We adopt a new representation of the relationship between emissions and income using long-run growth rates. Our approach allows us to test multiple hypotheses about the drivers of per capita emissions in a single framework and avoid several of the econometric issues that have plagued previous studies. We find that for carbon dioxide emissions, scale, convergence, and resource endowment effects are statistically significant. For sulfur emissions, the scale and convergence effects are significant, there is a strong negative time effect, and non-English legal origin and higher population density are associated with more rapidly declining emissions. The environmental Kuznets effect is not statistically significant in our full sample for either carbon or sulfur. 
Introduction
This paper is inspired by Figure 1 In this paper, we assess the determinants of long-run emissions growth rates using this new econometric approach, making two main contributions. First, our approach has important econometric advantages over the conventional panel data representation, discussed in the following. Second, our approach allows us to unify the main existing models -IPAT, the environmental Kuznets curve, and the convergence approach -and allows us to directly test the relevance of each.
By formulating our model in long-term growth rates we avoid most of the econometric problems troubling the existing literature. First, we circumvent the unit root problem raised by Wagner (2008) , as unit roots are differenced. 2 The second advantage of our approach is 1 A similar chart is presented in Blanco et al. (2014, Section 5.3. 3) as a description of past trends in income and greenhouse gas emissions. 2 We also include the average level of GDP in all but our first two models. This variable is not differenced but this does not introduce any unit root issues as our estimations do not utilize the time series.
that by taking average growth rates over a long period of time we filter out short-run effects and put more weight on the long-run components of variability.
3 Third, we also solve the identification of time effects issue raised by Vollebergh et al. (2009) . Conventional EKC approaches effectively detrend the dependent and independent variables and attribute the effects of any common trend to the time effect. Our model identifies the time effect as the mean long-run emissions growth rate when GDP growth is zero and other variables are at their sample mean. Fourth, our approach also reduces the main problem associated with the between estimator (BE) proposed by Stern (2010) -that omitted variables correlated with the levels of both emissions and income per capita may result in biased estimates of the effect of income. In our new approach, the means of these variables are removed by differencing.
Our second main contribution is that we provide a simple unified approach that can be used to compare and test the leading alternative theories about the relation between income and emissions. We find that there is a significant effect of economic growth on long-run growth in both carbon and sulfur emissions. We find that there is no significant income turning point for either carbon or sulfur emissions, so that there is little support for the environmental Kuznets curve. Instead, growth and convergence effects largely explain changes in emissions.
In our most general model, the elasticity of emissions with respect to income is not significantly different to unity, supporting an IPAT-style view of emissions trajectories, albeit one which also leaves room for the importance of convergence effects and the effects of some exogenous variables. For sulfur, negative time effects are also important.
The outline of the paper is as follows. First we lay out prior work and our research design.
Then we describe the overall features of the data followed by the results, discussion, and conclusion. 3 Chirinko et al.'s (2011) Interval Difference Estimator to estimating production function parameters similarly emphasizes long-run change and avoids several econometric problems common to panel data estimation. Our approach is also related to the "fresh specification" for the EKC of Bradford et al. (2005) who start by assuming that the derivative of pollution w.r.t. time is a linear function of the rate of growth of income and the interaction between it and the level of income. This is a continuous-time version of our equation (3) assuming that the time effect is zero. But they then integrate this function with respect to time deriving an estimation equation in levels.
Prior Research
There has been an extensive debate on the drivers of pollution emissions and other environmental impacts. Three main approaches have dominated the literature. Our new approach allows us to test all three.
Until the 1980s, mainstream environmental thought held that environmental impact increased with the scale of economic activity, though either more or less environmentally friendly technology could be chosen. This approach is represented by the IPAT model proposed by Ehrlich and Holdren (1971) . IPAT is an identity given by impact = population*affluence*technology. If affluence is taken to be income per capita, then the technology term is impact or emissions per dollar of income. Decomposition approaches to modeling emissions (e.g. Rafaj et al., in press ) are ultimately derived from IPAT or the related Kaya Identity (Kaya, 1990 ).
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The 1980s saw the introduction of the sustainable development concept which argued that, in fact, development was not necessarily damaging to the environment and that poverty reduction was essential to protect the environment (WCED, 1987) . In line with this sustainable development idea, in the early 1990s Krueger (1991, 1995) introduced the second main approach to modeling the income-emissions relationship -the environmental Kuznets curve (EKC) -which proposes that environmental impacts first increase and then decrease over the course of economic development. 5 Proponents of the EKC argue that though economic growth at first increases environmental degradation, in the long run countries must become rich in order to clean up their environment (e.g. Beckerman, 1992) . The EKC was popularized by the 1992 World Development Report, which relied on research by Shafik (1994) . However, this showed that carbon emissions did not seem to follow an inverted U-shaped curve, a conclusion also reached by Holtz-Eakin and Selden (1995) . Figure 2 uses the CDIAC dataset featured in Figure 1 to confirm the lack of a crosscountry carbon EKC. 4 The STIRPAT approach of Dietz and Rosa (1997) and Rosa and Dietz (1998) is also derived from IPAT but allows the elasticities of population and affluence to deviate from unity and estimates technology as a residual. 5 For recent critical reviews of the environmental Kuznets curve literature see Carson (2010) , Pasten and Figueroa (2012) , and Zervas (2013a, 2013b) . Stern and Common (2001) found that in a globally representative sample of countries, even for sulfur emissions, there was a monotonic relationship between emissions and income per capita when time effects were included in the regression model. Recent papers using more sophisticated econometrics also find that the relationship between the levels of emissions and income per capita is monotonic when the effect of the passage of time is controlled for (Wagner, 2008; Vollebergh et al., 2009; Stern, 2010) . Stern (2010) even finds that the emissions-income elasticity is greater than unity for carbon dioxide. 6 On the other hand, using a set of simple cross-section carbon dioxide EKC regressions, Chow and Jie (2014) find a highly significant coefficient on the square of the log of GDP per capita (t = -22.9), claiming that this is conclusive econometric evidence for the carbon EKC. However, the mean turning point in their sample is in fact $378k.
A cross-country EKC could emerge from a combination of scale and time effects. Growth of emissions in faster-growing countries will outpace the efficiency improvements that come with time so that emissions would rise in fast-growing countries and decline in slow-growing countries. The fastest growing economies have been middle-income countries such as China and the Asian tiger economies that are catching up to the developed countries by adopting existing technologies. 7 Stern (2004) proposed that perhaps the high economic growth rate of these economies better explains their increasing emissions than their middle-income status does, connecting the IPAT approach -the hypothesis that increases in the scale of the economy always lead to more emissions, ceteris paribus, though improvements in technology can offset this effect -to the apparent EKC. This hypothesis explains the results of Stern and Common (2001) and others mentioned above.
The third main approach to the evolution of emissions over time is to hypothesize that they are converging to a common level. There are three main approaches to testing for convergence: sigma convergence, which tests whether the variance of the variable in question declines over time; stochastic convergence, which tests whether the time series for different 6 This is probably exaggerated due to the lack of control variables in the regression. In particular, temperature, which is negatively correlated with income capita and positively correlated with energy use. 7 To the extent that emissions-reducing technological change is correlated with general TFP growth, the emissions-income elasticity would be expected to be less than unity and countries reduce their emissions intensity in line with increasing their GDP per capita. Only reductions in emissions intensity that are unrelated to growth in income and are shared across all countries would result in downward shifts of the emissions-income curve. countries cointegrate; and beta convergence, which tests whether the growth rate of a variable is negatively correlated to the initial level of the variable. Using beta and stochastic convergence tests, Strazicich and List (2003) found convergence among the developed economies. Using sigma convergence approaches, Aldy (2006) also found convergence for the developed economies but not for the world as a whole. Using stochastic convergence Westerlund and Basher (2008) reported convergence for a panel of 28 developed and developing countries over a very long period, but recent research using stochastic convergence finds evidence of club convergence rather than global convergence (Herrerias, 2013) . By contrast, using the beta convergence approach Brock and Taylor (2010) find statistically significant convergence across 165 countries between 1960 and 1998. Figure 3 shows convergence for carbon dioxide emissions in our CDIAC sample. There is a clear tendency for emissions to grow in countries with a low initial level of emissions and vice versa. Brock and Taylor's (2010) (Figure 4) , which we will include in our model.
Hypotheses, Models, and Methods
Our basic model is:
where hats indicate long run growth rates, i.e. 
Our second model is:
where G i is the log of income per capita averaged over time in each country with the simple cross-country mean deducted. 9 This allows us to interpret the intercept as the mean rate of change in emissions for a country with average log income and zero economic growth.
Including G i allows us to examine the impact of the level of income on the time effect. If γ < 0, then emissions decline faster over time the higher the level of income (holding the rate of economic growth constant). We could still have a weak EKC story even if β = 1 if γ is significantly negative, so that there is a composition or technique effect related to income levels (Grossman and Krueger, 1995) . However, a more clear-cut test of the EKC hypothesis would be a test of ! " 2 < 0 in:
so that emissions decline when income increases above a given income turning point. If we demean G i then ! " 1 is the elasticity of emissions with respect to income at the sample mean 9 All the cross-country means that we deduct from the levels variables are unweighted simple means. log income level. We can find the EKC turning point, µ, by estimating (3) without demeaning log income and computing
). We use the delta method to compute the standard error of the turning point. We can combine models (2) and (3):
so that there are now effects of both economic growth, income, and their interaction. The time effect depends on the level of income. If ! " < 0 then over time the level of emissions will be reduced by more in richer countries than poorer countries in the absence of economic growth. In the classic EKC model in levels this would have the effect of pulling the turning point towards lower income levels over time. However, as our model is estimated with data averaged over the entire period it seems reasonable that the turning point can still be computed as above, which would represent an estimate of the average location of the turning point over the period.
Next, we test for convergence in emissions using the beta convergence approach by adding the level of emissions per capita at the beginning of the sample period to equation (4):
where E i0 is the demeaned log of emissions per capita in country i in the first year in the sample period. For convergence we would expect that δ < 0. However, countries such as China that have had large decreases in emissions intensity initially had low per capita emissions but high emissions intensity. Figure 4 shows that the correlation between the initial emissions intensity and the subsequent growth is higher than that between initial emissions per capita and its subsequent growth rate illustrated in Figure 3 . Therefore, we also formulate our model in terms of beta convergence in emissions intensity:
Again, the cross-country mean is subtracted from the initial log emissions intensity variable.
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For the sake of comparison with the previous literature, we also estimate short and long forms of the Green Solow Model (Brock and Taylor, 2010) . The empirical implementation of 10 If we subtract the growth of GDP from both sides of (6) then we have a model of convergence in emissions intensity with GDP growth and levels terms added. Brock and Taylor's (2010) model is closely related to our model as the dependent variable is the average growth rate of carbon dioxide emissions over almost four decades and the main explanatory variable is the initial level of emissions, which tests for beta convergence. However, this model omits the economic growth variable. The short form of the Green Solow Model is given by the following equation: (7) In order to replicate Brock and Taylor's results as closely as possible we do not subtract the mean of . The long form of the Green Solow Model is given by: (8) where is the log of the average investment to GDP ratio over the sample period and n is the average rate of population growth over the period.
Our most general model is an extended version of equation (6):
where the X j are additional explanatory or "control" variables. In the following, we discuss the additional variables that we add and the reasons for doing so. A wide variety of "control"
variables have been considered in the EKC literature. Some of these are genuinely exogenous or predetermined, whereas others are variables that typically change in the course of economic development and might be seen as factors through which the development process drives emissions changes. Examples of the latter are democracy, free press, good governance, and lack of corruption, which have been found to both improve economic performance and reduce environmental pressure Gerlagh, 2006a, 2006b) . Similarly, variables such as industrial structure are clearly driven by income growth or develop alongside GDP as part of the development process. Controlling for these could be a way to test the effect of different channels of the influence of income on emissions growth. However, in this paper we are interested in testing the overall effect of income and economic growth on emissions growth and so our main analysis only includes variables that are pre-determined or exogenous to the development process. We also mention results for models including additional variables.
The exogenous variables included in equation (9) are as follows. We include a dummy for non-English legal origin, as there is evidence that legal origin is relevant for emissions of sulfur (Stern, 2012) . We also include a dummy for centrally-planned economies on the expectation that reform in the formerly centrally-planned countries spurred reductions in emissions (although our estimates do not in the end provide significant support for this). We control for the effect of climate using country averages of temperatures over the three summer months and the three winter months. Temperatures probably have a greater effect on the level of emissions than on growth in emissions but, controlling for income level, emissions may grow more rapidly in countries with larger cooling or heating requirements.
We also include the log of estimated fossil fuel endowments in 1971 (Norman, 2009) , as countries that are poor in fossil fuel endowments might exhibit larger transitions to lowemission energy sources such as nuclear power and renewables. Differences in fossil fuel endowments have been found to be an important cause of heterogeneity in emissions-income paths in prior work (Burke, 2012 (Burke, , 2013 Stern, 2012) . We considered taking into account the potential for hydroelectric power by controlling for freshwater resources per capita (Burke, 2010 (Burke, , 2013 . However, this variable was statistically insignificant in all our regressions.
Finally, we include the average of the log of population density. For a given level of emissions per capita, higher population density implies higher pollution concentrations and so we would expect this variable to affect action on reducing sulfur emissions (ceteris paribus). Higher population density also reduces energy use through lower transportation costs and smaller living-and work-spaces. This might affect the growth of carbon dioxide emissions.
We estimate models using OLS with heteroskedasticity-robust standard errors. We also implement three heteroskedasticity tests. First, we use White's (1980) test of general heteroskedasticity. Second, because emissions per capita and income per capita are means computed over populations of various sizes, the variance of these variables should be inversely related to the size of the population, which introduces grouping related heteroskedasticity (Maddala, 1977; Stern, 1994) . By the delta method, the variance of the log of these means also should be inversely related to the size of the population. We test whether this is the case using the Breusch-Pagan test (Breusch and Pagan, 1979) , which involves regressing the squared residuals from each regression on the reciprocal of the mean over time of population. 11 Third, it is possible that, due to measurement errors, the variance of the error term is not linearly related to the size of the population, but instead to a power of it. To test this we use the Harvey (1976) test where we regress the log of the squared residuals on the log of population. As this process uses only a single regressor, we report the result as the regression coefficient and its standard error. We also estimated models using WLS where the error variance is assumed to be proportional to P i !! , where P is population and η is the estimated regression coefficient from the Harvey test auxiliary regression.
We assume that the explanatory variables in our regressions are exogenous. Clearly, there can be no reverse causality from growth rates to initial values. There is potentially feedback from the growth rate of emissions, especially of carbon dioxide, to either the growth rate of income or the average level of GDP, assuming that it is correlated with the growth of energy use and energy use contributes to economic growth. Omitted variables bias is an important issue as there are many variables that may be correlated with GDP or GDP growth, and which may help explain emissions growth. Finally, measurement error is a significant issue in the estimation of GDP and emissions. The usual approach to these issues is using instrumental variables. However, it is hard to find plausible instrumental variables in the macro-economic context (Bazzi and Clemens, 2013) , especially for long-run growth rates or levels of the variables. It is insufficient that a potential instrumental variable be theoretically exogenous to the dependent variable and correlated with the endogenous explanatory variable. It must also not be correlated with any omitted variable or affect the dependent variable itself directly. So even variables such as legal origin will not be suitable as instrumental variables.
Data
In addition to the CDIAC data for carbon dioxide emissions from fossil fuel combustion and cement production shown in Figure 1 , we carry out our analysis for carbon dioxide from fossil fuel combustion provided by the IEA ( Figure 5 ) and sulfur emissions estimated by Smith et al. (2011) (Figure 6 ). The IEA and CDIAC data look broadly similar, but the datasets have different country coverage and there are some noticeable differences for smaller countries. Long-run growth in sulfur emissions is also positively correlated with economic growth, although the entire distribution of circles is shifted downwards, suggesting a strong negative time effect. Also, there is a group of smaller OECD countries with very 11 Breusch and Pagan (1979) allow for the residual variance to be related to any variables, not just the regressors.
negative emissions growth clustered immediately below the USA in the graph. The Appendix describes the data sources in detail. Blanco et al. (2014) discuss the uncertainty in emissions data. For carbon emissions from fossil fuels and cement production the uncertainties are in the order of ±8%. For sulphur dioxide, uncertainties of the level in individual countries range from ±5% to ±36% depending on the country and source of emissions (Smith et al., 2011) . The final column provides population-weighted means of the country-level growth rates and levels.
Mean income per capita varies by $2,000 across the samples and median income is around half mean income. Global aggregate per capita income varies by much less and is close to the median for the IEA and sulfur datasets. The CDIAC dataset contains a larger number of small low-income countries than the other two datasets and, therefore, its median income is lower.
Per capita carbon dioxide emissions are rising on average across countries by more than 1%
per annum while sulfur emissions are falling at 0.7% per annum on average. Variations in the rate of change across countries are much larger for sulfur emissions than for carbon emissions, as the standard deviation of the sulfur emissions growth rate is twice as large as that for carbon emissions. GDP per capita has grown a little faster than carbon dioxide emissions on average, with a bit less variation across countries. There do not seem to be important differences between the distributions of the GDP growth rates across the three samples. However, the average growth rate of carbon emissions as measured by CDIAC is lower than the emissions measured by the IEA. Based on these simple statistics the naïve estimates of the emissions elasticity with respect to income would be 0.75, 0.90, and -0.39 for the three datasets. As we will see, separating the total effect into time and income effects greatly modifies the last of these estimates.
The growth rates of global aggregate emissions are much lower than the unweighted country mean, while the population-weighted means are much higher. This is because, due to 12 These data are for the aggregate of emissions, population, and GDP of the countries in our sample and thus are not truly global as some countries are omitted from each of our samples.
convergence, countries with higher initial emissions saw slower growth in emissions, while
China and India, which have the largest populations, had rapid economic growth and rapid growth in emissions.
Results
Tables 2-4 present the results for equations (1)- (6) for the three datasets, Table 5 presents the results for the short and long forms of the Green Solow Model (equations (7) and (8)) for all data sets, Table 6 presents the results for equation (9) for all models, and Tables 7 and 8 present the results for equation (9) split into two sub-periods.
Looking first at the diagnostic statistics, with the exception of equation (9) heteroskedasticity of an unknown form are highly significant, which justifies the use of heteroscedasticity-robust standard errors.
The adjusted R-squared increases substantially as more variables are added for all three datasets and particularly for the models including initial emissions (5) and (6), emphasizing the importance of the convergence mechanism in explaining emissions growth rates. Results for equation (9) are not strictly comparable to those for equations (1) to (6) as the samples for the former exclude two or three countries, but they do show quite large increases in the Rsquared for the IEA and sulfur datasets.
Looking at equation (1), all three datasets have a positive and statistically significant estimate of the emissions-income elasticity. For the CDIAC and sulfur datasets, the elasticities are not significantly different from unity, however in the latter case the estimated elasticity is quite far from unity but the standard error is large, reflecting the low R-squared in this regression.
The time effect for CO 2 is insignificant for the CDIAC dataset and significantly positive for the IEA dataset (0.59% p.a.). For sulfur it is significantly negative (-1.81% p.a.). This explains the differences between the estimated elasticity of income here and the naïve estimates discussed in the previous section. Therefore, not controlling for other variables, GDP growth increases emissions for both sulfur dioxide and carbon dioxide and for the CDIAC and sulfur data the elasticity is not significantly less than unity. However, over time, sulfur emissions fall in all countries irrespective of their income level and may rise (for IEA data) or not change (CDIAC) for carbon.
Equation (2) adds the level of GDP as an explanatory variable. Both the CDIAC data set and the sulfur data set have significantly negative effects on the level of GDP, indicating that the time effect is more negative in high-income countries. In addition, the point estimates of the emissions-income elasticity increase and the time effect becomes negative for these two datasets.
Equation (3) tests the EKC hypothesis. In each case, the interaction term is significantly negative but the emissions-income elasticity at the sample mean of log income does not change much compared to equation (1). For carbon dioxide the turning point income level is out of sample and statistically insignificant. Therefore, we can conclude that the elasticity decreases with higher income but we do not have evidence of an actual turning point. For sulfur, however, the turning point is $11.2k with a standard error of $3.5k. For the IEA carbon dioxide sample there is now a significantly positive time effect, while for sulfur the time effect becomes less negative.
Adding the level of income makes little difference for the IEA and sulfur data (equation (4)).
For the CDIAC data this term is significantly negative. Adding the level of initial emissions in equation (5) changes all the results substantially. Initial emissions per capita have a strongly negative effect in all the datasets, which indicates that countries conditionally converge in emissions over time. The emissions-income elasticity declines somewhat, the time effect is less negative, and the effect of the level of income becomes positive so that over time emissions are increasing more in higher income countries controlling for long-run GDP growth and the convergence effect. The EKC turning point for the IEA data is within the sample range and just significant at the 10% level. Equation (6) uses initial emissions intensity instead of initial emissions per capita. The results are quite sensitive to this alternative specification. 13 The effect of initial emissions intensity on emissions growth is, however, almost identical to that of initial emissions per capita. On the other hand, the emissions-income elasticity and the EKC turning point are substantially increased compared to equation (5). The effect of the level of income is significantly reduced. Table 2 of Brock and Taylor (2010) and the results for the long form are extremely close to their Sample C results both in terms of the regression coefficient and their significance levels as well as the adjusted R-squared. This is despite the different temporal and geographical coverage of our sample and suggests that the relationship is quite stable. However, the adjusted R-squared for either GSM estimated with the CDIAC data is lower than that for any of our models in Table 2 . So, the GSM seems to be only part of the story of carbon emissions growth and the growth rate of GDP is very important in explaining the growth rate of emissions. The results for the IEA data differ from those for the CDIAC data -the sign of population growth is reversed, so that higher population growth increases the growth rate of per capita emissions. This is also the case for sulfur emissions and for Sample B in Brock and Taylor (2010) though there the coefficient is statistically insignificant. This suggests that the model is not very well specified.
On the other hand, for sulfur emissions, the GSM explains more of the variation than the EKC model (equation (3), Table 4 ), with adjusted R-squared values of 0.44 (equation (7)) and 0.53 (equation (8)) compared with adjusted R-squared values of 0.16 to 0.23 for equations (1) to (4) in Table 4 . Only equations (5) and (6) have a superior explanatory power than the GSM. The convergence mechanism is more important in the case of sulfur than for carbon. Table 6 presents the results of the extended model presented in equation (9). The time effects are similar to those in equation (6) -not significant for carbon, and significantly negative for sulfur (if a bit smaller here). The effect of GDP growth is increased and now is not significantly different from unity, the EKC effect is reduced and only statistically significant for the CDIAC data at the 10% level, and the convergence effect remains strong and of 13 It is not a simple re-parameterization because we use initial GDP in the emissions intensity variable and average period GDP in the interaction and levels income terms. similar magnitude. The estimated EKC turning points are all out of sample and statistically insignificant.
The coefficients of the additional variables are very different for the carbon dioxide and sulfur dioxide models. Legal origin has no significant effect on carbon emissions growth but countries with non-English legal origin saw much more rapid decline in sulfur emissions than the English legal origin countries, confirming previous findings (Stern, 2005 (Stern, , 2012 . This difference between CO 2 and SO 2 is easy to explain as to date sulfur emissions have typically received more active policy attention than carbon emissions. Formerly centrally planned status has a significantly positive effect on SO 2 emissions growth ceteris paribus. As there was a rapid decline in energy intensity in these countries following liberalization, we would expect emissions to decline more rapidly in reforming economies. However, as we see in Table 7 they grew much more rapidly in the centrally-planned economies prior to reform and this effect dominates. Summer temperature has a positive effect on both carbon and sulfur emissions growth, perhaps because of growing use of air conditioning in hot countries. The coefficient is largest for sulfur emissions, which are largely produced by electricity generation. Higher winter temperatures have a negative effect on emissions growth but this effect is smaller in absolute value than the effect of higher summer temperatures. This is probably because countries with cold winters have always heated living and workspaces over this period and probably have moved towards greater efficiency together with increased heating during this period.
A larger fossil fuel endowment increases the rate of growth of carbon emissions as we would expect (Burke 2012 (Burke , 2013 Stern, 2012) but does not have a significant effect on sulfur emissions. 14 Population density has strong negative effects on sulfur emissions and smaller and insignificant effects on carbon emissions. Greater density means that for given emissions per capita, emissions concentrations will be higher and we expect as a result there will be greater policy action to reduce emissions. Higher density should also be associated with 14 We also tested adding the interaction between fossil fuel endowments and the rate of economic growth to the regression. For CO 2 , the coefficient of the interaction term was significant and the coefficient of the levels term of fossil fuel endowment was insignificant. For sulfur the interaction term was not significant. Other coefficients did not change much and so we chose to just present the model as in equation (9). lower energy use in transport and smaller living-and work-spaces and perhaps in the growth of the energy use associated with these activities.
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To explore whether effects varied over time we split the sample period in half and re-ran equation (9) on the two sub-periods separately. Tables 7 and 8 report these results. The findings that economic growth and emissions convergence are significant drivers of emissions growth and that there is either no meaningful EKC turning point or a high EKC turning point are robust across the separate sample periods. But our cutting of the sample into two time periods reveals some interesting stories. Looking first at the CDIAC dataset, the time effect becomes negative and the effect of GDP growth strengthens in the second period.
The EKC effect also becomes more negative though it is still not statistically significant.
These effects are less pronounced for the IEA data. For both carbon datasets the effects of the endowments and temperature are reduced.
For sulfur dioxide in the first period the time effect and environmental Kuznets curve effect are insignificantly negative and both become significantly negative in the second period. The turning point also moves into the sample range but is still statistically insignificant. As might be expected, the coefficient for centrally-planned economies is very positive and significant in the first period and becomes negative though insignificant in the second period. The effect of winter temperatures disappears in the second period. 15 Though energy prices are not exogenous, there is interest in their effect on the growth of emissions. We use the log of the retail price of road-sector gasoline as a proxy of country-bycountry fossil fuel prices (in the absence of data for other fuel prices for our large international sample). Adding this variable to equation (9) for the CDIAC data the coefficient is -0.0100 (0.0027). The main changes in the other parameters are as follows. The coefficient on the EKC effect becomes completely insignificant. The coefficient on the fossil fuel endowment becomes much smaller and only just significant at the 10% level. Therefore, greater fossil fuel endowments are correlated with lower gasoline prices and the small EKC effect that was present also appears to be related to higher fuel prices in richer countries.
Results for the IEA data are similar, though the fossil fuel endowment is still highly significant (p = 0.013) for this data set. The gasoline price has a negative but insignificant coefficient in the sulfur dataset. Due to the large literature on the relationship between trade and the environment, which also inspired the first study of the EKC (Grossman and Krueger, 1991) , we also tested for the effect of trade openness. When added to equation (9) its coefficient is positive. This effect is not statistically significant at the 5% level for carbon emissions but is for sulfur emissions (with a coefficient of 0.0178 (0.0048)). The main change to the other parameter values is that the EKC effect becomes significant but the income turning point is still out of sample ($179k) and insignificant.
Discussion
Using a new formulation of the emissions-income relationship in terms of long-run growth rates we find that the effect of income growth on emissions is strongly positive, and close to unity. Though the interaction term between income growth and the level of income is significantly negative across our three data sets for our simpler models, this is generally not the case when we add exogenous controls. Furthermore, in this extended model, any EKC income turning point is well out of sample and/or statistically insignificant for all three datasets. We conclude that there is no significant EKC effect in the full sample for either carbon or sulfur.
There is a strong negative time effect for sulfur ranging from -1.07% p.a. to -2.16% p.a., depending on the specification (-1.20% in our full model). Time effects for carbon are not robust across datasets and specifications. The effect of the level of income, independent of its interaction with income growth, is also not robust across specifications.
We find strong evidence of convergence across countries in either emissions per capita or emissions intensity. So, while the EKC story receives little support, neither a simple structural interpretation of the IPAT model, nor a simple convergence model, is on its own sufficient. Our estimates of the Green Solow Model for CDIAC carbon emissions have lower adjusted R-squared values than any of our models that include the growth rate of GDP. We therefore conclude that, though both are important, economic growth explains more of the variation in carbon emissions growth rates than does convergence. However, for sulfur emissions we find the reverse: convergence has greater explanatory power than GDP growth or the EKC effect. Though we find that convergence is important for both sulfur and carbon dioxide emissions our analysis does not explain why emissions per capita or emissions intensity is converging across countries. Convergence could be due to globalization leading to economic structures and the technologies used across countries becoming more similar over time or due to countries with high emissions intensities taking policy action to improve their environments and/or reduce their dependence on imported energy.
Our results provide smaller elasticities of emissions with respect to income and smaller time effects for carbon dioxide than Stern (2010) . This suggests that Stern's (2010) results are biased by omitted variables. Perhaps this is also the case for the results of Wagner (2008) and Vollebergh et al. (2009) , who also use models in levels.
Our finding that there is no statistically significant turning point for sulfur emissions provides support to similar conclusions first drawn by List and Gallet (1999) and Stern and Common (2001) (albeit using a very different approach). Using our full sample the EKC parameter is statistically insignificant and the turning point is out of sample and insignificant. Using data from just 1988 to 2005 we find that the coefficient of the growth-income interaction is significant and the turning point is (just) in-sample, although it is estimated with large standard errors and so is not statistically significant.
No new method can address all potential issues. The fact that long-run GDP growth rates filter out non-stationary dynamics, short-run relations, time varying time-effects and variables that might explain variation in the initial level of emissions across countries also means that we cannot use our approach to assess these (important) issues. For example, variation in countries' initial levels of emissions is left unexplained. This omission is shared with the panel data approach with country fixed effects. Also, we do not consider the effect of the business cycle on emissions (Bowen and Stern, 2010; Jotzo et al., 2012; York, 2012; Li et al., 2014) . The approach we follow is focused on its purpose of identifying the longterm effects of economic growth on emissions.
Appendix: Data Sources
GDP, Population, Area, Investment to GDP Ratio, Trade Openness
These are sourced from the Penn World Table ( PWT) version 8.0 (Feenstra et al., 2013) . The Green Solow model uses the investment share of GDP for which we use csh_i. We also compute population growth rates and population density from the Penn World Table data. Trade openness is calculated as the average ratio of the sum of merchandise exports and imports to GDP over the period.
These data can be downloaded from www.ggdc.net/pwt.
Emissions
We use two sources of data on carbon dioxide emissions -the Carbon Dioxide Information Analysis Center (CDIAC) (Boden et al., 2013) and the International Energy Agency (IEA).
CDIAC produces annual data at global and national scales for 249 countries for varying periods between 1751-2010. These are for emissions from the combustion of fossil fuels, gas flaring, and cement production and can be downloaded from:
http://cdiac.ornl.gov/trends/emis/overview_2010.html. Emissions are in thousand metric tons of carbon, which we convert to carbon dioxide by multiplying by 44/12. When we match CDIAC data to PWT data we obtain a balanced dataset for 136 countries between 1971-2010.
The IEA carbon dioxide emissions dataset covers emissions from fuel combustion from 1960 onwards for developed countries and 1971 onwards for developing countries. These data can be downloaded from the OECD iLibrary, which is a subscription database. Data are measured in million metric tons of CO 2 . As we take logarithms and then demean the data, this 
Centrally Planned Economies
We identify centrally planned economies using a dummy variable equal to one for those countries on the list of transition economies in Table 3 .1 in IMF (2000). In our sample, these countries are: Bulgaria, Hungary, Poland, Romania, Albania, Cambodia, China, Laos, and
Vietnam.
Legal Origin
We treat English legal origin as the default and assign zero-one dummies for German, French, and Scandinavian legal origin using the classification of La Porta et al. (2008) . The data are available from:
http://scholar.harvard.edu/shleifer/publications/economic-consequences-legal-origins
Temperature
Average temperature in degrees Celsius for 1960-1990 by country and month are available from Mitchell et al. (2003) . The data are available from:
http://www.cru.uea.ac.uk/~timm/climate/index.html
We average the temperature of the three summer months -June to August in the Northern
Hemisphere and December to February in the Southern Hemisphere -to obtain a summer temperature variable. We average the temperature of the three winter months to obtain a winter temperature variable. This should give a better idea of the demand for cooling and heating than simply using the temperature of the hottest and coldest months.
Energy Endowments
We multiply Norman's (2009) ratio of the value of fossil fuel stocks to GDP in 1971 by GDP per capita at market exchange rates in 1971 (World Bank) to derive the value of per capita fossil fuel endowments in 1971. As there are many zero values, we add one dollar to this value before taking logs. As the median value for countries with non-zero resources is $359 this does not change the data for countries with significant resources by very much.
Gasoline Prices
Data on the average gasoline pump price are provided by the World Development Indicators for various years between 1991 and 2010 in nominal US Dollars. We convert these into 2005 US dollars per liter using the US GDP deflator and then take an average of the price for each country over the years available for that country. Note: Growth rates are presented in fractions rather than percentages as that is the way the data are used in our regression analysis. The first five columns present unweighted statistics for our sample when computing the statistics for each country separately first. In the sixth column (global) we first compute the total emissions, GDP, and population for our sample of countries and we then compute the mean annual growth rate and mean per capita level of this global aggregate. In the final column we compute the growth rates using population-weighted regressions of the country-level growth rates on a constant. Figures in square brackets are the t-statistic for the difference between the coefficient and unity. k is the number of non-constant regressors. Significance levels of regression coefficients: * 10%, ** 5%, *** 1%. The sample mean is subtracted from all levels variables so that the intercept can be interpreted as the time effect for a country with the sample mean level of log income and emissions. Figures in square brackets are the t-statistic for the difference between the coefficient and unity. k is the number of non-constant regressors. Significance levels of regression coefficients: * 10%, ** 5%, *** 1%. The sample mean is subtracted from all levels variables so that the intercept can be interpreted as the time effect for a country with the sample mean level of log income and emissions. Figures in square brackets are the t-statistic for the difference between the coefficient and unity. k is the number of non-constant regressors. Significance levels of regression coefficients: * 10%, ** 5%, *** 1%. The sample mean is subtracted from all levels variables so that the intercept can be interpreted as the time effect for a country with the sample mean level of log income and emissions. Significance levels of regression coefficients: * 10%, ** 5%, *** 1%. The sample mean is subtracted from all levels variables except dummy variables so that the intercept can be interpreted as the time effect for a country with English legal origin, a sample-mean level of log income and emissions, and that is not centrally planned. See the Appendix for further information on variable definitions. Sample 1971-1990 1971-1990 1971-1988 Notes: Figures in parentheses are standard errors for the regression coefficients and the EKC turning point and p-values for White and Breusch-Pagan test statistics. Figures in square brackets are the t-statistic for the difference between the coefficient and unity. k is the number of non-constant regressors. Significance levels of regression coefficients: * 10%, ** 5%, *** 1%. The sample mean is subtracted from all levels variables except dummy variables so that the intercept can be interpreted as the time effect for a country with English legal origin, a sample-mean level of log income and emissions, and that is not centrally planned. See the Appendix for further information on variable definitions. 1990-2010 1990-2010 1988-2005 Notes: Figures in parentheses are standard errors for the regression coefficients and the EKC turning point and p-values for White and Breusch-Pagan test statistics. Figures in square brackets are the t-statistic for the difference between the coefficient and unity. k is the number of non-constant regressors. Significance levels of regression coefficients: * 10%, ** 5%, *** 1%. The sample mean is subtracted from all levels variables except dummy variables so that the intercept can be interpreted as the time effect for a country with English legal origin, a sample-mean level of log income and emissions, and that is not centrally planned. See the Appendix for further information on variable definitions. Table 8 .0.
