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Abstract 
The Moslem kids clothes demand in Habibah Busana are likely  increase at certain times, especially near the Eid-
holidays. that  total demands in each year is varies and always increase when near the Eid holidays. The demand 
always increases when near Eid-holidays but decrease in next month. It’s repeat every year but unfortunately it occur 
in different time every year. it means that Eid holidays occur in different time  every year.  It make the company in 
uncertainty condition. This research compare Arima method which make forecast in univariate data and Arimax as 
multivariate method which include independent variables such as different time of Eid holidays every year. The result 
show that Arimax method is better than Arima method in accuracy level of training, testing, and next time forecasting 
processes.  There are minimum fourteen variables have to include in Arimax model in order to make accuracy level is 
not decrease.  
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1. Introduction 
 
The Moslem kids clothes demand in Habibah Busana are likely  increase at certain times, especially 
near the Eid-holidays. This makes Habibah Busana requires appropriate planning about the number of 
demand products that will occur in the next years based on demand data in the previous years. This 
planning is needed by Habibah Busana in order to prepare raw materials and workers if there is high 
demand in certain time and also to determine the highest sales forecast in the next year. So, the company 
will be able anticipate the next year sales. 
 
Based on product demand data in Habibah Busana know that  total demands in each year is varies and 
always increase when near the Eid holidays. The demand always increases when near Eid-holidays but 
decrease in next month. It’s repeat every year but unfortunately it occur in different time every year. It 
follow the Hijri calendar system which is used in Indonesia. Hijri calendar system have Eid holidays 
© 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
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which always occurred in different time, it means that Eid holidays occur in different time  every year.  It 
make the company in uncertainty condition. They must prepare some raw materials more and additional 
workforce to meet consumer needs when near Eid holidays but this time always different, so their 
planning don’t meet the time. This research predict The moslem kids clothes demand with appropriate 
methods in order to make planning which match with the real condition. It compare two methods, these 
are ARIMA and ARIMAX. 
 
Lee and Liu had applied Arimax method based on calendar variation model for forecasting sales data 
with Ramadhan effect, but these research include independent variable before Eid holidays only. 
Actually, based on history data analysis, independent variable which denoted what happen after Eid 
holidays influence this demand. This research make comparison between Arima and Arimax methods to 
proof that there are many independent variables influence this demand. This research had indicated what 
independent variables have no more influence. These can make production planning in Habibah Busana 
more effective and efficient [3]. This models were implemented using Java programming language. Java 
use to implement  models and JMSL Numerical java library to process the calculation of  data in Arima 
and Arimax method. Combination of LinearRegression class and autoArima class are used to obtain the 
most suitable Arimax models to estimate the demand of moslem kids clothes. 
2. ARIMA and ARIMAX 
Frank (1993) devide Arima models were into 4 groups: autoregressive model (AR), moving average 
(MA), autoregressive moving average (ARMA), and autoregressive integrated moving average (ARIMA).  
 
1. Autoregressive (AR) 
Autoregressive models predict the future value based on a linear combination of the previous value. 
An autoregressive process with the order -p or AR (p) can be expressed as follows: 
                                                                              (1) 
Zt is predicted value at t time, Zt-p adalah history data at (t-p) time and  is estimated parameter.   
2. Moving Average (MA) 
Moving Average models provide forecasts based on previous forecasting errors. Process Moving 
Average with orders q or MA (q) can be expressed as follows: 
 
                                              (2) 
 
where Zt is the predicted value at t time , Zt-q is the approximate error at (t-q) time, and β is an estimated  
parameter. 
 
3. Autoregressive Moving Average (ARMA) 
 
       These two components together form autoregressive moving average (ARMA) models. ARMA 
model assumes data set is stationer. Moving Average Autoregresive process for AR (1) and MA (1) can 
dianyatakan as follows: 
 
              (3) 
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Zt is the predicted value at t time,  is the approximate error at (t-1) time, and  an estimated  
parameter. If non stationarity factor added to ARMA process, then the model is become ARIMA (p,d,q). 
 
4. Autoregressive Integrated Moving Average (ARIMA) 
Generally, Data time series modeling consist of several types, namely Autoregressive (AR), Moving 
Average (MA), a combination of both, or with special cases. Arima model denoted by Arima (p, d, q) is a 
a combination model of AR and MA who have undergone a differencing process. Commonly, Arima (p, 
d, q) with t times differencing denoted as follows: 
 
        (4) 
Wei (2006) and Liu (1986) mentions that a lot of business and economic data is monthly data time 
series and yearly likely be the subject of two types effects of calendar variations. The first calendar effect 
is the change of economic activity and businesses that depend on the number of active days in a week. 
The calendar effect is called trading day effects. The second effect is day off effect due to religious 
holidays and traditional festivals which called holidays effects.  
Time series modeling which done by adding some variables are considered have a significant impact 
on the data. It is done to increase the accuracy of forecasting. Arimax models is a modification of 
seasonal Arima. This modification is done by add predictor variables. Variations calendar effects is one of 
the predictor variables that are often used in the modeling. Generally, Arimax model with variations 
calender effects  is denoted 
                                               (5)
      
3. Forecasting Model 
 
This research devide data into two groups, they are training data and testing data. The training data is 
a set of data that will be used to perform analysis and determine the model. Training data is data about 
product demand between 1st period and (n-12)th period where n is total period of data. The testing data is a 
set of data that will be used to test the accuracy of the forecast results. Testing data is about product 
demand between (n-11)th period  and nth period where n is the total data. 
3.1. The Arima Model 
       Arima modeling process begin with Estimation ARIMA model. This estimation include degree of 
autoregressive (p), differencing (d), and moving average (q) and seasonality factors. Data does not 
stationary so need differencing process to make stationary. The autocorrelations function of differencing 
process result  in each lag is is shown in Figure 1.   
 
This data is stationary because this autocorellations  approach zero exponentially  after the second or third 
time lag. So degree of d for Arima models is 1. After we find degree of d then we have to find degree of p 
and q to make ARIMA model. Prediction degree of p and q can be seen from the correlogram plot of 
autocorellation function (ACF) and partial autocorellation function (PACF).  
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Fig. 1. autocorrelations function correlogram of training data after first differencing process 
 
 
Fig. 2. partial autocorrelations function Correlogram of training data  
 
       Estimation of Arima models is (2, 1, 0) (0,1,0) 12. Due to this estimation process there is only one 
model is found, then as a comparison to prove that this model is better then used the model (1, 1, 0) 
(0,1,0)12. After we find the fit model then the next step is testing and parameter estimation. This testing 
use hypotesis and if all parameters had p-value <α (0.05) so H0 is rejected [7,8]. 
Table 1. Arima model parameters (1, 1, 0) (0,1,0)12 and Arima (2, 1, 0) (0,1,0)12 
Model   Parameters Estimate SE T Sig. 
(1, 1, 0) 
(0,1,0)12 
Constant 0.755 7.37 0.102 0.919 
AR Lag 1 -0.334 0.113 -2.953 0.004 
Difference 1       
Seasonal Difference 1       
(2, 1, 0) 
(0,1,0)12 
Constant 0.755 7.37 0.102 0.919 
AR Lag 1 -0.334 0.113 -2.953 0.004 
  Lag 2 -0.495 0.104 -4.737 0 
Difference 1       
Seasonal Difference 1       
 
Table 1 show  that all of model parameters significant because the value of Sig in Lag 1 and Lag 2 are 
less than 0.05 (level of significancy is 95%) . We have found 2 models that fit to forecast. The last step to 
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make sure that the models are best models is diagnostic test [7,8,9]. This test use Ljung Box test. 
Diagnostic tests use to determine Arima models which are fit for forecasting. In this step, Arima models 
should be White Noise. Diagnostic test show that  Arima (2,1,0)(0,1,0)12 only is white noise. 
2.2 The Arimax Model 
 
       Arimax model require independent variable that acts as an additional variable. Independent variables 
that used in this research are dummy variables that serves to incorporate the calendar variations effects, 
namely  dummy variable “month in year” (D1, D2,...., D12),dummy variable “one month before the Eid-
holidays” (DSIF), dummy variables “month of Eid-holidays” (DIF), dummy variables “one month after the 
month of Eid holidays” (DIFS), dummy variables “one month before the Eid-holidays”, “month of Eid-
holidays”, and “one month after the month of Eid holidays” (DSIFIFIFS), dummy variables “month of Eid-
holidays”, and “one month after the month of Eid holidays” (DIFIFS).  
 
 
Fig. 3. autocorrelations function Correlogram of regression process residual after 1st differencing process 
 
 Fig. 4. partial autocorrelations function Correlogram of regression process residual 
These dummy variables used to make regression analysis. And the regression equation is  
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number = 234 jan + 160 feb + 127 mar + 88.4 apr + 77.6 mei + 94.1 jun + 136 jul + 249 ags + 205 sept 
+ 224 okt + 218 nov + 266 des + 206 SIF + 97.8 IF - 54.6 IFS                                                                (6) 
  
Autocorrellation function of regression process residual show that data is not  stationary yet, so we need 
differencing process to make it stationary. Figure 3 and Figure 4 are the result of autocorrelation function 
of residual after 1st differencing and the result of partial autocorrelation function of residual.  
Table 2. Model parameters Arima (3,1,0)(0,1,0)12 
Model   Parameters Estimate SE T Sig. 
(3, 1, 0) 
(0,1,0)12 
Constant 0.767 2.539 0.302 0.764 
AR 
Lag 1 -0.509 0.115 -4.433 0 
Lag 2 -0.369 0.123 -3.007 0.004 
Lag 3 -0.331 0.116 -2.861 0.006 
Difference 1       
Seasonal Difference 1       
 
Tabel 2 show that all of parameter in Arima (3,1,0)(0,1,0)12  are significant.  The next step to make sure 
that this is a fit model is LJung Box test for regression residual and the result is shown that Arima 
(3,1,0)(0,1,0)12 is white-noise. 
 
4. RESULTS AND DISCUSSION 
 
5.1 Comparison between Arima and Arimax model 
Based on the experiments results can be analyzed which best method between Arima and Arimax that 
can be used to forecast the number of moslem kids demand. The selection of the best method can be done 
with some comparisons, such as : 
5.1.1  Level of Accuracy. 
The training and testing process result from Arimax method have better accuracy level than Arima 
method. Comparison of forecasting accuracy both of methods are shown in Table 3. This accuracy is 
viewed by Akaike Information Criterion (AIC), Mean Absolute Percentage Error (MAPE), and Root 
Mean Square Error (RMSE). 
Table 3. Comparison of Arima and Arimax accuracy. 
Method Data 
Degree of Optimum 
Model AIC MAPE RMSE 
p d q s 
Arima 
Training 
2 1 0 12 929.693 
12.48% 23.02 
Testing 17.29% 73.56 
Arimax 
Training 
3 1 0 12 891.144 
11.64% 18.08 
Testing 14.80% 72.09 
 
It can be seen that the accuracy of some value criteria such as AIC, MAPE, RMSE are produced by 
Arimax  has smaller value than Arima method. This smaller value indicate that the forecasting results 
more accurate. 
5.1.2  Results Plot of Training and Testing Process. 
The results plot comparison of  training proces using Arima and Arimax shown in Figure 5(a). 
Meanwhile, The results plot comparison of testing process using Arimax Arima shown in Figure 5(b). 
Based on Figure 5(a) and 5(b) can be seen that Arimax have predictive value approaches the actual data. 
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This is know that the plot of Arimax forecast (green line) coincide with the actual data. Meanwhile, the 
plot of Arima (red line) does not coincide.  
 
 
Fig. 5. (a) results plot comparison of  training process;      (b) results plot comparison of  testing process 
 
5.1.3  Next Periodes Forecast Results 
 
        Comparison of forecasting result can be seen in Figure 6. 
 
 
Fig.  1. result of Arima model and Arimax model 
Based on data analysis known that the highest number of demand occur in the month before  the 
month of Eid holidays for every year. Thus, if Eid holidays occurred in August then the highest forecast 
value should occur in July , not in November as produced by Arima. Arimax produce the highest forecast 
in July. This indicates that Arimax be able to identify the increase or decrease number of moslem kids 
demand in certain times. 
In addition, based on the analysis of data, in month of Eid holidays, demand of moslem kids always 
decline but will decrease again normally in next month. This caused customers make a lot of orders in the 
month before Eid holidays and reducing orders after the feast is finished. This is also shown by the results 
of Arimax method which decreased up to 83% and decrease in next month up to 59%. This is contrast 
with result of Arima which decrease up to 8% and 25% successively. So, Arimax method can provide 
better results than Arima. 
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5.2 Independent Variable Influence on Methods Arimax 
 
      In the Arimax forecasting process, we included 18 independent variables in the form of a dummy 
variable for calendar variations. However, the regression process only use 15 variables. SIFIFIFS, IFIFS, 
and  months removed from the equation because they have a very high correlation with other predictor 
variables. This is done automatically by the application.  
We do the tests to prove how much the influence of omitted variables. The following table shows the 
results of the test with some number of dummy variables are eliminated. The effect of this  variable 
elimination is shown in Table 4. 
Table 4. Effect of Dummy variable elimination  
No Number of 
Variable 
MAPE  RMSE 
Training  Testing Training  Testing 
1 18 11.64% 14.80% 18.08 72.09 
2 17 11.64% 14.80% 18.08 72.09 
3 16 11.64% 14.80% 18.08 72.09 
4 15 11.64% 14.80% 18.08 72.09 
5 14 12.96% 17.21% 22.64 79.69 
 
Based on this Table,  it can be seen that remove 3 variables (SIFIF IFS, IFS and variable month) will 
not affect the forecasting results, but we have a very different result if we remove the variable other than 
these variable. It happen if we  remove IFS dummy variable. If the dummy variable 1 month after the Eid 
(DIFS) is not included in the Arimax forecasting process then the AIC value, MAPE and RMSE 




Arimax model  have better performance than ARIMA method. It is seen from the comparison of AIC, 
MAPE and RMSE from Arimax smaller than ARIMA. Ability Arimax method to include the variation of 
calendar effect in the form of dummy variables, make Arimax method can generate the forecasting result 
with more accuracy level than Arima method. There are independent variables that can be used to 
generate forecasting with greater accuracy, namely month of the year dummy variables, dummy variable 
1 month prior to the Eid, dummy variable in the time of the Eid, and dummy variable 1 month after the 
Eid. 
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