Minmax and duality in nonlinear programming  by Mangasarian, O.L & Ponstein, J
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 11,~~-~18 (1965) 
Minmax and Duality in Nonlinear Programming 
0. L. MANGASARIAN AND J. PONSTEIN 
Shell Development Company, Emeryville, California 
Recently in an important paper Stow gave a necessary and suflicient 
condition for the existence of a saddle point of a function when certain 
assumptions are satisfied, and derived some duality relations from this 
result. The purpose of this paper is (1) to weaken Steer’s hypotheses 
and simplify his crucial condition, the so-called B-property, and thereby 
strengthen his main theorem, (2) to avoid a number of implicit assump- 
tions concerning the existence of maxima and minima over unbounded 
sets, and (3) to apply the results of (1) and (2) more explicitly and obtain 
two types of duality relations that subsume many previously obtained 
duality results. 
1. INTRODUCTION 
With the use of a minmax theorem, Stoer [I] recently obtained, under 
certain assumptions, a necessary and sufficient condition for the existence of 
a saddle point of a function. Stoer calls this condition the B-condition. In 
this paper Stoer’s hypotheses are weakened, his B-condition is simplified, and 
his main theorem [1, Theorem 2.71 is strengthened. In addition, this modi- 
fication of Stoer’s main theorem avoids all the implicit assumptions of his 
paper concerning the existence of maxima and minima over unbounded sets.’ 
Finally, Stoer’s modified theorem is applied to obtain two types of duality 
theorems for nonlinear programs. The first type subsumes the duality results 
of linear programs [2] and the second type holds for certain (strictly convex 
or strictby concave) nonlinear programs only. 
2. MODIFICATIONOFSTOER'SB-PROPERTYAND MAINTHEOREM 
Let q(x, y) be a real, continuous function in (x, y) E C x D, where C and 
D are closed, convex sets in the Euclidean spaces Em and En, respectively. 
Moreover, we assume that v(x,y) is a convex-concave function, that is, 
i In fact it is not clear in Steer’s paper [I] whether he means a maximum or supre- 
mum when he says maximum, and similarly for minimum and infimum. For example 
in (2.4) and (2.15) in [l], Steer probably means max inf and min sup, respectively. 
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convex in x E C for every fixed y  E D, and concave in y  E D for every fixed 
x E c. 
The High-Value Property at (a, 9) 
The function ~(x, y) is said to have the high-value property at 
(a, j-) E C x D, if there exists: (1) a closed neighborhood U(y) of 7 and (2) 
a closed bounded convex set B c C, such that 
The Low-Value Property at (2, 7) 
The function q~(x, y) is said to have the low-value property at 
(n,y)~C x D, f  h i t ere exists: (1) a closed neighborhood U(a) of f  and (2) 
a closed, bounded, convex set BG D, such that 
4% 9) e ~E$&nc y:; dx, Yb (2.2) 
It should be noted that the maximum in (2.1) and the minimum in (2.2) both 
exist. 
The high-value property is a simplification of Stoer’s B-property at 3, 
and the low-value property is a simplification of Stoer’s B-property at L?.~ 
The simplification consists essentially in dropping the requirement 
da, 3) = Igjx :;g dx, Y) 
for the B-property at 7, and 
+, 3) = Fl,n ng p(x, Y) 
for the B-property at 2. These two requirements imply, respectively, the 
existence of min,,, ~(x, y) for all y  E D and maxWeD ~(x, y) for all x E C. 
Both of these conditions are unnecessary, and in fact are generally not 
satisfied. 
By invoking a minmax theorem [3, p. 281, one may restate conditions (2.1) 
and (2.2), respectively, as follows 
y(R,y) > min 
XEB yerJ$yL dx, y) 
(2.la) 
4% P) 4 max yG3 ztrgyn(l dXJ y). 
(2.2a) 
2 It should also be noted that Stoer’s B-property at g implies our highvalue property 
at (z?,jJ), and the B-property at x implies our low-value property at (Z,g), but not 
conversely. 
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Conditions (2.1) and (2.2) are also equivalent, respectively, to 
df, T) t r;l,‘Bn 74% Y) for all Y E U(Jq n n 
?4*, 9) G Tc$ dx, Y) for all x E U(n) n C. 
(2.lb) 
(2.2b) 
The inequalities (2.lb) and (2.2b) motivated the names high-value property 
and low-value property. 
With the use of the high-value property given above, Steer’s main Theo- 
rem [ 1, 2.71 can be strengthened as follows 
(2.3) STOER'S FIRST MODIFIED SADDLE POINT THEOREM. Let q~(x,y) be a 
continuous, convex-concave function on C x D. Assume further that C and D 
are closed, convex sets and that there exists an f  E C and a 7 E D such that 
df, 7) = 2: 4% 9). (2.4) 
Then, there exists an x0 E C such that (x0, 9) is a saddle point of ~(x, y) in 
C x D swh that 
dx9 7) 2 VP, 3) a dxO, Y) for all x E C, all Y E D, (2.5) 
and 
v(xO, 7) = ?+f, 9), (2.6) 
if and only if 9(x, y) has the high-value property at (a, 9). 
PROOF. The proof is similar to Stoer’s proof of his main theorem. Let 
(x0,9) be a saddle point satisfying (2.5) and (2.6). Then by taking B = {x0} 
and U(y) any closed neighborhood of 9, we have that 
94% 9) = P(X”, 7) 2 V(X? Y) for all XEB and all y  E U(g) n D. 
Hence 
& 7) 3 m,‘Bn dX> Y) for all y  E U(Y) n D, 
which is the high-value property at (2, 7) as given by (2.1 b). 
Now we prove the “if” part of the theorem. Assume that ~(x, y) has the 
high-value property at (a, 9). By the minmax theorem [3, p. 281 and related 
results [3, pp. 22-231 there exists an (ti, y”) E B x (U(g) n D) which is 
a saddle point and hence a maxmin point in B x (U(y) n D), that is 
IJJ(X~, y) < ~(xa, ya) < ~(x, y”) for all x E B and all y  E U@) n D, 
and (2.7) 
PW,YO) = &g&) y$cp(x, Y) - (2.8) 
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But since CJJ(X, y) has the high-value property at (a, j$ it follows from (2.1) 
and (2.8) that 
P(f, 7) t 9J(x0, YO), (2.9) 
and from (2.7) 
v(xO, YO) 3 9+-O, 9). (2.10) 
We also have from (2.4) that 
9J(x”,*g 3 v(f, 9). (2.11) 
The inequalities (2.9), (2. lo), and (2.11) imply together that 
d‘f, 9) = dxO, YO) = P(X”, 3’). (2.12) 
From (2.4) and (2.12) we get half of the desired saddle-point relation 
dxO, 9) G dx, 7) for all x E c. (2.13) 
From (2.7) and (2.12) we have 
9)(x”, Y) G 9xX0, 9) for all y~U(jj)nD. (2.14) 
We will show that this holds for all y E D. To prove this let us assume that 
y $ U(y) but y E D. Since by assumption U(y) is a neighborhood of 9, there 
is a y1 E U(g) n D such that 
Y1 =ELY +u -CL)% O</L<l. 
But by the concavity of y(xO, y) and (2.14) 
94x0, 3) a 9J(~, Y’) 2 PP)(XOT Y> + (1 - d P’(XO9 a 
or equivalently 
dxO, Y) G dX”> 9) for Y 6 Wh y  E D. (2.15) 
Hence by (2.15) and (2.14) we get the other half of the saddle-point relation 
dxO, Y) G dxO, 3’) for all y  E D. (2.16) 
The relations (2.16), (2.13) and (2.12) prove the theorem. 
For the sake of completeness we also give a second saddle point theorem. 
associated with the low-value property. 
(2.17) STOER'S SECOND MODIFIED SADDLE POINT THEOREM. Let p(x,y) 
be a continuous, convex-concave function on C x D. Assume further that C and 
D are closed, convex sets and that there exists an 3 E C and a y  E D such that 
P(% 7) = 21 df, Y). (2.18) 
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Then, there exists a y” E D such that (9, y”) is a saddle point of 9(x, y) in C x D 
such that 
and all y  E D, 
if and only if ~(x, y) has the low-value property at (2, 7). 
3. THE GENERAL DUALPROBLEMSANDTHESADDLEPOINTPROBLEM 
We introduce now a pair of general dual problems, Problems I and II, 
and a saddle point problem (SPP), all associated with a function cp(x, y) 
defined for (x, y) E C x D, where C and D are sets in Em and En, respectively. 
(3.1) Problem I: (PI) 
Find (3, ~7) E S such that 
where 
S = {(x, Y) I x E C, Y E D, dx> Y) = $; dx, ~1). 
(3.2) Problem 11: (PII) 
Find (R, 9) E T such that 
74% 7) = (“VT 54% Y) 
5, 
where 
(3.3) Saddle Point Problem: (SPP) 
Find x* E C, y* E D such that 
21 q+*,Y) = dx*,Y*) = $?4%Y*)7 
or, equivalently 
dx*,Y) G v(x*,Y*) G d%Y*h 
forallxECandallyED. 
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Note that any of the above problems may not have a solution. Problem I 
will not have a solution either if S is empty or if inf(e,z/,Esv(X,y) is not 
achieved in S, and similarly for Problem II. The duality results to be shortly 
given relate the existence of solutions of the above problems to each other. 
It should be observed that Stoer’s dual problems [l, (3.1) and (3.2)] are 
not well defined, for in general M(x) is not defined for all x E C and m(y) 
is not defined for all y E D. (M(x) = maxIED dx, ~9, m(y) = minzEc 54x, y)J 
It will be convenient to prove the following lemma which will be used in the 
next section. 
(3.4) LEMMA. Let ~(x, y) be a function de$ned on C x D, where C and D 
are sets in E” and En, respectively. I f  (x*, y*) is a solution of the Saddle Point 
Problem (3.3)) then (x*, y*) is also a solution of Problems I and II, and con- 
versely 
PROOF. Assume first that (x*, y*) is a solution of the saddle point problem. 
Hence (LX*, y*) E S and (LX*, y*) E T. 
Let (x, y) E S, then 9(x, y) 3 T(X, Y *>. But 4x, Y *) 3 dx*, Y *I, hence 
~(x, y) > y(x*, y*). So T(x*, y*) is a solution of Problem I. 
Let (x, y) E T, then v(x, y) < P(x*, Y). But P(x*, Y) < &*, Y*), hence 
~(x, y) < 9)(x*, y*). So 9(x*, y*) is a solution of Problem II. 
The converse follows immediately by noting that if (x*, y*) is a solution 
of both Problems I and II, then 
+*, y*) = zg f&*9 Y> = &k P@I Y *I. 
Note that in the above proof, no convexity or concavity was required. 
4. DUALITY RELATIONS 
In this section three theorems relating the three problems given in the 
previous section will be derived. These theorems will subsume many of the 
known duality results [2, 4-91. 
(4.1) THEOREM. Let p)(x, y) be a function defined on C x D, where C and D 
are sets in Em and En, respectively. Then 
and if the sets S and T are not empty then 
v(x’, Y’) 3 P)(x”, Y2) 
for all (xl, y’) E S and all (x2, y”) E T. 
409-33 
510 MANGASARIAN AND PONSTEIN 
PROOF. We shall prove the second part first. I f  both S and 7’ are non- 
empty, and if (x’, y’) E S and (x2, y”) E T, then 
and 
VW1 Yl) 3 dx’, Y) for all YED 
dx, Y2) 3 dx”, Y”) for all x E c. 
Let y  = y2 in the first inequality and x = x1 in the second inequality. Hence, 
&+, Yl) 2 9J(x1, Y2) 2 94X2? Y”), which proves the second part, (4.3). Now 
if again S and T are nonempty, then (4.2) follows from (4.3). On the other 
hand, if either or both S and Tare empty, and we adopt the usual convention 
of taking - 00 as the supremum over the empty set, and $ CO as the infimum 
over the empty set, then again (4.2) holds. 
(4.4) DUALITY THEOREM. Let ~(x, y) be a continuous convex-concave 
function on C x D and let C and D be closed, convex sets in Em and En, res- 
pectively, then the following relations hold: 
(4.4a) Let (2,~) b e a solution of Problem I. Then, there exists a y” E D such 
that (a, y”) is a solution of Problems I, II and the Saddle Point Problem, so that 
y(% 9) = 4% YO) 
if and only if ~(x, y) has the low-value property at (2, 9). 
(4.4b) Let ($7) b e a solution of Problem II. Then, there exists an x0 E C 
such that (x0, 9) is a solution of Problems I, II, and the Saddle Point Problem, 
so that 
TJ(ff, 9) = P(XO, 3’) 
if and only zf p)(x, y) has the high-value property at (2, 7). 
PROOF OF (4.4a). Let (a, 7) solve Problem I, then 
+, 3) = ‘;‘:Dp q(f, y). 
It follows from Stoer’s second modified saddle point Theorem (2.17) that there 
exists a yo E D such that (a, y”) is a solution of the Saddle Point Problem and 
such that 
if and only if ~(x, y) has the low-value property at (a, 9). Hence by Lemma 
(3.4), (3, y”) is a solution of Problems I and II.3 
s It is obvious from the proof that (a, y) need only be in S for the above theorem to 
hold. But since q@, 9) = #, yo), then p(f, 3) is also a solution of Problem I. Simi- 
larly in (4.4b), (5, jj) need only be in T. 
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PROOF OF (4.4b). The proof of (4.4b) is similar to that of (4.4a) except 
that use is made of Theorem (2.3) instead of Theorem (2.17). 
The previous result can be summarized schematically as follows 
(PI + LV) +-+ SPP f-t (HV + PII) 
r 
(PI + PII) 
where LV and HV denote, respectively, the low-value property and the high- 
value property. For greater detail, the above diagram can be further decom- 
posed as follows 
(PI + LV) 
cc YO) 
\ 
(PI + LV) - SPP - (HV + PII) 
(a, 27 cc .Y”) (f, YO) 
(PI + LV) - SPP t--- (HV + PII) 
(x0, Y) (x07 3’) 6% 8) 
(HV + PII) 
(x0, 9’) 
SPP 
(x*9 Y *) 
9 
(PI + PII) 
tx*, Y*) 
(4.5) STRICT DUALITY THEOREM. Let q~(x, y) be a continuous convex- 
concave function on C x D and let C and D be closed, convex sets in Em and En, 
respectively. Then, the following holds 
(4.5a) If (g, jj) is a solution of Problem I, and if ~(3, y) is strictly concave 
in some nezkhborhood of 9, then (z, 7) is a solution of the Saddle Point Problem 
(3.3) and Problem II (3.2). 
(4Sb) If (a, 7) is a solution of Problem II, and ;f ~(x, 7) is strictly convex 
in some neighborhood of R, then (2,~) is a solution of the Saddle Point 
Problem (3.3) and Problem I (3.1). 
The proof of the above theorem is somewhat lengthy and is relegated to the 
Appendix. 
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5. DUALITY RELATIONS IN MATHEMATICALPROGRAMMING 
If the function ~+J(x, y) is specialized to a Lagrangian function then a 
number of results of mathematical programming ensue from the previous 
theorems. Let C = Em and D = (y 1 y  E En, y  > 01. That is let x be an 
m - 6y - 1 column vector, y  an n - by ---- 1 column vector. Let t’(x) be a 
scalar function of X, and g(x) an n - by - 1 vector function of X. If  we let 
dX,Y) = 44 +Y’&) (5.1) 
where the prime denotes the transpose, then Problem I (3.1) becomes [lo] 
$p(“) +Yo( I/ ‘ox ~xEE~,yEEn,y~O,g(x)~O,y’g(x)=O] 
or equivalently 
(5.2) Problem I’: (Primal Problem) 
rn$r {e(x) j x E Em, g(x) < O}. 
Problem II (3.2) on the other hand becomes, if we assume further that e(x) 
and the n components of g(x) are differentiable and convex 
(5.3) Problem 11’: (Dual Problem) 
y”,” {e(x) + Y’&) I x E E”,, y E E”, y > 0, V,e(x) + V,y’&) = 011, 
where V, denotes an m - by - 1 gradient operator. 
The Saddle Point Problem (3.3) becomes 
(5.4) Saddle Point Problem: 
Find x* E Em and y* E En, y* > 0 such that 
0(x*) + y’g(x*j c e(x*) + y*‘g(x*j G 44 + y*‘g(4 
With the above specialization, the results of Sections 3 and 4 give some well 
known and some new results of mathematical programming. Lemma (3.4) 
gives the well-known Kuhn-Tucker saddle-point condition [lo]. Theorem 
(4.1) gives Wolfe’s [4] Theorem 1. Theorem (4.4a) gives a necessary and 
sufficient substitute for the Kuhn-Tucker constraint qualification [lo], the 
substitute here being the low-value property. Theorem (4.4a) also gives 
Wolfe’s duality theorem [4, Theorem 21 which subsumes Dorn’s duality 
theorem for quadratic programs [8] which in turn subsumes the duality 
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theorem of linear programming [2]. Theorem (4.4b) gives a new converse 
duality theorem for nonlinear programs which subsumes Dorn’s converse 
duality theorem for quadratic programs [8], which in turn subsumes the 
converse duality theorem of linear programming [2]. Theorem (4.4b) also 
gives a necessary and sufficient constraint-qualification condition for the 
dual problem, in order that the saddle point condition be its optimality con- 
dition. The constraint-qualification here is the high-value property. Finally, 
Theorem (4.5b) generalizes the converse duality theorems of nonlinear 
programming [5-71. The generalization consists of dropping the twice 
differentiability conditions and the Kuhn-Tucker constraint-qualification. 
(The latter is dropped because the strict convexity implies the high-value 
property.) Furthermore, the strict convexity of 91(x, 7) in the neighborhood 
of f  is a less restrictive condition than Huard’s nonsingularity condition as 
evidenced by the simple example where B(X) = x4, g(x) = X, for which 
Huard’s nonsingularity criterion fails, but the present strict convexity crite- 
rion holds. It should be remarked that the present converse duality theorem is 
also more general than that in [7]. In [7], although the theorem is correct as 
evidenced by the present more general converse duality theorem, there is a 
flaw in the proof where it was falsely assumed that the Hessian of a strictly 
convex function is positive definite, which in fact is only positive semidefi- 
nite [ll]. 
For the sake of explicitness and completeness, the important duality 
theorems associated with Problems I’ and II’ are given below. Theorems 
(5.5) (5.6), and (5.7) below follow, respectively, from Theorems (4.4a), 
(4.4b), and (4.5b). 
(5.5) DUALITY THEOREM: (Wolfe). Let e(x) and the n components of g(x) 
be dz#erentiable, convex functions of x E Em, and let f  be a solution of the primal 
Problem I’ (5.2). Then there exists a y” such that (3, y”) is a solution of the dual 
problem Problem II’ (5.3) and the Saddle Point Problem (5.4) and such that 
e(n) = fl(iq + yO’g(fl), 
if and only if e(x) + y’g(x) has the low-value property at (n,jj) for some p E En, 
jj 3 0 such that jj’g(Z) = 0, that is there exists a closed neighborhood U(2) 
of 3 and a closed, bounded, convex set B C En such that 
I!?(S) Q min max P(x) + Y’gWl . &7(r) nEm yeB 
The low-value property above replaces the Kuhn-Tucker constraint 
qualification. It can be shown that the low-value property holds automatically 
for solutions of linear programs and nonlinear programs with linear con- 
straints. 
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(5.6) CONVERSE DUALITY THEOREM. Let 0(x) and the n components ofg(x) 
be differentiable, convex functions of x E Em, and let (x,9) be a solution of the 
dual Problem II’ (5.3). Then there exists an x0 such that x0 is a solution of the 
primal Problem I’ (5.2) and (x0, 7) is a solution of the Saddle Point Problem 
(5.4) and the dual Problem II’ (5.3) and such that 
6(x0) = LyxO) + yg(x0) = e(2) + yg(+q, 
zf and only zf e(x) + y’g(x) has the high-value property at (R, y), that is there 
exists a closed neighborhood U(p) of y  and a closed bounded, convex set B C Em 
such thatforD={yIyEE”,y>O} 
The high-value property above can be considered as a constraint-qualifica- 
tion-type condition. Theorem (5.6) has not been given previously for the 
general nonlinear case. However Dorn’s [8] converse duality theorem for 
quadratic programs and the converse duality theorem of linear programs [214 
are special cases of Theorem (5.6). 
(5.7) STRICT CONVERSE DUALITY THEOREM. Let B(x)and the n components 
of g(x) be d@erentiable convex functions of x E Em, and let (x,9) be a solution 
of the dual Problem II (5.3). I f  B(x) + y’g( x is strictly convex in some neigh- ) 
borhood of f,  then x is a solution of the primal Problem I’ (5.2) and (f, 7) is a 
solution of the Saddle Point Problem (5.4), and 
e(a) = e(2) + y’g(q. 
Theorem (5.7) subsumes the strict converse duality theorems of Huard [6] 
and [7]. It should be noted that Theorem (5.7) does not have a counterpart in 
linear programming, and that it does not subsume Dorn’s converse duality 
theorem [8] for quadratic programs, but a slightly different form of it (which 
can be easily deduced from Dorn’s result). Finally there is no strict duality 
theorem for Problems I’ and II’ because the ~(x, y) associated with these 
problems (5.1) cannot be strictly concave in y, and hence Theorem (4.5a) 
cannot be invoked. 
Results similar to those of Cottle [12] and Dantzig, Eisenberg, and 
Cottle [13] can also be obtained from Theorems (4.4) and (4.5). 
4 It can be shown that the high-value property is automatically satisfied by the dual 
solutions of linear programs and quadratic programs with linear constraints. 
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APPENDIX 
PROOF OF THEOREM (4.5). Although Stoer gives a similar result [l, (2.13)] 
two assertions in his paper leading to (2.13) need a nontrivial proof.5 For the 
sake of completeness we give below the entire proof of Theorem (4Sa), based 
on Stoer’s proof, but without any implicit assumptions regarding the existence 
of maxima or minima over unbounded sets, The proof of (4.5b) is entirely 
analogous. 
PROOF of (4.5a). For some fixed T > 0, define the set 
B=(yI~(~,Y)3p)(n,g)-T;yED). 
The proof consists of three parts. First we prove that B is convex, closed, 
and bounded. Then it is shown that ~(x, y) has the low-value property at 
(3, 9). Finally (4.5a) is proved by using the low-value property and Theo- 
rem (4.4a). 
It is clear that B is convex and closed. We shall show that B is bounded by 
contradiction. Suppose that B is not bounded. Then for any jixed w > 0 
there must be a y, with y’y = 1, such that 
(3 + WY) E 4 
and therefore, by the convexity of B, we also have that 
(2 + PY) E B, for all o<p<w. 
Now let w = wi and let wi tend to infinity. We have an infinite set Q of 
points yi with yi’yi = 1, such that (7 + wiyi) E B for each i. Since Q is 
contained in a closed and bounded set, namely the surface of a unit sphere, Q 
must have an accumulation point, say 7. 
Now 
v + p$) E B for all p 2 0. 
For if, on the contrary, for some p” > 0 
(Y++Y)$B 
then 
&y+py) =+,jq -T--6 for some 6 > 0. 
However, by the definition of 3, there is a y E Q, arbitrarily close to 9, such 
that 
o These two assertions are made in Stoer’s proof of his theorem [l, Theorem 2.121 
and they are that (3 + px) E B for all p > 0, and that A, E B for all y E V(g) n D. 
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and it follows that 
&, 9 t- pyj) - YJ(% 7 + pjj”) > 6 
contradicting the continuity of ~(x, y). Therefore, 
(9 + f3 E B for all p > 0. 
We now show, that this cannot be true. From the strict concavity assump- 
tion of v(%, y) in a neighborhood of 9 it follows that for some p > 0 
q@, 7 + jiv) < %+f, J-9. 
Let 
so that 8 > 0. 
Taking p > ii we have from the concavity of ~(2, y) that 
and this can be made smaller than 
if p is chosen large enough. But this means that for such a p 
(9 + PY) $ B* 
As this contradicts a previous result, the original assumption that B is 
unbounded must be false and consequently B must be bounded. 
To show that the low-value property at (a, 9) is satisfied, let U(2) be a 
closed neighborhood of 3 such that 
ld%Y)--d%Y)I +- for all x E u(n) n C and all 3’EB. 
(A.11 
Such a U(Z) exists since P)(x, y) is continuous and therefore is uniformly 
continuous in (U(3) n C) x B, for this set is closed and bounded. 
We also have from the continuity of ~(x, y) that for any y $ B, 9 E D, 
there is a h, 0 < h < 1, such that 
&f, hf + (1 - h)J) = ?+‘, 7) - 7 
so that 
Ay + (1 - A)9 E B. 
From the concavity of 9(x, y) in y we have that 
dx, A? + (1 - X)Y> 3 hJ(x, 9) + (1 - 4 v-+,9). 
(A.9 
(A.3) 
(A-4) 
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Combining the above results, we have that for any x E U(Z) n C 
2 cp(% q + (1 -. A) 9) [by (Al) and (A.3)] 
2 %4&Y) + (1 -- 4 d&Y), [by +4)1. 
So that 
94% 37 a d%Y) for all x E u(a) n c and all ~$B,~ED. 
But this means, since B is closed and bounded, that 
for all x E u(n) n c. 
Now, since (g,?) solves Problem I (3.1) it follows that 
~($7) < sup T(X, y) = max ~(x, y) = max ~I(x, y) for all x E U(Z) n C, 
Y@ Y~D YEB 
so that by (2.2b) we have that p)(x, y) has the low value property at (9, y). 
Now finally it follows by Theorem (4.4a) that there exists a y” E D such 
that (2,~~) is a solution of Problems I, and II and the Saddle Point Pro- 
blem (3.3), and so that 
But since ~(2, y) is strictly concave in the neighborhood of jj, it follows that 
7 =yO. 
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