Vision is limited by the measurements taken by the cone photoreceptors. To provide useful perceptual representations, the brain must go beyond the measurements and make inferences about the scene being viewed. This article considers the first stages of spatiochromatic vision. We show how spatial and chromatic information become intertwined by the optics of the eye and because of the structure of the retinal cone mosaic, and we consider the consequent implications for perception. Because there is at most one cone at each retinal location, the standard treatment of human trichromacy does not apply at fine spatial scales. Rather, trichromacy results from a perceptual inference based on measurements from cones of different classes at different locations. Our treatment emphasizes linking physics, biology, and computation with the goal of providing a framework for a larger understanding of how the brain interprets photoreceptor excitations to see objects and their properties.
INTRODUCTION
Vision provides a coherent perceptual representation of the world around us, based on biological measurements of the light entering the eyes. Construction of this representation requires that the brain go beyond the direct measurements and make inferences about what is present in the scene; the measurements themselves do not uniquely determine the scene configuration (Knill & Richards 1996 , von Helmholtz 1896 . In this article, we consider one of the clearest cases of why and how the visual system makes such inferences, the first stages of spatiochromatic vision (for related reviews, see Brainard 2009 , Carroll et al. 2009 , Hofer & Williams 2014 ). This case is likely to be particularly informative because we have a solid understanding of the physics and encoding of the relevant light signals. The principles of inference developed for this case outline a framework for using computation to link physics and biology with perception, which in turn may provide the foundation for a broader understanding of how the brain interprets photoreceptor excitations to see objects and their properties.
The photoreceptor basis of human color vision is well established (Brainard & Stockman 2010 , Wandell 1995 , Wyszecki & Stiles 1982 . The typical human retina contains three classes of cone photoreceptors that operate at daytime light levels, and the excitation of these cones yields a trichromatic code for the spectrum of the incident light (Figure 1 ). This trichromatic code limits what information about the spectra is available to the visual system, and our quantitative understanding of trichromacy both simplifies the study of postreceptoral color processing (because we need only consider the information captured by the cones) and allows for economical color reproduction technologies (which need only match a target in terms of their effect on the cones; (a) Estimates of the spectral sensitivities of the human foveal long-wavelength (L), medium-wavelength (M), and short-wavelength (S) cones. The estimates are shown as quantal efficiencies, namely, probabilities that a quantum of a given wavelength will cause an isomerization. Data are taken from an article by Stockman & Sharpe (2000; see also CIE 2006) . The low quantal efficiency of the S cones is caused primarily by wavelength-selective absorption of light by the lens and macular pigment. (b) Spectral aliasing (also known as metamerism). Two physically different spectral irradiances are shown. These result in the same trichromatic code and are thus indistinguishable to a typical human. Calculation of spectral aliases is treated in detail elsewhere (Brainard & Stockman 2010 , Koenderink 2010 , Wyszecki & Stiles 1982 . (a) A red, green, blue (RGB) rendering of an idealized stimulus image. The rendering was made from a hyperspectral image (collected by the author and available at http://color.psych.upenn.edu/hyperspectral) according to the sRGB standard (IEC 1999) , without modeling optical blurring by the eye. (b) The stimulus image is specified by the spectral radiance at each location and wavelength. As an example, the top panel shows three narrowband planes from the underlying hyperspectral image rendered in panel a. The full hyperspectral image contained 31 narrowband planes (400 to 700 nm in 10-nm steps). Note that the spatial structure of the image planes is similar across them; what differs is the intensity at each location across the planes, which varies according to the spectrum. For rendering, each narrowband image was scaled to its own maximum. The bottom panel shows the same three spectral planes after blurring by the optics of the eye. Note that chromatic aberration in the optics leads to wavelength-dependent image blurring, and maximal blurring occurs at short wavelengths. The blurring was computed assuming that the width of the stimulus image was 5 deg of visual angle. The calculations illustrated here do not account for wavelength-dependent changes in magnification due to lateral (transverse) chromatic aberration (Thibos 1987) . (c) The retinal cone images may be computed from the retinal image using estimates of the human cone spectral sensitivities. The retinal cone images are shown for a portion of the image shown in panels a and b. Note that the S cone image is more blurred than the L and M cone images are, again a consequence of chromatic aberration. The calculations illustrated here neglect optical waveguiding by the cones themselves, which results in differential directional sensitivity to light , Stiles & Crawford 1933 . The arrangements of different cone classes in the retinal cone mosaics of five of the observers studied by Hofer and colleagues (Hofer et al. 2005a,b) . Each image shows a small patch of mosaic in which cone locations and types were characterized using adaptive optics imaging. L cones are shown in red, M cones are shown in green, and S cones are shown in blue. The L:M cone ratios for these mosaics are as follows: HS, 0.4:1; YY, 1.1:1; AP, 1.2:1; MD, 1.9:1; and BS, 16.5:1. Reproduced with permission from figure 1 in Hofer et al. (2005a) . Copyright c 2005 Association for Research in Vision and Ophthalmology.
based on information from cones of different classes at different retinal locations. In this review, we explicitly consider the spatially interleaved nature of the retinal cone mosaic, and, together with considerations of the optics of the eye, we connect features of the mosaic with perception. The images shown in Figure 3 illustrate the cone mosaics for five human subjects. In each image, the L cones are indicated in red, the M cones are in green, and the S cones are in blue. Each image was obtained from a different subject, and all subjects had normal trichromatic color vision according to standard tests. Several striking features of the mosaics are apparent.
First, there are considerably fewer S cones than there are either L or M cones. S cones make up only approximately 5% of the cones in the human retina (Curcio et al. 1991 , Hofer et al. 2005b ; see also Marc & Sperling 1976 , Mollon & Bowmaker 1992 , Roorda & Williams 1999 , Williams et al. 1981b , and this proportion is fairly constant across individuals. Outside of the central fovea, where there is a small region of approximately 0.3 deg in diameter that contains no S cones (Curcio et al. 1991 , Williams et al. 1981a , the arrangement of the S cones, although by no means crystalline, is more regular than would be expected by chance (Curcio et al. 1991 , Hofer et al. 2005b .
Second, in contrast to the relatively constant proportion of S cones across individuals, there is striking individual variation in the relative numbers of L and M cones. The L:M cone ratios in the mosaics shown in Figure 3 vary from 0.4:1 to 16.5:1; the M cone-rich mosaic belongs to a female carrier of protanopia who would be expected to have such a mosaic (Miyahara et al. 1998) . This large variation among color-normal observers is consistent with results obtained using less direct estimates of the L:M ratio (e.g., Carroll et al. 2002; see below) . Recent studies indicate that the variation rides around an average L:M cone ratio in humans of approximately 2:1 to 2.5:1 (Hofer et al. 2005b) . This ratio appears to differ in other Old World primates , Dobkins et al. 2000 , Jacobs & Deegan 1999 , Lindbloom-Brown et al. 2014 , Mollon & Bowmaker 1992 .
The L and M submosaics are arranged randomly or nearly so (Hofer et al. 2005b ; see also Mollon & Bowmaker 1992) , although there appears to be slight nonrandom structure in some individuals. Such structure is in the direction of regular spacing in some individuals and in the direction of clumping of cones belonging to the same class together in others (Hofer et al. 2005b ). Because of the individual variation in cone ratio and the random element to the packing of the cone www.annualreviews.org • Color and the Cone Mosaicsubmosaics, the detailed structure of the cone mosaic differs in every individual: Postreceptoral circuitry must therefore be tailored to the particular mosaic of each individual.
Features of the retinal mosaic vary systematically across the retina. First, the overall cone density varies tremendously as a function of eccentricity (Curcio et al. 1990 (Curcio et al. , Østerberg 1935 . Density is highest in the central fovea, where there are no rods, and it falls off systematically with eccentricity. The falloff is accompanied by a change in the regularity and geometry of the cone packing (Curcio & Sloan 1992) . In the fovea, cones are closely packed into an almost regular hexagonal grid. As eccentricity increases, the cone packing becomes less regular as rods become interspersed. The changes in overall cone density are not homogeneous across the three cone classes. In particular, although overall cone density declines monotonically with eccentricity, S cone density rises from the central fovea and reaches a peak at 0.5 to 1 deg of eccentricity before falling off (Curcio et al. 1991) . Less is known about variation in the L:M cone ratio with eccentricity. There is indirect evidence based on electroretinogram (ERG) flicker photometry (see below) that, within an individual, the L:M cone ratio is roughly preserved across the central retina. However, analysis of RNA expression suggests an increase in L:M ratio as eccentricity increases toward the far periphery (Hagstrom et al. 1998) , as do data collected using the multifocal ERG (but see Challa et al. 2010 , Kuchenbecker et al. 2008 . With respect to the correlation in the L:M cone ratio between the two eyes of a single individual, the difference in the L:M cone ratio between patches from the two eyes of one subject is small relative to the overall range of individual variation (Roorda & Williams 1999) .
SPATIOCHROMATIC ALIASING S Cone Submosaic Aliasing
The cone mosaic spatially samples the image, and we now turn to understanding the consequences of this sampling. It is convenient to begin with the S cone submosaic and to consider spatial modulations of stimuli that only modulate the S cones. Such modulations may be produced by superimposition of short-wavelength lights on intense middle-to-long-wavelength backgrounds (Williams et al. 1981a) or by appropriate modulation of superimposed primaries around a rodsaturating background, also known as the method of silent substitution (Estévez & Spekreijse 1982 , Spitschan et al. 2015 , Vienot & Brettel 2014 . When only the S cones are modulated, all of the information available to the visual system about the spatial pattern of the image is carried by the S cone submosaic. Figure 4a illustrates how information is lost by spatial sampling, for one-dimensional signals. Because the cones sample the image discretely, variation in the image that occurs between the cones is not sensed directly. Two patterns for which the value in the retinal image is the same at the locations at which there are cones, but for which that value differs at locations between the cones, will be spatial aliases of one another and will be indistinguishable to the visual system. Williams and colleagues ) demonstrated spatial aliasing by the S cone submosaic. They presented a short-wavelength grating stimulus against an intense longer-wavelength background. Such a stimulus produces negligible contrast for the L and M cones, so we may conceive of it as consisting of L and M cone image planes that are spatially uniform, together with an S cone image plane that varies sinusoidally across space. For low-spatial frequency gratings, observers report seeing the grating percept. As the spatial frequency of the (a) Schematic of spatial aliasing for regular sampling in one spatial dimension. The two sinusoidal patterns have the same value at each location at which there is a cone and differ only at the locations between cones: They produce the same isomerization rates for all of the cones in the mosaic and are spatial aliases of one another. Panel reproduced with permission from figure 1 in Brainard & Williams (1992) . Copyright c 1992 Elsevier. (b) S cone submosiac aliases. The left image shows a 1-deg patch of a 12 cycle/deg sinusoid that modulates only the S cones. The right image shows a low-spatial frequency alias for this sinusoid, computed for a model of human foveal cone mosaic. The splotchiness of the low-spatial frequency alias arises because the S cone submosaic does not sample the image in a perfectly regular pattern. Effects of optical blurring were not accounted for in producing this alias pair. The electronic version of these images, available in the PDF version of this article, renders the intended spatiochromatic structure more faithfully than does the printed version.
grating increases, however, it is no longer seen veridically. Observers can still detect the stimulus, but they report a splotchy percept from which they cannot identify the orientation of the grating.
The explanation for the observed phenomenology is illustrated by Figure 4b . For any grating, many physical S cone image planes are consistent with the array of S cone responses to the grating. It makes sense that the percept experienced by the observer is consistent with one such image; that is, the cone responses do constrain the percept. But which of the many stimuli in the set of spatial aliases of the stimulus is perceived cannot be determined by the S cone responses alone. The percept is an inference, owing to postreceptoral processing. Apparently, such processing favors a low-spatial frequency reconstruction of the stimulus, as low-frequency gratings are seen veridically. And, when the spatial frequency of the stimulus becomes high relative to the spatial sampling rate of the mosaic, the low-spatial frequency alias of a sinusoidal grating for the human S cone mosaic is an irregular, splotchy, low-frequency pattern (Figure 4b) (Yellott 1983) , which is similar to what observers report seeing. Williams et al.'s (Williams & Collier 1983 ) measurements show that S cone spatial aliasing artifacts begin to intrude at spatial frequencies that exceed approximately 10-14 cycles/deg for foveally viewed stimuli subtending 10 deg of visual angle. Williams and colleagues ) were able to use perceptual observations of this sort to estimate S cone packing densities that are in good agreement with anatomical data. Although this finding is beyond the scope of this review, Williams' lab was also able to demonstrate aliasing by the cone mosaic as a whole using isochromatic gratings that provided equal contrast to all three cone types and to exploit these effects to estimate the density and arrangement of the cone mosaic in the living human eye (Coletta & Williams 1987 , Williams 1985 .
Why aren't aliasing artifacts of the sort illustrated by Figure 4b pervasive in natural viewing? Because any image may be represented as a sum of sinusoidal gratings of different spatial frequencies, orientations, and phases (Pratt 1978) , one might expect that high-spatial frequency a b components of the S cone image would be subject to aliasing artifacts and that our percepts would be blemished. For natural images, the amplitude of the spatial frequency components tends to fall off as the spatial frequency itself increases (Field 1987 , Simoncelli 2005 , reducing the likelihood that high-contrast image components with high spatial frequencies will be encountered. In addition, axial chromatic aberrations differentially blur short-wavelength light and reduce the power of the high-spatial frequency components of the S cone image plane. Thus chromatic aberration protects against aliasing artifacts at the cost of removing high-spatial frequency information at short wavelengths. The protective effect of optical blur was bypassed in Williams' experiments by pharmacologically paralyzing accommodation and bringing the monochromatic short-wavelength stimulus into good focus. S cone aliasing may also be obtained if laser interferometry is used to produce a high-contrast, high-spatial frequency stimulus that isolates the S cones (Brainard & Williams 1992) . The fact that chromatic aberration in the optics of the eye could protect human vision from S cone aliasing artifacts was first noted by Yellott and colleagues (1984) . These authors suggested that the reason S cones can sample the retinal image so coarsely is in fact that the optics blur the S cone retinal image plane sufficiently to prevent finer sampling from providing additional information. This observation does not, however, address the issue of why the optics are so aberrated in the first place, nor does it address the issue of why the visual system typically accommodates to longer wavelengths. We return to these issues later in this review.
A Camera Example
The implications of mosaicked sampling become richer if we consider sampling by more than one cone submosaic at a time. We can gain an intuitive understanding of this phenomenon by examining artifacts that appear in digital color images because most digital cameras use sensors with interleaved R (red), G (green), and B (blue) sensors. Figure 5a shows an image obtained with such a camera. Image regions in which the high-spatial frequency herringbone pattern on the subject's jacket is rendered as a lower-spatial frequency chromatic grating are readily observed. This nonveridical rendering occurs because the interleaved camera sensors do not distinguish between high-spatial frequency achromatic patterns and lower-spatial frequency chromatic patterns; both images can produce the same set of sensor responses.
As an example, consider the reduced case of a two-pixel camera that has one R sensor and one G sensor, as shown in Figure 5b . If an achromatic grating that goes from light to dark across the two sensors is imaged in this setup, the sensor responses will go from high to low. As with the cones, the sensors of the camera are univariate. The R sensor will respond strongly because the light achromatic stimulus contains power at all wavelengths and, in particular, in the long-wavelength end of the spectrum to which the red sensor is responsive. The G sensor will not respond strongly, because the dark achromatic stimulus contains little power at any wavelength. The RG sensor doublet for this two-pixel camera in response to the achromatic grating will be a large number paired with a small number. Now consider a spatially uniform red stimulus imaged on the same sensor. The R sensor will also respond strongly to this stimulus because it contains power in the long-wavelength end of the spectrum. The G sensor will respond only a little because the stimulus contains little power in the middle wavelengths. The doublet of RG sensor responses to this second stimulus will also be a large number paired with a small number.
What this means is that an achromatic grating and a spatially uniform red stimulus can produce exactly the same set of responses in all of the sensors in this simple camera. Thus, these two stimuli are spatiochromatic aliases of one another: They produce identical camera responses, meaning R G R G a b that the information that distinguishes them has been lost. Similarly, an achromatic grating of the opposite spatial phase will be a spatiochromatic alias of a spatially uniform green stimulus. Although our two-pixel camera example is highly simplified, it captures both the basic nature of the information loss produced by interleaved color sampling and the type of artifacts to which this loss can lead. Given any set of responses from an interleaved color sensor, multiple spatiochromatic patterns will exist that could have produced an identical set of responses. To produce an RGB image for viewing, the camera's processing pipeline must include a reconstruction algorithm that promotes the mosaicked RGB responses to a full, nonmosaicked, RGB image for display. For each set of mosaicked RGB responses, such an algorithm can choose only one of the set of corresponding aliases as the output full RGB image, and, sometimes, this algorithm will produce an output image that does not match the image impinging on the camera's sensors. An algorithmic preference for low-spatial frequency chromatic patterns over high-spatial frequency achromatic patterns, implemented in the camera's processing pipeline, leads to the image artifacts shown in Figure 5a .
L Cone and M Cone Submosaic Aliasing
Although the human retina employs mosaicked trichromatic sampling, we rarely perceive the sort of chromatic fringing observed in digital images. This raises two central questions: (a) How does the visual system process the mosaicked cone responses to provide us with useful percepts of the spatiochromatic structure of the world, and (b) what aspects of visual information processing can we understand as being consequences of the interleaved sampling and concomitant neural processing? These questions, which were little treated in the literature until the 1980s, are now receiving increased attention. Although our knowledge remains incomplete, interesting progress has been made.
In principle, production of submosaic aliasing should be possible for the L and M cone submosaics. In practice, the overlap in spectral sensitivity between the L and M cones makes it difficult to produce stimuli seen with high contrast by one of these classes in isolation. Packer & Williams (described in Williams et al. 1991 ) used monochromatic interference fringes against monochromatic backgrounds in an attempt to isolate the L cone and M cone submosiacs, but they were unable to demonstrate differences in the resolution limit for these stimuli and for isochromatic stimuli that drove both cone classes together. Williams et al. (1991) took another approach. They instructed observers to view high-spatial frequency achromatic gratings. They reasoned that for high spatial frequencies, artifacts such as those illustrated in Figure 5a should be observed. And indeed, their observers reported fleeting percepts of red-green colored splotches superimposed on a percept of an achromatic grating. The color appearance of the splotches changed with the accommodation level of the observer in a manner consistent with an expected switch between retinal L and M cone contrast in one case and with S cone contrast in the other. Such splotches were originally noted by Brewster (1832) , and they are sometimes referred to as "Brewster's colors." Williams et al. (1991) concluded that the cause of the red-green splotches was spatiochromatic aliasing by the L and M cones. Williams et al.'s (1991) conclusions were supported by a modeling exercise with submosaic aliasing at its core. Their model predicted qualitative features of the observations; however, the salience of the red-green splotches in the model was much greater than that of the actual Brewster's colors, which are quite subtle. The model treated each submosaic separately, so the predicted image for each cone class was obtained without using information from the other cone classes. Such a procedure is optimal only if the spatial structure of the cone images is statistically independent. For natural images, such independence does not hold (Benson et al. 2014 , Burton & Moorehead 1987 , Chakrabarti & Zickler 2011 , Tkačik et al. 2011 ). This idea may be readily appreciated by examination of grayscale versions of the three color planes from essentially any natural image-the same spatial structure is readily seen in each plane (see Figure 2 above). The visual system could reconstruct the three cone images more effectively from the full interleaved mosaic than would be possible using each submosaic separately. Brainard & Williams (1992) pursued experimentally the question of whether the visual system combines information across submosiacs by asking whether the spatial reconstruction of signals originating in the S cone submosaic varies with the information carried by L and M cones. They considered the phenomenon of filling-in at the central tritanopic region of the fovea in which there are no S cones. If a small (having a diameter of less than 20 arcmin), short-wavelength increment is viewed against an intense middle-wavelength background, the increment is visible only to the S cones. When the subject fixates on the increment, imaging it on the tritanopic area, the increment fills in and vanishes (Williams et al. 1981a) , much as occurs with filling-in at the blind spot corresponding to the optic disc. Brainard & Williams (1992) showed that L and M cone signals can modulate the amount of S cone filling-in and thus that the visual system can reconstruct the spatial structure corresponding to one cone submosaic using information from the others. They were not able to demonstrate interactions between the aliasing for moderate-spatial frequency S cone gratings and L and M cone signals, however. Perhaps this is because, for natural images, chromatic aberration eliminates cross-cone class correlations in the retinal image for such gratings.
Submosaic Interactions

FUNCTIONAL CONSEQUENCES OF THE L:M CONE RATIO
A striking feature of the mosaics shown in Figure 3 is the large variation in the L:M cone ratio. Yet, each of the individuals whose mosaic is shown has normal color vision by standard tests. Are there any measureable functional consequences of the variation in L:M cone ratio? Brainard et al. (2000) studied two subjects with L:M ratios of 1.2:1 and 3.8:1. They measured spectral sensitivities using the full-field photopic flicker ERG (31 Hz) and also measured the wavelength of unique yellow. The flicker ERG spectral sensitivities were well fit with the sum of L and M cone spectral sensitivities, and the L:M weights of these fits were in good agreement with the underlying ratios in the mosaic. This conclusion was subsequently confirmed by Hofer et al. (2005a) , who studied a larger group of subjects with both adaptive optics imaging and flicker ERG and who found good agreement between the ratios obtained with the two techniques. This agreement presumably occurs because the flicker ERG taps signals at an early retinal site and is therefore proportional to the summed activity of the cones. The agreement between ERG spectral sensitivity and retinal L:M cone ratio validates studies that estimate this ratio using the ERG (Brainard et al. 1999; Carroll et al. 2000 Carroll et al. , 2002 Kremers et al. 2000) , although Hofer et al. (2005a) did observe that the ERG may slightly overestimate the relative M cone numerosity.
2 The agreement also suggests that the variation in the L:M cone ratio across the central portion of an individual's retina is reasonably small, as the retinal imaging results are for small patches near the fovea and the ERG was obtained using 60-70-deg fields.
The flicker ERG has a psychophysical analog, the flicker photometric measurement of luminous efficiency (Kaiser & Boynton 1996) . Spectral luminous efficiency is well fit as a sum of L and M cone spectral sensitivities, and it has long been known that there is a great deal of individual variation in luminous efficiency. In psychophysical studies in which isolating the responses of chromatic mechanisms is of central importance, investigators often make individual-subject flicker photometric measurements and use these measurements to construct isoluminant stimuli. An early hypothesis was that variation in psychophysical flicker photometry reflected variation in individual L:M cone ratios (De Vries 1948 , Pokorny et al. 1991 , Rushton & Baker 1964 . Although there have not been studies that compare psychophysically determined luminous efficiency with L:M cone ratios obtained via direct imaging, psychophysical luminous efficiency is highly correlated with ERG spectral sensitivity (Kremers et al. 2000) , and this result provides an empirical chain linking individual variation in the L:M cone ratio to individual variation in luminous efficiency.
In contrast to the results for the flicker ERG and for psychophysical flicker photometry, Brainard et al. (2000) found that the wavelength of unique yellow, a measure of the properties of a red-green color-opponent mechanism, was independent of the L:M cone ratio across their two directly imaged subjects (see also Hofer et al. 2005b , Kremers et al. 2000 . Brainard et al. (2000) suggested that the stability of unique yellow was governed by an adaptive process that normalized the L and M cone inputs to the red-green color-opponent mechanism, and the normalization signal might be provided by the temporal average of the light entering the eye.
The idea that normalization to environmental signals might calibrate color processing has been studied directly in measurements of long-term chromatic adaptation. In an initial report, instructed observers to spend long periods of time each day in rooms with red illumination. Each morning, spectral unique yellow (the wavelength that appeared neither red nor green) was measured for each observer before the observer entered the chromatically biased environment. A shift of unique yellow built up steadily over several weeks, and was reversed on roughly the same timescale by adaptation to a room with green illumination. These results were replicated and extended by Neitz et al. (2002) . More recent work indicates that similar normalization processes can account for individual variability in unique green (Schmidt et al. 2014 ). It appears that the visual system exploits statistical regularities in the spectral content of the natural environment to calibrate its processing of color against individual variation in the L:M cone ratio, but not its processing of luminance.
Another approach to demonstrating functional differences in the L:M cone ratio is to examine differences in spatial resolution for stimuli that target either L or M cones. As noted above, Packer & Williams (described in Williams et al. 1991) did not observe differences in the spatial frequency resolution limit for extended gratings designed to favor one cone class (L or M) over the other. More recently, however, Danilova et al. (2013) found that relative acuity for peripheral Landolt C stimuli directed toward L and M cones was correlated with estimates of the L:M cone ratio across subjects, indicating increased cone-specific acuity with increasing numbers of cones of a given class.
A THEORY OF BIOLOGICAL DEMOSAICKING
The work described above raises the issue of how a visual system would optimally reconstruct the three idealized cone images, given the mosaic responses. Brainard (1994) developed a Bayesian algorithm to solve this problem, formulated as a digital camera reconstruction algorithm. Brainard et al. (2008) used the same formulation and applied it to parameters typical of the human optics and cone mosaic.
The formal problem posed in this work is to estimate the idealized (nonblurred) cone image planes impinging on the retina, given the set of isomerization rates for the cones in the retinal mosaic. The idealized cone planes can be described as a vector x, where the vector contains a list of the expected L, M, and S cone isomerization rates for cones at each location in the retinal image. If the cone planes are specified on 100 × 100 pixel grid, the vector x would have 30,000 entries. The data available to estimate x may be represented as a vector y, which contains the isomerization rates of cones in response to the retinal image. For a ∼0.2-deg patch of human retina located ∼1 deg from the fovea, the vector y would contain approximately 100 entries.
A good estimate of x should have the property that it is consistent with the cone isomerization rates y. That is, a good estimate should be one that is reasonably likely to have led to the cone isomerization rates, had the estimate actually been physically present. In the Bayesian approach, this likelihood is formulated explicitly as the conditional probability distribution p(y|x).
Clearly, given the dimensions of x and y above, as well as our discussion of aliasing, the estimation problem is underdetermined. Many choices of x will be consistent with any vector of isomerization rates y, and thus many choices of x will produce the same likelihood. The Bayesian approach to handling this underdetermination is to add a description p(x) of the probability that any idealized cone image occurs. For Bayesian estimation to work well, there must be enough statistical structure in the distribution of natural images to place reasonably strong constraints on the estimates. In addition, p(x) must provide an adequate description of this statistical structure.
Once C p(y|x) p(x) , where C is a normalizing constant that does not depend on x. An estimatex is obtained from the posterior distribution, for example, as the value of x that maximizes the posterior or as the posterior mean. For an introduction to Bayesian approaches to color vision, the reader is referred to Brainard (2009) . Brainard et al. (2008) used this approach. They explicitly constructed likelihood functions p(y|x) that took into account of the optics of the eye (including axial but not lateral chromatic aberrations) and trichromatic sampling. They combined these likelihoods with priors that captured two important regularities in the spatiospectral structure of natural images. First, images vary slowly over space, so the isomerization rate within a cone plane is similar for nearby spatial locations (Burton & Moorehead 1987 , Field 1987 , Simoncelli 2005 , Tkačik et al. 2011 . Second, there is a high correlation between the isomerization rates that would be experienced by cones of different classes at the same location (Benson et al. 2014 , Burton & Moorehead 1987 . Using Bayes' rule, Brainard et al. (2008) were able to estimate idealized cone planes from cone responses. Consistent with the insight provided by the earlier work of Williams et al. (1991) and Brainard & Williams (1992) , the algorithm combines information across cone classes in estimating each cone plane. This approach makes sense, given the high correlations in the signals from different cone classes observed in natural images and specified in the prior.
Several qualitative features of the algorithm's performance are also consistent with human perception. First, the work shows that good reconstructions of low-spatial frequency luminance and chromatic stimuli may be obtained across the range of individual variation in the mosaics shown in Figure 3 . That is, once the reconstruction algorithm is tailored to the mosaic of a particular individual, differences among individual mosaics make little difference in the reconstructions of these stimuli (see Figure 6 ). This explains how all of the observers whose mosaics are shown in Figure 3 were able to pass standard tests of color vision.
Second, in contrast to the reconstructions obtained by Williams et al. (1991) , in which the image seen by each cone class was considered separately, the Bayesian algorithm predicts more subtle chromatic fringing in response to in-focus luminance gratings of moderate spatial frequency (compare figure 16 from Brainard et al. 2008 and plate 1 from Williams et al. 1991) .
Third, consideration of how interleaved sampling interacts with the statistics of natural images provides insight into why the spatial bandwidth revealed by psychophysical threshold experiments [via spatial contrast sensitivity functions (CSFs) measured for modulations in different color directions (Mullen 1985 ] varies with the color direction of the modulation. The visual system does not have access to a full spatiotrichromatic representation of the retinal image; roughly only one-third of that information is available because of mosaicked sampling. Given the structure of natural images, high-spatial frequency luminance grating components are more likely stimuli than are high-spatial frequency chromatic grating components. Thus, it makes sense that the visual system reconstructs luminance gratings out to higher spatial frequencies than chromatic gratings and that the luminance CSF has a higher spatial frequency cutoff than the red-green chromatic CSF (see figure 17 in Brainard et al. 2008) .
Does the Bayesian algorithm actually describe in functional terms what the human visual system does? This question remains open, but an experiment by Hofer et al. (2005a) provides data that can be parsimoniously accounted for by a model based on the Bayesian algorithm. Their experiment used adaptive optics to present small spots to the retina; the spots were so small that each of them stimulated only a single cone. Observers were asked to report their color sensations. The diversity of responses was surprising; some observers needed as many as eight different color names to report what they saw, contrary to what would be expected if cones in each class produce a single sensation associated with that class. However, this result is explainable if the visual system is optimally using the full set of responses from the mosaic, in some local retinal area, to reconstruct the full trichromatic image. In that case, the identities of the cones surrounding the one being stimulated are predicted to have an effect, as the Bayesian reconstruction when a single cone is stimulated depends on the classes of the cones in the neighborhood of it. Brainard et al. (2008) were able to account for the naming data of Hofer et al. (2005a) by using the Bayesian reconstruction algorithm applied to the experimental stimuli (Figure 7) , suggesting that the broad principles incorporated into the Bayesian algorithm may describe what is accomplished by mechanisms in the human visual pathways.
Sharper tests and refinements of this idea await experiments in which the identity of the cone being stimulated on each trial is known-this was not possible in those conducted by Hofer et al. (2005a) -as well as refinements of the Bayesian reconstruction algorithm that employ both richer priors over the set of natural images and constraints imposed by the known structure of early visual processing. One important feature of early vision not considered by Brainard et al. (2008) that will be critical to incorporate is lateral (transverse) chromatic aberration (Thibos 1987) . This feature shifts the effective locations in the scene sampled by cones of different classes and suggests that the appropriate proximity relationships to take into account when making predictions are those inferred after adjustment for wavelength-dependent optical displacements, not those directly observed in the mosaic.
UNDERSTANDING WHY THE MOSAIC IS THE WAY IT IS
As reviewed above, several features of the human cone mosaic are striking, including the following:
There are three (rather than, say, one, two, or four) classes of cones. The spectral sensitivities of the L and M cones are highly overlapping. The packing arrangement of the L and M cones is almost random. There is high individual variability in the L:M cone ratio, and there are many fewer S cones than L and M cones.
When one examines mosaics across different species, none of these features appears necessary. For example, other species have both fewer photoreceptor classes and more photoreceptor classes than humans (e.g., Bowmaker 1991 , Cronin & Marshall 1989 , Hart 2001 , Jacobs 2009 , Marshall & Oberwinkler 1999 , much less overlapped cone spectral sensitivities (e.g., Bowmaker 1977 Bowmaker , 1991 , and regular cone packing in stereotypical mosaics across individuals (e.g., Bowmaker & Kunz 1987 , Kram et al. 2010 , Scholes 1975 ). In addition, although not part of the mosaic per se, the optics of the human eye have strong chromatic aberrations. These various features beg the issue of why our mosaics are the way they are. This type of "why" question is difficult, and perhaps ultimately impossible, to answer with certainty. Nonetheless, two approaches allow interesting speculation. One is to consider the particular details of how features of the mosaic evolved, treating some starting state on the evolutionary path as a given and asking what mutations
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and selective advantages led from that point to the currently observed structure. The other is to consider, as a theoretical matter, how visual performance depends on the structure of a particular feature of the mosaic (e.g., the number of cone classes or the L:M cone ratio) and to then ask whether the observed structure supports near-optimal performance. Both approaches have yielded insight in the case of color vision.
Evolution and the Cone Mosaic
As an illustrative example of evolutionary natural history, we consider primate trichromacy. The mammalian ancestors of primates were dichromats and had mosaics that contained an S cone and one cone class sensitive to longer wavelengths, which we refer to as an L/M cone ( Jacobs 2009 ). Interestingly, these early mammals likely evolved from species that had at least three classes of cones ( Jacobs & Rowe 2004) , from which the third class of cones was lost because early mammals were nocturnal. (We consider why mosaics with fewer cone classes may be preferable at low light levels below.)
Although most modern mammals remain dichromats, primates re-evolved trichromatic cone mosaics. In Old World primates, this occurred quite recently, approximately 35 million years ago (Nathans 1999) , via a duplication of the gene that coded for the ancestral L/M cone opsin. Remarkably, changes at only one amino acid position in this opsin can produce an approximately 15-nm shift in the wavelength of peak sensitivity for this photopigment, and only a few amino acid substitutions (∼6) are required to produce the ∼30-nm spectral shift between the L and M cone photopigments of modern Old World primates ( Jacobs & Neitz 1985) . The initial step in the evolution of human trichromacy was gene duplication, followed by mutation, which produced differential spectral sensitivities in the photopigments for which opsins were coded by the two genes. The addition of a gene coding for a third photopigment opsin does not in and of itself confer behavioral trichromacy. First, some mechanism must exist that causes each cone to express only one photopigment. In the case of Old World primates, the molecular mechanism that causes the photopigment genes to be expressed was not duplicated, leading to expression of only one of the duplicated genes in any given cone (Smallwood et al. 2002) . The gene that is expressed via this process in each cone may be determined independently in each cone, which would explain the near random arrangement of L and M cones in the primate mosaic. The factors that determine the relative likelihood that a cone will express L versus M pigment are not currently well understood (but see Knoblauch et al. 2006) .
The following question then arises: How did the rest of the primate visual system manage to take advantage of the expression of an extra photopigment? There appears to be an evolutionary "chicken-and-egg" conundrum here: Trichromatic color vision requires a trichromatic mosaic, yet how does a mutation that produces a trichromatic cone mosaic confer a selective advantage without a postreceptoral visual system evolved to make use of it? This question is of interest not only for the special case of trichromatic color vision, but also because it applies more generally for understanding the evolution of sensory systems: How does a brain know how to take advantage of and organize the information provided by novel classes of sensors?
One clue is provided by an experiment by Mancuso et al. (2009) . They used gene therapy to introduce a human L cone photopigment into the retina of an adult dichromatic monkey that had theretofore only had S and M cones. Prior to gene therapy, the monkey had been trained to make color discriminations, and it could only make discriminations supported by S and M cones. Once the L cone was introduced, the monkey was able to make trichromatic discriminations, indicating that the third cone photopigment, together with the postreceptoral visual system of the monkey, was able to rapidly support novel visual discriminations. A similar result had been obtained earlier in mice ( Jacobs et al. 2007 ).
Perhaps this result should not be surprising. By adding a third cone class, we change the set of spatiochromatic aliases for the mosaic. After gene therapy, two different spatially uniform fields of different spectral composition that produced the same array of cone responses prior to gene therapy will no longer do so. Rather, the uniform fields will now produce a pattern of responses consistent with a high-spatial frequency spatiochromatic alias of a uniform field, and the exact pattern of responses for each field will depend on the incident spectrum. As the monkey was rewarded simply for making discriminations, not for experiencing color per se, the monkey may have been making discriminations on the basis of a perceived change in spatial structure (Makous 2007) . That is, a brain that can respond to differences in the array of sensory input to make discriminations can make novel discriminations anytime the sensory front end changes. We might call this a weak form of color vision, as it allows novel discriminations of stimuli of different spectral composition and the same spatial structure. The ability to make this type of novel discrimination might well provide a selective foraging advantage, even if the perceptual effect was not experienced in a form that humans would describe as seeing novel colors.
The computational work on demosaicking reviewed above suggests that the appropriate processing of the mosaic's signals for veridical spatiochromatic vision requires circuitry that takes into account the position and class of each cone. Although discriminations can be made without such knowledge, useful representation (here, operationalized as accurately reconstructing the retinal image) requires more. How can a postreceptoral visual system detect the presence of a novel cone class and determine which cones belong to which class? Benson et al. (2014; see also Wachtler et al. 2007) show that the correlations between cone excitations in response to natural images provide enough information to identify the number of cone types present in the mosaic and to classify each cone by type. The intuition for this result is straightforward. If we consider two adjacent cones, they will have a higher correlation across responses to natural images if they are of the same class than if they are of different classes, and this relation will hold for pairs of cones at any separation. Benson et al. (2014) simulated the responses of the cone mosaic to natural images and used the simulated responses to compute the intercone correlations for mosaics typical of human trichromatic vision. They then developed an algorithm that successfully used these correlations to separate cones by class, as well as a clustering analysis to identify the number of classes. Their work indicates that a postreceptoral visual system that seeks statistical structure in the relation between the responses of its individual sensors would, with enough input data, be able to discover novel features of its front end and take advantage of these new features. That is, true trichromatic color vision can in principle be learned from the responses of a trichromatic primate retina to natural image input. Other work shows that the positions of cones in the mosaic may be learned by comparing the array of cone responses across translational eye movements (Ahumada 1991 , Maloney & Ahumada 1989 .
The computational work on cone-class learning is agnostic about mechanism, but one might conjecture that early in the evolutionary history of the introduction of a new photopigment, the cortex would be the most plastic site. In primates, the high-spatial resolution foveal specialization, in which each foveal cone appears to have a "private line" that transmits its output to the cortex directly, with minimal mixing with signals from adjacent cones (Calkins et al. 1994 , Kolb & Dekorver 1991 , may have been critical for allowing color information from a novel cone class to reach the cortex without needing specialized retinal circuitry to separate signals from L and M cones (Lennie et al. 1991) . The degree to which retinal circuitry explicitly keeps L and M cone signals separate, beyond the level that would be expected by random wiring of L and M cones to their postreceptoral targets, remains controversial (Buzas et al. 2006 , Dacey 2000 , Dacey & Packer 2003 , Field et al. 2010 , Hansen et al. 2009 , Jusuf et al. 2006 ; see, for example, Lee et al. 1998 , as well as Mullen & Kingdom 2002 , Mullen et al. 2005 , Solomon et al. 2005 , Vakrou et al. 2005 . Thus, this observation may be key to understanding how the relatively recent evolution of trichromacy can be supported by postreceptoral processing. In contrast, the typical mammalian retina contains bipolar and ganglion cell types that are specialized for processing S cone signals, as does the primate retina (Dacey & Packer 2003) , suggesting that there has been sufficient evolutionary time for this more ancient form of mammalian color vision ( Jacobs 2009 ) to have woven its way into the structure of the early visual system.
Computations and the Mosaic
Another way to gain insight into why the mosaic has the structure it does is to consider how various features of mosaic design affect visual performance, particularly in the context of natural image input. We can then ask whether a particular aspect optimizes performance. An affirmative answer would suggest that evolutionary pressure led to the near optimality observed, whereas a negative answer would suggest either that idiosyncrasies of a particular evolutionary path placed constraints on the mosaic or that the computational analysis is incomplete. As with our treatment of evolution above, this review considers illustrative examples. Although we restrict our attention to the sensory front end, the same general approach has also been widely used to provide insight about visual performance (e.g., Barlow 1956; Geisler 1989 Geisler , 2011 Williams et al. 1993 ) and postreceptoral visual physiology (e.g., Atick 1992 , Atick et al. 1992 , Buchsbaum & Gottschalk 1983 , Koch et al. 2004 . Manning & Brainard (2009) built on the Bayesian model of image reconstruction developed by Brainard et al. (2008) . They noted that once one specifies a prior p(x) and a particular optics/ mosaic/cone spectral sensitivity structure p(y|x), it is possible to define the estimatorx that minimizes the expected squared estimation error, with the expectation taken over draws of images from the prior. Thus, given a prior, one can associate with any optics/mosaic/spectral sensitivity structure a measure of performance, namely, the expected squared estimation error obtained when responses of that mosaic are processed optimally. Manning & Brainard (2009) investigated how the mosaic packing arrangement and the cone ratio affected optimal performance for a simple model visual system. The model system operated along 1 spatial dimension, had 12 cones spaced equally along that dimension, and was dichromatic. Given this restriction, Manning & Brainard were able to exhaustively explore all mosaic arrangements for each cone ratio, and they did so for a prior that captured the type of spatiospectral correlations found in natural images. They drew two key conclusions.
First, for a given cone ratio, regular mosaics, namely, those that come as close as possible to alternating between cones of the two classes, gave the best performance. This is consistent with the regular submosaics observed in fish and birds (Bowmaker & Kunz 1987 , Kram et al. 2010 , Scholes 1975 , as well as with the nonrandom packing of the human S cone submosaic. It is not consistent with the near-random packing found for human L and M cones. One possibility that remains open is that the regularity of the optimal mosaic depends strongly on the prior. The priors used by Manning & Brainard captured only the second-order correlational regularities in natural images. The use of richer priors that capture more of the edge and object structure in natural images might lead to different conclusions. In essence, this is the intuition behind an earlier suggestion that irregular mosaics might allow better performance for natural images (Yellott 1982 (Yellott , 1983 , the idea being that for an irregular mosaic, the set of aliases corresponding to an image with the regular structure of a natural image would be irregular images atypical of natural viewing. This intuition remains to be confirmed through a formal analysis. Another possibility that remains open is that different results would be obtained for optimization of a metric with higher biological relevance than the expected squared estimation error (see Brainard & Freeman 1997) .
Second, Manning & Brainard (2009) found that the optimal ratio between the two classes of cones depended critically on the signal-to-noise ratio (SNR) with which the two cone classes transmitted information. If the cone classes transmitted information with the same SNR, then a 1:1 cone ratio was optimal. As the SNR shifted in favor of one cone class, however, having more cones of that class became optimal. This observation, coupled with several other factors (discussed in Manning & Brainard 2009 ) that might lead the SNR of one cone class to be better than that of the others provides a potential computational explanation of why the human mosaic contains only one spectral class of photoreceptors (the rods) that operates at low light levels, as well as why some nocturnal mammals have only one class of cones (see also Land & Osorio 2003 , van Hateren 1993 . Manning & Brainard's (2009) calculations did not take into account differential optical blurring with wavelength (but see below), nor did they explore variation of cone spectral sensitivity. That said, their method can in principle be used to study optimal mosaic design with these factors included (see also Levin et al. 2008 ). An important challenge remains to make the calculations feasible for the two-dimensional case and for richer models of natural image statistics.
In a complementary line of work, Garrigan et al. (2010) used an information theoretic approach to try to understand what ratio of L, M, and S cones would be optimal for the primate retina. They based their work on the Penn Natural Image Database (Tkačik et al. 2011 ) and considered high, daytime light levels.
4 They also incorporated a simple model of chromatic aberration into their calculations. They asked how much information about natural images would be carried by mosaics with different L:M:S cone ratios. They found that the amount of information was essentially constant across a wide range of L:M cone ratios, and a significant decrease was observed only at extreme ratios. The intuition for this is that the high correlation between L and M cone responses, conferred in part by their high overlap in spectral sensitivity, means that trading off a cone of one type for one of the other has minimal impact on the total information carried by the mosaic. Although there is an optimal L:M cone ratio, the dependence of performance on this ratio is weak over a wide range. This may reduce pressure for the evolution of mechanisms that control the L:M cone ratio. Other species that have more regular and stereotypical trichromatic mosaics also have a larger separation between the spectral sensitivities of their cone classes, and, for these species, more may be gained via precise control of the cone ratio. Garrigan et al. (2010) also found that the SNR for the images they studied was slightly better for L and M cones than for S cones. In the absence of chromatic aberrations, this situation favors a small increase in the numerosity of L and M cones compared with S cones, but not to the extent observed. Once aberrations were introduced into the model, however, the small SNR advantage of L and M cones provided an informational advantage for a system that focused light in the middle wavelengths, leaving the short-wavelength retinal signal as the most blurred. This factor in turn amplified the advantage of L and M cones, and led to prediction of a low proportion of S cones. 4 The work of Garrigan et al. (2010) used an early version of this image database, which contained some errors of camera calibration that affected estimates of overall image light level and of the chromatic aberration of the camera. These errors were corrected when the database was published by Tkačik et al. (2011) and are unlikely to affect the conclusions drawn by Garrigan et al. (2010) because their results are robust to overall light level and because the effect of the optics of the camera is small compared with the effect of the human optics incorporated into the calculations. This result extends the earlier conjecture (Yellott et al. 1984 ) that chromatic aberrations led to the low proportion of S cones in the primate retina by suggesting why it is better to have longer wavelengths in good focus.
Chromatic aberration has also been suggested as one reason why primate L and M cone spectral sensitivities are so highly overlapping (D.R. Williams, personal communication) . Because of aberration, a small separation in spectral sensitivity allows the images seen by both the L and M cone submosaics to be in good focus and for these combined mosaics to support high-resolution foveal spatial vision. A related idea was formulated by Osorio et al. (1998) , while in contrast calculations based on optimizing color information transmission alone for natural images predict larger spectral separations between primate M and L cones (Lewis & Zhaoping 2006) .
A difficulty with the computational approach is that it is not currently feasible to consider the optimization problem while accounting for all relevant factors simultaneously. For example, in the work of Garrigan et al. (2010) , the presence of chromatic aberration is taken as a given, and the optimization is performed over other features. If, instead, the relative number of S cones had been fixed, then chromatic aberration might emerge as a feature that protects the visual system from spatial aliasing by the S cone submosaic (Yellott et al. 1984) . The assumption of chromatic aberration might be justified by the observation that chromatic aberration provides a useful cue for accommodation (Burge & Geisler 2011) , but once accommodation is brought in as part of the relevant visual performance measure, the ideal approach would be to include the full performance measure explicitly.
This type of limitation applies to all current computational analyses of this general sort: The answer as to what is optimal depends on nontrivial side assumptions. This limitation does not eliminate the value of the approach, as clarifying the effects of varying features of the sensory front end, even within a limited domain, sharpens our understanding. But it is important to keep in mind the limits of that understanding. The optimal mosaic design also likely depends on the visual task under consideration (e.g., Chittka & Menzel 1992; Cummings 2004; Osorio & Vorobyev 1996; Regan et al. 2001; Sumner & Mollon 2000a,b) , assumptions about energetic and space constraints on the computations (e.g., Balasubramanian & Berry 2002 , Balasubramanian et al. 2001 , Laughlin 2001 , Laughlin & Sejnowski 2003 , and what is assumed as given about the structure of the postreceptoral visual system (e.g., Cummings 2004 ). With respect to task effects, it is worth noting that human dichromats outperform human trichromats on some visual tasks , Morgan et al. 1992 ).
SUMMARY
To understand visual processing, we must establish what visual information is encoded and what is discarded. For color, the nature and consequences of the information loss caused by biological trichromacy, the fact that the retina contains three classes of univariate cone photoreceptors, has long been understood and appreciated. This article has reviewed work that considers the additional loss caused by chromatic aberrations in the optics of the eye, coupled with the fact that cones sample the retinal image in three interleaved submosaics. As with trichromacy, this information loss has consequences for vision, revealed most notably in various forms of spatiochromatic aliasing. In addition, we argue that optimization of visual performance requires that the postreceptoral circuitry combine information across cone classes as it seeks to make inferences about the spatial and chromatic structure of the visual environment. Thus, spatial and color vision are intimately intertwined from the first stages of vision. Moreover, variations in the mosaic across individuals raise questions about how the visual system of each person learns the positions and classes of its cones and about the functional consequences of individual variation in the mosaic. We reviewed both experiments and theory that provide partial answers to these questions. Finally, we reviewed both the evolution of primate color vision and computational studies that seek to understand the degree to which primate mosaics support optimal visual performance.
Although impressive progress has been made over the past 30 years, our understanding of the structure of the interleaved human cone mosaic and its implications for vision is certainly not complete. Four current developments suggest that progress will continue. They are as follows:
1. First, genetic techniques, although not reviewed in detail here, have provided and will continue to provide important information about what mechanisms control key features of the mosaic and how these mechanisms evolved (for reviews, see Jacobs & Nathans 2009 , Neitz & Neitz 2011 ). 2. Second, advances in psychophysics with adaptive optics (Harmening et al. 2013 , Harmening et al. 2014 , Tuten et al. 2012 ) now enable investigators to probe psychophysically the function of individual targeted cones of known type (Sabesan et al. 2015) . Data from this type of experiment should soon enable tests of and place additional constraints on models of the sort reviewed here. 3. Third, an ability to study how individual cones of known classes provide input to retinal ganglion cells (Field et al. 2010) should allow a much more precise understanding of how retinal circuitry is or is not specialized to integrate signals from L and M cones at different spatial locations. 4. Finally, increases in computing power and software tools are now likely to allow more extensive modeling, both in terms of understanding the theoretical implications of mosaicked sampling and in terms of relating the information conveyed by the mosaic and early retinal processing to visual performance. Particularly key will be software tools (e.g., Farrell et al. 2014 ) that encapsulate accurate models of human physiological optics (including chromatic aberration), photoreceptor sampling and transduction (including noise properties), and properties of early retinal processing such as photoreceptor adaptation and that make these models easy to deploy.
SUMMARY POINTS
1. Information about color and space is intertwined at the very first stages of visual processing. This is because of chromatic aberrations in the eye's optics and because the retinal cone mosaic spatially interleaves three classes of cone photoreceptor.
2. Because there is only a single cone at each retinal location, the trichromacy of human vision results from neural processing that combines information from different classes of cones across space.
3. Behavioral consequences of sampling by the interleaved cone mosaic include spatiochromatic aliasing.
4. There are large individual differences in the cone mosaic, particularly in the ratio of L to M cones. This suggests that each person's nervous system must learn the positions and classes of its own cones and take these into account in order to provide normal color vision.
5. A Bayesian model provides one account of how signals from different cone mosaics can be processed to infer an accurate trichromatic percept. This model accounts for nonintuitive features of the color names given to small spots that stimulate single cones.
www.annualreviews.org • Color and the Cone Mosaic
6. Evolutionary and computational considerations begin to provide insight about the degree to which the human cone mosaic optimizes trade-offs between color and spatial vision.
FUTURE ISSUES
1. What mechanisms control the structure of the cone mosaic in each individual?
2. What will be revealed by experiments in which it is possible to obtain behavioral and physiological responses to stimuli that stimulate targeted individual cones, either singly or in combination?
3. When and how is the structure of the cone mosaic learned in each individual, and based on what information? What sites of neural plasticity mediate this learning?
4. What principles govern the processing that resolves ambiguity introduced by the fact that there is only one cone at each retinal location, to provide a trichromatic color percept? At what stages of visual processing and how do neural mechanisms implement computations based on these principles?
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