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Introduzione
Il problema di determinare la ﬁnitezza o meno dell'insieme dei punti interi su
una curva algebrica fu risolto da Siegel con un teorema poi esteso da Mahler per
comprendere anche i punti S-interi; il teorema di Siegel nella versione più moderna
aﬀerma che se una curva aﬃne irriducibile possiede inﬁniti punti interi, allora essa
ha genere 0 e non più di due punti all'inﬁnito.
La dimostrazione di questo teorema che si trova nella maggior parte dei testi
moderni (ad esempio in [HS00, Ser97, Lan83]) è una sempliﬁcazione (adoperando
il teorema di Roth, dimostrato nel 1955) di quella originale fornita da Siegel nel
1929 e si basa sulle proprietà della varietà Jacobiana di una curva.
Nel 2002 Corvaja e Zannier hanno dato una dimostrazione del teorema di Siegel
che adopera, in luogo del teorema di Roth, il teorema del sottospazio di Schmidt.
Il teorema del sottospazio di W. Schmidt è un importante teorema di approssi-
mazione diofantea comparso per la prima volta nel 1972 in [Sch72] come genera-
lizzazione multidimensionale del teorema di Roth. Inizialmente fu adoperato in
particolare per studiare problemi legati alle equazioni diofantee esponenziali ed
alle norm form equations.
Il teorema di Schmidt aﬀerma che i vettori di Zn che sono troppo vicini ad n
sottospazi ﬁssati di Qn devono necessariamente appartenere ad un certo insieme
ﬁnito di sottospazi propri di Qn; essere troppo vicini è misurato raﬀrontando il
prodotto delle distanze dai sottospazi col massimo del modulo delle coordinate del
vettore stesso.
Negli anni successivi il teorema del sottospazio è stato generalizzato da Schlickewei
considerando anche valori assoluti non archimedei e campi di numeri diversi da Q,
in analogia con le generalizzazioni del teorema di Roth date da Ridout e Lang.
Recentemente il teorema del sottospazio è stato applicato in modo ingegnoso ed
inaspettato fornendo spesso soluzioni semplici e rapide a svariati problemi altri-
menti formidabili, si veda [Bil06] per una panoramica di tali applicazioni; in questa
sede siamo interessati al lavoro sui punti interi su curve e superﬁci svolto da Corvaja
e Zannier in [CZ02, CZ03, CZ04].
La dimostrazione del teorema di Siegel in [CZ02], oltre ad essere concettualmente
più semplice, evitando grazie al teorema del sottospazio l'uso del teorema di Roth
v
vi
o delle Jacobiane permette di ottenere limitazioni esplicite per il numero di punti
interi (utilizzando una versione quantitativa del teorema del sottospazio data da
Evertse in [Eve96]) e si presta ad essere generalizzata a varietà di dimensione
superiore.
La dimostrazione tradizionale del teorema di Siegel passa per un risultato più
forte, che possiamo riassumere aﬀermando che in una successione di punti razio-
nali su una curva di genere maggiore di 0 il rapporto tra il numero di cifre del
numeratore e del denominatore tende ad 1; questo implica la ﬁnitezza non solo dei
punti interi, ma di tutti i punti razionali con denominatore piccolo, cioè limitato
da una potenza ﬁssata (minore di 1) del numeratore.
Lo scopo di questa tesi è, seguendo la strategia di Corvaja e Zannier, dimostrare
questa proposizione adoperando il teorema del sottospazio, adattando opportuna-
mente le argomentazioni in [CZ02].
Nel primo capitolo di questa tesi riporteremo i necessari preliminari sui valori
assoluti e sulle altezze per poter enunciare nel secondo capitolo diverse versioni del
teorema del sottospazio, mostrandone i collegamenti con uno dei teoremi centrali
dell'approssimazione diofantea: il teorema di Roth.
Nel terzo capitolo richiameremo deﬁnizioni e risultati fondamentali di topolo-
gia e geometria algebrica ed un importante teorema sulle proprietà geometriche
dell'altezza.
Il quarto capitolo contiene il teorema di Siegel sui punti S-interi, la proposizione
che ci proponiamo di dimostrare, che lo estende ad una classe particolare di punti
razionali, e la nostra dimostrazione che fa uso del teorema del sottospazio.
Capitolo 1
Valori assoluti e altezze
L'oggetto della teoria dei numeri sono le proprietà dei numeri interi ma è spesso
utile formulare i problemi da aﬀrontare in un linguaggio più generale perché la
soluzione non sia mascherata da dettagli di minor conto.
Deﬁnizione 1.1. Un campo di numeri k è un'estensione ﬁnita di Q.
Un intero algebrico α è un elemento di Q che è radice di un polinomio monico a
coeﬃcienti in Z.
Indichiamo con Ok l'insieme degli interi algebrici che appartengono a k
Rimandiamo ad un testo di teoria dei numeri per una trattazione dettagliata delle
proprietà dell'anello Ok.
1.1 Valori assoluti
Deﬁnizione 1.2. Un valore assoluto su un campo K è una funzione
|·| : K → [0,∞)
tale che, per ogni x, y ∈ K, valgano le seguenti proprietà
• |x| = 0 ⇐⇒ x = 0,
• |xy| = |x| |y|,
• |x+ y| ≤ |x|+ |y|. (Disuguaglianza triangolare)
Un valore assoluto si dice non-archimedeo se per ogni x, y ∈ K vale l'ulteriore
proprietà
• |x+ y| ≤ sup{|x| , |y|}. (Disuguaglianza ultrametrica)
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Osservazione 1.3. La disuguaglianza triangolare può anche essere riformulata come
|x1 + · · ·+ xn|v ≤ sup{1, |n|v} sup{|x1|v , . . . , |xn|v}
che è una formulazione unica valida per valori assoluti archimedei e non.
Un valore assoluto ci permette di deﬁnire su K una distanza d(x, y) = |x− y| e
quindi una topologia; se le distanze ottenute da due valori assoluti inducono su K
la stessa topologia diciamo che i due valori assoluti sono equivalenti.
Se un valore assoluto induce la topologia discreta si dice banale, questo avviene se
ogni elemento di K diverso da 0 ha valore assoluto uguale ad 1.
Proposizione 1.4. Due valori assoluti |·|1 e |·|2 su un campo K sono equivalenti
se e solo se esiste un reale positivo s tale che
|x|1 = |x|s2 ∀x ∈ K.
Indichiamo con MK l'insieme delle classi di equivalenza dei valori assoluti non
banali su K; tali classi di equivalenza sono anche dette posti.
Esempio 1.5. Per ogni primo ﬁssato p, ogni numero razionale x 6= 0 si può scrivere
in modo unico come
x = pα
n
m
con n,m interi coprimi e non divisibili per p. Deﬁnendo
|x|p = p−α
otteniamo un valore assoluto non-archimedeo su Q detto valore assoluto p-adico.
Questi sono essenzialmente gli unici valori assoluti possibili su Q, vale infatti il
teorema
Teorema 1.6 (Teorema di Ostrowski). I valori assoluti p-adici e l'usuale valore
assoluto euclideo sono un insieme di rappresentanti per tutti i valori assoluti non
banali su Q a meno di equivalenza.
Proposizione 1.7. Per ogni razionale x si ha che |x|v = 1 per tutti i v ∈ MQ
salvo un numero ﬁnito, e vale
|x|∞
∏
p
|x|p = 1.
Dimostrazione. Sia x = n
m
con n,m coprimi. Per ogni p primo con n,m abbiamo
che |x|p = 1, e questi sono tutti i primi tranne un numero ﬁnito. Per come abbiamo
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deﬁnito i valori assoluti p-adici (e per l'unicità della fattorizzazione degli interi)
abbiamo che ∏
p|n
|n|p =
∣∣∣∣ 1n
∣∣∣∣
∞
e quindi ∏
p
∣∣∣ n
m
∣∣∣
p
=
∣∣∣m
n
∣∣∣
∞
e
|x|∞
∏
p
|x|p =
∣∣∣ n
m
∣∣∣
∞
∏
p
∣∣∣ n
m
∣∣∣
p
= 1.
Dato un valore assoluto v su un campo K, possiamo considerare lo spazio metrico
Kv ottenuto completando K rispetto alla distanza data da v. Abbiamo un'im-
mersione naturale di K in Kv, ed è possibile rendere Kv un campo estendendo le
operazioni ed il valore assoluto di K; sappiamo inoltre che K è denso in Kv.
Dimostriamo anche una proposizione semplice ma spesso utile che lega il va-
lore assoluto delle soluzioni di un'equazione polinomiale al valore assoluto dei
coeﬃcienti.
Proposizione 1.8. Siano a1, . . . , ad, t ∈ k tali che td + a1td−1 + · · · + ad = 0.
Allora
|t|v ≤ sup{1, |d|v} sup(1, |a1|v , . . . , |ad|v).
Dimostrazione. Se |t|v ≤ 1 la tesi è sicuramente vera. Se |t|v > 1 abbiamo che
|t|dv =
∣∣a1td−1 + · · ·+ ad∣∣v ≤ sup{1, |d|v} sup{∣∣a1td−1∣∣v , . . . , |ad|v}
≤ sup{1, |d|v} sup{|a1|v , . . . , |ad|v} |t|d−1v
e quindi
|t|v ≤ sup{1, |d|v} sup{|a1|v , . . . , |ad|v}
≤ sup{1, |d|v} sup{1, |a1|v , . . . , |ad|v}.
1.2 Estensioni ﬁnite e formula di prodotto
Sia ora k un campo di numeri e k′ una sua estensione ﬁnita di grado n. Diciamo
che w ∈Mk′ estende v ∈Mk (e scriviamo w|v) se le restrizioni dei valori assoluti
di w a k appartengono a v.
Per ogni v ∈ Mk esistono un numero ﬁnito di w ∈ Mk′ che lo estendono,
per ognuno di questi w sia nw il grado dell'estensione ﬁnita k′w/kv dei rispettivi
completamenti, detto grado locale.
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Proposizione 1.9. Se k′/k è un'estensione di campi di numeri di grado n e v ∈
Mk, valgono le formule ∑
w|v
nw = n∏
w|v
N
k′w
kv (x) = N
k′
k (x) ∀x ∈ k′.
Questa formula ci permette di deﬁnire delle normalizzazioni convenienti per i valori
assoluti su un campo di numeri:
Sia k un campo di numeri di grado n su Q, sia v ∈ Mk e come sopra indichiamo
con nv = [kv : Qp] il grado del completamento v-adico di k sul campo dei razionali
p-adici se v|p e nv = [kv : R] se v è archimedeo.
Sia |·|v un rappresentante di v normalizzato in modo che se v|p allora |·|v coincida
con |·|nvnp su Q; in modo simile se v è archimedeo |·|v coincide con |·|
nv
n .
Osservazione 1.10. Con questa normalizzazione, se k′/k è un'estensione di campi
di numeri di grado n e w ∈Mk′ estende v ∈Mk vale la formula
|x|w =
∣∣∣Nk′wkv (x)∣∣∣ 1n
v
∀x ∈ k′. (1.1)
In particolare osserviamo che |·|w non estende |·|v, ma si ha
|x|w = |x|
nw
n
v ∀x ∈ k. (1.2)
Grazie a queste normalizzazioni vale la seguente proposizione.
Proposizione 1.11. Se k′/k è un'estensione di campi di numeri di grado n e
v ∈Mk, vale la formula ∏
w|v
|x|w =
∣∣∣Nk′k (x)∣∣∣ 1n
v
∀x ∈ k′.
In particolare ∏
w|v
|x|w = |x|v ∀x ∈ k. (1.3)
Con questa proposizione possiamo dimostrare l'analogo della proposizione 1.7 per
tutti i campi di numeri.
Proposizione 1.12 (Formula di prodotto). Sia k un campo di numeri di grado
n. Per ogni x ∈ k∗ si ha che |x|v = 1 per tutti i v ∈Mk salvo un numero ﬁnito, e
vale ∏
v∈Mk
|x|v = 1.
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Dimostrazione. Sia
xd + ad−1xd−1 + · · ·+ a0 = 0
il polinomio minimo di x su Q. I coeﬃcienti ai sono razionali e quindi per la
proposizione 1.7 |ai|v 6= 1 solo per un numero ﬁnito di v ∈Mk; escludiamo anche i
valori assoluti archimedei, che sono in numero ﬁnito, per tutti gli altri v applicando
la proposizione 1.8 otteniamo che |x|v ≤ 1. Ripetendo lo stesso ragionamento per
1
x
otteniamo che |x|v 6= 1 soltanto per una quantità ﬁnita di valori assoluti su k.
∏
v∈Mk
|x|v =
∏
v∈MQ
∏
w|v
|x|w =
 ∏
v∈MQ
∣∣NkQ(x)∣∣v
 1n = 1
applicando le proposizioni 1.11 e 1.7.
1.3 Altezze
Deﬁnizione 1.13. Sia k un campo di numeri e
P = (x0 : x1 : · · · : xn) ∈ Pn(k).
Deﬁniamo altezza (moltiplicativa) di P la quantità
H(P ) =
∏
v∈Mk
sup{|x0|v , |x1|v , . . . , |xn|v}. (1.4)
Proposizione 1.14. L'altezza è ben deﬁnita e ≥ 1 ed è indipendente dalla scelta
delle coordinate o del campo di numeri k.
Dimostrazione. Per la proposizione 1.7 sup{|x0|v , |x1|v , . . . , |xn|v} 6= 1 soltanto
per un numero ﬁnito di valori assoluti.
Mostriamo che è indipendente dalla scelta del vettore di coordinate calcolandola
sul vettore ottenuto moltiplicando tutti gli xj per un coeﬃciente α ∈ k∗∏
v∈Mk
sup
j
|αxj|v =
( ∏
v∈Mk
|α|v
)( ∏
v∈Mk
sup
j
|xj|v
)
=
∏
v∈Mk
sup
j
|xj|v
dove abbiamo usato proposizione 1.12 nell'ultima uguaglianza. Possiamo quindi
supporre che una delle coordinare sia 1 e concludere che H(P ) ≥ 1.
Per vedere che l'altezza è indipendente dal campo base consideriamo un'estensione
di campi di numeri k′/k è un un punto
P = (x0 : x1 : · · · : xn) ∈ Pn(k).
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Per ogni v ∈ Mk sia jv l'indice per il quale |xjv |v = supj |xj|v; grazie alla (1.2)
abbiamo che |xjv |w = supj |xj|w per ogni w|v.∏
w∈M′k
sup
j
|xj|w =
∏
v∈Mk
∏
w|v
sup
j
|xj|w =
∏
v∈Mk
∏
w|v
|xjv |w
=
∏
v∈Mk
|xjv |v =
∏
v∈Mk
sup
j
|xj|v (1.5)
e la terza uguaglianza vale in virtù della (1.3)
Dal momento che l'altezza non dipende dal campo di deﬁnizione, essa si estende ad
una funzione H : Pn(Q) → [1,∞) detta altezza (moltiplicativa) assoluta o anche
altezza proiettiva o di Weil e il suo valore su un punto può essere calcolato con
la (1.4), usando come campo base un qualunque campo che contenga il campo di
deﬁnizione del punto (non si può adoperare la deﬁnizione con k = Q perché su Q
non esiste una formula di prodotto).
Pensando k come un aperto aﬃne di P1 deﬁniamo l'altezza di un elemento di k
come
H(x) = H(1 : x) =
∏
v∈Mk
sup{1, |x|v} ∀x ∈ k.
Deﬁniamo anche l'altezza di un punto dello spazio aﬃne
Deﬁnizione 1.15. Sia x ∈ kn, n > 1; deﬁniamo
|x|v = sup(|x1|v , . . . , |xn|v)
e
H(x) =
∏
v∈Mk
|x|v .
Questa deﬁnizione non coincide con quella data per un elementi di k, ma è comoda
per enunciare i teoremi del prossimo capitolo.
Deﬁniamo l'altezza logaritmica (assoluta) di un punto e di un elemento di k come
h(·) = logH(·), che risulta più naturale in alcune formule.
Esempio 1.16. Sia P = (a0 : · · · : an) un punto di Pn(Q) e supponiamo che gli ai
siano interi coprimi. Allora
H(P ) = sup{|a0| , . . . , |an|}
infatti per ogni primo p il sup{|a0|p , . . . , |an|p} vale esattamente 1 e l'unico valore
che contribuisce all'altezza è quello archimedeo.
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In modo simile, se n
m
è un razionale ridotto ai minimi termini possiamo scrivere
H
( n
m
)
= H
(
1 :
n
m
)
= H(m : n) = sup{|n| , |m|}.
In entrambi i casi vediamo facilmente che i razionali di altezza limitata e i vettori
di Pn(Q) di altezza limitata sono in numero ﬁnito.
Elenchiamo ora alcune semplici proprietà dell'altezza
Proposizione 1.17. Abbiamo che
(i) H(x1 · · ·xn) ≤ H(x1) · · ·H(xn) ∀xi ∈ Q,
(ii) H(x1 + · · ·+ xn) ≤ nH(x1) · · ·H(xn) ∀xi ∈ Q,
(iii) H(σ(x)) = H(x) ∀x ∈ Q,∀σ ∈ Gal(Q/Q).
Dimostrazione. Sia k un campo di numeri contenente tutti gli xi.
H(x1 · · ·xn) =
∏
v∈Mk
sup{1, |x1 · · ·xn|v}
≤
n∏
i=1
∏
v∈Mk
sup{1, |xi|v} = H(x1) · · ·H(xn).
Per dimostrare (ii) basta osservare che∏
v∈Mk
sup{1, |x1 + · · ·+ xn|v} ≤
∏
v∈Mk
(
sup{1, |n|v} sup{1, sup
i
|xi|v}
)
≤ H(n)
n∏
i=1
∏
v∈Mk
sup{1, |xi|v} = nH(x1) · · ·H(xn).
Inﬁne per dimostrare (iii) si osserva che gli automorﬁsmi in Gal(Q/Q) permutano
i valori assoluti e ne lasciano invariato il prodotto.
Ora dimostraremo in generale la proprietà di ﬁnitezza vista nell'esempio 1.16, che
è alla base dell'importanza della deﬁnizione di altezza nei problemi diofantei.
Teorema 1.18 (Teorema di Northcott). Siano B,D ≥ 0 due numeri reali. Gli
insiemi
{x ∈ Q : H(x) ≤ B e [Q(x) : Q] ≤ D}
e
{P ∈ Pn (Q) : H(P ) ≤ B e [Q(P ) : Q] ≤ D}
sono ﬁniti.
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Dimostrazione. Per ogni 1 ≤ d ≤ D intero, mostriamo che è ﬁnito
{x ∈ Q : H(x) ≤ B e [Q(x) : Q] = d}.
Sia x ∈ Q e siano x1, . . . , xd i coniugati di x su Q; sia
f(X) =
d∏
i=1
(X − xi) =
d∑
j=0
sjX
j
il polinomio minimo di x su Q. Per la parte (iii) della proposizione 1.17 l'altezza dei
coniugati di x è ≤ B, e per le parti (i) e (ii) della stessa proposizione i coeﬃcienti
di f , che sono i polinomi simmetrici elementari nelle xi, sono dei numeri razionali
la cui altezza è limitata da una quantità che dipende da d e da B ma non da x.
Per quanto osservato nell'esempio 1.16 quindi, ognuno dei coeﬃcienti di f proviene
da un insieme ﬁnito che non dipende da x e pertanto c'è solo un numero ﬁnito di
possibili x.
Per terminare la dimostrazione del teorema ora basta prendere delle coordinate
omogenee per P = (x0 : · · · : xn) scelte in modo che uno degli xi sia uguale a 1 ed
osservare che
H(P ) ≥ H(xi) i = 0, . . . , n
e
Q(P ) ⊃ Q(xi) i = 0, . . . , n
quindi da quanto dimostrato per i numeri algebrici segue che le coordinate di P
appartengono ad un insieme ﬁnito, e così anche i possibili P .
Enunciamo inﬁne una facile disuguaglianza, che è una riformulazione in termini
più generali dell'ovvio fatto che un intero diverso da 0 è maggiore o uguale a 1 in
modulo.
Proposizione 1.19 (Disuguaglianza di Liouville). Sia x ∈ k∗ e Λ ⊂ Mk un
sottoinsieme qualunque (anche inﬁnito). Allora∏
v∈Λ
|x|v ≥
1
H(x)
.
Dimostrazione. Per la formula di prodotto abbiamo che∏
v∈Mk
|x|v = 1
e pertanto ∏
v∈Λ
|x|v =
1∏
v 6∈Λ
|x|v
≥ 1∏
v 6∈Λ
sup{1, |x|v}
≥ 1
H(x)
.
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Capitolo 2
Il teorema del sottospazio
2.1 Il teorema di Roth
Nel 1955 Roth dimostrò il suo famoso teorema.
Teorema 2.1 (Roth). Sia α un numero algebrico irrazionale. Per ogni ε > 0 la
disuguaglianza ∣∣∣∣α− pq
∣∣∣∣ ≤ q−(2+ε) (2.1)
ammette solo un numero ﬁnito di soluzioni (p, q) interi non zero.
Il teorema di Roth aﬀerma che un numero algebrico non può essere approssimato
troppo bene da numeri razionali ed è in questo senso il miglior risultato possibile
alla luce di un semplice lemma di Dirichlet
Lemma 2.2 (Dirichlet). Sia α ∈ R e sia Q un intero positivo. Esistono interi p, q
con 0 < q ≤ Q tali che ∣∣∣∣α− pq
∣∣∣∣ < 1qQ.
In particolare se α è irrazionale esistono inﬁniti razionali p
q
tali che∣∣∣∣α− pq
∣∣∣∣ ≤ 1q2 . (2.2)
Osservazione 2.3. Adoperando le frazioni continue è possibile dimostrare che la
frazione 1
q2
in (2.2) può essere sostituita da 1√
5q2
e che la costante
√
5 è la migliore
possibile.
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È inoltre facile dimostrare che l'insieme dei reali α che ammettono inﬁnite appros-
simazioni razionali ∣∣∣∣α− pq
∣∣∣∣ ≤ 1q(2+ε)
ha misura di Lebesgue nulla, e il teorema di Roth aﬀerma che i numeri algebrici
non appartengono a questo insieme straordinario.
La dimostrazione di Roth fu la conclusione di una lunga storia cominciata con un
teorema di Liouville nel 1844.
Teorema 2.4 (Liouville). Sia α un numero algebrico irrazionale di grado d. Esiste
un numero c(α) ≥ 0 tale che ∣∣∣∣α− pq
∣∣∣∣ ≥ c(α)qd
per ogni coppia di interi p, q con q > 0.
Dimostrazione. Sia
f(X) = adX
d + · · ·+ a0
il polinomio minimo di α su Z e consideriamo un razionale p
q
tale che q > 0 e∣∣∣α− pq ∣∣∣ ≤ 1. ∣∣∣∣f (pq
)∣∣∣∣ =
∣∣adpd + ad−1pd−1q + · · · adqd∣∣
qd
≤ 1
qd
dal momento che f
(
p
q
)
è un numero razionale il cui numeratore è diverso da 0
perché f è irriducibile e quindi non può avere una radice razionale. Del resto per
teorema di Lagrange abbiamo che∣∣∣∣f (pq
)∣∣∣∣ = ∣∣∣∣f(α)− f (pq
)∣∣∣∣ ≤ c′ ∣∣∣∣α− pq
∣∣∣∣
dove
c′ = sup
t∈[α−1,α+1]
|f ′(t)|
perciò dobbiamo avere che ∣∣∣∣α− pq
∣∣∣∣ ≥ min{1, 1c′qd
}
ma i razionali tali che 1 ≤
∣∣∣α− pq ∣∣∣ ≤ 1c′qd sono in numero ﬁnito, e quindi possiamo
trovare (esplicitamente) una costante c tale che∣∣∣∣α− pq
∣∣∣∣ ≥ c(α)qd ∀ pq ∈ Q.
10
CAPITOLO 2. IL TEOREMA DEL SOTTOSPAZIO
Grazie a questo teorema Liouville poté per la prima volta esibire esplicitamente
un numero trascendente.
Nel 1909 Thue migliorò il risultato di Liouville dimostrando il suo teorema:
Teorema 2.5 (Thue). Sia α un numero algebrico irrazionale. Per ogni ε > 0 la
disuguaglianza ∣∣∣∣α− pq
∣∣∣∣ ≤ q−( d2+1+ε)
ammette solo un numero ﬁnito di soluzioni (p, q) interi non zero.
Fatto ancor più rilevante, Thue comprese l'importanza aritmetica di questo risul-
tato e le sue possibili applicazioni alla teoria delle equazioni diofantee, ottenendo
un teorema di ﬁnitezza per le soluzioni di una certa classe di equazioni:
Teorema 2.6 (Thue). Sia f ∈ Z[X, Y ] un polinomio omogeneo irriducibile di
grado maggiore o uguale a 3, e sia m 6= 0 un intero. Allora l'equazione
f(p, q) = m
ammette solo un numero ﬁnito di soluzioni con p, q interi.
L'esponente d
2
+ 1 del teorema di Thue fu progressivamente migliorato da Siegel,
Gelfond, Dyson sostituendolo con 2
√
d e
√
2d ﬁno ad arrivare al risultato deﬁnitivo
di Roth.
Il teorema di Roth fu inﬁne esteso da Mahler e Ridout a valori assoluti non archi-
medei, e da Lang in modo da trattare approssimazioni simultanee con elementi di
un dato campo di numeri. Nella sua forma deﬁnitiva il teorema di Lang aﬀerma:
Teorema 2.7 (Lang). Sia k un campo di numeri e S ⊂Mk un insieme ﬁnito che
contiene tutti i valori assoluti archimedei. Per ogni v ∈ S sia αv ∈ kv un numero
algebrico su k e sia ε > 0. Allora esistono solo un numero ﬁnito di β ∈ k tali che∏
v∈S
min{1, |αv − β|v} ≤ H(β)−2−ε.
La dimostrazione del teorema di Roth poggia essenzialmente sul principio delle
lacune adoperato da Thue nel suo teorema; Thue osservò che le buone approssi-
mazioni razionali sono piuttosto sparse, nel senso che tra i loro denominatori deve
esserci un certo intervallo. La strategia di Thue quindi fu di costruire numerose
buone approssimazioni razionali ed adoperare il principio delle lacune per esclude-
re l'esistenza di altre approssimazioni tanto buone da violare il teorema. Seguendo
questa idea tutte le dimostrazioni successive procedono costruendo dei polinomi
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con un alto grado di zero in α e coeﬃcienti di altezza controllata, e calcolandoli su
un'approssimazione razionale di α che soddisfa la disuguaglianza (2.1); in questo
modo si producono le buone approssimazioni alle quali applicare il principio delle
lacune. La diﬃcoltà tecnica che ha richiesto così tanti anni per essere superata
è assicurarsi che le approssimazioni così prodotte siano eﬀettivamente nuove ap-
prossimazioni, questo passaggio equivale a dimostrare che alcuni polinomi ausiliari
della costruzione non si annullino.
Osservazione 2.8. Va osservato che a diﬀerenza del teorema di Liouville tutti i
risultati da Thue in poi sono non eﬀettivi, perché la costruzione di Thue parte da
un'ipotetica approssimazione che soddisﬁ la (2.1) ed argomenta che non possono
esisterne inﬁnite altre.
Un'importante conseguenza del teorema di Roth è la ﬁnitezza delle soluzioni del-
l'equazione delle S-unità:
Teorema 2.9. Sia k un campo di numeri, S ⊂Mk un insieme ﬁnito che contenga
i valori assoluti archimedei. Allora le soluzioni in OS∗ dell'equazione
x+ y = 1 (2.3)
sono in numero ﬁnito.
2.2 Il teorema di Schmidt
Il teorema del sottospazio di Schmidt può essere visto come una generalizzazione
a più dimensioni del teorema di Roth. Nella forma comparsa per la prima volta
nel 1972 esso aﬀerma:
Teorema 2.10 (Schmidt). Siano L1, . . . , Ln forme lineari indipendenti in n va-
riabili a coeﬃcienti reali algebrici. Allora per ogni ε > 0 le soluzioni Zn alla
disuguaglianza
n∏
i=1
|Li(x)| ≤ |x|−ε
appartengono ad un numero ﬁnito di sottospazi lineari propri di Qn.
Se ﬁssiamo un algebrico irrazionale α e poniamo nel teorema di Schmidt n = 2,
L1 = αq − p, L2 = q otteniamo che otteniamo che i vettori (p, q) ∈ Z2 tali che
|q(αq − p)| ≤ sup{p, q}−ε
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appartengono ad un numero ﬁnito di rette di Q2; cioè, dividendo per q2, che i
razionali p
q
tali che ∣∣∣∣α− pq
∣∣∣∣ ≤ q−(2+ε)
sono in numero ﬁnito, che è il teorema di Roth.
Il teorema del sottospazio è stato generalizzato da Schlickewei nella stessa direzio-
ne in cui il teorema di Roth è stato generalizzato da Lang; la versione di Schlic-
kewei, che è la più adatta alle applicazioni diofantee perché consente di prendere
i coeﬃcienti del vettore x in un campo di numeri, aﬀerma che:
Teorema 2.11 (Schlickewei). Sia k un campo di numeri ed S ⊂ Mk un insieme
ﬁnito. Per ogni v ∈ S siano L1v, . . . , Lnv forme lineari indipendenti in n varia-
bili a coeﬃcienti in kv algebrici su k, e sia ε > 0. Allora le soluzioni kn alla
disuguaglianza ∏
v∈S
n∏
i=1
|Liv(x)|v
|x|v
≤ H(x)−n−ε
appartengono tutte ad unione ﬁnita di sottospazi lineari propri di kn.
La dimostrazione del teorema del sottospazio segue le linee di quella del teorema
di Roth ma presenta una notevole complicazione.
Il passaggio più delicato del teorema di Roth, quello che ha richiesto molti anni
per essere perfezionato, consiste nell'assicurarsi che i polinomi ausiliari previsti
dalla dimostrazione non si annullino nel punto dove dovranno essere valutati; nel-
la costruzione analoga per il teorema del sottospazio questo controllo deve essere
fatto su n punti indipendenti. Per ridursi al caso di un solo punto e concludere
la dimostrazione Schmidt dimostrava prima una versione debole del teorema del
sottospazio, da applicare a forme lineari costruite modiﬁcando quelle di parten-
za, per dedurre la versione completa con argomenti della geometria dei numeri;
la dimostrazione di Schmidt fu poi sempliﬁcata notevolmente da vari autori, in
particolare Evertse.
La dimostrazione comincia riducendosi a dimostrare l'interessante corollario
Corollario 2.12. Siano k, S, Liv come nel teorema 2.11, supponiamo che S con-
tenga tutti i valori assoluti archimedei, e sia ε > 0. Allora le soluzioni Onk alla
disuguaglianza ∏
v∈S
n∏
i=1
|Liv(x)|v ≤ H(x)−ε
appartengono tutte ad un'unione ﬁnita di sottospazi lineari propri di kn.
Osservazione 2.13. È facile vedere che il teorema 2.11 implica il corollario 2.12,
ma in realtà sono equivalenti.
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2.3 La versione assoluta del teorema del sottospa-
zio
Un risultato importante per le applicazioni all'analisi diofantea è la versione quanti-
tativa del teorema del sottospazio dimostrata da Evertse in [Eve96]. Per enunciarla
diamo prima delle deﬁnizioni modiﬁcate di valore assoluto e altezza per un punto
dello spazio aﬃne.
Deﬁnizione 2.14. Sia D il grado di k su Q, e Dv il grado locale.
Dato x ∈ kn deﬁniamo |x|v,2 = |x|v se v è non-archimedeo, e
|x|v,2 =
(
n∑
i=1
|xi|
2D
Dv
v
)Dv
2D
se v lo è.
In modo simile deﬁniamo per un vettore kn
H2(x) =
∏
v∈Mk
|x|v,2
e per una forma lineare L = a1X1 + · · ·+ anXn
H2(L) = H2(a1, . . . , an).
Osservazione 2.15. Quest'altezza non diﬀerisce molto da quella che abbiamo usato
ﬁno ad ora, è facile vedere che
H(x) ≤ H2(x) ≤ nH(x).
Evertse dimostrò il seguente teorema:
Teorema 2.16 (Evertse). Sia k un campo di numeri, S ⊂ Mk di cardinalità s
e contenente tutti i valori assoluti archimedei. Per ogni v ∈ S siano L1v, . . . , Lnv
forme lineari indipendenti in n variabili a coeﬃcienti algebrici e tali che
H2(Liv) ≤ H, [k(Liv) : k] ≤ D i = 1, . . . , n, v ∈ S
e sia 0 < ε < 1. Consideriamo la disuguaglianza
∏
v∈S
n∏
i=1
|Liv(x)|v
|x|v,2
≤
(∏
v∈S
|det(L1v, . . . , Lnv)|v
)
H2(x)
−n−ε. (2.4)
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(i) Le soluzioni x di (2.4) tali che H2(x) ≥ H sono contenute in un'unione ﬁnita
di a sottospazi lineari propri di kn, dove
a ≤ (260n2ε−7n)s log 4D · log log 4D.
(ii) Le soluzioni x di (2.4) tali che H2(x) < H sono contenute in un'unione ﬁnita
di b sottospazi lineari propri di kn, dove
b ≤ (150n4ε−1)ns+1(2 + log log 2H).
Questo teorema permette stime come quelle contenute in [CZ03] e crediamo si
possa applicare anche ai risultati che esporremo nel capitolo 5.
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Capitolo 3
Cenni di geometria algebrica
3.1 Deﬁnizioni
Sia K un campo perfetto, K la sua chiusura algebrica e GK il gruppo di Galois
Gal(K/K).
Deﬁnizione 3.1. Deﬁniamo lo spazio aﬃne An come l'insieme Kn. Diciamo che
un punto P ∈ An è deﬁnito su K se tutte le sue coordinate appartengono a K, e
indichiamo con An(K) l'insieme dei punti di An deﬁniti su K.
Sia I un ideale di K[X1, . . . , Xn] = K[X]; indichiamo con Z(I) = {P ∈ An :
f(P ) = 0∀f ∈ I} il luogo di zeri dei polinomi di I, gli insiemi di questa forma
sono detti insiemi algebrici.
Sia T un sottoinsieme di An; indichiamo con
IS = {f ∈ K[X] : f(P ) = 0 ∀P ∈ T}
l'insieme dei polinomi che si annullano su T .
T si dice deﬁnito su K se IT può essere generato da polinomi a coeﬃcienti in K.
Proposizione 3.2. Gli insiemi algebrici sono i chiusi di una topologia, detta
topologia di Zariski.
Deﬁnizione 3.3. Una varietà aﬃne è un insieme algebrico irriducibile (cioè, che
non può essere espresso in modo non banale come unione di sottoinsiemi chiusi)
Deﬁnizione 3.4. Sia V una varietà algebrica. Il gruppo dei divisori di Weil su V
è il gruppo abeliano libero generato dalle sottovarietà chiuse di V di codimensione
1, che indicheremo con Div(V ).
17
Il teorema di Siegel ed il teorema del sottospazio
Un divisore di Weil non è altro che una somma formale D =
∑
mWW di sottova-
rietà di codimensione 1 contate con certe molteplicità intere. Un divisore si dice
eﬀettivo se le molteplicità mW sono tutte ≥ 0.
Chiamiamo grado di un divisore, e lo indichiamo con deg(D) la somma delle
molteplicità
deg
(∑
mWW
)
=
∑
mW .
Dati due divisori D =
∑
mWW e E =
∑
m′WW diciamo che D ≥ E se la
diﬀerenza D − E è un divisore eﬀettivo.
Deﬁnizione 3.5. Sia f ∈ k(X)∗. Chiamiamo divisore di f il divisore
div(f) =
∑
W
ordW (f)W.
I divisori di questa forma si dicono divisori principali.
Due divisori D e E si dicono linearmente equivalenti se D − E è un divisore
principale; scriveremo D ∼ E per questa relazione di equivalenza.
Chiamiamo inoltre divisore degli zeri e divisore dei poli di una funzione razionale
f i divisori
div(f)0 =
∑
ordW (f)>0
ordW (f)W
e
div(f)∞ = −
∑
ordW (f)<0
ordW (f)W,
in modo che div(f) = div(f)0 + div(f)∞.
Osservazione 3.6. È possibile dare una deﬁnizione più generale di divisore, valida
anche per curve singolari, il gruppo di questi divisori, detti divisori di Cartier, è
isomorfo a quello dei divisori di Weil nel caso la curva sia non-singolare.
Deﬁnizione 3.7. Sia V una varietà deﬁnita su k e D un divisore su V . Deﬁniamo
L(D) = {f ∈ k(X) : div(f) ≥ −D}
e `(D) = dimL(D)
3.2 Sistemi lineari di divisori
Descriveremo ora una corrispondenza tra le immersioni V ↪→ Pn di una varietà e
alcune famiglie di divisori su V .
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Per ogni V ↪→ Pn possiamo considerare tutti gli iperpiani di Pn e i loro pullback
come divisori su V ; vogliamo eseguire una costruzione inversa e data una famiglia
di divisori eﬀettivi produrre un morﬁsmo da V ad un Pn in modo che i pullback
degli iperpiani siano i divisori da cui siamo partiti. Cominciamo deﬁnendo
Deﬁnizione 3.8. Sia D un divisore su V . Deﬁniamo sistema lineare completo di
D l'insieme
|D| = {E divisore su V : E ∼ D e E ≥ 0}
dei divisori eﬀettivi linearmente equivalenti a D.
L'insieme |D| può essere messo in corrispondenza con lo spazio proiettivo P(L(D))
nel modo seguente
P(L(D)) −→ |D| (3.1)
f 7−→ D + div(f) (3.2)
Deﬁnizione 3.9. Deﬁniamo un sistema lineare di divisori un insieme di divisori
L ⊂ |D| per qualche divisore D tale che
{f ∈ k(V )∗ : D + div(f) ∈ L}
sia un sottospazio vettoriale di L(D); cioè un sottoinsieme L ⊂ |D| che corrisponda
ad un sottospazio lineare di P(L(D)) tramite la bigezione illustrata in precedenza.
Diciamo dimensione di L la dimensione di questo sottospazio
Vediamo ora come associare ad un sistema lineare un morﬁsmo della varietà.
Deﬁnizione 3.10. Sia L ⊂ |D| un sistema lineare di dimensione n che corrisponda
ad un sottospazio proiettivo P(V ) ⊂ P(L(D)), e sia f0, . . . , fn una base di V ⊂
L(D).
Associamo ad L la mappa
ϕL : V −→ Pn
x 7−→ (f0(x), . . . , fn(x)).
Diciamo che L è molto ampio se la mappa ϕL è un'immersione.
Un divisore D si dice molto ampio se il suo sistema lineare completo lo è, e ampio
se un suo multiplo positivo è molto ampio.
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3.3 Il teorema di Riemann-Roch
Proposizione 3.11. Ogni curva algebrica è birazionale ad un'unica (a meno di
isomorﬁsmi) curva proiettiva liscia.
Teorema 3.12 (Riemann-Roch). Sia C una curva proiettiva liscia. Allora esiste
un intero g ≥ 0 tale che per ogni divisore D su C
`(D) = deg(D)− g + 1 + `(KC −D),
dove KC è un divisore ﬁssato, detto divisore canonico.
Deﬁnizione 3.13. Il numero g del teorema di Riemann-Roch è detto genere di
C. Per curve che non siano lisce e proiettive si deﬁnisce genere quello del modello
liscio dato dalla proposizione 3.11.
Proposizione 3.14. Dal teorema di Riemann-Roch seguono numerose considera-
zioni. Raccogliamo in questa proposizione le più importanti ed alcune che useremo
in seguito.
Sia C una curva liscia proiettiva di genere g e sia D un divisore su C.
(i) `(KC) = g e deg(KC) = 2g − 2
(ii) deg(D) < 0⇒ `(D) = 0
(iii) `(D) 6= 0 e `(KC −D) 6= 0⇒ `(D) ≤ 12 deg(D) + 1
(iv) deg(D) ≥ 2g ⇒ D non ha punti base
(v) deg(D) ≥ 2g + 1⇒ D è molto ampio
(vi) D è ampio ⇔ deg(D) > 0
3.4 Superﬁci di Riemann
Una superﬁcie di Riemann è una varietà complessa di dimensione 1, connessa e
compatta.
I due aspetti, analitico ed algebrico, svolgono entrambi un ruolo importante nella
teoria e cambiare punto di vista è spesso utile.
Ad una varietà algebrica V deﬁnita su k possiamo associare una varietà analitica
Van adoperando come carte quelle date da una scelta delle funzioni coordinate.
È un importante teorema che valga anche l'inverso: è possibile passare da una
curva complessa ad una algebrica
20
CAPITOLO 3. CENNI DI GEOMETRIA ALGEBRICA
Teorema 3.15 (Teorema di esistenza di Riemann). Ogni superﬁcie di Riemann è
algebrica.
Citiamo anche un semplice risultato sulle superﬁci di Riemann che adopereremo
in seguito.
Teorema 3.16. Sia V una superﬁcie di Riemann, W uno spazio di Hausdorﬀ e
p : W → V un omeomorﬁsmo locale.
Allora esiste un'unica struttura complessa su W tale che p sia una funzione olo-
morfa.
Dimostrazione. [For91], teorema 4.6
3.5 Rivestimenti
Raccogliamo qui alcuni risultati sui rivestimenti, sia dal punto di vista della
topologia che della geometria algebrica.
Deﬁnizione 3.17. Un rivestimento topologico è una mappa continua p : Y → X
tra spazi topologici (non vuoti) tale che per ogni punto x ∈ X esista un intorno
aperto U di x e uno spazio topologico discreto e non vuoto F tali che p−1(U) sia
isomorfo a U × F e p corrisponda alla proiezione sulla prima coordinata.
Un morﬁsmo di rivestimenti topologici p1 : Y1 → X e p2 : Y2 → X è una mappa
continua ϕ : Y1 → Y2 tale che p1 = p2 ◦ ϕ.
Esiste un importante teorema di classiﬁcazione per i rivestimenti di uno spazio
topologico suﬃcientemente regolare, che ricorda la corrispondenza di Galois tra i
campi intermedi in un'estensione di Galois ed i sottogruppi del gruppo di Galois
dell'estensione.
Teorema 3.18. Sia X uno spazio topologico connesso per archi, localmente con-
nesso per archi, e semilocalmente semplicemente connesso. Allora esiste una cor-
rispondenza biunivoca tra le classi di isomorﬁsmo di rivestimenti connessi p :
(Y, y0) → (X, x0) con punto base sopra x0 ∈ X e i sottogruppi del gruppo fon-
damentale pi1(X, x0) ottenuta associando al rivestimento p : (Y, y0) → (X, x0) il
sottogruppo p∗(pi1(Y, y0)).
Ignorando i punti base questa corrispondenza dà una bigezione tra le classi di
isomorﬁsmo di rivestimenti connessi di X e le classi di coniugio dei sottogruppi di
pi1(X, x0).
Dimostrazione. [Hat02], teorema 1.38.
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Osservazione 3.19. Ricordiamo che uno spazio X si dice semilocalmente sempli-
cemente connesso se ogni punto x ∈ X possiede un intorno U tale che la mappa
indotta dall'inclusione di U in X tra i rispettivi gruppi fondamentali sia banale.
Questo vuol dire che ogni laccio contenuto dentro U è omotopicamente equiva-
lente ad un punto, e l'omotopia può passare per tutto X (e non deve necessaria-
mente rimanere dentro U); in particolare se X è una varietà topologica l'intorno
U può essere preso semplicemente connesso e la condizione è automaticamente
soddisfatta.
In questa corrispondenza, l'indice di un sottogruppo di pi1(X, x0) corrisponde al
numero di fogli del rivestimento, come aﬀermato dalla seguente proposizione:
Proposizione 3.20. Sia p : (Y, y0) → (X, x0) un rivestimento topologico con X
e Y connessi per archi. La cardinalità di p−1(x) è costante per ogni x ∈ X, ed è
pari all'indice di p∗(pi1(Y, y0)) in pi1(X, x0).
Dimostrazione. [Hat02], proposizione 1.32
Riportiamo anche un noto risultato di topologia che useremo.
Teorema 3.21. Interpretando i cammini chiusi come 1-cicli otteniamo un omo-
morﬁsmo
h : pi1(X, x0)→ H1(X).
Se X è connesso per archi h è suriettivo ed il suo nucleo è il sottogruppo dei com-
mutatori di pi1(X, x0), quindi h induce un isomorﬁsmo tra H1(X) e l'abelianizzato
del gruppo fondamentale pi1(X, x0)ab.
Dimostrazione. [Hat02], teorema 2A.1.
Ecco inﬁne un lemma che ci sarà utile ottenere la versione più generale del nostro
teorema.
Lemma 3.22. Sia C una curva algebrica proiettiva liscia di genere g ≥ 1, allora
per ogni intero N ≥ 1 esiste un morﬁsmo ﬁnito non ramiﬁcato di grado N
Φ : C˜ → C.
Dimostrazione. Alla curva C è associata una superﬁcie di Riemann Can di genere
topologico g.
È possibile costruire un sottogruppo di indice N del gruppo fondamentale di Can,
ad esempio considerando un sottogruppo di indice N di pi1(Can)ab ∼= H1(Can) ∼= Z2g
e prendendo il corrispondente sottogruppo di pi1(Can).
Per i teoremi 3.18 e 3.20 a questo sottogruppo corrisponde un rivestimento topo-
logico p : X → Can e per il teorema 3.16 X è una superﬁcie di Riemann e p una
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funzione olomorfa. Per il teorema di esistenza di Riemann 3.15 esiste una varietà
algebrica proiettiva C˜ tale che X = C˜an e la funzione p è un morﬁsmo di grado N
come richiesto. È semplice vedere che questa varietà si può supporre deﬁnita su
un campo algebrico su k; infatti la richiesta che la mappa sia non ramiﬁcata in
ogni punto si traduce nel non annullarsi di una certa funzione dei coeﬃcienti delle
equazioni che deﬁniscono C˜. Se questa condizione è veriﬁcata per un certo cam-
po contenente delle indeterminate è possibile speciﬁcarle in modo che sia ancora
veriﬁcata.
3.6 La varietà Jacobiana
Deﬁnizione 3.23. Una varietà abeliana è una varietà algebrica proiettiva dotata
di una struttura di gruppo data da morﬁsmi.
Osservazione 3.24. Le varietà abeliane sono così chiamate perché una tale struttura
di gruppo deve necessariamente essere commutativa.
Un esempio importantissimo e molto studiato di varietà abeliana sono le curve
ellittiche, dove la struttura di gruppo è data dal famoso procedimento geometrico
noto già a Newton.
È noto che ogni curva può essere immersa in una varietà abeliana di dimensione
pari al genere della curva, detta varietà Jacobiana, che può essere costruita met-
tendo una struttura di varietà su un quoziente del duale dello spazio delle 1-forme
olomorfe.
La varietà Jacobiana gode di importanti proprietà aritmetiche; le più rilevanti ai
ﬁni della dimostrazione di Siegel del suo teorema sono il comportamento rispetto
alle mappe di traslazione e di moltiplicazione per m dell'altezza. Si può dimostrare
che H(mP + r) H(P )m2(1−ε) per una successione di P distinti, tenendo m e R
ﬁssati e questa disuguaglianza è uno degli elementi essenziali della dimostrazione.
3.7 Campi di costanti non algebricamente chiusi
Poiché siamo interessati a studiare le equazioni diofantee, è importante ai nostri
ﬁni studiare cosa succede se il campo base non è algebricamente chiuso
Deﬁnizione 3.25. Sia V una varietà deﬁnita su k. Un divisore si dice deﬁnito su
k se è invariante per l'azione del gruppo di Galois Gal(k/k).
Deﬁniamo
Lk(D) = {f ∈ k(X) : div(f) ≥ −D}. (3.3)
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La seguente proposizione ci assicura che possiamo applicare il teorema di Riemann-
Roch anche se il campo base k non è algebricamente chiuso, purché i divisori
coinvolti siano deﬁniti su k.
Proposizione 3.26. Sia V una varietà deﬁnita su k e D un divisore su V deﬁnito
su k.
(i) Lk(D) ha una base composta da elementi di k(D),
(ii) Se V è proiettiva e D = div(f) per una funzione f ∈ k(X), allora esiste una
g ∈ k(V ) tale che D = div(g).
3.8 Aspetti aritmetici
Esponiamo ora una costruzione dovuta a Weil che associa ad ogni divisore su una
varietà algebrica una funzione dai punti della varietà in R che è a tutti gli eﬀetti
un'altezza, nel senso che soddisfa le proprietà che abbiamo visto nella sezione
precedente; questa costruzione è un importante esempio dello stretto legame tra
le proprietà geometriche di una varietà (il suo gruppo dei divisori) e le proprietà
aritmetiche, studiate tramite l'altezza.
Teorema 3.27 (La macchina delle altezze di Weil). Sia k un campo di numeri.
Per ogni V varietà proiettiva liscia deﬁnita su k esiste una mappa
hV : Div(V )→ {funzioni V (k)→ R}
dotata delle proprietà:
(i) Sia H ⊂ Pn un iperpiano e sia h l'altezza logaritmica assoluta di Pn. Allora
hPn,H(P ) = h(P ) +O(1) ∀P ∈ Pn(k)
(ii) Sia ϕ : V → W un morﬁsmo e sia D ∈ div(W ). Allora
hV,ϕ∗D(P ) = hW,D(ϕ(P )) +O(1) ∀P ∈ V (k)
(iii) Siano D,E ∈ Div(V ). Allora
hV,D+E(P ) = hV,D(P ) + hV,E(P ) +O(1) ∀P ∈ V (k)
(iv) Siano D,E ∈ Div(V ) due divisori linearmente equivalenti. Allora
hV,D(P ) = hV,E(P ) +O(1) ∀P ∈ V (k)
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(v) Sia D ∈ div(V ) un divisore eﬀettivo, e sia B il luogo dei punti base del
sistema lineare |D|. Allora
hV,D(P ) ≥ O(1) ∀P ∈ (V \B)(k)
(vi) Siano D,E ∈ Div(V ) due divisori, con D ampio e E algebricamente equiva-
lente a 0. Allora
lim
P∈V (k)
hV,D(P )→∞
hV,E(P )
hV,D(P )
= 0
(vii) Sia D ∈ div(V ) un divisore ampio. Allora per ogni estensione ﬁnita k′/k e
ogni costante B l'insieme
{P ∈ V (k) : hV,D(P ) ≤ B}
è ﬁnito
(viii) Le funzioni hV,D sono determinate a meno di un O(1) dalle proprietà (i),
(ii) per le immersioni ϕ : V ↪→ Pn e (iii).
Osservazione 3.28. Le costanti O(1) presenti nell'enunciato possono essere calco-
late in modo eﬀettivo, si veda [BG06] per qualche esempio.
Abbiamo introdotto questo importante concetto per via del prossimo teorema, do-
vuto nella sua prima versione a Siegel, che lega il grado di un divisore all'andamento
asintotico della funzione altezza ad esso associata.
Teorema 3.29. Sia C una curva proiettiva liscia deﬁnita su k e siano D,E ∈
div(C) due divisori di gradi d ed e rispettivamente, con deg(D) ≥ 1. Allora
lim
P∈C(k)
hD(P )→∞
hE(P )
hD(P )
=
e
d
.
Dimostrazione. Per ogni n ∈ Z consideriamo il divisore
An = n(eD − dE) +D.
deg(An) = d ≥ 1 e quindi An è ampio per la proposizione 3.14 e quindi per un
qualche intero m > 0 si ha che mAn è molto ampio; sia ϕ : C → PN l'immersione
associata. Allora per le proprietà delle altezze di Weil
hAn(P ) =
1
m
hmAn(P ) +O(1) =
1
m
h(ϕ(P )) +O(1) ≥ O(1),
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ma del resto
hAn(P ) = hn(eD−dE)+D(P ) = n(ehD(P )− dhE(P )) + hD(P ).
Combinando le due relazioni e indicando con c la costante implicita nell'O(1), che
dipende da D,E, n ma non da P , abbiamo che
−c
dhD(P )
≤ n
(
e
d
− hE(P )
hD(P )
)
+
1
d
che vale (con una costante c diversa) per ogni n; prendiamo le due disuguaglianze
con un n ≥ 1 e −n
−c
ndhD(P )
− 1
nd
≤ e
d
− hE(P )
hD(P )
≤ c
′
ndhD(P )
+
1
nd
.
Se ora facciamo tendere hD(P ) ad inﬁnito abbiamo che
− 1
nd
≤ lim inf
hD(P )→∞
(
e
d
− hE(P )
hD(P )
)
≤ lim sup
hD(P )→∞
(
e
d
− hE(P )
hD(P )
)
≤ 1
nd
.
poiché c e c′ non dipendono da P .
Ora possiamo mandare n ad inﬁnito ed ottenere la tesi.
Di questo teorema sono state trovate da Néron e Bombieri delle versioni quantita-
tive, con stime asintotiche dell'errore dell'ordine della radice quadrata dell'altezza
logaritmica, e recentemente anche versioni completamente esplicite.
L'esistenza di versioni esplicite di questo teorema ci dà buone speranze di fornire
una versione quantitativa del risultato principale di questa tesi.
Nella nostra dimostrazione adopereremo dei rivestimenti topologici tra curve al-
gebriche che sono morﬁsmi, ed useremo un utile teorema che ci permetterà di
sollevare una successione di punti.
Teorema 3.30 (Chevalley-Weil). Sia ϕ : V → W un morﬁsmo ﬁnito non ramiﬁ-
cato di varietà deﬁnite su k, con W completa.
Allora esiste un'estensione ﬁnita k′/k tale che per ogni P ∈ V (Q) con ϕ(P ) ∈
W (k) si abbia P ∈ V (k′).
Questo teorema ci assicura che le controimmagini tramite un rivestimenti di inﬁni-
ti punti sono deﬁnite su un unico campo di numeri. La dimostrazione del teorema
di Chevalley-Weil sfrutta idee della geometria dei numeri e dimostra che le con-
troimmagini sono deﬁnite su campi di discriminante limitato, tali campi sono in
numero ﬁnito per un noto teorema di Hermite e da questo segue la tesi prendendo
il composto.
26
CAPITOLO 3. CENNI DI GEOMETRIA ALGEBRICA
Osservazione 3.31. Possiamo dire che il teorema di Chevalley-Weil costituisce un
analogo aritmetico del teorema di sollevamento delle omotopie in un rivestimento.
Se abbiamo un rivestimento p : Y → X ed una mappa f : A → X tale che
f∗(pi1(A)) ⊂ p∗(pi1(Y )) allora f si può sollevare ad una mappa f : A→ Y tale che
f = p◦f . In particolare chiamando p′ : B → A il rivestimento universale di A, che
è semplicemente connesso, vediamo che ogni mappa f : A→ X si può sollevare ad
una f : B → Y in modo che p ◦ f = f ◦ p′
A X.
YB
......................................................
.
f
....................................................
...
p′
....................................................
...
p
....... ....... ....... ....... .......
f
Nel moderno linguaggio degli schemi i punti deﬁniti su k di una varietà X sono
dati da morﬁsmi Spec(k)→ X
Spec(k) X
YSpec(k′)
...................................
.P
....................................................
...
....................................................
...
p
....... ....... ..........
.P
ed aﬀermare che esiste un unico campo di numeri sul quale sono deﬁnite tutte le
controimmagini dei punti deﬁniti su k è analogo ad aﬀermare che esiste un unico
spazio topologico (il rivestimento universale di A) al quale si sollevano tutte le
mappe da A in X.
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Capitolo 4
Il teorema di Siegel
4.1 Il teorema di Siegel
Le curve che provengono da equazioni diofantee nascono naturalmente immerse
in qualche spazio proiettivo, tuttavia è a volte utile pensarle non immerse, ad
esempio come aperti di una varietà proiettiva. Diamo quindi una deﬁnizione di
punto intero indipendente dalle immersioni:
Deﬁnizione 4.1. Sia V una varietà aﬃne deﬁnita su k. Un sottoinsieme Σ ⊂ V (k)
si dice quasi-S-intero se per ogni ϕ ∈ k[V ] esiste un a ∈ k∗ tale che
aϕ(P ) ∈ OS ∀P ∈ Σ.
È facile vedere che, poiché k[V ] è ﬁnitamente generato, un insieme Σ è quasi-S-
intero se e solo se esiste una scelta delle coordinate per la quale i punti di Σ sono
eﬀettivamente S-interi (nel senso che lo sono tutte le coordinate).
Il teorema di Siegel, nella sua versione più moderna, aﬀerma che
Teorema 4.2 (Teorema di Siegel). Sia C una curva algebrica aﬃne irriducibile
deﬁnita su un campo di numeri k, e sia S ⊂Mk un insieme ﬁnito che comprenda
tutti i valori assoluti archimedei. Se esiste un insieme inﬁnito di punti di C quasi-
S-interi, allora C ha genere 0 e al più due punti all'inﬁnito.
La dimostrazione passa per l'immersione della curva nella sua varietà Jacobiana,
e sfrutta la diﬀerenza tra il comportamento dell'altezza e quello della distanza
data, localmente, da una scelta delle coordinate, quando si applica alla varietà il
morﬁsmo dato dalla moltiplicazione per m.
Riassumiamo molto brevemente le idee della dimostrazione di Siegel:
Il completamento proiettivo di C, chiamiamolo C˜, è compatto e quindi possiamo
supporre di avere una successione di punti interi Pi che tendano verso un punto Q.
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La distanza d(Pi, Q) dovrà soddisfare una disuguaglianza del tipo d(Pi, Q) |Pi|−b
dove b > 0 dipende dalla curva e dalla distanza ma non dai punti Pi. Dato che
i Pi sono interi, H(Pi) ≤ |Pi| e quindi d(Pi, Q)  H(Pi)−b; del resto applicando
il teorema di Roth alle coordinate dei punti Pi (Siegel non disponeva del teorema
di Roth e la sua dimostrazione ricorre ad altri accorgimenti tecnici) abbiamo che
d(Pi, Q)  H(Pi)−2−ε e , se b > 2, la ﬁnitezza dei punti segue da dal teorema di
Northcott 1.18.
Per coprire tutti i casi, si immerge C˜ nella sua varietà Jacobiana J , una varietà abe-
liana di dimensione pari al genere di C˜. Il famoso teorema di Mordell-Weil aﬀerma
che il gruppo dei punti razionali di questa varietà è ﬁnitamente generato, possiamo
quindi ﬁssare un intero positivo m e supporre, passando ad una sottosuccessione,
che Pi = mP ′i + R e Q = mQ
′ + R (Per il teorema di Mordell-Weil J(k)/mJ(k)
è ﬁnito). Possiamo ora applicare il ragionamento precedente ai punti P ′i di J : le
mappe di moltiplicazione perm e traslazione per un punto ﬁssato sono rivestimenti
che non alterano il comportamento della distanza, e quindi d(Pi, Q)  d(P ′i , Q′);
al contrario, la mappa P 7→ mP + R altera profondamente l'altezza: si può di-
mostrare che H(mP + R)  H(P )m2(1−ε). Si vede quindi che, qualunque sia b è
possibile scegliere un m in modo da ottenere una contraddizione dalla catena di
disuguaglianze
H(Pi)
−2−ε
m2(1−ε)  H(P ′i )−2−ε  d(P ′i , Q′)  d(Pi, Q) H(Pi)−b.
Con questa dimostrazione si passa per un enunciato più forte del teorema di Siegel,
che Serre in [Ser97] enuncia nel modo seguente:
Teorema 4.3. Sia C una curva algebrica proiettiva liscia assolutamente irriducibi-
le di genere g ≥ 1 deﬁnita su un campo di numeri k. Sia v ∈Mk e sia {Pi}i∈N ⊂ C
una successione di punti distinti; in particolare la loro altezza tende ad inﬁnito.
Sia x una funzione razionale non costante su C deﬁnita su k. Abbiamo che
lim
i→∞
log |x(Pi)|v
logH(x(Pi))
= 0.
Questo teorema ci dice qualcosa più che non la ﬁnitezza dei punti interi, ad esempio
se prendiamo k = Q, scriviamo x(Pi) = piqi possiamo riformulare la tesi come
lim
i→∞
log |pi|
log |qi| = 1,
cioè, il rapporto tra il numero di cifre di numeratore e denominatore tende ad 1.
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4.2 Come applicare il teorema del sottospazio
Esiste un altro approccio al teorema di Siegel che non sfrutta l'esistenza e le pro-
prietà aritmetiche della Jacobiana. Invece di immergere la curva nella sua Jaco-
biana si cerca di immergerla in uno spazio di dimensione molto alta e trovare tanti
sottospazi lineari che abbiano un alto ordine di tangenza con la curva nei punti
all'inﬁnito; si ottiene poi una contraddizione applicando il teorema del sottospazio
ai punti interi. Lo scopo di questa tesi è modiﬁcare questo approccio che usa il
teorema del sottospazio per riottenere un risultato analogo al teorema 4.3, che è
più generale del teorema di Siegel perché garantisce la ﬁnitezza di una classe di
punti più ampia dei soli punti S-interi; deﬁniamo quali sono i punti ai quali siamo
interessati.
Deﬁnizione 4.4. Sia k un campo di numeri e S un insieme ﬁnito di valori assoluti.
Sia δ un numero reale. Diciamo che x ∈ k è δ, S-intero (o δ-intero, se non vi è
rischio di ambiguità) se vale la disuguaglianza:∏
v 6∈S
sup{1, |x|v} ≤ H(x)δ (4.1)
o, equivalentemente ∏
v∈S
sup{1, |x|v} ≥ H(x)1−δ.
Osservazione 4.5. Osserviamo che se δ < δ′ ogni δ-intero è anche δ′-intero (per lo
stesso S).
Se δ < 0 gli unici elementi δ-interi sono quelli di altezza 1, infatti
1 ≤
∏
v 6∈S
sup{1, |x|v} ≤ H(x)δ ≤ 1.
Quindi devono valere tutte le uguaglianze.
Se δ = 0 e S contiene i valori assoluti archimedei, gli elementi δ-interi sono
esattamente gli S-interi di k.
Se δ ≥ 1 ogni elemento di k è δ-intero.
I δ, S-interi sono quei numeri per i quali i valori assoluti fuori da S contribuiscono
all'altezza complessiva per una frazione δ del totale. Vediamo un semplice esempio.
Esempio 4.6. Consideriamo il caso di k = Q, S = {|·|∞}, x = pq e δ ∈ (0, 1). Allora
l'essere δ-intero diventa
q ≤ sup{p, q}δ
o equivalentemente
q ≤ pδ.
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Vediamo come si comporta il concetto che abbiamo deﬁnito rispetto alle estensioni
di campo.
Proposizione 4.7. Sia k′/k un'estensione di campi di numeri, x ∈ k e S ⊂ Mk
come al solito, e sia
S ′ =
⋃
v∈S
{w ∈Mk′ : w|v} .
Allora x è δ, S-intero se e solo se è δ, S ′-intero.
Dimostrazione. Grazie alla formula (1.2) si osserva che se w|v,
|x|w < 1⇔ |x|v < 1
questo ci permette di dire, applicando la formula (1.3) che∏
w|v
sup{1, |x|w} = sup{1, |x|v}
e quindi concludiamo facilmente osservando che∏
v 6∈S
sup{1, |x|v} =
∏
w 6∈S′
sup{1, |x|w}.
Ora siamo pronti per applicare il teorema del sottospazio allo studio dei punti
δ-interi, i punti su una curva le cui coordinate sono δ-intere.
Teorema 4.8. Siano C una curva proiettiva liscia deﬁnita su k ed S un insieme
ﬁnito di valori assoluti di k. Sia inoltre x ∈ k(C) una funzione razionale non
costante di grado D e siano Q1, . . . , Qr i suoi poli, di molteplicità m1, . . . ,mr
rispettivamente, che supponiamo ordinati in modo che m1 ≤ · · · ≤ mr; sia inﬁne
δ < 1− 2mr
D
un numero reale.
Allora i punti P ∈ C tali che x(P ) sia δ, S-intero formano un insieme ﬁnito.
Dimostrazione. A meno di sostituire il campo k con k(Q1, . . . , Qr) e S con un S ′
come nella proposizione 4.7, possiamo supporre che i punti Q1, . . . , Qr siano tutti
deﬁniti su k.
Supponiamo che esista una successione {Pi}i∈N ⊂ C di punti distinti e tali che
x(Pi) sia δ-intero per ogni i.
Sia g il genere di C, sia N un intero da ﬁssare in seguito, e sia
VN = {ϕ ∈ k[C] : div(ϕ) ≥ −Nm1(Q1 + · · ·+Qr)}
lo spazio Lk(Nm1(Q1+ · · ·+Qr)) delle funzioni con poli solo nei punti Qi di ordine
al più Nm1.
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Per il teorema di Riemann-Roch, VN è uno spazio vettoriale su k e se prendiamo
N ≥ 2g+1
m1r
per le osservazioni contenute nella proposizione 3.14 abbiamo che la sua
dimensione è
d = dimk VN = Nm1r − g + 1
e il divisore Nm1(Q1 + · · ·+Qr) è molto ampio.
Sia ϕ1, . . . ϕd una base di VN e sia
ϕ : C −→ Pd−1
P 7−→ (ϕ1(P ) : · · · : ϕd(P )).
l'immersione associata al divisore molto ampio Nm1(Q1 + · · · + Qr) come visto
nella sezione 3.2.
Con un lieve abuso di notazione indicheremo con ϕ(P ) anche la d-upla
(ϕ1(P ), . . . , ϕd(P ))
oltre che il corrispondente punto proiettivo; le nostre convenzioni sull'altezza di un
punto dello spazio aﬃne fanno sì che la scrittura H(ϕ(P )) non presenti ambiguità.
Il teorema di Northcott ci assicura che H(ϕ(Pi)) → ∞ quando i → ∞, perché
altrimenti i rapporti ϕj(Pi)
ϕ1(Pi)
apparterrebbero ad un insieme ﬁnito, ed essendo le ϕj
non proporzionali tra loro (prendendo N suﬃcientemente grande perché d > 1)
anche i punti Pi dovrebbero appartenere ad un insieme ﬁnito.
Osserviamo anche che per ognuno dei punti Q1, . . . , Qr esiste una delle ϕj che ha
un polo di ordine esattamente Nm1 in quel punto. Se così non fosse avremmo che
in uno di quei punti, diciamo Qs,
ordQs ϕ ≥ −Nm1 + 1 ∀ϕ ∈ VN
e quindi
L(Nm1(Q1 + · · ·+Qr)) ⊂ L(Nm1(Q1 + · · ·+Qr)−Qs)
ma questo è impossibile, purché N sia abbastanza grande, perché il teorema di
Riemann-Roch ci garantisce che la dimensione di quest'ultimo spazio vettoriale è
strettamente minore di d.
Per il medesimo motivo le funzioni ϕj non possono avere uno zero in comune,
infatti se un certo punto P fosse zero di tutte le ϕj si avrebbe che
L(Nm1(Q1 + · · ·+Qr)) ⊂ L(Nm1(Q1 + · · ·+Qr)− P )
che è vietato dal teorema di Riemann-Roch.
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Dal momento che C è una varietà proiettiva, per ogni v ∈ S C(kv) è compatta
per la topologia v-adica e quindi passando ad una sottosuccessione abbiamo che i
punti Pi tendono v-adicamente ad un punto P v ∈ C(kv); sia S ′ l'insieme dei valori
assoluti di S per i quali P v ∈ {Q1, . . . , Qr} e sia S ′′ = S \ S ′.
Osserviamo che se P v è un polo della x
sup{1, |x(Pi)|v} ∼ |x(Pi)|v ∀v ∈ S ′ (4.2)
altrimenti
sup{1, |x(Pi)|v}  1 ∀v ∈ S ′′ (4.3)
Per ogni v ∈ S ′ consideriamo i sottospazi
Wj,v = {ϕ ∈ V : ordP v(ϕ) ≥ j − 1−Nm1} j ≥ 1
Abbiamo che
V = W1,v ⊃ W2,v ⊃ · · ·
e dim(Wj,v/Wj+1,v) ≤ 1, pertanto dimWj,v ≥ d− j + 1.
Prendiamo una base di Wd,v e completiamola successivamente ad una base di
Wd−1,v, . . . ,W1,v ottenendo così una base w1,v, . . . , wd,v di VN tale che
ordP v(wv,j) ≥ j − 1−Nm1 v ∈ S ′ j = 1, . . . , d
Siano ora Lv,j le forme lineari che esprimono la base {wv,j}j in termini della base
{ϕj}j, tali cioè che Lv,j(ϕ) = wv,j e deﬁniamo anche Lv,j(ϕ) = ϕj per tutti i
v ∈ S ′′.
Per ogni v ∈ S ′ sia tv ∈ k(C) un parametro locale a P v.
Per quanto abbiamo detto sui wv,j, si ha che
|Lv,j(ϕ(Pi))|v  |tv(Pi)|j−1−Nm1v
per tutti i v ∈ S ′ e
|Lv,j(ϕ(Pi))|v  1
per tutti i v ∈ S ′′ perché in questo caso P v non è un polo dei wv,j. Moltiplicando
tra loro queste disuguaglianze e osservando che
d∑
j=1
(j − 1−Nm1) = d
2
(d− 2Nm1 − 1)
abbiamo che
∏
v∈S
d∏
j=1
|Lv,j(ϕ(Pi))|v 
(∏
v∈S′
|tv(Pi)|v
) d
2
(d−2Nm1−1)
. (4.4)
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Consideriamo ora un valore assoluto v ∈ S ′; come osservato in precedenza, una
delle funzioni ϕj ha un polo di ordine Nm1 in P v, pertanto
|ϕ(Pi)|v = sup
j
{|ϕj(Pi)|v}  |tv(Pi)|−Nm1v ∀v ∈ S ′.
Per i valori assoluti v ∈ S ′′ invece, il punto P v non è un polo né uno zero comune
delle ϕj e quindi
|ϕ(Pi)|v  1 ∀v ∈ S ′′.
Moltiplicando tra loro queste stime asintotiche otteniamo che
∏
v∈S
d∏
j=1
|ϕ(Pi)|v 
(∏
v∈S′
|tv(Pi)|v
)−Nm1d
(4.5)
Combinando (4.4) e (4.5)
∏
v∈S
d∏
j=1
|Lv,j(ϕ(Pi))|v
|ϕ(Pi)|v

(∏
v∈S′
|tv(Pi)|v
) d(d−1)
2
(4.6)
Consideriamo ora la mappa ϕ : C → Pd−1, associata al divisore molto ampio
Nm1(Q1 + · · ·+Qr); con il linguaggio della sezione 3.8 abbiamo che
hNm1(Q1+···+Qr)(·) = logH(ϕ(·))
e
hm1Q1+···+mrQr(·) = logH(x(·)).
Quindi applicando il teorema 3.29 a queste due altezze otteniamo
lim
i→∞
logH(ϕ(Pi))
logH(x(Pi))
=
Nm1r
D
e dunque
H(ϕ(Pi)) H(x(Pi))
Nm1r
D
+1
Usando la nostra ipotesi che x(Pi) sia un δ-intero, abbiamo che
H(ϕ(Pi))
(∏
v∈S
sup{1, |x(Pi)|v}
)Nm1r+D
D(1−δ)
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e usando le stime (4.2) e (4.3).
H(ϕ(Pi))
(∏
v∈S′
|x(Pi)|v
)Nm1r+D
D(1−δ)
(4.7)
I poli di x hanno ordine al più mr, quindi per ogni v ∈ S ′
|x(Pi)|v  |tv(Pi)|−mrv ∀v ∈ S ′
moltiplicando queste disuguaglianze abbiamo
∏
v∈S′
|x(Pi)|v 
(∏
v∈S′
|tv(Pi)|v
)−mr
che insieme alla (4.7) dà
H(ϕ(Pi))
(∏
v∈S′
|tv(Pi)|v
)−mr Nm1r+DD(1−δ)
ovvero ∏
v∈S′
|tv(Pi)|v  H(ϕ(Pi))−
1−δ
mr
D
Nm1r+D . (4.8)
Combinando (4.8) e (4.6) otteniamo che
∏
v∈S
d∏
j=1
|Lv,j(ϕ(Pi))|v
|ϕ(Pi)|v
 H(ϕ(Pi))−
d(d−1)
2
D(1−δ)
mr(Nm1r+D) (4.9)
Per poter applicare il teorema del sottospazio ci serve che l'esponente di H(ϕ(Pi))
in (4.9) sia strettamente minore di −d, e questo avviene non appena
δ < 1− 2Nm1mrr
D(d− 1) −
2mr
d− 1
Ma poiché per il teorema di Riemann-Roch d ∼ Nm1r quando N tende ad inﬁnito,
abbiamo che
1− 2Nm1mrr
D(d− 1) −
2mr
d− 1
N→∞−−−→ 1− 2mr
D
.
Ora possiamo ﬁssare deﬁnitivamente N in modo che
δ < 1− 2Nm1mrr
D(d− 1) −
2mr
d− 1 < 1−
2mr
D
.
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Il teorema del sottospazio ci dice che i punti (ϕ1(Pi) : · · · : ϕd(Pi)) appartengono ad
un'unione ﬁnita di sottospazi lineari propri di Pd−1. Nessuno di questi sottospazi
può contenereϕ(C), perché altrimenti avremmo una relazione lineare tra le funzioni
ϕj, che sono indipendenti; questi sottospazi quindi devono intersecare ϕ(C) in un
numero ﬁnito di punti, e quindi anche i punti Pi devono appartenere ad un insieme
ﬁnito.
Osservazione 4.9. Se mr ≥ D2 l'ipotesi del teorema diventa
δ < 1− 2mr
D
≤ 0,
ma in questo caso sappiamo già dall'osservazione 4.5 che x(Pi) può assumere solo
un insieme ﬁnito di valori e anche i Pi sono in insieme ﬁnito. Per ottenere un
risultato non banale quindi ci serve che mr < D2 , e nel caso in cui x abbia solo poli
semplici ritroviamo la richiesta r ≥ 3 presente in [CZ02].
4.3 Rivestimenti non ramiﬁcati
Il nostro scopo ora è applicare il lemma 3.22 per costruire un rivestimento non
ramiﬁcato di C di grado abbastanza alto in modo da aumentare il grado della fun-
zione x senza aumentare le molteplicità dei poli, ed applicare a questa nuova curva
il teorema 4.8. Questo ci permetterà di rimuovere dalle ipotesi la disuguaglianza
δ < 1− 2mr
D
.
Teorema 4.10. Sia C una curva proiettiva liscia di genere g ≥ 1 deﬁnita su k.
Sia S un insieme ﬁnito di valori assoluti di k. Sia x ∈ k(C) una funzione razionale
non costante e sia δ < 1 un numero reale.
Allora i punti P ∈ C tali che x(P ) sia δ, S-intero formano un insieme ﬁnito.
Dimostrazione. Siano m1, . . . ,mr e D come nel teorema 4.8. Fissiamo un N >
2mr
D(1−δ) ad applichiamo il lemma 3.22. Otteniamo una varietà C˜ e un rivestimento
di grado N Φ : C˜ → C e possiamo applicare il teorema 3.30, che ci garantisce l'esi-
stenza di un unico campo di numeri k˜ su cui sono deﬁnite tutte le controimmagini
dei punti di C(k).
Sia
S˜ =
⋃
v∈S
{w ∈Mk˜ : w|v}
come nella proposizione 4.7 e sia
x˜ = Φ∗(x)
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il pullback della funzione x, cioè la funzione Q 7→ x(Φ(Q)).
I poli di x˜ sono le controimmagini dei poli di x, e quindi sono rN punti distinti;
l'ordine di x˜ ad un suo polo Q˜ è uguale all'ordine di x in Φ(Q˜).
Inoltre se per un punto P ∈ C x(P ) è δ, S-intero, per ogni sua controimmagine
Q ∈ C˜,Φ(Q) = P si ha che x˜(Q) è δ, S˜-intero grazie alla proposizione 4.7.
Per la nostra scelta di N , abbiamo che δ < 1 − 2mr
ND
e quindi per il teorema 4.8
i Q ∈ C˜ che sono controimmagine dei P ∈ C tali che x(P ) sia δ, S-intero sono in
numero ﬁnito; da questo segue immediatamente la tesi.
Osservazione 4.11. Nella dimostrazione del teorema 4.8 abbiamo fatto uso del
teorema 3.29, un risultato abbastanza soﬁsticato; nelle prime fasi del nostro lavoro,
avevamo provato ad adoperare, invece, la proposizione 1.8, molto più semplice ed
elementare, sfruttando il fatto che le ϕi devono soddisfare una relazione algebrica
di grado limitato con la funzione x. In questo modo si ottiene una versione più
debole del teorema, dove la disuguaglianza
δ < 1− 2mr
D
è sostituita da una peggiore che, prendendo rivestimenti di grado arbitrario, per-
mette di dimostrare la ﬁnitezza dei punti δ-interi solo quando δ < 1
3
.
Con questo teorema è facile dimostrare il teorema 4.3.
Dimostrazione del teorema 4.3. Ovviamente
|x(Pi)|v ≤ H(x(Pi))
e, per la disuguaglianza di Liouville 1.19
|x(Pi)|v ≥
1
H(x(Pi))
pertanto
−1 ≤ log |x(Pi)|v
logH(x(Pi))
≤ 1.
Se per assurdo la tesi fosse falsa, passando ad una sottosuccessione, ed eventual-
mente sostituendo x con 1
x
, possiamo supporre che
lim
i→∞
log |x(Pi)|v
logH(x(Pi))
= λ 0 < λ ≤ 1
Questo vuol dire che, per qualunque δ con 1− λ < δ < 1 deﬁnitivamente si ha che
log |x(Pi)|v
logH(x(Pi))
> 1− δ
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cioè
|x(Pi)|v > H(x(Pi))1−δ.
ovvero, x(Pi) è deﬁnitivamente δ-intero rispetto a S = {v}.
Possiamo quindi applicare il teorema 4.10 e concludere che i Pi dovevano in realtà
essere in numero ﬁnito, ottenendo un assurdo.
Possiamo ora dimostrare il teorema di Siegel 4.2
Dimostrazione del teorema di Siegel. Nel caso di genere g ≥ 1, potremmo seguire
[Ser97] e dedurre il teorema di Siegel dal teorema 4.3, ma è facilissimo dedurlo
direttamente dal nostro teorema 4.10 avendo già osservato che gli S-interi non
sono altro che i δ, S-interi quando δ = 0. Rimane il caso in cui il genere della
curva sia 0, che può essere aﬀrontato direttamente riducendosi con un morﬁsmo al
caso di esattamente 3 punti ad inﬁnito; in questo caso eseguendo un isomorﬁsmo
tra la curva e P1, e scegliendo come punti all'inﬁnito 0, 1,∞, la ﬁnitezza dei punti
S-interi equivale alla ﬁnitezza delle soluzioni dell'equazione delle S-unità (2.3).
4.4 Conclusioni
Abbiamo dimostrato che l'approccio di Corvaja e Zannier al teorema di Siegel
può essere esteso in modo da trattare anche alcuni punti razionali e questo apre
possibili sviluppi verso lo studio, anche di tipo quantitativo, dei punti δ-interi su
varietà di dimensione superiore.
Come notato nell'osservazione 3.28 l'applicazione del teorema 3.29 può essere resa
precisa con disuguaglianze esplicite, e quindi è possibile seguire la strategia di
[CZ03] adoperando, in luogo del teorema del sottospazio 2.11, la versione assoluta
di Evertse 2.16. È in preparazione un articolo che indagherà la possibilità di
ottenere disuguaglianze sul numero di punti δ-interi su una curva.
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