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Abstract
The paper is concerned with the boundary value problem for second-order impulsive dynamic equations on timescales. A new
existence result is acquired by using a fixed point theorem due to Krasnoselskii and Zabreiko. An example is also included to
illustrate our main result.
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1. Introduction
The theory of timescales and measure chains, which has recently received a lot of attention, was introduced by
Stefan Hilger [9] in order to unify continuous and discrete analysis. Following Hilger, Agarwal and Bohner [1]
developed the calculus on measure chains. The timescales calculus has tremendous potential for applications in
mathematical models.
On the other hand, the impulsive differential equations, which arise in physics, population dynamics, economics
and so on (see [4] and references therein), have become more and more important in mathematical models of real
process. And the boundary value problems (hereafter to be abbreviated as BVPs) for impulsive differential equations
and impulsive difference equations (see [3,7]) have received special attention from many authors in recent years.
With the development of impulsive differential equations and the theory of timescales, some authors focused their
interest on the boundary value problems for impulsive dynamic equations on timescales. In 2002, Henderson [8]
discussed the boundary value problem for second-order impulsive dynamic equations on timescale T⎧⎨
⎩
y(t) + f (y(σ (t))) = 0, t ∈ [0, 1]T \ {τ },
Imp(y(τ )) = I (y(τ )),
y(0) = y(σ(1)) = 0,
(1.1)
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where Imp(y(τ )) = y(τ+) − y(τ−), f ∈ C(R,R+), σ is the forward jump operator, I ∈ C(R+,R+). The author
established the existence of at least two positive solutions of (1.1) via a double fixed-point theorem.
In 2004, Benchohra et al. [6] considered⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
−y(t) = f (t, y(t)), t ∈ J := [0, 1] ∩ T, t = tk, k = 1, 2, . . . , m,
y(t+k ) − y(t−k ) = Ik(y(t−k )), k = 1, 2, . . . , m,
y(t+k ) − y(t−k ) = I¯k(y(t−k )), k = 1, 2, . . . , m,
y(0) = y(1) = 0,
(1.2)
where T is a timescale, f : [0, 1] × R → R is a given function, Ik, I¯k ∈ C(R,R), tk ∈ [0, 1] ∩ T and
0 = t0 < t1 < · · · < tm < tm+1 = 1. They used Schaefer’s fixed point theorem and a nonlinear alternative of
Leray-Schauder type to investigate the existence of solutions of (1.2). For some other works about impulsive dynamic
equations, the readers are referred to [4,5].
More recently, Sun and Zhao [13] applied a fixed point theorem due to Krasnoselskii and Zabreiko [10] to the
following system{
u′′(t) + a(t)u′(t) + b(t)u(t) + h(t) f (u) = 0, t ∈ (0, 1),
u(0) = 0, u(1) = au(η). (1.3)
They derived a new existence result for the BVP (1.3) provided that lims→∞ f (s)s = m.
Inspired by the above results, in this paper, we deal with the existence of solutions for the following nonlinear
second-order impulsive dynamic equations⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
y(t) + F(t, y(σ (t))) = 0, t ∈ J := [0, b] ∩ T, t = tk, k = 1, 2, . . . , m,
y(t+k ) − y(t−k ) = Ik(y(t−k )), k = 1, 2, . . . , m,
y(t+k ) − y(t−k ) = − I¯k(y(t−k )), k = 1, 2, . . . , m,
y(0) = y(σ(b)) = 0,
(1.4)
where T is a timescale, F : J ×R → R is a given function, Ik, I¯k ∈ C(R,R), tk ∈ (0, b)∩T, 0 < t1 < · · · < tm < b,
and for each k = 1, 2, . . . , m, y(t+k ) = limh→0+ y(tk + h) and y(t−k ) = limh→0− y(tk + h) represent the right and left
limits of y(t) at t = tk in the sense of timescales, that is, tk + h ∈ (0, b) ∩ T for each h in a neighborhood of 0 and in
addition, if tk is right-scattered, then y(t+k ) = y(tk), whereas, if tk is left-scattered, then y(t−k ) = y(tk).
The notions of timescales, right-scattered, left-scattered, and the function σ will be defined later.
The main purpose of this paper is to establish the existence of solutions for the BVP (1.4) by employing a well-
known fixed point theorem due to Krasnoselskii and Zabreiko [10]. The conditions imposed on F and Ik, I¯k are easier
to verify, and the method in this work is different from that in [3–8]. To our best knowledge, this fixed point theorem
has not been applied to the boundary value problem for impulsive differential equations, so our result is new for the
special case of impulsive differential equations, as well as in the general timescales setting.
The paper is formulated as follows. In Section 2, some basic knowledge about timescales is presented, and the
fixed point theorem which is key to our proof is stated as well. In Section 3, we establish the new existence theorem
of (1.4). And also an example is given to illustrate our main result.
2. Preliminaries
For convenience, we first introduce some basic knowledge and several definitions on timescales, which also can be
found in [1,2,4,6,8,9,11,12].
By a timescale we mean a nonempty closed subset of R and we denote the timescale by T throughout the paper.
Examples of timescales are N,Z,R, cantor set and so on.
The handicap that timescales are not necessarily connected is eliminated by utilizing the notion of jump operators
which we shall next define.
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Definition 2.1. For t < supT and r > infT, the mappings σ, ρ : T → T,
σ(t) = inf{s ∈ T : s > t}, ρ(r) = sup{s ∈ T : s < r}
are called the forward jump operator and backward jump operator, respectively.
In the case T = R, σ(t) = ρ(t) = t , and T = Z, σ(t) = t + 1, ρ(t) = t − 1.
Definition 2.2. For t ∈ T, t is said to be right-scattered if σ(t) > t , right-dense if σ(t) = t , left-scattered if ρ(t) < t ,
left-dense if ρ(t) = t .
Definition 2.3. If T has right-scattered minimum m, define Tk = T − {m}; otherwise set Tk = T. If T has left-
scattered maximum M , define Tk = T − {M}; otherwise let Tk = T. The notations [0, b], [0, b), and so on, will
denote timescales intervals such as [0, b] = {t ∈ T : 0 ≤ t ≤ b} etc., where 0, b ∈ T with 0 < ρ(b).
Definition 2.4. For x : T → R and t ∈ Tk , we define the delta derivative of x(t), x(t), to be the number (when it
exists) with the property that, for any  > 0, there is a neighborhood U of t such that
|[x(σ (t)) − x(s)] − x(t)[σ(t) − s]| < |σ(t) − s|, for all s ∈ U.
Note that if T = R, x(t) = x ′(t), and for T = Z, x(t) = x(t + 1) − x(t).
Definition 2.5. If F(t) = f (t), then the delta integral is defined by∫ t
a
f (s)s = F(t) − F(a).
Definition 2.6. The mapping f : T → R is called rd-continuous provided it is continuous at right-dense points in T
and its left-side limits exist (finite) at left-dense points in T, write f ∈ Crd (T) = Crd (T,R).
The following well-known fixed point theorem [10] will play an important role in the proof of our theorem.
Applications of this fixed point theorem can be found in [12,13].
Lemma 2.1. Let X be a Banach space, and F : X → X be completely continuous. Assume that A : X → X is a
bounded linear operator such that 1 is not an eigenvalue of A and
lim‖x‖→∞
‖F(x) − A(x)‖
‖x‖ = 0.
Then F has a fixed point in X.
3. Main result
We will assume for the remainder of the paper that, for each k = 1, 2, . . . , m, the points of impulse tk are right-
dense. Consider the following space:
PC = {y ∈ [0, σ 2(b)] → R : yk ∈ C(Jk,R), k = 1, 2, . . . , m and there exist
y(t+k ) and y(t
−
k ) with y(t
−
k ) = y(tk), k = 1, 2, . . . , m},
which is a Banach space with norm ‖y‖ = ‖y‖PC = max{‖yk‖Jk , k = 0, 1, . . . , m}, where yk is the restriction of y
to Jk = (tk, tk+1] ⊂ (0, σ 2(b)], k = 1, 2, . . . , m and J0 = [0, t1], tm+1 = σ 2(b).
Lemma 3.1. Suppose f : T → R is rd-continuous, then y is a solution of
y(t) =
∫ σ(b)
0
G(t, s) f (s)s +
m∑
k=1
Wk(t, y(tk)),
F. Geng et al. / Applied Mathematics Letters 20 (2007) 206–212 209
where
G(t, s) =
{
t, t ≤ s,
σ (s), t ≥ σ(s), (3.1)
and
Wk(t, y(tk)) =
{
Ik(y(tk)) + I¯k(y(tk))tk, t > tk,
I¯k(y(tk))t, t ≤ tk, (3.2)
if and only if y is a solution of the boundary value problem⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
−y(t) = f (t), t ∈ J := [0, b] ∩ T, t = tk, k = 1, 2, . . . , m,
y(t+k ) − y(t−k ) = Ik(y(t−k )), k = 1, 2, . . . , m,
y(t+k ) − y(t−k ) = − I¯k(y(t−k )), k = 1, 2, . . . , m,
y(0) = y(σ(b)) = 0.
(3.3)
Proof. The proof is similar to that of Lemma 3.1 in [6]. 
Now we state our main result.
Theorem 3.1. Suppose
(B1) F(t, y) = p(t) f (y), where p : J → [0,∞) is rd-continuous, f : R → R is continuous and
limy→∞ f (y)y = λ, here |λ| < D =
(
supt∈[0,σ 2(b)]
[∫ σ(b)
0 G(t, s)p(s)s +
∑m
k=1 wk(t, tk)
])−1
,
wk(t, tk) =
{
1 + tk, t > tk,
t, t ≤ tk . (3.4)
(B2) Ik, I¯k : R → R are continuous, limy→∞ Ik (y)y = λk , limy→∞ I¯k (y)y = λ¯k and |λk |, |λ¯k | ≤ |λ|,
k = 1, 2, . . . , m.
Then the boundary value problem (1.4) has a solution y∗ ∈ R, and y∗ = 0 when f (0) = 0.
Proof. Define an operator Φ : PC → PC by
(Φy)(t) =
∫ σ(b)
0
G(t, s)p(s) f (y(σ (s)))s +
m∑
k=1
Wk(t, y(tk)), t ∈ [0, σ 2(b)].
Then by Lemma 3.1, it is easy to see the fixed points of Φ are the solutions to the BVP (1.4).
Firstly, we shall demonstrate that Φ is continuous and completely continuous. The proof is divided into three steps.
Step 1. To show the continuity of Φ.
Let {yn}∞n=1 be a sequence such that limn→∞ yn = y in PC. Then
|(Φyn)(t) − (Φy)(t)| ≤ sup
t∈[0,σ 2(b)]
∫ σ(b)
0
G(t, s)p(s)| f (yn(σ (s))) − f (y(σ (s)))|s
+ sup
t∈[0,σ 2(b)]
m∑
k=1
|Wk(t, yn(tk)) − Wk(t, y(tk))|
≤ ‖ f (yn(σ (s))) − f (y(σ (s)))‖
(
sup
t∈[0,σ 2(b)]
∫ σ(b)
0
G(t, s)p(s)s
)
+
m∑
k=1
(|Ik(yn(tk)) − Ik(y(tk))| + 2b| I¯k(yn(tk)) − I¯ (y(tk))|) .
As f, Ik and I¯k are continuous, it follows that ‖Φyn − Φy‖ → 0 (n → ∞). That is, Φ is continuous.
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Step 2. To show that Φ maps bounded sets into bounded sets in PC.
By the continuity of f, Ik and I¯k , one can easily derive that there is a constant C > 0 such that
|(Φy)(t)| ≤ sup
t∈[0,σ 2(b)]
∫ σ(b)
0
G(t, s)p(s)| f (y(σ (s)))|s +
m∑
k=1
(|Ik(y(tk))| + 2b| I¯ (y(tk))|) ≤ C
is always valid for any y ∈ Bq = {y ∈ PC : ‖y‖ ≤ q}.
Step 3. To show that Φ maps bounded sets into equicontinuous sets of PC.
Let t1, t2 ∈ [0, σ 2(b)], y ∈ Bq , then
|(Φy)(t1) − (Φy)(t2)| ≤
∫ σ(b)
0
|G(t1, s) − G(t2, s)||p(s) f (y(σ (s)))|s
+
m∑
k=1
|Wk(t1, y(tk)) − Wk(t2, y(tk))|.
Clearly, the right-hand side tends uniformly to zero when |t1 − t2| → 0.
Consequently, Steps 1–3 together with the Arzela–Ascoli Theorem show that Φ : PC → PC is continuous and
completely continuous.
In order to utilize Lemma 2.1 to prove our result, consider the following boundary value problem⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
y(t) + λp(t)y(σ (t)) = 0, t ∈ J := [0, b] ∩ T, t = tk, k = 1, 2, . . . , m,
y(t+k ) − y(t−k ) = λk y(t−k ), k = 1, 2, . . . , m,
y(t+k ) − y(t−k ) = −λ¯k y(t−k ), k = 1, 2, . . . , m,
y(0) = y(σ(b)) = 0.
(3.5)
Define
(Ay)(t) = λ
∫ σ(b)
0
G(t, s)p(s)y(σ (s))s +
m∑
k=1
w¯k(t, tk)y(tk), t ∈ [0, σ 2(b)],
where
w¯k(t, tk) =
{
λk + λ¯k tk, t > tk,
λ¯k t, t ≤ tk .
Obviously, A is a completely continuous bounded linear operator. Besides, the fixed point of A is a solution of the
BVP (3.5) and conversely.
We now assert that 1 is not an eigenvalue of A.
In fact, if λ = 0, then the BVP (3.5) has no nontrivial solution.
If λ = 0, suppose the BVP (3.5) has a nontrivial solution y and ‖y‖ > 0, then
|(Ay)(t)| ≤ sup
t∈[0,σ 2(b)]
∣∣∣∣∣λ
∫ σ(b)
0
G(t, s)p(s)y(σ (s))s +
m∑
k=1
w¯k(t, tk)y(tk)
∣∣∣∣∣
≤ |λ| sup
t∈[0,σ 2(b)]
∫ σ(b)
0
G(t, s)p(s)|y(σ (s))|s + sup
t∈[0,σ 2(b)]
m∑
k=1
|w¯k(t, tk)||y(tk)|.
Based on |λk |, |λ¯k | ≤ λ, one arrives at |w¯k(t, tk)| ≤ |λ||wk(t, tk)| = |λ|wk(t, tk), k = 1, 2, . . . , m. It then produces
|(Ay)(t)| ≤ |λ| sup
t∈[0,σ 2(b)]
(∫ σ(b)
0
G(t, s)p(s)s +
m∑
k=1
wk(t, tk)
)
‖y‖
< D
1
D
‖y‖ = ‖y‖,
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which indicates ‖Ay‖ < ‖y‖. This contradiction means that the BVP (3.5) has no nontrivial solution. Therefore, 1
is not an eigenvalue of A.
It remains to prove lim‖y‖→∞
‖Φy−Ay‖
‖y‖ = 0.
In view of limy→∞ f (y)y = λ, then for any  > 0, there must be R > 0 such that
| f (y) − λy| < |y| when |y| > R.
Set R∗ = max|y|≤R | f (y)| and select L > 0 such that R∗ + |λ|R < L.
Denote E1 = {t ∈ [0, σ (b)] : |y(σ (t))| ≤ R}, E2 = {t ∈ [0, σ (b)] : |y(σ (t))| > R}. Thus for any y ∈ PC and
‖y‖ > L,
(I) when t ∈ E1, one obtains
| f (y(σ (t))) − λy(σ (t))| ≤ | f (y(σ (t)))| + |λ||y(σ (t))|
≤ R∗ + |λ|R < L < ‖y‖;
(II) when t ∈ E2, we have
| f (y(σ (t))) − λy(σ (t))| < |y(σ (t))| ≤ ‖y‖.
As a result, for any y ∈ PC and ‖y‖ > L,
‖ f (y(σ (t))) − λy(σ (t))‖ < ‖y‖, ∀ t ∈ [0, σ (b)]. (3.6)
According to limy→∞ Ik (y)y = λk , there exists R1 > 0 such that for any 0 < k < , |Ik(y) − λk y| < k |y| as
|y| > R1, k = 1, 2, . . . , m. Let R∗1 = max{|Ik(y)|, |y| ≤ R1}, and choose L1 such that R∗1 + |λk |R1 < R∗1 + |λ|R1 <
L1, k = 1, 2, . . . , m. With the similar arguments to achieve (3.6), we may draw the conclusion that for y ∈ PC and
‖y‖ > L1,
‖Ik(y(tk)) − λk y(tk)‖ < ‖y‖, tk ∈ (0, b), k = 1, 2, . . . , m. (3.7)
Similarly, we conclude that for any y ∈ PC and ‖y‖ > L¯1, there is
‖ I¯k(y(tk)) − λ¯k y(tk)‖ < ‖y‖, tk ∈ (0, b), k = 1, 2, . . . , m. (3.8)
From (3.7) and (3.8), one gets
m∑
k=1
|Wk(t, y(tk)) − w¯k(t, tk)y(tk)| ≤
∑
0<tk<t
(1 + tk)(‖Ik(y(tk)) − λk y(tk)‖
+‖ I¯k(y(tk)) − λ¯k y(tk)‖) +
∑
t≤tk<b
t‖ I¯k(y(tk)) − λ¯k y(tk)‖
<
m∑
k=1
wk(t, tk)‖y‖.
Combining the above inequality with (3.6) it immediately gives rise to
|Φy − Ay| ≤ sup
t∈[0,σ 2(b)]
∣∣∣∣∣
∫ σ(b)
0
G(t, s)p(s)[ f (y(σ (s))) − λy(σ (s))]s
+
m∑
k=1
[Wk(t, y(tk)) − w¯k(t, tk)y(tk)]
∣∣∣∣∣
≤ sup
t∈[0,σ 2(b)]
(∫ σ(b)
0
G(t, s)p(s)s +
m∑
k=1
wk(t, tk)
)
‖y‖
≤ 
D
‖y‖.
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That is,
lim‖y‖→∞
‖Φy − Ay‖
‖y‖ = 0.
An application of Lemma 2.1 ensures that the BVP (1.4) has a solution y∗. Clearly, y∗ = 0 when f (0) = 0. In
fact, if f (0) = 0, then (0) = −p(t) f (0) = 0 will lead to a contradiction. This completes the proof. 
Example 3.1. Consider the following boundary value problem⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
y ′′(t) + f (y(t)) = 0, t ∈ J := [0, 1], t = 1
2
,
y
(
1
2
+)
− y
(
1
2
−)
= I
(
y
(
1
2
))
,
y ′
(
1
2
+)
− y ′
(
1
2
−)
= − I¯
(
y
(
1
2
))
,
y(0) = y ′(1) = 0,
(3.9)
where T = R, p(t) ≡ 1. By Theorem 3.1, it is obviously that if f, I, I¯ ∈ C(R,R) and
lim
y→∞
∣∣∣∣ I (y)y
∣∣∣∣ , limy→∞
∣∣∣∣ I¯ (y)y
∣∣∣∣ ≤ limy→∞
∣∣∣∣ f (y)y
∣∣∣∣ < 12 ,
then the BVP (3.9) has a solution. This is because a simple computation shows that D =
(
supt∈[0,1]
[∫ 1
0 G(t, s)ds
+∑0<tk<1 wk(t, tk)
])−1 = 12 , where k = 1, t1 = 12 . The conditions are easy to verify.
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