We find the exponential growth rate of the population outside a ball with time dependent radius for a branching Brownian motion in Euclidean space. We then see that the upper bound of the particle range is determined by the principal eigenvalue of the Schrödinger type operator associated with the branching rate measure and branching mechanism. We assume that the branching rate measure is small enough at infinity, and can be singular with respect to the Lebesgue measure. We finally apply our results to several concrete models.
Introduction
In this paper, we are concerned with the forefront of particles for a branching Brownian motion in Euclidean space. We first discuss the exponential growth rate of the population outside an open ball with radius increasing linearly in time. We then see that the forefront is determined by the principal eigenvalue of the Schrödinger type operator associated with the branching rate measure and branching mechanism. We finally apply our results to several concrete models.
The Galton-Watson (branching) process is a stochastic model describing the evolution of a population; particles reproduce at each generation according to a common offspring distribution. One of the main interests in this model is the population growth rate. By martingale theory, we know that on the non-extinction event, the total population is eventually comparable to its expectation (see, e.g., [5, p.9, Theorems 1, 2] ). This result is valid also for the continuous time version in which the particle lifetimes are independently and exponentially distributed (see, e.g., [5, p.111 , Theorem 1 and p.112, Theorem 2] ).
In order to make the Galton-Watson process more applicable and interesting, we consider a stochastic model in which particles reproduce according to a Galton-Watson process and move as Brownian motions on R d . This model is called the branching Brownian motion on R d (see Subsection 2.2 for definition). The distribution of each particle's lifetime depends on the size of a measure µ on R d along the trajectory of that particle;
we explain this in more detail in Subsection 2.2. The offspring distribution is given by a probability function {p n (x)} n≥1 ; each particle splits into n particles with probability p n (x) at branching cite x ∈ R d . We call µ and {p n (x)} n≥1 , respectively, the branching rate (measure) and branching mechanism of the model. If µ is absolutely continuous with respect to the d-dimensional Lebesgue measure, then the density function is called the branching rate function. For instance, if the branching rate function is a constant function taking a value c > 0, then the particle lifetimes are exponentially distributed with rate c. We refer to [21, 22, 23] for the construction and properties of more general branching Markov processes.
The population at large times is well described by the bottom of the spectrum of the Schrödinger type operators. Let Q(x) := ∞ n=1 np n (x) be the expected offspring number at branching cite x ∈ R d and define the (formal) Schrödinger type operator
where ∆ is the Laplace operator on L 2 (R d ). Denote by λ and h, respectively, the bottom of the spectrum of H (Q−1)µ and corresponding eigenfunction (if it exists). Then −λ becomes large in proportion to the branching intensity determined by the branching rate and mechanism. Furthermore, λ and h reflect the long time asymptotic properties of branching Brownian motions: under some conditions on the branching rate and mechanism, λ characterizes the exponential population growth rate and h determines the spatial distribution of the particles. These facts are known for more general branching Markov processes (see, e.g., [14, 15, 17, 39, 44] ).
Here we discuss the upper bound of the particle range for all sufficiently large time. For d = 1, let R t be the maximal displacement, that is, the position of the right most particle at time t. If the particle lifetimes are independently and exponentially distributed with rate c > 0, and if each particle splits into two at branching, then R t /t → √ 2c as t → ∞ (see, e.g., [10] and [35] for more detailed properties on R t . See also [30] for an extension of [10] to the multidimensional case). This reveals how the intensity of branching appears in the particle range. A similar phenomenon occurs when the branching rate is a continuous function taking a positive constant value outside some compact set (see [29, Section 5] for details). Erickson [18] proved that even if the branching rate function is small at infinity, R t /t → −λ/2 as t → ∞. He also remarked in [18, Section 4 ] that (i) this result also holds if for the Schrödinger type operator associated with the branching rate measure and branching mechanism, the principal eigenfunction decays exponentially at infinity (for example, this condition is satisfied if the measure is compactly supported);
(ii) a similar result is true for the multidimensional case if the branching rate function and branching mechanism are spherically symmetric.
In connection with (i), when d = 1 and the branching rate is given by the Dirac measure, Bocharov and Harris [7] determined the growth rate of the number of particles on some time dependent interval. As a corollary, they obtained the same result as in [18] . We know that if the branching rate function is given by c|x| p (c > 0, p ≥ 0), then R t grows faster than linear for p ∈ (0, 2], and the branching Brownian motion explodes for p > 2 (see, e.g., [6, 18, 20, 25] ).
Our purpose in this paper is to show that if the measure (Q − 1)µ satisfies a certain Kato class condition and λ < 0, then the next assertions hold (see Theorem 2.8 and Corollary 2.9 for details).
• For δ ≥ 0, let Z On the other hand, if 0 ≤ δ < −λ/2, then on an event of positive probability on some associated martingale,
• Let L t be the maximum of the Euclidean norms of particles alive at time t. Then on an event of positive probability on some associated martingale,
The first and the latter are extensions of results, respectively, of [7] and of [7, 18] to multidimensional branching Brownian motions with more general branching rate. We emphasize that the branching rate measure is allowed to be spherically asymmetric or to be singular with respect to the Lebesgue measure. For d = 1 , (1.1) is true if L t is replaced by R t (Theorem 2.10 and Remark 2.11). Moreover, we give explicitly conditions on the branching rate for the growth rate of R t being clarified. Note that if µ is compactly supported, Q is bounded and if λ = 0, then no branching occurs for all sufficiently large time and hence we get a result of the law of the iterated logarithm type (Proposition 2.12). Our approach here is similar to that of Bocharov and Harris [7] . To obtain the upper bound of Z δt t in Lemma 3.8, we determine the growth rate of the expectation of Z δt t (Propositions 3.1 and 3.3). This expectation coincides with that of the Feynman-Kac functional under the condition that the Brownian particle at time t is outside an open ball with radius δt centered at the origin (see (2.6) below). When d = 1 and the branching rate is the Dirac measure, the Feynman-Kac functional is the exponential of the local time. Bocharov and Harris [7] then calculated the expectation of Z δt t explicitly by using the joint distribution of the Brownian motion and local time. However, this approach is not applicable to branching Brownian motions with more general branching rate. To overcome this difficulty, we make use of the L p -independence of the spectral bound of H (Q−1)µ (see (3.11) below), which was established by Takeda [40, 42, 43] ; in particular, a key fact is the asymptotics of the expectation of the Feynman-Kac functional (see (3.2) below). The price is to impose a certain Kato class condition on the measure (Q − 1)µ. This condition means that the measure (Q − 1)µ is small enough at infinity. To obtain the lower bound of Z δt t in Lemma 3.9, we modify the argument of [7, Lemma 4] for the multidimensional case (compare the proof of Lemma 3.9 below with that of [7, Lemma 4] ).
Carmona and Hu [12] studied the growth rate of the maximal displacement of a branching random walk on Z such that each of particles moves as a general irreducible (nonsymmetric) random walk and branching occurs only on finite points. Bulinskaya [11] further developed this study to the multidimensional case, and verified in which direction there exists a particle taking the maximal norm. In contrast with [11] and [12] , if the measure (Q − 1)µ satisfies a certain Kato class condition and λ < 0, then the spread rate is uniform in direction for our model (Theorem 2.10) because particles move as Brownian motions on R d ; however, the branching rate measure can have the non-compact support, and its density function (if it exists) can be unbounded on some compact set (see Subsection 2.4 for examples).
As we see by (1.1), L t grows linearly even if the measure (Q − 1)µ is small enough at infinity. If we drop this condition, then (1.1) is not true in general; as we mentioned before, if d = 1 and the branching rate function is c|x| p with c > 0 and p ∈ (0, 2], then R t grows faster than linear. On the other hand, if d = 1 and the branching rate function takes a positive constant value outside some compact set, then R t /t converges to a positive constant. Combining this with (1.1), we guess that even for d ≥ 2, we will have a result similar to (1.1) if the branching rate function satisfies a Kato class condition (see Definition 2.1 (i) and Example 2.2 (i)) and takes a positive constant value outside some compact set.
We finally remark the relation between our results and semilinear heat equations, which was already discussed in [18] . Let P x be the law of a branching Brownian motion on R d such that a single particle starts from a point x ∈ R d at time 0. For t ≥ 0, x ∈ R d and y ∈ R, let u(t, x, y) := P x (L t ≤ y). Then for a fixed y ∈ R, u(t, x, y) as a function of (t, x) is a weak solution to the equation
with the initial condition
(see [21, Subsection 1.3] and [22, Example 3.4] ). Here we recall that µ and {p n (x)} n≥1 are the branching rate measure and branching mechanism, respectively. Corollary 2.9 and Remark 2.11 imply that for
Moreover, if δ > −λ/2, then it follows by Lemma 3.10 that
for any c ∈ (0, (λ + √ −2λδ) ∧ (δ 2 /2)). For d = 1, a similar assertion is valid for the function v(t, x, y) := P x (R t ≤ y), where the initial condition (1.3) is replaced by u(0, x, y) = 1 {y≥x} for x ∈ R.
Related to the so-called Fisher-Kolmogorov-Petrovskii-Piskunov equation, equations like (1.4) and (1.5) are studied more in detail for a class of branching Brownian motions on R (see, e.g., [31, 32] , [10] , [28] , [29] , [35] , [8] , [37, Subsection 1.1] and references therein).
The rest of this paper is organized as follows. In Section 2, we first introduce the Kato class measures and Feynman-Kac semigroups. We next introduce the model of branching Brownian motions. We finally present our main results and their applications to several concrete models. In Section 3, we first show results on the growth rate of Feynman-Kac semigroups. A few parts of elementary calculations are given in Appendix A. We next provide preliminary lemmas for the proofs of Theorems 2.8 and 2.10. We finally complete the proof by showing Lemmas 3.8 and 3.9.
Throughout this paper, the letters c and C (with subscript) denote finite positive constants which may vary from place to place. For positive functions f (t) and g(t)
If f (t) g(t) (t → ∞) and g(t) f (t) (t → ∞), then we write f (t) ≍ g(t) (t → ∞).
Preliminaries and results

Kato class measures and Feynman-Kac semigroups
, where {F t } t≥0 is the minimal admissible filtration and {θ t } t≥0 is the time shift operator of the paths such that B s • θ t = B s+t identically for s, t ≥ 0. Let
Then p t (x, y) is the density of the transition function of M, that is,
For α > 0, let G α (x, y) be the α-resolvent density of M given by
where K ν (x) is a Bessel function of the third kind: 
For each α > 0, we also have as |x − y| → 0,
(see, e.g., [36 
, then we denote by G(x, y) the Green function of M:
We also define G 0 (x, y) := G(x, y).
According to [1, 13, 43] , we first introduce two classes of measures: 
When d ≥ 3, µ ∈ K is Green tight if the equality above is valid for β = 0.
The Kato class condition imposes the uniformly local integrability of measures weighted by the resolvent. For equivalent definitions of the Kato class, see, e.g., [1, Theorem 3.9 and Remark 3.10], [3, Theorem 4.1], [26, 27] and references therein.
The β-Green tight condition restricts the size of measures at infinity in terms of the β-resolvent. The class K ∞ (0) was first introduced by Zhao [45] for transient Brownian motions. We see from [43] that K ∞ (β) (β > 0) is independent of β by the resolvent equation and that
If µ is a Kato class measure with compact support in (ii) Assume that µ ∈ K. If there exist positive constants R 2 , c 2 and q such that 
Example 2.4. For d ≥ 2, let δ R be the surface measure on the sphere {x ∈ R d | |x| = R} for R > 0. Then δ R belongs to K ∞ because it is a Kato class measure with compact support by [9, Theorem 4.1].
We next introduce the notion of positive continuous additive functionals. Let A = {A t } t≥0 be a [0, ∞]-valued stochastic process on (Ω, F ). We say that A is a positive continuous additive functional (in the strict sense) (PCAF in short) of M if
(ii) There exists an event Λ ∈ F ∞ , which satisfies P x (Λ) = 1 for any x ∈ R d and θ t Λ ⊂ Λ for any t > 0, such that for any ω ∈ Λ,
• A t (ω) is finite and continuous in t ∈ [0, ∞);
• A t+s (ω) = A t (ω) + A s (θ t ω) for any s, t ≥ 0 (see, e.g., [1] and [19, p.401] ). For each µ ∈ K, there exists a unique PCAF (A µ in notation) such that for any nonnegative Borel function f , 
where 
. For simplicity, we use the same notation for the extended semigroup. Let · p,q denote the operator norm from In what follows, we assume that the eigenfunction h is bounded, continuous and strictly
If µ is further compactly supported, then by (2.1) and [39, Remark 2.4],
Branching Brownian motions
In this subsection, we introduce the model of branching Brownian motions by following [21, 22, 23] . For x ∈ R d , let {p n (x)} n≥1 be a sequence such that
Let τ be the nonnegative random variable defined on (Ω, F , P x ), which is independent of the Brownian motion, of exponential distribution with rate 1; P (τ > t) = e −t for any t > 0. Let µ be a Kato class measure on R d . We define
We can describe the branching Brownian motion as follows: a Brownian particle {B t } t≥0 starts at x ∈ R d according to the law P x . At time Z, this particle splits into n particles with probability p n (B Z ) (n ≥ 1). These particles then start at B Z independently according to the law P B Z , and each of them continues the same procedure. Here we note that a particle gives birth to at least one particle at the branching time so that non-extinction occurs.
Let us define the equivalent relation
as follows: for
we write x ∼ y if there exists a permutation σ on {1, 2, . . . , n} such that
Hence we can define the branching Brownian motion M = ({B t } t≥0 , {P x } x∈X ) on X with branching rate µ and branching mechanism {p n (x)} n≥1 .
Let T be the first splitting time of M given by
By definition, the first splitting time becomes small if the particle moves on the support of µ often. Let
be the expected offspring number at branching cite x ∈ R d . Denote by Z t the total number of particles at time t, that is,
We define for f ∈ B b (R d ), 
Assume that ν ∈ K ∞ (1) and λ := λ(ν) < 0. Let h be the eigenfunction of H (Q−1)µ corresponding to λ and
Since M t is a nonnegative P x -martingale, the limit M ∞ := lim t→∞ M t ∈ [0, ∞) exists P x -a.s. Furthermore, by [15, Theorem 3.7] , there exists an event of P x -full probability measure such that under this event,
for any A ∈ B(R d ) such that its boundary has zero Lebesgue measure.
• For d = 1 or 2, if we further assume that µ(R d ) < ∞, then P x (M ∞ > 0) = 1 by the same way as in [39, Proposition 3.6 and Remark 3.14].
• For d ≥ 3, if we further assume that µ ∈ K ∞ , then P x (M ∞ = 0) > 0. In fact, since ν ∈ K ∞ , (2.2) yields that sup
Results
For R > 0, let B R := {x ∈ R d | |x| < R} be an open ball with radius R centered at the origin. Denote by Z R t the number of particles outside B c R at time t, that is,
We then obtain Theorem 2.8. Assume that the measure ν β (dx) := e β|x| ν(dx) belongs to K ∞ (1) for any β > 0. If λ < 0, then the following assertions hold:
Theorem 2.8 says that if δ > −λ/2, then all the particles at time t will be inside the ball B δt eventually. On the other hand, if δ < −λ/2, then for all sufficiently large t > 0, there will be particles outside the ball B δt at time t such that the number of such particles grows exponentially. Note that Theorem 2.8 (ii) is valid for δ = 0 without the condition on ν β (Lemma 3.7).
Under the assumption in Theorem 2.8, λ is the principal eigenvalue of the Schrödinger type operator H (Q−1)µ and thus the associated eigenfunction h exists. We impose the technical condition on ν β in order to verify the growth rate of the expectation of Z δt t (see Subsection 3.1 below). For instance, this condition is satisfied if ν is a Kato class measure with compact support in R d . We will prove Theorem 2.8 in Section 3.
By Theorem 2.8 (ii), we can determine the spread rate of branching Brownian motions. Let
be the maximum of the Euclidean norms of particles alive at time t. We then have Corollary 2.9. Under the same conditions as in Theorem 2.8,
Proof. We first let δ > −λ/2. Since P x (L t ≤ δt for all sufficiently large t) = 1 by Theorem 2.8 (i), we obtain lim sup
By letting δ ց −λ/2, we get lim sup
We next let δ ∈ (0, −λ/2). In what follows, we assume that P x (M ∞ > 0) > 0. Since
By letting δ ր −λ/2, we get lim inf
Hence the proof is complete.
By the same way as for the proofs of Theorem 2.8 and Corollary 2.9, we can also show that the spread rate is uniform in direction. For a unit vector r in
be the maximal displacement in direction r of particles alive at time t, and let K r (t) be the index of a particle at time t such that L (
We will also prove Theorem 2.10 in Section 3.
Remark 2.11. Assume that d = 1 or 2. If µ(R d ) < ∞ and (2.8) holds, then P x (M ∞ > 0) = 1 by Remark 2.7. Hence if we further assume that ν β ∈ K ∞ (1) for any β > 0, then by Remark 2.6, the assertions of Theorem 2.8, Corollary 2.9 and Theorem 2.10 are valid P x -a.s. in place of
We also discuss the spread rate of M under the condition that λ = 0. We first note that if λ = 0, then d ≥ 3 by Remark 2.6, that is, M is transient. Furthermore, if we also assume that sup x∈R d Q(x) < ∞, then M exhibits local extinction: for any relatively compact open set A ⊂ R d , P x (there exists S > 0 such that Z t (A) = 0 for all t ≥ S) = 1 (see, e.g., [38, Theorem 3.2] and [39, Theorem 3.8] ). Hence if the measure ν is compactly supported in R d , then for all sufficiently large time, all the particles will be outside the support of ν, that is, branching will never occur. As a result, L t becomes the maximal Euclidean norm among the finite number of Brownian particles so that it satisfies the law of the iterated logarithm. In order to show this, we recall that T is the first splitting time of M. Let θ t be the time shift operator of the paths for M and
Then T n denotes the nth splitting time of M. 
Proof. Under the full condition of this proposition, since M exhibits local extinction and µ is compactly supported, the total number of branching for M is finite so that
(2.13)
Hence if we define the event A by
(2.14)
By Khintchine's law of the iterated logarithm,
The last probability above is positive by Remark 2.7. For n ≥ 1, we have by the strong Markov property of M,
by (2.15), the right hand side of (2.16) is greater than
Then by (2.13), the last expression of (2.14) is not less than 1, which completes the proof.
Examples
In this subsection, we apply the results in the previous subsection to several concrete models. Throughout this section, we assume that p 2 (x) ≡ 1 for simplicity. Then ν = µ.
Example 2.13. Assume that d = 1. Let µ be any branching rate measure such that for any β > 0, ν β (dx) := e β|x| µ(dx) is a finite measure. Then ν β ∈ K ∞ (1) and λ < 0 by Example 2.3 and Remark 2.6, respectively. Therefore, the assertions of Theorem 2.8, Corollary 2.9 and Theorem 2.10 are valid P x -a.s. by Remark 2.11. 
We also have lim
These results were proved by [7] .
(ii) Suppose that µ = c 1 δ −a + c 2 δ a for some positive constants c 1 and c 2 with c 1 ≤ c 2 .
Then the assertions of Theorem 2.8, Corollary 2.9 and Theorem 2.10 are valid P xa.s. Here λ is a unique solution to
under the restriction that λ < −(c 2 ) 2 /2 (see, e.g., [2, p.144] ).
(iii) Suppose that
for some p > 1. Then the assertions of Theorem 2.8, Corollary 2.9 and Theorem 2.10 are valid P x -a.s. By [39, (2.6) ], the principal eigenvalue λ and corresponding eigenfunction h are characterized by the equation 
(ii) Let V (x) be a nonnegative function with compact support such that V ≡ 0 and V (x) ≤ 1 {0<|x|≤R} |x| −p for some R > 0 and p ∈ R. If d = 1 and p < 1, or if d ≥ 2 and p < 2, then µ is a Kato class measure with compact support by Example 2.2. Accordingly, we can apply the results in the previous subsection to our model. If d = 1 and p < 1, or if d = 2 and p < 2, then (2.9) and (2.11) hold P x -a.s. by Remark 2.11. On the other hand, if d ≥ 3 and p < 2, then Remark 2.6 yields that for each fixed R > 0, there exists c * > 0 such that λ < 0 if and only if c > c * . Therefore, we obtain (2.9) and (2.11) for c > c * and (2.12) otherwise.
(iii) Let V (x) be a positive function such that V (x) ≤ e −|x| p for some p > 1. Then for any β > 0, ν β (dx) := e β|x| µ(dx) belongs K ∞ (1) by Example 2.2. We can thus apply Theorem 2.8, Corollary 2.9 and Theorem 2.10 to our model. If d = 1 or 2, then (2.9) and (2.11) hold P x -a.s. by Remark 2.11. On the other hand, if d ≥ 3, then Remark 2.6 implies that there exists c * > 0 such that λ < 0 if and only if c > c * . Hence (2.9) and (2.11) hold for c > c * .
3 Proofs of Theorems 2.8 and 2.10
Growth rate of Feynman-Kac semigroups
In this subsection, we reveal the growth rate of the expectation of Z δt t . We recall that 
Let us explain the meaning of Proposition 3.1. Since µ is compactly supported by assumption, we see that if δ is large enough, then the effect of the Feynman-Kac functional e A µ t disappears at the left hand side of (3.1). In fact,
The last relation above follows from (3.6) below.
On the other hand, if δ is small enough, then the effect of the Feynman-Kac functional appears through the eigenfunction h. If δ = 0, then by taking f (x) ≡ 1 in (2.3), we obtain
Proposition 3.1 says that if δ ∈ (0, −2λ(µ)], then (2.3) is valid even for f (x) = 1 |x|≥δt :
3)
The second relation above follows from (2.4).
Proof. Let µ be a Kato class measure with compact support in R d . Define A t := A µ t and λ := λ(µ). Since
As dA s ,
we have
Then by Appendix A.1 below,
and
we get
We first discuss the lower bound of (I) + (II). Fix t > 0 and R > 0. Let us define
Since the strong Markov property implies that
for any {F t }-stopping time T , we have by [34, p.186, Exercise 1.13],
Noting that by Appendix A.1 below,
we obtain
Then by the integration by parts formula, 
Combining this with (3.4), we have
Since λ < 0 by assumption, (3.2) yields that for any x ∈ R d and ε > 0, there exists T > 0 such that
for all t ≥ T . For t ≥ T , we let
By (3.11), we also get
(3.14)
By the change of variables u = t − s,
If we further let v = √ −λu − δt/ √ 2u, that is,
Hence (3.15) is equal to 2e
2(t − T ) .
Namely, we have by (3.14),
(3.16)
We will prove in Appendix A.2 below that
Since this relation implies that
we obtain by (3.10), (3.12) and (3.13),
(3.18) We next discuss the upper bound of (I) + (II). Here we suppose that the support of µ is included in a ball {x ∈ R d | |x| ≤ R} for some R > 0. Then by the same calculation as in (3.5), we see from (3.8) that
By the integration by parts formula,
by the same way as for the evaluation of (III) 1 . We also have by (3.11),
If we let
Hence if we take T > 0 so large that δT > R, then the next relation follows by the same argument as for the evaluation of (III) 2 :
Combining this with (3.7), we get 20) which completes the proof.
Remark 3.2.
As we see from the proof of Proposition 3.1, the lower bound of (I) + (II) is true for any µ ∈ K ∞ (1).
Our next result says that we can relax the compact support condition on µ in Proposition 3.1 only to find the exponential growth rate of E x e 
The condition on ν β means that the measure µ is small enough at infinity. This condition is a key to show that the first expression in (3.22) below is uniformly bounded.
Proof. If δ = 0, then our assertion follows from (3.2) . In what follows, we assume that δ > 0. Let µ be a positive Radon measure on R d satisfying the condition in this proposition. Define A t := A µ t and λ := λ(µ). Since µ ∈ K ∞ (1), we see by Remark 3.2 (ii) that for any δ > 0, lim inf
We next show that lim sup
by modifying the argument for the upper bound of (I) + (II) in the proof of Proposition 3.1. We keep the same notations as in the proof of Proposition 3.1. For any ε ∈ (0, δ), we have by (3.19),
Then by the same way as in the proof of Proposition 3.1,
For any c > 0, If we take c > 0 so large that c > −λ, then
by [41, Lemma 3.5] . Since ν 2c/ε ∈ K ∞ (1) by assumption, we get 
By letting ε → +0, we arrive at (3.21).
Remark 3.4. Let r be a unit vector in R d and ·, · the standard inner product on R d . Then Proposition 3.1 is still true by replacing |B t | with B t , r , and by taking d as 1 at the right hand side of (3.1). For d = 1, we can replace |B t | with B t . These modifications are also applicable to Proposition 3.3. We can prove these assertions in a similar way to Propositions 3.1 and 3.3.
Recall that B r R = {x ∈ R d | x, r < R} for R > 0 and Z δt,r t
by (2.6), the modifications of Propositions 3.1 and 3.3 show that the growth rate of
be the probability measure on (Ω, F t ) defined by
.
This measure gives the distribution of the Brownian motion under the probability measure weighted by the Feynman-Kac functional. Then by Proposition 3.3, we obtain the large deviation type result as follows:
Corollary 3.5. Under the same setting as in Proposition 3.3, if λ(µ) < 0, then for any δ > 0,
Preliminary lemmas
We now discuss the expected number of particles conditioned on their trajectories. For a fixed t > 0, we denote by B (t),k s the position of the ancestor of B k t at time s (s ≤ t and 1 ≤ k ≤ Z t ).
Lemma 3.6. Suppose that ν is a Kato class measure. Then for any δ > 0 and t > 0,
Proof. We prove this lemma in a similar way to (2.6) (see [39, Lemma 3.3] ). Let Z t (n) be the total number of particles at time t such that each of their trajectories over the time interval [0, t] has n branching points, and
the positions of such particles at time t. Denote by B (t),k s (n) the position of the ancestor of B k t (n) at time s. We will prove that
(3.23) Using this equality, we obtain
which is our assertion.
In what follows, we show (3.23) by induction. For n = 0, we have by (2.5),
Suppose that (3.23) is valid for some n ≥ 1. By the strong Markov property,
Then by (3.23) and
(see, e.g., [39, Lemma 3.3] ), the last expression of (3.24) is equal to
The last equality above follows by the same way as in the proof of (3.8) . By noting that A are additive functionals, the last expression above is equal to
which yields (3.23).
We next discuss the exponential growth rate of Z t .
Lemma 3.7. Suppose that ν ∈ K ∞ (1). If λ < 0 and
Proof. The second equality above follows from (2.3) and (2.6). Since the eigenfunction h is bounded (e.g., see [43] ), we have
By Chebyshev's inequality, (2.6) and (3.11), we obtain for any ε > 0,
for all sufficiently large t > 0, whence
Then by Borel-Cantelli's lemma, P x e (λ−ε)n Z n ≤ ε for all sufficiently large n = 1.
Since Z t is nondecreasing by assumption, we get
for all sufficiently large t > 0. Therefore, lim sup
By letting ε → +0, we obtain lim sup
so that the proof is complete.
Proof of Theorem 2.8
Define for δ > 0,
Lemma 3.8. Under the full condition of Theorem 2.8, for any δ > 0, lim sup
Proof. For t > 0, let i be a nonnegative integer such that i ≤ t < i + 1. Then for any δ > 0,
(3.25)
The right hand side above is the number of particles alive at time i + 1 such that their norms exceed δi at least once during the time interval [i, i + 1]. For ε > 0, we define
We will prove that there exist positive constants c 1 , c 2 such that for all sufficiently large i ≥ 1,
Since Borel-Cantelli's lemma implies that P x (A i i.o.) = 0, on an event of P x -full probability, there exists a natural number valued random variable N ≥ 1 such that for all i ≥ N,
Combining this with (3.25), we see that if i ≥ N and i ≤ t < i + 1, then
which yields that lim sup
By letting ε → +0, the proof is complete. Let us show (3.26) . We first see that by Chebyshev's inequality and the Markov property,
Then by (2.6) and Lemma 3.6, the last expression above is equal to
Under the condition that sup i≤s≤i+1 |B s | ≥ δi, |B i+1 | may be close to δi with high probability because the fluctuation of the Brownian motion is so small that (3.27) below holds for any θ > 0. Taking this into account, for α ∈ (0, δ), we let
Then by Proposition 3.3,
for all sufficiently large i ≥ 1. Therefore, if we take α > 0 so small that
for all sufficiently large i ≥ 1. By the triangle inequality and the Markov property,
Then for any x ∈ R d and θ > 0,
Since sup
(see, e.g., [1, Theorem 6.1] ) and 27) we have by (3.11),
for all sufficiently large i ≥ 1. Therefore,
Furthermore, by taking θ > 0 so large that
we obtain e (Λ δ −ε)i (II) ≤ c ′ e −C 2 i for all sufficiently large i ≥ 1, whence (3.26) holds.
Lemma 3.9. Suppose that ν ∈ K ∞ (1). If λ < 0 and P x (M ∞ > 0) > 0, then for any δ ∈ (0, −λ/2),
To show this lemma, we follow the idea of [7, Lemma 4] . Fix p ∈ [0, 1). Under the event that M ∞ > 0, Z tp is approximately e −λpt by Lemma 3.7. Moreover, each of the particles alive at time tp will be on {x ∈ R d | |x| ≥ δt} at time t with probability about exp (−δ 2 t/{2(1 − p)}) (see (3.7) above). Therefore, Z δt t has a rough lower bound
We will then choose p attaining the maximum of the right hand side as (3.35) below.
Proof. Recall first that B k t is the position of the kth particle alive at time t. When this particle splits, we choose one of its children and follow its trajectory. By repeating this procedure inductively, we can construct a trajectory starting from B 
For any α > 0, we see by the Markov property that
Here we let x = (x 1 , . . . , x m ) ∈ X for m ≥ [e (−λp−α)n ]. Since the events F k n (1 ≤ k ≤ m) are independent under P x , it follows by Chebyshev's inequality that
Note that
Let ·, · be the standard inner product on R d . Then the last term of (3.32) is not less than
Furthermore, by the change of variables and (3.7), the last expression above is equal to
Since this shows that
=: q n,p , the inequality 1 − x ≤ e −x implies that the last term in (3.31) is less than
Here we observe that
Then F (p) has the maximal value F (p 0 ) = −Λ δ for
In what follows, we assume that p = p 0 . Then by (3.34) ,
In particular, if we further assume that δ ∈ (0, −λ/2) and α < ε, then Λ δ < 0 and thus the right hand side above converges exponentially to 0 as n → ∞. Therefore, by (3.30), (3.31) and (3.33),
By Borel-Cantelli's lemma, if we set
then P x (G n eventually) = 1. Since Hence by (2.10) and Corollary 2.9, we have
which yields (2.11).
Related to Corollary 2.9, we finally reveal the decay rate of P x (L t ≥ δt) as t → ∞ for δ > −λ/2. Furthermore, under the event that M ∞ > 0, the right hand side above is approximately (3.28) by Lemma 3.7. We can thus give a rough lower bound of P x (Z δt t ≥ 1) by exp −λpt − δ 2 t 2(1 − p) P x (M ∞ > 0).
We will then take p = p 0 as in (3.35) to maximize the right hand side above.
Proof. The first equality follows from the fact that P x (L t ≥ δt) = P x (Z δt t ≥ 1). Let us discuss the second equality. Since In what follows, we use the same notations as those in the proof of Lemma 3.9. For any t > 0, p ∈ [0, 1) and α > 0, At the last equality, we used the Markov property. By (3.4) and (3.6), there exist T > 0 and c > 0 such that for any x = (x 1 , . . . , x m ) ∈ X, and t ≥ T , Hence if t ≥ T , then the last term of (3.37) is not less than
for g(t) := e (−λp−α)t . If we take δ > −λ/2 and p = p 0 as in (3.35) , then Λ δ > 0 and thus f (t)g(t) = c exp − δ 2 t 2(1 − p) − (λp + α)t t (d−2)/2 = ce −(Λ δ +α)t t (d−2)/2 → 0 (t → ∞).
By this together with elementary calculation, we obtain lim inf t→∞ 1 t log(1 − (1 − f (t)) g(t) ) ≥ −Λ δ − α.
We also see by Lemma 3.7 that P x Z tp ≥ e (−λp−α)t ≥ P x Z tp ≥ e (−λp−α)t , M ∞ > 0 → P x (M ∞ > 0) (t → ∞).
Combining these two inequalities above with (3.37) and (3.38), we get lim inf t→∞ 1 t log P x (Z δt t ≥ 1) ≥ −Λ δ − α.
Letting α → +0, we arrive at our assertion. 
A Appendix
A.1 Proof of (3.4) and (3.9)
In this subsection, we prove that for any R > 0, P x (|B t | ≥ R) ≥ P 0 (|B t | ≥ R) for any x ∈ R d and t > 0.
This inequality implies (3.4) and (3.9). Therefore,
A.2 Proof of (3.17) In this subsection, we show (3.17). Here we use the same notations as in the proof of Proposition 3.1. We first assume that δ < √ −2λ. Then for all sufficiently large t,
We let (IV) = 
