This paper focuses on robot picking of objects in warehouses and stores. Objects are often regularly stacked or aligned in specific arrangement patterns to increase storage efficiency. There are typical patterns in arrangement patterns. A specific picking strategy set is often linked to specific arrangement patterns. By linking the arrangement patterns of various object categories to picking strategy sets, the picking performance of a robot is expected to improve. In this paper, we propose a method in which groups of regularly arranged objects are detected from an image, and the arrangement pattern of each group is identified. In this paper, we describe the effectiveness of the proposed method based on experiment results for "book" as the target.
Introduction
Automated object picking by robots in warehouses and stores is expected to become a reality. Distribution warehouses of Amazon.com, Inc. are currently using the mobile shelf Kiva Pod, which stores objects inside, and delivers objects automatically for packaging. However, objects are still picked from the shelf by hand. Therefore, including Amazon Robotics Challenge [1, 2] , there have been many researches on robot picking of objects.
For a robot to pick an object, picking strategies must be created. The picking strategies of a robot depend on (1) the hardware of the robot hands, (2) the shape, (3) the use [3] , and (4) the arrangement of the object picked by the robot. With regard to (1) , there are various types of robot hands being developed (e.g., multi-fingered hands [4] and vacuum hands [1] ). Whereas, (2) and (3) depend on the type of the object. There have been many researches on the detection of general objects using deep learning. For example, R-CNN [5] , Fast R-CNN [6] , Faster R-CNN [7] , YOLO [8] , and SSD [9] have been proposed. Based on the achievements of these methods, many researches have been conducted on the robot picking of diverse types of objects. Lenz et al. [10] derived the grasping posture of robots using deep learning from RGB-D images of various objects. Mahler et al. [11, 12] built a system (DexNet) that selects the suitable picking by comparing 3D data of the target object with the shapes of the objects that were previously picked. Using deep learning, Levine et al. [13] predicted the probability of successful picking of diverse objects stacked in bulk from monocular camera images.
This paper focuses on the arrangement of the objects. Previous researches on robot picking, which depends on the arrangement of the objects, have mainly handled random bin picking problems (e.g., [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] ). The random picking indicates the problem in which randomly arranged objects, as shown in Fig. 1 , are picked automatically. With random picking, a picking strategy must be created for each object. In random bin picking, objects adjacent to the target object are considered obstacles. Thus the object for picking is handled as a simplex (objects are handled as a complex in this paper as described below). For a target object surrounded by obstacles, Domae et al. [15] derived the grasping posture of a robot that does not collide with the obstacles. When picking objects that are stacked in bulk, Harada et al. [21] predicted that, using machine learning, a gripper will be able to successfully pick the target object even when in contact with adjacent objects.
On the other hand, as shown in Fig. 2 , objects are often and regularly arranged in specific arrangement patterns, such as stacked or aligned, in order to increase storage efficiency. When objects are regularly arranged, a common picking strategy set can be applied to the objects. Thus, when picking regularly arranged objects, a set of objects can be handled as a complex.
As shown in Fig. 3 , there are the typical patterns of object arrangements. As shown in Fig. 4 , in many cases, a specific picking strategy set can be linked to a specific arrangement pattern. In other words, if the category and the arrangement pattern of objects can be detected from an image, a picking strategy set is expected to be created for a robot. To the best of the authors' knowledge, there have been no researches on robot picking that have focused on the object arrangement patterns as described above.
In this paper, we propose a method through which the areas of objects that are regularly arranged are detected from an image, and the arrangement pattern of the each area is identified. In the proposed method, we use a general object detection method based on deep learning. Based on the general object detection, the objects of diverse categories can be detected. An object area is detected as a bounding box (BB), and arrangement patterns are identified based on the BBs for each object category. In "Relationship between object arrangement patterns and picking strategies" section, we discuss the relationship between the arrangement patterns and the picking strategy in detail. In "Detecting BB of object for picking" section, we discuss a method for detecting the object area using a BB. In "Extraction of the area for a group of regularly arranged objects" section, we discuss a method for extracting a group of objects that are arranged in a regular manner. In "Identifying arrangement patterns" section, we discuss a method for identifying the arrangement patterns. In "Evaluations" section, we provide some example results. In "Discussion" section, we discuss the results of the previous section. For simplification, we present the results of only three types of arrangement patterns for books (Fig. 3 ) in this paper.
Relationship between object arrangement patterns and picking strategies
The objects are usually picked through prismatic or circular precision grasps [24] . The prismatic precision grasp is a grasp in which the opposing faces of the target object are grasped with two fingers (or virtual fingers; as there are cases where one surface may be grasped by more than one fingers, all those fingers can be considered as one virtual finger). The circular precision grasp is a grasp in which the circumference of a spherical or cylindrical object is grasped using three fingers (or virtual fingers).
As shown in Fig. 3 , typical patterns can be found in the arrangement of objects (shelved, C h ; stacked, C v ; displayed, C f ). With these arrangement patterns, because objects are in contact with or in close proximity to each other, the picking surfaces of the object (for the prismatic precision grasp) are hidden. Therefore, when humans are picking an object for a specific arrangement pattern, a specific picking strategy is often observed as shown in Fig. 4 . First, to obtain the picking surfaces, the target object is manipulated through a grasp-less manipulation (tilting for shelved and displayed objects, and sliding for stacked objects). Then the picking surfaces obtained are grasped.
In cognitive science, the concept of affordance is often considered [25] , which is an idea in which information is ubiquitous within an environment. The affordance refers to the possibility of a specific behavior based on the environment. According to this idea, instead of living organisms arbitrarily expressing a behavior, the environment affords the possibility of expressing the specific behavior on living organisms, and as living organisms receive the possibility, the behavior is expressed.
There have been many researches [26, 27] conducted on robot picking based on the affordance. Using Fig. 4 as examples, it is supposed that not only the types but also the arrangement patterns of objects afford the picking behavior. Human behaviors provide many suggestions regarding the behavior generation of a robot with a physical structure similar to that of a human. Therefore, it is supposed that detecting arrangement patterns from images is meaningful for robot picking.
Methods
Deep learning shows high performance in general object detection. In deep-learning-based general object detection, the position (area) and category of objects are detected by learning a large amount of training data for each object category. Assuming that the area and category (type of arrangement patterns) of a group of regularly arranged objects are detected on the basis of the idea of the general object detection, it is easily predicted that a huge amount of training data ({object category} × {arrangement pattern}) is required.
In the proposed method, only training data set for each object category is required by using the pipeline process, as shown in Fig. 5 . Also, in the proposed method, it is expected that the processing of the latter stages (the area extraction and the arrangement pattern identification) will be simplified, since the processing of the latter stages is executed for each object category. Each processing is described below.
Detecting BB of object for picking
In the proposed method, we first detect the object to be grasped. The area (BB) and the category of the object are detected. In this paper, we detect the object using Single Shot MultiBox Detector (SSD) [9] .
In general object detection including the SSD, nonmaximum suppression (NMS) is applied such that multiple BBs are not detected for the same object (Fig. 6 ). In the proposed method, we use Soft-NMS [28] . Each BB B i has the probability of belonging to an object category (category score) s i . In the end, only a BB with a score s i of the threshold or higher is produced. In a standard NMS (greedy-NMS), when two BBs in the same category ( B i and B j ) have a high overlapping rate, by giving the BB with the smaller score s i ( s i < s j ) a value of zero, where iou(·) is a function that expresses the intersection over union (IoU), and O th is the threshold of the overlapping rate. If area function is represented as area(·) , iou(·) is expressed using Eq. (2) (Fig. 7) . Therefore, as shown in Fig. 8a , if objects are adjacent to each other, the BB of an adjacent object may not be detected (Fig. 9) .
Thus, instead of the greedy-NMS, we used the soft-NMS. With the soft-NMS, the score s i is attenuated according to the overlapping rate, as shown in Eq. (3).
where σ s is a parameter that determines the rate of the attenuation. Using the soft-NMS, the detection of multiple BBs for the same object can be prevented, and the BB of adjacent objects can be detected (Fig. 9) . Figure 8a shows the detection results of object areas belonging to the book category. In this paper, we used
a model fine-tuned from an existing model [29] pretrained with the MS-COCO dataset [30] . The images contained in each red BB in Fig. 8a are shown in Fig. 8b as examples. The extraction precision of areas belonging to the book category is low (the number of books and the number of BBs do not match). This issue is discussed in "BB detection" section.
Extraction of the area for a group of regularly arranged objects
In the proposed method, by clustering each detected BB B i , we extract the area of a group of objects that are regularly arranged for each object category.
Definition of BB vector
Each BB B i has four characteristic values: the coordinates of the center position x i , y i , width w i , and height h i , where x i andy i express the position of the object, and w i and h i express its scale and attitude. A vector expressing each characteristic of the BB (BB vector), B i , is defined as follows:
Here, each BB can be expressed as points in a fourdimensional space with x, y, w and h as coordinate axes. By clustering B i , the area of a group of objects that are regularly arranged can be extracted. In the clustering, we extract clusters with a similar shape and position of B i . The area in which the shape and position of B i are similar is regarded as the area of a group of regularly arranged objects.
Definition of distance between BBs
For the clustering, we define the distance (dissimilarity) between B i and B j , d B i , B j , as follows:
where S is the dissimilarity in shape, and P is the dissimilarity in position. (a) S: The value of S is calculated using the IoU as described (2) ; however, to ignore the impact of the position, it is calculated as x i = x j = 0 and y i = y j = 0 . Here, iou B i , B j ( 0 ≤ iou B i , B j ≤ 1 ) expresses the similarity of the shape of BBs. Thus, we define dissimilarity S as follows:
(b) P: First, we define the similarity of position Q B i , B j as follows ( Fig. 10): where Here, Q expresses the similarity of the position when considering the shape of the BBs.
As shown in Fig. 8a , depending on the arrangement, even object of the same category will have a different sized BB. The distances between the centers of adjacent BBs change depending on the size of each BB. In other words, the larger the BBs are, the longer the distance is between their centers. Here, Q considers the size of the BBs, as shown using 1/X ij = 1 + x i − x j /X ij . The wider the BB ( X ij ) is, the smaller the value of 1/X ij is (X ij becomes larger). This is the same for Y ij . Therefore, when the center distance is the same, the larger the BBs are, the greater the similarity Q is (Fig. 11) . Dissimilarity P is defined using
The effectiveness of distance d defined in (5) is shown in Fig. 12 . Figure 12a shows the results of presenting the BB, shown in Fig. 8a , using the distance defined in (5) (however, it was mapped two-dimensionally using multidimensional scaling [31] ). Figure 12b shows the results of using the Euclidean distance d ′ B i , B j = B i − B j as a comparison. Figure 12a and b show that, with the proposed method, BBs with a higher similarity of shape and position are distributed more closely together.
Extracting areas through clustering
In this paper, we use the density-based spatial clustering of applications with noise (DBSCAN) [32] for clustering. Fig. 8 Detection results of book category using the SSD Fig. 9 Difference between the Soft-NMS and the greedy-NMS As discussed below, the DBSCAN is well suited to data clustering, as shown in Fig. 12a .
The DBSCAN uses two parameters: distance threshold ε and data number threshold MinPts . When there are MinPts or more data within the radius ε , they are extracted as a single cluster. Therefore, a group of dense data is classified into the same cluster. This enables extracting clusters of any shape that are not hyperspherical. Unlike a well-known clustering method such as K-means, the number of clusters is automatically estimated. Because data that are not included in any cluster are considered noise, DBSCAN is considered robust against various noises (outlier). For example, by setting MinPts = 2 , an isolated BB can be considered noise (not as a group of objects that are regularly arranged).
The clustering is applied for each object category. Figure 13 shows the results of clustering BBs of the category book, shown in Fig. 8a . Each cluster obtained through clustering is represented as R k . A bounding box of all BBs included in the same cluster indicates the area of a group of regularly arranged objects.
Identifying arrangement patterns
In the proposed method, the arrangement pattern is identified for each cluster R k , as described in "Extraction of the area for a group of regularly arranged objects" section.
Identifying object arrangement patterns using BBs
The identification of arrangement patterns is based on the set of BBs, B where
Here, x k and ȳ k are the mean of x k i and y k i , respectively. In other words, x k i andŷ k i are the relative positions from the center of each area R k . In addition, F k is a N k × 4 matrix. In this paper, to identify the arrangement patterns using machine learning, we prepare training dataset E = {F k } for shelved, stacked and displayed books. The data size is 100 for each. All training data F k include some BBs B k i . The training data (BBs) were created by using computer graphics.
(9) 
Conversion into BoW vector
When using F k as input to the classifier, the following problems arise. As shown in Fig. 8a , the number of BBs N k varies depending on the area R k . Therefore, F k is a variable length matrix. Furthermore, F k changes even with the order of B k i . In the proposed method, the feature matrix F k is converted into a Bag of Words (BoW) vector [33] , and input into the classifier. BoW vectors are often used in natural language processing.
A BoW vector F bow k is calculated as the sum of 1-of-K vectors as follows:
where e B 
Conversion into the 1-of-K vector using SOM
To convert the continuous vector B k i into the 1-of-K vector, B k i needs to be quantized (discretized). The proposed method used self-organizing maps (SOM) [34] for quantization.
The SOM is a type of neural network (Fig. 14) , and consists of two layers: input and output layers. The neuron (unit) of the output layer U p has a reference vector W p = W x , W y , W w , W h with the same dimension as the input vector B k i . We calculate the Euclidean distance between the input and each reference vector, �B k i − W p � , and select the output unit with the reference vector that is the closest to the input vector as the winner unit U c . Equation (12) indicates a mapping in which the input vector B k i and the winner unit U c correspond with each other. By assigning 1 to the winner unit U c and 0 to the other units U p ( p � = c ), the input vector can be converted into the 1-of-K vector.
In this paper, we use a two-dimensional SOM in which the output unit is aligned in the two-dimensional lattice with L × M (the reference vector of each output unit is W l,m ). Therefore, the BoW vector becomes a L × M vector (Fig. 14) . 
Identification of arrangement patterns with SVM
In this paper, we use the support vector machine (SVM) [35] to identify the arrangement patterns. The conversion results of the training data into the BoW vector F bow k is shown in Fig. 16 . The figure shows the distribution of F bow k , which is expressed two-dimensionally through a dimension reduction using the t-SNE [36] . Figure 17a -c show representatives of BoW vectors for each category. Each BoW vector corresponds to data represented as " × " in Fig. 16 .
Considering the detection error of BBs, in the conversion into the BoW vector, we provided the output units with the following values h ( 0 < h ≤ 1 ) in response to the distance from the winner unit.
Here, σ is a parameter that determines the size of the nearby areas. Each BoW vector is converted such that the mean is zero, and normalized using the maximum value.
The characteristics in the BoW vector F bow k for each arrangement pattern are as follows:
• The case of F bow k ∈ C h , large values are mainly found in the upper part.
• The case of F bow k ∈ C v , large values are mainly found in the lower part.
• The case of F bow k ∈ C f , large values are mainly found in the middle part. Figure 18 shows BoW vectors for R 1 , R 2 , R 3 and R 4 in Fig. 13 . The SVM was able to correctly identify the arrangement pattern of each area. The BoW vector of each arrangement pattern has notable characteristics, as mentioned above. Therefore, we suppose that identifying arrangement patterns based on the BB can provide (15) 
Evaluations

Evaluation of the extraction Proposed method
Evaluation of the extraction of the area for a group of regularly arranged objects was performed (refer to "Extraction of the area for a group of regularly arranged objects" section). Figures 19 and 20 show the results of IoU evaluation between ground-truth BBs and predicted BBs. If the set of the ground-truth BBs is denoted by T, and the set of the predicted BBs is denoted by P, the IoU is calculated by the following equation.
The average of IoU values was 0.68 (the maximum was 0.95, and the minimum was 0.39). The images used for the evaluation were sampled from the MS-COCO dataset (the ground-truth BBs were given by us). A discussion on the results is given in "BB detection" section.
Area extraction by a baseline method
The area extraction was performed by a baseline method, which is based on the HOG (histograms of oriented gradients) [37] and the SVM (Linear SVM). The HOG is established as one of the most popular hand-crafted features, which provides excellent performance for object recognition [38] .
For the training of the SVM, 150 positive images (refer to "Evaluation of the identification" section) and 500 negative images were used (the negative images were sampled from the MS-COCO dataset). In the training of the SVM, HOG features were extracted from the training images (converted into grayscale images), and the SVM was trained using the HOG features. The sliding window and image pyramid techniques combined with the trained SVM are used for the area extraction [39] . The detection results were post-processed by the greedy-NMS.
The area extraction results are shown in Figs. 21 and 22. The average of IoU values was 0.17 (the maximum was 0.70, and the minimum was 0.00). The proposed method shows higher performance than the baseline method (however, because the experiment conditions are different (e.g., the number of training data), they can not be fairly compared).
Evaluation of the identification Proposed method
Evaluation of the identification of object arrangement patterns was performed (refer to "Identifying arrangement patterns" section). For the evaluation, 150 images (shelved patterns: 50 images, stacked patterns: 50 images, displayed patterns: 50 images), that differed in terms of not only arrangement patterns but also the type, number, arrangement order of books, angle of a camera, etc., were used (a part of the images is shown in Fig. 23) .
The evaluation was performed using cross-validation. The images were split to training images and testing images. The stratified K-fold method was adopted. The stratified K-fold method splits the data into training and testing sets by preserving the percentage of the samples for each category [40] .
(a) Training Ground-truth BBs were given to each object in the training images (Fig. 23) . The learning of the SOM was performed using the ground-truth BBs. BoW vectors were generated from the training images (the ground-truth BBs) using the trained SOM. The learning of the SVM (Linear SVM) was performed using the BoW vectors. (b) Testing Predicted BBs were detected from the testing images using the SSD. BoW vectors were generated from the predicted BBs using the trained SOM. The arrangement patterns of the testing images were identified by inputting the BoW vectors into the trained SVM. Table 1 shows identification accuracy.
In the proposed method, the predicted BBs belonging to the target area (which is the area of a group of regularly arranged objects) were obtained by clustering BBs detected by the SSD (refer to "Extraction of the area for a group of regularly arranged objects" section). However, in this evaluation, the predicted BBs belonging to the target area were obtained by detecting using the SSD from an image cropped to the target area beforehand. There is no essential difference between both.
Comparison with a baseline method
A comparison was performed between the proposed method and a baseline method. As the baseline method, a method based on the HOG and the SVM (Linear SVM) was used.
In the training of the SVM, HOG features were extracted from the training images (converted into grayscale images), and the SVM was trained using the HOG features. In the testing of the SVM, the identification of arrangement patterns was performed by inputting HOG Fig. 21 Extraction examples by the baseline method (1). For each pair, the left side is the extraction result before NMS and the right side is the extraction result after NMS (red BB: predicted, green BB: ground-truth) features extracted from the testing images (converted into grayscale images) into the trained SVM. Table 1 shows identification accuracy. The proposed method shows higher accuracy than the baseline method.
Discussion
BB detection
The proposed method is based on the BB. Therefore, the proposed method depends on the detection performance of the BB. In this paper, the SSD was used for the detection of the BB. The SSD has low performance on small objects and dense scenes [41] (these weak points are expected to be overcome by the development of novel general object detection algorithms).
In "Evaluation of the extraction" section, the IoU evaluation with respect to the area extraction for a group of regularly arranged objects was performed. The reason why the IoU was small (the average of IoU values was 0.68) is mainly due to the failure of the BB detection (refer to Figs. 19, 20) . If the performance of the BB detection improves, the improvement of IoU can be expected.
As shown in Fig. 8b , the accuracy of BB regression on dense scenes is low. However, it is considered that this has a small influence on the proposed method. In the area extraction, the area is extracted as the minimum rectangle surrounding all BBs belonging to the area (refer to "Extraction of the area for a group of regularly arranged objects" section). Moreover, in the identification of the arrangement patterns, the BoW vector independent of the number of BBs is used (refer to "Identifying arrangement patterns" section). Therefore, it is considered that the low accuracy of BB regression has a small influence on the proposed method. Also, in this paper, the Soft-NMS is used instead of the greedy-NMS. Using the soft-NMS could increase false positive. However, as with the low accuracy of BB regression, it is considered that this has a small influence on the proposed method.
Approximation of objects using BB
This research aims at robot picking in warehouses and stores. Most of objects in warehouses and stores can be approximated by rectangular parallelepipeds because most of the objects are packaged (Fig. 24) .
The visual appearance of the objects in the image depends on the camera angle. If the camera is mounted on a robot, it is possible to control the angle of the camera. In warehouses and stores, objects are generally placed on shelves, and the shelves are generally aligned along the passage. It is possible to create a situation where the robot moves through the passage while orienting the angle of the camera to be orthogonal to the shelves (e.g., shelf-scanning robot [42] ). In this case, most of the visual appearances of the objects can be approximated by BBs. It is considered that the proposed method can be applied to many scenarios in warehouses and stores.
Inclination of objects
The shape and size of BBs change depending on the inclination angles of objects (Fig. 25a) . The distribution of the BBs ( B i ) in Fig. 25a is shown in Fig. 25b (it was mapped two-dimensionally using multidimensional scaling). Thus, if the object is greatly inclined, the area of a group of regularly arranged objects may not be extracted correctly. An example of the countermeasure is shown in the following.
In this countermeasure, inclined objects are detected, and then the BBs of the inclined objects are corrected. Depth images (Fig. 25d) are used for the detection of the inclined objects. The histogram and variance of depth values in each BB are shown in Fig. 26 . If the variance is higher than a given threshold, the BB is corrected as that of the inclined object, as follows.
The depth image is binarized to detect the inclined object. Then, a rotated BB with minimum area for the object is obtained. The obtained BB is shown in Fig. 25e (the threshold for the binarization was obtained by Otsu's discriminant analysis method [43] ). The BB vector B i is corrected using the width w The distribution of the corrected BB vectors is shown in Fig. 25c . As shown in Fig. 25f , the area could be correctly detected by the correction of BBs. In the identification, the problem could be solved by including inclined objects in training images (refer to "Evaluation of the identification" section).
Conclusion
In this paper, we proposed a method in which the area of a group of regularly arranged objects is extracted from an image and the arrangement pattern of the extracted area is identified. Objects are often stacked and aligned in specific arrangement patterns to improve storage efficiency. There are typical patterns in the arrangement patterns. A (17) x i , y i , w i , h i → x i , y i , w 
