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Abstract. The high-performance application of high-power permanent magnet synchronous 
motor (PMSM) is increasing. This paper focuses on the parameter estimation of PMSM. A novel 
estimation algorithm for PMSM’s dual-rate sampled-data system has been developed. A 
polynomial transformation technique is employed to derive a mathematical model for PMSM’s 
dual-rate sampled-data system. The proposed modified stochastic gradient algorithm gets more 
excellent convergence performance for smaller index ߝ . Simulation and experimental results 
demonstrate the effectiveness and performance improvement of the proposed algorithm. 
Keywords: permanent magnet synchronous motor (PMSM), dual-rate sampled-data system, 
polynomial transformation technique, modified stochastic gradient algorithm. 
1. Introduction 
Permanent magnet synchronous motor (PMSM) are now widely employed in industrial servo 
drives, electric/hybrid electric vehicles, wind power generators, etc., due to their high 
power/torque density, high efficiency, and excellent control performance. And then, high 
performance control of PMSM drives requires accurate knowledge of the machine parameters. 
Often, the online estimation of parameters is required, and the control algorithm can use updated 
parameter information and modify the controller behavior accordingly. It is important to obtain 
accurate machine parameters for fault detection rotor/stator temperature monitoring, as well as for 
achieving high control performance. Many methods have been proposed to obtain the parameters 
with different online estimation strategies from the measured terminal signals, such as recursive 
least squares (RLS) [1-3], extended Kalman filter (EKF) [4, 5], neural network (NN) [6-8] and the 
model reference adaptive system (MARS) [9, 10]. 
To the aforementioned methods, the input and output channel of discrete-time systems have 
the same updating and sampling period in general. A high updating and sampling frequency 
therefore enables the acquisition of better accuracy to estimation strategies. On the other hand, 
sampling period has limitations relating to hardware performances. Furthermore, sometimes, it is 
unrealistic to sample all variables in a complex system with a single frequency. Multirate systems 
arise when several sampling and updating rates co-exist in a system, due to some practical 
limitations [11, 12]. The identification of multirate systems has received much attention in past 
decade, because many practical applications in industry can be found [13]. It is the first step of 
parameter estimation to develop an appropriate model structure that is consistent with all different 
input/output sampling rates. Generally, there are two main methods to transform the multirate 
model: lifting technique [16] and polynomial transformation technique [11, 17-19]. With the two 
model transformation techniques, existing methods for multirate system parameters estimation 
include sub-space algorithms [17, 19], stochastic gradient (SG) algorithms [19, 20], and least 
squares (LS) methods [11]. Ding and Chen [21] presented a stochastic gradient algorithms based 
on the auxiliary models for dual-rate systems to estimate simultaneously the system parameters 
and the unknown inter sampling output. Ding et al. [20] presented a modified SG (MSG) algorithm 
with better convergence performance than SG for parameter estimation using the dual-rate 
input-output data. Li et al. [17] used the least squares algorithms to estimate parameters of the 
lifted state-space models. J. Ding and F. Ding proposed an LS algorithm to effectively identify 
systems parameters with noises [11]. 
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In this paper, dual-rate system is defined as a special class of multirate system where the input 
is update data fast rate and the output is sample data slow rate; the two rates are related by an 
integer multiple. To PMSM electrical subsystem, “input” is defined as ݑௗ∗ , ݑ௤∗ , ݀ݍ-axis reference 
voltages (in volts), measured for PI regulators, that is embedded in high performance 
microprocessor, such as FPGA or DSP. “Output” is then defined as ݅ௗ, ݅௤, actual ݀ݍ-axis currents 
(in amperes), acquired with Hall current sensors and the microprocessor can get the output 
information by the A/D converter. Due to limitations of hardware, the sampling speed of the output 
(݅ௗ, ݅௤) is restricted to be slower than that of input (ݑௗ∗ , ݑ௤∗ ). And then, the sampling period for 
PMSM is selected so as to be equal to the longest of those two. On the other hand, sampling 
periods are set individually in multirate sampling control [22]. As a result, better performance can 
be acquired despite hardware limitations. Many studies have been performed on the system in 
which output information cannot be acquired fast enough, such as computer hard disk drives or 
visual servo systems [23-25]. 
The subject of this paper is the design of high performance estimation algorithm for PMSM’s 
dual-rate sampled-data system. We consider the design process to involve 1) setting up dual-rate 
model of PMSM, 2) developing a modified stochastic gradient algorithm, 3) analyzing the 
convergence of the proposed algorithm. 
The rest of this paper is organized as follows. Section 2 discusses the PMSM model under 
dual-rate sampling. Based on this model, Section 3 proposes a novel parameter estimation 
algorithm for dual-rate systems. Section 4 and 5 provide the simulation and experimental 
validation, respectively. Section 6 summarizes the more important results of this paper. 
2. Dual-rate model of PMSM  
PMSM speed control is usually achieved using Park’s transformation. This method reduces 
the three-phase “ݑݒݓ” machine equations to a 2-D model. Fig. 1 shows the relationships among 
the two reference frames used in the speed control of the PMSM, i.e., the ݔ-ݕ stator reference 
frame, and the ݀-ݍ reference frame corresponding to the real rotor (flux). Due to its simplicity, the 
linear model of the PMSM on the stator reference frame Eq. (1) is used in [26]: 
݀
݀ݐ ቈ
ଓሶԦ
ሬ߰Ԧ௠
቉ = ቎−
ܴ
ܮ௦
۷ −۸ ߱ܮ௦
૙ ۸߱
቏ ቈ ଓሶԦሬ߰Ԧ௠
቉ + ൥
۷
ܮ௦
૙
൩ ݑሬԦ, (1)
where: 
۷ = ቂ1 00 1ቃ ,   ۸ = ቂ
0 −1
1 0 ቃ , ૙ = ቂ
0 0
0 0ቃ,
and ݑሬԦ , ଓሶԦ, ሬ߰Ԧ௠  are the stator voltage, stator current and permanent magnet flux space vectors, 
respectively. ܴ and ܮ௦ denotes the stator resistance and inductance. ߱ and ߠ are the rotor speed 
and position in electrical degrees. 
By transforming Eq. (1) into the ݀-ݍ coordinates, the linear model on the rotor reference frame 
is obtained as follows: 
݀
݀ݐ ൤
݅ௗ
݅௤൨ = ൤
−ܴ ܮ௦⁄ ߱
−߱ −ܴ ܮ௦⁄
൨ ൤݅ௗ݅௤൨ − ൥
0
߱߰௠
ܮ௦
൩ + 1ܮ௦
ቂ
ݑௗ
ݑ௤ቃ. (2)
Subscripts ݀ and ݍ denote the components on the ݀-ݍ axes of the rotor reference frame. The 
model Eq. (2) can be rewritten in discrete time. The PMSM electrical state-space model is: 
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ݔ௘(݇) = ۯݔ௘(݇ − 1) + ۰ݑ௘(݇ − 1) + ۳, (3)
where: 
ۯ =
ۏ
ێ
ێ
ۍ 1 − ܴܮ௦ ௦ܶ
߱(݇ − 1) ௦ܶ
−߱(݇ − 1) ௦ܶ 1 −
ܴ
ܮ௦ ௦ܶ ے
ۑ
ۑ
ې
, ۰ =
ۏ
ێ
ێ
ۍ ௦ܶܮ௦
0
0 ௦ܶܮ௦ے
ۑ
ۑ
ې
,   ۳ = ൥
0
− ߰௠ܮ௦ ௦ܶ
߱(݇ − 1)൩,
and ݔ௘ = [݅ௗ, ݅௤]୘ , ݑ௘ = [ݑௗ, ݑ௤]୘ , the superscript T  denotes the matrix transpose. ௦ܶ  is the 
sampling period. 
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Fig. 1. Two reference frames used in speed control of PMSM 
2.1. Polynomial transformation technique 
In this paper, we focus on identification problems of PMSM’s dual-rate sampled-data systems. 
Fig. 2 shows the dual-rate sampling case, where ܪ்  is the zero-order hold with period ܶ, 
converting the discrete-time signal ݑ(݇) into a continuous-time signal ݑ(ݐ), ܵ௤் is a sampler with 
period ݍܶ which samples continuous-time signal ݕ(ݐ) to yield a discrete-time signal ݕ(݇ݍ), ௖ܲ is 
a continuous-time process (ݍ ≥ 2 is an integer). 
qTSCPTH
u(k) tu ty y(qk)
 
Fig. 2. The dual-rate sampled-data system 
Assuming the continuous-time process ௖ܲ is the linear time invariant system, the discrete-time 
model of ௖ܲ can be described as: 
ݕ(݇) + ܽଵݕ(݇ − 1) + ܽଶݕ(݇ − 2) +⋅⋅⋅ +ܽ௡ݕ(݇ − ݊)
= ܾ଴ݑ(݇) + ܾଵݑ(݇ − 1) + ܾଶݑ(݇ − 2) +⋅⋅⋅ +ܾ ݑ௡ (݇ − ݊),
(4)
where ݑ(݇) and ݕ(݇) are the system input and output, ܽ௜ and ܾ௜ are the unknown parameters, and 
݊ is the known system order. 
Let ݖିଵ be the unit forward shift operator, and ܣ(ݖ) and ܤ(ݖ) be polynomials in ݖିଵ: 
ܣ(ݖ): = 1 + ܽଵݖିଵ + ܽଶݖିଶ +⋅⋅⋅ +ܽ௡ݖି௡,
ܤ(ݖ): = ܾ଴ + ܾଵݖିଵ + ܾଶݖିଶ +⋅⋅⋅ +ܾ௡ݖି௡.
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Then Eq. (4) can be written into a compact form: 
ܣ(ݖ)ݕ(݇) = ܤ(ݖ)ݑ(݇). (5)
This model assumes that all input and output data {ݑ(݇), ݕ(݇)} are available. However, in the 
dual-rate sampled-data system, we can get all input data {ݑ(݇): ݇ = 0, 1, 2...} and scarce output 
data {ݕ(݇ݍ): ݇ = 0, 1, 2...};  the intersample output or missing outputs ݕ(݇ݍ + ݆),  
݆ = 1, 2, ..., (ݍ − 1) are unavailable. We can use polynomial transformation technique [20] to 
derive the dual-rate model from Eq. (5). 
Let the roots of ܣ(ݖ) be ݖ௜ (݅ = 1, 2,..., ݊), then: 
ܣ(ݖ) = ෑ(1 − ݖ௜ݖିଵ)
௡
௜ୀଵ
.
Defining a polynomial with respect to ݖ௜: 
߶௤(ݖ): = ෑ
1 − ݖ௜
௤ݖି௤
1 − ݖ௜ݖିଵ
௡
௜ୀଵ
= ෑ(1 + ݖ௜ݖିଵ +
௡
௜ୀଵ
ݖ௜ଶݖିଶ +⋅⋅⋅ +ݖ௜
௤ିଵݖି௤ିଵ).
Here, we have used the formula: 
1 − ݔ௤ = (1 − ݔ)(1 + ݔ + ݔଶ +⋅⋅⋅ +ݔ௤ିଵ).
Multiplying both sides of Eq. (5) by ߶௤(ݖ) yield: 
߶௤(ݖ)ܣ(ݖ)ݕ(݇) = ߶௤(ݖ)ܤ(ݖ)ݑ(݇),
or 
ߙ(ݖ)ݕ(݇) = ߚ(ݖ)ݑ(݇), (6)
with: 
ߙ(ݖ) = ߶௤(ݖ)ܣ(ݖ) =: 1 + ߙଵݖି௤ + ߙଶݖିଶ௤ +⋅⋅⋅ +ߙ௡ݖି௤௡, (7a)
ߚ(ݖ) = ߶௤(ݖ)ܤ(ݖ) =: ߚ଴ + ߚଵݖିଵ + ߚଶݖିଶ +⋅⋅⋅ +ߚ௤௡ݖି௤௡. (7b)
From Eq. (7), one can see that the model in Eq. (6) makes full use of all input-output data 
{ݑ(݇), ݕ(݇ݍ): ݇ = 0, 1, 2...}. 
2.2. The model of PMSM with dual-rate sampling data 
Here we take ݌ = 1 , ݍ = 2 , and assume ܶ , 2ܶ  are input and output sampling period 
respectively. Exchange polynomial matrix can be expressed as: 
ߛ(ݖ) = ܫ +
ۏ
ێ
ێ
ۍ 1 − ܴܮ௦
ܶ ߱(݇ − 1)ܶ
−߱(݇ − 1)ܶ 1 − ܴܮ௦
ܶ ے
ۑ
ۑ
ې
ݖିଵ. (8)
PMSM discrete-time model Eq. (3) is multiplied by the polynomial matrix Eq. (8), the 
corresponding dual-rate mode of PMSM can then be expressed as: 
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ݔ௘(݇) −
ۏ
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ێ
ێ
ۍ൬1 − ܴܮ௦
ܶ൰
ଶ
− ߱ଶ(݇ − 1)ܶଶ 2 ൬1 − ܴܮ௦
ܶ൰ ߱(݇ − 1)ܶ
−2 ൬1 − ܴܮ௦
ܶ൰ ߱(݇ − 1)ܶ ൬1 − ܴܮ௦
ܶ൰
ଶ
− ߱ଶ(݇ − 1)ܶଶے
ۑ
ۑ
ۑ
ې
ݔ௘(݇ − 2) 
      =
ۏ
ێ
ێ
ۍ ܶܮ௦
0
0 ܶܮ௦ے
ۑ
ۑ
ې
ݑ௘(݇ − 1) +
ۏ
ێ
ێ
ێ
ۍ ൬1 − ܴܮ௦
ܶ൰ ܶܮ௦
ܶଶ߱(݇ − 1)
ܮ௦
− ܶ
ଶ߱(݇ − 1)
ܮ௦
൬1 − ܴܮ௦
ܶ൰ ܶܮ௦ے
ۑ
ۑ
ۑ
ې
ݑ௘(݇ − 2) 
      + ൥
0
− ߰௠ܮ௦
ܶ߱(݇ − 1)൩ +
ۏ
ێ
ێ
ۍ − ߰௠ܮ௦
ܶଶ߱(݇ − 1)
− ߰௠ܮ௦
ܶ ൬1 − ܴܮ௦
ܶ൰ے
ۑ
ۑ
ې
߱(݇ − 2).
(9)
For the simplification of the problem, we only take into account the ݀-axis current that can 
then be expressed as: 
݅ௗ(݇) = ߙଵ݅ௗ(݇ − 2) + ߙଶ߱(݇ − 1)݅௤(݇ − 2) + ߚ଴ݑௗ(݇ − 1) + ߚଵݑௗ(݇ − 2) 
     +ߚଶ߱(݇ − 1)ݑ௤(݇ − 2) − ߚଷ߱(݇ − 1)߱(݇ − 2) − ߱ଶ(݇ − 1)ܶଶ݅ௗ(݇ − 2),
(10)
where: 
ߙଵ = ൬1 −
ܴ
ܮ௦
ܶ൰
ଶ
,   ߙଶ = 2 ൬1 −
ܴ
ܮ௦
ܶ൰ ܶ, 
 ߚ଴ =
ܶ
ܮ௦
,    ߚଵ = ൬1 −
ܴ
ܮ௦
ܶ൰ ܶܮ௦
, ߚଶ =
ܶଶ
ܮ௦
, ߚଷ =
߰௠ܶଶ
ܮ௦
.
3. Proposed algorithm 
We define parameter vector ૔ and input-output data vector ૖(݇) as: 
૔ ≔ [ߙଵ, ߙଶ, ߚ଴, ߚଵ, ߚଶ, ߚଷ]T, 
૖(݇) ≔ [݅ௗ(݇ − 2), ߱(݇ − 1)݅௤(݇ − 2), ݑௗ(݇ − 1), ݑௗ(݇ − 2), 
       ߱(݇ − 1)ݑ௤(݇ − 2), −߱(݇ − 1)߱(݇ − 2)]୘, 
and then, with ݍݐ substituding ݇, the model Eq. (10) can be transformed into regression form as: 
݅ௗ(ݍݐ) = ૖T(ݍݐ)૔ − ߱௥ଶ(ݍݐ − 1)ܶଶ݅ௗ(ݍݐ − 2), (11)
where the superscript T denotes the matrix transpose. In one output sampling period, we think the 
motor speed is constant, and then ૖(ݍݐ) contains only the available measurement outputs and 
inputs. 
Let ૔෡(ݍݐ) be the estimate of ૔ at time ݍݐ. It is well known that the SG algorithm can estimate 
the parameter vector ૔  in Eq. (11) (the DR-SG algorithm for short) [20, 27]. However SG 
algorithm has a slower convergence rate compared with the recursive least squares (RLS) 
algorithm, but the SG algorithm require slower computation load, because RLS need compute the 
covariance matrix [11]. In order to improve the convergence rate and tracking performance of the 
DR-SG algorithm, we introduce a convergence index ߝ and present a modified stochastic gradient 
algorithm (the DR-MSG algorithm for short) for PMSM as follows: 
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૔෡(ݍݐ) = ૔෡(ݍݐ − ݍ) 
      + ૖
(ݍݐ)൛ݕ(ݍݐ) − ൣ૖T(ݍݐ)૔෡(ݍݐ − ݍ) − ߱௥ଶ(ݍݐ − 1)ܶଶ݅ௗ(ݍݐ − ݍ)൧ൟ
ݎఌ(ݍݐ) , 0 < ߝ < 1, 
(12)
૔෡(ݍݐ + ݅) = ૔෡(ݍݐ), ݅ = 0,1, … , ݍ − 1, (13)
ݎ(ݍݐ) = ݎ(ݍݐ − ݍ) + ‖૖(ݍݐ)‖ଶ, ݎ(0) = 1, (14)
૖(ݍݐ) = [݅ௗ(ݍݐ − ݍ), ߱(ݍݐ − 1)݅௤(ݍݐ − ݍ), ݑௗ(ݍݐ − 1), ݑௗ(ݍݐ − ݍ), 
      ߱(ݍݐ − 1)ݑ௤(ݍݐ − ݍ), −߱(ݍݐ − 1)߱(ݍݐ − ݍ)]୘, (15)
where 1/ݎఌ(ݍݐ) is the step-size and the norm of matrix ܆ is defined by ‖܆‖ଶ = tr[܆܆்]. The 
initial value is chosen to be a small vector, e.g., ૔෡(0) = 10ି଺૚௡ with ૚௡ being an ݊-dimensional 
column vector whose elements are all 1. 
4. Simulation results 
In this section, we present simulation results to demonstrate the effectiveness of the proposed 
algorithm for PMSM system. The simulation environment is the Matlab/Simulink. The Simulink 
model of the PMSM parameters identification system with vector control, which includes 
parameters identification module, two current PI regulators and one speed PI regulator, has been 
constructed. The block diagram of the overall PMSM parameters estimation system is given in 
Fig. 3. The parameters of PMSM are given in Table 1. The motor speed response is given in Fig. 4. 
The simulation experiment includes two parts, i.e. the MSG identification for single-rate and 
dual-rate PMSM system. 
vu i,i
vu,uu
yx i,i
*
xu
*
yu
*
qu
*
du
0i*d 
*
qi
di
qi
*ω
ω
θ
θ
ω
yx u,u
qd u,u
ˆ
ω
 
Fig. 3. The overall diagram of the PMSM parameters estimation system 
Table 1. Machine parameters 
Parameters Value 
Stator resistance (Ohm) 2.875 
݀, ݍ-axis inductance (mH) 8.5 
Rotor inertia (kg/m2) 0.0008 
Permanent magnet flux (Wb) 0.175 
Number of pole pairs 1 
 
 
Fig. 4. Speed response under ߱∗ = 100 (rad/s) 
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4.1. Parameters identification for single-rate system 
In the subsection, simulation results have been obtained to verify the effectiveness of MSG 
algorithm for PMSM single-rate sampled-data system. PMSM system inputs (ݑௗ,௤) and outputs 
(݅ௗ,௤) will be updated/sampled with period ܶ = 1×10-6 s in Fig. 3. 
From the PMSM discrete-time model Eq. (3), we assume parameter ૔ௗ and input ૖ௗ vectors 
as: 
૔ௗ: = ൤1 −
ܴ௦
ܮ௦
ܶ, ܶܮ௦
൨
୘
,   ૖ௗ: = [݅ௗ(݇ − 1), ݑௗ(݇ − 1)]୘.
To quantify the identification accuracy, we define the estimation error as  
ߜ: = ‖૔෡ௗ − ૔ௗ‖ ‖૔ௗ‖⁄ , measured in the Euclidean norm. The estimation results of applying the 
proposed MSG method with ߝ = 1, ߝ = 0.9, ߝ = 0.79 and ߝ = 0.78 in Fig. 4. 
From Fig. 5(a), it is clearly observed that for smaller ߝ, the error ߜ is becoming smaller (in 
general) as time increases. Otherwise, when the ߝ value is smaller than 0.79, the convergence of 
MSG is becoming worse from Fig. 5(b). Furthermore, there is an optimal ߝ  value to MSG 
algorithm for PMSM system. 
 
a) 
 
b) 
Fig. 5. MSG parameter estimation error ߜ: a) ߝ = 1, 0.9, 0.79, b) ߝ = 0.78 
 
a) 
 
b) 
Fig. 6. MSG parameter estimation error ߜ when ߱ > 0: a) ߝ = 1, 0.9, 0.74, b) ߝ = 0.73 
According simulation results in Fig. 4-5, MSG algorithm for PMSM converges slow and the 
parameters estimation ૔෡ௗ is inaccurate in finite time. In PMSM start-up period, especially when 
motor speed ߱ < 0, it would result in poor parameter estimates that PMSM is reversible under the 
load. In order to eliminate the influence of the load, MSG algorithm is not used to estimate 
parameters until motor speed ߱ > 0 in the motor start-up period. The estimation errors ߜ with  
ߝ = 1, ߝ = 0.9, ߝ = 0.74 and ߝ = 0.73 are illustrated in Fig. 6. Comparing to Fig. 5, it can be 
observed that the proposed algorithm estimates the parameters with better accuracy, and also with 
an optimal ߝ value. 
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4.2. Parameters identification for dual-rate system 
In the test, the PMSM system inputs (ݑௗ,௤) will be updated with period ܶ = 1×10-6 s and the 
outputs (݅ௗ,௤) sampled with period ݍܶ = 2×10-6 s. 
Here, we can calculate the parameter vector ૔ of PMSM dual-rate model Eq. (11) as: 
૔ ≔ [ߙଵ, ߙଶ, ߚ଴, ߚଵ, ߚଶ, ߚଷ]୘ 
      = [0.999,1.999 × 10ି଺, 1.177 × 10ିସ, 1.176 × 10ିସ, 1.177 × 10ିଵ଴, 2.059 × 10ିଵଵ]୘. 
From the true value of the parameter of PMSM dual-rate model, it is well-known that the span 
of the components of the parameter vector ૔  is much large, and that will bring premature 
convergence on DR-MSG algorithm. To avoid the premature convergence, we can get the key 
components from the parameter vector ૔. The new parameter vector ૔௦ and the corresponding 
input-output vector ૖௦(ݍݐ) can be expressed respectively as: 
૔௦: = [ߙଵ, ߚ଴, ߚଵ],   ૖௦(ݍݐ): = [݅ௗ(ݍݐ − 2), ݑௗ(ݍݐ − 1), ݑௗ(ݍݐ − 2)]T.
 
  
a) 
 
b) 
Fig. 7. DR-MSG parameter estimation error ߜ: a) ߝ = 1, 0.8, 0.75, b) ߝ = 0.74 
 
a) 
  
b) 
Fig. 8. DR-MSG parameter estimation error ߜ when ߱ > 0: a) ߝ = 1, 0.8, 0.73, b) ߝ = 0.72 
 
Fig. 9. Comparison between the proposed DR-MSG and MSG 
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The PMSM parameter estimation errors of DR-MSG algorithm are shown in Fig. 7 (whole 
procedure) and Fig. 8 (߱ > 0). The aforementioned results in the single-rate simulation are also 
obtained. Comparison with MSG in PMSM’s single-rate data-sampled system is shown in Fig. 9. 
The two estimations are with optimal ߝ values respectively. From the comparison, it is observed 
that DR-MSG is with the higher convergence performance, and what’s more, DR-MSG algorithm 
estimates the motor parameters on the missing outputs. 
5. Experimental results 
The experimental results have been obtained with a 0.375-kW PMSM with a control board 
base on TMS320F2812 DSP. The configuration of PMSM drive plant is shown in Fig. 10. The 
experimental equipment includes magnetic powder brake for applying load torque to the motor, 
an optical encoder for position feedback. The data are sampled with the period ܶ = 1 ms, and then 
been loaded into ‘MATLAB’ to analyze the results. The velocity of reference input is 300 r/min, 
and the load can be adjusted by the magnetic powder brake DC current. To clearly analyze the 
convergence performance of DR-MSG, the estimation errors ߜ are illustrated in Fig. 11 with the 
brake current 20 mA. It is clearly proved that for smaller ߝ , the convergence performance is 
becoming better. The same results can be obtained as the simulation. 
 
Fig. 10. Experiment plant of PMSM driver 
 
Fig. 11. DR-MSG parameter estimation error ߜ 
 
Fig. 12. Comparison between DR-MSG  
and DR-RLS [11] 
 
Fig. 13. Comparison between brake current 20 mA and 160 mA 
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The dual-rate recursive least squares algorithm (the DR-RLS for short) [11] is applied to the 
PMSM’s dual-rate sampled-data system. Comparing with DR-MSG, the estimation results are 
shown in Fig. 12. From the comparison, it is observed that the convergence accuracy of DR-MSG 
algorithm is very close to that of the DR-RLS algorithm [11], and what is more, it has lower 
computation load than the DR-RLS algorithm. Furthermore, the magnetic powder brake DC 
current is adjusted to 160 mA in order to increase the load. Comparing with the aforementioned 
experiment, the DR-MSG (ߝ = 0.1) estimation errors ߜ are shown in Fig. 13. From the experiment 
results, it is proved that the load disturbs the parameter estimation of DR-MSG algorithm. 
6. Conclusions 
In this paper, the dual-rate model of PMSM is deduced with polynomial transformation 
technique. A novel modified stochastic gradient algorithm is presented for the parameter 
estimation of the PMSM’s dual-rate sampled-data system. Simulation and experimental results 
demonstrate the effectiveness of the proposed DR-MSG algorithm. The estimated parameters are 
closer to the actual ones for smaller convergence index ߝ . Both simulation and experimental 
results show that the applied load has a direct impact on the parameter estimation. 
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