§0. Introduction
In this paper, we study an analog of Hodge and Tate conjectures for local systems associated to hypergeometric functions. Let f : X → S, g : Y → S be a smooth proper family of relative dimension n and m over a smooth variety S over k = C. Let K be an algebraic subfield of C. The higher direct image sheaf R i f * K and R j g * K are variations of K-Hodge structures. (For the definition of K-Hodge structure, see Section 3.) A flat proper family Z of subvarieties in X × S Y of codimension n defines the following morphism.
This is a morphism of variation of K-Hodge structures. A formal K-linear combination a flat families of subvarieties in X × Y is called a K-algebraic correspondence from Y to X . By extending K-linearly, a K-algebraic correspondence induces a morphism R i f * K → R i g * K of variation of K-Hodge structures.
Hodge Conjecture for families of varieties. A morphism R i f * Q → R i g * Q of variation of Q-Hodge structures over S is induced by a Q-algebraic correspondence.
If S is a point, it is classical Hodge conjecture. If there exists an action of cyclic group µ m on X and Y over S, we can define χ-part and χ ′ -part of the cohomology group R i f * K(χ) and R j g * K(χ ′ ) of R i f * K and R j g * K, where K = Q(µ m ). Then these groups are variations of K-Hodge structures. The K-Hodge conjecture for families of varieties is formulated as follows.
K-Hodge Conjecture for families of varieties. A morphism R
i f * K(χ) → R i g * K(χ ′ ) of variation of K-Hodge structures is induced by a K-algebraic correspondence.
In this paper, we study a local system arising from the theory of hypergeometric functions due to Gel'fand-Kapranov-Zelevinski. They are called hypergeometric sheaves. Let us recall the definition of hypergeometric sheaves. Let n and r be natural numbers such that r > n + 1 and ω 1 , . . . , ω r be elements in Z n . For an element v = (v 1 , . . . , v n ) ∈ Z n , we define x v = x n is denoted by X . The group µ d acts on X by the multiplication on U and the character µ d → Q(µ d ) defined by the natural inclusion is denoted by χ. Then we have a constructible sheaf F = R n f * K(χ), where f : X → (C × ) r is induced by the second projection (x, a) → a. We can show that the sheaf F ⊗K(a κ 1 1 · · · a κ r r ) is defined on a quotient torus (C × ) r−n−1 of (C × )
r for a suitable choice of κ 1 , . . . , κ r ∈ Q. The descent sheaf is called a hypergeometric sheaf. We can prove that the hypergeometric sheaf F is a local system and has a pure variation of Hodge structure of weight n for an open set U in (C × ) r−n−1 . The main theorem of this paper is stated as follows. On the other hand, there is an analogous conjecture, Tate conjecture for families of varieties. Let F q be a finite filed with q-elements and p be its characteristic. Let l be a prime number prime to p and K =Q l . Let S be a smooth variety over F q and X → S and Y → S be proper smooth varieties over S. Assume that a cyclic group µ d ⊂ F × q acts on X and Y over S. Then for a character χ and χ ′ of µ d with the values in K × , we can consider the local system of K vector spaces R i f * K(χ) and R i g * (χ ′ ) in etale topology. For a proper flat family Z of X × S Y, we can define a homomorphism R i f * K(χ) → R i g * (χ ′ ) as an etale sheaf on S in the same way. Therefore a K-algebraic correspondence induces a homomorphism R i f * K(χ) → R i g * (χ ′ ) of etale sheaves. Tate conjecture for families of varieties is formulated as follows.
Tate Conjecture for families of varieties. A morphism
R i f * K(χ) → R i g * K(χ ′ ) of
etale sheaves is induced by a K-algebraic correspondence.
Concerning Tate conjecture, we have the following similar result.
Main Theorem (Theorem 4 (2) in Section 10). Let F and F ′ be hypergeometric sheaves (for the definition of hypergeometric sheaves see Section 2) on an open set U in a torus T. If there exists an isomorphism φ : F → F
′ of etale sheaves on U , then there exists an algebraic correspondence Al and a Tate cycle of Fermat motif F such that φ = Al · F .
To prove the main theorem, we recover hypergeometric data from hypergeometric sheaves. In this direction, the theory of Mellin transform is useful. To apply the frame work of Mellin transform, we must overcome the following points.
(1) Define Mellin transform as an invariant of local systems.
(2) Find enough informations from Mellin transform. (3) Construct enough algebraic correspondences to generate the equivalence relation arising from Mellin transform.
We will discuss these points for k = C and k = F q . The case k = C.
(1) For a local system on an open set, one can naturally extend to a perverse sheaf. They have a structure of cohomological mixed Hodge complex. Using this, the Mellin transform is an invariant of local systems. The argument is (2) Hodge numbers provide us enough ample informations to detect hypergeometric data up to some equivalence. This part is quite easy. (See Section 9 Proposition 9.1(1).) (3) We construct two kinds of algebraic correspondences; one is constant correspondence and the other is multiplicative correspondence. In [GKZ] , they assume the condition r i=1 κ i = 0 which is not preserved by constant algebraic correspondences. We study in more general setting. As a consequence, we study all together 4 types of constant correspondences. It is unified in confluent hypergeometric functions. We do not take this approach since they are not algebraic. The case k = F q .
(1) We should also extend the local system to torus by using perverse sheaf.
Except the argument for cohomological mixed Hodge complex, it is similar to the case k = C. (2) We use the p-adic order of the Frobenius on Mellin transform. It is enough ample to detect the equivalence class for hypergeometric data. In this case, p power Frobenius action on characters gives another relation. A typical example is a relation g(χ p , ψ) = g(χ, ψ). (see Section 8 for the notation of Gaussian sum.) Existence of this equality give rise to an subtle arithmetic relations between p-adic value of cohomological Mellin transforms. To control these relations, we need Proposition 9.1.(2). We prove Proposition 9.2 (2) in Appendix. By the existence of this equivalence, it is not natural to assume i l i = 0, which is necessary for the case k = C. (3) In the case k = F q , two kinds of correspondences; constant correspondence and multiplicative correspondence is not sufficient. We need Frobenius correspondence for hypergeometric data.
Let us explain the contents of this paper. In Section 2, we introduce hypergeometric data and hypergeometric sheaves. Hypergeometric data is a triple D = (R, {l i } i , {κ i } i ) where R is a finitely generated Z-module, l i is a homomorphism l i : R → Z and κ i is an element of
The sheaves G (D) and G(D, ψ) are called hypergeometric sheaves. At the end of Section 2, we prove the perversity and irreducibility of hypergeometric sheaves. The proof is analogous to that in [GKZ] . We review the definition of variation of K-Hodge structures in Section 3. We introduce a variation of K-Hodge structures on the restriction of hypergeometric sheaves G (D) to an open set U in T(a). We define a multiplicative equivalence in the set of hypergeometric data in Section 4. We show that the resonance condition is stable under this equivalence relation. Multiplicative relation is related to Gauss multiplication formula (See [T] .):
This relation produces non-trivial relation between hypergeometric sheaves. In Section 6, these relations are proved to be induced by an algebraic correspondence. Before constructing these algebraic correspondences, we introduce constant equiv-correspondence for constant equivalence has different aspects for k = C and k = F q . In the case k = C, we should discuss algebraic correspondence separately according to i κ i = 0 or i κ i = 0. Here we use the irreducibility of G (D) and G (D, ψ) . In Section 7, we give algebraic correspondences related to Frobenius action on characters. Since this equivalence relation does not respect the condition, r i=1 l i = 0, we do not assume this condition if k = F q . In Section 8, we define the cohomological Mellin transform. The key proposition, Proposition 9.1 is proved in Section 9 (k = C) and Appendix (k = F q ). The proof for the case k = F q is inspired by the work of [KO] and [A] .
Hypergeometric sheaves for the case k = C and k = F q have similar aspects in many points. Nevertheless, we do not work with the same category. If k = C, we treat hypergeometric sheaves with only regular singularities. On the other hand, if k = F q , we treat hypergeometric sheaves with wild ramification.
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Let k be the complex number filed C or a finite field F q of q elements and p be the characteristic of k. Let V be a vector space over
, the corresponding Kummer character on T(L) is denoted by κ(T; v) or κ(v) for short. K denotes the field ∪ N Q(µ N ) where µ N denotes the group of roots of N -th power of unity if k = C andQ l if k = F q , where l is a prime number prime to p. The rank 1 local system on T(L) corresponding to the Kummer character κ( For a real number α, < α > denotes an element in R such that < α >≡ α ( mod Z) and 0 ≤ α < 1. For fields E, F , I m (E, F ) denotes the set Hom(µ m (E), µ m (F )) and I(E, F ) denotes the inductive limit of I m (E, F ) for all m. Then I(C, C) is canonically isomorphic to Q/Z and I(F q ,Q l ) is isomorphic to Z (p) /Z if we fix a extensionp of the ideal (p) to the algebraic closure of Q inQ l . §2 Hypergeometric data and hypergeometric sheaves §2.1 Hypergeometric data
In this section, we define hypergeometric sheaves associated to a data (R, {l i } i , {κ i } i ) called hypergeometric data. Let n, r be positive integers such that r − n − 1 > 0 and R be a lattice of rank r − n − 1. A set {l i } 1,...,r of homomorphism l i : R → Z is called primitive if the induced homomorphism l = (l 1 , . . . , l r ) is a primitive injection, i.e. R is identified with a submodule of Z r via the homomor-for all i = j, there exists no r ∈ R such that l i (r) = 1, l j (r) = −1 and l l (r) = 0 for all l = i, j.
(1) A set of homomorphism l i : R → Z (i = 1, . . . , r) is primitive and separated.
(2) If k = C, we assume
In this section we construct a sheaf
The element in k[Z r ] corresponding to the i-th canonical generator is denoted by
By the condition (2) of hypergeometric data, the homomorphism given by the summation Σ :
, corresponding to 1 and v ∈ L is denoted by x 0 and x v respectively.
Proof.
we obtain the proposition.
Now we consider the relative situation. Let a be a system of variables a = (a 1 , . . . , a r ). Let f be a polynomial in C[a
The subvariety of T(a) × T(L) defined by {f = 1} is denote by X and the composite X → T(a) of the natural inclusion X → T(a) × T(L) and the first projection
Case h(α) = 0
By the Corollary to Proposition 2.1, the variety
′ is isomorphic to the pull back of X . Under the condition h(α) = 0, we show that the rank 1 local system K(
To prove this, it is enough to show that the element
we have the claim. The restriction of the descent sheaf to the variety X is denoted by K(X ; x α ). Let ϕ be the composite of the closed immersion X → T(L 0 ) × T(a) and the second projection
Since we have the natural exact sequence
Here m is given by the homomorphism of the modules
which satisfies the cocycle condition for descent data via the isomorphism ι.
Proof. First we consider base change diagrams of X :
Here pr * 1 , m * are the ring homomorphisms
, the defining equation of X 1 and X 2 is given by
Therefore the automorphisms of C[a
The base change of Kummer character associated to a
respectively. This two Kummer character on X 1 and X 2 corresponds to each other via the isomorphism φ and φ ′ constructed as before.
Definition. The sheaf obtained by descendingG (D) to T(R) is denoted by G (D) .
We compare the sheaf G(D) and the sheaf associated to Gel'fand-KapranovZelevinski (=GKZ for short) hypergeometric functions by choosing a suitable base of L under the assumption
, where x i corresponds the element v i of L and x 0 corresponds to the image of 1 ∈ Z under the section s. Using the base of L, the element ω i is expressed as (1,ω i ) with
Then by the definition of L, it is generated by ω i . We introduce a system of variablesx = (x 1 , . . . , x n ) and use the common notation for multiple index:
then the corresponding Kummer character on X is x
The rank 1 local system corresponding to the Kummer character f
is the composite of the open immersion to T(x) × T(a) and the second projection. This is nothing but the local system defined by Gel'fand-KapranovZelevinski. Note that is it is independent of the choice of the base L given as above. §2.3 Hypergeometric sheaf for k = F q
In this case, we use an extra parameter t. Let X be the subvariety of
be the Artin-Shreier covering defined by t = τ p − τ . The character ψ of the covering transformation group F p defines a rank 1 local system L ψ of A(t). This local system is called the Lang sheaf. The pull back of L ψ by the projection to the t-line is denoted by L ψ (t). We can prove the following proposition in the same way.
Definition. The sheaf G(D, ψ) is called the hypergeometric sheaf for a hypergeo-§2.4 Properties of hypergeometric sheaves Now we recall several properties on R i ϕ * K(X ; x α ). Let ∆ be the convex hull of ω i and 0 and C(∆) be the convex cone generated by ∆ in L ⊗R. For a codimension 1 face σ of C(∆), H σ denotes the linear hull of σ and h σ denotes a primitive linear form defining H σ . An element α ∈ L ⊗ I(k, K) is called non-resonant if h σ (α) is not zero. (Note that if ∆ contains 0 as interior, there is no codimension 1 face in C(∆)). For a face σ of ∆, we define f σ by
is said to be non-degenerate if the variety {f
The open set consisting the non-degenerate point in T(a) is denoted by U a . It is easy to see that for a point
). The open set of T(R) consisting of non-degenerate point is denoted by U R .
For k = C or F, we have the following proposition. The related statement for D-module, it is proved in [GKZ] .
Proposition 2.4.
(
Proposition 2.5. Suppose that α is non-resonant.
(1) Let k = C. The natural homomorphism
is an isomorphism. As a consequence,
Proof. We use a method of Fourier transform. First we prove the following Lemma First we prove the propositions for
Lemma 2.6. Under the resonance condition,
We use toric geometry. Let ∆ 0 be the image of the semi-group homomorphism
Then the toric variety X(F ) is a smooth variety and the natural morphism p :
To prove the lemma it is enough to prove Rp ! (C) = 0, where C is the mapping cone;
. Therefore, it is enough to prove that
for all i, k and x ∈ A ∆ 0 . Let D = β∈Ã S β be the decomposition of D by toric strata, whereÃ denotes a set of positive dimensional cone inF . By the long exact sequence for cohomologies with compact support, to show (1), it is enough to prove that
Let L * α be the intersection of R-vector space generated by α and the lattice
where β ′ is the minimal cone in F containing β and L β and L β ′ is a primitive lattice of L annihilated by all the elements in β and
has not trivial monodromy along fibers. Therefore the equality (2) holds. This completes the proof of the lemma.
Proof of Proposition 2.5. Let
has trivial monodromy on some tame covering
is a quasi-isomorphism.
On the other hand,
Since pr 1 is proper, we get the proposition.
We get Proposition 2.5 for k = C by reduction mod p.
) ⊗Q l is considered as an etale cohomology. Let d be the common denominator of κ i (i = 1, . . . , r), p be a rational prime prime to d and p be a prime of Q(µ d ) over p. The residue field κ(p) at p is a finite filed F q . Since the variety X is defined over Q(µ d ), we can consider the reduction of
On the other hand, the data D is also a hypergeometric data for k = F q . The variety defining hypergeometric sheaf over F q is denoted by X (p) and the natural morphism
.) The following proposition completes the proof of Proposition 2.5 for k = C. Proposition 2.7. We have the following isomorphism
module whose action of Frobenius is the multiplication by the Gaussian sum
where χ α is a character of
Proof. We take a base of L ≃ ⊕ n i=0 Z such that the 0-th projection coincides with ± denotes the system of variable x = (x 1 , . . . , x n ). Then the image of e i under the
. Let X and X (p) be the variety over Q(µ d ), F q and W defined by
Consider the following fiber product;
The pull back pr *
0 ) be the rank 1 local system corresponding to the Kummer character
Since the morphism F is smooth, we have
and if α 0 is trivial, we have
wherej andĩ are the natural inclusions T(y) → A(y) and {0} → A(y). Note that the variety
Similarly, we have
If α 0 = 0, by using exact sequence and triangle
where j :
we have
and
Therefore we have the proposition.
As a consequence, we have the following corollary.
is an irreducible perverse sheaf.
Throughout this section, we assume that k = C. First we give the definition of variation of Hodge structures. Let S be a complex manifold and n be a nonnegative integer. A variation of K-Hodge structure is a datum (V, (F • σ )) consisting of (1) a local system V of K-vector spaces on S and (2) a decreasing filtration F
For this data, we insist the following conditions on F • σ ; (1) For any point s ∈ S, the natural homomorphism
is an isomorphism, whereσ is the complex conjugate of the embedding σ, c the complex conjugate, and 1 ⊗ c the natural homomorphism
(2) (Griffith transversality) Let ∇ σ be the connection on
be a hypergeometric data and U R be the open set of T(R) consisting of non-degenerate points. We introduce a variation of K-Hodge structure on the local system G(D) | U R . For simplicity, we assume
For the case r i=1 κ i = 0, we can define the variation of Hodge structure in the same way. Let m be the minimal common denominator of κ.
i is a graded ring with deg(u) = 1. The projective variety Proj(R) is denoted by P ∆ . This is a toric variety associated to the fan F ∆ = {C b } b∈∆ , where
We take a regular triangulationF of the fan F ∆ with respect to the lattice M . Then the associate toric variety X(F ) is smooth. The closure of the pull back
By the definition of non degeneracy, the restriction
In this section, we fix a lattice R. Let I = [1, r] and D = (R, {l i } i∈I , {κ i } i∈I ) be a hypergeometric data. A permutation σ of the index I, gives another hypergeometric
is not necessarily a hypergeometric data. More generally, for data ({l i } i∈I , {κ i } i∈I ) and ({l
and so on. We use the above notation even though each terms do not satisfy the conditions for hypergeometric Remark. The notation ⊕ corresponds to convolution product in [G-L] .
..r is denoted by l r . Let d be a positive natural number prime to the characteristic p. For an element κ ∈ I(k, K), the inverse image of the multiplication by d on I(k, K) is denoted by 1 d {κ}. The cardinality of this set is d. Let D = (R, {l i } i .{κ} i ) be a hypergeometric data. Suppose that l i is not equal to 0 and divisible by d. We define the hypergeometric data
By the following lemma, D (i,d) satisfies the conditions of hypergeometric data.
is also non-resonant.
Proof. We assume d > 1, i = 1. If (l 1 /d)(r) = 1, this r does not give non separatedness criterion. If l i (r) = 1 and l j (r) = 1 and l k (r) = 0 for r = 1, i, j and l 1 (r)/d = 0. Then this contradicts to the separatedness of the data D. Before proving the resonance of
where
be the natural projection Z d ⊕ Z r−1 and the image of ((0, . . . , . By the following commutative diagram, the submodule Q of L generated by ω i (i = 2, . . . , r) and dω 1 is isomorphic to the submodule of L (1,d) generated by ω i (i = 2, . . . , r) and
Then by the definition of α = q(κ) and
Therefore the linear hull of a codimension 1 face of C(∆ (1,d) ) is the linear hull H i,σ of η j (j = i) and a codimension 1 face σ of C(∆). Let h σ be a primitive linear form vanishing on σ. Let η * i be the linear form on Q ⊕⊕ 
and the linear form h i,σ is an integral on
Definition. The equivalence relation generated by
) is called multiplicative equivalence. §5 Constant equivalence and algebraic correspondences §5.1 Reduced part and constant correspondence for k = C Let D = (R, {l i } i , {κ i } i ) be a hypergeometric data and S = {i | l i = 0}. Then it is easy to see that the homomorphism R → ⊕ i / ∈S Z is also a primitive separate embedding. Let
Proof. Let C(∆ red ) be the convex cone generated by of ω i (i / ∈ S). Then the codimension 1 face of the convex cone C(∆) generated by ∆ is either (1) the cone generated by C(∆ red ) and ω i (i ∈ S − {k}) for some k ∈ S or (2) the cone generated by σ and ω i (i ∈ S), where σ is a codimension 1 face of C(∆ red ).
The defining equationh σ of the linear hull of σ and ω i ,(i ∈ S) is the same as the equation h σ of that of σ under the decomposition. Therefore h σ (α red ) =h σ (α), where α red = i / ∈S κ i ω i . The defining equation of the hyperplane of type (1) is the dual base ω * k (k ∈ S) of {ω i } i∈S and L red . Therefore κ k / ∈ Z.
Definition. The above hypergeometric data D red is called the reduced part of D.
On the set of hypergeometric data over a lattice R, we introduce the constant equivalence as the equivalence relation generated by D ∼ D red .
We define Fermat motif and Artin-Shreier motif as follows. Let κ 1 , . . . , κ r be an element of I(k, K)−{0}. Suppose that
Positive Fermat motif (resp. Positive Fermat-Artin-Shreier motif) is a K-Hodge structure (l-adic representation ) of the form H r−1 (F, K(κ 1 , . . . , κ r )) (resp. H n (F AS, K(κ 1 , . . . , κ r ))(ψ)), where F and F AS is defined by
p and the local system K(κ 1 , . . . , κ r ) on F and F AS correspond to the Kummer character κ( r i=1 x κ i i ). We omit the expression for dimension of F and F AS, because it is determined by the number of the components of the Kummer characters. It is well known that they are stable under the tensor product;
where We introduce an algebraic correspondence associated to G(D) (resp. G (D, ψ) ) and G(D red ) (resp G (D red , ψ) ). First we consider the case k = C. 
defined by an algebraic correspondence.
We use systems of coordinates y = (y 1 , . . . , y s ) andx = (x s+1 , . . . , x n ). We take For a constructible sheaf F on a torus T is said to be of weight less (resp. more ) than w if there exists an open set U of T such that the fiber of F at p in U is mixed Hodge structure of weight less (resp. more ) than w and it is denoted by wt(F ) ≤ w (resp. wt(F ) ≥ w).
Case (a) r i=1 κ i = 0 The variety X D associated to D and the rank 1 local system is given by
We get the following long exact sequence
where R i ϕ X 1 * denotes the i-th higher direct image with a support in X 
Under the above isomorphism, the corresponding rank 1 local system is pr * 1 (F (1) ) ⊗ pr * 2 (F (2) ), where
The natural homomorphism X D red → T(a s+1 , . . . , a r ) is denoted by ϕ red . Therefore we have
We have wt(R n ϕ 0 * K(x α a κ )) = n and wt(R n+1 ϕ X 1 * K(x α a κ )) ≥ n + 1. Therefore the connecting homomorphism δ vanishes. Since both R n ϕ * K(x α a κ ) and 
The corresponding rank 1 local system is pr * 1 (F (1) ) ⊗ pr * 2 (F (2) ), where F (1) and F (2) is the local system on X D red and F defined by
Therefore we have
Here ϕ red denotes the natural morphism X D red → T(a s+1 , . . . , a r ). We show that wt(R n ϕ 0 * K(x α a κ )) = n+2. In fact, under the change of coordinate
and the corresponding Kummer character is pr * 1 F (2) ⊗ pr * 2 F (1) defined as above. Therefore wt(H s (U 1 , F (2) )) = s + 1 and wt(R n−s π 2 * F (1) ) = n − s + 1, where π 2 : U 2 → T(a s+1 , . . . , a r ) is the natural projection. Therefore the morphism i * i ! is surjective on the open set U a . The perversity of R n ϕ X 1 * K(x α a κ ) and R n ϕ * K(x α a κ ) implies the required isomorphism.
Case (b)
r i=1 κ i = 0 In this case, the variety X D and the rank 1 local system associated to D are given by
We put f 0 = r i=s+1 a ixω 
and under isomorphism, the corresponding rank 1 local system is pr * 1 F
(1) ⊗pr * 2 F (2) , where
The natural morphism X D red → T(a s+1 , . . . , a r ) is denoted by ϕ red . Therefore we have
Since wt(R n ϕ X 1 * K(x α a κ )) ≥ n, the morphism δ is zero on the open set U a . There-
is an isomorphism by the perversity and irreducibility argument. 
and the rank 1 local system is pr * 1 F
(1) ⊗ pr * 2 F (2) , where
The natural map X D red → T(a s+1 , . . . , a r ) is denoted by ϕ red . Therefore we have
As in the case (a-2), we can show that wt(R n−1 ϕ
is surjective. Perversity and irreducibility implies the required isomorphism. We §5.2 Constant correspondence for k = F q Next we study the case k = F q . 
Proof. The proof is simpler compared to the case k = C. Let y i denote the element corresponding to q(
We use a system of coordinatē x = (x s+1 , . . . , x n ). If we put f 0 = r i=s+1 a ixω i , the variety X D is denoted by
It is easy to see that this is an etale covering of X D with the Galois group F p . We introduce a new coordinate r = (r) and Y = (Y 1 , . . . , Y s ). By changing coordinate (y,x, t, s, a) → (Y,x, s, r, a) given by a i y i = Y i and r = t − s, the varietyX D is isomorphic to X D red × F AS, where
The corresponding rank 1 local system is pr *
), where
Let ϕ red be the natural projection
. . , κ s , ψ). §6 Algebraic correspondences associated to the multiplicative equivalence §6.1 Existence of good base
In this section we introduce an algebraic correspondence associated to multiplicative equivalence. Let D = (R, {l i } i , {κ i } i ) be a hypergeometric data and suppose that l 1 (R) = dZ with d > 0.
Proposition 6.1. There exists a base of L ≃ Z n+1 such that
Proof. Let Q =< ω i > i=2,...,r . By the following commutative diagram, we have
Here, columns and rows are exact. If we put Q ′ = Q + dω 1 Z, then by the following commutative diagram, we have L/Q ′ ≃ Z/dZ, and as consequence, we have Q = Q ′ .
Let ω 1 = kl with a primitive element l in L. If we write l = a 1 ω 1 + . . . a r ω r , then (1 − ka 1 )ω 1 ∈ Q, (k, d)=1. The natural map Zω 1 → L/Q is surjective, the homomorphism Zl → L/Q is also surjective. Therefore dl is a primitive element in Q, and we can take a base of Q; Q = Zdl ⊕ ⊕ n i=1 Zu i . We construct an algebraic correspondence using a coordinate given in Proposition 6.1. We a take base of L : L ≃ Z n+1 which satisfies the condition of Proposition 6.1. Under this base, the first coordinate of ω i is divisible by d for i = 2, . . . , r. Therefore
as in Proposition 6.2, the lattice 
Proof. See [T] . §6.2 Multiplicative correspondences for k = C.
The main theorem of this section is the following.
Theorem 3. Let D be a hypergeometric data with
Then we have the following isomorphism of hypergeometric sheaves induced by an algebraic correspondence.
is the Hodge structure on Spec C corresponding to the Kummer character (
is the l-adic sheaf on Spec F q corresponding to the Kummer character (
Proof. In this subsection, we prove (1). We choose a base of L satisfying the condition of Proposition 6.1. Let κ = (κ 1 , . . . , κ r ) and α = (α 1 , . . . , α n+1 ) ∈ L ⊗ I(C, K) be the image of κ under the homomorphism q. We prove the above theorem for the case r i=1 κ = 0. In the case r i=1 κ = 0, we can prove the theorem by similar argument. We introduce systems of variables
We use the notation a
Let (ξ, x, z, a) (resp. (γ, x 1 , x, a)) be a point in X 1 (resp. X 2 ). By substituting s i (i = 1, . . . , d (resp. i = 1, . . . , d − 1)) by the i-th symmetric polynomial of ξ i (i = 1, . . . , d) (resp. γ i ( i = 1. . . . , d − 1)), we get a finite homomorphism π 1 (resp. π 2 ) from T * (1,d) (X 1 ) to Y (resp. X 2 to Y) using Lemma 6.2. Then π 1 and π 2 are quotient by finite groups S d and S d−1 respectively. The natural morphisms X 1 → T(a), Y → T(a) and X 2 → T(a) are denoted by φ 1 , φ y and φ 2 respectively. We consider the following sheaves on each varieties.
By the argument in §2, the variety 
We consider the following diagram:
= (a 1 , . . . , a 1 , a 2 , . . . , a r )
Therefore to prove the theorem, it is enough to show the following theorem.
Proposition 6.3. On the torus T(a), the morphism π 1 and π 2 induce isomorphisms of sheaves:
Moreover they are compatible with the descent data.
Proof. We prove the isomorphism (1). The isomorphism (2) can be proved similarly. Let
be a variety over T(a). The natural map B → T(a) is denoted by ϕ B . Then the morphism
Consider the following commutative diagram;
Let F B be a sheaf on B defined by
We have
By the Poincare duality, it is enough to prove that the morphism π 1 induces an isomorphism between (1) and (2). By the comparison theorem, it is enough to prove the isomorphism for the etale cohomology with the coefficientQ l and by the specialization argument, it is enough to show the isomorphism by reduction mod p. Suppose that all the varieties, sheaves and automorphisms are defined over a finite filed F q and d 
The proof of this lemma is given later. Let F ′ 1 (t 1 , . . . , t d ) = Rh 
Here κ m (a) denotes the degree m extension of κ(a). Therefore by Proposition 2.4, we have m n ′ for all positive m and σ p,q acts as
and we obtain the proposition.
Proof of Lemma 6.4. We may assume that κ(p) = F q . Let X T,D 0 be the variety defined by
It is easy to see that the fiber of h
, denotes the t-part of the corresponding cohomology. Define Φ(T ) by
First we assume that T = 0. Let Z D O be the variety defined by
and u : Z D 0 → T(T ) be the natural homomorphism. For a multiplicative character γ : F × q → K, K(γ) denotes the corresponding rank 1 local system on T(T ). Then by the Lefschetz trace formula, we have
It is easy to see that σ p,q acts as (−1)-multiplication on
As a consequence, we have Φ(T ) = 0. For the case, T = 0, the variety X 0,D is a quotient of a Fermat hypersurface. In this case we also have Φ(0) = 0. §6.3 The case k = F q
In this subsection, we prove (2) of Theorem 3. We use the same systems of
Then π 1 and π 2 are quotient by the symmetric group S d and S d−1 . We define sheaves on each varieties:
As in §6.2, it is enough to prove the following proposition.
Proposition 6.5. On the torus T(a), the morphism π 1 and π 2 induce isomorphisms of sheaves:
Moreover they are compatible with the descent data. §7 Multiplication by p for k = F q Let D = (R, {l i } i , {κ i } i ) be a hypergeometric data and we put l 1 (R) = dZ.
By choosing a sufficiently good base as in the last section, we may assume that ω 1 = (k, 0 . . . , 0) and the first component of
. . , x n+1 ) and the defining equation of X and X ′ for the hypergeometric data D and
The corresponding rank 1 local system is given by
Define a homomorphism X → X ′ by sending
This is equivariant under the action of F q Then it easy to see that the corresponding character coincides. Taking account into the above commutative diagram and the definition of descent data, we have an isomorphism of hypergeometric sheaves on D (1,p) ) by taking the Artin-Shreier character part of the higher direct images. As a consequence, we have the following proposition. 
Definition. For a constructible sheaf F which is a mixed Hodge complex on a torus T and an element χ in Hom(T, G m ) ⊗ I(C, K), the mixed Hodge structure
This "function " from Hom(T, G m ) ⊗ I(C, K) to the category of mixed Hodge structure is called the cohomological Mellin transform of F .
Proof. We choose a base of L ≃ ⊕ n i=0 Zv i . We consider the variety over T(a). By changing coordinate, X is actually defined over T(R). To study the descent variety X R , we choose a section s :
Using new coordinate y = (y 0 , . . . , y n ),
Again we change coordinate given by b i = a e i −(s•q)(e i ) y ω i . This change of coordinate gives an isomorphism T(R) × T(y) ≃ T(b), where b = (b 0 , . . . , b n ). In fact, we have an equality
. Under this isomorphism, the character κ(X R , x α a κ ) corresponds to κ(X b , b κ ). We compute the cohomology H r−1 (X b , F χ ) using Leray spectral sequence forf :
To show the last part of the theorem, we can compute the Hodge number of the To state the similar results for k = F q , we recall the definition of Gaussian sum. Letp be an extension of valuation of p toQ ⊂Q l . We normalize additive valuation by ordp(p) = 1. Via the reduction modp, µ m (Q l ) is naturally identifies with µ m (F q ) if (m, p) = 1. The inverse of the reduction map is denoted by ω :
is identified with 1 m Z/Z, and q = p e such that m | q − 1, we define a Gaussian sum by
). It is easy to see that g(0, ψ) = −1. The order of g(F q , κ, ψ) atp is given by ordp(g(F q , κ, ψ)) = e−1 i=0 < p i κ >. Therefore
where t ∈ (Z/mZ) × is defined by the equality σ(ζ) = ζ t for all ζ ∈ µ m . For an element Z (p) /Z, we use the following notation x = 1 e e−1
), where e is the minimal positive integer such that p e x = x. For k = F q , we have the following proposition.
Proposition 8.2. Let G(D, ψ) be the hypergeometric sheaf of a hypergeometric data D. Let χ ∈ R ⊗ I(F q ,Q l ) be a character of π 1 (T(R)) of finite order. We put
is called the cohomological Mellin transform of F .
Proof. We can prove the proposition in the same way. The variety X
Via the same change of coordinate, the descent variety X R is isomorphic to X b ;
The descent sheaf on X b corresponds to the Kummer character κ(
The alternating sum of the trace of Frobenius substitution on the cohomologies of X b is given by
Corollary. The order of C(G (D, ψ) ) is given by
be a primitive hypergeometric data. The data D is called non-divisorial if there exists no i, j (i = j) such that l i + l j = 0 and κ i + κ j = 0. In this section, we prove the following proposition.
be primitive reduced non-divisorial hypergeometric data and c, c ′ be elements in Q.
(1) Suppose that the equality 
holds for almost all x ∈ R/Z. Then m i = 0 for all i and c = 0.
for all x ∈ Z (p) /Z and t ∈ (Ẑ ′ ) × , then m i = 0 for all i and c = 0. Herê
, we get the theorem. (2) To prove this theorem, we use an arithmetic argument. We prove this statement in Appendix.
Proof of Proposition 9.1. (1) We prove the proposition by the induction on rank R. If we take a base of R ≃ Z, l i (χ) and l ′ j (χ) can be written as χ or −χ by the primitivity condition. Let S ± and S ′ ± be S ± = {i | l i = ±χ} and S ′ ± = {j | l ′ j = ±χ}. By the assumption of non-divisoriality,
for almost all χ, where m i = #{i | κ i ∈ K + ∪ K − } is the multiplicity of κ i . By the assumption,
Here m ′ j is the multiplicity of κ ′ j defined in the same way. Since
by Lemma 9.2. Assume that rank R = r − n − 1 ≥ 2. Since l 1 is primitive, we choose a base
2 ) can be expressed as a sum of < L l + K l >, where L l is a primitive linear form on Ker(l 1 ). If necessary, by canceling terms, we may assume that the sum does not contain divisorial pair in this expression. Since the restriction of i∈S (
for almost all χ 1 by using the assumption of induction for Ker(l 1 ). (Note that non-divisoriality condition inherits to the restriction to Ker(l 1 ) + χ 1 v 1 .) Applying the assumption for
Replacing l 1 to another primitive linear form on R, we get the proposition.
For (2), we can prove the same argument.
Lemma 9.3. Under the non-resonance condition, the primitive hypergeometric data is non-divisorial
Proof. Assume that l i + l j = 0 and κ i + κ j = 0. For simplicity, we may assume that i = 1, j = 2. Let R ′ = Ker(l 1 ). Consider the following commutative diagram, where
Take an element ρ ∈ R such that l 1 (ρ) = 1 and l 2 (ρ) = −1. Put l k (k) = a k . Then we have (**)
The cone C ′ generated by ω i for i = 3, . . . , r is contained in codimension 1 subspace L ′ ⊗ R and the cone C(∆) generated by ω i (i = 1, . . . , r) is a cone of ω 1 and ω 2 over C ′ by the equality (**). Therefore C ′ is a codimension 1 face of C(∆). It is easy to see that the equation of for the face C ′ is given by the projection pr to the L ′ component via the decomposition (*). Since the image α of κ is given by
we have pr(α) = 0. This contradicts to the non-resonance condition. §10 Main Theorem
In this section we state and prove the main theorem. First we prove the following lemma
Proof. First we assume k = C. The subgroup
is an algebraic subgroup because it is isomorphic to
where DR is a de Rham functor for local system on an open set U of T. Therefore if Stab(G(D)) is not zero, it contains a non-trivial finite subgroup S.
This contradicts to the fact that χ c (G(D)) = 1 (resp. χ c (G(D, ψ)) = 1).
Our main theorem is the following. red up to permutation by Proposition 9.1 (2). The rest of the proof is similar to that of (1). §Appendix The proof of Proposition 9.1 (2)
The following lemma is well known. is non-zero.
Proof. See [BS] .
From now on we assume that p = 2 and N is even. We introduce a set S (super singular divisor of N for p) and S c of divisor of N by S = {M |M divides N, the subgroup < p > × of (Z/M Z) × generated by p contains −1 , M = 1, 2}. (1) dim Im(φ) ≥ M ∈S c ϕ(M ).
(2) Let W be the subspace of Ker(φ) generated by σ M i ,t i−1 +s (i = 1, . . . , a, s = 1, . . . , ϕ(M i )), σ 2,0 and σ 2,1 . Then dim W ≥ M ∈S ϕ(M ) + 2.
As a consequence, the equalities holds for both (1) and (2) where N M,l ′ is the normalizing factor;
Then θ l ′ • φ(v κ ) is calculated as follows. By changing summation t = t 0 τ, t 0 x = ξ where t 0 l = l ′ , it is equal to
CN Z/Z for sufficiently large C. Let M 1 ≥ 2 be a maximal element where a M i ,j = 0. We choose C such that the subgroup generated by p in (Z/CM 1 Z) × does not contain −1. We apply the linear map θ l ′ for l ′ such that l ′ (
by choosing an odd character (Z/N CZ) × vanishing on the subgroup generated by p. Then θ l ′ ( a M i ,j σ M i ,j ) = κ a M i ,j ψ CN (−l ′ j). Here we used ψ NC (x) = exp(2π √ −1x/N C). Since the determinant (ψ CN (−l ′ j)) l ′ j=t i−1 +1,...,t i is not zero, a M i ,j (j = t i−1 + 1, . . . , t i ) must be 0. Suppose that a i∈ 1 N Z/Z t(x + i) + c = 0. This implies a N tx + c = 0 for all t and x. By putting x = 1 2N (resp. x = 0), we have c = 0 (resp. − 1 2 a + c = 0). Therefore a = c = 0. This is contradiction.
