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Abstract— Today’s Internet multimedia services are characterized by heterogeneous networks, a wide range of terminals, 
diverse user preferences, and varying natural environment conditions. Heterogeneity of terminals, networks, and user 
preferences impose nontrivial challenges to the Internet multimedia services for providing seamless multimedia access 
particularly for mobile devices (e.g., laptops, tablet PCs, PDAs, mobile phones, etc). Thus, it is essential that advanced 
multimedia technologies are developed to deal with these challenges. One of these technologies is video adaptation, which 
has gained significant importance with its main objective of enabling seamless access to video contents available over the 
Internet. Adaptation decision taking, which can be considered as the “brain” of video adaptation, assists video adaptation 
to achieve this objective. Scalable Video Coding (SVC) offers flexibility for video adaptation through providing a com-
prehensive set of scalability parameters (i.e., temporal, spatial, and quality) for producing scalable video streams. Decid-
ing the best combination of scalability parameters to adapt a scalable video stream while satisfying a set of constraints 
(e.g., device specifics, network bandwidth, etc) poses challenges for the existing adaptation services to enable seamless 
video access. To ease such challenges, an adaptation decision taking technique employing a utility-based approach to de-
cide on the most adequate scalability parameters for adaptation operations is developed. A Utility Function (UF), which 
models the relationships among the scalability parameters and weights specifying the relative importance of these pa-
rameters considering video content characteristics (i.e., motion activity and structural feature), is proposed to assist the 
developed technique. In order to perform the developed adaptation decision taking technique, a video adaptation frame-
work is also proposed in this paper. The adaptation experiments performed using the proposed framework prove the 
effectiveness of the framework to provide an important step towards enabling seamless video access for mobile devices to 
enhance viewing experience of users. 
Index Terms— Adaptation decision taking, content-awareness, Utility Function (UF), Mean Opinion Score (MOS), mo-
tion activity, Scalable Video Coding (SVC), structural feature, video adaptation. 
Seamless Video Access for Mobile Devices by 
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1. INTRODUCTION 
The phenomenal rise of multimedia content on the Internet available to an increasing number of users, who intend to 
consume it anytime, with different preferences, using particularly a plethora of mobile devices (e.g., tablet PCs, 
PDAs, laptops, mobile phones, etc) and through heterogeneous networks impose nontrivial challenges to universal 
access of multimedia content [Carvalho et. al., 2004]. Universal Multimedia Experience (UME) is a strategic concept 
that has a vision of addressing high user satisfaction despite the existence of diverse mobile device capabilities, dif-
ferent user preferences, varying network and natural environment conditions. Thus, UME can be considered as the 
future of universal access to the multimedia content provided by the Internet multimedia services [Carvalho et. al., 
2004]. Video adaptation, which can enable personalized video access, is an essential process for the Internet multi-
media services to achieve the UME vision.  
Scalable Video Coding (SVC) provides flexible video representations with different frame sizes, frame rates, and bit 
rates [Thang et. al., 2004]. Video representations provided by SVC can be adapted to the networks, terminals, and 
users through video adaptation [Thang et. al., 2004, Eberhard et. al., 2007, Chang et. al., 2005]. Adaptation decision tak-
ing, which is a process of deciding the most adequate adaptation parameters to use in adaptation operations while 
accommodating a set of contextual constraints, can be considered as the “brain” of video adaptation. Therefore, ad-
vanced adaptation decision taking techniques have to be developed to assist video adaptation to achieve the UME 
vision for provision of seamless video access particularly for mobile devices.   
There are different approaches in literature to develop advanced adaptation decision taking techniques [Carvalho et. 
al., 2004, Chang et. al., 2005]. Utility-based adaptation decision taking approach is one of the existing optimization-
based adaptation decision taking approaches, which relies on finding maxima or minima of models designed for deci-
sion taking to solve an optimization problem. Optimization problem is the problem of finding the best solution 
among all feasible solutions. The utility of a video content after undergoing adaptation operations can be expressed 
with a Utility Function (UF) in the utility-based adaptation decision taking approach. It has to be noted that there is 
an important difference between the terms utility and quality. Utility refers to the satisfaction of the end-user whereas 
quality refers to the quality of the content undergoing adaptation operations [Chang et. al., 2005]. Utility-based ap-
proach has been widely used in adaptation decision taking strategies in literature. In [Mukherjee et. al., 2005], a simple 
UF, which only considers bit rate of video contents and is irrespective of video content characteristics, is used in ad-
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aptation decision taking operations. A utility-based adaptation decision taking technique selecting adaptation parame-
ters considering usage environment constraints for dynamic adaptation of video sequences are proposed in 
[Sofokleous et. al., 2003]. Frame rate, spatial resolution, and quality scalability parameters are not considered in this 
technique. In [Wang et. al., 2007] adaptation, resource, and quality aspects of adaptation strategies are modeled with 
a UF. The UF presented in this study considers the frame rate and spatial resolution parameters, but not the quality 
parameter in the adaptation operations. In [Chang et. al., 2007] only a conceptual framework modeling the relation-
ships among adaptation (e.g., video skimming, frame dropping, etc), resource (e.g., network bandwidth, display reso-
lution, etc), and quality (e.g., objective or subjective quality of a video content) is developed. The objective of this 
framework is to find the optimal adaptation operations satisfying the resource constraints for achieving maximum 
quality for a given video content. In [Prangl et. al., 2007], a UF, which relies on the interrelationship of the spatial 
resolution, frame rate, and Quantization Parameter (QP), is designed. The importance of the spatial resolution, frame 
rate, and QP on the UF calculation with respect to each other is computed using weights. A recommendation system 
is used to maintain feedback from each user to determine the weights of the UF for each user. In [Onur et. al., 2007], 
a UF that relies on jointly modeling the frame rate and spatial resolution is proposed. In addition, the frame rate and 
spatial resolution are considered as the functions of hardware capabilities (e.g., Whetstone metric, which is used to 
indicate the performance of the Central Processing Unit (CPU) of a computing device) and video content characteris-
tics (e.g., low spatial details in the video sequence). Although the frame rate and spatial resolution are taken into con-
sideration, the quality aspect of the video has not been considered in the UF. In [Onur et. al., 2005], a UF, which 
models the bit rate, spatial resolution, quality of the video contents, the terminal capabilities (i.e., the screen size and 
the clock speed of the CPU of the terminal), and the transmission channel capacity, is proposed. However, the UF 
model in [Onur et. al., 2005] does not consider the video content characteristics for deriving adaptation decisions. In 
[Bocheck et. al., 1999], a UF, which is represented as a function of bandwidth, is proposed. The spatial resolution and 
frame rate of video contents are not considered in this UF either. 
In light of the discussions above, it can be summarized that the existing adaptation techniques relying on a utility-
based approach do not consider either all of the scalability parameters or content-related contextual information in 
their respective adaptation decision taking operations. Therefore, as the first contribution of this paper, a UF, which 
models the relationships among the frame rate, spatial resolution, and quality parameters of the scalable video con-
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tents, and the weights specifying the relative importance of these parameters, is proposed to measure the utility of 
video contents. In this way, the relations of trade-off among all of the scalability parameters are considered in the UF 
as opposed to the existing video adaptation techniques. Video Quality Metric (VQM) [Wolf et. al., 2002] is used to 
measure the quality parameter values of the UF due to its correlation with HVS in this work. Determining the values 
of weights for different video content types is essential to consider content related contextual information in adapta-
tion decision taking operations to enable seamless video access for mobile devices. Thus, as the second contribution 
of this paper, a Motion Level (ML) and Structural Feature Level (SFL) driven classification algorithms are proposed 
to categorize video contents into different classes/types depending on their motion activities and structural features. 
In order to determine the weights for the video sequences belonging to each class, users’ reactions towards the varia-
tions in the adaptation parameters of video contents are monitored in subjective experiments. The weights are then 
ascertained by the knowledge gained through the results of the experiments. A weighing factors table is developed 
using the weights associated with each type, as the third contribution of this paper. In order to perform the proposed 
adaptation decision taking technique, a video adaptation framework is also proposed in this paper, as the forth contri-
bution. Adaptation Quality of Service (AQoS) and Universal Constraints Descriptor (UCD), which are MPEG-21 
Digital Item Adaptation (DIA) supported description tools [Information Technology, 2007, Vetro et. al., 2004], are used 
to assist the adaptation decision taking process in the framework.  
The rest of this paper is organized as follows. The proposed algorithms used for classifying video sequences are pre-
sented in Section 2. Section 3 discusses the UF adopted to use in the adaptation decision taking strategy. The subjec-
tive tests are presented in Section 4. Section 5 analyzes the results obtained through these subjective tests. The pro-
posed video adaptation framework is introduced in Section 6. Adaptation decision taking algorithm and its results 
derived to evaluate the performance of the proposed video adaptation framework are discussed in Section 7. Finally, 
Section 8 concludes the paper. 
2. CLASSIFICATION OF VIDEO SEQUENCES 
Eliminating high spatial, temporal, and quality enhancement layers during adaptation yields different types of visual 
distortions for different video sequence types (e.g., high motion, low structural feature, etc.) [Akyol et. al., 2007]. 
Therefore, eliminated high spatial, temporal, and quality enhancement layers during adaptation operations should be 
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unique for every sequence type to achieve better video perception of users. For this reason, video sequences should 
be classified into different types. Finding the prominent features of video sequences is a requirement for accurately 
classifying them into different types. The features related to temporal, spatial, and quality scalability parameters are 
taken into account to find the features that can be used for the classification because they are the core adaptation pa-
rameters. Temporal scalability allows for different frame rates for the video sequences. The motion activity feature of 
a video sequence is very important to determine the most adequate frame rate for a video sequence to achieve im-
proved video perception [Akyol et. al., 2007]. Therefore, this feature is used as the prominent feature associated with 
the temporal scalability to classify the video sequences into different categories. Blurring and blocking artifacts are 
introduced to the sequences when the sequences are scaled in spatial and quality dimensions [Canny et. al., 1986]. A 
set of experiments was conducted to find out the most prominent feature that these artifacts affect in a video sequence 
when it is scaled in spatial and quality dimensions. The details of these experiments will be discussed later. Accord-
ing to the results of the experiments, structural feature is determined as the prominent feature associated with the spa-
tial and quality scalability options. Considering these features, ML and SFL classification algorithms are proposed in 
this paper. 
Other reasons of using the motion and structural feature for classification are that they are generic features and have 
less number of limitations compared to the other features such as location, brightness, etc. For example, the location 
feature, which specifies the parts of the frames of a video clip that get more attention from the viewers, could be tak-
en into account while classification. Nevertheless, it has some limitations: it considers that regions near the centre of 
the frames are typically assumed to get more attention from the viewers [Hsiao et. al., 2007], and thus they can be 
referred to as the “focus of attention” in a video scene. However, this focus of attention is not applicable to all of the 
video sequences. For instance, the visual attention is typically on the ball in a football match even if the ball is not in 
the centre of the scene. Moreover, brightness is another feature that could be taken into consideration for classifica-
tion, but this feature has also some drawbacks. The viewers’ attention is usually attracted by the brighter parts of a 
scene. However, there are also many exceptions to this assumption. For instance, in video clips that contain a bright 
sky, even if the sky is the brightest part of the scene, it does not usually draw much of the attention, as it mostly 
comprises the background of a scene [Hsiao et. al., 2007]. Motion and structural features do not have the drawbacks 
of the aforementioned visual features that hinder them from becoming generic factors for classification.  
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2.1. Motion Level Driven Classification 
The pyramidal implementation of Lucas and Kanade [Bouguet et. al., 1999] is used to measure the optical flow [Fleet 
et. al., 2007] in the video sequences in this paper. Lucas and Kanade [Lucas et. al., 1986] method is one of the most 
popular versions of optical flow estimations since this method is less sensitive to noise, which appears as visual arti-
facts (e.g., blurring, blocking etc.) in the images. Additionally, heavy computing cost of global motion estimation 
process is reduced with this method [Bouguet et. al., 1999, Fleet et. al., 2007, Lucas et. al., 1986]. The pyramidal im-
plementation of the Lucas and Kanade is an iterative version of the Lucas and Kanade optical flow algorithm in py-
ramidal representations of frames in a video sequence [Bouguet et. al., 1999]. Pyramidal representations are different 
spatial resolutions of each frame in the sequence. For instance, if the spatial resolution (i.e., width x height) of the 
frame is O x P, the pyramidal representations of this resolution are: O/2 x P/2, O/4 x P/4, O/8 x P/8, and O/16 x 
P/16. Generally, maximum four pyramidal representations are used in the pyramidal implementation of the Lucas 
and Kanade algorithm since going beyond four representations is not applicable for most of the typical frame resolu-
tions. The reason behind using pyramidal resolutions is that more consistent motion vectors can be provided by refin-
ing the motion vectors at different pyramidal resolutions. Moreover, large motion vectors can be handled using the 
pyramidal implementation of the Lucas and Kanade algorithm [Bouguet et. al., 1999]. The optical flow is first com-
puted at the very deep pyramidal resolution (e.g., O/16 x P/16) since the search range is smaller in this resolution, 
and accordingly it does not require large computations. Then, the optical flow computations are propagated to the 
optical flow calculation of a higher resolution. The motion vectors from the lower resolution are scaled for the higher 
resolution. This process is repeated up to the original frame resolution (e.g., O x P) [Bouguet et. al., 1999]. Usually, 
motion information is not evenly distributed to all parts of an image. Therefore, the prominent points, which can be 
taken into account in the optical flow measurements, should be determined. Shi and Tomasi algorithm [Tomasi et. 
al., 1991], which selects the corners of the objects as the prominent points, is used in the optical flow measurements 
in the paper. After the prominent points are selected, they are tracked from frame to frame in a video sequence by the 
pyramidal implementation of the Lucas and Kanade algorithm. Let MV(x, y) be the motion vector of a feature point 
having x and y direction components, the motion intensity of a frame of a sequence is calculated as follows: 
NoP
d
iid yxMVi
1
),()(  (1) 
where Π(i) is the motion intensity of the ith frame of a sequence. d and NoP are a feature point and the number of fea-
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ture points in the frame, respectively. MVd (xi, yi) is the motion vector of the i
th
 frame at feature point d.  
It should also be noted that the motion intensity of a frame is directly proportional to spatial resolution of the frame 
and inversely proportional to the temporal resolution of the video sequence. The reason is the higher the spatial reso-
lution of the frame the higher the motion intensity of the frame. Moreover, the higher the frame rate of the video se-
quences the lower the motion intensity of the frame [Shechtman et. al., 2005]. Thus, the normalized average motion 
intensity over a given video sequence, which is used for ML classification, can be calculated as follows: 
S
Fi
M i
NoF
)(
NOF
1  (2) 
 
where, M is the motion value in a sequence. NoF is the number of frames in the sequence, S and F are the spatial res-
olution of a frame and frame rate of the sequence, respectively.  
In order to represent the M results for different video sequences, (2) was tested with 18 video sequences, which have 
Common Intermediate Format (CIF: 352x288 pixels) resolution and 30 fps. Fig. 1 presents the M results for these 
sequences. The behavior of M against various spatial and temporal resolutions of a selected sequence (i.e., Soccer) is 
demonstrated in Fig. 2 to prove that (2) provides similar results for video sequences that have different spatial resolu-
tions (i.e., Standard Definition (SD: 704x576 pixels), CIF, and Quarter CIF (QCIF: 176x144 pixels)) and frame rates 
(i.e., 7.5, 15, and 30 fps). 
As also reported in [Hsiao et. al., 2007], four different classes are determined to categorize the video sequences con-
sidering object and camera activities. The four classes are: low motion, low-medium motion, medium-high motion, 
and high motion, as illustrated in Table I. In this table, the ML categories are represented with A, B, C, and D with 
respect to the aforementioned classes. K-median clustering method [Mangasarian et. al., 2004] is used to determine 
the borders for each of the classes. Table I also presents the borders of M values for each of the classes. A video se-
quence can be classified into one of the classes depending on which border its M value belongs to.  
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Fig. 1. The measured M results for different video sequences 
 
 
Fig. 2. The M results for the Soccer sequence that has three different spatial resolutions (QCIF, CIF, and SD) and frame rates 
(7.5, 15, and 30 fps). 
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TABLE I 
THE MOTION LEVELS 
ML Motion Intensity Camera-Object(s) Motion M Values 
A Low Static-Static 0< M ≤ 0.1 
B Low-Medium Static-Moving 0.1< M ≤ 0.2 
C Medium-High Moving-Static 0.2< M ≤ 0.3 
D High Moving-Moving M > 0.3 
2.2. Structural Feature Level Driven Classification 
Changing spatial and quality scalabilities result in blurring and blocking effects in the frames, respectively [Akyol et. 
al., 2007]. The blurriness and blocking effects are generated by spatially down/up sampling the Flower Garden se-
quence and encoding it with a high QP, respectively, and the results are presented in Fig. 3. As can be observed from 
the figure, both the blurring and blocking effects influence the objects and background structures in the frames. Thus, 
the mostly distorted features of structures in the frames when a frame becomes blurry or blocky are determined. 
Then, these features are used as the basis to classify video sequences associated with spatial and quality scalabilities 
in the paper. For determining these features, two different experiments were conducted using Structural SIMilarity 
(SSIM) objective quality measurement technique. SSIM is used in the experiments, because it evaluates the amount 
of structural distortion of a distorted video compared to the original one [Wang et. al., 2004].   
           
 
(a) (b) (c) 
Fig. 3. Sample (a) original (b) blurry (c) blocky frames of the Flower garden sequence 
 
For the first experiment, different video sequences at CIF resolutions were spatially down sampled to half-QCIF res-
olution (i.e., 88x72 pixels) and then up-sampled back to their original CIF resolutions. Next, SSIM of the up-sampled 
sequences were measured. For the second experiment, different video sequences were encoded with a high QP (i.e., 
45), and SSIM of the encoded sequences were measured. Figs. 4 and 5 illustrate the SSIM results of the two experi-
ments using different video sequences. It is observed from the results of each of the sequences distorted with spatial 
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or quality scaling that the more the amount of contours in the frames of a video sequence (e.g., Flower Garden, Har-
bor, etc), the lower the SSIM result of the sequence is. On the contrary, when the frames of a video sequence scaled 
in spatial or quality dimension contain fewer amounts of contours (e.g., Akiyo, News, etc) the resultant SSIM for 
these sequences presents high values. Thus, it is envisaged that contour, which characterizes the boundaries of the 
objects in a frame, is the most notable feature that is distorted when the frame is scaled in spatial and quality dimen-
sions. Therefore, the contour feature, which is associated with the structural feature, has been used as the prominent 
factor for the classification related to spatial and quality scalabilities. Accordingly, an SFL driven classification algo-
rithm is proposed. For this purpose, the Canny edge detection algorithm [Canny et. al., 1986] was used to determine 
the contour feature in the frames of a video sequence. The variance in the luminance pixel intensities in the frames is 
determined by this detection algorithm. Edge detection is performed in five steps by the algorithm. As the first step, 
the noise in the frames is removed by applying a filter (e.g., Gaussian). Second, the gradient of the frame is deter-
mined. Then, the x and y directions of the edges are determined using the gradient. In the fourth step, the determined 
edge directions are associated to specific directions that can be traced in the frames. As the fifth step, the pixels that 
are not considered as edges are suppressed, which means that they are set to 0 by tracing them in the edge direction. 
On the contrary, the pixels that are considered as edges are set to 1 by the Canny algorithm [Grigorescu et. al., 2004, 
Papari et. al., 2006].  
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Fig. 4. The SSIM results of the down/up-sampling experiment (the first experiment) 
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Fig. 5. The SSIM results of the coarsely quantized experiment (the second experiment) 
In order to measure contour density, the number of pixels that are set to 1 is computed in every frame of a video se-
quence. The total is then normalized using the NoF and S (i.e., spatial resolution) to provide consistency across dif-
ferent video sequences, as follows:  
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S
i
C i
NoF.
)(
NOF
1  (3) 
 
where C is the structural feature value of a video sequence, which is used for SFL classification. δ is the number of 
edge pixels in the i
th
 frame of the sequence. C was tested with a set of video sequences (i.e., 18 video sequences). Fig. 
6 presents the C results for the video sequences that have CIF resolution and 30 fps. In order to prove that (3) pro-
vides similar C results for the derivation of a video sequence with different spatial resolutions and frame rates, the C 
results of a selected sequence (i.e., Soccer) are also illustrated in Fig. 7.  
In this work, the SFLs were split into two generic categories: low and highly complex. As shown in Table II, these 
classes are represented with X and Y, respectively. Similar to the ML classes, K-median clustering method 
[Mangasarian et. al., 2004] is used to ascertain the borders for each of the classes, which are also shown in Table II. 
A video sequence can be classified into one of these classes considering the borders of the C values. Due to the cross 
matching of the MLs and SFLs presented in Tables I and III, respectively, the video sequences are classified into 
eight classes as shown in Table III.  
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Fig. 6. The C measurement results for different video sequences 
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Fig. 7. The C results for the Soccer sequence that has three different spatial resolutions (QCIF, CIF, and SD) and frame rates 
(7.5, 15, and 30 fps). 
 
TABLE II 
THE STRUCTURAL FEATURE LEVELS  
SFL Structural Feature C values 
X Low 0 < C ≤ 0.1 
Y High C > 0.1 
 
 
TABLE III 
 CLASSES OF VIDEO SEQUENCES 
Class 1 2 3 4 5 6 7 8 
ML A B C D A B C D 
SFL X X X X Y Y Y Y 
3. UTILITY FUNCTION 
A generic UF, which defines the adaptation parameters (i.e., frame rates, spatial resolutions, and quality) and the 
weights specifying the relative importance of a parameter with respect to each other, is proposed in this paper. Utility 
is the measure of satisfaction or experience of users when a video sequence that has a specific spatial resolution, 
frame rate, and quality is viewed. Thus, the optimization of the UF presents the maximum user satisfaction in terms 
of frame rate, spatial resolution, and quality [Prangl et. al., 2007]. The general definition of the UF is: 
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UF=WF F+WS S+WQ Q (4) 
where, F is the frame rate, S is the spatial resolution, and Q is the quality of a video sequence, which is the measure 
of quality degradation introduced to the video sequence in terms of distortion or artifacts. WF, WS, and WQ denote the 
weights that refer to how much influence the frame rate, spatial resolution, and quality parameters have on the UF, 
respectively. Thus, the UF is a weighted summation of F, S, and Q. In (4), WF +WS+WQ =1, which means that there is 
a trade-off analysis between the weights of the frame rate, spatial resolution, and quality parameters while predicting 
the values of these parameters. For instance, when the WF is higher than WS and WQ, the video with the highest avail-
able frame rate is predicted by the UF. It should be noted that the outcome of the UF is considered as unit-less. The 
quantitative values of the weights (i.e., WF, WS, and WQ) depend on the ML and SFL of a video sequence. According-
ly, these weightings are represented as the functions of ML and SFL as follows: 
WF =fF(ML,SFL) (5) 
WS =fS(ML,SFL) (6) 
                                                                                WQ=fQ(ML,SFL) (7) 
In order to obtain fF(ML,SFL), fS(ML,SFL), and fQ(ML,SFL) for the sequences that belong to different classes, firstly 
subjective tests are carried out. In this way, it can be clearly concluded that the subjective user experience is related 
to the UF. Secondly, the results of the subjective tests are incorporated into multiple regression analysis.  
4. SUBJECTIVE ASSESSMENTS 
Subjective quality assessment is an essential method to monitor users’ preferences for video contents that have dif-
ferent properties [Yamazaki et. al., 2001]. The main aim of the subjective experiments is to evaluate the variations of 
the user satisfaction with respect to changing frame rate, spatial resolution, and quality of test video sequences under 
a constant bit rate restriction.  
4.1. Stimuli 
The test sequences used in subjective experiments were formed of eight video sequences, namely; Eric, Container, 
Jets, Soccer, Silent, Harbor, City, and Stefan. There are no benchmark video sequences hence the video sequences 
  
 
 
15 
are selected based on their different motion and structural feature characteristics. Each sequence is a representation of 
the video sequence classes ranging from 1 to 8 (see Table III), respectively. These sequences contained the frames of 
the associated entire sequences ranging from 0-150, 0-150, 0-150, 30-180, 0-150, 0-150, 0-150, and 10-160, 
respectively. Using a representative sequence for each class, a training phase was performed. Each of the test 
sequences were encoded with four different frame rates (i.e., 30, 15, 7.5, and 3.75), and three different spatial 
resolutions (i.e., SD, CIF, and QCIF). The three spatial resolutions were selected in such a way that they cover a 
representative range of mobile device display resolutions. The original-uncompressed versions of each video 
sequence were used as the references during the tests. Seven different channel bandwidth values (i.e., 96, 128, 192, 
256, 384, 512, and 768 kbps) were selected as the target bit rates. In order to match the bit rates of the encoded video 
sequences to the target source rates, different constant QP sets were utilized for scalable encoding of the base and 
spatial enhancement layers using JSVM 9.13.1 [JSVM 9.13.1 Software]. The stream that can be extracted from an 
encoded sequence is called as a scalable sub-stream in this paper. The sets producing sub-streams best matching with 
the target source rates were exploited to encode each sequence. Scalable sub-streams that have the QCIF, CIF, and 
SD resolutions at 3.75, 7.5, 15, and 30 fps and target source rates were extracted from the encoded sequences and 
assessed by the viewers during the experiments.  
4.2. Test Methodology 
The Double Stimulus Impairment Scale (DSIS) methodology, as described in the ITU-R BT.500-11 [ITU-
Recommendation BT.500-11, 2002], was used throughout the subjective evaluation tests. Thus, during the tests, the 
videos were shown in pairs: the first video was the reference, and the second video was the impaired one. The sub-
jects were asked to assess the impaired video considering the associated reference. Subjective preferences were com-
puted using Mean Opinion Score (MOS), which is the arithmetic mean of the individual scores given by the subjects 
[ITU-Recommendation BT.500-11, 2002]. An assessment scale ranging from 1 to 5 was used to rate the sequences. 
A score of 5 means the impaired video has the same perceptual quality as the reference one, while a score of 1 means 
it has high perceived impairment with respect to the reference. 
4.3. Test Procedure 
The tests were performed at the I-Lab of University of Surrey. A 23”-Dell display was used during the experiments 
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to display the sequences. The resolution of the display is 1680x1050 pixels. For all of the experiments, the following 
procedure was applied. A short training session took place before the experiment commenced, so that the subjects 
could get acquainted with the test videos and the assessment scale. The video clips were displayed in their original 
sizes. A gray scale video was used to fill the gap for the remaining parts of the display. The viewing distance for the 
observers was not fixed. However, it was kept in compliance with the Preferred Viewing Distance (PVD) of the ITU-
R BT.500.11 [ITU-Recommendation BT.500-11, 2002]. During the tests, the video pairs were displayed randomly, 
so that the subjects were not prejudiced by a priori knowledge of presentation ordering. At the end of each pair, the 
subjects were given sufficient time to register their marks using the assessment scale described above. 
4.4. Viewers 
98 viewers (42 females and 56 males) participated in the experiments. Their ages ranged from 18 to 40, with an aver-
age of 27. None of the observers was previously involved in picture quality evaluations as part of their work, and 
they were not experienced assessors. They all reported normal and corrected eyesight. Owing to the large volume of 
the test sequences, the sequences were split into 12 groups, each consisted of 56 different video clips. 18 subjects 
assessed each group. Some of the subjects participated in more than one group. 2 observers were detected as outliers 
from each group using the outlier screening method discussed in [ITU-Recommendation BT.500-10, 2000]. Thus, in 
total 24 observers were detected as outliers, and the results of the remaining 74 viewers (33 females and 41 males) 
were used in the experiments. After the experiments, the MOSs and confidence intervals [ITU-Recommendation 
BT.500-11, 2002] were computed. After the outliers were eliminated, 16 subjects were used to calculate the MOSs in 
each group. 
5. EXPERIMENTAL RESULTS AND THEIR ANALYSIS 
In this section, the subjective test results are analyzed in order to specify the weights of the adaptation parameters 
(i.e., frame rate, spatial resolution, and quality) used in the UF (i.e., (4)). As the first step of the analysis, the frame 
rate, spatial resolution, and quality preferences of the viewers for the sub-streams of the test video sequences belong-
ing to different ML and SFL classes, are discussed. To determine the frame rate and spatial resolution preferences of 
the viewers in this step, the average MOSs of the viewers are computed for the sub-streams that have the different 
spatial resolutions (i.e., QCIF, CIF, SD) or frame rates (i.e., 3.75, 7.5, 15, 30 fps) used in the experiments for each 
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target bit rate. The average MOSs for all the sub-streams of each test video sequence is calculated to obtain the quali-
ty preferences of the viewers. As the second step of the analysis, the frame rate, spatial resolution, and quality prefer-
ences of the viewers are integrated together for each ML and SFL class. Following, the weighing factors table, which 
is produced using the integration results, is introduced. 
5.1. Frame Rate, Spatial Resolution, and Quality Preferences of the Viewers for the Test Video Sequences Belonging 
to Different ML and SFL Classes 
In this section, the frame rate, spatial resolution, and quality preferences of the viewers are illustrated using the 
graphs of four selected test sequences (i.e., Eric, Silent, City, and Stefan), which belong to Classes 1, 5, 7, and 8 (see 
Table III), respectively.  
5.1.1. Frame Rate Preferences 
 
Fig. 8 presents the MOS versus bit rate plot showing the users’ preferences for the Eric sub-streams at different frame 
rates. As can be observed from the figure, the Eric sub-streams that have a frame rate of 3.75 fps are rated with the 
highest MOSs by the viewers at bit rates between 96-192 kbps. The reason for this is that the lower the frame rate, 
the higher the number of bits allocated per frame of the video sequence at a target bit rate. Thus, high frame quality is 
achieved when the Eric sub-streams have a 3.75 fps frame rate at these low bit rates (i.e., 96-192 kbps). Even though 
the frame rate of the sub-streams is low, the high frame quality enhances the video perception of users at these low 
bit rates. Thus, the frame rate is less of an issue with the Eric sequence due to the low motion activity presented in it. 
As can be realized from the figure, the frame rate preferences of the viewers shift from lower to higher frame rates 
(i.e., 3.75 to 7.5 and 7.5 to 15 fps) at 256 and 512 kbps bit rates, respectively. The reason behind these shifts is that 
the perceived video quality saturates at lower frame rates due to high frame quality, and it is then enhanced with 
higher frame rates (e.g., 256 and 512 kbps bit rates).  
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Fig. 8. The Eric sequence MOS versus bit rate results based on various frame rates 
 
Fig. 9 presents the frame rate preferences of the viewers with regard to the Silent sequence. As seen from the figure, 
3.75 fps has the highest MOSs between 96 and 256 kbps bit rates. From 256 kbps onwards, the sub-streams with 7.5 
fps are preferred until a bit rate of 512 kbps is reached, and the sub-streams with 15 fps have the highest MOSs after 
that. The Silent and Eric sequences present similar motion activities. However, the bit rates at which the frame rate 
choices start varying (i.e., from 3.75 to 7.5 and from 7.5 to 15 fps) are higher for the Silent sequence compared to 
those of the Eric sequence. The reason is that the Silent sequence has higher complex structural feature than the Eric 
sequence. When a video sequence presents higher complex structural feature, the details in the frames of the se-
quence requires a greater number of bits as a video sequence with a low complex feature to produce similar video 
perception when both sequences have same the frame rates.  
 
Fig. 9. The Silent sequence MOS versus bit rate results based on various frame rates 
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Fig. 10 shows the MOS versus bit rate graph presenting the users’ preferences for the City sub-streams with different 
frame rates. As seen from the figure, the City sub-streams that have 15 fps are preferred by the viewers compared to 
those that have 3.75, 7.5, or 30 fps until a bit rate of 256 kbps is reached. As can also be observed from the figure, the 
City sub-streams that have 30 fps are preferred by the users when the bit rate is between 384 and 768 kbps. Even 
though, frame quality is higher for a video sequence at a low frame rate (i.e., 3.75 and 7.5 fps) compared to that at a 
high frame rate (i.e., 15 and 30 fps), the perceptual video quality is improved with increasing frame rates for the City 
sequence, which has a medium-high motion activity. The reason is that when the motion activity in a video sequence 
is medium-high or high, high frame rates represent the real-world active scenes more naturally.  
 
Fig. 10. The City sequence MOS versus bit rate results based on various frame rates 
 
The Stefan sequence MOS versus bit rate results based on various frame rates can be seen in Fig. 11. As can be real-
ized from the figure, the subjects prefer the sub-streams with high frame rates (i.e., 15 and 30 fps) for the Stefan se-
quence in a similar manner to the City sequence. Nevertheless, the Stefan sub-streams with 30 fps start achieving 
higher MOSs at lower bit rates compared to the City sub-streams. The reason behind this is that the Stefan sequence 
presents higher motion activity compared to the City sequence.  
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Fig. 11. The Stefan sequence MOS versus bit rate results based on various frame rates 
 
The findings observed for the relationships between the frame rate preferences of the viewers and the motion and 
structural features of video sequences are summarized in Table IV and the bullet points presented following the table. 
 
TABLE IV 
 THE FRAME RATES PREFERRED BY THE VIEWERS FOR THE TEST VIDEO SEQUENCES 
Classes 1 2 3 4 5 6 7 8 
Motion Activity Low 
Low- 
Medium 
Medium-
High 
High Low 
Low-
Medium 
Medium-
High 
High 
Structural Feature Low Low Low Low High High High High 
Test Sequence Eric Container Jets Soccer Silent Harbor City Stefan 
B
it
 R
a
te
 (
k
b
p
s)
 96 3.75 fps 3.75 fps 15 fps 15 fps 3.75 fps 3.75 fps 15 fps 15 fps 
128 3.75 fps 3.75 fps 15 fps 15 fps 3.75 fps 3.75 fps 15 fps 15 fps 
192 3.75 fps 7.5 fps 15 fps 30 fps 3.75 fps 3.75 fps 15 fps 15 fps 
256 7.5 fps 7.5 fps 30 fps 30 fps 3.75 fps 7.5 fps 15 fps 30 fps 
384 7.5 fps 15 fps 30 fps 30 fps 7.5 fps 7.5 fps 30 fps 30 fps 
512 15 fps 15 fps 30 fps 30 fps 7.5 fps 15 fps 30 fps 30 fps 
768 15 fps 15 fps 30 fps 30 fps 15 fps 15 fps 30 fps 30 fps 
 
The summary of the observations for the frame rate preferences of the viewers:  
 The lower the frame rate, the higher the frame quality of a video sequence is for a given bit rate. 
 When a video sequence has high motion activity, the viewers prefer the video sequence to have a high frame 
rate since it presents highly active real-world scenes more naturally. 
 Fewer bits are required for a video sequence, which shows structural features of low complexity in order to 
provide a similar video perception level as a sequence at the same frame rate, but showing more complex 
structural features.  
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5.1.2. Spatial Resolution Preferences 
 
For the Eric sequence, the MOS versus bit rate results for various spatial resolutions are shown in Fig. 12. As seen 
from the figure, the CIF resolution is rated with the highest MOSs between 96 and 128 kbps. The reason is that the 
lower the spatial resolution the higher the frame quality is at a target bit rate. The CIF resolution is not the lowest 
resolution used in the subjective experiments however the Eric sub-streams with CIF resolution do not require a large 
amount of bits to improve the video perception due to the low motion and low complex structural feature characteris-
tics presented in this sequence. As can also be observed from the figure, when the video sequences are encoded at bit 
rates higher than 128 kbps, frame quality of the Eric sub-streams that have higher spatial resolution (i.e., the SD reso-
lution) starts increasing the perceived video quality. Therefore, the viewers give the highest MOSs to the Eric sub-
streams with SD resolution between 192 and 768 kbps. 
 
Fig. 12. The Eric sequence MOS versus bit rate results based on various spatial resolutions 
The spatial resolution preferences of the subjects for the Silent sequence encoded at 96-768 kbps are illustrated in 
Fig. 13. Similar to the Eric sequence, which contains low motion and low complex structural features, the Silent sub-
streams with CIF resolution are rated with the highest MOSs by the viewers at low bit rate(s) (i.e., 96 kbps) while the 
SD resolution receives the highest MOSs from the viewers at medium and high bit rates (i.e., 128-768 kbps). Howev-
er, the medium and high bit rate ranges, in which the Silent sub-streams having SD resolutions are preferred, are 
wider compared to those of the Eric sub-streams. This is due to the greater complexity of the structural feature pre-
sented in the Silent sequence compared to that in the Eric sequence. The higher the spatial resolution of a video se-
quence with a high complex structural feature, the better the structural details in the frames of the sequence is visual-
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ly distinguishable. Thus, the Silent sub-streams with spatial resolution are preferred by the viewers at these particular 
bit rates.  
 
Fig. 13. The Silent sequence MOS versus bit rate results based on various spatial resolutions 
Fig. 14 illustrates the spatial resolution preferences of the viewers for the City sub-streams that have different bit 
rates. As seen from the figure, the City sub-streams with QCIF, CIF, and SD resolutions are preferable at low (i.e., 96 
kbps), medium (i.e., 128-256 kbps), and high (i.e., 384-768 kbps) bit rates, respectively. When the structural feature 
of a low or low-medium motion video sequence is highly complex (e.g., the Silent sequence), the viewers prefer to 
view the sequence at high spatial resolution regardless of the bit rate. However, the viewers prefer to view the City 
sequence at low spatial resolutions (i.e., QCIF) at a low bit rate (i.e., 96 kbps). When the bit rate increases, the CIF 
and SD resolutions are preferred by the viewers for the City sequence. The reason of these observations is that when 
the motion activity of a video sequence is medium-high, the video perception can only be improved using the sub-
streams with low spatial resolution, in which the frame quality is high at low bit rates (e.g., 96 kbps). When the bit 
rate increases, the perceived video quality of the sub-streams that have higher spatial resolutions starts to increase. 
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Fig. 14. The City sequence MOS versus bit rate results based on various spatial resolutions 
 
As can be seen from Fig. 15, which shows the spatial resolution preference of the users for the Stefan sub-streams 
that have different spatial resolutions, the subjects are more inclined to select QCIF resolution at a low bit rate range 
(i.e., 96 to 128 kbps). Nevertheless, this preference changes to CIF resolution between 192 and 256 kbps. At bit rates 
above 256 kbps, the Stefan sub-streams that have SD spatial resolution receive the highest MOS from the viewers. 
 
Fig. 15. The Stefan sequence MOS versus bit rate results based on various spatial resolutions 
 
The observations about the relationships between the spatial resolution preferences of the viewers and the motion and 
structural features of video sequences are summarized in Table V and the bullet points presented after the table. 
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TABLE V 
 THE SPATIAL RESOLUTIONS PREFERRED BY THE VIEWERS FOR THE TEST VIDEO SEQUENCES 
Classes 1 2 3 4 5 6 7 8 
Motion Activity Low 
Low- 
Medium 
Medium-
High 
High Low 
Low-
Medium 
Medium-
High 
High 
Structural Feature Low Low Low Low High High High High 
Test Sequence Eric Container Jets Soccer Silent Harbor City Stefan 
B
it
 R
a
te
 (
k
b
p
s)
 96 CIF CIF QCIF QCIF CIF CIF QCIF QCIF 
128 CIF CIF CIF QCIF SD CIF CIF QCIF 
192 SD CIF CIF CIF SD SD CIF CIF 
256 SD SD CIF CIF SD SD SD CIF 
384 SD SD SD CIF SD SD SD SD 
512 SD SD SD SD SD SD SD SD 
768 SD SD SD SD SD SD SD SD 
 
The summary of the observations for the spatial resolution preferences of the viewers:  
 The higher the motion activity of a video sequence, the higher the bit rate required to achieve a similar video 
perception level with a video sequence that has lower motion activity but similar spatial resolution.  
 When a low or low-medium motion video sequence presents a high complex structural feature, the higher the 
spatial resolution, the better the video perception at low bit rates. 
 The lower the spatial resolution, the higher the frame quality is for medium-high and high motion video sequences 
at low bit rates. 
5.1.3. Quality Preferences 
 
Fig. 16 illustrates the average MOS and VQM results for the sub-streams of the test video sequences encoded in bit 
rates from 96 to 768 kbps. In order to provide consistency with the MOS results, a score of 5 in the VQM grades 
means the impaired video has no video quality degradations compared to the reference, while a VQM grade of 1 rep-
resents high video quality degradations in this paper. From the graphs, it is observed that both the average MOS and 
VQM grades gradually increase when going from low to high bit rates. As can also be seen from the graphs, the 
MOS curves are always below the VQM curves. The reason behind this is that the video sequences used as refer-
ences to compute the VQM grades of the sub-streams had similar spatial resolutions and frame rates to the associated 
sub-streams. However, during the subjective experiments, original-uncompressed video sequences, which had the 
highest spatial resolution, frame rate, and quality, were used as reference video sequences. Thus, the viewers assessed 
the sub-streams with respect to the video sequences that presented the best possible perceived video quality (i.e., 
original-uncompressed video sequences). Due to this reason, the average MOSs have lower values than the average 
VQM grades. It should be noted that human observers, who are the “true assessors” of video quality perception, par-
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ticipated in the subjective experiments. Therefore, it is expected that the observers provided the most reliable video 
quality assessments [Yamazaki et. al., 2001].  
 
(a)                                                                                 (b) 
 
(c)                                                                                 (d) 
Fig. 16. The MOS and VQM versus bit rate results for the (a) Eric (b) Silent (c) City (d) Stefan test video sequences 
 
5.2. Integration of the Frame Rate, Spatial Resolution, and Quality Preferences of the Viewers for Each ML and SFL 
Class 
As the second step in the analysis, a multiplicative integration scheme is required to integrate the viewers’ prefer-
ences for the frame rate, spatial resolution, and quality of video sequences obtained through subjective experiments 
to determine the weights of the UF. Therefore, a multiple regression analysis [Devore, 1995] was performed using 
the results of the subjective experiments to determine the impacts of the frame rate, spatial resolution, and quality 
factors on the UF.  
Regression equation models represent the dependent variables as functions of the independent variables. Here, the 
dependent variable is the UF, and the independent variables are the frame rate, spatial resolution, and quality. Ac-
cordingly, the general multiple regression equation is expressed as: 
QWSWFWFU QSF

 
(8) 
where Fˆ , Sˆ , and Qˆ  represent the predictor variables of frame rate, spatial resolution, and quality, respectively. 
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FW

, SW

, and QW

are the regression coefficients of the unknown parameters, 
FW , SW , and QW . The objective here 
is to estimate the unknown parameters and then map the estimated values to the regression coefficients in (8). In or-
der to avoid confusion between the parameters of the proposed UF equation in (4) and the multiple regression equa-
tion in (8), UF, WF, WS, and WQ in (4) are denoted as 
'UF , ŴF, Ŵs, and ŴQ in (8), respectively. 
The results obtained from the subjective experiments were separated into 84 sets that have four components each: 
(F1, S1, Q1, MOS1), (F2, S2, Q2, MOS2), …, (F84, S84, Q84, MOS84). Here, F, S, Q, and MOS represent the frame rate, 
spatial resolution, quality values, and the average MOS calculated following the experiments, respectively. The sub-
scripts of the F, S, Q, and MOS represent the sequence number in the sets. 84 sets were prepared since the combina-
tion of four frame rates (i.e., 3.75, 7.5, 15, and 30 fps), three spatial resolutions (i.e., QCIF, CIF, and SD), and seven 
average quality values associated with seven bit rates (i.e., 96, 128, 192, 256, 384, 512, and 768 kbps) used during 
the subjective tests for each video sequence type was 4 x 3 x 7 = 84. These sets were prepared for every video se-
quence type separately. In order to estimate the regression coefficients in (8), the following equation is formulated 
based on the multiple regression analysis [Hands et. al., 2004, Devore, 1995] firstly: 
j
jQjSjFjQSF QWSWFWMOSWWWf
2
)(  (9) 
where j represents the number of sets each of which have four components (i.e., F, S, Q, and MOS). Thereafter, the 
partial derivative of f is taken with respect to 
FW  , SW  , and QW . Then, all of the partial derivatives are equated to 
zero to yield the equations below: 
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(10) 
These equations are solved by computing all of the constants related to F, S, and Q, and then using the Gaussian 
function [Douglas, 1971] as the elimination technique to determine the unknown parameters (i.e., 
FW , SW , and 
QW ). Once these parameters were found, they were mapped to the regression coefficients (i.e., F
W

, SW

, and QW

). 
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The results of the multiple regression analysis were then matched to the weights in the UF (i.e., (1)) for every 
sequence type. These weights are illustrated in Table VI.  
The UF weights in the table reflect the priorities of the subjects’ preferences regarding the scalability parameters. The 
results of the multiple regression analysis performed on the low motion and low-medium structural feature (i.e., 
Class 1) video sequence show that high spatial resolutions (i.e., WS = 0.40) are preferred by the subjects over high 
quality (i.e., WQ = 0.37). Nevertheless, the preference for the high frame rate is less than that for the high quality (i.e., 
WF = 0.23). Both high spatial resolution (i.e., WS = 0.36) and quality (i.e., WQ = 0.33) are preferred by the subjects for 
low-medium motion and low complex structural feature (i.e., Class 2) sequences. However, the preference for high 
frame rate is lower (i.e., WF = 0.31) than that for high spatial resolution and quality. The dominant factor that gets 
high subjective preference is the frame rate (i.e., WF = 0.43) for the medium-high motion, low structural feature (i.e., 
Class 3) video sequences. Spatial resolution (i.e., WS = 0.31) and quality (i.e., WQ = 0.26) follow this preference, re-
spectively. For the high motion and low structural feature video sequences (i.e., Class 4), subjects are also inclined to 
make frame rate (i.e., WF = 0.46) based preferences over spatial resolution (i.e., WS = 0.30) and quality (i.e., WQ = 
0.24) preferences. These findings of the low complex structural feature video sequences are also applicable for the 
high complex structural feature video sequences with respect to the MLs. However, the difference between the WS 
and WQ are higher for the high complex structural feature video sequences than those for the low complex structural 
feature video sequences. In other words, spatial resolution affects users’ preferences more for the high complex struc-
tural feature video sequences compared to the low structural feature ones. From all of these results, it can be conclud-
ed that the amount of contributions of the scalable stream parameters (i.e., frame rate, spatial resolution, and quality) 
to the subjective preferences strongly depend on the type of a video content.  
TABLE VI 
THE WEIGHING FACTORS TABLE 
ML and SFL Class 
UF Weights 
WF WS WQ 
1 0.23 0.40 0.37 
2 0.31 0.36 0.33 
3 0.43 0.31 0.26 
4 0.46 0.30 0.24 
5 0.22 0.43 0.35 
6 0.30 0.39 0.31 
7 0.42 0.35 0.23 
8 0.45 0.34 0.21 
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6. PROPOSED VIDEO ADAPTATION FRAMEWORK 
The proposed video adaptation framework is illustrated in Fig. 17. As seen from the figure, the framework is divided 
into three main modules namely; AQoS, adaptation, and UCD. The adaptation module, which can be placed in a 
network node, is the heart of this framework. The adaptation module includes Adaptation Decision Taking Engine 
(ADTE) and Adaptation Engine (AE) sub-modules to execute adaptation processes. As realized from the figure, the 
ADTE sub-module receives AQoS and UCD to make appropriate adaptation decisions in the form of adaptation pa-
rameters by solving the optimization problem, which was described in Section 6. AQoS supplies content-related 
metadata and UCD represents constraints specifications. In this way, the ADTE sub-module decides on the scalabil-
ity parameters that can be sacrificed to fulfill the constraints, which are provided by UCD, using the content-related 
metadata provided by AQoS.  
As seen from the AQoS module in the figure, the content related metadata described in AQoS includes scalable sub-
streams’ parameters (i.e., spatial resolution, frame rate, and quality), the VQM results of the scalable sub-streams, 
and the modeled UF. The ML and SFL classification blocks in the framework implement the ML and SFL classifica-
tion algorithms. Additionally, the UF generator block of the framework includes the modeled UF and weighing fac-
tors table. There is no AQoS module proposed as in Fig. 17 in literature to the best of our knowledge.  
If the AQoS descriptor of a video sequence is required to be prepared using the AQoS module, the video sequence is 
first categorized into a class using the ML and SFL classification blocks of the framework. Then, the weighing fac-
tors table is used to determine the weights associated with its class, and these weights are assigned to the developed 
UF in the UF generator block. Simultaneously, the video sequence is encoded to produce sub-streams with different 
scalability parameters. After encoding, the bit stream extractor tool of JSVM [JSVM 9.13.1 Software] is used to get 
necessary details for the adaptation parameter values of scalable sub-streams. The quality parameter values of these 
sub-streams are measured with VQM [Wolf et. al., 2002]. In order to measure VQM grades of the sub-streams that 
have different spatial resolutions and frame rates, the original-uncompressed versions of the video sequences were 
spatially and/or temporally down-sampled. The UF including the assigned weights, the scalability/adaptation parame-
ter values of the sub-streams, and the VQM grades of the quality parameters of the sub-streams are input to the AQoS 
generator to produce the AQoS descriptor. The UCD module supplies the bandwidth of the network and the width 
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and height of the user display constraints in this work. After the ADTE determines the most appropriate adaptation 
parameter values, they are passed to the AE to generate the adapted scalable bit stream, as decided. 
 
Fig. 17. The architecture for the proposed adaptation decision taking framework 
7. ADAPTATION DECISION TAKING PROCESS AND RESULTS TO EVALUATE THE PERFORMANCE OF THE 
PROPOSED FRAMEWORK 
The ADTE shown in Fig. 17 determines the most appropriate adaptation parameters by solving the optimization 
problem given below:  
Maximize: {UF=WF F+WS S+WQ Q} => Optimization Constraint 
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Subject to: {bit rate ≤ target bit rate; width ≤ display width; height ≤ display height} => Limitation Constraint 
where the optimization constraint represents maximization of the UF (see (4)), bit rate is the bit rate of the supported 
video streams, target bit rate is the network bandwidth, width and height are the horizontal and vertical dimensions of 
the supported sub-scalable video stream resolutions. Display width and height are the horizontal and vertical dimen-
sions of the terminal display resolution that will be used to consume the adapted bit stream, respectively.  
Fig. 18 illustrates the flowchart of the decision process. In order to assess the performance of the proposed adaptation 
decision taking framework, a set of experiments was carried out. The test sequences used in the experiments were 
encoded with three spatial (i.e., QCIF, CIF, and SD), four temporal (i.e., 3.75, 7.5, 15, and 30 fps), and two Medium 
Grain Scalability (MGS) [Thang et. al., 2004] layers added to every spatial enhancement layer. JSVM 9.13.1 [JSVM 
9.13.1] was used as the reference software for the encoding process. A set of test sequences, namely: News, Big 
Ships, Coastguard, Football, Silent, Bus, Tempete, and Tennis, was used to evaluate the performance of the proposed 
adaptation decision taking concept. These sequences contain the frames of the associated entire test sequences rang-
ing from 0-150, 70-220, 100-250, 0-150, 0-150, 15-165, 0-150, and 0-150, respectively. The classes of the test se-
quences are determined by the assistance of the proposed classification algorithms as 1, 2, 3, 4, 5, 6, 7, and 8, respec-
tively. The adopted UCD for the experiments consists of the following limitation constraints: the network bandwidths 
= {200, 500, 700, and 1000} kbps selected for mobile devices, display width = 704 pixels, and display height = 576 
pixels. It has to be noted that before any of the constraints restrict the adaptation decisions, the scalable sub-stream 
parameters described in the AQoS are identified as the candidate adaptation decision results. During the adaptation 
decision taking process, first of all, the limitation constraints (i.e., the network bandwidth and display resolution) 
were considered. Accordingly, the sub-streams that have higher bit rates than the target bit rate were eliminated from 
the candidate adaptation decisions. Then, the sub-streams that have higher spatial resolutions than the display resolu-
tion were removed from the candidates. Following, the optimization constraint was applied to the remaining candi-
date adaptation decisions. The candidate adaptation decisions that yield the maximum UF output were designated as 
the optimal adaptation decisions.  
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Start
Parse the AQoS 
and UCD
Execute the limitation and 
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Adaptation decision
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End
Find the maximum 
resultant UF
 
Fig. 18. The flowchart of the adaptation decision taking strategy 
Table VII presents the experimental results of the proposed ADTE. The resultant bit rates, spatial resolutions, frame 
rates, and VQM grades after taking the adaptation decisions are shown in this table. In order to compare the perfor-
mance of the proposed adaptation decision taking results, the adaptation decision taking algorithms of [Mukherjee et. 
al., 2005] and [Prangl et. al., 2007] were also implemented as the references for the benchmarking. The test sequences 
were subjected to the same encoding specifications for the reference techniques. Moreover, the same sequences were 
also used for fair comparison purposes. The reason behind using the approach discussed in [Mukherjee et. al., 2005] as 
a reference technique is that it relies on a basic adaptation decision taking method. A simple UF, which only consid-
ers bit rate of video contents and is irrespective of video content characteristics, is utilized in [Mukherjee et. al., 2005]. 
The reason behind using the method discussed in [Prangl et. al., 2007] is that the adaptation decision taking algorithm 
in this reference work also relies on a designed UF that considers frame rate, spatial resolution, and QP of a scalable 
video sequence. The importance of the spatial resolution, frame rate, and QP on the total utility value is calculated 
using weights. The weights of the UF for each user are determined using a recommendation system to maintain feed-
back from the user in [Prangl et. al., 2007]. The following parameters: widthoriginal = 704, heightoriginal = 576, 
framerateoriginal = 30 fps, QPmin = 30, and QPmax = 35 were defined to apply the reference UF. Moreover, in order to 
fairly compare the reference and the proposed adaptation decision taking techniques, the reference method is imple-
mented using the same test sequences to determine the UF weights for each of the classes. The determined weights of 
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the reference work are illustrated in Table VIII.  
It should be noted that the characteristics of video contents are not considered in adaptation decision taking opera-
tions of the reference methods, which are believed to affect the decisions taken as demonstrated in the proposed 
study. Table VII also illustrates the results of the reference experiments. The adaptation decision taking results ob-
tained using the proposed UF, the reference study in [Mukherjee et. al., 2005] and [Prangl et. al., 2007] are illustrated 
with p.1, r.1, and r.2, respectively, in the table. Using the adaptation decision taking results of the proposed and refer-
ence techniques, adaptation experiments were performed, and subjective tests were conducted to evaluate the adapted 
sequences with human observers. The DSIS method [ITU-Recommendation BT.500-11, 2002] was employed for the 
subjective tests. 18 viewers participated in the experiments. After the outliers were detected, using the outlier screen-
ing method in [ITU-Recommendation BT.500-10, 2000], and removed, 16 observers were used to calculate the MOS 
results in the experiments. The MOSs of the subjective tests are shown on the right-hand side of Table VII together 
with 95% confidence intervals.  
As can be observed from the results, when the network bandwidth is 200 kbps, the adaptation parameter values de-
termined by the proposed ADTE for the News sequence are specified as bit rate: 179 kbps, spatial resolution: CIF, 
frame rate: 7.5 fps, SNR: 1, and VQM grade: 4.21. A MOS of 4.12 is achieved using the proposed adaptation deci-
sion taking technique. However, the adaptation parameters values determined by the reference techniques are: bit 
rate: 199 kbps, spatial resolution: CIF, frame rate: 3.75 fps, and SNR: 2. A MOS of 3.93 is attained by utilizing the 
reference techniques in adaptation decision taking process. Even though the bit rate of the News sequence adapted 
using the adaptation parameter values determined by the proposed ADTE is lower than that by the reference tech-
niques, the MOS score (i.e., 4.12) achieved by the proposed ADTE is higher than that by the reference ADTEs (i.e., 
3.93). The reason is that the video quality perception saturates at lower frame rates due to high frame quality, so it is 
enhanced with higher frame rate. 
As can also be seen from the results, when the network bandwidth is 500 kbps, a bit rate, spatial resolution, frame 
rate, SNR, and VQM grade of 499 kbps, SD, 7.5 kbps, 0, 4.11, respectively, can be achieved by utilizing the pro-
posed method and reference study in [Mukherjee et. al., 2005] in adaptation decision taking process. A MOS of 4.25 
is attained using both techniques. Nevertheless, a bit rate, spatial resolution, frame rate, and SNR of 430 kbps, SD, 
3.75 kbps, 1, respectively, can be achieved using the reference study in [Prangl et. al., 2007] in adaptation decision 
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taking process, which results in a MOS value of 4.19.  
It has to be noted that, the VQM results of the sequences are only presented for the proposed technique in Table VII 
since VQM is only used in the proposed technique to compute quality parameters of the sequences.  
Similar results can be observed from all of the remaining MOS results throughout the table. Thus, it can be conclud-
ed that the proposed technique either outperforms the reference techniques or present similar results for the adapted 
sequences. Even though the proposed technique sometimes presents similar results to the reference techniques, the 
outperforming results emphasize the efficiency of the proposed technique.   
In order to present the performance of the proposed technique, the adaptation results are also evaluated using SSIM 
as illustrated in Table VII. Using these SSIM results, the readers who are familiar with objective quality evaluation 
techniques can get clearer idea about the performance of the results. It should be noted that subjective quality evalua-
tion technique presents results  
In order to adapt a new video sequence, the information related to this sequence is offline prepared by the AQoS de-
scriptor, which is in the AQoS module of Fig. 17. Using this offline information, the proposed framework becomes 
quite time efficient and quick to adapt the video sequence.  
It is tested that classifying video sequences more than into eight classes does not provide different adaptation deci-
sion taking results than having eight classes. Thus, it can be envisaged that the ML and SFL classification algorithms 
are sufficient enough to efficiently decide on the best spatial resolution, frame rate, and quality parameters for adapt-
ing video streams. 
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TABLE VII 
COMPARISON OF THE PROPOSED ADAPTATION DECISION TAKING RESULTS WITH THE REFERENCE TECHNIQUES FOR DIFFERENT VIDEO 
SEQUENCES 
S
eq
u
en
ce
 
N
et
w
o
rk
 
B
a
n
d
w
id
th
 Bit Rate (kbps) Spatial Resolution Frame Rate (fps) VQM SNR  MOS-Confidence Interval 
 
SSIM 
p.1 r.1 r.2 p.1 r.1 r.2 p.1 r.1 r.2 p.1 p.1 r.1 r.2 p.1 r.1 r.2 p.1 r.1 r.2 
N
ew
s 
200 179 199 199 CIF CIF CIF 7.5 3.75 3.75 4.21 1 2 2 4.12±0.31 3.93±0.42 3.93±0.42 0.955 0.964 0.964 
500 499 499 430 SD SD SD 7.5 7.5 3.75 4.11 0 0 1 4.25±0.35 4.25±0.35 4.19±0.29 0.946 0.946 0.945 
700 551 632 621 SD SD SD 7.5 15 3.75 4.28 1 0 2 4.44±0.31 4.31±0.29 4.38±0.38 0.967 0.944 0.965 
1000 932 932 932 SD SD SD 7.5 7.5 7.5 4.57 2 2 2 4.56±0.24 4.56±0.24 4.56±0.24 0.969 0.969 0.969 
S
h
er
if
f 
200 192 192 148 QCIF QCIF QCIF 7.5 7.5 3.75 4.49 1 1 2 3.56±0.36 3.56±0.37 3.37±0.31 0.896 0.896 0.920 
500 467 498 425 CIF QCIF CIF 7.5 15 3.75 4.53 1 2 2 3.87±0.30 3.50±0.31 3.43±0.42. 0.887 0.914 0.926 
700 584 699 584 CIF QCIF CIF 7.5 30 7.5 4.90 2 1 2 3.93±0.42 3.75±0.33 3.93±0.42 0.910 0.891 0.910 
1000 965 998 998 SD SD SD 7.5 3.75 3.75 4.82 1 2 2 4.12±0.42 4.06±0.34 4.06±0.34 0.937 0.951 0.951 
C
o
as
tg
u
ar
d
 200 158 158 133 QCIF QCIF QCIF 15 15 30 3.96 2 2 1 2.94±0.33 2.94±0.33 2.87±0.27 0.942 0.942 0.919 
500 452 492 492 CIF CIF CIF 7.5 15 15 3.18 0 1 1 3.12±0.30 3.06±0.35 3.06±0.35 0.884 0.911 0.911 
700 575 642 575 CIF CIF CIF 30 7.5 30 3.16 0 1 0 3.31±0.29 3.19±0.27 3.31±0.29 0.876 0.915 0.876 
1000 911 999 911 CIF SD CIF 30 3.75 30 3.64 1 0 1 3.50±0.25 3.06±0.22 3.50±0.25 0.908 0.890 0.908 
F
o
o
tb
al
l 
200 191 191 191 QCIF QCIF QCIF 15 15 15 3.53 0 0 0 2.81±0.27 2.81±0.27 2.81±0.27 0.883 0.883 0.883 
500 404 497 404 QCIF CIF QCIF 30 3.75 30 3.89 1 0 1 3.31±0.29 2.69±0.34 3.31±0.29 0.914 0.861 0.914 
700 513 623 404 QCIF CIF QCIF 30 7.5 30 3.95 2 0 1 3.37±0.27 3.06±0.22 3.31±0.29 0.932 0.859 0.914 
1000 908 943 908 CIF CIF CIF 15 7.5 15 3.49 0 2 0 3.62±0.35 3.43±0.40 3.62±0.35 0.856 0.940 0.856 
S
il
en
t 
200 189 189 189 CIF CIF CIF 7.5 7.5 7.5 3.57 0 0 0 3.56±0.31 3.56±0.31 3.56±0.31 0.928 0.928 0.928 
500 430 431 430 CIF CIF CIF 7.5 30 7.5 3.93 2 1 2 3.87±0.43 3.48±0.47 3.87±0.43 0.948 0.940 0.948 
700 648 648 648 SD SD SD 7.5 7.5 7.5 3.98 1 1 1 3.91±0.38 3.91±0.38 3.91±0.38 0.924 0.924 0.924 
1000 806 972 972 SD SD SD 15 7.5 7.5 3.88 1 2 2 4.12±0.39 4.06±0.44 4.06±0.44 0.923 0.947 0.947 
B
ig
 S
h
ip
s 
200 154 162 145 CIF CIF CIF 15 30 7.5 3.17 0 0 0 3.56±0.41 3.50±0.44 3.43±0.36 0.840 0.836 0.844 
500 383 396 335 CIF CIF CIF 15 30 3.75 4.35 2 2 2 3.75±0.32 3.62±0.39 3.56±0.40 0.893 0.889 0.914 
700 687 687 622 SD SD SD 15 15 7.5 4.12 1 1 1 3.93±0.45 3.93±0.45 3.81±0.33 0.933 0.933 0.934 
1000 929 992 913 SD SD SD 7.5 15 3.75 4.78 2 2 2 4.37±0.42 4.25±0.31 4.12±0.27 0.947 0.945 0.941 
F
. 
g
ar
d
en
 
200 152 191 152 QCIF QCIF QCIF 30 15 30 4.25 1 2 1 2.81±0.37 2.68±0.38 2.81±0.37 0.907 0.930 0.907 
500 220 454 152 QCIF CIF QCIF 30 3.75 30 4.56 2 0 1 3.18±0.30 3.00±0.43 2.81±0.37 0.928 0.942 0.907 
700 640 677 640 CIF CIF CIF 15 7.5 15 3.67 0 1 0 3.56±0.40 3.31±0.34 3.56±0.40 0.868 0.903 0.868 
1000 963 963 963 CIF CIF CIF 30 30 30 4.24 1 1 1 3.93±0.33 3.93±0.33 3.93±0.33 0.896 0.896 0.896 
T
en
n
is
 
200 192 192 148 QCIF QCIF QCIF 30 30 30 4.10 2 2 1 3.25±0.38 3.25±0.38 3.06±0.34 0.920 0.920 0.902 
500 415 494 415 CIF CIF CIF 15 3.75 15 3.64 0 1 0 3.37±0.47 2.75±0.38 3.37±0.47 0.844 0.890 0.844 
700 507 638 507 CIF CIF CIF 30 7.5 30 3.70 0 2 0 3.68±0.44 3.50±0.25 3.68±0.44 0.842 0.922 0.842 
1000 968 968 777 CIF CIF CIF 30 30 30 4.24 2 2 1 4.06±0.54 4.06±0.54 3.81±0.35 0.922 0.922 0.896 
 
TABLE VIII 
THE WEIGHTS OF THE REFERENCE ADAPTATION DECISION TAKING TECHNIQUE DISCUSSED IN [PRANGL ET. AL., 2007] 
Class 
UF Weights 
WF WS WQ 
1 0.00 0.60 0.40 
2 0.20 0.40 0.40 
3 0.60 0.20 0.20 
4 0.80 0.10 0.10 
5 0.00 0.70 0.30 
6 0.10 0.50 0.40 
7 0.60 0.20 0.20 
8 0.80 0.10 0.10 
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8. CONCLUSIONS AND FUTURE WORK 
In this paper, an advanced video adaptation decision taking technique relying on a utility-based approach has been 
proposed to select the most adequate frame rate, spatial resolution, and quality parameters to enable seamless video 
access for mobile devices. In order to assist this technique, a UF model that considers the correlations of frame rate, 
spatial resolution, and quality parameters has also been proposed to decide on the best set of scalability parameters. A 
video adaptation framework has been developed to perform the proposed video adaptation decision taking technique 
and adaptation operations. The MPEG-21 supported tools (i.e., AQoS and UCD) have been used to assist the adapta-
tion decision taking process of the framework, so as to better align the operation of the proposed architecture to the 
international standards. Motion and structural feature level driven classification methods have been developed to cat-
egorize the video contents into distinctive types. Using video contents belonging to different categories, subjective 
experiments have been carried out. A table of weighing factors has been designed based on the knowledge gained 
through the subjective tests. Accordingly, the weights of the UF have been determined depending on the video con-
tent type. It is envisaged that the work presented in this paper will lead to wide-spread seamless and adaptive video 
access for mobile devices, which in turn will enable improved video perception of users.  
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