Abstract: Boolean network is a powerful tool in describing the genetic regulatory networks. Accompanying the development of systems biology, the analysis and control of Boolean networks have attracted much attention from biologists, physicists, and systems scientists. This paper surveys a series of recent results on Boolean (control) networks, obtained by the algebraic approach proposed by the authors. First, a brief introduction to the semi-tensor product of matrices and the matrix expression of logic is presented. Then the topological structure of Boolean networks is investigated. Finally, the basic control problems of Boolean control networks are explored, which include the controllability, observability, realization, stability and stabilization, disturbance decoupling, identification and optimization.
INTRODUCTION
In 1943 "McCulloch and Pitts had claimed that the brain could be modeled as a network of logical operations such as 'and', 'or', 'not' and so forth. It had been a revolutionary idea at the time, to put it mildly, and had proved to be immensely influential." (Waldrop, 1992) "Jacob and Monod were publishing their first papers on genetic circuits in 1961 through 1963. It was the work for which they later won the Nobel Prize. Their work shows that any cell contains a number of 'regulatory' genes that act as switches and can turn one another on and off. That work was a revelation for all biologists. If genes can turn one another on and off, then you can have genetic circuits." (Waldrop, 1992) Motivated by these works and through his hard work, Kauffman first proposed Boolean network to describe the cellular and regulatory networks in 1969 (Kauffman, 1969) . A tutorial introduction can be found in Kauffman (1995) . Since Boolean network is a proper model in describing and analyzing the interaction and evolution of cells, it has received the most attention, not only from the biology community, but also in physics and systems science. There are many research literatures on various topics on Boolean networks. The first widely discussed problem is the topological structure of Boolean networks. Many analytic and/or numerical methods have been developed to figure out the fixed points, cycles etc. (Heidel et al., 2003; Farrow et al., 2004; Aldana, 2003; Klemm and Bornholdt, 2005) . Analyzing the dynamic characteristics and identification (Albert and Barabási, 2000; Akutsu et al., 2000; Chaves et al., 2005; El Snoussi and Thomas, 1993; Liang et al., 1998) of Boolean networks are also widely investigated theoretical topics. Boolean
The work was supported partly by National Natural Science Foundation (NNSF) of China under Grants 61074114, 60736022, and 60221301. modeling and analysis of biological systems are important in applications (Huang and Ingber, 2000; Huang, 2002) . In addition to deterministic networks, the investigation of stochastic Boolean networks is also a hot and fruitful topic (Lynch, 2002; Shmulevich et al., 2002a,b) . Recently, the interest in Boolean control network is increasing. It was pointed out in Akutsu et al. (2007) that "One of the major goals of systems biology is to develop a control theory for complex biological systems."
Since the dynamics of Boolean network is a process of logical evolution, and there are less tools for logical process, investigating Boolean network becomes difficult.
Over the past decade, the first author has proposed and been working on a new matrix product, namely, the semitensor product (STP) of matrices, which generalizes the conventional matrix product to two arbitrary matrices. An general introduction for this can be found in Cheng and Qi (2007) and a survey in Cheng (2007) . Its various applications can be found in Cheng (2001) ; Cheng and Dong (2003) ; Cheng et al. (2004a,b) ; Cheng (2006) ; . Particularly, we refer to a recent book (Mei et al., 2010) for its applications to power systems. This paper surveys the application of STP to Boolean (control) networks. First, we found that a logical relation can be expressed by matrices and the semi-tensor product Qi, 2005, 2007) . Using it, the dynamics of a Boolean (control) network can be converted into a discrete-time (conventional) dynamic system, and hence the conventional matrix approach to discrete-time systems is applicable to logical dynamics. This is essential, and under this framework several basic problems about Boolean (control) networks have been studied. This paper is a survey on our recent developments on this field.
For statement ease, we first give some notations, which are used throughout the paper:
(1) M m×n : the set of m × n real matrices. When m = n it is briefly denoted as M n . (2) Col(A) (Row(A)): the set of columns (rows) of matrix A. Col i (A) (Row i (A)) is the i-th column (row) of A. (3) Blk i (A): i-th n × n block of matrix A ∈ M m×nm . (4) m|n: m is a factor of n (m, n ∈ Z + );
The set of m × r logical matrices is denoted by
The set of m × r Boolean matrices is denoted by B m×r . (11) Let {x 1 , · · · , x s } be a set of logical variables.
Then F (x 1 , · · · , x s ) is the set of logical functions of
The rest of this paper is organized as follows: Section 2 gives the preliminaries of the approach, which includes: (i) the definition and basic properties of STP; (ii) the matrix expression of logic; (iii) the algebraic form of Boolean (control) networks. Section 3 gives the formulas for fixed points and cycles. The state space and subspaces of logical dynamic systems are defined in Section 4. Section 5 considers the controllability, observability, and realization of Boolean control networks. Section 6 discusses the disturbance decoupling problem. The stability of Boolean networks and the stabilization of Boolean control networks are discussed in Section 7. Section 8 explores the optimal control of Boolean control networks. The identification of Boolean (control) networks is studied in Section 9. Section 10 is a brief summary.
ALGEBRAIC FORM OF LOGIC
2.1 Semi-tensor Product of Matrices Definition 1. Let A ∈ M m×n , B ∈ M p×q , and c = lcm(n, p) (the least common multiple of n and p). Then the semi-tensor product (STP) of matrix A and B, denoted by A B, is defined as
Remark 2. When n = p the STP coincides with the conventional matrix product. Hence STP is a generalization of conventional matrix product. Owing to this, the symbol can be omitted. We will do this in the sequel for most cases.
STP keeps most of the properties of the conventional matrix product unchanged. We list some of them in the following, which are frequently used. Proposition 3. 1. (Distributive Law)
2. Let Z ∈ R t be a row. Then
Matrix Expression of Logic
A logical variable takes value from D = {0, 1}. A k-ary logical operator (or function) σ is a mapping: σ : D k → D. Negation, ¬ is a 1-ary (unary) operator, defined as ¬(0) = 1, ¬(1) = 0. Some commonly used 2-ary (binary) operators are defined by their truth table in Table 1 . Table 1. Truth Table of ∧ 
To use matrix expression we identify 1 with δ 1 2 and 0 with δ 2 2 , i.e., 1 ∼ δ 1 2 , 0 ∼ δ 2 2 . Then a logical variable x ∈ D becomes x ∈ ∆, and a logical function f : D n → D becomes f : ∆ 2 n → ∆. This expression is called the vector form. The following result is very important (Cheng and Qi, 2007) . Theorem 6. Let f (x 1 , · · · , x n ) be a logical function in vector form as f : ∆ 2 n → ∆. Then there exists a unique M f ∈ L 2×2 n , called the structure matrix of f , such that
For some classical operators their structure matrices are obtained as follows. The structure matrix of negation, ¬ is M ¬ = δ 2 [2 1]. For the operators in Table 1 we have
In general we have (Cheng and Qi, 2010a 
Algebraic Form of Boolean (Control) Networks
A Boolean network can be described by a directed graph, denoted by (N, E), where N = {x 1 , · · · , x n } is the set of nodes, E ⊂ N × N is the set of directed edges. (i, j) ∈ E (A short notation for (x i , x j ) ∈ E) means the state value of node j at time t + 1, denoted by x j (t + 1), depends on x i (t). Its dynamics is described by a logical dynamic equation. We use an example to depict it. Example 8. Fig. 1 is a Boolean network with three nodes. Assume its dynamics is
A Boolean network with inputs and outputs is called a Boolean control network. Consider the following example. 
In general, the dynamics of a Boolean (control) network is described as follows. Definition 10.
(1) The dynamics of a Boolean network is defined as
. . .
where
In vector form we set
u i , and y := p i=1 y i . Using Theorem 7 we have (Cheng and Qi, 2010a; Cheng, 2009) Theorem 11. Under vector form (1) (12) can be expressed as
where L ∈ L 2 n ×2 n ; (2) (13) can be expressed as
where L ∈ L 2 n ×2 m+n , H ∈ L 2 p ×2 n . (14) and (15) are called the algebraic form of (12) and (13) (2) The Boolean control network (11) has the algebraic form (15) with L = δ 8 [1 1 5 5 2 2 6 6 1 3 5 7 2 4 6 8 5 5 5 5 6 6 6 6 5 7 5 7 6 8 6 8]; H = δ 2 [2 1 2 1 2 1 2 1].
Remark 13. Using STP, a logical dynamic (control) equation can be converted into its algebraic form, which is a standard discrete-time dynamic system (with x i ∈ D). Since there are no more logical operators involved, the conventional tools for discrete-time systems are applicable. The rest discussion in this paper are based on algebraic form. We refer to Cheng and Qi (2010a) for converting a Boolean network into its algebraic form, and to Cheng and Qi (2009) for converting the algebraic form back to logical form.
TOPOLOGICAL STRUCTURE OF BOOLEAN NETWORKS
Since a Boolean network has only finite states, a trajectory will eventually enter into a fixed point or a cycle. Therefore, the fixed points and cycles form the most important topological structure of a Boolean network. The problem of finding fixed points and cycles has been investigated by several authors (Heidel et al., 2003; Farrow et al., 2004) . The following is a general result based on the algebraic form (Cheng and Qi, 2010a) Theorem 14. Consider a Boolean network (12) with its algebraic form (14).
(1) x = δ i 2 n is a fixed point of (12), if and only if, the i-th diagonal element of L, ii = 1. Hence, the number of fixed points of (12) is
(We use tr(A) for the trace of A.) (2) Denote the number of cycles of length s by N s . Then we have recursive formulas as
where P(s) is the set of proper factors of s, s ∈ Z + . For instance, P(6) = {1, 2, 3}, P(10) = {1, 2, 5}.
In the following we consider the state equation of Boolean control network (13) as
and assume the input dynamics is
Then we consider the input-state space. An alternative explanation is: (18)- (19) is a Boolean network with (19) as its invariant subspace.
Assume there is a cycle of length k in the input-state space
First of all, one sees easily that since u 0 = u k , in the input space U, the sequence {u 0 , u 1 , · · · , u k } contains, say, j folds of a cycle of length , where j = k. Hence u = u 0 . Now let us see what condition the {x i } in the cycle C k W should satisfy. Define a network transition matrix as
We conclude that x 0 ∈ ∆ 2 n is a fixed point of the equation
For convenience, we assume j > 0 is the smallest positive integer, which makes x 0 a fixed point of (22).
Conversely, assume x 0 ∈ ∆ 2 n is a fixed point of (22) and u 0 is a point on a cycle of control space C U . Then it is obvious that we have the cycle (21).
Summarizing above arguments yields Theorem 15. Consider Boolean control network (18)
is a cycle in the input-state space W with length k, iff for any point
is a cycle in the control space, and x 0 is a fixed point of equation (22) with
This result is interesting. It shows that if a Boolean network has an invariant subspace, then the cycles on the overall state space have a product structure, with a "factor cycle" in the invariant subspace. This result can be generalized to multi-hierarchy Boolean networks to show that such networks have a "rolling gear" structure, which may be used to explain the fact, described by Kauffman, that (Kauffman, 1995) the small cycles decide the vast order of networks. We refer to Cheng (2009) for detailed discussion on this.
STATE SPACE AND SUBSPACES
Consider Boolean network (12) or Boolean control network (13). The state variables are logical variables {x 1 , · · · , x n }. We define their state space, X , as the set of logical functions of {x 1 , · · · , x n }, denote it as
Express the mapping, denoted by F , by functions as
Denote
(24) Then the following result is obvious. Theorem 17. The mapping F : x → z defined in (23) is a coordinate transformation, if and only if, its structure matrix L F is nonsingular.
Similarly, a subspace Y = F {y 1 , · · · , y k } can also be expressed by
And its algebraic form is
To investigate when Y is a regular subspace, we consider L G and denote its entries as
Then we have the following result: Theorem 18. Assume Y = F {y 1 , · · · , y k }, and it has the algebraic expression as (26) with the structure matrix L G as in (27) . Then Y is a regular subspace, if and only if, the entries of L G satisfies
We refer to Cheng et al. (2010) for coordinate transformation, and to Cheng and Qi (2010b) for state space and subspace.
CONTROLLABILITY AND OBSERVABILITY

Controllability
Definition 19. System (13) is controllable from x 0 to x d , if there exist a T > 0, a sequence of controls {u 0 , · · · , u T −1 } such that the trajectory of (13) starting from x 0 can be driven by the controls to x(T ) = x d . System (13) is controllable at x 0 , if it is controllable to any x d ∈ ∆ 2 n . System (13) is controllable, if it is controllable at any x 0 .
Consider the controllability of Boolean control network (13). Denote by J the input-state incidence matrix of system (13):
where L is the structure matrix of (13), and called the basic block of J . It is easy to see that J s has a similar structure (called the row periodic structure), and its basic block is J
Starting from its algebraic form (15) and using (29)- (31), we define the controllability matrix as
where J (s) means we simply use the Boolean algebra in the product of matrices (Zhao et al., 2010) , and denote its entries as M C = (c ij ). Then we have Theorem 20. Consider Boolean control network (13). Note that for a real matrix A ∈ M m×n , A > 0 means for any i, j, the entries a i,j > 0 in this paper.
Observability
Definition 21. Consider Boolean control network (13). It is observable, if for any x 0 there exists a control sequence {u 0 , u 1 , · · · } such that the initial state can be determined by the corresponding output sequence {y(0), y(1), y(2), · · · }.
Consider the algebraic form (15). Split
Define a set of matrices as
It is easy to see that there exists an s, such that
Denote by s * the smallest positive integer such that (33) holds. Arrange the matrices in Ω i to form matrices Γ i as
Define the observability matrix of Boolean control network (13) as 
Setting
where L = δ 4 [2 4 1 1 2 3 2 2], H = δ 2 [2 1 1 2] . For system (36), the basic block of its input-state incidence matrix J 0 = L.
Checking the controllability matrix, we have
We conclude that the system is controllable.
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A straightforward computation shows the observability matrix is 
From part of O, it is enough to see rank(M O ) = 4. Thus, the system is observable.
Realization
In this subsection we consider the Kalman decomposition of Boolean control networks. Denote by C, O, C c , and O c the controllable, observable, uncontrollable, and unobservable subspaces respectively. Denote by
, and C c ∩ O c are all regular subspaces of X . Then there exists a coordinate transformation: x → z, such that under this new coordinate frame system (13) has the following Kalman decomposed form
where z 1 (t) is the controllable and observable subspace, z 2 (t) is the controllable and unobservable subspace, z 3 (t) is the uncontrollable and observable subspace, and z 4 (t) is the uncontrollable and unobservable subspace.
We refer to Cheng et al. (2011a Cheng et al. ( , 2010 for more details about controllability, observability and realization of Boolean control networks.
DISTURBANCE DECOUPLING
It is well known that the decoupling is one of the important topics in control theory. There are many different decoupling problems, we refer to Cheng and Qi (2010a) for some kinds of them, and most of them are still untouched. This section considers only the disturbance decoupling problem, which is based on Cheng (2011). 
Consider the following system
such that for the closed-loop system using these controls, the outputs are not affected by the disturbances.
We need another concept for the investigation. Definition 26. Let Y = F {y 1 , · · · , y p }. S ⊂ X is called the Y-friendly subspace, if S is a regular subspace and
To explore the Y-friendly subspaces, we consider the algebraic form of y = p i=1 y i . Let this algebraic form be expressed as
Denote by
Then we have the following result (Cheng, 2011) Theorem 27. Assume y = p i=1 y i has its algebraic form (41).
(1) There is a Y -friendly subspace of dimension r, iff n j , j = 1, · · · , 2 p have a common factor 2 n−r . (2) Assume 2 n−r is the largest common 2-type factor of n j , j = 1, · · · , 2 p . Then the minimum Y -friendly subspace is of dimension r.
We refer to Cheng (2011) for the algorithm to construct Y-friendly subspaces. Now assume S is a Y-friendly subspace. Then there exists a coordinate frame z = {z 1 , · · · , z n } with
It follows that under this coordinate frame system (39) can be expressed as 
Again, we refer to Cheng (2011) 
where u 1 (t), u 2 (t) are controls, ξ(t) is a disturbance, y(t) is the output.
, we express (43) into it algebraic form as h = δ 2 [1 2 2 2 1 2 2 2 1 2 2 2 1 2 2 2 2 1 2 2 2 1 2 2 2 1 2 2 2 1 2 2].
First, we have to find the minimum output-friendly subspace. Observing h, we have n 1 = 8 and n 2 = 24. Then we have the largest 2-type common factor 2 s = 2 3 , and m 1 = 1, m 2 = 3. Hence, we know that the minimum output-friendly subspace is of dimension n − s = 5 − 3 = 2. Using algorithms in Cheng (2011), we may choose 1 2 2 1 1 2 2 1 1 2 2 1 1 2 2 1 1 2 2 1 1 2 2 1 1 2 2 1 1 2 2]; M 5 = δ 2 [1 2 1 2 1 2 1 2 1 2 1 2 1 2 1 2 2 1 2 1 2 1 2 1 2 1 2 1 2 1 2 1].
Using Theorem 18, we simply set z i = M i x, i = 1, 2, 3, where M i are chosen as follows: M 1 = δ 2 [1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2]; M 2 = δ 2 [2 2 2 2 2 2 2 2 1 1 1 1 1 1 1 1 2 2 2 2 2 2 2 2 1 1 1 1 1 1 1 1]; M 3 = δ 2 [1 1 1 1 2 2 2 2 2 2 2 2 1 1 1 1 1 1 1 1 2 2 2 2 2 2 2 2 1 1 1 1]. It is easy to check that the Boolean matrix B z of {z 1 , z 2 , z 3 , z 4 , z 5 } has no equal columns. So it is a coordinate change. From M i , the z i can be calculated as
Setting z = 5 i=1 z i and x = 5 i=1 x i , the algebraic form of (45) (45) becomes
Now under the coordinate frame z, equation (44) becomes
and h = δ 2 [1 2 2 2 1 2 2 2 1 2 2 2 1 2 2 2 1 2 2 2 1 2 2 2 1 2 2 2 1 2 2 2].
Then a mechanical procedure can convert the original system into Y -friendly coordinate frame z as
Now in the output-friendly subspace (z 4 , z 5 ) we may choose u 1 (t) = z 2 (t) = ¬x 2 (t), u 2 (t) = 0. Then the only unlimited variable out of this space is z 3 . Enlarging the output-friendly subspace to including z 3 , One sees that the closed-loop system is in such a form that the DDP is solved. Since in system (46) the controls which solve the DDP is obvious, we need not to use general formula.
STABILITY AND STABILIZATION OF BOOLEAN NETWORKS
First we introduce the concept and some properties of the vector distance, which are based on Robert (1986) with some trivial extensions.
We define the logical operators over Boolean matrices. Definition 30.
(1) Let A = (a ij ) ∈ B m×n , σ is a unary logical operator. Then σA := (σa ij ); (47) (2) Let A = (a ij ), B = (b ij ) ∈ B m×n , and σ be a binary logical operator. Then AσB := (a ij σb ij ).
(48) (3) Let α ∈ D. Then the product of α with A ∈ B m×n is defined as
(7) Let A ≺ t B (the row number of B is t times of the column number of A) (or A t B). The semi-tensor Boolean product of A and B is defined as
(8) Assume A B A is well defined. Then the power of A is defined as
Next, we define the vector distance of two Boolean matrices. Definition 31. Let A, B ∈ B m×n . Then the vector distance of A and B, denoted by D v (A, B) , is defined as
The vector distance satisfies the basic properties of distance.
Consider Boolean network (12) and Boolean control network (13). Denote by X = D n as its state space. A point X ∈ X can be expressed as X = (x 1 , · · · , x n )
T . Let F : X → X be a logical mapping, which is determined by
Briefly denote it as Z = F (X), where X, Z ∈ X .
For instance, consider Boolean network (12). It can be expressed as
Same as a Boolean network, a mapping can be described by its graph (N, E). Definition 33. The incidence matrix of a mapping F , denoted by I(F ) := (b ij ), is an n × n matrix, defined as
Now we are ready to discuss the stability of Boolean networks and the stabilization of Boolean control networks. Definition 34.
(1) Consider Boolean network (12). If there exists a fixed point X e and a fixed time T 0 > 0, such that from any point X(0) = (x 0 1 , · · · , x 0 n ), the trajectory satisfies X(t) = X e , t ≥ T 0 , the network is said to be (globally) stable. (2) Consider Boolean control network (13). If there exists a set of state feedback controls
such that the closed-loop network is stable, then the control network is said to be stabilizable by the controls. Theorem 35. Let ξ be a fixed point of (12). Then
Particularly, if the incidence matrix of F is nilpotent, i.e., there exists a k > 0 such that [I(F )] (k) = 0, then system (12) is stable.
Theorem 36. Boolean control network (13) is stabilizable, if there is a state feedback u(t) = ϕ(x(t)), such that the closed-loop system has the following cascading form:
The previous results are sufficient. We refer to Cheng et al. (2011c) for necessary and sufficient conditions.
OPTIMAL CONTROL
This section considers the optimal control problem of Boolean control network (13). We assume the feasible controls are
the performance criterion is
We refer to Mu and Guo (2009); Zhao et al. (2011) for the physical meaning of this criterion. First, we need some details about the cycles of a Boolean control network. Definition 37. Consider Boolean control network (13). Denote the input-state (product) space as
It is easy to see that the cardinality of W is |W| = 2 m+n .
(1) Let
The smallest such is called the length of the cycle. Particularly, the cycles of length 1 is called the fixed point.
, is called a simple cycle, if for any 1 ≤ i < j ≤ , we have
Consider the number of fixed points and number of cycles for a Boolean control network, we have some results paralleled to what for Boolean networks . Theorem 38. Consider Boolean control network (13). In the input-state space
(1) the number of fixed points is
(2) the number of cycles of length s is inductively obtained as
Back to the optimal control problem, we have Theorem 39. Consider Boolean control network (13). There exist optimal controls u * (t), which maximize (62). Moreover, the corresponding optimal trajectory w * (t) = u * (t)x * (t) becomes periodic after finite steps.
For a cycle C of length , denote by
Then we have Proposition 40. Any cycle C contains a simple C s , satisfying
According to Theorem 39 and Proposition 40, one sees easily that an optimal trajectory will eventually enter into a simple cycle. Therefore, solving the optimal control problem becomes finding the best simple cycle. In the following we give a simple example to demonstrate this. Example 41. Consider the infinitely repeated prisoner's dilemma. Assume player one is a machine and player two is a person. Their possible actions are: C (cooperation) and D (defection). The payoff bi-matrix is shown in Table 2 . Table 2 . Payoff Bi-marix
Assume the machine strategy is "Tit for Tat": That is its first step is C. In the following only when the previous man's action is D, the machine takes D. Denote the action of machine at t-step by x(t), and man's action by u(t). Letting C ∼ δ 1 2 and D ∼ δ 2 2 , the above process can be described as
Human is choosing his action u(t) to maximize his gain
Using Theorem 38 and the related algorithms, we can find all the cycles. Since L = δ 2 [1 1 2 2], and tr(Blk 1 (L)) = 1, tr(Blk 2 (L)) = 1, N 1 = 2. δ 2), (2, 1) ). This is a simple cycle.
Since a simple cycle has length less then or equal to 2, we do not need to search cycles of length greater than 2. From the simple cycles, it is easy to verify that C = δ 2 × δ 2 ((1, 1) ) is the optimal one. Since the first step action of the machine is C, that is, x 0 = δ 1 2 , let u(0) = δ 1 2 , then the optimal cycle is reached. Finally, we know that the human's best strategy is
where * can be chosen arbitrary. For instance, human may choose G * = δ 2 [1 1 1 1], that is, always take C. Alternatively, human may choose G * = δ 2 [1 2 1 2], that is, human also takes the strategy of "Tit for Tat".
IDENTIFICATION
Identification of Boolean Networks
This subsection considers the identification of Boolean networks. Assume we have a set observed data on the states of a Boolean network, denoted as {X(0), X(1), · · · , X(N )}, where X(t) = (x 1 (t), · · · , x n (t)). Our purpose is to find the dynamics of the Boolean network. We refer to Cheng et al. (2011b) for general identification, which requires a large number of data. In the following we consider a special case, called the least in-degree identification.
Least in-degree identification means to find a realization of the data, which has smallest in-degrees. We explain it as follows. Consider a Boolean network
Its component-wise algebraic form is
where M i ∈ L 2×2 n . Our identification process is always like this: First identify the structure matrices M i , and then construct f i via M i .
The following result is fundamental for identification.
In general, the least in-degree identification is used for less data. Using Proposition 42, we may identify some columns of M i . Then we can used * for undefined columns. Hence we can have partly identified structure matrices M i , i = 1, · · · , n.
Then split it into two equal-size blocks as
Then we know that Proposition 43. f i has a realization which is independent of x j , if and only if
(71) has solution for undefined columns.
Summarizing the above arguments, we have the identifying process as: Algorithm 44.
Step 1: According to Proposition 42 and using obtained data, some columns of M i can be identified.
Step 2: According to Proposition 43, if (71) has solution, we assume f i is independent of x j . Continuing this procedure, we can have an f i with least in-degree.
We give a numerical example to depict this. Assume the evolutive dynamics is
We consider M 1 first. From known data the structure matrix can be obtained as
Hence, x 1 (t + 1) is independent of x 1 (t). The equation becomes x 1 (t + 1) = δ 2 [ * 2 * 2 * * * 1]x 2 (t)x 3 (t)x 4 (t). Splitting M 1 1 into two parts, we have the following equation: δ 2 [ * 2 * 2] = δ 2 [ * * * 1], has no solution, so x 1 (t + 1) depends on x 2 (t). 
t). Its logical form is
x 1 (t + 1) = ¬x 2 (t). Using similar process to the other 3 equations, we finally get the dynamics of the Boolean network as        x 1 (t + 1) = ¬x 2 (t) x 2 (t + 1) = x 4 (t) ∨ x 1 (t) x 3 (t + 1) = x 1 (t) x 4 (t + 1) = x 3 (t)∨x 4 (t).
(72)
Identification of Boolean Control Networks
Consider Boolean control network (13). First, we ignore the outputs. Assume we have input-state data as {U (0), U (1), · · · , U (N )}, where U (t) = (u 1 (t), · · · , u m (t)); {X(0), X(1), · · · , X(N )}, where X(t) = (x 1 (t), · · · , x n (t)). Our purpose is to find the state equation of the Boolean control network. We also consider its algebraic form (15) and try to identify L. Throughout this subsection we assume the data are enough (as much as we wish).
Then we have the following result. Theorem 46. The state equation of system (13) is inputstate identifiable, if and only if, the system is controllable.
Next, assume we have the input-output data as {U (0), U (1), · · · , U (N )}, where U (t) = (u 1 (t), · · · , um(t)); {Y (1), Y (2), · · · , Y (N + 1)}, where Y (t) = (y 1 (t), · · · , yp(t)).
Our purpose is to find the dynamics of the Boolean control network. We also consider its algebraic form (15) and try to identify L and H. We have Theorem 47. System (13) is identifiable from input-output data with proper controls, iff the system is controllable and observable.
We refer to Cheng and Zhao (2011) for numerical algorithms of the identifications.
CONCLUDING REMARKS
It was pointed out by Kauffman that (Kauffman, 1993) "Switching Boolean networks are of central importance to the construction of a mechanics over ensembles of systems and to an adequate theory of complex but ordered systems." Because of its role in modeling and manipulating the cellular networks, to explore the structure of Boolean networks and its manipulation become a very challenging problem. Many research works have been done in this field. The purpose of this paper is not a general survey over this broad topic, but only to provide an introduction to a new approach, called the algebraic approach. This approach consists of some key steps, described as follows:
(i) As a basic tool, a new matrix product, called the semi-tensor product (STP) of matrices, was proposed. It is a generalization of conventional matrix product to two general matrices. This generalization keeps all major properties of conventional matrix product unchanged. In addition, it has some pseudocommutative properties. (ii) By identifying 1 ∼ δ 1 2 and 0 ∼ δ 2 2 , a logical function can be expressed by matrices and STP. This matrix expression makes the matrix tools applicable to logical problems. (iii) Using matrix expression, the dynamics of Boolean (control) networks can be converted into a standard discrete-time dynamic systems. The only restriction is the state variables x i can only take values from ∆ = {δ 1 2 , δ 2 2 }. But this restriction does not affect the use of matrices and the tools of matrix. (iv) The state space and subspaces are defined by the set of logical functions. In this way, a subspace is equivalent to a logical mapping, which is again expressed by matrices (namely, the structure matrices of the mapping). Hence, the tools for matrix analysis are applicable to analysis and control design of Boolean networks. (v) This approach can easily to extended to multi-valued logical (control) networks. We refer to Li and Cheng (2010) for some primary discussions.
Some significant weaknesses of this approach are (i) The computational complexity has not been investigated properly. So far most parts of this approach can only be used for small networks (up to 30 nodes or so) 1 . (ii) It seems that this approach is particularly suitable for deterministic networks. To apply it to stochastic Boolean networks, there is a long way to go.
Finally, we refer to Cheng et al. (2011a) as an overall reference. We are confident that this new approach is useful in analysis and control design of Boolean networks. There are so many untouched and/or open problems in this field, which demand further investigations.
