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Representations of Yangians
Associated with Skew Young Diagrams
Maxim Nazarov
∗
Abstract
The Yangian of the Lie algebra gl
N
has a distinguished family of irreducible
finite-dimensional representations, called elementary representations. They
are parametrized by pairs, consisting of a skew Young diagram and a complex
number. Each of these representations has an explicit realization, it extends
the classical realization of the irreducible polynomial representations of gl
N
by
means of the Young symmetrizers. We explicitly construct analogues of these
elementary representations for the twisted Yangian, which corresponds to the
Lie algebra soN . Our construction provides solutions to several open problems
in the classical representation theory. In particular, we obtain analogues of
the Young symmetrizers for the Brauer centralizer algebra.
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1. Yangian of the general linear Lie algebra
1.1. For each simple finite-dimensional Lie algebra g over the field C , Drinfeld
[4] introduced a canonical deformation of the universal enveloping algebra of the
polynomial current Lie algebra g [x]. This deformation is a certain Hopf algebra
over C , denoted by Y(g) and called the Yangian of the simple Lie algebra g . Now
consider the general linear Lie algebra glN , it contains the special linear Lie algebra
slN as a subalgebra. The Hopf algebra which is called the Yangian of the reductive
Lie algebra glN and is denoted by Y(glN ), was considered in the earlier works of
mathematical physicists from St.-Petersburg, see for instance [6]. The Hopf algebra
Y(glN ) is a deformation of the universal enveloping algebra of the Lie algebra glN [x],
and the Yangian Y(slN ) of the simple Lie algebra slN is a Hopf subalgebra of Y(glN ).
Throughout this article, we assume that N is a positive integer.
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The unital associative algebra Y(glN ) over C has a family of generators T
(a)
ij
where a = 1, 2, . . . and i ,j = 1 , . . . , N . The defining relations for these generators
can be written in terms of the formal power series
Tij(x) = δij · 1 + T
(1)
ij x
−1 + T
(2)
ij x
−2 + . . . ∈ Y(glN ) [[x
−1]] . (1.1)
Here x is the formal parameter. Let y be another formal parameter, then the
defining relations in the associative algebra Y(glN ) can be written as
(x− y) · [Tij(x) , Tkl(y) ] = Tkj(x)Til(y)− Tkj(y)Til(x) , (1.2)
where i , j ,k , l = 1 , . . . , N . The square brackets in (1.2) denote usual commutator.
In terms of the formal series (1.1), the coproduct ∆ : Y(glN ) → Y(glN ) ⊗ Y(glN )
is defined by
∆
(
Tij(x)
)
=
N∑
k=1
Tik(x)⊗ Tkj(x) ; (1.3)
the tensor product on the right hand side of the equality (1.3) is taken over the
subalgebra C[[x−1]] ⊂ Y(glN ) [[x
−1]] . The counit homomorphism ε : Y(glN ) → C
is determined by the assignment ε : Tij(u) 7→ δij · 1.
For each i and j one can determine a formal power series T˜ij(x) in x
−1 with
the coefficients in Y(glN ) and the leading term δij , by the system of equations
N∑
k=1
Tik(x) T˜kj(x) = δij where i , j = 1 , . . . , N.
The antipode S on Y(glN ) is the anti-automorphism of the algebra Y(glN ), defined
by the assignment S : Tij(x) 7→ T˜ij(x) . We also use the involutive automorphism
ξN of the algebra Y(glN ), defined by the assignment ξN : Tij(x) 7→ T˜ij(−x) .
Take any formal power series f(x) ∈ C[[x−1]] with the leading term 1. The
assignment
Tij(x) 7→ f(x) · Tij(x) (1.4)
defines an automorphism of the algebra Y(glN ), this follows from (1.1) and (1.2).
The Yangian Y(slN ) is the subalgebra in Y(glN ) consisting of all elements, which
are invariant under every automorphism (1.4).
It also follows from (1.1) and (1.2) that for any z ∈ C , the assignment
τz : Tij(x) 7→ Tij(x− z)
defines an automorphism τz of the algebra Y(glN ). Here the formal power series
in (x − z)−1 should be re-expanded in x−1. Regard the matrix units Eij ∈ glN as
generators of the universal enveloping algebra U(glN ). The assignment
αN : Tij(x) 7→ δij · 1− Eji x
−1
defines a homomorphism αN : Y(glN )→ U(glN ). By definition, the homomorphism
αN is surjective. For more details and references on the definition of the Yangian
Y(glN ), see [7].
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1.2. Let ν = (ν1, ν2 , . . . ) be any partition. As usual, the parts of ν are arranged
in the non-increasing order: ν1 > ν2 > . . . > 0. Let ν
′ = (ν ′1, ν
′
2 , . . . ) be the
partition conjugate to ν. In particular, ν ′1 is the number of non-zero parts of the
partition ν . An irreducible module over the Lie algebra glN is called polynomial ,
if it is equivalent to a submodule in the tensor product of n copies of the defining
glN -module C
N , for some integer n > 0. The irreducible polynomial glN -modules
are parametrized by partitions ν such that ν ′1 6 N . Here n = ν1+ν2+ . . . . Let Vν
be the irreducible module corresponding to ν. This glN -module is of highest weight
(ν1 , . . . , νN ). Here we choose the Borel subalgebra in glN consisting of the upper
triangular matrices, and fix the basis of the diagonal matrix units E11 , . . . , ENN in
the corresponding Cartan subalgebra of glN .
Take any non-negative integer M . Let the indices i and j range over the set
{1 , . . . , N +M}. Fix the basis of the matrix units Eij in the Lie algebra glN+M .
We suppose that the subalgebras glN and glM in glN+M are spanned by elements
Eij where respectively i , j = 1 , . . . , N and i , j = N + 1 , . . . , N +M . Let λ and µ
be two partitions, such that λ ′1 6 N +M and µ
′
1 6 M . Consider the irreducible
modules Vλ and Vµ over the Lie algebras glN+M and glM . The vector space
Hom gl
M
(Vµ ,Vλ ) (1.5)
comes with a natural action of the Lie algebra glN . This action of glN may be
reducible. The vector space (1.5) is non-zero, if and only if λk > µk and λ
′
k−µ
′
k 6 N
for each k = 1 ,2 , . . . ; see for instance [8] .
Denote by AN (M) the centralizer of the subalgebra U(glM ) ⊂ U(glN+M ). The
centralizer AN (M) ⊂ U(glN+M ) contains U(glN ) as a subalgebra, and acts naturally
in the vector space (1.5) . This action is irreducible. For every M , Olshanski [16]
defined a homomorphism of associative algebras Y(glN ) → AN (M). Along with
the centre of the algebra U(glN+M ), the image of this homomorphism generates the
algebra AN (M). We use a version of this homomorphism, it is denoted by αNM .
The subalgebra in Y(glN+M ) generated by T
(a)
ij where i , j = 1 , . . . , N , by
definition coincides with the Yangian Y(glN ). Denote by ϕM this natural embedding
Y(glN ) → Y(glN+M ). Consider also the involutive automorphism ξN+M of the
algebra Y(glN+M ). The image of the homomorphism
αN+M ◦ ξN+M ◦ ϕM : Y(glN )→ U(glN+M )
belongs to the subalgebra AN (M) ⊂ U(glN+M ). Moreover, this image along with
the centre of the algebra U(glN+M ), generates the subalgebra AN (M). For the
proofs of these claims, see [9]. We use the homomorphism Y(glN )→ U(glN+M )
αNM = αN+M ◦ ξN+M ◦ ϕM ◦ ξN . (1.6)
When M = 0, the homomorphism (1.6) coincides with αN . The intersection of the
kernels of all homomorphisms αN0 ,αN1 ,αN2 , . . . is zero [16].
1.3. The AN (M)-module (1.5) depends on the partitions λ and µ via the skew
Young diagram
ω = { (i , j) ∈ Z2 | i > 1, λi > j > µi } .
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When µ = (0 ,0 , . . .), this is the usual Young diagram of the partition λ. Consider
the Y(glN )-module obtained from the AN (M)-module (1.5) by pulling back through
the homomorphism αNM ◦ τz : Y(glN ) → AN (M). Since the central elements of
U(glN+M ) act in (1.5) as scalar operators, this Y(glN )-module is irreducible. It is
denoted by Vω(z) , and is called an elementary module. Its equivalence class does
not depend on the choice of the integer M , such that λ ′1 6 N +M and µ
′
1 6M .
The elementary modules are distinguished amongst all irreducible Y(glN )-
modules by the following theorem. Consider the chain of algebras
Y(gl1) ⊂ Y(gl2) ⊂ . . . ⊂ Y(glN ) . (1.7)
Here for every k = 1 , . . . , N − 1 we use the embedding ϕ1 : Y(glk) → Y(glk+1) .
Consider the subalgebra of Y(glN ) generated by the centres of all algebras in the
chain (1.7), it is called the Gelfand-Zetlin subalgebra. This subalgebra is maximal
commutative in Y(glN ); see [3] and [13]. Take any finite-dimensional module W
over the Yangian Y(glN ).
Theorem 1. Two conditions on the Y(glN )-module W are equivalent:
a) W is irreducible, and the action of the Gelfand-Zetlin subalgebra of Y(glN )
in W is semi-simple;
b) W is obtained by pulling back through some automorphism (1.4) from the
tensor product
Vω1(z1)⊗ . . .⊗ Vωm(zm) (1.8)
of elementary Y(glN )-modules, for some skew Young diagrams ω1 , . . . , ωm and for
some complex numbers z1 , . . . , zm such that zk − zl /∈ Z for all k 6= l.
This characterization of irreducible finite-dimensional Y(glN )-modules with
semi-simple action of the Gelfand-Zetlin subalgebra was conjectured by Cherednik,
and was proved by him [3] under certain extra conditions on the module W . In full
generality, Theorem 1 was proved in [14]. An irreducibility criterion for the Y(glN )-
module (1.8) with arbitrary parameters z1 , . . . , zm was given in [15].
The classification of all irreducible finite-dimensional Y(glN )-modules has been
given by Drinfeld [5]. However, the general structure of these modules needs a better
understanding. For instance, the dimensions of these modules are not explicitly
known in general. The tensor products (1.8) provide a wide class of irreducible
Y(glN )-modules, which can be constructed explicitly.
1.4. The Y(glN )-module Vω(z) has an explicit realization. It extends the classical
realization of irreducible glN -module Vν by means of the Young symmetrizers [20].
Let us use the standard graphic representation of Young diagrams on the plane
R2 with two matrix style coordinates. The first coordinate increases from top to
bottom, the second coordinate increases from left to right. The element (i , j) ∈ ω
is represented by the unit box with the bottom right corner at the point (i , j) ∈ R2.
Suppose the set ω consists of n elements. Consider the column tableau of shape
ω. It is obtained by filling the boxes of ω with numbers 1 , . . . , n consecutively by
columns from left to right, downwards in every column. Denote this tableau by Ω.
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−→ j|
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i
8 9 3 4
5 0
1 3 6 -3 -2 -1
2 4 7 -4 -3 -2
For each k = 1 , . . . , n put ck = j − i if the box (i, j) ∈ ω is filled with the
number k in the tableau Ω. The difference j − i is called the content of the box
(i, j) of the diagram ω. Our choice of the tableau Ω provides an ordering of the
collection of all contents of ω. In the above figure, on the left we show the column
tableau Ω for the partitions λ = (5,3,3,3,3,0,0, . . .) and µ = (3,3,2,0,0, . . .). On
the right we indicate the contents of all boxes of ω.
Introduce n complex variables t1 , . . . , tn with the constraints tk = tl for all
k and l occuring in the same column of Ω. The number of independent variables
among t1 , . . . , tn equals the number of non-empty columns in the diagram ω. Order
lexicographically the set of all pairs (k , l) with 1 6 k < l 6 n. Take the ordered
product over this set,
−→∏
16k<l6n
(
1−
Pkl
ck − cl + tk − tl
)
(1.9)
where Pkl denotes the operator in the space (C
N )⊗n exchanging the kth and lth
tensor factors. Consider (1.9) as a function of the constrained variables t1 , . . . , tn.
Proposition 1. The rational function (1.9) is regular at t1 = . . . = tn.
The rational function (1.9) depends only on the differences tk − tl. Denote
the value of (1.9) at t1 = . . . = tn by EΩ . Note that for any λ and µ , the linear
operator EΩ in the vector space (C
N )⊗n does not depend on M . For the proof of
Proposition 1, see [15]. It provides an explicit expression for the operator EΩ .
Suppose that µ = (0 ,0 , . . .) . In this special case, there is another expression
for the operator EΩ . Consider the action of the symmetric group Sn on (C
N )⊗n by
permutations of the tensor factors. For any s ∈ Sn , denote by Ps the corresponding
operator in (CN )⊗n. Let Sλ (respectively S
′
λ) be the subgroup in Sn preserving,
as sets, the collections of numbers appearing in every row (every column) of the
tableau Ω. Put
Xλ =
∑
s∈Sλ
Ps and Yλ =
∑
s∈S ′
λ
Ps · sgn s
where sgn s = ±1 is the sign of the permutation s. The product XλYλ is the Young
symmetrizer in (CN )⊗n corresponding to the tableau Ω. We have the equality
EΩ = YλXλYλ/ λ
′
1! λ
′
2 ! . . . , (1.10)
see [10]. In this case, the image of the operator EΩ in (C
N )⊗n is equivalent to Vλ as
glN -module, see [20]. Here the action of the Lie algebra glN in (C
N )⊗n is standard.
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1.5. By pulling the standard action of U(glN ) in the space C
N back through the
homomorphism
αN ◦ τz : Y(glN )→ U(glN ) ,
we obtain a module over the algebra Y(glN ), which is denoted by V (z) and called
an evaluation module. We have V (z) = Vω(z) for λ = (1 ,0 , . . .) and µ = (0 ,0 , . . .).
For any partitions λ and µ, the operator EΩ has the following interpretation, in
terms of the tensor products of evaluation modules over the Hopf algebra Y(glN ).
Let P0 be the operator in (C
N )⊗n reversing the order of the tensor factors.
Proposition 2. The operator EΩP0 is an intertwiner of the Y(glN )-modules
V (cn + z) ⊗ . . .⊗ V (c1 + z) −→ V (c1 + z) ⊗ . . .⊗ V (cn + z) .
By Proposition 2, the image of the operator EΩ is a submodule in the tensor
product of evaluation Y(glN )-modules V (c1 + z) ⊗ . . . ⊗ V (cn + z). Denote this
Y(glN )-submodule by VΩ(z). For any λ and µ, we have the following theorem. Put
fµ(x) =
∏
k>1
(x− µk + k)(x+ k − 1)
(x− µk + k − 1)(x+ k)
. (1.11)
This rational function of x expands as a power series in x−1 with the leading term 1.
Theorem 2. The Y(glN )-module VΩ(z) is equivalent to the elementary module
Vω(z), pulled back through the automorphism of the algebra Y(glN ) defined by (1.4),
where f(x) = fµ(x− z).
This theorem is due to Cherednik [3], see also [12]. It provides an explicit
realization of the elementary Y(glN )-module Vω(z) as a subspace in (C
N )⊗n. It
also shows that the Y(glN )-module VΩ(z) is irreducible, cf. [15]. The isomorphism
between the Y(glN )-module VΩ(z), and the pull-back of the Y(glN )-module Vω(z)
as in Theorem 1, is unique up to a scalar multiplier.
In Section 2 we give an analogue of Theorem 2 for the orthogonal Lie algebra
soN , instead of glN . The case of the symplectic Lie algebra spN is similar to that
of soN , and is considered in the detailed version [12] of the present article.
For any simple Lie algebra g the Yangian Y(g) as defined in [4], contains the
universal enveloping algebra U(g) as a subalgebra. An embedding U(glN )→ Y(glN )
can be defined by Eij 7→ −T
(1)
ji . (1.12)
The image of U(slN ) ⊂ U(glN ) under this emdedding belongs to Y(slN ) ⊂ Y(glN ).
The homomorphism αN : Y(glN ) → U(glN ) is identical on the subalgebra U(glN ).
The restriction of αN to Y(slN ) provides a homomorphism Y(slN )→ U(slN ), which
is identical on the subalgebra U(slN ). For g 6= slN a homomorphism Y(g) → U(g)
identical on the subalgebra U(g) ⊂ Y(g), does not exist [4]. For this reason, instead
of the Yangian Y(soN ) from [4], we will consider the twisted Yangian Y(glN , σ) from
[17]. Here σ is the involutive automorphism of the Lie algebra glN , such that −σ is
the matrix transposition. Then soN is the subalgebra of σ-fixed points in glN .
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2. Twisted Yangian of the orthogonal Lie algebra
2.1. The associative algebra Y(glN , σ) is a deformation of the universal enveloping
algebra of the twisted polynomial current Lie algebra
{A(x) ∈ glN [x] : σ(A(x)) = A(−x)} .
The deformation Y(glN , σ) is not a Hopf algebra, but a coideal subalgebra in the
Hopf algebra Y(glN ). The definition of the twisted Yangian Y(glN , σ) was motivated
by the works of Cherednik [2] and Sklyanin [19] on quantum integrable systems with
boundary conditions. This definition was given by Olshanski in [17].
As in Subsection 1.1, let the indices i and j range over the set {1 , . . . , N}. By
definition, Y(glN , σ) is the subalgebra in Y(glN ) generated by the coefficients of all
formal power series N∑
k=1
Tki(−x)Tkj(x) (2.1)
in x−1. Due to (1.3), the subalgebra Y(glN , σ) in Y(glN ) is a right coideal:
∆(Y(glN , σ)) ⊂ Y(glN , σ)⊗Y(glN ) .
To give the defining relations for the generators of Y(glN , σ), introduce the
extended twisted Yangian X(glN , σ). The unital associative algebra X(glN , σ) has
a family of generators S
(a)
ij where a = 1, 2, . . . . and i ,j = 1 , . . . , N . Put
Sij(x) = δij · 1 + S
(1)
ij x
−1 + S
(2)
ij x
−2 + . . . ∈ X(glN , σ) [[x
−1]] . (2.2)
Defining relations for the generators S
(a)
ij of the algebra X(glN , σ) can be written as
(x2 − y2) · [Sij(x) , Skl(y) ] = (x+ y) ·
(
Skj(x)Sil(y)− Skj(y)Sil(x)
)
− (x− y) ·
(
Sik(x)Sjl(y)− Ski(y)Slj(x)
)
+ Ski(x)Sjl(y)− Ski(y)Sjl(x) .
All these relations can be written as a single reflection equation, see [7]. One can
define a homomorphism piN : X(glN , σ) → Y(glN , σ) by mapping the series Sij(x)
to (2.1). The homomorpism piN is surjective. As a two-sided ideal of X(glN , σ), the
kernel of the homomorphism piN is generated by the coefficients of all series
Sij(x) + (2x− 1)Sij(−x)− 2xSji(x) (2.3)
in x−1. This ideal is also generated by certain central elements of X(glN , σ), see [7].
The algebra X(glN , σ) admits an analogue of the automorphism ξN of Y(glN ).
Determine a formal power series S˜ij(x) in x
−1 with the coefficients in X(glN , σ) and
the leading term δij , by the system of equations
N∑
k=1
Sik(x) S˜kj(x) = δij where i , j = 1 , . . . , N.
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Then one can define an involutive automorphism ηN of the algebra X(glN , σ) by
the assignment
ηN : Sij(x) 7→ S˜ij(−x−
N
2 ) .
However, ηN does not determine an automorphism of Y(glN , σ), because ηN does
not preserve the ideal of X(glN , σ) generated by the coefficients of all series (2.3).
For any formal power series f(x) ∈ C[[x−1]] with the leading term 1, the
assignment Sij(x) 7→ f(x) · Sij(x) (2.4)
defines an automorphism of the algebra X(glN , σ). The defining relations of the
algebra X(glN , σ) imply that the assignment
βN : Sij(x) 7→ δij · 1 +
Eij − Eji
x+ 12
defines a homomorphism of associative algebras βN : X(glN , σ) → U(soN ). By
definition, the homomorphism βN is surjective. Moreover, βN factors through piN .
Note that the homomorphism Y(glN , σ)→ U(soN ) corresponding to βN , cannot be
obtained from αN : Y(glN ) → U(glN ) by restricting to the subalgebra Y(glN , σ),
because the image of Y(glN , σ) relative to αN is not contained in the subalgebra
U(soN ) ⊂ U(glN ); see [11]. An embedding U(soN )→ Y(glN , σ) can be defined by
Eij −Eji 7→ T
(1)
ij − T
(1)
ji ,
cf. (1.12). The homomorphism Y(glN , σ) → U(soN ) corresponding to βN , is then
identical on the subalgebra U(soN ) ⊂ Y(glN , σ).
2.2. For any partition ν with ν ′1 6 N , the irreducible polynomial glN -module Vν can
also be regarded as a representation of the complex general linear Lie group GLN .
Consider the subgroup ON ⊂ GLN preserving the standard symmetric bilinear form
〈 , 〉 on CN . The subalgebra soN ⊂ glN corresponds to this subgroup. Note that
the complex Lie group ON has two connected components. In [20] the irreducible
finite-dimensional representations of the group ON are labeled by the partitions ν of
n = 0 ,1 ,2 , . . . such that ν ′1+ν
′
2 6 N . Denote by Wν the irreducible representation
of ON corresponding to ν. As soN -module, Wν is irreducible unless 2ν
′
1 = N , in
which case Wν is a direct sum of two irreducible soN -modules.
Choose any embedding of the irreducible representation Vν of the group GLN
into the space (CN )⊗n. Take any two distinct numbers k, l ∈ {1 , . . . , n}. By
applying the bilinear form 〈 , 〉 to a tensor w ∈ (CN )⊗n in the kth and lth tensor
factors, we obtain a certain tensor ŵ ∈ (CN )⊗ (n−2). The tensor w is called traceless,
if ŵ = 0 for all distinct k and l. Denote by (CN )⊗n0 the subspace in (C
N )⊗n
consisting of all traceless tensors, this subspace is ON -invariant. Then Wν can be
embedded into (CN )⊗n as the intersection Vν ∩ (C
N )⊗n0 , see [20].
Let the indices i and j range over {1 , . . . , N +M}. Choose the embedding
of the Lie algebras glN and glM into glN+M as in Subsection 1.2. It determines
embeddings of groups GLN ×GLM → GLN+M and ON ×OM → ON+M . Take any
two partitions λ and µ such that λ ′1+λ
′
2 6 N +M and µ
′
1+µ
′
2 6M . Consider the
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irreducible representations Wλ and Wµ of the groups ON+M and OM respectively.
The vector space HomOM (Wµ ,Wλ ) (2.5)
comes with a natural action of the group ON . This action of ON may be reducible.
The vector space (2.5) is non-zero, if and only if λk > µk and λ
′
k − µ
′
k 6 N for
each k = 1 ,2 , . . . ; see [18] . Thus for a given N , the vector spaces (1.5) and (2.5)
are zero or non-zero simultaneously. Further, for a given N , the dimension of (2.5)
does not exceed that of (1.5). Our results provide an embedding of (2.5) into (1.5),
compatible with the action of the orthogonal group ON in these two vector spaces.
Denote by BN (M) the subalgebra of OM -invariants in the universal enveloping
algebra U(soN+M ). Then BN (M) contains the subalgebra U(soN ) ⊂ U(soN+M ),
and is contained in the centralizer of the subalgebra U(soM ) ⊂ U(soN+M ). The
algebra BN (M) naturally acts in the vector space (2.5). The BN (M)-module (2.5)
is either irreducible, or splits into a direct sum of two irreducible BN (M)-modules.
In the latter case, (2.5) is irreducible under the joint action of the algebra BN (M)
and the subgroup ON ⊂ ON+M .
For every non-negative integer M , Olshanski [17] defined a homomorphism
Y(glN , σ)→ BN (M). Along with the subalgebra ofON+M -invariants in U(soN+M ),
the image of this homomorphism generates the algebra BN (M). We use a version
of this homomorphism for the algebra X(glN , σ), this version is denoted by βNM .
Consider the extended twisted Yangian X(glN+M , σ), where −σ is the matrix
transposition in glN+M . The subalgebra in X(glN+M , σ) generated by S
(a)
ij where
i , j = 1 , . . . , N , by definition coincides with X(glN , σ). Denote by ψM this natural
embedding X(glN , σ)→ X(glN+M , σ). Consider also the involutive automorphism
ηN+M of the algebra X(glN+M , σ). The image of the homomorphism
βN+M ◦ ηN+M ◦ ψM : X(glN , σ)→ U(soN+M )
belongs to the subalgebra BN (M) ⊂ U(soN+M ). Moreover, this image along with
the subalgebra of ON+M -invariants in U(soN+M ), generates BN (M); see [9]. We
use the homomorphism X(glN , σ)→ U(soN+M )
βNM = βN+M ◦ ηN+M ◦ ψM ◦ ηN . (2.6)
When M = 0, the homomorphism (2.6) coincides with βN . The intersection of the
kernels of all homomorphisms βN0 ,βN1 ,βN2 , . . . is contained in the kernel of piN .
2.3. The BN (M)-module (2.5) depends on the partitions λ and µ via the skew
Young diagram ω. Using the homomorphism βNM : X(glN , σ) → BN (M), regard
(2.5) as X(glN , σ)-module. Unlike the Y(glN )-module Vω(z), this X(glN , σ)-module
may depend on the choice of the integer M , such that λ ′1 + λ
′
2 6 N + M and
µ ′1+µ
′
2 6M . Denote this X(glN , σ)-module byWω(M). Note that when z 6= 0, the
automorphism τz of Y(glN ) does not preserve the subalgebra Y(glN , σ) ⊂ Y(glN ).
There is no analogue of the automorphism τz with z 6= 0 for the algebra X(glN , σ).
The ON+M -invariant elements of U(soN+M ) act in (2.5) as scalar operators.
Thus the X(glN , σ)-module Wω(M) is either irreducible, or splits into a direct
sum of two irreducible X(glN , σ)-modules. In the latter case, it becomes irreducible
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under the joint action of the algebra X(glN , σ) and the subgroup ON ⊂ ON+M . Our
main result is an explicit realization of the X(glN , σ)-module Wω(M), similar to
the realization of the elementary Y(glN )-module given by Theorem 2. Our explicit
realization is compatible with the action of the group ON in Wω(M).
Take the standard orthonormal basis e1 , . . . , eN in C
N , so that 〈ei , ej 〉 = δij .
The linear operator
u⊗ v 7→ 〈u,v 〉 ·
N∑
i=1
ei ⊗ ei (2.7)
in CN⊗ CN commutes with the action of ON . Take the complex variables t1 , . . . , tn
with the same constraints as in Proposition 1. Consider the ordered product over
the pairs (k , l), −→∏
16k<l6n
(
1−
Qkl
ck + cl + tk + tl +N +M
)
(2.8)
where Qkl is the linear operator in (C
N )⊗n, acting as (2.7) in the kth and lth tensor
factors, and acting as the identity in the remaining n − 2 tensor factors. Here the
pairs (k , l) are ordered lexicographically, as in (1.9). Let us now multiply (2.8) by
(1.9) on the right, and consider the result as an operator-valued rational function
of the constrained variables t1 , . . . , tn.
Proposition 3. At t1 = . . . = tn = −
1
2
the ordered product of (2.8) and (1.9)
has the value
−→∏
(k, l)
(
1−
Qkl
ck + cl +N +M − 1
)
· EΩ =
EΩ ·
←−∏
(k, l)
(
1−
Qkl
ck + cl +N +M − 1
)
; (2.9)
the ordered products in (2.9) are taken over all pairs (k , l) such that the numbers k
and l appear in different columns of the tableau Ω.
Denote the operator (2.9) by FΩ(M). If k and l appear in different columns
of Ω, then
ck + cl > 3− λ
′
1 − λ
′
2 > 3−N −M .
Hence each of the denominators in (2.9) is non-zero for any choice of µ . The algebra
of operators in (CN )⊗n generated by all Pkl and Qkl with 1 6 k < l 6 n , is called
the Brauer centralizer algebra; see [1]. The operator FΩ(M) belongs to this algebra.
Note that the image of the operator FΩ(M) is contained in the image of EΩ .
Suppose that M = 0, then µ = (0 ,0 , . . .) . In this special case, the image of
the operator EΩ in (C
N )⊗n is equivalent to Vλ as a representation of the group
GLN , see (1.10). It turns out that the image of the operator FΩ(0) consists of all
traceless tensors from the image of EΩ . In particular, the image of FΩ(0) in (C
N )⊗n
is equivalent to Wλ as a representation of the group ON . Even in the special case
M = 0, the formulas (2.9) for the operator FΩ(M) seem to be new; cf. [20].
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2.4. Let us extend σ to an automorphism of the associative algebra U(glN ). For
any z ∈ C, define the twisted evaluation module V˜ (z) over the algebra Y(glN ) by
pulling the standard action of the algebra U(glN ) in the vector space C
N back
through the composition of homomorphisms
σ ◦ αN ◦ τ−z : Y(glN )→ U(glN ) .
The evaluation module V (z) and the twisted evaluation module V˜ (z) over Y(glN ),
have the same restriction to the subalgebra Y(glN , σ) ⊂ Y(glN ) ; see (2.1).
For any λ and µ, the operator FΩ(M) has the following interpretation in terms
of the restrictions to Y(glN , σ) of tensor products of evaluation modules over the
Hopf algebra Y(glN ); cf. Proposition 2. For each k = 1 , . . . , n put dk = ck+
M
2 −
1
2 .
We assume that λ ′1 + λ
′
2 6 N +M and µ
′
1 + µ
′
2 6M .
Proposition 4. The operator FΩ(M) is an intertwiner of Y(glN , σ)-modules
V˜ (d1)⊗ . . .⊗ V˜ (dn) −→ V (d1)⊗ . . .⊗ V (dn) .
By Proposition 4, the image of FΩ(M) is a submodule in the restriction of the
tensor product of evaluation Y(glN )-modules V (d1)⊗ . . .⊗V (dn) to the subalgebra
Y(glN , σ) ⊂ Y(glN ). Denote this Y(glN , σ)-submodule by WΩ(M). It is also a
submodule in the restriction of the Y(glN )-module VΩ(
M
2 −
1
2 ) to Y(glN , σ).
Theorem 3. a) By pulling the X(glN , σ)-module Wω(M) back through the
automorphism of X(glN , σ) defined by (2.4) where f(x) = fµ(x−
M
2 +
1
2), we get an
X(glN , σ)-module that factors through homomorphism pi : X(glN , σ)→ Y(glN , σ).
b) This Y(glN , σ)-module, corresponding to Wω(M), is equivalent to WΩ(M).
The vector space (2.5) of the X(glN , σ)-module Wω(M) comes with a natural
action of the group ON . The action of the group ON in (C
N )⊗n preserves the
image of the operator FΩ(M), because FΩ(M) commutes with this action. Thus
the vector space of the Y(glN , σ)-module WΩ(M) also comes with an action of ON .
The proof of Theorem 3 is given in [12]. It provides an ON -equivariant isomorphism
between the Y(glN , σ)-module corresponding toWω(M), and the Y(glN , σ)-module
WΩ(M). This isomorphism is unique, up to a scalar multiplier. The image of the
operator FΩ(M) is irreducible under the joint action of Y(glN , σ) and ON .
Thus we can identify the vector space (2.5) with the image of the operator
FΩ(M) uniquely, up to multiplication in (2.5) by a non-zero complex number. Using
Theorem 2, we can identify the vector space (1.5) with the image of EΩ , again
uniquely up to rescaling. Since the image of FΩ(M) is contained in that of EΩ , we
then obtain a distinguished embedding of the vector space (2.5) into (1.5).
Theorem 3 provides an explicit realization of the X(glN , σ)-module Wω(M)
as a subspace in (CN )⊗n. This theorem also turns the vector space (2.5) into a
module over the twisted Yangian Y(glN , σ), equivalent toWΩ(M). The limited size
of the present article does not allow us to discuss here the analogues of the results
of [14] and [15] for the Y(glN , σ)-modules, obtained in this particular way; cf. [13].
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