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We develop a theoretical formalism to describe bimodal atomic force microscopy AFM experiments. The
theory relates observables such as amplitudes and phase shifts to physical properties of the tip-surface inter-
action. The theory is compatible with point-mass and continuous models of the cantilever-tip system. We
explain the ability of the bimodal AFM to map compositional variations under the influence of very small
conservative forces. This is achieved by representing the dependence of the phase shift or amplitude of one
eigenmode with respect to the amplitude or phase shift of the other mode. The agreement obtained between the
theory and the numerical simulations validates the theoretical formalism.
DOI: 10.1103/PhysRevB.79.014110 PACS numbers: 62.25.g, 68.37.Ps, 07.79.Lh, 62.30.d
I. INTRODUCTION
The atomic force microscope AFM is a versatile tool for
analyzing and characterizing a variety of systems and struc-
tures at the nanoscale,1–9 as well as for developing nanoscale
devices.10–12 In the amplitude modulation AM mode13
AM-AFM, either the sample or the tip is scanned in a raster
fashion while a feedback mechanism keeps the oscillation
amplitude of the cantilever-tip system a fixed value set-point
amplitude. The variations in the z-scanner position are re-
ported as topographic images while the variations in the
phase shift between the external excitation and the cantilever
response provide a compositional map of the surface. The
feedback controls the motion of the z scanner which, in
turns, sets the distance between the cantilever base and the
sample.
Amplitude modulation AFM was initially designed to ex-
cite the cantilever near or at its fundamental free resonance
frequency. However, the need to improve compositional con-
trast and to provide quantitative information about material
properties have stimulated the development of methods
based on the detection and/or excitation of higher
harmonics14–17 or modes.18–26 In particular, multifrequency
excitation schemes27–30 have opened different channels to ex-
tract information about material properties. In bimodal AFM
operation, the cantilever is simultaneously excited by two
different driving forces. The excitation frequencies are tuned
to match two of the flexural modes of the cantilever, usually
the first and second flexural resonances, although it could be
applied to any other pair of frequencies,31 and even over a
band of frequencies.32
It has been shown that bimodal AFM could result in
higher force sensitivity and compositional contrast while im-
aging organic conjugated materials33 or isolated proteins in
air29 and liquids.30 In bimodal AFM, the amplitude of the
first mode is used to track the topography while some param-
eters of the second mode, either the amplitude or the phase
shift or both, are used as complementary channels to explore
the tip-surface forces and, more importantly, to increase the
force sensitivity or compositional contrast to detect mechani-
cal or electrical34 interactions. Proksch33 showed maps of a
graphite surface that can be related to its electronic proper-
ties. Bostanci et al.35 used the first flexural mode of the can-
tilever to stabilize the tip-sample separation while the second
mode signal monitored the presence of charges on a sub-
strate. San Paulo et al.36 utilized the extra sensitivity of mul-
tifrequency excitation to measure subnanometer mechanical
vibrations in resonant devices. Maximum tip-molecule forces
of 35 pN have been reported while imaging antibodies.29
Rodriguez et al.37 used the bimodal excitation method to
develop a resonant-frequency tracking scanning probe mi-
croscope based on amplitude detection. Bimodal AFM exci-
tation can also be used to suppress the bistable motion of the
cantilever.38 Recently, Martinez et al.30 reported high-
resolution images of antibodies in liquids. Bimodal AFM has
successfully been combined with nanotomography to image
polymer materials.39
In a previous contribution we have identified the origin of
the high force sensitivity observed in bimodal AFM imaging
in the absence of dissipative interactions.40 An analytical
model based on the energy conservation principle and the
virial theorem was proposed to relate phase shifts and ampli-
tudes to material properties. In Sec. II we explicitly deduce
the relationships between the experimental parameters and
the virial of the tip-surface forces for a point-mass system.
We extend the theory to include both dissipative and conser-
vative forces. In Sec. III we generalize the theory to describe
continuous oscillators with several flexural resonances. The
Euler-Bernoulli equation is decomposed in a set of coupled
differential equations. In Sec. IV the model is applied to
describe bimodal AFM. We specifically discuss the implica-
tions for a linear tip-surface force. In Sec. V we analyze the
equivalence between point-mass and continuous models.
Section VI provides a summary of the results.
II. POINT-MASS MODEL DESCRIPTION OF THE
CANTILEVER-TIP SYSTEM
As a first approximation, we consider the cantilever-tip
ensemble as a point-mass object. Its instantaneous deflection
zt is described by the second Newton’s law differential
equation41 see Fig. 1
mz¨t = − kzt −
m0
Q z˙t + Ft-sd + F0 cos t , 1
where m is the cantilever-tip effective mass, k parametrizes
the elastic response of the cantilever, while the quality factor
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Q parametrizes the hydrodynamic damping. The free reso-
nance frequency of the system is
0 = k/m 2
and F0 and  are, respectively, the amplitude and frequency
of excitation force in what follows =0. Ft-sd repre-
sents the interaction between tip and sample. The instanta-
neous tip-surface distance is represented by
d = zc + zt 3
with zc as the average tip-surface distance. By neglecting the
average cantilever deflection and the higher harmonics of the
oscillation, we approximate the instantaneous tip deflection
by
zt = A cos0t −  . 4
By applying the energy conservation principle and the
virial theorem42 over one period of the oscillation T0
2 /0, we derive analytical relationships between the ob-
servables and the tip-surface force parameters. Those equa-
tions link amplitudes and phase shifts to two independent
properties of the tip-surface interaction, the dissipated energy
and the virial, which are determined by










dt Ft-sdzt = −
kA0
2Q A cos  6
with A0=F0Q /k as the free amplitude value.
Equation 5 represents the convolution of the interaction
with the velocity and Eq. 6 the convolution of the interac-
tion with the position. We remark that both expressions are
mathematically independent. The validity of the above equa-
tions is confirmed by numerical simulations Fig. 2. A tip-
surface interaction described by
Ft-sd =
1
d2c + nc z˙tz˙t 7
has been used in order to introduce long-range dissipative
and conservatives forces. The first term describes the conser-
vative part of the force as given by the van der Waals ex-
pression between a flat surface and a sphere. Its strength is
controlled by the interfacial constant c. The second term
gives the dissipative part of the force. It is composed by the
same distance dependence as the conservative part, but this
time dissipation is included by adding a factor that depends
on the sign of the velocity. It can be shown that this is
equivalent to considering a van der Waals tip-surface inter-
action with a different Hamaker constant value when ap-
proaching and retracting.43
The numerical solution of Eq. 1 was calculated by using
a fourth-order Runge-Kutta algorithm.44 The values used for
the resonance frequency, spring constant, and quality factor
of the cantilever are f0=49 kHz, k=0.9 N /m, and Q=255,
respectively. The tip-sample interaction was characterized by
c=3.0110−28 J m and nc=0.43c=1.2910−28 J m.
The value of the free amplitude was A0=17 nm and the tip
radius was R=20 nm. We have verified that for the above
parameters the tip never touches the sample; consequently,
Eq. 7 does not diverge.
To express the observables as a function of the tip-surface
forces, we define two nondimensional quantities proportional
























FIG. 1. Schematics of the cantilever-tip system. z is the instan-
taneous tip deflection, zc is the average position, d is the instanta-
neous tip-surface distance, x is the spatial coordinate along the lon-
gitudinal cantilever axis, and wx , t is the instantaneous cantilever
bending.
FIG. 2. Comparison between simulations and theory as given by
Eqs. 5 and 6. a Virial of the interaction. b Energy dissipated
by the tip-sample forces. Filled symbols correspond to the numeri-
cal simulations while open circles stand for the theory.
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 = y − x2 − y2 . 13
By inverting Eqs. 12 and 13 we get
x = − 2v 14
y =
1	 1 − 4v2 − 4/
2
15
Finally, we deduce the expressions for the amplitude and
the phase shift as function of the tip-surface force properties,





 = arctg	 y
x

 = − arctg	1	 1 − 4v2 − 4/4v 
 . 17
Figures 3a and 3b show the reconstruction of the am-
plitude and phase shift, respectively, as given by Eqs. 16
and 17. The values used for v and  were taken from
numerical solution of Eq. 1. The numerical values of am-
plitude and phase provided by simulations are also plotted.
We found a satisfactory agreement between the numerical
solution and the algebraic approach. The sign 	 in Eqs. 16
and 17 gives rise to two branches in the reconstruction of
amplitude and phase-shift curves. The guideline to select the
proper curves is given by the fact that the amplitude de-
creases with the average tip-surface distance.
III. CONTINUOUS MODEL OF THE CANTILEVER-TIP
SYSTEM
The point-mass model cannot describe the influence of
higher eigenmodes on the tip motion. The continuous char-
acter of the cantilever is captured by solving the Euler-
Bernoulli equation. This equation describes the bending of a
rectangular and homogeneous cantilever along its longitudi-
nal axis.
The Euler-Bernoulli equation for a continuous and uni-
form cantilever beam under the action of external forces ap-









+ x − LFexct + Ft-sd . 18
E is the cantilever’s Young’s modulus; I is the area moment
of inertia; a1 is the internal damping coefficient; 
 is the
mass density; b, h, and L are, respectively, the width, height,
and length of the cantilever; a0 is the hydrodynamic damp-
ing; wx , t is the time-dependent vertical displacement of the
differential beam’s element placed at the x position Fig. 1;
Fexct is the excitation force; while the tip-surface interac-
tion is represented by Ft-sd with
d = zc + wL,t 19
as the instantaneous tip-surface separation.
We substitute the ansatz wx , t=xYt in Eq. 18 and
apply the following boundary conditions:
0 = 0 vertical displacement at x = 0 is zero ,
20a
0 = 0 slope at x = 0 is zero , 20b
L = 0 vertical internal torque at x = L is zero ,
20c
L = 0 vertical internal force at x = L is zero .
20d
The cantilever at x=0 is clamped Eqs. 20a and 20b
while it is free at x=L Eqs. 20c and 20d. The above
boundary conditions introduce a discrete number of solutions
to Eq. 18, then the vertical displacement can be expanded





where nx can be defined as45
nx = cos	n xL






 − sinh	n xL

22
with n as the nth positive real root of the equation





dx nxmx = Ln,m, 24
n0 = 0, 25
nL = 2− 1n. 26
FIG. 3. Comparison between simulations and theory. The ex-
perimental observables, a amplitude and b phase shift of the
cantilever response, are plotted together with their respective recon-
structions given from virial and energy dissipation values Eqs. 16
and 17, respectively.
THEORY OF PHASE SPECTROSCOPY IN BIMODAL… PHYSICAL REVIEW B 79, 014110 2009
014110-3
On the other hand, the time-dependent function for each









, n = 1,2, . . . 27
where the eigenmode resonances, effective masses, quality






























dx x − LFt-sd + Fexctnx
= 2− 1nFt-sd + Fexct . 31
The total mass of the cantilever is expressed as mc while
fextx , t represents the density of external forces per length.












where znt is the modal projection of the tip motion. Com-
bination of the above definitions and Eq. 27 gives the cor-








, n = 1,2, . . .
33
with
m = 0.25mc. 34
It is shown then that the modal effective mass m is one
fourth of the total mass of the cantilever. This is true when-
ever we deal with homogeneous and rectangular cantilevers.
Each mode is described by its modal parameters, eigenfre-
quency n, spring constant kn=mn
2
, and quality factor Qn.
We also remark that the effective mass of the point-mass
model Sec. II coincides with m as defined in Eq. 34 see
Sec. V.
To calculate the numerical solution of the displacement
Eq. 32 we just consider the contributions from the first
four normal modes. The displacement of each mode is ob-
tained by solving Eq. 33 with four coupled fourth-order
Runge-Kutta algorithms.46
IV. BIMODAL AFM MODEL
Bimodal AFM is characterized by the simultaneous exci-
tation of two cantilever resonances, usually the lowest eigen-
modes,
Fexct = F1 cos 1t + F2 cos 2t , 35
where 1 and 2 are the first two eigenfrequencies and Fi

kiA0i
Qi are the modal excitation force, while A0i are the modal
free amplitude values; i=1,2.
It has already been shown40 that the instantaneous tip de-
flection could be approximated by the addition of two com-
ponent waves, w=z1+z2. Each component follows the modal
Eq. 33 where n is either 1 or 2. Then, we can apply the
virial and energy conservation theorems in the same way that
was done for the point-mass system Sec. II. We can define
the modal dissipated energy and virial of the interaction as
Et-si  − 
0
T





dt Ft-sdzit , 37

















in which the signal wL , t is periodic. For this it is required
that the eigenmode frequencies, 1 and 2, are commensu-
rable; i.e., 1 /2= p1 / p2 for a certain pair of integers p1 and
p2 this is always possible with high accuracy.
A. Tip-surface conservative interactions
In this case, Et-si=0 which implies i=0, then
i = arctg	1	 1 − 4vi24vi 
 . 40
Figure 4 shows the bimodal amplitude and the phase-shift
curves. The curves of the first mode are very similar to the
ones obtained under monomodal excitation. However, the
amplitude and the phase curves of the second mode show the
presence of an inflection point at intermediate values of the
average tip-surface distance. The existence of an inflection
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point is controlled by the amplitude ratio A01 /A02.. Higher
amplitude ratios produce the inflection point.
Generalization of Eqs. 5 and 6 to both modes and no








Ai cos i. 42
From Eq. 41 we deduce
Ai = A0i sin i, 43
where Ai and i are, respectively, the amplitude and phase
shift of the ith mode. Equation 43 states that, for a given
eigenmode, its phase shift is completely determined by the
free and the interacting amplitudes of that mode. Conse-
quently, at fixed Ai, changes in material properties would not
produce changes in the phase shift.
Material contrast can be achieved by using a representa-
tion that combines parameters of both modes. We call this as
a cross-mode representation. An equation that links the am-
plitude of one mode with the phase shift of the other mode
can be deduced by considering the total virial of the system
Vt-s = Vt-s1 + Vt-s2 44
where the Vt-si were defined in Eq. 42.
By combining Eqs. 43 and 44,
Vt-s =
1
2F1A11 − 	 A1A01

2
− F2A02 sin 2 cos 2 .
45
Figure 5 shows that material contrast due to conservative
interactions is only possible for cross-mode representations.
Parallel-mode representation, i.e., the representation of the
phase shift of one mode with respect to its amplitude, is not
sensitive to changes in the Hamaker constant. The depen-
dence of the bimodal phase shift on the material Hamaker
values is shown in Fig. 6. The phase shift of the second
mode is very sensitive to variations in the strength of the
attractive force. A 33% change in the Hamaker constant
from 910−20 to 1210−20 J implies 2 changes about
4°, i.e., a factor of 20 above the noise level 0.2° Fig.
6b.
Figure 7 shows the maximum force exerted by the tip on
the sample surface for two different free amplitudes. The
curves show that under bimodal excitation the maximum
force is below 200 pN. The curves also show that for rela-
tively small amplitudes 5 nm, the exerted forces are very
small, 50 pN. Imaging at very small forces is one of the
major advantages brought by bimodal AFM excitation with
respect to tapping mode AFM operation.
The above simulations have been performed by using the
following values: L=225 m, b=40 m, h=1.8 m, and
the tip radius R=20 nm for the cantilever geometry. The
Young’s modulus is E=170 GPa and its mass density is 

=2320 kg /m3. They give a value for the first two eigenfre-
quencies of 1=48.9 kHz and 2=306.6 kHz. The damping
coefficients are a0=210−4 kg /m s external damping and
a1=210−10 s internal damping which give a value for
the modal quality factors of Q1=255 and Q2=1000. The ex-
FIG. 4. Dependence of the amplitude and phase shift on the
average tip position for bimodal AFM operation numerical simu-
lations. a Normalized first open dots and second mode ampli-
tudes black dots. b First open dots and second mode black
dots phase shifts. The tip-surface interaction is modeled by a van
der Waals force for a sphere-flat geometry characterized by H
=9.0310−20 J and R=20 nm.
FIG. 5. Bimodal AFM operation and nonlinear forces. Depen-
dence of the phase shift for two different materials numerical simu-
lations. Parallel-mode representations for a first mode and b
second mode. c and d Cross-mode representations. The tip-
surface interaction is a van der Waals force for a sphere-flat geom-
etry characterized by R=20 nm; Ha=9.0310−20 J dark dots
and Hb=4.710−20 J open dots.
FIG. 6. Phase-shift spectroscopy. Bimodal phase-shift depen-
dence on set-point amplitude ratio for different materials. a Sec-
ond mode phase-shift dependence on A1 /A01 for the whole
amplitude-ratio range. b Second mode phase-shift dependence on
A1 /A01 for ratios in the 0.5–0.7 range.
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citation forces are F1=60 pN and F2=20 pN that corre-
spond to the free amplitude values A01=17 nm and A02
=0.56 nm. The tip-surface interaction was given by the





with H being the Hamaker constant. The Hamaker values for
an interface composed by a SiO2-tip and, respectively, gold,
mica, polystyrene, water, and methanol surfaces are 12
10−20, 910−20, 710−20, 510−20, and 310−20 J.
B. Tip-surface conservative linear interactions
It is formative to analyze the operation of the bimodal
AFM under a conservative and linear interaction between the
tip and the sample surface,
Ft-sz1,z2 = z1 + z2 . 47
This system can be exactly solved by applying Eqs. 42 and









, i = 1,2. 48
By combining Eqs. 43 and 48 we obtain








We note that  parametrizes the strength of the interaction,
so it contains the average tip-surface distance zc.
By combining Eqs. 49 and 50 we obtain an expression
for the dependence of the phase shift of one mode with re-
spect to the amplitude of the other,








− 1, i, j = 1,2. 51
From Eq. 51 we deduce that for a linear and conservative
interaction such as the one given by Eq. 47 the cross-mode
representation does not provide material contrast.
Numerical solution confirms the analytical expressions.
Figure 8 shows the dependence of the modal phase shifts 1
and 2 with the modal amplitudes A1 and A2. A parallel-
mode representation Figs. 8a and 8b gives the same
arcsine dependence regardless of the material properties and
similarly for cross-mode representations Figs. 8c and
8d. At variance with the van der Waals case referred
above, the second mode phase shift does not present its char-
acteristic inflection point at intermediate amplitude-ratio val-
ues, as was shown in Fig. 5c. On the contrary, the change in
curvature appears for A1A01, where the cantilever is close
to the free state. That atypical behavior is clearly due to the
presence of linear interactions.
The same parameters as in Sec. IV A were used for the
numerical simulations, with the tip-surface force constant 
=HR /3zc3. That linear force is the first-order term in the
Taylor expansion of the van der Waals interaction Eq. 46.
C. Tip-surface dissipative interactions
Analytical expressions can also be deduced when the tip-
surface force in bimodal AFM has conservative and noncon-
servative contributions. The procedure to deduce the analyti-
cal expressions is identical to the one used in Sec. IV A.
Then, the cantilever-tip ensemble will be described by the






F1 cos 1t + F2 cos 2t + Ft-sd
m
52
with n=1,2. The solution of the above equation has two
components that vibrate with the frequencies n and m with
nm and m=1,2;
FIG. 7. Calculated maximum force per cycle for two different
amplitudes. The continuous line is obtained for A01=5 nm, A02
=0.56 nm, and R=5 nm. The dots are obtained for A01=17 nm,
A02=0.56 nm, and R=20 nm. The amplitude and phase-shift
curves for A01=17 nm are shown in Fig. 5. In all the cases the
Hamaker constant is H=9.0310−20 J.
FIG. 8. Bimodal AFM operation and linear forces. Dependence
of the phase shift for two different materials numerical simula-
tions. Parallel-mode representations for a first mode and b sec-
ond mode. c and d Cross-mode representations. The linear tip-
surface interaction is characterized by R=20 nm; Ha=9.03
10−20 J dark dots and Hb=4.710−20 J open dots.
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znt = An cosnt − n + Bm cosmt − m . 53
Then, we can apply the virial and energy conservation theo-
rems in the same way that was done for the point-mass sys-
tem Sec. II. By integrating over the period T, in which the








21Q1k1A1A01 sin 1 − A1









22Q2k2A2A02 sin 2 − A2










− F1A1 cos 1 + k1 − k2B1
2












− F2A2 cos 2 − F1B2 cos 2 .
57
We use dissipated power Pt-s values instead of dissi-
pated energy because the former is a more convenient mag-
nitude when treating signals with different periods. We use
the notation Bm and m for the amplitude and phase shift at
the frequency different from the resonance frequency defined
by index n of the left-hand side of Eq. 52. The above ex-
pressions can be simplified by neglecting the contribution
















F2A2 cos 2. 61
We can also find the total dissipated power and the total













= Pt-s1 + Pt-s2 .
63
Figure 9 shows Pt-sn and Vt-sn values using Eqs.
58–61 compared to numerical solution of Eq. 52 with
n=1,2. In all cases a good agreement between analytical
expressions and simulations is achieved. The calculations
have been performed by using the cantilever characteristics
and excitation parameters described in Secs. IV A and IV B.
For the sample properties, we consider a long-range attrac-
tive force with both conservative and dissipative parts, with
the same interfacial constant values c and nc as in Sec. II.
V. EQUIVALENCE BETWEEN POINT-MASS AND
CONTINUOUS MODELS
Describing the cantilever-tip system by a point-mass
model requires the introduction of an effective mass, a qual-
ity factor, and a force constant.22 Here, we derive the rela-
tionships among the above effective values and the param-
eters of the continuous cantilever-tip system. First, we need
to identify which mode i dominates the tip dynamics. Then,
the tip deflection only carries information on this mode
wL , t=zit, where we have assumed x=L.
FIG. 9. Bimodal AFM operation. Comparison between theory
open dots and numerical simulations dark dots for the virial and
the dissipated power. a First mode dissipated power. b Second
mode dissipated power. c First mode virial. d Second mode
virial. See text for the parameter values used in the numerical
solution.
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We have seen that the total mass of the cantilever is re-





Now, we derive the relationship among the different modal
force constants and the cantilever’s static force constant ks.
The static spring constant is defined as the ratio between a
known static force F0 and the deflection w0 caused by that
force, considering all the modes n=1,2 , . . . ,. Then, from
Eq. 33 and by taking into account that for a static force zn















































In particular, the relationship of the first mode force con-








We note that the first mode spring constant k1 coincides with
the point-mass model spring constant k used in Sec. II.
A static mass of the cantilever can be defined as the ratio
between ks and 1
2










mc = 0.2425mc. 72
The above number coincides with the result given by Sader
in Ref. 48.
VI. SUMMARY AND CONCLUSIONS
We have developed a theoretical formalism to describe
bimodal AFM experiments. The theory provides different re-
lationships among the bimodal AFM observables and the
virial of the interaction and the energy dissipated by the tip-
surface forces. The theory is compatible with point-mass and
continuous descriptions of the cantilever-tip ensemble. The
theory is general. It can be applied to any physical system
described by a collection of forced damped oscillators under
arbitrary interaction forces.
It is found that the ability of bimodal AFM to provide
material contrast depends on the type of representation and
on the nonlinear character of the tip-surface force. Parallel-
mode representations, where the phase shift amplitude of
one of the excited modes is plotted vs its own amplitude
phase, do not give material contrast for tip-surface conser-
vative interactions. On the other hand, cross-mode represen-
tations, where the phase shift amplitude of one of the ex-
cited modes is plotted vs the amplitude phase of the other,
are sensitive to changes in the material properties. The ab-
sence of contrast in parallel-mode representations is due to
the explicit relationship that exists among dissipation, ampli-
tude, and phase shifts of the same mode. However, in cross-
mode representations the relationship is established among
the virial and the amplitude of one mode with the phase shift
of the other. It is also demonstrated that for linear tip-surface
interactions the exact solution of the bimodal AFM system
shows the absence of material contrast in both representa-
tions.
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