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Abstract
Let f : S → X map an abelian semigroup (S,+) into a Banach space (X‖ · ‖). We deal with stability of Dhombres’ equation
f (x) + f (y) = 0 ⇒ f (x + y) = f (x) + f (y).
We assume that∥∥f (x) + f (y)∥∥> Φ1(x, y) ⇒ ∥∥f (x + y) − f (x) − f (y)∥∥Φ2(x, y)
for all x, y ∈ S, where Φ1,Φ2 : S → R+ are given functions and prove that, under some additional assumptions on Φ1, Φ2, there
exists a solution of Dhombres’ equation a : S → X such that∥∥f (x) − a(x)∥∥ Ψ (x) for x ∈ S,
where Ψ : S → R+ is a function which can be explicitly computed starting from Φ1 and Φ2.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
The stability of functional equations was originated by the problem posed by S.M. Ulam in 1940 (cf. [21]) and the
well-known theorem of Hyers (cf. [13]). Following S. Ulam and D. Hyers a great number of papers on the subject have
been published concerning numerous functional equations. There are also known various generalizations of Hyers’
theorem. One of the pioneering results in this direction was given in 1950 by T. Aoki (cf. [1]). He proved that if
a mapping f : X → Y between two Banach spaces satisfies∥∥f (x + y) − f (x) − f (y)∥∥Φ(x,y) for x, y ∈ X, (1)
with Φ(x,y) = K(‖x‖p +‖y‖p) (K  0, 0 p < 1), then there exists a unique additive function a : X → Y such that
‖f (x)− a(x)‖ 2K/(2 − 2p) for x ∈ X. This result may be treated as a generalization of Hyers’ theorem in a sense
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B. Batko / J. Math. Anal. Appl. 340 (2008) 424–432 425that the Cauchy difference in question is allowed to be unbounded. Now, a natural question arises: under what condi-
tions concerning control function Φ in (1) a similar result holds true? In 1951 D.G. Bourgin (cf. [3]) stated (without
the proof) that if Φ is symmetric, nondecreasing in ‖x‖ and ‖y‖, with the series ∑∞i=1 Φ(2ix,2ix)/2i convergent for
each x ∈ X then f may be approximated by an additive a : X → Y and ‖f (x) − a(x)‖ ∑∞i=1 Φ(2ix,2ix)/2i for
x ∈ X.
In spite of these very first results, the real bloom of research on the subject have taken place after the paper [18] by
Th.M. Rassias and this kind of stability is used to be called Hyers–Ulam–Rassias stability. Rassias considered power
functions as control functions in (1) with 0 p < 1, later he stated that the same proof works for every p ∈ (−∞,1)
and, therefore, the theorem holds true for all such p’s. The case p ∈ [1,∞) was solved by Z. Gajda in [8]. Gajda
proved that the stability holds true for p ∈ (1,∞) and gave an example of a function satisfying the initially considered
inequality with p = 1 that cannot be approximated by any additive function, which means that in this case the stability
fails to hold (cf. also [19]).
Instead of the sum, the product of powers of norms has also been considered as a control function in (1), firstly by
J.M. Rassias in [17].
Numerous papers on the subject contain pertinent generalizations with various types of control functions (cf. e.g.
[9,11,12,15,20]). Some of these control functions will be recalled in Section 3.
The stability of the class of functional equations containing several equations, obtained by G.L. Forti (cf. [5,6]),
generalizes various results in this direction.
For more detailed historical background we refer the reader to survey papers or books [7,10,14,16].
The main purpose of this note is to follow the idea described above with respect to Dhombres’ functional equation
f (x) + f (y) = 0 ⇒ f (x + y) = f (x) + f (y), (2)
i.e. to solve the following
Problem 1. Let f : S → X mapping an abelian semigroup (S,+) into a Banach space (X,‖ · ‖) satisfies∥∥f (x) + f (y)∥∥> Φ1(x, y) ⇒ ∥∥f (x + y) − f (x) − f (y)∥∥Φ2(x, y) (3)
for x, y ∈ S, where Φ1,Φ2 : S × S → R+ are given functions. Let us call such a function f an approximate solution
of (2) with control functions Φ1,Φ2. We ask for the existence of an exact solution of Dhombres’ equation a : S → Y
such that∥∥f (x) − a(x)∥∥ Ψ (x) for x ∈ S,
where Ψ : S → R+ is a function we can explicitly compute starting from Φ1 and Φ2.
2. Main results
We will consider two hypotheses concerning control functions:
(h1) The series
∑∞
k=0 Φ2(2kx,2kx)/2k converges for every x ∈ S and limk→∞ Φi(2kx,2ky)/2k = 0 for x, y ∈ S
(i ∈ {1,2}).
(h2) S is uniquely 2-divisible, the series
∑∞
k=0 2kΦ2(x/2k, x/2k) converges for all x ∈ S and limk→∞ 2kΦi(x/2k,
y/2k) = 0 for x, y ∈ S (i ∈ {1,2}).
Our main result reads as follows.
Theorem 1. Let (S,+) be an abelian semigroup and let (X,‖ · ‖) be a Banach space. Let f : S → X be a function
satisfying (3) for x, y ∈ S, with given Φ1,Φ2 : S × S → R+ satisfying (h1) or (h2). Then there exists a solution
a : S → X of Dhombres’ equation such that∥∥f (x) − a(x)∥∥ Ψ (x) for x ∈ S, (4)
where
Ψ (x) = 1
2
∞∑ Φ2(2kx,2kx)
2k
+ max
k∈N
Φ1(2k−1x,2k−1x)
2k
+ max
k∈N
K(x, k)k=0
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K(x, k) = 1
2k
max
{
Φ1
(
2kx,2k−1x
)+ 1
2
Φ1
(
2k−1x,2k−1x
)
,
Φ1
(
2k−1x,2k−1x
)+ Φ1(3 · 2k−1x,2k−1x)+ Φ2(2kx,2k−1x),
Φ1
(
2k−1x,2k−1x
)+ Φ2(2kx,2k−1x)+ Φ2(2kx,2kx)+ Φ2(3 · 2k−1x,2k−1x)
}
in the case when (h1) is satisfied or
Ψ (x) =
∞∑
k=0
2kΦ2
(
x
2k+1
,
x
2k+1
)
+ max
k∈N
2k−1Φ1
(
x
2k
,
x
2k
)
+ max
k∈N
L(x, k)
with
L(x, k) = 2k−1 max
{
Φ1
(
x
2k−1
,
x
2k
)
+ 1
2
Φ1
(
x
2k
,
x
2k
)
,Φ1
(
x
2k
,
x
2k
)
+ Φ1
(
3x
2k
,
x
2k
)
+ Φ2
(
x
2k−1
,
x
2k
)
,
1
2
Φ1
(
x
2k−1
,
x
2k−1
)
,Φ1
(
x
2k
,
x
2k
)
+ Φ2
(
x
2k−1
,
x
2k−1
)
+ Φ2
(
x
2k−1
,
x
2k
)
+ Φ2
(
3x
2k
,
x
2k
)}
if (h2) is satisfied.
We postpone the proof of this theorem to Section 4.
Remark 1. If (S,+) is an abelian group then by the consequence of Proposition 5.6 from [4] the existing function a
must be additive, and therefore a unique solution of (2) satisfying (4).
A straightforward consequence of Theorem 1 is the stability of Dhombres’ equation in the multiplicative form(
f (x) + f (y))(f (x + y) − f (x) − f (y))= 0, (5)
where f is a real or complex function.
Theorem 2. Let (S,+) be an abelian semigroup and let f : S → K (K ∈ {R,C}) be a function satisfying∣∣(f (x) + f (y))(f (x + y) − f (x) − f (y))∣∣Φ(x,y) (6)
for x, y ∈ S, with given Φ : S × S → R+. Assume that there exist Φ1,Φ2 : S × S → R+ satisfying (h1) or (h2) and
such that Φ(x,y) = Φ1(x, y)Φ2(x, y) for x, y ∈ S. Then there exists a solution a : S → K of Dhombres’ equation (5)
such that∣∣f (x) − a(x)∣∣ Ψ (x) for x ∈ S,
with the same function Ψ as in Theorem 1.
Proof. Let us observe that (6) implies∣∣f (x) + f (y)∣∣> Φ1(x, y) ⇒ ∣∣f (x + y) − f (x) − f (y)∣∣Φ2(x, y)
for x, y ∈ S. Thus, applying Theorem 1 we finish the proof. 
3. Corollaries
Now we are going to present corollaries of Theorem 1 concerning some special control functions.
The proofs of presented below results are based on standard procedure. At first, in order to make use of Theorem 1
one shall check that given control functions satisfy all the assertions. Then it is enough to substitute given control
functions for Φi in the formula describing control function Ψ . To obtain the appropriate form of Ψ some rearrange-
ment with the use of properties of given control functions is necessary. Since the details need rather standard and
tedious calculations they are left to the reader.
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Corollary 1. Let (X,‖ · ‖) be a normed space, and let (Y,‖ · ‖) be a Banach space. Let f : X → Y be a function
satisfying∥∥f (x) + f (y)∥∥> H1(‖x‖,‖y‖) ⇒ ∥∥f (x + y) − f (x) − f (y)∥∥H2(‖x‖,‖y‖)
for any x, y ∈ X, with given H1,H2 : R+ × R+ → R+. Assume that H1,H2 are nondecreasing in each variable
and homogeneous of degree p1, p2, respectively (i.e. Hi(t‖x‖, t‖y‖) = tpiHi(‖x‖,‖y‖), x, y ∈ X, t ∈ R+), where
p1,p2 < 1 or p1,p2 > 1. Then there exists a unique additive function a : X → Y such that∥∥f (x) − a(x)∥∥ Ψ (x)
for x ∈ X, where
Ψ (x) =
(
1
2 − 2p2 + 2
p2−1
)
H2
(‖x‖,‖x‖)+ H1(‖x‖,‖x‖)
+ max
{
3p1
2
H1
(‖x‖,‖x‖), 1
2
(
2p2 + 3p2)H2(‖x‖,‖x‖)
}
in the case p1,p2 < 1 and
Ψ (x) = 2
p2 − 1
2p2 − 2H2
(‖x‖,‖x‖)+ 1
2p1−1
H1
(‖x‖,‖x‖)
+ max
{(
3
2
)p1
H1
(‖x‖,‖x‖),(1 +(3
2
)p2)
H2
(‖x‖,‖x‖)}
in the case p1,p2 > 1.
Considering control functions similar to those proposed by G. Isac and Th.M. Rassias in [15] we have
Corollary 2. Let (X,‖ · ‖) be a normed space, and let (Y,‖ · ‖) be a Banach space. Assume that f : X → Y is
a function satisfying∥∥f (x) + f (y)∥∥> δ(ϕ1(‖x‖)+ ϕ1(‖y‖)) ⇒ ∥∥f (x + y) − f (x) − f (y)∥∥ ε(ϕ2(‖x‖)+ ϕ2(‖y‖))
for all x, y ∈ X, with given δ, ε > 0 and ϕ1, ϕ2 : R+ → R+. If ϕi(ts)  ϕi(t)ϕi(s) for t, s ∈ R+ and additionally
ϕi(2) < 2 or ϕi(1/2) < 1/2 then there exists a unique additive function a : X → Y such that∥∥f (x) − a(x)∥∥ Ψ (x)
for x ∈ X with
Ψ (x) = Cεϕ2
(‖x‖)+ 2δϕ1(‖x‖)
+ max
{
δϕ1
(‖x‖),(1 + ϕ1(3)
2
)
δϕ1
(‖x‖)+ 3
2
εϕ2
(‖x‖), (4 + 1/2ϕ2(3))εϕ2(‖x‖)
}
,
where C = 22−ϕ2(2) if ϕi(2) < 2 and C =
2ϕ2(1/2)
1−2ϕ2(1/2) if ϕi(1/2) < 1/2.
Finally, one can check that the following corollary holds true.
Corollary 3. Let (X,‖ · ‖) be a normed space, and let (Y,‖ · ‖) be a Banach space. If, for some δ, ε > 0 and p,q > 1
or p,q < 1, a function f : X → Y satisfies∥∥f (x) + f (y)∥∥> δ(‖x‖p + ‖y‖p) ⇒ ∥∥f (x + y) − f (x) − f (y)∥∥ ε(‖x‖q + ‖y‖q)
for x, y ∈ X then there exists a unique additive function a : X → Y such that∥∥f (x) − a(x)∥∥ 2ε
q
‖x‖q + K(x)|2 − 2 |
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K(x) = 2δ‖x‖p + (1/2 + 2q−1)ε‖x‖q + max{1 + 3q + 2 · 2q
2
ε‖x‖q, 1 + 3
p
2
δ‖x‖p
}
in the case p,q < 1 and
K(x) = 22−pδ‖x‖p + (1 + 2−q)ε‖x‖q + max{1 + 3p
2p
δ‖x‖p,
(
2 + 1 + 3
q
2q
)
ε‖x‖q
}
in the case p,q > 1.
As one may suspect having in mind the case of Cauchy equation, in our case we also have a singular case. Let
v(x) :=∑∞i=0 ϕ(2kx)/2k for x ∈ R, with
ϕ(x) :=
{1 for x > 1,
x for x ∈ [−1,1],
−1 for x < −1
(cf. [8]) and let
w(x) :=
{
x log2(x + 1) for x  0,
x log2(1 − x) for x < 0
(cf. [19]). Define s(x) := 112v(x) + 12w(x) for x ∈ R.
Theorem 3. Corollary 3 cannot be extended to the case q = 1. In fact, one can check that a function s : R → R defined
above satisfies∣∣s(x) + s(y)∣∣> |x|p + |y|p ⇒ ∣∣s(x + y) − s(x) − s(y)∣∣ |x| + |y| (7)
for x, y ∈ R with any given p ∈ R, but there are no constants K,L 0 and no additive function a : R → R satisfying
the condition∣∣s(x) − a(x)∣∣K|x|p + L|x| for x ∈ R. (8)
Proof. One can show that s satisfies (7) with any given p ∈ R. Suppose that (8) holds, which means that∣∣∣∣ s(x)x
∣∣∣∣K|x|p−1 + L + c for x > 0.
Now, observe that limx→0+(K|x|p−1 + L + c) < ∞ or limx→∞(K|x|p−1 + L + c) < ∞, while limx→0+ | s(x)x | =
limx→∞ | s(x)x | = ∞, which yields a contradiction. 
Problem 2. It remains still an open problem whether Corollary 3 holds in the cases p  1, q < 1 or p  1, q > 1.
Similar question may be posed with respect to all the presented above results.
Remark 2. Since one may put Φ1 = 0, all the above results generalize suitable results concerning Cauchy equation.
However the obtained approximation is not as sharp as that obtained directly.
Remark 3. Having applied Theorem 1 with constants δ  0 and ε  0 in place of control functions Φ1, Φ2, respec-
tively, one can obtain Theorem 1 from [2] as a consequence. The constant of approximation is, however, worse then
the original one.
4. Auxiliary lemmas and proofs
In course of the proof of Theorem 1 we will need a few auxiliary lemmas.
In this section we assume that (S,+) is an abelian semigroup, (X‖·‖) is a Banach space and f : S → X satisfies (3)
with given Φ1 and Φ2.
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and real numbers, respectively.
For an arbitrary x ∈ S exactly one of the following conditions holds:
(1.i) ‖2f (2nx)‖ > Φ1(2nx,2nx) for n ∈ N0;
(1.ii) there exists an increasing sequence of positive integers (nk)k∈N such that ‖2f (2nkx)‖  Φ1(2nkx,2nkx) for
k ∈ N;
(1.iii) there exists k ∈ N such that ‖2f (2k−1x)‖Φ1(2k−1x,2k−1x) and ‖2f (2nx)‖ > Φ1(2nx,2nx) for n k.
Lemma 1. If x ∈ S satisfies (1.ii) or (1.iii) then
∥∥f (x)∥∥ k−1∑
i=0
1
2i+1
Φ2
(
2ix,2ix
)+ 1
2k+1
Φ1
(
2kx,2kx
) (9)
where k ∈ N0 is the smallest nonnegative integer with ‖2f (2kx)‖Φ1(2kx,2kx).
Proof. Making use of (3) with x and y replaced sequentially by x,2x, . . . ,2k−1x we get∥∥∥∥f (2i+1x)2i+1 − f (2
ix)
2i
∥∥∥∥ 12i+1 Φ2
(
2ix,2ix
)
, i ∈ {0,1, . . . , k − 1}.
Adding these inequalities up side by side and taking into account the definition of k we obtain (9). The case k = 0 is
obvious. 
Lemma 2. If x ∈ S satisfies (1.iii) then∥∥∥∥ 12k f
(
2kx
)∥∥∥∥K(x, k), (10)
where k is defined by (1.iii) and K(x, k) is defined in Theorem 1.
Proof. If ‖f (2kx)+f (2k−1x)‖Φ1(2kx,2k−1x) then according to the definition of k (10) holds true. In the opposite
case substituting x by 2kx and y by 2k−1x in (3) we obtain∥∥f (3 · 2k−1x)− f (2kx)− f (2k−1x)∥∥Φ2(2kx,2k−1x) (11)
which, according to the definition of k, implies (10) in the case where ‖f (3 · 2k−1x) + f (2k−1x)‖  Φ1(3 · 2k−1x,
2k−1x). Considering the opposite case, i.e.∥∥f (3 · 2k−1x)+ f (2k−1x)∥∥> Φ1(3 · 2k−1x,2k−1x),
we replace x with 3 · 2k−1x and y with 2k−1x in (3)and obtain∥∥f (2k+1x)− f (3 · 2k−1x)− f (2k−1x)∥∥Φ2(3 · 2k−1x,2k−1x).
Adding this inequality and (11) side by side we get∥∥f (2k+1x)− f (2kx)− 2f (2k−1x)∥∥Φ2(2kx,2k−1x)+ Φ2(3 · 2k−1x,2k−1x). (12)
On the other hand, using (3) with x and y replaced by 2kx, we obtain∥∥f (2k+1x)− 2f (2kx)∥∥Φ2(2kx,2kx).
Now, according to the definition of k, condition (10) results easily from the inequality above and inequality (12). 
Lemma 3. Let (S,+) be uniquely 2-divisible and let ‖2f (x/2)‖Φ1(x/2, x/2). Then∥∥f (x)∥∥L(x,1), (13)
where L is defined in Theorem 1.
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which implies (13) in the case where ‖f (3x/2)+ f (x/2)‖Φ1(3x/2, x/2). In the opposite case we replace x and y
with 3x/2 and x/2 respectively in (3) and obtain ‖f (2x) − f (3x/2) − f (x/2)‖Φ2(3x/2, x/2) which along with
(14) yields∥∥f (2x) − f (x)∥∥Φ2(x, x/2) + Φ2(3x/2, x/2) + Φ1(x/2, x/2). (15)
Without loss of generality we may assume that ‖2f (x)‖ > Φ1(x, x). Then substituting y by x in (3) we get ‖f (2x)−
2f (x)‖Φ2(x, x). Combining the last inequality and (15) we finish the proof. 
Let (S,+) be uniquely 2-divisible. For an arbitrary x ∈ S exactly one of the following conditions holds:
(2.i) ‖2f (x/2n)‖ > Φ1(x/2n, x/2n) for n ∈ N;
(2.ii) there exists an increasing sequence of positive integers (nk)k∈N such that ‖2f (x/2nk )‖Φ1(x/2nk , x/2nk ) for
k ∈ N;
(2.iii) there exists k ∈ N such that ‖2f (x/2k)‖Φ1(x/2k, x/2k) and ‖2f (x/2n)‖ > Φ1(x/2n, x/2n) for n > k.
Lemma 4. If S is uniquely 2-divisible and x ∈ S satisfies (2.ii) or (2.iii) then
∥∥f (x)∥∥ k−2∑
i=0
2iΦ2
(
x/2i+1, x/2i+1
)+ L(x, k), (16)
where k is the smallest positive integer with ‖2f (x/2k)‖Φ1(x/2k, x/2k) and L is defined in Theorem 1.
Proof. Since (16) follows from Lemma 3 in the case k = 1 let us consider k > 1. Using (3) with x and y replaced
sequentially by x/2, x/22, . . . , x/2k−1 we get∥∥2if (x/2i)− 2i+1f (x/2i+1)∥∥ 2iΦ2(x/2i+1, x/2i+1) for i = 0,2, . . . , k − 2.
Adding these inequalities side by side we obtain
∥∥f (x) − 2k−1f (x/2k−1)∥∥ k−2∑
i=0
2iΦ2
(
x/2i+1, x/2i+1
)
.
Now (16) follows from the inequality above and from Lemma 3 applied to x/2k−1. 
Proof of Theorem 1. We will consider two cases.
Case 1. We assume that (h1) is satisfied. If x ∈ S satisfies (1.i) then proceeding as in the proof of Lemma 1 one
can show∥∥∥∥f (2nx)2n − f (x)
∥∥∥∥
n−1∑
i=0
1
2i+1
Φ2
(
2ix,2ix
)
for n ∈ N. (17)
If x satisfies (1.ii) then also 2nx satisfies (1.ii). Therefore making use of Lemma 1 for both x and 2nx, for an arbitrary
n ∈ N we have∥∥∥∥f (2nx)2n − f (x)
∥∥∥∥
k1−1∑
i=0
1
2i+1
Φ2
(
2ix,2ix
)+ 1
2k1+1
Φ1
(
2k1x,2k1x
)+ k2−1∑
i=0
1
2n+i+1
Φ2
(
2n+ix,2n+ix
)
+ 1
2n+k2+1
Φ1
(
2n+k2x,2n+k2x
)
, (18)
where k1, k2 are the smallest nonnegative integers with ‖2f (2k1x)‖  Φ1(2k1x,2k1x) and ‖2f (2n+k2x)‖ 
Φ1(2n+k2x,2n+k2x), respectively.
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∥∥∥∥ 12k
∥∥∥∥f (2n−k2kx)2n−k − f
(
2kx
)∥∥∥∥+
∥∥∥∥f (2kx)2k
∥∥∥∥+
∥∥∥∥f (x)
∥∥∥∥.
This according to (17), Lemmas 2 and 1 implies∥∥∥∥f (2nx)2n − f (x)
∥∥∥∥
n−k−1∑
i=0
1
2i+k+1
Φ2
(
2i+kx,2i+kx
)+ K(x, k) + k1−1∑
i=0
1
2i+1
Φ2
(
2ix,2ix
)
+ 1
2k1+1
Φ1
(
2k1x,2k1x
)
, (19)
where k1 is the smallest nonnegative integer with ‖2f (2k1x)‖Φ1(2k1x,2k1x). Using (17)–(19) one can show that
(
f (2nx)
2n )n∈N is a Cauchy sequence for an arbitrary x ∈ S. Thus, the map a : S → X given by
a(x) := lim
n→∞
f (2nx)
2n
for x ∈ S
is well defined.
Letting n → ∞ in (17)–(19), and collecting the obtained inequalities one has immediately (4).
We shall prove the additivity of a. Consider x, y ∈ S with a(x)+ a(y) = 0 and observe that ‖f (2nx)+f (2ny)‖ >
Φ1(2nx,2ny) for a sufficiently large n ∈ N. Thus, using the definition of a and (4) we obtain a(x + y) = a(x)+ a(y).
Case 2. We assume that (h2) is satisfied. If x ∈ S satisfies (2.i) then proceeding similarly as in the proof of Lemma 4
we get
∥∥f (x) − 2nf (x/2n)∥∥ n−1∑
i=0
2iΦ2
(
x/2i+1, x/2i+1
)
for n ∈ N. (20)
If x satisfies (2.ii) then also x/2n satisfies (2.ii). Thus applying Lemma 4 for both x and x/2n, for an arbitrary n ∈ N
we obtain
∥∥f (x) − 2nf (x/2n)∥∥ k1−2∑
i=0
2iΦ2
(
x/2i+1, x/2i+1
)+ L(x, k1) + k2−2∑
i=0
2n+iΦ2
(
x/2n+i+1, x/2n+i+1
)
+ L(x/2n, k2), (21)
where k1, k2 are the smallest positive integers with ‖2f (x/2k1)‖  Φ1(x/2k1 , x/2k1) and ‖2f (x/2n+k2)‖ 
Φ1(x/2n+k2 , x/2n+k2), respectively.
Now, let x satisfy (2.iii), let k be defined by (2.iii) and let n > k. Then∥∥f (x) − 2nf (x/2n)∥∥ ∥∥f (x)∥∥+ 2k∥∥f (x/2k)∥∥+ 2k∥∥f (x/2k)− 2n−kf (x/2n)∥∥.
Now, applying Lemma 4, the definition of k, and (20) with x/2k in place of x, we get
∥∥f (x) − 2nf (x/2n)∥∥ k1−2∑
i=0
2iΦ2
(
x/2i+1, x/2i+1
)+ L(x, k1) + 2k−1Φ1(x/2k, x/2k)
+
n−k−1∑
i=0
2k+iΦ2
(
x/2k+i+1, x/2k+i+1
)
, (22)
where k1 is the smallest positive integer such that ‖2f (x/2k1)‖Φ1(x/2k1 , x/2k1).
Making use of (20)–(22) one can prove that (2nf (x/2n))n∈N is a Cauchy sequence for each x ∈ S, thus b : S → X
given by
b(x) := lim
n→∞ 2
nf
(
x/2n
)
for x ∈ S,
is well defined.
432 B. Batko / J. Math. Anal. Appl. 340 (2008) 424–432Letting n → ∞ in (20)–(22), and collecting the obtained inequalities one can easily prove (4).
In order to prove the additivity of b let us consider x, y ∈ S such that b(x) + b(y) = 0. Then ‖f (x/2n) +
f (y/2n)‖ > Φ1(x/2n, y/2n) for a sufficiently large n ∈ N, and by (3) ‖f (x/2n + y/2n) − f (x/2n) − f (y/2n)‖ 
Φ2(x/2n, y/2n). Letting n → ∞ in the last inequality and taking into account the definition of b we get b(x + y) =
b(x) + b(y). 
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