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ON DISCRETE HARDY–LITTLEWOOD MAXIMAL FUNCTIONS
OVER THE BALLS IN Zd: DIMENSION-FREE ESTIMATES
JEAN BOURGAIN, MARIUSZ MIREK, ELIAS M. STEIN, AND B LAZ˙EJ WRO´BEL
Abstract. We show that the discrete Hardy–Littlewood maximal functions associated with the Eu-
clidean balls in Zd with dyadic radii have bounds independent of the dimension on ℓp(Zd) for p ∈ [2,∞].
1. Introduction
1.1. Motivations and statement of the results. Let G be a convex centrally symmetric body in Rd,
which is simply a bounded closed and centrally symmetric convex subset of Rd with non-empty interior.
An important class of convex symmetric bodies in Rd are q-balls
Bq =
{
x ∈ Rd : |x|q =
( ∑
1≤k≤d
|xk|q
)1/q
≤ 1
}
for q ∈ [1,∞),
B∞ = {x ∈ Rd : |x|∞ = max
1≤k≤d
|xk| ≤ 1}.
(1.1)
For every t > 0 and for every x ∈ Rd we define the integral Hardy–Littlewood averaging operator
MGt f(x) =
1
|Gt|
∫
Gt
f(x− y)dy for f ∈ L1loc(Rd), (1.2)
where Gt = {y ∈ Rd : t−1y ∈ G}. For p ∈ (1,∞], let Cp(d,G) > 0 be the best constant such that the
following inequality ∥∥ sup
t>0
|MGt f |
∥∥
Lp(Rd)
≤ Cp(d,G)‖f‖Lp(Rd) (1.3)
holds for every f ∈ Lp(Rd). If p = ∞, then (1.3) holds with Cp(d,G) = 1, since MGt is the averaging
operator. By appealing to the real interpolation and a covering argument for p = 1, it is not difficult to
see that Cp(d,G) <∞ for every p ∈ (1,∞) and for every convex symmetric body G ⊂ Rd.
In the case of the Euclidean balls G = B2 the theory of spherical maximal functions was used [16] to
show that Cp(d,B
2) is bounded independently of the dimension for every p ∈ (1,∞]. Not long afterwards
it was shown, in [1] for p = 2, and in [2, 7] for p ∈ (3/2,∞], that Cp(d,G) is bounded by an absolute
constant, which is independent of the underlying convex symmetric body G ⊂ Rd. However, if the
supremum in (1.3) is taken over a dyadic set, i.e. t ∈ D = {2n : n ∈ N ∪ {0}}, then (1.3) holds for all
p ∈ (1,∞] and Cp(d,G) is independent of the body G ⊂ Rd as well.
It is conjectured that the inequality in (1.3) holds for all p ∈ (1,∞] and for all convex symmetric bodies
G ⊂ Rd with Cp(d,G) independent of d. It is reasonable to believe that this is true, since it was verified
for a large class of convex symmetric bodies. Namely, for the q-balls G = Bq the full range p ∈ (1,∞]
of dimension-free estimates for Cp(d,B
q) was established in [13] (for q ∈ [1,∞)) and in [3] (for cubes
q =∞) with constants depending only on q. The general case is beyond our reach at this point. We refer
also to the survey article [8] for a very careful and exhaustive exposition of the subject, and see also [4]
and [11, 12] for extensions of dimension-free estimates to r-variational and jump inequalities.
However, similar questions have been recently investigated by the authors [5] for the discrete analogues
of the operatorsMGt in Z
d. The aim of the present article is to continue the investigations in this direction.
For every t > 0 and for every x ∈ Zd we define the discrete Hardy–Littlewood averaging operator
MGt f(x) =
1
|Gt ∩ Zd|
∑
y∈Gt∩Zd
f(x− y) for f ∈ ℓ1(Zd). (1.4)
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We note that the operator MGt is a discrete analogue of (1.2).
For p ∈ (1,∞], let Cp(d,G) > 0 be the best constant such that the following inequality∥∥ sup
t>0
|MGt f |
∥∥
ℓp(Zd)
≤ Cp(d,G)‖f‖ℓp(Zd) (1.5)
holds for every f ∈ ℓp(Zd). Arguing in a similar way as in (1.3) we conclude that Cp(d,G) <∞ for every
p ∈ (1,∞] and for every convex symmetric body G ⊂ Rd.
The question now is to decide whether Cp(d,G) can be bounded independently of the dimension d for
every p ∈ (1,∞). In [5] the authors examined this question in the case of the discrete cubes B∞ ∩ Zd,
and showed that for every p ∈ (3/2,∞] there is a constant Cp > 0 independent of the dimension such
that Cp(d,B∞) ≤ Cp. It was also shown in [5] that if the supremum in (1.5) is restricted to the dyadic
set D, then (1.5) holds for all p ∈ (1,∞] and Cp(d,G) is independent of the dimension.
On the other hand, we constructed in [5] a simple example of a convex symmetric body in Zd for which
maximal estimate (1.5) on ℓp(Zd) involves the smallest constant Cp(d,G) > 0 unbounded in d for every
p ∈ (1,∞). In order to carry out the construction it suffices to fix a sequence 1 ≤ λ1 < . . . < λd < . . . <√
2 and consider the ellipsoid
E(d) =
{
x ∈ Rd :
d∑
k=1
λ2kx
2
k ≤ 1
}
.
Then one can prove that for every p ∈ (1,∞) there is Cp > 0 such that for every d ∈ N one has
Cp(d,E(d)) ≥ Cp(log d)1/p. (1.6)
Inequality (1.6) shows that the dimension-free phenomenon for the Hardy–Littlewood maximal func-
tions in the discrete setting is much more delicate and not as broad as in the continuous case. All these
results give us strong motivation to understand the situation more generally, in particular in the case of
q-balls G = Bq where q ∈ [1,∞), see (1.1), which is well understood in the continuous setup.
The main purpose of this work is to prove a dyadic variant of inequality (1.5) for (1.4) with G = B2.
Theorem 1.1. For every p ∈ [2,∞] there exists a constant Cp > 0 independent of d ∈ N such that for
every f ∈ ℓp(Zd) we have ∥∥ sup
N∈D
|MB2N f |
∥∥
ℓp(Zd)
≤ Cp‖f‖ℓp(Zd). (1.7)
We shall briefly outline the strategy for proving Theorem 1.1. By a simple interpolation the proof
of inequality (1.7) is only interesting for p = 2, and it will consist of three steps. In the consecutive
steps, we shall consider maximal functions corresponding to the operators MB2N in which the supremum
is restricted respectively to the sets:
1. DC3,∞ = {N ∈ D : N ≥ C3d}, the large-scale case;
2. DC1,C2 = {N ∈ D : C1d1/2 ≤ N ≤ C2d}, the intermediate-scale case;
3. DC0 = {N ∈ D : N ≤ C0d1/2}, the small-scale case;
for some universal constants C0, C1, C2, C3 > 0. Since we are working with the dyadic numbers D the
exact values of C0, C1, C2, C3 will never play a role as long as they are absolute constants. Moreover, the
implied constants will be always allowed to depend on C0, C1, C2, C3.
1.2. The large-scale case. In this step, we will appeal to the comparison principle from [6], where
it was shown that there are absolute constants C, c > 0 such that for every p ∈ (1,∞) and for every
f ∈ ℓp(Zd) we have ∥∥ sup
t≥cd
|MB2t f |
∥∥
ℓp(Zd)
≤ CCp(d,B2)‖f‖ℓp(Zd). (1.8)
Inequality (1.8) combined with the dimension-free estimates for Cp(d,B
2) from (1.3) yield the estimates
for the full maximal function in the large-scale case. This is the easiest case, the remaining two cases,
where it will be important that we are working with the dyadic numbers D, are much more challenging.
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1.3. The intermediate-scale case. This case will be discussed in Section 2, where we shall bound the
maximal function corresponding toMB2N with the supremum taken over the set DC1,C2 , see Theorem 2.2.
In this case, by a comparisonMB2N with a suitable semigroup Pt (see (2.11), and also [5]), the proof will
be reduced, using a standard square function argument, to estimates of the multipliers mB
2
N associated
with the operators MB2N .
The main objective of Section 2 is to show that there is a constant C > 0 independent of d ∈ N such
that for every ξ ∈ Td we have
|mB2N (ξ) − 1| ≤ C(κ(d,N)‖ξ‖)2, (1.9)
|mB2N (ξ)| ≤ C
(
(κ(d,N)‖ξ‖)−1 + κ(d,N)− 17 ), (1.10)
where ‖ξ‖2 = ∑di=1 ‖ξi‖2, and ‖ξi‖ = dist(ξi,Z) for all i ∈ Nd = {1, 2, . . . , d}, and κ(d,N) = Nd−1/2
is the proportionality factor, which can be identified with the isotropic constant corresponding to the
Euclidean ball B2N with radius N > 0, see (2.30) and Lemma 2.11. We also refer to [1] for more details.
The proof of inequality (1.9) is given in Proposition 2.1 and relies on the invariance of B2N ∩Zd under
the permutation group of Nd. These invariance properties of B
2
N ∩ Zd play important roles in the whole
article and allow us to exploit probabilistic arguments on the permutation groups.
The proof of inequality (1.10) is given in Proposition 2.2 and it requires a more sophisticated analysis,
and in particular three tools that we now highlight:
(i) Lemma 2.4, which tells us, to some extent, that a significant amount of mass of B2N ∩ Zd, like in
the continuous setup, is concentrated near the boundary of B2N ∩Zd. This lemma combined with
Lemma 2.5, which is a variant of a concentration inequality for the hypergeometric distribution,
leads us to a decrease dimension trick described in Lemma 2.7.
(ii) Lemma 2.8, which is an outgrowth of the idea implicit in Lemma 2.7, permits us to control
the multiplier mB
2
N by multipliers corresponding to the averages associated with balls in lower
dimensional spaces, and consequently exploit the estimates for the multipliers corresponding to
the operators MB
2
t in the continuous setting, see Theorem 2.3 and Lemma 2.12.
(iii) A convexity lemma described in Lemma 2.6, which is essential in the proof of inequality (1.10).
Let us remark that if we could prove the inequality
|mB2N (ξ)| ≤ C(κ(d,N)‖ξ‖)−1, (1.11)
instead of (1.10), then we would be able to extend inequality (1.7) with N restricted to the set DC1,C2
for all p ∈ (1,∞]. However, this will surely require new methods.
1.4. The small-scale case. This case will be discussed in Section 3, where we shall be bounding the
maximal function corresponding toMB2N with the supremum taken over the setDC0 , see Theorem 3.1. Our
strategy will be much the same as for the proof in the previous case. We shall find suitable approximating
multipliers and reduce the matters to the square function estimates using Proposition 3.1. However, this
case will require a more sophisticated analysis, due to its different nature that becomes apparent in Lemma
3.2, which says, to a certain degree, that a large percentage of mass of B2N ∩Zd is concentrated on the set
{−1, 0, 1}d. This observation allows us to employ the properties of the Krawtchouk polynomials (3.17),
as in [9], to prove Proposition 3.3, which is the core of the proof of Proposition 3.1. Using a uniform
bound for the Krawtchouk polynomials (see Property 5. in Theorem 3.2) we are able to deduce a decay of
the multipliers mB
2
N at infinity. Namely, we show (see Proposition 3.3) that there are absolute constants
C, c > 0 such that for every ξ ∈ Td we have
|mB2N (ξ)| ≤ Ce−
cκ(d,N)2
100
∑d
i=1 sin
2(πξi) + Ce−
cκ(d,N)2
100
∑d
i=1 cos
2(πξi). (1.12)
As it was proven in Proposition 3.1, inequality (1.12), while different from (1.10) or (1.11), is good
enough to provide ℓ2(Zd) theory for the maximal function associated with MB2N in which the supremum
is restricted the set DC0 . However, it is not clear at this moment whether (1.12) can be used to give an
extension of (1.7) for some p ∈ (1, 2) in the small-scale case.
Finally some comments are in order. Currently our methods are limited to ℓ2(Zd) theory for the
dyadic maximal function supN∈D |MB
2
N f |. It is clear that more information must be provided, if one
thinks about an extension of (1.7) to the full maximal inequality as in (1.5) with G = B2, even for p = 2.
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If we knew that (1.11) holds and additionally we could control the difference of mB
2
N , let us say, in the
following sense: that is for every N ∈ N and ξ ∈ Td we would have
|mB2N+1(ξ)−mB
2
N (ξ)| ≤ CN−1 (1.13)
for some constant independent of the dimension d ∈ N. Then using the methods from [5] or [12], and
taking into account (1.9), (1.11) and (1.13) we would obtain that for every p ∈ (3/2,∞] there is a constant
Cp > 0 independent of the dimension such that Cp(d,B2) ≤ Cp. We hope to return to these questions in
the near future.
1.5. Notation.
1. From now on we shall use abbreviated notation and we will write Bt = B
2
t , and Qt = B
∞
t ,
and Q = Q1/2 = [−1/2, 1/2]d, and also |x| = |x|2 for any x ∈ Rd. Moreover, Mt = MB2t , and
Mt =MB2t for any t > 0.
2. Throughout the whole paper d ∈ N will denote the dimension and C, c, C0, C1, . . . > 0 will be
absolute constants which do not depend on the dimension, however their values may vary from
line to line. We will use the convention that A .δ B (A &δ B) to say that there is an absolute
constant Cδ > 0 (which possibly depends on δ > 0) such that A ≤ CδB (A ≥ CδB). We will
write A ≃δ B when A .δ B and A &δ B hold simultaneously.
3. Let N = {1, 2, . . .} be the set of positive integers and N0 = N ∪ {0}, and D = {2n : n ∈ N0} will
denote the set of all dyadic numbers. We set NN = {1, 2, . . . , N} for any N ∈ N.
4. The Euclidean space Rd is endowed with the standard inner product
x · ξ = 〈x, ξ〉 =
d∑
k=1
xkξk
for every x = (x1, . . . , xd) and ξ = (ξ1, . . . , ξd) ∈ Rd.
5. For a countable set Z endowed with the counting measure we will write for any p ∈ [1,∞] that
ℓp(Z) = {f : Z → C : ‖f‖ℓp(Z) <∞},
where for any p ∈ [1,∞) we have
‖f‖ℓp(Z) =
( ∑
m∈Z
|f(m)|p
)1/p
and ‖f‖ℓ∞(Z) = sup
m∈Z
|f(m)|.
In our case usually Z = Zd. We will also abbreviate ‖ · ‖ℓp(Zd) to ‖ · ‖ℓp .
6. Let F denote the Fourier transform on Rd defined for any function f ∈ L1(Rd) as
Ff(ξ) =
∫
Rd
f(x)e2πiξ·x dx for any ξ ∈ Rd.
If f ∈ ℓ1(Zd) we define the discrete Fourier transform by setting
fˆ(ξ) =
∑
x∈Zd
f(x)e2πiξ·x for any ξ ∈ Td,
where Td denote d-dimensional torus, which will be identified with Q = [−1/2, 1/2]d. To simplify
notation we will denote by F−1 the inverse Fourier transform on Rd or the inverse Fourier
transform (Fourier coefficient) on the torus Td. It will cause no confusions and it will be always
clear from the context.
Acknowledgements
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2. Estimates for the dyadic maximal function: intermediate scales
This section is intended to provide bounds independent of the dimension for the dyadic maximal
function with supremum taken over all dyadic numbers N such that d1/2 . N . d. Since, as we
discussed in the introduction the estimate on ℓ2(Zd) for the maximal function supN∈DC3,∞ |MNf | is
covered by inequality (2.1), which was proved in [6].
Theorem 2.1. For every p ∈ (1,∞) there is a constant Cp > 0 independent of d ∈ N such that for every
f ∈ ℓp(Zd) we have ∥∥ sup
N≥cd
|MNf |
∥∥
ℓp
≤ Cp‖f‖ℓp, (2.1)
for an absolute large constant c > 0.
Now, in view of Theorem 2.1 our aim is to prove Theorem 2.2.
Theorem 2.2. Let C1, C2 > 0 and define DC1,C2 = {N ∈ D : C1d1/2 ≤ N ≤ C2d}. Then there exists a
constant C > 0 independent of dimension such that for every f ∈ ℓ2(Zd) we have∥∥ sup
N∈DC1,C2
MNf
∥∥
ℓ2
≤ C‖f‖ℓ2. (2.2)
The operator MN is a convolution operator with the kernel
KN (x) = 1|BN ∩ Zd|
∑
y∈BN∩Zd
δy(x),
where δy is the Dirac’s delta at y ∈ Zd. In what follows for any ξ ∈ Td ≡ [−1/2, 1/2)d we will consider
the multipliers corresponding to the operators MN , which are exponential sums given by
mN (ξ) = KˆN (ξ) = 1|BN ∩ Zd|
∑
x∈BN∩Zd
e2πiξ·x. (2.3)
For ξ ∈ Td we will write ‖ξ‖2 = ‖ξ1‖2 + . . . + ‖ξd‖2, where ‖ξj‖ = dist(ξj ,Z) for any j ∈ Nd. Since
we identify Td with [−1/2, 1/2)d hence the norm ‖ · ‖ coincides with the Euclidean norm | · | restricted to
[−1/2, 1/2)d. Moreover, for every η ∈ T we know that ‖η‖ ≃ | sin(πη)|, since | sin(πη)| = sin(π‖η‖) and
for 0 ≤ |η| ≤ 1/2 we have
2|η| ≤ | sin(πη)| ≤ π|η|. (2.4)
The proof of Theorem 2.2 will be based on Proposition 2.1, which provides estimates of the multiplier
mN (ξ) at the origin, and on Proposition 2.2, which provides estimates of the multiplier mN(ξ) at infinity.
Both of the estimates will be described in terms of a proportionality constant
κ(d,N) = Nd−1/2. (2.5)
Proposition 2.1. For every d,N ∈ N and for every ξ ∈ Td we have
|mN (ξ)− 1| ≤ 2π2κ(d,N)2‖ξ‖2. (2.6)
Proof. Exploiting the symmetries of BN ∩ Zd we have
mN (ξ) =
1
|BN ∩ Zd|
∑
x∈BN∩Zd
d∏
j=1
e2πixjξj
=
1
|BN ∩ Zd|
∑
x∈BN∩Zd
d∏
j=1
cos(2πxjξj).
(2.7)
Recall that for any sequence (aj : j ∈ Nd) ⊆ C and (bj : j ∈ Nd) ⊆ C, if supj∈Nd |aj | ≤ 1 and
supj∈Nd |bj | ≤ 1 then we have ∣∣∣ d∏
j=1
aj −
d∏
j=1
bj
∣∣∣ ≤ d∑
j=1
|aj − bj |. (2.8)
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Therefore, using (2.8) and the formula cos(2x) = cos2 x− sin2 x = 1− 2 sin2 x, we obtain
|mN (ξ)− 1| ≤ 1|BN ∩ Zd|
∑
x∈BN∩Zd
∣∣∣ d∏
j=1
cos(2πxjξj)− 1
∣∣∣
≤ 1|BN ∩ Zd|
∑
x∈BN∩Zd
d∑
j=1
| cos(2πxjξj)− 1|
≤ 2|BN ∩ Zd|
∑
x∈BN∩Zd
d∑
j=1
sin2(πxjξj).
Observe that | sin(πxy)| ≤ |x|| sin(πy)| for every x ∈ Z and y ∈ R, and observe also that for every i 6= j
one has ∑
x∈BN∩Zd
x2i =
∑
x∈BN∩Zd
x2j =
1
d
∑
x∈BN∩Zd
|x|2.
Thus, taking into account these observations and changing the order of summations we obtain
|mN(ξ)− 1| ≤ 2|BN ∩ Zd|
∑
x∈BN∩Zd
d∑
j=1
sin2(πxjξj)
≤ 2|BN ∩ Zd|
d∑
j=1
sin2(πξj)
∑
x∈BN∩Zd
x2j
≤ 2|BN ∩ Zd|
d∑
j=1
sin2(πξj)
1
d
∑
x∈BN∩Zd
|x|2
≤ 2π2κ(d,N)2‖ξ‖2
(2.9)
and (2.6) is justified. 
The rest of this section is devoted to prove of Proposition 2.2.
Proposition 2.2. There is a constant C > 0 such that for any d,N ∈ N if 10 ≤ κ(d,N) ≤ 50d1/2 then
for all ξ ∈ Td we have
|mN (ξ)| ≤ C
(
(κ(d,N)‖ξ‖)−1 + κ(d,N)− 17 ). (2.10)
Proposition 2.2 is essential in the proof of Theorem 2.2. Assume momentarily that Proposition 2.2
has been proven. We show how the inequalities (2.6) and (2.10) can be used to deduce (2.2).
Proof of Theorem 2.2. Since DC1,C2 is a subset of the dyadic set D we can assume, without loss of
generality, that C1 = C2 = 1 and (2.10) is valid when N ∈ D1,1. To complete the proof we shall compare
the averages MN with a symmetric diffusion semigroup on Zd. Namely, for every t > 0 let Pt be the
semigroup with the multiplier
pt(ξ) = e
−t∑di=1 sin2(πξi) for ξ ∈ Td. (2.11)
It follows from a general theory for symmetric diffusion semigroups [15], (see also [5] for more details)
that for every p ∈ (1,∞) there is Cp > 0 independent of d ∈ N such that for every f ∈ ℓp(Zd) we have∥∥ sup
t>0
|Ptf |
∥∥
ℓp
≤ Cp‖f‖ℓp. (2.12)
Hence (2.12) reduces the proof of (2.2) to the dimension-free estimate on ℓ2(Zd) for the following square
function
Sf(x) =
( ∑
N∈DC1,C2
|MNf(x)− PN2/df(x)|2
)1/2
for x ∈ Zd.
By Plancherel’s formula, (2.6) and (2.10), we have
‖S(f)‖2ℓ2 ≤
∫
Td
( ∑
m∈Z:
d1/2≤2m≤d
min
{
22m‖ξ‖2/d, (22m‖ξ‖2/d)−1}+ d1/7 ∑
m∈Z:
d1/2≤2m≤d
2−2m/7
)
|fˆ(ξ)|2dξ
≤ C ‖f‖2ℓ2.
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This completes the proof of Theorem 2.2. 
2.1. Some preparatory estimates. The proof of Proposition 2.2 will require some bunch of lemmas,
which will be based on the following precise version of Stirling’s formula [14]. For every m ∈ N one has
√
2π mm+1/2e−me
1
12m+1 ≤ m! ≤
√
2π mm+1/2e−me
1
12m . (2.13)
We shall need the following crude size estimates for the number of lattice points in BN .
Lemma 2.3. For all d,N ∈ N we have
(2⌊κ(d,N)⌋+ 1)d ≤ |BN ∩ Zd| ≤ (2πe)d/2(κ(d,N)2 + 1/4)d/2.
Proof. The lower bound follows from the inclusion [−κ(d,N), κ(d,N)]d ∩ Zd ⊆ BN ∩ Zd. To prove the
upper bound we use [6, Lemma 5.1] to obtain that
|BN ∩ Zd| ≤ 2|B(N2+d/4)1/2 | =
2πd/2
Γ(d/2 + 1)
(N2 + d/4)d/2 =
2πd/2dd/2
Γ(d/2 + 1)
(κ(d,N)2 + 1/4)d/2.
Assume that d = 2m is even and note that by (2.13) we have
πd/2
Γ(d/2 + 1)
=
πm
m!
≤ π
mem
(2π)1/2mm+1/2
≤ (2πe)
d/2
2dd/2
.
If d = 1 then π
1/2
Γ(3/2) = 2 ≤ (2πe)1/2/2. Assume now that d = 2m+ 1 ≥ 3 is odd and note
πd/2
Γ(d/2 + 1)
=
22m+1πmm!
(2m+ 1)!
≤ 2
dπ(d−1)/2mm+1/2ed−me1/12
dd+1/2
≤
(
e1/6
3π
)1/2
(2πe)d/2
dd/2
≤ (2πe)
d/2
2dd/2
.
The proof of the lemma is completed. 
We shall also need balls in lower dimensions. For every r ∈ Nd let B(r)R denote the Euclidean ball in Rr
centered at the origin with radius R > 0. We now use Lemma 2.3 to control size of certain error subsets
of BN ∩Zd, which tells us, to some extent, that a significant amount of mass of BN ∩Zd is concentrated
near its boundary, like in the continuous setup.
Lemma 2.4. Given ε1, ε2 ∈ (0, 1] we define for every d,N ∈ N the set
E =
{
x ∈ BN ∩ Zd : |{i ∈ Nd : |xi| ≥ ε2κ(d,N)}| ≤ ε1d
}
.
If ε1, ε2 ∈ (0, 1/10] and κ(d,N) ≥ 10, then we have
|E| ≤ 2e− d10 |BN ∩ Zd|. (2.14)
Proof. Note that if x ∈ E, then there is I ⊆ Nd such that |I| ≤ ε1d and |xi| ≥ ε2κ(d,N) precisely when
i ∈ I. Therefore, we have
E ⊆
⋃
I⊆Nd:|I|≤ε1d
{x ∈ BN ∩ Zd : |xi| ≥ ε2κ(d,N) precisely when i ∈ I}.
For I as above we have |xi| ≤ ε2κ(d,N) for every i ∈ Nd \ I and consequently
|{x ∈ BN ∩ Zd : |xi| ≥ ε2κ(d,N) precisely when i ∈ I}| ≤ (2ε2κ(d,N) + 1)d−|I|
∣∣B(|I|)N ∩ Z|I|∣∣.
Hence
|E| ≤
∑
I⊆Nd:|I|≤ε1d
(2ε2κ(d,N) + 1)
d−|I|∣∣B(|I|)N ∩ Z|I|∣∣. (2.15)
Clearly, there are
(
d
m
)
subsets I of Nd of size m. We use the upper bound from Lemma 2.3 (with d = m)
to estimate (2.15) and obtain
|E| ≤(2ε2κ(d,N) + 1)d +
∑
1≤m≤ε1d
(
d
m
)
(2ε2κ(d,N) + 1)
d−m∣∣B(m)N ∩ Zm∣∣
≤(2ε2κ(d,N) + 1)d +
∑
1≤m≤ε1d
dm
m!
(2ε2κ(d,N) + 1)
d−m(2πe)m/2
(
κ(d,N)2d/m+ 1/4
)m/2
≤(2ε2κ(d,N) + 1)d +
∑
1≤m≤ε1d
(
d
m
)3m/2
(2ε2κ(d,N) + 1)
d−m(2πe3)m/2
(
κ(d,N)2 +m/(4d)
)m/2
,
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where in the last line we have used that 1m! ≤ e
m
mm . Therefore, using the lower bound from Lemma 2.3,
we obtain
|E| ≤(2ε2κ(d,N) + 1)d +
∑
1≤m≤ε1d
(
21/3ed
m
)3m/2
(2ε2κ(d,N) + 1)
d−m(π1/2κ(d,N) + 1)m
≤
((
2ε2κ(d,N) + 1
2⌊κ(d,N)⌋+ 1
)d
+
∑
1≤m≤ε1d
(
21/3ed
m
)3m/2(
2ε2κ(d,N) + 1
2⌊κ(d,N)⌋+ 1
)d−m)
|BN ∩ Zd|
≤
(
e−
16d
19 + e−
72d
95
d0∑
m=1
eϕ(m)
)
|BN ∩ Zd|,
(2.16)
where d0 = ⌊ε1d⌋ and ϕ(x) = 3x2 log
(
21/3ed
x
)
. In the last inequality we have used that κ(d,N) ≥ 10 and
ε1, ε2 ≤ 1/10 and the following bound 2ε2κ(d,N)+12⌊κ(d,N)⌋+1 ≤ 2ε2κ(d,N)+12κ(d,N)−1 = 1− 2(1−ε2)κ(d,N)−22κ(d,N)−1 ≤ e−
16
19 . Note that(
0, d/10
] ∋ x 7→ ϕ(x) = 3x2 log ( 21/3edx ) is increasing, since
ϕ′(x) =
3
2
log
(
21/3ed
x
)
− 3
2
≥ log 3.
Thus
d0∑
m=1
eϕ(m) ≤ eϕ(d0)
d0∑
m=0
e−(d0−m) log 3 ≤ 3
2
eϕ(d0) ≤ 3
2
e
3 log(21/3·10·e)d
20 ≤ 3
2
e
3d
5 ,
and consequently
e−
16d
19 + e−
72d
95
d0∑
m=1
eϕ(m) ≤ e− 16d19 + 3
2
e−
3d
19 ≤ e− d10
(
e−
141
190 +
3
2
)
≤ 2e− d10 . (2.17)
Combining (2.16) with (2.17) we obtain (2.14). 
2.2. Analysis on permutation groups. We have to fix more notation and terminology. Let Sym(d) be
the permutation group on Nd. We will write σ · x = (xσ(1), . . . , xσ(d)) for every x ∈ Rd and σ ∈ Sym(d).
Later on P will denote the uniform distribution on the symmetry group Sym(d), i.e. P(A) = |A|/d! for
any A ⊆ Sym(d), since we know that |Sym(d)| = d!. The expectation E will be always taken with respect
to the uniform distribution P on the symmetry group Sym(d). The next few lemmas will rely on the
properties of the permutation group.
Lemma 2.5. Assume that I, J ⊆ Nd and |J | = r for some 0 ≤ r ≤ d. Then
P[{σ ∈ Sym(d) : |σ(I) ∩ J | ≤ r|I|/(5d)}] ≤ e− r|I|10d . (2.18)
In particular, if δ1, δ2 ∈ (0, 1] satisfy 5δ2 ≤ δ1 and δ1d ≤ |I| ≤ d, then we have
P[{σ ∈ Sym(d) : |σ(I) ∩ J | ≤ δ2r}] ≤ e−
δ1r
10 . (2.19)
Proof. Inequality (2.19) is a consequence of (2.18). To prove (2.18) we fix 0 ≤ r ≤ d and I, J ⊆ Nd such
that |J | = r. It is not difficult to see that
P[{σ ∈ Sym(d) : |σ(I) ∩ J | = k}] =
(
r
k
)(
d− r
|I| − k
)(
d
|I|
)−1
,
which means that the random variable X = |σ(I)∩J | has the hypergeometric distribution. Appealing to
the Hoeffding type inequality [10, Theorem 2.10 and inequality (2.6)], we obtain for every τ ∈ (0, 1) that
P[{X ≤ (1− τ)E[X ]}] ≤ e−τ2E[X]/2.
Taking τ = 4/5 in this inequality and noting that E[X ] = r|I|/d we conclude that
P[{σ ∈ Sym(d) : |σ(I) ∩ J | ≤ r|I|/(5d)}] ≤ e− 8r|I|25d .
This completes the proof of the lemma. 
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Lemma 2.6. Assume that we have a finite decreasing sequence 0 ≤ ud ≤ . . . ≤ u2 ≤ u1 ≤ (1 − δ0)/2
for some δ0 ∈ (0, 1). Suppose that I ⊆ Nd satisfies δ1d ≤ |I| ≤ d for some δ1 ∈ (0, 1]. Then for every
J = (d0, d] ∩ Z with 0 ≤ d0 ≤ d we have
E
[
exp
(
−
∑
j∈σ(I)∩J
uj
)]
≤ 3 exp
(
−δ0δ1
20
∑
j∈J
uj
)
. (2.20)
Proof. Let us define m¯ =
∑
j∈J uj , and without loss of generality, we may assume that m¯ ≥ 1, since
otherwise (2.20) is obvious. We now take m ∈ N such that m ≤ m¯ < m + 1, with this choice of m, we
define
Uk = (d− (k + 1)m, d− km]
for every 0 ≤ k ≤ k0, where k0 is the maximal integer such that Uk0 ∩ J 6= ∅. Observe that
∑
j∈σ(I)∩J
uj ≥
k0−1∑
k=0
∑
j∈σ(I)∩J∩Uk
uj ≥
k0−1∑
k=0
ud−km|σ(I) ∩ J ∩ Uk|. (2.21)
We shall prove that
δ0 ≤
k0−1∑
k=0
ud−km ≤ 2. (2.22)
Indeed, on the one hand, we have
k0−1∑
k=0
ud−km ≥ 1
m
k0−1∑
k=1
∑
j∈Uk−1
uj ≥ 1
m
(
m¯−
∑
j∈Uk0
uj −
∑
j∈Uk0−1
uj
)
≥ 1
m
(
m− (1− δ0)m
) ≥ δ0.
On the other hand, we have
k0−1∑
k=0
ud−km ≤ 1
m
k0−1∑
k=0
∑
j∈Uk
uj ≤ m¯
m
≤ 2.
which proves (2.22). Let s =
∑k0−1
k=0 ud−km and we note that (2.21) yields
E
[
exp
(
−
∑
j∈σ(I)∩J
uj
)]
≤ E
[
exp
(
−s
k0−1∑
k=0
ud−km
s
|σ(I) ∩ J ∩ Uk|
)]
≤
k0−1∑
k=0
ud−km
s
E
[
e−s|σ(I)∩J∩Uk|
]
≤ sup
0≤k≤k0−1
E
[
e−s|σ(I)∩J∩Uk|
]
,
(2.23)
where in the second inequality of (2.23) we have used convexity. Take δ2 ∈ (0, 1) such that δ2 = δ1/5
and define Am = {σ ∈ Sym(d) : |{σ(I)∩ J ∩Uk}| ≤ δ2m}. Invoking (2.19), with Uk ∩ J in place of J and
r = m, since Uk ∩ J = Uk for any 0 ≤ k ≤ k0 − 1, we see that
E
[
e−s|σ(I)∩J∩Uk|
] ≤E[e−s|σ(I)∩J∩Uk|1Acm]+ E[e−s|σ(I)∩J∩Uk|1Am]
≤e−sδ2m + P[{σ ∈ Sym(d) : |{σ(I) ∩ J ∩ Uk}| ≤ δ2m}]
≤3 exp
(
−δ0δ1
20
∑
j∈J
uj
)
due to (2.22) and m ≥ 12
∑
j∈J uj . This completes the proof of Lemma 2.6. 
2.3. A decrease dimension trick. Choosing r large, but sufficiently small compared with κ(d,N), one
may then perform finer estimates by exploiting the distribution of lattice points in the ball B
(r)√
l
with
l & κ(d,N)2r. The next two lemmas will allow us to reduce the matters to the lower dimensional case,
where things are simpler. For r ∈ N let Sr√
R
= {x ∈ Rr : |x|2 = R} be the sphere in Rr centered at the
origin and radius
√
R > 0.
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Lemma 2.7. For d,N ∈ N, ε ∈ (0, 1/50] and an integer 1 ≤ r ≤ d we define
E = {x ∈ BN ∩ Zd :
r∑
i=1
x2i < ε
3κ(d,N)2r}.
If κ(d,N) ≥ 10, then we have
|E| ≤ 4e− εr10 |BN ∩ Zd|. (2.24)
As a consequence, there exists E′ ⊆ E, such that
BN ∩ Zd =
⋃
l≥ε3κ(d,N)2r
(
B
(r)√
l
∩ Zr)× (Sd−r√
n−l ∩ Zd−r
) ∪E′ with n = N2. (2.25)
Proof. Let δ1 ∈ (0, 1/10] be such that δ1 ≥ 5ε, and define Ix = {i ∈ Nd : |xi| ≥ εκ(d,N)}. We have
E ⊆ E1 ∪ E2, where
E1 = {x ∈ BN ∩ Zd :
∑
i∈Ix∩Nr
x2i < ε
3κ(d,N)2r and |Ix| ≥ δ1d},
E2 = {x ∈ BN ∩ Zd : |Ix| < δ1d}.
By Lemma 2.4 (with ε1 = δ1 and ε2 = ε) we have |E2| ≤ 2e− d10 |BN ∩ Zd|, provided that κ(d,N) ≥ 10.
Observe that
|E1| =
∑
x∈BN∩Zd
1
d!
∑
σ∈Sym(d)
1E1(σ
−1 · x)
=
∑
x∈BN∩Zd
P[{σ ∈ Sym(d) :
∑
i∈σ(Ix)∩Nr
x2σ−1(i) < ε
3κ(d,N)2r and |σ(Ix)| ≥ δ1d}],
since Iσ−1·x = σ(Ix). Now by Lemma 2.5 (with J = Nr, δ2 = δ15 and δ1 as above) we obtain, for every
x ∈ BN ∩ Zd, that
P[{σ ∈Sym(d) :
∑
i∈σ(Ix)∩Nr
x2σ−1(i) < ε
3κ(d,N)2r and |σ(Ix)| ≥ δ1d}]
≤ P[{σ ∈ Sym(d) : |σ(Ix) ∩ Nr| ≤ δ2r}] ≤ 2e−
δ1r
10 ,
since
{σ ∈ Sym(d) :
∑
i∈σ(Ix)∩Nr
x2σ−1(i) < ε
3κ(d,N)2r and |σ(Ix)| ≥ δ1d and |σ(Ix) ∩ Nr| > δ2r} = ∅.
Thus |E1| ≤ 2e− εr2 , which proves (2.24). To prove (2.25) we write
BN ∩ Zd =
n⋃
l=0
(
B
(r)√
l
∩ Zr)× (Sd−r√
n−l ∩ Zd−r
)
.
Then we see that( n⋃
l=0
(
B
(r)√
l
∩ Zr)× (Sd−r√
n−l ∩ Zd−r
)) ∩ Ec = ( ⋃
l≥ε3κ(d,N)2r
(
B
(r)√
l
∩ Zr)× (Sd−r√
n−l ∩ Zd−r
)) ∩ Ec,
where n = N2, and consequently we obtain (2.25) with some E′ ⊆ E. The proof is completed. 
We shall need the lower dimensional multipliers
m
(r)
R (η) =
1
|B(r)R ∩ Zd|
∑
x∈B(r)R ∩Zd
e2πiη·x, η ∈ Tr, (2.26)
where r ∈ N and R > 0.
Lemma 2.8. For d,N ∈ N and ε ∈ (0, 1/50] if κ(d,N) ≥ 10, then for every 1 ≤ r ≤ d and ξ ∈ Td we
have
|mN(ξ)| ≤ sup
l≥ε3κ(d,N)2r
|m(r)√
l
(ξ1, . . . , ξr)|+ 4e− εr10 . (2.27)
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Proof. We identify Rd ≡ Rr×Rd−r and Td ≡ Tr×Td−r and we will write Rd ∋ x = (x1, x2) ∈ Rr×Rd−r
and Td ∋ ξ = (ξ1, ξ2) ∈ Tr × Td−r respectively. Invoking (2.25) one obtains
|mN(ξ)| ≤ 1|BN ∩ Zd|
∑
l≥ε3κ(d,N)2r
∑
x2∈Sd−r√
n−l∩Zd−r
|B(r)√
l
∩ Zr| 1
|B(r)√
l
∩ Zr|
∣∣∣ ∑
x1∈B(r)√
l
∩Zr
e2πiξ
1·x1
∣∣∣+ 4e− εr10
≤ sup
l≥ε3κ(d,N)2r
|m(r)√
l
(ξ1, . . . , ξr)|+ 4e− εr10 .
In the last inequality the disjointness in the decomposition from (2.25) has been used. 
Lemma 2.8 will play an essential role in the proof of Proposition 2.2. The decrease of the dimension will
allow us to approximate the resulting multiplier (2.27) by its continuous counterpart with a dimension-free
error term. In order to control the error term efficiently we will need the following two simple lemmas.
Lemma 2.9. Let R ≥ 1 and let r ∈ N be such that r ≤ Rδ for some δ ∈ (0, 2/3). Then for every z ∈ Rr
we have ∣∣|(z +B(r)R ) ∩ Zr| − |B(r)R |∣∣ ≤ |B(r)R |r3/2R−1er3/2/R ≤ e|B(r)R |R−1+3δ/2. (2.28)
Proof. Throughout the proof we abbreviate BR = B
(r)
R . Observe that
|(z +BR) ∩ Zr| =
∑
x∈Zr
∫
Q
1z+BR(x)dy ≤
∑
x∈Zr
∫
Q
1z+B
R+r1/2
(x+ y)dy = |z +BR+r1/2 |,
and
|BR+r1/2 | = |BR|
(
1 +
r1/2
R
)r
≤ er3/2/R|BR| ≤ |BR|
(
1 + r3/2R−1er
3/2/R
)
,
since ex ≤ (1 + xex). Arguing in a similar way we obtain
|(z +BR) ∩ Zr| =
∑
x∈Zr
∫
Q
1z+BR(x)dy ≥
∑
x∈Zr
∫
Q
1z+B
R−r1/2
(x+ y)dy = |z +BR−r1/2 |,
and
|BR−r1/2 | = |BR|
(
1− r
1/2
R
)r
≥ |BR|
(
1− r3/2R−1).
These inequalities imply (2.28), since r ≤ Rδ. 
Lemma 2.10. Let R ≥ 1 and let r ∈ N be such that r ≤ Rδ for some δ ∈ (0, 2/3). Then for every z ∈ Rr
we have∣∣(B(r)R ∩ Zr)△((z +B(r)R ) ∩ Zr)∣∣ ≤ 4e(r|z|R−1er|z|R−1 + er|z|R−1R−1+3δ/2)|B(r)R |
≤ 4e(|z|R−1+δe|z|R−1+δ + e|z|R−1+δR−1+3δ/2)|B(r)R |. (2.29)
Proof. We again abbreviate BR = B
(r)
R . Observe that(
BR ∩ Zr
) \ ((z +BR) ∩ Zr) ⊆ ((z +BR+|z|) ∩ Zr) \ ((z +BR) ∩ Zr).
Thus by Lemma 2.9 one has∣∣((z +BR+|z|) ∩ Zr) \ ((z +BR) ∩ Zr)∣∣ = ∣∣((z +BR+|z|) ∩ Zr)∣∣− ∣∣((z +BR) ∩ Zr)∣∣
≤ |BR+|z|| − |BR|+ e|BR+|z||(R + |z|)−1+3δ/2 + e|BR|R−1+3δ/2
≤ |BR+|z|| − |BR|+ 2e|BR+|z||R−1+3δ/2
≤ |BR+|z|| − |BR|+ 2e|BR|er|z|R
−1
R−1+3δ/2.
We also see
|BR+|z|| − |BR| =
(
(1 + |z|R−1)r − 1)|BR|
≤ r|z|R−1(1 + |z|R−1)r|BR|
≤ r|z|R−1er|z|R−1|BR|.
Hence ∣∣(BR ∩ Zr) \ ((z +BR) ∩ Zr)∣∣ ≤ (r|z|R−1er|z|R−1 + 2e · er|z|R−1R−1+3δ/2)|BR|.
We obtain the same bound for
∣∣((z +BR) ∩ Zr) \ (BR ∩ Zr)∣∣ and this gives (2.29). 
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We now recall the dimension-free estimates of the Fourier transform for the multiplies associated with
averaging operators (1.2) in Rd. For a symmetric convex body G ⊂ Rd we let the multipliers
mG(ξ) =
1
|G|F(1G)(ξ) for ξ ∈ R
d.
It is easy to see that mG(tξ) is the multiplier corresponding to the operator MGt from (1.2).
Assume that |G| = 1 and that G is in the isotropic position, which means that there is an isotropic
constant L = L(G) > 0 such that for every unit vector ξ ∈ Rd we have∫
G
(ξ · x)2dx = L(G)2. (2.30)
Then the kernel of the averaging operator (1.2) satisfies
|GR|−11GR(x) = R−d1G(R−1x)
for all R > 0, and the multiplier satisfies
F(|GR|−11GR)(ξ) = mG(Rξ) = F(1G)(Rξ).
The isotropic position of G allows us to provide dimension-free estimates for the multiplier mG.
Theorem 2.3 ([1, eq. (10),(11),(12)]). Given a symmetric convex body G ⊂ Rd with volume one, which
is in the isotropic position, there exists a constant C > 0 such that for every ξ ∈ Rd we have
|mG(ξ)| ≤ C(L|ξ|)−1, |mG(ξ)− 1| ≤ CL|ξ|, |〈ξ,∇mG(ξ)〉| ≤ C. (2.31)
The constant L = L(G) is defined in (2.30), while C is a universal constant which does not depend on d.
The following lemma is a simple consequence of Theorem 2.3.
Lemma 2.11. For every q ∈ [1,∞] there is a constant cq > 0 independent of d and such that for every
R > 0 and ξ ∈ Rd we have
|mBqR(ξ)| ≤ C(cqRd−1/q|ξ|)−1, and |mB
q
R(ξ) − 1| ≤ C(cqRd−1/q|ξ|), (2.32)
with the implied constant C > 0 independent of d.
Proof. Let s = s(d, q) be such that |Bqs | = sd|Bq| = 1. It is justified in [13, Section 3] that s ≃ aqd1/q
and that Bqs is in isotropic position with L(B
q
s ) ≃ Aq. Here the constants aq and Aq depend only on the
parameter q. Therefore, from (2.31) it follows that
|mBqs (ξ)| ≤ C(Aq |ξ|)−1, and |mBqs (ξ) − 1| ≤ C(Aq|ξ|). (2.33)
Changing variables we see that
mB
q
R(ξ) =
1
|BqR|
∫
BqR
e2πix·ξdx =
1
|Bqs |
∫
Bqs
e2πiy·(Rs
−1ξ)dy = mB
q
s (Rs−1ξ).
In view of the above equality, recalling that s−1 ≃ a−1q d−1/q and using (2.33) we are lead to (2.32) with
cq = Aqa
−1
q and the proof is completed. 
Lemma 2.12. There exists a constant C > 0 such that for every δ ∈ (0, 1/2) and for all r ∈ N and
R > 0 satisfying 1 ≤ r ≤ Rδ we have
|m(r)R (η)| ≤ C
(
κ(r, R)−
1
3+
2δ
3 + rκ(r, R)−
1+δ
3 +
(
κ(r, R)‖η‖)−1)
for every η ∈ Tr, where m(r)R (η) is the multiplier from (2.26).
Proof. The inequality is obvious when R ≤ 16, hence it suffices to consider R > 16.
Firstly, we assume that max{‖η1‖, . . . , ‖ηr‖} > κ(r, R)− 1+δ3 . Let M =
⌊
κ(r, R)
2−δ
3
⌋
and assume
without loss of generality that ‖η1‖ > κ(r, R)− 1+δ3 . Then
|m(r)R (η)| ≤
1
|B(r)R ∩ Zr|
∑
x∈B(r)R ∩Zr
1
M
∣∣∣ M∑
s=1
e2πi(x+se1)·η
∣∣∣
+
1
M
M∑
s=1
1
|B(r)R ∩ Zr |
∣∣∣ ∑
x∈B(r)R ∩Zr
e2πix·η − e2πi(x+se1)·η
∣∣∣.
(2.34)
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Since κ(r, R) ≥ 1 we now see that
1
M
∣∣∣ M∑
s=1
e2πi(x+se1)·η
∣∣∣ ≤M−1‖η1‖−1 ≤ 2κ(r, R)− 13+ 2δ3 . (2.35)
We have assumed that r ≤ Rδ, thus by Lemma 2.10, with z = se1 and s ≤M ≤ κ(r, R) 2−δ3 , we get
1
|B(r)R ∩ Zr|
∣∣∣ ∑
x∈B(r)R ∩Zr
e2πix·η − e2πi(x+se1)·η
∣∣∣ ≤ 1
|B(r)R ∩ Zr |
∣∣(B(r)R ∩ Zr)△((se1 +B(r)R ) ∩ Zr)∣∣
≤ 8e(srR−1esrR−1 + esrR−1R−1+3δ/2)
≤ 16e2κ(r, R)− 13+ 2δ3 ,
(2.36)
since srR−1 ≤ κ(r, R) 2−δ3 R−1+δ ≤ κ(r, R)− 13+ 2δ3 ≤ 1, and R−1+3δ/2 ≤ R− 13+ 2δ3 , we have, for R > 16,
|B(r)R ∩ Zr| ≥ |B(r)R−r1/2 | = |B
(r)
R |
(
1− r
1/2
R
)r
≥ |B(r)R |
(
1− r3/2R−1) ≥ |B(r)R |/2.
Combining (2.34) with (2.35) and (2.36) we obtain
|m(r)R (η)| ≤ (16e2 + 2)κ(r, R)−
1
3+
2δ
3 .
Secondly, we assume that max{‖η1‖, . . . , ‖ηr‖} ≤ κ(r, R)− 1+δ3 . Observe that by (2.28) we have∣∣∣∣ 1|B(r)R ∩ Zr| −
1
|B(r)R |
∣∣∣∣ ≤ eR−1+3δ/2|B(r)R ∩ Zr| ≤
2eκ(r, R)−
1
3+
2δ
3
|B(r)R |
.
Then
|m(r)R (η)| ≤
∣∣∣m(r)R (η)− 1|B(r)R |F(1B(r)R )(η)
∣∣∣ + 1
|B(r)R |
∣∣F(1
B
(r)
R
)(η)
∣∣
≤ 2eκ(r, R)− 13+ 2δ3 + 1
|B(r)R ∩ Zr|
∣∣∣ ∑
x∈B(r)R ∩Zr
e2πix·η −
∫
B
(r)
R
e2πiy·ηdy
∣∣∣+ 1
|B(r)R |
∣∣F(1
B
(r)
R
)(η)
∣∣.
(2.37)
Let Q(r) = [−1/2, 1/2]r and note that by Lemma 2.10, with z = t ∈ Q(r) we get
1
|B(r)R ∩ Zr|
∣∣∣ ∑
x∈B(r)R ∩Zr
e2πix·η −
∫
B
(r)
R
e2πiy·ηdy
∣∣∣
=
1
|B(r)R ∩ Zr|
∣∣∣ ∑
x∈Zr
∫
Q(r)
e2πix·η1
B
(r)
R
(x) − e2πi(x+t)·η1
B
(r)
R
(x+ t)dt
∣∣∣
≤ 1
|B(r)R ∩ Zr|
∫
Q(r)
∣∣(B(r)R ∩ Zr)△((t+B(r)R ) ∩ Zr)∣∣dt
+
1
|B(r)R ∩ Zr|
∑
x∈Zr
1
B
(r)
R
(x)
∫
Q(r)
|e2πix·η − e2πi(x+t)·η|dt
≤ 16e2κ(r, R)− 13+ 2δ3 + 2π(‖η1‖+ . . .+ ‖ηr‖)
≤ 16e2κ(r, R)− 13+ 2δ3 + 2πrκ(r, R)− 1+δ3 .
(2.38)
Finally, by Lemma 2.11 we obtain
1
|B(r)R |
|F(1
B
(r)
R
)(η)| ≤ C(κ(r, R)‖η‖)−1. (2.39)
Combining (2.37) with (2.38) and (2.39) we obtain that
|m(r)R (η)| ≤ (16e2 + 2e)κ(r, R)−
1
3+
2δ
3 + 2πrκ(r, R)−
1+δ
3 + C
(
κ(r, R)‖η‖)−1,
which completes the proof. 
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Lemma 2.13. For every δ ∈ (0, 1/2) and ε ∈ (0, 1/50] there is a constant Cδ,ε > 0 such that for every
d,N ∈ N, if r is an integer such that 1 ≤ r ≤ d and max{1, ε 3δ2 κ(d,N)δ/2} ≤ r ≤ max{1, ε 3δ2 κ(d,N)δ},
then for every ξ = (ξ1, . . . , ξd) ∈ Td we have
|mN (ξ)| ≤ Cδ,ε
(
κ(d,N)−
1
3+
2δ
3 + (κ(d,N)‖η‖)−1),
where η = (ξ1, . . . , ξr).
Proof. If κ(d,N) ≤ ε− 32 , then there is nothing to do, since the implied constant in question is allowed to
depend on δ and ε. We will assume that κ(d,N) ≥ ε− 32 , which ensures that κ(d,N) ≥ 10. In view of
Lemma 2.8 we have
|mN (ξ)| ≤ sup
R≥ε3/2κ(d,N)r1/2
|m(r)R (η)|+ 4e−
εr
10 , (2.40)
where η = (ξ1, . . . , ξr). By Lemma 2.12, since r ≤ ε 3δ2 κ(d,N)δ ≤ κ(r, R)δ ≤ Rδ, we obtain
|m(r)R (η)| . κ(r, R)−
1
3+
2δ
3 + rκ(r, R)−
1+δ
3 +
(
κ(r, R)‖η‖)−1. (2.41)
Combining (2.40) and (2.41) with our assumptions we obtain the desired claim. 
2.4. All together. We have prepared all necessary tools to prove inequality (2.10). We shall be working
under the assumptions of Lemma 2.13 with δ = 2/7.
Proof of Proposition 2.2. Assume that ε = 1/50. If κ(d,N) ≤ 2 ·50 37 then clearly (2.10) holds. Therefore,
we can assume that d,N ∈ N satisfy κ(d,N) ≥ 2 · 50 37 . We choose an integer 1 ≤ r ≤ d satisfying
50−
3
7κ(d,N)
2
7 /2 ≤ r ≤ 50− 37 κ(d,N) 27 , it is possible since 50− 37κ(d,N) 27 ≤ 50− 17 d 17 ≤ 2d/3. We will also
assume that ‖ξ1‖ ≥ . . . ≥ ‖ξd‖ and we shall distinguish two cases. Suppose first that
‖ξ1‖2 + . . .+ ‖ξr‖2 ≥ 1
4
‖ξ‖2. (2.42)
Then in view of Lemma 2.13 (with δ = 2/7 and r ≃ κ(d,N) 27 ) and (2.42) we obtain
|mN (ξ)| ≤ C
(
κ(d,N)−
1
7 + (κ(d,N)‖ξ‖)−1),
and we are done. So we can assume that
‖ξ1‖2 + . . .+ ‖ξr‖2 ≤ 1
4
‖ξ‖2. (2.43)
Let ε1 = 1/10 and assume first that
‖ξj‖ ≤ ε
1/2
1
10κ(d,N)
for all r ≤ j ≤ d. (2.44)
Using (2.7) and the Cauchy–Schwarz inequality we have
|mN (ξ)|2 ≤ 1|BN ∩ Zd|
∑
x∈BN∩Zd
d∏
j=1
cos2(2πxjξj)
≤ 1|BN ∩ Zd|
∑
x∈BN∩Zd
d∏
j=1
(1 − sin2(2πxjξj))
≤ 1|BN ∩ Zd|
∑
x∈BN∩Zd
exp
(
−
d∑
j=r+1
sin2(2πxjξj)
)
.
(2.45)
For x ∈ BN ∩ Zd we define
Ix = {i ∈ Nd : εκ(d,N) ≤ |xi| ≤ 2ε−1/21 κ(d,N)},
I ′x = {i ∈ Nd : 2ε−1/21 κ(d,N) < |xi|},
I ′′x = {i ∈ Nd : εκ(d,N) ≤ |xi|} = Ix ∪ I ′x.
and
E =
{
x ∈ BN ∩ Zd : |Ix| ≥ ε1d/2
}
.
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Observe that
Ec =
{
x ∈ BN ∩ Zd : |Ix| < ε1d/2
}
=
{
x ∈ BN ∩ Zd : |I ′′x | < ε1d/2 + |I ′x|
}
⊆{x ∈ BN ∩ Zd : |I ′′x | < ε1d/2 + |I ′x| and |I ′x| ≤ ε1d/2} ∪ {x ∈ BN ∩ Zd : |I ′x| > ε1d/2}.
Then it is not difficult to see that
Ec ⊆ {x ∈ BN ∩ Zd : |I ′′x | < ε1d},
since
{
x ∈ BN ∩ Zd : |I ′x| > ε1d/2
}
= ∅. Then by Lemma 2.4 with ε2 = ε, we obtain
|Ec| ≤ |{x ∈ BN ∩ Zd : |I ′′x | < ε1d}| ≤ 2e− d10 |BN ∩ Zd|.
Therefore, by (2.45) we have
|mN (ξ)|2 ≤ 1|BN ∩ Zd|
∑
x∈BN∩Zd
exp
(
−
∑
j∈Ix∩Jr
sin2(2πxjξj)
)
1E(x) + 2e
− d10 , (2.46)
where Jr = {r + 1, . . . , d}. Using (2.4) and definition Ix we have
sin2(2πxjξj) ≥ 16|xj|2‖ξj‖2 ≥ 16ε2κ(d,N)2‖ξj‖2,
since 2|xj |‖ξj‖ ≤ 1/2 by (2.44), and consequently we estimate (2.46) and obtain for some C, c > 0 that
1
|BN ∩ Zd|
∑
x∈BN∩Zd
exp
(
−
∑
j∈Ix∩Jr
sin2(2πxjξj)
)
1E(x)
≤ 1|BN ∩ Zd|
∑
x∈BN∩Zd∩E
exp
(
− 16ε2κ(d,N)2
∑
j∈Ix∩Jr
‖ξj‖2
)
≤ Ce−cκ(d,N)2‖ξ‖2 .
(2.47)
In order to obtain the last inequality in (2.47) observe that
1
|BN ∩ Zd|
∑
x∈BN∩Zd∩E
exp
(
− 16ε2κ(d,N)2
∑
j∈Ix∩Jr
‖ξj‖2
)
=
1
|BN ∩ Zd|
∑
x∈BN∩Zd∩E
1
d!
∑
σ∈Sym(d)
exp
(
− 16ε2κ(d,N)2
∑
j∈σ(Ix)∩Jr
‖ξj‖2
)
=
1
|BN ∩ Zd|
∑
x∈BN∩Zd∩E
E
[
exp
(
− 16ε2κ(d,N)2
∑
j∈σ(Ix)∩Jr
‖ξj‖2
)]
,
since σ ·(BN ∩Zd∩E) = BN ∩Zd∩E for every σ ∈ Sym(d). Appealing now to Lemma 2.6 with δ1 = ε1/2,
d0 = r, I = Ix and δ0 = 3/5, we conclude that
E
[
exp
(
− 16ε2κ(d,N)2
∑
j∈σ(Ix)∩Jr
‖ξj‖2
)]
≤ C exp
(
− c′κ(d,N)2
d∑
j=r+1
‖ξj‖2
)
,
for some c′ > 0 and for all x ∈ BN ∩ Zd ∩E. This proves (2.47) since by (2.43) we obtain
exp
(
− c′κ(d,N)2
d∑
j=r+1
‖ξj‖2
)
≤ exp
(
− c
′κ(d,N)2
4
d∑
j=1
‖ξj‖2
)
.
Assume now that (2.44) does not hold. Then
‖ξj‖ ≥ ε
1/2
1
10κ(d,N)
for all 1 ≤ j ≤ r. (2.48)
Hence (2.48) gives that
‖ξ1‖2 + . . .+ ‖ξr‖2 ≥ ε1r
100κ(d,N)2
.
Therefore, we invoke Lemma 2.13 with η = (ξ1, . . . , ξr) again and obtain
|mN (ξ)| . κ(d,N)− 17 + (κ(d,N)‖η‖)−1
. κ(d,N)−
1
7 ,
since r ≃ κ(d,N) 27 . This completes the proof of Proposition 2.2. 
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3. Estimates for the dyadic maximal function: small scales
This section is intended to provide bounds independent of the dimension for the dyadic maximal
function with supremum taken over all dyadic numbers N such that 1 . N . d1/2. Theorem 3.1
combined with Theorem 2.2 from the previous section implies our main result Theorem 1.1.
Theorem 3.1. Let C0 > 0 and define DC0 = {N ∈ D : 1 ≤ N ≤ C0d1/2}. Then there exists a constant
C > 0 independent of dimension such that for every f ∈ ℓ2(Zd) we have∥∥ sup
N∈DC0
MNf
∥∥
ℓ2
≤ C‖f‖ℓ2 . (3.1)
The strategy of the proof of Theorem 3.1 is much the same as for the proof of Theorem 2.2. However,
the approximating multiplies are different and they depend on the size of the set
Vξ = {i ∈ Nd : cos(2πξi) < 0} = {i ∈ Nd : 1/4 < |ξi| ≤ 1/2} for ξ ∈ Td. (3.2)
We will approximate the maximal function from (3.1) by the maximal functions associated with the
following multipliers
λ1N (ξ) = e
−κ(d,N)2 ∑di=1 sin2(πξi) if |Vξ| ≤ d/2, (3.3)
λ2N (ξ) =
1
|BN ∩ Zd|
( ∑
x∈BN∩Zd
(−1)
∑d
i=1 xi
)
e−κ(d,N)
2 ∑d
i=1 cos
2(πξi) if |Vξ| ≥ d/2. (3.4)
In Proposition 3.1, which is the main results of this section, we show that multiplies (3.3) and (3.4) are
close to the multiplier mN defined in (2.3) in the sense of inequalities (3.5) and (3.6) respectively.
Proposition 3.1. For every d,N ∈ N, if N ≥ 29/2 and κ(d,N) ≤ 1/5, then for every ξ ∈ Td we have
the following bounds with the constant c ∈ (0, 1) as in (3.18). Namely,
1. if |Vξ| ≤ d/2, then
|mN(ξ) − λ1N (ξ)| ≤ 17min
{
e−
cκ(d,N)2
400
∑d
i=1 sin
2(πξi), κ(d,N)2
d∑
i=1
sin2(πξi)
}
, (3.5)
2. if |Vξ| ≥ d/2, then
|mN(ξ)− λ2N (ξ)| ≤ 17min
{
e−
cκ(d,N)2
400
∑d
i=1 cos
2(πξi), κ(d,N)2
d∑
i=1
cos2(πξi)
}
. (3.6)
Throughout this section all of the estimates will be also described in terms of the proportionality
constant κ(d,N) from (2.5). Assume momentarily that Proposition 3.1 has been proven and let us
deduce Theorem 3.1.
Proof of Theorem 3.1. Let f ∈ ℓ2(Zd) and we write f = f1 + f2, where fˆ1(ξ) = fˆ(ξ)1{η∈Td : |Vη|≤d/2}(ξ).
Then
∥∥ sup
N∈DC0
|F−1(mN fˆ)|
∥∥
ℓ2
≤
2∑
i=1
∥∥ sup
N∈DC0
|F−1(mN fˆi)|
∥∥
ℓ2
≤
2∑
i=1
∥∥ sup
N∈DC0
|F−1(λiN fˆi)|
∥∥
ℓ2
+
2∑
i=1
∥∥∥( ∑
N∈DC0
∣∣F−1((mN − λiN )fˆi)∣∣2)∥∥∥
ℓ2
.
The usual square function argument permits therefore to reduce the problem to controlling the maximal
functions associated with the multipliers λ1N and λ
2
N . Since by Proposition 3.1 we have
2∑
i=1
∥∥∥( ∑
N∈DC0
∣∣F−1((mN − λiN )fˆi)∣∣2)∥∥∥
ℓ2
. ‖f‖ℓ2.
We only have to bound the maximal functions. Observe that∥∥ sup
N∈DC0
|F−1(λ1N fˆ1)|
∥∥
ℓ2
. ‖f‖ℓ2, (3.7)
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since the multiplier λ1N corresponds to the semi-group of contractions Pt, which was defined in the proof
of Theorem 2.2. The multiplier pt corresponding to Pt satisfies λ
1
N (ξ) = pκ(d,N)2(ξ). Therefore, by (2.12)
we obtain (3.7) as desired. It is also not difficult to see that∥∥ sup
N∈DC0
|F−1(λ2N fˆ2)|
∥∥
ℓ2
. ‖f‖ℓ2. (3.8)
In fact (3.8) can be deduced from (3.7). For this purpose we denote F2(x) = (−1)
∑d
j=1 xjf2(x), hence
Fˆ2(ξ) =
∑
x∈Zd
e2πix·ξ(−1)
∑d
j=1 xjf2(x) =
∑
x∈Zd
e2πix·(ξ+1/2)f2(x) = fˆ2(ξ + 1/2).
Thus we write∥∥ sup
N∈DC0
|F−1(λ2N fˆ2)|
∥∥
ℓ2
≤
∥∥∥ sup
N∈DC0
∣∣∣ ∫
Td
e−κ(d,N)
2 ∑d
j=1 cos
2(πξj)fˆ2(ξ)e
−2πix·ξdξ
∣∣∣∥∥∥
ℓ2
≤
∥∥∥ sup
N∈DC0
∣∣∣ ∫
Td
e−κ(d,N)
2 ∑d
j=1 sin
2(πξj)Fˆ2(ξ)e
−2πix·ξdξ
∣∣∣∥∥∥
ℓ2
≤ ‖f‖ℓ2,
since ‖F2‖ℓ2 = ‖f2‖ℓ2 ≤ ‖f‖ℓ2. 
3.1. Some preparatory estimates. We begin with a very useful lemma, which will allow us to control
efficiently sizes of certain error sets, which say, to some extent, that a large amount of mass of BN ∩ Zd
is concentrated on the set {−1, 0, 1}d.
Lemma 3.2. For every d,N ∈ N, if n = N2 and κ(d,N) ≤ 1/5 and n ≥ k ≥ 29max{1, κ(d,N)6n}, then
|{x ∈ BN ∩ Zd : |{i ∈ Nd : xi = ±1}| ≤ n− k}| ≤ 2−k+1|BN ∩ Zd|. (3.9)
In particular, we have
|{x ∈ BN ∩ Zd :
d∑
i=1
|xi|≥2
x2i > k}| ≤ 2−k+1|BN ∩ Zd|. (3.10)
Proof. If n = N2 then nd−1 = κ(d,N)2. It is easy to see that (3.10) follows from (3.9), since
|{x ∈ BN ∩ Zd :
d∑
i=1
|xi|≥2
x2i > k}| ≤ |{x ∈ BN ∩ Zd :
d∑
i=1
|xi|=1
x2i ≤ n− k}|
= |{x ∈ BN ∩ Zd : |{i ∈ Nd : xi = ±1}| ≤ n− k}|.
To prove (3.9) let us define for every m ∈ Nn the set
Em = {x ∈ BN ∩ Zd :
d∑
i=1
|xi|=1
x2i = n−m},
and observe that
|{x ∈ BN ∩ Zd :
d∑
i=1
|xi|=1
x2i ≤ n− k}| ≤
n∑
m=k
|Em|.
In view of this bound it suffices to show, for all m ∈ Nn \Nk−1, that
|Em| ≤ 2−m|BN ∩ Zd|. (3.11)
Our task now is to prove (3.11). If x ∈ Em then
d∑
i=1
|xi|≥2
x2i ≤ m
and consequently we obtain that
|{i ∈ Nd : |xi| ≥ 2}| ≤ ⌊m/4⌋. (3.12)
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We now establish the following upper bound for the sets Em
|Em| ≤ 2n−m
(
d
n−m
)(
d− n+m
⌊m/4⌋
)∣∣B(⌊m/4⌋)√
m
∩ Z⌊m/4⌋∣∣. (3.13)
If x = (x1, . . . , xd) ∈ Em then precisely n −m of its coordinates are ±1. Due to (3.12) at most ⌊m/4⌋
coordinates of x have an absolute value at least 2. Finally, the remaining d−n+m− ⌊m/4⌋ coordinates
vanish. This allows us to justify (3.13). There are 2n−m sequences of length n−m whose elements are ±1,
the elements of these sequences can be placed into
(
d
n−m
)
spots. We have also at most
∣∣B(⌊m/4⌋)√
m
∩Z⌊m/4⌋∣∣
sequences with elements whose absolute value is at least 2, these elements can be placed into
(
d−n+m
⌊m/4⌋
)
spots. Finally there is only one way to put zeros into the remaining d− n+m− ⌊m/4⌋ spots.
By Lemma 2.3 we get for m ≥ 8 that
∣∣B(⌊m/4⌋)√
m
∩ Z⌊m/4⌋∣∣ ≤ (2πe)m/8( m
m/4− 1 +
1
4
)m/8
≤ (2πe)m/8
(
4m
m− 4 +
1
4
)m/8
≤ (17πe)m/8.
(3.14)
Moreover, we obtain(
d
n−m
)(
d− n+m
⌊m/4⌋
)(
d
n
)−1
=
n!(d− n)!
(n−m)!(d− n+m− ⌊m/4⌋)!⌊m/4⌋!
≤ n
⌊m/4⌋
⌊m/4⌋!
(
n
d− n
)m−⌊m/4⌋
≤
(
en
⌊m/4⌋
)⌊m/4⌋(
n
d− n
)m−⌊m/4⌋
≤
(
4en
m
)m/4(
κ(d,N)2
1− κ(d,N)2
)3m/4
,
(3.15)
since ⌊m/4⌋! ≥ (⌊m/4⌋/e)⌊m/4⌋ and for every a, b > 0 the function (0, a/e] ∋ t 7→ (at )bt is increasing.
We also have
2n
(
d
n
)
≤ |BN ∩ Zd|. (3.16)
Thus taking into account (3.13), (3.14), (3.15) and (3.16), we obtain
|Em| ≤ 2n
(
d
n
)
2−m(17πe)m/8
(
4en
m
)m/4(
κ(d,N)2
1− κ(d,N)2
)3m/4
≤
(
272πe3
256
)m/8(
n
m
)m/4(
κ(d,N)2
1− κ(d,N)2
)3m/4
|BN ∩ Zd|
≤ 2m
(
n
m
)m/4(
κ(d,N)2
1− κ(d,N)2
)3m/4
|BN ∩ Zd|
≤ 2m
(
25
24
)3m/4(
n
m
)m/4
κ(d,N)3m/2|BN ∩ Zd|
≤ 2−m|BN ∩ Zd|,
since m ≥ 29κ(d,N)6n. The proof now is completed. 
3.2. Analysis exploiting the Krawtchouk polynomials. The proof of Proposition 3.3 will rely on
the properties of the Krawtchouk polynomials. We need to introduce some definitions and formulate
basic facts. For every n ∈ N0 and integers x, k ∈ [0, n] we define the k-th Krawtchouk polynomial
k
(n)
k (x) =
1(
n
k
) k∑
j=0
(−1)j
(
x
j
)(
n− x
k − j
)
. (3.17)
We gather some facts about the Krawtchouk polynomials in the theorem stated below.
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Theorem 3.2. For every n ∈ N0 and integers x, k ∈ [0, n] we have
1. Symmetry: k
(n)
k (x) = k
(n)
x (k).
2. Reflection symmetry: k
(n)
k (n− x) = (−1)kk(n)k (x).
3. Orthogonality: for every k,m ∈ [0, n]
n∑
x=0
(
n
x
)
k
(n)
k (x)k
(n)
m (x) = 2
n
(
n
k
)−1
δk(m).
4. Roots: the roots of k
(n)
k (x) are real, distinct, and lie in
[
n
2 −
√
k(n− k), n2 +
√
k(n− k) ].
5. A uniform bound: there exists a constant c ∈ (0, 1) such that for all n ∈ N0 the following inequality∣∣k(n)k (x)∣∣ ≤ e− ckxn (3.18)
holds for all integers 0 ≤ x, k ≤ n/2.
The proof of Theorem 3.2 can be found in [9], see also the references therein. In Proposition 3.3, using
Theorem 3.2, we will be able to describe the decay at infinity of the multipliers corresponding to our
averages. In fact, we will only use properties 1., 2. and 5.. Properties 3. and 4. are only provided to
give an idea about the objects we are going to work with. The support of x ∈ Rd will be denoted by
supp x = {i ∈ Nd : xi 6= 0}.
Proposition 3.3. For every d, n ∈ N, if N ≥ 29/2 and κ(d,N) ≤ 1/5 then for all ξ ∈ Td we have the
following estimate
|mN (ξ)| ≤ 8e−
cκ(d,N)2
100
∑d
i=1 sin
2(πξi) + 8e−
cκ(d,N)2
100
∑d
i=1 cos
2(πξi), (3.19)
where c ∈ (0, 1) is the constant as in (3.18).
Proof. We let n = N2 ≥ 29 and for any x ∈ Zd we define the set Ix = {i ∈ Nd : xi = ±1} and the set
E = {x ∈ BN ∩ Zd : |Ix| > n/2}. By Lemma 3.2, with k = ⌊n/2⌋, we see that
|Ec| ≤ 2−n/2+2|BN ∩ Zd| ≤ 2−
κ(d,N)2d
2 +2|BN ∩ Zd| ≤ 4e−
κ(d,N)2d
4 |BN ∩ Zd|.
In view of this estimate it now suffices to show that
1
|BN ∩ Zd|
∣∣∣ ∑
x∈BN∩Zd∩E
d∏
j=1
cos(2πxjξj)
∣∣∣ ≤ 6e− cκ(d,N)2100 ∑di=1 sin2(πξi) + 6e− cκ(d,N)2100 ∑di=1 cos2(πξi). (3.20)
For this purpose we decompose every x ∈ B(N) = BN ∩Zd ∩E = E uniquely as x = Y (x)+Z(x), where
Z(x) = (Z1(x), . . . , Zd(x)) is given by
Zj(x) =
{
xj , if |xj | ≥ 2
0, if |xj | ≤ 1,
and we shall exploit the following disjoint decomposition
B(N) =
⋃
z∈Z(B(N))
z + Y (N, z), (3.21)
where
Y (N, z) =
{
y ∈ {−1, 0, 1}d : z + y ∈ B(N), and supp y ⊆ (supp z)c}.
Note that then |Y (N, z)| depends only on N and | supp z|. We abbreviate supp z to Sz and using (3.21)
we write
1
|BN ∩ Zd|
∣∣∣ ∑
x∈BN∩Zd∩E
d∏
j=1
cos(2πxjξj)
∣∣∣
=
1
|BN ∩ Zd|
∣∣∣ ∑
z∈Z(B(N))
∏
j∈Sz
cos(2πzjξj)
∑
y∈Y (N,z)
∏
j∈Nd\Sz
cos(2πyjξj)
∣∣∣.
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We claim that for every z ∈ Z(B(N)), whenever Y (N, z) is non-empty, then
1
|Y (N, z)|
∣∣∣ ∑
y∈Y (N,z)
∏
j∈Nd\Sz
cos(2πyjξj)
∣∣∣
≤ 2e− cκ(d,N)
2
4
∑
i∈Nd\Sz sin
2(πξi) + 2e
− cκ(d,N)24
∑
i∈Nd\Sz cos
2(πξi).
(3.22)
Assuming momentarily (3.22) and exploiting symmetries we obtain (3.20) as follows
1
|BN ∩ Zd|
∣∣∣ ∑
x∈BN∩Zd∩E
d∏
j=1
cos(2πxjξj)
∣∣∣
≤ 2|BN ∩ Zd|
∑
z∈Z(B(N))
|Y (N, z)|e− cκ(d,N)
2
4
∑
i∈Nd\Sz sin
2(πξi)
+
2
|BN ∩ Zd|
∑
z∈Z(B(N))
|Y (N, z)|e− cκ(d,N)
2
4
∑
i∈Nd\Sz cos
2(πξi)
=
2
|BN ∩ Zd|
∑
z∈Z(B(N))
|Y (N, z)|E
[
e
− cκ(d,N)24
∑
i∈σ(Nd\Sz) sin
2(πξi)
]
+
2
|BN ∩ Zd|
∑
z∈Z(B(N))
|Y (N, z)|E
[
e
− cκ(d,N)24
∑
i∈σ(Nd\Sz) cos
2(πξi)
]
,
where in the last two lines we used the fact that Z(B(N)) is Sym(d) invariant and |Y (N, σ ·z)| = |Y (N, z)|
for every σ ∈ Sym(d). Using the fact that |Y (N, z)| = |z + Y (N, z)| and decomposition (3.21) it suffices
to show, for every z ∈ Z(B(N)), that
E
[
e
− cκ(d,N)24
∑
i∈σ(Nd\Sz) sin
2(πξi)
]
≤ 3e− cκ(d,N)
2
100
∑d
i=1 sin
2(πξi) (3.23)
E
[
e
− cκ(d,N)24
∑
i∈σ(Nd\Sz) cos
2(πξi)
]
≤ 3e− cκ(d,N)
2
100
∑d
i=1 cos
2(πξi) (3.24)
with the constant c ∈ (0, 1) as in (3.18). We shall only focus on estimating (3.23), as the bound for (3.24)
is completely analogous. For this purpose we will apply Lemma 2.6. Observe that for every z ∈ Z(B(N))
we have |Sz| ≤ n/4, and consequently |Nd \ Sz| = d − |Sz| ≥ d − n/4 ≥ d(1 − κ(d,N)2/4) ≥ 99d/100.
Invoking Lemma 2.6, with d0 = 0, I = Nd \ Sz , δ0 = 49/50 and δ1 = 99/100, we conclude
E
[
e
− cκ(d,N)24
∑
i∈σ(Nd\Sz) sin
2(πξi)
]
≤ 3e− cκ(d,N)
2
100
∑d
i=1 sin
2(πξi).
We now return to the proof of (3.22). Throughout the proof of (3.22) we fix z ∈ Z(B(N)) and assume
that Y (N, z) is non-empty. We let I = Nd \ Sz and m = |I| ≥ 99d/100. We shall exploit the properties
of the symmetry group restricted to the set I, i.e. Sym(I) = {σ ∈ Sym(d) : σ(y) = y for every y ∈ Sz}.
Since σ · Y (N, z) = σ · Y (N, σ−1 · z) = Y (N, z) for every σ ∈ Sym(I) then we have
1
|Y (N, z)|
∑
y∈Y (N,z)
∏
j∈Nd\Sz
cos(2πyjξj) =
1
|Y (N, z)|
∑
y∈Y (N,z)
1
m!
∑
σ∈Sym(I)
∏
j∈I
cos(2πyσ−1(j)ξj).
Our aim is to show that for every y ∈ Y (N, z) we have
1
m!
∣∣∣ ∑
σ∈Sym(I)
∏
j∈I
cos(2πyσ−1(j)ξj)
∣∣∣ ≤ 2e− cκ(d,N)24 ∑i∈Nd\Sz sin2(πξi) + 2e− cκ(d,N)24 ∑i∈Nd\Sz cos2(πξi) (3.25)
with the constant c ∈ (0, 1) as in (3.18). We fix y ∈ Y (N, z), we set l = | supp y|, and write
Sym(I) =
⋃
J⊆I
|J|=l
{σ ∈ Sym(I) : |yσ−1(j)| = 1 exactly for j ∈ J}.
Using this decomposition we obtain
1
m!
∑
σ∈Sym(I)
∏
j∈I
cos(2πyσ−1(j)ξj) =
1(
m
l
) ∑
J⊆I
|J|=l
∏
j∈J
cos(2πξj).
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We remark that n/2 < l ≤ n, since y + z ∈ E, and m ≥ 99d/100 ≥ n, since κ(d,N) ≤ 1/5. Thus (ml ) is
well defined. For S ⊆ I we denote
aS(ξ) =
∏
j∈I\S
cos2(πξj) ·
∏
i∈S
sin2(πξi), (3.26)
so that ∑
S⊆I
aS =
∏
j∈I
(
cos2(πξj) + sin
2(πξj)
)
= 1.
Taking ε(J) ∈ {−1, 1}d such that ε(J)j = −1 precisely for j ∈ J we may rewrite∏
j∈J
cos(2πξj) =
∏
j∈I
(
1 + cos(2πξj)
2
+ ε(J)j
1− cos(2πξj)
2
)
=
∏
j∈I
(
cos2(πξj) + ε(J)j sin
2(πξj)
)
=
∑
S⊆I
aS(ξ)wS(ε(J)),
where we have defined wS : {−1, 1}d → {−1, 1} by setting wS(ε) =
∏
j∈S εj. Changing the order of
summation we thus have
1
m!
∑
σ∈Sym(I)
∏
j∈I
cos(2πyσ−1(j)ξj) =
1(
m
l
) ∑
J⊆I
|J|=l
∏
j∈J
cos(2πξj)
=
∑
S⊆I
aS(ξ)
1(
m
l
) ∑
J⊆I
|J|=l
wS(ε(J)).
Now, a direct computation shows that
1(
m
l
) ∑
J⊆I
|J|=l
wS(ε(J)) =
1(
m
l
) l∑
j=0
(−1)j
(|S|
j
)(
m− |S|
l − j
)
= k
(m)
l (|S|),
(3.27)
where k
(m)
l is the Krawtchouk polynomial from (3.17). The first equality in (3.27) can be deduced from
the disjoint splitting
{J ⊆ I : |J | = l} =
l⋃
j=0
{J ⊆ I : |J | = l, and |J ∩ S| = j}.
Indeed, if |J ∩ S| = j then wS(ε(J)) = (−1)j and thus using the above and recalling that |I| = m we
write
∑
J⊆I
|J|=l
wS(ε(J)) =
l∑
j=0
∑
J⊆I
|J|=l, |J∩S|=j
(−1)j =
l∑
j=0
(−1)j
(|S|
j
)(
m− |S|
l − j
)
.
Finally, we obtain
1
m!
∑
σ∈Sym(I)
∏
j∈I
cos(2πyσ−1(j)ξj) =
∑
S⊆I
aS(ξ)k
(m)
l (|S|). (3.28)
By the uniform estimates for Krawtchouk polynomials (3.18), if 0 ≤ l, |S| ≤ m/2, we obtain
|k(m)l (|S|)| ≤ e−
cl|S|
m . (3.29)
Otherwise, if |S| > m/2 and l ≤ m/2, then we use symmetries and (3.18) and obtain
|k(m)l (|S|)| = |k(m)l (m− |S|)| ≤ e−
cl(m−|S|)
m . (3.30)
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Using (3.28), (3.29) and (3.30) we obtain
1
m!
∣∣∣ ∑
σ∈Sym(I)
∏
j∈I
cos(2πyσ−1(j)ξj)
∣∣∣ ≤ ∑
S⊆I
∅6=S 6=I
aS(ξ)e
− cl|S|m +
∑
S⊆I
∅6=S 6=I
aS(ξ)e
− cl(m−|S|)m
+ e−
∑
i∈I sin
2(πξi) + e−
∑
i∈I cos
2(πξi),
where c ∈ (0, 1) is the constant as in (3.18). Recalling the definition of aS from (3.26) we have
∑
S⊆I
∅6=S 6=I
aS(ξ)e
− cl|S|
m +
∑
S⊆I
∅6=S 6=I
aS(ξ)e
− cl(m−|S|)
m
≤
∑
S⊆I
∏
j∈I\S
cos2(πξj) ·
∏
j∈S
e−
cl
m sin2(πξj)
+
∑
S⊆I
∏
j∈I\S
e−
cl
m cos2(πξj) ·
∏
j∈S
sin2(πξj)
=
∏
j∈I
(
cos2(πξj) + e
− clm sin2(πξj)
)
+
∏
j∈I
(
e−
cl
m cos2(πξj) + sin
2(πξj)
)
=
∏
j∈I
(
1− (1 − e− clm ) sin2(πξj)
)
+
∏
j∈I
(
1− (1− e− clm ) cos2(πξj)
)
≤ e− cκ(d,N)
2
4
∑
i∈I sin
2(πξi) + e−
cκ(d,N)2
4
∑
i∈I cos
2(πξi),
where in the last inequality we have applied two simple inequalities 1 − x ≤ e−x and xe−x/2 ≤ 1 − e−x
for all x ≥ 0 and we used the fact that 12κ(d,N)2 ≤ lm ≤ 2κ(d,N)2. This completes the proof of (3.25),
since I = Nd \ Sz, and consequently we complete the proof of Proposition 3.3. 
3.3. All together. To prove Proposition 3.1 we will need the following lemma.
Lemma 3.4. For every d,N ∈ N and for every ξ ∈ Td we have
∣∣∣mN (ξ)− 1|BN ∩ Zd|
∑
x∈BN∩Zd
(−1)
∑
i∈Vξ xi
∣∣∣ ≤ 2κ(d,N)2 d∑
i=1
cos2(πξi). (3.31)
Proof. For every ξ ∈ Td, let ξ′ ∈ Td be defined as follows
ξ′i =


ξi if i 6∈ Vξ,
ξi − 12 if i ∈ Vξ and 14 < ξi ≤ 12 ,
ξi +
1
2 if i ∈ Vξ and − 12 ≤ ξi < − 14 ,
(3.32)
where Vξ is the set defined in (3.2). Hence by (3.32) we see that |ξ′i| ≤ 1/4 and
sin2(πξ′i) = cos
2(πξi) for i ∈ Vξ. (3.33)
Moreover,
mN (ξ) =
1
|BN ∩ Zd|
∑
x∈BN∩Zd
d∏
j=1
cos(2πxjξj)
=
1
|BN ∩ Zd|
∑
x∈BN∩Zd
(
(−1)
∑
i∈Vξ xi
d∏
j=1
cos(2πxjξ
′
j)
)
,
(3.34)
since cos(2πxjξj) = cos(2πxjξ
′
j) cos(πxj) = (−1)xj cos(2πxjξ′j).
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Arguing in a similar way as in the proof of Proposition 2.1 we see, by (3.34), that
∣∣∣mN(ξ)− 1|BN ∩ Zd|
∑
x∈BN∩Zd
(−1)
∑
i∈Vξ xi
∣∣∣ ≤ 1|BN ∩ Zd|
∑
x∈BN∩Zd
(
1−
d∏
j=1
cos(2πxjξ
′
j)
)
≤ 2|BN ∩ Zd|
∑
x∈BN∩Zd
d∑
j=1
sin2(πxjξ
′
j)
≤ 2|BN ∩ Zd|
∑
x∈BN∩Zd
d∑
j=1
x2j sin
2(πξ′j)
≤ 2N
2
d
d∑
j=1
sin2(πξ′j)
≤ 2κ(d,N)2
d∑
j=1
cos2(πξj),
since by (3.33) we obtain
∑
j∈Vξ
sin2(πξ′j) =
∑
j∈Vξ
cos2(πξj), and
∑
j∈Nd\Vξ
sin2(πξ′j) ≤
∑
j∈Nd\Vξ
cos2(πξ′j).
The proof of (3.31) is completed. 
Proof of Proposition 3.1. Firstly, we assume that |Vξ| ≤ d/2, then |Nd \ Vξ| = d− |Vξ| ≥ d/2 and (3.19)
implies that
|mN (ξ)| ≤ 16e−
cκ(d,N)2
400
∑d
i=1 sin
2(πξi),
since
∑d
i=1 cos
2(πξi) ≥ d/4 ≥ 1/4
∑d
i=1 sin
2(πξi). Thus
∣∣∣mN (ξ)− e−κ(d,N)2 ∑di=1 sin2(πξi)∣∣∣ ≤ 17e− cκ(d,N)2400 ∑di=1 sin2(πξi). (3.35)
On the other hand, using (2.9) from the proof of Proposition 2.1 we obtain
∣∣∣mN (ξ)− e−κ(d,N)2 ∑di=1 sin2(πξi)∣∣∣ ≤ 3κ(d,N)2 d∑
i=1
sin2(πξi). (3.36)
We now see that (3.35) and (3.36) imply (3.5).
Secondly, we assume that |Vξ| ≥ d/2, then (3.19) implies that
|mN (ξ)| ≤ 16e−
cκ(d,N)2
400
∑d
i=1 cos
2(πξi),
since
∑d
i=1 sin
2(πξi) ≥ d/4 ≥ 1/4
∑d
i=1 cos
2(πξi). Thus
∣∣∣mN(ξ) − 1|BN ∩ Zd|
( ∑
x∈BN∩Zd
(−1)
∑d
i=1 xi
)
e−κ(d,N)
2 ∑d
i=1 cos
2(πξi)
∣∣∣ ≤ 17e− cκ(d,N)2400 ∑di=1 cos2(πξi). (3.37)
On the other hand, by Lemma 3.4 we obtain
∣∣∣mN (ξ)− 1|BN ∩ Zd|
( ∑
x∈BN∩Zd
(−1)
∑
i∈Vξ xi
)
e−κ(d,N)
2 ∑d
i=1 cos
2(πξi)
∣∣∣ ≤ 3κ(d,N)2 d∑
i=1
cos2(πξi). (3.38)
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Moreover, arguing in a similar way as in the proof of Proposition 2.1 we see that
∣∣∣∣ 1|BN ∩ Zd|
∑
x∈BN∩Zd
(−1)
∑
i∈Vξ xi − 1|BN ∩ Zd|
∑
x∈BN∩Zd
(−1)
∑d
i=1 xi
∣∣∣∣
≤ 1|BN ∩ Zd|
∑
x∈BN∩Zd
(Nd\Vξ)∩supp x 6=∅
∣∣(−1)∑i∈Nd\Vξ xi − 1∣∣
≤ 2|BN ∩ Zd|
∑
x∈BN∩Zd
∑
i∈Nd\Vξ
x2i
≤ 2κ(d,N)2(d− |Vξ|)
≤ 4κ(d,N)2
d∑
i=1
cos2(πξi),
(3.39)
since 1/2 ≤ cos2(πξi) for any i ∈ Nd \ Vξ and consequently d − |Vξ| ≤ 2
∑
i∈Nd\Vξ cos
2(πξi). Combining
(3.38) and (3.39) we obtain
∣∣∣mN(ξ)− 1|BN ∩ Zd|
( ∑
x∈BN∩Zd
(−1)
∑d
i=1 xi
)
e−κ(d,N)
2 ∑d
i=1 cos
2(πξi)
∣∣∣ ≤ 7κ(d,N)2 d∑
i=1
cos2(πξi). (3.40)
We now see that (3.37) and (3.40) imply (3.6). This completes the proof. 
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