Recently, the prediction of photovoltaic (PV) power has become of paramount importance to improve the expected revenue of PV operators and the effective operations of PV facility systems. Additionally, the precise PV power output prediction in an hourly manner enables more sophisticated strategies for PV operators and markets as the electricity price in a renewable energy market is continuously changing. However, the hourly prediction of PV power outputs is considered as a challenging problem due to the dynamic natures of meteorological information not only in a day but also across days. Therefore, in this paper, we suggest three PV power output prediction methods such as artificial neural network (ANN)-, deep neural network (DNN)-, and long and short term memory (LSTM)-based models that are capable to understand the hidden relationships between meteorological information and actual PV power outputs. In particular, the proposed LSTM based model is designed to capture both hourly patterns in a day and seasonal patterns across days. We conducted the experiments by using a real-world dataset. The experimental results show that the proposed ANN based model fails to yield satisfactory results, and the proposed LSTM based model successfully better performs more than 50% compared to the conventional statistical models in terms of mean absolute error.
Introduction
Recently, the importance of photovoltaic (PV) power prediction has been rapidly increasing due to the necessity of the clean energy sources harmless to the environment [1] . Since a PV system converts obtained solar power into electricity, PV operators are interested in stable PV power generation [2] , and hybrid energy systems, which utilize multiple renewable power sources, have become popular due to their better efficiency [3, 4] .
The accurate photovoltaic (PV) power output prediction is considered as an essential for maximizing the potential revenues of PV operators due to price fluctuations [5] . In general, as the future price in a renewable energy market is determined by a bidding mechanism between PV operators and renewable market operators, the expected revenue of a PV operator is directly affected by the ability to predict when and how much electricity will be generated in the future [5] . In the meantime, in an electricity market perspective, PV power output prediction is beneficial to improve the effective operation of electrical system for their consumers though approximating the overall level of electricity that is able to be provided by their PV operators [6] . Moreover, as renewable intraday electricity markets that determine prices in an hourly manner becomes popular [7, 8] , the sophisticated hourly prediction ability of the PV power output is more required.
By extension, for the more sophisticated decisions of PV operators and the effective operations of electricity markets, the prediction of PV power outputs in a hourly level is crucially necessary [9] . Since the prices of electricity sold in the most electricity markets for renewable energy dynamically change over time according to the expected amount of generated electricity, the ability to predict PV power outputs for each particular hour in a day enables the adaptive adjustment of the transaction volumes with tailored schedules. Figure 1 shows typical examples of PV power outputs during two consecutive days in summer and winter in South Korea obtained from the PV power system considered in this research. Here, easy and hard seasons divide according to fluctuation levels of the PV power output. For example, as shown Figure 1 , more fluctuation of the PV power output occurs in winter compared to summer, meaning it is harder to predict the PV power output in winter. Naturally, PV power output starts to be generated when the sun rises (usually between 6:00 and 19:00), and it tends to increase until the daily solar intensity peaks (usually between 12:00 and 14:00). The highest PV power output is shown between 10:00 and 14:00 in many cases. After the peak time, it then decreases till sunset. Although it is well known that PV power outputs are strongly related to a variety of meteorological factors such as solar intensity, humidity, temperature, and cloudiness [10] , the dynamic changes of such meteorological values make the prediction of PV power outputs significantly challenging. In particular, in the dataset from a PV operation located in Gumi city in South Korea we considered in this study, the average solar intensity and temperature values in a day changed by 34% and 11%, respectively. Such meteorological changes in a day cause changes of the hourly PV power outputs in the day. For instance, the graph shown in the right in Figure 1 presents an example of a PV power outputs in a day with many significant PV power output changes in a jagged way.
Moreover, in many countries, the hourly patterns of PV power outputs across days also greatly differ with the seasons, which further increases the complexity of the problem. That is, in a particular season, both the specific patterns among hourly PV power outputs in a day and their overall trends across days are considerably different compared to those in other seasons. For instance, as shown in Figure 1 , the average changes of hourly PV power outputs across days tend to be much higher (by 16 .2%) in winter than in summer.
This implies that accurate PV power output prediction is achievable when a prediction model is capable of capturing not only the short term patterns occurring in every hour in a day but also the Although it is well known that PV power outputs are strongly related to a variety of meteorological factors such as solar intensity, humidity, temperature, and cloudiness [10] , the dynamic changes of such meteorological values make the prediction of PV power outputs significantly challenging. In particular, in the dataset from a PV operation located in Gumi city in South Korea we considered in this study, the average solar intensity and temperature values in a day changed by 34% and 11%, respectively. Such meteorological changes in a day cause changes of the hourly PV power outputs in the day. For instance, the graph shown in the right in Figure 1 presents an example of a PV power outputs in a day with many significant PV power output changes in a jagged way.
Moreover, in many countries, the hourly patterns of PV power outputs across days also greatly differ with the seasons, which further increases the complexity of the problem. That is, in a particular season, both the specific patterns among hourly PV power outputs in a day and their overall trends across days are considerably different compared to those in other seasons. For instance, as shown in Figure 1 , the average changes of hourly PV power outputs across days tend to be much higher (by 16.2%) in winter than in summer.
This implies that accurate PV power output prediction is achievable when a prediction model is capable of capturing not only the short term patterns occurring in every hour in a day but also the Energies 2019, 12, 215 3 of 22 long term patterns across days affected across seasons. That is, on the one hand, since the PV power output for a particular hour in a day is highly associated with those for the previous hours in that day, understanding the hidden patterns over hours from sunrise to sunset is essential from a short term perspective. On the other hand, the PV power outputs during a day are also strongly related with seasonal information such as month of year and day of month from a long term perspective.
As suggested in [11] , the prediction models of the PV power output are divided into methods such as regressive, artificial intelligence and remote sensing methods; among them, our models are categorized as intelligent methods. Therefore, based on previous study and prediction ranges, we fall into two categories, such as short-term and long-term predictions as shown in Table 1 . Further, in previous studies, the denotation of the short-term was set either 0 to 4 h in [12] or 24 h in [13] , while the long-term was denoted as one day in [14] . Therefore, considering to the previous studies, in this study the short-term is regarded as under 24 h, and the long-term is considered as 24 h. There exist short-term PV power output prediction models using simple artificial neural networks (ANN) based on meteorological information [15] [16] [17] , and deep neural networks by utilizing the solar radiation, module temperature [18, 19] , and clearness index [20] . Some prediction techniques based on machine learning such as support vector machine (SVM) [21] [22] [23] , SVM and weather classification methods were proposed [21] , support vector regression (SVR) [22] was also proposed, which predicts the PV power output by predicting cloudiness. Much more accurate prediction was reported by considering the time series features such as an adaptive time series model (SARIMA-SVM) [23] . Finally, a recurrent neural network (RNN) model was proposed to capture sequence patterns of PV power outputs [24, 25] , and the further developed version of RNN, called the long short term memory (LSTM) based model, was proposed [26] .
There has been another line of research that aims to predict PV power outputs from a long-term perspective. Hybrid systems incorporating more than one renewable energy source are proposed to predict capacity of electricity generation, using solar and wind power models in [27] , and solar and hydro power models in [28] . An ANN using classified weather information based on the past metrological information in [29] , and there are other research results that suggest the better performance of DNN-based models with one more hidden layers using weather data [30] [31] [32] . Similarity, as an approximation method, the regularized partial functional linear regression model (PFLRM) and multivariate adaptive regression splines (MAR) [33, 34] were developed. Further, the ARMAX model and a combination of linear regression (LR) and a machine learning method were proposed [35, 36] . For more sophisticated approaches, time series-based models were suggested by utilizing a dynamic neural network [37] and radial basis function neural network (RBFNN) and additionally with weather classification [38, 39] . However, in the previous research, the RNN model used for PV power prediction is limited to understand long-term dependences among prediction values [40] . In addition, the existing PV power prediction models based on ANN and DNN require additional information such as weather classification information that is unavailable for many areas. Therefore, in this paper, we propose a deep learning based approach towards precise hourly prediction of PV power outputs by using meteorological and seasonal factors. For each hour, the proposed approach attempts to capture the relationships between the meteorological factors and the PV power outputs. In addition, unlike the previous approaches, the proposed models consider both the short term relationships among the hourly PV power outputs in a day and their long term relationships across days by combining the well-known deep learning techniques.
Specifically, our approach includes three particular models as follows: First, the proposed single-layer ANN-based model consisting of a single hidden layer attempts to learn PV power outputs in a short term manner without understanding their long term relationships. Second, the suggested multi-layer ANN-based model with multiple hidden layers and the increased number of parameters tries to estimate more accurate PV power outputs than the proposed ANN-based model. Finally, the proposed long and short term memory (LSTM)-based model is designed to understand both short and long term time series patterns, simultaneously, in a single model for further improved predictions.
These models are similar to ones mentioned in previous studies [26, 41] , but the LSTM-based model proposed in this study has a significant difference because it attempts to estimate hourly PV power output regardless for meteorological conditions and considering meteorological and seasonal trends. In addition, while some models attempt to predict solar radiation [42] [43] [44] rather than PV power output prediction, our study focuses on the direct estimation of PV power output.
As shown Figure 2 , since the former two models-ANN and DNN-based models-assume that the PV power output in a particular hour is independent of the others, these models predict a single hour PV power by only using the corresponding meteorological and seasonal information for the particular hour. On the contrary, the last one, the LSTM-based model, sequentially utilizes all the hourly features in a day. The LSTM-based model produces the predictions of all the hours in a day at once unlike the ANN-based model. The experiment results using a real world PV power output dataset show that the proposed models can successfully predict PV power outputs compared to the conventional prediction models. In particular, the proposed LSTM model yields the best performance in all of the experimental settings.
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Proposed Methods

Research Framework
In this paper, we consider the hourly prediction of PV power outputs in a day by using the meteorological and seasonal information given for each hour. In detail, Table 2 summarizes the inputs and the output with the related notations used in this study. For the inputs, four meteorological factors including temperature, humidity, cloudiness, and radiation, and two seasonal factors (month of year and day of month) are considered. Table 2 . Input and output features and notations for the i-th hour in the j-th day.
Categories Features Notations
Inputs
Meteorological factor
Seasonal factor Month of year (a) a i,j Day of month (b)
For representing the status of the i-th hour in the j-th day, a six dimensional input vector,
. . , n, j = 1, . . . , m, is defined where n means the number of hours to predict in a day and m is the number of days considered. A set of n input vectors consist of meteorological and seasonal factors for the j-th day is used when proposed models repeatedly learn to minimize by calculating between its estimated PV power outputs, denoted asŝ i,j , i = 1, . . . , n, and the actual PV power outputs, denoted as s i,j , i = 1, . . . , n, to search abstract patterns for accurate prediction of PV power outputs in the j-th day. Furthermore, as our models are executable whenever meteorological information is ready, the prediction outputs can be obtained without the limitations on when the predictions are performed. Figure 3 illustrates how the proposed approach works in terms of the features defined in Table 2 . The detailed process of the proposed approach involves two phases. In the training phase, the weights of the prediction models in the proposed framework are updated towards the minimum error between the predicted and actual PV power outputs. 
ANN and DNN Based PV Power Output Prediction
We propose two types of ANN-based prediction models: single-layer and multi-layer models. Both are widely applied for many prediction problems [46, 47] , including PV power output predictions [16, 20] . The single-layer model is well-known for its simple architecture yet quite Our models are to forecast future PV power output by using uncertain meteorological information with many noises. Although the uncertain information contains in historical data, our models attempt to learn hidden patterns that more accurately estimate the PV power output. As we evaluate the performance our models using unseen data, the performance is believed to be generated in real-world settings.
To predict PV power outputs in a daily manner, the proposed models consist of an input layer with n nodes where each node is for a particular hour, and an output layer with n nodes where each node is for the prediction of a particular hour corresponding to its input. As this framework attempts to predict the PV power outputs for 14 h in a day by using the corresponding input factors for each hour. Therefore, we set n to be 14 in the remainder of this paper. Although the daylight time naturally changes according to seasons, the average daylight times observed in Gumi city in Korea in summer and winter in 2016 were 14 and 12 h, respectively [45] . If these each become longer than 14, one could slightly modify our models by adding an input, a hidden, and an output layer for additional prediction. In the testing phase, by using the weights in the prediction models obtained in the learning phases, the predicted outputs are calculated against the unseen inputs.
We propose two types of ANN-based prediction models: single-layer and multi-layer models.
Both are widely applied for many prediction problems [46, 47] , including PV power output predictions [16, 20] . The single-layer model is well-known for its simple architecture yet quite impressive performances. It consists of a single hidden layer with six nodes, each of which is linearly connected to both inputs and output nodes about input values presented in Table 2 . Figure 4a illustrates the network architecture of the proposed single-layer model. 
We propose two types of ANN-based prediction models: single-layer and multi-layer models. Both are widely applied for many prediction problems [46, 47] , including PV power output predictions [16, 20] . The single-layer model is well-known for its simple architecture yet quite impressive performances. It consists of a single hidden layer with six nodes, each of which is linearly connected to both inputs and output nodes about input values presented in Table 2 . Figure 4a illustrates the network architecture of the proposed single-layer model. In the proposed ANN-based models, each node in a layer is responsible for producing an output that is utilized as the input values for one or more nodes. By utilizing the weights and the activation In the proposed ANN-based models, each node in a layer is responsible for producing an output that is utilized as the input values for one or more nodes. By utilizing the weights and the activation function related with a node, the output value is calculated, and the produced output value is then utilized as an input value for the nodes in the next layer.
At first, for a node in the input layer, its input value is to be one of values related with meteorological and seasonal factors, presented in Table 2 . For a node in the output layer, based on its input values that come from the nodes in the previous layer, its output value is used as the final prediction for a particular hour based on the position of the node in the output layer.
When a node receives the input values, it calculates the weighted summation of its input values, called the net value for the node. Here, the weight value for each input value is initially set to be a random value between zero and one, and it is updated during the training phase that will be discussed later. Specifically, the net value for node q, denoted as net q , is calculated by using Equation (1):
where w q,p is the weight value corresponding to the connection from node p to node q, o p means the output value produced by node p in the previous layer, and P is the number of nodes connected to node q. By using the net value for node q, its output value, denoted as u q , is obtained by using Equation (2):
where v(·) is an activation function that is used to transform an input value into an output value in a non-linear manner.
As the outputs of the nodes in an output layer are considered as the final predicted values of PV power output, u q , q = 1, . . . , n. Therefore, for the j-th day, u q is considered to be the prediction value for the q-th hour in the day, denoted asŝ q,j .
Among many popular ones, we adopt the rectified linear unit (ReLU) for all the nodes in the hidden and output layers. ReLU is well-known for providing enhanced training performances and preventing the gradient vanishing and radiant exploding problems [48] .
Whenever the proposed model consumes given training instances involving both the meteorological information and the actual PV power output for a particular hour, its weights are gradually updated through an iterative learning process. The back propagation and the Adam optimizer are applied for optimizing the weights of the proposed models [49, 50] .
For the j-th day, the amount of errors between the predicted PV outputs,ŝ i,j , i = 1, . . . , n, and the actual PV outputs, s i,j , i = 1, . . . , n, is measured by means of mean square error (MSE). Based on the MSE values for each training epoch, the Adam optimizer determines how much the weights are needed to be adjusted toward minimizing MSE values for the entire training dataset. For a given training dataset, the MSE based loss value between the actuals and predictions is obtained by using Equation (3):
In the testing phase, for given input values for each hour, its six dimensional input vector is generated, and then the outputs using Equations (1) and (2) is then simply calculated by using the weights obtained through the training phase.
The second DNN-based model, called the multi-layer model, is the same to the proposed single-layer model except for the fact that it contains seven hidden layers (shown in Figure 4b ). The performance difference occurs depending on the number of hidden layers, but we chose seven hidden layers with the best performance through repeated experiments. As an extended version of the first model, it conducts more nonlinear calculations by using more hidden layers before producing the final predictions compared to the first one. The activation function, loss function, and optimizer for this model are the same to those for the first model.
LSTM-Based PV Power Output Prediction
To precisely capture the sequential PV power output patterns hidden in a day and across days, a further improved model, called LSTM-based model, is developed. In details, the proposed model attempts to learn the long-term relationships among the meteorological factors by considering their
seasonal changes but also to understand the short-term relationships across the PV power outputs in a day.
In particular, when the proposed models are compared in terms of the output, the major difference comes from whether a model is trained the dependency among the consecutive information. That is, the former two models produce output for an hour against the meteorological and seasonal information on hour, the last one results on the output for an hour against the meteorological and seasonal information on the previous hours.
The proposed model consists of a block, called block cell, that collectively determine the intermediate outputs based on the current and past input values by utilizing the long and short term sequential memories, which is borrowed from the basic concept of LSTM [51] . The inputs of a block cell involve the current observations and some parameters while its outputs are a value to present the long-term dependency.
For the i-th hour in the j-th day, Figure 5 illustrates the architecture of the block cell consisting of three gates such as input, forget, and output gates, denoted as f
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To precisely capture the sequential PV power output patterns hidden in a day and across days, a further improved model, called LSTM-based model, is developed. In details, the proposed model attempts to learn the long-term relationships among the meteorological factors by considering their seasonal changes but also to understand the short-term relationships across the PV power outputs in a day.
The proposed model consists of a block, called block cell, that collectively determine the intermediate outputs based on the current and past input values by utilizing the long and short term sequential memories, which is borrowed from the basic concept of LSTM [51] . The inputs of a block cell involve the current observations and some parameters while its outputs are a value to present the long-term dependency. For the i-th hour in the j-th day, Figure 5 illustrates the architecture of the block cell consisting of three gates such as input, forget, and output gates, denoted as , , , , and , , respectively. For calculating the output for a gate, the logistic sigmoid function is applied, denoted as σ, for the weighted summation results with respect to the current inputs, the past outputs, and the bias values for the gate. In summary, the gate outputs in LSTM block cell are calculated as Equations (4)- (6)
To obtain long term patterns for a specific hour that represent the long-term relationship among PV power outputs across days, the input and forget gates are involved. In particular, for the i-th hour in the j-th day, c i,j , based on the input gate output, f i,j , and the forget gate output, g i,j , as defined in Equation (7), and the operation "·" is a Hadamard multiplication:
In Equation (7), C i,j = tanh W x i,j g x i,j + W hg h i−1,j + b c means the pre-long term information is calculated based on the current observation and the short term pattern for the previous hour. That is, f i,j and g i,j jointly determine the usage level of the current input information for the next long term pattern.
The final output of the block cell for the i-th hour of the j-th day, h i,j , is simply examined based on the output gate value, o i,j , and the long term pattern, c i,j , presented in Equation (8): Figure 6 shows the entire structure of the proposed LSTM model in terms of the previously explained concept of the block cell. The input and output values used in the proposed LSTM model are zero-one normalized to resolve the inconsistencies among units [52] . To take advantage of multilayer LSTM that enables to capture the longer-term dependencies of input sequences [53] , three block cells are used for each input and a block cell for a previous hour is connected to another block cell for the next hour. There are many learning algorithms for LSTM; we use the backpropagation through time method (BPTT) with the Adagrad optimizer [54] [55] [56] . The activation function and loss function used ReLU and MSE like the proposed ANN-and DNN-based models. Here, ℎ , means the outputs of the block cell in charge of representing the short term pattern for the observation related with the i-th hour. Additionally, (i) , , and are the bias vectors, and (ii) , , and are the weight matrices for the input, forget, and output gates, respectively. For calculating the output for a gate, the logistic sigmoid function is applied, denoted as , for the weighted summation results with respect to the current inputs, the past outputs, and the bias values for the gate. In summary, the gate outputs in LSTM block cell are calculated as Equations (4) 
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Experiments
For the experiments of this research, we used the deep learning toolkit Keras. Among the famous deep learning toolkits such as Keras, Tensorflow, Theano, and Pytorch, Keras has a great benefit due 
For the experiments of this research, we used the deep learning toolkit Keras. Among the famous deep learning toolkits such as Keras, Tensorflow, Theano, and Pytorch, Keras has a great benefit due to being easy and simple. Moreover, we used parameters such as optimizer, activation and loss function necessary of learning offered in the Keras library. Our computer resources consist of an i7-6700CPU, 8 GB RAM, and GPU1080. The learning and experiments phase of the proposed models were conducted in in the GPU environment.
The dataset used for experiments was gathered from a PV power output dataset during 39 months (from 1 June 2013 to 31 August 2016) from a PV operator located in Gumi city in South Korea. Among the entire 16,820 instances in the dataset, 11,510 instances observed from 1 June 2013 to 31 August 2015 were used for training the considered prediction models, while the remainder were regarded as unseen observations and 3616 and 1694 used for validating and testing the performances. Table 3 shows the examples of the dataset used in these experiments. The unit of temperature value is Celsius, and cloudiness values ranges from 0 to 10 which the higher number means the more clouds in the air. Further, the value of humidity ranges from 0 to 100 where the higher value means more humidity in the sky. These meteorological data related to the area where the PV operator is located were obtained from the open dataset provided by the Korea government [57] . In the training phase, as the performance of proposed models varies depending on batch size [58, 59] , the batch size for the proposed ANN-and DNN-based models was set to 128, and it was set to 1 for the proposed LSTM-based model. We set the number of training epochs for the ANNand DNN-based model to be 250 while it was 25 for the LSTM-based model. The initial values for the weights of all the proposed models were randomly set between zero and one. The performance of the proposed models depends on overfitting or underfitting, according to the number of epochs. Following the suggestions in [60, 61] , through many experimental trials, we determined the above settings minimizing the over-and underfitting problems while maximizing the generalization ability of the proposed models in terms of the loss value obtained using Equation (3) . Figure 7 presents the changes of the loss values for the three proposed models according to epochs during the training phase. The decreased loss values of training and validation as the number of epochs increases shown in the three graphs indicate that our models successfully attempt to search for better solutions against the given training dataset.
In addition, for comparison purposes, we implemented two popular statistical time-series models, called ARIMA and S-ARIMA, and two deep learning-based models, presented as DNN2 and LSTM2 in this paper. DNN2 model consists of a single input for the meteorological and seasonal information of a particular hour and an output resulting in the PV power output for the hour. The LSTM2 model attempts to predict PV power output by only using meteorological information without seasonal information [26, 41, 62] . ARIMA and S-ARIMA are widely used in time-series analysis and forecasting applications. ARIMA attempts to predict the future values based on auto-regressive and moving average techniques [63, 64] . Unlike ARIMA, that focuses only on a few number of past instances observed just before, S-ARIMA exploits a larger number of past instances to consider the seasonal Energies 2019, 12, 215 11 of 22 patterns throughout them [65] . The parameters for the two models were set to be the same as presented in [64, 66] . analysis and forecasting applications. ARIMA attempts to predict the future values based on autoregressive and moving average techniques [63, 64] . Unlike ARIMA, that focuses only on a few number of past instances observed just before, S-ARIMA exploits a larger number of past instances to consider the seasonal patterns throughout them [65] . The parameters for the two models were set to be the same as presented in [64, 66] . To quantify how well a prediction model estimate actual outputs, we calculated the mean absolute error (MAE) based on the difference between each predicted PV power output for a given input instance against its actual value. Specifically, the mean absolute error, denoted as MAE, for the testing dataset is obtained by using Equation (9) . Here, in the case of the actual PV power is zero, since the value becomes infinite, we set the error to be zero:
where is the number of instances used in the testing phase. Figure 8 compares the overall performances of the considered prediction models. The proposed ANN-based model is quite less effective compared to the conventional methods, ARIMA, S-ARIMA, DNN2, and LSTM2 models, while the proposed DNN-based model shows better performances compared to both the ANN-based model and the conventional ones. Overall, MAE was decreased 19%, 26%, 18% and 40% by the proposed DNN-based model compared to ARIMA, S-ARIMA, DNN2, and LSTM2, respectively. Such poor performance of the ANN-based model implies the limitation of To quantify how well a prediction model estimate actual outputs, we calculated the mean absolute error (MAE) based on the difference between each predicted PV power output for a given input instance against its actual value. Specifically, the mean absolute error, denoted as MAE, for the testing dataset is obtained by using Equation (9) . Here, in the case of the actual PV power is zero, since the value becomes infinite, we set the error to be zero:
where m is the number of instances used in the testing phase. Figure 8 compares the overall performances of the considered prediction models. The proposed ANN-based model is quite less effective compared to the conventional methods, ARIMA, S-ARIMA, DNN2, and LSTM2 models, while the proposed DNN-based model shows better performances compared to both the ANN-based model and the conventional ones. Overall, MAE was decreased 19%, 26%, 18% and 40% by the proposed DNN-based model compared to ARIMA, S-ARIMA, DNN2, and LSTM2, respectively. Such poor performance of the ANN-based model implies the limitation of the relationships between the current observation and its expected output without considering the time-series patterns. the relationships between the current observation and its expected output without considering the time-series patterns. Much better performances are obtained by the proposed LSTM-based model compared to all the models considered through exploiting both the long and short term patterns hidden in the past PV power outputs. The proposed LSTM-based model significantly reduces MAE by 80% compared to the ANN-based model, and 56%, 60%, 55%, and 61% of the performances are improved compared to ARIMA, S-ARIMA, DNN2, and LSTM2, respectively. The improvements of LSTM-based model are 53% against the DNN-based model with respect to MAE. Much better performances are obtained by the proposed LSTM-based model compared to all the models considered through exploiting both the long and short term patterns hidden in the past PV power outputs. The proposed LSTM-based model significantly reduces MAE by 80% compared to the ANN-based model, and 56%, 60%, 55%, and 61% of the performances are improved compared to ARIMA, S-ARIMA, DNN2, and LSTM2, respectively. The improvements of LSTM-based model are 53% against the DNN-based model with respect to MAE.
In the short term perspective that focuses on the hourly changes of PV power outputs in a day, Figure 9 depicts how well the proposed methods produce robust performances. Here, to compare the prediction performances according to the difficulty levels of days, when (i) its PV power is increased compared to that of its previous PV power and decreased compared to its next PV power or (ii) its PV power is decreased compared to that of its previous PV power and increased compared to its next PV power. In this cases, the number of changes of PV power outputs for each day is calculated. It is reasonable since more changes of PV power output means much difficulty to predict. The experimental results show the outstanding performances of the proposed LSTM-based model compared to the others, especially when the prediction difficulty level becomes high.
As the difficulty level becomes higher, the errors of the prediction models tend to increase, especially when the number of PV power output changes is larger than four. The proposed ANNbased model shows the worst performances among the models considered in many cases, and the proposed DNN-and LSTM-based model yield quite low errors compared to the conventional models for all cases. For ARIMA, S-ARIMA, DNN, DNN2, and LSTM2 more than 1% errors are frequently observed for the days with many PV power output changes, while the proposed LSTM-based model yields quite low errors even for these days. Especially, the proposed LSTM-based model shows successful results regardless of the number of PV power output changes and produces the quite impressive results for the days with the larger number of PV power output changes.
Such results imply that the architecture of LSTM that is designed to capture short and long term patterns is quite effective to accommodate not only the cases with few changes of PV power outputs but also the cases with many PV power output changes. On the contrary, the previous statistical prediction models, ARIMA and S-ARIMA, which are based on the direct dependency of consecutive 
ANN-based model, and 56%, 60%, 55%, and 61% of the performances are improved compared to ARIMA, S-ARIMA, DNN2, and LSTM2, respectively. The improvements of LSTM-based model are 53% against the DNN-based model with respect to MAE. Figure 10a , when the number of PV power output changes is low, quite successful results are observed for all the models considered except the proposed ANN-based model. However, when the number of PV power output changes becomes larger, as shown in Figure 10a ,b, many more errors are obtained. When the number of PV power output changes is seven, as shown in Figure 10c , only the proposed LSTM-based model yields successful results. This means that the simple approach that considers only the relationships between meteorological information and PV power outputs shows limited performance when the prediction difficulty becomes high. On the other hand, overall, the proposed LSTM-based model results in the most accurate predictions.
In the long term perspective that concerns about changes of PV power outputs across days, we measured the difference between the amount of PV power outputs produced in a day and its consecutive day. For the four seasons, spring, summer, autumn, and winter, the average change of PV power outputs between days were calculated as 33.2%, 19.2%, 24.7%, and 22.9%. Therefore, as any two consecutive days in a season show larger changes in terms of the amount of the daily PV power output, the spring and autumn are considered as hard seasons compared to the other remaining seasons, considered as easy seasons. Figure 11 illustrates the prediction performances of the models considered according to the easy and hard seasons. Here, plus means improved performance, while minus means worse performance. The higher values of the mean absolute error are observed in the easy season than in the hard seasons for all the models. On the average, MAE is increased by 23.8% when predicting PV power outputs for the hard seasons compared to the easy seasons.
larger, as shown in Figures 10a,b , many more errors are obtained. When the number of PV power output changes is seven, as shown in Figure 10c , only the proposed LSTM-based model yields successful results. This means that the simple approach that considers only the relationships between meteorological information and PV power outputs shows limited performance when the prediction difficulty becomes high. On the other hand, overall, the proposed LSTM-based model results in the most accurate predictions. In the long term perspective that concerns about changes of PV power outputs across days, we measured the difference between the amount of PV power outputs produced in a day and its consecutive day. For the four seasons, spring, summer, autumn, and winter, the average change of PV power outputs between days were calculated as 33.2%, 19.2%, 24.7%, and 22.9%. Therefore, as any two consecutive days in a season show larger changes in terms of the amount of the daily PV power output, the spring and autumn are considered as hard seasons compared to the other Although the proposed LSTM-based model performs worse for the hard seasons compared to the easy seasons, its improvements compared to the others become larger as shown in Table 4 . The LSTM-based model outperforms the others by 60.4% on average in the easy seasons, while it shows 62% in the hard seasons in terms of MAE. Table 5 shows the detailed experimental results according to the seasons and the models considered in this paper. 
Performance improvements among the methods applied for the hard seasons Table 5 . Details of the performances according to seasons in 2016 (underline means the highest performance for each week). Although the proposed LSTM-based model performs worse for the hard seasons compared to the easy seasons, its improvements compared to the others become larger as shown in Table 4 . The LSTM-based model outperforms the others by 60.4% on average in the easy seasons, while it shows 62% in the hard seasons in terms of MAE. Table 5 shows the detailed experimental results according to the seasons and the models considered in this paper. Figure 12 visualizes the predicted PV power results for three pairs of consecutive two days. To demonstrate the ability to accommodate on the dynamic changes of PV power outputs across days, we choose examples based on the changes of the actual PV power outputs on consecutive days. First, when the amount of PV power output is similar between days, most of the considered models show quite successful results. On the other hand, as seen in Figure 10b ,c, as the PV power output change for the second day is larger, the proposed LSTM-based model shows better performances compared to the others. That is, the efforts that consider the long term patterns between days rather than the short term patterns in a day are helpful for further precise predictions, especially when there are unstable PV power outputs among days. Figure 12 . visualizations of the predicted PV power outputs for consecutive two days. Figure 12 visualizes the predicted PV power results for three pairs of consecutive two days. To demonstrate the ability to accommodate on the dynamic changes of PV power outputs across days, we choose examples based on the changes of the actual PV power outputs on consecutive days. First, when the amount of PV power output is similar between days, most of the considered models show quite successful results. On the other hand, as seen in Figures 10b,c , as the PV power output change for the second day is larger, the proposed LSTM-based model shows better performances compared RMSE may more useful when the large errors measured are particularly undesirable [67] . For the performance evaluation of the proposed models, we additionally adopt to attempt the perform in terms of root mean square error (RMSE). Specifically, RMSE is calculated by using Equation (10) 
Month of Year
Week of Month
MAE
where m is the number of instances used in the testing phase. Table 6 compares the performances of the proposed models in terms of RMSE according to seasons. All the proposed models yield similar errors such as MAE, and outperform in summer like in previous research results [12] . The proposed ANN-based model performs in winter compared to the remaining seasons, while the proposed LSTM-based model yields quite fewer errors for all seasons. 
Conclusions
In this study, we have proposed a PV power prediction method based on neural networks. First, we suggest a simple ANN-based model that focuses only on the relationships between metrological information and PV power output for a particular hour. Next, a developed version of the firstly proposed model, a DNN-based model, is suggested by using more hidden layers. Finally, a more sophisticated model, a LSTM-based model, which considers both short and long term patterns in a day and across days, respectively, is proposed.
By using the experiment results from a real-world dataset, although the proposed ANN-based model fails to result in better performances compared to the conventional models, the proposed DNNand LSTM-based models outperform them. Especially, the LSTM-based model shows quite successful performances for most of the experiment settings. Moreover, for the days that involve many changes of PV power outputs, the proposed LSTM-based model yields much better results than the others.
In this paper, the PV power outputs on a particular day are assumed to be independent of those on another day, while the output at a particular hour depends on that during its previous hour. We note that incorporating information from previous hours and previous days would be helpful to improve prediction quality as suggested in [68] , but it becomes very difficult due to the increased parameters to be learned. Therefore, to improve the performances of the proposed LSTM-based model in Section 2.3, we plan to utilize these information through enhancing techniques for more sophisticated prediction learns as a future study.
Further, based on the models suggested in this paper, we plan to further improve the proposed models towards PV power output prediction without metrological information. Since there still exist many areas where such detailed metrological information is unavailable, we believe that these prediction models are much practical.
