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ABSTRACT
Extended Finite Element Methods for Brittle and Cohesive Fracture
Yongxiang Wang
The safety of engineering structures depends heavily on the presence of cracks, which may
propagate and lead eventually to structural failure. This dissertation aims to advance the
computational modeling of fracture, within the context of linear elastic fracture mechanics
(LEFM) and cohesive zone models (CZMs). The extended finite element method (XFEM)
is employed as the discretization method and cracks in both homogeneous and bimaterial
solids are considered in this work.
First, a novel set of enrichment functions within the framework of XFEM is proposed for
the LEFM analysis of interface cracks in bimaterials. The motivation for the new enrichment
set stems from the revelation that the accuracy of the widely accepted 12-fold bimaterial
enrichment functions significantly deteriorates with the increase in material mismatch. To
this end, we propose an 8-fold material-dependent enrichment set, derived from the analytical
asymptotic displacement field, that well captures the near-tip oscillating singular fields of
interface cracks, including the transition to weak discontinuities of bimaterials. The new
enrichment set is tested on various examples and found to outperform the 12-fold set in
terms of accuracy, conditioning, and total number of degrees of freedom (DOFs).
The formulation is then extended to include high-order enrichment functions and accurate
stress and displacement fields are obtained. The complex stress intensity factors (SIFs) of
interface cracks are evaluated by employing Irwin’s crack closure integral. To this end,
a closed-form SIF formulation in terms of the enriched DOFs is derived by matching the
leading term in the XFEM with an analytical expression of Irwin’s integral. Hence, the SIFs
of interface cracks can be directly obtained upon the solution of the XFEM discrete system
without cumbersome post-processing requirements. The proposed method is shown to work
well on several benchmark examples involving straight and curved interface cracks, giving
accurate SIF results.
Another contribution of the work is the application of Irwin’s integral to the estimation
of SIFs for curved homogeneous cracks. At the core, the proposed approach employs high-
order enrichment functions to accurately capture the near-tip fields and evaluates the original
definition of Irwin’s integral through closed-form formulations in terms of enriched DOFs.
An improved quadrature scheme using high-order isoparametric mapping together with a
generalized Duffy transformation is proposed to integrate singular fields in tip elements with
curved cracks. The proposed extraction approach is shown to yield decomposed SIFs with
excellent accuracy and avoid the need for auxiliary fields as in J-integral method.
Second, with respect to cohesive fracture, a discrete damage zone model (DDZM) is pro-
posed following a rigorous thermodynamic framework similar to that of continuum damage
mechanics (CDM). For the modeling of mixed-mode delamination, a novel damage evolution
law is proposed to account for the coupled interaction between opening and sliding modes
of interface deformations. A comprehensive comparison made with several popular CZMs
in the literature demonstrates the thermodynamic consistency of the DDZM. The proposed
interface model is integrated with the XFEM and the effectiveness of this framework has
been validated on various benchmark problems.
Finally, a novel continuous/discontinuous method is proposed to simulate the entire fail-
ure process of quasi-brittle materials: from the nucleation of diffuse damage to the develop-
ment of discrete cracks . An integral-type nonlocal continuum damage model is coupled in
this framework with DDZM with a new numerical energetic coupling scheme. The transition
from the continuous (CDM) to the discontinuous approach (DDZM) can be triggered at
any damage level with a weak energetic equivalence preserved. A few benchmark problems
involving straight and curved cracks are investigated to demonstrate the applicability and
robustness of the coupled XFEM cohesive-damage approach.
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In the safety assessment and design of engineering structures, it is of crucial signficiance
to understand and analyze the failure behavior of materials, which is often signified by
damage and cracking. In contrast to brittle materials in the Griffith’s sense, most engineering
materials exhibit some ductility after the strength limit is reached [8]. The failure process of
these materials is preceded by the development of a nonlinear fracture process zone [9] ahead
of the crack tip, in which initiation, growth and coalescence of micro-cracks and voids take
place. To date, efforts to model material failure can be grouped in two families: smeared
damage approaches with no intention to capture individual cracks such as continuum damage
mechanics (CDM) methods, and fracture mechanics approaches aimed at resolving individual
cracks.
1.1.1 Continuum damage mechanics
Continuum damage methods [10–12] incorporate internal damage parameters to characterize
the stiffness degradation of materials. With this approach, fracture is regarded as the ulti-
mate consequence of damage accumulation. However, pathological mesh size and alignment
1
Chapter 1. Introduction
sensitivity may occur once a certain level of damage is reached. Such ill-posedness caused
by strain softening can be fixed by introducing an intrinsic length scale in the system, for
example through non-local integral models [13, 14], strain gradient theories [15, 16], or other
diffusive type terms [17, 18].
Apart from these common regularization techniques, phase field models [19–21] originated
from the variational formulation of brittle fracture have recently been gaining popularity. In
these methods, a localization limiter is included to control the width of diffusive cracks.
Another nonlocal approach, so called the thick level set method, was recently introduced by
Moës et al. [22], wherein the damage evolution is controlled by a propagating level set front.
The comparison between the thick level set approach and phase field models can be found
in Ref. [23].
1.1.2 Fracture mechanics
In sharp contrast to the aforementioned continuous methods, fracture mechanics methods,
ranging from linear elastic fracture mechanics (LEFM) [24] to cohesive zone models (CZMs)
[25–27], describe individual cracks in a discrete manner, explicitly resolving the discontinuous
nature of the displacement field.
1.1.2.1 Linear elastic fracture mechanics
Linear elastic fracture mechanics is applicable when the size of the fracture process zone is
negligible compared to the characteristic length scale of the problem. In LEFM analysis of
cracked structures, stress intensity factors (SIFs) or equivalently, strain energy release rates
(SERRs), are key quantities that characterize the severity of stress singularity at crack tips.
These quantities are used in LEFM to determine the stability of cracks [28]. In other words,
LEFM is characterized by the propagation of traction-free cracks as the strain energy release
rate exceeds the fracture energy of the material [29].
2
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Although some analytical solutions for SIFs are available in the literature, they are in-
variably limited to simple geometries and loading conditions due to inherent mathematical
complexities. In practical applications, the SIFs are usually extracted from numerical cal-
culations by the finite element method (FEM) or boundary element method (BEM) [30].
Various methods have been suggested to evaluate the SIFs, including direct approaches,
which correlate the numerical results of near-tip displacements or stresses with analytical
solutions [31–33], and indirect approaches that are based on some energetic measures like
strain energy release rates [34].
In general, the latter often requires additional post-processing procedures but also yield
more accurate results [35]. Some of the most widely used indirect methods include the
stiffness derivative method (also known as the virtual crack extension method) [36–40], the
virtual crack closure technique (VCCT) [34, 41–45] which is inspired by Irwin’s crack closure
integral [46], and the interaction integral (M-integral) [5, 47–51] that is based on the J-
integral [52] or its domain variant [53, 54].
1.1.2.2 Cohesive zone models
However, if the assumption of a “small” process zone ceases to hold, other fracture mechanics
models, which take into account the nonlinear fracture process, must be employed. A simple
but powerful way to account for larger process zones is through the concept of cohesive zone
models. These models date back to the well-known work of Barenblatt [26] and Dugdale
[25] for elasto-plastic fracture in ductile materials, and Hillerborg et al. [27] for quasi-brittle
materials. In cohesive zone models, the fracture process zone is lumped into a finite strip
wherein a traction-separation or cohesive relation would represent the degrading mechanisms
instead of typical stress-strain relations [55–59].
Within cohesive zone models, a distinction is generally made between initially elastic
and initially rigid traction-separation relations [60, 61]. The former case includes an elastic
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rising (hardening) portion before the fracture strength is reached, after which a weakening
segment follows to characterize the failure process. It is often referred to as intrinsic laws
as the failure initiation criterion is incorporated within the constitutive models. On the
other hand, the initially rigid model (also called extrinsic model) assumes a monotonically
decreasing curve for traction-separation relation and is only valid when an external fracture
criterion is violated. Thus the intrinsic model is best suited for modeling predefined interfaces
as in composite delamination, while the extrinsic model is naturally associated with adaptive
insertion of cracks.
A wide variety of traction-separation relations with linear, bilinear, trapezoidal and expo-
nential shapes have been postulated and applied to investigate failure phenomena in many
engineering applications with great success. A comprehensive overview on different cohe-
sive relationships was recently reported in [62]. Some of the applications include static and
dynamic failure in functionally graded materials [57, 63], delamination in fiber reinforced
composites [64], and crack growth in brittle solids [55, 65]. Besides elastic bulk materials,
cohesive zone models can be used in conjunction with other bulk constitutive relations to
describe more complicated degrading phenomena, e.g. damage model for matrix cracking [6]
and viscoelastic bulk for fracture of asphalt concrete [66], to mention only a few.
1.1.3 Discretization techniques
While fracture models can be regarded as more accurate modeling techniques, they also
impose significant challenges in finite element (FE) implementations as compared with con-
tinuum damage methods. On the other hand, damage based models provide more crude
representation of fracture in which damage internal variables are simply accumulated and
sampled at Gauss points. Hence, they are better suited for finite element implementations.
Explicit representation of cracks requires the mesh generated for finite element analysis
to conform with the crack geometry, which is a difficult task especially when the cracks are
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propagating in arbitrary directions. This limitation of fracture mechanics type methods can
be partially circumvented by embedding cracks at the element level, e.g. as in the embedded
discontinuity model [67], or by the superposition of local meshes as in the s-version of the
FEM [68–70].
Furthermore, conventional finite elements are somewhat limited in the accuracy at which
SIFs can be computed since the standard element formulations cannot directly represent
singular near-tip fields in LEFM. Hence, extremely fine meshes in the vicinity of the crack
tip are required for LEFM analyses. To overcome the accuracy issue, many techniques have
been proposed to improve the element formulation. Those either develop specialized singular
elements or embed SIFs as additional degrees of freedom [71, 72]. One significant contribu-
tion worth mentioning is the discovery of quarter-point elements [73, 74] wherein the stress
singularity is introduced by moving the mid-side nodes of quadratic isoparametric elements
to quarter-edge positions. Despite the various attempts made to improve the accuracy of
FE fracture modeling, the aforementioned elements must conform to the crack surfaces and
thus remeshing of the domain is needed to treat the propagation of cracks.
Around the late 1990s, the extended/generalized finite element method (XFEM/GFEM)
[75–78] appeared in the literature and since then has proven as an elegant and efficient
tool to address moving discontinuities [79–81]. These methods share similar features and
the focus of this dissertation will be placed on the XFEM. The XFEM explores the idea
of enhancing the solution space of the standard FEM with discontinuous and asymptotic
functions via a local partition-of-unity (PU) [77, 82]. While retaining the original advantages
of the standard FEM, the XFEM alleviates the need for conforming meshes and, meanwhile,
attains satisfactory representation of singular near-tip fields when LEFM is applied. Several
studies [59, 79, 81, 83–89] have demonstrated the efficiency of XFEM when applied to fracture
mechanics problems and state-of-the-art reviews of the XFEM can be found in [90–92].
While the XFEM was originally designed for crack analysis in homogeneous materials,
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significant efforts have been made in the past to extend its application to interface frac-
ture, which is a common problem in multi-layered material systems and may often govern
their structural performance. The following review of XFEM methods for bimaterials is by
no means exhaustive, but provides some important milestones. In the LEFM setting, Na-
gashima et al. [93] was the first to apply the XFEM to analyze interface cracks by adopting
the classical 4-fold near-tip enrichment functions for homogeneous (not interface) cracks.
Then, Sukumar et al. [94] developed new 12-fold enrichment functions that span the lead-
ing terms of the asymptotic displacement field for interface cracks in isotropic bimaterials.
Liu et al. [95] presented a direct method to extract mixed-mode SIFs by using XFEM,
which incorporates higher order terms of the asymptotic solution for both homogeneous
and bimaterials. More recently, the XFEM was further extended to model interface cracks
in orthotropic [96] or piezoelectric [97, 98] bimaterials. On the other hand, the XFEM has
been used together with cohesive zone models to simulate interface material failure including
fiber-matrix debonding [99] and composite delamination [80, 100].
1.2 Goals and dissertation outline
In this dissertation, we present some developments in the computational failure simulation
of engineering materials involving discontinuities. To model the discontinuities, the main
discretization tool employed is the extended finite element method (XFEM). Both the cracks
in homogeneous and bimaterial media are considered.
The major developments made by the author are presented in two parts, i.e., brittle and
cohesive fracture. The following summary provides a brief outline of this dissertation.
Part I is devoted to the LEFM analysis of brittle fracture and consists of four chap-
ters. The basic theory of LEFM for homogeneous and interface cracks, together with the
associated XFEM formulation, is breifly recalled in Chapter 2. Chapter 3 presents a com-
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prehensive study on the use of Irwin’s crack closure integral [46] for the direct evaluation of
mixed-mode stress intensity factors (SIFs) in curved homogeneous crack problems. The pro-
posed approach employs high-order enrichment functions derived from the standard Williams
asymptotic solution to homogeneous cracks and SIFs are computed in closed-form without
any special post-processing requirements. In addition, an improved quadrature scheme using
high-order isoparametric mapping together with a generalized Duffy transformation [101] is
proposed to integrate singular fields in tip elements with curved cracks.
In Chapters 4 and 5 we focus on interface cracks in isotropic bimaterials. For the first
times we reveal the anomalous accuracy deterioration of the XFEM when using the 12-fold
bimaterial enrichment functions by Sukumar et al. [94] in the presence of large modulus
mismatch. Chapter 4 proposes a novel 8-fold set of bimaterial enrichment functions with
strong dependence on material properties, leading to significantly improved accuracy and
conditioning than the 12-fold set. Following this work, Chapter 5 further derive the material-
dependent enrichment set that span the high-order terms of the asymptotic solution to
interface cracks, aimed at an improved accuracy of the near-tip fields for arbitrary material
combinations. The original definition of Irwin’s integral is then used to extract the complex
SIFs of interface cracks from the high-order XFEM solution.
Part II discusses the modeling of cohesive fracture using the combination of cohesive zone
models and continuum damage mechanics methods. It contains three chapters. Chapter
6 briefly introduces the mathematical formulation of an integral-type continuum damage
approach and a discrete cohesive zone model, with a special focus on their thermodynamic
framework. In addition, the XFEM discretization and the solution of the resulting nonlinear
system are detailed.
In Chapter 7, a novel intrinsic cohesive zone model based on the concept of nodal interface
(named discrete damage zone model) is proposed for the modeling of mixed-mode delam-
ination of composites. The discrete damage zone model (DDZM) is derived in a rigorous
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thermodynamic framework in analogy with continua and shown to be thermodynamically
consistent. The presented framework allows both bulk and interface damages to be conve-
niently traced, regardless of the underlying mesh alignment. Chapter 8 focus on a coherent
computational framework leveraging continuous (damage) and discontinuous (fracture) ap-
proaches for the entire failure analysis of quasi-brittle materials: from the nucleation of
microcracks to the development of macroscopic discontinuities. An integral-type nonlocal
continuum damage model is coupled in this framework with an extrinsic discrete interface
model implemented in the XFEM, aimed at reconciling damage and fracture mechanics.
With a numerical energetic coupling scheme proposed in multidimensional settings, the tran-
sition from the continuous (CDM) to the discontinuous approach (DDZM) can be triggered
at any damage level with a weak energetic equivalence preserved.
Finally, the conclusions of this thesis, with a summary of the main contributions and a
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Chapter 2
Mathematical formulation for brittle fracture
2.1 Linear elastic fracture mechanics
2.1.1 A crack in a homogeneous solid
We consider a two-dimensional (2D) isotropic solid Ω with an external boundary Γ. The
specimen contains a traction-free crack Γc, as shown in Figure 2.1. In the local Cartesian
coordinate system depicted in Figure 2.1, the asymptotic solutions for the displacement field






























































































where KIn and KIIn are the nth order coefficients corresponding to Mode I and II deforma-
tions, respectively. The coefficients µ and κ are the shear modulus and Kolosov constant,
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Figure 2.1: A straight crack Γc in a 2D homogeneous solid.











with E and ν the Young’s modulus and Poisson’s ratio, respectively.
2.1.2 An interface crack in a bimaterial solid
Consider a 2D bimaterial domain Ω with an external boundary Γ, as illustrated in Figure
2.2. The solid consists of two dissimilar isotropic materials, with material 1 above the
interface and material 2 below it. A traction-free crack Γc is assumed along the bimaterial
interface. Let Γ+c and Γ
−
c denote the upper and lower surfaces of the crack, respectively.
(r, θ) correspond to the local polar coordinate system with origin at the crack tip. Em
and νm denote the Young’s modulus and the Poisson’s ratio of the mth material (m =
1, 2), respectively. The corresponding shear modulus µm and Kolosov constant κm can be
12
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Figure 2.2: An interface crack Γc between two dissimilar isotropic materials.
Unlike homogeneous media, the bimaterial solid experiences both stress intensifications
from the geometric (crack) and material (interface) discontinuities [44]. As indicated in
the pioneering work of Williams [103], the bimaterial interface crack always induces both
opening and shear behavior even for pure mode loading. In addition, the displacement and
singular stress fields are oscillatory in the vicinity of the interface crack tip, which can be
characterized by a complex-valued SIF K = K1 + iK2, with i =
√
−1 [104]. The notations
K1 and K2 are used instead of KI and KII to emphasize that a bimaterial system is studied
and the Mode I, II stress intensity factors are not associated with tension and in-plane shear
stresses as for homogeneous bodies.
For the interface crack Γc, the Cartesian components {u, v} of the corresponding asymp-
13
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, n = 1, 3, 5, . . .
0, n = 2, 4, 6, . . .
, (2.5)
Here Re(·) and Im(·) denote the real and imaginary parts of a complex number, respec-
tively. The complex number Kn is the nth order complex coefficient and the first term K1
is equal to the complex SIF K1 + iK2. ε is the the bimaterial constant that depends on
the material properties of both materials, and leads to the oscillation of near-tip displace-
ments and stresses. r̃ = r/l is a dimensionless radial distance from the crack tip, with l an
arbitrarily chosen reference length (taken to be 1 [length] in the study). Accordingly, the
dimension of the complex SIF K has the same unit with the SIFs in homogeneous media,
i.e. [stress][length]1/2. The oscillatory term r̃iεn can be expanded as
r̃iεn = eiεn log r̃ = cos(εn log r̃) + i sin(εn log r̃) (2.6)
In view of the definition of εn (2.5), it is clear that only the odd terms in the displacement
expansions (2.4) give rise to oscillatory behaviors.












are in terms of θ
and given as follows [105]: when n is odd (1, 3, 5, . . . ),
uIn(θ) =−
1
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vIn(θ) =
1
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−(κ+ 1) cos n
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The values of Π and the material constants µ, κ, ω depend on which side of the interface the
point lies on: Π = π, µ = µ1, κ = κ1, ω = [(κ1 + 1)µ2]/[(κ2 + 1)µ1] for the upper half-plane,
whereas Π = −π, µ = µ2, κ = κ2, ω = [(κ2 + 1)µ1]/[(κ1 + 1)µ2] for the lower one. When
materials 1 and 2 represent the same isotropic elastic material, one arrives at εn = 0 and
ω = 1. Then the bimaterial solutions (2.4) will degenerate to the asymptotic displacement
fields (2.1) and (2.2) for homogeneous materials.
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In the near-tip region, the
√
r terms in the asymptotic displacement field (2.4) dominate
the solution. The corresponding displacement jumps δ along the crack surfaces can be
obtained by plugging θ = ±π into Eqs. (2.4)-(2.11), which are written as
δθ = Q
√
r[(K1 + 2εK2) cos(ε log r̃)− (K2 − 2εK1) sin(ε log r̃)] +O(r1.5) (2.15)
δr = Q
√
r[(K1 + 2εK2) sin(ε log r̃) + (K2 − 2εK1) cos(ε log r̃)] +O(r1.5) (2.16)
Q =
8√
2πE?(1 + 4ε2) cosh(πε)
(2.17)
where δr and δθ are the sliding and opening displacement jumps, respectively. E
? is the
equivalent bimaterial elastic modulus, depending on the material properties E and ν of the





E ′1 + E
′
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Em for plane stress
, m = 1, 2 (2.18)
The stress distributions, at the interface directly ahead of the crack tip (θ = 0), are given








[K1 sin(ε log r̃) +K2 cos(ε log r̃)] +O(r0) (2.20)
with σθθ and σrθ the normal and shear stresses, respectively.
By means of Irwin’s crack closure integral [46], Malyshev and Salganik [106] showed that










2.2. Governing equations and weak form
2.2 Governing equations and weak form
As shown in Figures 2.1 and 2.2, prescribed displacements ū are applied on Dirichlet bound-
aries Γu, whereas surface tractions t̄ are imposed on the complementary Neumann boundaries
Γt, with Γt
⋂
Γu = ∅ and Γt
⋃
Γu = Γ. In the absence of body forces and inertia terms, the
2D strong form describing the equilibrium equation together with the appropriate boundary
conditions, can be written as
∇ · σ = 0 in Ω
σ · n = t̄ on Γt
σ · n = 0 on Γc
u = ū on Γu
(2.22)
where ∇· is the divergence operator; σ is the Cauchy stress tensor; u = {u, v}T is the
displacement, n is the outward unit normal vector to the solid boundaries. For linear elastic
problems, one employs Hooke’s law given by
σ = C : ε with ε = ∇su (2.23)
with ε and C the strain and elasticity tensors, respectively. ∇s denotes the symmetric part
of the gradient operator. The virtual work equation corresponding to Eq. (2.22) is then
given by: find u ∈ U such that
∫
Ω
∇sδu : C : ∇su dΩ =
∫
Γt
δu · t̄ dΓ, ∀δu ∈ U0
U = {u|u ∈ H1(Ω);u = ū on Γu}
U0 = {u|u ∈ H1(Ω);u = 0 on Γu}
(2.24)
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where H1(Ω) denotes the Sobolev space of functions with square integrable gradients on Ω.
We note that u and δu are discontinuous across Γc.
2.3 The XFEM for linear elastic fracture mechanics
Based on the concept of partition-of-unity [77, 82], the extended finite element method
(XFEM) locally augments the standard FE polynomial displacement approximation with a
set of enrichment functions obtained from the physics of the problem at hand. For linear
elastic homogeneous crack problems, the enrichment functions are obtained from the analyt-
ical solution of LEFM and have been shown to yield more accurate displacement and stress
fields close to the crack tip as compared with the standard FEM [75, 76]. Similarly, the oscil-
lating near-tip displacements and stresses in bimaterial interface crack problems should also
be captured more accurately with XFEM by means of proper crack-tip enrichment functions
than with the standard FEM.
For linear elastic fracture problems, the displacement approximation uh in the XFEM


















fα(r, θ)bαI ]︸ ︷︷ ︸
uherh(x)
(2.25)
where x = {x, y}T are the spatial coordinates. S is the set of all nodes in the domain, NI(x)
are the standard FE nodal shape functions, and uI = {uIx, uIy}T is the vector of nodal
degrees of freedom (DOFs). SJ is the set of nodes whose basis function support is entirely
split by the crack whilst ST contains nodes with the crack tip located in the support of their
basis functions. aI = {aIx, aIy}T and bjI = {bjIx, bjIy}T are the nodal DOFs corresponding
to H and fα, respectively. The function fα is the αth component of the crack-tip enrichment
18
2.3. The XFEM for linear elastic fracture mechanics
functions (nα terms in total) representing the asymptotic displacement field, whereas H(x)
is the Heaviside function chosen to capture the displacement jump across the crack surface
H(x) =
 +1 above Γc−1 below Γc (2.26)
In the crack analysis of homogeneous isotropic elastic materials, the classical crack-tip
enrichment functions [75, 76] derived from the Williams solution [102] are written as





















where the subscript “H” denotes homogeneous cracks and the superscript 1 stands for the
enrichment order. Here the 4-fold enrichment functions span the leading terms (
√
r) of the
asymptotic displacement solutions (2.1)-(2.2). The enrichment set is theoretically valid only
for a homogeneous crack since it only accounts for the inverse square root singularity whereas
the oscillatory behavior of interface crack is not well captured.
For interface cracks, Sukumar et at. [94] developed the following enrichment set:
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The 12-fold branch functions span the leading terms (
√
r) of asymptotic solution (2.4)
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to interface crack problems and are able to capture the oscillatory singularity at the crack
tip. The 12-fold enrichment set has been widely employed in various studies relevant to
interface cracks. These applications include, but not limited to, delamination/debonding
analysis of composites [107, 108], detection of interface cracks in bimaterial media [109],
interfacial fracture analysis of magnetoelectroelastic bimaterials [110], and simulation of
dynamic interfacial fracture in bilayered piezoelectric structures [98]. For the case of ε = 0,
as for a crack in homogeneous media, the 12-fold enrichment functions would degenerate to
the classical 4-fold ones (2.27).
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SIFs calculation of curved homogeneous
cracks using Irwin’s integral and a high-order
XFEM
This chapter presents a comprehensive study on the use of Irwin’s crack closure integral for
direct evaluation of mixed-mode stress intensity factors of curved homogeneous cracks, within
a high-order extended finite element method. The inputs from the co-authors of the paper
(Wang et al. [111]) from which this chapter is reproduced are gratefully acknowledged.
3.1 Introduction
The J-integral method and its variants [47, 48, 52–54] provide highly accurate ways to esti-
mate SIFs and have been widely employed in the XFEM framework [112, 113]. A different
approach that extends the stiffness derivative method [36] to the XFEM was proposed by
Waisman [114]. It was found that the stiffness derivative can be computed in an analytical
manner with the use of XFEM, alleviating the error associated with the finite difference
method proposed originally. In other words, the error inherent in finite perturbations of
meshes utilized in the classical method can completely be avoided. Pereira and Duarte [115]
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has applied the superconvergent extraction methods [116] to compute SIFs from GFEM
systems and compared their performance with that of J-integral. Another important con-
tribution is the direct evaluation method [95, 117–119] designed particularly for the XFEM.
This method incorporates high-order terms from Williams asymptotic solution [102] as en-
richment functions to retain not only the leading terms but also the associated coefficients.
Extra post-processing is thus no longer needed.
The virtual crack closure technique (VCCT) [34], widely used in many commercial FE
software packages, is another attractive approach due to its relatively simple implementation
and surprisingly accurate SIF predictions. The quantities needed in the VCCT are only nodal
forces and displacements, which are standard outputs of finite element analysis. It was
originally proposed by Rybicki and Kanninen [34] for 2D linear quadrilateral elements and
then extended by Raju [120] for various element types. However, and unlike the J-integral,
its extension to the XFEM is not trivial as the simple formula in terms of nodal forces and
displacements may not hold for cracks located within enriched elements. To this end, our
recent work demonstrated that the original definition of Irwin’s crack closure integral, upon
which the VCCT is based, is a more suited framework for the computation of SIFs within the
XFEM [121–123]. In this approach, SIFs are obtained directly from a closed-form evaluation
of Irwin’s integral once the XFEM discrete system is solved. The accuracy of the method
has been illustrated on a variety of benchmark problems including inclined cracks, multiple
and propagating cracks under mixed-mode conditions, implemented within quadrilateral and
triangular enriched elements. However, all these aforementioned examples assumed straight
cracks within an element and have not addressed curvilinear crack problems.
Fracture problems of scientific relevance often involve curved cracks, e.g. spiral cracks
forming in asphalt pavements [124]. Many studies have been devoted to the application
of the J-integral and its domain version to curved crack problems [125–127]. For general
mixed-mode loading cases, proper auxiliary solutions based on the crack-tip asymptotic
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displacement fields must be introduced for the accurate mode decomposition of SIFs [127].
While the J-integral and its domain version are robust methods for SIF extraction, they
require the construction of a reasonably large closed path or domain around the crack tip,
as noted in [128]. However, when the crack approaches another crack or when several crack
tips lie within a close distance to each other, the J-integral path or domain must shrink to
be free of other singularities in order to separate contributions from each of those crack tips
[92]. Hence, the mesh must be sufficiently refined as the cracks get closer. Furthermore as
the J-integral path decreases and approaches the singularity, the accuracy and convergence
rate of the method might deteriorate. In contrast, Irwin’s crack closure integral by definition
provides (i) the decomposed SIFs and (ii) the integration length that tends to zero [46].
With vanishing integration length, the Irwin’s integral has the potential to calculate SIFs
without excessive mesh refinement in cases of crack merging and coalescence. While the need
to construct auxiliary fields is circumvented with Irwin’s integral, high order enrichment
functions are needed for better accuracy of this method [121, 122]. These enrichment terms
are only available for straight cracks but have not yet been verified on curved cracks with
Irwin’s integral.
The objective of this chapter is to extend the approach [121–123] that combines Irwin’s
integral and XFEM with high-order enrichment functions to curved homogeneous cracks.
Unlike the previous work [121–123] that assumes piecewise straight cracks, we consider the
crack curvature within the elements by representing the crack geometry explicitly. Further-
more, we construct an efficient quadrature scheme using a generalized Duffy transformation
and high-order isoparametric mapping in order to integrate the singular fields in the ele-
ment containing the curved crack tip. Other numerical aspects relevant to the modeling of
curved cracks, including the appropriate enrichment scheme and the definition of angle in
the asymptotic enrichment functions, are also systematically investigated, with guidelines
provided for the implementation of the method. Numerical results, on several benchmark
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examples involving circular and parabolic arc homogeneous cracks, show excellent accuracy
of this method (even on coarse meshes or when cracks approach each other).
The remainder of the chapter is organized as follows. Section 3.2 presents the the high-
order enrichment functions for modeling homogeneous cracks. Section 3.3 details the geom-
etry representation of curved cracks. Irwin’s integral and its closed-form formulation in the
XFEM using linear triangular elements are introduced in Section 3.4. Section 3.5 discusses
the aforementioned computational aspects concerning the modeling accuracy. In Section
3.6, a few numerical benchmark problems are carried out to examine the performance of the
analytical approach for curved cracks, with final concluding remarks in Section 3.7.
3.2 High-order crack-tip enrichment functions
The crack-tip enrichment functions fα(x) are determined from the asymptotic solution of
Williams [102] for the near-tip displacement field of homogeneous cracks. These functions are
given in the local polar coordinates (r, θ) with origin at the crack tip, as illustrated in Figure
2.1. While most XFEM researchers only use the first-order terms in the asymptotic solution
indicated by Eq. (3.1), herein we also incorporate higher-order terms for improved accuracy
of the stress field. The following full set of branch functions FH(r, θ) = {F1H,F2H,F3H,F4H}
with 13 terms is used in our study
√





















r : F2H = {f5, f6} = {r cos θ, r sin θ} (3.2)






, r3/2 sin θ sin
θ
2




r2 : F4H = {f11, f12, f13} = {r2, r2 sin 2θ, r2 cos 2θ} (3.4)
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For a detailed derivation of the high-order functions, the interested reader is referred to Refs.
[121, 122]. It is noteworthy that the branch functions Eqs. (3.1)-(3.4) are derived from the
asymptotic solution of straight cracks in homogeneous solids. To account for the curvature
of curved cracks, the polar coordinate θ needs to be defined such that the discontinuity
introduced by two branch function terms (i.e.
√
r sin(θ/2) and r3/2 sin(θ/2)) matches the
actual crack geometry. Details regarding the construction of θ are provided in Section 3.5.
3.3 Representation of curved crack geometry
To date, computational geometry techniques for the representation of crack surface in the
XFEM can be grouped into two families: implicit approaches such as the level set method
[129, 130], which rely upon the background mesh and require additional post-processing
steps to extract the actual crack geometry, and explicit approaches [131, 132] in which the
crack surface is represented directly by a set of discrete points or splines and is therefore
independent of the mesh.
While implicit representation by level sets is a common approach in XFEM for straight
cracks [75, 76, 113, 130, 133] , it may not be a good option for curved cracks, in particular
when the curvature is large. Representation of curved cracks by level sets is only as good as
the finite element shape functions used for the background mesh. Hence for 3-node triangular
elements this entails a straight crack within an element and for 4-node quadrilateral element,
this would mean a bilinear representation of the curvature.
In order to avoid or at least reduce the approximation error, we utilize directly the analyt-
ical expressions for the curved crack geometries studied in this chapter, following an explicit
crack representation. The signed distance of an arbitrary point to the crack is computed
analytically without any interpolation approximation, which allows for crack curving inside
the element even though linear shape functions are employed for the triangular elements.
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For more complicated crack morphology that does not have analytical expressions, one can
employ spline functions to represent the discontinuity and for this case many algorithms are
readily available for the numerical computation of the signed distance [124, 131].
3.4 Extraction of SIFs using Irwin’s integral and XFEM
The crack closure integral, introduced by Irwin [46], is an important energy conservation
argument for estimating SERRs and extracting SIFs. It contends that the strain energy
(per unit area) released during an infinitesimal extension of a crack equals the work that is
required to close the crack back to its original length. This was shown to be true for mixed-
mode loadings and hence it provides a natural framework for mixed-mode decomposition.
On the other hand, with other methods like the J-integral and its variants, mixed-mode
decomposition is not usually available and one need to employ some mode decomposition
methods, e.g. on the basis of auxiliary fields (used in the interaction integral).
Nonetheless, direct evaluation of Irwin’s integral has been avoided in the literature, with
the exception to the universal crack closure method proposed by Singh et at. [134], as the
near-tip stress fields obtained from standard FEM analysis may not be sufficiently accurate
and could lead to poor estimation SIFs. Instead, the VCCT method, which is inspired by
Irwin’s concept but doesn’t directly invoke the integral, has received tremendous attention
in the literature [34, 41, 120]. The VCCT reformulates Irwin’s integral as a product of nodal
forces and displacements, given that the crack conforms to element edges and the crack tip
coincides with element nodes.
However, it is not yet clear how the VCCT can be employed together with XFEM, since
cracks may be located anywhere within an element and obtaining the crack tip force may
not be trivial as in standard FEM. To this end, our recent work in this field reverted back to
the original construct of Irwin integral, where XFEM with high-order asymptotic enrichment
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functions was proposed in order to obtain highly accurate near-tip stress fields [121–123]. In
this chapter, we further extend this framework to curved cracks.
3.4.1 Irwin’s crack closure integral
According to Irwin [46], the total strain energy release rate G for a general mixed-mode state
can be expressed in terms of individual SERR components as follows
G = GI + GII (3.5)
where GI and GII correspond to Mode I and Mode II deformations, respectively. They are
obtained by integrating the product of stresses ahead of the crack tip and the corresponding














σrθ(∆c− r, 0)δr(r) dr (3.7)
Here σθθ(∆c − r, 0) and σrθ(∆c − r, 0) are the normal and shear stresses, respectively, at a
distance ∆c− r ahead of the crack tip, whereas δθ(r) and δr(r) are the opening and sliding
displacement jumps at a distance r behind the crack tip, respectively. All the aforementioned
stress and displacement quantities are defined in the polar coordinate system (r, θ) shown in
Figure 2.1.
3.4.2 Closed-form solution of Irwin’s integral
Unlike the VCCT method, which requires element edges to be aligned with the crack and
one node to coincide with the crack tip, direct evaluation of Irwin’s integral with the XFEM
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can be done at any point in the domain. In addition, the integration limits in Eqs. (3.6)
and (3.7) can be directly evaluated without the need for mesh refinement. Hence, no special
assumptions nor special requirements ought to be made.
In this study, three-node linear triangular elements are employed in order to attain a
simple analytical solution of Irwin’s integral for arbitrary crack geometry. We recall the
main derivation steps for this approach [121–123], which assumed straight cracks. How-
ever, curving cracks, for example due to crack propagation, were approximated as piecewise
straight cracks and no rigorous analysis was performed to study their accuracy. While such
modeling approach is valid for small curvatures it is not the case for large curvatures and
coarse meshes, which is the focus of this work.
Figure 3.1 shows a three-node crack tip element containing a curved crack segment de-
noted by the solid red line with its tip marked by a red dot. A tangential extension from the
crack tip at an angle α with respect to x axis is illustrated in the figure. The nodal global
coordinates are xI = {xI , yI}T, I = 1, 2, 3, whereas the crack tip global coordinates are
xt = {xt, yt}T. Since the element is a linear triangular element, the isoparametric mapping
x(ξ, η) can be inverted explicitly as
ξ(x, y) =
(x− x3)(y2 − y3) + (y3 − y)(x2 − x3)
(x1 − x3)(y2 − y3)− (y1 − y3)(x2 − x3)
(3.8)
η(x, y) =
(x− x3)(y1 − y3) + (y3 − y)(x1 − x3)
(x2 − x3)(y1 − y3)− (y2 − y3)(x1 − x3)
(3.9)
Note that the explicit inverse isoparametric mapping enables the analytical derivation of
Irwin’s integral for unstructured triangular meshes, which provide great flexibility for prob-
lems with complicated geometries. Typical triangular shape functions, written in the natural
domain, are
N1(ξ, η) = ξ; N2(ξ, η) = η; N3(ξ, η) = 1− ξ − η (3.10)
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ξ x, y , η x, y  
x ξ,  η ,  y ξ, η  
Figure 3.1: Three-node triangular tip element in the physical domain (x, y) (left) and natural
domain (ξ, η) (right). α is the orientation angle of the tangential extension of the crack
segment (red line) in the physical domain. Note that the crack is assumed to be curved.
The shape functions can be rewritten in terms of local polar coordinates (r, θ) by plugging
the coordinate transformation relations x = xt + r cos(θ + α) and y = yt + r sin(θ + α) into
Eqs. (3.8)-(3.10)
NI(r, θ) = NI(ξt, ηt) + rgI(θ + α), I = 1, 2, 3 (3.11)
where the functions gI are:
g1(θ, α) =
cos(θ + α)(y2 − y3)− sin(θ + α)(x2 − x3)
(x1 − x3)(y2 − y3)− (y1 − y3)(x2 − x3)
(3.12)
g2(θ, α) =
cos(θ + α)(y1 − y3)− sin(θ + α)(x1 − x3)
(x2 − x3)(y1 − y3)− (y2 − y3)(x1 − x3)
(3.13)
g3(θ, α) = −g1(θ, α)− g2(θ, α) (3.14)
To get a close-form expression for Irwin’s integral, the stress distributions and opening
displacements corresponding to each fracture mode should be given in terms of the coefficients
associated with the crack-tip enrichment functions. Here we summarize the key steps of the
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derivations given in Song et al. [123]. The sliding and opening displacement jumps across
the crack Γc are evaluated as the difference between the displacements on the upper Γ
+
c
and lower surface Γ−c of Γc. With the use of the XFEM displacement approximation in Eq.















NI(ξt, ηt) (−b1Ix sinα + b1Iy cosα) +O(r
3
2 ) (3.16)
with ξt = ξ(xt, yt) and ηt = η(xt, yt) the natural coordinates of the crack tip.




























































Note that the aforementioned derivation for the displacement jumps and stresses is performed
in close proximity to the crack tip (r is from 0 to ∆c with ∆c→ +0) so that crack curvature
can be neglected.
Substituting the displacement jumps (3.15), (3.16) and stresses (3.17), (3.18) into Irwin’s
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Once the XFEM discrete system of equations is solved, the decomposed SERRs are directly
obtained and cumbersome post-processing, as in the J-integral method, is alleviated. For
plane stress problems, the corresponding closed-form solutions can be obtained by replacing
E by Ē = E(1 + 2ν)/(1 + ν)2 and ν by ν̄ = ν/(1 + ν).
It is worth noting that although the computed SERRs depend directly only on the DOFs
associated with f1, f2, and f4, the other enrichment functions affect the computations indi-
rectly through the solution of the linear system. Nonetheless, their contribution has been
shown to be important for high convergence rates. The reader is referred to [123] for a
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detailed derivation of of this approach.
Lastly, the SIFs can then be obtained by [34]
KI = ±
√
EGI/κ; KII = ±
√
EGII/κ (3.25)
where κ = 1− ν2 for plane strain and κ = 1 for plane stress. The signs of KI and KII corre-
spond to the signs of the displacement jumps δθ and δr across the crack surface, respectively.
3.5 Computational aspects
3.5.1 Numerical integration of singular functions in tip elements
In order to achieve optimal convergence and increased accuracy, special care should be
taken when integrating the stiffness matrices in the XFEM, in particular when high-order
enrichment functions are employed. Elements enriched with high-order near-tip asymptotic
functions involve kernel functions that are discontinuous across the curved crack and also
contain singular terms of the form O(1/r) and O(1/
√
r). A standard Gauss quadrature rule
that is derived for the integration of polynomials may lead to poor numerical results when
directly applied to such nonpolynomial kernel functions unless a huge number of integration
points are employed [114, 131], which is clearly not efficient.
To this end, the most common element integration method is to subdivide the crack-
tip element into triangular subdomains such that the singularity lies on the vertex of each
triangle, as shown in the first row of Figure 3.2. For each triangle that contains vertex singu-
larity, various mapping approaches in the literature [58, 101, 133, 135–137] can be employed
to transform the integration of the singular kernel function over the triangle to a regular
integration over a square domain, such that the Jacobian of the transformation cancels the
singularity. Among these approaches, the generalized form of the Duffy transformation [135],
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proposed by Mousavi and Sukumar [101], is found to be appealing since it is versatile and
efficient for evaluating integrals of O(1/rϑ) with different singularity exponents ϑ, while
most of the other mapping methods only work well for singular integrands of O(1/r). How-
ever, the generalized Duffy transformation was intended for rectilinear triangles in straight
crack problems and cannot be directly applied to triangular integration domains with curved
boundaries (e.g. Ω1 and Ω4 in Figure 3.2).
In order to extend the applicability of the Duffy transformation to curved cracks, we
propose to first employ a high-order isoparametric transformation to map the curve into a
straight line and then apply the generalized Duffy transformation to integrate the singularity.
The proposed quadrature scheme consists of three steps, illustrated in Figure 3.2 and detailed
as follows.
(1) A high-order isoparametric transformation T1 : ξ(ξ, η) → x(x, y) [138, 139] is used to











Here, NQI are shape functions, xI the nodal coordinates of the curved triangle Ω1 in
physical x, y-space, Jxξ the Jacobian of the mapping T1. As can be seen in Figure 3.2,
the higher-order hypotenuse of the reference triangle is mapped onto the curved crack
whereas the other two sides are kept straight during the mapping. Shape functions NQI
for reference triangles that exhibit quadratic or cubic variation along the hypotenuse
are listed in Appendix A.1. For the applications presented in this study, those elements
yield highly accurate approximation of the crack curvature. Note that the shape func-
tions NQI are used only for quadrature purposes and should not be confused with the
linear shape functions NI (Eq. (3.10)) that approximate the displacement field. For
more general curvilinear triangles with three curved sides, classical 6-node and 9-node
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Affine mapping 𝝃(𝒂) 
Figure 3.2: Quadrature procedures for a tip element containing a curved crack Γc. Red line
represents the discontinuity; • denotes the singular tip node whereas • denotes the other
nodes for the reference triangles; × denotes the quadrature points.
triangular element shape functions can be employed for the isoparametric mapping.
With the high-order isoparametric mapping, the integral I over the curved triangle Ω1
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Here, K(x) is a singular integrand with O(1/rϑ) terms (r is the distance to the singular
vertex).
(2) The second mapping T2 : a(a, b) → ξ(ξ, η) is an affine transformation that translates
the singular vertex to the origin of the a, b-plane:






where Jξa denotes the Jacobian of the mapping T2 and is a constant equal to one.










(3) The last mapping involved is the generalized Duffy transformation T3 : u(u, v) →
a(a, b) from the standard triangle in the a, b-space to a unit square:






where β is a coefficient that was introduced by Mousavi and Sukumar [101] to remove
the possible fractional exponent in the transformed kernel Jau/r
ϑ. The above mapping
transforms the singular vertex (at the origin of the a, b-plane) into a line u = 0, 0 ≤ v ≤
1 in the u, v-space, as shown in Figure 3.2. The Jacobian Jau of the transformation T3
is zero along the side u = 0, which provides a canceling factor to the singular term of
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1/rϑ. For a better understanding of the canceling effect of Jau in curved domains, we
derive in Appendix A.2 the limit of Jau/r
ϑ as a point approaches the singular vertex,
following the expansion method in [140].












Application of the aforementioned three mapping steps yields a smooth transformed
kernel over the unit square which can be integrated with a standard tensor-product Gauss
quadrature rule. The Gauss points determined by the tensor-product rule are then mapped
back onto the curved triangular subdomain. In the physical x, y-space, the quadrature points
xQi and their weights W
Q
i are obtained from those ui and wi of the tensor-product rule over
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As an example, the right column of Figure 3.2 depicts the Gauss point distributions over the
physical and parametric domains for a 4× 4 tensor-product rule.
We validate the accuracy and convergence of the proposed quadrature scheme on a bench-












The integration region A is the triangle shown in Figure 3.3, which consists of two straight
sides x = 1, y = 0 and one parabolic side y = x2. Two different values of the singularity
exponent ϑ are tested: ϑ = 1.5 and 2, with the corresponding transformation coefficient
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β = 2 and 1, respectively. The reference solutions for the two integrals, computed by using
MATLAB with very high accuracy, are I1.5 ≈ 0.61171031 and I2 ≈ 0.91596559.










Figure 3.3: Benchmark problem: integration of 1/rϑ over a curved triangle with ϑ = 1.5 and
2. The singular point is denoted by •.
The integral Iϑ is evaluated by using three different schemes: (1) the generalized Duffy
transformation with high-order isoparametric mapping proposed here (3.31); (2) the standard
triangular integration by Dunavant [141] with high-order isoparametric mapping; (3) the
generalized Duffy transformation with a linear approximation of the curved side, as shown
in Figure 3.3. The relative error using the quadrature schemes (1) and (2) is plotted against
the number of Gauss points (directly related to computational cost) in Figure 3.4a. It is
clear that the proposed quadrature scheme gives superior performance: the accuracy and
convergence rate are much better than the results from the standard Dunavant rule. Figure
3.4b shows the quadrature results when the curved domain is approximated as a rectilinear
triangle. As can be seen, the linear approximation leads to large errors and diverges with
increasing number of Gauss points. This is expected as the exact integral of 1/rϑ over the
rectilinear triangle differs from the benchmark solution. This study implies the importance
of an accurate description of integration region and will also have tremendous effect on the
computation of SIFs using Irwin’s integral method.
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Figure 3.4: Convergence study: (a) comparison between the generalized Duffy transforma-
tion and the standard Dunavant integration over the curved domain; (b) quadrature error
introduced by the linear approximation of the curved domain.
3.5.2 Definition of polar coordinate θ in the enrichment functions
The high-order enrichment functions (3.1)-(3.4) are derived from the asymptotic displace-
ment field for straight cracks in terms of polar coordinates (r, θ). For curved crack appli-
cations, computing θ from a local Cartesian coordinate system with origin at the crack tip
(see Figure 3.5a) would introduce a mismatch between the enrichment discontinuity (dashed
blue line in Figure 3.5a) and the actual one with curvature (red line in Figure 3.5a). In other
words, the jump of θ from −π to π, determined in the local Cartesian coordinate system,
renders branch functions
√
r sin(θ/2) and r3/2 sin(θ/2) to be discontinuous on a straight seg-
ment rather than the real crack surface (see Figure 3.5). Such inconsistency may severely
impair the accuracy and convergence of the XFEM.
Therefore, in order to use the enrichment for cracks with arbitrary geometries, the polar
coordinate θ(x) = arctan(φ(x)/ψ(x)) should be determined in a curvilinear coordinate
system that satisfies two conditions: (1) θ takes the values π on the upper surface Γ+c or −π















Figure 3.5: Inappropriate definition of θ in a local Cartesian coordinate system: (a) schematic
illustration of the definition; (b) absolute value of polar coordinate θ (normalized by π).
a Cartesian reference system in case of straight cracks. To fulfill both conditions, φ should
be zero on the crack Γc as well as its tangential extension Γce (see Figure 3.5a). To this end,
it is natural to use the signed-distance function to the crack as φ(x), which reads [75]
φ(x) = sign
(





with n+ the outward normal to the crack surface and ‖ · ‖ the Euclidean norm. Following
[142], ψ(x) is constructed to satisfy condition (2)
ψ = sign (t · (x− xt))
√
r2 − φ2 (3.35)
where t is the unit vector tangent to the crack at the crack tip, pointing toward its exterior.
Note that in this study the values of φ(x) and ψ(x) are evaluated directly from the analytical
expressions for the studied crack geometries. Contour plots of φ(x) and ψ(x) along with the
absolute value of polar coordinate θ(x) are depicted in Figure 3.6 as an example of circular
arc crack. As can be seen, the enrichment discontinuity where θ jumps from −π to +π
matches the true crack surface. It should be noted that other definitions that satisfy the
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aforementioned conditions are also available in the literature, e.g. the analytic continuation
of the complex argument function proposed in [127].
(a) (b) (c)
Figure 3.6: Contour plots for a circular arc crack (denoted by red lines): (a) signed-distance
function φ(x); (b) ψ(x); (c) absolute value of polar coordinate θ (normalized by π).
3.5.3 Enrichment scheme
Two schemes have been widely used in the literature [133, 143] for the near-tip enrichment,
so called topological and geometrical enrichments. In topological enrichments, only one layer
of elements in the vicinity of the crack tip is enriched (see Figure 3.7a), while in geometrical
enrichment a predefined area around the crack tip is enriched regardless of the mesh size
(see Figure 3.7c). While geometrical enrichment provides an optimal convergence rate, its
combination with high-order branch functions leads to problematic ill-conditioning of the
system matrices for fine meshes. Hence, a topological enrichment scheme was employed in
our previous work for straight cracks [121, 122].
One drawback of a topological enrichment is that the accuracy of resulting SIFs is some-
what sensitive to the crack tip position within the element. To remedy this issue, in this
study we enrich a second layer of elements around the tip element, as illustrated in Figure
3.7b. For a single-layer enrichment scheme, the nodes of the tip element directly share the




Figure 3.7: Near-tip enrichment schemes: (a) topological enrichment; (b) two layers of tip
enriched elements; (c) geometrical enrichment where all nodes inside the dashed circle are
enriched with branch functions. The red lines indicate the crack. Nodes enriched with branch
functions are denoted by red squares whereas Heaviside-enriched nodes are denoted by blue
circles.
to poor accuracy of SIFs [119]. On the other hand, a second layer enrichment pushes the
blending elements further away from the tip but doesn’t significantly affect conditioning of
the matrix and hence more accurate results may be obtained.
A preliminary study on the effect of a second layer of enriched elements for straight
cracks with respect to this method was recently studied in [123]. Although it was shown
that this enrichment strategy leads to more accurate results, the improvement in accuracy
is not pronounced. Even without additional enriched elements, accurate SIFs can still be
acquired for straight cracks. For the more challenging curved cracks cases, such enrichment
strategy is necessary. We have experimented with the various enrichment schemes options
and found the second enrichment layer to be ideal for the Irwin integral approach studied in
this paper. This point will be further elaborated in Section 3.6.
3.6 Numerical examples
In this section, numerical examples involving various curved crack configurations are pre-
sented to demonstrate the accuracy and convergence of the XFEM together with Irwin’s
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integral for direct extraction of SIFs. Two-layer enrichment scheme is used in all analyses,
unless otherwise specified. Plane strain conditions are assumed for all examples. The mate-
rial is homogeneous and isotropic with Young’s modulus selected as E = 107 and Poisson’s
ratio ν = 0.3. A sparse direct solver based on Cholesky factorization is employed for the
solution of the resulting systems of equations.
3.6.1 Circular arc crack under biaxial tension
The first benchmark example studied in this section is that of an infinite plate with a
circular arc crack subject to uniform far-field biaxial tension σxx = σyy = σ0, τxy = 0. This
problem has been studied extensively in the literature to examine the accuracy of different
SIF extraction methods [95, 119, 125, 127]. The geometry of the circular arc crack is defined
by the radius R and the central angle 2β, as depicted in Figure 3.8a. The exact solution for













































sin(3β/2) + τxy[cos(3β/2) + cos(β/2) sin
2(β/2)]
} (3.37)
where a = R sin(β) is the half of the chord length.
A finite domain with a width w = 2a and a height h = 4a is considered for the XFEM
analyses, as illustrated in Figure 3.8a. In order to satisfy the infinite domain assumption,
the exact displacements from the analytical solution of Muskhelishvili [145] to this problem

















Figure 3.8: A plate with a circular arc crack under uniform biaxial tension loading σ0: (a)
geometry and boundary conditions; (b) a representative finite element mesh with 10 × 20
nodes using topological enrichment. The crack is shown as red line. Tip-enriched nodes are
indicated by red squares whereas blue circles denote Heaviside-enriched nodes.
σ0 = 1.
A series of uniform triangular meshes with different levels of refinement is used to dis-
cretize the domain. The sequence of mesh size he along each direction is selected such
that 2a/he = {9, 19, 39, 79, 119}. Figure 3.8b depicts a representative finite element mesh
consisting of 10× 20 nodes.
3.6.1.1 Global error
A convergence study is first performed in terms of the following two error norms:
energy norm : ‖ue − uh‖E =
√√√√∫
Ω
(εe − εh)TC(εe − εh) dΩ (3.38)
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L2 norm : ‖ue − uh‖L2 =
√√√√∫
Ω
(ue − uh)T(ue − uh) dΩ (3.39)
where ue and εe are the displacements and strains obtained from the analytical solution
derived in [145], and uh and εh are the corresponding numerical values.
The relative errors in energy and L2 norms, defined as ‖ue − uh‖E/‖ue‖E and ‖ue −
uh‖L2/‖ue‖L2 , respectively, are depicted in Figure 3.9 against the inverse of element size
(1/he) on a logarithmic scale. The order of enrichment functions is gradually increased so




















































Figure 3.9: Circular arc crack problem. Convergence of error in (a) energy norm; (b) L2
norm. s denotes the slope of the segment between the last two data points.
For all examined combinations of enrichment functions, applying two-layer enrichment
scheme is observed to give convergence rates of approximately 0.5 and 1.0 for stresses and
displacements, respectively. This is anticipated since optimal convergence rate can only
be achieved by using geometrical enrichment scheme [133]. While the convergence rates of
error norms are barely changed, the addition of high-order enrichment functions leads to a
significant error reduction, up to 32% and 51% in the energy and L2 norms, respectively.
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Note that the improvement of accuracy is mainly due to enrichment functions F2H and F
3
H.
More specifically, the convergence curves with and without enrichment F4H almost coincide
with each other.
3.6.1.2 Conditioning
In Figure 3.10, the condition numbers of the system matrices are plotted as a function of
1/he, for different orders of enrichment functions. As can be seen, the enrichment functions
F3H and F
4
H not only increase the condition number but also its rate of increase with respect to
1/he. This is due to two reasons: (1) the incorporation of high-order enrichment would bring
about more linearly dependent enriched basis functions (NIfα); (2) high-order enrichment
functions can be approximated by the polynomial FE shape functions much faster than the
classical
√

























Figure 3.10: Circular arc crack problem. Condition numbers of the system matrices versus
1/he. s denotes the slope of the segment between the last two data points.
Despite the observed deterioration in conditioning, the maximum condition number en-
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countered in all analyses is around 1014, which remains within reasonable values for the
adopted direct solver. Since the major focus of the current paper is on Irwin’s integral
and the conditioning is reasonable, no treatment for the conditioning is taken in this paper,
although many remedies have been proposed such as DOF gathering [133, 146], vectorial
enrichment [147], or the combination of both [148].
3.6.1.3 Stress intensity factors
The convergence of the method of Irwin’s integral to the analytical SIFs is investigated in
this section. Here we consider all enrichment terms F1H to F
4
H as given in Eqs. (3.1)-(3.4).
The center point of the circular arc is slightly adjusted for each mesh so as to keep the crack
tip approximately at the center of the element. The corresponding results of nondimensional
SIFs FI = KI/K
e
I and FII = KII/K
e
II are reported in Table 3.1. In addition, the results
obtained from the single-layer enrichment scheme are also presented for comparison. In
Figure 3.11, the relative error of the SIFs, obtained from Irwin’s integral, is plotted with
respect to the inverse of element size (1/he), for both the single- and two-layer enrichment
schemes.
Table 3.1: Results for normalized SIFs of the circular arc crack problem, using different
enrichment schemes
Mesh size Single enrichment layer Two enrichment layers
2a/he No. of DOFs FI FII No. of DOFs FI FII
9 514 1.02727 0.95399 744 1.00795 1.01651
19 1754 1.02015 0.94225 1984 1.00167 1.00976
39 6634 1.01810 0.93604 6864 1.00057 1.00469
79 25994 1.01714 0.93295 26224 1.00013 1.00189
119 58154 1.01678 0.93194 58384 1.00008 1.00135
It can be seen that two-layer enrichment scheme results in SIFs that agree well with the
analytical solution for both fracture modes. Results with striking accuracy are obtained


























Figure 3.11: Convergence results of SIFs for the circular arc crack problem
104 DOFs for Mode I and II SIFs, respectively. From Figure 3.11 we observe that when
applying two-layer enrichment scheme, the SIF error from Irwin’s integral converges with
an order close to O(he) for both fracture modes. It should be noted that although the SIF
extraction methods [95, 118, 119, 123, 148] directly based on the coefficients of enrichment
functions removes the need for additional post-processing, these methods do not possess
the superconvergent property of the interaction integral method [149], which was proved to
duplicate the convergence rate of stresses for the SIFs [47].
On the other hand, although single-layer enrichment provides a satisfactory estimation of
mode I SIF, the computed KII converges to some point much lower than the exact solution,
with a relative error of 7% for the finest mesh. This corresponds to the divergence behavior
shown in Figure 3.11. We believe that the accuracy deterioration is from the incomplete
enrichment in blending elements. Considering the accurate results we obtained for straight
cracks using a single-layer enrichment [121, 122], the direct evaluation of Irwin’s integral
seems to be more sensitive to the blending issue in case of curved cracks. Hence, the use of
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a two-layer enrichment is suggested for curved cracks, which pushes the blending elements
further away from the tip and seems to alleviate the issues associated with blending elements.
We also note that other blending correction techniques [150, 151] can be used to improve
the accuracy.
3.6.2 Parabolic arc crack under uniaxial tension
In the second example, the SIFs are computed by the proposed method for cracks with
parabolic arc geometry (x2 = 4Ay with |x| ≤ a) in an infinite plate. A uniaxial tensile
loading σ0 is applied remotely along the y-direction. The geometry of the parabolic arc
cracks is characterized by the focus of the parabola (0, A) and the arc width 2a, as shown





















β=0° β=10° β=20° β=30° β=40°
β=50° β=60° β=70° β=80° β=90°
(b)
Figure 3.12: Parabolic arc cracks under uniaxial loading in opposite direction: (a) geometry
and boundary conditions; (b) studied parabolic arc cracks.
In these studies, the half width and far-field tension are set as a = 0.05 and σ0 = 1. Ten
parabolic arc crack configurations, with the angle β varied from 0◦ to 90◦ in an increment
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of 10◦ (see Figure 3.12b), are analyzed in order to examine the performance of the proposed
method for curved cracks with a wide range of curvatures. Note that no analytical solution is
available for the displacement field or SIFs. The reference solutions for SIFs are taken from
Narendran and Cleary [3] for comparison and accuracy assessment. These were computed
numerically using a surface integral approach and a discrete piecewise linear representation
of the parabolic arcs.
In our analysis, the domain is chosen to be [0, 0.5] × [−0.5, 0.5] given the symmetry of
the problem, with dimensions that are large in comparison with the crack size. A uniform













The numerical results for the normalized SIFs FI and FII, as compared with the reference
solutions, are reported in Table 3.2 and presented in Figure 3.13. In addition, the condition
numbers of the system, which are in the range of 1.7 × 1013 to 2.6 × 1013, are reported in
Table 3.2.
Table 3.2: Normalized stress intensity factors for the parabolic arc cracks with different
angles β.
Angle Focus Condition Irwin’s integral Reference solution [3]
β (◦) A Number FI FII FI FII
0 ∞ 1.82× 1013 0.995 0.001 1.000 0.000
10 0.286 1.77× 1013 0.985 0.088 0.988 0.091
20 0.142 2.39× 1013 0.966 0.172 0.968 0.174
30 0.093 1.69× 1013 0.937 0.252 0.935 0.253
40 0.069 2.58× 1013 0.893 0.331 0.891 0.333
50 0.054 2.26× 1013 0.845 0.403 0.839 0.403
60 0.043 2.39× 1013 0.777 0.472 0.777 0.472
70 0.036 1.95× 1013 0.715 0.525 0.706 0.533
80 0.030 2.36× 1013 0.622 0.579 0.628 0.585
90 0.025 1.94× 1013 0.555 0.615 0.541 0.621
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Figure 3.13: Normalized SIFs FI and FII for parabolic arc crack example as function of
angle β. Reference results from [3] are indicated by dashed lines while computed results are
represented by solid lines with dot markers.
One can observe that the results from the direct evaluation of Irwin’s integral are in
excellent agreement with the reference solutions for all values of the angle β. For β = 0◦,
the parabolic arc crack degrades to a centered straight crack with the values of normalized
SIFs known exactly as FI = 1 and FII = 0. The error of the proposed method using two
layers of tip enriched elements is 0.5% for FI and 0.1% for FII. It also bears emphasis that
these results are quite accurate given the relatively coarse discretization employed (the ratio
of crack width a to element size h is about 4).
3.6.3 Two circular arc cracks approaching each other
In cases that two cracks approach each other or several crack tips lie within a close distance to
one another, a J-integral path employed to extract SIFs of a given crack, must not cross other
cracks [92]. In other words, the mesh between cracks in close proximity must be sufficiently
fine and must further be refined when the cracks get closer. However, the proposed method
on the basis of Irwin’s integral does not require a finite integration domain and hence accurate
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results can be obtained in such cases without excessive refinement.
To illustrate this advantage of the proposed method for curved crack modeling, we con-
sider an example in which an infinite plate containing two circular arc cracks that are on the
same circle (with a radius of R = 1) and getting closer to each other. Figure 3.14a shows
the schematics of the problem. This is a challenging problem that involves mixed-mode





















Figure 3.14: Two circular arc cracks on the same circle under biaxial tension: (a) geometry
and boundary conditions; (b) zoomed view of the finite element mesh in the vicinity of the
crack tips B and C. Cracks are indicated by the red lines. Green and blue circles represent
Heaviside-enriched nodes that correspond to cracks AB and CD, respectively. Green and blue
squares mark tip B and C enriched nodes, respectively. Red diamonds denote tip-enriched
nodes that consist of two branch enrichment sets for the tips B and C.
The plate is subjected to remote biaxial tension σ0 = 1. The two circular arc cracks, with
crack tips A, B and C, D, respectively, are symmetric with respect to the y-axis. The center
angle of each arc is 2β. As β approaches γ, the distance L between two crack tips B and C
tends to zero. In this study we take the value of γ as π/6. The reference solution of SIFs to
this problem can be found in [4], in which singular integral equations were formulated using
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a complex potential method and then solved numerically to get the SIFs.
The modeled domain for XFEM analyses is taken to be [−5, 5] × [−5, 5], which is suffi-
ciently large to represent an infinite domain. A fixed uniform and structured triangular mesh
with 200×200 nodes is used to discretize the domain. A zoomed view of the FE mesh in the
vicinity of the two tips B and C is shown in Figure 3.14b. Note that due to the proximity
of the two crack tips, some tip-enriched nodes (marked as red diamonds) bear two branch
function sets for the tips B and C. The SIFs are computed using the proposed method for
cases with the ratio of β to γ varied from 0.2 to 0.9. Accordingly, the mesh density L/h
between the two tips B and C in proximity is gradually reduced, as summarized in Table
3.3. The SIFs KIA, KIIA for tip A and KIB, KIIB for tip B are normalized as
KIA = FIAσ0
√









and reported in Table 3.3. The SIFs for the other two crack tips C and D can be obtained
readily from the results for A, B by using the symmetry of the problem. Figure 3.15 depicts
Table 3.3: Results for normalized SIFs of two tips A and B as two circular arc cracks
approach each other.
β/γ 0.2 0.3 0.4 0.5 0.6 0.7 0.75 0.8 0.85 0.9
L/h 16 14 12 10 8 6 5 4 3 2
FIA 0.989 0.987 0.981 0.973 0.960 0.944 0.936 0.930 0.917 0.911
FIIA -0.055 -0.085 -0.120 -0.156 -0.194 -0.235 -0.257 -0.274 -0.305 -0.328
FIB 0.990 0.989 0.986 0.992 1.013 1.043 1.063 1.116 1.154 1.258
FIIB 0.051 0.067 0.084 0.089 0.096 0.103 0.096 0.101 0.094 0.085
the comparison of SIF results from Irwin’s integral with the reference solution [4]. As can be
clearly seen from Figure 3.15, the proposed method gives consistently accurate estimation of
SIFs for individual fracture modes, even when the two crack tips are in adjacent elements.
This pretty strong result highlights the advantage of the proposed SIF extraction method
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over the J-integral type methods. For all cases examined, the condition numbers resulting
from the high-order enrichment functions are approximately on the order of 1014.
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Figure 3.15: Comparison of the computed nondimensional SIFs with reference solutions [4]
for two tips of the left circular arc crack: (a) mode I FI; (b) mode II FII.
3.7 Concluding remarks
This chapter presents an important extension of our previous work on extraction of mixed-
mode SIFs for straight cracks using Irwin’s integral and XFEM with high-order enrichment
functions, to more general curved crack problems. While high-order enrichment functions
are obtained from the Williams asymptotic solution of straight cracks, this study verifies that
with an appropriate definition of the angle in the enrichment functions, those functions are
also applicable to curved cracks. Furthermore, an explicit representation of crack geometry
allows for accurate curvature modeling within linear triangular elements but also necessitates
special quadrature schemes. To this end we construct a high-order isoparametric mapping
to handle crack curvature together with a generalized Duffy transformation for accurate
integration of singular fields in tip elements.
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The approach is validated on a few benchmark examples and accurate results are demon-
strated. In particular we find that this method
• gives strikingly accurate SIFs even on coarse meshes and the error in SIFs decreases
in a rate close to O(he) for circular arc crack problem.
• converges for cracks with a wide curvature range.
• is able to resolve accurately SIFs of curved cracks in close proximity to each other,
thus can potentially handle crack branching and coalescence.
• works well without any special modifications, as opposed to J-integral type methods
that require appropriate auxiliary fields for mode splitting.
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Material-dependent enrichment functions for
bimaterial interface cracks
A novel set of first order enrichment functions with strong material dependence is proposed in
this chapter for linear elastic fracture analysis of interface cracks in bimaterials. The motiva-
tion for the new enrichment set stems from the revelation that the accuracy and conditioning
of the widely accepted 12-fold bimaterial enrichment functions [94] significantly deteriorates
with the increase in material mismatch. The inputs from the co-author of the paper (Wang
and Waisman [152]) from which this chapter is reproduced are gratefully acknowledged.
4.1 Introduction
The theoretical foundation for linear elastic interface fracture mechanics was laid down by
the work of Williams [103], in which an asymptotic analysis was performed to show that the
displacements u and stresses σ oscillate around the interface crack tip. More specifically,
u ∼ r0.5+iε and σ ∼ r−0.5+iε, with r being the radial distance from the crack tip and ε a
material-dependent oscillation index that will be elaborated later. Several other studies such
as Rice and Sih [104], England [153], and Erdogan [154] followed and an extensive review of
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these developments can be found in [155].
The 12-fold enrichment functions F1S (2.28) by Sukumar et al. [94] are specifically de-
rived for bimaterials and thus lead to better results than the classical 4-fold ones F1H (2.27)
when modeling interface crack problems. However, the applications of the 12-fold bima-
terial enrichment functions are somewhat limited since these enrichment functions require
more degrees of freedom (DOFs) and most often yield worse conditioning of the algebraic
system than the approximate 4-fold ones, especially in three-dimensional cases. There is
some confusion as to whether it is necessary to use the 12-fold bimaterial enrichment for
interface cracks: some XFEM studies [98, 108, 109, 156] adopted the bimaterial enrichment
functions whereas others [93, 157, 158] stick with the approximate 4-fold ones. Huynh and
Belytschko [107] studied interface fracture in composite materials using both types of enrich-
ment functions and found that less but still good accuracy can be obtained with the 4-fold
homogeneous enrichment. Nevertheless, this observation was based on specific meshes and
limited material mismatch combinations, and an in-depth comparative study is still lacking.
In this chapter, we first reveal the pathological accuracy deterioration of the XFEM
when using the 12-fold bimaterial enrichment functions for modeling interfacial cracks. This
anomaly is especially pronounced when the material modulus mismatch is large. As a rem-
edy, we propose to incorporate more material constants other than the oscillation index ε
into bimaterial enrichment functions, which to our knowledge is a novel idea. Along this line,
a new set of bimaterial enrichment functions is derived based on the leading terms (
√
r) of
the asymptotic displacement field for interface cracks. In contrast to the 12-fold enrichment
functions, the new enrichment functions fully account for the effect of material properties,
enabling a more precise representation of the displacement field, especially in the presence
of large modulus mismatch. Furthermore, the new enrichment functions are only 8-fold, and
therefore less DOFs are required than for the 12-fold enrichment functions. More impor-
tantly, the reduced number of enrichment functions also alleviates the linear dependence of
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the XFEM basis functions, thus leading to significantly lower condition number than the
12-fold ones. Based on two benchmark examples, a comparative study investigating the
accuracy, convergence, and conditioning of different enrichment functions (classical 4-fold,
12-fold and new 8-fold) is presented and discussed.
The remainder of this chapter is organized as follows. The modeling aspects of the XFEM,
including the quadrature of the weak form and enrichment schemes, are detailed in Section
4.2. In Section 4.3, the performance of the 12-fold enrichment functions is investigated for a
wide range of modulus mismatch ratios. Section 4.4 discusses the reason for the anomalous
deterioration of accuracy, followed by the proposal of the new material-dependent 8-fold
enrichment functions. Numerical examples are given in Section 4.5. Section 4.6 concludes
with some final remarks.
4.2 Modeling aspects
In the present chapter, linear triangular elements are used for all numerical examples. Meshes
that conform to the interface are used in order to avoid the need for additional weak discon-
tinuity enrichment [150, 159] along the perfectly bonded bimaterial interface and thus the
potential effect of this type of enrichment on the convergence property. Due to the presence
of singular kernel functions, special care should be taken when integrating the XFEM weak
form so that optimal convergence and increased accuracy can be achieved. The generalized
Duffy transformation [101] with a 15× 15 tensor-product rule is used for the elements in the
immediate surrounding of the crack tip (one layer of elements). A 25-point Gauss quadrature
rule by Dunavant [141] is used for the elements with near-tip enrichment but not containing
the crack tip, whereas a 3-point Gauss quadrature rule is adopted for the remaining elements.
A sparse direct solver based on Cholesky factorization is employed for the solution of the
resulting system of equations.
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As illustrated in Fig. 4.1, two kinds of schemes are adopted in this chapter for the near-
tip enrichment: geometrical enrichment [133, 143] where all nodes within a fixed distance re
from the crack tip are enriched (shown on the left); and topological enrichment with only
one layer of elements in the vicinity of the crack tip being enriched (shown on the right).






Material 1  
Figure 4.1: Enriched nodes for a bimaterial interface crack with two tips. Nodes enriched
with branch functions (ST ) are denoted by red filled squares whereas Heaviside-enriched
nodes (SH) are denoted by blue open circles. The enrichment schemes for the left and right
crack tips correspond to geometrical and topological enrichment, respectively.
4.3 Anomalous XFEM results for interface cracks
In this section, we investigate the performance of the XFEM by considering an edge interface
crack between two dissimilar isotropic elastic layers, as shown in Figure 4.2a. The dimension
of this square bimaterial plate is L = 10 and the crack length is a = 5. Poisson’s ratios are
selected to be ν1 = ν2 = 0.3 and plane strain conditions are assumed. E2 for the lower plane
is fixed at 107 whereas E1 for the upper plane is increased from 10
−2 to 106 by a factor of
10, such that nine different mismatch ratios of Young’s moduli Er = E2/E1 are examined.
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 Crack Γ𝑐 
L/2 
(a) (b)
Figure 4.2: (a) A bimaterial plate with an edge interface crack Γc, with analytical near-tip
displacement field prescribed on the boundary; (b) the finite element mesh with 11 × 11
nodes. The crack and interface are shown as red solid and dashed lines, respectively. Tip-
enriched nodes are indicated by red squares whereas blue circles denote Heaviside-enriched
nodes.
The exact displacements corresponding to the near-tip asymptotic solution for bimaterial
interface crack problems given in (2.4), with the SIFs K1 = K2 = 10
−3E1, are imposed on
the boundary. Note that the purpose of scaling the SIFs K1 and K2 with the Young’s
modulus of material 1 is to generate roughly the same displacement on the upper half-plane
for all material mismatch combinations, and thus to facilitate the comparisons afterwards.
The bimaterial domain is discretized using a uniform triangular mesh with 11 × 11 nodes
with element spacing of he = L/10, as shown in Figure 4.2b. The numerical simulations are
performed using the XFEM with the 12-fold branch functions in (2.28) and also the standard
FEM with double nodes at the crack surface for comparison. For XFEM simulations, one
layer of elements around the crack tip, as indicated on the mesh (Figure 4.2b), is enriched
with branch functions.
To get insight into the effect of the material mismatch on the modeling accuracy, we
compare in Figure 4.3 the deformed configuration obtained from the XFEM with the ana-
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lytical solution, for three representative E1 (100, 0.1, and 0.01). Moreover, the displacement
error in the L2-norm is computed at the local level, i.e. each material point, and Figure 4.4
depicts the distribution of the corresponding displacement error on the deformed shapes. As
can be seen, the discrepancy between XFEM and exact solutions grows significantly as the
modulus ratio Er is increased. The displacement error mainly arises in the region enriched
by the branch functions (i.e., near-tip zone). In particular, for a very compliant material 1,
the crack opening is poorly modeled by the XFEM, clearly showing significant error (Figure
4.3c).
(a) E1 = 100, Er = 10
5 (b) E1 = 0.1, Er = 10
8 (c) E1 = 0.01, Er = 10
9
Figure 4.3: Edge interface crack problem. Comparison of deformed configuration between
the analytical solution (blue lines) and XFEM results (red lines) using the 12-fold branch
functions F1S in Eq. (2.28). The deformation is scaled by a factor of 450 for visualization
purpose.












where u and ε respectively denote the displacement and strain fields; the superscripts e
and h refer to the exact and numerical solutions, respectively; C is the elasticity matrix
that relates the strains with the stresses. The above error metric is evaluated for both the
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0 1 2 3 4 5
#10-4
(a) E1 = 100, Er = 10
5 (b) E1 = 0.1, Er = 10
8 (c) E1 = 0.01, Er = 10
9
Figure 4.4: Edge interface crack problem. Distribution of the displacement error in L2-norm
for XFEM analysis using the 12-fold branch functions F1S. An amplifying factor of 450, same
with Figure 4.3, is applied to the deformed shapes.
XFEM and standard FEM solutions, and plotted in Figure 4.5a against the modulus ratio
Er. As can be seen, the relative error resulting from the XFEM increases considerably as
the difference between the upper and lower material properties becomes larger, whereas the
error remains nearly the same for standard FEM with double nodes. In cases of Er = 10
8
and 109, the XFEM results are even worth than those of standard FEM, indicating that the
adopted crack-tip enrichment functions (2.28) does not help improve the accuracy.
Apart from the error in energy norm, we are also concerned with the accuracy of the
calculated stress intensity factors (SIFs) K1, K2 and strain energy release rate (SERR) G.
The domain form of the J-integral [52] and its variant interaction integral [48, 53, 54] are
adopted here for the computation of the SERR and individual SIFs. A brief description of
the bimaterial J-integral approach is given in Appendix B.1. The integral domain is taken
as a circular patch centered at the crack tip with a radius of 0.3L. Figure 4.5b shows the
relative error |(Ki −Kei )/Kei | (i = 1, 2) in SIFs versus the modulus ratio Er, with the exact
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Figure 4.5: Edge interface crack problem. Variation of error from the FEM and XFEM
using the 12-fold enrichment F1S (2.28) with respect to the ratio of Young’s moduli E2/E1:
(a) relative error in energy norm; (b) relative error in SIFs.
SIFs Kei = 10
−3E1. It is clear that the variation of SIF error follows a similar trend as that
observed in Figure 4.5a for the error in energy norm. In addition, it should be noted that
the XFEM leads to less accurate K1 than K2. Particularly, the relative error of K1 is over
20% when the modulus mismatch across the interface is very high. On the other hand, the
individual SIFs K1 and K2 from the standard FEM have almost identical accuracy (an error
of about 7%) for all material mismatch cases examined.
4.4 Discussion and new crack-tip enrichment functions
4.4.1 Discussions on 12-fold enrichment functions
For all mismatch cases examined in Section 4.3, the condition numbers of the system matrices
are below 1014 after scaling, which remains within reasonable values for the direct solver
employed. Therefore, round-off errors in the solution of the discrete systems can be ruled
out as the major reason for the accuracy deterioration observed in the preceding example.
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For bimaterial interface crack problems, three important features are associated with the
displacement field: (1) oscillating singularity (
√
r cos(ε log r̃),
√
r sin(ε log r̃)) in the vicinity
of the crack tip; (2) displacement jump across the crack; and (3) discontinuous displacement
gradients across the material interface. While the 12-fold bimaterial enrichment functions
F1S by Sukumar et al. [94] can capture the singular nature of the displacement field, we will
show in this subsection that the last two features are not well resolved by the enrichment
functions.
From the near-tip asymptotic solution (2.4)-(2.14), one may derive the
√
r cos(ε log r̃)
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− K1 + 2εK2
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r cos(ε log r̃) on Γ−c
(4.2)
On the other hand, the 12-fold enrichment functions (2.28) provide the following two sets of
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r cos(ε log r̃) on Γ+c
−e−επ
√
r cos(ε log r̃) on Γ−c
(4.3)
The first coefficient (K1 + 2εK2)/[2
√
2π(1 + 4ε2) cos(πε)] in the analytical solution (4.2)
takes the same value in the whole domain and thus can be dropped when constructing the
enrichment functions. However, it is not so for the second coefficient (1 + κ)/µ, which
strongly depends on the material properties and implies displacement values that may differ
by several orders of magnitude for the upper and lower planes.
Unlike the analytical solution, the only material-dependent constant included in the en-
richment bases (4.3) is the oscillation index ε. It ranges from 0.076 to 0.094 as E1 is varied
from 106 to 10−2, which is insensitive to the change of material properties. In the absence
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of the strongly material-dependent coefficient (1 + κ)/µ, the enrichment bases (4.3) are ap-
parently not rich enough to reproduce exactly the physical opening displacement (4.2). This
explains the observed accuracy deterioration (locking) of the XFEM as the material mis-
match increases. In Figure 4.6a, we depict the values of the discontinuous angular functions
in the 12-fold enrichment F1S (2.28) versus the polar coordinate θ for two representative E1
(104 and 105). As can be seen, the 12-fold enrichment functions fail to capture the effect of
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Figure 4.6: Angular functions in the 12-fold enrichment (2.28) showing (a) discontinuous
values (insensitive to material constants) across the crack (b) continuous (incorrect) gradients
across the bonded material interface.
Furthermore, the material constants are also the source of weak discontinuities in the
analytical angular functions (2.7)-(2.10). In Figure 4.6b, the angular functions arising in the
12-fold enrichment are depicted against the polar coordinate θ for a modulus ratio of Er =
103. As can be seen, without including the material constants whose values differ for the lower
and upper planes, not only the enrichment functions themselves but also their derivatives are
continuous across the bonded material interface. Therefore the 12-fold enrichment functions
cannot represent correctly the behavior of bimaterial interface. It should be noted that this
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deficiency of the 12-fold enrichment functions is not manifested in the preceding example
since the adopted conforming meshes resolve the discontinuous displacement gradients. If
a nonconforming mesh is used instead, the 12-fold enrichment functions are anticipated to
produce pathological numerical results around the material interface.
4.4.2 Proposed 8-fold enrichment functions
The preceding analysis highlights the importance of encapsulating the material constants
in the bimaterial enrichment functions. However, it is problematic to directly multiply the
12-fold enrichment functions F1S with the material constants κ/µ. Taking the enrichment
function κ
√
r cos(ε log r̃)eεθ cos θ
2
/µ for example, it could result in discontinuous displace-
ments across the weak discontinuity (θ = 0) due to κ1/µ1 6= κ2/µ2.
To this end, we propose the following 8-fold material-dependent crack-tip enrichment
functions F1M, which combine e


























































For the upper half-plane Π = π, µ = µ1, κ = κ1, whereas Π = −π, µ = µ2, κ = κ2
for the lower one. The subscript “M” indicates the strong material dependence of the new
enrichment set. The polar derivatives of the enrichment functions are provided in Appendix
B.2.
Note that the proposed condensation is indispensable for the enforcement of the conti-
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nuity condition across the bonded material interface (θ = 0). With the definition (2.5) of
the oscillation index ε, it is clear that (eεπ − κ1e−επ)/µ1 = (e−επ − κ2eεπ)/µ2 and thus the
enrichment function with cos θ
2
is single-valued on the weak discontinuity. Moreover, the
proposed condensation can also reduce the total number of DOFs and more importantly
the condition number of the resulting XFEM system. This point will be elaborated later in
Section 4.5. In Figure 4.7, we illustrate the performance of the angular functions in the new
8-fold enrichment F1M when θ is across the strong and weak discontinuities. As can be seen,
the new 8-fold enrichment functions lead to material-dependent displacement jumps at the
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(b)
Figure 4.7: Angular functions in the new 8-fold enrichment (4.4) showing (a) discontinuous
and also material-dependent values across the crack (b) discontinuous (correct) gradients
across the bonded material interface.
Due to the presence of material properties (shear moduli µ1, µ2) in the new crack-
tip enrichment functions, a difference of several orders of magnitude may arise between
the standard shape functions NI and the enriched ones NIfα in the XFEM displacement
approximation (2.25). Such a large difference may lead to an ill-conditioned global stiffness
matrix. To alleviate this problem, a positive factor λ that scales the enrichment functions
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is introduced in (4.4) so as to control the maximum magnitude difference between the two
coefficients λ/µ1, λ/µ2 and unity (interpreted as the enrichment function for the standard
term uhstd).
To this end and inspired by [160], we formulate the following optimization problem to
center the two scaled coefficient λ/µ1, λ/µ2 around unity on a logarithmic scale:




is minimized. Since the objective function D(λ) is quadratic and has no maximum, the















Then we get a scaling factor of λ =
√
µ1µ2, with which the highest magnitude difference
between λ/µ1, λ/µ2 and unity is minimized. The performance of the scaling factor shall be
validated in Sec. 4.5.
4.5 Numerical examples
This section presents an in-depth performance analysis of the newly proposed crack-tip
enrichment functions for bimaterial interface fracture. Two numerical examples with known
exact solutions are solved comparing various sets of enrichment functions, including the
new 8-fold F1M (4.4), 12-fold F
1
S (2.28) proposed by Sukumar et al. [94], and the classical
4-fold F1H (2.27)which are derived for homogeneous crack [76] but have also been used for
bimaterials. The accuracy, convergence, and conditioning of each set of enrichment functions
are investigated for both topological and geometrical enrichment strategies, as well as for
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different material mismatch combinations.
4.5.1 Edge-cracked bimaterial plate
The first benchmark example is identical to the one presented in Sec. 4.3. More specifically,
we consider the problem of an edge interface crack in a bimaterial plate, with the near-tip
asymptotic displacement field (2.4) the exact solution prescribed in the whole domain.
First, we demonstrate that the XFEM with the proposed 8-fold enrichment functions
yields accurate displacement fields when applied to the edge interface crack problem. For
this example we consider an element size of he = L/10 and the enrichment scheme shown in
Figure 4.2b. It is found that the 8-fold enrichment functions consistently lead to accurate
results for a broad range of material modulus mismatch ratio Er = E2/E1 from 10 to
109. Figure 4.8 depicts the resulting deformed configuration as well as the distribution of
displacement error in the L2-norm for a modulus ratio of Er = 10
9. As can be seen, the
deformed configuration (represented by red lines) coincides with the exact solution and is,
therefore, not visible in Figure 4.8a. As compared with the error distribution in the 12-fold
enrichment case (shown in Figure 4.4c), the new 8-fold enrichment results in significantly
less error.
4.5.1.1 Accuracy: 8-fold vs 12-fold enrichment functions
To further evaluate and compare the relative accuracy of the 12-fold and novel 8-fold enrich-
ment functions, a convergence study is carried out based on a sequence of uniform triangular
meshes, with 11, 31, 51, 71, 91, and 101 nodes in each direction. For the geometrical enrich-
ment scheme, an enrichment radius of re = 0.1L is used. Note that for the coarsest mesh,
i.e. he = L/10, the geometrical enrichment scheme results in less enriched nodes than the





Figure 4.8: Edge interface crack problem. XFEM results using the new 8-fold enrichment
functions F1M (4.4) for E1 = 0.01, with element spacing he = L/10: (a) deformed configu-
ration (red lines), compared with the analytical solution (blue lines); (b) distribution of the
displacement error in L2-norm. The amplifying factor (450) and color-bar range (from 0 to
5e-4) are set to be same with those of Figure 4.4 for comparison purpose.
In Figure 4.9, the relative errors in energy norm and strain energy release rate G are
depicted against
√
Ndof , the square root of the total number of DOFs. The error using the
new 8-fold enrichment is compared with that obtained with the 12-fold one for three modulus
mismatch cases: Er = 10
2, 105, and 108. The FE results are also plotted for reference. The
systems of equations produced by XFEM using the 12-fold geometrical enrichment is nearly
ill-conditioned (close to singular). Hence, the corresponding results are not presented. In
addition, the convergence curves of the standard FEM and XFEM with the 8-fold enrichment
are barely distinguishable for different mismatch ratios. For plot clarity, only one curve
is depicted for each aforementioned simulation method (8-fold topological enrichment, 8-
fold geometrical enrichment, and FEM) in the convergence plots hereinafter, albeit various
material mismatch cases are considered.
As can be seen in Figure 4.9, the increase in the modulus ratio deteriorates the accuracy
of the 12-fold enrichment functions considerably. In contrast, the new 8-fold enrichment is
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Figure 4.9: Edge interface crack problem. Convergence of error in (a) energy norm; (b)
total SERR G obtained from the standard FEM as well as the XFEM using 8- and 12-fold
enrichment functions, for mismatch ratios of Er = 10
2, 105, and 108. The corresponding
convergence rates are given in Table 4.1.
insensitive to the change of mismatch, thanks to the material constants incorporated in the
enrichment functions. The effect of material mismatch on the modeling accuracy of the 8-
and 12-fold enrichment functions is also quantified in Figure 4.10, which reports the error
variation as a function of the modulus ratio for an intermediate discretization (51×51 nodes).
It is observed that the new 8-fold enrichment functions always lead to more accurate results
than the 12-fold enrichment as well as the standard FEM, for the modulus ratios studied.
The convergence rates s for the aforementioned analyses are computed from the errors of
the two finest meshes and summarized in Table 4.1. For 12-fold geometrical enrichment, the
convergence rates are not provided due to the associated ill-conditioning issue. The expected
convergence rates for the error in energy norm are 0.5 and 1 for the XFEM using topological
and geometrical enrichment, respectively. As far as the error in SERR is concerned, the
corresponding convergence rates are anticipated to be doubled compared with those for the
70
4.5. Numerical examples


























Topo XFEM, 12-fold F1S
Topo XFEM, 8-fold F1M
Geo XFEM, 8-fold F1M
(a)


























Topo XFEM, 12-fold F1S
Topo XFEM, 8-fold F1M
Geo XFEM, 8-fold F1M
(b)
Figure 4.10: Edge interface crack problem. Variation of error from the 8- and 12-fold en-
richment with respect to modulus ratio Er (E2/E1): (a) relative error in energy norm; (b)
relative error in SERR. The FE results are also depicted for reference. The mesh spacing is
he = L/50.
energy norm. The results from both the 8- and 12-fold enrichment functions are in agreement
with the expectations. It is interesting to note that large mismatch does not compromise
the convergence rate for 12-fold topological enrichment in spite of its detrimental effect on
the accuracy.





















Energy norm 0.541 1.004 0.519 0.527 0.526 0.520
SERR G 1.082 1.967 1.031 1.050 1.053 1.038
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4.5.1.2 Conditioning: 8-fold vs 12-fold enrichment functions
In order to validate the scaling factor λ =
√
µ1µ2 derived from the optimization problem
(4.5), we first compare the condition number produced by the 8-fold topological enrichment
using this scaling factor with those from other scaling choices including λ = µ1, µ2, and 1
(no scaling). For intermediate mesh (he = L/50), Figure 4.11 depicts the condition number
of the global stiffness matrix as a function of the modulus ratio Er for different choices of
scaling factor λ. The validity of the scaling factor λ =
√
µ1µ2 is confirmed by its superior
performance over other scaling factors. It can also be observed that the condition number of
the 8-fold enrichment is strongly related with the maximum magnitude difference between
the scaled coefficients λ/µ1, λ/µ2 and unity. For instance, the condition number for λ = 1
remains nearly the same for different mismatch ratios, which can be attributed to the fact
that the maximum magnitude difference is constant (seven orders of magnitude) for all
mismatch ratios examined.

























Figure 4.11: Edge interface crack problem. Condition numbers of the stiffness matrices
versus the modulus ratio Er (E2/E1) for 8-fold topological enrichment using different scaling
factors λ. The mesh spacing is he = L/50.
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The relative performance in terms of conditioning is compared between the 8- and 12-fold
enrichment functions in Figs. 4.12a and 4.12b, where the condition number of the system of
equations is plotted against the mismatch ratio Er and
√
Ndof , respectively. The FE results
are also depicted for reference. The advantage of using the condensed 8-fold enrichment
over the 12-fold one can clearly be seen: the condition numbers of the 8-fold enrichment
functions are about six and ten orders of magnitude lower than those of the 12-fold ones
when using topological and geometrical enrichment schemes, respectively. Furthermore, in
the case of geometrical enrichment, the 12-fold enrichment functions result in a much higher
rate of increase in the condition number than the condensed 8-fold ones as the total number
of DOFs increases.

















































Figure 4.12: Edge interface crack problem. Condition numbers of the stiffness matrices
produced by the 8- and 12-fold enrichment functions versus (a) the modulus ratio Er (E2/E1)
with he = L/50; (b) the square root of the total number of DOFs for a modulus mismatch
ratio of Er = 10
2. Condition numbers of the standard FEM are also plotted for reference.
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4.5.1.3 Relative performance: 8-fold vs 4-fold enrichment functions
The preceding study has substantiated that the new 8-fold enrichment functions outperform
the 12-fold ones in terms of both accuracy and conditioning. This subsection will focus on
the relative performance between the new enrichment functions and the classical 4-fold ones.
The convergence properties of both sets of enrichment functions with mesh refinement
are compared in Figure 4.13, for three representative modulus ratios Er = 10
1, 102, and
103. Table 4.2 summarizes the convergence rates corresponding to the 4-fold enrichment
functions. In addition, the variations of errors in the energy norm and SERR are depicted in
Figure 4.14 as a function of the modulus ratio for a medium discretization (51× 51 nodes).



























































Figure 4.13: Edge interface crack problem. Convergence of error in (a) energy norm; (b)
total SERR G obtained from the standard FEM as well as the XFEM using 8- and 4-fold
enrichment functions, for mismatch ratios of Er = 10
1, 102, and 103.





























Topo XFEM, 4-fold F1H
Geo XFEM, 4-fold F1H
Topo XFEM, 8-fold F1M



























Topo XFEM, 4-fold F1H
Geo XFEM, 4-fold F1H
Topo XFEM, 8-fold F1M
Geo XFEM, 8-fold F1M
(b)
Figure 4.14: Edge interface crack problem. Variation of error from the 8- and 4-fold en-
richment with respect to modulus ratio Er (E2/E1): (a) relative error in energy norm; (b)
relative error in SERR. The FE results are also depicted for reference. The mesh spacing is
he = L/50.
Table 4.2: Edge interface crack problem. Convergence rates of the classical 4-fold enrichment
functions.
Er = 10
1 Er = 10
2 Er = 10
3
Topo Geo Topo Geo Topo Geo
Energy Norm 0.515 0.704 0.525 0.715 0.526 0.593
SERR G 1.031 1.395 1.050 1.429 1.051 1.200
rapidly than that of the 12-fold ones. This is expected since the homogeneous 4-fold enrich-
ment functions are fully material independent. In general, the 4-fold enrichment set is only
suitable for very mild modulus mismatches, say Er < 15. For moderate or high modulus
mismatches, the modeling accuracy of the 4-fold enrichment is even lower than that of the
standard FEM, indicating the adverse effect of the crack-tip enrichment functions. Apart
from the expected accuracy reduction, it is interesting to notice that the 4-fold enrichment
functions cannot achieve the optimal convergence rate when using the geometrical enrich-
ment strategy. The accuracy and convergence rate of 4-fold geometrical enrichment can
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become even worse than the topological results. This phenomenon may be attributed to the
fact that the homogeneous 4-fold enrichment functions are unable to capture the oscillatory
singularity of interface cracks.
On the other hand, the new 8-fold enrichment functions give much more reliable results
and attain optimal convergence rate with geometrical enrichment scheme. Overall, when
using the same enrichment scheme, the condition number resulted from the 8-fold enrichment
functions is only slightly higher than that of the 4-fold ones by approximately two orders of
magnitude. Based on the preceding comparison, it is recommended to use the new 8-fold
enrichment functions unless the modeling accuracy is not the major concern.
4.5.1.4 Remarks on linear dependence problem
In the XFEM approximation (2.25), the crack-tip enrichment functions fα(r, θ) are multiplied
by the standard basis functions NI(x), which fulfill the partition of unity. While the crack-
tip enrichment functions fα are constructed to be linearly independent, the combined basis
functions NIfα may in general be linearly dependent, which is an important source for ill-
conditioning in the XFEM.
In this subsection, eigenvalue analyses of elementary stiffness matrices for a mismatch
ratio of Er = 10 are carried out to gain further insight into the conditioning of the XFEM
system. As shown in Figure 4.15, the analyzed patch of elements (shaded in grey) include
those with all nodes being enriched by the crack-tip enrichment functions and are labeled
e1 ∼ e6 in counterclockwise order. The number of computed zero eigenvalues (referred to as
nullity) is counted for each tip element and summarized in Table 4.3.
For the classical 4-fold enrichment functions, Laborde et al. [133] has pointed out that
the seven vanishing eigenvalues stem from the rigid body motion (two translations and one
rotation, a total of 3) and the linear dependence of XFEM shape functions (two linear rela-












Figure 4.15: Uniform triangular mesh used for eigenvalue analysis. The crack and interface
are shown as red solid and dashed lines, respectively. Tip-enriched nodes are indicated by
red squares whereas blue circles denote Heaviside-enriched nodes.
Table 4.3: Nullity of stiffness matrices of tip elements using different enrichment functions.




Nullity (number of zero eigenvalues)
e1 e2 e3 e4 e5 e6
4-fold F1H (2.27) 30 7 7 7 7 7 7
8-fold F1M (4.4) 54 5 9 9 5 9 9
12-fold F1S (2.28) 78 21 27 27 21 27 27
the corresponding nullity reported in Table 4.3 clearly shows that the condensed 8-fold en-
richment functions remarkably reduce the number of linear dependent columns as compared
with the 12-fold ones. While rank deficiency resulting from the 12-fold enrichment is over
20, the material-dependent 8-fold enrichment functions lead to a much lower nullity which
is close to that of the 4-fold ones.
4.5.2 Centre crack in an infinite bimaterial plate
The exact solution for the previous example employed the leading term (singular solution)
of the asymptotic expansion for the displacement field. Herein, we present a more general
example with both the singular and smooth terms included in the solution.
Consider an infinite bimaterial plate with a centre crack of length 2a at the interface,
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11)2), and shear (τ
∞
12 ) stresses at infinity as
shown in Figure 4.16. Note that in order to maintain the continuity of strain component
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Figure 4.16: Infinite plate with a centre interface crack Γc subjected to remote tensile and





(3 + ω)e2πε − (1 + 3ω)
1 + e2πε
σ∞22 (4.7)
with ω = [(κ1 + 1)µ2]/[(κ2 + 1)µ1]. The exact solution for the resulting SIFs at the right
crack tip is given by [104] as








πa(1 + 2iε)(2a/l)−iε (4.8)
78
4.5. Numerical examples
This problem has been studied extensively as a benchmark example in the literature [43,
44, 94, 107]. The common practice for numerical analysis is to consider a finite subdomain
that is large in comparison with the crack size, with remote loading directly applied on its
boundary. It is worth noting that such an approximation may cause convergence issues since
the SIF formula (4.8) may not be valid as a reference solution since the domain is finite.
Unlike the previous work [43, 44, 94, 107], we impose the exact tractions te = σe ·n, based on
the analytical stress field σe derived by Rice and Sih [104], along the subdomain boundary
with n denoting its outward unit normal. A recapitulation of the analytical stress solution
is provided in Appendix B.3.
With the exact traction boundary condition, the restriction on the subdomain size (suffi-
ciently large to approximate infinite domain) can be removed. Figure 4.16 shows a represen-
tation of the domain modeled with the appropriate boundary conditions. In the numerical
computations, the dimensions of the domain modeled is taken to be a = 1, w = h = 2
and a state of plane strain is assumed. The bimaterial domain is discretized into a uniform
triangular mesh with 21× 21 nodes. The corresponding mesh spacing is he = w/20.
Same material parameters as before are used in this case: ν1 = ν2 = 0.3, E2 = 10
7, and
Er = E2/E1 is varied from 10 to 10




and τ∞12 = 3× 10−3E1, which are again scaled with Young’s modulus of the upper plane for
comparison purposes. Taking E1 = 10
6 for instance, Figure 4.17 depicts the corresponding
distribution of the normal and shear stresses that are applied on the domain boundary. A
contour plot of the reference von Mises stress [104] is also given on the deformed configuration
in Figure 4.17.
The accuracy performance, in terms of both energy norm and SERR, is plotted against
the mismatch ratio Er in Figure 4.18, for various sets of enrichment functions (4-, 8-, and
12-fold) and different enrichment strategies (topological and geometrical). The radius of the
enriched domain for geometrical enrichment scheme as well as the J-integral domain is 0.1w
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Figure 4.17: Centre interface crack problem. (a) normal stresses σ11, σ22 on the boundary;
(b) shear stresses τ12 on the boundary; (c) contour plot of the reference von Mises stress
distribution depicted on the deformed configuration. The deformation is amplified by a
factor of 45 for visualization.
and 0.3w, respectively. For this example, we observe that the simulation error mainly occurs
on the soft upper plane and thus the global error (3.38) in the energy norm is evaluated
only based on that plane. Note that the results from 12-fold geometrical enrichment are
not presented for comparison since the associated condition numbers are extremely high and
reliable solutions cannot be obtained.
As can be seen in Figure 4.18, the new 8-fold enrichment functions yield identically ac-
curate results irrespective of the material mismatch ratio, where both the 4-fold and 12-fold
enrichment functions suffer from pathological accuracy deterioration as the modulus ratio
increases. Similar to the results shown in Figure 4.14, the error using the 4-fold enrich-
ment functions increase much faster than the 12-fold ones. Furthermore, the geometrical
enrichment scheme results in an adverse effect in terms of the solution accuracy when us-
ing the 4-fold enrichment functions in the case of Er > 100. In Figure 4.19, the condition
numbers of the XFEM systems using topological enrichment are compared for different en-
richment functions. The results in Figure 4.19 further corroborate the superiority of the new
























































Figure 4.18: Centre interface crack problem. Variation of error from the XFEM with respect
to modulus ratio Er (E2/E1): (a) relative error in energy norm; (b) relative error in SERR.
The FE results are also depicted for reference.



















Topo XFEM, 12-fold F1S
Topo XFEM, 8-fold F1M
Topo XFEM, 4-fold F1H
Standard FEM
Figure 4.19: Centre interface problem. Condition numbers of the stiffness matrices produced
by the XFEM with different sets of enrichment functions as well as the standard FEM.
4.6 Concluding remarks
Comprehensive convergence and conditioning studies of the well known 12-fold bimaterial
enrichment functions developed by Sukumar et al. [94], reveal significant deterioration in
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accuracy of displacement and stress fields in the vicinity of the crack tip with the increase
in material modulus mismatch.
To this end, we propose a novel set of 8-fold bimaterial enrichment F1M (4.4) functions
with strong dependence in material properties. Not only that the 8-fold enrichment functions
are able to capture accurately strong discontinuities, they are also applicable to weak dis-
continuities in the vicinity of the crack tip. Furthermore, since only 8 functions are required,
less degrees of freedom are needed and the system conditioning is also improved significantly.
Two classical benchmark examples demonstrate that with appropriate scaling, the new
set of enrichment functions yield superior behavior in terms of accuracy, convergence and con-
dition numbers as compared to the common 12-fold bimaterial enrichment and the classical
4-fold branch functions (derived for homogeneous materials) which have also been employed
in bimaterials. The superior behavior of the new 8-fold enrichment set is in particularly
pronounced when the mismatch in materials stiffness is large. It is also interesting to note
that the accuracy of the new material-dependent enrichment functions seems not affected
by orders of magnitude difference in material mismatch ratio.
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SIFs extraction of interface cracks using
Irwin’s integral and XFEM with high-order
material dependent enrichment functions
This chapter proposes to extract the complex stress intensity factors of interface cracks based
on the original construct of Irwin’s crack closure integral in the XFEM. To this end, we
dervie a novel set of material-dependent enrichment functions that span the high-order terms
of the asymptotic solution, aimed at an improved accuracy of the near-tip fields for arbitrary
material combinations. The inputs from the co-authors of the paper (Wang et al. [161]) from
which this chapter is reproduced are gratefully acknowledged.
5.1 Introduction
Within the XFEM context, the M-integral method has been used predominately [51, 94, 96,
107, 152] for the SIF estimation of interface cracks due to its high accuracy and excellent
convergence property. In order to obtain the individual modes of SIFs, this method relies
on the proper definition of auxiliary solutions and is sensitive to the accuracy of the selected
auxiliary fields since the error could build up in a quadratic manner [44]. While it is straight-
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forward to develop auxiliary fields for straight interface cracks, it is not so for curved cracks
and inappropriate auxiliary fields may deteriorate the accuracy and convergence of the M-
integral method [125, 127]. It is also noteworthy to point out that the M-integral method
requires the construction of a reasonably large closed path or domain around the crack tip
[128]. However, when several cracks are present and their tips are close, the M-integral path
or domain must shrink so that only one singularity is enclosed, which may be detrimental to
the M-integral accuracy and also require extensive mesh refinement. On the other hand, the
VCCT method [34] provides the decomposed SIFs by definition and thus avoids the need
for auxiliary fields. However, although the VCCT works well for FEM, its extension to the
XFEM is not straightforward.
In this chapter, we propose a novel approach using Irwin’s crack closure integral to
extract the complex SIFs of interface cracks from XFEM simulations. Unlike the VCCT that
reformulates Irwin’s integral as a product of nodal forces and displacements, the proposed
approach is instead based on the direct evaluation of Irwin’s integral. As demonstrated in
our previous work on homogeneous cracks [111, 121–123], the original construct of Irwin’s
integral leads to an accurate and robust approach. Nonetheless, it is worth nothing that
our objective here is not to compete with the M-integral method, but rather to provide an
efficient and reliable alternative in cases where the M-integral method may be limited (e.g.
curved cracks or crack tips in proximity to each other).
To this end, an improved XFEM that incorporates high-order bimaterial enrichment
functions is proposed to increase the accuracy of quantities of interest (displacements and
stresses). Additional work with high-order XFEM enrichment functions can be found in
[95, 119, 121, 146, 162], but most of the applications therein are limited to homogeneous
cracks. In this work, high-order enrichment functions are derived to span the first four
terms (i.e.
√
r, r, r1.5, and r2) of the asymptotic displacement field for interface cracks
in isotropic bimaterials. The new enrichment set differs from the classical 12-fold one by
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Sukumar et al. [94] in that the proposed functions strongly depend on the material constants,
which enables a more accurate description of bimaterial displacement fields especially in the
presence of strong material modulus mismatch. Once the XFEM discrete system is solved,
the complex SIFs can be obtained either by a direct numerical integration of Irwin’s integral,
or a closed-form solution in terms of the enriched degrees of freedom (DOFs). The closed-
form formulation is derived in this contribution by matching the leading term in the XFEM
with an analytical evaluation of Irwin’s integral. Numerical benchmark examples involving
straight and curved interface cracks show excellent accuracy of the proposed method.
The rest of the chapter is structured as follows. In Section 5.2, we discuss the high-
order bimaterial enrichment functions that strongly depend on material constants. Section
5.3 details our mathematical derivations for Irwin’s integral. Several benchmark examples
are presented in Section 5.4 to validate the proposed approach for SIF extraction. Our
conclusions from this study are summarized in Section 5.5.
5.2 High-order XFEM for interface crack modeling
As discussed in Chapter 4, the widely used 12-fold bimaterial enrichment functions F1S (2.28)
have limitations and cannot resolve the displacement jumps as well as discontinuous dis-
placement gradients accurately, due to the lack of material dependence. In particular, an
anomalous accuracy deterioration was observed when applying the 12-fold enrichment func-
tions in cases of strong material mismatch. As a remedy, we proposed a novel 8-fold set of
first order enrichment functions F1M (4.4) that strongly depends on the material constants.
The new enrichment set has been shown to yield consistently accurate results for arbitrary
material combinations, with less enriched degrees of freedoms and significantly improved
conditioning than the 12-fold set.
Following this work, herein we derive and investigate the higher order bimaterial enrich-
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ment functions up to the order of r2, which read




















































2 [1, sin 2θ, cos 2θ] (5.3)
The full set of bimaterial enrichment functions, with 21 terms, used in our study is therefore
FM(r, θ) = {F1M,F2M,F3M,F4M} (5.4)
It should be noted that the even order terms r and r2 in the asymptotic solution (2.4)
exhibit no oscillatory behavior because of ε2 = ε4 = 0. Moreover, the corresponding material-
dependent coefficient (κ+ 1)/[µ(1 +ω)] takes the same value for the upper and lower planes.
Thus, the enrichment functions F2M and F
4
M include neither oscillatory terms (cos(ε log r̃),
sin(ε log r̃)) nor material constants.
5.3 Extraction of complex SIFs using Irwin’s integral
According to Irwin [46], the energy released to extend a crack by an infinitesimal length ∆c
is equal to the work required to close the crack back to its original length. See Eqs. (3.6)
and (3.7) for the expressions of the individual SERR components GI and GII in homogeneous
solids.
Nonetheless, the traditional expressions for SERRs are not directly applicable to bimate-
86
5.3. Extraction of complex SIFs using Irwin’s integral
rial interface cracks due to the oscillatory nature of their displacement and stress fields. More
specifically, G1 and G2 of interface cracks do not converge as ∆c approaches zero [42, 163].
Thus, mode decomposition of the total SERR can only be conducted for a chosen finite crack












σrθ(c− r, 0)δr(r) dr (5.6)
Note that in spite of the dependence of individual SERR components (5.5)-(5.6) on the
crack extension size, the total SERR of interface cracks is well defined for an infinitesimal
extension [42, 44] and agrees with Eq. (2.21).
In the FEM context, the direct evaluation of Irwin’s integral (3.5) has usually been
avoided due to the insufficient accuracy of the FE near-tip fields. Instead, the VCCT [34]
that reformulates Irwin’s integral as a product of nodal forces and displacements is especially
suited for standard finite element analysis and thus has gained tremendous attention in the
literature [42–45]. However, the simple formula of the VCCT may not hold for the enriched
elements in XFEM, which hinders its extension to the XFEM. In this section, we follow our
recent work [111, 121–123] on homogeneous cracks and revert back to the original construct
of Irwin integral for the evaluation of complex SIFs of interface cracks using XFEM. Two
different ways, namely, direct numerical quadrature and closed-form solution, are presented
in this section to compute Irwin’s integral as well as the complex SIFs.
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5.3.1 Numerical formulation of SIFs
To evaluated the total SERR in terms of Irwin’s integral (5.5) and (5.6), the most straight-
forward way is to directly use 1D Gauss quadrature rule as follows





wi [σθθ(c− ri, 0)δθ(ri) + σtθ(c− ri, 0)δr(ri)] (5.7)
where ngp is the number of Gauss points, wi and ri are the weight and polar coordinate of
Gauss point i, respectively.
Considering that the high-order XFEM provides highly accuracte near-tip fields, the
displacement ratio method, originally proposed by Sun and Qian [164] for the standard
FEM, is employed here to extract individual SIFs from the numerically integrated SERR G.
The basic idea is to use the ratio of displacement jumps δθ(c)/δr(c) from the XFEM solution
to determine the SIF ratio Kr = K2/K1. Using the leading terms of Eqs. (2.16) and (2.15),








tan(ε log c̃)− 2ε
1 + 2ε tan(ε log c̃)
and c̃ = c/l (5.8)






; K2 = KrK1 (5.9)
The sign of K1 can be determined by that of normal displacement jump δθ(c) at a distance
c behind the crack tip.
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5.3.2 Closed-form formulation of SIFs
While the numerical formulation detailed in the preceding subsection is easy to implement,
a large number of Gauss points are usually required due to the singular stress fields involved
in the integral. Hence, the direct algorithm can be time consuming since the stresses and
displacements need to be evaluated at each Gauss points. Alternatively, we derive in this
section a closed-form expression for Irwin’s integral based on three-node linear triangular
element. The closed-form formulation is a function of enriched degrees of freedom and
thus avoids the repetitive computation of stresses and displacements. Compared with the
numerical formulation, the closed-form one is more efficient, although less general as it is
specific to linear triangular elements.
5.3.2.1 XFEM implementation of Irwin’s integral
Although conforming meshes are used in this study for the bimaterial weak discontinuity,
the closed-form solution for interface cracks is general and not limited only to the element
boundary. A three-node crack tip element, containing an interface crack segment with an
orientation angle of α, is depicted in Figure 5.1. The global coordinates of nodes are xI =
{xI , yI}T, I = 1, 2, 3, whereas the crack tip coordinates are xt = {xt, yt}T. The linear shape
functions of three-node triangular element, given in the natural domain, have been defined
in Eqs. (3.8)-(3.10).
To get a closed-form expression for Irwin’s integral, the stress distributions and opening
displacements corresponding to each fracture mode should be given in terms of the coef-
ficients associated with the crack-tip enrichment functions. Let φ = ε log r̃, we substitute
the enrichment set (4.4), (5.1)-(5.3) into the XFEM displacement approximation (2.25) and
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Figure 5.1: Three-node triangular tip element in the physical domain (x, y) (left) and natural
domain (ξ, η) (right). α is the orientation angle of the interface crack segment in the physical
domain. Crack line and extension to the crack line along the interface are shown in solid
and dashed red color, respectively.
arrive at the displacement jumps in global Cartesian coordinate system






b̄1x cosφ+ b̄5x sinφ
)
+O(r1.5) (5.10)






b̄1y cosφ+ b̄5y sinφ
)
+O(r1.5) (5.11)








After coordinate transformation, the displacement jumps behind the crack tip are expressed
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in local polar coordinate system as


















with the coefficients ∆ given by
∆1c = 16λ
(
−b̄1x sinα + b̄1y cosα
)
/E?, ∆1s = 16λ
(





b̄1x cosα + b̄1y sinα
)
/E?, ∆2s = 16λ
(




We now consider the strain and stress distributions at the bonded interface ahead of the
crack tip (θ = 0), for which the material constants of the upper plane are used. The strains


























































where the derivatives of displacement components with respect to the local polar coordinates
can be obtained from the XFEM approximation (2.25), the crack-tip enrichment functions
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−επ) /µ1, ω2 = λ (eεπ − κ1e−επ) /µ1, ω3 = λe−επ/µ1 (5.23)
The normal and shear stresses along the bonded interface are then obtained as
σθθ(r, 0) =
E1
(1 + ν1)(1− 2ν1)
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with the coefficients Ξ given by
Ξ1c =
E1







































Finally, plugging the displacement jumps in Eqs. (5.13), (5.14) and stresses in Eqs.
(5.24), (5.25) into the definitions of Irwin’s integral (5.5), (5.6), one can arrive at the strain
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5.3.2.2 Analytical solution of Irwin’s integral
Substitution of the analytical displacement jumps and stresses (2.15)-(2.20) into Irwin’s



































































The excellent review paper by Agrawal and Karlsson [44] is recommended for more details
on the derivation.
By matching the leading terms of the closed-form expression (5.27), (5.28) with those of
the analytical solution of Irwin’s integral (5.30), (5.31), the complex SIF of interface cracks
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can be obtained by solving the following system of quadratic equations:











In Eq. (5.33), the integral coefficients Icc, Iss, Ics, Isc, Ic, and Is can be evaluated using nu-
merical integration scheme. It should be noted the associated cost is much cheaper than that
of computing (5.7) since no singular stresses are involved in these coefficients. Apparently,
two sets of solution for K1 and K2 may exist for a given set of GX1 and GX2 from the XFEM.
The values of displacement jumps δr(c) and δθ(c) can assist the determination of the correct
set of SIFs.
5.4 Numerical results
In this section, we demonstrate the effectiveness of the proposed high-order XFEM and the
associated SIF extraction method by solving a few benchmark problems in linear elastic
fracture mechanics. Three-node linear triangular elements are used for discretizing all nu-
merical examples. We again use conforming meshes and the scheme detailed in Section 4.2
for integrating the XFEM weak form. Unless otherwise specified, the integration limit c is
taken to be 0.2he, with he denoting the element spacing.
A sparse direct solver based on Cholesky factorization is employed for the solution of the
resulting system of equations. To assess the conditioning of the XFEM system matrix Kxfem,
the scaled condition number R, given in [166], is adopted in this study
R(Kxfem) = κ̂2 (DKxfemD) (5.34)
where D is a diagonal matrix defined as D =
√
diag(Kxfem)−1 and κ̂2(·) denotes the condition
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number based on ‖ · ‖2 vector norm.
5.4.1 An edge crack in a bimaterial plate
The first example considers an edge crack of length a = 5 along the interface of a bimaterial
plate with dimensions L × L (chosen as L = 10), as shown in Fig. 5.2a. The material
properties are selected such that: ν1 = ν2 = 0.3, E2 = 10
7, E2/E1 = 10, and plane strain
conditions are assumed.
Along the outer boundary of the bimaterial plate Ω, the displacements are prescribed such
that the first order asymptotic displacement solution ue (
√
r terms of Eq. (2.4)), with the
SIFs K1 = K2 = 1, is the exact solution in the entire domain. The reference von Mises stress
is depicted over the deformed configuration in Figure 5.2c, clearly showing concentrated
stress at the crack tip as well as stress discontinuity across the bimaterial interface.
Convergence analyses are carried out based on four structured meshes with different levels
of refinement (11, 21, 31, and 41 nodes per dimension). Accordingly, the crack tip is on a
triangle node for the adopted meshes. The coarsest mesh, with element spacing he = L/10,
is shown in Figure 5.2b, where the enriched nodes are also illustrated. Apart from fracture
parameters (SIF and SERR), the relative error EΩ (see Eq. (4.1)) in energy norm is also
evaluated as a measure of accuracy.
5.4.1.1 Comparison between closed-form and numerical SIF solutions
In this subsection, we compare the performance of two different SIF formulations (numerical
and closed-form) presented in Section 5.3. All enrichment terms, as given in Eqs. (4.4),





2 are reported in Table 5.1.
As can be seen, the numerical and closed-form results are very close to each other. The
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Figure 5.2: Edge interface crack problem: (a) geometry and boundary conditions. (b)
structured FE mesh with 11 × 11 nodes. The crack and interface are shown as red solid
and dashed lines, respectively. Tip-enriched nodes are indicated by red squares whereas blue
circles denote Heaviside-enriched nodes. (c) contour plot of the reference von Mises stress
on the deformed configuration (amplified by a factor of 2× 105 for visualization).
formulation include the contributions from the high-order enrichment functions, whereas the
closed-form SERRs GX1 and GX2 depend directly only on the DOFs associated with first-order
enrichment. In the following, we will only report the results from numerical formulations.
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11× 11 2.01e+11 0.1413 1.013 1.021 1.003 1.021
21× 21 1.92e+11 0.1086 1.001 1.015 0.995 1.014
31× 31 2.65e+11 0.0907 0.996 1.013 0.992 1.011
41× 41 3.42e+11 0.0793 0.994 1.012 0.991 1.010
With regard to the accuracy, both the numerical and closed-form results are in excellent
agreement with the exact solutions: Ke1 = K
e
2 = 1 and Ge = 2/(E? cosh2(πε)). The largest
relative error in SIFs is around 2%, observed on the coarsest 10 × 10 mesh. As the mesh
is refined, the relative error of K2 decreases to about 1%, whereas K1 converges to a value
slightly lower than the exact solution, resulting in a sign change of the relative error. This
may be attributed to the error associated with the numerical quadrature.
In Table 5.1, we also summarize the scaled condition number R of the system matrix
Kxfem with high-order enrichment functions. As can be seen, the scaled condition numbers
for the four meshes are approximately on the order of 1011, which are within the acceptable
level of the adopted direct solver. Thus, no special treatment is taken in this study for the
system conditioning.
5.4.1.2 Enrichment order study
The preceding subsection presents the results using the full enrichment set FM(r, θ) (5.4). In
order to quantify the effect of the high-order terms on the convergence and conditioning of the
proposed method, three other enrichment sets, namely F1M, {F1M,F2M}, and {F1M,F2M,F3M}
(see Eqs. (4.4), (5.1), (5.2)), are considered here. The order of these three sets of enrichment
functions is gradually increased, from
√
r to r1.5. The corresponding results are summarized
in Table 5.2. Furthermore, we visualize the convergence results with mesh refinement in
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Figure 5.3, which shows the relative error in the energy norm EΩ and total strain energy
release rate G as a function of the inverse of element spacing 1/he.
Table 5.2: Edge interface crack problem: effect of enrichment order.
Enrichment
Mesh
Conditioning Relative error G/Ge K1/Ke1 K2/Ke2set R(Kxfem) in energy norm
F1S
11× 11 1.19E+12 0.1474 0.766 0.882 0.869
21× 21 4.47E+12 0.1123 0.753 0.873 0.862
31× 31 9.68E+12 0.0935 0.747 0.870 0.859
41× 41 1.51E+13 0.0816 0.744 0.868 0.858
F1M
11× 11 1.67e+06 0.1455 1.128 1.058 1.066
21× 21 4.12e+06 0.1112 1.109 1.049 1.058
31× 31 1.04e+07 0.0928 1.103 1.046 1.055
41× 41 1.68e+07 0.0810 1.100 1.044 1.053
{F1M,F2M}
11× 11 1.10e+07 0.1441 1.099 1.043 1.053
21× 21 2.07e+07 0.1104 1.081 1.034 1.045
31× 31 3.28e+07 0.0921 1.074 1.031 1.042
41× 41 4.18e+07 0.0805 1.071 1.030 1.040
{F1M,F2M,F3M}
11× 11 1.19e+11 0.1417 1.026 1.004 1.023
21× 21 5.63e+10 0.1089 1.012 0.996 1.016
31× 31 5.23e+10 0.0909 1.007 0.994 1.013
41× 41 8.42e+10 0.0795 1.005 0.993 1.012
It can be seen that the relative error in energy norm, which measures the global accuracy,
is only mildly reduced by the high-order enrichment functions. In spite of the accuracy
improvement, the convergence rate is barely changed when using different enrichment sets:
the slopes of the four curves in Figure 5.3a are around 0.47, approaching the theoretical
convergence rate (0.5) of the topological XFEM in the presence of
√
r singularity.
On the other hand, the high-order enrichment functions tend to significantly affect the
accuracy of the near-tip displacement and stress fields, which are crucial to the direct evalu-
ation of Irwin’s integral. Taking the finest 40×40 mesh for example, the relative error of the
total SERR G is reduced by two orders of magnitude (from 10% to 0.1%) with the higher-
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Figure 5.3: Edge interface crack problem: convergence of errors in (a) energy norm and (b)
total strain energy release rate.




M. Among these enrichment sets, r
1.5 terms, i.e.
enrichment F3M, contribute most to the accuracy improvement.
Note that the enhanced accuracy is achieved at the expense of deteriorated conditioning
of the system matrix. As can be seen from Table 5.1 and Table 5.2, the scaled condition
numbers when using the full enrichment set (5.4) are four orders of magnitude higher than
those of the regular XFEM with only the first order enrichment F1M. Similar with what
we observe for the fracture parameters, the change of the condition number is also mainly
caused by the r1.5 enrichment set F3M.
The observed deterioration in conditioning is expected since high-order enrichment func-
tions can be approximated by the polynomial FE shape functions much faster than the
√
r function, thus introducing near linear-dependency between the enriched and FE basis
functions. To alleviate this problem, several remedies, such as DOF gathering [133, 146],
vectorial enrichment scheme [147], or the combination of both [148], can be used, which is
however beyond the scope of the dissertation.
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For the sake of comparison, we also list in Table 5.2 the accuracy and scaled condition
numbers from the classical 12-fold enrichment set F1S (2.28), which only accounts for the first
order terms
√
r. As can be see, while the resulting relative error in energy norm is comparable
to the material-dependent first-order enrichment F1M, the error in fracture parameters from
the 12-fold set is significantly higher, indicating the important role of material dependence
in capturing the near-tip fields.
For the 12-fold enrichment set, the scaled conditions numbers range from 1.2 × 1012 to
1.5×1013 for the adopted FE meshes. Taking the finest 41×41 mesh for illustration, Figure
5.4 plots the conditioning of various enrichment sets examined in this study. Unexpectedly,
although the novel material-dependent high-order enrichment set FM (5.4) has 21 terms, it
leads to better system conditioning (two orders of magnitude lower) than the 12-fold first
order enrichment set. One possible explanation is that the special construct of the material-
dependent enrichment functions may somehow alleviate the linear dependence of the XFEM
basis functions NIfα. As shown in Table 4.3, over 20 linear relations of NIfα can be found
for the 12-fold enrichment set F1S, whereas the material-dependent first-order enrichment F
1
M
leads to a much lower nullity. Although high-order terms are considered in this work, the
full enrichment set FM is still superior to the 12-fold set in terms of linear dependence.
5.4.1.3 Material mismatch study
We now turn our attention to the performance of the proposed method for various material
combinations. To this end, the Young’s modulus E2 for the lower half-plane is fixed at 10
7,
whereas E1 for the upper half-plane is changed from 10
6 to 10 by a factor of 10. Thus,
six different modulus ratios Er are examined in this study. Here two layers of elements are
enriched in the vicinity of the crack tip and Table 5.3 summarizes the relative errors in energy
norm and fracture parameters from the intermediate 21×21 mesh. Thanks to the embedded
material constants, the novel high-order enrichment set yields consistently accurate results
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Figure 5.4: Edge interface crack problem: comparison of the scaled condition numbers R for
different enrichment sets.
for such a wide range of modulus ratio.
Table 5.3: Edge interface crack problem: effect of modulus mismatch ratio E2/E1.
Modulus ratio Bimaterial Relative error G/Ge K1/Ke1 K2/Ke2E2/E1 constant ε in energy norm
101 0.0758 0.085 0.994 0.992 1.002
102 0.0916 0.083 1.008 0.998 1.010
103 0.0934 0.083 1.001 0.994 1.007
104 0.0935 0.083 0.998 0.993 1.005
105 0.0935 0.083 0.999 0.993 1.006
106 0.0935 0.083 1.003 0.995 1.008
Moreover, a comparison is made with the classical 12-fold enrichment functions in Figure
5.5 , where the relative error in energy norm is plotted against modulus ratio for the two
enrichment sets. The results in Figure 5.5 further corroborate the superiority of the high-
order enrichment set FM.
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Figure 5.5: Edge interface crack problem: variation of the relative error in energy norm with
respect to modulus ratio E2/E1. The results are from the material-dependent high-order
enrichment set FM (5.4) and the classical 12-fold one F
1
S (2.28).
5.4.1.4 Integration limit study
The last study conducted in this section concerns with the influence of the integration limit
of Irwin’s integral on the accuracy of fracture parameters. While Irwin’s integral for ho-
mogeneous cracks is usually evaluated over a vanishing length, one needs to select a finite
extension length for bimaterial Irwin’s integral. In Table 5.4, we examine the sensitivity of
the numerical SERR and SIFs to the integration limit c based on the intermediate 21 × 21
mesh. It can be seen that the accuracy does not change much for a wide rang of c values
from 0.01he to 1.0he. However, considering the large errors observed for c = 10
−5he, ex-
tremely small lengths c are not suggested, since the numerical stresses and displacements
may deteriorate in the oscillatory zone of interface cracks.
5.4.2 A center crack in a slanted bimaterial plate
In this example, the SIFs are calculated for a center interface crack in a slanted bimaterial
plate, as shown in Figure 5.6a. The crack length is set to be a = 0.5L. The plate is subjected
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Table 5.4: Edge interface crack problem: effect of integration limit c.
Integration Limit G/Ge (% Error) K1/Ke1 (% Error) K2/Ke2 (% Error)c/he
1 1.014 (1.38) 0.998 (0.17) 1.015 (1.54)
0.8 1.007 (0.67) 0.995 (0.46) 1.011 (1.12)
0.6 1.000 (0.04) 0.992 (0.80) 1.008 (0.84)
0.4 1.000 (0.03) 0.991 (0.88) 1.009 (0.91)
0.2 1.009 (0.91) 0.995 (0.50) 1.014 (1.40)
0.1 1.023 (2.32) 1.001 (0.08) 1.022 (2.21)
0.01 1.026 (2.59) 1.001 (0.11) 1.024 (2.45)
1e-5 0.945 (5.43) 0.907 (9.33) 1.034 (3.40)
to uniform tension σ0 on its upper and lower edges. The material constants are E1/E2 =
10, µ1 = µ2 = 0.3 and plane stress conditions are considered. Here we use unstructured
triangular meshes for discretization. To study the robustness of the proposed method, the
crack tips are not limited to nodes and can thus be located at arbitrary positions along
element boundaries. Figure 5.6b is an example of the unstructured mesh for an inclination
angle of α = 45◦, which consists of 1816 elements and 969 nodes.
In this study, the inclination angle α of the center interface crack is varied from 0◦ to 60◦.
To present the results of analyses, the stress intensity factors K1 and K2 are normalized as:
F1 = K1/(σ0
√
πa), F2 = K2/(σ0
√
πa) (5.35)
Figure 5.7 depictits the variation of the computed nondimensional SIFs with respect to
the inclination angle α. In constrast to the homogeneus slanted crack probelm reported
in [122, 123], the centered interface crack is observed to have different SIFs for the left
and right crack tips. While no analytical solution is available for this problem, it has been
solved numerically in the literature [5, 39, 107]. The reference solutions for SIFs are taken
from Miyazaki et al. [5] for comparison and accuracy assessment. These results, shown in























Figure 5.6: A center crack in a slanted bimaterial plate: (a) geometry and loading condi-
tions. (b) a typical unstructured FE mesh for α = 45◦, consisting of 1816 elements and
969 nodes. Tip-enriched nodes are indicated by red squares whereas blue circles denote
Heaviside-enriched nodes.
element results. As can be seen, the SIFs obtained from our method agree well with the
reference solutions for both crack tips, indicating excellent accuracy and robustness of the
proposed method.
5.4.3 Two circular arc interface cracks approaching each other
While the M-integral method is accurate and robust for SIF extraction, its requirement for
a reasonably large integration domain around the crack tip may limit its application when
dealing with crack systems with tips in close proximity. As the final example, we investigate
the extraction of SIFs of two curved interface cracks approaching each other, with a fixed
mesh. The aim of this study is to examine the accuracy of the proposed method as the mesh
density between the cracks reduces, which is important for crack coalescence or branching
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Figure 5.7: Slanted interface crack problem: comparison of the normalized SIFs with the
reference solutions [5] for (a) left crack tip and (b) right crack tip.
problems.
The problem considered here is the lower half of a unit cell which contains a circular fiber
and two fiber-matrix interface cracks. The geometry, loading and boundary conditions are
shown in Figure 5.8. Uniform tension loading σ0 is applied on the bottom edge while the
upper edge is under symmetric boundary conditions (rollers along y-direction). The material
properties are E2/E1 = 10 and ν1 = ν2 = 0.3.
The two circular arc interface cracks, represented by solid red lines in Figure 5.8, are
symmetric with respect to the y-axis. The radius R of the fiber is taken to be R = 0.5L. In
this study, the angle β is fixed at π/3, whereas we vary the angle γ from 0.5β to 0.05β such
that the distance dAB between the crack tips A and B is gradually decreased. With a fixed
mesh, the number of elements between the two crack tips is also reduced as the cracks get
closer.
An unstructured mesh that consists of 10136 triangular elements and 5219 nodes, shown






















Figure 5.8: Half unit cell problem with two circular arc interface cracks. The cracks and
fiber-matrix interface are represented by red solid and dashed lines, respectively.
5.9b, showing the proximity of the two crack tips.
Two approaching cracks
(a) (b)
Figure 5.9: (a) Unstructured mesh used for the half unite cell problem, with two crack tips
approaching to each other. The two fiber-matrix interface cracks and bonded interface are
shown in red solid and dashed lines, respectively. (b) zoom onto the near-tip region. The
blue and black solid squares denote respectively the tip-enriched nodes associated with the
crack tip A and B.
The reference solution of this unit cell problem can easily be obtained by considering the
left or right half plane with only one crack under symmetric boundary conditions (rollers
along x-direction). A refined mesh with 8732 triangular elements is used for solving the
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reference problem. The numerical SIFs for the crack tips A and B are normalized with
the reference results and summarized in Table 5.5. Clearly, the proposed method gives
consistently accurate estimation of SIFs, even when the two crack tips are in close proximity.
This pretty strong result highlights the application potential of the proposed SIF extraction
method in crack coalescence or branching problems
Table 5.5: Results for normalized SIFs of the two tips A and B as two circular arc cracks
approach each other.
γ/β
Distance Crack tip A Crack tip B
dAB |K1/K1,ref | |K2/K2,ref | |K1/K1,ref | |K2/K2,ref |
0.5 0.50 1.018 0.979 1.040 1.027
0.4 0.41 0.975 0.982 1.009 0.986
0.3 0.31 0.992 1.013 1.023 0.976
0.2 0.21 1.032 1.021 1.043 0.968
0.1 0.10 1.029 1.037 1.058 0.952
0.05 0.05 1.047 1.033 0.971 1.048
5.5 Concluding remarks
In this chapter, an XFEM with material-dependent high-order enrichment functions is pre-
sented for modeling bimaterial interface crack problems. Unlike the classical 12-fold bima-
terial enrichment functions [94] where a weak material dependence is obtained through the
bimaterial constant ε, the new enrichment set enforces a strong material dependence through
the Young’s modulus and shear coefficient of each material. Furthermore, we derive also high
order terms (up to r2) of the asymptotic solution to interface cracks, aimed at an improved
accuracy of the near-tip fields for arbitrary material combinations. Surprisingly, while more
terms (a total of 21) are involved in the material-dependent high-order enrichment set, it






To extract the complex SIFs from the XFEM solution, we propose two methods, namely,
direct numerical quadrature and closed-form formulation, which are used to evaluate the
original definition of Irwin’s integral. Several benchmarks examples show the excellent ac-
curacy of the proposed methods. Furthermore, in depth studies are conducted to quantify
the influences of mesh refinement, enrichment order, and the integration limit of Irwin’s
integral. Finally, we illustrate the potential of the method for cases of crack coalescence and
branching by considering two curved interface cracks approaching each other.
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Chapter 6
Mathematical formulation for cohesive
fracture
6.1 Problem statement
In this section, the governing equations for structural failure problems containing diffuse
damage and fracture are presented. Consider an isotropic solid Ω ⊂ Rndim (ndim = 1, 2, 3)
surrounded by an external boundary Γ ⊂ Rndim−1, as shown in Figure 6.1. Prescribed
displacements ū : Γu → Rndim are applied on Dirichlet boundaries Γu ⊂ Γ, whereas surface
tractions t̄ : Γt → Rndim are imposed on the complementary Neumann boundaries Γt ⊂ Γ.
A crack with surfaces denoted by Γc ⊂ Rndim−1 is assumed to gradually propagate through
the solid Ω in such a way that Γc(t) ⊆ Γc(t + ∆t). The internal discontinuity Γc can be
partitioned into two disjoint parts, i.e. a traction-free crack Γtf and a fracture process zone
Γfpz over which cohesive tractions t : Γfpz → Rndim are defined.
Restricting our attention to quasi-static problems, the equilibrium equation, together
with the natural boundary conditions, can be summarized as follows:
∇ · σ + b = 0 in Ω (6.1)
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Figure 6.1: Schematic illustration of a cracked solid subjected to prescribed tractions t̄ and
displacements ū.
σ ·m = t̄ on Γt (6.2)
σ · n =
 0 on Γtft on Γfpz (6.3)
where ∇· is the divergence operator; b is the body force per unit volume; σ is the Cauchy
stress tensor; m is the outward unit normal vector on the boundary Γ; n is the unit vector
normal to the discontinuity Γc. Note that the direction chosen for n allows one to distinguish
the upper and lower surfaces Γ+c and Γ
−
c of the crack.
The displacement of material points x ∈ Ω is denoted by u : Ω → Rndim and the crack
opening JuK is given by the difference between the displacements u+ on Γ+c and u− on Γ−c ,
i.e.
JuK = u+ − u− (6.4)
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The cohesive tractions t and the crack opening JuK are usually related through a phenomeno-
logical cohesive law active on Γfpz.
Under a small deformation assumption, the strain field ε and the essential boundary
conditions are given by
ε = ∇su in Ω (6.5)
u = ū on Γu (6.6)
where ∇s denotes the symmetric part of the gradient operator.
For the purpose of finite element computations, the aforementioned strong form is recast
as the following principle of virtual work: find u ∈ U such that
∫
Ω
∇sδu : σ dΩ +
∫
Γfpz
δJuK · t dΓ =
∫
Γt
δu · t̄ dΓ +
∫
Ω
δu · b dΩ, ∀δu ∈ V (6.7)
where δu denotes a virtual displacement field and the colon symbol indicates double con-
traction. The trial function space U and test function space V are defined, respectively, as
follows
U = {u : Ω→ Rndim|u = ū on Γu;u is discontinous on Γc} (6.8)
V = {v : Ω→ Rndim |v = 0 on Γu;v is discontinous on Γc} (6.9)
It is evident that the above weak form (6.7) is a general formulation since it does not depend
on the constitutive responses of the bulk and discontinuity.
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6.2 Continuum damage mechanics: an integral-type nonlocal
approach for bulk
In the present work, the mechanical behavior of the bulk can be modeled either based
on linear elastic assumption or by a continuum damage model (CDM). To alleviate the
pathological mesh sensitivity inherent in the CDM, several regularization techniques [13–21]
have been developed in the past to introduce an internal length scale in the system and obtain
more reliable results. Herein, we focus on an integral-type nonlocal formulation, considering
its popularity and straightforward implementation in finite element codes [13, 14]. In this
section, we briefly recall the theoretical background of the nonlocal damage model.
6.2.1 Thermodynamics of CDM
The continuum damage model can be derived from a thermodynamic framework, ensuring
the positivity of the mechanical dissipation. First, we assume a dependence of the Helmholtz
free energy ψΩ stored per unit volume in the bulk, on a scalar-valued damage variable DΩ.
This internal damage variable is related to the effective density of microcracks or cavities at
each point. The Helmholtz free energy function ψΩ is given by
ψΩ = (1−DΩ)ψΩ0 =
1
2
(1−DΩ)ε : C : ε (6.10)
where C and ψΩ0 are the elastic tensor and effective strain energy density, respectively.
The Clausius-Planck inequality for an isothermal process requires the energy dissipation
rate DΩ per unit volume to be non-negative, which reads
DΩ = σ : ε̇− ψ̇Ω ≥ 0 (6.11)
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with the superscript dot denoting time differentiation. The chain rule is used to compute








ḊΩ = (1−DΩ)σe : ε̇− ψΩ0 ḊΩ (6.12)
with σe = C : ε the effective stress. Plugging the time derivative (6.12) into the Clausius-
Planck inequality (6.11) and applying the standard Coleman and Noll procedure [167] lead
to the constitutive equation as well as the energy dissipation rate of the continuum damage
model
σ = (1−DΩ)σe = (1−DΩ)C : ε (6.13)
DΩ = ψΩ0 Ḋ
Ω ≥ 0 (6.14)
In the stress-strain relationship (6.13), the elastic stiffness is degraded by means of the
damage variable DΩ. In this study, the bulk damage variable DΩ is assumed to range from
zero to unity: DΩ = 0 corresponds to an intact material, DΩ = 1 indicates the complete loss
of stiffness, and intermediate values of DΩ correspond to partial damage.
6.2.2 Damage evolution law and nonlocal regularization
According to Eq. (6.14), one has to ensure the irreversibility of material degradation. To
this end, the constitutive equation given as (6.13) is complemented with a loading function
which can be defined in strain space as
f(ε, κ) = ε̄eq(ε)− κ (6.15)
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where ε̄eq is a weighted average of the local equivalent strain εeq and κ is a state variable,
which stands for the maximum deformation ε̄eq experienced by the material. The nonlocal
strain measure ε̄eq, together with its local counterpart εeq, is elaborated later in this section.
The loading function fulfills the standard Kuhn-Tucker consistency conditions, ensuring
the irreversible damage evolution
κ̇ ≥ 0, f(ε, κ) ≤ 0, κ̇f(ε, κ) = 0 (6.16)
The damage evolution law proposed by Peerlings et al. [16] is adopted hereinafter to
determine the dependence of the bulk damage variable DΩ on the state variable κ, given by
DΩ(κ) =





[(1− A) + A exp(−B(κ− εcr)] if κ > εcr
(6.17)
where εcr is the critical elastic strain at the start of damage under uniaxial tension; A and
B are model parameters controlling the residual strength and slope of the softening branch,
respectively. As pointed out in [16], the residual strength parameter A aims to describe
the possible long tail caused by crack bridging in experimentally observed load-displacement
curves. For simplicity but without loss of generality, we assume in this study that A = 1.0,
i.e., zero residual strength. In the uniaxial tension case, the damage evolution leads to a local
stress-strain curve with exponential softening and linear unloading behavior, as sketched in
Figure 6.2.




Φ(x, ξ)εeq(ξ) dξ (6.18)
and serves to regularize the strain-softening continuum. This introduces a length scale by
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E(1 − 𝐷Ω) 
Area=𝑔𝑓 
Figure 6.2: Local stress-strain curve with exponential softening and linear unloading. Load-
ing and reloading paths are denoted by solid arrows while unloading path is indicated by
dashed arrows.
means of which the pathological mesh sensitivity associated with local damage models can
be circumvented. In Eq. (6.18), the local equivalent strain εeq can be defined in terms of





with ei the principal strains and 〈·〉 the Macaulay bracket defined such that 〈ei〉 = (|ei|+ei)/2.














with I1 = tr(ε) and J2 = (3ε : ε − tr2(ε))/6 the first invariant of the strain tensor and
the second invariant of the deviatoric strain tensor, respectively, k the ratio of uniaxial
compressive strength fc to uniaxial tensile strength ft, and ν the Poisson’s ratio.
The nonlocal weighting function Φ(x, ξ) in Eq. (6.18) is normalized to preserve a constant
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with Φ0 a monotonically decreasing function set to depend only on the distance r = ‖x−ξ‖.
In this work, we choose Φ0(r) to be a polynomial bell-shaped function with a bounded








lc provides an internal length scale that serves as a localization limiter leading to mesh
insensitivity. In addition, the length scale lc also determines the width of damage localization
bands. Section 6.2.3 elaborates on the choice of the interaction radius lc. The bell-shaped
function (6.22), decaying from 1 to 0 as r → lc, defines the influence of the local strain
at point ξ on the nonlocal strain at point x, as shown in Figure 6.3. To wit, for point x,
the weighted average of the local equivalent strain εeq is performed over a circular influence
window centered at x and with a radius of lc in 2D problems. The nonlocal integral (6.18)
at a material point x can be approximated by the following Gauss quadrature:
Figure 6.3: Bell-shaped weight function Φ0(‖x− ξ)‖) centered at x = (0, 0) with ξ = (x, y).
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where NJ is the number of neighboring Gauss points, located within the circle centered at
point x with radius lc. wJ is the weight of Gauss point J at the coordinate xJ , and ΦJ is
the interaction coefficient.
It is worth noting that the local equivalent strain εeq at integration points with the
material fully damaged is not taken into account in Eq. (6.18). This condition can avoid
the spurious spreading of the damage band induced by zero stiffness of fully damaged zones
[169].
6.2.3 Estimation of model parameters
The following three parameters have to be determined in the aforementioned nonlocal damage
model: εcr, B, and lc. The damage initiation threshold ε
cr is directly related to the uniaxial
tensile strength ft = Eε
cr with E standing for the elastic modulus. The physical motivation
to introduce the length scale lc is rooted in experimental observations that damage in quasi-
brittle materials tends to localize into a narrow region. Since the thickness of the strain
localization band is characterized by the interaction radius lc , this parameter should be
an intrinsic material property related to the local distribution of strain across the band.
As pointed out by Jirásek et al. [170], it is difficult to obtain such data and one can only
roughly estimate lc to be at the same order of magnitude as the spacing of the dominant
inhomogeneities (e.g. aggregates in concrete ). Note that the knowledge of lc imposes a
restriction on the maximum mesh size, in the sense that the mesh must be fine enough to
resolve the localization band.
The nonlocal damage model must correctly reflect the energy dissipation during the
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fracture process. That is to say, the parameter B controlling the softening slope of the local
stress-strain law must be adjusted according to the measured material fracture energy Gf
once εcr and lc are determined. The following expression proposed in Ref. [170] is adopted
to approximately estimate the energy dissipated per unit area in the narrow damage band
by the nonlocal damage model:
Gf = βlcgf (6.24)
with gf = ft
2/2E + ft/B the area under the local stress-strain curve shown in Figure 6.2. It
is computed by the integral
∫∞
0
(1−DΩ)Eε dε and thus depends on the specific bulk damage
evolution function. β is an empirical parameter characterizing the stress distribution within
the localized damage band. It usually ranges between 1.0 and 1.8, and needs to be calibrated





6.3 Fracture mechanics: a discrete damage zone model for
cohesive cracks
Cohesive zones are typically treated within the FE framework as continuous compliant layers,
and therefore they are also referred to as continuous cohesive zone models (CCZMs) [171].
In CCZMs, the fracture process zone with a finite width is idealized into a continuous strip
and its degrading behavior described by traction-separation laws. For delamination analysis,
a sufficiently high penalty stiffness needs to be enforced along the perfectly bonded interface
to suppress the additional deformation caused by interface elements before actual cracking
occurs. When the penalty stiffness is combined with some specific numerical integration
schemes, computational issues such as spurious oscillation in the stress field may appear
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[8, 172].
An alternatived implementation of cohesive zone models, which involves attachment of
point-wise spring elements at FE node pairs of the interface, is shown to circumvent the
above computational issue of CCZMs [171, 173–175] in the sense that tractions distributed
on the interface are explicitly lumped to point-wise spring elements in place of numerical
integration methods. Hence, the material degrading in the process zone would be described in
the so-called discrete cohesive zone model by a force-separation relation instead of traditional
cohesive relations in CCZMs. A schematic comparison of continuous and point-wise interface
elements is shown in Figure 6.4.
 
Continuous interface elements Discrete interface elements 
Cohesive zone 
Figure 6.4: Schematic representation of continuous and discrete interface elements. Two
continuous interface elements are represented by red lines (shown on the left) whereas three
discrete spring elements are represented by blue lines (shown on the right). Gauss points in
bulk elements are represented by multiplication signs.
Based on the concept of nodal interface and following a rigorous thermodynamic frame-
work similar to that of continuum damage mechanics (CDM) [10], we develop in the following
a discrete damage zone model (DDZM) to simulate pure mode I, II, and mixed-mode fracture.
As described in Section 6.2, thermodynamics in continua involves certain quantities that
are defined per unit volume. In analogy with the continuous approach, a Helmholtz free
energy ψΓ stored per a single interface spring is postulated. The subscripts n and t are used
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to indicate the opening Mode I and sliding Mode II, respectively. The free energy ψΓ is
written in terms of the separation configuration (δn, δt) and the internal variable D
Γ as
ψΓ = (1−DΓ)ψ+0 + ψ−0 (6.26)
where ψ+0 and ψ
−
0 stand for an additive decomposition of the stored energy ψ0 of an intact
















Kp(δn − 〈δn〉)2 (6.28)
Note that in this model only separation/sliding contribute to damage while no damage is
endured due to closure, by means of which the resistance to crack closure is maintained
during interface failure. In Eqs. (6.27) and (6.28), K0n and K
0
t represent the normal and
tangential components of the initial stiffness of an undamaged spring, respectively. Kp is the
penalty stiffness aimed at preventing penetration between two adjacent crack surfaces. The
penalty parameter should be large enough to reduce interface penetration provided that no
ill-conditioning of the assembled stiffness matrix is obtained.
In order to enforce thermodynamic consistency, the Clausius-Planck inequality requires
a non-negative mechanical dissipation rate DΓ. Restricting our attention to isothermal
conditions, its local form reads
DΓ = FL · δ̇L − ψ̇Γ ≥ 0 (6.29)
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In Eq. (6.30), Fn and Ft stands for the normal and tangential forces sustained by the spring,
respectively. The superscript “L” denotes the quantities defined in a local coordinate system,
with basis {t,n} aligned with the tangential and normal directions to the crack. The time










· δ̇L − ψ+0 ḊΓ (6.31)






· δ̇L + ψ+0 ḊΓ ≥ 0 (6.32)
With the definition of interface Helmholtz free energy (6.26)-(6.28), Eq. (6.32) is further
expanded as:
[









Γ ≥ 0 (6.33)
The above thermodynamic restriction has to be satisfied for any mechanical states. Following
the Coleman and Noll procedure [167], the first two terms must be zero for arbitrary δ̇L
and the remainder inequality governs the non-negativeness dissipation. One can rigorously
obtain a mixed-mode force-separation relation FL = KLδL with negative normal separation
penalized
Fn = (1−DΓ)K0n〈δn〉+Kp(δn − 〈δn〉), Ft = (1−DΓ)K0t δt (6.34)
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and the energy dissipation rate of the discrete spring reduces to
DΓ = ψ+0 Ḋ
Γ ≥ 0 (6.35)
Considering that ψ+0 is a quadratic function, the rate Ḋ
Γ of the interface damage should be
greater or equal to zero, which can be enforced by the irreversibility of the interface damage.
As will be shown in the next two chapters, the DDZM framework can lead to both intrinsic
(initially elastic) and extrinsic force-separation relations, depending on the evolution laws
used for the interface damage DΓ.
With the DDZM, the second integral term on the left-hand side of the weak form (6.7)
is evaluated in a discrete sense for each spring, rather than performing integration over
interface elements. It is approximated by a summation of contributions collected from springs
distributed over Γfpz: ∫
Γfpz
δJuK · t dΓ ≈
NSP∑
S=1
δJu(xS)K · FS (6.36)
where NSP stands for the number of point-wise springs located on Γfpz, xS is the spatial
coordinates of the Sth spring, and FS the force sustained by the S
th spring. The force-
separation relation FS = F(Ju(xS)K) will be elaborated later.
6.4 XFEM discretization
6.4.1 The discrete residual
The classical branch functions which are typically used for modeling the near tip asymptotic
fields in linear elasticity are not valid in cohesive zone models close to the tip as the stresses
are now bounded and not singular. Hence only a Heaviside enrichment function (2.26)
is employed here. In addition we take advantage of the shifted heaviside function [176]
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where postprocessing is simplified and blending elements are eliminated [150]. For shifted







Ni(x)[H(x)−H(xi)]ai, ∀x ∈ Ω (6.37)
where S is the total set of nodes in the domain, SH ⊂ S is the set of nodes (as shown in Figure
6.5a as blue squares) that support elements crossed by the crack, Ni(x) are the standard FE
shape functions, ui and ai are the nodal vectors of standard and enriched displacements,










Figure 6.5: A cohesive crack model using the XFEM and DDZM. (a) Enrichment visual-
ization: red line denotes the crack Γc and blue squares denote the enriched nodal set. (b)
Schematic illustration of discrete interfaces embedded in an enriched element (zoom of the
dashed line box).




Ni(x)ai, ∀x ∈ Γc (6.38)
Substituting the displacement approximations (6.37)-(6.38) into the weak forms (6.7)
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(6.36) and using Voigt notation, leads to the discretized residual, which forms a system of
nonlinear equations:
Ru = Fint − Fext = 0 (6.39)
Ra = F̂int + F̂coh − F̂ext = 0 (6.40)
where F and F̂ are force vectors associated with the standard and enriched degrees of free-
































Ni(xS)FS, i ∈ SH . (6.45)
with Hshifti the shifted-basis Heaviside function defined as
Hshifti = H(x)−H(xi) (6.46)
Bui and B
a
i are standard and enriched strain-displacement matrices, respectively. These
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 , i ∈ SH (6.48)
Finally, the Cauchy stress σ that appears in Eqs. (6.41) and (6.43) takes the form:









and the force FS sustained by the S
th spring can be calculated by plugging the displacement
jump (6.38) into the force-separation relation (6.34):




In the above equation, the spring stiffness KL, formulated in the local coordinate system
(as shown in Figure 6.5b), is transformed to the global coordinate system by the rotation
matrix Λ, defined as
Λ =
 cos θ sin θ
− sin θ cos θ
 (6.51)
6.4.2 Consistent linearization
The nonlinear system introduced in Section 6.4.1 is solved using an incremental-iterative
scheme wherein the total loading is divided into a sequence of incremental steps [tn, tn+1]
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and the Newton-Raphson method is invoked for the solution of each step. The linearized
system at the equilibrium iteration k within the incremental step n + 1 is obtained by




























and the subscript comma denotes the differentiation with respect to the subscript quantity.
The solution increments ∆u and ∆a are then obtained by solving the above system of
equations.
For robustness and faster convergence of the scheme, the consistent tangent stiffness
is derived analytically for the proposed nonlocal model in the framework of the XFEM.
Following the method proposed in [177], Gauss integration is performed first to compute the



































where the upper case letter I is used to indicate indices of Gauss points. NI is the total
number of Gauss points in the background mesh. It is worth noting that a shorthand







Differentiating the damage DΩ of the bulk material, with respect to the nodal vectors of



































with d′ = ∂DΩ/∂κ, κ′ = ∂κ/∂ε̃eq, and g = ∂ε̃eq/∂ε. Note that Eq. (6.23) is used in the
derivation.
For the cohesive force F̂coh, which depends only on the enriched displacement vector a,
no numerical integration needs to be performed due to the discrete interfaces adopted in this
































Taking into account the expressions (6.54)-(6.59), the components of consistent tangent
stiffness are obtained by differentiating the force vectors with respect to the nodal displace-
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Note that the second terms at the right-hand side of Equations (6.60)-(6.63) represent the
correction of the nonlocal interaction to the first terms which define the secant stiffness.
6.4.3 Solution methodology
Due to the presence of softening of material interfaces, limit points often appear in the
structural equilibrium path, in which case the traditional incremental procedures may di-
verge. In order to handle such limit points, a path-following scheme, commonly known as
the arc-length method, is adopted in this work to parametrize the equilibrium path by an
arc parameter. Typically, the arc parameter is chosen to be the global norm of the incremen-
tal solution vector and loading factor [178, 179]. Nevertheless, as pointed out in Reference
[180], this arc parameter often fails when limit points are mainly associated with localized
failure process zones. A specific computational issue is that complex roots may be obtained
for loading factors. As a remedy for this problem, a local control strategy was proposed by
Alfano and Crisfield [181], where the arc parameter only depends on a limited set of degrees
of freedom involved in the failure process. However, a priori knowledge of the position of
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the failure process zone required for this scheme is not always available in practice.
More recently, Verhoosel et al. [180] proposed a dissipation-based arc length method
where the released energy during failure, a global quantity directly related to the failure
process, is coupled to the arc parameter. The robustness and convergence performance of
the energy release control has been demonstrated by simulating a bending test on a single-
edge notched beam. Following this idea, a path-following constraint g, which relates the
incremental load factor ∆λ and the solution increments ∆u and ∆a, is enforced at each







(F̂ext)T(λ0∆a−∆λa0)−∆` = 0 (6.64)
where the superscript 0 indicates the converged values from the previous load increment and
∆` is the arc length that controls the size of a incremental step. See Reference [180] for more
details.











































n+1 = 0 (6.66)
where the derivatives required to construct the above consistent tangent stiffness are defined
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As evident from the above equations, the augmented part of the consistent tangent
stiffness only needs to be updated at the beginning of each incremental step whereas the
remainder part is recomputed in each iteration.
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Progressive delamination analysis of
composites with an intrinsic discrete damage
zone model
This chapter presents an intrinsic mixed-mode cohesive zone model based on the concept of
nodal interface and damage mechanics. The proposed discrete interface model, proven to be
thermodynamically consistent, is integrated with the XFEM for the modeling of progressive
delamination. This chapter is reproduced from Wang and Waisman [80]. Inputs from the
co-author are gratefully acknowledged.
7.1 Summary
Intrinsic cohesive zone models with initially elastic traction-separation relations [55, 182–184]
are well suited to describe situations where the evolution of the discontinuity is known a prior
[175], for instance because the crack path is predefined by the location of material interface
as in laminated structures. In this work, the intrinsic discrete damage zone model, originally
proposed by Xia et al. [6], is enhanced further by developing an isotropic mixed-mode dam-
age law that accounts for the interaction between different modes of interface deformation.
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The mixed-mode interface model is integrated with the XFEM for progressive delamination
analysis, in which the behavior of nodal interfaces is described by enriched degrees of freedom
rather than double nodes as used in standard FEM. This strategy offers significant flexibility
in capturing discontinuities, irrespective of the underlying mesh alignment. In addition, we
also explore the combination of the proposed discrete interface model with an integral-type
nonlocal damage method for the purpose of simultaneously describing interface debonding
as well as matrix failure.
The outline of this chapter is as follows. In Section 7.2 a mixed-mode discrete damage
zone model (DDZM) is introduced and the force-separation relation of springs is derived by
assuming Mazars damage law [11, 185]. Section 7.3 provides a comprehensive comparison
of the proposed DDZM with other existing interface models. Section 7.4 investigates four
numerical applications. A comparison with analytic solutions and available experimental
data is presented to demonstrate the performance of the proposed method. Finally, Section
7.5 gives some concluding remarks.
7.2 Discrete damage zone model for material interfaces
The discrete damage zone model, developed directly in the framework of damage mechanics
and proposed in [6], is adopted. In the DDZM, the delamination progress is interpreted as
the damage accumulation and evolution along material interfaces. The permanent reduction
of material stiffness and strength is naturally accounted for by the irreversibility of damage
if a discrete interface is previously loaded beyond its elastic limit. In this section, we show
the procedure to go from the damage model to the force-separation relation under pure
mode I and mode II conditions. Then the relationship between model parameters and
experimentally measured fracture energy and cohesive strength is derived. For the mixed-
mode delamination, a new formulation which is thermodynamically consistent is proposed.
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7.2.1 Pure mode force-separation relation
In this work, the force-separation relation for the discrete interface is derived from Mazars
damage law [11, 185] that governs the bulk behavior although any other damage law can
equally be employed in this framework. The irreversible damage evolution for the discrete
interface is described in terms of interface separations as
DΓi =

0 if δ∗i ≤ δcri
1− 1
exp(Bi(δ∗i − δcri ))
if δ∗i > δ
cr
i
(i = n, t) (7.1)
where the subscripts n and t indicate the opening mode I and sliding mode II, respectively.
Bi is the damage coefficient and δ
cr
i is the critical interface separation corresponding to the
damage initiation, whose identification is detailed later. The history variable δ∗i , defined as
the maximum converged value of effective separation that was reached, is characterized by
the uncoupled loading functions
fn(JuK, δ∗n) = 〈JunK〉 − δ∗n, ft(JuK, δ∗t ) = |JutK| − δ∗t (7.2)
which evolve according to Kuhn-Tucker conditions
δ̇∗i ≥ 0, fi(JuK, δ∗i ) ≤ 0, δ̇∗i fi(JuK, δ∗i ) = 0 (i = n, t) (7.3)
In Eq. (7.2), the history variable δ∗n is assumed to be frozen in the case of negative normal
openings by introducing the Macaulay bracket. The absolute value operator in Eq. (7.2)
implies that the tangential loading function is independent of the direction of sliding.
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The force Fi sustained by the spring is related to the current separation δi as follows:
Fi = Kiδi = (1−DΓi )K0i δi = (1−DΓi )F cri
δi
δcri
(i = n, t) (7.4)






i is the peak force in the
spring.
Substitution of the damage evolution law (7.1) into the above Eq. (7.4) then yields the
pure mode force-separation relation
Fi =






if δ∗i ≤ δcri
K0i δi





i − δcri ))
if δ∗i > δ
cr
i
(i = n, t) (7.5)
The force-separation relation is completed by replacing the normal stiffness Kn with a
penalty stiffness Kp in the presence of negative value of δn. This penalty parameter should
be large enough to prevent interface penetration providing that no artificial computational
issues such as oscillatory stress profile are introduced.
Figure 7.1a shows an interfacial deformation history involving loading, unloading, and
reloading. Note that loading/reloading paths are indicated by solid arrows whereas unloading
paths by dashed arrows. The corresponding constitutive behavior and damage variable
evolution are plotted in Figure 7.1b and 7.1c, respectively. As displacement jump δ initially
increases, the interface behaves as a linear spring with an undamaged stiffness of K0 until
the critical separation δcr (point 1) is reached. Then a permanent reduction of stiffness
is observed as more separation is applied from point 1 to 2. This will cause an irreversible
response during the unloading and reloading stages. Namely, the constitutive model proceeds
along a linear path to the origin upon unloading, and, the same path is followed in the case
of reloading until it reaches point 2.
138
7.2. Discrete damage zone model for material interfaces
 














1 (𝛿cr, 𝐹cr) 
𝛿 
2 (𝛿, 𝐹) 
0 
𝐾0 









2 (𝛿, 𝐷Γ) 
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(c) Damage evolution relation
Figure 7.1: Pure mode constitutive relation and damage evolution law for a discrete interface
undergoing a specified deformation history. Loading and reloading paths are indicated by
solid arrows whereas unloading paths are indicated by dashed arrows.
7.2.2 Parameter identification
Three sets of model parameters are introduced in the adopted force-separation relation:
the damage coefficient Bi, the critical interface separation δ
cr
i , and the initial stiffness K
0
i .
Following the procedure detailed in [6], we can identify them once the fracture energies
GIC, GIIC and the cohesive strengths σmax, τmax of mode I (opening) and mode II (sliding)
are experimentally measured:








= 0 (i = n, t) (7.6)





= (1−Biδcri )K0i = 0⇒ Bi =
1
δcri
(i = n, t) (7.7)
ii. The force Fi in the spring is obtained by lumping the traction Ti acting on a charac-
teristic area of As. For 2D problems, the characteristic area degrades to an effective
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length ls controlled by the spring and we have the following relationship:










t = τmaxls (7.8)
Notice that the effective length ls depends on the spacing between springs. That
is to say, ls is equal to the element size along the delamination path for structured
meshes, whereas for unstructured meshes, ls depends on mesh geometry and needs to
be computed element by element. The spring force will be scaled by this parameter
according to different mesh sizes.
iii. In order to relate these parameters to fracture energy of materials, one can use the fact
that the area under the force-separation curve represents the energy dissipation which












Tt(δt) dδt = GIIC (7.9)














(i = n, t) (7.10)

















It is noteworthy that the initial stiffnesses K0i in the DDZM are determined by the critical
energy release rates and cohesive strengths rather than arbitrarily selected high values in the
typical bilinear cohesive models. This feature is also shared by the widely used Xu and
Needleman (XN) exponential model [55].
7.2.3 Mixed-mode force-separation relation
In real structural components, delamination generally grows under mixed-mode conditions
rather than a pure normal opening or pure transverse sliding. Therefore, a reliable cohesive
model should be capable of predicting delamination onset and propagation under varying
mode ratios. Herein a new mixed-mode exponential softening relation is presented in the
context of damage mechanics. Compared with the one assumed in [6], in which two un-
coupled anisotropic damage variables DΓn and D
Γ
t were defined for each mode separately,
the improved model accounts for the interaction between different modes by considering an
isotropic damage DΓ in the interface.
Rather than defining an equivalent separation and determining and its critical value cor-
















where the constant α is a material parameter chosen to fit mixed mode fracture tests, δ∗eq is
the maximum converged value of the equivalent separation, and δcreq is the critical equivalent
separation. The nondimensional separation measure was originally proposed by Tvergaard
and Hutchinson [189], and developed further by Alfano and Crisfield [184].
According to Eqs. (7.7) and (7.13), we extend the pure mode damage law (7.1) to
141
Chapter 7. Progressive delamination analysis of composites
mixed-mode cases through which the interface damage DΓ is related to the history ratio ζ:
DΓ =

0 if ζ ≤ 1
1− 1
exp(ζ − 1)
if ζ > 1
(7.14)
Notice that the established mixed-mode damage law includes an interaction criterion (i.e.
ζ = 1) for the prediction of damage initiation. It takes into account the fact that damage
onset may occur before any of the interlaminar stress components reach their critical values
under mixed-mode loadings [190], which is neglected in Liu’s formulation [6].
Figure 7.2a provides a visualization of the mixed-mode damage evolution for a specific







order to get insight into the influence of parameter α on the mixed-mode damage evolution,
the damage onset surfaces for α = 2, 3 and 4 are depicted in Figure 7.2b. For comparison
purposes, the damage initiation locus, determined by Liu’s anisotropic damage model [6], is
also represented in Figure 7.2b. It can be observed the interface damage is initialized more
quickly for the new coupled damage formulation than that for Liu’s anisotropic model, when
subjected to an identical mixed-mode deformation history.
The mixed-mode force-separation relation is then formulated in a local coordinate system
with basis {t,n} aligned with the tangential and normal directions to the crack, as follows:
FL = KLδL =
 K
0δL if ζ ≤ 1






 , δL =
δt
δn




and the superscript L denotes the quantities in the local coordinate system. Similarly, the
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(a) 3D contour plot of the isotropic interface dam-
age variable DΓ for α = 2







 L i u ’ s  a n i s o t r o p i c  m o d e l  [ 6 ]
 N e w  i s o t r o p i c  m o d e l  w i t h  α= 4
 N e w  i s o t r o p i c  m o d e l  w i t h  α= 3










δ*n / δc rn
 
 
(b) Comparison of damage onset surfaces for
different mixed-mode interface models
Figure 7.2: Mixed-mode damage variable DΓ
penalty stiffness Kp should be enforced in the normal direction to prevent penetration in
case of crack closure. It is worth noting that the pure mode force-separation relation (7.5)
is a particular case of the proposed mixed mode formulation.
Similar to the bilinear interface model [184], the proposed force-separation relation with
exponential softening can also recover the power law criterion introduced in Refs. [191, 192]
if the spring is loaded under a fixed loading ratio β = δn/δt. The power law criterion, which
is widely used to characterize mixed-mode interface failures, is established in terms of the











with α the same parameter in the definition of history ratio (7.13). A good agreement with
mixed-mode experimental data is typically obtained by setting α to be between 2 and 4.
α = 2 and 4 describe linear and quadratic interactions, respectively. The proof of the above
statement, following Ref. [184], is reported in Appendix C.
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It bears emphasis that the complete decohesion of interfaces in the DDZM is only asymp-
totically reached when ζ → ∞, due to the exponential softening relation adopted. In prac-
tical applications, one would truncate the proposed force-separation relation by setting a
damage threshold of 0.99, over which discrete springs are considered to fail completely. For
convenience, we will refer to material points with DΓ = 0.99 and with zero crack open-
ing, schematically illustrated in Figure 7.3, as the physical and the mathematical crack
tips, respectively. The physical crack tip, with its growth denoted by ∆a, characterizes the
boundary between the traction-free crack and cohesive zone. The cohesive zone length Lcz
is defined in the present study as the length of an irreversible damage zone ahead of the


































Figure 7.3: Schematic of a near crack-tip zone; Note that the cohesive forces are active across
the shaded region.
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7.3 Comparison with existing intrinsic CZMs
First, we note that the proposed mixed-mode DDZM is thermodynamically consistent since


















if ζ > 1
(7.18)
with δ̇∗i ≥ 0, δ∗i ≥ 0 (i = n, t) given in Eqs. (7.2) and (7.3).
The mixed-mode interface damage model proposed in this work is further compared
with other mixed-mode models reported in the literature. These models can be grouped
into three main categories. The first is referred to as non-potential-based models (e.g. van
den Bosch [193]). Such models define cohesive relations in an ad-hoc fashion and can not
take all possible separation paths into account. As discussed in the work of McGarry et al.
[182], this limitation may give rise to non-physical interface behavior under complex loading
conditions. In addition, two different cohesive relations are needed to distinguish loading
and unloading cases. The second are potential-based models, however are not necessarily
thermodynamically consistent (e.g. Xu and Needleman [55] and Park et al. [183]). These
models employ potential functions which are based on the work-of-separation performed by
cohesive tractions. The traction-separation relations are obtained from the first derivatives
of such potential functions. Analogously to non-potential-based models, additional cohesive
relations are also needed to characterize unloading response for this class of models. Finally,
the third category of models are potential-based methods which are also thermodynamically
consistent (e.g. Alfano and Crisfield [184], Turon et al. [188], Mosler and Scheider [194]).
These models are derivable from a stored Helmholtz free energy. In sharp contrast to the
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first two classes of interface models, both loading and unloading behaviors given by such
thermodynamically consistent models follow an unique potential function. It bears emphasis
that the proposed model in this work belongs to the third category, however, it differs from
the other models in that it is developed for discrete interfaces rather than continuous ones.
The performance of the proposed DDZM is assessed under mixed-mode separations by
comparison with other potential-based formulations, especially the well established Xu and
Needleman (XN) model [55]. For the completeness, the potential function of the XN model
and material parameters (see Table 7.1) are provided






























where q = GIIC/GIC and r = 2 is adopted in this study.
Table 7.1: Material parameters for performance assessment
GIC (N/mm) GIIC (N/mm) σmax (MPa) τmax (MPa)
0.1 0.2 3.0 12.0
The individual components Wn, Wt of the work performed by an interface following two





Fn(δn, δt) dδn/ls, Wt =
δt∫
0
Ft(δn, δt) dδt/ls (7.20)
and
Wtotal(δn, δt) = Wn +Wt (7.21)
Path 1 denotes a normal opening δn,max followed by a tangential separation up to failure,
whereas path 2 describes a tangential separation δt,max with a complete normal opening
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followed. Both of the loading paths are schematically depicted in Figure 7.4 and the mixed-
mode ratio can be adjusted by gradually changing the value of δn,max or δt,max. This type
of analysis procedure, originally proposed by van den Bosch [193] and further developed by
Park et al. [183], is of importance for the understanding of possible energy dissipation and





𝛿𝑛,𝑚𝑎𝑥 𝛿𝑡 → ∞ 
𝛿𝑡,𝑚𝑎𝑥 
𝛿𝑛 → ∞ 
Path 2 
Path 1 
Figure 7.4: Non-proportional loading paths.
In Figure 7.5, the work-of-separation as predicted by DDZM and XN models is plotted
against the applied normal separation in the case of path 1 loading. δn,max = 0 and ∞
correspond to pure mode II and mode I failures, respectively. Between these two limiting
cases, a smooth and monotonous variation of energy dissipation is expected, i.e. Wn : 0 →
GIC,Wt : GIIC → 0, and Wtotal : GIIC → GIC. As can be seen in Figure 7.5, the DDZM
presents a consistent prediction as expected, whereas the XN model gives a smooth but
non-monotonous evolution of the total work Wtotal.
A similar plot is shown for path 2 separation in Figure 7.6, in which δt,max = 0 and ∞
represent pure mode I and mode II failures, respectively. It is clear that both models provide
a monotonic increase (0→ GIIC) of Wt with increasing δt,max. However, focusing on the total
work Wtotal and the work Wn of normal separation, the DDZM leads to a physically more
realistic result than the XN model. First, the total work Wtotal is expected to increase
monotonically from GIC to GIIC by increasing δt,max but the XN model gives a constant
prediction. In addition, a negative energy dissipation up to −GIC develops in the XN model
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Figure 7.5: Variation of the normalized work-of-separation as a function of δn,max/δ
cr
n when
the interface undergoes path 1 separation : (a) DDZM; (b) Xu and Needleman model (q =
r = 2).
for the normal separation. Figure 7.7 depicts the non-dimensional normal traction versus
the normal separation δn and how it is affected by applied tangential separation δt,max for
both models. According to Figure 7.7b, the negative dissipation revealed in Figure 7.6b
can be attributed to the non-physical repulsive normal tractions given by the XN cohesive
relation. Furthermore, for a physically sound interface model, it was stated in [182] that zero
traction and consequently zero work for the normal separation should be enforced following
a complete tangential failure and vice versa. As can be seen in Figure 7.7, the DDZM fulfills
such requirement while the XN model fails.
The aforementioned non-physical interface response associated with the XN model is
due to the non-conservative and path-dependent nature of interface failure. In other words,
the work performed by cohesive tractions can not be appropriately represented through a
potential function that is based on the work-of-separation and only depends on the current
interface configuration. In contrast, past separation history is incorporated into the damage
variable for a thermodynamically consistent DDZM.
Aside from the demonstrated advantages over the XN model, several other appealing
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Figure 7.6: Variation of the normalized work-of-separation as a function of δt,max/δ
cr
t when
the interface undergoes path 2 separation : (a) DDZM; (b) Xu and Needleman model (q =
r = 2).







































































Figure 7.7: Variation of the normal traction Tn/σmax as a function of δn/δ
cr
n with differ-
ent tangential separations δt,max/δ
cr
t previously applied (path 2): (a) DDZM; (b) Xu and
Needleman model (q = r = 2).
features of the DDZM are illustrated by comparing it with two representative thermody-
namically based interface models developed by Alfano and Crisfield (AC) [184] and Turon et
al. (TCCD) [188], respectively. First, the DDZM is of exponential type whereas the AC and
TCCD models are of bilinear type. From a computational point of view, the exponential
DDZM is optimal since it provides a smoother softening regime. A more important advan-
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tage of the DDZM is that its formulation does not rely on a priori knowledge of the local
mixed-mode ratio at each interface point, which is usually unknown in practical applications.
Even though the global mixed-mode ratio is constant for some specific problems, the local
mixed-mode ratio changes during the failure process. This is believed to be the main reason
for anomalous sensitivity of mixed-mode energy dissipation on cohesive strengths arising in
the TCCD model. Finally, in contrast to the AC model, the DDZM can automatically en-
sure the physical property that the complete delamination of an interface point is activated
simultaneously for mode I and mode II without any additional constraint.
7.4 Numerical examples
The methodology proposed in the previous sections has been implemented in MATLAB R©.
In this section, its effectiveness to progressive delamination analyses is examined under pure
mode I, pure mode II and mixed-mode loadings by using double cantilever beam (DCB),
end notched flexure (ENF), and mixed-mode bending (MMB) test specimens. The model
setup and boundary conditions for each test case are illustrated in Figure 7.8, where the bulk
behavior is taken to be linear elastic without damage. In addition, the failure process of a
fiber/epoxy unit cell is also analyzed using the DDZM, in which case both the fiber/matrix
debonding and matrix cracking are considered. Plane stress conditions are assumed for all
numerical examples in this section. Bilinear quadrilateral elements are employed to discretize
these specimen domains. Benefiting from the proposed XFEM formulation, the potential de-
lamination and debonding paths can be arbitrarily positioned within elements rather than
along element interfaces in the FEM. In the following examples, mesh configurations will be
designed such that discontinuity paths cut through elements. Then the XFEM implementa-
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(b) ENF and MMB test setup: pure mode II and
mixed-mode loadings, respectively
Figure 7.8: DCB, ENF, and MMB test specimens.
7.4.1 Mode I: double cantilever beam (DCB) test
For DCB test specimens, a fixed boundary condition is applied at the right end. Pure mode
I delamination is then driven by a load P applied at the upper and lower surfaces of the
left end (see Figure 7.8a). The load point displacement ∆ is recorded to obtain global force-
displacement responses. In addition, the development of the cohesive zone length is also
monitored for the following analysis.
7.4.1.1 Parametric study on mesh size and interface strength
In this example, we first investigate the effects of mesh size and interface strength on struc-
tural responses by conducting several groups of DCB simulations. As illustrated in Table
7.2, these DCB specimens share the same geometry and isotropic material properties, except
for the interface strength σmax. Its values are varied as 5.7, 20, and 57 MPa. Accordingly,
the parameter Bn is computed to be 50.7, 177.9, and 507.1 mm
−1. We consider a uniform
structured mesh with 7 different element sizes: 3 × 25, 3 × 40, 3 × 50, 3 × 100, 3 × 200,
3×400, and 3×800, and analyze the problem for each of the interface strength values (total
of 21 analyses). The mesh size is characterized by the element length Lel along the direction
of delamination growth.
The load-displacement curves, grouped by different values of interface strength, are plot-
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Table 7.2: Material and geometry parameters for isotropic DCB specimens. The σmax values
are varied as 5.7, 20, and 57 MPa in simulations.
L (mm) T (mm) h (mm) a0 (mm) E (GPa) ν GIC (N/mm)
50.0 1.0 1.5 30.0 135.0 0.25 0.281
ted in Figures 7.9-7.11, against the analytical solution obtained using beam theory [195].
Note that some results for coarse meshes have not been displayed in Figures 7.9 and 7.10
because they show extremely unreasonable oscillation and prediction of the peak load.
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(a) P -∆ curves
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 A n a l y t i c a l
(b) Zoomed P -∆ curves
Figure 7.9: Load-displacement curves obtained for different mesh sizes in a DCB test with
interface strength σmax = 57 MPa.
For all values of interface strength adopted in simulations, it is evident that the numerical
results are objective with respect to the mesh size. Furthermore, the converged results
are found to be in very good agreement with the analytical solution, allowing the system
responses, determined using a mesh with Lel = 0.125 mm, to serve as the reference solution.
Conversely, results obtained using relatively coarse meshes overestimate significantly the
peak load. Their smoothness in the softening regime, where steady state delamination
occurs, also deteriorates with increasing mesh size Lel. The reason for this phenomenon is
the number of discrete springs spanning the cohesive zone, defined as Ns = 1 + Lcz/Lel,
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(b) Zoomed P -∆ curves
Figure 7.10: Load-displacement curves obtained for different mesh sizes in a DCB test with
interface strength σmax = 20 MPa.
is not enough to represent properly its softening traction profile. Hence, sufficient number
of interface elements are needed to ensure accurate delamination analyses. On the other
hand, excessive meshing results in high burden and poor computational efficiency. It should
be noted that these considerations are also true for continuous type models and have been
reported in the literature [196, 197]. To this end, meshing rules, considering adequate balance
between accuracy and efficiency, can be estimated by the cohesive zone length Lcz and the
minimum number of discrete springs required to resolve it.
The former has been obtained in the foregoing simulation using a mesh with Lel = 0.125
mm. Figure 7.12 shows the evolution process of cohesive zone lengths, together with loading
forces, as functions of applied displacements for each case of interface strength values. It is
found that the softening in the load-displacement curves is initiated once the cohesive zone is
fully developed. One can also observe that specimens with σmax = 5.7 MPa tend to develop
a longer cohesive zone, which indicates larger ductility. Apart from numerical simulations,
several functional solutions have been proposed by researchers to estimate the length Lfcz of
a fully developed cohesive zone. We have compared in Figure 7.13 the numerical solutions
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(b) Zoomed P -∆ curves
Figure 7.11: Load-displacement curves obtained for different mesh sizes in a DCB test with
interface strength σmax = 5.7 MPa.
with the predictions obtained using the following formulae suggested by Irwin [198] and Yang


















It can clearly be observed from Figure 7.13 that the larger ductility present (when σmax
decreases), the larger deviation of the closed-form solutions from the true cohesive length
scale. Therefore one has to resort to numerical techniques under such a condition.
In the case of σmax = 57 MPa, the length of the fully developed cohesive zone is measured
as 1.2 mm. As can be seen from Figure 7.9, there is an apparent deterioration in the quality
of results when the element size Lel is increased from 0.5 mm to 1 mm. This indicates that
the minimum value of Ns, required for a precise load-displacement response, lies between
2 and 3. The same analysis procedure is applied to the other cases of interface strength.
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Figure 7.12: DCB test results with load, P (dashed lines), and cohesive zone length, Lcz (solid
lines), plotted against the load point displacement, ∆, using different interface strengths.
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Figure 7.13: Numerical and closed-form estimations of the fully developed cohesive zone
length for different interface strength σmax.
For σmax = 20 and 5.7 MPa, the minimum values of Ns range from 2 to 3, and from 3 to
5, respectively. To be conservative, the minimum number of discrete springs in the DDZM
for accurate resolution of the traction profile near the crack tip, is suggested to be 5 if
convergence studies are not available.
It can be seen from Figures 7.9-7.12 that lower interface strength leads to lower peak load,
155
Chapter 7. Progressive delamination analysis of composites
namely a more flexible elastic loading regime if the mesh size is fixed. However, there are no
apparent differences in the delamination growth regime provided that converged solutions
are obtained. The consistency between this finding and those observed by Turon et al.
[197, 199] and Harper and Hallett [196] for conventional CCZMs indicates that the mesh
optimization technique [197], namely, loosening the mesh size requirement by reducing the
numerical interface strength, is also applicable to the DDZM.
7.4.1.2 Experimental validation
In order to further validate the proposed DDZM, another mode I DCB simulation, with
the geometry and material parameters listed in Table 7.3, is performed. In this case, the
specimen is fabricated using carbon fiber/epoxy HTA/6367C. A uniform structured mesh
with 9 × 1200 elements is used to discretize the problem. As can be seen in Figure 7.14a,
the predicted load-displacement response matches well with experimental data available in
[1, 2]. In the experiment, the mode I crack growth was also traced by using a traveling
microscope. Figure 7.14b presents the crack growth as a function of the load point dis-
placement for both numerical and experimental cases. It is observed that the onset of crack
propagation is accurately captured by the DDZM while the following growth speed is slightly
underestimated.
Table 7.3: Material and geometry parameters for HTA/6367C specimens [1, 2].
Ply
properties
E11 E22 = E33 G12 =
G13
G23 ν12 = ν13 ν23
146 GPa 10.5 GPa 5.25 GPa 3.48 GPa 0.3 0.51
Interface
properties











L T h a0 - -
75 mm 20 mm 1.55 mm 35 mm - -
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(a) Applied load versus load point displacement
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(b) Crack growth versus load point displacement
Figure 7.14: Comparison with experimental data provided in Ref. [2] for the DCB setup.
7.4.2 Mode II: end notched flexure (ENF) test
In this example, a simply supported ENF test specimen was loaded at its mid-span position
(i.e. c = 0) to activate a pure mode II delamination. The geometry and material parameters
are taken from Table 7.3. In order to investigate the influence of mesh alignment on the
numerical results, two types of finite element meshes are produced to discretize the domain.
The first one is a 9 × 1200 structured mesh and the other one is an unstructured mesh
consisting of 8149 elements (see Figure 7.15). Comparison of the load-displacement curves
for the structured and unstructured meshes with the closed-form solution[195] are presented
in Figure 7.16, while comparison of the crack propagation processes is depicted in Figure
7.17.
It is notable that the DDZM yields consistent load-displacement curves for both meshes
and they are in close agreement with the analytical solution based on beam theory. Similarly,
the predicted delamination growth processes, as reported in Figure 7.17, also do not show
any dependency on mesh alignment.
As revealed in Figures 7.16-7.17, three different stages of the global response can be
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(a) ENF test specimen
(b) Structured mesh, zoome of the red box (c) Unstructured mesh, zoome of the red box
Figure 7.15: Spatial discretizations of the ENF test specimen with enriched elements shaded
in grey and laminate interfaces denoted by dashed lines.
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Figure 7.16: Comparison of load-
displacement curves.
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Figure 7.17: Comparison of crack
growth processes.
clearly identified: initial loading, delamination growth, and delamination arrest. Prior to
the onset of delamination, no crack growth can be observed and thus the load-displacement
response is linear upon initial loading. Following this stage, a sudden snap-back segment is
traced by the adopted arc-length method, which corresponds to delamination propagation
in a rapid, unstable manner. When the crack tip approaches the center of the specimen
right beneath the loading position, the delamination propagation is suppressed and the
sustained load increases again. These features captured by the DDZM are also consistent
with experimental observations provided in Ref. [200].
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7.4.3 Mixed-mode: mixed-mode bending (MMB) test
The MMB delamination test was originally designed and developed by Reeder and Crews
[201] as a measurement of fracture toughness of laminated composites under combined mode
I and mode II loading conditions. A wide variety of mixed-mode ratios Ψ = GII/(GI +GII),
ranging from pure mode I (0%) to pure mode II (100%), can be produced as desired by
varying the lever arm length c shown in Figure 7.8b. In this subsection, the proposed mixed-
mode DDZM will be applied to examine MMB specimens with material and geometrical
parameters taken from Table 7.3. The parameter α is choose to be 2 in the following
simulations since a good fit to experimental data is generally obtained by using this value.
First, the energy dissipation process of a single spring, subjected to a fixed loading ratio
β = δn/δt, is carefully analyzed based on the novel mixed-mode formulation and the material
parameters listed in Table 7.3. Figure 7.18 shows the variation of energy dissipation during
a failure process for a wide range of loading ratios, from tan 0◦ to tan 90◦. For the sake of
comparison, the results as computed by the original anisotropic model in [6] are presented
in Figure 7.19. As can been seen from these plots, both models give monotonously changed
energy dissipation for varying failure modes. Nevertheless, the newly proposed isotropic
damage model (Figure 7.18) can guarantee a smoother energy dissipation process than Liu’s
model where kink points arise.
Moreover, the performance of the DDZM for delamination analyses in different mixed-
mode ratios Ψ is also investigated. Three test cases of Ψ = 25%, 50%, and 75% are consid-
ered. Computing the lever arm length c given a mixed mode ratio has been standardized by
ASTM and lately improved by Blanco et al. [202]. Following the procedure, the correspond-
ing arm length c to mixed-mode ratios of 25%, 50%, and 75 % are set to be 116.5, 63.1,
and 43.9 mm, respectively. The left end loading versus displacement curves, as predicted by
the new DDZM formulation, are plotted against beam theory solutions in Figures 7.20-7.22
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Figure 7.18: Work-of-separation as computed by the proposed mixed-mode formulation for
a single spring: (a) Normal component Wn; (b) Shear component Wt; (c) Total work Wtotal.
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(c)
Figure 7.19: Work-of-separation as computed by the anisotropoic damage model in [6] for a
single spring: (a) Normal component Wn; (b) Shear component Wt; (c) Total work Wtotal.
for each value of mixed-mode ratios. Although the numerical results exhibit a slightly lower
stiffness than analytical solutions in the elastic loading phase, an almost identical match can
be observed after delamination is initiated for all simulation cases. In Figure 7.20 and 7.21,
our present results are also compared with those by Liu’s anisotropic damage model [6] in
cases of Ψ = 25% and 75%, where the improvement resulted from the new isotropic interface
model can be clearly seen.
Besides the original maximum interface stress combination (σmax = 40 MPa and τmax =
60 MPa), we also applied three other cohesive strength combinations of 40:40, 40:80, and
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Figure 7.20: Comparison of load-
displacement curves. The applied mixed-
mode ratio Ψ is taken as 25%.
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Figure 7.21: Comparison of load-
displacement curves. The applied mixed-
mode ratio Ψ is taken as 75%.
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Figure 7.22: Load-displacement curves obtained for different interface strengths in an MMB
test. The applied mixed-mode ratio Ψ is taken as 50%.
40:120 in the case of Ψ = 50%. The corresponding parameter Bt is varied as 99.8, 199.6,
and 299.4 mm−1. The load-displacement curves are compared in Figure 7.22, where they
almost coincide with each other and agree well with the analytical solution. The illustrated
insensitivity of the global response to the cohesive strength ratios is in sharp contrast to the
sensitive results reported in [63, 199]. It indicates that the mixed-mode energy dissipation
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is characterized correctly by the proposed damage interface model in all cases.
7.4.4 Failure of a fiber/epoxy unit cell
As the last example, we study the failure process of a fiber/epoxy unit cell where the interac-
tion between fiber debonding and matrix damage is considered. The problem configuration
and boundary conditions are depicted in Figure 7.23, where the specimen is subjected to
a horizontal displacement ∆ on its left and right edges. Considering the symmetry of the
domain and the boundary conditions, only the top right quarter of the domain is modeled in
the present study, with horizontal rollers deployed along the x-axis and vertical ones along
the y-axis.
 








  R  
Figure 7.23: A single circular fiber embedded in a square block of epoxy under a uniaxial
tension. The dimensions are: L = 100mm and R = 50mm.
The debonding behavior of the curved matrial interface is described by the DDZM, while
the damage law (6.17) is applied to capture the matrix degradation. Since the fiber inclusion
is much stronger than the epoxy matrix, no damage is assumed in the fiber. The material
properties of the fiber/epoxy specimen are listed in Table 7.4. Accordingly, the DDZM
parameters Bn and Bt take values of 27.5 and 31.3 mm
−1, respectively. Three different mesh
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resolutions of 19× 19, 29× 29, and 39× 39 are adopted in the numerical analysis.
Table 7.4: Material properties of the fiber/epoxy unit cell.
Interface GIC = 0.3 N/mm GIIC = 4.0 N/mm σmax = 3.3 MPa τmax = 50.0 MPa
Matrix E = 2.35 GPa ν = 0.25 B = 80.0 εcr = 3.3e-4
Fiber E = 40.7 GPa ν = 0.25 - -
The overall response of the fiber/epoxy structure is measured in terms of the total re-
sultant force P acting along the right edge versus the applied displacement ∆. Figure 7.24a
depicts P versus ∆ curves for different mesh sizes using a local damage formulation. One
can clearly observe reduced peak load upon mesh refinement. Furthermore, the local for-
mulation tends to give different dissipated energies during the failure process and therefore
it is unreliable. In order to alleviate mesh dependency, we apply the nonlocal formulation
as discussed in Section 6.2.2. The characteristic length for the nonlocal continuum model is
prescribed as lc = 6 mm, which is larger than the coarsest element size, to insure mesh size
insensitivity. The corresponding force-displacement curves are then obtained and shown in
Figure 7.24b for different meshes. It can be seen that the peak load and dissipated energy
are nearly mesh insensitive.
The numerical results obtained using the nonlocal damage formulation for mesh size
39 × 39 are used to visualize the simulated failure pathway in Figure 7.25. We plot the
distribution of both the bulk damage DΩ and the interface damage DΓ within the fiber/epoxy
specimen before it completely fails. In Figure 7.25a, the red zone indicates the matrix
damage path, where the elements have ruptured (DΓ ≈ 1). The figure is also linked with
Figure 7.25b, which illustrates the complete debonding of part of the matrix/fiber interface.
Clearly, the coalescence of the matrix cracking and the interface debonding arises around a
phase angle of ϕ = 45◦. Furthermore, the partially debonded interface is an intermediate
state as compared with the damage distribution of both the perfectly bonded and completely
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(a) Local formulation
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(b) Nonlocal formulation
Figure 7.24: Mesh convergence studies for the fiber/epoxy unit cell using the local and
nonlocal formulations.
debonded interfaces displayed in Figure 7.25b.
Through this study, we demonstrate the ability of the proposed damage-based method to
reproduce a complex failure pattern (combination of discrete debonding and matrix damage)
in fiber reinforced composites.
7.5 Concluding remarks
In this chapter, the extended finite element method, in combination with the discrete damage
zone model [6], is proposed to model progressive delamination in composites. Owing to
the damage-based XFEM formulation, both the diffused bulk damage and the interface
delamination can be conveniently modeled, irrespective of the background mesh and the
interface configuration.
With respect to discrete interfaces, we develop a new mixed-mode force-separation rela-
tion by introducing an isotropic interface damage variable, which takes into account coupled
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(a) Contour plot showing the nonlocal bulk damage
D̄Ω
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(b) Interface damage DΓ along the curved debonding
path
Figure 7.25: Damage state within the fiber/epoxy unit cell before it completely ruptures;
39× 39 mesh and lc = 6 mm are adopted here.
interaction between failure modes. Furthermore, an integral-type nonlocal damage model is
employed in bulk to alleviate the mesh size sensitivity. In this scheme, the weighted spatial
averaging is applied to the damage variable. To insure robustness and fast convergence, a
consistent tangent stiffness matrix is derived specifically for the XFEM formulation.
Benchmark examples carried out here clearly indicate that the proposed method is not
biased by mesh size and alignment. Moreover, the results are in good agreement with the
available analytical/experimental data for all cases of pure mode I, mode II, and mixed-
mode with varying ratios, which demonstrates the excellent performance of our model. The
influence of interface strengths on the load-displacement curves and the development of
cohesive zones is also investigated in detail.
In addition, the energy dissipation of a single spring, subjected to a fixed loading ratio
β = δn/δt, is carefully analyzed using the isotropic and anisotropic interface models. It is
shown that the newly proposed isotropic damage model can guarantee a smoother energy
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dissipation process under mixed-mode loadings compared to the anisotropic one.
In the examples of fiber/epoxy unit cell, the proposed model is used to trace the failure
process caused by fiber/epoxy debonding and matrix damage. It is shown that consistent




A coupled continuum-discrete framework for
failure analysis of quasi-brittle materials
In this chapter, we propose a coupled continuous/discontinuous approach to model the two
failure phases of quasi-brittle materials in a coherent way. The proposed approach involves an
integral-type nonlocal continuum damage model coupled with an extrinsic discrete interface
model. The transition from diffuse damage to macroscopic cohesive cracks is made through an
equivalent thermodynamic framework established in multidimensional settings, in which the
dissipated energy is computed numerically and weakly matched. This chapter is reproduced
from Wang and Waisman [81]. Inputs from the co-author are gratefully acknowledged.
8.1 Introduction
During the failure process of quasi-brittle materials such as concrete, rock, and ceramics, two
distinctive stages are observed: diffuse damage inception at the early stage and extensive
damage localization leading to macroscopic crack propagation. It is the formation and
propagation of macroscopic discontinuities that result in the final failure of most structures.
Thus, a computational framework capable of describing both stages in a coherent manner is
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of great significance for failure analysis of quasi-brittle materials.
Neither continuous nor discontinuous approaches alone can properly treat all stages in-
volved in the entire failure process of quasi-brittle materials. Continuum damage mechanics
provides an effective means to model the diffuse damage arising at the early phase of mate-
rial failure. However, in the presence of severe damage localization, excessive strain values
around potential cracks have been reported in the literature, which may lead to an unre-
alistic spread of damage zones [203]. Moreover, spurious stress transfer (stress locking),
deteriorated convergence rates, and large element distortions may also arise when using the
continuum damage methods at final failure stages [204]. Besides, dealing with situations
where the crack characteristics need to be known precisely, e.g. fluid leakage through cracks
or contact and friction due to crack closure [23, 205], may cause significant challenges in
damage models. On the other hand, while fracture mechanics methods are not well suited
for modeling distributed material degradation, they can resolve more accurately discrete
crack surfaces.
Inspired by the above considerations, a coherent computational framework leveraging
continuous and discontinuous approaches would be essential for the complete failure analysis
of quasi-brittle materials. During the past two decades, initial attempts have been made
to implement the transition from diffuse damage to sharp cracks. This idea was pioneered
by Planas et al. [206], who proposed to go from a discontinuous field to a continuous field
by using nonlocal integral formulation. Later, Mazars and Pijaudier-Cabot [207] proposed
a transition scheme called “equivalent crack” to switch from a damage zone to a fracture
problem, which is based on the dissipated energy equivalence between the two models. In
[208], the energetic equivalence concept was further used to construct a cohesive law from
a nonlocal damage mode. In [203], under mode I loading, the transition from a nonlocal
damage model to a cohesive XFEM approach was carried out at a certain damage value
related to the element size within the damage band. The energetic equivalence was respected
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by imposing the equality between the energy transferred to the cohesive zone model and
the energy not yet dissipated by the nonlocal model within the damage band. Recently,
continuous/discontinuous approaches coupling implicit gradient damage models and cohesive
zone models were constructed in Refs. [205, 209] so that the switch from CDMs to CZMs
can be triggered at any damage level. Similar to [203], the energy dissipation was conserved
during the transition. Such a consideration on the energy conservation can be avoided if the
transition is restricted to occur only when damage is close to unity, as in Refs. [22, 210, 211].
Despite these noteworthy contributions, it still remains a challenge to develop a coupled
continuous/discontinuous framework capable of capturing mixed-mode crack propagation
along curvilinear paths, with the damage/crack transition allowed to occur at any damage
level. To this end, a coupled framework is developed and studied on several benchmark
problems in this chapter. The early stage of material failure is modeled by an integral-
type nonlocal continuum damage model to describe the diffuse loss of material integrity.
Once an arbitrary specified damage threshold is reached, the energy dissipation mechanism
is switched from the CDM to an extrinsic discrete damage zone model (DDZM), wherein
discontinuous displacement description is used and the degradation of discrete interfaces is
represented by a thermodynamically consistent force-separation law. During the transition,
the thermodynamic equivalence between both models is enforced numerically in a weak sense.
The proposed approach is implemented within the XFEM framework exploiting the partition
of unity property of FE shape functions to allow for an arbitrary crack propagation without
remeshing.
The remainder of the chapter is organized as follows. In Section 8.2, the extrinsic discrete
damage zone model (DDZM) is conceived to represent the degradation of discrete cracks. The
formulation is then finalized by estimation of model parameters from the fracture energy and
tensile strength. Section 8.3 discusses the energetic equivalence during the transition from the
CDM to the coupled CDM/DDZM framework. An efficient numerical strategy is presented
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to allow for an energetically consistent transition from diffuse damage to discrete cracks in
multidimensional settings. Section 8.4 addresses some implementation aspects concerning
the XFEM cohesive-damage framework. In Section 8.5, a few numerical benchmark problems
are carried out to assess the performance of the proposed framework, and good agreement
with experimental results is demonstrated. Final concluding remarks are given in Section
8.6.
8.2 Extrinsic discrete damage zone model
8.2.1 Construction of the interface damage evolution law toward an extrinsic
model
As observed in Refs. [212, 213], crack propagation in the selected mixed-mode fracture
tests of concrete specimens is driven predominantly by normal opening along the curvilinear
trajectory. In other words, the mixed mode fracture energy in these specimens is mainly
governed by mode I fracture energy. Hence, a CDM with energy only dissipated in mode I is
capable of reproducing the experimental results very well. This statement is also supported
by the numerical study reported in [186, 214]. Based on these observations and a conservative
consideration, the energy contribution K0t δ
2
t /2 due to shear deformation in Eq. (6.27) is
assumed to be small and can be neglected. Accordingly, the force-separation relation in the
direction tangential to the crack becomes Ft = 0. This assumption also simplifies the energy
transfer between the nonlocal CDM and the DDZM under mixed-mode loading situations.
It bears emphasis that the assumption of zero shear force does not constitute a restriction
on the DDZM itself as it is intended for mixed-mode fracture (see Eq. (6.34)).
With focus on the normal force Fn, an interface damage evolution equation is conceived
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as follows to construct initially rigid force-separation relations:
DΓ = 1− 1
exp(bδ∗)− 1
(8.1)
with b the model parameter which determines the softening slope. The history variable δ∗
stands for the maximum converged value of the normal separation that has been reached.
It satisfies the following Kuhn-Tucker conditions which capture the irreversible nature of
interface degradation:
δ̇∗ ≥ 0, g(JunK, δ∗) = 〈JunK〉 − δ∗ ≤ 0, δ̇∗g(JunK, δ∗) = 0 (8.2)
Here, it is easy to see that the interface damage DΓ varies from negative infinity to
unity, instead of from zero to infinity for the CDM. The initial rigid state corresponds to
DΓ = −∞ whereas DΓ = 0 means that the spring is fully ruptured. Note that the same
range for damage variable was also adopted in [215]. In addition, we do not consider the
damage caused by crack closure by introducing the Macaulay bracket in the loading function
g(JunK, δ∗) of interface. Substitution of the proposed damage evolution law into Eq. (6.34)





+Kp(δn − 〈δn〉) (8.3)
Analogously to the linear elastic unloading behavior of the nonlocal CDM shown in
Figure 6.2, the interface constitutive model also proceeds along a linear path to the origin
upon unloading.
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Figure 8.1: Force-separation relation in the DDZM with exponential softening and linear
unloading. Loading and reloading paths are denoted by solid arrows while unloading path
is indicated by dashed arrows.
8.2.2 Identification of model parameters
We emphasize that since both the CDM and DDZM are aimed at describing the same
behavior: material fracture failure, each approach must dissipate the same energy Gf to
form a consistent unit area of stress-free crack. Thus, the fracture energy Gf together with
the tensile strength ft are direct input material constants for the DDZM. While the fracture
energy Gf is distributed over the width (approximately 2lc) of the localized damage band
in the nonlocal damage model, the DDZM dissipates energy over a strip by means of which
the internal length scale lc is naturally incorporated. To wit, there is no need to specify lc
as the input material parameter for the DDZM. From Gf and ft, all the other parameters b
and K0n of DDZM can be determined by the procedure listed below:
(i) The force Fn sustained by a spring is obtained by lumping the traction acting on a
characteristic area of As attached to the spring. In the two-dimensional case, the
characteristic area degrades to an effective length ls. For an extrinsic law, the spring
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≤ 0 ⇒ K0n ≥ 0 (8.5)
It is noteworthy that the effective length ls depends on the spacing between springs.
Consider for example a specific spring “S” located at xS. The two adjacent springs
are at xS−1 and xS+1 and the corresponding effective length can be calculated as
ls = (‖xS −xS−1‖2 + ‖xS −xS+1‖2)/2. Apparently, ls is related to the mesh geometry
and needs to be computed element by element. The spring force is scaled by this
parameter according to the specific element size.
(ii) The dissipated energy that is required to break the spring should equal the energy













2 dDΓ = Gf ls (8.6)
One can easily verify from Eqs. (8.1) and (8.2) that δn equals to δ
∗ at any time when
ḊΓ > 0. This results in
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= Gf ls (8.9)









It is obvious from Eq. (8.10) that the condition given in (8.5) is automatically ensured.
8.3 Transition from diffuse damage to discrete cohesive cracks
In this section, we establish an efficient numerical strategy to consistently transfer from dif-
fuse damage to discrete cracks at any damage levelDΩcr based on the equivalent energy dissipa-
tion principle. While other transition schemes reported in the literature [203, 205, 209] were
developed on the basis of one dimensional problems, the proposed strategy is constructed
for multidimensional settings and well suited to model crack propagation along curved tra-
jectories. As can be seen later, such a numerical coupling scheme takes full account of the
effects of nonlocal interaction and multiaxial stress (strain) state arising in multidimensional
settings, while those 1D transition schemes [203, 205, 209] do not and may lead to incorrect
calculation of energy dissipation.
First, in order to couple CDM with DDZM in a coherent fashion, structural equilibrium
should be enforced upon the transition from damage to cracks. That is to say, the maximum
force Fn(δn = 0) sustained by a spring at xS in the coupled CDM/DDZM must be related
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to the normal stress state σn of point xS reached when D
Ω = DΩcr, given by
Fn(δn = 0) = σnls with σn = n · σ(xS) · n (8.11)
with n denoting the unit normal to the crack.
Another key ingredient of the transition strategy is the enforcement of energetic equiva-
lence: the input energy to the DDZM should be the same as the energy not yet dissipated
by the CDM within the damage band. Three models, including the nonlocal CDM, DDZM,
and coupled CDM/DDZM, are shown in Figure 8.2 to illustrate the energetic equivalence
between these models. Note that in Figure 8.2, the width 2L of ΩS, selected to go through
the localized damage zone, is related to the localization limiter lc. To achieve a strict ener-
getic equivalence, the global energy dissipation rates given by these three models should be


























where the left subscripts “C”, “D”, and “CD” stand for quantities in the CDM, DDZM,
and coupled CDM/DDZM, respectively. The total energy dissipation rate in CDM (left
term of Eq. (8.12)) is expressed as a volume integral over the bulk, whereas the total
dissipation rate in DDZM (middle term of Eq. (8.12)) is given as a sum of contributions
from all discrete springs along the interface. In the coupled CDM/DDZM framework, the
total energy dissipation rate (right term of Eq. (8.12)) includes both the rate contributions
from the bulk and interface. Based on the energy dissipation rate condition, the area under
the equivalent force-separation relation in the coupled CDM/DDZM as well as its shape can
be fully determined.
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Figure 8.2: Schematic illustration of thermodynamic equivalence between the: (a) CDM; (b)
coupled CDM/DDZM; and (c) DDZM. The localized damage zone appearing in the CDM
and coupled CDM/DDZM is denoted by the area enclosed in the blue dashed lines. The
damage zone ΩS controlled by one specific spring is shaded in gray.
Before the material tensile strength is reached, the dissipated energy is zero in all mod-
els. If the same elastic parameters are used, the three models will give the identical elastic
response. Furthermore, as proved by Cazes et al. [208], the stringent condition regarding
energetic equivalence leads to exactly the same global force-displacement response for the
three models. However, if a nonlocal damage model is used, it is very difficult to construct
cohesive laws from this condition especially in the multidimensional cases, due to the non-
locality nature of damage. One of the rare examples for strong enforcement of the energy
dissipation rate condition is the work of Cuvilliez et al. [205]. In that paper, the authors de-
rived an equivalent traction-separation law from a specified implicit gradient damage model
in 1D settings and applied it to mode I crack propagation in 2D and 3D cases. See also
Remark 1 for more details on the strict energetic equivalence.
In the present work, the thermodynamic equivalence between the three models is enforced
weakly as opposed to the strict methodology by the previous authors. That is the integrals of
the total energy dissipation rate over time are set to equal each other for the three models.
Since the energy input is determined for each discrete spring, we apply a local coupling
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condition for the area controlled by each spring. Taking one specific spring (see the spring
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Here, Eqs. (8.14) and (8.15) are obtained from the procedures we presented in Sections
6.2.3 and 8.2.2 for parameter estimations. In Eq. 8.16, we assume that the bulk damage
DΩ within the shaded area ΩS is frozen once the energy dissipative mechanism of ΩS is
transitioned from CDM to DDZM by the energy dissipation equivalence. Namely, a linear
elastic constitutive relation with reduced stiffness (1−DΩcr)C is applied to ΩS after damage-
crack transition such that energy is no longer dissipated by the bulk material in ΩS. This
assumption is motivated by the physical observation that a discrete crack tends to unload
nearby material. It is noteworthy that without this assumption, the input energy to the
DDZM can not be computed at the moment of transition. Furthermore, we note that Eqs.
(8.14)-(8.16) are also applicable to complicated loading conditions with unloading/reloading
involved since the loading history is included in the evolution of stored energies ψΩ0 and ψ
+
0 .
Substitution of (8.14)-(8.16) into the local coupling condition (8.13), one can obtain the
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Together with the maximum force (8.11) obtained from the equilibrium condition, the pa-





















The similar concept of weak energetic coupling was used in Refs. [203, 209] to construct
cohesive laws in an analytical manner based on some specific 1D tension problems. In these
1D derivations, only the nonlocal influence along the normal to the discontinuity Γc exists,
which is not the case for multidimensional problems. While these 1D analytical coupling
techniques have some merit in specific problems, they certainly are limited and may not be
applied to more general multidimensional problems (especially when involving curved crack
propagation), for which a nonlocal interaction domain exist.
Unlike the work reported in the literature [203, 205, 209], herein we propose to compute
the equivalent force-separation relation directly within multidimensional settings. The mul-
tidimensional energetic coupling equation (8.17) is a natural outcome of the lumped scheme
adopted in the DDZM, considering that each discrete spring is associated with a box of dam-
age zone as shown in Figure 8.2. In multidimensional settings, the energy dissipated by the
nonlocal CDM, represented by the second term on the right-hand side of Eq. (8.17), can not
be calculated analytically and numerical integration is thus required. The integral over the
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domain ΩS is computed by means of Gaussian quadrature whereas the integral over the bulk
damage is estimated by the trapezoidal rule. To this end, the effective strain energy density
ψΩ0 and damage D
Ω of all Gauss points must be recorded for each converged incremental
step. It should be noted that the accuracy of the numerical solution can be improved by the
refinement of mesh and incremental step sizes. Although the proposed energetic coupling
scheme is illustrated on mode I dominated problems, we note that it can be readily extended
to failure processes dominated by shear deformation.
In Figure 8.3, a schematic illustration of the XFEM-based adaptive crack propagation
along a curvilinear path as well as the weak coupling scheme is shown. For this general
case, the corresponding pseudo-code used to weakly couple the continuous and discontinuous
approaches is described in Algorithm 1. As can be seen in Figure 8.3, the frozen damage
zone ΩN belonging to a newly introduced crack segment is taken as a parallelogram with two
sides parallel to the new crack segment. Its width (2L) is selected large enough such that
ΩN can cover the whole damage band associated with the crack segment. The direction of
the frozen zone front is kept constant (either vertical or horizontal depending on the crack
path) in order to prevent possible overlapping of frozen damage zones for curved cracks.
Remark 1. As discussed in [208], the strong energetic equivalence condition (8.12) leads to
identical global responses for the three models. To achieve the strict equivalence, restrictions
should be imposed on both the shape and area of the force-separation relation if the CDM is
specified. That is to say, the strictly equivalent force-separation relation is fully determined
by the specified CDM and one can not assume its form in advance. On the other hand,
the weak coupling scheme used in this paper only matches the energy to be dissipated by the
DDZM with the area under the force-separation relation. Namely, the common shapes like
linear, bilinear, or exponential ones can be assumed for the weakly equivalent force-separation
relation provided its area satisfies the weak energetic equivalence condition (8.13). In the
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Figure 8.3: Schematic illustration of curved crack propagation and zones with energetic cou-
pling. Note that the weak energetic equivalence had been enforced over the blue zone before
the propagation step, while the weak energetic coupling algorithm (detailed in Algorithm 1)
will be applied to the purple area ΩN associated with the new crack segment inserted at the
propagation step.
present work we adopt an exponential shape for the interface constitutive relation. With this
weak coupling scheme, the global response predicted by the three models do not match exactly
with each other. However, they finally give the same energy dissipation prediction.
Remark 2. Although numerical quadrature is used to calculate the energy input to the
DDZM, the resulting force-separation laws have closed-form expression as given in (8.3) and
(8.18). The analytical expressions can also provide closed-form tangent stiffness for Newton
iterations. This is in contrast to the parameterized cohesive laws reported in [205, 208] which
need to be stored as tabulated curves.
Remark 3. A significant advantage of the multidimensional energetic coupling strategy is
its generality. The weak energetic equivalence is enforced numerically in multidimensional
settings and thus can also be applied to any anisotropic damage law. On the other hand, the
cohesive laws energetically equivalent to anisotropic damage models can not be constructed
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Algorithm 1: Weak energetic coupling algorithm to transition from CDM to DDZM
Input : Geometric information of the new crack segment inserted at propagation
step n (represented as black dashed line in Figure 8.3)
Output: DDZM parameters b and K0n for each newly inserted spring (represented as
black multiplication signs in Figure 8.3)
1 Set G = 0
2 Evaluate the growth length ∆a = ‖xntip − xn−1tip ‖2 of the new crack segment
3 Determine the damage band ΩN associated with the new crack segment (shaded in
purple in Figure 8.3)
4 Compute the intersections of the segment with the mesh
5 Deploy discrete springs at these intersections
6 for i = 1 to Ngp do // Loop over Gauss points
7 if the Gauss point i is inside ΩN then
8 Label the Gauss point i as frozen




Ω using trapezoidal quadrature
10 Evaluate the Jacobian determinant Ji and weight Wi for the Gauss point i
11 Compute G = G+ JiWigi
12 end
13 end
14 Compute the input fracture energy G′ = Gf −G/∆a
15 for j = 1 to Nsp do // Loop over newly inserted discrete springs
16 Compute normal stress at the spring j and save it as σnj
17 Evaluate the effective length lsj attached to the spring j








using those 1D coupling schemes presented in Refs. [203, 205, 209], which are only suitable
for isotropic damage models.
Remark 4. It is also worthwhile to note that although the weak coupling scheme established
in multidimensional settings is inspired by a discrete cohesive zone model (DDZM) in the
present work, it can be easily used also for continuous cohesive zone models. To this end,
the total energy with which a cohesive crack segment should be endowed in the coupled con-
tinuous/discontinuous framework can be computed numerically (as we elaborate above) and
then distributed averagely to all interface point on the crack segment.
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8.4 Implementation aspects
In this section, some implementation aspects of the coupled XFEM cohesive-damage frame-
work for evolving cracks are discussed.
8.4.1 Crack nucleation and growth criteria
In the coupled XFEM cohesive-damage framework, macroscopic cracks are explicitly resolved
and thus criteria regarding the initiation and propagation of cracks have to be defined.
Considering that new cracks are formed in quasi-brittle materials as a result of microcracks
coalescence, we set the bulk damage variable DΩ, an average measure of the microcracks,
to govern the evolution of cracks. The instance of crack propagation is determined by the
values of DΩ at the Gauss points of the element ahead of the crack tip. If the maximum
value at the end of each incremental step exceeds the predefined damage-crack threshold
DΩcr, a straight cohesive crack segment with a user-defined growth length ∆a is inserted to
extend the existing crack in the damaged zone. Since only the Heaviside function is used
to describe discontinues fields, at every increment, the crack propagates until it reaches the
element edge.
Only a handful of damage-based crack tracking algorithms have been suggested in the
literature [216–218] to determine the direction of crack growth. One example is the geometric
approach proposed in [216], wherein the crack is located as the medial axis of the damage
isoline. In this study we use a simpler yet effective means: the crack is assumed to propagate
along the direction with highest bulk damage in a patch ΩP ahead of the crack tip. The
patch, as shown in Figure 8.4, is chosen to be a half circle since the crack is unlikely to snap
back. In line with the idea of average effective stress presented in [219], the growth direction
is calculated using a weighted average of bulk damage instead of the local one in order to
improve the reliability of the local damage field. Using a bell-shaped weighting function, the
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where d = x − xtip with xtip denoting the crack tip coordinate. R is the patch radius
determining how fast the weight function decays from the crack tip. It is selected in this
study to equal the material length scale lc. Note that the above equation is only for smoothing
purpose and should not be confused with the nonlocal integral (6.18) used for introducing













with ng the number of Gauss points within the patch ΩP, Ai the area associated with Gauss
point i.
As in [204], the crack is assumed to initiate only from the boundary of the structure
to simplify the search for possible initiation point. The bulk damage along the structure
boundary is checked at the end of each incremental step. When the largest damage value
first exceeds the damage-crack transition threshold DΩcr, a new crack is nucleated from the
boundary point having the largest bulk damage, with its direction determined by the above
propagation algorithm. Note that in this situation, the patch ahead of the initiation point
is taken as a full circle with the points outside the domain excluded.
8.4.2 Variables transfer and equilibrium recovery
In this study, we use the classical subdomain quadrature technique to calculate the stiffness
matrix of the elements cut by discontinuities [91]. Namely, these elements are subdivided
into multiple triangles within which the displacement field is continuous. Then numerical
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Figure 8.4: Illustration of the damage-based crack growth criterion. Crack surface Γc is
illustrated in red and integration patch ΩP shaded in gray. Gauss points around the half-
circular patch appear as solid dots with only blue ones considered for the calculation of crack
growth direction.
integration is carried out over each triangle using three Gauss points. Hence, with adaptive
crack propagation, the number and position of Gauss points at an element will be changed as
a new crack segment is inserted in it. Consequently, internal damage variables at old Gauss
points needs to be projected to the new ones. To this end, we employ a simple approach in
which new Gauss point variables are approximated by the nearest old variables, including
the history data of bulk damage DΩ and effective strain energy density ψΩ0 . Note that the
process of the variable transfer is only performed within each element. As pointed out by
Wells et al. [219], the error associated with the element-level based variable transfer will
gradually decrease upon mesh refinement.
Once variables transfer has completed, the state of the mechanical system is likely to
be unequilibrated. Thus a few Newton iterations are conducted under the same loading
factor in order to recover the equilibrium state. According to our experience, less than five
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iterations are usually enough to recover the equilibrium state.
8.4.3 Flowchart for the coupled continuous/discontinuous algorithm
The complete procedure of the coupled XFEM cohesive-damage framework for evolving
cracks is illustrated through the flowchart in Figure 8.5. The blue box on the right of this
figure displays the adaptive damage-driven crack propagation scheme.
 
Start  
Compute and store nonlocal 
integration information 
Loading factor λ≤1 End  
Not satisfied 
Form and solve the nonlinear 
system using Newton method 




Extend cracks and update level set 
Apply weak coupling Algorithm 1 
Update Gauss point information 
Re-compute nonlocal information 
Transfer damage and history data 
Update enrichment information  
No 
Yes Adaptive damage-driven 
crack growth 
Figure 8.5: Flowchart of the coupled XFEM cohesive-damage framework for evolving cracks.
8.5 Numerical simulations
We investigate four benchmark problems to test and validate the coupled XFEM cohesive-
damage framework implemented in MATLAB R©. The first example presents multiple mixed-
mode crack propagation in a double-edge notched concrete plate. The second problem shows
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mode I crack growth in a three-point bending beam. Examples 3 and 4 consider curved crack
growth in an L-shaped panel and a single-edge notched beam, respectively. The extrinsic
DDZM is used alone to analyze the first problem whereas the coupled CDM/DDZM frame-
work is applied to the analyses of the remainder three problems. All examples are considered
in plane stress conditions and discretized using bilinear quadrilateral elements. In order to
capture the potential snap-backs involved in the global response of quasi-brittle materials, a
dissipation-based path-following method, as proposed in [180], is used when necessary.
8.5.1 Double-edge notched panel
The objective of the first numerical application is to demonstrate the applicability of the ex-
trinsic mode I DDZM for mixed-mode fracture problems. To this end, the proposed extrinsic
DDZM is used alone to model a series of mixed-mode fracture tests conducted experimen-
tally by Nooru-Mohamed [220] on double-edge notched (DEN) plain concrete specimens.
Figure 8.6 shows the DEN test geometry, boundary conditions and finite element mesh. As
illustrated in Figure 8.6, these specimens with a thickness of 50 mm were first subject to a
prescribed horizontal displacement us along the upper left edge until a certain level of shear
force Fs is reached. Three different shear force values were tested: Fs = 5 kN for series 4a,
Fs = 10 kN for series 4b, and Fs = 27.5 kN for series 4c. Subsequently, an axial tensile
loading Fn was applied on the top edge via displacement control un while keeping the shear
force Fs constant by adjusting us gradually. A uniform mesh with 1630 elements and 1722
nodes is adopted to discretize the problem.
The elastic parameters of concrete are Young’s modulus E = 30 GPa and Poisson’s
ratio ν = 0.2. Since the fracture energy Gf and tensile strength ft were not measured in the
original experimental work of Nooru-Mohamed [220], they are chosen to be Gf = 0.11 N/mm
and ft = 3.0 MPa, same as those used in the numerical study by Meschke and Dumstorff
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Figure 8.6: Double-edge notched test: geometry, boundary conditions and finite element
mesh.
Considering that the DDZM is used alone for this example and no bulk damage is in-
volved, the averaged stress related criterion, as proposed in [221], is adopted instead of the
bulk damage-based one (8.20) to propagate cohesive cracks. The averaged stress σ̄tip at the
crack tip xtip is computed by the weighted average of stresses over a circular patch centered




Φ(xtip, ξ)σ(ξ) dξ (8.22)
The crack propagates perpendicularly to the direction of the maximum principal value of
σ̄tip when σ̄tipn = n · σ̄tip ·n = ft is satisfied. Appendix D also presents an alternative growth
criterion based on the residual SIFs of cohesive cracks. The crack growth length ∆a is set to
be 8 mm. The crack initiation points can be identified by checking the principal stress state
at the specimen boundary. If the maximum principal stress at a boundary point reaches the
tensile strength ft, a new crack orthogonal to the principal tensile stress direction is inserted.
In the numerical analysis, two constraint equations are applied to the system: σ̄tipn − ft = 0
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and Fs = 5, 10, or 27.5 kN depending on experiment series. With the first constraint, the
loading factor λ is solved to exactly satisfy the stress-based crack propagation criterion at
the end of each incremental step, whereas the shear force Fs is kept constant using the second
constraint.
In Figure 8.7, the vertical load-displacement curves predicted by the DDZM with Gf =
0.11 N/mm and ft = 3.0 MPa, labeled as “DDZM1”, are compared with the experimental
observations by Nooru-Mohamed [220] and also with the numerical results from Ref. [29]
using the same material parameters. One can observe that the global response obtained
from mode I DDZM are in close agreement with those from [29] that used a cohesive law
considering shear cohesive traction, except for test series 4c. Although DDZM results are
slightly closer to the experimental responses than those from [29], both numerical results
deviate from the experimental observations. Such a deviation is believed to be caused by
the overestimation of fracture parameters Gf and ft used in the numerical study. To further
examine the performance of the extrinsic DDZM, we adapt the fracture parameters to Gf =
0.08 N/mm and ft = 2.3 MPa. The force-displacement curves obtained by the DDZM with
the adjusted material parameters (labeled as “DDZM2”) are also reported in Figure 8.7
and a significant better match can be observed. For test series 4c, the DDZM gives a good
estimation of Fn at the latter loading stage although the early branch is not well predicted.
The discrepancy may be due to the difference between the numerical and experimental setup
or other uncertainties that occurred with this particular experiment.
Figure 8.8 shows the crack trajectories predicted by using the DDZM with two different
sets of fracture parameters: Gf = 0.11 N/mm, ft = 3.0 MPa (DDZM1) and Gf = 0.08
N/mm, ft = 2.3 MPa (DDZM2). They are compared with the scatter of experimentally
measured crack paths in Figure 8.8. In addition, Figure 8.9 presents three snapshots of
stress field σyy as well as crack configuration for test series 4b using the parameter set
“DDZM2”. As can be seen, the overall agreement with the experimental scatter is quite
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Figure 8.7: Force Fn versus displacement un curves for (a) test series 4a with Fs = 5 kN; (b)
test series 4b with Fs = 10 kN; (c) test series 4c with Fs = 27.5 kN.
good in view of the uncertainty associated with experiments. The larger the applied shear
force Fs is, the higher the crack curvatures are.
 E x p e r i m e n t  
 D D Z M 1
 D D Z M 2
(a)
 E x p e r i m e n t
 D D Z M 1
 D D Z M 2
(b)
 E x p e r i m e n t
 D D Z M 1
 D D Z M 2
(c)
Figure 8.8: Crack propagation paths for (a) test series 4a with Fs = 5 kN; (b) test series 4b
with Fs = 10 kN; (c) test series 4c with Fs = 27.5 kN. The shaded areas in gray denote the
scatter of experimentally observed crack paths.
In summary, this example clearly demonstrates that the extrinsic DDZM with shear
traction neglected, implemented in the XFEM framework, is capable of characterizing the
mixed-mode fracture behavior of these concrete specimens under various loading cases.
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Figure 8.9: Stress field σyy in MPa and crack path (white solid lines) for test series 4b with
Fs = 10 kN at (a) un = 0.01 mm; (b) un = 0.036 mm; (c) un = 0.1 mm. The parameter set
“DDZM2” is used.
8.5.2 Three-point bending beam
In the second numerical experiment, we employ the coupled CDM/DDZM framework to
simulate mode I crack growth in a three-point bending concrete beam without any imper-
fection. The geometry and boundary conditions as well as the finite element discretization
of 79× 40 elements are presented in Figure 8.10. The specimen thickness is considered to be
1 mm. A straight crack is expected to initiate at the bottom mid-span and gradually grow
along a straight path upwards. Mazars equivalent strain (6.19) is used for this problem and
the material parameters are given in Table 8.1. The crack growth length ∆a is taken as 4
mm, equal to the element size along the width direction.
First, the numerical energetic coupling strategy is validated by comparison with the
global response predicted by a continuous approach (CDM) alone. Figure 8.11 shows the
force-displacement (F −∆) curves obtained from the CDM alone and the coupled cohesive-
damage approach. In order to demonstrate the applicability of the coupled CDM/DDZM for









Figure 8.10: Three-point bending beam: geometry, boundary conditions and finite element
mesh.
Table 8.1: Material properties and parameters for the three-point bending test
Property name Symbol Value Unit
Young’s modulus E 30 GPa
Poisson’s ratio ν 0.1 -
Fracture energy Gf 0.1 N/mm
Uniaxial tensile strength ft 2.7 MPa
Nonlocal interaction radius lc 15 mm
Softening empirical parameter β 1.6 -
to DΩcr = 0.2, 0.5, 0.8, 0.95, and 0.99 such that the percentage of the energy dissipated
by the continuous approach (CDM) is gradually increased. In Figure 8.11, we mark the
equilibrium points where the coupled CDM/DDZM response start to depart from the CDM
one. As can be seen, in cases of DΩcr = 0.2, 0.5, and 0.8, the discrete crack in the coupled
CDM/DDZM is nucleated before the peak load is achieved, whereas for DΩcr = 0.95 and
0.99 the crack nucleation corresponds to points on the softening branch. Despite that the
former transition criteria lead to slightly higher peak loads, the overall agreement between all
coupled results and the CDM solution is very good, indicating that energetically consistent
results are obtained by the coupled CDM/DDZM.
To get more insight into the energetic equivalence between CDM and coupled CDM/DDZM,
we show in Figure 8.12 the evolution of total work done as well as the elastic strain and dis-
sipated energies for both methods. As can be seen, at the end of the simulation, the energy
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Figure 8.11: Force-displacement curves for the three-point bending test using the CDM alone
and the coupled CDM/DDZM. The equilibrium points corresponding to crack nucleation are
marked by multiplication signs.
dissipation curves given by the coupled CDM/DDZM are close to the dissipation in the
CDM, with the maximum relative error at around 5%. This implies that for the whole range
of adopted DΩcr values, the numerical coupling scheme with the weak energetic equivalence
yields accurate enough input energy G′ (8.19), with which the DDZM should be endowed at
the moment of damage-crack transition.
In Figure 8.13, the energy dissipated by the two mechanisms, namely the CDM (for
bulk) and the DDZM (for discrete crack), is shown as a percentage bar plot. As expected,
an increasing amount of energy is dissipated by CDM as the damage-crack threshold DΩcr
increases. For DΩcr = 0.5, 5% of the total energy dissipation is done by CDM, whereas the
percentage increases to 39% in the case of DΩcr = 0.95. For the former case, the predominant
dissipative mechanism is the DDZM and only a quite limited amount of energy is dissipated
by the CDM. Accordingly, even though the energy transferred to DDZM is taken mistakenly
as the material fracture energy Gf instead of the coupling one G
′ (8.19) with energetic
equivalence considered, the resulting force-displacement response still matches the CDM
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Figure 8.12: Evolution histories of the total, elastic and dissipated energies for the three-
point bending test
result, as shown in Figure 8.14. On the other hand, when using a damage threshold DΩcr
of 0.95, the differences in the force-displacement response between the two energy input
(Gf and G
′) become pronounced, see red lines in Figure 8.14. The use of material fracture
energy Gf in the coupled framework no longer leads to energetically consistent prediction. To
conclude, in order to adequately test an energetic coupling scheme between the continuous
and discontinuous approaches, the damage-crack transition threshold should be chosen with
great care to make sure that the CDM can dissipate a sufficient amount of energy, like 15%
of the total dissipation.
Another important energy-related observation is the variation of the input energy G′
(8.19) for DDZM with respect to the position of the discrete springs along the crack path.
The results obtained for different damage-crack transition thresholds DΩcr are shown in the
stair-step plot in Figure 8.15. It is interesting to note that, for a specified value of DΩcr,
the input energy for each spring is not a constant value. Take DΩcr = 0.99 for example,
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Figure 8.13: Three-point bending test: dissipated energies for different values of the damage-
crack transition threshold DΩcr at ∆ = 0.3 mm.
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Figure 8.14: Three-point bending test: effect of the input fracture energy for the DDZM on
the force-displacement response.
the input energy G′ changes from 0.022 to 0.042 N/mm along the crack path. Such a
significant variation can be explained as the combined result of multiaxial stress (strain)
state and nonlocality. On the contrary, the 1D coupling schemes presented in [203, 205, 209]
assumes a fixed input energy for a specified transition threshold, which may result in incorrect
dissipation for multidimensional problems. In addition, more obvious variation of the input
energy G′ with respect to the spring position is observed in Figure 8.15 with increased
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transition threshold DΩcr. This phenomenon might be attributed to nonlocality in that it
tends to introduce more divergent stress-strain relations for multidimensional problems in
case of higher transition threshold.








































Figure 8.15: Input fracture energy G′ for discrete springs (denoted by multiplication signs)
along the propagation path.
Figure 8.16 depicts the bulk damage profiles and crack paths that are obtained at the
end of the simulation for both the CDM and the coupled CDM/DDZM. One can observe
that a smaller damage-crack transition threshold leads to a narrower damage band as well
as a longer discrete crack.
8.5.3 L-shaped plate
In this example, the coupled CDM/DDZM approach is used to model the full failure pro-
cess of an L-shaped concrete panel. The mixed-mode fracture problem, with curved crack
trajectory, was first investigated experimentally on concrete specimens by Winkler [222].
Numerical simulations of this benchmark problem using XFEM can be found in Refs. [186]
and [119]. The test setup with the geometric properties and boundary conditions is shown
in Figure 8.17a. The L-shaped panel is discretized using a uniform mesh of size h = 10 mm
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0 0.2 0.4 0.6 0.8 1
(a) Coupled CDM/DDZM with DΩcr = 0.2 (b) Coupled CDM/DDZM with D
Ω
cr = 0.5
(c) Coupled CDM/DDZM with DΩcr = 0.8 (d) Coupled CDM/DDZM with D
Ω
cr = 0.95
(e) Coupled CDM/DDZM with DΩcr = 0.99 (f) CDM alone
Figure 8.16: Damage profile and crack path (white solid lines) at ∆ = 0.3 mm for the three-
point bending beam. Note that smaller critical damage transition values lead to narrower
bands.
shown in Figure 8.17b. As can be seen in Figure 8.17a, the bottom surface of the panel
is fully fixed. A vertical load F is applied at a distance of 30 mm from the right vertical
surface. The load point displacement ∆ is recorded to obtain the global force-displacement
response. The modified Von Mises equivalent strain (6.20) is used for this problem. The
adopted material parameters can be found in Table 8.2. The crack growth length ∆a is
specified to be 10 mm.
The numerical force-displacement response obtained by CDM alone and the coupled
CDM/DDZM is compared in Figure 8.18 with the experimental measurement showing a
relatively good agreement. The moment of crack initiation is also marked on the force-
displacement curves for the coupled CDM/DDZM with different transition thresholds DΩcr.






















Figure 8.17: L-shape panel: (a) geometry and boundary conditions; (b) finite element mesh.
Table 8.2: Material properties and parameters for the L-shaped plate
Property name Symbol Value Unit
Young’s modulus E 20 GPa
Poisson’s ratio ν 0.18 -
Fracture energy Gf 0.13 N/mm
Uniaxial tensile strength ft 2.9 MPa
Nonlocal interaction radius lc 25 mm
Softening parameter β 1.2 -
Compressive/tensile strength ratio k 10 -
energy are plotted in Figure 8.19. As can be seen from Figs 8.18, 8.19, although the coupled
results slightly deviate from the CDM solution, they all lead to very close energy dissipations
at the end of the simulation. This is expected from the weakly enforced energetic equivalence
condition: only the total energy dissipation is matched between the CDM and the coupled
method. In addition, the dissipation contributions of CDM (bulk damage) and DDZM
(interface damage) are displayed in Figure 8.20 for different values of DΩcr, in which a similar
trend to that found in the three-point bending example is observed.
Figure 8.21 illustrates the evolving bulk damage DΩcr as well as discrete crack at three dif-
ferent loading levels: ∆ = 0.3 (left column), 0.5 (center column), and 1.0 mm (right column).
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Figure 8.18: Force-displacement curves for the L-shaped panel test using the CDM alone
and the coupled CDM/DDZM. The equilibrium points corresponding to crack nucleation are
marked by multiplication signs.
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Figure 8.19: Evolution of the total, elastic and dissipated energies for the L-shaped panel
test
The final predictions of the crack path by the coupled CDM/DDZM are shown to agree well
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Figure 8.20: L-shaped panel test: dissipated energies for different values of the damage-crack
transition threshold DΩcr.
using the CDM alone is too flat and deviates from the experimental observation. Thus,
the coupled cohesive-damage approach seems to be able to remedy the CDM predictions of
damage band to some extent. The favorable effect of the coupled model may be explained
by the interaction between the introduced crack and strain-softening bulk material. Namely,
the discrete crack adjusts the stress and strain states in the nearby bulk material which may
give better localization band. In addition, as can be seen from Figure 8.22, consistent crack
path predictions are obtained in the coupled CDM/DDZM framework for different transition
thresholds DΩcr.
8.5.4 Single-edge notched beam
As the last example, we consider a single-edge notched (SEN) concrete beam subject to
anti-symmetric four-point-shear loading conditions, as displayed in Figure 8.23a. The four-
point-shear test, based on the so-called Iosipescu geometry [223], involves a curved crack
nucleating from the notch and propagating to the upper support. Such tests were first
undertaken on concrete by Arrea and Ingraffea [7] and their experimental data is used to
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0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
(a) Coupled CDM/DDZM with DΩcr = 0.8
(b) Coupled CDM/DDZM with DΩcr = 0.95
(c) Coupled CDM/DDZM with DΩcr = 0.99
(d) CDM alone
Figure 8.21: Evolution of damage and discrete crack. The load level is ∆ = 0.3 mm for plots
in the left column, ∆ = 0.5 mm for the center column, and ∆ = 1.0 mm for the right column.
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 E x p e r i m e n t  s c a t t e r
 C o u p l e d  C D M / D D Z M  w i t h  D Ωc r = 0 . 8
 C o u p l e d  C D M / D D Z M  w i t h  D Ωc r = 0 . 9 5
 C o u p l e d  C D M / D D Z M  w i t h  D Ωc r = 0 . 9 9
Figure 8.22: Comparison of the computed crack paths with experimental results for the
L-shaped panel test.
assess the performance of the XFEM cohesive-damage framework for curved crack modeling.
In order to examine the effect of discretization, the numerical simulations are conducted
on two different finite element meshes: a coarse mesh, shown in Figure 8.23b and a fine one,
depicted in Figure 8.23c. Both meshes are refined in the central part of the beam where
crack growth is expected. The average element sizes in the refined region are 10 and 5 mm
for the coarse and fine meshes, respectively. The modified Von Mises equivalent strain (6.20)
has been reported in [210] to yield satisfactory damage pattern for Iosipescu tests and is
therefore used here. The material properties and parameters are summarized in Table 8.3.
A propagation length of ∆a = 20 mm is used for all simulations. The equilibrium path is
traced using the dissipation-based arc-length method [180].
Figure 8.24 compares the variation of the force F in terms of the crack mouth sliding
displacement (CMSD) and the deflection at the top mid-span observed on the two different
meshes with the experimental results. The CMSD is defined as the difference of vertical dis-
placement between the notch tips. Both the CDM alone and the coupled CDM/DDZM with
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Figure 8.23: Single-edge notched beam: (a) geometry and boundary conditions; (b) coarse
FE mesh consists of 1247 elements; (c) fine FE mesh consists of 4461 elements.
DΩcr = 0.8 and 0.9 are used to obtain the numerical force-CMSD and -deflection responses. It
stands out from Figure 8.24b that all numerical predictions, no matter if by CDM alone, or
by the coupled CDM/DDZM with different damage-crack transition thresholds, are within
the experimental scatter. It is evident that the numerical results are objective with respect
to the mesh size, in light of a good agreement between coarse and fine mesh results. Further-
more, one can observe that the coupled cohesive-damage framework using different transition
criteria leads to energetically consistent results: the force-CMSD and -deflection responses
from the coupled method are very close to those obtained using CDM alone. Similar to the
three-point bending example reported in Section 8.5.2, the coupled CDM/DDZM framework
yields slightly higher predictions of the peak load than that predicated by CDM alone.
In Figure 8.25, the damage profiles as well as the crack paths at the end of the simulation
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Table 8.3: Material properties and parameters for the single-edge notched beam
Property name Symbol Value Unit
Young’s modulus E 30 GPa
Poisson’s ratio ν 0.18 -
Fracture energy Gf 0.14 N/mm
Uniaxial tensile strength ft 2.4 MPa
Nonlocal interaction radius lc 20 mm
Softening parameter β 1.5 -
Compressive/tensile strength ratio k 15 -
are depicted for the two meshes. Moreover, a comparison of the predicted crack trajectories
and the experimental results documented in [7], is presented in Figure 8.26. It is notewor-
thy from Figure 8.26 that the coupled XFEM cohesive-damage framework equipped with
the damage-based crack tracking algorithm leads to mesh independent predictions of crack
propagation path. They are in close agreement with the experimental observations (shaded
in gray). Again, as expected, narrowed damage bands are observed when using the coupled
CDM/DDZM, demonstrating its potential to restrict the spurious spreading of damage band.
In summary, the proposed XFEM cohesive-damage framework is demonstrated to work
well for problems with curved crack propagation by the above two examples. With the
numerical coupling scheme, weak energetic equivalence is achieved between the CDM and
coupled CDM/DDZM for a wide range of damage-crack transition thresholds.
8.6 Conclusions
This chapter presents a novel XFEM-based continuous/discontinuous method to simulate the
entire failure process of quasi-brittle materials: from the nucleation of microcracks to the
development of macroscopic discontinuities. An integral-type nonlocal continuum damage
model is coupled in this framework with a discrete cohesive interface model implemented in
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Figure 8.24: Force-displacement curves for the SEN beam under four-point-shear loading.
The displacements are (a) crack mouth sliding displacement (CMSD); (b) deflection at the
top mid-span. Experimentally measured force-CMSD curves from [7] are indicated by the
gray scatter band for comparison purpose.
the XFEM, aimed at reconciling damage and fracture mechanics. With a numerical energetic
coupling scheme proposed in multidimensional settings, the transition from the continuous
(CDM) to the discontinuous approach (DDZM) can be triggered at any damage level with
a weak energetic equivalence preserved. An in-depth performance assessment of the coupled
XFEM cohesive-damage method, mainly focusing on the aspect of energetic equivalence, has
been conducted on several numerical experiments with straight and curved cracks. Different
damage-crack switching thresholds DΩcr are tested in the numerical examples and it is found
that consistent results in terms of force-displacement response and crack path are obtained
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(a) Coupled CDM/DDZM with DΩcr = 0.8
(b) Coupled CDM/DDZM with DΩcr = 0.9
(c) CDM alone
Figure 8.25: Damage profile and crack path (white solid lines) at a crack mouth sliding
displacement of 0.2 mm for the SEN test. The left column plots show results on the coarse
mesh, while the right column corresponds to fine mesh results.
 E x p e r i m e n t  s c a t t e r
 D Ωc r = 0 . 8  w i t h  f i n e  m e s h
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Figure 8.26: Comparison of the computed crack paths with experimental results given in [7]
for the SEN test.
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The dissertation explores state-of-the-art computational methods for fracture simulations in
the context of both LEFM and cohesive cracks. The XFEM is employed as the discretization
method since it provides a versatile means to enhance FE approximation functions beyond
the standard polynomial functions. With this feature, weak and strong discontinuities can
be introduced without the need for conforming meshes and near-tip singularities in LEFM
can be well captured with relatively coarse discretizations.
In particular, four main contributions to computational fracture mechanics have been
made and are summarized as follows:
i. Material-dependent bimaterial enrichment: Motivated by the revelation of anoma-
lous accuracy deterioration of the widely accepted 12-fold bimaterial enrichment func-
tions in the presence of large material mismatch, we proposed a novel set of enrichment
functions with strong dependence on material constants for linear elastic fracture anal-
ysis of interface cracks. First, an 8-fold enrichment set, derived from the leading terms
of the asymptotic analytical solution, is presented to capture the oscillating singulari-
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ties of interface cracks as well as the transition to weak discontinuities of bimaterials.
The new enrichment functions are tested on various examples and found to largely
outperform the classical 12-fold set in term of accuracy, conditioning, and compu-
tational cost. Furthermore, material-dependent high-order terms are also derived to
improve the accuracy of near-tip fields, enabling a direct evaluation of SIFs from the
displacements and stresses in the vicinity of crack tips.
ii. SIF extraction with Irwin’s integral: The original construct of Irwin’s crack clo-
sure integral has been used successfully to extract mixed-mode SIFs of straight homo-
geneous cracks from XFEM solutions in [121–123]. This approach has been extended
in this dissertation to curved cracks in homogeneous and bimaterial solids. In essence,
the approach employs high-order enrichment functions to accurately capture the near-
tip fields and evaluates Irwin’s integral through closed-form formulations in terms of
enriched degrees of freedom, such that cumbersome post-processing procedures can be
alleviated. In addition, an improved quadrature scheme using high-order isoparamet-
ric mapping together with a generalized Duffy transformation is proposed to integrate
singular fields in tip elements with curved cracks.
Numerical experiments have been presented to illustrate the excellent accuracy and
robustness of the proposed approach. Furthermore, while the popular interaction in-
tegral method requires auxiliary fields for mode decomposition and also needs cracks
to be sufficiently apart from each other in settings with multiple cracks, none of these
limitations are required by the proposed approach.
iii. Thermodynamically consistent DDZM for delamination: A discrete-type co-
hesive zone model (referred to as DDZM) was proposed following a rigorous thermody-
namic framework similar to that of continuum damage mechanics. For the modeling of
mixed-mode delamination, a novel damage evolution law is proposed to account for the
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coupled interaction between opening and sliding modes of interface deformations. A
comprehensive comparison made with several popular CZMs in the literature demon-
strates the thermodynamic consistency of the DDZM. The proposed interface model is
integrated with the XFEM and the effectiveness of this framework has been validated
on various benchmark problems.
iv. Coupled continuum/discrete approach for failure analysis : A novel XFEM-
based continuous/discontinuous method was is proposed to simulate the entire failure
process of quasi-brittle materials: from the nucleation of microcracks to the devel-
opment of macroscopic discontinuities. An integral-type nonlocal continuum damage
model is coupled in this framework with DDZM, aimed at reconciling damage and
fracture mechanics. With a new numerical energetic coupling scheme proposed in mul-
tidimensional settings, the transition from the continuous (CDM) to the discontinuous
approach (DDZM) can be triggered at any damage level with a weak energetic equiva-
lence preserved. Furthermore, consistent tangent operator is derived for the discretized
system to insure fast convergence. A few benchmark problems involving straight and
curved cracks are investigated to demonstrate the applicability and robustness of the
coupled XFEM cohesive-damage approach.
9.2 Future work
Several future directions could enhance and build upon the work presented in the thesis:
i. The material-dependent enrichment set for interlaminar cracks is derived based on the
assumption that the bimaterial layers are isotropic and homogeneous. For laminated
composites, the plies are usually anisotropic. Accordingly, the linear elastic solution
for interface cracks between two dissimilar anisotropic materials becomes more com-
plex. Future work will consider the extension of the concept of material dependence to
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anisotropic bimaterial enrichment functions. Another interesting direction is to take
into account the heterogeneity of bimaterial layers, as in functionally graded materials.
ii. The proposed discrete damage zone model is implemented in the XFEM under a small
deformation assumption. In practice, laminated composites can undergo large defor-
mations, which may introduce geometric instabilities into the fracture process. Finite
deformations aspects might be important for the analysis of laminated structures since
individual layers are generally slender and thus prone to buckling [100]. In addition,
fracture analysis of hyperelastic materials like rubber, hydrogel, and polymer compos-
ites still remains an open problem [224]. It would therefore be of interest and signif-
icance to study the formulation of cohesive zone models and the associated XFEM
implementation in the context of finite deformation.
iii. A salient feature of the coupled cohesive-damage framework is that the localized dam-
age zone solved by continuum damage mechanics serves as the propagation criterion
for cohesive cracks. Thus, the need for external propagation criteria, like the maxi-
mum principal stress criterion used in Section 8.5.4, can be avoided. The proposed
framework will have the potential to deal with crack branching problems, for which
external propagation criteria may not work well. To achieve this goal, we will need to
explore sophisticated algorithms that allow the identification of branched crack paths
from damage zones. In addition, the Heaviside enrichment function should be adapted
to handle branched cracks. These challenges could be addressed in future work.
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Appendix A
Curved homogeneous cracks in LEFM
A.1 Shape functions for the high-order isoparametric
transformation T1
For completeness, we provide the shape functions for the reference 4-node and 5-node tri-
angular elements, as shown in Figure A.1. Both elements exhibit linear variation along the
two legs, and higher-order variation along the hypotenuse that is mapped to the curved
discontinuity.
The shape functions for the 4-node triangular element are
NQ1 = ξ(1− 2η); N
Q
2 = η(1− 2ξ); N
Q
3 = 1− ξ − η; N
Q
4 = 4ξη (A.1)
The shape functions for the 5-node triangular element read
NQ1 = ξ − 9ξ2η − 4.5ξη2 + 4.5ξη; N
Q
2 = η − 9ξη2 − 4.5ξ2η + 4.5ξη;
NQ3 = 1− ξ − η; N
Q
4 = 13.5ξ
2η − 4.5ξη; NQ5 = 13.5ξη2 − 4.5ξη
(A.2)
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Figure A.1: Reference elements used for quadrature. (a) four-node triangle exhibiting
qudratic variation along the hypotenuse; (b) five-node triangle exhibiting cubic variation
along the hypotenuse.
A.2 Canceling effect of the singular quadrature scheme
For rectilinear triangular domains, the Jacobian Jξu of the generalized Duffy transformation
T3 was shown in Ref. [101] to have a canceling effect on the singular term 1/r
ϑ, with r the
distance between a point x and the crack tip in the physical x, y-space. However, it is not
clear whether the canceling effect still holds for the transformation from curved triangles to a
unit square. In this Appendix, we employ the Taylor expansion method to evaluate the limit
of Jξu/r
ϑ as the point x(ξ, η) approaches the singular vertex x(ξ1, η1), following the work of
[140]. The derivation is based on the reference triangular element with quadratic variation
along the hypotenuse illustrated in Figure A.1a. Its extension to higher-order triangles is
straightforward by following the presented procedures.
First, the vector r from the point x to the singularity is expanded in terms of the
parametric coordinates ξ, η
r = x(ξ, η)− x(ξ1, η1) = x,ξ∆ξ + x,η∆η + x,ξη∆ξ∆η (A.3)
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where ∆ξ = ξ − ξ1 and ∆η = η − η1. The derivatives x,ξ,x,η, and x,ξη are evaluated at the
singular vertex (ξ1, η1). The other higher-order derivatives are zero and thus dropped in the
following derivation. Then rϑ reads
rϑ = [(x(ξ, η)− x(ξ1, η1)) · (x(ξ, η)− x(ξ1, η1))]ϑ/2
=
[
x,ξ · x,ξ∆ξ2 + x,η · x,η∆η2 + 2x,ξ · x,η∆ξ∆η
+2x,ξ · x,ξη∆ξ2∆η + 2x,η · x,ξη∆ξ∆η2 + x,ξη · x,ξη∆ξ2∆η2
]ϑ/2 (A.4)
Applying the generalized Duffy transformation Eq. (3.30), we get
∆ξ = −uβ,∆η = uβ(1− v) (A.5)

















a1 = x,ξ · x,ξ − 2x,ξ · x,η(1− v) + x,η · x,η(1− v)2 (A.7)
a2 = 2x,ξ · x,ξη(1− v)− 2x,η · x,ξη(1− v)2 (A.8)
a3 = x,ξη · x,ξη(1− v)2 (A.9)
Considering that Jau = βu
2β−1 (Eq. (3.30)), its canceling effect on the singular term of












(a1 + a2uβ + a3u2β)ϑ/2
dudv (A.10)
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Hence, the Jacobian Jau can fully remove a singularity of 1/r




Bimaterial interface cracks in LEFM
B.1 Interaction integral for interface cracks
The SIFs K and SERR G are important quantities in LEFM problems, both of which are
used in this study for the error analysis. In order to make the dissertation self-contained, a
brief description of the path-independent J-integral as well as its variant interaction integral
are introduced in this appendix for the computation of SIFs and SERR.
In finite element practice, the SERR is usually evaluated using the domain version of the











where A is an arbitrary area that surrounds the crack tip; u, ε, and σ are numerically
calculated displacement, strain, and stress fields, respectively; δ1j is the Kronecker delta; q
is a sufficiently smooth function with a value of 1 at the crack tip and 0 on the exterior
boundary ΓA of the integration domain A; the comma stands for the spatial differentiation
with respect to the following coordinate variable.
In order to get individual SIF component, the interaction integral I [48], formulated by
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considering the J-integral of two superimposed states, namely the numerical solution and a








ij ui,1 − σikεauxik )q,j dA (B.2)
with uaux, εaux, and σaux denoting the auxiliary displacement, strain, and stress fields,
respectively. The interaction integral (B.2) is related to the numerical SIFs K1, K2 and











The SIF K1 can be obtained by evaluating I = I1 with an auxiliary asymptotic solution
corresponding to Kaux1 = 1 and K
aux
2 = 0. In an analogous way, the SIF K2 can be evaluated
from I = I2 by selecting an auxiliary state with K
aux
1 = 0 and K
aux




, m = 1, 2 (B.4)
The auxiliary displacement fields uaux used to calculate the aforementioned interaction in-
tegrals I1 and I2 are determined by plugging K
aux
1 = 1, K
aux
2 = 0 and K
aux
1 = 0, K
aux
2 = 1
into the crack-tip asymptotic solution given in Eq. (2.4), respectively. Then the correspond-
ing auxiliary strain and stress fields are obtained from the derivatives of the asymptotic
displacement solution and using Hooke’s law.
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B.2 Derivatives of the 8-fold enrichment set (4.4) for XFEM
implementation
In this appendix, we provide the derivatives of the newly derived eight-fold enrichment
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(1.5 cos θ + ε sin θ − 0.5)
(B.12)









/µ, ω3 = λe
−ε(Π−θ)/µ (B.13)
Note that Π takes π and −π for the upper and lower half-planes, respectively.
B.3 Exact solution to a centre interface crack in an infinite
bimaterial plate
We provide in this appendix a concise recapitulation of the exact stress field σe corresponding
to a centre interface crack in an infinite bimaterial plate. The interested reader is referred
to [104, 225, 226] for more details.
The stress field is related to two complex functions Φ(z), Ψ(z) of the complex variable
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z = x1 + ix2 in the Kolosov-Muskhelishvili form as [145]:
σ11 + σ22 = 2[Φ(z) + Φ(z)]
σ22 − σ11 + 2iτ12 = 2 [z̄Φ′(z) + Ψ(z)]
(B.14)
with the superscripts bar and prime indicating complex conjugate and derivative, respec-
tively.
Following [104], the complex potential functions are given for the upper half-plane
Φ(z) = g(z)F (z) + A
Ψ(z) = e2πεḡ(z)F̄ (z) + f(z)F (z)− (A+ Ā)
(B.15)
and for the lower half-plane
Φ(z) = e2πεg(z)F (z) + ωA
Ψ(z) = ḡ(z)F̄ (z) + e2πεf(z)F (z)− ω(A+ Ā)
(B.16)
In the above equations, F (z), g(z), and f(z) are given as
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Appendix C
Fulfillment of the power law failure criterion
by the intrinsic DDZM
For completeness, we provide the proof in this appendix that the criterion given in (7.17)
can be recovered by using the proposed mixed-mode force-separation relation (7.15), if the
discrete interface is subjected to a deformation history with a constant ratio β = δn/δt.
Without loss of generality, we only consider a monotonic loading with δn ≥ 0. Then the






















Accoding to the mixed-mode damage law (7.14), the critical separation δ̄i corresponding





















Appendix C. Fulfillment of the power law failure criterion
Given the proposed mixed-mode force-separation relation (7.15), the energy release rate
components of mode I and mode II due to the complete decohesion are obtained by splitting





































































































High-order enrichment and SIF based
criterion for cohesive crack propagation
As reported in the literature [119, 186, 227], the widely used averaged stress criterion, as
proposed in [221], does not work for the example of L-shaped panel in Section 8.5.3. In
particular, the averaged stress criterion leads to a pathological crack path located well below
the experimental range and with large noisy oscillation [119, 227]. Instead, the propagation
direction of cohesive cracks can be determined from the following maximum hoop stress
criterion by Erdogan and Sih [28]:













with θc the kinking angle. The use of this criterion is made under the assumption that the
crack growth direction is not altered by the cohesive tractions applied on crack surfaces [227].
In other words, the crack path is calculated by an additional LEFM analysis that assumes
linear elasticity and traction-free cracks.
In this appendix, we present an alternative SIF based criterion to propagate cohesive
cracks, in which the effect of cohesive tractions is fully accounted for. Theoretically, the
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SIFs of a cohesive crack are the linear superposition of SIF contributions from external
loading and cohesive tractions, and should always be zero. However, as pointed out in [228],
nonzero SIFs may exist in numerical simulations, indicating that the crack should actually
have propagated beyond the existing crack tip. In line with the idea presented in Ingraffea
et al. [228], we use the residual SIFs (nonzero but small) of cohesive crakcs together with
the maximum hoop stress criterion (D.1) to propagate cracks.
Although the interaction integral method can be employed to obtain the residual SIFs,
the method requires specially constructed auxiliary fields as curved crack paths are usually
involved. Furthermore, additional terms including the contribution of cohesive tractions
need to be evaluated along crack paths, which further complicates the calculation of SIFs.
Here we prefer the naturally decomposed analytical formulation (3.19)-(3.24) based on Ir-
win’s integral, which holds not only for traction-free cracks but also for cracks with surface
tractions.
To this end, high-order enrichment functions are needed for better accuracy of this
method. Karihaloo and Xiao [229] have derived the asymptotic analytical solution for cohe-



























































































where a1n, a2n, b1n, and b2n are the nth order real coefficients. It is obvious from Eqs. (D.2)-
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(D.3) that the high-order enrichment set (3.1)-(3.4) derived for traction-free cracks also span
the asymptotic solution for cohesive cracks up to the order of r2. Thus the high-order
enrichment set (3.1)-(3.4) can be directly used here.
First, we analyze the L-shaped panel problem (see Figure 8.17) using the SIF criterion
(D.1), with the residual SIFs calculated from Irwin’s integral and high-order XFEM. Figure
D.1 depicts the predicted crack path, which agrees well with the experimental observation
and does not suffer from pathological oscillation as for averaged stress criterion.
 E x p e r i m e n t  s c a t t e r
 S I F  c r i t e r i o n
Figure D.1: L-shaped panel: comparison of the computed crack paths with experimental
results for the L-shaped panel test. The shaded areas in gray denote the scatter of experi-
mentally observed crack paths.
Then, the double-edge notched panel problem (see Figure 8.6) is studied to further vali-
date the proposed SIF criterion. We again observe excellent agreement with the experimental
paths with various curvatures from Figure D.2, where comparisons between numerical and
experimental results are plotted.
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 E x p e r i m e n t  
 S I F  c r i t e r i o n
(a)
 E x p e r i m e n t
 S I F  c r i t e r i o n
(b)
 E x p e r i m e n t
 S I F  c r i t e r i o n
(c)
Figure D.2: Double-edge notched panel: crack propagation paths for (a) test series 4a with
Fs = 5 kN; (b) test series 4b with Fs = 10 kN; (c) test series 4c with Fs = 27.5 kN. The
shaded areas in gray denote the scatter of experimentally observed crack paths.
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