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This dissertation consists of three essays on the dynamics of commodity futures market. While the 
first essay attempts to explain commodity futures returns using a unique economic news dataset, 
the second essay shows the economic importance of time-varying correlations between commodity 
spot and futures prices. Finally, the third essay tests the ability of commodity market variables to 
predict economic policy uncertainty, a popular measure of future economic activity. 
The first essay investigates whether the pessimism news risk factor constructed using a 
unique economic news dataset is priced by the investors in the cross section of commodity futures 
returns. We show that the pessimism risk factor is priced in all the portfolios sorted by commodity 
characteristics and by commodity types and a portfolio of all individual commodities. Segregating 
the economic news into positive news and negative news yields two key findings: (i) There is a 
strong presence of the asymmetric effect of news on commodity futures excess returns; (ii) 
commodities with low basis, low momentum, low open interest, or high volatility are exposed to 
negative news risk. Finally, we test for the economic significance of pessimism news. We find that 
investing in commodity portfolios based on a pessimism news strategy yields positive and 
statistically significant profits that remain unexplained by market, basis, and momentum factors. 
The second essay uses a non-parametric model to examine time-varying correlations in 
commodity markets and tests their economic importance by combining dynamic correlations with 
momentum strategy. Our empirical analysis offers three new findings. First, we find that the profits 
from a trading strategy that account for the patterns in correlations are higher than the profits that 
do not account for the time-varying correlations. Second, profits are asymmetric to higher and 
lower levels of correlation. Profits are maximized at higher levels of correlation. These profits are 
robust to the financialization period and the backwardation and contango phases of the commodity 
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market. Finally, the economic source of profits reveals that, for most commodity portfolios, profits 
are explained by the basis and momentum factors, the exception being grains and softs portfolios 
at higher correlation levels. 
The final essay investigates whether economic policy uncertainty is predictable using three 
set of commodity futures market variables as predictors: the equal weighted average of futures 
excess return, the excess return on a portfolio of going long in backwardated commodities, and the 
excess return on a portfolio of going short in contango commodities. We find significant evidence 
of predictability in both in-sample and out-of-sample tests. Combination forecasts also reveal 







1.1  INTRODUCTION 
Commodities have generated a lot of interest of late because of their increasing importance as a 
valuable asset class. Therefore, unsurprisingly, a vast literature on the profitability of commodity 
markets has emerged in the last decade (Shen et al., 2007; Fuertes et al., 2010; Szakmary et al., 
2010; Dewally et al., 2013; Narayan et al., 2013, 2015). However, the commodity futures returns 
are not well understood. Very few studies (Dhume, 2011; Yang, 2013; Bakshi et al., 2014; 
Szymanowska et al., 2014) examine the risk factors that are priced in the cross-section of 
commodity futures returns. Understanding this will be helpful to both the producers and 
speculators in the commodity futures market. Furthermore, commodity prices are known as risk 
factors that affect consumers, producers and investors alike. Hou and Szymanowska (2015) argue 
that commodity future prices are highly correlated with consumption, since they represent 40% of 
personal consumption expenditures, with food commodities accounting for 15%, energy 
commodities for 4%, and other commodities for 21%. Commodities such as oil, copper, and 
soybeans are treated as barometers of the global economy (Hu and Xiong, 2013). Cespedes and 
Velasco (2012) show that fluctuations in commodity prices are often associated with 
macroeconomic volatility and this varies for developed and developing economies depending on 
the policy and structural features. With the deepening of commodity futures markets, it is 
imperative to understand the dynamics and importance of commodity futures contracts.  
In this dissertation, we undertake three empirical studies to discern the dynamic behavior 
of the commodity futures market. The empirical analysis is based on the futures contract prices of 
a minimum of 27 commodities used in the second and third essays to a maximum of 32 
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commodities used in the first essay. While the first essay attempts to explain commodity futures 
returns using a unique economic news dataset, the second essay shows the economic importance 
of time-varying correlations between commodity spot and futures prices. Finally, the third essay 
tests the ability of commodity market variables to predict economic policy uncertainty, a popular 
measure of future economic activity. 
 The first empirical study examines whether word count-based pessimism news explains 
the cross section of commodity futures returns. A number of limitations from the literature 
discussed in Section 1.3.1 motivate us to re-examine the relation between economic news and 
commodity futures prices. Although the literature has looked at the impact of news announcements 
on commodity prices, none of the studies has made an attempt to examine the impact of word 
count-based news on commodity prices. Further, surprisingly, to date, no study in the commodity 
market has examined the impact of news in a cross-sectional setting. Cross-sectional examination 
captures important features of commodity markets, such as the extent of backwardation and 
contango with respect to basis. We believe that the news itself will have a different impact on 
different portfolios, given the heterogeneity prevalent in the commodity futures market. We apply 
Cochrane’s (2005) two-stage regression method to run the cross-sectional tests. We also segregate 
pessimism news into positive news and negative news and examine if these news factors are priced 
by investors. Doing so helps us to understand the asymmetric effect of news on different 
commodity portfolio returns. We do not stop here but also test the economic importance of news 
by sorting portfolios based on pessimism news.  
 The second empirical study introduces a new method to establish the link between time-
varying correlations between spot and futures prices to momentum strategy profits. We do so by 
combining two strands of the literature: one that uses term structure-based strategies and 
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momentum strategies and one that investigates hedging strategies using dynamic correlations. 
However, our approach differs from this literature in a number of ways. First, we do not use a 
hedging strategy but, instead, use dynamic correlations with moving average technical trading 
analysis. Second, we use a non-parametric method in computing time-varying correlations, as 
opposed to the parametric method used in the literature. We build the motivation and then devise 
a conceptual strategy to link the dynamic correlations with momentum strategy. Further, we 
ascertain the robustness of a correlation-based strategy to structural breaks and different phases in 
the commodity market. 
Lastly, the third empirical study investigates the ability of commodity market variables to 
predict economic policy uncertainty for the United States and 14 other countries, which include 
other G7 economies and the BRIC countries. Despite the strong relation between the commodity 
futures market variables and macroeconomic activity, none of the studies has examined whether 
commodity futures market variables predict economic policy uncertainty. Our study is therefore 
motivated by this research gap and presents the first comprehensive empirical evidence. We use 
the index of policy uncertainty constructed by Baker et al. (2015). We consider three sets of 
predictors: (i) the equal-weighted average of futures excess returns of all the commodities in the 
sample, (ii) the excess returns on a portfolio going long in the 25% most backwardated 
commodities, and (iii) excess returns on a portfolio going short in the 25% most contango 
commodities. The monthly returns on a portfolio of backwardated and contango commodities are 
constructed by sorting the commodities based on roll yield, which is the logarithmic price 
difference between the nearest and second nearest futures contracts. We then examine the in-
sample evidence of predictability by employing Westerlund and Narayan’s (2012, 2015) 
methodology, which accounts for the persistency, endogeneity, and heteroskedasticity of the data. 
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We conduct a number of additional robustness tests to show that the predictability is not driven by 
crude oil or is subsumed entirely by macroeconomic variables. We also undertake out-of-sample 
forecasting analysis and compare the forecasts from our predictive regression model with historical 
average forecasts. 
Our findings from this dissertation contribute to several strands of the literature. To name 
a few here. First, we contribute to studies identifying the risk factors that are priced in the cross 
section of commodity futures returns (Dhume, 2011; Yang, 2013; Bakshi et al., 2014; 
Szymanowska et al., 2014). These studies show that commodity futures returns are positively 
related to basis, and momentum and negatively related to investment shocks. We show that the 
pessimism news factor is priced by investors in the cross section of commodity futures returns. 
Second, we contribute to the vast literature on profitability in commodity markets (e.g., Szakmary 
et al., 2010; Narayan et al., 2013, 2014). We devise trading strategies by combining the 
correlations with the moving average technical trading analysis. We show that investing using a 
moving average strategy when the correlations between spot and futures prices are higher leads to 
higher investor profits. Finally, we contribute to the literature that uses commodity market 
variables as predictors. For instance, Hong and Yogo (2012) find that the open interest of 
commodity futures prices predicts bond returns and movements in the one-month Treasury bill 
rate. Some recent studies find that commodity market futures returns explain the cross section of 
equity returns (Boons et al., 2014; Brooks et al., 2016). We show that commodity market variables 
are also useful in predicting EPU, even after controlling for other macroeconomic variables. Our 
finding on strong evidence of predictability at the 24-month horizon using backwardated and 
contango portfolio returns adds to the literature that documents commodity futures backwardation 
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or contango cycles as leading indicators of future economy activity (Bakshi et al., 2015; 
Fernandez-Perez et al., 2015) 
The balance of this introductory chapter is organized as follows. Section 1.2 discusses the 
motivations. Section 1.3 presents the objectives and aims of this dissertation. Section 1.4 presents 
the empirical plan followed to achieve the objectives proposed. Section 1.5 concludes this chapter 
with an outline of this dissertation. 
 
1.2  MOTIVATION 
1.2.1 Essay 1: Economic News and the Cross Section of Commodity Futures Returns 
This empirical study examines whether the news risk factor constructed using a unique economic 
news dataset explains the cross section of commodity futures returns. There are three limitations 
of the literature that motivate us to re-visit the relation between economic news and commodity 
futures prices. First, all the studies based on news use macroeconomic announcements or other 
announcements, such as central bank asset purchases. None of the studies have attempted to 
examine the impact of word count-based news on commodity prices. Word count-based studies 
only started gaining momentum since the last decade, with the seminal paper by Tetlock (2007) 
on equity markets. The theoretical basis for the impact of word count-based news on asset prices 
is that investors do not make decisions rationally but, instead, exhibit bias (Festinger, 1957; 
Kahneman and Tversky, 1979). Given the presence of such investors in commodity markets 
(Wang, 2003; Singleton, 2013; Cheng et al., 2015; Christoffersen and Pan, 2015; Gao and Suss, 
2015; Henderson et al., 2015; Sockin and Xiong, 2015), an examination of the relation between 
word count-based news and commodity futures prices is imperative. 
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Second, studies that use macroeconomic announcements find conflicting evidence. 
Theoretically, this is because the effect of many news announcements on commodity prices is 
ambiguous and depends on the market expectations and business cycle when the news 
announcement was made. We think that the unique features of our word count-based economic 
news addresses some of the issues with news announcements for the following reasons. First, our 
news measure does not just cover announcement information but also non-announcement news 
information. This aspect is important because commodity prices could be affected by non-news 
announcement information prevailing in the market when a news announcement is made. For 
instance, a strand of the equity market literature investigating stock price reactions to earnings 
announcements finds that public information such as media news received by investors prior to 
earnings announcements affects stock post-earnings price movement (Chan, 2003; Vega, 2006). 
Second, ours is a more complete and comprehensive measure of economic news because in that it 
contains information about current and/or future economic situations relevant to commodity 
market participants. This, we think, captures uncertainty prevailing in the market with regard to 
the economic situation in terms of good or bad news.1 
Finally, the third feature of the literature is that the investigation of news on commodity 
futures market is not carried out in a cross-sectional setting. Cross-sectional examination captures 
important features of commodity markets such as the extent of backwardation and contango with 
respect to basis. Basu and Miffre (2013) and Dewally et al. (2013) show that portfolios that are in 
backwardation (contango) with respect to basis are also in backwardation (contango) with respect 
to hedging pressure. Futures returns are higher (lower) for high (low) basis, momentum, open 
                                                          
1 A number of studies in the equity market find that information uncertainty and market sentiment at the time of a 
news announcement plays an important role in the post-announcement movement of stock prices (Francis et al., 2007; 
Williams, 2009; Kim et al., 2010; Bird and Yeung 2012; Gerard, 2012; Bird et al., 2014). Hirshleifer (2001) postulates 
that investor behavioral bias increases in times of heightened information uncertainty. 
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interest, and volatility portfolios. Given the heterogeneity in commodities, the news itself will 
likely have a different impact on different portfolios (see, for example, Wei et al., 2015) sorted by 
commodity-specific variables such as basis or volatility. In view of this gap in the literature, our 
work represents the first attempt to test the effect of word count-based news on portfolios sorted 
by different forecasting variables. 
 
1.2.2 Essay 2: Economic Importance of Correlations in Commodity Markets 
This empirical study examines whether a trading strategy that utilizes time-varying correlations 
computed using a non-parametric method is profitable. A large number of studies have examined 
profitability in commodity markets. A strand of this literature uses term structure-based strategies 
and momentum strategies to show that the commodity market is profitable (Fuertes et al., 2010; 
Narayan et al., 2015). Another strand of the literature investigates hedging strategies using 
dynamic correlations (Baillie and Myers, 1991; Lien and Yang, 2008). Our study combines these 
two strands of literature in that we compute time-varying correlations and combine them with a 
momentum strategy. To the best of our knowledge, this is the first study to link time-varying 
correlations to profits from the popular technical analysis of moving averages. 
This empirical study differs from the literature that examines hedging strategies using 
dynamic correlations (Baillie and Myers, 1991; Lien and Yang, 2008) in two ways. First, we do 
not use a hedging strategy but, instead, use dynamic correlations with moving average technical 
trading analysis. Second, we use a non-parametric method in computing time-varying correlations, 
as opposed to the parametric method used in the literature. This approach is motivated by major 
statistical features such as the long memory, non-normality, and nonlinear structure of commodity 
spot and futures prices (see, inter alia, Baillie and Bollerslev, 1994; Baillie, 1996; Silvapulle and 
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Moosa, 1999; Serletis and Andreadis, 2004; Haldrup and Nielsen, 2006; Bekiros and Diks, 2008; 
Coakley et al., 2011; Westerlund and Narayan, 2013; Dolatabadi et al., 2015). Common parametric 
methods are the autoregressive fractionally integrated moving average (ARFIMA) models 
estimated by exact maximum likelihood. These pose a number of limitations. The distribution of 
innovations in ARFIMA models is assumed to be normal. Empirical evidence from Shi and Ho 
(2015) indicates that, for non-normally distributed data, ARFIMA model estimators are consistent 
but not efficient. The authors suggest that a non-normal distribution of innovations should be used 
to model long memory.2 Further, as argued by Matteo et al. (2005) and Corsi (2009), among others, 
the implementation of parametric methods in practice is computationally complex for large 
datasets. Although some approximations are suggested in the literature, such as the Whittle 
estimator, computational difficulties still continue to exist and one has to deal with problems 
associated with convergence to an absolute minimum (Matteo et al., 2005). We therefore compute 
time-varying correlations using a non-parametric method that enables one to identify the phases 
during which spot and futures prices co-move and the phases when they do not. 
Theoretically, a commodity’s basis is inversely related to inventory (Gorton et al., 2013). 
When the inventory is large and thus the basis is close to zero, spot and futures prices move 
together closely. In this case, the correlation between spot and futures prices is higher. Conversely, 
when the inventory is lower, spot prices deviate from futures prices. The adjusted basis becomes 
wider and therefore the correlation between spot and futures prices decreases (Fama and French, 
1988; Ng and Pirrong, 1994; Lien and Yang, 2008). In line with this argument, the basis shrinks 
for higher correlations between spot and futures prices but widens for declining correlations. We 
                                                          
2 Fractional integrated models can also be used for long memory. However, they also pose computational difficulties 
with large datasets (Corsi, 2009). 
11 
 
use this information captured via dynamic correlations to examine the profitability of a correlation-
based trading strategy. 
 
1.2.3 Essay 3: Commodity Futures Returns and Policy Uncertainty 
The third empirical study tests the ability of commodity market variables to predict economic 
policy uncertainty, a popular measure of future economic activity. This study is motivated by the 
strong relation between the commodity futures market variables and macroeconomic activity. 
There are a number of channels, such as fiscal and monetary policy, through which shocks to 
commodity prices affect the economy. Cespedes and Velasco (2014) show the presence of 
procyclical fiscal balance during the commodity booms and busts of the 1970s and 1980s, and that 
the fiscal policy stance was countercyclical during the commodity boom before the 2008 global 
financial crisis. Cody and Mills (1991) show that the information in commodity prices is useful in 
formulating monetary policies. Further, using an open economy model with nominal rigidities and 
financial frictions, Cespedes and Velasco (2012) show that fluctuations in commodity prices are 
often associated with macroeconomic volatility. They evaluate the macro response of a group of 
59 countries to large commodity price shocks. They find a significant impact of commodity price 
shocks on output and investment dynamics. In addition, they show that the macro response of 
commodity booms and busts varies for countries, depending on their economy’s policy and 
structural features. Shousha (2016) finds that change in the country’s interest rate and working 
capital costs are the two main channels through which commodity price shocks affect the real 
activity of both advanced and emerging economies. 
 Empirically, a number of studies have shown the predictive ability of commodity futures 
market variables. For instance, Hong and Yogo (2012) show that the open interest of commodity 
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futures prices predicts bond returns and movements in the one-month Treasury bill rate, even after 
controlling for other known predictors. Gospodinov and Ng (2013) use the convenience yields of 
23 commodity futures prices and show that the first two principal components extracted from the 
panel of convenience yields have economically and statistically significant predictive power in 
predicting inflation. Fernandez-Perez et al. (2015) show that commodity backwardation and 
contango portfolio returns predict long-run changes in investment opportunities and the business 
cycle. Surprisingly, to date, no study has examined the ability of commodity market variables to 
predict economic policy uncertainty. Our study is therefore motivated by this research gap and 
presents the first comprehensive empirical evidence. 
Our choice of commodity futures market backwardation and contango portfolio returns as 
predictors follows from the theory of storage of commodities. Accordingly, the downward-sloping 
term structure of commodity futures prices indicates a fall in inventories relative to demand, the 
benefits from holding physical commodity increase, and an increase in futures prices is expected 
(Fama and French, 1987; Ng and Pirrong, 1994). The reverse is true for the upward-sloping term 
structure of commodity futures prices. It signals a large supply relative to demand and a 
forthcoming fall in futures prices. Gorton et al. (2013) test these hypotheses and find that the basis 
is an inverse function of inventory levels. Thus the degree of backwardation and contango of all 
commodities conveys the fundamental demand and supply conditions and investor beliefs about 




1.3  OBJECTIVES AND AIMS 
In this dissertation, three empirical studies are undertaken to discern the dynamic behavior of the 
commodity futures market. Their objectives and aims are to answer the following research 
questions: 
1. Does the economic news risk factor explain the cross section of commodity futures returns? 
2. How can an investor utilize time-varying correlations between spot and futures prices to 
increase profits in commodity futures market? 
3. Are the commodity market variables useful in predicting economic policy uncertainty? 
 
1.4 EMPIRICAL PLAN 
This section describes the empirical plan undertaken to achieve the aim and objectives listed in 
Section 1.2. 
1.4.1 Essay 1: Economic News and the Cross Section of Commodity Futures Returns 
The empirical plan for examining the impact of economic news on commodity futures excess 
returns is based on four approaches. First, we use a unique word count-based economic news 
dataset that we hand-collect from the New York Times Online Article Archive and analyze the 
content using Loughran and McDonald’s (2011) financial dictionary to construct positive news, 
negative news, and pessimism news variables. Second, in addition to an aggregate market return 
portfolio, we form two sets of portfolios based on commodity characteristics and commodity types. 
Using a more comprehensive dataset that includes 32 commodity futures prices covering the period 
from November 17, 1966, to April 16, 2012, we form five portfolios based on each of the four 
forecasting variables: basis, momentum, open interest, and volatility. We then form four portfolios 
based on commodity types: agriculture, energy, livestock, and metals. With these portfolios as well 
14 
 
as individual commodities as test assets, we test whether the pessimism news risk factor, which is 
the difference between the negative and positive word count-based news, is priced by investors in 
the cross section of commodity futures returns. We apply Cochrane’s (2005) two-stage regression 
method to conduct cross-sectional tests for the model with two factors (market and basis) and three 
factors (market, basis, and momentum) and a three-factor model augmented by a pessimism news 
risk factor. Our aim is to compare the performance of the models without the news risk factor with 
the three-factor model augmented by the news risk factor. We also segregate pessimism news into 
positive and negative news and examine if these factors are priced by the investors. Doing so helps 
us to understand the asymmetric effect of news on different commodity portfolio returns. 
Our third approach relies on testing the economic importance of news where we sort the 
portfolios based on pessimism news. Our strategy is to take a long position in a portfolio when the 
previous day’s news is positive and a short position when the previous day’s news is negative. For 
each portfolio, we end up with three trading strategies: (i) a long-only strategy based on positive 
news, (ii) a short-only strategy based on negative news, and (iii) a combination of (i) and (ii) that 
involves taking long positions when news is positive and short positions when news is negative. 
Finally, we conduct a robustness test by examining whether pessimism news based returns can be 
explained by common used risk factors or are they the result of mispricing. 
 
1.4.2 Essay 2: Economic Importance of Correlations in Commodity Markets 
In this empirical study, we use a total of 27 commodities categorized into five commodity groups 
(grains, softs, metals, energy, and livestock) to examine the cross-correlation between commodity 
spot and futures prices. The cross-sectional sample size ranges from a minimum of 5,748 
observations for natural gas to a maximum of 13,773 observations. The sample covers the period 
July 02, 1959–April 16, 2012 for grains and softs portfolio, November 14, 1972–April 16, 2012 
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for metals portfolio, November 15, 1978–April 16, 2012 for energy portfolio, and September 19, 
1961–April 16, 2012 for livestock. Our main contribution is that we combine the correlations and 
momentum profits and show that incorporating correlations into a momentum strategy increases 
investor profits. First, we test for cross-correlations between commodity spot and futures prices 
using the detrended cross-correlation analysis method. We then compute time-varying correlations 
using a 250-day moving window. Theoretically, the basis shrinks for higher correlations between 
spot and futures prices and widens when the correlations decrease. Using such information 
captured via dynamic correlations, our second approach involves devising a trading strategy by 
combining time-varying correlations with the moving average technical trading strategy. 
Our third investigation ascertains the robustness of correlation-based profits to structural 
breaks and different phases in the commodity market. We compute correlation-based profits before 
and after the financialization period, when a major structural break occurred in the commodity 
futures market. We then test whether the profits are robust to backwardation and contango phases 
prevalent in the commodity market. Lastly, we investigate the source or the economic mechanism 
behind the observed profits. We regress the profits aligned to different levels of correlation on 
commodity market factor, the risk-free rate, a basis factor, a momentum factor, and an open interest 
factor. 
 
1.4.3 Essay 3: Commodity Futures Returns and Policy Uncertainty 
This empirical study examines whether commodity futures market variables predict changes in 
economic policy uncertainty for the United States and 14 other countries, which include other G7 
economies and the BRIC countries. We use the index of policy uncertainty constructed by Baker 
et al. (2015). We consider three set of predictors: (i) the equal-weighted average of futures excess 
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returns of all the commodities in the sample, (ii) excess returns on a portfolio of going long in 25% 
of the most backwardated commodities, and (iii) excess returns on a portfolio of going short in 
25% of the most contango commodities. The monthly returns on a portfolio of backwardated and 
contango commodities are constructed by sorting the commodities based on roll yield, which is 
the logarithmic price difference between the nearest and second nearest futures contracts. 
Our empirical plan is based on four specific steps. First, we examine in-sample evidence 
of predictability for change in the economic policy uncertainty of the United States by employing 
Westerlund and Narayan’s (2012, 2015) methodology that accounts for data persistency, 
endogeneity, and heteroskedasticity. We ascertain the robustness of our results in a number of 
ways. First, we exclude crude oil from the sample of commodities and re-run the analysis. It may 
well be that our results are driven by crude oil. Second, we add five macroeconomic risk variables 
to our regression model. The predictability we find could be merely the result of the relation 
between commodity returns and macroeconomic variables. Our second approach involves testing 
in-sample predictability for the remaining 14 countries with five macroeconomic variables 
augmented in the predictive regression model. In our third approach, we conduct an extensive 
analysis with United States economic policy uncertainty data from January 1985 to June 2015. 
First, we test whether the in-sample predictability holds for two sub-samples: the pre-
financialization period (January 1985–December 2000) and the post-financialization period 
(January 2001–June 2015). Second, we test whether any particular commodity sector is driving 
the predictability. Third, we examine the source of predictability by testing whether any particular 
category of economic policy uncertainty is more predictable. As a final step, we undertake out-of-
sample forecasting analysis, where we compare the forecasts from our predictive regression model 
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with historical average forecasts. We also compute combination forecasts that are the average of 
the forecasts from all three predictive regression models. 
 
1.5  DISSERTATION ORGANIZATION 
The remainder of this dissertation is organized as follows. Chapter 2 presents the first empirical 
study that examines whether the economic news risk factor is priced in the cross section of 
commodity futures returns. Chapter 3 presents the second empirical study on the economic 
importance of time-varying correlations between spot and futures prices. This is followed by the 
third and final empirical study on the predictability of economic policy uncertainty using 
commodity market variables, presented in Chapter 4. Lastly, Chapter 5 presents concluding 





2. ECONOMIC NEWS AND THE CROSS SECTION OF 
COMMODITY FUTURES RETURNS 
 
2.1   INTRODUCTION 
There is now a burgeoning literature on identifying the risk factors that are priced in the cross-
section of commodity futures returns (Dhume, 2011; Yang, 2013; Szymanowska et al., 2014; 
Bakshi et al., 2015). These studies show that including a factor such as basis, momentum, 
investment shocks, or durable consumption growth improves the fit of commodity asset pricing 
model. In this study our goal is different. We undertake an empirical analysis to examine whether 
positive and negative words-based economic news risk factor (which we term pessimism news 
risk factor) explains the cross section of commodity futures returns. Three aspects motivate us to 
re-visit the relation between economic news and commodity futures prices. First, to the best of our 
knowledge, no attempt has been made to examine the relation between word count-based 
economic news and commodity futures prices. An influential body of literature documents that 
word count-based news predicts equity prices (Tetlock, 2007; Tetlock et al., 2008; Gurun and 
Butler, 2012; Garcia, 2013). The main reason behind this predictability is that investors do not 
make decisions rationally but, instead, exhibit bias (Festinger, 1957; Kahneman and Tversky, 
1979), such as following the content of news in making investment decisions (Elton et al., 1989; 
Shiller, 2000). Many studies on commodity markets (Wang, 2003; Singleton, 2013; Henderson et 
al., 2014; Gao and Suss, 2015; Cheng et al., 2015; Christoffersen and Pan, 2015; Sockin and 
Xiong, 2015) show the presence of such investors wherein the informational frictions discourage 
them from looking at fundamentals. Therefore, our contribution of investigating the effect of word 
count-based news in a commodity market is timely. 
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Second, as we gauge from the literature, studies use different data frequencies and find 
mixed evidence of the effect of various macroeconomic news announcements on commodity 
futures prices. Earlier studies (e.g., Frankel and Hardouvelis, 1985; Barnhart, 1988, 1989) use 
weekly and daily data and find evidence that news announcements affect commodity prices. Later, 
Hess et al. (2008) find that the daily price response of commodity futures indices to 
macroeconomic news is state dependent and that commodity prices react to macroeconomic news 
only during recessionary periods. Using daily data on 12 different agricultural, energy, and metal 
commodity futures, Roache and Rossi (2010) find that futures prices are relatively insensitive to 
macroeconomic news. In contrast, Elder et al. (2012) use intra-day data on metal futures and find 
statistically significant reaction of metal prices to particular news, such as nonfarm payrolls, 
durable goods orders, and announcements reflecting unexpected improvements in the economy. 
This literature uses only news announcements and finds mixed evidence. The main advantage of 
our measure of news compared to the extant literature is that ours is a more complete and 
comprehensive measure of economic news, as explained in the data section. We believe that all 
news that contains information about current and/or future economic situation is relevant to 
commodity market participants. The third feature of the literature is that the investigation of news 
on commodity futures market is not conducted in a cross-sectional setting. Our news data 
frequency is daily, allowing us to examine whether the news risk factor is priced in the cross-
section of commodity futures returns. 
Our empirical plan is based on four approaches. First, we use a unique manually collected 
economic news dataset (see Section 2.3.1). Second, in addition to an aggregate market return 
portfolio, we form two sets of portfolios based on commodity characteristics and commodity types. 
Using a more comprehensive dataset that includes 32 commodity futures prices covering the period 
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November 17, 1966, to April 16, 2012, we create five portfolios based on each of the four 
commodity characteristics: basis, momentum, open interest, and volatility. We then form four 
portfolios based on commodity types: agriculture, energy, livestock, and metals. With these 
portfolios as well as individual commodities as test assets, we test whether the pessimism news 
risk factor, which is the difference between the negative and positive word count-based news, is 
priced by investors in the cross section of commodity futures returns. We apply Cochrane’s (2005) 
two-stage regression method to run cross-sectional tests for the model with two factors (market 
and basis) and three factors (market, basis, and momentum) and the three-factor model augmented 
by a pessimism news risk factor. Our aim is to compare the performance of the models without the 
news risk factor with the three-factor model augmented by the news risk factor. We also segregate 
pessimism news into positive and negative news and examine if these news factors are priced by 
the investors. Doing so helps us to understand the asymmetric effect of news on different 
commodity portfolio returns. Our third approach relies on testing the economic importance of 
news, where we sort the portfolios based on pessimism news. Our strategy is to take a long position 
in a portfolio when the previous day’s news is positive and a short position when the previous 
day’s news is negative. For each portfolio, we end up with three trading strategies: (i) a long-only 
strategy based on positive news, (ii) a short-only strategy based on negative news, and (iii) a 
combination of (i) and (ii) that involves taking long positions when news is positive and short 
positions when news is negative. Finally, we conduct a robustness test with the aim of examining 
whether the pessimism news-based returns can be explained by common risk factors. 
Our analyses unveil a number of interesting findings. First, we find that the three-factor 
model augmented by a pessimism news factor is the preferred model. It passes the cross-sectional 
regression tests for all nine test assets, which include four portfolios based on commodity 
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characteristics, four based on commodity categories, and a portfolio of all individual commodities. 
The risk premium for pessimism news factor is always negative, except for the volatility-sorted 
portfolios. The absolute value of the pessimism news risk premium ranges from 0.20% for metals 
to 4.25% for portfolios sorted by open interest. The magnitude of the risk premium varies by type 
of news and type of commodity portfolio, suggesting an asymmetric effect of news on commodity 
futures excess returns. Positive news generally leads to an increase in returns and negative news 
leads to a decrease in returns. When we compare the types of news, positive versus negative, there 
are few portfolios (livestock, metals, and portfolios sorted by open interest) where only positive 
news is priced by investors and few other portfolios (agricultural commodities and portfolios 
sorted by volatility) where only negative news is priced by investors. For the remaining portfolios 
(basis, momentum, energy, all commodities), all three news variables are priced by investors. This 
result reflects the heterogeneous exposure of commodities to different news risk factors. The 
asymmetric effect of news and the heterogeneous exposure of commodities to news risk factors 
are further ascertained by our economic significance tests. In economic significance tests, we find 
that profits are higher for a long-only strategy based on positive news relative to the profits when 
short positions are taken based on negative news. Investing in a portfolio of all commodities based 
on positive news generates a return of 16.42% per annum, while the mean return for a negative 
news-based strategy is 4.67% per annum. The mean return for a portfolio of all commodities based 
on a strategy that involves both positive and negative news is 10.90% per annum. In addition, 
investing in commodity type portfolios based on both positive and negative news yields the highest 
profits for metals (15.88%), followed by agriculture (10.41%), energy (7.52%), and livestock 
(5.50%).3 We find that for a long-only strategy based on positive news, profits are monotonically 
                                                          
3 This heterogeneity in profits across commodity categories is consistent with the results of Szakmary et al. (2010). 
They examine various trend-following strategies for 28 commodity futures prices from July 1959 to December 2007. 
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increasing with basis, momentum, open interest, and volatility, whereas for the short-only strategy 
based on negative news, profits are monotonically decreasing with basis, momentum, and open 
interest. With volatility portfolios, the profits based on negative news increase with volatility. This 
finding indicates that commodities with a low basis, low momentum, low open interest, or high 
volatility are exposed to negative news risk. Finally, we test whether the news-based time series 
of profits can be explained by the common risk factors: market, basis, and momentum. We find 
that the abnormal returns to our positive–negative trading strategy (which involves taking a long 
position when news is positive and a short position when news is negative) are positive and 
statistically significant for 29 out of 30 portfolios. The exception is energy, where alpha is mainly 
explained by the market factor. This result adds to the robustness of our earlier finding that 
pessimism news has additional information that remains uncaptured by market, basis, and 
momentum factors. 
Our approaches and findings contribute to several strands of the literature. First, we 
contribute to studies identifying the risk factors that are priced in the cross-section of commodity 
futures returns (Dhume, 2011; Yang, 2013; Szymanowska et al., 2014; Bakshi et al., 2015). These 
studies show that commodity futures returns are positively related to basis (Yang, 2013; 
Szymanowska et al., 2014) and momentum (Bakshi et al., 2015) and negatively related to 
investment shocks (Yang, 2013). We show that the pessimism news factor is priced by investors 
in the cross-section of commodity futures returns. Dhume (2011) shows that commodities with a 
low basis, high momentum, or high spot price volatility tend to have higher covariance with 
                                                          
The profits they report are highest for metals, followed by agriculture, energy, and livestock. Narayan et al. (2013) 
also find heterogeneous profits for metals and energy. However, they find that crude oil yields higher returns relative 
to metals. This difference is due to the varying methodology and the varying numbers of commodities; for instance, 
they investigate the profitability for three metals and one energy commodity using a mean–variance utility function 
while our news-based profits are investigated for five metals and seven energy commodities. Our data closely match 
those of Szakmary et al. (2010). 
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durable consumption growth and higher returns. We show that commodities with a low basis, low 
momentum, low open interest, or high volatility are exposed to negative news risk. 
Our second contribution is to the literature that uses word count-based news to predict asset 
prices (Tetlock, 2007; Tetlock et al., 2008; Garcia, 2013; Narayan and Bannigidadmath, 2015b, 
2016). These studies show that word count-based news predicts equity returns and credit default 
swap spreads. In addition, several studies document news asymmetry, where the effect of negative 
news is more pronounced compared to positive news (Tetlock, 2007). This asymmetric effect is 
mainly attributed to the behavioral bias of investors in processing information.4 We expand this 
literature by examining the importance of news in the commodity market. We find that news acts 
as an important source of information in the commodity market as well. We show that the 
magnitude of risk premium varies by type of news and type of commodity portfolio and that the 
profits are higher for a long-only strategy based on positive news relative to the profits when short 
positions are taken based on negative news. Investing in a portfolio of all commodities based on 
positive news generates a return of 16.42% per annum, while the mean return for a negative news-
based strategy is 4.67% per annum. This result suggests the presence of strong asymmetric impact 
of news on commodity futures returns. In this regard, our study connects with the work of Roache 
and Rossi (2010) and Elder et al. (2012), who document the asymmetric effect of news 
announcements in the commodity market. There are two features that distinguish our work from 
the literature mentioned above: (i) we test the impact of news on commodity futures returns in a 
                                                          
4 A number of studies on commodity markets indicate the presence of investors who deviate from fundamentals and 
do not make decisions rationally. For instance, Wang (2003) finds that speculators exhibit herding behavior, buying 
when the returns in the same month are higher and selling when the returns in the same month are lower. Cheng et al. 
(2015) document the presence of risk flow from speculators to commercial hedgers resulting in the market impact of 
trades by speculators. Cheng and Xiong (2014) provide evidence suggesting that commercial hedgers participate both 
in hedging as well as complex trading activities just as speculators do. Christoffersen and Pan (2015) find that an 
increase in net short positions from large traders results in higher levels of investor belief dispersion and investors 
assign higher state prices to negative returns. 
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cross-sectional setting and (ii) we also test the economic significance of the news in the commodity 
market. When we do, we discover that (i) commodities with low basis, low momentum, low open 
interest, or high volatility are exposed to negative news risk and that (ii) investing in commodity 
portfolios based on a pessimism news-based strategy yields positive and statistically significant 
profits (10.90% per annum for the portfolio of all commodities) that remain unexplained by the 
market, basis, and momentum factors. 
Finally, we contribute to the literature on profitability in commodity markets. A vast 
literature stands in support of profitable commodity markets. Profitability has been computed using 
a wide range of methods, ranging from momentum-based trading strategies (e.g., Szakmary et al., 
2010; Narayan et al., 2015) to those obtained using a mean–variance utility function (Narayan et 
al., 2013). We contribute by showing that taking long and short positions in commodity futures 
based on the pessimism news variable yields statistically and economically significant profits that 
remain unexplained by the basis and momentum risk factors. Our finding that pessimism news-
based profits are highest for metals, followed by agriculture, energy, and livestock, is consistent 
with the results of Szakmary et al. (2010). These authors examine momentum strategies, dual 
moving average crossover strategies, and channel strategies for 28 individual commodity futures 
prices spanning from July 1959 to December 2007. The profits across all strategies are highest for 
metals, followed by agriculture, energy, and livestock. Our data closely match these. However, 
our profitability is based on commodity sectors versus the individual commodities used in their 
study. In addition, we investigate the profitability of portfolios sorted by commodity 
characteristics: basis, momentum, open interest, and volatility. It is well known that the returns to 
high-basis or high-momentum portfolios are highest, while the returns to low-basis or low-
momentum portfolios are lowest. We show that investing in low-basis, low-momentum, low-open 
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interest, or high-volatility portfolios based on the pessimism news variable substantially increases 
investor returns. The increase in returns ranges from 6.06% per annum for portfolios sorted by 
open interest to 13.64% per annum for portfolios sorted by momentum. 
The rest of this chapter is organized as follows. Section 2.2 discusses the related theoretical 
and empirical literature. Section 2.3 presents the data and preliminary analyses followed by the 
empirical results and economic significance analysis in Section 2.4. Section 2.5 concludes the 
chapter. 
 
2.2  LITERATURE REVIEW 
2.2.1 Theoretical Literature 
The motivation for the link between news and commodities has its roots in several 
models/hypotheses. The first theoretical and empirical work on this was conducted by Frankel and 
Hardouvelis (1985). They showed that, to obtain a negative relation between commodity prices 
and unexpected money surprises, it is not sufficient for the change in money supply to be transitory. 
It is also necessary for market participants to expect changes in money demand (caused, for 
instance, by changes in real income) to be at least partly permanent. Frankel (1986) developed a 
theoretical model to highlight the immediate impact of monetary shocks on commodity prices. 
That model is a direct application of Dornbusch’s (1976) overshooting model of exchange rates. 
According to Frankel’s (1986) model, unanticipated shocks in the money supply have an effect on 
commodity prices in the short-run because the prices of manufactured goods are sticky. 
Commodities overshoot their new long-run equilibrium. This means that the initial response of 
commodity prices is greater than its response over a long period. Lai et al. (1996) confirm the 
robustness of the overshooting hypothesis in agricultural commodities. Using Frankel’s (1986) 
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theoretical framework, they show that commodity prices may undershoot their long-run level if 
the economy experiences an anticipated monetary shock rather than an unanticipated one. Dorfman 
and Lastrapes (1996) use a vector autoregressive model with a Bayesian approach that imposes 
long-run monetary neutrality. They find that agricultural commodities react to monetary supply 
shocks; however, the livestock prices overshoot while crop prices undershoot. Crop prices do 
gradually rise and take longer to fully adjust than livestock prices do. Saghaian et al. (2002) extend 
the theoretical model of Dornbusch’s overshooting hypothesis to include agricultural prices as a 
third sector. They examine the impact of money supply shocks on agricultural and industrial 
commodities and show that, in the short-run, the agricultural prices adjust faster than the industrial 
prices. 
Gilbert (1985) developed a theoretical interlinkage to understand the impact of exchange 
rate shocks on commodity prices. Bond (1984) highlights the role of expectations in the analysis 
of interest rate shocks. Bond contends that expectations are important from two standpoints. First, 
shocks that are interpreted by the market as permanent have a larger impact on spot and futures 
prices than shocks that are interpreted to be transitory. Second, news that enters the commodity 
market in the current period creates larger changes in spot and futures prices than news that 
contains information about likely future developments. 
Barnhart (1988, 1989) and Ghura and Mundial (1990) discuss the association between 
news and commodities in relation to the portfolio adjustment process. According to the portfolio 
adjustment process, any news that causes traders and speculators to expect lower rates of inflation, 
higher interest rates, and tighter monetary conditions will result in an adjustment of portfolios to 
take advantage of low-risk, high-yield bonds and bills. This will lead to a fall in commodity prices. 
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According to the theory of storage (Working, 1949; Brennan, 1958) in commodity price 
determination, the interest costs of storing a commodity are an important determinant of price. 
Any news that causes the interest costs of storage to rise will reduce the demand for inventories, 
putting downward pressure on commodity prices. However, the inventories are not observable and 
their estimates are prone to error. Under such circumstances, news that reveals information about 
future economic activity becomes important. Ghura and Mundial (1990) discuss the effect of real 
activity announcements, monetary policy announcements, and interest rate surprises on 
commodities. They find the effect to be ambiguous. This uncertainty stems from the market’s 
belief in the commodity price determination model and the stage of the business cycle. All these 
models emphasize the important role that news about macroeconomic variables plays in the 
commodity price formation process. The implication here is that commodity prices are influenced 
not only by the market demand and supply but also by news of macroeconomic variables. 
 
2.2.2 Empirical Literature 
Frankel and Hardouvelis (1985) investigate the impact of monetary surprises on the weekly 
commodity prices of nine futures contracts for two sub-sample periods. During the sub-period July 
7, 1980, to November 5, 1982, all commodities react negatively to positive money announcements. 
Gold, cattle, silver, and feeders are statistically significant at the 5% and 10% levels and the 
average of all nine commodities prices is highly significant. This result confirms their theoretical 
model of the overshooting hypothesis in commodity prices. During the sub-period September 29, 
1977, to March 10, 1979, which constituted a period of inflationary fears, gold and cocoa reacted 
positively to money surprises. The authors attribute this result to the market’s disbelief in the Fed’s 
commitment to achieving the money growth targets. 
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Barnhart’s (1988, 1989) empirical analysis involves investigating the impact of nine 
macroeconomic announcements on 15 commodity futures prices from June 10, 1977, to December 
28, 1984. The author finds evidence of a delayed response of commodity prices to several 
unanticipated new events. Commodity prices react negatively to surcharge rates, discount rates, 
inflation, and money supply, while the price impact is positive for unemployment announcements. 
Discount rate announcements have a statistically significant impact on lumber, cocoa, metals, and 
cattle. Grains and soybeans react strongly to surcharge rate changes. Further, money surprises have 
a strong impact on grains and live animal products. Producer Price Index (PPI) surprises impact 
lumber prices negatively. Silver prices are affected by industrial production news. Monetary 
surprises have a statistically significant impact on most commodities, while inflation surprises are 
statistically insignificant. These results together provide support for the policy anticipation 
hypothesis. 
Ghura and Mundial (1990) examine the effect of macroeconomic announcements on 20 
commodity futures contracts from January 2, 1985, to May 31, 1989. They document that the 
reaction of commodity prices to news is affected by the business cycle. News releases generally 
affect commodities within a group in the same direction. During the recession, news about real 
activity had a positive impact on soybeans, soybean meal, soybean oil, and wheat products and a 
negative impact on heating oil, crude oil, and unleaded gasoline. 
Christie–David et al. (2000) test the effect of 23 macroeconomic news releases on gold and 
silver futures prices from 1992 to 1995. They use 15-minute intraday data and find that Consumer 
Price Index (CPI), unemployment rate, and capacity utilization news have statistically significant 
effects on both gold and silver futures prices. Gold is also affected by the federal deficit, the gross 
domestic product (GDP), and PPI news releases. Further, hourly wages, CPI releases, business 
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inventories, and construction spending news impact silver futures prices at the 10% significance 
level. Using five-minute intraday data, Cai et al. (2001) examine how 23 different macroeconomic 
announcements affect gold futures contracts from January 1994 to December 1997. They find that 
four important macroeconomic announcements—on employment reports, the GDP, the CPI, and 
personal income—affect gold futures contracts; however, the effect is small relative to bond and 
foreign exchange markets. 
Hess et al. (2008) use a longer sample period, from 1998 to 2005, and examine the effect 
of macroeconomic news releases on the daily returns of two broad commodity future indices: the 
Reuters CRB commodity index and the S&P Goldman Sachs Commodity Index. They find that 
the effect of macroeconomic news depends on the stage of the business cycle. In a recessionary 
period, news releases pointing to higher (lower) inflation and real activity lead to positive 
(negative) movements in commodity futures prices. In contrast, there is no evidence of news 
affecting commodity prices during economic expansions. 
Using daily data on 12 different agricultural, energy, and metal commodity futures from 
January 1, 1997, to December 31, 2009, Roache and Rossi (2010) find evidence of a heterogeneous 
effect of news on commodities. They find that market wide shocks do not affect all commodities 
uniformly and news surprises affect commodity prices on a procyclical basis. News releases 
revealing economy activity above market expectations affect commodity prices positively, without 
procyclical bias. Retail sales, non-farm payrolls, inflation, and advance GDP announcements have 
a large and strong effect on commodity prices. Further, news has an asymmetric effect on corn, 
soybeans, copper, aluminum, palladium, and gold. 
Elder et al. (2012) use one-minute intraday data for 2002–2009 and test how metals react 
to various macroeconomic announcements. They find that news about non-farm payrolls and 
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durable goods has a statistically significant effect on metals. Further, announcements reflecting 
unexpected improvements in the economy increase copper prices and lead to decreases in gold and 
silver prices. The authors document the asymmetric impact of news on returns. 
Kilian and Vega (2011) investigate the effect of macroeconomic announcements on the 
daily spot prices of WTI crude oil and gasoline from 1983 to 2008. They find that oil and gasoline 
prices are mostly statistically insignificant to various news releases. Further, where there is 
significance, the sign of the coefficient and the response to similar announcements are contrary. 
Chatrath et al. (2012) re-examine the effect of news releases on oil prices by controlling for 
inventory stock levels. They confirm the earlier findings of Kilian and Vega (2011).5 
A summary of the related literature and findings are presented in Appendix A.1. There are 
three main aspects of this literature. First, all the studies based on news use macroeconomic 
announcements or other announcements, such as central bank asset purchases and OPEC 
announcements. None of the studies has made an attempt to examine the impact of word count-
based news on commodity prices. Word count-based studies started gaining momentum only since 
the last decade, with the seminal paper of Tetlock (2007) on equity markets. The theoretical base 
for the impact of word count-based news on asset prices is that investors do not make decisions 
rationally but, instead, exhibit bias (Festinger, 1957; Kahneman and Tversky, 1979). Given the 
presence of such investors in commodity markets (Wang, 2003; Singleton, 2013; Henderson et al., 
2014; Cheng et al., 2015; Christoffersen and Pan, 2015; Gao and Suss, 2015; Sockin and Xiong, 
2015), an examination of the relation between word count-based news and commodity futures 
prices is imperative.  
                                                          
5 Several studies (e.g., Demirer and Kutan, 2010; Lin and Tamavakis, 2010) employ event studies to examine the 
effect of announcements from organization of the petroleum exporting countries (OPEC) on the crude oil prices. 
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Second, studies that use macroeconomic announcements find mixed evidence. For 
instance, Elder et al. (2012) find a statistically significant impact of industrial production 
announcements on copper and a significant impact of non-farm payrolls announcements on gold 
and silver. However, Roache and Rossi (2010) do not find evidence of the same announcements 
affecting metals. Both these studies use similar data samples but different data frequencies. 
Christie-David et al. (2000) find that unemployment rate announcements affect gold and silver, 
while Elder et al. (2012) do not find evidence confirming this. Barnhart (1989) finds that housing 
starts affect wheat and corn prices, while Roache and Rossi (2010) do not find the same evidence 
using a different sample period. The results are sensitive to the use of data frequencies, sample 
periods, and business cycles. Ghura and Mundial (1990), Hess et al. (2008), and Roache and Rossi 
(2010) document that the reaction of commodity prices to news depends on the state of the 
economy. Theoretically, this is because the effect of many news announcements on commodity 
prices is ambiguous and depends on the market expectations and the business cycle when the news 
announcement were made.  
We think that the unique features of our word count-based economic news address some 
of the issues with news announcements for the following reasons. First, our news measure does 
not cover just announcement-based information but also non-announcement news information.6 
This is important, because commodity prices could be affected by non-news announcement-based 
information prevailing in the market. For instance, a strand of the equity market literature 
investigating stock price reactions to earnings announcements finds that public information, such 
as media news, received by investors prior to earnings announcement affects post-earnings stock 
price movements (Chan, 2003; Vega, 2006). Second, ours is a more complete and comprehensive 
                                                          
6 This also acts as one of the limitations of our economic news measure, in that we cannot segregate the effect of 
particular news announcements such as those about inflation or unemployment. 
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measure of economic news in that it contains information about current and/or future economic 
situation relevant to commodity market participants. We think this will capture uncertainty 
prevailing in the market with regard to the economic situation in terms of good or bad news.7 The 
third feature of the literature is that the investigation of news on commodity futures market is not 
conducted in a cross-sectional setting. Cross-sectional examinations capture important features of 
commodity markets, such as the extent of backwardation and contango with respect to basis. Basu 
and Miffre (2013) and Dewally et al. (2013) show that portfolios that are in backwardation 
(contango) with respect to basis are also in backwardation (contango) with respect to hedging 
pressure. Futures returns are higher (lower) for high-basis (low-basis), high-momentum, high-open 
interest, and high-volatility portfolios. Given the heterogeneity in commodities, it is likely that the 
news itself will have a different impact on different portfolios (see, for example, Wei et al., 2015) 
sorted by commodity-specific variables such as basis or volatility. In view of this gap in the 
literature, our work represents the first attempt to test the effect of word count-based news on 
portfolios sorted by different commodity characteristics. 
 
2.3 DATA AND PRELIMINARY ANALYSIS 
2.3.1 Data and Variable Definitions 
We use two sources of data. Our first dataset is the daily news dataset covering the sample period 
November 17, 1966, to April 16, 2012. We have a unique dataset on economic news that is 
segregated by positive and negative news. This allows us to examine how different types of news 
affect commodity futures returns. Financial news data are obtained by extending the dataset 
                                                          
7 A number of studies on the equity market find that information uncertainty and market sentiment at the time of news 
announcement plays an important role in the post-announcement movement of stock prices (Francis et al., 2007; Bird 
and Yeung 2012; Gerard, 2012; Bird et al., 2014; Williams, 2014; Kim et al., 2015). Hirshleifer (2001) postulates that 
investor behavioral bias increases in times of heightened information uncertainty. 
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constructed by Garcia (2013), consisting of daily time-series news data from 1905 to 2005.8 We 
extend this financial news data till 2012 by following the same steps outlined by Garcia. 
Specifically, we use the New York Times Online Article Archive to download daily data from two 
major columns (“Business/Economy” and “Stocks and Bonds”) of the New York Times. These 
columns are published daily and cover a wide range of macroeconomic news, general market 
conditions, news on major commodities and currencies, the daily movements of stock markets and 
bond markets, and important industry- and firm-level news. In extending the dataset, we use a total 
of 3989 text files. The average word length of these columns is typically around 700 to 900 words. 
The news content is analyzed using Loughran and McDonald’s (2011) financial dictionary, a 
dictionary of positive words and negative words that is widely used in the analysis of earnings 
announcements, firm-specific media coverage, and annual statements. Using this dictionary, for 
each article 𝑗 written on day 𝑡, we extract the total number of words (𝑤), the total number of 
positive words (𝑝), and the total number of negative words (𝑛). Following Garcia, the daily 
measure of positively worded news is computed as 𝑃𝑁𝑡 =  ∑ 𝑝𝑗𝑡𝑗 / ∑ 𝑤𝑗𝑡𝑗  and the daily measure 
of negatively worded news as 𝑁𝑁𝑡 =  ∑ 𝑛𝑗𝑡𝑗 / ∑ 𝑤𝑗𝑡𝑗 . A pessimism news factor is then computed 
as the difference between negative and positive news, 𝑃𝐸𝑆𝑡 =  𝑁𝑁𝑡 − 𝑃𝑁𝑡. As Garcia does, we 
also aggregate the news data appearing on weekends and holidays so that we do not miss any 
information while the market remains closed. Before using the three news factors in regressions, 
we normalize all of them to have a zero mean and unit variance. 
Our second dataset is the daily price data on commodity futures extracted from the 
Commodity Research Bureau (CRB) database. We use more comprehensive commodities data not 
                                                          
8 We thank Garcia for making his dataset available to us and answering questions on the approaches involved in 
constructing it, which helped us extend the dataset. 
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used before to analyze the impact of news on commodity futures returns. The sample period of the 
data is from November 17, 1966, to April 16, 2012. The sample period is chosen so that there are 
at least two commodities within a portfolio. The cross-sectional sample size ranges from 10 
commodities in 1966 to 29 commodities in 2012. Table 2.1 reports the sample size of all 32 
commodities. We divide commodities into four broad commodity groups: agricultural (14), energy 
(seven), livestock (six), and metals (five). Hong and Yogo (2012) use a similar classification. 
Following Gorton et al. (2013) and Yang (2013), we calculate the daily futures excess 




                                                                                                                        (2.1) 
where 𝐹𝑖,𝑡,𝑇 is the futures price of the nearest contract on day 𝑡 with maturity 𝑇. To compute the 
basis used to construct basis-sorted portfolios, we use the nearest futures price as the spot price, 
following similar studies on commodity futures (Gorton et al., 2013, Yang, 2013, Szymanowska 
et al., 2014). Following Gorton et al. (2013) and Yang (2013), we define the daily basis as 
𝐵𝑖,𝑡 =
𝑙𝑜𝑔(𝐹𝑖,𝑡,1) − log (𝐹𝑖,𝑡,2)
𝐷2 −  𝐷1
                                                                                                               (2.2) 
where 𝐹𝑖,𝑡,1 is the futures price of commodity 𝑖 on day 𝑡 for the nearest contract for which data are 
available and 𝐷1 is the number of days to maturity on this contract. Similarly, 𝐹𝑖,𝑡,2 is the futures 
price on day 𝑡 for the next nearest contract and 𝐷2 is the number of days to maturity on this 
contract.9 The market factor is defined as the equal-weighted average of futures excess returns 
across all the commodities in the sample. 
 
                                                          
9 The length of the futures contracts differ by each commodity. It is quite standard in commodity literature to use the 
data on nearest and second nearest contracts to construct future excess returns. 
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2.3.2 Portfolio Construction 
We sort the commodity futures contracts into five portfolios based on commodity-specific 
characteristics. This idea is not trivial and has been widely used in the equity market. A number of 
recent studies on commodities employ a portfolio-sorting approach (Gorton et al., 2013; Yang, 
2013; Szymanowska et al., 2014). We sort 32 commodities into five portfolios based on four 
sorting characteristics: basis, momentum, open interest, and volatility. To construct the portfolios 
sorted by basis, we first sort the commodities by basis at the end of day 𝑡. The commodities are 
then allocated to five portfolios by quintiles. We compute the excess returns of these contracts 
from day 𝑡 to day 𝑡 + 1. The daily portfolio return is computed as the equal-weighted average of 
excess returns within each portfolio. This strategy is repeated for every day until the end of sample 
period. Prior literature on commodities identifies a number of other variables—momentum 
(Gorton et al., 2013; Bakshi et al., 2015), open interest (Hong and Yogo, 2012), and volatility 
(Dhume, 2011)—related to commodity risk premium. For each of these characteristics, we 
therefore form five portfolios and a high-minus-low (HML) portfolio which is computed as the 
difference between the returns of the highest and the lowest portfolios. The momentum portfolios 
are constructed by sorting commodities based on the 250 days prior cumulative futures excess 
returns. We use the total open interest data available from the CRB to estimate the growth in the 
open interest measure, which is then used to form five portfolios. Following Dhume (2011) and 
Szymanowska et al. (2014), we use the coefficient of variation as the measure of volatility. The 
coefficient of variation is computed over a period of 60 days. We also construct portfolios based 
on four commodity groups: agricultural, energy, livestock, and metals. The portfolio return of each 





2.3.3 Preliminary Analysis 
The summary statistics of all 32 commodities in our sample are reported in Table 2.1. The average 
returns fall in the range of -4.67% per annum for butter to 24.38% for propane. Returns, on average, 
are positive for 26 commodities and negative for six commodities. When the commodities are 
grouped into portfolios, the energy portfolio has the highest return (11.25%) and the highest 
standard deviation (38.21%). In addition, metals and livestock portfolios have returns of 7.49% 
and 5.36%, respectively, while the agriculture portfolio has a return of 3.49%. The portfolio of all 
commodities yields a return of 6.05% per annum, with a standard deviation of 11.98%. 
We report in Table 2.2 the summary statistics of portfolios sorted by commodity 
characteristics, that is, basis, momentum, open interest, and volatility. Sorting on the basis, we find 
that returns are monotonically increasing from a low to a high basis and the return of the HML 
portfolio is 13.76% per annum, statistically significant at the 1% level. This result is comparable 
to the returns reported by Dhume (2011), Gorton et al. (2013), and Yang (2013), who find an HML 
spread of about 10%. Besides the basis, we find that the HML portfolio returns of momentum and 
open interest are positive and statistically significant. Consistent with Gorton et al. (2013) and 
Szymanowska et al. (2014), we find that the returns to volatility portfolios are non-monotonic and 
the returns to high-volatility portfolios are higher. The returns to the HML portfolio based on 
momentum are the highest, at 23.56% per annum. Bakshi et al. (2015) report the return on the 
momentum factor as 16.11%. However, they use monthly data and calculate momentum returns 





Table 2.1: Descriptive statistics of commodity futures returns  







Start date End date 𝑁 
Agriculture  3.49 13.73 25.42  11/17/1966 04/16/2012 11848 
 Soybean Oil 9.24 26.19 35.27 BO 11/17/1966 04/16/2012 11848 
 Corn -2.09 22.44 -9.30 C- 11/17/1966 04/16/2012 11848 
 Cocoa 6.74 29.93 22.52 CC 11/17/1966 04/16/2012 11848 
 Cotton 1.68 23.66 7.09 CT 11/17/1966 04/16/2012 11848 
 Orange Juice 4.38 28.55 15.35 JO 12/17/1969 04/16/2012 11044 
 Coffee 9.50 35.39 26.82 KC 07/12/1975 04/16/2012 9599 
 Lumber -5.68 28.03 -20.27 LB 08/16/1972 04/16/2012 10349 
 Oats 2.30 29.00 7.91 O- 11/17/1966 04/16/2012 11848 
 Canola -1.25 19.19 -6.52 WC 10/17/1979 02/29/2012 8446 
 Wheat -1.25 25.71 -4.85 W- 11/17/1966 04/16/2012 11848 
 Soybean Meal 8.06 26.87 29.97 SM 11/17/1966 04/16/2012 11848 
 Sugar 6.77 39.21 17.26 SB 11/17/1966 04/16/2012 11848 
 Soybeans 4.44 23.18 19.13 S- 11/17/1966 04/16/2012 11848 
 Rough Rice -3.95 23.93 -16.50 RR 07/05/1989 04/16/2012 5944 
Energy  11.25 29.43 38.21  02/12/1986 04/16/2012 6829 
 Crude Oil 15.01 35.35 42.44 CL 02/12/1986 04/16/2012 6829 
 Blendstock Gasoline 20.82 33.88 61.45 HU 10/19/1987 11/16/2006 4979 
 Heating Oil 12.32 32.97 37.37 HO 09/29/1981 04/16/2012 7970 
 Natural Gas 7.19 49.83 14.42 NG 02/17/1993 04/16/2012 4999 
 RBOB Gasoline 22.18 34.94 63.50 RB 10/19/1987 04/16/2012 6391 
 Coal 7.91 29.66 26.68 QL 01/03/2007 04/16/2012 1379 
 Propane 24.38 31.54 77.29 PN 07/06/1990 12/30/2005 4041 
Livestock  5.36 16.83 31.87  10/16/1967 04/16/2012 11611 
 Butter -4.67 11.10 -42.08 BA 08/01/2008 04/16/2012 967 
 Milk 4.06 13.91 29.17 DE 05/30/2000 04/16/2012 3100 
 Feeder Cattle 4.82 14.49 33.24 FC 10/15/1974 04/16/2012 9785 
 Live Cattle 6.83 16.09 42.41 LC 10/16/1967 04/16/2012 11611 
 Lean Hogs 7.30 23.79 30.67 LH 01/13/1969 04/16/2012 11286 
 Pork bellies 2.25 32.85 6.84 PB 11/17/1966 08/17/2010 11415 
Metals  7.49 20.67 36.26  09/15/1975 04/16/2012 9546 
 Gold 4.30 19.54 22.01 GC 11/15/1977 04/16/2012 8980 
 Copper 10.58 27.26 38.82 HG 12/15/1976 04/16/2012 9219 
 Palladium 9.44 32.58 28.97 PA 11/19/1979 03/14/2012 8433 
 Silver 4.38 30.05 14.58 SI 09/15/1975 04/16/2012 9546 
 Platinum 8.65 25.82 33.47 PL 06/17/1975 04/12/2012 9608 
All  6.05 11.98 50.53  11/17/1966 04/16/2012 11848 
Notes: This table reports the annualized mean, standard deviation and Sharpe ratio for 32 individual commodity futures 
excess returns; for excess returns of portfolios constructed by commodity types-agriculture, energy, livestock and 
metals; and for a portfolio of all commodities. Daily futures excess return of commodity 𝑖 is defined by, 𝑅𝑖,𝑡+1,𝑇 =
 𝐹𝑖,𝑡+1,𝑇 − 𝐹𝑖,𝑡,𝑇 𝐹𝑖,𝑡,𝑇⁄ , where 𝐹𝑖,𝑡,𝑇 is the futures price of the nearest contract on day 𝑡 with maturity 𝑇. The number of 
daily observations are reported in the last column of the table. The cross-sectional sample starts from November 17, 





Table 2.2: Summary statistics of portfolios sorted by commodity characteristics 
  Portfolios sorted by commodity characteristics 
  Low P2 P3 P4 High HML 
Panel A: Basis      
Mean  0.417 2.213 4.085 9.839 14.235 13.761 
Std. dev  17.060 16.383 16.581 16.728 17.498 20.726 
Sharpe ratio  2.444 13.510 24.636 58.817 81.350 66.393 
t-stat  0.156 0.877 1.590 3.426 4.757 3.937 
Panel B: Momentum     
Mean  -4.150 0.623 7.411 8.646 18.406 23.560 
Std. dev  17.903 15.391 15.031 15.918 20.978 24.098 
Sharpe ratio  -23.179 4.050 49.302 54.317 87.737 97.766 
t-stat  -1.506 0.257 3.047 3.307 4.863 5.335 
Panel C: Open Interest     
Mean  5.392 3.572 3.545 5.529 12.672 6.909 
Std. dev  17.027 16.442 16.632 16.329 16.445 18.921 
Sharpe ratio  31.665 21.725 21.315 33.859 77.056 36.518 
t-stat  1.983 1.384 1.302 2.117 4.807 2.324 
Panel D: Volatility     
Mean  4.247 2.455 5.200 11.044 6.854 2.501 
Std. dev  10.686 13.765 16.089 18.640 23.768 23.044 
Sharpe ratio  39.748 17.837 32.321 59.251 28.837 10.852 
t-stat  2.443 1.112 1.964 3.483 1.818 0.702 
Notes: This table reports the mean and standard deviations of the commodity futures returns sorted by four commodity 
characteristics-basis, momentum, open interest and volatility. We construct five portfolios based on each of these 
sorting characteristics. Portfolio-level measures are computed as the equally weighted average of all commodities 
within a portfolio. The HML portfolio returns are computed as the returns of the highest portfolio (High) minus the 
returns of the lowest portfolio (Low). The portfolio means and standard deviations of futures excess returns are 
annualized measures reported in percentage. The t-statistics are based on the standard errors corrected for 
heteroskedasticity and autocorrelation using Newey–West (1987) procedure. The cross-sectional sample covers the 
period November 17, 1966–April 16, 2012. 
 
Finally, we present summary statistics on the economic news data in Panel A of Table 2.3. 
We report the summary statistics for the full sample period (November 17, 1966–April 16, 2012) 
and for the period (January 1, 2006–April 16, 2012) for which we extend the dataset. Four points 
are worth highlighting. First, the percentage of negative news (2.14%) is higher than the percentage 
of positive news (1.18%) during the full sample period. This result reveals the dominance of 
negative news. In the most recent period (2006 to 2012), pessimism news is 1.82%, depicting the 
increase in negative news over time. Unsurprisingly, negative news is almost twice as volatile as 
positive news. Second, we do not reject the null hypothesis of no autocorrelation during the full 
sample period. However, all three news variables are highly autocorrelated in the most recent 
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period. Third, the first-order autoregressive model shows that persistency is low. The first-order 
autoregressive coefficient for all types of news is statistically different from zero and around 0.2. 
Finally, the unit root null hypothesis is comfortably rejected for all news variables. 
 
Table 2.3: Summary statistics of economic news 
Panel A: Summary statistics of economic news data 
 Mean SD Skew. Kurt. 





Sample period (11/17/1966 - 04/16/2012) 
Positive news 1.184 0.446 0.861 8.271 0.006 (0.456) 0.163* -21.064* [12] 
Negative news 2.141 0.715 0.660 3.912 0.001 (0.026) 0.12* -22.323* [10] 
Pessimism news 0.957 0.934 0.379 3.405 0.003 (0.108) 0.214* -17.526* [12] 
Sample period (01/01/2006 – 04/16/2012) 
Positive news 0.873 0.408 1.005 4.470 0.181 (53.673) 0.198* -15.666* [3] 
Negative news 2.690 0.791 0.206 3.184 0.163 (43.690) 0.171* -6.852* [10] 
Pessimism news 1.817 0.959 -0.113 3.312 0.151 (37.395) 0.157* -8.163* [9] 














Basis sorted portfolios Momentum sorted portfolios 
Low 0.031* -0.029* -0.042* Low 0.021** -0.020** -0.029* 
P2 0.026* -0.017*** -0.028* P2 0.028* -0.021** -0.033* 
P3 0.012 -0.039* -0.043* P3 0.023** -0.023** -0.032* 
P4 0.026* -0.030* -0.041* P4 0.033* -0.038* -0.052* 
High 0.027* -0.021** -0.032* High 0.020** -0.030* -0.038* 
HML -0.003 0.006 0.007 HML 0.002 -0.011 -0.011 
Open interest sorted portfolios Volatility sorted portfolios 
Low 0.027* -0.027* -0.038* Low 0.017** -0.013 -0.020** 
P2 0.021** -0.030* -0.039* P2 0.021** -0.020** -0.028* 
P3 0.022** -0.015 -0.024* P3 0.037* -0.027* -0.043* 
P4 0.028* -0.035* -0.046* P4 0.034* -0.036* -0.050* 
High 0.029* -0.030* -0.042* High 0.018** -0.032* -0.040* 
HML 0.001 -0.002 -0.002 HML 0.010 -0.028* -0.031* 
Commodity types 
Agriculture 0.039* -0.028* -0.045*     
Energy -0.006 -0.027** -0.026     
Livestock 0.024* -0.009 -0.019**     
Metals 0.029* -0.031* -0.043*     
All 0.035* -0.038* -0.052*     
Notes: Panel A of the table reports summary statistics of the daily economic news variables. We report the descriptive 
statistics, autocorrelations associated with a squared variable, the first-order autoregressive coefficient, and an ADF 
unit root test of the null hypothesis of a unit root in the news variables. We report the summary statistics for the full-
sample period (November 17, 1966–April 16, 2012) and for the sample (January 01, 2006–April 16, 2012) for which 
we extend the dataset. Panel B of the table reports the unconditional correlation between news variables and excess 




We conclude our description of the data by reporting the correlation between the 
commodity return portfolios and the news variables. For the five portfolios sorted by basis, 
momentum, open interest, and volatility, pessimism news is negatively correlated. The null 
hypothesis that the unconditional correlations are zero is comfortably rejected for these portfolios. 
For these portfolios, positive news is positively correlated and negative news is negatively 
correlated. However, the correlations between news variables and the HML portfolios of basis, 
momentum, and open interest are not statistically significant. For an HML portfolio of volatility, 
we find that negative news and pessimism news are negatively correlated and the null hypothesis 
of no correlation is rejected at the 1% significance level. For commodity type portfolios, we find 
that positive news is positively correlated with all but the energy portfolio, while negative news is 
negatively correlated with all but the livestock portfolio. Finally, the correlation between a 
portfolio of all commodities and the pessimism news is negative and statistically significant.  
There are two key implications from these statistics for the rest of the analysis to come: 
(i) there is clear dominance of pessimism news, since the percentage of negative news is almost 
double that of positive news and (ii) the correlation of news measures with commodity portfolios 
indicates that positive news increases the futures returns of most portfolios, while negative news 
decreases future returns. 
 
2.4  EMPIRICAL RESULTS 
2.4.1 Cross-Sectional Tests: Pessimism News as a Risk Factor 
When the risk factors are returns on benchmark portfolio excess returns, a time series regression 
suffices to estimate the model. This is because each factor risk premium can be estimated as the 
time series average of the respective benchmark portfolio excess return. However, when the risk 
factors are not returns, as in our news factors, a single time series regression will not suffice and a 
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two-pass regression methodology is therefore called for. We use the two-stage regression method 
of Cochrane (2005) to conduct the cross-sectional tests of multifactor models. In the first stage, 
we regress the time-series of excess returns 𝑅𝑗,𝑡 on the factors to estimate the vector of risk 
exposure 𝛽𝑗: 
𝑅𝑗,𝑡 =  𝑎𝑗 +  𝛽𝑗
′𝑓𝑡 + 𝜀𝑗,𝑡                                                                                                                             (2.3) 
In the second stage, we estimate the factor risk premia by regressing the average excess returns 
𝐸[𝑅𝑗,𝑡] on risk exposure 𝛽𝑗 in the cross-section of commodities or portfolios:  
𝐸[𝑅𝑗,𝑡] =  𝜆
′𝛽𝑗 +  𝛼𝑗                                                                                                                                  (2.4) 
We do not include constants in the cross-sectional regression. Yang (2013) follows the same 
approach for the cross-sectional tests of factor models. We first use five portfolios constructed 
based on basis, momentum, open interest, and volatility as test assets. In this case, the excess 
returns 𝑅𝑗,𝑡 in equation (2.3) represents the five portfolios constructed based on commodity 
characteristics and equation (2.4) includes the cross section of these five portfolios. Individual 
commodity futures returns vary largely, depending on their category. We therefore apply the two-
stage regression method for each of the four commodity categories (agriculture, metals, livestock, 
and energy) to gauge the effect of news factors on different commodity types. Finally, we use 32 
individual commodities as test assets, in which case the excess returns 𝑅𝑗,𝑡 in equation (2.3) 
represent the excess returns of individual commodities and equation (2.4) includes the cross 
section of 32 commodities. The cross-sectional sample size varies from 10 commodities in 1966 
to 29 commodities in 2012. 
The factors employed are the following: (i) The market factor, 𝑀𝑘𝑡𝑡, is defined as the 
equal-weighted average of futures excess returns across all commodities in the sample. (ii) The 
basis factor, 𝐻𝑀𝐿𝐵, is defined as the return on the HML portfolio sorted by basis. The strategy of 
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taking a long position in the portfolio of commodities with the highest basis and a short position 
in the portfolio of commodities with lowest basis. (iii) The momentum factor, 𝐻𝑀𝐿𝑀, is defined 
as the return on the HML portfolio sorted by momentum. (iv) We introduce a lagged news factor 
(𝑁𝑒𝑤𝑠𝑡), the pessimism news risk factor, which is the difference between negative and positive 
news. We also test a multifactor model with a positive news factor and a negative news factor. 
Doing so enables us to disentangle and investigate the asymmetric effect of news on commodities. 
There is a lack of consensus in the literature regarding the number of factors required to 
explain commodity returns. Yang (2013) suggests a two-factor model, with a commodity market 
factor and a basis factor. Szymanowska et al. (2014) suggest that the basis factor alone is sufficient 
to explain the cross section of spot premia. Bakshi et al. (2015) find that the momentum factor 
contains additional information. We therefore apply a two-stage regression method for the model 
with two factors(𝑀𝑘𝑡, 𝐻𝑀𝐿𝐵), and three factors (𝑀𝑘𝑡, 𝐻𝑀𝐿𝐵, 𝐻𝑀𝐿𝑀). Lastly, we test the three-
factor model augmented by lagged news (𝑁𝑒𝑤𝑠𝑡) as the fourth factor. Our results are divided into 
two parts. The first part consists of cross-sectional tests, with the portfolios sorted by commodity 
characteristics as test assets. The second part focuses on cross-sectional tests with commodity type 
portfolios as test assets. Finally, we discuss our results based on individual commodities as test 
assets. 
 
2.4.1.1 Cross-sectional tests with portfolios sorted by commodity characteristics as test assets 
We first examine the cross-sectional regression results with commodity portfolios sorted by four 
commodity characteristics (basis, momentum, open interest, and volatility) as test assets. The 
results are reported in Table 2.4. We report the factor risk premia associated with the market, basis, 
momentum, and news factors. In the last column of the table, we report the pricing error from the 
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cross-sectional regression, which is the square root of the mean of the squared residuals (𝛼j) in 
equation (2.4). Estimating the cross-sectional regression results with and without the news factor 
allows us to gauge the importance of the news by simply monitoring the adjusted 𝑅2 and the 
pricing error. The results are reported for the models with two factors (𝑀𝑘𝑡, 𝐻𝑀𝐿𝐵) and three 
factors (𝑀𝑘𝑡, 𝐻𝑀𝐿𝐵, 𝐻𝑀𝐿𝑀) and the three-factor model augmented by news (𝑁𝑒𝑤𝑠𝑡) as the 
fourth factor. We use three measures of news in our analysis: positive news, negative news, and 
pessimism news. Although we test the models with two and three factors, our main focus is on the 
performance of models with news factors. 
 
Table 2.4: Cross-sectional asset pricing tests – portfolios sorted by commodity characteristics 
 Factor risk premia 𝐴𝑑𝑗. 𝑅2 𝑅𝑀𝑆𝐸 
 𝜆𝑚𝑘𝑡  𝜆𝑏𝑎𝑠𝑖𝑠 𝜆𝑚𝑜𝑚 𝜆𝑛𝑒𝑤𝑠 (%) (% pa) 
Panel A: Basis      
2F 6.022 14.481   73.216 2.167 
 (6.361) (8.194)     
3F 6.020 13.926 24.167  92.371 0.939 
 (11.108) (5.650) (12.609)    
Positive_3F 6.051 13.763 25.296 1.179 97.592 0.153 
 (2.553) (13.881) (16.700) (9.402)   
Negative_3F  6.133 13.834 30.468 -2.125 91.224 0.711 
 (13.211) (11.975) (6.383) (-2.417)   
Pessimism_3F 6.124 13.756 27.144 -1.633 96.800 0.262 
 (14.351) (17.896) (11.071) (-6.739)   
Panel B: Momentum      
2F 5.849 10.417   93.079 1.654 
 (9.407) (11.266)     
3F 5.865 14.884 23.198  90.251 1.602 
 (8.244) (5.621) (10.738)    
Positive_3F 5.889 16.276 23.756 1.889 96.961 0.630 
 (17.664) (1.137) (16.525) (3.892)   
Negative_3F  5.843 11.813 23.151 -1.752 95.330 0.781 
 (8.955) (1.467) (7.902) (-3.986)   
Pessimism_3F 5.855 14.358 23.344 -0.664 98.751 0.403 
 (18.383) (2.048) (16.043) (-12.511)   






Table 2.4: Continued 
 Factor risk premia 𝐴𝑑𝑗. 𝑅2 𝑅𝑀𝑆𝐸 
 𝜆𝑚𝑘𝑡  𝜆𝑏𝑎𝑠𝑖𝑠 𝜆𝑚𝑜𝑚 𝜆𝑛𝑒𝑤𝑠 (%) (% pa) 
Panel C: Open Interest      
2F 6.068 9.757   28.424 3.108 
 (3.060) (1.673)     
3F 6.024 21.093 -17.639  34.137 2.776 
 (2.663) (1.733) (-1.672)    
Positive_3F 6.059 15.816 -21.381 1.150 57.213 0.747 
 (15.721) (3.650) (-3.397) (6.158)   
Negative _3F 6.383 -8.995 14.078 2.653 28.438 2.781 
 (3.499) (-0.445) (1.158) (1.604)   
Pessimism_3F 5.521 17.876 -17.843 -4.246 59.110 1.002 
 (8.543) (15.249) (-23.420) (-12.648)   
Panel D: Volatility      
2F 6.021 -20.973   24.862 2.072 
 (6.843) (-1.656)     
3F 5.505 -16.291 0.964  32.959 1.009 
 (10.332) (-3.334) (0.114)    
Positive_3F 5.488 -16.706 3.108 -0.344 55.860 0.912 
 (9.842) (-1.942) (0.351) (-1.584)   
Negative_3F  5.549 -15.225 -4.883 1.387 57.693 0.892 
 (10.020) (-1.787) (-0.502) (2.084)   
Pessimism_3F 5.528 -15.798 -2.206 0.254 57.083 0.899 
 (9.948) (-1.844) (-0.236) (1.852)   
Notes: We estimate the factor risk premia using a two-stage regression method (Cochrane, 2005). In the first step, we 
run a time series regression of commodity excess returns on factors: 𝑅𝑗,𝑡 =  𝑐𝑗 + 𝛽𝑗,𝑚𝑘𝑡𝑀𝑘𝑡𝑡 + 𝛽𝑗,𝑏𝑎𝑠𝑖𝑠𝐻𝑀𝐿𝐵,𝑡 +
𝛽𝑗,𝑚𝑜𝑚𝐻𝑀𝐿𝑀,𝑡 + 𝛽𝑗,𝑛𝑒𝑤𝑠𝑁𝑒𝑤𝑠𝑡−1 + 𝜀𝑗,𝑡, where 𝑗 denotes the five portfolios constructed based on commodity 
characteristics. The market factor, 𝑀𝑘𝑡, is defined as the equal weighted average of futures excess returns of all 
commodities in the sample; 𝐻𝑀𝐿𝐵 and 𝐻𝑀𝐿𝑀 are the returns on the HML portfolios sorted by basis and momentum, 
respectively; and 𝑁𝑒𝑤𝑠𝑡  is one of the three news variables (positive news, negative news, and pessimism news) 
normalized for mean zero and unit variance. The time-series regression covers the sample November 17, 1966–April 
16, 2012. In the second stage, we regress the average excess returns of all the commodities 𝐸[𝑅𝑗,𝑡] on its risk exposure 
𝛽𝑗 in the cross-section of five portfolios as 
𝐸[𝑅𝑗,𝑡] =  𝜆𝑚𝑘𝑡𝛽𝑗,𝑚𝑘𝑡 +  𝜆𝑏𝑎𝑠𝑖𝑠𝛽𝑗,𝑏𝑎𝑠𝑖𝑠 + 𝜆𝑚𝑜𝑚𝛽𝑗,𝑚𝑜𝑚 + 𝜆𝑛𝑒𝑤𝑠𝛽𝑗,𝑛𝑒𝑤𝑠 + 𝛼𝑗 
We do not include constant in the cross-sectional regression. The cross-sectional sample size typically ranges from 
10 commodities in 1966 to 29 commodities in 2012. The t-statistics reported in parentheses are based on the standard 
errors corrected for heteroskedasticity and autocorrelation using Newey–West (1987) procedure with 10 lags. The 
factor risk premia and 𝑅𝑀𝑆𝐸 are annualized and reported in percentage. “2F” is the model with 𝑀𝑘𝑡 and 𝐻𝑀𝐿𝐵 
factors. “3F” refers to the model with three factors - 𝑀𝑘𝑡, 𝐻𝑀𝐿𝐵, and  𝐻𝑀𝐿𝑀. “Positive_3F”, “Negative_3F”, and 




Panel A of Table 2.4 reports the cross-sectional regression results with portfolios sorted by basis 
as test assets. The three-factor model has a higher adjusted 𝑅2 (92.37%) and a lower pricing error 
(0.94%) relative to the two-factor model. All three risk premia (𝜆𝑚𝑘𝑡, 𝜆𝑏𝑎𝑠𝑖𝑠, and 𝜆𝑚𝑜𝑚) are 
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positive and statistically significant. For the three-factor model with the news factors, the risk 
premia (𝜆𝑛𝑒𝑤𝑠) associated with all three news factors (positive news, negative news, and 
pessimism news) are statistically significant, indicating that these factors are priced by the 
investors. More specifically, the risk premia for positive news, negative news, and pessimism news 
are 1.18%, -2.13%, and -1.63%, with t-statistics of 9.40, -2.42, and -6.74, respectively. The signs 
of these risk premia indicate that the basis portfolios are positively related to positive news and 
inversely related to negative news and pessimism news. The root mean squared error (RMSE) 
values for the three-factor model with positive news, negative news, and pessimism news are 
0.15%, 0.71%, and 0.26% per annum, respectively. This result compares with the pricing errors of 
2.17% and 0.94% for the two- and three-factor models. The adjusted 𝑅2 for the models with 
positive news and pessimism news are higher relative to the three-factor model, while the adjusted 
𝑅2 for the model with negative news is slightly lower relative to the three-factor model. We find 
that the three-factor model augmented by positive news performs the best of all the models. The 
positive (negative) news factor reduces the pricing error of the three-factor model by 83.7% 
(24.3%), while the pessimism news factor reduces the pricing error by 72.1%. 
 
Momentum-sorted portfolios 
Panel B of Table 2.4 reports the results with portfolios sorted by momentum as test assets. The 
results are broadly similar to those in Panel A, in that the three-factor models with news factors 
pass the cross-sectional tests and the cross-sectional statistics are improved in comparison with the 
two-factor and three-factor models. More specifically, we find that the risk premia for positive 
news, negative news, and pessimism news (1.89%, -1.75%, and -0.66%, respectively) are 
statistically significant at the 1% significance level. The signs of the risk premia indicate that 
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positive news is positively related to momentum portfolios, while negative and pessimism news 
are negatively related to momentum portfolios. The adjusted 𝑅2 values for the models with news 
factors are higher relative to the model without news factors. The addition of a news factor reduces 
the pricing error of the three-factor model by more than 50%. 
 
Open interest-sorted portfolios 
Panel C of Table 2.4 reports the results with portfolios sorted by open interest as test assets. The 
cross-sectional tests for the models with news factors indicate that positive news and pessimism 
news are priced by the investors. The risk premia for positive news and pessimism news are 1.15% 
and -4.25%, respectively, with t-statistics of 6.16 and -12.65. The adjusted 𝑅2 values for these 
models increase by more than 50% relative to the two-factor and three-factor models. In addition, 
the pricing error in these models are less than 50% relative to the two-factor and three-factor 
models. With the negative news model, we find that the pricing error is reduced by 25.0% relative 
to the three-factor model. The risk premium for the negative news factor is positive and statistically 
insignificant. The sign of the news risk premium indicates that positive news is positively related 
to open interest, while pessimism news is inversely related. 
 
Volatility-sorted portfolios 
We now examine the cross-sectional test results for portfolios sorted by volatility, reported in Panel 
D of Table 2.4. For the three-factor model with the news factors, we find that the risk premium for 
the positive news factor is statistically insignificant. In contrast, the risk premia for the negative 
news factor (1.39%) and pessimism news factor (0.25%) are statistically significant at the 5% and 
10% levels, respectively. Further, negative and pessimism news are positively related to portfolios 
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sorted by volatility. This result indicates that any increase in negative news will increase volatility 
in the commodity futures market. Further, the models augmented by the negative or pessimism 
news factor have higher adjusted 𝑅2 values and lower pricing errors relative to the two-factor and 
three-factor models. 
In Figure 2.1, we compare the performance of the three-factor model with and without the 
news factors in matching the average portfolio returns. We plot the historical average returns along 
the x-axis and the model fitted returns along the y-axis. The fitted returns are from the cross-
sectional regressions of the three-factor models (𝑀𝑘𝑡, 𝐻𝑀𝐿𝐵, and 𝐻𝑀𝐿𝑀) without news factors 
and the three-factor model augmented by one of the three news factors (negative, positive, or 
pessimism). The deviation of the model pricing errors from the 45-degree line reveals the fit of the 
model, where the closer the points are to the 45-degree line, the better the model. Theoretically, 
for a “perfect” model, all the data points would lie exactly on the 45-degree line. It is clear from 
this figure that the models augmented by news factors provide a better fit relative to the model 
without a news factor. 
 
Figure 2.1: Model fitted and the historical average excess returns of portfolios 
















































































































Figure 2.2 continued 
 
































































































3F Model with pessimism measure
 



































































































3F model with pessimism measure
 







































































































3F model with pessimism measure
 
Notes: These graphs plot the historical average returns along the x-axis and the model fitted returns along the y-axis. 
The fitted returns are from the cross-sectional regressions of the three-factor models (𝑀𝑘𝑡, 𝐻𝑀𝐿𝐵, and 𝐻𝑀𝐿𝑀) without 
news, and the three-factor models augmented by one of the three news risk factor (negative, positive, or pessimism).  
These plots compare the performance of the three-factor model with and without news risk factors. The deviation of 
the model pricing errors from the 45-degree line reveals the fit of the model. It means the closer the dots are to the 45-





2.4.1.2 Cross-sectional tests with commodity type portfolios as test assets 
In this section, we report the cross-sectional test results obtained using commodity type portfolios 
as test assets. The results are reported in Table 2.5. 
 
Table 2.5: Cross-sectional asset pricing tests – commodity type portfolios  
 Factor risk premia 𝐴𝑑𝑗. 𝑅2 𝑅𝑀𝑆𝐸 
 𝜆𝑚𝑘𝑡  𝜆𝑏𝑎𝑠𝑖𝑠 𝜆𝑚𝑜𝑚 𝜆𝑛𝑒𝑤𝑠 (%) (% pa) 
Panel A: Agriculture      
2F 8.876 19.829   61.327 2.863 
 (7.837) (6.966)     
3F 8.376 17.051 26.521  67.867 2.494 
 (9.362) (6.855) (4.793)    
Positive_3F 8.387 14.686 22.791 1.175 68.444 2.355 
 (10.274) (7.679) (5.097) (1.352)   
Negative_3F  8.574 17.960 24.256 -1.303 70.229 2.287 
 (12.647) (7.989) (2.967) (-2.755)   
Pessimism_3F 8.497 16.380 24.465 -0.192 70.085 2.292 
 (11.795) (8.046) (3.471) (-2.190)   
Panel B: Energy      
2F -6.999 21.730   81.684 5.018 
 (-3.088) (7.722)     
3F -5.212 20.978 18.506  81.673 4.796 
 (-2.380) (2.807) (2.685)    
Positive_3F -7.267 19.617 26.387 0.610 86.220 3.580 
 (-3.859) (4.006) (2.937) (2.780)   
Negative_3F  -3.866 15.744 17.395 -0.263 79.818 4.349 
 (-1.486) (1.763) (2.293) (-1.770)   
Pessimism_3F -3.567 16.085 21.151 -0.304 81.682 4.179 
 (-1.369) (1.792) (2.376) (-2.479)   
Panel C: Livestock    
2F 13.016 -18.896   31.568 2.970 
 (8.073) (-4.915)     
3F 36.955 -17.787 22.450  52.181 2.141 
 (7.068) (-0.838) (3.418)    
Positive_3F 50.649 -16.408 21.916 -0.770 72.355 1.324 
 (5.390) (-0.578) (3.386) (-2.011)   
Negative_3F  24.967 -9.514 31.188 -0.423 54.736 1.697 
 (3.558) (-0.309) (2.104) (-1.629)   
Pessimism_3F 25.759 1.639 21.438 -0.470 39.901 1.958 
 (4.287) (0.045) (5.633) (-2.062)   





Table 2.5: Continued 
 Factor risk premia 𝐴𝑑𝑗. 𝑅2 𝑅𝑀𝑆𝐸 
 𝜆𝑚𝑘𝑡  𝜆𝑏𝑎𝑠𝑖𝑠 𝜆𝑚𝑜𝑚 𝜆𝑛𝑒𝑤𝑠 (%) (% pa) 
Panel D: Metals      
2F 3.248 11.191   76.026 1.046 
 (17.938) (12.308)     
3F 4.873 16.556 26.471  85.421 0.665 
 (6.892) (3.804) (1.910)    
Positive_3F -0.213 16.698 33.997 2.724 91.441 0.360 
 (-0.071) (3.443) (1.782) (1.679)   
Negative_3F  4.160 18.869 34.706 -2.251 85.602 0.467 
 (7.761) (5.904) (1.729) (-1.275)   
Pessimism_3F 3.624 17.416 25.789 -0.201 85.744 0.464 
 (4.092) (8.873) (1.728) (-1.656)   
Notes: We estimate the factor risk premia using a two-stage regression method (Cochrane, 2005). In the first step, we 
run a time series regression of commodity excess returns on factors: 𝑅𝑗,𝑡 =  𝑐𝑗 + 𝛽𝑗,𝑚𝑘𝑡𝑀𝑘𝑡𝑡 + 𝛽𝑗,𝑏𝑎𝑠𝑖𝑠𝐻𝑀𝐿𝐵,𝑡 +
𝛽𝑗,𝑚𝑜𝑚𝐻𝑀𝐿𝑀,𝑡 + 𝛽𝑗,𝑛𝑒𝑤𝑠𝑁𝑒𝑤𝑠𝑡−1 + 𝜀𝑗,𝑡, where 𝑗 denotes the individual commodities within each commodity 
category – agriculture, energy, livestock, and metals. The market factor, 𝑀𝑘𝑡, is defined as the equal weighted average 
of futures excess returns of all commodities in the sample; 𝐻𝑀𝐿𝐵 and 𝐻𝑀𝐿𝑀  are defined as return of the HML 
portfolios sorted by basis and momentum, respectively; and 𝑁𝑒𝑤𝑠𝑡 is one of the three news variables (positive news, 
negative news, and pessimism news) normalized for mean zero and unit variance. The time-series regression covers 
the sample November 17, 1966–April 16, 2012. In the second stage, we regress the average excess returns of all the 
commodities 𝐸[𝑅𝑗,𝑡] on its risk exposure 𝛽𝑗 in the cross-section of five portfolios as 
𝐸[𝑅𝑗,𝑡] =  𝜆𝑚𝑘𝑡𝛽𝑗,𝑚𝑘𝑡 +  𝜆𝑏𝑎𝑠𝑖𝑠𝛽𝑗,𝑏𝑎𝑠𝑖𝑠 + 𝜆𝑚𝑜𝑚𝛽𝑗,𝑚𝑜𝑚 + 𝜆𝑛𝑒𝑤𝑠𝛽𝑗,𝑛𝑒𝑤𝑠 + 𝛼𝑗 
We do not include constant in the cross-sectional regression. The cross-sectional sample size typically ranges from 
10 commodities in 1966 to 29 commodities in 2012. The t-statistics reported in parentheses are based on the standard 
errors corrected for heteroskedasticity and autocorrelation using Newey–West (1987) procedure with 10 lags. The 
factor risk premia and 𝑅𝑀𝑆𝐸 are annualized and reported in percentage. “2F” is the model with 𝑀𝑘𝑡 and 𝐻𝑀𝐿𝐵 
factors. “3F” refers to the model with three factors - 𝑀𝑘𝑡, 𝐻𝑀𝐿𝐵, and  𝐻𝑀𝐿𝑀. “Positive_3F”, “Negative_3F”, and 




Panel A of Table 2.5 reports the cross-sectional regression results for agricultural commodities. 
We find that all the three-factor risk premia (𝜆𝑚𝑘𝑡, 𝜆𝑏𝑎𝑠𝑖𝑠, and 𝜆𝑚𝑜𝑚) are positive and statistically 
significant. The adjusted 𝑅2 is higher and the pricing error lower for the three-factor model relative 
to the two-factor model. Further including a news factor (positive, negative, and pessimism) in the 
three-factor model results in a marginal increase in the adjusted 𝑅2 and a decrease in the pricing 
error. The reduction in pricing error is 7.32%, on average. When it comes to statistical significance, 
we find that only the negative news risk premium (-1.30%, t-statistic = -2.75) and the pessimism 
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news risk premium (-0.19%, t-statistic = -2.19) are statistically significant, indicating that these 
two news factors are priced in the cross section of agricultural commodity returns. Both the 
negative and pessimism news factors are negatively related to agriculture commodity returns. 
 
Energy 
The results with energy commodities as test assets are reported in Panel B of Table 2.5. For the 
three-factor model with the news factors, the risk premia associated with all three news factors 
(positive news, negative news, and pessimism news) are statistically significant, indicating that 
these factors are priced by the investors. The risk premia for positive news, negative news, and 
pessimism news are 0.61%, -0.26%, and -0.30%, with t-statistics of 2.78, -1.77, and -2.48, 
respectively. The signs of the risk premia on the news factors indicate that the energy portfolio 
returns are positively related to positive news and inversely related to negative and pessimism 
news. The pricing errors for the three-factor model with positive news, negative news, and 
pessimism news are 3.58%, 4.35%, and 4.18% per annum, respectively. This result compares with 
the pricing errors of 5.02% and 4.79% for the two-factor and three-factor models, respectively. 
Thus, the pricing error reduces by 25.35% (9.32%) for the model with positive (negative) news, 
while the pessimism news model reduces the pricing error of the three-factor model by 12.86%. 
The adjusted 𝑅2 values for the models with positive news and pessimism news are quantitatively 
higher or similar compared to the adjusted 𝑅2 for the two-factor and three-factor models. However, 
the adjusted 𝑅2 value for the model with negative news is slightly lower relative to the two-factor 
and three-factor models. We find that the three-factor model augmented by positive news performs 




Panel C of Table 2.5 reports the results with livestock commodity portfolio returns as test assets. 
The cross-sectional tests for the models with news factors indicate that positive news and 
pessimism news are priced by the investors. The risk premia for positive news and pessimism news 
are -0.77% and -0.47%, respectively, with t-statistics of -2.01 and -2.06. The three-factor model 
augmented by positive news increases (reduces) the adjusted 𝑅2(pricing error) of the three-factor 
model by around 38%. The pricing error of the pessimism news model is reduced by 8.55%. 
However, the adjusted 𝑅2 value of this model is relatively lower than that for the three-factor 
model. With the negative news model, we find that the risk premium on the negative news factor 
is negative and statistically insignificant. 
 
Metals 
Panel D of Table 2.5 reports the cross-sectional regression results with metals as test assets. For 
the three-factor model with the news factors, we find that the risk premia for the positive news 
factor (2.73%) and the pessimism news factor (-0.20%) are statistically significant at the 10% 
significance level. In contrast, the risk premium for the negative news factor is statistically 
insignificant. The signs of the risk premia indicate that positive news leads to an increase in the 
returns of metals while negative news leads to a decrease in metal futures returns. The model with 
positive news factors results in the highest adjusted 𝑅2 (91.4%) and the lowest pricing error 
(0.36%) of all the models. The pricing error and the adjusted 𝑅2 for the model with pessimism 
news are 0.46% and 85.7%, respectively. The reductions in pricing error relative to three-factor 
model are 45.86% and 30.23%, respectively, for the positive news and pessimism news models. 
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Figure 2.2: Model fitted and the historical average excess returns for commodity categories 























































































3F model with pessimism measure
 
















































































3F model with pessimism measure





















































































3F model with pessimism measure





















































































3F model with pessimism measure
 
Notes: These graphs plot the historical average returns along the x-axis and the model fitted returns along the y-axis. 
The fitted returns are from the cross-sectional regressions of the three-factor models (𝑀𝑘𝑡, 𝐻𝑀𝐿𝐵, and 𝐻𝑀𝐿𝑀) without 
news and the three-factor model augmented by one of the three news risk factors (negative, positive, or pessimism).  
These plots compare the performance of the model with and without news factors. The deviation of the model pricing 
errors from the 45-degree line reveals the fit of the model. It means the closer the dots are to the 45-degree line, better 






In Figure 2.2, we compare the performance of the three-factor models with and without the 
news factors in matching the average portfolio returns. The historical average returns are plotted 
along the x-axis and the model fitted returns along the y-axis. For agricultural commodities, the 
data points are somewhat close to the 45-degree line. However, for energy, livestock, and metals, 
the data points are clearly very close to or on the 45-degree line when a news factor is added to the 
three-factor model. This result reveals that the addition of a news factor provides a better fit relative 
to the model without a news factor. 
 
Table 2.6: Cross-sectional asset pricing tests – individual commodities 
 Factor risk premia 𝐴𝑑𝑗. 𝑅2 𝑅𝑀𝑆𝐸 
 𝜆𝑚𝑘𝑡  𝜆𝑏𝑎𝑠𝑖𝑠 𝜆𝑚𝑜𝑚 𝜆𝑛𝑒𝑤𝑠 (%) (% pa) 
       
2F 3.945 22.697   49.219 5.826 
 (3.334) (5.040)     
3F 3.801 26.313 28.189  57.508 5.225 
 (4.081) (4.176) (3.418)    
Positive_3F 3.761 26.351 22.384 1.297 58.796 5.051 
 (4.081) (4.375) (3.541) (1.741)   
Negative_3F 3.869 27.042 27.332 -1.436 63.915 4.719 
 (4.326) (3.930) (3.695) (-1.972)   
Pessimism_3F 3.923 27.804 24.154 -0.408 65.346 4.623 
 (4.671) (4.035) (3.873) (-2.176)   
Notes: We estimate the factor risk premia using a two-stage regression method (Cochrane, 2005). In the first step, we 
run a time series regression of commodity excess returns on factors: 𝑅𝑗,𝑡 =  𝑐𝑗 + 𝛽𝑗,𝑚𝑘𝑡𝑀𝑘𝑡𝑡 + 𝛽𝑗,𝑏𝑎𝑠𝑖𝑠𝐻𝑀𝐿𝐵,𝑡 +
𝛽𝑗,𝑚𝑜𝑚𝐻𝑀𝐿𝑀,𝑡 + 𝛽𝑗,𝑛𝑒𝑤𝑠𝑁𝑒𝑤𝑠𝑡−1 + 𝜀𝑗,𝑡, where 𝑗 denotes the 32 individual commodities. The market factor, 𝑀𝑘𝑡, is 
defined as the equal weighted average of futures excess returns of all commodities in the sample; 𝐻𝑀𝐿𝐵 and 𝐻𝑀𝐿𝑀 
are defined as return of the HML portfolios sorted by basis and momentum, respectively; and 𝑁𝑒𝑤𝑠𝑡 is one of the 
three news variables (positive news, negative news, and pessimism news) normalized for mean zero and unit variance. 
The time-series regression covers the sample November 17, 1966–April 16, 2012. In the second stage, we regress the 
average excess returns of all the commodities 𝐸[𝑅𝑗,𝑡] on its risk exposure 𝛽𝑗 in the cross-section of five portfolios as 
𝐸[𝑅𝑗,𝑡] =  𝜆𝑚𝑘𝑡𝛽𝑗,𝑚𝑘𝑡 +  𝜆𝑏𝑎𝑠𝑖𝑠𝛽𝑗,𝑏𝑎𝑠𝑖𝑠 + 𝜆𝑚𝑜𝑚𝛽𝑗,𝑚𝑜𝑚 + 𝜆𝑛𝑒𝑤𝑠𝛽𝑗,𝑛𝑒𝑤𝑠 + 𝛼𝑗 
We do not include constant in the cross-sectional regression. The cross-sectional sample size typically ranges from 
10 commodities in 1966 to 29 commodities in 2012. The t-statistics reported in parentheses are based on the standard 
errors corrected for heteroskedasticity and autocorrelation using Newey–West (1987) procedure with 10 lags. The 
factor risk premia and 𝑅𝑀𝑆𝐸 are annualized and reported in percentage. “2F” is the model with 𝑀𝑘𝑡 and 𝐻𝑀𝐿𝐵 
factors. “3F” refers to the model with three factors - 𝑀𝑘𝑡, 𝐻𝑀𝐿𝐵, and  𝐻𝑀𝐿𝑀. “Positive_3F”, “Negative_3F”, and 





2.4.1.3 Cross-sectional tests with all individual commodities as test assets 
Our final set of cross-sectional regression results involves individual commodities as test assets. 
The results are reported in Table 2.6. The contents of the table can be summarized as follows. First, 
the three-factor model (commodity market, basis, and momentum factors) passes the cross-
sectional tests and significantly improves the two-factor model in explaining portfolio returns. The 
factor risk premia (𝜆𝑚𝑘𝑡, 𝜆𝑏𝑎𝑠𝑖𝑠, and 𝜆𝑚𝑜𝑚) are statistically significant at the 1% significance level, 
indicating that all three factors are priced by investors. According to asset pricing theory, when 
factors are excess returns, the factor risk premia should be equal to their time-series average values. 
The annualized average excess returns of the market, basis, and momentum factors are 6.05%, 
13.76%, and 23.56%, respectively. The annualized estimated factor risk premia for the market, 
basis, and momentum factors are 3.8%, 26.3%, and 28.19%, respectively. On the whole, the main 
message here is that commodity market, basis, and momentum factors are priced by investors. We 
therefore test the three-factor model augmented by news factors. 
Our second finding is that the three-factor model augmented by a news factor (positive, 
negative, or pessimism) further increases the adjusted 𝑅2 value and reduces the cross-sectional 
pricing error. We observe that the factor risk premia on news factors are all significantly different 
from zero. The risk premia are 1.29% (t-statistic = 1.74), -1.44% (t-statistic = 1.97), and -0.41% 
(t-statistic = 2.17), respectively, for positive, negative, and pessimism factors. This result indicates 
that the news factors are priced by the investors. Adding the negative news factor to the three-
factor model reduces the model’s RMSE by 9.68%, while adding the pessimism news factor 
reduces it by 11.52%. With the positive news factor, the reduction in RMSE is only 3.33%. Further, 
we note that the sign of the negative and pessimism factor risk premia are negative. The futures 
market is a zero sum game, indicating that the risk premium can be either negative or positive. A 
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negative sign on the negative news and pessimism news factors indicates that both these news 
measures are negatively related to commodity portfolio returns, while a positive news factor is 
positively related to commodity portfolio returns. Among the three models with news factors, we 
find that the three-factor model augmented by the pessimism factor performs the best compared to 
the other two models. 
There are three main messages from the cross-sectional regression results. First, a three-
factor model augmented by the pessimism news factor is the most preferred model. The three-
factor model with the pessimism news factor passes the cross-sectional regression tests for all nine 
test assets, which include four portfolios based on commodity characteristics, four commodity 
categories, and a portfolio of all individual commodities. The three-factor model with the positive 
(negative) news factor passes the cross-sectional tests for seven (six) test assets. Second, we find 
evidence of an asymmetric effect of news on commodity portfolios. The absolute value of positive 
news risk premium ranges from 0.61% for energy to 2.72% for metals, while the negative news 
risk premium range from 0.26% for energy to 2.12% for portfolios sorted by basis. The absolute 
value of the pessimism news risk premium ranges from 0.20% for metals to 4.25% for portfolios 
sorted by open interest. The magnitude of the risk premium varies by the type of news and the type 
of commodity portfolio. Our final message relates to the heterogeneity in the exposure of 
commodities to different news risk factors. When we compare the type of news, positive versus 
negative, there are few portfolios where only positive news is priced by investors and few other 
portfolios where only negative news is priced by investors. For livestock, metals, and portfolios 
sorted by open interest, only positive news is priced by investors, while negative news is 
statistically insignificant. For agricultural commodities and portfolios sorted by volatility, only 
negative news factors are statistically significant. In addition, positive news generally leads to an 
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increase in returns and negative news to a decrease in the returns. However, there are two 
exceptions to this. The three-factor model with a positive news factor generates a negative risk 
premium for the portfolio of livestock commodities and the three-factor model with negative news 
generates a positive risk premium for portfolios sorted by volatility. Further, the risk premium for 
the pessimism news factor is negative for all but the volatility-sorted portfolios. 
 
2.4.2 Economic Significance  
In this section, we deal with the economic significance of news factors. Our approach here is 
twofold. First, we conduct a univariate analysis with the futures excess returns of (i) 20 portfolios 
sorted by commodity characteristics, which include five basis-sorted portfolios, five momentum-
sorted portfolios, five open interest-sorted portfolio, and five volatility-sorted portfolios; (ii) four 
commodity category portfolios, namely, agriculture, metal, livestock, and energy; and (iii) a 
portfolio of all the commodities. Using each of these portfolios, we now construct portfolios based 
on our pessimism news, which is the difference between negative and positive news. This approach 
results in a two-way sort. If the pessimism measure is positive, this means that the negative news 
is higher than the positive news, leading to investor pessimism. On the other hand, when the 
pessimism measure is negative, the positive news leads the negative news and investors are 
optimistic. We then follow Fang and Peress (2009) in implementing our trading strategy. For each 
portfolio, we extract the portfolio returns (𝑅𝑡) conditioned on the previous day’s pessimism news 
(𝑁𝑡−1). Repeating this for every day leads to a time series of returns when the news is positive and 
when the news is negative. Our strategy is to take a long position in a portfolio when the previous 
day’s news is positive and a short position when the previous day’s news is negative. The data are 
daily and each day long or short positions are adopted based on the previous day’s news measure. 
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For each portfolio, we end up with three trading strategies: (i) a long-only strategy based on 
positive news, (ii) a short-only strategy based on negative news, and (iii) a combination of (i) and 
(ii) that involves taking a long position when news is positive and a short position when news is 
negative. This procedure is repeated for portfolios constructed by type of commodities and for the 
portfolio of all commodities. The commodity sector returns used are the equally weighted average 
of futures excess returns across all commodities in the sector. We have 14 commodities in 
agriculture, seven commodities in energy, six commodities in livestock, and five in metals. The 
sample periods for these groups vary depending on data availability. The start date is chosen so 
that at least two commodities are present in each sector at any point in time. For all these trading 
strategies, we report in Table 2.7 the mean return, standard deviation, and t-statistic for the null 
hypothesis that the mean portfolio returns are zero. We arrive at the following main findings. 
1. For the group of 30 portfolios, a long-only strategy based on positive news yields positive 
and statistically significant returns for 29 portfolios (the only exception is the lowest-
momentum portfolio). The returns are statistically significant at the 1% and 5% 
significance levels. The short-only strategy based on negative news yields positive and 
statistically significant returns for only 10 out of 30 portfolios. The statistical significance 
of mean returns varies between 1% and 10%. The third strategy of taking both long and 
short positions based on news yields positive and statistically significant returns for 29 
portfolios. These results are consistent with our earlier finding that the model with a 






Table 2.7: Commodity futures excess returns and news – A univariate analysis 
  Positive news  Negative news  Positive – Negative 
  Mean SD t-stat  Mean SD t-stat  Mean SD t-stat 
Panel A: Basis           
Low  11.333 16.981 3.115  10.719 17.123 3.056  11.652 17.047 4.365 
P2  8.533 15.638 2.580  4.548 17.182 1.250  6.743 16.378 2.690 
P3  14.800 16.237 4.188  6.901 16.937 1.948  11.275 16.570 4.354 
P4  21.712 16.144 5.998  2.275 17.342 0.612  12.234 16.723 4.660 
High  26.713 17.024 6.854  -1.501 17.997 -0.382  12.643 17.502 4.593 
Panel B: Momentum           
Low  4.627 17.729 1.257  13.283 18.082 3.637  9.497 17.897 3.423 
P2  7.495 14.712 2.420  6.683 16.118 1.980  7.355 15.384 3.115 
P3  13.318 14.657 4.203  -1.069 15.439 -0.318  6.355 15.033 2.767 
P4  21.144 15.808 5.979  4.025 16.008 1.184  12.907 15.908 5.152 
High  37.373 20.164 7.762  0.023 21.825 0.005  18.436 20.978 5.447 
Panel C: Open Interest          
Low  16.302 16.587 4.486  5.830 17.492 1.585  11.449 17.018 4.301 
P2  13.318 16.005 3.849  6.489 16.907 1.831  10.296 16.432 4.027 
P3  10.583 15.994 3.098  3.950 17.321 1.074  7.522 16.628 2.944 
P4  18.375 15.905 5.225  7.432 16.765 2.126  13.436 16.315 5.217 
High  23.978 16.247 6.519  -1.043 16.642 -0.288  11.594 16.447 4.503 
Panel D: Volatility           
Low  6.909 10.620 3.100  -1.266 10.758 -0.540  3.008 10.687 1.872 
P2  8.449 13.361 2.991  3.975 14.204 1.318  6.410 13.761 3.048 
P3  16.271 15.675 4.739  6.148 16.524 1.772  11.623 16.078 4.618 
P4  27.837 17.995 6.726  5.413 19.303 1.330  16.968 18.625 5.682 
High  24.203 23.285 4.587  9.996 24.263 2.003  17.884 23.748 4.678 
Panel E: Commodity type portfolios         
Agriculture 13.348 13.098 4.713  6.683 14.402 2.216  10.411 13.724 4.873 
Energy  24.460 30.167 2.492  -4.764 30.564 -0.579  7.522 30.395 1.223 
Livestock 10.699 17.016 2.913  -0.112 15.915 -0.032  5.501 16.513 2.168 
Metals  23.720 20.072 4.602  7.553 21.181 1.568  15.879 20.623 4.331 
All  16.422 11.353 6.599  4.672 12.617 1.750  10.900 11.964 5.839 
Notes: This table reports the excess returns of portfolios based on pessimism news variable. When the pessimism 
news is positive, then it means that negative news is higher than positive news. Alternatively, when the pessimism 
news is negative, the positive news leads the negative news. From the lowest portfolio of say basis, we extract the 
portfolio returns conditioned on previous day’s pessimism news. In this way, we will have basis portfolios further 
categorized into positive news and negative news. Our strategy is to take a long position in a portfolio when the 
previous day’s news is positive and a short position in a portfolio when the previous day’s news is negative. The data 
is daily and each day long and/or short positions are taken based on the previous day’s news pessimism news. For 
each portfolio, we end up with three trading strategies, (i) a long only strategy based on positive news (reported under 
‘Positive news’ column, (ii) a short only strategy based on negative news (reported under ‘Negative news’ column), 
and (iii) a combination of (i) and (ii) that involves taking long positions when news is positive, and short positions, 
when news is negative, (reported under ‘Positive-negative’ column. In this table, we report the annualized returns, 
standard deviations and the t-statistics for the null hypothesis that mean returns on these portfolios are zero. 
 
 
2. We find a strong asymmetric effect of positive and negative news on commodity returns. 
The magnitude of profits is higher for portfolios sorted based on positive news than for 
those sorted based on negative news. Investing in a portfolio of all commodities based on 
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positive news generates a return of 16.42% per annum, while the mean return for a negative 
news-based strategy is 4.67% per annum. The mean return for a portfolio of all the 
commodities based on a strategy that involves both positive and negative news is 10.9% 
per annum. 
3. For a long-only strategy based on positive news, the profits are monotonically increasing 
with basis, momentum, open interest, and volatility. For the short-only strategy based on 
negative news, profits are decreasing with increases in basis, momentum, and open interest. 
However, with volatility portfolios, profits based on negative news increase with volatility. 
This result indicates that commodities with low basis, low momentum, low open interest, 
or high volatility are exposed to negative news risk. 
4. Profits for portfolios based on commodity characteristics range from 6.15% per annum for 
a volatility portfolio (P3) to 37.37% per annum for the highest momentum portfolio. Profits 
for commodity type portfolios vary between 5.50% per annum for livestock and 24.46% 
per annum for energy. Further, investing in commodity type portfolios based on both 
positive and negative news yields the highest profits for metals (15.88%), followed by 
agriculture (10.41%), energy (7.52%), and livestock (5.50%). This variation in profits is 
consistent with heterogeneity in commodities. Investing in all commodities based on both 
positive and negative news generates a return of 10.9% which is higher than the market 







Table 2.8: News based trading strategy profits 
  Positive sentiment  Negative sentiment  Positive-Negative 
  ?̂? t-stat  ?̂? t-stat  ?̂? t-stat 
Panel A: Basis 
Low  1.992 1.255  0.544 0.334  12.517 4.449 
P2  -5.034 -2.271  -1.313 -0.537  7.692 2.921 
P3  -1.276 -0.537  1.886 0.826  12.107 4.329 
P4  2.448 0.972  -1.754 -0.687  12.672 4.579 
High  1.992 1.255  0.544 0.334  13.018 4.327 
Panel B: Momentum        
Low  -0.212 -0.122  2.466 1.552  10.389 3.552 
P2  -3.508 -1.624  0.318 0.136  8.000 3.297 
P3  0.197 0.086  -6.014 -2.439  7.081 2.874 
P4  3.117 1.235  0.848 0.352  13.571 5.022 
High  -0.212 -0.122  2.466 1.552  18.968 5.034 
Panel C: Open Interest        
Low  -1.796 -0.700  1.639 0.656  11.924 4.077 
P2  -1.935 -0.825  1.619 0.677  11.203 4.225 
P3  -5.073 -2.238  -1.084 -0.417  8.154 2.972 
P4  2.559 1.029  2.503 1.052  14.235 5.188 
High  6.716 2.681  -5.494 -2.073  12.237 4.493 
Panel D: Volatility        
Low  -0.816 -0.455  -4.745 -2.622  3.372 2.089 
P2  -2.702 -1.318  -0.313 -0.148  7.223 3.124 
P3  1.536 0.620  1.171 0.473  12.426 4.563 
P4  7.578 2.679  -0.067 -0.024  18.176 5.779 
High  -4.930 -1.369  4.922 1.491  18.282 4.304 
Panel E: Commodity type portfolios       
Agriculture  -1.335 -0.531  2.864 1.304  9.279 3.243 
Energy  -7.459 -1.006  -4.910 -0.787  10.589 1.501 
Livestock  1.719 0.494  -3.104 -0.877  5.404 2.025 
Metals  5.169 1.289  1.075 0.290  16.811 4.147 
All  0.000 0.000  0.000 17.332  11.587 5.660 
Notes: This table reports the coefficient on alpha and its t-statistic from the following regression model: 𝑅𝑗,𝑡 =  𝛼𝑗 +
 𝛽𝑗,𝑚𝑘𝑡𝑀𝑘𝑡𝑡 + 𝛽𝑗,𝑏𝑎𝑠𝑖𝑠𝐻𝑀𝐿𝐵,𝑡 + 𝛽𝑗,𝑚𝑜𝑚𝐻𝑀𝐿𝑀,𝑡 + 𝜀𝑗,𝑡. Here, 𝑅𝑗,𝑡is the time-series return of portfolios, the average of 
which are reported in Table 2.7. The market factor, 𝑀𝑘𝑡, is defined as the equal weighted average of futures excess 
returns of all commodities in the sample; 𝐻𝑀𝐿𝐵 and 𝐻𝑀𝐿𝑀  are defined as the return of the HML portfolios sorted by 
basis and momentum, respectively. The time-series regression covers the sample November 17, 1966–April 16, 2012 
for portfolios sorted by basis, momentum, open interest, and volatility. The sample period for the commodity type 
portfolios vary depending on the data availability for each of the commodities in the category. The sample period is 
chosen such that at least two commodities fall within the portfolio. The sample covers the period November 17, 1966–
April 16, 2012 for agriculture portfolio, February 12, 1986–April 16, 2012 for energy portfolio, October 16, 1967–
April 16, 2012 for livestock portfolio, and September 15, 1975–April 16, 2012 for metals. The coefficient on alpha is 
annualized and reported in percentage. The t-stats are based on the standard errors corrected for heteroskedasticity 
and autocorrelation using Newey–West (1987) procedure with 10 lags. 
 
Our second approach to examining the economic significance of news revolves around 
controlling for common risk factors. This method is not uncommon. For instance, Han et al. (2013) 
examine the significance of their trading strategy profits by incorporating key risk factors. To 
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control for various risks, we apply the three-factor model, which includes the commodity market 
factor, the basis factor, and the momentum factor. The time-series returns from all three trading 
strategies are regressed on common risk factors, such as the commodity market factor (𝑀𝑘𝑡), the 
basis factor (𝐻𝑀𝐿𝐵), and the momentum factor (𝐻𝑀𝐿𝑀): 
𝑅𝑗,𝑡 =  𝛼𝑗 +  𝛽𝑗,𝑚𝑘𝑡𝑀𝑘𝑡𝑡 + 𝛽𝑗,𝑏𝑎𝑠𝑖𝑠𝐻𝑀𝐿𝐵,𝑡 + 𝛽𝑗,𝑚𝑜𝑚𝐻𝑀𝐿𝑀,𝑡 + 𝜀𝑗,𝑡                                             (2.5) 
Our hypothesis for judging the economic significance of a news measure is the following: If the 
portfolio returns to a positive–negative strategy (taking a long position based on positive news and 
a short position based on negative news) are fully explained by known risk factors, then the 
estimated alphas should be statistically insignificant. The results—for the coefficient of alpha and 
the t-statistics testing the null hypothesis that alpha is zero—are reported in Table 2.8. The main 
findings are summarized as follows. When the trading strategy involves taking either a long or a 
short position based on news, the abnormal returns for most portfolios are statistically 
insignificant. However, when the trading strategy is based on using both positive and negative 
news by taking both long and short positions, the abnormal returns are positive and statistically 
significant for 29 out of 30 portfolios. The exception is energy, where alpha is statistically 
insignificant. The abnormal returns for all these 29 portfolios are higher than the returns for the 
positive–negative strategy reported in Table 2.7. This result adds to the robustness of our earlier 
finding that pessimism news, which is the difference between negative and positive news, has 
additional information that remains uncaptured by the market, basis, and momentum factors. 
 
2.5 CONCLUSION 
In this study, we construct a unique economic news dataset from news articles and a 
comprehensive dataset on commodities to examine the relation between economic news and 
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commodity futures excess returns. We find that the pessimism news factor passes the cross-
sectional regression tests for all nine test assets which include four portfolios based on commodity 
characteristics, four commodity categories, and a portfolio of all individual commodities. The risk 
premium for the pessimism news factor is negative for all except the volatility-sorted portfolios. 
The absolute value of the pessimism news risk premium ranges from 0.20% for metals to 4.25% 
for portfolios sorted by open interest. We arrive at two key findings by segregating news into 
positive and negative news: (i) a strong asymmetric effect of news on commodity futures excess 
returns and (ii) the heterogeneous exposure of commodities to different news risk factors. These 
findings are further ascertained by our economic significance tests. 
Our trading strategy of taking a long position in commodities when news is positive and a 
short position when news is negative yields statistically and economically significant profits. 
Investing in a portfolio of all commodities based on this strategy yields 10.9% per annum. In 
addition, investing in commodity type portfolios based on both positive and negative news yields 
the highest profits for metals (15.88%), followed by agriculture (10.41%), energy (7.52%), and 
livestock (5.50%). Finally, we test whether the news based time series of profits can be explained 
by the market, basis, and momentum risk factors. We find that the abnormal returns to our 
positive–negative trading strategy (which involves taking a long position when news is positive 
and a short position when news is negative) are positive and statistically significant for 29 out of 
30 portfolios. This result adds to the robustness of our earlier finding that pessimism news, which 
is the difference between negative and positive news, has additional information that remains 





3. ECONOMIC IMPORTANCE OF CORRELATIONS 
IN COMMODITY MARKETS 
 
3.1  INTRODUCTION 
Commodities are widely recognized as a valuable asset class (Bodie, 1983; Anson, 1999; Erb and 
Harvey, 2006; Belousova and Dorfleitner, 2012). Kogan et al. (2009, p. 1345) argue that 
“commodities offer a rich variety of empirical properties that make them strikingly different from 
stocks, bonds, and other conventional financial assets.” Therefore, unsurprisingly, there is a vast 
literature on the profitability of commodity markets (Chang, 1985; Shen et al., 2007; Marshall et 
al., 2008; Lien and Yang, 2008; Fuertes et al., 2010; Szakmary et al., 2010; Moskowitz et al., 
2012; Asness et al., 2013; Dewally et al., 2013; Narayan et al., 2013, 2015). One strand of this 
literature examines term structure-based strategies and momentum strategies to show that the 
commodity market is profitable (Fuertes et al., 2010; Narayan et al., 2015). Another strand of the 
literature examines hedging strategies using dynamic correlations (Baillie and Myers, 1991; Lien 
and Yang, 2008). Our study combines these two strands in that we compute time-varying 
correlations using a non-parametric method and combine them with the momentum strategy. 
In this empirical study, using a total of 27 commodities that are categorized into five 
commodity groups (grains, softs, metals, energy, and livestock), we examine the cross-correlation 
between commodity spot and futures prices. Our main contribution is that we combine the 
correlations and momentum profits and show that incorporating correlations into the momentum 
strategy increases investor profits. In other words, while dynamic correlations in commodity 
markets are well accepted and understood, their relevance to investors is not analyzed in such a 
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context. We use this research gap as our starting point. We approach the subject in several different 
ways. First, we test for cross-correlations between commodity spot and futures prices using the 
detrended cross-correlation analysis (DCCA) method proposed by Podobnik and Stanley (2008). 
We find significant evidence of cross-correlation between commodity spot and futures prices. For 
all five commodity groups, there is evidence of a positive and persistent correlation, suggesting 
that, as the futures price increases, so does the spot price. The time-varying correlations reveal the 
existence of phases when the correlations are much higher and phases when they are much lower 
than the full-sample correlations. The time-varying correlations computed using DCCA enable one 
to identify the phases when spot and futures prices co-move (higher level of correlation) and when 
they do not (lower level of correlations).  
Theoretically, a commodity’s basis is inversely related to inventory (Gorton et al., 2013). 
When the inventory is large and thus the basis close to zero, the spot and future prices move 
together closely. In this case, the correlation between spot and futures prices is higher. Conversely, 
when the inventory is lower, spot prices deviate from futures prices. The adjusted basis becomes 
wider and the correlation between spot and futures prices therefore decreases (Fama and French, 
1988; Ng and Pirrong, 1994; Lien and Yang, 2008). In line with this argument, the basis shrinks 
at higher correlations between spot and futures prices and widens when correlations decline. Using 
this information captured via dynamic correlations, our second approach involves devising a 
trading strategy by combining time-varying correlations with the moving average (MA) technical 
trading strategy. We show that using correlations with a simple MA strategy increases investor 
profits. Profits are asymmetric to higher and lower levels of correlation. We find that profits are 
maximized at higher levels of correlation. The correlation-based profits range from 3.65% to 
23.29% per annum, while profits that do not consider correlations range from 2.80% to 6.89% per 
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annum. This implies that a naïve investor, on average, makes from 0.85% to 16.40% per annum 
less than an investor whose trading is strategized based on correlation patterns. 
Our third investigation ascertains the robustness of correlation-based profits to structural 
breaks and different phases in the commodity market. We compute correlation-based profits before 
and after the financialization period. We find that 11 out of 20 portfolios are profitable before 
financialization, compared to only four portfolios in the post-financialization period. Correlation-
based profits from a portfolio of all commodities are statistically and economically significant 
before and after the financialization period. Across both periods, profits with correlations are 
higher than those without correlations. We also test whether the profits are robust to the 
backwardation and contango phases prevalent in the commodity market. Our key finding, that 
profits with correlation are higher than profits without correlation, does not change during either 
backwardation or contango phases. Profits are also asymmetric to higher and lower levels of 
correlation. The highest profits are observed at higher levels of correlation. As expected, the 
magnitude of profits from a portfolio of all commodities is substantially higher during the 
backwardation phase relative to the contango phase. Our final investigation is the source or the 
economic mechanism behind the observed profits. We regress the profits aligned to different 
correlation levels on the commodity market factor, the risk-free rate, the basis factor, the 
momentum factor, and the open interest factor. Our key finding is that the basis and momentum 
factors explain correlation-based profits for all portfolios except for grains and softs. For these 
portfolios, abnormal returns are statistically significant at higher levels of correlations. 
 Our findings relate to different strands of the commodity market literature. First, they relate 
to the literature that shows that the futures market predicts the spot market (e.g., Cox, 1976; 
Acharya et al., 2013; Narayan et al., 2013; Westerlund and Narayan, 2013). This literature is 
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already rich and has confirmed the robustness of this relation between commodity spot and futures 
markets by using a range of different tests. Westerlund and Narayan (2013), for example, develop 
a weighted least squares and heteroskedasticity-consistent estimator for predicting commodity spot 
markets using the futures market and Narayan et al. (2013) show how commodity market profits 
depend on structural breaks. We contribute by showing that cross-correlations from DCCA 
analysis reveal that, generally, the futures market contributes to spot market price changes. Our 
time-varying analysis, in particular, reveals certain phases (or cycles) over our sample period when 
the dominance of the commodity futures market is much stronger than the simple average of the 
relation would suggest. 
 Second, a vast literature stands in support of profitable commodity markets (Szakmary et 
al., 2010; Narayan et al., 2015). Profitability has been computed using a wide range of methods, 
ranging from term structure-based strategies (Fuertes et al., 2010) to simple technical trading rules 
(Szakmary et al., 2010) and those obtained using momentum-based trading strategies (see Narayan 
et al., 2015, and the references cited therein). Our findings relate to this literature in a number of 
ways: (i) The literature on MA profits in commodity markets stands alone from commodity market 
correlations. We devise trading strategies by combining the correlations with the MA technical 
trading analysis. We show that investing using an MA strategy when the correlation between spot 
and futures returns are higher leads to higher profits for the investor. (ii) Our finding that the 
magnitude of profits in the backwardation phase are higher than those in the contango phase 
connects with the literature on the term structure-based strategy of going long in backwardated 
commodities and short in contango commodities (Erb and Harvey, 2006; Fuertes et al., 2010). A 
distinguishing feature of our work compared to this literature is that our trading strategy does not 
involve investing in a portfolio of commodities sorted by basis; instead, our trading strategy relies 
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on dynamic correlations computed between spot and futures prices. These correlations enable one 
to identify the phases during which the spot and futures prices co-move and the phases when they 
do not. Lien and Yang (2008) show that basis asymmetry (positive versus negative basis) has an 
effect on time-varying correlations. We believe that, by using the information content in 
correlations, we are capturing the asymmetric nature of the basis. At higher correlations between 
commodity spot and futures, the basis is small, while it widens with decreasing correlations. We 
capture this information and combine it with the MA strategy. 
 Finally, our study relates to but differs from that of Lien and Yang (2008). These authors 
examine the asymmetric effect of the basis on commodity futures hedging. Their findings reveal 
greater risk reduction by accounting for the asymmetric effect of basis in a dynamic hedging 
strategy. In addition, they document the asymmetric effect of the basis on time-varying 
correlations. They show that the marginal effect of a large basis on dynamic correlations is greater 
than the marginal effect of a small basis.10 We exploit the information content in correlations that 
captures the asymmetric nature of basis and discover that (i) profits are higher when correlations 
are considered in the trading strategy and (ii) profits are asymmetric to higher and lower levels of 
correlation. Profits are highest at higher levels of correlation, the region that reflects the co-
movement between spot and futures prices. Our findings are robust to structural breaks and the 
backwardation and contango phases in the commodity market. 
 The rest of this chapter is organized as follows. Section 3.2 discusses the data and summary 
statistics. Section 3.3 presents the methodology and discusses our main findings. The final section 
summarizes this chapter. 
                                                          
10 The relation between the basis and volatility of spot and futures prices is well documented theoretically and 
empirically; see, for instance, Ng and Pirrong (1994) and Kogan et al. (2009). However, to our knowledge, Lien and 




3.2 DATA AND SUMMARY STATISTICS 
This section discusses the dataset and provides a snapshot of the data. 
3.2.1 Data 
We use the daily closing prices on the nearby, second nearby, and third nearby futures contracts 
for 27 commodities taken from the Commodity Research Bureau. The sample period of all the 
commodities varies and is dictated by data availability. Our sample contains a maximum of 13,773 
observations and a minimum of 5748. Table 3.1 reports the sample size for all 27 commodities 
and the commodity group to which each commodity belongs. Spot prices are not traded. We 
therefore construct the spot price series using nearby and second nearby futures contracts. This 
approach is common in the literature (e.g., Schwartz, 1997; Szymanowska et al., 2014). We take 
a long position in the nearby futures contract series and roll over to the second nearby contract 10 
days prior to expiry. For the futures series, we take a long position in the second nearby contract 
and roll over to the third nearby contract 10 days prior to expiry. This approach follows the 
literature (e.g., Szakmary et al., 2010; Narayan et al., 2015). Let 𝑆𝑖,𝑡,1 be the futures price of 
commodity 𝑖 on day 𝑡 on the nearby contract for which data are available and let 𝐷1𝑡 be the number 
of days to maturity on this contract. Similarly, 𝐹𝑖,𝑡,2 is the futures price on day 𝑡 for the second 
nearby contract and 𝐷2𝑡 is the number of days to maturity on this contract. Following Gorton et al. 




                                                                                                              (3.1) 





Table 3.1: Commodity sample periods 
Group Commodity Symbol 
No. of 
observations 
Start date End date 
Grains Wheat W- 13773 07/02/1959 04/16/2012 
 Oats O- 13773 07/02/1959 04/16/2012 
 Soybeans S- 13767 07/10/1959 04/16/2012 
 Corn C- 13767 07/10/1959 04/16/2012 
 Soybean oil BO 13767 07/10/1959 04/16/2012 
 Soybean meal SM 13725 09/08/1959 04/16/2012 
 Canola WC 9205 01/04/1977 04/16/2012 
 Rough rice RR 6693 08/21/1986 04/16/2012 
Softs Cotton CT 13773 07/02/1959 04/16/2012 
 Cocoa CC 13772 07/03/1959 04/16/2012 
 Sugar SB 13378 01/05/1961 04/16/2012 
 Orange juice JO 11793 02/02/1967 04/16/2012 
 Lumber LB 11098 10/02/1969 04/16/2012 
 Coffee KC 10342 08/25/1972 04/16/2012 
Metals Platinum PL 10285 11/14/1972 04/16/2012 
 Silver SI 10249 01/03/1973 04/16/2012 
 Copper HG 9925 04/02/1974 04/16/2012 
 Gold GC 9729 01/01/1975 04/16/2012 
 Palladium PA 9202 01/07/1977 04/16/2012 
Energy Heating oil HO 8719 11/15/1978 04/16/2012 
 Crude oil CL 7578 03/31/1983 04/16/2012 
 Gasoline RB 7140 12/04/1984 04/16/2012 
 Natural gas NG 5748 04/05/1990 04/16/2012 
Livestock Pork bellies PB 13195 09/19/1961 04/16/2012 
 Live cattle LC 12360 12/01/1964 04/16/2012 
 Lean hogs LH 12035 03/01/1966 04/16/2012 
 Feeder cattle FC 10532 12/03/1971 04/16/2012 
Notes: This table reports the sample period for all the 27 commodities used in this study. The sample period differs 
by commodity and is dictated by data availability. The data for all the commodities is daily and is obtained from 
Commodity Research Bureau database. The maximum number of observations spans to 13,773 while the minimum 
number of observations is 5,748 which is for natural gas. 
 
 
3.2.2 Summary Statistics 
A description of the data is presented in Table 3.2. This summary of the data reveals several 
features worth highlighting. Futures prices, on average, are higher than spot prices for 20 
commodities. For soybean meal, coffee, sugar, copper, heating oil, pork bellies, and feeder cattle, 
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the spot prices are higher than the futures prices. The coefficient of variation indicates that canola 
is the most volatile in the grains group, lumber is the most volatile in the softs group, and all four 
commodities in the livestock group are equally highly volatile. In the energy group, natural gas is 
the most volatile. Among metals, silver is least volatile, followed by palladium and copper. The 
spot and futures prices of all commodities are positively skewed, except for lean hogs, whose spot 
and futures prices are negatively skewed. Metals are relatively more skewed, followed by softs, 
energy, and grains. All commodities are characterized by excessive kurtosis, that is, fatter tails. 
Silver has the highest skewness and kurtosis. Further, the Jarque–Bera test statistic indicates that 
the spot and futures prices are strongly non-normal. The null hypothesis of normality is rejected 
for all commodities at the 1% significance level. 
 We also test for autocorrelation. Using the Ljung–Box (1978) Q-statistic, we find strong 
evidence for rejecting the null hypothesis of no autocorrelation (at the 1% level) for all the 
commodities in our sample. The autocorrelations reported at lag 20 are all close to one, indicating 
evidence of non-stationarity. We also report the augmented Dickey–Fuller (ADF) test statistic, 
obtained by fitting the regression with the intercept and trend. The lag length is chosen by the 
Schwarz information criterion with a maximum of eight lags. The results suggest that all the spot 
and futures price series in the metals and energy group are unit root non-stationary. Of 27 
commodities, the spot and futures prices of 18 are non-stationary. For three commodities 
(soybeans, canola, and coffee), the null hypothesis of non-stationarity is rejected at the 5% level 
for the spot prices, while the futures prices are unit root non-stationary. For cotton, sugar, orange 
juice, lumber, pork bellies, and lean hogs, the null hypothesis of non-stationarity is rejected for 
both the spot and futures prices. 
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This description of the data reveals an important message that has implications for the rest 
of the analysis in this chapter. All the commodities in our sample are non-normally distributed and 
are characterized by the strong presence of autocorrelations. Further, the prices of most 
commodities are unit root non-stationary. These statistical features of the commodity markets 
indicate that computing correlations using a model that assumes data normality will produce biased 
results. Hence, we use a non-parametric DCCA method to compute the dynamic correlations. This 
is discussed in the subsequent section. 
 We conclude this data description by reporting the annualized basis and frequency of 
backwardation in the last two columns of Table 3.2. A commodity is said to be in backwardation 
(contango) if its basis is positive (negative). In the grains group, two commodities (soybean meal 
and soybean oil) have positive bases of 1.13% and 0.19% per annum, respectively. Among the 
eight commodities in the group, the frequency of backwardation, which is the percentage of times 
the basis is positive, is highest for soybean meal. In the softs group, all the commodities have a 
negative basis and, in the metals group, only copper has a positive basis (the basis being positive 
33% of the time). In the energy group, crude oil, gasoline, and heating oil have a positive basis, 
while natural gas has a negative basis. The frequency of backwardation is highest for gasoline, 
followed by pork bellies, feeder cattle, and crude oil, and lowest for gold and silver, consistent 
with Yang’s (2013) results. Of the 27 commodities, a negative basis is found for 17, suggesting 
that the frequency of backwardation for these 17 commodities is lower. 
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Table 3.2: Descriptive statistics of spot and futures prices 
Group Commodity Mean CV Skewness Kurtosis JB (× 102) AC (20) ADF Basis Freq. of bw. 
Grains Wheat 
334.376 2.205 1.433 6.402 113.562*** 0.972*** -2.526 (0.109) 
-5.141 23.916 
339.107 2.178 1.440 6.227 107.337*** 0.976*** -2.377 (0.148) 
 
Oats 
155.433 1.933 1.275 4.567 51.391*** 0.943*** -2.029 (0.275) 
-6.911 29.686 
 157.310 1.956 1.247 4.491 48.467*** 0.955*** -2.260 (0.185) 
 
Soybeans 
585.507 2.257 0.898 4.201 26.767*** 0.970*** -3.227 (0.079)* 
-1.858 26.295 
 587.927 2.264 0.881 4.204 26.131*** 0.971*** -3.009 (0.130) 
 
Corn 
245.255 2.143 1.644 7.052 156.227*** 0.972*** -2.661 (0.253) 
-9.551 17.578 
 249.238 2.120 1.615 6.964 149.993*** 0.973*** -2.762 (0.212) 
 
Soybean. oil 
21.612 2.003 1.325 5.480 75.601*** 0.972*** -2.848 (0.180) 
0.193 29.716 
 21.627 1.998 1.354 5.634 81.883*** 0.974*** -2.719 (0.229) 
 
Soybean meal 
168.342 2.225 0.558 3.215 7.377*** 0.967*** -2.411 (0.139) 
1.133 40.488 
 168.199 2.208 0.522 3.188 6.425*** 0.969*** -2.136 (0.231) 
 
Canola 
357.855 4.291 1.246 4.900 37.650*** 0.927*** -3.117 (0.081)* 
-3.956 20.945 
 360.342 4.391 1.275 5.133 42.394*** 0.952*** -2.928 (0.154) 
 
Rough rice 
8.851 2.580 0.959 4.021 13.161*** 0.913*** -1.999 (0.288) 
-8.398 12.519 
 8.981 2.630 0.975 3.932 13.021*** 0.910*** -2.030 (0.274) 
Softs Cotton 
57.450 2.499 1.342 8.721 229.170*** 0.969*** -3.660 (0.025)** 
-1.942 29.979 
57.505 2.586 1.066 7.462 140.305*** 0.974*** -3.407 (0.051)* 
 
Cocoa 
1505.450 1.738 0.901 3.496 20.060*** 0.983*** -2.747 (0.217) 
-3.896 24.165 
 1507.627 1.779 0.814 3.158 15.335*** 0.984*** -2.660 (0.254) 
 
Sugar 
10.132 1.416 2.145 9.727 354.902*** 0.962*** -3.465 (0.043)** 
-4.997 39.655 
 10.120 1.463 2.131 9.829 361.238*** 0.964*** -3.376 (0.055)* 
 
Orange juice 
103.233 2.505 0.349 2.419 4.061*** 0.919*** -2.857 (0.051)* 
-2.544 34.696 
 103.306 2.571 0.274 2.364 3.469*** 0.919*** -2.803 (0.058)* 
 
Lumber 
224.119 2.761 0.505 2.638 5.318*** 0.912*** -3.429 (0.010)** 
-7.967 34.607 
 227.143 2.858 0.348 2.355 4.159*** 0.924*** -3.108 (0.026)** 
 
Coffee 
122.643 2.374 0.912 3.879 17.660*** 0.956*** -3.200 (0.084)* 
-3.595 30.120 







Table 3.2: Continued 
Group Commodity Mean CV Skewness Kurtosis JB (× 102) AC (20) ADF Basis Freq. of bw. 
Metals Platinum 
588.981 1.387 1.622 4.973 61.804*** 0.984*** -2.131 (0.528) 
-2.677 25.289 
591.403 1.392 1.627 4.976 62.101*** 0.984*** -2.081 (0.556) 
 Silver 
836.678 1.234 2.696 10.934 393.010*** 0.961*** -2.150 (0.517) 
-6.386 0.693 
846.448 1.241 2.668 10.762 378.953*** 0.961*** -2.150 (0.517) 
 
Copper 
127.377 1.338 1.854 5.204 76.963*** 0.982*** -1.989 (0.607) 
0.205 33.048 
 127.008 1.337 1.889 5.301 80.942*** 0.983*** -1.896 (0.656) 
 
Gold 
460.776 1.494 2.321 8.583 213.713*** 0.978*** 0.612 (1.000) 
-5.466 0.123 
 464.440 1.505 2.302 8.512 209.078*** 0.978*** 0.470 (0.999) 
 
Palladium 
231.754 1.248 1.772 5.851 79.302*** 0.978*** -2.254 (0.459) 
-1.395 27.374 
 232.156 1.251 1.764 5.785 77.443*** 0.979*** -2.182 (0.499) 
Energy Heating oil 
1.004 1.383 1.778 5.488 68.420*** 0.932*** -0.322 (0.919) 
1.156 43.028 
1.007 1.377 1.768 5.434 66.938*** 0.932*** -0.228 (0.933) 
 
Crude oil 
36.629 1.386 1.525 4.450 36.024*** 0.978*** -2.214 (0.481) 
3.117 52.956 
 36.654 1.374 1.512 4.365 34.745*** 0.979*** -2.110 (0.540) 
 Gasoline 
1.047 1.416 1.421 3.958 26.768*** 0.921*** -0.295 (0.923) 
9.722 58.535 
1.042 1.413 1.411 3.886 26.027*** 0.924*** -0.222 (0.933) 
 
Natural gas 
4.056 1.600 1.312 4.721 23.580*** 0.953*** -2.756 (0.214) 
-4.129 31.903 
 4.138 1.595 1.292 4.626 22.339*** 0.960*** -2.426 (0.366) 
Livestock Pork bellies 
60.841 2.644 0.307 2.314 4.359*** 0.909*** -3.413 (0.011)** 
5.333 56.010 
60.718 2.664 0.282 2.261 4.444*** 0.909*** -3.082 (0.028)** 
 
Live cattle 
65.364 2.704 0.329 3.146 2.340*** 0.976*** -1.161 (0.693) 
0.773 48.281 
 65.446 2.660 0.401 3.246 3.629*** 0.979*** -0.792 (0.821) 
 
Lean hogs 
58.732 3.780 -0.444 2.852 4.068*** 0.891*** -3.874 (0.002)*** 
0.774 48.380 
 59.181 3.786 -0.482 2.939 4.688*** 0.898*** -3.550 (0.007)*** 
 
Feeder cattle 
77.484 3.331 0.355 3.565 3.612*** 0.934*** -0.788 (0.822) 
1.564 54.893 
 77.438 3.314 0.421 3.706 5.299*** 0.931*** -0.510 (0.887) 
Notes: This table shows the descriptive statistics of spot and futures prices. For each commodity, the statistics of spot prices are reported in the first row, followed 
in the next row by statistics of futures prices. We report the mean, coefficient of variation (CV), skewness, kurtosis, Jarque–Bera statistic, 12th order autocorrelation 
coefficient, and the augmented Dickey-Fuller (ADF) statistic. The ADF test statistic is estimated with both intercept and trend, and the lag length is chosen by 
Schwarz information criterion with a maximum of eight lags. We report the annualized basis and the frequency of backwardation in the last columns of the table. 
The commodity futures curve in backwardation (freq. of bw.) is the percentage of times the commodity is in backwardation. A commodity is defined in 







  Next, we proceed along two lines. First, we estimate cross-correlations between 
commodity spot and futures prices and investigate whether these correlations can be economically 
exploited to provide investors opportunities for profits. Second, we examine the source of these 
correlation-based profits; that is, we test whether the correlation-based profits can be explained by 
widely known commodity risk factors such as basis, momentum, open interest, the risk-free rate, 
and the commodity market factor. 
 
3.3 EMPIRICAL ANALYSIS AND RESULTS 
Our empirical investigation is based on four specific approaches. First, we begin our main focus, 
that is, we test for cross-correlations between commodity spot and futures prices. Second, we 
devise trading strategies and examine the profitability of cross-correlations for commodity 
portfolios. The robustness tests comprise the third part of our empirical analysis. Tang and Xiong 
(2012) and Boons et al. (2014), among others, contend that a structural break occurred in the 
commodity market following the passage of the Commodity Futures Modernization Act on 
December 21, 2000. So, we examine the dynamics of cross-correlation–based profits before and 
after the financialization of commodities. We then examine the impact of backwardation and 
contango phases on the cross-correlation–based profits. These tests guide us toward determining 
the robustness of cross-correlation–based profits during different phases in the commodity 
markets. Lastly, we examine whether the cross-correlation–based profits yield abnormal returns to 





3.3.1 Cross-Correlation Analysis 
Studies in the past two decades have found evidence of long memory (or fractional integration) in 
commodity spot and futures prices (e.g., Baillie and Bollerslev, 1994; Baillie, 1996; Serletis and 
Andreadis, 2004; Haldrup and Nielsen, 2006; Tabak and Cajueiro, 2007; Wang and Liu, 2010; 
Coakley et al., 2011; Dolatabadi et al., 2015). As quoted by Chuen and Gregoriou (2014, p. 292), 
“long memory describes the property of financial series, whose sample autocorrelations are 
significantly different from zero even for large lags” (Baillie et al., 1996; Diebold and Inoue, 
2001). The autocorrelation function exhibits persistence that is consistent with neither an I(0) 
process nor an I(1) process, which means that the autocorrelations of original series appear to be 
non-stationary while the differenced series appears over-differenced (Baillie, 1996). As discussed 
in the preliminary analysis of data, all commodities in our sample are non-normally distributed 
and characterized by the strong presence of autocorrelations. 
The cross-correlation between commodity spot and futures incorporating the long memory 
characteristic can be computed through either parametric or non-parametric methods. Common 
parametric methods are autoregressive fractionally integrated MA (ARFIMA) models estimated 
by exact maximum likelihood. This class of processes was introduced by Granger and Joyeux 
(1980) and Hosking (1981). The distribution of innovations in ARFIMA models is assumed to be 
normal. However, an ample number of studies show financial time series are seldom normal and 
display heavy tails (e.g., Westerlund and Narayan, 2013). Empirical evidence from Shi and Ho 
(2015) indicates that, for non-normally distributed data, ARFIMA model estimators are consistent 
but not efficient. The authors suggest that a non-normal distribution of innovations should be used 
to model long memory.11 Further, as argued by Matteo et al. (2005) and Corsi (2009), among 
                                                          
11 Fractional integrated models to achieve long memory also exist. However, they also pose computational difficulties 
with large datasets (Corsi, 2009). 
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others, the implementation of parametric methods in practice is computationally complex for large 
datasets. Although some approximations are suggested in the literature, such as the Whittle 
estimator, computational difficulties still continue to exist and one has to deal with problems 
associated with convergence to an absolute minimum (Matteo et al., 2005). 
Non-parametric methods are more appealing, given the non-linear structure of spot and 
futures prices (Silvapulle and Moosa, 1999; Bekiros and Diks, 2008; Huang et al., 2009; Lee and 
Zeng, 2011). One of the best-known non-parametric methods used to measure long memory in 
financial time series is rescaled range analysis, originally developed by Hurst (1951)12 and later 
applied to security prices by Mandelbrot (1963). Lo (1991) developed a modified rescaled range 
analysis. One of the drawbacks of rescaled range analysis is its sensitivity to trends, resulting in 
biased estimation for non-stationary series. To overcome this problem, Peng et al. (1994) proposed 
detrended fluctuation analysis. Empirically, it has been shown that detrended fluctuation analysis 
performs better than rescaled range analysis (Pilgram and Kaplan, 1998; Hu et al., 2001; Grau-
Carles, 2006) and is competitive compared to the Whittle estimator (Taqqu et al., 1995). DCCA is 
a generalization of detrended fluctuation analysis and is used to quantify the cross-correlations 
between simultaneously recorded non-stationary time series (Podobnik and Stanley, 2008). 
According to Podobnik and Stanley (2008), the cross-correlation between two series implies that 
each time series has a long memory of its own previous values and a long memory of the previous 
values of other time series. 
                                                          
12 Baillie (1996, p. 6) highlights that physicists were interested in long memory processes before economists were. 
The author says that “while long memory models have only really been used by econometricians around 1980, they 
have played a role in the physical sciences since at least 1950.” We borrow the method of computing cross-correlations 
from statistical physics. This is not new; see, for example, Serletis and Andreadis (2004), Matteo et al. (2005), Tabak 
and Cajueiro (2007), Alvarez-Ramirez et al. (2008), Alvarez-Ramirez et al. (2010), Wang and Liu (2010), and 
Reboredo et al. (2014). 
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We examine the presence of cross-correlations between spot and futures prices using 
DCCA. This methodology uses the scaling concept in computing the cross-correlations. The 
scaling concept is widely used and, in a simple analysis, encompasses many of the volatility 
characteristics of the financial time series (see Matteo et al., 2005 for a review of this literature). 
The following five steps are employed in computing the degree of cross-correlation between spot 
and futures prices. 
Step 1: Let {𝑆𝑡, 𝐹𝑡} be the daily prices of commodity spot and futures series in period 𝑡 and 𝑁 the 
length of the observations of each series. We first compute the integrated signals {𝑆𝑆𝑡, 𝐹𝐹𝑡} from 
the commodity spot and futures prices. 
Step 2: Both integrated signals, 𝑆𝑆𝑡 and 𝐹𝐹𝑡, are divided into 𝑁𝑠 = 𝑖𝑛𝑡 (𝑁/𝑠) non-overlapping 
segments of equal length 𝑠, where 10 ≤ 𝑠 ≤ 𝑁/5. The length of the series 𝑁 is seldom a multiple 
of the time scale𝑠 considered, so a small part at the end of each series may remain. To not disregard 
this part of the series, the same procedure is repeated starting from the opposite end of each signal. 
Thereby, 2𝑁𝑠 segments are obtained in total. 
Step 3: For each 2𝑁𝑠segments, the local trending functions 𝑆?̃?(𝜆−1)𝑠+𝑗 and 𝐹?̃?(𝜆−1)𝑠+𝑗 are obtained 
by a least squares fit of each series. The local trends can be computed from linear, quadratic, or 
higher-order polynomial fits of each profile for segment 𝜆. The detrended covariance is then 
determined by 






[𝐹𝐹(𝜆−1)𝑠+𝑗 − 𝐹?̃?(𝜆−1)𝑠+𝑗]                                        (3.2) 
for 𝜆 = 1,2, … , 𝑁𝑠 and 






[𝐹𝐹𝑁−(𝜆−𝑁s)𝑠+𝑗 − 𝐹?̃?𝑁−(𝜆−𝑁s)𝑠+𝑗]             (3.3) 
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for 𝜆 = 𝑁s + 1, 𝑁s + 2, … , 2𝑁s. 
Step 4: We then take the average over all segments to obtain the fluctuation function: 









                                                                                                                 (3.4) 
Step 5: By observing the log–log plots of 𝐹(𝑠) versus 𝑠, we can determine the scaling behavior of 
the fluctuation function. If the two series are power law cross-correlated, then 
𝐹(𝑠) ~ 𝑠ℎ                                                                                                                                                    (3.5) 
The log–log plot of 𝐹(𝑠) versus 𝑠 indicates that, for all 27 commodities, the spot and futures return 
series are power law cross-correlated. The scaling exponent ℎ is obtained by observing the slope 
of the log–log plot of 𝐹(𝑠) versus 𝑠 by ordinary least squares. The term ℎ measures the degree of 
cross-correlation between spot and futures return series. Here, ℎ = 0.5 represents white noise, 
meaning the spot and futures prices are in equilibrium and that there is no cross-correlation 
between spot and futures prices. A value of ℎ > 0.5 indicates that the cross-correlations between 
the spot and futures price series are persistent (positive). In other words, an increase in the spot 
(futures) price is likely to be followed by an increase in the futures (spot) price. Conversely, a 
value of ℎ < 0.5 indicates that the two series are anti-persistent. An increase in the spot (futures) 
price is likely to be followed by a decrease in the futures (spot) price. Theoretically, the commodity 
basis is inversely related to inventory (Gorton et al., 2013). When the inventory is large and thus 
the basis is close to zero, the spot and future prices move together closely. In this case, the 
correlation between spot and futures prices is higher. Conversely, when the inventory is lower, the 
spot prices deviate from the futures prices. The adjusted basis widens and therefore the correlation 
between spot and futures prices decreases (Fama and French, 1988; Ng and Pirrong, 1994; Lien 
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and Yang, 2008). In line with this argument, the basis is shrinking at higher correlations between 
spot and futures prices (ℎ > 0.5) and widening when the correlations are declining(ℎ < 0.5). 
 The cross-correlation results for each commodity are presented in the third column of Table 
3.3. A test of the null hypothesis that these correlations are zero is also undertaken and its p-values 
are reported in parentheses. We find strong evidence that the correlations are greater than 0.5 for 
all 27 commodities. Given that the futures price is used as a predictor of spot prices (e.g., Narayan 
et al., 2013; Westerlund and Narayan, 2013), this finding seems to suggest that an increase in 
commodity futures prices is likely to predict an increase in the corresponding spot prices. 
 
Table 3.3: Full sample cross-correlations and statistics on time-varying correlations 
Group Commodity ℎ ℎ < 0.45 ℎ < 0.50 ℎ > 0.50 ℎ > 0.55 
Grains Wheat 0.549 (0.000) 22.481 49.828 50.172 22.528 
 Oats 0.612 (0.000) 12.496 32.298 67.702 40.772 
 Soybeans 0.530 (0.000) 23.217 53.958 46.042 20.012 
 Corn 0.543 (0.000) 26.647 58.089 41.911 21.056 
 Soybean oil 0.564 (0.000) 19.442 45.840 54.160 25.662 
 Soybean meal 0.539 (0.000) 32.688 55.395 44.605 20.344 
 Soybean oil 0.564 (0.000) 19.442 45.840 54.160 25.662 
 Canola 0.554 (0.000) 34.030 56.795 43.205 21.757 
 Rough rice 0.573 (0.000) 19.010 39.370 60.630 41.558 
 Average 0.559 23.273 48.601 51.399 26.595 
Softs Cotton 0.576 (0.000) 32.617 55.632 44.368 23.786 
 Cocoa 0.528 (0.000) 20.760 47.941 52.059 29.757 
 Sugar 0.581 (0.000) 25.852 56.047 43.953 20.605 
 Orange juice 0.518 (0.000) 14.111 32.909 67.091 45.799 
 Lumber 0.544 (0.000) 9.927 28.565 71.435 44.797 
 Coffee 0.539 (0.000) 19.513 43.573 56.427 31.668 
 Average 0.548 20.463 44.111 55.889 32.735 









Table 3.3: Continued 
 
Group Commodity ℎ ℎ < 0.45 ℎ < 0.50 ℎ > 0.50 ℎ > 0.55 
Metals Platinum 0.519 (0.000) 28.783 59.086 40.914 15.347 
 Silver 0.525 (0.000) 22.694 48.487 51.513 29.567 
 Copper 0.548 (0.000) 26.528 59.335 40.665 14.920 
 Gold 0.509 (0.000) 29.318 56.605 43.395 19.418 
 Palladium 0.566 (0.000) 32.154 51.763 48.237 26.160 
 Average 0.533 27.895 55.055 44.945 21.082 
Energy Heating oil 0.542 (0.000) 34.085 62.338 37.662 16.198 
 Crude oil 0.555 (0.000) 36.134 58.756 41.244 13.239 
 Gasoline 0.541 (0.000) 39.893 66.594 33.406 13.583 
 Natural gas 0.547 (0.000) 29.096 56.210 43.790 15.094 
 Average 0.546 34.802 60.975 39.026 14.529 
Livestock Pork bellies 0.504 (0.000) 7.980 27.761 72.224 48.910 
 Live cattle 0.596 (0.000) 9.553 30.410 69.590 37.602 
 Lean hogs 0.532 (0.000) 14.738 34.320 65.680 42.576 
 Feeder cattle 0.536 (0.000) 23.019 42.847 57.153 32.957 
 Average 0.542 13.823 33.835 66.162 40.511 
All commodities 0.548 23.793 48.450 51.550 27.191 
Notes: This table reports the cross-correlations between spot and futures price series. The value of ℎ reported in the 
third column represents the degree of cross-correlation over the full-sample. ℎ = 0.5 implies that the spot and futures 
prices are not cross-correlated and are in equilibrium with each other. A value of ℎ > 0.5 indicates that the cross-
correlations between the spot and futures prices are persistent (positive). An increase of one price is likely to be 
followed by an increase of the other price. Conversely, a value of ℎ < 0.5 indicates that the cross-correlations between 
the two series are anti-persistent (negative). An increase in one price is likely to be followed by a decrease in the other 
price. A test of the null hypothesis that these cross-correlations are zero is undertaken and the p-values are reported in 
parentheses. We also compute time-varying cross-correlations using a 250-day moving window. In the last four 
columns, we report the percentage of days when the cross-correlations are higher (lower) than certain bounds that 
indicate strong (weak) evidence of persistence between the spot and futures prices. 
 
 
 The correlations reported in the third column are for the full sample period and indicate 
nothing about what could have happened over time. We know from previous work in other 
literature, such as that of equity markets, that correlations—regardless of how you measure them—
tend to display a time-varying pattern. In the commodity literature, Cecchetti et al. (1988), Myers 
and Thompson (1989), and Baillie and Myers (1991), among others, contend that commodity 
prices are characterized by time-varying correlations. This is interesting and important because 
there are likely to be phases over which correlations are well in excess of 0.5 and vice versa. We 
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examine this aspect. A number of studies in the commodity literature employ rolling windows to 
test market efficiency (Tabak and Cajueiro, 2007; Alvarez-Ramirez et al., 2008; Wang and Liu, 
2010) and in modeling and forecasting (Kang et al., 2009; Mohammadi and Su, 2010; Wei et al., 
2010). A larger window size, such as around four years, that covers macroeconomic cycles and 
seasonality is usually used to test market efficiency (Tabak and Cajueiro, 2007). A smaller window 
size is usually used to examine the impact of exogenous events and short-term dynamics (Alvarez-
Ramirez et al., 2008; Wang et al., 2011). A window that is too small will add noise. We follow 
Wang et al. (2011) and use a 250-day rolling window representing around one year of data on spot 
and futures prices to compute the cross-correlations. We then roll the sample by one observation, 
meaning that we ignore the first observation but include the 251st observation, thereby keeping 
the window size fixed at 250 observations. We keep rolling the window and estimating the cross-
correlations until the sample is exhausted. We repeat this exercise for all 27 commodities in our 
sample. At the end of this exercise, we obtain a continuous (time-varying) time series of cross-
correlations for each commodity, while losing out the initial 250 observations of our sample.  
The time-varying cross-correlations are plotted in Figure 3.1. This figure offers additional 
insights into the strength of the relation between commodity spot and futures markets. It clearly 
indicates that, for almost all 27 commodities, there are some days when correlations are much 
higher than 0.5 and some days when they are much lower. A value of 0.5 indicates a no-arbitrage 
equilibrium. Correlations keep reverting around this equilibrium value, given the interdependency 
and mean-reverting nature of spot and futures prices. For instance, the futures prices converge to 
spot prices at maturity, while spot prices react to futures prices for a wide basis (Kaldor, 1939; 
Working, 1949; Brennan, 1958). There are phases when correlations are very high or very low. 
For instance, the correlations for most grains and softs are high around 1974, when there was 
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tremendous variability in production due to the crisis; the correlations for some softs are low 
around 2000, the period of the information technology bubble; correlations for silver are high in 
1980, when an attempt was made to corner the silver market. 
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Notes: This figure shows the dynamic cross-correlations between spot and futures prices computed using DCCA. The 
y-axis denotes the evolution of cross-correlation coefficient (ℎ) based on a moving window approach. ℎ = 0.5 
represents white noise, meaning the spot and futures prices are in equilibrium and that there is no cross-correlation 
between spot and futures price. The red line in the plots represents the value of ℎ = 0.5. A value of  ℎ > 0.5 indicates 
that the cross-correlations between the spot and futures price series are persistent (positive). In other words, an increase 
in spot (futures) price is likely to be followed by an increase in futures (spot) price. Conversely, a value of ℎ < 0.5 
indicates that the two series are anti-persistent. An increase in spot (futures) price is likely to be followed by a decrease 
in futures (spot) price. 
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To explore the time-varying correlations in depth, we report, in the last four columns of 
Table 3.3, the percentages of days when cross-correlations are less than 0.45, less than 0.5, greater 
than 0.5, and greater than 0.55. The reason for choosing these different bounds is that they indicate 
various degrees of cross-correlation, in that ℎ > 0.55 represents the region where the cross-
correlation is highly persistent and an increase of futures price is more likely to be followed by an 
increase of spot price relative to when 0.5 ≥ ℎ > 0.55. Empirical evidence from Monte Carlo 
simulations by Qian and Rasheed (2004) suggest strong anti-persistence (persistence) for values 
of ℎ < 0.45 (ℎ > 0.65). Hull and McGroarty (2014) use these bounds in their analysis of 
efficiency in equity markets. We choose a bound of 0.55 instead of 0.65 because the percentage of 
days with correlations greater than 0.65 is substantially low.13 
The statistics on time-varying correlations are interesting in the following ways. First, 
across all commodity categories, the number of days when the correlations are greater than 0.5 is 
greater than the number of days correlations are less than 0.5. Second, reading the percentage of 
days at the higher bounds of 0.45 and 0.55 reveals that, for gains, softs, and livestock, the average 
percentage of days correlations are greater than 0.55 is higher than the percentage of days the 
correlations are less than 0.45. For metals and energy commodities, the number of days with 
correlations less than 0.45 is higher than the number of days with correlations greater than 0.55. 
Finally, for energy commodities, the number of days when correlations are lower than 0.45 is more 
than twice the number of days when correlations are higher than 0.55, while the result is the 
opposite for livestock commodities. These discussions simply confirm the time-varying 
                                                          
13 The average percentage of days with correlations greater than 0.65 is 3.79% for grains, 5.86% for softs, 4.12% for 
metals, and 0.15% for energy commodities. Our main focus is profitability using the computed correlations. Such a 
significantly low number of days does not make a trading strategy meaningful. 
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characteristic of cross-correlations in the commodity market. In the next section, we see how 
investors can utilize these correlations to devise trading strategies. 
 
3.3.2 Economic Significance of Cross-Correlations 
A number of studies examine the profitability of commodity futures and spot markets. A growing 
literature has established that momentum strategies are profitable in commodity markets. The most 
recent contribution on this subject is from Narayan et al. (2015), who use nearby futures data and 
show that investors can earn statistically significant profits by investing in commodity portfolios 
that are ranked based on a wide range of MA trading rules. Another strand of the literature 
examines hedging strategies using dynamic correlations (Baillie and Myers, 1991; Kolb and 
Okunev, 1993; Shalit, 1995; Lien and Yang, 2008). However, the relevance of correlations 
between commodity spot and futures is not analyzed in such a context. Our test for economic 
significance focuses on the profitability of commodity spot prices14 using the computed 
correlations. We combine the momentum strategy with the correlations and show that a 
combination strategy yields higher profits than the momentum strategy alone. Specifically, here, 
we create MA technical trading-based profits for each of the 27 commodities. Trading signals are 
extracted based on futures prices and positions are taken in the underlying spot commodity. Our 
approach involves generating correlation-based profits using the following two specific strategies. 
Strategy 1: This strategy involves taking a long (short) position in the spot price when the futures 
price is greater (less) than the 200-day MA of futures prices. Correlations are taken into account 
in this strategy simply by extracting the profits when the cross-correlations obtained from the 
DCCA approach are (i) greater than 0.5, (ii) less than 0.5, (iii) greater than 0.55, and (iv) less than 
                                                          
14 Nearby futures contract prices are used as proxies for commodity spot prices, as detailed in Section 3.2.1.  
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0.45. We then generate excess profits, 𝐸𝑃𝑡 , profits in excess of buy-and-hold strategy returns, 
which is equal to zero-cost commodity returns. This approach allows us to examine the 
determinants of excess profits associated with two different levels of correlation, a high and a low 
one. 
Strategy 2: A similar approach as in Strategy 1 is followed. The key difference is that this second 
strategy involves generating profits by taking the average of four MA cross-over strategies. 
Following Narayan et al. (2015), we combine a number of MA strategies to take positions in the 
spot market. The four MA strategies combined with correlations are MA(20,150), MA(20,200), 
MA(50,150), and MA(50,200). 
The MA technical trading rule determines the trend that is otherwise not obtained from the 
computed rolling cross-correlations. Incorporating the cross-correlations into these trading 
strategies increases the returns to investors. The correlation-based excess profits are generated for 
each of the 27 commodities. The portfolio returns are then computed as the sum of the returns 
from the positions taken divided by the total number of positions each day. We account for a 0.1% 
transaction cost each time a long or short position is taken. The results are reported in Table 3.4. 
The second column of Table 3.4 reports the profits in excess of buy-and-hold returns without 
accounting for correlations. One can think of this as profits accruing to a naïve investor, in the 
sense that the investor has no knowledge of correlations. The last four columns of the table report 
the correlation-based profits.  
We begin by reading the results obtained from Strategy 1. For three commodity groups, 
grains, softs, and metals, the profits without accounting for correlations are statistically significant 
and range from 5.42% per annum for softs to 6.89% per annum for metals. The average profit 
across all 27 commodities is 5.59% per annum. 
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Table 3.4: Correlation-based profits for commodity portfolios 
 
 Strategy 1: MA(200) 
 𝐸𝑃𝑡 without 𝐸𝑃𝑡 when ℎ 
 correlation < 0.45 < 0.50 > 0.50 > 0.55 
Grains 0.021*** 0.012 0.015 0.031*** 0.027** 
 (2.989) (1.162) (1.639) (3.429) (2.191) 
Softs 0.021*** 0.034* 0.034*** 0.021** 0.034** 
 (2.849) (1.917) (2.839) (2.096) (2.379) 
Metals 0.027** 0.038** 0.030** 0.027* 0.042** 
 (2.323) (2.222) (2.208) (1.758) (1.965) 
Energy 0.019 0.015 0.015 0.074*** 0.084** 
 (1.045) (0.434) (0.603) (2.856) (2.202) 
Livestock 0.010 0.006 0.007 0.009 0.020* 
 (1.320) (0.367) (0.618) (0.958) (1.656) 
All 0.022*** 0.021** 0.023*** 0.023*** 0.027*** 
 (4.818) (2.453) (3.663) (4.450) (3.891) 
 Strategy 2: Average of four MA strategies 
 𝐸𝑃𝑡 without 𝐸𝑃𝑡 when ℎ 
 correlation < 0.45 < 0.50 > 0.50 > 0.55 
Grains 0.011* 0.011 0.009 0.018** 0.019 
 (1.663) (1.103) (1.137) (2.134) (1.633) 
Softs 0.019*** 0.010 0.034*** 0.016 0.036** 
 (2.775) (1.088) (3.104) (1.248) (2.224) 
Metals 0.030*** 0.044*** 0.027** 0.04*** 0.033* 
 (2.761) (2.741) (2.085) (2.802) (1.649) 
Energy 0.001 0.002 0.011 0.025* 0.017* 
 (0.036) (0.061) (0.476) (1.686) (1.693) 
Livestock 0.001 0.004 0.002 0.003 0.014* 
 (0.632) (0.256) (0.232) (0.602) (1.658) 
All 0.014*** 0.012** 0.016** 0.020*** 0.022*** 
 (3.372) (2.545) (2.434) (2.577) (3.678) 
Notes: This table reports the economic and statistical significance of correlation-based excess profits obtained by 
investing in a portfolio of commodities. In the second column, we report the average excess profits (𝐸𝑃𝑡) without 
accounting for correlations. In the remaining columns, we report the average 𝐸𝑃𝑡 aligned to different levels of 
correlations; that is, we simply extract the excess profits when correlations are above or below certain critical levels, 
as noted in each column heading. For strategy 1, 𝐸𝑃𝑡 is the difference between the MA(200) profits and the buy-and-
hold strategy returns. For strategy 2, 𝐸𝑃𝑡 is the difference between the profits from four MA strategies and the buy-
and-hold strategy returns. We follow Narayan et al. (2015) and combine a number of MA strategies to take positions 
in the nearest futures contract. The four MA strategies used for strategy 2 are MA(20,150), MA(20,200), MA(50,150), 
and MA(50,200). The portfolio returns are computed as the sum of the returns from the positions taken divided by the 
total number of positions each day. We account for 0.1% transaction cost each time a long or short position is taken. 
The t-statistics examining the null hypothesis that the average profits are zero are reported in parentheses. *, **, and 
*** denote the rejection of null hypothesis at 10%, 5%, and 1% levels, respectively. 
 
 
We next examine profits associated with the cross-correlations reported in the remaining 
four columns of Table 3.4 under Strategy 1. Of 20 portfolio returns generated for different levels 
of correlations across five commodity groups, we find 13 portfolios with statistically significant 
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profits. The profits for these 13 portfolios range from 5.39% to 23.29% per annum. Of these 13 
portfolios, profits for 11 are higher than the profits of those without correlations. With correlation-
based profits, energy is the most profitable when the correlation between spot and futures is greater 
than the bounds of 0.5 and 0.55. This result is consistent with the findings of Narayan et al. (2013). 
They document that profits in the crude oil market are at least twice those from metals such as 
silver, gold, and platinum. Profits for energy portfolio are 20.43% and 23.29% per annum, 
respectively, for bounds of 0.5 and 0.55. Examining the profits across the portfolio of all 
commodities, we find that, when correlations are greater than 0.5 (0.55), profits are 6.03% 
(6.95%), and, when correlations are less than 0.5 (0.45), profits are 6.00% (5.34%). In all cases, 
profits are statistically different from zero. A key observation among most portfolio returns is that 
the profits are higher than those based on a trading strategy that does not account for the patterns 
in correlations. On average, profits are between 0.98% and 18.46% per annum higher for 
correlation-based trading strategies. 
We now examine the results obtained from Strategy 2. The profits that do not account for 
correlations are statistically significant for grains, softs, and metals. Profits are highest for metals 
(7.86% per annum), followed by softs (4.83%) and grains (2.80%). When correlations are 
accommodated for in Strategy 2, we find 10 portfolios where profits are statistically significant. 
Softs is the most profitable (11.72% and 10.47%, respectively) when correlations between spot 
and futures prices are less than 0.45 and greater than 0.5. Looking at profits for the portfolio of all 
commodities, we find that profits are highest (5.62%) when correlations are greater than 0.55. 
Across both Strategies 1 and 2, the correlation-based profits range from 3.65% to 23.29% per 
annum15 while profits that do not consider correlations range from 2.80% to 6.89% per annum. 
                                                          
15 The profits we find are broadly consistent with the literature, accounting obviously for different sample periods and 
different compositions and numbers of commodities. Shen et al. (2007) use a portfolio of 20 commodities and find 
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This result implies that a naïve investor, on average, makes 0.85% to 16.40% per annum less than 
an informed investor (an investor who strategizes based on correlation patterns). In addition, the 
profits we find are asymmetric to different levels of correlation. Profits are generally highest at 
higher levels of correlation. 
 
3.3.3 Robustness Tests 
In this section, we test whether our correlation-based profits are robust to structural breaks and 
whether the profits are affected by the backwardation and contango phases prevalent in the 
commodity market. 
 
3.3.3.1 Impact of the financialization of commodities 
A structural break is said to have occurred in the commodity market following the passage of the 
Commodity Futures Modernization Act (CFMA) on December 21, 2000 (Tang and Xiong, 2012; 
Boons et al., 2014). The passage of this act is termed as financialization in the commodity futures 
markets (see, e.g., Tang and Xiong, 2012). Before 2000, investors faced position limits set by the 
Commodity Futures Trading Commission on traded futures contracts. This is no longer the case 
after the passage of CFMA act in 2000. Investors can hedge commodity price risk directly in the 
futures market, primarily via commodity index investments, whereas before the CFMA they could 
gain commodity exposure mainly via the stock market. This lead to a rapid increase in the 
institutional index investment in commodity futures markets. Many studies have documented 
                                                          
the portfolio return to be in the range of 4.8–9.6% per annum; Szakmary et al. (2010) examine various MA crossover 
strategies for 28 commodity futures and find profits of 4.41% per annum; Fuertes et al. (2010) document a return of 
21.02% per annum with a double-sorting strategy based on momentum and term structure. Narayan et al. (2015) use 
19 commodities in the portfolio and find a return of around 7.6% per annum using monthly data and a return of around 
4.8% per annum using daily data.  
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increasing co-movement between commodity futures prices post-financialization period. There is 
evidence of reversal in signs of premium earned on high-minus-low commodity beta stocks (Boons 
et al., 2014). Brooks et al., (2016) also find much stronger evidence of a significant commodity 
risk premium post-financialization period. We therefore generate the correlation-based profits 
before and after the financialization of commodities. The results are reported in Table 3.5. We 
begin with the results before financialization for Strategy 1. The profits that do not account for 
correlations indicate that grains (5.85%), softs (5.86%), and metals (5.72%) are most profitable to 
investors. For the correlation-based profits from Strategy 1, we find that these are highest for 
energy when the correlation between spot and futures is greater than 0.5 and 0.55. Of 20 portfolios, 
we find 11 portfolios that generate statistically significant returns. Of these 11 portfolios, returns 
from nine are statistically significant at higher levels of correlations. The profits for the portfolio 
of all commodities range from 4.30% to 7.10% per annum. Correlation-based profits from a 
portfolio of all commodities are higher than the profits with no correlation by 2.40% (2.89%) when 
correlations are greater than 0.5 (0.55). The correlation-based profits from Strategy 2 yield similar 
results. Profits from a portfolio of all commodities are again highest (4.67% and 5.09%, 
respectively) when the correlations between spot and futures prices are greater than 0.5 and 0.55. 
We now examine the results obtained after financialization for Strategy 1. Softs, which 
were a profitable portfolio before financialization, do not generate any statistically significant 
profits after financialization. However, grains are still profitable (12.00%) when correlations of 
greater than 0.55 are accommodated for in the trading strategy. After financialization, metals 
produce higher returns at lower levels of correlation, whereas, before financialization, the same 
portfolio generated statistically significant returns at higher levels of correlation. After 
financialization, we find that only four portfolios generate statistically significant returns, 
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compared to 11 portfolios before financialization. The portfolio of all commodities produces 
higher profits (9.66% and 6.43%, respectively) when the correlations are less than 0.5 and greater 
than 0.55, compared to the profit of 5.55% generated without accounting for correlations. The 
profits from Strategy 2 are similar to those of Strategy 1. Profits from a portfolio of all commodities 
are 7.55% and 6.14% when the correlations are less than 0.5 and greater than 0.55, respectively. It 
is important to note that, across both strategies and during both periods, correlation-based profits 
are generally higher than profits without correlations. 
 
3.3.3.2 Impact of backwardation and contango phases 
The commodity market is characterized by backwardation and contango phases. A commodity is 
said to be in backwardation if its basis is positive and in contango if its basis is negative. We now 
test whether and how these phases affect the correlation-based profits. The results are reported in 
Table 3.6. We begin by reading the results obtained for backwardation from Strategy 1. Profits 
without correlation are highest for metals (19.16%), followed by softs (9.48%) and grains (7.93%). 
When correlations are considered in the trading strategy, eight of 20 portfolios generate 
statistically significant returns, ranging from 9.74% for softs to 25.22% for metals. Grains and 
softs are profitable only at higher levels of correlation, while the metals portfolio is profitable at 
both higher and lower levels of correlations. Energy and livestock are not profitable during 
backwardation. The returns for a portfolio of all commodities are 15.04%, 10.69%, and 8.87% 
when correlations are greater than 0.55 and 0.5 and less than 0.5, respectively, compared to a return 
of 8.76% generated without considering correlations. Correlation-based profits from Strategy 2 are 
similar to those of Strategy 1 and range from 5.23% to 23.82% per annum. 
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Table 3.5: Profits before and after financialization in commodity markets 
Panel A: Before financialization 
 Strategy 1: MA(200)  Strategy 2: Average of four MA strategies 
 𝐸𝑃𝑡 without 𝐸𝑃𝑡 when ℎ  𝐸𝑃𝑡 without 𝐸𝑃𝑡 when ℎ 
 correlation < 0.45 < 0.50 > 0.50 > 0.55  correlation < 0.45 < 0.50 > 0.50 > 0.55 
Grains 0.023*** 0.013 0.016* 0.033*** 0.021*  0.013* 0.013 0.012 0.018* 
(1.931) 
0.015* 
 (3.018) (1.147) (1.816) (3.303) (1.699)  (1.810) (1.309) (1.432) (1.729) 
Softs 0.023*** 0.026 0.031** 0.023** 0.035**  0.021*** 0.019** 0.038*** 0.009 
(0.890) 
0.028 
 (2.742) (1.360) (2.446) (1.962) (2.135)  (2.821) (2.053) (3.250) (0.814) 
Metals 0.022* 0.027 0.020 0.032* 0.046*  0.026** 0.025 0.013 0.047*** 
(2.841) 
0.043* 
 (1.658) (1.385) (1.284) (1.796) (1.706)  (2.003) (1.403) (0.901) (1.721) 
Energy 0.005 -0.014 -0.015 0.059* 0.105**  -0.013 -0.027 -0.022 0.021* 
(1.748) 
0.038* 
 (0.238) (-0.364) (-0.532) (1.913) (2.216)  (-0.711) (-0.816) (-0.868) (1.897) 
Livestock 0.013 0.022 0.010 0.010 0.028**  0.001 0.020 0.010 0.004 0.000 
 (1.381) (1.050) (0.732) (0.919) (2.000)  (0.066) (1.024) (0.799) (1.193) (0.178) 
All 0.016*** 0.017* 0.019*** 0.026*** 0.027***  0.015*** 0.015*** 0.016** 0.018** 
(2.218) 
0.020*** 
 (4.639) (1.876) (2.907) (4.388) (3.520)  (3.368) (2.735) (2.217) (3.200) 
Panel B: After financialization 
 Strategy 1: MA(200)  Strategy 2: Average of four MA strategies 
 𝐸𝑃𝑡 without 𝐸𝑃𝑡 when ℎ  𝐸𝑃𝑡 without 𝐸𝑃𝑡 when ℎ 
 correlation < 0.45 < 0.50 > 0.50 > 0.55  correlation < 0.45 < 0.50 > 0.50 > 0.55 
Grains 0.015 0.010 0.008 0.024 0.045*  0.005 0.002 -0.001 0.018 
(0.928) 
0.030 
 (0.858) (0.384) (0.364) (1.143) (1.669)  (0.288) (0.060) (-0.036) (1.131) 
Softs 0.015 0.040 0.032 0.015 0.029  0.010 0.003 0.020 0.012 
(0.654) 
0.028 
 (0.929) (1.395) (1.454) (0.769) (1.053)  (0.633) (0.953) (0.759) (1.126) 
Metals 0.037* 0.063* 0.054* 0.014 0.035  0.042* 0.086** 0.058** 0.023 
(0.845) 
0.014 
 (1.688) (1.813) (1.955) (0.495) (0.991)  (1.952) (2.585) (2.230) (0.430) 
Energy 0.045 0.068 0.066 0.095** 0.055  0.027 0.058 0.068 0.031 
(0.788) 
0.012 
 (1.334) (1.029) (1.462) (2.121) (0.895)  (0.830) (0.923) (1.569) (0.222) 
Livestock 0.001 -0.024 0.000 0.005 0.008  -0.018 -0.014 -0.006 0.003 0.018 
 (0.108) (-0.897) (-0.011) (0.296) (0.343)  (-1.539) (-1.129) (-0.857) (1.234) (1.554) 
All 0.022* 0.035 0.037** 0.016 0.025*  0.013 0.028 0.029* 0.004 
(0.354) 
0.024* 
 (1.799) (1.600) (2.236) (1.308) (1.669)  (1.107) (1.328) (1.847) (1.715) 
Notes: This table reports the correlation based profits before and after financialization in commodity markets. We divide the full sample period into two sub-
periods, before and after December 2000 during which the commodity futures modernization act was introduced. We report the average portfolio profits and the t-
statistics for the two sub-periods and for both strategies 1 and 2. The t-statistic examining the null hypothesis that the average profits are zero is reported in 
parentheses. *, **, and *** denote the rejection of null hypothesis at 10%, 5%, and 1% levels, respectively. 
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Table 3.6: Profits during backwardation and contango cycles in commodity markets 
Panel A: Backwardation 
 Strategy 1: MA(200)  Strategy 2: Average of four MA strategies 
 𝐸𝑃𝑡 without 𝐸𝑃𝑡 when ℎ  𝐸𝑃𝑡 without 𝐸𝑃𝑡 when ℎ 
 correlation < 0.45 < 0.50 > 0.50 > 0.55  correlation < 0.45 < 0.50 > 0.50 > 0.55 
Grains 0.031** 0.000 0.013 0.054*** 0.051**  0.013 -0.001 0.018 0.020* 
(1.653) 
0.020** 
 (2.438) (0.004) (0.847) (3.225) (2.306)  (1.112) (-0.036) (1.308) (1.969) 
Softs 0.036** 0.022 0.024 0.037** 0.061***  0.039*** 0.031 0.034* 0.036** 
(2.132) 
0.059** 
 (2.476) (0.733) (1.082) (2.035) (2.631)  (2.941) (1.096) (1.671) (2.730) 
Metals 0.070*** 0.087*** 0.066*** 0.085*** 0.090***  0.069*** 0.084*** 0.061*** 0.081*** 
(2.878) 
0.085*** 
 (3.901) (2.785) (2.806) (2.655) (2.698)  (4.152) (3.352) (3.000) (2.880) 
Energy 0.009 -0.001 0.013 0.034 0.026  -0.021 -0.001 -0.010 0.006 
(0.181) 
0.015 
 (0.350) (-0.027) (0.413) (0.941) (0.431)  (-0.950) (-0.340) (-0.361) (0.283) 
Livestock -0.001 0.009 0.000 0.007 0.020  -0.005 0.000 0.012 -0.005 0.001 
 (-0.056) (0.423) (-0.989) (0.565) (1.156)  (-0.476) (-0.825) (-0.566) (-0.453) (0.056) 
All 0.034*** 0.021 0.034*** 0.041*** 0.056***  0.023*** 0.016 0.026** 0.030** 
(2.115) 
0.040*** 
 (4.487) (1.423) (2.681) (3.126) (3.245)  (3.395) (1.138) (2.552) (2.639) 
Panel B: Contango 
 Strategy 1: MA(200)  Strategy 2: Average of four MA strategies 
 𝐸𝑃𝑡 without 𝐸𝑃𝑡 when ℎ  𝐸𝑃𝑡 without 𝐸𝑃𝑡 when ℎ 
 correlation < 0.45 < 0.50 > 0.50 > 0.55  correlation < 0.45 < 0.50 > 0.50 > 0.55 
Grains 0.010 0.010 0.009 0.021** 0.020*  0.004 0.008 0.004 0.015* 
(1.647) 
0.020* 
 (1.347) (0.840) (0.943) (2.069) (1.710)  (0.577) (0.741) (0.451) (1.667) 
Softs 0.015* 0.026 0.034** 0.005 0.007  0.015* 0.032* 0.045*** -0.007 
(-0.640) 
-0.012 
 (1.692) (1.238) (2.491) (0.400) (0.441)  (1.801) (1.655) (3.495) (-0.769) 
Metals 0.019 0.020 0.022 0.026* 0.044*  0.021* 0.023 0.016 0.037** 
(2.462) 
0.030 
 (1.644) (1.091) (1.513) (1.659) (1.957)  (1.870) (1.313) (1.188) (1.417) 
Energy 0.032 0.008 0.012 0.110*** 0.123***  0.026 0.004 0.019 0.056** 
(2.387) 
0.031* 
 (1.525) (0.206) (0.421) (3.576) (2.780)  (1.341) (0.121) (0.739) (1.891) 
Livestock 0.002 0.023 0.020 0.007 0.015*  -0.011 0.023 0.005 -0.015 0.008* 
 (0.202) (0.936) (1.170) (0.541) (1.892)  (-1.134) (0.978) (0.335) (-1.230) (1.656) 
All 0.014*** 0.023** 0.017** 0.016*** 0.023**  0.010** 0.019** 0.015** 0.008 
(1.254) 
0.020* 
 (2.782) (2.373) (2.430) (2.505) (2.499)  (1.986) (2.187) (2.203) (1.727) 
Notes: This table reports the correlation based profits during backwardation and contango cycles in commodity markets. A commodity is defined in backwardation 
if its basis is positive, and in contango if its basis is negative. The average portfolio profits obtained by investing in the backwardation and contango cycles are 
reported for both strategies 1 and 2. The t-statistic examining the null hypothesis that the average profits are zero is reported in parentheses. *, **, and *** denote 
the rejection of null hypothesis at 10%, 5%, and 1% levels, respectively. 
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 We now examine the results obtained during contango phases of commodities. Profits 
without correlation are statistically significant only for the softs (3.92%) portfolio and the portfolio 
of all commodities (3.65%). When correlations are taken into account in the trading strategy, eight 
of 20 portfolios have statistically significant returns. The profits for these portfolios range from 
3.83% to 35.89%. Energy, which was not profitable during the backwardation phase, produces its 
highest profits in the contango phase (35.89% and 31.66%, respectively, when correlations are 
greater than 0.55 and 0.5). Grains, metals, and energy portfolios are profitable only at higher levels 
of correlation, while softs are profitable when the correlation is less than 0.5. Livestock is the least 
profitable, generating a return of 3.83% when correlations are greater than 0.55. As expected, 
returns from a portfolio of all commodities in the contango phase are substantially lower than 
profits in the backwardation phase. A portfolio of all commodities yields statistically significant 
returns at all levels of correlation, ranging from 4.41% to 5.83%. The profits from Strategy 2 are 
qualitatively similar to those in Strategy 1. 
 We arrive at two key messages from this analysis. First, across both strategies and during 
both phases, correlation-based profits are higher than profits without correlations. Further, the 
profits are generally highest during higher levels of correlation, a region with strong evidence of 
persistence between spot and futures prices. Second, the magnitude of profits in the backwardation 
phase are higher than in the contango phase. This result connects with the literature on the term 
structure-based strategy of going long in backwardated commodities and short in contango 
commodities (Erb and Harvey, 2006; Fuertes et al., 2010). A distinguishing feature of our work 
compared to this literature is that our trading strategy does not involve investing in a portfolio of 
commodities sorted by basis; instead, our trading strategy relies on dynamic correlations computed 
between spot and futures prices. These correlations enable one to identify the phases when the spot 
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and futures prices co-move and the phases when they do not. In a related study, Lien and Yang 
(2008) examine the asymmetric effect of the basis on commodity futures hedging. Their findings 
reveal greater risk reduction by accounting for the asymmetric effect of basis in dynamic hedging 
strategy. In addition, they document the asymmetric effect of the basis on time-varying 
correlations. They show that the marginal effect of the large basis on dynamic correlations is 
greater than the marginal effect of a small basis on correlations. We exploit the information 
contained in correlations between spot and futures prices and discover that (i) profits are higher 
when correlations are considered in the trading strategy and (ii) profits are asymmetric to higher 
and lower levels of correlation. Profits are generally highest at higher levels of correlation, the 
region that reflects the co-movement between spot and futures prices. 
 
3.3.4 Economic Source of Profits 
In this section, we examine whether the profits can be explained by well-known commodity risk 
factors such as basis, momentum, and open interest. This is not uncommon. For instance, Han et 
al. (2013) test whether various risk factors explain the profits of MA strategies in the equity market. 
In the commodity literature, prior studies clearly show that the MA strategy performs well. 
However, it is unclear whether these higher returns are just compensation for commodity specific 
risks. This motivates us to examine the regression model 
𝐸𝑃𝑡 =  𝛼 +  𝛽1𝐶𝑀𝑡 +  𝛽2𝑅𝑓𝑡 +  𝛽3𝐵𝐴𝑡 + 𝛽4𝑀𝑂𝑀𝑡 +  𝛽5𝑂𝐼𝑡 +𝜖𝑡                                               (3.6) 
where 𝐶𝑀𝑡 is the equal-weighted average of futures excess returns across all commodities, 𝑅𝑓𝑡 is 
the three-month US Treasury bill rate, 𝐵𝐴𝑡 is the return on the HML basis portfolio, 𝑂𝐼𝑡 is the 
return on the HML growth in open interest portfolios, and 𝑀𝑂𝑀𝑡 is the return on the HML 
momentum portfolio (see Appendix B for details on the construction of these factors); the 
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dependent variable 𝐸𝑃𝑡 is profit aligned to different levels of correlation from Strategy 1 (reported 
earlier in Table 3.4). 
 
Table 3.7: Regression results with commodity risk factors 
 ℎ < 0.45 
 𝛼 𝛽1 𝛽2 𝛽3 𝛽4 𝛽5 𝐴𝑑𝑗 𝑅
2 
Grains -0.003 0.080 0.380 -0.044*** 0.122*** 3.059** 0.024 
 (-0.114) (1.121) (0.379) (-3.081) (8.466) (2.469)  
Softs 0.014 0.007 -0.132 0.010*** 0.116*** 0.887 0.011 
 (0.308) (0.109) (-0.073) (0.381) (5.328) (0.530)  
Metals 0.061 0.147 -2.077 -0.078*** 0.270*** -1.770 0.072 
 (1.494) (1.280) (-1.190) (-3.002) (7.445) (-0.852)  
Energy 0.071 -0.191 -4.898 0.176** 0.541*** -3.950 0.163 
 (1.044) (-1.028) (-1.508) (2.531) (7.671) (-1.025)  
Livestock -0.002 -0.141*** 0.082 -0.016 0.067*** -3.093** 0.010 
 (-0.064) (-2.997) (0.051) (-0.669) (3.361) (-2.280)  
All 0.023 0.054 -0.896 -0.003 0.192*** -0.178 0.084 
 (0.939) (0.737) (-0.839) (-0.187) (5.724) (-0.183)  
 ℎ < 0.5 
 𝛼 𝛽1 𝛽2 𝛽3 𝛽4 𝛽5 𝐴𝑑𝑗 𝑅
2 
Grains 0.005 0.052 0.151 -0.059*** 0.128*** 2.492** 0.030 
 (0.207) (0.631) (0.154) (-3.594) (7.693) (2.219)  
Softs 0.021 -0.007 -0.347 0.008 0.129*** 2.458* 0.021 
 (0.666) (-0.145) (-0.284) (0.466) (7.653) (1.820)  
Metals 0.036 0.154 -1.276 -0.079*** 0.252*** -1.048 0.076 
 (1.056) (1.500) (-0.819) (-3.295) (7.221) (-0.516)  
Energy 0.055 -0.067 -4.245** 0.145*** 0.470*** -1.221 0.149 
 (1.101) (-0.447) (-1.991) (2.965) (9.107) (-0.410)  
Livestock 0.028 -0.125*** -1.304 -0.031** 0.059*** -2.697** 0.010 
 (1.220) (-3.793) (-1.233) (-1.988) (3.884) (-2.262)  
All 0.027 0.037 -0.963 -0.008 0.176*** 1.054 0.123 
 (1.252) (0.530) (-1.116) (-0.666) (3.676) (1.351)  
 ℎ > 0.5 
 𝛼 𝛽1 𝛽2 𝛽3 𝛽4 𝛽5 𝐴𝑑𝑗 𝑅
2 
Grains 0.031* 0.112* -0.366 -0.042*** 0.126*** 3.355*** 0.033 
 (1.655) (1.743) (-0.359) (-2.630) (5.892) (3.022)  
Softs 0.020* 0.016 -0.364 -0.041** 0.163*** -0.438 0.041 
 (1.870) (0.393) (-0.374) (-1.988) (6.047) (-0.386)  
Metals -0.048 0.035 2.710 -0.083*** 0.250*** 0.247 0.058 
 (-1.207) (0.359) (1.507) (-3.300) (6.976) (0.131)  
Energy 0.107** 0.029 -2.964 0.081 0.212*** -4.196 0.036 
 (2.354) (0.242) (-1.535) (1.609) (5.128) (-1.432)  
Livestock 0.039 0.021 -1.641* -0.027** 0.066*** -0.724 0.008 
 (1.590) (0.655) (-1.761) (-2.013) (5.481) (-0.655)  
All 0.013* 0.075* 0.041 -0.046*** 0.160*** 1.113* 0.140 
 (1.670) (1.784) (0.081) (-4.890) (6.614) (1.751)  





Table 3.7: Continued 
 ℎ > 0.55 
 𝛼 𝛽1 𝛽2 𝛽3 𝛽4 𝛽5 𝐴𝑑𝑗 𝑅
2 
Grains 0.052** 0.111 -1.379 -0.049*** 0.132*** 3.114** 0.023 
 (2.019) (1.629) (-1.284) (-2.750) (5.370) (2.217)  
Softs 0.048 0.026 -1.175 -0.078*** 0.194*** -1.870 0.032 
 (1.636) (0.472) (-0.987) (-2.623) (9.063) (-1.157)  
Metals -0.018 -0.013 1.762 -0.098*** 0.288*** -1.068 0.058 
 (-0.336) (-0.103) (0.667) (-2.660) (5.697) (-0.422)  
Energy 0.066 0.146 -0.291 -0.012 0.221*** -4.907 0.029 
 (1.104) (1.277) (-0.103) (-0.181) (4.734) (-1.237)  
Livestock 0.031 0.078** -0.945 -0.014 0.059*** -0.047 0.007 
 (1.209) (2.263) (-0.832) (-0.842) (4.005) (-0.040)  
All 0.026* 0.085** -0.326 -0.062*** 0.164*** 0.807 0.086 
 (1.722) (2.017) (-0.519) (-5.104) (3.916) (0.988)  
Notes: In this table we report the coefficients from the regression model: 𝐸𝑃𝑡 =  𝛼 + 𝛽1𝐶𝑀𝑡 +  𝛽2𝑅𝑓𝑡 + 𝛽3𝐵𝐴𝑡 +
 𝛽4𝑀𝑂𝑀𝑡 +  𝛽5𝑂𝐼𝑡  +𝜖𝑡. Here, 𝐶𝑀𝑡 is the equal-weighted average of futures excess of all commodities; 𝑅𝑓𝑡 is the 
three-month US Treasury bill rate; 𝐵𝐴𝑡 is the return on the HML basis portfolio; 𝑀𝑂𝑀𝑡 is the return on the HML 
momentum portfolios, and 𝑂𝐼𝑡  is the return on the HML growth in open interest portfolios; see appendix for details; 
dependent variable 𝐸𝑃𝑡 are the profits aligned to different levels of correlation from Strategy 1 (reported earlier in 
Table IV). The t-statistics examining the null hypothesis that the average profits are zero are reported in parentheses 
and are based on standard errors corrected for heteroskedasticity and autocorrelation of up to 12 lags using the Newey–
West (1987) procedure.*, **, and *** denote the rejection of null hypothesis at 10%, 5%, and 1% levels, respectively. 
 
 
The results from equation (3.6) are reported in Table 3.7. For most portfolios, we find that 
the profits are explained mainly by basis and momentum factors, making the abnormal return (𝛼) 
statistically significant. However, there are a few exceptions at higher levels of correlations. The 
abnormal return (𝛼) for grains and for a portfolio of all commodities is statistically significant at 
the 10% level for higher bounds of 0.5 and 0.55. Further, the abnormal returns for softs and energy 
are statistically significant when the correlations are greater than 0.5. 
We also estimate equation (3.6) with the dependent variable 𝐸𝑃𝑡 as the profit aligned to 
different levels of correlation from Strategy 2 (reported earlier, in Table 3.4). The results are 
reported in Table 3.8. The results are qualitatively similar, in that the profits are mainly explained 
by basis and momentum factors. The abnormal return for metals is statistically significant when 
the correlation is less than 0.45, while the abnormal returns for grains and softs are statistically 
significant at higher bounds of 0.5 and 0.55. This analysis indicates that the correlation-based 
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profits are mainly the result of commodity-specific risks prevalent in the commodity market. 
However, abnormal returns for grains and softs remain statistically significant at higher levels of 
correlation, even after accounting for risk factors. 
 
Table 3.8: Regression results with commodity risk factors 
 ℎ < 0.45 
 𝛼 𝛽1 𝛽2 𝛽3 𝛽4 𝛽5 𝐴𝑑𝑗 𝑅
2 
Grains -0.002 0.058 0.239 -0.019 0.113*** 1.888 0.024 
 (-0.080) (0.810) (0.253) (-1.324) (7.710) (1.615)  
Softs -0.016 0.017 1.375 0.016 0.108*** -0.142 0.013 
 (-0.408) (0.305) (0.861) (0.698) (5.527) (-0.093)  
Metals 0.071* 0.154 -2.205 -0.064** 0.243*** -2.463 0.068 
 (1.861) (1.341) (-1.294) (-2.437) (6.702) (-1.225)  
Energy 0.082 -0.203 -6.024** 0.152** 0.478*** -4.483 0.151 
 (1.457) (-1.042) (-2.229) (2.223) (7.001) (-1.599)  
Livestock -0.005 -0.104** 0.141 -0.012 0.06*** -3.726*** 0.008 
 (-0.156) (-2.272) (0.099) (-0.516) (3.104) (-3.063)  
All 0.015 0.048 -0.520 0.008 0.174*** -0.600 0.083 
 (0.661) (0.656) (-0.538) (0.535) (6.987) (-0.668)  
 ℎ < 0.5 
 𝛼 𝛽1 𝛽2 𝛽3 𝛽4 𝛽5 𝐴𝑑𝑗 𝑅
2 
Grains -0.010 0.032 0.565 -0.035** 0.117*** 1.484 0.029 
 (-0.425) (0.404) (0.575) (-2.162) (7.211) (1.405)  
Softs 0.007 0.013 0.266 0.017 0.126*** 0.358 0.026 
 (0.265) (0.309) (0.247) (0.964) (7.982) (0.294)  
Metals 0.031 0.137 -1.139 -0.070*** 0.237*** -1.651 0.077 
 (0.964) (1.416) (-0.775) (-2.951) (6.958) (-0.902)  
Energy 0.079 -0.072 -5.522*** 0.136** 0.407*** -2.298 0.135 
 (1.606) (-0.451) (-2.650) (2.650) (7.791) (-0.923)  
Livestock -0.001 -0.108*** 0.003 -0.012 0.050*** -1.943* 0.009 
 (-0.036) (-3.558) (0.003) (-0.845) (3.976) (-1.848)  
All 0.019 0.027 -0.606 0.006 0.162*** 0.130 0.124 
 (0.949) (0.412) (-0.769) (0.513) (3.019) (0.175)  
 ℎ > 0.5 
 𝛼 𝛽1 𝛽2 𝛽3 𝛽4 𝛽5 𝐴𝑑𝑗 𝑅
2 
Grains 0.017* 0.132** -0.264 -0.038** 0.127*** 1.868* 0.042 
 (1.657) (2.083) (-0.291) (-2.439) (6.371) (1.789)  
Softs 0.014* 0.013 -0.558 -0.028 0.153*** -1.351 0.045 
 (1.653) (0.349) (-0.600) (-1.309) (9.193) (-1.324)  
Metals -0.014 0.050 1.701 -0.079*** 0.257*** -2.357 0.072 
 (-0.383) (0.531) (0.964) (-3.000) (7.160) (-1.396)  
Energy 0.042 0.045 -2.155 0.103** 0.217*** -4.679* 0.052 
 (1.014) (0.382) (-1.149) (2.293) (5.269) (-1.899)  
Livestock -0.010 0.016 -0.392 0.022 0.043*** 0.903 0.007 
 (-0.563) (0.470) (-0.494) (1.571) (3.425) (0.911)  
All -0.001 0.080** 0.239 -0.028*** 0.152*** -0.090 0.156 
 (-0.100) (1.963) (0.480) (-2.888) (5.589) (-0.165)  
     Continued Overleaf 
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Table 3.8: Continued 
 
 ℎ > 0.55 
 𝛼 𝛽1 𝛽2 𝛽3 𝛽4 𝛽5 𝐴𝑑𝑗 𝑅
2 
Grains 0.028* 0.136* -0.621 -0.046** 0.133*** 2.276* 0.029 
 (1.670) (1.901) (-0.627) (-2.491) (5.395) (1.722)  
Softs 0.038* 0.048 -1.253 -0.066** 0.175*** -1.693 0.031 
 (1.688) (0.971) (-1.082) (-2.268) (7.900) (-1.125)  
Metals -0.019 0.027 1.354 -0.102*** 0.299*** -4.462* 0.075 
 (-0.374) (0.221) (0.505) (-2.749) (5.848) (-1.880)  
Energy -0.011 0.170 0.251 0.033 0.197*** -4.768 0.036 
 (-0.218) (1.544) (0.089) (0.545) (3.542) (-1.544)  
Livestock -0.015 0.056 0.083 0.026 0.035** 1.684 0.006 
 (-0.715) (1.499) (0.094) (1.575) (2.367) (1.564)  
All 0.010 0.096** 0.005 -0.043*** 0.152*** 0.041 0.094 
 (0.670) (2.489) (0.008) (-3.752) (3.569) (0.058)  
Notes: In this table, we report the coefficients from the regression model: 𝐸𝑃𝑡 =  𝛼 +  𝛽1𝐶𝑀𝑡 +  𝛽2𝑅𝑓𝑡 + 𝛽3𝐵𝐴𝑡 +
 𝛽4𝑀𝑂𝑀𝑡 +  𝛽5𝑂𝐼𝑡  +𝜖𝑡. Here, 𝐶𝑀𝑡 is the equal-weighted average of futures excess return of all commodities; 𝑅𝑓𝑡 is 
the three-month US Treasury bill rate; 𝐵𝐴𝑡 is the return on the HML basis portfolio; 𝑀𝑂𝑀𝑡 is the return on the HML 
momentum portfolios, and 𝑂𝐼𝑡  is the return on the HML growth in open interest portfolios; see appendix for details; 
dependent variable 𝐸𝑃𝑡 are the profits aligned to different levels of correlation from Strategy 2 (reported earlier in 
Table IV). The t-statistic examining the null hypothesis that the average profits are zero are reported in parentheses 
and are based on standard errors corrected for heteroskedasticity and autocorrelation of up to 12 lags using the Newey–
West (1987) procedure.*, **, and *** denote the rejection of null hypothesis at 10%, 5%, and 1% levels, respectively. 
 
3.4  CONCLUSION 
In this chapter, we document how commodity market spot–futures correlations evolve over time 
and relate to commodity market profits. To the best of our knowledge, this is the first study to link 
time-varying correlations to profits using the popular MA of technical analysis. We compute time-
varying correlations using a non-parametric method that enables one to identify the phases during 
which the spot and futures prices co-move and phases when they do not. We exploit this 
information and find that the correlation-based profits range from 3.65% to 23.29% per annum, 
while profits that do not consider correlations range from 2.80% to 6.89% per annum. This implies 
that a naïve investor on average makes 0.85% to 16.40% per annum less than an investor who 
strategizes trading based on correlation patterns. In addition, the profits we find are asymmetric to 
high and low levels of correlation. Profits are generally highest at higher levels of correlation, the 
region that reflects the co-movement between spot and futures prices. Our findings are robust to 
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both the pre- and post-financialization periods and the backwardation and contango phases 
prevalent in the commodity market. When we regress the profits aligned to different levels of 
correlation on commodity market risk factors, such as the commodity market factor, the risk-free 
rate, the basis factor, and the open interest factor, we find that, for most portfolios, the returns are 
explained by the commodity market risk factors. However, for grains and softs, the abnormal 










Commodity futures prices have been traditionally viewed as indicators of future states of the 
economy. It follows from the theory of storage (Kaldor, 1939; Working, 1949) that futures prices 
reflect markets expectations about future demand and supply for commodities. Hou and 
Szymanowska (2015) argue that commodity future prices are highly correlated with consumption, 
since they represent 40% of personal consumption expenditures, with food commodities 
accounting for 15%, energy commodities for 4%, and other commodities for 21%. Commodities 
such as oil, copper, and soybeans are treated as barometers of the global economy (Hu and Xiong, 
2013). Further, Gospodinov and Ng (2013) show that the convenience yield of commodity futures 
prices predicts inflation of the Unites States and G7 economies. 
In this chapter, we examine whether commodity futures market variables predict changes 
in the economic policy uncertainty (EPU) for the United States and for 14 other countries,16 which 
include other G7 economies and the BRIC countries. We use the index of policy uncertainty 
constructed by Baker et al. (2015). This index is constructed using three sub-components: a news 
measure of policy-related economic uncertainty, federal tax code expirations, and economic 
forecaster disagreement. We consider three set of predictors: (i) the equal-weighted average of 
futures excess returns of all the commodities in the sample (CMKT), (ii) excess returns on a 
portfolio going long in the 25% most backwardated commodities (CBCK), and (iii) excess returns 
                                                          
16 Our choice of countries is dictated by the availability of EPU index data.  
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on a portfolio going short in the 25% most contango commodities (CCON). The monthly returns 
on a portfolio of backwardated and contango commodities are constructed by sorting the 
commodities based on roll yield, which is the logarithmic price difference between the nearest and 
second nearest futures contracts. Thus, a positive roll yield indicates a downward-sloping term 
structure, while a negative roll yield indicates an upward-sloping term structure.  
The motivation for using commodity futures market backwardation and contango portfolio 
returns as predictors follows from the theory of storage of commodities. Accordingly, the 
downward-sloping term structure of commodity futures prices indicates a fall in inventories 
relative to demand, the benefits from holding physical commodity increase, and an increase in 
futures prices is expected (Fama and French, 1988; Ng and Pirrong, 1994). The reverse is true for 
the upward-sloping term structure of commodity futures prices. It signals a large supply relative 
to demand and a forthcoming drop in futures prices. Gorton et al. (2013) test these hypotheses and 
find that the basis is an inverse function of inventory levels. Thus, the degree of backwardation 
and contango of all commodities conveys the fundamental demand and supply conditions and 
investor beliefs about how these will change in the markets (Brooks et al., 2016). 
Our empirical plan is based on four specific steps. First, we examine in-sample evidence 
of predictability for changes in the EPU of the United States by employing Westerlund and 
Narayan’s (2012, 2015) methodology, which accounts for the persistency, endogeneity and 
heteroskedasticity of data. We find significant evidence of predictability, in that all three predictors 
predict changes in EPU at six-, 12-, and 24-month horizons. We ascertain the robustness of our 
results in a number of ways. First, we exclude crude oil from the sample of commodities and re-
run the analysis. Our results may very well be driven by crude oil. Second, we add five 
macroeconomic risk variables to our regression model. It may be that the predictability we find is 
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merely the result of the relation between commodity returns and macroeconomic variables. Our 
main conclusion regarding the statistical significance of predictability at six-, 12-, and 24-month 
horizons remains unchanged with all three predictors. 
Our second approach involves testing in-sample predictability for the remaining 14 
countries in our sample. Here, we augment our regression model with five macroeconomic 
variables. We find predictability to be strongest for the 24-month horizon. All three predictors 
predict at least 36% of the countries (five countries) at the 24-month horizon. The variable CMKT 
turns out to be the most popular predictor. Further, all three predictors predict a minimum of three 
countries at the 12-month horizon. The variation in in-sample predictability for different countries 
is consistent with the results of Cespedes and Velasco (2012), who show that the macro response 
of commodity booms and busts vary for countries, depending on the policy and structural features 
of the economy. 
We also conduct a number of additional tests with the Unites States data for which we have 
EPU data from January 1985 to June 2015. First, we test whether the in-sample predictability holds 
for two sub-periods: the pre-financialization period (January 1985–December 2000) and the post-
financialization period (January 2001–June 2015). Boons et al. (2014) argue that a structural break 
occurred following the passage of the Commodity Futures Modernization Act in December 2000. 
We find strong evidence of predictability post-financialization; nonetheless, our results regarding 
predictability at longer horizons hold in both sub-samples. Second, we test whether any particular 
commodity sector is driving the predictability. We find industrial sector returns to be the strongest 
predictor, followed by the returns of grains and oilseeds and livestock. However, we do not find 
evidence of the returns for foodstuffs and metals predicting changes in EPU at any of the horizons. 
Third, we examine the source of predictability by testing whether any particular category of EPU 
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is more predictable. We find that predictability is concentrated around monetary policy uncertainty 
and fiscal policy uncertainty, while trade policy uncertainty is relatively unpredictable. 
As a final step, we undertake out-of-sample forecasting analysis where we compare the 
forecasts from our predictive regression model with historical average forecasts. We also compute 
combination forecasts (CFs) that are the averages of forecasts from the all three predictive 
regression models. From this analysis, we find that CMKT is the most popular out-of-sample 
predictor, which we also discover from in-sample tests. The change in EPU for two countries is 
strongly predictable both in and out of sample. Further, our evidence of in-sample predictability at 
the long horizon of 24 months holds in out-of-sample tests as well. Thus, the out-of-sample tests 
largely corroborate in-sample evidence of predictability. 
Our findings contribute to several strands of literature. First, we contribute to the literature 
that uses commodity market variables as predictors. For instance, Hong and Yogo (2012) find that 
the open interest of commodity futures prices predicts bond returns and movements in the one-
month Treasury bill rate. Many studies find oil prices to have a strong effect on stock returns 
(Narayan and Sharma, 2011). Other recent studies find that commodity market futures returns 
explain the cross section of equity returns (Boons et al., 2014; Brooks et al., 2016). We show that 
commodity market variables are also useful in predicting EPU, even after controlling for other 
macroeconomic variables. Our findings also hold in out-of-sample tests. 
In addition, a related strand of literature documents commodity futures backwardation or 
contango cycles as leading indicators of future economy activity (Bakshi et al., 2015; Fernandez-
Perez et al., 2015). Bakshi et al. (2015) find commodity term structure portfolios predict the gross 
domestic product (GDP) growth rate. Fernandez-Perez et al. (2015) show that the commodity 
backwardation and contango portfolio returns predict long-run changes in investment 
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opportunities and the business cycle. Our finding of strong evidence of predictability at the 24-
month horizon using backwardated and contango portfolio returns adds to this literature. 
Finally, our study contributes to the broad literature on forecasting macroeconomic 
variables. This literature uses a number of variables and methodologies to forecast macroeconomic 
variables, such as output, inflation, measures of real activity, and industrial production. For 
instance, Stock and Watson (2002) use a dynamic factor model to forecast eight macroeconomic 
variables, including industrial production and the Consumer Price Index. Stock and Watson (2003) 
document the role of asset prices in forecasting output and inflation. Further, Gospodinov and Ng 
(2013) find that the first two principal components extracted from the panel of convenience yields 
predict inflation. We show that EPU is predictable. Our study provides the first empirical evidence 
on this. We not only focus on the United States but also provide evidence for 14 other countries 
included in our sample. 
The balance of the chapter is organized as follows. Section 4.2 discusses the theoretical 
and empirical motivation for the link between commodities and economic policy. Section 4.3 
presents the data, an empirical framework to test the null hypothesis of no predictability, and 
preliminary analyses. Our main findings from in-sample predictability tests and out-of-sample 
tests are discussed in Sections 4.4 and 4.5. The final section provides concluding remarks. 
 
4.2 LITERATURE REVIEW 
In this section, we provide theoretical and empirical evidence on the link between commodity 





4.2.1 Theoretical Literature 
There are a number of channels, such as fiscal policy, monetary policy, through which shocks to 
commodity prices affect the economy. Cespedes and Velasco (2014) evaluate the behavior of fiscal 
policy variables in 32 countries for which commodity-linked revenues play a major role in the 
economy. Using commodity boom and bust episodes, they show the presence of procyclical fiscal 
balances during the 1970s and 1980s, while the fiscal policy stance was countercyclical during the 
commodity boom that occurred before the 2008 global financial crisis. Cody and Mills (1991) 
investigate whether the information in commodity prices is useful in formulating monetary 
policies. They find that commodity prices are an indicator of future states of the economy and 
using these prices in formulating monetary policies improves economic performance by lowering 
the magnitude and variability of the average rate of inflation. 
Further, using an open-economy model with nominal rigidities and financial frictions, 
Cespedes and Velasco (2012) show that fluctuations in commodity prices are often associated with 
macroeconomic volatility. They evaluate the macro response of a group of 59 countries to large 
commodity price shocks. They find a significant impact of commodity price shocks on output and 
investment dynamics. The impact of commodity price shocks on investment is larger for 
economies with less developed financial markets. In addition, the authors show that the macro 
response of commodity booms and busts vary for countries depending on the policy and structural 
features of the economy. 
Shousha (2016) investigates the effects of commodity price shocks on real activity for a 
group of 10 advanced and emerging commodity exporting economies using two methods: a 
theoretical three-sector open economy model with financial frictions estimated using Bayesian 
methods and a panel vector autoregressive model. The author’s results show that commodity price 
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shocks are the major cause of fluctuations in the business cycle and the effect of commodity price 
shocks on real activity, credit, and country interest rates tends to be stronger for emerging 
economies. Change in country interest rates and working capital costs are the two main channels 
through which commodity price shocks affect both advanced and emerging economies. 
 
4.2.2 Empirical Literature 
A number of studies have shown the predictive ability of commodity futures market variables. For 
instance, Fernandez-Perez et al. (2015) show that commodity backwardation and contango 
portfolio returns predict long-run changes in investment opportunities and the business cycle. Their 
empirical evidence suggests that commodity market portfolio returns contain information beyond 
that of traditional predictors such as the dividend yield, the default spread, or the term spread. They 
also find that the backwardation and contango portfolios predict the real GDP growth of the G7 
economies. Gospodinov and Ng (2013) use the convenience yields of 23 commodity futures prices 
and show that the first two principal components extracted from the panel of convenience yields 
have economically and statistically significant predictive power in predicting the inflation of the 
United States and G7 countries. The results are robust to the inclusion of unemployment gap and 
oil prices. The predictive power remains unchanged in out-of-sample forecasts as well. Hong and 
Yogo (2012) show that the open interest of commodity futures prices predicts bond returns and 
movements in the one-month Treasury bill rate, even after controlling for other known predictors. 
 The main message from the theoretical and empirical literature is that there is a strong 
relation between the commodity futures market variables and macroeconomic activity. This 




Table 4.1: Sample period of economic policy uncertainty index 
Country/Region Code Start date End date 
United States US 1985:01 2015:06 
Canada CAN 1985:01 2015:06 
France FRA 1987:01 2015:06 
Japan JAP 1988:06 2015:06 
South Korea SK 1990:01 2015:06 
Brazil BRL 1991:01 2015:06 
Germany GER 1993:01 2015:06 
Russia RUS 1994:01 2015:06 
China CHN 1995:01 2015:06 
United Kingdom UK 1997:01 2015:06 
Italy ITA 1997:01 2015:06 
Australia AUS 1998:01 2015:06 
Spain SPA 2001:01 2015:06 
India IND 2003:01 2015:06 
Netherlands NET 2003:03 2015:06 
Notes: This table reports the sample period of monthly economic policy uncertainty index data. We use 15 countries 
in our analysis. The sample period of economic policy uncertainty data varies by country and is dictated by data 
availability. 
 
4.3 DATA AND METHODOLOGY 
4.3.1 Data 
We use two sources of data. Our first dataset is the monthly data on the EPU index constructed by 
Baker et al. (2015). These data are downloaded from the Federal Reserve Economic Data website 
and are available for the United States, Canada, France, Japan, South Korea, Brazil, Germany, 
Russia, China, the United Kingdom, Italy, Australia, Spain, India, and the Netherlands. The sample 
period of the data for the United States and Canada is from January 1985 to June 2015. The sample 
sizes for the remaining countries vary, dictated by data availability, and are reported in Table 4.1. 
Our second dataset consists of the monthly futures prices of 27 commodities extracted from 
the Commodity Research Bureau database. These include four energy commodities (WTI crude 
oil, heating oil, natural gas, RBOB gasoline), four foodstuffs (cocoa, orange juice, coffee, sugar), 
eight grains and oilseeds (soybean oil, corn, oats, canola, wheat, soybean meal, soybeans, rough 
rice), two industrials (cotton, lumber), four livestock and meats (feeder cattle, live cattle, lean hogs, 
pork bellies), and five metals (gold, copper, silver, palladium, platinum). The sample period for 
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the data is from January 1985 to June 2015. Our choices of commodities and sample period are 
dictated by data availability. As is standard in the literature (Gorton et al., 2013), futures returns 
are computed using the settlement prices of the nearest and second nearest futures contracts. We 
roll over to the next contract on the last day of the month before the expiry month. We consider 
three commodity futures market variables as predictors17 of EPU: (i) commodity futures excess 
returns (CMKT), (ii) excess returns on a portfolio going long in the 25% most backwardated 
commodities, and (iii) excess returns on a portfolio going short in the 25% most contango 
commodities (CCON). The variable CMKT is defined as the equal-weighted average of the futures 
excess returns of all the commodities in the sample. To compute CBCK and CCON, we first 
compute the roll yields for each commodity, which are the differences in the log prices of the first 
and second nearby futures contracts. We then sort the commodities futures contracts by the 
previous month’s roll yield. Following Brooks et al. (2016), we take long positions in the nearest 
contracts of the 25% of commodities with the highest roll yields and short positions in the nearest 
contracts of the 25% of commodities with the lowest roll yields. The variables CBCK and CCON 
are the excess returns on the portfolios of long and short positions, respectively. 
 
4.3.2 Estimation Approach 
Our estimation approach is inspired by recent studies in the return predictability literature 
(Westerlund and Narayan, 2012, 2015) that address the three major issues—persistency, 
heteroskedasticity, and endogeneity—prevalent in our dataset. Following Westerlund and Narayan 
(2012, 2015), we employ the feasible quasi-generalized least squares (FQGLS) based estimator 
                                                          
17 Our choice of predictors is motivated by the recent literature that uses commodity market variables in predicting 




for in-sample predictability tests. Our time series predictive regression model to predict changes 
in EPU takes the following form: 
𝑦𝑡+ℎ = 𝜃 + 𝛽
𝑎𝑑𝑗𝑥𝑡 + 𝛾(𝑥𝑡+ℎ − 𝜌0𝑥𝑡+ℎ−1) + 𝜂𝑡+ℎ                                                                          (4.1) 
where 𝑦𝑡+ℎ is the change in EPU at time 𝑡 + ℎ and 𝑥𝑡 is the predictor variable. In our case, 𝑦𝑡+ℎ 
is the change in EPU for the United States and 14 other countries, while 𝑥𝑡  is one of the three 
predictors (CMKT, CBCK, and CCON). The error term is characterized by a zero mean and 
variance 𝜎2. The term 𝛽𝑎𝑑𝑗 = 𝛽 − 𝛾(𝜌 − 𝜌0) can be interpreted as the limit of the bias-adjusted 
ordinary least squares estimator of Lewellen (2004). Westerlund and Narayan (2012) assume that 
𝜌 = 1 + 𝑐
𝑇
, where 𝑐 ≤ 0 is a drift parameter that measures the degree of persistency in 𝑥𝑡. The 
FQGLS estimator for testing the null hypothesis of no predictability captures the autoregressive 
conditional heteroskedasticity (ARCH) structure in the errors by weighting all the data by 1 𝜎𝜂𝑡⁄ . 












                                                                                                    (4.2) 
where 𝜋𝑡+ℎ =  1 𝜎𝜂𝑡+ℎ⁄  is the FQGLS weight and 𝑥𝑡
𝑑 = 𝑥𝑡 − ∑ 𝑥𝑠 𝑇⁄
𝑇
𝑠=2 , with a similar definition 
for 𝑦𝑡
𝑑, where 𝑇 is the sample size and optimal lag length 𝑞 = max{𝑞𝑥, 𝑞𝑦,𝑥} is selected using the 
Schwarz Bayesian criterion. 
 
4.3.3 Out-of-Sample Forecast Evaluation Measure 
Following previous studies (Gospodinov and Ng, 2013; Narayan and Bannigidadmath, 2015a; 
Bannigidadmath and Narayan, 2016), we use a recursive out-of-sample forecasting exercise. We 
estimate the predictive regression model for the in-sample period, 𝑡0 to 𝑡 − ℎ, and generate ℎ-
period-ahead forecasts for ℎ = 3, 6, 12, and 24 months. We then re-estimate the model over the 
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period 𝑡0 to 𝑡 + 1 − ℎ and forecast the change in EPU for the next ℎ periods. This process is 
repeated until 𝑇 − ℎ observations. This forecasting exercise allows us to use the information 
available till 𝑇 − ℎ observations, so that our forecasts resemble real-time forecasts. We use 50% 
of the full sample of data as the out-of-sample period. The out-of-sample estimation covers the 
period April 2000 to June 2015. We compare the out-of-sample forecasts with the historical mean 
model. The forecasting performance is evaluated by the well-known Campbell–Thompson (2008) 
out-of-sample 𝑅2 (𝑂𝑅2). This measure is given by 𝑂𝑅2 = 1 − (𝑀𝑆𝐹𝐸𝑀 𝑀𝑆𝐹𝐸𝐻)⁄ , where 𝑀𝑆𝐹𝐸𝑀 
and 𝑀𝑆𝐹𝐸𝐻 are the mean squared forecast errors for the benchmark predictive regression model 
and the historical mean model, respectively. We also compute the p-value corresponding to Clark 
and West’s (2007) 𝑀𝑆𝐹𝐸-adjusted test statistic, which examines the null hypothesis that 𝑂𝑅2 ≤ 0 
against the alternative hypothesis 𝑂𝑅2 > 0. 
 
4.3.4 Preliminary Statistical Features of the Data 
Our main objective in this section is to understand the persistency, heteroskedasticity, and 
endogeneity of our data that motivate the application of the FQGLS estimator for in-sample 
predictability tests. Before we begin, however, we look at the mean and standard deviation of the 
predictors and dependent variables reported in Table 4.2. The average commodity futures excess 
return (CMKT) is 3.26% per annum, with a standard deviation of 3.41%. Taking a long position 
in 25% of the most backwardated commodities yields a return of 8.95% per annum. The mean and 
standard deviations of changes in EPU indicate that the policy uncertainty of four countries—
China, Russia, Brazil, and the Netherlands—are most volatile, while the policy uncertainty of the 




Table 4.2: Descriptive statistics 
 Mean SD 𝜌 AR(4) AR(8) ARCH(4) ARCH(8) 
CMKT 0.2717 3.4053 0.0107 0.0000 0.0000 0.0000 0.0000 
CBCK 0.7460 4.8304 0.1175 0.1400 0.1140 0.2297 0.2017 
CCON 0.0529 4.1601 -0.0069 0.0000 0.0000 0.0001 0.0001 
US 1.2155 16.9705 0.8409 0.9180 0.9960 0.9761 0.9974 
CAN 5.3728 35.8612 0.7851 0.8670 0.9670 0.1389 0.3845 
FRA 9.3439 50.5162 0.7894 0.8140 0.5520 0.1412 0.2865 
JAP 5.0428 32.2624 0.5806 0.4530 0.7130 0.6322 0.3602 
SK 8.2787 50.0153 0.7226 0.0000 0.0000 0.0004 0.0000 
BRL 15.4565 71.1121 0.5441 0.9080 0.2130 0.6335 0.0386 
GER 8.6920 46.5928 0.6113 0.8270 0.9330 0.5936 0.6833 
RUS 20.6645 80.0027 0.6285 0.0000 0.0020 0.2040 0.4519 
CHN 18.8297 81.5665 0.6643 0.8840 0.9940 0.8206 0.9808 
UK 5.2127 32.5913 0.8900 0.5620 0.0990 0.4004 0.7874 
ITA 5.2891 35.2303 0.6086 0.9650 0.9940 0.3183 0.7606 
AUS 7.5628 43.4658 0.7316 0.5220 0.7280 0.8077 0.7560 
SPA 10.4236 56.5118 0.6509 0.9920 1.0000 0.9220 0.9815 
IND 7.8865 43.5908 0.7209 0.0000 0.0000 0.6362 0.3434 
NET 17.6012 71.3764 0.4113 0.9780 0.9990 0.7582 0.9781 
Notes: This table reports the selective descriptive statistics for the three predictor variables (CMKT, CBCK, and 
CCON), and for the changes in economic policy uncertainty of 15 countries. 𝜌 refers to the autoregressive coefficient; 
AR (p) refers to the autocorrelation in the squared variable at lag p; and ARCH (q) refers to a Lagrange multiplier test 
of the zero slope restriction in an ARCH regression of order q. 
 
In Table 4.2, we also report the results of persistency and heteroskedasticity tests. The first-
order autoregressive coefficient (𝜌) reported in the fourth column of the table suggests that 
predictors are not persistent. This result is quite expected. In turn, the first-order autoregressive 
coefficients for changes in the EPU of the United States and the United Kingdom are close to one, 
indicating persistency in these series. The autocorrelations associated with the squared variables 
are statistically significant for two (CMKT and CCON) of the three predictors, while, for the 
changes in EPU, the autocorrelations are statistically significant for South Korea, Russia, and 
India. The autocorrelations associated with the squared variable indicate the presence of ARCH 
effects. We also formally test for ARCH effects by filtering each series and running an 
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autoregressive model with 12 lags. The p-value of the Lagrange multiplier test to examine the null 
hypothesis of no ARCH in the filtered series is reported in the last two columns of Table 4.2. 
Strong presence of ARCH is seen in the predictor variables CMKT and CCON. For the changes 
in EPU, the null hypothesis of no ARCH is rejected for South Korea. 
 
Table 4.3: Endogeneity tests 
Countries CMKT CBCK CCON 
US  -0.6962 (0.0074) -0.5346 (0.0038) 0.2968 (0.1644) 
CAN  -1.1588 (0.0354) -1.1885 (0.0023) 0.4804 (0.2865) 
FRA  0.5138 (0.5210) -0.2667 (0.6475) -1.2269 (0.0614) 
JAP  -0.6786 (0.1963) -0.4989 (0.1954) 0.6417 (0.1417) 
SK  -1.5370 (0.0662) -1.4131 (0.0212) 0.5075 (0.4669) 
BRL  -1.4109 (0.2383) -0.2236 (0.7999) 0.7188 (0.4701) 
GER  -1.1619 (0.1434) -0.3022 (0.6056) 0.4717 (0.4769) 
RUS  -0.8497 (0.5376) -0.3660 (0.7192) 0.3167 (0.7853) 
CHN  -0.2234 (0.8747) -1.3821 (0.1854) -1.0245 (0.3977) 
UK  -0.9723 (0.0886) -0.6225 (0.1456) 0.1524 (0.7572) 
ITA  -0.1469 (0.8120) -0.7561 (0.1018) 0.4281 (0.4184) 
AUS  -2.1706 (0.0046) -1.4741 (0.0115) 1.4047 (0.0337) 
SPA  -1.4458 (0.0713) -2.0025 (0.0140) 0.9401 (0.3210) 
IND  -0.8161 (0.3322) -0.8530 (0.2033) -0.2462 (0.7556) 
NET  0.1495 (0.9143) -1.1037 (0.3294) -1.1971 (0.3552) 
Notes: This table reports the endogeneity test results. We report the coefficient (𝛾) and the corresponding p-value from 
equation (4.3). The predictor variable is deemed endogenous if 𝛾 is statistically different from zero. 
 
As a final test in the preliminary analysis, we search for evidence of endogeneity in the 
predictive regression model. The results are reported in Table 4.3. We report the coefficient 𝛾 from 
equation (4.3) and the p-value testing the null hypothesis that 𝛾 is statistically different from zero: 
𝜀𝑦,𝑡 =  𝛾𝜀𝑥,𝑡 + 𝜂𝑡                                                                                                                                       (4.3) 
where 𝜀𝑦,𝑡 and 𝜀𝑥,𝑡 are the error terms from a predictive regression model and an AR(1) model of 
predictors, respectively. The statistical significance of 𝛾 indicates that the predictor variable is 
endogenous. For the changes in EPU of the United States, Canada, South Korea, Australia, and 
115 
 
Spain, the predictors CMKT and CBCK are endogenous. Evidence of endogeneity also exists for 
the predictor CCON, where 𝛾 is significantly different from zero for France and Australia. 
Our conclusion from the preliminary analysis is that persistency is not a serious concern; 
however, heteroskedasticity and endogeneity in the predictive regression model have to be 
addressed in our empirical framework. Our choice of the FQGLS-based estimator addresses these 
concerns. 
 
4.4 IN-SAMPLE PREDICTABILITY TESTS 
In this section, we discuss the in-sample predictability tests for the United States followed by in-
sample predictability tests for 14 other countries. In the subsequent sub-sections, we conduct a 
number of additional tests for the United States, for which we have long data series spanning from 
January 1985 to June 2015. 
 
4.4.1 In-Sample Predictability Test Results for the United States 
In this section, we examine in-sample evidence of predictability for changes in EPU of the United 
States. The results from equation (4.1) with ℎ = 3, 6, 12, and 24 are reported in Panel A of Table 
4.4. We find that CMKT (CBCK) predicts changes in EPU at all four horizons at the 1% (5%) 
significance level. With CCON as a predictor, the null hypothesis of no predictability is rejected 
at longer horizons of six, 12, and 24 months at the 1% level. The coefficients of CMKT and CBCK 
are negative, suggesting that these variables negatively predict changes in EPU. The coefficients 
of CCON are positive, indicating that excess returns on a portfolio going short in contango 
commodities positively predict changes in EPU. The 𝑅2 statistics across all three predictors 
increase with increases in horizons and range from 0.71% for CCON at ℎ = 3 to 6.01% for CMKT 
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at ℎ = 24. These results clearly suggest that all three predictors from the commodity futures 
market predict changes in US policy uncertainty. 
 A number of studies have investigated the oil price–economic growth nexus (e.g., 
Hamilton, 2011; Narayan et al., 2014). They show the importance of changes in oil price for 
macroeconomic variables such as inflation and economic output. It is therefore reasonable to 
question whether the in-sample predictability is driven by crude oil. To answer this question, we 
construct the predictors by excluding crude oil from the sample of commodities. This means we 
end up using 25 commodities in computing the CMKT, CBCK, and CCON predictors. The in-
sample predictability results excluding crude oil from the sample are reported in Panel B of Table 
4.4.  Our main results remain unchanged. We find that all three predictors predict changes in EPU 
at all four horizons. The sign and statistical significance of the coefficients and the 𝑅2 statistics of 
the regression model are robust to the exclusion of crude oil. 
To check the robustness of our results, we augment our predictive regression model with 
five macroeconomic risk variables. These variables are growth in industrial production, changes 
in expected inflation, changes in unexpected inflation, the default spread, and the term spread. 
Following Brooks et al. (2016), we estimate expected inflation as the three-month moving average 
of the inflation rate. The unexpected inflation rate is then computed as the difference between the 
observed and expected inflation rates. The default term spread is the difference between Moody’s 
Baa corporate bond yield and the 10-year long-term government bond yield; the term spread is the 
difference between the 10-year long-term government bond yield and the three-month Treasury 
bill rate.18  
                                                          
18 The industrial production series, Moody’s Baa corporate bond yields, 10-year long-term government bond yields, 
and three-month Treasury bill rates are downloaded from the Federal Reserve Economic Data website. 
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Table 4.4: In-sample predictability results for changes in EPU of the United States 
  ℎ = 3  ℎ = 6  ℎ = 12  ℎ = 24 
  𝛽 𝑡𝐹𝑄𝐺𝐿𝑆 𝑅
2  𝛽 𝑡𝐹𝑄𝐺𝐿𝑆 𝑅
2  𝛽 𝑡𝐹𝑄𝐺𝐿𝑆 𝑅
2  𝛽 𝑡𝐹𝑄𝐺𝐿𝑆 𝑅
2 
  Panel A: All commodities 
CMKT  -0.2284 -3.1301 0.0268  -0.2609 -3.5774 0.0352  -0.3004 -4.1310 0.0464  -0.3414 -4.6480 0.0601 
CBCK  -0.1667 -2.3869 0.0156  -0.1604 -2.2926 0.0160  -0.2065 -2.9428 0.0241  -0.2000 -2.6862 0.0209 
CCON  0.1203 1.6060 0.0071  0.2153 2.8811 0.0233  0.2698 3.6146 0.0360  0.3507 4.6440 0.0598 
  Panel B: All commodities except WTI crude oil 
CMKT  -0.2115 -2.8723 0.0230  -0.2555 -3.4720 0.0336  -0.2961 -4.0343 0.0443  -0.3358 -4.5520 0.0579 
CBCK  -0.1353 -1.9034 0.0100  -0.1572 -2.2130 0.0148  -0.1783 -2.4946 0.0175  -0.2002 -2.7160 0.0214 
CCON  0.1547 2.0729 0.0119  0.2706 3.6547 0.0368  0.3009 4.0629 0.0451  0.3326 4.4161 0.0544 
  Panel C: Model augmented by macroeconomic variables 
CMKT  -0.2020 -2.4195 0.0537  -0.2408 -2.9871 0.1263  -0.2635 -3.5066 0.2451  -0.2874 -4.4627 0.4713 
CBCK  -0.1403 -1.8268 0.0472  -0.1786 -2.4130 0.1192  -0.2074 -2.9866 0.2381  -0.2185 -3.5464 0.4601 
CCON  0.0739 0.9544 0.0405  0.1433 1.9137 0.1135  0.1836 2.6240 0.2331  0.2202 3.6269 0.4609 
Notes: This table reports the in-sample predictability test results for changes in economic policy uncertainty of the United States. We use three predictors, namely, 
equal-weighted commodity futures excess returns (CMKT), excess return on a portfolio going long in 25% most backwardated commodities (CBCK), and excess 
return on a portfolio going short in 25% most contango commodities (CCON). We employ the Westerlund and Narayan (2012, 2015) FQGLS-based t-statistic for 
testing  𝛽 = 0. The estimation covers the sample period January 1985–June 2015. Panel A reports the results on the null hypothesis of no predictability with 
predictors computed using all the 27 commodities in the sample. Panel B reports the predictability test results with predictors computed by excluding crude oil. 
Panel C reports the results for the predictive regression model augmented by five macroeconomic variables (industrial production growth rate, default spread, term 















Table 4.5: In-sample predictability results for changes in EPU of other countries 
  ℎ = 3  ℎ = 6  ℎ = 12  ℎ = 24 
  𝛽 𝑡𝐹𝑄𝐺𝐿𝑆 𝑅
2  𝛽 𝑡𝐹𝑄𝐺𝐿𝑆 𝑅
2  𝛽 𝑡𝐹𝑄𝐺𝐿𝑆 𝑅
2  𝛽 𝑡𝐹𝑄𝐺𝐿𝑆 𝑅
2 
  Panel A: CMKT 
CAN  -0.2458 -3.0200 0.0986  -0.2147 -2.6957 0.1502  -0.3854 -5.1214 0.2436  -0.3299 -4.6313 0.3527 
FRA  -0.0965 -1.1044 0.0253  -0.0598 -0.6878 0.0500  -0.0550 -0.6455 0.0986  -0.0864 -1.0961 0.2689 
JAP  -0.0478 -0.5283 0.0286  0.0602 0.6725 0.0459  -0.0807 -0.9223 0.1055  -0.1257 -1.4089 0.0832 
SK  -0.0940 -1.0213 0.0219  -0.1710 -1.8730 0.0521  -0.3069 -3.4658 0.1347  -0.1573 -1.7253 0.1245 
BRL  -0.1356 -1.4355 0.0288  -0.0685 -0.7192 0.0255  -0.1301 -1.3618 0.0429  -0.2067 -2.1958 0.0863 
GER  -0.2066 -2.1440 0.0312  -0.2907 -3.0603 0.0843  -0.0973 -1.0365 0.0859  -0.2448 -2.7873 0.2486 
RUS  -0.2956 -3.0924 0.0855  -0.0573 -0.5857 0.0423  -0.0918 -0.9159 0.0220  -0.0019 -0.0192 0.0222 
CHN  -0.1267 -1.2720 0.0382  -0.0087 -0.0878 0.0421  -0.1945 -2.0657 0.1505  -0.0893 -0.9319 0.1380 
UK  -0.1136 -1.1356 0.0679  -0.0563 -0.5679 0.0852  -0.1134 -1.2156 0.2006  -0.0451 -0.5846 0.5011 
ITA  -0.1183 -1.1874 0.0636  -0.2037 -2.1403 0.1617  -0.1608 -1.7547 0.2286  -0.0138 -0.1609 0.3821 
AUS  -0.3085 -3.0413 0.0616  -0.1657 -1.6149 0.0553  -0.1534 -1.5537 0.1777  -0.2533 -3.6893 0.6106 
SPA  -0.1823 -1.5656 0.0374  -0.1854 -1.6867 0.0325  0.0504 0.4612 0.0783  -0.1604 -1.6210 0.2757 
IND  -0.0489 -0.4306 0.0299  -0.2182 -1.6251 0.0523  -0.2094 -1.9517 0.1751  -0.2037 -2.4185 0.5367 
NET  -0.3748 -3.4698 0.1427  -0.1754 -1.7026 0.2302  -0.0620 -0.7112 0.4620  0.0482 0.4617 0.2881 
  Panel B: CBCK 
CAN  -0.1610 -2.1434 0.0858  -0.0915 -1.2475 0.1372  -0.2145 -3.0339 0.2108  -0.2219 -3.2391 0.3323 
FRA  0.0071 0.0856 0.0221  -0.0305 -0.3722 0.0489  -0.0502 -0.6131 0.0997  0.0246 0.3242 0.2659 
JAP  -0.0659 -0.7671 0.0298  0.0260 0.3031 0.0449  -0.0883 -1.0538 0.1077  -0.2384 -2.7966 0.1025 
SK  -0.1057 -1.1922 0.0243  -0.1168 -1.3288 0.0471  -0.2062 -2.4016 0.1160  -0.1996 -2.2935 0.1331 
BRL  -0.0530 -0.5798 0.0235  -0.0310 -0.3370 0.0209  -0.0691 -0.7496 0.0351  -0.1473 -1.6190 0.0714 
GER  -0.1279 -1.3760 0.0212  -0.2350 -2.5631 0.0746  -0.0755 -0.8346 0.0844  -0.1740 -2.0266 0.2282 
RUS  -0.2524 -1.6331 0.0840  -0.0369 -0.3892 0.0416  -0.0696 -0.7215 0.0255  -0.0282 -0.2892 0.0207 
CHN  -0.1086 -1.1326 0.0427  -0.0114 -0.1188 0.0432  -0.1263 -1.3827 0.1405  -0.0592 -0.6324 0.1387 
              Continued Overleaf 
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Table 4.5: Continued 
 
  ℎ = 3  ℎ = 6  ℎ = 12  ℎ = 24 
  𝛽 𝑡𝐹𝑄𝐺𝐿𝑆 𝑅
2  𝛽 𝑡𝐹𝑄𝐺𝐿𝑆 𝑅
2  𝛽 𝑡𝐹𝑄𝐺𝐿𝑆 𝑅
2  𝛽 𝑡𝐹𝑄𝐺𝐿𝑆 𝑅
2 
  Panel B continued: CBCK 
UK  -0.0775 -0.7881 0.0593  -0.0295 -0.3002 0.0841  -0.0191 -0.2031 0.1827  -0.0078 -0.1024 0.4949 
ITA  -0.1749 -1.8029 0.0718  -0.1446 -1.5085 0.1311  -0.1609 -1.7572 0.2240  0.0081 0.0961 0.3771 
AUS  -0.2345 -2.3054 0.0491  -0.1628 -1.6028 0.0553  -0.0943 -0.9671 0.1715  -0.2479 -3.5523 0.6101 
SPA  -0.2193 -1.9352 0.0607  -0.1948 -1.6876 0.0280  0.0811 0.6984 0.0767  -0.1500 -1.4258 0.2755 
IND  0.0193 0.1568 0.0211  -0.1100 -0.8877 0.0319  -0.2278 -1.9403 0.1710  -0.1304 -1.3692 0.5203 
NET  -0.3771 -3.2030 0.1295  -0.1548 -1.3986 0.2425  -0.0913 -0.9703 0.4744  0.0344 0.2957 0.2881 
  Panel C: CCON 
CAN  0.0647 0.8540 0.0793  0.1364 1.8475 0.1408  0.2539 3.5861 0.2155  0.1651 2.4264 0.3227 
FRA  0.0090 0.1104 0.0217  0.0268 0.3308 0.0535  0.0339 0.4252 0.1021  0.0289 0.3910 0.2650 
JAP  -0.0058 -0.0681 0.0273  -0.1022 -1.2190 0.0474  0.0984 1.2050 0.1073  0.1272 1.5239 0.0843 
SK  0.0003 0.0038 0.0175  0.0813 0.9353 0.0416  0.2072 2.4659 0.1095  0.1093 1.2925 0.1176 
BRL  0.0770 0.8776 0.0254  0.0635 1.7192 0.0196  0.1239 1.4097 0.0401  0.1708 1.9570 0.0752 
GER  0.1323 1.4720 0.0241  0.1881 2.1128 0.0686  0.0443 0.5002 0.0842  0.1483 1.7652 0.2337 
RUS  0.2879 3.2064 0.0878  0.0799 0.8596 0.0438  0.0061 0.0642 0.0190  -0.1307 -1.3707 0.0339 
CHN  -0.0557 -0.5885 0.0318  -0.0245 -0.2589 0.0371  0.0924 1.0281 0.1434  -0.0256 -0.2808 0.1337 
UK  0.0538 0.5661 0.0595  -0.0102 -0.1089 0.0844  0.0653 0.7253 0.1692  0.0406 0.5452 0.4955 
ITA  -0.0187 -0.1977 0.0583  0.1051 1.1614 0.1548  0.1079 1.2391 0.2243  -0.0926 -1.1327 0.3862 
AUS  0.1672 1.7092 0.0299  0.0092 0.0943 0.0437  0.0641 0.6720 0.1671  0.1583 2.3264 0.5897 
SPA  0.0715 0.6569 0.0238  0.0951 0.8646 0.0194  -0.1252 -1.1625 0.0843  -0.0027 -0.0259 0.2640 
IND  -0.0837 -0.7136 0.0260  0.0057 0.0473 0.0268  0.0204 0.1802 0.1448  0.2646 3.1123 0.5440 
NET  0.2501 2.1647 0.0972  0.0360 0.3302 0.2112  0.1470 1.6566 0.4765  0.0204 0.1918 0.2891 
Notes: This table reports the in-sample predictability test results for changes in economic policy uncertainty of the countries listed in the first column. We use three 
predictors, namely, commodity futures excess returns (CMKT), excess return on a portfolio going long in the 25% most backwardated commodities (CBCK), and 
excess return on a portfolio going short in the 25% most contango commodities (CCON). We employ the Westerlund and Narayan (2012, 2015) FQGLS-based t-
statistic for testing  𝛽 = 0. The predictive regression model is augmented by five macroeconomic variables (industrial production growth rate, default spread, term 
spread, changes in expected and unexpected inflation). The sample period of estimation varies by country and is reported in Table 4.1.  
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The in-sample predictability results from the regression model augmented by five 
macroeconomic variables are reported in Panel C of Table 4.4. The predictors CMKT and CBCK 
predict changes in EPU at all four horizons, while CCON predicts changes in EPU at six-, 12-, and 
24-month horizons. The 𝑅2 statistics are significantly higher at longer horizons. Across the three 
regression models, the 𝑅2 statistic, on average, is 46.41% when ℎ = 24. This compares to an 𝑅2 
statistic of 4.71% when ℎ = 3. The average 𝑅2 statistics are 11.97% and 23.88% at the six- and 
12-month horizons, respectively. In untabulated results, we find that the coefficients of the default 
spread and the term spread are mostly statistically significant across all models for all four 
horizons. The coefficients of the changes in expected and unexpected inflation are mostly 
significant at the 12- and 24-month horizons. The industrial production growth rate is statistically 
significant at the 12-month (six-month) horizon when CMKT (CBCK and CCON) is used as the 
predictor. Overall, our main results regarding the sign and statistical significance of predictor 
coefficients hold, irrespective of the inclusion of macroeconomic variables. 
 
4.4.2 In-Sample Predictability Tests Results for Other Countries 
In this section, we examine whether the in-sample predictability of changes in EPU by commodity 
market variables also holds for other countries for which EPU data are available. Table 4.5 reports 
the in-sample predictability results obtained from the predictive regression models augmented by 
five macroeconomic variables.19 We find significant evidence of in-sample predictability for other 
countries. These results can be summarized as follows:  
                                                          
19 In Tables C.1 and C.2 of Appendix C, we report the results of the predictive regression model without including 
macroeconomic variables and excluding crude oil from the sample commodities. For some countries, we observe that 
including macroeconomic variables in the predictive regression model diminishes the predictive ability of the 
commodity market variables. We therefore report the regression model that accounts for macroeconomic variables. It 
is not uncommon to include US macroeconomic variables as proxies for their international counterparts due to the 
relevance of the US economy globally (e.g., Brooks et al., 2016).  
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 The variable CMKT is the most popular predictor. It predicts changes in EPU for six out 
of 14 countries at the six- and 24-month horizons, followed by the predictability of changes 
in EPU for five countries at the three- and 12-month horizons, respectively. 
 The variable CBCK predicts changes in EPU for five countries at the three- and 24-month 
horizons. This is followed by the predictability of changes in EPU for four and two 
countries at 12- and six-month horizons, respectively. 
 The variable CCON predicts changes in EPU for five countries at the 24-month horizon 
and for three countries at the three-, six-, and 12-month horizons. 
 The in-sample predictability across all three predictors is strongest at the 24-month horizon. 
As is the case for the United States, the 𝑅2 statistics increase with increases in horizon for 
all countries except Russia. 
 The predictability of changes in EPU is strongest for Canada, in that all three predictors 
predict changes in EPU at the 12- and 24-month horizon. At the three- and six-month 
horizons, two predictors predict changes in EPU for Canada. This is followed by Australia, 
where all three predictors predict changes in EPU at the three- and 24-month horizons. 
 For four countries (Germany, South Korea, Spain, and India), two of the three predictors 
predict changes in EPU at two of the four horizons. For two countries (Italy and the 
Netherlands), one of the three predictors predicts changes in EPU for three out of four 
horizons. 
 For Japan, Brazil, Russia, and China, the evidence of predictability is observed at one of 
the four horizons, while there is no evidence of predictability for the EPU of the United 




4.4.3 Sub-Sample Analysis for the United States 
We test whether the in-sample predictability results obtained over the full sample period also hold 
for the two sub-samples: the pre-financialization period (January 1985–December 2000) and the 
post-financialization period (January 2001–June 2015). We do this for the United States, for which 
we have EPU index data from January 1985 to June 2015. The results are reported in Table 4.6. 
 
Table 4.6: In-sample predictability results for two sub-samples for the United States 
  Panel A: Pre-financialization period 
  ℎ = 3  ℎ = 6 
  𝛽 𝑡𝐹𝑄𝐺𝐿𝑆 𝑅
2  𝛽 𝑡𝐹𝑄𝐺𝐿𝑆 𝑅
2 
CMKT  -0.0562 -0.5233 0.0049  -0.2023 -1.8709 0.0189 
CBCK  0.0374 0.3897 0.0026  -0.0854 -0.8874 0.0070 
CCON  0.0949 0.8997 0.0061  0.1819 1.7112 0.0171 
  ℎ = 12  ℎ = 24 
CMKT  -0.3507 -3.2754 0.0582  -0.2612 -2.2614 0.0339 
CBCK  -0.2650 -2.7642 0.0434  -0.1458 -1.3026 0.0122 
CCON  0.2383 2.2216 0.0271  0.2242 1.9626 0.0229 
  Panel B: Post-financialization period 
  ℎ = 3  ℎ = 6 
  𝛽 𝑡𝐹𝑄𝐺𝐿𝑆 𝑅
2  𝛽 𝑡𝐹𝑄𝐺𝐿𝑆 𝑅
2 
CMKT  -0.3251 -3.1736 0.0559  -0.2937 -2.8550 0.0471 
CBCK  -0.3373 -3.3493 0.0620  -0.2238 -2.1855 0.0291 
CCON  0.1332 1.2338 0.0093  0.2325 2.1803 0.0320 
   ℎ = 12    ℎ = 24  
CMKT  -0.2885 -2.7915 0.0440  -0.3821 -3.7584 0.0767 
CBCK  -0.1817 -1.7594 0.0190  -0.2449 -2.3867 0.0325 
CCON  0.2926 2.7509 0.0428  0.4178 4.0175 0.0867 
Notes: This table reports the in-sample predictability test results for changes in economic policy uncertainty of the 
United States for two sub-samples: the pre-financialization period (January 1985–December 2000) and the post-
financialization period (January 2001–June 2015). We use three predictors, namely, commodity futures excess returns 
(CMKT), excess return on a portfolio going long in the 25% most backwardated commodities (CBCK), and excess 
return on a portfolio going short in the 25% most contango commodities (CCON). We employ the Westerlund and 






The key findings can be summarized as follows: 
 During the pre-financialization period, the predictability is mainly concentrated at longer 
horizons (six, 12, and 24 months). All three predictors predict changes in EPU when ℎ = 
12, while CMKT and CCON predict changes in EPU at horizons of six and 24 months. 
There is no evidence of predictability at the three-month horizon. 
 The predictability at all horizons is stronger during the post-financialization period. All the 
predictors predict changes in EPU at the six-, 12-, and 24-month horizons, while CMKT 
and CBCK predict changes in EPU at the three-month horizon. The in-sample 
predictability at the shorter horizon of three months is concentrated in the post-
financialization period. 
Overall, our results regarding predictability at longer horizons hold in both the sub-
samples. The evidence of strong predictability during the post-financialization period is consistent 
with the findings of Brooks et al. (2016), who find statistically significant commodity risk 
premium for the second sub-sample. 
 
4.4.4 In-Sample Predictability Tests with Commodity Sector Returns as Predictors 
Lastly, we seek to answer whether there are any particular commodity sectors that are driving the 
in-sample predictability. To do so, we use the equal-weighted average of futures excess returns of 
all commodities in a sector as the predictor of change in EPU. The results with six commodity 
sector returns (energy, food stuffs, grains and oilseeds, industrials, livestock, and metals) as 
predictors are reported in Table 4.7. The regression model is also augmented by five 
macroeconomic risk variables discussed above. We observe that the returns of only two sectors 
(industrials and livestock) predict changes in EPU at ℎ = 3. When ℎ = 6, the null hypothesis of 
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no predictability is rejected for grains and oilseeds and the industrials. Four sector returns (energy, 
grains and oilseeds, industrials, livestock and meats) predict changes in EPU at the 12-month 
horizon, while three sector returns (grains and oilseeds, industrials, livestock) predict changes in 
EPU at the 24-month horizon. This result indicates that predictability by sector returns is strongest 
for ℎ = 12, followed by ℎ = 24. The industrial sector return is the strongest predictor, in that it 
predicts the changes in EPU for all four horizons. This is followed by the returns of grains and 
oilseeds and livestock, which predict changes in EPU for three horizons. The energy sector returns 
predict changes in EPU only at the 12-month horizon. We find no evidence of foodstuffs and 
metals returns predicting changes in EPU at any of the horizons.  
 
Table 4.7: In-sample predictability using commodity sector returns as predictors 
  ℎ = 3  ℎ = 6 
  𝛽 𝑡𝐹𝑄𝐺𝐿𝑆 𝑅
2  𝛽 𝑡𝐹𝑄𝐺𝐿𝑆 𝑅
2 
Energy  -0.1235 -1.4328 0.0493  -0.1020 -1.2212 0.1098 
Food stuffs  0.0130 0.1698 0.0386  0.0304 0.4079 0.1055 
Grains and oilseeds  -0.0947 -1.2352 0.0422  -0.2215 -3.0214 0.1269 
Industrials  -0.2145 -2.6753 0.0579  -0.1761 -2.2718 0.1182 
Livestock and meats  -0.1264 -1.6784 0.0475  -0.0567 -0.7752 0.1088 
Metals  -0.0735 -0.9388 0.0431  -0.0692 -0.9107 0.1067 
  ℎ = 12  ℎ = 24 
  𝛽 𝑡𝐹𝑄𝐺𝐿𝑆 𝑅
2  𝛽 𝑡𝐹𝑄𝐺𝐿𝑆 𝑅
2 
Energy  -0.1514 -1.9351 0.2263  -0.1029 -1.4316 0.4431 
Foodstuffs  -0.0391 -0.5578 0.2202  -0.0369 -0.5951 0.4404 
Grains and oilseeds  -0.1196 -1.7210 0.2244  -0.2264 -3.8753 0.4639 
Industrials  -0.2581 -3.5943 0.2461  -0.1927 -3.1084 0.4554 
Livestock and meats  -0.2123 -3.0827 0.2388  -0.1416 -2.3130 0.4484 
Metals  -0.1010 -1.4217 0.2228  -0.0983 -1.5944 0.4443 
Notes: This table reports the in-sample predictability test results for changes in economic policy uncertainty of the 
United States using commodity sector returns as predictors. We use six commodity sector returns as predictors, 
namely, energy, food stuffs, grains and oil seeds, industrials, livestock and meats, and metals. Sector returns are 
computed as the equal-weighted average of futures returns of all commodities in a sector. We employ the Westerlund 
and Narayan (2012, 2015) FQGLS-based t-statistic for testing  𝛽 = 0. The estimation covers the sample period 
January 1985–June 2015. We report the coefficient on beta, its t-statistic and 𝑅2. 
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Table 4.8: In-sample predictability results for three categories of EPU for the United States 
  ℎ = 3  ℎ = 6  ℎ = 12  ℎ = 24 
  𝛽 𝑡𝐹𝑄𝐺𝐿𝑆 𝑅
2  𝛽 𝑡𝐹𝑄𝐺𝐿𝑆 𝑅
2  𝛽 𝑡𝐹𝑄𝐺𝐿𝑆 𝑅
2  𝛽 𝑡𝐹𝑄𝐺𝐿𝑆 𝑅
2 
  CMKT 
MPU  -0.0283 -0.3833 0.0022  -0.0710 -0.9580 0.0026  -0.0433 -0.5822 0.0039  -0.3094 -4.1881 0.0493 
FPU  0.0011 0.0148 0.0012  -0.0709 -0.9563 0.0027  -0.2655 -3.6320 0.0364  -0.2700 -3.6326 0.0375 
TPU  0.0568 0.7680 0.0017  0.0253 0.3414 0.0016  0.0739 0.9955 0.0062  -0.0163 -0.2159 0.0016 
  CBCK 
MPU  0.0267 0.3799 0.0054  -0.0391 -0.5552 0.0009  -0.0282 -0.3967 0.0015  -0.1795 -2.4069 0.0171 
FPU  0.0164 0.2336 0.0031  -0.0190 -0.2692 0.0003  -0.1768 -2.5128 0.0190  -0.1835 -2.4611 0.0176 
TPU  0.1014 1.4451 0.0058  0.0888 1.2647 0.0098  0.1396 1.5781 0.0136  0.0436 0.5797 0.0011 
  CCON 
MPU  0.0050 0.0665 0.0008  0.0197 0.2607 0.0007  -0.0044 -0.0576 0.0020  0.2637 3.4466 0.0350 
FPU  -0.0136 -0.1808 0.0002  0.0823 1.0900 0.0034  0.2280 3.0379 0.0257  0.2388 3.1091 0.0278 
TPU  -0.1162 -1.5505 0.0067  -0.0512 -0.6782 0.0013  -0.0244 -0.3210 0.0047  -0.1341 -1.7309 0.0099 
Notes: This table reports the in-sample predictability test results for the three categories of EPU, namely, the monetary policy uncertainty (MPU), the fiscal policy 
uncertainty (FPU), and the trade policy uncertainty (TPU). Here, our dependent variables in predictive regression model are the changes in MPU, FPU, and TPU 
of the Unites States, respectively. We use the same predictors, namely, commodity futures excess returns (CMKT), excess return on a portfolio going long in the 
25% most backwardated commodities (CBCK), and excess return on a portfolio going short in the 25% most contango commodities (CCON). We employ the 








4.4.5 In-Sample Predictability Tests for EPU Categories of the United States  
We further investigate the predictability results for three of the major EPU categories: monetary 
policy uncertainty, fiscal policy uncertainty, and trade policy uncertainty. This enables us to 
identify the source of predictability to some extent. The results are reported in Table 4.8. 
Predictability is strongest at the 24-month horizon. All three predictors predict changes in 
monetary policy uncertainty at the horizon of 24 months. Further, all three predictors predict 
changes in fiscal policy uncertainty at ℎ = 12 and ℎ = 24. Consistent with our earlier results, 
CCON positively predicts changes in monetary policy and fiscal policy uncertainty, while CMKT 
and CBCK negatively predict changes in monetary policy and trade policy uncertainty. The 
predictability for changes in trade policy uncertainty is relatively weak. Only one predictor 
(CCON) positively predicts changes in trade policy uncertainty at the 24-month horizon. 
There are three main messages from our in-sample predictability results. First, the signs of 
the coefficients for all countries are consistent, in that CMKT and CBCK negatively predict 
changes in EPU, while CCON positively predicts changes in EPU. This result indicates that a rise 
(decline) in the demand for commodities leads to a decrease (increase) in the EPU index. Second, 
the statistical significance of coefficients indicates that CMKT is the most popular predictor, 
predicting changes in the EPU of 50% (eight out of 16) of the countries at the six- and 24-month 
horizons and 44% (37%) of the countries at the three-month (12-month) horizon. The variable 
CBCK is the second most popular predictor, followed by CCON. Both these predictors predict 
changes in EPU for at least seven countries at the horizon of 24 months and for a minimum of 
three countries at the three-, six-, and 12-month horizons. The evidence of strong in-sample 
predictability at the 24-month horizon is consistent with the literature that uses commodity market 
variables as predictors (Gospodinov and Ng, 2013; Fernandez-Perez et al., 2016). Our final 
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message is that notable differences exist in predictability across countries. For instance, the in-
sample predictability for changes in EPU of the United States, Canada, and Australia is the 
strongest, while the United Kingdom and France exhibit no evidence of in-sample predictability. 
This variation in in-sample predictability for different countries is consistent with the results of 
Cespedes and Velasco (2012), who show that the macro response of commodity booms and busts 
vary for countries, depending on the policy and structural features of the economy. 
The additional in-sample tests with US data reveal that predictability at the short horizon 
of three months is concentrated in the post-financialization period, while predictability at the 
horizons of six, 12, and 24 months is evident during both the pre- and post-financialization periods. 
Further, we find that the industrial sector return is the strongest predictor of change in EPU, 
followed by the returns of grains and oilseeds and of livestock. There is no evidence that foodstuffs 
and metals returns predict changes in EPU at any of the horizons. Lastly, examining the 
predictability for three categories of EPU reveals strong evidence of predictability for monetary 
policy uncertainty and fiscal policy uncertainty at the horizons of 12 and 24 months. 
 
4.5 OUT-OF-SAMPLE PREDICTABILITY TESTS 
In this section, we examine the out-of-sample predictability of EPU for the United States and 15 
other countries included in our sample. We also compute mean CFs—the average of the forecasts 
of changes in EPU obtained from the three predictive regression models—and examine their 






4.5.1 Out-of-Sample Predictability Test Results for the United States 
Table 4.9 presents the out-of-sample predictability results for the United States. A positive 𝑂𝑅2 
statistic indicates that the predictive regression model outperforms the historical average model. 
The p-value testing the null hypothesis 𝑂𝑅2 ≤ 0 against the alternative hypothesis 𝑂𝑅2 > 0 is 
reported under the column 𝑀𝑆𝐹𝐸𝐴. The evidence of out-of-sample predictability at longer 
horizons (12 and 24 months) is very strong. Two predictors (CMKT and CCON) predict changes 
in EPU at both 12- and 24-month horizons. The variable CMKT is the most popular out-of-sample 
predictor, predicting changes in EPU at horizons of six, 12, and 24 months. There is no evidence 
that the CBCK-based predictive regression model beats the historical average model. The CFs 
reported in the last row yield statistically significant and economically sizable 𝑂𝑅2 values of 
2.08% and 1.06% at horizons of 24 and six months, respectively. The out-of-sample forecasts for 
the United States match reasonably well with the in-sample forecasts, the exception being a lack 
of out-of-sample evidence for the predictor CBCK. 
 
Table 4.9: Out-of-sample predictability results for the United States 
    ℎ = 3  ℎ = 6  ℎ = 12  ℎ = 24 
   𝑂𝑅2 𝑀𝑆𝐹𝐸𝐴  𝑂𝑅2 𝑀𝑆𝐹𝐸𝐴  𝑂𝑅2 𝑀𝑆𝐹𝐸𝐴  𝑂𝑅2 𝑀𝑆𝐹𝐸𝐴 
CMKT   0.5014 0.1174  0.7090 0.0737  1.0106 0.0947  2.4757 0.0638 
CBCK   0.1287 0.2786  0.7321 0.1106  -0.7517 0.3548  0.6794 0.1801 
CCON   -0.4302 0.3752  0.5770 0.1219  1.5842 0.0714  1.7533 0.0390 
CF   0.3346 0.1880  1.0622 0.0739  1.5050 0.1122  2.0804 0.0653 
Notes: This table reports the out-of-sample predictability results for the United States. The out-of-sample forecasts of 
the traditional predictive regression model are compared against the historical mean model for April 2000–June 2015 
out-of-sample period. ℎ-step ahead out-of-sample forecasts are generated recursively using three predictors, namely, 
equal-weighted commodity futures excess returns (CMKT), excess return on a portfolio going long in the 25% most 
backwardated commodities (CBCK), and excess return on a portfolio going short in the 25% most contango 
commodities (CCON). We also compute the forecast performance of combination forecasts (CF) which is the mean 
of forecasts from three individual predictive regression models. We report two forecast evaluation metrics, namely, 





Table 4.10: Out-of-sample predictability results for other countries 
   ℎ = 3  ℎ = 6  ℎ = 12  ℎ = 24 
   𝑂𝑅2 𝑀𝑆𝐹𝐸𝐴  𝑂𝑅2 𝑀𝑆𝐹𝐸𝐴  𝑂𝑅2 𝑀𝑆𝐹𝐸𝐴  𝑂𝑅2 𝑀𝑆𝐹𝐸𝐴 
   Panel A: CMKT 
CAN   -0.2396 0.1528  -0.4620 0.2799  6.8432 0.0132  3.6471 0.0187 
FRA   -1.5124 0.9200  0.6613 0.1195  -1.1536 0.6156  -1.8554 0.8860 
JAP   -0.0694 0.3748  -0.8596 0.8691  -1.8171 0.4446  -1.0362 0.2420 
SK   -2.0396 0.7223  -2.1482 0.8124  1.4812 0.0785  -1.1356 0.8298 
BRL   -2.2645 0.7729  3.6516 0.0027  2.9323 0.0686  2.3650 0.0006 
GER   -0.4652 0.2329  0.2070 0.1792  -5.4818 0.6250  1.4297 0.1298 
RUS   -3.7922 0.3784  -0.4156 0.3656  -1.7215 0.8688  -5.6512 0.7200 
CHN   -4.2700 0.5644  -0.3124 0.7450  0.2988 0.0310  3.1925 0.0659 
UK   -4.3399 0.9600  -1.6171 0.8232  -11.0442 0.7391  -0.4662 0.5117 
ITA   -4.2548 0.5596  3.2095 0.0385  -2.5987 0.2930  -0.6694 0.2772 
AUS   -0.9044 0.3375  -1.4278 0.4565  -8.6326 0.5260  3.3735 0.0990 
SPA   -0.3560 0.1833  -0.1385 0.0832  3.0819 0.0962  7.5519 0.0075 
IND   -5.6623 0.9830  -1.2005 0.6752  -3.0854 0.7386  -3.4012 0.7089 
NET   1.7391 0.1700  -11.3559 0.3899  -25.9213 0.4459  1.8827 0.0797 
   Panel B: CBCK 
CAN   0.9967 0.0335  -0.4544 0.6301  1.6732 0.0662  1.2449 0.1074 
FRA   -1.5638 0.8324  0.5379 0.1766  -1.3534 0.9487  -1.5191 0.8220 
JAP   0.5579 0.1545  -0.2491 0.7857  -0.5923 0.7052  -0.9701 0.1249 
SK   -2.1789 0.7393  -2.6116 0.9636  -1.8315 0.8533  -3.6677 0.8693 
BRL   -2.7989 0.8586  2.1680 0.0087  1.1171 0.0728  2.9918 0.0089 
GER   -0.1263 0.3672  0.1359 0.2522  -0.7380 0.8632  0.4636 0.2030 
RUS   -1.3404 0.5117  0.2036 0.2549  -1.2082 0.6044  -3.2281 0.8852 
CHN   -0.3464 0.9153  -0.5541 0.9207  0.9756 0.1319  0.9811 0.1567 
UK   -2.2654 0.7897  -0.7946 0.7917  -0.2078 0.3442  0.0646 0.3988 
ITA   1.8108 0.0675  0.5995 0.1996  -0.4689 0.4218  0.1424 0.3255 
AUS   0.1261 0.3087  0.3819 0.2315  -1.1843 0.6007  0.9984 0.1995 
SPA   -4.0276 0.8996  2.8728 0.0675  -8.1086 0.8175  -1.4585 0.7653 
IND   -3.3908 0.9762  -2.8129 0.9380  -0.5114 0.5242  -2.6312 0.7739 
NET   3.6794 0.0439  -3.7639 0.2287  -20.8548 0.5132  -0.0127 0.3887 




Table 4.10: Continued 
   ℎ = 3  ℎ = 6  ℎ = 12  ℎ = 24 
   𝑂𝑅2 𝑀𝑆𝐹𝐸𝐴  𝑂𝑅2 𝑀𝑆𝐹𝐸𝐴  𝑂𝑅2 𝑀𝑆𝐹𝐸𝐴  𝑂𝑅2 𝑀𝑆𝐹𝐸𝐴 
   Panel C: CCON 
CAN   -4.6894 0.9826  -1.0907 0.5490  1.9246 0.0639  0.2810 0.0052 
FRA   -1.0763 0.9801  0.6145 0.1144  -1.0222 0.3928  -0.2984 0.6482 
JAP   -0.7715 0.8393  -0.8187 0.9690  -0.2308 0.2293  0.4155 0.1896 
SK   -1.0433 0.9546  -0.0820 0.3091  1.2854 0.1115  0.0685 0.3401 
BRL   -2.0056 0.9198  0.9377 0.0772  2.6479 0.0730  3.9052 0.0067 
GER   -0.7498 0.2719  0.9413 0.1423  -2.3821 0.4170  -1.5494 0.6484 
RUS   -0.7389 0.2951  -0.9024 0.8921  -0.6740 0.5819  0.1316 0.1686 
CHN   -1.1745 0.7913  -0.1075 0.7007  0.9436 0.0150  -1.0496 0.6644 
UK   -1.5648 0.9576  -0.7763 0.6495  -5.2035 0.6914  -0.8762 0.6013 
ITA   -1.9084 0.7042  2.2478 0.0404  -0.2153 0.2439  0.4225 0.2676 
AUS   -0.0839 0.2963  -0.6046 0.5702  -0.9060 0.3546  0.9233 0.0759 
SPA   -0.3475 0.2299  -1.3671 0.1715  1.4823 0.1502  2.9216 0.0341 
IND   -5.7306 0.9333  -2.1195 0.8845  -1.4281 0.4516  -8.3354 0.7005 
NET   -3.3140 0.4116  -21.0123 0.9039  -35.2400 0.1840  -1.4384 0.4537 
   Panel D: CF 
CAN   -0.9066 0.5783  -0.4131 0.4193  4.3987 0.0244  1.9836 0.0397 
FRA   -1.2763 0.9407  1.0309 0.1121  -0.8937 0.6222  -1.0835 0.8624 
JAP   0.0372 0.3396  -0.5982 0.9418  -0.4546 0.3850  0.6300 0.1605 
SK   -1.5497 0.7910  -1.4482 0.8563  0.9999 0.1420  -1.3665 0.8430 
BRL   -2.1472 0.8637  2.6907 0.0036  2.4791 0.0620  6.2153 0.0012 
GER   0.1491 0.2267  0.9165 0.1482  -1.9801 0.5591  0.2926 0.2900 
RUS   -1.1070 0.3683  -0.0921 0.4156  -1.0126 0.7308  -2.3133 0.4935 
CHN   -1.2440 0.6626  -0.3076 0.8362  2.1049 0.0315  2.5140 0.0912 
UK   -2.6194 0.9397  -0.9137 0.8330  -4.3540 0.7178  -0.2381 0.5290 
ITA   -0.8819 0.3998  3.2953 0.0399  0.0035 0.2884  0.4257 0.2431 
AUS   0.0929 0.3043  -0.2662 0.3950  -2.4974 0.4850  2.7188 0.1013 
SPA   0.0581 0.2813  1.7052 0.0934  0.0896 0.3571  5.1817 0.0078 
IND   -4.6687 0.9793  -1.9255 0.9071  -1.3363 0.6058  -3.7608 0.7709 
NET   1.7461 0.1575  -9.7350 0.5537  -20.7495 0.3256  0.5903 0.1827 
Notes: This table reports the out-of-sample forecast performance of predictive regression model against the historical 
mean model for the countries mentioned in the first column. The out-of-sample period is 50% of the full sample data. 
ℎ-step ahead out-of-sample forecasts are generated recursively using three predictors, namely, commodity futures 
excess returns (CMKT), excess return on a portfolio going long in the 25% most backwardated commodities (CBCK), 
and excess return on a portfolio going short in the 25% most contango commodities (CCON). We also compute the 
forecast performance of combination forecasts (CFs) reported in Panel D. We compute two forecast evaluation 






4.5.2 Out-of-Sample Predictability Test Results for Other Countries 
We now consider the predictability of changes in EPU for other countries reported in Table 4.10. 
Panels A to C report the predictability results with CMKT, CBCK, and CCON as predictors, 
respectively. The performance of the CF model against the historical average model is reported in 
Panel D. Our key findings from this table are summarized as follows: 
 The variable CMKT the most popular out-of-sample predictor. For six countries (Canada, 
Brazil, China, Australia, Spain, and the Netherlands), the CMKT-based predictive 
regression model outperforms the historical average model at the horizon of 24 months. 
Further, it predicts changes in EPU for five (two) countries at the horizon of 12 (six) 
months. There is no evidence that CMKT predicts changes in EPU at the horizon of three 
months. The CMKT-based predictive regression model yields relatively high and 
statistically significant 𝑂𝑅2 statistics that range between 0.29% and 7.55%. 
 The variable CBCK turns out to be the weakest predictor. It predicts the changes in EPU 
for four countries (Canada at three- and 12-month horizons; Brazil at six-, 12-, and 24-
month horizons; the Netherlands at the three-month horizon; and Spain at the six-month 
horizon). This is the only predictor that reveals out-of-sample predictability at the three-
month horizon. In turn, CCON predicts changes in EPU for four countries at the 24-month 
horizon, for three countries at the 12-month horizon, and for two countries at the six-month 
horizon. 
 Out-of-sample predictability is strongest for the 24- and 12-month horizons. This is 
followed by evidence of out-of-sample predictability at the horizon of six months. The CF 
model also reveals strong evidence of predictability at the 24-month horizon. The CF 
model beats the historical average model for four countries at the 24-month horizon and 
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for three countries at the 12- and six-month horizons. The  𝑂𝑅2 statistics from the CF 
model are statistically significant and economically sizable, ranging from 1.71% for Spain 
to 6.22% for Brazil. 
 The changes in the EPU of two countries (Brazil and Canada) are the most predictable. All 
three predictors reveal evidence of out-of-sample predictability for at least two of the four 
horizons. For Brazil, evidence of out-of-sample predictability is statistically significant at 
the six-, 12-, and 24-month horizons. For Canada, all three predictors beat historical 
average forecasts at 12- and six-month horizons, respectively. These are also the countries 
that are predictable using the CF model. 
 The changes in EPU of four countries (Australia, China, Italy, and Spain) show limited 
evidence of out-of-sample predictability, having only two predictors supporting 
predictability for at least one of the four horizons. Nonetheless, the CFs improve the 
forecasting performance for three countries, China, Italy, and Spain. For the Netherlands, 
only one predictor beats the historical average model at the three- and 24-month horizons. 
 Seven countries (France, Japan, South Korea, Germany, Russia, the United Kingdom, and 
India) have the weakest evidence of predictability. The 𝑂𝑅2 statistics for these countries 
are statistically insignificant at all horizons. 
There are three key findings arising from the in-sample and out-of-sample analyses. First, 
CMKT turns out to be the most popular predictor in both in-sample and out-of-sample tests, while 
CBCK, the second most popular predictor, turns out to be the weakest predictor out of sample. 
Second, changes in the EPU of two countries (United States and Canada) are the most predictable 
both in sample and out of sample. The strong evidence of predictability for changes in the EPU of 
Australia in sample transpire to limited evidence out of sample, while the reverse is true for 
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changes in the EPU of Brazil. There is no evidence that any of the predictors predict changes in 
the EPU of Japan and Russia in both in-sample and out-of-sample tests. For five countries (France, 
South Korea, Germany, the United Kingdom, and India), there is no evidence of predictability out 
of sample. Our final point is that the strong evidence of in-sample predictability at the long horizon 
of 24 months holds in out-of-sample tests as well. The CF model also reveals strong evidence of 
predictability at the 24-month horizon. Therefore, the out-of-sample evidence largely corroborates 
the in-sample evidence. EPU is an important variable known to negatively affect growth and 
investment. Our findings have important implications for policy makers in understanding the 
business cycle and for investors in making financial investment decisions. 
 
4.6 CONCLUSION 
We undertake an extensive analysis to determine whether changes in EPU are predictable. We do 
this for the United States and as many as 14 other countries, which include other G7 countries and 
the BRIC countries. We consider three set of commodity futures market variables as predictors: 
the equal weighted average of futures excess returns, the excess return on a portfolio going long 
in 25% of the most backwardated commodities, and the excess return on a portfolio going short in 
25% of the most contango commodities. Our analysis unveils a number of new findings. First, the 
signs of the coefficients for all countries are consistent, in that the equal-weighted averages of 
futures returns and returns on a portfolio of backwardated commodities negatively predict changes 
in EPU, while returns on a portfolio of contango commodities positively predict changes in EPU. 
Second, an equal-weighted average of futures returns is the most popular predictor. It predicts 
changes in EPU for 50% (eight out of 16) of the countries at the six- and 24-month horizons and 
for at least 37% of the countries at the three- and 12-month horizons. Third, the evidence of 
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predictability is strong at longer horizons. Our findings are robust to the exclusion of crude oil 
from the sample and to the inclusion of macroeconomic variables in the regression. The out-of-
sample forecast results broadly corroborate the in-sample evidence of predictability. In addition, 











This chapter recapitulates the key findings and contributions of this dissertation. In the next 
section, we provide the main findings from the three empirical studies undertaken in this 
dissertation. In the penultimate section, we summarize the dissertation’s contributions to the 
literature. Lastly, we conclude by making policy implications.  
 
5.2 MAIN FINDINGS 
The main findings from the three chapters of this dissertation are presented as follows. 
1. The empirical study on the impact of economic news on the cross section of commodity 
futures excess returns reveals the following: 
a) The three-factor model augmented by a pessimism news factor is the preferred 
model. It passes the cross-sectional regression tests for all nine test assets, which 
include four portfolios based on commodity cahracteristics, four commodity 
categories, and a portfolio of all the individual commodities. The risk premium for 
the pessimism news factor is negative for all portfolios, except the volatility-sorted 
portfolios. The absolute value of the pessimism news risk premium ranges from 
0.20% for metals to 4.25% for portfolios sorted by open interest. 
b) The magnitude of the risk premium varies by the type of news and the type of 
commodity portfolio, suggesting an asymmetric effect of news on commodity 
futures excess returns. Positive news generally leads to an increase in returns and 
negative news leads to a decrease in the returns. When we compare the type of 
news, positive versus negative, there are few portfolios (livestock, metals, and 
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portfolios sorted by open interest) where only positive news is priced by investors 
and few other portfolios (agricultural commodities and portfolios sorted by 
volatility) where only negative news is priced by investors. For the remaining 
portfolios (basis, momentum, energy, all commodities), all three news variables are 
priced by investors. This result reflects the heterogeneous exposure of commodities 
to different news risk factors. 
c) The asymmetric effect of news and the heterogeneous exposure of commodities to 
news risk factors are further ascertained by our economic significance tests. These 
tests show that profits are higher for a long-only strategy based on positive news 
relative to the profits when short positions are taken based on negative news. 
Investing in a portfolio of all commodities based on positive news generates a return 
of 16.42% per annum, while the mean return with a negative news-based strategy 
is 4.67% per annum. The mean return for a portfolio of all commodities based on a 
strategy that involves both positive and negative news is 10.9% per annum. In 
addition, investing in commodity type portfolios based on both positive and 
negative news yields the highest profits for metals (15.88%), followed by 
agriculture (10.41%), energy (7.52%), and livestock (5.50%). 
d) For a long-only strategy based on positive news, profits are monotonically 
increasing with basis, momentum, open interest, and volatility, whereas, for the 
short-only strategy based on negative news, profits are decreasing with increases in 
basis, momentum, and open interest. With volatility portfolios, the profits based on 
negative news are increasing with volatility. This result indicates that commodities 
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with low basis, low momentum, low open interest, or high volatility are exposed to 
negative news risk. 
e) Finally, we test whether the news-based time series of profits can be explained by 
the common risk factors market, basis, and momentum. We find that the abnormal 
returns to our positive–negative trading strategy (which involves taking a long 
position when the news is positive and a short position when the news is negative) 
are positive and statistically significant for 29 out of 30 portfolios. The exception 
is energy, where alpha is mainly explained by the market factor. This result adds to 
the robustness of our earlier finding that pessimism news, which is the difference 
between negative and positive news, has additional information that remains 
uncaptured by the market, basis, and momentum factors. 
2. The second empirical study on the economic importance of time-varying correlations 
reveals the following: 
a) There is significant evidence of cross-correlation between commodity spot and 
futures prices. For all five commodity groups (grains, softs, metals, energy, and 
livestock) there is evidence of a positive and persistent correlation, suggesting that 
as the futures price increases, so does the spot price. 
b) The time-varying correlations reveal the existence of phases when the correlations 
are much higher and phases when the correlations are much lower than the full-
sample correlations. The time-varying correlations computed using detrended 
cross-correlation analysis enable one to identify the phases when spot and futures 
prices co-move (higher levels of correlation) and when they do not (lower levels of 
correlation). Theoretically, the basis is shrinking at higher correlations between 
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spot and futures prices and widening when the correlations are declining. Using this 
information captured via dynamic correlations, our second approach involves 
devising a trading strategy by combining time-varying correlations with the moving 
technical trading strategy. We show that using correlations with a simple moving 
strategy increases investor profits. 
c) Profits are asymmetric to higher and lower levels of correlation. We find that profits 
are maximized at higher levels of correlation. The correlation-based profits range 
from 3.65% to 23.29% per annum, while profits that do not consider correlations 
range from 2.80% to 6.89% per annum. This implies that a naïve investor, on 
average, makes 0.85% to 16.40% per annum less than an investor who strategizes 
trading based on correlation patterns. 
d) Our findings are robust to a major structural break in the commodity market. We 
find that 11 of 20 portfolios are profitable before financialization, compared to four 
portfolios in the post-financialization period. Correlation-based profits from a 
portfolio of all commodities are statistically and economically significant in the 
pre- and post-financialization periods. Across both periods, profits with 
correlations are higher than profits without correlations. Further, we find that our 
main conclusion, that correlation-based profits are higher than profits that do not 
account for correlations, remains unchanged in both the backwardation and 
contango phases of the commodity market. 
e) Finally, regressing the profits aligned to different levels of correlation on the 
commodity market factor, the risk-free rate, the basis factor, the momentum factor, 
and the open interest factor reveals that the basis and momentum factors largely 
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explain the correlation-based profits for most portfolios. However, grains and softs 
are exceptions; for these portfolios, abnormal returns are statistically significant at 
higher levels of correlations. 
3. The third empirical study on the ability of commodity market variables in predicting 
economic policy uncertainty (EPU) reveals the following: 
a) There is significant evidence of predictability for the EPU of the United States, in 
that all three predictors predict changes in EPU at the six-, 12-, and 24-month 
horizons. The coefficients of CMKT and CBCK are positive, suggesting that these 
variables positively predict changes in EPU. The coefficients of CCON are 
negative, indicating that excess returns on a portfolio going short in contango 
commodities negatively predict changes in EPU. The 𝑅2 statistics across all three 
predictors increase with increases in horizon and range from 0.71% for CCON at 
ℎ = 3 to 6.01% for CMKT at ℎ = 24. These findings are robust to the inclusion 
of macroeconomic risk variables in the regression and to the exclusion of crude oil 
from the sample of commodities. 
b) We arrive at the three main findings from extensive analysis undertaken with US 
data for which we have EPU data from January 1985 to June 2015. First, we find 
strong evidence of predictability post-financialization; nonetheless, our results 
regarding predictability at longer horizons hold in both the pre- and post-
financialization periods. Second, we find that the industrial sector return is the 
strongest predictor, followed by the returns of grains and oilseeds and of livestock. 
However, we find no evidence of foodstuffs and metals returns predicting changes 
in EPU at any horizon. Third, we examine the source of predictability by testing 
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whether any particular category of EPU is more predictable. We find that 
predictability is concentrated around monetary policy uncertainty and fiscal policy 
uncertainty, while trade policy uncertainty is relatively unpredictable. 
c) The in-sample predictability for the remaining 14 countries in our sample reveals 
strong evidence of predictability at the 24-month horizon. All three predictors 
predict at least 36% (five) of the countries at the 24-month horizon. The variable 
CMKT turns out to be the most popular predictor. Further, all three predictors 
predict a minimum of three countries at the 12-month horizon. 
d) The out-of-sample tests and the combination forecast results largely corroborate in-
sample evidence of predictability. We find that CMKT is the most popular out-of-
sample predictor, which we also note from in-sample tests. The changes in the EPU 
for two countries are strongly predictable both in sample and out of sample. Further, 
our evidence of in-sample predictability at the long horizon of 24 months holds in 
out-of-sample tests as well. 
 
5.3 CONTRIBUTIONS TO THE LITERATURE  
This section recaps the contributions of this dissertation to several strands of literature on 
commodity markets and also to other strands of the financial economics literature. 
 
5.3.1 Essay 1: Economic News and the Cross Section of Commodity Futures Returns 
Our findings from this empirical study contribute to several strands of the literature. First, we 
contribute to studies identifying the risk factors that are priced in the cross section of commodity 
futures returns (Dhume, 2011; Yang, 2013; Bakshi et al., 2014; Szymanowska et al., 2014). These 
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studies show that commodity futures returns are positively related to basis, and momentum and 
negatively related to investment shocks. We show that the pessimism news factor is priced by 
investors in the cross section of commodity futures returns. Dhume (2011) show that commodities 
with a low basis, high momentum, or high spot price volatility tend to have higher covariance with 
durable consumption growth and higher returns. We show that commodities with low basis, low 
momentum, low open interest, or high volatility are exposed to negative news risk. 
Our second contribution is to the literature that uses word count-based news in predicting 
asset prices (Tetlock, 2007; Tetlock et al., 2008; Garcia, 2013; Narayan and Bannigidadmath, 
2015b, 2016). These studies show that word count-based news predicts equity returns and credit 
default swap spreads. In addition, several studies document news asymmetry, where the effect of 
negative news is more pronounced than that of positive news (Tetlock, 2007). This asymmetric 
effect is mainly attributed to the behavioral bias of investors in processing the information. We 
find that news acts as an important source of information in the commodity market as well. We 
show that the magnitude of the risk premium varies by the type of news and the type of commodity 
portfolio and that the profits are higher for a long-only strategy based on positive news relative to 
profits when short positions are taken based on negative news. Investing in a portfolio of all 
commodities based on positive news generates a return of 16.42% per annum, while the mean 
return for a negative news-based strategy is 4.67% per annum. This result suggests the strong 
asymmetric impact of news on commodity futures returns. In this regard, our study connects with 
the work of Roache and Rossi (2010) and Elder et al. (2012), who document the asymmetric effect 
of news announcements in the commodity market. There are two distinguishing features of our 
work compared to the literature mentioned above: (i) We test the impact of news on commodity 
futures returns in a cross-sectional setting and (ii) we also test the economic significance of the 
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news in the commodity market. When we do, we discover that (i) commodities with low basis, 
low momentum, low open interest, or high volatility are exposed to negative news risk and (ii) 
investing in commodity portfolios based on a pessimism news-based strategy yields positive and 
statistically significant profits (10.90% per annum for the portfolio of all commodities) that remain 
unexplained by the market, basis, and momentum factors. 
Finally, we contribute to the vast literature on profitability in commodity markets (e.g., 
Szakmary et al., 2010; Narayan et al., 2013, 2014). We contribute by showing that taking long and 
short positions in commodity futures based on the pessimism news variable yields statistically and 
economically significant profits that remain unexplained by the basis and momentum risk factors. 
Our finding that pessimism news-based profits are highest for metals, followed by agriculture, 
energy, and livestock, is consistent with the results of Szakmary et al. (2010). These authors 
examine momentum strategies, dual moving average crossover strategies, and channel strategies 
for 28 individual commodity futures prices spanning from July 1959 to December 2007. The 
profits across all strategies are highest for metals, followed by agriculture, energy, and livestock. 
Our data closely match those of Szakmary et al.; however, our profitability is based on commodity 
sectors, versus the individual commodities their study uses. In addition, we investigate the 
profitability of portfolios sorted by commodity characteristics: basis, momentum, open interest, 
and volatility. It is well known that the returns to high-basis and high-momentum portfolios are 
the highest, while the returns to low-basis and low-momentum portfolios are lowest. We show that 
investing in low-basis, low-momentum, low-open interest, or high-volatility portfolios based on 
the pessimism news variable substantially increases investor returns. This increase in returns 
ranges from 6.06% per annum for portfolios sorted by open interest to 13.64% per annum for 




5.3.2 Essay 2: Economic Importance of Correlations in Commodity Markets 
A vast literature stands in support of profitable commodity markets (Szakmary et al., 2010; 
Narayan et al., 2015). Profitability has been computed using many methods, ranging from term 
structure-based strategies (Fuertes et al., 2010) to simple technical trading rules (Szakmary et al., 
2010), and using momentum-based trading strategies (see Narayan et al., 2015 and the references 
cited therein). Our findings from this empirical study contribute to this literature in a number of 
ways: (i) The literature on moving average profits in commodity markets stands alone from 
commodity market correlations. We devise trading strategies by combining the correlations with 
the moving average technical trading analysis. We show that investing using a moving average 
strategy when the correlations between spot and futures returns are higher leads to higher investor 
profits. (ii) Our finding that the magnitude of profits in the backwardation phase are higher than 
the profits in the contango phase connects with the literature on the term structure-based strategy 
of going long in backwardated commodities and short in contango commodities (Erb and Harvey, 
2006; Fuertes et al., 2010). A distinguishing feature of our work compared to this literature is that 
our trading strategy does not involve investing in a portfolio of commodities sorted by basis but, 
instead, our trading strategy relies on dynamic correlations computed between spot and futures 
prices. These correlations enable one to identify the phases during which the spot and futures prices 
co-move and the phases when they do not. Lien and Yang (2008) show that the asymmetry of the 
basis (positive versus negative basis) has an effect on time-varying correlations. We believe that, 
by using the information content in correlations, we are capturing the asymmetric nature of the 
basis. At higher correlations between commodity spot and futures, the basis is small but widens 
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when the correlations are declining. We capture this information and combine it with moving 
averages. 
 Finally, this empirical study relates to and differs from that of Lien and Yang (2008). These 
authors examine the asymmetric effect of the basis on commodity futures hedging. Their findings 
reveal greater risk reduction by accounting for the asymmetric effect of the basis in dynamic 
hedging strategy. In addition, they document the asymmetric effect of the basis on time-varying 
correlations. They show that the marginal effect of a large basis on dynamic correlations is greater 
than that of a small basis on correlations. We exploit the information content in correlations that 
captures the asymmetric nature of basis and discover that (i) profits are higher when correlations 
are considered in the trading strategy and (ii) profits are asymmetric to higher and lower levels of 
correlation. Profits are highest at higher levels of correlation, the region that reflects the co-
movement between spot and futures prices. 
5.3.3 Essay 3: Commodity Futures Returns and Policy Uncertainty 
Our findings from the third empirical study contribute to several strands of literature. First, we 
contribute to the literature that uses commodity market variables as predictors. For instance, Hong 
and Yogo (2012) find that the open interest of commodity futures prices predicts bond returns and 
movements in the one-month Treasury bill rate. Many studies find a strong effect of oil prices on 
stock returns (Narayan and Sharma, 2011). Other recent studies find that commodity market 
futures returns explain the cross section of equity returns (Boons et al., 2014; Brooks et al., 2016). 
We show that commodity market variables are also useful in predicting EPU, even after controlling 
for other macroeconomic variables. Our findings also hold in out-of-sample tests. 
In addition, a related strand of the literature documents commodity futures backwardation 
or contango cycles as leading indicators of future economy activity (Bakshi et al., 2015; 
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Fernandez-Perez et al., 2015). Bakshi et al. (2015) find commodity term structure portfolios 
predict the gross domestic product growth rate. Fernandez-Perez et al. (2015) show that 
commodity backwardation and contango portfolio returns predict long-run changes in investment 
opportunities and the business cycle. Our finding of strong evidence of predictability at the 24-
month horizon using backwardated and contango portfolio returns adds to this literature. 
Finally, our study contributes to the broad literature on forecasting macroeconomic 
variables. This literature uses a number of variables and methodologies to forecast macroeconomic 
variables, such as output, inflation, measures of real activity, and industrial production. For 
instance, Stock and Watson (2002) use a dynamic factor model to forecast eight macroeconomic 
variables, including industrial production and the Consumer Price Index. Stock and Watson (2003) 
document the role of asset prices in forecasting output and inflation. Further, Gospodinov and Ng 
(2013) find the first two principal components extracted from the panel of convenience yields 
predict inflation. We show that EPU is predictable. Our study provides the first empirical evidence 
on this. We not only focus on the United States but also provide evidence for 14 other countries 
included in the sample. 
 
5.4 POLICY IMPLICATIONS 
There are three main implications of the research conducted in this dissertation. First, we provide 
significant evidence on the presence of relationship between news factors and commodity futures 
returns sorted by commodity categories and commodity portfolios. This is of great interest to 
investors in the commodity market that include producers and arbitragers alike. Producers can 
diversify the risk based on the pessimism news factor. Our finding that commodities with low 
basis, low momentum, low open interest, or high volatility are exposed to negative news risk 
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enables investor to exercise precaution in investing such commodities during the days when news 
factor is negative. 
The second implication is that using time-varying correlations between spot and futures 
prices in a momentum trading strategy increases the profits available to investors. We find that 
profits are maximized at higher levels of correlation. This is a valuable information. Investors can 
choose to trade on the days with high levels of correlations between spot and futures prices. This 
not only maximizes the profits but also reduces the number of trades and the associated transaction 
costs.  
The third implication is that commodity market variables can predict EPU. It is shown in 
literature that EPU is an important variable that negatively impacts growth and investment. This 
implies that commodity futures market variables can be treated as the indicators of future state of 
economy. Further predicting EPU has important implications for policy makers and investors. 
Investors can use this information in making financial investment decisions and in understanding 







A. APPENDIX TO CHAPTER 2 
Table A.1 provides a summary of an empirical literature on the impact of news on commodities. 
Table A.1: Summary of empirical literature review on the impact of news on commodities 
Author
s 
Commodities Type of news Time 
Period 
















29, 1977 to 
November 
5, 1982 
Weekly All commodities react 
negatively to positive 
money announcements 
during the July 7, 1980 
to November 5, 1982 
period. During the pre-
October 1979 period 
which constituted a 
period of inflationary 
fears, gold and cocoa 
reacted positively to 




































Daily They find evidence of 
delayed response of 




react negatively to 
surcharge rate, 
discount rate, inflation 
and money supply 
announcements, while 







impact on lumber, 
cocoa, metals, and 
cattle. Grains and 
soybeans react strongly 
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to surcharge rate 
changes. Further, 
money surprises have a 
strong impact on grains 
and live animal 
products. PPI surprises 
impact lumber prices 
negatively. Silver 
prices are affected by 
industrial production 
news. Monetary 
surprises have a 
statistically significant 
impact on most 
commodities while 
inflation surprises are 
insignificant. This 
coupled together 














































15, 1980 to 
December 
28, 1984 
Daily Many news 
announcements 
significantly affect 
lumber, oats, and 
wheat.  Monetary 
surprises have a 
statistically significant 
impact on most 
commodities while 
inflation surprises are 
insignificant. Results 
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the same group in the 
same direction. During 
the recession, news 
about real activity had 
a positive impact on 
soybeans, soy meal, 
soy oil and wheat 
products, and negative 
impact on heating oil, 










































rate, and capacity 
utilization news have 
statistically significant 
effect on gold and 
silver futures prices. 
Gold is also affected 






































































announcements such as 
employment report, 
GDP, CPI and personal 
income news affect 
gold futures contracts, 
however, the effect is 
small relative to bond 




























































nt rate, real 
GDP, 
personal 
1989-2005 Daily They find that the 
effect of 
macroeconomic news 
is dependent on the 
stage of the business 
cycle. News releases 
pointing to higher 
(lower) inflation and 




prices. In contrast, 
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Daily They find that market 
wide shocks do not 
affect all commodities 
uniformly and the 
news surprises affect 




activity that is greater 
than the market 
expectations affect the 
commodity prices 
positively without any 
pro-cyclical bias. 
Retail sales, non-farm 
payrolls, inflation and 
advance GDP have a 
large and strong effect 
on commodity prices. 
Further, there is 
asymmetric effect of 



















































News about nonfarm 
payrolls and durable 
goods have a 
significant effect on 
metals. The 
announcement that 
points towards an 
improvement in 
economic activity 
increase copper prices 
and the same leads to 
decrease in gold and 
silver prices. Results 
indicate presence of 
asymmetric impact of 

















ts of asset 
purchases 
January 
2004 to July 
2011 
Daily data Energy prices are 
negatively affected on 
days of large-scale 
asset purchases by 
central banks. Central 
bank asset purchases 
had a signaling effect 
about the future growth 







their forecasts of 
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Daily data  They find that oil and 
gasoline prices are 
mostly insignificant to 
various news releases. 
Further, where there is 
significance, the sign 
of coefficient and the 
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The results support the 
view of Kilian and 
Vega (2011) 
on weak evidence of 
the impact of 
macroeconomic news 







B. APPENDIX TO CHAPTER 3 
This appendix provides details on the construction of portfolios. We extract the daily commodity 
futures price data for 32 commodities from the Commodity Research Bureau (CRB). The sample 
starts from 11/16/1966 and ends on 04/16/2012. The sample period is decided to ensure that at 
least two commodities are there within a portfolio. The cross-sectional sample size ranges from 10 
commodities in 1966 to 32 commodities in 2012. We sort the commodities futures contracts into 
five portfolios based on the commodity-specific characteristics. This idea is not trivial and has 
been widely used in the equity market. A number of recent studies on commodities employ 
portfolio sorting approach (see, Gorton et al., 2013; Yang, 2013; Szymanowska et al., 2014). We 
sort 32 commodities into five portfolios based on three sorting characteristics – basis, momentum, 
and open interest. To construct the portfolios sorted by basis, we first sort the commodities by 
basis at the end of day 𝑡 and then split them into portfolios by quintiles. We compute the excess 
returns of these contracts from day 𝑡 to day 𝑡 + 1, and aggregate these excess returns within each 
portfolio using equal weights to construct the daily portfolio excess return. This strategy is repeated 
until the end of sample period. Prior literature on commodities identifies that variables, such as 
momentum (Gorton et al., 2013; Asness et al., 2012; Bakshi et al., 2015) and open interest (Hong 
and Yogo, 2012) are related to commodity risk premia. For each of these characteristics, we 
therefore form five portfolios and a high-minus-low (HML) portfolio is then computed as the 
difference between the returns of the highest and the lowest portfolios. The momentum portfolios 
are constructed by sorting commodities based on the 250 days prior cumulative futures excess 
return. We use the total open interest data available from CRB to estimate the growth in open 
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interest measure which is then used to form five portfolios. The commodity market return is an 
equal-weighted average of futures excess returns across all commodities in the sample. For the 
economic significance analysis, the sample period of all 27 commodities in our sample are matched 
to the sample period of 11/16/1966 to 04/16/2012. 
 
C. APPENDIX TO CHAPTER 4 
This appendix presents additional results on in-sample predictability results for changes in EPU of 
14 other countries included in our sample apart from the United States. Table C.1 reports the in-
sample predictability results from the predictive regression model that does not include the 
macroeconomic variables. Table C.2 reports in-sample predictability results from the predictive 












Table C.1: In-sample predictability results, all commodities in the sample 
  ℎ = 3  ℎ = 6  ℎ = 12  ℎ = 24 
  𝛽 𝑡𝐹𝑄𝐺𝐿𝑆 𝑅
2  𝛽 𝑡𝐹𝑄𝐺𝐿𝑆 𝑅
2  𝛽 𝑡𝐹𝑄𝐺𝐿𝑆 𝑅
2  𝛽 𝑡𝐹𝑄𝐺𝐿𝑆 𝑅
2 
  Panel A: CMKT 
CAN  -0.3440 -4.7994 0.0606  -0.3109 -4.2934 0.0491  -0.4656 -6.6323 0.1115  -0.4180 -5.7838 0.0898 
FRA  -0.1075 -1.4227 0.0061  -0.0827 -1.0922 0.0175  -0.0104 -0.1347 0.0004  -0.1382 -1.7688 0.0107 
JAP  -0.1103 -1.4142 0.0078  0.0071 0.0901 0.0020  -0.0742 -0.9442 0.0030  -0.1542 -1.9609 0.0128 
SK  -0.0967 -1.2153 0.0061  -0.1915 -2.4189 0.0207  -0.3127 -3.9873 0.0572  -0.1687 -2.0835 0.0176 
BRL  -0.1858 -2.3360 0.0190  -0.1191 -1.4942 0.0188  -0.1475 -1.8414 0.0199  -0.2567 -3.2618 0.0569 
GER  -0.2037 -2.5368 0.0248  -0.2813 -3.5363 0.0462  -0.0878 -1.0784 0.0054  -0.2980 -3.7439 0.0585 
RUS  -0.2869 -3.6020 0.0500  -0.0241 -0.2954 0.0038  -0.0709 -0.8654 0.0031  0.0095 0.1154 0.0031 
CHN  -0.0958 -1.1720 0.0072  -0.0557 -0.6811 0.0086  -0.2925 -3.6710 0.0604  -0.1516 -1.8403 0.0195 
UK  -0.1472 -1.7854 0.0215  -0.0789 -0.9469 0.0043  -0.1540 -1.8807 0.0472  -0.1316 -1.5354 0.0192 
ITA  -0.1636 -1.9810 0.0184  -0.1410 -1.7201 0.0370  -0.1608 -1.9395 0.0225  -0.0588 -0.6819 0.0064 
AUS  -0.2609 -3.1793 0.0480  -0.1868 -2.2361 0.0254  -0.2103 -2.4692 0.0312  -0.4102 -5.0017 0.1206 
SPA  -0.1759 -2.0160 0.0237  -0.1149 -1.3118 0.0181  0.0399 0.4464 0.0045  -0.1970 -2.2077 0.0324 
IND  -0.0589 -0.6474 0.0092  -0.1138 -1.2474 0.0109  -0.1542 -1.6912 0.0282  -0.2339 -2.5369 0.0612 
NET  -0.3360 -3.8516 0.0954  -0.2764 -3.1271 0.0784  -0.2949 -3.3472 0.1119  -0.0628 -0.6584 0.0041 
  Panel B: CBCK 
CAN  -0.2574 -3.7271 0.0372  -0.1432 -2.0413 0.0115  -0.2779 -4.0004 0.0440  -0.2560 -3.4623 0.0342 
FRA  -0.0198 -0.2635 0.0014  -0.0270 -0.3613 0.0140  0.0156 0.2022 0.0008  0.0110 0.1399 0.0007 
JAP  -0.1052 -1.3614 0.0079  0.0018 0.0232 0.0019  -0.0804 -1.0239 0.0055  -0.2070 -2.6166 0.0240 
SK  -0.1031 -1.2859 0.0078  -0.1262 -1.5741 0.0099  -0.2019 -2.5201 0.0266  -0.1631 -1.9955 0.0177 
BRL  -0.1244 -1.5360 0.0086  -0.0778 -0.9586 0.0103  -0.0992 -1.2162 0.0093  -0.1926 -2.3788 0.0295 
GER  -0.1397 -1.6997 0.0111  -0.2116 -2.5882 0.0259  -0.0224 -0.2696 0.0009  -0.1725 -2.0708 0.0174 
RUS  -0.2714 -3.3345 0.0475  0.0107 0.1285 0.0045  -0.0387 -0.4618 0.0046  -0.0210 -0.2489 0.0016 
CHN  -0.0824 -0.9850 0.0118  -0.0336 -0.4005 0.0086  -0.1932 -2.3212 0.0262  -0.0738 -0.8620 0.0110 





Table C.1: Continued 
 
  ℎ = 3  ℎ = 6  ℎ = 12  ℎ = 24 
  𝛽 𝑡𝐹𝑄𝐺𝐿𝑆 𝑅
2  𝛽 𝑡𝐹𝑄𝐺𝐿𝑆 𝑅
2  𝛽 𝑡𝐹𝑄𝐺𝐿𝑆 𝑅
2  𝛽 𝑡𝐹𝑄𝐺𝐿𝑆 𝑅
2 
  Panel B: CBCK 
UK  -0.1098 -1.2804 0.0098  -0.0244 -0.2804 0.0004  -0.0322 -0.3707 0.0225  -0.0145 -0.1611 0.0032 
ITA  -0.1965 -2.3089 0.0248  -0.0712 -0.8221 0.0058  -0.1325 -1.5189 0.0113  0.0160 0.1778 0.0009 
AUS  -0.2277 -2.6344 0.0375  -0.1651 -1.8894 0.0191  -0.1128 -1.2584 0.0095  -0.2902 -3.2137 0.0545 
SPA  -0.2284 -2.4224 0.0462  -0.1252 -1.3025 0.0128  0.0889 0.9052 0.0051  -0.1155 -1.1677 0.0118 
IND  -0.0123 -0.1206 0.0002  -0.0455 -0.4384 0.0014  -0.1245 -1.1934 0.0152  -0.1302 -1.2060 0.0269 
NET  -0.3247 -3.2445 0.0695  -0.1708 -1.6904 0.0616  -0.1946 -1.9247 0.0853  0.0164 0.1493 0.0002 
  Panel C: CCON 
CAN  0.1446 1.9358 0.0133  0.2488 3.3422 0.0306  0.3698 5.0372 0.0676  0.3096 4.0728 0.0470 
EUR  0.0738 0.9492 0.0034  0.1800 2.3232 0.0256  0.1031 1.2990 0.0082  0.1483 1.8259 0.0110 
FRA  0.0284 0.3651 0.0009  0.0719 0.9247 0.0195  0.0406 0.5107 0.0060  0.1253 1.5400 0.0075 
JAP  0.0413 0.5067 0.0009  -0.0614 -0.7529 0.0018  0.1056 1.2954 0.0056  0.1770 2.1678 0.0156 
SK  0.0199 0.2401 0.0004  0.1265 1.5145 0.0079  0.2569 3.1005 0.0328  0.1627 1.9312 0.0135 
BRL  0.1229 1.4784 0.0093  0.1120 1.3457 0.0080  0.1526 1.8335 0.0153  0.2370 2.8564 0.0347 
GER  0.1537 1.8179 0.0169  0.2369 2.8153 0.0317  0.0743 0.8523 0.0063  0.2577 2.9702 0.0402 
RUS  0.3071 3.6005 0.0500  0.0758 0.8637 0.0064  0.0228 0.2573 0.0008  -0.1272 -1.4365 0.0150 
CHN  -0.0340 -0.3837 0.0008  0.0187 0.2105 0.0024  0.2201 2.5124 0.0350  0.0735 0.8170 0.0046 
UK  0.0996 1.1084 0.0098  0.0511 0.5634 0.0019  0.1447 1.6621 0.0180  0.2062 2.1958 0.0258 
ITA  0.0462 0.5118 0.0023  0.1430 1.6086 0.0400  0.1814 2.0148 0.0251  0.0414 0.4356 0.0045 
AUS  0.1809 2.0000 0.0198  0.0806 0.8784 0.0054  0.1903 2.0212 0.0207  0.4092 4.4611 0.0982 
SPA  0.0947 0.9550 0.0082  0.0888 0.8907 0.0126  -0.0749 -0.7361 0.0076  0.1714 1.6203 0.0203 
IND  -0.0621 -0.5801 0.0029  -0.0020 -0.0184 0.0006  0.0845 0.7806 0.0046  0.4034 3.8501 0.1128 
NET  0.2959 2.8259 0.0541  0.2012 1.8827 0.0288  0.4002 3.9494 0.1349  0.1741 1.5816 0.0216 
Notes: This table reports the in-sample predictability test results for the changes in economic policy uncertainty of the countries mntioned in the first column. We 
use three predictors, namely, commodity futures excess returns (CMKT), excess return on a portfolio of backwardated commodities (CBCK), and excess return on 
a portfolio of contango commodities (CCON). Panel A to C report the results on the null hypothesis of no predictability with CMKT, CBCK, and CCON as 
predictors, respectively. The predictors are computed using all the 27 commodities in the sample. The coefficient on beta, its t-statistic, and the R-squared are 
reported in each panel. *, **, *** denote significance at the 10%, 5% and 1% levels, respectively. 
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Table C.2: In-sample predictability results, excluding crude oil 
  ℎ = 3  ℎ = 6  ℎ = 12  ℎ = 24 
  𝛽 𝑡𝐹𝑄𝐺𝐿𝑆 𝑅
2  𝛽 𝑡𝐹𝑄𝐺𝐿𝑆 𝑅
2  𝛽 𝑡𝐹𝑄𝐺𝐿𝑆 𝑅
2  𝛽 𝑡𝐹𝑄𝐺𝐿𝑆 𝑅
2 
  Panel A: CMKT 
CAN  -0.3243 -4.4715 0.0528  -0.2880 -3.9301 0.0415  -0.4592 -6.4714 0.1069  -0.3995 -5.4852 0.0815 
EUR  -0.1292 -1.7074 0.0093  -0.1661 -2.1943 0.0226  -0.1040 -1.3482 0.0055  -0.2137 -2.7313 0.0233 
FRA  -0.1004 -1.3247 0.0056  -0.0686 -0.9038 0.0178  -0.0137 -0.1778 0.0007  -0.1375 -1.7462 0.0102 
JAP  -0.0877 -1.1125 0.0053  0.0411 0.5201 0.0030  -0.0821 -1.0357 0.0036  -0.1519 -1.9135 0.0121 
SK  -0.0903 -1.1252 0.0049  -0.1768 -2.2106 0.0171  -0.3192 -4.0423 0.0574  -0.1722 -2.1146 0.0172 
BRL  -0.1842 -2.2989 0.0183  -0.1105 -1.3762 0.0171  -0.1484 -1.8409 0.0201  -0.2597 -3.2754 0.0552 
GER  -0.1984 -2.4533 0.0236  -0.2711 -3.3780 0.0427  -0.0862 -1.0501 0.0054  -0.3038 -3.7857 0.0603 
RUS  -0.2820 -3.5044 0.0474  -0.0226 -0.2740 0.0042  -0.0792 -0.9582 0.0038  0.0104 0.1260 0.0030 
CHN  -0.0951 -1.1523 0.0072  -0.0586 -0.7097 0.0082  -0.2912 -3.6191 0.0593  -0.1589 -1.9131 0.0203 
UK  -0.1487 -1.7861 0.0208  -0.0753 -0.8937 0.0037  -0.1526 -1.8443 0.0459  -0.1318 -1.5255 0.0185 
ITA  -0.1577 -1.8895 0.0170  -0.1353 -1.6343 0.0374  -0.1579 -1.8859 0.0219  -0.0438 -0.5031 0.0057 
AUS  -0.2595 -3.1311 0.0463  -0.1844 -2.1880 0.0247  -0.2097 -2.4411 0.0302  -0.4027 -4.8584 0.1146 
SPA  -0.1639 -1.8617 0.0202  -0.1136 -1.2876 0.0183  0.0438 0.4865 0.0049  -0.1912 -2.1278 0.0302 
IND  -0.0564 -0.6162 0.0090  -0.1242 -1.3567 0.0129  -0.1553 -1.6945 0.0277  -0.2456 -2.6539 0.0651 
NET  -0.3400 -3.8819 0.0968  -0.2674 -3.0058 0.0741  -0.2893 -3.2648 0.1096  -0.0577 -0.6023 0.0034 
  Panel B: CBCK 
CAN  -0.2382 -3.3856 0.0310  -0.1519 -2.1362 0.0128  -0.2825 -4.0077 0.0445  -0.2374 -3.2354 0.0300 
EUR  -0.0546 -0.7328 0.0019  -0.1268 -1.7096 0.0136  -0.0327 -0.4280 0.0026  -0.0873 -1.1303 0.0048 
FRA  -0.0238 -0.3197 0.0017  -0.0408 -0.5511 0.0158  0.0234 0.3062 0.0007  0.0213 0.2748 0.0013 
JAP  -0.0759 -0.9903 0.0046  0.0155 0.2000 0.0021  -0.0682 -0.8813 0.0047  -0.1759 -2.2484 0.0178 
SK  -0.1074 -1.3584 0.0083  -0.1321 -1.6731 0.0101  -0.2052 -2.6071 0.0255  -0.1768 -2.2177 0.0206 
BRL  -0.1053 -1.3276 0.0064  -0.0890 -1.1192 0.0081  -0.0953 -1.1934 0.0073  -0.1788 -2.2524 0.0237 
GER  -0.1176 -1.4600 0.0081  -0.2217 -2.7708 0.0291  -0.0293 -0.3595 0.0011  -0.1831 -2.2391 0.0202 
RUS  -0.2357 -2.9386 0.0361  -0.0135 -0.1646 0.0074  -0.0464 -0.5643 0.0081  -0.0118 -0.1419 0.0011 
CHN  -0.0633 -0.7710 0.0147  -0.0478 -0.5787 0.0100  -0.1924 -2.3498 0.0291  -0.0750 -0.8912 0.0138 
              Continued Overleaf 
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Table C.2: Continued 
  ℎ = 3  ℎ = 6  ℎ = 12  ℎ = 24 
  𝛽 𝑡𝐹𝑄𝐺𝐿𝑆 𝑅
2  𝛽 𝑡𝐹𝑄𝐺𝐿𝑆 𝑅
2  𝛽 𝑡𝐹𝑄𝐺𝐿𝑆 𝑅
2  𝛽 𝑡𝐹𝑄𝐺𝐿𝑆 𝑅
2 
  Panel B: CBCK 
CHN  -0.0633 -0.7710 0.0147  -0.0478 -0.5787 0.0100  -0.1924 -2.3498 0.0291  -0.0750 -0.8912 0.0138 
UK  -0.0867 -1.0259 0.0077  -0.0245 -0.2863 0.0004  -0.0244 -0.2842 0.0182  -0.0173 -0.1952 0.0021 
ITA  -0.1689 -2.0079 0.0184  -0.0806 -0.9435 0.0069  -0.1076 -1.2487 0.0077  0.0271 0.3063 0.0022 
AUS  -0.2222 -2.6092 0.0357  -0.1695 -1.9733 0.0218  -0.1258 -1.4273 0.0108  -0.3022 -3.4066 0.0600 
SPA  -0.2041 -2.1866 0.0404  -0.1292 -1.3589 0.0127  0.1101 1.1354 0.0083  -0.1084 -1.1053 0.0113 
IND  -0.0234 -0.2311 0.0005  -0.0804 -0.7849 0.0044  -0.1442 -1.3919 0.0175  -0.1466 -1.3574 0.0275 
NET  -0.2972 -2.9861 0.0593  -0.1760 -1.7451 0.0487  -0.1930 -1.9171 0.0821  0.0194 0.1763 0.0003 
  Panel C: CCON 
CAN  0.1577 2.1156 0.0145  0.2657 3.5848 0.0351  0.3721 5.0880 0.0687  0.2694 3.5425 0.0359 
EUR  0.1239 1.6057 0.0081  0.2047 2.6655 0.0293  0.1222 1.5538 0.0086  0.1014 1.1991 0.0050 
FRA  0.0973 1.2598 0.0053  0.1101 1.4265 0.0199  0.0770 0.9779 0.0059  0.0811 0.9577 0.0033 
JAP  0.0580 0.6860 0.0015  -0.0544 -0.6418 0.0019  0.1300 1.5369 0.0077  0.1542 1.8153 0.0109 
SK  0.0009 0.0102 0.0001  0.0956 1.1045 0.0042  0.2318 2.6957 0.0249  0.1543 1.7669 0.0116 
BRL  0.1136 1.3192 0.0072  0.1470 1.7077 0.0112  0.1560 1.8060 0.0144  0.2435 2.8303 0.0320 
GER  0.1932 2.2176 0.0212  0.2484 2.8656 0.0323  0.0766 0.8498 0.0062  0.2093 2.3064 0.0252 
RUS  0.2809 3.1682 0.0403  0.0600 0.6581 0.0060  0.0025 0.0270 0.0000  -0.1408 -1.5258 0.0148 
CHN  -0.0228 -0.2477 0.0006  0.0511 0.5556 0.0049  0.2584 2.8341 0.0385  0.0664 0.7051 0.0030 
UK  0.1291 1.3773 0.0129  0.0699 0.7395 0.0026  0.1553 1.6591 0.0185  0.1395 1.4201 0.0118 
ITA  0.0851 0.9036 0.0046  0.1840 1.9915 0.0475  0.1884 2.0048 0.0230  -0.0271 -0.2755 0.0066 
AUS  0.1998 2.1234 0.0221  0.0973 1.0207 0.0061  0.2201 2.2568 0.0257  0.4064 4.2454 0.0897 
SPA  0.1674 1.6260 0.0175  0.1248 1.2008 0.0123  -0.0410 -0.3850 0.0039  0.1149 1.0378 0.0094 
IND  -0.0193 -0.1728 0.0002  0.0410 0.3648 0.0014  0.1505 1.3260 0.0129  0.4416 4.0085 0.1193 
NET  0.3225 2.9579 0.0591  0.2151 1.9159 0.0308  0.3684 3.4194 0.1174  0.1138 0.9733 0.0078 
Notes: This table reports the in-sample predictability test results for the change in EPU for the countries listed in the first column. We use three predictors, namely, 
commodity futures excess returns (CMKT), excess return on a portfolio of backwardated commodities (CBCK), and excess return on a portfolio of contango 
commodities (CCON). The predictors are computed by excluding crude oil from the sample of commodities. Panel A to C report the results with CMKT, CBCK, 
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