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1* Introduction* The classical problem of the geometry of numbers is concerned with the existence of optimal lattices in real affine %-space R n meeting geometric conditions with regard to a Minkowski distance d. For example, the Minkowski packing problem asks for the existence of ^-dimensional lattices L of R n of minimal mesh (critical lattices) such that the ώ-packing condition d(P, Q) ^ 1 is satisfied for any two distinct points P, Q of L. Since the work of Thue on circle packings in the plane, many people have noted that the mesh of a lattice is the inverse of the density of its points and have asked whether there are arbitrary pointsets of maximal density satisfying the packing condition. C. A. Rogers [8] showed in 1951, for example, that for the Euclidean plane no packing is denser than the critical lattice.
The question which first was taken up by Thue concerns itself with the metric characteristics of finite pointsets of R 2 satisfying the Euclidean distance packing condition. In this paper we develop the motivation for giving the metric characterization in terms of invariant measures and we solve the Thue problem (which was solved for plane packings in Jordan polygons by N. Oler [3] in 1961) for the vertex set of arbitrary finite plane simplicial complexes meeting the rf-packing condition (cf. Theorem 4), thereby extending the method used by Folkman and Graham [2] in the case of Euclidean distance.
It is interesting to observe that the plane packings of a given finite number of points of minimal slackness measure (cf. [9] ) must be part of a critical 2-lattice if the unit ball defining d is strictly convex. On the other hand there are infinite irregular packings of maximal density which are not subsets of a critical 2-lattice.
Of course, the corresponding questions can be considered in more than two dimensions. As a consequence of the work of Minkowski, it is clear what the invariant measures for convex bodies must be, although the extension to arbitrary simplicial complexes requires certain modifications.
The final sections of the paper indicate the possibility of extending the study of equations in combinatorial topology (which forms the beginning of algebraic topology) to the study of inequalities for simplicial complexes (which forms the beginning of metric topology).
2* Affine Minkowski spaces* DEFINITION. A linear Minkowski space is a finite-dimensional real Banach space. That is, it is a real linear space provided with a norm x -> ||a;|| such that (i) ||λ£c|| = |λ| ||a?|| for real λ, (ii) \\x + y\\ 1 1 x 11 + 11 y 11 and (iii) 11 x \ | = 0 => x = 0. Thus a norm is a convex, positively homogeneous function vanishing only at the origin.
The unit ball {#|||#||<^1} is a compact convex set symmetric about the origin and it characterizes the norm.
An affine Minkowski space is a metric space obtained from a real affine space by defining a distance d(A, B) or \AB\ by d(A, B) = \\AB\\ where (i) the vector AB is an element of the linear space of equivalence classes, modulo translations, of ordered pairs of points (A, B) and (ii) || || is a norm on that linear space.
In an affine Minkowski space there is a family of unit balls differing among themselves only by translations.
Convexity of distance.
The convexity of the norm implies that the distance from a fixed point F to an arbitrary point P is a convex function of P, for P varying over the affine Minkowski space or, a fortiori, over a convex subset thereof, such as a straight line. This is a key tool of Minkowski geometry, used as follows. Let Some affine properties. In affine geometry two figures are called "similar and similarly situated" or "parallel" if they differ either by a translation or else by a homothety (alias: dilatation). A homothety of center C and ratio λ (real, nonzero) sends a point P into the point Q satisfying CQ = XCP. In such figures corresponding pairs of points determine parallel segments.
Two triangles ABC and A'B'C' with parallel bases BC and B'C are said to have the "same altitude" when for any point P on line BC the fourth vertex Q of parallelogram PAA'Q belongs to line B'C. FACT 
2:
The ratio of the areas of these triangles (an affine invariant) is the ratio of their bases, considered as proportional vectors and, a fortiori, of the lengths of their bases.
The ease of the plane. Some properties of the affine Minkowski plane, valid for all norms, are needed for the sequel. Denote by Δ* the infimum (which, by compactness, is actually a minimum) of the areas of all equilateral triangles with sides of unit length. The reference area with respect to which areas are measured is irrelevant since all properties ultimately refer to ratios of areas. In the Euclidean case, Δ* is V 3 /4 unit squares. Proof. A homothety of ratio λ" 1 and arbitrary center maps the given triangle into a triangle with unit sides and area X~2E which cannot, by definition, be less than zf*.
The sets {P\ | CP\ = r) for given C and r > 0 are called Minkowski circles of center C, radius r. LEMMA Thus any angle has two supplements differing only by reflection in the common vertex. The supplements of a proper angle are proper angles.
One way to discuss angles quantitatively is to study the distances between points at unit distance from the apex on the two sides of the angle and its supplement.
Consider angle XOY where \OX\ = |OΓ| = 1. Let Z be symmetric to X with respect to 0, so that \OZ\ = 1. By the triangle inequality \XY\ + | YZ\ ^ 2, hence, an angle cannot be both wide and narrow, though \XY\ = I YZ\ -1 is possible (take the unit ball to be a parallelogram).
The classification of angles as narrow, wide and intermediate is, therefore, exhaustive and mutually exclusive. Proof. If any of the four angles of convex quadrilateral ABCD were narrow, then the diagonal opposite to this angle would, by Lemma 4, be strictly shorter than one of the sides, contradicting the hypothesis. Assume two adjacent angles say, A, B, are both wide. Assume without loss of generality that D is at least as close as C to line AB. Draw CX parallel to and oriented as BA. Then, angle BCX, parallel to the supplement of the wide angle at B, would be narrow. By Lemma 3, angle C would also be narrow, a contradiction. Thus there is a pair of opposite angles that are both intermediate. Applying Lemma 6 to the corresponding triangles establishes the claim. It follows that the number a^S^) of edges of £f and the number (h(<9*) of 2-faces of £f are finite.
If [PQR] is a 2-face of 6^ then P, Q, R are noncollinear.
The intersection of two 2-faces of S^ either is empty or it is a common vertex or it is a common edge. In the latter event the vertices which are not in common lie on opposite sides of the straight line generated by the common edge of the two solid triangles.
An edge of 6^ either is an edge of 2, 1 or 0 solid triangles of £/ί In the first case it is an inner edge, in the second and third cases it is a boundary edge; in the second case it is a bounding edge, in the third case it is a nonbounding edge.
A vertex of S^ either is a boundary vertex (i.e., a vertex of a boundary edge of S^ or an isolated vertex) or it is an inner vertex. The boundary edges and vertices of £f form an FPSC which shall be denoted by d^ and which shall be called the boundary of S^. Using the terminology introduced in the proof of Lemma 7 it is clear that condition (1) In view of the remark that every FPSC is the union of finitely many compatible basic FPSC's it suffices, because of (2), to show that the restriction of an invariant measure vanishing on 0 to the basic FPSC's is an .^-linear combination of the restriction of χ, ^, s*f.
We note that χ restricts to 1 on the nonempty basic FPSC's. Due to the translation invariance of / there exists a real number λ x such that / + λ x χ restricts to zero on the basic 0-FPSC's. Without loss of generality we assume that already / itself restricts to zero on the basic 0-FPSC's.
By (4) there exists a real number λ 2 such that / + λ 2^ restricts to zero on the basic 1-FPSC's. Without loss of generality we assume that already / itself restricts to zero on the basic 0-or 1-FPSC's. Hence (2) assumes the stronger form
in the event that S^, Si are FPSC's which have no 2-face in common.
We apply this strict additivity and the translation invariance of invariant measures and the continuity property to the rectangular simplicial complexes In this way dimensionality enters invariant measure theory. 8* A packing inequality* DEFINITION. The finite plane simplicial complex Sf provides a finite packing (for the given Minkowski distance function) if the distance between any two distinct vertices is not smaller than 1 in case the straight segment joining them belongs to the support of SÊ xamples are provided by the FPSC with vertex set contained in an admissible 2-lattice (see [7] for definitions).
DEFINITION. An inequality of the form which is satisfied by the invariant measure / for all finite packings Sf 7 is said to be a packing inequality.
DEFINITION. The packing inequality α o (^)^Λ(^)
is said to be better than the packing inequality if f γ Φ f 2 and if f 2 -f ι is nonnegative for all FPSC's. We note that the relation "better than" is nonreflexive, but transitive; in other words, it establishes a partial ordering on the packing inequalities. Therefore it makes sense to ask the question: Is there a best packing inequality? Of course, if it exists at all it will be unique.
The existence of a best packing inequality, conjectured earlier by one of the authors, was proven for Jordan triangulations by N. Oler [3] (1961) and for finite packings that are admissible for the Eucliden distance function, using another method, by Folkman and Graham [2] (1969). Proof. Let us begin with the proof of the optimum property of (3) .
For this purpose we must show that any packing inequality and by substitution of {P} for ^ (β) yields (5b). Furthermore, upon substitution of S for £f in (4) we obtain (5a). Choose two points P, Q with d(P, Q) = 1. Let P o = P, P,= Q, and choose P { on the straight line joining P and Q so that
. Let ^(P, Q, w) be the finite packing that is provided by the vertices P o , , P n together with the straight segments as well as the straight segments
and If .ζf is the union of two compatible nonempty FPSC's S^, Si with empty intersection then we would find that a(S^)<a(S^) for i = 1, 2 so that (3) would hold for both S^, Si. Since the four functions α 0 , .j^ .^, χ are strictly additive again (3) would obtain. Hence we can assume Sf has only one connected component. This is the same as saying that the support of £/* is a connected pointset.
If there is a nonbounding edge [PQ] of S^ then let us consider the finite packing £/[ which is obtained by its deletion.
it follows that a(S^) < a{£S) and therefore (3) is satisfied for £/[. Moreover the right hand side of (3) for £f is obtained by the addition of (1/2) 2|PQ| -1 to the corresponding expression for ^f.
Since this term is nonnegative by assumption a contradiction arises. Thus it follows that every edge of .ζ/* is bounding.
Among the edges of £f there is one of maximum length μ, say the edge [PQ] . We make the further stipulation that the counterexample .9* is chosen among the finitely many ones with the same vertex set in such a way that the maximum length μ is as small as possible. Furthermore assume the number of maximum length edges is minimal.
There are two cases. But in the new counterexample the maximum length of the edges has not changed though the number of maximum length edges has decreased by 1. Since this is contrary to previous assumptions concerning 6ŵ e conclude that \RS\ S |PQ| In this case it is not difficult to see that the quadrilateral PRQS is convex. By Lemma 4 none of the angles PRQ, RQS, QSP, SPR is narrow. However, if two adjacent angles in PRQS were both wide, then arguing as in the proof of Theorem 2 we see that one of the interior angles must be narrow, again a contradiction. Thus, some pair of opposite angles of PRQS must both be intermediate. The finite packing £f is said to be tight if its slackness is zero. Going carefully through the steps of the proofs of Theorem 4 and the preceding lemmas we obtain 
