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ABSTRACT
Measuring research impact and ranking academic achievement are
important and challenging problems. Having an objective picture
of research institution is particularly valuable for students, parents
and funding agencies, and also attracts attention from government
and industry. KDD Cup 2016 proposes the paper acceptance rank
prediction task, in which the participants are asked to rank the im-
portance of institutions based on predicting how many of their pa-
pers will be accepted at the 8 top conferences in computer science.
In our work, we adopt a three-step feature engineering method,
including basic features definition, finding similar conferences to
enhance the feature set, and dimension reduction using PCA. We
propose three ranking models and the ensemble methods for com-
bining such models. Our experiment verifies the effectiveness of
our approach. In KDD Cup 2016, we achieved the overall rank of
the 2nd place.
1. INTRODUCTION
Mining academic data and academic social network attracts great
research attention in a long time. Many issues in academic network
have been investigated and several systems have been developed,
such as DBLP, Google Scholar, Microsoft Academic Search, and
Aminer [12]. One problem of importance and also difficulty in this
field is to measure institution’s academic achievement and research
impact. Specifically, given a research area, such as Machine Learn-
ing, Data Mining, etc., how to rank the most influential institutions,
like CMU, Stanford, and MIT?
KDD CUP 2016 focuses on this problem and proposes an in-
novative and interesting task: paper acceptance rank prediction.
Given an upcoming top conference in 2016, the goal of this com-
petition is to rank the importance of institutions based on predicting
how many of their papers will be accepted. In the competition, 8
computer science conferences are selected as target conferences,
which are SIGIR, SIGMOD, SIGCOMM, KDD, ICML, FSE, Mo-
biCom, and MM.
The competition’s dataset includes the Microsoft Academic Graph
(MAG) [11], and any other publicly available data on the Web.
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MAG is a large and heterogeneous academic graph provided by Mi-
crosoft, containing scientific publication records, citation relation-
ships between publications, as well as authors, institutions, jour-
nal and conference venues, and fields of study. The latest version
of MAG includes 19,843 institutions, 114,698,044 authors, and
126,909,021 publications.
The evaluation is performed after the conferences announce their
decisions of paper acceptance. For every conference, the compe-
tition organizers collect the full list of accepted papers, calculate
ground truth ranking, and evaluate the participants’ submissions.
Ground truth ranking is generated following a simple policy to de-
termine the Institution Ranking Score:
1. Each accepted paper has an equal vote (i.e., they are equally
important).
2. Each author has an equal contribution to a paper.
3. If an author has multiple affiliations, each affiliation also con-
tributes equally.
The evaluation are conducted in three phases, each chooses one
conference to evaluate the predicted result. The competition uses
NDCG@20 as the evaluation metric [4], which means only the top
20 institutions will be considered in the evaluation.
There have been some related works of this year’s KDD Cup. A
few studies try to solve the problem of ranking different objects in
academic network, e.g., authors, publications, conferences, and in-
stitutions. Christian Zimmermann summarized academic ranking
problems and existing methods in [14]. Various ranking criteria
can be used in these rankings such as number of works, citation
counts, h-index, impact factors, and aggregation of different meth-
ods. Besides, many learning-based approaches have been proposed
to solve the general ranking problems, which are known as learning
to rank [8].
However, this competition is still novel and challenging. First,
different from previous KDD Cup challenges, the ground truth (i.e.,
paper acceptance in 2016) is unknown beforehand, and with con-
siderable uncertainty. Second, the participants do not necessarily
use supervised learning algorithms since the problem is an open
problem.
In this paper, we introduce the framework of our approach in
the competition. We concretely describe our feature engineering
methods, including basic feature definitions, finding similar confer-
ences, and dimension reduction. We propose three ranking models,
and use the ensemble of different models for final prediction. We
also conduct several experiments to verify the effectiveness of our
approaches. In KDD Cup 2016, we finally get an overall ranking
of the 2nd place, while 10th in Phase 1 (SIGIR), 39th in Phase 2
(KDD), and 14th in Phase 3 (MM).
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Figure 1: Framework of our solution.
2. FRAMEWORK
The framework of our solution is illustrated in Fig. 1. It mainly
consists of three components: feature extracting and preprocessing,
model selection and training, model blending and ensemble. De-
tails of these three parts will be elaborated in the ensuing sections.
Below are some general discussion.
The first part of our framework is feature engineering, which is
considered to be the most fundamental stage of data mining tasks.
We first analyze the given dataset MAG, build up database for fu-
ture use, and define certain basic and intuitive features. Then we are
looking for methods to expand our collection of features, particu-
larly by finding similar conferences to each targeted conference.
Finally, we conduct dimension reduction through PCA in order to
gain better performance.
In the second part, we primarily select three ranking models in
our experiments, including a simple baseline model based on the
ranking score in history, popular regression models such as linear
regression and support vector regression, and some learning to rank
models such as Ranking SVM. We train our models in the training
set, and tune the hyper-parameters in the validation set.
In the final part, we apply blending methods to our models, which
can effectively integrate different models and make them share com-
plementary advantages.
3. FEATURE ENGINEERING
In this section, we introduce the feature set we derived in our
work. Our feature engineering process mainly consists of three
steps. At first, we define several basic features for each Institution-
Conference-Year tuple. When ranking an institution in a confer-
ence, we use the features of the institution in the conference at re-
cent 3 years. Then, we propose an approach to find similar confer-
ences to each interested conference, and add these similar confer-
ences in the feature set in order to incorporate more useful infor-
mation. Finally, we conduct dimension reduction on the feature set
to improve the performance of the ranking models.
3.1 Basic Features
We define six basic features for each Institution-Conference-Year
tuple. Specifically, for a tuple of Institution A, Conference B,
Year(s) C, these features indicates Institution A’s performance at
Conference B in Year(s) C. The features are listed in Table 1. All
Table 1: Features defined for each Institution-Conference-Year
tuple (A,B,C).
Feature Discription
#paper Number of papers published
#author Number of authors who published at leastone paper
#author-paper Number of (author, paper) pair
#1st author Number of first authors
#2nd author Number of second authors
score Institution Ranking Score, as described inSection 1
the features we used are statistical features, representing the institu-
tion’s performance at the conference. We count the number of first
and second authors because the first author is the main contributor
of the paper, and the second author is usually the mentor, or another
important author. We also calculate the Institution Ranking Score
following the metric defined by KDD Cup organizers.
When training ranking model for a conference, we generate fea-
tures for each institution in last three years, each year separately
and four years together. Finally, we have a basic feature vector of
length 24 for each institution.
3.2 Similar Conference Features
In order to expand our collection of features and utilize plenty
of other information, we find the most similar and representative
conferences for each given conference and extract their features to
supplement the existing ones. Similar conference features are help-
ful to predict paper acceptance in a targeted conference. Because
of the uncertainty of paper submission and acceptance of an insti-
tution, only the targeted conference itself is not enough for predic-
tion. It is common that an institution’s performance in a particular
conference varies from year to year. Features extracted from sim-
ilar conferences can help to make more comprehensive and stable
measure.
The method we used to find similar conferences is based on col-
laborative filtering. Concretely, for each one of the eight given con-
ferences, we follow the procedures below:
First of all, we traverse the database to generate the Author-
Conference matrix A, satisfying condition that Aij = 1 if and
only if author i has published papers on conference j. During the
computation, two extra points are considered. First, we only take
recent published papers (no earlier than 2010) into account, which
is essential for improving the timeliness of our results. Second, the
row number (i.e., author number) of matrixA equals to the number
of authors who has published papers on the given conference, in-
stead of the number of all authors. This can effectively reduce the
memory overhead and omit useless information.
Secondly, after getting the author-conference matrix A, we ex-
amine two methods to compute similarity. The first one is to apply
L1 normalization on matrix and compute cosine similarity of differ-
ent column (i.e., conference) vectors. The second method is more
intuitive. We just sum each column up to a row vector and find the
maximum ones, which indicates they are more similar to the given
conference on account of paper number published by authors who
has published papers on the given conference.
The results of the similar conferences computed by our algorithm
are listed in Table 2. From the table, we can find out the results
are basically coincide with our knowledge, such as KDD is most
similar with ICDM, ICML is most similar with NIPS, etc.
Table 2: Top five similar conferences for the eight targeted con-
ferences
No. KDD ICML SIGIR SIGMOD
1 ICDM NIPS CIKM ICDE
2 CIKM AAAI WWW VLDB
3 WWW CVPR ECIR CIKM
4 AAAI KDD WSDM KDD
5 ICDE ICASSP KDD EDBT
No. SIGCOMM MobiCom FSE MM
1 InfoCom InfoCom ICSE ICME
2 ICC ICC ASE ICIP
3 GlobeCom GlobeCom ISSTA CVPR
4 NSDI SIGCOMM ICSM ICASSP
5 IMC MobiSys MSR ICCV
It is worth mentioning that we determine the similar conferences
directly from data instead of manually assigning, which is more
convincing and can better capture the correlation between confer-
ences. For example, we find that CVPR is similar to ICML, but
actually CVPR is a conference on computer vision while ICML is
a conference on machine learning. It is because computer vision
researchers also publish many papers in machine learning confer-
ences, such as their theoretical works such as new models and im-
proved algorithms. This kind of correlation is informative for pre-
diction and can be captured by our method.
In this competition, we choose top 3 similar conferences for each
targeted conference to enrich the feature set. For similar confer-
ences, we still use the basic features defined in the last subsection
to represent the institutions’ performance.
3.3 Dimension Reduction
Data with high dimension will cause the curse-of-dimensionality
problem and degrade the efficiency of algorithms. Dimension re-
duction can mitigate the curse-of-dimensionality and other unde-
sired problems, as illustrated in [5]. Many algorithms for dimen-
sionality reduction have been proposed [13]. Among them, the lin-
ear algorithm Principal Component Analysis (PCA) [9] is the most
popular because of its effectiveness.
PCA dimension reduction has the following steps:
1. Minus the empirical mean;
2. Compute the covariance matrix S = 1
N
∑
n xnx
T
n ;
3. Eigenvalue decomposition. Let V denote the eigenvectors of
the top d eigenvalues of S;
4. Reduce the dimension of data Y = V TX .
In the paper acceptance rank prediction task, the number of af-
filiations is relatively small (741) and many of them are duplicates
(many affiliations have the same feature vector, the elements of
which all equal to zero), which makes it susceptible to over-fitting
problem. To overcome this flaw, we use PCA algorithm to reduce
the dimension of extracted features and obtain lower dimension fea-
tures which are fed to later ranking or regression models.
In order to determine the target feature dimension K, we use the
most common criterion: ∑K
i=1 λi∑N
i=1 λi
> τ (1)
whereN is the dimension of initial data space, {λ1, λ2, ..., λN} are
the eigenvalues of sample covariance matrix, and τ is a threshold
which is usually 0.9 or 0.95. In this competition, we choose τ =
0.95 and find that K = 5 can satisfy all the requirements. So we
perform PCA to obtain a 5-dimension feature vector as the input of
ranking models.
4. MODEL
In this section, we introduce three ranking models and the en-
semble methods we used in the competition. Each single model is
suitable for this task, and we combine these three models for final
prediction.
4.1 Baseline Model
The most straight-forward idea to predict an institution’s paper
acceptance in a conference this year is to measure its performance
at this conference in the last few years. It is natural to assume
that an institution which published a large number of papers at a
conference last year or the year before last will still have many
accepted papers at this year’s same conference. According to this
idea, we propose a baseline model.
The KDD Cup organizers defined Institution Ranking Score (as
described in Section 1) for a conference, written as Scoreti , rep-
resents institution i’s score in year t. Our baseline model uses the
following metric to predict this year’s score:
Predti =
1
τ
τ∑
j=1
Scoret−ji (2)
i.e., using the average Institution Ranking Score in the last τ years
as the prediction score for this year. In the competition, we choose
τ = 5. Small τ emphasizes the most recent years, but can be
unstable if a institution have an occasional success or failure in
a recent year. Large τ takes more years into consideration, but
cannot distinguish the institution whose productivity is increasing
or declining.
The baseline model follows a simple ranking criterion and does
not need any training data. This model works well when the in-
stitutions have stable performance in the conference, since it uses
average score and does not consider changes over years.
4.2 Regression Model
In supervised learning, the most popular method is regression.
The goal of regression is to predict one or more continuous target
variablesY givenD dimensional feature vector (x1, x2, ..., xD) as
input variables. The simplest regression model is linear regression
which involves a linear combination of input variables,
y(x,w) = w0 + w1x1 + ...+ wDxD (3)
where x = (x1, x2, .., xD). The training goal is to learn the set
of parameters w = (w0, w1, ..., wD). We can perform maximum-
likelihood estimation for linear regression, which is equivalent to
minimize the sum-of-squares error [1], defined as
ED(w) =
1
2
N∑
n=1
(yn −wTφ(xn))2. (4)
Then we can find the optimal parameterw∗ using stochastic gra-
dient descent (SGD) method.
In this task, we treat the ranking score as continuous target vari-
able and the extracted feature illustrated in Section 3 as input vari-
ables. Regression model takes the feature vector as input, and di-
rectly output the predicted ranking score in 2016 for each institu-
tion. We use linear regression model and support vector regression
with linear kernel, and average the output of two models to get the
final result. The output of regression model is the ranking score
for each institution, and then we can easily obtain the rank of each
institution.
4.3 Ranking SVM Model
Learning to rank refers to the machine learning approaches of
training models in a ranking task. Consider predicting paper ac-
ceptance as a ranking problem, we can apply some learning to rank
models in this task. Existing learning to rank models can be cat-
egorized into three groups: pointwise, pairwise, and listwise ap-
proaches [8, 3]. In this competition, we use a pairwise approach:
Ranking SVM [6].
Pairwise approach transforms the learning-to-rank problem into
a classification problem – given a pair of items, learning a binary
classifier to tell which one should be ranked higher. Then the goal
is to minimize average number of inversions in ranking. In Ranking
SVM, we train SVM as the classifier.
Now we formally describe Ranking SVM. Suppose the train-
ing data is given as {(x(1)i , x(2)i , yi)}, i = 1, . . . ,m, where each
instance contains two feature vectors x(1)i and x
(2)
i , and a label
yi ∈ {+1,−1} indicates which feature factor should be ranked
ahead. m is the size of training data.The learning task is to solve a
Quadratic Problem,
min
w,ξ
1
2
||w||2 + C
m∑
i=1
ξi
s.t. yi〈w, x(1)i − x(2)i 〉 ≥ 1− ξi
ξi ≥ 0
i = 1, . . . ,m,
(5)
where || · || denotes L2-norm, and C > 0 is a coefficient. It is
equivalent to a non-constrained optimization problem,
min
w
m∑
i=1
max(0, 1− yi〈w, x(1)i − x(2)i 〉) + λ||w||2 (6)
where λ = 1
2C
.
We train the ranking model using historical data. For example,
we can pretend to predict the rank in 2015 in the training process
since we have already know the answer, and use earlier years’ data
as input. Pairwise approach (e.g., Ranking SVM) is more appro-
priate in this specific task, since we have limited number of ranked
lists, but enough items in each ranked list.
4.4 Ensemble
Model Ensemble can enhance the overall performance of indi-
vidual models. In classification problems, the error rate of clas-
sifiers can often be reduced by bagging [2] which is a common
method of model ensemble. The final model is the combination of
many classifiers by uniform voting.
In ranking problems, we can also use the idea of bagging. We
train a set of ranking models M = (M1,M2, ...,MK) and model
Mi gives a prediction ranking score si = (s1i , s
2
i , ..., s
n
i ), where
sji is the score of instance j, and n is total number of ranking in-
stances. Note that each model’s output should be normalized into
[0, 1]. The ensemble method we use is to average the output scores
of all the models, while the final prediction is given by
s =
1
K
K∑
i=1
si (7)
Ensemble modeling can give stabler ranking score compared with
single models. Single model each has its own advantages and dis-
advantages, and probably has unforeseen problems such as over-
fitting. Ensemble modeling can blend different models and give
more reliable output.
5. EXPERIMENTS
Various experiments were performed to evaluate the performance
of the proposed methodologies and well-designed features. More
experimental analyses on the effectiveness of some components in
our framework are also given. We determine the parameters for
our ranking models in the experiments and then predict the paper
acceptance ranking in 2016.
5.1 Experimental Setup
To demonstrate the effectiveness of our proposed method, we
divide the dataset into training set and validation set. Since MAG
dataset only contains the full paper list of targeted conferences from
2011 to 2015, we train our model by predicting paper acceptance
in 2014 (using 2011-2013 data to generate input features and using
2014 score as ground truth), and validate our model by predicting
paper acceptance in 2015 (using 2012-2014 data to generate input
features and using 2015 score as ground truth).
We train the ranking model for each targeted conference sepa-
rately, i.e., SIGMOD, KDD and ICML will have different ranking
models. As mentioned in Section 3, we define 6 basic features for
each Institution-Conference-Year tuple. For each institution, we
consider its performance in 6 conference settings: targeted confer-
ence (full paper), targeted conference (all paper), 3 similar confer-
ences (all paper), and all these 4 conferences, and further in 4 year
settings: last 3 years separately, and together. So the initial feature
vector length for each conference will be 144 (6×6×4). High fea-
ture dimension is usually harmful to the model performance. So we
further perform PCA algorithm and reduce the feature dimension to
5 (details can be found in Subsection 3.3).
We compare the models introduced in Section 4, i.e., Baseline,
Regression (using the implementation of scikit-learn toolbox [10]),
Ranking SVM (using the implementation of SVMRank [7]), and
Ensemble Modeling. We utilize the training data to train the model,
and test the performance on the validation data. The same as the
competition, we use NDCG@20 as the metric to measure the rank-
ing quality. The definition of NDCG@n is following,
DCG@n =
n∑
i=1
Scorei
logi+12
NDCG@n =
DCG@n
IDCG@n
(8)
where IDCG@n is the DCG@n of the ideal rank.
When predicting the institution ranking in 2016, we use both
training and validation data mentioned above to train the ranking
models. Then we generate input feature vectors using 2013-2015
data, and use the ensemble of three models’ output as our final
prediction.
All the experiment codes are implemented in C++, Python, and
Matlab, and the evaluations are performed on an x86-64 machine
with 2.70GHz Intel Core i5 CPU and 8GB RAM. The operating
system is OS X 10.11.5.
5.2 Experiment Results
We evaluate the performance using validation set. The results are
shown in Table 3. From this table, we can see that regression model
gets the highest NDCG@20 score in SIGCOMM, KDD, FSE and
MM, while model ensemble achieves the highest score in SIGIR,
SIGIR SIGMOD SIGCOMM KDD ICML FSE MobiCom MM
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Figure 2: Experiment results at different steps of feature engineering.
Table 3: Validation Results of Different Models and Ensemble
(NDCG@20)
Conference Baseline Regression RankingSVM Ensemble
SIGIR 0.7664 0.8101 0.8178 0.8189
SIGMOD 0.7979 0.8179 0.8052 0.8222
SIGCOMM 0.7788 0.8059 0.7738 0.8028
KDD 0.7828 0.8341 0.8132 0.8325
ICML 0.8918 0.8794 0.8688 0.8740
FSE 0.5815 0.6145 0.5427 0.6050
MobiCom 0.6763 0.6644 0.6820 0.6955
MM 0.5331 0.5345 0.5344 0.5265
Average 0.7261 0.7451 0.7297 0.7472
SIGMOD and MobiCom. In average, model ensemble has the best
performance. Model ensemble does not significantly outperform
single model because these ranking models can achieve high per-
formance themselves, and the number of models is also very lim-
ited. However, the ensemble of different models can reduce the
uncertainty and get more reliable prediction compared with single
model.
We note that the baseline method performs well enough com-
pared with regression and ranking models. But the average of the
last 5 years’ score is very simple approach, and it cannot capture the
trend of each institution’s research ability. For example, if an insti-
tution gets a high score in the first years and decrease year by year,
while another institution starts with relative low score, but keeps
increasing recently. The baseline model may predict these two in-
stitutions the same, but we believe the latter one will do better be-
cause of the rising trend. Even though baseline model outperforms
other methods in ICML prediction, we still choose the ensemble
model to generate our final prediction.
5.3 Discussions
In the subsection, we investigate the effectiveness of the three
feature engineering steps in our framework. We report the results
at different settings, starting from using basic features, and grad-
ually improve the feature set. All the experiments are conducted
on the same training and validation set as mentioned before. The
performance of baseline model will not be included in this subsec-
tion because baseline model does not use any training data, so its
prediction is independent of feature engineering methods.
We compare the results in three settings:
1. Only use basic features to train the model;
Table 4: Performance comparison at different steps of feature
engineering (average of 8 targeted conferences, NDCG@20).
No. Method Regression RankingSVM
1 Basic features 0.7289 0.7078
2 1 + Similar conferences features 0.7289 0.7026
3 2 + Dimension reduction 0.7451 0.7297
2. Add the similar conference features, but do not perform re-
duce dimension;
3. Add the similar conference features, and then use PCA to
reduce dimension as mentioned in Section 3.3.
Figure 2 shows the performance under each setting at 8 targeted
conferences, and we list the average results in Table 4. We hope
that adding similar conference features and performing dimension
reduction can help with the prediction. However, the improvement
does not always hold at every conference because of the uncertainty
of paper acceptance. In average, we see that simply adding similar
conference features have no improvement in regression model, and
even a decrease of NDCG in Ranking SVM model. It is reasonable,
because the dimension of feature vector expands a lot after adding
similar conferences, and high dimension will cause overfitting. Af-
ter performing dimension reduction, the NDCG significantly gains
in both models. So we can conclude that similar conference fea-
tures are beneficial for prediction as long as dimension reduction is
performed.
The above experiments confirm the strengths of our proposed
methods in the prediction task.
6. CONCLUSION
In this paper, we introduce our solution at KDD Cup 2016 com-
petition. We describe our effort in feature engineering, includes
basic feature definition, finding similar conferences, and dimen-
sion reduction methods. We propose three ranking models and the
ensemble method for prediction. Our empirical experiments illus-
trates the effectiveness of our approaches. In the competition, we
achieved a final rank of the 2nd place.
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