iNTRODUCTiON
Growing constraints on the production and transmission of electricity make it critically important that decisionmakers better understand the factors correlated with, not to mention directly driving, its use. A better understanding is especially timely now that governments around the world have become increasingly involved
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to a retrospective analysis of California's energy efficiency programs by Global Energy Partners (2003) , in 2001 California had 281 energy efficiency programs administered by 35 different entities. Collectively, they are said to have produced annual energy savings of 4,760 GWh.
To complete the picture painted by the residential graph, Graph 1.B and 1.C contains similar trend comparisons for the commercial and industrial sectors. The construction of these graphs follows a similar approach to the construction of the residential graph, which plots electricity intensity, defined as total residential electricity consumption, in MBTU, per state population. Commercial sector electricity intensity in California and US47 is characterized by MBTUs of delivered electricity per dollar of the commercial or service sector component of gross state product (GSP), and in the industrial sector electricity intensity is characterized by MBTUs of delivered electricity per dollar of the manufacturing sector component GSP. All dollar values in these graphs, and in the remainder of this study, are standardized to the year 2000 using the gross domestic product (GDP) implicit price deflator.
As Graph 1.B and 1.C illustrate, the commercial and industrial sector trends in California appear to be more favorable than the US47 trends. In both sectors, electricity intensity appears to be declining at a faster pace in California than in US47. While the differential trends may not be as pronounced as in the residential sector, they seem to suggest that strong energy efficiency program commitment has consequential impacts on electricity intensity in these sectors, too.
The goal of this study is to delve into three outstanding questions provoked by Graph 1.A -1.C. First, these graphs raise the fundamental question of how electricity demand changed in the U.S. over the past three decades. This question is complex because electricity demand can be thought of in two ways; as it relates to electricity intensity and as it relates to electricity consumption. This distinction is highly relevant in today's national and international energy policy discussions. As noted by Herring (2006) , in the mid-19 th century the English economist William Stanley Jevons identified a "paradox" suggesting that decreases in energy intensity can lead to increases, rather than decreases, in energy consumption. It is therefore of practical interest, as well as historical interest, to shed light on both facets of electricity demand. The second question is an extension of the first. If electricity demand changed, do these changes differ between states depending on their degrees of commitment to encouraging energy efficiency? Third and last, does program commitment have observable, long-term impacts on the behaviors that affect electricity demand?
To answer these questions, a particular research design, array of data, and set of analytical tools have been brought together. Each of these components, described in the next section, is well-accepted, transparent, and replicable. This makes the entire approach adaptable to any collection of well-defined geographic area, such as discrete communities, utility service territories, counties, provinces, or nations, for which basic economic and energy data are available.
DATA AND RESEARCH DESiGN
This effort extends a genre of energy economics research -cross section time series reduced-form demand analysis -that has yielded, over many decades, important insights into national or aggregate energy use. Listings of older studies and brief descriptions of their methods and findings can be found in Dahl (1992) as well as several earlier literature reviews. Like these studies, the methods and data used in this study preclude a detailed structural analysis of demand involving systems of equations, and instead focus on a few basic correlates of electricity demand.
Following the more recent examples of Bernstein, et al. (2003) , Loughran and Kulick (2004) , and Horowitz (2004) , this study begins by estimating models of energy intensity. Energy intensity is a subject about which there has been a rapidly increasing international literature, e.g., World Energy Council (2001) and Bosseboeuf, et al. (2005) , particularly because of global efforts to address climate change. It is typically constructed by using a variable in the denominator that closely affects the level of energy consumption, but is not affected by it. This facilitates statistical analysis by controlling for a key source of unexplained variability, allowing for direct comparisons between different time periods and cross sections. However, as noted above, while energy intensity and energy consumption are closely related, they can move in different directions, which in turn will have different implications for energy policy. Therefore, key findings in this study are expressed in terms of energy consumption, too.
To implement the study agenda, residential, commercial, and industrial sector electricity intensity models are given a uniform set of variables and a common functional form. The independent variables for each sector are, respectively, the average retail price of electricity (P); the average retail price of natural gas (N); state economic status as captured by per capita GSP or per capita income (G); a time trend related to technological change in each sector (T); and, climatic conditions, i.e., heating (H) and cooling (C) degree days. The general function is: (P t,s,R ,N t,s,R ,G t,s,R ,T t,R ,H t,s,R ,C t,s,R ) ( 1) in which subscript t represents a given year; subscript s represents a given state; and, subscript R represents a discrete level of commitment to energy efficiency programs. This split-case function asserts that R influences each of the behavioral relationships associated with electricity intensity. In other words, R is a transformative agent. This point of view is not new; the possibility that government programs and advertising can alter price, income, and other elasticities by transforming the underlying utility function of consumers is firmly established in economic theory, e.g., Becker and Murphy (1993) and Johnson and Myatt (2006) . For practical purposes, the independent variables are taken to be exogenous and free of feedback, notwithstanding the awareness that from a structural perspective this premise is never rigorously correct.
Although there are literally hundreds of energy efficiency program reports that come mainly from utility and state-level program evaluations and policy analysis, accurate quantification of R is problematic. This is because most of these program reports and evaluations are specific to individual programs, service territories, and years. To overcome this data limitation, the 48 states (with the District of Columbia merged into Maryland) are ranked and placed in quartiles -one strong (S) , two moderate (M), and one weak (W) -based on a general indicator of state support and encouragement of energy efficiency, referred to as program commitment.
To create an indicator of the strength of program commitment, the Energy Information Administration (EIA) Form EIA-861 electric utility demand side management (DSM) annual total sector-level energy savings data from 1992 to 2003 were aggregated by state. Annual DSM expenditures, another indicator of program commitment reported on Form EIA-861, is not germane to the focus of this study because it is reported as total utility expenditures on DSM, not as separate expenditures for residential, commercial, and industrial sector programs. Without such differentiation, the sector-level analyses in this study would be misleading since there are states that clearly have strong or weak program commitment in one or two sectors, but not all three.
Once aggregated, each state's annual total sector-level energy savings, i.e., the energy savings achieved from the year's activities as well as those from all previous years' activities, were corrected for misreporting to make it consistent with EIA's concept of cumulative. However, since additional information does not exist on energy savings degradation, no further adjustment was made to the corrected cumulative totals. Data correction efforts notwithstanding, it should be noted that the data carry other misreporting and measurement problems, too. For example, for several years the Tennessee Valley Authority (TVA) reported all of its DSM program savings as state of Tennessee residential sector savings only, despite the fact that TVA's services spanned seven southern states and all three sectors of the economy. As a result, all of Tennessee's DSM savings, and the TVA-motivated energy savings in the six other states, had to be treated as missing. However, this was the only instance where savings was dropped.
Given the Form EIA-861 DSM data shortcomings, many of which have been called attention to over the years, the energy savings data are not used literally, but rather as indicators of energy efficiency program commitment. This ordinal ranking scheme is one that most energy service industry professionals would accept as largely representing relative energy efficiency program commitment. For example, the majority of states in the S and W quartiles match the state rankings of the annual state scorecard for energy efficiency programs produced by the American Council for an Energy Efficient Economy, e.g., Kushler and Witte (2001) and York and Kushler (2006) . A complete alphabetical listing of states within each quartile, by sector, can be found in Table A5 of Appendix A.
Within the split-case research design, two distinct time periods are defined. In the early or base period, meaning the years prior to 1992, many states ex-perienced either no programs at all or the very beginnings of programs. In the latter period, 1992 and beyond, a small number of states had aggressive, mature energy efficiency programs, a larger number had newer programs, and a small number continued to have little or no involvement with energy efficiency programs.
Although the cutoff between periods is obviously inaccurate for individual states (for example, it is well-established that California, Wisconsin, and Massachusetts, had strong program commitments well prior to 1992), this cutoff year is useful for a variety of important reasons. For one, it was the first year in which a major, new national energy policy, the Energy Policy Act of 1992, took effect. For another, it was the first year in which large scale national programs like the Environmental Protection Agency's Green Lights and ENERGY STAR became operational. Also, as noted above, it is the first year that EIA's DSM savings data are available for all three sectors of the economy. Nevertheless, it is essential to acknowledge the tradeoff in imposing uniform program periods for each of the three sectors. As will be addressed later in this study, this restriction motivates additional investigation into how energy efficiency programs may have transformed electricity demand in the residential sector.
In addition to DSM data, EIA collects and maintains the energy sales and price data employed in this study. These data, which due to deregulation went The remaining data used in this study are derived from other federal agencies; state personal income, population, and GSP data, as well as the implicit price deflator, are taken from the Bureau of Economic Analysis. Weather data are from the National Climatic Data Center, which weights each state's heating and cooling degree day data by intra-state populations.
Technology trend data are from the Federal Reserve Board. For this study, different technology trends are employed in the sector-specific analyses so as to best match the economic and energy-using characteristics of each sector. For the residential sector, market group index B51121 is employed; it represents U.S. production of a subset of electronic equipment, namely, computers, video, and audio equipment. On the other hand, for the commercial sector, market group index B52120 is employed; it represents the production of products that are more closely associated with the business world such as information processing and related equipment. Finally, for the industrial sector, market group index G334 is employed. It represents computers and related equipment and is the broadest category among the three trends.
With the divisions of years and states, program contrast is available via four grouping of observations; (1) states with strong or moderate program commitment in the base period; (2) states with strong or moderate program commitment in the treatment period; and, (3) and (4) states with weak program commitment in both periods. Using this research design, counterfactual and decomposition analyses were performed. The former permits estimation of the impact of energy efficiency program commitment on electricity demand. It does so by simulation, that is, by combining the covariates of one group of observations with the behavior of a parallel group of observations. In the present context, the counterfactual analysis reveals what energy use would have been for S and M states combined (hereafter referred to as SM states or quartiles), given their existing characteristics, had they behaved like W states. Afterwards, decomposition of the differences in group means of the dependent variables, based on Blinder (1973) , is used to better understand the changes in electricity demand between quartiles and years.
iMPACTS OF PROGRAM COMMiTMENT
Using the framework just described, the impacts of program commitment can be measured using difference in differences (DID) estimators such as those described by Meyer (1995) . The simplest and most widely-used assumes that the SM states and the W states are identical to each other in their general characteristics in each period, and further, are identical in their behaviors relative to key non-program related determinants of energy use in each period. Under this highly restrictive assumption, all of the differences in the changes in mean energy intensity can be ascribed to the treatment, that is, energy efficiency program commitment. This estimator, referred to here as DID Means , is:
where -EI represents mean electricity intensity; the superscript SM represents the group of 36 states in the strong and moderate program commitment quartiles; the superscript W represents the group of 12 states in the weak program commitment quartile; and, the subscripts represent base and treatment periods.
A second commonly-used difference in differences estimator, referred to as DID Coeff , involves the use of regression models to estimate the coefficients of an indicator or dummy variable representing the mean difference in the behavior of the SM group of states versus the W group in the base and treatment periods. In the context of this study, panel models would be estimated that contain the SM and W quartiles combined, i.e., all 48 states: 
In these models, the X j 's represent the various independent variables, the a j 's are the behavioral coefficients associated with the independent variables, the a 0 's are the single model intercepts for each equation, and the e's are the model error terms. Most importantly, the a k 's are coefficients associated with D, a vari-able that takes a value of 1 if a state is in the W quartile, and 0 otherwise. The difference in differences estimator is then: Of critical note regarding the DID Coeff estimator, the introduction of D into the electricity intensity models requires that fixed state effects be excluded from the specification. Hence, although this approach relaxes some of the restrictions of the simpler approach, in the context of this study it contains two major flaws. First it overlooks the pre-existing, fixed, energy-related differences between states that are due to regulatory regimes and other state-specific conditions. Second, it ignores the likelihood that the groups of states with different levels of commitment to energy efficiency programs may have different behavioral responses to key non-program related determinants of energy use.
To overcome the limitations of these two conventional difference in differences estimators, this study offers an alternative approach to estimating the impact of program commitment on energy use, DID Cf , representing the difference in differences approach using counterfactuals. It entails the specification of a state fixed effects panel model of electricity intensity through which a simulation is performed. The simulation estimates what might have occurred to one group of observations had they experienced the conditions of the other group of observations. Because the condition in question is program commitment, and because contrasting program commitment across states is nearly impossible to identify with precision, the most viable groups of observations that can be used for estimating the electricity intensity model will be those on the opposing ends of program commitment. Hence, one of two models may be estimated such that:
where again, the superscripts W and S represent states that fall into one or the other levels of R, that is, either weak or strong program commitment. In these representations, time series and state subscripts are suppressed, the b j 's are the coefficients associated with each of the X j independent variables, and the u's are independent error terms. For any collection of years over which these models are estimated, the counterfactual is estimated by inserting the mean X's from one group into the other group's model. For example, using the W quartile's model, the values for the SM states can be used for calculating the counterfactual such that:
In this way, the electricity intensity model is used to simulate the mean electricity intensity of SM states had their demand behavior been like that of the W states. Once the counterfactual is estimated for the SM states, DID CF is calculated by subtracting the change in their factual mean values from the change in their counterfactual mean values:
This estimate is referred to as net impact and is reported throughout this study in percentage terms for both electricity intensity and the level of electricity use.
Prior to reporting the results of these analyses, it is instructive to inspect the sector-level electricity intensity trends. All things being equal, differential trends in the treatment period are to be expected if program commitment has an effect, if the states are properly categorized, and if the dividing year between periods is relatively accurate. Graphs 2.A to 2.C illustrate these trends, which are constructed in the identical fashion to the earlier Graph 1.A to 2.C. In these graphs, the unshaded areas contain the trends for the base periods and the shaded areas contain the trends for the treatment periods. For each of the three sectors, it is apparent that the base period trends are similar, save for minor differences. In the industrial sector base period, the direction of change in intensity differs initially between the quartiles, but eventually track each other fairly closely. In the commercial sector, the trends track each other even as the relative magnitude of the changes appear to be stronger for the W quartile. In the residential sector the magnitude of the changes seems to be smaller for the W quartile than the SM quartiles, but otherwise the trends track closely.
In contrast to the base period, the trends in the treatment period show substantial differences in the commercial and industrial sectors. In the commercial sector the SM quartile trend declines relative to the W quartile trend. In the industrial sector the W quartile trend is seen to rise relatively steadily, while the SM quartile is neutral, if volatile. In the residential sector the trends go in the same upward direction, but the W quartile's trend appears to rising more slowly than that of the other quartiles.
Graph 2.A -2.C. Electricity intensity in the Base and Treatment Periods
As the fulcrum on which this study's findings turn is the contrast between program commitment levels, it is important to bear in mind that any of the following conditions will blur the contrast in the research design and produce bias: (a) strong or moderate program commitment in the base period for one or more of the SM states, (b) strong or moderate program commitment in the treatment period for one or more of the W states; (c) misplacement of one or more of the M states into either the S or W state quartiles; or, (d) spillover from one or more of the SM states to one or more of the W states in either the base or treatment period. Blurring of contrast caused by any of these conditions necessarily produces bias in favor of no effect or negative effect. Likewise, misplacement of the beginning year of the treatment period, or the end year of the base period, will also result in an underestimation of program commitment impacts. However, since there are no detailed data representing the exact timing and magnitude of program commitment in each of the 48 states over the entire study period, the cutoff year used to differentiate program commitment represents an objective, consistent, and practical compromise.
From a modeling standpoint, the validity of the counterfactual findings relies on the assumption that in the absence of differing levels of program commitment the energy use trends of the quartiles would not greatly differ. In this light, the graphs of the base period trends offer evidence of quartile comparability and suggest that it is appropriate to use the electricity intensity model of the W quartile to simulate the counterfactual for the other quartiles. Even stronger evidence of their comparability is found in Table A1 in Appendix A, which contains descriptive statistics in their actual, as opposed to logarithmic form, for the SM quartiles and the W quartile for all the variables in the models. As can be seen, the distributions of the variables within sectors are generally similar in the base period.
Despite the apparent similarities in the industrial sector in the SM and the W quartiles, the comparability of the structure, or industrial mix, of the quartiles might yet be called into question. Hence, to explore differential industrial mix further, EIA's 2002 Manufacturing Energy Survey (MECS) was used to identify the the top ten electricity-consuming industries nationally. These top ten industries, of which the largest electricity users are chemicals, primary metals, and paper, accounted for the overwhelming majority of industrial sector electricity use in 2002, a total of 82.9 percent. In 1977, these ten industries accounted for 57 percent of manufacturing GSP in the W quartile, and 62 percent of manufacturing GSP in the SM quartiles; moreover, the proportions remain much the same through the years, such that by 2002 they account for 61 percent of manufacturing GSP for the W quartile and 66 percent for the SM quartiles. These general facts point to the overall mix of industries being comparable across quartiles, lending credence to the validity of the industrial sector counterfactuals. Table 1 contains the impact estimates of program commitment, in levels of electricity consumption, or GWh, as well as in electricity intensity, for the SM states, based on the estimated sector-level models for the W states. The W quartile models for the base period are provided in Table A2 of the Appendix A, and Table  A3 contains the models for the treatment period. For each model, the reported R-squared is derived from a deviation-frommeans specification, all of the variables are in natural log form, and a GLS fixed effects, weighted least squares estimator is employed. This estimator minimizes heteroscedasticity by allowing for different residual variances for each cross section; in addition, the fixed effects accounts for unobserved, state-specific factors, such as location-specific and regulatory conditions, that permanently affect state electricity use. Diagnostics indicate that the estimated equations need not be corrected for unit roots or autocorrelation. All the standard errors are White-corrected.
For each sector, the first row contains the factual, annual mean GWh use and electricity intensity for the SM states for the base period and the treatment period, and the percentage change from the base period. The second row provides the same information for the counterfactuals, and the third row contains an approximation of the 95 percent confidence levels of the counterfactuals based on the average standard errors, or relative standard errors in the case of electricity intensity, of the individual observations. Finally, the fourth row contains the difference in differences, or net impact, in percentage terms. This statistic represents the difference between what the change for the SM quartiles actually was, and what the simulation said it would have been had these states behaved like the states in the W quartile. By definition, the net impact is the aggregate effect of state energy efficiency program commitment on electricity demand.
In the residential sector, the findings indicate that the net effect of program commitment for the SM states was an increase of 9.1 percent in average annual GWh use from the base to the treatment period. One interpretation of this findings is that program commitment in the residential sector has the reverse effect than intended. However, this interpretation is called into question by the parallel finding for electricity intensity, whose change, while also in the opposite direction intended by the programs, is a much smaller 1.6 percent.
Unlike in the residential sector, both the energy intensity and energy consumption findings in the commercial and industrial sectors are consistent with the expected impacts of energy efficiency program commitment. In addition, their estimates of energy intensity and energy consumption impacts do not widely differ. Net program impacts reveal that even though energy use grew for the SM states, even greater growth would have occurred had their program commitment been weak. In the commercial sector, the net impact of program commitment was a reduction of 12.2 percent in electricity use from the base to the treatment period, and a reduction of 8.1 percent in energy intensity. In the industrial sector, the net impact of program commitment was a reduction of 9.6 percent in electricity use, and a reduction of 8.1 percent in energy intensity relative to what it might otherwise have been with weak program commitment.
DECOMPOSiTiON AND DEMAND TRANSFORMATiON
The findings of the impact analysis raise several issues that can be investigated further via decomposition analysis. Chief among these is the extent to which the net impacts are determined by differences in average state characteristics or differences in electricity demand behavior. Also, since behavioral responses to the X's may be conditioned by program commitment, it is instructive to measure and compare the relative importance of each variable's coefficient to the difference in the means of the dependent variables in each period. Such a comparison permits exploration into the phenomenon of demand transformation, a topic of particular interest to policymakers who, since the mid-1990s, have sought to develop programs and policies that have long-lasting, or transformative, effects on the markets for energy and energy-related equipment. While market transformation can mean different things depending on the context, in economic terms one way to define it is as a long-term change in electricity demand behavior. Different ways of addressing this subjects can be found in Duke and Kammen (1999) and Horowitz (2001) . For this study the electricity intensity models estimated for the S quartile and the W quartile are used to decompose the differences in the means of the dependent variables. Note that the S quartile electricity intensity model does not include the observations for the two M quartiles. This is because the M states fall between program commitment extremes and dilute the contrast provided by the two ends of the program commitment spectrum.
The analysis begins with the estimation of the electricity intensity equations presented in equation (6) and (7). For these equations it can be observed that the difference of the two group means is calculated as:
Then, by subtraction and addition of terms, the definition can be rearranged such that:
Expressing the difference of the means in this way, the first term on the right hand side of the equal sign is the portion of the average difference between the two groups that is due to differences in the means of the X's, i.e., state characteristics, such as price and incomes. This is the explained portion of the difference in means. The second and third terms are the portion of the difference in means is that due to the model coefficients, i.e., to differential behavior between groups. Together, they make up the unexplained part of the difference in means. Of the two unexplained terms, the former represents that part of the difference that is due to differing behavioral responses to changes in the X's, that is, differences in the slopes or b j 's, while the latter expression represents that part of the difference in means that is due to the model intercept which, by definition, represents common, undefined fixed factors. Interpretation of the two unexplained components tends to be problematic; it is well-known that this additional level of decomposition yields values that depend on arbitrary modeling choices such as the unit of measurement of the variables (Jones, 1983) . However, since the modeling choices in this study are invariant from period to period, intra-sectoral comparisons have consistent meaning. Table 2 contains the decomposition statistics for each sector for the base period, and Table 3 contains the parallel statistics for the treatment period. The columns labeled X represent the weights given to the means of the X's in explaining the difference of the dependent variable means, and the columns labeled b represent the weights given to the different estimated coefficients in explaining the difference of the means. As the models for the W states are always used as the starting point, the X's are always weighted by the coefficients of W states, and the b's are always weighted by the means of the S states. Hence, all things being equal, a positive statistic always favors higher electricity intensity for the W states, and a negative statistic always favors higher electricity intensity for the S states. By definition, the negative and positive values cancel each other so that when combined, the individual decomposition statistics sum to the difference of means between the groups.
For the base period, the decomposition analysis shows that controlling for differential behavioral responses (the b's), the means of the residential sector variables favors higher use for the W states; on the other hand, controlling for the mean level of the variables (the X's), the behavioral responses favor higher use for S states. On the whole, these two factors are approximately equal, leaving the difference of the dependent variable means close to zero. The decomposition analysis for the treatment period is contained in Table 3 . It reveals that in the treatment period the differences in the means of the X's have much greater weight than the differences in the behavioral coefficients. In other words, the models of the residential sector S and W quartiles, though relatively similar in the base period, appear to have grown even closer in the treatment period. This findings hints at an alternative explanation for why the impact analysis results appear negative or negligible for the residential sector, namely, the presence of a high degree of nationwide spillover. This would occur if the influence of strong program commitment spread beyond state borders, and moreover, if the influence spread quickly and strongly. All in all, the findings suggest that investigation into nationwide spillover is warranted, about which more will be discussed below.
Decomposition of the means of the commercial and industrial sector dependent variables yields different patterns from those found in the residential sector. For these sectors, almost all of the differences in means are unexplained, that is, attributed to differences in the models. As can be seen in Table 3 , this pattern is even more pronounced in the treatment period. While in the residential sector the proportion of the difference of means accounted for by the models declines in the treatment period, in the commercial and industrial sectors the high proportion accounted for by the models grows slightly, and the absolute amount accounted for by the models grows moderately. In short, differential demand behavior is the main source of the differences in means in the commercial and industrial sectors, more so in the treatment period than in the base period.
An investigation into demand transformation, or the extent to which program commitment has been responsible for long-term changes in the demand for electricity, is a natural extension of the decomposition analysis. Further information about the models that relate to demand transformation can be derived by comparing the changes in components of the models from the base to the treatment period. As an indicator of the importance of the individual behavioral responses, the column labeled I represents the relative importance of each b, calculated as the ratio of each individual b to the total unexplained difference. Changes in these statistics are direct indicators of changes in demand behavior.
In the residential sector models, it appears from Tables 2 and 3 that the model constants are responsible for the largest share of the unexplained difference in the means of the dependent variables of the quartiles, followed by heating degree days and per capita income. This pattern holds across periods, except that electricity price in the treatment period is now second to the model constant in importance, and heating degree days is of far lesser importance. Only one coefficient increases its share of the unexplained difference from the base period to the treatment period; it is the one associated with electricity price. This uniformity does not carry over to the commercial and industrial sectors. For these sectors, additional changes appear in the relative importance of specific coefficients in the treatment period. In the commercial sector, four of the coefficients have greater relative importance in the treatment period, and in the industrial sector two coefficients are relatively more important in the treatment period.
These statistics reveal that for the residential sector it is the differences in the state characteristics of the quartiles, as opposed to differences in electricity demand behavior, that drive differences in electricity demand, especially in the treatment period. This implies that the residential quartile models are similar, and that whatever transformation occurred in the S quartile also seems to have occurred in the W quartile. However, this does not appear to be the case for the commercial and industrial sectors. For these sectors, it is the differences in demand behavior, not state characteristics, that largely drive the differences in electricity demand. Moreover, the models move farther apart in the treatment period, imply-ing that demand behavior is transforming at a faster rate in the S quartile than in the W quartile.
To complete the analysis of demand transformation it is necessary to examine whether or not specific components of demand behavior are moving in the direction intended by energy efficiency programs. To do so, the direction of the changes in the model coefficients from the base to the treatment period are calculated, as shown in Table 4 . In this table, the values in italics indicate that the change, based on the ttest, is statistically significant at the 95 percent level or better. Initial inspection of these statistics confirm the findings of the decomposition analysis, i.e., that in the residential sector the treatment period model for the S quartile hardly differs from the W quartile model, whereas in the commercial and industrial sectors, the treatment period models diverge. More specifically, in the residential sector all of the changes in coefficients for the S states and the W states are in the same direction, save cooling degree days. This is not true for the other sectors. In the commercial sector, only three of the seven changes are in the same direction; in the industrial sector, only one change is in the same direction.
The direction of the change in the coefficients of three key economic variables, i.e., electricity price, per capita income or GSP, and technology trend, reveal whether the observed demand transformation favors lower electricity demand and thus meets the expectations of program commitment. With respect to energy prices, economic theory suggests that if programs intended to lower electricity demand are successful, energy price elasticity will increase as consumers become more sensitive to the possibility of substituting capital, in the form of more energy efficient equipment, for fuel. Of course, other pathways for increased price elasticity are possible, too, such as altered equipment operation. As can be seen in Table 4 , demand has, in fact, become more price elastic from the base to the treatment period for both residential and both commercial groups, and for the strong program commitment states in the industrial sector. In addition, all of the changes, save for the price elasticity of the strong program commitment quartile in the commercial sector, are statistically significant.
The finding of an income effect in the expected negative direction is an equally important indicator of demand transformation. Greater income inelasticity will occur if programs encourage consumers with rising incomes to substitute higher energy efficiency equipment for existing equipment, thereby turning energy use from a superior good into a normal one, all things being equal. Other pathways, such as sophisticated operations and maintenance, are possible too. As can be seen in Table 4 , a change in the expected direction, as expressed through the per capita income or GSP coefficient, occurs for both residential groups, and for the S quartile in the commercial sector, and for the W quartile in the industrial sector. Further, these changes are statistically significant at the 95 percent level or better for the S quartile in the residential and commercial sectors.
A third important economic indicator that program commitment led to demand transformation is the technology trend coefficients. This continuous variable varies by sectors and years, but not by state. It provides more precise insight into the relationship between the changes in the adoption of electronic technologies and electricity demand than would be possible through either a simple annual time trend or a set of annual dummy variables. Once again, it is to be expected that successful programs will reduce the elasticity of demand with respect to technological change. In other words, it is expected that energy efficiency programs will help slow the increase in electricity demand associated with the increasing production and use of electronic equipment. As can be seen in Table 4 , demand becomes more inelastic from the base to the treatment period in all but the industrial sector W states, and the changes are statistically significant in all but the S quartile of the commercial sector.
To summarize, with few exceptions, the findings related to the changes in the coefficients of three key economic variables in all three sectors suggest that demand transformation due to energy efficiency program commitment has occurred. However, in the residential sector the decomposition and demand transformation analyses suggest that the changes in demand in the weak program commitment states closely parallel those of the strong program commitment states. This lends credence to the idea that there is a high degree of spillover in the residential sector, and that spillover is perhaps taking place much more strongly, and much faster, than in the other two sectors.
NATiONWiDE SPiLLOVER
Spillover, as applied to energy efficiency programs, is a positive externality that increases the cost-effectiveness of public programs by creating unanticipated social benefits. Under a narrow definition, spillover occurs when energy efficiency program participants go beyond what is expected of them, for example, by purchasing an eligible energy efficient item without applying for a rebate after they have already purchased a similar item with the assistance of a rebate. A broader definition of spillover is that it occurs when, for example, individuals who have never participated in a program purchase an energy efficiency item because they have been influenced by the existence of a program. There are many pathways through which this may occur, say through a program's explicit endorsement of a line of products, through its diffusion of product information, or even through its influence on producer and supply chain strategies.
Efforts to estimate the benefits of spillover typically involve local area surveys of program participants and non-participants. While no empirical studies of spillover have been published in journals, there are many professional reports containing anecdotal or survey information on these topics, summaries of many of which can be found in conference proceeding such as ACEEE (2006) and IEPEC (2005) . However, because most energy efficiency programs are geographically circumscribed, there are no reports or studies that have attempted to measure the extent to which areas of the country with strong or moderate energy efficiency program commitment have encouraged energy efficiency in areas of the country with weak program commitment.
Nationwide spillover is particularly relevant to the residential sector because news and information flow almost effortlessly via mass media and mass marketing from one socio-economic or demographic group to another, and from one geographic area to another. Adding to the rapidly-spread influence of lifestyle and taste trends, consumers are able to execute decisions regarding equipment investments and equipment operations far faster than are most business organizations. Also, in the residential sector it is often the case that there are but a few major manufacturers of equipment, or a few major retailers with large market shares, and their inventories tend to be relatively standardized throughout the country. At the other extreme, spillover is probably least likely to occur in the industrial sector because these businesses have the most heterogeneous and complex needs and uses for energy, and require the most capital. The commercial sector is probably somewhere in between the two with regards to spillover; building stock and building functions vary, yet end uses and equipment suppliers tend to be similar. Also, equipment tends to be more costly and longer lived than in the residential sector, yet commercial buildings must continually modernize if they are to keep tenants.
In light of the possibility of rapid residential spillover, the findings of the residential sector impact and decomposition analyses might be interpreted as supporting the hypothesis that nationwide spillover is ubiquitous in the residential sector, and that spillover has led to the W quartile's demand behavior being similar in that of the S states, even in the base period. This would help explain why positive impacts cannot be detected for the SM states, and why the decomposition analysis finds that the energy intensity models are similar across quartiles and move towards convergence in the treatment period.
To explore this phenomenon, a new base period is constructed for the residential sector, one that goes as far back as 1970 and ends in 1979. In these years, residential programs were rare even in the S states. Re-analysis of this sector using the earlier years makes particular sense because it is likely that for this sector, more than the two others, the 1977 to 1992 base period was contaminated by strong program commitment in some states. Electricity efficiency programs began largely in the mid-1970's with information and audit programs for the residential sector. In time, efficiency programs spread to the commercial and industrial sectors. However, residential programs began earlier, were larger in scope, and spread faster from state to state than any other programs. By 1992, according to Form EIA-861, 18 states recorded residential sector DSM savings of more than 100,000 MWh. Also, by 1992 DSM savings were present in all states in the residential sector. Descriptions of many of these residential programs can be found as far back as Berman, et al. (1987) . Therefore, most especially for the residential sector, shifting backwards and shortening the base period can produce a period with less confounding effects and greater contrast to the treatment period than the original base period.
Shifting the base period backwards, Table 5 restates all of the residential findings from Tables 1, 2 , 3, and 4, using the 10 years from 1970 to 1979 as the new base period, referred to as base70. As above, descriptive statistics for the variables in the new models are contained in Table A1 and the models themselves are contained in the rightmost columns of Table A2 in Appendix A. The findings of the re-simulation, found in the top portion of Table 5 , indicate that the residential energy consumption impacts are far less negative than when using the original base, an increase in electricity consumption of 2.3 percent rather 9.1 percent. And, they reverse for energy intensity, showing a decline in energy intensity of 4.4 percent, rather than an increase in energy intensity of 1.6 percent.
Since the treatment period's counterfactual for the SM quartile remains the same as in the original impact analysis, the new residential sector impact findings derive from the differences in the the base70 period counterfactuals. This means that the base and base70 period W quartile models differ in important details, detection of which is possible by contrasting the original residential sector -0.197 decomposition and demand transformation analysis with the re-analysis using the base70 models. The findings of the re-analysis show that unlike in the base period models, the unexplained portion of the difference of the means of the S and W quartiles is larger, not smaller, than the explained portion of the difference. In other words, differences in the coefficients of the S and W quartile models are more pronounced in the base70 period. Further, three base70 coefficients, rather than just one in the original analysis, are relatively more important in the treatment period than they are in the earlier period. These are indicated by the bold values in the I column for electricity price, natural gas price, and technology trend. Finally, the analysis of the changes in S and W quartile model shows that the components of both the S and W quartile's demand behavior follow the same directions of change. This is consistent with the original findings and supports the impression that demand transformation is occurring in the W quartile despite weak program commitment. Moreover, the three key economic variables, i.e., electricity price, per capita income, and technological change moved in directions that are consistent with the expected impacts of program commitment for both the S and W quartiles, and these movements are statistically significant in all but one case.
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HOW GOES CALiFORNiA
To come full circle, it is instructive to return to the introductory discussion to see whether California's accomplishments, as suggested by simple trend lines in Graph 3.A to 3.C, are supported by a more detailed analysis. As can be seen in these graphs, once economic variables are introduced, discussion of the impacts of energy efficiency program commitment becomes more complex. Since 1980, per capita income or GSP rose while, on average, real electricity prices were flat, albeit volatile. The patterns of these economic variables suggest that California's electricity intensity trends for the past three decades should not have been so favorable. Yet, without controlling for these and other factors for other states, it is not obvious that California's trends are as extraordinary as they seem. In other words, without a more detailed analysis, conclusions related to the relative impacts of California's program commitments are speculative.
Graph 3.A -3.C. California Economic Trends, by Sector
To gain a more complete understanding of California's accomplishments, the impact analysis findings are estimated for California alone, as seen in Table  6 . The findings for California are dramatic; net impacts in the residential sector show a reduction in electricity use of 42.8 percent and a reduction in electricity intensity of 27.7 percent. In the commercial sector, electricity consumption shows a reduction of 28 percent and a reduction in electricity intensity of 19.3 percent. In the industrial sector, electricity consumption shows a reduction of 46 percent and a reduction in electricity intensity of 32.2 percent.
To assess the validity of the counterfactuals for California, descriptive statistics for the state are contained in Table A4 of Appendix A. In comparing them to the base period descriptive statistics for the W quartiles in Table A1 , it can be seen that some of the raw means differ for several of the independent variables in the model. However, other than for residential sector per capita income and industrial sector electricity price, none of the means of California's variables fall outside two standard deviations of the means of the W quartile variables in the base or base70 period. This suggests that the California counterfactuals, while more uncertain than the estimates for the full SM quartile, are nevertheless valid estimates of what California electricity demand would have been in the absence of strong program commitment. This analysis of California electricity demand is illuminating for at least two reasons. For one, it confirms that the speculations based on the popular graphs of California electricity demand trends are not unjustified. But perhaps more importantly, since California is the state with the longest history and the strongest degree of energy efficiency program commitment of any state, the analysis uncovers what is likely to be, to date, the upper bounds of the impacts of strong statelevel energy efficiency program commitment.
CONCLUSiON
This study presents rigorous empirical estimates of the changes in electricity demand in the United States from the 1970s to the beginning of the 21 st century. It introduces a counterfactual difference in differences estimator for measuring energy efficiency program commitment impacts that is designed to overcome the shortcomings of more conventional difference in differences estimators. Using this approach, the evidence suggests that, on average, those states that have moderate to strong commitment to energy efficiency programs reduce energy intensity in their states relative to what it would have been with weak program commitment. In addition, these findings hold for changes in the levels of energy consumption in the commercial and industrial sectors, if not the residential sector. As such, the results appear to be robust and are likely, if anything, to understate net impacts because of the inherent imprecision in state rankings and the uniform cutoff year.
Ironically, the findings of this study simultaneously confirm and refute Jevons' paradox. On the one hand, the evidence supports the paradox by revealing that energy efficiency program commitment in the residential sector is associated with a decrease in energy intensity alongside an increase in energy consumption. However, in the commercial and industrial sectors energy efficiency program commitment is associated with decreases in both energy intensity and energy consumption. Together, this collection of empirical findings suggests that Jevons' paradox is no paradox at all, but rather a description of one of many possible outcomes of increases in energy efficiency.
On a more practical note, the results of this paper have potentially important implications for how energy policymakers should view energy efficiency programs. The evidence presented in this paper largely indicates that energy efficiency program commitment in all three sectors of the economy has transformed electricity demand with respect to three key economic variables; electricity price, income as measured by per capita income or gross state product, and technological change. Furthermore, a comparison of the statistical findings from two different base periods suggests that nationwide spillover from energy efficiency programs may be rapid and ubiquitous in the residential sector. Awareness of these longterm impacts should encourage policymakers to take into serious consideration the benefits of different levels of program commitment, where estimates of the impact of California's energy efficiency programs likely reveal the upper bounds of these benefits to date, given California's particular history and the size and mix of its energy efficiency program portfolio.
Finally, the methodology used in this study should have broad interest both within the U.S. and internationally. Until now, most effort to measure changes in electricity demand have ignored the impacts of energy efficiency program commitment, or have focused on limited geographic areas, or have not simultaneously controlled for the key determinants of energy demand. Moreover, they have not been able to address, or measure, demand transformation and nationwide spillover. The analyses in this study show that wide-ranging empirical studies of these subjects are not only feasible, but create an opportunity to explore difficult and important issues that have heretofore been unapproachable. Meyer, Bruce D. (1995 
