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CHANGEMENTS STRUCTURELS MULTIPLES* 
Pierre PERRON 
Centre de recherche et développement en économique (C.R.D.E.) 
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Université de Montréal 
RÉSUMÉ - Cette étude considère le problème de l'estimation de modèles de régressions 
linéaires avec changements structurels multiples. Nous passons en revue la classe de 
modèles analysée par Bai et Perron (1996) et certains de leurs résultats asymptotiques. 
Nous discutons plus en détail un algorithme de calcul, basé sur les principes de la pro-
grammation dynamique, qui permet d'obtenir des estimations de façon très efficace 
même si le nombre de points de rupture est élevé. Ensuite, nous discutons du problème 
d'estimation de ce nombre de changements via certains critères d'information. Des résultats 
de simulations sont présentés pour illustrer les mérites et les défauts de ces procédures. 
Finalement, certains résultats empiriques mettent en évidence l'importance pratique de 
nos résultats. 
ABSTRACT - This paper considers the problem of estimation in the linear régression model 
with multiple structural changes. We fîrst survey the class of models analyzed by Bai and 
Perron (1996) and some of their asymptotic results. We then discuss in greater détails a 
numerical algorithm, based on the principle of dynamic programming, that permits 
obtaining estimâtes of the break dates very efficiently even if there is a large number of 
changes. We also discuss issues related to the estimation of the number of breaks using 
information criteria. Simulation results are presented to illustrate the merits and drawbacks 
of such procédures. Finally, some empirical examples highlight the practical importance 
of our results. 
* Je tiens tout d'abord à remercier Jushan Bai. Notre travail conjoint et nos conversations 
sont la base de cette étude. Merci aussi à Gabriel Rodriguez pour son assistance à la préparation des 
résultats de simulations et d'estimations et à Cosme Vodounou pour son aide à la préparation du 
texte. Je souligne également le support financier du Conseil de recherches en sciences humaines du 
Canada, du Conseil de recherches en sciences naturelles et en génie du Canada et le Fonds pour la 
Formation de Chercheurs et l'Aide à la Recherche du Québec. Ce travail est dédié à la mémoire de 
Lise Salvas-Bronsard. 
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INTRODUCTION 
La littérature statistique et économétrique recèle un volume important 
d'études reliées au problème de changement structurel. Pour les modèles de 
régressions linéaires, nous rappelons, entre autres, les travaux pionniers de 
Chow (1960), Quandt (1958) et Barten et Salvas-Bronsard (1970). Depuis ces 
travaux, qui traitent la date de rupture comme étant connue, l'agenda des 
recherches s'est dirigé vers une modélisation où cette date de rupture est traitée 
comme une variable inconnue. Le travail classique de Brown, Durbin et Evans 
(1975) a généralisé l'approche de type CUSUM aux modèles de régressions 
linéaires. Bhattacharya (1994), Krishnaiah et Miao (1988) et Deshayes et Picard 
(1986) présentent un survol des développements en statistique. 
Par rapport au problème des tests de changement structurel, les contributions 
récentes les plus importantes sont les travaux de Andrews (1993) et ceux de 
Andrews et Ploberger (1994) qui considèrent divers tests ayant certaines pro-
priétés d'optimalité. Dans le cadre de modèles estimés par la méthode de 
moments généralisée, Sowell (1996) discute d'une classe de tests ayant aussi des 
propriétés d'optimalité asymptotique. Des études récentes ont aussi abordé ce 
problème dans le cadre de modèles économétriques avec comme régresseurs des 
variables avec tendance, racine unitaire, et/ou corrélation temporelle. Des modèles 
avec coïntégration ont également été étudiés. De plus, le problème de change-
ment structurel a reçu beaucoup d'attention en relation avec le débat portant sur 
la question de racine unitaire versus le changement dans la fonction de tendance 
pour une série univariée (voir Perron, 1989). Des méthodes de test pour un chan-
gement dans la fonction de tendance permettant d'être agnostique par rapport à 
la présence ou non d'une racine unitaire sont présentées dans Perron (1991) et 
Vogelsang (1993). Les travaux de Bai (1994, 1995) et Bai, Lumsdaine et Stock 
(1994) contiennent des résultats importants concernant la distribution asympto-
tique de l'estimation de la date de rupture lorsqu'un seul changement se produit. 
Bien que la littérature soit vaste, les études qui se sont directement intéressées 
au problème relatif aux changements structurels multiples sont peu nombreuses. 
À cet effet, nous pouvons citer les travaux de Yao (1988), Yao et Au (1989) et Yin 
(1988) qui étudient l'estimation du nombre de changements dans la moyenne 
d'une séquence de variables utilisant le critère d'information de type Bayesien 
(BIC). Pour des modèles économétriques plus généraux, Garcia et Perron (1994) 
proposent un test de type WaId pour la présence de deux changements dans une 
série dynamique. Andrews, Lee et Ploberger (1996) considèrent des tests optimaux 
dans le modèle linéaire avec variance connue. Liu, Wu et Zidek (1995) consi-
dèrent des changements multiples dans le modèle linéaire estimé par moindres 
carrés et proposent un certain critère d'information pour la sélection du nombre 
de ruptures. Leurs résultats sont généralisés par Bai et Perron (1996) qui consi-
dèrent le problème d'estimation et d'inférence dans un modèle linéaire très général 
permettant la présence de plusieurs changements structurels. Bai et Perron (1997) 
discutent plus en détail les problèmes pratiques d'estimations et présentent des 
résultats de simulations sur les propriétés en petits échantillons d'estimateurs, de 
tests et de procédures de sélection du nombre de changements. 
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Cette étude a pour but de présenter un survol des principaux résultats de Bai 
et Perron (1996, 1997) sur l'estimation des paramètres dans le modèle linéaire 
avec changements structurels multiples. De plus, nous présentons des résultats 
de simulations concernant les propriétés des méthodes de sélection du nombre 
de changements fondées sur divers critères d'information. 
Le plan de l'étude est comme suit. Dans la première section, nous présentons 
le modèle, les postulats et les résultats principaux de convergence de Bai et 
Perron (1996). Dans la section 2, nous discutons en détail un algorithme, basé 
sur les principes de la programmation dynamique, lequel algorithme permet 
d'estimer de façon très efficace des modèles avec plusieurs ruptures. La section 3 
présente diverses méthodes de sélection du nombre de changements et fait état 
des résultats de simulations pour les méthodes basées sur quelques critères 
d'information. Enfin, les sections 4 et 5 présentent respectivement quelques 
exemples empiriques et quelques commentaires. 
1. LE MODÈLE ET LES POSTULATS 
Dans cette section, nous présentons le modèle statistique considéré et les 
postulats imposés sur les variables et les erreurs. Ensuite, nous faisons un bref 
sommaire des principaux résultats asymptotiques de Bai et Perron (1996). 
1.1 L^ modèle 
Nous considérons la régression linéaire multiple suivante avec m changements 
(ou m + 1 régimes) : 
yf = x^P + ^S 1 + wf, t=l,...,Tv 
yt = x'fi + z'£2 + w,, t = Tx + 1,..., T2, 
: (D 
y, = ^ + ^ ! + ", r = r i + i , . . . ,r. 
Dans ce contexte, yt est la variable dépendante au temps t, x{ (p x 1) et zt (q x 1) 
sont des vecteurs de régresseurs et P et S. (j' = 1, ..., m + 1) sont les vecteurs de 
coefficients correspondants ; ut est le terme d'erreur au temps t. Les indices (T1, 
..., Tn) sont les dates de changement et sont traités comme des inconnues de 
façon explicite. Notons qu'il s'agit d'un modèle à changement structurel partiel 
étant donné que p n'est pas sujet à changement et est effectivement estimé en 
utilisant l'échantillon complet. Lorsque /7 = 0, nous obtenons un modèle à 
changement structurel pur où tous les coefficients sont sujets à changement. 
Pour l'analyse qui suivra, il est utile d'introduire une certaine terminologie. 
Nous appelons une m-partition (ou simplement une partition) des entiers (1,..., T), 
un vecteur de dimension m d'entiers (T1, ..., T) tel que 1 < T1 < ••• < Tm < T. 
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Pour faciliter Texposition, nous utiliserons la convention T0 = 0 et T1n+1 = T. 
Aussi, nous définissons la matrice bloc-diagonale 
V ^ m+l J 
avec Z. = (zT. +1, ..., zT)'. Nous disons que Z partitionne diagonalement Z = 
(zv ..., Z7) à la m-partition (T1, ..., Tm). Avec ces définitions, le système de régres-
sion linéaire multiple (1) peut s'écrire 
r=xp+zô + £/ 
où Y = <yv ..., y / , X = (Jc1, ..., xT)\ U = (M1, ..., uT)', 8 = (S;, 6J, .... 8^+1)'. Nous 
notons la vraie valeur d'un paramètre par un 0 en indice supérieur. En particu-
lier, Z0 est la partition diagonale de Z à la m-partition (T°v ..., T°m) correspon-
dant aux vraies dates de rupture. Donc, le processus générateur de données est 
supposé être 
r=xp0 + z°ô0 + £/. 
Le but est d'estimer les inconnues (p°, 8°, ..., à°m+v T°v ..., T°m) sous 
l'hypothèse que 8? * 8?+1 (1 < / < m). En général, le nombre de points de rupture m 
peut être considéré comme inconnu avec m0 pour vraie valeur. Cependant, pour 
l'instant, nous le traitons comme connu. 
1.2La méthode d'estimation 
La méthode d'estimation considérée est basée sur le principe de la minimisa-
tion des erreurs au carré. Considérons tout d'abord une quelconque m-partition 
(T1,..., Tm). Pour cette m-partition, les estimations MCO de p et 8. sont obtenues 
en minimisant la somme des résidus au carré 
(Y-ty-zs) (F-XP-Zo)=Zr=;1 i^ib,-*»-^,]2 
Dénotons par p({r.}) et 8((TJ) les estimations obtenues en utilisant la 
m-partition (Tv ..., Tm) dénotée ici par [T]. La somme des carrés des erreurs 
correspondant à ces estimations est donc 
ST(Tv...,TJ = (Y-X$aTj})-Zè([T^ 
Les estimations des points de rupture (T°v ..., T°m) sont les dates (T1, ..., Tn) 
qui permettent d'obtenir un minimum global de ST(TV ..., T9n) par rapport à 
toutes les m-partitions possibles (T1,..., T1n) telles que T - T11 > q. C'est-à-dire 
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(fp ..., fw) = arg WnS7(T1,..., Tm). ( 2 ) 
Les estimations des dates de rupture sont donc les minimisations globales de 
la fonction objectif. Finalement, les estimations des coefficients des régressions 
sont simplement les estimations MCO obtenues en utilisant la m-partition {T.}, 
c'est-à-dire 
p = p({r.}),5=S({7;.}). O) 
Puisque les dates de changement sont des variables discrètes, il est possible 
d'obtenir les minimiseurs globaux, la solution du système (3), par un balayage 
exhaustif par rapport à toutes les partitions possibles. Cette méthode devient rapi-
dement excessive en temps de calcul lorsque m > 2, puisque le nombre possible 
de m-partition est d'ordre T"1. Heureusement, il existe une méthode très efficace, 
basée sur les principes de la programmation dynamique, qui permet d'obtenir 
des minimiseurs globaux en effectuant tout au plus des opérations MCO d'ordre 
T2, quel que soit m. Cette méthode est discutée en détail à la section 2. 
1.3 Les postulats 
Pour que nos estimations aient des propriétés asymptotiques intéressantes 
(convergence, etc.), nous devons imposer certaines contraintes aux régresseurs et 
aux erreurs. Certains postulats sont de nature purement technique et n'imposent 
pas de contraintes en pratique. D'autres, cependant, limitent l'applicabilité des 
résultats à une certaine classe de modèles. Pour faciliter l'exposition, nous utilisons 
la notation Wt = (x'r z\\ W = (wv ..., wT)' et W0 la partition diagonale de W à la 
m-partition (7^,..., T°m) telle que W0 = diag(W°v ..., W0 x). Les trois premiers pos-
tulats sont de nature purement technique et ne sont pas contraignants en pratique. 
Al T° = [TW ] avec O s X0 < X1 < ... < X°m < X°m+Ï = 1 où [• ] dénote la partie 
entière. 
A2 II existe un ^0 tel que pour tout £ > ^0 les valeurs propres minimales 
1 -w-^T0+i 1 x"^ T° 
des matrices — > ' wtw't et — > ' wtw' sont bornés au-dessus de zéro 
(*= l , . . . ,m+l ) . 
A3 La matrice AM = >^ ztzt est inversible pour £ - k > q, la dimension du 
vecteur zr 
Le postulat Al spécifie la nature du cadre asymptotique adopté pour discuter 
de concepts tels que la convergence. Il spécifie que les points de rupture sont 
asymptotiquement distincts et que chaque segment (ou régime) croît en proportion 
avec la taille de l'échantillon total. Les quantités X0 = (X°v ..., X°m) sont appelées 
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les « fractions de rupture». Le postulat A2 spécifie qu'il y a assez d'observations 
autour des points de rupture pour que ces derniers puissent être identifiés. Le 
postulat A3 permet d'appliquer la méthode de MCO pour toutes les ra-partitions 
(T1,..., Tm) telles que T - T1 > q. Notons que ce postulat peut être évité en utili-
sant une méthode d'estimation basée sur les inverses généralisées. 
Le prochain postulat est plus contraignant quant à la nature des variables 
introduites dans le modèle. 
A4 Pour tout i = 1, ..., m + 1, W0ZW0J(T^ - T0^1) converge en probabilité vers 
une matrice positive définie non stochastique (pas nécessairement la même pour 
tous les i). 
Ce postulat est standard pour le modèle classique de régression linéaire mais 
contraignant, puisqu'il spécifie qu'on ne peut avoir de variables intégrées (avec 
une racine unitaire autorégressive). Il permet cependant des variables ayant une 
tendance déterministe où l'indice de temps est dégonflé par T. Par exemple, pour 
une tendance linéaire g(t) = a + b(t/ T). 
Le dernier postulat concerne la nature des erreurs ut en relation avec celle 
des régresseurs {xt, zt}. Deux cas sont permis : 
A5(i) Soit {^, / = 1, 2, ...} une séquence de o-algèbres, la paire {ur J1) forme 
une séquence de « Lr-mixingale » avec r = 4 + S pour un certain 8 > 0. De plus, 
les erreurs ut sont indépendantes des régresseurs ws pour tout t et s. 
A5(ii) Soit jTf, la a-algèbre générée par {..., wtV wr ..., utV wM}; a) {ut} est une 
séquence de différences de martingales relativement à { J*t} et sup E\ wfl4+ô < o°; 
t 
b) T~l^\ _v ztz't-* Q(v) uniformément en v G [0,1] avec Q(v) une matrice définie 
positive pour v > 0 et strictement croissante en v; c) si les erreurs ut ne sont pas 
indépendantes des régresseurs {p j pour tout t et s, le problème de minimisation 
défini par (2) est contraint à toutes les partitions telles que T. - T 1 > zT (i = 1, 
..., m + 1) pour un e >0. 
Quoique ce postulat impose certaines contraintes, il permet une classe de 
modèles très générale. Les conditions décrites dans la partie (i) s'adressent au 
cas où il n'y a pas de variables dépendantes retardées dans les régresseurs wr 
Dans ce cas, les conditions sur les résidus permettent une classe très générale de 
corrélations temporelles et d'hétéroscédasticité. Les conditions de la partie (ii) 
s'adressent au cas où des variables dépendantes retardées sont permises comme 
régresseurs. Dans ce cas, il ne peut y avoir de corrélations temporelles dans les 
erreurs, bien qu'un certain degré d'hétéroscédasticité soit permis. Cette généra-
lisation est obtenue au prix d'une certaine restriction additionnelle quant aux 
m-partitions permises, ce qui, d'un point de vue pratique, n'est pas contraignant, 
puisque e peut être arbitrairement petit. 
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Le choix entre les postulats A5(i) et A5(ii) peut être très intéressant dans le 
cas des modèles dynamiques lorsque les paramètres associés aux variables 
dépendantes retardées ne sont pas sujets à changement. Dans ce cas, l'investiga-
teur peut modéliser cette dynamique par une approche paramétrique (en intro-
duisant assez de variables dépendantes retardées pour avoir des résidus non 
corrélés) ou par une approche indirecte non paramétrique (en laissant les effets 
de dynamique dans les résidus et en appliquant une correction non paramétrique 
pour conduire à une inférence asymptotique appropriée). Ce choix de modélisa-
tion peut être fort utile selon que le changement se produit rapidement ou de 
façon graduelle. Prenons, par exemple, le cas d'un changement de moyenne 
dans une série temporelle corrélée. En spécifiant zt = {1}, xt = {0}, toute la 
dynamique est contenue dans le terme d'erreurs et n'affecte pas l'effet d'un 
changement de moyenne sur le niveau de la série (le changement est donc 
abrupt). Cependant, en spécifiant zt= {1} et xt = {retards de yt], un changement 
dans le coefficient associé à la constante zt est relié à un changement dans le 
niveau de yt qui varie pour les périodes suivant la date de rupture. Cette variation 
dépend de la dynamique autorégressive et s'effectue de façon graduelle vers un 
niveau limite. 
1.4 Les résultats asymptotiques 
Bai et Perron (1996) ont dérivé certains résultats asymptotiques concernant 
les estimations B, (O1, ..., ô ^1) et (T1, ..., T ) sous les conditions décrites à la 
section 1.3. Nous en faisons ici un bref sommaire. 
Les résultats les plus importants concernent la convergence des quantités 
X. = T. IT et le rythme de convergence. Le résultat obtenu est que non seulement 
X. converge vers sa vraie valeur A,?, mais qu'il le fait au rythme rapide T, c'est-à-
dire T( X1 - A,?) = O (1) pour tout /. Il est important, cependant, de remarquer que 
cette convergence au rythme T s'applique aux quantités X. et non aux dates de 
rupture T. elles-mêmes. Pour ces derniers, le résultat stipule qu'avec une proba-
bilité arbitrairement proche de 1, la distance entre T. et Pj est bornée par une cer-
taine constante indépendante de la taille de l'échantillon. Ce phénomène est 
essentiellement dû au cadre d'analyse asymptotique adopté tel que spécifié par 
le postulat Al. 
Malgré que les dates de rupture T. ne soient pas convergentes pour les vraies 
valeurs T?, le fait que les quantités X. convergent au rythme rapide d'ordre T est 
suffisant pour que l'estimation de ces points de rupture n'affecte pas, en grands 
échantillons, la distribution limite des estimations des autres paramètres du modèle. 
Ceci nous permet d'obtenir, pour ces estimations, les résultats classiques de nor-
malité asymptotique au rythme VT . De façon plus précise, nous avons 
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14-50F ( 
où 
,. 1 ( X'X X'Z° ) 
V = P
T
1
™T[Z«X Z °Z°J 
i — ' — 
O = p Um-(X,Z0) Q(X,Z0) 
et 
a = E(UiT y 
Notons que si les erreurs sont non corrélées et homoscédastiques alors O = cV, 
et la matrice de covariance asymptotique se réduit à G2V'1, laquelle peut être 
estimée de façon convergente en utilisant une estimation convergente de a2 tel 
que T " 1 ^ û2 . Lorsqu'il y a corrélation et/ou hétéroscédasticité dans les 
résidus, une estimation convergente de O peut être construite selon les méthodes 
proposées par Newey et West (1987) et Andrews (1991). Notons, finalement, 
que cette correction pour la présence de corrélation peut être faite en supposant 
C\R.Q rHstrihiiHnrtQ iHp.nHnnp.ç à travp.rc 1P« Hiffip.rp.ntc rpoim^c mi t*n nprmpftant H I IY 
distributions des régresseurs et des erreurs de changer. 
Le papier de Bai et Perron (1996) présente des résultats par rapport à plusieurs 
autres sujets : a) la distribution limite des dates de rupture permettant de construire 
des intervalles de confiance asymptotiques ; b) des statistiques de tests pour les 
hypothèses suivantes, m0 = 0 versus m0 = k un nombre fixe choisi a priori; m0 = 0 
versus un certain nombre inconnu entre 1 et 5 ; et m0 = £ versus m0 = t + 1. Ce 
dernier cas est la base d'une méthode séquentielle pour estimer le nombre de 
points de rupture. Puisque l'objet de la présente étude est l'estimation, nous pas-
sons sous silence ces divers résultats. 
2 . MÉTHODE DE CALCUL DES MINIMISEURS GLOBAUX 
Dans cette section, nous discutons un algorithme basé sur les principes de la 
programmation dynamique qui permet d'obtenir efficacement les estimations 
des points de rupture en tant que minimiseurs globaux de la somme des résidus 
au carré des erreurs. Cette méthode permet le calcul de ces estimations en effec-
tuant des opérations MCO tout au plus d'ordre T2, quel que soit le nombre de 
changements m. La méthode n'est pas vraiment nouvelle et a des antécédents 
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dans la littérature statistique, notamment Guthery (1974), Bellman et Roth 
(1969) et Fisher (1958). Elle semble cependant avoir été oubliée, à tout le moins 
dans la littérature économétrique, et une description détaillée paraît donc 
s'imposer. 
2.1 La matrice triangulaire de sommes des résidus au carré 
L'idée de base de cette approche devient très intuitive lorsqu'on réalise 
qu'avec un échantillon de taille 7, il ne peut exister plus de T(T + X)Il segments, 
quel que soit le nombre de points de rupture m. Ceci est représenté à la figure 1 
où l'axe vertical représente la date initiale d'un segment et l'axe horizontal la 
date terminale. Chaque entrée représente la somme des carrés des résidus estimés 
correspondant à ce segment. La somme globale des résidus estimés au carré pour 
n'importe quelle m-partition (T1, ..., Tn) et pour toute valeur de m doit néces-
sairement être une certaine combinaison linéaire de ces T(T + I)/2 sommes de 
résidus au carré. Les estimations des dates de rupture, la m-partition (Tv ..., Tm\ 
correspondent à cette combinaison qui permet d'obtenir une valeur minimale. 
L'algorithme de programmation dynamique peut être vue comme une méthode 
efficace pour comparer ces combinaisons de sommes de résidus au carré (corres-
pondant aux différentes m-partitions) pour obtenir un minimum global. 
Avant de discuter de cet algorithme, notons qu'en pratique, moins de T(T+1)/2 
segments sont permis. Une distance minimale, soit h périodes, peut être imposée 
entre chaque point de rupture. C'est-à-dire que l'utilisateur peut spécifier que 
chaque segment soit au moins de h périodes. Notons que h < q (le nombre de 
coefficients qui varient) est possible ; dans de tels cas, la somme des résidus au 
carré des segments de longueur inférieure à q est identiquement 0. Pour simplifier, 
on supposera cependant que h > q. Souvent, l'utilisateur peut spécifier cette 
longueur minimale sans référence à q, par exemple pour minimiser l'effet possible 
d'observations aberrantes. 
Cette longueur minimale pour chaque segment implique une réduction dans 
le nombre total de segments à considérer de (h - 1) T- (h - 2) (h - I)/2 (voir 
figure 1). 
D'autres réductions dans le nombre total de segments à considérer sont pos-
sibles. En effet, le segment le plus long doit être tout de même assez court pour 
permettre la présence de m autres segments avant et après. Par exemple, si un 
segment débute à une date entre 1 et h, la date terminale maximale de ce segment 
est T - hm si m ruptures sont permises (ou m + 1 régimes). Ceci permet une 
réduction additionnelle de h2m(m + l)/2 segments à considérer. 
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FIGUREl 
EXEMPLE DE LA MATRICE TRIANGULAIRE DE SOMMES DE RÉSIDUS AUX CARRÉS AVEC 
7 = 2 5 , /1 = 5 ETm = 2 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 
1 Xa Xa Xa Xa • • • • • • • • • • • Xb Xb Xb Xb Xb Xb Xb Xb Xb Xb 
2 Xa XO Xa JC« • • • • • • • • • • Xb Xb Xb Xb Xb Xb Xb Xb Xb Xb 
3 Xa Xa Xa Xa • • • • • • • • • Xb Xb Xb Xb Xb Xb Xb Xb Xb Xb 
4 Xa Xa Xa Xa • • • • • • • • Xb Xb Xb Xb Xb Xb Xb Xb Xb Xb 
5 xa xa xa xa • • • • • • • xb xb xb xb xb xb xb xb xb xb 
6 xa xa xa xa • • • • • • • • • • • xb xb xb xb xb 
I Xa Xa Xa Xa • • • • • • • • • • Xb Xb Xb Xb Xb 
8 xa xa xa x<* • • • • • • • • • xb xb xb xb xb 
9 xa xa x<* x<* • • • • • • • • xb xb xb xb xb 
10 XO Xa Xa X^ • • • • • • • Xb Xb Xb Xb Xb 
I I Xa Xa Xa Xa • • • • • • • • • • • 
12 Xa Xa Xa xa • • • • • • • • • • 
13 xa xa xa xa • • • • • • • • • 
14 xa xa xa xa • • • • • • • • 
15 Xa Xa xa Xa • • • • • • • 
16 Xa Xa xa Xa • • • • • • 
17 Xa Xa Xa Xa • • • m m 
18 X° Xa Xa Xa • • • • 
19 xa Xa Xa Xa • • • 
20 xa xa xa xa m • 
21 xa xa xa xa • 
22 xa xa xa xa 
23 xa xa xa 
24 xa xa 
25 xa 
NOTES : 
x° indique les segments rejetés puisqu'un segment doit être au moins de longueur 5, 
JC6 indique les segments rejetés puisqu'autrement il n'y aurait pas de place pour 3 segments de 
longueur 5. 
Un • indique un segment permissible. 
En somme, toute l'information pertinente au calcul du minimum global de la 
somme des résidus au carré peut être obtenue en examinant les sommes des 
résidus au carré correspondant à 
T(T + l)/2 - (h - 1) T+ (h - 2) (h - X)Il - h2m(m + l)/2 
segments. Nous devons calculer la somme des résidus au carré des segments 
ayant les dates initiales et terminales suivantes : 
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date initiale date terminale 
i = th+!,...,(£ + I)A j = h + i-l,...,T-(m- O * (^ = 0, . . . ,m-1) 
i = hm+ 1,..., T-h+ l j = h + i-l,..., 7. 
2.2 Le c<zs ÛPWTZ modèle à changement structurel pur 
Considérons, en premier lieu, le cas où nous avons un modèle à changement 
structurel pur, c'est-à-dire p = 0 et le système est décrit par 
Y= Zh+U (4) 
où nous rappelons que Z est une matrice bloc-diagonale, les différents blocs cor-
respondant aux régimes spécifiés par la m-partition (Tv ..., 7Jn). Dans ce cas, le 
calcul des estimations 8, ût et ST(TV ..., Tm) peut être effectué en appliquant la 
méthode MCO segment par segment sans contrainte à travers ceux-ci. 
Dans ce cas, le calcul de la matrice triangulaire de sommes de résidus au carré 
peut se faire en utilisant des formules standard pour le calcul de résidus récursifs. 
En fait, toute l'information pertinente peut être calculée à partir d e T - hm + 1 
ensembles de résidus récursifs. Soit v(i,j) le résidu récursif au temps j obtenu en 
utilisant un échantillon commençant à la date / et SSRdJ) la somme des résidus 
au carré d'un segment commençant à la date / et se terminant à la date y. Nous 
avons la formule de récurrence suivante (voir Brown, Durbin et Evans, 1975) : 
SSR(IJ) = SSR(IJ-l)+ v(ij)2. 
Toute l'information pertinente est contenue dans les valeurs de SSRdJ) pour 
les combinaisons dj) indiquées ci-dessus. Notons que tout ce calcul n'implique 
qu'un nombre d'inversions matricielles d'ordre T. 
2.3 L'algorithme de programmation dynamique 
Lorsque les sommes des résidus au carré des segments pertinents ont été cal-
culées et mises en mémoire, une approche de programmation dynamique peut être 
utilisée pour évaluer quelle partition permet d'obtenir une minimisation globale 
de la somme des résidus au carré sur l'ensemble de l'échantillon. Essentielle-
ment, cette méthode agit via un examen séquentiel de partitions optimales avec 
un point de rupture (ou deux segments). Soit SSR({Trn}) la somme des résidus 
au carré associée à la partition optimale contenant r points de rupture et qui utilise 
les premières n observations. La m-partition optimale pour l'échantillon total 
peut être obtenue en résolvant le problème de récursion suivant 
SSR({TmT})= min [SSR({Tm^,}) + SSR(J +1,T)]. (5) 
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Il est utile d'écrire (5) sous la forme suivante : 
SSR({TmT}) = min [SSR(J1+1,T) + 
mh^Ji<T-h 
min [SSR(Ji +1 h) + 
(m-\)h<j2<jrh 
min [SSR(J3+IJ2) + 
(m-2)h<j3<j2-h 
min [SSR(I, jm) + SSR(jm+l, ]„_,)]...]]]. 
En examinant ce problème de minimisation, on remarque que la procédure 
commence par évaluer la 1-partition optimale pour tous les sous-échantillons qui 
permettent une rupture s'étalant de l'observation h à l'observation T-mh. Donc, 
dans un premier temps, il faut sauvegarder un ensemble de (T- (m + l)h + 1) 
1-partitions optimales avec les sommes des résidus au carré qui leur sont asso-
ciées. Chacune des 1-partitions optimales correspond à des sous-échantillons 
avec date finale s'échelonnant de 2h à T- (m - l)h. 
Considérons maintenant la prochaine étape qui consiste à rechercher des par-
titions optimales avec deux ruptures (2-partitions). De telles partitions ont des dates 
terminales s'échelonnant de l'observation 3h à l'observation T - (m - 2)h. Pour 
chaque date terminale possible, la procédure recherche laquelle des 1-partitions 
optimales (sauvegardées à l'étape précédente) peut être insérée pour aboutir à une 
somme des résidus au carré minimale. Le résultat est un ensemble de (T- (m + 1) 
h + i) 2-partitions optimales (ou des partitions optimales avec 3 segments). La 
méthode continue de façon séquentielle jusqu'à ce qu'un ensemble de (T- (m + 1) 
h + 1) (m - l)-partitions optimales soient obtenues, correspondant à des dates 
terminales s'échelonnant de l'observation (m - \)h à l'observation T- 2h. L'étape 
finale est de voir laquelle de ces (m - l)-partitions optimales permet d'obtenir 
une somme globale des résidus au carré lorsque combinée avec un segment 
additionnel. 
On peut donc décrire la méthode comme une mise à jour séquentielle de 
T-(m + l) h + 1 segments en partitions optimales avec un, deux et jusqu'à (m-l) 
points de rupture (ou avec deux, trois et jusqu'à m sous-segments), la dernière 
étape étant simplement de créer une seule partition optimale avec m points de 
rupture (ou (m + 1) segments), soit une m-partition optimale. 
Il est important de noter qu'en pratique, cette méthode est très rapide avec 
des échantillons de tailles usuelles. En fait, la composante majeure du temps de 
calcul est la construction de la matrice triangulaire de sommes des résidus au 
carré pour tous les segments possibles. La recherche de la m-partition optimale 
représente une addition en temps de calcul qui est comparativement marginale. 
Ceci veut dire qu'il est à peine plus long d'obtenir des minimiseurs globaux 
avec 5 ou 10 points de rupture qu'il ne l'est avec 2 points de rupture. 
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2.4 Le cas de modèles à changement structurel partiel 
La méthode décrite ci-dessus ne peut s'appliquer directement au cas d'un 
modèle à changement structurel partiel, c'est-à-dire avec p > 0. Ceci est dû au 
fait que nous ne pouvons estimer le vecteur de paramètre P sans connaître la 
m-partition optimale. Autrement dit, l'estimation de p associée à la minimisation 
globale dépend elle-même de la m-partition globale que l'on recherche. Contrai-
rement au cas d'un modèle à changement structurel pur, lorsqu'on peut écrire la 
régression sous la forme (4), chaque élément de la matrice triangulaire de sommes 
de résidus au carré dépend de la m-partition optimale finale que l'on recherche. 
Il existe cependant une méthode itérative simple qui permet de pallier ce pro-
blème. 
La procédure récursive peut être décrite de la façon suivante. En posant 
0 = (8, Tv ..., Tn), nous pouvons écrire la somme des résidus au carré en fonction 
de p et 0, c'est-à-dire SSR($, 0). Adoptant la méthode de Sargan (1964), nous 
pouvons minimiser SSR($, 0) comme suit : tout d'abord, minimiser par rapport à 0 
en gardant p fixe, ensuite minimiser par rapport à p en gardant 0 fixe, et enfin 
itérer la procédure. Chaque itération assure une baisse de la fonction objectif. 
Les propriétés de convergence de cette méthode itérative sont discutées dans 
Sargan (1964). Bien entendu, la convergence vers le minimum global n'est pas 
assurée et, dans ce contexte, le choix de la valeur initiale de p peut être impor-
tant pour éviter un minimum local. 
Nous discutons les détails de cette méthode dans notre contexte et nous effec-
tuons aussi une légère modification qui permet une convergence très rapide. Nous 
remarquons que la première étape relative à la minimisation par rapport à 0 en 
gardant p fixe, équivaut simplement à l'application de l'algorithme de program-
mation dynamique discutée ci-dessus, mais, cette fois-ci, avec yt - JC P^ comme 
variable dépendante. Puisque p est fixe, cette étape équivaut en fait à un modèle 
à changement structurel pur. Soit 0* = (ô*, {T*}) les estimations obtenues de 
cette première étape [avec {T*} = (7*, ..., T*m)]. L'application de la méthode de 
Sargan suggère que la deuxième étape soit une simple régression linéaire avec 
variable dépendante yt - z'8* pour t dans le régime j (j = 1, ..., m + 1) (les 
régimes ou segments étant définis par la m-partition {T*}) et avec variables 
dépendantes xr 
Des gains énormes en efficacité peuvent être obtenus en apportant une modi-
fication mineure à cette seconde étape. Il s'agit de garder seulement {T*} fixe et 
de maximiser à nouveau par rapport à 5 (en plus de p). Donc, 8 est mise à jour à 
chacune des deux étapes. La raison qui justifie ce gain d'efficacité peut être 
expliquée comme suit : en général, les valeurs de {T*} obtenues à la première 
itération seront très près des valeurs {T] correspondant au minimum global (à 
moins que la valeur initiale de p soit très éloignée de la vraie valeur P0). Intuiti-
vement, une mauvaise spécification dans la valeur initiale de P n'a que peu 
d'effet sur les estimations {T*}, puisque ceux-ci dépendent surtout des change-
ments du vecteur 8 à travers les différents régimes qui eux sont associés aux 
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variables zr Considérons une deuxième étape qui applique une régression linéaire 
ordinaire de la forme 
avec Z* la partition diagonale de Z à la m-partition (T*,..., T*m). Si les valeurs de 
{T*} sont égales aux valeurs {T] correspondant au minimum global, les estima-
tions de p et de 8 de cette deuxième étape seront immédiatement celles corres-
pondant au minimum global. Des essais pour tester cette procédure ont démontré 
que dans la majorité des cas, une seule itération suffit. Dans quelques cas, deux 
itérations étaient nécessaires, mais il était difficile de trouver des exemples où 
plus de 2 itérations étaient requises. 
Pour faire ressortir le contraste entre ces deux approches, considérons ce qui se 
produit si 6 n'est pas mis à jour à nouveau à la deuxième étape. Cette deuxième 
étape devient donc une régression linéaire simple de la forme 
Y- Z*5*=Xp + £/. 
Notons que même si {T*} est égale à {7}, correspondant au minimum global, 
l'estimation de p ne correspondra pas à P (associé au minimum global), à moins, 
bien sûr, que 8* ait déjà atteint 8 (ce qui ne peut se produire qu'avec une très 
faible probabilité). Le besoin de faire des itérations additionnelles s'est donc 
imposé et les expériences menées ont démontré que le nombre d'itérations 
nécessaires pour arriver aux valeurs correspondant au minimum global étaient 
très élevé, même dans les modèles très simples. 
Le critère de convergence adopté est que le changement dans la valeur 
objectif SSR(T1, ..., T1n) soit plus petit qu'un certain e. En adoptant la méthode 
itérative suggérée, il est possible de spécifier e = 0 à cause de la nature discrète 
des variables (T1,..., Tn). En fait, dans la plupart des simulations que nous avons 
faites, le minimum était atteint après la première itération et la seconde ne faisait 
que vérifier qu'il n'y avait effectivement aucun changement dans la fonction 
objectif. 
L'efficacité de la méthode proposée ci-dessus pour atteindre le minimum 
global (par opposition à un certain minimum local) repose sur un choix appro-
prié de la valeur initiale du vecteur p. Nous suggérons la procédure suivante qui 
s'avère être très efficace. Il s'agit tout d'abord de considérer tous les coefficients 
comme étant sujets à des changements structurels, même ceux du vecteur p. 
Donc, nous considérons le modèle comme en étant un à changement structurel 
pur auquel nous pouvons directement appliquer l'algorithme de programmation 
dynamique pour obtenir les estimations. Pour être plus précis, écrivons ce modèle 
à changement structurel pur sous la forme 
y, = « . z, )(8U, O 2 / + uf t = TH + l,...,Tj, 
pour 7 = 1, ..., m + 1. L'application de l'algorithme de programmation dynamique 
à ce modèle donne les estimations (8* 8a2j',j = 1,..., m + 1) et (T\,..., T^). Pour 
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obtenir une valeur initiale du vecteur P, il s'agit simplement d'utiliser la régression 
MCO suivante : 
Y- Zab = X$ + U, 
où Za est la partition diagonale de Z à la ra-partition (Tav ..., T^n). L'estimation 
de p obtenue ainsi, disons Pfl, sert de valeur initiale pour commencer la récursion 
décrite ci-dessus. 
L'adoption de cette méthode pour choisir la valeur initiale de P est justifiée 
par le fait que les estimations Xf des proportions Xj sont convergentes même 
lorsque certains coefficients ne changent pas d'un régime à l'autre. La propriété 
de convergence est assurée dès qu'il y a un coefficient qui change à chaque point 
de rupture. Donc, la valeur initiale Pa ainsi obtenue est, d'un point de vue asymp-
totique, équivalente à l'estimation associée à la minimisation globale. Ceci permet 
d'atteindre le minimum de la fonction objectif en très peu d'itérations et cette 
approche minimise grandement le risque de convergence vers un minimum local. 
En fait, ce problème ne s'est produit dans aucun des cas que nous avons analysés 
(par simulations ou avec des données). 
Évidemment, il se peut que cette procédure proposée pour choisir la valeur 
initiale de P soit difficile ou même impossible à mettre en oeuvre dans certains 
cas. Nous pensons ici à certains cas où les dimensions p du vecteur p et m du 
nombre de ruptures sont grandes. Dans ces situations, il reste toujours le choix 
d'utiliser des valeurs initiales fixes pour p. Ici, le problème de convergence vers 
un minimum local devient, comme toujours, présent et une analyse de sensibilité 
s'avère de rigueur. 
3 . SÉLECTION DU NOMBRE DE RUPTURES PAR DES CRITÈRES D'INFORMATION 
Un problème important pour l'analyse des modèles avec changements struc-
turels multiples est l'estimation du nombre de changements présents. Deux 
classes générales de procédures ont été proposées. Celle suggérée par Bai et 
Perron (1996) consiste en une méthode séquentielle de tests. Elle consiste en 
l'application de tests pour £ versus £ + 1 changements pour une séquence avec 
£ = O, 1, 2, ... . L'estimation du nombre de changements est la première valeur 
de £ qui correspond à un non-rejet de l'hypothèse nulle. 
L'autre classe de procédures, qui nous intéresse plus particulièrement ici, 
consiste à utiliser un critère d'information comme méthode de sélection de modèle. 
L'idée de base est que l'ajout de points de rupture diminue nécessairement la 
somme des résidus au carré de la régression. Il faut donc pénaliser, d'une quel-
conque façon, l'ajout de chaque point de rupture additionnel. Les critères de 
sélection proposés dans la littérature diffèrent essentiellement par le facteur de 
pénalité. Dans le cadre de modèles avec changements structurels dans la moyenne, 
Yao (1988) suggère l'utilisation du critère d'information de type Bayesien (BIC) 
défini par 
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BIC(m) = ln(à2(m)) + p* £n(T)/T, 
oùô2(m) = T~lST(Tv ..., Tm) et/?* = (m + 1) q + m + /?. Le nombre de change-
ments sélectionné mmc est tel que 
mB/c = arg mm BIC(m). 
m 
Yao (1988) a démontré que mBIC est convergent pour la vraie valeur m0. Un 
critère souvent utilisé en économétrie est celui d'Akaike défini par 
AIC(m) = tn(à\m)) + 2p\ 
Nous avons répété les expériences de simulations discutées ci-dessus pour le 
critère AIC. Cependant, sa performance est si désastreuse qu'il est inutile d'en 
présenter les résultats. 
Plus récemment, Liu, Wu et Zidek (1995) ont proposé une modification du 
critère de Schwarz de la forme 
LWZ(m) = InQiT1,..., Tn)I(T-p*j) + (p*/T)cQ( l n(T))2^ 
avec estimation correspondante 
mLWZ = arg min LWZ(m). 
m 
Se basant sur la performance de W1W2 lors de certaines expériences de simula-
tions avec divers modèles, ils suggèrent d'utiliser les valeurs 80 = 0,1 et C0 = 0,299. 
Le but des simulations présentées dans cette section est d'évaluer la perfor-
mance des critères d'information BiC et LWZ dans le contexte spécifique de 
détection de rupture dans une fonction de tendance linéaire lorsque les données 
sont corrélées. La motivation de cet exercice vient de nos travaux antécédents 
sur la question de racine unitaire versus changements structurels dans la fonction 
de tendance pour les données macroéconomiques (voir Perron, 1989, 1994). 
Le cadre structurel de base est la décomposition standard d'une série entre 
fonction de tendance déterministe et partie stochastique (si on fait abstraction de 
composantes saisonnières), c'est-à-dire 
où habituellement dt = {1} (moyenne non nulle sans croissance) et dt = {1, t}. 
Étant donné la nature de la plupart des séries macroéconomiques, il est impor-
tant de permettre la corrélation temporelle dans la partie stochastique v, et, en 
particulier, la possibilité d'une racine autorégressive unitaire. Pour ce faire, nous 
adoptons un simple modèle AR(I) tel que 
vr = a vM + éV 
avec et ~ LLd. N(0>1). La question d'intérêt est de savoir si le vecteur de coefficient 
T est stable ou non et dans le dernier cas d'estimer le nombre de changements 
présents. 
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3.1 Détails des simulations 
Dans un premier temps, nous nous intéressons à la performance des deux 
critères d'information lorsque aucun changement structurel n'est présent. Sans 
perte de généralité, le processus générateur de données est simplement un AR(I) 
de la forme 
yt = OCJM + ef 
avec et ~ LLd. Af(0,1) et y0 = 0. Deux cas nous intéressent. Premièrement, celui 
où l'on cherche à savoir s'il y a changement de moyenne, et donc zt = {1}. 
Deuxièmement, celui où l'on cherche à savoir s'il y a changement d'ordonnée et 
de pente d'une fonction de tendance linéaire, et donc zt = {1, t}. 
Comme nous l'avons mentionné auparavant, il est possible de modéliser la 
dynamique d'une série de façon paramétrique (par l'introduction de variables 
dépendantes retardées) ou de façon non paramétrique (en laissant la corrélation 
dans les erreurs). Dans le premier cas, nous avons un modèle à changement 
structurel partiel avec xt = {yt_x}. Dans le deuxième cas, nous avons un modèle à 
changement structurel pur avec xt = {$}. 
Il est important de noter que la présence de corrélation dans les résidus 
n'empêche pas le nombre de changements sélectionné par les critères d'informa-
tion d'être convergent pour la vraie valeur, pourvu que cette corrélation soit de 
nature stationnaire et donc, ici, que IaI < 1. Dans un article récent, Nunes et al. 
(1996) ont démontré par simulations que le critère BIC tend à choisir le nombre 
maximal de ruptures permis lorsqu'il y a une racine unitaire (a = 1). Notre 
analyse s'efforcera de voir si un tel phénomène se produit encore lorsque IaI < 1 
et comment l'importance de la corrélation affecte la performance des critères 
d'information. 
Les autres spécifications pour les simulations sont les suivantes. La taille de 
l'échantillon T = 100, la longueur minimale d'un segment est h = 5, le paramètre 
autorégressif a prend les valeurs a = 0, 0,3, 0,5, 0,8 et 1. Le nombre maximal de 
ruptures varie de 1 à 5. Finalement, les résultats sont basés sur 1 000 répétitions 
dans chaque cas. 
Dans un deuxième temps, nous répétons les mêmes exercices, mais cette 
fois-ci avec un changement structurel au milieu de l'échantillon, soit TB = 50. 
Pour le cas d'un changement de moyenne, les données sont générées par le 
processus 
yt = \Ll(t>TB) + vr 
v, = av M + et, (6) 
avec v0 = 0, et ~ LLd. N(0,1), 1() la fonction indicatrice. Les valeurs de JLi, le 
changement de moyenne, sont |l = 0,5, 1 et 5. Pour le cas d'un changement de 
pente, les données sont générées par le processus 
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yt = V(t-TB)l(t>TB) + vt, 
où vt est défini comme dans (6) et P, le changement de pente, prend les valeurs 
0,1, 0,5 et 1. 
3.2 Analyse des résultats 
Nous commençons d'abord par décrire les résultats lorsqu'il n'y a aucun 
point de rupture dans le processus générateur de données. Le tableau 1 présente 
les résultats pour l'analyse de changement de moyenne, zt = {1}, lorsque la cor-
rélation est présente dans les résidus, xt = {fi}. Lorsqu'il n'y a pas de corrélation, 
a = 0, le comportement des deux critères est satisfaisant, BIC choisit m = 0 envi-
ron 95 % des fois et LWZ près de 100 %. Les choses changent lorsque le degré de 
corrélation s'accroît. Prenons les cas où le nombre maximal de ruptures permis 
est de 5. Lorsque a = 0,5, BIC choisit m de 0 à 5 avec pratiquement la même 
probabilité. Lorsque a s'accroît davantage, un plus grand nombre de ruptures 
tend à être choisi. Par exemple, avec a = 0,7, plus de 50 % des fois BIC choisit 
m = 5 et, si a = 0,9, ce chiffre monte à 85 %. Le critère LWZ démontre des pro-
priétés quelque peu similaires, mais le biais vers une surestimation du nombre 
de ruptures est beaucoup moins sévère. Avec a = 0,5, m = 0 est choisi 76 % des 
fois. C'est lorsque a est supérieur à 0,7 que sa performance se détériore, mais de 
façon moindre que pour BIC. Le tableau 2 montre que des résultats très semblables 
se produisent lorsque l'analyse porte sur la recherche de changement d'ordonnée 
et de pente d'une fonction de tendance, zt = {1, t). 
De ces premiers résultats, on peut retenir que les deux critères BIC et LWZ 
conduisent aux choix satisfaisants du nombre de ruptures lorsqu'il n'y a pas de 
corrélation dans les résidus. Cependant, lorsque le degré de corrélation s'accroît, 
les critères tendent à choisir un nombre élevé de ruptures même si aucune n'est 
présente. Plus la corrélation s'accroît, plus les critères tendent à choisir le nom-
bre maximal de ruptures permis. Ce biais est moindre avec LWZ qu'avec BIC, 
mais reste tout de même important. Ces résultats démontrent que les conclusions 
de Nunes et al. (1996) ne dépendent pas du fait que les erreurs aient une racine 
unitaire ; même un faible degré de corrélation mène à une surestimation. 
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TABLEAU 1 
SÉLECTION DU NOMBRE DE RUPTURES PAR LES CRITÈRES BIC ET LWZ 
LORSQUE mQ = 0 , Z1 = { 1 } , X1 = { 0 } . 
DONNÉES GÉNÉRÉES PAR yt = alpha * y M + é?,, yQ = 0 , 
et ~ Ud. N(0,l), T = 100, h = 5, 1 000 RÉPÉTITIONS. 
(ï)BIC m m Alpha Alpha Alpha Alpha Alpha Alpha 
maximal =0,0 =0,5 =0,7 =0,8 =0,9 =1,0 
1 0 
1 
0 
1 
2 
0 
1 
2 
3 
0 
1 
2 
3 
4 
0 
1 
2 
3 
96,3 
3,7 
92,5 
5,0 
2,5 
93,9 
4,8 
1,2 
0,1 
93,4 
4,7 
1,7 
0,2 
0,0 
94,6 
4,4 
0,9 
0,1 
46,9 
53,1 
24,5 
19,2 
56,3 
19,6 
14,2 
28,4 
37,8 
18,8 
12,0 
21,1 
20,7 
27,4 
18,2 
10,8 
21,5 
16,3 
20,4 
79,6 
2,7 
11,0 
86,3 
2,3 
4,9 
18,7 
74,1 
2,0 
3,3 
8,6 
20,3 
65,8 
1,8 
2,4 
6,3 
13,5 
7,7 
92,3 
0,3 
6,0 
93,7 
0,3 
1,4 
9,4 
88,9 
0,1 
0,8 
3,0 
12,0 
84,1 
0,1 
0,7 
2,4 
7,0 
2,5 
97,5 
0,1 
1,8 
98,1 
0,0 
0,2 
5,2 
94,6 
0,0 
0,0 
0,8 
5,9 
93,3 
0,0 
0,0 
0,5 
1,5 
0,1 
99,9 
0,0 
0,2 
99,8 
0,0 
0,0 
1,1 
98,9 
0,0 
0,0 
0,2 
2,6 
97,2 
0,0 
0,0 
0,1 
0,9 
0,0 16,9 23,0 17,0 12,6 3,2 
0,0 16,3 53,0 72,8 85,4 95,8 
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TABLEAU 1 (suite) 
(H)LWZ m m Alpha Alpha Alpha Alpha Alpha Alpha 
maximal =0,0 =0,5 =0,7 =0,8 =0,9 =1,0 
1 0 
1 
0 
1 
2 
0 
1 
2 
3 
0 
1 
2 
3 
4 
0 
1 
2 
3 
4 
5 
100,0 
0,0 
99,9 
0,1 
0,0 
99,8 
0,2 
0,0 
0,0 
99,7 
0,3 
0,0 
0,0 
0,0 
99,9 
0,1 
0,0 
0,0 
0,0 
0,0 
81,7 
18,3 
81,2 
11,6 
7,2 
78,2 
13,3 
7,1 
1,4 
77,9 
13,2 
6,5 
1,7 
0,7 
76,5 
15,2 
7,1 
1,0 
0,2 
0,0 
53,8 
46,2 
37,8 
24,0 
38,2 
34,8 
21,6 
23,2 
20,4 
35,6 
19,2 
22,4 
13,5 
9,3 
32,3 
19,0 
22,4 
15,0 
8,4 
2,9 
35,2 
64,4 
13,4 
22,2 
64,4 
12,4 
15,7 
29,3 
42,6 
9,9 
15,1 
24,4 
24,4 
26,2 
11,1 
13,2 
23,9 
21,5 
15,2 
15,1 
16,5 
83,5 
3,2 
14,2 
82,6 
2,3 
5,3 
24,7 
67,7 
2,2 
6,9 
14,6 
27,4 
48,9 
2,1 
4,5 
14,0 
21,6 
27,3 
30,5 
1,6 
98,4 
0,0 
3,3 
96,7 
0,3 
0,8 
11,1 
87,8 
0,0 
1,0 
4,8 
16,5 
77,7 
0,1 
0,9 
5,8 
11,8 
23,0 
58,4 
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TABLEAU 2 
SÉLECTION DU NOMBRE DE RUPTURES PAR LES CRITÈRES BIC ET LWZ 
LORSQUE mQ = 0 , Zt = { 1 , / } , Xt = { 0 } . 
DONNÉES GÉNÉRÉES PAR yt = alpha * ytl + er y0 = 0, 
et ~ Ud. N(OA)9 T= 100, h = 5, 1 000 RÉPÉTITIONS. 
(ï)BIC m m Alpha Alpha Alpha Alpha Alpha Alpha 
maximal =0,0 =0,5 =0,7 =0,8 =0,9 =1,0 
0 
1 
0 
1 
2 
0 
1 
2 
3 
0 
1 
2 
3 
4 
0 
1 
2 
3 
4 
96,5 
3,5 
96,3 
3,4 
0,3 
96,6 
2,8 
0,6 
0,0 
95,3 
4,2 
0,5 
0,0 
0,0 
94,9 
4,8 
0,3 
0,0 
0,0 
35,0 
65,0 
26,6 
24,6 
48,8 
22,5 
19,9 
25,1 
32,5 
21,4 
16,5 
24,0 
18,3 
19,8 
22,3 
20,1 
20,0 
15,1 
12,0 
9,1 
90,9 
3,2 
9,8 
87,0 
1,6 
4,5 
16,2 
77,7 
1,5 
4,7 
9,0 
19,0 
65,8 
2,3 
5,4 
9,1 
16,3 
19,8 
2,8 
97,2 
0,1 
3,2 
96,7 
0,1 
0,8 
7,6 
91,5 
0,1 
1,2 
5,4 
10,8 
82,5 
0,1 
1,0 
4,3 
7,9 
15,1 
0,3 
99,7 
0,0 
0,6 
99,4 
0,0 
0,1 
3,0 
96,9 
0,0 
0,3 
1,2 
6,3 
92,2 
0,0 
0,3 
1,0 
3,2 
11,3 
0,1 
99,9 
0,1 
0,6 
99,3 
0,0 
0,1 
0,9 
99,0 
0,0 
0,0 
0,2 
2,6 
97,2 
0,0 
0,0 
0,3 
1,1 
8,1 
0,0 10,5 47,1 71,6 84,2 90,5 
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TABLEAU 2 (suite) 
(H)LWZ m m Alpha Alpha Alpha Alpha Alpha Alpha 
maximal =0,0 =0,5 =0,7 =0,8 =0,9 =1,0 
0 
1 
0 
1 
2 
0 
1 
2 
3 
0 
1 
2 
3 
4 
0 
1 
2 
3 
A 
5 
100,0 
0,0 
100,0 
0,0 
0,0 
100,0 
0,0 
0,0 
0,0 
100,0 
0,0 
0,0 
0,0 
0,0 
100,0 
0,0 
0,0 
0,0 
0,0 
0,0 
85,0 
15,0 
85,3 
12,8 
1,9 
84,2 
13,6 
2,2 
0,0 
83,7 
13,7 
2,6 
0,0 
0,0 
84,4 
13,5 
1,9 
0,2 
0,0 
0,0 
50,4 
49,6 
41,1 
32,2 
26,7 
42,5 
30,6 
18,6 
8,3 
41,5 
31,6 
17,9 
6,9 
2,1 
40,6 
31,5 
19,3 
6,5 
1,8 
0,3 
25,8 
74,2 
16,5 
31,8 
51,7 
15,6 
24,6 
32,3 
27,5 
16,4 
26,7 
26,9 
18,8 
11,2 
14,9 
24,6 
28,9 
20,4 
2,9 
8,3 
91,7 
4,0 
16,0 
80,0 
2,4 
12,8 
29,4 
55,4 
3,3 
12,6 
26,2 
29,7 
28,2 
2,4 
12,4 
27,2 
28,9 
17,6 
11,5 
1,6 
98,4 
0,5 
8,9 
90,6 
0,7 
7,4 
22,5 
69,4 
0,4 
6,8 
18,1 
30,7 
40,7 
0,2 
5,4 
16,6 
31,6 
25,5 
20,7 
Les tableaux 3 et 4 présentent les résultats correspondants lorsque la corréla-
tion est modélisée de façon paramétrique par l'introduction d'une variable 
dépendante retardée dont le coefficient n'est pas sujet à changement, c'est-à-dire 
avec xt = {yt_x}. Ici, quel que soit le degré de corrélation, même avec une racine 
unitaire a = 1, le critère LWZ choisit la valeur correcte m = 0 pratiquement 100 % 
des fois. Le critère BIC donne de bons résultats lorsque le degré de corrélation 
est moyen, mais ne choisit m = 0 que 50 % des fois lorsque a = 1. Ce 
phénomène peut être expliqué de la façon suivante : il est bien connu que dans 
un modèle autorégressif d'ordre 1, le coefficient autorégressif est biaisé vers le 
bas. Ce biais explique donc qu'il reste une certaine corrélation dans les résidus. 
Or, les résultats des tableaux 1 et 2 ont démontré une plus grande sensibilité à 
surestimer m lorsqu'il y a faible corrélation pour BIC que pour LWZ. Ces résul-
tats tendent donc à démontrer une certaine supériorité du critère LWZ par rapport 
à BIC lorsqu'il y a absence de changement structurel. 
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TABLEAU 3 
SÉLECTION DU NOMBRE DE RUPTURES PAR LES CRITÈRES BIC ET LWZ 
LORSQUE m0 = 0, zt = {1}, xt = {ytA}. 
DONNÉES GÉNÉRÉES PAR yt = alpha * )>M + £,, J 0 = 0 , 
et ~ Ud. N(OM T= 100, h = 5, 200 RÉPÉTITIONS. 
m 
0 
1 
0 
1 
2 
0 
1 
2 
3 
0 
1 
2 
3 
4 
0 
1 
2 
3 
4 
5 
Alpha 
= 0,0 
95,5 
4,5 
92,5 
5,5 
2,0 
92,0 
5,5 
2,0 
0,5 
93,0 
3,5 
3,0 
0,5 
0,0 
93,5 
4,5 
1,0 
1,0 
0,0 
0,0 
Alpha 
= 0,5 
93,0 
7,0 
89,5 
6,0 
4,5 
90,0 
5,5 
1,5 
3,0 
93,5 
2,0 
1,5 
2,5 
0,5 
93,0 
0,5 
3,0 
2,0 
1,5 
0,0 
Alpha 
= 1,0 
59,5 
40,5 
49,5 
15,0 
35,5 
42,5 
9,5 
15,5 
32,5 
49,5 
2,0 
12,0 
15,5 
21,0 
55,5 
1,0 
7,0 
5,5 
15,0 
16,0 
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TABLEAU 3 (suite) 
(H)LWZ m 
maximal 
1 
2 
3 
4 
5 
m 
0 
1 
0 
1 
2 
0 
1 
2 
3 
0 
1 
2 
3 
4 
0 
1 
2 
3 
4 
5 
Alpha 
= 0,0 
100,0 
0,0 
99,5 
0,5 
0,0 
100,0 
0,0 
0,0 
0,0 
100,0 
0,0 
0,0 
0,0 
0,0 
100,0 
0,0 
0,0 
0,0 
0,0 
0,0 
Alpha 
= 0,5 
100,0 
0,0 
100,0 
0,0 
0,0 
100,0 
0,0 
0,0 
0,0 
100,0 
0,0 
0,0 
0,0 
0,0 
100,0 
0,0 
0,0 
0,0 
0,0 
0,0 
Alpha 
= 1,0 
97,5 
2,5 
99,0 
1,0 
0,0 
98,5 
1,0 
0,5 
0,0 
100,0 
0,0 
0,0 
0,0 
0,0 
99,5 
0,5 
0,0 
0,0 
0,0 
0,0 
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TABLEAU 4 
SÉLECTION DU NOMBRE DE RUPTURES PAR LES CRITÈRES BIC ET LWZ 
LORSQUE m 0 = 0, zt = { U } , xt = {ytA}. 
DONNÉES GÉNÉRÉES PAR yt = alpha * J M + £,, yQ = 0, 
et ~ Ud. N(OM T= 100, h = 5, 200 RÉPÉTITIONS. 
m 
0 
1 
0 
1 
2 
0 
1 
2 
3 
0 
1 
2 
3 
4 
0 
1 
2 
3 
4 
5 
Alpha 
= 0,0 
93,0 
7,0 
95,5 
3,5 
1,0 
92,0 
6,5 
0,5 
1,0 
98,0 
1,0 
1,0 
0,0 
0,0 
95,5 
3,0 
1,0 
0,5 
0,0 
0,0 
Alpha 
= 0,5 
92,5 
7,5 
91,5 
6,0 
2,5 
92,0 
3,0 
4,0 
1,0 
92,0 
4,0 
0,5 
3,0 
0,5 
94,5 
3,5 
0,5 
0,0 
1,0 
0,5 
Alpha 
= 1,0 
56,5 
43,5 
46,0 
14,5 
39,5 
41,5 
6,5 
17,0 
32,0 
50,0 
3,5 
8,5 
14,5 
23,5 
56,0 
2,5 
3,5 
5,5 
12,0 
20,5 
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TABLEAU 4 (suite) 
(ii) LWZ m 
maximal 
1 
2 
3 
4 
5 
m 
0 
1 
0 
1 
2 
0 
1 
2 
3 
0 
1 
2 
3 
4 
0 
1 
2 
3 
A 
5 
Alpha 
= 0,0 
100,0 
0,0 
100,0 
0,0 
0,0 
100,0 
0,0 
0,0 
0,0 
100,0 
0,0 
0,0 
0,0 
0,0 
100,0 
0,0 
0,0 
0,0 
0,0 
0,0 
Alpha 
= 0,5 
100,0 
0,0 
100,0 
0,0 
0,0 
100,0 
0,0 
0,0 
0,0 
100,0 
0,0 
0,0 
0,0 
0,0 
100,0 
0,0 
0,0 
0,0 
0,0 
0,0 
Alpha 
= 1,0 
99,5 
0,5 
98,0 
2,0 
0,0 
100,0 
0,0 
0,0 
0,0 
99,5 
0,5 
0,0 
0,0 
0,0 
100,0 
0,0 
0,0 
0,0 
0,0 
0,0 
Nous nous penchons maintenant sur les résultats des simulations lorsqu'il y 
a effectivement une rupture dans le processus générateur des données. Les résultats 
sont d'abord présentés dans les tableaux 5a et 5b pour le cas d'un changement 
de moyenne et dans les tableaux 6a et 6b pour le cas d'un changement de pente. 
L'ESTIMATION DE MODÈLES AVEC CHANGEMENTS STRUCTURELS MULTIPLES 483 
TABLEAU 5A 
SÉLECTION DU NOMBRE DE RUPTURES PAR LE CRITÈRE BIC 
LORSQUE mQ = 1, Z1 = { 1} , X1 = {0}. 
DONNÉES GÉNÉRÉES PAR yt = \i * \{t > T8) + vf vt = alpha * v M + é?f, V0 = 0, 
et ~ Ud. //(0,1), T= 100, T8 = 50, A = 7, 1 000 RÉPÉTITIONS. 
(i) n = 0,5 m 
maximal 
1 
2 
3 
4 
5 
(ii) il = 1,0 i« 
maximal 
m 
0 
1 
0 
1 
2 
0 
1 
2 
3 
0 
1 
2 
3 
4 
0 
1 
2 
3 
4 
5 
m 
Alpha 
= 0,0 
48,6 
51,4 
50,4 
45,3 
4,3 
48,2 
47,8 
3,9 
0,1 
49,1 
46,6 
3,8 
0,5 
0,0 
55,1 
42,0 
2,8 
0,1 
0,0 
0,0 
Alpha 
= 0,0 
Alpha 
= 0,5 
32,0 
68,0 
16,3 
30,6 
53,1 
14,9 
22,0 
30,5 
32,6 
14,1 
20,5 
24,0 
21,0 
20,4 
14,1 
22,5 
26,1 
15,9 
12,7 
8,7 
Alpha 
= 0,5 
Alpha 
= 0,8 
8,5 
91,5 
0,5 
6,9 
92,6 
0,3 
1,4 
12,3 
86,0 
0,1 
1,6 
5,5 
17,8 
75,0 
0,6 
0,6 
3,8 
9,1 
24,0 
61,9 
Alpha 
= 0,8 
Alpha 
= 1,0 
0,0 
100,0 
0,0 
0,4 
99,6 
0,0 
0,0 
1,7 
98,3 
0,0 
0,0 
0,3 
4,9 
94,8 
0,0 
0,1 
0,1 
1,4 
9,0 
89,4 
Alpha 
= 1,0 
0 
1 
0 
1 
2 
0 
1 
2 
3 
1,5 
98,5 
1,8 
91,2 
7,0 
1,5 
89,8 
8,0 
0,7 
6,9 
93,1 
3,5 
41,0 
55,5 
4,0 
30,5 
29,1 
36,4 
7,2 
92,8 
0,5 
7,0 
92,5 
0,3 
2,0 
12,8 
84,9 
0,2 
99,8 
0,0 
0,8 
99,2 
0,0 
0,0 
0,7 
99,3 
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TABLEAU 5A (suite) 
(H) \l = 1,0 m 
maximal 
4 
5 
(iii) H = 5,0 m 
maximal 
1 
2 
3 
4 
5 
m 
0 
1 
2 
3 
4 
0 
1 
2 
3 
4 
5 
m 
0 
1 
0 
1 
Z 
0 
1 
2 
3 
0 
1 
2 
3 
4 
0 
1 
2 
3 
4 
5 
Alpha 
= 0,0 
1,7 
92,1 
5,9 
0,3 
0,0 
0,9 
91,3 
7,1 
0,5 
0,0 
0,2 
Alpha 
= 0,0 
0,0 
100,0 
0,0 
93,4 
0,0 
93,8 
5,5 
0,7 
0,0 
91,8 
6,9 
1,3 
0,0 
0,0 
93,5 
5,9 
0,5 
0,1 
0,0 
Alpha 
= 0,5 
2,5 
29,1 
24,7 
21,7 
22,0 
2,8 
27,2 
22,2 
23,1 
15,4 
9,3 
Alpha 
= 0,5 
0,0 
100,0 
0,0 
39,5 
60,5 
0,0 
29,5 
27,4 
43,1 
0,0 
25,1 
26,0 
26,3 
22,6 
0,0 
24,1 
23,7 
23,8 
17,1 
11,3 
Alpha 
= 0,8 
0,1 
0,8 
3,7 
17,6 
77,8 
0,3 
0,5 
3,9 
10,5 
23,0 
61,8 
Alpha 
= 0,8 
0,0 
100,0 
0,0 
5,0 
95,0 
0,0 
0,7 
8,4 
90,9 
0,0 
0,3 
3,4 
16,2 
80,1 
0,0 
0,5 
3,5 
7,9 
21,3 
66,8 
Alpha 
= 1,0 
0,0 
0,1 
0,4 
4,7 
94,8 
0,0 
0,1 
0,3 
1,9 
6,4 
91,3 
Alpha 
= 1,0 
0,2 
99,8 
0,0 
0,8 
99,2 
0,0 
0,0 
1,6 
98,4 
0,0 
0,0 
0,1 
4,2 
95,7 
0,0 
0,1 
0,0 
1,5 
7,4 
91,0 
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TABLEAU 5B 
SÉLECTION DU NOMBRE DE RUPTURES PAR LE CRITÈRE LWZ 
LORSQUE W0 = 1, Zt = { 1} , X{ = {(&}. 
DONNÉES GÉNÉRÉES PAR yt = \i * \(t > T8) + Vf, v, = alpha * v M + et, V0 = 0, 
et ~ Ud. N(0,1), T= 100, T8 = 50, h = 7, 1 000 RÉPÉTITIONS. 
(i) \x = 0.5 
(H) |i = 1,0 
m 
maximal 
1 
2 
3 
4 
5 
m 
maximal 
1 
2 
3 
m 
0 
1 
0 
1 
2 
0 
1 
2 
3 
0 
1 
2 
3 
4 
0 
1 
2 
3 
4 
5 
m 
0 
1 
0 
1 
2 
0 
1 
2 
3 
Alpha 
= 0,0 
88,5 
11,5 
89,5 
10,5 
0,0 
87,7 
12,3 
0,0 
0,0 
89,9 
10,1 
0,0 
0,0 
0,0 
90,7 
9,3 
0,0 
0,0 
0,0 
0,0 
Alpha 
= 0,0 
16,2 
83,8 
16,9 
82,6 
0,5 
16,4 
83,2 
0,4 
0,0 
Alpha 
= 0,5 
64,9 
35,1 
59,9 
29,7 
10,4 
60,2 
29,5 
8,3 
2,0 
63,2 
26,2 
8,9 
1,3 
0,4 
59,9 
29,4 
8,5 
1,9 
0,3 
0,0 
Alpha 
= 0,5 
27,2 
72,8 
26,1 
60,6 
13,3 
23,5 
62,1 
11,2 
3,2 
Alpha 
= 0,8 
31,5 
68,5 
12,9 
24,8 
62,3 
11,5 
16,7 
29,7 
42,1 
11,3 
15,2 
25,5 
25,0 
23,0 
9,8 
13,2 
24,1 
22,5 
18,6 
11,8 
Alpha 
= 0,8 
26,0 
74,0 
11,2 
24,9 
63,9 
10,9 
17,7 
30,7 
40,7 
Alpha 
= 1,0 
1,5 
98,5 
0,0 
4,5 
95,5 
0,0 
1,7 
11,2 
87,1 
0,0 
1,2 
6,3 
20,6 
71,9 
0,1 
1,4 
4,9 
15,3 
25,5 
52,8 
Alpha 
= 1,0 
1,4 
98,6 
0,0 
4,6 
95,4 
0,3 
2,7 
9,9 
87,1 
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TABLEAU 5B (suite) 
(ii) (X = 1,0 m 
maximal 
4 
5 
(iii) |i = 5,0 m 
maximal 
1 
2 
3 
4 
5 
m 
0 
1 
2 
3 
4 
0 
1 
2 
3 
4 
5 
m 
0 
1 
0 
1 
0 
1 
2 
3 
0 
1 
2 
3 
4 
0 
1 
2 
3 
4 
5 
Alpha 
= 0,0 
15,7 
84,2 
0,1 
0,0 
0,0 
13,9 
85,6 
0,5 
0,0 
0,0 
0,0 
Alpha 
= 0,0 
0,0 
100,0 
0,0 
99,7 
0,3 
0,0 
100,0 
0,0 
0,0 
0,0 
99,8 
0,2 
0,0 
0,0 
0,0 
99,9 
0,1 
0,0 
0,0 
0,0 
Alpha 
= 0,5 
24,3 
60,3 
12,8 
2,1 
0,5 
23,9 
60,3 
11,7 
3,6 
0,5 
0,0 
Alpha 
= 0,5 
0,0 
100,0 
0,0 
80,1 
19,9 
0,0 
79,8 
15,9 
4,3 
0,0 
78,0 
16,1 
4,8 
1,1 
0,0 
78,7 
16,9 
3,6 
0,5 
0,3 
Alpha 
= 0,8 
9,0 
15,6 
24,3 
24,5 
26,6 
8,0 
17,8 
23,3 
23,0 
16,4 
11,5 
Alpha 
= 0,8 
0,0 
100,0 
0,0 
28,4 
/1 ,O 
0,0 
16,5 
31,0 
52,5 
0,0 
13,7 
24,1 
30,5 
31,7 
0,0 
17,5 
22,1 
25,0 
18,9 
16,5 
Alpha 
= 1>0 
0,0 
1,0 
5,7 
21,4 
71,9 
0,0 
1,2 
4,8 
14,6 
28,4 
51,0 
Alpha 
= 1,0 
1,9 
98,1 
0,1 
4,9 
95,0 
0,0 
1,0 
11,8 
87,2 
0,1 
0,7 
3,4 
19,6 
76,2 
0,0 
1,4 
5,2 
12,2 
26,5 
54,7 
L'ESTIMATION DE MODÈLES AVEC CHANGEMENTS STRUCTURELS MULTIPLES 4 8 7 
TABLEAU 6A 
SÉLECTION DU NOMBRE DE RUPTURES PAR LE CRITÈRE BIC 
LORSQUE mQ=l,Zt={ U } , Xt = {(&}. 
DONNÉES GÉNÉRÉES PAR yt = bêta * (t - TB)l(t > T8) + vf v, = alpha * vM + er 
v0 = 0, et ~ LLd. W(0,1), T= 100, T8 = 50, /i = 7, 1 000 RÉPÉTITIONS. 
(i) bêta m 
= 0,1 maximal 
1 
2 
3 
4 
5 
(ii) bêta m 
= 0,5 maximal 
1 
2 
3 
m 
0 
1 
0 
1 
2 
0 
1 
2 
3 
0 
1 
2 
3 
4 
0 
1 
2 
3 
4 
5 
m 
0 
1 
0 
1 
2 
0 
1 
2 
3 
Alpha 
= 0,0 
0,0 
100,0 
0,0 
94,9 
5,1 
0,0 
94,7 
5,2 
0,1 
0,0 
93,4 
6,1 
0,3 
0,2 
0,0 
95,0 
4,3 
0,7 
0,0 
0,0 
Alpha 
= 0,0 
0,0 
100,0 
0,0 
93,8 
6,2 
0,0 
93,3 
6,1 
0,6 
Alpha 
= 0,5 
0,6 
99,4 
0,2 
31,0 
68,8 
0,2 
28,7 
32,5 
38,6 
0,1 
24,7 
29,4 
23,2 
22,6 
0,1 
27,1 
30,5 
19,4 
13,0 
9,9 
Alpha 
= 0,5 
0,0 
100,0 
0,0 
20,7 
79,3 
0,0 
18,4 
31,6 
50,0 
Alpha 
= 0,8 
0,6 
99,4 
0,1 
3,4 
96,5 
0,0 
1,3 
6,7 
92,0 
0,0 
0,7 
4,5 
14,3 
80,5 
0,0 
0,8 
3,8 
9,3 
20,2 
65,9 
Alpha 
= 0,8 
0,0 
100,0 
0,0 
1,6 
98,4 
0,0 
0,8 
5,6 
93,6 
Alpha 
= 1,0 
0,2 
99,8 
0,0 
0,2 
99,8 
0,0 
0,1 
1,4 
98,5 
0,0 
0,1 
1,2 
4,7 
94,0 
0,0 
0,0 
0,3 
2,7 
9,7 
87,3 
Alpha 
= 1,0 
0,0 
100,0 
0,0 
0,0 
100,0 
0,0 
0,1 
1,0 
98,9 
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TABLEAU 6A (suite) 
(ii) bêta m 
= 0,5 maximal 
4 
5 
(iii) bêta m 
= 1,0 maximal 
1 
2 
3 
4 
5 
m 
0 
1 
2 
3 
4 
0 
1 
2 
3 
4 
5 
m 
0 
1 
0 
1 
2 
0 
1 
2 
3 
0 
1 
2 
3 
4 
0 
1 
2 
3 
4 
5 
Alpha 
= 0,0 
0,0 
93,0 
5,8 
1,2 
0,0 
0,0 
91,9 
7,7 
0,4 
0,0 
0,0 
Alpha 
= 0,0 
0,0 
100,0 
0,0 
93,7 
1.1 
w , ^ 
0,0 
96,5 
3,3 
0,2 
0,0 
94,6 
5,1 
0,3 
0,0 
0,0 
94,6 
5,3 
0,1 
0,0 
0,0 
Alpha 
= 0,5 
0,0 
20,8 
26,5 
25,4 
27,3 
0,0 
17,2 
25,3 
23,9 
19,6 
14,0 
Alpha 
= 0,5 
0,0 
100,0 
0,0 
23,8 
If. 1 
r u,^. 
0,0 
19,5 
30,8 
49,7 
0,0 
18,6 
28,2 
24,8 
28,4 
0,0 
20,1 
27,0 
20,1 
16,0 
16,8 
Alpha 
= 0,8 
0,0 
0,3 
4,5 
11,4 
83,8 
0,0 
0,3 
3,0 
8,4 
18,9 
69,4 
Alpha 
= 0,8 
0,0 
100,0 
0,0 
1,8 
OQ O 
>*o,^ 
0,0 
0,4 
4,1 
95,5 
0,0 
0,6 
3,4 
10,8 
85,2 
0,0 
0,4 
2,4 
7,2 
16,9 
73,1 
Alpha 
= 1,0 
0,0 
0,0 
0,1 
4,0 
95,9 
0,0 
0,0 
0,4 
1,4 
10,0 
88,2 
Alpha 
= 1,0 
0,0 
100,0 
0,0 
0,3 
QQ n 
7 J, I 
0,0 
0,1 
0,8 
99,1 
0,0 
0,0 
0,3 
3,0 
96,7 
0,0 
0,0 
0,1 
2,3 
9,3 
88,3 
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TABLEAU 6B 
SÉLECTION DU NOMBRE DE RUPTURES PAR LE CRITÈRE L W Z 
LORSQUE ra0 = 1, zt = {l,f}, xt = {0}. 
DONNÉES GÉNÉRÉES PAR yt = bêta * (t- TB)l(t > T8) + vf, vt = alpha * vM + er 
v0 = 0, e, ~ Ud. N(O9I)9 T= 100, T8 = 50, h = 7, 1 000 RÉPÉTITIONS. 
(i) bêta i» 
= 0,1 maximal 
1 
2 
3 
4 
5 
(ii) bêta m 
= 0,5 maximal 
1 
2 
3 
m 
0 
1 
0 
1 
2 
0 
1 
2 
3 
0 
1 
2 
3 
4 
0 
1 
2 
3 
4 
5 
m 
0 
1 
0 
1 
2 
0 
1 
2 
3 
Alpha 
= 0,0 
1,2 
98,8 
1,1 
98,9 
0,0 
0,7 
99,3 
0,0 
0,0 
1,2 
98,7 
0,1 
0,0 
0,0 
1,7 
98,3 
0,0 
0,0 
0,0 
0,0 
Alpha 
= 0,0 
0,0 
100,0 
0,0 
99,9 
0,1 
0,0 
99,9 
0,1 
0,0 
Alpha 
= 0,5 
6,2 
93,8 
6,1 
83,0 
10,9 
6,1 
82,5 
10,4 
1,0 
6,3 
85,0 
8,3 
0,3 
0,1 
5,6 
84,1 
9,5 
0,8 
0,0 
0,0 
Alpha 
= 0,5 
0,0 
100,0 
0,0 
81,9 
18,1 
0,0 
81,1 
17,4 
1,5 
Alpha 
= 0,8 
9,7 
90,3 
5,1 
37,7 
57,2 
6,1 
29,6 
33,9 
30,4 
5,2 
30,3 
32,1 
20,3 
12,1 
4,1 
31,7 
32,1 
21,3 
8,2 
2,6 
Alpha 
= 0,8 
0,0 
100,0 
0,0 
25,4 
74,6 
0,0 
22,9 
36,8 
40,3 
Alpha 
= 1,0 
1,9 
98,1 
0,6 
8,7 
90,7 
0,5 
7,0 
22,8 
69,7 
0,6 
5,4 
20,1 
31,7 
42,2 
0,9 
5,5 
18,4 
28,6 
28,4 
18,2 
Alpha 
= 1,0 
0,1 
99,9 
0,0 
5,6 
94,4 
0,1 
4,1 
17,6 
78,2 
490 L'ACTUALITÉ ÉCONOMIQUE 
TABLEAU 6B (suite) 
(ii) bêta m 
= 0,5 maximal 
4 
5 
(iii) bêta m 
= 1,0 maximal 
1 
2 
3 
4 
5 
m 
0 
1 
2 
3 
4 
0 
1 
2 
3 
4 
5 
m 
0 
1 
0 
1 
2 
0 
1 
2 
3 
0 
1 
2 
3 
4 
0 
1 
2 
3 
4 
5 
Alpha 
= 0,0 
0,0 
100,0 
0,0 
0,0 
0,0 
0,0 
100,0 
0,0 
0,0 
0,0 
0,0 
Alpha 
= 0,0 
0,0 
100,0 
0,0 
100,0 
0,0 
0,0 
100,0 
0,0 
0,0 
0,0 
100,0 
0,0 
0,0 
0,0 
0,0 
100,0 
0,0 
0,0 
0,0 
0,0 
Alpha 
= 0,5 
0,0 
82,2 
15,8 
1,7 
0,3 
0,0 
81,1 
16,3 
2,5 
0,1 
0,0 
Alpha 
= 0,5 
0,0 
100,0 
0,0 
83,8 
0,0 
83,5 
14,4 
2,1 
0,0 
82,4 
15,4 
2,2 
0,0 
0,0 
84,1 
13,8 
1,9 
0,2 
0,0 
Alpha 
= 0,8 
0,0 
22,7 
34,4 
26,8 
16,1 
0,0 
20,3 
36,6 
26,0 
13,5 
3,6 
Alpha 
= 0,8 
0,0 
100,0 
0,0 
25,6 
74,4 
0,0 
20,9 
35,5 
43,6 
0,0 
19,3 
33,5 
27,7 
19,5 
0,0 
20,4 
32,6 
26,8 
15,7 
4,5 
Alpha 
= 1,0 
0,0 
3,0 
18,4 
32,9 
45,7 
0,0 
3,6 
14,7 
29,3 
30,5 
21,9 
Alpha 
= 1,0 
0,0 
100,0 
0,0 
3,9 
c\a 1 
J7U, 1 
0,0 
3,4 
17,3 
79,3 
0,0 
3,5 
12,9 
34,0 
49,6 
0,0 
2,4 
13,7 
26,5 
29,6 
27,8 
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Prenons tout d'abord le cas où il n'y a pas de corrélation dans le processus 
générateur de données, a = 0 et [i = 0,5. Les deux critères ont de la difficulté à 
détecter ce changement, et cette difficulté est d'autant plus sévère pour le critère 
LWZ. En effet, pour ce dernier, m = 0 est choisi plus de 90 % des fois tandis que 
BlC choisit m = 0 ou m = 1 de façon presque égale. Lorsque le changement de 
moyenne s'accroît, les deux critères sont meilleurs et choisissent m = 1 plus de 
90 % des fois. S'il y a de la corrélation, on remarque toujours une forte tendance 
à surestimer le nombre de changements. Pour BIC, cette surestimation ne semble 
pas s'atténuer lorsque le changement de moyenne s'accroît. Pour LWZ, il y a 
cependant une nette amélioration avec a = 0,5 lequel correspond à un degré de 
corrélation modéré. 
Les tableaux 6a et 6b présentent les résultats lorsqu'il y a un changement de 
pente dans la fonction de tendance (toujours en laissant la corrélation dans les 
résidus, c'est-à-dire avec xt = {<&}). Les performances sont satisfaisantes lorsque 
a = 0, surtout pour LWZ. Lorsque a s'accroît, il y a toujours tendance à surestimer, 
surtout pour BIC. Avec a = 0,5, le critère LWZ demeure adéquat. Cette tendance 
à surestimer ne diminue pas avec une augmentation du changement de pente. 
Nous considérons maintenant le même cas où il y a une rupture dans le 
processus générateur de données, mais où, maintenant, la dynamique est modé-
lisée de façon paramétrique, c'est-à-dire avec xt = {yt_x}. Les résultats sont 
présentés dans les tableaux 7a et 7b pour le cas d'un changement de moyenne. 
Lorsqu'il n'y a pas de corrélation, les résultats sont semblables à ceux des 
tableaux 5a et 5b. Lorsque a = 0, le critère BIC est satisfaisant avec un change-
ment de moyenne assez grand, tandis que LWZ ne l'est qu'avec un changement 
très grand (|i, = 5). En présence de corrélation dans le processus générateur de 
données, la performance de BIC et LWZ se détériore si le changement est faible 
ou modéré (JLX = 0,5 ou 1). Il est à noter que lorsque cette corrélation s'accroît, 
LWZ tend à choisir m = 0, c'est-à-dire qu'il devient de plus en plus conservateur. 
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TABLEAU 7A 
SÉLECTION DU NOMBRE DE RUPTURES PAR LE CRITÈRE BIC 
LORSQUE m0 = 1, zt = {1}, xt = {ytl}. 
DONNÉES GÉNÉRÉES PAR yf = |LL * \(t > T8) + vf Vf = alpha * VM + £,, VQ = 0 , 
et ~ LLd. N(OM T= 100, T8 = 50, h = 7, 200 RÉPÉTITIONS. 
(i) |i = 0,5 m 
maximal 
1 
2 
3 
4 
5 
(ii) (i = 1,0 m 
maximal 
1 
2 
3 
m 
0 
1 
0 
1 
2 
0 
1 
2 
3 
0 
1 
2 
3 
4 
0 
1 
2 
3 
4 
5 
m 
0 
1 
0 
1 
2 
0 
1 
2 
3 
Alpha 
= 0,0 
52,5 
47,5 
40,0 
47,5 
12,5 
40,5 
49,5 
7,0 
3,0 
46,0 
41,0 
7,0 
5,0 
1,0 
43,0 
42,5 
9,5 
3,0 
0,5 
1,5 
Alpha 
= 0,0 
4,0 
96,0 
6,0 
80,5 
13,5 
3,5 
78,5 
12,0 
6,0 
Alpha 
= 0,5 
84,0 
16,0 
68,0 
22,5 
9,5 
70,5 
19,0 
5,5 
5,0 
64,5 
21,0 
6,5 
5,0 
3,0 
69,5 
16,5 
7,5 
4,0 
0,5 
2,0 
Alpha 
= 0,5 
45,0 
55,0 
41,0 
43,5 
15,5 
39,5 
37,5 
14,5 
8,5 
Alpha 
= 0,8 
88,5 
11,5 
78,0 
13,0 
9,0 
72,0 
14,0 
10,0 
4,0 
70,0 
10,5 
9,0 
8,0 
2,5 
74,0 
9,0 
6,5 
3,5 
5,0 
2,0 
Alpha 
= 0,8 
76,0 
24,0 
74,5 
18,0 
7,5 
69,5 
15,0 
10,0 
5,5 
Alpha 
= 1>0 
51,0 
49,0 
46,0 
29,0 
25,0 
35,0 
25,0 
20,0 
20,0 
32,0 
24,5 
21,0 
16,0 
6,5 
29,0 
28,5 
17,5 
10,5 
8,0 
6,5 
Alpha 
= 1,0 
54,0 
46,0 
36,0 
37,0 
27,0 
38,5 
25,5 
19,0 
17,0 
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TABLEAU 7A (suite) 
(H) |i = 1,0 m 
maximal 
4 
5 
(iii) M- = 5,0 m 
maximal 
1 
2 
3 
4 
5 
m 
0 
1 
2 
3 
4 
0 
1 
2 
3 
4 
5 
m 
0 
1 
0 
1 
2 
0 
1 
2 
3 
0 
1 
2 
3 
4 
0 
1 
2 
3 
4 
5 
Alpha 
= 0,0 
3,5 
75,5 
17,0 
3,0 
1,0 
5,5 
74,0 
12,0 
6,5 
2,0 
0,0 
Alpha 
= 0,0 
0,0 
100,0 
0,0 
91,0 
9,0 
0,0 
91,0 
6,0 
3,0 
0,0 
88,0 
8,0 
3,0 
1,0 
0,0 
91,5 
8,0 
0,0 
0,5 
0,0 
Alpha 
= 0,5 
42,0 
36,0 
13,0 
6,5 
2,5 
43,5 
38,0 
8,5 
6,0 
2,5 
1,5 
Alpha 
= 0,5 
0,0 
100,0 
0,0 
78,5 
21,5 
0,0 
78,5 
13,5 
8,0 
0,0 
81,0 
13,5 
3,5 
2,0 
0,0 
71,5 
16,5 
5,0 
5,5 
1,5 
Alpha 
= 0,8 
65,0 
18,5 
11,0 
2,0 
3,5 
72,0 
14,0 
6,5 
4,5 
2,5 
0,5 
Alpha 
= 0,8 
1,5 
98,5 
1,5 
57,5 
41,0 
2,0 
49,0 
26,0 
23,0 
3,0 
50,0 
20,0 
12,0 
15,0 
1,0 
41,0 
27,5 
10,5 
9,5 
10,5 
Alpha 
= 1,0 
28,5 
25,5 
18,5 
18,5 
9,0 
31,0 
21,5 
16,5 
11,0 
11,5 
8,5 
Alpha 
= 1,0 
48,0 
52,0 
35,5 
27,5 
37,0 
26,5 
22,0 
27,5 
24,0 
21,0 
18,0 
20,5 
16,0 
24,5 
18,5 
15,5 
17,5 
15,5 
17,0 
16,0 
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TABLEAU 7B 
SÉLECTION DU NOMBRE DE RUPTURES PAR LE CRITÈRE LWZ 
LORSQUE m0 = 1, z, = {1}, x, = {ytl}. 
DONNÉES GÉNÉRÉES PAR yt = JLL * \{t > T8) + Vf, V, = alpha * V M + £,, VQ = 0 , 
et ~ Ud. N(0,l), T= 100, 7fî = 50, h = 7, 200 RÉPÉTITIONS. 
(i) |i = 0,5 m 
maximal 
1 
2 
3 
4 
5 
(ii) M- = 1,0 m 
maximal 
1 
2 
3 
m 
0 
1 
0 
1 
2 
0 
1 
2 
3 
0 
1 
2 
3 
4 
0 
1 
2 
3 
4 
5 
m 
0 
1 
0 
1 
2 
0 
1 
2 
3 
Alpha 
= 0,0 
94,5 
5,5 
92,0 
8,0 
0,0 
94,0 
6,0 
0,0 
0,0 
92,0 
8,0 
0,0 
0,0 
0,0 
90,0 
10,0 
0,0 
0,0 
0,0 
0,0 
Alpha 
= 0,0 
56,5 
43,5 
47,5 
52,5 
0,0 
52,5 
47,0 
0,0 
0,5 
Alpha 
= 0,5 
98,5 
1,5 
98,5 
1,5 
0,0 
99,5 
0,5 
0,0 
0,0 
96,5 
3,5 
0,0 
0,0 
0,0 
98,0 
2,0 
0,0 
0,0 
0,0 
0,0 
Alpha 
= 0,5 
92,5 
7,5 
92,5 
7,5 
0,0 
92,5 
7,5 
0,0 
0,0 
Alpha 
= 0,8 
99,0 
1,0 
99,0 
1,0 
0,0 
97,5 
2,0 
0,5 
0,0 
98,0 
2,0 
0,0 
0,0 
0,0 
99,0 
1,0 
0,0 
0,0 
0,0 
0,0 
Alpha 
= 0,8 
98,5 
1,5 
99,5 
0,5 
0,0 
99,5 
0,5 
0,0 
0,0 
Alpha 
= 1,0 
92,5 
7,5 
93,0 
6,0 
1,0 
92,5 
6,0 
1,5 
0,0 
93,5 
5,5 
1,0 
0,0 
0,0 
89,5 
10,0 
0,5 
0,0 
0,0 
0,0 
Alpha 
= 1,0 
94,5 
5,5 
93,0 
7,0 
0,0 
95,5 
4,0 
0,5 
0,0 
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TABLEAU 7B (suite) 
ii) il = 1,0 m 
maximal 
4 
5 
(iii) |l = 5,0 m 
maximal 
1 
2 
3 
4 
5 
m 
0 
1 
2 
3 
4 
0 
1 
2 
3 
4 
5 
m 
0 
1 
0 
1 
2 
0 
1 
2 
3 
0 
1 
2 
3 
4 
0 
1 
2 
3 
4 
5 
Alpha 
= 0,0 
50,5 
47,5 
2,0 
0,0 
0,0 
46,5 
53,0 
0,5 
0,0 
0,0 
0,0 
Alpha 
= 0,0 
0,0 
100,0 
0,0 
99,5 
0,5 
0,0 
100,0 
0,0 
0,0 
0,0 
100,0 
0,0 
0,0 
0,0 
0,0 
100,0 
0,0 
0,0 
0,0 
0,0 
Alpha 
= 0,5 
93,5 
5,5 
1,0 
0,0 
0,0 
92,0 
8,0 
0,0 
0,0 
0,0 
0,0 
Alpha 
= 0,5 
0,0 
100,0 
0,0 
96,5 
3,5 
0,0 
97,5 
2,5 
0,0 
0,0 
97,5 
2,5 
0,0 
0,0 
0,0 
99,5 
0,5 
0,0 
0,0 
0,0 
Alpha 
= 0,8 
97,0 
3,0 
0,0 
0,0 
0,0 
98,0 
2,0 
0,0 
0,0 
0,0 
0,0 
Alpha 
= 0,8 
39,0 
61,0 
41,5 
54,5 
4,0 
41,0 
53,0 
5,0 
1,0 
42,5 
53,0 
4,0 
0,5 
0,0 
38,0 
53,5 
8,0 
0,5 
0,0 
0,0 
Alpha 
= 1,0 
95,0 
5,0 
0,0 
0,0 
0,0 
93,5 
5,0 
1,5 
0,0 
0,0 
0,0 
Alpha 
= 1,0 
89,0 
11,0 
85,5 
13,0 
1,5 
89,5 
8,5 
1,5 
0,5 
89,0 
7,0 
3,0 
0,0 
1,0 
91,5 
5,0 
2,5 
0,5 
0,5 
0,0 
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Les résultats pour le cas avec changement de pente sont présentés dans les 
tableaux 8a et 8b. Les critères BIC et LWZ se comportent bien si a = 0 (cette 
performance s'améliore lorsque le changement s'accroît pour LWZ, mais non 
pour BIQ. Avec de la corrélation dans le processus générateur de données (a = 0,5 
ou 0,8), les critères BIC et LWZ deviennent conservateurs et ont tendance à 
choisir m = 0 beaucoup plus souvent lorsque a s'accroît. Ce biais vers le bas 
s'atténue cependant lorsque le changement de pente s'accroît. 
TABLEAU 8A 
SÉLECTION DU NOMBRE DE RUPTURES PAR LE CRITÈRE BIC 
LORSQUE m0 = 1, zt = {U], xt = {ytl]. 
DONNÉES GÉNÉRÉES PAR yt = bêta * (t - TB)l(t > T8) + vt, vf = alpha * vM + et, 
v0 = 0, et ~ Ud. N(OM T= 100, T8 = 50, h = 7, 200 RÉPÉTITIONS. 
(i) bêta 
= 0,1 
(ii) bêta 
= 0,5 
m 
maximal 
1 
2 
3 
4 
5 
m 
maximal 
1 
m 
0 
1 
0 
1 
2 
0 
i 
2 
3 
0 
1 
2 
3 
4 
0 
1 
2 
3 
4 
5 
m 
0 
1 
Alpha 
= 0,0 
0,0 
100,0 
0,0 
92,5 
7,5 
0,0 
ai n 
8,0 
1,0 
0,0 
90,0 
8,5 
1,5 
0,0 
0,0 
91,5 
7,0 
1,0 
0,5 
0,0 
Alpha 
= 0,0 
0,0 
100,0 
Alpha 
= 0,5 
30,5 
69,5 
22,0 
60,0 
18,0 
25,5 
16,0 
4,5 
22,5 
62,0 
11,0 
2,5 
2,0 
22,5 
63,5 
9,0 
3,0 
1,0 
1,0 
Alpha 
= 0,5 
0,0 
100,0 
Alpha 
= 0,8 
63,5 
36,5 
57,5 
29,5 
13,0 
53,5 
27,0 
13,0 
6,5 
54,5 
24,5 
10,0 
3,5 
7,5 
58,5 
21,5 
9,0 
6,0 
2,5 
2,5 
Alpha 
= 0,8 
6,0 
94,0 
Alpha 
= 1,0 
52,5 
47,5 
38,5 
32,5 
29,0 
28,0 
25,5 
24,0 
22,5 
29,5 
24,0 
20,5 
14,5 
11,5 
29,0 
22,0 
12,5 
15,5 
12,0 
9,0 
Alpha 
= 1,0 
33,5 
66,5 
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TABLEAU 8A (suite) 
(iii) bêta 
= 1,0 
2 
3 
4 
5 
m 
maximal 
1 
2 
3 
4 
5 
0 
1 
2 
0 
1 
2 
3 
0 
1 
2 
3 
4 
0 
1 
2 
3 
4 
5 
m 
0 
1 
0 
1 
2 
0 
1 
2 
3 
0 
1 
2 
3 
4 
0 
1 
2 
3 
4 
5 
0,0 
92,5 
7,5 
0,0 
84,5 
13,5 
2,0 
0,0 
91,5 
6,0 
1,5 
1,0 
0,0 
89,0 
9,0 
2,0 
0,0 
0,0 
Alpha 
= 0,0 
0,0 
100,0 
0,0 
91,5 
8,5 
0,0 
90,0 
8,5 
1,5 
0,0 
89,5 
9,0 
6,0 
0,5 
0,0 
90,5 
7,5 
1,0 
1,0 
0,0 
0,0 
85,0 
15,0 
0,0 
79,0 
16,0 
5,0 
0,0 
73,5 
18,5 
6,0 
2,0 
0,0 
75,5 
17,0 
4,0 
2,0 
1,5 
Alpha 
= 0,5 
0,0 
100,0 
0,0 
83,0 
17,0 
0,0 
88,5 
9,5 
2,0 
0,0 
77,0 
16,5 
4,5 
2,0 
0,0 
86,5 
6,0 
5,0 
1,0 
1,5 
8,5 
49,5 
42,0 
5,5 
56,0 
20,5 
18,0 
2,5 
55,0 
24,0 
12,0 
6,5 
2,0 
52,0 
22,5 
11,5 
7,0 
5,0 
Alpha 
= 0,8 
2,5 
97,5 
1,5 
66,0 
32,5 
0,5 
51,0 
25,5 
23,0 
2,0 
51,5 
20,5 
13,5 
12,5 
1,0 
56,5 
19,0 
16,5 
3,5 
3,5 
26,5 
38,5 
35,0 
19,0 
36,0 
24,5 
20,5 
12,5 
27,5 
24,5 
14,0 
21,5 
18,0 
25,5 
18,0 
14,5 
14,0 
10,0 
Alpha 
= 1,0 
18,0 
82,0 
9,0 
52,0 
39,0 
4,0 
39,5 
22,5 
34,0 
7,5 
32,5 
23,5 
18,5 
18,0 
4,5 
33,5 
23,5 
19,0 
11,0 
8,5 
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TABLEAU 8B 
SÉLECTION DU NOMBRE DE RUPTURES PAR LE CRITÈRE LWZ 
LORSQUE m0 = 1, zt = {U], xt = {yt_{}. 
DONNÉES GÉNÉRÉES PAR yt = bêta * (t - T8)\(t > T8) + vf, vt = alpha * vM + et, 
v0 = 0, et ~ i./.rf. N(0,1), T= 100, T8 = 50, /i = 7, 200 RÉPÉTITIONS. 
(i) bêta m 
= 0,1 maximal 
1 
2 
3 
4 
5 
(ii) bêta m 
= 0,5 maximal 
1 
2 
3 
m 
0 
1 
0 
1 
2 
0 
1 
2 
3 
0 
1 
2 
3 
4 
0 
1 
2 
3 
4 
5 
m 
0 
1 
0 
1 
2 
0 
1 
2 
3 
Alpha 
= 0,0 
7,0 
93,0 
8,0 
91,5 
0,5 
8,5 
91,5 
0,0 
0,0 
4,5 
95,5 
0,0 
0,0 
0,0 
8,0 
92,0 
0,0 
0,0 
0,0 
0,0 
Alpha 
= 0,0 
0,0 
100,0 
0,0 
100,0 
0,0 
0,0 
100,0 
0,0 
0,0 
Alpha 
= 0,5 
89,5 
10,5 
91,5 
8,5 
0,0 
91,0 
9,0 
0,0 
0,0 
90,5 
9,5 
0,0 
0,0 
0,0 
90,0 
9,5 
0,5 
0,0 
0,0 
0,0 
Alpha 
= 0,5 
3,0 
97,0 
4,0 
95,5 
0,5 
6,5 
93,5 
0,0 
0,0 
Alpha 
= 0,8 
100,0 
0,0 
97,5 
2,5 
0,0 
98,0 
2,0 
0,0 
0,0 
98,0 
2,0 
0,0 
0,0 
0,0 
99,0 
1,0 
0,0 
0,0 
0,0 
0,0 
Alpha 
= 0,8 
84,0 
16,0 
82,0 
16,5 
1,5 
81,5 
18,5 
0,0 
0,0 
Alpha 
= 1,0 
98,0 
2,0 
97,5 
1,5 
1,0 
99,5 
4,5 
0,0 
0,0 
97,0 
3,0 
0,0 
0,0 
0,0 
96,0 
4,0 
0,0 
0,0 
0,0 
0,0 
Alpha 
= 1,0 
96,0 
4,0 
95,0 
5,0 
0,0 
94,0 
5,0 
1,0 
0,0 
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TABLEAU 8B (suite) 
(ii) bêta m 
= 0,5 maximal 
4 
5 
(iii) bêta m 
= 1,0 maximal 
1 
2 
3 
4 
5 
m 
0 
1 
2 
3 
4 
0 
1 
2 
3 
4 
5 
m 
0 
1 
0 
1 
2 
0 
1 
2 
3 
0 
1 
2 
3 
4 
0 
1 
2 
3 
4 
5 
Alpha 
= 0,0 
0,0 
100,0 
0,0 
0,0 
0,0 
0,0 
99,5 
0,5 
0,0 
0,0 
0,0 
Alpha 
= 0,0 
0,0 
100,0 
0,0 
99,5 
0,5 
0,0 
100,0 
0,0 
0,0 
0,0 
100,0 
0,0 
0,0 
0,0 
0,0 
99,5 
0,5 
0,0 
0,0 
0,0 
Alpha 
= 0,5 
3,5 
95,5 
1,0 
0,0 
0,0 
7,5 
92,5 
0,0 
0,0 
0,0 
0,0 
Alpha 
= 0,5 
0,5 
99,5 
0,0 
100,0 
0,0 
0,5 
99,5 
0,0 
0,0 
1,0 
98,5 
0,5 
0,0 
0,0 
0,5 
99,0 
0,5 
0,0 
0,0 
0,0 
Alpha 
= 0,8 
83,5 
16,0 
0,5 
0,0 
0,0 
85,5 
14,5 
0,0 
0,0 
0,0 
0,0 
Alpha 
= 0,8 
56,5 
43,5 
56,0 
43,0 
1,0 
61,0 
38,0 
1,0 
0,0 
68,0 
32,0 
0,0 
0,0 
0,0 
57,0 
43,0 
0,0 
0,0 
0,0 
0,0 
Alpha 
= 1,0 
94,5 
5,0 
0,5 
0,0 
0,0 
92,5 
6,5 
1,0 
0,0 
0,0 
0,0 
Alpha 
= 1,0 
78,0 
22,0 
75,0 
24,0 
1,0 
80,5 
19,0 
0,5 
0,0 
72,5 
27,5 
0,0 
0,0 
0,0 
77,0 
23,0 
0,0 
0,0 
0,0 
0,0 
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De l'ensemble des résultats, on peut tirer les conclusions suivantes : en premier 
lieu, lorsqu'il n'y a pas de corrélation dans le processus générateur de données, 
les deux critères BIC et LWZ donnent des résultats satisfaisant. En second lieu, 
lorsqu'il y a corrélation et que celle-ci n'est pas explicitement modélisée de 
façon paramétrique, il y a un biais très sévère à choisir un nombre élevé de 
changements (surtout pour BIC). Lorsque l'on tient compte de cette corrélation 
de façon paramétrique, le critère LWZ performe très bien si m = 0, mais a ten-
dance à sélectionner m = 0 encore, même si un changement est présent. Pour le 
critère BIC, celui-ci tend à sélectionner un nombre de changements biaisé vers le 
haut lorsque m = 0, mais performe mieux lorsque m = 1. Il semble donc y avoir 
un arbitrage entre le caractère conservateur de LWZ, qui fonctionne mieux 
lorsque le nombre de changements est faible, et le caractère libéral de BIC, qui 
lui performe mieux lorsque m est supérieur à 0. 
4 . ILLUSTRATIONS EMPIRIQUES 
Dans cette section, nous présentons deux exemples empiriques pour illustrer 
l'importance des résultats de simulations. Le premier exemple considère le taux 
d'intérêt réel ex post des Etats-Unis (construit à partir du taux des bons du 
Trésor de trois mois dégonflé par l'indice des prix à la consommation de la 
banque de données Citibase). Les données sont trimestrielles de 1961:1 à 
1986:3 et sont présentées à la figure 2. Cette même série a été analysée par 
Garcia et Perron (1996) qui ont argumenté que sa moyenne avait subi deux 
changements majeurs en 1973 et 1981. Cependant, une fois que ces change-
ments sont pris en compte, la série n'exhibe pratiquement pas de corrélation 
temporelle, c'est-à-dire que le taux d'intérêt est essentiellement une séquence de 
termes indépendants. 
Nous avons appliqué la procédure d'estimation discutée aux sections 1 et 2 
en considérant le cas simple où zt = {1}, une constante (q = 1), et sans aucune 
variable x. Il s'agit donc d'un modèle à changement structurel pur, et la 
dynamique, s'il y en a, n'est pas modélisée d'une façon paramétrique. Le nombre 
maximal de ruptures permis est de 5 et chaque segment est contraint à avoir au 
moins 7 observations. Les résultats démontrent que chacun des critères d'infor-
mation, BIC et LWZ, sélectionne 2 ruptures estimées à 1972:3 et 1980:3. Les 
différences des moyennes estimées sont significatives et démontrent une baisse 
de 3,16 % à la fin de 1972 et une hausse de 7,44 % à la fin de 1980. Il est impor-
tant de remarquer, comme l'ont fait Garcia et Perron (1996), que la série ne 
présente pratiquement pas de corrélation à l'intérieur de chaque segment. En se 
basant sur les résultats de simulations de la section 3, on peut donc être confiant 
que le nombre de ruptures sélectionné est adéquat. 
L'ESTIMATION DE MODÈLES AVEC CHANGEMENTS STRUCTURELS MULTIPLES 5 0 1 
HGURE 2 
TAUX D'INTÉRÊT RÉEL AUX ÉTATS-UNIS; 1961:1-1986:3 
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Le deuxième exemple présente un cas où la série est fortement corrélée à 
l'intérieur de chaque segment potentiel. Il s'agit du logarithme du PNB réel 
français pour la période 1870-1986. Ces données annuelles sont de Maddison 
(1982), complétées avec des données de l'International Financial Statistics pour 
l'après-guerre. L'intérêt, ici, est d'examiner les changements de la fonction de 
tendance, celle-ci étant modélisée à la base comme un simple polynôme d'ordre 
un en t. 
Dans un premier temps, nous avons adopté une approche non paramétrique 
pour traiter la dynamique de la série. Donc, ici, les spécifications sont zt = {l,t} 
(q = 2) et xt est un ensemble nul. Le nombre minimal d'observations dans 
chaque segment est h = 5. Les résultats démontrent que quel que soit le nombre 
maximal de ruptures permis, les critères BIC et LWZ indiquent tous deux de 
choisir ce nombre maximal comme valeur estimée. Ceci est sans aucun doute dû 
à la présence de forte corrélation dans les données. 
Nous avons donc, dans un deuxième temps, adopté une approche paramé-
trique pour tenir compte de la présence de corrélation. Le vecteur zt est toujours 
zt= {1,*}, mais ici, le vecteur xt comprend 6 retards de la variable, c'est-à-dire 
x
t
=
 {yt-v 3\-2' ••' y^- ^ n i m P o s a n t cette spécification, nous ne permettons pas 
aux coefficients autorégressifs de varier à travers chaque segment. Les autres 
spécifications sont un nombre maximal de ruptures égal à 5 et un nombre mini-
mal d'observations dans chaque segment de h = 10. Puisqu'il s'agit d'un modèle 
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HGURE3 
PNB RÉEL DE LA FRANCE; 1870-1986 
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à changement structurel partiel, nous devons utiliser la méthode itérative pour 
estimer les points de rupture correspondant aux minimums globaux des sommes 
des résidus au carré. Pour initialiser cette méthode récursive, nous permettons, 
dans un premier temps, à tous les coefficients de varier à travers chaque régime, 
c'est-à-dire que nous spécifions zt = {1, t, ytV ..., y^] et xt l'ensemble nul (d'où 
le besoin d'avoir h au moins égal à 8). Nous appliquons cette procédure itérative 
pour m variant de 1 à 5. Il est intéressant de noter que le nombre maximal 
d'itérations requis est de 3. 
Les résultats démontrent que les deux critères d'information BIC et LWZ 
s'entendent pour choisir m = 2 comme estimation du nombre de ruptures. Les 
dates de changement sont 1943 et 1970. Les coefficients estimés démontrent une 
forte hausse du taux de croissance en 1943 (de 0,85 % à 3,90 % par année) et 
une baisse en 1970 (à 1,76 % par année). La forte hausse en 1943 est associée à une 
baisse marquée de la moyenne (ou ordonnée de la fonction de tendance) causée 
par la seconde guerre. L'estimation de la somme des coefficients autorégressifs 
est de 0,59, bien inférieure à la borne de racine unitaire, mais néanmoins assez 
élevée pour expliquer le problème encouru de la sélection du nombre maximal 
de ruptures lorsque la corrélation n'est pas modélisée explicitement de façon 
paramétrique. 
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CONCLUSION 
Cette étude a d'abord présenté un survol des résultats théoriques de Bai et 
Perron (1996) concernant T estimation de modèles à changements structurels 
multiples. Ensuite, nous avons abordé en détail un algorithme efficace, basé sur 
une approche de programmation dynamique, qui permet d'obtenir les estima-
tions correspondant au minimum global de la somme des résidus au carré. En 
présentant cet algorithme, notre but est aussi de démystifier l'idée générale que 
dès qu'il y a plus de deux changements, les modèles usuels deviennent vite diffi-
ciles à estimer, puisqu'il existe un nombre de m-partitions possible qui est 
d'ordre 7™. En fait, nous avons démontré qu'avec la capacité de calcul dispo-
nible aujourd'hui, le temps requis pour estimer ces modèles est relativement 
modeste même pour un grand nombre de changements et une taille d'échantillon 
élevée. 
Notre étude a ensuite abordé le problème de la détermination du nombre de 
changements via certains critères d'information. Le message de nos résultats est 
clair, la présence de corrélation affecte grandement la précision de l'estimation. 
Sans corrélation, ces critères sont satisfaisants, mais se détériorent rapidement 
lorsque la corrélation dans les résidus s'accroît. Une modélisation paramétrique 
de cette corrélation est alors nécessaire. Cette dernière permet aux critères d'infor-
mations de donner des résultats relativement précis (surtout avec le critère LWZ), 
sauf lorsque la structure autorégressive a une racine près de un. Il est donc 
nécessaire d'appliquer ces critères avec une certaine prudence. Dans une étude 
ultérieure, il serait utile de comparer le mérite relatif de ces méthodes en faisant 
une comparaison avec la méthode suggérée par Bai et Perron (1996) basée sur 
une séquence de tests. 
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