Except for the class of queueing networks and scheduling policies admitting a product form solution for the steady{state distribution, little is known about the performance of such systems. For example, if the priority of a part depends on its class (e.g., the bu er that the part is located in), then there are no existing results on performance, or even stability. However, in most applications such as manufacturing systems, one has to choose a control or scheduling policy, i.e., a priority discipline, that optimizes a performance objective.
throughput. Finally, we illustrate the application of our method to GI=GI=1 queues. We obtain analytic bounds which improve upon Kingman's bound for E 2 =M=1 queues.
Introduction
Except for a narrow class of systems admitting a product form solution, see Kelly 1] , little is known concerning the performance of queueing networks and scheduling policies. Yet, it is important in many applications, such as manufacturing systems, to choose a control or scheduling policy that optimizes a performance measure, such as the mean number in the system. However, if the priority of a part under a scheduling policy depends on its bu er location (i.e., its class), as it most certainly should, then the system is not of product form type and little is known concerning performance, see 2] . Though a theory of stability of bursty deterministic models has recently been developed for the class of all Least Slack policies and some bu er priority policies, see 3], little is known concerning the performance of such policies.
In most such situations, it is doubtful that closed form solutions for the steady{state distribution will ever be determined. As a second best solution, it would be desirable to at least have upper and lower bounds on the performance measures of interest. We refer the reader to Ou and Wein 4] and Baccelli and Makowski 5] for some other approaches to obtaining bounds.
In this paper we propose a technique for obtaining such upper and lower bounds on performance. It is applicable to a broad class of Markovian queueing networks and scheduling policies. Brie y, assuming stability, we study the consequences of a steady{state for general quadratic forms. This yields a set of linear equalities satis ed by the means of the pairwise products of certain random variables. Additionally, from the conservation of time and material, we obtain supplementing sets of linear equalities and inequalities. Together, these constraints allows one to bound performance measures, either above or below, by solving a linear program.
This technique can be regarded as an extension of the idea of Meyn and Down 6] and Meyn, described in 2], where the square of the workload is studied. In prior work, Bertsimas, Paschalidis and Tstisiklis 7] have extended this by considering general \potential" functions i.e., several Lyapunov functions. The method of Section 3 is the same as the \non{parametric method" of Section 4.2 of Bertsimas, Paschalidis and Tstisiklis 8]; both were obtained simultaneously and independently. We illustrate our approach on several typical situations of interest in manufacturing systems in general, and semiconductor manufacturing in particular. For an open re{entrant line modeling a semiconductor manufacturing plant, we plot a lower bound on the so called \actual{to{theoretical" ratio, Mean delay/Mean total processing time, as a function of line loading. We also compare our bounds with the bounds obtained by Ou and Wein 4] , on three of their systems. For an open re-entrant line, we show that the Last Bu er First Serve (LBFS) policy of 3] is almost optimal in light tra c. In the rst example modeling a semiconductor plant, we show that the upper bound on delay under the LBFS policy is less than the lower bound on delay under the First Bu er First Serve (FBFS) policy. For a closed re{entrant line modeling the so called \closed loop" release policy of Wein 9] (see also Glassey and Resende 10]), we bracket the performance of all the bu er priority scheduling policies, including the one conjectured to be optimal in heavy tra c by Harrison and Wein 11] . For another closed queueing network, we compare our bounds on the throughput with the simulation results in 11]. We also study the behavior of the bounds in the heavy tra c limit. For a manufacturing system with machine failures, we show how the performance changes with the failure and repair rates. For a nite bu er system, we outline how one may bound the throughput. Finally, we illustrate the application of our method to GI=GI=1 queues.
We obtain an analytic expression for a bound that is better than that in Kingman 12 ] for a generalization of E 2 =M=1 queues.
By combining the various modules above, e.g., GI arrivals or services, machine failures, closed routes, etc., one can thus obtain bounds for general Markovian queueing networks.
The Basic Open Re{Entrant Line
Let us begin by considering an open re-entrant line, i.e., a Kelly network with one xed route. In later sections, we show how this can be generalized.
The system consists of S machines f1; 2; : : : ; Sg, see Figure 1 . Parts enter the system according to a Poisson process of rate . They rst visit machine (1) 2 f1; 2; : : : ; Sg, where they are stored in a bu er labeled b 1 . Then they visit machine (2), where they are stored in bu er b 2 , etc. Let bu er b L at machine (L) be the last bu er visited. The sequence f (1); : : :; (L)g is the route of the part, and the corresponding bu ers are fb 1 ; : : : ; b L g.
Suppose that the service times for parts in bu er b i are exponentially distributed with mean 1 i . We assume that a machine can work on only one part at a time, but that service can be preempted. We also assume that the service and inter{arrival times are independent. Let B(k) := fb i j (i) = (k)g be the set of all bu ers competing for the same machine as b k .
Also, let
be the corresponding set of indices.
Suppose the performance measure of interest is the mean number of parts in the system, or equivalently their mean delay through the system. Its minimization can be formulated as a dynamic programming problem, see 13] . However, the non{ niteness of the state{ space renders it impossible to obtain the explicit solution from the dynamic programming equations, except in special cases (see 14] for the solution of a routing problem).
Linear Equality Constraints Implied by a Steady{
State with Finite Second Moment
Consider any control or scheduling policy which is:
(i) Non{idling. That is, if any bu er at a machine is nonempty, then the machine cannot stay idle.
(ii) Stationary. That is, the control decisions are purely a function of the system state, which for us is the vector of all bu er queue lengths.
Let us rescale time so that + P L i=1 i = 1. Throughout this paper we shall resort to uniformization, see Lippman 15] . This is a method of sampling a continuous time system to obtain a discrete time system with the same steady state behavior. Let us pretend that every bu er is always being worked on, and sample the system at all service completion times, as well as at the arrival times of new parts to the system. If the bu er is not really being worked on, we shall call the service completion a \virtual service completion"; otherwise it is a real service completion. The incorporation of such virtual service completion times ensures that we do not undersample the bu ers not being worked on. Let f n g be the sequence of such random sampling times, and let F n denote the ? eld generated by the events up to time n .
Let X i (t) denote the number of parts in bu er b i at time t (including any in service). Also, let W i (t) = 1 if the machine at machine (i) is working on bu er b i at time t, and 0 otherwise. We take all processes to be right continuous, and thus X i ( n ) is the state after the n-th event, while due to the stationarity of the scheduling policy, W i ( n ) = 1 implies that machine (i) is busy working on bu er b i in the time interval n ; n+1 ). Denote X T ( n ) := (X 1 ( n ); : : :; X L ( n )). Consider any stationary control policy under which the system is in steady{state. In particular, suppose that E X T ( n+1 )QX( n+1 )] = E X T ( n )QX( n )] for every symmetric matrix Q: (2) Alternately, we could suppose that the system is not started in steady{state, but that, E X T ( n+1 )QX( n+1 )] ? E X T ( n )QX( n )] ! 0 as n ! 1, and then all the results in this paper apply to the steady state distribution. Either way, one presumes that the steady{state distribution has a nite second moment on the total number of parts.
We will now show that (2) yields a set of L(L + 1)=2 linear equality constraints satis ed by the L 2 variables E X i ( n )W j ( n )]. Clearly, for (2) to hold, we need, E X i ( n+1 )X j ( n+1 )] = E X i ( n )X j ( n )] for 1 i; j L: (3) In fact, (3) is equivalent to (2) .
Let us begin by considering the implication of the equality,
Note that (see Figure 2 ), X 1 ( n+1 ) = X 1 ( n ) + 1 if the event at n+1 is an arrival, = X 1 ( n ) ? 1 if the event at n+1 is a real service completion from b 1 ; i.e., (1) is working on b 1 in n ; n+1 ); = X 1 ( n )
if the event at n+1 is a virtual service completion from b 1 ; i.e., (1) is not working on b 1 in n ; n+1 ); = X 1 ( n ) otherwise.
Since the conditional probability, given F n , of the rst possibility is , the second 1 W 1 ( n ), the third 1 (1 ? W 1 ( n )), and that of the fourth is 2 + : : : + L , we obtain
Noting + P L i=1 i = 1, and taking the unconditional expectation, we obtain
By the steady{state assumption (4), we obtain
However, in order for a steady{state to exist, one must have
since the average work brought per unit time to b 1 is completed by the machine. Thus,
Note that, by the non{idling nature of the policy, recalling the notation (1),
As a consequence,
Let us now de ne the variables,
Then (5) 
Thus, we have obtained a linear equality constraint on the z ij 's from the steady{state relation (4). We can similarly obtain more linear equality constraints from the equalities, E X 2 j ( n+1 )] = E X 2 j ( n )] for j = 2; : : : ; L: (8) As in Figure 2 , X j ( n+1 ) = X j ( n ) + 1 if the event at n+1 is a real service completion at b j?1 ; i.e., W j?1 ( n ) = 1; = X j ( n ) ? 1 if the event at n+1 is a real service completion from b j ; i.e., W j ( n ) = 1; = X j ( n ) otherwise.
As above, we obtain 2 j?1 z j?1;j + 2 ? 2 j z j;j = 0 for j = 2; : : : ; L: (9) Similarly, from the steady{state equalities, E X 1 ( n+1 )X 2 ( n+1 )] = E X 1 ( n )X 2 ( n )]; E X 1 ( n+1 )X j ( n+1 )] = E X 1 ( n )X j ( n )] for j = 3; : : : ; L;
: : : ; L ? 2 and j = i + 2; : : :; L;
we obtain, respectively, the equality constraints, X
The Linear Program Bounds
From (14), the mean number of parts in the system is,
z ji : (16) In many systems, this is the primary performance objective of interest.
We have obtained the following theorem.
Theorem 1 Consider any non{idling, stationary policy with a steady{state distribution that has a bounded second moment. Then the mean total number of parts in the system is bounded below by the value of the following linear program:
z ji subject to the equality constraints (7,9,10,11,12,13), the inequality constraints (15) , and the nonnegativity constraints, z ij 0 for all i; j = 1; : : :; L: (17) We note that the existence of an optimal stationary policy can be proved as in Theorem 3.1 of Borkar 16] . For the speci c cost criterion P L i=1 X i considered here, it can be chosen to be non-idling, which can be proved by dynamic programming induction arguments as in 14], or by sample path arguments as in 17]. However, for a cost criterion P L i=1 c i X i , where c i+1 > c i for some i, every optimal optimal policy may require some idling.
Instead of a lower bound on the mean number of parts under a non{idling stationary policy, one can also obtain an upper bound (i.e., on worst case behavior) by replacing \Min" by \Max" in Theorem 1.
Theorem 2 Consider any non{idling, stationary policy with a steady{state distribution that has a bounded second moment. An upper bound on the mean total number of parts in the system is given by the value of the linear program:
z ji subject to the same constraints as in Theorem 1.
We note that there are additional constraints z jj j for every j, that could be appended to the linear programs. However such constraints are deducible from (7, 9) here (and by similar equations for the other systems in this paper), and are hence omitted.
Minimum Possible Delay in an Open Re{entrant Line
We illustrate the method on an example.
Example 1 An Open Re{entrant Line.
Consider the open re{entrant line of Figure 3 . The service rate for bu er b i is i . The arrival rate is . We scale time so that + 1 + 2 + 3 + 4 = 1. The inter{arrival and service times are all exponentially distributed, and independent. The linear program to lower bound the mean number of parts in the system is:
Min z 11 + z 31 + z 22 Ou and Wein 4] have proposed a method for obtaining a con dence interval on a lower bound on achievable cost. Their approach rst constructs a modi ed system whose cost lower bounds the cost of all scheduling policies in the original system. Then they simulate the modi ed system, obtaining a con dence interval on the lower bound.
For the three open re{entrant lines shown in Figures 5 (a) ,(b) and (c), the 95% con dence intervals of their bounds are compared with our lower bounds in Table 1 (obtained using a slight extension of Theorem 1 to account for two arrival processes). For all 12 imbalanced systems, our bounds are better than the lower limits of their con dence intervals. In fact, under very heavy loading, our bounds are far superior. For the balanced systems, their bounds are better at lighter loadings, while ours are better at very heavy loadings. In 4], the authors also propose scheduling policies, obtaining con dence intervals on their cost. For all three imbalanced systems under very heavy loading, their con dence intervals are below our lower bound on achievable cost, showing that the con dence intervals are overly optimistic. Note that for each machine , we obtain jB( )j(jB( )j ? 1) additional equality constraints.
Example 3 LBFS is Nearly Optimal in Light Tra c.
Consider the system of Figure 3 , with 1 = 2 = 3 = 4 =: . Figure 6 plots the ratio Upper Bound on the Mean Delay Under LBFS/Lower Bound on Optimal Mean Delay, as a function of system loading. As seen, LBFS is almost optimal at light loading. For the speci c value of = =20, i.e., = 0:1, the lower bound on the minimum mean number in the system, and the lower and upper bounds for LBFS, are shown in Table 2 . LBFS is no more than 8:335% away from optimal. It may be noted that currently we do not know of any such analytic result concerning dominance, even for a speci c example.
2
For the FBFS policy, we can obtain additional equality constraints from the tandem behavior of the rst few bu ers, as shown in the following example. Table 3 summarizes the results obtained with as well as without these \tandem" constraints. The upper bound on the mean number in the system under LBFS is less than the lower bound on the mean number under the FBFS policy. This conclusively proves that LBFS is the better policy for this example.
Closed Re{Entrant Lines: Conservation of Material Constraints
In semiconductor manufacturing, a \closed-loop release policy" is one in which the number of parts in the system is maintained constant by releasing a new part into the system whenever a nished part exits from it. The reader is referred to Wein 9] for a thorough simulation study of this policy, and to Miller 18] for implementation results. In more classical terminology, it simply gives rise to a closed queueing network, with a xed population of size N.
Typically, the goal is to maximize the throughput of the system by choosing a scheduling policy. Let us denote the throughput of the system by , noting that i E W i ( n )] = for i = 1; 2; : : : ; L. We rescale time so that P L i=1 i = 1. The dynamics of the system is described Above, we interpret the indices modulo L, i.e., by b 0 we mean b L , and by b L+1 we mean b 1 . By considering the equalities (3) we obtain the equality constraints (20) , (21) and (22) shown below. Additionally, we can obtain L+1 equality constraints due to the conservation of material. Since the number of parts in the system is xed at N, we obtain the constraint (18) . Finally, since E W i (X 1 + X 2 + + X L )] = N i ; for every bu er b i , we obtain the equality constraints (19) . (22) the inequality constraints (15) , and the nonnegativity constraints (17) .
Note that an additional constraint on is that it is limited by the bottleneck throughput, i.e. P Table 4 are obtained. We see that in both cases, the Balanced policy outperforms the Unbalanced policy, since the lower bound on its throughput exceeds the other's upper bound.
2
The following Theorem studies the heavy tra c behavior of the bounds as N ! 1.
Theorem 4 Let r be a xed bu er priority policy, and let N be the throughput of the closed network with a population of size N. 2 Note that if = , then this would serve both as a proof that the asymptotic throughput in the heavy tra c limit is the bottleneck throughput, and also that in heavy tra c our 100% con dence intervals have vanishingly small lengths. Indeed this is the case for every non{idling policy in the system of Example 5. However it is not the case for the following \imbalanced" system. (It is also not the case for one of the bu er priority policies in Example 7, which is a balanced system).
Example 6
Consider the closed re{entrant line of Figure 7 . Let 1 = 2, 2 = 1, 3 = 4 and 4 = 3. Let the bu er priority policy be FBFS. Then = We note that to actually show that the limit of the values of these linear programs, for either the upper or the lower bounds, is the value of the corresponding limiting program, we need only verify the regularity condition that the set of all optimal solution vectors of the dual of the limiting program is compact, see Theorem 4.23 of Murty 19 ].
Bernoulli Splitting
In some applications, the part routes appear \random." One models this as though the route of a part is chosen randomly on{line. Note that by incorporating probabilistic routes, we allow the general routing features of Kelly networks; see Section 3.1 of 1].
Suppose every bu er b i has an exogenous arrival process, which is Poisson with rate i . Also suppose that with probability q ij , a part leaving b i goes next to b j , and leaves the system with probability 1 ? P L j=1 q ij . For simplicity of presentation, suppose that q ii = 0. We suppose that P L i=1 i + i = 1, and sample at all arrival or departure epochs, real or virtual. Then, from the state transition diagram in Figure 8 Theorem 5 Consider any stationary, non{idling scheduling policy with a steady{state distribution possessing a nite second moment, for the system above. Then the mean number in the system is bounded above by max P i P j2 (i) z ji , and below by min P i P j2 (i) z ji subject to the equality constraints (33,34), and the same inequality and nonnegativity constraints as in Theorem 1.
We can adapt the theorem above to closed networks with Bernoulli splitting. Then i 0 and P j q ij = 1 for i = 1; : : : ; L, and so even under irreducibility, (32) possesses a solution unique only up to scaling. Any one of the utilization factors i can be maximized to maximize the throughput. We also have the additional constraints (18, 19) .
Example 7 The Harrison{Wein Network.
Consider the closed queueing network shown in Figure 9 . Table 5 for population sizes of 7 and 30.
Also, the solution of the limiting linear program of Theorem 4 (for this policy) is = .
Hence, as N ! 1, our upper and lower bounds converge to the bottleneck throughput, thus yielding vanishingly small lengths for the 100% con dence intervals in heavy tra c.
(However, for the \Imbalanced" policy, < ). 2 10 Networks with Machine Failures: Constraints Due to One of a Set of Bu ers Always Being Busy
In many applications such as manufacturing systems, machine failures are a signi cant contributor to delay, see Wein 9] . This has motivated much work in scheduling under failures, see Kimemia and Gershwin 20 ], Akella and Kumar 21] and Bielecki and Kumar 22] . If the failures are preemptive, then one can just model them as \ ctitious" parts whose priority preempts the \real" parts already in service. (In the notation of 23], we are considering \time dependent" rather than \operation dependent" failures). Such systems are thus a special case of Section 4, where multiple routes were allowed 2 . The preemption constraints due to the machine failures give rise to a bu er priority policy, and thus give additional equality constraints. Note that there is exactly one customer in the sub{network modeling the failure, which is always being worked on by one of the machines in the sub{network. Hence we obtain an additional set of equality constraints due to one of the two bu ers always being busy. We present an illustrative example.
Example 8 Table 6 . We note that the upper bounds are nite until the machine capacity is reached, as one would desire. 2 
Networks with Finite Bu ers
There is much interest in networks with nite bu ers, see Sevastyanov 24] and Gershwin 25] . Such niteness constraints are an important feature of most ow shops and assembly lines.
Suppose that in the basic re{entrant line of Section 2, bu er b i has a capacity of C i . When it is full, no part can leave b i?1 . To simplify presentation, suppose that a blocked part simply undergoes another round of service.
Let us introduce the variables z ijkl := E W i ( n )X j ( n )1 X k ( n)=l ], and y ijk := E W i ( n )1 X j ( n)=k ]. A typical equality constraint resulting from (8) , the ith route having t i exponential servers, each of rate t i i , in series. It has the special feature that at most one part can be in the system at any time.
To model the arrival process also, a similar sub{network with unit population is used.
Example 9 The E 2 =M=1 Queue.
Consider the closed sub{network of machine M 0 with bu ers b 1 and b 2 , which is a part of Figure 11 . It models the arrivals to machine M 1 . If the total population of this sub{network is set to 1, then the time between consecutive arrivals to b 3 is the sum of two exponential random variables with means , which will be no more than 1=2, since we can take 2 1 , without loss of generality.
(iii) The upper bound is always tighter than Kingman's upper bound by at least 2 .
Proof. From the equality constraints, we can solve for all the z ij 's either explicitly or in terms of z 33 . This provides simple inequality constraints on z 33 , from which the minimum and maximum of the linear program are obtained by inspection. Kingman Table 7 shows the results for an E 2 =M=1 queue with 1 = 2 , for several values of the load factor .
Conclusions
We have presented a methodology for obtaining bounds on the performance of a variety of queueing networks and scheduling policies. The technique allows a fair degree of generality in the type of system that can be considered. We have illustrated it's application to several interesting queueing networks and scheduling policies, of particular relevance in semiconductor manufacturing.
Several interesting questions remain. First, it is of considerable interest to add more equality and inequality constraints and thus improve the bounds. This appears to be a non{ trivial task. Second, it would be useful to study the equality and inequality constraints to obtain qualitative or analytical results. Third, we have presumed that the underlying system is stable and has a nite second moment. To resolve the problem of stability is non{trivial. It is addressed in 27]. Finally, it would be useful to develop a software package that, given just a network description, derives the corresponding linear programs, and then solves them to provide performance bounds, thus automating all the tedious and error prone chores.
