We study wave propagation in periodic and frequency dependent materials. The approach in this paper leads to spectral analysis of a quadratic operator pencil where the spectrum parameter relates to the quasimomentum and the frequency is a parameter. We show that the underlying operator has a discrete spectrum, where the eigenvalues are symmetrically placed with respect to the real and imaginary axis. Moreover, we derive bounds on the eigenvalues that is tight in low-frequency applications. Numerical calculations in two dimensions illustrates the method.
Introduction
In this paper, we study wave propagation in periodic and frequency dependent materials. The underlying operator has a band-structure, which by appropriate choice of the geometrical structure has gaps. Such structures have numerous applications in optics, photonics and microwave engineering. Other important applications are low-frequency wave propagation and homogenization of periodic composite materials. Electromagnetic wave propagation is in general frequency dependent, since dispersive effects such as resonances or relaxation processes are present in the material. The frequency dependence of the material is in most cases disregarded in spectral analysis. This is justified in some cases where the frequency dependence is weak, but the frequency dispersion can in general not be ignored.
We study wave propagation in a dispersive media that for a frequency interval is characterized by a frequency ω and space x dependent real-valued permittivity ǫ(x, ω). The waves propagate in a non-magnetic material with the permittivity ǫ(x 1 , x 2 , ω) independent of the third coordinate x 3 . Let E and H denote the electric and magnetic waves, respectively. The x 3 − independent electromagnetic wave (E, H) is decomposed into transverse electric (TE) polarized waves (E 1 , E 2 , 0, 0, 0, H 3 ) and transverse magnetic (TM) polarized waves (0, 0, E 3 , H 1 , H 2 , 0). This decomposition reduces the spectral problem for the Maxwell operator to one scalar equation for H 3 and one equation for E 3 . We consider TM polarized waves, which gives a Helmholtz type of equation in E 3 , but the analysis also applies to the TE case.
The approach in this paper leads to spectral analysis of a quadratic operator pencil where the spectrum parameter relates to the quasimomentum (the Floquet-Bloch wave vector) and the frequency is a parameter. We show that the underlying operator has a discrete spectrum, where the eigenvalues are symmetrically placed with respect to the real and imaginary axis (Hamiltonian symmetry). Moreover, we derive bounds on the eigenvalues that is tight in lowfrequency applications. Finally, a finite element method is used to discretize the operator pencil and the isotropic implicitly restarted Arnoldi algorithm (eigs from MATLAB) is used to compute eigenvalues of the resulting large sparse matrix pencil.
Bloch solutions and spectrum problems
Let Γ denote the lattice 2πZ 2 and ǫ a measurable function with ǫ(x + γ, ω) = ǫ(x, ω), ∀γ ∈ Γ
for almost all x = (x 1 , x 2 ) ∈ R 2 . A function with the property (1) is called Γ-periodic. The basic period cell of the lattice Γ is Ω = (−π, π] 2 and |Ω| = 4π 2 denotes the size of the basic cell. We assume that ǫ is in L ∞ (R 2 ) for each ω ∈ [ω 0 , ω 1 ] and that ǫ is invertible, positive and bounded
for almost all x ∈ R 2 and ω ∈ [ω 0 , ω 1 ]. Let T 2 = R 2 /Γ denote the torus in two dimensions and ·, · the scalar product in R 2 . Denote by C ∞ (T 2 ) the space of smooth complex-valued Γ-periodic functions. The space L 2 (T 2 ) is defined to be the completion of
in the H 1 -norm. Let ∇ denote the gradient with respect to x ∈ R 2 and let ∇· denote the divergence. The transverse magnetic polarized waves (0, 0, E 3 , H 1 , H 2 , 0) can be written in terms of the electric field E alone. The equation
models a time-harmonic monochromatic electromagnetic wave with frequency ω and electric polarization E(x) = (0, 0, v(x)). A Bloch solution of (3) is a solution on the form
where u is a Γ-periodic function and k ∈ C 2 is the quasimomentum (or the Floquet-Bloch wave vector) [11] . Since ∇(e i k,x u(x)) = e i k,x (∇ + ik)u(x) the Bloch solutions of (3) are Γ-periodic solutions of
The frequency ω as a multi-valued function of the quasimomentum k is called the dispersion relation and the graph of the dispersion relation defines the Bloch variety [11] .
Definition 1 The complex Bloch variety is the set
has a non−zero Bloch solution} (6) In the case of smooth coefficients, analytic properties of the Bloch variety B are discussed in Kuchment [11] . The Bloch solutions of (3) can be determined from spectrum problems. In the non-dispersive case ǫ = ǫ(x), Bloch solutions with k ∈ R 2 are given by eigenvectors of a selfadjoint operator. In the dispersive case ǫ = ǫ(x, ω), the spectrum problem is non-linear, which complicates the analysis. We will in the dispersive case consider solutions (k, ω) ∈ C 2 × R and use the real frequency ω as a parameter. The two cases are discussed below.
The frequency independent case
The symbol L 2 (R 2 , ǫdx) is used for the weighted L 2 -space with the scalar prod-
We introduce in L 2 (R 2 , ǫdx) the quadratic form
The quadratic form q is semi-bounded from below and closed. The form q defines in L 2 (R 2 , ǫdx) the associated selfadjoint operator
The spectrum of elliptic operators with periodic coefficient has been studied in detail by many authors including Odeh and Keller [14] , Reed and Simon [15] , and Figotin and Kuchment [4] . The spectrum σ(A) has a band structure and the existence of band-gaps for certain geometrical structures has been proved [4, 5, 6] . From the Floquet-Bloch theory [15, 11] follows the spectrum of A in the infinite periodic medium can be obtained from the k -dependent family of Γ-periodic solutions (5). We give below the well-known construction of the band structure. Define a family of quadratic forms depending on k ∈ R 2 by
where k is the quasimomentum. The quadratic form q k defines for every real k a unique selfadjoint operator A(k) in L 2 (T 2 , ǫdx) that we write as
The spectral parameter ω 2 represent the square of the time frequency ω of the wave. Since each operator A(k) is selfadjoint in L 2 (T 2 , ǫdx) and has a compact resolvent, the spectrum of A(k) consists of eigenvalues
The main spectrum result is that the spectrum of A, that is defined for functions on R 2 , is the union
The intervals S n are called the stability zones of the operator A and the complement of σ(A) is called the instability zone. The successive segments S n and S n+1 may overlap, but we have a gap in the spectrum σ(A) if the intersection S n ∩ S n+1 is empty for some n. That is, if ω 2 belongs to the instability zone for all k ∈ R 2 . The spectrum σ(A) can also be described in terms of the Bloch variety (6) . The real Bloch variety is the intersection
and the spectrum of A is the projection of the real Bloch variety onto the ω-axis.
The frequency dependent case
We assumed above that the permittivity ǫ is independent of the frequency ω. The spectrum σ(A) coincides in the frequency independent case with the range of the dispersion relation ω 2 (k). The permittivity can be constant in a frequency interval, but only free space is independent of the frequency. If we exclude free space, the Kramers-Kronig relations [2, 7] implies that the imaginary part of ǫ(ω) cannot be zero for all ω. We focus on the dispersive case ǫ = ǫ(x, ω), where ǫ is real-valued in the frequency interval [ω 0 , ω 1 ]. That is, we assume that there is no absorption line in the frequency interval under consideration. This is a reasonable model for many dialectic materials (insulators) for a range of frequencies in the micro-wave regime and in the optical regime [7] .
The permittivity has certain holomorphic properties as a function of ω, which make it possible to analyze ω(k) with the theory for holomorphic operatorvalued functions. A more tempting alternative is to study the multi-valued vector function k(ω), which independent of ǫ leads to a quadratic polynomial operator pencil. Below, we study the quadratic pencil in the case of a real-valued permittivity function.
The quadratic operator pencil
We presented in section 2.1 results for the shifted operator (11) in the nondispersive case, where the spectral parameter is related to the time frequency ω. We consider below the dispersive case and relate the spectrum parameter to the quasimomentum k. We reduce the spectrum problem in k to a problem in the complex amplitude of the vector k.
Let k = λθ, where λ ∈ C and θ on the unit sphere S 1 . We write in some cases the complex spectrum parameter λ on the form
where λ r and λ i are real numbers. Define a family of spectrum problems as
where u and ǫ are Γ− periodic functions. This spectrum problem in (λ, u) corresponds to the problem A(k)u = ω 2 u in (11), but we consider k(ω) and not ω(k). The family of spectrum problems (15) is quadratic in the spectral parameter λ, with parameter ω. We write below the classical problem (15) on a weak form. Define the sesquilinear forms
where
The weak solutions of (15) are defined as eigenvectors u of H 1 (T 2 )\{0} and eigenvalues λ ∈ C which satisfy
for all v ∈ H 1 (T 2 ).
Lemma 1
The sesquilinear forms a 0 , a 1 and a 2 are bounded for all elements
Proof: The sesquilinear forms a 0 and a 2 are trivially bounded and the boundedness of a 1 follows from the inequality |ab| ≤ δ|a|
. The spectrum problem (18) can be written
where the operators A 0 , A 1 and A 2 are defined by the bounded sesquilinear forms
(20) According to Riesz theorem are these operators on H 1 (T 2 ) unique, linear and bounded [8] . The equality (19) that holds for all v ∈ H 1 (T 2 ) is equivalent to the operator equation
) denote the set of all bounded linear operators on
The quadratic eigenvalue problem is then: Find λ ∈ C and a non-zero u ∈
The adjoint operator pencil is
and the pencil K(λ) is said to be selfadjoint if A 0 , A 1 and A 2 are selfadjoint. The lemma below shows that the pencil K(λ) is selfadjoint and hence closed.
Lemma 2 The operators
Proof: The lemma follows from the equalities
Spectral properties
We consider in this section spectral properties of the operator pencil (22). Fredholm theory is used to prove that the spectrum of K is discrete, where the eigenvalues are symmetrically placed with respect to the real and imaginary axis. Moreover, we prove that the pencil K(λ) cannot be reduced to a monic bounded pencil, that is, to a pencil on the form
Nonmonic pencils has a more complex spectrum structure [12] .
Lemma 3 The operator A 2 has an unbounded inverse.
The operator A 2 has a bounded inverse if and only if there exist a positive constant c such that
. The inequality (26) implies that such constant c cannot exist (take for instance u(x) = e i n,x ), but A 2 has an inverse since the null space N (A 2 ) is trivial.
A bounded operator T is Fredholm if the range R(T ) is closed and if the null space N (T ), and the complement of the range R(T ) are finite dimensional. The Fredholm index of a Fredholm operator T is defined as
where the nullity nul T is the dimension of the null space and the deficiency def T is the dimension of the complement to the range R(T ). The resolvent set ρ is the set of all λ ∈ C, such that the operator T (λ) is boundedly invertible and the spectrum is defined by the complement
The essential spectrum σ ess (T ) of T is the set of all λ ∈ σ(T ) such that T (λ) is not a Fredholm operator. The complement of the essential spectrum
is called the discrete spectrum. The discrete spectrum consists of eigenvalues of finite geometrical multiplicity, nul T < ∞. We shall show that the spectrum of K(λ) is discrete. The proof consists of two steps. We prove that the operator pencil K(λ) is a sum of compact operators and of a Fredholm operator.
Lemma 4 The operators
Proof: We show that A 1 is compact. Let {u n } ⊂ H 1 (T 2 ) be a given bounded sequence. Then since
. Let u m and u m ′ denote two element in the subsequence {u m }. From the boundedness of the Hermitian form a 1 follows
Then since {u m } is a Cauchy sequence in L 2 (T 2 ), the sequence {A 1 u m } is a Cauchy sequence in H 1 (T 2 ), which converge since
, the compactness of A 2 is proved in the same way.
Theorem 1 The operator pencil K(λ) is a Fredholm operator with index zero.
Proof: The operator A 0 in (22) can be written on the form
where A
0 and A
0 are defined by the bounded sesquilinear forms
The operator A
with its Fourier series:
Since the gradient of u and of v are in L 2 (T 2 ) the Plancherel's identity [19] gives
inû n e i n,x ,
which implies that the dimension of the null space is one. The dimension of the orthogonal complement of the range is also one, since R(T ) ⊥ = N (T ) for self-adjoint operators. That is, A
0 is a Fredholm operator with index (27) zero. The self-adjoint operator pencil K(λ) is a sum of A 
Hamiltonian symmetry
We show in this section that the eigenvalues λ of (18) are symmetrically placed with respect to the real and imaginary axes. Lemma 2 implies that the spectrum of K(λ) is symmetric with respect to R, since K(λ) is invertible if and only if K * (λ) is invertible. Proof: The lemma follows from the equalities
Lemma 5 The operators
The theorem below states the Hamiltonian structure of the spectrum σ(K(λ)).
Theorem 2
The spectrum of the quadratic operator pencil K(λ) consists of eigenvalues of finite multiplicity, λ ∈ C, that have the Hamiltonian structure (λ, −λ, λ, −λ).
Proof: Theorem (1) states that K(λ) is a Fredholm operator, which implies that the spectrum σ(K(λ)) consists of eigenvalues of finite multiplicity. Lemma 5 gives the relation
which implies that −λ is an eigenvalue whenever λ is an eigenvalue. The two relations
follows from lemma 2.
Band gaps and spectral estimates
The complex Bloch variety of the pencil K(λ) is the set
where the ω-dependence in K(λ) is a real parameter. The real Bloch variety of the pencil K(λ) is the intersection
We state below the condition for a band-gap in terms the Bloch variety.
Definition 2 The frequency ω is in a band gap if the projection of the real Bloch variety onto the ω-axis is empty.
Solutions on the form (k, ω) ∈ R 2 × R exist if the frequency ω is not in a band gap. That is, propagating Bloch waves exist for the given frequency ω and we say that ω belongs to the stability zone. Notice that we let k be real in the frequency dependent case and defined a band gap in (12) as an empty intersection of two successive bands
or equally in terms of the projection of the real Bloch variety (13) onto the ω-axis. We define the dual lattice
where Γ = 2πZ 2 . The basic cell (the Brillouin zone), of the dual lattice
The real part of all eigenvalues λ to (15) is Ω * -periodic, since the Bloch solutions (4) are periodic in the real part of k = θλ. We introduce the set
which is a subset of the Bloch variety (38). This set corresponds to solutions with the real part of the wave vector k = θλ in the Brillouin zone Ω * and a real time frequency ω. The frequency ω is in a band-gap if λ i = 0 for all eigenvalues of K(λ), with θλ r ∈ Ω * . A gap in the spectrum of K(λ) is also called a polarization gap since we only consider the polarization E(x) = (0, 0, u(x)).
When ω = 0, the lemma below shows that the eigenvalues can be calculated explicitly. We use the lemma in the numerical calculation in section 5.
Lemma 6 Let ω = 0 and θ = (1, 0) or θ = (0, 1). Then all quasimomentum k ∈ C 2 can be written on the form
Proof: Represent u, v ∈ H 1 (T 2 ) with its Fourier series:
The coefficients are zero wheneverû n = 0. This condition (n + θλ) 2 = 0 can be written as
Assume λ r = 0. Then follows λ i = ±|n| and θ, n = 0, which implies λ i ∈ Z when θ = (1, 0) or θ = (0, 1). If λ i = 0 and λ r θ ∈ Ω * can the first equation be estimated as
Then follows λ r = 0, since |n| 2 − |n| ≥ 0. If λ r = 0 and λ i = 0 can the eigenvalues be written on the form
The Hamiltoninan structure implies that
also are eigenvalues. For θ = (1, 0) or θ = (0, 1) are the quasimomentum k then integer points in C 2 . The frequency ω = 0 is an eigenvalue of A 0 = A 0 (ω) and the corresponding eigenvector is constant. An eigenvalue ω of the operator-valued function A 0 (ω) corresponds to a solution of the classical eigenvalue problem
where u and ǫ are Γ-periodic. Assume that (u, ω) = (ũ,ω) is a solution of A 0 (ω)u = 0. The pencil K(λ) can then be written on the form
Zero is always an eigenvalue of the pencil and a nonzero eigenvalue λ is a solution of
whereũ ∈ N (A 0 (ω)). All eigenvalues of (52) are on the form λ = −2 θ, n since an expansion in Fourier series gives
The eigenvalues λ are all real and the number of eigenvalues at ω =ω depends on the dimension of the null space N (A 0 (ω)).
Estimates of the numerical range
Below we present estimates of the spectrum that are tight when ω is close to zero. We use the numerical range of an operator-valued function that is defined below.
Definition 3 The numerical range of K(λ) is defined as
The spectrum of K(λ) is contained in the closure of W (K) [12] . The values in the numerical range of K(λ) are symmetrically placed with respect to the real and imaginary axes. This Hamiltonian symmetry is proved in the same way as the Hamiltonian structure of the spectrum in section 3.2.1. The space of all periodic functions in H 1 (T 2 ) with meanvalue zero is denoted
Lemma 7 If λ ∈ C with λ r = 0 and λ i = 0. Then u ∈ V is a necessary condition for a non-trivial solution of
Proof: Represent u ∈ H 1 (T 2 ) with its Fourier series:
When substituting the Fourier series into the eigenvalue equation (K(λ)u, u) H 1 (T 2 ) = 0, the equation for the Fourier coefficients becomes
Since ǫ is real, the imaginary part of the right side of the equation is zero and we obtain the condition
From the assumption λ r = 0, λ i = 0 and condition (60) followsû 0 = 0. We give below an upper bound and a lower bound on the real part of λ 2 that is independent of the geometrical structure.
A complex λ is in W (K) if
The real part of the terms in the Fourier expansion is
Since λ r θ ∈ Ω * the n-dependent terms can be estimated as
which implies
The left hand side of the inequality is zero when λ is in W (K), but the right hand side is according to the inequality above negative if (61) is not satisfied. From lemma 8, we obtain the upper bound
but we have no restriction on λ i . We also derive lower bounds on the real part of λ 2 .
Lemma 9 Let λ r θ ∈ Ω * . Then all λ ∈ W (K) with λ r = 0 and λ i = 0 have the property
where a(ω) is non-negative.
Proof: The terms in the Fourier expansion (59) can be estimated as
which implies that the Fourier series in (59) satisfies the inequality
From the inequality above and the positiveness of the permittivity ǫ follows
The left side of the inequality is zero when λ is in W (K), but the right side is according to the inequality above negative if (68) is not satisfied, with
The estimate (68), with a = 0, trivially holds for a constant eigenvector u. From lemma (6) follows that a constant function is an eigenvector when ω = 0 and λ = 0 is the only real solution with λ r θ ∈ Ω * . The eigenspace of K(0) at ω = 0 consists only of constant functions as
has a one-dimensional null space. The value on a(ω) depends on the geometry, but we expect b to be close to zero for low frequencies ω.
We obtain tighter bounds on the real part of λ 2 if we include geometrical information. Assume that the material ǫ consists of N components
where ǫ j is positive and χ j is the characteristic function of component j. We give below an upper bound on the real part of λ 2 in terms of the volume fraction of the N components ǫ j . N component composite (74) . An element λ ∈ W (λ) with λ r θ ∈ Ω * satisfies the inequality
Lemma 10 Assume that the material is a
where f j is the volume fraction of component ǫ j .
Proof:
The real part of (n + λθ)
i which implies that (59) can be estimated as
The integral over Ω j satisfies
From (K(λu, u) = 0 and the inequalities (77) and (78) follows
The bound (75) is optimal in the sense that we can construct a geometry that satisfies the equality. Let ǫ = ǫ(x 1 , ω) denote the permittivity of a material that is constant in x 2 . Take θ = (0, 1) and u = 1. Then
which implies (75) with equality in the N component case.
Numerical treatment
In order to compute approximate eigenvalues λ ∈ C that satisfy
for some u ∈ H 1 (T 2 ) \ {0} and all v ∈ H 1 (T 2 ), we discretize the problem by a Galerkin ansatz. We use a finite element method with quadratic elements to construct N real-valued basis functions φ 1 , . . . , φ N that span an N -dimensional subspace V ⊂ H 1 (T 2 ). The periodic boundary conditions inferred by the topology of T 2 were incorporated directly in the finite element space. After assembling the finite element matrices we obtain the matrix pencil M(λ) :
The matrices M 0 , M 1 and M 2 are the descrete versions of (81), where the entries are
for all i, j = 1, . . . , N . The matrix M 0 is real and symmetric, the matrix M 1 is purely imaginary and Hermitian, and the matrix M 2 is real, symmetric and positive definite. All three matrices are typically large and sparse.
Since we prefer to work with real matrices only, we define the matrices B 0 = −M 0 , B 1 = iM 1 , B 2 = M 2 , and the matrix pencil G :
Obviously,
i.e., the eigenvalues µ of G are related to the eigenvalues λ of M by λ = −iµ. The pencil G is called a gyroscopic pencil, since B 0 is real and symmetric, B 1 is real and skew-symmetric, and B 2 is real, symmetric and positive definite. Pencils of this form naturally occur in the analysis of gyroscopic systems [18] . There is an on-going research effort in devising efficient numerical methods for these pencils [13, 10] .
In this work we used a simple linearization of the quadratic eigenvalue problem in combination with a Krylov space method [16] to compute a few number of eigenvalues with the lowest modulus. There are several ways to linearize a quadratic eigenvalue problems [18] . The one we used was proposed in [13] it leads to an eigenvalue problem of the form where W ∈ R 2N ×2N is a Hamiltonian matrix, thus preserving the structure of the quadratic spectrum. The MATLAB routine eigs can be applied to this problem to obtain the sought approximations.
Numerical experiments
We use the numerical algorithm in section 4 to compute band gaps of a rectangular array of dielectric cylinders in air. The permittivity of air is ǫ 1 = 1 for all frequencies under consideration. The permittivity of the dielectric cylinders is generally a complicated function of the frequency. It is common in practice to use least-squares minimization to determine a rational function approximation from frequency-domain data. The choice of material model is not important for the algorithm, since the frequency dependence only is a parameter. We will consider the simple Lorentz model
where a = 4.5, b = 7.12, and c = 2. The constants in (87) are chosen such that the mean value (ǫ(0) + ǫ(0.8))/2 is 8.9. We assume that this model is valid for all frequencies in the range ω ∈ [0, 0.8]. This assumption make it possible to compare the frequency dependent model with the calculations for the frequency independent case in Dobson [3] . Dobson uses the cylinder radii r = 0.378d, where d is the lattice constant 2π. One can show that the band structure can be calculated reducing the angles to 0 ≤ θ ≤ π/4, which is called the irreducible Brillouin zone [9] . Figure 1 shows the eigenvalues λ(ω, θ) with smallest imaginary part as θ is varied over the irreducible Brillouin zone and ω ∈ [0, 0.8]. The band gap frequencies in Table 1 match well with Dobson's results [3] . A frequency ω is in a band gap, in the sense of definition 2, when all eigenvalues have a non-zero imaginary part. The band gaps in Table 1 corresponds in Figure 1 to the tubes. The frequency dependent model gives a monotone permittivity function with ǫ(0) = 8.06 and ǫ(0.8) = 9.74. Observe that the difference between the mean value 8.9 and the maximum and minimum only is 9.4 percent. Figure 1 shows the imaginary part of λ(ω, θ) and Table 1 gives the band gap frequencies for the frequency dependent model (87). 
