Introduction
In this article we are interested in the behavior, as t ! +1, of the viscosity solutions of rst-order Hamilton-Jacobi equations of the form u t + H(x; Du) = 0 in R N (0; +1) ; (1.1) u = u 0 on R N f0g ; (1.2) where the hamiltonian H, the initial datum u 0 and the solution u are assumed to be real-valued continuous functions and Du = ( @u @x 1 ; ; @u @x N ) denotes the gradient of u. Throughout the paper we suppose that both H and u 0 are Z N -periodic in x, i.e., that for all x; p 2 R N and z 2 Z N , H(x + z; p) = H(x; p) and u 0 (x + z) = u 0 (x) : (1.3) We also assume that a comparison (uniqueness) result holds for (1.1)-(1.2). The rst consequence of this assumption is the Z N -periodicity in x of the solution for any t > 0.
The study of the long time behavior of solutions of (1.1) and (1.2) rst leads to an ergodic problem. Indeed, the rst step is to show the existence of a constant c 0 , depending only on H and not u 0 , such that the function u( ; t) + c 0 t remains bounded, as t ! +1.
The classical result in this direction is due to Lions, Papanicolaou and Varadhan 7] , who obtained the existence of such a constant c 0 , the so-called ergodic cost, under the following coercivity assumption on H:
H(x; p) ! +1 when jpj ! +1, uniformly in x 2 R N .
(1.4) Another way to de ne c 0 is using the stationary Hamilton-Jacobi equation. Indeed, c 0 is the unique constant c for which the equation H(x; Du) = c in R N (1.5) has a continuous, periodic viscosity solution.
It is also worth pointing out that, if u 0 2 W 1;1 (R N ), then (1.4) yields that the function (x; t) 7 ! u(x; t) + c 0 t is in W 1;1 (R N 0; +1)). This is a key fact, since it provides the compactness in C(R N ) of the functions u( ; t) + c 0 t for t > 0, a fact which is essential in the study of the behavior of these functions when t ! +1. Before coming back to this question which is the central purpose of our work, we mention that such ergodic problem in the deterministic control framework were systematically studied by Arisawa 1, 2] .
In this article we are interested in the next step, i.e., in the behavior of u( ; t) + c 0 t as t ! +1. To simplify the exposition, we are going to assume, without any loss of generality, that c 0 = 0. With this convention, the question we address here can be formulated in the following way:
Assume that u 2 W 1;1 (R N (0; +1)) or u 2 BUC(R N (0; +1)). Is it true that, as t ! 1, u( ; t) ! u 1 ( ) in C(R N ) ; (1.6) where u 1 is a viscosity solution of the stationary equation
The apparent simplicity of this question is misleading. In fact this problem has remained open for a long time. The rst results on the asymptotic behavior of viscosity solutions of Hamilton-Jacobi equations were obtained in the book of Lions 6] and in Barles 3] essentially for either x-independent cases or equations involving a suitable dependence on u. It was only very recently that Namah and Roquejo re 8] and Fathi 5] succeeded in proving rather general results related to the above questions, which we now brie y describe and compare.
The results of 5] and 8] are obtained for equations set on compact manifolds and for hamiltonians which are convex in the p-variable and satisfy (1.4). The result of 5] was proved under the additional assumption that H is smooth and strictly convex, i.e., there exists a constant > 0 such that
The proof relies on the representation of the solution u by the so-called Oleinik-Lax formula and is based on dynamical systems methods. In particular 5] emphasizes the central role played by the Aubry-Mather set, an attractor set for the geodesics associated with the Lax-Oleinik formula. This result was revisited recently by Roquejo re 10] who uses a combination of partial di erential equations and dynamical systems methods. (See also Roquejo re 9] for results in dimension 1).
The approach of 8] is based on partial di erential equations methods and requires a condition, which in the R N {framework, can be stated as follows: Here we provide a generalization of these two types of results. In particular, we are able to treat hamiltonians which are not necessarily convex and to remove the assumptions on the regularity of H and . Moreover the Z N -periodic setting we chose here just for the sake of simplicity can be replaced without any additional di culty by a general compact manifold one. It is, however, worth mentioning that some kind of compactness assumption on the domain is necessary at least to apply our strategy of proof.
Our main argument, which is completely di erent from those given in 5], 8], 9] and 10], can be described roughly in the following way: we rst show that jj(u t ) ? ( ; t)jj L 1 (R N ) ! 0 as t ! +1 : (1.10) For the reader's convenience we provide in Section 3, under simpli ed assumptions, a formal argument which shows why such property should be true. In fact, the formulation of the precise results (Theorems 3.1 and 3.2) is a bit more general but unfortunately rather technical. The main consequence of (1.10) is that the !-limit set of the function u( ; t) contains only subsolutions of equation (1.7). In turn, this property is enough to prove (1.6). It is in this last step that the compactness property of the domain seems to play a key role.
This paper is organized as follows: In Section 2, we state the assumptions and the main results of the paper. Section 3 is devoted to the statement of the weak versions of (1.10) which are proved in the Appendix. In Section 4 we prove the main results and in Section 5 we discuss the main assumptions on the hamiltonian and some extensions.
The main results and their applications
To formulate the main results we recall that we are interested in the asymptotic behavior of solutions u 2 BUC(R N 0; 1)) of the initial value problem 
for any x 2 A, p; q 2 R N such that H(x; p + q) and H(x; q) 0.
The nal assumption is:
There exists a, possibly empty, compact subset K of R N such that (ii) u(x; t) ! u(x), uniformly in R N , as t ! 1.
Before stating a variant of this result, which holds under simpler hypotheses on H, we want to point out that it is in general rather di cult to show that the solution u of H(x; p) ! 1 as jpj ! 1, uniformly in x 2 R N .
As a consequence of that, the reader can replace in any of our results the assumption \u 2 W 1;1 (R N (0; 1))" by \(H6) and u 0 2 W 1;1 (R N )" and in the same way \u 2 BUC(R N (0; 1))" by \(H6) and u 0 2 BUC(R N )" which implies in both cases the existence of such a solution.
It is also worth mentioning that if we assume that the sets fp 2 R N : H(x; p) 0g are bounded uniformly for x 2 R N and that (H4) holds with A = R N , then (H6) are a direct consequence of (H4). Hence, in these cases, we do not lose any generality by assuming (H6).
Finally we write above the existence of a BUC{subsolution as an assumption. In fact, this property together with the global boundedness of u is a direct consequence of the de nition of c 0 (recall that we assume c 0 = 0).
To state a variant of Theorem 2.1 we introduce the following simpler hypotheses:
There exists a family ( The di erences between Theorem 2.1 and Theorem 2.2 (which are not so obvious at rst glance) will become clear in their proofs. Indeed, to prove Theorem 2.2, we will use Theorem 3.2 the proof of which is far simpler than the one of Theorem 3.1 which provides the key argument in the proof of Theorem 2.1.
On the other hand for hamiltonians H, which are convex in p, and for Lipschitz continuous solutions, Theorem 2.2 is as general as Theorem 2.1 since, in particular, the existence of the " can be obtained from (H2) by a standard regularization argument.
Here we discuss in detail the two classes of examples presented in the Introduction and show how they follow from the above theorems. We also present an example not covered Finally it is worth pointing out that the result is also true when (H7) holds with " 2 C 1 (R N ) \ W 1;1 (R N ). This is a consequence of the above analysis after the changing u to u ? in the equation.
ii) The Fathi case and extensions.
The main assumption on H in this case is that 
Some preliminary results
Here we present two results about the behavior in time, and for large times, of solutions of (1.1). These results are of independent interest themselves. Their proofs, however, are rather technical. In order not to confuse the issue here and for the reader's convenience, we present them in the Appendix.
Both results hold for hamiltonians which are not necessarily periodic in x. Instead of restating the assumption of the previous section here, without the (H1) and for any domain, we rst introduce the assumption that Before we state the main result, we remark that, without any loss of generality, we may assume that w ? 1 in 0; +1): (3.1) Indeed the form of H allows to change to ? K for any constant K. Since w 2 BUC( 0; 1)), to achieve (3.1) it su ces to choose K su ciently large.
We also need to introduce, for > 0, the functions We continue with some preliminaries for the second result, which is also proved in the The conclusions of Theorems 3.1 and 3.2 are in some sense weak versions of (1.10). For the reader's convenience we present below a formal argument, which explains why (1.10) should hold.
To this end let us assume that w is a smooth solution of (3.5) in R N (0; 1). A straightforward application of the maximum principle yields that the function t 7 ! k(w t ) ? k 1 is decreasing in time. If (1.10) were not true, then there must exist some > 0 and t 0 such that for all t t 0 , k(w t ) ? k 1 : (t) ~ ( ): 3. Since the family (u( ; t)) t 0 is compact in BUC(R N ) and the functions u( ; t) are periodic in x for all t, we may consider a subsequence u( ; T n ), with T n ! +1, converging uniformly in R N .
The maximum principle for viscosity solutions implies that for any n; p 2 N, we have ku
It follows from this inequality that (u( ; T n + )) n is a Cauchy sequence in BUC(R N (0; 1)) and therefore it converges uniformly to a function u 1 2 BUC(R N (0; 1)). 4 . Using (4.1) we nd, for all 0 t s and for all x 2 (K ) c , u(x; t + T n ) ? u(x; s + T n ) ? 2 (s ? t) ~ (t + T n ): Letting n ! 1 and then ! 0 yields, for all 0 t s and for all x 2 (K) c , u 1 (x; t) ? u 1 (x; s) 0; (4.3)
i.e., that u 1 is increasing in t for x 2 (K) c .
On an other hand Step 1 yields that uj K converges, uniformly in x, as t ! 1. Hence u 1 is constant in time on K. 5 . The stability property of viscosity solutions applied to the sequence (u( ; T n + )) n then implies that u 1 is a solution of (u 1 ) t + H(x; Du 1 ) = 0 in R N (0; 1); and, since u 1 is increasing in t for all x 2 R N , H(x; Du 1 ( ; t)) 0 in R N ftg and for all t > 0.
Again the stability implies H(x; Du 1 ( ; 0)) 0 in R N :
This last assertion shows that any function in the !-limit set of u is a subsolution of the stationary equation in R N .
6. The uniform convergence of u( ; T n + ) to u 1 on R N (0; 1) yields ?o n (1) + u 1 (x; t) u(x; T n + t) u 1 (x; t) + o n (1) in R N :
Since u 1 2 BUC(R N (0; 1)) is increasing with respect to t, it follows that u 1 ( ; t) ! u( ), uniformly in x, as t ! 1.
Finally taking the relaxed half-limits lim sup and lim inf in t (1) 
Letting n ! +1, we obtain lim u = lim u = u in R N ; (1) For z 2 BU C (R N (0; 1)), lim sup z(x) = lim sup y!x t!1 z(y; t) and lim inf z(x) = lim inf y!x t!1 z(y; t). shows that, if we restrict our attention to convex hamiltonians, (H5)(ii) is not necessary to obtain the convergence. Indeed, in this example, we can apply either the result of 8] or Theorem 2.1, since assumption (H5)(i) holds with K = R N .
Remarks and extensions
The following If > 1 it is easily checked that the unique viscosity solution of (5.2) is u(x; t) = sin(x ? t) ; which is clearly in W 1;1 (R N (0; +1)) but does not converge as t ! +1. For the hamiltonian H(p) = jp + j ? j j, the quantity H p p ? H vanishes for p such that (p + ) 0 and, therefore, it does not satisfy any of the (H4)-type assumptions.
On the contrary, we remark that Theorem 2.2 applies to the equation u t + ju x + j 2 ? j j 2 = 0 in R (0; +1) ; which essentially has the same limiting equation as (5.2), in the sense that both limiting equations have the same viscosity solutions. This example shows that some kind of strict convexity-type property is really playing a role in the asymptotic behavior of the solutions of Hamilton-Jacobi equations.
Typically assumption (H4) 0 implies that the set fp 2 R N : H(x; p + q) 0g is starshaped. This geometric condition alone does not seem to be su cient as is shown by (5.2) above. On the other hand if H is strictly convex and c 0 = 0, then any function F which equals H on the set fH > 0g and is strictly negative on the set fH < 0g satis es the assumptions of Theorem 2.1.
Appendix
To prove Theorem 3.1 we need the following:
Lemma A.1 Under the assumptions of Theorem 3.1, the function de ned by (3.2) is a viscosity solution of the variational inequality max( 0 (t) + C ( )( (t) ? 1); (t) ? (t)) 0 in (0; +1): Classical arguments from the theory of viscosity solutions (See, for example, Barles 3] ), yield that the function "; achieves its minimum over f( ; s)ns ; 2 t ? ; t + ]g at some point ( x; y; z; t; s) (as usual we drop the dependence of x; y; z; t and s in " and for the sake of simplicity of notations). Moreover, as ("; ) ! (0; 0), we have with the last point being a consequence of the inequality (t) < (t). 3. Set P = 1 ( y? x) " (w( y; t) ? ( z)) and Q= 1 1? ( z? x) " (w( y; t)? ( z)): (A. 3)
The viscosity inequalities for w(x; s), w(y; t) and are: and, in view of (A.6), e 0 ( t)(w( y; t) ? ( z)) + ( )( ? 1) ?ñ " ( ) ? ("; ) 1 + 1 :
(A.8)
Dividing by w( y; t) ? ( z) 1, and letting ! 0 and then " ! 0 we obtain e 0 (t) + C ( ) ( (t) ? 1) (t) 0:
Since 0 (t) 1, this reduces to e 0 (t) + C ( )( (t) ? 1) 0:
We continue with the Proof of Theorem 3.2. Since the variational inequality (A.9) below admits a comparison principle, the conclusion follows immediately from the lemma which is stated and proved below. Classical arguments from the theory of viscosity solutions yield (see 3]) that the function "; achieves its maximum at some point ( x; y; t; s) and that, when ("; ) ! (0; 0), Using (A.10)(ii) we obtain that F( x; w( y; s); p) > for and " small enough. Since w( x; t) w( y; s), using su ciently small " and in (A.10)(iii) and (H10), yields F( x; w( x; t); p) ? F( x; w( y; s); p) ( )(w( x; t) ? w( y; s)) ( )M ( t):
Finally, subtracting (A.11)(ii) for (A.11)(i) we obtain 0 ( t) + ( )M ( t) +ñ " ( ) + f m(") 0;
and we conclude letting rst ! 0 and then " ! 0.
