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Abstract 
Effective and robust high resolution schemes are of vital importance for simulation of 
viscous and inviscid flows. Since second-order high resolution schemes in practice are 
inadquate for many applications, large efforts have been put towards developing higher- 
order accurate schemes in the past. Although some progress has been made, the efforts 
were frustrated by the lack of effective and robust new schemes. Therefore this thesis is 
aimed at challenging this difficult but very important issue. 
Some new theories and methodologies were established during this research, which covers 
the linear stability analysis for high-order numerical schemes; the fully discrete techniques 
for model equations; the formulation of conservative high-order schemes and the high-order 
Total Variation Diminishing (TVD) schemes. According to these theories arbitrary-order 
high resolution schemes can be developed. To illustrate the methodologies second-, third-, 
fourth-, and 20th-order schemes are presented. These high resolution schemes were tested 
and validated by solving some popular test problems for one and two dimensional Euler 
and incompressible Navier-Stokes equations. The efficiency and robustness are the features 
of these high-order schemes. 
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Chapter 1 
Introduction 
1.1 Introductory Remarks 
At the present time the majority of unsolved problems in Fluid Dynamics are governed by 
nonlinear Partial Differential Equations (PDE) which are of three types: elliptic, hyper- 
bolic and parabolic. Classification of the three types is determined by the features of the 
physical problems. Typical examples in Fluid Dynamics are Euler equations (hyperbolic) 
and Navier-Stokes equations (parabolic). Since analytical solutions of the most nonlinear 
PDEs are still not available, their solutions can only be treated by a numerical approach. 
As a consequence a new branch - Computational Fluid Dynamics (CFD) has been given 
great attention and growing very fast over last twenty years. 
Over the same period the tremendous development of versatile and powerful computers 
now available are sufficiently advanced to deal with an almost limitless range of problems. 
All that is needed is to continue the development of accurate, reliable and effective nu- 
merical methods and to extend these methods to complex industrial design and analysis 
applications. 
In the last two decades considerable progress has been achieved. In recent years CFD 
methods have been used to simulate the flow around extremely complicated configurations, 
such as flow over a complete aircraft [1], unsteady flow through turbomachinery [2], gas 
flow and combustion in a combustor [3] and many other equally complicated flows [4] - 
[9]. These achievements have given CFD a central role both in fluid dynamic design and 
1 
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in scientific research. 
Today we have already reached the stage at which CFD is in routine use in fluid dynamic 
design offices. This results in a great reduction of the design lead time and cost. As far as 
design time and cost are concerned, the integration of CFD into the design procedure has 
a significant impact on the success of a fluid dynamic associated industry, since nowadays 
more complex products, a shorter product life cycle and higher quality make manufacturing 
far more competitive than in the past, hence, a company must design products and get 
them to market faster and at lower cost without sacrifying quality. 
In the field of scientific research, CFD provides an invaluable means for us to investigate 
and understand the complex flow features, especially, in the field in which experimental 
research is difficult, dangerous, or even impossible. For instance, the information given 
by the direct simulation of turbulent flows for moderate Reynolds numbers offers us a 
fundamental understanding of the turbulence nature [10]. 
All these evidences signals that CFD is reaching a mature stage. 
1.2 Background Review 
The area of CFD is very large indeed. Many real life situations when modelled mathe- 
matically give rise to fluid dynamical equations. Since the results obtained by numerical 
computations are used either in the scientific analysis or in the design process, great em- 
phasis is placed on obtaining accurate results in a cost-effective manner. 
In order to achieve this goal essentially two strategies can be adopted. One strategy em- 
ploys grid adaptation techniques which are able to generate desired computational meshes 
in the regions of interest, so as to obtain the high resolution of the numerical solution. 
Another strategy is to develop so called high resolution methods. Distinguishing from 
the standard schemes which can not capture discontinuities properly, the high resolution 
methods can give satisfactory solutions not only for smooth flows but also for flows with 
strong gradients. We can expect that combination of the two techniques will give us the 
best resolution. 
This thesis is aimed at investigating the latter strategy, high resolution schemes, for nonlin- 
ear systems of conservation laws. By definition high resolution methods have the following 
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essential characteristics: they are at least second-order accurate in smooth regions of the 
flow; they sharply resolve discontinuities without generating excessive smearing; they are 
free or nearly free of spurious oscillations in the computed solution. 
The early developed numerical schemes did not satisfy the above properties. They were 
frustrated by the lack of the ability of simulating discontinuities, such as shock waves 
and contact discontinuities, without oscillations. However this ability is of significant im- 
portance in Fluid Dynamics since the appearance of various forms of discontinuities is a 
frequent and essential phenomenon of high-speed, low viscosity flows (typically inviscid 
flows). The physically possible discontinuities are: shocks, where all flow variables un- 
dergo a discontinuous variation; contact discontinuities and vortex sheets, across which 
no mass transfer takes place but where density as well as the tangential velocity may be 
discontinuous, although pressure and normal velocity remain continuous. 
Nevertheless, in spite of the defficiencies, the early numerical methods made a consider- 
able contribution to today's modern high resolution schemes. Among others it is worth 
mention two groups of early schemes. One group is the space-centered schemes; the other 
is the upwind schemes. The most important space-centered schemes are the second-order 
accurate schemes of the Lax-Wendroff family, due to the pioneering work of Lax and 
Wendroff [12] [13] [14] and the earlier work in the field by Richtmyer and Morton [15], 
MacCormark [16] [17], Lerat and Peyret [18], and Jameson et al. [19]. The uniqueness 
and its essential property of the Lax-Wendroff schemes lies in the combination of time 
and space-centered discretizations or full discretizations, therefore, the simplest schemes 
of second-order accuracy. 
However, the second-order Lax-Wendroff schemes introduced oscillations in the vicinity 
of discontinuities. To prevent this the idea of artificial viscosity methods were developed 
first by von Neumann and Richtmyer [20] and then by the later developments of [19] [21] 
[22] and [23]. Although the artificial viscosity approach is easy to implement and can 
effectively remove the oscillations around discontinuities, usually shocks are over-smeared 
and even worse, contact discontinuities may be not captured at all. Since the satisfactory 
results of this approach heavily relied on a good judgement and empirical definition of 
the dissipation term, the popularity of the artificial viscosity methods is bound to loose 
its place and replaced by the upwind and centered TVD (Total Variation Diminishing) 
methods. 
The group of upwind schemes can be traced back to as early as Courant et al. [24]. 
4 Fully Discrete High Resolution Schemes 
The most remarkable extension in the direction is (a) the flux vector splitting methods 
of Steger and Warming [25] and Van Leer [26]; (b) the Godunov-type methods originally 
introduced by Godunov [27] and later generated a series of good schemes based on approx- 
imate Riemann solvers, e. g. Engquist and Osher [28], Osher [29], Roe [30] [31] and Toro 
[32]. Differing from the space-centered schemes upwind schemes introduce the physical 
properties of the flow into the numerical model by considering the correct direction from 
which characteristic information propagates. The flux vector splitting methods introduce 
only information on the sign of the wave speeds, thereby the flux terms are split and 
discretized according to the sign of the associated propagation speeds. Our interest in the 
thesis is in development of the Godunov-type schemes. 
In 1959, Godunov [27] presented a pioneer work in which he proposed a way to make use of 
the characteristic information within the framework of a conservative method. Although 
first-order in the first place the Godunov method has been extended to high order. The 
starting point in Godunov's method is the solution of the Riemann problem which can be 
computed exactly. This results in substantial information about the characteristic struc- 
ture and leads to conservative methods. The drawback of the original Godunov method 
was inefficiency since Godunov's method requires the solution of Riemann problems at 
each cell boundary in each time step. In order to overcome this, the idea of efficient ex- 
act and approximate Rieman solvers was brought about, which results in a variety of 
R. iemann solvers in the literature. 
One of motivations behind the constructing upwind schemes was to prevent the creation 
of the notorious oscillations in the high-order numerical solutions. Unfortunately this is 
not true. Godunov [27] have theoretically proved that linear second-order schemes always 
produce oscillations. On the one hand the conclusion is really dispointing, but on the 
other hand it provokes a deeper and systematic research of the oscillation-free conditions 
required by a high-order scheme. This has generated some significant results, leading to 
a intrinsic understanding of the fundamental properties of the discretization and to the 
introduction of nonlinear components in the discretizations. The concept of nonlinear 
limiters first introduced by Boris and Book [35] and Van Leer [47] and later led to the 
important concept of Total Variation Diminishing schemes named by Harten [37]. These 
schemes labeled TVD were well generalized by Sweby [38] which characterize today's high 
resolution schemes. 
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1.3 The Objectives and Strategy 
1.3.1 Problem Definition 
As reviewed in the last section research into discontinuous nonlinear hyperbolic systems 
is difficult, not only by virtue of the complexity of the subject itself, but also because of 
the emergence of discontinuities or shocks with time evolution during wave propagation. 
However difficult it is, a great deal of progress has been made over the last fifteen years 
since Godunov-type, shock-capturing methods were introduced. Presently, a variety of 
such second-order methods are available. In recent years, there have been large efforts in 
developing higher-order shock-capturing schemes since the second-order accurate methods 
are inadequate for considerable applications. A typical example is the direct simulation 
of turbulent flows which are of great interests in Fluid Dynamics [39]. In the past, efforts 
towards developing higher-order accurate methods were frustrated because of the lack of 
roubustness of the new schemes. 
Essentially there are two techniques which can be used to construct high-order schemes: 
semi-discretization and full-discretization. In the approach of semi-discretization the space 
operators are discretized separately from the time differentials. This method also called 
the method of lines leads to a system of time dependent Ordinary Differential Equations 
(ODE) which can be discretized properly by a standard ODE solver. ENO (Essentially 
Non-oscillatory) schemes belong to this category [40] [41] [42]. 
Distinguishing from the semi-discretization the fully discrete technique combines the time 
and space discretizations in a single stage. This property makes Lax-Wendroff schemes 
very popular. However, the Lax-Wendroff schemes are only second-order accurate. Hence 
investigation of the fully discrete technique and derivation of higher-order, fully discrete, 
shock-capturing schemes for nonlinear systems of conservation laws are of both theoretical 
and practical importance in CFD. This leads to the objectives of the thesis. 
1.3.2 The Objectives 
Because two level, explicit numerical schemes are simple and easy to implement, this 
thesis will concentrate on developing two-level explicit schemes. The objectives of the 
4 
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thesis, therefore, are to 
" investigate fully discrete methodologies for linear scalar model equations, i. e. model 
advection equation and model advection-diffusion equation; 
" generate some high-order (greater than second-order) fully discrete finite-difference 
schemes for the linear model equations; 
" find a way to reformulate the finite-difference schemes to conservative forms of the 
Godunov-types; 
" investigate a simple approach for linear stability analysis; 
" investigate a high-order TVD theory and present high-order TVD schemes for the' 
model equations; 
" extend the high-order TVD schemes to nonlinear systems of hyperbolic conservation 
laws; 
" investigate high-order viscous TVD schemes for viscous flows; 
" investigate a new approach for solving the incompressible Navier-Stokes equations 
using the high-order viscous schemes. 
1.3.3 The Strategy 
The final goal of this thesis is to produce a method of applying fully discrete, high-order 
schemes to deal with multi-dimensional nonlinear systems of conservation laws. To achieve 
this goal a good strategy is needed. 
First of all, we start with one-dimensional flows. Collective numerical experiments and 
theoretical works in the literature have justified that the results generated from the study 
of the one-dimensional flows can be successfully extended to the multi-dimensional flows. 
Then, for one-dimensional flows we concentrate on the study of linear scalar model equa- 
tions. Our experience has proved that the high-order schemes and information obtained 
from the model equations, such as linear stability conditions and TVD properties, give 
substantial guidance in order to extend the high-order schemes to systems of conservation 
laws. 
Chapter 1. Introduction ? 
Finally, we extend the high-order schemes to one- and two-dimensional nonlinear systems 
of conservation laws. 
As will be seen later, this strategy is embodied throughout the thesis. 
1.4 Thesis Structure 
This thesis consists of ten chapters which cover the following topics. 
Chapter 2 investigates the issue of linear stability analysis for two and three level, ex- 
plicit and implicit, one dimensional finite difference numerical schemes. A new approach 
which simplifies the von Neumann method is presented. It has been proved that the new 
technique is simple for a linear stability study. This is especially true for high-order and 
complicated numerical schemes. 
Chapter 3 investigates the fully discrete methodology and establishes a formula from 
which two-level explicit fully discrete arbitrary-order finite difference schemes for a model 
advection equation can be derived. To illustrate this approach fully discrete second-, 
third-, fourth- and 20th-order numerical schemes are presented. 
Chapter 4 reformulates the non-conservative finite difference methods to conservative 
schemes. To illustrate the approach fully discrete second-, third- and fourth-order conser- 
vative schemes are formulated. 
Chapter 5 investigates high-order TVD schemes for a scalar hyperbolic conservation law 
using flux limiter functions. Formulae which define Courant number dependent TVD 
regions for second-, third- and fourth-order TVD schemes are established; a semi-empirical 
TVD procedure for an H-th-order (H > 4) scheme is proposed. Numerical tests to verify 
the theory are presented. 
Chapter 6 investigates fully discrete high-order accurate solutions for non-linear system of 
hyperbolic conservation laws. Second-, third- and fourth-order high resolution schemes for 
systems are presented. Performance of the methods is assessed by solving test problems 
for the time-dependent Euler equations of Gas Dynamics in one and two space dimensions. 
Exact solutions and experimental data are used to validate the results. 
Chapter 7 describes the fully discrete methodology for the linear scalar advection-diffusion 
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equation. Based on the theory three-, four- and five-point, two-level, explicit, conservative 
viscous numerical schemes are presented. 
Chapter 8 gives viscous TVD functions for second-, third-, and fourth-order schemes. 
Viscous flux limiter functions are proposed and tested via numerical experiments. When 
solving viscous flows with shocks the viscous flux limiter functions might be used in order 
to obtain a satisfactory solution. 
Chapter 9 extends the methods to steady incompressible Navier-Stokes equations formu- 
lated via artificial compressibility approach [73]. 
Chapter 10 gives suggestions for further work and conclusions. 
Chapter 2 
Linear Stability Analysis and 
Convergence 
2.1 Introductory Remarks 
Firstly, the very important issue of linear convergence is discussed. 
As is well known, a numerical method is useless if the method will not converge to the 
differential equation. To prove convergence for nonlinear systems of equations is currently 
impossible for most cases. For the simpler case of a scalar equation, particularly the linear 
scalar equation, the analysis is possible. Although linear convergence is not a sufficient 
condition for guaranteeing nonlinear convergence, it is still a necessary condition to achieve 
nonlinear convergence. To prove convergence, there is a fundamental Lax equivalence 
theorem [43] for linear finite difference methods, which declares that for a consistent 
linear method stability is necessary and sufficient for convergence [15]. Here the linear 
convergence is obtained by two sequential conditions: one, the numerical method has to 
be consistent with the PDE simulated; two, the numerical method has to be stable for at 
least smooth initial data. Since the numerical methods which will be introduced in the 
thesis are generated from Taylor series (see Chaper 3 and 7), these methods are guaranteed 
to be consistent. Therefore, all that is left for proving convergence is to prove that these 
methods are linearly stable. 
At present, there are several techniques available to analyse linear stability. This includes 
9 
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the discrete perturbation method, the Hirt method, the matrix method and the von Neu- 
mann method [44] [45]. Details of these methods can also be found in [11]. Comparing 
with other techniques the von Neumann method is the most widely applied technique. 
However it is by no means an easy task using these methods to analyse linear stability 
even for constant coefficient initial value problems. For a numerical scheme generated from 
a complex high-order PDE or for a numerical method which has more than second-order 
accuracy, the linear stability analysis can be extremely complicated applying these tech- 
niques. Normally quite tedious and complicated algebraic functions or matrices will be 
encountered, which are very difficult to analyse, or even impossible to manipulate. Often, 
numerical schemes cannot be applied because of lack of stability information. Obviously 
a simple and reliable method for proving linear stability is desired. 
In this chapter this issue is investigated and an approach to the linear stability analysis in 
a simple manner is developed. The format of this chapter is organized as follows: section 
2 introduces the linear stability analysis method for one dimensional numerical schemes; 
Section 3 illustrates the method via some applications; Section 4 is the summary. 
2.2 Linear Stability Analysis 
In this section our study is restricted to the initial value problems (IVP) for the simplest 
cases of one dimensional scalar linear PDEs with the smooth initial data. 
The computational half plane is discretised by choosing a uniform mesh with a cell width 
h= Ax, a time step k= At and define the computational grid xi = jh, in = nk. Un is 
used to denote the computed approximation to the exact solution u(x5, tn) of the PDEs. 
2.2.1 A New Approach for Linear Stability Analysis 
For one dimensional linear finite difference numerical methods with smooth initial data 
Bn+l 
Un-I-1 
Bn Un Bn-1 Un-1 2.1 kn+l j+kn+1 = kn j+kn + kn-1 j+kn-1 
kn+l k'+ kn-1 
if the amplification coefficient JA(O)I of the scheme is a monotone (increases or decreases) 
function, i. e. (A(O)A(O))' >0 (or < 0), with respect to 0 in the interval [0, ir], then the 
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linear stability conditions of the scheme can be determined from 
For pure odd grid point or pure even grid point finite difference numerical schemes if the 
amplification coefficient is a concave or convex function, i. e. IA(0)11' >0 (or < 0), in the 
interval [0,7r], then an additional stability condition of the scheme is required 
ýkn(_1)lknIBkn + Ekn-1 (-1)1kn lI'Bkn11 
a. 
kn+l n+ý 
(2.2) 
Ekn+1(-1)lIBk t1 
`_- 
Ekn-1 Bkn 1 
(2.3) 
Ekn Bkn + Ekn-1 Bn-1 
n1 
Ekn sign"Bkn + Ekn-1 signn-1 Bkn 1 
F, kn+l sign"-1-1Bk 
+i 
here 
n 
sign" = sink 2, 
n 
sign" = cos 2" 
V odd number kn 
V even number k" 
(2.4) 
(2.5) 
where kn are the integer grid point numbers at time level n; B' are constant coefficients; 
.t (O) is the amplification factor of the numerical scheme; )t(6) is the conjugate of the A(O). 
To achieve stability 
JAI <1 (2.6) 
If the amplification coefficient does not satisfy the conditions above, then the stability 
conditions can be defined by investigation of those phase angles at which the amplification 
coefficient has extreme values. 
PROOF 
The von Neumann method (Fourier Series method) is based on assuming that 
Un _ A' iLj, &x 7L (2.7) 
where AL is the amplitude at time level n; L is the wave number in x-direction, L= 2T ; 
r is the wavelength; i is the complex number, i=. 
Considering the general form of linear numerical methods of equation (2.1), from equation 
(2.7) we have 
n+ri+l = Aný'leiL(j+kn+l)Ox Uj+k L 
WUP kn = 
An CiL(j-ýkn)Ax (2.8) 
Uj{ I= AL l, iL(j+kn-i), &x 
n-I 
12 
Substituting equation (2.8) into equation (2.1) 
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Bn +i A' eiL(j+kn+' 
)1x 
_ Bkn ALeiL(j-Fkn)Ox 
kn+l kn 
n-1 n-1 iL(j+kn-')Ax (2.9) + Bkn-1 AL e 
kn-1 
Dividing both sides of equation (2.9) by ALet '1 and reorganizing it we get the amplifi- 
cation factor at the new time level: 
A"(8) 
A"+1 
A L 
Ek( n ik^B 
k-1 
ikn-181 
la ne +-B n_1 e1 
Ekn+l Bk +i eikn+l B 
= 7r + i7i (2.10) 
Here 0 is the phase angle, 0= LOx; 
7r - 
(Ek bl +r Ek Cl) Ek al + 
(Ek b2 + J, 
Ek C2) Ek a2 (2.11) 
(Ek ai)2 + (Ek a2)2 
(Ek b2 +- Ek C2) >k al - 
(Ek bi + J, 
>k Cl) >k a2 
(2.12) 'Ye = (Ek ai)2 + (Ek a2)2 
where 
a1 = Bkn+lcos k' 1e 
a2 = Bk+l sin k"+19 
bl = Bkncos k"8 
b2 = Bknsin k"9 
c1 = Bk-1 cos k"`-1 B 
C2 = Bkn-l sin k"-1B 
For a linear numerical method with smooth initial data, since the Courant number is 
constant, therefore the amplification factors at different time levels are identical, i. e. A' = 
An-1. From now on we write A instead for simplicity. 
The absolute value of the amplification factor IAI is called amplifier coefficient. Obviously 
if Jai > 1, the numerical method will not be stable, otherwise, it is stable. Therefore, for 
stability 
JAI - ry* -{- y, 2 <1 (2.13) 
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for all phase angles ranging from 0=0 to 0= ir. 
This is the normal approach of analysing the stability in practice using the Fourier method. 
But, as you can see, generally equation (2.13) is a very complicated algebra, especially for 
high order numerical methods, say, over second order. For a method over second order, 
IAI is very difficult to work out, or even impossible to manipulate. 
Here we are going to adopt a new approach. 
The difficulty of analysing equation (2.13) lies in the phase angle 0 which covers the whole 
domain from 0 to r associated with all wave numbers. The question here is that as far 
as the stability of a numerical scheme is concerned, is it necessary to analyse the whole 
range of the phase angles? If not, which phase angle do we need to analyse? 
The instability of a numerical method is caused by the unbounded fast accumulated am- 
plitude error with the time evolution. To limit the amplitude error overgrowing we need 
first to find out at which phase angles the amplification coefficient have the extreme values 
in the interval [0, ir] (here the angles which represent all turning point angles and bound- 
ary point angles are called extreme value angles), and then it is sufficient to restrict these 
values to less than or equal to 1 at these phase angles. 
In order to find the angles at which the JAI has extreme values, first we need the first 
derivative of JAI with respect to 0, i. e. JAI', then by setting IAI' equals to zero the extreme 
value angles can be defined. 
From equation (2.13) we have 
Equation (2.14) is equivalent to 
or 
IA I' _ 
7r 'Y* + 
=0 
(-1 + )ý=0 
(A(O)A(B))' =0 
Here 
it -{ . i'i 
(Ek bi + 17 EEk Ci)2 + (Ek b2 +. Fmk C2)2 
(Ek ai)2 + (>k a2)2 
(2.14) 
(2.15) 
(2.16) 
(2.17) 
14 
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(7* +i )ý =2 
[(E 
al)2 + (E a2)21 
[(E 
b2 + 
IE 
c2)(Ek"bl + 
IE k"-1c1) 
- (E b1 + 
!E 
cl) + (E knb2 - 
!E kn-1c2)] 
-2 
1(Ebl+ IEc1)2 
+ (E b2 + 
IE 
C2)2J [E a2 E k"+la1 
-E al E k"+la2J / 
[(E 
al)2 + (E a2)212 (2.18) 
For 3-level explicit schemes equation (2.18) is reduced to 
2 [(E b2 +1J c2)(E k"bl +E k"-icl) 
- (E bi +E cl)(E k"b2 -E k"-1c2)1 (2.19) 
For 2-level explicit schemes equation (2.18) is further reduced to 
(7'r + i' )' =2 (E b2 E knb1- F, bi E k"b2) (2.20) 
By solving equation (2.15) the obvious Courant number-independent extreme value angles 
can be easily defined. They are: 
Bl =0 (2.21) 
02 =W (2.22) 
03 =2V either odd or even k (2.23) 
since when 0=0 or ir, a2, b2 and c2 equal to zeros, therefore (7* + 7; )I = 0; when 
0=2, al, bi and cl are zeros V odd k and a2, b2, and c2 are zeros V even k, resulting in 
(7* + 7ý )/ = 0. 
Equation (2.23) means that for pure odd or even number grid point schemes the am- 
plification coefficient I) I has a extreme value at phase angle 0=2. For example, the 
Lax-Friedrichs scheme which is a odd number point scheme has a extreme value angle at 
the angle 0= 12 . 
There may be other Courant number-dependent extreme value angles between 0=0 and 
0= ir depending on the solution of equation (2.15). However there is one important 
category of schemes for which the amplification coefficient is a monotone function, that 
means (' (0)A(9))' >0 (or < 0) V [0,7r]. In this case the extreme value angles must be 
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either at 0=0 or at 0= ir, in which cases the linear stability analysis becomes very 
simple. Actually as we will see later large number of usefull finite difference numerical 
schemes fall into this category. 
For pure odd or even grid point schemes if IA(0)111 >0 (or < 0) V [0, ir], i. e. the function 
curve of the amplification coefficient is either concave or convex, then the extreme value 
angle may appear at 0=2. 
Hence we have the following criterion: 
Criterion For finite difference numerical schemes with smooth initial data it is necessary 
and sufficient to investigate the linear stability at phase angles at which IA(O)l has extreme 
values in the interval [O, 7r]. 
If (a(O)A(0))' >0 (or < 0) in the interval [0, ir], it is necessary and sufficient to investigate 
the linear stability at the phase angle 0=0 and 0=r. 
For pure odd or even grid point finite difference schemes if IA(9)I" >0 (or < 0), it is 
necessary and sufficient to investigate the linear stability at phase angle 0=0,0 = ir and 
Based on this criterion substituting 0=0, zr and 0=2 into equation (2.10) we establish 
the new approach introduced at the begining of the section. 
Equations (2.2) and (2.3) are the general form of amplification function which is valid for 
two and three time levels, explicit and implicit numerical schemes. For convenience here 
some specific schemes are given as follows. 
2.2.2 3-level Explicit Schemes 
If we consider 3-level explicit schemes 
U; +1 = 1: BkT U +kn + Bkn 1 V' -I (2.24) jkn-I 
kn kn-1 
then, the equations (2.2) and (2.3) become 
1: (-l)lknlBkn +1E (-l)lkn-1IBkn 1 (2.25) 
k^ jcn-1 
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Bkn 11 
kn-1 
2.2.3 2-level Explicit Schemes 
If we consider 2-level explicit schemes 
Un+l _ Bn Un kn i+kn 
kn 
then, equation (2.2) is further simplified to 
A=1-2 E Bkn 
kn=fl, i3,... 
since Ek BA'; = 1 for consistency. 
2.2.4 2-level Implicit Schemes 
For 2-level implicit schemes 
n+I n+l _nn E Bkn+l Uý+kn+l - 
Bkn U3+kn 
kn+l kn 
the amplification factor of equation 
A= 
ýkný-1ýIknlBkn 
n+l Ekn+l (-l)lkn+1IBkn+ 
knl 
2.2.5 2-level Fully Implicit Schemes 
For fully implicit schemes 
EBk+iUk+1=UJ 
k°+1 
The amplification factor has the following simple form 
A_ 1 
1-2 Lkn+1=±1, f3.... Bk +i 
(2.26) 
(2.27) 
(2.28) 
(2.29) 
(2.30) 
(2.31) 
(2.32) 
since ýkn+ý Bk +i =1 for consistency. 
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2.2.6 Procedures of the New Approach 
The procedures of linear stability analysis using the new approach can be outlined as 
follows: 
1. calculate the extreme value angles 8(c) using equation (2.15) with equations (2.18) - 
(2.20). 
2. check whether or not the extreme value angles 6(c) function conform to the monotone 
function requirements. 
3. if satify the requirements then the stability conditions can be defined applying equations 
(2.24) - (2.32) (according to the scheme used). 
4. if not, using equation (2.13) with equation (2.17), analyse stability conditions only at 
the extreme value angles 9(c) defined at stage one. 
2.3 Examples of Stability Analysis 
In this section we use some numerical schemes some of which the stability conditions are 
well known to illustrate the procedures and test the stability approach. 
Example 1. Modified Lax-Wendroff scheme 
Consider the scheme 
U1+1-U. 
9 -2(U. 1+1-U. i i)+2(U. '+i-2U7 +UjLi) (2.33) 
here, c is the Courant number, c= öý ,a is the wave speed, d is a variable. 
Applying the analytical approach from equation (2.20) we have 
(7+7)'=2 [(c2 - d2) cosO - (1- d)d] sinO (2.34) 
Two special cases are easily defined from equation (2.34): when d= c2 and d= Icl the 
amplification coefficient is monotone, since in these cases equation (2.34) keeps the same 
sign in the interval [0,7r]. In the former case equation (2.33) becomes the second-order 
Lax-Wendroff scheme. From equation (2.28) the amplification factor is 
A= 1-2c 2 (2.35) 
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Therefore the stability condition is 
JA! <1 for Icl <1 (2.36) 
This is identical to the familiar result. In the latter case equation (2.33) reduces to the 
first-order upwind scheme. The scheme is stable for Icl < 1. 
For d being other values the JAI is not always a monotone function. Its behavior is deter- 
mined by Courant number and d. In this case we need to find out the extreme value angle 
function 8(c, d) by setting equation (2.34) equal to 0, which gives 
cosO = 
(C2 
- 
d)d (2.37) 
Bringing equation (2.37) into equation (2.13) we have 
I AI =4 
/(1+cosO)2-I-c2sin2O 
-2- (1+ (d2) +C2 1- 
((1_d)d\\21 
-d2(2.38) 
For stability IAI < 1. 
Example 2. Leapfrog Scheme 
The leapfrog scheme for the scalar advection equation has the following form 
Uý +i _ Uý -i _ cUr+i + cUý i (2.39) 
This is a 3-level explicit scheme. It is easy to prove that the scheme has extreme values 
at 0=0, ir, and 2. Using equation (2.25) we have 
(2.40) 
That is 
A2 =1 (2.41) 
From equation (2.26) we have 
A= -1 (2.42) 
From equation (2.4) 
A= -c f1 
-+C2 (2.43) 
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Equation (2.41) and (2.42) mean JAI = 1; equation (2.43) means JAI <1 for Icl > 0. 
Actually this scheme is neutrally stable for Ic) < 1. 
Example 3. Crank-Nicolson Scheme 
Uý +1 +1 cUý+i -1 cUý 11 = Uý -1 cUý+i +1 cUj 1 (2.44) 4444 
This is a 2-level implicit scheme. The scheme has a monotone amplification coefficient 
function. From equation (2.30) 
1+4C 4c'-1 (2.45) 
1- 
4c+ 4c 
i. e. JAI = 1. This scheme is unconditionally stable. 
Example 4. Lax-Friedrichs Scheme 
U, +i - (2 _ 2)Ui+1 + 
(2 ý 2)Uý (2.46) 
This is a 2-level explicit odd point scheme. The scheme has a concave amplification 
coefficient function, therefore we need to check both equations (2.28) and (2.4). From 
equation (2.28) 
JAI =1 (2.47) 
From equation (2.4) 
IAI = Icl (2.48) 
Therefore this scheme is stable if Ici < 1. 
Example 5. Explicit Space-centered Scheme for Model Diffusion Equation 
ut = vuxx 
U"+1 = (1- 2d)U'"' + dUn + dUjL1 (2.49) 
here, the d is the diffusion number, d=,. ;v is the viscous coefficient. 
It has been proved that the scheme has a monotone amplification coefficient function. 
From equation (2.28) the amplification factor 
a=1-4d 
The stable condition is 
J)Iý 1 for d<2 
(2.50) 
(2.51) 
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Example 6. Fully Implicit Scheme for Model Parabolic Equation 
Again he scheme has a monotone function. 
(1 + 2d)Un +1 - dUn+11 - dUn 
11 = Un (2.52) 
From equation (2.32) 
A=1 (2.53) 
1+4d 
Since d is positive the scheme is unconditionally stable for d>0. We get the same 
conclusion as that proved by using other techniques. 
Example 7. Fully Discrete 20th-order Scheme for Model Advection Equation 
ut = aux 
The fully discrete 20th-order space-centered scheme for the model advection equation is 
listed in appendix A. The complexity of the scheme makes it impossible to do a stability 
analysis when applying other techniques. Here let us apply the new approach to define 
the stability conditions. 
From equation (2.28) the amplification factor of the scheme is 
A=1-2 (-2.1820901E - 08 c+1.91839 c2 + 2.2592523E - 08c3 
- 1.144243 c4 - 6.8021899E - 09 c5 + 0.2509956 c6 
+ 1.1990592E - 09 c7 - 2.6645366E - 02 c8 + 4.4792958E - 11c9 
+ 1.5550008E - 03 c10 + 2.3386265E - 13 cll - 5.3070333E - 05c12 
- 1.5452447E - 14 c13 + 1.0802879E - 06 C14 + 4.9565642E - 16c15 
- 1.2842341E - 08 c16 - 4.3901846E - 18 c17 + 8.1889627E -11c18 
-}- 4.1853998E - 21 c19 - 2.1549903E - 13 c20) (2.54) 
This function is ploted in figure 2.1. As is clearly shown the possibly stable regions of this 
method are: 
-4 < c< -3.75 
-3 < c< -2.58 
-2 < c< -1.3 
-1 < c<1 (2.55) 
1.3 < c<2 
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0 
-2 
-3-j- 
-4 
Figure 2.1: Stable Region of the 20th-order Method 
2.58 <c<3 
3.75 <c<4 
C 
Numerical experiments indicate that the stability condition of the scheme is 
-4 < c< -3.85 
-3 < c< -2.58 
-2 < c<2 
2.58 < c<3 
3.85 < c<4 
21 
(2.56) 
More applications of the linear stability analysis for high-order fully discrete schemes using 
the new approach can be found in Chapters 3 and 7. 
-3 -2 -1 01234 
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2.4 Summary 
In this chapter a linear stability analysis method is presented for one dimensional numerical 
schemes. This method allows us to study linear stability analytically. To illustrate the 
method linear stability of a variety of numerical schemes is analysed. This approach offers 
us a simple means to deal with linear stability study for one-dimensional finite difference 
schemes. 
Chapter 3 
Fully Discrete Arbitrary-order 
Schemes for a Model Advection 
Equation 
3.1 Introductory Remarks 
An important research subject in Computational Fluid Dynamics (CFD) concerns the 
development of high-order numerical schemes for nonlinear hyperbolic conservation laws. 
There are many application areas for which such research is of vital importance. One 
example of considerable interest is Acoustics, which needs long time evolution of weak 
flow features. For this kind of problems low-order methods will produce unacceptable 
dispersive and diffusive errors in a very short time. Another example concerns problems 
containing weak shocks in which the physical effects of diffusion and dispersion are im- 
portant mechanisms. Low-order methods contain large amounts of numerical diffusion 
and dispersion and are thus totally inaccurate for simulating the propagation of weak 
shocks. In large computational problems low-order methods would require vast amounts 
of computer memory (possibly not available in current computers) in order to attain a 
satisfactory degree of accuracy. A high-order method would attain the same accuracy with 
coarser meshes requiring less sophisticated hardware and making it possible to actually 
run the problems. 
23 
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Essentially, there are two different techniques to construct high-order numerical schemes: 
semi-discrete and fully discrete methods. In the semi-discrete method (see [46] for de- 
scription) one divides the discretization process into two separate stages. In the first stage 
one discretizes in space only leaving the problem continuous in time; in the second stage 
one has sets of Ordinary Differential Equations (ODE) in time, which can be discretized 
appropriately. Often this technique is called the method of lines. The MUSCL approach 
introduced by van Leer [47] can be utilised in conjunction with the method of lines. The 
recently developed ENO schemes [40]-[42] belong to this category. The main idea of the 
ENO scheme is that the spacial high-order approximations to the flux at a cell interface 
can be defined using high-order interpolation in space, and then the high-order temporal 
accuracy can be achieved by another discretization applying a high-order ODE solver. 
To the author's best knowledge most present high-order numerical schemes rely on the 
semi-discrete approach. 
In this chapter a fully discrete approach is investigated to obtain arbitrary-order numerical 
methods. The analysis is carried out in the context of a model advection equation. Our 
experience has proved that designing numerical methods for the solution of the model 
equation can provide very useful information concerning the properties of schemes and can 
give substantial guidance for extension of the schemes to nonlinear hyperbolic systems. 
This chapter is organized as follows: section 2 establishes an approach from which 2- 
level, explicit, fully discrete, arbitrary-order non-conservative numerical schemes can be 
derived. In section 3 we apply the approach to construct some high-order fully discrete 
numerical schemes and conduct the stability analysis for the schemes. Section 4 contains 
some numerical experiments and section 5 is the summary. 
3.2 Full Discretization of the Model Equation 
Let us consider the initial value problem (IVP) for one dimensional linear model advection 
equation, namely 
ut+aux =0 -oo<x<oo, t>0 (3.1) 
u(x, 0) = uo(x) 
Here, u(x, t) is the unknown function and a is a constant wave propagation speed. 
The computational half plane is discretized by choosing a uniform mesh with a mesh width 
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h= Ox and a time step k= At, and define the computational grid x3 = jh, t = nk. UU 
is used to denote the computed approximation to the exact solution u(x1, t, z) of equation 
(3.1). 
In this section a fully discrete approach for the model equation is investigated. The fully 
discrete approach is based on a Taylor series expansion in both space and time in a single 
stage. 
Theorem 1 The fully discrete formula from which a two-level fully discrete explicit m-th 
order accurate finite difference method can be derived for the model hyperbolic equation, 
ut + au., = 0, is defined as 
P 
Ui +1 = Bka U. i+ka (3.2) 
a-1 
where a is the grid point number; p is the number of grid points used, p=m+1; m is the 
order of accuracy; Bka are constant coefficients determined by 
k«=0 =1- Ema=1, kag0 
Bka 
Bk1 k1 k2 ... 
Bk, k1 k2 ... 
Bkm 
J 
ki k2 
... 
(ka ý 0) 
where c is Courant number, c= öý 
PROOF 
km -1 -C 
k2 C2 m 
kmn (_C)m 
(3.3) 
In order to prove the theorem, we first analyse the local truncation error of equation (3.2) 
by Taylor series expansion of both sides of equation (3.2) at (j, n). This can be written as 
E(x, t) = u(x, t) +E- ,n utn + O(Otm+1) n=1 
-E Bka 
[tL(x, 
t) +E 
(ka0x)n 
uxn +O (Oxm+l) (3.4) 
a=1 n=1 
7l. 
where m is the order of accuracy of the scheme, 1<m< 00; Up =a, uxn =a te 
Lit" = (At)n. The relationship between m and p obviously is 
p=m+1 (3.5) 
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For the scalar equation in (2.1), it is easy to obtain: 
Up = (-a)nuxn 
Substitution of equation (3.6) into equation (3.4) gives 
In order to achieve m- th order of accuracy, it is sufficient to require that 
P 
1-EBka=0 
in P 
B, 
(kaLX)n 
0 
n' 
(-(L) ZGxn - 
n' 
tL rn = 
a-1 
(n = 1,2,3,... m) 
Simplifying equation (3.8b), equations (3.8a) and (3.8b) can be rewritten as 
Bka=O =1- Ea=1, k. #0 Bka 
E 
=1, kaoo 
knBka = (-c)n (n may) 
Equations (3.9) can be transformed into the alternative forms 
E(x, t) =1-E Bko u(x, t) +EI to 
(-a)nu. 
Tn 
a_1 n=1 
L 
-Ep Bka 
(kaAx)n 
UXn + O(Otm+1) + Q(Oxm+l ) 
a-1 
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Bk. 
=() =1-E1, ks 0 
Bka 
klBkl + k2Bk2 + ... + kmBkm = -c 
k2 + k2Bk2 + .... +. kmBk,. = C2 
ki Bkl + k2 Bkz + ... + kmBkm = (_C)m 
(ka 71- 0) 
or 
Bka=0 =1-E =1, ka: EO 
Bka 
Bkl k1 k2 ... 
Bk2 k? k2 ... 
Bkm km k2 
""" 
(ka 0 0) 
km -1 -c 
k2 c2 m 
km (-C)m 
(3.6) 
(3.7) 
(3.8a) 
(3.8b) 
(3.9) 
(3.10) 
(3.11) 
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which is the formula (3.3) and establishes the theorem. 
The same result can be found in Roe [48] who derived it in a different manner and utilised 
it for different purposes to those of his paper. Our ultimate aim is to utilise this result to 
develop high-order schemes for CFD. 
For an m- th order numerical method, according to equation (3.5), p coefficients Bka (a = 
1,2, """, p) are needed in equation (3.2). Equations (3.9), or (3.10), or (3.11), having p 
equations, are therefore closed so that arbitrary-order numerical methods for the linear 
scalar equation (3.1) can be obtained. 
Some interesting observations can be made. The first one concerns the order of accuracy. 
This depends on the number of nonlinearly related grid points used, that is, the more grid 
points are involved the higher the order of accuracy achieved, see equation (3.5). A second 
aspect relates to the stencil of the scheme. Using the same number of grid points, but in 
different stencils, different numerical schemes can be obtained. If only integer points are 
considered, the number of numerical methods (N) which have the same order equal to the 
number of the points used, i. e. N=p. For example, for four-integer-point schemes we 
can find four third-order numerical methods. 
3.3 High-order Numerical Schemes 
In this section, some examples are used to demonstrate how to apply the method presented 
previously to derive high-order numerical schemes. 
3.3.1 Fully Discrete Second-order Schemes 
From equation (3.5) second-order schemes need at least three grid points. It will be 
seen that some familiar numerical schemes such as the Lax-Wendroff and Beam-Warming 
schemes can be derived using our approach. 
Space-entered Scheme 
Let us denote the 3-point centered scheme as U! '+1 =f (U! 12 Uý 1, UJ+i). 
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Here, ki = 0, k2 = -1, k3 =1 in equation (3.10), which gives 
-B_1 -F Bi = -c 
B-1 + Bi = C2 
Bo=1-B_1-B1 
i. e. 
Therefore the numerical scheme is 
Bo=1-c2 
B-1 = 2(c+ 1) 
Bi=2(c-1) 
(3.12) 
Un+l=(1-c2)U 
> 
'"'+1(c2+c)U 
j 
"_1 +1(c2-c)U+1 (3.13) 
.>Z2 
which is the Lax-Wendroff (L-W) scheme [14]. 
Applying the stability analysis method introduced in last chapter, from equation (2.28) 
the amplification factor A of the scheme is 
A= 1-2c 2 (3.14) 
For stability one requires BAI <1 which is satisfied if 
let <1 (3.15) 
Upwind Schemes 
The upwind scheme is denoted by Un+i =f (Uy , Uý 1, Uý 2) when we assume a>0 
in 
equation (3.1). 
Here, kl = 0, k2 = -1, k3 = -2 in equation (3.10), which gives 
-B_1 - 2B_2 - -c 
B_1 + 4B_2 - c2 
Ba-1-B_1-B_2 
Bo =1+ zc2 - 2c 
B_1 = 2c - c2 (3.16) 
B-Z =2 c2 -Zc 
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Therefore 
Un+i _ (1 +l c2 - 
3c)U" 
+ (2c - cz)Un 1+ (i c2 - c)Uý 2 
(3.17) 
222 
which is the Beam-Warming (B-W) scheme [49]. 
The amplification factor of the scheme is 
A=2c2-4c+1 (3.18) 
For stability JAI <1 which is satisfied if 
0<c<2 (3.19) 
For negative speed a in equation (3.1) the corresponding three-point upwind scheme is 
Uý +1 = (1 + 2c2 
+ 2c)Uj - 
(c2 + 2c)UU+i `F' (2c2 + 2c)U. i+2 
The amplification factor of the scheme is 
A=2c2+4c+1 
The stability condition for the scheme is 
-2<c<0 
3.3.2 Fully Discrete Third-order Schemes 
From equation (3.5) third-order schemes use at least four grid points. 
Upwind-biased Schemes 
(3.20) 
(3.21) 
(3.22) 
Let us consider a upwind-biased scheme which is denoted as U5 +1 =f (U5 7 Ui l Un+1, Un+2). 
Here, ki = 0, k2 = -1, k3 = 1, and k4 = 2. From equation (3.10) we have 
B0=1-B_1-B1-B2 
-B-1 + Bi + 2B2 = -c 
B-1 + B1 + 4B2 = C2 
-B-1 + B1 + 8B2 = -C3 
30 
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Figure 3.1: Amplification Factor of Third-order Upwind-biased Scheme 
or 
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B0=1+ZC-C2- C3 
B_1 
6C3 
+ 
2C2 
+ 
3C (3.23) 
Bl = 2C3 
+ 
ZC2 -C 
B2 = 1C - 6C3 
Therefore the third-order upwind-biased numerical scheme is 
Ü, n+1 _ (1 -i' C C2 2 C3) Uý -I- (6 c3 -t- 2 c2 -I- 
3 
c) Uj 1 
-}-(1c3+ 
1c2-c)U+1+(1c- 1c3)U+2 (3.24) 
2266 
Applying semi-empirical stability analysis approach, the amplification factor of this scheme 
is 
a=1-4c-2c2+4c (3.25) 
33 
Figure 3.1 plotes equation (3.25). When A moves from -1 to 1, there are three possible 
regions satisfying the condition of Jai < 1. Monotonicity analysis indicates that the 
- 1.5 -1.0 -0.5 0.0 0.5 1.0 
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amplification factor is monotone only in the region of -1 <c<0 and it is also proved 
that other regions are not stable. Therefore, the stability condition for this scheme is: 
-1<c<0 
which implies that a<0 in equation (3.1). 
(3.26) 
For positive speed a in (3.1) the corresponding four-point upwind-biased scheme is 
Un+1 = (1 -{- 2C3 - C2 - 2C)Uý + 
(s C3 - 6C)Uý 2 
-(1 c3 -1 c2 + C) U+1 + (c +1 c2 -1 c3) UJ 1 232 
(3.27) 
62 
The amplification factor is 
A=1+3c3-2c2-3C (3.28) 
The stability condition for this scheme is defined as 
0<c<1 (3.29) 
Upwind Schemes 
The four-point upwind scheme is denoted as Un 1=f (U, , Uý }l, Uý+2i 
U 43) 
By repeating the same procedure as before, the scheme is 
UJ +1 = (1 ,+s c+, c2 ,+ 
6cS)UJ 
-(c+ 
2c2 
+ 3c)UU+i 
+(2c3 + 2c2 + 
2c)Uj+2 
- (6c3 + c2 + c)Uý+3 (3.30) 
The amplification factor is 
A=1+3 c3 + 6c2 + 
23 
c (3.31) 
The stability condition for this scheme indicates (see figure 3.2) 
-2<c<-1 (3.32) 
which implies that a<0 in equation (3.1). 
For positive speed a in (3.1) the corresponding four-point upwind scheme is 
Un+l = (Z -s 
IC3 
-{- C2 - 
11 
C) Uj + (2 C3 -2 C2 + 3C) Uj 1 
-(2c3-2c2-ß- 
2C)Uj 
2+(sc3- 2c2+ 3c)Uý 3 (3.33) 
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The amplification factor is 
A=1-3c3+6c2- 
3c (3.34) 
The stability condition for this scheme 
1<c<2 
is defined. 
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Figure 3.2: Amplification Factor of Third-order Upwind Scheme 
3.3.3 Fully Discrete Fourth-order Schemes 
From equation (3.5) the fourth-order scheme needs at least five grid points. 
Space-centered Scheme 
The five-point, space-centered scheme is 
U3 +i _ (1 +4 c4 _4 c2) U; -i- (24 c4 + 12 c3 24 c2 12 c) 
Uj Z 
(3.35) 
-2.5 -2.0 -1.5 -1.0 -0.5 0.0 
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Figure 3.3: Amplification Factor of Fourth-order Space-centered Scheme 
+(3c +2c2- 6c3 - se4)Uý 1+ (sc3 + 
2c2 
- 6c4 - 3c)Ur+1 
+( 
21 c 24 c2 123 + 24c4)Uj+2 
(3.36) 
The amplification factor of the scheme is 
a=1-3 c2+3c4 (3.37) 
The stability condition of this scheme (refer to Figure 3.3) 
-1<c<1 
is defined. 
Upwind-biased Schemes 
The five-point, upwind-biased scheme is 
J 
Un+l =1.6 C4 -s C3 -s CZ +Ö C" Un + (24 c4 +4 c3 +L 24 c2 
+4 c)UJ 1 
(3.38) 
-1 012 
34 
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Figure 3.4: Amplification Factor of Fourth-order Upwind-biased Scheme 
+(4 c4 + C3 +4 c2 -2 c) Ur+l -6 (c4 + 3c3 - c2 - 3c) UU+2 
-{-24(c4 + 2c3 - c2 - 2C)- !t (3.39) 
The amplification factor of this scheme is 
A=1-2c4-8C3-4c24. c (3.40) 3333 
Figure 3.4 indicates that the stability condition for this scheme is 
-2<c<0 (3.41) 
which implies that a<0 in equation (3.1). 
For positive speed a in (3.1) the corresponding five-point, upwind-biased scheme is 
U'"'ß"1 = (1- 
1c4+5c3- 5c2- 5c)Un+(c 
4- 
1 
c3- 
1 
c2+ 
1 
c)Un 666 24 12 24 12 j3 
1312 'C4 
n1 4_C3+ 
123 
-F (2c + sc - s- 2c)Üj-2 + (4c 4c + 2c)Uj 
1 
+(24C4 3 
11 21n 
4c + 24c ýc)Uý+1 
(3.42) 
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The amplification factor is 
A=1-3c4-}-3c3-3c2-3c 
The stability condition for this scheme is defined as 
O<c<2 
Upwind Schemes 
The five-point, upwind scheme is 
Un+1 = (1- 
12c+ 24c2 
- 
+(3c - 
3c2 
-I- 6c3 
+(4c -3 c2 + 
2c` 
The amplification factor is 
35 
(3.43) 
(3.44) 
c2 4 c) 
Uj4 5 T2 c3 + 24 c4) 
U+ (24 c4 4 c3 
+ 24 
1 
-1 c4)Ujj 3+ 
(41 
19 
C4 - 2c3 +4 c2 - 3c)Ujl! 2 
-1 c4) Ujtý1 (3.45) 
a=132 4- 16c3 -43c2-33c (3.46) 
The stability condition for this scheme is 
1<c<3 (3.47) 
which implies that a>0 in equation (3.1). 
For negative speed a in (3.1) the corresponding five-point, upwind scheme is 
Ui+1 (1+ 
24c4+ 2c3+ 24 c2+ 12c)Ur - 
(c4+ 
2c3+ 3 c2+4c)U? +1 
+(4 c4 + 2c3 +4 c2 + 3c) Ur+2 - (c4 + 7c3 + 14c2 + 8c) Un+3 
+24(C4 + 6C3 + 11C2 + 6C)Ur+4 (3.48) 
The amplification factor is 
_1+26 C4 + C3 + 
40C2 
+ 
2c (3.49) 
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The stability condition of this scheme (see figure 3.5) 
-3<c<-1 (3.50) 
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Figure 3.5: Amplification Factor of Fourth-order Upwind Scheme 
is fefined. 
So far, we have developed second-, third- and fourth-order schemes. We can develop any 
high-order schemes according to the fully discrete approach. To illustrate this a 20th-order, 
space-centered numerical method is presented in the appendix. 
3.4 Numerical Experiments 
In this section some numerical experiments are used to demonstrate the performance of 
the fully discrete high-order numerical schemes. To this end a smooth initial condition is 
selected 
u(x, 0) = sin 
2x (3.51) 
We are interested in evolving the solution for long times. The chosen computational 
domain is therefore large and varies according to the evolution time. A fixed mesh width 
Lex = 0.1 and a Courant number coefficient 0.7 are selected. 
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Figure 3.6 shows a comparison between the numerical solution obtained by the Lax- 
Wendroff method (boxes) and the exact solution (solid line) after 1000 time steps. The 
dispersive errors of the method are evident and result in a trailing numerical solution. 
Clearly second-order methods can be very inaccurate in modelling long time behaviour. 
Figure 3.7 shows a comparison between the numerical solution obtained by the third-order 
upwind-biased method and the exact solution after 6000 time steps. Although the solution 
looks more acceptable than the Lax-Wendroff solution evolved for only 1000 time steps, 
the numerical diffusion of the thir-order scheme produces the inaccuracy observed. 
Figure 3.8 shows a comparison between the numerical solution obtained by the fourth-order 
space-centered method and the exact solution after 20000 time steps. The numerical solu- 
tion still looks accurate at the shown time. This indicates that the accuracy of numerical 
solutions is improved dramatically by changing from second to fourth order methods. 
Figure 3.9 shows a comparison between the numerical solution obtained by the 20th-order 
space-centered method and the exact solution after 50000 time steps. As expected the 
numerical solution looks very accurate. 
To summarize the situation figure 3.10 shows the comparison of the Lax-Wendroff method 
(crosses), the fourth-order space-centered scheme (boxes) and the exact solution (solid 
line) after 10000 time steps. The effects of dispersion and diffusion have made the solution 
of the Lax-Wendroff method meaningless. This justifies the necessity for higher-order 
numerical schemes for problems which involve long time evolution. 
3.5 Summary 
An approach for constructing two-level explicit fully discrete arbitrary-order numerical 
methods for the one dimensional model advetion equation has been presented. To illustrate 
the methodology fully discrete second-, third-, fourth-, and 20th-order numerical schemes 
have been given. Numerical experiments indicate that second-order methods are not 
accurate enough for problems requiring long time evolution, and a dramatic improvement 
of the numerical solution is seen when the accuracy changes from second to fourth order. 
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Figure 3.6: Numerical Solution by the Lax-Wendroff Method (symbol) and the Exact 
Solution (line) 
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Figure 3.7: Numerical Solution by the 3rd-order, Upwind-biased Method (symbol) and 
the Exact Solution (line) 
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Figure 3.9: Numerical Solution by the 20th-order Space-centered Method (symbol) and 
the Exact Solution (line) 
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Chapter 4 
Conservative High-order Schemes 
and Entropy Condition 
4.1 Introductory Remarks 
In the last chapter a fully discrete approach was presented from which 2-level, explicit, 
arbitrary-order, finite- difference numerical methods can be constructed. However these 
schemes are only suitable for linear systems or non-linear systems with smooth solutions. 
When extending these methods to nonlinear conservation laws we expect to meet three 
new problems. First the method might suffer nonlinear instability; second the method 
might coverge to a function that is not a weak solution at all for the conservation law 
considered; three the method might coverge to a wrong weak solution. The first problem 
is often triggered by oscillations and needs special treatment which will be discussed in 
next chapter. 
The problem of converging to a function that is not a weak solution at all lies in the fact 
that a differential equation of a conservation law can be manipulated to obtain a variety of 
equations of conservation laws, which implies that a numerical method that is consisitent 
with one of these conservation laws is also consistent with all of other conservation laws. 
When applying the method to solve these conservation laws for smooth solutions the 
method will give exactly the same solutions; however in the context of discontinuities it is 
impossible for the method to converge to a function that is a weak solution for all of the 
41 
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conservation laws which actually have different weak solutions. 
The root of the problem discussed above stems from the non-conservative formulations of 
the methods. For discontinuous flows the discretization of the non-conservative form will 
not lead to the correct solutions. Therefore in order to obtain the correct discontinuities 
numerically, it is necessary to discretize the conservative form of the flow equations. 
To prevent a wrong weak solution the numerical approximations have to satisfy the entropy 
condition, which will pick up the physically meaningfull solution. 
In this chapter the conservative, entropy-satisfying schemes will be discussed and a method- 
ology will be investigated from which the arbitrary-order finite-difference schemes of the 
previous chapter can be reformulated in a conservative form . The rest of the chapter 
is 
arranged as follows: section 2 presents an approach for constructing conservative numeri- 
cal methods; section 3 gives the fully discrete conservative high-order numerical schemes; 
section 4 discusses the entropy condition that the high-order conservative methods have 
to satisfy; section 5 is the summary of the chapter. 
4.2 Conservative Schemes 
We consider the one dimensional integral form 
u(x, t+1) dx - 
1 
xj-1/s 
rý_+l/2 
uýxý tn) dx -If 
to+s 
f ýu(x j+1/2, t)) dt Jxý 
1/Z L to 
to+1 1 
f ýu(x. i-1/2, t)) dt] to 
(4.1) 
of the scalar hyperbolic conservation laws ut+ f (u)x = 0. Rather than as an approximation 
to the pointwise value u(x t) in the last chapter, Uy is used to denote the computed 
approximation to a cell average of u(x, t,, ) defined by 
x 
x_j+lß/2 
jin(xi, tn) = h1 
f; 
1/ 
u(x, tn) dx 
Substituting equation (4.2) into equation (4.1) given 
i+l =i-h 
{jtn+1 
f (u(x+i12, t)) dt - 
ft to+l f (t(x1_i12, t)) dt] 
l 
n 
Denoting 
1 
F. i+ý- = 
ftn+l f (u(x1+112, t)) dt 2ko 
(4.2) 
(4.3) 
(4.4) 
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equation (4.3) gives 
U''+1 = U'"' - 
(iýl 
- Fj_i. 
) (4.5) 
jih22 
where F is a numerical flux function which satisfies the consistency condition if 
(4.6) 
Here ü is constant. 
Since a weak solution u(x, t) satisfies the integral form (4.1), a numerical method in the 
form of equation (4.5) which is derived from equation (4.1) will guarantee that any dis- 
continuities computed will be in the correct location and therefore converge to the correct 
weak solutions (if the discontinuities also satisfy the entropy condition). In [13] Lax and 
Wendroff proved this is true. In this sense equation (4.5) is called the conservative method. 
However, it is difficult to derive conservative methods, i. e. the numerical flux Fj+112, from 
the discretization of the integal form of equation (4.1). To get around the difficulty I 
introduce a way from which the finite-diference methods generated from the differential 
form of a PDE can be reformulated in a conservative form as follows. 
Lemma Scheme (3.2) can be expressed as 
Un+1 = Un 
k1-h 
Fi __El Bka Ff+ka (4.7) 
a-1 
c 
where the vector Bka is determined by equation (3.3). 
Proof 
By manipulating equation (3.2) we have 
Un+1 
3 
which is equation (4.7). 
Bka Uj+ka 
cý-1 
P 
= U? - (1- B0)U. i + Bko Ui+ka 
a=1, ka, 00 
kP 
= U"- h Fj - Bk. F. 9+ka 
a=1 
From here we can derive the numerical flux for the conservative form (4.5) of scheme (3.2) 
by the following theorem. 
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Theorem 2 Scheme (3.2) written in conservative form (4.5) has numerical flux 
Fj+ý =E P=2 B«F'F+k° (4.8) 
FF- z= Eä=1 B«+l Fi+ka 
the coefficients Ba are defined by 
Bp = Ap 
B2 = -Al (4.9) 
Ba - Ba+1 = Aa 
(a = 2,3,..., p- 1) 
Proof 
If we rewrite the scheme (4.7) as 
Üni 1= Un - AaF"+ka (4.10) 
a-1 
where a is the grid point number, Aa are the coefficients and the p points are arranged as 
then 
kl < k2 < k3 < ... < kp 
(4.11) 
p p-1 
FS+z - Fj-j. => B«Fr+k -> Ba+iFj+ka 
a=2 a=1 
P-1 
= BpFi+kp - B2q+k1 + E(Ba - Ba+1)FJ+ka 
a=2 
From equation (4.10) we have 
P-1 p 
BpF. i+kP - B2F, i+k1 + E(Ba - Ba+1)Fi+ka =E AaFr+ka (4.12) 
act a_1 
Comparing the coefficients on both sides of equation (4.12) we have the following 
Bp = Ap 
B2=-Al 
Ba - Ba+i = A« 
(a= 2,3,..., p-1) 
which is equation (4.9) and the proof is complete. 
Chapter 4. Conservative High-order Schemes 45 
4.3 Conservative High-order Numerical Schemes 
In this section, some examples are used to demonstrate how to apply the method presented 
previously in order to derive conservative high-order numerical schemes. 
4.3.1 Conservative Second-order Schemes 
Space-centered Scheme 
The conservative form of the space-centered scheme, see equation (3.13), according to 
equation (4.7), is 
U! z+i = U! L - 
[-2(1 
+ c)F; _i + cFý + 2(1- c)F; +1J 
(4.13) 
Note that here, from equation (4.11), kl = -1, k2 = 0, k3 = 1. 
From equation (4.10) we have 
A1=-z(1+c) 
A2=c 
A3= 2(1-c) 
and from equation (4.9) we have 
B3=A3= 2ý1-C) 
B2=-Ai=1 
2(1+C) 
B2 - B3 = A2 =C 
Therefore the numerical flux of the scheme is 
FL 
j+ 
2(1-}-c)Fý 
+2(1-c)Fr+1 (4.14) 
The alternative version of the flux can be written as 
ý2ý 
(1- Fi+? = 2( + 17 )- 
I2I 
DU1+z + 
where DU1+1/2 = Uj+1 - Uff. 
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Upwind Scheme 
The conservative form of the Beam-Warming scheme, see equation (3.17), according to 
equation (4.7) is 
Uý +1 = UJ -k 
[2(3 
- c)Fn - (2 - c)F; _1- 2(c -1)Fj 2] 
(4.16) 
where from equation (4.11), kl = -2, k2 = -1, k3 = 0. 
From equation (4.10) we have 
Al =-2(1-c) 
A2=c-2 
A3 =2 (3 - c) 
and from equation (4.9) we have 
B3=A3= 2(3-c) 
B2 = -Al =2 (c - 1) 
B2-B3=A2=c-2 
The numerical flux of the scheme is 
Fj+2 = 
2(c- 
1)FJ 1- 
2(c- 
3)F; (4.17) 
For negative speed the corresponding flux of the scheme is 
Fj+2 = 2(c-+ -3)Fý+1 - 
2(c+1)FF+2 (4.18) 
By unifying the two fluxes (4.17) and (4.18) we obtain a second-order, upwind method 
which can accommodates wave speeds of arbitrary sign and has flux 
F. 
.1 +z =2 
(IT + L'i+l) - 
L2l 
DUB+z + jal (2 - 
ý2I) 
DUj+L+z (4.19) 2 
where 
\ 
DUB+L+z = UJ+L+1 - UJ+L (4.20) 
L=-1 if a>0 (4.21) 
L=1 if a<0 
The stability condition of the method now becomes: 
Ic) <2 (4.22) 
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4.3.2 Conservative Third-order Schemes 
Upwind-biased Scheme 
The conservative form of the upwind-biased third-order scheme, see equation (3.24), ac- 
cording to equation (4.7), is 
UJ+i = U; - 
[(c2+c_ 2)Fn 
-(sc2+ 
2c+ 3)FF 
i 
-(2c2 + 
2c 
- 1)FT+1 - (6 - 6c2)F; +z] 
(4.23) 
where from equation (4.11), kl = -1, k2 = 0, k3 = 1, k4 =2 and from equation (4.10) 
we have 
Al = -(6c2 + 2C+ 3) 
A2 =2 c2 +c-2 
A3=-(1c2+2c-1) 
A4= 
gC2-6 
According to equation (4.9) we have 
B4=A4=602-6 
B2 -Ai sc2 -}- 2c -{- 3 (4.24) 
B2B3=A2=2C2-+ 
-C-2 
B3 - B4 = A3 = 1- zc-2 c2 
Hence 
B3 =6-3 c2 -2C (4.25) 
and the numerical flux of the scheme is 
Fj+ z= (g c2 +c++ (5 
1 
-3 c2 -2 c) Fj+l + (s c2 -s )Fj+2 (4.26) 
which is for negative wave speed. 
For positive wave speed the corresponding four point scheme, see equation (3.27), has flux 
Fi+z - (g - c2 + c)F'i + (3 + sc2 - 
2c)Fý+1-+ 
+ 
6(c2 
-1)17-i (4.27) 
By unifying the two previous schemes a third-order, upwind-biased method is obtained 
which can accommodate wave speeds with arbitrary sign and has flux 
2 
2 
(Fr + Fý+1) - 
II 
DUJ+L-I- Ial 3- 
II 
-i- 
6 DUB+4 
-F 
I6I (1- 
c2) DUa+L+2 (4.28) 
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The stability condition of the method now is: 
IcI<1 
Upwind Scheme 
(4.29) 
By repeating the same procedure as before, the conservative form of the upwind, third- 
order scheme, refer to equations (3.30) and (3.33), has flux 
2 
Fj+L = 
('T + Fj+l) - 
2l AUj+z + tal g+g- Jd iUJ+kl+; 
2 
-jai 3- 
'2' 
+6 Aj+h+; (4.30) 
where 
kl = -1, k2 = -2 if c>0 (4.31) 
k1=1, k2=2 if c<0 
The stability condition of the scheme is: 
1<Icl<2 (4.32) 
4.3.3 Conservative Fourth-order Schemes 
Space-centered Scheme 
The conservative form of the space-centered, fourth-order scheme, see equation (3.36), has 
flux 
_a1c 
c2c3 
222 +iý 2IDIIý+ý -I- a 
(12 
24-72-74) 
AUS-1 
1Z C3 C3 cZ c1 
-{-a 2 sgn(a) - 12c -}- 12 
AUj+2 -a 24 - 12 24 
+ 
12 
A Uj +2 
(4.33) 
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Upwind-biased Scheme 
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The conservative form of the upwind-biased, fourth-order scheme, refer to equations (3.39) 
and (3.42), has flux 
2oU, +2 + Fj+z = 2(F; -+' F; `+ý) _L jai 
(4 
- 
4IcI + 4c2 - 
24IcI3) oU, +z 
_ 
ICI 
+Jai 
(cI3 
3c2 12 + 3) 
DUj+k, +z 
-jai (12 c2 24IcI + 1) 
DUj+k2+; (4.34) 
where 
ki = -1, k2 = -2 if c>0 (4.35) 
k1=1, k2=2 if c<0 
The stability condition of the scheme is: 
Ic) <2 (4.36) 
Upwind Scheme 
The conservative form of the upwind, fourth-order scheme, refer to equations (3.45) and 
(3.48), has flux 
F. i+z = 2( ± ý+i) - 
I2I 
DUB+l + lal 
13 
- 
35Ic1 
+5 c2 -1 Icl3 DUJ+kl +ý 12 24 12 24 
) 
12 
Lcý3_2 2 17 5 +la) 
12 3c + 1Ic' -6 ýU. i+kz+" 
-I-Jai 
(I4 
- 24IcI + 4c2 - 
24IcI3) 
DUj+k3+; 
where 
f k1 = -1, k2 = -2, k3 = -3 k1 = 1, k2=2, k3=3 
The stability condition of the scheme is: 
if c> 0 
if c<0 
(4.37) 
(4.38) 
1<Icl <3 (4.39) 
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4.4 Entropy Condition 
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Applying the conservative methods defined in the last section, we can safely calculate the 
discontinuities in a correct location, and therefore guarantee that it is a weak solution. 
However there are situations in which a weak solution for a conservation law is not unique, 
which means that the weak solution computed might be a wrong weak solution. In order 
to make sure that the weak solution is the right one, i. e. physically acceptable solution, 
another condition called entropy condition is required. 
One property of the entropy is that the quantity of entropy can only increase but never 
decrease along a particle path, therefore the process of entropy is a inreversible process. 
It is this property that gives us the entropy conditions. Based on the fact that the 
entropy keeps constant in smooth flows, however jumps to a higher value in flows with 
discontinuities, utilising the property of entropy we can easily define the right or entropy- 
satisfying weak solution for gas dynamics. 
There are different versions of entropy condition available (refer to [46]). The general one 
called entropy function developed by Lax [50] has the following form 
re(u)t +, O(u)x <0 (4.40) 
here re(u) is an entropy function of a conservation law, which is defined as 
re(u) is a convex function of u (4.41) 
'b'(u) = ? la(u) f'(u) (4.42) 
&(u) is a corresponding entropy flux function; f (u) is a physical flux function of a conser- 
vation law. 
The equivalent discrete version of entropy function (4.40) has the following form 
i(Uý +1) < i(UJ) - 
(qfj+L 
- Jjj_Z) (4.43) 
here 121/2 is a numerical entropy flux which is consistent with the entropy flux 0 in the 
manner 
= çb(fi) (4.44) 
Here is is constant. 
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It is proved [511 that a numerical solution will converge to the entropy-satisfying weak 
solution if the conservative numerical scheme in the scalar case is consistent with the 
entropy condition (4.43). In the later chapters we will discuss a way in which the high- 
order conservative schemes for nonlinear systems are consistent with the entropy inequality 
(4.43). 
4.5 Summary 
When applying non-conservative numerical methods for a scalar conservation law with 
discontinuities, two new problems are discussed in the chapter. First the shock might be 
placed in a wrong location, therefore the solution is not a weak solution at all; second 
the solution might converge to a wrong weak solution. To prevent the first problem, 
conservative methods are required. An approach is established which gives a way to 
reformulate the non-conservative methods into conservative schemes. To illustrate the 
theory, fully discrete second-, third- and fourth-order conservative schemes are presented. 
To overcome the second problem, a conservative method has to be consistent with the 
entropy condition which can distinguish the unique entropy-satisfying weak solution from 
the wrong weak solutions. 
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Chapter 5 
Total Variation Diminishing 
High-order Schemes 
5.1 Introductory Remarks 
In this chapter another problem associated with the application of the high-order numer- 
ical schemes is addressed. It is well known that when solving shock problems, such as 
transonic flows with shocks, when applying the high-order schemes it is inevitable that 
oscillations will be observed in the vicinity of the shocks, which might trigger instabilities. 
The mechanism behind the oscillations was well discussed by Trefethen [52]. It turns out 
that the oscillations are caused by the dispersion of the highly oscillatory wave components 
which are associated with high wavenumbers of Fourier spectrum. This problem had frus- 
trated people for many years until the concept and theory of Total Variation Diminishing 
(TVD) schemes was introduced [53]. Since then a variety of high-order TVD schemes has 
been developed [54] - [58] [38]. 
In this chapter the TVD theory is applied to the conservative high-order schemes presented 
in the last chapter. These high-order TVD schemes can avoid spurious oscillations and 
preserve high-order accuracy in smooth parts of the flow. This is achieved by imposing a 
TVD constraint via the introduction of flux limiter functions [38]. For second-, third- and 
fourth-order accurate schemes a rigorous TVD analysis that results in Courant-number 
dependent TVD regions is carried out. Flux limiter functions are constructed and tested. 
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For methods of higher order of accuracy a semi-empirical TVD approach that works well 
is proposed. Collective experience with second-order methods suggests that this analy- 
sis might provide a useful guide for constructing schemes to solve non-linear hyperbolic 
systems. 
The rest of this chapter is as follows: in section 2 the TVD concept is discussed; in section 
3 the TVD theory for fully discrete schemes is investigated; in section 4 the TVD theory 
is applied to derive Courant-number dependent TVD regions and to construct and test 
limiter functions for second-order methods; in sections 5 and 6 the TVD theory is applied 
to third- and fourth-order fully discrete schemes. In section 7a semi-empirical proce- 
dure to develop TVD versions of schemes of arbitrary-order of accuracy is investigated. 
Conclusions are drawn in section 8. 
5.2 Total Variation Stability 
The Total Variation, TV(U'+1), of the discrete solution is defined as 
TV(U"+l)Uý+l-UJ+1I (5.1) 
a 
Under the definition a numerical method is called Total Variation Diminishing if the 
following condition is satisfied. 
TV(U"+1) < TV(U") (5.2) 
which simply states that the total variation is not increased as time evolves, so that the 
TV(UI) at any time n is bounded by the TV(U°) of the initial data. 
For a consistent, conservative and entropy-satisfying method for a scalar conservation 
law, provided the condition of inequality (5.2) is satisfied, the solution will converge to 
the correct weak solution. 
To apply the TVD concept we use Harten' theorem [53] which states that a scheme written 
as 
Un+l _ U'"` - B" LOU" L+D LDUi L (5.3) .1 .1 -j 2 7-1 9+Z +2 
is TVD provided 
Bi-4 >p (5.4) 
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Dj+1 >0 (5.5) 
B1- IL + D1+l <1 (5.6) 2 
Another more convenient and practical criterion for applying the TVD concept is provided 
by Roe's data compatibility condition [48] 
Un+1-Un 
0< U' 
1-Uj, 
<1 for 0<c<1 (5.7) 
Un+1-Un 
0< Ün 
-Un 
<1 for -1<c<0 (5.8) 
ý+1 
However conditions (5.7) and (5.8) are only valid for a Courant number in the region 
-1 <c<1. In a linear advection, the value of Uj +1 is determined by the Courant 
number. For example, if the stable region of a numerical method is 1<c<2, then the 
value of Ujn+1 at the time level n+1 lies between Uj 2 and UJL1, depending on the value of 
the Courant number c. Therefore a general form of compatibility condition which applies 
to an arbitrary region of Courant number is given as follows. 
n+l 
-n 
0< 
Ui Urn 
<1 k<c<k+1 (5.9) UU-(k+l) 
j"-k 
Un+1 - Up 0<n +k <1- (k+1) < c< -k (5.10) U, 
+(k+1) - 
Uj+k 
Here, k is a positive integer, i. e. k=0,1,2, ... 
5.3 TVD Analysis for High-order Schemes 
The initial value problem (NP) for one dimensional scalar hyperbolic conservation laws 
is considered, namely 
ut +f (u)x = -00 <x< oo, t >0 (5.11) 
u(x, 0) = uo(x) 
Here, u is the unknown function and f (u) is the physical flux. 
In this chapter let us take the linear case f (u) = au so that f '(u) =a is a constant wave 
propagation speed. 
56 Fully Discrete High Resolution Schemes 
We consider the conservative numerical schemes introduced in last chapter 
u +1 = Un -h 
(F1+z 
- Fj_i) (5.12) 
with numerical flux 
Fj+; = 2ýF'i + Fn i+l) - 2lal(Ui+i - Uý ) 
+ýaý (DoIu5+z + D10UJ+L+? +' D2LJJJ+M+L) (5.13) 
where Do, D1 and D2 are coefficients, 
0 Uj+ i= uj+1 Uj (5.14) 2 
DUj+L+z = Uj+L+1 - Uj+L 
(5.15) 
Au 
+M+z = 
U. 
FM+1 - 
Uj+M (5.16) 
L=-1, M=1 for c>0 (5.17) 
L=1, M=-1 for c<0 
The above scheme includes three-point second-order space-centered schemes, five-point 
second-order upwind schemes, five-point third-order upwind-biased schemes and five-point 
fourth-order space-centered schemes. For example, when Dl and D2 are zero the second- 
order space-centered scheme (4.15) is obtained; when Do and D2 are zero (5.12)-(5.13) 
gives the second-order upwind scheme (4.19); when D2 is zero the five-point third-order 
upwind-biased scheme (4.28) is obtained; for Do, Dl and D2 distincting from zero the 
five-point fourth-order space-centered scheme (4.33) is obtained. 
To impose a TVD constraint on (5.13) via limiter functions, we write the modified scheme 
F'. i+2 = 2(F'j + Fj'+, ) - 2jaI(UY+i - UJ 
+Ial (D0u1j+z + D1AUJ+L+z) Oj +I aID2AUJ+M+I. OJ+M 5.18) 
where Oj and c55+M are limiter functions. 
Theorem 3 Scheme (5.12), (5.18) is TVD for Icl <1 if the limiter function is determined 
by 
(1 - Icl) O (5.19) 
77 (D1O1+Do-D2) 
1- Icl + qD2% Bý (5.20) 
7) (Do+D16o) 
D2 
(Do + D10i) 0 
(5.21) 
ýý >_ 0 (5.22) 
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where OO is called local flow parameter and is defined by 
Au. 1. 00 = 1-2 for c>0 (5.23) DUj+z 
0U I 8j = A- --2. 
+ý for c<0 (5.24) 
Bj is called upwind-downwind flow parameter and is given by 
DU-1 
9j =Z for c>0 (5.25) DUB+2 
DU" I Oj _ ý+ for c<0 (5.26) Dui-4 
1 is defined by 
Proof 
1 
il=l-lci for 0<Icl< 2 (5.27) 
7] = Icl for 12 : 5Icl <1 
First consider a method with Courant number of 0<c<1. From (5.12) and (5.18), the 
numerical method is 
U1 +i = Uý -c 
[AUi-i. + DozU1+2 Oj + D10Uj_ DoLU5_ i O-j-l 
-D10U5_. cj-i - D20Uj+l c5 + D20U5+,. c5+1] (5.28) 
Modifying equation (5.28), we have 
Uý +1 - Uý 1 
-DUý_ z=cl+ 
(DI 
+ (Do - D2) eý c53 - (Do + Diel-1) Oj-i 
+D2 8* 4J+1 (5.29) 
1 
We now apply the data compatibility condition of equation (5.7) whereby the sufficient 
condition 
U+1-Uý 
Uj_z 1 
(5.30) 
satisfies the TVD requirement. 
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This is equivalent to the Harten's theorem (5.3)-(5.6) with the choice 
Bi 
_i =ci+ 
Di + (Do - D2) 
i' 4- (Do + Diel-i) 4, i-i + D2 Oj+l zj 
Dj+i =0 
We apply condition (5.30) to (5.29), that is 
0<c1+ D1-ß (Do - D2) 
B ýi - (Do + Dlei-i )Oi-i + D2 
8 oa+1 <1 (5.31) 
One way to satisfy these inequalities is by imposing 
11 (Di 
+ (Do - D2) 
1 
ýi - 
((D0 
+ Diej-i)Oj-i - DZ 
1 
OJ+i <i --c c 
(5.32) 
(Do + Diel-i)Oj-i - D2 * 
cbJ+1 - 
(Di 
+ (Do - D2) 
8 c5s <1 (5.33) 
j 
i. e. 
oj< 1-c (5.34) 0< 
(Di 
+ (Do - D2)1 0j) 
0< (Do + D105-i)4j-i - D2 
1 
Oj+1 <1c (5.35) 
J 
0< 
(Di 
+ (Do - D2) ýý <1 (5.36) 
0< (Do + DiO, _i )q'-i - D2 
B* 
41 1<1 (5.37) 
This leads to the following conditions on the flux limiter 
(1- c) 9i (5.38) 
c(DjOi + Do - D2) 
- 
03 
DjOi+Do-D2 (5.39) 
1- c+ cD2 4 j+i / B* j (5.40) 
c(Do + Dlei) 
1+ D2 Oj+l/ eý 
(5.41) 
Do+Die' 
D2 c5j+i 
(Do + Di0j) B' 
(5.42) 
ýJ > 0 (5.43) 
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The most restrictive conditions of inequalities (5.38) to (5.41) give 
(1- C) B5 (5.44) 
, I(D1O1 + Do - D2) 
1-c+r1D2ýj+1/0 
¢ý < (5.45) 
7l(Do + Diel) 
where rq is defined by equation (5.27). The analysis for -1 <c<0 goes through in exactly 
the same way but c is replaced by Ic) and Oj+1 is replaced by qj_l. Finally by setting 
q5+1 =1 or Oj_i =1 the theorem is establishes. 
In the following sections the theorem will be used to construct second-, third- and fourth- 
order TVD schemes. 
5.4 Second-order TVD Scheme 
The fully discrete, second-order numerical flux with limiter (refer to equation (4.15) for 
the unlimited case) can be written as 
(5.46) F'. i+z = 2(F .i+ 
FJ+1) - 
ý2ýDUý+ý 
+ 
ý2ý 
(1- Icl)DUj+z ¢j 
where in equation (5.18), Do = 2(1- Icl), D1 and D2 are zero. 
From equations (5.19)-(5.22) the limiter function Oj has to satisfy the constraints 
2e' (5.47) 
71 
2 (5.48) 
77 
ýý >0 (5.49) 
When OO <0 q5 <0 and the scheme reduces locally to first-order by setting cb = 0. 
Equations (5.47), (5.48) indicate that the second-order TVD region is a function of Courant 
number Icl. This conclusion is consistent with that of other researchers such as [55] [59] 
and [58]. The Courant number dependent TVD regions of (5.47) and (5.48) are shown 
in figure 5.1. The upper boundary of the TVD region is the maximum for the choice 
of (cl = 2. Sweby's TVD region [38] is the special case Ic! =1 in the Courant number 
dependent TVD region of figure 5.1. 
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Figure 5.1: Courant Number Dependent Second-order TVD Region 
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Figure 5.3: Comparision between the Exact Solution (line) and the Numerical Results of 
FD2A (symbol) after 50 Time Steps 
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Using the Courant number dependent TVD region we can develop second-order Courant 
number dependent limiter functions. One limiter function, called FD2A (Fully Discrete 
Second-order A) limiter function, has the following form 
ßßb (BO) = max I0, min 
(i, 2i) 
, min 
(os,! )] (5.50) 
The shaded part in figure 5.2 illustrates the limiter function(5.50). When 17 is 1/2, the 
function follows the upper boundary of the area which is Roe's SUPERBEE limiter; when 
77 is 1, the function follows the lower boundary which is the MINMOD limiter; for other 
values of 77 the function varies in between the SUPERBEE and MINMOD. 
Figure 5.3 and 5.4 show a comparison of the numerical results for linear advection equation 
ut + au., =0 with constant wave speed a using the FD2A (symbol) and the exact solution 
(line). The initial condition consists of half a sine wave and a squared wave. The cell 
width Ox = 0.1 is fixed. The Courant numbers used are 0.5,0.7 and 0.9. The results are 
shown after 50 time steps (figure 5.3) and 1000 time steps (figure 5.4). 
Another limiter function is FD2B given by 
4j(O) = max LO, min 
(i, i) 
, min 
(01, a)] (5.51) 
77 
This is illustrated by the shaded area of figure 5.5 Note that the lower boundary now is 
the SUPERBEE limiter. 
Figure 5.6 shows a comparison between the numerical results of FD2B (symbol) and the 
exact solution (line) after 50 time steps. For discontinuities FD2B is superior to FD2A. 
Clipping of extrema in smooth solution is less severe than that of FD2A. The tendency 
to square smooth parts is present in both limiter functions and this is typical of very 
compressive limiters. 
To illustrate the long time behaviour of the resulting scheme Figure 5.7 shows a comparison 
of the numerical results using SUPERBEE (cross), FD2B (box) and the exact solution 
(line) after 1000 time steps. As seen in the figure the performance of FD2B for the 
discontinuous part of the solution is superior to that of SUPERBEE; for the smooth 
part of the solution they both tend to square the profile but FD2B shows less clipping 
of extrema. The difference between SUPERBEE and FD2B is more noticeable as the 
Courant number tends to 2. 
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5.5 Third-order TVD Scheme 
The 5-point third-order scheme with limiter function has the following form (refer to 
equation (4.28) for the unlimited case) 
Fj+z = 
2(Fi 
+ Fi+i) - 
2I pUj+z + t3 - 
I2I 2 
+6 pUz 
+ al (1- c2)AU. i+L+; 
] 
Oj (5.52) 
where 
Icl <1 (5.53) 
{L=_1 if c>0 (5.54) 
L=1 if c<O 
and in equation (5.18) 
Do =1- ýICI + sc2 
D1 = 6(1- c2) (5.55) 
D2=0 
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Figure 5.6: Comparision between the Exact Solution (line) and the Numerical Results of 
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Figure 5.8 shows the Courant number dependent TVD regions of this scheme which has 
similar features to those of the second-order scheme. The upper boundary of the TVD 
region is maximum when Icl =2 and minimum when Icl = 1. The lower boundary is 
always 0=0. 
We can define different third-order limiter functions using the Courant number dependent 
TVD regions. A general limiter function for the third-order scheme called FD3 (Fully 
Discrete Third-order) has the following form 
se of=ne, 
1-ýc +2-c 
if 0<0 <BL 
of=1 if OL <Bj<OR (5.56) 
s OR oj 170j 1-f-c -{-2-c if O> 
t ¢j=0 if 9j<0 
In particular a limiter function, called FD3A, is chosen by taking 
OL = 
77(2 - Icl) (5.57) 
6-zi(1+Icl) 
OR =6 
17(2 - Icl) (5.58) 
n(1 + ICI) 
Figure 5.9 shows the FD3A limiter function for three values of Courant number. They are 
given by the full lines. 
Figure 5.10 shows the performance of the FD3A for the same test problem as before after 
50 time steps with 0.5,0.7 and 0.9. The solid line is the exact solution. The numerical 
results (symbol) are accurate in the smooth part but discontinuities are smeared with 4-5 
interior points. We are interested in the behaviour of the scheme for long time evolution. 
Figure 5.11 shows the results after 1000 time steps, which shows that this limiter function 
is not very satisfactory for long times; it introduces too much numerical diffusion. Recall 
that due to the imposition of the TVD property the scheme reduces locally to first-order 
accuracy near extrema. 
The following limiter function, called FD3B, is suggested 
0L = 1.1rß- 0.17 
eR = 2.78 -1.4rß 
(5.59) 
(5.60) 
which is determined by finding the best results for different Courant numbers and then 
obtaining the function empirically. Figure 5.12 shows the FD3B function for Courant 
number 0.5. 
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Figures 5.13 and 5.14 show the comparison of the numerical results of the FD3B (symbol) 
and the exact solution (line) after 50 and 1000 time steps respectively with Courant 
numbers 0.5,0.7 and 0.9. The numerical results of FD3B are superior to those obtained 
with FD3A. There is virtually no numerical diffusion but some tendency to square the 
smooth parts is observed. For Icl close to 1 the results are very accurate for both the 
smooth and discontinuous parts of the solution. We can expect the fully discrete third- 
order scheme with FD3B to give good performance for most practical flows. 
5.6 Fourth-order TVD Scheme 
The five-point, fourth-order scheme with limiter function can be written as (refer to equa- 
tion (4.33) for unlimited version) 
(DoLU1. 
ý. L + 
Ial D10Uj+L+L) q'i Fj+ä = 2(F. i + F'i+i) - 
I2IDUj+z 
+ 
+Ial D2. Uj+M+z Oj+M (5.61) 
where 
Do 
2 2Iei 
+ 1IC31 
Dl =2+ ICI - 12 
2 
4IC31 
(5.62) 
24 
D2 
2C2 + 2IcI - 12 2I c3I 
The limiter functions are determined by equations (5.19) to (5.22). 
Figure 5.15 shows the TVD regions of the scheme for Bj = 1. The figure has similar 
features to that of the third-order scheme. 
Based on the general TVD condition for the fourth-order scheme we have 
1-c e, 
D1g, +Do_Dz -177 
ýj=1 
_ 
1-ICI+7lD2 tIj+M/6. 
+1 o+D1Bj) 
ýj =0 
for 0<Oj<OL 
for 0L < 0j < OR 
for Oj > OR 
for 0j <0 
Instead of Oj+M =1 in equation (5.20) we define 
Oj+M=77Oj+M for 0<Bj+M<0.5 
Oj+M =1 for Bj+M > 0.5 
ýj+M=0 for qj=0 
(5.63) 
(5.64) 
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Figure 5.8: Courant Number Dependent Third-order TVD Region 
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Figure 5.15: Courant Number Dependent Fourth-order TVD Region for Bj =1 
Figure 5.15 shows the TVD regions of the scheme for O=1. The Figure has similar 
features to that of the third-order scheme. 
Based on the general TVD condition for the fourth-order scheme we have 
(1-ICI) 0, or L ýý-n(Di6i+Do-D2) for "< 8 
¢; =1 for O <0, <0R (5.69) 1-jcj+17D2 4'; +M/0, 
or e> OR ýý - 77 Do+Dl o1 
fj 
0j=0 for Oj<0 
Instead of ck+M =1 in equation (5.20) we define 
Oj+M = 77 9j+M for 0<B; +M < 0.5 
0j+M =1 for 0; +M > 0.5 
(5.70) 
0j+M =0 for O; =0 
Our first limiter function, called FD4A, is obtained by setting 
9L = 
'ß(D0 - D2) (5.71) 
1-Icl -7)D1 
OR _1- 
Ic! - , q(Dc - D2 4? +MI e, ) 
_ (5.72) i7 D, 
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long time evolution, especially for discontinuities. Also FD4B is simpler than FD4A. 
Comparing with the results obtained by the third-order schemes (see figures 5.11 and 
5.14) although the results obtained by FD4s are not as good as that obtained by FD3s, 
considering higher-order schemes are more difficult to deal with I am happy with the 
4th-order limited results. 
5.7 H-th-order TVD Schemes 
In order to obtain H-th-order TVD schemes one approach is to use a hybrid flux limiter 
method following the Flux Corrected Transport approach [35] whereby the H-th-order flux 
can be written as 
j. - F(+) 
1 of (5.69) Fj+2 = F(+ -{- 
(F(II) 
where 2<L<4, H>4 and F(+; is the L-th-order flux which includes a rigorously 
derived limiter qJ. Here qJ is an empirical flux limiter which is unity in smooth regions 
and makes the flux (5.69) H-th-order accurate. In regions of high gradients 4j is zero, 
which means that the flux (5.69) reduces to the L-th-order scheme with an appropriate 
limiter. 
In order to determine Oj* we need first to define the locally smooth regions for flux (5.69). 
We utilize the information provided by the L-th-order TVD method. For example the 
third-order method with FD3A limiter function (Fig. 6.9), the smooth region is given by 
equation (5.56), that is 
77(2 - Icl) < B, <6- 17(2 - 
Icl) 
6- r7(1 + Icl) - -7 - TO + ICI) 
To validate the empirical approach of (5.69) for high-order methods 
F 1. =F 
(3) 
,+ 
(F'(: )4 
- F. 70) 1+ý /) 
(5 
is considered. (L = 3, H=4 in equation (5.69)). The results of the scheme can be 
compared directly with those of the fourth-order TVD schemes of the previous section. 
Since the flux (5.70) involves three intercell boundaries (j - 2, j+2, j+2 locally smooth 
regions for the flux (5.70) means that in all of these cells the flow parameters 0 must be 
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indicative of smooth flows. Therefore the empirical flux limiter Oj is determined by 
2- c< el < 6- 2- c 
=1i 6-n(1+ cI) -- +ý(1+ c) (5.71) if 17 22 
6-n 1+lc) - 
e. 7 - 
6n 
l+ cl) 
ýJ =0 otherwise (5.72) 
where DU. 
Oil - 
ou for c>0 2_ . t+ B AU +j 
B'- _+ 
(5.73) 
DÜ for c<0 
0,2 _ j+ 
Figures 5.20 and 5.21 show comparisons between the exact solution (line) and the numer- 
ical results (symbol) obtained by the empirical TVD version of the fourth-order scheme 
with flux (5.70) after 50 and 1000 time steps respectively. It is instructive to compare these 
results with those obtained by the rigorous TVD fourth-order schemes of figures 5.16 to 
5.17 (obtained with FD4A limiter function) and figures 5.18 to 5.19 (obtained with FD4B 
limiter function). The TVD condition appears to be more restrictive on the fourth-order 
scheme than on the third-order scheme. The higher-order method has a wider stencil 
and thus has the potential for becoming first-order accurate (locally) more often than the 
lower-order scheme. 
The hybrid-limiting approach of equation (5.69) provides a satisfactory way of dealing 
with high-order schemes. The basic scheme FJ+ä is L-th-order accuracy in smooth parts 
and has a limiter function which is theoretically sound. The only empirical aspect comes in 
the choice of qj, but the approach suggested utilises the theory for the L-th-order scheme 
to detect smooth regions, in which ¢J is set to unity, giving in this way the H-th-order 
scheme. 
5.8 Summary 
Courant-number dependent TVD regions for second-, third- and fourth-order schemes 
have been theoretically established. Flux limiter functions have been proposed and tested 
via numerical experiments. For methods of H-th-order accuracy (H > 4) a semi-empirical 
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limiting procedure that appears to work well is proposed. Tests on the case II =4 give 
very satisfactory results. 
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Chapter 6 
Fully Discrete High Resolution 
Schemes for Hyperbolic 
Conservation Laws 
6.1 Introductory Remarks 
In previous chapters high-order conservative TVD schemes for a linear scalar hyperbolic 
conservation law are obtained. In this chapter a way to extend the previous work to a 
general system of conservation laws is discussed. 
For constant coefficient linear hyperbolic systems, the extension is straight forward. Re- 
call that the high-order schemes can accommodate arbitrary wave speeds, therefore can 
automatically deal with linear system of equations with eigenvalues of mixed sign. 
For nonlinear hyperbolic systems, however, the matrix of eigenvalues is not constant, 
which means that the numerical flux can not be defined directly. Hence the approach for 
linear systems is no longer holds when solving nonlinear systems. Godunov [27] provided a 
way of dealing with nonlinear systems. Rather than by diagonalizing the Jacobin matrix, 
Godunov's method employs the solutions of Riemann problems which can be computed 
exactly and give substantial information about the local characteristic structure. Since 
Godunov-type methods can be written in conservation form, the Godunov-type methods 
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are conservative schemes. On the other hand any conservative schemes can be viewed 
as Godunov-type methods with the interpretation that the Godunov's piecewise constant 
values at the cell interface xj+1/2 are the approximations of the cell averaged values in the 
conservative schemes. In this sense the high-order conservative schemes developed in pre- 
vious chapters are Godunov-type high-order schemes, therefore the high-order numerical 
fluxes could be defined by solving itiemann problems. 
In this chapter we first discuss extension of the high-order schemes to linear systems and 
then extend the discussion to nonlinear system of conservation laws. To illustrate the 
methodology second-, third- and fourth-order schemes for a system of equations are pre- 
sented. These schemes are validated by applications to the time-dependent Euler equations 
in one and two dimensions. 
The rest of the chapter is organized as follows: section 2 extends the schemes to linear 
systems; section 3 discusses nonlinear systems, typically the time dependent Euler equa- 
tions of Gas Dynamics and present second-, third- and fourth-order solutions to the Euler 
equations. Sections 4 reports the numerical experiments; section 5 is the summary. 
6 
6.2 Linear Hyperbolic Systems 
6.2.1 Introduction 
Since the solution structure of a linear system can be similiarly extended to that of a 
nonlinear system, it is worthwile to first study the solution of linear systems although the 
solution of linear systems can be solved directly. 
In this section we extend the scalar schemes (5.46), (5.52) and (5.61) to solve the NP 
problem for linear hyperbolic systems with constant coefficients 
Ut+AU., = 
U(x, 0) = Uo(x) 
(6.1) 
where U is a column vector of m conserved variables, and A is an m by m constant matrix. 
This is a system of conservation laws with the flux function F(U) = AU which is hyperbolic 
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if A is diagonalizable with real eigenvalues, i. e. the matrix A can be written as 
A= RAR-1 (6.2) 
where A= diag 
(A(l), \(2), ... , A(m)) is the diagonal matrix of eigenvalues of A and R= 
(rill, r(2), ..., r(m) 
) is the matrix of right eigenvectors of A. 
Equation (6.2) means AR = RA, that is 
Ar(P) = A(n)r(n), p=1,2, ..., m 
(6.3) 
The natural way to extend the scalar schemes to linear systems is obtained by essentially 
defining expressions for the flux differences OFj+1/2 = AIUU+1/2. This can be done by 
diagonalizing the system, solving local Riemann problems with left and right states Uj 
and Uj+i, i. e. 
U(x, 0) = 
Uil x<0 (6.4) 
Uf+1 x>0 
and letting 
ai+i/Z = RJ+1-1 /20Uj+1/z (6.5) 
here R, +1,2 is the matrix of right eigenvectors at the interface j+ 1/2, which for the linear 
constant coefficient case is of course constant; a1+1/2 is called the wave strength vector 
with components aj+1/2 (p = 1,2,. .. m) accross the p- th wave traveling at speed a(+1/2 
in the (j + 1/2) - th intercell. 
Then we have m 
DU? + _ a(P) r(p) 2 j+z j+z (6.6) 
p=1 
Since F(U) = AU, this leads to 
OFj+z =A AUj+,. 
m 
=F a(P) A r(P) 
p=1 
m 
E 
a(P) x(P) r(') (6.7) 
1+z J+ä j+2 
p=1 
The single jump OFi+1/2 =I aI DUJ+1/2 in the scalar schemes with the appropriate inter- 
pretation for tal is now substituted by a summation of jump (6.7), which gives a natural 
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extension to linear systems with constant coefficients. For example, considering the scalar 
first-order upwind scheme, the numerical flux of which can be written as 
Fj+? = 
1(Fi 
+ Fj+j) - 
I2ý 
DUB+z 
(6.8) 
By substituting 6.7 in to 6.8 the first-order upwind scheme for linear systems is 
Fj+2 = 
1(Fj 
+ Fj+i) -1 ýaýn)ll a(n)i r. 1 (6.9) +, +, +, 2 2_1 
P=1 
Next we discuss the extension of high-order schemes (5.46), (5.52) and (5.61). 
6.2.2 Second-order Scheme for Linear Systems 
The numerical flux of the second-order scheme for systems is now (refer to equations 
(5.46), (5.50) and (5.51)) 
m 
Fi+; 
2 
(FJ + Fj+1) 
2E 
l Aj+ zI aj+; r3 + 
p=1 z 
1m1 (P) 1 (Pý (P) (P) (P) 
Here 
(P) 
A(P) 
j+1/2 
k 
ý. i+1/Z _h 
is the Courant number for the characteristic wave speed A(P) . 
The FD2A limiter function applied to each wave p is now 
e(n) 1 Oj(p) = max 0 min 1, 
gy(p) , 
min 9(p), (p) 
J+1/2 +1/2 
and the FD2B limiter function is 
29ýn) 
ýýp) = max 0 min 19 
ý(-- 
min 
(o() 2 
+i/2 '11+i/z 
where 
O(P) = 
a'= 
aj+1/a 
0(p) = 
_+32 
(p) 
as+l/Z 
if C'P' i0 2 
if c'p' <0 +1/a 
(6.10) 
(6.11) 
(6.12) 
(6.13) 
(6.14) 
(6.15) 
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1%i)1/2 =1- 1'3(p+)1/21 for 0< Icj+1/2I 2 
ý(P) C(P) I or 
I< IM(P) Iý1 
(6.16) 
3+1/2 - jß-1/2 
for 
- 
3+1/2 
6.2.3 Third-order Scheme for Linear Systems 
The five-point, third-order scheme for linear systems is (refer to equations (5.52) and 
(5.56)) 
2ý 
«i+l rý+i Fj+L = 2(FJ + 
Fi+1) -m sss 
p=1 
+m 
[D(p) 
A TEj-Eý I j+2 
I 
jý-z 1+ 
p=1 
+D(P) 1. 
JA(P) 
1.1 a(P) 1 T(P) 1. 
ýýp) (6.17) 
j+L+ 
2 j+L+ 2 j-I-L-F 2j+L+ z 
where 
j+1/2 =6 Cj+1/2) (6.18) 
n(p) j+L+1/2 6 
(1- (Cj+L+x/2)2) (6.19) 
(p) 
_ 
(1-IC(P)L 
1 2I) 
B(P) 
PPPpZf00 
OL 
'1i+L+1/2 (Dj+L+1/2 Bj +D. 1+1/2) 
4p)=1 if 0L<0P)<eR il - 
(P) 
= 
1-lCcPL 
1 2I 
' (6.20) 
(P) R ý' 
113+L+1/2 (Dj+L+1/2 o(p +D+1/2) 
if 9>B 
; p)=o if o? )<o 
For the FD3A 
OL _ 
r; 
(++1/2 Dj+1/2 
6.21 
1- Cj+L+1/21 tlj+L+1/2 Dj+L+l/2 
() 
BR _1- 
ICj+L+1/2I 71j+L+1/2 Dj+l/2 
(p) (p) (6.22) ýj+L+1/2 D(P) 
and for the FD3B 
OL = 1.1 77 1/2 - 0.17 (6.23) 
OR = 2.78 1.4? lj 
(P) 
1/2 (6.24) 
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L=-1 if clp> >0 J+1/a 
L=1 if c3(+1/2<0 
6.2.4 Fourth-order Scheme for Linear Systems 
(6.25) 
Following the examples above, the scalar fourth-order scheme (refer to equations (5.61), 
(5.63) and (5.64)) can be extended to linear hyperbolic systems in the same manner as 
m 
_ 
(Pý (P) (P) 
n Fn Fj+? = 2( 
+ +1) 2 i+; i+7 i+ý 
P 
+ 
(i, 
P-1 
+Dj+M+ L 
where 
JAj+z I ac+? ri+z + Di+L+ý 1ýi+L+ý I a9+L+z TJ+L+L) ýÄjP) 
I ý3+M+z l a(P). i+m+' r *+m+1 
ý. 
7+M 
272 
Dj+L+1/2 =1 12 41 24IC? 
+L+1/2I 
- 2(Cj+L+1/2)Z ' 2I(cj+L+1/Z)3I 
Dj+1/2 =2-1 IC. 
ýi+1/2I + 
12 
1(C; +1/2)31 
Dj+M+1/2 - 12(c( i+1ºý+i/2)Z + 4101+M+1/21 2 24I(c. 
ýi+M+1/2)3 
The FD4 limiter functions are now 
0(P) _ 
(1-iC(P)L 12' 0, P) if 0< O(P) < 0L '7; +L+1/2 (Dý+L+i/z &) 3 +Dj+1/2-Dj+)M+i/2) t 
0(P) if OL < B(P) < OR 
(P) 
_ 
1-IC(p) j+L1 2I+n(P)L 12 
D(P)M 
1 2/ 
o (P) 
if O(P) ýR >'8 ' i+L+1/2 ýDj+L+1/2 Bar +Dj+i/s) 1 
q5 0 if BýP) or eý 
- 
(P) 0 
oj+M 
- ij M+1/2 ej+M 
Oj+M=1 
j+M=U 
for 0<9ý+MC 
p)1 n j+M+1 /2 
for 91+M > pT) - ý1ý+M+i1Z 
for 0 (r) =0 
For the FD4A limiter function we have 
BL _ 
77j+ +1/2 
(Dj+1/2 
- Dj+M+1/2) 
1- IC(p) j+L+1/21 '1. i+ +1/2 
Dj+L+1/2 
(6.26) 
(6.27) 
(6.28) 
(6.29) 
(6.30) 
(6.31) 
(6.32) 
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1- IC(P) -, 9(p) 
(D(P) 
- D(P) /0! 
(P)) 
OR _ 
j+L-ý1/2ý Tij+L+1/2 +1/2 j+M-ß-1/2 (6.33) 
Tij+L+1/2 Dj+L+1/2 
and the FD4B limiter function is obtained by setting 9. *(P) =1 in equation (6.30) and 
OL _ (P) qJ+1/2 (6.34) 
OR = 3.55 - 1.5 r1ý+1/2 (6.35) 
The upwind-downwind flow parameter is now 
(P) 
Ct 
e'(P) 
- 
i-1 2 
a 
if C1+1/2 >0 (6.36) 
i+3/2 
a 0; (P) _ 3/2 
a 
(P) if c(P) <0 (6.37) 
1/2 
, 
j- 
with with 
L=-1, M=1 if c(+l/2>0 
L=1, M= -1 if cý+l/2<0 
(6.38) 
6.3 Nonlinear Hyperbolic Systems 
In this section we discuss the extension of the high-order schemes to 2-dimensional non- 
linear systems of conservation laws, but the same ideals can be applied in 3-dimensions as 
well. 
6.3.1 The Euler Equations 
In 2-dimensions a system of conservation laws takes the form 
Ut+F(U),, +G(U)y =0 (6.39) 
where, U(x, t) is column vector of m conserved variables; F(U) and G(U) are vector- 
valued, physical flux function of m components in x and y directions respectively. 
The systems of equation (6.39) is assumed to be hyperbolic, that is all eigenvalues )t(1)(U), 
, \(2)(U),...,. 
\'n)(U) of any real linear combination of the rn by m Jacobian matrix 
aA(U) + QB(U) where 
A(U) = F'(U), B(U) = G'(U) (6.40) 
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are real for all U and there exists a complete set linearly independent corresponding right 
eigenvectors. 
The Euler equations are taken as a typical nonlinear system of conservation laws to develop 
the presentation on how to extend our schemes. 
The two dimensional Euler equations of Gas Dynamics are 
p pu pu 
z 
U, F(U) 
+P 
G(U) puv (6.41) 
pv Puv p2+ 
E u(E + p) v(E + p) 
p=('Y-1)E-2p(u2+v2)) (6.42) 
here p, u, v, pu, pv, p, and E are the density, x and y direction velocities, x and y 
direction momenta, pressure, and total energy respectively; the y is the ratio of specific 
heats. 
For the split one dimensional problem the eigenvalues of the Jocabean matrix F'(U) are 
P) =u -a, a(2) = a(3) = u, a(4) =u+a (6.43) 
The corresponding right eigenvectors are 
1101 
T(1) -u-a' r(2) -u r(s) _0 T(4) _u+a (6.44) 
vv1v 
h-ua 2(u2+v2) v h-}-ua 
where h is the specific enthalpy 
h- E+p 
p 
(6.45) 
The eigenvalues of the Jocabian matrix GA(U) has the same form but the roles of u and v 
are interchanged. 
6.3.2 Operator Splitting Approach 
In previous chapters we only considered the one-dimensional problem. However most 
practical problems are in two or three space dimensions. In this section we discuss a 
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way in which the one-dimensional methods and theory can be applied to problems in 
multi-dimensions. 
One popular approach to solve multi-dimensional problems is to apply the method of 
frectional steps or operator splitting [77]. In this approach the 2-D system (6.39) is split 
into two augmented one-dimensional systems, then the solution of (6.39) is obtained by 
solving the two 1-D problems sequencially as follows. 
We first solve 
Ut + F(U)x =0 (6.46) 
U(x, y, 0) = Uo(x, y) 
and the solution obtained is U*(x, y, t), then we solve 
Ut + G(U)y =0 (6.47) 
U(x, y) 0) = U` (x, y, t) 
and the solution obtained at this stage is the solution of (6.39). 
If we denote pth order accurate fully discrete 1-D numerical schemes developed in previous 
chapters as Lk and Lk over time step k in x- and y-directions, respectively, the operator 
splitting approach gives the following numerical method 
Un+l _ LkLkUn 
for the 2-D equation (6.39). 
(6.48) 
However it has been proved that scheme (6.48) has only first-order accuracy in time for 
the 2-D system (6.39), although Lk and Lk are pth order schemes in the original place. In 
[77] Strang introduced a new method called Strang splitting which increases the temporal 
accuracy to second-order and has the form 
Un+1 = Lk12LkLk12Un (6.49) 
In the following chapters the Strang splitting method will be used to deal with 2-D prob- 
lems. Therefore from now on we turn our attention to study one-dimensional nonlinear 
systems. 
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6.3.3 Godunov's Method 
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From the nature of nonlinear systems the eigenvalues are functions of the unknowns, which 
means that we can not explicitly define the intercell flux Fj+i, 2 as in the case of linear 
systems. To deal with the problem Godunov provided a way of utilising the solution of 
the Riemann problem. 
In Godunov's method Uj is used to denote a piecewise constant function v, (x, t) at time 
t on the grid cell X j-112 <x< xj+1/2. If we consider that Godunov's piecewise constant 
function ü(x, t) is an approximation to the cell average as defined in the conservative 
method (see equation 4.2), then there is no doubt that Godunov's method can be written 
in conservation form. Therefore the Godunov's numerical flux function is given by 
1 
F' i+; =- 
ftn+1 
oF 
(u(x1+i/2, t)) dt (6.50) 
Since is is constant along the line x= xj+112 over the time interval (tn, tn+l), the integral 
at the right hand side of equation (6.50) can be easily defined. 
Godunov used the solution of the local Riemann problem with left and right states UJ 
and Ujn+1 to calculate the values of R. Therefore the constant values depends only on the 
data UJ and UU+1. Thus the Godunov's flux (6.50) can be written as 
F +z L= F 
(u; 
+L(uy, Ur+1)) 
(6.51) 
Here u,! +2 
(Un, UU+1) are the cell interface values at xj+l/z. However Godunov's method 
is only first-order accurate. To obtain higher-order accuracy, more grid points are needed, 
which results in more interface valves u! 
., +m+I 
involving in the high-order numerical fluxes 
F+ý=F (uj*+m+ 
1(U. 
i+m 
, 
U7+m+1 )) 6.52) 
where m=0, ±1, ±2.... are integers according to a specific scheme. 
For example the 4th-order scheme (6.26) has flux 
+z 
F 
(u3! 
_, t(UJ i, 
Uj )sui+I(U. i )U. i+i), ui+; (Uä+1iU. i+z (6.53) 
There are essentially two ways of obtaining the values of u*, therefore, the intercell flux 
Fj+112 utilising a Riemann problem solution. One way is to obtain the flux function 
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directly. For nonlinear systems this is always an approximate procedure. We called this 
the flux Riemann problem approach (Flux ßiemann Solver). Another way is to find the 
solution of the Riemann problem for the state variables u* and then the intercell flux can 
be obtained by evaluating the physical flux function, i. e. FF+1/2 = F(u*). The solution 
u* can be approximate or exact. We call this the state Riemann problem approach (State 
R, iemann Solver). 
6.3.4 Flux Riemann Solvers 
A possible strategy for solving systems of nonlinear conservation laws is to linearize the 
nonlinear system of equations (6.39) locally at each cell interface by defining an approxi- 
mate solution to the cell average ü and then implement the methods of section 6.2 using 
the linearized systems 
Ut+ A Ux =0 (6.54) 
Here A is a linearized constant matrix depending only on the local data U? and Uj+1, 
that is A= A(U7 , Ujn+1). 
Popular examples of this approach are Roe's Riemann solver [31] and Osher's Riemann 
solver [34]. Roe's matrix A(UJ , Uy+1) is assumed to satisfy the following properties: (i) 
A iU3+112 = OF; +1/2i (ii) A is diagonalizable with real eigenvalues; (iii) A --+ f'(U) 
smoothly as U", Uy+1 --> U. Denoting the Roe eigenvalues, eigenvectors and wave strength 
as aý+112, rý 
1 
/Z and a? 112 
(p = 1,2,.. ., m) then applying the high-order schemes of 
section 6.2 we solve the original nonlinear systems in a straight-forward manner. 
The Roe eigenvalues and eigenvectors are evaluated at the average state U which for the 
one-dimensional case takes the following form 
I 1/2 1/2 1/2 1/2 1 _ (Pi U, + Pi +iui+i)/(P,; + Pý+) P= (Pap +l) /2 ]b = 1/2h + 1/2 h )/ 1/2 1/2 1-2 12 (6.55) (P> > P. i+i+i ýPj + Pi+i)ý _ ((7 -1)(h - Zu )) l 
The average wave strengths ä(p) are determined by 
ý(1) = 24704P - pä16 u) 
a(2) = Ap - -°-a (6.56) 
Zi(3) = H7(4 + päDu) 
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here 
AP= Pj+i - Pi, Du = ui+l - UI, Op = Pi+l - Pl (6.57) 
However it is well known that Roe's Riemann solver under some circumstances can admite 
non-physical solutions, such as expansion shocks and negative densities. The cure for the 
first failure will be discussed in section 6.3.6. The second failure afflicts all linearized 
Riemann solvers. Possible cures to this difficulty were studied by Einfeldt et al. in [61]. 
A different approach to avoid compromising accuracy and robustness when using approx- 
imate Riemann solvers was proposed by Toro [32]. Ile proposed a hybrid approach in 
which a very simple linearised solver and an exact R. iemann solver are used adaptively. 
6.3.5 State Riemann Solvers 
These solvers include exact solvers and hybrid solvers which solve the Riemann problem 
for the state variables. Taking Toro's hybrid solver [32] for example. The hybrid solver 
includes a linearized solver and an exact solver which are used adaptively. The switch 
between the two solvers is governed by a simple mechanism. Applications of the solver 
shows that about 98 percent of all Riemann problems are solved by the fast linearized 
solver and in the rest of cases the exact solver takes over. The structure of the solution of 
the R. iemann problem contains two intermediate regions between the two nonlinear waves. 
They are separated by the contact wave and the notation qL and qR is used for quantities 
to the left and right of the contact respectively. 
The star values obtained locally by the linearized solver in one dimension has the following 
form 
u* = ä(u, `F u1+1) - (P. i+l - p1)/2PZi 
p* = Z(P. i +P2+i) - 2Pd(ui+1 - tii) (6.58) 
PL=P. i+(uj-u*)P/d 
A= P3+i + (u* - uj+i)P/zi 
where 1 
P= 2(Pj + P1+i), ý= 
2(a5 
+ aj+i) (6.59) 
are the average values of the desity and sound speed. 
Once the star values at each cell interface are calculated the flux jump O' -/2 for each 
wave can be easily defined. Then applying the high-order schemes of section 6.2 we can 
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solve the nonlinear systems to high-order of accuracy. Note that in this approach the flux 
jump OFD+112 in the high order schemes is constructed directly. 
6.3.6 The Entropy Condition 
So far we have not said anything about the entropy condition of the high-order solutions. 
As discussed in section 4.4, to obtain a physically acceptable right weak solution the high- 
order conservative schemes for systems must be consistent with the entropy inequality 
(4.43). It has been proved that the Godunov's method satisfies the entropy function as long 
as the Itiemann solution used is entropy-satisfying [62]. The proof also can be found in [18]. 
Because the high-order conservative schemes developed in section 6.2 are Godunov-type 
high-order schemes, which means that provided we apply a entropy-satisfying Itiemann 
solver, then the weak solutions obtained by the high-order schemes will satisfy the entropy 
condition. 
It is well known that under some circumstances Roe's Riemann solver can admite non- 
physical solutions, i. e. expansion shocks. The failure is due to the fact that Roe's Riemann 
solver does not satisfy an entropy condition [56]. To remedy this a sonic fix is required. 
There are several entropy fixes for the Flux R. iemann Solvers in the literature. In this 
chapter the one introduced by Harten and Hyman [60] is applied. 
6.4 Numerical Experiments 
In this section numerical experiments with fully discrete second-order scheme (6.10), third- 
order scheme (6.17) and fourth-order scheme (6.26) are reported. The test problems are 
considered here as the follows: 
6.4.1 Sonic Test Problem 
Here a sonic test problem with initial data 
(p, u, p) = (1,0.75,1) 0<x<0.5 (6.60) (p, u, p) = (0.125,0,0.1) 0.5 <x<1.0 
100 Fully Discrete high Resolution Schemes 
is chosen. This problem is a modification of Sod's problem and designed to produce a 
left sonic rarefaction about x=0.5. Therefore it is a good problem to test the entropy- 
satifying property of a numerical scheme. Figure 1 and 2 show the performance of these 
schemes. The computational domain is devided by 100 computational cells. The Courant 
number used is 0.8. The solid line is the exact solution and the symbol is the numerical 
result. Figures 6.1 (a) (b) and (c) show the results obtained by the second-, third- and 
fourth-order schemes respectively with Roe's solver without entropy fix. As clearly shown 
the second-order scheme (a) automatically satisfies the entropy condition, whereas the 
solutions of the third- and fourth-order schemes (b) and (c) contain a rarefaction shock 
which is unphysical. Figure 6.2 shows the corresponding results obtained with Harten and 
Hyman's entropy fix [60]. The entropy-satisfying condition of the third- and fourth-order 
schemes is obviously improved. 
6.4.2 Sod's Problem 
The Sod's problem [63] is one of the most popular test problems for numerical schemes. 
Therefore this problem is chosen to test all of our limiters presented in the previous 
sections. Sod's problem consists of initial data: 
(p, u, p) = (1,0,1) 0<x<0.5 (6.61) 1 (p, u, p) = (0.125,0,0.1) 0.5 <x<1.0 
Figures 6.3 to 6.8 show the comparison between the computed results (symbol) and the 
exact solution (line) with Roe's Riemann solver at time 0.2 units. Again 100 cells and 0.8 
for the Courant number were used. Figure 6.3 shows the performance of the second-order 
scheme with the FD2A limiter. As seen in the figure the numerical results look satisfactory 
in the smooth parts. The shocks are captured with 2-3 interior points but the contact 
discontinuities are smeared with 4-5 points. There are no overshoots or undershoots. 
Figure 6.4 shows the results of the second-order scheme with the FD2B limiter. Com- 
paring with the results obtained by the FD2A (see Fig. 6.3) the FD2B has an obvious 
improvement of capturing the contact with 2-3 points, however there are overshoots and 
undershoots especially in the specific internal energy plot (d). 
Figure 6.5 shows the results obtained by the third-order scheme with the FD3A limiter. 
The results look satisfactory for both smooth parts and shocks. But the contact has 4-5 
points and there is a very little overshoot in the internal energy (d). 
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Figure 6.6 shows the performance of the third-order scheme with the FD3B limiter. Except 
for a little overshoot and undershoot the results of the limiter are satisfactory. Both shocks 
and contacts are captured with only 2 points. The overall performance of the third-order 
scheme is superior to that of the second-order scheme (compare Fig. 6.5 and 6.6 with Fig. 
6.3 and 6.4). 
Figure 6.7 shows the numerical results of the fourth-order scheme with the FD4A limiter. 
The smooth part of the solution is satisfactory; shocks are captured with 3 points and 
the contacts with 5 points. Very small oscillations can be seen. However, it is generally 
accepted that designing proper dissipation procedure for high-order methods is a very 
difficulty tasks. I am satisfied with the performance observed. 
Figure 6.8 shows the solution of the fourth-order scheme with the FD4B limiter. The 
results are superior to that obtained by the FD4A limiter (see Fig. 6.7). Both shocks and 
contacts are presented with 3-5 points. Also the FD4B limiter is simpler than the FD4A. 
The overall performance of the fourth-order scheme is better than that of the third-order 
scheme (compare Fig. 6.7 and 6.8 with Fig. 6.5 and 6.6). 
6.4.3 Blast-wave Problem 
The one-dimensional blast-wave problem introduced by Woodward and Collela [64] in- 
volves multiple interactions of strong shocks and rarefactions with each other and with 
contact discontinuities. This problem is extremely difficult to solve on a uniform Eulerian 
grid, therefore a good problem to test the robustness of numerical schemes. This problem 
has initial data: 
(p, u, p) = (1,0,1000) 0<x<0.1 
(p, u, p) = (1,0,0.1) 0.1 <x<0.9 (6.62) 
(p, u, p) = (1,0,100) 0.9 <x<1.0 
The initial condition consists of three constant stats of a gamma-law gas, with 7=1.4, 
which is at rest between reflecting walls separated by a distance of unity. The density is 
everywhere unity, while in the far left tenth volume the pressure is 1000, in the far right 
tenth it is 100, and in between it is 0.1. Two strong blast waves develop and collide, 
producing a new contect discontinuity. Although there is no exact solution for this test 
problem there are several good numerical results available. 
The computational domain is discretized with 3000 cells. The Courant number used is 0.8. 
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A hybrid scheme involving Roe's solver and an exact solver used adaptively is applied. 
The second-order scheme with the FD2B, third-order with the FD3B and fourth-order 
with the FD4B are chosen to test the robustness of the high-order schemes. Figure 6.9 to 
6.11 show the numerical results at time 0.028. The results show that schemes reproduce 
accurately the known features of the solution. 
6.4.4 Shock Reflection Problem 
To illustrate the capability of the schemes to solve multi-dimensional problems, solutions 
to the time dependent, two-dimensional, Euler equations that simulate the flow that results 
from the reflection of shock wave. The behaviour of shock wave reflection has studied by 
researchers for many years [64] [65] [66]. Four types of reflection are identified: regular 
reflection (r. r); single Mach reflection (s. M. r); complex Mach reflection (c. M. r) and double 
Mach reflection (d. M. r) (see figure 6.12). The type of reflection depends on 1. the Mach 
number of the incident shock; 2. the angle of the wedge and 3. the ratio of the specific 
heats for the fluid. 
The first reflection problem is to capture a single Mach reflection of plane shock at Mach 
number 1.7 from a wedge at an angle of 25 degree to the incident flow. The solution to 
the problem is well studied experimentally in the Shock Wave Research Center, Tohoku 
University, Japan. Therefore the numerical solutions to the problem have a sound basis 
to compare with. Figure 6.13 shows a comparison between the numerical solutions of 
the problem obtained by second-order with the FD2A limiter function (a), third-order 
with the FD3A limiter function (b), fourth-order with the FD4A limiter function (c) and 
the experimental result (d) (Courtesy of Professor K. Takayama, Shock Wave Research 
Center, Tohoku University, Sendai, Japan). These results show a good agreement between 
the numerical and the experimental results. 
The second reflection problem is the present benchmark test problem initiated by the In- 
stitute of Fluid Science, Tohok1t University, Japan. The benchmark problem is to simulate 
the process of reflection of a planar shock wave propagating in air from two wedges. The 
Mach number of the incident shock is 2.0, and the wedge angle is 46 degree in one case 
and 49 degree in the other. These combinations of incident Mach number and wedge an- 
gles result in reflections which are near transition from complex Mach reflection to double 
Mach reflection. Since accurately defining the starting transition point between reflections 
has a important interesting in practice, the benchmark problem is designed to compare 
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results provided by different numerical schemes with experimentally obtained isopycnics. 
The benchmark problem requires 1. the computational domain is 1x1 square; 2. the 
wedge corner is located at 0.25, and the simulation continued until the position of the 
incident shock is approximately 0.1 from the boundary towards which it is moving; 3. an 
Eulerian scheme is used on a 256 x 256 non-adaptive grid; 4. the initial condition is that 
the undisturbed air is at approximately 30 KPa and 300 K. 
Figures 6.14 and 6.15 show the computed results of the benchmark problem using the same 
numerical schemes as the first problem. Refering to (c) and (d) in figure 6.12 the computed 
results in figures 6.14 and 6.15 indicate that the transition is just started between c. M. r 
and d. M. r. As one can see that the top few lines in the figures actually represents the 
very begining of the double Mach reflection. The results in figure 6.15 is more evident 
than that in figure 6.14. For example in figure 6.15 the second-order scheme only presents 
one line d. M. r at the stage (see (a) in the figure), the third-order scheme, however, gives 
two lines d. M. r (see (b) in the figure), while the fourth-order scheme obtains three lines 
d. M. r (see (c) in the figure). This clearly shows that the evidence of the transition is most 
noticeable computed by the fourth-order scheme (c). It also indicates that the third-order 
scheme (b) has better results than the second-order scheme (a). 
6.5 Summary 
In this chapter the way to extend scalar fully discrete high-order schemes to systems 
of conservation laws is discussed. Second-, third-, and fourth-order TVD schemes for 
nonlinear systems are presented. These schemes are tested and validated by solving the 
one and two dimensional Euler equations of Gas Dynamics for some well known test 
problems and a benchmark test problem. The computation was carried out using two 
different kinds of approximate Riemann solvers which satisfy the entropy condition. The 
numerical solutions show that these high resolution schemes can give very satisfactory 
performance. 
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Figure 6.3: Sod's Problem by the Second-order Scheme with the FD2A Limiter Function: 
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Figure 6.4: Sod's Problem by the Second-order Scheme with the FD2B Limiter Function: 
(a) Density, (b) Pressure, (c) Velocity, (d) Specific Internal Energy 
0.0 02 0.4 0.6 0.8 1.0 
(b) 
0.0 02 0.4 0.6 0.8 1.0 
(a) 
000.2 0.4 0.6 0.8 1.0 
(c) 
0.0 02 04 0.6 0.8 1.0 
(d) 
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Figure 6.5: Sod's Problem by the Third-order Scheme with the FD3A Limiter Function: 
(a) Density, (b) Pressure, (c) Velocity, (d) Specific Internal Energy 
0.0 0.2 0.4 0.6 0.8 1.0 
(a) 
0.0 02 0.4 0.6 0.8 1.0 
(b) 
00 02 0.4 0.6 0.6 1.0 
(c) 
0.0 0.2 0.4 0.6 0.8 1.0 
(d) 
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Figure 6.6: Sod's Problem by the Third-order Scheme with the FD3B Limiter Function: 
(a) Density, (b) Pressure, (c) Velocity, (d) Specific Internal Energy 
0.0 02 0.4 0.6 0.8 t. 0 
(a) 
0.0 02 0.4 0.6 0.8 1.0 
(b) 
0.0 02 0.4 0.6 0.8 1.0 
(c) 
0.0 0.2 0.4 0.6 0.8 1.0 
(d) 
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Figure 6.7: Sod's Problem by the Fourth-order Scheme with the FD4A Limiter Function: 
(a) Density, (b) Pressure, (c) Velocity, (d) Specific Internal Energy 
00 02 0.4 0.6 0.8 1.0 
(a) 
0.0 02 0.4 0.6 0.6 1.0 
(b) 
0.0 0.2 0.4 0.6 0.8 1.0 
(C) 
0.0 02 0.4 0.6 0.8 1.0 
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Figure 6.8: Sod's Problem by the Fourth-order Scheme with the FD4B Limiter Function: 
(a) Density, (b) Pressure, (c) Velocity, (d) Specific Internal Energy 
0.0 02 0.4 0.6 0.6 1.0 
(b) 
0.0 02 0.4 0.6 0.8 1.0 
(a) 
0.0 01 0.4 0.6 0.8 1.0 
(c) 
0.0 02 0.4 0.6 0.8 1.0 
(d) 
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Figure 6.9: Blast-wave Problem by the Second-order Scheme with the FD2B Limiter 
Function 
Co 
. 
02 0.4 0.8 081.0 
DENSITY 
0.0 02 0.4 0.6 0.6 1.0 
PRESURE 
0.0 02 0.4 0.6 0.6 1.0 
VELOCITY 
0.0 0.2 0.4 0.6 0.6 1.0 
ENERGY 
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Figure 6.10: Blast-wave Problem by the Third-order Scheme with the FD3B Limiter 
Function 
0.0 0.2 0.4 0.6 o. 0 1.0 
DENSITY 
00 0.2 0.4 06 0.6 1.0 
PRESURE 
0.0 02 0.4 06 0.8 to 
VELOCITY 
0.0 0.2 0.4 0.6 0.6 1.0 
ENERGY 
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Figure 6.11: Blast-wave Problem by the Fourth-order Scheme with the FD4B Limiter 
Function 
00 0.2 0.4 0.6 0.8 1.0 
DENSITY 
00 0.2 0.4 0.6 0.8 1.0 
PRESURE 
0.0 0.2 0.4 0.6 0.8 1.0 
VELOCITY 
0.0 0.2 0.4 0.6 0.8 1.0 
ENERGY 
' ýý 
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(b) 
(d) 
Figure 6.13: Shock Reflection over 25 Degree Wedge: (a) Computed Result by the Second- 
order Scheme with the FD2A Limiter Function, (b) Computed Result by the Third-order 
Scheme with the FD3A Limiter Function, (c) Computed Result by the Fourth-order 
Scheme with the FD4A Limiter function, (d) The Experimental Result 
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Mach 2 shock 2nd-oraer vuzö, 255)¢55 gna, ae 
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Mach 2 shock, 3rd-order FD39,256i¢56 yna, ors 
(b) 
Figure 6.14: Shock Reflection over 46 Degree Wedge: (a) Computed Result by the Second- 
order Scheme with the FD2A Limiter Function, (b) Computed Result by the Third-order 
Scheme with the FD3A Limiter Function, (c) Computed Result by the Fourth-order 
Scheme with the FD4A Limiter Function 
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Math 2 shock 2nd-order FD29,256x256 gf0,49 degree 
(a) 
Macn z FIwcG 
(c) 
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Macn z $I OCI(. 71C-0f00r P-uJU. w5b IS6 ona. 4 
(b) 
Figure 6.15: Shock Reflection over 49 Degree Wedge: (a) Computed Result by the Second- 
order Scheme with the FD2A Limiter Function, (b) Computed Result by the Third-order 
Scheme with the FD3A Limiter Function, (c) Computed Result by the Fourth-order 
Scheme with the FD4A Limiter Function 
Chapter 7 
Fully Discrete Arbitrary-order 
Schemes for a Model 
Advection-diffusion Equation 
7.1 Introductory Remarks 
So far we have discussed high resolution schemes for hyperbolic conservation laws. However 
most real problems in Fluid Dynamics are viscous flows, which require the solutions of 
the Navier-Stokes equations. From this chapter on we begin discussing viscous flows. As 
before let us start with the study of a model equation. 
The model equation for the Navier-Stokes (N-S) equations adopted here is the one- 
dimensional scalar advection-diffusion (A-D) equation. The importance of numerical so- 
lutions for the model A-D equation to N-S equations is analogous to that of the model 
advection equation to the Euler equations. The scalar advection-diffusion equation is also 
a real model of many true physical phenomena. These phenomena include, for example, 
particle, momentum, and thermal energy convection and diffusion in gases and liquids. 
For the compressible N-S equations, there is an increasing tendency to apply the robust 
upwind hyperbolic schemes to solve the advection part of the Navier-Stokes equations. 
However using the flux limiters which are specifically designed for inviscid flows does 
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not necessarily give satisfactory solutions for viscous flows. Hence viscous problems need 
viscous flux limiters. These limiters can only be obtained from studying the viscous 
numerical schemes generated from the model advection-diffusion equation. 
In this chapter a fully discrete methodology is investigated for a scalar A-D equation and 
establish a formula from which two-level, explicit, fully discrete, arbitrary-order numerical 
schemes can be derived. Some high-order schemes are constructed and tested via numer- 
ical experiments. The resulting schemes are expressed in a conservative form, i. e. in a 
numerical flux function. 
The structure of the chapter can be outlined as follows: section 2 establishes a for- 
mula defining fully discrete arbitrary-order 2-level explicit numerical schemes for a linear 
scalar advection-diffusion equation; in section 3 we apply the technique to construct some 
high-order conservative numerical schemes and analyse linear stability conditions of these 
schemes; section 4 presents numerical experiments for these high-order schemes; section 5 
gives a brief summary. 
7.2 Full Discretization of the Model Equation 
We consider the initial value problem (IVP) for one dimensional linear scalar advection- 
diffusion partial differential equation (PDE), namely 
ut + au, = µu (-oo <x< oo, t> 0) (7.1) 
u(x, 0) = uo(x) 
here a is a constant wave propagation speed and µ is a diffusion coefficient. 
In this section a fully discrete technique for the model equation is investigated. The fully 
discrete approach is based on Taylor series expansion in both space and time in a single 
stage. 
Theorem 4 The fully discrete formula from which a two-level fully discrete explicit m-th 
order accurate finite difference method can be derived for the model advection-diffusion 
equation, ut + aux = µuxc, is defined as 
P 
ß-1 
_ 
UJn =L BA;, U. i+k4 (7.2) 
a=1 
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where a is the grid point number; p is the number of grid points used, P= 2m + 1; m is 
the order of accuracy in time; Bka are constant coefficients determined by 
Bka=O =1-E1 a ka O 
Bka 
Bkl k1 k2 
Bk2 k12 kz 
Bk kin k2 
Bhin kiri` k2"` 
(ka # 0) 
Here we define 
-1 - "" 
k2m c 
k2 Re C -i- C2 2m 
"g 
-1 2' nI Re -2c 
"" 
k2m ýs=ry 
(2i)! z -s 
"" 
k2m m -1 2' 2m I Re`-m c`+'^ 2m {='r 2i . m-t . 
o! =1 
7= 2 for n=1,3,5,... < 2m- 1 
y=0 forn=2,4,6,... <2m 
c is the Courant number 
Re is the cell Reynolds number 
_ 
aLt 
C Ox 
Re =c= 
a0x 
dµ 
and d is the diffusion number given by 
Proof 
d_ µ0t 
(&)2 
(7.3) 
(7.4) 
(7.5) 
(7.6) 
(7.7) 
(7.8) 
We first analyse the local truncation error of equation (7.2) by Taylor series expansion of 
both sides of the equation. This can be written as: 
E(x, t) = u(x, t) +> 
(ý 
-)n utn +0 ((Qt)m+ll 
n_1 / 
_> Bka u(xI t) +E 
(kan! 
uxn +0 (()m41) (7.9) 
a=1 n=1 
7b. 
where m is the order of accuracy of the scheme, 1<m< 00; Utn = ätn I txn = ayanu n 
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Manipulating equation (7.1) we have: 
n 
Utn => A(c, d)uxn+i (7.10) 
i-0 
here A(c, d) are constant coefficients that depent on the Courant number c and diffusion 
number d: 
A(c, d) = 
n! (nc) 
i)! 
df ý0 x)n+i (7.11) 
Substituting (7.10) into (7.9) gives 
Pmn r-C)n-' df /Qx)ln+i 
E(x, t) = 1- E BkQ +EE\J (n - Z)l! t! 
Uxn+i 
a=1 n=1 i=0 
m (kaLX)n 
- Bkn! uxn -{- O 
((%)m+1, (S)2m+1) (7.12) 
a=1, kp: A0 
Note that the order of the truncation error in equation (7.12) is now m+1 in time and 
2m +1 in space. Obviously the relationship between m and p is: 
p=2m+1 (7.13) 
which means that only odd number point schemes can increase the temperal order of 
accuracy. 
Incorporating the right side of equation (7.12), rearranging it, finally in order to obtain 
m- th order accuracy in time it is sufficient to require that 
2m 
Bka=o = 1- E Bka (7.14) 
a=1, kag O 
2m '-` 2 n! (-C)2i d2 -i 
. a#o 
k«BkQ = 
(2i)! (2 - i)! 
(7.15) 
a. l k 
n=1,2,.... 2m 
here we define 0! =1 and 
ry=1 forn=1,3,5.... <2m-1 
1 7=0 for n=2,4,6,... <2m 
From equation (7.7) we have 
d= Re-lc (7.16) 
f 
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Inserting equation (7.16) into equation (7.15) gives 
Bka=O =1- L#a 1, ka#0 
Bka 
Elm kn,, =? -1 
2ý n! Re' 2c+2 (7 17) 
a=1, kQ, O a ku s=ry (2i)! (lk-i)! 
n=1,2,..., 2m 
Equation (7.17) can be transformed into the alternative forms 
2m Bka=0 =1 -Ea=1, ka, &0 
Bk« 
k1Bkl + k2Bk2 + ... + k2mBk2m = -C 
ki Bkl k2 Bk2 + .... }. k2mBkzm = 
Re C 'i" C2 
a 
-1 2i n! Re'- c'+f (7.18) ki Bkl + k2 Bk2 + ... + k2mBk2m _ ý: i_ry (2i)! z -i)! 
2m 2m 2m m (-1)2* (2m)! Re'-"` ci+m ]Cl Bkl + %2 Bkz -F ... %g2in k2m - 
Ei=7 
(2i)! m-s ! 
(ka 96 0) 
or 
Bka=o =1- Ea2m=1, kQ, 60 Bka 
Bkl k1 k2 ... k2m 
-1 -C 
Bk2 k1 k2 ... k2m 
22 
Re c+C 
k1 k2 
... 
Bk k2 
" 
-` -12in! Re`-'c`+' 
(7.19) 
 m ry (2i)! 2 -i)! 
B k2m k2m 
:.. 
k2m 12 
k2m 
2m 
(-1)2i (2m)! Re`-In ci+m 
(ka 0) 
which is the formula (7.3) and establishes the theorem. 
For a temporal m- th order numerical method, according to equation (7.13), p coefficients 
Bka (a = 1,2, """, p) are needed in equation (7.2). Equations (7.18) or (7.19), having 
p= 2m +1 equations, are therefore closed so that arbitrary-order numerical methods for 
the linear scalar equation (7.1) can be obtained. 
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7.3 Fully Discrete High-Order Schemes 
In this section we will use some examples to illustrate how to apply the formulae to derive 
high-order numerical schemes. We first derive non-conservative schemes, then present 
the corresponding conservative schemes, and finally conduct stability analysis for these 
schemes. 
7.3.1 
. illy 
Discrete Three-point Schemes 
From equation (7.13), three-point schemes are first-order in time and second-order in 
space, i. e. order (1,2). 
Space-Centered Scheme 
Let us denote the 3-point centered stencil scheme as Uý +1 =f (U? , Uý i, Uý+1). Here, 
kl = 0, k2 = -1, k3 =1 in equation (7.18). 
1. Non - conservative Form 
Applying equation (7.18) gives 
i. e. 
-B_1 + BI = -c 
B-1+Bi =1 c+c2 
Bo=1-B1-B_1 
Bo =1- 
Re C- C2 
B1 = Re 2 C+ 2c2 (7.20) 
B_1 = 
(1+ 1 
Me 
) C+ZC2 
Substituting equation (7.20) into equation (7.2) we have 
U! t+1 = 
(1_f. 
c_c2)u; +[(+_)c+c2]u; _j 
+1 (7.21) + 
[(-Re 
2) c+ 2c2] 
Un 
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Recall c= Re d, therefore equation(7.21) can also be expressed as: 
U, +1 = (1-2d-Re 2d 2)un + L(1 + ZRe) d+ 2Re2d2] Uý i 
+ 
[(1 
- 2Re)d + ZRe2d2J 
Uý+i (7.22) 
Note that as Reynold number approaches infinity, equation (7.21) reduces to Lax-Wendrof 
scheme in the hyperbolic case; on the other extreme, as Reynolds number becomes zero, 
equation (7.22) turns to the centered diffusion scheme for model difusion equation ut = 
vuzx. 
2. Conservative Form 
According to the theorem 2 introduced in chapter 4, the numerical flux of this scheme is 
defined as 
Fj+z 
2( +F+1) 
ý2ýDUj+L 
+jaj 
(2 
IReI 
I2I) 
AUj+l (7.23) 
22 
Note here, F is the local physical advection flux. 
3. Stability 
Applying the stability analysis technique developed in chapter 2 from equation (2.28) the 
amplification factor for the 3-point centered scheme A is defined as 
A=1-Re-2c2 (7.24) 
The amplifier factor A(c, Re) is not only a function of Courant number c, but also a 
function of cell Reynold number Re. We define an explicit stability function c<f (Re) as 
follows. 
For stability JAI < 1, equation (7.24) gives 
I1 c- 2c21 <1 (7.25) 
i. e. 
1- 
Re 
- 2c2 <1 (7.26) 
-2 c2 > -1 (7.27) 
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c>2 Re 
(7.28) 
Equation (7.28) indicates that c and Re have different sign. However, physically c and Re 
must keep the same sign. Therefore, solution of equation (7.28) is physically meaningless 
and we will not consider it. 
From equation (7.27), we have 
c -1 
+i+ Reg (7.29) 
Re 
-1- l+ Reg (7.30) c< Re 
Due to the same reason as equation (7.28) we discard equation (7.30). Considering Re 
can be both positive and negative, finally the stability condition is defined by 
1 -+R eg -1 ýcý 
-- IRel 
(7.31) 
here I Rel < oo, and correspondingly c is bounded by Icl < 1. 
Upwind Scheme 
We denote the scheme by U, +1 =f (UJ , Uj 1, Uj"-2) in the case of a>0 in equation (7.1). 
Here, ki = 0, k2 = -1, k3 = -2 in equation (7.18). 
1. Non - conservative Form 
Applying equation (7.18) gives 
I -B_1 - 2B_2 = -c 
B-1 + 4B-2 = -LC C+ C2 
Bo = 1- B-1 - B-2 
i. e. 
Bo = 1-I- 
(Me 
- 2) c -+ -2 
B_1 =2-2 C_ c2 (7.32) 
B-2 = 
Re 
-ZC -i- Z C2 
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Substitution of equation (7.32) into equation (7.2) we have 
U! t +i = 
[1+ 
\ 
Re 
-3Ic+2 c2] U; + 
[(2 
- 
Re) 
c- c2] Uý 1 
+f 
(Re 
-2j C+ 
! 
c2] UJ 2 (7.33) 2 
2. Conservative Form 
The numerical flux of the scheme is 
Fj+2 
(Re 
2+2)Fi_i-ý-j2-Re-2IFI 
(7.34) 
Note that the Fý = aUj is the numerical advection flux. 
For negtive speed a in equation (7.1) the corresponding three point scheme has flux 
Fi+; 
(: 
i ++ Fi+i -+ +2)Fi+2 (7.35) 
By unifying the two schemes we obtain a five-point method which can accommodate 
arbitrary wave speeds and has flux 
F; +l. = 21 (F; + I; +1) - 
ý2ý DU, +z + lal 
(1i 
- 
Re 
- 
ý2ý) I. U, +L+L (7.36) 
where 
U. i+L+; = Uj+L+l - Uj+L (7.37) 
L= -1 if a> O (7.38) 
L=1 if a<0 
3. Stability 
Applying equation (2.28) the amplification factor of the scheme (7.34) is defined as 
a=1+(- 
e-4)c+2c2 
(7.39) 
Therefore the stability condition of the scheme is defined by 
0: 5c<2 1- 
1 
(7.40) 
Re) 
Here, 1< Re < oo, and correspondingly 0<c<2. 
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The stability condition of the scheme (7.35) is: 
-2(1+Re) <c<0 (7.41) 
Here -oo < Re < -1, and c is bounded by -2 <c<0. 
The stability condition of the unified method (7.36) now is: 
lcl< 2 
(1- 
i) (7.42) lRe 
7.3.2 Fully Discrete Four-point Scheme 
We can derive four-point schemes in the same way as above. But four-point schemes can 
not improve the temporal accuracy of numerical solutions (see equation (7.13)), therefore 
four-point schemes have first-order accuracy in time and third-order accuracy in space, 
i. e. order (1,3). 
Upwind-biased Scheme 
The upwind-biased scheme is denoted as U! '+1 =f (U, , Ul U1+1, Uf+2). By repeating 
the same procedure as before, we have 
1. Non - conservative Form 
Uy +1 
(2 
- e2 
)c- 11-I" 
Re) c2 2 c31 
Un (7.43) 
L) 
c2 + 
IC3J 
Ur 1 + 
[(l 
3 Re + 
1) 
c -}- 
2+ 
_Re 6 
+ 
[(-ReL 
- 1) C+ 
(I2+ 
-RLe) C2 + 
12c3] 
Uj+j 
+ 
(1c 
6- 
Rec2 
- 
sc3) 
UU+2 (7.44) 
2. Conservative Form 
The numerical flux for the scheme is 
F= [++ -I- c -}- 
2Fa 
. +. 
5_ 1 1+ 2 
c_ 
c 2Fa 
+2 3 Re 2 Re 6i6 Re - 
C2 
Re) 3+1 
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2 
-6-Rec-6F; (7.45) 
Considering the opposite upwind-biased scheme (for wave speed a> 0), 
U, +1 =f (UJ , UJ 1, Uý 1, Uý 2) which 
has flux 
1c2 c1 5+ 1 /1 2\ c2 Fj+ý = -ýRe-6 ý'ý 1-I- 
[6Te--I-(2-Re1c- 
Fý 
2\/ 
- 
R-3 / 
--[2-Re)c- 
6 ý'i+i (7.46) 
By unifying the two previous schemes we obtain a five-point method which can accommo- 
dates wave speeds of positive and negative sign and has flux 
F. i+z = 2(l + ý+1) - 
la' 
DUB+, + [lalDoOUj+ä + IaID10UI+L+, ] (7.47) 
here 
with 
Do 
_1+ 
(Re 
2) 
idI +3 
Re (7.48) 
c Di 
-6 7re -6 
f L=-1 if c>0 L=1 if c<0 
3. Stability 
From equation (2.28) the amplification factor of the scheme can be written as 
cl3 (7.49) a=1- 
C3 
+ IReI I 
1cI + 
(flT 
- 2) c2 +4 
For stability we require I AI < 1. Since the explicit analytical solutin is very complicate, the 
stability condition of the scheme can be easily found by plotting equation (7.49) against 
different Re and c. 
7.3.3 Fully Discrete Five-point Scheme 
Five-point schemes are second-order in time and fourth-order in space, i. e. order (2,4). 
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Space-centered Scheme 
We denote the five-point centered scheme as Uý +1 =f (Uý z, Uj'! 1, UjTl , Un+1+ Un+z)" 
1. Non - conservative Form 
Uj +1 
[1 
2Rec+ 
(-Re2 
4) e2 + Ree3+1 4 c4] 
Uj 
+ 
[( 
12 12Re)e+ .L 
(2Re 
-I -L _I 24+2Re2)e2+( 2+2Re)e3+24e4, 
Uj 2 
+ 
K33Re)e+( 
3 We e4]U 1 g R 
)e3 
C2- 6+Ik 6 e e / \ 
+ 
[CM4 )e+( 
+ Un+1 g)eZ+ 
)e3 
e4 e Re Re 6 Re 6 ] 
+ 
1_ )C+ ( [ 1 
_11Z 
)e 
12 12Re 2Re2 24 2Re 
+ 
) 
e3 + 
( 
F e4, U; +2 (7.50) 2 Re 12 24 
2. Conservative Form 
The numerical flux of the scheme is 
+1) 
(Ft + 17 
lal, 
6, U Fj+ 
222 
+JaIDoDU1+1 + JaID_10U5+L+l + JaJD10Uj+M+ý (7.51) 
where 
D-1 
-2+ 12 Re 
+ 
(24 
2 Re ReF) 
ICI - 
(112- 
+2 
Re) ý2 
24 
Do=2-s7 ý"(R '2 ICI. ' R -F- 
jý (7.52) 
IDl - 12 Re 2 
(24 
+2 
Re 2Reý) 
Icl + 
(2 
2 Re) C2 
24 
and 
3. Stability 
f L=-1, M=1 if c>0 L=1, M=-1 if c<0 
The amplification factor of the scheme is: 
A= 1- 
Mee + 
(Re2 
3)C2+ Ree3 + 3e4 
(7.53) 
For stability we require JAI < 1. By plotting the function (7.53) the stability condition 
can be obtained. 
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7.4 Numerical Experiments 
In this section some numerical experiments are used to illustrate the performance of the 
fully discrete high-order numerical schemes. To this end a smooth initial condition is 
selected 
7r 
u(x, 0) = sin 2x (7.54) 
We are interested in evolving the solution for long times. The chosen computational 
domain is therefore large and varies according to the evolution time. We thus select a 
fixed mesh width Ox = 0.1 and a Courant number coefficient 0.7. Figure 6.1 shows 
the performance of different schemes. The lines presents the solutions of the 20-th order 
centered stencil scheme. Since the scheme hardly has any error at the shown time we take 
the solutions of the 20-th order method as the exact solutions. All of the solutions are 
obtained with Renold number Re = 100 (µ = 0.001). 
Figure 7.1 (a) shows a comparison between the numerical solution obtained by the three- 
point centered method (symbol) and the exact solution (line) after 800 time steps. The 
dispersive second-order spacial errors of the method are evident and result in a trailing 
numerical solution. Clearly three-point methods can be very inaccurate in modelling long 
time behaviour. 
Figure 7.1 (b) shows a comparison between the numerical solution obtained by the four- 
point method and the exact solution after 4000 time steps. Although the solution looks 
more acceptable than the three-point solution evolved for only 800 time steps, the numer- 
ical diffusion of the first-order in time and third-order in space produces the inaccuracy 
observed. 
Figure 7.1 (c) shows a comparison between the numerical solution obtained by the five- 
point centered method and the exact solution after 10000 time steps. The numerical solu- 
tion still looks accurate at the shown time. This indicates that the accuracy of numerical 
solutions is improved dramatically by changing from three-point to five-point methods. 
To summarize the situation figure 7.1 (d) shows the comparison of the three-point centered 
method (stars), the four-point method (crosses), the five-point centered method (boxes) 
and the very accurate (20-th order) solution (line) after 10000 time steps. The effects of 
dispersion and diffusion have made the solution of the three-point method meaningless. 
This justifies the necessity for higher-order numerical schemes for viscous problems which 
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involve long time evolution. 
7.5 Summary 
Fully Discrete High Resolution Schemes 
The fully discrete technique for the linear scalar advection-diffusion equation is estab- 
lished. Based on the technique the second-, third- and fourth-order, two-level, explicit, 
conservative numerical schemes are presented. The numerical experiments indicate that 
the three-point scheme is not good enough for long time evolution problems. In this case 
the higher-order schemes can give satisfactory solutions. 
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Chapter 8 
High-order Viscous Flux Limiters 
and TVD Schemes 
8.1 Introductory Remarks 
In the last decade the second-order, upwind, Riemann-based, shock-capturing schemes 
have been successfully applied to solve numerous hyperbolic problems. This popular ap- 
proach is currently extended to solve transonic and supersonic viscous flows. Recently, 
some researchers reported their results for solving compressible Navier-Stokes (N-S) equa- 
tions [67] [68]. They applied Riemann-problem based hyperbolic methods to deal with the 
convective part of the N-S equations and imposed a Total Variation Diminishing (TVD) 
property via the introduction of inviscid flux limiters. They found the solutions were 
different from what they expected. The failure may be due to the blind use of the invis- 
cid flux limiters. In [69] Toro investigated the problem and indicated that second-order 
inviscid limiters might introduce excessive numerical viscosities in the computed viscous 
solutions. Therefore he introduced second-order viscous flux limiters into the Weigthed 
Average Flux method [58]. 
Based on the high-order viscous schemes developed in last chapter in this chapter high- 
order viscous flux limiter functions are investigated. A rigorous viscous TVD analysis 
for the fully discrete high-order numerical schemes are carried out. Second-, third-, and 
fourth-order viscous flux limiter functions are presented. These limiter functions are tested 
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and the results are compared with those using inviscid flux limiter functions. The results 
indicate that for viscous problems the viscous flux limiter functions can give satisfactory 
solutions. Therefore for solving viscous flows these viscous limiter functions should re- 
place the inviscid limiter functions in the corresponding high-order hyperbolic schemes 
introduced in chapter 5 and 6. 
The structure of the chapter is outlined as follows: section 2 analyses second-order viscous 
TVD regions and flux limiter functions; section 3 analyses third-order viscous TVD regions 
and flux limiter functions; section 4 analyses fourth-order viscous TVD regions and flux 
limiter functions; section 5 gives the results of numerical tests on one-dimensional Navier- 
Stokes equations using second- and third-order viscous limiters; section 6 is the summary. 
8.2 Viscous Limiter Functions for Second-order Scheme 
The numerical flux with viscous limiter function for the space-centered second-order 
scheme can be written as (refer to equation (7.23) for unlimited case) 
Fj+? 
2(1` + 
l'j+, ) 
(2IDUj+L 
+ jai 
(-2 
lRel 
I2I) 
AUj+l c5 (8.1) 
22 
where ¢j is a viscous flux limiter function. 
Applying the TVD theory introduced in chapter 5, the viscous flux limiter functions are 
defined as 
29' 
(8.2) 
i7[1- 2/((1- tcI)IReI)] 
2 
(8) 
71[1- 2/((1- IcI)IReI)l .3 ý; ?0 (8.4) 
here rj is defined by equation (5.27) and O is defined by equations (5.23) and (5.24). 
The TVD region defined by the viscous limiter functions above is a function of Courant 
number c and cell Reynold number Re, i. e. Courant number and cell Reynold number 
dependent TVD region. In order to see the influence of individual factor c and Re on the 
viscous TVD regions, figure 8.1 (a) shows the viscous TVD regions against flow parameter 
Oj with different Reynold numbers at Courant number c=0.5. As showed in the figure 
when IRel = oo the TVD region reduces to the inviscid TVD region which apply to the 
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pure convective flows. As the cell Reynold number decreases the upper boundary of the 
viscous TVD region goes up, which means that less limiting or numerical viscosity needed. 
This conforms the physical meaning, that is, the viscous flux limiter functions (8.2) and 
(8.3) have already concerned the physical viscosities contained in the original model A-D 
equation, which play a part to restrain the oscillation. 
Figure 8.1 (b) shows the viscous TVD regions against flow parameter 0, with different 
Courant numbers at cell Reynold number Re = 100 which shows that for a given lRel the 
upper boundary of the TVD region reaches the maximum at Icl = 0.5. 
Analysing the viscous limiter functions we know that when the cell Reynold number sat- 
isfying 
IRej<_ 2 1 -IcI 
(8.5) 
the physical viscosity is large enough to prevent any oscillations. Therefore there is no 
need of limiter functions at all. Here we have the same coclusion as that of Toro [69]. 
Figure 8.2 illustrates the numerical results without limiters for Re = 20 (c = 0.9) (a) and 
Re =4 (c = 0.5) (b) after 25 time steps. The test problem has an initial discontinuity at 
x=0. A mesh width Ax = 0.05 and a wave speed a=1 are fixed in the test. Clearly, 
there are no visible oscillations in the figures. 
Based on the viscous flux limiter functions (8.2), (8.3) and (8.5) two viscous limiters are 
introduced as follows. 
8.2.1 FDV2A Limiter Function 
The FDV2A (Fully Discrete Viscous 2-order A) limiter is defined as 
Oi = max 0 
1(, 
min 1,20j 1- 2/((1- IcI)IReI)/ 
min 0 ", 
2 ll 
(8.6) 
1- 2/((1- IcI)IReI))I 
which is analogous to the inviscid SUPERBEE limiter for jRej = oo. 
Figure 8.3 shows the the comparison between the exact solution (line) and the numerical 
results (symbol) for the SUPERBEE ((a) and (b)) and the FDV2A ((c) and (d)) after 
1000 time steps. The cell Reynold number and Courant number used in the test are 100 
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and 0.8. As shown in the figures both of the limiters produce under-diffusive solutions 
which is typical for this kind of limiters. 
8.2.2 FDV2B Limiter function 
The FDV2B limiter function has the following form 
Oj max 
[o, 
min 
(1,77[1-2/((1j 
IcD)IReI)]l 
min 
(Os, 
rß[1- 2/((11- IcD)IReD)]/ 
8.7) 
which is analogous to the inviscid MINMOD limiter for IRel = oo. 
Figure 8.4 shows the performance of the MINMOD ((a) and (b)) and the FDV2B ((c) and 
(d)) after 1000 time steps. Clearly shown in the figures the MINMOD is too diffusive and 
the FDV2B gives satisfactory results. Therefore when dealing with viscous flows using 
second-order method the FDV2B limiter function is recommanded. 
For solving system of viscous equations the FDV2B limiter has the following form (refer 
to chapter 6) 
O( P) 
max 0, min 1,3 , (p), 
t[1- 2/((1- 
cp) 1 (8.8) min 0 
17; +, 
[1- 2((1- Ich ). I)IRe? +z I)) 
where c51112,83+112 and q 
+., 
are defined by equations (6.11), (6.14), (6.15) and (6.16); 
Re(+1/2 is determined by 
ý(P) h 
Re(n)t _ . 7+z j+2 µ, (P) (8.9) 
When dealing with viscous flows using the second-order scheme (6.10) the inviscid limiters 
FD2A or FD2B might be replaced by the FDV2B limiter. 
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8.3 Viscous Limiter functions for Third-order Scheme 
The numerical flux with viscous limiter function for third-order scheme has the following 
form (refer to equation (7.47) for unlimited case) 
Fj +z = 
2( 
+ +i) - 
ý2ýDU, 
+z -}- 
(laIDoiu5ý + lalD10UU+L+? ) oj (8.10) 
where the coefficients Do and Di are given by equation (7.48). 
The TVD function of the scheme is defined by 
Oj 
(1- IcI)9; 
(8.11) 
71(D, Oj + Do) 
1-Icl (8) , i7(Dlei + Do) . 12 
¢ý >0 (8.13) 
Figure 8.5 (a) shows TVD regions of this scheme with different cell Reynold numbers for 
Icl = 0.5. Figure 8.5 (b) gives TVD regions with different Courant numbers for IRel = 100. 
These figures have similar features to those of the second-order scheme. 
Based on the viscous TVD functions a viscous limiter called FDV3 (Fully Discrete Viscous 
3-order) has the following form 
j= -1 
D1e3+Do if 0<0 j< OL 
¢j =1 
1-Id 
if BL < 9j < OR 
if 0, > OR 
ij D1g; +Do 
; =0 if Oj<0 
where 
OL = 
qDo (8.15) 
1-Icl-r7Dl 
OR =1- 
Icl 77D0 (8.16) 
i]D1 
The shaded part in figure 8.5 (c) shows the FDV3 imiter for IRel = 100. The upper 
boundary of the shaded area represents (ci = 0.5 and the lower boundary of it represents 
Icl = 0. For other values of Icl the limiter varies in between. 
Figure 8.6 shows the performance of the limiter after 1000 time steps. (a) and (b) are the 
results for Courant number Icl = 0.5; (c) and (d) are the results for Icl = 0.8. The solid 
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line is the exact solution. Clearly shown in the figures the numerical results (symbol) are 
very accurate. 
For systems of viscous problems the FDV3 takes the form 
(1-IC(P) 
lI) 
B(P) 
J 
tt(P) D(P) O(P)+D(P) 
i+L++ý j+L+ > 
o(p) = i 
o(P) = 
j+L+ 
J 
17ýP) D(P) B(P)+D(P) 
7+L++ý (+L+ > >++ý 
oýP) =0 
Here rJý+1/Z is defined by equation (6.16) and 
if 0<0cP)<OL 
if 0L < 9(P) < OR 
if O(P) >o1 
if o" <o 
Di+z =gI 
(c. )2 
+ 
(1/IReiI 
2) Ie, +I 
I+3- 1/IRe(+L 
(P) 1 (P) (P) 
_ 
(P) 
j+L+z =6- ý+L+Ri+L+(cL+L)2 
(P) D(P) 
BL _ 
'7j+2 
1-F2 
(P) 
- 
(P) (P) 
1- Iýj-I-2I ý1j+2Dj+L+ 
(P) 
_ 
(P) (P) 
OR _ 
1- ýj+Z I 71j+2 Dj+2 
(P) D(P) 7'. i+a j+L+ 
(8.17) 
(8.18) 
(8.19) 
(8.20) 
(8.21) 
L=-1 if cJ+L>0 
(8.22) 
L=1 if c. <0 
1 
j+ 
21 
When solving viscous flows using the third-order scheme (6.17) the inviscid limiter function 
FD3 might be replaced by the FDV3 limiter function. 
8.4 Viscous Flux Limiter function for Fourth-order Scheme 
The numerical flux with viscous limiter function for the fourth-order scheme is (see equa- 
tion (7.51) for unlimited case) 
Fj+1- =2 
(Fi + `+1) 
I2I 
DUB+z 
z 
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+Ia) (DüU1+LL + D_1/ IUJ+L+z) q"j + JaI DIAUJ+M+ý O. i+M 
(8.23) 
where D_1, Do and Dl are defined by equation (7.52); L and M are determined by 
equation (7.3.3). 
The limiter functions are determined by 
Oj 
(1- (cl) O (8.24) 
i (D-1O5+Do-Di) 
ýJ <1- 
lei + rjDi (8.25) 
17 (Do + D-1Oj) 
ýý >0 (8.26) 
A limiter function called FDV4 is introduced which has the following form 
il (b 
10i+Do-Dl for 0< 9j < 9L 9 
=1 for BL < 0, < OR (8.27) 
1- +nDl for 0> OR 
+l Do+D-i Bj 
0j=0 for Bj<0 
Oj+M = 71 0J+M for 0< °j+M < 0.5 
t 
Oi+M =1 for 0j+M > 0.5 (8.28) 
Oi+M=0 for qj =0 
where 
8L = 
'7(D0 - Dl) (8.29) 
1- I cl - i7D-1 
OR =1- 
Id + r7(D1- Do) (8.30) 
i1D-1 
Figure 8.7 shows the comparison between the exact solution (line) and the numerical 
results (symbol) after 1000 time steps. (a) and (b) are the results for Courant number 
(cl = 0.5; (c) and (d) are the results for Icl = 0.8. The results indicate that the FDV4 
limiter function can give very satisfactory solution for viscous flows. 
For viscous system of equations the FDV4 has exactly the same form as equations (6.30)- 
(6.33), however the coefficients Dý+1/2, Dý+L+1/2, Dý+M+1,2 are calculated by 
D(") 
11 1_ 1_1 (P) D. 
i+L+; 12 + 121Re(p) 11 
+ 
24 21Re(p) ll 2(Re(n) l)z 
ýei+L+2 
1+L+, ; +L+, ; +L+2 
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When solving viscous flows using the fourth-order scheme (6.26) the inviscid limiter func- 
tion FD4 might be replaced by the FDV4 limiter function. 
8.5 Numerical Test on One-dimensional Navier-Stokes Equa- 
tions 
In this section the simplest one-dimensional (1-D) Navier-Stokes equations is chosen to 
test the viscous flux limiters. If we ignore heat conduction the time dependent 1-D non- 
dimensionalized Navier-Stokes equations can be written as 
Ut + (F' + FV) =0 (8.34) 
where 
P Pu 0 
U= Pu I F1 = Put +pI FV =- sRo ux 
(8.35) 
E u(E + p) -s uu, 
p= ('y -1) 
(E 
-1 Put) (8.36) 
Here p, u, pu, p, and E are the density, velocity, momentum, pressure, and total energy, 
respectively, which are non-dimensionalized by a characteristic length and velocity; the ry 
is the ratio of specific heats; Ro is the characteristic Reynolds number. 
Roe's Riemann solver is used to find the inviscid flux FI and second-order central differ- 
encing is applied to define the viscous flux Fi'. Therefore the numerical flux of equation 
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(8.34) is 
Fj+i =F+. + FY t (8.37) 
Note, it is the inviscid flux F +, that needes to be limited. When applying viscous limiter 
functions the continuity equation is limited by an inviscid limiter function and the others 
are limited by a viscous limiter function. 
A modified Sod's problem was selected to carry out the test. The problem consists of 
initial data: 
(p, u, p) = (0.42,0.9275,0.30313) 0<x<0.5 
(p, u, p) = (0.125,0,0.1) 0.5 <x<1.0 
($. 38) 
Although we do not have the exact solution for this problem, we can define a very accurate 
solution for the problem by using very fine mesh. Therefore the domain was divided by 
3000 cells and the Godunov first-order method was used for the advection flux and central 
difference for the viscous fluxes in order to obtain the accurate solution for the problem. 
These accurate results are used to compare with the numerical results. In figures 8.8 
(Ro = 1000) and 8.9 (Ro = 500), the lines present the accurate solutions (density) and 
the symbols are the numerical solutions (density) which were computed in a domain which 
is divided by 100 cells at time 0.2 units. (a), (b) and (c) show the comparison between 
the accurate solution and numerical results obtained by the second-order method (6.10) 
with the inviscid MINMOD limiter, the second-order method with viscous FDV2B limiter 
function and the the third-order method with viscous FDV3 limiter function, respectively. 
As expected the inviscid MINMOD limiter gives over-diffusive solutions (a). The solutions 
obtained by the second-order method with FDV2B are little better but still over-diffused 
(b). Clearly shown in the figures the third-order method with FDV3 can give much 
satisfactory results (c). 
8.6 Summary 
When applying high resolution schemes for hyperbolic conservation laws to deal with 
viscous flows, viscous flux limiters are needed, otherwise inviscid limiters will give under- 
diffusive solutions. In this chapter viscous TVD functions for second-, third-, and fourth- 
order schemes have been theoretically established for viscous flows. Viscous flux limiter 
functions have been proposed and tested via numerical experiments. When solving viscous 
problems using the second-order scheme the FDV2B limiter function is recommanded; for 
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third- and fourth-order schemes the FDV3 and FDV4 limiter functions can give satisfactory 
solutions. 
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Figure 8.1: Viscous TVD Region of the Second-order Scheme for (a) Icl = 0.5 and (b) 
lRel = 100. 
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Figure 8.2: Numerical Solutions (symbol) of the Second-order Scheme without Limiter 
function; line is the exact solutions. 
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Figure 8.3: Comparison between the Exact Solution (line) and the Numerical Results 
(symbol) after 1000 Time Steps for (Rel = 50 and lc( = 0.8: (a) (b) by the Superbee; (c) 
(d) by the FDV2A Limiter function. 
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Figure 8.4: Comparison between the Exact Solution (line) and the Numerical Results 
(symbol) after 1000 Time Steps for IRe! = 50 and Ic! = 0.8: (a) (b) by the Minmod; (c) 
(d) by the FDV2B Limiter function. 
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Figure 8.5: (a) Viscous TVD Region of the Third-order Scheme for Icj = 0.5; (b) Viscous 
TVD Region of the Third-order Scheme for tRel = 100; (c) FD3V Limiter (shaded part). 
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Figure 8.6: Comparison between the Exact Solution (line) and the Numerical Results 
(symbol) by the FDV3 Limiter function after 1000 Time Steps: (a) (b) for Icl = 0.5; (c) 
(d) for Icl = 0.8. 
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Figure 8.7: Comparison between the Exact Solution (line) and the Numerical Results 
(symbol) by the FDV4 Limiter function after 1000 Time Steps: (a) (b) for Icl = 0.5; (c) 
(d) for Icj = 0.8. 
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Figure 8.8: Comparison between the Numerical Solutions (symbol) and an Accurate Result 
(line) for Ro = 1000: (a) 2-order Method with the Inviscid Minmod limiter (symbol); (b) 
2-order Method with the FDV2B Limiter function (symbol); (c) 3-order Method with the 
FDV3 Limiter function (symbol). 
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Figure 8.9: Comparison between the Numerical Solutions (symbol) and an Accurate Result 
(line) for Ro = 500: (a) 2-order Method with the Inviscid Minmod limiter (symbol); (b) 
2-order Method with the FDV2B Limiter function (symbol); (c) 3-order Method with the 
FDV3 Limiter function (symbol). 
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Chapter 9 
High-order Solutions for Steady 
Incompressible Flows 
9.1 Introductory Remarks 
In chapter 7 high-order fully discrete schemes for a model advection-diffusion equation 
are developed. In this chapter these schemes are extended to solve steady incompressible 
flows. Incompressible flows cover a wide variety of applications which include fluid motion 
of water and low speed air. Therefore the solution of the incompressible Navier-Stokes 
equations is of great interest in industry. The major difficulty for computation of the 
incompressible flows lies in the absence of the time derivative of density. Thus the pres- 
sure term can not be explicitly updated with the velocity marching advance. Hence the 
time-dependent methods suitable for compressible equations can not be applied without 
adaptation. 
In order to overcome the problem great efforts have been made towards defining a way of 
coupling the pressure to the divergence-free velocity. Due to the means of coupling in the 
form of primitive variables these approaches may be classified into two categories: pressure 
correction methods [70] [71] and [72] and artificial compressibility methods [73] [74] [75] 
and [76]. The pressure correction methods first solve the time dependent momentum 
equations; by solving a Poissson equation the pressure is then corrected proportionally to 
the divergence of the velocity and in turn the true velocity is obtained by vanishing the 
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divergence of the velocity. Therefore the pressure correction methods can be used to solve 
unsteady and steady incompressible viscous flows. 
The artificial compressibility method was initially introduced by Chorin [73] as an efficient 
approach to solve a steady-state problem of viscous incompressible flows. The principle 
of this method is to replace the divergence-free continuity equation by a pseudo-time 
dependent equation with a pseudo-time derivative of the pressure which is designed to 
vanish as steady state is reached, where the divergence-free condition is satisfied. One 
remarkable feature of the approach is that the pseudo-compressible Navier-Stokes equation 
possesses the hyperbolic character with pseudo-pressure waves propogating with finite 
speed. It is the pseudo-hyperbolic nature that enables us to take advantage of the robust, 
upwind, Riemann-problem based techniques for viscous incompressible flows. 
In this chapter a new approach for the steady incompressible viscous fluid flows is inves- 
tigated. This is based on the high-order viscous numerical schemes introduced in chapter 
7 and a modified artificial compressibility continuity equation which is different from that 
introduced by Chorin. The feature of the approach is that the steady incompressible 
Navier-stokes equation is solved in the similar manner as hyperbolic conservation laws. 
Therefore all techniques suitable for hyperbolic systems can be similarly extended to the 
incompressible viscous system. To illustrate the approach the numerical experiments of 
the driven cavity problem proposed by Shih [80] are presented. The computational results 
agree with the exact solution well. 
The rest of the chapter is organised as follows: Section 2 discusses the governing incom- 
pressible Navier-Stokes equations and the modified artificial compressibility incompress- 
ible Navier-Stokes equations used in the chapter; section 3 discusses the linear system of 
advection-diffusion equations and extends the scalar high-order viscous numerical schemes 
introduced in chapter 7 to linear advection-diffusion systems; section 4 discusses the non- 
linear advection-diffusion systems and presents Riemann solvers for the artificial compress- 
ibility incompressible Navier-Stokes equations; section 5 applies the high-order, R. iemann- 
problem based schemes to solve the steady incompressible two-dimensional driven cavity 
flows; and section 6 is the summary. 
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9.2 Artificial Compressibility Navier-Stokes Equations 
The system of incompressible Navier-Stokes equations in a vector form reads 
au 1 
öt +U. VU + VP_Ro p2 u 
(9.1) 
p"u=0 (9.2) 
where u, p, t are the velocity, pressure, real time, respectively, which are non-dimensionlized 
by a characteristic lengh and a velocity. Ro is the characteristic Reynolds number. 
To apply the artificial compressibility method the continuity equation (9.2) is replaced by 
the following pseudo-time dependent equation [73] 
at + 
s2 p "u =o (9.3) 
where ö is the constant artificial compressibility parameter. Note that in such a definition 
the time tin the pseudo-compressibility system (9.1) and (9.3) has become a pseudo time. 
Thereby the solution of the transient behaviour loses its physical meaning until the steady 
state is approached asymptotically in the pseudo-time, where the time derivatives in the 
pseudo-system vanish so that the divergence-free velocity is satisfied. 
For a reason which will be explained in a due course equation (9.3) is modified to the 
following form 
at + SZ ° 't` = Ro °Z p 
(9.4) 
As is known that for flows with low Reynolds number the pressure approximately satisfies 
the Laplace equation, i. e. v2p = 0, while for relatively large Reynolds number flows the 
magnitude of coefficient 1 is small. Therefore when steady state is reached the right 
hand side of the equation is always very small. 
Combining equation (9.1) with equation (9.4) the two dimensional pseudo-compressible 
Navier-Stokes equations in cartesian coordinates take on the following form 
Ut + F(U)x + G(U),, =N V2 U (9.5) 
p ö2u 52v 
U=u, F(U) = u2 +p, G(U) = uv (9.6) 
v uv v2 +p 
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00 
N=00 (9.7) 
00 Ro 
Here u and v are the velocity components in x and y direction respectively. 
One way of treating multi-dimensional problems is to apply the method of fractional steps 
or operator splitting [77]. In this approach the viscous system (9.5) can be split into two 
augmented one-dimensional viscous systems 
Ut + F(U)x =N Uxx (9.8) 
and 
U: + G(U), y =N UUy (9.9) 
then the solution of (9.5) can be obtained by solving equations (9.8) and (9.9) using 
Strang splitting (see chapter 6). Note that since the final solution is in a steady-state, 
there is no effect of time accuracy in the splitting approach. Therefore it is reasonable 
that from now on we turn our attention to study the system of one-dimensional advection- 
diffusion equations. 
9.3 Linear Advection-diffusion Systems 
In the last section the nonlinear parabolic system was derived. In order to understand 
the solution structure of the system and justify the R. iemann-problem based approach, for 
convenience we first study the initial-value problem for a one-dimensional linear advection- 
diffusion system with constant coefficients. 
Ut+AUx =N Uxx 
U(x, 0) = Uo(x) 
(9.10) 
where, U are vector functions of m conserved variables, A= F(U) is am by m constant 
matrix, and Q is am by m diagonal diffusive coefficient matrix. 
If we ignore the viscous terms on the right hand side of equation (9.10), then equation 
(9.10) reduces to a system of conservation laws with only advective flux function F(U) = 
AU. We know that the system is hyperbolic if A is diagonalizable with real eigenvalues, 
i. e. the matrix A can be expressed by equation (6.2) or (6.3). 
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9.3.1 Characterestic Variables 
We can decouple the linear systems into m independent scalar equations in terms of the 
chamcteristice variables which is defined by 
V= R-1 U (9.11) 
However with the viscous terms on the right hand side of equation (9.10) the system is 
parabolic. Nevertheless we still adopt the definition of equation (9.11) and transform the 
viscous system (9.10) into characteristic variables by multiplying equation (9.10) by R-1 
R-1Ut + AR-1Ux = R-1N U.,. (9.12) 
i. e. 
Vt+AV, =NVx. ý (9.13) 
since R'1N R=N. Note that the viscous system (9.10) is absolutely decoupled into m 
independent scalar advection-diffusion equations 
U$P) + ý(PývxP) =V V(P) 
(9.14) 
p= 1,2,..., m 
Recall that in the artificial compressibility equation (9.5) v= 1/Ro, This is why the 
artificial compressibility equation is modified in the form of equation (9.4). 
Applying the viscous numerical schemes introduced in chapter 7 the solutions of v(P) (x, t) 
for each of these scalar advection-diffusion equations can be computed. Then the original 
solution of equation (9.10) can be transformed back via 
U(x, t) = RV (x, t) (9.15) 
i. 8. 
rri 
U(x, t) => v(n)(x, t) r(P) (9.16) 
p=1 
The analysis procedure and the solution (9.16) looks much like that of hyperbolic con- 
servation laws except that the values of V(") no longer hold constant along characteristic 
lines for each scalar equation, in other words they no longer simply advect with the initial 
values since 
dv(P) 
dt - vtp) + dt výp) 
= vtn) + A(n)v(n) 
= vvxx) (9.17) 
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Instead of the right hand side being zero, it is vvk). This means that apart from advection 
the values of v(") are diffused with time evolution at the rate of vv, 
(") 
x. However, the 
characteristic curve is still a straight line since 
i. e. 
here x= xo when t=0. 
dx 
_ \(p) dt 
x= A(p)t + x. 
(9.18) 
Therefore the solution of equation (9.16) can be viewed as the superposition of m waves, 
each of which is not only advected independently with propagating speed A("), but also 
diffused independently at the dissipating rate vv. 
29- 
9.3.2 High-order Viscous Schemes for Linear Systems 
In this section we extend the scalar viscous schemes developed in chapter 7 to the system 
of advection-diffusion equations. The strategy of the extension is exactly the same as we 
did in Chpter 6. 
Three-point Centered Viscous Scheme for Systems 
Applying equation (6.7) the three-point viscous flux (see equation (7.23)) which has first- 
order accuracy in time and second-order in space, i. e. order (1,2), can be extended to 
systems as follows. 
m 
F1=+ Fn )- 
11I, 
\(P)I. I a(P) i r(P)ý jý-2 2(q j-Fl 2 j+2 7+z 3ý s p=1 
(")(P) (Pý (P) (P) 
-}- l2- 1/l Re'+ý - ýe3+z ý/2) ýa3+2 a+? T i+? p=1 
(9.19) 
\ 
Here recall 
A(P) k 
zh 
A(r) 
Re+ -' 1/ 
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Five-point Upwind-baised Viscous Scheme for Systems 
Similarly the numerical flux of the four-point scheme (7.47) (order (1,3)) for systems 
is 
M 
F'i+z = 2( 
+ +1ý 2 
1, \ 
i+; aj+; iz 
p=l 
2.1 
'n (DLIXP) 
arT(p) 
l(9.20) 
+ j+2 j+2 
I 
1-1-2 j; -2 
+ 
j+L+ 
I 
j-F L+2 j-FL-4-ý- j+L-1-ß-/ 
p=1 
Here D? +112 and D 
41 
112 are 
defined by equations (8.18) and (8.19); L is determined by 
equation (8.22). 
Five-point Centered Viscous Scheme for Systems 
The scalar five-point scheme (7.51) (order (2,4)) can be extended to systems to give 
m 11n)-1 
rýPý F'j+z - 2ý 
F, rt + +1 2 i+z i+, +z 
P-1 
m (D(p) (P) (P) 
+ ai+ r(p) 
+0D. 
+L+L 
ýj+L+ a(p) 
22+ i+z i 
p-1 
T i+L+1 
+D+M+2 ýj+M+2 «j+11ý+; ri+M+? 
) 
(9.21) 
i 
Here Dý+112, Dý+112 and Dý+M+i/z are defined by equations (8.31), (8.32) and (8.33); 
L and M are determined by equation (6.38). 
9.4 Nonlinear Advection-diffusion Systems 
In this section we extend our discussion to nonlinear system of advection-diffusion equa- 
tions 
Ut + F(U)G =N Uý= (9.22) 
where, U(x, t) is column vector of m conserved variables; F(U) is a vector-valued physical 
advection flux function of m components; N is a diagonal diffusive coefficient matrix. 
160 Fully Discrete High Resolution Schemes 
It is said that the parabolic system of equations (9.22) has hyperbolic character if the m 
by m Jacobian matrix 
A(U) = F'(U) (9.23) 
is diagonalizable with real eigenvalues )h(l)(U), A(2)(U), ... 2 aý"ýý(U). 
Let us take the one-dimensional artificial compressibility Navier-Stokes equations (9.8) 
introduced in section 9.2 for example. The eigenvalues of the Jocabin matrix FL(U) of 
equation (9.8) are 
P)(U) =u-a, a(2)(U) = u, A(3)(U) =u+a (9.24) 
where 
a= u2 -+62 (9.25) 
is analogous to the sound speed in the Euler equations. The corresponding right eigen- 
vectors are 
-(a + u) 0a-u 
r(')(U) =1' r(2)(U) =0' r(3)(U) =1 (9.26) 
k-v/a 1 v/a 
The eigenvalues are not constant. The strategy for solving systems of the nonlinear equa- 
tions utilizing the R. iemann problem solutions was discussed in chapter 6. Therefore we 
need R. iemann solvers for the artificial compressibility Navier-Stokes equations. 
9.4.1 Flux Riemann Solvers 
For the artificial compressibility Navier-Stokes equations (9.8) Roe's eigenvalues and eigen- 
vectors are evaluated at the average state U which for the two-simensional case takes the 
following form 
u=ä (u, + Uj+1), v=Z (vi + vi+1), _ (ý2 + 52)12 (9.27) 
The wave strengths a(") are determined by 
a(1) = Op(ü + ä)/2ä62 -Au/2d 
ei(2) _ Au - Opv/ä2 - Duvii/ä2 (9.28) 
ßx(3) = Du/2ä - Ep(tc - ä)/2aä2 
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here 
DU Uj+1 - tj, IV Vj+1 - v 1p= Pj+1 - Pj 
For splitting system (9.9) in the y direction the corresponding eigenvalues and eigenvectors 
can be obtained by interchanging the roles of u and v. 
From the observation of the eigenvalues (9.24) we know that the eigenvalue A(1) is always 
negative and the a(3) always positive, i. e. there is no sonic point in the ß, iemann solu- 
tion. This is indeed a very pleasant feature of the artificial compressibility Navier-Stokes 
equations because there is no fear of failure caused by entropy-violating when applying an 
approximate Riemann solver. 
9.4.2 State Riemann Solvers 
Two state Rieman solvers, the exact solver and the approximate linearized solver, are 
given in the section, which is introduced by Darling in [78]. 
Exact Riemann Solver 
The exact Rieman solver has the following form 
fi (ui, u*) + . 
ff+i (uj+i, u*) - Ep =0 (9.29) 
z [Uk + uk (52 +" uk)1l2 + 62 aresinh(ä ) 
- 
(u*2 + u* (52 + u*2)1/2 + 62 aresinh(c))I 
fk (uk, u*) _ (for rarefactions) (9.30) 
2(Uk - u*) 
[((Uk 
+ u*)2 + 452)1l'2 + (Uk + u*)] 
(for shocks) 
Here k=jorj+1. 
v, (ui - Sý vL = 
u- 
(9.31) 
vR _ 
vj+i(uj+i - Sj+1) (9.32) 
u* - Sj+l 
(for shocks) 
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where 2 
Sk =a 
Uk (9.33) 
Pk - P* 
= 
u, + (a2 + u? )1/2 
(9.34) 
vi u* + (62 + u*2)1/2 
U$_ 
_ 
u*+(Ö2+U*2)l/2 (9.35) 
v+1 ui+1 + (ö2 + uý+i)1/2 
(for rarefactions) 
p* = pk + fk(tik) U*) (9.36) 
Applying an iterative method (e. g. Newton-Raphson) the solution of equations (9.29) and 
(9.30) gives the value of u*, the values of vL, vR and p* are then obtained by equations 
(9.31)-(9.36). Once the star values at each cell interface are calculated the flux jump 
A IP(P) ýZ for each wave can 
be easily defined. 
Linearized Riemann Solver 
The linearized Rieman solver has the following simple form 
= 2a 
[(ßz 
- 'j2)(u. i+i - uj) + (ä - ü) pi + (ä - ü) P1+1] (9.37) 
u* = ui+l + (Pj+1 + (9.38) 
vL = v1 + ß(ua - u*) (9.39) 
4= v1+i + ý(u* - u1+i) (9.40) 
Here the ii, v and ä are defined by equation (9.27). 
9.5 Application to the Driven Cavity Problem 
Because incompressible viscous flow in a driven cavity has a simple geometry and can 
present some interesting complex fluid dynamic features, such as vortex development and 
boundary-layer formation (high Reynolds number) near the walls of the cavity, the driven 
cavity problem has been accepted as a ideal test problem for evaluating an optimum 
numerical scheme for solving the incompressible Navier-Stokes equations [79]. 
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Y -º- 
X 
The specific driven cavity problem considered in this chapter is proposed by Shih et al. 
[80]. Instead of the classical lid-driven cavity flow this flow is driven by combined shear 
and body forces. The advantage of Shih's problem is that the exact solution is known, 
therefore provides a reliable base to compare with. 
9.5.1 The Shih's Driven Cavity Problem 
The Shih's driven cavity problem considers the steady two-dimensional flows in the square 
cavity shown schematically in figure 9.1. The non-dimensionalized cavity size is 1 by 1. 
The Dirichlet boundary conditions on velocities u and v is applied, i. e. zero everwhere 
except the upper wall which moves in the positive x-direction with speed 
u(x, 1) = 16 
(x4 
- 2x3 + x2) (9.41) 
Differing from the classical lid-driven flow problem the Shih's problem is driven not only 
by the upper lid but also by a body force which is designed to give an exact solution to 
the Shih's problem. 
The body force is present in the normal direction to the lid (y-direction in figure 9.1) and 
Figure 9.1: Shis's Driven Cavity Problem 
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has the following form 
B(x, y, Ro) = Ro 
[24F(x) +2 fý(x)9vv(y) + fxxx(x)9(y)] 
-64 [F2(x)GI(y) - 9(y)9v(y)Fi(x)) (9.42) 
where 
f (x) = x4 - 2x3 + x2 
g(y) = y4 _ yz 
F(x) = 0.2x5 - 0.5x4 + x3/3 
Fi(x) _ -4x6 + 12x5 - 14x4 + 8x3 - 2x2 
F2(x) = 0.5[f (x)]2 
Gi(y) = -24y5 + 8y3 - 4y 
The exact solution to this problem is known to be 
u(x, J) =8 
(x4 
- 2x3 + x2) 
(4y3 
- 2y) (9.43) 
v(x, y) = -8 
(4x3 
- 6x2 + 2x) 
(y4_2) (9.44) 
o 
p(x, y, Ro) = 
R[F(x)gyvv(y) 
+ f, (x)gy(y)] 
+64F2(x) {g(y)gyyy(y) - [gy(y)]2} (9.45) 
As shown in equations (9.43) and (9.44) the velocities u and v in the exact solution are 
independent of the Reynolds number and only the pressure solution is associated with the 
Reynolds number (see equation (9.45)). 
9.5.2 The Boundary Condition 
The boundary conditions specify a particular environment for a problem solved. Since the 
precision of the boundary conditions directly affects the quality of the computed solutions, 
it is worthwile considering carefully the boundary conditions. 
The boundary condition imposed on the driven cavity problem is a Dirichlet condition, 
which simply states that the velocities of fluid and the surface of solid walles are equal 
at the boundary, i. e. no-slip for the flow variables on the solid walls. The boundary 
conditions of the driven cavity problem is defined as follows. 
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The Boundary Condition for Normal Velocity 
To satisfy the no-slip condition, For example, along the boundary x=0 the normal 
velocity u can be set as follows 
UO, ß_-Uli 
U-lä = -u2, j (9.46) 
u-2ä = -u3, j 
and along the boundary x=1 
Um+l, j = -Um, j 
7Lm4-2, j = -Um, -1,. 7 (9.47) 
Um+3, j -Um-2, j 
Likewise along the boundaries y=0 and y=1 for v. 
The Boundary Condition for Tangential Velocity 
Here we consider the velocities on the boundaries tangential to moving or stationary walls. 
To satisfy the no-slip boundary condition, for example, along x=0 the tangential velocity 
v can be set as 
vo, j = 2v,,, - vl, j 
v_i, j = 2vw - v2,1 
(9.48) 
v-2, j = 2vw - v3, j 
and along the boundary x=1 
v,,, +l, j = 2v,,, - vm, j 
Vm+2, j = 2vw - vm-1, j 
vm 3'= 2vu, - Vm-2,, j 
(9.49) 
where v,,, is the velovity of wall. 
Likewise along the boundaries y=0 and y=1 for u. 
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Another way to obtain the boundary codnition foT the tangential velocities is to solve the 
Rieman problems exactly in the boundary cells. In this approach the interface values 
in the boundary cells U* of Rieman problems are known as, for example along x=0, 
7L*=0, v*=vw andp*=pw" 
From equations (9.31) - (9.35), after some manipulations, along boundary x=0 the 
tangential velocities v are defined as 
VO, ý .o , 
w, (for shocks) 
vp, j = 
uoa+(d2+uoa)1 
(for rarefactions) 
where 
-252 So,; _ (uo, 
j + 452)x/2 + ue,. i 
and along boundary x=1 the tangential velocities are 
vm WSm+1. 
l (f 
+1J Sm 
V1, 
j-Um}1, j 
or shocks) 
VW um. F1, j+(62+ti'm+ij)1 
Z 
vm+1, ý _ 
(for rare f actions) 
where 262 Sm+l, j = 1/2 (u2 
+ 4b2) - Um+1, j 
(9.50) 
(9.51) 
Note that the boundary conditions for tangential velocities are determined by the normal 
velocities. Since the boundary conditions for normal velocities can be explicitly defined 
by equations (9.46) and (9.47), the boundary conditions for tangential velocities can also 
be defined. This boundary conditions are used for the driven cavity problem. 
The Boundary Condition for Pressure 
We need the pressure at the wall to calculate the numerical fluxes across the normal 
boundaries. One technique for deriving the boundary pressure is to find the relationship 
for the pressure gradient normal to the boundary in terms of the normal velocity gradient. 
This can be done by applying the governing momentum equations at the boundaries. For 
example, along the boundary x=0 where u=v=0= ut = rot = uy = uy = 0. The 
momentum equation in x-direction 
au au2 auv op 02u 02v 
ät + ax + ay + äx 0- 10x2 + aye 
(9.52) 
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reduces to 
all a2u (ex)oý 
Ro ax2 
(9.53) 
o, j 
Expanding both sides of equation (9.53) about the boundary point 0, j in the Taylor series 
P(x - Ox y) = p_AXjP_ öx2 ... 
(9.54) 
ox +2 
ýxý 
z 
2 
u(x+£x, y) = u+Oxýý 
0OX2 
+... (9.55) 
From equation (9.54) and (9.55) we have 
aý , (ax)on = 0x(Pos - P-1, j) (9.56) 
a2u E au 
axe Ox 
)1ýý 
- 
(ax) 
01 
(9.57) 
of 
Therefore equation (9.53) can be written as 
Here 
(9.58) P-i, J = Po, ý - Ro 
(öx)1ýý 
- 
(x)o, 1 
öu 
_ 
) 
C U2, j - uoJ (9.59) 1'J ax 20x 
=O 
) ui, j - uo, i (9.60) 
oa . a x 
Finally, the boundary pressure along x=0 is defined as 
or 
P-i, i = Pod - 
u2,3 -2 61,. 1 + uo, 1 (9.61) 
20x Ro 
Po, i Pi, i - 
u3, j - 2u2,1 +__ (9.62) = 20x Ro 
Similarly along x=1 boundary 
Pm+l, j = Pm, j - 
um-2, j - 2um-1, j + um, i (9.63) 
20x Ro 
Likewise along other boundaries. 
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9.5.3 Convergence Criterion 
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We are interested in a steady-state solution. After finite iterations the artificial compress- 
ibility approach will approximately converge to the steady-state solution. The residual 
error is measured by a parameter, which monitors the convergence rate of the solution to 
the steady-state. One parameter introduced by Peyret and Taylor [81] has the following 
form 
R-1 E IÜ+1-ÜýI (9.64) 
Here N is the number of computational cells; U is the flow variables. 
Another parameter 
Eij iU*1_UT1I i R= '' j (9.65) 
Eij LUJ1I, 
is also widely used. If the magnitude of R is less than a pre-set tolerance, then the solution 
is said to have converged to the stead-state solution. 
In the driven cavity simulation the first parameter (9.64) was used. The convergence 
criterion or the average residual tolerance is set to be 1x 10-5. 
9.5.4 The Numerical Results 
To illustrate the approach, Reynolds numbers Ro = 100 and Ro = 500 are chosen for 
the tests. The domain is discretized with 40 x 40 uniform cells. Flux Riemann solver 
(9.27)-(9.28) is applied to carry out these tests. The pre-numerical experiments indicate 
that the artificial compressibility parameter E not only affects the convegence rate but 
also affects the accuracy of the solution [82]. When determining the value of b, the first 
priority is put on the accuracy and then the convegence rate. 
Figure 9.2 shows the exact solutions given by equations (9.43)-(9.45), which are presented 
for comparison with the numerical results. In figure 9.2, (a) presents contours of isovelocity 
u; (b) presents the isovelocity v; (c) is contours of iso-pressure for Ro = 100 and (d) is 
contours of iso-pressure for Ro = 500. 
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Case 1: Ro = 100 
Figure 9.3 shows the numerical solutions by the three-point centered scheme (9.19). The 
artificial compressibility parameter 5=2 was used in the case. The convergence rate is 
fast: the number iterations 1119 and the CPU time used is 7.58 minutes (DECstation 
5000/200). In figure 9.3, (a) is the isovelocity u; (b) is the isovelocity v; (c) presents the 
computed iso-pressure and (d) shows the comparison between the exact solution (line) and 
the numerical solution (symbol) for the velocity v at y=0.5. As shown in the figures the 
numerical results have good agreement with the exact solutions. 
Figure 9.4 shows the numerical solutions by the five-point centered scheme (9.21). The 
arrangement of the figure is the same as figure 9.3. Comparing with three-point scheme, 
the five-point scheme used nearly twice the CPU time as that of the three-point scheme, 
which is due to the complexity of the algebra of the scheme. Again there is a good 
agreement between the numerical results and the exact solutions. 
Case 2: Ro = 500 
As in case 1, figures 9.5 and 9.6 show the numerical solutions by the three- and five-point 
centered schemes, respectively. In this case the artificial compressibility parameter b=1 
was used. The numerical results of velocity u and pressure have good agreements with the 
exact solution. However the velocity v have a little different from the exact solution (see 
(b) and (d) in the figures). 
9.6 Summary 
A approach for solving steady incompressible Navier-Stokes equations is presented in this 
chapter. This method extends the Riemann-problem based techniques to viscous flows, 
which is obtained by applying a modified artificial compressibility Navier-Stokes equations 
and the high-order numerical schemes for systems of advection-diffusion equations. In this 
approach, utilizing the local R, iemann solutions the steady incompressible viscous flows 
can be solved in the same way as that of inviscid hyperbolic conservation laws. Numerical 
experiments on the driven cavity problem indicate that this approach can give satisfactory 
solutions. 
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Figure 9.2: The Exact Solution of the Driven Cavity Problem: (a) Velocity u; (b) Velocity 
v; (c) Pressure for Ro = 100; (d) Pressure for Ro = 500. 
Chapter 9. High-order Solutions for Steady Incompressible Flows 
0. 
o. 
o. 
o. 
o. 
0 
0 
a 
a 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
(a) 
!o ö, "". -0.1 v o" 
1f", 
or 
0 
""0.0 
0.9 
0.8 
0.7 
0.6 
0.5 
0.4 
0.3 
0.2 
0.1 
0.3 
ý .. 
00. .................. -0.0 'r 
"'° 
5ý ý------ý 
5 
Qry 
bb 
4jN 
4(t 
3- 
21 \bl 
.... _... ý.. ý. -''Al 
I 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
(c) 
(b) 
(d) 
X 
1.0 
Figure 9.3: Numerical Solutions by the Three-point Scheme for Ro = 100: (a) Velocity u; 
(b) Velocity v; (c) Pressure; (d) Comparison between the Exact Solution (line) and the 
Numerical Solution (symbol) for the Velocity v at y=0.5. 
171 
f 
£ 9 
Q 
ib, i 
i t i Ib 
A'> ; l\ 
0.9 
0.8 
0.7 
0.6 
0.5 
0.4 
0.: 
O. S 
0.1 
0.1 0.2 0.3 0.4 0.5 0.8 0.7 0.8 0.9 
V 
0.0 0.2 0.4 0.6 0.8 
172 
o. 
o. 
o. 
o. 
o. 
o. 
o. 
o. 
o. 
D-q 
81 
31 
5 
i 
z 
t 
0.4 
p'Y bb 
4N 
'f 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
(a) 
i` 
b° 
-0.1 
S 
3 
2 0.0'`~ 
o. 
o. 
o. 
o. 
o. 
o. 
o. 
0 
0 I1 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
(C) 
Fully Discrete High Resolution Schemes 
0.9 
0.8 
0.7 
0.6 
0.5 
0.4 
0.3 
0.2 
0.1 
N. ti / ff 
1 
p Ali pýp i} Q 
Jf 
ýN 
0` ý1 
Ii 
ýb 
`l ýf! iJ f 
/ 
j" 
it; \.. A'' 
19) 
f X0.2-''ý /1f ý"-0.2' / 
`\ý 
"--0.1''x/ 
Q 
\~` 
-0.1 -" '- 
,. 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
(b) 
0.2 
0.1 
-0.1 
-0.3+ 
0.0 0.2 0.4 0.6 0.8 1.0 
(d) 
Figure 9.4: Numerical Solutions by the Five-point Scheme for Ro = 100: (a) Velocity u; 
(b) Velocity v; (c) Pressure; (d) Comparison between the Exact Solution (line) and the 
Numerical Solution (symbol) for the Velocity v at y=0.5. 
Chapter 9. High-order Solutions for Steady Incompressible Flows 
0.6 
0.4 
0.8 
X 01. 
, .. 
.. Wýý.... 
.. ý "01.. 
/. 
. ... 0.0 .............. Y.................. »...... 0.0-...,.. 
0.7 
0.6 
0.5 
0.4 
Q 
I, Ni r 
i11 
l 0.3 
i 
0.2 
-0.2 
Al 
--'/ 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
(a) 
0.7- 
0.6- 
0.6- N 
0.0 
f 
00 0.4- 
0.3- i 
0.2- 
0.1- 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
(c) 
173 
I"\ 
0 
(( i°! 
"-ý 
1 io 
ýt 
0.2 
\ýý.. 
_0.1'' 
c? 
\x... 
0.1 .. ý/ 
0.9 
0.8 
0.7 
0.6 
0.5 
0.4 
0.: 
0.1 
0.1 
0.1 0.2 0.3 0.4 0.5 0.8 0.7 0.8 0.8 
(b) 
(d) 
Figure 9.5: Numerical Solutions by the Three-point Scheme for Ro = 500: (a) Velocity u; 
(b) Velocity v; (c) Pressure; (d) Comparison between the Exact Solution (line) and the 
Numerical Solution (symbol) for the Velocity v at v=0.5. 
0.0 0.2 0.4 0.6 0.8 1.0 
174 
06 
0.3 
Ö. 4 ýr" p2"' . 
.. ý 0.0............ ýý. ......... 0.0..... 
.7 
If 
L5 
1.4 
Q 
1 
ir 
). 3 t/r 
-0.2 
c 
c 
I 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
Fully Discrete High Resolution Schemes 
C4 -CV 
P 
61 
1l ýý °. b'? 19 
0.5 
0.4 1\0.2 %, 
ý...... //j 
t 
1 \\\q1. 
ß ./jb! /i 0.3 
ý; .... ý/ 
` 
"wý.. ý i 
0.2 
0.1 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.6 0.0 
(a) 
0.9 
0.8 
0.7 
0.6 
0.5 
0.4 
0.3 
0. s 
0.1 
ý\ý...... . 9-rrýl 
r 
-0.2 "'ý Aý/' 
.b \bo 
-0 .1 ýý 
AQ 
p" "o 
i/ 
\.,, 
-0. o 
i 
r f 
0 ö 
0 0 
ö 
o" 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
(c) 
(b) 
0.3 
0.2 
0.1 
0.0 
-0.1 
-0.3 
0.0 0.2 0.4 0.6 0.8 1.0 
(d) 
Figure 9.6: Numerical Solutions by the Five-point Scheme for Ro = 500: (a) Velocity u; 
(b) Velocity v; (c) Pressure; (d) Comparison between the Exact Solution (line) and the 
Numerical Solution (symbol) for the Velocity v at y=0.5. 
Chapter 10 
Closure 
In this chapter we close our discussions by giving suggestions for further work and drawing 
the conclusions. 
10.1 Suggestions for Further Work 
Although the high resolution schemes for solving Euler equations and the incompress- 
ible Navier-Stokes equations have only been demonstrated in this thesis, these high-order 
schemes can also be applied to deal with other nonlinear scalar or system of conservation 
laws. For example, considering time-dependent viscous compressible flows, the compress- 
ible Navier-Stokes equations can be decoupled in terms of the advection part and the 
diffusion part. Then the advection part (Euler equations) can be solved by applying the 
high-order hyperbolic schemes with the viscous limiter functions, and the diffusion part 
(Stokes equations) can be solved by using the high-order viscous schemes. A similar ap- 
proach can also be applied to deal with the time-dependent unsteady incompressible flows. 
These applications are of great importance for the future work. 
For the two-dimensional time-dependent Euler equations, the Strang's operator splitting 
approach [77] was applied. In this method the schemes still keep high-order spacial accu- 
racy. However accurate the scheme is, in time it is reduced to second-order. This highlights 
a need to investigate a method in order to recover the temporal high-order accuracy. 
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The high resolution schemes are obtained by imposing TVD properties via the introduction 
of flux limiters. Although high-order for smooth flow, at extrema the TVD schemes reduce 
to only first-order. In order to overcome this shortcoming, some interesting works in 
different approaches in the literature have been presented [40] and [83]. Therefore it is 
worthwile pursuing the research further in order to obtain high-order at extrema. 
10.2 Conclusions 
Fully discrete high resolution numerical schemes for viscous and inviscid flows were devel- 
oped. A new approach to deal with linear stability analysis for one-dimensional numerical 
schemes were discussed. When developing high-order or complicated numerical schemes, 
this approach is very useful for stability analysis. Fully discrete techniques for model 
advection and model advection-diffusion equations were presented. The principle behind 
these techniques is the Taylor series expansion. A way to formulate conservative high- 
order schemes was given. In this way any finite difference schemes can be reformulated 
into a conservative forms. This is essential because it is the conservative schemes that 
one needs to use for nonlinear problems in Fluid Dynamics. A general TVD function for 
second-, third-, and fourth-order schemes with stability condition c<1 was established. 
Based on the TVD function, flux limiter functions for these high-order schemes can be 
designed. The second-, third-, and fourth-order viscous and inviscid flux limiter functions 
have been proposed and tested. These limiter functions can be coupled to the correspond- 
ing high-order schemes to solve viscous and inviscid flows. Numerical experiments indicate 
that these limiter function give satisfactory solutions. Two methodologies have been in- 
troduced. One is the method which extends the high-order (higher than second-order) 
scalar schemes to systems of conservation laws; another is the approach for solving steady 
incompressible viscous flows. These methods have been successfully applied, for example, 
in solving some popular test problems for the one and two dimensional Euler equations 
and the incompressible Navier-Stokes equations. 
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Appendix A 
The 20th-Order Numerical 
Method 
The 20th order method takes the following form 
U'+' = BoUý + B-1oUU lo + B-9UU 9+ B-8UU 8+ B-7U, 7 
+ B-6 Uj 6+ B-5 Uj 5+ B-4 
U1 4+ 
B-3 Uj 3+ B-2 UT -2 
+ B-1 UJ 1+ Bl UU+1 + B2 Uj+2 + B3 Uj+3 + B4 Uj+4 
+ B5 Uj+5 + B6 Uj+6 + B7 Uý+7 + B8 Uj+8 + B9 Uj+9 
+ B1oUý+1o (A. 1) 
where the coefficients obtained by using a computational program are as follows. 
B_10 = -5.4125441274697011E - 07 C- 5.4125442193536856E - 08 C2 
+ 8.334060771409744E - 07 C3 -}- 8.3340608286850486E - 08 C4 
- 3.488244178100931E - 07 C5 - 3.4882441891155766E - 08 Cr' 
+ 6.2018699671233378E - 08 C7 + 6.2018699781630719E - 09 C8 
- 5.6212428632890577E - 09 C9 - 5.62124286952818E - 10 Cio 
+ 2.8337919393891736E - 10 Cli + 2.8337919414809486E - 11 C12 
- 8.2180457465338512E - 12 C13 - 8.2180457507619695E - 13 C14 
+ 1.354185244170744E - 13 C15 + 1.3541852446737389E - 14 Cis 
- 1.171440522636276E - 15 C17 - 1.1714405229588017E - 16 C18 
185 
186 Fully Discrete High Resolution Schemes 
+ 4.1103176232824669E - 18 C19 + 4.1103176241380932E - 19 C20 
B_9 = 1.2027875799663232E - 05 C+1.3364306711344411E - 06 C2 
- 1.8491921508798121E - 05 C3 - 2.0546579573255938E - 06 C4 
+ 7.7085597515460868E - 06 C5 + 8.5650664136481394E - 07 C6 
- 1.3605424588926793E - 06 C7 - 1.5117138455282181E - 07 C8 
+ 1.219016208481073E - 07 C9 + 1.3544624551725358E - 08 Clo 
- 6.0415222193403872E - 09 C1' - 6.7128024702854551E - 10 C12 
+ 1.7100969895060985E - 10 C13 -}- 1.9001077669921326E - 11 C14 
- 2.7243020794222938E - 12 C15 - 3.0270023115029691E - 13 C'6 
+ 2.2491658034449778E - 14 C'7 + 2.4990731155980741E - 15 C18 
-7.3985717218632879E - 17 C19 - 8.2206352482552116E - 18 C2° 
B_8 = -1.2854792258442681E - 04 C-1.6068490601938150E - 05 C2 
+ 1.9721086119309995E - 04 C3 + 2.4651357766736245E - 05 C4 
- 8.1743718940279278E - 05 C5 - 1.0217964890385482E - 05 C6 
+ 1.428065355387014E - 05 C7 + 1.7850816965332447E - 06 C8 
- 1.2592043798505395E - 06 C9 - 1.5740054761137869E - 07 Clo 
+ 6.0977941920976703E - 08 C1' + 7.622242744484152E - 09 C12 
- 1.6720311077765168E - 09 C13 - 2.0900388856030767E - 10 C14 
+ 2.5554272136247108E - 11 C15 + 3.194284018082011E - 12 C16 
- 2.005506174699382E - 13 C17 - 2.5068827190492179E - 14 C18 
+ 6.2476827872381071E - 16 C19 + 7.8096034858409144E - 17 C20 
B_7 = 8.8147147022441235E - 04 C+1.2592449720362899E - 04 C2 
- 1.3480868260251767E - 03 C3 - 1.9258383301538196E - 04 C4 
+ 5.5414611748462071E - 04 C5 + 7.9163731210419160E - 05 C6 
- 9.5373632669074515E - 05 C7 - 1.3624804681203933E - 05 C8 
+ 8.218213675544677E - 06 C9 + 1.1740305258767458E - 06 Clo 
- 3.8533056741743935E - 07 C'1 - 5.5047223943406495E - 08 C12 
+ 1.0134817956397296E - 08 C13 + 1.4478311371637456E - 09 C14 
20th-Order Numerical Method 187 
- 1.4754246524325741E - 
10 C15 - 2.1077495041098964E - 11 C16 
+ 1.1020912436507576E - 12 C17 + 1.5744160627642396E - 13 C18 
- 3.2800334632538536E - 15 C19 - 4.6857620914379306E - 16 C20 
B_6 = -4.3706293678705118E - 03 C-7.2843823472016191E - 04 C2 
-}- 6.6520539913242586E - 03 C3 + 1.1086756682913929E - 03 C4 
- 2.6992754360052182E - 03 C5 - 4.4987923993807736E - 04 C6 
+ 4.5398869824749103E - 04 C7 + 7.566478310195485E - 05 C8 
- 3.7788748938689926E - 05 C9 - 6.2981248265185162E - 06 Clo 
+ 1.6925148814571187E - 06 Cil + 2.8208581368916746E - 07 C12 
- 4.2229287043591243E - 08 C13 - 7.0382145095313115E - 09 C14 
+ 5.8407602736300839E - 10 C15 + 9.7346004587333441E - 11 C16 
- 4.1700939722246099E - 12 C17 - 6.9501566220910104E - 13 C18 
+ 1.1948693330177068E - 14 C19 + 1.9914488888179928E - 15 C20 
B_5 = 1.6783216790265943E - 02 C+3.3566433739730434E - 03 C2 
- 2.5338759119334336E - 02 C3 - 5.0677518335719013E - 03 C4 
+ 1.0061219734637984E - 02 C5 + 2.012243948862976E - 03 C6 
- 1.6287905249829739E - 03 C7 - 3.2575810519266637E - 04 C8 
+ 1.283826360655336E - 04 C9 + 2.5676527224143184E - 05 Clo 
- 5.3947515886538981E - 06 C1' - 1.0789503180983456E - 06 C12 
+ 1.2690531937984211E - 07 C13 + 2.5381063883369351E - 08 C14 
- 1.6710964543258815E - 09 C15 - 3.3421929095318834E - 10 C16 
+ 1.1470745596579926E - 11 C17 + 2.2941491198815431E - 12 C18 
- 3.1863182212735747E - 14 C19 - 6.3726364440528092E - 15 C2° 
B_4 = -5.2447552382367639E - 02 C-1.3111888163451239E - 02 C2 
+ 7.8003552315233024E - 02 C3 + 1.9500888102217392E - 02 C4 
- 2.9733434540143964E - 02 C5 - 7.4333586397198753E - 03 C6 
+ 4.4892831985170432E - 03 C7 + 1.1223208001032861E - 03 C8 
- 3.24214353407299E - 04 C9 - 8.1053588378368919E - 05 Cio 
188 Fully Discrete High Resolution Schemes 
+ 1.2643031133976332E - 05 C'1 + 3.1607577843734094E - 06 C12 
- 2.8073362574115141E - 07 C13 - 7.0183406452931007E - 08 C14 
+ 3.539489732800221E - 09 C15 + 8.8487243340955198E - 10 C16 
- 2.3515028472187363E - 11 C17 - 5.8787571193929876E - 12 C18 
+ 6.3726364423175025E - 14 C19 + 1.5931591109380331E - 14 C20 
B_3 = 0.1398601399322489 C+4.6620046671199018E - 02 C2 
- 0.2012107160430074 C3 - 6.7070238726304382E - 02 C4 
+ 6.9933004598079787E - 02 C5 + 2.3311001541969804E - 02 C6 
- 9.156660441459236E - 03 C7 - 3.05222014810262E - 03 C8 
+ 5.9537875973539355E - 04 C9 + 1.9845958663193471E - 04 Clo 
- 2.1597279728755198E - 05 C11 - 7.1990932446989605E - 06 C12 
+ 4.560971098645676E - 07 C13 + 1.5203236999083242E - 07 C14 
- 5.5501202564010796E - 09 C15 - 1.8500400858978121E - 09 C16 
+ 3.5941669532496461E - 11 C17 + 1.19805565135244E - 11 C18 
- 9.5589546628469194E - 14 C19 - 3.1863182216990149E - 14 C2° 
B_2 = -0.3409090907740962 C-0.1704545455456840 C2 
+ 0.4431026355289627 C3 + 0.2215513178433360 C4 
- 0.1141806087503913 C5 - 5.709030439213017E - 02 C6 
+ 1.2714396381982809E - 02 C7 + 6.3571981927759303E - 03 C$ 
- 7.5256550066543344E - 04 C9 - 3.762827504347923E - 04 Clo 
+ 2.5750408250353993E - 05 C11 + 1.2875204128610629E - 05 C12 
- 5.233979019443609E - 07 C13 - 2.6169895104208433E - 07 C14 
+ 6.205243213563923E - 09 C15 + 3.1026216076239978E - 09 C16 
- 3.9454585366658115E - 11 C17 - 1.9727292688812399E - 11 C18 
+ 1.0355534216861282E - 13 C19 + 5.1777671099087964E - 14 C20 
B_1 = 0.9090909089340871 C+0.9090909091587303 C2 
- 0.499788846365348 C3 - 0.4997888465311628 C4 
+ 0.1000945339323041 C5 + 0.1000945339715666 C6 
20th-Order Numerical Method 189 
- 9.9309289012765676E - 03 C7 - 9.9309289056588156E - 03 C8 
+ 5.52176686112127E - 04 C9 + 5.5217668637241141E - 04 Cio 
- 1.8201402847760972E - 05 C'1 - 1.8201402856741592E - 05 C'2 
+ 3.6126371888276745E - 07 C13 + 3.6126371906854591E - 07 C'4 
- 4.2155308676830449E - 09 C15 - 4.2155308699409659E - 09 C16 
+ 3.6510167586153395E - 11 C17 + 2.6510167600918578E - 11 C'8 
- 6.9036894753918626E - 14 C'9 - 6.903689479377323E - 14 C2° 
BI = -0.9090909089982441 C+0.9090909090107639 C2 
+ 0.4997888467038099 C3 - 0.4997888464761192 C4 
- 0.1000945340215663 C5 + 0.1000945339597436 C6 
+ 9.9309289117927961E - 03 C7 - 9.9309289044145661E - 03 C8 
- 5.5217668675993216E - 04 C9 + 5.5217668630038223E - 04 C1° 
+ 1.8201402870649327E - 05 C" - 1.8201402854301842E - 05 C12 
- 3.612637193622773E - 07 C13 + 3.6126371901919222E - 07 C14 
+ 4.2155308735369533E - 09 C15 - 4.2155308693570004E - 09 Cl" 
- 2.6510167624410223E - 11 C17 + 2.6510167597207196E - 11 C18 
+ 6.9036894856845310E - 14 C19 - 6.9036894784028248E - 14 C2° 
B2 = 0.3409090911590382 C-0.1704545454095551 C2 
- 0.4431026357790551 C3 + 0.2215513177642915 C4 
+ 0.1141806088171811 C5 - 5.7090304375038911E - 02 C6 
- 1.2714396389902835E - 02 C7 + 6.3571981909751434E - 03 C8 
+ 7.525655011554771E - 04 C9 - 3.7628275033047855E - 04 C1° 
- 2.5750408267719344E - 05 C1' + 1.2875204125074939 C'2 
+ 5.2339790230882308E - 07 C13 - 2.6169895097051142E - 07 C14 
- 6.2052432180178555E - 09 C15 + 3.1026216067765952E - 09 C16 
+ 3.9454585395780889E - 11 C17 - 1.9727292683423773E - 11 C18 
- 1.0355534224698324E - 13 C19 + 5.1777671084932366E - 14 C2° 
B3 = -0.1398601398680919 C+4.6620046550289472E - 02 C2 
190 Fully Discrete High Resolution Schemes 
+ 0.2012107161932965 C3 - 6.707023865762228E - 02 C4 
- 6.9933004638802393E - 02 C5 + 2.3311001527102117E - 02 C6 
+ 9.1566604463335817E - 03 C7 - 3.0522201465355389E - 03 C8 
- 5.9537876003893763E - 04 C9 + 1.9845958654107830E - 04 Cio 
+ 2.1597279739557117E - 05 C11 - 7.1990932416161747E - 06 C12 
- 4.5609711009187323E - 07 C13 + 1.5203236992836355E - 07 C14 
+ 5.5501202591831552E - 09 
C15 
- 1.8500400851574985E - 09 Cls 
- 3.5941669550703171E - 11 C17 + 1.1980556508912785E - 11 C18 
+ 9.5589546677486802E - 14 C19 - 3.1863182204603885E - 14 C2° 
B4 = 5.2447552542760158E - 02 C - 1.3111888087354322E - 02 C2 
- 7.8003552387288705E - 02 C3 + 1.950088805984191E - 02 C4 
+ 2.9733434559988135E - 02 C5 - 7.4333586305919156E - 03 C6 
- 4.4892832009135923E - 03 C7 + 1.1223207991417077E - 03 C$ 
+ 3.242143535572775E - 04 C9 - 8.1053588322611519E - 05 Clo 
- 1.2643031139325643E - 05 C1' + 3.1607577824812954E - 06 C12 
+ 2.8073362585376238E - 07 C13 - 7.0183406414589029E - 08 C14 
- 3.5394897341775433E - 09 C15 + 8.8487243295521279E - 10 C16 
+ 2.3515028481189938E - 11 C17 - 5.8787571165019582E - 12 C'8 
- 6.3726364447379082E - 14 C19 + 1.5931591101781878E - 14 C20 
B5 = -1.6783216790265943E - 02 C+3.3566433397294302E - 03 C2 
+ 2.5338759146446066E - 02 C3 - 5.0677518143916545E - 03 C4 
- 1.0061219742240127E - 02 C5 + 2.012243944745893E - 03 C6 
+ 1.6287905259103595E - 03 C7 - 3.2575810475890017E - 04 C8 
- 1.2838263612394298E - 04 C9 + 2.5676527198963036E - 05 Cio 
+ 5.3947515907457231E - 06 C11 - 1.1789503172426883E - 06 C12 
- 1.269053194239874E - 07 C13 + 2.5381063866006513E - 08 C14 
+ 1.6710964548665981E - 09 C15 - 3.342192907471848E - 10 C16 
- 1.1470745600117163E - 11 C17 + 2.2941491185692477E - 12 C18 
+ 3.1863182222250577E - 14 C19 - 6.3726364406004012E - 15 C2° 
20th-Order Numerical Method 191 
B6 = 4.37062937989995E - 03 C-7.2843822351700458E - 04 C2 
- 6.6520539990204087E - 03 C3 + 1.1086756619139275E - 03 C4 
+ 2.6992754381966501E - 03 C5 - 4.4987923857653351E - 04 C6 
- 4.5398869851632942E - 04 C7 + 7.5664782958773701E - 05 C8 
+ 3.77887489556616E - 05 C9 - 6.2981248182117565E - 06 Clo 
- 1.692514882065163E - 06 C11 + 2.8208581340692872E - 07 C12 
+ 4.22292870564138E - 08 C13 - 7.0382145038040535E - 09 C14 
- 5.8407602751987296E - 10 C15 + 9.7346004519377128E - 11 C16 
+ 4.1700939732493913E - 12 C17 - 6.9501566177616943E - 13 C18 
- 1.1948693332930086E - 14 C19 + 1.0014488876789506E - 15 C2° 
B7 = -8.8147147022441235E - 04 C+1.2592449419145932E - 04 C2 
+ 1.348086827653146E - 03 C3 - 1.9258383147415187E - 04 C4 
- 5.5414611795211459E - 04 C5 + 7.91637308834124E - 05 C8 
+ 9.5373632726828108E - 05 C7 - 1.3624804646819964E - 05 C8 
- 8.2182136792058245E - 06 C9 + 1.1740305238792094E - 06 Clo 
+ 3.8533056754888451E - 07 C" - 5.5047223875425271E - 08 C12 
- 1.0134817959171436E - 08 C13 + 1.4478311357821706E - 09 C14 
+ 1.4754246527719211E - 10 C15 - 2.1077495024685307E - 11 C16 
- 1.1020912438723225E - 12 C17 + 1.5744160617175219E - 13 C18 
+ 3.2800334638485865E - 15 C19 - 4.6857620886819089E - 16 C2° 
B8 = 1.2854792233381353E - 04 C-1.6068490020642247E - 05 C2 
- 1.9721086142894054E - 04 C3 + 2.4651357511000552E - 05 C4 
+ 8.174371900901958E - 05 C5 - 1.0217964836322332E - 05 C6 
- 1.4280653562422396E - 05 C7 + 1.78508169084522E - 06 C8 
+ 1.2592043803954657E - 06 C9 - 1.5740054728028971E - 07 Clo 
- 6.0977941940620429E - 08 C11 + 7.6222427331900794E - 09 C12 
+ 1.6720311081924454E - 09 C13 - 2.0900388833025625E - 10 C14 
- 2.5554272141348674E - 11 C15 + 3.1942840153432374E - 12 C16 
+ 2.0055061750332314E - 13 C17 - 2.5068827172994957E - 14 C18 
- 6.2476827881359847E - 16 C19 + 7.8096034812267166E - 17 C2° 
192 Fully Discrete High Resolution Schemes 
B9 = -1.2027875830989893E - 05 C+1.3364306203536201E - 06 C2 
+ 1.849192153014139E - 05 C3 - 2.0546579310704337E - 06 C4 
- 7.708559757771679E - 06 C5 + 8.56506635816245E - 07 C6 
+ 1.3605424596677215E - 06 C7 - 1.5117138396853592E - 07 C8 
- 1.2190162089731396E - 07 C9 + 1.3544624517689925E - 08 Clo 
+ 6.0415222211036277E - 09 C11 - 6.7128024586735774E - 10 C12 
- 1.710096989876961E - 10 C13 + 1.9001077646274995E - 11 C14 
+ 2.7243020798742975E - 12 C15 - 3.0270023086891944E - 13 Cl" 
- 2.2491658037391251E - 14 C17 + 2.4990731138014241E - 15 C18 
+ 7.3985717226506696E - 17 C19 - 8.220635243519829E - 18 C2° 
B10 = 5.4125441176801199E - 07 C-5.4125439871243214E - 08 C2 
- 8.3340607804876036E - 07 C3 + 8.3340607014844473E - 08 C4 
+ 3.4882441807603583E - 07 C5 - 3.4882441623128323E - 08 C6 
- 6.2018699704524168E - 08 C7 + 6.2018699499478518E - 09 C8 
+ 5.6212428654146464E - 09 C9 - 5.6212428530759774E - 10 Cio 
- 2.8337919401552493E - 10 C" + 2.833791935858306E - 11 C12 
+ 8.2180457481542722E - 12 C13 - 8.2180457392895429E - 13 C14 
- 1.3541852443693002E - 13 C15 + 1.2541852433059194E - 14 C16 
+ 1.1714405227661243E - 15 C17 - 1.1714405220838428E - 16 C18 
- 4.110317623631571E - 18 C19 + 4.1103176218282869E - 19 C20 
Bo =1+9.643184E - 09 C-1.549768 C2 - 4.8558619E - 09 C3 
+ 0.6598717 C4 + 2.192701E - 10 C5 - 0.121028 C6 
+ 3.0618016E - 10 C7 + 1.1531415E - 02 C8 + 1.6614871E -11C9 
- 6.2741595E - 04 C1° - 4.3139212E - 13 C'1 + 2.0418935E - 05C'2 
+ 2.4922193E - 14 C13 - 4.0202718E - 07 C14 - 1.3142628E - 16C15 
+ 4.6662447E - 09 Cis + 3.0843404E - 19 C17 - 2.9237123E - 11C18 
- 7.3362479E - 22 C19 + 7.5940576E - 14 C2° 
where, C is the CFL number. 
20th-Order Numerical Method 
The amplification factor of the method is 
193 
A=1-2 (-2.1820901E - 08 C+1.91839 C2 + 2.2592523E - 08C3 
- 1.144243 C4 - 6.8021899E - 09 C5 + 0.2509956 C6 
+ 1.1990592E - 09 C7 - 2.6645366E - 02 C8 + 4.4792958E - 11C9 
+ 1.5550008E - 03 C1° + 2.3386265E - 13 C11 - 5.3070333E - 05C12 
- 1.5452447E - 14 C13 + 1.0802879E - 06 C14 + 4.9565642E - 16C'5 
- 1.2842341E - 08 C16 - 4.3901846E - 18 C17 + 8.1889627E - 11C18 
+ 4.1853998E - 21 C19 - 2.1549903E - 13 C20) (A. 2) 
