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Abstract
W.E. Roth (1952) proved that the matrix equation AX ´XB “
C has a solution if and only if the matrices
“
A C
0 B
‰
and
“
A 0
0 B
‰
are
similar. A. Dmytryshyn and B. K˚agstro¨m (2015) extended Roth’s
criterion to systems of matrix equations AiXi1Mi ´ NiX
σi
i2 Bi “ Ci
pi “ 1, . . . , sq with unknown matrices X1, . . . ,Xt, in which every X
σ is
X, XJ, orX˚. We extend their criterion to systems of complex matrix
equations that include the complex conjugation of unknown matrices.
We also prove an analogous criterion for systems of quaternion matrix
equations.
AMS classification: 15A24
Keywords: Systems of matrix equations, Sylvester equations,
Roth’s criteria
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1 Introduction
Roth [13] proved that the matrix equation AX ´ XB “ C (respectively,
AX ´ Y B “ C) over a field has a solution if and only if the matrices r A C
0 B s
and r A 0
0 B s are similar (respectively, equivalent); see also [8, Section 4.4.22]
and [10, Section 12.5].
Dmytryshyn and K˚agstro¨m [4, Theorem 6.1] extended Roth’s criteria to
the system of generalized Sylvester equations
AiXi1Mi ´NiX
σi
i2 Bi “ Ci, i “ 1, . . . , s
with unknown matrices X1, . . . , Xt over a field of characteristic not 2 with a
fixed involution, in which every Xσii2 is either Xi2, or X
J
i2 , or X
˚
i2 . Most of the
known generalizations of Roth’s criteria are special cases of their criterion.
The first author was awarded the SIAM Student Paper Prize 2015 for the
paper [4].
However, Dmytryshyn and K˚agstro¨m [4] do not consider complex matrix
equations that include the complex conjugate of unknown matrices. The
theory of such equations and their applications to discrete-time antilinear
systems are presented in Wu and Zhang’s new book [17]. Bevis, Hall, and
Hartwig [1] proved that the complex matrix equation AX¯ ´ XB “ C has
a solution if and only if the matrices r A C
0 B s and r
A 0
0 B s are consimilar (i.e.,
S¯´1 r A C
0 B sS “ r
A 0
0 B s for some nonsingular S).
We extend Dmytryshyn and K˚agstro¨m’s criterion to a large class of matrix
equations that includes the systems
AiX
εi
i1 Mi ´NiX
δi
i2Bi “ Ci, i
1, i2 P t1, . . . , tu, i “ 1, . . . , s (1)
• of complex matrix equations, in which εi, δi P t1, A,J,˚u, where X
A :“
X¯ is the complex conjugate matrix and X˚ :“ X¯J is the complex
adjoint matrix, and
• of quaternion matrix equations, in which εi, δi P t1,˚u, where X
˚ is
the quaternion adjoint matrix.
We prove our criterion by methods of [4] (see also [6, 15, 16]), though our
exposition is self-contained and uses only elementary linear algebra.
Note that the system of matrix equations (1) over a field can be rewritten
as a system Mx “ b of linear equations, which gives another criterion of
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solvability for (1): it has a solution if and only if rankM “ rankrM |bs.
However, the system Mx “ b is large and can be ill-conditioned.
Special cases of the system (1) are considered in hundreds of articles and
books. For recent results related to solvability criteria we refer the reader to
[2, 3, 4, 5, 7, 14, 17] and the references given there. A survey of papers on
Roth’s criteria and their generalizations is given in the extended introduction
to [7]. A quaternion linear algebra is presented in [12], in which quaternion
matrix equations are considered in Chapters 5 and 14.
2 Main results
Let F be a skew field (which can be a field). An involutory automorphism of
F is a bijection a ÞÑ aA of F onto itself, satisfying
pa` bqA “ aA ` bA, pabqA “ aAbA, paAqA “ a for all a P F.
An involutory anti-automorphism of F is a bijection a ÞÑ a˝, satisfying
pa` bq˝ “ a˝ ` b˝, pabq˝ “ b˝a˝, pa˝q˝ “ a for all a P F.
For example, the complex conjugation is an involutory automorphism and
involutory anti-automorphism of C; the quaternion conjugation is an involu-
tory anti-automorphism of H.
The following theorem is proved in Section 3.
Theorem 1. Given
• a skew field F of characteristic not 2 that is finite dimensional over its
center,
• an involutory automorphism a ÞÑ aA ppossible, the identityq and an
involutory anti-automorphism a ÞÑ a˝ of F ppossible, the identity if F
is a fieldq,
• a system
AiX
εi
i1 ´X
δi
i2Bi “ Ci, i “ 1, . . . , s (2)
of matrix equations over F with unknown matrices X1, . . . , Xt, in which
all i1, i2 P t1, . . . , tu, εi, δi P t1, A, :,˚u, and
A: :“ pA˝qJ, A˚ :“ ppAAq˝qJ
for each matrix A over F;
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the system (2) has a solution if and only if there exist nonsingular matrices
P1, . . . , Pt over F such that„
Ai 0
0 Bi

P
xεiy
i1 “ P
xδiy
i2
„
Ai Ci
0 Bi

, i “ 1, . . . , s, (3)
in which
P xσy :“
#
P σ if σ P t1, Au,
JpP σq´1J´1 if σ P t:,˚u,
J :“
„
0 I
´I 0

. (4)
If all εi, δi P t1, Au in (2), then the condition “F of characteristic not 2”
in Theorem 1 can be omitted; see Lemma 1.
The conditions (3) on the block matrices from Theorem 1 are all given in
the same style using (4). In the following remark, we give these conditions
more explicitly for each of four possible cases.
Remark 1. For each i “ 1, . . . , s, the equality (3) in Theorem 1 can be
rewritten in the form:“
Ai 0
0 Bi
‰
P εii1 “ P
δi
i2
“
Ai Ci
0 Bi
‰
if εi, δi P t1, Au,
P δii2
“
0 ´Bi
Ai 0
‰
P εii1 “
“
0 ´Bi
Ai Ci
‰
if εi P t1, Au, δi P t:,˚u,“
0 ´Ai
Bi 0
‰
“ P δii2
“
Ci ´Ai
Bi 0
‰
P εii1 if εi P t:,˚u, δi P t1, Au,
P δii2
“
Bi 0
0 Ai
‰
“
“
Bi 0
´Ci Ai
‰
P εii1 if εi, δi P t:,˚u.
Corollary 1. (a) Over R, the system (2) with εi, δi P t1,Ju has a solution
if and only if (3) holds for some nonsingular real matrices P1, . . . , Pt,
and J is used instead of : in (4).
(b) Over C, the system (2) with εi, δi P t1, A,J,˚u has a solution if and
only if (3) holds for some nonsingular complex matrices P1, . . . , Pt.
Here AA :“ A¯ is the complex conjugate matrix, A˚ :“ A¯J is the complex
adjoint matrix. The symbol J is used instead of : in (4).
(c) Over H, the system (2) with εi, δi P t1, A, :,˚u has a solution if and
only if (3) holds for some nonsingular quaternion matrices P1, . . . , Pt.
Here
hA :“ a`bi´cj´dk, h˝ :“ a´bi`cj`dk, h¯ “ phAq˝ “ a´bi´cj´dk
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for each quaternion h “ a ` bi` cj ` dk, and
A: “ pA˝qJ, A˚ “ A¯J
for each quaternion matrix A.
Note that each involutory automorphism of H is either the identity, or
h ÞÑ a`bi´cj´dk in a suitable set of orthogonal imaginary units i, j, k P H,
see [9, Lemma 1]; and each involutory anti-automorphism of H is either
h ÞÑ a´ bi` cj ` dk, or h ÞÑ a´ bi´ cj ´ dk in a suitable set of orthogonal
imaginary units, see [12, Theorem 2.4.4(c)].
Theorem 2. Let F be a skew field of characteristic not 2 that is finite di-
mensional over its center. The system (1) over F, in which all εi and δi
are as in Theorem 1, has a solution if and only if there exist nonsingular
matrices P1, . . . , Pt, Q1, . . . , Qs, R1, . . . , Rs over F satisfying the following 3s
equalities: “
Ai 0
0 Bi
‰
Qi “ Ri
“
Ai Ci
0 Bi
‰“
I 0
0 Mi
‰
Qi “ P
xεiy
i1
“
I 0
0 Mi
‰“
Ni 0
0 I
‰
P
xδiy
i2 “ Ri
“
Ni 0
0 I
‰
,/.//- , i “ 1, . . . , s. (5)
Proof (assuming that Theorem 1 holds). Define from (1) the system of 3s
matrix equations
AiYi ´ ZiBi “ Ci
Yi ´X
εi
i1 Mi “ 0
NiX
δi
i2 ´ Zi “ 0
,/./- , i “ 1, . . . , s (6)
with unknown matrices X1, . . . , Xt, Y1, . . . , Ys, Z1, . . . , Zs. If the sys-
tem (1) has a solution pX
1
, . . . , X tq, then (6) has the solution
pX
1
, . . . , Xt; Y 1, . . . , Y s;Z1, . . . , Zsq, in which all Y i :“ X
εi
i1 Mi and Z i :“
NiX
δi
i2 . Thus, the system (1) has a solution if and only if (6) has a solution.
By Theorem 1, the system (6) has a solution if and only if (5) holds for some
nonsingular matrices P1, . . . , Pt, Q1, . . . , Qs, R1, . . . , Rs.
3 The proof of Theorem 1
The following lemma proves Theorem 1 if all εi, δi P t1, Au.
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Lemma 1. Let F be a skew field that is finite dimensional over its center.
Let a ÞÑ aA be an involutory automorphism of F pwhich can be the identityq.
Let
AiX
αi
i1 ´X
βi
i2 Bi “ Ci, i “ 1, . . . , s (7)
be a system of matrix equations over F with unknown matrices X1, . . . , Xt,
in which all αi, βi P t1, Au. Then the system (7) has a solution if and only if
there exist nonsingular matrices P1, . . . , Pt such that„
Ai 0
0 Bi

P αii1 “ P
βi
i2
„
Ai Ci
0 Bi

, i “ 1, . . . , s. (8)
Proof. ùñ. If pX
1
, . . . , Xtq is a solution of (7), then (8) holds for
P1 “
„
I X
1
0 I

, . . . , Pt “
„
I Xt
0 I

. (9)
ðù. Suppose there are nonsingular matrices P1, . . . , Pt of sizes
n1 ˆ n1, . . . , nt ˆ nt satisfying (8). Then
pP1, . . . , Ptq P U :“ F
n1ˆn1 ‘ ¨ ¨ ¨ ‘ Fntˆnt . (10)
Denote by CpFq the center of F (which coincides with F if F is a field). For
c P CpFq and any a P F, aAcA “ pacqA “ pcaqA “ cAaA, and so cA P CpFq. Hence
c ÞÑ cA is an automorphism of CpFq of order 1 or 2. By [11, Chapter VI,
Theorem 1.8], the index of the subfield G :“ tc P CpFq | c “ cAu in CpFq is 1
or 2. Since F is finite dimensional over its center, F is also finite dimensional
over G.
Thus, the set U in (10) is a finite dimensional vector space over G. Define
its subspaces
U1 :“
!
pU1, . . . , Utq P U |
“
Ai 0
0 Bi
‰
Uαii1 “ U
βi
i2
“
Ai Ci
0 Bi
‰
, i “ 1, . . . , s
)
,
U2 :“
!
pU1, . . . , Utq P U |
“
Ai 0
0 Bi
‰
Uαii1 “ U
βi
i2
“
Ai 0
0 Bi
‰
, i “ 1, . . . , s
)
.
Let the matrices of every
U “
ˆ„
U11 U12
U13 U14

, . . . ,
„
Ut1 Ut2
Ut3 Ut4
˙
P U
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be partitioned into 4 blocks such that each Ui2 has the same size as Xi
(compare with (9)). Define the G-linear mappings pik : Uk Ñ U (k “ 1, 2) as
follows:
pik :
ˆ„
U11 U12
U13 U14

, . . . ,
„
Ut1 Ut2
Ut3 Ut4
˙
ÞÑ
ˆ„
U11 0
U13 0

, . . . ,
„
Ut1 0
Ut3 0
˙
.
Then
dimG Im pik ` dimGKer pik “ dimG Uk, k “ 1, 2. (11)
Fact 1: dimG U1 “ dimG U2. Indeed, for the t-tuple (10) from U1 and for
every pU1, . . . , Utq P U2, we have„
Ai 0
0 Bi

pUi1Pi1q
αi “ Uβii2
„
Ai 0
0 Bi

P αii1 “ pUi2Pi2q
βi
„
Ai Ci
0 Bi

.
Hence pU1, . . . , Utq ÞÑ pU1P1, . . . , UtPtq is a G-linear bijection U2 Ñ U1,
which proves Fact 1.
Fact 2: Ker pi1 “ Ker pi2. A t-tuple U P U belongs to Ker pi1 if and only if
U “
ˆ„
0 U12
0 U14

, . . . ,
„
0 Ut2
0 Ut4
˙
P U1
if and only if
U “
ˆ„
0 U12
0 U14

, . . . ,
„
0 Ut2
0 Ut4
˙
P U2
if and only if U P Kerpi2.
Fact 3: Im pi1 Ă Im pi2. For each
U “
ˆ„
U11 0
U13 0

, . . . ,
„
Ut1 0
Ut3 0
˙
P Im pi1,
there exist U12, U14, . . . , Ut2, Ut4 such thatˆ„
U11 U12
U13 U14

, . . . ,
„
Ut1 Ut2
Ut3 Ut4
˙
P U1,
which means that„
Ai 0
0 Bi
 „
Uαii11 U
αi
i12
Uαii13 U
αi
i14

“
„
U
βi
i21 U
βi
i22
U
βi
i23 U
βi
i24
 „
Ai Ci
0 Bi

, i “ 1, . . . , s.
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Then „
Ai 0
0 Bi
 „
Uαii11 0
Uαii13 0

“
„
U
βi
i21 0
U
βi
i23 0
 „
Ai 0
0 Bi

, i “ 1, . . . , s,
and so U P Im pi2, which proves Fact 3.
By (11) and Facts 1–3, Im pi1 “ Im pi2. Since pI, . . . , Iq P U2,
pr I 0
0 0
s , . . . , r I 0
0 0
sq P Im pi2 “ Im pi1. Hence there are U12, U14, . . . , Ut2, Ut4 such
that ˆ„
I U12
0 U14

, . . . ,
„
I Ut2
0 Ut4
˙
P U1,
which means that„
Ai 0
0 Bi
 „
I Uαii12
0 Uαii14

“
„
I U
βi
i22
0 Uβii24
„
Ai Ci
0 Bi

, i “ 1, . . . , s. (12)
Equating the p1, 2q blocks in (12), we get AiU
αi
i12 “ Ci ` U
βi
i22Bi. Thus,
pU12, . . . , Ut2q is a solution of the system (7).
Proof of Theorem 1. ùñ. If pX
1
, . . . , Xtq is a solution of (2), then the equal-
ities (3) hold for P1, . . . , Pt defined in (9).
ðù. Suppose there are nonsingular matrices P1, . . . , Pt satisfying (3). We
consider the set t1, A, :,˚u as the abelian group with multiplication
1 A : ˚
1 1 A : ˚
A A 1 ˚ :
: : ˚ 1 A
˚ ˚ : A 1
that corresponds to the compositions of the matrix mappings A ÞÑ Aε, ε P
t1, A, :,˚u.
Represent (3) in the form„
Ai 0
0 Bi
´
P
xλiy
i1
¯αi
“
´
P
xµiy
i2
¯βi „Ai Ci
0 Bi

, i “ 1, . . . , s, (13)
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in which αi, βi P t1, Au and λi, µi P t1, :u are such that αiλi “ εi and βiµi “ δi.
Applying : to (13) and multiplying each factor by J “
“
0 I
´I 0
‰
on the left and
by J´1 “
“
0 ´I
I 0
‰
on the right, we get
J
´
P
xαiλiy
i1
:¯
J´1J
„
Ai 0
0 Bi
:
J´1 “ J
„
Ai Ci
0 Bi
:
J´1J
´
P
xβiµiy
i2
¯:
J´1. (14)
Using
J
ˆ´
P
xαiλiy
i1
:¯
˙´ 1
J´1 “
´
P
xαiλiy
i1
¯x:y
“
´
P
xλi:y
i1
¯αi
,
J
ˆ´
P
xβiµiy
i2
:¯
˙´
1
J´1 “
´
P
xβiµiy
i2
¯x:y
“
´
P
xµi:y
i2
¯βi
and (4), we rewrite (14) as follows:„
B:i 0
0 A:i
´
P
xµi:y
i2
¯βi
“
´
P
xλi:y
i1
¯αi „B:i ´C:i
0 A:i

, i “ 1, . . . , s. (15)
The equalities (13) and (15) and Lemma 1 ensure the solvability of the
system formed by 2s matrix equations
AiY
αi
λi,i1
´ Y βiµi,i2Bi “ Ci, B
:
iY
βi
µi:,i2
´ Y αiλi:,i1A
:
i “ ´C
:
i (16)
(i “ 1, . . . , s) with unknown matrices Y1,1, . . . , Y1,t, Y:,1, . . . , Y:,t. Let
Y
1,1, . . . , Y 1,t, Y :,1, . . . , Y :,t be its solution. Substituting these matrices to
(16) and applying : to the right equalities, we get
AiY
αi
λi,i1
´ Y βiµi,i2Bi “ Ci, Ai
`
Y αiλi:,i1
:˘
´
´
Y
βi
µi:,i2
:¯
Bi “ Ci.
Adding the left and right equalities, we obtain
Ai
´
Y λi,i1 ` Y
:
λi:,i1
¯αi
´
´
Y µi,i2 ` Y
:
µi:,i2
¯βi
Bi “ 2Ci, i “ 1, . . . , s. (17)
Write X i :“ pY 1,i ` Y
:
:,iq{2 for i “ 1, . . . , t. Then X
:
i “ pY :,i ` Y
:
1,iq{2. By
(17),
AiX
αiλi
i1 ´X
βiµi
i2 Bi “ Ci, i “ 1, . . . , s.
Therefore, X
1
, . . . , Xt is a solution of the system (2).
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