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SPECTRAL LARGE SIEVE INEQUALITIES
FOR HECKE CONGRUENCE SUBGROUPS OF SL(2,Z[i])
by
NIGEL WATT
Abstract: We prove, in respect of an arbitrary Hecke congruence subgroup Γ = Γ0(q0) ≤ SL(2,Z[i]),
some new upper bounds (or ‘spectral large sieve inequalities’) for sums involving Fourier coefficients of
Γ-automorphic cusp forms on SL(2,C). The Fourier coefficients in question may arise from the Fourier
expansion at any given cusp c of Γ (our results are not limited to the case c = ∞). For this reason,
our proof is reliant upon an extension, to arbitrary cusps, of the spectral-Kloosterman sum formula for
Γ\SL(2,C) obtained by Hristina Lokvenec-Guleska in her doctoral thesis (generalising the sum formulae
of Roelof Bruggeman and Yoichi Motohashi for PSL(2,Z[i])\PSL(2,C) in several respects, though not as
regards the choice of cusps). A proof of the required extension of the sum formula is given in an appendix.
Keywords: spectral theory, large sieve, Hecke congruence group, Gaussian integers, sum formula, automor-
phic form, cusp form, non-holomorphic modular form, Fourier coefficient, Kloosterman sum.
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1
Outline of results and methods.
In 1982, in Theorem 2 of their paper [9], Deshouillers and Iwaniec generalised Iwaniec’s ground-breaking
estimate [20], Theorem 1, to obtain similar ‘spectral large sieve inequalities’ for Fourier coefficients of holo-
morphic cusp forms, non-holomorphic cusp forms, or Eisenstein series, automorphic (or ‘modular’) with
respect to the action of an abitrary Hecke congruence subgroup of SL(2,Z) upon the upper half complex
plane H2. This paper concerns corresponding results for Fourier coefficients of functions on SL(2,C) that
are automorphic with respect to some Hecke congruence subgroup Γ of SL(2,Z[i]). Our principal results,
obtained in Theorem 1 below, are not quite a perfect analogy of the results (1.28) and (1.29) of Theorem 2
of [9], and so seem open to further improvement. Another question left open is as to whether it is possible
to achieve a refinement of our Theorem 1 paralleling the significant refinement of Deshouillers and Iwaniec’s
spectral large sieve inequalities that was obtained by Jutila in Theorem 1.1 of [23].
We have modelled our proof of Theorem 1 on the proof of Theorem 2 of [9] that is contained in Section 5
of [9]. Just as the proof of Theorem 2 of [9] is dependent on the estimates for sums of generalised Kloosterman
that are supplied in Proposition 3 of [9], so too is our proof of Theorem 1 dependent on the estimates for
sums of Kloosterman sums that we obtain in our Proposition 2 (stated at the end of Section 1). Our proof
of Proposition 2 follows the same basic pattern as the proof (in [9], Subsection 5.1) of Proposition 3 of [9],
but it does have some novel features (such as those relating to the ‘grossencharakter’ factor (ω1ω2/|ω1ω2|)m
which occurs in Equation (1.9.25), below).
In the work [9] of Deshouillers and Iwaniec a crucial part is played by summation formulae of Bruggeman
[3] and Kuznetsov [28], [29], expressing certain sums involving Fourier coefficients of modular forms in terms
of sums of Kloosterman sums (and vice versa). These particular summation formulae apply only to modular
forms on H2 (i.e. the homogeneous space SL(2,R)/SO(2,R)), whereas in the present work one needs instead
summation formulae for Fourier coefficients of automorphic functions on SL(2,C). Such formulae were first
obtained (for functions automorphic with respect to SL(2,Z[i])) in Bruggeman and Motohashi’s paper [5],
and were extended to the case of functions automorphic with respect to Hecke congruence subgroups of
SL(2,Z[i]) in Lokvenec-Guleska’s thesis [32]. These authors dealt only with Fourier coefficients for the cusp
at infinity, but their methods can be adapted to succesfully handle Fourier coefficients at other cusps: the
relevant summation formula, Theorem B, is stated at the beginning of Subsection 1.9 of this paper; the
required adaptations of the proofs in [5] and [32] are discussed in an appendix (Section 6).
An introduction to relevant concepts and terminology now follows (preparatory to the statement of the
principal new results contained in this paper).
§1. Definitions and statements of the results.
§1.1 The quotient Γ\G : coordinates, measure, cusps and fundamental domains.
Let G = SL(2,C) and K = SU(2) (the maximal compact subgroup of the Lie group G). Let O denote
the ring Z[i] of Gaussian integers; we shall use the notation m ∼ n to signify that m and n are associates (in
the sense that m ∈ nO∗ ⊂ O, where O∗ = {i,−1,−i, 1}). Suppose moreover that q0 ∈ O− {0} ; and that Γ
is the Hecke congruence subgroup of SL(2,O) given by
Γ = Γ0(q0) =
{(
a b
c d
)
∈ SL(2,O) : c ∈ q0O
}
. (1.1.1)
The group Γ is a discrete and cofinite (but not cocompact) subgroup of G. Both Γ and G act by left
multiplication on the homogeneous space G/K. By the Iwasawa decomposition each g ∈ G has a unique
factorisation of form
g = n[z]a[r]k[α, β] , (1.1.2)
where, for z ∈ C, r > 0, and α, β ∈ C such that |α|2 + |β|2 = 1, one has:
n[z] =
(
1 z
0 1
)
, a[r] =
(√
r 0
0 1/
√
r
)
and k[α, β] =
(
α β
−β α
)
∈ K . (1.1.3)
The mapping gK 7→ (z, r) (with z and r are as in (1.1.2)) defines a homeomorphism between G/K and the
topological space H3 = C× R+ = C× {r ∈ R : r > 0}. The action of G upon G/K (by left multiplication)
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may be interpreted as a continuous group action of G upon H3 by putting g(z, r) = (z′, r′) when z, z′ ∈ C,
r, r′ > 0 and gn[z]a[r]K = n[z′]a[r′]K: by a calculation, one then has
g(z, r) =
(
(az + b) (cz + d) + a c r2
|cz + d|2 + |c|2r2 ,
r
|cz + d|2 + |c|2r2
)
∈ H3 for g =
(
a b
c d
)
∈ G, (z, r) ∈ H3. (1.1.4)
By Proposition 7.3.9 of [11], the set
FQ(i) =
{
(z, r) ∈ H3 : |z|2 + r2 ≥ 1 and |Re(z)|, Im(z) ∈ [0, 1/2]
}
(1.1.5)
is a fundamental domain for the action of SL(2,O) = Γ0(1) upon H3. Consideration of the natural homo-
morphism from SL(2,O) into SL(2,O/q0O) shows that
[SL(2,O) : Γ] = |q0|2
∏
(̟)∋q0
(
1 +
1
|̟|2
)
, (1.1.6)
where the product is taken over prime ideals (̟) = ̟O ⊂ O (see Section 2.4 of [21] for the SL(2,Z)-analogue
of this). Therefore there exist γ1, . . . , γ[SL(2,O):Γ] ∈ SL(2,O) such that the set
F =
[SL(2,O):Γ]⋃
k=1
γkFQ(i) (1.1.7)
is a fundamental domain for the action of Γ upon H3. Moreover, as noted in Section 2.2 of [11], there do
exist fundamental domains for the action of Γ upon H3 that have a connected interior (these being the
Poincare´ normal polyhedrons PQ(Γ) ⊂ H3 centred at Q = (z, r)). Therefore one may assume a choice of
γ1, . . . , γ[SL(2,O):Γ] in (1.1.7) that makes the interior of F be connected.
When k = k[α, β] ∈ K one has, for some θ ∈ [0, π) and some real ϕ and ψ satisfying ϕ ± ψ ∈ [0, 4π),
the factorisation
k = h
[
eiϕ/2
]
v[iθ]h
[
eiψ/2
]
, (1.1.8)
where
h[u] =
(
u 0
0 u−1
)
and v[iθ] =
(
cos(θ/2) i sin(θ/2)
i sin(θ/2) cos(θ/2)
)
. (1.1.9)
This factorisation is unique in the cases where θ satisfies 0 < θ < π, so the ‘Iwasawa coordinates’ z, r, θ, ϕ, ψ
in (1.1.2) and (1.1.8) are a serviceable coordinate system for G.
We define C∞(G) to be the space of functions f : G → C which are ‘smooth’, in the sense that, for
each g0 ∈ G, and each j ∈ N, all 2j of the partial derivatives of order j of the function (x, y, r, θ, ϕ, ψ) 7→
f(g0n[x+iy]a[r]h[e
iϕ/2]v[iθ]h[eiψ/2]) are defined and continuous on R5. The space of smooth complex-valued
functions on K is denoted by C∞(K) (one has F ∈ C∞(K) if and only if F is the restriction to K of some
element of C∞(G)). We define C0(G) to be the space of functions f : G → C that are continuous with
respect to the topology on G defined in Section 2.1 of [11] (this just means that a function f : G → C will
lie in C0(G) if and only if f(g) is continuous as a function of the Iwasawa coordinates of g).
In terms of the parameterisations introduced in (1.1.3) and (1.1.8)-(1.1.9), the groups
K =
{
k[α, β] : α, β ∈ C and |α|2 + |β|2 = 1} , A = {a[r] : r > 0} and N = {n[z] : z ∈ C}
have left and right Haar measures
dk = 2−3π−2 sin(θ) dϕdθ dψ, da = r−1 dr and dn = d+z = dxdy , (1.1.10)
respectively, where x and y are the real and imaginary parts of z. Note that the compactness of K has here
allowed a choice of dk such that ∫
K
dk = 2 .
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The group G also has a left and right Haar measure:
dg = r−2 dn da dk = r−3 dxdy dr dk for g = n[x+ iy]a[r]k with x, y ∈ R, r > 0 and k ∈ K . (1.1.11)
With respect to the hyperbolic Riemannian metric on H3,
|dz|2 + dr2
r2
=
dx2 + dy2 + dr2
r2
, (1.1.12)
the elements ofG act upon H3 as elements of the group Iso
+
(
H3
)
of orientation preserving isometries: one has
in effect a homomorphism g 7→ g|H3 fromG into Iso+
(
H3
)
, which (see [11], Proposition 1.1.3) is surjective and
has kernel {h[1], h[−1]}. The hyperbolic metric (1.1.12) makes H3 a model for three dimensional hyperbolic
space, and induces on H3 a G-invariant measure,
r−3 d+z dr = r−3 dxdy dr = dQ (Q = (z, r) = (x+ iy, r) with x, y ∈ R and r > 0), (1.1.13)
identical to that which is induced (via the homeomorphism between G/K and H3) by the Haar measure
(1.1.11). LetK+ ⊂ K be a fundamental domain for {h[1], h[−1]}\K; and F ′ any fundamental domain for the
action of Γ on H3. Then a fundamental domain for Γ\G is the set {n[z]a[r] : (z, r) ∈ F ′}K+ ⊂ NAK = G.
One therefore has (using the fundamental domain F from (1.1.7)):
vol(Γ\G) =
∫
Γ\G
dg =
∫
F
dQ
∫
K+
dk =
∫
F
dQ = vol (F) , (1.1.14)
where, by (1.1.5)-(1.1.7) and Theorem 7.1.1 of [11],
vol (F) =
∫
F
r−3 dxdy dr = vol
(FQ(i)) [SL(2,O) : Γ] = 2π−2ζQ(i)(2) |q0|2 ∏
O⊃(̟)∋q0
(̟) is prime
(
1 +
1
|̟|2
)
(1.1.15)
with ζQ(i)(s) = ζ(s)L
(
s, χ4
)
being the Dedekind zeta-function for Q(i), so that
2π−2ζQ(i)(2) =
2
π2
∑
06=α∈O
|α|−4 = 1
3
L(2, χ4) =
1
3
∞∑
n=1
(−1)n−1
(2n− 1)2 =
1
3
1− ∞∑
j=1
2−4jjζ(2j + 1)

(see Page 312 of [11]).
The actions of elements of G upon H3 extend, by continuity, to actions upon H3∪P1(C), where P1(C) =
C ∪ {∞} (the Riemann sphere): a projective point z = [z1, z2] ∈ P1(C) being mapped by the action of
g =
(
a b
c d
)
∈ G
to the point gz =
[
az1 + bz2, cz1 + dz2
] ∈ P1(C) (so that g∞ =∞ if and only if c = 0). If Q = (z, r) ∈ H3,
then the subgroup of elements of Γ fixing Q is finite. In contrast there exist points z ∈ P1(C) for which the
stabiliser, Γz = {g ∈ Γ : gz = z}, contains a free Abelian subgroup of rank 2: such points z are called ‘cusps’
of Γ. Since Γ is a congruence subgroup (that is, there exists M ∈ O − {0}, namely M = q0, such that Γ
contains the kernel of the natural homomorphism from SL(2,O) into SL(2,O/MO)), the set of all cusps of
Γ is simply Q(i) ∪ {∞} = P1(Q(i)).
Each point Q ∈ H3, or z ∈ P1(C), has a Γ-orbit: ΓQ = {γQ : γ ∈ Γ} ⊂ H3, Γz = {γz : γ ∈ Γ} ⊂ P1(C).
For Q ∈ H3 one has 1 ≤ |F ∩ ΓQ| ≪ 1 and |Int(F) ∩ ΓQ| ≤ 1. For a pair of cusps a, b ∈ P1(Q(i)), the
relation a ∼Γ b (‘Γ-equivalence’) is deemed to hold if and only if Γa = Γb. This is an equivalence relation
under which P1(Q(i)) is partitioned into a finite number of distinct equivalence classes, P1, . . . ,PH(Γ).
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Let c be a cusp for Γ. Since G acts transitively (even 3-transitively) on P1(C), one may choose gc ∈ G
such that
gc∞ = c . (1.1.16)
One then has
Γc = Γ ∩ gcPg−1c , (1.1.17)
where
P = {g ∈ G : g∞ =∞} =
{(
u v
0 u−1
)
: u ∈ C∗, v ∈ C
}
. (1.1.18)
The maximal free abelian subgroup Γ′c ≤ Γc consists of the identity element and unipotent elements (non-
identity elements with trace equal to 2). By (1.1.17),
Γ′c = Γ ∩ gcNg−1c . (1.1.19)
Note that Γ′c is a normal subgroup of Γc : for if γ ∈ Γ′c and η ∈ Γc then Tr
(
ηγη−1
)
= Tr(γ) = 2.
As is shown in Lemma 4.2 of this paper, the above ‘scaling matrix’ gc ∈ G may be chosen so that one
has both (1.1.16) and
g−1c Γ
′
cgc = g
−1
c Γgc ∩N = B+ , (1.1.20)
where
B+ = {n[α] : α ∈ O} = SL(2,O)′∞ . (1.1.21)
Such choice of gc simplifies Fourier expansions at cusps: see (1.4.1)-(1.4.3) below. It is therefore to be
assumed throughout this paper that one works with a choice of scaling matrices such that (1.1.16)-(1.1.21)
hold for all cusps c of Γ.
For all cusps c of Γ one has [Γc : Γ
′
c] ∈ {2, 4} and, by appropriate choice of scaling matrix gc (satisfying
(1.1.16) and (1.1.20)-(1.1.21)), one may ensure that g−1c Γcgc|P1(C)−{∞} has as a fundamental domain the set
Rc =

{z ∈ C : |Re(z)| ≤ 1/2, |Im(z)| ≤ 1/2} if [Γc : Γ′c] = 2 ,
{z ∈ C : |Re(z)| ≤ 1/2, 0 ≤ Im(z) ≤ 1/2} if [Γc : Γ′c] = 4 .
(1.1.22)
Any cusp c = u/w ∈ Q(i) (with u,w ∈ O, w 6= 0 and (u,w) ∼ 1) has a ‘width’ |mc|2, wheremc ∼ q0/
(
w2, q0
)
.
By defining m∞ ∼ 1 one ensures that each pair of Γ-equivalent cusps a, b has ma ∼ mb, and equal widths.
For a suitable set of representatives C(Γ) ⊂ Q(i)∪{∞} of the Γ-equivalence classes of cusps, and suitably
chosen scaling matrices gc (c ∈ C(Γ)) satisfying (1.1.16) and (1.1.20)-(1.1.21), the sets
Ec = {gcQ : Q = (z, r) ∈ H3, z ∈ Rc and r > 1/ |mc|} (c ∈ C(Γ)) (1.1.23)
are pairwise disjoint non-compact subsets of H3 and, for some compact hyperbolic polyhedron D ⊂ H3
(having finitely many faces and a connected interior), the union of sets
F∗ = D ∪
⋃
c∈C(Γ)
Ec (1.1.24)
is a fundamental domain for the action of Γ on H3, with a connected interior, Int(F∗) (it simultaneously
being the case that, for c ∈ C(Γ), one has Int(D) ∩ (Ec − Int(Ec)) = E ′c − E∗c , where the set E∗c is finite and
E ′c =
{
gcQ : Q = (z, 1/|mc|) ∈ H3 , z ∈ Int
(Rc)} ). We make use of this type of fundamental domain in the
appendix to this paper: see the proof of Corollary 6.2.10, and the proof of Lemma 6.5.16.
§1.2 Γ-automorphic functions, Casimir operators and the Laplacian for H3.
A function f : G→ C is said to be Γ-automorphic if and only if it satisfies
f(γg) = f(g) for γ ∈ Γ and g ∈ G . (1.2.1)
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Since Γ ∋ h[−1], the Γ-automorphic functions f are even (i.e. for g ∈ G they satisfy f(h[−1]g) = f(g)). The
‘square integrable’ Γ-automorphic functions f : G→ C are those satisfying 〈f, f〉Γ\G <∞, where
〈f, h〉Γ\G =
∫
Γ\G
f(g)h(g)dg =
∫
F
∫
K+
f(n[z]a[r]k)h(n[z]a[r]k) dk r−3d+z dr . (1.2.2)
The space L2(Γ\G) of all square integrable Γ-automorphic functions is (if one does not discriminate between
functions that are equal almost everywhere) a Hilbert space with respect to the inner product in (1.2.2).
For f ∈ L2(Γ\G), the norm ‖f‖Γ\G of f is given by ‖f‖Γ\G =
√〈f, f〉Γ\G. The space of all smooth
Γ-automorphic functions on G is
C∞(Γ\G) = {f ∈ C∞(G) : f is Γ-automorphic} . (1.2.3)
By the above definitions, neither of the spaces L2(Γ\G) or C∞(Γ\G) contains the other, and all functions
contained in L2(Γ\G) ∪ C∞(Γ\G) are measurable (i.e. measurable with respect to the Haar measure dg).
The Γ-automorphic functions on H3 are those complex-valued functions that satisfy
f(γQ) = f(Q) for γ ∈ Γ and Q ∈ H3 ; (1.2.4)
and of these, those that have
∫
F |f(Q)|2 dQ <∞ are the elements of the Hilbert space L2 (Γ\H3). The norm
on L2 (Γ\H3) is given by ‖f‖Γ\H3 =
√〈f, f〉Γ\H3 , where
〈f1, f2〉Γ\H3 =
∫
F
f1(Q)f2(Q) dQ for f1, f2 ∈ L2 (Γ\H3) . (1.2.5)
As explained just prior to (1.2.13), below, the space C∞ (H3) of infinitely differentiable functions f : H3 7→ C
may be viewed as a certain subpace of ‘K-trivial’ functions contained in C∞(G). One may similarly view
L2 (Γ\H3) as the subspace of K-trivial functions in L2 (Γ\G).
The complex Lie algebra of G is g = sl(2,C)⊗R C, where sl(2,C) is the real vector space of all complex
2 × 2 matrices with trace equal to zero. The elements of g may be identified with left-invariant first order
differential operators on C∞(G) by setting
(Xf)(g) =
d
dt
f (g exp(tX))
∣∣
t=0
for X ∈ sl(2,C), f ∈ C∞(G) and g ∈ G (1.2.6)
(where d/dt signifies differentiation of a function of a real variable). Then the universal enveloping algebra,
U(g) ⊃ g, has centre Z(g) = C [Ω+,Ω−], where, in terms of the Iwasawa coordinates, one has
Ω+ = F
+
r,ϕ,θ
(
∂
∂z
,
∂
∂z
,
∂
∂r
,
∂
∂ϕ
,
∂
∂θ
,
∂
∂ψ
)
=
= F+r,ϕ,θ
(
1
2
(
∂
∂x
− i ∂
∂y
)
,
1
2
(
∂
∂x
+ i
∂
∂y
)
,
∂
∂r
,
∂
∂ϕ
,
∂
∂θ
,
∂
∂ψ
)
=
=
1
2
r2
∂
∂z
∂
∂z
+
1
2
reiϕ cot(θ)
∂
∂z
∂
∂ϕ
− 1
2
ireiϕ
∂
∂z
∂
∂θ
− 1
2
reiϕ csc(θ)
∂
∂z
∂
∂ψ
+
+
1
8
r2
∂2
∂r2
− 1
4
ir
∂
∂r
∂
∂ϕ
− 1
8
∂2
∂ϕ2
− 1
8
r
∂
∂r
+
1
4
i
∂
∂ϕ
(1.2.7)
and Ω− = F−r,ϕ,θ ( ∂/∂z, ∂/∂z, ∂/∂r, ∂/∂ϕ, ∂/∂θ, ∂/∂ψ) with, for ϕ, θ ∈ R and r > 0, each coefficient
of F−r,ϕ,θ ∈ C [X1, . . . , X6] being equal to the complex-conjugate of the corresponding coefficient in the
polynomial F+r,ϕ,θ (X1, . . . , X6). A function f ∈ C∞(G) is said to be a function with character Υ (for Z(g))
if and only if
Ω+f = Υ(Ω+) f and Ω−f = Υ(Ω−) f . (1.2.8)
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The complex Lie algebra of K is k = su(2) ⊗R C, where su(2) is the set of skew Hermitian elements of
sl(2,C). Both it and its universal enveloping algebra, U(k) ⊃ k, are generated by the elements
H2 =
(
i/2 0
0 −i/2
)
, W1 =
(
0 1/2
−1/2 0
)
, W2 =
(
0 i/2
i/2 0
)
. (1.2.9)
The elements of U(k) may be interpreted (similarly to those of U(g)) as left-invariant differential operators:
(H2f)(k) =
d
dt
f (k exp(tH2))
∣∣
t=0
=
(
∂f
∂ψ
)
(k) for f ∈ C∞(K) and k ∈ K (1.2.10)
(for example). The centre of U(k) is Z(k) = C [Ωk], where
Ωk =
1
2
(
H22 +W
2
1 +W
2
2
)
=
1
2
csc2(θ)
(
∂2
∂ϕ2
+
∂2
∂ψ2
)
− csc(θ) cot(θ) ∂
∂ϕ
∂
∂ψ
+
1
2
∂2
∂θ2
+
1
2
cot(θ)
∂
∂θ
.
(1.2.11)
In addition to being left-invariant the Casimir operators Ω± are also right-invariant:
RgΩ+f = Ω+Rgf, and RgΩ−f = Ω−Rgf for g ∈ G and f ∈ C∞(G) , (1.2.12)
where Rg (the right-translation operator) maps f to the function Rgf ∈ C∞(G) such that (Rgf) (h) = f(hg)
for h ∈ G. This can be proved by the methods of [6], Proposition 2.2.4 and Lemma 2.2.2, where an analogous
result concerning the centre of U (gl(n,R)) is obtained. One can show likewise that Ωk is an operator on
C∞(K) that is invariant with respect to right-translation by any element of K.
By (1.2.12) whenever f ∈ C∞(G/K) = {φ ∈ C∞(G) : φ(gk) = φ(g) for all k ∈ K, g ∈ G} (the space of
‘K-trivial’ elements of C∞(G)) one will then also have Ω±f ∈ C∞(G/K). Therefore, and by virtue of
the natural bijection (induced by the homeomorphism between G/K and H3 described below (1.1.3)) from
C∞(G/K) onto C∞ (H3), one may view Ω+|C∞(G/K) and Ω−|C∞(G/K) as being operators from C∞ (H3)
into C∞ (H3). The hyperbolic Laplacian operator on C∞(G/K), or (equivalently) on C∞ (H3), is then
∆ = 4 (Ω+ +Ω−)
∣∣
C∞(G/K)
= r2
(
∂2
∂x2
+
∂2
∂y2
+
∂2
∂r2
)
− r ∂
∂r
, (1.2.13)
where x, y, r signify real-valued coordinates of a point (x + iy, r) ∈ H3. This Laplacian inherits, from the
Casimir operators, left-invariance with respect to the actions of elements of G, so that
(∆f) ◦ (g|H3) =∆ (f ◦ (g|H3)) for f ∈ C∞ (H3) and g ∈ G . (1.2.14)
Let
C∞ (Γ\H3) = {f ∈ C∞ (H3) : f is Γ-automorphic} . (1.2.15)
Then by the restriction of (1.2.14) to g ∈ Γ, one has
∆f ∈ C∞ (Γ\H3) if f ∈ C∞ (Γ\H3) . (1.2.16)
Similarly, by the left-invariance of the elements of g (viewed as differential operators on C∞(G)),
Ψf ∈ C∞ (Γ\G) if Ψ ∈ U(g) and f ∈ C∞ (Γ\G) . (1.2.17)
If f, φ ∈ L2 (Γ\H3) ∩C∞ (H3) are such that ∆f,∆φ ∈ L2 (Γ\H3), then
〈−∆f, φ〉Γ\H3 =
∫
φ
(
∂f
∂x
∂φ
∂x
+
∂f
∂y
∂φ
∂y
+
∂f
∂r
∂φ
∂r
)
r2dQ , (1.2.18)
so that when operating on functions satisfying the above constraints −∆ is both symmetric and positive:
〈−∆f, φ〉Γ\H3 = 〈f,−∆φ〉Γ\H3 , (1.2.19)
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and
〈−∆f, f〉Γ\H3 > 0 if f is non-constant. (1.2.20)
These results (1.2.18)-(1.2.20) are contained in Theorem 4.1.7 of [11], where the (effectively) more general
case of an arbitrary discrete subgoup Γ ≤ PSL(2,C) is treated, and where it is moreover shown that for an
appropriately extended domain of definition the operator −∆ is essentially self-adjoint. As for the Casimir
operator Ωk ∈ Z(k), one has by [42], Chapter 2, Equation (6.3), the result that
(ΩkF,Φ)K = (F,ΩkΦ)K for F,Φ ∈ C∞(K) , (1.2.21)
where
(F1, F2)K =
∫
K
F1(k)F2(k) dk . (1.2.22)
§1.3 Functions of K-type (ℓ, q).
The differential operators H2 and Ωk, as initially defined, have domain C
∞(K). One extends H2 to the
domain C∞(G) by putting (H2f) (g) = (H2fg) (k[1, 0]) for g ∈ G −K, where each function fg : K → C is
given by fg(k) = f(gk). The corresponding extension of any other elements of U(k) to the domain C∞(G)
(that of Ωk in particular) is defined similarly. In what follows H2 and Ωk may denote either the extensions
just defined, or their restrictions to the domain C∞(K) (i.e. the differential operators H2,Ωk as initially
defined in (1.2.10), (1.2.11)): in each instance the reader should infer the option suited to the relevant
operand.
Assuming ℓ ≥ −1/2 and q ∈ R, an element f of either C∞(K) or C∞(G) is said to be ‘of K-type (ℓ, q)’
if and only if
H2f = −iqf and Ωkf = −1
2
(
ℓ2 + ℓ
)
f . (1.3.1)
If it is the case that q ∈ Z then all functions of K-Type (ℓ, q) are necessarily even functions (this follows
by virtue of (1.2.10), (1.1.2), (1.1.8) and (1.1.9)). To obtain useful examples of such functions, suppose that
ν ∈ C, p, q, ℓ ∈ Z, ℓ ≥ |p|, |q| and k = k[α, β] ∈ K, and let the function ϕℓ,q(ν, p) : G→ C be defined by
ϕℓ,q(ν, p) (na[r]k) = r
1+νΦℓp,q(k) (n ∈ N , r > 0, k ∈ K), (1.3.2)
where Φℓp,q (k[α, β]) is the coefficient of X
ℓ−p in (αX − β)ℓ−q(βX +α)ℓ+q ∈ C[X ]. Then ϕℓ,q(ν, p) lies in the
space
C∞(N\G) = {f ∈ C∞(G) : f(ng) = f(g) for n ∈ N, g ∈ G}
and is a function of K-type (ℓ, q) with, moreover, character Υ = Υν,p , the unique character for Z(g) such
that
Υν,p (Ω+) =
1
8
(
(ν − p)2 − 1) and Υν,p (Ω−) = 1
8
(
(ν + p)2 − 1) . (1.3.3)
For p, q, ℓ ∈ Z and ℓ ≥ |p|, |q|, the above defined function Φℓp,q(k) is an element of C∞(K) of K-type (ℓ, q);
it is, moreover, an even function of k: for it follows directly from the definition that
Φℓp,q
(
h
[
eiϕ/2
]
kh
[
eiψ/2
])
= e−ipϕ−iqψΦℓp,q(k) (ϕ, ψ ∈ R and k ∈ K). (1.3.4)
The set Leven(K) =
{
Φℓp,q : p, q, ℓ ∈ Z and ℓ ≥ |p|, |q|
}
is orthogonal with respect to the inner-product defined
in (1.2.22); it spans a dense subspace of the Hilbert space, L2even(K), of even functions f : K → C such that∫
K
|f |2dk < ∞. By (1.2.21) and the points since noted (excluding (1.3.3)) one may deduce that if f 6= 0 is
an even function of K-type (ℓ, q) then ℓ, q ∈ Z, ℓ ≥ |q| and there exist K-trivial functions hf,p′ ∈ C∞(G/K)
(p′ = −ℓ, . . . , ℓ) such that
f(nak) =
ℓ∑
p′=−ℓ
hf,p′(na)Φ
ℓ
p′,q(k) for n ∈ N , a ∈ A and k ∈ K . (1.3.5)
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§1.4 Fourier expansions at cusps; spaces of cusp forms.
A function f : G→ C is said to be of uniform polynomial growth along A if and only if there exist real
numbers b ≥ 0 and r0 ≥ 1 such that
|f(na[r]k)| ≤ rb for n ∈ N , k ∈ K and r ≥ r0 .
A Γ-automorpic function f : G→ C is said to have polynomial growth if and only if it is that case that,
for all cusps c of Γ, the function (f |c) : G→ C given by (f |c)(g) = f (gcg) is of uniform polynomial growth
along A.
If c is a cusp of Γ, and if f : G → C is Γ-automorphic, then, by (1.1.19)-(1.1.21) and (1.2.1), the
above defined function (f |c) satisfies (f |c)(n[α]g) = (f |c)(g) for all α ∈ O and all g ∈ G. Hence, for any
f ∈ C∞(Γ\G), one has the Fourier expansion at c :
f (gcg) = (f |c)(n[0]g) =
∑
ω∈O
(F cωf) (g) (g ∈ G), (1.4.1)
where (F cωf)(g), the ‘Fourier term of order ω for f at c ’, is given by
(F cωf) (g) =
∫
B+\N
(ψω(n))
−1 f (gcng) dn (1.4.2)
with B+ as in (1.1.20)-(1.1.21), and
ψω(n[z]) = e (Re(ωz)) for ω ∈ O, z ∈ C (1.4.3)
(it being henceforth understood that e(β) = e2πiβ for β ∈ C). For ℓ, q ∈ Z, with ℓ ≥ |q|, and any character
Υ of Z(g), let
AΓ(Υ; ℓ, q) = {f ∈ C∞(Γ\G) : f is a of K-type (ℓ, q) with character Υ} . (1.4.4)
Each of these spaces AΓ(Υ; ℓ, q) has the subspaces
ApolΓ (Υ; ℓ, q) = {f ∈ AΓ(Υ; ℓ, q) : f has polynomial growth} (1.4.5)
and
A0Γ(Υ; ℓ, q) =
{
f ∈ ApolΓ (Υ; ℓ, q) : (F c0f) (g) = 0 for all cusps c of Γ and all g ∈ G
}
. (1.4.6)
The latter of these, A0Γ(Υ; ℓ, q), is the space of all cusp forms of K-type (ℓ, q) with character Υ.
By (1.4.2)-(1.4.3), the operator F cω maps each f in the space C
∞(Γ\G) to an even function F cωf in the
space
C∞(N\G,ω) = {h ∈ C∞(G) : h(ng) = ψω(n)h(g) for n ∈ N, g ∈ G} (1.4.7)
and commutes with the actions (as differential operators upon those spaces) of the elements of U(g). Con-
sequently F cω maps functions f ∈ AΓ(Υ; ℓ, q) to functions F cωf lying in the complex vector space
Wω(Υ; ℓ, q) = {h ∈ C∞(N\G,ω) : h is of K-type (ℓ, q) with character Υ} . (1.4.8)
If f ∈ C∞(Γ\G) has polynomial growth, then by (1.4.2)-(1.4.3) the function F cωf ∈ C∞(N\G,ω) is of
uniform polynomial growth along A. Therefore if f ∈ ApolΓ (Υ; ℓ, q), then F cωf lies in the complex vector
space
W polω (Υ; ℓ, q) = {h ∈Wω(Υ; ℓ, q) : h is of uniform polynomial growth along A} . (1.4.9)
Given the restriction to K-types (ℓ, q) with ℓ, q ∈ Z (and ℓ ≥ q) it follows by (1.1.8), (1.2.10), (1.3.1) and
(1.4.8) that all functions in the space Wω(Υ; ℓ, q) are even. In [5], Lemma 4.1, Lemma 4.2 and Lemma 4.3,
the following is proved. If Wω(Υ; ℓ, q) 6= {0}, then there exists (ν, p) ∈ C × Z with |p| ≤ ℓ such that
9
Υ = Υν,p = Υ−ν,−p (the character of Z(g) given by (1.3.3)); furthermore, for any (ν, p) ∈ C × Z and all
ℓ, q ∈ Z with ℓ ≥ |p|, |q|, one has
dimCW
pol
0 (Υν,p; ℓ, q) = dimCW0(Υν,p; ℓ, q) = 2 (1.4.10)
and, when 0 6= ω ∈ O,
dimCW
pol
ω (Υν,p; ℓ, q) ≤ 1 and dimCWω(Υν,p; ℓ, q) ≤ 2 , (1.4.11)
with any generator, h, of W polω (Υν,p; ℓ, q) necessarily satisfying
h(na[r]k)≪h rℓ+1/2 exp(−2π|ω|r) for n ∈ N, k ∈ K and r ≥ 1 . (1.4.12)
Given (1.4.1) and the remark ending with (1.4.8), the above shows too that AΓ(Υ; ℓ, q) = {0} unless
it is the case that, for some ν ∈ C and some integer p ∈ [−ℓ, ℓ], one has Υ = Υν,p (i.e. as in (1.3.3)): one
then designates (ν, p) as the ‘spectral parameters’ of the space AΓ(Υ; ℓ, q) and its elements. Moreover, as
is shown in Lemma 5.2.1 of [32], it follows from (1.4.12) and the remark ending with (1.4.9) that any cusp
form f ∈ A0Γ (Υν,p; ℓ, q) must satisfy, for each cusp c of Γ,
f (gcna[r]k)≪f,c rℓ+1/2 exp(−πr) for n ∈ N, k ∈ K and r ≥ 1 (1.4.13)
(note that the implicit constant here does not depend also upon gc, since any alternative to gc permitted
by (1.1.16) and (1.1.20)-(1.1.21) must lie in some coset gch[η]N with η
8 = 1). By (1.4.13), (1.1.5)-(1.1.7),
(1.1.14), (1.1.15) and (1.2.2) all cusp forms lie not only in C∞(Γ\G), but also in L2(Γ\G) (as do all constant
functions f : G→ C). Another implication of (1.4.13) is that if f : G → C is a non-zero constant function,
then f is not a cusp form.
By (1.1.8), (1.1.9), (1.2.10), (1.2.11) and (1.3.1), the space AΓ(Υ; ℓ, q) may contain non-zero K-trivial
functions only if ℓ = q = 0, which (by the first observation of the previous paragraph) requires that Υ = Υν,p
for some (ν, p) ∈ C × {0}. Conversely, by (1.3.5), all even functions f ∈ C∞(G) of K-type (0, 0) are K-
trivial. Suppose now that f ∈ A0Γ (Υν,0; 0, 0) (i.e. that f is some K-trivial cusp form). Then, by the remarks
preceding (1.2.13), one may treat f as an element of L2 (Γ\H3), and hence make (1.2.14), (1.2.16), (1.2.17)
and (1.2.18)-(1.2.20) applicable to f . By (1.2.13) in particular, and (1.4.4), (1.4.5), (1.4.6), (1.2.8) and
(1.3.3), one has, for ν ∈ C and f ∈ A0Γ (Υν,0; 0, 0),
−∆f = λνf with λν = 1− ν2 . (1.4.14)
By (1.2.20) one must have λν > 0 in (1.4.14) when f is non-constant: given that cusp forms (excepting
0) are non-constant, this shows that A0Γ (Υν,0; 0, 0) 6= {0} only if ν2 < 1. Consequently two cases may be
distinguished: that of the ‘principal series’, in which ν2 ≤ 0 (so that λν ≥ 1); and that of the ‘complementary
series’, where one has 0 < ν2 < 1 (so that 0 < λν < 1). If the generalised Selberg conjecture is true, then
the complementary series is absent when (as is the case here) the relevant discrete group Γ is a congruence
subgroup of SL(2,O). Though this conjecture remains open, the work [26] and [25], Theorem 4.10, of Kim
and Shahidi has shown that
A0Γ (Υν,0; 0, 0) 6= 0 only if ν2 ≤ (2/9)2 , (1.4.15)
so that in (1.4.14) one always has either λν = 0 or λν ≥ 77/81. By (1.4.14) and (1.2.19) (and (1.2.5), (1.2.2)
and (1.1.14)), the spaces A0Γ (Υν,0; 0, 0) , A
0
Γ (Υξ,0; 0, 0) ⊂ L2 (Γ\G) are mutually orthogonal if ξ2 6= ν2.
Similarly, since −∆ϕ0,0(−1, 0) = 0ϕ0,0(−1, 0) (whereas λν > 0 in (1.4.14) if f ∈ A0Γ (Υν,0; 0, 0) − {0}) any
non-zeroK-trivial cusp form is orthogonal to the subspace Cϕ0,0(−1, 0) ⊂ L2 (Γ\G) of constant functions; the
same conclusion is true in respect of all cusp forms (K-trivial or not): for if there is a cusp form f of K-type
(ℓ, q) that is notK-trivial, then ℓmust be a positive integer, and so the conclusion that 〈f, ϕ0,0(−1, 0)〉Γ\G = 0
follows by (1.2.2), (1.1.14) and both (1.3.5) and the observations on Leven(K) preceding it.
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§1.5 The Jacquet integral; generalised Kloosterman sums and the Fourier
expansion of a Poincare´ series; Fourier coefficients of cusp forms.
In the case where f is a cusp form, the Fourier expansion (1.4.1) may be made much more explicit if
one has, for each non-zero ω ∈ O, an explicitly defined non-zero function in the space W polω (Υν,p; ℓ, q). The
key to this will be the Jacquet integral, Jωf : G 7→ C, which for ω ∈ C and functions f ∈ C∞(G) that, for
some σ > 0 and some r1 > 0, satisfy
f(na[r]k)≪ r1+σ for n ∈ N , k ∈ K and 0 < r ≤ r1 , (1.5.1)
is given by
(Jωf) (g) =
∫
N
(ψω(n))
−1
f (k[0,−1]ng) dn for g ∈ G . (1.5.2)
By this definition, and by (1.2.6), it follows that if σ is a positive real number, if f ∈ C∞(G) satisfies (1.5.1),
and if X ∈ sl(2,C) is such that (1.5.1) remains valid following the substitution of Xf for f , then one has
(XJωf) (g) = (JωXf) (g) (g ∈ G). (1.5.3)
The Jacquet integral arises naturally, via the Bruhat decomposition Γ = Γ∞ ⊔ (Γ ∩ Pk[0,−1]N), in
connection with the Fourier expansions of certain Poincare´ series (see Section 5 of [5] for a concise sketch of
the details). A digression on Poincare´ series and their Fourier expansions now facilitates the introduction of
other important concepts and terminology: discussion of the Jacquet integral as it relates to W polω (Υν,p; ℓ, q)
resumes after that.
Let a be a cusp of Γ. Then, for suitable functions f lying in the space
C∞(B+\G) = {φ ∈ C∞(G) : φ(bg) = φ(g) for b ∈ B+, g ∈ G}
(where B+ is as in (1.1.20)-(1.1.21)), one has a Poincare´ series, P af ∈ C∞(Γ\G), given by
(P af) (g) =
1
[Γa : Γ′a]
∑
γ∈Γ′
a
\Γ
f
(
g−1a γg
)
for g ∈ G . (1.5.4)
In Subsection 6.2 (below) we describe criteria with the aid of which we are able to establish, ultimately in
Subsection 6.5, that certain non-constant functions f are ‘suitable’ (in the above sense).
Supposing that ω, ω′ ∈ O, take f = fω to be a suitable function in the space C∞(N\G,ω) ⊂ C∞(B+\G)
given by (1.4.7) and (1.4.3). Then via the Bruhat decomposition of Γ′a\Γ one can ascertain that, in the Fourier
expansion of (P afω)(g) at an arbitrary cusp a
′ of Γ, the Fourier term of order ω′ is
(
F a
′
ω′P
afω
)
(g) =
1
[Γa : Γ′a]
∑
γ∈Γ′
a
\Γ : γa′=a
g−1
a
γg
a′∈h[u(γ)]N
fω
(
g−1a γga′g
)
δωu(γ),ω′/u(γ) +
+
1
[Γa : Γ′a]
∑
c∈ aCa′
Sa,a′(ω, ω
′; c)
(
Jω′h1/cfω
)
(g) ,
(1.5.5)
where
δρ,σ =
{
1 if ρ = σ,
0 otherwise,
(1.5.6)
and
huf(g) = f (h[u]g) for g ∈ G , (1.5.7)
and where, with
aΓa
′
(c) =
{
γ ∈ Γ : g−1a γga′ =
( ∗ ∗
c ∗
)}
for c ∈ C , (1.5.8)
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one has
aCa′ =
{
c ∈ C− {0} : aΓa′(c) 6= ∅
}
(1.5.9)
and, for c ∈ aCa′ ,
Sa,a′ (ω, ω
′; c) =
∑
γ∈Γ′
a
\aΓa′ (c)/Γ′
a′
g−1
a
γg
a′=
(
s(γ) ∗
c d(γ)
)
e
(
Re
(
ω
s(γ)
c
+ ω′
d(γ)
c
))
. (1.5.10)
Given the restricted choice of scaling matrices ga, ga′ (as in (1.1.16) and (1.1.20)-(1.1.21)), one can show that
aCa′ ∋ c only if 0 6= c2 ∈ O and c2 ∼ (c′)2mama′ for some c′ ∈ O (1.5.11)
(where the non-zero Gaussian integersmc are as defined just below (1.1.22)). For c ∈ aCa′ and c′ as in (1.5.11),
the ‘generalised Kloosterman sum’ in (1.5.10) trivially satisfies |Sa,a′ (ω, ω′; c)| ≤ |mama′c′|2 = |c|2 |mama′ |,
while work of Bruggeman and Miatello in Proposition 9 and Theorem 10 of [4] shows, by means of an
exponential sum estimate of A. Weil, that one has the generally non-trivial bound:
|Sa,a′ (ω, ω′; c)| ≤
√
8 |mama′ |2 |(c′, q∞0 ) (c′, ω, ω′) c′| τ(c′) , (1.5.12)
where |(c′, q∞0 )| = limn→∞ |(c′, qn0 )| and τ (c′) is the number of Gaussian integer divisors of c′. The generalised
Kloosterman sums also satisfy some symmetry relations:
Sa,a′(ω, ω
′; c) = Sa′,a(−ω′,−ω;−c) = Sa′,a(−ω′,−ω; c) (1.5.13)
(the first of these equations following from the observation that if {γ1, . . . , γn} is a complete set of represen-
tatives for the set of double cosets Γ′a\aΓa
′
(c)/Γ′a′ , then
{
γ−11 , . . . , γ
−1
n
}
is a complete set of representatives
for Γ′a′\a
′
Γa(−c)/Γ′a; the second following since a
′
Γa(−c) = h[−1]a′Γa(c)).
Returning now to the subject of the Jacquet integral’s roˆle in providing an explicit generator for the
space W polω (Υν,p; ℓ, q), suppose that ν ∈ C and p, q, ℓ ∈ Z with |p|, |q| ≤ ℓ. Then it can be verified that the
function ϕℓ,q(ν, p) : G→ C (defined in (1.3.2)) lies in the space W pol0 (Υν,p; ℓ, q); and that, given (1.4.10), it
is furthermore the case that
W0 (Υν,p; ℓ, q) = Cϕℓ,q(ν, p)⊕

C
∂
∂ν
ϕℓ,q(ν, 0)
∣∣∣
ν=0
if ν = p = 0,
Cϕℓ,q(−ν,−p) otherwise.
(1.5.14)
In addition, since (1.5.3) implies that the Jacquet integral has, in common with the Fourier operators F cω, the
property of commuting with the actions (as differentiable operators) of all elements of U(g) (commuting, in
particular, with Ω± and the extensions of Ωk and H2), it therefore follows by (1.3.2), (1.5.12), (1.5.1)-(1.5.2)
and the alternative representation of Jωϕℓ,q(ν, p) in Equation (5.10) of [5], that one has
W polω (Υν,p; ℓ, q) ∋ Jωϕℓ,q(ν, p) for ω ∈ C, if Re(ν) > 0 . (1.5.15)
The Jacquet integral (Jωϕℓ,q(ν, p))(g) (where g ∈ G) fails to converge absolutely when Re(ν) ≤ 0. It
nevertheless follows from Lemma 5.1 of [5] that when ω 6= 0 the holomorphic function ν 7→ (Jωϕℓ,q(ν, p))(g)
(with domain {ν ∈ C : Re(ν) > 0}) has an extension via analytic continuation that is entire; and that, for
each ν ∈ C, the resulting function Jωϕℓ,q(ν, p) : G → C is an element of the space W polω (Υν,p; ℓ, q) distinct
from 0. Given this extension of (1.5.15), it follows by (1.4.11) that
W polω (Υν,p; ℓ, q) = CJωϕℓ,q(ν, p) for ω 6= 0 . (1.5.16)
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By this and the remarks encompassing (1.4.9) it moreover follows that if c is a cusp of Γ, f ∈ ApolΓ (Υν,p; ℓ, q)
and 0 6= ω ∈ O then
(F cωf) (g) = c
c
f (ω) (Jωϕℓ,q(ν, p)) (g) for g ∈ G , (1.5.17)
where ccf (ω) (the Fourier coefficient) is a complex number depending only upon ω, gc and f .
In the case of (J0ϕℓ,q(ν, p))(g) the extension by analytic continuation with respect to ν ∈ C is mero-
morphic on C, and is given by
J0ϕℓ,q(ν, p) = π
Γ(ℓ+ 1− ν)Γ(|p| + ν)
Γ(ℓ+ 1 + ν)Γ(|p|+ 1− ν) ϕℓ,q(−ν,−p) (1.5.18)
whenever the right-hand side is defined.
§1.6 The spaces H(ν, p) of K-finite functions; principal and complementary series.
The results in this paper concern sums involving the Fourier coefficients (as given by (1.5.17)) of orthog-
onal systems of cusp forms. A significant aid in describing the relevant systems of cusp forms are certain
spaces H(ν, p) ⊂ C∞(N\G) that have the functions ϕℓ,q(ν, p) as their generators. To motivate the definition
of H(ν, p) (which follows) one may first observe that the (2ℓ+ 1)× (2ℓ+ 1) matrices Φℓ =
(
Φℓp,q
)
satisfy
Φℓ (k1k2) = Φℓ (k1)Φℓ (k2) for k1, k2 ∈ K and ℓ = 0, 1, 2, . . .
(a slight change in the definition of Φℓ, involving a normalisation of the entries Φ
ℓ
p,q, would in fact transform
it into a realisation of the unitary representation of degree 2ℓ+1 of K). The functions ϕℓ,q(ν, p) : G 7→ C are
therefore K-finite (each set of ‘K-translates’ {g 7→ ϕℓ,q(ν, p)(gk) : k ∈ K} being contained in the span of the
finite set {ϕℓ,q′(ν, p) : q′ ∈ Z and |q′| ≤ ℓ}). Therefore, for each of the pairs (ν, p) ∈ ((iR)×Z)∪((−1, 1)×{0})
(in particular), one has the space
H(ν, p) = {finite linear combinations of functions ϕℓ,q(ν, p) with ℓ, q ∈ Z and ℓ ≥ |q|, |p|} , (1.6.1)
which contains onlyK-finite functions. ThoughH(ν, p) is invariant under the action ofK by right translation,
it is not so under the action of G by right translation. Nevertheless, these spaces H(ν, p) are g-invariant,
and each constitutes an irreducible representation space for g.
If one excludes the case in which ω = 0 and ν = p = 0, then the extension by analytic continuation of
the Jacquet integral (Jωϕℓ,q(ν, p))(g) (see between (1.5.15) and (1.5.18)) permits a unique further extension
to a linear operator,
Jν,pω : H(ν, p)→W polω (Υν,p) =
∞⊕
ℓ=|p|
ℓ⊕
q=−ℓ
W polω (Υν,p; ℓ, q)
(the ‘Jacquet operator’): note the relevance of (1.5.14) and (1.5.18) for the case ω = 0. The form of the
analytic continuation provided by Lemma 5.1 of [5] is such as to ensure that the Jacquet operator Jν,pω does
(even when Re(ν) ≤ 0) inherit from the Jacquet integral (Jωf)(g) the property of commuting with the
actions of all Ψ ∈ U(g).
Let H∞(ν, p) be the space of functions f ∈ C∞(N\G) that satisfy f(a[r]h[eit]k) = r1+νe−2pitf(k) for
r > 0, t ∈ R and k ∈ K. The inner-product appropriate for H(ν, p) derives from the duality between the
pair of spaces H∞(±ν,±p) given by the bilinear form
〈f+, f−〉♮ =
∫
K
f+(k)f−(k)dk (f± ∈ H∞(±ν,±p)). (1.6.2)
One has H∞(ν, p) ⊃ H(ν, p) and H∞(−ν,−p) ⊃ H(−ν,−p); and if (ν, p) ∈ (iR)× Z (which is the ‘unitary
principal series’ case), then f ∈ H(ν,−p) = H(−ν,−p) when f ∈ H(ν, p), so that one may define the inner
product:
(f1, f2)ps =
〈
f1, f2
〉
♮
for f1, f2 ∈ H(ν, p) and (ν, p) ∈ (iR)× Z . (1.6.3)
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If instead p = 0 and 0 < ν2 < 1 (the ‘complementary series’ case), then one has f ∈ H(ν, 0) = H(ν, 0)
when f ∈ H(ν, p). Then, in order to make applicable the duality of (1.6.2), one passes from f ∈ H(ν, 0) to
π−1(Γ(1 − ν)/Γ(ν))Jν,00 f ∈ H(−ν, 0). Since Jν,00 f = Jν,00 f , this leads to the definition:
(f1, f2)cs =
Γ(1− ν)
πΓ(ν)
〈
f1,J
ν,0
0 f2
〉
♮
for f1, f2 ∈ H(ν, 0) with 0 < ν2 < 1 . (1.6.4)
Since Jν,00 is a linear operator that commutes with the actions of the elements of U(g) upon the space
H(ν, 0), and since 〈f+, f−〉♮ is invariant under any right translation by an element of G (applied simultane-
ously to f± ∈ H∞(±ν, 0)), completion of H(ν, 0) with respect to the norm ‖f‖cs =
√
(f, f)cs yields a Hilbert
space H2(ν, 0) ⊃ H∞(ν, 0) upon which G acts unitarily (as G also does in the ‘principal series’ case, where
H2(ν, p) ⊃ H∞(ν, p) is instead the completion of H(ν, p) with respect to the norm ‖f‖ps =
√
(f, f)ps ). See
[32], Section 2.3, for a fuller discussion of the spaces H∞(ν, p) and H2(ν, p).
Focusing on the generators of H(ν, p), one finds by (1.6.4) and (1.5.18) that, for p = 0 and 0 < ν2 < 1,
(ϕℓ,q(ν, 0), ϕℓ′,q′(ν, 0))cs =
(
Φℓ0,q ,
Γ(1 + ℓ′ − ν)
Γ(1 + ℓ′ + ν)
Φℓ
′
0,q′
)
K
=
= δℓ,ℓ′δq,q′
Γ(1 + ℓ− ν)
Γ(1 + ℓ+ ν)
1
(ℓ+ 12 )
(
2ℓ
ℓ
)(
2ℓ
ℓ− q
)−1
,
(1.6.5)
while, for (ν, p) ∈ (iR)× Z with |p| ≤ ℓ,
(ϕℓ,q(ν, p), ϕℓ′,q′(ν, p))ps =
(
Φℓp,q ,Φ
ℓ′
p,q′
)
K
= δℓ,ℓ′δq,q′
1
(ℓ + 12 )
(
2ℓ
ℓ − p
)(
2ℓ
ℓ− q
)−1
. (1.6.6)
Note that by (1.6.1), (1.6.5) and (1.6.6), it is evident that the inner products (·, ·)ps and (·, ·)cs are indeed
positive definite on the relevant spaces H(ν, p).
Since the spaces H(ν, p) and H∞(ν, p) have been defined only for integer values of p (and given their
definitions, including (1.3.2), along with the points noted in connection with (1.3.4) and (1.3.5)) it is implied
that these spaces contain only even functions. The same is therefore true of the completed spaces H2(ν, p).
§1.7 Decomposing the space L2(Γ\G).
The utility of the spaces H(ν, p) in studying cusp forms derives from their roˆle in classifying the irre-
ducible unitary representations of SL(2,C). More specifically, it is known that any even non-trivial irre-
ducible unitary representation of the Lie group G = SL(2,C) is, for some (ν, p) ∈ ((iR)×Z)∪((−1, 1)×{0}),
unitarily equivalent to a certain representation of G with representation space H2(ν, p) ; this representation,
being (of necessity) unitary itself, is a strongly continuous homomorphism,
P 2p,2ν : G→ U(H2(ν, p)) , (1.7.1)
mapping elements g ∈ G to elements P 2p,2νg of the group U
(
H2(ν, p)
)
of unitary operators on H2(ν, p) . For
all g ∈ G, the defining property of the operator P 2p,2νg : H2(ν, p)→ H2(ν, p) is that(
P 2p,2νg ϕ
)
(h) = ϕ(hg) for ϕ ∈ H2(ν, p) and h ∈ G . (1.7.2)
Note that this is the so-called ‘induced picture’ of the classification: Theorem 16.2 of [27] gives the ‘non-
compact’ picture (without the restriction to even representations) and Section 7.1 [27] describes the ‘induced’,
‘compact’ and ‘non-compact’ pictures in relation to one another.
The above classification is significant in the current context, since (as already noted) each cusp form f
lies in L2(Γ\G), and is orthogonal to the subspace of constant functions. Hence, on identifying the constant
functions with elements of C, one has:
L2(Γ\G) = C⊕ 0L2(Γ\G)⊕ eL2(Γ\G) , (1.7.3)
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where 0L2(Γ\G) is the closure of the space spanned by the set of all cusp forms (of arbitrary K-type (ℓ, q),
and with any character Υν,p) and
eL2(Γ\G) is the orthogonal complement of C ⊕ 0L2(Γ\G) in L2(Γ\G).
The space 0L2(Γ\G) is invariant with respect to the right-actions of the elements of G, and one has
0L2(Γ\G) =
⊕
V , (1.7.4)
where the direct sum is that of countably many pairwise orthogonal infinite-dimensional closed subspaces V ,
each of which is invariant and irreducible with respect to the right-actions of the elements of G. Since all
functions in the space L2(Γ\G) are (by the observation following (1.2.1)) necessarily functions that are even,
so too are all functions lying in 0L2(Γ\G), or eL2(Γ\G), or in any one of the above factors V .
Now (1.2.2) and the unimodularity of the Haar measure on G imply that∫
Γ\G
f (gm)h (gm) dg =
∫
Γ\G
f (g)h (g) dg = 〈f, h〉Γ\G for f, h ∈ 0L2(Γ\G) and m ∈ G . (1.7.5)
One has therefore (for each V in (1.7.4)) the non-trivial irreducible unitary representation RV : G→ U(V ),
which for m ∈ G maps m to the right-action RVm that has
(
RVmf
)
(g) = f(gm) when f ∈ V , g ∈ G ; and,
as all functions in the space V are even, this representation RV is also even (i.e. RVh[−1] = R
V
h[1]). By the
discussion, around (1.7.1), (1.7.2), concerning the classification of such representations of G it follows that,
for each V in (1.7.4), there exists (νV , pV ) ∈ ((iR) × Z) ∪ ((−1, 1) × {0}) and a surjective linear isometry
T˜V : H
2 (νV , pV )→ V such that
RVg T˜V = T˜V P
2pV ,2νV
g for g ∈ G . (1.7.6)
The operator TV = T˜V
∣∣
H(νV ,pV )
has a dense image VK ⊂ V (the K-finite subspace of V ). Hence (and since
TV is an isometry) one has by (1.6.1), (1.7.4) and the relevant orthogonality relations, (1.6.5) or (1.6.6), the
decomposition:
VK =
∞⊕
ℓ=|pV |
ℓ⊕
q=−ℓ
VK,ℓ,q ⊂ V ⊂ 0L2(Γ\G) , (1.7.7)
where
VK,ℓ,q = CTV ϕℓ,q (νV , pV ) . (1.7.8)
Though TV does not inherit from T˜V the property of commuting (as in (1.7.6)) with the right-actions of all
elements of G, it does nevertheless follow from (1.7.6) that
XTV = TVX for X ∈ sl(2,C) . (1.7.9)
Therefore TV commutes with the actions, as differential operators, of all elements of U(g).
By (1.7.9), the operator TV shares with the Jacquet operators J
ν,p
ω the property of preserving the K-type
and character Υ of the functions on which it operates. Therefore, if one supposes now that ℓ, q ∈ Z, ℓ ≥ q
and ℓ ≥ |pV |, then it follows by (1.7.7), (1.7.8), (1.5.13) and (1.4.8) that TV ϕℓ,q (νV , pV ) ∈ AΓ (ΥνV ,pV ; ℓ, q)∩
0L2(Γ\G). This in fact implies that
VK,ℓ,q ⊆ A0Γ (ΥνV ,pV ; ℓ, q) . (1.7.10)
A proof of (1.7.10) may be given along the following lines. Let c be any cusp of Γ. Then by (1.4.1)-(1.4.2)
(and since TV ϕℓ,q (νV , pV ) ∈ AΓ (ΥνV ,pV ; ℓ, q) ⊂ C∞(Γ\G)), one has the Fourier expansion:
(TV ϕℓ,q (νV , pV )) (gcg) =
∑
ω∈O
(F cωTV ϕℓ,q (νV , pV )) (g) (g ∈ G), (1.7.11)
where, by the point noted in connection with (1.4.8), F cωTV ϕℓ,q (νV , pV ) ∈ Wω (ΥνV ,pV ; ℓ, q) for ω ∈ O.
Since TV ϕℓ,q (νV , pV ) ∈ 0L2(Γ\G), each term in this Fourier expansion is necessarily square integrable over
g−1c EcK+, where EcK+ ⊂ G is the ‘cusp sector’ defined by (1.1.14) and (1.1.22)-(1.1.23) (to prove this one
uses (1.4.7), (1.4.8) and the fact that the characters ψω defined in (1.4.3) satisfy
∫
B+\N ψω′(n)ψω(n)dn = 0
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when ω and ω′ are distinct Gaussian integers). In respect of the particular case ω = 0, it moreover follows
that, since cusp forms span a dense subspace of 0L2(Γ\G), one must have:
0 =
∫
g−1c EcK+
|(F c0TV ϕℓ,q (νV , pV )) (g)|2 dg =
1
[Γc : Γ′c]
∫ ∞
|mc|−1
∫
K
|(F c0TV ϕℓ,q (νV , pV )) (a[r]k)|2 dkr−3dr .
By combining these observations with the analysis of the space W0 (Υν,p; ℓ, q) worked out (via (1.3.5) and
elements of the theory of Bessel functions) in the proof of Lemma 4.2 of [5], it may be deduced that
(F c0TV ϕℓ,q (νV , pV )) (g) = 0 for g ∈ G , (1.7.12)
and that F cωTV ϕℓ,q (νV , pV ) ∈ W polω (ΥνV ,pV ; ℓ, q) for 0 6= ω ∈ O. Therefore it follows by (1.5.16)-(1.5.17)
that the Fourier expansion (1.7.11) has the special form:
(TV ϕℓ,q (νV , pV )) (gcg) =
∑
06=ω∈O
ccV (ω) (Jωϕℓ,q (νV , pV )) (g) for g ∈ G . (1.7.13)
The Fourier coefficients ccV (ω) in (1.7.13) depend only upon V , TV , c, gc and ω : for both F
c
ω TV and
JνV ,pVω commute with all Ψ ∈ U(g) ; and since H (νV , pV ) has the definition (1.6.1), and is irreducible with
respect to the actions of the elements of U(g), one must have Ψϕ|pV |,0 (νV , pV ) = ϕℓ,q (νV , pV ) for some
Ψ ∈ U(g). Finally, as somewhat of a converse to (1.5.17) and the results noted between (1.4.7) and (1.4.9),
it follows by Lemma 5.2.1 of [32] that the existence of the expansion (1.7.13), when combined with the
fact that TV ϕℓ,q (νV , pV ) ∈ AΓ (ΥνV ,pV ; ℓ, q), is sufficient to imply that the growth condition (1.4.13) is
satisfied when f = TV ϕℓ,q (νV , pV ). This (given the arbitrary choice of cusp c) shows that TV ϕℓ,q (νV , pV ) ∈
ApolΓ (ΥνV ,pV ; ℓ, q). Hence and by (1.7.12) and (1.7.8), one obtains (1.7.10). See [11], Theorem 3.3.1, for the
corresponding proof in the K-trivial case.
As indicated by (1.7.10) and (1.7.7), the spectral parameters (νV , pV ) are shared by all elements of VK
(i.e. Ω±f = ΥνV ,pV (Ω±) f for f ∈ VK and either choice of sign, where the eigenvalues ΥνV ,pV (Ω±) are as
given by (1.3.3)). Therefore (and since VK is dense in V ) one calls (νV , pV ) the ‘spectral parameters of V ’.
By (1.7.8) and (1.7.10), the one-dimensional space CTV ϕℓ,q (νV , pV ) is the subspace VK,ℓ,q ⊂ VK spanned
by all cusp-forms of K-type (ℓ, q) in VK . With the operator TV being an isometry, one necessarily has:
‖TV ϕℓ,q (νV , pV )‖Γ\G =
{ ‖ϕℓ,q (νV , pV )‖ps if (νV , pV ) ∈ (iR)× Z ,
‖ϕℓ,q (νV , pV )‖cs if 0 < ν2V < 1 and pV = 0 ,
(1.7.14)
where the norms ‖ · ‖ps and ‖ · ‖cs are as described between (1.6.4) and (1.6.6). Therefore V , c and gc
determine both the set {eiφTV ϕℓ,q (νV , pV ) : 0 ≤ φ < 2π} and the set {(eiφccV (ω))ω∈O−{0} : 0 ≤ φ < 2π}. It
nevertheless later becomes convenient to work instead with modified Fourier coefficients:
CcV (ω; νV , pV ) = (π|ω|)νV (ω/|ω|)−pV ccV (ω). (1.7.15)
By the point noted below (1.4.13), the dependence of ccV (ω) upon gc is quite simple. Indeed, the Fourier
coefficients ccV (ω) are, as one would expect, essentially determined by the Γ-equivalence class of the cusp c :
for if a ∼Γ b and τ ∈ C, η ∈ {u ∈ C : u8 = 1} are such that h[η]n[τ ] ∈ g−1a Γgb then
cbV (ω) = η
2pV e (Re(τω)) caV
(
η−2ω
)
for ω ∈ O− {0} . (1.7.16)
Remark 1.7.1 (on spectral parameters). Except in those cases where the elements of V are functions
with character Υ0,0 (so that, by (1.7.10) and (1.3.3), one has νV = pV = 0), the procedure for assigning
spectral parameters to V indicated in (1.7.6) will yield exactly two choices for the spectral parameters
(νV , pV ) of V , with the two choices in question, (ν
′, p′) and (ν′′, p′′) (say), satisfying the relation ν′ + ν′′ =
p′ + p′′ = 0. Consequently one may substitute (−νV ,−pV ) for (νV , pV ) in all of the points covered between
(1.7.7) and (1.7.16) (always provided that the appropriate operator on H(−νV ,−pV ) is substituted for TV ).
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We assume henceforth that each irreducible subspace V ⊂ 0L2(Γ\G) is assigned a specific choice of
spectral parameters (νV , pV ). However, since the essential points of what follows in this paper are indepen-
dent of the choices made in the course of assigning those spectral parameters, we allow that those choices
may be made arbitrarily. With regard to this note that, by (1.7.8), (1.6.5), (1.6.6), (1.7.13)-(1.7.15) and the
functional equation
(π|ω|)−ν (iω/|ω|)p Γ(ℓ+ 1 + ν)Jωϕℓ,q(ν, p) = (π|ω|)ν (iω/|ω|)−p Γ(ℓ + 1− ν)Jωϕℓ,q(−ν,−p) (1.7.17)
(which is Equation (5.29) of [5]), it follows that the operator TV : H(νV , pV ) → VK and its counterpart
with domain H(−νV ,−pV ) determine a real constant φ ∈ [0, 2π) such that, for all non-zero ω ∈ O and all
cusps c of Γ, one has CcV (ω; νV , pV ) = e
iφCcV (ω;−νV ,−pV ). Therefore it is in particular the case that each
summand of the sum over V occurring in the Spectral Sum Formula of Theorem B (below) is unchanged
if (−νV ,−pV ) is substituted for (νV , pV ) (it being assumed here that the relevant function h satisfies the
condition (i) of Theorem B); the same is true of the summands of that sum over V which occurs in the
definition of Ea0 (q0, P,K;N, b) given in Theorem 1 (below).
§1.8 Decomposing the subspace eL2(Γ\G) : the Eisenstein series and a Parseval identity.
The subspace eL2(Γ\G) in (1.7.3) is generated by integrals of certain Eisenstein series. To obtain a
set of these series, sufficient for the generation of eL2(Γ\G), first choose (once and for all) a complete set
of representatives C(Γ) of the Γ-equivalence classes of cusps, and, for each c ∈ C(Γ), a scaling matrix gc
satisfying (1.1.16)-(1.1.21). Then, for c ∈ C(Γ), ℓ, p, q ∈ Z with ℓ ≥ |p|, |q| and ν ∈ C with Re(ν) > 1, the
Eisenstein series Ecℓ,q(ν, p) : G→ C is given by:
Ecℓ,q(ν, p)(g) =
1
[Γc : Γ′c]
∑
γ∈Γ′
c
\Γ
ϕℓ,q(ν, p)
(
g−1c γg
)
for g ∈ G , (1.8.1)
where ϕℓ,q(ν, p) ∈ C∞(N\G) is as in (1.3.2). By (1.1.20)-(1.1.21), the sum in (1.8.1) is well-defined; the
results on the K-trivial case ℓ = p = q = 0 in [11], Proposition 3.1.3, Proposition 3.2.1, Proposition 3.2.3 and
Corollary 3.1.6, imply that, while this sum is divergent (for almost all g ∈ G) when ν ≤ 1, it does converge
uniformly (and absolutely) for the pairs (ν, g) ∈ C × Na[r]K with Re(ν) ≥ 1 + ε and r ≥ ε, where ε is an
arbitrary positive constant. The definition (1.8.1) ensures that Ecℓ,q(ν, p) is a Γ-automorphic function: it
moreover inherits from ϕℓ,q(ν, p) the property of being a function of K-type (ℓ, q) with character Υν,p.
By (1.3.2) and (1.3.4), one has
ϕℓ,q(ν, p) (nh[u]g) = |u|2(1+ν) (u/|u|)−2p ϕℓ,q(ν, p)(g) for u ∈ C− {0}, n ∈ N . (1.8.2)
Consequently, for cusps c with g−1c Γcgc ∩ h[i]N 6= ∅, the sum in (1.8.1) will equal zero whenever p is odd.
Since [Γc : Γ
′
c] = 4 if g
−1
c Γcgc ∩ h[i]N 6= ∅, while [Γc : Γ′c] = 2 otherwise, it therefore follows that
Ecℓ,q(ν, p) 6= 0 only if p ∈ 12 [Γc : Γ′c]Z . (1.8.3)
For p ∈ 12 [Γc : Γ′c]Z the definition (1.8.1) coincides with Definition 3.3.2 of [32].
It is almost immaterial exactly which representative c and which scaling matrix gc, are chosen (as above)
for use in defining the Eisenstein series: for it follows by (1.8.1)-(1.8.3), Lemma 2.1 and Lemma 4.2 that a
different choice of c or gc (in respect of any one Γ-equivalence class of cusps) will merely replace E
c
ℓ,q(ν, p)
by a function equal to ǫpEcℓ,q(ν, p), for some ǫ ∈ O∗.
By (1.5.4), and since ϕℓ,q(ν, p) ∈ C∞(N\G), the Eisenstein series of (1.8.1) is a Poincare´ series,
(P cϕℓ,q(ν, p))(g), to which one might hope the case ω = 0 of (1.5.5)-(1.5.10) would apply; it can be shown to
follow from the definition (1.3.2) that this hope is justified when one has Re(ν) > 1. Hence and by (1.4.1),
(1.5.18), (1.8.2), (1.8.3), Lemma 4.2 (below) and the linearity inherent in the definition (1.5.2) one finds
that, if a, b ∈ C(Γ), and if ℓ, p, q ∈ Z and ν ∈ C are such that ℓ ≥ max{|p|, |q|}, Re(ν) > 1 and Eaℓ,q(ν, p) 6= 0,
then, for g ∈ G,
Eaℓ,q(ν, p) (gbg) = δ
Γ
a,bϕℓ,q(ν, p)(g) +
1
[Γa : Γ′a]
Dba(0; ν, p)
πΓ(|p|+ ν)
Γ(ℓ+ 1 + ν)
Γ(ℓ+ 1− ν)
Γ(|p|+ 1− ν) ϕℓ,q(−ν,−p)(g) +
+
1
[Γa : Γ′a]
∑
06=ψ∈O
Dba (ψ; ν, p) (Jψϕℓ,q(ν, p))(g) , (1.8.4)
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where
δΓa,b =
{
1 if a ∼Γ b,
0 otherwise,
(1.8.5)
and
Dba(ψ; ν, p) =
∑
c∈ aCb
Sa,b(0, ψ; c) |c|−2(1+ν) (c/|c|)2p . (1.8.6)
Note that Theorem 3.4.1 of [11], contains the K-trivial case of this Fourier expansion. The sums Sa,b(0, ψ; c)
generalise the Ramanujan sum evaluated in [15], Theorem 271; one has in particular a better estimate for
these sums than that provided by (1.5.12); it can consequently be shown that the sum in (1.8.6) is absolutely
convergent when either ψ = 0 and Re(ν) > 1, or 0 6= ψ ∈ O and Re(ν) > 0.
It follows by (1.3.2) and the uniform convergence of the series in (1.8.1) that when c, ℓ, p, q and g
are given, the function ν 7→ Ecℓ,q(ν, p)(g) is holomorphic for Re(ν) > 1. Furthermore, it is known that this
function of ν has a meromorphic continuation to all of C with (in the particular cases considered in this
paper) a simple pole at ν = 1 if and only if ℓ = p = q = 0, and no other poles in the closed half plane
{ν ∈ C : Re(ν) ≥ 0}. Applying this meromorphic continuation for each g ∈ G, one obtains, when Re(ν) ≥ 0
and (ν, p) 6∈ { (0, 0), (1, 0)}, a function Ecℓ,q(ν, p) : G → C which lies in the space C∞(Γ\G) and inherits
(from the functions Ecℓ,q (ν
′, p) with Re (ν′) > 1) the properties of being of K-type (ℓ, q) with character
Υν,p. Due to the nature of the first two terms on the right-hand side of the Fourier expansion (1.8.4), the
function Ecℓ,q(ν, p) does not lie in the space L
2(Γ\G) (except, possibly, when (ν, p) = (0, 0)): this can be seen
by evaluation of the integral
∫
(z,r)∈Ec
∫
k∈K+ |ϕℓ,q (gcn[z]a[r]k)|2 r−3d+z dr dk, with Ec ⊂ H3 as in (1.1.23).
Therefore it is only by averaging Ecℓ,q(ν, p) over a range of values of ν that one obtains an element of the
space eL2(Γ\G) (see Theorem A below).
For trivialK-type (i.e. when ℓ = p = q = 0) the above facts concerning the meromorphic continuation of
the Eisenstein series are established in [11], Theorem 6.1.2 and Theorem 6.1.11; this being achieved by means
of an elegant general theory (valid when one substitutes for Γ any discrete subgroup Γ′ < SL(2,C) for which
the corresponding findamental domain F ′ ⊂ H3 is non-compact, yet of finite volume): the corresponding
facts in respect of Eisenstein series of arbitrary K-type are contained in Langlands’ even more general theory
[31]. Unlike the general situation described in Proposition 6.2.2 of [11], there is here no possibility of a (finite)
number of generators of the space eL2(Γ\G) arising from residues of the Eisenstein series Ec0,0(ν, 0) at a poles
lying in the interval (0, 1], for the only pole of Ec0,0(ν, 0) with a positive real part is that at ν = 1, and the
residue there is a function that is constant on G (and therefore orthogonal to eL2(Γ\G)).
Alternative proof of the above remarks on meromorphic continuation of Eisenstein series may be obtained
by detailed consideration of the particular coefficients Dba(ψ; ν, p) in (1.8.4) and (1.8.6). This requires an
evaluation of the sum Sa,b(0, ψ; c) (analogous to the evaluation of the classical Ramanujan obtained in
Theorem 271 of [15]), which turns out to be a not overly complicated affair in the case b = ∞. The
result of this calculation (for b = ∞) leads, via (1.8.6), to an expression for D∞a (ψ; ν, p) in terms of Hecke
zeta-functions
ζ
(
s, λp/2χ
)
=
1
4
∑
06=α∈O
λp/2(α)χ(α)
|α|2s (Re(s) > 1), (1.8.7)
where λm(α) = (α/|α|)4m and either s = ν and χ : O→ {1}, or s = 1+ ν and there is a primitive character
χ˜ : (O/dO)∗ → C∗ such that χ(α) = χ˜(A) whenever α ∈ A ∈ (O/dO)∗ (while χ(α) = 0 if |(α, d)| > 1). It is
therefore a corollary of Hecke’s work in Section 6 of [17] that D∞a (ψ; ν, p) can be meromorphically continued
into all of C; consequently one obtains, via (1.8.4) and Lemma 5.1 of [5], the meromorphic continuation of
Eaℓ,q(ν, g)(g). See Lemma 5.2 of [5] for an explicit determination of D
∞
∞(ψ; ν, p) in the case q0 = 1 (i.e. for
Γ = SL(2,O)). By Lemma 5.1 of [5] (again), and by (1.4.1)-(1.4.2), (1.5.14), (1.5.15) and, for Re(ν) > 1, the
equation (1.8.4), the meromorphic continuation of Eaℓ,q(ν, p)(g) implies that of D
b
a(ψ; ν, p) for all b ∈ C(Γ)
(i.e. not only in the special case b =∞).
As the remarks of the last three paragraphs might suggest, the Eisenstein series enable one to describe a
decomposition of the subspace eL2(Γ\G) in (1.7.3). By combining this decomposition with (1.7.4)-(1.7.8) (the
decomposition of 0L2(Γ\G)) one can obtain a useful decomposition of L2(Γ\G). One may work instead with
restriction of the decomposition (1.7.3) to the subspace L2(Γ\G; ℓ, q) spanned by the elements in L2(Γ\G)
of K-type (ℓ, q). Then a key result is the following.
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Theorem A (a Parseval identity). Let ℓ, q ∈ Z satisfy ℓ ≥ |q|, and suppose that f1, f2 ∈ L2(Γ\G; ℓ, q) are
represented by bounded elements of C∞(Γ\G). Then, when c ∈ C(Γ), j ∈ {1, 2} and p ∈ Z with |p| ≤ ℓ, the
inner product 〈fj , Ecℓ,q(it, p)〉Γ\G = F cj,p(t) (say) is defined for all real t; the functions so defined, F cj,p : R→ C
(c ∈ C(Γ), j = 1, 2 and p = −ℓ, . . . , ℓ), are each square-integrable with respect to the Lebesgue measure on R,
and one has:
〈f1, f2〉Γ\G =
1
vol(Γ\G) 〈f1, 1〉Γ\G 〈1, f2〉Γ\G +
+
∑
V−ℓ≤pV ≤ℓ
1
‖TV ϕℓ,q (νV , pV )‖2Γ\G
〈f1, TV ϕℓ,q (νV , pV )〉Γ\G 〈TV ϕℓ,q (νV , pV ) , f2〉Γ\G +
+
∑
c∈C(Γ)
[Γc : Γ
′
c]
4πi
∑
p∈ 12 [Γc:Γ′c]Z
|p|≤ℓ
∫
(0)
1
‖ϕℓ,q (ν, p)‖2ps
〈
f1, E
c
ℓ,q (ν, p)
〉
Γ\G
〈
Ecℓ,q (ν, p) , f2
〉
Γ\G dν ,
(1.8.8)
where the ‘1’ in both 〈f1, 1〉Γ\G and 〈1, f2〉Γ\G denotes the constant function ϕ0,0(−1, 0) defined by (1.3.2),
while V , in the second summation on the right-hand side of the equation, runs over the pairwise-orthogonal
cuspidal subspaces of L2(Γ\G) that occur in the direct sum in (1.7.4), and the notation ‘(0)’ below the
integral sign signifies that the integration is along the line {ν ∈ C : Re(ν) = 0}, oriented as a contour from
−i∞ to i∞ . The sums and integrals in equation (1.8.8) are absolutely convergent.
Proof. These results are a special case of Theorem 8.1 of [32], and are (conversely) a slight generalisation
of Theorem 8.1 of [5]. They are also a special case of the very general Parseval identity proved in [31] (see
also [16]). As is noted in [32], the restriction of (1.8.8) to pairs of K-trivial functions f1, f2 is (effectively) a
result contained in Theorem 6.3.4 of [11] 
The definition (1.8.6) of the Fourier coefficients Dba(ω; ν, p) is not only valid for cusps in the particular
set of representatives C(Γ) : it is in fact the appropriate definition for a arbitrary pair of cusps a, b of Γ. For
if a and b are not Γ-equivalent then one may assume that C(Γ) ⊇ {a, b} ; while if instead a ∼Γ b, then one
may assume that C(Γ) ∋ b, and so make use of the fact that Eaℓ,q(ν, p) (gbg) = ǫpEbℓ,q(ν, p) (gbg) for some
ǫ ∈ O∗. Indeed, apart from the coefficient δΓa,b in (1.8.4) possibly being replaced by ǫpδΓa,b, for some ǫ ∈ O∗,
the whole Fourier expansion (1.8.4)-(1.8.6) is valid for arbitrary cusps a, b : and this does not require that
a = b imply ga = gb. A useful normalisation of D
b
a(ψ; ν, p) (analogous to (1.7.15)) is given by:
Bba(ω; ν, p) = (π|ω|)ν (ω/|ω|)−pDba(ω; ν, p) . (1.8.9)
§1.9 Results and applications.
The principal new results of this paper depend on being able to deduce estimates for a certain mean-
value of Fourier coefficients of Γ-automorphic cusp forms and Eisenstein series from suitable bounds for sums
of the generalised Kloosterman sums defined in (1.5.10). This is made possible by the following result.
Theorem B (spectral sum formula). Let the real numbers σ ∈ (1/2, 1), ̺, ϑ ∈ (3,∞), and the function
h : {ν ∈ C : |Re(ν)| ≤ σ} × Z→ C, satisfy the three conditions
(i) h(ν, p) = h(−ν,−p) ;
(ii) for p ∈ Z, the function ν 7→ h(ν, p) can be holomorphically continued into a neighbourhood of the
strip {ν ∈ C : |Re(ν)| ≤ σ};
(iii) h(ν, p)≪h,̺,ϑ (1 + |Im(ν)|)−̺(1 + |p|)−ϑ.
Suppose moreover that 0 6= q0 ∈ O = Z[i], and that Γ = Γ0(q0) ≤ SL(2,O). Then, for all ω1, ω2 ∈ O− {0},
all pairs of cusps a, b of Γ, and all choices of the associated scaling matrices ga, gb that satisfy the conditions
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(1.1.16) and (1.1.20)-(1.1.21), one has∑
V
CaV (ω1; νV , pV )C
b
V (ω2; νV , pV )h (νV , pV ) +
+
∑
c∈C(Γ)
1
4πi [Γc : Γ′c]
∑
p∈ 12 [Γc:Γ′c]Z
∫
(0)
Bac (ω1; ν, p)B
b
c (ω2; ν, p)h(ν, p) dν =
=
1
4π3i
δa,bω1,ω2
∑
p∈Z
∫
(0)
h(ν, p)
(
p2 − ν2) dν +
+
∑
c∈aCb
Sa,b (ω1, ω2; c)
|c|2 (Bh)
(
2π
√
ω1ω2
c
)
,
(1.9.1)
where
δa,bω1,ω2 =
∑
γ∈Γ′
a
\Γ : γb=a
g−1
a
γgb=
(
u(γ) β(γ)
0 1/u(γ)
) e (Re (β(γ)u(γ)ω1)) δu(γ)ω1,ω2/u(γ) , (1.9.2)
other notation is as developed in (1.1.17)-(1.1.19), (1.5.6), (1.5.8)-(1.5.10), (1.7.4), (1.7.13)-(1.7.15), (1.8.1),
(1.8.6) and (1.8.9), and
(Bh)(z) =
1
4πi
∑
p∈Z
∫
(0)
Kν,p(z)h(ν, p)
(
p2 − ν2) dν , (1.9.3)
with
Kν,p(z) = 1
sin(πν)
(J−ν,−p(z)− Jν,p(z)) , (1.9.4)
Jν,p(z) = |z/2|2ν (z/|z|)−2p J∗ν−p(z)J∗ν+p (z) , (1.9.5)
and
J∗ξ (z) =
∞∑
m=0
(−1)m (z/2)2m
Γ(m+ 1)Γ(ξ +m+ 1)
. (1.9.6)
In (1.9.1) the set of representatives C(Γ) of the Γ-equivalence classes of cusps may be chosen independently of
the given pair of cusps a, b; and nothing more than (1.1.16) and (1.1.20)-(1.1.21) need be assumed in respect
of the choice of scaling matrices gc for c ∈ C(Γ) (even in the event that C(Γ) ∩ {a, b} 6= ∅): similarly, ga is
allowed to differ from gb, even when a = b. All sums and integrals occurring in the equations (1.9.1) and
(1.9.3) are absolutely convergent; the sum occurring in Equation (1.9.2) has at most finitely many terms.
Remark 1.9.1 (on the proof of Theorem B). Theorem B is an extension of Bruggeman andMotohashi’s
Spectral-Kloosterman sum formula, Theorem 10.1 of [5], which pertains to the case in which one has Γ =
SL(2,Z[i]) (so that there is only one Γ-equivalence class of cusps). It builds also upon the work of Lokvenec-
Guleska who, in Theorem 11.3.3 of [32], succeeded in generalising Bruggeman and Motohashi’s method so as
to obtain a Spectral Kloosterman sum formula for Hecke congruence subgroups over an arbitrary imaginary
quadratic field. Theorem 11.3.3 of [32] contains the case a = b =∞ of Theorem B. A proof of Theorem B is
described in an appendix to this paper; in this proof the relevant steps of [4] and [32] are adapted so as to
deal with any choice of the cusps a, b.
Remark 1.9.2 (on a result of Kim and Shahidi). Given the points noted in Subsection 1.7 (see, in
particular, the case pV = ℓ = q = 0 of (1.7.10), and what is discussed between (1.7.5) and (1.7.8)), it follows
from the result (1.4.15) of Kim and Shahidi that in the first summation in Equation (1.9.1) the spectral
parameters νV , pV of the relevant subspaces V ⊂ 0L2(Γ\G) must, in each instance, satisfy
either (νV , pV ) ∈ (iR)× Z , or else pV = 0 and νV ∈ [−2/9, 2/9] . (1.9.7)
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Remark 1.9.3 (on a Bessel function). By assigning a fixed value to either one of the variables in (1.9.6),
one obtains a single variable complex function (i.e. either z 7→ J∗ξ (z) or ξ 7→ J∗ξ (z)) that is holomorphic
on C. When ξ is not an integer, two linearly independent solutions of Bessel’s differential equation, x2y′′ +
xy′ + (x2 − ξ2)y = 0 (x > 0), are y1 = Jξ(x) and y2 = J−ξ(x), where
Jν(z) = (z/2)
νJ∗ν (z) (1.9.8)
(this function Jν(z) being Bessel’s function of order ν). When ξ is an integer, the equations y1 = Jξ(x) and
y2 = J−ξ(x) (with Jν(z) as in (1.9.8)) do define solutions of Bessel’s differential equation, but these solutions
are linearly dependent, for it follows from (1.9.8) and (1.9.6) that
J−n(z) = (−1)nJn(z) = Jn(−z) (n ∈ Z, z ∈ C). (1.9.9)
Remark 1.9.4 (on a partial inversion of the operator B). Let the function f : C∗ → C be compactly
supported and even. Suppose moreover that f is ‘smooth’, in the sense that every partial derivative (of
whatever order) of the function (x, y) 7→ f(x+ iy) is defined and continuous on the set R2 − {(0, 0)}. Then,
as is shown in Theorem 11.1 of [5], one has:
πBKf = f (1.9.10)
where the operator B is that given by (1.9.3)-(1.9.6), while
(Kf)(ν, p) =
∫
C∗
Kν,p(z)f(z)|z|−2d+z for p ∈ Z and ν ∈ C with |Re(ν)| < 1 .
By applying Theorem B with h = Kf one obtains (using (1.9.10)) the corollary that the sum
La,b(ω1, ω2; f) =
∑
c∈aCb
Sa,b (ω1, ω2; c)
|c|2 f
(
2π
√
ω1ω2
c
)
may be expressed in terms of sums involving Fourier coefficients of Γ-automorphic cusp forms and Eisenstein
series. By Lemma 11.1 of [5], this inversion of the summation formula (1.9.1) contains no ‘diagonal term’ (i.e.
no counterpart of the term in (1.9.1) with coefficient δa,bω1,ω2); it is in fact only a one-sided (non-surjective)
inversion, since, as is noted in Section 11 of [5], there are test functions h satisfying the conditions (i)-(iii)
of Theorem B that do produce a non-zero diagonal term on the right-hand side of (1.9.1). This inversion of
Theorem B is not needed in this paper, but is important in [46] and [47].
Remark 1.9.5. Bruggeman and Motohashi showed in Theorem 12.1 of [5] that when 0 6= z ∈ C, when
eiθ = z/|z| (so that θ ∈ R), and when one defines Kν,p(z) by (1.9.4)-(1.9.6), it then follows that
Kν,p(u) = (−1)
p
π/2
∞∫
0
y2ν
(
yeiθ + (yeiθ)−1
|yeiθ + (yeiθ)−1|
)2p
J2p
(|u| ∣∣yeiθ + (yeiθ)−1∣∣)dy
y
(p ∈ Z, |Re(ν)| < 14 ). (1.9.11)
In proving Theorem 1 one needs to consider, for a suitable test function h, the transform Bh that is defined
in (1.9.3). Useful approximations to the relevant transformed function (Bh)(z) may be deduced with the
aid of both the identity (1.9.11) and an addition law for Bessel functions (see Lemma 4.5 and the proof of
Lemma 4.6, below).
The principal new result in this paper is Theorem 1, stated next. We prove this theorem in Section 5
of this paper, with the help of certain bounds for sums of Kloosterman sums. These bounds are supplied by
Proposition 2 (which we state after several remarks following Theorem 1).
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Theorem 1. Let ε > 0, 0 6= q0 ∈ O = Z[i], Γ = Γ0(q0) ≤ SL(2,O) and K,P,N ≥ 1. Suppose further that
b : O−{0} → C, and that u,w ∈ O satisfy w 6= 0 and (u,w) ∼ 1. Then, when a is a cusp of Γ with a ∼Γ u/w,
and when Ea0 (q0, P,K;N, b), E
a
1 (q0, P,K;N, b) are the quadratic moments given by
Ea0 (q0, P,K;N, b) =
∑
V
|pV |≤P, |νV |≤K
∣∣∣ ∑
ω∈O
N/2<|ω|2≤N
b(ω)CaV (ω; νV , pV )
∣∣∣2 , (1.9.12)
Ea1 (q0, P,K;N, b) =
∑
c∈C(Γ)
1
4π [Γc : Γ′c]
∑
p∈ 12 [Γc:Γ′c]Z
|p|≤P
∫ K
−K
∣∣∣ ∑
ω∈O
N/2<|ω|2≤N
b(ω)Bac (ω; it, p)
∣∣∣2dt (1.9.13)
(where the terminology used has the same meaning as in Theorem B), one has the upper bounds:
Eaj (q0, P,K;N, b)≪
(
P 2 +K2
)(
PK +Oε
(
N1+ε
(PK)1/2
|µ(a)|2
))
‖bN‖22 (j = 0, 1) , (1.9.14)
where µ(a) ∈ {1/α : 0 6= α ∈ O},
1
µ(a)
∼ (w, q0) q0
(w2, q0)
∼ q0(
(w, q0) , q0/ (w, q0)
) (1.9.15)
and
‖bN‖2 =
( ∑
ω∈O
N/2<|ω|2≤N
|b(ω)|2
)1/2
. (1.9.16)
Remark 1.9.6. Since [Γc : Γ
′
c] ∈ {2, 4} for all cusps c, the factor (4π [Γc : Γ′c])−1 in (1.9.13) may be omitted.
Remark 1.9.7. One may check that (1.9.15) makes the ideal (1/µ(a))O a function of the Γ-equivalence class
of the cusp a. The same is therefore true of the reciprocal of the norm of this ideal, which is the factor |µ(a)|2
appearing in (1.9.14). Since ∞ ∼Γ 1/q0 (for Γ = Γ0(q0)), one has in particular 1/µ(∞) ∼ 1/µ(1/q0) ∼ q0.
Remark 1.9.8 (some comparisons and conjectures). In their proof of Corollary 10.1 of [5], Bruggeman
and Motohashi show, by an application of their ‘Spectral-Kloosterman’ sum formula (Theorem 10.1 of [5]),
that if Γ = SL(2,Z[i]) (so that q0 ∼ 1) then, for 0 6= ω ∈ O, P ≥ 1, K ≥ 1 and ε > 0, one has∑
V
|C∞V (ω : νV , pV )|2 exp
(
(ν/K)2 − (p/P )2) = 1
4π2
(
P 2 +K2
)
PK
(
1 +O
(
P 2e−π
2P 2
))
+
+Oε
(
|ω|1+ε (P 2 +K2)1+ε) . (1.9.17)
We may compare this with the result (5.55) obtained in the course of our proof of Theorem 1. Our result (5.55)
is certainly weaker than (1.9.17) in cases where |ω|2 > (PK)1+ε. However it follows from (5.55) that when
PK > |ω|2 one may substitute Oε(|ω|2(PK)−1/2(P 2 +K2)1+ε) for the final Oε-term in Equation (1.9.17).
The proof of this does require certain estimates for the relevant instances of the sum occurring on the final line
of Equation (5.3); estimates sufficient for this purpose were already obtained in the proof of Corollary 10.1
of [5], by means of the lower bounds |ζ(1 + ν, λp/2)| ≫ 1/ log(|ν| + |p|+ 2) (p ∈ 2Z, ν ∈ iR).
Based on considerations relating to the Eisenstein series Ea0,0(ν, 0) and Rankin-Selberg function,
LaV (s) =
∑
06=ω∈O
|caV (ω)|2 |ω|−2s ,
22
we conjecture that in general (i.e. not just for q0 ∼ 1) it is the case that if, as in Lemma 2.2 (below), one
has a ∼Γ u/w for some u,w ∈ O satisfying (u,w) ∼ 1, u 6= 0 and w | q0, then∑
ω∈O
0<|ω|2≤N
|CaV (ω : νV , pV )|2 ∼ ρ(Γ, a)N as N →∞ , (1.9.18)
where
ρ(Γ, a) =
2
vol(Γ\G)
∏
̟∈(O−{0})/O∗
̟O is prime
̟|(q/w,w/(q/w,w))
(
1− |̟|−2)
(so that one has, in particular, ρ(Γ,∞) = 2/vol(Γ\G)). We believe that this conjecture might be shown to
be correct by methods analogous to those described in Section 8.2 of [22].
Returning from the conjectural to the proven we note that, through an application of the Spectral-
Kloosterman summation formula obtained in Theorem 11.3.3 of [32], Lokvenec-Guleska obtains, in Sec-
tion 11.5 of [32], new asymptotic estimates for sums involving modified Fourier coefficients of cusp forms.
In this work of Lokvenec-Guleska ‘O’ denotes the ring of integers of an arbitrary quadratic number field
F = Q(
√−d) (with d ∈ N), and ‘Γ’ denotes a Hecke congruence subgroup of SL(2,O) associated with some
(arbitrary) non-zero ideal I ⊆ O; her definition of automorphicity is broader than ours, in that it depends on
a character χ : Γ→ C derived from an arbitrary character for (O/I)∗; the relevant irreducible cuspidal sub-
spaces (corresponding to the spaces denoted by ‘V ’ in our paper) contain automorphic functions f : G→ C
that are even if χ(−1) = 1, but odd if χ(−1) = −1. We state here only one of Lokvenec-Guleska’s results,
specialised to the particular case O = Z(i), I = q0O, χ : Γ→ {1}, in which her ‘L2(Γ\G,χ)’ coincides with
the space L2(Γ\G) that we have defined. In respect of this case, it follows by the combination of Part (i) of
Theorem 11.5.2 of [32] and the symmetry used in the deduction of Corollary 11.5.4 of [32] that, for 0 6= ω ∈ O
and p ∈ Z, one has ∑
V : pV =p
1−ν2V −p2V ≤X
|C∞V (ω; νV , pV )|2 ∼
1
3π3
X3/2 as X →∞ . (1.9.19)
The second condition of summation in (1.9.19) is motivated by the fact that 1− ν2V − p2V is (by definition)
an eigenvalue of the operator −4(Ω+ +Ω−).
Theorem 11.5.2 of [32] is essentially a corollary (deduced via a Tauberian argument) of the asymptotic
estimates for smoothly weighted sums which Lokvenec-Guleska obtains in Proposition 11.5.1 of [32]. Results
very similar to the special case p = 0, I = O (χ : Γ→ {1}) of Proposition 11.5.1 of [32] had previously been
obtained in the paper [39] of Rhagavan and Sengupta; the result (13) of [39] is a somewhat unwieldy special
case of the spectral-Kloosterman sum formula obtained in Theorem 11.3.3 of [32].
The combination of the result (1.9.19) and our conjecture (1.9.18) are so suggestive as to lead us to
make the further conjecture that, for Γ = Γ0(q0) ≤ SL(2,Z[i]) and p ∈ Z, one has∑
V : pV =p
|νV |≤K
1 ∼ vol(Γ\G)
6π2
K3 as K →∞ . (1.9.20)
This conjecture is at least partly correct: for the case p = 0 of (1.9.20) is a known instance in which Weyl’s
law holds (see [11], Page 308 and Section 8.9, for details of this). Moreover, what is hypothesised in (1.9.20)
is equivalent to something that is (at least) superficially analogous to what Mu¨ller has proved in Theorem 0.1
of [37]. In fact, on the basis of the conjecture (1.9.18), and the form of the result which we obtain in (5.55)
(below), we venture to put forward the conjecture that as δ → 0+ and (p2 +K2)δK →∞, with p ∈ Z and
δ,K ∈ (0,∞), one has ∑
V : pV =p
K<|νV |≤K+δK
1 ∼ vol(Γ\G)
2π2
(
p2 +K2
)
δK (1.9.21)
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uniformly for all Γ = Γ0(q) ≤ SL(2,Z[i]).
It is a significant feature of Theorem 1 that the bounds (1.9.14) hold for all cusps a of Γ: a direct
application of this feature occurs in the proof of Theorem 4 of [46], and indirect use of it is essential to
the proof of Theorem 10 of [46]. However, in order to compare Theorem 1 with Lokvenec-Guleska’s result
(1.9.19), we now focus for a moment on the case a =∞. If one were deprived of all information concerning
the Fourier coefficients C∞V (ω; νV , pV ) other than what is stated in (1.9.19), then essentially the strongest
upper bound for E∞0 (q0, P,K;N, b) that one could deduce would be the result
lim sup
K→∞
K−3E∞0 (q0, P,K;N, b) ≤
1
6π2
(2P + 1)(N + o(N)) ‖bN‖22 (1.9.22)
(in which q0 ∈ O−{0}, P,N ∈ N and the function b : O−{0} → C are presumed given). In fact the inequality
(1.9.22) is simply what follows from (1.9.12) and (1.9.19) by means of the Cauchy-Schwarz inequality,∣∣∣∣ ∑
ω∈O
N/2<|ω|2≤N
b(ω)CaV (ω; νV , pV )
∣∣∣∣2 ≤ ‖bN‖22 ∑
ω∈O
N/2<|ω|2≤N
|CaV (ω; νV , pV )|2 ,
and known estimates (either classical or more recent, as in [18]) for the number of lattice points lying in a
disc of specified radius. The case j = 0 of (1.9.14) implies that the inequality (1.9.22) remains valid if, in
place of the factor N + o(N) on the right-hand side of that inequality, one substitutes just a factor O(1);
this reveals that the extent of ‘cancellation’ occurring within the sums over ω on the right-hand side of
Equation (1.9.12) is, with few exceptions, comparable to that which one would expect to find, in the limit
as N →∞, in respect of a sum
R(X ;N, b) =
∑
ω∈O
N/2<|ω|2≤N
b(ω) exp (iXω)
in which b(ω) is a given complex-valued function, while X = (Xω)ω∈O−{0} is a family of independent real-
valued random variables such that, for all ω ∈ O− {0}, the mean value of exp(iXω) is equal to zero.
Remark 1.9.9 (on improving on Theorem 1). The bounds in (1.9.14) are less precise than the asymp-
totic result (Equation (5.55), below), from which they are deduced. Moreover, in view of the positivity
(exploited in (5.2) and (5.61), below) of the terms summed in (1.9.12) and (1.9.13), it is evident that The-
orem 1 is not optimal when PK = o
(
N2/3|µ(a)|4/3) and either P = o(K) or K = o(P ). Indeed, by virtue
of the positivity of those terms, it is a direct corollary of Theorem 1 itself that the result (1.9.14) may be
improved to:
Eaj (q0, P,K;N, b)≪
((
P 2 +K2
) (
PK +Oε
(Y2/3))+Oε((P +K)Y)) ‖bN‖22 (j = 0, 1) , (1.9.23)
where Y = Y(N, ε; q0, a) = N1+ε|µ(a)|2. On the basis of the conjecture (1.9.18), the conjecture (1.9.21) and
the tendency towards cancellation observed in the final paragraph of Remark 1.9.8, we are led to make the
further conjecture that Theorem 1 would remain true if the bound
Ea0 (q0, P,K;N, b)≪
((
P 2 +K2
)
PK +
N
vol(Γ\G)
)
‖bN‖22
were substituted in place of the result in the case j = 0 of (1.9.14). Therefore we believe that even the
case j = 0 of (1.9.23) falls distinctly short of being best-possible. It also seems likely that Theorem 1 (or
its corollary, (1.9.23)) could be improved upon in other ways: one might, for example, be able to prove a
‘short-spectral-interval’ refinement of the case j = 0 of (1.9.14) (i.e. a result analogous to the results obtained
in Theorem 1.1 of [23], Theorem 3.3 of [35] and Lemma 7 of [24]); one might also be able to obtain, instead
of just an upper bound, an asymptotic estimate for the sum Ea0 (q0, P,K;N, b).
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We expect that the bound in the case j = 1 of the corollary (1.9.23) (and hence also the bound in the
case j = 1 of (1.9.14)) can be significantly sharpened by exploiting the special nature of the modified Fourier
coefficients Bac (ω; ν, p) of the Eisenstein series: see Equation (10.1) of Theorem 10.1 of [5] for the simple
explicit form that these coefficients take in the case q0 = 1. The discussion around (1.8.7) casts further
light on this interesting possibility. We have not ourselves attempted to improve upon our stated bounds for
Ea1 (q0, P,K;N, b): it turns out that Theorem 1, as it stands, is adequate for our needs in [46] and [47].
Given what Lokvenec-Guleska achieved in her thesis [32], we are almost certain that methods similar
to those of the present paper are capable of yielding, when F ∈ {Q(−d) : d ∈ N, d > 1 and d is squarefree}
and Γ is any Hecke congruence subgroup of SL(2,OF ) (where OF is equal to the ring of integers of F ),
both an analogue for Γ\SL(2,C) of the summation formula in Theorem B and results in some (useful) sense
analogous to those in Theorem 1. Although such generalisations of Theorem B and Theorem 1 would be
of considerable number-theoretical interest, we have (so far) preferred not to do any work in that direction
ourselves: we found the case F = Q(
√−1) to be complicated enough.
Remark 1.9.10 (on related work of the author). This paper is the first in a planned series of three:
the other two being [46] and [47]. Our work in [46] involves the application of Theorem 1, in combination
with the result (1.4.15) of Kim and Shahidi and the the inversion of Theorem B mentioned in Remark 1.9.4;
the results obtained there include new upper bounds for sums of the form
σaΓ(b, N ;X) =
∑
V
ν2V >0, pV =0
X |νV |
∣∣∣∣∣∣∣∣
∑
n∈O
N/2<|n|2≤N
bnC
a
V (n; νV , 0)
∣∣∣∣∣∣∣∣
2
(a ∈ Q(i) ∪ {∞})
and
S(Q,X,N) =
∑
q1∈O
Q/2<|q1|2≤Q
σ∞Γ0(q1)(b, N ;X) ,
where X and N denote real numbers satisfying X ≥ 1, N ≥ 1, while the coefficients bn (0 6= n ∈ O)
are complex numbers that are allowed to be arbitrary in [46], Theorem 4, Theorem 5, Theorem 6 and
Theorem 7, but are required to be of a special type in [46], Theorem 8 and Theorem 9. Our results in [46]
include analogues, for SL(2,C), of several of the (SL(2,R) related) results obtained by Deshouillers and
Iwaniec in [9], and also the ‘SL(2,C) analogue’ of Theorem 2 of [45].
In work only partially written up we have made use of the results of [46] in estimating a particular type
of weighted fourth power moment for the family of Hecke zeta functions
(
ζ(s, λk)
)
k∈Z given, for Re(s) > 1,
by the cases of (1.8.7) in which χ : O → {1} and p is even. It was shown by Hecke, in [17], that these zeta
functions have a meromorphic continuation to all of C, with no poles except at s = 1 (and no pole there
except when k = 0). By using the results of [46] we have been able to prove that, for arbitrary complex
coefficients an (0 6= n ∈ O), all ε > 0 and all D,N ∈ N, one has
D∑
k=−D
D∫
−D
∣∣ζ ( 12 + it, λk)∣∣4
∣∣∣∣∣ ∑
n∈O
0<|n|2≤N
anλ
k(n)|n|−2it
∣∣∣∣∣
2
dt≪ε D2+εN max
0<|n|2≤N
|an|2 if N2 ≤ D.
We are preparing our proof of this result for publication, and hope that it may appear in [47].
Proposition 2. Let ε, N , q0 and b satisfy the same hypotheses as in Theorem 1, and let ‖bN‖2 be given
by (1.9.16); let A1 and A2 be arbitrary positive absolute constants; let ψ ∈ R and M ∈ N∪{0}, and let a be
a cusp of Γ = Γ0(q0) ≤ SL(2,O); let the ‘scaling matrix’ ga ∈ G = SL(2,C) be such as to satisfy, for c = a,
each of (1.1.16), (1.1.20) and (1.1.21), and let c be an element of the set aCa ⊂ C∗ defined in (1.5.8), (1.5.9)
(i.e. with a′ = a and ga′ = ga there). Then
0 6= c ∈ 1
µ(a)
O (1.9.24)
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(the relationship between µ(a) and a being as described in Remark 1.9.7, above), and the sum
Ua(ψ, c;M ;N, b) =
M∑
m=−M
∣∣∣∣∣∣∣∣
∑ ∑
ω1,ω2∈O
N/2<|ω1|2,|ω2|2≤N
b (ω1)b (ω2)
(
ω1ω2
|ω1ω2|
)m
Sa,a(ω1, ω2; c) e
(
ψ
√|ω1ω2|
|c|
)∣∣∣∣∣∣∣∣ (1.9.25)
(with Sa,a′(ω, ω
′; c) defined as in (1.5.8)-(1.5.10)) satisfies both
Ua(ψ, c;M ;N, b)≪ τ3/2(c)|c|(M + 1)N ‖bN‖22 (1.9.26)
and
Ua(ψ, c;M ;N, b)≪ (1 + |ψ|)1/2
(
|c| (M + 1) +N1/2
)(
|c|+N1/2
)
‖bN‖22 , (1.9.27)
where τ(c) is the number of Gaussian integer divisors of c.
If it is moreover the case that one has
0 < |c|2 ≤ A1N1−ε (1.9.28)
and
0 < |ψ| ≤ A2 (1.9.29)
then
Ua(ψ, c;M ;N, b)≪A1,A2
(
|ψ|−1/2 +Oε(1)
)(
|c|1/2N3/4 + |c|3/2MN1/4
)
Nε ‖bN‖22 . (1.9.30)
Proposition 2 is proved in Section 3: lemmas necessary for its proof are collected in Section 2.
Notation.
The following index of notation covers only some of the more unusual notation used in this paper; it is
not comprehensive. Some of our other terminology is explained in five supplementary paragraphs.
Index of notation:
Symbol Description Place defined
|A| (when A is a set): the cardinal number of A –
|f | (when f is a complex valued function of x): the function x 7→ |f(x)| –
R∗ (when R is a ring with an identity): the group of units of R –
U (when U is a subset of a metric or topological space): the closure of U –
(g ◦ f)(x) equal to g(f(x)) –
a · b a multiplied by b ( (a · b)(x) = a(x)b(x) if a and b are functions of x) –
v ·w equal to v1w1 + · · ·+ vnwn, the inner product of vectors v,w ∈ Cn –
|z| and z the absolute value (or ‘modulus’) and complex conjugate of z ∈ C –
a ∼Γ b the relation of Γ-equivalence (for cusps a, b) above (1.1.16)
m | n (when m,n ∈ O): the relation ‘n is divisible by m’ –
m ∼ n (when m,n ∈ O): the relation ‘n is an associate of m’ above (1.1.1)
(m1, . . . ,mn) a highest common factor (of m1,m2, . . . ,mn ∈ O) –
(C, q∞0 ) a certain factor of the non-zero Gaussian integer C below (6.1.17)
a ≡ b mod cO equivalent to the statement that one has a, b, c ∈ O and c | (b− a) –
[x] the greatest rational integer less than or equal to x –
‖β‖ equal to min{|n− β| : n ∈ N} –
‖bN‖2 the Euclidean norm of a vector involving coefficients bn (0 6= n ∈ O) in (1.9.16)∫
(α)
f(z)dz contour integral along the straight line from α− i∞ to α+ i∞ –
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〈f, h〉Γ\G the inner product of f, g ∈ L2(Γ\G) in (1.2.2)
‖f‖Γ\G a norm on L2(Γ\G), equal to
√〈f, f〉Γ\G –
(f1, f2)K the inner product for square integrable functions f1, f2 : K → C in (1.2.22)
‖Φ‖K a norm, equal to
√
(Φ,Φ)K below (6.4.2)
〈f, F 〉N\G a certain inner product, defined when f F ∈ L1(N\G) in (6.2.9)
(f1, f2)ps the inner product for the ‘principal series’ (1.6.2), (1.6.3)
‖ϕ‖ps a norm on the space H2(ν, p), when (ν, p) ∈ (iR)× Z below (1.6.4)
(f1, f2)cs the inner product for the ‘complementary series’ (1.6.2), (1.6.4)
‖ϕ‖cs a norm on the space H2(ν, p), when 0 < ν2 < 1 below (1.6.4)
(f |c) a ‘left-translate’ of f : G→ C, used for Fourier expansion of f at c above (1.4.2)
Fˆ (y), fˆ(w) Fourier transforms of F : Rn → C and f : C→ C (2.44), (2.46)
Γ, Γ0(q0) the Hecke congruence subgroup of SL(2,O) of ‘level’ q0 in (1.1.1)
Γc, Γ
′
c ‘stabiliser’ and ‘parabolic stabiliser’ subgroups (for the cusp c) (1.1.17)-(1.1.21)
aΓb(c) a ‘Bruhat cell’ in (1.5.8)
Γ(z) Euler’s Gamma function, defined for z ∈ C− {0,−1,−2, . . . } –
γ most often used to denote an element of the group Γ –
∆ the hyperbolic Laplacian operator on L2(Γ\H3) in (1.2.13)
∆R×R, ∆C Euclidean Laplacian operators above (2.48)
∂/∂z, ∂/∂z Complex partial differentiation operators see (1.2.7)
δΓa,b the ‘delta symbol’ for Γ-equivalence of the cusps a and b in (1.8.5)
δa,bω,ω′ the ‘delta symbol’ of the ‘spectral to Kloosterman’ sum formula in (1.9.2)
δw,z the ‘delta-symbol’ for equality of the complex numbers w and z in (1.5.6)
ǫ(p) a certain function defined on Z; takes values in {−1, 1} in (6.4.5)
ζ(s) the Riemann zeta-function –
ζQ(i)(s) the Dedekind zeta-function for the algebraic number field Q(i) below (6.5.59)
ζ(s, λp/2χ) a Hecke zeta function (with gro¨ssencharakter) for Q(i) in (1.8.7)
ζa,bω,ω′(s) a modified Linnik-Selberg series in (6.5.61)
κ(ω1, ω2; c) a linear operator from T ℓσ into T ℓσ in (6.4.12)
λp/2, λk a Hecke gro¨ssencharakter on O− {0} below (1.8.7)
λν an eigenvalue of the operator −∆ on L2(Γ\H3) in (1.4.14)
λ∗ℓ (ν, p) a certain function on the set C× {p ∈ Z : |p| ≤ ℓ} in (6.6.4)
µ(a) 1/|µ(a)| is a useful lower bound for the set {|c| : c ∈ aCa} in (1.9.15)
(νV , pV ) the spectral parameters of the cuspidal irreducible subspace V above (1.7.6)
ρ : G→ (0,∞) ρ(g) is equal to the Iwasawa coordinate r of the element g ∈ G (6.2.1), (1.1.2)∑
V
summation over irreducible subspaces V ⊂ 0L2(Γ\G) below (1.8.8)
τ(n) (when n ∈ O): the number of Gaussian integer divisors of n –
τ : G→ C an element of C∞(G) chosen according to certain criteria see (6.5.1)
τMωϕℓ,q(ν, 0) the product of the functions τ and Mωϕℓ,q(ν, 0) in (6.5.3)
(1− τ)Mωϕ (when ϕ = ϕℓ,q(ν, 0)): the product of the functions 1− τ and Mωϕ below (6.5.3)
Υν,p a certain character for the centre of g in (1.3.3)
Φℓp,q a certain even and square integrable function defined on K below (1.3.2)
ϕℓ,q(ν, p) a certain function lying in the space C
∞(N\G) in (1.3.2)
φ(α) (when 0 6= α ∈ O): Euler’s function, equal to |(O/αO)∗| below (2.5)
φω′(ν, g) an analytic continuation of a Fourier term, (F
b
ω′P
aMωϕℓ,q(ν, 0))(g) in (6.5.72)
Φ(ν, g) an analytic continuation of the function ν 7→ P aMωϕℓ,q(ν, 0))(gbg) below (6.5.72)
φ1, φ2 in §6.6 these denote certain pseudo Poincare´ series in (6.6.1)
χ4 : N→ {−1, 1} the real primitive Dirichlet character modulo 4 –
χq0 : G→ {0, 1} the characteristic function of Γ0(q0) < G in (6.1.9)
χd,d
′
ω,ω′(h) the ‘delta-term’ in the spectral sum formula in (6.7.1)
ψω : N → C a certain character for the group N in (1.4.3)
ψ(y, x;φ) a certain elementary function in (4.23)
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ω(c) (when 0 6= c ∈ O): the number of prime ideals of O containing c –
Ω± the Casimir operators associated with G in/below (1.2.7)
Ωk the Casimir operator associated with K in (1.2.11)
x,X, . . . vectors in Rn or Cn; sets of coefficients; operators; power set –
a, b, c, . . . cusps of Γ, or (more generally) points in P1(C) = C ∪ {∞} above (1.1.16)
a[r], A A = {a[r] : r > 0} < G see (1.1.3)
A0Γ(Υ; ℓ, q) the space of cusp forms in C
∞(Γ\G) of K-type (ℓ, q) with character Υ in (1.4.6)
AM (φ, θ) a certain trigonometric sum in (4.24)
Arg(z) the principal argument of z ∈ C, satisfying −π < Arg(z) ≤ π –
B+ the subgroup {n[α] : α ∈ O} < N < G in (1.1.21)
Bba (ω; ν, p) a modified Fourier coefficient of an Eisenstein series in (1.8.9)
Bh : C∗ → C the B-transform of the function h : {ν ∈ C : |Re(ν)| ≤ σ} × Z→ C (1.9.3)-(1.9.6)
b(η), b(ω; ℓ, q; η) (when η is a function in the space T ℓσ ): a complex constant in (6.4.6)
B a basis for both sl(2,C) and g below (6.5.26)
B1 a basis for g above (6.5.27)
C(Γ) a complete set of representatives of the Γ-equivalence classes of cusps –
aCb a subset of C∗, equal to the domain of the mapping c 7→ Sa,b(ω1, ω2; c) in (1.5.9)
C∞(G) the space of all smooth functions f : G→ C after (1.1.9)
C∞(Γ\G) the space of all smooth and Γ-automorphic functions on G in (1.2.3)
C∞(Γ\H3) the space of all smooth and Γ-automorphic functions on H3 in (1.2.15)
C∞(N\G,ω) (when ω ∈ C): a certain subspace of C∞(G) (1.4.7), (1.4.3)
C0(G) the space of all continuous functions f : G→ C after (1.1.9)
C0(B+\G) a certain subspace of C0(G) start of §6.2
C0(N\G,ω) (when ω ∈ O): a certain subspace of C0(B+\G) start of §6.2
C0(Γ\G) the space of continuous and Γ-automorphic functions f : G→ C –
ccV (ω) a Fourier coefficient of a cuspidal irreducible subspace V in (1.7.13)
CcV (ω; νV , pV ) a modified Fourier coefficient of a cuspidal subspace in (1.7.15)
da, dk, dn left and right Haar measures on the groups A, N and K, respectively in (1.1.10)
dg a left and right Haar measure on G in (1.1.11)
dQ a G-invariant measure on H3 in (1.1.13)
Dba (ω; ν, p) a Fourier coefficient of an Eisenstein series as in (1.8.4)
d+z the standard Lebesgue measure on C in (1.1.10)
Eaj (q0, P,K;N,b) a spectral mean, for cusp forms (j = 0), or Eisenstein series (j = 1) (1.9.12), (1.9.13)
e(x) equal to exp(2πix), a character for the additive group R/Z –
Ec a ‘cusp sector’ in H3 in (1.1.23)
(Ecℓ,q(ν, p))(g) a Γ-automorphic Eisenstein series associated with the cusp c in §1.8
E a subset of C× Z containing all pairs (νV , pV ) of spectral parameters in (6.7.13)
F , F∗ fundamental domains for the action of Γ upon H3 (1.1.7), (1.1.24)
(F cmf)(g) the Fourier term of order m for f at c (1.4.1), (1.4.2)
FP,K(η, ξ) a certain polynomial function in (4.23)
gc a scaling matrix for the cusp c (1.1.16)-(1.1.21)
G, g the special linear group SL(2,C), and one of its elements –
g(a, d; c) a specific element of the group G in (6.1.8)
g the complex Lie algebra of G, equal to sl(2,C)⊗R C above (1.2.6)
h[u] (h[u])u∈C∗ is a family of elements of G; h[u] ∈ K when |u| = 1 in (1.1.9)
H3 the upper half-space model for three dimensional hyperbolic space in §1.1
H2 an element of k identified with a certain differential operator (1.2.9), (1.2.10)
hu (when u ∈ C∗): a left-translation operator on functions f : G→ C (1.5.7), (1.1.9)
H(ν, p) an irreducible representation space for g in (1.6.1)
H2(ν, p) a Hilbert space obtained as a certain completion of H(ν, p) below (1.6.4)
Hσ0 (̺, ϑ) the space of functions h satisfying conditions (i)-(iii) of Theorem B start of §6.7
Hσ⋆ (̺, ϑ) a certain subspace of Hσ0 (̺, ϑ) above (6.7.1)
Im(z) the imaginary part of the complex number z (equal to Re(−iz)) –
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Int(U) (if U is a subset of a metric or topological space): the interior of U –
Jν(z), Jn(z) a Bessel function (1.9.8), (1.9.6)
J∗ν (z) equal to (z/2)
−νJν(z) when z > 0 in (1.9.6)
Jµ,k(z), Kν,p(z) functions related to Bessel functions of representations of PSL(2,C) (1.9.5), (1.9.4)
J ∗ν,p(z) a function closely related to Jν,p(z) in (6.3.12)
(Jωϕℓ,q(ν, p))(g) a Jacquet integral in §1.5
Jω, J
ν,p
ω (when ω ∈ C, ν ∈ C and p ∈ Z): a Jacquet operator in §1.5, §1.6
K, k[α, β] the special unitary group, SU(2) < G, and one of its elements see (1.1.3)
K+ a fundamental domain for {h[1], h[−1]}\K –
K-type (ℓ, q) classifies elements of C∞(G) or C∞(K) satisfying certain P.D.E.s see (1.3.1)
k the complex Lie algebra of K, equal to su(2)⊗R C above (1.2.9)
log(x) equal to loge(x), the natural logarithm –
L(s, χ) Dirichlet’s L-series (with Dirichlet character χ) –
L2(Γ\G) the Hilbert space of square-integrable Γ-automorphic functions on G (1.2.1), (1.2.2)
L2(Γ\H3) the Hilbert space of square-integrable Γ-automorphic functions on H3 (1.2.4), (1.2.5)
0L2(Γ\G) the closure of the subspace of L2(Γ\G) spanned by cusp forms below (1.7.3)
eL2(Γ\G) a subspace of L2(Γ\G) spanned by mean values of Eisenstein series below (1.7.3)
Lp(Γ\G) a certain space of measurable and Γ-automorphic functions on G below (6.5.7)
Lp(Γ\G; ℓ, q) a subspace of Lp(Γ\G) characterised by the K-type (ℓ, q) after (6.5.89)
L∞(Γ\G) the space of essentially bounded elements of L1(Γ\G) above (6.5.6)
L∞(Γ\G; ℓ, q) a subspace of L∞(Γ\G) characterised by the K-type (ℓ, q) in (6.5.6)
Lp(N\G) (when 1 ≤ p <∞): a certain space of measurable functions on G before (6.6.5)
(Lωℓ,qf)(ν, p) the Lebedev transform of f ∈ Pℓ,q(N\G,ω) in (6.4.2)
(L˜ωℓ,qη)(g) the ‘inverse Lebedev transform’ of η ∈ T ℓσ (6.4.4), (6.4.5)
(L˜ω,∗ℓ,q η)(g) first modification of the ‘inverse Lebedev transform’ of η ∈ T ℓσ (6.5.1)-(6.5.3)
(L˜ω,†ℓ,q η)(g) second modification of the ‘inverse Lebedev transform’ of η ∈ T ℓσ in (6.5.20)
mc a non-zero Gaussian integer: |mc|2 is the ‘width’ of the cusp c below (1.1.22)
Mω, M
ν,p
ω the Goodman-Wallach operator on the space H(ν, p) (6.3.1), (6.3.2)
N , n[z] N = {n[z] : z ∈ C} < G see (1.1.3)
O equal to Z[i], the ring of integers of the Gaussian number field Q(i) –
P the group of those elements of G that are upper triangular matrices in (1.1.18)
P1(C) a projective line, identified with the Riemann sphere, C ∪ {∞} –
P1
(
Q(i)
)
a projective line, identified with Q(i) ∪ {∞}, the set of all cusps above (1.1.16)
P af , P afω a Poincare´ series associated with the cusp a in (1.5.4)
P a,∗L˜ωℓ,qη a certain pseudo Poincare´ series in (6.5.5)
Pℓ,q(N\G,ω) a subspace of C∞(N\G,ω): its elements satisfy growth conditions in (6.4.1)
Pa
←֓
Mωϕℓ,q(ν, 0) an analytic continuation of P
aMωϕℓ,q(ν, 0) (6.5.82)-(6.5.84)
Pa←֓ τMωϕℓ,q(ν, 0) an analytic continuation of P aτMωϕℓ,q(ν, 0) see (6.5.89)
q0 the ‘level’ of the Hecke congruence subgroup Γ ≤ SL(2,O) (1.1.1), (6.5.96)
Re(z) the real part of the complex number z –
Rc a compact subset of C associated with the group Γc in (1.1.22)
R(σ1, σ2, t1) a certain closed rectangular region in the complex plane above (6.5.73)
S(ω1, ω2; c) a ‘simple’ (or ‘classical’) Kloosterman sum in (2.16)
Sa,b (ω1, ω2; c) a generalised Kloosterman sum (1.5.8)-(1.5.10)
TV ϕℓ,q(νV , pV ) a Γ-automorphic cusp form on G in §1.7
T ℓσ a space of ‘test functions’ defined on a subset of C× Z below (6.4.3)
U(g) the universal enveloping algebra of g –
U(k) the universal enveloping algebra of k above (1.2.10)
Ua(ψ, c;M ;N, b) a sum involving certain sums of Kloosterman sums in (1.9.25)
vol(Γ\G) the covolume of Γ in G (1.1.14), (1.1.15)
V an irreducible cuspidal subspace of 0L2(Γ\G) below (1.7.4)
VK,ℓ,q a one dimensional subspace of V (1.7.5)-(1.7.8)
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Wω(Υ; ℓ, q) a subspace of C
∞(N\G,ω) in (1.4.8)
Xd,d
′
ω,ω′(h) the sum of Kloosterman sums occurring in the spectral sum formula in (6.7.2)
Y d,d
′
ω,ω′(h) equal to the ‘spectral side’ of the spectral sum formula in (6.7.3)
Z(g), Z(k) the centres of U(g) and U(k), respectively –
Other Algebraic Notation. When U , V andW are groups, the notation U ≤W (resp. U < W ) is used to
indicate that U is a subgroup (resp. proper subgroup) ofW . If U and V are subgroups of the groupW , then
W/V , U\W and U\W/V denote the relevant sets of left cosets, right cosets and double cosets (respectively);
and
[
W : U
]
denotes the index of U in W , so that
[
W : U
]
= |W/U |. This notation for ‘quotients’, such as
U\W and U\W/V , may apply in more general contexts. For example, if U is a subgroup of W , and if S is a
subset of the elements of the group W such that uS ⊆ S for all u ∈ U , then S can be expressed as a disjoint
union of certain of the right cosets of U in W , and so the notation U\S makes sense (as shorthand for the
set of right cosets occurring in that disjoint union). Similar considerations apply in the case of quotients
S/V and U\S/V , provided that the set S is suitably invariant (either under left-multiplication by elements
of U ≤W , or under right-multiplication by elements of the group V ≤W ).
Other number-theoretic notation. In relations such as hm∗ ≡ ℓ mod cO, or in expressions such as the
highest common factor (hm∗, c), the rational expression hm∗/c, or (see (2.16)) the ‘simple Kloosterman sum’
S(hm∗, ℓ; c), it is to be understood that m∗ denotes an arbitrary element of O satisfying mm∗ ≡ 1 mod cO.
It is therefore implicit in such expressions that one has both (m, c) ∼ 1 and (m∗, c) ∼ 1.
We use the square-brackets notation [m,n] to denote a highest common factor of the Gaussian integers
m and n (in the event that m and n are real it should be clear from the context whether or not [m,n] instead
denotes a real interval). When ̟ is a Gaussian prime and n is a non-negative integer the relation ̟n‖c
holds if and only if one has both ̟n | c and ̟n+1 6 | c.
Summation related conventions. When a condition of the form ‘m mod cO’ appears below the sum-
mation sign, it is to be understood that the variable of summation m ranges (to the extent permitted by
any other conditions of summation) over some set of representatives of the cosets of cO in O. Conditions of
summation such as γ ∈ Γ′a\Γ (or γ ∈ Γ′a\aΓb(c)/Γ′b) indicate that the variable of summation γ ranges over
some set of representatives of the relevant cosets (or double cosets); this is an abuse of commonly accepted
group-theoretic notation, insofar as that in these instances γ does not itself denote a coset, or double coset.
Where there is no indication to the contrary, variables of summation range over all values inO consistent
with whatever conditions are attached.
Square roots. Our use of the square root sign is mildly ambiguous. When the context implies that one
has z > 0, it is then to be understood that
√
z denotes the positive square root of z (see (6.6.47) for one
such instance); otherwise
√
z denotes an arbitrary solution w ∈ C of the equation w2 = z (this being the
case in (1.9.1), (2.10), (6.1.26), (6.3.11), (6.5.18) and Lemma 6.6.6, for example).
Notation for bounds and asymptotic estimates. Where B ≥ 0, we use the notation Oα1,...,αn(B)
to denote a complex-valued variable β satisfying a condition of the form |β| ≤ C(α1, . . . , αn)B, in which
the ‘implicit constant’ C(α1, . . . , αn) is positive and depends only on previously declared constants and
α1, . . . , αn. As alternatives to an expression of the form ‘ξ = Oα1,...,αn(B)’, we may prefer to follows
Vinogradov in using either ‘ξ ≪α1,...,αn B’, or ‘B ≫α1,...,αn ξ’. Where A ≥ 0 and B ≥ 0, the notation
A ≍α1,...,αn B may be used to signify that one has both A≪α1,...,αn B and B ≪α1,...,αn A. There are a few
places where, instead of attaching subscripts (to the O, ≪, ≫ or ≍ sign), we have preferred to explicitly
state the parameters upon which the relevant implicit constant may depend.
By f(x) = o(φ(x)), we mean that the function φ is positive valued, and that f(x)/φ(x)→ 0 as x tends
to a certain limit: in cases where that limit is not specified it should be understood to be the limit as x→∞,
with x ∈ R. By f(x) ∼ g(x), we mean that f(x)− g(x) = o(|g(x)|).
Measurable sets and functions. The term ‘measurable’, when applied to a either a subset of G or a
function f : G→ C, is to be understood as meaning that the set, or function, is measurable with respect to
the Haar measure dg on G.
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§2. Lemmas.
In this section are collected the lemmas used in the proof of Proposition 2. Terminology already defined
in Section 1 is used freely (without specific references to those definitions).
Lemma 2.1. Suppose that a, b, a′, b′ ∈ Q(i)∪{∞}, and that τ1, τ2 ∈ Γ = Γ0(q0) ≤ SL(2,O) satisfy τ1a = a′,
τ2b = b
′ (so that a ∼Γ a′ and b′ ∼Γ b). Let ga, gb, ga′ , gb′ ∈ G = SL(2,C) be chosen so that (1.1.16) and
(1.1.20)-(1.1.21) hold for each cusp c ∈ {a, b, a′, b′}. Put ρ1 = g−1a′ τ1ga and ρ2 = g−1b′ τ2gb. Then, for some
β1, β2, η1, η2 ∈ C with η2j ∈ O∗ (j = 1, 2), one has
ρj =
(
ηj 0
0 1/ηj
)(
1 βj
0 1
)
(j = 1, 2), (2.1)
aCb = η1η2a′Cb′ (2.2)
and, for c ∈ aCb and ω1, ω2 ∈ O,
Sa,b (ω1, ω2; c) = e (Re (β2ω2 − β1ω1))Sa′,b′
(
η−21 ω1 , η
−2
2 ω2 ; η
−1
1 η
−1
2 c
)
. (2.3)
Proof. The proof is a straightforward adaptation of the proof given on Page 239 of [9] for Equation (1.4)
of [9], and is therefore omitted here 
Lemma 2.2. If a is a cusp of Γ = Γ0(q0) ≤ SL(2,O) then one has
a ∼Γ u/w for some u,w ∈ O satisfying (u,w) ∼ 1, u 6= 0 and w | q0 . (2.4)
Let u1, w1, u2, w2 ∈ O be such that, for i = 1, 2, (ui, wi) ∼ 1 and wi | q0. Then u1/w1 ∼Γ u2/w2 if and only
if w2 ∼ w1 and u2w1/w2 ≡ ±u1 mod (w1, q0/w1)O. If C(Γ) is the set of all Γ-equivalence classes of cusps
then
|C(Γ)| = 1
8
∑
w|q0
φ ((w, q0/w)) +
1
8
∑
w|q0
(w,q0/w)|2
φ ((w, q0/w)) , (2.5)
where φ is Euler’s function (i.e. φ(α) = |(O/αO)∗| if 0 6= α ∈ O).
Proof. Let a be a cusp of Γ = Γ0(q0). Then a ∼Γ t/v for some t, v ∈ O with (t, v) ∼ 1. Choose w ∼ (v, q0).
Then since (v/w, q0/w) ∼ 1 and (t, w) ∼ 1 it is possible to find a pair κ, δ ∈ O with (δ, q0) ∼ 1 that satisfy
the equation (q0/w)tκ+ (v/w)δ = 1. One then has (δ, q0κ) ∼ 1, so that, for some α, β ∈ O,
Γ ∋
(
α β
q0κ δ
)
= γ (say).
The result (2.4) follows, for γ(t/v) = (αt+ βv)/(q0κt+ δv) = (αt+ βv)/w where, since γ ∈ PSL(2,O), one
has (αt+ βv, w) ∼ 1 : in the event that αt+ βv = 0 one may additionally use 0/1 ∼Γ 1/1 (as Γ0(q0) ∋ n[1]).
Consider now the cusps ui/wi (i = 1, 2). Supposing they are Γ-equivalent, there are α, β, κ, δ ∈ O such
that
αδ − q0κβ = 1 and u2
w2
=
αu1 + βw1
q0κu1 + δw1
. (2.6)
Since (ui, wi) ∼ 1 (i = 1, 2), the equations in (2.6) imply w2 ∼ q0κu1 + δw1. Therefore one will have
(w2, q0) ∼ (δw1, q0) ∼ (w1, q0), which, as wi | q0 for i = 1, 2 (by hypothesis), implies the desired conclusion
that w2 ∼ w1 when u1/w1 ∼Γ u2/w2. From the relations q0κu1 + δw1 ∼ w2 ∼ w1 (where w1 | q0) and (2.6),
one may deduce also that δ ≡ ε mod (q0/w1)O for the same ǫ ∈ O∗ such that αu1+βw1 = εu2w1/w2. Since
the first equation of (2.6) then implies α ≡ ε mod (q0/w1)O, one obtains:
u2w1/w2 = ǫαu1 + ǫβw1 ≡ (ǫ)2u1 mod (w1, q0/w1)O.
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As (ǫ)2 = ±1, it has been shown that if u2/w2 and u1/w1 are Γ-equivalent cusps then w2 ∼ w1 and
u2w1/w2 ≡ ±u1 mod (w1, q0/w1)O.
In order to establish the converse of what was just found it suffices to consider the case of Gaussian
integers u1, u2 and w such that
(u1u2, w) ∼ 1, w |q0 and u2 ≡ ±u1 mod (w, q0/w)O . (2.7)
If in addition u2 ≡ u1 mod wO then it is a straightforward deduction that u2/w ∼Γ u1/w, for one has
u2/w = γ (u1/w) where γ = n [(u2 − u1) /w] ∈ Γ0(q0).
Now let the assumptions be restricted to (2.7) and the congruence u2 ≡ u1 mod (q0/w)O. For i = 1, 2
one can find an element
σi =
(
ui ∗
w u˜i
)
∈ SL(2,O) . (2.8)
Here σi∞ = ui/w (i = 1, 2), so that u2/w =
(
σ2σ
−1
1
)
(u1/w). Therefore, and since the lower left entry of
σ2σ
−1 is w (u˜1 − u˜2), one sees that if u˜2 ≡ u˜1 mod (q0/w)O then u2/w ∼Γ u1/w. Given the hypothesis that
u2 ≡ u1 mod (q0/w)O one must have u˜2 ≡ u˜1 mod (w, q0/w)O, for (2.8) implies u2u˜2 ≡ u1u˜1 ≡ 1 mod wO.
Consequently u˜2 = u˜1 + λw + κq0/w for some λ, κ ∈ O. On choosing u3 = u1 and u˜3 = u˜1 + λw, the
case i = 3 of (2.8) defines a σ3 ∈ SL(2,O) such that u2/w =
(
σ2σ
−1
3
)
(u1/w) and σ2σ
−1
3 ∈ Γ0(q0). This
shows that (2.7) and the congruence u2 ≡ u1 mod (q0/w)O are sufficient to imply u2/w ∼Γ u1/w. Given the
conclusion of the previous paragraph, it is now proven that sufficient conditions for u2/w ∼Γ u1/w to hold are
that one has (2.7) for the positive choice of sign: alternatively, it would suffice to have (2.7) for the negative
choice of sign, since −u1/w = h[i] (u1/w) and h[i] ∈ Γ0(q0).
By the last two paragraphs, sufficient conditions for the Γ-equivalence of u1/w1 and u2/w2 are that
w2 ∼ w1 and u2w1/w2 ≡ ±u1 mod (w1, q0/w1)O ; the necessity of these conditions had already been estab-
lished, so (as the lemma claims) one does have u1/w1 ∼Γ u2/w2 if and only if these conditions hold.
The result (2.5) is a direct consequence of the results preceding it in the lemma, with the presence of more
than one sum over w being explained by the fact that, when (u,w) ∼ 1, one will have−u ≡ u mod (w, q0/w)O
if and only if (w, q0/w) | 2 
Proposition 2 concerns the special case a′ = a of the generalised Kloosterman sum Sa,a′ (ω, ω′; c) defined
in (1.5.8)-(1.5.10). Kloosterman sums of this type are dealt with in the following three lemmas, which are
needed for the proof of Proposition 2 (in the next section).
Lemma 2.3. Suppose that u,w ∈ O and the cusp a′ of Γ = Γ0(q0) ≤ SL(2,O) are such that one has
(u,w) ∼ 1, u 6= 0, w |q0 and u/w = a′. Let v ∈ O satisfy
v ∼ q0
(q0, w2)
(2.9)
(so that |v|2 is the ‘width’ of the cusp a′, as defined below (1.1.22)) and put
ga′ =
(
u
√
v 0
w
√
v (u
√
v)−1
)
. (2.10)
Then ga′ ∈ G = SL(2,C), and ga′ is such that (1.1.16) and (1.1.20)-(1.1.21) hold for c = a′. Suppose
moreover that a
′Ca′ and Sa′,a′(ω, ω′; c) are as given by (1.5.8)-(1.5.10) (i.e. with a = a′ and ga = ga′ there).
Then
a′Ca′ = {γvw : 0 6= γ ∈ O and uδ2 + γδ − u ≡ 0 mod (w, q0/w)O for some δ ∈ O} (2.11)
and, for c′ = γvw ∈ a′Ca′ and ω1, ω2 ∈ O,
Sa′,a′(ω1, ω2; c
′) = e
(
Re
(
ω2 − ω1
uvw
)) ∑
α,δ mod c′O
∗
e
(
Re
(
ω1α+ ω2δ
c′
))
, (2.12)
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where the asterisk signifies that the variable of summation, δ mod c′O, runs over solutions of
δ(uδ + γ) ≡ u mod (w, q0/w)O and (δ, γq0/w) ∼ 1 ∼ (uδ + γ, w) , (2.13)
while α mod c′O is determined by:
αδ ≡ 1 mod (γq0/w)O and (u1α− γ1) (u1δ + γ1) ≡ u21 mod γ1wO , (2.14)
where u1, γ1 ∈ O are such that
u1/γ1 = u/γ and (u1, γ1) ∼ 1 . (2.15)
The congruences (2.14) imply also that δ mod c′O is determined by α mod c′O, so that the implied function
mapping δ mod c′O to α mod c′O is a bijection from one subset of O/c′O onto another.
Proof. This lemma is analogous (even in form) to Lemma 2.5 of [9]: the only novelty being that it involves
Gaussian integer variables and has e(Re(z)) in place of e(x). The proof is such a straightforward adaptation
of the proofs of [9], Lemma 2.4 and Lemma 2.5, as to make its inclusion here superfluous 
The next lemma concerns the more classical type of Kloosterman sum S (ω1, ω2; c), given by
S (ω1, ω2; c) =
∑
δ mod cO
(δ,c)∼1
e
(
Re
(
ω1δ
∗ + ω2δ
c
))
(ω1, ω2 ∈ O and 0 6= c ∈ O), (2.16)
where the dependent variable δ∗ mod cO is the solution of the congruence δδ∗ ≡ 1 mod cO . In it are stated
some (almost optimal) upper bounds for |S (ω1, ω2; c)|. These bounds and (2.12) enable one to deduce the
bounds on the generalised Kloosterman sum Sa′,a′ (ω1, ω2; c
′) that are contained in Lemma 2.5. Lemma 2.5
is directly analogous to Lemma 2.6 of [9]: another precedent for this type of result may be found in work of
Gundlach in Section 4 of [14], which includes what is essentially a ‘Weil-Estermann bound’ for the analogue
of the sum Sa,b(ω1, ω2; c) in the theory of principal congruence subgroups of Hilbert’s modular group for any
totally real algebraic number field.
Lemma 2.4 (a Weil-Estermann bound over Q(i)). Let ω1, ω2 ∈ O, m ∈ N, and suppose that ̟ 6= 0 is
a prime element of O. Then
|S (ω1, ω2;̟m)| ≤ τ̟|̟|υ̟ |(ω1, ω2, ̟m)̟m| , (2.17)
where (τ̟, υ̟) ∈ R2 is given by
(τ̟, υ̟) =
{(
8
√
2, 2
)
if ̟ |2 ;
(2, 0) otherwise.
Moreover, for 0 6= c ∈ O, one has
|S (ω1, ω2; c)| ≤ 27/22ω(c) |(ω1, ω2, c) c| , (2.18)
where ω(c) is the number of prime ideals of O that contain c.
Proof. The bounds (2.17) and (2.18) are special cases of results obtained by Bruggeman and Miatello, in
[4], Proposition 9 and Theorem 10 
Lemma 2.5. Let q0, Γ, a
′, u, v, w, ga′ , a
′Ca′ and the generalised Kloosterman sum Sa′,a′(ω, ω′; c′) be as
described in Lemma 2.3. Then 0 6∈ a′Ca′ ⊂ vwO ⊆ O and
|Sa′,a′ (ω1, ω2; c′)| ≤
√
8 |(ω1, ω2, c′) c′| τ(c′) for ω1, ω2 ∈ O and c′ ∈ a′Ca′ , (2.19)
where τ(c′) is the number of Gaussian integer divisors of c′.
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Proof. Suppose that c′ ∈ a′Ca′ . Then by the hypotheses, and (2.9) and (2.11) of Lemma 2.3, one has
u, v, w ∈ O− {0} and c′ = γvw for some non-zero γ ∈ O. It therefore only remains to prove (2.19).
Choose u1 and γ1 satisfying the conditions (2.15) of Lemma 2.3, and let ω1, ω2 ∈ O. Then, for d ∈ O
with d |c′, let K (ω1, ω2; d) be given by:
K (ω1, ω2; d) =
∑ ∑
α,δ mod dO
αδ≡1 mod (γq0/w,d)O
(u1α−γ1)(u1δ+γ1)≡u21 mod (γ1w,d)O
e
(
Re
(
ω1α+ ω2δ
d
))
. (2.20)
It may be deduced from (2.12)-(2.15) of Lemma 2.3 that one has
|Sa′,a′ (ω1, ω2; c′)| = |K (ω1, ω2; c′)| . (2.21)
A trivial consequence of (2.20) and (2.21) is that |Sa′,a′ (ω1, ω2; c′)| ≤ |c′|2 ; this at least shows that the bound
of (2.19) is true for c′ ∈ O∗ ; one is therefore to assume henceforth that c′ ∈ O is not a unit, or zero. Writing
c′ = ̟e11 · · ·̟err , where r, e1, . . . , er ∈ N and ̟1, . . . , ̟r are non-zero prime elements of O with ̟i 6∼ ̟j for
i 6= j, it follows by the Chinese Remainder Theorem that
K (ω1, ω2; c
′) =
r∏
j=1
K
(
ω1λj , ω2λj ;̟
ej
j
)
, (2.22)
where, for j = 1, . . . , r, one has λj ∈ O and ̟−ejj c′ λj ≡ 1 mod ̟ejj O (so that (λj , ̟j) ∼ 1).
Let j ∈ {1, . . . , r} and put Ωk = ωkλj (k = 1, 2), ̟ = ̟j and E = ej. Then
K
(
ω1λj , ω2λj ;̟
ej
j
)
= K
(
Ω1,Ω2;̟
E
)
=
∑ ∑
α,δ mod ̟EO
αδ≡1 mod ̟FO
(u1α−γ1)(u1δ+γ1)≡u21 mod ̟GO
e
(
Re
(
Ω1α+Ω2δ
̟E
))
=
= S̟(E,F,G; Ω1,Ω2) (say),
(2.23)
where F and G are the non-negative integers for which one has
̟F ‖γq0/w and ̟G‖γ1w . (2.24)
By (2.9), (2.15) and the hypothesis that (u,w) ∼ 1 one has here [γq0/w, γ1w] ∼ γq0/(w, q0/w) ∼ γvw = c′.
Therefore (and since ̟E = ̟
ej
j ‖c′) it must be the case that
max{F,G} = E ∈ N (2.25)
in (2.23), (2.24). It now suffices to show that
|S̟(E,F,G; Ω1,Ω2)| ≤ τ̟|̟|υ̟
∣∣(Ω1,Ω2, ̟E)̟E∣∣ , (2.26)
with τ̟ ≥ 2 and υ̟ ≥ 0 as defined in Lemma 2.4: for, since one has
∏r
k=1 τ̟k |̟k|υ̟k ≤ 2r+7/2 ≤ 23/2τ(c′)
and (λk, ̟k) ∼ 1 for k = 1, . . . , r, the equations (2.22), (2.23) and the bound (2.26) directly imply (2.19).
If G > 0, then by (2.24) one has ̟ 6 | u1 (since (u1, γ1) ∼ 1, u1 | u and (u,w) ∼ 1) and, on choosing
u∗1 ∈ O so that u1u∗1 ≡ 1 mod ̟EO, one may use the linear change of variables of summation given by
α− u∗1γ1 = δ1, δ + u∗1γ1 = α1 to deduce that
S̟(E,F,G; Ω1,Ω2) = e
(
Re
(
(Ω1 − Ω2) γ1u∗1/̟E
))
S̟(E,G, F ; Ω2,Ω1) . (2.27)
By (2.25) and the application of (2.27) when G > F , one may reduce to considering the cases in which
0 ≤ G ≤ F = E ∈ N (2.28)
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(it being understood that the values of F and G may have been interchanged here, so that (2.24) might
no longer be valid). Proving (2.26) in only these cases will be sufficient, since the condition (2.25) and the
upper bound given by (2.26) remain the same if one interchanges F with G, or Ω1 with Ω2.
Given (2.28), the congruence conditions on α and δ in the sum in (2.23) simplify to:
αδ ≡ 1 mod ̟EO and u1δ2 + γ1δ ≡ u1 mod ̟G1O , (2.29)
where ̟G1 ∼ ̟G/ (γ1, ̟G), so that 0 ≤ G1 ≤ G. When G1 = 0 one therefore has S̟ (E,F,G; Ω1,Ω2) =
S̟ (E,E,G; Ω1,Ω2) = S
(
Ω1,Ω2;̟
E
)
(the latter term being one of the Kloosterman sums defined by (2.16)),
so that by applying the result (2.17) in Lemma 2.4 one obtains exactly the desired bound (2.26).
Suppose now that G1 > 0. Then, since E > 0 and (u1, γ1) ∼ 1, either it is the case that the congruences
in (2.29) have no simultaneous solutions, or else ̟ 6 | u1 and the second of those congruences is equivalent
to a condition of the form δ ≡ µ ± σ mod ̟gO, where µ, σ ∈ O, g ∈ Z and 0 < g ≤ G1. Therefore either
S̟ (E,F,G; Ω1,Ω2) = 0 (in which case (2.26) certainly holds), or for some µ, σ ∈ O, and some g ∈ Z
satisfying 1 ≤ g ≤ G1 ≤ G ≤ F = E, one has:
S̟ (E,F,G; Ω1,Ω2) =
∑
δ mod ̟EO
δ≡µ±σ mod ̟gO
e
(
Re
(
Ω1δ
∗ +Ω2δ
̟E
))
= T̟ (E, g; Ω1,Ω2;µ, σ) (say), (2.30)
where δ∗, in the sum over δ mod ̟EO, signifies an element of O satisfying δδ∗ ≡ 1 mod ̟EO (so that one
sums only over δ with (δ,̟) ∼ 1).
Assuming (2.30) (with 1 ≤ g ≤ E), take now H to be the non-negative integer with
̟H ∼ (Ω1,Ω2, ̟E) (2.31)
and put
E1 = E −H and Ω′k = ̟−HΩk (k = 1, 2), (2.32)
so that E1 ∈ Z, 0 ≤ E1 ≤ E, Ω′1,Ω′2 ∈ O and(
Ω′1,Ω
′
2, ̟
E1
) ∼ 1 . (2.33)
From (2.30)-(2.32) it follows trivially that
|S̟ (E,F,G; Ω1,Ω2)| = |T̟ (E, g; Ω1,Ω2;µ, σ)| ≤
≤ 2 ∣∣̟E−g∣∣2 = 2|̟|E+H+E1−2g < 2|̟|E+H = 2 ∣∣(Ω1,Ω2, ̟E)̟E ∣∣ if 2g > E1 .
(2.34)
By (2.34), one has (2.26) when 2g > E1, so (recalling that g ≥ 1) the only cases requiring further
consideration are those in which
E1 ≥ 2g ≥ 2 . (2.35)
Given (2.31), the summand in the sum appearing in (2.30) is a function of δ mod ̟E1O. Hence and by
(2.32) and (2.35) one deduces that
T̟ (E, g; Ω1,Ω2;µ, σ) =
∣∣̟H ∣∣2 T̟ (E1, g; Ω′1,Ω′2;µ, σ) . (2.36)
Since (2.35) implies [E1/2] ≥ g ≥ 1, one may adapt the proofs of Salie´’s formulae for classical Kloosterman
sums to prime-power moduli ([21], Lemma 4.1 and Lemma 4.2) so as to obtain here:
T̟ (E1, g; Ω
′
1,Ω
′
2;µ, σ) =
∑
∆ mod ̟E1O
∆≡µ±σ mod ̟gO
Ω′2∆≡Ω′1∆∗ mod ̟[E1/2]O
e
(
Re
(
Ω′1∆∗ +Ω′2∆
̟E1
))
, (2.37)
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where [x] = max{n ∈ Z : n ≤ x} and ∆∗ mod ̟E1O is such that ∆∆∗ ≡ 1 mod ̟E1O. Since [E1/2] ≥ 1,
one finds by (2.33) and the last condition of summation in (2.37) that T̟ (E1, g; Ω
′
1,Ω
′
2;µ, σ) 6= 0 only if
̟ 6 |Ω′1Ω′2.
If E1 is even, or if ̟ |2, then one requires now no more than a trivial corollary of (2.37):
|T̟ (E1, g; Ω′1,Ω′2;µ, σ)| ≤
∣∣∣{∆ mod ̟E1O : Ω′2∆2 ≡ Ω′1 mod ̟[E1/2]O}∣∣∣ ≤ 2 ∣∣∣(̟2, 2)̟E1−[E1/2]∣∣∣2 .
(2.38)
In cases where (E1̟, 2) ∼ 1 one can follow the method of proof of [21], Lemma 4.2, one step further,
to deduce from (2.37) that
T̟ (E1, g; Ω
′
1,Ω
′
2;µ, σ) =
∑
ǫ∈U
e
(
2Re
(
Ω′2ǫ∆0
̟E1
)) ∣∣∣̟[E1/2]∣∣∣2 ∑
β mod ̟O
e
(
Re
(
Ω′2ǫ∆0β
2
̟
))
, (2.39)
where U is some subset of {1,−1} and ∆0 is (if U 6= ∅) a Gaussian integer satisfying Ω′2∆20 ≡ Ω′1 mod
̟E1 . The innermost sum in (2.39) is an analogue of the classical Gauss sum, and (by a brief elementary
manipulation and evaluation of the squared absolute value of the sum) is easily seen to have the same
absolute value as ̟. Therefore, from (2.39) one deduces the upper bound
|T̟ (E1, g; Ω′1,Ω′2;µ, σ)| ≤ 2|̟|2[E1/2]+1 = 2|̟|E1 if (E1̟, 2) ∼ 1 . (2.40)
On combining (2.36), (2.38) and (2.40) one obtains:
|T̟ (E, g; Ω1,Ω2;µ, σ)| ≤ |̟|2H |T̟ (E1, g; Ω′1,Ω′2;µ, σ)| ≤ 2
∣∣(̟2, 2)∣∣5/2 |̟|H+E (2.41)
in all the cases where (2.35) holds (with H and E1 given by (2.31), (2.32), so that H + E1 = E); it follows
by (2.41), (2.30) and (2.31), that one does have the desired bound (2.26) when (2.35) holds; and this (with
the like conclusion having been reached in all other relevant cases) establishes the truth of (2.26) subject to
the conditions (2.28); as explained between (2.25) and (2.29), this proof is thereby completed 
The next result is of a kind long well known in analytic number theory. For examples of closely related
results already available in the literature see, for example, the result obtained by Duke in [10], Theorem 1.1,
Part (i), and the result obtained by Coleman in [8], Theorem 6.2.
Lemma 2.6. Let α, β ∈ R, with α 6= 0; and let f : (0,∞)→ R be a differentiable function such that
f ′(x) = αxβ (x > 0).
Suppose also that 0 6= c ∈ O = Z[i], a : O− {0} → C and N ≥ 1, and let s : O× Z× R→ C be given by:
s(δ,m, t) =
∑
ω∈O
N/2<|ω|2≤N
a(ω)
(
ω
|ω|
)m
e
(
Re
(
δω
c
)
+ tf(|ω|)
)
(δ ∈ O, m ∈ Z, t ∈ R).
Then, for M,T > 0, the sum
Ec(N ;M,T ) =
∑
δ mod cO
∑
m∈Z
|m|≤M
∫ T
−T
|s(δ,m, t)|2dt
satisfies
Ec(N ;M,T )≪β
(
|c|(M + 1) +N1/2
)(
|c|T + |α|−1N−β/2
) ∑
ω∈O
N/2<|ω|2≤N
|a(ω)|2.
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Proof. It is well-known that the real functions
Λ(x) = max{0, 1− |x|} and sinc2(x) =
{
(πx)−2 sin2(πx) if x 6= 0 ,
1 if x = 0 ,
are a pair of mutual Fourier transforms, so that∫ ∞
−∞
sinc2
(
t
T1
)
e(tx)dt = T1Λ (T1x) for x ∈ R, T1 > 0 .
They have also the following useful properties:
∑
m∈Z
sinc2(∆m)e(mx) =
1
∆
Λ
(‖x‖
∆
)
1 ≥ 2∆ > 0 and x ∈ R
(where ‖x‖ = min{|x− n| : n ∈ Z});
sinc2(x) ≥ 0 (x ∈ R); and sinc2(x) ≥ 4π−2 if |x| ≤ 1/2 .
In combination with the orthogonality of the additive characters ψδ(ξ) = e(Re(δξ/c)), and the non-negativity
of |s(δ,m, t)|2, the above properties of sinc2(x) and Λ(x) enable one to see that if M ≥ 1 and T > 0, and if
one takes ∆ = 1/(2M) and T1 = 2T , then
Ec(N ;M,T ) ≤
(π
2
)4 ∑
δ mod cO
∑
m∈Z
sinc2(∆m)
∫ ∞
−∞
sinc2
(
t
T1
)
|s(δ,m, t)|2dt =
=
(π
2
)4 ∑ ∑
ω1,ω2∈O
N/2<|ω1|2,|ω2|2≤N
a (ω1) a (ω2)
3∏
j=1
Fj (ω1, ω2) ,
where
F1 (ω1, ω2) =
∑
δ mod cO
e
(
Re
(
δ (ω1 − ω2)
c
))
=
{ |c|2 if ω1 ≡ ω2 mod cO ,
0 otherwise,
F2 (ω1, ω2) = 2MΛ
(
2M
∥∥∥∥Arg (ω1)−Arg (ω2)2π
∥∥∥∥) and F3 (ω1, ω2) = 2TΛ(2Tf (|ω1|)− 2Tf (|ω2|)).
Therefore, and since Λ(x) = 0 when |x| ≥ 1, while 0 ≤ Λ(x) ≤ 1 for all x ∈ R, one consequently has:
Ec(N ;M,T ) ≤ π
4
4
|c|2MT
∑
ω1,ω2
|a (ω1) a (ω2)| ,
where the sum is over pairs (ω1, ω2) ∈ O×O satisfying
N/2 < |ω1|2, |ω2|2 ≤ N, ω1 ≡ ω2 (mod c),∥∥∥∥Arg(ω1)−Arg(ω2)2π
∥∥∥∥ ≤ 12M and |f(|ω1|)− f(|ω2|)| ≤ 12T .
These conditions imply that
∣∣|ω1| − |ω2|∣∣ ≤ 2|β/2|−1(|α|T )−1N−β/2. Applying the arithmetic-geometric
mean inequality to |a (ω1)| |a (ω2)|, and appealing to symmetry, one finds that
Ec(N ;M,T ) ≤ π
4
4
|c|2MT
∑
N/2<|ω|2≤N
|a (ω)|2 Vω , (2.42)
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where Vω is the number of elements ω
′ ∈ O satisfying
ω′ ≡ ω mod cO, (2.43)∥∥∥∥Arg(ω′)−Arg(ω)2π
∥∥∥∥ ≤ 12M and ∣∣|ω′| − |ω|∣∣ ≤ 2|β/2|2|α|TNβ/2 .
The latter two conditions may be simplified to the form
r ≤ |ω′| ≤ R and φ ≤ Arg(ω′) ≤ Φ,
where r, R, φ,Φ are determined by ω, α, β, T,M,N , and satisfy
0 ≤ r ≤ R ≤ N1/2, 0 ≤ φ ≤ Φ ≤ 2π,
R− r ≪β N
−β/2
|α|T and Φ− φ ≤
2π
M
.
By this, and by (2.43), the complex numbers (ω′ − ω)/c are Gaussian integers lying in a simply connected
region R ⊂ C with
Area(R) =
(
R2 − r2) (Φ− φ)
2|c|2 ≪β |α|
−1N (1−β)/2T−1M−1|c|−2
and
Perimeter(R) = 2(R− r) + (Φ− φ)(R + r)|c| ≪β |α|
−1N−β/2T−1|c|−1 +N1/2M−1|c|−1 .
Therefore
Vω ≪ 1 + Perimeter(R) + Area(R)≪β
(
1 +N1/2M−1|c|−1
)(
1 + |α|−1N−β/2T−1|c|−1
)
,
so that the result of the lemma now follows by (2.42). This completes the proof in cases where M ≥ 1, and
implies the validity, when M ≥ 0, of a bound for Ec(N,M + 1, T ) similar to the bound for Ec(N,M, T )
appearing in the lemma (and differing only in that the implicit constant may be larger by some factor b ≤ 2);
since one has (trivially) Ec(N ;M + 1, T ) ≥ Ec(N ;M,T ), the remaining cases of the lemma follow 
Lemma 2.7 (Poisson summation over Zn and over O = Z[i]). Let n ∈ N and suppose that the
function F : Rn → C lies in the Schwartz space: so that, for all A ≥ 0 and all integers j, k ≥ 0, the function
‖x‖A ∂j1+···jn
∂x
j1
1 ···∂xjnn
F (x) is continuous and bounded on Rn. Then the Fourier transform
Fˆ (y1, . . . , yn) =
∫
Rn
F (x)e(−x · y)dx1 · · · dxn (2.44)
is a complex-valued functions defined on Rn, and lies in the Schwartz space. One has, moreover:∑
m∈Zn
F (m) =
∑
m∈Zn
Fˆ (m) . (2.45)
When n = 2 and f : C → C is given by f(x + iy) = F (x, y) for (x, y) ∈ R2 (with F (x) as above), the
complex Fourier transform
fˆ(w) =
∫
C
f(z)e (−Re(wz)) d+z =
∫ ∞
−∞
∫ ∞
−∞
f(x+ iy)e (−Re((x+ iy)w)) dxdy (2.46)
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is a complex-valued function defined on C, and one has∑
α∈O
f(α) =
∑
α∈O
fˆ(α) . (2.47)
Proof. For the results up to and including (2.45) see, for example [30], Chapter 13, Section 4 and Section 6.
The results (2.46) and (2.47) amount to a special case of (2.44)-(2.45), for the right-hand side of (2.46) is (by
definition) equal to Fˆ (Re(w),−Im(w)) and, since complex conjugation is a permutation of O, it therefore
follows from (2.45) that
∑
α∈O f(α) =
∑
α∈O fˆ(α) =
∑
α∈O fˆ(α) 
Lemma 2.8. Let f and F be as in the case n = 2 of Lemma 2.7. For z = x+ iy with x, y ∈ R put
(∆Cf)(z) = (∆R×RF )(x, y) =
(
∂2
∂x2
+
∂2
∂y2
)
f(x+ iy) .
Then ∆R×RF (the Laplacian of F ) is a member of the Schwartz space. The functions f and ∆Cf have
Fourier transforms fˆ , ∆̂Cf : C→ C (defined as in Lemma 2.7), which are related to one another by:
|2πw|2fˆ(w) = −∆̂Cf(w) for w ∈ C. (2.48)
For all w ∈ C− {0} and j = 0, 1, 2, . . . , one has
∣∣fˆ(w)∣∣ = (2π|w|)−2j ∣∣∣∆̂jCf(w)∣∣∣ ≤ (2π|w|)−2j ∣̂∣∆jCf ∣∣ (0) = (2π|w|)−2j ∫
C
∣∣∣(∆jCf)(z)∣∣∣d+z . (2.49)
Proof. Since F is a member of the Schwartz space, so is
(
∂2/∂x2
)
F (x, y). Therefore two applications of
integration by parts suffice to show that, when u, y ∈ R,∫ ∞
−∞
e(−ux)F11(x, y)dx = (2πiu)2
∫ ∞
−∞
F (x, y)e(−ux)dx ,
where F11(x, y) = (∂/∂x)
2F (x, y). It follows that Fˆ11(u, v) = −(2πu)2Fˆ (u, v), for u, v ∈ R. Similarly,
integrations by parts with respect to y yield Fˆ22(u, v) = −(2πv)2Fˆ (u, v), where F22(x, y) = (∂/∂y)2F (x, y).
Therefore, for u, v ∈ R and w = u+ iv, one has:
|2πw|2fˆ(w) = ((2πu)2 + (2πv)2)Fˆ (u,−v) = −(Fˆ11(u,−v) + Fˆ22(u,−v)) = −∆̂R×RF (u,−v) = −∆̂Cf(w) ,
which is (2.48). Since ∆C e
(
Re(wz)
)
= −|2πw|2e(Re(wz)), the result (2.48) is (in essence) illustrative of the
fact that the Laplacian operator for functions on Rn is symmetric on a dense subspace of the Lebsgue space
L2 (Rn).
From (2.48) it follows by induction that
fˆ(w) = (−1)j|2πw|−2j ∆̂jCf(w) for w ∈ C− {0} and j = 0, 1, 2, . . . .
This implies the first equality of (2.49): the rest of (2.49) follows since (by virtue of
(
∆jR×RF
)
(x, y) being
a member of the Schwartz space, and as |e(x)| = 1 for x ∈ R) it is the case that the function g(z) =(
∆jCf
)
(z)e(−Re(wz)) satisfies∣∣∣∣ ∫
C
g(z) d+z
∣∣∣∣ ≤ ∫
C
|g(z)| d+z =
∫
C
∣∣∣(∆jCf)(z)∣∣∣d+z < +∞ 
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§3. The proof of Proposition 2.
Part I: a proof of (1.9.26) using the Weil-Estermann bound. By Lemma 2.2 one may choose coprime
non-zero Gaussian integers u,w such that w | q0 and u/w ∼Γ a. One then has τa = u/w for some τ ∈ Γ.
Choose next a Gaussian integer v satisfying hypothesis (2.9) of Lemma 2.3. Then, on putting ρ = g−1u/wτga,
where gu/w is the scaling matrix ga′ given by (2.10) of Lemma 2.3, it follows by Lemma 2.1 that ρ = h
[
η]n[β]
for some β ∈ C and some η ∈ C with η2 ∈ O∗, and that this β and the unit η2 = ǫ (say) are such that one
has both
aCa = ǫ C′ , where C′ = u/wCu/w , (3.1)
and, when c ∈ aCa and ω1, ω2 ∈ O,
Sa,a (ω1, ω2; c) = e (Re (β (ω2 − ω1)))Su/w,u/w
(ω1
ǫ
,
ω2
ǫ
;
c
ǫ
)
(3.2)
(note that the case of Lemma 2.1 used here is that in which b = a, b′ = a′ = u/w, gb = ga, gb′ = ga′ = gu/w
and τ1 = τ2 = τ : one therefore has ρ1 = ρ2 = ρ, which, by (2.1), implies both η1 = η2 = η, say, and
β1 = β2 = β, say). In view of Lemma 2.5 (where a
′ = u/w), it follows from (3.1), (2.9) and (3.2) that
0 6∈ aCa ⊂ ǫvwO = vwO = 1
µ(a)
O (3.3)
(where µ(a) is as discussed in Remark 1.9.7, below Theorem 1), and that
|Sa,a (ω1, ω2; c)| ≤
√
8
∣∣∣(ω1
ǫ
,
ω2
ǫ
,
c
ǫ
) c
ǫ
∣∣∣ τ (c
ǫ
)
=
√
8 |(ω1ω2, c) c| τ(c) , (3.4)
for c ∈ aCa and ω1, ω2 ∈ O. Note that (3.3) is the result (1.9.24) of the proposition. Applying (3.4) directly
to (1.9.25), one obtains (subject to the hypotheses of the proposition) the upper bound:
|Ua(ψ, c;M ;N, b)| ≤
√
8 (2M + 1)
∑ ∑
ω1,ω2∈O
N/2<|ω1|2,|ω2|2≤N
|b (ω1) b (ω2) (ω1ω2, c) c| τ(c) .
This bound for |Ua(ψ, c;M ;N, b)| implies the result in (1.9.26): for one has, by the Cauchy-Schwarz inequal-
ity, ∑ ∑
ω1,ω2∈O
N/2<|ω1|2,|ω2|2≤N
|(ω1, ω2, c) b (ω1) b (ω2)| ≤ (E(c,N))1/2 ‖bN‖22 ,
where ‖bN‖22 is as defined in (1.9.16), while
E(c,N) =
∑ ∑
ω1,ω2∈O
N/2<|ω1|2,|ω2|2≤N
|(ω1, ω2, c)|2 ≤
≤ 1
4
∑
δ|c
|δ|2
( ∑
ω∈δO
0<|ω|2≤N
1
)2
=
∑
δ|c
|δ|2
(
O
(
N
|δ|2
))2
≪ N2
∑
δ|c
1
|δ|2 ≤ N
2τ(c) 
Part II: a proof of (1.9.27) by direct use of Lemma 2.6. The bounds (1.9.27) and (1.9.28) remain to
be proved. Bounds on the absolute values of the relevant Kloosterman sums are not sufficient to achieve this:
one may use instead the explicit representation given by (2.12) of Lemma 2.3. Bearing in mind (3.1)-(3.3),
the result (2.12) shows that
Sa,a (ω1, ω2; c) = e
(
Re
(
ǫ−1β′ (ω2 − ω1)
)) ∑
α,δ mod c′O
∗
e
(
Re
(
ǫ−1ω1α+ ǫ−1ω2δ
c′
))
,
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where
β′ = ǫβ +
1
uvw
,
c′ = c/ǫ ∈ C′ ⊆ 1
µ(a)
O− {0} , (3.5)
and where the asterisk indicates the same conditions of summation as in (2.13)-(2.15) of Lemma 2.3. By
using this to rewrite the right-hand side of (1.9.25), then substituting ǫω1 and ǫω2 for ω1 and ω2 (respectively)
and noting that |ǫ|2m = 12m = 1, one obtains:
Ua(ψ, c;M ;N, b) =
M∑
m=−M
∣∣∣∣∣ ∑ ∑
ω1,ω2∈O
N/2<|ω1|2,|ω2|2≤N
b (ǫω1)b (ǫω2)
(
ω1ω2
|ω1ω2|
)m
e
(
ψ
√|ω1ω2|
|c′| +Re (β
′ (ω2 − ω1))
)
×
×
∑
α,δ mod c′O
∗
e
(
Re
(
ω1α+ ω2δ
c′
))∣∣∣∣∣ =
=
M∑
m=−M
∣∣∣∣∣∣∣∣
∑ ∑
ω1,ω2∈O
N/2<|ω1|2,|ω2|2≤N
a(ω1)a(ω2)
(
ω1ω2
|ω1ω2|
)m
e
(
ψ
√|ω1ω2|
|c′|
)
S∗(ω1, ω2; c′)
∣∣∣∣∣∣∣∣ , (3.6)
where
a(ω) = b(ǫω) e(Re (β′ω)) (0 6= ω ∈ O) (3.7)
and
S∗(ω1, ω2; c′) =
∑
α,δ mod c′O
∗
e
(
Re
(
ω1α+ ω2δ
c′
))
(ω1, ω2 ∈ O) (3.8)
with the asterisk superfixed to the summation sign having the same meaning as in Lemma 2.3. It will
therefore suffice to bound the slightly more general sum:
U◦q0,w,u (ψ, c
′;M,N) =
M∑
m=−M
ηm
∑ ∑
ω1,ω2∈O
N/2<|ω1|2,|ω2|2≤N
a(ω1)a(ω2)
(
ω1ω2
|ω1ω2|
)m
e
(
ψ
√|ω1ω2|
|c′|
)
S∗(ω1, ω2; c′) , (3.9)
where the coefficients ηm are arbitrary complex numbers satisfying
|ηm| = 1 for m = −M,−M + 1, . . . ,M . (3.10)
The next step requires the introduction of a ‘redundant weighting function’ f : (0,∞)→ [0, 1] possessing
a continuous second derivative, and such that
f(x) =
{
0 if x ≤ 1/2 or x ≥ 2 ;
1 if 1/
√
2 ≤ x ≤ 1 .
Such a function can be explicitly defined (if need be). Here it will suffice to suppose that f is chosen
absolutely independently of all factors other than the above explicit requirements: by this supposition there
exists an absolute constant C2 ∈ [1,∞) such that
∣∣f (j)(x)∣∣ ≤ C2 for j = 0, 1, 2 and x ∈ R. For this f one
has (see Appendix A.2 of [19]):
f(x)e
(
ψ
√
N x
|c′|
)
=
∫ ∞
−∞
gY (t)x
itdt (x > 0), (3.11)
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where
Y =
ψ
√
N
|c′| ∈ R (3.12)
and gY : R→ C is the Mellin-transform given by
gY (t) =
1
2π
∫ ∞
0
f(x)e (Y x) x−1−itdx .
The point of these observations is that, since f
(√|ω1ω2| /N ) = 1 when N/2 < |ω1|2 , |ω2|2 ≤ N , the case
x =
√|ω1ω2| /N of (3.11) therefore provides a means to effect a ‘separation of variables’ in the summand on
the right-hand side of equation (3.9) (the relevant variables being ω1 and ω2).
Practical application of (3.11) requires suitable estimates for |gY (t)|. One has, trivially,
gY (t)≪
∫ ∞
0
|f(x)|x−1dx ≤
∫ 2
1/2
x−1dx≪ 1 .
For less trivial estimates, in cases where t 6= 0, it is helpful to note that
gY (t) =
∫ 2
1/2
F (x)eiu(x)dx (3.13)
where
F (x) = (2πx)−1f(x) and u(x) = uY,t(x) = 2πY x− t log x.
Here inf1/2≤x≤2 |u′′(x)| = inf1/2≤x≤2 |t|/x2 ≥ |t|/4, while the choice of f ensures that sup1/2≤x≤2 |F (x)| ≪ 1
and
∫ 2
1/2 |F ′(x)| dx ≪ 1; it therefore follows by the ‘second derivative test’ (as formulated in Lemma 5.1.3
of [18]) that one has, uniformly with respect to Y ,
gY (t)≪ |t|−1/2 for 0 6= t ∈ R.
A third bound on gY (t) is useful in cases where
|t| ≥ T0 = 8π|Y |. (3.14)
In such cases one finds that
|t|
4
≤
∣∣∣∣dudx
∣∣∣∣ = ∣∣∣∣2πY − tx
∣∣∣∣ ≤ 3|t| (1/2 < x < 2),
so that one may rewrite (3.13) as
gY (t) =
∫ b
a
F (x)
dx
du
eiudu,
with |b− a| < 6|t| (a = u(1/2), b = u(2)). Then two integrations-by-parts show that
gY (t) = −
∫ b
a
(
F ′′(x)
(
dx
du
)3
+ 3F ′(x)
dx
du
d2x
du2
+ F (x)
d3x
du3
)
eiudu
(boundary terms are absent, since f is supported in the interval [1/2, 2], and has a continuous second
derivative on (−∞,∞)). Here it follows by elementary real-variable calculus that when a < u < b (so that
1/2 < x < 2) one has
F (j−1)(x)≪ 1 and d
jx
duj
≪ |t|−j (j = 1, 2, 3).
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Consequently one deduces from the last equation involving gY (t) that if (3.14) holds then
gY (t)≪ |b− a||t|−3 ≪ |t|−2 .
On combining this last bound for gY (t) with the others found before, one has:
gY (t)≪

1 if |t| ≤ 1;
|t|−1/2 if 1 < |t| ≤ 1 + T0;
|t|−2 if |t| > 1 + T0.
(3.15)
In light of the final remark in the paragraph containing (3.11), one may attach to each summand on the
right-hand side of Equation (3.9) an extra factor f(
√|ω1ω2|/N) (this action does not change the value of
any summand in (3.9), for it is equivalent in effect to multiplying each summand by 1). Hence, by applying
the case x =
√|ω1ω2| /N of (3.11) and recalling the definition (3.8) of S∗(ω1, ω2; c′), one finds that
U◦q0,w,u (ψ, c
′;M,N) =
∫ ∞
−∞
gY (t)σq0,w,u (c
′;M,N ; t)N−it/2dt,
where
σq0,w,u (c
′;M,N ; t) =
∑
α,δ mod c′O
∗ M∑
m=−M
ηmA
(α
c′
,m, t
)
A
(
− δ
c′
,−m,−t
)
,
with
A(θ, n, v) =
∑
ω∈O
N/2<|ω|2≤N
a (ω) e (Re (ωθ))
(
ω
|ω|
)n
|ω|iv/2 . (3.16)
From this and the estimates in (3.15) one can deduce that
U◦q0,w,u (ψ, c
′;M,N)≪
∫ 2(1+T0)
1
T−3/2E(T )dT +
∫ ∞
2(1+T0)
T−3E(T )dT , (3.17)
where, by (3.10) and the arithmetic-geometric mean inequality,
E(T ) =
∫ T
−T
|σq0,w,u (c′;M,N ; t) |dt ≤
1
2
∫ T
−T
∑
α,δ mod c′O
∗ M∑
m=−M
(∣∣∣A(α
c′
,m, t
)∣∣∣2 + ∣∣∣∣A(− δc′ ,m, t
)∣∣∣∣2
)
dt .
In this last upper bound the variable α is dependent upon the variable of summation δ, and the conditions
of summation (on both δ and α) are those described in (2.13)-(2.15) of Lemma 2.3 (note already having
been made of this below (3.8)). Since the very last part of Lemma 2.3 implies that the the function mapping
δ mod c′O to α mod c′O is injective (as is the function mapping δ mod c′O to −δ mod c′O), one is therefore
able to deduce from the last bound for E(T ) that
E(T ) ≤
∫ T
−T
∑
λ mod c′O
M∑
m=−M
∣∣∣∣A( λc′ ,m, t
)∣∣∣∣2 dt .
Hence (and by (3.16)) an appeal to the case α = (4π)−1, β = −1 of Lemma 2.6 yields the bound:
E(T )≪
(
|c′| (M + 1) +N1/2
)(
|c′|T +N1/2
) ∑
ω∈O
N/2<|ω|2≤N
|a(ω)|2 (T ≥ 1).
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It follows by (3.17), the equality in (3.14), (3.12), (3.7) and (3.5) (in which ǫ ∈ O∗) that one has:
U◦q0,w,u (ψ, c
′;M,N)≪
(
|c| (M + 1) +N1/2
)(
|c| (1 + T0)1/2 +N1/2
)
‖bN‖22 ≍
≍
(
|c| (M + 1) +N1/2
)(
|c|+ |c|1/2N1/4|ψ|1/2 +N1/2
)
‖bN‖22 ≤
≤
√
5
2
(1 + |ψ|)1/2
(
|c| (M + 1) +N1/2
)(
|c|+N1/2
)
‖bN‖22 ,
where the ‖bN‖2 notation is as defined in (1.9.16). This (given (3.6), (3.9) and (3.10)) completes the proof
of the result (1.9.27) of the proposition 
Part III: a proof of (1.9.30) by use of the Cauchy-Schwarz inequality and Lemma 2.6. It now
only remains to prove the conditional bound (1.9.30): so suppose now that c and ψ satisfy the additional
constraints in (1.9.28) and (1.9.29). Then, on setting
L = min
{
M ,
[
N (1−ε)/2
|c′|
]}
∈ N ∪ {0} (3.18)
(with c′ as indicated by (3.5) and (3.1)-(3.3)), it follows by subdivision of the outer sum in (3.6) (and positivity
of the terms in this sum) that, for some pair of integers M1,M2 satisfying both −M ≤ M1 ≤M2 ≤M and
M2 −M1 = 2L, one has:
Ua(ψ, c;M ;N, b)≪
(
M + 1
L+ 1
) M2∑
m=M1
∣∣∣∣∣ ∑ ∑
ω1,ω2∈O
N/2<|ω1|2,|ω2|2≤N
a(ω1) a(ω2)
(
ω1ω2
|ω1ω2|
)m
e
(
ψ
√|ω1ω2|
|c′|
)
S∗(ω1, ω2; c′)
∣∣∣∣∣ =
=
(
M + 1
L+ 1
)
U⋆q0,w,u (ψ, c
′;M1,M2;N) (say). (3.19)
After substituting m+ L+M1 for m, one finds that one has in (3.19):
U⋆q0,w,u (ψ, c
′;M1,M2;N) =
L∑
m=−L
η′m
∑ ∑
ω1,ω2∈O
N/2<|ω1|2,|ω2|2≤N
a−(ω1) a+(ω2)
(
ω1ω2
|ω1ω2|
)m
e
(
ψ
√|ω1ω2|
|c′|
)
S∗(ω1, ω2; c′) ,
where
a±(ω) = a(ω)
(
ω
|ω|
)±(L+M1)
(0 6= ω ∈ O) (3.20)
and the coefficients η′m are certain complex numbers satisfying
|η′m| = 1 for m = −L,−L+ 1, . . . , L . (3.21)
Using a change in the order of summation, and a subdivision of the sums over both m and ω2, it may now
be deduced that, for each H ∈ N, there exists some positive integer h = h(H) ≤ H such that
∣∣U⋆q0,w,u (ψ, c′;M1,M2;N)∣∣ ≤ H
∣∣∣∣∣
1∑
r=0
∑
ω1∈O
N/2<|ω1|2≤N
a−(ω1) ×
×
∑
ω2∈O
N (h)<|ω2|2≤N (h−1)
a+(ω2)Lr (ω1ω2) e
(
ψ
√|ω1ω2|
|c′|
)
S∗(ω1, ω2; c′)
∣∣∣∣∣,
(3.22)
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with
N (j) = 2−j/HN ∈ [N/2, N ] (j = 0, 1, . . . , H), (3.23)
Lr(z) =
∑
−L≤m≤L
m≡r (mod 2)
η′m
(
z
|z|
)m
(z ∈ C− {0}) (3.24)
and a±(ω) and η′m as in (3.20)-(3.21).
For later working it suffices that one takes, in the above,
H =
[
Nε/2
] ∈ N (3.25)
(and, of course, h = h(H)). Then, by applying the Cauchy-Schwarz inequality to bound the sum on the
right-hand side of (3.22), one has (see (3.20), (3.7) and (1.9.16)):∣∣U⋆q0,w,u (ψ, c′;M1,M2;N)∣∣2 ≤ 2H2UH ∥∥a−N∥∥22 = 2H2UH ‖bN‖22 ≪ NεUH ‖bN‖22 , (3.26)
where
UH =
1∑
r=0
∑
ω∈O
N/2<|ω|2≤N
∣∣∣∣∣∣∣∣
∑
ω′∈O
N (h)<|ω′|2≤N (h−1)
a+(ω′)Lr (ωω′) e
(
ψ
√|ωω′|
|c′|
)
S∗(ω, ω′; c′)
∣∣∣∣∣∣∣∣
2
.
Choose now an infinitely differentiable function G : R→ [0, 1] such that
G(x) =
{
1 if 1/2 ≤ x ≤ 1,
0 if x ≤ 1/4 or x ≥ 2,
and define g to be the complex function such that
g(z) = G
( |z|2
N
)
for z ∈ C .
Given that G is chosen independently of all factors other than the above explicit requirements (as may,
and shall, be assumed), one has G(j)(x) ≪j 1 for j = 0, 1, 2, . . . and x ∈ R. Moreover, since g(ω) = 1 if
N/2 < |ω|2 ≤ N , and is otherwise positive or zero, it follows that
UH ≤
1∑
r=0
∑
ω∈O
g(ω)
∣∣∣∣∣ ∑
ω′∈O
N (h)<|ω′|2≤N (h−1)
a+(ω′)S∗(ω, ω′; c′)Lr (ωω′) e
(
ψ
√|ωω′|
|c′|
)∣∣∣∣∣
2
.
This, via recall of the definitions, (3.8) and (3.24), of S∗(ω, ω′; c′) and Lr(z), gives:
UH ≤
∑
δ1 mod c′O
∗ ∑
δ2 mod c′O
∗ ∑ ∑
−L≤m1,m2≤L
m1≡m2 (mod 2)
η′m1 η
′
m2
∑ ∑
ω′1,ω
′
2∈O
N (h)<|ω′1|2,|ω′2|2≤N (h−1)
a+(ω′1) a+(ω′2) ×
×
(
ω′1
|ω′1|
)m1 ( ω′2
|ω′2|
)−m2
e
(
Re
(
δ1ω
′
1 − δ2ω′2
c′
))
W (δ1, δ2;m1,m2;ω
′
1, ω
′
2) ,
(3.27)
with the asterisks modifying the sums mod c′O in the same way as in (2.12)-(2.13) of Lemma 2.3, while
W (δ1, δ2;m1,m2;ω
′
1, ω
′
2) =
∑
ω∈O
g(ω)
(
ω
|ω|
)m1−m2
e
Re( (α1 − α2)
c′
ω
)
+
ψ
(√|ω′1| −√|ω′2|)
|c′| |ω|
1/2

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where αi mod c
′O is the (unique) solution of the case δ ≡ δi mod c′O of (2.14)-(2.15) of Lemma 2.3.
The summand of the last sum above may be expressed as F
(
Re(ω), Im(ω)
)
where, since g was chosen
so that g(x+ iy) = G
((
x2 + y2
)
/N
)
for x, y ∈ R (with the real function G having derivatives of all orders,
and support that is a compact subset of (0,∞)), one is able to deduce that the function F : R2 → C lies in
the Schwartz space. It therefore follows by (2.46)-(2.47) of Lemma 2.7 (Poisson’s summation formula) that
W (δ1, δ2;m1,m2;ω
′
1, ω
′
2) =
∑
ν∈O
fˆ(ν), (3.28)
where
f(z) = g(z)
(
z
|z|
)m1−m2
e
ψ
(√|ω′1| −√|ω′2|)√|z|
|c′|
 e(Re( (α1 − α2)
c′
z
))
(z ∈ C),
so that in cases relevant to (3.27) one has (see (2.46)):
fˆ(ν) = ϕˆ
(
ν +
α2 − α1
c′
)
(ν ∈ O) (3.29)
with ϕ : C→ C given by
ϕ(z) = g(z)
(
z
|z|
)2d
e
(
D
√
|z|
)
(z ∈ C), (3.30)
where
d =
m1 −m2
2
∈ Z and D =
ψ
(√|ω′1| −√|ω′2|)
|c′| ∈ R . (3.31)
Note here that, for the choices of m1, m2, ω
′
1 and ω
′
2 permitted in the sum on the right-hand side of (3.27),
one has (using (3.18) and (1.9.29), (3.23) and (3.25)):
|d| ≤ L ≤ N
(1−ε)/2
|c′| . (3.32)
and
|D| ≤ A2 (N (h− 1)−N (h))
4 |c′| (N/2)3/4 ≍
(
21/H − 1)N1/4
|c′| ≍
N (1/4)−(ε/2)
|c′| . (3.33)
By the result (2.49) of Lemma 2.8, estimates for ϕˆ(w) (w ∈ C) follow from bounds on the functions
∆jCϕ (j = 0, 1, 2, . . . ), where ∆C is Laplace’s operator. Obtaining these bounds requires some preparation.
Firstly, on recalling that g(z) = G
(|z|2/N), one may rewrite (3.30) to obtain:
ϕ(z) = Φ
(|z|2) zd (z)−d (z ∈ C− {0}), (3.34)
where
Φ(x) = G(x/N) e
(
Dx1/4
)
(x > 0).
It is here moreover the case that, since G(j)(x)≪j 1 and (∂/∂x)j e
(
Dx1/4
)≪j (1 +Dx1/4)j x−j for x > 0
and j ∈ N ∪ {0}, and since the support of G is contained in the interval [1/4, 2], the formulae of Leibniz for
the higher order derivatives of a product enable one to deduce that
xjΦ(j)(x)≪j
(
1 +N1/4|D|
)j
(x > 0 and j = 0, 1, 2, . . . ). (3.35)
One may next use the decomposition
∆C = 4
∂
∂z
∂
∂z
, (3.36)
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where the linear operators ∂/∂z and ∂/∂z are defined as is indicated in (1.2.7). The decomposition (3.36) is
useful for the matter in hand: for, when q(z) is a complex function holomorphic on C− {0} (say), one has
∂
∂z
q(z) = q′(z),
∂
∂z
q (z) = 0,
∂
∂z
q(z) = 0, and
∂
∂z
q (z) = q′ (z) (z 6= 0).
By the last observation, and the chain and product rules, one finds that
∂
∂z
Φ(j)
(|z|2) = zΦ(j+1) (|z|2) and ∂
∂z
Φ(j)
(|z|2) = zΦ(j+1) (|z|2) (z 6= 0 and j = 0, 1, 2, . . . ).
By combining the facts just noted with Leibniz’s formulae for derivatives of a product one may deduce from
(3.34) and (3.36) that, for 0 6= z ∈ C and j = 0, 1, 2, . . . ,
∆jCϕ(z) =
(
4
∂
∂z
∂
∂z
)j
Φ
(|z|2) zd (z)−d =
=
(
4
∂
∂z
)j j∑
r=0
(
j
r
)
zd+r Φ(r)
(|z|2) (−d)(−d− 1) · · · (−d− (j − r − 1)) (z)−d−(j−r) =
= 4j
j∑
r=0
j!
r!
( −d
j − r
)
(z)
−d−(j−r)
(
∂
∂z
)j
zd+r Φ(r)
(|z|2) ,
where
(
m
n
)
is the coefficient of xn in the binomial expansion of (1 + x)m. Similarly,
(
∂
∂z
)j
zd+r Φ(r)
(|z|2) = j∑
s=0
j!
s!
(
d+ r
j − s
)
(z)sΦ(r+s)
(|z|2) zd+r−(j−s) ,
so that one obtains, for z 6= 0 and j = 0, 1, 2, . . . ,
∆jCϕ(z) =
(
4
|z|2
)j (z
z
)d j∑
r=0
j∑
s=0
(j!)2
r!s!
( −d
j − r
)(
d+ r
j − s
)
|z|2(r+s)Φ(r+s) (|z|2) .
One may therefore deduce from the bounds in (3.35) that, for 0 6= z ∈ C and j = 0, 1, 2, . . . , one has
∆jCϕ(z) = Oj
(|z|−2j) j∑
r=0
j∑
s=0
Oj,r,s
(
(1 + |d|)(j−r)+(j−s)
)
Or+s
((
1 +N1/4|D|
)r+s)
≪j
(
1 + V
|z|2
)j
, (3.37)
where (given (3.32) and (3.33))
V = max
{
d2 , N1/2D2
}
≪ N
1−ε
|c′|2 . (3.38)
Since one has here N1−ε/ |c′|2 ≫ 1 (by (3.5) and (1.9.28)), and since ϕ(z) = 0 unless N/4 ≤ |z|2 ≤ 2N (by
(3.30) and the choice of g), one finds, by means of the result (2.49) of Lemma 2.8, that the bounds in (3.37)
and (3.38) imply that one has
ϕˆ(w)≪j N |w|−2j
(
N1−ε/ |c′|2
N
)j
= N1−jε |c′w|−2j (0 6= w ∈ C and j = 0, 1, 2, . . . ). (3.39)
The aim now is to apply (3.39) in order to estimate the sum
∑
ν∈O fˆ(ν) on the right-hand side of (3.28).
Let ν0 be the unique Gaussian integer such that ν0 + (α2 − α1) /c′ ∈ Q(i) has both its real and imaginary
parts lying in the interval (−1/2, 1/2]. Then, for ν ∈ O with ν 6= ν0, one has∣∣∣∣ν + α2 − α1c′
∣∣∣∣ ≥ |ν − ν0| − ∣∣∣∣ν0 + α2 − α1c′
∣∣∣∣ ≥ |ν − ν0| − 1√2 ≫ |ν − ν0| = |ν′| (say).
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From this, (3.29) and the case j = 2 + [2/ε] of (3.39) it follows that
∑
ν∈O
fˆ(ν) = ϕˆ
(
ν0 +
α2 − α1
c′
)
+
∑
06=ν′∈O
Oε
(
N1−jε |c′|−2j |ν′|−2j
)
=
= ϕˆ
(
ν0 +
α2 − α1
c′
)
+Oε
(
N−1 |c′|−2j
)
, (3.40)
where, by (3.3) and (3.5) (in which vw ∈ O and ǫ ∈ O∗), one has 0 6= c′ ∈ O, so that |c′| ≥ 1. If it is here
the case that ν0 + (α2 − α1)/c′ 6= 0, then one has∣∣∣∣ν0 + α2 − α1c′
∣∣∣∣ = |c′ν0 + α2 − α1||c′| ≥ 1|c′| ,
so that, by (3.39),
ϕˆ
(
ν0 +
α2 − α1
c′
)
≪j N1−jε (j = 0, 1, 2, . . . ).
Hence (and by (3.28) and (3.40)) one obtains:
W (δ1, δ2;m1,m2;ω
′
1, ω
′
2) = Oε
(
N−1
)
+
{
ϕˆ(0) if (α2 − α1) /c′ ∈ O ;
0 otherwise.
(3.41)
It should be noted here that (α2 − α1) /c′ ∈ O if and only if α1 ≡ α2 mod c′O. Moreover, for i = 1, 2,
the relationship between αi mod c
′O and δi mod c′O is (as noted below (3.27)) the same as that existing
between the variables α mod c′O and δ mod c′O in (2.13)-(2.15) of Lemma 2.3, so that by virtue of the final
point noted in Lemma 2.3 one has α1 ≡ α2 mod c′O if and only if δ1 ≡ δ2 mod c′O. In addition to this, it is
easily seen that ϕˆ(0) = 0 unless a further independent condition (on d) is satisfied: for, by (3.30), one has
ϕˆ(0) =
∞∫
−∞
∞∫
−∞
g(z)
(
z
|z|
)2d
e
(
D
√
|z|
)
dxdy
(where z is a dependent variable satisfying z = x + iy), and so, given that g(z) = g
(|z|2/N) = g(|z|) and
that d ∈ Z, a change to polar coordinates shows that
ϕˆ(0) =
2π∫
0
∞∫
0
g(r)e2idθ e
(
D
√
r
)
rdr dθ =
2π∫
0
e2idθdθ
∞∫
0
g(r) e
(
D
√
r
)
rdr = E(2d)
∞∫
0
rg(r) e
(
D
√
r
)
dr ,
where E(n) = 2π if n = 0, while E(n) = 0 if 0 6= n ∈ Z. Since the relevant values of d and D are those given
by (3.31), it follows from (3.41) and the points just noted that one has:
W (δ1, δ2;m1,m2;ω
′
1, ω
′
2) = Oε
(
N−1
)
+
{
2πg˜ (ω′1, ω
′
2) if m1 = m2 and δ1 ≡ δ2 mod c′O,
0 otherwise ,
(3.42)
where
g˜ (ω′1, ω
′
2) =
∞∫
0
rg(r)e
ψ
(√|ω′1| −√|ω′2|)√r
|c′|
dr =
= 2
(2N)1/4∫
0
t3G
(
t4
N
)
e
ψ
(√|ω′1| −√|ω′2|) t
|c′|
 dt . (3.43)
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By (3.27), (3.21) and (3.42), one obtains the upper bound
UH ≤ U ′H + 2πU ′′H , (3.44)
where, by (3.20), (3.23) and (3.7),
U ′H =
∑
δ1 mod c′O
∗ ∑
δ2 mod c′O
∗ ∑ ∑
−L≤m1,m2≤L
m1≡m2 (mod 2)
∑ ∑
ω′1,ω
′
2∈O
N (h)<|ω′1|2,|ω′2|2≤N (h−1)
∣∣a+(ω′1) a+(ω′2)∣∣Oε (N−1)≪
≪ |c′|4 (L+ 1)2
∑ ∑
ω′1,ω
′
2∈O
N/2<|ω′1|2,|ω′2|2≤N
(
|b(ω′1)|2 + |b(ω′2)|2
)
Oε
(
N−1
)≪ε |c′|4 (L+ 1)2 ‖bN‖22 (3.45)
(with ‖bN‖2 as in (1.9.16)), while by (3.43) one has
U ′′H =
∑
δ mod c′O
∗ L∑
m=−L
∑ ∑
ω′1,ω
′
2∈O
N (h)<|ω′1|2,|ω′2|2≤N (h−1)
a+(ω′1)
(
ω′1
|ω′1|
)m
a+(ω′2)
(
ω′2
|ω′2|
)m
e
(
Re
(
δ (ω′1 − ω′2)
c′
))
g˜ (ω′1, ω
′
2) =
= 2
∑
δ mod c′O
∗ L∑
m=−L
∫ (2N)1/4
0
t3G
(
t4
N
)
|s(δ,m, t)|2 dt≪
≪ N3/4
∑
δ mod c′O
∗ L∑
m=−L
∫ T
−T
|s(δ,m, t)|2 dt , (3.46)
with T = (2N)1/4 and
s(δ,m, t) =
∑
ω∈O
N (h)<|ω|2≤N (h−1)
a+(ω)
(
ω
|ω|
)m
e
(
Re
(
δω
c′
)
+
ψ
√|ω| t
|c′|
)
. (3.47)
Given (3.23), and given that the hypothesis (1.9.29) implies |ψ| > 0, it follows by (3.46) and (3.47) that one
may bound U ′′H by applying the case α = ψ/|2c′|, β = −1/2 of Lemma 2.6. By (3.23), (3.20) and (3.7), this
application of Lemma 2.6 shows that
U ′′H ≪ N3/4
(
|c′| (L+ 1) +N1/2
)(
|c′|T + |ψ|−1 |c′|N1/4
)
‖bN‖22 ≪
≪
(
|c′| (L+ 1) +N1/2
)
|ψ|−1 |c′|N ‖bN‖22 (3.48)
(the latter bound following since one has N1/4 ≍ T and, by the hypothesis (1.9.29), |ψ|−1 ≫ 1). By (3.5),
the hypothesis (1.9.28) and (3.18), one has
|c′| ≤ |c′| (L+ 1)≪ N (1−ε)/2 ≤ N1/2 ,
so that from (3.44), (3.45) and (3.48) one may deduce:
UH ≤
(
Oε
(
|c′|4 (L+ 1)2
)
+O
((
|c′| (L + 1) +N1/2
)
|ψ|−1 |c′|N
))
‖bN‖22 ≪
≪
(
|ψ|−1 +Oε
(
N−3ε/2
))
|c′|N3/2 ‖bN‖22 .
By using this estimate for UH in (3.26) and noting that Nε ≥ 1, one finds that
U⋆q0,w,u (ψ, c
′;M1,M2;N)≪
(
|ψ|−1/2 +Oε (1)
)
|c′|1/2N (3+2ε)/4 ‖bN‖22 . (3.49)
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Finally, since |c′| = |c| (by (3.5)), and since the definition (3.18) implies that
M + 1
L+ 1
≤ 1 + M
L+ 1
≪ 1 + |c′|MN−(1−ε)/2 ,
one finds that the bounds (3.19) and (3.49) combine to give (1.9.30) 
§4. Further lemmas.
These lemmas are needed for the proof of Theorem 1, in the next section.
Lemma 4.1. Let 0 6= q0 ∈ O = Z[i] and τ ∈ Γ = Γ0(q0) ≤ SL(2,O). Suppose that a and a′ are cusps of Γ
such that τa = a′. Let ga, ga′ ∈ SL(2,C), with ga′ such that (1.1.16) and (1.1.20)-(1.1.21) hold for c = a′.
Then (1.1.16) and (1.1.20)-(1.1.21) hold for c = a if and only if one has
τga = ga′ h[η]n[β] for some β, η ∈ C with η2 ∈ O∗. (4.1)
Proof. The stated condition is necessary, since if (1.1.16) and (1.1.20)-(1.1.21) hold for c = a′, and for
c = a, then by the result (2.1) of Lemma 2.1 there must exist some η ∈ C with η2 ∈ O∗ and some β ∈ C
such that g−1a′ τga = h[η]n[β]. The stated condition is also sufficient, since if (1.1.16) and (1.1.20)-(1.1.21)
hold for c = a′, then (4.1) implies both that
ga∞ = τ−1ga′ h[η]n[β]∞ = τ−1ga′∞ = τ−1a′ = a
and that
g−1a Γ
′
aga = g
−1
a τ
−1Γ′a′τga = (τga)
−1
Γ′a′τga =
= n[−β]h[1/η] g−1a′ Γ′a′ ga′ h[η]n[β] =
= n[−β]h[1/η]B+ h[η]n[β] =
= {n[−β]h[1/η]n[α]h[η] n[β] : α ∈ O} =
=
{
n
[
α/η2
]
: α ∈ O} =
= {n [α′] : α′ ∈ O} = B+ 
Lemma 4.2. Let 0 6= q0 ∈ O = Z[i]; let Γ = Γ0(q0) ≤ SL(2,O); and let B = B+ ∪ h[−1]B+, where B+ is
as in (1.1.21). Suppose also that a is a cusp of Γ, and let µ(a) be as described in Theorem 1. Then there
exists ga ∈ SL(2,C) such that (1.1.16) and (1.1.20)-(1.1.21) hold for c = a. Moreover, for each such ga one
has either
q0µ(a) | 2 and g−1a Γa ga = B ∪ h[i]n[βa]B for some βa ∈ C, (4.2)
or else
q0µ(a) 6 | 2 and g−1a Γaga = B . (4.3)
Proof. Note firstly that, if a = u/w with non-zero u,w ∈ O such that (u,w) ∼ 1 and w | q0, then there
exists a choice of ga ∈ {g ∈ SL(2,C) : g∞ = a} such that one of the two statements (4.2), (4.3) is true.
Indeed, supposing u,w ∈ O to have the properties just listed, one may choose u˜, w˜ ∈ O such that
SL(2,O) ∋
(
u −w˜
w u˜
)
= g˜u/w (say). (4.4)
Then g˜u/w∞ = u/w. Moreover, since SL(2,O) is a group, it follows from (4.4) and (1.1.17)-(1.1.19) that
g˜−1u/wΓu/w g˜u/w = g˜
−1
u/wΓg˜u/w ∩ P =
=
{
p ∈ P ∩ SL(2,O) : g˜u/wpg˜−1u/w ∈ Γ = Γ0(q0)
}
=
=
{(
α z
0 α−1
)
: α ∈ O∗, z ∈ O and αu˜w − zw2 − α−1u˜w ∈ q0O
}
=
=
{
±
(
1 z
0 1
)
: z ∈ O, wz ∈ (q0/w)O
}
∪
{
±
(
i z
0 −i
)
: z ∈ O, wz − 2iu˜ ∈ (q0/w)O
}
.
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Given that (w, u˜) ∼ 1, the congruence wz ≡ 2iu˜ mod (q0/w)O is soluble if and only if (w, q0/w) | 2. Hence,
and by (1.9.15), it follows from the above that one has either
q0µ(u/w) | 2 and g˜−1u/wΓu/w g˜u/w = { h[±1]n[q′ζ] : ζ ∈ O} ∪ {h[±i]n[−iz0 + q′ζ′] : ζ′ ∈ O}
or
q0µ(u/w)6 | 2 and g˜−1u/wΓu/w g˜u/w = { h[±1]n[q′ζ] : ζ ∈ O} ,
where (in either case) q′ is any Gaussian integer such that q′ ∼ (q0/w)/(w, q0/w), and where (in the former
case) z0 denotes an arbitrary Gaussian integer z0 satisfying
w
(w, q0/w)
z0 ≡ 2iu˜
(w, q0/w)
mod q′O .
Therefore, and since h[1/u]h[α]n[β]h[u] = h[α]n
[
β/u2
]
, h[±i] = h[±1]h[i] and n[β′ + ζ′] = n[β′]n[ζ′] (for
α, u ∈ C∗ and β, β′, ζ′ ∈ C), one may ensure that one of the two statements (4.2), (4.3) holds for a = u/w by
putting gu/w = g˜u/w h
[√
q′
]
: note that for this choice of gu/w one also obtains the case c = u/w of (1.1.16),
since one has gu/w∞ = g˜u/w h
[√
q′
]∞ = g˜u/w∞ = u/w.
Since the claim made at the beginning of this proof has now been verified, it now only remains to be
shown that what was claimed there does imply the lemma. In accordance with this aim, let it now be
supposed that a is some cusp of Γ. By the result (2.4) of Lemma 2.2, one has τa = u/w for some τ ∈ Γ,
and some pair of non-zero Gaussian integers u,w such that (u,w) ∼ 1 and w | q0; moreover, by virtue of
the claim verified in the first part of this proof, it follows that one may assign to any such pair u,w some
gu/w ∈ SL(2,C) such that one has gu/w∞ = u/w and either
q0µ(u/w) | 2 and g−1u/wΓu/wgu/w = B ∪ h[i]n
[
βu/w
]
B for some βu/w ∈ C, (4.5)
or
q0µ(u/w) 6 | 2 and g−1u/wΓu/wgu/w = B . (4.6)
Since B = B+ ∪ h[−1]B+, where B+ ≤ N ≤ P and N contains n[βu/w], but not h[−1], h[i] or h[−i], it
follows by (1.1.17) and (1.1.19) that in both the cases (4.5), (4.6) just mentioned one has
g−1u/wΓ
′
u/wgu/w = g
−1
u/wΓu/w gu/w ∩N = B+ ∩N = B+ ,
so that (1.1.16) and (1.1.20)-(1.1.21) hold for c = u/w. Therefore, and since one has τa = u/w (with τ ∈ Γ),
it follows by Lemma 4.1 that the elements ga ∈ SL(2,C) such that (1.1.16) and (1.1.20)-(1.1.21) hold for
c = a are precisely those elements ga ∈ SL(2,C) which, for some β, η ∈ C with η2 ∈ O∗, satisfy:
τga = gu/w h[η]n[β] . (4.7)
Since O∗ ∋ 12, C ∋ 0 and τ−1gu/w h[1]n[0] = τ−1gu/w ∈ SL(2,C), the observation just made completes the
proof that there exists some ga ∈ SL(2,C) such that (1.1.16) and (1.1.20)-(1.1.21) hold for c = a.
For the final result of the lemma one may note that if (4.5) and (4.7) hold (with η2 ∈ O∗) then, since
τa = u/w (where τ ∈ Γ), one will have
g−1a Γa ga = g
−1
a τ
−1Γu/w τga = (τga)
−1
Γu/w τga =
= n[−β]h[1/η] g−1u/wΓu/w gu/w h[η]n[β] =
= n[−β]h[1/η] (B ∪ h[i]n[βu/w]B)h[η]n[β] =
= B ∪ h[i]n[η−2βu/w + 2β]B . (4.8)
If instead (4.6) and (4.7) hold (with β, η ∈ C and η2 ∈ O∗) then one will have (similarly):
g−1a Γa ga = n[−β]h[1/η]Bh[η]n[β] = B .
In both the above two cases, the equation τa = u/w implies the relation µ(a) ∼ µ(u/w) 
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Remark 4.3. By (4.8) it is evident that when q0µ(a) | 2 one may choose ga such that (4.2) holds with
βa = 0. There will not, however, be any use made of this observation in what follows.
Lemma 4.4 (a Fourier transform). For real y put
Gn(y) =
∫ ∞
−∞
xn exp
(
2ixy − x2) dx (n = 0, 1, 2, . . . ),
and set G−1(y) equal to zero. Then, when y ∈ R, one has:
G2m(y) =
∫ ∞
−∞
x2me−x
2
cos(2xy)dx = 2
∫ ∞
0
x2me−x
2
cos(2xy)dx (m = 0, 1, 2, . . . ), (4.9)
G2m+1(y) = i
∫ ∞
−∞
x2m+1e−x
2
sin(2xy)dx = 2i
∫ ∞
0
x2m+1e−x
2
sin(2xy)dx (m = 0, 1, 2, . . . ), (4.10)
G0(y) =
√
π e−y
2
(4.11)
and
Gn+1(y) = iyGn(y) +
n
2
Gn−1(y) (n = 0, 1, 2, . . . ). (4.12)
Proof. Absolute convergence of the above integrals (for n,m ≥ 0) may be established by means of the
upper bound xk exp
(−x2) ≪k exp(−|x|) (valid for x ∈ R, when k ≥ 0). The results (4.9) and (4.10) follow
from Euler’s identity (applied to exp(2ixy)), coupled with the fact that if f : R → C is an odd integrable
function then the integral
∫∞
−∞ f(x)dx will, if it is absolutely convergent, be equal to zero. Indications as
to a proof of (4.11) are given in Exercise 10.22 of [1]. The definition of Gn(y) implies that −2Gn+1(y) =∫∞
−∞ x
n exp(2ixy) d
(
exp
(−x2)): integrating by parts, one obtains (4.12) 
Lemma 4.5 (Bessel functions of integer order and the Neumannn-Graf addition formula). Let
n ∈ Z, and take Jn : C → C to be the entire function which, for z 6= 0, satisfies Jn(z) = (z/2)nJ∗n(z), with
J∗n(z) as defined in (1.9.6). Then, for all z ∈ C, one has:
Jn(z) =
1
2π
∫ π
−π
exp(−niΘ+ iz sin(Θ))dΘ = 1
2π
∫ 2π
0
cos(z sin(Φ)− nΦ)dΦ , (4.13)
|Jn(z)| ≤ min
{
exp (|Im(z)|) , |z/2|
|n|
|n|! exp (|z|)
}
(4.14)
and, if |Re(z)| ≫ n2 + 1, then
|Jn(z)| ≪ exp (|Im(z)|) |Re(z)|−1/2 . (4.15)
If n/2 = p ∈ Z, 0 6= u ∈ C and eiθ = u/|u| then, for y > 0 such that y2 6= e−2iθ, one has
(−1)p
(
yeiθ + (yeiθ)−1
|yeiθ + (yeiθ)−1|
)2p
J2p
(|u| ∣∣yeiθ + (yeiθ)−1∣∣) = ∞∑
m=−∞
(−1)mJm+p(y|u|)Jm−p
( |u|
y
)
e2imθ , (4.16)
and the sum on the right-hand side of this equation is continuous, as a function of y, on the interval (0,∞).
Proof. The first equality in (4.13) is a result established in Section 17.23 of [48]; the subsequent equality
is an elementary deduction (utilising the identity 2 cos(α) = eiα + e−iα, a substitution Φ = −φ, and the
periodicity of the relevant integrands). The first bound implicit in (4.14) is a trivial corollary of (4.13), for
one has | exp(−niΘ+ iz sin(Θ))| = exp(−Im(z) sin(Θ)) ≤ exp(|Im(z)|) when Θ is real. Since (1.9.9), (1.9.8)
and (1.9.6) imply the inequality
∣∣Jn(z)∣∣ ≤ |z/2||n|(|n|!)−1J0(i|z|), the second bound implicit in (4.14) follows
from the first.
52
The upper bound (4.15) is obtained by applying the first derivative test, Lemma 5.1.2 of [18], in order to
estimate the first integral appearing in (4.13): after partitioning the range of integration [−π, π] into intervals
within which the requisite monotonicity conditions are fulfilled, and having chosen some δ > 0, one proceeds
to refine the partition into a disjoint union of subintervals on which one has | cos(Θ)| > (δ+ |n|)/|Re(z)|, and
subintervals on which | cos(Θ)| ≤ (δ + |n|)/|Re(z)|; the refined partition need consist of no more than eight
subintervals; those on which cos(Θ) is bounded away from zero will (by the first derivative test) contribute no
more than (4/π)δ−1 exp(|Im(z)|) to the absolute value of the first integral in (4.13); the remaining subintervals
contribute (by virtue of the implied bound on their length) no more than (δ+ |n|)/|Re(z)|; hence one obtains
the bound
∣∣Jn(z)∣∣ ≤ (4|Re(πz)|−1/2 + |n||Re(πz)|−1) exp(|Im(z)|) by choosing δ = 2|Re(z/π)|1/2; when
|Re(z)| ≫ n2 + 1 this gives (4.15).
The identity (4.16) is an application of Graf’s generalisation, in Section 2 of [13], of Neumann’s addition
formula. Graf’s result, as presented in Section 11.3 of [44], is that
Jν(̟)
(
Z − ze−iφ
Z − zeiφ
)ν/2
=
∞∑
k=−∞
Jν+k(Z)Jk(z)e
ikφ , (4.17)
where
̟ =
√
Z2 + z2 − 2Zz cos(φ) =
√
(Z − ze−iφ) (Z − zeiφ) (4.18)
and ν, Z, z and φ may take any complex values satisfying
|z/Z| < exp(−|Im(φ)|) . (4.19)
Suppose now that n/2 = p ∈ Z. Then, according to a remark on Page 361 of [44], the case ν = 2p of
(4.17)-(4.18) holds independently of (4.19). Since that remark is made without proof, it is worthwhile to
verify it here. In doing so one is to assume that ν = 2p ∈ 2Z, and that Z and φ are given complex numbers
with Z 6= 0. Then, by (1.9.9), (1.9.8) and (1.9.6), the complex function w 7→ Jν(w) is entire, even, and has
a zero of order |ν| = 2|p| at w = 0. Consequently, given (4.18), the left-hand side of (4.17) is a function
of z that is meromorphic on C, and has no singularities other than (possibly) a removable singularity at
one of the points z = Ze±iφ. Moreover, since z 7→ Jk(z) is an entire function when k ∈ Z, and since the
bound (4.14) shows the sum over k in (4.17) to be uniformly convergent for the values of z lying in any given
compact subset of C, it follows that the right-hand side of (4.17) is an entire function of the complex variable
z. Since both sides of (4.17) are (apart from at most one removable singularity) entire functions of z, and
since they are equal when z lies in the open disc where (4.19) is satisfied, it follows that (4.17) must hold
for all z ∈ C (subject to suitable definition of the left-hand side at any removable singularity). This justifies
the use of (4.17)-(4.18) whenever ν is an even integer, and Z, z and φ are complex numbers with Z 6= 0.
To deduce (4.16) one applies the identity (4.17)-(4.18) with ν = n = 2p, Z = |u|y, z = −|u|/y and
φ = 2θ (where, by hypothesis, p ∈ Z, 0 6= u ∈ C, eiθ = u/|u| and y > 0). Then, in (4.17) and (4.18), one has:
̟2 = |u|2 (y2 + y−2 + 2 cos(2θ)) = |u|2 ∣∣ yeiθ + (yeiθ)−1∣∣2 ,
(
Z − ze−iφ
Z − zeiφ
)ν/2
=
(
y + y−1e−2iθ
y + y−1e2iθ
)p
=
(
yeiθ + y−1e−iθ
ye−iθ + y−1eiθ
)p
e−2iθp
and (using (1.9.9))
∞∑
k=−∞
Jν+k(Z)Jk(z)e
ikφ =
∞∑
k=−∞
Jk+2p(y|u|)Jk(−|u|/y)e2imθ =
=
∞∑
m=−∞
Jm+p(y|u|)(−1)m−pJm−p(|u|/y)e2i(m−p)θ ;
since J2p(̟) is an even function of ̟, and since (α/α)
p = (α/|α|)2p, one therefore obtains the desired result
(4.16) on multiplying by (−1)pe2ipθ both sides of the specified case of equation (4.17). Just as the right-hand
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side of (4.17) was found to be entire, as a function of z, so it can also be established (by similar reasoning)
that, for arbitrary fixed p ∈ Z, u ∈ C − {0} and θ ∈ R, the right-hand side of (4.16) will be a function of y
that is holomorphic on C− {0}, and so will (in particular) be continuous for y > 0 
Lemma 4.6 (the B-transform of a certain test function). Let σ ∈ (1/2, 1) and K,P ≥ 1 ; let h be
the function on S⋆σ = {ν ∈ C : |Re(ν)| ≤ σ} × Z given by
h(ν, p) = exp
(
(ν/K)2 − (p/P )2) for (ν, p) ∈ S⋆σ . (4.20)
Then there exist real numbers ̺, ϑ > 3 such that the conditions (i)-(iii) of Theorem B are satisfied.
Suppose moreover that C ∋ u = |u|eiθ 6= 0, that one has 1 ≤ ∆ ∈ R, M ∈ N and
∆ ≤ M
1 + |u| ≤ 2∆ , (4.21)
and that Bh is the transform of h defined by (1.9.3)-(1.9.4) of Theorem B. Then
(Bh)(u) =
1
4π3
π∫
−π
∞∫
−∞
∞∫
−∞
FP,K(η, ξ)e
−ξ2−η2AM (φ, θ) cos(|u|ψ(ξ/K, η/P ;φ))dηdξdφ + EM (P,K;u) , (4.22)
where
FP,K(η, ξ) =
(
1
2
− η2
)
P 2 +
(
1
2
− ξ2
)
K2 , ψ(y, x;φ) = ey sin(φ − x) + e−y sin(φ+ x) , (4.23)
AM (φ, θ) =
M∑
m=−M
(−1)m cos(2mφ)e2imθ (4.24)
and
EM (P,K;u)≪j
(
P 2 +K2
)
(1 + |u|)∆1−2j (j ∈ N). (4.25)
At the same time, one has also
(Bh)(u) =
|u|2
8π3
π∫
−π
∞∫
−∞
∞∫
−∞
GP,K(η, ξ)e
−ξ2−η2AM (φ, θ) cos(|u|ψ(ξ/K, η/P ;φ))dηdξdφ + EM (P,K;u) , (4.26)
where
GP,K(η, ξ) = cosh(2ξ/K)− cos(2η/P ) = 2
(
sinh2(ξ/K) + sin2(η/P )
)
(4.27)
(while ψ(x, y;φ), AM (φ, θ) and EM (P,K;u) remain as in (4.22)-(4.25)).
Proof. By (4.20) it is evident that h(−ν, p) = h(ν,−p) = h(ν, p), so that condition (i) of Theorem B is
satisfied. Since the function ν 7→ exp (ν2/K2) is entire, the definition (4.20) also ensures that h(ν, p) satisfies
condition (ii) of Theorem B. One can moreover check that h(ν, p) satisfies condition (iii) of Theorem B for
abitrary ̺, ϑ > 3 (a short calculation using the inequality exp
(−x2) ≤ 1/ (1 + x4/2) gives, in particular, the
case ̺ = ϑ = 4 of the condition (iii), with an implicit constant not greater than O
(
K4P 4
)
= Oh(1)).
Suppose now that 0 6= u ∈ C, and that θ ∈ R satisfies eiθ = u/|u|. Since the definitions (1.9.4)-(1.9.6)
of Kν,p(z) are equivalent to the equations (6.21) and (7.21) of [5], it follows by Bruggeman and Motohashi’s
identity (1.9.11) and the definition (1.9.3) of (Bh)(z) that, for the chosen test function h (i.e. that in (4.20)),
one has
(Bh)(u) =
2
π
∑
p∈Z
(−1)p
e(p/P )2
∞∫
0
(
yeiθ + (yeiθ)−1
|yeiθ + (yeiθ)−1|
)2p
J2p
(|u| ∣∣yeiθ + (yeiθ)−1∣∣) fp(y) dy
y
, (4.28)
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where, by an appeal to Lemma 4.4,
fp(y) =
1
4πi
∫
(0)
y2νe(ν/K)
2 (
p2 − ν2) dν = K
4π
(
p2G0(K log y) +K
2G2(K log y)
)
=
=
K
4π
(
p2 +K2
(
1
2
− (K log y)2
))
G0(K log y) =
=
K
4
√
π
(
p2 +
K2
2
−K4 log2 y
)
e−K
2 log2 y
(4.29)
(since
∣∣y2ν∣∣ = 1 for y > 0 and Re(ν) = 0, the change in the order of integration required to attain (4.28) is
justified by the absolute convergence of the integrals in (4.29) and (1.9.11): see Theorem 10.40 of [1] and note
that, by the bound (4.15) of Lemma 4.5, one has J2p
(|u|∣∣yeiθ + (yeiθ)−1∣∣)≪p,|u| (y + y−1)−1/2 for y > 0).
By the result (4.16) of Lemma 4.5 (i.e. the Neumann-Graf addition law), the integrand in (4.28) is equal
to
(−1)py−1fp(y)
∞∑
m=−∞
(−1)mJm+p(y|u|)Jm−p(y−1|u|)e2imθ ,
and so, by substituting −p for p, and eξ/K for y, one may rewrite (4.28) as:
(Bh)(u) =
2
πK
∑
p∈Z
e−(p/P )
2
∞∫
−∞
fp
(
eξ/K
)∑
m∈Z
Jm−p
(
eξ/K |u|
)
Jm+p
(
e−ξ/K |u|
)( iu
|u|
)2m
dξ (4.30)
(fp(y) being, by (4.29), an even function of p). Then, by using the latter of the two integral representations of
Jn(z) appearing in the equations (4.13) of Lemma 4.5, one obtains (via some consideration of the periodicity
of the relevant integrands) the result that
Jm−p
(
eξ/K |u|
)
Jm+p
(
e−ξ/K |u|
)
=
=
1
8π2
∫ ∫
−2π≤Ψ−Φ≤2π
0≤Ψ+Φ≤4π
cos
(
eξ/K |u| sinΦ− (m− p)Φ
)
cos
(
e−ξ/K |u| sinΨ− (m+ p)Ψ
)
dΦdΨ .
On substituting δ = (Ψ − Φ)/2 and φ = (Ψ + Φ)/2, the integrand becomes a function of φ with period
2π. Hence one may take [−π, π] as the range of integration for both δ and φ. Then, on using the identity
cos(x) cos(y) =
(
cos(x + y) + cos(x − y))/2 to express the integral as a sum of two integrals, one finds (by
interchange of δ and φ, and the identity cos(−x) = cos(x)) that both integrals are equal. The outcome of
these manipulations is that one obtains:
Jm−p
(
eξ/K |u|
)
Jm+p
(
e−ξ/K |u|
)
=
1
4π2
π∫
−π
π∫
−π
cos(|u|ψ(ξ/K, δ;φ)− 2mφ− 2pδ)dδdφ , (4.31)
where ψ(y, x;φ) is as given by (4.23). The inner range of integration here may be changed to [−π/2, 3π/2]
(by periodicity of the integrand as a function of δ). Then, on writing the integral concerned as the sum of
integrals over the subintervals [−π/2, π/2] and [π/2, 3π/2] (respectively), and substituting δ+ π for δ in the
latter integral, one finds that elementary trigonometric identities suffice to express the sum of the integrals
over the two subintervals as the single integral
π/2∫
−π/2
2 cos(|u|ψ(ξ/K, δ;φ)) cos(2mφ+ 2pδ)dδ .
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Since cos(2mφ+ 2pδ) = cos(2mφ) cos(2pδ)− sin(2mφ) sin(2pδ), one may therefore reformulate (4.31) as:
Jm−p
(
eξ/K |u|
)
Jm+p
(
e−ξ/K |u|
)
=
1
π
π/2∫
−π/2
(cos(2pδ)c2m(|u|, ξ/K, δ)− sin(2pδ)s2m(|u|, ξ/K, δ)) dδ , (4.32)
where
c2m(r, y, x) =
1
2π
π∫
−π
cos(rψ(y, x;φ)) cos(2mφ)dφ , s2m(r, y, x) =
1
2π
π∫
−π
cos(rψ(y, x;φ)) sin(2mφ)dφ .
It is trivial that |c2m(r, y, x)| and |s2m(r, y, x)| are each bounded above by 1. Moreover, since the relevant
functions have period 2π, two integrations by parts suffice in order to show that
c2m(r, y, x) = − 1
2π
π∫
−π
(
∂2
∂φ2
cos(rψ(y, x;φ))
)
cos(2mφ)
4m2
dφ ,
with a similar result holding in respect of s2m(r, y, x). By these results, along with the observations that,
for x, y, φ ∈ R, the function ψ given by (4.23) is real-valued, and satisfies ∣∣(∂/∂φ)j ψ(y, x;φ)∣∣ ≤ ey + e−y for
j = 1, 2, one has:
|c2m(r, y, x)| , |s2m(r, y, x)| ≪ m−2(1 + r)r cosh(2y) (0 6= m ∈ Z, x, y ∈ R, r > 0).
Therefore, and by (4.32) and (4.29), the integral and innermost sum in (4.30) are uniformly convergent with
respect to p. This justifies a change in the order of summation and integration, so that one may sum firstly
over p, in (4.30), before going on to sum over m and integrate with respect to ξ. Terms involving the factor
sin(2pδ) (from (4.32)) cancel, since all other relevant factors are even functions of p. Hence (and by (4.29))
one obtains:
(Bh)(u) = π−3/2
∞∫
−∞
e−ξ
2 ∑
m∈Z
(
iu
|u|
)2m
Tm(|u|, ξ;P,K)dξ , (4.33)
where
Tm(r, ξ;P,K) =
1
2π
π/2∫
−π/2
c2m(r, ξ/K, δ)
∑
p∈Z
cos(2pδ)
(
p2 +
(
1
2
− ξ2
)
K2
)
e−(p/P )
2
 dδ. (4.34)
One now repeats a calculation from the proof of Corollary 10.1 of [5], by applying Poisson summation
(i.e. the case n = 1 of the equation (2.45) of Lemma 2.7) to the sum over p in the last equation; then,
after evaluating the relevant Fourier integrals (very similar to the integral appearing in (4.29)) by means of
Lemma 4.4, one finds that the sum over p in (4.34) equals
√
πP
∑
v∈Z
((
1
2
− P 2(πv + δ)2
)
P 2 +
(
1
2
− ξ2
)
K2
)
e−P
2(πv+δ)2 .
Therefore, and given that c2m(r, ξ/K, δ) = c2m(r, ξ/K, vπ + δ) for v ∈ Z (as follows by (4.23) and the
definition of c2m(r, y, x)), one finds that
Tm(r, ξ;P,K) =
P
2
√
π
∑
v∈Z
π/2∫
−π/2
g(πv + δ)dδ =
P
2
√
π
∞∫
−∞
g(x)dx,
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where
g(x) =
((
1
2
− P 2x2
)
P 2 +
(
1
2
− ξ2
)
K2
)
e−P
2x2c2m(r, ξ/K, x) .
Recalling now the definition of c2m(r, y, x), and substituting η/P for x (in the above), one obtains:
Tm(r, ξ;P,K) =
1
4π3/2
∞∫
−∞
FP,K(η, ξ)e
−η2
π∫
−π
cos(rψ(ξ/K, η/P ;φ)) cos(2mφ)dφdη , (4.35)
where FP,K(η, ξ) is as given by (4.23).
For j ∈ N, one can show (using 2j integrations-by-parts) that
π∫
−π
cos(rψ(y, x;φ)) cos(2mφ)dφ≪j m−2j
(
1 + r2j cosh(2jy)
)
(0 6= m ∈ Z, x, y ∈ R).
By these bounds, and (4.35) and (4.23), it follows that if j ∈ N then
Tm(r, ξ;P,K)≪j m−2j
(
P 2 +
(
1 + ξ2
)
K2
) (
1 + r2j cosh(2jξ/K)
)
(0 6= m ∈ Z, ξ ∈ R, r > 0),
so that, since K ≥ 1, one obtains:∑
m∈Z
|m|>M
|Tm(r, ξ;P,K)| ≪j (M + 1)1−2j
(
P 2 +
(
1 + ξ2
)
K2
) (
1 + r2j cosh(2jξ)
)
(M ≥ 0, ξ ∈ R, r > 0).
Suppose now that ∆ ≥ 1, and that M ∈ N satisfies the conditions in (4.21). Then it follows, by (4.33)
and the last bound obtained, that for j ∈ N one has
(Bh)(u)− 1
π3/2
∞∫
−∞
e−ξ
2
M∑
m=−M
(
iu
|u|
)2m
Tm(|u|, ξ;P,K)dξ = Oj
(
M1−2j
(
P 2 +K2
) (
1 + |u|2j))≪j
≪j
(
P 2 +K2
)
(1 + |u|)∆1−2j .
This, together with (4.35) (and justifiable changes in the order of summation and integration), yields the
first main estimate of the lemma, as expressed in (4.22)-(4.25).
It now only remains to show how (4.26)-(4.27) follow. Let I(P ′,K ′) denote the triple integral got by
substituting FP ′,K′(η, ξ) in place of the factor FP,K(η, ξ) in the integrand in equation (4.22). Then, by (4.23),
the integral in (4.22) may be expressed as the sum I(P, 0) + I(0,K). To transform I(P, 0) one integrates by
parts twice (with respect to η), using:∫
(1/2− η2)e−η2dη = (1/2)ηe−η2 + C1 and
∫
ηe−η
2
dη = −(1/2)e−η2 + C2 .
After transforming I(0,K) similarly (through integrations by parts with respect to ξ), one observes a certain
obvious cancellation between terms of the expression obtained for I(P, 0) and terms of the expression obtained
for I(0,K): it then requires only a few more steps (involving use of elementary trigonometric identities) to
arrive at the result expressed in (4.26)-(4.27) 
Remark 4.7. The definition (4.24) expresses the function AM (φ, θ) in the form most convenient for use
in this paper. It may nevertheless be worth noting that, by (4.24), one in fact has:
AM (φ, θ) =
M∑
m=−M
(−1)m cos(2mφ) cos(2mθ) = (−1)
M
2
(
cos((2M + 1)(φ+ θ))
cos(φ+ θ)
+
cos((2M + 1)(φ− θ))
cos(φ− θ)
)
,
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for M ∈ N ∪ {0} and φ, theta ∈ R such that cos(φ+ θ) cos(φ− θ) 6= 0.
Lemma 4.8. Let −π/2 < x < π/2; and let y ∈ R. Suppose that
J =
π∫
−π
|ψ(y, x;φ)|−1/2 dφ ,
where ψ(y, x;φ) is as defined in (4.23). Then J ≪ (cos(x))−1/2.
Proof. Using sin(A±B) = sin(A) cos(B)± cos(A) sin(B), one finds that
ψ(y, x;φ) = 2 (cosh(y) cos(x) sin(φ) − sinh(y) sin(x) cos(φ)) = 2 (A cos(φ) +B sin(φ)) ,
where A = − sinh(y) sin(x) and B = cosh(y) cos(x). Therefore, on putting
Z = Z(x, y) =
√
A2 +B2 =
√
cosh2(y)− sin2(x),
one has A/Z = cos(α) and B/Z = sin(α) for some α = α(x, y) (obviously independent of φ), and so
ψ(y, x;φ) = 2Z(x, y) cos (φ− α(x, y)) (φ ∈ R).
Using this, one obtains:
J ≪ Z(x, y)−1/2
π∫
−π
|cos (φ− α(x, y))|−1/2 dφ = 4Z(x, y)−1/2
π/2∫
0
(sin(θ))
−1/2
dθ ≪ Z(x, y)−1/2 .
The lemma follows, since Z2 = cosh2(y)− sin2(x) ≥ 1− sin2(x) = cos2(x) 
§5. The proof of Theorem 1.
Let the hypotheses of the theorem hold; let a be a cusp of Γ with a ∼Γ u/w; and let Eaj (q0, P,K;N, b)
(j = 0, 1) and µ(a) be as given by (1.9.12), (1.9.13) and (1.9.15). Suppose also that 1/2 < σ < 1, and that
h(ν, p) = exp
(( ν
K
)2
−
( p
P
)2)
for p ∈ Z and ν ∈ C with |Re(ν)| ≤ σ (5.1)
(so that h(ν, p) is the function h : S⋆σ → C defined in (4.20) of Lemma 4.6). Then h(ν, p) ≥ exp(−2) for
all pairs (ν, p) ∈ ((iR) ∪ [−σ, σ]) × Z such that |ν| ≤ K and |p| ≤ P . Moreover, each irreducible subspace
V ⊂ 0L2(Γ\G) that is the index of a summand on the right-hand side of Equation (1.9.12) is also the index
of a summand on the left-hand side of Equation (1.9.1), and so it may be inferred from Remark 1.9.2, below
Theorem B, that each pair of spectral parameters νV , pV associated with a summand on the right-hand side
of Equation (1.9.12) is such that the condition (1.9.7) is satisfied. Therefore, with h(ν, p) as in (5.1) (where,
by hypothesis, σ > 1/2 > 2/9), it follows from the definitions (1.9.12) and (1.9.13) that one has
0 ≤ Eaj (q0, P,K;N, b) ≤
1∑
k=0
Eak(q0, P,K;N, b) ≤ e2Ea(q0, P,K;N, b) for j = 0, 1 , (5.2)
where
Ea(q0, P,K;N, b) =
∑
V
∣∣∣∣∣ ∑
ω∈O
N/2<|ω|2≤N
b(ω)CaV (ω; νV , pV )
∣∣∣∣∣
2
exp
(
ν2V
K2
− p
2
V
P 2
)
+
+
∑
c∈C(Γ)
1
4πi [Γc : Γ′c]
∑
p∈ 12 [Γc:Γ′c]Z
∫
(0)
∣∣∣∣∣ ∑
ω∈O
N/2<|ω|2≤N
b(ω)Bac (ω; ν, p)
∣∣∣∣∣
2
exp
(
ν2
K2
− p
2
P 2
)
dν .
(5.3)
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After using the identity |S|2 = S S to expand the squared absolute values in (5.3), one may change the
order of summation so as to rewrite the right-hand side of equation (5.3) in the form∑ ∑
ω1,ω2∈O
N/2<|ω1|2,|ω2|2≤N
b (ω1) b (ω2)Ha,a (ω1, ω2) ,
where Ha,b (ω1, ω2) denotes the left-hand side of the special case of equation (1.9.1) in which h is the function
defined in (5.1). By Lemma 4.6 it follows that, when σ and the function h are as we suppose in (5.1), there
exists some pair of real numbers ̺, ϑ > 3 such that the conditions (i)-(iii) of Theorem B are satisfied (the
proof of Lemma 4.6 shows, specifically, that one may take ̺ = ϑ = 4 here). Hence one may apply the spectral
sum formula (Theorem B) to each term Ha,a (ω1, ω2) in the above sum, and so obtain:
Ea(q0, P,K;N, b) = Da(q0, P,K;N, b) + La(q0, P,K;N, b) , (5.4)
where
Da(q0, P,K;N, b) = 1
4π3i
(∑
p∈Z
∫
(0)
h(ν, p)
(
p2 − ν2) dν) ∑ ∑
ω1,ω2∈O
N/2<|ω1|2,|ω2|2≤N
δa,aω1,ω2 b (ω1) b (ω2) (5.5)
and
La(q0, P,K;N, b) =
∑ ∑
ω1,ω2∈O
N/2<|ω1|2,|ω2|2≤N
b (ω1) b (ω2)
∑
c∈aCa
Sa,a (ω1, ω2; c)
|c|2 (Bh)
(
2π
√
ω1ω2
c
)
, (5.6)
with h as in (5.1), and with δa,aω1,ω2 and (Bh)(z) as given by (1.9.2) and (1.9.3)-(1.9.6).
By (1.9.2) one has, in equation (5.5),
δa,aω1,ω2 =
∑
γ∈Γ′
a
\Γa
g−1
a
γga=
(
u(γ) β(γ)
0 1/u(γ)
) e (Re (β(γ)u(γ)ω1)) δu(γ)ω1,ω2/u(γ) .
For a more explicit representation of the last sum note firstly that the scaling matrix ga is, by hypothesis, such
that that (1.1.16) and (1.1.20)-(1.1.21) hold for c = a. Therefore Γ′a = gaB+g−1a , where B+ = {n[α] : α ∈ O}.
This, when combined with the results of Lemma 4.2 concerning g−1a Γaga, shows that there exists a complex
number βa such that the set Ta given by
Ta =
 ga
{
h[1], h[−1], h[i]n[βa] , h[−i]n[βa]
}
g−1a if q0µ(a) | 2,
ga {h[1], h[−1]}g−1a otherwise,
(5.7)
is a complete set of coset representatives of Γ′a in Γa : as noted below (1.1.19), the group Γ
′
a is a normal
subgroup of Γa (one has, in particular, h[i]n[βa]B
+ = B+h[i]n[βa]). Consequently one finds that if q0µ(a) | 2
then
δa,aω1,ω2 = 2δω1,ω2 + 2e
(
Re
(
i2βaω1
))
δiω1,ω2/i = 2
(
δω1,ω2 + e (−Re (βaω1)) δ−ω1,ω2
)
,
while if instead q0µ(a) 6 | 2 then one has simply δa,aω1,ω2 = 2δω1,ω2 . Therefore, and since (as (5.7) shows)
[Γa : Γ
′
a] =
{
4 if q0µ(a) | 2 ,
2 otherwise,
(5.8)
it follows that one has:∑ ∑
ω1,ω2∈O
N/2<|ω1|2,|ω2|2≤N
δa,aω1,ω2 b (ω1) b (ω2) = [Γa : Γ
′
a]
∑
ω∈O
N/2<|ω|2≤N
|ba(ω)|2 = [Γa : Γ′a] ‖baN‖22 , (5.9)
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where, for 0 6= ω ∈ O,
ba(ω) =

1
2 b(ω)e
(
Re
(
1
2βaω
))
+ 12 b(−ω)e
(−Re ( 12βaω)) if q0µ(a) | 2 ;
b(ω) otherwise.
(5.10)
Regarding the other factors on the right-hand side of (5.5), one finds that, for h as in (5.1) and p ∈ Z,
1
4π3i
∫
(0)
h(ν, p)
(
p2 − ν2) dν = 1
4π3
exp
(−(p/P )2) ∫ ∞
−∞
(
p2 + t2
)
exp
(−(t/K)2) dt =
=
K
4π3
exp
(−(p/P )2) ∫ ∞
−∞
(
p2 +K2x2
)
exp
(−x2)dx =
=
K
4π3
exp
(−(p/P )2) (p2G0(0) +K2G2(0)) , (5.11)
whereG0(0) andG2(0) are the constants given by (4.11)-(4.12) of Lemma 4.4. Moreover, by Poisson sumation
over Z (i.e. the case n = 1 of results (2.44)-(2.45) of Lemma 2.7) , one finds that if k is a non-negative
integer then
∞∑
p=−∞
p2k exp
(−(p/P )2) = ∞∑
v=−∞
∫ ∞
−∞
y2k exp
(−(y/P )2) e(−vy)dy = P 1+2k ∞∑
v=−∞
G2k(−πPv) , (5.12)
where G0(Y ), G1(Y ), G2(Y ), . . . are given by (4.11)-(4.12) of Lemma 4.4, so that one has (in particular):
G2(Y ) = iY G1(Y ) +
1
2
G0(Y ) =
(
1
2
− Y 2
)
G0(Y ) =
(
1
2
− Y 2
)√
π exp
(−Y 2) (Y ∈ R). (5.13)
By (5.11), (5.12) (for k = 0, 2) and (5.13), one obtains
1
4π3i
∞∑
p=−∞
∫
(0)
h(ν, p)
(
p2 − ν2) dν = KP
4π2
∞∑
v=−∞
(
P 2
(
1
2
− (πPv)2
)
+
K2
2
)
exp
(−(πPv)2) =
=
1
8π2
KP
(
K2 + P 2
) (
1 +O
(
P 2e−π
2P 2
))
for K,P ≥ 1 . (5.14)
By applying the results of (5.9) and (5.14) one may now conclude that
Da(q0, P,K;N, b) = [Γa : Γ
′
a]
8π2
(
PK3 + P 3K
)(
1 +O
(
P 2e−π
2P 2
))
‖baN‖22 , (5.15)
where the function ba : O−{0} → C is given by (5.10), and the meaning of ‖baN‖2 is consistent with (1.9.16).
In order to complete this proof it is necessary to obtain a suitable upper bound for the absolute value
of the term La(q0, P,K;N, b) in (5.4). As a first step towards this one may observe that, by (5.6), one has:
La(q0, P,K;N, b) =
∑
c∈aCa
Φ(c;P,K;N)
|c|2 , (5.16)
where, for 0 6= c ∈ aCa ,
Φ(c;P,K;N) =
∑ ∑
ω1,ω2∈O
N/2<|ω1|2,|ω2|2≤N
(Bh)
(
2π
√
ω1ω2
c
)
Sa,a(ω1, ω2; c) b (ω1) b (ω2) . (5.17)
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No attempt will be made to extract a saving from the averaging over c that is apparent in the above:
the approach taken will instead be to bound, individually, the absolute value of each term in the sum on
the right-hand side of (5.16). Therefore suppose now that c ∈ aCa . Then, as is recorded in Proposition 2,
the number c satisfies (1.9.24), and is consequently (see (1.9.15), and Remark 1.9.7 below it) a non-zero
Gaussian integer. Moreover, given Lemma 4.2, it follows trivially from the results (2.3), (2.4) and (2.12) of
Lemma 2.1, Lemma 2.2 and Lemma 2.3 that
|Sa,a(ω1, ω2; c)| ≤
∑
δ mod cO
1 = |c|2 (ω1, ω2 ∈ O). (5.18)
Given (5.1), one may prepare for the estimation of Φ(c; p,K;N) by applying Lemma 4.6 to the factor
(Bh)(2π
√
ω1ω2/c) on the right-hand side of (5.17); let it be supposed that Lemma 4.6 is applied for
∆ =
((|c|2 +N)PK)ζ , (5.19)
where ζ is an arbitrary real number satisfying 0 < ζ ≤ 1/5 (one then has, by the hypotheses of the theorem,
∆ ≥ (NPK)ζ ≥ 1). The conditions of summation in (5.17) mean that one need only consider (Bh)(u) in
cases where |u| lies in the interval [r, R] with endpoints R = 2π√N/|c| > 0 and r = R/√2. Since ∆ ≥ 1
and R/r < 2, there exists an M ∈ N such that (4.21) holds for all u ∈ C such that |u| ∈ [r, R]. This M
(considered fixed henceforth) will certainly satisfy
1 < M ≍
(
1 + |c|−1N1/2
)
∆ . (5.20)
After first rewriting the summand on the right-hand side of (5.17) by means of the result (4.22)-(4.25) of
Lemma 4.6 (applied for u = |u|eiθ = 2π√ω1ω2/c), and then making a permissible change to the order of
summation and integration, one obtains:
Φ(c;P,K;N) =
1
4π3
∫ π
−π
∫ ∞
−∞
∫ ∞
−∞
FP,K(η, ξ)e
−ξ2−η2Φ˜
(
c,M ;N ;ψ
(
ξ
K
,
η
P
;φ
)
, φ
)
dη dξ dφ +
+Φ∗M (c;P,K;N) ,
(5.21)
where, with θz = Arg(z) (for z ∈ C) and FP,K(η, ξ), ψ(y, x;φ) and AM (φ, θ) as in (4.23) and (4.24), one has
Φ˜(c,M ;N ;ψ, φ) =
=
∑ ∑
ω1,ω2∈O
N/2<|ω1|2,|ω2|2≤N
AM
(
φ,
θω1 + θω2
2
− θc
)
cos
(
2πψ
√|ω1ω2|
|c|
)
Sa,a (ω1, ω2; c) b (ω1) b (ω2) (5.22)
and, for j = 1, 2, . . . ,
Φ∗M (c;P,K;N) =
∑ ∑
ω1,ω2∈O
N/2<|ω1|2,|ω2|2≤N
b (ω1) b (ω2)Sa,a (ω1, ω2; c)EM
(
P,K;
2π
√
ω1ω2
c
)
≪j
≪j
∑ ∑
ω1,ω2∈O
N/2<|ω1|2,|ω2|2≤N
|b (ω1) b (ω2)Sa,a (ω1, ω2; c)|
(
P 2 +K2
)(
1 +
N1/2
|c|
)
∆1−2j . (5.23)
For later reference, note here that by (5.18), (5.19) and the Cauchy-Schwarz inequality, the case j = [1/ζ]+2
of (5.23) implies the bounds:
Φ∗M (c;P,K;N) = Oζ
|c|2 (P 2 +K2) (1 + |c|−1N1/2) ((|c|2 +N)PK)−2
( ∑
ω∈O
N/2<|ω|2≤N
|b(ω)|
)2 =
= Oζ
((
P−2 +K−2
) |c|(|c|+N1/2) (|c|2 +N)−2O(N) ‖bN‖22)≪ζ
≪ζ
(
P−2 +K−2
) |c|N (|c|+N1/2)−3 ‖bN‖22 . (5.24)
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Since AM (φ, θ) is real-valued for φ, θ ∈ R, and since, by (1.5.10) and (1.5.13),
Sa,a (ω1, ω2; c) = Sa,a (−ω1,−ω2; c) = Sa,a (ω2, ω1; c) (ω1, ω2 ∈ O),
it follows by Euler’s identity, eit = cos(t) + i sin(t), that one may reformulate (5.22) as:
Φ˜(c,M ;N ;ψ, φ) = Re (Φ◦(c,M ;N ;ψ, φ)) ,
where
Φ◦(c,M ;N ;ψ, φ) =
=
∑ ∑
ω1,ω2∈O
N/2<|ω1|2,|ω2|2≤N
AM
(
φ,
θω1 + θω2
2
− θc
)
e
(
ψ
√|ω1ω2|
|c|
)
Sa,a (ω1, ω2; c) b (ω1) b (ω2) , (5.25)
Hence, and by (5.21),
|Φ(c;P,K;N)| ≤ 1
4π3
∫ π
−π
∫ ∞
−∞
∫ ∞
−∞
e−ξ
2−η2
∣∣∣∣FP,K(η, ξ)Φ◦(c,M ;N ;ψ( ξK , ηP ;φ
)
, φ
)∣∣∣∣ dη dξ dφ +
+ |Φ∗M (c;P,K;N)| (5.26)
(one can in fact show that by omitting both pairs of absolute value parentheses from the upper bound given
in (5.26) one obtains, instead of that upper bound, an expression that is identically equal to Φ(c;P,K;N)).
As an alternative to the use of (4.22) in (5.17), one may choose instead to apply in (5.17) the other
result (4.26) of Lemma 4.6; then, via steps similar to those that produced (5.28) (and with the same choice
of ∆ and M as before), one obtains:
|Φ(c;P,K;N)| ≤ 1
2π
∫ π
−π
∫ ∞
−∞
∫ ∞
−∞
e−ξ
2−η2GP,K(η, ξ)
∣∣∣∣Φ•(c,M ;N ;ψ( ξK , ηP ;φ
)
, φ
)∣∣∣∣dη dξ dφ +
+ |Φ∗M (c;P,K;N)| (5.27)
where ψ(y, x;φ) and GP,K(η, ξ) are as in (4.23) and (4.27), while
Φ•(c,M ;N ;ψ, φ) =
=
∑ ∑
ω1,ω2∈O
N/2<|ω1|2,|ω2|2≤N
AM
(
φ,
θω1 + θω2
2
− θc
)
e
(
ψ
√|ω1ω2|
|c|
)
Sa,a (ω1, ω2; c) b×(ω1) b×(ω2) , (5.28)
with AM (φ, θ) as in (4.24) and
b×(ω) =
∣∣∣ω
c
∣∣∣ b(ω) (0 6= ω ∈ O), (5.29)
and Φ∗M (c;P,K;N) is the same term seen in both (5.21) and (5.24). Now, since exp
(
iθz
)
= z/|z| for
0 6= z ∈ C, it is a trivial consequence of (5.25) and (4.24) that
|Φ◦(c,M ;N ;ψ, φ)| ≤ Ua(ψ, c;M ;N, b) (ψ, φ ∈ R), (5.30)
where Ua(ψ, c;M ;N, b) is as given by equation (1.9.25) of Proposition 2. Similarly, by (5.28) and (4.24),
|Φ•(c,M ;N ;ψ, φ)| ≤ Ua
(
ψ, c;M ;N, b×
)
(ψ, φ ∈ R), (5.31)
where Ua (ψ, c;M ;N, b
×) is given by (1.9.25) with b× substituted for b throughout.
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Given (5.20), and given that ∆ ≥ 1, it follows from (5.30) and the result (1.9.27) of Proposition 2 that
Φ◦(c,M ;N ;ψ, φ)≪ (1 + |ψ|)1/2
(
|c|M +N1/2
)(
|c|+N1/2
)
‖bN‖22 ≪
≪ (1 + |ψ|)1/2∆
(
N1/2 + |c|
)2
‖bN‖22 for ψ, φ ∈ R . (5.32)
Moreover, since (5.29) and (1.9.16) imply∥∥b×N∥∥22 ≤ |c|−2N ‖bN‖22 , (5.33)
it likewise follows by (5.31) and (1.9.27) (with b× substituted for b) that
Φ•(c,M ;N ;ψ, φ)≪ (1 + |ψ|)1/2∆
(
|c|+N1/2
)2
|c|−2N ‖bN‖22 ≪
≪ (1 + |ψ|)1/2∆
(
N1/2 + |c|−1N
)2
‖bN‖22 for ψ, φ ∈ R . (5.34)
By (4.23) and (4.27),
|ψ(y, x;φ)| ≤ 2 cosh(y) ≤ 2 exp(|y|) (φ, x, y ∈ R) (5.35)
and
0 ≤ GP,K(η, ξ) ≤ 2
(
(ξ/K)2 cosh2(ξ/K) + (η/P )2
)≪ e2|ξ|/K(ξ/K)2 + (η/P )2 , (5.36)
so that (given that K ≥ 1) one has, for −π ≤ φ ≤ π,∫ ∞
−∞
∫ ∞
−∞
e−ξ
2−η2GP,K(η, ξ)
(
1 +
∣∣∣∣ψ( ξK , ηP ;φ
)∣∣∣∣)1/2 dη dξ ≪
≪
∫ ∞
−∞
∫ ∞
−∞
e−ξ
2−η2
(
e2|ξ|/K(ξ/K)2 + (η/P )2
)
e|ξ|/(2K)dη dξ ≤
≤ 2 (K−2 + P−2) ∫ ∞
−∞
∫ ∞
−∞
(
ξ2 + η2
)
e(5/2)ξ−ξ
2−η2dη dξ ≪
≪ K−2 + P−2 . (5.37)
Therefore, by applying the estimates (5.24) and (5.34) for terms on the right-hand side of (5.27), one finds
(given (5.19), and since N ≥ 1) that
Φ(c;P,K;N)≪ (P−2 +K−2) (∆ (N + |c|−2N2)+Oζ (|c|−2N)) ‖bN‖22 ≪
≪ (P−2 +K−2) (PK)ζ (|c|2 +Oζ(N))1+ζ |c|−2N ‖bN‖22 ≪ζ
≪ζ (PK)ζ
(
P−2 +K−2
) (
N |c|2ζ +N2+ζ |c|−2) ‖bN‖22 . (5.38)
For a further alternative upper bound on Φ(c;P,K;N) (useful when |c| is large), one may apply (5.27),
and then (5.31) combined with the result (1.9.26) of Proposition 2 (with b× substituted for b there): given
(5.33) and (5.37), and given the upper bound τ(c) ≪ζ |c|2ζ (which is an elementary corollary of the funda-
mental theorem of arithmetic for the Gaussian integers), one may in this way obtain the estimate
Φ(c;P,K;N)≪ (P−2 +K−2) τ3/2(c)|c|MN ∥∥b×N∥∥22 + |I∗M (c;P,K;N)| =
= Oζ
((
P−2 +K−2
) |c|2ζ−1MN2 ‖bN‖22)+ |I∗M (c;P,K;N)| .
Moreover, by (5.19), (5.20) and (5.24), and since |c|, N,∆ ≥ 1, it follows from this last bound that one has
Φ(c;P,K;N) = Oζ
((
P−2 +K−2
) (|c|2ζ−1(1 + |c|−1N1/2)∆N2 + |c|−2N) ‖bN‖22)≪ζ
≪ζ (PK)ζ
(
P−2 +K−2
) |c|4ζ−1N2(1 + |c|−1N1/2)1+2ζ ‖bN‖22 . (5.39)
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Given that 0 < ζ ≤ 1/5, one may deduce from the bounds (5.38) and (5.39) that
Φ(c;P,K;N)≪ζ (PK)ζ
(
P−2 +K−2
) |c|−ζN1+5ζ ‖bN‖22 if |c|2 > N1−2ζ (5.40)
(i.e. the bound (5.39) implies this for |c| > N , while the bound (5.38) implies this for N ≥ |c| > N (1/2)−ζ).
Now the sum
∑
06=α∈O |α|−2σ is convergent when σ > 1, and so, given the definition (1.9.15) and Re-
mark 1.9.7, it follows by the result (1.9.24) of Proposition 2 that
∑
c∈aCa
|c|−2σ ≤
∑
06=α∈O
∣∣∣∣ αµ(a)
∣∣∣∣−2σ ≪σ |µ(a)|2σ ≤ |µ(a)|2 (σ > 1). (5.41)
Therefore application of the bound (5.40) shows that
∑
c∈aCa
|c|2>N1−2ζ
|Φ(c;P,K;N)|
|c|2 ≪ζ (PK)
ζ
(
P−2 +K−2
)
N1+5ζ ‖bN‖22
∑
c∈aCa
1
|c|2+ζ ≪ζ
≪ζ (PK)ζ
(
P−2 +K−2
) |µ(a)|2N1+5ζ ‖bN‖22 . (5.42)
Suppose now that
0 < |c|2 ≤ N1−2ζ . (5.43)
Since ζ > 0 and N ≥ 1, it is certainly implied by (5.43) that c and N satisfy the case A1 = 1, ε = ζ of the
condition (1.9.28) of Proposition 2. Indeed, given (5.19), (5.20), (5.30), (5.31), (5.33) and (5.43), the result
(1.9.28)-(1.9.30) of Proposition 2 implies that if φ, ψ ∈ R and
0 < |ψ| ≤ 2e (say) (5.44)
then one has:
Φ◦(c,M ;N ;ψ, φ) = Oζ
(
|ψ|−1/2
)(
|c|1/2N3/4 +M |c|3/2N1/4
)
N ζ ‖bN‖22 =
= Oζ
(
|ψ|−1/2
)(
|c|1/2N3/4 +∆
(
|c|3/2N1/4 + |c|1/2N3/4
))
N ζ ‖bN‖22 ≪
≪ Oζ
(
|ψ|−1/2
)
∆|c|1/2N (3/4)+ζ ‖bN‖22 ≪ζ
≪ζ |ψ|−1/2(PK)ζN (3/4)+2ζ |c|1/2 ‖bN‖22 (5.45)
and, similarly,
Φ•(c,M ;N ;ψ, φ) = Oζ
(
|ψ|−1/2(PK)ζN (3/4)+2ζ |c|1/2 ∥∥b×N∥∥22)≪ζ
≪ζ |ψ|−1/2(PK)ζN (7/4)+2ζ |c|−3/2 ‖bN‖22 . (5.46)
In order to facilitate the application of the last bound one may note that, by (5.27) and (4.27), it is
certainly the case that one has
|Φ(c;P,K;N)| ≤ 1
2π
(
2∑
j=−2
Ij
)
+Φ∗M (c;P,K;N) , (5.47)
where
I0 =
∫ K
−K
∫ P
−P
e−ξ
2−η2GP,K(η, ξ) ι
(
ξ
K
,
η
P
)
dηdξ ,
64
I±1 =
∫ ∞
K
∫ ∞
−∞
e−ξ
2−η2GP,K(η, ξ) ι
(
± ξ
K
,
η
P
)
dηdξ ,
I±2 =
∫ ∞
−∞
∫ ∞
P
e−ξ
2−η2GP,K(η, ξ) ι
(
ξ
K
,± η
P
)
dηdξ
and
ι(y, x) =
∫ π
−π
∣∣Φ•(c,M ;N ;ψ(y, x;φ), φ)∣∣ dφ .
By (4.23) and (5.35), the condition (5.44) will hold for ψ = ψ(y, x;φ) if y ∈ [−1, 1], x, φ ∈ (−π, π) and
tan(φ) 6= tanh(y) tan(x). Moreover, since 0 < 1 < π/2, it follows by Lemma 4.8 that∫ π
−π
|ψ(y, x;φ)|−1/2dφ≪ 1√
cos(1)
≪ 1 for x ∈ [−1, 1] and y ∈ R .
Therefore it follows from the bound (5.46) for
∣∣Φ•(c,M ;N ;ψ(y, x;φ), φ)∣∣ that one has:
ι(y, x)≪ζ (PK)ζN (7/4)+2ζ |c|−3/2 ‖bN‖22 for x, y ∈ [−1, 1] .
This, together with the bound obtained in (5.37), enables one to conclude that
I0 ≪ζ (PK)ζ
(
P−2 +K−2
)
N (7/4)+2ζ |c|−3/2 ‖bN‖22 . (5.48)
In estimating I±1 and I±2 one may use the bound
ι(y, x)≪ exp(|y|/2)(PKN)ζN2|c|−2 ‖bN‖22 (x, y ∈ R), (5.49)
which follows, given (5.43), from (5.34), (5.35) and (5.19). Indeed, since one has∫ ∞
K
∫ ∞
−∞
e−ξ
2−η2
(
e2ξ/K
(
ξ
K
)2
+
( η
P
)2)
eξ/(2K)dη dξ ≪
(
1
P 2
+
1
K2
)∫ ∞
K
e(5/2)ξ−ξ
2
ξ2dξ ≤
≤
(
1
P 2
+
1
K2
)
exp
(
−K
2
2
)∫ ∞
−∞
e(5ξ−ξ
2)/2ξ2dξ ,
it follows from (5.49) and (5.36) that
I±1 ≪ exp
(−K2/2) (PK)ζ (P−2 +K−2)N2+ζ |c|−2 ‖bN‖22 .
Similar reasoning shows that the estimates (5.49) and (5.36) imply also that
I±2 ≪ exp
(−P 2/2) (PK)ζ (P−2 +K−2)N2+ζ |c|−2 ‖bN‖22 .
By (5.24), (5.47), (5.48) and the bounds just obtained for the integrals I±1 and I±2, it follows that,
subject to the condition (5.43) holding, one has:
Φ(c;P,K;N)≪ Oζ
((
P−2 +K−2
) (
(PK)ζN (7/4)+2ζ |c|−3/2 +N−1/2|c|) ‖bN‖22) +
+
(
e−P
2/2 + e−K
2/2
)
(PK)ζ
(
P−2 +K−2
)
N2+ζ |c|−2 ‖bN‖22 ≪
≪ (PK)ζ(P−2 +K−2)(Oζ(N (7/4)+2ζ |c|−3/2)+ (e−P 2/2 + e−K2/2)N2+ζ |c|−2)‖bN‖22 . (5.50)
Note that (5.50) was derived principally from (5.27) and the bounds for |Φ•(c,M ;N ;ψ, φ)| given by (5.46)
and (5.34). By using instead (5.26) and the bounds (5.45) and (5.32) found for |Φ◦(c,M ;N ;ψ, φ)|, one
similarly obtains (as an alternative to (5.50)) the estimate
Φ(c;P,K;N)≪ (PK)ζ(P 2 +K2) (Oζ(N (3/4)+2ζ |c|1/2)+ (e−P 2/2 + e−K2/2)N1+ζ) ‖bN‖22 , (5.51)
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subject to the condition (5.43) holding.
Since 0 < ζ ≤ 1/5 < 3/2, it follows by (5.41) that one has:∑
c∈aCa
|c|>X
|c|−7/2 < Xζ−(3/2)
∑
c∈aCa
|c|−2−ζ ≪ζ Xζ−(3/2)|µ(a)|2 for X > 0 .
Hence, and with the aid of the case σ = 2 of (5.41), one may deduce from (5.50) that
∑
c∈aCa
N(1/2)−ζ≥|c|> N
(1/2)−ζ
PK
|Φ(c;P,K;N)|
|c|2 ≪
≪ (PK)ζ
(
1
P 2
+
1
K2
)(
Oζ
(
N (7/4)+2ζ
(
N (1/2)−ζ
PK
)ζ−(3/2)
|µ(a)|2
)
+
+
(
e−P
2/2 + e−K
2/2
)
N2+ζ |µ(a)|4
)
‖bN‖22 ≪ζ
≪ζ (PK)ζ
(
1
P 2
+
1
K2
)(
(PK)3/2N1+4ζ |µ(a)|2 +
+
(
e−P
2/2 + e−K
2/2
)
N2+ζ |µ(a)|4
)
‖bN‖22 . (5.52)
Moreover, since the bound (5.51) shows that if |c| ≤ N (1/2)−ζ/(PK) then
|c|ζΦ(c;P,K;N)≪ (PK)ζ(P 2 +K2) (Oζ((PK)−1/2)+ e−P 2/2 + e−K2/2)N1+2ζ ‖bN‖22 ,
one may therefore use the case σ = 1 + (ζ/2) of (5.41) to deduce from (5.51) that
∑
c∈aCa
|c|≤N(1/2)−ζ/(PK)
|Φ(c;P,K;N)|
|c|2 ≪ζ
≪ζ (PK)ζ
(
P 2 +K2
) (
(PK)−1/2 + e−P
2/2 + e−K
2/2
)
N1+2ζ |µ(a)|2 ‖bN‖22 =
= (PK)ζ
(
1
P 2
+
1
K2
)(
(PK)3/2N1+2ζ |µ(a)|2 +
+
(
e−P
2/2 + e−K
2/2
)
(PK)2N1+2ζ |µ(a)|2
)
‖bN‖22 . (5.53)
Observe now that, given the result (1.9.24) of Proposition 2, the sum over c on the left-hand side of
(5.53) is in fact an empty sum unless |µ(a)|N (1/2)−ζ/(PK) ≥ 1. One may therefore replace the upper bound
on the right-hand side of (5.53) by
Oζ
(
(PK)ζ
(
1
P 2
+
1
K2
)(
(PK)3/2N1+2ζ |µ(a)|2 + (e−P 2/2 + e−K2/2)N2|µ(a)|4)‖bN‖22) .
Given this modification of (5.53), together with the complementary bounds found in (5.52) and (5.42), it
now follows by the triangle inequality that the sum La(q0, P,K;N, b) defined in (5.16) must satisfy
La(q0, P,K;N, b)≪ζ
≪ζ (PKN)5ζ
(
P−2 +K−2
)(
(PK)3/2N |µ(a)|2 + (e−P 2/2 + e−K2/2)N2|µ(a)|4)‖bN‖22 . (5.54)
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Since (5.54) has been established for an arbitrary ζ ∈ (0, 1/5], it follows now by (5.4), (5.15) and (5.54)
that, for 0 < η ≤ 1,
Ea(q0, P,K;N, b) = [Γa : Γ
′
a]
8π2
(
P 2 +K2
)
PK
(
1 +O
(
P 2e−π
2P 2
)) ‖baN‖22 +
+Oη
(
(PKN)η
(
P 2 +K2
)(N |µ(a)|2
(PK)1/2
+
(
e−P
2/2 + e−K
2/2
)N2|µ(a)|4
(PK)2
)
‖bN‖22
)
.
(5.55)
Note here that, by (5.10), (1.9.16) and the arithmetic-geometric mean inequality, one has
‖baN‖22 ≤ ‖bN‖22 .
Therefore if one supposes now that j ∈ {0, 1}, then it may be deduced from (5.2), (5.8) and (5.55) that, for
P1,K1 ≥ 1 and 0 < η ≤ 1, one has:
Eaj (q0, P1,K1;N, b)≪
≪ (P 21 +K21)
(
P1K1 +Oη
(
(P1K1N)
η
)( N |µ(a)|2
(P1K1)1/2
+
(
e−P1 + e−K1
)N2|µ(a)|4
(P1K1)2
))
‖bN‖22 .
(5.56)
By the definition (1.9.15) and Remark 1.9.7, one has 1/µ(a) ∈ O, so that 0 < |µ(a)| ≤ 1. Therefore, and
since P,K ≥ 1, it follows by (5.56) for η = 1/2, P1 = P and K1 = K that one has (in particular):
Eaj (q0, P,K;N, b)≪
(
P 2 +K2
)(
PK +N3/2 + (PK)−3/2N5/2
)
‖bN‖22 . (5.57)
The aim now is to show that (5.57) and (5.56) (for any given η ∈ (0, 1]) imply the bound
Eaj (q0, P,K;N, b)≪
(
P 2 +K2
)(
PK +Oη
(
N1+4
√
η |µ(a)|2
(PK)1/2
))
‖bN‖22 . (5.58)
This (since (5.56) holds for all η ∈ (0, 1]) will be enough to prove the theorem: for, in cases where 0 < ε ≤ 4,
the bound (1.9.14) follows immediately from (5.58) for η = (ε/4)2; while, in cases where ε > 4, the bound
(1.9.14) is (given that N ≥ 1) a trivial corollary of (1.9.14) for ε = 4.
Now since (5.57) implies the desired result (5.58) if PK > N3/2, one may henceforth suppose that
PK ≤ N3/2 . (5.59)
Independently of the conclusion just reached, one may observe also that if one has
P1 ≥ P, K1 ≥ K and P1K1 ≤ N2 , (5.60)
then, by (1.9.12)-(1.9.13) and (5.56), it follows that
Eaj (q0, P,K;N, b) ≤ Eaj (q0, P1,K1;N, b)≪
≪ (P 21 +K21)
(
P1K1 +Oη
(
N3η
)(N |µ(a)|2
(PK)1/2
+
(
e−P1 + e−K1
)N2|µ(a)|4
(PK)2
))
‖bN‖22 . (5.61)
Given (5.59), the condition (5.60) is (in particular) satisfied when P1 = P and K1 = K, so that (5.61)
holds in this case. Hence, on noting that e−P + e−K ≤ 2/e, one obtains the bound
Eaj (q0, P,K;N, b)≪
(
P 2 +K2
)(
PK +Oη
(
N3η
)(N |µ(a)|2
(PK)1/2
+
N2|µ(a)|4
(PK)2
))
‖bN‖22 , (5.62)
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which (since PK ≥ 1, N ≥ 1 and √η ≥ η > 0) implies the desired result (5.58) if N |µ(a)|2 < N√η. Therefore
it is only cases where one has
N |µ(a)|2 ≥ N√η
that require any further consideration. In these cases Nη ≤ (N |µ(a)|2)√η, so that, by (5.62), one obtains:
Eaj (q0, P,K;N, b)≪
(
P 2 +K2
)(
PK +Oη
((
N |µ(a)|2)1+3√η
(PK)1/2
+
(
N |µ(a)|2)2+3√η
(PK)2
))
‖bN‖22 .
Since N ≥ 1 ≥ |µ(a)|, the bound just noted certainly implies the desired result (5.58) if (PK)3/2 > N |µ(a)|2,
and so one may henceforth suppose that
PK ≤ N |µ(a)|
2
(PK)1/2
. (5.63)
Take now
P1 = max
{
P,
(
N |µ(a)|2)η/2} and K1 = max{K, (N |µ(a)|2)η/2} .
Since N,P,K ≥ 1 and (N |µ(a)|2)η/2 ≤ Nη/2 ≤ N1/2, it follows by (5.59) that (5.60) holds. Therefore (5.61)
also holds. Moreover, since
e−P1 + e−K1 ≤ 2 exp
(
− (N |µ(a)|2)η/2)≪η (N |µ(a)|2)−1 and PK ≥ 1 ,
it follows from (5.61) that
Eaj (q0, P,K;N, b)≪
(
P 21 +K
2
1
)(
P1K1 +Oη
(
N1+3η|µ(a)|2
(PK)1/2
))
‖bN‖22 .
Now observe that this implies the desired result (5.58): for one has, in the above bound,
P 21 +K
2
1 ≤
(
N |µ(a)|2)η (P 2 +K2) ≤ Nη (P 2 +K2)
and, by (5.63),
P1K1 ≤
(
N |µ(a)|2)η PK ≤ (N |µ(a)|2)1+η
(PK)1/2
≤ N
1+η|µ(a)|2
(PK)1/2
,
where Nη ≤ N√η (given that 0 < η ≤ 1 and N ≥ 1). Since no other cases remain to be considered, it
has therefore now been shown that, subject to the hypotheses of the theorem, the bound (5.58) holds for
j ∈ {0, 1} and 0 < η ≤ 1. For the reasons mentioned below (5.58), this completes proof of the theorem 
§6. Appendix on the proof of the sum formula.
In this appendix we give a description of the proof of Theorem B. The proof we shall describe is obtained
through an adaptation of the work [5] of Bruggeman and Motohashi; it also owes much to Lokvenec-Guleska’s
thesis [32], in which a significant generalisation of the Bruggeman-Motohashi sum formula is obtained.
It is to be assumed throughout this appendix that q0 is a given non-zero Gaussian integer, and that
Γ = Γ0(q0) (the Hecke congruence subgroup of SL(2,Z[i]) defined in Equation (1.1.1)). Notations already
introduced in Section 1 of the paper remain in use: we shall define additional terminology as the need arises,
and our useage of any such additional terminology shall not be limited to the subsection of the appendix in
which the relevant definition is stated (in particular, a full understanding of Subsection 6.5 and Subsection 6.6
requires some familiarity with terminology defined in the first four subsections of this appendix).
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§6.1 Generalised Kloosterman sums.
In this subsection we aim to justify what is stated in and between (1.5.11) and (1.5.12), concerning
the generalised Kloosterman sums, and associated sets aCb, defined in (1.5.8)-(1.5.10). For our proof of the
upper bound (1.5.12) we shall need the analogue, due to Bruggeman and Miatello [4], of the ‘Weil-Estermann’
bound for classical Kloosterman sums. We need also the following lemma, the proof of which is modelled
very closely on Motohashi’s work, in Section 15 of [36], on Hecke congruence sugroups of SL(2,Z).
Lemma 6.1.1. Let u1, w1, u2, w2 ∈ O satisfy
wj | q0 and (uj , wj) ∼ 1 (j = 1, 2). (6.1.1)
Let a′ and b′ be the cusps of Γ = Γ0(q0) ≤ SL(2,O) given by a′ = u1/w1 and b′ = u2/w2. Suppose
moreoever that the scaling matrices, gu1/w1 = ga′ and gu2/w2 = gb′ are chosen similarly to gu/w in the proof
of Lemma 4.2, so that one has:
guj/wj = ̟uj/wjτvj ∈ SL(2,C) (j = 1, 2), (6.1.2)
where
̟u/w =
(
u −w˜
w u˜
)
∈ SL(2,O) (u,w ∈ O, w 6= 0 and (u,w) ∼ 1), (6.1.3)
with u˜, w˜ denoting an arbitrary pair of Gaussian integers such that uu˜+ ww˜ = 1, while
τv =
(√
v 0
0 1/
√
v
)
∈ SL(2,C) (v ∈ C∗), (6.1.4)
and v1, v2 are an arbitrary pair of Gaussian integers such that
vj ∼ q0/wj
(q0/wj , wj)
(j = 1, 2). (6.1.5)
Then ga′ , gb′ ∈ SL(2,C) are such that the conditions (1.1.16) and (1.1.20)-(1.1.21) are satisfied when either
c = a′ or c = b′. The corresponding set a
′Cb′ (for which see (1.5.8)-(1.5.9)) satisfies
a′Cb′ ⊆ √v1v2O− {0} (6.1.6)
(with v1, v2 as in (6.1.5)) and, for all m,n ∈ O and all C ∈ O− {0} such that √v1v2 C ∈ a′Cb′ , one has
Sa′,b′ (m,n;C
√
v1v2) =
∑ ∑
A mod v1CO, D mod v2CO
AD≡1 mod CO
χq0
(
̟a′g(A,D;C)̟
−1
b′
)
e
(
Re
(
mA
v1C
+
nD
v2C
))
, (6.1.7)
where the matrices ̟a′ = ̟u1/w1 and ̟b′ = ̟u2/w2 are as in (6.1.2)-(6.1.3), while
g(a, d; c) =
(
1 a/c
0 1
)(
0 −1/c
c 0
)(
1 d/c
0 1
)
=
(
a ∗
c d
)
∈ SL(2,C) (a, d ∈ C, c ∈ C∗), (6.1.8)
and where, for g ∈ SL(2,C),
χq0(g) =
{
1 if g ∈ Γ0(q0),
0 otherwise.
(6.1.9)
In particular, the terms of the sum on the right-hand side of (6.1.7) are well defined, so that, for a, d ∈ C,
and all relevant choices of C, one has
χq0
(
̟a′g(a+ sv1C, d+ tv2C;C)̟
−1
b′
)
= χq0
(
̟a′g(a, d;C)̟
−1
b′
)
when s, t ∈ O. (6.1.10)
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Proof. The scaling matrices ga′ , gb′ are chosen similarly to the scaling matrix gu/w which features in the
proof of Lemma 4.2. That proof shows gu/w to be such that the conditions (1.1.16) and (1.1.20)-(1.1.21) are
satisfied when c = u/w. One may therefore infer that ga′ and gb′ are such that the same is true both for
c = a′, and for c = b′.
By (6.1.2) and (6.1.3), one has g−1a′ Γgb ⊆ τ−1v1 ̟−1u1/w1SL(2,O)̟u2/w2τv2 ⊆ τ−1v1 SL(2,O)τv2. Given this,
and the definitions (6.1.4), (1.5.8) and (1.5.9), a very short calculation suffices to show that (6.1.6) holds.
We now have only to prove the results in (6.1.7)-(6.1.10). We may suppose that m and n are Gaussian
integers, and that
√
v1v2 C = c ∈ a′Cb′ . By (6.1.6), we have 0 6= C ∈ O. Given that the relevant cases of
(1.1.20)-(1.1.21) hold, it follows by the definition (1.5.10) that
Sa′,b′ (m,n; c) =
∑
g∈B+\g−1
a′
a
′
Γb
′
(c)g
b′/B
+
g=
(
α(g) ∗
c δ(g)
)
e
(
Re
(
m
α(g)
c
+ n
δ(g)
c
))
, (6.1.11)
where the summation is such that g runs over the elements of a complete set of representatives,
{
g(r) : r ∈ R}
(say), for the set of double cosets B+\g−1a′ a
′
Γb
′
(c)gb′/B
+ = B+\τ−1v1 ̟−1a′ a
′
Γb
′
(c)̟b′τv2/B
+. The correspond-
ing set
{
τv1g
(r)τ−1v2 : r ∈ R
}
is, given (6.1.4), a complete set of representatives for the set of double cosets
B+1 \̟−1a′ a
′
Γb
′
(c)̟b′/B
+
2 , where, for j = 1, 2,
B+j = τvjB
+τ−1vj =
{
h
[√
vj
]
n[ξ]h
[
1/
√
vj
]
: ξ ∈ O} = {n [vjξ] : ξ ∈ O} . (6.1.12)
Hence, upon rewriting the summation in (6.1.11) in terms of
g˜ = τv1gτ
−1
v2 =
(
α(g)
√
v1/v2 ∗
c/
√
v1v2 δ(g)
√
v2/v1
)
=
(
A(g˜) ∗
C D(g˜)
)
(say),
one finds that
Sa′,b′ (m,n;C
√
v1v2) =
∑
g˜∈B+1 \̟−1a′
a
′
Γb
′
(C
√
v1v2)̟b′/B
+
2
g˜=
(
A(g˜) ∗
C D(g˜)
)
e
(
Re
(
m
A(g˜)
v1C
+ n
D(g˜)
v2C
))
, (6.1.13)
where the set̟−1a′
a′Γb
′(
C
√
v1v2
)
̟b′ is (of course) invariant under both multiplication on the left by elements
of B+1 , and multiplication on the right by elements of B
+
2 , and is moreover a subset of SL(2,O) (for, by
(1.5.8), and (6.1.1) and (6.1.3), we have a
′
Γb
′(
C
√
v1v2
) ⊂ Γ ≤ SL(2,O) and ̟a′ , ̟b′ ∈ SL(2,O)). By
the last observation, we have, in the above, A(g˜), D(g˜) ∈ O, and, given that C 6= 0, may express g˜ as
g(A(g˜), D(g˜);C), where the notation g(a, d; c) is defined in (6.1.8). Furthermore, by (6.1.8) it is evident
that, for z1, z2 ∈ C, one has
n [z1] g(A,D;C)n [z2] = n
[
z1 +
A
C
]
g(0, 0;C)n
[
D
C
+ z2
]
= g (A+ Cz1, D + Cz2;C) , (6.1.14)
and so the result stated in (6.1.7)-(6.1.9) is merely a more explicit formulation of (6.1.13) and (6.1.12).
Finally, given (6.1.12) and (6.1.14), it suffices for proof of the result (6.1.10) that we can show̟a′B
+
1 ̟
−1
a′
and̟b′B
+
2 ̟
−1
b′ to be subgroups of the group Γ = Γ0(q0). This is easily achieved. Indeed, by the first equality
of (6.1.12), and by (6.1.2) and (1.1.20), one has
̟uj/wjB
+
j ̟
−1
uj/wj
= ̟uj/wjτvjB
+τ−1vj ̟
−1
uj/wj
= guj/wjB
+g−1uj/wj = Γ
′
uj/wj
< Γ (j = 1, 2),
which (given that u1/w1 = a
′ and u2/w2 = b′) is just what was required 
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Corollary 6.1.2. Subject to the hypotheses of the above lemma, one has the trivial bound:
|Sa′,b′ (m,n; c)| ≤ |c|2 |v1v2| (m,n ∈ O and c ∈ a′Cb′). (6.1.15)
Proof. In the sum on the right-hand side of equation (6.1.7) there are |(O/CO)∗| ≤ |C|2 choices for
A mod CO; and when that residue class is given, the congruence condition AD ≡ 1 mod CO determines
D mod CO, so that there remain just |v1|2 choices for A mod v1CO and |v2|2 choices for D mod v2CO.
Hence the sum appearing in (6.1.7) contains at most |Cv1v2|2 non-zero terms. The bound (6.1.15) therefore
follows from (6.1.6) and the case C = c/
√
v1v2 of (6.1.7)-(6.1.9), by way of the triangle inequality 
The next lemma is the Gaussian integer analogue of Equation (15.14) of [36]. Before stating the lemma,
it is helpful to clarify that it assumes a more special choice of all the relevant scaling matrices than was the
case in Lemma 6.1.1. To be precise, although it is still to be assumed that gu/w = ̟u/wτv, with ̟u/w and
τv as in (6.1.3)-(6.1.5), it is now also to be supposed that ̟u/w is chosen in such a way that the relevant
Gaussian integer u˜ in (6.1.3) satisfies
uu˜ ≡ 1 mod q0O . (6.1.16)
Since this is only possible when u is coprime to q0, the choice of cusps is also more restricted than is the
case in Lemma 6.1.1.
Lemma 6.1.3. Let the hypotheses of Lemma 6.1.1 be satisfied. Suppose moreover that (u1u2, q0) ∼ 1, and
that the scaling matrices gu1/w1 = ga′ and gu2/w2 = gb′ satisfy the additional constraint imposed in (6.1.16).
Let C be a non-zero Gaussian integer such that C
√
v1v2 ∈ a′Cb′ . Then, for some Cq0 , C′q0 , C˜q0 ∈ O, one has
Cq0C
′
q0 = C , C
′
q0 ∼ (C, q∞0 ) , Cq0C˜q0 ≡ 1 mod
[
[v1, v2]C
′
q0 , q0
]
O (6.1.17)
(where [r, s] denotes an arbitrary least common multiple of r and s, and where the notation ‘q∞0 ’ signifies
that one has C′q0 ∼ (C, qN0 ) for all sufficiently large N ∈ N) and also:
a′′Cb′′ ∋ C′q0
√
v1v2 (6.1.18)
and, for all m,n ∈ O,
Sa′,b′ (m,n;C
√
v1v2) = Sa′′,b′′
(
C˜q0m, C˜q0n;C
′
q0
√
v1v2
)
S
((
C′q0v1
)∗
m,
(
C′q0v2
)∗
n;Cq0
)
, (6.1.19)
where
a′′ = C˜q0u1/w1 , b
′′ = C˜q0u2/w2 (6.1.20)
and the associated scaling matrices are ga′′ = ̟C˜q0u1/w1
τv1 and gb′′ = ̟C˜q0u2/w2
τv2 (with τv, v1 and v2 as
in (6.1.4)-(6.1.5), and with ̟u/w as indicated in (6.1.3) and (6.1.16)), while S(a, b; c) denotes the ‘simple
Kloosterman sum’ defined in (2.16), and the ∗-notation has the significance explained in our subsection on
notation (under the sub-heading ‘Other Number-Theoretic Notation’).
Proof. Since the proof involves calculations very similar to those of Section 15 of [36], we only sketch the
main points.
Note firstly that, since O is a unique factorisation domain, we can certainly find a Gaussian integer C′q0
satisfying the condition C′q0 ∼ (C, q∞0 ) in (6.1.17). Then C′q0 | C, and the Gaussian integer Cq0 = C/C′q0 is
coprime to each of C′q0 , q0, v1 and v2 (the latter two being factors of q0, by virtue of (6.1.5) and (6.1.1)).
Hence there exist Cq0 , C
′
q0 , C˜q0 ∈ O such that all the conditions in (6.1.17) are satisfied.
Let Cq0 , C
′
q0 , C˜q0 ∈ O satisfy the conditions in (6.1.17), and let the cusps a′′, b′′ be given by (6.1.20).
Since (u1u2, q0) ∼ 1 (by hypothesis), (C˜q0 , q0) ∼ 1 (by (6.1.17)) and w1, w2 | q0 (by (6.1.1)), we may choose
the scaling matrices ga′′ and gb′′ to be as described below (6.1.20). Then, given the hypotheses of the lemma
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concerning ga′ and gb′ , it may be shown by a calculation that, with regard to the result (6.1.7) of Lemma
6.1.1, one has:
χq0
(
̟a′g(A,D;C)̟
−1
b′
)
= χq0
(
̟a′′g
(
A,D;C′q0
)
̟−1b′′
)
for A,D ∈ O with AD ≡ 1 mod CO (6.1.21)
(where ̟u/w, g(a, d; c) and χq0 are given by (6.1.3), (6.1.8) and (6.1.9)). We remark that the full force of the
congruence in (6.1.17) is not required in the above: it would suffice there to have just Cq0C˜q0 ≡ 1 mod q0O.
Given that a
′Cb′ ∋ C√v1v2, and given the assumptions made concerning scaling matrices, it may be
deduced from (6.1.21) that a
′′Cb′′ ∋ C′q0
√
v1v2, so that one may apply Lemma 6.1.1 with a
′′, b′′ and C′q0
substituted for a′, b′ and C, respectively (and with no change in the values of v1 and v2). By making these
substitutions in (6.1.10), one finds that the right-hand side of the equation in (6.1.21) is a function of the
residue class of A mod v1C
′
q0O and the residue class of D mod v2C
′
q0O. Therefore, and since (v1C
′
q0 , Cq0 ) ∼ 1
and (v2C
′
q0 , Cq0) ∼ 1, one may apply the Chinese Remainder Theorem to deduce from (6.1.7) and (6.1.21)
that
Sa′,b′ (m,n;C
√
v1v2) = XY ,
where
X =
∑ ∑
A mod v1C
′
q0
O, D mod v2C
′
q0
O
AD≡1 mod C′q0O
χq0
(
̟a′′g
(
A,D;C′q0
)
̟−1b′′
)
e
(
Re
(
C˜q0mA
v1C′q0
+
C˜q0nD
v2C′q0
))
and
Y =
∑ ∑
A mod Cq0O, D mod Cq0O
AD≡1 mod Cq0O
e
(
Re
((
v1C
′
q0
)∗
mA
Cq0
+
(
v2C
′
q0
)∗
nD
Cq0
))
= S
((
C′q0v1
)∗
m,
(
C′q0v2
)∗
n;Cq0
)
.
The result (6.1.19) follows: for, by Lemma 6.1.1 (applied with a′′ and b′′ substituted for a′ and b′, respec-
tively), one has X = Sa′′,b′′
(
C˜q0m, C˜q0n;C
′
q0
√
v1v2
)

Corollary 6.1.4. Let the combined hypotheses of Lemma 6.1.1 and Lemma 6.1.3 be satisfied. Then, for
all m,n ∈ O, one has
|Sa′,b′ (m,n;C√v1v2)| ≤ 23/2τ(C)
∣∣(m,n,C)C (C, q∞0 ) v21v22∣∣ , (6.1.22)
where τ(k) equals the number of Gaussian integer divisors of k, and ‘q∞0 ’ has the same meaning as in (6.1.17).
Proof. By (6.1.20), one has a′′ = u′1/w1 and b
′′ = u′2/w2, where u
′
j = C˜q0uj ∈ O (j = 1, 2), so that, by
(6.1.1) and (6.1.17), (u′j , wj) ∼ 1 for j = 1, 2. Hence (and given the result in (6.1.18)) Corollary 6.1.2 may be
applied with a′′ and b′′ substituted for a′ and b′ (respectively), and with v1 and v2 unchanged. Consequently
one has the upper bound∣∣∣Sa′′,b′′ (C˜q0m, C˜q0n;C′q0√v1v2)∣∣∣ ≤ ∣∣C′q0√v1v2∣∣2 |v1v2| = ∣∣C′q0v1v2∣∣2 . (6.1.23)
By the result (2.18) of Lemma 2.4 (the ‘Weil-Estermann’ bound obtained by Bruggeman and Miatello in
[4]), we have also the upper bound∣∣∣S((C′q0v1)∗m, (C′q0v2)∗n;Cq0)∣∣∣ ≤ 23/2τ(Cq0 ) |(m,n,Cq0)Cq0 | (6.1.24)
for the second factor on the right-hand side of equation (6.1.19) (note that we have used here the fact that,
in equation (6.1.19), both (C′q0v1)
∗ and (C′q0v2)
∗ are, by definition, coprime to Cq0 ). By (6.1.24), (6.1.23),
(6.1.19) and (6.1.17), the bound (6.1.22) follows 
72
The next (and final) lemma in this subsection contains the results stated in (1.5.11) and (1.5.12). In
those results, and in the lemma, we make use of the notation ‘mc’ introduced below equation (1.1.22). Hence,
for each cusp c of the group Γ = Γ0(q0) ≤ SL(2,O), we take mc to signify an arbitrary Gaussian integer
satisfying
mc ∼
{
q0/(w
2, q0) if c = u/w with u,w ∈ O, w 6= 0 and (u,w) ∼ 1;
1 if c =∞. (6.1.25)
(see (1.5.8)-(1.5.10) for the definitions of the relevant generalised Kloosterman sums Sa,b(m,n; c) and the
associated sets aCb). It follows from (6.1.25) that the ideal mcO depends only on the Γ-equivalence class of
the cusp c (we skip the easy proof of this). For the notations ‘τ(k)’ and ‘q∞0 ’, see below (6.1.17) or (6.1.22).
Lemma 6.1.5. Let m,n ∈ O. Let a and b be cusps of Γ = Γ0(q0), and let the associated scaling matrices
ga, gb ∈ SL(2,C) be such that the conditions (1.1.16) and (1.1.20)-(1.1.21) are satisfied for c ∈ {a, b}. Then
one has, for some ǫ ∈ O∗, both the relation
aCb ⊆ √ǫmamb O− {0} (6.1.26)
and, for all c =
√
ǫmamb C ∈ aCb, the upper bounds
|Sa,b(m,n; c)| ≤ 23/2τ(C)
∣∣(m,n,C)C (C, q∞0 )m2am2b∣∣ (6.1.27)
and
|Sa,b(m,n; c)| ≤ |Cmamb|2 . (6.1.28)
Proof. By the result (2.4) of Lemma 2.2, there exist u1, w1, u2, w2 ∈ O satisfying (6.1.1), and such that
a ∼Γ u1/w1 and b ∼Γ u2/w2 . (6.1.29)
It may at the same time be assumed (in the above) that the hypothesis (u1u2, q0) ∼ 1 of Lemma 6.1.3 is
satisfied: note that this does not entail any loss of generality, for one has uj/wj ∼ (uj+kwj)/wj , for j = 1, 2
and all k ∈ O, and the coprimality conditions in (6.1.1) imply that both of the sets {u1 + kw2 : k ∈ O} and
{u2 + kw2 : k ∈ O} do contain elements coprime to q0.
We now write u1/w1 = a
′ and u2/w2 = b′, and take the associated scaling matrices, ga′ = gu1/w1 and
gb′ = gu2/w2 , to be of the form indicated in (6.1.2)-(6.1.5) of Lemma 6.1.1, so that ga′ = ̟u1/w1τv1 and
gb′ = ̟u2/w2τv2 where v1, v2, τv1 and τv2 are as in (6.1.5) and (6.1.4), while ̟u1/w1 and ̟u2/w2 are as
indicated by (6.1.3). Since (u1u2, q0) ∼ 1, and since w1, w2 | q0, we may suppose moreover that, for j = 1, 2,
one has
̟uj/wj =
(
uj −w˜j
wj u˜j
)
∈ SL(2,O) ,
with u˜j ∈ O such that uj u˜j ≡ 1 mod q0O (i.e. one can find rj , sj ∈ O such that ujrj + q0sj = 1, and so may
take u˜j = rj and w˜j = (q0/wj)sj in the above). Note that (as is stated in Lemma 6.1.1) such a choice of
the scaling matrices ga′ and gb′ ensures that the conditions (1.1.16) and (1.1.20)-(1.1.21) are satisfied when
c ∈ {a′, b′}. Therefore, given the relations in (6.1.29), it follows by Lemma 2.1, (2.2) and (2.3), that, for
some pair of units ǫ1, ǫ2 ∈ O∗, one has both
aCb = √ǫ1ǫ2 a′Cb′ (6.1.30)
and, for all c ∈ aCb,
|Sa,b(m,n; c)| = |Sa′,b′(ǫ1m, ǫ2 n; c/√ǫ1ǫ2)| (6.1.31)
(note that, by (1.5.13), the choice of square roots in the above is immaterial).
Now, by (6.1.30) and the result (6.1.6) of Lemma 6.1.1, we have
aCb ⊆ √ǫ1ǫ2v1v2 O− {0} , (6.1.32)
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where the Gaussian integers v1, v2 satisfy (6.1.5), and so (see (6.1.25)) are such that v1 ∼ ma′ and v2 ∼ mb′ .
Given the relations in (6.1.29), we have moreover ma ∼ ma′ ∼ v1 and mb ∼ mb′ ∼ v2, and so, by (6.1.32),
we obtain the result (6.1.26) with ǫ = (v1/ma)(v2/mb)ǫ1ǫ2 ∈ O∗. Moreover, with ǫ as just indicated, it
follows from (6.1.30) and (6.1.32) that, if c, C ∈ C∗ are such that c ∈ aCb and √ǫmambC = c, then one has
0 6= C ∈ O and √v1v2 C = c/√ǫ1ǫ2 ∈ a′Cb′ , and so obtains, by (6.1.31) and Corollary 6.1.4,
|Sa,b(m,n; c)| = |Sa′,b′(ǫ1m, ǫ2 n;√v1v2 C)| ≤ 23/2τ(C)
∣∣(ǫ1m, ǫ2 n,C) C (C, q∞0 ) v21v22∣∣ .
Since we have here ǫ1, ǫ2 ∈ O∗, v1 ∼ ma and v2 ∼ mb, the result (6.1.27) follows immediately. The proof
of (6.1.28) is similar, differing only in that one uses Corollary 6.1.2 in place of the ‘Weil-Estermann’ bound,
(6.1.22) 
§6.2 Poincare´ series.
Convergence, continuity and a lemma on inner products. For ω ∈ O, we define C0(N\G,ω) to
be the space of continuous functions h : G → C with the property that, for n ∈ N and g ∈ G, one has
h(ng) = ψω(n)h(g) (where ψω is the character of N defined in (1.4.3)). We remark that for each ω ∈ O one
has the relation C0(N\G,ω) ⊂ C0(B+\G), where
C0
(
B+\G) = {φ ∈ C0(G) : φ(bg) = φ(g) for b ∈ B+, g ∈ G} .
Assume now (and for the remainder of this subsection) that a is some cusp of Γ, that ω ∈ O, and that
one has f = fω ∈ C0(N\G,ω). Then the conditions (1.1.16) and (1.1.20)-(1.1.21), for c = a, suffice to ensure
that if, for all g ∈ G, the series on the right-hand side of the equation (1.5.4) converges absolutely then
(1.5.4) defines a function P af : G→ C which is Γ-automorphic.
In determining sufficient conditions for the absolute convergence of the Poincare´ series P af we shall
generalise the approach taken in Section 7.1 of [32], where only the case a = ∞ is considered. As a matter
of notational convenience, we begin by defining
ρ(na[r]k) = r for n ∈ N , r > 0 and k ∈ K, (6.2.1)
so that, for each ν ∈ C, one has
(ρ(g))
1+ν
= ϕ0,0(ν, 0)(g) (g ∈ G), (6.2.2)
where ϕℓ,q(ν, p) : G→ C is the function defined in (1.3.2). The following lemma will prove useful.
Lemma 6.2.1. Let a and b be cusps of Γ, and let ga, gb ∈ G = SL(2,C) be such that the conditions (1.1.16)
and (1.1.20)-(1.1.21) are satisfied for c ∈ {a, b}. Then the family of sets (aΓb(c))c∈aCb∪{0}, defined by (1.5.8)
and (1.5.9), is a partitioning of the set of elements of Γ. For c ∈ aCb ∪ {0}, γ ∈ aΓb(c) and g ∈ G, one has
ρ
(
g−1a γgbg
)
= ρ(g) if c = 0; (6.2.3)
ρ
(
g−1a γgbg
)
ρ(g) ≤ |c|−2 ≤ |mamb|−1 if 0 6= c ∈ aCb, (6.2.4)
where |mc|2 ∈ N is the ‘width’ of the cusp c (as defined below (1.1.22)).
Proof. Given that {ga, gb} ∪ Γ ⊂ G = SL(2,C), the assertion concerning the partitioning of Γ is an
immediate corollary of the definitions in (1.5.8) and (1.5.9).
By (1.5.8), one has γ ∈ aΓb(0) if and only if γ ∈ Γ and g−1a γgb∞ = ∞. Since the latter relation is
equivalent to the relation γb = a, it therefore follows by Equation (2.1) of Lemma 2.1 that if γ ∈ aΓb(0)
then g−1a γgb = h[η]n[β], for some η, β ∈ C with η2 ∈ O∗. The result (6.2.3) follows: for, by (1.1.4), (1.1.3),
(1.1.9) and (6.2.1), one has ρ(h[u]n[β]g) = |u|2ρ(n[β]g) = |u|2ρ(g) for u ∈ C∗, β ∈ C, g ∈ G.
Supposing now that g ∈ G, and that γ ∈ aΓb(c) for some non-zero c ∈ C, it follows by (1.1.4) and the
definition (1.5.8) that ρ(g−1a γgbg) = ρ(g)/(|cz + d|2 + |c|2ρ2(g)), where z ∈ C is the Iwasawa ‘z-coordinate’
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of g, while −d/c = g−1b γ−1ga∞ ∈ C. This shows, since |cz+ d|2 ≥ 0 (while ρ(g) and |c| are strictly positive),
that one has ρ(g−1a γgbg) ≤ 1/(|c|2ρ(g)) ∈ (0,∞), which implies the first inequality in (6.2.4). What remains
of (6.2.4) is immediate from (6.1.25) and the result (6.1.26) of Lemma 6.1.5 
We now suppose that, for some σ0 > 1 and some R0 > 0 (both of which may depend on fω), one has
fω(g)≪fω (ρ(g))1+σ0 for all g ∈ G such that ρ(g) ≤ R0. (6.2.5)
Note that, since |fω| ∈ C0(N\G, 0), it is implied by the hypothesis (6.2.5) that if R > 0 then
fω(g)≪fω ,σ0,R0,R (ρ(g))1+σ0 for all g ∈ G such that ρ(g) ≤ R. (6.2.6)
Lemma 6.2.2. Let a be a cusp of Γ, let ga ∈ G be such that (1.1.16) and (1.1.20)-(1.1.21) hold for c = a,
let ω ∈ O, σ0 > 1 and R0 > 0, and let fω ∈ C0(N\G,ω) be such that the condition (6.2.5) is satisfied. Then,
when J ⊆ G is compact, the series ∑Γ′
a
\Γ |fω(g−1a γg)| is uniformly convergent for all g ∈ J .
Proof. Let J be a compact subset of the set of elements of G. By (6.1.25) and the case b =∞, gb = h[1]
of Lemma 6.2.1, it follows that, for g ∈ G and γ ∈ Γ, one has ρ(g−1a γg) ≤ exp(| log ρ(g)|). Since it is
moreover the case that the compactness of J implies the existence of max{ exp(| log ρ(g)|) : g ∈ J}, and
since the hypothesis (6.2.5) implies that we have (6.2.6) when (in particular) R is equal to this maximum,
we therefore find that
fω
(
g−1a γg
)≪fω ,σ0,R0,J (ρ(g))1+σ0 = ϕ0,0 (σ0, 0) (g) for g ∈ J , γ ∈ Γ (6.2.7)
(the final equality having been noted in (6.2.2)). It follows that the series
∑
Γ′
a
\Γ |fω(g−1a γg)| converges
uniformly, for g ∈ J , if and only if the same is true of the series Ea0,0(σ0, 0)(g) defined in (1.8.1). The latter
series is an instance of the Eisenstein series extensively discussed in Chapter 3 of [11], and would there be
designated by the notation ‘Eg−1a (gj, σ0)’ (in which ‘j’ signifies the point (0, 1) ∈ H3). Given (6.2.2), it is
shown by the case ‘η =∞, B = I’ of Proposition 3.2.3 of [11], and by [11], Definition 3.1.2, Proposition 3.1.3
and Corollary 3.1.6 (which imply that the ‘abscissa of convergence’ of the cofinite subgroup Γ ≤ SL(2,C)
equals 1), that if α > 0 and β > 1 then the series
∑
γ∈Γ′
a
\Γ
(
ρ
(
g−1a γg
)
ρ(g)
)1+ν
=
∑
γ∈Γ′
a
\Γ
(ρ(g))
−1−ν
ϕ0,0 (ν, 0)
(
g−1a γg
)
converges uniformly for all (g, ν) ∈ G×C satisfying both ρ(g) ≥ α and Re(ν) ≥ β; in particular, since σ0 > 1,
and since the compactness of J implies that one has min{ρ(g) : g ∈ J} > 0, this series converges uniformly
for all (g, ν) ∈ J × {σ0}. It follows that the series Ea0,0(σ0, 0)(g) =
∑
γ∈Γ′
a
\Γ[Γa : Γ
′
a]
−1ϕ0,0(σ0, 0)(g−1a γg)
is (likewise) uniformly convergent for g ∈ J : for one has min{(ρ(g))−1−σ0 : g ∈ J} > 0 (by virtue of the
continuity of the function ρ : G→ (0,∞) and the compactness of J), and the factor [Γa : Γ′a]−1 ∈ (0, 1/2] is
independent of g. This, with (6.2.7), completes the proof of the lemma 
Corollary 6.2.3. If the hypotheses of the above lemma are satisfied, and if f = fω, then the equation
(1.5.4) defines a Γ-automorphic function P af : G→ C which is continuous on G.
Proof. By the hypothesis that fω ∈ C0(N\G,ω), each term fω(g−1a γg) in the the series in (1.5.4) is a
continuous function of g. Therefore, given that G is locally compact, it follows by the uniform convergence
established in the lemma that the series in (1.5.4) is convergent for all g ∈ G, and has a sum that is a
continuous function of g. The absolute convergence of the series in (1.5.4) implies that all rearrangements of
that series have the same sum, and so the Γ-automorphicity of Pfω may be seen to follow by observing that,
when τ0 ∈ Γ is given, the mapping Γ′aγ 7→ Γ′aγτ0 is a permutation on the set of right cosets of Γ′a in Γ (this
implying that if X is a complete set of right coset representatives of Γ′a in Γ then so too is X τ , if τ ∈ Γ) 
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The next lemma is of a well-known type: it is, in particular, a minor extension of Lemma 7.3.1 of [32]
(which dealt only with Poincare´ series associated with the cusp ∞). We shall later obtain an extension of it
(Lemma 6.6.2) through which the key part that certain Poincare´ series have to play in the proof of the sum
formula (Theorem B) is mediated. Before stating the lemma we clarify that henceforth C0(Γ\G) denotes
the space of those functions F : G → C that are both continuous and Γ-automorphic, while L1(Γ\G) will
denote the space of those measurable and Γ-automorphic functions f : G→ C that satisfy ∫
Γ\G |f | dg <∞.
Lemma 6.2.4. Let the hypotheses of Lemma 6.2.2 be satisfied. Suppose, moreover, that φ ∈ C0(Γ\G) is
such that (P a|fω|) · φ ∈ L1(Γ\G). Then
[Γa : Γ
′
a] 〈P afω, φ〉Γ\G = 〈fω, F aωφ〉N\G , (6.2.8)
where, for f, F ∈ C0(N\G,ω),
〈f, F 〉N\G =
∫
N\G
f(g)F (g) dg˙ =
∫
A
∫
K
f(ak)F (ak) dk da
(ρ(a))2
=
∞∫
0
∫
K
f (a[r]k) F (a[r]k) dk dr
r3
. (6.2.9)
Proof. Let {γj : j ∈ N} be a complete set of representatives of the right cosets of Γ′a in Γ. Then, by the
triangle inequality and (1.5.4), it follows that∣∣∣∣∣∣
J∑
j=1
fω
(
g−1a γjg
)
φ(g)
∣∣∣∣∣∣ ≤ [Γa : Γ′a] (P a |fω|) (g) |φ(g)| for all J ∈ N and all g ∈ G.
This, combined with Lemma 6.2.2 and the hypothesis that (P a|fω|) · φ ∈ L1(Γ\G), enables the application
of Lebesgue’s ‘dominated convergence’ theorem, so that one obtains:∫
Γ\G
[Γa : Γ
′
a] (P
afω) (g)φ(g) dg = lim
J→∞
∫
Γ\G
J∑
j=1
fω
(
g−1a γjg
)
φ(g) dg =
∑
γ∈Γ′
a
\Γ
∫
Γ\G
fω
(
g−1a γg
)
φ(g) dg .
Hence, given that φ is Γ-automorphic, one finds (by the usual ‘unfolding’ method) that
[Γa : Γ
′
a]
∫
Γ\G
(P afω) (g)φ(g) dg =
∑
γ∈Γ′
a
\Γ
∫
γFΓ\G
fω
(
g−1a g
)
φ(g) dg , (6.2.10)
where FΓ\G denotes a (measurable) fundamental domain for Γ\G, while γFΓ\G = {γg : g ∈ FΓ\G}.
One may repeat the above steps with |fω| and |φ| substituted for fω and φ (respectively). Consequently,
and by virtue of the countable additivity of the relevant integrals, it follows that the measurable function
g 7→ |fω(g−1a g)φ(g) | ∈ [0,∞) is integrable over Γ′a\G (with respect to the measure induced by dg); the
same is therefore true of the measurable function g 7→ fω(g−1a g)φ(g). This shows that the integrals on the
right-hand side of Equation (6.2.10) are countably additive, so that (6.2.10) implies the equality
[Γa : Γ
′
a]
∫
Γ\G
(P afω) (g)φ(g) dg =
∫
Γ′
a
\G
fω
(
g−1a g
)
φ(g) dg . (6.2.11)
If Fa is any fundamental domain for Γ′a\G, then (by virtue of the hypothesis that (1.1.20) holds for
c = a) the set g−1a Fa = {g−1a g : g ∈ Fa} ⊂ G is a fundamental domain for B+\G, where B+ < N is given by
(1.1.21). Therefore it follows that, by virtue of the left invariance of the Haar measure dg, by the hypothesis
that fω ∈ C0(N\G,ω), and by the Iwasawa decomposition G = NAK, one has:∫
Γ′
a
\G
fω
(
g−1a g
)
φ(g) dg =
∫
B+\G
fω (g)φ (gag) dg =
=
∫
B+\N
∫
A
∫
K
ψω(n)fω(ak)φ (ganak) (ρ(a))
−2dk da dn ,
(6.2.12)
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where ρ : G → (0,∞) is given by (6.2.1), and the Haar measures dn, da and dk are as in (1.1.10). By
Fubini’s theorem, one may change the order of integration in the final iterated integral in (6.2.12), so as to
give priority to the integration with respect to the variable n; given the definitions of F cωf and ψω(n) in
(1.4.2) and (1.4.3), one thereby obtains from (6.2.11) and (6.2.12) the results stated in (6.2.8)-(6.2.9) 
Fourier expansions at cusps. Suppose now that a, b, ga, gb, ω, σ0, R0 and fω satisfy the combined
hypotheses of Lemma 6.2.1 and Lemma 6.2.2. Then it follows by Corollary 6.2.3 that, for each ω′ ∈ O, one
may define the Fourier term of order ω′ for P afω at b to be the function F bω′P
afω : G→ C given by
(
F bω′P
afω
)
(g) =
∫
B+\N
(ψω′(n))
−1 (P afω) (gbng) dn (g ∈ G). (6.2.13)
Note that this accords with the definition given in (1.4.2), though there we dealt only with the Fourier
expansions of functions lying in the space C∞(Γ\G); our present hypotheses do not even imply that P afω
is differentiable on G, nor do they imply that the Fourier series
∑
ω′∈O(F
b
ω′P
afω)(g) is convergent for all
g ∈ G (see Section 13.41 of [43] for a relevant example). Therefore our present hypotheses do not suffice to
ensure that the Fourier expansion (1.4.1) is valid, for all g ∈ G, when one substitutes for c and f (there) the
cusp b and function P afω, respectively.
We shall address the question of the representation of Poincare´ series by their Fourier expansions (at
cusps) in an ad hoc manner, and only as the need arises: see Remark 6.2.6 and the proof of the result (6.5.76)
of Lemma 6.5.14, below.
Regardless of whether or not it is the case that
∑
ω′∈O F
b
ω′P
afω = ((P
afω)|b), it does follow from the
definitions (6.2.13) and (1.5.4) that, for ω′ ∈ O, one has
(
F bω′P
afω
)
(g) =
1
[Γa : Γ′a]
∫
B+\N
∑
γ∈Γ′
a
\Γ
(ψω′(n))
−1
fω
(
g−1a γgbng
)
dn =
=
1
[Γa : Γ′a]
∑
γ∈Γ′
a
\Γ
∫
B+\N
(ψω′(n))
−1
fω
(
g−1a γgbng
)
dn . (6.2.14)
Note that B+\N has a compact fundamental domain, namely the set {n[z] : −1/2 ≤ Re(z), Im(z) ≤ 1/2},
so that the uniform convergence established in Lemma 6.2.2 justifies the term by term integration by which
the final equality in (6.2.14) is obtained.
Lemma 6.2.5. Let the combined hypotheses of Lemma 6.2.1 and Lemma 6.2.2 be satisfied, and let ω′ ∈ O.
Then (1.5.4) and (6.2.13) define a function F bω′P
afω which lies in the space C
0(N\G,ω′). For g ∈ G the
formula for
(
F bω′P
afω
)
(g) implied by the case a′ = b of (1.5.5)-(1.5.10) holds, and the sums and integrals
occurring (explicitly or implicitly) in the equation (1.5.5) are absolutely convergent.
Proof. By Corollary 6.2.3 and the case c = b of (1.1.20), the function g 7→ (P afω)(gbg) is continuous on G,
and satisfies (P afω)(gbbg) = (P
afω)(gbg), for g ∈ G and b ∈ B+. It follows that, for all r1, r2 ∈ (0,∞), the
function g 7→ (P afω)(gbg) is uniformly continuous on the set {na[r]k : n ∈ N, r1 ≤ r ≤ r2, k ∈ K}. This fact,
combined with the continuity of (ψω′(n))
−1 and the fact that B+\N is compact (and of finite measure with
respect to dn), is sufficient to establish both the existence and continuity (as a function of g) of the integral
on the right-hand side of Equation (6.2.13): we may conclude that (1.5.4) and (6.2.13) define a continuous
function F bω′P
afω : G → C. Moreover, since the measure dn on N induces a Haar measure on the group
B+\N it is an immediate consequence of (6.2.13) and (1.4.3) that (F bω′P afω)(ng) = ψω′(n)(F bω′P afω)(g) for
all g ∈ G and all n ∈ N ; this completes the proof that one has F bω′P afω ∈ C0(N\G,ω′).
Let g ∈ G. Our approach to the proof of the formula (1.5.5) is modelled on Section 7.2 of [32] (in which
the case a = b = ∞ is treated); this differs from the approach taken on Pages 39 and 40 of [5], where the
case Γ = SL(2,O) of (1.5.5) is obtained via the Poisson summation formula. We observe firstly that, by
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(6.2.14) and the partitioning of Γ noted in Lemma 6.2.1, and by (1.1.20) (for c = b) and (6.2.5), one has
[Γa : Γ
′
a]
(
F bω′P
afω
)
(g) =
∑
γ∈Γ′
a
\aΓb(0)
∫
B+\N
(ψω′(n))
−1 fω
(
g−1a γgbng
)
dn +
+
∑
c∈aCb
∑
γ∈Γ′
a
\aΓb(c)/Γ′
b
∫
N
(ψω′(n))
−1
fω
(
g−1a γgbng
)
dn
(6.2.15)
(we have used here the fact that if 0 6= c ∈ aCb, and if Z is a complete set of representatives for the set of
double cosets {Γ′aγΓ′b : γ ∈ aΓb(c)}, then the family of sets (γΓ′b)γ∈Z is a partitioning of a complete set of
representatives for the set of right cosets {Γ′aγ : γ ∈ aΓb(c)}).
With regard to the first sum on the right-hand side of (6.2.15), we recall, from the proof of Lemma 6.2.1,
that aΓb(0) = {γ ∈ Γ : γb = a}, and that for each γ ∈ aΓb(0) there is some η = η(γ) ∈ C, with η2 ∈ O∗ and
some β = β(γ) ∈ C such that h[η]n[β] = g−1a γgb, so that g−1a γgbn[z] = n[η2z]g−1a γgb for z ∈ C. Hence, by
the hypothesis that fω ∈ C0(N\G,ω), and by (1.4.3), we find that∑
γ∈Γ′
a
\aΓb(0)
∫
B+\N
(ψω′(n))
−1 fω
(
g−1a γgbng
)
dn =
∑
γ∈Γ : γb=a
∫
B+\N
(ψω′(n))
−1 ψ(η(γ))2ω(n) dn fω
(
g−1a γgbg
)
=
=
∑
γ∈Γ : γb=a
δω′,(η(γ))2ω fω
(
g−1a γgbg
)
. (6.2.16)
As for the second sum on the right-hand side of (6.2.15), it follows by (1.5.8) that if 0 6= c ∈ aCb then, for
each γ ∈ aΓb(c), there is some (s, d) = (s(γ), d(γ)) ∈ C2 such that
g−1a γgb = n[s/c]h[1/c]k[0,−1]n[d/c] (6.2.17)
(this being essentially the same device introduced in the equation (6.1.8) of Lemma 6.1.1). Hence, supposing
now that c ∈ aCb is given, it follows (by the hypothesis that fω ∈ C0(N\G,ω), and the fact that dn is a
Haar measure for N) that if γ ∈ aΓb(c) then∫
N
(ψω′(n))
−1 fω
(
g−1a γgbng
)
dn =
∫
N
(ψω′(n))
−1 fω (n[s(γ)/c]h[1/c]k[0,−1]n[d(γ)/c]ng)dn =
= ψω (n[s(γ)/c])ψω′ (n[d(γ)/c])
∫
N
(ψω′(n))
−1
fω (h[1/c]k[0,−1]ng)dn .
By (1.5.2) and (1.5.7), the last integral in the above may be expressed as the Jacquet integral (Jω′h1/cfω)(g);
since this integral is independent of the ‘γ’ in the above equations (‘c’ being fixed there), and since∑
γ∈Γ′
a
\aΓb(c)/Γ′
b
ψω (n[s(γ)/c])ψω′ (n[d(γ)/c]) = Sa,b (ω, ω
′; c)
(see (1.4.3), (1.5.10) and (6.2.17)), it therefore follows that, for c ∈ aCb,
∑
γ∈Γ′
a
\aΓb(c)/Γ′
b
∫
N
(ψω′(n))
−1
fω
(
g−1a γgbng
)
dn = Sa,b (ω, ω
′; c)
(
Jω′h1/cfω
)
(g) .
By combining this last result with (6.2.15) and (6.2.16), we arrive at the case a′ = b of the formula stated in
(1.5.5). By consideration of the steps used to obtain this formula, it may be seen that the absolute convergence
of all the sums and integrals on the right-hand side of (1.5.5) is a direct consequence of Lemma 6.2.2 (this
becomes clear if one lets |fω| be substituted for fω, and then considers the case ω′ = ω = 0) 
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Remark 6.2.6. The Fourier expansion (1.8.4)-(1.8.6) of the Eisenstein series Eaℓ,q(ν, p) may be shown to
follow, via (1.4.1)-(1.4.3), from the case ω = 0, f = f0 = ϕℓ,k(ν, p) of Lemma 6.2.5: note in particular that,
by the definitions in (1.3.2) and (6.2.1), the hypothesis that Re(ν) > 1 suffices to ensure that the condition
(6.2.5) is satisfied when fω = ϕℓ,q(ν, p) and R0 = 1 (say). The use of the Fourier expansion (1.4.1) in this
context may be justified through an appeal to Theorem 67 of [2]: we skip the relevant details, which are
similar to what occurs in the last two paragraphs of the proof of Lemma 6.5.14, below.
By making use of the meromorphic continuation of the functions ν 7→ Eaℓ,q(ν, p) and ν 7→ Dba(ψ; ν, p),
which is discussed in Subsection 1.8, one may dispense with the condition Re(ν) > 1; the Fourier expansion
in (1.8.4) is thereby obtained for all (ν, p) ∈ (C× Z)− {(0, 0), (1, 0)} such that Re(ν) ≥ 0 and |p| ≤ ℓ.
For the proof of the spectral sum formula, Theorem B, we require certain ‘cusp sector estimates’ for the
Eisenstein series Eaℓ,q(ν, p) and other Poincare´ series; we deduce the required estimates (those of Lemma 6.2.8
and Lemma 6.2.9, below) with the help of the following lemma, which is taken from Section 5.2 of [32].
Lemma 6.2.7. Let ℓ, p, q ∈ Z satisfy ℓ ≥ max{|p|, |q|}; let ν ∈ C; let b be a cusp of Γ; and let gb ∈ G be
such that (1.1.16) and (1.1.20)-(1.1.21) hold for c = b. Suppose moreover that f : G→ C satisfies
f (gbg) =
∑
06=ω∈O
c(ω) (Jωϕℓ,q(ν, p))(g) (g ∈ G), (6.2.18)
where, for 0 6= ω ∈ O, the coefficient c(ω) ∈ C is independent of g. Then there exists some r0 ∈ [1,∞) such
that
|f (gbg)| ≤ e−πρ(g) for all g ∈ G with ρ(g) ≥ r0. (6.2.19)
Proof. This lemma is a slight variation on the special case of Part (i) of Lemma 5.2.1 of [32] in which one
has, in the notation of [32], p ∈ Z (rather than 2p ∈ Z − 2Z), Λ′κ = (1/2)O and χ : Γ → {1}. Note, in
particular, that it is clear from the proof given in [32] that the upper bounds stated in the equations (5.9)
and (5.10) of [32] are not optimal, and may indeed be sharpened by any factor of the form exp(−(1−ε)2πω0r),
where ε denotes an arbitrarily small positive absolute constant, while ω0 = min{|ω| : 0 6= ω ∈ Λ′κ} (so that
ω0 = 1/2 when Λ
′
κ = (1/2)O). Hence, by assuming greater lower bounds for r = ρ(g) than those implicit
in the equation (5.9) of [32], one may sharpen the upper bound stated there by any factor of the form
O(rℓ+1/2) 
Lemma 6.2.8. Let ℓ, q ∈ Z satisfy ℓ ≥ |q|, let (ν, p) ∈ C × Z − {(0, 0), (1, 0)} be such that Re(ν) ≥ 0 and
|p| ≤ ℓ; let a, b be cusps of Γ, and let ga, gb ∈ G be such that (1.1.16) and (1.1.20)-(1.1.21) hold for c ∈ {a, b}.
Then, for some r0 = r0(Γ, ℓ, ν) ∈ [1,∞), and some ǫ = ǫ(ga, gb) ∈ O∗ satisfying ǫ = 1 if a = b and ga = gb,
one has:
ǫpEaℓ,q(ν, p) (gbg) = δ
Γ
a,bϕℓ,q(ν, p)(g) +OΓ,ℓ,ν
(
(ρ(g))1−Re(ν)
)
for all g ∈ G with ρ(g) ≥ r0. (6.2.20)
Proof. We may suppose that either a = b and ga = gb, or else the cusps a and b are not Γ-equivalent
(by virtue of the point noted two lines below (1.8.3), these two cases of the lemma imply every other case).
Then, in light of Remark 6.2.6, we have the Fourier expansion of Eaℓ,q(ν, p) shown in equation (1.8.4). It
follows that by putting, for g ∈ G,
f(g) = Eaℓ,q(ν, p)(g)− δΓa,bϕℓ,q(ν, p)
(
g−1b g
)− Dba(0; ν, p)
[Γa : Γ′a]
πΓ(|p|+ ν)
Γ(ℓ+ 1 + ν)
Γ(ℓ+ 1− ν)
Γ(|p|+ 1− ν) ϕℓ,q(−ν,−p)
(
g−1b g
)
we define a function f : G → C satisfying, for a certain choice of coefficients c(ω) (ω ∈ O − {0}), the
hypothesis (6.2.18) of Lemma 6.2.7; the result (6.2.19) of that lemma therefore implies that there exists
some r0 ∈ [1,∞) such that, for all g ∈ G with ρ(g) ≥ r0, one has the equation
Eaℓ,q(ν, p) (gbg) = δ
Γ
a,bϕℓ,q(ν, p)(g) +OΓ,ga,gb,ℓ,q,p,ν
(
(ρ(g))
1−Re(ν))
+O
(
e−πρ(g)
)
(6.2.21)
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(in which the first of the two O-terms represents an estimate for the third term on the right-hand side of the
equation defining f(g), and is justified by virtue of the definitions (1.3.2), (1.5.10), (1.8.6), (6.2.1) and the
case ψ = 0 of the meromorphic continuation of Dba(ψ; ν, p) discussed in Subsection 1.8).
Since r0 ≥ 1, the final O-term in (6.2.21) may be omitted: for one has e−πρ = Oν(ρ1−Re(ν)) when ρ ≥ 1.
Moreover, since p and q must lie in the finite set {−ℓ,−ℓ+ 1, . . . , ℓ}, the implicit constant associated with
the first O-term of (6.2.21) may be chosen so as to depend only upon Γ, ga, gb, ℓ and ν; indeed, by the point
noted two lines below equation (1.8.3), and by the fact that the number of Γ-equivalence classes of cusps
is finite, it follows that this implicit constant need depend only upon Γ, ℓ and ν; for the same reasons, a
suitable choice of r0 (in the above) may be determined from just Γ, ℓ and ν 
Square integrable Poincare´ series. We assume (as in the preceding discussion) that a is a cusp of Γ,
that ω ∈ O, and that, for some σ0 > 1, and some R0 > 0, the function fω ∈ C0(N\G,ω) satisfies the
condition (6.2.5). In order to establish the square-integrability (over Γ\G) of the Poincare´ series P afω, we
require also that, for some σ∞ > 0, and some R∞ ∈ (0,∞), the function fω satisfies:
fω(g)≪fω (ρ(g))1−σ∞ for all g ∈ G such that ρ(g) ≥ R∞. (6.2.22)
This implies (just as (6.2.5) implies (6.2.6)) that if R > 0 then
fω(g)≪fω,σ∞,R∞,R (ρ(g))1−σ∞ for all g ∈ G such that ρ(g) ≥ R. (6.2.23)
Lemma 6.2.9. Let 0 6= q0 ∈ O and Γ = Γ0(q0) ≤ SL(2,O); let a and b be cusps of Γ; let ga, gb ∈ G be
such that (1.1.16) and (1.1.20)-(1.1.21) hold for c ∈ {a, b}; let mb ∈ O− {0} be as described below (1.1.22);
let ω ∈ O, σ0 > 1, R0 > 0, σ∞ > 0 and R∞ ∈ (0,∞), and let f = fω ∈ C0(N\G,ω) be such that both of
the conditions (6.2.5) and (6.2.22) are satisfied. Then, for all g ∈ G such that ρ(g) > 1/|mb|, one has:
(P afω) (gbg) = δ
Γ
a,bOΓ,f,σ∞,R∞
(
(ρ(g))
1−σ∞
)
+OΓ,f,σ0,R0
(
(ρ(g))
1−σ0
)
. (6.2.24)
Proof. It will suffice to prove that (6.2.24) holds if if a = b and ga = gb, or if the cusps a and b are not
Γ-equivalent: for in every other case one has a = τb for some τ ∈ Γ, which (by (1.1.4), (6.2.1) and the result
(2.1) of Lemma 2.1, and by virtue the fact that P afω is Γ-automorphic) implies that, for g ∈ G, one has
(P afω)(gbg) = (P
afω)(τgbg) = (P
afω)(gag˜), where g˜ = g
−1
a τgbg is such that ρ(g˜) = ρ(g).
In cases where a and b are not Γ-equivalent the set aΓb(0) (defined in (1.5.8)) is empty, and so in these
cases it follows by the result (6.2.4) of Lemma 6.2.1 that if g ∈ G, and if ρ(g) > 1/|mb|, then
ρ (gaγgbg) < 1 for all γ ∈ Γ. (6.2.25)
Therefore one may, in such cases, apply the definition (1.5.4) and hypothesis (6.2.5) (with its corollary
(6.2.6)) so as to obtain, for g ∈ G such that ρ(g) > 1/|mb|,
(P afω) (gbg) =
1
[Γa : Γ′a]
∑
γ∈Γ′
a
\Γ
fω
(
g−1a γgbg
)
=
=
1
[Γa : Γ′a]
∑
γ∈Γ′
a
\Γ
Ofω ,σ0,R0
((
ρ
(
g−1a γgbg
))1+σ0)≪fω ,σ0,R0 Ea0,0 (σ0, 0) (gbg) (6.2.26)
(the final upper bound here following by (6.2.2) and (1.8.1)). By (6.2.26) and the result (6.2.20) of
Lemma 6.2.8, we obtain proof of those cases of the lemma in which a and b are not Γ-equivalent.
Given the conclusion just reached, and point noted at the beginning of this proof, we may assume
henceforth that a = b and ga = gb. Consequently we have only to obtain a suitable bound for (P
afω)(gag),
and (in doing so) may assume that g ∈ G is such that ρ(g) > 1/|ma|.
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By the definition (1.5.4) and Lemma 6.2.1, and by (1.5.8) and (1.1.16), we find that
(P afω) (gag) = S0(g) + S1(g) , (6.2.27)
where
S0(g) =
1
[Γa : Γ′a]
∑
γ∈Γ′
a
\aΓa(0)
fω
(
g−1a γgag
)
=
1
[Γa : Γ′a]
∑
γ∈Γ′
a
\Γa
fω
(
g−1a γgag
)
and
S1(g) =
1
[Γa : Γ′a]
∑
06=c∈aCa
∑
γ∈Γ′
a
\aΓa(c)
fω
(
g−1a γgag
)
.
As a consequence of both the result (6.2.4) of Lemma 6.2.1 and the hypothesis (6.2.5) (with corollary (6.2.6)),
it follows (similarly to how (6.2.25) and (6.2.26) were obtained) that one has
S1(g)≪fω ,σ0,R0
1
[Γa : Γ′a]
∑
06=c∈aCa
∑
γ∈Γ′
a
\aΓa(c)
(
ρ
(
g−1a γgag
))1+σ0
=
= Ea0,0 (σ0, 0) (gag)−
1
[Γa : Γ′a]
∑
γ∈Γ′
a
\Γa
ϕ0,0 (σ0, 0)
(
g−1a γgag
)
.
By Lemma 4.2 and (1.8.2) (or (6.2.1), (6.2.2) and (1.1.4)), we have here ϕ0,0(σ0, 0)(g
−1
a γgag) = ϕ0,0(σ0, 0)(g)
when γ ∈ Γa, and therefore may deduce (using Lemma 6.2.8) that
S1(g) = Ofω ,σ0,R0
(
Ea0,0 (σ0, 0) (gag)− ϕ0,0 (σ0, 0) (g)
)
= Ofω ,σ0,R0,Γ
(
(ρ(g))
1−σ0
)
. (6.2.28)
We now consider the sum S0(g), defined below (6.2.27). By the result (6.2.3) of Lemma 6.2.1, we have
ρ(g−1a γgag) = ρ(g) for all γ ∈ Γa = aΓa(0). Therefore, given that ρ(g) > 1/|mb| ≥ 1/|q0| (the last inequality
following by (6.1.25)), it is a consequence of the hypothesis (6.2.22) (with corollary (6.2.23)) that we have
S0(g) =
1
[Γa : Γ′a]
∑
γ∈Γ′
a
\Γa
Ofω ,σ∞,R∞,Γ
((
ρ
(
g−1a γgag
))1−σ∞)≪fω ,σ∞,R∞,Γ (ρ(g))1−σ∞ .
By this last bound, that in (6.2.28), and the equation (6.2.27), we obtain the case a = b, ga = gb of the
lemma, and so complete its proof 
Corollary 6.2.10. Let those of the hypotheses of the above lemma that concern q0, Γ, a, ga, ω, σ0, R0,
σ∞, R∞ and fω be satisfied. Then one has P afω ∈ L2(Γ\G); if, moreover, σ∞ ≥ 1 then P afω is bounded
on G.
Proof. It may be proved, similarly to Proposition 2.2.4 of [11], that the inner product 〈f, g〉Γ\G defined in
(1.2.2) is independent of the choice of fundamental domain for the action of Γ upon H3. Hence, by choosing
to replace F (in (1.2.2)) by a fundamental domain F∗ fitting the description given in (1.1.22)-(1.1.24), we
find that
‖P afω‖2Γ\G = 〈P afω, P afω〉Γ\G =
∫
F∗
∫
K+
|(P afω) (n[z]a[r]k)|2 dk r−3d+z dr
(provided that the last integral exists). Therefore, and since the union formed in (1.1.24) is (see Lemma 2.2)
a union of a finite number of sets, we have P afω ∈ L2(Γ\G) if, when C(Γ), D and the family of sets (Ec)c∈C(Γ)
are as described in the paragraph containing (1.1.23)-(1.1.24), one has:∫
X
∫
K
|(P afω) (n[z]a[r]k)|2 dk r−3d+z dr <∞ for X ∈ {D} ∪ {Ec : c ∈ C(Γ)}. (6.2.29)
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We consider firstly the case X = D (some compact hyperbolic polygon, contained in H3). By the
Iwasawa decomposition of G, one has∫
D
∫
K
|(P afω) (n[z]a[r]k)|2 dk r−3d+z dr =
∫
D˜
Φ(g) dg , (6.2.30)
where D˜ = {n[z]a[r] : (z, r) ∈ D}K ⊂ G and Φ : D˜ → [0,∞) is given by Φ(g) = |(P afω)(g)|2 (for g ∈ D˜).
The mapping (z, r) 7→ n[z]a[r] is a homeomorphism from the compact subset D of H3 onto the subset
{n[z]a[r] : (z, r) ∈ D} of G, and so the latter set is a compact subset of G; since the subgroup K = SU(2)
of G is also compact, one can deduce that the set D˜ = {n[z]a[r] : (z, r) ∈ D}K has the Bolzano-Weierstrass
property and is, therefore, a compact subset of G. Corollary 6.2.3 implies that Φ is continuous on D˜. By the
compactness of D˜ and the continuity of Φ, it follows that we have ∫D˜ Φ(g) dg <∞ in the equation (6.2.30).
This proves the case X = D of (6.2.29).
Suppose now that c ∈ C(Γ). Then, by (1.1.23), the definition (above (1.1.4)) of the action of G on H3,
and the fact that the measure dg defined in (1.1.11) is a Haar measure, one has:
∫
Ec
∫
K
|(P afω) (n[z]a[r]k)|2 dk r−3d+z dr =
∫
Rc
∫
K
∞∫
1/|mc|
|(P afω) (gcn[z]a[r]k)|2 r−3 dr dk d+z (6.2.31)
(this equation being justified by the Tonelli-Hobson Test for integrabililty, Theorem 15.8 of [1], provided
that the iterated integral on the right-hand side exists). Now, by (1.1.10) and (1.1.22), one has
∫
Rc
∫
K
∞∫
1/|mc|
(
r1−σ
)2
r−3 dr dk d+z =
4
[Γc : Γ′c]
∞∫
1/|mc|
r−(1+2σ) dr <∞ for σ > 0.
Therefore, given the definition (6.2.1) and Corollary 6.2.3, and given that we have both σ0 > 0 and σ∞ > 0,
it follows from (6.2.31), by an application of the result (6.2.24) of Lemma 6.2.9, that the case X = Ec of
(6.2.29) holds. This completes the proof that the function P afω lies in the space L
2(Γ\G).
To obtain the final result of the corollary we first note that P afω is a continuous function on G, and so
is bounded on the compact set D˜ = {n[z]a[r] : (z, r) ∈ D}K ⊂ G. Moreover, if σ∞ ≥ 1 then it is implied
by Lemma 6.2.9 that, for c ∈ C(Γ), the function P afω is bounded on the set {n[z]a[r] : (z, r) ∈ Ec}K ⊂ G.
Given these facts, and given the definition of F∗ in (1.1.24), we may conclude that in cases where σ∞ ≥ 1 the
function P afω is bounded on the set F˜∗ = {n[z]a[r] : (z, r) ∈ F∗}K+ ⊂ G; since this set F˜∗ is a fundamental
domain for Γ\G, and since the function P afω : G → C is Γ-automorphic, it therefore follows that P afω is
bounded on G if σ∞ ≥ 1 
§6.3 The Goodman-Wallach operator Mω.
Let ν ∈ C and p ∈ Z. Bruggeman and Motohashi, in Section 6 of [5], employ a method of Goodman and
Wallach [12] in constructing a certain family of linear operators (Mν,pω )ω∈C, with common domain H(ν, p).
In this subsection we detail the salient properties of these operators; we omit the relevant proofs, which may
be found in our sources, [5] and [32].
Let ω ∈ C. Then, for ϕ ∈ H(ν, p), Bruggeman and Motohashi define Mωϕ =Mν,pω ϕ by putting
(Mωϕ) (g) =
∞∑
m=0
∞∑
n=0
aω(ν, p;m,n)
(
∂
∂z
)m(
∂
∂z
)n
ϕ
(
k[0,−1]n[z](k[0,−1])−1g)∣∣∣
z=0
(g ∈ G), (6.3.1)
where
aω(ν, p;m,n) =
(πiω)m (πi ω)
n
(m!)(n!)Γ(ν + 1− p+m)Γ(ν + 1 + p+ n) . (6.3.2)
The double series in (6.3.1) is absolutely convergent: this follows (as observed in Section 6 of [5]) by virtue
of the function (x, y) 7→ ϕ(k[0,−1]n[x+ iy]k[0,−1]−1g) being real analytic.
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The operator Mω =M
ν,p
ω commutes with all elements of U(g), and satisfies
(Mωϕ) (ng) = ψω(n) (Mωϕ) (g) for ϕ ∈ H(ν, p), g ∈ G and n ∈ N (6.3.3)
(see Section 6 of [5], where the correspondence between (6.3.2) and (6.3.3) is established). Therefore one has
Mωϕℓ,q(ν, p) ∈ Wω(Υν,p; ℓ, q) for ℓ, q ∈ Z with ℓ ≥ |p| and |q| ≤ ℓ, so that
Mω : H(ν, p)→
∞⊕
ℓ=|p|
ℓ⊕
q=−ℓ
Wω (Υν,p; ℓ, q) . (6.3.4)
We assume, for the remainder of this subsection, that ℓ and q are integers satisfying ℓ ≥ max{|p|, |q|}.
Since (h[u])−1k[0,−1]n[z](k[0,−1])−1h[u] = k[0,−1]n[u2z](k[0,−1])−1, it follows directly from (6.3.1) that
for u ∈ C∗ one has huMωh−1u =Mu2ω (with hu as defined in (1.5.7)). By this and (1.8.2), one finds that
huMωϕℓ,q(ν, p) = |u|2(1+ν)(u/|u|)−2pMu2ωϕℓ,q(ν, p) (u ∈ C∗). (6.3.5)
In Lemma 6.1 of [5] it is shown that if ω 6= 0 then one may express (Mωϕℓ,q(ν, p))(na[r]k), for n ∈ N ,
r > 0 and k ∈ K, as a sum of finitely many terms of the form cψω(n)ra+1Iν+a−b(2π|ω|r)Φℓm,q(k), where c is
a constant and a, b and m are integers satisfying a, b ≥ 0 and |m| ≤ ℓ, while Iµ(z) is the ‘modified’ Bessel
function i−µJµ(iz) (with Jµ(w) as in (1.9.6)-(1.9.8)) and Φℓm,q(k) is as in (1.3.2). Since Iµ(y) ∼ (2πy)−1/2ey
as y → +∞ (with µ ∈ C a constant, and y ∈ R), it follows from Lemma 6.1 of [5] that if ω 6= 0 then the
function r 7→ |(Mωϕℓ,q(ν, p))(na[r]k)| is exponentially increasing as r → +∞. This implies (given (1.5.16),
(1.4.9) and (1.4.11)) that for ω 6= 0 the Jacquet integral Jωϕℓ,q(ν, p) and ‘Goodman-Wallach transform’
Mωϕℓ,q(ν, p) are two linearly independent functions that together span the space Wω(Υν,p; ℓ, q). The proof
of Lemma 6.1 of [5] shows moreover that if ω 6= 0 and (ν, p) 6= (0, 0) then another basis for Wω(Υν,p; ℓ, q) is
{Mωϕℓ,q(ν, p),Mωϕℓ,q(−ν,−p)}. One has, in particular, the following relation of linear dependence
(π|ω|)−ν
(−iω
|ω|
)p
Γ(ℓ+ 1 + ν)Jωϕℓ,q(ν, p) =
=
∑
(µ,̟)=±(ν,p)
π2(π|ω|)µ
sin(−πµ)
(
iω
|ω|
)−̟
Γ(ℓ + 1 + µ)Mωϕℓ,q(µ,̟) ,
(6.3.6)
which is Equation (6.15) of Lemma 6.1 of [5] (and which is, moreover, valid whenever ω 6= 0, provided that
in cases where ν is an integer one defines both sides of the equation via the relevant analytic continuation).
The next lemma supplies a collection of useful estimates for Goodman-Wallach transforms on subsets of
G of the form {a[r]k : 0 < r ≤ r1, k ∈ K}, with r1 small and positive; by (6.3.3), each such estimate implies
an equally strong estimate on the larger set {na[r]k : n ∈ N, 0 < r ≤ r1, k ∈ K}.
Lemma 6.3.1 (Bruggeman and Motohashi). Let ω 6= 0 and r1 ∈ (0,∞). Then one has
(Mωϕℓ,q(ν, p)) (a[r]k) =
r1+ν
Γ(ν + 1− p)Γ(ν + 1 + p) Φ
ℓ
p,q(k) +O
(
r2+Re(ν)
)
, (6.3.7)
(Mωϕℓ,q(0, p)) (a[r]k) =
1
|p|!
(
ℓ
ℓ− |p|
)
(π|ω|)|p|
(−iω
|ω|
)p
r1+|p|Φℓ0,q(k) +O
(
r2+|p|
)
, (6.3.8)
uniformly for r ∈ (0, r1] and k ∈ K (the implicit constant in (6.3.7) depends only on ω, ℓ, ν and r1; that in
(6.3.8) depends only on ω, ℓ and r1). If, moreover, σ0 ∈ (0,∞) then one has also
(Mωϕℓ,q(ν, p)) (a[r]k)≪ r1+Re(ν) (1 + |Im(ν)|)−2Re(ν)−1 eπ|Im(ν)| , (6.3.9)
uniformly for 0 < r ≤ r1, k ∈ K and |Re(ν)| ≤ σ0 (the implicit constant depends only on ω, ℓ, r1 and σ0).
Proof. The results (6.3.7)-(6.3.8) follow from the equations (6.13) and (6.14) of Lemma 6.1 of [5], the
power-series expansion Iµ(z) =
∑
m≥0(m!Γ(µ+ 1+m))
−1(z/2)µ+2m and identities I−n(z) = In(z) (n ∈ Z).
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The calculation (7.15) of [5] makes implicit use of (6.3.8) and the case ν = 1, p = 0 of (6.3.7). Equation (6.3.7)
and the bound (6.3.9) are the results (4.53) and (4.55) of [32]. The result (6.3.9) is a corollary of the upper
bound for |Iµ(z)| stated in Relation (1.32) of [32] 
The next lemma is used in the proof of Lemma 6.5.10, where has a part to play in the calculation of
the Fourier expansion of the Poincare´ series P aMωϕℓ,q(ν, 0).
Lemma 6.3.2 (Bruggeman and Motohashi). Let 0 6= ω1 ∈ C and Re(ν) > 0. Then
J0Mω1ϕℓ,q(ν, p) = (−1)p
sin(πν)
(ν2 − p2)
Γ(ℓ + 1− ν)
Γ(ℓ + 1 + ν)
ϕℓ,q(−ν,−p) (6.3.10)
and, for ω2 ∈ C with ω2 6= 0, one has
Jω2Mω1ϕℓ,q(ν, p) = J ∗ν,p (2π
√
ω1ω2)Jω2ϕℓ,q(ν, p) , (6.3.11)
where, in terms of the notation defined in (1.9.5)-(1.9.6) (Theorem B),
J ∗ν,p(z) = |z/2|−2ν(z/|z|)2pJν,p(z) = J∗ν−p(z)J∗ν+p (z) . (6.3.12)
Proof. This is Lemma 6.2 of [5] 
§6.4 The Lebedev transform Lωℓ,q and auxilliary test functions.
Let 0 6= ω ∈ C, let ℓ, q ∈ Z satisfy ℓ ≥ |q|, and let ρ : G→ C be the function defined in (6.2.1). Following
Bruggeman and Motohashi [5], we define
Pℓ,q(N\G,ω) =
⋃
ε∈(0,1]
{
f ∈ C∞(N\G,ω) : f is of K−type (ℓ, q) and sup
g∈G
|f(g)|eε|log ρ(g)|
ρ(g)
<∞
}
(6.4.1)
(this being equivalent to Equation (7.3) of [5]). Let fω ∈ Pℓ,q(N\G,ω). Then fω ∈ C∞(N\G,ω), and there
exist σ0, R0, σ∞, R∞ ∈ (0,∞) such that the conditions (6.2.5) and (6.2.22) are satisfied; such a choice of σ0,
R0, σ∞ and R∞ is assumed in what remains of this paragraph. In Equation (7.4) of [5] Bruggeman and
Motohashi define their ‘Lebedev transform’ Lωℓ,qfω : {ν ∈ C : |Re(ν)| < σ0} × {p ∈ Z : |p| ≤ ℓ} → C by
(
Lωℓ,qfω
)
(ν, p) =
1
π2
∥∥Φℓp,q∥∥K
〈
fω , (π|ω|)ν
(−iω
|ω|
)p
Γ (ℓ+ 1− ν)Jωϕℓ,q (−ν, p)
〉
N\G
, (6.4.2)
where ‖Φ‖K =
√
(Φ,Φ)K is the norm associated with the inner product defined in Equation (1.2.22),
while the inner product 〈f, F 〉N\G is that defined in (6.2.9). Given (6.2.5), (6.2.22) and the expansion
of (Jωϕℓ,q(ν, p))(g) obtained in Lemma 5.1 of [5], well known estimates for the relevant Bessel functions
enable one to show that (6.4.2) defines, for each p ∈ {−ℓ, 1− ℓ, . . . , ℓ}, a function ν 7→ (Lωℓ,qfω)(ν, p) which
is holomorphic in the open strip |Re(ν)| < σ0. By the functional equation (1.7.17), one has the identity
(Lωℓ,qfω)(ν, p) = (L
ω
ℓ,qfω)(−ν,−p).
We now describe Bruggeman and Motohashi’s one-sided inversion, in Theorem 7.1 of [5], of their Lebedev
transform operator Lωℓ,q. Let σ > 1, let Sσ = {ν ∈ C : |Re(ν)| ≤ σ}, and define the space T ℓσ of ‘test functions’
to be the linear space of those of the functions
η : Sσ × {p ∈ Z : |p| ≤ ℓ} → C (6.4.3)
that satisfy all of the following three conditions:
(T1) η(ν, p) = η(−ν,−p);
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(T2) for p ∈ {−ℓ, 1 − ℓ, . . . , ℓ}, the function ν 7→ η(ν, p) can be holomorphically continued into a
neighbourhood of the strip Sσ;
(T3) for all A > 0, one has η(ν, p)≪η,A (1 + |Im(ν)|)−Ae−(π/2)|Im(ν)|.
It is shown by Theorem 7.1 of [5] that, when η ∈ T ℓσ , one may define L˜ωℓ,qη : G → C (the ‘inverse Lebedev
transform’) by putting, for g ∈ G,
(
L˜ωℓ,qη
)
(g) =
1
2π3i
∑
|p|≤ℓ
(−iω/|ω|)p∥∥Φℓp,q∥∥K
∫
(0)
η(ν, p)(π|ω|)−νΓ(ℓ+ 1 + ν) (Jωϕℓ,q(ν, p))(g) νǫ(p) sin(πν)dν , (6.4.4)
where
ǫ(p) =
{
1 if p = 0;
−1 otherwise. (6.4.5)
One has, in particular, the following theorem.
Theorem 6.4.1 (Bruggeman and Motohashi). Let ρ : G→ (0,∞) be given by (6.2.1), let 0 6= ω ∈ C,
and let Mω =M
1,0
ω be the Goodman-Wallach operator on the space H(1, 0) (defined as in Subsection 6.3).
Suppose moreover that ℓ, q ∈ Z satisfy ℓ ≥ |q|, and that one has σ > 1 and η ∈ T ℓσ . Put
b(η) = b(ω; ℓ, q; η) =
{
−2π|ω|ℓ(ℓ!)∥∥Φℓ1,q∥∥−1K η(0, 1) if ℓ ≥ 1;
0 otherwise.
(6.4.6)
Then
L˜ωℓ,qη ∈ Pℓ,q(N\G,ω) , (6.4.7)(
L˜ωℓ,qη
)
(g)≪ω,η,A (ρ(g))−A (A ∈ [−2,∞), g ∈ G) (6.4.8)
and, when g ∈ G,(
L˜ωℓ,qη
)
(g) = b(η) (Mωϕℓ,q(1, 0)) (g) +Oω,η
(
(ρ(g))min{1+σ,3}
)
if ρ(g) ≤ 1. (6.4.9)
Moreover, for all (ν, p) ∈ C× {−ℓ, 1− ℓ, . . . , ℓ} such that |Re(ν)| < 1, one has
(
Lωℓ,qL˜
ω
ℓ,qη
)
(ν, p) = − 2
π
Γ(ℓ+ 1− ν)Γ(ℓ + 1 + ν) sin(πν)
πν
ν1+ǫ(p)
(ν2 − p2) η(ν, p) , (6.4.10)
where ǫ(p) is given by Equation (6.4.5).
Proof. The results (6.4.7) and (6.4.10) are contained in Theorem 7.1 of [5] (see also the extension of that
theorem obtained in Theorem 9.1.4 of [32]).
The result (6.4.9) is a corollary of the combination of Equation (7.14) of [5] and the calculation implicit
in [5], (7.15): note that the the conditions (T2) and (T3) on η ∈ T ℓσ , and the bound (6.3.9) of Lemma 6.3.1,
enable one to substitute min{σ, 2} for the α in Equation (7.14) of [5], and so to deduce that the first sum on
the right-hand side of that equation is not greater than Oω,η
(
(ρ(g))1+min{σ,2}
)
when ρ(g) ≤ 1. The definition
of the constant b(η) given in (6.4.6) represents a slight correction of the corresponding definition below [5],
(7.15). We have used (6.3.3) and the equations (6.3.7) and (6.3.8) of Lemma 6.3.1 in performing our own
check upon the calculation (7.15) of [5].
The case ρ(g) ≤ 1 of (6.4.8) is a corollary of (6.4.9), (6.4.6) and the case ν = 1, p = 0 of the estimate
(6.3.7) of Lemma 6.3.1. The case ρ(g) ≥ 1 of (6.4.8) is a consequence of the equations (5.26)-(5.27) of
Lemma 5.1 of [5], and is noted within the proof of Theorem 7.1 of [5]: see the discussion around the bound
(7.12) of [5] for the Bessel function Kξ(u) 
In [5], Lemma 7.1 and Lemma 7.2, Bruggeman and Motohashi investigate the inverse Lebedev transform
L˜ωℓ,q further. We reproduce those two lemmas here (without the proofs), since the results they contain are
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needed for the proof of the spectral Kloosterman sum formula (Theorem B). Before stating these lemmas
we clarify that henceforth L2(N\G) denotes the space of those measurable functions f : G→ C that satisfy
f(ng) = f(g), for all n ∈ N , g ∈ G, and are such that ∫
N\G |f(g)|2 dg˙ < ∞, where the measure dg˙ is that
which occurs in (6.2.9); the inner product defined in (6.2.9) makes L2(N\G) a Hilbert space.
Lemma 6.4.2 (Bruggeman and Motohashi). Let ℓ ∈ N ∪ {0} and σ ∈ (1,∞), and let η, θ ∈ T ℓσ . Then
|L˜ωℓ,qη| ∈ L2(N\G) and, for 0 6= ω ∈ C and q = −ℓ,−ℓ+ 1, . . . , ℓ, one has
〈
L˜ωℓ,qη , L˜
ω
ℓ,qθ
〉
N\G
= − 1
πi
∑
|p|≤ℓ
∫
(0)
η(ν, p) θ(ν, p) Γ(ℓ + 1− ν)Γ(ℓ+ 1 + ν) sin
2(πν)
π2ν2
ν2+2ǫ(p)
(ν2 − p2) dν , (6.4.11)
where 〈f, F 〉N\G and ǫ(p) are as defined in (6.2.9) and (6.4.5).
Lemma 6.4.3 (Bruggeman and Motohashi). Let ℓ ∈ N ∪ {0}, σ ∈ (1, 2) and ω1, ω2, c ∈ C − {0}, let
Sσ = {ν ∈ C : |Re(ν)| ≤ σ}, and let κ(ω1, ω2; c) be that mapping from T ℓσ into the space of all functions
f : Sσ × {p ∈ Z : |p| ≤ ℓ} → C which is given by
(κ (ω1, ω2; c) η) (ν, p) = Kν,p (2π√ω1ω2/c) η(ν, p) (η ∈ T ℓσ , ν ∈ Sσ, p ∈ Z and |p| ≤ ℓ), (6.4.12)
where Kν,p(u) ∈ C is defined by the equations (1.9.4)-(1.9.6) of Theorem B. Then κ(ω1, ω2; c) is a linear
operator from T ℓσ into T ℓσ , and, for η ∈ T ℓσ , q = −ℓ, 1− ℓ, . . . , ℓ and g ∈ G, one has (with hu as in (1.5.7)):(
Jω2h1/cL˜
ω1
ℓ,qη
)
(g) = π2|c|−2(L˜ω2ℓ,qκ(ω1, ω2; c)η)(g) . (6.4.13)
Remark 6.4.4. The first result of Lemma 6.4.3 (i.e. that κ(ω1, ω2; c)η ∈ T ℓσ for all η ∈ T ℓσ ) has been taken
from Lemma 9.1.8 of [32]: its proof in respect of cases where one has 1 < σ < 3/2 is indicated there (see,
in particular, the upper bound on |Kν,p(z)| obtained in Lemma 9.1.7 of [32]), and a trivial extension of this
proof yields the required result in the remaining cases, where 3/2 ≤ σ < 1. The proof of (6.4.13) is, in part,
an application of Lemma 6.3.2 and the identity (6.3.6).
§6.5 Poincare´ series revisited.
It is to be assumed throughout this subsection that ω, σ, η, a, b, ga, gb and the K-type (ℓ, q) are given,
with 0 6= ω ∈ O, σ ∈ (1, 2), ℓ, q ∈ Z, |q| ≤ ℓ and η ∈ T ℓσ (the space defined in, and below, (6.4.3)), and with
a, b ∈ Q(i) ∪ {∞} and ga, gb ∈ G such that (1.1.16) and (1.1.20)-(1.1.21) hold for c ∈ {a, b}. We suppose
also that ρ : G→ C is the function given by (6.2.1).
Were it guaranteed to be absolutely convergent, for all g ∈ G, the Poincare´ series (P aL˜ωℓ,qη)(g) might,
by itself, serve as the principal ‘fulcrum’ in a proof of the spectral sum formula, Theorem B: for the related
identities (6.4.10), (6.4.11) and (6.4.13) are key results for the proof of Theorem B that we are going to
describe. However, in view of (6.4.6), the estimate (6.4.9) and the case ν = 1, p = 0 of (6.3.7), it follows by
[11], Corollary 3.1.6 and Proposition 3.2.1 (2), that the series (P aL˜ωℓ,qη)(g) will be absolutely convergent, for
all g ∈ G, only if one has either ℓ = 0, or else ℓ ≥ 1 and η(0, 1) = 0. This inconvenient fact led Bruggeman
and Motohashi to construct, in the equations (9.7) and (9.8) of [5], a suitable ‘substitute’ for P∞L˜ωℓ,qη. The
construction of this ‘substitute’ is a critical step in their proof of Theorem 10.1 of [5] (the spectral sum
formula for PSL(2,O)\PSL(2,C)). In this subsection we adapt the method of Bruggeman and Motohashi
in defining the corresponding ‘substitute’ P a,∗L˜ωℓ,qη for the Poincare´ series P
aL˜ωℓ,qη.
We remark that the choice of Poincare´ series in Section 9 of [5] is acknowledged by Bruggeman and
Motohashi to have been influenced by the widely applicable method which Miatello and Wallach developed
in [33] and [34]. Consequently our work here has been indirectly influenced by those papers of Miatello of
Wallach. In particular, we might have obtained our Lemma 6.5.16 by an application of Theorem 2.5 of [33]
and the result (1.4.15) of Kim and Shahidi: Lokvenec-Guleska has shown how to do this when a =∞ (see
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Section 9.2 of [32]). We have instead chosen to rely on bounds for generalised Kloosterman sums (i.e. the
results of Subsection 6.1). This is essentially what Bruggeman and Motohashi chose to do in Section 9 of [5];
it enables us to give proofs which are (on the whole) more self-contained than would be the case if we had
opted to derive our results from the results of Miatello and Wallach.
We choose, once and for all, a function τ ∈ C∞(G) such that, for n ∈ N , r > 0 and k ∈ K, one has
[0, 1] ∋ τ(na[r]k) = τ(a[r]) =
{
1 if r ≤ 1;
0 if r ≥ 2. (6.5.1)
Then, motivated by the estimate (6.4.9), we put
L˜ω,∗ℓ,q η = L˜
ω
ℓ,qη − b(ω; ℓ, q; η) τMωϕℓ,q(1, 0) , (6.5.2)
where b(ω; ℓ, q; η) is the constant in (6.4.6), and where
(τMωϕℓ,q(ν, 0)) (g) = τ(g) (Mωϕℓ,q(ν, 0)) (g) for ν ∈ C, g ∈ G (6.5.3)
(we shall use the similar notation (1−τ)Mωϕℓ,q(ν, 0) to denote the function g 7→ (1−τ(g))(Mωϕℓ,q(ν, 0))(g)).
Note that, by (6.5.2) and (6.4.6), one has L˜ω,∗ℓ,q η = L˜
ω
ℓ,qη if ℓ = 0, or if ℓ ≥ 1 and η(0, 1) = 0. Both the
transform (L˜ω,∗ℓ,q η)(g) and the absolute value of this transformmay be used in constructing Poincare´ series: for,
by (6.5.2), the result (6.4.7) of Theorem 6.4.1, our choice of τ ∈ C∞(G) (satisfying (6.5.1)), the observation
preceding (6.3.4) and the definitions (1.4.7) and (1.4.3), it follows that
L˜ω,∗ℓ,q η ∈ C∞(N\G,ω) and
∣∣L˜ω,∗ℓ,q η∣∣ ∈ C0(N\G, 0) . (6.5.4)
Using what is effectively the same construction as occurs in the equations (9.7)-(9.9) of [5], we now
define the function P a,∗L˜ωℓ,qη : G→ C by putting, for g ∈ G,(
P a,∗L˜ωℓ,qη
)
(g) = lim
ν→1+
(
P a
(
L˜ω,∗ℓ,q η + b(ω; ℓ, q; η) τMωϕℓ,q(ν, 0)
))
(g) , (6.5.5)
where (as we shall henceforth suppose) the function τMωϕℓ,q(ν, 0) is given by (6.5.3). We have, therefore, to
show that the limit in Equation (6.5.5) exists. This will be achieved by means of the analytic continuation,
with respect to the complex variable ν, of the Poincare´ series (P aτMωϕℓ,q(ν, 0))(g). We also aim to show
that the ‘pseudo Poincare´ series’ P a,∗L˜ωℓ,qη given by (6.5.5) has the specific properties that will enable us to
make use of it in proving Theorem B.
We find some new terminology convenient in stating the lemmas which follow. The space of all of the
measurable Γ-automorphic functions f : G → C that are essentially bounded is denoted by L∞(Γ\G). We
define also:
L∞(Γ\G; ℓ, q) = {f ∈ L∞(Γ\G) : f is of K−type (ℓ, q) } . (6.5.6)
Since vol(Γ\G) <∞, one has
Lp1(Γ\G) ⊇ Lp2(Γ\G) (1 ≤ p1 ≤ p2 ≤ ∞), (6.5.7)
where Lp(Γ\G) denotes the space of those of the measurable and Γ-automorphic functions f : G→ C which
are such that
∫
Γ\G |f |p dg <∞.
Lemma 6.5.1. Let Re(ν) > 1. Then P aMωϕℓ,q(ν, 0) ∈ C0(Γ\G), P a|τMωϕℓ,q(ν, 0)| ∈ C0(Γ\G) and
P a|τMωϕℓ,q(ν, 0)| ∈ L∞(Γ\G).
Proof. Let F =Mωϕℓ,q(ν, 0). By the observation preceding (6.3.4), F ∈Wω(Υν,0; ℓ, q) ⊂ C0(N\G,ω), and
so, given the choice of τ in and above (6.5.1), we have also |τF | ∈ C0(N\G, 0). The estimate (6.3.7) of
Lemma 6.3.1 shows, moreover, that the case σ0 = Re(ν), R0 = 1 (say) of the condition (6.2.5) is satisfied
when fω = F ; and obviously the same is true if one substitutes |τF | for F (since |τ(g)| ≤ 1 for all g ∈ G).
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Therefore, given that we have Re(ν) > 1, the hypotheses of Lemma 6.2.2 are satisfied when one takes there:
σ0 = Re(ν), R0 = 1 and either fω = F , or ω = 0 and f0 = |τF |. Hence the first two results of the lemma
follow by virtue of Corollary 6.2.3.
We now have only to prove that P a|τF | ∈ L∞(Γ\G). Given the results of the lemma that have already
been proved, it suffices to show that the function P a|τF | : G → [0,∞) is bounded. One may deduce this
from Corollary 6.2.10: for (6.5.1) trivially implies that (τF )(g) = τ(g)F (g) = 0F (g) = 0 for all g ∈ G such
that ρ(g) ≥ 2, and so the condition (6.2.22) is satisfied when fω = |τF |, R∞ = 2 and σ∞ = 1 (say) 
Lemma 6.5.2. For ν ∈ C, the function P a(1− τ)Mωϕℓ,q(ν, 0) : G→ C is defined, lies in C∞(Γ\G), and is
of K-type (ℓ, q). The mapping (ν, g) 7→ (P a(1− τ)Mωϕℓ,q(ν, 0))(g) is a continuous function on C×G; and,
for each g ∈ G, the complex function ν 7→ (P a(1− τ)Mωϕℓ,q(ν, 0))(g) is entire. One has, moreover,
(P a(1− τ)Mωϕℓ,q(ν, 0)) (gbg) = 1
[Γa : Γ′a]
∑
γ∈Γ′
a
\Γ
γb=a
(Mωϕℓ,q(ν, 0))
(
g−1a γgbg
)
if ρ(g) ≥ 2. (6.5.8)
Proof. Let ν ∈ C. Put fω = (1 − τ)Mωϕℓ,q(ν, 0), where the meaning of the term ‘(1 − τ)Mωϕℓ,q(ν, 0)’ is
that indicated below (6.5.3). Then, given our choice of τ (described in, and above, (6.5.1)), it follows by the
observation preceding (6.3.4) that we have:
fω ∈ C∞(N\G,ω) ⊂ C∞(G) , fω is of K-type (ℓ, q) (6.5.9)
and
fω(g) =
{
(Mωϕℓ,q(ν, 0)) (g) if ρ(g) ≥ 2;
0 if ρ(g) ≤ 1. (6.5.10)
By (1.5.4), we have also
(P afω) (gbg) =
1
[Γa : Γ′a]
∑
γ∈Γ′
a
\Γ
fω
(
g−1a γgbg
)
, (6.5.11)
for any g ∈ G such that the sum on the right-hand side of (6.5.11) converges. Suppose that Z1 > 0 and
R1 > R0 > 0. Put U = {(z, r) ∈ H3 : |z| ≤ Z1 and R0 ≤ r ≤ R1} and U˜ = {n[z]a[r] : (z, r) ∈ U}K. Then,
when g ∈ U˜ , it follows by (6.5.10) and Lemma 6.2.1 that each non-zero term occurring in the sum in (6.5.11)
corresponds to a γ contained in the set (Γ′a\I0)∪ (Γ′a\I1(g)), where I0 = aΓb(0) = {γ ∈ Γ : γb = a} (so that
Γ′a\I0 is a finite set, empty unless a ∼Γ b), while I1(g) = {γ ∈ Γ : γb 6= a and 1 < ρ(g−1a γgbg) ≤ 1/R0}.
If, in particular, R0 = 2 and g ∈ U˜ , then the equality in (6.5.8) holds: for in this case the set I1(g)
is empty, and it moreover follows by Lemma 6.2.1 and (6.5.10) that for all γ ∈ I0 = aΓb(0) one has
ρ(g−1a γgbg) = ρ(g) ≥ R0 = 2, so that the first case of (6.5.10) applies to fω(g−1a γgbg). Since G = NAK, and
since the assumptions concerning Z1, R0 and R1 are just that Z1 > 0 and R1 > R0 = 2, the above therefore
completes the proof of (6.5.8).
We now revert to considering the more general case of any Z1 > 0, and any R1 and R0 with R1 > R0 > 0.
However, since the results that remain to be proved are independent of the cusp b, it will be convenient to
be more specific in another respect, by assuming henceforth that b =∞, and that gb = g∞ = h[1].
Returning to the matters discussed in the paragraph containing Equation (6.5.11), we note that each
γ ∈ Γ′a\I1(g) represents a coset Γ′aγ∗ (say), where γ∗ ∈ I1(g) may (by (1.1.20)-(1.1.21) for c = a) be chosen
so that one has:
g−1a γ∗g∞g ∈ V˜ = {n[z]a[r] : (z, r) ∈ V }K ,
where V = {(z, r) ∈ H3 : |Re(z)|, |Im(z)| ≤ 1/2 and 1 ≤ r ≤ 1/R0}. Hence, when g ∈ U˜ , the summation
in (6.5.11) is effectively over all γ ∈ Γ′a\Γ that are either contained in the finite set Γ′a\I0, or else represent
cosets of the form Γ′aγ∗ with γ∗ ∈ Γ such that (γ∗g∞U˜) ∩ (gaV˜ ) 6= ∅. Given the definition of the action of
G upon H3, and given that g∞ = h[1] (the identity element of G), the latter condition is equivalent to the
condition that (γ∗U) ∩ (gaV ) 6= ∅, and so it is satisfied only if one has
(γ∗W ) ∩W 6= ∅ , (6.5.12)
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where W = U ∪ (gaV ). Since this set W is a compact subset of H3, and since (by Theorem 2.1.2 of [11]) the
discrete group Γ < SL(2,C) is discontinuous, it follows that the condition (6.5.12) is satisfied for at most
finitely many choices of γ∗ ∈ Γ. The condition (6.5.12) is, furthermore, independent of the variable g ∈ U˜
(as is the finite set Γ′a\I0). Therefore (and since we have g∞g = h[1]g = g for all g ∈ G) there exists a finite
set {γ1, . . . , γJ} ⊂ Γ such that
(P afω) (g) =
1
[Γa : Γ′a]
J∑
j=1
fω
(
g−1a γjg
)
for all g ∈ U˜ . (6.5.13)
Since G = NAK, and since Z1 > 0 and R1 > R0 > 0 are arbitrary, the fact that we obtain (6.5.13)
is enough to prove that, for each g ∈ G, the Poincare´ series (P afω)(g) is absolutely convergent (by virtue
of it being a series that contains only finitely many non-zero terms). The mapping g 7→ (P afω)(g) is
therefore (given the definition (1.5.4) and the first part of (6.5.9)) a well-defined Γ-automorphic function
on G. Similarly, since it follows by (6.5.13), (6.5.9), (1.3.1) and the left-invariance of all elements of U(g)
and U(k) that the restriction of P afω to the open set U¨ = Int(U˜) is a smooth function (i.e. an element of
C∞(U¨) ) satisfying (H2P afω)(g) = −iq(P afω)(g) and (ΩkP afω)(g) = − 12
(
ℓ2 + ℓ
)
(P afω)(g) for g ∈ U¨ , we
may deduce that P afω is in fact a smooth function on G of K-type (ℓ, q).
By (6.5.13) one moreover obtains, as a corollary of the expansion of (Mωϕℓ,q(ν, p))(g) in terms of Bessel
functions that is given by the equations (6.13) and (6.14) of Lemma 6.1 of [5], the result that, for each
g ∈ G, the mapping µ 7→ (P a(1 − τ)Mωϕℓ,q(µ, 0))(g) is an entire complex function. The same expansion
of (Mωϕℓ,q(ν, p))(g) in terms of Bessel function also enables one to show, in particular, that the mapping
(µ, g) 7→ (Mωϕℓ,q(µ, 0))(g) is a continuous function on C × G. Hence and by (6.5.13) one finds that, since
G is a topological group, and since (1− τ) ∈ C∞(G), the mapping (µ, g) 7→ (P a(1− τ)Mωϕℓ,q(µ, 0))(g) is a
continuous function on C×G 
Lemma 6.5.3. Let 0 6= ω′ ∈ C, and let p ∈ Z satisfy |p| ≤ ℓ. Then, for all g ∈ G, each of the two mappings
ν 7→ (Jω′ϕℓ,q(ν, p))(g) and ν 7→ (Mω′ϕℓ,q(ν, p))(g) is an entire function of the complex variable ν. Suppose
moreover that r0 ∈ (0,∞), ν ∈ C, |Re(ν)| ≤ σ1 <∞ and ω′ ∈ O (so that, in particular, |ω′| ≥ 1), and that
n ∈ N , r > 0, k ∈ K and g = na[r]k (so that ρ(g) = r). Put
fω′(ν, p; g) = (π|ω′|)−ν (iω′/|ω′|)pΓ(ℓ + 1 + ν)
(
Jω′ϕℓ,q(ν, p)
)
(g) .
Then
fω′(ν, p; g)≪ℓ,σ1,r0 |ω′|−1 (1 + |Im(ν)|)ℓ−|p| |ω′r|ℓ+1 e−2π|ω
′|r if |ω′|r ≥ r0. (6.5.14)
Moreover, for all ε ∈ (0, 1/4] and all d ∈ N such that d/2 > σ1 + ℓ, one has
fω′(ν, p; g) =
r
e(π/2)|Im(ν)|
·
Oℓ,σ1,r0,ε
(
(1 + |Im(ν)|)|Re(ν)|−1/2+ℓ |ω′r|−|Re(ν)|−ε
)
if |ω′|r ≤ r0,
Od,σ1,r0
(
(1 + |Im(ν)|)Re(ν)−1/2+ℓ+d |ω′r|−Re(ν)+ℓ+|p|−d
)
if |ω′|r ≥ r0.
(6.5.15)
The case |ω′|r ≥ r0 of (6.5.15) remains valid if, in place of the O-term appearing there, one substitutes the
term Od,σ1,r0(min{(1 + |Im(ν)|)−Re(ν)−1/2+ℓ+d |ω′r|Re(ν)+ℓ+|p|−d , (1 + |Im(ν)|)−1/2+ℓ+d |ω′r|ℓ+|p|−d}).
Proof. The first assertion, concerning the mappings ν 7→ (Jω′ϕℓ,q(ν, p))(g), ν 7→ (Mω′ϕℓ,q(ν, p))(g), is
a corollary of the relevant expansions in terms of Bessel functions Kµ(2πr) and Iµ(2πr) obtained in [5],
Lemma 5.1 and Lemma 6.1.
The result (6.5.15) is proved similarly to the equation (4.28) of Lemma 4.1.3 of [32], and (see our
Remark 6.5.4, following this proof) coincides with that result in the respect of cases with |ω′|r ≤ r0 and
Re(ν) ≤ 0. Its proof (which we omit) involves the application of the equations (5.26)-(5.27) of Lemma 5.1
of [5], and the estimates
Kµ(2πR)≪ε,σ2,r0 e−(π/2)|Im(µ)|(1 + |Im(µ)|)|Re(µ)|−1/2R−|Re(µ)|−ε (R ∈ (0, r0], |Re(µ)| ≤ σ2 <∞)
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and
Kµ(2πR)≪d,σ2 e−(π/2)|Im(µ)|(1 + |Im(µ)|)Re(µ)+dR−Re(µ)−d (R ∈ (0,∞), |Re(µ)| ≤ σ2 < d/2),
where Kµ(z) is the modified Bessel function defined in the equations 10.27.4-10.27.5 of [38]; the first of these
estimates is [32], (1.33); the second is [32], (1.37) (and is also equivalent to [5], (7.12)).
The result stated immediately below (6.5.15) is a consequence of (6.5.15) and the functional equation
fω′(ν, p; g) = fω′(−ν,−p; g), which is (1.7.17).
For the proof of (6.5.14), we use (in place of the above estimates forKµ(2πR)) the integral representation
Kµ(2πR) =
1
2
∫ ∞
0
e−πR(t+t
−1)t−µ−1dt (R > 0),
which is derived from Equation 10.32.10 of [38]. This integral representation of Kµ(2πR) implies that
e2πR |Kµ(2πR)| ≤
∫ ∞
1
e−πRt(1−t
−1)2tM−1dt (R > 0 and M ≥ |Re(µ)|+ 1). (6.5.16)
By setting τ = cosh−1(1 + 1/2πR) ∈ (0,∞), and then applying the inequalities
(
1− t−1)2 ≥ { 1/(πReτ) if t ≥ eτ ,
0 if 1 ≤ t < eτ ,
we deduce from (6.5.16) that
|Kµ(2πR)| ≤ 2M
(
M−1 + Γ(M)
)
exp
(
M
2πR
− 2πR
)
for |Re(µ)| ≤M − 1 and R > 0.
By combining this last result with the case ω = 1 of the equations (5.26)-(5.27) of Lemma 5.1 of [5] we
obtain, when n1 ∈ N , k1 ∈ K, |Re(ν)| ≤ σ1 and R ≥ r0, the upper bound:
π−νip Γ(ℓ + 1 + ν)
(
J1ϕℓ,q(ν, p)
)
(n1a[R]k1)≪ℓ,σ1,r0 (1 + |Im(ν))ℓ−|p|Rℓ+1e−2πR . (6.5.17)
It is a property of the Jacquet operator that |u|4Ju2ξ = huJξhu for u ∈ C∗, and so, by Equation (1.8.2) and
the linearity of Jξ, one finds that(
Jω′ϕℓ,q(ν, p)
)
(g) = |ω′|ν−1 (ω′/ |ω′|)−p (J1ϕℓ,q(ν, 0))(h[√ω′ ]g) for ν ∈ C, g ∈ G. (6.5.18)
Since, moreover, huρ = |u|2ρ for u ∈ C∗, the combination of (6.5.17) and (6.5.18) yields (6.5.14) 
Remark 6.5.4. It follows by Stirling’s asymptotic formula for log Γ(z) that one has
|Γ(µ+ 1)| ≫σ2 (1 + |Im(µ)|)Re(µ)+1/2 e−(π/2)|Im(µ)| (µ ∈ C, |Re(µ)| ≤ σ2 <∞). (6.5.19)
Before stating the next lemma, we find it convenient to first define one relevant piece of new terminology.
For all λ, κ ∈ Z with λ ≥ |κ|, and for all θ ∈ T λσ , we put
L˜ω,†λ,κθ = L˜
ω
λ,κθ − b(ω;λ, κ; θ)Mωϕλ,κ(1, 0) , (6.5.20)
where the constant b(ω;λ, κ; θ) is defined as in (6.4.6). It is then an immediate corollary of the relation
(6.4.7) of Theorem 6.4.1 and the observation preceding (6.3.4) that, subject to the same hypotheses under
which L˜ω,†λ,κθ was just defined, one has:
L˜ω,†λ,κθ ∈ C∞(N\G,ω) and L˜ω,†λ,κθ is of K-type (λ, κ). (6.5.21)
90
For later reference we note here also that, given our choice of τ ∈ C∞(G) (satisfying the conditions in
(6.5.1)), it follows by the estimate (6.4.9) of Theorem 6.4.1, and the definitions (6.5.2) and (6.5.20), that if
λ, κ ∈ Z, λ ≥ |κ| and θ ∈ T λσ then(
L˜ω,∗λ,κθ
)
(g) =
(
L˜ω,†λ,κθ
)
(g)≪ω,θ (ρ(g))1+σ for all g ∈ G such that ρ(g) ≤ 1. (6.5.22)
Lemma 6.5.5. Put
I(ℓ, q) = {(λ, κ) ∈ Z× Z : λ ≥ |κ| and max{|λ− ℓ|, |κ− q|} ≤ 1} . (6.5.23)
Then, for each X ∈ g, there exists a family ([X]λ,κℓ,q )(λ,κ)∈I(ℓ,q) of linear operators on the space T ℓσ such that
one has both
[X]λ,κℓ,q : T ℓσ → T λσ , for each (λ, κ) ∈ I(ℓ, q), (6.5.24)
and ∑
(λ,κ)∈I(ℓ,q)
L˜ω,†λ,κ[X]
λ,κ
ℓ,q θ = XL˜
ω,†
ℓ,q θ , for all θ ∈ T ℓσ . (6.5.25)
Proof. As in (3.11) of [5], we put
H1 =
(
1/2 0
0 −1/2
)
, V1 =
(
0 1/2
1/2 0
)
, V2 =
(
0 i/2
−i/2 0
)
(6.5.26)
(having already defined H2, W1 and W2 in (1.2.9)). The set B = {H1,H2,V1,V2,W1,W2} is a basis of
the real Lie algebra sl(2,C) of G, and so is also a C-basis of the complex Lie algebra g. Another C-basis for
g is the set B1 = {H1,H2,F+,F−,E+,E−}, where
F± = V1 ± iV2 and E± =W1 ± iW2 (6.5.27)
(with the factor ‘i’ here signifying complexification). Therefore we may confine ourselves, in this proof, to
a discussion of the cases in which one has X ∈ B1: for, by linearity, these special cases of the lemma imply
the general case.
Let X ∈ B1. Then, for (ν, p) ∈ C× Z with |p| ≤ ℓ, one has
XJωϕℓ,q(ν, p) = JωXϕℓ,q(ν, p) , (6.5.28)
where, by virtue of the g-invariance of the space H(ν, p) defined in Equation (1.6.1), there exist certain
complex constants cXℓ,q(λ, κ; ν, p) (λ, κ ∈ Z), all but finitely many of which are equal to zero, such that
Xϕℓ,q(ν, p) =
∞∑
λ=|p|
λ∑
κ=−λ
cXℓ,q(λ, κ; ν, p)ϕλ,κ(ν, p) . (6.5.29)
In his preliminary notes preparatory to work reported on in [5] Bruggeman has computed, for each X ∈
B1, the coefficients in (6.5.29). The results of his computations (kindly made available to us by personal
communication) are crucial for this proof; they show, in particular, that cXℓ,q(λ, κ; ν, p) is a polynomial
function of the complex variable ν, and is identically zero when (λ, κ) 6∈ I(ℓ, q).
We confine ourselves, in what follows, to a discussion of the single case in which X = F+. This is
justifiable, since one can deal similarly with the cases in which X ∈ {H1,H2,F−,E+,E−}. Bruggeman
found that
cF
+
ℓ,q (λ, κ; ν, p) = 0 unless (λ, κ) ∈ I(ℓ, q) and κ = q + 1, (6.5.30)
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and that, when (λ, q + 1) ∈ I(ℓ, q) and (ν, p) ∈ C× Z is such that |p| ≤ ℓ, one has:
cF
+
ℓ,q (λ, q + 1; ν, p) =

(ℓ + 1)−1(2ℓ+ 1)−1(ν + ℓ+ 1)
(
(ℓ+ 1)2 − p2) if λ = ℓ+ 1;
−ℓ−1(ℓ+ 1)−1(ℓ− q)νp if λ = ℓ;
ℓ−1(2ℓ+ 1)−1(ℓ− q)(ℓ − q − 1)(ℓ− ν) if λ = ℓ− 1 ≥ |p|;
0 otherwise.
(6.5.31)
Note that in (6.5.31) the case λ = ℓ will arise only if ℓ ≥ |q+1|, and that this inequality implies ℓ 6= 0 (since
it is assumed that we have ℓ ≥ |q|).
Suppose now that θ ∈ T ℓσ . Motivated by the definition of the transform L˜ωℓ,q in Equation (6.4.4) we
observe now that it follows by (6.5.28) and (6.5.29), for X = F+, and by (6.5.30), (6.5.31), (6.5.23), the
substitution ν = it and the linearity of the Jacquet operator Jω, that if g ∈ G and p is an integer satisfying
|p| ≤ ℓ then one has:∫
(0)
θ(ν, p)(π|ω|)−νΓ(ℓ+ 1 + ν) (F+Jωϕℓ,q(ν, p))(g) νǫ(p) sin(πν)dν =
= −
∫ ∞
−∞
θ(it, p)(π|ω|)−it Γ(ℓ + 1 + it) ×
×
( ℓ+1∑
λ=max{ℓ−1,|p|,|q+1|}
cF
+
ℓ,q (λ, q + 1; it, p)
(
Jωϕλ,q+1(it, p)
)
(g)
)
(it)ǫ(p) sinh(πt)dt .
(6.5.32)
Given the condition (T2) below (6.4.3), the expansion of (Jωϕλ,κ(ν, p))(g) obtained in the equations (5.26)-
(5.27) of Lemma 5.1 of [5], the definition (6.4.5) and the equation (6.5.31), one may check that (once any
inessential discontinuities at t = 0 or t = i are removed) the last integrand above is a continuous function
(t, g) 7→ f(t, g) from the set {t ∈ C : |Im(t)| ≤ σ} × G into C. This integrand f(t, g) is, in particular,
continuous on R×G; by the case ω′ = ω, σ1 = 1/2, ε = 1/4, d→∞ of the bound (6.5.15) of Lemma 6.5.3,
the equation (6.5.31) and the condition (T3) below (6.4.3), it moreover satisfies
f(t, g)≪θ,ℓ,|ω|,R,A (1 + |t|)ℓ+(1/2)+ǫ(p)−A for A,R ∈ [1,∞), t ∈ R and g ∈ G such that ρ(g) ≤ R.
Since we have here ǫ(p) ≤ 1 (by (6.4.5)), it may be deduced from the special case A = ℓ + 3 of the above
bound for the integrand f(t, g) that integral on the right-hand side of Equation (6.5.32) converges uniformly
for all g lying in any given compact subset of G.
Similarly to the above, it may be shown that that the corresponding ‘undifferentiated’ integral
−
∫ ∞
−∞
θ(it, p)(π|ω|)−it Γ(ℓ+ 1 + it) (Jωϕℓ,q(it, p))(g)(it)ǫ(p) sinh(πt)dt
is absolutely convergent (for |p| ≤ ℓ), and that its integrand F (t, g) (say) is continuous on R×G.
Given the observations of the preceding two paragraphs, and bearing in mind the definition of the
differential operator F+ (via the cases X = V1 and X = V2 of (1.2.6), and the first part of (6.5.27)), it
follows by the second proposition of Section 1.88 of [43] that one may, by ‘differentiating inside the integral’,
deduce from the equation (6.4.4) (with θ substituted for η) that one has(
F+L˜ωℓ,qθ
)
(g) =
1
2π3i
∑
|p|≤ℓ
(−iω/|ω|)p∥∥Φℓp,q∥∥K
∫
(0)
θ(ν, p)(π|ω|)−ν Γ(ℓ+ 1 + ν) (F+Jωϕℓ,q(ν, p))(g) νǫ(p) sin(πν)dν =
=
1
2π3i
ℓ+1∑
λ=max{ℓ−1,|q+1|}
∑
|p|≤min{ℓ,λ}
(−iω/|ω|)p∥∥Φℓp,q∥∥K ×
×
∫
(0)
θ(ν, p)(π|ω|)−ν Γ(ℓ+ 1 + ν)cF+ℓ,q (λ, q + 1; ν, p) (Jωϕλ,q+1(ν, p))(g) νǫ(p) sin(πν)dν =
=
∑
(λ,κ)∈I(ℓ,q)
(
L˜ωλ,κ
[
F+
]λ,κ
ℓ,q
θ
)
(g) , (6.5.33)
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where, for (λ, κ) ∈ I(ℓ, q), the function [F+]λ,κ
ℓ,q
θ : {ν ∈ C : |Re(ν)| ≤ σ} × {p ∈ Z : |p| ≤ λ} → C satisfies
([
F+
]λ,κ
ℓ,q
θ
)
(ν, p) =

‖Φλp,κ‖K
‖Φℓp,q‖K
Γ(ℓ+ 1 + ν)
Γ(λ+ 1 + ν)
cF
+
ℓ,q (λ, κ; ν, p)θ(ν, p) if κ = q + 1 and |p| ≤ ℓ,
0 otherwise,
(6.5.34)
while the summand in (6.5.33) is given by the case η =
[
F+
]λ,κ
ℓ,q
θ, (ℓ, q) = (λ, κ) of the equation (6.4.4).
With regard to the definition (6.5.34) of the function L˜ωλ,κ
[
F+
]λ,κ
ℓ,q
θ, we observe that if (λ, κ) ∈ I(ℓ, q)
then the function p 7→ ‖Φλp,κ‖K/‖Φℓp,q‖K is (by (1.6.6)) an even function from {−λ, 1−λ, . . . , λ} into (0,∞).
Moreover, when (λ, q + 1) ∈ I(ℓ, q) and (ν, p) ∈ C × Z is such that |p| ≤ min{λ, ℓ}, it follows by Equation
(6.5.31) that
Γ(ℓ+ 1 + ν)
Γ(λ+ 1 + ν)
cF
+
ℓ,q (λ, q + 1; ν, p) =

(ℓ+ 1)−1(2ℓ+ 1)−1
(
(ℓ+ 1)2 − p2) if λ = ℓ+ 1;
−ℓ−1(ℓ+ 1)−1(ℓ − q)νp if λ = ℓ;
ℓ−1(2ℓ+ 1)−1(ℓ − q)(ℓ− q − 1) (ℓ2 − ν2) if λ = ℓ− 1.
Hence (and since |p| is an even function of p) one may check that, when (λ, κ) ∈ I(ℓ, q), the conditions
(T1)-(T3) below (6.4.3) continue to hold if one substitutes there
([
F+
]λ,κ
ℓ,q
θ
)
(ν, p) for η(ν, p). Therefore we
obtain the case X = F+ of the result (6.5.24) stated in the lemma.
Given the result obtained in (6.5.33), and given the definition of L˜ω,†λ,κθ in (6.5.20), the case X = F
+ of
the result (6.5.25) will follow if we are able to show that∑
(λ,κ)∈I(ℓ,q)
b
(
ω;λ, κ;
[
F+
]λ,κ
ℓ,q
θ
)
Mωϕλ,κ(1, 0) = b(ω; ℓ, q; θ)F
+Mωϕℓ,q(1, 0) . (6.5.35)
Since the Goodman-Wallach operator Mω commutes with all elements of the Lie algebra g, and since we
have the case X = F+ of the equation (6.5.29), in which the coefficients cF
+
ℓ,q (λ, κ; ν, p) (λ ≥ |p|, |κ| ≤ λ)
are given by (6.5.30)-(6.5.31), it follows by virtue of the linearity of the operator Mω (in combination with
the observation preceding (6.3.4), and the definition of ‘K-type’ in the equations (1.3.1)) that the identity
(6.5.35) is valid if and only if
b
(
ω;λ, κ;
[
F+
]λ,κ
ℓ,q
θ
)
= b(ω; ℓ, q; θ)cF
+
ℓ,q (λ, κ; 1, 0) (6.5.36)
for all (λ, κ) ∈ I(ℓ, q).
Let (λ, κ) ∈ I(ℓ, q). By the definition (6.4.6) of b(ω; ℓ, q; θ), and by (6.5.34) and (6.5.30), one finds that
both sides of the equality sign in (6.5.36) equal zero if either ℓ = 0 or κ 6= q + 1. If, on the other hand, we
have ℓ ≥ 1 and κ = q + 1 (so that (λ, q + 1) = (λ, κ) ∈ I(ℓ, q)) then it follows from (6.4.6) and (6.5.34) that
the equation (6.5.36) holds if and only if it is the case that
λcF
+
ℓ,q (λ, q + 1; 0, 1) = ℓc
F
+
ℓ,q (λ, q + 1; 1, 0) (6.5.37)
(note that the factor λ on the left-hand side of this equation makes it unnecessary to distinguish the case
λ = 0). Since the equation (6.5.31) allows one to show that if ℓ ≥ 1 then the condition (6.5.37) is satisfied
when (λ, q + 1) ∈ I(q, ℓ) (with only the case λ = 0 requiring any thought at all), we are therefore able to
conclude that the condition (6.5.36) is satisfied for all (λ, κ) ∈ I(ℓ, q); it follows that the identity (6.5.35) is
valid, and so our proof of the case X = F+ of the lemma is complete. Similar proofs exist for the cases in
which X ∈ {H1,H2,F−,E+,E−} = B1−{F+}. Therefore, and since B1 is a C-basis of g, the results stated
in the lemma are valid in general (i.e. for all X ∈ g) 
Remark 6.5.6. The above proof is not as we would ideally like it: for the validation of the identity (6.5.35)
is reliant on detailed (and quite mindless) calculations. Despite giving it some thought, we were unable to
discover a general principle that might ‘explain’ the identity (6.5.35).
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Lemma 6.5.7. Let ℓ1, q1 ∈ Z be such that ℓ1 ≥ |q1|, let I(q1, ℓ1) be defined as in Equation (6.5.23) of
Lemma 6.5.5, let θ ∈ T ℓ1σ , and let X ∈ g. Then XL˜ω,†ℓ1,q1θ ∈ C∞(N\G,ω). Moreover, the Poincare´ series
(P aL˜ω,†ℓ1,q1θ)(g) and (P
aXL˜ω,†ℓ1,q1θ)(g) are well-defined and absolutely convergent for all g ∈ G, and one has:
XP aL˜ω,†ℓ1,q1θ = P
aXL˜ω,†ℓ1,q1θ (6.5.38)
and, for some θX ∈ ∏(λ,κ)∈I(ℓ1,q1) T λσ ,
XL˜ω,†ℓ1,q1θ =
∑
(λ,κ)∈I(ℓ1,q1)
L˜ω,†λ,κθ
X
(λ,κ) and P
aXL˜ω,†ℓ1,q1θ =
∑
(λ,κ)∈I(ℓ1,q1)
P aL˜ω,†λ,κθ
X
(λ,κ) . (6.5.39)
Proof. The result that XL˜ω,†ℓ1,q1θ ∈ C∞(N\G,ω) is an immediate corollary of the first part of (6.5.21) and
the left-invariance of the differential operator X. By Lemma 6.5.5, we moreover have the identity
XL˜ω,†ℓ1,q1θ =
∑
(λ,κ)∈I(ℓ1,q1)
L˜ω,†λ,κθ
X
(λ,κ) , (6.5.40)
where θX(λ,κ) = [X ]
λ,κ
ℓ1,q1
θ (with the operator [X ]λ,κℓ1,q1 as described in that lemma) so that, for (λ, κ) ∈ I(ℓ1, q1),
θX(λ,κ) = [X ]
λ,κ
ℓ1,q1
θ ∈ T λσ , (6.5.41)
and, by (6.5.21) (again),
L˜ω,†λ,κθ
X
(λ,κ) ∈ C∞(N\G,ω) . (6.5.42)
By (6.5.41) and (6.5.22), we have the upper bounds(
L˜ω,†λ,κθ
X
(λ,κ)
)
(g)≪ω,θ,X (ρ(g))1+σ for (λ, κ) ∈ I (ℓ1, q1) and all g ∈ G such that ρ(g) ≤ 1. (6.5.43)
Therefore, and by virtue of the identity (6.5.40), it follows that one has also:(
XL˜ω,†ℓ1,q1θ
)
(g)≪ω,θ,X (ρ(g))1+σ for g ∈ G such that ρ(g) ≤ 1. (6.5.44)
Given it was shown that XL˜ω,†ℓ1,q1θ ∈ C∞(N\G,ω), and given the results of (6.5.21) and (6.5.22), and
the results (6.5.42), (6.5.43) and (6.5.44) just obtained, it follows by Lemma 6.2.2 that the Poincare´ series
(P aL˜ω,†ℓ1,q1θ)(g), (P
aXL˜ω,†ℓ1,q1θ)(g) and (P
aL˜ω,†λ,κθ
X
(λ,κ))(g) (for all (λ, κ) ∈ I(ℓ1, q1)) are each well-defined and
absolutely convergent for all g ∈ G. Indeed, by Lemma 6.2.2 and Corollary 6.2.3, the Poincare´ series
(P aXL˜ω,†ℓ1,q1θ)(g) is uniformly convergent in each compact subset of G, and the sum of this series is a function
P aXL˜ω,†ℓ1,q1θ : G→ C which is continuous on G. Consequently the proposition of Section 1.72 of [43] (relating
to ‘term by term’ differentiation of a series) implies that if X ∈ sl(2,C) and g ∈ G then (XP aL˜ω,†ℓ1,q1θ)(g)
exists, and one has:
(
P aXL˜ω,†ℓ1,q1θ
)
(g) =
1
[Γa : Γ′a]
∑
γ∈Γ′
a
\Γ
(
XL˜ω,†ℓ1,q1θ
)(
g−1a γg
)
=
=
1
[Γa : Γ′a]
∑
γ∈Γ′
a
\Γ
d
dt
(
L˜ω,†ℓ1,q1θ
)(
g−1a γg exp(tX)
)∣∣∣
t=0
=
=
d
dt
(
1
[Γa : Γ′a]
∑
γ∈Γ′
a
\Γ
(
L˜ω,†ℓ1,q1θ
)(
g−1a γg exp(tX)
))∣∣∣
t=0
=
=
d
dt
((
P aL˜ω,†ℓ1,q1θ
)
(g exp(tX))
)∣∣∣
t=0
=
(
XP aL˜ω,†ℓ1,q1θ
)
(g) .
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This proves that (6.5.38) holds if X ∈ sl(2,C). In the remaining cases, where one has X ∈ g − sl(2,C),
the differential operator X may be expressed as a linear combination (with complex coefficients) of the six
elements of the set B ⊂ sl(2,C) that is defined just below (6.5.26). Therefore, given the linearity inherent in
the definition (1.5.4) of Poincare´ series, one may deduce these remaining cases of the result in (6.5.38) from
those cases of the result that have already been proved. Similarly, given the simple fact (already noted) of
the convergence of the relevant Poincare´ series, one may deduce that (6.5.40) implies both of the identities
stated in (6.5.39) (with, moreover, θX = (θX(λ,κ))(λ,κ)∈I(ℓ1,q1) ∈
∏
(λ,κ)∈I(ℓ1,q1) T λσ , by virtue of (6.5.41)) 
Lemma 6.5.8. Let L˜ω,∗ℓ,q η be as defined in (6.5.2). Then one has P
aL˜ω,∗ℓ,q η ∈ C∞(G) ∩ L∞(Γ\G; ℓ, q) and
P a|L˜ω,∗ℓ,q η| ∈ C0(G) ∩ L∞(Γ\G).
Proof. By the relevant definitions in (6.5.2) and (6.5.20), we have
L˜ω,∗ℓ,q η = L˜
ω,†
ℓ,q η + b(ω; ℓ, q; η)(1− τ)Mωϕℓ,q(1, 0) . (6.5.45)
One may moreover observe, given the relations in (6.5.4), (6.5.21) and (6.5.22), that it follows by Lemma 6.2.2
and Corollary 6.2.3 that the Poincare´ series (P aL˜ω,∗ℓ,q η)(g), (P
a|L˜ω,∗ℓ,q η|)(g) and (P aL˜ω,†ℓ,q η)(g) are each con-
vergent for all g ∈ G, and have sums that are continuous Γ-automorphic functions on G:
P aL˜ω,∗ℓ,q η, P
a|L˜ω,∗ℓ,q η|, P aL˜ω,†ℓ,q η ∈ C0(Γ\G) . (6.5.46)
By (6.5.45), (1.5.4) and the convergence just noted, we may deduce that
P aL˜ω,∗ℓ,q η = P
aL˜ω,†ℓ,q η + b(ω; ℓ, q; η)P
a(1− τ)Mωϕℓ,q(1, 0) . (6.5.47)
We show next that
P aL˜ω,†ℓ,q η ∈ C∞(G) and P aL˜ω,†ℓ,q η is of K-type (ℓ, q). (6.5.48)
The proof is by induction; before coming to it we firstly introduce some relevant terminology. For each
non-negative integer j, we define P(j) to be the proposition that
if ℓ1, q1 ∈ Z, ℓ1 ≥ |q1| and θ ∈ T ℓ1σ then P aL˜ω,†ℓ1,q1θ ∈ Cj(G) , (6.5.49)
where Cj(G) denotes the space of all functions f : G → C that satisfy, for each (X1, . . . ,Xj) ∈ gj , the
condition that the j-th order derivative XjXj−1 · · ·X1f be defined and continuous on G (so that C0(G)
is, as previously, the space of all continuous functions f : G → C). Note that it is trivially implicit in the
definition of of Cj(G), just given, that Cj(G) ⊇ Cj+m(G) for all non-negative integers j and m; less trivially,
one has ∞⋂
j=0
Cj(G) = C∞(G) . (6.5.50)
The equality (6.5.50) may be proved by determining local coordinates x1(g), . . . , x6(g) ∈ R for G, such
that, for j = 1, . . . , 6, one has an operator identity of the form
∂/∂xj = c1,j(g)H1 + c2,j(g)H2 + c3,j(g)V1 + c4,j(g)V2 + c5,j(g)W1 + c6,j(g)W2 ,
in which H1,H2,V1,V2,W1,W2 are the elements of the basis B of sl(2,C) defined below (6.5.26), and the
coeffients c1,j . . . , c6,j are (verifiably) functions in the space C
∞(G). We omit the (not very enlightening)
details of this proof, and merely note that it requires, in addition to the Iwasawa coordinates, some alternative
system of coordinates: this is due to singularities which occur in the relevant coefficients when the Iwasawa
coordinate θ is an integer multiple of π.
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As a starting point for our proof by induction of (6.5.48), we observe that since our only assumption
concerning η is that η ∈ T ℓσ , and since we assume nothing more of ℓ and q than that ℓ, q ∈ Z and ℓ ≥ |q|,
the fact (recorded in (6.5.46)) of our having shown that P aL˜ω,†ℓ,q η ∈ C0(Γ\G) is enough for us to infer that
P(0) is true. (6.5.51)
Suppose now that J is a non-negative integer such that
P(J) is true. (6.5.52)
Let ℓ1, q1 ∈ Z satisfy ℓ1 ≥ |q1|, let θ ∈ T ℓ1σ , and let X1, . . . ,XJ+1 ∈ g. Then, by the results (6.5.38)-(6.5.39)
of Lemma 6.5.7, we have
X1P
aL˜ω,†ℓ1,q1θ =
∑
(λ,κ)∈I(ℓ1,q1)
P aL˜ω,†λ,κθ
X1
(λ,κ) , (6.5.53)
for some θX1 ∈∏(λ,κ)∈I(ℓ1,q1) T λσ . Since it therefore follows by our induction hypothesis (6.5.52) (i.e. by the
case j = J of what is stated in (6.5.49)) that every summand on the right-hand side of Equation (6.5.53) is
a function in the space CJ (G), we may deduce that the first order derivative f = X1P
aL˜ω,†ℓ1,q1θ lies in the
same space; it follows that the (J + 1)-st order derivative XJ+1XJ · · ·X1P aL˜ω,†ℓ1,q1θ (which is a J-th order
derivative of f) is both defined and continuous onG. Since our only assumption concerningX1,X2, . . . ,XJ+1
is that these are elements of g, the conclusion just reached is proof that P aL˜ω,†ℓ1,q1θ lies in the space C
J+1(G).
Therefore, given that our assumptions concerning ℓ1, q1 and θ match the conditions stated in (6.5.49), it
may (similarly) be inferred that the proposition stated in (6.5.49) is true for j = J + 1.
The above discussion (subsequent to (6.5.52)) has shown that for each non-negative integer J the propo-
sition P(J) implies its successor P(J + 1). This, combined with the result (6.5.51), implies (by induction)
that the proposition P(j) stated in (6.5.49) is true for all non-negative integers j, and so we may conclude
that, subject to the conditions on ℓ1, q1 and θ in (6.5.49) being satisfied, one has P
aL˜ω,†ℓ1,q1θ ∈
⋂∞
j=0 C
j(G).
Hence, given (6.5.50), we obtain the first part of what is asserted in (6.5.48).
We begin our verification of the second part of (6.5.48) with the observation that, with H2 ∈ sl(2,C)
defined as in (1.2.9), it follows by the result (6.5.38) of Lemma 6.5.7, the second part of (6.5.21), and the
definitions (1.3.1) and (1.5.4), that
H2P
aL˜ω,†ℓ,q η = P
aH2L˜
ω,†
ℓ,q η = P
a(−iq)L˜ω,†ℓ,q η = −iqP aL˜ω,†ℓ,q η . (6.5.54)
Moreover, given any choice of X,Y ∈ g, the results of Lemma 6.5.7 imply that
XP aL˜ω,†ℓ,q η =
∑
(λ,κ)∈I(ℓ,q)
P aL˜ω,†λ,κη
X
(λ,κ) ,
where ηX ∈∏(λ,κ)∈I(ℓ,q) T λσ . Two further applications of Lemma 6.5.7 then show that one also has∑
(λ,κ)∈I(ℓ,q)
YP aL˜ω,†λ,κη
X
(λ,κ) =
∑
(λ,κ)∈I(ℓ,q)
P aYL˜ω,†λ,κη
X
(λ,κ) = P
aY
∑
(λ,κ)∈I(ℓ,q)
L˜ω,†λ,κη
X
(λ,κ) = P
aYXL˜ω,†ℓ,q η
(the penultimate equality here being a consequence of the linearity of the differential operator Y, and the
linearity inherent in the definition (1.5.4) of Poincare´ series); this proves that YXP aL˜ω,†ℓ,q η = P
aYXL˜ω,†ℓ,q η
for all X,Y ∈ g, and so, given the first equality of (1.2.11), we obtain (similarly to (6.5.54)) the result that
ΩkP
aL˜ω,†ℓ,q η = P
aΩkL˜
ω,†
ℓ,q η = −
1
2
(
ℓ2 + ℓ
)
P aL˜ω,†ℓ,q η . (6.5.55)
By (6.5.54) and (6.5.55), the Poincare´ series P aL˜ω,†ℓ,q η is a function of K-type (ℓ, q). This completes
the verification of what is asserted in (6.5.48). Hence, and by Lemma 6.5.2, each of the two Poincare´ series
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P aL˜ω,†ℓ,q η and P
a(1 − τ)Mωϕℓ,q(1, 0) is a function of K-type (ℓ, q) lying in the space C∞(G). Therefore we
may deduce from the identity (6.5.47) that
P aL˜ω,∗ℓ,q η ∈ C∞(G) and P aL˜ω,∗ℓ,q η is of K-type (ℓ, q). (6.5.56)
Given (6.5.56), the results recorded in (6.5.46), and the definitions of the two spaces L∞(Γ\G; ℓ, q) and
L∞(Γ\G) (in, and above, (6.5.6)), it suffices for completion of the proof of the lemma that we show that the
Poincare´ series P aL˜ω,∗ℓ,q η and P
a|L˜ω,∗ℓ,q η| are bounded functions on G. To this end we note that, by (6.5.2),
(6.5.1) and the result (6.4.8) of Theorem 6.4.1, one has:(
L˜ω,∗ℓ,q η
)
(g) =
(
L˜ωℓ,qη
)
(g)≪ω,η,A (ρ(g))−A for all g ∈ G such that ρ(g) ≥ 2, and all A ∈ [0,∞).
We also have (6.5.22), and so it certainly follows that both of the conditions (6.2.5) and (6.2.22) are satisfied
when one has (there): R0 = 1, σ0 = σ, R∞ = 2, σ∞ = 1010 (say), and either fω = L˜
ω,∗
ℓ,q η, or else ω = 0 and
f0 = |L˜ω,∗ℓ,q η|. Since σ ∈ (1, 2) (by hypothesis), since 1010 ≥ 1, and since the relations stated in (6.5.4) hold,
it therefore follows by Corollary 6.2.10 that each of the Poincare´ series P aL˜ω,∗ℓ,q η and P
a|L˜ω,∗ℓ,q η| is indeed a
bounded function on G 
Our next lemma generalises the case O = Z[i] of Theorem 7.6.9 of [11] and is a minor addition to the
theory of the Linnik-Selberg series
Za,bω,ω′(s) =
∑
c∈aCb
Sa,b (ω, ω
′; c)
|c|4s ( ω
′ ∈ O, Re(s) > 3/4). (6.5.57)
In Theorem 2.16 of [7] Cogdell, Li, Piatetski-Shapiro and Sarnak have shown that if a and b are Γ-equivalent
cusps then the Linnik-Selberg series Za,bω,ω′(s) can be meromorphically continued into all of C. In the case
of the analogous series involving generalised Kloosterman sums associated with any group Γ′ < SL(2,R)
that is a congruence subgroup with respect to SL(2,Z), the corresponding meromorphic continuation was
obtained by Selberg, in Section 3 of [41].
Lemma 6.5.9. Let ω, ω′ ∈ O, and let ω be non-zero. Suppose that σ∗ > 3/4. Then the series
∑
c∈aCb
|Sa,b (ω, ω′; c)|
|c|4s (6.5.58)
is uniformly convergent in the half-plane where Re(s) ≥ σ∗. For σ′ ≥ σ∗, one has the upper bound
∑
c∈aCb
|Sa,b (ω, ω′; c)|
|c|4σ′ ≤ 2
−1/2|ω| |mamb|2−2σ
∗
(∑
α|q0
1
|α|
)2
ζ2Q(i)(2σ
∗ − 1/2) , (6.5.59)
where ζQ(i)(s) = (1/4)
∑
06=α∈O |α|−2s and mc and q0 are as in (6.1.25)
Proof. Since |c|4s has absolute value |c|4Re(s) it will certainly suffice to prove that the series is uniformly
convergent in the real interval [σ∗,∞). Moreover, by (6.1.25) and the result (6.1.26) of Lemma 6.1.5, the
series (6.5.58) is a Dirichlet series of the special type dealt with in Chapter 9 of [43]: in particular, the
condition c ∈ aCb implies that |c|4 is a positive integer. Hence (given that, for n ∈ N, the real function
s 7→ n−s is monotonic decreasing), it suffices for proof of the lemma that we show that the series in (6.5.58)
is convergent for all s > 3/4. A quite standard calculation (which we omit) shows that the convergence of
this series, for s > 3/4, may be deduced from the results (6.1.26) and (6.1.27) of Lemma 6.1.5: this same
calculation also yields the upper bound in (6.5.59) 
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Lemma 6.5.10. Let Re(ν) > 1, let 0 6= ω ∈ O and ω′ ∈ O, and let fω = Mωϕℓ,q(ν, 0). Then, for each
g ∈ G, the integral on the right-hand side of Equation (6.2.13) exists, and the equation (6.2.13) defines a
function F bω′P
afω ∈ C0(N\G,ω) satisfying, for g ∈ G,
(
F bω′P
afω
)
(g) = ζa,bω,ω′
(
1 + ν
2
)(
Jω′ϕℓ,q(ν, 0)
)
(g) +
+
1
[Γa : Γ′a]
∑
γ∈Γ′
a
\Γ : γb=a
g−1
a
γgb∈h[u(γ)]N
δωu(γ),ω′/u(γ)
(
Mωϕℓ,q(ν, 0)
) (
g−1a γgbg
)
,
(6.5.60)
where
ζa,bω,ω′(s) =
1
[Γa : Γ′a]
∑
c∈ aCb
J ∗2s−1,0
(
2π
√
ωω′
c
)
Sa,b(ω, ω
′; c)
|c|4s (6.5.61)
(with J ∗ν,p(z) as given by Equation (6.3.12) of Lemma 6.3.2). Regarding the case ω′ = 0, one has moreover:
F b0 P
afω =
1
[Γa : Γ′a]
sin(πν)
ν2
Γ(ℓ+ 1− ν)
Γ(ℓ+ 1 + ν)
Za,bω,0
(
1 + ν
2
)
ϕℓ,q(−ν, 0) = (6.5.62)
= π
Γ(ν)Γ(ℓ + 1− ν)
Γ(1− ν)Γ(ℓ+ 1 + ν) ζ
a,b
ω,0
(
1 + ν
2
)
ϕℓ,q(−ν, 0) = (6.5.63)
= ζa,bω,0
(
1 + ν
2
)
J0ϕℓ,q(ν, 0) (6.5.64)
(with Za,bω,0(s) as in (6.5.57)). When s = (1 + ν)/2 the sum on the right-hand side of Equation (6.5.61) is
absolutely convergent.
Proof. By Lemma 6.5.1 we have P afω ∈ C0(Γ\G); the integral in Equation (6.2.13) therefore exists.
Moreover, by the observation preceding (6.3.4), we have fω ∈ C∞(N\G,ω), and by the estimate (6.3.7)
of Lemma 6.3.1 the case σ0 = Re(ν), R0 = 1 of the condition (6.2.5) is satisfied. Therefore it follows by
Lemma 6.2.5 that the equations (1.5.4) and (6.2.13) define a function F bω′P
afω ∈ C0(N\G,ω), and that a
valid formula for this function is given by the case a′ = b of Equation (1.5.5) (in which equation, moreover,
all the relevant summations are absolutely convergent).
Assuming now that g ∈ G, the formula (1.5.5) may be applied: we thereby obtain (by firstly recalling
that fω = Mωϕℓ,q(ν, 0), and then making appropriate use of Equation (6.3.5) and the results (6.3.10)-
(6.3.12) of Lemma 6.3.2) both the result (6.5.62) and the case ω′ 6= 0 of the result stated in (6.5.60)-
(6.5.61). The results (6.5.63) and (6.5.64) follow by virtue of the definitions (6.3.12), (1.9.6) (which imply
J ∗ν,0(0) = (J∗ν (0))2 = (Γ(ν+1))−2 ) and the evaluation of J0ϕℓ,q(ν, p) in (1.5.18). Given that ω 6= 0, the case
ω′ = 0 of the result in (6.5.60)-(6.5.61) follows from (6.5.64). The absolute convergence, at s = (1 + ν)/2, of
the sum in (6.5.61) is a corollary of the point noted, in parenthesis, at the end of the last paragraph 
In stating the remaining lemmas of this subsection we shall use (without comment) the same terminology
as is used in the statement of Lemma 6.5.10. In particular, J ∗ν,p(z) denotes the function defined by (6.3.12)
and (1.9.6) (or (1.9.8)), and ζa,bω,ω′(s) denotes the function defined by (6.5.61) and (1.5.8)-(1.5.10).
Lemma 6.5.11. Let z ∈ C. Then the complex function ν 7→ J ∗ν,0(z) is entire, and one has∣∣∣J ∗µ−1/2,0(z)∣∣∣ ≤ Γ2(Re(µ)) e2|Im(z)|Γ2(Re(µ+ 1/2)) |Γ(µ)|2 for Re(µ) > 0. (6.5.65)
Proof. For all ξ ∈ C, the series in Equation (1.9.6) is uniformly convergent in some (or indeed any)
compact neighbourhood of ξ. It may therefore be deduced that the equation (1.9.6) defines a complex
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function ν 7→ J∗ν (z) which is entire; given that one may substitute z for z in the foregoing, it therefore
follows that the complex function ν 7→ J∗ν (z)J∗ν (z) = J ∗ν,0(z) is entire.
Suppose now that Re(µ) > 0. Then, by (1.9.8) and Poisson’s formula, Equation 10.9.4 of [38], one has
J∗µ−1/2(z) = (z/2)
1/2−µJµ−1/2(z) =
2
π1/2Γ(µ)
∫ 1
0
(
1− t2)µ−1 cos(zt)dt .
Hence, by using the bound maxt∈[0,1] | cos(zt)| ≤ exp(|Im(z)|), the substitution t2 = u, and Euler’s evaluation
of his Beta-function, B(m,n), one finds that |J∗µ−1/2(z)| ≤ exp(|Im(z)|)|Γ(µ)|−1Γ(Re(µ))/Γ(1/2 + Re(µ)).
One may substitute z for z in the last inequality, and so obtain (by (6.3.12)) the result stated in (6.5.65) 
Lemma 6.5.12. Let 0 6= ω ∈ O and ω′ ∈ O. Then the complex function s 7→ ζa,bω,ω′(s) is holomorphic on
the half-pane where Re(s) > 3/4, and if D is a non-empty compact subset of that half-plane then one has
max
s∈D
∣∣ ζa,bω,ω′(s)∣∣ = OΓ,D (|ω|e4π√|ωω′|) . (6.5.66)
Proof. Let D be any non-empty compact subset of the half-plane H = {s ∈ C : Re(s) > 3/4}. Then there
is some σ∗ = σ∗(D) ∈ (3/4,∞) and some r1 = r1(D) ∈ [σ∗,∞) such that one has:
|s| ≤ r1 <∞ and Re(s) ≥ σ∗ > 3/4 , for all s ∈ D. (6.5.67)
Suppose moreover that c ∈ aCb. Then, by (6.1.25) and the result (6.1.26) of Lemma 6.1.5, it follows
that |c| ≥ √|mamb| ≥ 1. Hence, and since (6.5.67) implies that mins∈D Re(2s) > 3/2 > 1/2, the bound
(6.5.65) of Lemma 6.5.11 implies that for all s ∈ D one has∣∣∣∣∣J ∗2s−1,0
(
2π
√
ωω′
c
)
Sa,b(ω, ω
′; c)
|c|4s
∣∣∣∣∣ ≤ Γ2( Re(2s− 1/2))Γ2(Re(2s)) |Γ(2s− 1/2)|2 exp
(
2
∣∣∣∣∣Im
(
2π
√
ωω′
c
)∣∣∣∣∣
)
|Sa,b(ω, ω′; c)|
|c|4Re(s) ≪r1
≪r1 exp
(
4π
√
|ωω′|
) |Sa,b(ω, ω′; c)|
|c|4Re(s) (6.5.68)
(the last bound following by virtue of the fact that both Γ(w) and 1/Γ(w) are holomorphic on the compact
set {w ∈ C : |w| ≤ 2r1 and Re(w) ≥ 1}). The bound (6.5.68), in combination with the first part of
Lemma 6.5.9, is enough to imply the uniform convergence, for all s ∈ D, of the series on the right-hand side
of Equation (6.5.61). It therefore follows (given the first part of Lemma 6.5.11) that the equation (6.5.61)
defines a complex function s 7→ ζa,bω,ω′(s) which is holomorphic on the given compact set D ⊂ H . From this
we may infer, by reason of H = {s ∈ C : Re(s) > 3/4} being contained in the union of its compact subsets,
that the equation (6.5.61) defines a holomorphic function ζa,bω,ω′ : H → C.
Finally, by (6.5.61), (6.5.68), (6.5.67), the upper bound (6.5.59) of Lemma 6.5.9, and the result in
(6.1.25), we find that, for all s ∈ D, one has
ζa,bω,ω′(s)≪r1 exp
(
4π
√
|ωω′|
)
|ω| |mamb|1/2
(∑
α|q0
1
|α|
)2
ζ2Q(i)(2σ
∗ − 1/2) ,
where |mamb| ≤ |q0|2. The result (6.5.66) follows from this: for 2σ∗− 1/2 > 1, and we have also that r1 and
σ∗ need depend only on D, while (since Γ = Γ0(q0)) the group Γ determines the ideal q0O ⊂ O 
Lemma 6.5.13. Let 0 6= ω ∈ O. Suppose that a ∼Γ b, and let γ ∈ Γ be such that γb = a. Then there exists
a unique pair (u, z) = (u(γ), z(γ)) ∈ C∗ × C such that g−1a γgb = h[u]n[z]; the relevant u ∈ C∗ is a square
root of some unit ǫ = ǫ(γ) ∈ O∗, and one has:(
Mωϕℓ,q(ν, 0)
)
(g−1a γgbg) = ψǫω(n[z])
(
Mǫωϕℓ,q(ν, 0)
)
(g) (ν ∈ C, g ∈ G), (6.5.69)
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∑
ω′∈O
δωu,ω′/u =
∑
ω′∈O
δǫω,ω′ = 1 (6.5.70)
and
Γaγ = {γ1 ∈ Γ : γ1b = a} . (6.5.71)
Proof. The results preceding that in (6.5.69) are contained in Lemma 4.1; when combined with (6.3.5)
(for p = 0) and (6.3.3), those results imply the equality in (6.5.69). The result (6.5.70) is self-evident (given
that u2 = ǫ ∈ O∗). To verify the equality in (6.5.71) one need only note the equivalence (for γ1 ∈ Γ) of the
four binary relations γ1b = a, γ1γ
−1a = a, γ1γ−1 ∈ Γa and γ1 ∈ Γaγ 
By Lemma 6.5.12 and Lemma 6.5.3 we may define, for Re(ν) > 1/2, g ∈ G and ω′ ∈ O, the term
φω′(ν, g) = ζ
a,b
ω,ω′
(
1 + ν
2
)(
Jω′ϕℓ,q(ν, 0)
)
(g) +
+
1
[Γa : Γ′a]
∑
γ∈Γ′
a
\Γ : γb=a
g−1
a
γgb∈h[u(γ)]N
δωu(γ),ω′/u(γ)
(
Mωϕℓ,q(ν, 0)
)(
g−1a γgbg
)
. (6.5.72)
When (ν, g) ∈ C×G is such that the series ∑ω′∈O φω′(ν, g) is convergent, we denote the sum of that series
by Φ(ν, g). Both φω′(ν, g) and Φ(ν, g) are (of course) dependent on Γ, ga, gb, ω and the K-type (ℓ, q), but,
since these other parameters are (for the purposes of the current discussion) effectively constants, our main
concern in the next lemma is with the dependence of φω′(ν, g) and Φ(ν, g) on the pair (ν, g) ∈ C×G.
Lemma 6.5.14. Let 0 6= ω ∈ O. Then, when r0, σ2, t1 ∈ (0,∞), σ1 ∈ (1/2, σ2), G(r0) = {g ∈ G : ρ(g) ≥ r0}
and R = R(σ1, σ2, t1) = {ν ∈ C : σ1 ≤ Re(ν) ≤ σ2 and |Im(ν)| ≤ t1}, the series
∑
ω′∈O |φω′(ν, g)| is
uniformly convergent for all (ν, g) ∈ R×G(r0), and its sum Φ(ν, g) satisfies
Φ(ν, g)− 1
[Γa : Γ′a]
∑
γ∈Γ′
a
\Γ
γb=a
(
Mωϕℓ,q(ν, 0)
) (
g−1a γgbg
)≪Γ,ω,ℓ,R,r0 (ρ(g))1−Re(ν) , (6.5.73)
for (ν, g) ∈ R×G(r0). In particular, the series
∑
ω′∈O φω′(ν, g) is absolutely convergent for all (ν, g) ∈ C×G
such that Re(ν) > 1/2. Properties of its sum Φ(ν, g) are:
when g ∈ G, the function ν 7→ Φ(ν, g) is holomorphic for Re(ν) > 1/2; (6.5.74)
the function (ν, g) 7→ Φ(ν, g) is continuous on {ν ∈ C : Re(ν) > 1/2} ×G; (6.5.75)
when Re(ν) > 1, one has Φ(ν, g) =
(
P aMωϕℓ,q(ν, 0)
)
(gbg) for all g ∈ G. (6.5.76)
Proof. By Lemma 4.2, we have [Γa : Γ
′
a] ∈ {2, 4}, so that (by (6.5.71)) the sum over ‘γ’ in Equation (6.5.72)
is always finite. That sum is, moreover, empty unless ω′ ∼ ω: for it follows from Lemma 6.5.13 that u(γ), in
(6.5.72), is always a square root of a unit of O. Therefore, assuming now that σ1, σ2, r0, t1, R and G(r0),
are as specified in the lemma, and that
φ∗ω′(ν, g) = ζ
a,b
ω,ω′
(
1 + ν
2
)(
Jω′ϕℓ,q(ν, 0)
)
(g) (for Re(ν) > 1/2, g ∈ G and ω′ ∈ O),
it will suffice for proof of the first result of the lemma that we show the series
∑
06=ω′∈O |φ∗ω′ (ν, g)| to be
uniformly convergent for (ν, g) ∈ R×G(r0).
Since the conditions Re(ν) ≥ σ1 > 1/2 imply Re((ν + 1)/2)) > 3/4, it follows by Lemma 6.5.12 that
ζa,bω,ω′
(
1 + ν
2
)
≪Γ,R |ω|e4π
√
|ωω′| for ν ∈ R, ω′ ∈ O. (6.5.77)
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By the estimate (6.5.14) of Lemma 6.5.3, we have also the upper bound(
Jω′ϕℓ,q(ν, 0)
)
(g)≪ℓ,σ2,r0 |Γ(ν + 1)|−1 |ω′|ℓ+Re(ν) (ρ(g))ℓ+1 e−2π|ω
′|ρ(g) ,
for 0 6= ω′ ∈ O and (ν, g) ∈ R × G(r0): we rely here on the fact the conditions imply the lower bound
|ω′| ≥ 1, and so ensure that |ω′|ρ(g) ≥ r0 when g ∈ G(r0). Given the definition of the compact set R ⊂ C,
it follows from this last bound that, since 1/Γ(w) is an entire complex function, one has:(
Jω′ϕℓ,q(ν, 0)
)
(g)≪ℓ,R,r0 |ω′|ℓ+σ2 (ρ(g))ℓ+1 e−2π|ω
′|ρ(g) for 0 6= ω′ ∈ O, (ν, g) ∈ R×G(r0). (6.5.78)
Combining the bounds in (6.5.77) and (6.5.78) we find that, if 0 6= ω′ ∈ O and (ν, g) ∈ R×G(r0), then
φ∗ω′(ν, g)≪Γ,ℓ,R,r0 |ω| |ω′|ℓ+σ2 (ρ(g))ℓ+1 e−π(2ρ(g)|ω
′|−4
√
|ωω′| ) ≤
≤ |ω/ω′| e4π|ω|/r0r−σ20 (ρ(g) |ω′|)ℓ+1+σ2 e−πρ(g)|ω
′| ≪ℓ,ω,σ2,r0
≪ℓ,ω,σ2,r0 e−(π/2)ρ(g)|ω
′| ≤ e−(π/2)r0|ω′| ≤ 48
π3r30 |ω′|3
. (6.5.79)
From this follows (by virtue of the convergence of the series
∑
06=ω′∈O |ω′|−3) the uniform convergence, for
(ν, g) ∈ R×G(r0), of the series
∑
06=ω′∈O |φ∗ω′(ν, g)|. By earlier remarks, the first result of the lemma follows.
We prove next the estimate (6.5.73). By (6.5.79) it is seen that, when (ν, g) ∈ R×G(r0), one has:∑
06=ω′∈O
φ∗ω′(ν, g)≪Γ,ℓ,ω,R,r0
∑
06=ω′∈O
e−(π/2)ρ(g)|ω
′| ≤
≤ e−(π/3)ρ(g)
∑
06=ω′∈O
(
4!
r40 |ω′|4
)π/6
≪r0 e−(π/3)ρ(g) ≤ e−ρ(g) .
By (6.5.77), (1.5.18) and (1.3.2) one has, moreover,
φ∗0(ν, g) = ζ
a,b
ω,0
(
1 + ν
2
)
ϕℓ,q(−ν, 0)(g)π
ν
ℓ∏
m=1
(
m− ν
m+ ν
)
≪Γ,ℓ,R |ω| (ρ(g))1−Re(ν) ,
when (ν, g) ∈ R×G(r0). We therefore find that∑
ω′∈O
φ∗ω′(ν, g)≪Γ,ℓ,ω,R,r0 (ρ(g))1−Re(ν) + e−ρ(g) ≪σ2,r0 (ρ(g))1−Re(ν) for (ν, g) ∈ R×G(r0),
and from this the result (6.5.73) follows: for, by (6.5.72) and result (6.5.70) of Lemma 6.5.13, it follows
(certainly for all (ν, g) ∈ R×G(r0) ) that one has
Φ(ν, g)−
∑
ω′∈O
φ∗ω′(ν, g) =
∑
ω′∈O
(φω′(ν, g)− φ∗ω′(ν, g)) =
1
[Γa : Γ′a]
∑
γ∈Γ′
a
\Γ
γb=a
(
Mωϕℓ,q(ν, 0)
) (
g−1a γgbg
)
.
The first two results of the lemma (stated in and above (6.5.73)) have now been proved, and so, in
proving the other results of the lemma, we may freely apply those first two results (in their full generality).
In particular, the third result of the lemma (absolute convergence of the series
∑
ω′∈O φω′(ν, g) when (ν, g) ∈
C×G and Re(ν) > 1/2) is an immediate corollary of the case σ1 = Re(ν), σ2 = Re(ν +1), t1 = |Im(ν)|+1,
r0 = ρ(g) of the uniform convergence noted in the first result of the lemma.
Assume henceforth that (ν0, g0) ∈ C×G, and that Re(ν0) > 1/2. Given the definition (6.5.72), it follows
by (1.5.18), Lemma 6.5.3 and Lemma 6.5.12 that each term of the series
∑
ω′∈O φω′(ν, g0) is holomorphic (as
a function of the complex variable ν) in the half-plane where Re(ν) > 1/2. Therefore (as an application of
the first result of the lemma) we may deduce from the uniform convergence of the series
∑
ω′∈O φω′(ν, g) for
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(ν, g) ∈ R(Re(ν0/2)+1/4,Re(2ν0), |Im(ν0)|+1)×{g0} ⊂ R(Re(ν0/2)+1/4,Re(2ν0), |Im(ν0)|+1)×G(ρ(g0))
that the function ν 7→ Φ(ν, g0) =
∑
ω′∈O φω′(ν, g0) is holomorphic in a neighbourhood of the point ν0 ∈ C.
This proves the result (6.5.74): for we have assumed nothing more than that Re(ν0) > 1/2 and g0 ∈ G.
Considering now the series
∑
ω′∈O φω′(ν0, g), we observe that, given the definition (6.5.72), it follows
by (1.5.15) and the observation preceding (6.3.4) that each term of this series is a continuous (as a function
of g) on all of G. Therefore we may deduce from the uniform convergence of the series
∑
ω′∈O φω′(ν, g) for
(ν, g) ∈ {ν0} × G(ρ(g0)/2) ⊂ R(Re(ν0),Re(ν0) + 1, |Im(ν0)| + 1) × G(ρ(g0)/2) (which follows by the first
result of the lemma) that the function g 7→ Φ(ν0, g) =
∑
ω′∈O φω′(ν0, g) is continuous at the point g0 ∈ G.
We may infer from this that, when Re(ν) > 1/2, the function g 7→ Φ(ν, g) is continuous on G. This advances
us one step towards a proof of the result (6.5.75).
A locally uniform upper bound for Φ(ν, g) suffices to complete the proof of (6.5.75). We begin our
proof of such a bound by putting: σ1 = Re(ν0/3) + 1/3, σ2 = Re(3ν0), t1 = |Im(ν0)| + 2, r0 = ρ(g0)/2,
r1 = 2ρ(g0), R = R(σ1, σ2, t1) = {ν ∈ C : σ1 ≤ Re(ν) ≤ σ2 and |Im(ν)| ≤ t1} and G(r0, r1) = {g ∈ G : r0 ≤
ρ(g) ≤ r1}. By the result (6.5.73) (proved earlier), the results of Lemma 6.5.13 (excluding (6.5.70)) and the
estimate (6.3.9) of Lemma 6.3.1, we find that if (ν, g) ∈ R × G(r0, r1) then, given the definition of the set
R = R(σ1, σ2, t1) ⊂ C, one has
|Φ(ν, g)| ≤ max
ǫ∈O∗
∣∣(Mǫωϕℓ,q(ν, 0))(g)∣∣+ OΓ,ω,ℓ,R,r0 ((ρ(g))1−Re(ν)) =
= Oω,ℓ,r1,σ2
(
(ρ(g))
1+Re(ν)
(1 + |Im(ν)|)−2Re(ν)−1 eπ|Im(ν)|
)
+OΓ,ω,ℓ,R,r0
(
(ρ(g))
1−Re(ν))
,
0 < (ρ(g))
1+Re(ν)
(1 + |Im(ν)|)−2Re(ν)−1 eπ|Im(ν)| ≤ exp ((1 + σ2) r1 + πt1)
and
0 < (ρ(g))
1−Re(ν) ≤ r1 exp (σ2/r0) .
One sees from this that the function (ν, g) 7→ Φ(ν, g) is bounded on R(σ1, σ2, t1) × G(r0, r1). It therefore
follows, by an application of Cauchy’s integral formula for the derivative of a holomorphic function, that the
function (ν, g) 7→ (∂/∂ν)Φ(ν, g) is bounded on the set R′×G(r0, r1), where R′ = R(2σ1− 1/2, 2σ2/3, t1− 1)
= {ν ∈ C : Re(2ν0/3) + 1/6 ≤ Re(ν) ≤ Re(2ν0) and |Im(ν)| ≤ |Im(ν0)|+ 1}; consequently there exists some
M ∈ (0,∞) such that, for all ν ∈ R′ and all g ∈ G(r0, r1), one has |Φ(ν, g)−Φ(ν0, g)| ≤M |ν−ν0| (it should
be noted here that, since Re(ν0) > 1/2, the definitions of G(r0, r1) and R′ ensure that the set R′×G(r0, r1)
contains a neighbourhood of the point (ν0, g0) ∈ C×G). Hence, by the triangle inequality,
|Φ(ν, g)− Φ (ν0, g0)| ≤M |ν − ν0|+ |Φ (ν0, g)− Φ (ν0, g0)| for (ν, g) ∈ R′ ×G(r0, r1). (6.5.80)
Suppose now that ε > 0. Since we assume that Re(ν0) > 1/2, we know (by work done above) that the
function g 7→ Φ(ν0, g) is continuous on G. Hence there exists a neightbourhood U0 of g0 such that |Φ(ν0, g)−
Φ(ν0, g0)| < ε/2 for all g ∈ U0; we may assume, moreover, that U0 ⊂ G(r0, r1) (if necessary we replace U0
by Int(G(r0, r1)) ∩ U0). By this observation, combined with (6.5.80), we find that |Φ(ν, g) − Φ(ν0, g0)| < ε
for all (ν, g) lying in the neighbourhood {ν ∈ Int(R′) : |ν − ν0| < ε/(2M)} × U0 of the point (ν0, g0); since
our only assumptions concerning ν0 ∈ C, g0 ∈ G and ε ∈ R are that we have Re(ν0) > 1/2 and ε > 0, this
completes the proof of the result (6.5.75).
We now aim to complete the proof of the lemma, by proving the result (6.5.76). Accordingly, it is to
be assumed henceforth that we have Re(ν) > 1 and g ∈ G. Since Re(ν) > 1, it follows by the result (6.5.60)
of Lemma 6.5.10, combined with the definitions (6.5.72), (6.2.13), (1.4.3), (1.1.21), (1.1.10) and (1.1.3), that
for (n1, n2) ∈ Z× Z and ω′ = −n1 + in2 we have:
φ−n1+in2(ν, g) =
(
F bω′P
aMωϕℓ,q(ν, 0)
)
(g) =
∫ ∞
−∞
∫ ∞
−∞
f (x1, x2) e (n1x1 + n2x2) dx1 dx2 ,
where the function f : R× R→ C is defined by:
f (x1, x2) =
{(
P aMωϕℓ,q(ν, 0)
)
(gbn[x1 + ix2]g) if −1/2 ≤ x1, x2 < 1/2;
0 otherwise.
(6.5.81)
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We now seek to apply the two-variable case of Bochner’s theorem, Theorem 67 of [2], on Poisson summation
in several variables. By the first result of the lemma (proved in the paragraph containing (6.5.79)), we know
that the series
∑
ω′∈O φω′(ν, g) is absolutely convergent, and so ‘Assumption (c)’ of Bochner’s theorem is
satisfied. The function f defined in (6.5.81) may be shown also to satisfy the other hypotheses of the case
k = 2 of Bochner’s theorem (i.e. his ‘Assumptions (a) and (b)’). Indeed, with regard to Assumption (a) of
Theorem 67 of [2] we need only note that, since Re(ν) > 1, it follows by Lemma 6.5.1 that P aMωϕℓ,q(ν, 0)
is a continuous function on the topological group G; with regard to Assumption (b) of Theorem 67 of [2] it
is enough to observe (as a consequence of (6.5.81)) that if −1/2 ≤ x, y < 1/2 then f(x+m, y + n) = 0 for
all (m,n) ∈ Z× Z− {(0, 0)}.
Bochner’s theorem justifies the application of the two variable form of Poisson’s summation formula; in
light of the point just observed in connection with his ‘Assumption (b)’, we therefore find that
∞∑
n1=−∞
∞∑
n2=−∞
φ−n1+in2(ν, g) =
∞∑
m1=−∞
∞∑
m2=−∞
f (m1,m2) = f(0, 0) .
The sum over n1 and n2 here is Φ(ν, g), and so (by (6.5.81) for x1 = x2 = 0) the result (6.5.76) follows 
The results (6.5.76) and (6.5.74) of Lemma 6.5.14 show that the sum Φ(ν, g−1b g) =
∑
ω′∈O φω′(ν, g
−1
b g)
provides a means of extending the domain of the function (ν, g) 7→ (P aMωϕℓ,q(ν, 0))(g) that is ‘natural’ (in
that the extended function is determined by a process of analytic continuation). In referring to the extended
function one might avoid the use of any new terminology. However, in the interest of clarity, we choose to
let Pa
←֓
Mωϕℓ,q(ν, 0) denote, when Re(ν) > 1/2, the function on G satisfying(Pa
←֓
Mωϕℓ,q(ν, 0)
)
(g) = Φ
(
ν, g−1b g
)
=
∑
ω′∈O
φω′
(
ν, g−1b g
)
(g ∈ G), (6.5.82)
where the terms of the sum over ω′ ∈ O are as indicated in Equation (6.5.72). Note that each function
Pa←֓ Mωϕℓ,q(ν, 0) defined in this way is independent of the particular choice of cusp b and scaling matrix gb:
for it follows by (6.5.82) and the results (6.5.76) and (6.5.74) of Lemma 6.5.14 that(Pa
←֓
Mωϕℓ,q(ν, 0)
)
(g) =
(
P aMωϕℓ,q(ν, 0)
)
(g) for (ν, g) ∈ C×G such that Re(ν) > 1, (6.5.83)
and that, for each g ∈ G, the function ν 7→ (Pa←֓Mωϕℓ,q(ν, 0))(g) is holomorphic for Re(ν) > 1/2, and so is
completely determined (as a function with domain {ν ∈ C : Re(ν) > 1/2} ) by the data in (6.5.83).
The new terminology just introduced aids in the clarification of certain steps in subsequent proofs.
Although b, gb and the K-type (ℓ, q) are fixed (for the purposes of the present discussion), we nevertheless
take (6.5.82) to imply corresponding definitions of Pa
←֓
Mωϕλ,κ(ν, 0) for all κ, λ ∈ Z such that λ ≥ |κ|, and we
allow substitution of other pairs c, gc in place of the pair b, gb (so long as the conditions (1.1.16) and (1.1.20)
are satisfied); this obviously has to be accompanied by matching substitutions on the right-hand side of
Equation (6.5.72), where the term φω′(ν, g) is defined; in order to make this quite clear, we let φ
c
ω′(λ, κ; ν, g)
denote the term φω′(ν, g) which Equation (6.5.72) would define were c, gc and the K-type (λ, κ) substituted
for b, gb and the K-type (ℓ, q), respectively, and we also put Φ
c(λ, κ; ν, g) =
∑
ω′ 6=0 φ
c
ω′(λ, κ; ν, g).
By the case b = ∞, gb = h[1] of (6.5.82), (6.5.72), Lemma 6.5.13 and Lemma 6.5.14, it follows that,
when 0 6= ω ∈ O, λ, κ ∈ Z, λ ≥ |κ|, g ∈ G and Re(ν) > 1/2, we have:
(Pa
←֓
Mωϕλ,κ(ν, 0)
)
(g) =
1
[Γa : Γ′a]
∑
γ∈Γ′
a
\Γ
γ∞=a
(
Mωϕλ,κ(ν, 0)
)(
g−1a γg
)
+
+
∑
ω′∈O
ζa,∞ω,ω′
(
1 + ν
2
)(
Jω′ϕλ,κ(ν, 0)
)
(g) .
(6.5.84)
We remark that the sum over γ ∈ Γ′a\Γ in Equation (6.5.84) is evidently empty unless the cusp a is Γ-
equivalent to the cusp ∞; by Lemma 4.1, Lemma 4.2, the equations (6.3.3) and (6.3.5) and the definition
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(1.4.3), it follows moreover that if a ∼Γ ∞ then there exists some ǫ ∈ O∗ and some β ∈ C (both depending
only upon Γ and ga) such that
1
[Γa : Γ′a]
∑
γ∈Γ′
a
\Γ
γ∞=a
(
Mωϕλ,κ(ν, 0)
) (
g−1a γg
)
= e(Re(βǫω))
∑
α=±1
1
2
(
Mαǫωϕλ,κ(ν, 0)
)
(g) ,
when the conditions attached to (6.5.84) are satisfied.
Lemma 6.5.15. The equation (6.5.82) defines, for Re(ν) > 1/2, a function Pa←֓ Mωϕℓ,q(ν, 0) : G→ C which
lies in the space C∞(Γ\G) and is of K-type (ℓ, q).
Proof. To avoid both ambiguity and unnecessary repetition we make it our rule that, when (in the course
of this proof) there is any application made of some previous result (or definition) of this subsection, it is to
be understood that the application in question is made in respect of the special case b =∞, gb = h[1].
Let ν0 ∈ C be such that Re(ν0) > 1/2. Then, by Lemma 6.5.14, the equation (6.5.82) defines a complex
valued function g 7→ (Pa←֓Mωϕℓ,q(ν0, 0))(g) with domain G. By Lemma 6.5.1, and the results (6.5.76) and
(6.5.74) of Lemma 6.5.14, it may moreover be deduced that this function Pa
←֓
Mωϕℓ,q(ν0, 0) : G → C is
Γ-automorphic (i.e. we obtain this not only when Re(ν0) > 1, but also when 1/2 < Re(ν0) ≤ 1).
Suppose that X ∈ B1 = {H1,H2,F+,F−,E+,E−} (the basis of g utilised in the proof of Lemma 6.5.5).
Since the Jacquet operator Jω and Goodman-Wallach operatorMω are both linear operators that commute
with all elements of U(g), and since all elements of U(g) act as left-invariant differential operators on the
space C∞(G), it therefore follows from the definition (6.5.72) and the equation (6.5.29) (together with the
remarks following it) that, when ω′ ∈ O, we have:
Xφω′ (ν0, g) = Xφ
∞
ω′ (ℓ, q; ν0, g) =
∑
(λ,κ)∈I(ℓ,q)
cXℓ,q (λ, κ; ν0, 0)φ
∞
ω′ (λ, κ; ν0, g) (g ∈ G), (6.5.85)
where I(ℓ, q) is the finite subset of Z×Z defined in (6.5.23), while each coefficient cXℓ,q(λ, κ; ν0, 0) is a certain
polynomial function of ν0 (and is of course independent of the variable g). By Lemma 6.5.14, it is moreover
the case that, for each pair (λ, κ) ∈ I(ℓ, q), the series∑ω′∈O φ∞ω′(λ, κ; ν0, g) converges uniformly on any given
compact subset of G; by this and the equation (6.5.85), we may deduce that the series
∑
ω′∈OXφ
∞
ω′(ℓ, q; ν0, g)
is (likewise) uniformly convergent on any given compact subset of G. Moreover, by (6.5.85), (6.5.72) (with
the K-type (λ, κ) substituted for the K-type (ℓ, q)), the relation (1.5.15), and the remark preceding (6.3.4),
one sees that each term Xφ∞ω′(ℓ, q; ν0, g) in the latter series is a continuous function of the variable g. It
therefore follows by the proposition in Section 1.72 of [43] that for g ∈ G the derivative XΦ∞(ℓ, q; ν0, g) =
X(
∑
ω′∈O φ
∞
ω′(ℓ, q; ν0, g)) exists, and is equal to
∑
ω′∈OXφ
∞
ω′(ℓ, q; ν0, g): note that, although we omit to give
a detailed justification of the reasoning here, the details omitted are similar to details provided in our proof
of the result (6.5.38) of Lemma 6.5.7.
Now, by the definition (6.5.82), it follows that X(
∑
ω′∈O φ
∞
ω′(ℓ, q; ν0, g)) = (XPa←֓ Mωϕℓ,q(ν0, 0))(g) for
all g ∈ G. On the other hand, by (6.5.85), (6.5.23) and (6.5.82) (the last applied, this time, with the K-type
(λ, κ) substituted for (ℓ, q)), we have, for g ∈ G,∑
ω′∈O
Xφ∞ω′ (ℓ, q; ν0, g) =
∑
(λ,κ)∈I(ℓ,q)
cXℓ,q (λ, κ; ν0, 0)
∑
ω′∈O
φ∞ω′ (λ, κ; ν0, g) =
=
∑
(λ,κ)∈I(ℓ,q)
cXℓ,q (λ, κ; ν0, 0)
(Pa
←֓
Mωϕλ,κ(ν0, 0)
)
(g) ,
where, by (6.5.82) and the result (6.5.75) of Lemma 6.5.14, the relevant functions g 7→ (Pa
←֓
Mωϕλ,κ(ν0, 0))(g)
are each continuous on G. The convergence of the relevant series here is not at issue (see the previous
paragraph). Given the identity X(
∑
ω′∈O φ
∞
ω′(ℓ, q; ν0, g)) =
∑
ω′∈OXφ
∞
ω′(ℓ, q; ν0, g) obtained in the previous
paragraph, and the points just noted in this paragraph, we find that the function g 7→ (XPa
←֓
Mωϕℓ,q(ν0, 0))(g)
is defined and continuous on G, and that one has:
XPa
←֓
Mωϕℓ,q(ν0, 0) =
∑
(λ,κ)∈I(ℓ,q)
cXℓ,q (λ, κ; ν0, 0)Pa←֓ Mωϕλ,κ(ν0, 0) . (6.5.86)
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Since the definition (6.5.23) implies that the set I(ℓ, q) is finite, and since B1 is a C-basis of g, it may
be shown, through the iterative application of Equation (6.5.86) (with the choice of X ∈ g and K-type (ℓ, q)
varying at each iteration), that one has Pa
←֓
Mωϕℓ,q(ν0, 0) ∈
⋂∞
j=0 C
j(G), where each space Cj(G) is as defined
as below (6.5.49), in the proof of Lemma 6.5.8. Therefore, given the equality in (6.5.50), it follows that we
have Pa←֓ Mωϕℓ,q(ν0, 0) ∈ C∞(G); since we showed earlier that the function Pa←֓ Mωϕℓ,q(ν0, 0) : G → C is
Γ-automorphic, this completes our proof of the result that Pa
←֓
Mωϕℓ,q(ν0, 0) ∈ C∞(Γ\G). To complete the
proof of the lemma we now have only to show that the function Pa←֓Mωϕℓ,q(ν0, 0) : G→ C is of K-type (ℓ, q).
By (6.5.86), the definition (6.5.82), the result (6.5.76) of Lemma 6.5.14 (applied with the K-type (λ, κ)
substituted for the K-type (ℓ, q)) and the equation (6.5.29), we may infer that, for all Re(ν) > 1, and all
Y ∈ g, one has:
YPa
←֓
Mωϕℓ,q(ν, 0) =
∑
(λ,κ)∈I(ℓ,q)
cYℓ,q (λ, κ; ν, 0)P
aMωϕλ,κ(ν, 0) =
= P a
( ∑
(λ,κ)∈I(ℓ,q)
cYℓ,q (λ, κ; ν, 0)Mωϕλ,κ(ν, 0)
)
=
= P aMω
( ∑
(λ,κ)∈I(ℓ,q)
cYℓ,q (λ, κ; ν, 0)ϕλ,κ(ν, 0)
)
= P aMωYϕℓ,q(ν, 0) .
Since we have also YP aMωϕℓ,q(ν, 0) = YPa←֓ Mωϕℓ,q(ν, 0) (for Re(ν) > 1 and Y ∈ g), it follows from the
above equations (similarly to how the results in (6.5.54) and (6.5.55) were obtained) that, when Re(ν) > 1,
one has H2P
aMωϕℓ,q(ν, 0) = −iqP aMωϕℓ,q(ν, 0) and ΩkP aMωϕℓ,q(ν, 0) = − 12 (ℓ2 + ℓ)P aMωϕℓ,q(ν, 0). By
this, combined with the result (6.5.76) of Lemma 7.5.12, and the definition (6.5.82), it follows that
H2Pa←֓ Mωϕℓ,q(ν, 0) = −iqPa←֓Mωϕℓ,q(ν, 0) (Re(ν) > 1); (6.5.87)
ΩkPa←֓ Mωϕℓ,q(ν, 0) = −
1
2
(
ℓ2 + ℓ
)Pa←֓ Mωϕℓ,q(ν, 0) (Re(ν) > 1). (6.5.88)
Moreover, by iteration of the equation (6.5.86) (in the manner previously discussed) and application of the
result (6.5.74) of Lemma 6.5.14, it may be shown that, when g ∈ G, J ∈ N and X1, . . . ,XJ ∈ g, the function
ν 7→ (XJXJ−1 · · ·X1Pa←֓ Mωϕℓ,q(ν, 0))(g) is holomorphic on the half-plane where Re(ν) > 1/2; and so one
finds, in particular, that both sides of each equation in (6.5.87) and (6.5.88) are functions of ν that are
holomorphic when Re(ν) > 1/2. The equations in (6.5.87) and (6.5.88) must therefore be valid for all ν ∈ C
such that Re(ν) > 1/2, so we have the required proof that Pa
←֓
Mωϕℓ,q(ν0, 0) is of K-type (ℓ, q) 
For each ν ∈ C such that Re(ν) > 1/2, we define now the function Pa
←֓
τMωϕℓ,q(ν, 0) : G→ C by setting
Pa←֓ τMωϕℓ,q(ν, 0) = Pa←֓ Mωϕℓ,q(ν, 0)− P a(1− τ)Mωϕℓ,q(ν, 0) (6.5.89)
(it being a corollary of Lemma 6.5.2, the definition (6.5.82) and Lemma 6.5.14 that, when Re(ν) > 1/2, the
expression on the right-hand side of Equation (6.5.89) denotes a well-defined complex-valued function on G).
In the next lemma we establish certain useful properties of the functions defined in (6.5.89): the lemma
implies (amongst other things) the existence of the limit in the definition (6.5.5). Note that in (6.5.94) we
use ‘Lp(Γ\G; ℓ, q) ’ (for p = 2/ε) to denote the space {f ∈ Lp(Γ\G) : f is of K−type (ℓ, q)}.
Lemma 6.5.16. Let 0 6= ω ∈ O and N = {ν ∈ C : Re(ν) > 1/2}; for ν ∈ N , let Pa
←֓
τMωϕℓ,q(ν, 0) : G→ C
be as defined in (6.5.89); for (ν, g) ∈ N ×G, put Φ∞τ (ν, g) = (Pa←֓ τMωϕℓ,q(ν, 0))(g). Then the following are
valid statements:
when Re(ν) > 1, one has Pa
←֓
τMωϕℓ,q(ν, 0) = P
aτMωϕℓ,q(ν, 0) ; (6.5.90)
when g ∈ G, the function ν 7→ Φ∞τ (ν, g) is holomorphic on N ; (6.5.91)
the function (ν, g) 7→ Φ∞τ (ν, g) is continuous on N ×G; (6.5.92)
when ν ∈ N , the function Pa←֓ τMωϕℓ,q(ν, 0) lies in C∞(Γ\G) and is of K-type (ℓ, q); (6.5.93)
when |ν − 1| < ε < 1/2, one has Pa
←֓
τMωϕℓ,q(ν, 0) ∈ L2/ε(Γ\G; ℓ, q); (6.5.94)
when Re(ν) ≥ 1, one has Pa
←֓
τMωϕℓ,q(ν, 0) ∈ L∞(Γ\G; ℓ, q). (6.5.95)
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Moreover, when t1 ∈ (0,∞), 1/2 < σ1 < σ2 <∞ and
R = R (σ1, σ2, t1) = {ν ∈ C : σ1 ≤ Re(ν) ≤ σ2 and |Im(ν)| ≤ t1} ,
one then has
Φ∞τ (ν, gbg)≪Γ,ω,ℓ,R (ρ(g))1−Re(ν) for (ν, g) ∈ R× {g ∈ G : ρ(g) ≥ 1/|q0|}, (6.5.96)
where q0 denotes the ‘level’ of the Hecke congruence subgroup Γ ≤ SL(2,O).
Proof. Let g0 ∈ G; and let ν0 ∈ C be such that Re(ν0) > 1. It is then a corollary of what was
found in the proofs of Lemma 6.5.1 and Lemma 6.5.2 that the Poincare´ series (P aMωϕℓ,q(ν0, 0))(g0) and
(P a(1 − τ)Mωϕℓ,q(ν0, 0))(g0) are absolutely convergent. Hence, given the linearity (implicit in (1.5.4)) of
the operator P a, it follows that the Poincare´ series (P aτMωϕℓ,q(ν0, 0))(g0) = P
a
(
Mωϕℓ,q(ν0, 0) − (1 −
τ)Mωϕℓ,q(ν0, 0)
)
(g0) is absolutely convergent, and that (P
aτMωϕℓ,q(ν0, 0))(g0) = (P
aMωϕℓ,q(ν0, 0))(g0)−
(P a(1 − τ)Mωϕℓ,q(ν0, 0))(g0). By this, combined with the result (6.5.76) of Lemma 6.5.14, and the defini-
tions (6.5.82), (6.5.89), we infer what is stated in (6.5.90). Moreover, given those definitions, (6.5.82) and
(6.5.89), the results in (6.5.91), (6.5.92) and (6.5.93) are an immediate corollary of the combined results of
Lemma 6.5.2, Lemma 6.5.14 (the results (6.5.74), (6.5.75) in particular) and Lemma 6.5.15. The remainder
of this proof is therefore devoted to the demonstration of what is asserted in (6.5.94)-(6.5.96).
Henceforth let R(a, b, c) denote (when a, b, c ∈ R) the set {ν ∈ C : a ≤ Re(ν) ≤ b and |Im(ν)| ≤ c}.
Suppose that t1 ∈ (0,∞), that 1/2 < σ1 < σ2 < ∞, and that R = R(σ1, σ2, t1). Then, by the definitions
(6.5.89), (6.5.82) and the results (6.5.73) and (6.5.8) of Lemma 6.5.14 and Lemma 6.5.2, one has
Φ∞τ (ν, gbg)≪Γ,ω,ℓ,R (ρ(g))1−Re(ν) for (ν, g) ∈ R× {g ∈ G : ρ(g) ≥ 2}. (6.5.97)
Observe now that Φ∞τ (ν, gbn[α]g) = Φ
∞
τ (ν, gbg) for (ν, g) ∈ N × G and all α ∈ O (this follows, given
our assumption that g−1b Γ
′
bgb = {n[α] : α ∈ O}, by virtue of the result (6.5.93) proved earlier). Therefore,
given the compactness of the subset R×{n[z]a[r]k : Re(z), Im(z) ∈ [−1/2, 1/2], r ∈ [1/|q0|, 2] and k ∈ K} of
N ×G, and since we have (see (6.5.92)) already established the continuity of the function (ν, g) 7→ Φ∞τ (ν, g),
it follows that the function (ν, g) 7→ Φ∞τ (ν, gbg) is bounded on the set R × {g ∈ G : 1/|q0| ≤ ρ(g) ≤ 2}.
Hence, by considering all the factors upon which that upper bound may depend, we find that
Φ∞τ (ν, gbg)≪Γ,ω,ℓ,R (ρ(g))1−Re(ν) for (ν, g) ∈ R× {g ∈ G : 1/|q0| ≤ ρ(g) ≤ 2}. (6.5.98)
This last result merits some further explanation, since it would appear (at first sight) that the relevant
implicit constant might have to depend on ga, gb and τ . In fact the question of the dependence of this
implicit constant on τ does not arise, since our choice of τ is fixed (i.e. it is clear from (6.5.1), and the
discussion preceding it, that we may define our fixed choice of the function τ in purely absolute terms).
In considering whether or not the implicit constant in (6.5.98) has to depend on the scaling matrix gb,
we note firstly that, if b′ ∼Γ b, and if gb, gb′ ∈ G are chosen so that (1.1.16) and (1.1.20) are satisfied for
c ∈ {b, b′}, then, since g 7→ Φ∞τ (ν, g) is Γ-automorphic (when ν ∈ N ), it may be deduced from Lemma 4.1
that when M and M ′ denote the global maxima attained on the set R× {g ∈ G : 1/|q0| ≤ ρ(g) ≤ 2} by the
functions (ν, g) 7→ |Φ∞τ (ν, gbg)| and (ν, g) 7→ |Φ∞τ (ν, g′bg)| (respectively) one will have M ′ = M . Therefore
the implicit constant in (6.5.98) depends on gb only to the extent that it depends on the Γ-equivalence class of
the cusp b. A similar phenomenon may be observed in respect of the dependence of the same constant upon
the scaling matrix ga: for it follows by Lemma 4.1 and the equations (1.5.4), (6.3.3) and (6.3.5) that if a
′ ∼Γ a,
and if ga, ga′ ∈ G are chosen so that (1.1.16) and (1.1.20) are satisfied for c ∈ {a, a′}, then there exists some
β ∈ C and some ǫ ∈ O∗ such that one has P aτMωϕℓ,q(ν, 0) = e(−Re(ωβ))P a′τMǫωϕℓ,q(ν, 0) for Re(ν) > 1;
and this, by (6.5.90), implies that one must in fact have Pa←֓ τMωϕℓ,q(ν, 0) = e(−Re(ωβ))Pa
′
←֓ τMǫωϕℓ,q(ν, 0)
for all ν ∈ N . Therefore, by using a relation of the form
c0 (Γa,Γb) ≤ max
(a′,b′)∈C(Γ)×C(Γ)
c0 (Γa
′,Γb′)
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(in which C(Γ) denotes any complete set of representatives of the Γ-equivalence classes of cusps, so that by
Lemma 2.2 one has |C(Γ)| <∞), we are able to obtain (6.5.98) with an implicit constant c∗0 independent of
ga, gb, a, b and the Γ-equivalence classes Γa, Γb (except inasmuch as c
∗
0 may depend upon the group Γ).
By (6.5.98) and (6.5.97) we obtain the result stated in (6.5.96). In order to complete the proof of the
lemma, we show next that the bound (6.5.96) implies the results stated in (6.5.94) and (6.5.95).
We embark firstly upon the deduction of (6.5.95). By reasoning similar to (but simpler than) that which
precedes our statement of the bound (6.5.98), we deduce from the results in (6.5.93) that, when ν ∈ N , the
function g 7→ Φ∞τ (ν, g) = (Pa←֓ τMωϕℓ,q(ν, 0))(g) is Γ-automorphic (on G), and is bounded on each compact
set D contained in G. Hence, since there exists (in respect of the action of Γ on the upper half-space H3)
a fundamental domain F∗ fitting the description given in (1.1.22)-(1.1.24), and since, for such a domain
F∗, the set
⋃
(z,r)∈F∗ n[z]a[r]K will contain a fundamental domain for the action of Γ on the group G, it
follows by (1.1.24), (1.1.23) and the case R = R(1,Re(ν) + 1, |Im(ν)| + 1) of the result (6.5.96) that, when
Re(ν) ≥ 1, the Γ-automorphic function g 7→ (Pa←֓ τMωϕℓ,q(ν, 0))(g) is bounded on G (we use here the fact
that, by (6.1.25), one has 1/|mc| ≥ 1/|q0| for all cusps c ∈ Q(i)∪ {∞}). The result (6.5.95) therefore follows
(given the content of the result (6.5.93) proved earlier).
We now have only to show that (6.5.94) holds. In light of the result (6.5.93) obtained earlier, it will
suffice that we show that∫
Γ\G
∣∣(Pa
←֓
τMωϕℓ,q(ν, 0)
)
(g)
∣∣2/ε dg <∞ when |ν − 1| < ε < 1/2. (6.5.99)
Let 0 < ε < 1/2. By the case R = R(1− ε, 1+ ε, ǫ) of the result (6.5.96), it follows that, for |ν − 1| < ε
and g ∈ G such that ρ(g) ≥ 1/|q0|, one has(Pa
←֓
τMωϕℓ,q(ν, 0)
)(
gbg
)≪Γ,ω,ℓ,ε (ρ(g))1−Re(ν) ≤ |q0|2ε (ρ(g))|1−ν| .
Hence when |ν − 1| < ε we have, in particular,
∣∣(Pa
←֓
τMωϕℓ,q(ν, 0)
)(
gbg
)∣∣2/ε ≪Γ,ω,ℓ,ε (ρ(g))2|ν−1|/ε for all g ∈ G such that ρ(g) ≥ 1/|mb|. (6.5.100)
Since the hypothesis that |ν − 1| < ε implies that, in (6.5.100), the final exponent 2|ν − 1|/ε is strictly less
than 2, it may therefore be deduced, by reasoning similar to that seen in the proof of Corollary 6.2.10, that
the bound (6.5.100) is sufficient to justify what is asserted in (6.5.99) 
Lemma 6.5.17. When g ∈ G the limit on the right-hand side of Equation (6.5.5) exists. The function
P a,∗L˜ωℓ,qη : G→ C defined by Equation (6.5.5) is equal to the function P aL˜ω,∗ℓ,q η+b(ω; ℓ, q; η)Pa←֓ τMωϕℓ,q(1, 0),
and lies in C∞(G) ∩ L∞(Γ\G; ℓ, q).
Proof. By the definition (1.5.4), the results of Lemma 6.5.1 and Lemma 6.5.8 concerning P a|τMωϕℓ,q(ν, 0)|
and P a|L˜ω,∗ℓ,q η|, and the result (6.5.90) of Lemma 6.5.16, it follows that when Re(ν) > 1 one has
P a
(
L˜ω,∗ℓ,q η + b(ω; ℓ, q; η)τMωϕℓ,q(ν, 0)
)
= P aL˜ω,∗ℓ,q η + b(ω; ℓ, q; η)P
aτMωϕℓ,q(ν, 0) =
= P aL˜ω,∗ℓ,q η + b(ω; ℓ, q; η)Pa←֓ τMωϕℓ,q(ν, 0) .
By this observation, and the result (6.5.91) of Lemma 6.5.16, we find that when g ∈ G the limit on the
right-hand side of Equation (6.5.5) exists, and is equal to (P aL˜ω,∗ℓ,q η)(g) + b(ω; ℓ, q; η)(Pa←֓ τMωϕℓ,q(1, 0))(g).
This completes the proof of the first two assertions of the lemma; since it has, in particular, been shown
that P a,∗L˜ωℓ,qη = P
aL˜ω,∗ℓ,q η+ b(ω; ℓ, q; η)Pa←֓ τMωϕℓ,q(1, 0), the result that P a,∗L˜ωℓ,qη ∈ C∞(G)∩L∞(Γ\G; ℓ, q)
follows by virtue of Lemma 6.5.8 and the results (6.5.93) and (6.5.95) of Lemma 6.5.16 
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§6.6 The preliminary spectral summation formula.
Throughout this subsection we suppose that a, b, ga, gb, σ and the K-type (ℓ, q) are as stated at the
beginning of Subsection 6.5: in particular, we suppose that 1 < σ < 2. We assume, moreover, that ω1 and
ω2 are non-zero Gaussian integers, and that η and θ are functions that lie in T ℓσ (the space defined in and
below (6.4.3)). Subject to these hypotheses, we seek to establish the following result.
Proposition 6.6.1 (preliminary sum formula). Let
φ1 = P
a,∗L˜ω1ℓ,qη and φ2 = P
b,∗L˜ω2ℓ,qθ . (6.6.1)
Then∑
V
CaV (ω1; νV , pV )C
b
V (ω2; νV , pV )hℓ (νV , pV ) +
+
∑
c∈C(Γ)
1
4πi [Γc : Γ′c]
∑
p∈ 12 [Γc:Γ′c]Z
∫
(0)
Bac (ω1; ν, p)B
b
c (ω2; ν, p)hℓ(ν, p) dν =
=
[Γa : Γ
′
a] [Γb : Γ
′
b]
4π2
〈φ1, φ2〉Γ\G =
=
1
4π3i
δa,bω1,ω2
∑
p∈Z
∫
(0)
hℓ(ν, p)
(
p2 − ν2) dν + ∑
c∈aCb
Sa,b (ω1, ω2; c)
|c|2 (Bhℓ)
(
2π
√
ω1ω2
c
)
,
(6.6.2)
where, for (ν, p) ∈ C× Z such that |Re(ν)| ≤ σ, one has
hℓ(ν, p) =
{
λ∗ℓ (ν, p) θ (−ν , p) η(ν, p) if |p| ≤ ℓ,
0 otherwise,
(6.6.3)
with
λ∗ℓ (ν, p) = Γ(ℓ+1+ν)Γ(ℓ+1−ν)
sin2(πν)
(πν)2
ν2+2ǫ(p)
(ν2 − p2)2 =
1
Γ(ℓ+ 1 + ν)Γ(ℓ + 1− ν)
∏
0<m≤ℓ
m 6=|p|
(
ν2 −m2)2 (6.6.4)
(ǫ(p) being as in (6.4.5)), while the term δa,bω1,ω2 and B-transform are as defined in (1.9.2)-(1.9.6), and all
other nonstandard notation has the meaning assigned to it in Subsection 1.1, Subsection 1.5, Subsection 1.7,
Subsection 1.8 and (1.2.2). The sums and integrals occurring in Equation (6.6.2) are absolutely convergent.
We assume henceforth (in this subsection) that φ1 and φ2 are as stated in (6.6.1) (the relevant ter-
minology having been defined in the equation (6.5.5)). By Lemma 6.5.17 and the observation (6.5.7), we
have L2(Γ\G) ⊇ L∞(Γ\G) ∋ φj for j = 1, 2. Therefore it follows by the Cauchy-Schwarz inequality of
Section 12.41 of [43] that the inner product 〈φ1, φ2〉Γ\G exists.
Our proof of the above proposition occupies the remainder of this subsection. It is modelled on Brugge-
man and Motohashi’s original proof (in Section 9 of [5]) of the special case Γ = SL(2,O), a = b = ∞ of
(6.6.2). In particular, we ‘compute’ the value of the inner product 〈φ1, φ2〉Γ\G in two ways; one computation
yielding the ‘geometric description’ of 〈φ1, φ2〉Γ\G implied by the final equality in (6.6.2); the other supplying
the ‘spectral description’ (of the same quantity) implied by the first equality of (6.6.2). We remark that
these ‘geometric’ and ‘spectral’ descriptions depend on the K-type (ℓ, q) only insofar as they depend on the
parameter ℓ: we shall in fact only ever need to apply the ‘preliminary sum formula’ (6.6.2) in respect of
cases where the K-type is (ℓ, 0).
The next lemma (derived from Lemma 6.2.4) is of key importance in enabling both the computation
of the geometric description of 〈φ1, φ2〉Γ\G and the computation of the corresponding spectral description.
Before stating the lemma we clarify that henceforth Lp(N\G) will denote (when 1 ≤ p < ∞) the space of
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those measurable functions f : G → C that satisfy f(ng) = f(g), for all n ∈ N , g ∈ G, and are such that∫
N\G |f(g)|p dg˙ <∞ (where the measure dg˙ is that which occurs in (6.2.9)).
Lemma 6.6.2. Let 0 6= ω ∈ O, let α, β ∈ (0,∞), and let φ ∈ C0(G) ∩ L1+α(Γ\G). Suppose moreover that
one has |F aωφ| ∈ L1+β(N\G). Then
[Γa : Γ
′
a]
〈
P a,∗L˜ωℓ,qη , φ
〉
Γ\G =
〈
L˜ωℓ,qη , F
a
ωφ
〉
N\G . (6.6.5)
Proof. It will suffice to show that one has both
[Γa : Γ
′
a]
〈
P aL˜ω,∗ℓ,q η , φ
〉
Γ\G =
〈
L˜ω,∗ℓ,q η , F
a
ωφ
〉
N\G (6.6.6)
and
[Γa : Γ
′
a]
〈Pa
←֓
τMωϕℓ,q(1, 0) , φ
〉
Γ\G =
〈
τMωϕℓ,q(1, 0) , F
a
ωφ
〉
N\G . (6.6.7)
Indeed, the equalities asserted in (6.6.6) and (6.6.7) imply the equality
[Γa : Γ
′
a]
〈
P aL˜ω,∗ℓ,q η + b(ω; ℓ, q; η)Pa←֓ τMωϕℓ,q(1, 0) , φ
〉
Γ\G =
〈
L˜ω,∗ℓ,q η + b(ω; ℓ, q; η)τMωϕℓ,q(1, 0) , F
a
ωφ
〉
N\G ,
which, by Lemma 6.5.17 and the definition (6.5.2), is equivalent to Equation (6.6.5).
The equality in (6.6.6) is just the case fω = L˜
ω,∗
ℓ,q η of the result (6.2.8) of Lemma 6.2.4. It therefore
suffices for proof of (6.6.6) that we verify that the hypotheses of Lemma 6.2.4 are satisfied when fω = L˜
ω,∗
ℓ,q η
and φ is as we suppose (in this proof). This (since the relation φ ∈ C0(Γ\G) is implicit in our current
hypotheses) merely entails our showing that (P a|L˜ω,∗ℓ,q η|) ·φ ∈ L1(Γ\G), that L˜ω,∗ℓ,q η ∈ C0(N\G,ω), and that,
for some σ0 > 1 and some R0 > 0, one has(
L˜ω,∗ℓ,q η
)
(g)≪ω,η,σ0,R0 (ρ(g))1+σ0 for all g ∈ G such that ρ(g) ≤ R0. (6.6.8)
Since we assume (throughout this subsection) that η ∈ T ℓσ , and that σ ∈ (1, 2), it follows by the observation
recorded in (6.5.22) that, if one puts R0 = 1 and σ0 = σ > 1, then one does have R0 > 0, σ0 > 1 and the
desired growth estimate (6.6.8). By (6.5.4), we have also that L˜ω,∗ℓ,q η ∈ C0(N\G,ω). Therefore the equality
(6.6.6) follows if (P a|L˜ω,∗ℓ,q η|) · φ ∈ L1(Γ\G). By Ho¨lder’s inequality (as formulated in Section 12.42 of [43]),
we find that the last condition on (P a|L˜ω,∗ℓ,q η|) · φ is satisfied: for we have L1+α(Γ\G) ∋ φ, by hypothesis,
and it follows by Lemma 6.5.8 and the observation (6.5.7) that L1+1/α(Γ\G) ⊇ L∞(Γ\G) ∋ P a|L˜ω,∗ℓ,q η|. This
completes the proof of (6.6.6).
In what follows we take Φ1(ν) and Φ2(ν) to denote the inner products
〈Pa
←֓
τMωϕℓ,q(ν, 0) , φ
〉
Γ\G and〈
τMωϕℓ,q(ν, 0) , F
a
ωφ
〉
N\G, respectively (so that each of Φ1(ν), Φ2(ν) is defined only for those ν ∈ C such
that the relevant inner product exists). We show next that
[Γa : Γ
′
a] Φ1(ν) = Φ2(ν) for all ν ∈ C such that Re(ν) > 1. (6.6.9)
By the result (6.5.90) of Lemma 6.5.16, we have Φ1(ν) = 〈P aτMωϕℓ,q(ν, 0) , φ〉Γ\G when Re(ν) > 1.
This suggests that we might prove (6.6.9) by another application of Lemma 6.2.4, similar to that (above) by
which the equality (6.6.6) was obtained (though with fω = τMωϕℓ,q(ν, 0) on this occasion). As previously,
we note that our hypotheses imply that φ ∈ C0(Γ\G). Furthermore, by (6.5.1), (6.5.3) and the result (6.3.7)
of Lemma 6.3.1, we have (τMωϕℓ,q(ν, 0))(g)≪ω,ℓ,ν (ρ(g))1+Re(ν) for ν ∈ C, g ∈ G, and, given our choice of
τ ∈ C∞(G) (as in (6.5.1)) and the observation preceding (6.3.4), we have also τMωϕℓ,q(ν, 0) ∈ C∞(N\G,ω)
for all ν ∈ C. Therefore, if it is the case that (P a|τMωϕℓ,q(ν, 0)|) · φ ∈ L1(Γ\G) when Re(ν) > 1, then
Lemma 6.2.4 applies, giving (6.6.9). By Ho¨lder’s inequality and the hypothesis that φ ∈ L1+α(Γ\G), we find
that (P a|τMωϕℓ,q(ν, 0)|) ·φ ∈ L1(Γ\G) when P a|τMωϕℓ,q(ν, 0)| ∈ L1+1/α(Γ\G); since Lemma 6.5.1 and the
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observation (6.5.7) imply that one has L1+1/α(Γ\G) ⊇ L∞(Γ\G) ∋ P a|τMωϕℓ,q(ν, 0)| when Re(ν) > 1, this
completes the proof of (6.6.9).
We complete the proof of the lemma by showing that
Φj(1) = lim
ν→1+
Φj(ν) for j = 1, 2. (6.6.10)
This suffices for completion of the proof, since the combination of (6.6.9) and (6.6.10) implies the equation
[Γa : Γ
′
a] Φ1(1) = Φ2(1), which is (6.6.7). The approach that we take to our proof of (6.6.10) is to establish
the stronger result that each of the functions Φ1(ν),Φ2(ν) is continuous in some neighbourhood of the point
ν = 1. Before we proceed, note that by the relations in (6.5.7) there is no loss of generality in assuming
henceforth that 0 < α < 1/3 (this helps to simplify some of the calculations below).
We prove first the case j = 1 of (6.6.10). In doing so we assume (as we may) that the sets C(Γ) and D,
and the family (Ec)c∈C(Γ), are each as described in the final paragraph of Subsection 1.1; consequently C(Γ)
is (by Lemma 2.2) a finite set of cusps, and the set F∗ given by Equation (1.1.24) is a fundamental domain
for the action of Γ on H3. By reasoning similar to that already seen in the first paragraph of the proof of
Corollary 6.2.10, we find that the case j = 1 of (6.6.10) certainly follows if, when X ∈ {D}∪ {Ec : c ∈ C(Γ)},
the complex function
ν 7→ 1
2
∫
X
∫
K
(Pa←֓ τMωϕℓ,q(ν, 0))(n[z]a[r]k)φ(n[z]a[r]k) dk r−3d+zdr (6.6.11)
is continuous in some neighbourhood of the point ν = 1.
Note that, since φ ∈ C0(Γ\G), the result (6.5.92) of Lemma 6.5.16 implies that the integrand in (6.6.11)
is continuous, as a function of (ν, g), on the set {ν ∈ C : Re(ν) > 1/2} × G. Therefore, by a proof
similar in principle to that in Section 1.52 of [43] (on ‘The continuity theorem’), it follows that if the set
X˜ = {n[z]a[r]k : k ∈ K, (z, r) ∈ X} is a compact measurable subset of G = SL(2,C) then the function
(6.6.11) is continuous in the open half-plane where Re(ν) > 1/2. Hence, in the particular case where X = D
(a compact hyperbolic polyhedron, with finitely many faces), it follows by virtue of the compactness of
K = SU(2) that the function (6.6.11) is certainly continuous in the neighbourhood {ν ∈ C : |ν − 1| < 1/2}
of the point ν = 1.
Suppose that, for some c ∈ C(Γ), we have X = Ec (so that, in (6.6.11), ‘X ’ denotes some non-compact
‘cusp-sector’ within the hyperbolic upper half-space H3). Then, by (1.1.23), the integral in (6.6.11) is
∫
E˜c
(Pa←֓ τMωϕℓ,q(ν, 0))(g)φ(g) dg = ∞∫
1/|mc|
∫
Rc
∫
K
(Pa←֓ τMωϕℓ,q(ν, 0))(gcn[z]a[r]k)φ (gcn[z]a[r]k) dk d+z drr3 ,
where E˜c = {n[z]a[r]k : k ∈ K, (z, r) ∈ Ec} and Rc is the bounded rectangular region of the complex plane
defined in (1.1.22). Since G is a topological group it follows, by (1.1.3) and what has been noted in the
preceding paragraph, that the latter integrand (above) is continuous, as a function of (ν, z, r, k), on the set
{ν ∈ C : Re(ν) > 1/2} × C× (0,∞)×K. Therefore, in order to justify a similar conclusion to that reached
at the end of the previous paragraph (in respect of the case X = D), it is enough that we establish a certain
uniformity of convergence of the above integral over the set (1/|mc|,∞)×Rc ×K: indeed, since each set in
the family ([1/|mc|, r]×Rc ×K)r∈N is compact, it suffices that we find some δ > 0 such that
lim
r0→+∞
sup
|ν−1|≤δ
∣∣∣∣
∞∫
r0
∫
Rc
∫
K
(Pa
←֓
τMωϕℓ,q(ν, 0)
)
(gcn[z]a[r]k)φ (gcn[z]a[r]k) dk d+z
dr
r3
∣∣∣∣ = 0 . (6.6.12)
A δ > 0 such that (6.6.12) holds may be determined by applying the results (6.5.94) and (6.5.96) of
Lemma 6.5.16: for, by the Ho¨lder inequality of Section 12.42 of [43], the hypothesis that φ ∈ L1+α(Γ\G),
the case ǫ = 2/(1 + 1/α) ∈ (0, 1/2) of (6.5.94), and the case t1 = 2/(1 + 1/α), σ1 = 1 − t1, σ2 = 1 + t1
110
of (6.5.96), it follows that, when |ν − 1| < 2/(1 + 1/α), one has (Pa
←֓
τMωϕℓ,q(ν, 0)) · φ ∈ L1(Γ\G) and, for
r0 ≥ 1,
∣∣∣∣
∞∫
r0
∫
Rc
∫
K
(Pa
←֓
τMωϕℓ,q(ν, 0)
)
(gcn[z]a[r]k)φ (gcn[z]a[r]k)dk d+z
dr
r3
∣∣∣∣1+1/α ≤
≤
(
2
∫
Γ\G
|φ(g)|1+αdg
)1/α ∞∫
r0
∫
Rc
∫
K
∣∣(Pa
←֓
τMωϕℓ,q(ν, 0)
)
(gcn[z]a[r]k)
∣∣1+1/α dk d+z dr
r3
=
= Oα,φ(1) ·
∞∫
r0
∫
Rc
∫
K
OΓ,ω,ℓ,α
(
r(1−Re(ν))(1+1/α)−3
)
dk d+z dr ≪Γ,ω,ℓ,α,φ µ−1r−µ0 ,
where we have µ = 2− (1+1/α)(1−Re(ν)) ≥ 2− (1+1/α)|1− ν|> 0. Hence we find that (6.6.12) holds for
any δ ∈ (0, 2/(1+1/α)), and so may deduce that, when X ∈ {Ec : c ∈ C(Γ)}, the function (6.6.11) is certainly
continuous on the neighbourhood {ν ∈ C : |ν − 1| ≤ 1/(1 + 1/α)} of the point ν = 1. Given the similar
result obtained earlier in respect of the case X = D, our proof of the case j = 1 of (6.6.10) is complete.
We now have only to prove the case j = 2 of (6.6.10): the lemma will then follow. Given the definition
(6.2.9) of the inner product 〈f, F 〉N\G, it follows by (6.5.3) and (6.5.1) that we have
Φ2(ν) =
〈
τMωϕℓ,q(ν, 0) , F
a
ωφ
〉
N\G =
2∫
0
∫
K
(
Mωϕℓ,q(ν, 0)
)
(a[r]k)
(
F aωφ
)
(a[r]k) dk
τ(a[r]) dr
r3
, (6.6.13)
for all ν ∈ C such that the integral to the right of the second equality sign in (6.6.13) exists. As noted
in the final paragraph of the proof of Lemma 6.5.2, it is a corollary of Lemma 6.1 of [5] that the function
(ν, g) 7→ (Mωϕℓ,q(ν, 0))(g) is continuous on C × G. We have also τ ∈ C∞(G) (by choice), and, since
our hypothesis that φ ∈ C0(G) ∩ L1+α(Γ\G) implies that φ ∈ C0(Γ\G), it moreover follows from the
definition (1.4.2) that F aωφ lies in the space C
0(N\G,ω). Therefore the integrand which appears in (6.6.13)
is continuous, as a function of (ν, r, k), on the set C × (0, 2] ×K. Consequently we may now complete the
proof of the case j = 2 of (6.6.10) by finding some δ2 > 0 such that
lim
r1→0+
sup
|ν−1|≤δ2
∣∣∣∣
r1∫
0
∫
K
(
Mωϕℓ,q(ν, 0)
)
(a[r]k)
(
F aωφ
)
(a[r]k) dk
τ(a[r]) dr
r3
∣∣∣∣ = 0 . (6.6.14)
By Ho¨lder’s inequality, the hypothesis that |F aωφ| ∈ L1+β(N\G), the equations in (6.5.1), and the case
r1 = 1, σ0 = 2 of the estimate (6.3.9) of Lemma 6.3.1, it follows that, when |ν − 1| < 2/(β + 1), one has
(τMωϕℓ,q(ν, 0)) · (F aωφ) ∈ L1(N\G) and, for 0 < r1 ≤ 1,
∣∣∣∣
r1∫
0
∫
K
(
Mωϕℓ,q(ν, 0)
)
(a[r]k)
(
F aωφ
)
(a[r]k) dk
τ(a[r]) dr
r3
∣∣∣∣1+1/β ≤
≤
(∫
N\G
∣∣(F aωφ)(g)∣∣1+β dg˙)1/β r1∫
0
∫
K
∣∣(Mωϕℓ,q(ν, 0))(a[r]k)∣∣1+1/β dk dr
r3
=
= Oa,ω,φ,β(1) ·
r1∫
0
∫
K
Oℓ,ω
(
r(1+Re(ν))(1+1/β)−3
)
dk dr ≪a,ℓ,ω,φ,β λ−1rλ1 ,
where λ = (1 + 1/β)(1 +Re(ν))− 2 > (1 + 1/β)(2− 2/(β + 1))− 2 = 0. This implies that (6.6.14) holds for
any δ2 ∈ (0, 2/(β + 1)). We are therefore able to conclude that the function Φ2(ν) is certainly defined and
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continuous on the neighbourhood {ν ∈ C : |ν − 1| ≤ 1/(β + 1)} of the point ν = 1; since the case j = 2 of
(6.6.10) follows, this completes our proof of the lemma 
Remark 6.6.3. Each of the two functions Φ1(ν), Φ2(ν) considered in the above proof is in fact holomorphic
at all points ν satisfying a condition of the form Re(ν) > aj (where, in each case, aj is less than 1). This
may (for example) be shown by adapting the proofs of the propositions in Section 2.83 and Section 2.84 of
[43].
In applying Lemma 6.6.2 to obtain the geometric description of 〈φ1, φ2〉Γ\G we require the assistance of
the following six supplementary lemmas.
Lemma 6.6.4. Let δa,bω1,ω2 ∈ C be given by the equation (1.9.2). Then
F bω2P
a,∗L˜ω1ℓ,qη =
1
[Γa : Γ′a]
δa,bω1,ω2L˜
ω2
ℓ,qη +
π2
[Γa : Γ′a]
∑
c∈aCb
Sa,b (ω1, ω2; c)
|c|2 L˜
ω2
ℓ,qκ(ω1, ω2; c) η , (6.6.15)
where, for c ∈ aCb, the linear operator κ(ω1, ω2; c) from T ℓσ into T ℓσ is defined as in Lemma 6.4.3.
Proof. By Lemma 6.5.17 and the definition (6.5.89),
P a,∗L˜ω1ℓ,qη = P
aL˜ω1,∗ℓ,q η + b(ω1; ℓ, q; η)Pa←֓Mω1ϕℓ,q(1, 0)− b(ω1; ℓ, q; η)P a(1− τ)Mω1ϕℓ,q(1, 0) .
Since it is moreover shown by Lemma 6.5.2, Lemma 6.5.8 and Lemma 6.5.15 that each of the functions
P a(1 − τ)Mω1ϕℓ,q(1, 0), Pa←֓Mω1ϕℓ,q(1, 0) and P aL˜ω1,∗ℓ,q η is both continuous and Γ-automorphic on G, we
may therefore deduce that
F bω2P
a,∗L˜ω1ℓ,qη = F
b
ω2P
aL˜ω1,∗ℓ,q η − b(η)F bω2P a(1− τ)Mω1ϕℓ,q(1, 0) + b(η)F bω2Pa←֓Mω1ϕℓ,q(1, 0) , (6.6.16)
where b(η) = b(ω1; ℓ, q; η).
Let g ∈ G. By (1.4.2) and (6.5.82),
(
F bω2Pa←֓Mω1ϕℓ,q(1, 0)
)
(g) =
∫
B+\N
(ψω2(n))
−1
( ∑
ω′∈O
φω′(1, ng)
)
dn , (6.6.17)
where the terms of the sum over ω′ ∈ O are given by the case ω = ω1 of Equation (6.5.72). For each ω′ ∈ O,
the mapping n 7→ (ψω2(n))−1φω′(1, ng) is a continuous function on N ; since one has both |ψω2(n)| = 1 and
ρ(ng) = ρ(g) for n ∈ N and g ∈ G, it therefore follows by the uniformity of convergence established in
Lemma 6.5.14 that one may integrate term by term in (6.6.17), so as to obtain the result
(
F bω2Pa←֓Mω1ϕℓ,q(1, 0)
)
(g) =
∑
ω′∈O
∫
B+\N
(ψω2(n))
−1
φω′(1, ng) dn , (6.6.18)
where, as follows by (6.5.72) (with ω1 substituted for ω), the equalities (1.5.16) and (1.4.7)-(1.4.9), the
identities n[z]n[w] = n[w]n[z] and h[u]n[z] = n[u2z]h[u], the equations in (6.3.3) and (1.4.3), and the
definition (1.5.6) of δα,β , one has:
φω′(1, ng) =
1
[Γa : Γ′a]
∑
γ∈Γ′
a
\Γ : γb=a
g−1
a
γgb∈h[u(γ)]N
δω1u(γ),ω′/u(γ)
(
Mω1ϕℓ,q(1, 0)
) (
g−1a γgbg
)
ψω′(n) +
+ ζa,bω1,ω′(1)
(
Jω′ϕℓ,q(1, 0)
)
(g)ψω′(n) .
(6.6.19)
Since the family (ψω)ω∈O is an orthonormal system on B+\N , it follows from (6.6.18) and (6.6.19) that(
F bω2Pa←֓Mω1ϕℓ,q(1, 0)
)
(g) = φω2(1, n[0]g) . (6.6.20)
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By the observations (6.5.9) and (6.5.10) noted within the proof of Lemma 6.5.2, and by the first part of
(6.5.4), and the case θ = η of (6.5.22), it follows (since we assume σ ∈ (1, 2)) that Lemma 6.2.5 implies, for
a′ = b, ω′ = ω2, ω = ω1 and fω = fω1 ∈ {(1− τ)Mω1ϕℓ,q(1, 0), L˜ω1,∗ℓ,q η}, the applicability of the the formula
for (F a
′
ω′P
afω)(g) stated in (1.5.5)-(1.5.10). Hence, given the definition (6.5.2), we find that
[Γa : Γ
′
a]
((
F bω2P
aL˜ω1,∗ℓ,q η
)
(g)− b (ω1; ℓ, q; η)
(
F bω2P
a(1− τ)Mω1ϕℓ,q(1, 0)
)
(g)
)
=
=
∑
γ∈Γ′
a
\Γ : γb=a
g−1
a
γgb∈h[u(γ)]N
δω1u(γ),ω2/u(γ)
(
L˜ω1,†ℓ,q η
)
(g−1a γgbg) +
∑
c∈ aCb
Sa,b(ω1, ω2; c)
(
Jω2h1/cL˜
ω1,†
ℓ,q η
)
(g) , (6.6.21)
where the function L˜ω1,†ℓ,q η : G→ C has the definition indicated by Equation (6.5.20).
Regarding now what was observed in (6.6.19) and (6.6.20), we note that, by what was found below
(6.5.68) concerning the convergence of the sum in (6.5.61), and by the result (6.3.11) of Lemma 6.3.2, the
equation (6.3.5) and the linearity of the operator Jω2 , it follows that
[Γa : Γ
′
a] ζ
a,b
ω1,ω2(1)Jω2ϕℓ,q(1, 0) =
∑
c∈ aCb
Sa,b(ω1, ω2; c)
|c|4 J
∗
1,0
(
2π
√
c−2ω1ω2
)
Jω2ϕℓ,q(1, 0) =
=
∑
c∈ aCb
Sa,b(ω1, ω2; c)Jω2h1/cMω1ϕℓ,q(1, 0) .
Therefore, given that the definition (6.5.20) implies the identity L˜ω1,†ℓ,q η + b(ω1; ℓ, q; η)Mω1ϕℓ,q(1, 0) = L˜
ω1
ℓ,qη,
it follows by (6.6.16), (6.6.19), (6.6.20) and (6.6.21) that
[Γa : Γ
′
a]
(
F bω2P
a,∗L˜ω1ℓ,qη
)
(g) =
∑
γ∈Γ′
a
\Γ : γb=a
g−1
a
γgb∈h[u(γ)]N
δω1u(γ),ω2/u(γ)
(
L˜ω1ℓ,qη
)
(g−1a γgbg) +
+
∑
c∈ aCb
Sa,b(ω1, ω2; c)
(
Jω2h1/cL˜
ω1
ℓ,qη
)
(g) ,
(6.6.22)
where L˜ω1ℓ,qη : G→ C is given by the case ω = ω1 of (6.4.4)-(6.4.5).
By Lemma 2.1, the conditions imposed in (6.6.22) on the variable of summation γ imply that one
has there u2(γ) = (u(γ))2 ∈ O∗. Consequently, given that the relevant summand is non-zero only when
ω1u(γ) = ω2/u(γ), the sum over γ in (6.6.22) is effectively empty unless one has ω1 ∼ ω2; furthermore,
if ω1 ∼ ω2, then that summation is effectively restricted to γ ∈ Γ′a\Γ such that g−1a γgb = h[u]n for some
(necessarily unique) pair (u, n) = (u(γ), n[z(γ)]) ∈ C∗ × N such that the number ǫ = ǫ(γ) = u2 ∈ C∗
satisfies ǫ = ω2/ω1 ∈ O∗. Since it moreover follows by (6.4.4), the case n = n[0] of (1.8.2), and the identity
huJωhu = |u|4Ju2ω that h±√ǫ L˜ωℓ,qη = L˜ǫωℓ,qη for 0 6= ω ∈ C and any ǫ ∈ C of unit modulus, and since one
has L˜ω2ℓ,qη ∈ C∞(N\G,ω2) (directly by (6.4.4), or by (6.4.7)), we therefore find that∑
γ∈Γ′
a
\Γ : γb=a
g−1
a
γgb∈h[u(γ)]N
δω1u(γ),ω2/u(γ)
(
L˜ω1ℓ,qη
)
(g−1a γgbg) =
∑
γ∈Γ′
a
\Γ : γb=a
g−1
a
γgb=h[u(γ)]n[z(γ)]
δω1u(γ),ω2/u(γ)
(
hu(γ)L˜
ω1
ℓ,qη
)
(n[z(γ)] g) =
=
∑
γ∈Γ′
a
\Γ : γb=a
g−1
a
γgb=h[u(γ)]n[z(γ)]
δω1u(γ),ω2/u(γ)
(
L˜ω2ℓ,qη
)
(n[z(γ)] g) =
=
∑
γ∈Γ′
a
\Γ : γb=a
g−1
a
γgb=h[u(γ)]n[z(γ)]
δω1u(γ),ω2/u(γ) ψω2(n[z(γ)])
(
L˜ω2ℓ,qη
)
(g) =
= δa,bω1,ω2 ·
(
L˜ω2ℓ,qη
)
(g) .
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By this, the equation (6.6.22), and the result (6.4.13) of Lemma 6.4.3, we obtain the result in (6.6.15) 
Lemma 6.6.5. Let 0 6= ω ∈ C. Then, for each β ∈ (0,∞), one has L1+β(N\G) ∋ |L˜ωℓ,qη|.
Proof. In view of the definition (implicit in (6.2.9)) of the measure dg˙ on N\G, this lemma is a straight-
forward corollary of the results (6.4.7) and (6.4.8) of Theorem 6.4.1 
Lemma 6.6.6 (Bruggeman and Motohashi). Let c ∈ C∗, and let u = 2π√ω1ω2/c. Then, for g ∈ G and
0 < α ≤ σ, one has(
L˜ω2ℓ,qκ(ω1, ω2; c) η
)
(g) =
=
(−1)
π3i
∑
|p|≤ℓ
(−iω2/ |ω2|)p∥∥Φℓp,q∥∥K
∫
(α)
Jν,p(u) η(ν, p) (π |ω2|)−ν Γ(ℓ + 1+ ν)
(
Jω2ϕℓ,q(ν, p)
)
(g) νǫ(p)dν +
+
ℓ!
π2
∑
0<|p|≤ℓ
(−iω2/ |ω2|)p∥∥Φℓp,q∥∥K J0,p(u) η(0, p)
(
Jω2ϕℓ,q(0, p)
)
(g) (6.6.23)
where Jν,p : C∗ → C and ǫ : Z→ {−1, 1} are given by (1.9.5)-(1.9.6) and (6.4.5).
Proof. This identity is implied by the equations (7.22) and (7.24) of [5] 
Lemma 6.6.7. Let p ∈ Z, and let u ∈ C∗. Then
0 ≤ (−1)pJ0,p(u) ≤ (|p|!)−2|u/2|2|p| exp
(|u|2/2) . (6.6.24)
Suppose moreover that δ ∈ (0, 2], and that ν ∈ C is such that min{|m− ν| : m ∈ Z} ≥ δ. Then one has also
|Jν,p(u)| ≤
4δ−2|u/2|2Re(ν) exp (|u|2/2)
|Γ(ν − p+ 1)Γ(ν + p+ 1)| . (6.6.25)
Proof. By (1.9.5) and (1.9.9), one has (−1)pJ0,p(u) = |u/2|2|p|J∗|p|(u)J∗|p| (u). It is moreover implied by
the power series representation (1.9.6) of J∗ξ (z) that J
∗
|p|(u)J
∗
|p| (u) = |J∗|p|(u)|2 ≤ ((|p|!)−1 exp(|u/2|2))2, and
so the result (6.6.24) follows. By (1.9.6) (again), we have also
∣∣J∗ξ (z)∣∣ ≤ ∞∑
m=0
|z/2|2m
(m!)(1/2)δ|Γ(ξ + 1)| =
2δ−1 exp
(|z/2|2)
|Γ(ξ + 1)| (z ∈ C
∗)
whenever ξ ∈ C and min{|m′ − ξ| : m′ ∈ Z} ≥ δ > 0. We therefore find (subject to δ and ν satisfying the
hypotheses stated above (6.6.25)) that |J∗ν−p(u)J∗ν+p (u) | ≤ 4δ−1|Γ(ν − p + 1)Γ(ν + p + 1)|−1 exp(|u|2/2),
and so (given the definition (1.9.5)) we obtain the result (6.6.25) 
Lemma 6.6.8. Let α ∈ (1/2, 1), let ε ∈ (0, 1/2], and let j ∈ N. Suppose moreover that c ∈ C∗, and that
|c| ≥ c0 > 0. Then, when g ∈ G and r = ρ(g), one has:
(
L˜ω2ℓ,qκ(ω1, ω2; c) η
)
(g) =
{
Oη,α,c0,ω1,ω2,ǫ
(|c|−2αr(1−α)(1−ε)) if r ≤ 1;
Oη,α,c0,ω1,ω2,j
(|c|−2αr−j) if r ≥ 1. (6.6.26)
Proof. Let g ∈ G, and let r = ρ(g). If r ≤ 1 then, by the result (6.6.23) of Lemma 6.6.6, the inequalities
(6.6.24) and (6.6.25) of Lemma 6.6.7, the bound (6.5.15) of Lemma 6.5.3 (for ω′ = ω2, σ1 = 1, r0 = |ω2| and
d = 2ℓ + 3 (say), and with (1 − α)ε substituted for ε) and the lower bound for |Γ(µ + 1)| in (6.5.19), one
finds (since ǫ(p) ≤ 1 for p ∈ Z) that
(
L˜ω2ℓ,qκ(ω1, ω2; c) η
)
(g)≪ℓ,ω1,ω2,c0,α,ε |u|2αr(1−α)(1−ε)
∑
|p|≤ℓ
∞∫
−∞
|η(α+ it, p)|e(π/2)|t|(1 + |t|)ℓ−α−1/2dt +
+ |u|2r1−(1−α)ε
∑
0<|p|≤ℓ
|η(0, p)| ,
where u = 2π
√
ω1ω2/c. By this, our hypotheses concerning α and c, and the conditions (T2) and (T3) stated
below (6.4.3), the case ρ(g) = r ≤ 1 of (6.6.26) follows. The other case of the result (6.6.26) may be proved
similarly: for, when ρ(g) = r ≥ 1, it follows by Lemma 6.6.6, Lemma 6.6.7 and Lemma 6.5.3 (with the result
(6.5.15) of the latter being applied for ω′ = ω2, σ1 = (α+ 1)/2, r0 = |ω2| and d = 2ℓ+ 1 + j) that one has
(
L˜ω2ℓ,qκ(ω1, ω2; c) η
)
(g)≪ℓ,ω1,ω2,c0,α,j |u|2αr−j−α
∑
|p|≤ℓ
∞∫
−∞
|η(α + it, p)|e(π/2)|t|(1 + |t|)3ℓ+j−α+1/2dt +
+ |u|2r−j
∑
0<|p|≤ℓ
|η(0, p)| ,
where, by hypothesis, 1/2 < α < 1 < σ and |u|2 = |2π√ω1ω2/c|2 ≤ 4π2|c0|−2|ω1ω2| 
Lemma 6.6.9. For each real β > 3, one has L1+β(N\G) ∋ |F bω2P a,∗L˜ω1ℓ,qη|.
Proof. Put δ = [Γa : Γ
′
a]
−1δa,bω1,ω2 (a complex constant), f = L˜
ω2
ℓ,qη and F = F
b
ω2P
a,∗L˜ω1ℓ,qη − δf , so that by
Lemma 6.6.4 one has
F (g) =
π2
[Γa : Γ′a]
∑
c∈aCb
Sa,b (ω1, ω2; c)
|c|2
(
L˜ω2ℓ,qκ (ω1, ω2; c) η
)
(g) (g ∈ G). (6.6.27)
By Theorem 6.4.1 and Lemma 6.5.17, we have L˜ω2ℓ,qη ∈ C∞(N\G,ω2) and P a,∗L˜ω1ℓ,qη ∈ C∞(Γ\G). We
consequently have {f, F + δf} ⊂ C∞(N\G,ω2), and so have also |f |, |F |, |F + δf | ∈ C0(N\G, 0) (the
functions |f |, |F | and |F + δf | are, in particular, measurable). It therefore follows by the Ho¨lder inequality
|F + δf |1+β ≤ (1 + |δ|1+1/β)β(|F |1+β + |f |1+β) and Lemma 6.6.5 that, for each β ∈ (0,∞) such that∫
N\G
|F (g)|1+βdg˙ <∞ , (6.6.28)
one has
∣∣F bω2P a,∗L˜ω1ℓ,qη∣∣ = |F + δf | = ∣∣F + δL˜ω2ℓ,qη∣∣ ∈ L1+β(N\G). Hence this proof will be complete once we
have verified that the condition (6.6.28) is satisfied for all real β > 3.
Suppose now that β is a positive real number. Then, by (6.6.27), the bounds (6.6.26) of Lemma 6.6.8,
the bound (6.5.59) of Lemma 6.5.9, the equation (6.1.25) and the result (6.1.26) of Lemma 6.1.5, it follows
that when g ∈ G, r = ρ(g) and 1/2 < α < 1 one has
F (g) = OΓ,|ω1|
(
ζ2Q(i)
(
α+
1
2
))
·
{
Oη,α,ω1,ω2
(
r(1−α)(1−(α−1/2))
)
if r ≤ 1;
Oη,α,ω1,ω2
(
r−1
)
if r ≥ 1. (6.6.29)
Given the definition of the measure dg˙ implicit in (6.2.9), it follows from (6.6.29) that when α ∈ (1/2,∞)
(so that (1−α)(1− (α− 1/2)) = (1/2)− (3/2)(α− 1/2)+ (α− 1/2)2 > (1/2)− 3(α− 1/2) = 2− 3α) one has:
∫
N\G
|F (g)|1+βdg˙ ≪Γ,η,α,β,ω1,ω2
1∫
0
r(2−3α)(1+β)dr
r3
+
∞∫
1
r−(1+β)dr
r3
=
1∫
0
r(2−3α)(1+β)−3dr+
1
β + 3
. (6.6.30)
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Therefore the condition (6.6.28) is satisfied (for the given choice of β ∈ (0,∞)) if there is some α > 1/2 such
that (2− 3α)(1 + β) > 2. The latter is the case if and only if one has (2− 3α)(1 + β) > 2 when α = 1/2 
Part I of the proof of Proposition 6.6.1: the geometric description of 〈φ1, φ2〉Γ\G. By (6.6.1) and
Lemma 6.6.2 (with b, θ and ω2 substituted for a, η and ω, respectively), one obtains
[Γb : Γ
′
b] 〈φ1, φ2〉Γ\G = [Γb : Γ′b] 〈P b,∗L˜ω2ℓ,qθ, φ1〉Γ\G =
= 〈L˜ω2ℓ,qθ, F bω2φ1〉N\G = 〈F bω2P a,∗L˜ω1ℓ,qη , L˜ω2ℓ,qθ〉N\G .
(6.6.31)
This application of Lemma 6.6.2 is justified: for, given (6.6.1), it follows by Lemma 6.5.17 and (6.5.7) that
one has φ1 ∈ C0(G) ∩ L2(Γ\G), while by Lemma 6.6.9 one has (for example) |F bω2φ1| ∈ L5(N\G).
In preparation for an application of Lemma 6.6.4 we note that, by Lemma 6.4.2, the inner product
〈L˜ω2ℓ,qη , L˜ω2ℓ,qθ〉N\G exists (as an integral with respect to the measure dg˙ on N\G) and one has, for any δ ∈ C,
〈F bω2P a,∗L˜ω1ℓ,qη , L˜ω2ℓ,qθ〉N\G −
δ
πi
∑
p∈Z
∫
(0)
hℓ(ν, p)
(
p2 − ν2) dν =
= 〈F bω2P a,∗L˜ω1ℓ,qη , L˜ω2ℓ,qθ〉N\G − δ 〈L˜ω2ℓ,qη , L˜ω2ℓ,qθ〉N\G = 〈F bω2P a,∗L˜ω1ℓ,qη − δL˜ω2ℓ,qη , L˜ω2ℓ,qθ〉N\G ,
where hℓ : {ν ∈ C : |Re(ν)| ≤ σ} × Z→ C is the function given by (6.6.3)-(6.6.4). In the above we may put
δ = [Γa : Γ
′
a]
−1δa,bω1,ω2 (with δ
a,b
ω1,ω2 ∈ C as defined in (1.9.2)). Hence, given the result (6.6.15) of Lemma 6.6.4,
we are able to deduce that
〈F bω2P a,∗L˜ω1ℓ,qη , L˜ω2ℓ,qθ〉N\G =
=
1
πi [Γa : Γ′a]
δa,bω1,ω2
∑
p∈Z
∫
(0)
hℓ(ν, p)
(
p2 − ν2) dν + ∫
N\G
F (g)
(
L˜ω2ℓ,qθ
)
(g) dg˙ , (6.6.32)
where F = F bω2P
a,∗L˜ω1ℓ,qη − [Γa : Γ′a]−1δa,bω1,ω2L˜ω2ℓ,qη is the very same function as occurs (within the proof of
Lemma 6.6.9) on the left-hand side of the identity in (6.6.27).
In order to progress beyond (6.6.32) we must first show that the sum over c ∈ aCb occurring on the
right-hand side of the identity in (6.6.27) may be integrated over N\G term by term. We shall achieve this
through an application of Lebesgue’s theorem on ‘dominated convergence’, Theorem 1.34 of [40].
By the relation (6.1.26) of Lemma 6.1.5, the set aCb is a countable subset of C∗. Let c∗ be any one-to-one
function with domain N and range aCb, and let (FM )M∈N be the sequence of functions on G given by:
FM (g) =
π2
[Γa : Γ′a]
M∑
m=1
Sa,b(ω1, ω2; c∗(m))
|c∗(m)|2
(
L˜ω2ℓ,qκ(ω1, ω2; c∗(m)) η
)
(g) (M ∈ N, g ∈ G). (6.6.33)
Given how (within the proof of Lemma 6.6.9) we obtained the estimate (6.6.29), it may be inferred that
for all g ∈ G the sum over c ∈ aCb in (6.6.27) is absolutely convergent, and that for any M ∈ N one may
substitute FM (g) in place of F (g) in (6.6.29). Therefore, and since (6.6.29) implies (6.6.30), we may deduce
that for each (α, β) ∈ R2 such that 1 + β > 2/(2 − 3α) > 4 there exists some function Dα ∈ L1+β(N\G)
satisfying the condition
Dα(g) ≥ |FM (g)| for all M ∈ N, g ∈ G.
In particular (by the case α = 4/7, β = 7 of the above), there must exist some function D ∈ L8(N\G) such
that D : G→ [0,∞) and∣∣FM (g) (L˜ω2ℓ,qθ)(g) ∣∣ ≤ ∣∣(L˜ω2ℓ,qθ)(g)∣∣D(g) for all M ∈ N, g ∈ G. (6.6.34)
Since Lemma 6.6.5 implies that |L˜ω2ℓ,qθ| ∈ L8/7(N\G), it follows by the Ho¨lder inequality of Section 12.42 of
[43] that the above function D will, since it lies in L8(N\G), be such that
|L˜ω2ℓ,qθ| ·D ∈ L1(N\G) . (6.6.35)
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By Lemma 6.4.3, and by Theorem 6.4.1 and Lemma 6.4.2 (applied with κ(ω1, ω2; c)η substituted for η),(
L˜ω2ℓ,qκ (ω1, ω2; c) η
) · (L˜ω2ℓ,qθ) ∈ L1(N\G) for c ∈ aCb ⊂ C∗. (6.6.36)
Since the sum over c ∈ aCb in (6.6.27) is absolutely convergent for all g ∈ G, it follows by the definition
(6.6.33) and our hypotheses concerning the function c∗ that, for each g ∈ G,
F (g)
(
L˜ω2ℓ,qθ
)
(g) = lim
M→∞
FM (g)
(
L˜ω2ℓ,qθ
)
(g) = lim
M→∞
(
FM ·
(
L˜ω2ℓ,qθ
) )
(g) (say),
and that the relations in (6.6.36) imply the relation L1(N\G) ⊇ {FM · (L˜ω2ℓ,qθ) : M ∈ N}. Therefore, given
that we have also (6.6.34) and (6.6.35), it follows by Lebesgue’s theorem on dominated convergence that
lim
M→∞
∫
N\G
FM (g)
(
L˜ω2ℓ,qθ
)
(g) dg˙ =
∫
N\G
F (g)
(
L˜ω2ℓ,qθ
)
(g) dg˙ . (6.6.37)
Equation (6.6.37) enables us to justify term by term integration (overN\G) of the sum over c ∈ aCb seen
in (6.6.27). Indeed, by the definitions (6.6.33) and (6.2.9) and the relations in (6.6.36), and by Lemma 6.4.3
and Lemma 6.4.2, we find that for M ∈ N one has
[Γa : Γ
′
a]
4π2
∫
N\G
FM (g)
(
L˜ω2ℓ,qθ
)
(g) dg˙ =
=
〈
1
4
M∑
m=1
Sa,b(ω1, ω2; c∗(m))
|c∗(m)|2
L˜ω2ℓ,qκ(ω1, ω2; c∗(m)) η , L˜
ω2
ℓ,qθ
〉
N\G
=
=
1
4
M∑
m=1
Sa,b(ω1, ω2; c∗(m))
|c∗(m)|2
〈
L˜ω2ℓ,qκ(ω1, ω2; c∗(m)) η , L˜
ω2
ℓ,qθ
〉
N\G
=
=
1
4πi
M∑
m=1
Sa,b(ω1, ω2; c∗(m))
|c∗(m)|2
ℓ∑
p=−ℓ
∫
(0)
(
κ
(
ω1, ω2; c∗(m)
)
η
)
(ν, p) θ(ν, p)λ∗ℓ (ν, p)
(
p2 − ν2) dν =
=
M∑
m=1
Sa,b(ω1, ω2; c∗(m))
|c∗(m)|2
(Bhℓ)
(
2π
√
ω1ω2
c∗(m)
)
,
where hℓ(ν, p), λ
∗
ℓ (ν, p) and the B-transform are defined as in (6.6.3), (6.6.4) and (1.9.3)-(1.9.6); it therefore
follows by Equation (6.6.37) that
∞∑
m=1
Sa,b(ω1, ω2; c∗(m))
|c∗(m)|2
(Bhℓ)
(
2π
√
ω1ω2
c∗(m)
)
=
[Γa : Γ
′
a]
4π2
∫
N\G
F (g)
(
L˜ω2ℓ,qθ
)
(g) dg˙ . (6.6.38)
The right-hand side of Equation (6.6.38) is independent of the choice of c∗. Moreover, given any
permutation Λ on N, we may substitute c∗ ◦ Λ for c∗ in the above: following any such substitution the
function c∗ will still be a one-to-one function with domain N and range aCb, and so the result (6.6.38) will
remain valid. Consequently, in light of Riemann’s theorem (Theorem 8.33 of [1]) on conditionally convergent
series, it may be deduced that the series on the left-hand side of Equation (6.6.38) is absolutely convergent.
The equation (6.6.38) therefore has the equivalent formulation
[Γa : Γ
′
a]
4π2
∫
N\G
F (g)
(
L˜ω2ℓ,qθ
)
(g) dg˙ =
∑
c∈aCb
Sa,b(ω1, ω2; c)
|c|2 (Bhℓ)
(
2π
√
ω1ω2
c
)
. (6.6.39)
By (6.6.31), (6.6.32) and (6.6.39) we obtain the final equality in (6.6.2), which is the desired geometric
description of 〈φ1, φ2〉Γ\G 
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Part II of the proof of Proposition 6.6.1: the spectral description of 〈φ1, φ2〉Γ\G. The first
equality of (6.6.2) remains to be proved. In the above we obtained the geometric description of 〈φ1, φ2〉Γ\G
by applying Lemma 6.6.2 directly to 〈φ2, φ1〉Γ\G = 〈φ1, φ2〉Γ\G (see, in particular, (6.6.31)). In obtaining
the spectral description of 〈φ1, φ2〉Γ\G we shall apply Theorem A for f1 = φ1, f2 = φ2, and, rather than
applying Lemma 6.6.2 directly to 〈φ2, φ1〉Γ\G (or even to 〈φ1, φ2〉Γ\G), we shall instead apply it to each of
the terms occurring, when f1 = φ1 and f2 = φ2, on the right-hand side of the Parseval identity (1.8.8). These
applications of Lemma 6.6.2 are our first concern in what follows (the application of the Parseval identity is
to be discussed later). Accordingly, we suppose now that
φ ∈ {1 , TV ϕℓ,q (νV , pV ) , Ecℓ,q (it∗, p∗)} ,
where V is any one of the irreducible ‘cuspidal’ subspaces of L2(Γ\G) occurring as a factor in the direct sum
in (1.7.4) (νV , pV being the associated spectral parameters), while c is a cusp contained in some given set
of representatives C(Γ) of the Γ-equivalence classes of cusps, the Eisenstein series Ecℓ,q(ν, p) is as defined in
Subsection 1.8, and one has t∗ ∈ R and p∗ ∈ [−ℓ, ℓ] ∩ (1/2)[Γc : Γ′c]Z.
In applying Lemma 6.6.2 to 〈φ1, φ〉Γ\G = 〈P a,∗L˜ω1ℓ,qη, φ〉Γ\G we are led to consider the term F aω1φ, from
the Fourier expansion of φ at the cusp a. With regard to the case φ = 1, one finds by (1.4.2)-(1.4.3) that
F aω11 = 0 . (6.6.40)
Considering next the case φ = TV ϕℓ,q(νV , pV ) we observe that, in the discussion around (1.7.10)-(1.7.13),
it was implicitly found that F aω1TV ϕℓ,q(νV , pV ) = c
a
V (ω1)Jω1ϕℓ,q(νV , pV ); in terms of the modified Fourier
coefficients defined in (1.7.15), this result becomes:
F aω1TV ϕℓ,q(νV , pV ) = C
a
V (ω1; νV , pV ) (π |ω1|)−νV (ω1/ |ω1|)pV Jω1ϕℓ,q(νV , pV ) . (6.6.41)
Similarly, by what is noted in the discussion around (1.8.4)-(1.8.7) it may be inferred that, for all (ν, g) ∈ C×G
such that Re(ν) ≥ 0, one has F aω1Ecℓ,q(ν, p) = [Γc : Γ′c]−1Dac (ω1; ν, p)Jω1ϕℓ,q(ν, p); in particular, one has
F aω1E
c
ℓ,q (it∗, p∗) = [Γc : Γ
′
c]
−1
(π |ω1|)−it∗ (ω1/ |ω1|)p∗ Bac (ω1; it∗, p∗)Jω1ϕℓ,q (it∗, p∗) , (6.6.42)
where the ‘modified Fourier coefficient’ Bac (ω; ν, p) is defined as Equation (1.8.9) would indicate.
By a calculation somewhat similar to that which yields the bound (6.6.30), it may be deduced from the
estimates (6.5.15) of Lemma 6.5.3 (and from (1.5.16)) that, for (ν, p) ∈ C×{−ℓ, 1− ℓ, . . . , ℓ} and β ∈ (1,∞),
one has:
L1+β(N\G) ∋ ∣∣Jω1ϕℓ,q(ν, p)∣∣ if |Re(ν)| < 1− 2/(1 + β). (6.6.43)
By points noted in Subsection 1.7 (see in particular the paragraphs containing (1.7.5)-(1.7.8) and (1.7.14)),
we have either (νV , pV ) ∈ (iR) × {−ℓ, 1 − ℓ, . . . , ℓ}, or else pV = 0 and 0 6= νV ∈ (−1, 1). In the former
‘principal series’ case, it follows by (6.6.41) and (6.6.43) that one has L1+β(N\G) ∋ |F aω1TV ϕℓ,q(νV , pV )|
for all β ∈ (1,∞); in the latter ‘complementary series’ case it follows by the same results that, for all real
β > (1+ |νV |)/(1− |νV |), one has L1+β(N\G) ∋ |F aω1TV ϕℓ,q(νV , pV )|. By (6.6.42) and (6.6.43), one has also
L1+β(N\G) ∋ |F aω1Ecℓ,q(it∗, p∗)| for all β ∈ (1,∞). Given the identity (6.6.40), and given the content of the
last few observations (subsequent to (6.6.43)), it is certainly the case that
L1+β(N\G) ∋ ∣∣F aω1φ∣∣ for some β = β(φ) ∈ (0,∞). (6.6.44)
By (6.6.44), the function φ will satisfy all the relevant hypotheses of Lemma 6.6.2 if, for some α ∈ (0,∞),
it is contained in C0(G)∩L1+α(Γ\G). If φ = 1, then it is trivially the case that one has φ ∈ C0(G)∩L∞(Γ\G).
If φ = TV ϕℓ,q(νV , pV ) then by (1.7.3), (1.7.7), (1.7.8), (1.7.10) and the definitions (1.4.4)-(1.4.7) one has
φ ∈ C∞(G) ∩ 0L2(Γ\G) ⊂ C0(G) ∩ L2(Γ\G): in fact, by (1.7.10) and the bound (1.4.13) on the growth of
any cusp form f ∈ A0Γ(Υν,p; ℓ, q), it follows that the TV ϕℓ,q(νV , pV ) is a bounded function on G, so that
one has also φ = TV ϕℓ,q(νV , pV ) ∈ L∞(Γ\G). If φ = Ecℓ,q(it∗, p∗) then, by (1.3.2) and the ‘cusp-sector
estimate’ (6.2.20) of Lemma 6.2.8, it follows that there exists some r0 = r0(Γ, ℓ, t∗) ∈ [1,∞) such that, for all
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d ∈ Q(i)∪{∞}, and all g ∈ G such that ρ(g) ≥ r0, one has φ(gdg) = OΓ,ℓ,t∗(ρ(g)) (it being assumed here that
the scaling matrix gd ∈ G is such that (1.1.16) and (1.1.20)-(1.1.21) hold when d is substituted for c), and so
in this case one finds (by computations similar to those seen in the proof of Corollary 6.2.10) that the space
L1+α(Γ\G) contains φ whenever α satisfies 0 < α < 1. Moreover (as is asserted in Subsection 1.8) one has
Ecℓ,q(it∗, p∗) ∈ C∞(Γ\G). This follows, by arguments similar to those employed in the proof of Lemma 6.5.15,
from the analytic continuations of the summands occurring on the right-hand side of Equation (1.8.4): note,
in particular, that a bound such as the estimate (11.49) of [32] enables one to establish that the Fourier
expansion of Ecℓ,q(it∗, p∗) at the cusp ∞ is uniformly convergent on any compact subset of G. Given (6.5.7),
and given what has so far been ascertained in the present paragraph, we may add to (6.6.44) the conclusion
that
φ ∈ C0(G) ∩ L3/2(Γ\G) . (6.6.45)
By (6.6.44) and (6.6.45), Lemma 6.6.2 applies when (as we assume) φ ∈ {1, TV ϕℓ,q(νV , pV ), Ecℓ,q(it∗, p∗)},
and so, bearing in mind (6.6.40)-(6.6.42), it follows by the case ω = ω1 of Equation (6.6.5) that
[Γa : Γ
′
a] 〈φ1, φ〉Γ\G =
= [Γa : Γ
′
a] 〈P a,∗L˜ω1ℓ,qη, φ〉Γ\G =
= 〈L˜ω1ℓ,qη, F aω1φ〉N\G =
=

0 if φ = 1;
CaV (ω1; νV , pV )
〈
L˜ω1ℓ,qη , |πω1|−νV (ω1/ |ω1|)pV Jω1ϕℓ,q(νV , pV )
〉
N\G if φ = TV ϕℓ,q(νv, pV );
1
[Γc : Γ′c]
Bac (ω1; it∗, p∗)
〈
L˜ω1ℓ,qη , |πω1|−it∗ (ω1/ |ω1|)p∗ Jω1ϕℓ,q (it∗, p∗)
〉
N\G if φ = E
c
ℓ,q (it∗, p∗).
This result, when expressed in terms of the Lebedev transform operator Lω1ℓ,q (defined in (6.4.2)) becomes:
[Γa : Γ
′
a] 〈φ1, φ〉Γ\G =
=

0 if φ = 1;
CaV (ω1; νV , pV )
(−i)pV π2 ∥∥ΦℓpV ,q∥∥K
Γ (ℓ+ 1 + νV )
(
Lω1ℓ,qL˜
ω1
ℓ,qη
)
(−νV , pV ) if φ = TV ϕℓ,q(νv, pV );
1
[Γc : Γ′c]
Bac (ω1; it∗, p∗)
(−i)p∗π2 ∥∥Φℓp∗,q∥∥K
Γ
(
ℓ+ 1 + (it∗)
) (Lω1ℓ,qL˜ω1ℓ,qη)(−(it∗), p∗) if φ = Ecℓ,q (it∗, p∗).
Moreover, since η ∈ T ℓσ , and since σ ∈ (1, 2), it follows by the results (6.4.7) and (6.4.10) of Theorem 6.4.1,
and (1.6.5) and (1.6.6) (for ℓ′ = ℓ, q′ = q), that for (ν, p) ∈ ((iR) × {−ℓ, 1− ℓ, . . . , ℓ}) ∪ ((−1, 1)× {0}) one
has:
(−i)pπ2 ∥∥Φℓp,q∥∥K
Γ (ℓ+ 1 + ν)
(
Lω1ℓ,qL˜
ω1
ℓ,qη
)
(−ν, p) =
= (−2π)(−i)p sin(πν)
(πν)
ν1+ǫ(p)
(ν2 − p2) η (−ν, p) ×
×

‖ϕℓ,q(ν, p)‖ps Γ(ℓ+ 1 + ν) if (ν, p) ∈ (iR)× {−ℓ, 1− ℓ, . . . , ℓ};
‖ϕℓ,q(ν, 0)‖cs
√
Γ(ℓ+ 1 + ν)Γ(ℓ + 1− ν) if (0, 0) 6= (ν, p) ∈ (−1, 1)× {0}.
We therefore find that
[Γa : Γ
′
a]
(−2π) 〈φ1, φ〉Γ\G = 0 if φ = 1, (6.6.46)
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whereas if φ = TV ϕℓ,q(νV , pV ) then (when the norm ‖TV ϕℓ,q(νV , pV )‖Γ\G is defined as in (1.7.14)) one has
[Γa : Γ
′
a]
(−2π) 〈φ1, φ〉Γ\G = (−i)
pV ‖TV ϕℓ,q(νV , pV )‖Γ\G CaV (ω1; νV , pV )
sin (πνV )
(πνV )
ν
1+ǫ(pV )
V
(ν2V − p2V )
×
× η (−νV , pV ) ·

Γ (ℓ+ 1 + νV ) if ν
2
V ≤ 0,√
Γ (ℓ+ 1 + νV ) Γ (ℓ+ 1− νV ) if 1 > ν2V > 0 = pV ,
(6.6.47)
and if it is instead the case that φ = Ecℓ,q(it∗, p∗) then
[Γa : Γ
′
a]
(−2π) 〈φ1, φ〉Γ\G =
=
(−i)p∗ ‖ϕℓ,q (it∗, p∗)‖ps
[Γc : Γ′c]
Bac (ω1; it∗, p∗)
sin (πit∗)
(πit∗)
(it∗)
1+ǫ(p∗)(
(it∗)
2 − p2∗
) η(−(it∗) , p∗)Γ (ℓ+ 1 + it∗) .
(6.6.48)
By the symmetry apparent in our hypothesis (6.6.1), formulae corresponding to the above may be
obtained for (−2π)−1[Γb : Γ′b]〈φ2, φ〉Γ\G = (−2π)−1[Γb : Γ′b]〈P b,∗L˜ω1ℓ,qθ, φ〉Γ\G. Consequently, if we put
Fφ1,φ2(φ) =
[Γa : Γ
′
a] [Γb : Γ
′
b]
4π2
〈φ1, φ〉Γ\G 〈φ, φ2〉Γ\G =
(
[Γb : Γ′b]
(−2π) 〈φ2, φ〉Γ\G
)
[Γa : Γ
′
a]
(−2π) 〈φ1, φ〉Γ\G , (6.6.49)
and take hℓ : {ν ∈ C : |Re(ν)| ≤ σ} × Z → C to be given by (6.6.3) and (6.6.4), then, by (6.6.46), (6.6.47)
and (6.6.48), and the corresponding formulae for (−2π)−1[Γb : Γ′b]〈φ2, φ〉Γ\G, it follows that
Fφ1,φ2(φ) =

0 if φ = 1;
‖TV ϕℓ,q(νV , pV )‖2Γ\G CaV (ω1; νV , pV ) CbV (ω2; νV , pV )hℓ(νV , pV ) if φ = TV ϕℓ,q (νV , pV );
‖ϕℓ,q (it∗, p∗)‖2ps
[Γc : Γ′c]
2 B
a
c (ω1; it∗, p∗) B
b
c (ω2; it∗, p∗)hℓ(it∗, p∗) if φ = E
c
ℓ,q (it∗, p∗).
(6.6.50)
In arriving at the results stated in (6.6.50) we have used both the fact that for Re(ν) > −1 one has
Γ(ℓ+ 1 + ν) = Γ(ℓ + 1 + ν), and the fact that the function α : C× Z→ C given by
α(ν, p) =
sin (πν)
(πν)
ν1+ǫ(p)
(ν2 − p2) =
(−1)p
Γ (1 + ν + |p|) Γ (1− ν + |p|)
∏
1≤m<|p|
(
ν2 −m2) (ν ∈ C, p ∈ Z)
satisfies both α(ν, p) = α(ν, p) and α(−ν, p) = α(ν, p), for all (ν, p) ∈ C×Z. We have also made use of both
the observation that if (ν, p) ∈ C × Z and ν2 ≤ 0 then ν = −ν, and the (complementary) observation that
if it is instead the case that p = 0 and 1 > ν2 > 0 then −ν = −ν, p = −p, √Γ (ℓ+ 1 + ν) Γ (ℓ+ 1− ν) ∈ R
and η(−ν,−p) = η(ν, p) (the last equality following by virtue of the condition (T1) stated below (6.4.3), and
our hypothesis that η ∈ T ℓσ ).
Observe now that, by (6.6.1), Lemma 6.5.17 and (6.5.7), the hypotheses of Theorem A are satisfied
when one has (there) f1 = φ1 and f2 = φ2. It is therefore implied by Theorem A that, for f1 = φ1 and
f2 = φ2, the ‘Parseval identity’ stated in (1.8.8) is valid. By the case f1 = φ1, f2 = φ2 of (1.8.8), combined
with (6.6.49)-(6.6.50), we obtain the first inequality in (6.6.2), which is the desired spectral description of
〈φ1, φ2〉Γ\G. The sums and integrals appearing on the left-hand side of the first equality in (6.6.2) are simply
an alternative formulation of the sums and integrals which (in the case f1 = φ1, f2 = φ2) appear on the
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right-hand side of Equation (1.8.8); it is therefore a corollary of Theorem A that these sums and integrals
are absolutely convergent. This completes our proof of the preliminary sum formula, Proposition 6.6.1 
§6.7 Completing the proof of the spectral summation formula.
In this final subsection of our Appendix we show that the preliminary sum formula (Proposition 6.6.1)
implies the more general result asserted in Theorem B. Our proof of this is closely modelled on the ‘Extension
Method’ employed by Lokvenec-Guleska in [32], Subsection 11.2 and Subsection 11.3.
It is to be assumed henceforth that ω1, ω2, a, b, ga and gb are given, with 0 6= ω1, ω2 ∈ O, and with
a, b ∈ Q(i) ∪ {∞} and gb, gb ∈ G such that (1.1.16) and (1.1.20)-(1.1.21) hold for c ∈ {a, b}. We begin our
implementation of Lokvenec-Guleska’s ‘Extension Method’ by defining some of the relevant terminology.
When σ ∈ (0,∞) and ̺, ϑ ∈ R, let Hσ0 (̺, ϑ) be the space of functions h : {ν ∈ C : |Re(ν)| ≤ σ}×Z→ C
satisfying, for the given choice of σ, ̺ and ϑ, the conditions (i)-(iii) of Theorem B.
For σ ∈ (1/2, 1), ̺ ∈ (2,∞) and ϑ ∈ (3,∞), we define Hσ⋆ (̺, ϑ) to be equal to the space Hσ0 (̺, ϑ); for
σ ∈ (1, 2), ̺ ∈ (2,∞) and ϑ ∈ (3,∞), we define Hσ⋆ (̺, ϑ) to be the subspace of Hσ0 (̺, ϑ) containing just
those members h of Hσ0 (̺, ϑ) that (in addition to satisfying the conditions (i)-(iii) of Theorem B) are such
that, for each p ∈ Z, the function ν 7→ h(ν, p) has a zero of order at least 2 at the point ν = 1.
For σ ∈ (1/2, 1) ∪ (1, 2), ̺, ϑ ∈ (3,∞), h ∈ Hσ⋆ (̺, ϑ), ω, ω′ ∈ {ω1, ω2} and d, d′ ∈ {a, b}, we put
χd,d
′
ω,ω′(h) =
1
4π3i
δd,d
′
ω,ω′
∑
p∈Z
∫
(0)
h(ν, p)
(
p2 − ν2) dν , (6.7.1)
Xd,d
′
ω,ω′(h) =
∑
c∈dCd′
Sd,d′ (ω, ω
′; c)
|c|2 (Bh)
(
2π
√
ωω′
c
)
(6.7.2)
(with Bh : C∗ → C as defined in (1.9.3)-(1.9.6)) and, subject to the absolute convergence of the relevant
sums and integrals,
Y d,d
′
ω,ω′(h) =
∑
V
CdV (ω; νV , pV )C
d′
V (ω
′; νV , pV )h (νV , pV ) +
+
∑
c∈C(Γ)
1
4πi [Γc : Γ′c]
∑
p∈ 12 [Γc:Γ′c]Z
∫
(0)
Bdc (ω; ν, p)B
d′
c (ω
′; ν, p)h(ν, p) dν .
(6.7.3)
By the phrase ‘the sum formula for Y d,d
′
ω,ω′(h) is valid’, we shall mean that all sums and integrals on the
right-hand side of Equation (6.7.3) are absolutely convergent, and that one has
Y d,d
′
ω,ω′(h) = χ
d,d′
ω,ω′(h) +X
d,d′
ω,ω′(h) . (6.7.4)
Remark 6.7.1. Let σ, ̺, ϑ and h satisfy the hypotheses assumed in defining χd,d
′
ω,ω′(h), X
d,d′
ω,ω′(h) and
Y d,d
′
ω,ω′(h). Then ̺ > 3, ϑ > 3 and h, σ, ̺ and ϑ are, in particular, such that the conditions (ii) and (iii)
of Theorem B are satisfied; therefore the integrals and sum on the right-hand side of Equation (6.7.1) are
absolutely convergent. It moreover follows by [32], Lemma 11.1.1 and Lemma 11.1.2, that the transform
Bh : C∗ → C is a well-defined function (by virtue of the integrals and sum on the right-hand side of
Equation (1.9.3) being absolutely convergent for all u ∈ C∗), and that this transform Bh satisfies
sup
{ |u|−2min{σ,1}|(Bh)(u)| : u ∈ C and 0 < |u| ≤ r1} <∞ for some r1 ∈ (0,∞). (6.7.5)
Given our assumption of the hypothesis that σ ∈ (1/2, 1)∪ (1, 2), it follows by (6.7.5), Lemma 6.5.9 and the
result (6.1.26) of Lemma 6.1.5 that the sum over c ∈ dCd′ occurring in (6.7.2) is absolutely convergent. Note
too that by Remark 1.9.2 it follows that when h ∈ Hσ⋆ (̺, ϑ) and σ > 1/2 it is then the case that all the
summands of the first sum on the right-hand side of Equation (6.7.3) are defined. The absolute convergence
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of all the sums and integrals occurring on the right-hand side of Equation (6.7.3) will be established later
on, in the course of our proof of Theorem B; in the meantime it cannot be taken for granted.
We divide our proof of Theorem B into two principal stages. In the first of these stages we deduce from
Proposition 6.6.1 (the Preliminary Sum Formula) the following result.
Proposition 6.7.2 (weak sum formula). Let σ ∈ (1, 2), let ̺, ϑ ∈ (3,∞), and let f ∈ Hσ⋆ (̺, ϑ). Then
the sum formula for Y a,bω1,ω2(f) is valid.
Our proof of Proposition 6.7.2 is modelled on the initial steps in Lokvenec-Guleska’s ‘Extension Method’
of [32], Subsection 11.2 and Subsection 11.3; we approach it via nine lemmas, two of which (Lemma 6.7.9
and Lemma 6.7.11) are used again in the final stage of our proof of Theorem B. We omit the proofs of
Lemma 6.7.7 and Lemma 6.7.8, which differ from the proofs of Lemma 6.7.4 and Lemma 6.7.5 (respectively)
only in that they involve the application of Lebesgue’s ‘dominated convergence’ theorem (Theorem 1.34 of
[40]), whereas it is Lebesgue’s ‘monotone convergence’ theorem that is applied in the proofs of Lemma 6.7.4
and Lemma 6.7.5.
Lemma 6.7.3. Let σ ∈ (0, 1) ∪ (1, 2), ̺ ∈ (2,∞) and ϑ ∈ (3,∞), let f ∈ Hσ⋆ (̺, ϑ), and let (fn)n∈N be a
sequence of elements of Hσ⋆ (̺, ϑ) converging pointwise to f and satisfying
sup
{
(1 + |Im(ν)|)̺ (1 + |p|)ϑ |fn(ν, p)| : n ∈ N, p ∈ Z, ν ∈ C and Re(ν) = σ
}
<∞ . (6.7.6)
Then the integrals and sum defining the transform Bf are absolutely convergent: each of the transforms in
the sequence Bf,Bf1,Bf2,Bf3 . . . is a complex valued function with domain C∗. One has, moreover,
lim
n→∞
(
sup
{
|u|−2min{σ,1} |(Bfn −Bf)(u)| : u ∈ C and 0 < |u| ≤ r
})
= 0 for each r ∈ (0,∞). (6.7.7)
Proof. This lemma is a minor refinement on Lemma 11.1.3 of [32]. Observe firstly that, since f and each
function in the series (fn)n∈N lies in the space Hσ⋆ (̺, ϑ), and since we have (6.7.6), there therefore exists
some C0 ∈ [0,∞) such that
|(fn − f) (ν, p)| ≤ C0
(1 + |Im(ν)|)̺ (1 + |p|)ϑ
for all (ν, p, n) ∈ C× Z× N such that |Re(ν)| = σ (6.7.8)
(i.e. this follows since our hypotheses imply that the condition (iii) of Theorem B is satisfied when h = f ,
and that the condition (i) of Theorem B is satisfied when h ∈ {f} ∪ {fn : n ∈ N}). Our hypotheses imply,
moreover, that the conditions (ii) and (iii) of Theorem B are satisfied when h ∈ {f} ∪ {fn : n ∈ N} and σ,
̺ and ϑ are as given (with, in particular, ̺ > 2 > 0, so that one has (fn − f)(ν, p) → 0 as |Im(ν)| → ∞
with n and p fixed and ν constrained to satisfy |Re(ν)| ≤ σ). Therefore, by an application of the maximum
principle for analytic functions, one may deduce from (6.7.8) that, for all n ∈ N and all p ∈ Z, one has
sup
{ |(fn − f) (ν, p)| : ν ∈ C and |Re(ν)| ≤ σ} = sup{ |(fn − f) (ν, p)| : ν ∈ C and |Re(ν)| = σ} ≤
≤ C0 (1 + |p|)−ϑ .
Hence, in addition to (6.7.8), one has |(fn − f) (0, p)| ≤ C0(1 + |p|)−ϑ for all n ∈ N and all p ∈ Z. Therefore
our hypothesis (6.7.6), despite being weaker than the corresponding hypothesis in Lemma 11.1.3 of [32], does
in fact imply all of the assumptions that are relied upon in the (sketchy, but valid) proof supplied, in [32],
for that lemma, and so (by the steps indicated on Page 100 of [32]) the result (6.7.7) follows. The results
stated between (6.7.6) and (6.7.7) follow immediately from Lemma 11.1.1 of [32] 
Lemma 6.7.4. Let (Fn)n∈N be a sequence of mappings from N into R ∪ {∞}. Suppose moreover that
0 ≤ F1(m) ≤ F2(m) ≤ . . . for each m ∈ N. (6.7.9)
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Then, for some λ ∈ R ∪ {∞}, one has
∞∑
m=1
(
lim
n→∞Fn(m)
)
= λ = lim
n→∞
( ∞∑
m=1
Fn(m)
)
. (6.7.10)
Proof. Let P(N) be the set of all subsets of N. Define the function µZ : P(N) → [0,∞] by setting µZ(A)
equal to the cardinality of A whenever N ⊇ A. Then µZ is a positive measure on Z, and for n ∈ N one
has
∑∞
m=1 Fn(m) =
∫
Z
FndµZ (the expression on the right-hand side of this equation denoting the Lebesgue
integral of Fn over Z, with respect to the measure µZ). The result (6.7.10) is therefore equivalent to a special
case of Lebesgue’s ‘monotone convergence’ theorem, Theorem 1.26 of [40] 
Lemma 6.7.5. Let (Φn)n∈N be a sequence of mappings from R× Z into R ∪ {∞}. Suppose moreover that
0 ≤ Φ1(t, p) ≤ Φ2(t, p) ≤ . . . for each (t, p) ∈ R× Z, (6.7.11)
and that, for all n ∈ N and all p ∈ Z, the mapping t 7→ Φn(t, p) is a function on R that is measurable with
respect to the Lebesgue measure on R. Then, for some λ ∈ R ∪ {∞}, one has
∞∑
p=−∞
∞∫
−∞
(
lim
n→∞Φn(t, p)
)
dt = λ = lim
n→∞
( ∞∑
p=−∞
∞∫
−∞
Φn(t, p) dt
)
. (6.7.12)
Proof. For n ∈ N, one has ∑∞p=−∞ ∫∞−∞Φn(t, p) dt = ∫R×ZΦndµR×Z, where µR×Z is a positive measure on
R × Z (defined so that, for all p ∈ Z, all M ∈ [0,∞] and all A ⊆ R such that A has Lebesgue measure M ,
one has µR×Z(A × {p}) = M). Therefore, like the lemma which preceded it, this lemma is equivalent to a
special case of Lebesgue’s ‘monotone convergence’ theorem 
Lemma 6.7.6. Let σ ∈ (1/2, 1) ∪ (1, 2), ̺, ϑ ∈ (3,∞), d ∈ {a, b}, ω ∈ {ω1, ω2} and f ∈ Hσ⋆ (̺, ϑ). Suppose
moreover that
E =
(
(iR)× Z) ∪ ([−2/9, 2/9]× {0}) , (6.7.13)
and that (fn)n∈N is a sequence of elements of Hσ⋆ (̺, ϑ) which satisfies the condition (6.7.6) of Lemma 6.7.3
and the following conditions:
(i) for all n ∈ N, the sum formula for Y d,dω,ω(fn) is valid;
(ii) for all (ν, p) ∈ E one has 0 ≤ f1(ν, p) ≤ f2(ν, p) ≤ . . . ;
(iii) for all (ν, p) ∈ C× Z such that |Re(ν)| ≤ σ, one has limn→∞ fn(ν, p) = f(ν, p).
Then the sum formula for Y d,dω,ω(f) is valid, and one has
χd,dω,ω(f) = limn→∞χ
d,d
ω,ω(fn) , (6.7.14)
Xd,dω,ω(f) = limn→∞X
d,d
ω,ω(fn) , (6.7.15)
Y d,dω,ω(f) = lim
n→∞Y
d,d
ω,ω(fn) . (6.7.16)
Proof. Given the definition of χd,d
′
ω,ω′(h) in (6.7.1), and given (1.9.2) (where the notation ‘δ
a,b
ω1,ω2 ’ is defined),
it follows by (1.1.20) and Lemma 4.2 that, for h ∈ Hσ⋆ (̺, ϑ) we have
χd,dω,ω(h) =
1
2π3
∑
p∈Z
∞∫
−∞
h(it, p)
(
t2 + p2
)
dt and χd,dω,ω(h) ∈ C (6.7.17)
(the integrals and sum on the right-hand side of this equation being absolutely convergent, as discussed in
our Remark 6.7.1). In particular, the hypotheses of the lemma suffice to ensure that (6.7.17) holds for all
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h ∈ {fn : n ∈ N} ∪ {f}. Therefore, since the form t2 + p2 is positive definite, and since (by hypothesis) the
conditions (ii) and (iii) of the lemma are satisfied, it follows that (6.7.11) and all the other hypotheses of
Lemma 6.7.5 are satisfied if (Φn)n∈N = (Φn(t, p))n∈N = ((t2 + p2)fn(it, p))n∈N. Hence the result (6.7.12) of
Lemma 6.7.5 implies the equality in (6.7.14).
Given the definition of Xd,d
′
ω,ω′(h) in (6.7.2) and what is observed in our Remark 6.7.1, and given our
hypotheses concerning f and the sequence (fn), it follows that
Xd,dω,ω(h) ∈ C for all h ∈ {fn : n ∈ N} ∪ {f}, (6.7.18)
and that, by virtue of the result (6.1.26) of Lemma 6.1.5, one has, for all n ∈ N,∣∣Xd,dω,ω(f)−Xd,dω,ω (fn)∣∣ ≤
≤
∑
c∈dCd
|Sd,d (ω, ω; c)|
|c|2
∣∣∣∣(Bf −Bfn)(2πωc
)∣∣∣∣ ≤
≤ |2πω|2min{1,σ}
(
sup
{ |(Bf −Bfn) (u)|
|u|2min{σ,1} : u ∈ C and 0 < |u| ≤
2π|ω|
|md|
}) ∑
c∈dCd
|Sd,d (ω, ω; c)|
|c|2min{1+σ,2} .
Therefore, since σ > 1/2, and since the sequence (fn)n∈N satisfies the relevant hypotheses, it follows by
Lemma 6.5.9 and Lemma 6.7.3 that the equality in (6.7.15) must hold.
Now that (6.7.14) and (6.7.15) have been proved (and given that it therefore follows by (6.7.17) and
(6.7.18) that the relevant sequences, (χd,dω,ω(fn))n∈N and (X
d,d
ω,ω(fn))n∈N, are convergent sequences of complex
numbers), it will suffice for the completion of the proof of the lemma that we show that the equality in
(6.7.16) holds: for, when that is achieved, it may then be inferred from (6.7.14)-(6.7.16) that, since the
condition (i) of the lemma is satisfied, one has
χd,dω,ω(f) +X
d,d
ω,ω(f)− Y d,dω,ω(f) = lim
n→∞
(
χd,dω,ω (fn) +X
d,d
ω,ω (fn)− Y d,dω,ω (fn)
)
= lim
n→∞ 0 = 0 , (6.7.19)
so that the sum formula for Y d,dω,ω(f) is valid (no proof of (6.7.16) being complete without it having been
shown that all the sums and integrals occurring on the right-hand side of Equation (6.7.3) are absolutely
convergent when h = f , d′ = d and ω′ = ω).
Given that the condition (i) of the lemma is satisfied, it follows by (6.7.14), (6.7.15), (6.7.18) and the
case h = f of (6.7.17) that we have now
C ∋ χd,dω,ω(f) +Xd,dω,ω(f) = lim
n→∞
(
χd,dω,ω (fn) +X
d,d
ω,ω (fn)
)
= lim
n→∞Y
d,d
ω,ω (fn) . (6.7.20)
Moreover, by the definition (6.7.3) of Y d,d
′
ω,ω′(h), we have also
Y d,dω,ω(h) =
=
∑
V
∣∣CdV (ω; νV , pV )∣∣2h (νV , pV ) + ∑
c∈C(Γ)
1
4π [Γc : Γ′c]
∑
p∈ 12 [Γc:Γ′c]Z
∞∫
−∞
∣∣Bdc (ω; it, p)∣∣2h(it, p) dt , (6.7.21)
for all h ∈ Hσ⋆ (̺, ϑ) such that the sums and integrals on the right-hand side of this equation are absolutely
convergent. Since the conditions (i) and (ii) of the lemma are satisfied, and since each factor |CdV (ω; νV , pV ) |
and
∣∣Bdc (ω; it, p)∣∣ occurring on the right-hand side of Equation (6.7.21) is real and non-negative, it follows
that (6.7.21) holds for all h ∈ {fn : n ∈ N}, and that, given (6.7.13) and what is noted in Remark 1.9.2, one
has 0 ≤ Y d,dω,ω(f1) ≤ Y d,dω,ω(f2) ≤ . . . . Hence, and by (6.7.20), the complex number χd,dω,ω(f) +Xd,dω,ω(f) must
be real and non-negative (certainly one can give a more direct proof that it is real), and one must have
∞ > χd,dω,ω(f) +Xd,dω,ω(f) ≥ Y d,dω,ω (fn) ≥ 0 for all n ∈ N. (6.7.22)
In the first sum on the right-hand side of Equation (6.7.21) one sums over only countably many cuspidal
irreducible subspaces V (i.e. just those occurring in the decomposition (1.7.4) of the space 0L2(Γ\G)). Let
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the relevant subspaces V be arranged in a sequence, V (1), V (2), . . . (say). Then, since (6.7.21) holds for all
h ∈ {fn : n ∈ N}, we have
Y d,dω,ω (fn) =
∞∑
m=1
Fn(m) +
∑
c∈C(Γ)
1
4π [Γc : Γ′c]
∑
P∈Z
∞∫
−∞
Φc,n(t, P ) dt (n ∈ N), (6.7.23)
where, for n,m ∈ N,
Fn(m) =
∣∣cdV (m) (ω; νV (m), pV (m))∣∣2fn(νV (m), pV (m)) , (6.7.24)
and, for n ∈ N, c ∈ C(Γ) and (t, P ) ∈ R× Z,
Φc,n(t, P ) =
∣∣Bdc (ω; it, 12 [Γc : Γ′c]P )∣∣2 fn(it, 12 [Γc : Γ′c]P ) . (6.7.25)
By Remark 1.9.2, each term in the sequence (νV (1), pV (1)), (νV (1), pV (1)), . . . is contained in the set E
defined in (6.7.13), and so, by virtue of the hypothesis that condition (ii) of the lemma is satisfied, it follows
that the sequence (Fn)n∈N defined in (6.7.24) satisfies the condition (6.7.9) of Lemma 6.7.4. Consequently,
by applying Lemma 6.7.4 and the definition (6.7.24), we find that
lim
n→∞
( ∞∑
m=1
Fn(m)
)
=
∞∑
m=1
(
lim
n→∞Fn(m)
)
=
∞∑
m=1
∣∣cdV (m) (ω; νV (m), pV (m))∣∣2( limn→∞ fn(νV (m), pV (m))) =
=
∞∑
m=1
∣∣cdV (m) (ω; νV (m), pV (m))∣∣2f(νV (m), pV (m)) =
=
∑
V
∣∣CdV (ω; νV , pV )∣∣2f(νV , pV ) (6.7.26)
(the penultimate equality following by virtue of the hypothesis that the condition (iii) of the lemma is
satisfied). Moreover, since one may infer from (6.7.21), (6.7.22) and (6.7.25) that, for n ∈ N, c ∈ C(Γ) and
P ∈ Z, the mapping t 7→ Φn(c; t, P ) is measurable with respect to the Lebesgue measure on R, one finds
(in parallel with the preceding) that, for each c ∈ C(Γ), the sequence (Φn)n∈N = (Φc,n)n∈N satisfies the
hypotheses of Lemma 6.7.5. Therefore it follows by Lemma 6.7.5 that, for each cusp c ∈ C(Γ), one has
lim
n→∞
(∑
P∈Z
∞∫
−∞
Φc,n(t, P ) dt
)
=
∑
P∈Z
∞∫
−∞
(
lim
n→∞Φc,n(t, P )
)
dt =
=
∑
P∈Z
∞∫
−∞
∣∣Bdc (ω; it, 12 [Γc : Γ′c]P )∣∣2 ( limn→∞ fn(it, 12 [Γc : Γ′c]P )) dt =
=
∑
p∈ 12 [Γc:Γ′c]Z
∞∫
−∞
∣∣Bdc (ω; it, p)∣∣2 f(it, p) dt . (6.7.27)
By Lemma 2.2 the set C(Γ) is finite. Therefore it follows by (6.7.22), (6.7.23), (6.7.26) and (6.7.27) that
one has
∞ > lim
n→∞Y
d,d
ω,ω (fn) =
=
∑
V
∣∣CdV (ω; νV , pV )∣∣2f (νV , pV ) + ∑
c∈C(Γ)
1
4π[Γc : Γ′c]
∑
p∈ 12 [Γc:Γ′c]Z
∞∫
−∞
∣∣Bdc (ω; it, p)∣∣2f(it, p)dt .
This implies that all the sums and integrals occurring on the right-hand side of Equation (6.7.21) are
absolutely convergent when h = f , and so implies also that Y d,dω,ω(f) is defined, and that the equation
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(6.7.21) holds when h = f ; by reformulating the above result, more concisely, as the statement that one has
∞ > limn→∞ Y d,dω,ω (fn) = Y d,dω,ω(f), one completes the proof of (6.7.16), and so too that of the lemma 
Lemma 6.7.7. Let (Fn)n∈N be a sequence of mappings from N into C such that, for each m ∈ N, the
sequence (Fn(m))n∈N is convergent. Suppose moreover that, for some mapping D from N into [0,∞), one
has both
D(m) ≥ |Fn(m)| (m,n ∈ N). (6.7.28)
and ∞∑
m=1
D(m) <∞ (6.7.29)
Then ∞∑
m=1
∣∣∣ lim
n→∞Fn(m)
∣∣∣ <∞ , (6.7.30)
and, for some λ ∈ C, both equalities in (6.7.10) hold simultaneously.
Proof. See the end of the paragraph above Lemma 6.7.3 
Lemma 6.7.8. Let (Φn)n∈N be a sequence of mappings from R×Z into C such that, for each (t, p) ∈ R×Z,
the sequence (Φn(t, p))n∈N is convergent. Suppose moreover that, for all n ∈ N and all p ∈ Z, the mapping
t 7→ Φn(t, p) is a complex valued function on R that is measurable with respect to the Lebesgue measure
on R, and that, for some mapping ∆ from R× Z into [0,∞), one has both
∆(t, p) ≥ |Φn(t, p)| (t ∈ R, p ∈ Z, n ∈ N) (6.7.31)
and
∞∑
p=−∞
∞∫
−∞
∆(t, p) dt <∞ . (6.7.32)
Then
∞∑
p=−∞
∞∫
−∞
∣∣∣ lim
n→∞Φn(t, p)
∣∣∣ dt <∞ (6.7.33)
and, for some λ ∈ C, both equalities in (6.7.12) hold simultaneously.
Proof. See the end of the paragraph above Lemma 6.7.3 
Lemma 6.7.9. Let σ ∈ (1/2, 1)∪(1, 2) and ̺, ϑ ∈ (3,∞). Let d ∈ Hσ⋆ (̺, ϑ) be such that the sum formulae for
Y a,aω1,ω1(d) and Y
b,b
ω2,ω2(d) are valid. Suppose moreover that E is the set defined in (6.7.13), that f ∈ Hσ⋆ (̺, ϑ),
and that (fn)n∈N is a sequence of elements of Hσ⋆ (̺, ϑ) which satisfies the condition (6.7.6) of Lemma 6.7.3
and the following conditions:
(i) for all n ∈ N, the sum formula for Y a,bω1,ω2(fn) is valid;
(ii) for all (ν, p) ∈ E and all n ∈ N, one has d(ν, p) ≥ |fn(ν, p)|;
(iii) for all (ν, p) ∈ C× Z such that |Re(ν)| ≤ σ, one has limn→∞ fn(ν, p) = f(ν, p).
Then the sum formula for Y a,bω1,ω2(f) is valid, and one has
χa,bω1,ω2(f) = limn→∞χ
a,b
ω1,ω2(fn) , (6.7.34)
Xa,bω1,ω2(f) = limn→∞X
a,b
ω1,ω2(fn) , (6.7.35)
Y a,bω1,ω2(f) = limn→∞Y
a,b
ω1,ω2(fn) . (6.7.36)
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Proof. Since Hσ⋆ (̺, ϑ) ⊃ {fn : n ∈ N} ∪ {f, d}, it follows from the definition (6.7.1) that one has
C ∋ χa,bω1,ω2(h) =
1
4π3
δa,bω1,ω2
∑
p∈Z
∞∫
−∞
h(it, p)
(
t2 + p2
)
dt for all h ∈ {fn : n ∈ N} ∪ {f, d}. (6.7.37)
In particular, since the condition (ii) of the lemma implies that d(ν, p) ≥ 0 for all (ν, p) ∈ E, one has
0 ≤
∑
p∈Z
∞∫
−∞
d(it, p)
(
t2 + p2
)
dt <∞ . (6.7.38)
By virtue of (6.7.13), (6.7.37), (6.7.38) and the conditions (ii) and (iii) of the lemma, one may verify that
the hypotheses of Lemma 6.7.8 are satisfied when, for each n ∈ N, the mapping Φn : R× Z→ C is given by
Φn(t, p) = (t
2 + p2)fn(it, p) (note that the conditions (6.7.31) and (6.7.32) are then satisfied if one specifies
that ∆(t, p) = (t2+p2)d(it, p) for t ∈ R, p ∈ Z). Therefore, bearing in mind the condition (iii) of the lemma,
it follows by Lemma 6.7.8 and (6.7.37) that the equation (6.7.34) holds.
We observe next that, since f and the sequence (fn)n∈N satisfy the relevant hypotheses of Lemma 6.7.3,
the result (6.7.35) may therefore be obtained similarly to how (6.7.15) was obtained (within the proof of
Lemma 6.7.6): note, with regard to the relevant application of Lemma 6.5.9, that no distinction need be
made between those cases where a = b and ω1 = ω2 and those where either a 6= b or else ω1 6= ω2.
Given that the proofs of the the results (6.7.34) and (6.7.35) have been adequately described, and given
our hypothesis that the condition (i) of the lemma is satisfied, it will suffice for the completion of the proof
of the lemma that we show now that the equation (6.7.36) holds (our reasoning on this point is similar to
that used in the paragraph containing (6.7.19), within our proof of Lemma 6.7.6).
We begin the proof of (6.7.36) by observing that it follows from the condition (i) of the lemma and the
definition (6.7.3) that, for all n ∈ N, one has
Y a,bω1,ω2 (fn) =
∞∑
m=1
Fn(m) +
∑
c∈C(Γ)
1
4π [Γc : Γ′c]
∑
P∈Z
∞∫
−∞
Φc,n(t, P ) dt , (6.7.39)
where
Φc,n(t, P ) = Bac
(
ω1; it,
1
2 [Γc : Γ
′
c]P
)
Bbc
(
ω2; it,
1
2 [Γc : Γ
′
c]P
)
fn
(
it, 12 [Γc : Γ
′
c]P
)
(6.7.40)
and
Fn(m) = caV (m)
(
ω1; νV (m), pV (m)
)
cbV (m)
(
ω2; νV (m), pV (m)
)
fn
(
νV (m), pV (m)
)
, (6.7.41)
with the sequence of spaces V (1), V (2), . . . being as indicated between (6.7.22) and (6.7.23), within the proof
of Lemma 6.7.6. Note that, by (6.7.40), (6.7.41), the condition (iii) of the lemma and the hypothesis that
f ∈ Hσ⋆ (̺, ϑ), one has, for m ∈ N,
lim
n→∞Fn(m) = c
a
V (m)
(
ω1; νV (m), pV (m)
)
cbV (m)
(
ω2; νV (m), pV (m)
)
f
(
νV (m), pV (m)
) ∈ C (6.7.42)
and, for (t, P ) ∈ R× Z and c ∈ C(Γ),
lim
n→∞Φc,n(t, P ) = B
a
c
(
ω1; it,
1
2 [Γc : Γ
′
c]P
)
Bbc
(
ω2; it,
1
2 [Γc : Γ
′
c]P
)
f
(
it, 12 [Γc : Γ
′
c]P
) ∈ C . (6.7.43)
Since the sum formulae for Y a,aω1,ω1(d) and Y
b,b
ω2,ω2(d) are valid, one has also
C ∋ Y
a,a
ω1,ω1(d) + Y
b,b
ω2,ω2(d)
2
=
∞∑
m=1
D(m) +
∑
c∈C(Γ)
1
4π [Γc : Γ′c]
∑
P∈Z
∞∫
−∞
∆c(t, P ) dt , (6.7.44)
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where
D(m) =
1
2
(∣∣caV (m)(ω1; νV (m), pV (m))∣∣2 + ∣∣cbV (m)(ω2; νV (m), pV (m))∣∣2) d (νV (m), pV (m)) (6.7.45)
and
∆c(t, P ) =
1
2
(∣∣Bac (ω1; it, 12 [Γc : Γ′c]P )∣∣2 + ∣∣Bbc (ω2; it, 12 [Γc : Γ′c]P )∣∣2) d(it, 12 [Γc : Γ′c]P ) . (6.7.46)
Note that, by the condition (ii) of the lemma, and the definition (6.7.13), all terms of the sums occurring
on the right-hand side of the equality sign in (6.7.44) are real and non-negative; it therefore follows from
(6.7.44) that the function D : N→ [0,∞) satisfies the condition (6.7.29) of Lemma 6.7.7, and that one has
∞∑
P=−∞
∞∫
−∞
∆c(t, P ) dt <∞ for c ∈ C(Γ).
Moreover, by (6.7.40), (6.7.41), (6.7.45), (6.7.46), the arithmetic-geometric mean inequality, Remark 1.9.2
and the condition (ii) of the lemma, one finds that D and the sequence (Fn)n∈N satisfy the condition (6.7.28)
of Lemma 6.7.7, and that
∆c(t, p) ≥ |Φc,n(t, P )| (c ∈ C(Γ), (t, P ) ∈ R× Z, n ∈ N).
Given (6.7.42), (6.7.43) and the points just noted in the preceding paragraph, and given that (6.7.39)
holds for all n ∈ N, it follows by Lemma 6.7.7 and Lemma 6.7.8 that one has
lim
n→∞
∞∑
m=1
Fn(m) =
∞∑
m=1
caV (m)
(
ω1; νV (m), pV (m)
)
cbV (m)
(
ω2; νV (m), pV (m)
)
f
(
νV (m), pV (m)
)
(6.7.47)
and, for each c ∈ C(Γ),
lim
n→∞
∑
P∈Z
∞∫
−∞
Φc,n(t, P ) dt =
1
i
∑
p∈ 12 [Γc:Γ′c]Z
∫
(0)
Bac (ω1; ν, p)B
b
c (ω2; ν, p) f(ν, p) dν . (6.7.48)
It is worth clarifying here that, by virtue of the results (6.7.30) and (6.7.33) of the lemmas just applied, all of
the integrals and sums occurring on the right-hand sides of the equations (6.7.47) and (6.7.48) are absolutely
convergent. Therefore, since the set C(Γ) is finite, and since {V (m) : m ∈ N} is the set of cuspidal irreducible
subspaces occurring in the decomposition (1.7.4) of the space 0L2(Γ\G), it follows that all of the integrals
and sums occurring on the right-hand side of Equation (6.7.3) are absolutely convergent when d = a, d′ = b,
ω = ω1, ω
′ = ω2 and h = f . The case (d, d′, ω, ω′, h) = (a, b, ω1, ω2, f) of (6.7.3) therefore defines Y a,bω1,ω2(f),
and defines it in such a way that one has Y a,bω1,ω2(f) ∈ C. We observe moreover that the limits occurring on
the left-hand sides of the equations (6.7.47) and (6.7.48) exist (i.e. they are limits of convergent sequences),
and so, by (6.7.39) (for n ∈ N), the case (d, d′, ω, ω′, h) = (a, b, ω1, ω2, f) of (6.7.3) and the finiteness of the
set C(Γ), it follows from (6.7.47) and (6.7.48) that the equation (6.7.36) holds 
Lemma 6.7.10. Let σ ∈ (1, 2), let ̺, ϑ ∈ (3,∞), and let f ∈ Hσ⋆ (̺, ϑ). Put
Cf (̺, ϑ) = sup
{
(1 + |Im(ν)|)̺ (1 + |p|)ϑ |f(ν, p)| : p ∈ Z, ν ∈ C and |Re(ν)| ≤ σ
}
. (6.7.49)
Suppose moreover that ℓ ∈ N, and that fℓ is the mapping from {ν ∈ C : |Re(ν)| ≤ σ} × Z into C given by
fℓ(ν, p) =
{
f(ν, p) exp
(−ν4/ℓ) if |p| ≤ ℓ;
0 otherwise.
(6.7.50)
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Then fℓ ∈ Hσ⋆ (̺, ϑ), one has
sup
{
(1 + |Im(ν)|)̺ (1 + |p|)ϑ |fℓ(ν, p)| : p ∈ Z, ν ∈ C and |Re(ν)| ≤ σ
}
≤ exp(8σ4/ℓ)Cf (̺, ϑ) <∞ ,
(6.7.51)
and, for d, d′ ∈ {a, b} and ω, ω′ ∈ {ω1, ω2}, the sum formula for Y d,d
′
ω,ω′(fℓ) is valid.
Proof. Since f ∈ Hσ⋆ (̺, ϑ), since the function p 7→ |p| is even, and since the function ν 7→ exp(−ν4/ℓ) is
both even and holomorphic onC, one finds, when checking that fℓ ∈ Hσ⋆ (̺, ϑ), that it is only the condition (iii)
of Theorem B that requires more than cursory consideration; moreover, given the definition (6.7.50), and
given that f ∈ Hσ⋆ (̺, ϑ) and ℓ ∈ N, one need do little more than observe that∣∣exp (−ν4/ℓ)∣∣ ≤ exp (8σ4/ℓ) (|Re(ν)| ≤ σ) (6.7.52)
in order to verify that the condition (iii) of Theorem B is satisfied when h = fℓ. Since further discussion of
the proof that fℓ lies in the space Hσ⋆ (̺, ϑ) is probably unnecessary, we skip it.
We can also be brief in discussing the proof of the result (6.7.51): this result follows, by virtue of (6.7.52),
from the definitions (6.7.49) and (6.7.50), and the hypothesis that f ∈ Hσ⋆ (̺, ϑ).
What remains to be demonstrated is the validity of the sum formula for Y d,d
′
ω,ω′ , when d, d
′ ∈ {a, b}
and ω, ω′ ∈ {ω1, ω2}. Let d, d′ ∈ {a, b} and ω, ω′ ∈ {ω1, ω2}. Suppose also that λ∗ℓ is the mapping from
C × {−ℓ, 1 − ℓ, . . . , ℓ} into C defined by the equations (6.6.4) of Proposition 6.6.1. As a first step towards
verifying the sum formula for Y d,d
′
ω,ω′ , we observe that, when p ∈ Z, ν ∈ C and |Re(ν)| ≤ σ, it follows from
(6.7.50) that
fℓ(ν, p) =
{
λ∗ℓ (ν, p) θℓ(−ν , p) ηℓ(ν, p) if |p| ≤ ℓ,
0 otherwise,
(6.7.53)
where ηℓ and θℓ are the mappings from {ν ∈ C : |Re(ν)| ≤ σ} × {−ℓ, 1− ℓ, . . . , ℓ} into C given by
ηℓ(ν, p) =
f(ν, p)
λ∗ℓ (ν, p)
, (6.7.54)
θℓ(ν, p) = exp
(−ν4/ℓ) . (6.7.55)
In cases where λ∗ℓ (ν, p) = 0, we take (6.7.54) to mean that ηℓ(ν, p) = limδ→0+ f(ν + iδ, p)/λ
∗
ℓ(ν + iδ, p).
If the functions ηℓ and θℓ lie in the space T ℓσ defined in the paragraph containing (6.4.3), then by
Proposition 6.6.1 (applied with ηℓ, θℓ, d, d
′, ω and ω′ substituted for η, θ, a, b, ω1 and ω2, respectively) one
obtains, given (6.7.53), the case h = fℓ of Equation (6.7.4) (the terms occurring in that equation being defined
by (6.7.1)-(6.7.3)). Moreover, by the same application of Proposition 6.6.1, one finds that if ηℓ, θℓ ∈ T ℓσ then
the sums and integrals involved in the definition (via (6.7.3)) of Y d,d
′
ω,ω′(fℓ) are all absolutely convergent. One
may therefore conclude that
the sum formula for Y d,d
′
ω,ω′(fℓ) is valid if ηℓ, θℓ ∈ T ℓσ . (6.7.56)
We show next that if η ∈ {ηℓ, θℓ} then the conditions (T1)-(T3) below (6.4.3) are satisfied; we thereby
establish that the functions ηℓ and θℓ do lie in the space T ℓσ .
Starting with the easier case, η = θℓ, we note firstly that the mapping (ν, p) 7→ (−ν,−p) is a permutation
of the domain of θℓ, and that by (6.7.55) one has θℓ(−ν,−p) = exp(−(−ν)4/ℓ) = exp(−ν4/ℓ) = θℓ(ν, p),
for all (ν, p) in that domain. Therefore the condition (T1) below (6.4.3) is satisfied when η = θℓ. Since
the complex function ν 7→ exp(−ν4/ℓ) is entire, we find, secondly, that the condition (T2) is satisfied when
η = θℓ. Thirdly, we note that, for A > 0, α ∈ [−σ,−σ], t ≥ 0 and ν = α± it, one has∣∣exp (−ν4/ℓ)∣∣
(1 + |Im(ν)|)−A e−(π/2)|Im(ν)| ≤ exp
((
A+
π
2
)
t−
(
t4 + α4 − 6α2t2)
ℓ
)
≤
≤ exp
(
max
x∈R
(
(A+
π
2
) ℓ1/4x+ 6σ2ℓ−1/2x2 − x4
))
<∞ ,
129
so that the condition (T3) is satisfied when η = θℓ.
We consider next the conditions (T1)-(T3) in the case where η is equal to the function ηℓ defined in
Equation (6.7.54).
Given the definition of λ∗ℓ (ν, p) in (6.6.4) (noting, in particular, the second equality there), and given
that ℓ is a positive integer, it follows that for each p ∈ {−ℓ, 1− ℓ, . . . , ℓ} the mapping ν 7→ (ν2 − 1)2/λ∗ℓ (ν, p)
is is a holomorphic function on the open strip {ν ∈ C : |Re(ν)| < 2}. Therefore, since the hypotheses
that σ ∈ (1, 2) and f ∈ Hσ⋆ (̺, ϑ) imply that for each p ∈ Z the mapping ν 7→ f(ν, p)/(ν2 − 1)2 can be
holomorphically continued into a neighbourhood of the closed strip {ν ∈ C : |Re(ν)| ≤ σ}, it follows from
(6.7.54) that the condition (T2) below (6.4.3) is satisfied when η = ηℓ.
By the definition (6.6.4) and the hypothesis that f ∈ Hσ⋆ (̺, ϑ), one has both 1/λ∗ℓ (−ν,−p) = 1/λ∗ℓ (ν, p)
and f(−ν,−p) = f(ν, p) for all (ν, p) ∈ (C − Z) × {−ℓ, 1− ℓ, . . . , ℓ} such that |Re(ν) ≤ σ. Therefore, given
the definition (6.7.54), and given that the condition (T2) below (6.4.3) is satisfied when η = ηℓ, one may
deduce that ηℓ(−ν,−p) = ηℓ(ν, p) for all (ν, p) ∈ C×Z such that |Re(ν)| ≤ σ and |p| ≤ ℓ. It follows that the
condition (T1) below (6.4.3) is satisfied when η = ηℓ.
We now have only to check that the condition (T3) below (6.4.3) is satisfied when η = ηℓ; in order that
this be verified, it will suffice to show that, for all A > 0, one has
sup
{
(1 + |Im(ν)|)A e(π/2)|Im(ν)| |ηℓ(ν, p)| : ν ∈ C, p ∈ Z, |Re(ν)| ≤ σ and |p| ≤ ℓ
}
<∞ . (6.7.57)
Since the condition (T2) below (6.4.3) is satisfied when η = ηℓ, the function (ν, p) 7→ |ηℓ(ν, p)| is
bounded on the compact set {ν ∈ C : |Re(ν)|, |Im(ν)| ≤ σ} × {p ∈ Z : |p| ≤ ℓ} = T (σ, ℓ) (say). Moreover,
given any A > 0, the function (ν, p) 7→ (1 + |Im(ν)|)A e(π/2)|Im(ν)| is bounded on the same set, T (σ, ℓ).
Therefore the condition (6.7.57) is satisfied if and only if it is the case that, for each A > 0, the function
(ν, p) 7→ (1 + |Im(ν)|)A e(π/2)|Im(ν)||ηℓ(ν, p)| is bounded on the set U(σ, ℓ) given by
U(σ, ℓ) = {(ν, p) ∈ C× Z : |Re(ν)| ≤ σ ≤ |Im(ν)| and |p| ≤ ℓ} . (6.7.58)
Since σ ∈ (1, 2), and since ℓ ∈ N, it follows by (6.6.4), (6.4.5) and (6.7.58) that
1
|λ∗ℓ (ν, p)|
=
π|ν|
|sin(πν)|
|(ν + p)(ν − p)|
|ν|1+ǫ(p)
∏
0<m≤ℓ
m 6=|p|
1
|(ν +m)(ν −m)| ≤
≤ 2π (1 + |Im(ν)|)
sinh (π |Im(ν)|)
4ℓ2 (1 + |Im(ν)|)2
|Im(ν)|2ℓ+2ǫ(p)
≤ 8πℓ
2 (1 + |Im(ν)|)3
(1/3) exp (π |Im(ν)|) for (ν, p) ∈ U(σ, ℓ). (6.7.59)
We are also given that f ∈ Hσ⋆ (̺, ϑ), and that (̺, ϑ) ∈ (3,∞), and so may deduce from (6.7.54), (6.7.49),
(6.7.58), (6.7.59) and the final inequality in (6.7.51) that, for all real A > 0, one has
sup
(ν,p)∈U(σ,ℓ)
(1 + |Im(ν)|)A e(π/2)|Im(ν)| |ηℓ(ν, p)| ≤
≤ 24πℓ2Cf (̺, ϑ) sup
(ν,p)∈U(σ,ℓ)
(1 + |Im(ν)|)A+3−̺ (1 + |p|)−ϑ e−(π/2)|Im(ν)| ≤
≤ 24πℓ2Cf (̺, ϑ)max
t≥0
(1 + t)Ae−(π/2)t <∞ .
By this result, in combination with what has been discussed in the paragraph containing (6.7.58), it follows
that the condition (6.7.57) is satisfied. It has therefore been verified that the condition (T3) below (6.4.3) is
satisfied when η = ηℓ.
We have now found that each of the conditions (T1)-(T3) below (6.4.3) is satisfied if one has either
η = θℓ or η = ηℓ. Therefore the functions θℓ and ηℓ lie in the space T ℓσ , and so, by (6.7.56), the sum formula
for Y d,d
′
ω,ω′(fℓ) is valid 
Lemma 6.7.11. Let σ ∈ (1, 2), let ̺, ϑ ∈ (3,∞), and let E be the set defined in (6.7.13). Suppose moreover
that d♭ is the mapping from {ν ∈ C : |Re(ν)| ≤ σ} × Z into C given by
d♭(ν, p) =
(
1− ν2)2 (4− ν2)−(̺+4)/2 (1 + |p|)−ϑ . (6.7.60)
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Then d♭ ∈ Hσ⋆ (̺, ϑ), one has
d♭(ν, p) ≥ 2−(̺+5) (1 + |Im(ν)|)−̺ (1 + |p|)−ϑ ( (ν, p) ∈ E), (6.7.61)
and, for d ∈ {a, b} and ω ∈ {ω1, ω2}, the sum formula for Y d,dω,ω(d♭) is valid.
Proof. The function d♭ defined in (6.7.60) is a very minor modification of the function ‘fa,b’ which is
defined and used in the proof of Proposition 11.3.2 of [32]. Since one has Re(4 − ν2) ≥ 4 − σ2 > 0 when
|Re(ν)| ≤ σ, it follows that the mapping ν 7→ (1−ν2)2(4−ν2)−(̺+4)/2 is holomorphic on a neighbourhood of
the strip {ν ∈ C : |Re(ν)| ≤ σ} (i.e. one has (4− ν2)−(̺+4)/2 = exp(−(1/2)(̺+4) log(4− ν2)), where log(z)
denotes the principal branch of the logarithm function). Consequently the condition (ii) of Theorem B is
satisfied when h = d♭. Given (6.7.60), and given that 1 < σ < 2, one has also d♭(−ν,−p) = d♭(ν, p) and, via
a short calculation, |d♭(ν, p)| ≤ 2(̺+4)/2(σ + 1)4(2 − σ)−(̺+4)(1 + |Im(ν)|)−̺(1 + |p|)−ϑ for all p ∈ Z and all
ν ∈ C such that |Re(ν)| ≤ σ. Therefore the conditions (i) and (iii) of Theorem B are satisfied when h = d♭.
Since it is moreover the case that the function ν 7→ (1− ν2)2(4− ν2)−(̺+4)/2 has a zero of order 2 at ν = 1,
we may conclude (given what has already been noted above) that d♭ lies in the space Hσ⋆ (̺, ϑ).
When (ν, p) ∈ (iR) × Z, the inequality stated in (6.7.61) follows by virtue of the definition (6.7.60),
the hypothesis that one has ̺, ϑ ∈ (3,∞), and the fact that 0 < 4 + t2 ≤ 4(1 + t2) ≤ 4(1 + |t|)2 for
t ∈ R. Consequently, given the definition (6.7.13) of the set E, the proof of (6.7.61) may be completed
by making use of the observation that for ν ∈ [−2/9, 2/9] and λ = 1 − ν2 one has 1 ≥ λ > 3/4, and so
λ2(λ+ 3)−(̺+4)/2 ≥ 4−̺/2(1 + 3/λ)−2 ≥ 2−̺/25 > 2−(̺+5).
Suppose now that d ∈ {a, b} and ω ∈ {ω1, ω2}. The proof of the lemma will be complete if we are able
to show that the sum formula for Y d,dω,ω(d
♭) is valid. As a first step towards this, we let d♭ℓ denote (when
ℓ ∈ N) the mapping from {ν ∈ C : |Re(ν)| ≤ σ} × Z into C given by
d♭ℓ(ν, p) =
{
d♭(ν, p) exp
(−ν4/ℓ) if |p| ≤ ℓ;
0 otherwise.
(6.7.62)
By the case f = d♭ of Lemma 6.7.10, it follows that the condition (6.7.6) of Lemma 6.7.3 is satisfied
when (fn)n∈N is the sequence (d♭ℓ)ℓ∈N, and that, for each ℓ ∈ N, the function d♭ℓ lies in the space Hσ⋆ (̺, ϑ)
and the sum formula for Y d,dω,ω(d
♭
ℓ) is valid. By (6.7.61), (6.7.62) and (6.7.13), we have moreover
0 ≤ d♭1(ν, p) ≤ d♭2(ν, p) ≤ . . . ( (ν, p) ∈ E)
and
lim
ℓ→∞
d♭ℓ(ν, p) = d
♭(ν, p) (p ∈ Z, ν ∈ C and |Re(ν)| ≤ σ),
and so may conclude that, when σ, ̺, ϑ, d, ω and E are as we currently suppose, when f = d♭, and when
(fn)n∈N is the sequence (d♭ℓ)ℓ∈N, it is then the case that all of the hypotheses of Lemma 6.7.6 are satisfied.
Therefore it follows by Lemma 6.7.6 that the sum formula for Y d,dω,ω(d
♭) is valid 
The proof of Proposition 6.7.2. Let σ, ̺, ϑ and f satisfy the hypotheses of Proposition 6.7.2. For each
ℓ ∈ N, define fℓ to be the mapping from {ν ∈ C : |Re(ν)| ≤ σ} × Z into C given by the equation (6.7.50) of
Lemma 6.7.10. Define the set E as in (6.7.13), and put
d = Df (̺, ϑ)d
♭ , (6.7.63)
where d♭ is the mapping from {ν ∈ C : |Re(ν)| ≤ σ} × Z into C defined in Lemma 6.7.11, while
Df (̺, ϑ) = 2
̺+5 exp
(
8σ4
)
Cf (̺, ϑ) (6.7.64)
with Cf (̺, ϑ) being the constant defined in Lemma 6.7.10 (so that, as follows by the result (6.7.51) of that
lemma, one has 0 ≤ Cf (̺, ϑ) <∞).
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We show next that when σ, ̺, ϑ and f are as we currently suppose, and when the set E, the function
d and the sequence (fℓ)ℓ∈N are as just defined above, all of the hypotheses of Lemma 6.7.9 are satisfied.
Once this is achieved the proof of Proposition 6.7.2 will be essentially complete: for it will then follow, by
Lemma 6.7.9, that the sum formula for Y a,bω1,ω2(f) is valid.
Our current hypotheses concerning σ, ̺, ϑ and f imply that those of the hypotheses of Lemma 6.7.9
that are concerned solely with σ, ̺, ϑ and f are satisfied. Likewise, our definition of the set E is the same as
that which is posited in Lemma 6.7.9. Consequently the only hypotheses of Lemma 6.7.9 requiring further
consideration are those concerning either the function d or the sequence (fn)n∈N.
By Lemma 6.7.10 it follows that Hσ⋆ (̺, ϑ) ⊇ {fn : n ∈ N}, and that for each n ∈ N the sum formula for
Y a,bω1,ω2(fn) is valid. Given the result (6.7.51) of Lemma 6.7.10, and the definition (6.7.50), it moreover follows
that the sequence (fn)n∈N satisfies the condition (6.7.6) of Lemma 6.7.3, and that, for all p ∈ Z, and all
ν ∈ C such that |Re(ν)| ≤ σ, one has limn→∞ fn(ν, p) = f(ν, p). These observations enable one to conclude
that those of the hypotheses of Lemma 6.7.9 that concern (fn)n∈N, but not d, are satisfied. Therefore it
now only remains to be shown that the function d defined in (6.7.63) and (6.7.64) does satisfy the relevant
hypotheses of Lemma 6.7.9.
Consider firstly the hypothesis that d ∈ Hσ⋆ (̺, ϑ). By Lemma 6.7.11 one has d♭ ∈ Hσ⋆ (̺, ϑ); it therefore
follows, given (6.7.63) and (6.7.64), that since Hσ⋆ (̺, ϑ) is a vector space over C one has also d ∈ Hσ⋆ (̺, ϑ).
Similarly, since Lemma 6.7.11 implies that the sum formulae for Y a,aω1,ω1(d
♭) and Y b,bω2,ω2(d
♭) are valid, one
may deduce that the sum formulae for Y a,aω1,ω1(d) and Y
b,b
ω2,ω2(d) are also valid (this following in view of the
intrinsic linearity, as regards their dependence on the test function h, of all the transforms, integrals and sums
occurring in the definitions (6.7.1)-(6.7.3) of χd,d
′
ω,ω′(h), X
d,d′
ω,ω′(h) and Y
d,d′
ω,ω′(h)). Finally, since σ > 1 > 2/9 it
follows, by (6.7.13), the results (6.7.51) and (6.7.61) of Lemma 6.7.10 and Lemma 6.7.11, and the definitions
(6.7.63) and (6.7.64), that for all (ν, p) ∈ E and all n ∈ N one has
|fn(ν, p)| ≤ exp(8σ4)Cf (̺, ϑ)(1 + |Im(ν)|)−̺(1 + |p|)−ϑ ≤ 2̺+5 exp(8σ4)Cf (̺, ϑ)d♭(ν, p) = d(ν, p) .
Since it has been found that all of the hypotheses of Lemma 6.7.9 are satisfied, it therefore follows by
that lemma that the sum formula for Y a,bω1,ω2(f) is valid 
The proof of Theorem B. We shall deduce Theorem B from the Weak Sum Formula (Proposition 6.7.2).
In order to achieve this we employ the same method as that employed, in similar contexts, on both Page 64
of [5] and Pages 107-109 of [32].
We shall make use of the terminology introduced in the first few paragraphs of the current subsection
(up to, and including, the paragraph containing Equation (6.7.4)); our hypotheses concerning ω1, ω2, a, b,
ga and gb are as stated in the second paragraph of this subsection. We suppose moreover that the set E
is as given by the equation (6.7.13) of Lemma 6.7.6, and that σ, ̺, ϑ and h satisfy the relevant hypotheses
of Theorem B, so that σ ∈ (1/2, 1), ̺, ϑ ∈ (3,∞) and h ∈ Hσ⋆ (̺, ϑ) = Hσ0 (̺, ϑ). If it follows that the sum
formula for Y a,bω1,ω2(h) is valid then Theorem B is true. By means of an application of Lemma 6.7.9 we shall
succeed in deducing the validity of the sum formula for Y a,bω1,ω2(h), and shall thereby prove Theorem B. For
the greater part of this proof we shall be concerned with the preliminary steps that enable this application
of Lemma 6.7.9.
Let g be the mapping from {ν ∈ C : |Re(ν)| ≤ σ} × Z into C given by
g(ν, p) =
h(ν, p)
(1− ν2)2 (4− ν2)−2 . (6.7.65)
The function j(ν) = (1 − ν2)2(4− ν2)−2 is meromorphic on C and even; given that 1/2 < σ < 1, one has
1√|j(ν)| =
∣∣∣∣ν − 2ν − 1
∣∣∣∣ ∣∣∣∣ν + 2ν + 1
∣∣∣∣ ≤ (1 + 1|ν − 1|
)(
1 +
1
|ν + 1|
)
≤ 2
(
1 +
1
1− σ
)
<∞ (|Re(ν)| ≤ σ).
Therefore, and since h ∈ Hσ⋆ (̺, ϑ), it follows from the definition (6.7.65) that one has
g ∈ Hσ⋆ (̺, ϑ) . (6.7.66)
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For each n ∈ N, we define g♭n to be the mapping from C× Z into C given by
g♭n(ν, p) = −i
√
n
π
∫
(0)
g(ξ, p) exp
(
n(ν − ξ)2) dξ . (6.7.67)
As is shown by (11.28)-(11.30) of [32], it follows from (6.7.66) and (6.7.67) that, for n ∈ N, p ∈ Z and ν ∈ C,
one has
∣∣g♭n(ν, p)∣∣ ≤√nπ
∞∫
−∞
∣∣g(iτ, p) exp (n(ν − iτ)2)∣∣dτ ≪g,̺,ϑ
≪g,̺,ϑ (1 + |Im(ν)|)−̺ (1 + |p|)−ϑ exp
(
n (Re(ν))2
)
. (6.7.68)
In particular, the integral on the right-hand side of Equation (6.7.67) is absolutely convergent when n ∈ N,
p ∈ Z and ν ∈ C. Indeed, using only the fact that (by virtue of (6.7.66) and the hypothesis that ̺, ϑ ∈ (3,∞))
the function (τ, p) 7→ |g(iτ, p)| is bounded on R× Z, one can show that when n ∈ N, p ∈ Z and T ∈ (0,∞)
the integral on the right-hand side of Equation (6.7.67) converges uniformly for all complex ν such that
max{|Re(ν)|, |Im(ν)|} ≤ T . It therefore follows, by (for example) Section 2.83 and Section 2.84 of [43], that
for n ∈ N and p ∈ Z the mapping ν 7→ g♭n(ν, p) is holomorphic on C. (6.7.69)
By means of the change of variable ξ = −φ (say), and by the application of the identity g(−φ, p) = g(φ,−p)
(inferred from (6.7.66)), one finds that it moreover follows from (6.7.67) that one has
g♭n(ν, p) = g
♭
n(−ν,−p) (n ∈ N, p ∈ Z and ν ∈ C). (6.7.70)
We shall later have need of two further properties of the sequence (g♭n)n∈N. The properties in question
are, firstly, that
lim
n→∞ g
♭
n(ν, p) = g(ν, p) (p ∈ Z, ν ∈ C and |Re(ν)| ≤ σ), (6.7.71)
and, secondly, that
sup
{
(1 + |Im(ν)|)̺ (1 + |p|)ϑ ∣∣g♭n(ν, p)∣∣ : n ∈ N, p ∈ Z, ν ∈ C and |Re(ν)| ≤ σ} <∞ . (6.7.72)
The proofs of both of these properties depend on the fact (used in both [5] and [32]) that, for n ∈ N, p ∈ Z
and ν ∈ C, one has∫
(0)
g(ξ, p) exp
(
n(ν − ξ)2) dξ = ∫
(α)
g(ξ, p) exp
(
n(ν − ξ)2) dξ (−σ ≤ α ≤ σ). (6.7.73)
By (6.7.67) and the case α = Re(ν) of (6.7.73), one obtains
g♭n(α+ it, p) =
√
n
π
∞∫
−∞
g(α+ iτ, p) exp
(−n(t− τ)2) dτ (n ∈ N, p ∈ Z, t ∈ R and −σ ≤ α ≤ σ). (6.7.74)
Given (6.7.66), the property (6.7.71) follows by (6.7.74) and the equation 1.17.6 of [38], while the property
(6.7.72) follows by (6.7.74), (6.7.66) and the upper bound deduced in (11.29) of [32]. We remark that the
result (6.7.73) is a corollary of the relation (6.7.66), which implies that the relevant mappings ξ 7→ g(ξ, p)
are holomorphic on a neighbourhood of the strip {ξ ∈ C : |Re(ξ)| ≤ σ}, and that in that strip one has
g(ξ, p)≪g,̺,ϑ (1 + |Im(ν)|)−̺(1 + |p|)−ϑ ≤ (1 + |Im(ν)|)−3 .
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We now define d♭ and h♭1, h
♭
2, . . . to be the mappings from {ν ∈ C : |Re(ν)| ≤ 3/2} × Z into C given by
h♭n(ν, p) =
(
1− ν2)2 (4− ν2)−2 g♭n(ν, p) (n ∈ N, p ∈ Z, ν ∈ C and |Re(ν)| ≤ 3/2), (6.7.75)
d♭(ν, p) =
(
1− ν2)2 (4− ν2)−(̺+4)/2 (1 + |p|)−ϑ (p ∈ Z, ν ∈ C and |Re(ν)| ≤ 3/2). (6.7.76)
We recall that the function j(ν) = (1− ν2)2(4 − ν2)−2 is meromorphic on C and even. One has, moreover,
√
|j(ν)| = |ν − 1||ν − 2|
|ν − (−1)|
|ν − (−2)| ≤ (1)(1) = 1 (|Re(ν)| ≤ 3/2) (6.7.77)
and j′(1) = j(1) = 0. Consequently it follows from (6.7.68), (6.7.69), (6.7.70) and (6.7.75) that one has
h♭n ∈ H3/2⋆ (̺, ϑ) (n ∈ N). (6.7.78)
Therefore Proposition 6.7.2 implies that
for n ∈ N the sum formula for Y a,bω1,ω2
(
h♭n
)
is valid. (6.7.79)
At the same time, it follows by (6.7.76) and the case σ = 3/2 of Lemma 6.7.11 that
d♭ ∈ H3/2⋆ (̺, ϑ) , (6.7.80)
d♭(ν, p) ≥ 2−(̺+5) (1 + |Im(ν)|)−̺ (1 + |p|)−ϑ ( (ν, p) ∈ E) (6.7.81)
and
the sum formulae for Y a,aω1,ω1
(
d♭
)
and Y b,bω2,ω2
(
d♭
)
are valid. (6.7.82)
For n ∈ N, we define hn to be the restriction of the mapping h♭n to the set {ν ∈ C : |Re(ν)| ≤ σ} × Z.
Similarly, we define d♯ to be the restriction of the mapping d♭ to the set {ν ∈ C : |Re(ν)| ≤ σ} × Z. Since
3/2 > 1 > σ > 1/2 > 2/9, it follows by (6.7.78), (6.7.79), (6.7.80), (6.7.81), (6.7.82), the definition (6.7.13)
and what is observed in our Remark 1.9.2 that
d♯ ∈ Hσ⋆ (̺, ϑ) = Hσ0 (̺, ϑ) , (6.7.83)
d♯(ν, p) ≥ 2−(̺+5) (1 + |Im(ν)|)−̺ (1 + |p|)−ϑ ( (ν, p) ∈ E), (6.7.84)
the sum formulae for Y a,aω1,ω1
(
d♯
)
and Y b,bω2,ω2
(
d♯
)
are valid (6.7.85)
and
hn ∈ Hσ⋆ (̺, ϑ) (n ∈ N), (6.7.86)
and that
for n ∈ N the sum formula for Y a,bω1,ω2 (hn) is valid. (6.7.87)
Given our definition of the mappings h1, h2, . . . , and given the definitions in (6.7.65) and (6.7.75), it moreover
follows by (6.7.71), (6.7.72) and (6.7.77) that one has both
lim
n→∞ hn(ν, p) = h(ν, p) (p ∈ Z, ν ∈ C and |Re(ν)| ≤ σ) (6.7.88)
and
sup
{
(1 + |Im(ν)|)̺ (1 + |p|)ϑ ∣∣hn(ν, p)∣∣ : n ∈ N, p ∈ Z, ν ∈ C and |Re(ν)| ≤ σ} <∞ . (6.7.89)
Note that, by (6.7.89), the condition (6.7.6) of Lemma 6.7.3 is satisfied when one has fn = hn for all n ∈ N.
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Just one further definition will put us in a position to apply Lemma 6.7.9. We define the mapping
d : {ν ∈ C : |Re(ν)| ≤ σ} × C→ C by setting
d = 2̺+5C∗h(̺, ϑ) d
♯ , (6.7.90)
where C∗h(̺, ϑ) denotes the non-negative real number equal to the supremum on the left-hand side of the
inequality (6.7.89). It then follows, by linearity, from (6.7.83) and (6.7.85) that
d ∈ Hσ⋆ (̺, ϑ) and the sum formulae for Y a,aω1,ω1 (d) and Y b,bω2,ω2 (d) are valid. (6.7.91)
By (6.7.89), the definition of C∗h(̺, ϑ), (6.7.84) and (6.7.90) one has, moreover,∣∣hn(ν, p)∣∣ ≤ C∗h(̺, ϑ) (1 + |Im(ν)|)−̺ (1 + |p|)−ϑ ≤ d(ν, p) (n ∈ N and (ν, p) ∈ E). (6.7.92)
By our initial hypotheses in this proof, and by (6.7.86), (6.7.87), (6.7.88), (6.7.89), (6.7.91) and (6.7.92),
it follows that the hypotheses of Lemma 6.7.9 are satisfied if one substitutes h and the sequence (hn)n∈N for
the function f and sequence (fn)n∈N of that lemma (while taking d to be given by (6.7.90)). Lemma 6.7.9
therefore implies that the sum formula for Y a,bω1,ω2(h) is valid. This conclusion means that the results of
Theorem B are obtained; since it is a conclusion that has been arrived at independently of any assumptions
other than the stated hypotheses of Theorem B, our proof of that theorem is now complete 
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