The Z"-integrals are defined according to the method of Perron using Peano dérivâtes. The properties of the integrals are given including the essential integration by parts theorem. The integrals are then shown to be equivalent to the Cesàro-Perron integrals of Burkill.
1. Introduction. It has been shown that the Cn /^integral of Burkill [2] is equivalent to the C" Z)-integral of Sargent [7] . (The reader is directed to Verblunsky [8] for corrections to some of the important theorems.) In this paper we define a scale of integration equivalent to these. The method is that of Perron using Peano dérivâtes. James [3] has also used Peano dérivâtes to define an integral, the difference here being the use of a premajorant function as well as a majorant. The properties of the integral are all derived from properties of the generalized derivatives of the premajorant and preminorant functions.
Basic definitions are presented in § §2 and 3 with elementary properties in §4. The integration by parts theorem is in §5 and the proof of the equivalence with the Cn ^-integral is in §6.
2. Peano derivatives. Definition 2.1. Let F(x) be defined on an interval [a, b] . Let x0 G (a, b). Let « be a natural number. If there are constants ax, ...,an depending on x0 but not on h such that (2.1) F(x0 + h)-F(x0) -2 «A = °(h") as h "» 0 then an is called the generalized derivative or Peano derivative of F at x0. This is denoted by F,n\(x0). It is easily seen that if 7vn\(x0) exists then so do F(k)(xo) 0 < & < ") and then F(x0 + h)-F(x0) -2 TTfy)(*0) = o(h") as h -0.
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In particular, F/X}(x0) = F^'^Xq), the ordinary derivative. We also say that F,Q\(x0) = F(x0) when F is continuous. By restricting h, say A > 0, we may also define one-sided generalized derivatives, denoted F/n^+(Xn) etc. A function / defined and finite on an interval 7 will be called an nth exact Peano derivative (e.P.d.) on 7 provided that there is a (continuous) function F on 7 such that F,ns(x0) = f(x0) for each point ;c0 in the interior of 7 and, in case 7 contains its end points, that the corresponding one-sided nth derivatives of T^at these points equal/there. Similarly, if we say that F has an nth Peano derivative in 7 we mean that 7^ exists in the interior and the one-sided derivatives exist at the end points when these are in 7.
Definition 2.2. Let n be a natural number. Let F be defined in the interval [a, b] . Let xQ E [a, b\. If n = 0 we assume F is continuous at x0. If n > 0 we assume F,n_x\(x0) exists. Define 9n(F,xn,h) for h such that x0 + h G (a,b) by "lWx0'h) = F{xo + V-¿ §0 £ify)(*o)-Note that in case x0 is a orb we agree that all these generalized derivatives are "one-sided". Define
3) ^°S nF(xo) = F(n)(xo) = lim4)nf W*0>A)-Then AnF(x0) is called the nth upper generalized derívate of F at x0 and 8n F(xQ) is called the nth lower generalized derívate of F at x0. It is clear that E'n)(x0) exists if and only if knF(x0) = 8nF(x0) and both are finite. In this case F,n)(x0) is the common value. But as AnF, 8nFneed not be finite we can say that Ftn)(xQ) exists (in the finite or infinite sense) whenever AnF(x0) = 8nF(x0). Again the "one-sided" dérivâtes are easy modifications of (2.3) and, as above, when we speak about ànF(xQ), etc., on a closed interval we shall mean it in the one-sided sense at end points. Let 8n+f(x) signify the lower right hand generalized derívate of / at x.
The next four propositions follow readily from the definitions. Proof. Let M < Sn+Xf(x). Then for all sufficiently small positive h,
That is, n+1 hk hn+l Proposition 2.7. IfS"f(x) > Ofor every x in an interval I thenß"~^ exists and is nondecreasing on I.
Proof. This has been shown by James(2) [3] and Verblunsky [9] . D Proposition 2.8. Let fand g be defined on an interval I such that f/n\ = gin\ on I. Then f and g differ by a polynomial of degree no more than n -1.
Proof. As (/ -g)^ = 0 we have (/ -gy"~ ' is a constant by Proposition 2.7. The rest is easy. D (2) The referee points out the errors in James' paper and mentions that Mukhopadhyay clears up the difficulties in a paper to appear in Pacific Journal of Mathematics. Remark. Since we have restricted n > 0 it is easily seen that the premajorant P must be continuous. When we apply the definition to the case n = 0 we see that the conventions force P to be continuous. However, in this case we have exactly the definition of the Perron integral and here it is well known that the continuity of M = P is of no consequence. (For example, see Saks [6, p. 247ff] .) The Z0-integral is then exactly the Perron integral. Proof. Let P be an associated premajorant andp a preminorant off. Then 8n+x(P -p) > 0 so that M -m = (P -p)^ is nondecreasing. D Note that because of Proposition 3.3, (Z*)faft/> (Z".) fa6/ for every function /.
The following simple result can be taken as the motivation for this integral. = +00 and, as ân+xp(x) < +00, we have (P -p\n+X)(x) = +00. Similarly, if f(x) = -00, then hn+xp(x) = -00 and since ôn+xp(x) > -00 we have (P -P\"+\)(x) = +00-But R' = (P -p){n)' = (P-p)(n+X) exists and is finite a.e. in Proof. Let h(x) = f(x) when 5"+1 P(x) > f(x), h(x) = -co otherwise. Then P(/l) is an n-majorant for h and so (Z*)fb h < [P(n)]*.
Define k(x) -0 when 5n+1 P(x) > f(x), k(x) = +00 otherwise. Then/(x) < h(x) + k(x) whenever the right side has meaning and so (z:)/a*/<(z:)/a6«+o<[pwt d
From this theorem we see that we may enlarge the class of majorants to include those functions which satisfy property (2) of Definition 3.1 only almost everywhere. A similar result holds of course for minorants.
We note also that it is possible to relax requirement (3) of Definition 3.1 as well. We need only assume that the inequality holds outside of an arbitrary countable set. To show that the resulting class of premajorants leaves the integral unaffected one shows that for any premajorant function P, in the new sense, and any e > 0 there is a continuous, nondecreasing function, F, such that [F^"']a < e, for which P + Fis a premajorant in the old sense and yet the function F contributes only e to the upper integral. We omit details. We emphasize however that this relaxation of requirements leaves the extent of definition of the integral unchanged. We also have n-2-n r= 2 (-\)'+pMiu-2-,-p)gi'+p) + (-l)*~lR.
If we put <p = (-l)pM, uV = g(p\ q = n -1 -p, then we get from Lemma 5.2 that For any such function S and for any x e I for which g'(x) is finite we have
Note. If n > 2 then g'(x) is finite for every x. If n = 2 then g' is finite except possibly on a countable set and even here we have, for n > 0 (respectively n < 0), that formula (5.8) holds if we replace g'(x) by g'+(x) (g'~ (x)), the right-(left-) hand derivative.
Proof. Let K0, ..., Kn have property u> with respect to M, g. Let S = ^2"k=o(-dk(k)Kk-Let x E I. We may assume x = 0. Let P be a polynomial of degree < n such that the function M = M -P fulfills Obviously P™ = a so that V1-"' = ag = aG^. Thus there is a polynomial g of degree < n such that 5-5= F = aG + ß or (5.11) 5 = ß + «G + 5.
There is a polynomial öi of degree < n such that (5-12) G(t) = Qx(t) + ^g(0) + o(t").
It follows from (5.9)-(5.12) that S(t) = Q2(t) + (t"/n\)ag(0) + o(t"), where Q2 = Q + aQx is a polynomial of degree < n. Thus 5(n)(0) = ag(0). If g' (0) is finite we have g(t) = g(0) + o(t) and it follows from (5.9) and (5.10) that 
whenever G'(x) exists (that is, except for a countable set when n = 2, and everywhere if n > 2). Applying Proposition 4.11 we see that Proof. The inequalities A,g(0) < X < +00 are obvious. Let ß > Ajg(0). Then for sufficiently small n we have g(h) -g(0) < hß and T(h) < (2/n2)Sq tßdt = ß so that lim suph^0T(h) < Atg(0). This proves (5.14).
If M = 1 then P'(0) = 1 and 92(P,0,h) = 0, /w= (^"-"cosl/*"-* x#0,
It can be shown that G is n times differentiable in a neighborhood of zero, and that/is an nth exact Peano derivative and yet/G is not Zm-integrable for any m in any neighborhood of zero. The function / is of course Zn_x-integrable. Thus it is essential to assume more than the n-fold differentiability of G to obtain an integration by parts theorem for the Z^-integral. 6 . Relation between the Zn-integral and Burkill's Cn P-integral. Burkill ([1] and [2] ) defined a notion of differentiation, continuity and integration inductively. The reader is referred to those definitions. We recall here only that Cn(f,x,h) denotes the nth Cesàro mean of a Cn_x P-integrable function. Proposition 6.1. The Z"-integral is identical to the CnP-integral (n = 0,1, 2,...).
The proof is by induction. For n = 0 it is certainly true as both the Z0-integral and the C0 T'-integral are precisely the Perron integral. We assume that, for 0 < k < n -1, the Ck P-integral is identical to the Z^-integral. We need some lemmas (which will also be useful later). Thus from Lemmas 6.3 and 6.4 we see that the class of (n + l)th e.P.d.'s is exactly the same as the class of exact C"-derivatives.
We now finish the proof of Proposition 6.1 by showing that the Cn TMntegral is identical to the Z"-integral.
Let/be any function defined on \a,b\. Let M be a C"-majorant of /on [a,b]. Then M is Cn-continuous so, by Lemma 6.4 , there is a function P such that P(w) = M and, by Lemma 6.3, Sn+iHx) = C"D,P(n)(x) = C"DmM(x) so that -oo < 8n+x P(x) > f(x). Thus M is an n-majorant as well and so 
