Abstract. Current theories about the dynamics of neural networks with nonlinear characteristics and pammeterized by set of parameters are mostly based on approximations in one way or another. In this paper we first introduce a rigorous approach which allows us to check in which parameter region a given saturated state is an attractor of the dynamics: a saturated state w = (wZ, i = 1, , N) E i-1111 N is an attractor of the dynamics if and only if there is a localfield gap between neurons in J+(w) = {i,wZ = l} and J-(W) = {' 2, wz = -1). Then we apply the result to analyze several models in neural networks. In particular in the Hopfield model we calculate the capacity and give an exact relation between the capacity and the threshold.
Introduction
Consider the following N-dimensional dynamics w(t + 1) = F(w(t) + G(kl, Ic*, w(t))), t = I,... ) (1) where w(t) = (WI(~), . . . ,wN(~)) E IfPandF = (f,-..,f),G = (gl,...,gN) with f,g$ E C(IR),i = l;.. , N, (k1, ,4$ E IR2 parameters of the dynamics. More specifically we suppose that f is a saturated sigmoidal input-output characteristic which means that f is continuous and f(z) = 1 if 2 2 1, f(z) = -1 if z 5 -1, f(z) is increasing inside [-1, l] and f(0) = 0. Many models developed in neural networks to date are special case of the dynamics (1) including l Linsker's model [6,7, 121: Linsker's model resembles the visual system, with an input feeding onto a number of layers corresponding to the layers of the visual cortex. In this case wi(t) is explained as the synaptic connection between adjacent layers and as a result of Hebb learning rule we have wz(t + 1) = f(w(t) + h + &ij + ~2byq(~)) (2) J=l where Q = (qi:,,i,j = I,..*, N) is the covariance matrix, xi ri = 1 with r, 2 0, ki , k2 are two parameters resulting from the Hebb learning rule. FENG AND DAVID BROWN l The Hopfield model [ 1, 2, 81: The sigmoidal function crp = 1+pz~(-P2) -1 can be approximately saturated for large p and so f N up (,B large). Hence, the Hopfield model reads z(t + 1) = F@(t) + G (8, h, x(t))) (3) with d4 h, 4t)) = &J + h)q(t) + 0 (4) j=l and 13 the threshold, k the external field. z%(t) is the neural activity at time t of the i-th neuron where <p = (rf, i = 1, . . . , N) the p-th pattern stored in the network. It is reported that this model has been successfully applied to face recognition. The dynamic link network is essentially a two layer network, say layer X and layer Y with both intra-layer connections and intra-layer connections. After the dynamics of inter-layer connections arrives at its equilibrium state then the intra-layer connections update. Here we are only going to consider the intra-layer dynamics say the X layer which can be written as I rli@ + 1) = fCC,"=l k,v#) + L(t)) Vi(O) = 0 (6) wherei = l,...,Nand kj = "~PzJ -p (7) pi, 2 0, i,j = I;.., N is the weight (interaction) function inside the layer X. y, p, the intensities of the excitatory and inhibitory connection, are positive parameters. Ii(t) with (&(t)Ij(t)) = I&, i,j = 1,. . . , N is the input signal presented at neuron i of layer X. Note that the interaction kernel l&j consists of short-range excitatory connections and global inhibitory connections of relative strength p. We assume that pzj depends only on 1 Ii -j] 1 and is a nonincreasing function of ) (i -j ] ( with C, pia = 1, i = 1, . . . , N. l A model mimicking the topological maps between the tectum and the retina [3, 101 (TM) WiJ (t + 1) = f bz,j (4 + a + Wi,J (4 (L&J (w(t)) -~i,jwMW@))) -P)) (8) where i, j represent a retinal cell and a tectal cell respectively and so wi,j is the synaptic connection between the i-th retinal cell and the j-th tectal cell, b,P) E N262, For a detailed explanation and the biological background of the model we refer the reader to [lo] . In fact many models proposed in neural networks have employed the (saturated) sigmoidal function in their dynamics. We restricted ourselves to these four model because the former three models which are all linear in the function gi arise from three typical fields in neural networks: a more theoretical, physically oriented model (the Hopfield model), a biologically oriented model (Linsker's model) and a model oriented forwards practical application (the DLN); while the fourth model is nonlinear in function gZ.
Saturated Attractor Analysis on the Parameter Space
Our first observation for exposing the relation between the parameters and the set of saturated attractors of the dynamics (1) is quite straightforward:
1. Note that in the Hopfield model the stored memories take the value only in (-1, l}N and so we are exclusively interested in those attractors of dynamics in the space (-1, 1} N; in Linsker's model numerical simulations showed that only attractors in the space { -1 , 1 } N are observable(the background reason is that the Hebb learning rule ensures the dynamics either to increase or to decrease to the boundary); in DLN we utilize attractors in { -1, 1 } N of interlayer dynamics for the further dynamics in the intra-layer; in TM the topological map is a trivial one, wz3 =2S~~-I~{-l,l},i,j=l;~~,N; 2. Our observations in 1 above allow us to focus on the stability of saturated states, i.e. states in {-1, l}N; 3. Note that for a saturated state to be a fixed point one must have gz(lcr, kz, w) > 0 ifw, = 1 andg,(Icr,JGz,w) 2 Oifwi = -1,i = l;..,N; 4. We exclude the (nongeneric) case gi(ki, kz, w) = 0. With this exclusion, a fixed point is guaranteed to be stable by the continuity of gZ. Then a state w E {-1, l}N is an attractor of the dynamics (1) 
where , N (10) is the overlap between the configuration w and the pattern <p", c(w) := IJfWI -IJ-Wlr I * I P re resenting the cardinality of a set. Therefore, the parameter region of (0, h) in which w is an attractor of the dynamics lies between two parallel lines: when C&(W) > dt (w) the parameter region ((13, h) : dt (w) < 8 + c(w)h < &(w)} is a nonempty set; when d*(w) < dt (w) it is an empty set. It is easily seen from the Figure 1 that the number of stored patterns, i.e, of saturated attractors, of the Hopfield model depends on the parameters (1'9, h ) . There is one region in which many saturated attractors coexist(see Figure 1) . In this region the network will have the highest capacity, a quantity studied extensively in the literature [l] . Outside this region the capacity will become lower. When h, the external field, is negative there will be only one saturated attractor corresponding to the stored pattern if c(Y) # CK")>P # V, and so the capacity for the network is only 1 /N. However this region is good for retrieving a specific memory w if it is a saturated attractor of the dynamics, since if the dynamics (3) converges to a saturated attractor, it will go to w. This may also suggest an alternative way to recall an item of information avoiding the spurious states [2] . JE&pii' et(w) = [l -2 min zEJ+(w) 7ELpiJ1 (12) l In the TM, the situation is more complicated than the three models discussed above. In order to get an exact expression to check in which parameter region of (Q, p) a given saturated state is an attractor of the model more effort is needed. We refer the reader to [3] for details. In [6, 71 we have fully reported our results on the problem of determining the critical value of different parameters utilized in Linsker's model which is tractable only after we have the results above. [9] contained our findings on choosing five parameters which are useful in practical application of the DLN. In [3] the existence of a parameter region such that only the topological map is an attractor of the TM model was proved after a modification of the original model. Although here we consider more general models than those in [3, [5] [6] [7] 9] where the function f (x) = z for -1 < z < 1 was utilized in their dynamics all analyses in [3, 6, 7, 9] are essentially valid, and we thus refer the reader to these papers for details.
Capacity of the Hopfidd Model
As a further demonstration of the power of our approach in the previous section we apply it to the Hopfield model and calculate the capacity of the Hopfield model (see also [1] ).
First let us discuss the physical meaning of d2 (w) and dl (w) defined in Equation (9) . These two intercept functions d2 and dl were mathematically introduced early in [5] . However, their physical meaning can be understood only after we apply As we already discussed before, the difference(loca1 field gap) d2(w) -dl (w) reflects the stability of a saturated attractor w. If it is negative or equal to zero, w will no longer be a saturated attractor of the dynamics (3). In other words, the existence of a local field gap between the neurons in J+(w) and J-(w) is necessary and sufficient for w to be an attractor of the Hopfield network. From this point of view here we are also able to give a definition of the critical capacity of the Hopfield model in terms of the intercept functions dt and d2. Assume that <",iZl)...) j-jTpcll,... , p are i.i.d. random variables with P(sr = f 1) = l/2.
Definition 1 The critical number oj'patternsp, forpe$ect retrieval of the dynamics (3) is p, := inf{p, (dz(<p)) -(dl(<p)) = 0 for any p = 1,. . . ,p} where (s) represents the expectation with respect to the distribution P of SC". Since (dl (<p)) and (dz(J/')) are symmetric with respect to p under the condition that matrix T is given by (5) we only need to compute (d&?)) -MC')) (13) for estimating the critical number of patterns of the network. Furthermore in terms of the symmetries between d2 and dl we see that (dz(<l)) > (dl (I')) if and only if (dl(J')) < 0.
Theorem 1 lfand onZy ifp < N/(2 In N) we have (dl (t')) < 0 For a detailed proof of Theorem 1 we refer the reader to our full paper [4] . The idea is to use the properties of the N-th order statistics developed in [ 131.
Now we go a step further to consider the parameter region in which the Hopfield model has the capacity as in Theorem 1. In order to make sense of the inequality iv Equation (9) as N -+ oc we only consider the parameter region of 8 since by the law of iterated logarithm we know that lim sup~+~c(J~)/( J/N log log N) = + 1 and lim inf~+~c([' )/( JfV log log N) = -1. Theorem 1 tells that when (dl (cl)) < 0 < (dz(<')) the capacity for the network is p = N/(2 log N). For a given p(N) we could easily decide the exact parameter region of 13 in which the network has a capacity p(N)/N, while when 6' is not in the region [(dl([')), (&Y(<'))] the capacity is zero. For example let p(N) = N/(4log N). When -l/2 < 8 < l/2 all patterns are stable, but when 13 $ [-l/2, l/2] all patterns are no longer stable.
Finally, we want to point out that our approach to the Hopfield model is independent of the symmetry of the matrix Q and so we could calculate its capacity in a more general context [4] .
