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1. INTRODUCTION 
Let P*(z) denote the canonical product formed with the sequence of zeros 
(z,) defined by 
-z, = n’lA (n = 1, 2, 3 ,...; 0 < A < co). (1) 
This paper is devoted to the study of the asymptotic behavior of both 
PA(z) and the coefficients in its power series expansion 
PA(Z) = 2 U”Z”. (2) 
n=0 
If 0 < A < 1, P, is an “admissible” function in the sense of Hayman ] 5 ] 
and the study of its Taylor’s series coefftcients is complete [S, p. 691. But if 
1 < A < co and A is not an integer, then the results of this paper will show 
that PA is not admissible. Nevertheless, P,, retains many of the properties of 
admissible functions and consequently the behavior of its coefficients is 
described by’ 
THEOREM 5. If 1 < A < CQ and A is not an integer, then the coef’jcients 
a,, of P, satisfy the following: 
(I) We have 
x {cos(H(n>> + o(l)}, (3) 
where H(n) is an unbounded strictly decreasing function for all large n. 
* Current address: Department of Matheamtics, The American University of Beirut, Beirut, 
Lebanon. 
’ We present our main results with Theorem numbers corresponding to their order of proof 
in the later sections of the paper. 
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(II) For every positive 7 < n/2, there exist two unbounded sequences 
{VkL {Pkl 
‘k <iuk < ‘k+l <pk+l, k = 1, 2,..., 
of positive strictly increasing real numbers such that 
(i) ask-co 
vk - Wq)k - P, (4) 
and more precisely 
pk - vk -+ @/q)(’ - t2@)), 
(ii) for all n such that 
‘k+ 1 -pk -+ wq)ml~)~ (5) 
the coeflcients a, are not zero, and they all have the same sign. 
Furthermore, the sign of a,, changes as we pass to the next interval vk + , < 
n<pk+la 
We prove part II of Theorem 5 by the method of Edrei 12, p. 224 ]. For 
part I, the principle of our proof does not differ from that of Hayman’s 
method [5, p. 701. It is not, however, a completely trivial extension of IS], 
because for 1 > 1, the function PA has several maxima on the circle Iz] = r; 
and the contribution of these points to the size of ] PAI must be assessed. 
Thus it is necessary to obtain an asymptotic expansion of P.1(z) containing 
more terms than the well-known Lindelof expansion 18, p. 53 ] 
log PA(Z) = (71 csc 7rA) zq 1 + E(Z)), 
where 
-R < arg z < rr, 4= InI. 
and E(Z) tends to 0 uniformly in 
-rr+B<argz<n-8 (0 < 6 < n). 
(6) 
Indeed, Lindelofs formula above suggests the values 
arg z = kn/A, I kl = 0, I,..., IA], 
as the possible arguments of the points on IzI = r where IPA( assumes an 
extreme value. But we cannot, by use of this formula, decide which among 
these values gives the point where max ]P,(z)] is attained. Nor can we get a 
useful estimate for the ratio of the values of IPA( at two of these points. 
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The “complete” asymptotic expansion of log PA(z) was given by Barnes in 
a very long paper [ 1 ] in which a certain summability theory of series is 
developed and then combined with the Euler-Maclaurin formula to obtain 
the desired expansion of log P,(z). Barnes’s paper contains no real proofs 
and his formulas are a result of formal manipulations of ordinary and 
asymptotic series; the validity of those manipulations does not appear to be 
easily demonstrable. 
A study of P, undertaken by Ford [4] resulted in a formula which in 
Ford’s words [4, p. 56) “is not altogether consistent with that of Barnes.” 
Ford did not assert that the formula of Barnes was incorrect. 
Much earlier, Hardy ]6] had used the formula of Barnes in studying the 
behavior of PA(z) on the negative x-axis, a case not covered by Barnes’s 
work. Hardy’s appeal to the work of Barnes, in [6] and the subsequent 
correction [ 71, may be regarded as strong support for the results of Barnes. 
But Ford also shows that his formulas agree with those of Hardy near the 
negative x-axis (4, p. 561. 
To sum up, despite the existence of “complete” asymptotic formulas for 
P.$(z), it appeared that there was some uncertainty surrounding these 
formulas. Rather than try to check or, if necessary, correct the proofs in 
] 1,4,6], we thought it more constructive to start afresh and devise simple 
and short proofs of an asymptotic formula for P*(z). 
In order to state our formulas we introduce the function r(f) defined by 
&)=j; ([xl -x+ 9dx (t z o>, (7) 
where [x] is the greatest integer a. 
For a positive real number 6 (0 < S < rr), we let D = D, be the region in 
the complex plane defined by 
D = (z = re”: r > 0, --K + 6 < 8 < K - 6). (8) 
The zeta function of Riemann will, as usual, be denoted by C(z). A sum 
whose upper index is less than its lower index is to be interpreted as an 
empty sum. 
With the above notation, our formula for PA(z) is given in 
THEOREM 1. Assume that i is nonintegral. If q = [A] and z E D, then 
log PA(Z) = (n csc 7rL) z* + 1 - ’ (-lY [(m/L)z” 
mc, m 
- +- log z - & log 2n + a(z), (9) 
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where all the logarithms have their principal values, 
and V(z) tends to zero as z tends to co uniformly in D. 
Combining Theorem 1 with a result of Williamson [ 1 I], we obtain very 
useful information about the local and global maxima of ]P,l(z)] on ]z / = r. 
Assume that A (> 1) is nonintegral. Let q = [,I] and define an index set J 
by 
J= {k: -;q < k Q jq}, if q is even, 
= (k: -f(q+ l)<k,<;(q- l)}, if q is odd. 
(11) 
Next define the arugments Ok E (-rr, X) as follows: 
8, = 2kn/A, k E J, q even, 
= (2k + l)rr/& kE J, qodd, 
and let 
8, = q7qA 
denote the “last” argument. 
For each nonnegative k E J we define the constant ak by 
(12) 
-ah = ((-l)‘/q) &dA>bos qek - cos @h+, I- (13) 
THEOREM 4. Let 6 = a~(1 - q/1) and retain the notations of the 
previous paragraph. Then there exists a positive real number r,, such that, for 
all r > rO, ]P.I(reie)] has exactly q + 1 points of local maxima in the interval 
]--7c, ~1, one occurring in each of the intervals 
/6,-8hi<6 (k E J). 
Furthermore, if we denote by bh = Ph(r) the maximum point occurring in 
/tY--8,]<6, then 
ph-+ 8, as r--t m, (k E J); (14) 
]P,1(rei4A)]/]PA(rei4”+i)] = O(exp(-+ahr4)) (15) 
as r--t co uniformly for all nonnegative k E J such that (k + 1) E J. 
If M(r) = max ]Pn(reie)] in -n ,< B < 7c, then, for all large r, 
M(r) is attained at exactly two points in [-n, n], namely, i$, . (16) 
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Since 8, = qn/l, > {n as soon as q > 1, we see from (14) that the functions 
P,I achieve their maximum modulus in the left half plane when q > 1, thus 
providing a negative answer to a question of Williamson [ 11, p. 5 111. 
Another consequence of (15) is 
COROLLARY 1. If L (> 1) is nonintegral, then the coeflcients a, defined 
by (2) change their sign infinitely often. 
Only little modification of our proof of Theorem 1 is needed to handle the 
case when 1 is an integer and we obtain 
THEOREM 2. Assume that 1 = q is a positive integer and let c be Euler’s 
constant. If z E D, then 
cc- 1) log P.,(z) = (-zy log z + ~ 
A\;’ (-1)” 
A WA + _ 7 &M zm 
m-l 
- f log z - (1/2L) log 2n + E(z), (17) 
where all the logarithms and powers have their principal values and Z’(z) is 
the function defined in (10); in particular Z(z) tends to 0 as z tends to 03 
untyormly in D. 
Using Theorems 1 and 2 and a corollary of a lemma of Petrenko 131, we 
are able to study the behavior of P, on the negative x-axis. Retaining the 
notations of the previous paragraphs our result is 
THEOREM 3. Assume that ,! > 4 and put 7 = 2k It is then possible to 
find a positive real number 6 such that if 
X(t, z) = t’/lY/(tY + z’)’ and largzl<& 
then, with all logarithms and powers having their principal values, we have 
(i) If L ii nonintegral 
P.\(-z) = 2(2n)-“‘2” z--“~ sin nzA. 
X exp n cot nLzA + \ \ ‘- 
1 iI=, 
Urn/‘) Zm - p,cz) . 
m I 
(ii) If A is a positive integer q 
P-,(-z) = 2(2x)‘ “/2A) z- “* sin rrz’ exp 
I 
(c- 1) zq log z + (7 z 4 
(18) 
(19) + F' 2!!!!Lzm -y,(z) . 
In-l m I 
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(iii) In both (18) and (19), the term g,(z) is given by 
where a(z) is defined by (10). Furthermore, 8, (z) tends to 0 as z tends to 00 
unlfirmly in 1 arg z 1 < 6. 
Formula (18) was obtained by Hardy in [ 61 and later corrected in 171, 
with a different form for the error term. Formula (19) appears to be new. 
If 0 < L < i, the shortest way to get the behavior of PA(z) on the negative 
x-axis is to follow the idea of Hardy 161, namely, to write 
if, say, 4 > A > 2 and then use (18). 
For functions of order 0, one may consider the infinite product 
Jj, (1 + z/e”) 
or, more generally, the product 
where q > 1. 
The methods developed in this paper may be applied to obtain analogs of 
Theorems 2 and 3 for these functions. Since, for the kind of problems 
considered here, such functions are covered by Hayman’s results [5], we 
omit such results. Finally, we remark that our methods may also be used to 
obtain asymptotic formulas for canonical products having only real negative 
zeros situated at 
-n’L3(log n)“(loglog n)” ... (a, b,..., nonnegative integers). 
2. THE ASYMPTOTIC FORMULA;CASE OF NONINTEGRAL ORDERS 
Let 
P,(z) = fi E(-r/n”A, q), 
n=I 
(2.1) 
where L is a positive noninteger, q = [A], and E(x, q) is the Weierstrass 
primary factor of genus q. 
As usual, we denote by n(t) the number of zeros of PA in 1 z I< 1. Thus 
n(t) = [t-y (t > 0). 
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We introduce the function r(t) defined by 
t(t) = j; ([xl - x + f) dx tt > Oh (2.2) 
and note the following two inequalities satisfied by’<: 
For a positive real number 6 (0 < 6 < K), we let D = D, be the region in the 
complex plane defined by 
D = (z = re”: r > 0, --71+ 6 < B < K - S}. (2.4) 
Proof of Theorem 1. Denote by {c,,,(r)} the Fourier coefficients of 
log 1 P,l(re’e)l; then c,(r) may be expressed in terms of n(r) as follows 
19, p. 3801: 
I 
2(-l)m c,(r) = rm I I 
I 
t-m-‘n(t) dt + rem tm-‘n(t) dr 
I 0 
(4> 191 <m<q), 
I 
.‘m 
-2(-l)” c,(r) = rm 
r t- 
“-‘n(t) dt - r-“’ 
1’ 
I 
tm-‘n(t) dt 
0 P-5) 
(m24+ 119 
c,(r) = c-,(r) if M < 0, 
co(r) = N(r) = 1: t- ‘n(t) dr. 
Starting from the equality 
log jP,(re’e)l = co(r) + 2 c 
mi, 
c,(r) cos(m13) (-a < 8 < n), (2.6) 
we first derive formula (9) for log I P,(z)1 with both the logarithmic term and 
the constant term combined with a(z). We pass from this formula to one 
involving log PA(z) and then “extract” the logarithmic term and the constant 
term. In the process we shall need two formulas connecting,our function C(t) 
with C(t), the zeta function of Riemann. The first formula 
r(s)=~+sj~([x]-x)x-‘-‘dx (S>O,S# 1), (2.7) 
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is well known. From it we easily obtain 
~+--++s.J’~ xms-’ (Ix]-x++) dx (s > 0). (2.8) 
I 
Now in (2.8) we integrate once by parts, divide by s and let s -+ 0; we arrive 
at our second formula 
.cc 
J 
tr2<(t) dt = c’(O) + 1 = -+ log 27c+ 1. 
I 
We now proceed to find a formula for log IP,(re”)j. Setting 
(2.9) 
Y(f) = n(t) - t-l (O<t< w>, (2.10) 
we obtain directly from (2.5) 
+ r-“’ .r P-‘Y(t) dt 1 -0 
(2.1 la) 
for q > 1 and 1 < m < q; for m > q t 1 we have 
-2(-l)” c,(r) = 
2/I+ 
m2 -A2 + r-jvm t-“-‘Y(t)dt 
J 
.r 
- cm t”-‘Y(t) dt. (2.11b) 
0 
Recalling that n(t) = [tA 1, a change of variable together with (2.7) gives 
I 
.m 
I f- 
m - ’ Y(t) dt = ; &/A) + & (m/A > 0, m # A), (2.12) 
from which it follows that, for q > 1 and 1 < m < q, 
-.&trmj+~ Y(t)d~=;&m/L)-rm jyr---‘Y(t)dt. (2.13) 
Substituting (2.11) in (2.6); using (2.13), and recalling the identity 
7l~cscTF/Icos~8=1+2 ‘\ “, wm* cos(m8) 
,C, AZ-m2 ’ 
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we obtain 
. 
log IP,(reie)l = co(r) + (l/A)(lrA Csc nA COS 18 - 1) r’ 
+r-m -rtm-* 
J 
Y(t) dt cos(mr3), 
I 0 
(2.14) 
where 
r > 0, -R<6<R, q<l<q+l, 9 > 0, 
and the first sum in (2.14) is to be omitted if q = 0. 
Our next step is to sum the infinite series in (2.14). Since there is no 
absolute convergence, we cannot appeal to the usual theorems for 
interchanging summation and integration. We therefore’proceed as follows: 
Fix 0 E (-x, n) and consider the series 
9 (-1)” I m 
0 r ( cos me) 
yox”, 
m-l t 
where 
r > 0, O<t<r, o<x< 1. 
Since Y(t) is bounded for all, t > 0, this series is, for each fixed x E (0, l), 
uniformly convergent for all t E [0, r]. The sum is easily computed and term 
by term integration with respect to t then gives 
f 
m-1 
(-1)” Ym(cos m8) J” tmp’ 0 Y(t)dtl x”‘=jrTRe (-f$-) $t, 
(2.16) 
where z = reie, --K ( 0 < n, and 0 < x < 1. If we denote the series ,in (2.16) 
by C a,xm, then (2.16) gives 
liy 2 a,xm = 
m=1 
[f$)dt=RejIzdt. 
(2.17) 
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The boundedness of Y(r) and the definition of a,,, give 
(-1)” r-m +1 
J (m > 1). 0 
(2.18) 
Now (2.18), (2.17), and Littlewood’s theorem [ 10, p. 2331 imply 
c I(-1)“r.” I”t”-‘Y(t)dt [cownO= T a,=Re 
-r -w dt - , 
m-1 -0 ltl=l I 0 z+t 
(2.19) 
where z = reie and --n < 8 < z 
Similarly, we show that 
z, j(-l)m Trn j; t- m-iY(t)dt/cosmB= jrmTRe (z) dt 
An integration by parts gives 
(z = reiO, --a < e < n). (2.20) 
i 
-FRe 
I 
(&)dt-j:TRe (7-d’ 
= -X(r) + Re 
i 
O” 2x(t) 
0 (z + t)Z dt9 
(2.21) 
where 
X(r) = jr t - ’ Y(t) dt (r 2 0). 
0 
In terms of X(r), the coefftcient co(r) takes the form 
co(r) = jr t - ‘n(t) dt = X(r) + f . 
0 
(2.22) 
Substituting from (2.19), (2.20), and (2.22) in (2.14) and then using (2.21), 
we arrive at the formula 
q (-l)m 
log IPA(rei”)l = (d csc 7d cos ne) rA + JJ 
rn=l 
m [(m/A) rm cos me 
+ Re 
I 
OD zX(t) 
0 (2 + t)* dty (2.23) 
valid under the same conditions as (2.14). 
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Since PA(r) > 0, we obtain as a special case of (2.23) 
p, (-l)m 
log PA(r) = (71 csc 7rA) rA + 1 
m=I 
y--- am/~) rm 
+ i, (r + ty 
m f-m dt 
(r > 0). (2.24) 
We now extend (2.24) to the region D. 
Fix 6 E (0, n) and let D = D, be the region defined in (2.4). The integral 
(2.25) 
is uniformly convergent on compact subsets of D. To see this, divide the 
integral into two integrals over [0, 1 ] and [ 1, co) and, on compact subsets of 
D, compare the two parts with 
csc2(6/2) j; t*-’ df, csc2(6/2) 1; t-2 log t dt 
which are convergent and independent of L. 
The continuity of the integrand in (2.25) being obvious, we conclude that 
the integral in (2.25) is analytic in D. 
In the plane cut along the negative x-axis, define the two functions zA and 
log p.i(z) by 
2’ = exp{L (log r + is)}, 
where 
z = reie, --n<8<7r, r>O, (0, z] = line segment from 0 to z. 
Then z’ and log PA(z) are analytic and real for real positive z. Thus (2.24) 
expresses the equality on the positive axis of two functions analytic in D, 
hence 
9 (-l)m 
log PA(Z) = (n csc d) zA + x 
m=l 
___ &n/l) zm + joa (;;‘;2 dt 
In 
(2.26) 
for all z satisfying -z < arg z < n. 
It remains for us to extract a logarithmic term and a constant term from 
the integral in (2.26) and it is here that we use (2.2) and (2.9). 
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From the definition of X(t) and a change of variable, we get 
x(t)+’ (Ix”] -xi) dx (2.27) 
=-~-+ogt+~+~ .I-’ r(x) dx ,TT ’ if t > 0, 
= 0, if t = 0. 
Now (2.27) and (2.9) give 
x(r)=-~logr-~log2~+~-J 
m r(x) dx 
f-4 z- ’ 
if t > 0, 
= 0, if t = 0. 
(2.28) 
Substituting from (2.28) and doing one integration by parts gives 
.= .&Y(t) m 
_((I (z + ty 
dt=-+ogz-$og2z+J 
<(P){(P - 1)z - t} dt 
0 t”(z + t)’ * 
(2.29) 
Combining (2.29) and (2.26) we obtain formulas (9) and (10) of Theorem 1. 
To prove the last part of Theorem 1, let 
a = min(1, I/A) (A > 0, possibly an integer) 
and write W(z) = I, + I,, where I, is an integral over [0, P], I, is an integral 
over [P, co], and zE D. 
Using the first inequality of (2.3) in I, and the second in I, we obtain 
)I, I,< $(A-’ + 1) csc*(6/2) log((r + P)/r) < KF 
and 
1Z21 < ((A-’ + 1)/8A) csc2(6/2) Pa. 
If a # 1, then a < 1 and both 1, and I2 tend to zero as ]z I-+ 03 uniformly 
in D. If a = 1, then a(z) takes the simple form 
which is easily seen to tend to 0 as ] z ] -+ co, uniformly in D. This completes 
the proof of Theorem 1. 
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3. THE ASYMPTOTIC FORMULA; CASE OF INTEGRAL ORDERS 
Throughout this section we assume that the order 1 is a positive integer q 
and use the letters 1 and q interchangeably. We retain all the notations of 
Section 2 and in addition we let c denote Euler’s constant. 
Proof of Theorem 2. Let {c,(r)) be the Fourier coefficients of 
log 1 P.a(rei”)j. If Y(t) is the function defined in (2.10), then, for m # q, c,(r) 
is given by (2.11); but for m = q we have instead 
2(--L)qcq(r)=rq*ogr+~+rqjrfU-‘Y(t)dt+r-qj.rfq-’Y(f)dl 
I 0 
=rqlogr+g+(c-- 1): 
cc 
- rq 
i 
t-“-‘Y(t) df + rpq 
r 1 
r 
tq-‘Y(t)&. (3.1) 
0 
Formula (2.13) continues to hold when q > 2 and 1 < m < q, but the identity 
following it must be replaced by the identity 
, (-1)“A2 imO _ (-l)q 
,*i&, 2*-m* e - 2q t-w 
’ sin qf3 - q cos 40) (A = d, (3.2) 
which is easily obtained from the corresponding identity in the nonintegral 
case, or by direct computation of the Fourier series of the function on the 
right-hand side of (3.2). 
Proceeding as in Section 2, we first obtain the formula 
log ) P.l(rei”)l = co(r) - 
rq 
s 
(3.3) 
+ (-1j4 ?(c- l)rqcosqO 
+ “\;I (-1)” 
_ 7 GW rm cos ml? + Re 
-m zX(t) 
m=l J 0 (z + t)2 dfp 
where log z = log r + it9 for z = reie and --K < 0 < rt, and the sum appearing 
in (3.3) is to be omitted if q = 1. From this point on the steps in the proof 
are identical to those of Section 2 occurring after (2.23) and we arrive at the 
formula for log P,(z) stated in Theorem 2. 
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Remark. For ;1 = 1, the formula in Theorem 2 coincides with Stirling’s 
formula as given in 110, p. 15 11. The function r(t) can be written 
‘5 (1 - cos 2nxr) w = 1 
n-1 27c2n2 * 
The series may be inserted in the formula for V(z) and integrated term by 
term as suggested in [ 10, p. 1.51, ex. (iii)] to obtain further terms in the 
asymptotic expansion. The same procedure may be followed when A # 1, but 
the integrals that arise in this case are much more complicated. 
4. BEHAVIOR ON THE NEGATIVE X-AXIS 
In this section we obtain the proof of Theorem 3. The first step consists in 
expressing log IPA(- where x > 0, in terms of integrals of log IPA(rei”)l 
over subintervals of I--K, ~1. This we do using the following lemma whose 
proof follows easily from Petrenko’s formula [3, p. 951 and straightforward 
estimates: 
LEMMA 1. Let f be an entire function of finite order A. Assume y = 
max(2A, 1) and let 
X(t, u) = X(t, u; y) = tW/(tY + uyy, 
wz, 0 = H(z, r; Y) = log((l z IY + I rl’)/l zy - PI), 
where C may be complex. 
(4.1) 
(4.2) 
Then if u > 0, rp E [-X, a], and f(ueicp) # 0, we have 
log If(ueiv)l = $1: X(t, u) (II’:,, log If(tei(“‘+@))l dw 1 f 
- ,.Ga. Whe-‘“, ~1, (4.3) 
n 
where (a,} is the sequence of zeros off lying in the angle 
0 < IL1 < co, cP--lySwzS~++h. 
Remark. For (4.3) to hold true, the choice y > max(ll, 1) suffices. 
Furthermore, if y = 1 > L, formula (4.3) still holds true [3, p; 961 and does 
not require that f(e’“r) and f(e-‘“r) be equal. 
Our next lemma shows that the behavior of PA on the negative x-axis is 
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related to its behavior in the right half plane, in a manner very much like the 
behavior of the gamma function on the negative x-axis. 
LEMMA 2. If A > 4, y = 21, and 0 < u # n’la, n = 1,2,3 ,..., then we have 
log 1 P,(--u) = log [(sin &)/rru’ 1 
Y2 m -- 2x j. X(t, U; y) lj”-“” log IPA(teie)l de 1 f . (4.4) 
-rr+R/y 
Proof: Let g(z) = ( sin xz)/rrz. Then g is entire and of order 1 and its 
zeros are located at n = f 1, f2, *3, f .... Apply Lemma 1 with y = 2 to 
g(z) once with v, = 0 and another time with (D = 71. Add the two results, use 
g(-u) = g(u) and 
j;:,, log I g(teieI do + j;:,, log I g(tei’e+x’)I de = 2nN(t, l/g), 
which is true by Jensen’s formula [ 10, p. 1251 since g(0) = 1. The result is 
log I g(u)/ = 2 jom X(t, u; 2) N(t, l/g) f - 
2 2 
f log l;2:-21 9 (4.5) 
n-l 
provided that u > 0 and u is not a positive integer. It follows that 
log ) (d)1 = 2 jm X(t, 2?;2)N(t, I/g)+- 5 log n2 + u*’ 
In2 (4.6) 0 n=1 47 ’ 
provided that 0 < u # n’lA, n = 1, 2, 3 ,.... 
Next apply Lemma 1 to the function P,(z) of order I (>f) with y = 21 
and cp = rr to obtain 
Y2 Co 1% I P,(--uI = 2n (, x(t, U; y) ]j.” log ) PA(t@‘+ n’)l do 1 $ - K/Y 
- (4.7) 
where u > 0 and u’ is not an integer. 
It is our intention to subtract (4.7) from (4.6) to eliminate the sum 
involving the zeros; but before doing so, note that a simple change of 
variable implies 
N(tv l/P,) = jf [s”] s-’ ds = A,‘* [s]s-’ ds = &(t”, l/g); (4.8) 
0 0 
510 FARUK F.ABI-KHUZAM 
and (4.8) and another change of variable give 
f= X(t, ~4.‘; 2) N(t, l/g) dt/t = 1 r X(t-\, w’; 2) N(t;\, I/g) dt/t 
-0 0 
= 2k2 
i 
a X(t, u; y) N(t, I/P,k) dt/t. (4.9) 
0 
Using (4.9) in (4.6), subtracting the result from (4.7) and then using Jensen’s 
formula we arrive at (4.4). This completes the proof of Lemma 2. 
Proof of Theorem 3. Assume that 1 > $ and u is a positive real number 
such that u’ is not an integer. Then log IPA( is given by formula (4.4) of 
Lemma 2. The integral appearing in this formula involves the values of 
log ) P,(re”)I in the region (r > 0,181 < 71 - n/y}. Such a region is of the type 
in which the expansions obtained in Theorems 1 and 2 are valid. We can 
therefore substitute these expansions into (4.4) and evaluate the various 
integrals that arise to obtain the expansion of log IP,(-x)j for x > 0. 
When one of the formulas (9) or (17) is used in (4.4), there arise integrals 
of the form 
Y2 O" -j X(t,u;y)vdt)dt/t, 
27t 0 
(4.10) 
where y > 21 (> 1) and w(t) is one of the functions 
P, tm, tm log t, log t (1 <m<q= [A] >O). 
To evaluate such integrals, we apply Lemma 1 to the function exp(v(z)) with 
cp = 0 and y = 21, where 1 is the order of exp u/(z). 
Consider first the case 
v/(z) = za (A > i). 
Let y = 21 and put z = teie. Then Lemma 1 applied to exp v(z) gives 
x(t, U; y) /I”” log I ei,’ / de 1 dt/t 
-7th 
= (4;1/7r) f x(t, u; 21)r’ dt/t. (4.11) 
From (4.11) follows immediately 
ta COS le de 
I 
dtlt = -Ua COS RA (y = 2A). 
(4.12) 
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Consider next the case 
y(z) = zq log z, 
where q is a positive integer and the logarithm has its principal value. 
Let y = 2q and put z = fe”. Then Lemma 1 applied to exp w(z) gives 
uq log 24 = -z- 2: p X(4 u; Y) lj”/’ (tq log t cos #I - tq6 sin 46) 
I 
dt/t 
X/Y 
Y2 * =- 
I 471 0 
x(t, u; y) tq log t dt/t - $, (4.13) 
where we have used (4.11) to evaluate the integral involving only P. From 
(4.13) we obtain immediately 
72 -cc 
--I X(t,u;y)tqlogtdt/t=&pqlogu++uq 
271 0 
(y = 2q). (4.14) 
Now (4.14), (4.1 l), and simple integrations give 
(tq log t cos qe - tqe sin qe) 
I 
dt/t 
= -(-up log U. (4.15) 
Consider finally the case v(z) = log z. Then exp w(z) = z and application 
of Lemma 1 gives 
Y2 c0 2n I, x(t, u; y) j jr” log t de 1 dt/t = 1% ~9 
-n/Y 
from which follows immediately 
logtd0 dt/t=(21-1)logu 
! 
(4.16) 
(y = 21). 
(4.17) 
If A > i is nonintegral, we substitute (9) in (4.4) and use (4.11) and (4.14). 
After some simple reductions we obtain 
log 1 P,(--u)l = log 1 sin 7~ 1 + (rr cot rcA> u’ + C ~ U 
lPl=l m 
- $ log U + log 2 - (l/21) log 271- g,(U), (4.18) 
where 8, is given by (20). 
409/93 /2- I5 
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If 1 = q is a positive integer, we substitute (17) in (4.4) and use (4.15) 
(4.1 I), and (4.16). After some simple reductions we obtain 
- $ log 24 + log 2 - (1/2L) log 2n - Z,(U), (4.19) 
where 8, is given by (20). 
Now if n”’ ( u ( (n + l)lii’, where n is a positive integer, then P,%(-u) 
and sin 7~’ each have the sign of (-1)“. This implies that, after exponen- 
tiation, the absolute value signs in (4.18) and (4.19) may be removed. Thus 
we obtain 
P,4(-u) = 2(2n)- “21 u-l’* sin rcud4 exp 
I 
(z cot ~1) 2P 
(4.20) 
provided that k (>f) is nonintegral. 
If L = q is a positive integer the corresponding formula will be 
PA(-u) = 2(2~))“*~ up’/* sin rru’ exp 
1 
2P log 24 
(4.2 1) 
To finish the proof of Theorem 3, it remains to extend (4.20) and (4.21) to 
complex values of u; it is clear that this will be possible if we can extend 
Z’,(U) to an analytic function defined for complex values of u of sufficiently 
small arguments. 
Fix ,J > + and put y = 2k Choose 6 = 7c/4y and consider the region 
D=D,={z=reie:r>O,l~l<~} 
of the complex plane. 
For z E D, define 8;(z) by 
where kY(teie) is defined in (lo), and zy has its principal value. 
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Since z = reie E D, it follows that 
~tY+zY]>Re(fY+zY)=fY+rYcosyO>tYfrYcos$ 
> (fY t rY)/l/T. 
It is immediately clear, from (9) and (17), that for t near 0, 
(4.23) 
Re 8(fei”) = i log f + O(1); (4.24) 
while for all large t 
Re 8(feie) = o(l) (4.25) 
by the estimates at the end of Section 2. 
Using (4.24) and (4.25) in (4.22) we see that, on compact subsets of D, 
the integral in (4.22) is comparable to the sum of integrals 
1 cc 
K, I 
‘fY-‘logfdftK2 
I 
tY-‘dttK 3 df (y=21> l), 
0 0 I I f-y-’ 
which are convergent and independent of z. It follows that the integral 
defining k?,(z) is uniformly convergent on compact subsets of D. Thus Z,(z) 
is analytic in D and the proof of formulas (18) and (19) of Theorem 3 is 
complete. 
Once again, use of (4.23) and (4.24) in (4.22) leads to 
l~,;(z)l <Kr-Y I 
’ (log t t const) tY-’ df t K5( 1 t r”,- ’ 
0 
so that E;(z) tends to 0 as z tends to 00 uniformly in D. This finishes the 
proof of Theorem 3. 
5. APPLICATIONS; PROOF OF THEOREM 4 
Assume that A (> 1) is nonintegral. Fix r > 0 and let 
6 3 t% 9.e.7 B, (5.1) 
be the points in (0, n) where (8/8)(log jPA(reie)]) = 0. Then [ 11, p. 5001 
/=q-1 or q, (5.2) 
and if we set 
p’, = 0, p;, , = n, (5.3) 
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then ( 111, log (P,(re”)I is monotonic in each of the intervals 
I~>~,IL j=o, 1, 2 )...) 1. (5.4) 
We first show that, for all large r, the derivative vanishes at exactly q 
points in (0, n), i.e., that I = q in (5.2). Let the arguments pk be defined by 
co, = WA k = 1, 2, 3 ,..., q; (5.5) 
and let 
6 = $r( 1 - q/l). (5.6) 
Then 6 > 0 and the intervals ) 0 - v)~) < 6 are disjoint and properly contained 
in (0, n). If 119 - (~~1 < 6, we can use Theorem 1 to compute the second 
derivative of log JP,(re”)I with respect to 8 and we obtain 
(~‘/iW’) log IPA(reie)l = -d2rA csc d. cos 10 + a(r, 0). 
The values of 8 under consideration are bounded away from 7c by a fixed 
positive constant and this allows a uniform estimate of a(r, 0). We obtain 
(a*/ae*) log /PA(re’“)l = -d2rA csc d cos ne + O(F) 
= (- l)k+ ‘7d2rA csc d cos qe - fpk) + O(F), (5.7) 
where the constant implied in the 0 notation depends on A and q only. 
Since q < A, the first term eventually dominates and so the sign of the 
second derivative is determined by the sign of the first term in (5.7) as soon 
as r exceeds a suitable bound, say rO. ForalltYinIB-q,l<r!Iandallk=l, 
2,..., q, we have cos A(@- qk) > cos A6 > cos $r > 0. Thus the sign of the 
second derivative of log IPA(rei”)l in the interval 10 - pkl < 6 is the same as 
that of (-l)k” csc IDA for all r > ro. In particular it is constant in each of 
these intervals for all r > rO. It follows that the first derivative of 
log IP,(reie)l is monotonic in each of these intervals and so it vanishes at 
most once in each of them. 
Suppose now that &I < 10 - qk ( < 6. Then, by Theorem 1, 
log IPA(reiox)I - log IPA(re’“)l 
= 7rr’ csc d(cos kcp, - cos ne) + O(rq) 
= 71ra(-l)k csc 7tA . 2 sin2 ;n(e - qk) + O(rq), (5.8) 
which, for all large r, has the sign of (-l)k if q is even and of (-l)kt’ if q is 
odd. 
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If, for example, q is even and k is even, then IPA(reipk)l > jP,(reie)l for all 
Wle-PklG~ and all large r; so that in this case the maximum of 
IPA(rei”)l in the interval 10 - v)~] < 6 occurs in the smaller interval $6 < 
10 - ok\ < 6. At such a point of maximum the derivative will therefore 
vanish. 
If q is even and k is odd, then the minimum occurs in the smaller interval 
and, again, the derivative will vanish there. A similar situation prevails if q is 
odd and we conclude that (a/%) log IP,(reie)l vanishes exactly once in each 
of the intervals / 0 - ~~1 < 6 for all large r. Since IPA(rei”)l is an even 
function of 0, the discussion has also shown that, for all large r, IPA(rei”)l 
has exactly q + 1 points of maximum in [-n, n], one occurring in each of the 
intervals 
ie-e,ia (k E J), 
where J and 0, are defined by (11) and (12). This finishes the proof of the 
first part of Theorem 4. 
Denote by /Ik =Pk(r) the maximum point of IP,(re”)I occurring in 
I/3 - 0,I < 6. Then Pk is completely determined by 
(ape) log IP,(reie)l = 0 if e=p,; 
ikw9 if r>r,. 
(5.9) 
Computing the first derivative from Theorem 1, setting 0 = Pk, equating to 
zero, and then dividing by r’, we obtain 
sin J$, + 0 as r-r co, uniformly in k E J. 
Or equivalently, 
sin A(/?, - e,) + 0 as r-m, uniformly in k E J. (5.10) 
The definition of 6 implies that 16 < 4~ so that the second part of (5.9) and 
an elementary inequality give 
w7d I pk - 4 G sin 1) Pk - 8, ] = ] sin A(/?, - e,)l. 
In view of (5.10), this implies that 
,LIk -+ 8, as r + co, uniformly in k E J. (5.11) 
This completes the proof of (14). 
We next compare the growth of ]P,(reie)] on two curves of local maxima. 
We first show that the constant ak defined in (13) is positive. 
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Suppose that k and k + 1 are nonnegative integers both belonging to the 
set J defined in (11). If q is even, then 
2kn=(2k+ l)rc--<(2k+ l)= 
(2k + 1) 
q+l n 
= (2k+ 1)s <(Zk+lf+k+l)n 
and this implies that sin(2k + l)(qz/A) > 0. 
If q is odd, then 
(2k + 1)~ = (2k + 2)72 - n < (2k + 2) 5 < (2k + 2) f < (2k + 2)x, 
which implies that sin(2k + 2)(qn/A) < 0. 
Recalling the definition of 19, in (12) and using an elementary 
trigonometric identity we obtain 
cos qe, - cos qt$+ , = 2 sin y sin(2k + 1) f > 0, if q is even, 
= 2 sin f sin(2k + 2) f < 0, if q is odd, 
since sin(qr/A) > 0. It follows that in all cases 
(-1)9(cos q& - cos qek, ,) > 0 if k, k + 1 E J, k> 0. 
But [(q/A) ( 0, because 0 < q/A < 1, and so, by (13), a,, is positive. 
We now prove (15). Retaining the same assumptions on k and k + 1, we 
have from Theorem 1 and the definitions of Pk+, and, 8,+ i 
log IPA(re’4k)l -log IPn(re’4x+1)l 
< log IPA(rei4c)I - log (Pn(reiek+l)l 
= 71 csc 7dr’ cos Jl/lk - 711 csc nil I I’ 
+ ((-1)4/q) C(q/L) P{cos q& -cm q8,+ 1) + 0(r4-‘). (5.12) 
The continuity of the cosine, Eq. (5. I l), and the finiteness of J imply the 
existence of an rz > 0 such that 
(-l)q~COsq~k-COSqek+,~ > ~(-l)q~COsqek-coSqek+l~ (5.13) 
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for all r > rZ and all nonnegative k and k + 1 in J. Combining (5.13) and 
(5.12) and recalling (13), we obtain 
log ] P,(re@k)( - log ] PA(rei4k+1)] < -:a, rq + O(r+ ‘). (5.14) 
Since ak > 0 and the 0 term involves a constant depending on 1 and q only, 
this term will be compensated by -ia,r” as soon as r exceeds a suitable 
bound, say r3. Therefore 
log IP,(re@k)I - log IPA(reiok+l)l < -$a,r4, (5.15) 
provided that r > r3, k is positive, and k + 1 E J. This establishes (15). 
Now (16) follows immediately from (15) and the fact that IPA( is an 
even function of 0 in [-7~, n]. This completes the proof of Theorem 4. 
For the Corollary, if, for example, the coefficients in (2) satisfy a, > 0 for 
all n > N, where N is some fixed nonnegative integer, then it is easy to 
conclude that IPA( < P,(r) + O(r), f rom which it follows immediately 
that M(r; PA) - PA(r) as r + co. But this last asymptotic equality contradicts 
(15). Hence the coefficients a, in (2) cannot maintain a constant sign. This 
proves Corollary 1. 
6. APPLICATIONS; PROOF OF THEOREM 5 
Let 
P,(z) = 2 a,z” (6.1) 
rt=O 
be the Taylor’s series expansion of PA about the origin. In this section we 
study the behavior of the coefficients a, for large values of n. Such a study 
we carry out by expressing a, as an integral by Cauchy’s formula and then 
using a saddle point technique [5] to study the integral. The method requires 
(a) Determination of the points on the circle ]z ( = r where ] P,(z)1 
assumes a local maximum. 
(b) Precise assessment of the contribution to the Cauchy integral from 
immediate neighborhoods of such points. 
(c) Estimation of the contributions to the integral from the remaining 
arcs on ]z] = r. 
Step (a) has been completed in Theorem 4. Steps (b) and (c) will be taken 
up in this section. For step (b), it will turn out that the main contribution 
comes only from the immediate vicinities of the two points in (-n, n) where 
the maximum modulus of PA(z) occurs. Step (c) will be completed easily 
from Theorem 4 and the monotonic behavior of ] P,(reie)( in [0, rr]. 
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Throughout this section we retain the notations of Theorem 4; thus J, H,, 
and ak are the symbols defined in (1 l)--( 13). The points of local maximum 
of lP,l(rei”)l in [--71, ~1 will be denoted, as before, by rCk, where k E J. To 
avoid a separation of the discussion into two cases, we let w = $q if q is even 
and f(q - 1) if q is odd. Then j3, =P,(r) will always mean the point in 
(0, rr) where the maximum modulus of P.&(z) occurs. Furthermore, for each 
fixed sufficiently large r, p, is uniquely determined by the conditions 
(i?/iW) log 1 P,(re”)l = 0 at B=p,; 
I P, - 0, I = I P, - (qdA)I < 6 = 90 - s/n> (r > rd 
(6.2) 
If we compute the derivative indicated in (6.2) by use of Theorem 1, the 
equation in (6.2) takes the form 
-7dr;” csc d sin @I, - 2 (-1)” <(m/A) rm sin mp, 
rn=l 
+ (3/i%) Re B(re@w) = 0. (6.3) 
The derivative of Re B(re”) may be estimated in the same manner as 
P(re”) and we obtain from (6.3) 
IrAsin@ZP,I<KK1r4 (r > rl > O), (6.4) 
where r, and K, are constants depending on q and A only. 
In the course of our proof we shall use K, , K,,... to denote constants 
depending on q and 1 only. The notation (r > rJ following an inequality 
means that the inequality is valid for sufficiently large values of r; the bound 
r0 may depend on q and 1. The dependence of r or K on other parameters, 
such as E, 8, and r will be indicated by writing, e.g., r(a), K(r, t?), etc. 
In order to carry out steps (b) and (c) indicated at the beginning of this 
section we introduce two functions u(r) and b(r). They are defined for 
positive r as follows: 
u(r) = 7drA csc 7d cos A./3p, + i (-l)m {(m/A) rm cos mp, - +, 
rn=l 
b(r) = 7d2rA csc 7d cos lJlw + i m(-1)” &m/A) rm cos m/l,. 
(6.5) 
rn=l 
By (14), p, -+ 0, = c/r/k. Thus csc ZL cos A/3U > 0 for all large r; and since 
q < 1, the first terms in the definitions of u(r) and b(r) eventually dominate 
so that a(r) and b(r) will be positive for all large r and 
a(r) -+ co and b(r) 3 co as r-+00. (6.6) 
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The Taylor’s series expansions of the sine and cosine functions about p, 
give 
e ix8 _ _ eixL + $0 - p,) eix4w - +x*(8 - /3,)* eix4w 
+ (0 - PJ3 KC@ P,), (6.7) 
where jK(@;,B,)I <x3. Using (6.7) once with x =A and another time with 
x = m (where m = 1, 2,..., q) and Theorem 1 and then (6.5), we obtain 
log P.l(rei”) - log Pn(reiD-) 
4, (-l)m 
= 7rr’ csc 7d(ei1’ - eiAOu) + 1 
m-1 
nt [(m/A) rm(eime - eimOu) 
- fi(r3 - j3,) $ B(reie) - B(rei4m) 
= i(0 - /?,) a(r) - $(I? - /?,)* b(r) t B(reie) - B(re’“w) 
-(e-P”) ] 7dr’ csc 72 sin &IW + f (-1)” <(m/A.) rm sin m@, 
m=l i 
- +i(0 - /3,)* 
I 
7d*r’ csc 7~4 sin LpW t c m(-1)” @z/A) rm sin m/3, 
rn=l ! 
t (0 - PJ K,(r; 4. (6.8) 
In the fifth term, the coefficient of (0 -/I,) is, by (6.3), equal to 
-(a/S) Re Zf(reie) evaluated at 8 = p,. Estimates of this derivative similar 
to those of B(reie) are easily obtained, and we see that it tends to 0 as r 
tends to co. In the sixth term, the coefficient of i(B - /3J2 is, by (6.4) of the 
order of r4 as r -+ co. It follows that we can write 
log st(rei”) - log PA(rei4w) (6.9) 
= i(0 - p,) u(r) - ge - pJ* b(r) t 8(reie) - 8(rei4~) 
- (e - p,) K,(r; W) - fi(B - pJ2 K,(r; 0.1) + (8 - pJ3 K,(r; w), 
I K,(r; 011 Q K, rq, IK,(r; ~11 <K, r’ (OrI) (6.10) 
and 
K,(r; w) + 0 as r-co. 
In order to get a manageable expression from (6.9), we have to restrict 8 
to smaller and smaller neighborhoods of /I,. That is, we have to introduce a 
function 6 = 6(r) such that, when 18 - /I,) < 6, all terms on the right-hand 
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side of (6.9), save the first two, tend to 0 as r+ co uniformly in 0. In view of 
the previous discussion, and in particular (6.10) it is clear that such a 
function 6 must satisfy 
#b(r) - 0, d2r” + 0 as r+ co. (6.11) 
For later use, it will also be necessary to require that the function 6 satisfy 
the additional condition 
6%(r) + 03 as r-+co. (6.12) 
We now define the function 6 = 6(r). Recalling that q = [A] and that 
q > 1, let 
and define 6 by 
a = (q + A)/@ P = (q + Al/W 
6 = 6(r) = r- aq-5A = r-(l/4)(q+A) (6.13) 
Ifq~2,then3n<~q<aq+p~<~~;whileifq=l,then~q<aq+P~< 
;A and aq +/3A > 41. Since b(r) - r’, these inequalities imply that both 
(6.11) and (6.12) are satisfied by the function defined in (6.13). 
Returning to (6.9) and using (6.10) and (6.1 l), we conclude that 
PA(reie) - P,(re@m) exp(i(8 - p,) a(r) - $(0 - p,)’ b(r) (6.14) 
as r tends to co uniliormly in ]0 -@,I < 6(r). 
This completes step (b) mentioned in the introduction. We now estimate 
I~,(re”)j in the remaining parts of [-7c, ~1. Suppose that 0 E [0, n] and 
satisfies ] 0 - /3, ] > 6. Then the monotonic behavior [ 11, p. 500] of IPA(rei”)l 
implies that 
IP,(reie)l < m;x (]PA(reiC4wis)); IPA(rei4k)l), (6.15) 
where kEJand O<k<cu, and for all r>r,. 
Write v = /I, f 6. In (6.9), put ~9 = v and take real parts. In view of 
(6.1 l), the result is 
i9~(rei~)l/lP~(rei4w )I = O(exp{-$826(r)}) (r-+ co). (6.16) 
Now (6.15), (6.16), repeated application of (15), and (6.12) give 
v@j IPA( = o(lPA(reio-)I) 
as r+m uniformly in Bin IfL?--/il,I>cS=6(r). 
(6.17) 
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This completes step (c) above and we now turn to the evaluation of the 
Cauchy integral that represents a,. 
By Cauchy’s formula and the equality P*(re’“) = P,(re’“) we have 
P,(re”) eCine d0 
P,(reie) epine d0 
where 
(6.18) 
A= {eE [O,n]:)e-p,~+3}, B= [0,x]--A. 
By (6.17), the integral over B is o(] P,(re@m)l/m). 
By (6.14) and a change of variable, the integral over A equals 
P,,(rein-)j:d (1 + o(l)} exp{i&(r) - @*b(r)} e-incetoU’ de, (6.19) 
which, except for the factor emi@“, is precisely the integral obtained in 
[S, p. 7 1 ] for admissible functions. As in [5], the change of variable y = 
t!$/m gives 
(6.20) 
for the dominant term in the integral in (6.19). 
Since 6*b(r)+ co, by (6.12) the integral in (6.20) may be extended over 
the whole interval (--co, co) at the expense of a small error term. The 
resulting integral over (-co, co) may be evaluated by turning the line of 
integration in the obvious way and we find that it equals 
fi exp{-f(a(r) - n)‘/b(r)}. 
An easy estimate of the error term in (6.19), together with the above 
calculations gives 
a,r” = Re - pA(rei”-) e-inbti (a(r) - 4’ - 
W9 
(6.21) 
as r + co, uniformly for all n > 0. 
To obtain the best information from (6.21) we have to choose r = r(n) in 
such a way that a(r) = n + o(m) as n + co. Such a choice will be 
possible if, e.g., the equation a(r) = n can be solved for r as soon as n 
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becomes sufficiently large. The definitions of a(r) and b(r) and Eq. (14) 
show that, if r, is a solution of the equation u(r) = IZ, then 
b(r,) - l.a(r,) = hz, r, - ((n Jsin 7rAi)/7rA}“.’ (n + a3). 
If this information is used in (6.21), we arrive at the asymptotic formula 
a, = 
jy n lsin *A/ ,-tttt [/?).I 
d-1 7d.n 7d i 
X (27~)“‘~~” e”‘~‘+‘l’“““(cos H(n) + o(l)}, (6.22) 
where 
9, (-1)” 
N(r) = nr-’ csc d sin A/33p, + 1 
m=l 
T&n/A)rm sin m/3, 
- (n + 4) /I, + Im B(re”), 
H(n) = W,), 
(6.23) 
and I-,, is defined, for all large n, by a(r,) = n. 
In order to justify the above computations, we have to show that, for all 
large r, the equation u(r) = n has a solution P = r, tending to co as n tends 
to co. This we do by showing that a(r) is eventually a strictly increasing 
function of r. We need to compute du(r)/dr, and this requires, first, the 
computation of @,(r)/dr. 
Let G(r, 8) be defined by 
G(r, 19) = nlr csc d sin 1219 + 5 (--I)” [(m/A) I”’ sin mB 
rn=l 
+ (a/i%?) Re B(re”) 
= (ape) log JP,(re’@)I. (6.24) 
By (6.2), /3, =/l,(r) is defined as the unique solution of the problem 
G(r, 19) = 0, 
Ie-e,I=le-qlr/;ll~~==flr(i-q/~) (r > rd. 
(6.25) 
Implicit differentiation of (6.25) and straightforward estimates give 
f.@,(r)/& = -r-l tan ApU + O(rgPA-‘) + O(r29-2*-‘). (6.26) 
Let A(r, S) be the function defined by 
A(r, 0) = dra csc d cos h3 + ,$ (-1)“’ c(m/A) r”’ cos me - 4 
m-1 
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Then a(r) = A (r, /I,(r)), and 
d a(r)/dr = A,. + A, d8/dr 
It follows from this and (6.26), that 
da(r)/dr = n,12ra-’ csc x,4 set ,I8 + O(F’) + O(r29-2’3*-‘), 
where 0 =/3,(r). 
(6.27) 
Since q ( A, 2q - 21 + ,4 - 1 ( A - 1 and the first term in (6.27) 
dominates. Furthermore, csc ZA set 219 is positive for all 8 in 119 - t?, 1 < 6. 
Thus du(r)/dr is positive for all large r and u(r) is an increasing function 
there. In particular, the equation a(r) = n has a unique root rn for all large 
values of n and (6.22) and (6.23) are true for all large values of n. It also 
follows that r, + co as n -+ 00. This finishes the proof of part I of Theorem 5. 
It remains for us to study the sign of cos H(n) = cos H(r,) for all large rz. 
Consider the system 
G(r, 0) = 0, A(r,@=n, (6.28) 
where G and A are the functions defined in the previous discussion and n is a 
continuous real variable. 
The preceding discussion has shown that there exists n, such that, for each 
n > n,, system (6.28) has a unique solution 
r = r(n), e = e(n) 
if 10 - 0,) < 6. Thus system (6.28) defines two functions of n implicitly. If 
they exist, the derivatives of these functions with respect to n will be given by 
the formula 
dr/dn = -G,/J, 
provided that J# 0. 
dtl/dn = G,/J, J= G,A, - A,G,, (6.29) 
Straightforward differentiation followed by easy estimates gives 
G,=rrA2ra-‘csczksinM+O(r9-1), 
G, = nL*r’ csc n,l cos k4 + O(rq), 
A, = n,12rA-’ csc 7~4 cos 28 + O(rq-‘), 
A, = -nk2ra csc rc,l sin il0 + O(F), 
so that 
J= -(&’ csc XL)’ rzl-’ + O(P+*-‘) + O(r24-I). (6.3 1) 
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Thus indeed J does not vanish for all large r (and so for all large n) and the 
functions defined by system (6.28) are differentiable with respect to n and 
their derivatives are given by (6.29). Using (6.30) and (6.31) in (6.29) we 
obtain after some easy estimations 
We now turn to the function H(n) defined in (6.23). We first show that H 
is a decreasing function for all large values of n. We start by eliminating the 
term in H(n) containing r-i. Solving the first equation in (6.28) for r’ and 
using the answer in the definition of H(n) we obtain 
- (n + j)e + Im +Y(re”) + (l/1) Re go(reie) 
= h(r, e, n), (6.33) 
where 0 = 0(n) and r = r(n) are defined by (6.28). 
The derivative of H with respect to n is given by the formula 
dH/dn = h, + dr/dn + h, . dtY/dn + h,, 
and use of (6.32) and easy estimates give 
dH/dn = [(q/l) r9-a sin(q - n)e 
sin ne 
+ (n + f) (*A’ csc rn) rA - e + w 9-A-l) + qr29-2A). 
(6.34) 
As n -+ co, all terms in (6.34) tend to zero except the term 0 which tends to 
8, = qn/L This implies that dH/dn < 0 for all large values of n. It follows 
that H(n) is a strictly decreasing unbounded function of n. Together with the 
continuity, this implies that H assumes exactly once every large negative 
value. Following Edrei [2, p. 2241, we define two strictly decreasing 
unbounded sequences 
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such that 
H(uk) = -n(f + k + $) - q, 
H(,ak) = -n(f + k + 5) + rl 
(0 < tl< 742) 
(k = 0, 1, 2, 3 ,... ). 
(6.35) 
Taking I to be a large even integer, we conclude that 
sign(cos(H(n))) = (-l)k+’ and 1 cos H(n)1 > sin rj > 0 
for 
(6.36) 
vk < n <pk. (6.37) 
Formulas (6.25), (6.36), and (6.37) imply that the coefficients a,, maintain 
a constant sign in each of the intervals [vk,pk], the sign changing as we pass 
from one such interval to the next. This finishes our discussion of the sign of 
a, and we now turn to the last part of this study, namely the asymptotic 
behavior of the length of the intervals [v,,~,] and [pk, vk+ ,]. 
Applying the mean value theorem to H on the interval [vk, pk] and taking 
into account (6.35) and (6.34), we obtain 
211 - = = H(k) - H(Vk) = (& - v,)(-0, + o( 1))~ 
from which it follows that 
pk - “k -+ @h)(’ - (2d7c)) as k+co. 
Similarly, we obtain 
“kfl -flk -+ w?P?l~). 
Now (6.38) and (6.39) imply 
“k+l - vk -+ n/4 
from which it follows immediately that 
“k - (VqW 
Now (6.41) and (6.38) imply 
pk - @ldk. 
This completes the proof of Theorem 5. 
(6.38) 
(6.39) 
(6.40) 
(6.41) 
(6.42) 
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