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Introduction
There has been much work on the mean curvature flow problem for immersions and graphs with or without boundary conditions. The study of entire graphs by Ecker and Huisken [6, 7] provides a detailed exposition including a long time existence theorem for Lipschitz initial data. The non-parametric mean curvature flow of graphs with either a ninety degree contact angle or Dirichlet boundary condition on cylindrical domains has been studied by Huisken [10] and provides a long time existence and convergence to minimal surfaces theorem. Also we want to mention the work of Altschuler and Wu [1] which allows arbitrary contact angle at the fixed boundary for two dimensional graphs and the generalisation to arbitrary intrinsic dimension by Guan [8] . A natural next step in this line of research is to study the mean curvature flow of graphs in time dependent domains with either Neumann or Dirichlet boundary conditions.
This began with a series of works on the mean curvature flow of immersions with free boundary, where a restriction on the angle of contact with a fixed hypersurface in Euclidean space is imposed. The works of Stahl [13] and Buckland [3] provide in special cases finite time blow up of curvature with the rescaled solution asymptotic to a hemisphere, and a monotonicity formula respectively. Also here see the work of Koeller [11] .
We study two distinct problems in this paper. The first is the mean curvature flow of radially symmetric graphs with a ninety degree contact angle on a fixed hypersurface in Euclidean space. This is a Neumann boundary value problem on a disc with a time dependent radius in R n . The second, also mean curvature flow of radially symmetric graphs, is defined on a time dependent annulus in R n with a time dependent Neumann boundary and a fixed Dirichlet height.
Let x = (x 1 , . . . , x n ) be a point in R n , with n ≥ 2 and denote by y = |x| the standard length of the position vector corresponding to x. We denote by Σ an n-dimensional smooth hypersurface without boundary, smoothly embedded in R n+1 . The Neumann boundary of the immersions generated by our graphs is included in Σ.
We only consider hypersurfaces Σ which are the union of two rotationally symmetric graphs, ω for all y. Each point X ∈ Σ can be written as X = (x, ω Σ (y)), where ω Σ is either ω + Σ or ω − Σ . We also impose that the graphs meet vertically, that is ν Σ (y), e n+1 = 0 when ω Σ = 0, where we denote by ν Σ the normal to ω Σ and ·, · is the standard inner product in R n+1 . A convention which we use in the following is that the normal to the fixed hypersurface Σ is pointing away from the interior of the moving graphs.
We first consider a free Neumann boundary problem defined on an interval D(t) = (0, r(t)) ⊂ R with the Neumann boundary given by the freely moving point ∂D N (t) = r(t). The zero boundary point comes from the fact that our general graph which is generated by the radially symmetric graph is defined on a compact region of R n with no holes. The origin is treated as a boundary point for the radially symmetric problem but causes no issue whatsoever in the later arguments since by symmetry and smoothness we have that at this point the radially symmetric graph is horizontal. In this case the graphs are moving 'inside' the hypersurface Σ. The mean curvature flow of a radially symmetric graph ω : (0, r(t)) × [0, T ) → R attached to Σ is then
ν ω , ν Σ = 0 and ω(r(t), t) = ω Σ (r(t)) on r(t) × [0, T ),
ω(y, 0) = ω 0 on (0, r(0)).
Examples of this include graphs evolving inside a catenoid neck or inside the hole of a torus. The second case we consider is when besides the Neumann boundary condition we also have a fixed Dirichlet boundary condition. In this setting the domain of the general graph is an annulus and the domain of the radially symmetric graph is an interval away from the origin of the form D(t) = (r(t), R). We denote by ∂D N (t) = r(t) and ∂D D = R the time dependent Neumann boundary and fixed Dirichlet boundary respectively. In this case the graphs are moving 'outside' the fixed hypersurface Σ. The mean curvature flow of a radially symmetric graph ω : (r(t), R) × [0, T ) → R intersecting orthogonally a fixed hypersurface Σ and attached to a fixed circle is then
Examples of this include graphs evolving outside a sphere, ellipsoid, and so on.
In this paper we present three main results, giving sufficient conditions for long time existence and convergence to minimal surfaces, and the development of a finite time singularity.
The two theorems of long time existence separate our problems into two major cases. Both of them rely on uniform bounds on the height and the gradient of the radially symmetric graphs. The first theorem provides sufficient conditions for the height to be bounded by the initial values, in contrast with the second theorem, which bounds the height by a (possibly very large) constant. In the first theorem we also separate two cases, depending on the type of problem and also on the conditions imposed on the surface of contact Σ.
Theorem 1.1 (Long time existence with height bounded by initial values).
Let Σ and the graph function ω 0 be defined as above. Assume that there exists a constant C such that sup |ω 0 | ≤ C and define Dom(C) = {y ∈ Dom(ω Σ ) :
dω Σ dy (y) = 0 for all y ∈ Dom(C),
and if Dom(C) is bounded then there exists a solution to the problem (1) for all times with |ω(y, t)| ≤ C and it converges to a minimal surface as t → ∞; (b) if the domain of the initial graph is D(0) = (r(0), R), where R / ∈ Dom(ω Σ ) and if there exists a positive constant r Σ = sup Dom(ω Σ ) ∈ [r(0), R) such that ω Σ (r Σ ) = 0 and
dω Σ dy (y) = 0 for all y ∈ Dom(C), and finally also assuming that the initial graph satisfies the compatibility condition H(ω 0 )| y=R = 0, there exists a solution to the problem (2) for all times with |ω(y, t)| ≤ C and it converges to a minimal surface as t → ∞.
Our next result gives long time existence for solutions of (2), but with a different set of initial conditions. These conditions do not imply that the height remains bounded by initial values. Theorem 1.2 (Long time existence without an optimal height bound). Let Σ and the graph function ω 0 : (r(0), R) → R be as above. Assume that there exists a global constant C such that sup |ω 0 | ≤ C and ω Σ is taken such that R ∈ Dom(ω Σ ) and |ω Σ (R)| > C. Assume also that there exists a positive constant r Σ ∈ (0, r(0)) such that ω Σ (r Σ ) = 0 and define Dom(R) = {y ∈ Dom(ω Σ ) :
dω Σ dy (y) = 0 for all y ∈ Dom(R), and ω 0 satisfies the compatibility condition H(ω 0 )| y=R = 0, then there exists a solution to the problem (2) for all times with |ω(y, t)| < |ω Σ (R)| for all (y, t) and it converges as t → ∞ to a minimal surface.
In some cases the long time existence can be strengthened to a convergence to constant functions result. Our next result applies to the combined free Neumann boundary and fixed Dirichlet height problem. We state here the most general form of this result and later on give explicit sufficient conditions for initial graphs to satisfy the hypothesis of this theorem. Theorem 1.4 (Curvature singularity on the boundary). Suppose Σ is such that Dom(ω Σ ) = [0, r Σ ] with ω Σ (r Σ ) = 0 and satisfying in addition:
If there exists a self-similar torus in the region of R n+1 defined as {(x 1 , . . . , x n+1 ) : |ω Σ (0)| < |x n+1 | < |ω 0 (y)|} then the solution for the problem (2) exists for only a finite time T < ∞ and the graphs ω(·, t) develop a curvature singularity at y = 0 as t → T . Also there exists a positive constant C < ∞ such that the singularity has the following rate of convergence:
where we have denoted by |A| the norm of the second fundamental form of the hypersurfaces evolving by mean curvature flow generated by the rotation of ω graphs.
We invite the reader to follow Section 5 on the proof of this theorem for more detailed conditions on initial graphs which permit the existence of a self similar torus in the above mentioned regions.
Short time existence and boundary condition
In this section we discuss the result of local existence and simplify the Neumann boundary condition.
The ninety degree contact angle condition on the fixed hypersurface Σ which appears in the Neumann condition ν ω , ν Σ = 0 can be written in a simpler way if we take into account that we are working with two graph functions. The outer normals to ω and ω Σ are ν ω = 
dy , 1 respectively. This transforms our Neumann boundary condition to
The first step is to ensure that the two problems stated before at least exist for a short time. Since both (1) and (2) are quasilinear parabolic partial differential equations, short time existence has been heavily investigated in a large number of works, such as [12] . One might be tempted to also use previous results of mean curvature flow of graphs, such as [10] . The only problem that might arise is the fact that we are considering a time dependent domain which can cause the appearance of corners and other difficulties in the space time domain.
Since this forms part of the author's thesis we briefly state the result and only give an idea of the proof. The interested reader is invited to find the full detailed version in [14] for the case of general graphs. Proof. The proof is based on the idea that we can always transform the domain of our problem from time dependent to time independent. This is done by choosing to use a vector field tangent to Σ as the graph direction. By doing this, one ensures that we can apply results of short time existence such as those found in [12] .
Proof of the long time existence theorems
The proof of Theorem 1.1 is based on the usual strategy of obtaining uniform height and gradient bounds. Since the underlying parabolic theory has been extensively treated throughout the literature we are here only concerned with providing the reader with a proof of how one might obtain the requisite height and gradient bounds. We start with the height bounds. The following result is valid for both case (a) and case (b) of Theorem 1.1. Proof. The maximum principle for time dependent domains as for example in [12] applied to the quasilinear parabolic evolution of ω gives us:
In case (a), the term appearing from the Dirichlet boundary does not exist. Since we know our Dirichlet boundary values are constant in time and equal to z 0 (which is less than or equal to sup
|ω 0 | the last one of the quantities in the right maximum from above can be ignored regardless. The only term we need to worry about is the one on the free Neumann boundary. Using (6), we shall compute the derivative in the direction normal to the Neumann boundary by taking the outer normal to the boundary in the two different cases of domain.
First, let us look at the problem (1) where the domain is defined as D(t) = (0, r(t)). Here the choice of outer unit normal to the Neumann boundary is ν ∂D N (t) = y |y| = 1 and then the directional derivative in the direction of the outer unit normal to the Neumann boundary is:
If we find ourselves in the positive part of the Σ surface then we see that the condition (3) says that dω Σ dy ≥ 0, so we can put a sign on our directional derivative from above
If we assume that for some time s ∈ [0, t] there exists a maximum of the graph function on the Neumann boundary then the Hopf Lemma tells us that the above computed directional derivative should be strictly positive, which contradicts (7). So we have no maxima on the Neumann boundary where ω ≥ 0. The same argument also applies when ω ≤ 0. This tells us that the absolute value of ω can not attain a maximum on the Neumann boundary.
On the y = 0 boundary point found on the axis of rotation, the same applies since the condition imposed on the directional derivative and the Hopf Lemma prevent both minima and maxima from appearing at this boundary point.
In case (b) we have the domain (r(t), R), so the unit outer normal to the Neumann boundary of this domain is of the opposite sign to the one in the first problem. Here the same argument applies using now condition (4).
Therefore we have demonstrated the required height bound in each case and so ends our proof.
We now turn our attention to gradient bounds. 
Proof. Following [6] we consider the quantity v = ν Mt , e n+1 −1 which is equal up to tangential diffeomorphisms to 1 + ( dω dy ) 2 . The function v enjoys a parabolic evolution on the hypersurfaces M t generated by the graphs ω:
and this allows us to apply the maximum principle. Since the problem deals with evolving hypersurfaces with boundary we have that the maximum of the gradient is controlled by the maximum between the initial values and the boundary values sup
The two boundary maximums can be bounded as follows.
Following the work of Huisken [10] a barrier construction provides us with the required bound on ∂D D in a standard way.
On the Neumann boundary, the rotational symmetry of the solution (and the fact that this is preserved) prevents tilt behaviour. This occurs when the normal to the graph becomes parallel to the vector field of rotation for Σ. This behaviour is explained in much greater detail in [14] .
Apart from this, we must argue why it is that our rotationally symmetric graph does not reach points on the Neumann boundary where the surface Σ is horizontal. In such points the boundary gradient becomes infinite simply by the Neumann condition (6) . To avoid such behaviour we combine Lemma 3.1 with the initial conditions from the long time existence theorem: either condition (3) for the purely Neumann problem (1) or condition (4) for the combined Dirichlet and Neumann problem (2) . These conditions ensure that on the Neumann boundary, in the area enclosed by the maximum and minimum of the initial graph Dom(C), there is no point where Σ becomes horizontal. Now since Lemma 3.1 implies that the height at later times remains bounded by the initial height, this continues to hold and the graph is bounded away from these potentially troublesome areas of Σ. This completes our proof.
Remark. In general, one can not prevent a curvature singularity from occurring on the free boundary without a condition such as (3) or (4). An example of such behaviour is given in Theorem 1.4.
Remark. Theorem 1.1 applies for example to radially symmetric graphs moving inside the catenoid neck (case (a)) and motion outside the unit sphere (case (b)).
Convergence to minimal surfaces follows from long time existence and the fact that we enjoy a uniform area bound. This has been detailed in [10] . A general version for immersions with free boundaries evolving by mean curvature flow can be also found in the author's thesis [14] . This finishes the proof of Theorem 1.1.
We now present the proof of the second theorem of long time existence.
Remark. Theorem 1.2 applies for example to the motion of radially symmetric graphs outside a catenoid neck with a fixed Dirichlet height on a circle of radius R.
Proof of Theorem 1.2. We are again concerned with obtaining uniform a priori height and gradient bounds. This time we are not able to prove that the height remains bounded by initial values as before. But still we are able to obtain gradient bounds and, using this, a height bound. One should keep in mind the picture of a solution evolving outside the neck of a catenoid with a fixed Dirichlet boundary at radius R. There it is intuitively obvious that a gradient bound implies a height bound: if the height of the solution grows without bound then it must 'cross itself', thus losing the graph property on the interior. As before we make use of the function v associated with our evolving graphs. The maximum principle implies
for all times t ∈ [0, T ]. The term on the Dirichlet boundary is bounded again by the usual construction of barriers [10] . The rotational symmetry and the Neumann boundary condition (6) imply also as before that the gradient does not become infinite on the Neumann boundary so long as the graph does not evolve towards a point where dω Σ dy = 0. In the argument earlier it was easy to exclude such behaviour by assuming that Σ does not contain such points in the region between the maximum and minimum of the initial height and using the fact that the height remains bounded by initial values. Again here we prove that the solution only moves in a region where there are no points with dω Σ dy = 0. Condition (5) implies that such a region is Dom(R). We know that our graph is initially defined on D(0) = (r(0), R) ⊂ Dom(R) with r Σ < r(0) < R, and so our strategy is to show that the domain of definition of the moving graphs is contained within this domain for all times and thus that the gradient on the Neumann boundary remains bounded. From condition (5) one observes that
Let us pass temporarily to the more general setting of rotationally symmetric immersions, where we consider a unit speed curve γ t : [0, L] → R 2 as the profile of revolution. Here L depends also on time, but we suppress this for ease of exposition throughout the proof. We assume that there exists a timet such that the evolving hypersurface passes over the Dirichlet boundary, and shall bring this to a contradiction. This will prove that the domain of definition of ω is included in Dom(R).
In this planar setting consider the orthonormal frame which defines the coordinate system as {e 1 , e 2 }, where e 1 is the unit vector generating the y axis and e 2 generates the vertical axis of rotation. Let us consider the set Dom(γ(·, t)) := {y : y = γ(s, t), e 1 for some s ∈ [0, L]}. Our goal is to show that sup Dom(γ(·, t)) ≤ R. We first note that Dom(γ(·, t)) could not extend to the left beyond r Σ . Our assumption is equivalent to assuming that sup Dom(γ(·,t)) > R. This implies that the line {y = R} intersects the image γ([0, L],t) in at least two places, since we always have γ(0,t) = (R, 0) by the Dirichlet boundary condition. That is, there exists s 1 ∈ [0, L] with s 1 = 0 and γ(s 1 ,t), e 1 = γ(0,t), e 1 = R. It is important to keep in mind that on both boundaries the curve is not vertical, that is, γ (0,t), e 1 = 0 and γ (L,t), e 1 = 0. This means that if the graph representation were valid, ω(·,t) would still have had bounded gradient on the Neumann and Dirichlet boundaries.
Define the distance from γ to the vertical line at R to be
Let us assume that during the time interval [0, t * ] the solution leaves Dom(R), since if it did not, then we have nothing to prove. If the solution has extended its domain beyond Dom(R) then the argument above shows that there is an s * for which the tangent vector to γ(·, t * ) at s * is vertical. This implies that there exists a sequence of times (t j ) with t j → t * and corresponding sequence of points (y j ) with y j → γ(s * , t * ), e 1 . Since t * is the first time that the graph 'turned on itself', the graph representation ω is in fact valid for all j and in particular we may use this sequence of times and points with the maximum principle to obtain our desired contradiction: the sequence v(y j , t j ) grows without bound. Since v is bounded at the Neumann and Dirichlet boundaries this implies that for j sufficiently large, say j > J there is an interior point where v(y J , t J ) is greater than its value on the boundaries, contradicting the maximum principle.
Hence the domain of definition of the evolving graphs is always included in Dom(R), that is D(t) ⊂ Dom(R), and this gives us gradient estimates for the evolving graphs.
This argument also gives a height bound. The maximum principle implies
for all times t ∈ [0, T ]. The initial height and the Dirichlet boundary height are bounded by C. From the discussion above we already know that the graphs never evolve outside the height ω Σ (R) on the Neumann boundary. This implies
The convergence to minimal surfaces follows from the long time existence and the fact that we enjoy a uniform area bound.
Proof of the convergence theorem
We now turn to proving the convergence result. In order to aid in the understanding of the arguments to come let us keep the following examples in mind.
Remark (Examples). Theorem 1.3 is applicable, for example, to the motion of radially symmetric graphs inside the catenoid neck (case (a)) and to the motion of radially symmetric graphs outside the sphere (case (b)). The first converges to the flat disc inside the catenoid neck with zero height. For the second example the result of the theorem tells us that the radially symmetric graphs converge to the annulus around the sphere.
Proof of Theorem 1.3. The idea of the proof is to construct an auxiliary function which can be seen as the sum of the time scaled value of our moving graphs and their initial maximum value. The behaviour of the function gives us information about the time behaviour of the oscillations of the symmetric graphs. By oscillations we mean the difference of the minimum and maximum at each time. An appropriate height bound on this function tells us that it grows at most linearly in time and thus the oscillations of our mean curvature flow symmetric graphs will decrease linearly in time. First let us construct our auxiliary rotationally symmetric function and prove that it satisfies a height bound for all times. The same function is used to obtain both (a) and (b), although the argument by necessity must differ slightly at some points. Let
By its definition and the previous long time existence results Theorem 1.1 we have that this function exists for all times t < ∞ and from its height bound we obtain the desired convergence as time approaches infinity. Let us prove the height bound. At t = 0 and on the Dirichlet boundary we have
since ω(R, t) ≡ 0 by the condition z 0 = 0. Consider the following quasilinear parabolic operator
By the gradient bound, Lemma 3.2, the coefficients of this operator remain bounded in the interior of our domains. Using Lemma 3.1 we can verify that g is a supersolution for this operator:
(Lg)(y, t) = 2 t ω(y, t)(Lω)(y, t) −
Thus by the maximum principle
for all times t ∈ [0, T ]. To exclude boundary maxima we apply a similar argument as in Lemma 3.1, by calculating the sign of the derivative of g in the direction normal to the Neumann boundary. Let us first compute the derivative:
Now using (6)
Our argument must now differ for each of the cases (a) and (b). We begin with (a). In the case of the Neumann problem (1), the domain is given by D(t) = (0, r(t)) with boundary ∂D N (t) = r(t). The 0 point on the rotation axis is here regarded as a boundary point also. For a radially symmetric graph we have dω dy y=0 = 0 by smoothness and symmetry as explained before. The normal to the Neumann boundary ∂D N (t) is ν D N (t) = y |y| = 1. In this case we can not exclude the appearance of a maximum for g on the Neumann boundary by contradicting condition (3) with the Hopf Lemma. Instead we proceed in a manner somewhat analagous to the proof of Theorem 1.2 above.
First we shall dismiss the appearance of maxima at the point y = 0 using a Hopf Lemma argument. From the boundary condition at the rotation axis we have dg dy y=0 = 2t ω dω dy y=0 + y sup
Then the height of the g function satisfies
g(y, t) ≤ max sup
for all times t ∈ [0, T ]. Recall that we do not have a Dirichlet boundary term in the case of the problem (1). From Lemma 3.1 we obtain that the height of the function g is bounded for all times t < ∞.
Replacing the definitions we can further compute
Thus
for some positive constantC < ∞. Here we have used the fact that r(t) and y ∈ [0, r(t)] are bounded by positive constants and also the positivity of the terms found in the maximum. The above bound on r(t) comes from the height bound result of Lemma 3.1 which gives us that r(t) ∈ Dom(C) where Dom(C) was taken to be a bounded domain. Therefore
From Theorem 1.1 we have that there exists a smooth solution ω ∞ for the problem (1) for all times. This solution might not be unique as previous results in mean curvature flow with boundaries suggest [10] . Keeping this in mind when we denote by ω ∞ and r(∞) the limiting solution and the Neuman boundary point for this limiting solution respectively we think of a subsequence of times
For the ease of exposition we abuse notation and consider that r(t) → r(∞) as t → ∞. Depending on the value that the limiting solution has on the Neumann boundary we distinguish the following cases. If we ω ∞ (r(∞)) = 0 this implies that the solution was not vanishing on the boundary for some time before, that is being either strictly negative or strictly positive. So there exists t * ≥ 0 such that ω(·, t) = 0 for all t ≥ t * . Thus, since for all times the evolving graphs have bounded height, see Lemma 3.1, there exists a time T * ≥ t * such that sup s∈[0,t] sω 2 (r(s), s) = tω 2 (r(t), t) for all t ≥ T * . In (13) we have
Take t → ∞ to obtain
This give us a maximum of the height of the solution on the Neumann boundary at time T = ∞. The height bound Lemma 3.1 tell us that we can not have a height maximum on the Neumann boundary unless the solution is a constant function. The second case treats the situation when ω ∞ (r(∞)) = 0. The above argument does not apply anymore since the supremum of the Neumann boundary values could have been obtained at a previous time. Our evolving graphs are defined on bounded domains, that is Dom(C) is taken to be bounded in Theorem 1.1 and thus generating rotationally symmetric surfaces evolving by mean curvature flow with Neumann boundary conditions. Following an idea of Huisken [10] one can show that, due to the long time existence of the solutions we have that the limiting surface or surfaces are minimal (as obtained in the long time existence theorems). That is mean curvature is vanishing on every point of the surface obtained at final time H| t=∞ =: H ∞ ≡ 0. Once again we mention that if the solution is not unique we restrict our work to the time subsequences in question. Let us denote by u(x) = ω ∞ (y) the general graph over D ∞ = {x ∈ R n : y = |x| ∈ Dom(ω ∞ )} generated by ω ∞ . Its mean curvature can be easily define to be
. We can then compute
where we have used ω ∞ (r(∞)) = 0 for the Neumann boundary (i.e. u(x) = 0 for all x ∈ ∂D ∞ ) and also the smoothness of the solution at the rotation axis, dω∞ dy (0) = 0 to make the boundary term vanish. This implies that Du ≡ 0 and thus dω∞ dy ≡ 0 and proves that the solution has to be a constant function. The vanishing value on the Neumann boundary also tells us that in this case we not only have a constant function but the function is completely vanishing.
We now turn our attention to case (b). For the problem (2) we have two boundary conditions, a Neumann and a Dirichlet. The domain is given by D(t) = (r(t), R) with the boundaries being ∂D D = R and ∂D N (t) = r(t). Here the situation is easier than in the previous case since on the Neumann boundary we can prove directly that we do not have any maximum of the function g. This comes from (11) together with the fact that the outer normal to the Neumann boundary is ν ∂D N (t) = − y |y| = −1:
where the last inequality is implied by condition (4). The Hopf Lemma tells us then that there does not exist any maximuma of g on the Neumann boundary. The previous application of the maximum principle in (9) gives us that here the height of g is bounded by the maximum between initial values and values on the Dirichlet boundary. This implies
Taking t → ∞ in the last line gives us that ω 2 (y, t) ≤ 0 as t → ∞. This implies ω converges to the zero function defined over an annulus. This is of course the annulus itself and ends the second part of our proof.
Remark (C ∞ convergence). The convergence in the above theorem is only in the C 0 topology, since we have only explicitly shown that the height converges to a constant as t → ∞. To obtain convergence in the C ∞ topology, where all derivatives must also converge, one must apply interior estimates (such as can be found in [5, 7] ) after one has already established long time existence.
Curvature singularity on the boundary
The results of this section only apply to problem (2) . We use a self-similar solution of mean curvature flow to show that for some specific class of initial data the graphs evolve towards the rotation axis y = 0 where the surface Σ is horizontal, developing a curvature singularity by being pinched. We give the proof of Theorem 1.4 and in the next subsection we present sufficient conditions for the initial graph to ultimately display such behaviour at the final time.
The singularity theorem
In Theorem 1.1 we gave sufficient conditions for which the height of the graphs for both of our problems (1) and (2) remains bounded by the initial values. The initial conditions also include a relation which states that between the maximum and minimum of the initial height there is no point on which the surface Σ becomes horizontal. These two conditions are enough to prevent the graphs ω from developing an infinite gradient on the Neumann boundary.
When the surface Σ has a point in which it is horizontal in the above mentioned region, that is there exists a point between the maximum and minimum of the height of the initial graph such that dω Σ dy = 0 (or | ν Σ , e n+1 | = 1), then there is essentially no obstruction to the evolving graphs moving towards those points. When one of these points lie upon the axis of rotation for Σ, a curvature singularity can also develop. This is the case which interests us in this section.
In the following, as required by the hypothesis of the theorem we consider rotationally symmetric surfaces Σ which are diffeomorphic to spheres with rotation axis y = 0.
Proof of Theorem 1.4. We apply the comparison principle to obtain that the moving graphs and the enclosed self-similar torus never touch.
Note that our previous results imply that the solution ω continues to exist until the appearance of the first gradient singularity on the boundary. Due to the rotational symmetry and the maximum principle, this is only possible on the Neumann boundary. This ensures that the solution exists at least for as long as the torus beneath (or above) it.
Denote by X t an Angenent torus, that is a self-similar shrinking solution of mean curvature flow. Let M t ⊂ R n+1 be the hypersurface evolving by mean curvature flow generated by radially symmetric graphs, that is M t = (x, ω(|x|, t)). From the hypothesis of the theorem we have that at initial time the torus and the evolving hypersurfaces are disjoint M 0 ∪ X 0 = ∅ and also we have that the boundary of M 0 is outside the set S = {(x 1 , . . . , x n+1 ) : |ω Σ (0)| < |x n+1 | < |ω 0 (y)|} which contains the initial torus.
The boundary point value is |ω(r(t), t)| < |ω Σ (0)| for any r(t) = 0 and this shows us that the boundary of M t is outside the S set for all times. The torus evolves self-similarly so if it is initially contained in the set S it will remain in the set for all times of existence. Thus the torus will never reach the boundary of the evolving graphs, implying that a compact version of the comparison principle is enough for our argument. Using the comparison principle developed by Huisken [9] for mean curvature flow solutions we prove that our moving graphs and the evolving tori remain disjoint for all time, M t ∪ X t = ∅ for all times t ≥ 0. By our choice of a self-similar shrinking torus we have that it exists for a finite quantum of time T until it becomes a point, forcing the solution to pinch at the point y = 0 as t → T .
To prove the rate of convergence we denote by F the one-parameter family of smooth embeddings for the hypersurfaces M t . That is F (x, t) = (x, ω(|x|, t)).
The principle curvatures can be computed as
, for all i = 1 . . . n and where we recall the notation y = |x|. We can compute the second fundamental form squared as the sum of the square of the principle curvatures as follow
Due to the quasilinear uniformly parabolic nature of our evolution equation in the case of uniform gradient bounds, we can also bound the second derivatives in terms of the gradient and the height. To show that one can assume the contrary on any finite time interval. The uniform gradient bound and parabolic theory will imply C 2+α bounds, for some α ∈ (0, 1) and contradict the assumption. From Lemma 3.1 we have that the height is bounded by initial values and thus there exists a positive constant C 1 < ∞ such that
First we use the comparison principle to show that the radius of rotation shrinks no faster than the radius of a shrinking sphere. This time we place a sphere centered on the rotation axis above the maximum height of Σ, or below the minimum height if we find ourselves on the negative side of the graphs ω Σ . Taking the initial sphere to be disjoint from the evolving graphs and just like the torus, above the boundary point, one obtains that they remain disjoint for all times of existence. Therefore the rotation radius is shrinking at most as fast as the radius of the sphere. Now since a sphere evolving by mean curvature flow develops a Type I curvature singularity when it finally contracts at the center point on the rotation axis y = 0 (in fact we could place any strictly convex surface there, as one can infer from [9] , or even any strictly convex surface meeting Σ perpendicularly, as one can infer from [13] ) and since we have that the second fundamental form of the sphere is inverse proportional to the radius squared of sphere we have that there exists a positive constant
Also using the Neumann boundary condition (6) we obtain that at the boundary singularity point the second fundamental form satisfies
for some positive constant C = C(C 1 , C 2 ) < ∞.
Remark (Example of rate of convergence). If our hypersurface of contact Σ is the unit sphere centred at the origin we can approximate the rate of convergence for the singularity as
In the last inequality we have, just like in the proof above, used the comparison principle with a shrinking sphere evolving by mean curvature flow. This gives us the following rate of convergence.
for some positive constant C < ∞.
Remark (Type I singularity). If in the hypothesis of the theorem we replace the condition dω Σ dy (0) = 0 with | lim y→0 dω Σ dy (y)| ≥ C for some positive constant 0 < C < ∞ then the evolving ω graphs develop a Type I singularity on the rotation axis. The condition for the Σ graphs implies that the Σ hypersurface is not smooth. As an example we can consider Σ to be a cone.
Sufficient conditions on initial graphs
In the previous proof we have made use of the existence of a self-similar solution of mean curvature flow. In the following we want to use the previous work done by Angenent to provide the reader with exact sufficient conditions imposed on our rotationally n-dimensional graphs such that Theorem 1.4 can be applied. The following result due to Angenent proves the existence of such a selfsimilar torus. [2] .
Theorem 5.1 (Angenent [2] , 1989). For n ≥ 2 there exist embeddings X n : This theorem states the existence of a self-similar torus. The solution for the compact mean curvature flow given by the embedding in the theorem above states that the torus shrinks to the origin by dilatations, and it will become singular at time T = 1.
There are three quantities which characterise a torus, and Angenent finds conditions on these to ensure the torus is self similar. We consider the torus as a hypersurface of revolution. The width of the torus is the maximal distance from the rotation axis taken pointwise, and the radius of the hole is the minimum of all distances of points from the curve to the axis of rotation. The third quantity is the 'fatness' of the torus or the maximum height that the plane curve takes as a graph. Let us denote the three quantities by r 1 for the radius of the hole, r 2 for the width of the torus, and h for the maximum height. In case we are looking at a perfect torus, obtained by the rotation of a circle, the three quantities are: r 1 is the difference between the radius of the rotation and the radius of the rotated circle, r 2 is the sum of r 1 and the diameter of the rotated circle and h is just the radius of the circle which is being rotated. Following the work of Angenent [2] one finds, quite surprisingly, that the selfsimilar torus is not a 'perfect torus', obtained by the rotation of a circle. It is in fact somewhat egg-shaped, so working directly with the self-similar torus is not easy. This is why we make use of a little trick.
Since we are working with a general graph we want to give the most general condition on the three quantities for which the existence of a self-similar torus is assured. The most direct method is to fit a big "box" in the region where we wish to place the curve generating the self-similar torus, which then is contained in the "box". From discussions found in [2] we obtain relations between the three quantities, for which the torus is a self-similar shrinking solution. , where C does not depend on r *
.
For n = 2 one can also estimate numerically [2, 4] the approximate values of these three quantities for the self-similar torus.
Remark (Angenent [2] , 1989, Chopp [4] , 1994, Approximate values for the self-similar torus for n = 2). For the above existence result in the case n = 2 we have the following approximate values Of course one may always find a "smaller" torus which also shrinks selfsimilarly. Thus we must be very careful in the scaling behaviour of these three quantities. In the following we look at the conditions that a scaled version of the self-similar torus must satisfy. Assuming we start with another value for the width of the torus, which we denote as before with r 2 , we need to introduce a scaling factor:
The conditions imposed on the three quantities are scaled appropriately as: (a) r 1 ≥ λ 2 1 r2 , (b) h ≤ λ 2 C r2 . As announced in the lemma above, note that the constant C does not depend on the scaling.
Next we wish to give sufficient conditions for the self-similar torus of Theorem 1.4 to exist. We work assuming that the initial graph is positive. Proof. The two conditions found in the hypothesis are sufficient to enable us to construct a "box" high enough and wide enough such that we are able to fit the curve which generates the self-similar torus in the region bounded by the constant height z = ω Σ (0) and the initial graph ω 0 . The box permits our curve to satisfy the above scaled conditions (a) and (b).
Applications
We wish to mention here two examples for problems (1) and (2) . The first is the motion by mean curvature flow of radially symmetric graphs inside the catenoid neck, and the second the motion by mean curvature flow of radially symmetric graphs outside the unit sphere combined with a fixed zero Dirichlet boundary height at a fixed radius outside the sphere. In the first problem our results imply that the mean curvature flow solution exists for all times and converges to the flat disc inside the catenoid neck. For the second we have shown that the problem (2) has a long time solution if we start with an initial graph below the height of the sphere, and converges as t → ∞ to the annulus around the sphere. In the case where we do not have such an initial bound on the height and instead satisfy the conditions of Theorem 1.4, the graphs move towards the North Pole of the sphere (or the South Pole in case we find ourselves with a negative graph). The graph develops a curvature singularity at either of these poles in finite time.
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