The primary goal of bioinformatics is to link and convert this complex data into useful information and knowledge. The convergence of biotech and infotech has become inevitable. The total market for bioinformatics is estimated to be US$837.7 million in 2002 growing at a compound annual growth rate (CAGR) of 8.64 percent. Gusfield (1997) provides an interesting discussion of it. Kececioglu et al. (1997) describe an elegant approach based on aligning sequences in groups of three. In this present paper, two recent approaches developed by the authors are described and compared. The first approach (Keith et al. 2002) uses a simulated annealing algorithm to search for a sequence known as a Steiner string. The second approach (Keith et al. 2003 (-,x) and the probability of not inserting any character be r (-,-). Note that r (-,-) (-,x) and r (-,-). Characters are inserted in this manner until a decision is made not to insert a character.
Conclusion

By far the most common approach to this problem, used in all major sequencing projects, is to form a multiple sequence alignment of the erroneous reads and to determine a (possibly weighted) consensus character for each column of the alignment. This approach is attributable to no single author or group, but
provides an interesting discussion of it. Kececioglu et al. (1997) describe an elegant approach based on aligning sequences in groups of three. In this present paper, two recent approaches developed by the authors are described and compared. The first approach (Keith et al. 2002) uses a simulated annealing algorithm to search for a sequence known as a Steiner string. The second approach (Keith et al. 2003 Gusfield (1997) 
A sequence s* is a Steiner string for S if E(s*) £ E(s) for all s ˛ W. These definitions resemble those given by
. In this paper, the metric D is the edit distance, defined as the minimum number of insertions, deletions and substitutions required to transform the first sequence into the second, or vice versa. A Steiner string is, in some sense, the centre of the set S, in that it minimises the sum of distances to the elements of S. It should not, however, be confused with the center string of S, which is the element of S that minimizes the sum of distances to the other elements of S.
We use a simulated annealing algorithm to search for a Steiner string for the input sequences. A detailed description of the search technique is given by Keith et al. (2002) (-,x) and the probability of not inserting any character be r (-,-) . Note that r (-,-) (-,x) and r (-,-) . Characters are inserted in this manner until a decision is made not to insert a character.
Next, choose whether to substitute the current character with a different character, delete the current character, or leave the current character unaltered. Let the value of the current character be x ˛ S and let the probability of substituting this character with character y ˛ S/{x} be r (x,y) . Let the probability of deleting character x be r (x,-) and let the probability of leaving the character unaltered be r (x,x) . Note that r(x,-) 
Here m is the length of sequence X, len(M) 
, where L(X) is the length of X and f is a prior probability distribution with regard to the length of the original sequence. We further assume that all sequence lengths are equally likely prior to observing the reads, and hence that f is uniform.
We use a simulated annealing algorithm to search for a sequence X* that is maximal with respect to the posterior probability p (X | Y 1 , Y 2 , …, Y q In Fig. 1 Thompson, J.D., Higgins, D.G. and Gibson, T.J. (1994) 
Managing Editors Aims & Scope
The Journal of Bioinformatics and Computational Biology aims to publish high quality, original research articles, expository tutorial papers and review papers as well as short, critical comments on technical issues associated with the analysis of cellular information and the use of such information in biomedicine.
The research papers will be technical presentations of new assertions, discoveries and tools, intended for a narrower specialist community. The tutorials, reviews and critical commentary will be targeted at a broader readership of biologists who are interested in using computers but are not knowledgeable about scientific computing, and equally, computer scientists who have an interest in biology but are not familiar with current thrusts nor the language of biology. Such carefully chosen tutorials and articles should greatly accelerate the rate of entry of these new creative scientists into the field.
Introduction
The 
Methods
We have already briefly described some of the ideas behind these algorithms with respect to the computation of atom-by-atom charge and amino acid-based hydrophobicity in recent work (Nicolau and Nicolau 2002) . In this section, we present general algorithms for the computation of arbitrary surface properties of molecules and biomolecules. These form the computational basis for our program.
Overview of Connolly's algorithm
Connolly's algorithm has been described in great detail elsewhere, for example in Connolly (1983) 
Computing atom-based surface properties
Here we concern ourselves with computing an arbitrary surface property Gavezotti (1983) .
The resulting approximation can be stated as Fig. 3 . 
Computing amino acid-based surface proporties
Description of program
We have given our program the acronym PSPC (Protein Surface Properties Calculator), although of course its use is not restricted to proteins or even to biological molecules. It was written in Visual Fortran and runs under Windows™ environments.
We briefly describe the main features of the program in terms of input and output characteristics and a few remarks on running time and space requirements. A screenshot of the program window is shown in
Description of input
Probe Radius
This is the radius, in Angstroms, of the sphere used to probe the molecular surface. This parameter must be entered in the Probe Radius input text box at the top of the window. Note that a sphere representing a water molecule has a radius of about 1.4 Å, and this value is usually used to compute the solvent-accessible surface of molecules in aqueous solution.
Selecting Mode/Input files
Description of Output
Output Data Files
The primary output is a text file, containing the numerical results of the run, including both atom-based and amino acid-based property results, together with some information about the input file. If the program is running in Batch Mode
, then more than one primary output file will be generated. 
Generating Graphics
This data was compiled into a small database (the Biomolecular Descriptors Database). We used this, together with our Biomolecular Adsorption Database (B.A.D.) -which contains experimental data describing protein adsorption to solid surfaces from solution, to build semi-empirical models of protein adsorption from solution (Nicolau and Nicolau 2002). This database is available at www.bionanoeng.com/bad.
We note in closing that although the intended application areas for this software are bioinformatics and molecular biology, in principle these algorithms can be applied to any structures which can be represented in the same way as molecules are in the basic PDB format -as a set of spheres in three dimensions, the coordinates of whose centers and whose radii are given. Discussion of this possibility is beyond the scope of the present work.
The program we present here is dedicated entirely to the analysis of molecular surfaces, to aid the user in interpreting the data. 
Conclusion
Introduction
Proteins are large biological molecules with complex structures and constitute to the bulk of living organisms: enzymes, hormones and structural material. The function of a protein molecule in a given environment is determined by its 3D (Clote 2000 (Garnier, Osguthorpe, & Robson 1978; Gibrat, Garnier, & Robson 1987; Garnier, Gibrat, & Robson 1996) . Neural network approaches use residues in a local neighborhood or window to predict the secondary structure at a particular location of an amino acid sequence (Rost & Sander 1993 , Jones 1999 . The nearest neighbor method often uses the k-nearest neighbor techniques (Salamov & Solovyev 1995; Salamov & Solovyev 1997) .
SVMs have been earlier applied to protein secondary structure prediction (Hua & Sun 2001) . One of the drawbacks in this approach is that the method does not capture the global information of the amino acid sequence due to the limited size of the local neighborhood. Bayesian approach provides a framework to take into account non-local interactions among amino acid residues (Schmidler, Liu, & Brutlag 2000) . GOR techniques maximize the mutual information between amino acid sequences and the corresponding secondary structure sequences (Garnier et al. 1978 , Gibrat et al. 1987 , Garnier et al. 1996 . Most existing secondary structure methods, such as SVM, GOR, and Bayesian techniques are single-stage approaches, except the PHD method (Rost et al. 1993) Fig. 1 (Cristianini 2000 , Vapnik 1995 , Vapnik 1998 . A typical SVM model used for protein secondary structure prediction is illustrated in Fig. 1 (Vapnik 1998 
The SVM approach suffers from the drawback that the interactions between distant amino acids in the sequence and the dependencies of sliding the neighborhood window are not taken care of. Fig. 2 (Rost et al. 1993 ). 
PHD Method
General Framework for Two-Stage Approach
to make the separating hyperplane in the transformed space, say F, linearly separate the training set 
The following bound Vapnik 1998) holds with probability 1-h where Despite the existence of many approaches, the current success rates of existing approaches are insufficient;
further improvement of the accuracy is necessary. 
Experiments and Results
The set 126 nonhomologous globular protein chains used in the experiment of Rost and Sandar (Rost et al. 1993) (Schmidler, Sung, Burges, Girosi, Niyogi, Poggio, & Vapnik 1997) . The SVMs were implemented using sequential minimization algorithm (Platt 1999) which is simple to implement without needing storage for matrices or to invoke an iterative numerical routine for each sub-problem.
We have used several measures to evaluate the prediction accuracy. The Q 3 accuracy indicates the percentage of correctly predicted residues of three states of secondary structure (Cuff, & Barton 1999 ). Matthew's correlation coefficients (r H , r E , r C ) provide the success of predicting residues for each type of secondary structure (Matthews 1975) . Segment overlap measure (SOV) gives accuracy by counting predicted and observed segments, and measuring their overlap (Cuff et al. 1999) . The experiment was also run on the SVMs and GOR IV method alone. Table 1 shows the performance of the different secondary structure predictors and the best results reported by Rost and Sander with PHD method (Rost et al. 1993) 
