nonlinear exponential trend model is linearized into the linear model, then linearized model parameters are regarded as the state vector containing the dynamic noise to erect Kalman filter model based on exponential trend model to predict the deformation of the rock landslide. Deformation observation values of the landslide are regarded as a time series to erect AR(1) model, then model parameters of AR(1) model are regarded as the state vector containing the dynamic noise to erect Kalman filter model based on AR(1) model to predict the deformation of the rock landslide. The deformation of the landslide is regarded as the function of the time, then taylor series is used to determine the functional relationship between the deformation of the landslide and the time, and Taylor series is spread to erect Kalman filter model based on Taylor series to predict the deformation of the earthy landslide. The deformation of landslides relates to many factors, the rainfall and the temperature influence the deformation of landslides specially, thus Kalman filter model based on multiple factors is erect to predict the deformation of the earthy landslide on the basis of Taylor series. Numerical examples show that the fitting errors and the forecast errors of the four Kalman filter models are little.
The landslide is a common natural disaster, and the disaster caused by the landslide not only harms the production and the life of people, but also greatly destroys the natural resource and the natural environment [1] [2] [3] . In order to provide the early warning of the landslide geohazard, it is important to monitor landslides and erect landslide deformation forecast models 4, 5 .
Landslide deformation prediction models include mainly grey model [6] [7] [8] [9] [10] [11] [12] , time series model [13] [14] [15] [16] [17] [18] [19] [20] [21] , neural network model [22] [23] [24] [25] [26] [27] [28] [29] and wavelet transform model [30] [31] [32] [33] .
Grey model weakens the randomness of original data by accumulating original data, and can convert complex raw data into time series consistent with the objective law. Grey model has the advantages that the calculation is simple and the forecast accuracy is high in the short time, but grey model is suitable for the situation that original data show the exponential growth 34 . Time seris model is a parametric time domain analysis model. Time series model establishes the corresponding mathematical model for all kinds of dynamic data, and analyses the mathematical model in order to predict the variation tendencey of data, but time series model is suitable for stationary data 35 . Neural network model has featuers of the parallel computation, distributed information storage, adaptive learning. Neural network model has some advantages in the simulation about nonlinear problems 34 , but neural network model presents some local minimum points, and its velocity of the convergence is slow 36 . Wavelet transform model can provide the local characterization of the signal in the time and frequency domain. Wavelet transform model is suitable for processing the non-stationary signal, but wavelet transform model involve the choice of the threshold value, and the choice of the threshold value is very difficult 37 .
The filter means that the best estimator is obtained by means of processing observation data containing errors. In order to obtain some unknown parameters, some observations must be gathered. The observation value is the function of some parameters, and the observation value contains some errors. Our aim is to obtain the estimated value of the unknown parameter by means of the observation value containing errors. Kalman filter equations are obtained by means of the maximum posterior estimation or the minimum variance estimation, and it uses the previous eatimated value or the recent observation value to estimate the current value. Klman filter uses the state to describe the physical system, and uses the state transition to reflect the inherent law of the system change 38 . Kalman filter is a recursive filtering method. Kalman filter estimates the new state estimator on the basis of the state estimator and the observation value at the current time, and can process massive repeated observation data Methods Kalman filter model. The state equation and the observation equation of Kalman filter model are [44] [45] [46] [47] :
where X k = the state vector at the time t k L k = the observation vector at the time t k Φ k+1, k = the state transfer matrix at the time t k to t k+1 B k+1 = the observation matrix at the time t k+1 Ω k = the dynamic noise at the time t k Δ k = the observation noise at the time t k The random model of Kalman filter model are [44] [45] [46] [47] : 
where E(Ω k ) = the mathematical expectation of Ω k E(Δ k ) = the mathematical expectation of Δ k cov(Ω k , Ω j ) = the covariance of Ω k and Ω j D Ω (k) = the variance of Ω k cov(Δ k , Δ j ) = the covariance of Δ k and Δ j D Δ (k) = the variance of Δ k cov(Ω k , Δ j ) = the covariance of Ω k and Δ j E(X 0 ) = the mathematical expectation of X 0 var(X 0 ) = the variance of X 0 cov(X 0 , Ω k ) = the covariance of X 0 and Ω k cov(X 0 , Δ k ) = the covariance of X 0 and Δ k On the basis of the state equation and the observation equation and the random model, the solution of Kalman filter equations are obtained 44-47 :
where I is a unit matrix, and
Kalman filter model based on exponential trend model. Wang Denoting ′ = ′ = y y a a ln , l n Equation (9) can be rewritten as follows:
On the basis of deformation observation data, a′ and b can be obtained by means of least square method, then a can be obtained by means of a′.
In order to improve the fitting precision of exponential trend model, we can regard a′ and b of Eq. (10) as the state vector containing the dynamic noise to erect Kalman filter model, and then we can obtain following equation: 
Equation (11) can be expressed as follows:
For the next time t k+1 , Eq. (12) can be written as follows:
In order to make Kalman filter, X k is regarded as the state vector containing the dynamic noise, thus the following equation is obtained:
Equation (14) can be written as follows: Kalman filter model based on AR(1) model. The deformation value of the landslide at the time t k can be regarded as a time series 49 {y k }, thus AR(n) model of the time series is:
In Eq. (16) let k = n + 1, n + 2, …, N, we have: In Eq. (17) let n = 1, we have AR(1) model: Denoting
Equation (16) can be rewritten as follows:
To stationary random sequence AR(1), we have:
Equation (20) can be written as follows:
Obviously X k and Ω k are the one-dimensional vector to AR(1) model. On the basis of the state Eq. (21) and the observation Eq. (19) , by means of Kalman filter equation, Kalman filter can be performed.
Kalman filter model based on the time factor and Taylor series. The deformation of the landslide
can be regarded as the function of the time, because the time interval of the deformation observation to the landslide is very short, and the variation of the deformation value is very small, thus the deformation value of the landslide x(t k+1 ) at the time t k+1 can be spread at the time t k by means of Taylor series:
Equation (22) can be rewritten as follows:
where v k = the deformation velocity at the time t k a k = the deformation acceleration at the time t k s k = the influence of the third power of the time variation to the deformation g k = the remainder term of Taylor series Because g k is very small, it can be regarded as the dynamic noise whose mathematical expectation is 0. Let
where c k = the small perturbation r k = the small perturbation p k = the small perturbation They can be regarded as the dynamic noises whose mathematical expectation are 0. Equations (23) to (26) can be written in the matrix form as: 
Equation (27) can be written as follows:
Equation (28) is the state equation of Kalman filter model. To the deformation observation, the following Equation is obtained:
Equation (29) can be be rewritten as follows: 
Kalman filter model based on multiple factors and Taylor series. The deformation of landslides
relates to many factors, the rainfall and temperature influence the deformation of landslides specially. The rainfall causes the runoff of the slope, and the rainwater infiltrates into the landslide mass to increases the weight of the landslide mass, thus the sliding power of the landside mass is augmented. The change of the temperature causes the constriction or the dilation of the crack of the landslide and influences the stability of the landslide. Thus the deformation of the landslide can be regarded as the function of the time and the rainfall of every month and the temperature, i.e.
x where t = the observation time j = the rainfall of every month at t w = the temperature at t F x = the deformation of the landslide Because the time interval of the deformation observation to the landslide is very short, and the variation of the deformation value is very small, thus the deformation value x(t k+1 , j k+1 , w k+1 ) at t k+1 can be expanded by means of Taylor series, i.e. where g k = the remainder term of Taylor series Because g k is very small, it can be regarded as the dynamic noise whose mathematical expectation is 0, Let where d k = the very small perturbation r k = the very small perturbation p k = the very small perturbation e k = the very small perturbation h k = the very small perturbation z k = the very small perturbation They can be regarded as the dynamic noises whose mathematical expectation are 0. Equations (33) to (39) can be written in the matrix form as: Denoting Equation (42) can be rewritten as follows: 
Results and Discussion
The example of the calculation about Kalman filter model based on exponential trend model. We choose horizontal displacement observation data of the monitoring point F A in a rock landslide to perform some calculations, initial values are set as follows: Table 1 . Table 1 shows that residuals of exponential trend model are greater than 1 mm, the maximum residual is 13.32 mm, and the minimum residual is 1.93 mm. Residuals of Kalman filter model are less, two residuals are greater than 1 mm, and other residuals are less than 1 mm.
Exponential trend model predicts that the horizontal displacement value of the monitoring point F A in December 2017 is 74.01 mm, the horizontal displacement observation value of the monitoring point F A in December 2017 was 52.50 mm, the forecast error is 21.51 mm. Kalman filter model predicts that the horizontal displacement value of the monitoring point F A in December 2017 is 53.27 mm, the forecast error is 0.77 mm. Computed results show that Kalman filter model based on exponential trend model is better than exponential trend model in the fitting precision and the prediction precision.
Parameters of exponential trend model are fixed values, thus the ability that the model adapts to the observation data is weaked, and the fitting precision and the prediction precision of the model are reduced.
Kalman filter model based on exponential trend model regard parameters of exponential trend model as the state vector containing the dynamic noise to carry out Kalman filter. In the process of Kalman filter, parameters of the model constantly change, thus the ability that the model adapts to the observation data is enhanced, and the fitting precision and forecast precision of the model are improved.
The example of the calculation about Kalman filter model based on AR(1) model. We choose vertical displacement observation data of the monitoring point P 10 in a rock landslide to perform some calculations, and initial values are set as follows: Table 2 . Table 2 shows that residuals of AR(1) model are greater, the maximum residual is −1.19 mm, the minimum residual is −0.05 mm. Residuals of Kalman filter model are less, the maximum residual is −0.11 mm, the minimum residual is 0.00 mm.
AR(1) model predicts that the vertical displacement value of the monitoring point P 10 in December 2017 is 50.71 mm, the vertical displacement observation value of the monitoring point P 10 in December 2017 was 50.9 mm, the forecast error is 0.19 mm. Kalman filter model predicts that the vertical displacement value of the Table 3 . Table 3 shows that residuals obtained by Kalman filter method are less, the maximum residual is 1.3 mm, the minimum residual is −0.2 mm, two residuals are greater than 1 mm, other residuals are less than 1 mm. Some residuals are negative, and others are positive. It shows that residuals are random and fitting errors are less.
Kalman filter model predicts that the horizontal displacement value of the monitoring point G 8 on December 8, 2017 is 648.9 mm, the horizontal displacement observation value of the monitoring point G 8 on December 8, 2017 is 650.6 mm, the forecast error is 1.7 mm, thus the forecast error is very small.
Because the state vector X k of Kalman filter model based on the time factor and Taylor series constantly change in the process of Kalman filter, the ability that the model adapts to the observation data is enhanced, and the fitting precision and forecast precision of the model are improved.
The example of the calculation about Kalman filter model based on multiple factors and Taylor series.
A landslide is a earthy, some cracks pass through the landslide, the rainfall and the temperature cause the deformation of the landslide. We use the horizontal displacement observation data of the monitoring point H 4 at the landslide to perform some calculations, initial values are set as follows: Table 4 . Table 4 shows that when rainfall and temperature increase, the deformation of the monitoring point H 4 increases, thus the deformatin of the landslide relates to the rainfall and the temperature. Residuals of quadratic polynomial regression model are greater than 3 mm, the maximum residual is −50.38 mm, the minimum residual is −3.14 mm, fitting errors of quadratic polynomial regression model are great, while residuals of Kalman filter model based on multiple factors are less than 1 mm, and the maximum residual is 0.99 mm, the minimum residual is −0.02 mm, the fitting effect of Kalman filter model based on multiple factors is good. 
