Abstract. In the Fixed Cost k-Flow problem, we are given a graph G = (V, E) with edge-capacities {ue | e ∈ E} and edge-costs {ce | e ∈ E}, source-sink pair s, t ∈ V , and an integer k. The goal is to find a minimum cost subgraph H of G such that the minimum capacity of an st-cut in H is at least k. We show that Group Steiner is a special case of Fixed Cost k-Flow, thus obtaining the first polylogarithmic lower bound for the problem; this also implies the first non constant lower bounds for the Capacitated Steiner Network and Capacitated Multicommodity Flow problems. We then consider two special cases of Fixed Cost k-Flow. In the Bipartite Fixed-Cost k-Flow problem, we are given a bipartite graph G = (A ∪ B, E) and an integer k > 0. The goal is to find a node subset S ⊆ A ∪ B of minimum size |S| such G has k pairwise edge-disjoint paths between S ∩ A and S ∩ B. We give an O( √ k log k) approximation for this problem. We also show that we can compute a solution of optimum size with Ω(k/polylog(n)) paths, where n = |A| + |B|. In the Generalized-P2P problem we are given an undirected graph G = (V, E) with edge-costs and integer charges {bv : v ∈ V }. The goal is to find a minimum-cost spanning subgraph H of G such that every connected component of H has non-negative charge. This problem originated in a practical project for shift design [11] . Besides that, it generalizes many problems such as Steiner Forest, k-Steiner Tree, and Point to Point Connection. We give a logarithmic approximation algorithm for this problem. Finally, we consider a related problem called Connected Rent or Buy Multicommodity Flow and give a log 3+ n approximation scheme for it using Group Steiner techniques.
Introduction

Problems considered
Graphs in this paper are undirected, unless stated otherwise. For a graph H with edge capacities u e (a default capacity of an edge is 1) let λ H (A, B) denote the max-flow/min-cut value between A and B in H. We study variants of the following network design problems from [8] .
Fixed Cost k-Flow
Instance: A graph G = (V, E) with edge-capacities {u e | e ∈ E} and edgecosts {c e | e ∈ E}, source-sink pair s, t ∈ V , and an integer k. Objective: Find a minimum cost subgraph H of G such that λ H (s, t) ≥ k.
We study a particular case of Fixed Cost k-Flow on a bipartite graph G = (A ∪ B, E), where all edges between s and A and between t and B exist and have infinite capacity and cost 1, and all the other edges have cost 0 and arbitrary capacity. A slightly simpler version was suggested to us by Deeparnab Chakrabarty in a personal communication. Our version can be casted as follows.
Bipartite Fixed-Cost k-Flow
Instance: A bipartite graph G = (A ∪ B, E) with integral edge-capacities {u e : e ∈ E}, and an integer k > 0. Objective: Find a minimum size set S ⊆ A∪B such that λ G (S ∩A, S ∩B) ≥ k.
The following special case of Fixed Cost k-Flow was shown in [8] to include several well studied problems, such as Steiner Forest, k-Steiner Tree, and Point to Point Connection.
Generalized Point to Point Connection (Generalized-P2P) Instance: An undirected graph G = (V, E) with edge-costs {c e | e ∈ E}, a subpartition V + , V − of V , and integer charges {b v > 0 : v ∈ V + } and {b v < 0 : v ∈ V − }. Objective: Find a minimum-cost spanning subgraph H of G such that b(H ) := v∈H b v ≥ 0 holds for every connected component H of H.
To see that this problem is a special case of Fixed Cost k-Flow note that it is equivalent to the following problem. We are given a graph G = (V, E), and disjoint sets S ⊆ V of sources and T ⊆ V of sinks. Every source or sink v ∈ S ∪ T is associated with a number b v and such that t∈T b t ≥ s∈S b s . The goal is to send b s flow units from every s ∈ S to the sinks, such that every sink t will receive at most b t flow units. The main point is that all the graph edges have infinite capacity. Thus the entire graph is (a possibly expensive) feasible solution. Because the edges have infinite capacity, a solution H is feasible if and only if t∈C∩T b t ≥ s∈C∩S b s for every connected component C of H. This is the same as the Point to Point Connection problem.
Fixed Cost k-Flow is a particular case of the following two problems. In these problems we are given a graph G = (V, E) with edge-capacities {u e | e ∈ E} and edge-costs {c e | e ∈ E}, and requirements {r ij | i, j ∈ V }. The goal is to find a minimum cost subgraph H of G such that for every i, j ∈ V , r ij units of ij-flow can be sent in H. In Capacitated Multicommodity Flow the flows should be sent simultaneously for all commodities, while in Capacitated Steiner Network they are sent separately. In the case of one source and one sink both problems reduce to the Fixed Cost k-Flow problem.
Our last problem is related to Capacitated Multicommodity Flow with rooted requirements, and it is motivated by the following scenario. We are given an undirected graph G = (V, E) with edge-capacities {u e | e ∈ E} and edgecosts {c e | e ∈ E}, and flow demands {d v : v ∈ V } to a single sink t, where the flows should be delivered simultaneously. We have two options with regards to every edge e. First, we can rent h(e) ≤ u e capacity units of e, and pay c e per unit. The cost incurred in this case is h(e) · c e . The second possibility is to buy e, and then e can be assigned infinite capacity. Naturally, buying an edge is more expensive than renting a capacity unit of that edge. The cost incurred in this case is M · c e , where M is a large number called the cost inflation factor. (For simplicity we choose a uniform cost inflation factor, but in general there may be unrelated higher costs for buying then for renting, and our algorithms can handle this more general case as well.) Namely, we should determine a set E of bought edges, which are assigned infinite capacity, and bandwidths h(e) ≤ u e for edges in E \ E . The overall cost is M · c(E ) + e∈E\E h(e) · c e .
Over this scenario, we add a requirement that the the set E of bought edges form a connected graph (i.e., a tree) G = (V , E ) that includes t. A similar constraint appears in several other problems, such as Connected Dominating Set, Connected Facility Location, and others.
Connected Rent or Buy Multicommodity Flow
Instance: A graph G = (V, E) with with edge-capacities {u e | e ∈ E} and edge-costs {c e | e ∈ E}, a cost inflation number M > 0, a sink node t, and demands {d v : v ∈ V }. Objective: Find a connected subgraph G = (V , E ) of G containing t, and bandwidths {h(e) ≤ u e : e ∈ E \ E }, such that after the edges in E are given infinite capacity, and each e ∈ E \ E is given capacity h(e), every v ∈ V \ V can deliver d v flow units to t, where the flows should be delivered simultaneously. Minimize M · c(E ) + e∈E\E h(e)c e .
Previous work and Our results
Directed Fixed Cost k-Flow was shown to be Label-Cover hard by Even et al. [8] . The same hardness result was rediscovered independently by Chakrabarty et al. [5] . Carr et al. [4] observed that the natural cut-LP has an unbounded integrality gap. They strengthened the cut-LP by adding so-called KnapsackCover inequalities, and obtained constant ratio approximation algorithms for some special graph topologies. However, in the general case, the integrality gap of the cut-LP enhanced by Knapsack-Cover inequalities is Θ(n 2 ). In [5] ratio O(log n) is obtained for the case of uniform requirements r ij = k for all i, j ∈ V .
In Capacitated Steiner Network with soft capacities every edge can be selected in multiple copies. For this variant, [5] give an an Ω(log log n) hardness, and an O(log k)-approximation algorithm, where k = |{ij : r ij > 0}|.
In the Group Steiner problem we are given an undirected graph G = (V, E) with edge-costs {c e | e ∈ E}, and a collection of groups g 1 , g 2 , . . . , g k ⊆ V . The goal is to find a minimum cost subtree H of G that contains at least one node from every group. In the Group Steiner on Trees problem, G is a tree rooted at a node r, every group is a subset of the leaves (a leaf may belong to many groups), and H should be a subtree of T rooted at r that contains at least one leaf from every group. Garg, Konjevod, and Ravi [10] present an O(log N · log k)-approximation algorithm for Group Steiner on Trees where k is the number of groups, and N is the maximum size of a group. A combinatorial O(log 2+ n)-approximation algorithm for the problem is given in [7] , and a primal dual algorithm with a similar ratio is given in [18] . Halperin and Krauthgamer [15] prove that unless NP ⊆ ZTIME n log c n for some constant c, for every constant > 0, Group Steiner on Trees admits no O(log 2− n) approximation.
In Sections 2 we give an approximation ratio preserving reduction from Group Steiner on Trees to the Fixed Cost k-Flow problem, thus obtaining the following result, that also implies the first non constant lower bound for Capacitated Steiner Network and Capacitated Multicommodity Flow. Theorem 1. Fixed Cost k-Flow admit no O log 2− n approximation for any constant > 0, unless NP ⊆ ZTIME n log c n for some constant c. Consequently, the same hardness result holds for both Capacitated Multicommodity Flow and Capacitated Steiner Network.
Recently, two years after the archive version [14] of this paper appeared, Chakrabarty, Krishnaswamy, Li, and Narayanan [6] , improved our hardness result by showing that Fixed Cost k-Flow is Label-Cover hard. The methods in [6] are closely related to the ideas in our hardness result, namely, avoiding long paths in the solution.
Our results for Bipartite Fixed-Cost k-Flow and Generalized-P2P are given in the following two theorems, proved in Sections 3 and 4, respectively.
The problem also admits a bicriteria approximation algorithm that finds S ⊆ A∪B with |S| ≤ |OP T | such that λ G (S ∩A, S ∩B) = Ω(k/polylog(n)).
Theorem 3. Generalized-P2P with b(V ) := v∈V b v = 0 admits a 2-approximation algorithm. Furthermore, if b(V ) is polynomially bounded in n = |V |, then Generalized-P2P admits an exact algorithm on instances when the input graph is a tree, and an approximation algorithm with ratio O(log min{n , 2 + b(V )}) on general graphs, where n = |V + ∪ V − |.
As was mentioned, Generalized-P2P generalizes the Steiner Forest, the k-Steiner Tree, and the Point to Point Connection problems. Our algorithm gives a single algorithm for all these problems, but with a logarithmic ratio. It would be interesting to find a constant ratio approximation algorithm for Generalized-P2P, as it would give a unifying constant ratio algorithm for both Steiner Forest and k-Steiner Tree.
We showed that the Group Steiner on Trees is a special case of Fixed Cost k-Flow. Conversely, we show that techniques applied previously to Group Steiner [7, 3] , can be applied to the related Connected Rent or Buy Multicommodity Flow problem. In Section 5 we prove the following theorem. Theorem 4. Connected Rent or Buy Multicommodity Flow admits an O(log 3+ n)-approximation scheme, assuming all instance numbers are polynomial in n = |V |.
Given an instance (G = (V, E), {c e ≥ 0 | e ∈ E}, r, {S 1 , . . . , S k }) of Group Steiner on Trees, we construct an instance of Fixed Cost k-Flow as follows (see Figure 1 for an illustration). For a positive integer k, let [k] = {1, . . . , k}. Construct a graph G + = (V + , E + ) from G by adding some new nodes and edges as follows. Let
Each edge e ∈ E is assigned cost c e and capacity u e = ∞. Each edge e = {s, v} for v ∈ ∪ i S i is assigned cost c e = 0 and capacity u e = |{i | v ∈ S i , i ∈ [k]}|, i.e., the number of groups v belongs to. Each edge e = {v,
is assigned cost c e = 0 and capacity u e = 1. Each edge e = {g i , r} for i ∈ [k] is assigned cost c e = 0 and capacity u e = |S i | − 1, i.e., one less than the number of nodes in the group S i . Finally we set sink as t = r and demand as d = Proof. Let subtree T = (V T , E T ) be a solution of cost C to the Group Steiner on Trees instance. Let H = E T ∪ F be a subgraph of G + . Since all edges in F have cost 0, the cost of H is also C. We now argue that H forms a feasible solution to the Fixed Cost k-Flow instance, i.e., a flow of d units can be routed from s to t in H. We start by routing flow of u {s,v} = |{i | v ∈ S i , i ∈ [k]}| units from s path from it to r in the tree T . This flow can be supported since received flow to each g i for which v ∈ S i along the most |S i | − 1 units of flow from all the nodes v ∈ S i . This is because at most |S i | − 1 nodes in S i do not belong to T , which along edge {g i , r} of capacity |S i | − 1. Thus indeed H forms a feasible solution to the Fixed Cost k-Flow instance.
Now let H be a solution of cost C to the Fixed cost flow instance. Since all edges in F have zero cost, we can assume that F ⊆ H, without loss of generality. It is enough to prove that i ∈ [k]. Suppose this is not true for some group S j for j ∈ [k]. We extract an s-t-cut in graph H with capacity strictly less than d contradicting the existence of flow of value d from s to t in H. Let U ⊆ V denote the set of nodes connected to some node in S j in H ∩ E and let U = {s, g j } ∪ U . Note that s ∈ U while from our assumption t ∈ U . We now prove the following claim.
Claim. The total capacity of edges in H that leave U is strictly less than d.
Proof. It is easy to note that all the edges in H that leave U are (1) {g j , r} with capacity |S j | − 1, (2) {v, g i } with capacity 1, for all i = j and v ∈ S i ∩ U , and (3) {s, v} with capacity |{i | v ∈ S i , i ∈ [k]}| for all v ∈ V \ U . Thus the total capacity of these edges is
This finishes the proof of the claim. The above claim implies that H ∩ E indeed contains a path from some node in S i to r for each i ∈ [k], establishing that it is a feasible solution to Group Steiner on Trees. From the reduction, it is also clear that the solution to Group Steiner on Trees can be computed in polynomial time from that to the Fixed Cost k-Flow instance, and vice versa. This completes the proof of Lemma 1.
Theorem 1 now follows from Lemma 1 and the hardness result for Group Steiner on Trees given in [15] .
, k}, where we define f (∅) = 0. Consider the following algorithm.
Algorithm Greedy 1. S ← ∅.
While f (S) < k do:
Add to S a node pair P = {a, b} such that
is maximum. 3. Return S.
For the analysis, consider a generic Covering Problem defined as follows. Let f : 2 U → Z and c : 2 U → R + be two increasing set functions on a groundset U given by an evaluation oracle, where c is also subadditive. The goal is to find S ⊆ U with f (S) = f (U ) such that c(S) is minimum. Let OP T be an optimal solution. A ρ-greedy algorithm starts with S ← ∅ and while f (S) < f (U ) repeatedly adds to S a set P ⊆ U that satisfies the density condition
If at each iteration a set P as above is computed in polynomial time in |U |, then the algorithm runs in time polynomial in |U | and ln(f (U ) − f (∅)), and computes
Note that in the context of the Bipartite Fixed-Cost k-Flow problem with U = A ∪ B, the functions f (S), c(S) satisfy the needed assumptions; both are increasing, the function c is subadditive, and f (S) = f (U ) if and only if S is a feasible solution. Also note that f (U ) − f (∅) = k.
We show that for Bipartite Fixed-Cost k-Flow there exists a pair P = {a, b} that satisfies the density condition with ρ = |OP T | ≤ 2k. For simplicity of the analysis, we consider uncapacitated multigraphs, by replacing every edge e of capacity u e by u e parallel edges. Let S * = OP T \ S and let
We have
By the Menger's theorem, there exists a set of k edge-disjoint paths between OP T ∩ A and OP T ∩ B, where each path is between some a ∈ OP T ∩ A and b ∈ OP T ∩ B. For P ∈ P let f * (P ) be the number of paths between the two nodes of P . At most f (S) paths may connect pairs not in P. This implies
Thus by an averaging argument there exists P ∈ P such that
Consequently, the greedy algorithm above computes a solution S such that c(S) ≤ |OP T |(ln k + 1)c(OP T ).
By the same argument we have that if f (S) < k, there exists a pair P such that f (S ∪ P ) − f (S) ≥ 1. This implies that at the end of the algorithm |S| ≤ 2k.
In the case of unit costs, we have c(OP T ) = |OP T | and c(S) = |S|. If
Thus in the case of unit costs, the algorithm has approximation ratio 2k(ln k + 1).
A bicriteria approximation algorithm
We reduce the problem to tree instances using the theorem of Harrelson, Hildrum, and Rao [16] . A tree decomposition T of V is a sequence Π 0 , . . . , Π d of partitions of V , where Π 0 = {V }, Π d = {{v} : v ∈ V } and each Π i is a refinement of Π i−1 . Such tree decomposition can be represented by a rooted tree, which we also denote by T . The root of T is {V }. The nodes in layer i are the sets in Π i and the leaves correspond to the sets in Π d , i.e., the nodes in V . The edges of the tree go between the consecutive layers and are given by set inclusion. If G = (V, E) is a graph with edge capacities u e , then the weight of an edge (S, T ) of T is w(S, T ) = u(δ G (S)).
Now consider an instance of multi-commodity flow demands M = {d ij ≥ 0 | i, j ∈ V } between pairs of nodes. Let c G (M ) (resp., c T (M )) denote the minimum maximum edge-congestion under which M can be routed in G (resp., T ). Harrelson et al. [16] proved the following theorem.
Theorem 5 (Harrelson et al. [16]).
In time polynomial in n = |V |, one can compute a tree decomposition T with depth d = O(log n) such that for any multi-commodity flow instance M , we have
, and -given a routing of M with maximum edge-congestion c T (M ) in T , we can compute in polynomial time, a routing of M with maximum edge-congestion O(log 2 n log log n) · c T (M ) in G.
We use the above theorem to compute a tree decomposition T for the input graph G = (A∪B, E). It is easy to see that the optimum solution of the Bipartite Fixed-Cost k-Flow instance in G induces a solution A * , B * in the tree T of the same value and so that we can route at least k units of flow between A * and B * in T . We next give an exact algorithm to find sets A ⊆ A, B ⊆ B in T with minimum |A | + |B | so that we can route k units of flow between them. The optimum solution A , B in T , in turn, induces a solution A , B in G of value at most that of the optimum such that we can route Ω(k/ log 2 n log log n) flow. The algorithm on tree instances uses dynamic programming. For each node u ∈ T and values 0 ≤ F, F + , F − ≤ k, we use S + (u, F, F + ) (resp., S − (u, F, F − )) to denote the minimum of |A | + |B | such that there exist subsets A ⊆ A and B ⊆ B in the subtree T u of T hanging below u so that we can route a flow of F units between A and B and send out (resp., bring in) a flow of F + (resp., F − ) units from nodes in A (resp., from u) to u (resp., to nodes in B ), using only the edges in T u . It is easy to compute S + and S − values for leaf nodes u ∈ T . Furthermore, given a non-leaf node v ∈ T and its children u 1 , . . . , u p , it is easy to compute S + and S − values for v from the corresponding values for its children. Finally, we read off the value of S + (r, k, 0) (or, equivalently S − (r, k, 0)) (where r is the root of T ) to compute the optimum solution.
4 Generalized-P2P (Theorem 3)
An exact algorithm on trees
Here we show how to solve Generalized-P2P optimally on instances when the input graph is a tree T , using dynamic programming. Root T at some node s. By adding zero-charge nodes and zero-cost edges to T if necessary, we can assume that T is a binary tree. If a node v has one child, then we add an additional child to v of charge 0, connected by an edge of cost 0. If v has at least 3 children, we add a binary tree rooted at v whose leaves are the children of v. In this binary tree, each leaf u is connected to to its parent by an edge of cost c uv ; non-leaf edges have cost 0 and non-leaf nodes distinct from v have charge 0. It is easy to see that the problem essentially remains unchanged by this modification.
For v ∈ V let T v denote the subtree of T that consist of v and its descendants. . Since each b u is polynomially bounded, the number of such quantities is polynomial. We assume that the corresponding minimum-cost subgraph H is also stored in the dynamic program table.
The quantities T (v, B) can be computed as follows. If v is a leaf, then computing T (v, B) is trivial. For an internal node v, we compute T (v, B) as follows. Let u 1 and u 2 be the two children of v. Depending on the set F ⊆ {vu 1 , vu 2 } picked to the solution, we get four possibilities.
and
Among these possibilities, we pick the minimum-cost solution corresponding to each value of the charge of the connected component containing v.
A 2-approximation algorithm for the case b(V ) = 0
Our 2-approximation algorithm generalizes the algorithm of [13] which is the case b v ∈ {−1, 0, 1}. We say an edge e covers a set S if e has exactly one endnode in S; we say that an edge-set/graph covers a set family F if for every S ∈ F there is an edge in H covering S. Given a set-family F and an edge-set H the residual set-family F H consists of the members of F not covered by H. Recall that a set-family F is uncrossable if for any X, Y ∈ F at least one of the following holds:
It is known and easy to see that if F is uncrossable, so is F H , for any edge-set H. Goemans et al. [12] give a primal-dual 2-approximation algorithm for the problem of finding a minimum-cost edge-cover of an uncrossable set-family F. A polynomial time implementation of this algorithm requires only that for any edge-set H, the minimal members of the residual set-family F H can be computed in polynomial time (but F itself may not be given explicitly). Now the 2-approximation algorithm follows from the following lemma. Proof. Parts (i) and (ii) are straightforward, so we prove only part (iii). Let
We already proved that Generalized-P2P can be solved optimally on tree instances. We next reduce the general problem to the case when the input graph is a tree with a loss of O(log n ) factor in the approximation ratio, where n = |V + ∪ V − |. This is achieved as follows. Consider the shortest-path metric on V = V + ∪ V − w.r.t. the edge-costs c e . We probabilistically embed this metric into a tree metric T, c with O(log n ) distortion using the results of Bartal [2] and Fakcharoenphol, Rao and Talwar [9] . There is a one-to-one correspondence between V and the set L of leaves of T . The resulting instance of Generalized-P2P on T inherits the charges on the leaves of T from the original charges on nodes of V , while the charge of internal nodes of T is 0. We compute an optimal solution to the obtained tree instance, and return the corresponding subgraph H of G. Note that any feasible solution with cost C for the original instance induces a solution with cost O(C log n ) for the new instance on tree T . Similarly any feasible solution with cost C for the new instance induces a solution with cost C for the original instance. Hence the approximation ratio is bounded by the distortion of the reduction, which is O(log n ). Now consider the augmentation version of the problem, when we are give an edge subset E ⊆ E of cost 0. Then we can contract every connected component F of (V, E ) into a single node v F with charge b(v F ) = b(F ). Thus the approximation ratio in this case is O(log n ), where n is the number of connected components with non-zero charge in the graph (V, E ).
An O(log(2 + b(V )))-approximation algorithm
The main novelty in this result is that the ratio becomes smaller as b(V ) becomes smaller. In general, b(V ) may be very small as compared to |V − ∪ V + |.
Lemma 3.
There exists a polynomial time algorithm that given an instance of Generalized-P2P computes an edge set E ⊆ E of cost ≤ 4τ * , where τ * denotes the optimal solution value, such that the number n of connected components with non-zero charge in the graph (V, E ) is at most 4b(V ).
Proof. Fix a parameter τ , which is an estimate for τ * . Create an instance of 
, by taking an optimal solution to the original instance with edges that connect s to at most b(V ) nodes in V + . Thus the procedure returns an edge-set of cost at most 2(τ * + τ ). Consequently, if τ ≥ τ * then the procedure returns an edge-set of cost at most 4τ , and the number of edges incident to s is at most 4τ /(τ /b(V )) = 4b(V ). Using binary search, we find the minimum integer τ for which the procedure returns an edge-set E of cost 4τ . Then c(E ) ≤ 4τ ≤ 4τ * and the number of edges in E incident to s is at most 4b(V ). Let E be obtained from E by removing the edges incident to s. Then c(E ) ≤ c(E) ≤ 4τ * , and the number n of connected components in (V, E ) with non-zero-charge is at most the degree of s w.r.t. E , hence at most 4b(V ), as claimed.
The entire algorithm has two steps. At step 1 we compute an edge set E as in the above lemma.
Step 2 applies the O(log n ))-approximation algorithm from the previous section to compute an augmenting edge-set F ⊆ E \ E such that E ∪ F is a feasible solution. The solution cost is bounded by
Connected Rent or Buy Multicommodity Flow (Theorem 4)
A set-function f : 2 U → Z is submodular if f (A)+f (B) ≥ f (A∩B)+f (A∪B) for all A, B ⊆ U . The Submodular Cover problem is a special case of the Covering Problem when the function f is submodular, and c(S) = i∈S c(i) for some c : U → R + . Wolsey [17] proved, that then the greedy algorithm that repeatedly adds the most effective singleton has ratio ln max u∈U (f ({u}) − f (∅)) + 1.
In [3] , the Submodular Cover with Tree Costs problem is studied. The difference between this problem and Submodular Cover is in the objective function. In Submodular Cover the objective function is c(S). In Submodular Cover with Tree Costs, U is the leaf set of a tree T with edge-costs. For any S ⊆ U , c(S) is the cost of the inclusion minimal subtree T S of T that contains S. Submodular Cover is just the special case when T is a star.
In [3] a (log 1+ n · log(f (U ) − f (∅)))-approximation scheme is given for this problem. 5 The algorithm of [3] extends in a nontrivial way the algorithm of [7] for Group Steiner on Trees. If the optimum value τ is polynomial in n = |U |, then using standard reductions, the same ratio applies for the variant when U is the set of leaves of a rooted tree, and c(S) is the cost of the inclusion minimal subtree of T that contains both S and the root. For that, we guess τ (e.g., by going over all possibilities), and discard nodes in G whose distance from t is more than τ . At the end, when a tree T is chosen, if t does not belong to the tree, we add a shortest cost path from t to the tree. Thus the stage of adding t into T adds at most τ to the solution value.
We define two Submodular Cover with Tree Costs instances as follows.
Rooted tree T with edge-costs:
Transform G with costs M · c e into a random tree T using the probabilistic tree embedding of [9] . This incurs a factor of O(log n) in the cost of buying edges. In the [9] construction, V is the set of leaves in T . Root this tree at t and set U = V \ {t}, so U is a set of leaves of the obtained rooted tree T . Submodular non-decreasing function f : For S ⊆ U let T S be the inclusion minimal subtree of T that contains S ∪{t}. The tree T S induces a connected subgraph G S of G that contains S ∪ {t}. Let N S be the network obtained by shrinking G S into t, adding a source s, and connecting s to every node v = t by an edge of capacity d v and cost 0. 1. The function f 1 : Let f 1 (S) be the amount of demand that can be satisfied if we buy G S , and rent u e bandwidth units of every edge not in G S . More formally, f 1 (S) is the maximum st-flow value in the network N S . 2. The function f 2 :
Let h(S) denote the optimal rent-cost if we buy G S . Note that h(S) is the minimum cost of a maximum st-flow in the network N S . Let α be the rent cost in some optimal solution. As we assume that all input numbers are polynomial in n, we may try all different α and guess the optimum one. Define f 2 (S) = min{−h(S), −α}.
The functions f 1 , f 2 defined above are submodular, see [1] . Note that since we assume that the input numbers are polynomial in n, log(f i (U ) − f i (∅)) ≤ log( e u e · c e ) = O(log n), i = 1, 2. Our algorithm for Connected Rent or Buy Multicommodity Flow is as follows.
1. Apply the algorithm of [3] on the Submodular Cover with Tree Costs instance with f = f 1 . This algorithm returns a (log 1+ n·log(f 1 (U )−f 1 (∅)))-approximate set S 1 with f 1 (S 1 ) = f 1 (U ). Shrink T S1 and G S1 into t in T and G, respectively. 2. Apply the algorithm of [3] on the Submodular Cover with Tree Costs instance with f = f 2 . This algorithm returns a (log 1+ n·log(f 2 (U )−f 2 (∅)))-approximate set S 2 with f 2 (S 2 ) = f (U ). 3. Return the subgraph G S1∪S2 and optimal capacity values h(e) for it.
Let us say that a subgraph of G is proper if after buying its edges, the demands can be satisfied by only renting edges. The goal at step 1 is to buy a (cheap) proper subgraph of G. (This step can be skipped if, for example, the demands can be satisfied without buying any edges, namely, if f 1 (∅) = v∈U d v ). Note that this goal is indeed achieved at step 1, hence the solution computed is feasible. Clearly, the minimum cost of a proper subgraph of G is at most the buy-cost of any feasible solution. The factor invoked by the algorithm of [3] is log 1+ n · log(f 1 (U ) − f 1 (∅)) ≤ log 2+ n. An additional factor of O(log n) is invoked when passing from S 1 to G S1 , due to the tree embedding. Hence the buy-cost of G S1 is at most log 3+ n times the optimum. We now bound the approximation ratio of the second step.
Proof. Note that f 2 (U ) = −α because G U = G, h(G) = 0, and −α < 0. Hence f 2 (S) = −α. This implies −α ≤ −h(G S ), by the definition of f .
From the above claim we have h(G S2 ) ≤ α, so the rent-cost of the solution computed is at most the optimum. We now bound the buy-cost of G S2 . The factor invoked by the algorithm of [3] is log 2+ n. Consequently, the tree-cost of the set S computed is log 2+ n times the buy-cost of an optimal buy-cost of a solution with rent-cost at most α. An additional factor of O(log n) is invoked when passing from S 2 to G S2 , due to the due to the tree embedding. Thus the overall buy-cost of G S2 is at most log 3+ n times the optimum.
