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Abstract
The computational aspects of the simplex algorithm are investigated, and high performance computing is
used to enhance the computational performance of analogous algorithms for linear systems. It is well-
known that the efficiency of mathematical optimization software is integrally linked to the preprocessing
techniques employed by software. Existing preprocessing techniques are reviewed, and the relative cost
and effectiveness of these techniques are explored. Scaling is the most common preconditioning technique
utilized in linear optimization solvers. Existing techniques for obtaining scaling factors for linear systems are
investigated, and it is discovered that, on average, no scaling technique outperforms the simplest technique,
i.e., equilibration, despite the added complexity and computational cost. Furthermore, simply applying
techniques that work well in practice for linear systems (i.e., solving Ax= b, where A is an n×n matrix with
full-rank and b is an n-vector) is not a solution to the underlying problem of scaling a linear program. A small
computational study depicts the effectiveness of the Orchard-Hays triangularization technique in preordering
a simplex basis for factorization. Pricing and pivoting in the simplex algorithm involve selecting an entering
and exiting variable at each iteration. Several existing pricing procedures are reviewed, and new procedures
are proposed. These procedures are capable of reducing the number of simplex iterations. By prohibiting
specific variables from repeatedly re-entering the basis, degenerate cycles can be avoided. This phenomenon
is computationally analyzed using several modern test problems.
High performance computing is investigated for several related linear problems. A composite-Jacobi
binormalization algorithm is developed for the graphics processing unit. It is shown that this algorithm
achieves a six-fold improvement in performance relative to the corresponding CPU implementation. The
graphics processing unit is used to solve large linear systems derived from partial differential equations.
Well-known indirect methods are studied, and the results demonstrate that a graphics processing unit im-
ii
plementation of CGNR (conjugate gradient normal residual) is capable of out-performing a state-of-the-art
parallel implementation of a specialized algorithm designed for a 16-node Linux cluster. The computational
results demonstrate that the graphics processing unit offers a low-cost and high-performance computing
solution for solving large-scale partial differential equations.
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Chapter 1
Introduction
1.1 Introduction
The simplex algorithm for linear optimization is one of the top ten algorithms with the greatest influence on
the development and practice of computing science and engineering in the 20th century [51]. The computa-
tional aspects of the simplex algorithm are investigated. In addition, high performance computing is used to
enhance the computational performance of analogous algorithms for linear systems. The dissertation aims
to improve the understanding of the computational aspects of the simplex algorithm, and highlights new
findings and potential areas of improvement.
The dissertation begins by reviewing the fundamentals of linear optimization, providing mathematical
preliminaries, and introducing the simplex algorithm in Chapter 1. In addition, software design details are
provided in Chapter 2. The subsequent sections of the dissertation extensively refer to this material.
It is well-known that the efficiency of mathematical optimization software is integrally linked to the
preprocessing techniques employed by the software. A procedure which reduces the number of constraints
(rows) and variables (columns), tightens bounds, and frees variables in a mathematical program is referred
to as a preprocessing technique. The conditions of unboundedness and infeasibility can also be detected
through preprocessing techniques. Existing preprocessing techniques are reviewed in Chapter 3. In addition,
the relative cost and effectiveness of these techniques are explored.
The scaling of linear programs, while poorly understood, is definitely not devoid of techniques. Scaling
is the most common preconditioning technique utilized in linear optimization solvers. The purpose of scaling
is to improve the conditioning of the constraint matrix, thereby decreasing the computational effort. Most
importantly, scaling provides a relative point of reference for absolute tolerances. Existing techniques for
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obtaining scaling factors for linear systems are investigated in Chapter 4. It is found that on average no
scaling technique outperforms the simplest technique, i.e., equilibration, despite the added complexity and
computational cost. Furthermore, simply applying techniques that work well in practice for linear systems
(i.e., solving Ax = b, where A is an n×n matrix with full-rank and b is an n-vector) is not a solution to the
underlying problem of scaling a linear program.
The computational aspects of LU factorization of large-scale linear optimization bases are discussed
in Chapter 5. In the simplex algorithm, the solution of linear systems accounts for a large portion of the
computation time, and the most widely used solution technique is LU factorization and accompanying update
routines. The utilization of a rank-one update procedure means that a given factorization may exist for several
iterations. Therefore, a significant emphasis is placed on the sparsity of the LU factors, highlighting the
need for computational techniques that maintain sparsity without sacrificing efficiency. A triangularization
preordering technique is found to be one such technique. By uncovering a “hidden” triangular part of the
basis matrix, only a small “kernel” matrix is left to be factorized. A small computational study depicts the
effectiveness of this procedure.
An efficient, sparsity-preserving, and numerically stable, LU factorization routine must be accompanied
by an LU update routine exhibiting the same features. The basis matrix routine in the simplex algorithm
is updated at each iteration by a rank-one change. Chapter 6 reviews the state-of-the-art in LU update
procedures.
Pricing and pivoting in the simplex algorithm involve selecting an entering and exiting variable at each
iteration. In Chapter 7, special attention is given to selecting entering variables. Several existing pricing
procedures are reviewed, and new procedures are proposed. These procedures are capable of reducing
the number of simplex iterations. By prohibiting specific variables from repeatedly re-entering the basis,
degenerate cycles can be avoided. This phenomenon is computationally analyzed using several modern test
problems.
The high performance computation of related linear problems is discussed in Chapter 8. A composite-
Jacobi binormalization algorithm is developed for the graphics processing unit. It is shown that this algo-
rithm achieves a six-fold improvement in performance relative to the corresponding CPU implementation.
The graphics processing unit is used to solve large linear systems derived from partial differential equations.
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Well-known indirect methods are studied, and the results demonstrate that a graphics processing unit im-
plementation of CGNR (conjugate gradient normal residual) is capable of out-performing a state-of-the-art
parallel implementation of a specialized algorithm designed for a 16-node Linux cluster. The computational
results demonstrate that the graphic processing unit offers a low-cost and high-performance computing so-
lution for solving large-scale partial differential equations.
1.2 Linear optimization
1.2.1 The linear optimization problem
Linear optimization problems can be stated in general terms by
min cT x+ c0 (1.1)
s.t. Aix≤ bi,∀i ∈M (1.2)
Aix≥ bi,∀i ∈M (1.3)
Aix = bi,∀i ∈M (1.4)
x≤ x≤ x (1.5)
where A is an m× n matrix, b is an m-vector; c, x, x, and x are n-vectors; and c0 is a constant. The
notation Ai denotes the ith row of A, M denotes the set of equality constraints, and M and M denote the
set of inequality constraints. In order, (1.1) denotes the objective function, (1.2) and (1.3) denote the set of
inequality constraints, (1.4) denotes the set of equality constraints, and (1.5) denotes the bound constraints.
From this point forward, the constant c0 will be ignored, as it has no bearing on finding the optimal value
for x.
If xi = −∞ and x j ∕= −∞, then xi is said to be unbounded from below and x j is said to be bounded from
below. Analogously, if xi = +∞ and x j ∕= +∞, then xi is said to be unbounded from above and x j is said
to be bounded from above. For practical reasons, the bound constraints are differentiated from the general
constraints, where the general constraints are given by (1.2)–(1.4). However, the bound constraints could
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easily be incorporated into the general constriants.
A general inequality constraint, i.e., (1.2) and (1.3), can be expressed as an equality constraint by adding
a slack variable. For instance, for some i ∈ M, Aix+ xn+1 = bi, xn+1 ≥ 0. Similarly, for some i ∈ M,
Aix+ xn+1 = bi, xn+1 ≤ 0. These slack variables can even be added to equality constraints by recognizing
that Aix+ xn+1 = bi, 0≤ xn+1 ≤ 0, for some i ∈M.
Therefore, any linear optimization problem can be expressed in standard or canonical form by
min cT x (1.6)
s.t. Ax = b (1.7)
x≤ x≤ x (1.8)
where x is an n-vector that includes the slack variables, A is an m× n matrix where m ≤ n, and c, x, and x
are n-vectors. All of these variables now include slack variables. For instance, the matrix A now contains an
identity matrix, where the columns of this identity matrix correspond to the location of the slack variables in
x. Similarly, the n-vectors x and x contain additional entries corresponding to the slack variables.
Assume that there are m linearly independent columns in the constraint matrix A, i.e., A is of full row
rank. A basis of A is a linearly independent collection of m columns, where the variable bounds (1.8)
corresponding to this collection are inactive. The points x ∈ ℝn that satisfy all the constraints are referred to
as feasible points. All other points x∈ℝn are said to be infeasible. The subset of feasible points, x∗ ∈ℝn, are
referred to as optimal points, if they solve the linear optimization problem, i.e., they minimize the objective
function.
The set of feasible points belong to the polyhedral set P = {x ∣Ax = b,x≤ x≤ x}, which is a convex set.
So, formally, the optimal points x∗ ∈ P are optimal, if and only if cT x∗ ≤ cT x for all x ∈ P. If x∗ is not
unique, then the problem is said to contain alternative optima. If x∗1, . . . ,x
∗
p are p optimal points, then their
convex linear combination is also optimal. Therefore, x∗1, . . . ,x
∗
p is optimal with c
T x∗1 = z
∗, if and only if
cT xk = cT (λ1x∗1+ . . .+λpx
∗
p) = z
∗ for λi ≥ 0 for all i,
p
∑
i=1
λi = 1, and xk = (λ1x∗1+ . . .+λpx
∗
p).
An extreme point, xˆ of a convex polyhedral set P is a point that cannot be expressed as a convex com-
bination of two distinct points contained in the set P. A vertex xˇ ∈ P of the polyhedral set is the point of
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intersection of n−m linearly independent tight bound constraints, and m tight general constraints. A vertex
and an extreme point are identical. For a proof of this, see for example [154, 162].
Geometrically speaking, a vertex is a face of dimension zero, i.e., a point. A face is the intersection
of the convex polyhedral set P and a half-space H. A half-space H is defined by a linear inequality, e.g.
(a1x1 + . . .+ adxd) ≥ b for a half-space in ℝd . A facet is a face of dimension d− 1. An edge is a face of
dimension one, i.e., a line segment.
1.3 Mathematical preliminaries
1.3.1 Farkas’ lemma
Farkas’ lemma [75] captures the essence of duality, which will be discussed in Subsection 1.4.1. A cone is
generated by a set of vectors {ai} for i = 1, . . . ,m, ai ∈ ℝn, where C(ai) denotes the cone:
C(ai) =
{
x ∈ ℝn
∣∣∣∣∣x = m∑i=1 yiai,yi ≥ 0, i = 1, . . . ,m
}
. (1.9)
Consider two vectors c,d ∈ℝn. Whenever a vector d ∈ℝn has a nonnegative projection on the set of vectors
{ai}, it also must have a nonnegative projection on c. If this condition is met, Farkas’ lemma states that c is
in the cone generated by the set {ai}. That is,
c =
m
∑
i=1
yiai, yi ≥ 0, for all i = 1, . . . ,m.
Theorem 1.3.1. Given vectors ai ∈ ℝn, i = 1, . . . ,m and another c ∈ ℝn, then
(dT ai ≥ 0,∀i⇒ dT c≥ 0)⇔ c ∈C(ai)
Proof. The most elegant proof of this lemma relies on duality and is found in [162]. A more involved proof
that does not rely on duality can be found in [154].
The substance of the lemma can be illustrated by a small two dimensional example depicted in Figure 1.1.
The dashed lines are perpendicular to the vectors a1 and a2. Vectors that lie in the red or blue region have
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C(ai)
a2
a1
x2
x1
Figure 1.1: A two dimensional example of Farkas’ lemma
nonnegative projections on a1 and a2, and vectors that lie only in the red region belong to the cone C(ai).
That is, a vector c∈ℝ2 in the red region must have dT c≥ 0 for any d ∈ℝ2 such that dT a1 ≥ 0 and dT a2 ≥ 0.
The two Figures 1.2 and 1.3 depict a vector c belonging to the cone generated by {a1,a2} and a vector c that
does not belong to the cone, respectively. Notice in Figure 1.3 that if c /∈C(ai), then there exists a d that
satisfies dT a1 ≥ 0 and dT a2 ≥ 0 and has the property dT c < 0. That is, a d can be drawn that lies in the red
or blue region and has the property dT c < 0.
1.3.2 Multipliers in linear optimization
In linear optimization, it is possible to associate a set of multipliers with a vertex. It can be shown using
Farkas’ lemma that given a set of vectors vi ∈ℝn, i = 1, . . . ,k and c ∈ℝn, one and only one of the following
statements holds:
1. There exists a vector d ∈ ℝn satisfying dT vi ≥ 0, i = 1, . . . ,k and cT d < 0.
2. c =
k
∑
i=1
yivi, yi ≥ 0, i = 1, . . . ,k.
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C(ai)
a2
a1
x2
x1
c
Figure 1.2: A two dimensional example of Farkas’ lemma with c belonging to the cone
C(ai)
a2
a1
x2
x1
d
c
Figure 1.3: A two dimensional example of Farkas’ lemma with c not belonging to the cone
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Assume that x∗ is optimal for the linear optimization problem in canonical form (1.6)–(1.8). If d is a feasible
direction at x∗, such that (x∗+ εd) ∈ P for a sufficiently small ε , then cT d ≥ 0 for all
d ∈ {d ∣∃εˆ > 0 such that (x∗+ εd) ∈ P whenever εˆ ≥ ε > 0} ≡ D(x∗)
Based on x∗’s optimality, cT d ≥ 0 for all d ∈ D(x∗). Assume that cT dˆ < 0 for some dˆ ∈ D(x∗). Then, there
exists ε > 0 for which (x∗+ ε dˆ) ∈ P and
cT (x∗+ ε dˆ) = cT x∗+ ε(cT dˆ)< cT x∗,
implying that x∗ is not optimal.
To proceed further, return to the linear optimization problem in canonical form (1.6)–(1.8). Define index
sets K =
{
j
∣∣∣x∗j = x j; j = 1, . . . ,n} and G = { j ∣∣∣x∗j = x j; j = 1, . . . ,n}. The tight constraints at x∗ are
(Ai)T x∗ = bi, i = 1, . . . ,m
x∗j = x j, j ∈K
x∗j = x j, j ∈G,
where Ai is the ith row of the constraint matrix A. The set of directions at x∗ given by
D′(x∗) = {d ∣ (Ai)T d ≥ 0, i = 1, . . . ,m;
d j ≥ 0, j ∈K;
d j ≤ 0, j ∈G }
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is identical to the set of feasible directions D(x∗). Consider another identical representation of D(x∗):
D′(x∗) = {d ∣ (Ai)T d ≥ 0, i = 1, . . . ,m;
−(Ai)T d ≥ 0, i = 1, . . . ,m;
d j ≥ 0, j ∈K;
−d j ≥ 0, j ∈G } .
The set of vectors vi, i = 1, . . . ,k, are now identified as
{v}= {Ai, i = 1, . . . ,m;−Ai, i = 1, . . . ,m;e j, j ∈K;e j, j ∈G},
and the associated multipliers are given by y+i , y
−
i , i = 1, . . . ,m; z
∗
j , j ∈K; and z∗j , j ∈G. These multipliers
serve as the yi’s in the definition of the cone, c =
k
∑
i=1
yivi. Therefore,
c =
m
∑
i=1
y+i Ai−
m
∑
i=1
y−i Ai+ ∑
j∈K
z∗je j− ∑
j∈G
z∗je j,
where y+i ,y
−
i ≥ 0 for all i = 1, . . . ,m and z∗j ≥ 0 for j ∈ K and z∗j ≥ 0 for all j ∈ G. Define y∗i ≡ y+i − y−i .
Then,
c =
m
∑
i=1
y∗i Ai+ ∑
j∈K
z∗je j + ∑
j∈G
z∗je j. (1.10)
This is a necessary condition for optimality of x∗.
Assume instead that xˆ ∈ P, i.e., xˆ is defined by n active constraints (Ai)T xˆ = bi, i = 1, . . . ,m; xˆ j = x j,
j ∈K; and xˆ j = x j, j ∈G, where m+ ∣K∣+ ∣G∣= n. Condition (1.10) now becomes
c =
m
∑
i=1
yˆiAi+ ∑
j∈K
zˆ je j + ∑
j∈G
zˆ je j. (1.11)
where zˆ j, j ∈K and zˆ j, j ∈G are not necessarily nonnegative. If they were nonnegative, then xˆ is optimal.
Consider a feasible direction d at xˆ such that dT ei for some i∈K and all other j ∈K, j ∕= i satisfy d j = 0.
Also, assume that d j = 0 for all j ∈G, and dT Ai = 0 for all i= 1, . . . ,m. The direction d has only one degree
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of freedom, i.e., d is defined uniquely and represents an edge of the convex polyhedral set P. In this case, a
step δ is defined by (1.11) and the restrictions on d, i.e.,
δ ≡ cT x− cT xˆ = ε(cT d) = ε(d j)zˆ j.
So the multiplier zˆ j is a measure of the change in value of the objective function, when x j = x j + γ for some
small γ > 0. If zˆ j < 0, then δ < 0 and it is advantageous to relax the active bound x j = x j. Analogously, if
zˆ j > 0, then δ > 0 and it is advantageous to keep the active bound x j = x j tight. This observation forms the
foundation for selecting a blocking (also referred to as a leaving or exiting) variable in the simplex algorithm.
For more details on selecting a blocking variable; the reader is referred to Subsections 1.4.2 and 7.2.
1.4 The simplex algorithm
In this section, a brief theoretical background on duality is provided in Subsection 1.4.1 followed by the
introduction of the primal simplex algorithm in Subsection 1.4.2.
1.4.1 Theoretical background
In this subsection, the optimality conditions will be developed for a linear optimization problem. After
developing these conditions, the dual of the linear optimization problem will be explored.
Optimality conditions
Define the primal linear optimization problem as follows:
(P) min cT x
s.t. Ax = b (1.12)
x≤ x≤ x,
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where A is m×n, m≥ n, b is an m-vector, and x, c, x, and x are all n-vectors. Recall the multipliers developed
in Subsection 1.3.2. These multipliers form the foundation for the Lagrangian function for (1.12).
L (x,pi,s,s) = cT x−piT (Ax−b)− sT (x− x)+ sT (x− x)
The first order necessary optimality conditions for the linear optimization problem (1.12) are, therefore,
given by
ATpi+ s+ s = c (1.13)
Ax = b (1.14)
x− x≥ 0 (1.15)
x− x≥ 0 (1.16)
s≥ 0 (1.17)
s≥ 0 (1.18)
(xi− xi)si = 0, i = 1, . . . ,n (1.19)
(xi− xi)si = 0, i = 1, . . . ,n (1.20)
The conditions (1.19) and (1.20) are known as the complementarity conditions and stipulate that, in the case
of (1.19), either (xi−xi) = 0 or si = 0, or both. Similarly, in the case of (1.20), either (xi−xi) = 0 or si = 0,
or both.
It is now possible to show that these necessary conditions are in fact sufficient conditions. Consider a set
of variables (x∗,pi∗,s∗,s∗) that satisfies all of the conditions (1.13)–(1.20). This set of variables satisfies
cT x∗ = (ATpi∗+ s∗− s∗)x∗ = (Ax∗)Tpi∗+(x∗)T s∗− (x∗)T s∗ = bTpi∗+ xT s∗− xT s∗, (1.21)
i.e., the primal and dual objectives are equal for the set of vectors satisfying (1.13)–(1.20). Let xˆ be some
other feasible point in the polytope P= {x ∣Ax = b,x≤ x≤ x}. This feasible solution results in the following
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inequality
cT xˆ = (Api∗+ s∗− s∗)xˆ = bTpi∗+ xˆT s∗− xˆT s∗ ≥ bTpi∗+ xT s∗− xT s∗ = cT x∗, (1.22)
which follows from (1.13)–(1.20) and (1.21). The inequality indicates that no other feasible point xˆ can have
a lower objective function value than cT x∗. Since the inequality in (1.22) would be strict if (xˆi− xˆi)si = 0
and (xˆi− xˆi)si = 0, the feasible point xˆ is optimal if and only if the complementarity conditions hold.
The dual
Define the dual linear optimization problem by
(D) max bTpi+ xT s− xT s
s.t. ATpi+ Is− Is = c (1.23)
s≥ 0 and s≥ 0,
where I is the identity matrix.
This dual linear optimization problem follows from the Lagrangian function and first order optimality
conditions for the primal problem, as well as recognizing that the first order conditions are both necessary
and sufficient. The recognition of this fact leads to the conclusion that bTpi+xT s−xT s must be the objective
function in the dual problem.
1.4.2 The primal simplex algorithm
Consider the primal linear optimization problem in its canonical form (1.12). Assume that A has full row
rank and that x j < x j for all j = 1, . . . ,n. For feasible xˆ, define
N =
{
j
∣∣xˆ j = x j or xˆ j = x j, j = 1, . . . ,n}
B =
{
j
∣∣xˆ j = x j and xˆ j ∕= x j, j = 1, . . . ,n}
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If xˆ is a nondegenerate vertex of the feasible space, then Axˆ = b holds for these m linear equations and
n−m bound constraints. The variables x j, j ∈N are called nonbasic variables, and there are n−m of these
variables. The variables x j, j ∈ B are called basic variables, and there are m of these variables. Define
the matrix B ∈ ℝm×m to be the collection of columns of A corresponding to the columns j ∈ B, and let
N ∈ ℝ(m−n)×m be the collection of columns of A corresponding to the columns j ∈N .
The corresponding basic and nonbasic variables are defined by
xB ≡
{
x j ∣ j ∈B
}
and xN ≡
{
x j ∣ j ∈N
}
,
respectively. A linear system can now be defined for the nondegenerate vertex xˆ ∈ P, where
P≡ {x ∣Ax = b;x≤ x≤ x} ,
⎡⎢⎣ B N
0 In−m
⎤⎥⎦
⎡⎢⎣ xB
xN
⎤⎥⎦=
⎡⎢⎣ b
bN
⎤⎥⎦ . (1.24)
In the linear system bN is the n−m vector corresponding to the active bound constraints. From the linear
system (1.24), xˆ is found by solving xˆN = bN and subsequently BxˆN = b−NbN . Since xˆ is a basic feasible
solution, the bound constraints hold for xB , i.e.,
(xB)i ≤ (xB)i ≤ (xB)i, i = 1, . . . ,m.
The primal simplex algorithm in this section is presented as one might see it implemented in a linear
optimization solver.
Step 0. (Initialization) Determine an initial starting bases B corresponding to a basic feasible solu-
tion.
Step 1. (Factorization) Compute LU = PBQT , where P and Q are permutation matrices, and L and
U are lower and upper triangular matrices, respectively. This factorization will be used in
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the subsequent steps of the algorithm.
Step 2. (Pricing) Solve the linear system BTpi = cTB for the prices, pi .
Step 3. (Reduced costs) For all j ∈N , compute d j = c j−piT ⋅a j, and define
Jˆ ≡ { j ∣∣(d j < 0 and x j = x j) or (d j > 0 and x j = x j), j ∈N } .
If Jˆ is empty, then stop and declare x is optimal. Otherwise, set s = j for some arbitrary
j ∈ Jˆ.
Step 4. (Improving direction) Solve the system By = A⋅q, where A⋅q is the qth column of A, using
the LU factorization from step one and retaining the spike L−1aq.
Step 5. (Exiting variable) To determine the exiting or blocking variable, compute
T =
argmin
i = 1, . . . ,m
⎧⎨⎩
(x j− x j)/ ∣yi∣ , when j ∈B and d jyi < 0
(x j− x j)/ ∣yi∣ , when j ∈B and d jyi > 0
(xq− xq),
where T is a set of indices and q is the entering variable. Define
θq =
min
i = 1, . . . ,m
⎧⎨⎩
(x j− x j)/ ∣yi∣ , when j ∈B and d jyi < 0
(x j− x j)/ ∣yi∣ , when j ∈B and d jyi > 0
(xq− xq).
Select p ∈T as the blocking variable. Any ties can be resolved arbitrarily. If θq = ∞, then
the solution is unbounded.
Step 6. (New basic solution) This step of the algorithm involves updating x, and the basic and
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nonbasic sets. Define τ ≡−sign(ds)θq. Update x using the formula
⎡⎢⎣ xB
xN
⎤⎥⎦=
⎡⎢⎣ xB− τy
xN + τet
⎤⎥⎦ .
If p = q, then return to step two. Otherwise, updateB andN as follows
B ={B− p}∪{q}
N ={N −q}∪{p} .
Step 7. (Basis update) The basis has undergone a rank-one change in the previous step. This step
avoids the computationally expensive step one by performing an LU update. Replace col-
umn p of U with the spike (retained in step four), namely L−1aq. Let r be the position of
the last nonzero in the “permuted spike.” Move columns p+ 1 through r one position to
the left and column p to position r. This creates the matrix H =
[
U1,L−1aq,U2
]
. Restore
the upper triangularity of H. At the sign of numerical difficulty, return to step one.
In this thesis, only one step is not described in detail in the subsequent chapters. The initialization phase
is not covered in any of the chapters. For more information on the initialization phase, the interested reader is
referred to [19, 110, 127, 149, 157]. Step 1 is discussed in Chapter 5. Chapter 7 investigates Steps 2–6, and
Chapter 6 reviews Step 7. Other computational steps used in the implementation of the simplex algorithm
will be discussed in other chapters, and a map of the computational aspects is provided in Section 2.3.
15
Chapter 2
Software Design
2.1 Data structures
This section examines suitable and traditional data structures for sparse vectors and matrices. The reader
should consider various operations that might be required in the context of solving a linear system. Some
motivational examples and algorithms will be provided.
In choosing an appropriate data structure for any application, it is necessary to decide between a static and
a dynamic structure. Static structures remain fixed in size, while dynamic structures adjust to accommodate
new additions to the structure. This distinction is important to keep in mind throughout this chapter. The
ease or difficulty in which an element can be added to or deleted from a data structure will be highlighted at
appropriate times in the sequel.
Sparse vector storage will be discussed in Section 2.1.1. Sparse matrix storage will be discussed in
Section 2.1.2.
2.1.1 Sparse vector storage
There are three ways to store a sparse vector. The first involves storing the vector as a full length vector.
Definition 2.1.1. For elements a1,a2,a3, . . . ,an, where ai ∈ ℝ; if a1,a2,a3, . . . ,an are stored in n consecu-
tively ordered cells of an array, then the array is said to exhibit a full-length storage scheme.
The second involves storing the indices of the nonzeros of the full length vector.
Definition 2.1.2. For elements a1,a2,a3, . . . ,an, where ai ∈ ℝ; if a1,a2,a3, . . . ,an are stored in n consecu-
tively ordered cells of an array and are accompanied by a companion array containing the indices of the
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nonzeros I = {i ∣ ai ∕= 0}, then the array is said to exhibit an indexed storage scheme.
The third involves storing only the nonzeros of the vector and their corresponding indices. This storage
model is called a packed vector (a.k.a. sparse vector and compressed vector) storage.
Definition 2.1.3. For elements a1,a2,a3, . . . ,an, where ai ∈ ℝ, let V = {(ai, i) ∣ ai ∕= 0}. V represents two
arrays, one array containing the nonzeros and the other array containing the corresponding indices. These
arrays are said to form the packed vector of a1,a2,a3, . . . ,an.
All three vectors are easily interchangeable. The gather operation transforms a full length vector to
packed form, while the scatter operation performs the reverse action. However, it is very important to avoid
complete scans of full length sparse vectors, which leads one to consider the use of the indexed storage
scheme in certain situations. Other important operations are presented in this section, namely inner product
and vector addition.
For all the algorithms contained in this section, define nzx as the number of nonzeros in vector X, INDX
as the indices of the nonzero values of the vector X, and VALX as the nonzero values of the vector. Define nzy
as the number of nonzeros in vector Y, INDY as the indices of the nonzero values of the vector Y, and VALY
as the nonzero values of the vector. Define W as the full length vector X. The gather algorithm (Algorithm
1) places the sparse elements stored in a full length vector into a packed vector.
for i← 1 to nzx do
VALX[i] = W[INDX[i]]
end
Algorithm 1: Gather algorithm
The scatter algorithm (Algorithm 2) places the nonzero elements stored in the packed vector into a full
length vector. Additionally, the algorithm assumes that the full length vector W is initialized to zero prior to
the scatter operation.
for i← 1 to nzx do
W[INDX[i]] = VALX[i]
end
Algorithm 2: Scatter algorithm
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The inner product algorithm (Algorithm 3) expands one vector into a work vector, W, in order to avoid
the necessity of sorted indices. The inner product algorithm (Algorithm 4) assumes that both packed vectors
have sorted indices.
PROD = 0
W[1 . . .n]← 0
for i← 1 to nzy do
W[INDY[i]]← VALY[i]
end
for i← 1 to nzx do
if W[INDX[i]] then
PROD← PROD + W[INDX[i]] ⋅ VALX[i]
end
end
Algorithm 3: Inner product algorithm
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PROD = 0
i = 1, j = 1
while i≤ nzx do
while j ≤ nzy do
if INDX[i] < INDY[ j] then
break
end
else
INDX[i] = INDY[ j]
end
PROD← PROD + VALX[i] ⋅ VALY[ j]
j← j+1
break
j← j+1
end
i← i+1
end
Algorithm 4: Packed inner product algorithm
2.1.2 Sparse matrix storage
This subsection illustrates several customary data structures for sparse matrices. Examples and algorithms
are provided to encourage the reader to consider the various strengths and weaknesses of each data structure.
In Subsection 2.1.2, a basic coordinate structure is presented. A compressed matrix structure based on the
collection of three (or four) arrays is discussed in Subsection 2.1.2. Next, a linked list structure is presented
in Subsection 2.1.2. In Subsection 2.1.2, a supersparse data structure is discussed. Then, in Subsection 2.1.2,
specialized storage schemes are discussed. Lastly, a brief conclusion is presented in Subsection 2.1.2.
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Coordinate sparse matrix
The coordinate storage scheme is based on three arrays. One array stores the nonzero values, while the other
two store the row and column index of the nonzero value. These three arrays will be denoted as RIND, CIND,
and VAL in this subsection. RIND stores the row index; CIND stores the column index; and VAL stores the
corresponding nonzero values.
Definition 2.1.2.1. A coordinate data structure is described by
{(RIND,CIND) ,VAL}= {{(i, j) ,ai j}∣∣ai j ∕= 0}.
Example 2.1.2.1. Coordinate data structure⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 3
9 0 8 0 0
0 4 6 7 0
0 2 0 5 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
RIND 4 2 3 3 1 3 2 1 4
CIND 4 3 3 4 5 2 1 2 2
VAL 5 8 6 7 3 4 9 1 2
This data structure is simple to implement and easy to understand. However, it suffers from a major
drawback. Since the data structure need not be ordered in any specific way, namely by rows or columns,
extracting the elements of a row or column requires a scan of RIND or CIND, respectively. On the other hand,
this data structure can easily accommodate the addition of new elements. Regardless of the row and column
of the additional nonzero, the nonzero and its corresponding indices are simply appended to their respective
arrays.
For illustrative purposes, the gaxpy algorithm (Algorithm 5) is included in this section. The purpose of
this algorithm is to calculate y = A ⋅ x+ y for some matrix A and vectors x and y.
for i← 1 to length( VAL ) do
y[RIND[i]]← y[RIND[i]]+VAL[i] ⋅ x[CIND[i]]
end
Algorithm 5: GAXPY algorithm for coordinate data structure
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Compressed matrix storage
Compressed matrix or packed matrix storage is represented in one of two forms: compressed row storage
or compressed column storage. This subsection will detail the two complementary forms of the compressed
matrix storage data structure. The compressed row storage scheme will be presented first, followed by the
compressed column storage scheme.
The compressed row storage data structure consists of three arrays. The first array, MATVAL, stores the
nonzero values of the matrix. The second array, COLIND, stores the column indices corresponding to each
element in MATVAL. The nonzeros contained in MATVAL and their corresponding column indices stored in
COLIND are ordered by row. Lastly, ROWBEG, the third array, stores the positions in COLIND and MATVAL
where each row begins, and the last entry of the ROWBEG array corresponds to the number of elements in
COLIND and MATVAL.
Example 2.1.2.2. Compressed row storage⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 5 0 6 0 0
8 0 2 0 1 0
0 0 9 4 0 3
0 0 0 7 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
ROWBEG 1 3 6 9 10
COLIND 2 4 1 3 5 3 4 6 4
MATVAL 5 6 8 2 1 9 4 3 7
A slight modification to this data structure permits a fourth array referred to herein as MATLEN. This
array stores the number of nonzeros in each row. In the above example, the ith entry of MATLEN would equal
the i+1st entry of ROWBEG minus the ith entry of ROWBEG. However, MATLEN is often used to allow the
matrix storage to become slightly unpacked, or to allow for unused elements of MATVAL and COLIND to
exist between the end of one row and the beginning of the next.
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Example 2.1.2.3. Using the same matrix as the previous example, examine the four array compressed row
storage scheme.
MATLEN 2 3 3 1
ROWBEG 1 5 10 15 16
COLIND 2 4 × × 1 3 5 × × 3 4 6 × × 4 ×
MATVAL 5 6 × × 8 2 1 × × 9 4 3 × × 7 ×
In this example, × denotes an empty array element.
There are two necessary operations for the management of the empty array space. The “compress”
operation eliminates empty space between row 1 and row i in order to make room for additional nonzeros
in row i, when necessary. The “expand” operation increases the size of the MATVAL and COLIND arrays to
allow for additional nonzero entries.
In the three array format, deleting an element requires moving all elements after the deleted element
one space to the left or leaving a zero in the MATVAL array. In the four array format, deleting an element
requires shifting all elements in the MATVAL array after the deleted element, but in the same row, to the left
one space. As in the three array format, the element can also be left as zero. In the event that the elements
are shifted (in either format), a similar shift is necessary in the COLIND array.
If a nonzero is to be added to the matrix, an analogous shift of elements is required in both formats. The
difference is that the free space, if any space exists, lies at the end of the MATVAL and COLIND arrays in the
three array format, while the free space may exist before the end of the MATVAL and COLIND arrays in the
four array format (as seen in Example 2.1.2.3).
In the compressed row storage scheme, there is easy access to each row of the matrix. However, column-
wise access requires a scan of the entire COLIND array. This motivates the compressed column storage
data structure. In the compressed column storage data structure, there are two possible formats–three array
or four array format. The three array format will be discussed, followed by a discussion of the four array
format. The benefits and drawbacks of these formats and the data structure in general are similar to the
compressed row storage data structure and will not be reiterated below.
In the three array format, the first array, MATVAL, stores the nonzero values of the matrix. The second
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array, ROWIND, stores the row indices corresponding to the nonzeros contained in MATVAL. The nonzeros
contained in MATVAL and their corresponding row indices stored in ROWIND are ordered by columns. COL-
BEG, the third array, stores the positions in MATVAL and ROWIND where each column begins, and the last
entry of the COLBEG array corresponds to the number of elements in MATVAL and ROWIND.
Example 2.1.2.4. Compressed column storage scheme⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 5 0 6 0 0
8 0 2 0 1 0
0 0 9 4 0 3
0 0 0 7 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
COLBEG 1 2 3 5 8 9 10
ROWIND 2 1 2 3 1 3 4 2 3
MATVAL 8 5 2 9 6 4 7 1 3
The four array format permits a fourth array referred to as MATLEN, which stores the number of nonzeros
in each column. In the above example, the ith entry of MATLEN would equal the i+ 1st entry of COLBEG
minus the ith entry of COLBEG. However, MATLEN is often used to allow the matrix storage to become
slightly unpacked, i.e., to allow for the unused elements of MATVAL and ROWIND to exist between the end
of one column and the beginning of the next.
Example 2.1.2.5. Using the same matrix as the previous example, examine the four array compressed
column storage scheme.
MATLEN 1 1 2 3 1 1
COLBEG 1 3 5 8 12 13 14
ROWIND 2 × 1 × 2 3 × 1 3 4 × 2 3
MATVAL 8 × 5 × 2 9 × 6 4 7 × 1 3
As before, × denotes an empty array element.
For illustrative purposes, the gaxpy algorithm is included for compressed row storage in the three array
format (Algorithm 6), compressed row storage in the four array format (Algorithm 7), compressed column
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storage in the three array format (Algorithm 8), and compressed column storage in the four array format
(Algorithm 9). In the following four algorithms, define m to be the number of rows in A and n to be the
number of columns in A.
for i← 1 to m do
for j← ROWBEG[i] to ROWBEG[i+1]−1 do
y[i]← y[i]+MATVAL[ j] ⋅ x[COLIND[ j]]
end
end
Algorithm 6: GAXPY algorithm for three array format compressed row storage
for i← 1 to m do
pos← ROWBEG[i]+MATLEN[i]−1
for j← ROWBEG[i] to pos do
y[i]← y[i]+MATVAL[ j] ⋅ x[COLIND[ j]]
end
end
Algorithm 7: GAXPY algorithm for four array format compressed row storage
for i← 1 to n do
for j← COLBEG[i] to COLBEG[i+1]−1 do
y[ROWIND[ j]]← y[ROWIND[ j]]+MATVAL[ j] ⋅ x[i]
end
end
Algorithm 8: GAXPY algorithm for three array format compressed column storage
for i← 1 to n do
pos← COLBEG[i]+MATLEN[i]−1
for j← COLBEG[i] to pos do
y[ROWIND[ j]]← y[ROWIND[ j]]+MATVAL[ j] ⋅ x[i]
end
end
Algorithm 9: GAXPY algorithm for four array format compressed column storage
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Linked list storage
Linked lists serve a purpose in sparse matrix storage for two primary reasons. First, entries can be added
without requiring adjacent free space, as in the compressed matrix storage scheme. Second, removing an
entry from a list requires no data movement, since only the links need to be adjusted. In the explanation of
linked list sparse matrix storage, it is assumed that the programming language offers no access to pointer
types, so the explanation can be valid for all programming languages.
First, row major linked list storage is described. Row major linked list storage requires one extra array in
addition to the three array format of the compressed row storage scheme. The array, referred to as MATLNK,
is responsible for “pointing” the way through each row.
Example 2.1.2.6. Row major linked list storage⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 5 0
0 3 4 0 7
0 0 8 0 9
0 0 0 6 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
ROWBEG 5 2 8 4
COLIND 3 2 3 4 2 4 5 5
MATVAL 4 3 8 6 1 5 7 9
MATLNK ★ 7 ★ ★ 6 ★ 1 3
A ★ MATLNK entry denotes the end of a row. A negative number can be used to denote ★ in any program-
ming language.
Second, column major linked list storage is described. Like row major linked list storage, column major
linked list storage requires the extra MATLNK array in addition to the three array format of the compressed
column storage scheme. The MATLNK array is responsible for “pointing” the way through each column.
Example 2.1.2.7. Using the same matrix as the previous example, examine the column major linked list
storage data structure.
COLBEG ★ 1 6 4 5
ROWIND 1 2 2 4 3 3 2 1
MATVAL 1 3 7 6 9 8 4 5
MATLNK 2 ★ ★ 8 3 7 ★ ★
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A ★ MATLNK entry denotes the end of a column. A ★ COLBEG entry denotes an empty column. A negative
number can be used to denote ★ in any programming language.
Working through column 2 of Example 2.1.2.7, COLBEG tells us that column 2 begins at position 1 in
MATVAL and ROWIND. The ROWIND array indicates that array element 1 is in row 1 and MATVAL indicates
the value is 1. So, (1,2) in the matrix is 1. The MATLNK array indicates the next value in column 2 can be
found in position 2 in MATVAL and ROWIND. The ROWIND array indicates that array element 2 is in row 2
and MATVAL indicates the value is 3. So, (2,2) in the matrix is 3. The MATLNK array indicates that there is
no more nonzeros in this column.
There is, of course, a major drawback to this scheme. Access to ROWIND, MATVAL, and MATLNK
arrays is random. This random array access is much more costly than the sequential access described in the
compressed matrix storage data structure.
Again, for illustrative purposes, the gaxpy algorithm has been included for row major linked list storage
(Algorithm 10) and column major linked list storage (Algorithm 11).
Define nr ≡ number of rows in A
for i← 1 to nr do
pos← ROWBEG[i]
while −1 ∕= pos do
y[i]← y[i]+MATVAL[pos] ⋅ x[COLIND[pos]]
pos← MATLNK[pos]
end
end
Algorithm 10: GAXPY algorithm for row major linked list storage
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Define nc≡ number of columns in A
for i← 1 to nc do
pos← COLBEG[i]
while −1 ∕= pos do
y[ROWIND[pos]]← y[ROWIND[pos]]+MATVAL[pos] ⋅ x[i]
pos← MATLNK[pos]
end
end
Algorithm 11: GAXPY algorithm for column major linked list storage
Supersparse data structures: The hypermatrix scheme
A customary supersparse data structure, the hypermatrix scheme, is described in this subsection. In the
hypermatrix scheme [190], the matrix A is stored as a matrix of matrices [10, 11, 85]. Any of the data
structures discussed in this section can be used to store the submatrices. However, the dimensions of these
submatrices must be stored.
27
Example 2.1.2.8. In this example, the hypermatrix is illustrated.⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 3 0
...
... 5 0 0
0 2 4 6
...
... 0 3 0
7 0 2 0
...
... 0 2 1
0 3 0 8
...
... 1 5 0
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅
... 8 0 0
...
... 3 0 1
...
... 0 2 0
...
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅
...
... 7 0 0
...
... 1 9 0
...
... 0 0 3
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
A =
RDIM 4 3 3
CDIM 4 3 3
RIND 1 1 2 3
CIND 1 3 2 3
MPTR W X Y Z
W =
ROWBEG 1 3 6 8 10
COLIND 1 3 2 3 4 1 3 2 4
MATVAL 1 3 2 4 6 7 2 3 8
X =
ROWBEG 1 2 3 5 7
COLIND 1 2 2 3 1 2
MATVAL 5 3 2 1 1 5
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Y =
ROWBEG 1 2 4 5
COLIND 1 1 3 2
MATVAL 8 3 1 2
Z =
ROWBEG 1 2 4 5
COLIND 1 1 2 3
MATVAL 7 1 9 3
In this example, A is stored as a coordinate data structure with two supplemental arrays, RDIM and CDIM.
These two supplemental arrays are responsible for storing the dimensions of each submatrix, W, X, Y , and
Z. Clearly, the arrays RIND and CIND store the position of the submatrices in the ‘supermatrix’ A. The array
MPTR replaces MATVAL, and is responsible for storing the pointers to each submatrix. The four submatrices
are stored in the three array format compressed row storage data structure.
Overall, the size of the hypermatrix is greater than the size of the matrix A, if A were stored in the standard
compressed row storage scheme. However, the benefit derived from the hypermatrix is the overall size seen
by main memory. The hypermatrix structure allows the supermatrix (the matrix structure that points to the
submatrices) to be stored in main memory. As the submatrices are needed, they too can be completely loaded
into main memory. In some cases, the submatrices may be dense enough and small enough to be stored in
dense matrix form (two-dimensional array).
In conclusion, the hypermatrix structure allows for efficient use of main memory and allows for flexible
storage schemes. The hypermatrix structure should be employed for very large, supersparse matrices. This
data structure has been successfully utilized in the implementation of Gaussian elimination and eigenvalue
calculations, as well as several basic operations such as addition, multiplication, and permutation [168, 169].
Specialized storage schemes
There are specialized storage schemes like clique storage (used in finite element problems) [58] and block
storage [167, 195]. Block storage reduces the amount of indirection by admitting only one indirection per
block.
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Definition 2.1.2.2. An indirection is a reference to a value, object, or array using a name, reference, or
container instead of the value itself. In the case described in this subsection, an indirection refers to the act
of accessing a group of values through a memory address.
In [167], the authors permute the nonzeros of the matrix into contiguous locations to allow for further
reduction in the number of memory indirections.
Conclusion
Several textbooks, including but not limited to [45, 58, 149, 154, 169]) offer a similar treatment of these
customary data structures. Pissanetsky [169] describes several data structures that are designed for use with
special matrix forms, such as banded or symmetric. The three array format was described in [32, 38, 112],
and no author seems comfortable attributing its creation to a single author. Knuth [132] is credited with
developing the first linked list storage scheme for sparse matrices, although his scheme differs from the
scheme presented in Subsection 2.1.2. The linked list scheme presented in Subsection 2.1.2 is most closely
related to that of Duff [54], which is a variant of the Knuth-Rheinboldt-Mesztenyi (KRM) circular storage
scheme [175].
Depending on the application, an appropriate data structure should be chosen. Often times multiple
structures are used in a given application at various stages of the algorithm.
2.2 Hypersparsity
Hypersparsity occurs in the simplex method, when the solution of linear system in the algorithm result in
sparse vectors a majority of the time. Hall and McKinnon [115] define hypersparsity in the context of the
revised simplex algorithm. Hypersparsity occurs in this context when the vector that results from the pricing
operation or either of the linear system solves is sparse. To exhibit hypersparsity, as defined in their paper, no
more than 10% of the entries in the solution vector can be nonzero, and this degree of sparsity must occur in
at least 60% of the simplex iterations. Several algorithms are presented in their paper to exploit hypersparsity
in the revised simplex algorithm. The mean speedup for problems that do not exhibit hypersparsity was 1.45,
while the mean speedup for those problems that do exhibit hypersparsity was 5.38.
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The exploitation of hypersparsity has been present in various LU factorization codes since the 1980’s [90].
The technique introduced by Gilbert and Peierls [90] is described in detail in Section 6.3. Hall and McK-
innon’s focus is on the product form of the inverse, where a basis inverse is maintained through a Gauss-
Jordan elimination scheme. This scheme is taught in many linear optimization textbooks as the revised
simplex algorithm, cf. [162]. The focus of this thesis is on the simplex algorithm using an LU factorization,
i.e., Gaussian elimination rather than Gauss-Jordan elimination. For this reason, the algorithms presented
in [115] will not be reviewed. Attention is instead given to the pioneering work of Gilbert and Peierls [90],
and the implementation details provided in [45].
2.3 Implementation details
In the software design of a linear optimization package, there are three main phases. The first phase is data
management, where memory is allocated, the problem is read from a file, and the internal model represen-
tation is generated. This phase of the implementation is the easiest and most self-explanatory. The second
phase involves preprocessing, which is divided into two tasks. The first task is to presolve the problem. Pre-
solve is also referred to as preprocessing in the literature. Preprocessing (or presolve) is described in great
specificity in Chapter 3. In the second task, the linear optimization problem is scaled. This task is chronicled
in detail in Chapter 4.
Finally, the solution phase. The solution phase can be divided into simplex and interior point tasks.
Interior point algorithms are not discussed herein, but they are depicted in the figure in order to represent the
complete design of a linear optimization package. As previously mentioned, the crash procedures are not
investigated in this document either. Usually, a simplex-based optimization suite possess a primal simplex
algorithm and a dual simplex algorithm. The primal simplex algorithm is detailed in Subsection 1.4.2.
Following the completion of the primal or dual simplex algorithm, the problem is enters the postprocessing
phase, which maps the preprocessed model back to the original model. Postprocessing is discussed when
preprocessing is presented in Chapter 3.
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Figure 2.1: Software implementation details
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Chapter 3
Preprocessing
3.1 Introduction
This chapter begins with an overview of the preprocessing techniques used in linear optimization. A pro-
cedure which reduces the number of constraints (rows), variables (columns), tightens bounds, and frees
variables in a mathematical program is referred to as a preprocessing technique. The conditions of un-
boundedness and infeasibility can also be discovered through such techniques. It is often possible to re-
duce the number of constraints and the number of variables contained in a linear program through applying
these techniques. It is well known that the efficiency of linear optimization software is integrally linked to
the preprocessing techniques employed. Examples of software that employ preprocessing techniques are
WHIZARD [26], OB1 [146], OSL [81], CPLEX [20], AMPL [83, 84], and GALAHAD [109].
The benefits of preprocessing linear programs have been well-documented since the pioneering work of
Brearly et al. in [30]. Brearly et al. [30] proposed many of the preprocessing techniques presented herein,
including empty rows, empty columns, singleton rows, singleton columns, primal forcing constraints, dual
forcing constraints, bound compatibility, redundant constraints, and finding implied free variables. Brown
et al. [26] provided details on how to exploit structural redundancy in linear optimization problems. Tomlin
and Welch [199] describe the possibility of a specious unbounded condition, when a reduction procedure is
used to detect implied free variables. Tomlin and Welch [200] detail the postprocessing for various types
of problem reductions. Vanderbei [204] discusses the splitting of dense columns into columns that are no
larger than a given threshold. The AMPL preprocessing procedure, which is based on the work of [30],
is described in Fourer and Gay [83]. Andersen and Andersen [8] provide a thorough review of the lin-
ear optimization preprocessing techniques. Gondzio [103] proposes some useful extension to the work of
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Brearley et al. [30], and reviews these techniques in the context of interior point linear optimization soft-
ware. Ioslovich [125] presents several novel preprocessing techniques for large-scale problems with box
constraints and zero or positive coefficients. In [108], Gould and Toint provide new insight and introduce
new preprocessing techniques for both quadratic and linear optimization problems. With every contribution
to the field of preprocessing, more is learned about the effects. In [108], the authors show a reduction in
the number of variables by 20% in linear programs that were tested. This has a predictable impact on the
solution time. The average improvement in the solution time for linear optimization problems in [108] was
10%.
In this chapter, extensive computational results are presented, which indicate that it is not appropriate
to simply apply preprocessing techniques in a static order. Rather, an out-of-order sequence may be more
fruitful, based on the most recent successful preprocessing reductions.
Consider the constrained optimization problem
min c0+ cT x
s.t. b≤ Ax≤ b (3.1)
x≤ x≤ x
where x is the vector of unknowns in ℝn, x and x are vectors in ℝn corresponding to the variable bounds, b
and b are vectors in ℝm corresponding to the constraint bounds, A is the constraint matrix in ℝm×n, c0 is a
constant in ℝ, and c is a vector in ℝn corresponding to the objective function coefficients.
The optimality conditions for the constrained optimization problem (3.1) above are given by the follow-
ing set of primal equations
b ≤ Ax ≤ b
x ≤ x ≤ x,
(3.2)
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along with the following set of dual equations
AT y+ z = c
z j = 0 ∀ j such that x j < x j < x j
z j ≥ 0 ∀ j such that x j = x j
z j ≤ 0 ∀ j such that x j = x j
yi = 0 ∀i such that bi < ∑
ai j ∕=0
ai jx j < bi
yi ≥ 0 ∀i such that bi = ∑
ai j ∕=0
ai jx j
yi ≤ 0 ∀i such that bi = ∑
ai j ∕=0
ai jx j,
(3.3)
where y ∈ ℝm and z ∈ ℝn are the dual variables in (3.1). The dual variables, y and z, are likewise bounded
by
y≤ y≤ y ∀i ∈ [1,m]
z≤ z≤ z ∀ j ∈ [1,n] .
(3.4)
In most practical applications of linear optimization, A is very large and sparse, which makes the linear
program susceptible to many possible reductions. Basic preprocessing techniques (Section 3.2) are partic-
ularly effective techniques used to eliminate sparse rows and columns efficiently. There are several more
advanced preprocessing techniques (Section 3.3) that are not as efficient, but their benefits are nonetheless
well understood and documented. Many of these preprocessing techniques require specific data structures
to perform problem reductions (Section 3.4). Once the problem is transformed and solved, the inverse
operation is performed to restore the solution to the original problem. This procedure is referred to as post-
processing (or postsolving) the linear program (Section 3.5). In Section 3.7, conclusions compiled from the
preprocessing literature are presented.
Most of these preprocessing techniques were first presented in the literature in [30]. The authors refer to
each of these techniques as tests which are performed iteratively until no reductions are found in successive
passes through their tests. This iterative, in-order procedure of applying preprocessing techniques remains
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in use over 30 years later.
The techniques presented in the subsequent sections are designed to remove redundant constraints, fix
variables at their bounds, tighten (or remove) bounds, and identify dependent constraints. The bulleted
items below present each kind of reduction. In Section 3.5, each of the reductions will be reversed in order
to restore the original problem and determine the solution to that problem.
∙ Removing redundant constraints If a constraint is known to be satisfied, this constraint is removed
from the problem. This reduction is very powerful, as is any reduction that results in decreased
dimensionality. For example, if a constraint is implied by its bounds
bi ≤ ∑
j∈Ni
ai jx j + ∑
j∈Pi
ai jx j (3.5)
or
bi ≥ ∑
j∈Ni
ai jx j + ∑
j∈Pi
ai jx j (3.6)
where Ni =
{
j∣ai j < 0
}
and Pi =
{
j∣ai j > 0
}
, then the constraint is said to be redundant and can be
ignored.
∙ Fixing a variable at its bounds Fixing a variable at its bounds is a powerful problem reduction,
because it removes a variable from the problem thereby decreasing the problem’s dimensionality.
In performing this reduction, if the variable to be fixed, x j, does not occur in the constraints nor the
objective function, then the variable may be set to any value specified by its bounds x j ≤ x j ≤ x j.
Otherwise, fixing the variable x j requires the transformation of other quantities, namely bi and bi for
all constraints i for which x j belongs, and/or c0. The variable x j is said to belong to constraint i, if
ai j ∕= 0. The required transformations after fixing a variable that belongs are:
b′i = bi−ai jx j
b
′
i = bi−ai jx j
c′0 = c0+ c jx j
(3.7)
36
∙ Tightening (or removing) bounds It is sometimes possible, through examining a constraint together
with simple variable bounds, to infer that a bound can be adjusted. To illustrate all possible cases
of bound manipulation, we assume a new upper bound, x˜ j, is discovered through a preprocessing
technique.
– If x˜ j > x j, the new bound is redundant and no action is taken.
– If x˜ j < x j, x˜ j and x j form a contradiction and the problem is infeasible.
– If x˜ j = x j, the new bound is said to be forcing. Variable x j is fixed to x˜ j as described in the
bulleted item labeled Fixing a variable at its bounds.
– If x j < x˜ j < x j, the upper bound can be tightened, x′j = x˜ j.
If x˜ j, a new lower bound, is discovered, then there exists an analogous set of four cases.
– If x˜ j < x j, the new bound is redundant and no action is taken.
– If x˜ j > x j, x˜ j and x j form a contradiction and the problem is infeasible.
– If x˜ j = x j, the new bound is forcing. Variable x j is fixed to x˜ j as described in the bulleted item
labeled Fixing a variable at its bounds.
– If x j < x˜ j < x j, the lower bound can be tightened, x′j = x˜ j.
In the cases above, if the original bounds are tightened, then we may assume that the affected bound,
be it x j or x j, is equal to +∞ or −∞, respectively. When a tighter bound can be inferred from the rest
of the problem (as is the case here), the variable, x j, is said to have an implied bound. A special case of
such a variable occurs when both the upper and lower bounds are implied, in which case the variable
is said to be implied free.
∙ Identifying dependent constraints When adding and subtracting multiples of an equality constraint,
it is sometimes possible to zero constraints entirely. A zeroed constraint is of course dependent and
can be removed. Even though it might not always be possible to zero an entire row, it is usually
possible to increase the sparsity of the problem.
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3.2 Basic Preprocessing Techniques
3.2.1 Bound compatibility
One of the conceptually easiest preprocessing techniques to consider is the testing of primal and dual feasi-
bility. The first thing that should be verified is x j ≤ x j ∀ j ∈ [1,n] and bi ≤ bi ∀i ∈ [1,m]. If any one of these
conditions fail, then the linear program is infeasible.
Primal bound compatibility
As described above in the bullets labeled tightening (or removing) bounds and removing redundant con-
straints, it is possible to determine primal feasibility through the examination of a constraint along with its
bounds. In this technique, it is possible to determine feasibility by examining each constraint’s implied lower
(3.5) and upper (3.6) bound. Primal infeasibility is detected when b′i > bi or b
′
i < bi. Other information can
be inferred about the linear program with respect to these implied bounds.
Dual bound compatibility
The compatibility of the dual bounds can be determined from the optimality conditions of (3.3). The bounds
given in equation (3.4) allow the testing of dual infeasibility. In the subsequent iterations, these bounds will
be tightened, but initially it is necessary to assume
yi =−∞
yi =+∞
⎫⎬⎭ ∀i ∈ [1,m] and z j =−∞z j =+∞
⎫⎬⎭ ∀ j ∈ [1,n] . (3.8)
Based on the optimality conditions, the original set of bounds (3.8) can be tightened by making the fol-
lowing inferences based on the optimality conditions of the linear program. The inferences give rise to the
propositions listed below, which are true for all j ∈ [1,n].
∙ If z j < 0, which implies z j < 0 by feasibility, then x j = x j, which implies x j <+∞ by boundedness.
∙ If z j > 0, which implies z j > 0 by feasibility, then x j = x j, which implies x j >−∞ by boundedness.
∙ If x j =+∞, then z j ≥ 0, which implies the lower bound z j ≥ 0.
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∙ If x j =−∞, then z j ≤ 0, which implies the upper bound z j ≤ 0.
Furthermore, it is possible to deduce these additional propositions (again based on the optimality conditions),
which are true for all i ∈ [1,m].
∙ If yi < 0, which implies yi < 0 by feasibility, then bi = bi, which implies bi <+∞ by boundedness.
∙ If yi > 0, which implies yi > 0 by feasibility, then bi = bi, which implies bi >−∞ by boundedness.
∙ If bi =+∞, then yi ≥ 0, which implies the lower bound yi ≥ 0.
∙ If bi =−∞, then yi ≤ 0, which implies the upper bound yi ≤ 0.
3.2.2 Constraint reductions (Primal reductions)
Empty rows
Row i is an empty row if
ai j = 0 ∀ j
Empty rows are declared infeasible or redundant based on b j or b j, and the type of constraint. If the con-
straint is an equality constraint and the bound is not equal to zero, then the constraint is infeasible. On the
other hand, if the constraint is an inequality, then we have four distinct cases.
∙ If the empty row is less than or equal to a quantity b j > 0, then the constraint is redundant.
∙ If the empty row is greater than or equal to a quantity b j < 0, then the constraint is likewise redundant.
∙ If the empty row is less than or equal to a quantity b j < 0, then the constraint is infeasible.
∙ If the empty row is greater than or equal to a quantity b j > 0, then the constraint is infeasible.
Empty rows need not appear in the original problem. They can, however, appear at intermediate iterations
of the preprocessing routine.
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Singleton rows
Row i is a singleton row if
∃ k : ai j = 0 ∀ j ∕= k and aik ∕= 0
If the ith constraint is an equality constraint, then the constraint determines the value of the variable xk
(= bi/aik). An inequality type singleton row creates a new variable bound x˜k (= bi/aik or = bi/aik) that can
be exploited in one of the following ways
∙ Let x˜k = bi/aik, so xk ≤ x˜k.
– If x˜k < xk, then a new tighter upper bound is discovered. The bound is replaced and the row is
removed.
– If x˜k = xk, then the row is redundant and can be removed. After the variable is fixed, the column
is likewise removed using the set of equations (3.7).
– If x˜k < xk, then the singleton row forms a contradiction with the variable bound and the problem
is infeasible.
∙ Let x˜k = bi/aik, so xk ≥ x˜k.
– If x˜k > xk, then a new tighter lower bound is discovered. The bound is replaced and the row is
removed.
– If x˜k = xk, then the row is redundant and can be removed. After the variable is fixed, the column
is likewise removed using the set of equations (3.7).
– If x˜k > xk, then the singleton row forms a contradiction with the variable bound and the problem
is infeasible.
This technique is powerful, because the optimization problem’s dimensionality is decreased or the problem
is declared infeasible. In addition, in the equality case, both a row and column are removed, and the number
of nonzeros in A decreases (equation (3.7)).
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Doubleton rows
Rows i and j are doubleton rows if
∃ k : ai jx j +aikxk = bi ≡ bi = bi, j ∕= k,ai j ∕= 0,aik ∕= 0
A doubleton row is advantageous, because it allows for the transfer of variable bounds and subsequent
freeing of a variable. A free variable is a variable with no bounds, that is xp = −∞ and xp = +∞ for some
p ∈ [1,n]. Such a variable is advantageous for crash procedures, i.e., procedures that find the initial basis in
the simplex algorithm [149].
Variable x j may be removed from the ith constraint by taking the following action
x j ≤ x j =
bi−aikxk
ai j
≤ x j
where bi ≡ bi = bi. This is equivalent to
bi−ai jx j
aik
≤ xk ≤
bi−ai jx j
aik
,
if the signs of ai j and aik are the same. If the signs are not equivalent, then
bi−ai jx j
aik
≤ xk ≤ bi−ai jx jaik .
At this point we have successfully transferred the bounds on x j to xk. This operation can be done in reverse,
that is transferring the bounds on xk to x j. In the scenario provided above, the variable bounds of x j are
freed, so that the new bounds are given by
x′j =−∞ and x′j =+∞.
The following cases provide the new variable bounds on xk:
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∙ If the sign of ai j and aik are identical, then
x′k = max
{
xk,
bi−ai jx j
aik
}
and x′k = min
{
xk,
bi−ai jx j
aik
}
.
∙ If the sign of ai j and aik differ, then
x′k = max
{
xk,
bi−ai jx j
aik
}
and x′k = min
{
xk,
bi−ai jx j
aik
}
.
Forcing, redundant, and infeasible primal constraints
Constraint i is a forcing constraint if
∑
j∈Pi
ai jx j + ∑
j∈Ni
ai jx j = b′i = bi = bi, (3.9)
or
∑
j∈Ni
ai jx j + ∑
j∈Pi
ai jx j = b
′
i = bi = bi, (3.10)
where Pi =
{
j
∣∣ai j > 0} and Ni = { j ∣∣ai j < 0}. The quantities b′i and b′i are known as the lower and upper
implied bounds respectively.
If equation (3.9) holds, then the only feasible value of x j is x j for all j ∈ Pi and x j for all j ∈ Ni.
Therefore, all variables in the ith constraint are fixed to one of their bounds. If equation (3.10) holds, then
the only feasible value of x j is x j for all j ∈ Pi and x j for all j ∈ Ni. Again in this scenario, all variables in
the ith constraint are fixed to one of their bounds. The fixed variables are removed from all other constraints
in which they occur (equation (3.7)), and constraint i is removed. When successful, this technique is capable
of eliminating many variables from the problem simultaneously.
Constraint i is an infeasible constraint if
∑
j∈Pi
ai jx j + ∑
j∈Ni
ai jx j = b′i > bi, (3.11)
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or
∑
j∈Ni
ai jx j + ∑
j∈Pi
ai jx j = b
′
i < bi. (3.12)
Clearly the ith constraint cannot be satisfied given the variable bounds and constraint matrix coefficients.
The problem is declared infeasible, and the preprocessing routine is halted.
Constraint i is a redundant constraint if
∑
j∈Pi
ai jx j + ∑
j∈Ni
ai jx j = b′i > bi, (3.13)
or
∑
j∈Ni
ai jx j + ∑
j∈Pi
ai jx j = b
′
i < bi. (3.14)
In this case, the inequality constraint is declared redundant and can be ignored.
3.2.3 Variable reductions (Dual reductions)
Empty columns
Column j is an empty column if
∃ j : ai j = 0 ∀i
Two factors, the sign of the objective function coefficient (c j) and the variable bounds (x j and x j), determine
the course of action taken when an empty column is encountered. Below are several cases built atop these
two factors.
∙ If x j =−∞, x j =+∞, and c j ∕= 0, then the problem is declared unbounded.
∙ If c j = 0, x j can be set to any value satisfying its bounds and the column is removed.
∙ If x j is finite and c j > 0, then x j is fixed to x j and the column is removed.
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∙ If x j is finite and c j < 0, then x j is fixed to x j and the column is removed.
∙ If x j =−∞ and c j > 0, then the problem is declared unbounded.
∙ If x j =+∞ and c j < 0, then the problem is declared unbounded.
Free column singleton
Column j forms a free column singleton if
∃k : ai j = 0,∀i ∕= k,b j =−∞,b j =+∞,ak j ∕= 0
Free column singletons can be free in the original problem formulation or implied free. Among other
techniques, a variable can become implied free in a successful application of the doubleton rows technique
(Section 3.2.2).
Examining the dual constraint provided by the column singleton in column j,
c j−ak jyk = 0,
it is obvious that
yk =
c j
ak j
. (3.15)
Two cases arise from equation (3.15).
∙ If c j = 0, then yk = 0. In this case, the objective function value and the value of the kth variable are
independent. Therefore, any value that maintains feasibility and does not affect optimality is suitable.
Constraint k is now removed from the problem. No update of the objective function value or objective
function coefficients is necessary.
∙ If c j ∕= 0, then yi ∕= 0. The sign determines whether the lower or upper bound is active for constraint k.
– If yk < 0, then b′k = b
′
k = bk.
– If yk > 0, then b
′
k = b
′
k = bk.
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These two conditions on constraint k allow this constraint to be treated as an equality constraint. Since
x j only appears in the kth constraint, the variable can be fixed:
x j =
1
ak j
(
b
′
k−
n
∑
p=1,p∕= j
akpxp
)
(3.16)
Variable x j can now be removed from the problem, because after the solution is calculated, the value x j
can be calculated by equation (3.16). The objective function must be modified in order to ensure that
the objective function of the reduced problem matches the objective function of the original problem.
c′0 = c0+bkyk (3.17)
c′p = cp−akpyk ∀p ∕= j,akp ∕= 0. (3.18)
equation (3.17) can be substituted by
c′0 = c0+ x jc j (3.19)
by the duality of the linear program. However, in order to use equation (3.19), the postprocessing
procedure must adjust the objective function value, while using equation (3.17) affords the opportunity
to apply this objective function value correction in the preprocessing procedure.
Weakly forcing, forcing, and infeasible dual constraints
Implied bounds can be calculated for the dual constraints in the same way they are calculated for the primal
constraints,
v j ≡ ∑
i∈Pj
ai jyi+ ∑
i∈N j
ai jyi (3.20)
w j ≡ ∑
i∈Pj
ai jyi+ ∑
i∈N j
ai jyi, (3.21)
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The implied bounds, v j and w j, form the following inequality in a natural way
v j ≤
m
∑
i=1
ai jyi ≤ w j. (3.22)
For this technique to proceed, it is a natural requirement that v j and w j be finite for all j ∈ [1,m]. If these
bounds were not finite, then the implied bounds would be infinite and no information would be gained.
Further analysis of equation (3.22) leads to the following equation
v j ≤ c j− z j ≤ w j. (3.23)
This equation is a direct consequence of the optimality conditions of the linear program. The inequality
given above is now reorganized as follows
c j−w j ≤ z j ≤ c j− v j.
The dual variable, z j, can now either be fixed or bounded. In the comprehensively easiest case, z j is
fixed (z j = z j). The dual variable, z j, is fixed to zero, when the x j is either free or implied free. This is just
one instance of a fixed dual variable. In addition to the fixed multipler, if either v j = c j− x j or w j = c j− z j,
then the jth dual constraint is said to be forcing. Similar to the primal forcing constraints, all variables and
dual variables occurring in this constraint are fixed to their appropriate bounds, and the dual constraint is
removed.
On the other hand, if z j ≤ 0 (as is the case when x j =−∞) and c j > w j, then it is possible to conclude
z j ≥ c j−w j > 0.
The above result is in direct contradiction with z j ≤ 0; therefore, the problem is declared infeasible. However,
if c j < v j, then it is possible to conclude
z j ≤ c j− v j < 0.
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The above result suggests the upper bound on the jth variable must be active; therefore, x j is fixed to x j. The
jth dual constraint is said to be weakly forcing. The jth variable is said to be dominated. A well-formulated
and well-written discussion of dominated variables appears in [103, 108].
If z j ≥ 0 (as is the case when x j =+∞) and c j < v j, then again it is possible to conclude
z j ≤ c j− v j < 0.
However, this time such a conclusion is in direct contradiction with z j ≥ 0. Hence, the problem is dual
feasible. On the other hand, if c j < w j, then
z j ≥ c j−w j > 0.
The jth dual constraint is declared weakly forcing, since the above result suggests the lower bound on the jth
variable must be active. As a result thereof, x j is fixed to x j.
3.3 Advanced Preprocessing Techniques
3.3.1 Constraint reductions (Primal reductions)
Split inequalities
The split inequalities technique was introduced in [108] as an extension of the doubleton rows technique
(Section 3.2.2). The general idea is to free a variable by splitting an inequality constraint into two inequal-
ities, thus removing the bounds on the candidate variable. Let x j be the candidate variable, and consider
constraint i,
ai jx j + ∑
k∈K
aikxk = bi, (3.24)
where K ≡ Pi∪Ni−{ j}. Using the bounds on x j (x j ≤ x j ≤ x j) and the equation above, two equations are
developed.
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∙ If ai j > 0, then
bi−ai jx j ≤ ∑
k∈K
aikxk ≤ bi−ai jx j. (3.25)
∙ If ai j < 0, then
bi−ai jx j ≤ ∑
k∈K
aikxk ≤ bi−ai jx j.
This technique is useful only if the original equality may subsequently be removed from the problem via the
free column singleton (Section 3.2.3) or doubleton rows (Section 3.2.2) techniques. Recall that the candidate
variable x j is freed by the technique just described. A major drawback discussed in [108] is the reduction
in the number of equality constraints as a byproduct of this technique. The number of equality constraints
are critical to a technique not yet discussed, combining constraints, improving sparsity (Section 3.3.1). The
authors of [108] recommend the application of this technique in latter stages of the preprocessing routine,
allowing the aforementioned technique to be applied first.
Use of implied bounds on primal constraints
This technique is described in both [103] and [108]. It is possible that the implied bounds given by b′i and
b
′
i are not forcing, redundant or define infeasibility (Section 3.2.2); however, their expression may still be
utilized to deduce bounds on the variables that occur in constraint i. If aik > 0 for some k, then
b′i+aik (xk− xk)≤
n
∑
j=1
ai jx j ≤ bi (3.26)
and
bi ≤
n
∑
j=1
aikx j ≤ b′i+aik (xk− xk) . (3.27)
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Equations (3.26) and (3.27) imply
xk ≤ xk +
bi−b′i
aik
and
xk ≥ xk + bi−b
′
i
aik
respectively. Similarly, if aik < 0 for some k, then
b′i+aik (xk− xk)≤
n
∑
j=1
ai jx j ≤ bi (3.28)
and
bi ≤
n
∑
j=1
aikx j ≤ b′i+aik (xk− xk) . (3.29)
Equations (3.28) and (3.29) imply
xk ≥ xk + bi−b
′
i
aik
and
xk ≤ xk +
bi−b′i
aik
respectively.
In [103], a technique is described that takes the process a step further. If only one of the implied bounds
(b′i or b
′
i) is finite, then Gondzio describes a further reduction on the variable bound xk. This extra step is
remarkably successful at reducing the number of free variables in problems in the Netlib collection [103].
Described below are the four cases illustrating this technique from [103].
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∙ If xk =−∞ and aik > 0 for some k, then, restricting attention to the upper bound of the ith constraint,
aikxk + ∑
j∈Pi−{k}
ai jx j + ∑
j∈Ni
ai jx j ≤
n
∑
j=1
ai jx j ≤ bi.
The equation above can be manipulated algebraically to
xk ≤ 1aik
(
bi− ∑
j∈Pi−{k}
ai jx j− ∑
j∈Ni
ai jx j
)
.
∙ If xk =−∞ and aik < 0 for some k, then, restricting attention to the lower bound of the ith constraint,
bi ≤
n
∑
j=1
ai jx j ≤ aikxk + ∑
j∈Pi
ai jx j + ∑
j∈Ni−{k}
ai jx j.
The equation above can be manipulated algebraically to
xk ≤ 1aik
(
bi− ∑
j∈Pi
ai jx j− ∑
j∈Ni−{k}
ai jx j
)
.
∙ If xk =+∞ and aik < 0 for some k, then, restricting attention to the upper bound of the ith constraint,
aikxk + ∑
j∈Pi
ai jx j + ∑
j∈Ni−{k}
ai jx j ≤
n
∑
j=1
ai jx j ≤ bi.
The equation above can be manipulated algebraically to
xk ≥ 1aik
(
bi− ∑
j∈Pi
ai jx j− ∑
j∈Ni−{k}
ai jx j
)
.
∙ If xk =+∞ and aik > 0 for some k, then, restricting attention to the lower bound of the ith constraint,
bi ≤
n
∑
j=1
ai jx j ≤ aikxk + ∑
j∈Pi−{k}
ai jx j + ∑
j∈Ni
ai jx j.
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The equation above can be manipulated algebraically to
xk ≥ 1aik
(
bi− ∑
j∈Pi−{k}
ai jx j− ∑
j∈Ni
ai jx j
)
.
Combining constraints, improving sparsity
In [8, 201], the authors propose relatively simple searches for duplicate rows, i.e., rows that differ by a scalar
multiple, and they discuss how to remove this duplication. More advanced techniques were later proposed
in [7, 9, 103]. Andersen et al. [9] and Gondzio’s [103] techniques for improving the sparsity of A are both
hierarchical methods. Hierarchical methods were originally proposed by Chang et al. in [33].
As the reader can see, the literature is full of various techniques that combine constraints with the ob-
jective of improving sparsity. The technique described herein will closely follow that of Gondzio [103] and
Gould and Toint [108], but to endorse one technique over another would be a mistake as there is an obvi-
ous efficiency-reduction trade-off. This trade-off and the number of possibilities described in the literature
provides the reasoning for this technique’s inclusion amongst the advanced preprocessing techniques.
Consider the case where constraint i, an inequality constraint, and constraint k share a nonzero entry in
column j of A. In this case, it is possible to perform a transformation eliminating the entry (k, j) of A, that
is ak j = 0. The transformation of A proceeds as follows
n
∑
p=1
a′kpxp =
n
∑
p=1
(
akp−
ak j
ai j
aip
)
, (3.30)
where ai j is referred to as the pivot. Similarly, constraint i is referred to as the pivot constraint. The trans-
formation of A is accompanied by a transformation of the bounds on constraint k,
b′k = bk−
ak j
ai j
bi and b
′
k = bk−
ak j
ai j
bi,
and a similar transformation of the dual variable of constraint i. If the sign of ak j is identical to that of ai j,
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then
y′i = yi+
(
ak j
ai j
)
yk and y
′
i = yk +
(
ak j
ai j
)
yk.
If the sign of ak j and ai j are opposite, then
y′i = yi+
(
ak j
ai j
)
yk and y
′
i = yk +
(
ak j
ai j
)
yk.
Special care must be taken to ensure that the nonzeros of constraint i form a subset of the nonzeros of
constraint k,
{ j ∣ j ∈ Pi∪Ni } ⊆ { j ∣ j ∈ Pk ∪Nk } ,
thus maintaining a proper avoidance of fill-in in the constraint matrix. Since constraint i, the equality con-
straint, must form a subset of constraint k (as seen above), it makes the most sense to begin by searching
the equality constraints with the smallest cardinality, that is the smallest number of nonzeros. In [103], a
hierarchical list of equality constraint candidates is dynamically maintained in order of increasing number
of nonzeros. When a candidate constraint i is chosen; the column of A, corresponding to a nonzero entry in
constraint i and containing the fewest number of nonzeros, is searched. For each matching nonzero entry in
the given column, the corresponding row (constraint k) is further considered for transformation only if the
sparsity patterns of constraint i is a subset of constraint k.
If constraint k is an equality constraint, then the dynamic hierarchical list must be altered to reflect
the subsequent transformation. If constraint k is a multiple of constraint i, then the transformation will
successfully zero the entire kth row. This elimination may lead to a declaration of infeasibility, if the altered
constraint bounds, bk and bk are not compatible with a zero row. On the other hand, it may also simply lead
to the elimination of constraint k.
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3.3.2 Variable reductions (Dual reductions)
Doubleton columns
This preprocessing technique was first introduced in [108]. The technique requires three main conditions:
column j of the constraint matrix A contains only two nonzeros (ai j and ak j), constraint i is an equality
constraint, and variable j is implied free or free. This transformation is similar to the free column singleton
technique (Section 3.2.3) presented previously. However, equation (3.16) must now be substituted into
constraint k. As the reader will soon see, this operation takes great care to avoid fill-in in matrix A. This
equation substitution is given by
a′kl = akl−
ak jail
ai j
(3.31)
for l = 1, . . . ,n, l ∕= j, and the constraint bounds are transformed as follows
b′k = bk−
ak jbi
ai j
and b
′
k = bk−
ak jbi
ai j
.
Since variable j is free (or implied free), the jth dual constraint is given by
c j−ai jyi−ak jyk = z j = 0.
Using the equation above, it is possible to infer, through algebriac manipulation, the following bounds on yi
∙ If the sign of ai j and ak j are identical, then
c j−ak jyk
ai j
≤ yi ≤
c j−ak jyk
ai j
.
∙ If the sign of ai j and ak j are opposite, then
c j−ak jyk
ai j
≤ yi ≤ c j−ak jykai j .
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At this point, it is important to notice that for sufficiently small
∣∣ai j∣∣ round-off error might be introduced. In
which case, one might choose to infer the bounds on yk instead of yi.
As previously mentioned, it is possible that equation (3.31) could cause fill-in in the constraint matrix,
A. However, if one utilizes the space available from the removal of constraint i, as the fill-in cannot exceed
the number of nonzeros in constraint i; then no fill-in occurs. The choice to reuse the space provided by the
removal of constraint i prevents the further substitution of equation (3.16) into other constraints. For further
details on this operation, the interested reader is referred to [108].
This technique is beneficial, because the number of nonzeros in A can only decrease with every applica-
tion of this technique. However, it is possible that constraints become very dense, which is a disadvantage.
On the other hand, safeguards can be designed to avoid this effect.
Use of implied bounds on dual constraints
This section is devoted to tightening the bounds on the dual variable, y. Of course, it is possible that a test for
weakly forcing, forcing, and infeasible dual constraints (Section 3.2.3) fails, but all is not lost. In this section,
the calculated implied bounds on the jth dual constraint, v j and w j, are utilized in order to develop tighter
bounds on the dual variable, y. The subsequent discussion will closely follow the discussion contained in
[108], where bounds on x are developed using the entries of the Hessian matrix in a quadratic program. The
interested reader is referred to [108] for further details.
Four cases arise in the analysis of the implied bounds on the dual constraint j.
∙ If z j ≤ 0 and ak j > 0, then equations (3.21) and (3.23) can be combined to form
w j +ak j(yk− yk)≥ c j− z j ≥ c j,
for k = 1, . . . ,m. It is now possible to deduce
yk ≥ yk−
w j− c j
ak j
.
54
∙ If z j ≤ 0 and ak j < 0, then equations (3.21) and (3.23) can again be combined to form
w j +ak j(yk− yk)≥ c j− z j ≥ c j
for k = 1, . . . ,m. It is now possible to deduce
yk ≤ yk−
w j− c j
ak j
∙ If z j ≥ 0 and ak j > 0, then equations (3.20) and (3.23) can be combined to form
v j +ak j(yk− yk)≥ c j− z j ≥ c j
for k = 1, . . . ,m. It is now possible to deduce
yk ≤ yk−
v j− c j
ak j
∙ If z j ≥ 0 and ak j < 0, then equations (3.20) and (3.23) can again be combined to form
v j +ak j(yk− yk)≥ c j− z j ≥ c j
for k = 1, . . . ,m. It is now possible to deduce
yk ≥ yk−
v j− c j
ak j
These four cases operate under the assumption that the appropriate implied bound (v j or w j) is finite. If a
single infinite bound in equation (3.20) or (3.21) is causing the implied bound (v j or w j) to become infinite,
then all is not lost. In the remainder of this section, details will be provided on how to deduce further bounds
on the dual variable, y, in this particular case.
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Assume the single infinite contribution occurs at the kth multipler, and define
v(k)j ≡ ∑
i∈Pj−{k}
ai jyi+ ∑
i∈N j−{k}
ai jyi
w(k)j ≡ ∑
i∈Pj−{k}
ai jyi+ ∑
i∈N j−{k}
ai jyi.
Incorporating yk in the above two equations yields
ak jyk + v
(k)
j ≤
m
∑
i=1
ai jyi ≤ ak jyk +w(k)j ,
or similarly
ak jyk + v
(k)
j ≤ c j− z j ≤ ak jyk +w(k)j .
This inequality again gives rise to four distinct cases based on the sign of ak j, which bound (yk or yk) is
infinite, and the dual variable z j.
∙ If z j ≤ 0, ak j > 0, and yk =+∞, then
yk ≥
c j−w(k)j
ak j
.
∙ If z j ≤ 0, ak j < 0, and yk =−∞, then
yk ≤
c j−w(k)j
ak j
.
∙ If z j ≥ 0, ak j > 0, and yk =−∞, then
yk ≤
c j− v(k)j
ak j
.
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∙ If z j ≥ 0, ak j < 0, and yk =+∞, then
yk ≥
c j− v(k)j
ak j
.
Removing dependent variables
In this preprocessing technique, attention is given to pairs of variables x j and xk and their respective columns,
where
αaik = ai j ∀i ∈ [1,m] (3.32)
for some constant α ∕= 0. This is done by identifying a row i of A, where aik ∕= 0 and the row is of minimal
size (i.e. the row has the fewest nonzeros). Now the columns of the same size are checked for all columns
j ∕= k such that ai j ∕= 0. If equation (3.32) holds for any two columns j and k, then a dependent column has
been found.
The treatment of duplicate columns depends on the sign of α , the presence of finite bounds on x j and xk,
and the relation of c j and ck. Two main cases arise from the relation of c j and ck.
∙ If αck ∕= c j, then it is possible one of the columns dominates the other column.
– If αck > c j, then
αzk = αck−α
m
∑
i=1
aikyi > c j−
m
∑
i=1
ai jyi = z j. (3.33)
If z j ≥ 0 (which occurs when x j = +∞) and α > 0, then zk > 0. If z j ≤ 0 (which occurs when
x j =−∞) and α < 0, then zk > 0. Either way, variable k may be fixed to its lower bound, unless
xk =−∞. If xk =−∞, then the problem is dual infeasible.
– If αck < c j, then
αzk = αck−α
m
∑
i=1
aikyi < c j−
m
∑
i=1
ai jyi = z j. (3.34)
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If z j ≤ 0 (which occurs when x j =−∞) and α > 0, or z j ≥ 0 (which occurs when x j =+∞) and
α < 0; then variable xk is fixed at its upper bound, xk. However, if xk =+∞, then the problem is
dual infeasible.
It is possible in both of these subcases to deduce bounds on z j from the bounds on zk from equations
(3.33) and (3.34), thereby creating the possibility to fix x j at one of its bounds. At the very least, the
new bounds on z j might be useful in other preprocessing techniques, such as weakly forcing, forcing,
and infeasible dual constraints (Section 3.2.3).
∙ If αck = c j, then variable j is redundant. Variable j’s redundancy is a consequence of the exact
multiplicity of the objective function coefficients of variables j and k, and their dual constraints (or
columns). It is necessary to make a few adjustments in order to remove variable j from the problem.
First, it is necessary to aggregate the bounds of the two variables in the following manner
x′k = xk +αxk and x
′
k = xk +αx j if α > 0
x′k = xk +αx j and x
′
k = xk +αx j if α > 0.
Likewise, it is necessary to aggregate the bounds associated with the dual variable in the follow manner
z′k = zk +αzk and z
′
k = zk +αz j if α > 0
z′k = zk +αz j and z
′
k = zk +αz j if α > 0.
No updating of the constraint matrix is necessary, since column j is merely declared inactive. Like-
wise, no update of the objective function coefficient, c j, is necessary. As a matter of fact, this coeffi-
cient will be needed in the postprocessing phase, because the value of xk in conjunction with α will be
used to calculate the optimal value of x j, and the objective function value will need to be augmented by
c jx j. In addition to its effectiveness at removing a column, Gould and Toint mention in [108] that this
technique is particularly useful when the updated lower or upper bound becomes infinite. Potentially,
this technique could free xk.
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This procedure, in various forms, has been proposed in [8, 103, 200] and with modifications for quadratic
optimization in [108]. Andersen and Andersen comment in [8] that the number of duplicate columns are
expected to be small in most linear programs, but some classes of problems contain a relatively large number
of duplicate columns [6]. It is important that justification for this technique is provided, due to the fact that it
is expensive in comparison to the many of the other techniques [103, 108]. Due to the aforementioned facts
about this technique, it is included herein amongst other advanced preprocessing techniques.
3.4 Data Structures for Preprocessing Techniques
The data structures and implementation details discussed in this section are certainly not the only possibili-
ties. However, great care needs to be taken in the design of any efficient mathematical optimization solver.
Ideas for various data structures and implementations were accumulated from two main sources [108, 149].
Additionally, prior to implementation, a survey of available software documentation, such as [84, 109, 124],
was performed in order to gather information on what structures were necessary.
Duplicate representations of A are stored, which include one column-wise and one row-wise represen-
tation. All problem transformations are applied to both representations, and both representations maintain
a small buffer of empty space (based on a small percentage of the overall number of nonzeros). When a
preprocessing technique is successful in the removal of a row of column, this removal is performed in a lazy
fashion. A bit vector is maintained that indicates whether or not a given row or column is active. Additional
arrays are necessary in order to maintain x,x,x,b,b,y,y,y,z,z,z. A real value is maintained for c0.
It is necessary to maintain an undo stack in almost any implementation of a linear optimization prepro-
cessing routine. In the postprocessing routine (Section 3.5), this undo stack reverses operations performed
during the preprocessing routine. Each entry in the undo stack consists of a triplet made up of two integers
and one real value. The integers identify the row or column affected and the transformation applied, while
the real value represents the numerical information, such as a bound’s altered value.
After the preprocessing routine is completed, the constraint matrix is manipulated in order to place the
active nonzeros in contiguous memory locations. Figures 3.1 to 3.2 illustrate this manipulation. The bit
vectors, indicating whether a row or column is active, are used to construct the manipulated data structure.
59
unoccupied
occupied
column starts
column length
value
row index
1
l1
s1
2
l2
s2
⋅ ⋅ ⋅
⋅ ⋅ ⋅
⋅ ⋅ ⋅
m
lm
sm
col
1
col
2
⋅ ⋅ ⋅
⋅ ⋅ ⋅
col
m
free
space
Figure 3.1: Prior to the execution of the preprocessing routine
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Figure 3.2: After the execution of the preprocessing routine
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3.5 Problem Restoration
A transformed problem is sent to the solver after the preprocessing algorithm terminates. Following the
application of the solver, the problem and its solution undergo postprocessing. Postprocessing consists of
undoing each preprocessing technique in reverse order of their application.
For a subset of the problem transformations discussed in Section 3.2 and 3.3, a synopsis of the postpro-
cessing routine is presented.
3.5.1 Tightening variable bounds
Let xk be the variable whose bounds, xk and xk, were tightened during preprocessing. The reduced problem
may have an artificially nonzero dual variable, zk, associated with xk. If this is in fact the case, it is necessary
to set zk to zero for the purposes of recovering the solution to the initial problem. However, dual feasibility
must be maintained when setting zk to zero, and this usually requires a modification of the dual variables
associated with the constraints that involve xk and all the duals, z j, of all the other variables appearing in
these constraints.
When an equality doubleton constraint is used to transfer the bounds of z j onto zk (Section 3.2.2), there
are two postprocessing cases to consider.
∙ If none of the implied bounds are active at the solution, then none of the original bounds would have
been active. Therefore, the original bounds were superfluous, and as a result
z j = z′j = 0, zk = z
′
k and yi = y
′
i
∙ If one of the implied bounds is active at the solution of the transformed problem, then zk is set to zero.
By the duality of the linear program and the fact that z j = 0,
ai jyi + z j = ai jy′i
aikyi = aiky′i+ z′k
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Algebriac manipulation of the above equations yields
yi = y′i+
1
aik
z′k and z j =−
ai j
aik
z′k.
If instead the bounds are tightened via the use of implied variable bounds on primal constraints (Section
3.3.1), then the ith constraint may involve as many as n different variables. However, as seen below, this only
requires a slight modification of case two of the doubleton constraint postprocessing routine.
z j =−ai jaik z
′
k ∀ j ∈ Pi∪Ni.
3.5.2 Fixing a variable
Let x j be fixed to some value. If z j is not immediately known, as is the case when x j is fixed to one of
its bounds based on the sign of z j; then z j may be calculated in the postprocessing routine using the dual
condition.
z j = c j−
m
∑
i=1
a′i jy
′
j
3.5.3 Forcing primal constraints
Let constraint i be found to be a forcing constraint (Section 3.2.2). In order to recover the dual variables,
one must consider two cases, which are separated based on which implied bound caused the constraint to be
forcing.
∙ If b′i = bi, then it is necessary to choose the largest nonnegative yi value such that
z j ≤ 0 ∀ j ∈ Pi and z j ≥ 0 ∀ j ∈ Ni.
∙ If b′i = bi, then it is necessary to choose the largest nonpositive yi value such that
z j ≥ 0 ∀ j ∈ Pi and z j ≤ 0 ∀ j ∈ Ni.
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3.5.4 Combining constraints
Let equation (3.30) describe a linear combination of an arbitrary constraint and an equality constraint with
the intent of making A sparser (Section 3.3.1). Then the equations listed below are utilized in order to obtain
the dual variables, yi and yk.
yk = y′k and yi = y
′
i−
ak j
ai j
y′k.
3.5.5 Freeing a variable by splitting an equality constraint
The discussion of this postprocessing routine closely follows the one first detailed in [108]. Let y˜′i denote
the dual variable associated with the inequality constraint in equation (3.25), and y′i denote the dual variable
associated with the equality constraint in equation (3.24). If the bounds on a variable are transferred as
detailed in Section 3.3.1, then the dual variables of all constraints i, such that aik ∕= 0, along with the duals
of all the variables involved with these constraints may require recalculation. This recalculation is derived
using the dual equations
c j + ∑
p∈P
ap jy′p−ai jy′i = 0
and
ck + ∑
p∈P
apky′p−aiky′i−aiky˜′i = z′k
for k ∕= j, where P≡ {1,2, . . . ,m}−{i}. Prior to the transformation, the dual equations read
ck +
m
∑
p=1
apkyp = zk
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for k = 1, . . . ,n. Therefore, it is possible, through manipulation of the above three dual equations, to confirm
the following relationships
z j =−ai j y˜′i and yi = y′i+ y˜′i.
Furthermore, it is possible to verify that the dual variables of the variables different from j along with the
other dual variables require no modification with respect to this postprocessing routine [108].
3.5.6 Doubleton column constraint elimination
The discussion of this postprocessing routine closely follows the one first detailed in [108]. Let variable j be
eliminated by substitution from constraint i into constraint k (as described in Section 3.3.2). Let l denote the
column of A corresponding to xl , where xl occurs in the transformed problem currently being postprocessed.
This lth component, with respect to the dual of the linear program, is written
c′l−a′kly′k = cl−
ail
ai j
cl−akly′k +
ai j
ak j
aily′k = ∑
p∈P
a′ply
′
p+ z
′
l ,
where P≡ {1,2, . . . ,m}−{i} [108]. Since apl = a′pl for p ∕= k, p ∕= i, and l ∕= i, the preprocessing technique
only effects row k and row i in A. Therefore, z j = 0, zl = z′l for all l ∕= j, yk = y′k, and
yi =
1
ai j
(
c j−ak jyk
)
.
3.6 Computational experiments
Computational experiments were performed using the COIN Clp preprocessor. In a preprocessing routine,
it is typical to apply the techniques in the previous sections in a static order. The computational results
presented in this section suggest that this is inadequate, and an out-of-order preprocessing routine would
result in fewer failed attempts at reducing the problem, thereby decreasing the required time to preprocess a
given linear program.
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3.6.1 The COIN Clp implementation
Computational experiments were performed using the COIN Clp preprocessor [143]. Consider Clp’s na-
tive implementation, Algorithm 12. In this implementation, a while loop is used to iterate through several
preprocessing techniques, namely dual bound compatibility; singleton rows; doubleton rows; tripleton rows
(i.e., the split inequalities technique, where no more than three nonzeros exist in a row); weakly forcing,
forcing, and infeasible dual constraints; forcing, redundant, and infeasible primal constraints; and free col-
umn singleton combined with doubleton columns. Due to the fact that the doubleton columns technique is
a relatively expensive preprocessing technique, this technique is used every five iterations in the while loop,
rather than at every iteration. Similarly, the dual bound compatibility technique is performed only on the
first iteration of the while loop.
Surrounding the while loop is a for loop, which makes a predefined number of passes. Included in the
for loop, but not in the while loop, are several more computationally intensive techniques. Again, the free
column singleton technique combined with doubleton columns is performed. This technique is accompanied
by a for loop, which makes several attempts to fix variables at their upper or lower bounds based on the sign
of z j (i.e., dual bound compatibility), and then attempts to perform the free column singleton combined with
doubleton columns techniques. If at any time no progress is made, then the for loop is exited. This for loop
is followed by the expensive search for duplicate columns and rows. Empty rows and empty columns are
eliminated at the end of the algorithm. These techniques are executed only once.
The reader will recognize that some of the techniques described herein are not included in the Clp pre-
processor. Furthermore, some of the techniques, e.g. dual bound compatibility, are uniquely implemented in
Clp. The authors of Clp note within the source code comments that this technique is “a work in progress.” A
portion of the code is removed from compilation. This portion deals with the case where x j =−∞ in Subsec-
tion 3.2.1. Rather than attempting to fix the existing Clp code base, the experiments were performed using
the existing code without modifying the individual techniques to more closely coincide with the literature
review presented herein.
65
for k← 1 to ∞ do
p← 0
while 1 do
p← p+1
singleton rows; if infeasible or unbounded, then break
dual bound compatibility, only if p = 1; if infeasible or unbounded, then break
doubleton rows; if infeasible or unbounded, then break
tripleton rows; if infeasible or unbounded, then break
weakly forcing, forcing, and infeasible dual constraints; if infeasible or unbounded, then
break
forcing, redundant, and infeasible primal constraints; if infeasible or unbounded, then
break
free column singleton & doubleton columns; if infeasible or unbounded, then break
if there are no changes from previous pass, then break
end
for j← 1 to 5 do
dual bound compatibility; if infeasible or unbounded, then break
free column singleton & doubleton columns; if infeasible or unbounded, then break
if there are no changes from previous iteration, then break
end
duplicate columns; if infeasible or unbounded, then break
duplicate rows; if infeasible or unbounded, then break
end
empty columns
empty rows
Algorithm 12: COIN Clp preprocessor
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3.6.2 Rate of success for various techniques
The techniques were randomized for experiments. Within the while loop and outside the while loop, the
order in which the techniques are executed were randomized. Several executions through the entire Ken-
nington and Netlib libraries were performed in order to attain a reasonable sample size for each technique.
In order to describe the success matrices given in this section, it is necessary to define four variables.
S/S: If technique X was the last successful technique previous to Y ’s success, then column X is
incremented at row Y .
F/S: If technique X was a failure previous to Y ’s success, then column X is incremented at row
Y . That is, X’s failure must have occurred between the previously successful technique and
Y ’s success in order to be incremented as described.
(S/S)T : If technique X was the last successful technique previous to Y ’s success, then column Y is
incremented at row X .
S/F: If technique X was a success previous to Y ’s failure, then column Y is incremented at row
X . That is, Y ’s failure must have occurred between X’s success and the next successful
technique.
These arrays combine to give the desired results. Dividing each element of the array (S/S)T by the sum of
the corresponding elements of (S/S)T and S/F forms Table 3.1. That is, position (i, j) in (S/S)T is divided by
the sum of position (i, j) in (S/S)T and position (i, j) in S/F. Similarly, dividing position (i, j) in S/S by the
sum of position (i, j) in S/S and position (i, j) in F/S forms Table 3.2. These tables represent relative success
rates. For instance (see Table 3.2), if technique one was a success, then technique two (had it run previous
to technique one) would have been successful at a rate of 41.9%. Analogously (see Table 3.1), if technique
one is a success, then technique two has a 47.1% chance of being successful (if it is run immediately after
technique one’s success). Obviously, the more important table is Table 3.1, because it is predictive of future
successes.
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Key for Tables 3.1 and 3.2
1 Dual bound compatibility
2 Singleton rows
3 Doubleton rows
4 Split inequalities (tripletons only)
5 Weakly forcing, forcing, and infeasible dual constraints
6 Forcing, redundant, and infeasible primal constraints
7 Free column singleton & Doubleton columns
8 Duplicate column
9 Duplicate row
1 2 3 4 5 6 7 8 9
1 0.471 0.477 0.299 0.137 0.379 0.635 0.784 0.283
2 0.159 0.598 0.436 0.120 0.338 0.510 0.651 0.281
3 0.169 0.489 0.495 0.090 0.365 0.462 0.659 0.314
4 0.144 0.491 0.495 0.114 0.323 0.448 0.748 0.429
5 0.233 0.601 0.331 0.422 0.442 0.575 0.818 0.040
6 0.206 0.500 0.501 0.441 0.085 0.487 0.573 0.586
7 0.231 0.450 0.385 0.420 0.159 0.329 0.611 0.255
8 0.139 0.310 0.441 0.554 0.137 0.109 0.408 0.154
9 0.130 0.083 0.250 0.613 0.192 0.103 0.162 0.627
Table 3.1: Relative success rates of a technique given the prior success of another technique
1 2 3 4 5 6 7 8 9
1 0.419 0.482 0.386 0.145 0.404 0.608 0.820 0.179
2 0.191 0.627 0.588 0.175 0.548 0.620 0.545 0.040
3 0.196 0.662 0.597 0.094 0.431 0.479 0.516 0.085
4 0.110 0.555 0.685 0.121 0.412 0.545 0.496 0.150
5 0.198 0.566 0.431 0.516 0.324 0.710 0.359 0.143
6 0.214 0.678 0.628 0.541 0.172 0.645 0.282 0.086
7 0.278 0.576 0.484 0.498 0.147 0.421 0.721 0.075
8 0.110 0.184 0.221 0.192 0.045 0.098 0.338 0.113
9 0.064 0.155 0.207 0.219 0.004 0.209 0.247 0.216
Table 3.2: Relative success rates of a technique given the the subsequent success of another technique
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There is, of course, a caveat to the table itself. The table indicates that if technique one is a success,
then technique eight has a 78.4% chance of being successful following technique one’s success. However, it
is important to recognize that technique eight is the duplicate columns technique, which is one of the more
expensive techniques. Obviously, any out-of-order preprocessor would have to weight these percentages
according to their computational expense. In addition, it is a certainty that these percentages will change
with each new problem that is solved. An advanced routine would require the solver to learn from each
problem by adjusting these percentages. In this way, the preprocessor will gain intelligence with every
problem solved. Lastly, it is feasible that separate tables might be maintained for different problem types.
For example, one might wish to maintain separate tables for transportation problems and linear relaxations
of nonlinear problems.
3.7 Conclusions
The benefits of preprocessing linear programs have been well-documented since the pioneering work of
Brearly et al. in [30]. Since that time, many different preprocessing techniques have been proposed. With
every contribution to the field of preprocessing, more is learned about the effects. In [108], the authors show
a reduction in the number of variables by 20% in linear programs that were tested. This has a predictable
impact on the solution time. The average gain in solution time for linear programs in [108] was 10%.
The success rates presented in Subsection 3.6.2 form the basis for an out-of-order preprocessor that
is capable of anticipating which technique to try next based on prior successes. These tables can “learn”
successful orderings for different problem types by tracking the relative success rates for these problem
types. Alternatively, the tables can track the relative success rates for every problem seen by the solver. In
this way, the failure rate of each technique should diminish over time, as the predictive power of the tables
improve.
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Chapter 4
Scaling
4.1 Introduction
The scaling of linear programs, while poorly understood, is definitely not devoid of techniques. Scaling is
the most common preconditioning technique utilized in linear optimization solvers. The purpose of scaling
is to improve the conditioning of the constraint matrix and decrease the computational effort for solution.
Most importantly, scaling provides a relative point of reference for absolute tolerances. For instance, ab-
solute tolerances are used in the simplex algorithm to determine when a reduced cost is considered to be
nonnegative. Existing techniques for obtaining scaling factors for linear systems are investigated in this
chapter. With a focus on the impact of these techniques on the performance of the simplex method, this
chapter analyzes the results obtained from over half a billion simplex computations, including the computa-
tion of the condition number at every iteration. Some of the scaling techniques studied are, by construction,
computationally more expensive than others. For the Netlib problems considered herein, it is found that
on average no scaling technique outperforms the simplest technique, i.e., equilibration, despite the added
complexity and computational cost.
The main objective of scaling a linear program is to improve the conditioning of the constraint matrix
and ultimately the accuracy of the solution. However, there are many added benefits of scaling a linear
program. In particular, scaling a linear program may decrease the number of iterations required to solve the
problem. Another beneficial aspect of scaling a linear program is that it provides a reference point for the
magnitude of static tolerances that are an integral part of practical linear optimization solvers.
The means by which scaling is generally believed to improve numerical behavior is by creating row
and column scaling factors whose application to the constraint matrix leads to nonzero numerical values of
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similar magnitude. Although matrices with nonzero numerical values of similar magnitude are generally
thought to define good scaling [117, 137, 157, 166, 198], it remains unclear just how well scaled such a
matrix is.
Tomlin [198] presented a thesis on the rationale behind scaling linear programs and some computational
results for arithmetic mean, geometric mean, equilibration, Curtis and Reid [39], Fulkerson and Wolfe [86]
scaling techniques, and various combinations. Larsson [137] expanded on Tomlin’s study by including
entropy (attributed to Dantzig and Erlander in [137]), Lp–norm [117], and de Buchet [50] scaling models.
Larsson’s results on randomly generated linear programs suggest that it may be possible to use scaling to
reduce the number of simplex iterations. In addition, Larsson performed a small study on the condition
number of the constraint matrix before and after scaling, and suggested that the entropy model is often
able to considerably improve the conditioning of the randomly generated linear programs. The results of
Larsson’s paper were so promising that he wrote:
We have experimentally shown that it may be possible to significantly decrease the number
of iterations in the simplex method by prescaling. The results are so promising that it would be
of interest to perform a computational study with large-scale real-world linear programs from
different applications.
Tomlin’s study [198] was limited by the quantity and diversity of real world test problems available to
researchers in the mid nineteen seventies. The study concentrated on six test problems of varying sizes. The
scaling paper written by Larsson [137] used more test problems but these were generated with Gaussian
random matrices of varying sparsity. It is now well understood that Gaussian random constraint matrices
are unlikely to have any ill-conditioned bases (see e.g. [130]). To this date, there has been no published
systematic study of scaling algorithms on a large collection of test problems.
Both Tomlin [198] and Larsson [137] discussed the objective of using scaling to reduce the number of
simplex iterations required to solve a linear optimization problem. Using sparse linear programs from the
Netlib and Kennington libraries, in Section 4.6, it will be shown through extensive computational experi-
mentation that, on average, none of the scaling algorithms proposed to date are able to reduce the number of
required simplex iterations.
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In addition to the goal of reducing the number of iterations, scaling is thought to improve the “numeri-
cal behavior” of the simplex algorithm. While scaling is certainly able to provide a reference point for the
magnitude of absolute tolerances, it is unclear whether or not it improves the “numerical behavior” of the al-
gorithm. In the face of round-off error, a properly designed simplex-based code will contain a dozen or more
absolute tolerances. These tolerances, for instance, are responsible for determining when a linear program is
infeasible (taking into account possible rounding error). A tolerance is also used to determine eligible pivot
elements, i.e., given round-off error, the tolerance is used to determine if an element is sufficiently different
from zero. Reduced costs are also subject to absolute tolerances. A reduced cost is said to be negative, if
and only if it is less than −ε , where ε is the appropriate tolerance.
Again, based on the results presented in Section 4.6 and an example presented in Section 4.5, it is ques-
tionable whether scaling improves the “numerical behavior” of the simplex algorithm. The computational
results suggest that scaling can cause an increase in the condition number of the bases in the simplex al-
gorithm. Such an increase will necessarily deteriorate the accuracy of the inverse of the basis, thereby
deteriorating the accuracy of the potential pivot elements and the reduced costs. In addition, the increased
condition number of a given basis (or series of bases) may necessitate a more frequent refactorization of the
basis. The example offered in Section 4.5 illustrates the potential increase in the condition number of the
basis due to scaling.
In the subsequent sections, many different scaling techniques will be presented along with their recom-
mended cyclical updating procedures. Basic scaling techniques are presented in Section 4.3, followed by
model-based scaling techniques in Section 4.4. Every scaling technique presented herein is described using
the Gauss-Seidel iterative scheme presented in Section 4.2, except for the composite-Jacobi binormalization
algorithm presented in Subsection 4.4.4. A small example linear program is provided in Section 4.5 that
illustrates the complexity involved in properly scaling a linear program. This example is followed by the
computational results compiled from the over half a billion simplex computations in Section 4.6. Concluding
remarks are offered in Section 4.7.
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4.2 Mathematical and notational preliminaries
Before the scaling techniques and models are described, some necessary notation needs to be introduced.
Let A be an m×n real matrix. It is assumed that a suitable preprocessing routine has removed all empty rows
and columns from A. That is, it is assumed that there are no zero rows or columns. Let Ni =
{
j∣ai j ∕= 0
}
,
i = 1, . . . ,m, M j =
{
i∣ai j ∕= 0
}
, j = 1, . . . ,n and Z =
{
(i, j)∣ai j ∕= 0
}
. Let ni and m j be the cardinality of the
sets Ni and M j, respectively. Let ri be the row scale for row i, and s j be the column scale for column j.
The scaled matrix is expressed as X = RAS, where R = diag(r1 . . .rm) and S = diag(s1 . . .sn). The scaling
methods presented in this thesis are all of the same type, in that they all involve a scaling of the rows and
then the columns. The process by which these row and column scales are applied is iterative. Let X (0) = A.
Then, each iteration is given by:
X (k+1/2) = R(k+1)X (k)
X (k+1) = X (k+1/2)S(k+1),
where
R =
t
∏
i=1
R(i)
S =
t
∏
i=1
S(i),
and t is the number of iterations needed to obtain an optimal scaling. The term optimal scaling refers to the
scaled matrix to which a specific scaling model converges. This is not to be confused with the problem of
optimal scaling [14], which refers to finding an R and S such that κ(RAS), the condition number of RAS, is
minimized. The formulation of this optimization problem is:
min κ(RAS)
s.t. ri > 0 ∀i ∈ [1,m] (4.1)
si > 0 ∀i ∈ [1,n ],
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with a suitable definition of κ(RAS) for matrices that are not necessarily square or invertible.
In practice, once the scaling matrices R and S have been obtained by a scaling technique, it is often
beneficial to use the nearest power of two rather than the scaling factors obtained by the algorithm. This
is referred to as power-of-two scaling and affords exact machine representation of the resultant matrix ele-
ments, thus avoiding round-off error. Dividing by a power of two amounts to a mere shift operation (or an
increase/decrease in the exponent of a floating point number), thus improving the computational efficiency
and identification of termination.
We assume, without loss of generality, that the elements of A are nonnegative. This assumption is
made merely to simplify the presentation of the subsequent scaling techniques. That is, the nonnegativity
assumption permits the presentation of formulas without the otherwise obligatory absolute values.
4.3 Basic scaling techniques
4.3.1 Equilibration
Equilibration scaling and the effect of equilibration on the condition number of matrices was studied by van
der Sluis in [202, 203]. In equilibration scaling, each row is scaled to make the largest nonzero matrix entry
of magnitude one. This is then followed by a similar column scaling. It is well known that equilibration
can generate small round-off errors. In other scaling procedures, it is common practice to use power-of-
two scaling to avoid round-off error. While it is possible to use power-of-two scaling in conjunction with
equilibration, such a scaling would not by definition lead to an equilibration scaling. Using power-of-two
scaling, there is no way to ensure that the largest nonzero entry is of magnitude one.
Example 4.3.1. In this example, the equilibration scaling technique will be demonstrated on the following
matrix
A =
⎡⎢⎢⎢⎢⎣
150 0 7.5
9 2 2.5
4 3.5 1.5
⎤⎥⎥⎥⎥⎦.
Recall that, when scaling, the row scales (listed below) are first applied to A, followed by the column scaling.
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So the column scales are scaling upon the matrix RA and not the original A matrix. Using equilibration
scaling, the scaling factors of the this matrix are
r = [0.0067 0.1111 0.25]T and s = [1 1.1429 2.6667]T ,
and the scaled matrix X, given by X = RAS, is
X =
⎡⎢⎢⎢⎢⎣
1 0 0.1333
1 0.254 0.7407
1 1 1
⎤⎥⎥⎥⎥⎦.
4.3.2 Geometric mean
Geometric mean scaling is a technique designed to decrease the variance between the nonzeros in the matrix.
In geometric mean scaling, the row scaling factor ri, for row i, is calculated as follows:
r(k+1)i =
(
max
j∈Ni
x(k)i j ⋅minj∈Ni x
(k)
i j
)−1/2
.
This row scaling procedure is followed by a similar column scaling. The column scaling factor s j, for column
j, is:
s(k+1)j =
(
max
i∈M j
x(k+1/2)i j ⋅mini∈M j x
(k+1/2)
i j
)−1/2
.
These scaling factors are not representative of the true geometric mean, rather an approximation suggested
by Tomlin [198].
Example 4.3.2. In this example, the geometric mean scaling technique will be demonstrated on the following
matrix
A =
⎡⎢⎢⎢⎢⎣
150 0 7.5
9 2 2.5
4 3.5 1.5
⎤⎥⎥⎥⎥⎦.
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Using geometric mean scaling, the row and column factors after one iteration are
r =
[
(150∗7.5)−1/2 (9∗2)−1/2 (4∗1.5)−1/2
]T
= [0.0298 0.2357 0.4082]T .
s =
[
(4.47∗1.63)−1/2 (1.43∗0.47)−1/2 (0.61∗0.22)−1/2
]T
= [0.37 1.2184 2.7024]T .
Recall that the column factors are determined from RA and not simply A. The scaled matrix X is
A =
⎡⎢⎢⎢⎢⎣
1.6549 0 0.6043
0.785 0.5744 1.5924
0.6043 1.741 1.6549
⎤⎥⎥⎥⎥⎦.
Using geometric mean scaling, the scaling factors after ten iterations are
r = [0.0296 0.2485 0.3972]T and s = [0.3764 1.2029 2.6914]T ,
and the scaled matrix X, given by X = RAS, is
X =
⎡⎢⎢⎢⎢⎣
1.6723 0 0.598
0.8419 0.598 1.6723
0.598 1.6723 1.6036
⎤⎥⎥⎥⎥⎦.
Further details of each iteration are provided in the Appendix in Tables B.1 and B.2. Note the fast conver-
gence of the scaling factors for this particular matrix. This is not always the case.
4.3.3 Arithmetic mean
Like geometric mean, arithmetic mean also aims to decrease the variance between the nonzeros in the matrix.
The row scaling factor in arithmetic mean scaling is the inverse of the mean of all nonzero elements in that
row, or the nearest power of two. Like the other scaling techniques presented thus far, a similar column
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scaling follows the row scaling. The row scaling factor ri and column scaling factor s j are given by:
r(k+1)i =
(
ni/ ∑
j∈Ni
x(k)i j
)
and s(k+1)j =
(
m j/ ∑
i∈M j
x(k+1/2)i j
)
,
respectively.
Example 4.3.3. In this example, the arithmetic mean scaling technique will be demonstrated on the follow-
ing matrix
A =
⎡⎢⎢⎢⎢⎣
150 0 7.5
9 2 2.5
4 3.5 1.5
⎤⎥⎥⎥⎥⎦.
Using arithmetic mean scaling, the scaling factors after one iteration are
r =
⎡⎢⎢⎢⎢⎣
2/(150+7.5)
3/(9+2+2.5)
3/(4+3.5+1.5)
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
0.0127
0.2222
0.3333
⎤⎥⎥⎥⎥⎦
s =
⎡⎢⎢⎢⎢⎣
3/(1.9+2.0+1.33)
2/(0.44+1.17)
3/(0.1+0.56+0.5)
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
0.5727
1.2414
2.6069
⎤⎥⎥⎥⎥⎦ ,
and the scaled matrix X is
X =
⎡⎢⎢⎢⎢⎣
1.0909 0 0.2483
1.1455 0.5517 1.4483
0.7636 1.4483 1.3034
⎤⎥⎥⎥⎥⎦.
Using arithmetic mean scaling, the scaling factors after ten iterations are
r = [0.0213 0.2104 0.2661]T and s = [0.4874 1.4791 2.7649]T ,
and the scaled matrix X, given by RAS, is
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X =
⎡⎢⎢⎢⎢⎣
1.5581 0 0.4419
0.9231 0.6224 1.4545
0.5188 1.3776 1.1036
⎤⎥⎥⎥⎥⎦.
Further details of each iteration are provided in the Appendix in Tables B.3 and B.4.
4.3.4 Combination
It is quite common to see either geometric and arithmetic mean scaling followed by equilibration. If round-
off error is a major concern, then by definition (i.e., without power-of-two scaling) equilibration might not
be ideal. The other two techniques in combination are capable of generating no round-off error, when their
power-of-two row and column factors are used.
4.3.5 Dynamic scaling: IBM’s MPSX
Originally proposed by Benichou et al. in [16], the following scaling technique was later adopted by IBM
for use in IBM’s MPSX (Mathematical Programming System Extended), which was developed to solve
linear optimization problems. This dynamic scaling algorithm utilized a combination of geometric mean
and equilibration scaling. Geometric mean scaling is performed four times or until
1
Z
⎡⎢⎣ ∑
(i, j)∈Z
a2i j−
⎛⎝ ∑
(i, j)∈Z
a2i j
⎞⎠2/Z
⎤⎥⎦< ε,
whichever is fewer, where Z is the number of nonzero entries in A and ε is a tolerance, typically set below
ten, often at four. After the geometric scaling phase is complete and the variance between the nonzeros in
the matrix has been decreased sufficiently, equilibration scaling is performed.
Example 4.3.4. In this example, the IBM’s MPSX scaling technique will be demonstrated on the following
matrix
A =
⎡⎢⎢⎢⎢⎣
150 0 7.5
9 2 2.5
4 3.5 1.5
⎤⎥⎥⎥⎥⎦.
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Using IBM’s MPSX scaling, the scaling factors after one iteration are
r =
⎡⎢⎢⎢⎢⎣
2/(150+7.5)
3/(9+2+2.5)
3/(4+3.5+1.5)
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
0.018
0.148
0.2345
⎤⎥⎥⎥⎥⎦
s =
⎡⎢⎢⎢⎢⎣
3/(1.9+2.0+1.33)
2/(0.44+1.17)
3/(0.1+0.56+0.5)
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
0.37
1.2184
2.7024
⎤⎥⎥⎥⎥⎦ ,
and the scaled matrix X is
X =
⎡⎢⎢⎢⎢⎣
1 0 0.3651
0.493 0.3607 1
0.3471 1 0.9505
⎤⎥⎥⎥⎥⎦.
Using IBM’s MPSX scaling, the scaling factors after two iterations are
r = [0.0178 0.1485 0.2368]T and s = [0.3748 1.2068 2.6941]T ,
and the scaled matrix X, given by X = RAS, is
X =
⎡⎢⎢⎢⎢⎣
1 0 0.3594
0.5008 0.3583 1
0.3549 1 0.9568
⎤⎥⎥⎥⎥⎦.
Based on the user supplied threshold for variance, this technique could have as many as four iterations or
as few as one iteration. Tables are not provided in the Appendix for this technique because it simply runs
geometric mean scaling a multitude of times and then runs equilibration. For a reference as to the scaling
iterates, see the geometric mean Tables (B.1 and B.2) in the Appendix up to the point of two completed
iterations. These two iterations are then followed by equilibration scaling.
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4.4 Model-based scaling techniques
4.4.1 Lp-norm scaling model
The Lp-norm scaling model is formulated as:
min
r,s>0
⎧⎨⎩ ∑
(i, j)∈Z
∣∣log(ai jris j)∣∣p
⎫⎬⎭
1/p
where ai j is the nonzero element of the matrix in row i and column j, ri is the corresponding row scale,
and s j is the corresponding column scale. The classical version of this model was introduced by Hamming
in [117] and has p = 1.
By minimizing f (x) = ∣log(x)∣, this scaling model seeks to minimize the relative divergence of the
nonzero elements of the problem from one. The sensitivity to the largest and smallest absolute nonzero
matrix entries depends on p, where p is a positive integer. An equivalent unconstrained optimization problem
is:
min
ρ,σ>0
⎧⎨⎩ ∑
(i, j)∈Z
∣∣αi j +ρi+σ j∣∣p
⎫⎬⎭
1/p
,
where αi j = log(ai j), ρi = log(ri), and σ j = log(s j). If ρi and σ j are rounded to the nearest integer and the log
base two is used to calculate αi j, ρi, and σ j, then power-of-two multipliers are obtained. The optimization
problem above is equivalent to the problem of finding a best Lp-approximate solution to the over-determined
system of linear equations ρi+σ j =−αi j. This problem was studied by [35] for the cases p = 1 and p =∞,
and by [40] for the case p = 2. The focus of the remainder of this section will be on these three cases.
L1-norm scaling model
In [137], Larsson describes the optimal scaling for the case p = 1. If X = RAS, then the necessary and
sufficient conditions for optimality of X are given below for the L1-norm scaling model:
∙ Necessary Condition (L1-norm): Let k+i =
∣∣{ j∣xi j > 1}∣∣ for i = 1, . . . ,m, and k−i = ∣∣{ j∣0 < xi j < 1}∣∣
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for i = 1, . . . ,m; and let l+j and l
−
j be similarly defined for the columns. The matrix X is an optimal
solution if k+i = k
−
i , ∀i and l+j = l−j , ∀ j.
∙ Sufficient Condition (L1-norm): Let X be an optimal solution to the L1-norm scaling model. Let
k0i =
∣∣{ j∣xi j = 1}∣∣, ∀i and l0j = ∣∣{i∣xi j = 1}∣∣, ∀ j. Then k0i ≥ ∣∣k+i − k−i ∣∣ and l0j ≥ ∣∣∣l+j − l−j ∣∣∣ hold for all
i and j.
Prior to the introduction of these optimality criteria in [137], the literature on scaling had not yet addressed
such criteria for the L1-norm model. For further insight into the origin of these criteria, the reader is referred
to [137].
The L1-norm scaling model’s row and column scaling factors at each iteration are chosen based on the
necessary and sufficient conditions provided. The optimality conditions are satisfied by dividing each row
and column by the median of the absolute value of the nonzero entries:
rk+1i =1/median
{
x(k)i j ∣ j ∈ Ni
}
, ∀i
sk+1j =1/median
{
x(k+1/2)i j ∣i ∈M j
}
, ∀ j.
Example 4.4.1. In this example, the L1-norm scaling model will be demonstrated on the following matrix
A =
⎡⎢⎢⎢⎢⎣
150 0 7.5
9 2 2.5
4 3.5 1.5
⎤⎥⎥⎥⎥⎦.
Using the L1-norm scaling model, the scaling factors after one iteration are
r =
⎡⎢⎢⎢⎢⎣
1/((150+7.5)/2)
1/2.5
1/3.5
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
0.0127
0.4
0.2857
⎤⎥⎥⎥⎥⎦
s =
⎡⎢⎢⎢⎢⎣
1/1.9
1/((0.8+1.0)/2)
1/0.43
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
0.525
1.1111
2.3333
⎤⎥⎥⎥⎥⎦ ,
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and the scaled matrix X is
X =
⎡⎢⎢⎢⎢⎣
1 0 0.2222
1.89 0.8889 2.3333
0.6 1.1111 1
⎤⎥⎥⎥⎥⎦.
Using the L1-norm scaling model, the scaling factors at optimality (after three iterations) are
r = [0.0208 0.2116 0.2857]T and s = [0.525 1.4052 2.3333]T ,
and the scaled matrix X, given by X = RAS, is
X =
⎡⎢⎢⎢⎢⎣
1.6364 0 0.3636
1 0.5948 1.2346
0.6 1.4052 1
⎤⎥⎥⎥⎥⎦.
One can see the scaling iterations in the Tables B.5 and B.6 in the Appendix.
L2-norm scaling model
A model similar to the L2-norm scaling model was originally proposed by Hamming [117] and later en-
hanced by Curtis and Reid [39]. Curtis and Reid improved on the ideas of Hamming by suggesting the
use of a specialized conjugate gradient method to solve for the optimal scaling factors. Curtis and Reid’s
approach allowed for one or more matrix entries to be zero, where Hamming’s closed form solution for
the scaling factors required that all matrix entries be nonzero. This model gained further popularity after
the experiments in [198] suggested that the Curtis-Reid scaling method was generally superior to the earlier
Fulkerson and Wolfe’s scaling method [86], which is equivalent to the L∞-norm model discussed below. The
L2-norm model is stated as:
min
r,s>0
⎧⎨⎩ ∑
(i, j)∈Z
{
log(ai jris j)
}2⎫⎬⎭
1/2
.
The solution to this model is optimal, if and only if the product of the nonzero matrix entries in each row
and column of X = RAS equals one.
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The row and column scaling factors for the L2-norm model are realized by taking the reciprocal of the
geometric mean of the nonzero elements:
r(k+1)i = 1
/(
∏
j∈Ni
x(k)i j
)1/ni
, ∀i
s(k+1)j = 1
/(
∏
i∈M j
x(k+1/2)i j
)1/m j
, ∀ j.
It is important to note that, while the scaling factors for the L2-norm model are the inverses of the geo-
metric means, the geometric mean scaling method presented in Section 4.3.2 does not have the same scaling
factors, rather those suggested by Tomlin [198]. Next, we shall see that the L∞-norm model corresponds to
the geometric mean method, with the exception that L∞-norm possesses a termination criterion based on the
optimization model and its optimality conditions.
The scaling factors and optimality conditions are presented in this section, while detailed derivations are
offered in the Appendix and [65].
Example 4.4.2. In this example, the L2-norm scaling model will be demonstrated on the following matrix
A =
⎡⎢⎢⎢⎢⎣
150 0 7.5
9 2 2.5
4 3.5 1.5
⎤⎥⎥⎥⎥⎦.
Using the L2-norm scaling model, the scaling factors after one iteration are
r =
⎡⎢⎢⎢⎢⎣
(150∗7.5)−1/2
(9∗2∗2.5)−1/3
(4∗3.5∗1.5)−1/3
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
0.0298
0.2811
0.3625
⎤⎥⎥⎥⎥⎦
s =
⎡⎢⎢⎢⎢⎣
(4.47∗2.53∗1.45)−1/3
(0.56∗1.27)−1/2
(0.22∗0.7∗0.54)−1/3
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
0.3935
1.184
2.2704
⎤⎥⎥⎥⎥⎦ ,
and the scaled matrix X is
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X =
⎡⎢⎢⎢⎢⎣
1.76 0 0.5077
0.9958 0.6658 1.5958
0.5706 1.5021 1.2344
⎤⎥⎥⎥⎥⎦.
Using the L2-norm scaling model, the scaling factors at optimality (after eight iterations) are
r = [0.0318 0.2753 0.3549]T and s = [0.3908 1.2093 2.2545]T ,
and the scaled matrix X, given by X = RAS, is
X =
⎡⎢⎢⎢⎢⎣
1.8619 0 0.5371
0.9682 0.6658 1.5515
0.5547 1.5021 1.2001
⎤⎥⎥⎥⎥⎦.
One can see the scaling iterations in the Tables B.7 and B.8 in the Appendix.
L∞-norm scaling model
The L∞-norm model is formulated as:
min
r,s>0
{
max
(i, j)∈Z
∣∣log(ai jris j)∣∣} ,
and can be shown to be equivalent to:
min
r,s>0
max
(i, j)∈Z
(ai jris j)
min
(i, j)∈Z
(ai jris j)
.
This reformulation of the L∞-norm model was first investigated in [86].
In the case of the L∞-norm model, [137, 177, 205] described the following necessary and sufficient
condition for optimality. Let X = RAS be a solution to the L∞-norm model and w=max(i, j)∈Z
∣∣logxi j∣∣. Then
X is optimal if and only if there exists a cycle {(i1, j1), (i1, j2), (i2, j2), . . . , (it−1, jt), (it , jt), (it , j1), (i1, j1)}
of entries in X alternatively taking the values of exp(w) and exp(−w).
Since X is optimal for the L∞-norm model if and only if it contains a cycle of alternating exp(w) and
exp(w), the row and column scaling factors should be based on the reciprocal of the product of the smallest
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and largest absolute elements in a given row or column. The row and column scales, respectively, are:
r(k+1)i = 1
/{(
max
j∈Ni
x(k)i j
)(
min
j∈Ni
x(k)i j
)}1/2
, ∀i
s(k+1)j = 1
/{(
max
i∈M j
x(k+1/2)i j
)(
min
j∈M j
x(k+1/2)i j
)}1/2
, ∀ j.
At this point, it is clear that one iteration of the L∞-norm model corresponds to geometric mean scaling
as described in Section 4.3.2.
Example 4.4.3. In this example, the L∞-norm scaling model will be demonstrated on the following matrix
A =
⎡⎢⎢⎢⎢⎣
150 0 7.5
9 2 2.5
4 3.5 1.5
⎤⎥⎥⎥⎥⎦.
Using the L∞-norm scaling model, the scaling factors after one iteration are
r =
[
(150∗7.5)−1/2 (9∗2)−1/2 (4∗1.5)−1/2
]T
= [0.0298 0.2357 0.4082]T .
s =
[
(4.47∗1.63)−1/2 (1.43∗0.47)−1/2 (0.61∗0.22)−1/2
]T
= [0.37 1.2184 2.7024]T .
and the scaled matrix X is
X =
⎡⎢⎢⎢⎢⎣
1.6549 0 0.6043
0.785 0.5744 1.5924
0.6043 1.741 1.6549
⎤⎥⎥⎥⎥⎦.
Using the L∞-norm scaling model, the scaling factors at optimality (after eleven iterations) are
r = [0.0296 0.2485 0.3972]T and s = [0.3764 1.2029 2.6914]T ,
and the scaled matrix X, given by X = RAS, is
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X =
⎡⎢⎢⎢⎢⎣
1.6723 0 0.598
0.8419 0.598 1.6723
0.598 1.6723 1.6036
⎤⎥⎥⎥⎥⎦.
One can see the scaling iterations in the Tables B.9 and B.10 in the Appendix.
4.4.2 The entropy scaling model
The first use of the entropy scaling model is attributed to Dantzig and Erlander by Larsson in [137]. This
technique seeks to identify a scaling X , with all xi j ∕= 0 of the order unity, by solving the following model:
min ∑
(i, j)∈Z
xi j (log(xi j/ai j)−1)
s.t. ∑
j∈Ni
xi j = ni i = 1, . . . ,m
∑
i∈M j
xi j = m j j = 1, . . . ,n
xi j ≥ 0 ∀(i, j) ∈ Z.
It follows from the model itself that the optimality conditions are in fact the prescribed multiplicative struc-
ture X = RAS. This is a direct consequence of the chosen objective function and constraints. A proof of
the optimality conditions for this model, as well as many other models presented herein, is contained in the
Appendix and [65].
It is possible to use any algorithm that solves entropy programs in order to obtain the entropy scaling
matrices. However, it is recommended, if for no purpose other than uniformity, that one should apply
iteratively the following row and column scales:
r(k+1)i = ni/ ∑
j∈Ni
x(k)i j , ∀i
s(k+1)j = m j/ ∑
i∈M j
x(k+1/2)i j , ∀ j.
For more details, the reader is referred to [137].
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Example 4.4.4. In this example, the entropy scaling model will be demonstrated on the following matrix
A =
⎡⎢⎢⎢⎢⎣
150 0 7.5
9 2 2.5
4 3.5 1.5
⎤⎥⎥⎥⎥⎦.
Using the entropy scaling model, the scaling factors after one iteration are
r =
⎡⎢⎢⎢⎢⎣
2/(150+7.5)
3/(9+2+2.5)
3/(4+3.5+1.5)
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
0.0127
0.2222
0.3333
⎤⎥⎥⎥⎥⎦
s =
⎡⎢⎢⎢⎢⎣
3/(1.9+2.0+1.33)
2/(0.44+1.17)
3/(0.1+0.56+0.5)
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
0.5727
1.2414
2.6069
⎤⎥⎥⎥⎥⎦ ,
and the scaled matrix X is
X =
⎡⎢⎢⎢⎢⎣
1.0909 0 0.2483
1.1455 0.5517 1.4483
0.7636 1.4483 1.3034
⎤⎥⎥⎥⎥⎦.
One can see the scaling iterations in the Tables B.11 and B.12 in the Appendix.
4.4.3 The de Buchet scaling model
The de Buchet model, like the scaling models presented before it, is based on the relative divergence from
one:
min
r,s>0
⎡⎣ ∑
(i, j)∈Z
{
ai jris j +1/(ai jris j)
}p⎤⎦1/p
Similar to the Lp-norm model, a positive integer p can be varied to make the model more and less sensitive
to the extreme values. This model was introduced in [50] for the case where p = 2. In comparison to the
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Lp-norm models, the de Buchet scaling models are easier to implement due to the relative ease with which
one can check the optimality conditions for the p = 1 and p = 2 cases.
While the p = ∞ case of Lp-norm and de Buchet scalings are identical, this is not true of the other
two cases discussed. Lp-norm and de Buchet’s objective functions are minimized when their arguments are
one, which is easily derived from their objective functions f (x) = log(x) and f (x) = 1/x+ x, respectively.
This slight variation in the objective function causes the models to have different optimality conditions and
different iterates.
de Buchet p = 1
The optimality conditions for the case p = 1 were first given in [137] and state that R and S is an optimal
scaling if and only if X = RAS satisfies ∑
j∈Ni
xi j = ∑
j∈Ni
1/xi j, ∀i and ∑
i∈M j
xi j = ∑
i∈M j
1/xi j, ∀ j.
The iterative updates in de Buchet scaling models are suggested by their optimality conditions. These
row and column scaling factors are given by:
r(k+1)i =
{(
∑
j∈Ni
1/x(k)i j
)
/
(
∑
j∈Ni
x(k)i j
)}1/2
, ∀i
s(k+1)j =
{(
∑
i∈M j
1/x(k+1/2)i j
)
/
(
∑
i∈M j
x(k+1/2)i j
)}1/2
, ∀ j.
For derivations of the optimality conditions, the reader is referred to [65].
Example 4.4.5. In this example, the de Buchet p = 1 scaling model will be demonstrated on the following
matrix
A =
⎡⎢⎢⎢⎢⎣
150 0 7.5
9 2 2.5
4 3.5 1.5
⎤⎥⎥⎥⎥⎦.
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Using the de Buchet p = 1 scaling model, the scaling factors after one iteration are
r =
⎡⎢⎢⎢⎢⎣
(
1/150+1/7.5
150+7.5
)1/2(
1/9+1/2+1/2.5
9+2+2.5
)1/2(
1/4+1/3.5+1/1.5
4+3.5+1.5
)1/2
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
0.0298
0.2737
0.3655
⎤⎥⎥⎥⎥⎦
s =
⎡⎢⎢⎢⎢⎣
(
1/4.47+1/2.35+1/1.49
4.47+2.35+1.49
)1/2(
1/0.52+1/1.30
0.52+1.30
)1/2(
1/0.22+1/0.65+1/0.56
0.22+0.65+0.56
)1/2
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
0.3955
1.1950
2.3082
⎤⎥⎥⎥⎥⎦ ,
and the scaled matrix X is
X =
⎡⎢⎢⎢⎢⎣
1.7688 0 0.5161
0.9742 0.6541 1.5792
0.5783 1.5288 1.2655
⎤⎥⎥⎥⎥⎦.
Using the de Buchet p = 1 scaling model, the scaling factors at optimality (after five iterations) are
r = [0.0314 0.2722 0.3538]T and s = [0.3934 1.2179 2.2921]T ,
and the scaled matrix X, given by X = RAS, is
X =
⎡⎢⎢⎢⎢⎣
1.8528 0 0.5397
0.9638 0.6631 1.5599
0.5568 1.5081 1.2164
⎤⎥⎥⎥⎥⎦.
One can see the scaling iterations in the Tables B.13 and B.14 in the Appendix.
de Buchet p = 2
The optimality conditions for the case p = 2 were first given in [50] and state that R and S is an optimal
scaling if and only if X = RAS satisfies ∑
j∈Ni
(xi j)2 = ∑
j∈Ni
1/(xi j)2, ∀i and ∑
j∈Mi
(xi j)2 = ∑
j∈Mi
1/(xi j)2, ∀ j.
Again, the optimality conditions suggest the following appropriate row and column scaling factors for
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the de Buchet p = 2 scaling model:
r(k+1)i =
{(
∑
j∈Ni
1/
(
x(k)i j
)2)
/
(
∑
j∈Ni
(
x(k)i j
)2)}1/4
, ∀i
s(k+1)j =
{(
∑
i∈M j
1/
(
x(k+1/2)i j
)2)
/
(
∑
i∈M j
(
x(k+1/2)i j
)2)}1/4
, ∀ j.
For derivations of the optimality conditions, the reader is referred to [65].
Example 4.4.6. In this example, the de Buchet p = 2 scaling model will be demonstrated on the following
matrix
A =
⎡⎢⎢⎢⎢⎣
150 0 7.5
9 2 2.5
4 3.5 1.5
⎤⎥⎥⎥⎥⎦.
Using the de Buchet p = 2 scaling model, the scaling factors after one iteration are
r =
⎡⎢⎢⎢⎢⎣
(
150−2+7.5−2
1502+7.52
)1/4(
9−2+2−2+2.5−2
(92+22+2.52
)1/4(
(4−2+3.5−2+1.5−2
42+3.52+1.52
)1/4
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
0.0298
0.2608
0.3727
⎤⎥⎥⎥⎥⎦
s =
⎡⎢⎢⎢⎢⎣
(
4.47−2+2.35−2+1.49−2
4.472+2.352+1.492
)1/4(
0.52−2+1.30−2
0.522+1.302
)1/4(
0.22−2+0.65−2+0.56−2
0.222+0.652+0.562
)1/4
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
0.3959
1.2122
2.3865
⎤⎥⎥⎥⎥⎦ ,
and the scaled matrix X is
X =
⎡⎢⎢⎢⎢⎣
1.7706 0 0.5336
0.9294 0.6324 1.5562
0.5902 1.5813 1.3342
⎤⎥⎥⎥⎥⎦.
Using the de Buchet p = 2 scaling model, the scaling factors at optimality (after five iterations) are
r = [0.0308 0.267 0.3548]T and s = [0.396 1.2281 2.3663]T ,
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and the scaled matrix X, given by X = RAS, is
X =
⎡⎢⎢⎢⎢⎣
1.8296 0 0.5466
0.9517 0.6558 1.5794
0.562 1.5249 1.2592
⎤⎥⎥⎥⎥⎦.
One can see the scaling iterations in the Tables B.15 and B.16 in the Appendix.
de Buchet p = ∞
The de Buchet model for the p = ∞ model is equivalent to the L∞-norm model [137], and is formulated as:
min
r,s>0
[
max
(i, j)∈Z
{
ai jris j +1/ai jris j
}]
.
Due to this model’s equivalence to the L∞-norm model, it will not be discussed further.
Example 4.4.7. In this example, the NBIN scaling technique will be demonstrated on the following matrix
A =
⎡⎢⎢⎢⎢⎣
150 0 7.5
9 2 2.5
4 3.5 1.5
⎤⎥⎥⎥⎥⎦.
Using NBIN scaling, the scaling factors after one iteration are
r =
⎡⎢⎢⎢⎢⎣
√
3/(1502+7.52)√
3/(92+22+2.52)√
3/(42+3.52+1.52)
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
0.0115
0.1813
0.3136
⎤⎥⎥⎥⎥⎦
s =
⎡⎢⎢⎢⎢⎣
√
3/(1502 ⋅ r21 +92 ⋅ r22 +42 ⋅ r23)√
3/(22 ⋅ r22 +3.52 ⋅ r23)√
3/(7.52 ⋅ r21 +2.52 ⋅ r22 +1.52 ⋅ r23)
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
0.6442
1.4983
2.6283
⎤⎥⎥⎥⎥⎦ ,
and the scaled matrix X is
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X =
⎡⎢⎢⎢⎢⎣
1.1144 0 0.2273
1.0512 0.5433 1.1914
0.8081 1.6446 1.2365
⎤⎥⎥⎥⎥⎦.
Using NBIN scaling, the scaling factors after two iterations are
r = [0.0176 0.1870 0.2457]T and s = [0.5285 1.8468 2.8405]T ,
and the scaled matrix X, given by X = RAS, is
X =
⎡⎢⎢⎢⎢⎣
1.3924 0 0.3742
0.8896 0.6908 1.3281
0.5195 1.5883 1.0470
⎤⎥⎥⎥⎥⎦.
One can see the scaling iterations in Table B.17 in the Appendix. A second table is not offered, because
the NBIN scaling algorithm does not follow the Gauss-Seidel iterative approach that applies the row and
column scales at each iteration to the constraint matrix in order to determine the next row and column scales.
Therefore, the second table would not make sense here.
4.4.4 Non-square binormalization (NBIN)
Binormalization algorithms seek to find R and S such that κ(RAS), the condition number of RAS, is mini-
mized, i.e., they seek an approximate solution of the model given by Equations (4.1). The principal moti-
vation behind binormalization algorithms is the Forsythe-Straus theorem [82], which implies that matrices
satisfying a certain property and that have diagonal entries of order unity also have minimum condition num-
ber with respect to all their scaled counterparts. In order to obtain matrices of minimum condition number,
the binormalization algorithm presented in [142] scales all the diagonal entries of AAT to one. In general,
the Non-square BINormalization (NBIN) algorithm has relatively fast convergence (usually converges in
the first few iterations) and is effective at reducing the condition number of a rectangular matrix. However,
each iteration is time consuming compared to the scaling techniques presented in the previous sections. The
NBIN algorithm presented in [142] is based on a composite-Jacobi relaxation. While slower than many
of the scaling techniques presented herein, this scaling algorithm can be made competitive for dense linear
systems using a graphics processing unit [67].
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The remainder of this section is used to present an abbreviated derivation of the binormalization algo-
rithm. The algorithm is initially formulated for a real symmetric n× n matrix A. For such a linear system,
the binormalization algorithm seeks a scaled matrix X = RAR that satisfies
ρ ≡
n
∑
j=1
X2i j =
n
∑
j=1
r2i A
2
i jr
2
j , i = 1, . . . ,n (4.2)
where ρ is a constant in ℝ+. Let βi = ∑{ j∣r j>0}A2i jr2j , i = 1, . . . ,n and B = diag(β1, . . . ,βn). The solution,
r, of the system
Br = be, (4.3)
where b > 0 is arbitrary and e = (1, . . . ,1)T is the solution to (4.2). Equivalently,
(
In− 1nee
T
)
Br = be− 1
n
eeT be = 0. (4.4)
If a positive solution exists to (4.4), then A is said to be scalable. Livne and Golub proposed using a Gauss-
Seidel-Newton iterative scheme to solve (4.4).
In this thesis, attention is necessarily focused on their generalization of the binormalization algorithm
to a general m× n matrix A. The scaled matrix X has the form X = RAS, where R = diag(r1, . . . ,rm) and
S = diag(s1, . . . ,sn). Let Bi j = A2i j, λi = r2i , µi = s2i , βi = ∑
n
j=1 Bi jµ j and γ j = ∑
m
i=1 Bi jλi. In addition, define
B(µ) = diag(β1(µ), . . . ,βm(µ)) and C(λ ) = diag(γ1(λ ), . . . ,γn(λ )). The solution (r,s) to the asymmetric
binormalization equation also solves the system:
B(µ)λ = be and C(λ )µ = ce (4.5)
for any b,c > 0. Notice that system (4.5) is analogous to system (4.3). Again, equivalently,
(
Im− 1me˜e˜
T
)
B(µ)λ = 0 and
(
In− 1nee
T
)
C(λ )µ = 0 (4.6)
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where e = (1, . . . ,1)T is an n-vector and e˜ = (1, . . . ,1)T is an m-vector. Notice again that system (4.6) is
analogous to system (4.4). Livne and Golub propose a composite-Jacobi (CJ) relaxation to solve (4.6). Each
CJ iteration updates the approximate solution (λ ,µ), and consists of:
λi = 1/βi, i = 1, . . . ,m
γ = BTλ
µi = 1/γ j, j = 1, . . . ,n
β = Bµ.
4.5 Optimal scaling and an instructive example
The scaling factors R and S obtained by the various scaling techniques described above can be interpreted
as (approximate) solutions to various optimization models. The optimality conditions of these models were
invoked as a means of finding optimal or nearly-optimal scaling factors. Naturally, one would like to know
what is the best scaling model to use. For instance, is it best to minimize variance of the nonzero elements
of rows/columns of the matrix or is it best to minimize a measure of the deviation of all elements from one?
In the case of solving a square system of equations, one can make the argument that scaling should seek
to minimize the condition number of the matrix, as doing so would increase the accuracy of the results. The
latter is the problem of optimal scaling described above in Equations (4.1) and is widely recognized as the
true scaling problem in the literature pertaining to the solution of linear systems. Many of the scaling models
and techniques used to scale linear programs were originally designed to scale systems of linear equations.
Some of the scaling techniques presented herein provably decrease the condition number of matrices with
certain properties.
In the context of the simplex method, the condition number of a basis provides a good measure of
how far the corner is from being flat. For instance, if one perturbs A by an appropriate Gaussian random
matrix, then it is unlikely that any basis of A has a poor condition number [130]. Such a perturbation would
bound the angles in each corner away from being flat. Unfortunately, if one scales the constraint matrix
and the condition numbers of individual bases are increased, then the angles in each of these corners of
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the polytope are made increasingly flat. Intuition and reason would imply that flattening the corners of the
polytope is not desirable for the simplex algorithm, rather reasonable progress is made when the corners
of the polytope are not too flat. Therefore, it is possible for scaling to deteriorate the performance of the
simplex algorithm by increasing the condition number of individual bases that may be encountered by the
algorithm. To demonstrate this possibility, the following example is offered:
min −w −x −5y −0.75z
s.t. 999,999w +7.5y = 7.5
9w +2x +2.5y +4z = 11
4w +3x +1.5y = 10.5
w,x,y,z ≥ 0
In this problem, the condition number of the basis (columns 2, 3, and 4) at the solution is 3.3. When scaled,
using ten iterations of binormalization scaling, the basis at the solution has a condition number of 6.6×103.
When scaled, using ten iterations of geometric mean scaling, the basis at the solution has a condition number
of 3.48× 103. Using ten iterations of arithmetic mean scaling leads to a solution basis with a condition
number of 3.22× 104. In fact, all scaling techniques studied herein lead to a relatively ill-conditioned
solution basis. Furthermore, if element (1,1) of the matrix were larger than 999,999, the conditioning of
the basis at the solution would be worse than that of the current linear program. It should now be clear that
poorly scaled elements in columns that might never enter the basis could affect the conditioning of a basis
that is factored in the course of solving a linear program using the simplex algorithm.
It follows from the above discussion that a simple decrease in the condition number of the constraint
matrix is not necessarily beneficial for linear optimization. When scaling a linear program for use in the
simplex algorithm, the concern is the minimization of the condition number of every feasible basis. Since
every feasible basis is not known a priori, the condition number of every basis, regardless of feasibility,
must be minimized. It can be argued that current scaling techniques use surrogate models to approximate
this objective. One of the main objectives of the experimentation in the next section is to assess the impact
of these scaling techniques on the condition number of all bases encountered in the course of the simplex
algorithm, when the latter is applied to a number of linear optimization test problems.
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4.6 Computational results
4.6.1 Problems and algorithms considered
In an effort to fully understand the difficulty involved in scaling linear programs and to determine effective
scaling methods or models, nearly a half billion simplex computations were executed in the course of this
study. CPLEX (version 9.1) [124] executions were distributed across 22 processors to solve these linear
programs. In all cases, the problems were scaled before they were passed to CPLEX for solution and
CPLEX’s scaling routine was turned off. In addition to CPLEX, MINOS (version 5.51) [153] and COIN’s
GLPK (Library Package 4.26) [147] were used to verify the results exhibited by CPLEX. The results of
these runs are compiled in this section.
First, each scaling method and model was used in the scaling of 85 Netlib and 16 Kennington linear
optimization problems. Table 4.1 provides a complete list of the problems solved, along with information
on their size and number of nonzeros. In the table, a † denotes that this problem is considered part of the
Kennington library, while all other problems are considered part of the Netlib library. A ⋄ denotes that this
problem was randomly selected among manageably small problems to participate in the condition number
study that is subsequently presented. Lastly, a ‡ denotes that this problem is poorly-scaled. This final
demarcation will be described in more detail later in this section. Problems that are too large were not
included in the condition number study due to the computational effort required to compute the condition
number of these relatively large bases at every single iteration.
For each of these 101 test problems, each scaling method and model was tested using one, two, four,
six, and eight iterations, except equilibration, which only requires a single iteration. Table 4.2 depicts the
51 different applications of scaling, which were applied to the 101 different linear programs. The condition
number of the basis and the elapsed solution time were stored at every iteration of the dual simplex algorithm
and the primal simplex algorithm. In addition, the scaling was applied with and without using preprocessing.
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In all, there were
(Nsol)× (51 scaling applications)× (Npre)× (Npro)
+ (Nsol)× (2350 scaling applications)× (Npre)× (Npro)
= 1,898,800 distinct experiments,
where Nsol equals four and represents the number of different simplex solution techniques used (CPLEX’s
primal and dual simplex, GLPK, and MINOS), Npre equals two and represents the executions required to
toggle preprocessing for each solution technique, and Npro equals 101 and represents the number of Netlib
and Kennington problems solved. In the pursuit of accurate solution and scaling times, each distinct ex-
periment was performed five times, and the median time was selected as the representative time required.
In order to accurately track the elapsed solution time and condition number at every iteration, CPLEX was
stopped at every iteration, and the necessary data was calculated and stored. This resulted in an explosive
growth of processing time and I/O, which led to nearly half a billion CPLEX executions.
The reason for using MINOS and GLPK in addition to CPLEX were three-fold. First, as previously
mentioned, they were used to verify the results obtained using CPLEX. Second, they were used to provide
access to an open-source code, so the reader would be aware of any additional actions that were taking place
in the code that might affect the scaled problem. Lastly, each solver uses different pivoting techniques. For
instance, MINOS uses a sectional variant of Dantzig’s rule [153]. CPLEX utilizes steepest-edge and Devex
rules [21]. The COIN GLPK package is capable of utilizing several different pricing techniques, but its
default is set to steepest-edge. Future scaling studies might find it beneficial to study the impact of a given
scaling technique on a given pricing strategy in more detail, since the pricing strategy determines the pivot
element and therefore the basis.
One might consider that, having tested a scaling algorithm using eight iterations, it is unnecessary to
test the same algorithm with fewer iterations. This thought process is incorrect. Consider a two-by-two
matrix containing four positive nonzeros with large diagonal elements. Now, consider the effect of scaling
all nonzero elements to order unity. As the system is progressively scaled with each iteration, the system
approaches singularity. Therefore, fewer iterations are preferred, in such an instance.
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Linear programs studied
Problem m n Z Problem m n Z
80bau3b ‡ 2262 9799 21002 osa-14 † ‡ 2337 52460 314760
adlittle ⋄ ‡ 56 97 383 osa-30 † ‡ 4350 100024 600138
afiro ⋄ 27 32 83 osa-60 † ‡ 10280 232966 1397793
agg2 ⋄ ‡ 516 302 4284 pds-02 † 2953 7535 16390
agg3 ⋄ ‡ 516 302 4300 pds-06 † 9881 28655 62524
agg ⋄ ‡ 488 163 2410 pds-10 † 16558 48763 106436
bandm ⋄ ‡ 305 472 2494 pds-20 † 33874 105728 230200
beaconfd ⋄ 173 262 3375 perold ⋄ ‡ 625 1376 6018
bnl1 ⋄ ‡ 643 1175 5121 pilot ‡ 1441 3652 43167
bnl2 ‡ 2324 3489 13999 pilot4 ⋄ ‡ 410 1000 5141
boeing1 ⋄ ‡ 351 381 3485 pilot87 ‡ 2030 4883 73152
boeing2 ⋄ ‡ 166 143 1196 pilotnov ‡ 975 2172 13057
bore3d ⋄ ‡ 233 315 1429 recipe ⋄ ‡ 91 180 663
brandy ⋄ ‡ 220 249 2148 sc105 ⋄ 105 103 280
capri ⋄ ‡ 271 353 1767 sc205 ⋄ 205 203 551
cre-a † ‡ 3516 4067 14987 sc50a ⋄ 50 48 130
cre-b † ‡ 9648 72447 256095 sc50b ⋄ 50 48 118
cre-c † ‡ 3068 3678 13244 scagr25 ⋄ 427 500 1554
cre-d † ‡ 8926 69980 242646 scagr7 ⋄ ‡ 129 140 420
cycle ⋄ ‡ 1903 2857 20720 scfxm1 ⋄ ‡ 330 457 2589
czprob ⋄ ‡ 929 3523 10669 scfxm2 ⋄ ‡ 660 914 5183
d2q06c ‡ 2171 5167 32417 scfxm3 ⋄ ‡ 990 1371 7777
Table 4.1 continued on next page
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Table 4.1 continued from previous page
d6cube ‡ 415 6184 37704 scorpion⋄ 388 358 1426
degen2 ⋄ 444 534 3978 scrs8 ⋄ 490 1169 3182
degen3 1503 1818 24646 scsd1 ⋄ 77 760 2388
e226 ⋄ ‡ 223 282 2578 scsd6 ⋄ 147 1350 4316
etamacro ⋄ ‡ 400 688 2409 scsd8 ⋄ 397 2750 8584
fffff800 ⋄ ‡ 524 854 6227 sctap1 ⋄ 300 480 1692
finnis ⋄ ‡ 497 614 2310 sctap2 ⋄ 1090 1880 6714
fit1d ⋄ ‡ 24 1026 13404 sctap3 ⋄ 1480 2480 8874
fit1p ⋄ ‡ 627 1677 9868 seba ‡ 515 1028 4352
fit2d ‡ 25 10500 129018 share1b ⋄ ‡ 117 225 1151
fit2p ‡ 3000 13525 50284 share2b ⋄ ‡ 96 79 694
ganges ⋄ 1309 1681 6912 shell ⋄ 536 1775 3556
greenbea 2392 5405 30877 ship04l ⋄ 402 2118 6332
greenbeb 2392 5405 30877 ship04s ⋄ 402 1458 4352
grow15 ⋄ 300 645 5620 ship08l ⋄ 778 4283 12802
grow22 ⋄ 440 946 8252 ship08s ⋄ 779 2387 7114
grow7 ⋄ 140 301 2612 ship12l ⋄ 1151 5427 16170
israel ⋄ ‡ 174 142 2269 ship12s ⋄ 1151 2763 8179
kb2 ⋄ ‡ 43 41 286 stair ⋄ 356 467 3856
ken-07 ⋄ † 2426 3602 8404 standata⋄ ‡ 359 1075 3031
ken-11 † 14694 21349 49058 standgub⋄ ‡ 361 1184 3139
ken-13 † 28632 42659 97246 standmps⋄ ‡ 467 1075 3679
ken-18 † 105127 154699 358171 stocfor1⋄ ‡ 117 111 447
lotfi ⋄ ‡ 153 308 1078 stocfor2⋄ ‡ 2157 2031 8343
Table 4.1 continued on next page
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Table 4.1 continued from previous page
maros ⋄ ‡ 846 1443 9614 tuff ⋄ ‡ 333 587 4520
maros-r7 3136 9408 144848 vtp-base⋄ ‡ 198 203 908
modszk1 ⋄ 687 1620 3168 wood1p ⋄ ‡ 244 2594 70215
nesm ‡ 662 2923 13288 woodw ‡ 1098 8405 37474
osa-07 † ‡ 1118 23949 143694
Table 4.1: Netlib and Kennington problems solved with their dimensions and number of nonzeros
k Method/Model Iter. k Method/Model Iter. k Method/Model Iter.
1 Arithmetic Mean 1 18 Entropy 4 35 L1-norm 6
2 Arithmetic Mean 2 19 Entropy 6 36 L1-norm 8
3 Arithmetic Mean 4 20 Entropy 8 37 L2-norm 1
4 Arithmetic Mean 6 21 Equilibration 1 38 L2-norm 2
5 Arithmetic Mean 8 22 Geometric Mean 1 39 L2-norm 4
6 deBuchet p = 1 1 23 Geometric Mean 2 40 L2-norm 6
7 deBuchet p = 1 2 24 Geometric Mean 4 41 L2-norm 8
8 deBuchet p = 1 4 25 Geometric Mean 6 42 Linf-norm 1
9 deBuchet p = 1 6 26 Geometric Mean 8 43 Linf-norm 2
10 deBuchet p = 1 8 27 IBM MPSX 1 44 Linf-norm 4
11 deBuchet p = 2 1 28 IBM MPSX 2 45 Linf-norm 6
12 deBuchet p = 2 2 29 IBM MPSX 4 46 Linf-norm 8
13 deBuchet p = 2 4 30 IBM MPSX 6 47 Binormalization 1
14 deBuchet p = 2 6 31 IBM MPSX 8 48 Binormalization 2
15 deBuchet p = 2 8 32 L1-norm 1 49 Binormalization 4
16 Entropy 1 33 L1-norm 2 50 Binormalization 6
17 Entropy 2 34 L1-norm 4 51 Binormalization 8
Table 4.2: The scaling methods/models used and the associated iteration counts
4.6.2 Measures of comparison
Four measures were used to evaluate the quality of each scaling technique: scaling time, solution time,
solution iterations, and maximum condition number. Scaling time is a necessary measure of quality because
a scaling technique that requires too much time (in relation to, or as a fraction of the possible reduction in
solution time) is unsuccessful. The solution time and the required number of iterations are integrally related.
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If a scaling technique can succeed in reducing the required number of simplex iterations, then it is likely
the scaling technique has contributed to a decrease in the required solution time. If these objectives can be
achieved, then the scaling technique has contributed to the overall success of the solver. Lastly, the maximum
condition number of the bases encountered during solution is an appropriate measure due to its relationship
to accuracy, solution time, and precision. The log of the condition number to the base ten is an upper bound
on the number of decimal places lost. That is, if the condition number were 1016, then up to 16 digits of
precision may be lost (or all 16 decimal places available in standard double-precision floating-point). The
condition number could be periodically evaluated or approximated, and suitable numerical methods, such as
refactorization and interval arithmetic, could be invoked to ensure the required accuracy of the results, albeit
at the increase of computational time.
For any chosen method of comparison, it is necessary to rely on one or more indicators that accurately
reflect the success or failure of any scaling technique over a collection of test problems. One such indicator is
how well the technique performs on average with respect to the aforementioned measures. Another indicator
of success is measured by the standard deviation. Rather, a good scaling technique is one with predictable
results either for all problems or for a group of problems sharing a specific property. If a scaling technique
is the ‘best’ amongst all techniques studied for half of all problems but the ‘worst’ for the other half, then
it may be recognized as a ‘good’ scaling technique if a uniform property is recognized for the former half.
However, if no such property is readily recognizable, then the scaling technique should be considered erratic
and undesirable. Without predictable results, the consumer of the software may be unwilling to assume the
risks of scaling. These risks might include poor precision in the solution, poor solution accuracy, and poor
solution time.
Finally, since each problem will require a different number of iterations due to the nature and size of
the problem, it was necessary to normalize the results pertaining to each individual problem. That is, to
eliminate bias due to the size of each particular problem, each problem was normalized across all the scaling
techniques, in effect determining the ‘best’ and ‘worst’ scaling application for each individual problem.
These normalized results were then averaged across all the problems for a particular scaling application
using the normalized values of all 101 problems for each scaling application, and a standard deviation
calculation was made. The average is indicative of the average performance of a scaling application over
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the 101 problems, and the standard deviation illustrates the variance in the performance. Error bars in each
of the figures described below are indicative of one standard deviation from the mean. An example of this
normalization procedure is given below in order to clarify the explanation.
Example 4.6.2.1.
Assume the data returned by the linear optimization code is as follows:
Iterations required
Scaling technique 1 Scaling technique 2 Scaling technique 3
Problem A 1500 1450 1700
Problem B 30 32 28
Problem C 400 200 500
This example assumes that only three problems were tested and only three scaling techniques were analyzed.
First, normalize the data across each problem.
Iterations required
Scaling technique 1 Scaling technique 2 Scaling technique 3
Problem A 1500 / 1700 = 0.88 1450 / 1700 = 0.85 1700 / 1700 = 1.0
Problem B 30 / 32 = 0.94 32 / 32 = 1.0 28 / 32 = 0.88
Problem C 400 / 500 = 0.8 200 / 500 = 0.4 500 / 500 = 1.0
Then average the normalized numbers and take their standard deviation to find:
Scaling technique 1 = 0.87±0.069
Scaling technique 2 = 0.75±0.313
Scaling technique 3 = 0.96±0.072
The numbers, scaling techniques, and problems in this example were fictitious. They were used only to
illustrate the normalization process used to represent the data in this thesis.
4.6.3 Results and discussion
For the sake of brevity, this thesis will aggregate the data across both the Netlib and Kennington data sets.
However, the plots provided below are also available for just the Netlib problems and just the Kennington
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problems in the Appendix A. The appendix also contains the plots for the performance of the various scaling
techniques with preprocessing. Preprocessing had no discernible effect on the relative success or failure of a
given a scaling technique. Lastly, a series of experiments investigating the performance of combinations of
scaling techniques was performed on selected problems. The results of these experiments are all contained
in the appendix, as they do not differ from the results that will be described in this section of the conclusion.
The first series of experiments were designed to study the effect of the application of individual scaling
methods. These results are presented in Figures 4.1–4.8. Figures 4.3 and 4.6 present the solution time
and solution iterations exhibited by COIN-GLPK. Similarly, Figures 4.4 and 4.7 present the solution time
and solution iterations exhibited by MINOS, and Figures 4.2 and 4.5 present the solution time and solution
iterations exhibited by CPLEX. The x-axis of these figures represents the 51 different scaling applications
normalized across the 101 different problems with equilibration scaling highlighted in red. In Table 4.2, the
bolded numbers correspond to the values on the x-axis of these figures. This legend indicates the scaling
method/model and iteration count associated with this bold number.
In Figure 4.1, the normalized scaling time for the preprocessed problem is displayed. The figure depicts
what is expected. The scaling techniques with non-trivial termination criteria require a greater amount
of CPU time, and their CPU time varies more than those techniques that have no termination criteria or
relatively simple criteria.
Figures 4.2–4.4 display the normalized solution time for each of the algorithms and scaling techniques.
A couple of interesting points are illustrated in these figures. A low variation in solution time should be
recognized as a desired property of a good scaling algorithm. That is, it is desirable to have a scaling
algorithm that does not woefully underperform and then incredibly outperform other algorithms. The figures
indicate that there exist no clear “best” scaling technique. At the same time, the performance of some scaling
techniques on individual problems seems to indicate that the design of an intelligent scaling algorithm could
lead to a lower solution time. The question remains open, as to whether such an algorithm exists and
possesses a competitive scaling time.
Figures 4.5–4.7 depict the normalized solution iterations toggling the solution algorithm and the scaling
technique. These figures tell a similar story to those of the normalized solution time. Again, a desired
property of a good scaling algorithm is to avoid wild variations in the number of solution iterations relative
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to other scaling algorithms.
The normalized maximum condition numbers of the bases are depicted in Figure 4.8. Error bars in the
positive direction are shown here, because one should concern themselves with not only the mean maximum
condition number but also the worst-case maximum condition number. The worst-case condition number
possibly plays a role in the poor solution times exhibited by some of these algorithms, although this need
not be the case. For instance, Figure 4.8 shows that eight iterations of binormalization scaling exhibits
a relatively poor maximum condition number. However, Figures 4.2–4.4 show that eight iterations of bi-
normalization scaling exhibits no ill-effects in terms of solution time from this relatively poor maximum
condition number.
In terms of the worst-case maximum condition number measure, it should be noted that IBM MPSX
scaling performs admirably compared to the other scaling techniques. In Figure 4.8, notice that scaling
algorithms 28− 31 have relatively low worst-case maximum condition numbers relative to other scaling
techniques. Therefore, this scaling technique should be recognized as a potentially suitable scaling technique
for use in linear optimization codes.
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Figure 4.1: The normalized time to scale
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Figure 4.2: The normalized solution time with primal simplex using CPLEX
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Figure 4.3: The normalized solution time using COIN-GLPK
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Figure 4.4: The normalized solution time using MINOS
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Figure 4.5: The normalized solution iterations with primal simplex using CPLEX
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Figure 4.6: The normalized solution iterations using COIN-GLPK
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Figure 4.7: The normalized solution iterations using MINOS
The next series of experiments recognizes the fact some problems in both the Netlib and Kennington
libraries are inherently well-scaled. A matrix is considered well-scaled, if the elements are of similar mag-
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Figure 4.8: The normalized maximum condition number with primal simplex using CPLEX
nitude. A ‡ is used in Table 4.1 to denote problems that are poorly scaled. For this study, any matrix with
an initial variance above four is considered poorly scaled. The number four was chosen, because it was
used as the termination criteria in this thesis for IBM MPSX scaling. Other researchers have recommended
a termination criteria as high as ten [16]. Figures 4.9 - 4.14 correspond to Figures 4.2 - 4.7 with the only
difference being that in the subsequent figures well-scaled problems have been removed from consideration.
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Figure 4.9: The normalized solution time with primal simplex using CPLEX
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Figure 4.10: The normalized solution time using COIN-GLPK
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Figure 4.11: The normalized solution time using MINOS
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Figure 4.12: The normalized solution iterations with primal simplex using CPLEX
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Figure 4.13: The normalized solution iterations using COIN-GLPK
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Figure 4.14: The normalized solution iterations using MINOS
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The last series of experiments investigated the use of combinations of the scaling techniques described
above. In these experiments, there are ten different scaling techniques that are tested across one, two, four,
six, eight iterations, and equilibration. There are 2350 different combinations of these scaling techniques and
models. Naturally, the combinations of scaling techniques are going to exhibit a higher overall scaling time
than the single scaling techniques exhibited in the previous figures. A corresponding reduction in solution
time would be required to warrant the use of these combinations. Unfortunately, no such result can be
reported. The results indicate no real trend or pattern in solution time relative to the combinations of scaling
techniques employed here. The same lack of pattern is evident in the data collected on the normalized
solution iterations.
Lastly, for the normalized maximum condition number of the bases with various solution algorithms, the
results again show the same result as the figures for a single scaling technique. That is, IBM MPSX scaling
is relatively efficient at controlling the maximum condition number of the bases. However, its combination
with some scaling applications proved to degrade its performance relative to this measure.
4.7 Conclusions
This study should make the reader appreciate the complexity of the scaling problem as it relates to linear
optimization. Simply applying techniques that work well in practice for the solution of linear systems (i.e.,
solving Ax = b, where A is an n× n matrix and b is a column vector) is not a solution to the underlying
problem of scaling a linear program as illustrated in Section 4.5. It should also be apparent from the results
of Section 4.6 that a viable solution to the scaling problem does not just perform well on average, but has
a satisfactory worst-case as measured by the standard deviation of solution iterations, solution time, and
maximum condition number.
Despite the potential increase in the condition number of a basis or a series of bases, it is difficult to not
recommend performing equilibration scaling to at least provide a point of reference for absolute tolerances.
Preprocessing followed by equilibration scaling leads to condition numbers, and simplex solution times and
iterations that are competitive to those observed with other scaling techniques.
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Chapter 5
LU Factorization
5.1 Introduction
This chapter reviews the computational aspects of the LU factorization of large-scale linear optimization
bases. In the simplex algorithm, the solution of linear systems accounts for a large portion of the computation
time, and the most widely used solution technique is LU factorization and accompanying update routines.
The utilization of a rank-one update procedure means that a given factorization may be kept over several
simplex iterations. Therefore, a significant emphasis is placed on the sparsity of the LU factors. This
emphasis means that a suitable factorization routine must be chosen with care. A review of LU factorization
is offered, including stability monitoring and analysis, sparsity analysis, error analysis, algorithmic aspects,
and state-of-the-art LU factorization routines.
A good factorization routine is the core of any successful linear optimization code [157]. In recognition
of this fact, researchers have spent decades improving the computational aspects of LU factorization. This
chapter will review state-of-the-art computational techniques used in the LU factorization of basis matrices.
Consider the linear optimization problem in its canonical form
(LP) min cT x
s.t. Ax = b
l ≤ x≤ u,
where A is an m×n matrix, b is an m-vector, and c, x, l, and u are n-vectors. In addition, assume that A has
full row rank. In the simplex algorithm, a nonsingular basis matrix B∈ℝm×m is stored. At each iteration, two
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linear systems are solved using the LU factorization of this matrix, and the LU factorization will be updated
by a rank-one change, whereby a column of B is changed and the LU factorization is updated. Maintaining
the sparsity and the stability of the LU factors is imperative.
LU factorization is, in general, sparser that the product form of the inverse (PFI), which forms and
updates the inverse [29]. Markowitz used LU factorization to invert a matrix, but used the PFI during
simplex iterations [148]. Bartels and Golub discovered a technique to update a sparse factorization that was
more stable than using PFI, but also computationally more expensive [13]. Forrest and Tomlin sacrificed
some stability characteristics of the Bartels-Golub update by creating their own variation, which resulted in
an update algorithm with a smaller growth rate in the number of nonzeros relative to the PFI [80]. These
advances in LU update procedures served to mitigate the performance differential between codes based on
LU factorization and those based on PFI.
Sparsity preservation of the factors is crucial in LU factorization. Several preordering strategies have
been employed in conjunction with LU factorization routines. Fill-reducing forms, such as block triangular
form, are options available in many factorization codes, including MA28 [55, 57, 60]. The most important
fill-reducing strategies for the simplex algorithm are dynamic Markowitz pivoting and the triangularization
procedure introduced by Orchard-Hays [157, 158]. These procedures are critically important to limiting the
fill-in in the LU factors [144].
In sacrificing stability for sparsity, threshold pivoting is commonly used. Wilkinson [207] and Reid [171]
studied the theoretical impact of pivoting strategies on the stability of LU factorization. Reid’s analysis
applies to threshold pivoting commonly used in the simplex algorithm. Tomlin [196] used a computational
study to discover effective threshold parameters for use in linear optimization.
An extensive exploration of LU factorization, including preordering techniques, is given in [45] and [58].
Modern study of direct methods for solving sparse linear systems has focused on multifrontal methods. Duff
and Reid [62] present the multifrontal method for unsymmetric matrices with symmetric pattern. Further
research into unsymmetric-pattern multifrontal methods was conducted by Davis [43, 44] and Davis and
Duff [46, 47]. Amestoy and Puglisi [5] created a multifrontal LU factorization algorithm for a general
unsymmetric matrix, which detects and exploits the asymmetric structure of the submatrices involved during
the processing of the elimination tree.
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This chapter draws on conclusions made from half a century of work. While the topic is old, over 20%
of the works cited in this review were published during the past decade, suggesting that LU factorization is
still an active area of research in linear optimization. In addition to providing a complete review of this area
of research, the depiction of the anatomy of the basis matrix used herein greatly simplifies the presentation
in comparison to existing literature. The chapter serves as an introduction to the anatomy of a basis matrix,
as an introduction to a collection of LU factorization techniques, and as a challenge to design a multifrontal
approach that is capable of preserving sparsity to the degree required by the simplex algorithm.
Section 5.2 provides mathematical preliminaries, including the primal simplex algorithm, LU factoriza-
tion, examples of pivot selection techniques, the trade-off between sparsity and stability, and error analysis.
In Section 5.3, the algorithmic aspects of LU factorization will be introduced, including an exploration of
the anatomy of the basis matrix, the search for a suitable pivot, and numerical elimination. In Section 5.4,
multifrontal LU factorization is reviewed. Lastly, concluding remarks are provided in Section 5.6.
In Chapter 6, the LU update process is reviewed.
5.2 Mathematical preliminaries
5.2.1 Basic feasible solutions
Let the feasible space of problem (LP) be denoted by the polyhedron:
P≡ {x ∣Ax = b, l ≤ x≤ u} .
Assume that l j < u j, j = 1, . . . ,n (since fixed variables can be removed from the problem). For x ∈ P, define
the sets:
N ≡{ j ∣∣x j = l j or x j = u j, j = 1, . . . ,n} ,
B ≡{ j ∣∣x j ∕= l j and x j ∕= u j, j = 1, . . . ,n} .
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If x is a nondegenerate vertex of P, then Ax = b holds for these m linear equations and the n−m bound
constraints hold with equality. The n−m variables, x j, j ∈ N , are called nonbasic variables, while the
remaining m variables are referred to as basic variables, x j, j ∈B. Let B be the collection of columns of A
corresponding to the columns j ∈B, and N be the collection of columns of A corresponding to the columns
j ∈N .
The matrix B is referred to as the basis and corresponds to the variables with inactive bounds. Let xB and
xN be defined by
xB ≡
{
x j ∣ j ∈B
}
and xN ≡
{
x j ∣ j ∈N
}
,
respectively. A linear system can now be defined for a nondegenerate vertex x of P:
⎡⎢⎣ B N
0 In−m
⎤⎥⎦
⎡⎢⎣ xB
xN
⎤⎥⎦=
⎡⎢⎣ b
bN
⎤⎥⎦ , (5.1)
where bN is an n−m vector corresponding to the active bound constraints. So, x is easily found by setting
xN = bN and solving the system BxB = b−NbN . Since x ∈ P , x is a basic feasible solution, i.e.,
(lB)i ≤ (xB)i ≤ (uB)i, i = 1, . . . ,m.
5.2.2 The primal simplex algorithm
To properly introduce the remaining notation used in this chapter, it is necessary to introduce the primal
simplex algorithm. In addition, this introduction will serve to clarify why LU factorization is so important
in the context of the simplex algorithm.
In Step one of the primal simplex algorithm, factorization is performed. Compute LU = PBQT , where
P and Q are permutation matrices, and L and U are lower and upper triangular matrices, respectively. This
factorization will be used in the subsequent steps of the algorithm.
Step two of the primal simplex algorithm computes the prices. Solve the linear system BTpi = cTB for pi ,
where cB is an m-vector that corresponds to the basic variables.
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Reduced costs are computed in Step three. For all j ∈N , compute d j = c j−piT ⋅a j, and define
Jˆ ≡ { j ∣∣(d j < 0 and x j = l j) or (d j > 0 and x j = u j), j ∈N } .
If Jˆ is empty, then stop and declare x is optimal. Otherwise, set s = j for some arbitrary j ∈ Jˆ.
A direction of improvement is found in Step four of the algorithm. Solve the system By = as, where
as is the sth column of A, using the LU factorization from step one and retaining the spike L−1as. The term
spike was originally used by Hellerman and Rarick [121].
In Step five of the simplex algorithm, the exiting variable is determined. To determine the exiting or
blocking variable, compute
T =
argmin
i = 1, . . . ,m
⎧⎨⎩
(x j− l j)/ ∣yi∣ , when j ∈B and d jyi < 0
(u j− x j)/ ∣yi∣ , when j ∈B and d jyi > 0
(us− ls)
,
where T is a set of indices. Define
θs =
min
i = 1, . . . ,m
⎧⎨⎩
(x j− l j)/ ∣yi∣ , when j ∈B and d jyi < 0
(u j− x j)/ ∣yi∣ , when j ∈B and d jyi > 0
(us− ls)
.
Select t ∈ T as the blocking variable. Any ties can be resolved arbitrarily. If θs = ∞, then the solution is
unbounded.
Step six of the algorithm involves updating x, and the basic and nonbasic sets. Define τ ≡−sign(ds)θs.
Update x using the formula
⎡⎢⎣ xB
xN
⎤⎥⎦=
⎡⎢⎣ xB− τy
xN + τet
⎤⎥⎦ .
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If t = s, then return to step two. Otherwise, updateB andN as follows
B ={B− t}∪{s}
N ={N − s}∪{t} .
The basis has undergone a rank-one change in step six. The last step, Step seven, avoids the computa-
tionally expensive step one by performing an LU update. Replace column t of U with the spike (retained in
step four), namely L−1as. Let r be the position of the last nonzero in the “permuted spike.” Move columns
t+1 through r one position to the left and column t to position r. This creates the matrix H =
[
U1,L−1as,U2
]
.
Restore the upper triangularity of H. At the sign of numerical difficulty, return to step one.
The reader should now appreciate the necessity of superior LU factorization and LU update routines.
The LU factorization routine must pay special attention to pivoting schemes that are numerically stable and
produce a sparse L−1. In turn a sparse L−1 produces sparse spikes, L−1as, which are beneficial to steps
two, four, and seven. Since the original factorization is updated for a number of simplex iterations, it is
critically important for the initial factors to be both sparse and stable. The stability of the LU factors will
degrade during the update process, and fill-in will persist for many iterations. For instance, incorporating
dense spikes through the LU update process can lead to fill-in, which will degrade the performance of the
LU update procedure. This degradation may prematurely trigger a return to step one.
5.2.3 LU factorization
The LU factorization of the basis B results in an upper triangular matrix U and a lower triangular matrix
L. In the kth iteration of LU factorization, the element in the upper left corner of the basis, which has not
yet been transformed, is selected as the pivot. The lower triangular eta-matrix L(k) is generated and used to
eliminate all the non-zeros below the main diagonal in column k, such that
B(k+1) = L(k) . . .L(1)B.
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After m steps, B(m+1) is upper triangular, i.e.,
B(m+1) = L(m) . . .L(1)B =U.
Typically, the simplex algorithm utilizes a right-looking LU factorization routine, i.e., a routine that
accesses and manipulates elements to the right of the pivot column. The advantage of a right-looking routine
over a left-looking routine is that a right-looking routine can select a sparse pivot row. That is, a right-looking
routine can select pivots with the objective of producing sparse LU factors. The left-looking routines do not
monitor the sparsity pattern of the B(k) matrix, rather left-looking routines compute one column of L and
U by accessing the first k− 1 columns of L and column k of B at the kth step of the algorithm. Therefore,
left-looking routines can not select sparse pivot rows from B(k).
The Gaussian elimination process, a right-looking LU factorization algorithm, is given by Algorithm 13.
Let I = {1, . . . ,m}; U = B; L(k) = m×m identity matrix ∀k
for k← 1 to m do
p← k
I← I∖{k}
forall i ∈ {i¯ ∈ I ∣∣ui¯p ∕= 0} do
L(k)ip ←−uip/upp
uip ← 0
forall j ∈ { j¯ ∈ I ∣∣up j¯ ∕= 0} do
ui j← ui j +L(k)ip up j
end
end
end
Algorithm 13: Gaussian elimination
Algorithm 13 assumes that the diagonal elements of the original matrix are all nonzero. While nonzeros
can be permuted to the diagonal prior to the Gaussian elimination process (see e.g. [56]), it is common to
interchange the rows during the elimination process based on the nonzero patterns of the rows and columns,
and the relative magnitude of the diagonal elements. Partial pivoting is a more stable variant of the fixed
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pivoting scheme of Algorithm 13. Gaussian elimination with partial pivoting is given by Algorithm 14.
Let I = {1, . . . ,m}; P = 0; U = B; L˜(k) = m×m identity matrix ∀k
for k← 1 to m do
p← argmax
i∈I
{∣bik∣}
Ppk← 1
I← I∖{p}
J← J∖{k}
forall i ∈ {i¯ ∈ I ∣ui¯k ∕= 0} do
L˜(k)ip ←−uik/upk
uik ← 0
forall j ∈ { j¯ ∈ J ∣∣up j¯ ∕= 0} do
ui j← ui j +L(k)ip up j
end
end
end
Algorithm 14: Gaussian elimination with partial pivoting
In partial pivoting, only the current column is searched for a suitable pivot. However, it is possible in right-
looking factorization routines to search the entire remaining unreduced submatrix for the largest element
and pivot that element to the diagonal. Such a pivoting scheme is referred to as complete pivoting, and leads
to the factored form PBQ = LU . The unreduced submatrix is also referred to as the active submatrix. The
collection of rows in the active submatrix at stage k of the factorization is denoted by I(k), and the collection
of columns in the active submatrix at stage k is denoted by J(k). That is, at stage k of the factorization, rows
in the set I(k) and columns in the set J(k) have not yet been selected as pivots.
While complete pivoting exhibits superior numerical stability, partial pivoting is far more common in
practice. In fact, since the amount of fill-in in the LU factors depends on the choice of the pivot elements,
it is common to use some form of threshold pivoting in the simplex algorithm. To choose a pivot element
that manages fill-in and numerical stability, row and column permutations are applied to B at every iteration.
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Consider the system
PBQ = LU,or
PBQ = LPP−1U,or
B = P−1LPP−1UQ−1,or
B = L˜U˜ ,
where L˜ = P−1LP and U˜ = P−1UQ−1. Algorithm 15 depicts the conceptual organization of a threshold
pivoting scheme. Rather than specifying a particular pivoting scheme which will be done in Subsection 5.2.4,
the pivoting scheme is left as generic.
Let I = J = {1, . . . ,m}; P = Q = 0
U˜ = B; L˜(k) = m×m identity matrix ∀k
for k← 1 to m do
Choose a pivot element u˜pq with p ∈ I and q ∈ J meeting some maximum magnitude threshold
and sparsity characteristics
Ppk← 1
Qkq← 1
I← I∖{p}
J← J∖{q}
forall i ∈ {i¯ ∈ I ∣∣u˜i¯q ∕= 0} do
L˜(k)ip ←−u˜iq/u˜pq
u˜iq ← 0
forall j ∈ { j¯ ∈ J ∣∣u˜p j¯ ∕= 0} do
u˜i j← u˜i j + L˜(k)ip u˜p j
end
end
end
Algorithm 15: Gaussian elimination with threshold pivoting
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The matrix L˜−1 is obtained by taking the product of the eta-matrices L˜(k) for k = 1, . . . ,m; and the
resulting system is given by
L˜(m) . . . L˜(1)B = U˜ = P−1UQ−1
Multiplying the above equation by QP results in the system
L˜(m) . . . L˜(1)BQP = U˜ = P−1UP
In the simplex algorithm, B is not explicitly stored. Consequently, QP is simply a mapping to the basis
columns of A. A physical columnwise reordering of U˜ can be performed after every factorization, corre-
sponding to the permutation QP. Normally, such a physical reordering would be cost-prohibitive; however,
in the simplex algorithm, the triangular factors are updated at subsequent iterations. Given a sufficient quan-
tity of successful (i.e., numerically stable and satisfactorily sparse) updates, the cost of physically reordering
the columns of U˜ is mitigated by the reduction in the amount of permutations and the elimination of the
requirement to maintain both row and column permutation arrays.
In the remaining sections, B˜(k) will denote the submatrix the basis matrix B that is active at stage k of the
factorization. The index set
I(k)q =
{
i
∣∣∣b˜(k)iq ∕= 0, i ∈ I(k)∖{p}}
is the set of those rows that have a nonzero in the pivot column q, excluding the pivotal element b˜(k)pq . The
index set
J(k)p =
{
j
∣∣∣b˜(k)p j ∕= 0, j ∈ J(k)∖{q}}
is the set of those columns that have a nonzero in the pivot row p, excluding the pivotal element b˜(k)pq .
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5.2.4 Examples of pivot selection techniques in linear optimization
This subsection will cover several pivot selection techniques. Some of these techniques have been studied in
the context of linear optimization, while others have not. The Markowitz pivot selection criterion is the most
widely used technique in the context of linear optimization due to its effectiveness at limiting the amount of
fill-in.
Markowitz pivot selection
The Markowitz pivot selection criterion [148] selects a pivot element with the objective of maintaining
sparsity. Through permutation matrices P and Q, row and column interchanges and eta-matrices L(k) are
applied such that PUQ is upper triangular. Let Ri and C j denote the number of nonzeros in row i and column
j, respectively. A pivot element, which minimizes the Markowitz merit number, is chosen. The Markowitz
merit number is an upper bound for the number of fill-ins and is given by mi j = (Ri−1)(C j−1).
For all rows and columns that have not yet been chosen as pivots, assume that updated nonzero counts
for each of these rows and columns are stored. If pivot element (i, j) is chosen, then clearly row i intersects
Ri columns and column j intersects C j rows. In the worst case, every nonpivotal element of column j causes
a fill-in which amounts to (Ri−1)(C j−1) new nonzeros. Therefore, mi j, as previously defined, is an upper
bound on the number of fill-ins.
The reality is that computing the Markowitz merit number efficiently requires row- and column-wise
access to the elements of the submatrix that have yet to become pivotal. To find the minimum Markowitz
merit number can be demanding [149]. Several strategies have emerged to deal with this cost. For instance,
the Markowitz merit numbers can be statically computed prior to factorization by ordering the columns
according to increasing merit number (see the example given in Subsection 5.3.1). Another strategy involves
dynamically updating the row and column counts after each pivot step. This strategy is more difficult to
efficiently implement, but is vastly superior in the amount of fill-in [189].
Markowitz pivot selection can be joined with a threshold pivoting strategy. At every pivot selection, the
pivots meeting a stability criterion are considered. Of these pivots, the pivot with minimum Markowitz merit
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number is selected. The stability criterion requires that a pivotal element (p,q) must satisfy
∣∣∣b˜(k)pq ∣∣∣≥ umax{∣∣∣b˜(k)p j ∣∣∣ ∣∣∣b˜(k)p j ∕= 0, j ∈ J(k)} .
for some constant u ∈ (0,1]. This constant and the trade off between sparsity and stability will be discussed
in detail in Subsection 5.2.5.
In addition to stability-based limitations, Suhl and Suhl [189], and Curtis and Reid [38] recommend
restricting the initial search to rows and columns with relatively small nonzero counts in order to limit
the computational time spent searching for suitable pivots. For instance, Reid [172] searches columns of
length one, then rows of length one, then columns of length two, and so on. A stability test is applied to
each potential pivot encountered during this search. The search is terminated when all remaining rows and
columns are too dense to yield an acceptable pivot with a smaller Markowitz merit number. In addition,
Suhl and Suhl [189] suggest the use of an adjustable parameter υ which is typically very small (2−4), and
indicates the number of rows and columns that will be searched for a minimum Markowitz merit number
prior to terminating the search. This means of curtailing the search was also suggested by Østerby and
Zlatev [159]. To bound the computational effort involved in the pivot search, the authors of [159] recommend
searching the first υ rows and columns with the fewest nonzeros, where υ is again an adjustable parameter
that is typically less than four. Such a strategy leads to significant savings on some regularly structured
matrices.
Alternatively, some, cf. [91], have suggested terminating the search after a number of consecutive
“ties” have been encountered, where a “tie” occurs when the Markowitz merit number is equally minimal
for several consecutive searches. This search parameter was left as a vague suggestion in the paper, but the
strategy has the advantage of continuing the search as long as improved merit numbers are being discovered
with reasonable frequency.
In addition to techniques used to curtail the search for a minimal Markowitz merit number, there are
four main techniques proposed in the literature for breaking ties. The first strategy to break ties is the most
obvious; simply ignore the ties. This strategy can allow a search to terminate earlier, if the search is curtailed
by a suitably small parameter (using one of the aforementioned means to curtail the search).
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The other tie-breaking strategies are, of course, more complex. The second strategy involves selecting
the pivot with the greatest magnitude among the list of tied pivots. This strategy preserves the symmetry
in diagonally-dominant, symmetric matrices. However, most linear optimization problems are highly asym-
metric [144]. The third strategy is to minimize the maximum multiplier generated by selecting a given pivot
among the list of tied pivots. The fourth strategy seeks a balance between the objectives of the second and
third tie-breaking strategies. This tie-breaking strategy favors a small multiplier, as in the third strategy.
However, in the event that several small pivots contain suitably small multipliers, i.e., smaller than some
constant γ , the pivot with the greatest magnitude is selected. This tie breaking rule has slightly better nu-
merical properties than the third strategy [91]. The solvers LA05 [172], Y12M [212], and MA28 [55] use
the first, second and third tie-breaking procedures, respectively. For more information on these tie-breaking
strategies, the reader is referred to [91].
COLMMD and COLAMD
The objective of COLMMD [89] and COLAMD [48, 49] is to select a column permutation Q that will be
applied prior to the numerical factorization and limits the worst-case number of nonzeros in the factorization.
Of course, the fill-in depends on the row permutation matrix P as well, but it was found that the choice of Q
can have a dramatic impact on the number of nonzeros in L and U . To this end, Q is selected to reduce an
upper bound on the fill-in for any subsequent choice of P.
Both COLMMD and COLAMD compute the permutation Q directly from the sparsity pattern of A.
Previous techniques, such as AMD [2, 3] among other minimum degree algorithms, compute a symmetric
ordering that reduces the fill-in in the Cholesky factorization of AT A. These techniques have the drawback
of requiring the sparsity pattern of AT A to be computed. For linear optimization problems, this sparsity
structure will likely be much denser than the actual problem because linear optimization bases are highly
asymmetric [144].
COLMMD and COLAMD are based on the same strategy, i.e., preorder the columns based on the spar-
sity structure of A to limit the worst-case fill-in. COLAMD was found to be faster and compute better
orderings, i.e., it produces fewer nonzeros in L and U [48]. Be that as it may, the COLAMD study did not
include a study of the technique’s impact on simplex bases. It did, however, include a study of the Cholesky
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factorization of a handful of linear optimization problems. Given an m× n rectangular matrix A, if m > n,
then a column ordering Q for the Cholesky factorization of (AQ)T (AQ) is found. If, on the other hand,
m < n, then a row ordering P for the Cholesky factorization of (PA)D2(PA)T is found, where D is a diag-
onal matrix. The latter scenario arises in the solution of linear optimization problems using interior point
methods [129, 211].
A systematic study of the technique’s impact on the factorization of simplex bases would need to be
performed prior to recommending its use in this context. Since the L and U factors undergo continuous
rank-one updates throughout the simplex algorithm, it is critical that fill-in is as limited as possible. The
speed of the factorization routine can be sacrificed (to an extent) to ensure and improve the sparsity of the
factors. This fact along with the asymmetric nature of simplex bases may challenge column preordering
routines such as these. For further details on COLAMD, the reader is referred to [48, 49].
Block lower triangular form
This approach to pivot selection first permutes the matrix to block lower triangular form, as seen in Fig-
ure 5.1. There are three main advantages to block lower triangular form. First, a matrix in this form requires
less work to obtain the LU factorization [45]. Second, the matrix in this form offers information regarding
the structural rank deficiency that might be present [45]. Third, the blocks along the diagonal are the only
blocks that will experience fill-in. Therefore, the off-diagonal blocks can be stored in compact form and kept
out of cache at various stages of the solution process [61].
Harary [118] was the first to study the problem of finding the permutation matrix P such that
PBPT =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
B11
B21 B22
B31 B32 B33
...
...
...
. . .
BN1 BN2 BN3 ⋅ ⋅ ⋅ BNN
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
where each Bi j for all i ∕= j is a rectangular matrix of arbitrary size and each Bii is a square matrix of arbitrary
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size. Harary’s proposed algorithm involved computing the powers of boolean matrices and was unfortunately
asymptotically inefficient at O(n3). Steward [185] offered an algorithm that used selective or-operations on
the boolean matrices. Steward’s improvement led to a constant time speed up of 10 to 20 times according
to Duff [53]. Sargent and Westerberg [180] developed an algorithm that was, in practice, twice as fast as
Steward’s algorithm [53]. In addition, Sargent and Westerberg’s algorithm was asymptotically more efficient
at O(n2). Tarjan improved the run-time of Sargent and Westerberg’s algorithm to O(n log∗ n)+O(τ), where
τ is the number of off-diagonal nonzeros [192]. In [191], the asymptotic upper bound is reduced to O(n)+
O(τ). A Fortran 77 implementation of Tarjan’s algorithm is offered by Duff and Reid [59, 60], and details
of its implementation are also discussed by Gustavson in [113].
In the context of the simplex algorithm, after the basis matrix has been permuted to block lower triangular
form, a pivoting strategy, e.g. the Markowitz strategy presented in the previous section, is then utilized within
each diagonal block. That is, a suitable pivot selection strategy is limited to each block B11,B22,B33, etc. It is
possible that no symmetric permutation can transform B into a block lower lower triangular form matrix, i.e.,
the matrix is irreducible. Unfortunately, a nontrivial block lower triangular form exists only for reducible
matrices. When such a nontrivial form does exist and the matrix is far from irreducible, preordering the basis
to block lower triangular form can decrease the pivot search time [189] and greatly reduce the fill-in [144].
While it is standard in the context of solving linear systems to permute the matrix to block lower trian-
gular form [58]; in the context of the simplex algorithm, this form is not applicable. To understand why,
the reader must understand the LU update procedures [69]. The column exchange at each simplex iteration
can drastically alter the strongly connected components of the graph representing B, which would make it
exceedingly complicated to develop an efficient update of the LU factors of the diagonal blocks of the block
lower triangular form [144, 189].
Bordered block triangular form
A bordered block triangular matrix is a block lower (or upper) triangular matrix with a border of nonzeros
in a band along the edge of the matrix, as in Figure 5.2. A bordered block triangular matrix can be built
using elimination trees [64]. Elimination trees are used to capture data dependencies in the frontal matrices
of multifrontal methods [64], which are briefly reviewed in Section 5.4.
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Figure 5.1: An example matrix and the matrix permuted to block triangular form
Using the elimination tree to form a bordered block triangular matrix may be advantageous to parallel
factorizations when the pivots are static, as they are in the column-based Gaussian elimination with static
pivoting (GESP) algorithms [138]. Unfortunately, it is unlikely that such static pivoting algorithms would be
successful at limiting fill-in in the context of simplex bases. Luckily, Eisenstat and Liu [64] were able to show
that a proposed restricted pivoting strategy has only a local effect on the elimination tree, thereby allowing a
restricted pivoting strategy. However, a general pivoting strategy would lead to significant inefficiency due
to global tree updates.
This method suffers from the same inefficiencies during the LU update phase as the block lower trian-
gular form presented in the previous section. As columns are exchanged at each simplex iteration, global
elimination tree updates would become necessary. Therefore, in the context of linear optimization, this form
is only an applicable procedure during the initial factorization stage and subsequent refactorizations, since it
is not known how this form can be efficiently maintained during rank-one updates.
P3, P4 and P5
This collection of permutation strategies preorders the matrix B prior to factorization. The preordering
procedures P3 and P4 are developed by Hellerman and Rarick [121, 122], and P5 was developed by Erisman
et al. [73]. The procedures P4 and P5 will be conceptually discussed in the remainder of this subsection.
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Figure 5.2: An example of a bordered block upper triangular matrix with the blocks highlighted in blue (i.e.,
the first three boxes from top to bottom) and the border highlighted in red (i.e., the box highlighting rows 9
and 10)
The partitioned preassigned pivot procedure (P4) uses permutation matrices to reorder a general sparse
matrix. First, the P4 procedure transforms B into a block lower triangular matrix. In the second phase of
the procedure, each nontrivial diagonal block is permuted to a block triangular form with the exception of
various spike columns, which extend over the diagonal. The second phase of the procedure is heuristic.
The intention of this heuristic phase is to limit the fill-in to the spike columns. If stability requirements
permit the factorization of the matrix using the procedure’s preassigned pivots, then the second phase is
successful in limiting the fill-in to the spike columns. For numerically unstable problems, this procedure
can produce substantial fill-in. The heuristic phase can also produce zero pivots or structural instability.
To avoid structural instability, it may be necessary to swap spikes during the numerical factorization phase.
These spike swaps can degrade the sparsity of the LU factors.
The P5 procedure is a structurally stable modification of the P4 procedure. However, pivoting is still re-
stricted to certain rows and columns. Stability requirements may again necessitate violating the preassigned
pivots, resulting in excessive fill-in. On the other hand, these symbolic orderings are typically faster than
Markowitz orderings [91], but results in [73] suggest that P5 is at best competitive with Markowitz pivoting
when considering fill-in as the objective. Gill et al. [91] showed that P4 created between two and four times
as much fill-in as Markowitz pivoting.
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In general, it is difficult to compete with Markowitz pivoting, which typically results in less than a
10% increase in the number of nonzeros [189]. The effects of fill-in during the numerical factorization
impacts many different phases of the simplex algorithm, e.g. Steps 2 and 4 in the primal simplex algorithm
presented in Subsection 5.2.2. This serves to highlight the trade-off between fill-in and stability, which will
be discussed further in Subsection 5.2.5.
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Figure 5.3: An example of a bordered block lower triangular matrix with the blocks highlighted
Symbolic Gaussian elimination
MPSX/370 [16] utilized a three phase procedure to preorder the matrix, preassign pivots, and finally factorize
the basis matrix. First, the initial lower and upper triangular factors L and U are removed by row and
column permutations, leaving a square submatrix called the nucleus or kernel. This phase of the procedure
is discussed in [144, 157, 189, 196], and is described in detail in Subsection 5.3.1. In phase two, the
procedure symbolically analyzes the sparsity structure of the nucleus, and preassigns a pivot sequence based
on the minimum row and column count criterion, i.e., the Markowitz merit number. In the final phase of
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the procedure, the numerical factorization is performed using the preassigned pivot sequence discovered in
phase two. The preassigned pivot sequence can be preempted on the basis of stability concerns.
5.2.5 Stability and sparsity
It has been known for some time (cf. [58, 171, 208]) that choosing pivots of large magnitude reduces the
growth (in magnitude) of the transformed elements in the LU factors. Limiting the growth of these elements
leads to a more stable factorization. At the same time, the Markowitz merit number indicates that the pivot
element should minimize (Ri−1)(C j−1) for all i ∈ I(k) and j ∈ J(k). Obviously, a trade-off exists between
stability and sparsity. This section describes the compromises made in finding a numerically acceptable
pivot and a pivot that limits fill-in in the LU factors.
The practical compromise mentioned earlier in Subsection 5.2.4 between these two objectives is to use
threshold pivoting. The general idea is to select a pivot with maximum magnitude from a list of candidate
pivots with acceptably low Markowitz merit numbers. Given a threshold parameter u ∈ (0,1] and a pivotal
column j, the pivotal element b˜(k)i j must satisfy
∣∣∣b˜(k)i j ∣∣∣≥ umax{∣∣∣b˜(k)r j ∣∣∣} ,∀r ∈ I(k). (5.2)
If, on the other hand, the pivot row is selected first, then the pivot b˜(k)i j must satisfy
∣∣∣b˜(k)i j ∣∣∣≥ umax{∣∣∣b˜(k)ic ∣∣∣} ,∀c ∈ J(k). (5.3)
In practice, u = 0.1 is a good default value and generally leads to sparse and stable LU factors [57,
149]. Tomlin [196] conducted a numerical study that suggests decreasing u from 1.0 to 0.1 to 0.01 has
a significant impact on sparsity and minimal (if any) impact on accuracy. Further decreasing u appeared
to have little impact on sparsity and resulted in a serious impact on accuracy with one problem failing to
produce meaningful results. However, the affected problem showed no loss in accuracy as the parameter u
was decreased from 1.0 to 0.01. Suhl and Suhl [189] also found that a threshold parameter of 0.01 can be
used in practice until the last stage where infeasibility, unboundedness, or optimality is determined.
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A more aggressive threshold parameter u can be used, when the factorization is monitored by a can-
cellation parameter. Canceling a factorization based on numerically unsatisfactory characteristics has been
suggested throughout linear optimization literature (cf. [149, 189, 196]). Suhl and Suhl [189] suggest
dynamically adjusting the threshold parameter u, if necessary. Meanwhile, numerical stability is monitored
throughout the factorization by tracking the ratio of the largest element in magnitude in L and U to the largest
element in the original basis B. If this ratio exceeds a tolerance (typically 1015−1016), then the factorization
is canceled. In the event of cancellation, the threshold parameter is increased. If the parameter was 0.01,
then it is set to 0.1. If the parameter was already less than 0.01, then it is reset to min{2u,1.0}.
The numerical stability and sparsity of the LU factors are also controlled by a drop tolerance εd . This
tolerance is used to set computed values in L and U to zero, if their magnitudes are less than the drop
tolerance. For IEEE double precision, a typical drop tolerance is εd = 10−10 [149]. Suhl [188] uses a default
drop tolerance of 10−12 in MOPS. In MOPS, elements in the active submatrix are dropped if their magnitude
is less than εd times the size of the element with the largest magnitude in the same row. Both approaches
have a similar impact, which is to limit the size of the elements in the LU factors.
The growth of the elements in the active submatrix is bounded by (1+ u−1) at each step due to the
equation
b˜(k+1)i j = b˜
(k)
i j − b˜(k)p j
b˜(k)iq
b˜(k)pq
, i ∈ I(k)q , j ∈ J(k)p .
Let d =
∣∣∣b˜(k)i j ∣∣∣ and a = ∣∣bi j∣∣. The relationship between these values and the bound at each step is illustrated
by
d ≤ a(1+u−1)m−1 ,
which bounds the largest element in the active submatrix. The value d can be used to estimate the accuracy
of the LU factorization [171]. Indeed, this value was used to determine if it is appropriate to cancel a
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factorization; i.e., when d/a≥ 1015, the factorization is canceled. Therefore, if
d/a≤ (1+u−1)m−1 < 1015,
then the factorization will never be canceled.
5.2.6 Error analysis
The condition number of a matrix is a reliable measure of singularity, and provides an error bound in the
computed solution to a linear system. Let x˜ be the computed solution to a linear system, while x is the exact
solution. Consider the exact solution Bx = b versus the computed solution (B+E)x˜ = b. Define
∆x≡ x˜− x = B−1(Bx˜−b) =−B−1Ex˜.
Taking the norm of the above system results in the inequality
∥∆x∥ ≤ ∥∥B−1∥∥∥E∥∥x˜∥ .
Using the definition of the condition number, the error bound becomes
∥∆x∥
∥x˜∥ ≤ cond(B)
∥E∥
∥B∥ .
The residual of the approximate solution x˜ to the linear system is given by r = b−Bx˜. The relative residual
is given by ∥r∥/(∥B∥∥x˜∥). The relative residual relates to the error by observing that
∥r∥= ∥b−Bx˜∥= ∥Ex˜∥ ≤ ∥E∥∥x˜∥
and
∥r∥
∥B∥∥x˜∥ ≤
∥E∥
∥B∥ .
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Wilkinson [206] showed that for LU factorization by Gaussian elimination the following relationship holds
∥E∥
∥B∥ ≤ dmεmp
where εmp is the machine precision and d is as previously defined. Without pivoting, d can be arbitrarily
large. With partial pivoting d can be as large as 2m−1, but this behavior is exceedingly rare. Reid [171] found
that the elements of the perturbation matrix E are bounded by
∣∣ei j∣∣≤ 3.01dmεmp, (5.4)
where εmp is the machine precision and d is as previously defined. Recall that εmp is approximately 10−16
for IEEE double precision. In sparse computing, the bound is extremely pessimistic. In threshold pivot-
ing, the perturbation matrix E is controlled by the threshold parameter u. In practice, the bound given by
equation (5.4) is pessimistic for threshold parameters as low as 0.01.
5.3 Algorithmic aspects of LU factorization
5.3.1 The anatomy of the basis matrix
The first stage in the LU factorization routine is to preorder the linear system. In Subsection 5.2.4, several
preordering techniques were discussed. These techniques are applied to the kernel of the linear system. The
discussion in this section will focus on the formation of the kernel and the anatomy of a common basis
matrix.
The kernel of the matrix is formed after the initial triangular factors are removed. Sparse matrices
that arise from the formation of simplex bases often contain a large permuted triangular submatrix. To
understand the full extent of this embedded triangular matrix, Luce et al. [144] systematically studied
88 linear optimization problems. A critical conclusion of [144] is that uncovering the permuted triangular
submatrix is critically important to the creation of an efficient simplex-based linear optimization solver. This
conclusion was well-understood by previous researchers [149, 157, 158, 188, 189, 196], albeit with a lot less
132
evidence.
L
0
U
0
K
Figure 5.4: U is the upper triangular portion, L is the lower triangular portion, and K is the kernel following
the permutation
The permutation algorithm is best described through the use of an example, which will permeate the
discussion throughout this section. To motivate the understanding of this algorithm, results from [144] are
provided prior to the explanation. Using a wide range of linear optimization problems, Luce et al. show that,
after the application of the permutation algorithm, the kernel matrix is so small that the entire matrix can be
factorized with nearly minimal (i.e., optimal) fill-in. Despite the lack of symmetry, the LU factors of linear
optimization basis matrices have a relative fill-in that is very nearly optimal, and the primary reason for the
nearly optimal fill-in is that the basis matrix can generally be permuted to nearly triangular form [144]. This
permutation to triangular form limits the potential fill-in to the kernel of the basis matrix. Luce et al. further
illustrate that the kernel size for the vast majority of problems is under 20% of the dimension of the basis
itself.
The algorithm achieves a permuted form given in Figure 5.4 by selecting row and column singletons as
pivots, while updating row and column counts with each selection. Beginning with the matrix in Figure 5.5,
construct row lists for each row and column lists for each column. Each row list will contain a list of column
indices that correspond to the nonzeros in that row, and a count for the length of the corresponding list (given
by Ri for each row i = 1,2, . . . ,15). The column list is analogously constructed.
Begin the algorithm by searching for row singletons, i.e., search for Ri = 1. This search discovers that
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Figure 5.5: The example matrix, corresponding row lists and column lists, and an empty results queue
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R15 = 1. The corresponding column, in this case column 12, is eliminated from the column list. All row
lists containing an entry for column 12, i.e., rows 1,3,4,6,9,10, and 15, have their counts decremented and
column 12 is removed from those lists. Lastly row list 15 is removed, and the pair (15,12) is added to the
results queue.
The example now contains the row and column lists given in Figure 5.6. Again, search for a row singleton
in the active row lists, i = 1,2, . . . ,14. Row one now contains a singleton in column 9, so column list 9 is
removed from the column lists. In addition, column 9 is removed from the row lists 1,5,7, and 13; and the
counts for these rows are decremented. Row list 1 is removed, and the pair (1,9) is added to the results
queue.
The example now contains the row and column lists given in Figure 5.7. Subsequent searches for row
singletons discover singletons at rows 5 and 10, and the pairs (5,4) and (10,15) are added to the results queue
along with the analogous interim actions described in the previous two paragraphs. Figures 5.8 and 5.9 depict
the changes in the row and column lists after these singletons are processed by the algorithm.
At this point (Figure 5.9), no more row singletons exist. The search for column singletons begins. A
column singleton is discovered at column 7 among the active columns j = 1− 3,5− 8,10,11,13,14. The
column singleton occurs at position (8,7). Therefore, row list 8 is removed from the row lists, and row 8 is
removed from the column lists 3,6,10, and 13, thereby decrementing their counts. Column list 7 is removed,
and the pair (8,7) is added to the results queue.
The example now contains the row and column lists given in Figure 5.10. The search for column single-
tons continues and finds column 3 among the remaining active columns. Since the column singleton occurs
at row 12, row list 12 is removed from the row lists. In addition, row 12 is removed from column list 11,
and the corresponding count is decremented. Column list 3 is removed, and the pair (12,3) is added to the
results queue.
Figure 5.11 illustrates the current stage of the example. Subsequent searches for column singletons
discover singletons at columns 6,10, and 11, and the pairs (14,6),(2,10), and (4,11) are added to the results
queue. Figures 5.12 through 5.14 illustrate the changes in the row and column lists after these singletons are
processed by the algorithm.
Figure 5.14 illustrates a situation where no more row or column singletons exist. At this point, the kernel
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Figure 5.6: Row singleton discovered at (15,12)
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Figure 5.7: Row singleton discovered at (1,9)
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Figure 5.8: Row singleton discovered at (5,4)
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Figure 5.9: Row singleton discovered at (10,15)
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Figure 5.10: Column singleton discovered at (8,7)
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Figure 5.11: Column singleton discovered at (12,3)
141
R1
R2
R3
R4
C1
C2
C3
Ri
i
C j
j
results
(15,12)
(1,9)
(5,4)
(10,15)
(8,7)
(12,3)
(14,6)
0
3
3
5
2
0
2
0
0
3
3
0
2
0
0
2
3
0
0
1
3
1
0
0
3
3
0
3
0
0
5,1
0,1
3
1,2 2,1
1
5,8
,14
2,1
3
1,8
,14
2,5
,14
1,2
,13
2,6
,11
,14
3,9
,13
3,4
,7,
11
,13
,14
2,6
,11
14 6,9 2 4,1
4
2,7
,13
6,9
,11
,14
15
1
1
1
14
2
2
2
13
3
3
3
12
4
4
4
11
5
5
5
10
6
6
6
9
7
7
7
8
8
8
8
7
9
9
9
6
10
10
10
5
11
11
11
4
12
12
12
3
13
13
13
2
14
14
14
1
15
15
15
×
× × × ×
× × ×
× × ×
×
× × × ×
× × × ×
× × × ×
× × × × ×
× ×
× × ×
× ×
× × × ×
× × ×
Figure 5.12: Column singleton discovered at (14,6)
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Figure 5.13: Column singleton discovered at (2,10)
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Figure 5.14: Column singleton discovered at (4,11)
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can be ordered, or the LU factorization that manipulates the kernel numerically can handle the ordering.
In this example, a symbolic Markowitz ordering will be performed on the kernel segment of the matrix.
This ordering was included in the presentation of this permutation algorithm in [157]. If the kernel is not
processed at this time, then the remaining pivots can be chosen from the available rows and columns. For
instance, the pairs (3,1),(6,2),(7,5),(9,8),(11,13), and (13,14) can be added to the results queue. Notice
that these pairs do not need to be nonzeros. However, if they are zeros, then the diagonal of the resulting
kernel will contain zeros.
Proceeding with the algorithm as it is presented in [157], a search for a minimal Markowitz merit number
begins by computing the merit number for each of the remaining columns using
M j = min
i
(Ri−1)(C j−1) , (5.5)
for all active column lists j (i.e., 1,2,5,8,13, and 14) and the active rows i contained in column lists j.
Markowitz merit numbers with minimum at...
M1 = min{2,4,4}= 2 row 3
M2 = min{3,3,6,6}= 3 row 3 and 7
M5 = min{2,2}= 2 row 3 and 11
M8 = min{2,2}= 2 row 3 and 9
M13 = min{1,2}= 1 row 7
M14 = min{4,4,4}= 4 row 6,9, and 11
Then, the minimal Markowitz merit number is selected, i.e., M13. Row list 7 is removed from the row lists.
Row 7 is removed from column list 2, and the corresponding count is decremented. The pair (7,13) is added
to the results queue, and column list 13 is removed. The merit numbers for the remaining active columns are
computed, and the process is repeated. This process identifies the following pairs, which are added to the
results queue: (3,1),(13,2),(11,5),(6,8), and (9,14). Figures 5.15 through 5.20 depict the actions taken at
each of these steps.
The permutation matrices that result from this process can be read in order by reading the queue in or-
der. The row indices in each pair are read in order to form the permutation matrix P, with ones at positions
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Figure 5.15: Markowitz merit number minimum found at (7,13)
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Figure 5.16: Markowitz merit number minimum found at (3,1)
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Figure 5.17: Markowitz merit number minimum found at (13,2)
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Figure 5.18: Markowitz merit number minimum found at (11,5)
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Figure 5.19: Markowitz merit number minimum found at (6,8)
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Figure 5.20: Markowitz merit number minimum found at (9,14)
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(1,15),(2,1),(3,5), . . . ,(15,9). The column indices in each pair are read in order to form the permutation
matrix Q, with ones at positions (12,1),(9,2),(4,3), . . . ,(14,15). The resulting matrix is given in Fig-
ure 5.21.
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Figure 5.21: The example matrix permuted using the optional symbolic Markowitz strategy
To review, this algorithm is summarized in the following steps.
Step 1. (Identify row singletons) Search for row singletons among active rows. If row i is a sin-
gleton, remove row list i and the column list j, where j is the only column contained in
row list i. Row i is removed from all active column lists and the corresponding counts are
decremented. Add the pair (i, j) to the results queue. Continue to apply Step 1 until no
more row singletons are discovered, or there are no more active rows.
Step 2. (Identify column singletons) Search for column singletons among active columns. If col-
umn j is a singleton, remove column list j and the row list i, where i is the only row
contained in column list j. Column j is removed from all active row lists and the corre-
sponding counts are decremented. Add the pair (i, j) to the results queue. Continue to apply
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Step 2 until no more column singletons are discovered, or there are no active columns.
Step 3. (Optionally preorder the kernel) To preorder the kernel as described herein, compute the
minimal Markowitz merit number using equation (5.5) for each active column. Select
the minimal Markowitz merit number with corresponding row i and column j. Remove
row list i from the row lists, and remove row i from all active columns, decrementing
the corresponding counts. Remove column list j, and add pair (i, j) to the results queue.
Recompute the remaining Markowitz merit numbers as needed, and repeat Step 3 until
there are no more active columns.
Step 4. (Permute) Permute the matrix using the results queue. The permutation matrix P is con-
structed by processing the row indices in order, and the permutation matrix Q is constructed
by processing the column indices in order. The basis B is permuted by PBQ.
As previously mentioned, Step 3 is optional and can also permute the kernel to other fill-reducing forms,
such as block upper triangular form. Using Tarjan’s algorithm [59, 60, 191] on the remaining kernel matrix in
Step 3 (rather than the Markowitz ordering) produces results queue pairs (6,5),(9,8),(11,14),(3,1),(7,2),
and (13,13) for a nonzero pattern given by Figure 5.22.
5.3.2 The search for a suitable pivot
The most common technique for pivoting in numerical factorization in linear optimization codes is dynamic
Markowitz pivoting. Some details of this procedure will be discussed in this section. Assume that the kernel
matrix has already been discovered, i.e., the pivot search procedure will be identifying pivots within the
kernel.
The search for a suitable pivot starts among the remaining row and column lists after steps one and two
of the algorithm described in Subsection 5.3.1. As previously described in Subsection 5.2.4, the goal of
Markowitz pivoting is to identify pivot elements that satisfy the threshold pivoting criteria (5.2) and (5.3),
while ensuring a bound on the maximum fill-in. The fill-in bound is given by (Rp−1)(Cq−1) for the pivot
(p,q).
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Figure 5.22: The example matrix permuted using Tarjan’s algorithm to permute the kernel
Details on how to curtail the search for a suitable pivot and tie-breaking procedures (among other de-
tails) were previously discussed. However, additional details on a suitable implementation of the dynamic
Markowitz pivoting strategy are provided. Let M(k)j denote the minimum Markowitz merit number, which
satisfies the threshold pivoting criterion, for column j at elimination stage k. It is possible that column j
does not contain any element satisfying the threshold criterion, in which case M(k)j is set to m
2. Alterna-
tively, if some column q contains no eligible pivot elements at stage k, then column q can be quarantined. In
the event that compressed row storage is utilized, access to elements in a column list are nonsequential. If
column q has a relatively low nonzero count Cq, then it may continually be selected as a suitable pivot col-
umn. By scanning column list q, each pivot row p is identified and tested for eligibility using the threshold
criterion (5.2). This nonsequential access can be costly, especially when no eligible pivots are discovered in
column q. At stage k+1, this column may again be scanned to no avail, and so on.
There are several strategies for quarantining column q. Column q can be removed from consideration
until all other rows and columns have been processed, which is a strategy employed in MOPS [189]. Alterna-
tively, column q can be quarantined until its entries are manipulated by another elimination. Lastly, column
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q can be quarantined for several pivot stages before it is reconsidered by removing it from the quarantine
list.
Similarly, let M(k)i denote the minimum Markowitz merit number for row i at elimination stage k which
satisfy the threshold criterion. If row i does not contain any element satisfying the threshold criterion (5.3),
then M(k)i is set to m
2. However, assuming the nonzeros are stored in compressed row storage format, access
to the rows is sequential. Furthermore, Suhl and Suhl [189] proposed maintaining the largest element at
the front of each row list, which means a simple lookup is performed to find the maximum (in magnitude)
element in a given row. This maximum element is necessary in the threshold pivoting criterion (5.3), and
storing it at the head of each row list eliminates the cost of searching for this element. However, if a row
element is subject to a transformation, then the maximum element in that row must be checked and, if
necessary, changed. Alternatively, pointers to the maximum element can be maintained, but this requires
additional storage. With either the Suhl and Suhl approach or the pointers approach, the reader should
recognize that searching row p for eligible pivot elements is considerably less costly than the comparable
search of column q.
A pivot selection procedure is given in the subsequent algorithm. The algorithm closely follows the
presentation of Suhl and Suhl [189]. To present a concise algorithmic description, the preceding discussion
and definition of M(k)i and M
(k)
j was necessary. In addition, the discussion should afford the reader an
opportunity to study some implementation details that might be lost in a concise presentation. To proceed
with the presentation, it is necessary to define
R
(k)
h =
{
i
∣∣∣i ∈ I(k) and row i has h nonzeros in the active submatrix}
C
(k)
h =
{
j
∣∣∣ j ∈ J(k) and column j has h nonzeros in the active submatrix} ,
where I(k) and J(k) are as previously defined.
Step 1. (Identify column singletons) If C (k)1 is not empty, then pick a column singleton from C
(k)
1
as the pivot and quit.
Step 2. (Identify row singletons) If R(k)1 is not empty, then pick a row singleton from R
(k)
1 as the
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pivot and quit.
Step 3. (Initialization) Let h = 2, Mmin = m2 (the minimum Markowitz merit number), n = 0.
Step 4. (Begin column search at level h) If C (k)h is not empty, then goto Step 5. Otherwise, goto
Step 6.
Step 5. (Perform column search at level h) For each j ∈ C (k)h , check if M(k)j < Mmin. If it is, then
set Mmin = M
(k)
j and record the pivot position (i, j) for some corresponding row index i. If
Mmin ≤ (h−1)2, then quit. Otherwise, n= n+1. If n≥ υ , where υ is a parameter designed
to curtail the search for a pivot, and Mmin < m2; then quit.
Step 6. (Begin row search at level h) If R(k)h is not empty, then goto Step 7. Otherwise, goto Step
8.
Step 7. (Perform row search at level h) For each i ∈ R(k)h , check M(k)i < Mmin. If it is, then set
Mmin = M
(k)
i and record the pivot position (i, j) for some corresponding column index j. If
Mmin ≤ h(h−1), then quit. Otherwise, n= n+1. If n≥ υ , where υ is a parameter designed
to curtail the search for a pivot, and Mmin < m2; then quit.
Step 8. (Conclude or continue) If h = m, then quit with no acceptable pivot found. Otherwise,
h = h+1 and goto Step 4.
5.3.3 Numerical elimination
Elimination is achieved by adding appropriate multiples of the pivot row to the other rows in order to elim-
inate the nonzeros in the pivot column in the active submatrix. At the end of the elimination step, the only
nonzero in the pivot column of the active submatrix occurs at the pivot. The active submatrix at stage k+1
is determined by the elimination formulas
b˜(k+1)i j = b˜
(k)
i j i ∈ I(k)∖I(k)q , j ∈ J(k)
b˜(k+1)i j = b˜
(k)
i j − b˜p j
b˜(k)iq
b˜(k)pq
i ∈ I(k)q , j ∈ J(k)p
⎫⎬⎭ (5.6)
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where (p,q) is the pivot and −b˜(k)iq /b˜(k)pq are the multipliers that facilitate the elimination. These multipliers
form the elementary transformation matrix L(k) discussed in Subsection 5.2.3.
Under a special circumstance known as cancellation, a nonzero b˜(k)i j can become zero after applying the
elimination formulas. Conversely, if b˜(k)i j = 0 and j ∈ J(k)p , fill-in is created in rows i∈ I(k)q . Typically, in linear
optimization problems, when dynamic Markowitz pivoting and the preordering described in Subsection 5.3.1
are employed, it is quite common to witness very little fill-in. Luce et al. [144] report nearly optimal fill-in.
For about 75% of the problems tested in [144], the average relative fill-in in the kernel is less than two, where
the relative fill-in is defined as (ν(L− I)+ ν(U))/ν(K), where I is the identity, K is the kernel following
the aforementioned preordering routine, and ν(⋅) is a function that counts the number of nonzeros. To
understand and further motivate the use of right-looking LU factorization with threshold pivoting in linear
optimization, an optimistic guess for fill-in using a left-looking LU factorization routine is ν(L) = ν(U) =
4ν(K)+m [45].
The subsequent algorithm and discussion will significantly modify Algorithm 15. Since pivot selection
was covered in the previous subsection, this subsection will focus on the two inner forall loops and assume
a suitable nonzero pivot at position (p,q) has already been selected. To begin the algorithm, the pivot row
except for the pivot itself is loaded into a work array of length m from the sparse storage container in an
operation known as scatter. Similarly stated, the elements b˜(k)p j , j ∈ J(k)p are loaded into an array of length m.
A bit vector ζ is used to mark the positions corresponding to nonzeros in the work array.
In the next phase of the algorithm, the multiplier −b˜(k)iq /b˜(k)pq is computed and stored in the matrix L for a
non-pivot row i ∈ I(k)q . Since b˜(k)iq is eliminated, copy the nonzero stored and its corresponding column index
to the position in the array formerly occupied by b˜(k)iq , as illustrated by Figure 5.23. Decrement the number
of nonzeros in row i by one.
The inner forall loop is the most computationally intensive phase of the numerical elimination. In this
phase, the elimination formulas are employed. Scanning the sparse non-pivot row i for nonzeros, b˜(k)i j ∕= 0,
the algorithm computes b˜(k+1)i j . If b˜
(k)
p j is nonzero (corresponding to nonzero b˜
(k)
i j ∕= 0), then the bit vector
position j in ζ is set to zero (or unmarked).
At the end of this intensive phase, the fill-in is given by the sum of bits in the bit vector ζ . Actually, this
sum is an upper bound on the fill-in because the effect of cancellation was ignored. Counting the set bits in
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value
column index
︸ ︷︷ ︸
length=Ri−1
value
column index
length=Ri︷ ︸︸ ︷
j1
v1
j1
v1
j2
v2
j2
v2
⋅ ⋅ ⋅
⋅ ⋅ ⋅
⋅ ⋅ ⋅
⋅ ⋅ ⋅
jr
vr
q
vq
⋅ ⋅ ⋅
⋅ ⋅ ⋅
⋅ ⋅ ⋅
⋅ ⋅ ⋅
jr-1
vr-1
jr-1
vr-1
jr
vr
Figure 5.23: Swap the last entry in the compressed row storage format for row i with eliminated element a˜(k)iq
a bit set might appear to be computationally intensive. However, if ζ1...32 is a 32-bit number (e.g. unsigned
integer), then the number of bits is counted by
nbits =ζ1...32− ((ζ1...32 >> 1)&033333333333)− ((ζ1...32 >> 2)&011111111111)
nbits =((nbits+(nbits >> 3))&030707070707)%63,
where % is the modulus operator and >> is the shift operator. In this way, counting bits in a 32 bit stored
value runs in constant time with constant memory. Alternatively, an extra fill variable can be used. Typically,
the number of set bits is one or fewer [189]. In this regard, the findings in [189] are consistent with those
of [144].
In the event that the number of marked (or set) bits is greater than zero, the fill-in must be managed.
Recall that one open space exists in each non-pivot row i. This space was created when b˜(k)iq was eliminated.
However, if the fill-in exceeds one and there is not enough contiguous free space to store the updated non-
pivot i, then garbage collection is performed. Garbage collection recovers the unused space of outdated
entries, as illustrated by Figure 5.24.
Assuming that after a possibly necessary garbage collection there is sufficient space for the fill-in ele-
ments, the pivot row and the corresponding work array is scanned for each j ∈ J(k)p . If ζ j is unmarked, then
mark ζ j and there is no fill-in at column j in non-pivot row i. The bit ζ j is re-marked for the next iteration
of the loop, which processes another non-pivot row. It is effectively returning all the ζ j for j ∈ J(k)p to the
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row starts
row length
value
column index
1
l1
s1
2
l2
s2
⋅ ⋅ ⋅
⋅ ⋅ ⋅
⋅ ⋅ ⋅
k
4
28
k+1
7
34
⋅ ⋅ ⋅
⋅ ⋅ ⋅
m
lm
sm
row
k
row
k+1
row
m
free
space
Figure 5.24: The space between row k and row k+1 can be eliminated to increase the amount of contiguous
free space in a process referred to as garbage collection
marked state. On the other hand, if ζ j is marked, then a fill-in has occurred in the non-pivot row i at column
j. Store the fill-in element in the contiguous space allocated for row i. To perform various operations in the
elimination efficiently, a column-wise representation of nonzero locations is stored as well. One can think
of this representation as the column lists in Figure 5.5. In the event of fill-in at position (i, j), it is necessary
to add i to column list j.
In the event that there was no fill-in in performing elimination on the non-pivot row i, all bits ζ j will be
unmarked. To prepare for processing the next non-pivot row, ζ j is marked for all j ∈ J(k)p . After processing
all the rows i ∈ I(k)q , the work array is restored to zero by scanning positions j ∈ J(k)p , and the bit vector is
reset.
There are several different computational variations of the described algorithm. For instance, MA28 [55]
checks if there is room for fill-in after the non-pivot row i and before the non-pivot row i, as illustrated by
Figure 5.25.
Other authors, cf. [189], note that fill-in is typically limited in linear optimization problems. Therefore, the
search for free space is confined to the space between the non-pivot row i and the row i+ 1. In addition,
there is variation in the way numerically canceled elements are handled. It is possible to scan for canceled
elements as the non-pivot row i is computed and stored in compressed form. On the other hand, this un-
likely event can also be ignored. Lastly, when the number of nonzeros in the active rows and columns is
altered, the corresponding Markowitz merit numbers are altered. For instance, consider the example given
in Figure 5.26.
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unoccupied (potential location for fill-in in non-pivot row i)
row starts
row length
value
column index
1
l1
s1
⋅ ⋅ ⋅
⋅ ⋅ ⋅
⋅ ⋅ ⋅
i−1
6
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i
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⋅ ⋅ ⋅
⋅ ⋅ ⋅
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i
row
i+1
Figure 5.25: Some elimination procedures check for free space for fill-in at the end of the non-pivot row i
or before the non-pivot row i
p
i1
ig
i2
q j1 jh j2
× ∘
∘⊗
⊗×
×
×
× ×
×
×
a˜(k)pq
Figure 5.26: The active submatrix at stage k with the pivot position (p,q) permuted to the top left corner,
where × indicates a nonzero, ⊗ indicates a nonzero modified by the elimination process, and ∘ indicates
fill-in
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Fill-in has occurred at (i1, j1) and (i2, j2), and the nonzeros (i1, j2) and (i2, j1) have been modified.
Ignoring the possible effect of cancellation, the number of nonzeros in rows i1 and i2, and columns j1 and j2
have increased by one. These fill-ins not only affect the merit numbers of these two fill-in positions, but they
affect all positions incident to the affected rows and columns. For instance, if row ig contains a nonzero in
column j1, then the merit number mig, j1 is affected. Likewise, if column jh contains a nonzero in row i1 and
row i2, then merit numbers mi1, jh and mi2, jh are affected. Note that ig and jh are not part of the elimination
because ig /∈ I(k)q and jh /∈ J(k)p . Despite this fact, their merit numbers have been affected by the elimination
process.
5.4 Multifrontal LU factorization
Multifrontal methods have not yet been adopted for widespread use in the context of the simplex algorithm.
A study conducted by Luce et al. [144] indicates that UMFPACK, a popular multifrontal code [44], gen-
erates slightly more fill-in than dynamic Markowitz pivoting. UMFPACK preorders the columns of the
kernel matrix [43] and performs partial Markowitz pivoting. Modern linear optimization codes adopt a full
Markowitz pivoting scheme due to the desire to limit fill-in in the LU factors. In some cases, these LU fac-
tors persist throughout the problem using the LU update process to perform rank-one changes on the factors.
This means sparsity in the original factors is critically important.
Luce et al. notes that codes that base their preordering strategy on the nonzero pattern of B+BT result
in significantly more fill-in due to the lack of structural symmetry in the kernel matrix [144]. That is,
these multifrontal routines are not applicable for use in the simplex algorithm. However, as noted in [144],
UMFPACK, which does not preorder the matrix based on this nonzero pattern, is significantly more effective
at limiting fill-in. On the other hand, UMFPACK still falls short of full dynamic Markowitz pivoting. The
kernels of simplex basis matrices are usually very small and an LU factorization of these kernels is easily
computed with very little fill-in using dynamic Markowitz pivoting [144]. For such matrices, it is unlikely
that multifrontal LU factorization will supplant dynamic Markowitz pivoting. The results presented in [144]
should serve as a challenge to produce a competitive multifrontal code, but also cautiously deter its current
use in the simplex algorithm.
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In the remainder of this section, a short explanation of multifrontal LU factorization is provided. Mul-
tifrontal methods separate the factorization into an analysis phase and a numerical factorization phase. The
analysis phase involves a fill-reducing ordering (e.g. COLAMD [48, 49]) and the construction of a com-
putation tree, known as the elimination tree. When the matrix is unsymmetric-pattern, the analysis phase
uses the structurally symmetric matrix M = B+BT . The matrix M has symmetric structure and will contain
several entries not present in the original matrix B.
Each frontal matrix can be decomposed into four submatrices.
F =
⎡⎢⎣ F11 F12
F21 F22
⎤⎥⎦
The rows of [F11,F12] are referred to as fully summed rows, and the rows of [F21,F22] are referred to as
partly summed rows. Similarly, the columns of [F11,F21]T are referred to as fully summed columns, and the
columns of [F12,F22]T are referred to as partly summed columns. These frontal matrices are rectangular when
the nonzero pattern of the matrix is unsymmetric. The frontal matrix involves the computation of a block of
columns of L, known as the fully summed columns; and a block of rows U , known as the fully summed rows.
The rows and columns of the F22 block are referred to as the partly summed rows and columns. The Schur
complement matrix F22−F21F−111 F12 is known as the contribution block. The possible pivots are contained
in the F11 submatrix, i.e., threshold pivoting can take place only within the F11 submatrix.
The elimination tree of the unsymmetric LU factorization is identical to the elimination tree for the
Cholesky factorization of M. In multifrontal LU for unsymmetric-pattern matrices, the elimination tree rep-
resents the relationship between the frontal matrices, while the data-flow is represented by a directed acyclic
graph. Threshold pivoting can be accommodated without any change to the column elimination tree. The
assembly of contribution blocks can occur between parent and child in the elimination tree for unsymmetric-
pattern matrices, but can also occur between child and ancestor. This fact leads to the construction of a
directed acyclic graph to manage the data-flow. For more information on the elimination tree, the reader is
referred to [141].
The frontal matrices are related to each other by an assembly directed acyclic graph. The nodes of the
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elimination tree can be amalgamated or combined based on the nonzero structure of the adjacent nodes.
A tree with amalgamated nodes is termed a supernodal elimination tree or simply an amalgamated elimi-
nation tree. Each node of the elimination tree corresponds to a Gaussian elimination operation of the full
(non-sparse) frontal matrix. The elimination tree is rooted and processed from the leaf nodes to the root.
When LU factors corresponding to the fully summed variables are computed, a new contribution block is
produced. The data flow (i.e., the communication of the entries in a contribution block) is controlled by the
directed acyclic graph. Elements of the original matrix, corresponding to the fully summed variables, and
the contribution blocks of the children are used to construct the frontal matrix. This process is known as the
assembly process, which is comprised of “assembly operations” and “elimination operations.” Assembly
operations correspond to the floating-point additions involved in the composition of the contribution blocks.
Elimination operations correspond to the floating-point operations involved in the factorization of the frontal
matrices.
Let Bi denote the set of column indices of nonzero entries in row i of the matrix, and Rk denote the
upper-bound nonzero pattern of the kth pivot row (excluding the column index k). If j ∈Rk, then the off-
diagonal entry uk j might become nonzero during the numerical LU factorization, when the row ordering is
later determined by threshold pivoting. These two definitions form the basis for the symbolic factorization.
In the column elimination tree, the parent node k = minRk.
Any row i with a nonzero in column one can be chosen as the first pivot row. Therefore, the set R1 is
the union of the nonzero patterns of rows {i ∣1 ∈Bi }. The upper-bound nonzero pattern of candidate pivot
rows {i ∣1 ∈Bi } that do not become pivotal is the nonzero pattern ofR1. Therefore,
R1 =
( ∪
1=minBi
Bi
)
∖{1} .
Finding the upper-bound nonzero pattern for the pivot row k is given by
Rk =
( ∪
k=minRi
Ri
)∪( ∪
k=minBi
Bi
)
∖{k} .
This upper bound is thoroughly explained in [48], and forms the foundation for the symbolic LU factor-
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ization. This formula should become more clear by examining Figures 5.27 and 5.28, which examine an
example given in [45].
Consider the original matrix given in Figure 5.27. Figure 5.27 traverses the initial matrix and uncovers
the column elimination tree step-by-step. Nodes 5 and 6, and 7 and 8 are amalgamated based on their nonzero
patterns. In step one, the nonzero pattern of row one and column one is examined. The nonzeros of row one
and row four are highlighted because a nonzero occurs in column one at both row one and row four. Since
the nonzero patterns in both of these rows are identical, there is no potential fill-in. This highlighted nonzero
pattern forms node one of the column elimination tree. Notice that columns four and seven are also included
in the highlighted nonzero pattern. The highlighted nonzero pattern is actually the upper-bound nonzero
pattern, R1. Since the parent of R1 is minR1, the parent node to node one in the column elimination tree
is node four. In step two, the use of threshold pivoting during the numerical factorization stage could cause
fill-in at position (2,8). Therefore, the upper bound nonzero pattern is highlighted and includes this element.
The parent node of node two in the column elimination tree, i.e., minR2, is node three. In step three, the
nonzero pattern of row three and column three is examined (excluding those rows and columns previously
examined). A nonzero is discovered in column three at row seven. The upper bound nonzero pattern is again
highlighted. In this step, fill-in is determined to occur at (7,4) regardless of the pivoting scheme, but fill-in
may or may not occur at (3,7) and (3,8). The parent node of node three is node four. Steps four through
seven proceed in a similar fashion to the previous steps. The similar nonzero patterns of steps five and
six allow these nodes to be amalgamated, a process not fully detailed in this chapter. Similarly, the nonzero
pattern of step seven allows for the amalgamation of nodes seven and eight. Node {7,8} is the parent node of
the column elimination tree because examining the nonzero pattern of row eight and column eight following
step seven would lead to an upper bound nonzero pattern of simply element (8,8). Therefore, minR8 is the
empty set.
The directed acyclic graph is now constructed and given in Figure 5.28. In Figure 5.28, the columns
of the frontal matrices that are bolded correspond to the names of the nodes. For instance, node one is the
left most child of the tree and node {7,8} is the root of the tree. Empty circles represent the entries in the
contribution block of each frontal matrix. The × denotes an original nonzero. These original nonzeros,
the fill-in elements denoted by ∙, and the empty circles represent the upper-bound nonzero pattern. The
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contribution b73 made by frontal matrix two is included into its parent node three. While the contribution
of b77 made by frontal matrix two could be included in its parent, it is instead included in its ancestor node
four. Including this contribution in its parent would require adding a column to frontal matrix three. While
the upper bound nonzero pattern, given by R3, called for the allocation of a 2-by-4 matrix, a 2-by-2 matrix
is sufficient if no partial pivoting occurs. By skipping the parent, the augmentation of frontal matrix three is
avoided, and the b77 entry is simply assembled into the ancestor frontal matrix four. With these actions in
mind, the data flow between frontal matrices is represented by a directed acyclic graph. Of course, there are
other relationships not depicted in the figure. For instance, b88 made by frontal matrix {5,6} is included into
its parent node {7,8}, and b77 made by frontal matrix four (and its descendants) is included into its parent
node {7,8}.
For more information on multifrontal LU factorization, the reader is referred to [1, 4, 5, 44, 45, 46, 47,
48, 62].
5.5 Computational experience
In order to test the effectiveness of the triangularization procedure of Subsection 5.3.1, computational exper-
iments were performed on a hand full of Netlib problems. These computational results reaffirm the recently
published work by Luce et al. [144]. Using CPLEX [124], information on the basic columns was collected
at a few selected simplex iterations. The average dimension of the nucleus relative to the overall dimension
of the basis is reported for six Netlib problems in Table 5.1. Perhaps the most striking result is that the
average dimension of the nucleus for the problem KEN-18 was 0.1% of the overall dimension of the basis.
More complete results can be found in [144].
Problem Nucleus
80BAU3B 7.05%
BNL2 17.29%
D2Q06C 37.52%
KEN-18 0.10%
MAROS-R7 42.31%
STOCFOR3 3.73%
Table 5.1: Relative size of the nucleus
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Figure 5.28: The elimination tree with frontal matrices and how they were formed
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5.6 Conclusion
The triangularization procedure of Subsection 5.3.1 is critically important to the design of modern simplex-
based codes. It is effective at limiting fill-in, and the basis matrices for the vast majority of linear optimization
problems can be significantly reduced in size. The other preordering strategies are applicable to specialized
structures, but are not as effective for general use.
Likewise, there are several pivoting methodologies, but the single most important pivoting strategy for
simplex basis matrices is still dynamic Markowitz pivoting. The pivot selection strategy has many slight
variations. Computational studies suggest that a threshold parameter of 0.01 will produce sparse and stable
LU factors for most linear optimization basis matrices. However, an aggressively lower threshold parameter
can have a small sparsity benefit at the expense of stability. If a lower threshold parameter is used, it is
recommended that a cancellation policy be adopted for the factorization procedure. As a whole, dynamic
Markowitz pivoting produces very sparse matrices relative to other procedures and approximations.
Multifrontal LU factorization is very fast and stable. However, it can produce additional fill-in rela-
tive to a dynamic Markowitz pivoting strategy. The additional fill-in, which is propagated through the LU
update process, leads to additional floating point operations at each simplex iteration thereby degrading
performance. In addition, these methods are not applicable to small kernel matrices. Many linear optimiza-
tion basis matrices can be significantly reduced in size after triangularization. The small kernel matrices
that result from the triangularization procedure are more effectively handled by a dynamic Markowitz strat-
egy. Advances in sparsity preservation must be made before multifrontal methods can safely be adopted for
widespread use with linear optimization basis matrices.
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Chapter 6
LU Update
6.1 Introduction
In the simplex method for linear optimization, a nonsingular basis matrix B is involved in nearly all intensive
computations. In modern implementations of the simplex algorithm, two linear systems are solved at each
iteration using the LU factorization of the basis matrix. Following the solution of these linear systems, a
rank-one update is made to B, whereby a column of B is changed and the LU factorization must be updated.
The computational efficiency of the simplex algorithm is determined by the number of simplex iterations,
and the time to factorize the basis matrix and update the factorization. It was shown in [70] that scaling is still
too poorly understood to be a reliable tool for reducing the number of simplex iterations. Linear optimization
preprocessing techniques, such as those presented in [108], are capable of reducing the problem size and
improve the computational efficiency of the simplex algorithm. While the effects of preprocessing cannot
be overstated, the initial focus of any simplex-based code development should be placed on an efficient and
effective LU factorization engine and LU update procedure. The former is considered in [68], while the
latter is examined in detail in the current paper.
The study of modifications to the inverse of a matrix dates back to the work of Sherman and Morri-
son [184]. For example, the revised simplex method, which is taught in many courses, maintains an explicit
inverse of B that is updated using an expression derived from the Sherman-Morrison formula (cf. [162]).
This method can be used whenever the basis is well-conditioned and dense. However, it is incapable of
adequately taking advantage of the sparsity in B and is numerically unstable when B is ill-conditioned [78].
This paper serves to review the most widely used LU update procedures for simplex basis matrices.
By collecting these methods in one paper, they are easily compared to one another. Examples are used
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to illustrate their similarities and differences. The reader is guided through current consensus and provided
with motivating future research directions, especially as they pertain to modern high-performance computing
architectures, such as graphics processing units.
In Section 6.2, mathematical preliminaries and the primal simplex algorithm are introduced. This ma-
terial is necessary to motivate the study of update procedures and introduce notation and terminology. To
understand why the sparsity of the LU factors must be preserved in the update process, Section 6.3 dis-
cusses sparse forward and backward substitution algorithms used in the simplex algorithm. We then review
the Bartels-Golub update and its variants (Section 6.4), the Forrest-Tomlin update (Section 6.5), the Suhl-
Suhl update (Section 6.6), the Fletcher-Matthews update (Section 6.7), and the Bisschop-Meeraus and other
block-LU updates (Section 6.8). Concluding remarks are offered in Section 6.9.
6.2 Mathematical preliminaries
6.2.1 Basic feasible solutions in linear optimization
Consider the linear optimization problem in its canonical form
(LP) min cT x
s.t. Ax = b
l ≤ x≤ u,
where A is an m×n matrix, b is an m-vector, and c, x, l, and u are n-vectors. Assume that A has full row rank
and that l j < u j, j = 1, . . . ,n (since redundant rows and fixed variables can be removed from the problem).
For x feasible to problem LP, define the sets:
N ≡{ j ∣∣x j = l j or x j = u j, j = 1, . . . ,n} ,
B ≡{ j ∣∣x j ∕= l j and x j ∕= u j, j = 1, . . . ,n} .
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If x is a nondegenerate vertex of the feasible space, then Ax = b holds for these m linear equations and n−m
bound constraints hold with equality. The n−m variables, x j, j ∈N , are called nonbasic variables, while
the remaining m variables are referred to as basic variables, x j, j ∈B. Let B be the collection of columns
of A corresponding to the columns j ∈B, and N be the collection of columns of A corresponding to the
columns j ∈N .
The matrix B is referred to as the basis and corresponds to the variables with inactive bounds. Let xB and
xN be defined by
xB ≡
{
x j ∣ j ∈B
}
and xN ≡
{
x j ∣ j ∈N
}
,
respectively. A linear system can now be defined for a nondegenerate vertex x of the polyhedral feasible
space:
⎡⎢⎣ B N
0 In−m
⎤⎥⎦
⎡⎢⎣ xB
xN
⎤⎥⎦=
⎡⎢⎣ b
bN
⎤⎥⎦ , (6.1)
where bN is an n−m vector corresponding to the active bound constraints. So, x is easily found by setting
xN = bN and solving the system BxB = b−NbN . Since x is feasible to LP, x is a basic feasible solution, i.e.,
(lB)i ≤ (xB)i ≤ (uB)i, i = 1, . . . ,m.
6.2.2 The primal simplex algorithm
The simplex algorithm generates a sequence of basic feasible solutions of the LP until a termination con-
dition is met. Key in the context of this algorithm is the factorization of B and use of the factors to solve
systems of linear equations. To put things into perspective, we begin with an overview of the primal simplex
algorithm.
Step 0. (Initialization) Determine an initial starting bases B corresponding to a basic feasible solu-
tion.
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Step 1. (Factorization) Compute LU = B, where L and U are lower and upper triangular matrices,
respectively, and the rows and/or columns of B have possibly been permuted in the process.
This factorization will be used in the subsequent steps of the algorithm.
Step 2. (Pricing) Solve the linear system BTpi = cTB for the prices, pi , where cB is an m-vector that
corresponds to the basic variables.
Step 3. (Reduced costs) For all j ∈N , compute d j = c j−piT ⋅a j, and define
Jˆ ≡ { j ∣∣(d j < 0 and x j = l j) or (d j > 0 and x j = u j), j ∈N } .
If Jˆ is empty, then stop and declare x is optimal. Otherwise, set s = j for some arbitrary
j ∈ Jˆ.
Step 4. (Improving direction) Solve the system By = as, where as is the sth column of A, using the
LU factorization from Step 1 and retaining the spike L−1as.
Step 5. (Exiting variable) To determine the exiting or blocking variable, compute
T =
argmin
i = 1, . . . ,m
⎧⎨⎩
(x j− l j)/ ∣yi∣ , when j ∈B and d jyi < 0
(u j− x j)/ ∣yi∣ , when j ∈B and d jyi > 0
(us− ls),
where T is a set of indices. Define
θs =
min
i = 1, . . . ,m
⎧⎨⎩
(x j− l j)/ ∣yi∣ , when j ∈B and d jyi < 0
(u j− x j)/ ∣yi∣ , when j ∈B and d jyi > 0
(us− ls).
Select t ∈ T as the blocking variable. Any ties can be resolved arbitrarily. If θs = ∞, then
the solution is unbounded.
Step 6. (New basic solution) This step of the algorithm involves updating x, and the basic and
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nonbasic sets. Define τ ≡−sign(ds)θs. Update x using the formula
⎡⎢⎣ xB
xN
⎤⎥⎦=
⎡⎢⎣ xB− τy
xN + τet
⎤⎥⎦ .
If t = s, then return to Step 2. Otherwise, updateB andN as follows
B ={B− t}∪{s}
N ={N − s}∪{t} .
Step 7. (Basis update) The basis has undergone a rank-one change in the previous step. This step
avoids the computationally expensive Step 1 by performing an LU update using one of the
methods detailed in the subsequent sections. At the sign of numerical difficulty, return to
Step 1.
The reader should now appreciate the necessity of efficient and stable LU factorization and LU update
routines. The LU factorization routine must pay special attention to pivoting schemes that are numerically
stable and produce sparse L−1. In turn, a sparse L−1 produces sparse spikes, L−1as, which are beneficial to
Steps 2, 4, and 7. In addition, pivoting in dense spikes through the LU update process can lead to fill-in,
which will degrade the performance of the LU update procedure. This degradation may prematurely trigger
a return to Step 1.
6.3 The BTRAN and FTRAN operations
In the simplex algorithm, two linear systems are solved at each iteration. If the result of at least one of these
solutions is also sparse, the problem is said to exhibit hyper-sparsity. The exploitation of hyper-sparsity
in the simplex algorithm has been a common theme in the recent literature [21, 22, 115, 133, 134, 135].
Comments by Bixby [21] and Bixby et al. in [22] indicate that CPLEX exploits hyper-sparsity in several core
linear optimization routines. No details about the implementation of the these routines have been published.
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Other linear optimization codes, such as EMSOL [115] and MOPS [135], also exploit hyper-sparsity. Details
for exploiting hyper-sparsity in product form codes are provided in [115].
The purpose of this section is to demonstrate how the sparsity of the LU factors and the right-hand side
vectors can be exploited in a way that allows sparse systems to be solved in a very efficient way. BTRAN
and FTRAN are the main operations performed following the computation of the LU factors. It will be
shown that both operations benefit from sparse factors and a sparse right-hand side vector.
BTRAN consists of the necessary operations to compute BTpi = cTB , i.e., Step 2 of the primal simplex
algorithm. This operation is divided into a forward solve and a matrix-vector multiplication referred to as
BTRANU and BTRANL, respectively.
BTRANU: Solve UTpi = cTB for pi .
BTRANL: Compute pi = (L−1)Tpi .
Step 4 of the simplex algorithm involves solving the system By = as. The FTRAN operation is used to
solve this system. Similar to the BTRAN operation, the FTRAN operation is divided into a matrix-vector
multiplication and a backward solve referred to as FTRANL and FTRANU, respectively.
FTRANL: Compute y = L−1as.
FTRANU: Solve Uy = y for y.
LU update procedures in the simplex algorithm generally maintain L−1 in a product form by updating it
with elimination matrices. These elimination matrices correspond to the numerical operations necessary to
eliminate the spike in the U matrix. The elimination matrices are applied to L−1 based on the relationship
established by L−1B=U . If L itself is stored and updated (as is done in the Fletcher-Matthews update [78]),
the BTRANL operation requires a backward solve and the FTRANL operation requires a forward solve.
Regardless of the update strategy, at least one backward and forward solve is necessary at every simplex
iteration that involves a basis change, i.e., every simplex iteration where the blocking variable t is not equal
to the entering variable s.
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In the remainder of this section, Algorithm 16 is used to explore sparsity. This algorithm performs a
forward solve in order to solve the lower triangular system Lx = b, where L is a lower triangular m×m
matrix with lii = 1, and x and b are m-vectors. When the set X =
{
j
∣∣x j ∕= 0} (i.e., the nonzero pattern
of the solution) is known a priori, the run time of this algorithm is O(∣b∣+ f ), where ∣b∣ is the number of
nonzeros in b and f is the number of nonzero multiplications required to compute Lx for a known x. Since
f is usually greater than ∣b∣, this algorithm is ideal.
x = b
forall j ∈X do
forall i > j,(i, j) ∈ {(i, j) ∣∣li j ∕= 0} do
xi = xi− li jx j
end
end
Algorithm 16: Solution of Lx = b
Ignoring the effect of numerical cancellation, two logical statements form the “rules” dictating when
nonzeros appear in x:
bi ∕= 0⇒ xi ∕= 0 (6.2)
x j ∕= 0∧ li j ∕= 0⇒ xi ∕= 0 (6.3)
These rules and the subsequent algorithm were developed in [90]. The directed graph GTL = (V,E), where
V = {1, . . . ,m} and E = {( j, i) ∣∣li j ∕= 0} is an acyclic graph of LT . Let all marked vertices in V correspond
to nonzero entries in x. Therefore, i ∈V is marked for all i such that bi ∕= 0, which corresponds to rule (6.2).
Rule (6.3) states that, if vertex j is marked and an edge exists from vertex j to vertex i, then vertex i must be
marked. Based on (6.2) and (6.3), the setX =
{
j
∣∣x j ∕= 0} becomes the set of all vertices in GTL that can be
reached via a path from one or more vertices in the set {i ∣bi ∕= 0}. The setX is computed by a depth-first
search of the graph GTL starting at the vertices in the set {i ∣bi ∕= 0}.
The topological order resulting from the depth-first search preserves the data dependency between vertex
i and vertex j. Similarly stated, when x j is known, xi = xi− li jx j is ready to be computed. In this instance,
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∙
∙ x j
xi
li j
b j ∕= 0⇒ x j ∕= 0
x j ∕= 0∧ li j ∕= 0⇒ xi ∕= 0
Figure 6.1: Depiction of rules (6.2) and (6.3)
where li j ∕= 0, xi must not be computed before x j is known. Fortunately, the depth-first search of GTL preserves
this relationship.
The algorithm will be illustrated using the example in Figure 6.2. The initial set {i ∣bi ∕= 0} of nonzeros,
based on rule (6.2), can be searched in any order. In this instance, the set is {2,4,5}. A depth-first search is
performed at vertex five, and no additional nonzeros are found based on rule (6.3). In this case, vertex five is
marked and added to the stack in Figure 6.3a. Next, in Figure 6.3b, a depth-first search is performed at vertex
four, and vertex six is found, marked, and added to the stack. Lastly, a depth-first search is performed at
vertex two. Since vertex five is already marked, vertex two is marked and added to the stack in Figure 6.3c.
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
L = b =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
×
×
×
×
×
× ×
×
×
×
×
×
×
1
2
3
4
5
6
Figure 6.2: Forward solve example problem
The stack represents the final nonzero pattern of x. The procedure will access the columns of L in this
order. Traditionally, U is stored in column- and row-wise formats. This allows the procedure to be performed
on UT (in BTRANU) and an analogous procedure for backward solve can be performed on U (in FTRANU).
The L−1 matrix is traditionally stored column-wise, but L−1 and (L−1)T are only involved in matrix-vector
multiplications in the FTRAN and BTRAN operations.
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(a) Depth-first search at 5
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(b) Depth-first search at 4
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(c) Depth-first search at 2
Figure 6.3: Forward solve example completed
Notice that the depth-first search is performed in time proportional to the number of edges traversed
plus the initial vertices in {i ∣bi ∕= 0}. Each edge traversed represents exactly two floating-point operations
in the forward solve procedure. Therefore, the sparsity of L dictates the density of x and the number of
floating-point operations necessary to compute x. It should also be clear that the run-time of this algorithm
is O(∣b∣+ f ). Since the columns of the constraint matrix A are sparse, it is generally the case that f > ∣b∣.
In order to clarify the run-time of this algorithm, each step in the small example is detailed. Each edge of
the graph GTL that is traversed in the depth-first search reflects exactly two floating-point operations, namely
xi = xi− li jx j. Recall that x was set equal to b at the start of the algorithm, and lii = 1. The algorithm begins
at vertex 2. The edge from vertex 2 to vertex 5 in the depth-first search requires that x5 = x5− l52x2. In order,
the depth-first search of GTL performs the following operations:
x5 = x5− l52x2
x6 = x6− l64x4.
Each edge traversed in the depth-first search corresponds to a floating-point subtraction and multiplication.
In this way, the algorithm has solved the example in time proportional to the number of floating-point
operations required to compute b = Lx. That is, this algorithm does not depend on the dimensionality of L.
To understand why, consider the special case where bi = 0 for all i ∕= n and bn ∕= 0. Regardless of the sparsity
pattern of L, this algorithm will solve for x in O(1); because, assuming all diagonal elements in L are equal
to one, xn is set equal to bn and ∣b∣= 1.
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6.4 The Bartels-Golub update
Prior to the introduction of the Bartels-Golub update [13], linear optimization codes solved the systems
of linear equations in the primal simplex algorithm by directly and explicitly forming the inverse B−1 or
forming B−1 in a factored form as a product of transformations. The inverse would then be applied to the
right-hand sides of the various linear systems [13]. The inverse was typically updated from one simplex
iteration to the next, rather than reinverting B at every iteration. This process would propagate numeri-
cal inaccuracies from one iteration to the next [13]. The elimination process amounted to a Gauss-Jordan
elimination, where B−1 would be premultiplied by a matrix of the form
E =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 η0
. . .
...
1
...
ηt
... 1
...
. . .
ηm 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
where ηi = −yi/yt , for all i ∕= t; and ηt = 1/yt . This computation can be very inaccurate depending on the
relative magnitude of yt [13].
Bartels and Golub had the novel idea of updating the LU decomposition of B using row interchanges.
These row interchanges would select the pivot element in the linear system, ensuring that the relative mag-
nitude would not lead to numerical difficulties. Ignoring row and column permutations for notational sim-
plicity, the LU factorization of B involves the transformation of the matrix into a product of two triangular
matrices B = LU .
The rank-one change in the introductory sections can be described mathematically by
B = B+(as−Bet)eTt , (6.4)
178
where s is the entering and t is the exiting variable. If this equation is premultiplied by L−1, the resulting
system is
L−1B =U +
(
L−1as−Uet
)
eTt .
Recall that in Step 4 the spike L−1as was retained. The matrix L−1B represents U after the rank-one change
has occurred, transforming U (an upper triangular matrix) into L−1B as it appears in Figure 6.4. The Bartels-
Golub update permutes this spike to the last column, moving columns t + 1 through m to the left by one
position, as seen in Figure 6.5.
L−1B =
t
t
Figure 6.4: The spike L−1as is depicted in red in the upper triangular matrix U
The Bartels-Golub update proceeds by using a series of elementary transformations to reduce the sub-
diagonal elements of H to zero. This method improved numerical stability because it pivots on either the
diagonal element or the subdiagonal element of each column of H based on which element has larger mag-
nitude. Pivoting on a subdiagonal element triggers a row interchange and an update to a permutation vector.
Unfortunately, this row interchange can potentially take place with every pivot, which degrades perfor-
mance [187]. The performance degradation is not from simply permuting the rows, but rather it results from
potentially changing all elements in the rows and columns of t to m of H, which leads to matrix fill-in. How-
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H = L−1BQ =
t
t
Figure 6.5: The spike L−1as is depicted in red and has been permuted to the last column of the newly formed
upper Hessenberg matrix H
ever, in terms of numerical stability, the Bartels-Golub update was a tremendous advancement and allowed
for the computation of a stability bound prior to each update.
6.4.1 The Bartels-Golub-Reid update
For example implementations of the Bartels-Golub update, the reader is referred to LA05 [173], LUSOL [52,
92], and LA15 [174]. These codes implement more sophisticated versions of the original Bartels-Golub
update, including ideas due to Saunders [182] and Reid [173], and are referred to as Bartels-Golub-Reid
updates.
The Saunders permutation strategy
In analyzing the complexity of the Bartels-Golub update, Saunders [182] observed that the nonzeros con-
tained in the spike are unlikely to extend all the way to row m. This realization led him to propose a
permutation strategy that permutes the spike to column r rather than m, where r < m is the actual length of
the spike. For an example of this permutation, see Figures 6.6 and 6.7. Following this permutation, row t
in Figure 6.7 is permuted to row r, and the rows t + 1 through r are moved to rows t through r− 1. The
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result of this permutation is depicted in Figure 6.8. The Bartels-Golub update is then carried out using row
interchanges whenever the diagonal elements of the rows t through r− 1 are not sufficiently large to serve
as pivots.
t
t
r
r
Figure 6.6: The spike extends to position r
t
t
r
r
Figure 6.7: The Saunders permutation
In the process of eliminating the sparse nonzeros from row r, a simple choice presents itself. Consider the
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tt
r
r
Figure 6.8: The Bartels-Golub-Reid update matrix prior to numerical elimination
case where the algorithm is at the kth row, where k ∈ {t, . . . ,r−1} in Figure 6.8. Furthermore, let a nonzero
exist in column k of row r. At this point in the algorithm, all nonzeros in columns i < k in the spike row r
have been eliminated. The choice is now clear. The nonzero at position (k,k) can be eliminated, resulting
in a row interchange between rows r and k. Alternatively, the nonzero at position (r,k) can be eliminated,
resulting in no row interchange. The choice is made with a sparsity objective, whenever stability is not
affected (i.e., the interchange is avoided if the elements (k,k) and (r,k) are similar in magnitude). However,
when a stability tolerance is exceeded, the row interchange must be carried out to preserve stability. To wit,
the stability tolerance, σ , is compared against the absolute value of the ratio urk/ukk. If the magnitude of this
ratio is greater than σ ; then the row interchange is performed. On the other hand, if the magnitude of the
ratio is less than σ and the magnitude of the ratio’s inverse is also less than σ ; then the row interchange is
not necessarily performed and is now dependent on the sparsity objective. When the magnitude of the ratio
is less than σ and the magnitude of the ratio’s inverse is greater than σ , then no interchange is performed.
This tolerance is similar to threshold pivoting in LU factorization. The objective is to control the growth (in
magnitude) of the nonzeros in U , but also allow pivots to be performed that benefit the sparsity of U .
In [182], Saunders notes that early implementations of the above update by Reid were found to sig-
nificantly lower the growth of nonzeros relative to the Forrest-Tomlin update discussed in Section 6.5.
182
Reid [173] would later propose an additional permutation strategy that is detailed next.
The Reid permutation strategy
Saunders’ permutation strategy was extended by Reid [173] by applying additional row and column per-
mutations before any eliminations are performed. These row and column permutations are similar to the
permutations of Orchard-Hays’ triangularization preordering technique for LU factorization [157, 158]. A
small example illustrating this technique can be found in the companion paper on LU factorization [68]. The
Reid strategy seeks to restore triangularity in the U factor by identifying row and column singletons in the
active portion of matrix, i.e., the bump, a term introduced by Hellerman and Rarick [121]. These singletons
are permuted to the diagonal. Similarly, in the Orchard-Hays triangularization technique, row and column
singletons are identified in the active rows and columns of the matrix and permuted to the diagonal in order
to discover the “hidden” triangularity in a general sparse matrix.
The permutation strategy proposed by Reid attempts to identify permutations that would result in a
triangular matrix without any floating-point operations. Furthermore, if such a permutation exists, the update
algorithm is guaranteed to find it. The update process is described in the subsequent paragraphs. The
example of Figures 6.9 through 6.15 illustrates this technique. The process begins by identifying the bump,
as shown in Figure 6.9.
If the spike is in column t and extends to row r, the bump is the submatrix consisting of rows and
columns t to r. The Reid permutation strategy examines the bump from left to right, looking for any column
singletons. If a column singleton is found in column k, then its only nonzero must be at position (k,k), i.e.,
on the diagonal (assuming B is nonsingular and by extension U is nonsingular). The column singleton is
permuted to position (t, t) by a symmetric permutation that also moves the diagonal elements t through k−1
down by one, preserving the form of the matrix while reducing the size of the bump (Figure 6.10). This
search for a column singleton is now repeated on the submatrix of rows and columns t + 1 through r that
resulted from the symmetric permutation. The process is repeated until all singletons have been processed.
Since no singleton can exist in the previously processed columns (i.e., columns t+1 though k−1), the search
for additional column singletons may begin with column k+1. This convenient fact allows the programmer
to arrange the algorithm in such a way as to find all the column singletons in the bump and perform all of
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Figure 6.9: The original example matrix, highlighting a spike in column 2, a column singleton in column 5,
and a bump from column 2 to 8 and row 2 to 8
the corresponding permutations in one pass using a single permutation matrix.
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Figure 6.10: The example matrix, highlighting a newly discovered row singleton, after the column singleton
was permuted to the front of the bump
Next, a similar row singleton search is performed. However, the search space, i.e., the bump, is now a
possibly smaller bump. We use t and r again to denote the first and last columns/rows of the new bump. If
row k is found to be a singleton, the singleton at position (k,k) is symmetrically permuted to position (r,r)
and the diagonal elements k+1 through r are moved forward by one position (Figures 6.11 through 6.13).
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Similar to the column singleton search strategy, the row singleton permutations may be delayed until after
all singletons are found at which point the row permutations are performed together.
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Figure 6.11: The example matrix, highlighting a newly discovered row singleton, after the row singleton
was permuted to the end of the bump
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Figure 6.12: The example matrix, highlighting a newly discovered row singleton, after the second row
singleton was permuted to the end of the bump
In the event that the matrix becomes triangular as a result of the column and row permutations, the
algorithm is complete. If the matrix is not triangular, then (as is the case with Saunders’ modification of
the Bartels-Golub update) the spike is permuted to the last column of the bump and all other columns in
the bump are moved one column to the left (Figure 6.14). At this point, the only column that can be a
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Figure 6.13: The example matrix, with no new row singletons, after the third row singleton was permuted to
the end of the bump
singleton is the spike column (just permuted to the last column of the bump). If this column is a singleton,
the algorithm uses a symmetric permutation to move this singleton to the top-left corner of the bump and
move all others down by one. This process reduces the size of the bump by one. The last column may again
be a singleton, in which case the process is repeated. The process is repeated until the last column of the
bump is not a singleton (e.g. Figure 6.15), or the bump is eliminated. As before, these permutations do not
need to be performed sequentially but may be performed together.
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Figure 6.14: The example matrix, highlighting a newly discovered column singleton, after the column per-
mutation made the bump upper Hessenberg
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Figure 6.15: The example matrix after the column singleton was permuted to the front of the bump
To conclude the algorithm, if any subdiagonal elements remain in a possibly reduced bump, these ele-
ments will now be eliminated. If the diagonal element is zero, a row interchange is sufficient. If the diagonal
is nonzero, the pivot is chosen among the diagonal and subdiagonal element inside a column (just as in the
Bartels-Golub update). However, with the Reid variant of the Bartels-Golub update, the element on the row
which contains fewer nonzeros is chosen, provided that its magnitude is greater than a factor u ∈ (0,1] times
that of the considered element. Reid recommends a value of 0.1 for u [173]. This value is known as the
pivoting threshold and is analogous to the pivoting thresholds used in LU factorization algorithms (cf. [196]).
The Reid strategy creates a bump (if one exists) that has no column singletons. If it is possible to permute
the original upper Hessenberg matrix to upper triangular form, then the update procedure will have done so.
In addition, after the permutation procedure terminates, it is impossible for subsequent eliminations to create
any column singletons. Therefore, every pivot will be in a column with the minimal number of nonzeros;
and, within this column, the pivot will be in the row with the fewest nonzeros (provided the stability criterion
is satisfied for a given u) [173].
Reid’s variant of the Bartels-Golub update
The Bartels-Golub-Reid (BGR) update can now be summarized in four steps. The first three steps form the
basis of Reid’s permutation strategy. The fourth step is the elimination step, and is performed only when
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necessary.
Step 1. (Column singletons) Search the columns within the bump for column singletons. Move
each singleton to the upper left corner of the bump, thereby reducing the size of the bump.
Step 2. (Row singletons) Search the rows within the bump for row singletons. Move each singleton
to the lower right corner of the bump, thereby reducing the size of the bump. In the event
that the matrix becomes triangular, stop.
Step 3. (Permute the spike) The spike column is now permuted to the last column of the bump and
all other columns in the bump are moved one column to the left. If the last column of the
bump contains a singleton, then permute it to the upper left corner of the bump, thereby
reducing the size of the bump. Repeat the search of the last column for a singleton, until
the bump is eliminated or the last column no longer contains a singleton. If the bump is
eliminated, then the matrix is triangular; stop.
Step 4. (Elimination) Eliminate the subdiagonal elements of the reduced bump. If the diagonal
element is zero, then a row interchange is performed. If the diagonal element is nonzero,
then the pivot is chosen among the diagonal and subdiagonal elements based on which row
contains fewer nonzeros (subject to the pivoting threshold).
Following Step 2 of the algorithm, no column singletons can exist in any column other than the spike.
When a row singleton is found and permuted to the diagonal, both the row and column that contained the
singleton are eliminated from the bump. Therefore, no new column singletons can be created except for the
spike column, which is not examined until Step 3.
Another important design feature of the algorithm is the maintenance of nonzeros along the diagonal. In
Figure 6.13, one might suggest the immediate swap of rows 2 and 8. While this swap certainly maintains
nonzeros along the diagonal in this particular example, this operation (i.e., permuting the column singleton
in the spike to the front of the bump using a simple row interchange) does not maintain nonzeros along the
diagonal for every possible bump matrix at a similar stage of the algorithm. Therefore, performing the initial
permutation of the spike to the last row of the bump is necessary.
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Favorable comments about the BGR update’s reliability and sparsity preservation properties can be found
in [88, 150, 151, 164]. The BGR update is characterized by the following features:
∙ It pays special attention to sparsity preservation and stability [173].
∙ It is relatively complex. In the worst case, the update procedure may require four passes through all
bump rows, each of which may contain a substantial number of nonzeros [173]. The complexity of
the bookkeeping involved in storing the permutations is another drawback [187].
∙ In the elimination stage of the procedure, the pivot rows are chosen for one elimination step at a time.
This process may result in a slow elimination stage [187].
6.5 The Forrest-Tomlin update
The Forrest-Tomlin update strategy is carried out by a single row transformation, and was constructed by
modifying general purpose LU update strategies proposed by Brayton et al. in [29]. The Forrest-Tomlin
update is designed specifically for large-scale linear optimization problems, and produced a sparser inverse
than the direct application of the method in [29]. This update process is a direct attempt to eliminate the
computational inefficiencies of the Bartels-Golub update, i.e., it eliminates the potential fill-in in the U
matrix. In order to accomplish this goal, the same permutation is used, but the permutation is applied to the
rows as well as the columns [80].
The first step is to obtain the matrix L−1B depicted in Figure 6.4, just as it was obtained in the Bartels-
Golub update process. Again, just as in the Bartels-Golub update, H is obtained by permuting column t to m
(Figure 6.5). Now, as seen in Figure 6.16, row t of H is permuted to row m using the permutation QT , where
the matrix F is no longer upper Hessenberg. The Forrest-Tomlin update eliminates the resulting spike row,
now in row position m, by adding suitable multiples of rows t through m−1 to the spike row. It should now
be clear why there is no potential for fill-in in the resulting U factor. All eliminations are stored in L.
Mathematically, the algorithm is equivalent to reducing the upper Hessenberg matrix H to a triangular
form by performing eliminations on adjacent rows and interchanging those rows after each elimination.
Example 6.5.1 illustrates this equivalence.
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F = QT H = QT L−1BQ =
t
t
Figure 6.16: The permuted matrix, F = QT H, using the Forrest-Tomlin update.
Example 6.5.1. Consider a simple four-by-four matrix with a spike in column two:
B =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
b11 b12 b13 b14
0 b22 b23 b24
0 b32 b33 b34
0 b42 0 b44
⎤⎥⎥⎥⎥⎥⎥⎥⎦
.
Permute column two to column four, and move columns three and four to columns two and three, respectively.
BQ =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
b11 b13 b14 b12
0 b23 b24 b22
0 b33 b34 b32
0 0 b44 b42
⎤⎥⎥⎥⎥⎥⎥⎥⎦
, where Q =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0
0 0 0 1
0 1 0 0
0 0 1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
(6.5)
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Apply the symmetric permutation to the rows.
QT BQ =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
b11 b13 b14 b12
0 b33 b34 b32
0 0 b44 b42
0 b23 b24 b22
⎤⎥⎥⎥⎥⎥⎥⎥⎦
(6.6)
To eliminate b23 from (6.6), apply the following operations:
b˜23 = b23−b33 (b23/b33) , (6.7a)
b˜24 = b24−b34 (b23/b33) , and (6.7b)
b˜22 = b22−b32 (b23/b33) . (6.7c)
Then, to eliminate b24 from (6.6), apply the following operations:
bˆ24 = b˜24−b44
(
b˜24/b44
)
and (6.8a)
bˆ22 = b˜22−b42
(
b˜24/b44
)
, (6.8b)
resulting in the system
⎡⎢⎢⎢⎢⎢⎢⎢⎣
b11 b13 b14 b12
0 b33 b34 b32
0 0 b44 b42
0 0 0 bˆ22
⎤⎥⎥⎥⎥⎥⎥⎥⎦
. (6.9)
Alternatively, one could perform analogous operations on the Bartels-Golub upper Hessenberg matrix (6.5).
To eliminate b23 from (6.5), apply the very same operations as in (6.7). Now swap rows two and three,
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resulting in
⎡⎢⎢⎢⎢⎢⎢⎢⎣
b11 b13 b14 b12
0 b33 b34 b32
0 0 b˜24 b˜22
0 0 b44 b42
⎤⎥⎥⎥⎥⎥⎥⎥⎦
. (6.10)
To eliminate b24 from the newly formed system (6.10) perform the same operations as in (6.8). Now swap
rows three and four, and the resulting system is identical to (6.9).
This example has served to demonstrate the mathematical equivalence between the Forrest-Tomlin up-
date and reducing the upper Hessenberg matrix H to a triangular form by performing eliminations on
adjacent rows and interchanging these rows after each elimination.
Once an iteration of the Forrest-Tomlin update has been carried out, a stability test can be applied as
follows. Define rmax = maxi ∣ri∣, where each ri corresponds to a numerical elimination performed on the
spike row in Figure 6.16. Similarly stated, ri corresponds to a nonzero in the elementary elimination matrix
that is applied to matrix F in Figure 6.16. The nonzero in position (m,m) after the numerical elimination
takes place is referred to as γp. The maximum element in column m following the numerical elimination is
referred to as γmax. These elements combine to form the a posteriori error test introduced by Tomlin [197]:
rmaxγmax∣∣γp∣∣ ≤ tolerance.
Prior to this error test, Saunders had observed that a large rmax and a large γmax/
∣∣γp∣∣ ratio is an indication
of instability in the Forrest-Tomlin update [181]. The error test derived by Tomlin in [197] used backward
error analysis to confirm these observations.
The Forrest-Tomlin update differs from the Bartels-Golub update in three ways. First, the Forrest-Tomlin
update has no potential for fill-in in the resulting U factor. Second, the Forrest-Tomlin update ignores the
stability aspects that were featured in the Bartels-Golub update. Lastly, the stability check for the Forrest-
Tomlin update is performed a posteriori at each iteration, while the Bartels-Golub update’s stability check
can be performed a priori at each iteration.
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Since the Forrest-Tomlin update corresponds to a Bartels-Golub update where the rows are always inter-
changed (see Example 6.5.1), one would expect the Forrest-Tomlin update to be at a disadvantage in terms
of stability. Indeed, it was shown to exhibit inferior stability, although not enough to preclude its use [173].
It would appear that stability can be sacrificed for a relatively fast update process. This stability/performance
trade-off is evident in each update procedure introduced since the Bartels-Golub update.
6.6 The Suhl-Suhl update
The Suhl-Suhl update [187] is related to the Forrest-Tomlin update [80] because both updates always pivot
on the diagonal. The update is, however, fundamentally different in terms of the organization and imple-
mentation. For this method, U is kept in memory and can be continuously updated. Rather than permuting
the spike, L−1as, to the last row (as is done in the Forrest-Tomlin update); the spike is permuted to the
position corresponding to the last nonzero (see Figure 6.7). This permutation leads to the most fundamen-
tal difference between the Suhl-Suhl update and the Forrest-Tomlin update. The Forrest-Tomlin update is
guaranteed to produce no additional fill-in in the U factor; whereas, the Suhl-Suhl update can produce fill-in
from column r to column m in row t (see Figure 6.17). In exchange for accepting the possibility of fill-in in
the U factor, the Suhl-Suhl update results in a symmetric permutation.
In the Suhl-Suhl update, following the LU factorization, the columns of B are permuted, such that it is
possible to pivot down the diagonal. This pivot order is stored in a permutation matrix Q. While the BGR
update requires the storage of two permutation matrices, which store the row and column permutations sep-
arately; the Suhl-Suhl update requires only one permutation matrix because all permutations are symmetric.
These symmetric permutations ensure that the diagonal elements remain the pivots.
Suhl and Suhl use the original row indices in the L factor and utilize the permutations in the U factor. The
result of this decision allows for the spike to be computed and inserted without applying the permutations.
At each basis change, a permutation is applied to U in order to restore its triangularity. For instance, during
the kth basis change, the representation is given by
L(k)
−1
B(k) = Q(k)U (k)Q(k)
T
,
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where B(k) is the basis matrix, Q(k) is the permutation matrix, and L(k) and U (k) are the lower and upper
triangular matrices, respectively.
The matrix L−1 is stored columnwise, and U is stored column- and row-wise. Storing U in both com-
pressed column storage and compressed row storage formats allows for sequential memory accesses during
the update algorithm. The LU update procedure is described in six steps.
Step 1. (Initialization) Assume the spike, L−1as, has been computed and stored, and the pivot row,
t, has been determined.
Step 2. (Leaving Variable) Remove column t from U .
Step 3. (Column Permutation) Determine position r, i.e., the last nonzero position in the spike (see
Figure 6.6). Move columns t +1 through r one position to the left, leaving position r free.
Place the spike column, L−1as, in column r. The resulting matrix is upper Hessenberg (see
Figure 6.7).
Step 4. (Elimination) Eliminate the elements on row t in columns t through r−1 using rows t +1
through r, and store these eliminations in the L factor. See Figure 6.17.
Step 5. (Row Permutation) Place row t in position r, and move rows t + 1 through r one position
up, thereby restoring the triangularity of U (see Figure 6.18).
Step 6. (Store Modifications) Store the modified row (initially row t, now row r) back to the sparse
column- and row-wise representation of U .
In terms of stability, the Suhl-Suhl update performs as well as the Bartels-Golub-Reid update. The Reid
permutation strategy is more complex to implement and requires additional storage for an extra permutation
vector. When comparing the LU update procedure and its computational impact on the efficiency of rou-
tines such as FTRAN, Suhl and Suhl found that their update exhibits superior computational efficiency for
many problems [187]. However, as Koberstein reports [133, 134, 135], the Suhl-Suhl update can become
a relatively time consuming operation on hyper-sparse models, such as the ken18 problem in the Netlib li-
brary [155]. For such problems, it is recommended that a sophisticated Forrest-Tomlin update be used. A
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Figure 6.17: The upper Hessenberg matrix after eliminating the bump elements on row t
t
t
r
r
Figure 6.18: The upper triangular matrix generated after row permutation
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sophisticated implementation of the Forrest-Tomlin update can be found in the COIN LP code [143]. The
Forrest-Tomlin update was specifically designed to avoid the insertion of nonzeros into the U factor [182].
In fact, nonzeros can only be eliminated from U .
6.7 The Fletcher-Matthews update
The Fletcher-Matthews update [78] is an LU update that maintains an explicit L factor, rather than main-
taining L−1 through the product of a series of elementary elimination matrices. It operates similarly to the
Bartels-Golub update in that it allows for row interchanges based on the ratio of pivotal elements. Another
similarity is that it operates on the upper Hessenberg matrix. At each step of the update, a decision is made
as to which element is eliminated ui+1,i or uii. It is the ratio of these elements (if both are nonzero) that
determines the pivot row. Unlike the Bartels-Golub update, these changes are immediately applied to L at
every step of the algorithm.
For the first two rows, the update is driven by the identity
[l1 l2]
⎡⎢⎣ uT1
uT2
⎤⎥⎦= [l1 l2]DD−1
⎡⎢⎣ uT1
uT2
⎤⎥⎦=
⎡⎢⎣ J
I
⎤⎥⎦[l+1 l+2 ]
⎡⎢⎣ u+1 T
u+2
T
⎤⎥⎦ , (6.11)
where D ∈ ℝ2×2 and J ∈ ℝ2×2. In this identity, l1 and l2 are the first and second columns of the lower
triangular matrix L, while u1 and u2 are the first and second rows of the upper triangular matrix U such that
PA = LU =
m
∑
i=1
liuTi ,
where L = [l1, l2, . . . , lm] and U = [u1,u2, . . . ,um]
T . The J matrix is a permutation matrix that determines
which element is pivotal, (u1)1 or (u2)1. The ‘+’ denotes the updated l and u vectors, where the updates are
given by
⎡⎢⎣ J
I
⎤⎥⎦[l+1 l+2 ]= [l1 l2]D
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and ⎡⎢⎣ u+1 T
u+2
T
⎤⎥⎦= D−1
⎡⎢⎣ uT1
uT2
⎤⎥⎦ ,
where the coefficients of D are chosen to fix (l+1 )1 = (l
+
2 )2 = 1 and (l
+
2 )1 = (u
+
2 )1 = 0. Consider the case
where no row swap takes place, i.e.,
J =
⎡⎢⎣ 1 0
0 1
⎤⎥⎦ .
In this case, the identity (6.11) leads to the following formula
⎡⎢⎣ 1 0
(l1)2 1
⎤⎥⎦DD−1
⎡⎢⎣ (u1)1
(u2)1
⎤⎥⎦=
⎡⎢⎣ 1 0
(l+1 )2 1
⎤⎥⎦
⎡⎢⎣ (u+1 )1
0
⎤⎥⎦ . (6.12)
Therefore,
D =
⎡⎢⎣ 1 0
r 1
⎤⎥⎦ and D−1 =
⎡⎢⎣ 1 0
−r 1
⎤⎥⎦ ,
where r = (u2)1/(u1)1 and the update formulas are defined by
(l+1 )2 = (l1)2+ r
(l+1 )i = (l1)i+ r(l2)i, i > 2
(l+2 )i = (l2)i, i > 2
(u+1 )1 = (u1)1
(u+1 ) j = (u1) j, j > 1
(u+2 ) j = (u2) j− r(u1) j, j > 1.
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When the ratio given by r is too large, it is necessary to swap the rows, i.e.,
J =
⎡⎢⎣ 0 1
1 0
⎤⎥⎦ ,
where this permutation is recorded in a permutation matrix P∗. Analogous formulas are developed for l+1 ,
l+2 , u
+
1 , and u
+
2 in [78]. In subsequent steps of the algorithm, the identity (6.11) is replaced by the identity
given by
[lk lk+1]
⎡⎢⎣ uTk
uTk+1
⎤⎥⎦= [lk lk+1]DkD−1k
⎡⎢⎣ uTk
uTk+1
⎤⎥⎦
=
⎡⎢⎢⎢⎢⎣
I
J
I
⎤⎥⎥⎥⎥⎦[l+k l+k+1]
⎡⎢⎣ u+k T
u+k+1
T
⎤⎥⎦ .
As previously mentioned, each permutation is recorded in a permutation matrix P∗ using the following
definition of P∗:
P(1) = P, P(k+1) =
⎡⎢⎢⎢⎢⎣
I
J
I
⎤⎥⎥⎥⎥⎦P(k), and P∗ = P(n).
This update is attractive for dense problems in general, such as those that arise in small to medium scale
linear or quadratic optimization problems [78]. For such problems, it is beneficial to avoid the expanding
file of elementary elimination matrices used in all other methods described above. In [78], Fletcher and
Matthews discuss the possibility of developing their update with a sparsity objective. That is, sparsity would
become a consideration when determining the matrix J.
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6.8 The block-LU update
The block-LU update was introduced by Bisschop and Meeraus [17, 18] and begins by recognizing that, at
iteration k of the simplex algorithm, the current basis can be obtained by a sequence of k rank-one modi-
fications of the form of equation (6.4), beginning with a starting basis B(0). This update is also known as
the Schur-complement update because it involves the Schur complement (cf. [63]) of the matrix B(0) in the
left-hand side of the augmented system
⎡⎢⎣ B(0) V (k)
E(k)
T
⎤⎥⎦
⎡⎢⎣ y1
y2
⎤⎥⎦=
⎡⎢⎣ as
0
⎤⎥⎦ (6.13)
that is used to solve the system By = as. Initially, B(0) is the m×m starting basis; after subsequent simplex
iterations, it may become necessary to factorize the current basis B(k) and reset B(0) to this current basis. The
m× p matrix V (k) contains vectors v j that correspond to columns that have entered the basis and replaced
the columns of B(0). The m× p matrix E(k) contains vectors that identify which columns have been replaced
in B(0) by the columns of V (k).
The equivalence of system (6.13) and By = as is established by recognizing that (E(k))T y1 = 0 sets
certain elements of y1 to zero. The remaining elements of y1 combined with y2 give the solution y ∈ ℝm.
Similarly, in order to solve the system BTpi = cTB , the following augmented system is solved⎡⎢⎣ B(0)T E(k)
V (k)
T
⎤⎥⎦
⎡⎢⎣ pi1
pi2
⎤⎥⎦=
⎡⎢⎣ c1
c2
⎤⎥⎦ , (6.14)
where pi is set to pi1 and [c1 c2]T is the permutation of [cB 0]T according to which rows of the augmented
system contain the current basis matrix.
The block triangular system (6.13) can be solved in many different ways. The updates discussed in
the following three subsections differ in the way in which they factorize the matrix in the left-hand side
of system (6.13), thus resulting in different algorithms for solving the equations By = as and BTpi = cTB .
When implemented using the suggestions in [72, 170], the stability of the updates described in the sequel
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is comparable to that of the Bartels-Golub update, provided that B(0) is well-conditioned. However, since
the stability of the Bartels-Golub update does not depend on the conditioning of any one individual basis, it
remains superior from the theoretical point of view to these updates and all other updates discussed herein.
6.8.1 The Bisschop-Meeraus update
To solve By = as at Step 4 of the simplex algorithm using (6.13), the Bisschop-Meeraus update uses the
following block triangular factorization of the matrix in the left-hand side of (6.13):
⎡⎢⎣ B(0) V (k)
E(k)
T
⎤⎥⎦=
⎡⎢⎣ B(0)
E(k)
T
I
⎤⎥⎦
⎡⎢⎣ I Y (k)
C(k)
⎤⎥⎦ , (6.15)
from where one can see that B(0)Y (k)=V (k) and C(k)=−(E(k))TY (k). As a result, C(k)=−(E(k))T (B(0))−1V (k),
i.e., C(k) is the Schur complement of the matrix B(0) in the left-hand side of (6.13). To solve the system
By = as, one would solve the following sequence of equations
B(0)w = as (6.16)
C(k)y2 = E(k)
T
w (6.17)
B(0)y1 = as−V (k)y2, (6.18)
where (6.16) is solved for w, (6.17) for y2, and (6.18) for y1. These equations are easily recognized from
equations (6.13) and the block triangular factorization (6.15). It is then necessary to extract from y1 and y2
the elements that correspond to y.
If as (the entering column) is a column of B(0), then w = et for some t and C(k)y2 = ei where the ith
column of E(k) is et . Additionally, in this special case, B(0)(y1− et) = −V (k)y2. Therefore, as does not
need to be known. This special case is not extraordinary in linear optimization, where it can be shown that
(in the course of solving many common linear optimization problems) many variables will enter, exit, and
then re-enter the basis in the span of very few iterations [66]. Similarly, it is possible to avoid accessing
the columns of B(0) for pricing, which may be important for specially structured problems [72, 91]. These
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characteristics are also exhibited in the product-form update, which is introduced in Subsection 6.8.2.
A similar procedure is developed for the pricing step of the algorithm:
B(0)
T
z = c1 (6.19)
C(k)
T
pi2 = c2−V (k)T z (6.20)
B(0)
T
pi1 = c1−E(k)pi2, (6.21)
where (6.19) is solved for z, (6.20) for pi2, and (6.21) for pi1.
Since B(0) can persist for many iterations, LU factors L(0) and U (0) can be formed to represent B(0).
These triangular factors are left unchanged for many iterations, and can be use to solve (6.16), (6.18), (6.19),
and (6.21). Only the right-hand side vectors of these linear systems change from one iteration to the next,
unless it is necessary to reset B(0) to the current basis.
Thanks to the second solves with B(0) in (6.18) and (6.21), it is not necessary to store Y (k) explicitly in
this update. As a result, the update possesses a storage requirement that is independent of the problem size,
which is a unique feature amongst all updates considered herein.
The original description of the Bisschop-Meeraus update [17, 18] involved updating (C(k))−1, which is
not a stable process. Proctor [170] presented two variations, one in which (C(k))−1 was updated as a dense
matrix and one in which the LU factors of C(k) were updated instead. Updating the LU factors of C(k) is
superior in terms of stability. While it may be true that the matrix C(k) can become dense, it is possible
to limit the size of k by reseting B(0). In fact, since it is possible to limit the size of k, Eldersveld and
Saunders [72] recommend maintaining the LU factors of C(k) in dense form.
6.8.2 A stabilized product-form update
In this modification of the Bisschop-Meeraus update, which is due to Gill et al. [91], the following block
triangular factorization of the augmented basis is utilized
⎡⎢⎣ B(0) V (k)
E(k)
T
⎤⎥⎦=
⎡⎢⎣ B(0)
E(k)
T −C(k)
⎤⎥⎦
⎡⎢⎣ I Y (k)
I
⎤⎥⎦ , (6.22)
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where B(0)Y (k) = V (k) and C(k) = (E(k))TY (k). That is, C(k) = −(E(k))T (B(0))−1V (k), i.e., C(k) is still the
Schur complement of the matrix B(0) in the left-hand side of (6.13).
The solution to B(k)y = as is obtained from
B(0)w = as,
C(k)y2 = E(k)
T
w, and
y1 = w−Y (k)y2.
Similarly, the solution to (B(k))Tpi = c(k) is obtained from
C(k)
T
pi2 = Y (k)
T
c1− c2, and
B(0)
T
pi1 = c1−E(k)pi2.
The update information is propagated through the matrix C(k) and the matrix of transformed columns Y (k).
In this form of the update, the storage of C(k) remains independent of m and the factors of B(0) are used
for many iterations. Unlike the Bisschop-Meeraus update, this modification stores Y (k) explicitly in order to
alleviate the additional solves with B(0) and (B(0))T , i.e., equations (6.18) and (6.21). Due to certain parallels
in the way vectors are stored and used in this update and the classical product-form update, Gill et al. [91]
refer to this modification of the Bisschop-Meeraus update as a stabilized product-form update.
On a SIMD architecture, these persistent systems, B(0) and its LU factors, allow for the triangular solves
of Section 6.3 to be arranged in order to take advantage of the fine-grain parallelism. This was demonstrated
by Eldersveld and Saunders [71], who implemented the stabilized product-form update on a vector machine.
It is possible that modern SIMD architectures, such as graphics processing units [163], cell processors [165,
210], and Intel’s Larrabee [176, 183], can be used to accelerate this update. The persistent nature of the
LU factors also cuts down on memory transfers from main memory to the modern SIMD device, such as a
graphics processing unit.
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6.8.3 The partitioned LU update
In another modification of the Bisschop-Meeraus update, Gill et al. [91] proposed to solve system (6.13) by
using the following block triangular factorization
⎡⎢⎣ B(0) V (k)
E(k)
T
⎤⎥⎦=
⎡⎢⎣ L(0)
Z(k)
T
C(k)
⎤⎥⎦
⎡⎢⎣ U (0) Y (k)
I
⎤⎥⎦ , (6.23)
where one will recognize the familiar B(0)= L(0)U (0). From equation (6.23), one can see that L(0)Y (k)=V (k),
(U (0))T Z(k) = E(k), and C(k) = −(Z(k))TY (k). That is, C(k) = −(E(k))T (B(0))−1V (k), i.e., C(k) is once again
the Schur complement of the matrix B(0) in the left-hand side of (6.13). In this approach, it is customary to
store Y (k) and Z(k) as m× p sparse matrices.
To solve the system By = as using (6.23), one would solve the following sequence of equations:
L(0)w = as (6.24)
C(k)y2 =−Z(k)T w (6.25)
U (0)y1 = w−Y (k)y2. (6.26)
Similarly, in order to solve the system BTpi = cTB , the following series of equations must be solved:
U (0)
T
w = c1 (6.27)
C(k)
T
pi2 = c2−Y (k)T w (6.28)
L(0)
T
pi1 = w−Z(k)pi2. (6.29)
The matrices Y (k), Z(k), and C(k) are updated whenever an entering variable s replaces a blocking variable
t in the basis. If the entering variable does not correspond to a column in B(0) or V (k) and the leaving variable
is in B(0), then Y (k), Z(k), and C(k) must expand to accommodate the entering variable. On the other hand,
if the entering variable is part of B(0) (i.e., it was replaced in an earlier iteration) and the blocking variable
corresponds to a column in V (k), then Y (k), Z(k), and C(k) contract. If the entering and blocking variables
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correspond to columns in B(0) that were replaced in an earlier iteration, then Y (k), Z(k), and C(k) maintain
their current dimensions. Analogously, if the entering variable does not correspond to a column in B(0) or
V (k) and the leaving variable corresponds to a column in V (k), then Y (k), Z(k), and C(k) maintain their current
dimensions. It should now be clear that the dimension of V (k) is m× p for some p, and not m× k.
The partitioned LU update stores the matrix Z(k) = (U (0)
T
)−1E(k) that results from the block triangular
factorization (6.23). This is different from maintaining the LU factors of B(0) in order to solve the sys-
tems (6.16), (6.18), (6.19), and (6.21). Solving (6.24) involves a single forward solve, while solving (6.16)
involves solving a linear system, i.e., a forward and backward solve. There is a cost associated with the
ability to perform only forward or backward substitutions in order to solve (6.24), (6.26), (6.27), and (6.29).
In order to solve these triangular systems, one must store Y (k) and Z(k); whereas, this storage is unnecessary
in the Bisschop-Meeraus update. Additionally, Y (k) can be dense even if the original problem is sparse. A
dense m× p matrix Y (k) is particularly more expensive than a potentially dense k× k Schur-complement
matrix C(k), where the programmer can control the size of k by reseting B(0). A study of the density of Y (k)
in the stabilized product-form update revealed that it can have densities as high as 73.6% for sparse prob-
lems. The density is, on average, 29.1% for the sparse problems tested, which include several Netlib [155]
problems [72]. However, to our knowledge, no analogous study exists that catalogs the densities of Y (k)
for the partitioned LU update. Recall that Y (k) = (B(0))−1V (k) in the stabilized product-form update, and
Y (k) = (L(0))−1V (k) in the partitioned LU update.
6.9 Conclusions
For the past four decades, beginning with the Bartels-Golub update, researchers have sought the perfect LU
update procedure. This research began by seeking a stable update, relative to the commonly used product
form codes. The Bartels-Golub update offered superior stability and a priori stability bounds. However,
the update lacked the performance of existing product form codes. This performance gap served as a signal
to future researchers that stability would likely need to be sacrificed for performance. Exploration of this
sacrifice began with the development of the Forrest-Tomlin update.
Current activities in this area include a reinvestigation of the Fletcher-Matthews update [77]. In addition,
204
an update proposed by Fletcher for dense LU factorizations called an “L implicit-U update” [76] is also
currently being investigated for its potential application to sparse problems [77].
At first glance, it appears fairly difficult, if not impossible, to develop an LU update procedure that out-
performs existing variants of the Forrest-Tomlin update, on average. For instance, Suhl and Suhl found that
their update led to more efficient execution of FTRAN relative to the Bartels-Golub-Reid update due to the
additional permutations involved in the Reid strategy. However, the work of Gilbert and Peierls [90] shows
that the sparsity of the LU factors plays an important role. The right-hand-side vectors are rarely accessed in
order, rather they are accessed in a topological ordering that results from a depth-first search. Consequently,
the random access of the right-hand-side vector that might result from the Reid permutations appears to be
moot in the presence of this topological access. Furthermore, one could eliminate the complexity of the
asymmetric permutations that result from the additional row permutations involved in Step 3 and Step 4 of
the Bartels-Golub-Reid update by simply ignoring these steps of the algorithm. Value would still be gained
from performing Step 1 and Step 2 of the algorithm, which both result in symmetric permutations. Follow-
ing these steps, one could perform an update, such as the Suhl-Suhl update, which also results in symmetric
permutations. This hybrid update strategy would result in a single permutation vector. In addition, it would
limit the introduction of new nonzeros to the LU factors by discovering the innate triangularity of the U
factor prior to numerical elimination. This is a research avenue that merits investigation, especially in the
context of hyper-sparse problems. Another future research direction would be to investigate the development
of a sparse update implementation on a modern SIMD architecture by utilizing a suitable block-LU update
scheme.
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Chapter 7
Pricing and Pivoting
7.1 Introduction
Pivoting in the simplex algorithm involves selecting blocking variables and entering variables. At each
simplex iteration, a blocking variable is selected to leave the basis, and an entering variable is selected to
enter the basis. In the primal simplex algorithm, a price vector pi is computed, and a vector of reduced costs
(or Lagrange multipliers) d is computed. The reduced costs are associated with each nonbasic variable. A
nonbasic variable is chosen to enter the basis, when the sign of associated with the corresponding reduced
cost indicates a direction of improvement. This process of selecting an entering variable is known as pricing
and will be covered in great detail in this chapter.
Several rules for selecting incoming variables have been developed. In [42], Dantzig discusses Dantzig’s
rule, which is introduced in Subsection 7.3.2. Dantzig’s rule selects potential entering variables by ex-
amining the magnitude of their corresponding reduced costs. Details on the steepest-edge rule, a normal-
ized pricing rule, can be found in [25, 99, 100, 101, 114] A practical steepest-edge rule was developed
in [79, 100, 111]. The most significant improvement was allowing the norms to be updated at every itera-
tion rather than recomputing them, as described in [100, 111]. In [120], Harris seeks to further mitigate the
relatively high cost of steepest-edge by approximating the norms. This technique has become known as De-
vex, after the Latin devexus meaning steep. Any of these pricing techniques can be combined with a partial
pricing scheme. Partial pricing restricts the number of variables that are considered for entry into the basis.
Both sectional and multiple pricing are two historically favorite partial pricing schemes. MINOS [153] uses
a sectional pricing scheme, which will be reviewed in Subsection 7.4.1. Multiple pricing has been studied
in cf. [16, 35, 149, 157]. In addition, the relatively new partial pricing scheme known as nested pricing was
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introduced by Pan in [160, 161]. Lastly, superbasic variables were originally designed by Murtagh [152]
for nonlinear optimization, but were later adopted in linear optimization to defeat degeneracy. Superbasic
variables will be reviewed in Subsection ssec:superbasic.
In this chapter, several new partial pricing schemes based on tabu search [93, 94, 95, 96] are proposed.
None of the methods prove to be as consistent as Pan’s nested pricing pricing scheme. However, combined
with a study of variable re-entry into the basis, these new schemes provide insight as to why nested pricing
is able to achieve a relatively high rate of performance.
This chapter is divided into seven main sections. In Section 7.1, the introduction will cover mathematical
notation and a small example on how to use reduced costs in selecting pivots in the simplex algorithm.
Determining the blocking variable will be covered in Section 7.2, and selecting the entering variable is
reviewed in Section 7.3. Partial pricing is explored in Section 7.4. A study of variable re-entry into the
basis is conducted in Section 7.5, and a study of the use of tabu search in selecting an incoming variable is
conducted in Section 7.6. Lastly, concluding remarks are provided in Section 7.7
7.1.1 Mathematical notation
Consider the linear optimization problem in the canonical form
min cT x
s.t. Ax = b
x≤ x≤ x,
where A∈ℝm×n, m< n, and rank(A) =m. As before Ai will be used to denote the ith row of A. The notation
A⋅ j will be used to denote the jth column of A. We use the notation ∥⋅∥ for the 2-norm. The vector ei is the
unit vector with the ith component equal to one.
Let B denote the collection of columns of A belonging to the basis, and N denote the collection of
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columns not belonging to the basis. For a feasible x to the linear optimization problem, define the sets:
N ≡{ j ∣∣x j = x j or x j = x j, j = 1, . . . ,n} ,
B ≡{ j ∣∣x j ∕= x j and x j ∕= x j, j = 1, . . . ,n} .
The setB is the set of basic variables, corresponding to the columns in B. The setN is the set of nonbasic
variables, corresponding to the columns of N. The set of nonbasic variablesN can be divided into two sets,
L and U . Those variables fixed at their upper bounds U and those variables fixed at their lower bounds
L .
Let xˆ be in P, where P = {x ∣Ax = b,x≤ x≤ x}. The variable xˆ is defined by (Ai)T xˆ = bi; i = 1, . . . ,m
and n−m active bound constraints xˆ j = x j for j ∈ L and xˆ j = x j for j ∈ U . These n−m variables are
called the nonbasic variables. Recall that, at a nondegenerate vertex, those variables in set B correspond
to the variables whose bounds are inactive. Let bN be defined as the m− n active lower and upper bounds
corresponding to the nonbasic variables, i.e., the variables belonging toN . Then
⎡⎢⎣ B N
0 In−m
⎤⎥⎦
⎡⎢⎣ xˆB
xˆN
⎤⎥⎦=
⎡⎢⎣ b
bN
⎤⎥⎦ ,
where In−m is the identity matrix in ℝ(n−m)×(n−m). Therefore, xˆN = bN and BxˆB = b−NbN . Recall that xˆ
was assumed to be in P. Therefore, (xB)i ≤ (xˆB)i ≤ (xB)i. Again, since xˆ is nondegenerate, these inequalities
are strict, i.e., inactive.
The dual system is defined by
⎡⎢⎣ BT 0
NT In−m
⎤⎥⎦
⎡⎢⎣ pˆi
dN
⎤⎥⎦=
⎡⎢⎣ cB
cN
⎤⎥⎦ ,
where c = [cB cN ]
T conforms to the partitioning of the basic and nonbasic variables. As with the primal
system, the dual system amounts to the following systems of linear equations: BT pˆi = cB and dN = cN−NT pˆi .
The reduced costs are computed by first finding pˆi and then computing dN . If (dN) j ≥ 0 for all j ∈L and
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(dN) j ≤ 0 for all j ∈ U , then optimality has been achieved (i.e., xˆ = x∗). If these conditions are not met,
then there exists a Lagrange multiplier (i.e., reduced cost) associated with a nonbasic lower or upper bound
that violates optimality.
Define the set S to the be the set of variables for which optimality is violated. That is, if xˆ ∕= x∗, then
there is some multiplier ds < 0 that is associated with an active lower bound xˆs = xs or there is a multiplier
ds > 0 that is associated with an active upper bound xˆs = xs. This set corresponds to the set of eligible
entering variables.
7.1.2 A small example of the use of reduced costs
This example will serve to introduce additional notation, and illustrate the implications of reduced costs on
the selection of a suitable pivot variables. The example will closely follow the one presented by Nazareth [154].
The concepts introduced in this example will be used in Section 7.2, and will be extended using the work of
Harris [120].
Assume that we have chosen some arbitrary s ∈S as an entering variable, and, as an example, consider
four basic variables. For the sake of this example (a similar example is also found in [154]), assume that
xˆs is at its lower bound, i.e., ds < 0 and the nonbasic variables are strictly between their bounds (i.e., xˆ is
nondegenerate).
Consider the system y= B−1A⋅s, where the four basic variables satisfy y1 > 0, y2 < 0, y3 > 0, and y4 = 0.
The variables are updated by
x =
⎧⎨⎩
(xB)i = (xB)i+ t(sign(ds))yi i = 1, . . . ,m
xs = xˆs− t(sign(ds))
x j = xˆ j j ∈N , j ∕= s
, (7.1)
where t is an, as of yet, unknown scalar constant. For our four variables, the update formulas given above
indicate the following conditions:
∙ The condition y1 > 0 implies that (xB)1 decreases as t increases from zero. That is, (xB)1 moves
toward its lower bound.
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∙ The condition y2 < 0 implies that (xB)2 increases as t increases from zero. That is, (xB)2 moves toward
its upper bound.
∙ The condition y3 > 0 implies that (xB)3 decreases as t increases from zero. That is, (xB)3 moves
toward its lower bound.
∙ The condition y4 = 0 implies that (xB)4 is fixed at (xˆB)1.
The variable (xB)1 will meet its lower bound when t = t1, where t1 = ((xˆB)1− (xB)1)/y1. Similarly, (xB)3
will meet its lower bound when t = t3, where t3 = ((xˆB)3−(xB)3)/y3. Analogously, (xB)2 will meet its upper
bound when t = t2, where t2 = ((xˆB)2− (xB)2)/y2. Since t1, t2, and t3 may all exceed (xs− xs), the step size
t must be bounded this difference, i.e., t = min{t1, t2, t3, t4,(xs− xs}. This is the so called “min ratio test.”
7.2 Choosing the exiting variable
The min ratio test as it is described in the introduction, using a small example from [154], is used to deter-
mine the exiting variable (also referred to as a blocking or leaving variable). The exiting variable p ∈B is
chosen by
p = argmin
i=1,...,m
⎧⎨⎩
((xˆB)i− (xB)i)/ ∣yi∣ when ds < 0 and yi > 0 or
when ds > 0 and yi < 0
((xB)i− (xˆB)i)/ ∣yi∣ when ds < 0 and yi < 0 or
when ds > 0 and yi > 0
(xs− xs)
(7.2)
In the case where p = s and t = xs− xs, the variable xs meets the its opposite bound prior to any of the other
variables reaching their bounds. In this case, the set of basic variables B remains unchanged. It is still
necessary to update the solution using (7.1), regardless of whether or not the set of basic variables change.
On the other hand, if p ∕= s, then xp will cause one of the basic variables to meet its bound and become
nonbasic. In this case, p becomes nonbasic and s becomes basic.
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In a theoretical sense, this definition completely defines how one would select a blocking variable. How-
ever, in practice, Harris [120] uses a feasibility tolerance, say tolx > 0, which is associate with each bound
xi and xi. The solution is now considered feasible when x− tolx ⋅ 1⃗ ≤ xˆ ≤ x+ tolx ⋅ 1⃗. The tolerance is
used to account for the round-off error, which is common in finite precision arithmetic. The introduction of
feasibility tolerances directly impacts the selection of the blocking variable. Now, t(tolx) is defined by
ti(tolx) =
⎧⎨⎩
((xˆB)i− (xB)i+ tolx)/ ∣yi∣ when ds < 0 and yi > 0 or
when ds > 0 and yi < 0
((xB)i+ tolx− (xˆB)i)/ ∣yi∣ when ds < 0 and yi < 0 or
when ds > 0 and yi > 0,
(7.3)
and ti is similarly defined (but with all the tolx’s removed, i.e., ti = ti(0)). The original threshold value t still
plays a role in determining the blocking variable. Any basic variable (xˆB)i whose exact threshold ti does not
exceed t(tolx) = min{ti(tolx),∀i ∈B;xs− xs} is a considered a potential exiting variable.
Harris [120] defines a two-pass procedure whereby a suitable exiting variable is selected. In the first pass,
t(tolx) is computed using (7.3) for each basic variable i with ∣yi∣ ≥ tol piv. The pivot tolerance is designed
to ensure stability. In the second pass, ti = ti(0) is computed using (7.3). The set of eligible exiting variables
is given by those variables satisfying ti ≤ ti(tolx) and the pivot tolerance defined in the first pass. Among
these eligible exiting variables, an exiting variable is selecting by choosing the variable with the largest ∣yi∣.
Selecting an exiting variable based in part on the magnitude of yi is designed to improve stability.
Note that the blocking variable selected using Harris’ strategy might not be the same blocking variable
that is selected without the aforementioned tolerances. However, the step tp associated with the blocking
variable p ∈B is at least as large as t(0). Furthermore, by allowing variables to leave the basis at a small in-
feasible value, cycling in the simplex algorithm might be avoided, cf. [120, 149, 154]. Cycling is a sequence
of non-improving basis changes, where the algorithm arrives back at a previous visited set of basic variables.
Creating a fuzziness in the bounds, as Harris did in [120], allows for just such a scenario. An analogous sce-
nario for nonbasic variables was introduced by Murtagh [152] called superbasic variables. For example,
superbasic variables are implemented in COIN Clp [143], and will be discussed in Subsection 7.3.5.
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7.3 Choosing the entering variable
Up to this point, a set S of potential entering variables was assumed to exist. In this section, finding the
set S is discussed. To this end, the equation for the reduced costs dN = cN −NTpi for some pi = B−1cB is
invaluable. As previously noted, optimality is achieved for some xˆ, if (dN) j ≥ 0 for all j ∈L and (dN) j ≤ 0
for all j ∈U . If these two conditions are not met, then an entering variable is selected from those variables
that violate the conditions. For instance, if (dN)s < 0 for s ∈L , then s is a potential entering variable. The
variables that violate these two conditions form the set of eligible entering variablesS .
7.3.1 Normalized pricing
An individual reduced cost (dN)i depends on the column scale of NT⋅i . Therefore, selecting an entering
variable with the largest (in magnitude) reduced cost may be inappropriate, as it may be biased by the
magnitude of the nonzero in the corresponding column of constraint matrix. Normalized pricing is one
solution to this problem. Using a scaling factor σ j for each nonbasic variable j ∈N , we scale the columns
A˜⋅ j = σ jA⋅ j and c˜ j = σ jc j, where σ j > 0. Therefore, the corresponding reduced costs equal (d˜N) = σdN .
However, the scaling factor used in one iteration can then bias the reduced costs in future iterations.
The solution to this problem is the use of dynamic scaling, which is found in the steepest-edge pricing
rule [79, 100] or the steepest-edge approximation known as Devex [120]. Alternatively, one might consider
accepting the inherent inaccuracies associated with poor column scaling by adopting Dantzig’s original
rule [41, 42]. These pricing rules will be reviewed in Subsections 7.3.2–7.3.4. Following this review, a brief
introduction to superbasic variables is given in Subsection 7.3.5.
7.3.2 Dantzig’s rule
If the setS is nonempty, Dantzig’s original rule selects an entering variable q such that q= argmin
{
(dN) j ∣ j ∈S
}
.
If the nonbasic columns are well-scaled, then they will not bias the selection of a suitable entering vari-
able. Dantzig’s rule remains very popular, and has been in use since the simplex algorithm was first devel-
oped [42, 161].
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7.3.3 Steepest-edge
The steepest-edge rule results from dynamically scaling the reduced costs based on the magnitude of the
entries in the nonbasic column. That is, d˜ j = d j/
∥∥y j∥∥. In the event that A⋅ j was scaled prior to computing d˜ j,
the value of d˜ j would not be affected. To understand why, note that B−1(σ jA⋅ j) = s jy j and
∥∥s jy j∥∥= σ j ∥∥y j∥∥.
Also recall that when the column is scaled, so to is the corresponding d j. Therefore, the scaling factor σ j
would cancel, i.e., d˜ j = s jd j/
∥∥s jy j∥∥= s jd j/s j ∥∥y j∥∥= d j/∥∥y j∥∥. Selecting an entering variable based on d˜ j
is referred to as steepest-edge pricing.
To derive steepest-edge pricing, notation is simplified and the length of the derivation is minimized
by assuming that the basic variables are indexed i = 1, . . . ,m, and the nonbasic variables are indexed j =
m+1, . . . ,n. The reduced costs are now given by
d j = c j− (pi)T N⋅ j−m j = m+1, . . . ,n.
Similarly, dTN = c
TY , where
Y =
⎡⎢⎣ −B−1N
In−m
⎤⎥⎦ . (7.4)
and yk denotes a column of Y . Each yk corresponds to an edge of the polytope P leading from the current
extreme point to an adjacent extreme point. An alternative to choosing an entering variable based on the
largest improvement in the object function subject to a unit step in all eligible directions (i.e., Dantzig’s rule)
is to base the selection of an entering variable on (dN)k/∥yk∥. That is, rather than choosing an s ∈S such
that ∣(dN)s∣ ≥
∣∣d j∣∣ for all j ∈S , choose an s ∈S such that
∣∣dm+q∣∣/∥∥yq∥∥= max
m+1≤s≤n
{∣ds∣/ ∣ys−m∣ ;s ∈S } , (7.5)
where the entering variable is xm+q or (xN)q.
Consider first the unit step from some basic feasible solution xˆ along yk to a new point x. The change in
the objective function based on (7.4) and the fact that dTN = c
TY is given by cT x−cT xˆ = cT zk = (dN)k. That
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is, the reduced cost gives the change in objective function value. This accurately depicts a unit step based on
Dantzig’s rule. Instead, the reduced cost for the steepest-edge rule is given by
(d˜N)k = (dN)k/∥yk∥ for all k = 1, . . . ,n−m. (7.6)
Similarly stated
(d˜N)k = cT yk/∥yk∥ for all k = 1, . . . ,n−m.
Since c is the gradient with respect to the objective function cT x, the scaled reduced cost, d˜N , is simply
the direction derivative along the direction yk. Therefore, selecting the entering variable based on (7.5)
corresponds to choosing the steepest-edge.
It would appear as though the required computation of ∥yk∥ for all k = 1, . . . ,n−m would be cost pro-
hibitive, since that would require the solution of yk−m = B−1ak for all k ∈ N . However, Greenberg and
Kalan [111] showed how ∥yk∥ can be updated at each iteration rather than recomputed at every iteration.
This update scheme was independently identified by Goldfarb and Reid [100]. The update is beyond the
scope of this chapter, and the interested reader is referred to [100, 111, 154] for more information.
7.3.4 Devex
Despite the ability to update ∥yk∥ at each iteration, the steepest-edge rule remains very expensive relative
to Dantzig’s rule. While it typically finishes in very few iterations on industrially-relevant problems, the
computational time at each iteration is prohibitive. To mitigate the time spent at each iteration, Harris [120]
developed Devex pricing. Devex pricing amounts to an approximation of steepest-edge pricing. Benichou
et al. [16] discuss the Devex techniques choosing entering and exiting variables, and provide various degen-
eracy resolution strategies.
By defining a “reference framework” which consists of subvectors yˆk of the vectors yk, weights w j are
used to approximate the norms of the subvector yˆk. The “reference frameworks” are periodically reset to
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refresh these approximations. The weights are updated using the formulas
w′p = max
{
1,
∥∥dˆq/(piTp A⋅q)∥∥} ;
w′j = max
{
w j,
∣∣(piTp A⋅ j)/(piTp A⋅q)∣∣∥∥dˆq∥∥} , j ∈N , j ∕= q,
where p is the blocking variable and q is the entering variable.
The Devex rule is commonly used in commercial packages such as CPLEX [21]. The derivations are
beyond the scope of this chapter. The interested reader is referred to [16, 120, 149].
7.3.5 Superbasic variables
It is appropriate to review superbasic variables at this time. In Section 7.2, blocking variables were allowed
to leave the basis a small infeasible value in order to escape degeneracy and/or account for round-off error.
Murtagh [152] introduced the notion of superbasic variables, or nonbasic variables that are allowed to take
any value regardless of their finite bounds. In practice, the value is typically a feasible value, i.e., x j < x j < x j.
If a superbasic variable is in the setS , then the true variable bounds must be observed when computing the
step length.
By permitting nonbasic variables to “float” from their bounds, the degree to which the basis is degenerate
can be mitigated. For instance, if the starting basis is highly degenerate and also infeasible, one or more
nonbasic variables with relatively dense columns can be assigned a feasible value. This process involves
modifying b. This modification can affect the degenerate positions, thereby improving the feasibility of the
basis.
It is far more common to introduce superbasic variables to combat degeneracy than to improve the
infeasibility of a basis. To that end, if a superbasic variable is used to combat degeneracy, then it is usually
not advisable to allow that variable to enter the basis soon after it is made superbasic. Allowing this behavior
would restore the degenerate situation. If the simplex method stop and superbasic variables still exist, these
variables are moved to a finite bound to obtain a basic solution. However, changing these variables may
result in infeasibility, which would trigger additional corrective iterations.
The quarantine-like behavior associated with superbasic variables (i.e., forbidding these variables from
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entering the basis soon after they are made superbasic) along with the Pan’s nested pricing scheme [161]
and Glover’s Tabu search [93, 94, 95, 96] form the motivation behind the tabu pricing scheme presented in
Section 7.6.
7.4 Partial pricing
Partial pricing involves restricting the number of nonbasic variables that are considered for entry into the
basis.
7.4.1 Sectional pricing
MINOS [153] uses sectional pricing combined with Dantzig’s rule. A parameter p is set that divides the
variables into p roughly equal partitions. The pricing operation begins by examining partition one. If a
reduced cost is found that is suitable given some dynamic pivot tolerance, the corresponding variable is
selected to enter the basis. If no such reduced cost is found, then the algorithm proceeds to the next partition,
and so on. At the next simplex iteration, the last partition examined at the previous iteration is the new
starting partition in the search for a suitable pivot.
This strategy is capable of reducing the work per iteration and the overall solution time, cf. [120].
7.4.2 Multiple pricing
Multiple pricing begins by determining a small set of nonbasic indices belonging to the set S ′ =S . This
set of nonbasic indices are all initially eligible to enter the basis. At each subsequent iteration, the set
S ′ is examined for eligible entering variables, and the selected entering variable is removed from the set
S ′ = S ′∖q. In this way, S ′ is shrinking in size at each iteration. When the set S ′ is determined to no
longer contain any eligible entering variables, the setS ′ is reset to the eligible entering variables among all
nonbasic variables.
Multiple pricing has been written about extensively cf. [16, 35, 149, 157].
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7.4.3 Nested pricing
Nested pricing is a variant of multiple pricing introduced by Pan [160, 161]. Initially the set of eligible pivots
is defined byJ =N .
Step 1: Determine the set of eligible entering variables from the set J and set Jˆ equal to this
set. If Jˆ is nonempty, then select an entering variable from this set using Dantzig’s rule,
steepest-edge, or Devex. If Jˆ is empty, proceed to Step 2.
Step 2: Redefine the set Jˆ to all eligible entering variables in the setN ∖J . If the newly defined
Jˆ is nonempty, then select an entering variable from this set. If Jˆ is empty, then declare
optimality. If optimality cannot be declared, proceed to Step 3.
Step 3: SetJ = Jˆ ∖q, where q is the entering variable. Return to Step 1.
Computational experiments with nested pricing indicate that it is capable of limiting the required number of
simplex iterations and improve the overall computational time. Using the Netlib, Kennington, and BPMPD
problems, a nested pricing scheme with Dantzig’s rule resulted in an average speedup of roughly six times
that of the popularly used Devex rule. The nested version of Dantzig’s rule outperformed Dantzig’s rule
using full pricing by almost ten times, and MINOS’ default partial pricing scheme (using Dantzig’s rule)
by almost five times. Nested pricing is most effective at limiting the computational time when combined
with Dantzig’s rule, but it can be combined with Devex or steepest-edge [161]. To examine the exact
computational performance of the algorithm, the reader is referred to [161]. Detailed computational results
are provided in [160].
7.5 Variable re-entry
In [161], Pang notes that it is surprising that the nested pricing scheme usually results in fewer iterations than
full pricing. In order to investigate why this is true, two features of the nested pricing scheme were explored
separately to identify the relative importance of each. First, it seems as though a certain “intelligence” is
transferred to Dantzig’s rule, when it is used in the nested pricing framework. That is, if a variable recently
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entered the basis, it is excluded for some indeterminate number of iterations from being considered for
re-entry. In this way, nested pricing is similar to multiple pricing. The second feature is discussed and
investigated in Subsection 7.6.4.
Why is restricting a variable from re-entering the basis important? It turns out that for many industrially-
relevant problems variables frequently enter the basis and then subsequently re-enter after relatively few
simplex iterations. Some of this behavior can be attributed to degenerate cycles. In other cases, it is a
naturally occurring phenomenon.
In Appendix C.2, variable re-entry maps are provided for the Netlib and Kennington libraries. These
maps provide a visual record of when any given variable re-enters the basis after less than 1.5% of the
overall required iterations to solve the problem. Such a variable re-entry is marked by a yellow vertical line.
If a variable re-enters the basis after less than 0.5% of the overall required iterations to solve the problem, it
is marked on the one dimensional plot by a black vertical line. As can be seen by the plots in Appendix C.2,
many of the most difficult problems in these libraries experience relatively frequent variable re-entries. For
these plots, COIN Clp’s [143] primal simplex algorithm was used. The pricing scheme employed was
Dantzig’s rule.
As further evidence of the relative frequency with which variables re-enter the basis after having just
entered the basis, Appendix C.3 depicts the number of variable re-entries in histogram form. For instance,
for Netlib problem 25fv47, there were nearly 4,000 separate occasions where a variable entered and subse-
quently re-entered the basis after less than 1.25% of the total required primal simplex iterations. For Netlib
problem d6cube, the situation is worse, where this occured roughly 200,000 times out of a possible 231,552
required iterations.
7.6 Tabu and tabu-random pricing
Ideally, a variable never has to re-enter the basis. That is, the path to the solution is a linear one, where
each variable that belongs in the final basis enters and never leaves. Keep in mind that, while such a goal is
laudable, it cannot be achieved in many cases without adopting an infeasible path to the solution. However,
pursuant to this goal, a tabu pricing scheme was developed. These pricing schemes do not permit a variable to
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re-enter the basis for a defined number of iterations. As a result, they successfully limit the required number
of primal simplex iterations in the COIN Clp solver using Dantzig’s rule. In some cases, they outperform
Pan’s nested pricing scheme.
The idea of behind all but two of these tabu pricing schemes is to limit frequent variable re-entry. If
successful, the rules should have similar success to Pan’s nested pricing with a caveat. These tabu pricing
schemes require a parameter to be set, while Pan’s nested pricing scheme does not. However, the reason for
developing the tabu schemes was to explore the success of the nested pricing scheme. To that end, several
sets of tabu schemes were developed. Each of the tabu methods presented herein will be numbered. These
numbers correspond to the data in Appendix C.1.
7.6.1 Adjustable-rate tabu pricing
First, the basic tabu scheme seeks to exploit what we already know about variable re-entry in the simplex
algorithm. That is, we would like to limit frequent re-entry patterns that are present in relatively difficult
linear optimization problems. In order to accomplish this, variables that re-enter the basis after a predefined
number of iterations are placed on a tabu list, which disallows their subsequent re-entry for some percentage
of the overall number of nonbasic variables. Maintaining the tabu list in this way corresponds to tabu
100−103, and are defined as follows.
Step 0: DefineJ =N , and the tabu list T = /0.
Step 1: Remove any item from T that has spent at least ψ% ⋅ ∣N ∣ iterations on the list, and add
it to the set J . Determine the set of eligible entering variables from the set J . If J is
nonempty, then select an entering variable from this set using Dantzig’s rule, steepest-edge,
or Devex. IfJ is empty, proceed to Step 2.
Step 2: Search the tabu list for an eligible entering variable, and select an entering variable from
this set using Dantzig’s rule, steepest-edge, or Devex. Decrease the threshold percentages
ξ and ψ by 20%. If no eligible entering variable exists in the tabu list, declare optimality.
If optimality cannot be declared, proceed to Step 3.
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Step 3: SetJ =J ∖q, where q is the entering variable. Add q to the tabu list, if it has re-entered
the basis after fewer than ξ% ⋅ ∣N ∣ iterations. Return to Step 1.
There are three constants in this version, namely ξ ,ψ, and the 20% reduction. All three control the size
of the tabu list. Originally, the 20% reduction factor did not exist. However, as the primal simplex algorithm
nears the solution, there are relatively few eligible pivots from which to choose. In this case, the tabu list was
being searched more often than not. Recognizing that degenerate cycles can occur at or near the solution,
it was thought that the tabu list would better maintain its value, if its contents were not repeatedly searched
for eligible pivots. By reducing ξ , a variable will find it more difficult to become tabu. Furthermore, by
reducing ψ , a variable will find it easier to escape the tabu list.
Tabu methods 100− 103 were developed using the algorithm given above, but for various ξ and ψ
constants. Keep in mind that varying these constants determines the ease with which a variable enters and
leaves the tabu list. Tabu method 102, which initially set ξ to 75% andψ to 25%, was particularly ineffective.
Tabu methods 100 (ξ = 50% and ψ = 25%), 101 (ξ = 50% and ψ = 50%), and 104 (ξ = 75% and ψ = 25%)
were much more successful. However, 100 and 101 did fail to reach optimality for several problems after
1.5 million simplex iterations. A failure which is depicted by × × × in the tables presented in Section C.1.
It seemed more successful to begin with very high values for ξ and ψ and allow the reduction factor to tune
these percentages after several iterations.
7.6.2 Relative-length tabu pricing
Relative-length tabu pricing was the product of a totally unsuccessful but analogous tabu list scheme 104,
which will not be discussed due to its total failure. In relative-length tabu pricing, the length of the tabu
list was initially limited to 25% of the number of nonbasic variables. If the tabu list had to be searched,
because no eligible entering variables could be found outside the tabu list; then the new length of the tabu
list would be half the number of eligible entering variables discovered in the tabu list or half the previous
tabu list size, whichever was fewer. In this way, the length of the tabu list shrank with the number of eligible
entering variables. In retrospect, it may have been too aggressive to take the minimum of the previous size
and the number of eligible entering variables. Neither this scheme, 107, or its inspiration 104 resulted in any
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meaningful improvement over Dantzig’s rule.
7.6.3 Strict and nearly-strict tabu pricing
Rather than use parameters to set the tabu list length or the criterion for tabu list entry and removal, nearly-
strict tabu pricing adds variables that have re-entered the basis. At random, and very infrequently, the tabu
list is emptied regardless of whether or not it was necessary. This idea resulted in tabu schemes 105 and 106
(where 105 randomly emptied its tabu list less often than 106). These two schemes were the most successful
until Pan’s nested pricing scheme was revisited.
7.6.4 Priority pricing
As previously mentioned, there were two potential reasons that Pan’s nested pricing scheme was successful.
The first potential reason was the fact that the algorithm made it difficult for variables to re-enter the basis
after recently entering the basis. The second potential reason was left to this subsection. The nested pricing
scheme adds additional “intelligence” to Dantzig’s rule by prioritizing the variables that are priced at every
iteration. Only those variables that have been consistently eligible for entry into the basis are priced at
each iteration. This is strikingly different from multiple pricing. Rather than taking a snapshot of the
eligible entering variables, the nested pricing scheme continually refines this set of eligible variables based
on whether or not they have been consistent directions of improvement.
To simulate this effect, two schemes were developed, whose results are not depicted herein. The first
counted the number of iterations where a nonbasic variable was determined to show improvement. The vari-
ables were searched for eligible entering variables in order of their associated counts. If the variable entered
the basis, then its count decreased by a factor of 25%. This reduction was performed in order to prevent
(to an extent) frequent variable re-entry. Several other modifications were made to this technique, such as
strongly preferring free variables and allowing the search to continue to various points in the sorted list of
counts. However, the technique showed very poor results. A more advanced priority-based technique was
also developed based on the sorted ordering of the sum of reduced costs, where older sums were discounted
(in order to discount the distant past). However, this variant of the original priority-based technique proved
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to be a failure as well.
For this reason, it appears obvious that the key feature to Pan’s nested pricing scheme is its ability to
prohibit a variable from re-entering the basis, while the “intelligence” gathered by maintaining a list of
recent directions of improvement appears to be less valuable.
7.6.5 Pan’s nested pricing scheme revisited
Since the key feature to the nested pricing scheme appeared to be its ability to limit variable re-entry. Pan’s
nested pricing scheme was revisited. In this revisited version of the algorithm, the set J is initially set to
a random subset of N . Where the number of nonbasic variables in J is equal to the number of nonbasic
variables in N ∖J . Every time a variable q is selected to enter the basis J is set to J ∖q. If no eligible
entering variables are found inJ , thenJ is reset toN ∖J . In this way,J andN ∖J each contain (on
average) roughly half of all nonbasic variables.
In terms of the number of simplex iterations required for the solution of the Netlib problems, Pan’s nested
pricing scheme revisited was not competitive with the original rule on the most difficult Netlib problems.
However, the original rule holds an advantage is that it requires fewer computations (on average) to compute
the reduced costs at each iteration. Rather than computing the reduced costs for roughly half of all nonbasic
variables. Pan’s nested pricing scheme is generally computing the reduced costs for fewer variables. Pan’s
nested pricing scheme and the revisited version are listed in the tables in Appendix C.1 as tabu 108 and tabu
109, respectively.
7.7 Conclusions
It appears from the results presented herein that the problem of frequent variable re-entry should be recog-
nized as a concern in Dantzig’s rule. There are two possible reasons for the problem of frequent variable re-
entry in Dantzig’s rule. First, the simplex algorithm could be stuck in degenerate cycles. Second, Dantzig’s
rule may be suffering from poor scaling of the reduced costs. In either case, some intelligence must be added
to Dantzig’s rule through the use of a partial pricing scheme in order for it to be competitive with Devex.
The newly developed tabu techniques forcibly limit frequent variable re-entry by maintaining tabu lists that
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prevent it from occurring.
In addition to the Netlib and Kennington problems, BARON [179, 193] root-node relaxations of IBM
Lib, MINLP Lib, and Global Lib problems were studied. It is readily apparent from the results that nested
pricing is still the best partial pricing scheme. The best tabu schemes are occasionally competitive with the
nested pricing scheme, but they lack the consistency of the nested pricing scheme, which failed to reach a so-
lution after 1.5 million iterations on only one problem–the BARON relaxation of GASOIL200. Meanwhile,
the performance of the tabu-based methods were inconsistent. For example, the problem NUCLEAR14A re-
quired 3,278 iterations of tabu 101; 53,345 iterations of Dantzig’s rule; and 24,392 iterations of the nested
pricing scheme. However, this success was followed by an immediate failure to find a solution for NU-
CLEAR49B in 1.5 million iterations. Meanwhile, for that very same problem tabu 100 finished in 98,165
which is far fewer than Dantzig’s rule (1,196,357). To gain consistency and competitiveness with Pan’s
nested pricing rule, some sort of automatic tuning of the tabu list must be performed.
It is worth noting that there were some significant differences in the performance characteristics between
what was reported in [161] and the study of the algorithm presented herein. There are two possible reasons
for this. In this dissertation, all Netlib problems were studied, whereas in [161] only the largest and most
difficult Netlib problems were studied. Secondly, the COIN Clp solver has many features that are possibly
not included in the MINOS solver. For instance, Clp provides for superbasic variables, and it favors the
entry of free basic variables. These features were not removed in this study, as they are important aspects of
the solver.
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Chapter 8
High Performance Computing
8.1 Matrix binormalization on a GPU
In considering the problem of binormalizing a real symmetric algebraic system of equations, an iterative
algorithm (BIN) was proposed by Livne and Golub [142]. The algorithm was also extended to asymmetric
algebraic systems. The BIN algorithm is approximately two to four times more expensive than “naı¨ve”
diagonal scaling algorithms. In this paper, an NVIDIA Tesla C870 is used to mitigate this expense. A
composite Jacobi algorithm is used to solve the binormalization equation on the GPU and found to be as
much as six times faster than a corresponding CPU implementation.
Intense competition and increased demand for high performance graphics processor units have led to
innovative multicore designs. In 2003, performance of GPUs and CPUs began to diverge, when NVIDIA
released the GeForce FX 5950 Ultra which was capable of approximately 20 GFLOPS [156]. At the same
time, the Pentium IV was capable of approximately 6.4 GFLOPS. By 2005, the divergence was obvious when
the GeForce 7800 GTX demonstrated 300 GFLOPS peak performance versus the 3.0 GHz Intel Pentium 4
at 24.6 GFLOPS [145]. In late 2006, NVIDIA released the GeForce 8800 GTX, which was capable of 360
GFLOPS peak performance. These trends led to the introduction of more general purpose GPU programs.
In addition, several specialized algorithms and applications have been implemented on the GPU since 2003,
including cloud dynamics [119], ice crystal growth [131], and fluid flow simulations [74].
Scientific computing routines on GPUs began appearing in 2003 and have addressed matrix multiplica-
tion [24, 98, 116, 136, 209], iterative linear system solvers [24, 98], direct linear system solvers [34, 87, 126],
linear optimization solvers [34, 126], and basic linear algebra operations [136].
Given a real m×n matrix A, the binormalization problem addressed herein is that of finding an m-vector
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f and an n-vector g so that the scaled matrix A˜ = diag( f ) A diag(g) has a unit 2-norm. Binormalization
improves the condition number of A and is important in the context of solving systems of equations. Several
binormalization algorithms have been studied and refined in [14, 82, 98, 102, 142, 202].
The purpose of the current paper is to develop a GPU implementation of a composite Jacobi algorithm to
solve the binormalization problem and compare it against a CPU implementation. The main conclusion from
this work is that the GPU implementation is capable of mitigating the added expense of the binormalization
algorithm relative to other “naı¨ve” diagonal scaling algorithms.
The remainder of this paper is organized as follows. In Subsection 8.1.1, background information is
provided on GPU architectures and binormalization. Subsection 8.1.2 details the algorithm and its GPU
implementation. Extensive computational results with the proposed implementation are provided in Subsec-
tion 8.1.3, followed by a discussion of the results of this paper in Subsection 8.1.4.
8.1.1 Background
GPU architecture
This section briefly describes the architecture of a GPU from the perspective of a programmer using CUDA.
CUDA (Compute Unified Device Architecture) is a hardware and software architecture that issues and man-
ages data-parallel computations on a GPU. The GPU will be viewed as a compute device throughout this
document. That is, the GPU operates as a coprocessor to the host (or CPU). To that end, the GPU is utilized
for data-parallel and computationally intensive portions of the algorithm or application.
Each portion of the code that is executed on the device is divided into many threads. Each thread executes
the same function independently on different data. The function itself is compiled, and the resulting program
is referred to as a kernel, which is downloaded to the device. A thread block (or simply block) is a group of
threads that share data through shared memory and synchronize their execution to coordinate their memory
accesses. These synchronization points are specified within the kernel and act as a barrier where all threads
in the block are suspended until they reach this barrier. A grid is an organization of thread blocks. Within
each grid, there exist a programmer-defined number of blocks. The memory model for the GPU is provided
at the grid level.
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Figure 8.1: GPU memory model [156]
Each thread has read-write access to their own set of registers and local memory, while each block has
read-write access to designated shared memory. Read-write access to global memory and read-only access
to constant and texture memory is afforded to the entire grid. The host has read-write access with global,
constant, and texture memory.
The multiprocessors on NVIDIA’s Tesla C870 are organized in a streaming processor array. Each
element of this array is referred to as a texture processor cluster. In the case of the Tesla C870, there
are 8 texture processor clusters. A texture processor cluster consists of texture memory and two streaming
multiprocessors. Each streaming multiprocessor contains instruction and data cache, instruction fetch and
dispatch unit, shared memory, eight streaming processors, and two special function units. The special
function units allow for fast single precision mathematical computations, such as sine, cosine, logarithm,
and exponential.
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Symmetric binormalization
Given a real, n×n symmetric matrix A, we would like to find a diagonal matrix F = diag( f1, f2, . . . , fn) such
that the scaled matrix A˜ = FAF satisfies
r ≡
n
∑
j=1
A˜i j =
n
∑
j=1
f 2i A
2
i j f
2
j , i = 1, . . . ,n, (8.1)
where r is a constant in ℝ+. Define βi = ∑{ j∣ f j>0 }A2i j f 2j , i = 1, . . . ,n, and let B = diag(β1, . . . ,βn). The
solution, f , of the system
B f = be, (8.2)
where b > 0 is arbitrary and e = (1, . . . ,1)T is an n-column vector, is the solution to (8.1). Equivalently,
(
In− 1nee
T
)
B f = be− 1
n
eeT be = 0. (8.3)
If a positive solution exists to (8.3), then A is said to be scalable. Livne and Golub proposed using the Gauss-
Seidel-Newton method to solve (8.3). They outlined this algorithm and included a MATLAB implementation
in [142]. While there is no a priori bound known for the convergence factor for their proposed algorithm
(nicknamed “BIN”), convergence is fast for many matrices and the algorithm is guaranteed to converge for
any scalable matrix.
A matrix that is two-cyclic and can be permuted to a red-black matrix is said to possess Property A. For
matrices that possess Property A, BIN yields a nearly optimal condition number, in the sense that BIN results
in a scaled matrix with the lowest possible condition number that one can achieve through diagonal scaling.
When Property A is not satisfied, BIN is still capable of significantly reducing the condition number.
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Generalized binormalization
It is possible to generalize the symmetric binormalization equation to a general m×n matrix A. The scaled
matrix A˜ has the form A˜ = FAG, where F = diag( f1, . . . , fm) and G = diag(g1, . . . ,gn). Let
Bi j = A2i j,xi = f
2
i ,yi = g
2
i ,βi =
n
∑
j=1
Bi jy j, and γ j =
m
∑
i=1
Bi jxi.
Also, let B(y) = diag(β1(y), . . . ,βm(y)) and C(x) = diag(γ1(x), . . . ,γn(x)). The solution ( f , g) to the asym-
metric binormalization equation also solves the system
B(y)x = be and C(x)y = ce (8.4)
for any b,c > 0. System (8.4) is analogous to system (8.2). Equivalently,
(
Im− 1me˜e˜
T
)
B(y)x = 0 and
(
In− 1nee
T
)
C(x)y = 0, (8.5)
where e = (1, . . . ,1)T is an n-vector and e˜ = (1, . . . ,1)T is an m-vector. System (8.5) is analogous to sys-
tem (8.3) and can be denoted in block form as
⎛⎜⎝ (Im− 1m e˜e˜T )B(y) 0
0
(
In− 1n eeT
)
C(x)
⎞⎟⎠
⎛⎜⎝ x
y
⎞⎟⎠=
⎛⎜⎝ 0
0
⎞⎟⎠ (8.6)
To solve this system, a Composite Jacobi (CJ) relaxation is used. Each CJ iteration updates the approximate
solution (x,y), and consists of
xi ← 1/βi, i = 1, . . . ,m
γ ← BT x
yi ← 1/γ j, j = 1, . . . ,n
β ← By
228
This iterative scheme is used to scale all matrices in the sequel. In [142], a Gauss-Seidel-Newton (GSN)
iterative method is employed for the scaling of real symmetric matrices. However, the GSN algorithm
would not utilize the GPU to the extent of the CJ algorithm. The CJ algorithm typically leads to a slower
convergence rate but its parallel nature lends itself naturally to the Single Instruction Multiple Data (SIMD)
parallel framework of the GPU. The next section addresses implementation issues.
8.1.2 BIN algorithm on a GPU
The composite Jacobi algorithm presented in this section is for non-symmetric general m×n matrices. The
symmetric algorithm is merely a specialization of the algorithm presented in this section, and will not be
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formally written herein.
Input: An m×n matrix A
Output: Scaling factors f and g, and a scaled matrix A˜
xi← 1.0, ∀i = 1, . . . ,m1
βi←
n
∑
k=1
a2ik, ∀i = 1, . . . ,m2
std1←
(√
m
∑
k=1
(xkβk−n)2 /m
)/
n3
y j← 1.0, ∀ j = 1, . . . ,n4
γ j←
m
∑
k=1
a2k j, ∀ j = 1, . . . ,n5
std2←
(√
n
∑
k=1
(ykγk−m)2 /n
)/
m6
std←
√
(std1)2+(std2)27
for r← 1 to max-iter do8
if std < TOL then break9
for i← 1 to m do10
if ∣βi∣> εmach then xi← n/βi else xi← 1.011
end12
γ j←
m
∑
k=1
a2k jxk, ∀ j = 1, . . . ,n13
for j← 1 to n do14
if
∣∣γ j∣∣> εmach then y j← m/γ j else y j← 1.015
end16
βi←
n
∑
k=1
a2ikyk, ∀i = 1, . . . ,m17
std←
(√
m
∑
k=1
(xkβk−n)2 /m
)/
n18
end19
fi←√xi, ∀i = 1, . . . ,m20
gi←√y j, ∀ j = 1, . . . ,n21
A˜← diag( f ) A diag(g)22
Algorithm 17: Matrix binormalization by Composite Jacobi
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In Algorithm 1, the matrix A is never altered until the final step. The only altered values in the algorithm
before the last step are x, y, β , γ , and std. Furthermore, the only value that must be transferred to the CPU is
the scalar value std at every iteration (or the partial sums leading to the scalar value). Otherwise, no values
are transferred back to the CPU until Steps 20, 21, and 22.
The initialization phase
The initialization phase consists of Steps 1 through 7 in the algorithm. A specialized kernel was developed
to simultaneously initialize x and β . Another specialized kernel was developed to simultaneously initialize y
and γ . In addition, there are two reduction-based kernels that compute std1 and std2. If more than one GPU
is available, then these specialized kernels could be executed in parallel.
The iteration phase
The iteration phase consists of Steps 8 through 19. Steps 8 and 9 are executed by the CPU. Specialized
kernels were developed for Steps 10 through 13, Steps 14 through 17, and Step 18. Step 18 requires the
partial sums necessary for the computation of std to be returned to the CPU. Since blocks on a GPU cannot
communicate and the summation in Step 18 is divided across the blocks, the partial sums computed by each
block are returned to the GPU for final summation and calculation of std.
The CPU checks the termination criteria, denoted by TOL. A typical value for TOL would be 10−6. The
value εmach denotes machine precision of the GPU. Recall that the GPU’s machine precision is typically
orders of magnitude larger than the CPU’s machine precision, due to the lack of double precision arithmetic.
While this should be recognized as a limitation of the GPU for many algorithms, scaling algorithms are not
among them. Typical tolerances are usually relatively close to the GPU’s machine precision.
The finalization phase
The finalization phase consists of Steps 20, 21, and 22. Combined into one specialized kernel, these three
steps compute the final scaling factors f and g, and scale the matrix A.
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Additional comments on the algorithm
The iteration phase is the most computationally intensive part of the algorithm. However, convergence
typically occurs in three iterations. In addition, complete convergence is not required. In practice, scaling
algorithms are permitted to execute not more than a small number of iterations (typically between 4 and 8).
This algorithm requires a dense matrix be transferred to the GPU but only performs approximately
three CJ iterations. Previously implemented iterative linear systems solvers on the GPU required orders of
magnitude more iterations to converge to acceptable tolerances. As a result, due to the rapid convergence of
this algorithm, prior to our implementation it was unclear whether or not the algorithm could achieve any
performance gains on the GPU.
8.1.3 Results
In this section, the performance of the binormalization kernel is analyzed. Experimental results are used to
identify various factors that affect performance.
Experimental setup
The CPU and GPU versions of the algorithm were compared using a Sun Ultra 40 M2 Workstation with an
AMD Opteron 2.6 GHz dual-core (1207 Rev F Model 2218). The CPU had 2 GB of memory at its disposal.
On the same workstation, a Tesla C870 was connected via a PCIe x16 port.
In all the experiments, the matrix size was varied from 64×64 up to 10,000×10,000, and all matrices
were 100% dense and generated using uniform random numbers from a Mersenne-Twister random number
generator. Large matrices generated in this fashion will typically be very ill-conditioned.
As this algorithm is O(mn), the transfer time of the matrix from the CPU to the GPU and back to the
CPU represents a significant portion of the execution time. However, it makes no sense to scale a matrix
without attempting to solve a related system. Hence, if the solver exists on the GPU, the memory transfer
time should be discounted because the matrix should exist on the GPU for the solver kernel. For the largest
matrix tested (10,000×10,000), the memory transfer before and after the binormalization performed on the
GPU accounts for as much as 77.6% of the processing time, when the algorithm is allowed to proceed for
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eight iterations. When the algorithm is allowed to proceed for two or four iterations, this memory transfer
accounts for as much as 83.1% and 86.8% respectively. The results displayed in this section include this
overhead, except for the GFLOP/s and memory bandwidth of the kernel (Figures 8.5 and 8.6).
Performance
CPU vs. GPU performance
For the experiments presented in this subsection, the algorithm was permitted to proceed for two, four, or
eight iterations independent of whether or not the convergence criteria was met. This was done to give the
reader an idea of the cost of the binormalization algorithm on the GPU. The memory transfer of the random
matrix A to the GPU, and the scaled matrix A˜ and scaling factors ( f and g) from the GPU were included in
the cost of the GPU implementation.
The results for square asymmetric matrices are shown in Figures 8.2, 8.3, and 8.4, where the shaded
regions indicate the communication overhead between the GPU and CPU in the GPU implementation, the
dashed lines represent the total time consumed by the GPU implementation (including all communications),
and the solid lines represent the total time consumed by the CPU implementation.
Kernel performance
The performance of the binormalization algorithm was measured in terms of GFLOP/s. Reduction al-
gorithms are bound by the memory bandwidth on the GPU. Therefore, the performance as measured by
GFLOP/s is limited. When few iterations are required, the reduction algorithm used to compute std1 and
std2 in the initialization phase limits the peak performance (as measured by GFLOP/s) of this algorithm.
When many iterations are required, the cost of the single resident reduction operation at each iteration is
dwarfed by the more computationally intensive operations contained in the iteration phase of the algorithm.
Therefore, one would expect the behavior shown in the bar graph of Figure 8.5, where the performance as
measured by GFLOP/s increases with the number of scaling iterations.
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Figure 8.2: CPU and GPU Execution Time for 2 Itera-
tions
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Figure 8.3: CPU and GPU Execution Time for 4 Itera-
tions
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Figure 8.4: CPU and GPU Execution Time for 8 Iterations
Kernel bandwidth
Bandwidth usage has been estimated for the entire binormalization algorithm on the GPU. Included in the
binormalization kernel are various reduction operations that include memory transfer operations back to the
CPU for final reduction. These transfers are included in the computational time for the binormalization
kernel on the GPU. This effectively diminishes our bandwidth for the binormalization kernel.
While some might argue that it is appropriate to exclude the GPU to CPU transfer time from bandwidth
calculations for the kernel and that only internal memory operations should be considered, this obscures the
true cost of the memory operations required in the binormalization kernel. Therefore, all memory operations
necessary for the successful completion of the binormalization algorithm are included in Figure 8.6, with
the exception of the initial transfer of A to the GPU and the subsequent transfer of the scaling factors f and
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g, and the scaled matrix A˜ to the CPU.
The peak internal memory bandwidth for the Tesla C870 is 76.8 GB/s. Even though the theoretical peak
performance is not met, the memory bandwidth is fairly high considering the overhead of GPU to CPU
memory transfers necessary within the algorithm. While memory bandwidth should not be a limiting factor
in a properly designed GPU implementation of this algorithm, the figure is provided here for completeness.
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Figure 8.5: Performance of Binormalization on the GPU
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Figure 8.6: Bandwidth of Binormalization on the GPU
8.1.4 Concluding remarks
The GPU implementation developed in this paper for the composite Jacobi binormalization algorithm was
found to be as much as six times faster than a corresponding CPU implementation. The GPU implementation
achieves a high rate of parallelism, and clearly scales better in terms of the size of the matrix A.
The complexity constant for the binormalization algorithm presented in [142] is much higher than “triv-
ial” diagonal scaling algorithms. However, standard scaling algorithms are not as easy to implement in the
SIMD parallel model of the GPU. Therefore, the GPU implementation of binormalization has made the
algorithm more competitive versus its peers by reducing the complexity constant.
In recent versions of CUDA, it is now possible to interleave communication and computation to mitigate
the expense of the communication. For instance, one could design the specialized kernels that initialize x and
β , and y and γ by overlapping communication and computation in the initialization phase of the algorithm.
This would certainly reduce the significant communication overhead, but the overhead would still dominate
the algorithm.
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8.2 GPU computing with Kaczmarz’s and other iterative algorithms
for linear systems
The graphics processing unit (GPU) is used to solve large linear systems derived from partial differential
equations. The differential equations studied are strongly convection-dominated, of various sizes, and com-
mon to many fields, including computational fluid dynamics, heat transfer, and structural mechanics. The
paper presents comparisons between GPU and CPU implementations of several well-known iterative meth-
ods, including Kaczmarz’s, Cimmino’s, component averaging, conjugate gradient normal residual (CGNR),
symmetric successive overrelaxation-preconditioned conjugate gradient, and conjugate-gradient-accelerated
component-averaged row projections (CARP-CG). Computations are preformed with dense as well as gen-
eral banded systems. The results demonstrate that our GPU implementation outperforms CPU implemen-
tations of these algorithms, as well as previously studied parallel implementations on Linux clusters and
shared memory systems. While the CGNR method had begun to fall out of favor for solving such problems,
for the problems studied in this paper, the CGNR method implemented on the GPU performed better than
the other methods, including a cluster implementation of the CARP-CG method.
Natural and engineered systems are often modeled by sets of partial differential equations that have no
closed-form solution. Discretization of these equations leads to large sparse systems of linear equations.
A considerable amount of algorithmic and computational work has been performed to develop iterative
algorithms for solving these systems as efficiently as possible [178].
The current paper investigates the performance of several iterative solvers on a graphics processing
unit (GPU). The algorithms we are interested in include Kaczmarz’s sequential algorithm, as well as sev-
eral block-parallel algorithms: Cimmino’s method, component averaging (CAV), conjugate gradient normal
residual (CGNR), symmetric successive overrelaxation (SSOR)-preconditioned conjugate gradient (CGMN),
component-averaged row projections (CARP), and conjugate-gradient-accelerated CARP (CARP-CG).
Given the challenging nature of large-scale systems, parallel computing has been utilized in the devel-
opment of efficient solution algorithms. In the context of GPUs, recent hardware developments, such as the
NVIDIA Tesla C870, offer a massively multithreaded processor architecture that is ideal for high perfor-
mance computing applications. These innovative designs have led many researchers to implement various
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linear algebra routines on the GPU. A Jacobi iterative solver was implemented on the GPU by Go¨ddeke et
al. [98]. Conjugate gradient and multigrid sparse matrix solvers were implemented on the GPU by Bolz et
al. [24]. Kru¨ger and Westermann [136] implemented direct solvers for sparse matrices, and studied their
performance using multi-dimensional finite difference equations arising from the 2-D wave equation and
the incompressible Navier-Stokes equations. An algorithm to solve dense linear systems using GPUs was
implemented on an NVIDIA GeForce 7800 GPU by Galoppo et al. [87]. These are some of several studies
recently reported using GPUs to accelerate the solution of various linear algebra problems.
There are many studies reporting the parallel solution of linear systems on hardware other than GPUs.
Here, we mention those most closely related to the algorithms studied in this paper. Bramley and Sameh [27]
implemented a block-sequential Kaczmarz algorithm with CG acceleration under five different partitioning
schemes on structured grids. The disadvantage of the block-sequential approach is that it requires the iden-
tification of independent sets of equations which is difficult for unstructured grids. In [28], the same authors
extended the work in [27] to include a CG acceleration of a block-Cimmino algorithm and a new projection
method called V-RP. Their block-parallel CG-accelerated methods were shown to be robust in practice, but
there was no clear “best” partitioning scheme. Arioli et al. [12] studied parallel CG acceleration of block-
Cimmino for different block partitionings. The authors restricted their study to block-tridiagonal systems.
Gordon and Gordon [104] introduced the CARP algorithm that divides the linear equations into blocks and
operates in a block-parallel manner. Kaczmarz row projections are performed within each block in parallel
and the results are then merged using component-averaging operations. CARP was shown to be very robust
and suitable for unstructured grids.
The main purpose of the paper is to evaluate the performance on the GPU of several parallel algorithms
with respect to solving large linear systems arising from the discretization of elliptic convection-diffusion
partial differential equations. In particular, we are interested in identifying the best possible algorithm for this
architecture, as well as in comparing the GPU against the CPU and earlier cluster implementations of these
algorithms. For this purpose, we will investigate the performance of these algorithms on a set of problems
addressed in many earlier works. This set of problems includes six partial differential equations proposed
in [28], along with three additional partial differential equations that were investigated in [105, 106]. All
nine of these partial differential equations are strongly convection-dominated.
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The remainder of the paper is organized as follows. Section 8.2.1 provides mathematical preliminaries
and an introduction to GPU computing and architectures, including the NVIDIA Tesla C870, which is uti-
lized for computations in this paper. The algorithms considered here are described in Section 8.2.2, while the
philosophy and drivers behind our GPU implementation of these algorithms are detailed in Section 8.2.3.
In Section 8.2.4, we present extensive computational results, followed by conclusions from this work in
Section 8.2.5.
8.2.1 Preliminaries
Mathematical background and notation
The problem of finding a point in the intersection of two or more convex sets is referred to as the convex
feasibility problem. Let C1,C2, . . . ,Cn be closed convex subsets of a Hilbert space X with a nonempty
intersection
C =C1∩C2∩ . . .∩Cn ∕= /0.
The convex feasibility problem involves finding some x in C. In image reconstruction, the convex sets
Ci are hyperplanes. The iterative algorithms presented in Section 8.2.2 use orthogonal projections on the
hyperplanes Ci to solve these problems. A matrix P ∈ ℝn×n is an orthogonal projection onto S ⊆ ℝn if
R(P) = S, P2−P = 0, and PT = P, where R(P) is the range of P.
Define a linear system as Ax = b, where A ∈ ℝm×n, x ∈ ℝn, and b ∈ ℝm. A consistent linear system is
one where b ∈ R(A). An inconsistent linear system is such that b /∈ R(A). Simply put, the equations of a
linear system are consistent if they possess a common (but not necessarily unique) solution, and inconsistent
otherwise.
A linear system with a low condition number is said to be well-conditioned, while a linear system with a
relatively high condition number is said to be ill-conditioned. For a linear system with an invertible matrix,
the condition number is given by
κ(A) =
∥∥A−1∥∥∥∥A∥∥,
where ∥A∥ denotes the norm of A. Any norm, ∥⋅∥, without a subscript denotes the Euclidean norm. For
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rectangular matrices with full column rank, i.e., A ∈ ℝm×n and rank(A) = n, the condition number is given
by
κ(A) =
σmax(A)
σmin(A)
,
where σmax(A) denotes the maximum singular value of A and σmin(A) denotes the minimum singular value
of A.
Two nonzero vectors u and v are conjugate with respect to A if
uT Av = ⟨u,v⟩A = 0.
Likewise, it is necessary to define the notation
∥x∥2S = xT Sx.
When discussing an iterative algorithm, the kth iterate of any vector will always be denoted by a super-
script in parenthesis, e.g. x(k). On the other hand, the position in the vector will be denoted with a subscript.
For example, x(k)j would denote the jth element of the kth iteration of x. For an m×n matrix A, ai j denotes
the element of A in the ith row and jth column. Furthermore, ai is used to denote the ith row vector of A,
unless otherwise noted. The standard basis vectors are written ei.
The graphics processing unit
This subsection briefly describes the architecture of a GPU from the perspective of a programmer using
the compute unified device architecture (CUDA) [156]. CUDA is a hardware and software architecture that
issues and manages data-parallel computations on a GPU. The GPU is a single-instruction multiple-data
(SIMD) parallel device. The GPU should be viewed as a compute device or coprocessor, while the CPU
should be viewed as the host. Since the GPU is a SIMD architecture with a host device, the GPU is utilized
for data-parallel and computationally intensive portions of the algorithm or application.
The computationally intensive portions of the algorithm are executed in parallel using thousands of
threads. Each thread executes the same set of instructions independently on different data. The GPU in-
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structions are referred to as a kernel, which is downloaded to the device. A block is a group of threads that
share data through shared memory and synchronize their execution to coordinate their memory accesses.
These synchronization points are specified within the kernel and act as a barrier where all threads in the
block are suspended until they reach this barrier. A grid is an organization of thread blocks. Within each
grid, there exist a programmer-defined number of blocks.
The memory model for the GPU is provided at the grid level. Read-write access to global memory and
read-only access to constant and texture memory is afforded to the entire grid. The host has read-write access
with global, constant, and texture memory. Each thread has read-write access to its own set of registers and
local memory, while each block has read-write access to designated shared memory.
The multiprocessors on an NVIDIA Tesla C870 are organized in a streaming processor array. Each
element of this array is referred to as a texture processor cluster. In the case of the NVIDIA Tesla C870, there
are eight texture processor clusters. A texture processor cluster consists of texture memory and two streaming
multiprocessors. Each streaming multiprocessor contains instruction and data cache, instruction fetch and
dispatch unit, shared memory, eight streaming processors, and two special function units. The special
function units allow for fast single-precision mathematical computations, such as sine, cosine, logarithm,
and exponential.
The interested reader can find additional discussions on the Tesla architecture in [140]. More detailed
information on GPU computing can be found in two recent special issues of IEEE Proceedings [139] and
the Journal of Parallel and Distributed Computing [107].
8.2.2 Iterative methods
This subsection describes the iterative methods utilized in this paper. Interest is placed on solving linear
systems of the form Ax = b, where A is an m×n matrix, x is an n-vector, and b is an m-vector.
Kaczmarz’s algorithm
Kaczmarz introduced this algorithm in [128]. Kaczmarz’s approach is a projection method that is also
referred to as ART (algebraic reconstruction technique) and is used for solving linear systems from image
reconstruction problems.
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Kaczmarz’s algorithm is sequential. The algorithm sweeps through rows of A in a cyclic manner. At
each iteration, the previous iterate is projected orthogonally onto the solution hyperplane ⟨ai,x⟩ = bi. This
orthogonal projection leads to the normalized step at iteration k
s(k) = λi
bi−
〈
ai,x(k)
〉
∥ai∥2
ai, (8.7)
where λi is a cyclic relaxation parameter that extends the projections either in front of the hyperplane (λi < 1),
exactly on the hyperplane (λi = 1), or beyond the hyperplane (λi > 1), and we assume henceforth that
0 < λ < 2. In this case, i is equal to k modulus m+ 1, with k ≥ 0. A randomized version of the algorithm
has also been proposed in [186], where the row i is chosen at random rather than sequentially. In either case,
each set of m iterations is referred to as a sweep. The iterate progresses as follows
x(k+1) = x(k)+ s(k)
where the step s(k) is defined by (8.7).
Algorithm 18 is a presentation of Kaczmarz’s method.
for k← 0 until convergence or maximum number of iterations met do1
i← k mod m+12
s(k)← λi bi−⟨ai,x
(k)⟩
∥ai∥2
ai3
x(k)← x(k)+ s(k)4
end5
Algorithm 18: Kaczmarz’s algorithm
Cimmino’s algorithm
Cimmino introduced his algorithm in [36]. This method is highly parallel and guaranteed to converge in the
inconsistent case. In practice, the method is slow, requiring many iterations to reduce the residual error and
approach the solution. The algorithm converges to the weighted least-squares solution, which minimizes the
weighted sum of the squares of the distances to the sets C1, . . . ,Cn discussed in Subsection 8.2.1. This result
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is due to Combettes [37].
The method of Cimmino involves a simultaneous orthogonal projection onto the set of solution hyper-
planes ⟨ai,x⟩= bi, i = 1, . . . ,m. The orthogonal projections lead to a normalized step at iteration k
s(k)j =
λk
m
m
∑
i=1
bi−
〈
ai,x(k)
〉
∥ai∥2
ai j, j = 1, . . . ,n, (8.8)
where s(k)j is the jth element of the kth normalized Cimmino step. The observant reader should recognize
that each s(k)j can be computed in parallel for all j = 1, . . . ,n. The iterate progresses as before:
x(k+1) = x(k)+ s(k).
This algorithm can also be expressed in matrix form as:
x(k+1) = x(k)+λkAT D
(
b−Ax(k)
)
,
where
D =
1
m
diag
(
1
∥a1∥2
,
1
∥a2∥2
, . . . ,
1
∥am∥2
)
. (8.9)
Algorithm 19 is a presentation of Cimmino’s algorithm.
D← 1m diag
(
1
∥a1∥2
, 1∥a2∥2
, . . . , 1∥am∥2
)
1
for k← 0 until convergence or maximum number of iterations met do2
x(k+1)← x(k)+λkAT D
(
b−Ax(k)
)
3
end4
Algorithm 19: Cimmino’s algorithm
Component-averaging
Component-averaging (CAV) was introduced by Censor et al. [31]. CAV projects the current iterate onto
all the system’s hyperplanes in parallel, just like Cimmino’s algorithm. CAV retains the desired conver-
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gence properties of Cimmino’s method, in the sense that it converges in the inconsistent case. Furthermore,
CAV exhibits significantly faster numerical convergence for large sparse systems in practice. The exhibited
acceleration is noticeable on a single processor as well as parallel architectures.
The scalar weighting of Cimmino’s method is replaced by diagonal sparsity weighting. That is, the
weights are inversely proportional to the number of nonzeros in each column. CAV’s orthogonal projections
lead to a normalized step at iteration k
s(k)j =
λk
m
m
∑
i=1
bi−
〈
ai,x(k)
〉
n
∑
p=1
spa2ip
ai j, j = 1, . . . ,n, (8.10)
where sp is the number of nonzeros in column p, for p= 1, . . . ,n. As with the previously introduced iterative
methods, the iterate progresses using the formula
x(k+1) = x(k)+ s(k).
As in Cimino’s algorithm, CAV can be expressed in matrix form
x(k+1) = x(k)+λkAT DS
(
b−Ax(k)
)
,
where
DS = diag
(
1
∥a1∥2S
,
1
∥a2∥2S
, . . . ,
1
∥am∥2S
)
. (8.11)
The reader will notice only a subtle difference between CAV and Cimmino’s method, namely (8.9) ver-
sus (8.11), that is, the difference between the sparsity-oriented versus scalar weighting schemes which are
captured by equations (8.9) and (8.11).
Lastly, CAV is proven to converge to a minimizer of a certain proximity function regardless of x0 and
independent of the consistency of the underlying linear system. For more details on these convergence
results, the reader is referred to [31].
Algorithm 20 is a presentation of CAV.
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Let s j denote the number of nonzeros in column j1
S← diag(s1,s2, . . . ,sn)2
DS← diag
(
1
∥a1∥2S
, 1∥a2∥2S
, . . . , 1∥am∥2S
)
3
for k← 0 until convergence or maximum number of iterations met do4
x(k+1)← x(k)+λkAT DS
(
b−Ax(k)
)
5
end6
Algorithm 20: Component-averaging (CAV)
Conjugate gradient normal residual (CGNR)
The CGNR algorithm was introduced by Hestens and Stiefel in [123]. In order to solve the linear system
Ax = b when A is nonsymmetric, CGNR attempts to solve the equivalent system
AT Ax = AT b. (8.12)
By construction, this system is symmetric positive semidefinite. CGNR works by applying the conjugate
gradient method to the normal equations (8.12). Conjugate gradient can be applied to (8.12) because AT A is
symmetric positive semidefinite.
The algorithm does not store AT A explicitly in memory. This fact makes CGNR a natural choice for
sparse matrices, since operations such as matrix-vector multiplication are usually very efficient. In addition,
the implicit use of AT A leads to relatively large diagonal elements. This contributes to the algorithm’s
relative robustness.
The downside of using CGNR is the fact that κ(AT A) = κ(A)2. The relatively large condition number
of (8.12) leads to a slow rate of convergence, depending, of course, on the condition number of the original
system. This important fact makes a preconditioner all the more important for this algorithm.
Algorithm 21 is a presentation of the CGNR algorithm.
Symmetric successive overrelaxation (SSOR)-preconditioned conjugate gradient (CGMN)
CGMN is a conjugate gradient acceleration of the SSOR algorithm. CGMN was introduced by Bjo¨rck and
Elfving in [23], where it was referred to as an SSOR preconditioning of CG. It will become clear that CGMN
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r(0)← b−Ax(0)1
z(0)← AT r(0)2
p(0)← z(0)3
for i← 0 until convergence or maximum number of iterations met do4
w(i)← Ap(i)5
α(i)←
∥∥∥z(i)∥∥∥2 /∥∥∥w(i)∥∥∥26
x(i+1)← x(i)+α(i)p(i)7
r(i+1)← r(i)−α(i)w(i)8
z(i+1)← AT r(i+1)9
β (i)←
∥∥∥z(i+1)∥∥∥2 /∥∥∥z(i)∥∥∥210
p(i+1)← z(i+1)+β (i)p(i)11
end12
Algorithm 21: Conjugate gradient normal residual (CGNR)
can also be considered a CG acceleration of Kaczmarz’s algorithm. Similar to CGNR, it is advantageous to
utilize CGMN when A is sparse. CGMN is a CG acceleration of the SSOR algorithm applied to the system
x = AT y,AAT y = b. (8.13)
Therefore, a relatively large condition number can negatively impact the rate of convergence since κ(AT A) =
κ(A)2.
Define a Kaczmarz sweep as before
x(i+1) = x(i)+λi
bi−aTi x(i)
∥ai∥2
ai, i = 1, . . . ,m. (8.14)
Applying Gauss-Seidel’s method to (8.13), it is evident that the ith minor step, y(i), is updated by
s(i)y = ei
(
bi−aTi AT y(i)
)
/aTi ai.
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By x = AT y,
x(i+1) = x(i)+AT s(i)y
= x(i)+AT ei
(
bi−aTi AT y(i)
)
aTi ai
= x(i)+
ai
(
bi−aTi x(i)
)
∥ai∥2
.
Therefore, Gauss-Seidel’s method is equivalent to Kaczmarz’s method for (8.13).
Since CGMN involves an SSOR relaxation parameter, (8.14) becomes
x(i+1) = x(i)+λ
bi−aTi x(i)
∥ai∥2
ai, i = 1, . . . ,m, (8.15)
where λ is the relaxation parameter. If the relaxation parameter is 0< λ < 2, then the algorithm is consistent
with Kaczmarz’s method. SSOR implies a forward and backward sweep of Kaczmarz. Therefore, (8.15)
becomes
x(i+1) = x(i)+λ
b j−aTj x(i)∥∥a j∥∥2 a j, i = 1, . . . ,2m; j = min(i,2m+1− i) .
It is now evident that the forward sweep is followed by the backward sweep. Furthermore, the double sweep
can be transformed into
x(k+1) = QSSORx(k)+RSSORb,
where
QSSOR = Q1Q2 . . .QmQm . . .Q2Q1,
and
Qi = I−λaiaTi /∥ai∥2 .
QSSOR is symmetric, since Qi is symmetric for all i.
246
Conjugate gradient is then applied to the system
(I−QSSOR)x = RSSORb.
Define
c = RSSORb and B = (I−QSSOR) .
Then, the conjugate gradient method is applied to solve the symmetric positive semidefinite system Bx = c,
where B is symmetric and positive semidefinite and c is in the range of B. For an arbitrary x(0), define
p(0) = r(0) = c−Bx(0),
q(k) = Bp(k),
α(k) =
∥∥∥r(k)∥∥∥2 /(p(k))T q(k),
x(k+1) = x(k)+α(k)p(k),
r(k+1) = r(k)−α(k)q(k),
β (k) =
∥∥∥r(k+1)∥∥∥2 /∥∥∥r(k)∥∥∥2
p(k+1) = r(k+1)+β (k)p(k).
The algorithm proceeds by computing x(k+1), r(k+1), and p(k+1) for each k = 0,1,2, . . ., where q(k) = p(k)−
QSSOR p(k). To compute p(0), it is necessary to perform a full forward and backward Kaczmarz sweep as
defined by (8.14) on the system Bx = c. To compute q(k), let x(1) = p(k) and again use the forward and
backward Kaczmarz sweep with b = 0, which leads us to q(k) = p(k)−QSSOR p(k). Notice that there is no
RSSOR term since b = 0.
Algorithm 22 is a presentation of CGMN.
Conjugate-gradient-accelerated component-averaged row projections
Component-averaged row projections (CARP), which was introduced by Gordon and Gordon [105], divides
the set of m equations into blocks. Each processor performs Kaczmarz iterations in parallel. The results of
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t← x(0)1
for i← 1 to 2m do2
j←min(i,2m+1− i)3
t← t+λ b j−a
T
j t
∥a j∥2 a j4
end5
p(0)← t− x(0)6
r(0)← p(0)7
for k← 0 until convergence or maximum number of iterations met do8
t← p(k)9
for i← 1 to 2m do10
j←min(i,2m+1− i)11
t← t+λ a
T
j t
∥a j∥2 a j12
end13
q(k)← p(k)− t14
α(k)←
∥∥∥r(k)∥∥∥2 /〈p(k),q(k)〉15
x(k+1)← x(k)+α(k)p(k)16
r(k+1)← r(k)−α(k)q(k)17
β (k)←
∥∥∥r(k+1)∥∥∥2 /∥∥∥r(k)∥∥∥218
p(k+1)← r(k+1)+β (k)p(k)19
end20
Algorithm 22: Symmetric successive overrelaxation (SSOR)-preconditioned conjugate gradient
(CGMN)
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these Kaczmarz iterations are then merged together by averaging to form the next iterate.
In [105], the authors proved that CARP is equivalent to Kaczmarz’s algorithm with cyclic relaxation
parameters in some superspace ℝs, where s = ∑nj=1 s j and s j denotes the number of nonzeros in column j.
There is a mapping that exists between ℝs and ℝn, such that every x ∈ ℝn maps to some y ∈ ℝs. That is,
every component x j of x maps to s j components of y.
The fact that CARP is equivalent to Kaczmarz’s algorithm in some superspace ℝs allows for the con-
struction of a CG-accelerated CARP. The CG acceleration is performed in much the same manner as the
CG acceleration of SSOR, which created CGMN. A forward followed by a backward sweep of CARP is
performed, rather than the forward and backward sweep of Kaczmarz. Due to the superspace equivalency,
it is shown in [105] that the CG acceleration of CARP always converges, even when the linear system is
inconsistent and/or rectangular. The details are available in [105].
Algorithm 23 is a presentation of CARP-CG.
8.2.3 GPU implementation
Preliminary tests
The parallelization of linear algebra algorithms has been under investigation for the last few decades, and
led to the proposal of a number of implementations that utilize parallel computers. Depending on the spe-
cific parallel architecture, there are appropriate algorithms that match the characteristics of the underlying
hardware such as memory organization and size, node communication bandwidth, and processing model
(MIMD, SIMD). In many cases, a specific algorithm does not lend itself to a particular architecture, and it
is required to develop a parallel version of the algorithm to achieve the desired speedup.
With this in mind, Gordon and Gordon [104] proposed the CARP algorithm, a block-parallel version of
the Kaczmarz algorithm implemented on a 16-node Linux cluster. In addition to exhibiting increased robust-
ness for the problems studied in [104], CARP also exhibited a better or comparable solution time relative
to other well-established algorithms that had been proposed for the same kind of problems. In implemen-
tations with a single general-purpose processor, CARP and CARP-CG, being block-parallel algorithms, are
not suitable; thus Gordon and Gordon in [106] show that the CGMN algorithm gives the best robustness and
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t← x(0)1
Perform the following Kaczmarz double sweep using CARP2
for i← 1 to 2m do3
j←min(i,2m+1− i)4
t← t+λ b j−a
T
j t
∥a j∥2 a j5
end6
p(0)← t− x(0)7
r(0)← p(0)8
for k← 0 until convergence or maximum number of iterations met do9
t← p(k)10
Perform the following Kaczmarz double sweep using CARP11
for i← 1 to 2m do12
j←min(i,2m+1− i)13
t← t+λ a
T
j t
∥a j∥2 a j14
end15
q(k)← p(k)− t16
α(k)←
∥∥∥r(k)∥∥∥2 /〈p(k),q(k)〉17
x(k+1)← x(k)+α(k)p(k)18
r(k+1)← r(k)−α(k)q(k)19
β (k)←
∥∥∥r(k+1)∥∥∥2 /∥∥∥r(k)∥∥∥220
p(k+1)← r(k+1)+β (k)p(k)21
end22
Algorithm 23: Conjugate gradient accelerated component-averaged row projections (CARP-CG)
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GPU time (sec) CPU time (sec)
Problem size (n) Memory initialization Per iteration Per iteration
1000 0.003 0.034 0.014
2500 0.016 0.036 0.020
5000 0.061 0.039 0.034
7500 0.137 0.044 0.050
10000 0.245 0.043 0.064
15000 0.547 0.055 0.102
Table 8.1: Run times of Kaczmarz’s algorithm for dense n×n systems
performance, with CGNR offering the same robustness but lower performance on the same set of problems
as in [105]. Note that CARP-CG reduces to CGMN, when the number of blocks is equal to one.
In the preliminary search of the most appropriate iterative algorithms to implement on the GPU, it be-
came clear to us that Kaczmarz’s algorithm may not be the best possible algorithm for the GPU architecture.
We first investigated Kaczmarz’s algorithm in the form presented in [128]. It is important to keep in mind
that while a thread is very cheap to originate on a GPU, allowing for performance gains in operations as sim-
ple as level-one BLAS routines, the problem must be large enough to mitigate the overhead of launching the
thread, transferring the data to and from the GPU, and any interruptions necessary to check for convergence
on the CPU. It was quickly discovered that, due to this fact and because the only available operations of this
algorithm that can be parallelized are the dot product and vector addition in (8.7), this algorithm could only
exhibit superior performance on the GPU when studying very large, dense linear systems. For details on how
one can use a GPU to implement reduction-based parallel operations and other BLAS routines, the reader is
referred to [156]. The performance of the implementation is shown in Table 8.1. In this table, the problems
studied are one hundred percent dense n× n systems, where the elements of A and b are drawn randomly
from a normal distribution with a mean of zero and standard deviation of one. The reader can clearly see
that the memory initialization and memory copy necessary to load the data on the GPU can be costly for
dense systems depending on the total number of iterations required. However, this cost is amortized by the
superior cost per iteration as the problem size grows and/or the number of required iterations increases.
In the case of Cimmino’s algorithm, we quickly discovered two facts. First, this algorithm exhibited very
poor solution times due to the number of necessary iterations for the particular PDEs studied in this paper.
Additionally, the algorithm was very costly at each iteration, regardless of whether it was implemented on
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GPU time (sec) CPU time (sec)
Problem size (n) Memory initialization Per iteration Per iteration
1000 0.004 0.624 3.121
2500 0.018 5.547 18.702
5000 0.063 15.496 90.354
10000 0.265 28.634 349.058
Table 8.2: Run times of Cimmino’s algorithm for dense n×n systems
the GPU or the CPU. We implemented Cimmino’s algorithm for dense linear systems in order to get a better
idea of the best-case speedup that could be expected by placing this algorithm on the GPU. The results
are presented in Table 8.2. Cimmino can be parallelized on the GPU by implementing slightly specialized
level-two BLAS routines. For more details on how one might implement level-two BLAS routines for dense
matrices, the reader is referred to [156]. Ultimately, the low potential for improvement in the cost per
iteration and the number of required iterations led us to reject this method for the particular PDE problems
studied.
In addition, CAV was studied. Due to the fact that CAV is equivalent to Cimmino’s algorithm when
applied to dense problems, CAV was preliminarily tested on the GPU using banded linear systems (also
generated randomly). We found that the method had potential and mapped well to the GPU. However,
as was the case with Cimmino’s algorithm, it appeared that CAV requires too many iterations. Based on
the results demonstrated in [31], albeit on different problems, and the potential for speedup on the GPU
(see Table 8.3 and Table 8.4), we decided it was appropriate to at least try this method on the PDEs in
Subsection 8.2.4. In Table 8.3, the number of diagonals above and below the main diagonal were held
constant at twenty-five, while the size of the matrix itself was varied. In Table 8.4, the size of the matrix was
fixed at 25,000×25,000, while the number of nonzero diagonals above and below the main diagonal varied
from one to sixty-four. The relatively poor convergence witnessed here is due to the small variance in the
nonzero elements of the PDEs studied. This relatively small variance causes CAV to perform no better than
Cimmino.
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GPU time (sec) CPU time (sec)
Problem size (n) Memory initialization Per iteration Per iteration
1000 0.001 0.113 0.289
2500 0.001 0.188 0.657
5000 0.003 0.345 1.531
10000 0.005 0.720 3.145
15000 0.007 0.933 4.396
20000 0.008 1.060 5.021
25000 0.009 1.382 6.268
30000 0.011 1.614 7.515
Table 8.3: Run times of CAV for n×n banded systems
GPU time (sec) CPU time (sec)
Band size Memory initialization Per iteration Per iteration
1 0.002 0.151 1.955
2 0.006 0.199 1.950
4 0.006 0.296 1.815
8 0.008 0.492 2.718
16 0.009 1.249 4.417
32 0.011 1.844 7.729
64 0.014 5.168 14.630
Table 8.4: Run times of CAV for banded 25,000×25,000 systems
GPU implementation
We have tailored the kernel to the seven bands at fixed offsets of the A matrix. The reads and writes can be
perfectly coalesced with the restriction that the number of the discretization points on the x direction is a
multiple of 16 to achieve coalesced global memory accessing. In other words, if we desire 40 discretization
points on the x axis, it is better to choose 48, which will give higher resolution and better performance than
the 40-point discretization.
For a desired tolerance of 10−7, the arithmetic results need to be at least double precision. There are
two ways to achieve this accuracy. The first is to exclusively use double-precision floating-point arithmetic
for all operations. The second is to use single-precision floating point with iterative refinement in order to
achieve the required double-precision termination criterion.
Using exclusively double precision for all operations can be necessary depending on the size of the
problem, the algorithm that is used, and the termination criterion. The drawback of using double-precision
floating point is the lower speed of the floating-point unit relative to single-precision, and the requirement
to load and store 64-bit data, compared to the 32-bit data of single-precision floating point. When it is
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necessary or desired to use single-precision arithmetic, iterative refinement reduces the roundoff errors in
the computed solution of a system of linear equations. The basic steps of solving Ax = b with iterative
refinement are given in Algorithm 24.
for i← 0 to (Maximum-CPU-Iterations−1) do1
Compute d = b−Ax in double precision on the CPU2
Transfer d to the GPU in single precision3
Solve Ac = d approximately on the GPU4 ∥∥∥c(0)∥∥∥= Maximum Representable Number5
for k← 1 to (Maximum-GPU-Iterations−1) do6
Carry out one iteration of CGNR, CGMN, CARP-CG, or CAV on the GPU7
If
∥∥∥c(k)∥∥∥/∥∥∥c(k−1)∥∥∥> 1.0 terminate loop8
end9
Transfer c to the CPU10
Update x = x+ c in double precision on the CPU11
If res(i)/res(0) < TOL, terminate; else, iterate12
end13
Algorithm 24: CPU-GPU iterative refinement
Since the Tesla C870 GPU is only capable of single precision, the double-precision refinement is done on
the CPU, which involves the transfer of the data from the GPU to the CPU and vice versa in each refinement
iteration. This extra data transfer is unavoidable with the Tesla C870. Newer GPU models, such as the Tesla
C1060 have double- and single-precision capabilities, which would eliminate these data transfers. In our
current implementation, the single-precision step of the algorithm is carried out on the GPU and involves
the solution of Ac = d with one of the iterative methods CGNR, CGMN, CARP-CG, or CAV. At the end
of each internal iteration, we test whether the solution of Ac = d has been improved or not by checking
whether
∥∥∥c(k)∥∥∥/∥∥∥c(k−1)∥∥∥ > 1.0. In case this condition is not met, the Ac = d loop is terminated and the
iterative-refinement step updates the solution of x = x+ c in double precision.
Even though a double-precision GPU could carry out all the operations in double precision, thereby
avoiding the refinement steps, it is not guaranteed that the overall performance would be better than us-
ing iterative refinement [97]. Although the exclusive use of double precision requires fewer iterations to
achieve convergence, this performance benefit is assuaged by the increased memory bandwidth and the re-
duced performance of double-precision arithmetic. For example, it is notable that the peak single-precision
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performance of the Tesla C1060 is 933 GFLOPS, while its peak double-precision performance is only 78
GFLOPS.
8.2.4 Computational results
The test problems used here are the same used in [104, 105, 106], and are given below:
1. ∆u+1000 = F
2. ∆u+1000exyz(ux+uy−uz) = F
3. ∆u+100xux− yuy+ zuz+100(x+ y+ z)u/xyz = F
4. ∆u−105x2(ux+uy+uz) = F
5. ∆u−1000(1+ x2)ux+100(uy+uz) = F
6. ∆u−1000[(1−2x)ux+(1−2y)uy+(1−2z)uz] = F
7. ∆u−1000x2ux+1000u = F
8. ∆u−∂ (10exyu)/∂x−∂ (10e−xyu)/∂y = F
9. ∆u−∂ (1000exyu)/∂x−∂ (1000e−xyu)∂y = F
Here, we use the notation ∆= uxx+uyy+uzz. Problems 1–7 have the following analytical solution:
Problem 1: u(x,y,z) = xyz(1− x)(1− y)(1− z)
Problem 2: u(x,y,z) = x+ y+ z
Problem 3–7: u(x,y,z) = exyz sin(pix)sin(piy)sin(piz).
The expression for the right-hand side function F in problems 1–7 is computed analytically, using the pre-
assigned solution. For problems 8 and 9, the right-hand-side function F is irrelevant, because the equation
system was set up by first computing the system matrix A, and then computing b = Av, where v was chosen
as v= (1,1, . . . ,1)T (similar to the approach taken in [178, Problem F3D]). All the test problems were solved
on the unit cube domain [0,1]× [0,1]× [0,1], with the Dirichlet boundary condition u = 0. The problems
255
were discretized using a uniform mesh with the same number of mesh points in each direction, and the equa-
tions were obtained by using a seven-point centered difference scheme. Test runs were made for problems
of size 80×80×80 = 512,000 equations. Additional tests were also made on smaller grid sizes in order to
study how the various algorithms perform as the mesh is gradually refined.
Since the results in this section are compared to the results in [105, 106], an identical termination criterion
is chosen, which is based on the relative residual: res/res(0) = ∥b−Ax∥/
∥∥∥b−Ax(0)∥∥∥< 10−7, with x(0) = 0.
For problems 3 and 7, this criterion was unattainable. Instead, we used the same termination criteria used
in [105, 106], i.e., 10−4 and 5 ⋅10−4, respectively. Since this criterion depends on the scaling of the equations,
we first normalized the equations (for all the tested methods) by dividing each equation by the L2-norm of
its coefficients.
We investigate the GPU implementation of the most robust methods (CGNR, CGMN, CARP-CG) for
the nine PDE problems, and we compare their performance to a single CPU implementation of CGNR and
CGMN, and to the 16-node cluster implementation of CARP-CG [105]. The CARP-CG is a block-parallel
algorithm and is suitable only for parallel computers, thus its CPU implementation is not considered. More-
over, we show the results of the GPU implementation of the CAV algorithm for the sparse PDE problems
due to the fact that CAV achieves the highest GFLOPS performance.
Figures 8.7–8.15 present the convergence of each method for each problem with respect to time. It is
clear from these figures that, for all problems, the GPU implementation of CGNR achieves the best perfor-
mance relative to the other methods on both the CPU and the GPU. On the CPU, CGMN is consistently better
than CGNR, as expected [106]. Although CARP-CG performs the best on a 16-node Linux cluster [105],
the proposed implementation does not map well on the GPU architecture. The same can be observed for
CGMN, which lends itself to a single CPU architecture, but is not the best choice for a GPU implementation.
The relaxation parameters, λ , for CGMN are identical to the ones in [106].
In general, GPUs are suitable for algorithms, such as BLAS, that exhibit fine grain parallelism. There is
a trade-off between using small blocks to take advantage of the fine grain parallelism available on the GPU
and the number of iterations required, since one of the basic underlying assumptions in CARP-CG is that
the block boundary points are just a small fraction of the total number of points [105]. The proposed GPU
CARP-CG is a direct implementation of the algorithm of [105] with uniformly divided grids and scaling-
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Figure 8.7: Convergence results for Problem 1
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Figure 8.8: Convergence results for Problem 2
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Figure 8.9: Convergence results for Problem 3
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Figure 8.10: Convergence results for Problem 4
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Figure 8.11: Convergence results for Problem 5
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Figure 8.12: Convergence results for Problem 6
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Figure 8.13: Convergence results for Problem 7
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Figure 8.14: Convergence results for Problem 8
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Figure 8.15: Convergence results for Problem 9
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Algorithm GFLOPS
GPU-CGNR 11.82
GPU-CGMN 0.32
GPU-CARPCG 0.66
GPU-CAV 15.26
CPU-CGMN 0.2
CPU-CGNR 0.31
Table 8.5: Average GFLOPS performance over the nine problems. For GPU-CAV, the average is over the
six problems that it does not fail
factor values that give the smallest number of iterations. The Kaczmarz sweeps can be executed on the GPU
or on the CPU. Despite the additional burden of transferring the data to the CPU, executing the Kaczmarz
sweeps on the CPU is a better choice. For the same reason, CGMN does not map well on the GPU, as
the Kaczmarz sweeps slow down the performance of the algorithm. CAV is the algorithm that achieves the
highest GFLOPS performance on the GPU, as can be seen in Table 8.5. However, its extremely slow rate of
convergence makes CAV the slowest algorithm among the ones studied in this paper.
The algorithm that exhibits the best balance between parallelization and rate of convergence with iterative
refinement is CGNR. In Tables 8.6 and 8.7, we display the number of iterations and times to solution,
respectively, for each architecture (GPU, CPU, 16-node cluster) and algorithm. Although the GPU CGNR
requires more iterations to achieve the same level of precision relative to GPU CGMN and GPU CARP-CG,
we observe that GPU CGNR exhibits the best solution time due to its superior utilization of the fine-grain
parallelism available on the GPU architecture. The very large number of iterations required by GPU CAV
results in its poor performance and its failure to converge for Problems 2, 4, and 8.
The robustness of the algorithms of [105, 106] is preserved here despite the single-precision arithmetic,
largely due to iterative refinement, which guarantees convergence to a solution within the desired accuracy.
Moreover, the CGNR algorithm with single-precision iterative refinement is much more robust than CGMN
and CARP-CG, in terms of required iterations to convergence. In Table 8.8, we present the ratio of iterative-
refinement iterations for each algorithm over the double-precision iterations. It can be observed from this
table that CGNR is affected less by the use of single-precision floating-point arithmetic. This is demonstrated
further in Table 8.9, where it can be seen that the number of iterative-refinement iterations is always smaller
for CGNR in every problem except for Problem 5. Moreover, CGNR does not involve a relaxation parameter
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GPU CPU Cluster [105]
Problem CGNR CGMN CARP-CG CAV CGNR CGMN CARP-CG
1 389 85 157 97,559 318 74 97
2 1023 177 1169 − 991 169 176
3 514 54 184 11,699 513 54 282
4 1398 518 1077 − 1382 487 578
5 506 103 165 81,024 499 99 105
6 268 60 144 13,897 262 57 62
7 247 53 106 59,728 247 38 77
8 7404 1117 2341 − 6418 636 1121
9 848 118 628 131,051 827 142 142
−: Algorithm failed
Table 8.6: Number of iterations for Problems 1–9
GPU CPU Cluster [105]
Problem CGNR CGMN CARP-CG CAV CGNR CGMN CARP-CG
1 1.01 7.79 6.61 110.54 29.92 10.40 1.3
2 2.43 15.95 56.85 − 91.52 23.63 2.45
3 1.26 4.92 8.03 97.15 48.13 7.56 3.95
4 3.26 46.29 45.11 − 124.79 69.24 7.5
5 1.27 9.40 7.45 91.91 45.80 14.04 1.4
6 0.73 5.56 6.48 15.84 24.59 7.97 0.8
7 0.65 4.34 4.91 67.76 22.82 5.52 1.0
8 16.68 220.06 115.36 − 668.38 89.91 15.0
9 2.02 10.70 32.31 149.56 75.78 20.47 1.95
−: Algorithm failed
Table 8.7: Runtimes (sec) for Problems 1–9
that needs to be adjusted as in CARP-CG and CGMN.
Finally, in Figure 8.16, we show the speedup obtained by the GPU in comparison to the CPU CGMN
and the 16-node cluster CARP-CG implementations. The GPU implementation is 5–20 times faster than the
CPU, depending on the particular problem. Compared to the 16-node cluster, the GPU implementation is
1–3 times faster. The achieved speedup for CGNR is roughly a factor of 30 to 40.
8.2.5 Conclusions
Among the algorithms considered in this paper, CGNR was shown to be the most efficient for solving the
investigated partial differential equations on the GPU. This finding is in contrast to earlier works on the
CPU, where CGMN was found to be consistently better than CGNR. Moreover, CGNR was the most robust
method under the GPU’s single-precision floating-point arithmetic. CAV was able to achieve the highest
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Problem CGNR CGMN CARP-CG
1 1.22 1.14 1.61
2 1.03 1.04 6.53
3 1.00 1.00 0.65
4 1.01 1.06 1.86
5 1.01 1.04 1.57
6 1.02 1.05 2.32
7 1.00 1.39 1.37
8 1.15 1.75 2.08
9 1.02 0.83 4.42
Table 8.8: Ratio of iterative-refinement iterations over double-precision iterations for each method
Problem CGNR CGMN CARP-CG CAV
1 2 2 2 4
2 2 2 78 −
3 1 1 1 9
4 2 2 2 −
5 5 2 3 9
6 2 2 2 2
7 1 4 2 6
8 2 99 23 −
9 2 2 57 14
−: Algorithm failed
Table 8.9: Number of iterative refinements for Problems 1–9
GFLOPS but slowest solution time due to poor convergence.
The GPU has a clear advantage when compared to the CPU. In particular, the computational results
demonstrated that the GPU implementation is five to twenty times faster than the CPU, depending on the
particular problem. Compared to a 16-node cluster, the GPU implementation was one to three times faster.
When the cost of the hardware, its power consumption, and its portability are accounted for, it becomes
apparent that a single GPU offers a clear advantage over a 16-node Linux cluster.
While algorithm performance is known to be architecture-specific, our computational results specifically
demonstrate that the GPU offers a low-cost and high-performance computing solution for solving large-
scale partial differential equations. Continued improvements, such as performance and double precision,
will only make the GPU more attractive as a high-performance computing device for scientific computing
applications.
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Chapter 9
Conclusions and Future Work
9.1 Linear optimization
Linear optimization remains the most frequently used optimization technique in practice. Simplex-based
solvers for linear optimization, in particular, continue to have far reaching uses (from linear problems to
the relaxations of mixed-integer nonlinear problems). At the same time, the appearance of new computing
architectures invites the consideration of old and new variants of the simplex algorithm, with an eye towards
performance improvements that could affect a variety of industrial applications. Motivated by these ob-
servations, this thesis has offered a thorough computational investigation of several aspects of the simplex
algorithm and related problems. This section summarizes the main conclusions from this investigation. The
main conclusions are itemized, and are followed by a more detailed conclusions.
∙ The relative success rate of various preprocessing techniques indicate that certain techniques are more
likely to successfully reduce the problem, when they are executed subsequent to the success of other
particular techniques.
∙ A linear optimization problem should be scaled prior to the application of the simplex algorithm in or-
der to provide a relative reference point for absolute tolerances. However, scaling a linear optimization
problem prior to the application of the simplex algorithm does not, on average, improve the number
of iterations or the overall solution time of the algorithm.
∙ Pan’s nested pricing rule is effective at reducing the number of simplex iterations and the overall
solution time. This reduction occurs because the nested pricing scheme is able to limit the frequent
re-entry of the same variables into the basis.
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∙ Tabu pricing schemes are capable of beating Pan’s nested pricing scheme for certain types of problems,
but are currently incapable of exhibiting similar consistency.
∙ The graphics processing unit can make binormalization scaling more competitive with existing scaling
techniques.
∙ In the context of large linear systems that arise from the discretization of elliptic convection-diffusion
partial differential equations, it was found that a CGNR implementation on a single graphics pro-
cessing unit could outperform a 16-node Linux cluster using the state-of-the-art CARP-CG algorithm
developed by Gordon and Gordan [105].
In preprocessing a linear optimization problem, the relative rate of success of various techniques, when
these techniques are used subsequent to the success of other techniques, can have predictive powers. By
studying these rates of success, an out-of-order preprocessor can be built to eliminate superfluous failed exe-
cutions of various preprocessing techniques, thereby improving the computational time spent preprocessing
a linear optimization problem. There is no doubt that preprocessing is a critical part of the simplex algorithm.
It is capable of reducing the problem size and improving the performance of the algorithm.
On the other hand, scaling a linear optimization problem has no effect on the performance of the simplex
algorithm. On average, scaling has no impact on the number of simplex iterations or the solution time.
However, scaling does provide a relative reference point for absolute tolerances. Therefore, equilibration
scaling, the simplest and most efficient technique, is recommended.
The efficiency of an LU factorization engine can have a great deal of impact on the most difficult linear
optimization problems. Some problems require only one numerical factorization; and, when a logical basis
is used as the initial basis, a problem may require no numerical factorizations. These problems are generally
very easy to solve, and should not be used to gauge the performance of a linear optimization solver. The
most difficult problems are usually ill-conditioned and/or degenerate. The ill-conditioned problems provide
a challenge to the factorization procedure, which is charged with producing sparse and relatively accurate
LU factors. As these LU factors are updated at each simplex iteration, their accuracy may degrade and they
may become less spare. An efficient solver is capable of avoiding a refactorization for as long as possible.
While the LU update procedure certainly plays an active role in determining when and if a refactorization is
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necessary, the factorization engine itself bares responsibility as well. As seen in [144], some factorization
engines produce sparser LU factors than others.
In addition, perhaps the most important feature of any factorization engine used in a simplex-based
code is the triangularization procedure introduced by Orchard-Hays [157, 158]. This procedure is capable
of generating LU factors with nearly optimal amounts of fill-in. It is so successful that a variant of this
algorithm was even adopted by Reid [173] for use as an LU update procedure.
The simplex algorithm makes frequent use of the LU update procedure. It appears that the most success-
ful update procedures in practice are a modified and clever implementation of the Forrest-Tomlin [80] update
that can be found in the COIN Clp solver [143]. Other updates may be more efficient on alternative architec-
tures. However, at the very least, a well-designed simplex-based solver should possess the Forrest-Tomlin
LU update procedure along with a more stable update procedure, e.g. the Bartels-Golub-Reid update.
If a significant advancement is to be made in the simplex algorithm, it will be achieved by an innovative
procedure for choosing an entering variable. Suhl and Suhl recognized this fact in [187]. In [161], the
author was able to establish an efficient partial pricing scheme called nested pricing, which can be viewed
as a variant of multiple pricing. This technique was most effective when combined with Dantzig’s rule. A
reason for the efficiency of nested pricing was sought in this thesis. A study of the frequency with which
variables re-enter the basis seemed to suggest that simplex iterations were being wasted on the same variable
repeatedly entering and exiting the basis. This activity can be attributed to degenerate cycles. In practice,
the use of superbasic variables can enable nondegenerate iterations, when degeneracy is present. However,
it appears as though simply quarantining a recently selected basic variable for several iterations can have
a similar effect. However, when degeneracy is present at or near the solution, the ability of quarantine
methods to avoid degenerate cycles is limited. When few variables are eligible pivots (as is the case at
or near a solution), the quarantined variables must be frequently released in order to search for eligible
pivots. Frequently releasing quarantined variables reintroduces the possibility of degenerate cycles, and
causes wasted simplex iterations. However, pivot procedures such as Pan’s nested pricing scheme, the
variant of Pan’s nested pricing scheme, and the various tabu methods presented herein reduce the required
simplex iterations in practice.
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9.2 High performance computing
In Section 8.1, a GPU implementation of the Livne and Golub binormalization scaling algorithm was de-
veloped. The GPU implementation achieves a high rate of parallelism, and clearly scales better in terms of
the size of the matrix A. The complexity constant for the binormalization algorithm is much higher than
“trivial” diagonal scaling algorithms like those presented in Section 4.3. However, the Gauss-Seidel itera-
tive schemes of these algorithms are not easy to implement on a graphics processing unit. Therefore, the
GPU implementation of the binormalization algorithm has made the algorithm competitive with these basic
scaling techniques.
A graphics processing unit was also used to accelerate several iterative techniques for solving linear
systems in Section 8.2. In the context of large linear systems that arise from the discretization of elliptic
convection-diffusion partial differential equations, it was found that a CGNR implementation on a single
graphics processing unit could outperform a 16-node Linux cluster using the state-of-the-art CARP-CG
algorithm developed by Gordon and Gordan [105]. The development of several iterative algorithms on the
GPU in Section 8.2 also serves as a warning that some of these algorithms may be inappropriate for use on a
graphics processing unit. Other algorithms failed to perform well, because they were not well suited for the
elliptic convection-diffusion PDEs that were studied.
9.3 Future work
Further work in preprocessing is necessary in order to construct an out-of-order preprocessor. Such a pre-
processor will need to not only take into account the relative success rates presented in Subsection 3.6.2, but
also consider the relative cost of a successful problem reduction for a given technique and an unsuccessful
problem reduction. While technique B may be wildly successful following the successful application of tech-
nique A, it might be that technique B’s computational cost is significantly higher than the other techniques.
This cost should be considered.
There is a two avenues of investigation that one might take when examining possible advances in LU
factorization. First, a multifrontal LU factorization engine that is capable of producing sparser LU factors
would be of great interest in the linear optimization community. Second, a fill-in analysis could be performed
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using various LU update procedures subject to the choice of the LU factorization engine. That is, can a given
LU update routine overcome the disadvantages faced by possibly inheriting a relatively dense set of factors
from the LU factorization procedure?
Tabu pricing clearly requires additional work. One idea is to take sample moving averages of the number
of eligible pivots. Some fraction of this sample moving average could be used to dictate the length of the
tabu list. This would clearly disallow frequent variable re-entry, but hopefully not result in frequently filling
and emptying the tabu list.
Despite the widespread use of the simplex algorithm by nearly all Fortune 500 companies, there is cur-
rently no parallel implementation of this algorithm that can outperform clever serial implementations for
industrially-relevant problems. Future research should focus on developing a practical parallel implementa-
tion of the simplex algorithm for sparse linear optimization problems. A sparse parallel simplex algorithm
would be useful for on-line and time-critical services and operations.
Recent advances in hardware suggest that it may now be possible to develop a parallel simplex imple-
mentation that would efficiently solve industrially-relevant problems. A data-parallel implementation of
spare matrix-vector multiplication, a core step of the simplex algorithm, now runs over ten times faster on a
graphics processing unit compared to a quad-core Intel Clovertown processor [15]. Furthermore, Eldersveld
and Rinard [71] developed a vector implementation of an LU update. Vector processors are SIMD devices,
similar to the modern day graphics processing unit. It seems possible to implement an algorithm similar
to the one proposed by Eldersveld and Rinard on a graphics processing unit. In addition to the LU update,
Thomadakis and Liu [194] implemented the steepest-edge pricing scheme on a SIMD architecture. It is
reasonable to assume that this implementation could be adapted for use on a graphics processing unit.
Furthermore, advances in multicore processors, such as the Intel core-i7 processors are capable of high
performance computing in a shared-memory parallel environment. These processors, acting as a host device,
coupled with a graphics processing unit acting as a co-processor (or compute device) could change the way
sparse linear optimization problems are solved in the future. Advances in parallel processors and parallel
architectures must be utilized in order to achieve a computational edge in performance in a competitive field,
such as linear optimization.
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Appendix A
Scaling Supplemental Data
The results and discussion section of the paper aggregated the data across both Netlib and Kennington data
sets. This supplement begins by disaggregating the data sets, allowing the reader to examine the results
on the Netlib and Kennington data sets separately. Figures A.1 - A.6 study the effect of the application of
individual scaling methods on the Netlib problems without the use of preprocessing, while Figures A.7 -
A.12 study the same effect on the Kennington problems.
The next series of experiments focuses on removing the well-scaled problems from the Netlib and Ken-
nington libraries. Again, the data is disaggregated to display the results for the Netlib and Kennington
problems in Figures A.13 - A.18 and Figures A.19 - A.24, respectively. It should be noted that the sample
size for Kennington problems, excluding well-scaled problems, is exceedingly small.
Figures A.25 - A.38 depict CPLEX results for both the primal and dual algorithms with preprocessing
for the selected Netlib problems denoted by ⋄ in the studied problems table (Table 4.1). As it became
exceedingly obvious that the results were virtually unchanged regardless of the problems studied, these
selected problems were used to create the remaining figures in this document. In addition, the remaining
figures in the document used CPLEX as the solver.
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Figure A.1: The solution time with primal simplex using CPLEX (Netlib)
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Figure A.2: The solution time using COIN-GLPK (Netlib)
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Figure A.3: The solution time using MINOS (Netlib)
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Figure A.4: The solution iterations with primal simplex using CPLEX (Netlib)
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Figure A.5: The solution iterations using COIN-GLPK (Netlib)
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Figure A.6: The solution iterations using MINOS (Netlib)
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Figure A.7: The solution time with primal simplex using CPLEX (Kennington)
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Figure A.8: The solution time using COIN-GLPK (Kennington)
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Figure A.9: The solution time using MINOS (Kennington)
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Figure A.10: The solution iterations with primal simplex using CPLEX (Kennington)
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Figure A.11: The solution iterations using COIN-GLPK (Kennington)
0 5 10 15 20 25 30 35 40 45 50
0
0.2
0.4
0.6
0.8
1
Scaling method/model
N
or
m
al
iz
ed
 s
ol
ut
io
n 
ite
ra
tio
ns
Figure A.12: The solution iterations using MINOS (Kennington)
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Figure A.13: The solution time with primal simplex using CPLEX (Netlib library without well-scaled prob-
lems)
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Figure A.14: The solution time using COIN-GLPK (Netlib library without well-scaled problems)
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Figure A.15: The solution time using MINOS (Netlib library without well-scaled problems)
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Figure A.16: The solution iterations with primal simplex using CPLEX (Netlib library without well-scaled
problems)
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Figure A.17: The solution iterations using COIN-GLPK (Netlib library without well-scaled problems)
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Figure A.18: The solution iterations using MINOS (Netlib library without well-scaled problems)
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Figure A.19: The solution time with primal simplex using CPLEX (Kennington library without well-scaled
problems)
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Figure A.20: The solution time using COIN-GLPK (Kennington library without well-scaled problems)
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Figure A.21: The solution time using MINOS (Kennington library without well-scaled problems)
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Figure A.22: The solution iterations with primal simplex using CPLEX (Kennington library without well-
scaled problems)
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Figure A.23: The solution iterations using COIN-GLPK (Kennington library without well-scaled problems)
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Figure A.24: The solution iterations using MINOS (Kennington library without well-scaled problems)
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Figure A.25: The time to scale without preprocessing
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Figure A.26: The time to scale with preprocessing
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Figure A.27: The solution time with primal simplex and without preprocessing
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Figure A.28: The solution time with primal simplex and preprocessing
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Figure A.29: The solution time with dual simplex and without preprocessing
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Figure A.30: The solution time with dual simplex and preprocessing
285
0 5 10 15 20 25 30 35 40 45 50
0
0.2
0.4
0.6
0.8
1
Scaling method/model
N
or
m
al
iz
ed
 s
ol
ut
io
n 
ite
ra
tio
ns
Figure A.31: The solution iterations with primal simplex and without preprocessing
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Figure A.32: The solution iterations with primal simplex and preprocessing
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Figure A.33: The solution iterations with dual simplex and without preprocessing
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Figure A.34: The solution iterations with dual simplex and preprocessing
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Figure A.35: The maximum condition number with primal simplex and without preprocessing
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Figure A.36: The maximum condition number with primal simplex and preprocessing
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Figure A.37: The maximum condition number with dual simplex and without preprocessing
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Figure A.38: The maximum condition number with dual simplex and preprocessing
The last experiments that were performed involved studying the combination of two scaling techniques
on a given problem. The results from these experiments are given in Figures A.39 - A.52. Algorithm 25
can be used to generate a complete listing of the scaling combinations used and the legends associated with
these figures. In these figures, equilibration scaling followed by IBM MPSX scaling is highlighted in red.
In terms of using combinations, one might consider this particular combination a baseline for measurement.
Certainly, IBM MPSX scaling was used by MPSX and OSL, and geometric mean scaling is an option in
CPLEX.
In the figures of experiments using a combination of two scaling techniques, error bars were not included
due to the size of the figures. There are ten different scaling techniques that are tested across one, two, four,
six, and eight iterations, and equilibration. There are 2350 different combinations of these scaling techniques
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begin1
Input: method[]← { ‘Arithmetic mean’, ‘de Buchet p = 1’,
‘de Buchet p = 2’, ‘Entropy’, ‘Equilibration’,
‘Geometric mean’, ‘IBM MPSX’, ‘L1-norm’,
‘L2-norm’, ‘Linf-norm’, ‘Binormalization’ }
iterat[] ← { 1, 2, 4, 6, 8 }
forall method1 of method[] do2
for j← 1 to 5 do3
forall method2 of method[] do4
for i← 1 to 5 do5
print method1 and iterat[ j ] followed by6
method2 and iterat[ i ]7
if method2 == ‘Equilibration’ then break8
end9
end10
if method1 == ‘Equilibration’ then break11
end12
end13
end14
Algorithm 25: A generator for the legend for Figures A.39 – A.52: This legend indicates the scaling
method/model and the associated iteration count. The order in which the scaling applications are
generated corresponds to their position on the x-axis from left to right in the figures.
and models. Hence, the clusters of about 250 data points, which are identifiable in Figures A.39 - A.40, are
representative of the division of data points along a scaling technique. For example, the first roughly 250
data points correspond to the scaling combinations where arithmetic mean is first applied.
Figures A.39 - A.40 show the normalized scaling time without and with preprocessing, respectively.
Naturally, the combinations of scaling techniques are going to exhibit a higher overall scaling time than the
single scaling techniques exhibited. A corresponding reduction in solution time would be required to warrant
the use of these combinations. Unfortunately, no such result can be reported as evidenced by looking at
Figures A.41 - A.44, which depict the normalized solution time with various solution algorithms, and with
and without preprocessing. These figures indicate no real trend or pattern in solution time relative to the
combinations of scaling techniques employed here. The same lack of pattern is evident in the normalized
solution iterations depicted in Figures A.45 - A.48.
Lastly, the normalized maximum condition number of the bases with various solution algorithms, and
with and without preprocessing are given in Figures A.49 - A.52. Several different outlying combinations
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make the figures difficult to interpret. However, the results again show the same result seen in the single scal-
ing application experiments. That is, IBM MPSX scaling is relatively efficient at controlling the maximum
condition number of the bases. However, its combination with some scaling techniques proved to degrade
its performance relative to this measure.
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Figure A.39: The scaling time without preprocessing
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Figure A.40: The scaling time with preprocessing
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Figure A.41: The solution time without preprocessing using primal simplex
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Figure A.42: The solution time with preprocessing using primal simplex
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Figure A.43: The solution time without preprocessing using dual simplex
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Figure A.44: The solution time with preprocessing using dual simplex
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Figure A.45: The solution iterations without preprocessing using primal simplex
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Figure A.46: The solution iterations with preprocessing using primal simplex
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Figure A.47: The solution iterations without preprocessing using dual simplex
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Figure A.48: The solution iterations with preprocessing using dual simplex
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Figure A.49: The maximum condition number without preprocessing using primal simplex
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Figure A.50: The maximum condition number with preprocessing using primal simplex
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Figure A.51: The maximum condition number without preprocessing using dual simplex
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Figure A.52: The maximum condition number with preprocessing using dual simplex
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Appendix B
Scaling Examples and Proofs
B.1 Geometric mean scaling
Iterations of Geometric Mean Scaling on A
(see example in Section 4.3.2)
k r(k)1 r
(k)
2 r
(k)
3 s
(k+1/2)
1 s
(k+1/2)
2 s
(k+1/2)
3
0 1.0 1.0 1.0 1.0 1.0 1.0
1 0.0298 0.2357 0.4082 0.3700 1.2184 2.7024
2 0.0298 0.2465 0.3980 0.3748 1.2068 2.6941
3 0.0297 0.2480 0.3974 0.3760 1.2039 2.6921
4 0.0296 0.2484 0.3973 0.3763 1.2032 2.6916
...
...
...
...
...
...
...
10 0.0296 0.2485 0.3972 0.3764 1.2029 2.6914
Table B.1: Cumulative scaling factors R and S applied to A
Iterations of Geometric Mean Scaling on A
(see example in Section 4.3.2)
k r(k)1 r
(k)
2 r
(k)
3 s
(k+1/2)
1 s
(k+1/2)
2 s
(k+1/2)
3
0 1.0 1.0 1.0 1.0 1.0 1.0
1 0.0298 0.2357 0.4082 0.3700 1.2184 2.7024
2 1.0 1.0456 0.9750 1.0128 0.9904 0.9969
3 0.9952 1.0064 0.9985 1.0032 0.9976 0.9992
4 0.9988 1.0016 0.9996 1.0008 0.9994 0.9998
...
...
...
...
...
...
...
10 1.0 1.0 1.0 1.0 1.0 1.0
Table B.2: Represents the scaling factor applied to A at each iteration
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B.2 Arithmetic mean scaling
Iterations of Arithmetic Mean Scaling on A
(see example in Section 4.3.3)
k r(k)1 r
(k)
2 r
(k)
3 s
(k+1/2)
1 s
(k+1/2)
2 s
(k+1/2)
3
0 1.0 1.0 1.0 1.0 1.0 1.0
1 0.0127 0.2222 0.3333 0.5727 1.2414 2.6069
2 0.0190 0.2119 0.2845 0.5093 1.4089 2.7303
3 0.0206 0.2109 0.2712 0.4935 1.4591 2.7556
4 0.0211 0.2105 0.2675 0.4891 1.4734 2.7623
...
...
...
...
...
...
...
10 0.0213 0.2104 0.2661 0.4874 1.4791 2.7649
Table B.3: Cumulative scaling factors R and S applied to A
Iterations of Arithmetic Mean Scaling on A
(see example in Section 4.3.3)
k r(k)1 r
(k)
2 r
(k)
3 s
(k+1/2)
1 s
(k+1/2)
2 s
(k+1/2)
3
0 1.0 1.0 1.0 1.0 1.0 1.0
1 0.0127 0.2222 0.3333 0.5727 1.2414 2.6069
2 1.4934 0.9538 0.8534 0.8893 1.1350 1.0473
3 1.0886 0.9949 0.9532 0.9689 1.0356 1.0093
4 1.0231 0.9985 0.9866 0.9912 1.0098 1.0024
...
...
...
...
...
...
...
10 1.0 1.0 1.0 1.0 1.0 1.0
Table B.4: Represents the scaling factor applied to A at each iteration
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B.3 L1-norm scaling model
Iterations of L1-norm Scaling on A
(see example in Section 4.4.1)
k r(k)1 r
(k)
2 r
(k)
3 s
(k+1/2)
1 s
(k+1/2)
2 s
(k+1/2)
3
0 1.0 1.0 1.0 1.0 1.0 1.0
1 0.0127 0.4000 0.2857 0.5250 1.1111 2.3333
2 0.0208 0.2116 0.2857 0.5250 1.4052 2.3333
...
...
...
...
...
...
...
10 0.0208 0.2116 0.2857 0.5250 1.4052 2.3333
Table B.5: Cumulative scaling factors R and S applied to A
Iterations of L1-norm Scaling on A
(see example in Section 4.4.1)
k r(k)1 r
(k)
2 r
(k)
3 s
(k+1/2)
1 s
(k+1/2)
2 s
(k+1/2)
3
0 1.0 1.0 1.0 1.0 1.0 1.0
1 0.0127 0.4000 0.2857 0.5250 1.1111 2.3333
2 1.6364 0.5291 1.0 1.0 1.2647 1.0
3 1.0 1.0 1.0 1.0 1.0 1.0
...
...
...
...
...
...
...
10 1.0 1.0 1.0 1.0 1.0 1.0
Table B.6: Represents the scaling factor applied to A at each iteration
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B.4 L2-norm scaling model
First, it is necessary to prove the conditions for optimality in the L2-norm scaling model presented in Sec-
tion 4.4.1.
Theorem B.4.1. The L2-norm model’s first order optimality conditions are given by
∏
j∈Ni
riai js j = 1 and ∏
i∈M j
riai js j = 1.
Proof. In order to procede with this proof, examine the L2-norm objective function.
L2 = min
r,s>0
⎧⎨⎩ ∑
(i, j)∈Z
{
log(ai jris j)
}2⎫⎬⎭
1/2
The objective can be restated as
L′2 = minr,s>0
⎧⎨⎩ ∑
(i, j)∈Z
{
log(ai jris j)
}2⎫⎬⎭ .
The first order conditions of L′2 are given by
∑
j∈Ni
(αi j +ρi+σ j) = 0 for i = 1,2, . . .m
and
∑
i∈M j
(αi j +ρi+σ j) = 0 for j = 1,2, . . .n.
An alternative to these first order conditions is now derived. Since αi j = logai j, ρi = logri, and σ j = logs j;
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the following equalities hold
∑
j∈Ni
(αi j +ρi+σ j) = ∑
j∈Ni
(logai j + logri+ logs j) = 0
= ∑
j∈Ni
(logai jris j) = 0
= log
{
∏
j∈Ni
ai jris j
}
= 0
⇒ ∏
j∈Ni
ai jris j = 1 for i = 1,2, . . .m.
Similarly, the following equalities hold
∑
i∈M j
(αi j +ρi+σ j) = ∑
i∈M j
(logai j + logri+ logs j) = 0
= ∑
i∈M j
(logai jris j) = 0
= log
{
∏
i∈M j
ai jris j
}
= 0
⇒ ∏
i∈M j
ai jris j = 1 for j = 1,2, . . .n.
Theorem B.4.2. The L2-norm model’s scaling factors are given by
r(k+1)i =
(
1/∏
j∈Ni
x(k)i j
)1/ni
and s(k+1)j =
(
1/∏
i∈M j
x(k+1/2)i j
)1/m j
.
Proof. In order to derive the scaling factors, it is necessary to solve
⎛⎜⎝ N W1
W2 M
⎞⎟⎠
⎛⎜⎝ ρ
σ
⎞⎟⎠=
⎛⎜⎝ b1
b2
⎞⎟⎠ ,
where N = diag(n1 . . .nm), M = diag(m1 . . .mn), W1 = m× n matrix with wi j = 0 if ai j = 0 and wi j = 1
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otherwise, and W2 =W T1 . In order to illustrate this matrix construction, let
b1,i =− ∑
j∈Ni
αi j and b2, j =− ∑
i∈M j
αi j.
So, the left-hand side of the linear system is given by
∑
j∈Ni
ρi+σ j = b1,i and ∑
i∈M j
ρi+σ j = b2, j.
As an example, examining row one of
∑
j∈Ni
ρi+σ j = b1,i
provides the equation
n1 ⋅ρ1+∑
j
w1, jσ j = ∑
j∈N1
α1, j
where w1 is a vector defined by
w1 =
⎧⎨⎩ w1, j = 0, if a1, j = 0w1, j = 1, otherwise.
Now that the definition of W1, W2, N and M are obvious, the linear system is separated into a Gauss-Seidel
iterative approach.
ρ(k+1) = N−1
(
b1−W1σ (k)
)
σ (k+1) = M−1
(
b2−W T1 ρ(k+1)
)
= M−1
(
b2−W2ρ(k+1)
)
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The iterates can be derived from the equations for ρ(k+1) and σ (k+1). First, define x(k)i j = ai js
(k)
j , and
ρ(k+1) = N−1
(
b1−W1σ (k)
)
ρ(k+1)i = 1/ni
(
− ∑
j∈Ni
αi j−W1σ (k)
)
= 1/ni
(
− ∑
j∈Ni
log
(
ai js
(k)
j
))
= 1/ni
(
− ∑
j∈Ni
log
(
x(k)i j
))
r(k+1)i = e
(
1/ni
(
log ∏
j∈Ni
(
1/x(k)i j
)))
=
(
1/∏
j∈Ni
x(k)i j
)1/ni
.
Second, define x(k+1/2)i j = r
(k+1)ai j, and
σ (k+1) = M−1
(
b2−W2ρ(k+1)
)
σ (k+1)j = 1/m j
(
− ∑
i∈M j
αi j−W2ρ(k+1)
)
= 1/m j
(
− ∑
i∈M j
log
(
ai jr
(k+1)
i
))
= 1/m j
(
− ∑
i∈M j
log
(
x(k+1/2)i j
))
s(k+1)j = e
(
1/m j
(
log ∏
i∈Mj
(
1/x(k+1/2)i j
)))
=
(
1/∏
i∈M j
x(k+1/2)i j
)1/m j
.
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Iterations of L2-norm Scaling on A
(see example in Section 4.4.1)
k r(k)1 r
(k)
2 r
(k)
3 s
(k+1/2)
1 s
(k+1/2)
2 s
(k+1/2)
3
0 1.0 1.0 1.0 1.0 1.0 1.0
1 0.0298 0.2811 0.3625 0.3935 1.1840 2.2704
2 0.0315 0.2759 0.3557 0.3911 1.2064 2.2562
3 0.0317 0.2753 0.3550 0.3908 1.2090 2.2547
4 0.0318 0.2753 0.3549 0.3908 1.2092 2.2545
...
...
...
...
...
...
...
10 0.0318 0.2753 0.3549 0.3908 1.2093 2.2545
Table B.7: Cumulative scaling factors R and S applied to A
Iterations of L2-norm Scaling on A
(see example in Section 4.4.1)
k r(k)1 r
(k)
2 r
(k)
3 s
(k+1/2)
1 s
(k+1/2)
2 s
(k+1/2)
3
0 1.0 1.0 1.0 1.0 1.0 1.0
1 0.0298 0.2811 0.3625 0.3935 1.1840 2.2704
2 1.0579 0.9814 0.9814 0.9938 1.0189 0.9938
3 1.0063 0.9979 0.9979 0.9993 1.0021 0.9993
4 1.0007 0.9998 0.9998 0.9999 1.0002 0.9999
...
...
...
...
...
...
...
10 1.0 1.0 1.0 1.0 1.0 1.0
Table B.8: Represents the scaling factor applied to A at each iteration
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B.5 L∞-norm scaling model
Iterations of L∞-norm Scaling on A
(see example in Section 4.4.1)
k r(k)1 r
(k)
2 r
(k)
3 s
(k+1/2)
1 s
(k+1/2)
2 s
(k+1/2)
3
0 1.0 1.0 1.0 1.0 1.0 1.0
1 0.0298 0.2357 0.4082 0.3700 1.2184 2.7024
2 0.0298 0.2465 0.3980 0.3748 1.2068 2.6941
3 0.0297 0.2480 0.3974 0.3760 1.2039 2.6921
4 0.0296 0.2484 0.3973 0.3763 1.2032 2.6916
...
...
...
...
...
...
...
10 0.0296 0.2485 0.3972 0.3764 1.2029 2.6914
Table B.9: Cumulative scaling factors R and S applied to A
Iterations of L∞-norm Scaling on A
(see example in Section 4.4.1)
k r(k)1 r
(k)
2 r
(k)
3 s
(k+1/2)
1 s
(k+1/2)
2 s
(k+1/2)
3
0 1.0 1.0 1.0 1.0 1.0 1.0
1 0.0298 0.2357 0.4082 0.3700 1.2184 2.7024
2 1.0 1.0456 0.9750 1.0128 0.9904 0.9969
3 0.9952 1.0064 0.9985 1.0032 0.9976 0.9992
4 0.9988 1.0016 0.9996 1.0008 0.9994 0.9998
...
...
...
...
...
...
...
10 1.0 1.0 1.0 1.0 1.0 1.0
Table B.10: Represents the scaling factor applied to A at each iteration
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B.6 The entropy scaling model
First, it is necessary to prove the conditions for optimality in the entropy scaling model presented in Chap-
ter 4.4.2.
Theorem B.6.1. The entropy model’s first order optimality conditions are given by
xi j = ai jris j, ∀(i, j) ∈ Z.
Proof. In order to procede with this proof, examine the entropy scaling model.
min ∑
(i, j)∈Z
xi j (log(xi j/ai j)−1)
s.t. ∑
j∈Ni
xi j = ni i = 1, . . . ,m
∑
i∈M j
xi j = m j j = 1, . . . ,n
xi j ≥ 0 ∀(i, j) ∈ Z
Define Lagrange multipliers ρ1, . . . ,ρm and σ1, . . . ,σn corresponding to the linear constraints of the entropy
model. A feasible solution xi j for all (i, j) ∈ Z is optimal, if the first order condition
log(xi j/ai j)−ρi−σ j = 0,∀(i, j) ∈ Z
is met. The inequality (nonnegativity) constraints are redundant due to the fact that the solution (xi j =
1,∀(i, j) ∈ Z) is strictly positive and feasible. Therefore, the aforementioned first order condition holds with
equality.
Let ri = eρi ,∀i ∈ [1,m] and s j = eρ j ,∀ j ∈ [1,n]. Below, the first order optimality conditions are alge-
braically manipulated to complete the proof.
xi j = ai jeρi+σ j ,∀(i, j) ∈ Z
xi j = ai jris j,∀(i, j) ∈ Z
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Iterations of Entropy Scaling on A
(see example in Chapter 4.4.2)
k r(k)1 r
(k)
2 r
(k)
3 s
(k+1/2)
1 s
(k+1/2)
2 s
(k+1/2)
3
0 1.0 1.0 1.0 1.0 1.0 1.0
1 0.0127 0.2222 0.3333 0.5727 1.2414 2.6069
2 0.0190 0.2119 0.2845 0.5093 1.4089 2.7303
3 0.0206 0.2109 0.2712 0.4935 1.4591 2.7556
4 0.0211 0.2105 0.2675 0.4891 1.4734 2.7623
...
...
...
...
...
...
...
10 0.0213 0.2104 0.2661 0.4874 1.4791 2.7649
Table B.11: Cumulative scaling factors R and S applied to A
Iterations of Entropy Scaling on A
(see example in Chapter 4.4.2)
k r(k)1 r
(k)
2 r
(k)
3 s
(k+1/2)
1 s
(k+1/2)
2 s
(k+1/2)
3
0 1.0 1.0 1.0 1.0 1.0 1.0
1 0.0127 0.2222 0.3333 0.5727 1.2414 2.6069
2 1.4934 0.9538 0.8534 0.8893 1.1350 1.0473
3 1.0886 0.9949 0.9532 0.9689 1.0356 1.0093
4 1.0231 0.9985 0.9866 0.9912 1.0098 1.0024
...
...
...
...
...
...
...
10 1.0 1.0 1.0 1.0 1.0 1.0
Table B.12: Represents the scaling factor applied to A at each iteration
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B.7 de Buchet p = 1 model
First, it is necessary to prove the conditions for optimality in the de Buchet p = 1 scaling model presented
in Section 4.4.3.
Theorem B.7.1. The de Buchet p = 1 scaling model’s first order optimality conditions are given by
∑
j∈Ni
xi j = ∑
j∈Ni
1/xi j and ∑
i∈M j
xi j = ∑
i∈M j
1/xi j.
Proof. In order to procede with this proof, examine the de Buchet p = 1 objective function.
min
r,s>0
∑
(i, j)∈Z
{
ai jris j +1/(ai jris j)
}
The first order conditions of the objective function are given by
∑
j∈Ni
{
ai jri+ai js j + ris j−
(
ai jri+ai js j + ris j
(ai jris j)
2
)}
= 0 for i = 1,2, . . .m
and
∑
i∈M j
{
ai jri+ai js j + ris j−
(
ai jri+ai js j + ris j
(ai jris j)
2
)}
= 0 for j = 1,2, . . .n.
Dividing each of the above equations by ai jri+ai js j + ris j yields
∑
j∈Ni
{
1−1/(ai jris j)2
}
= 0
and
∑
i∈M j
{
1−1/(ai jris j)2
}
= 0.
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Multiplying each of the equations by ai jris j yields
∑
j∈Ni
{
ai jris j−1/(ai jris j)
}
= 0
and
∑
i∈M j
{
ai jris j−1/(ai jris j)
}
= 0.
Theorem B.7.2. The de Buchet p = 1 scaling model’s scaling factors are given by
r(k+1)i =
{(
∑
j∈Ni
1/x(k)i j
)
/
(
∑
j∈Ni
x(k)i j
)}1/2
s(k+1)j =
{(
∑
i∈M j
1/x(k)i j
)
/
(
∑
i∈M j
x(k+1/2)i j
)}1/2
.
Proof. In order to derive the scaling factors, it is necessary to solve
⎛⎜⎝ N W1
W2 M
⎞⎟⎠
⎛⎜⎝ ρ
σ
⎞⎟⎠=
⎛⎜⎝ b1
b2
⎞⎟⎠ ,
where N = diag(2,2, . . .2), M = diag(2,2, . . .2), W1 = m× n matrix with wi j = 0 if ai j = 0 and wi j = 1
otherwise, and W2 =W T1 . Let
b1,i = log
(
∑
j∈Ni
1/x(k)i j
)
− ∑
j∈Ni
αi j and b2, j = log
(
∑
i∈M j
1/x(k+1/2)i j
)
− ∑
i∈M j
αi j.
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The linear system is now separated into a Gauss-Seidel iterative approach.
ρ(k+1) = N−1
(
b1−W1σ (k)
)
σ (k+1) = M−1
(
b2−W T1 ρ(k+1)
)
= M−1
(
b2−W2ρ(k+1)
)
The scaling factors can be derived from the equations for ρ(k+1) and σ (k+1). First, define x(k)i j = ai js
(k)
j , and
ρ(k+1) = N−1
(
b1−W1σ (k)
)
ρ(k+1)i = 1/2
(
log
(
∑
j∈Ni
1/x(k)i j
)
− ∑
j∈Ni
αi j−W1σ (k)
)
= 1/2
(
log
(
∑
j∈Ni
1/x(k)i j
)
− ∑
j∈Ni
αi j− ∑
j∈Ni
σ j
)
= 1/2log
(
∑
j∈Ni
(
1/x(k)i j
)
/ ∑
j∈Ni
ai js j
)
r(k+1)i =
(
∑
j∈Ni
(
1/x(k)i j
)
/ ∑
j∈Ni
x(k)i j
)1/2
.
Second, define x(k+1/2)i j = r
(k+1)ai j, and
σ (k+1) = M−1
(
b2−W2ρ(k+1)
)
σ (k+1)j = 1/2
(
log
(
∑
i∈M j
1/x(k+1/2)i j
)
− ∑
i∈M j
αi j−W2ρ(k+1)
)
= 1/2
(
log
(
∑
i∈M j
1/x(k+1/2)i j
)
− ∑
i∈M j
αi j− ∑
i∈M j
ρ(k+1)i
)
= 1/2log
(
∑
i∈M j
(
1/x(k+1/2)i j
)
/ ∑
i∈M j
ai jri
)
s(k+1)j =
(
∑
i∈M j
(
1/x(k+1/2)i j
)
/ ∑
i∈M j
x(k+1/2)i j
)1/2
.
308
Iterations of de Buchet p = 1 Scaling on A
(see example in Section 4.4.3)
k r(k)1 r
(k)
2 r
(k)
3 s
(k+1/2)
1 s
(k+1/2)
2 s
(k+1/2)
3
0 1.0 1.0 1.0 1.0 1.0 1.0
1 0.0298 0.2737 0.3655 0.3955 1.1950 2.3082
2 0.0312 0.2729 0.3546 0.3937 1.2152 2.2938
3 0.0314 0.2723 0.3539 0.3935 1.2176 2.2923
4 0.0314 0.2722 0.3538 0.3934 1.2179 2.2921
...
...
...
...
...
...
...
10 0.0314 0.2722 0.3538 0.3934 1.2179 2.2921
Table B.13: Cumulative scaling factors R and S applied to A
Iterations of de Buchet p = 1 Scaling on A
(see example in Section 4.4.3)
k r(k)1 r
(k)
2 r
(k)
3 s
(k+1/2)
1 s
(k+1/2)
2 s
(k+1/2)
3
0 1.0 1.0 1.0 1.0 1.0 1.0
1 0.0298 0.2737 0.3655 0.3955 1.1950 2.3082
2 1.0466 0.9970 0.9701 0.9954 1.0168 0.9938
3 1.0054 0.9979 0.9981 0.9994 1.0020 0.9993
4 1.0007 0.9997 0.9998 0.9999 1.0002 0.9999
...
...
...
...
...
...
...
10 1.0 1.0 1.0 1.0 1.0 1.0
Table B.14: Represents the scaling factor applied to A at each iteration
309
B.8 de Buchet p = 2 model
First, it is necessary to prove the conditions for optimality in the de Buchet p = 2 scaling model presented
in Section 4.4.3.
Theorem B.8.1. The de Buchet p = 2 scaling model’s first order optimality conditions are given by
∑
j∈Ni
(xi j)
2 = ∑
j∈Ni
1/(xi j)
2 and ∑
i∈M j
(xi j)
2 = ∑
i∈M j
1/(xi j)
2 .
Proof. In order to procede with this proof, examine the de Buchet p = 2 objective function.
B2 = min
r,s>0
⎧⎨⎩ ∑
(i, j)∈Z
{
ai jris j +1/(ai jris j)
}2⎫⎬⎭
1/2
The objective can be restated as
B′2 = minr,s>0 ∑
(i, j)∈Z
{
ai jris j +1/(ai jris j)
}2
.
The first order conditions of B′2 are given by
∑
j∈Ni
⎧⎨⎩
(
(ai jris j)
2−1
)(
(ai jris j)
2+1
)
(ai jris j)
⎫⎬⎭= 0 for i = 1,2, . . .m
and
∑
i∈M j
⎧⎨⎩
(
(ai jris j)
2−1
)(
(ai jris j)
2+1
)
(ai jris j)
⎫⎬⎭= 0 for j = 1,2, . . .n.
Expanding the numerator of both equations yields
∑
j∈Ni
{
ai jris j−1/(ai jris j)3
}
= 0
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and
∑
i∈M j
{
ai jris j−1/(ai jris j)3
}
= 0.
Multiplying each of the equations by ai jris j yields
∑
j∈Ni
{
(ai jris j)
2−1/(ai jris j)2
}
= 0
and
∑
i∈M j
{
(ai jris j)
2−1/(ai jris j)2
}
= 0.
Theorem B.8.2. The de Buchet p = 2 scaling model’s scaling factors are given by
r(k+1)i =
{(
∑
j∈Ni
1/
(
x(k)i j
)2)
/
(
∑
j∈Ni
(
x(k)i j
)2)}1/4
s(k+1)j =
{(
∑
i∈M j
1/
(
x(k)i j
)2)
/
(
∑
i∈M j
(
x(k+1/2)i j
)2)}1/4
.
Proof. In order to derive the scaling factors, it is necessary to solve
⎛⎜⎝ N W1
W2 M
⎞⎟⎠
⎛⎜⎝ ρ
σ
⎞⎟⎠=
⎛⎜⎝ b1
b2
⎞⎟⎠ ,
where N = diag(4,4, . . .4), M = diag(4,4, . . .4), W1 = m× n matrix with wi j = 0 if ai j = 0 and wi j = 1
otherwise, and W2 =W T1 . Let
b1,i = log
(
∑
j∈Ni
1/
(
x(k)i j
)2)−2 ∑
j∈Ni
αi j and b2, j = log
(
∑
i∈M j
1/
(
x(k+1/2)i j
)2)−2 ∑
i∈M j
αi j.
311
The linear system is now separated into a Gauss-Seidel iterative approach.
ρ(k+1) = N−1
(
b1−W1σ (k)
)
σ (k+1) = M−1
(
b2−W T1 ρ(k+1)
)
= M−1
(
b2−W2ρ(k+1)
)
The scaling factors can be derived from the equations for ρ(k+1) and σ (k+1). First, define x(k)i j = ai js
(k)
j , and
ρ(k+1) = N−1
(
b1−W1σ (k)
)
ρ(k+1)i = 1/4
(
log
(
∑
j∈Ni
1/
(
x(k)i j
)2)−2 ∑
j∈Ni
αi j−W1σ (k)
)
= 1/4
(
log
(
∑
j∈Ni
1/
(
x(k)i j
)2)−2 ∑
j∈Ni
αi j−2 ∑
j∈Ni
σ j
)
= 1/4log
(
∑
j∈Ni
(
1/
(
x(k)i j
)2)
/ ∑
j∈Ni
(ai js j)
2
)
r(k+1)i =
(
∑
j∈Ni
(
1/x(k)i j
)2
/ ∑
j∈Ni
(
x(k)i j
)2)1/4
.
Second, define x(k+1/2)i j = r
(k+1)ai j, and
σ (k+1) = M−1
(
b2−W2ρ(k+1)
)
σ (k+1)j = 1/4
(
log
(
∑
i∈M j
1/
(
x(k+1/2)i j
)2)−2 ∑
i∈M j
αi j−W2ρ(k+1)
)
= 1/4
(
log
(
∑
i∈M j
1/
(
x(k+1/2)i j
)2)−2 ∑
i∈M j
αi j−2 ∑
i∈M j
ρ(k+1)i
)
= 1/4log
(
∑
i∈M j
(
1/
(
x(k+1/2)i j
)2)
/ ∑
i∈M j
(ai jri)
2
)
s(k+1)j =
(
∑
i∈M j
(
1/x(k+1/2)i j
)2
/ ∑
i∈M j
(
x(k+1/2)i j
)2)1/4
.
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Iterations of de Buchet p = 2 Scaling on A
(see example in Section 4.4.3)
k r(k)1 r
(k)
2 r
(k)
3 s
(k+1/2)
1 s
(k+1/2)
2 s
(k+1/2)
3
0 1.0 1.0 1.0 1.0 1.0 1.0
1 0.0298 0.2608 0.3727 0.3959 1.2122 2.3865
2 0.0307 0.2674 0.3555 0.3962 1.2258 2.3678
3 0.0308 0.2671 0.3548 0.3961 1.2278 2.3665
4 0.0308 0.2670 0.3548 0.3960 1.2280 2.3663
...
...
...
...
...
...
...
10 0.0308 0.2670 0.3548 0.3960 1.2281 2.3663
Table B.15: Cumulative scaling factors R and S applied to A
Iterations of de Buchet p = 2 Scaling on A
(see example in Section 4.4.3)
k r(k)1 r
(k)
2 r
(k)
3 s
(k+1/2)
1 s
(k+1/2)
2 s
(k+1/2)
3
0 1.0 1.0 1.0 1.0 1.0 1.0
1 0.0298 0.2608 0.3727 0.3959 1.2122 2.3865
2 1.0288 1.0252 0.9539 1.0008 1.0112 0.9922
3 1.0035 0.9987 0.9981 0.9996 1.0016 0.9994
4 1.0005 0.9998 0.9998 0.9999 1.0002 0.9999
...
...
...
...
...
...
...
10 1.0001 1.0 1.0 1.0 1.0 1.0
Table B.16: Represents the scaling factor applied to A at each iteration
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B.9 Non-square binormalization (NBIN)
Iterations of NBIN Scaling on A
(see example in Section 4.4.4)
k r(k)1 r
(k)
2 r
(k)
3 s
(k)
1 s
(k)
2 s
(k)
3
0 1.0 1.0 1.0 1.0 1.0 1.0
1 0.0115 0.1813 0.3136 0.6442 1.4983 2.6283
2 0.0176 0.1870 0.2457 0.5285 1.8468 2.8405
3 0.0211 0.1860 0.2158 0.4703 2.0569 2.9440
4 0.0234 0.1836 0.2002 0.4368 2.1897 3.0074
...
...
...
...
...
...
...
10 0.0277 0.1770 0.1773 0.3840 2.4244 3.1114
Table B.17: Cumulative scaling factors R and S applied to A
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Initialize a tolerance: tol1
r← [1,1, . . . ,1]T and s← [1,1, . . . ,1]T2
bi j← (ai j)2 ,∀(i, j) ∈ Z3
β ← B ⋅ s and γ ← BT ⋅ r4
σ1←
√
m
∑
i=1
(ri ⋅βi−n)2 /m
/
n
5
σ2←
√
n
∑
j=1
(s j ⋅ γ j−m)2 /n
/
m
6
σ ←
√
σ21 +σ
2
27
for η ← 1 to ∞ do8
if σ < tol then9
break10
end11
ri← n/βi,∀i ∈ [1,m]12
for i← 1 to m do13
if βi < ε then14
ri← 1.015
end16
end17
γ ← BT ⋅ r18
s← m/γi,∀i ∈ [1,n]19
for i← 1 to n do20
if γi < ε then21
si← 1.022
end23
end24
β ← B ⋅ s25
σ ′← σ26
σ ←
√
m
∑
i=1
(ri ⋅βi−n)2 /m
/
n
27
c f ← σ/σ ′28
end29
ri =
√
ri,∀i ∈ [1,m] and s j =√s j,∀ j ∈ [1,n]30
xi j← riai js j,∀(i, j) ∈ Z31
Algorithm 26: NBIN Scaling Algorithm
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Appendix C
Pricing Data
C.1 Performance
C.1.1 Netlib
Simplex Iterations for Netlib
Tabu
100 101 103 105 106 108 109 Dantzig
25FV47 9212 7752 9086 8016 6655 7192 5491 6021
80BAU3B 15101 10976 10629 10042 10701 10701 15022 11889
ADLITTLE 131 129 117 117 126 124 164 128
AFIRO 14 14 14 14 14 14 18 14
AGG 107 102 102 102 108 102 85 105
AGG2 231 231 233 233 233 231 199 233
AGG3 241 239 241 241 233 241 202 233
BANDM 495 551 583 559 522 537 594 546
BEACONFD 69 69 69 69 69 69 68 69
BLEND 65 65 65 65 70 65 138 79
BNL1 1802 1829 1885 1832 2063 2044 1841 2293
BNL2 7577 6482 6076 6025 6960 6226 5349 6002
BOEING1 516 574 553 602 547 539 630 585
BOEING2 188 188 191 215 194 248 170 186
BORE3D 89 89 89 89 88 88 79 87
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BRANDY 295 326 265 291 304 304 321 314
CAPRI 382 384 398 425 403 401 331 382
CYCLE 4721 4033 3618 4599 5002 4214 4322 4729
CZPROB 1238 1163 1182 1199 2034 1136 1277 1302
D2Q06C 77643 61046 61703 48859 36664 53328 24438 27677
D6CUBE 231552 112128 108148 69421 62683 75290 14402 31014
DEGEN2 1272 1611 1443 1436 1369 1782 1088 1434
DEGEN3 8813 9131 8243 9454 8564 10897 5128 7884
DFL001 ××× ××× 703951 428970 279614 389827 142167 166351
E226 459 458 516 507 484 424 590 520
FFFFF800 766 864 853 839 813 852 593 689
FIT1D 2470 2073 1761 1782 1904 1904 1703 1308
FIT1P 2052 1816 2077 1952 2188 2133 1285 1723
FIT2D 29819 26072 25999 23561 26476 26476 21874 16213
FIT2P 28597 12272 16493 16995 17174 16105 12874 14142
FORPLAN 314 306 356 366 389 395 361 482
GANGES 913 890 890 900 867 908 1141 1034
GFRD-PNC 817 830 817 789 798 798 672 915
GREENBEA 27734 26753 27423 23466 15684 23651 11180 15418
GREENBEB 14743 18668 16946 17576 12570 12700 9767 12603
GROW15 702 739 743 726 768 730 771 831
GROW22 1100 1067 1073 1081 1105 1058 1011 1284
GROW7 298 300 300 293 297 297 368 309
ISRAEL 286 274 323 280 277 247 222 282
KB2 58 58 58 58 62 70 60 70
LOTFI 199 198 198 198 213 212 235 220
MAROS-R7 3448 3506 3506 3506 3719 3719 5123 3623
MAROS 1311 1610 1384 1456 1557 1369 1551 1589
MODSZK1 1102 1109 1139 1122 1085 1085 974 1049
NESM 4626 4775 4876 4925 5426 5450 5294 5578
PEROLD 6113 4579 4190 3596 2967 3428 2640 3321
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PILOT 15245 12456 12853 14545 12174 9844 10592 13445
PILOT4 1283 1308 1571 1723 1547 1312 1765 1654
PILOT87 36449 26008 26307 27885 22953 22823 18480 21434
PILOTNOV 2103 1956 1737 1670 1501 2200 2646 3123
RECIPE 45 45 45 45 45 45 45 45
SC105 44 44 44 44 45 48 40 42
SC205 89 89 89 89 89 89 95 91
SC50A 19 19 19 19 19 19 19 19
SC50B 20 20 20 20 20 20 23 20
SCAGR25 508 559 560 584 568 514 1082 548
SCAGR7 98 99 104 104 99 99 167 158
SCFXM1 501 484 486 492 495 508 553 569
SCFXM2 954 996 1024 1005 926 1009 1026 1184
SCFXM3 1390 1434 1486 1426 1464 1612 1642 1457
SCORPION 236 239 239 238 227 230 225 235
SCRS8 520 520 521 521 636 636 715 555
SCSD1 303 288 294 294 274 274 162 329
SCSD6 759 733 688 688 855 835 538 781
SCSD8 1874 2237 2087 2292 3252 3170 2587 2316
SCTAP1 317 319 319 319 300 307 336 311
SCTAP2 1177 1178 1178 1178 1220 1209 1394 1213
SCTAP3 1801 1789 1793 1793 2038 1844 2076 1891
SEBA 5 5 5 5 5 5 5 5
SHARE1B 283 261 234 295 274 273 312 268
SHARE2B 138 148 141 143 134 143 127 122
SHELL 513 520 520 520 525 512 545 555
SHIP04L 330 330 330 330 330 330 351 332
SHIP04S 217 217 217 217 218 217 220 218
SHIP08L 582 582 582 582 630 630 618 599
SHIP08S 320 320 320 320 322 322 308 331
SHIP12L 977 977 977 977 984 984 1000 984
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SHIP12S 525 525 525 525 525 525 478 550
SIERRA 1013 1012 1016 1016 1084 1029 1048 1044
STAIR 413 445 430 436 397 413 678 617
STANDATA 36 36 36 36 36 36 46 36
STANDGUB 36 36 36 36 36 36 46 36
STANDMPS 329 294 294 294 288 288 253 288
STOCFOR1 74 73 73 77 65 73 76 69
STOCFOR2 1551 1564 1688 1895 2941 1647 3099 2848
TUFF 631 659 642 606 707 686 228 669
VTPBASE 57 57 57 57 59 57 64 61
WOOD1P 480 475 475 475 460 460 633 482
WOODW 1722 1802 1801 1804 2002 2002 3087 1825
Table C.1: Netlib primal simplex iterations with different tabu methods
C.1.2 Kennington
Simplex Iterations for Kennington Lib
Tabu
100 101 103 105 106 108 109 Dantzig
CRE-A 5185 5053 5142 5033 5132 5205 4970 4943
CRE-B 856170 601663 571898 345639 289509 355634 23360 111839
CRE-C 4611 5528 5450 5378 5414 5179 4358 4810
CRE-D 550853 387089 319489 262471 222529 219043 23639 81888
KEN-07 2347 2350 2426 2407 2355 2389 2159 2327
KEN-11 30641 23909 24410 22353 23332 23524 21466 18090
KEN-13 162064 130159 121718 108426 84088 120278 49760 49838
KEN-18 1405699 941422 863298 706506 290283 340314 276147 191993
OSA-07 710 655 655 655 692 692 910 688
OSA-14 1622 1537 1537 1537 2105 2105 1908 1785
OSA-30 2742 2677 2677 2677 2687 2687 3786 2679
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OSA-60 5090 5313 5319 5319 5393 5393 5898 5444
PDS-02 1228 1282 1282 1282 1280 1280 1425 1278
PDS-06 37548 12629 11903 11640 8894 8894 11460 9650
PDS-10 151758 46899 39182 38731 34397 32846 23522 34700
PDS-20 882855 363394 342657 302948 248218 239587 113028 223975
Table C.2: Kennington library primal simplex iterations with different tabu methods
C.1.3 IBM library LP relaxations
Simplex Iterations for IBM Lib
Tabu
100 101 103 105 106 108 109 Dantzig
BATCHS101006M 1011 969 904 847 894 1001 950 961
BATCHS121208M 1224 1195 1317 1184 1494 1217 1377 1262
BATCHS151208M 1408 1348 1251 1375 1535 1399 1476 1332
BATCHS201210M 1909 1855 1809 1534 2085 1686 1655 1668
CLAY0203H 97 97 97 97 97 97 106 97
CLAY0203M 59 59 59 59 59 59 59 59
CLAY0204H 145 145 145 145 145 145 156 145
CLAY0204M 88 88 88 88 88 88 87 88
CLAY0205H 209 209 209 209 209 209 221 209
CLAY0205M 144 144 144 144 144 144 127 145
CLAY0303H 142 142 142 142 142 142 151 142
CLAY0303M 66 66 66 66 66 66 67 66
CLAY0304H 220 220 220 220 220 220 227 220
CLAY0304M 97 97 97 97 97 97 100 97
CLAY0305H 287 287 287 287 287 287 294 287
CLAY0305M 140 140 140 140 140 140 139 140
FO7 110 110 110 110 114 110 121 112
FO7 2 112 112 112 112 107 110 126 111
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FO8 135 135 137 137 136 132 129 136
FO9 132 132 132 132 135 132 160 135
O7 133 133 133 133 132 131 119 132
O7 2 121 121 121 121 122 121 125 117
RSYN0805H 135 135 135 135 136 136 142 141
RSYN0805M 102 96 96 96 96 102 103 101
RSYN0805M02H 341 339 339 339 373 343 404 398
RSYN0805M02M 427 432 436 423 427 403 449 445
RSYN0805M03H 596 596 596 596 653 604 702 684
RSYN0805M03M 676 672 708 708 645 606 691 612
RSYN0805M04H 769 767 767 767 837 810 847 960
RSYN0805M04M 882 881 1016 1017 908 810 1025 993
RSYN0810H 143 143 143 143 143 143 151 148
RSYN0810M 109 109 109 109 109 109 123 117
RSYN0810M02H 379 377 377 377 411 394 433 432
RSYN0810M02M 543 558 556 557 521 525 589 599
RSYN0810M03H 666 686 686 686 758 707 831 776
RSYN0810M03M 868 826 855 855 965 851 986 870
RSYN0810M04H 924 954 959 959 1053 960 998 1144
RSYN0810M04M 1102 1079 1217 1223 1252 1021 1283 1277
RSYN0815H 144 144 144 144 144 144 156 145
RSYN0815M 127 127 127 127 127 127 151 146
RSYN0815M02H 406 404 404 404 435 435 480 465
RSYN0815M02M 583 584 584 582 576 574 586 558
RSYN0815M03H 692 688 695 695 803 708 857 799
RSYN0815M03M 887 890 890 879 929 877 1125 920
RSYN0815M04H 913 909 908 908 1254 944 1201 1074
RSYN0815M04M 1187 1261 1405 1350 1556 1258 1511 1478
RSYN0820H 146 146 146 146 146 146 156 149
RSYN0820M 161 161 161 161 172 161 169 176
RSYN0820M02H 435 433 433 433 461 464 525 491
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RSYN0820M02M 612 613 613 611 634 609 650 597
RSYN0820M03H 737 726 726 726 841 761 984 850
RSYN0820M03M 966 963 967 966 966 955 1230 986
RSYN0820M04H 946 945 946 946 1110 938 1323 1087
RSYN0820M04M 1470 1515 1463 1480 1738 1408 1917 1600
RSYN0830H 170 170 170 170 170 170 179 170
RSYN0830M 186 186 186 186 189 187 191 188
RSYN0830M02H 466 464 464 464 502 498 561 509
RSYN0830M02M 698 698 698 699 726 706 772 738
RSYN0830M03H 735 731 731 731 817 713 918 799
RSYN0830M03M 1209 1252 1244 1268 1225 1179 1443 1150
RSYN0830M04H 1073 1073 1070 1070 1326 1049 1239 1255
RSYN0830M04M 1886 1816 1757 1769 2038 1874 2140 1854
RSYN0840H 183 183 183 183 183 183 196 183
RSYN0840M 211 211 211 211 226 213 216 225
RSYN0840M02H 530 530 530 530 563 546 654 585
RSYN0840M02M 800 800 800 803 805 867 826 829
RSYN0840M03H 883 903 907 907 1064 905 1047 1042
RSYN0840M03M 1357 1305 1345 1356 1482 1343 1682 1366
RSYN0840M04H 1243 1241 1241 1241 1478 1267 1594 1382
RSYN0840M04M 2107 2002 1980 2003 2154 2068 2280 2095
SLAY04H 143 143 143 143 146 144 134 144
SLAY04M 77 77 77 77 77 77 65 75
SLAY05H 237 241 238 238 249 248 192 211
SLAY05M 106 106 106 106 106 101 106 103
SLAY06H 390 390 390 388 342 383 315 344
SLAY06M 159 152 152 144 142 142 166 140
SLAY07H 489 494 494 494 487 488 449 443
SLAY07M 202 202 202 202 196 203 201 194
SLAY08H 543 543 543 537 545 542 533 530
SLAY08M 261 259 261 255 259 261 238 254
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SLAY09H 709 710 710 710 701 709 824 673
SLAY09M 311 313 314 314 294 308 321 307
SLAY10H 822 822 822 822 815 822 961 809
SLAY10M 371 371 371 372 379 372 393 378
SYN05H 11 11 11 11 11 11 13 11
SYN05M 28 28 28 28 28 28 29 28
SYN05M02H 30 30 30 30 40 40 36 39
SYN05M02M 89 89 89 89 89 90 85 94
SYN05M03H 40 40 40 40 52 50 50 50
SYN05M03M 143 142 144 139 142 143 133 136
SYN05M04H 52 52 52 52 56 56 65 63
SYN05M04M 190 169 194 184 186 184 193 195
SYN10M02H 66 66 66 66 68 68 67 72
SYN10M02M 155 155 155 155 162 156 187 143
SYN10M03H 87 87 87 87 88 88 102 92
SYN10M03M 223 226 226 226 206 219 371 206
SYN10M04H 123 123 123 123 131 131 136 133
SYN10M04M 389 390 374 383 325 395 390 334
SYN15M 66 66 66 66 66 66 83 78
SYN15M02H 100 100 100 100 104 104 112 106
SYN15M02M 245 238 238 238 243 250 256 245
SYN15M03H 152 152 152 152 161 157 174 157
SYN15M03M 355 355 365 365 393 372 426 421
SYN15M04H 178 178 178 178 192 187 243 191
SYN15M04M 499 492 546 540 553 499 716 592
SYN20H 41 41 41 41 41 41 45 41
SYN20M 94 94 94 94 94 94 112 108
SYN20M02H 127 127 127 127 133 131 146 135
SYN20M02M 294 294 294 294 308 302 393 302
SYN20M03H 197 197 197 197 210 208 246 206
SYN20M03M 422 423 423 423 439 424 599 440
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SYN20M04H 257 257 257 257 273 273 414 273
SYN20M04M 640 644 637 637 699 624 1000 790
SYN30M 132 131 131 131 130 124 151 132
SYN30M02H 182 182 182 182 183 183 222 183
SYN30M02M 477 485 489 490 479 462 531 489
SYN30M03H 260 260 260 260 263 263 314 263
SYN30M03M 766 764 748 740 697 737 904 705
SYN30M04H 364 364 364 364 367 367 692 376
SYN30M04M 1106 1159 1077 1107 1017 1085 1373 1161
SYN40H 85 85 85 85 85 85 93 85
SYN40M 165 164 164 164 167 167 163 171
SYN40M02H 241 241 241 241 241 241 287 241
SYN40M02M 514 527 543 543 541 516 573 541
SYN40M03H 367 367 367 367 377 377 436 377
SYN40M03M 811 799 804 804 827 842 1016 836
SYN40M04H 511 511 511 511 517 515 753 517
SYN40M04M 1312 1331 1410 1463 1337 1467 1562 1301
Table C.3: IBM library primal simplex iterations with different tabu methods
C.1.4 MINLP library LP relaxations
Simplex Iterations for MINLP Lib
Tabu
100 101 103 105 106 108 109 Dantzig
ALAN 12 12 12 12 12 12 15 12
BATCH 116 116 116 116 118 115 135 111
BATCHDES 48 48 48 48 46 46 51 52
CECIL 13 1015 1422 1422 1421 1306 1206 1316 1537
DU-OPT 2353 2213 1809 1608 1989 1735 1703 1572
DU-OPT5 4787 2800 2210 1555 2304 2246 1479 2084
ELF 57 57 57 57 57 57 51 57
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ENIPLAC 228 228 228 228 228 228 185 235
ENPRO48 276 416 270 270 263 272 298 322
ENPRO56 304 268 293 299 281 247 268 243
EX1221 3 3 3 3 3 3 3 3
EX1222 8 8 8 8 8 8 7 8
EX1223 72 72 72 72 72 72 60 65
EX1223A 23 23 23 23 23 23 23 23
EX1223B 72 72 72 72 72 72 50 63
EX1224 12 12 12 12 12 12 13 12
EX1225 6 6 6 6 6 6 7 6
EX1226 15 15 15 15 15 15 15 15
EX1233 46 46 46 46 48 48 45 47
EX1243 32 32 32 32 32 32 47 32
EX1244 59 59 59 59 60 60 64 60
EX1252 118 118 118 118 116 121 106 114
EX1263 28 28 28 28 28 28 66 48
EX1263A 14 14 14 14 14 14 56 14
EX1264 31 31 31 31 31 31 76 67
EX1264A 15 15 15 15 15 15 59 15
EX1265 33 33 33 33 33 33 96 33
EX1265A 20 20 20 20 20 20 78 20
EX1266 48 48 48 48 48 48 206 46
EX1266A 32 32 32 32 32 32 126 49
EX3 40 40 40 40 40 40 40 40
EX4 383 392 329 329 307 307 324 311
FAC1 31 31 31 31 31 31 33 31
FAC2 68 68 68 68 71 64 57 64
FAC3 65 65 65 65 65 65 62 72
FEEDTRAY 379 379 379 379 379 379 429 379
FO7 110 110 110 110 114 110 121 112
FO7 2 112 112 112 112 107 110 126 111
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FO8 135 135 137 137 136 132 129 136
FO9 132 132 132 132 135 132 160 135
FUEL 53 53 53 53 59 54 44 63
GASNET 298 298 298 298 335 300 264 328
GASTRANS 88 83 82 82 85 86 79 73
GBD 4 4 4 4 4 4 6 4
GEAR 3 3 3 3 3 3 3 3
GEAR2 19 19 19 19 19 19 19 19
GEAR3 3 3 3 3 3 3 3 3
GEAR4 3 3 3 3 3 3 3 3
GKOCIS 13 13 13 13 13 13 16 13
JOHNALL 38 38 38 38 38 38 38 38
LOP97IC 7048 15212 15888 14181 16471 9085 18833 16506
LOP97ICX 822 983 1435 1561 824 958 958 921
M3 33 33 33 33 33 33 55 33
M6 81 81 81 81 80 81 85 78
M7 113 113 113 113 113 113 136 113
MINLPHIX 37 37 37 37 37 37 32 37
NOUS1 118 118 118 118 107 122 128 172
NOUS2 150 147 148 143 146 130 137 187
NUCLEAR104 2051 2055 2055 2055 3297 3297 4785 3297
NUCLEAR14 392 392 392 392 469 393 613 468
NUCLEAR14A 6281 3278 70613 193711 13560 27892 24392 53345
NUCLEAR14B 1169 1170 1170 1170 1228 1235 18787 1239
NUCLEAR24 392 392 392 392 469 393 613 468
NUCLEAR24A 6281 3278 70613 193711 13560 27892 24392 53345
NUCLEAR24B 1169 1170 1170 1170 1228 1235 18787 1239
NUCLEAR25 417 417 417 417 538 417 645 538
NUCLEAR25A 20651 4910 3886 644182 15429 52382 29471 56467
NUCLEAR25B 1114 1115 1115 1115 1112 1111 1443 1114
NUCLEAR49 994 994 994 994 1326 1399 1552 1326
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NUCLEAR49A ××× 406675 ××× 919852 302723 423540 177577 95525
NUCLEAR49B 98165 ××× ××× ××× 1317034 ××× 131707 1196357
NUCLEARVA 246 246 246 246 290 290 296 380
NUCLEARVB 270 270 270 270 264 264 331 264
NUCLEARVC 266 266 266 266 317 317 405 361
NUCLEARVD 263 263 263 263 292 292 331 437
NUCLEARVE 263 263 263 263 292 292 330 423
NUCLEARVF 247 247 247 247 304 304 352 374
NVS01 4 4 4 4 4 4 4 4
NVS02 10 10 10 10 10 10 14 10
NVS03 11 11 11 11 11 11 11 11
NVS04 10 10 10 10 10 10 10 10
NVS05 23 23 23 23 27 27 29 27
NVS06 5 5 5 5 5 5 5 5
NVS07 3 3 3 3 3 3 3 3
NVS08 46 46 46 46 43 46 38 38
NVS09 137 137 137 137 137 137 147 137
NVS10 8 8 8 8 8 8 8 8
NVS14 10 10 10 10 10 10 14 10
NVS15 16 16 16 16 16 16 18 16
NVS16 4 4 4 4 4 4 4 4
NVS21 3 3 3 3 3 3 3 3
NVS22 23 23 23 23 26 26 28 26
O7 133 133 133 133 132 131 119 132
O7 2 121 121 121 121 122 121 125 117
OAER 13 13 13 13 13 13 16 13
OIL 1082 1080 1080 1080 1083 1090 1097 1077
OIL2 1820 1820 1820 1820 1815 1815 1168 1815
ORTEZ 39 39 39 39 39 39 65 39
PROB02 10 10 10 10 10 10 10 10
PROB03 3 3 3 3 3 3 3 3
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PROCSEL 19 19 19 19 19 19 14 19
PRODUCT 3986 2927 2814 3286 3459 2537 2072 3826
QAP 32 32 32 32 1206 1206 174 968
QAPW 946 835 835 835 823 833 571 889
RAVEM 252 248 242 242 431 256 268 266
RISK2B 314 432 490 493 308 323 521 360
SEP1 18 18 18 18 18 18 21 18
SPACE25 160 142 142 142 174 174 162 170
SPACE25A 125 125 125 125 120 120 111 126
SPECTRA2 271 286 299 298 323 308 283 309
SPRING 12 12 12 12 12 12 13 12
ST E13 3 3 3 3 3 3 3 3
ST E14 72 72 72 72 72 72 60 65
ST E15 3 3 3 3 3 3 3 3
ST E27 7 7 7 7 7 7 7 7
ST E29 12 12 12 12 12 12 13 12
ST E31 82 82 73 73 75 82 73 75
ST E32 38 38 38 38 38 38 39 38
ST E35 41 41 41 41 43 43 38 43
ST E38 29 29 29 29 29 29 31 29
ST MIQP1 31 31 31 31 28 31 25 27
ST MIQP2 10 10 10 10 10 10 8 10
ST MIQP3 5 5 5 5 5 5 5 5
ST MIQP4 15 15 15 15 15 15 16 15
ST MIQP5 18 18 18 18 18 18 18 18
ST TEST1 12 12 12 12 12 12 12 12
ST TEST2 14 14 14 14 14 14 13 14
ST TEST3 25 25 25 25 25 25 21 25
ST TEST4 3 3 3 3 3 3 3 3
ST TEST5 20 20 20 20 20 20 36 20
ST TEST6 58 58 58 58 56 58 57 53
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ST TEST8 36 36 36 36 36 36 52 36
ST TESTGR1 28 28 29 29 29 28 33 27
ST TESTGR3 60 60 60 60 60 60 65 64
ST TESTPH4 18 18 18 18 18 18 13 18
STOCKCYCLE 423 477 478 478 480 480 585 536
SYNHEAT 46 46 46 46 47 47 45 46
SYNTHES1 19 19 19 19 16 19 15 16
SYNTHES2 26 26 26 26 26 26 28 25
SYNTHES3 41 44 46 46 37 44 36 37
TLN12 203 203 203 203 203 203 382 223
TLN2 10 10 10 10 10 10 14 10
TLN4 27 27 27 27 27 27 46 27
TLN5 30 30 30 30 30 30 77 30
TLN6 41 41 41 41 41 41 129 41
TLN7 44 44 44 44 44 44 145 44
TLOSS 32 32 32 32 32 32 125 47
TLS12 538 538 538 538 738 538 1079 738
TLS2 36 36 36 36 39 39 50 38
TLS4 156 156 157 158 152 156 117 157
TLS5 419 397 335 389 344 401 255 350
TLS6 346 287 310 310 282 312 299 288
TLS7 589 618 635 649 652 601 486 570
TLTR 70 70 70 70 70 70 108 71
USELINEAR 5806 5806 5806 5806 5799 5799 5645 5802
UTIL 29 29 29 29 29 29 34 29
WASTE 1138 1196 1204 1204 1102 1102 1090 1180
WATERX 103 103 103 103 103 103 103 103
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C.1.5 Global library LP relaxations
Simplex Iterations for Global Lib
Tabu
100 101 103 105 106 108 109 Dantzig
ALKYL 25 24 25 25 25 28 21 24
ARKI0001 8507 3588 4850 4109 5272 5246 4290 3588
ARKI0002 608 608 608 608 608 608 608 608
ARKI0009 5696 4971 6033 5733 5921 5414 3810 4971
ARKI0010 2498 2498 2436 2433 2664 2664 2198 2498
ARKI0015 2300 2300 2300 2300 2300 2300 2397 2300
ARKI0019 2753 2753 2753 2753 2753 2753 2753 2753
ARKI0024 629 480 570 570 480 519 575 480
CATMIX100 668 668 668 668 668 668 773 668
CATMIX200 1414 1416 1414 1414 1416 1425 1555 1416
CATMIX400 2920 2920 2920 2920 2920 2920 2792 2920
CATMIX800 5898 5898 5898 5898 5898 5898 5581 5898
CHAKRA 384 351 388 388 392 380 388 351
CHANCE 6 6 6 6 6 6 9 6
CHENERY 93 94 90 90 91 92 87 94
CIRCLE 46 46 46 46 46 46 49 46
DEMO7 81 75 81 79 83 79 94 75
ETAMAC 55 55 55 55 55 55 51 55
EX14 1 9 4 4 4 4 4 4 4 4
EX2 1 1 5 5 5 5 5 5 5 5
EX2 1 4 7 9 7 7 7 7 9 9
EX2 1 5 12 12 12 12 12 12 12 12
EX2 1 6 9 9 9 9 9 9 13 9
EX2 1 8 9 9 9 9 9 9 13 9
EX3 1 1 16 16 16 16 16 16 20 16
EX3 1 2 19 19 19 19 19 19 21 19
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EX3 1 4 7 7 7 7 7 7 7 7
EX4 1 1 12 12 12 12 12 12 12 12
EX4 1 2 182 182 182 182 182 182 182 182
EX4 1 3 10 10 10 10 10 10 10 10
EX4 1 4 14 14 14 14 14 14 15 14
EX4 1 5 13 13 13 13 13 13 13 13
EX4 1 6 11 11 11 11 11 11 11 11
EX4 1 7 10 10 10 10 10 10 10 10
EX4 1 8 8 8 8 8 8 8 8 8
EX4 1 9 6 6 6 6 6 6 6 6
EX5 2 2 CASE1 13 13 13 13 13 13 13 13
EX5 2 2 CASE2 15 15 15 15 15 15 15 15
EX5 2 2 CASE3 13 16 13 13 16 13 14 16
EX5 2 4 14 14 14 14 14 14 14 14
EX5 2 5 67 67 67 67 67 67 94 67
EX5 3 2 6 6 6 6 6 6 9 6
EX5 3 3 223 291 243 227 187 139 245 291
EX5 4 2 15 15 15 15 15 15 20 15
EX5 4 3 24 24 24 24 24 24 22 24
EX5 4 4 40 40 40 40 40 40 31 40
EX6 1 1 33 33 33 33 33 33 32 33
EX6 1 2 10 10 10 10 10 10 10 10
EX6 1 3 56 56 56 56 56 56 56 56
EX6 1 4 26 26 26 26 26 26 23 26
EX6 2 13 94 104 94 94 103 102 103 104
EX6 2 14 106 130 106 106 123 103 106 130
EX7 2 2 9 9 9 9 9 9 10 9
EX7 3 2 4 4 4 4 4 4 4 4
EX7 3 3 12 12 12 12 12 12 12 12
EX7 3 5 16 16 16 16 16 16 16 16
EX8 1 4 11 11 11 11 11 11 11 11
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EX8 1 5 11 11 11 11 11 11 11 11
EX8 1 6 24 24 24 24 24 24 25 24
EX8 1 7 62 75 62 62 62 62 51 75
EX8 1 8 9 9 9 9 9 9 10 9
EX8 3 2 31 31 31 31 31 31 44 31
EX8 3 3 31 31 31 31 31 31 44 31
EX8 3 4 35 35 35 35 35 35 44 35
EX8 3 5 38 38 38 38 38 38 52 38
EX8 3 8 31 31 31 31 31 31 48 31
EX8 3 9 36 36 36 36 36 36 38 36
EX8 4 1 131 122 130 130 120 123 110 122
EX8 4 2 203 203 203 203 203 203 198 203
EX8 4 3 100 100 100 100 100 100 104 100
EX8 4 4 19 19 19 19 19 19 19 19
EX8 4 5 13 13 13 13 13 13 13 13
EX8 4 6 92 92 92 92 92 92 95 92
EX8 4 7 340 359 340 340 343 340 277 359
EX8 5 5 24 24 24 24 24 24 25 24
EX8 6 1 831 827 834 834 817 818 711 827
EX8 6 2 1489 1388 1519 1494 1425 1524 1251 1388
EX9 1 10 6 6 6 6 6 6 5 6
EX9 1 2 4 4 4 4 4 4 4 4
EX9 1 4 3 3 3 3 3 3 3 3
EX9 1 8 6 6 6 6 6 6 5 6
EX9 2 1 7 7 7 7 7 7 7 7
EX9 2 2 12 12 12 12 12 12 11 12
EX9 2 3 9 9 9 9 9 9 8 9
EX9 2 5 7 7 7 7 7 7 10 7
EX9 2 6 12 12 12 12 12 12 12 12
EX9 2 7 7 7 7 7 7 7 7 7
EX9 2 8 2 2 2 2 2 2 2 2
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GASOIL100 2100 1925 2100 2100 1925 1925 2030 1925
GASOIL200 3693 10243 3655 3655 8464 11442 ××× 10243
GASOIL50 1177 1135 1177 1177 1137 1157 2101 1135
GLIDER100 2285 2285 2285 2285 2285 2285 2595 2285
GLIDER200 4326 4388 4354 4354 4377 4377 5271 4388
GLIDER50 1505 1341 1452 1427 1510 1532 1534 1341
GSG 0001 91 91 91 91 91 91 102 91
GTM 228 183 244 236 212 241 202 183
HARKER 24 24 24 24 24 24 24 24
HAVERLY 9 9 9 9 9 9 9 9
HIMMEL11 22 22 22 22 22 22 24 22
HYDRO 118 105 114 115 105 114 85 105
IMMUN 12 12 12 12 12 12 15 12
LEAST 47 47 47 47 47 47 47 47
METHANOL100 2535 3357 2535 2535 3356 2535 5175 3357
METHANOL50 1606 1604 1608 1608 1604 1606 2779 1604
MHW4D 32 32 32 32 32 32 32 32
MINLPHI 3 3 3 3 3 3 4 3
OTPOP 49 49 49 49 49 49 49 49
PINDYCK 81 81 81 81 81 81 85 81
PINENE100 1960 2498 5719 6781 2496 6520 1653 2498
PINENE200 4180 6935 8769 11113 4277 4277 3007 6935
PINENE25 1304 2478 1979 1971 1972 2465 9009 2478
PINENE50 1304 2478 1979 1971 1972 2465 9009 2478
POPDYNM100 5024 5061 5024 5024 5061 5061 5383 5061
POPDYNM25 2108 2061 2097 2097 2061 2061 2061 2061
POPDYNM50 3077 2926 2969 2969 2926 2926 2762 2926
PROCESS 14 14 14 14 14 14 14 14
PROLOG 12 12 12 12 12 12 19 12
QP3 70 82 67 67 60 61 86 82
QP4 1477 912 1254 1224 1082 1421 528 912
Table C.5 continued on next page
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Table C.5 continued from previous page
QP5 81 83 86 86 77 71 83 83
RBROCK 14 14 14 14 14 14 12 14
ROCKET100 701 701 701 701 701 701 504 701
ROCKET200 1401 1401 1401 1401 1401 1401 1004 1401
ROCKET400 2801 2801 2801 2801 2801 2801 2003 2801
ROCKET50 351 351 351 351 351 351 254 351
SAMBAL 184 130 149 149 151 193 86 130
SAMPLE 30 21 30 30 24 28 20 21
SRCPM 72 90 72 70 85 80 86 90
ST BPAF1A 6 6 6 6 6 6 7 6
ST BPAF1B 6 6 6 6 6 6 6 6
ST BPV1 2 2 2 2 2 2 2 2
ST BPV2 4 4 4 4 4 4 4 4
ST BSJ2 4 4 4 4 4 4 4 4
ST BSJ4 9 9 9 9 9 9 9 9
ST CQPF 12 12 12 12 12 12 12 12
ST CQPJK1 25 25 25 25 25 25 25 25
ST CQPJK2 15 15 15 15 15 15 15 15
ST E01 3 3 3 3 3 3 3 3
ST E02 12 12 12 12 12 12 9 12
ST E03 28 28 28 28 28 28 25 28
ST E04 1 1 1 1 1 1 1 1
ST E05 4 4 4 4 4 4 6 4
ST E07 13 13 13 13 13 13 14 13
ST E08 2 2 2 2 2 2 2 2
ST E09 3 3 3 3 3 3 3 3
ST E10 8 8 8 8 8 8 8 8
ST E11 2 2 2 2 2 2 2 2
ST E12 2 2 2 2 2 2 2 2
ST E16 15 15 15 15 15 15 13 15
ST E17 2 2 2 2 2 2 2 2
Table C.5 continued on next page
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ST E18 10 10 10 10 10 10 4 10
ST E19 7 7 7 7 7 7 7 7
ST E20 9 9 9 9 9 9 10 9
ST E21 4 4 4 4 4 4 4 4
ST E22 4 4 4 4 4 4 4 4
ST E23 2 2 2 2 2 2 2 2
ST E26 1 1 1 1 1 1 1 1
ST E28 22 22 22 22 22 22 24 22
ST E30 23 23 23 23 22 23 12 23
ST E33 13 13 13 13 13 13 14 13
ST E37 156 93 156 155 135 156 91 93
ST E39 24 24 24 24 24 24 25 24
ST E42 6 6 6 6 6 6 6 6
ST FP1 5 5 5 5 5 5 5 5
ST FP4 4 4 4 4 4 4 4 4
ST FP5 12 12 12 12 12 12 12 12
ST FP6 9 9 9 9 9 9 13 9
ST FP7A 7 7 7 7 7 7 8 7
ST FP7B 7 7 7 7 7 7 8 7
ST FP7C 7 7 7 7 7 7 8 7
ST FP7D 7 7 7 7 7 7 8 7
ST FP7E 11 11 11 11 11 11 18 11
ST FP8 14 14 14 14 14 14 17 14
ST HT 3 3 3 3 3 3 3 3
ST JCBPAF2 15 15 15 15 15 15 18 15
ST JCBPAFEX 2 2 2 2 2 2 2 2
ST KR 4 4 4 4 4 4 4 4
ST M1 20 20 20 20 20 20 25 20
ST M2 31 29 31 31 33 33 45 29
ST PAN1 3 3 3 3 3 3 3 3
ST PAN2 5 5 5 5 5 5 5 5
Table C.5 continued on next page
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ST PH1 3 3 3 3 3 3 3 3
ST PH10 1 1 1 1 1 1 1 1
ST PH11 3 3 3 3 3 3 3 3
ST PH12 3 3 3 3 3 3 3 3
ST PH13 5 5 5 5 5 5 5 5
ST PH14 5 5 5 5 5 5 5 5
ST PH15 3 3 3 3 3 3 3 3
ST PH2 3 3 3 3 3 3 3 3
ST PH20 6 6 6 6 6 6 6 6
ST PH3 2 2 2 2 2 2 2 2
ST PHEX 4 4 4 4 4 4 4 4
ST QPC-M0 2 2 2 2 2 2 2 2
ST QPC-M3A 69 69 69 69 69 69 85 69
ST QPK1 3 3 3 3 3 3 3 3
ST QPK2 6 6 6 6 6 6 6 6
ST QPK3 11 11 11 11 11 11 11 11
ST RV1 9 9 9 9 9 9 9 9
ST RV2 13 15 13 13 14 14 9 15
ST RV3 19 17 19 19 19 19 14 17
ST RV7 19 18 19 19 19 19 30 18
ST RV8 18 20 18 18 19 19 23 20
ST RV9 21 19 21 21 21 21 21 19
TORSION25 115282 41425 67163 57269 44117 57414 29954 41425
TURKEY 1403 1297 1274 1304 1408 1186 989 1297
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C.2 Map of variable re-entry
C.2.1 Netlib
0 9212/9212
Simplex iteration
Figure C.1: Map of frequent variable re-entries: Netlib problem 25fv47
0 15101/15101
Simplex iteration
Figure C.2: Map of frequent variable re-entries: Netlib problem 80bau3b
0 131/131
Simplex iteration
Figure C.3: Map of frequent variable re-entries: Netlib problem adlittle
0 14/14
Simplex iteration
Figure C.4: Map of frequent variable re-entries: Netlib problem afiro
0 107/107
Simplex iteration
Figure C.5: Map of frequent variable re-entries: Netlib problem agg
0 231/231
Simplex iteration
Figure C.6: Map of frequent variable re-entries: Netlib problem agg2
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0 241/241
Simplex iteration
Figure C.7: Map of frequent variable re-entries: Netlib problem agg3
0 495/495
Simplex iteration
Figure C.8: Map of frequent variable re-entries: Netlib problem bandm
0 69/69
Simplex iteration
Figure C.9: Map of frequent variable re-entries: Netlib problem beaconfd
0 65/65
Simplex iteration
Figure C.10: Map of frequent variable re-entries: Netlib problem blend
0 1802/1802
Simplex iteration
Figure C.11: Map of frequent variable re-entries: Netlib problem bnl1
0 7577/7577
Simplex iteration
Figure C.12: Map of frequent variable re-entries: Netlib problem bnl2
0 536/536
Simplex iteration
Figure C.13: Map of frequent variable re-entries: Netlib problem boeing1
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0 188/188
Simplex iteration
Figure C.14: Map of frequent variable re-entries: Netlib problem boeing2
0 89/89
Simplex iteration
Figure C.15: Map of frequent variable re-entries: Netlib problem bore3d
0 295/295
Simplex iteration
Figure C.16: Map of frequent variable re-entries: Netlib problem brandy
0 382/382
Simplex iteration
Figure C.17: Map of frequent variable re-entries: Netlib problem capri
0 4721/4721
Simplex iteration
Figure C.18: Map of frequent variable re-entries: Netlib problem cycle
0 1238/1238
Simplex iteration
Figure C.19: Map of frequent variable re-entries: Netlib problem czprob
0 77643/77643
Simplex iteration
Figure C.20: Map of frequent variable re-entries: Netlib problem d2q06c
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0 231552/231552
Simplex iteration
Figure C.21: Map of frequent variable re-entries: Netlib problem d6cube
0 1272/1272
Simplex iteration
Figure C.22: Map of frequent variable re-entries: Netlib problem degen2
0 8813/8813
Simplex iteration
Figure C.23: Map of frequent variable re-entries: Netlib problem degen3
0 1500000/1500000
Simplex iteration
Figure C.24: Map of frequent variable re-entries: Netlib problem dfl001
0 459/459
Simplex iteration
Figure C.25: Map of frequent variable re-entries: Netlib problem e226
0 766/766
Simplex iteration
Figure C.26: Map of frequent variable re-entries: Netlib problem fffff800
0 2470/2470
Simplex iteration
Figure C.27: Map of frequent variable re-entries: Netlib problem fit1d
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0 2052/2052
Simplex iteration
Figure C.28: Map of frequent variable re-entries: Netlib problem fit1p
0 29819/29819
Simplex iteration
Figure C.29: Map of frequent variable re-entries: Netlib problem fit2d
0 28597/28597
Simplex iteration
Figure C.30: Map of frequent variable re-entries: Netlib problem fit2p
0 314/314
Simplex iteration
Figure C.31: Map of frequent variable re-entries: Netlib problem forplan
0 913/913
Simplex iteration
Figure C.32: Map of frequent variable re-entries: Netlib problem ganges
0 817/817
Simplex iteration
Figure C.33: Map of frequent variable re-entries: Netlib problem gfrd-pnc
0 27734/27734
Simplex iteration
Figure C.34: Map of frequent variable re-entries: Netlib problem greenbea
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0 14743/14743
Simplex iteration
Figure C.35: Map of frequent variable re-entries: Netlib problem greenbeb
0 720/720
Simplex iteration
Figure C.36: Map of frequent variable re-entries: Netlib problem grow15
0 1100/1100
Simplex iteration
Figure C.37: Map of frequent variable re-entries: Netlib problem grow22
0 298/298
Simplex iteration
Figure C.38: Map of frequent variable re-entries: Netlib problem grow7
0 286/286
Simplex iteration
Figure C.39: Map of frequent variable re-entries: Netlib problem israel
0 58/58
Simplex iteration
Figure C.40: Map of frequent variable re-entries: Netlib problem kb2
0 199/199
Simplex iteration
Figure C.41: Map of frequent variable re-entries: Netlib problem lotfi
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0 3448/3448
Simplex iteration
Figure C.42: Map of frequent variable re-entries: Netlib problem maros-r7
0 1311/1311
Simplex iteration
Figure C.43: Map of frequent variable re-entries: Netlib problem maros
0 1102/1102
Simplex iteration
Figure C.44: Map of frequent variable re-entries: Netlib problem modszk1
0 4708/4708
Simplex iteration
Figure C.45: Map of frequent variable re-entries: Netlib problem nesm
0 6113/6113
Simplex iteration
Figure C.46: Map of frequent variable re-entries: Netlib problem perold
0 15245/15245
Simplex iteration
Figure C.47: Map of frequent variable re-entries: Netlib problem pilot
0 1283/1283
Simplex iteration
Figure C.48: Map of frequent variable re-entries: Netlib problem pilot4
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0 36449/36449
Simplex iteration
Figure C.49: Map of frequent variable re-entries: Netlib problem pilot87
0 2103/2103
Simplex iteration
Figure C.50: Map of frequent variable re-entries: Netlib problem pilotnov
0 45/45
Simplex iteration
Figure C.51: Map of frequent variable re-entries: Netlib problem recipe
0 44/44
Simplex iteration
Figure C.52: Map of frequent variable re-entries: Netlib problem sc105
0 89/89
Simplex iteration
Figure C.53: Map of frequent variable re-entries: Netlib problem sc205
0 19/19
Simplex iteration
Figure C.54: Map of frequent variable re-entries: Netlib problem sc50a
0 20/20
Simplex iteration
Figure C.55: Map of frequent variable re-entries: Netlib problem sc50b
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0 508/508
Simplex iteration
Figure C.56: Map of frequent variable re-entries: Netlib problem scagr25
0 98/98
Simplex iteration
Figure C.57: Map of frequent variable re-entries: Netlib problem scagr7
0 501/501
Simplex iteration
Figure C.58: Map of frequent variable re-entries: Netlib problem scfxm1
0 954/954
Simplex iteration
Figure C.59: Map of frequent variable re-entries: Netlib problem scfxm2
0 1390/1390
Simplex iteration
Figure C.60: Map of frequent variable re-entries: Netlib problem scfxm3
0 236/236
Simplex iteration
Figure C.61: Map of frequent variable re-entries: Netlib problem scorpion
0 520/520
Simplex iteration
Figure C.62: Map of frequent variable re-entries: Netlib problem scrs8
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0 303/303
Simplex iteration
Figure C.63: Map of frequent variable re-entries: Netlib problem scsd1
0 759/759
Simplex iteration
Figure C.64: Map of frequent variable re-entries: Netlib problem scsd6
0 1874/1874
Simplex iteration
Figure C.65: Map of frequent variable re-entries: Netlib problem scsd8
0 317/317
Simplex iteration
Figure C.66: Map of frequent variable re-entries: Netlib problem sctap1
0 1177/1177
Simplex iteration
Figure C.67: Map of frequent variable re-entries: Netlib problem sctap2
0 1801/1801
Simplex iteration
Figure C.68: Map of frequent variable re-entries: Netlib problem sctap3
0 5/5
Simplex iteration
Figure C.69: Map of frequent variable re-entries: Netlib problem seba
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0 283/283
Simplex iteration
Figure C.70: Map of frequent variable re-entries: Netlib problem share1b
0 138/138
Simplex iteration
Figure C.71: Map of frequent variable re-entries: Netlib problem share2b
0 513/513
Simplex iteration
Figure C.72: Map of frequent variable re-entries: Netlib problem shell
0 330/330
Simplex iteration
Figure C.73: Map of frequent variable re-entries: Netlib problem ship04l
0 217/217
Simplex iteration
Figure C.74: Map of frequent variable re-entries: Netlib problem ship04s
0 582/582
Simplex iteration
Figure C.75: Map of frequent variable re-entries: Netlib problem ship08l
0 320/320
Simplex iteration
Figure C.76: Map of frequent variable re-entries: Netlib problem ship08s
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0 977/977
Simplex iteration
Figure C.77: Map of frequent variable re-entries: Netlib problem ship12l
0 525/525
Simplex iteration
Figure C.78: Map of frequent variable re-entries: Netlib problem ship12s
0 1013/1013
Simplex iteration
Figure C.79: Map of frequent variable re-entries: Netlib problem sierra
0 413/413
Simplex iteration
Figure C.80: Map of frequent variable re-entries: Netlib problem stair
0 36/36
Simplex iteration
Figure C.81: Map of frequent variable re-entries: Netlib problem standata
0 36/36
Simplex iteration
Figure C.82: Map of frequent variable re-entries: Netlib problem standgub
0 329/329
Simplex iteration
Figure C.83: Map of frequent variable re-entries: Netlib problem standmps
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0 74/74
Simplex iteration
Figure C.84: Map of frequent variable re-entries: Netlib problem stocfor1
0 1551/1551
Simplex iteration
Figure C.85: Map of frequent variable re-entries: Netlib problem stocfor2
0 631/631
Simplex iteration
Figure C.86: Map of frequent variable re-entries: Netlib problem tuff
0 57/57
Simplex iteration
Figure C.87: Map of frequent variable re-entries: Netlib problem vtpbase
0 480/480
Simplex iteration
Figure C.88: Map of frequent variable re-entries: Netlib problem wood1p
0 1722/1722
Simplex iteration
Figure C.89: Map of frequent variable re-entries: Netlib problem woodw
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C.2.2 Kennington
0 5185/5185
Simplex iteration
Figure C.90: Map of frequent variable re-entries: Kennington problem cre-a
0 856170/856170
Simplex iteration
Figure C.91: Map of frequent variable re-entries: Kennington problem cre-b
0 4611/4611
Simplex iteration
Figure C.92: Map of frequent variable re-entries: Kennington problem cre-c
0 550853/550853
Simplex iteration
Figure C.93: Map of frequent variable re-entries: Kennington problem cre-d
0 2347/2347
Simplex iteration
Figure C.94: Map of frequent variable re-entries: Kennington problem ken-07
0 30641/30641
Simplex iteration
Figure C.95: Map of frequent variable re-entries: Kennington problem ken-11
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0 162064/162064
Simplex iteration
Figure C.96: Map of frequent variable re-entries: Kennington problem ken-13
0 1405699/1405699
Simplex iteration
Figure C.97: Map of frequent variable re-entries: Kennington problem ken-18
0 710/710
Simplex iteration
Figure C.98: Map of frequent variable re-entries: Kennington problem osa-07
0 1622/1622
Simplex iteration
Figure C.99: Map of frequent variable re-entries: Kennington problem osa-14
0 2742/2742
Simplex iteration
Figure C.100: Map of frequent variable re-entries: Kennington problem osa-30
0 5090/5090
Simplex iteration
Figure C.101: Map of frequent variable re-entries: Kennington problem osa-60
0 1228/1228
Simplex iteration
Figure C.102: Map of frequent variable re-entries: Kennington problem pds-02
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0 37548/37548
Simplex iteration
Figure C.103: Map of frequent variable re-entries: Kennington problem pds-06
0 151758/151758
Simplex iteration
Figure C.104: Map of frequent variable re-entries: Kennington problem pds-10
0 882855/882855
Simplex iteration
Figure C.105: Map of frequent variable re-entries: Kennington problem pds-20
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C.3 Iterations between re-entries
C.3.1 Netlib
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Figure C.106: Variable re-entry histogram: Netlib problem 25fv47
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Figure C.107: Variable re-entry histogram: Netlib problem 80bau3b
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Figure C.108: Variable re-entry histogram: Netlib problem adlittle
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Figure C.109: Variable re-entry histogram: Netlib problem afiro
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Figure C.110: Variable re-entry histogram: Netlib problem agg
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Figure C.111: Variable re-entry histogram: Netlib problem agg2
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Figure C.112: Variable re-entry histogram: Netlib problem agg3
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Figure C.113: Variable re-entry histogram: Netlib problem bandm
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Figure C.114: Variable re-entry histogram: Netlib problem beaconfd
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Figure C.115: Variable re-entry histogram: Netlib problem blend
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Figure C.116: Variable re-entry histogram: Netlib problem bnl1
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Figure C.117: Variable re-entry histogram: Netlib problem bnl2
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Figure C.118: Variable re-entry histogram: Netlib problem boeing1
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Figure C.119: Variable re-entry histogram: Netlib problem boeing2
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Figure C.120: Variable re-entry histogram: Netlib problem bore3d
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Figure C.121: Variable re-entry histogram: Netlib problem brandy
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Figure C.122: Variable re-entry histogram: Netlib problem capri
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Figure C.123: Variable re-entry histogram: Netlib problem cycle
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Figure C.124: Variable re-entry histogram: Netlib problem czprob
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Figure C.125: Variable re-entry histogram: Netlib problem d2q06c
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Figure C.126: Variable re-entry histogram: Netlib problem d6cube
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Figure C.127: Variable re-entry histogram: Netlib problem degen2
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Figure C.128: Variable re-entry histogram: Netlib problem degen3
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Figure C.129: Variable re-entry histogram: Netlib problem dfl001
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Figure C.130: Variable re-entry histogram: Netlib problem e226
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Figure C.131: Variable re-entry histogram: Netlib problem fffff800
0 1/8 1/4 3/8 1/2 5/8 3/4 7/8 1
0
350
700
Iterations between re−entries (relative to total simplex iterations)
Figure C.132: Variable re-entry histogram: Netlib problem fit1d
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Figure C.133: Variable re-entry histogram: Netlib problem fit1p
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Figure C.134: Variable re-entry histogram: Netlib problem fit2d
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Figure C.135: Variable re-entry histogram: Netlib problem fit2p
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Figure C.136: Variable re-entry histogram: Netlib problem forplan
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Figure C.137: Variable re-entry histogram: Netlib problem ganges
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Figure C.138: Variable re-entry histogram: Netlib problem gfrd-pnc
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Figure C.139: Variable re-entry histogram: Netlib problem greenbea
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Figure C.140: Variable re-entry histogram: Netlib problem greenbeb
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Figure C.141: Variable re-entry histogram: Netlib problem grow15
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Figure C.142: Variable re-entry histogram: Netlib problem grow22
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Figure C.143: Variable re-entry histogram: Netlib problem grow7
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Figure C.144: Variable re-entry histogram: Netlib problem israel
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Figure C.145: Variable re-entry histogram: Netlib problem kb2
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Figure C.146: Variable re-entry histogram: Netlib problem lotfi
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Figure C.147: Variable re-entry histogram: Netlib problem maros-r7
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Figure C.148: Variable re-entry histogram: Netlib problem maros
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Figure C.149: Variable re-entry histogram: Netlib problem modszk1
0 1/8 1/4 3/8 1/2 5/8 3/4 7/8 1
0
450
900
Iterations between re−entries (relative to total simplex iterations)
Figure C.150: Variable re-entry histogram: Netlib problem nesm
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Figure C.151: Variable re-entry histogram: Netlib problem perold
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Figure C.152: Variable re-entry histogram: Netlib problem pilot
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Figure C.153: Variable re-entry histogram: Netlib problem pilot4
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Figure C.154: Variable re-entry histogram: Netlib problem pilot87
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Figure C.155: Variable re-entry histogram: Netlib problem pilotnov
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Figure C.156: Variable re-entry histogram: Netlib problem recipe
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Figure C.157: Variable re-entry histogram: Netlib problem sc105
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Figure C.158: Variable re-entry histogram: Netlib problem sc205
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Figure C.159: Variable re-entry histogram: Netlib problem sc50a
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Figure C.160: Variable re-entry histogram: Netlib problem sc50b
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Figure C.161: Variable re-entry histogram: Netlib problem scagr25
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Figure C.162: Variable re-entry histogram: Netlib problem scagr7
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Figure C.163: Variable re-entry histogram: Netlib problem scfxm1
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Figure C.164: Variable re-entry histogram: Netlib problem scfxm2
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Figure C.165: Variable re-entry histogram: Netlib problem scfxm3
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Figure C.166: Variable re-entry histogram: Netlib problem scorpion
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Figure C.167: Variable re-entry histogram: Netlib problem scrs8
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Figure C.168: Variable re-entry histogram: Netlib problem scsd1
368
0 1/8 1/4 3/8 1/2 5/8 3/4 7/8 1
0
10
20
Iterations between re−entries (relative to total simplex iterations)
Figure C.169: Variable re-entry histogram: Netlib problem scsd6
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Figure C.170: Variable re-entry histogram: Netlib problem scsd8
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Figure C.171: Variable re-entry histogram: Netlib problem sctap1
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Figure C.172: Variable re-entry histogram: Netlib problem sctap2
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Figure C.173: Variable re-entry histogram: Netlib problem sctap3
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Figure C.174: Variable re-entry histogram: Netlib problem seba
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Figure C.175: Variable re-entry histogram: Netlib problem share1b
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Figure C.176: Variable re-entry histogram: Netlib problem share2b
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Figure C.177: Variable re-entry histogram: Netlib problem shell
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Figure C.178: Variable re-entry histogram: Netlib problem ship04l
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Figure C.179: Variable re-entry histogram: Netlib problem ship04s
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Figure C.180: Variable re-entry histogram: Netlib problem ship08l
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Figure C.181: Variable re-entry histogram: Netlib problem ship08s
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Figure C.182: Variable re-entry histogram: Netlib problem ship12l
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Figure C.183: Variable re-entry histogram: Netlib problem ship12s
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Figure C.184: Variable re-entry histogram: Netlib problem sierra
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Figure C.185: Variable re-entry histogram: Netlib problem stair
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Figure C.186: Variable re-entry histogram: Netlib problem standata
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Figure C.187: Variable re-entry histogram: Netlib problem standgub
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Figure C.188: Variable re-entry histogram: Netlib problem standmps
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Figure C.189: Variable re-entry histogram: Netlib problem stocfor1
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Figure C.190: Variable re-entry histogram: Netlib problem stocfor2
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Figure C.191: Variable re-entry histogram: Netlib problem tuff
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Figure C.192: Variable re-entry histogram: Netlib problem vtpbase
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Figure C.193: Variable re-entry histogram: Netlib problem wood1p
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Figure C.194: Variable re-entry histogram: Netlib problem woodw
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Figure C.195: Variable re-entry histogram: Kennington problem cre-a
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Figure C.196: Variable re-entry histogram: Kennington problem cre-b
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Figure C.197: Variable re-entry histogram: Kennington problem cre-c
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Figure C.198: Variable re-entry histogram: Kennington problem cre-d
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Figure C.199: Variable re-entry histogram: Kennington problem ken-07
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Figure C.200: Variable re-entry histogram: Kennington problem ken-11
0 1/8 1/4 3/8 1/2 5/8 3/4 7/8 1
0
3
6
x 104
Iterations between re−entries (relative to total simplex iterations)
Figure C.201: Variable re-entry histogram: Kennington problem ken-13
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Figure C.202: Variable re-entry histogram: Kennington problem ken-18
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Figure C.203: Variable re-entry histogram: Kennington problem osa-07
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Figure C.204: Variable re-entry histogram: Kennington problem osa-14
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Figure C.205: Variable re-entry histogram: Kennington problem osa-30
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Figure C.206: Variable re-entry histogram: Kennington problem osa-60
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Figure C.207: Variable re-entry histogram: Kennington problem pds-02
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Figure C.208: Variable re-entry histogram: Kennington problem pds-06
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Figure C.209: Variable re-entry histogram: Kennington problem pds-10
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Figure C.210: Variable re-entry histogram: Kennington problem pds-20
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