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ort zum Antragsabschnitt   Werkzeuge zur Etikettierung
Die vorliegende Arbeit wurde im Rahmen des Verbundvorhabens Verbmobil vom
Bundesministeriumf

ur BildungWissenschaft Forschung und Technologie BMBF
unter dem F

orderkennzeichen 	  IV  	  N 	 gef

ordert Die Verantwortung f

ur







 Lokalisierung von Wortgrenzen im Signal 
 Hypothesengenerierung f






  Implementierung                            
 Training der statistischen Sprachmodelle zur Phrasengrenzende	
tektion und Akzentzuordnung 
  Gl

attungsmethoden                           
 Bestimmung der Signalpositionen f

ur Akzente und Phrasengren	
zen 
  Phrasengrenzen                              	
 Bestimmung der Signalposition f

ur Akzente              	
 Auswertung 
A Beispiel zur Phrasierung und Akzentzuordnung 
 
 Zusammenfassung
Es wird ein Experimentalsystem zur automatischen prosodischen Etikettierung
und Segmentierung deutscher Spontansprache vorgestellt Das System wird einge
setzt um eine prototypische Beschreibung prosodischer Eigenschaften Akzentuie
rung und Phrasierung einer

Auerung zu generieren Die beschriebenen Verfahren










ur die automatische Spracherkennung und interpretation und die Dia
logf






art inwieweit die Wahrnehmung prosodischer Ph

anomene durch die Sprach
produktion zB Grundfrequenz

anderungen Syntax und die Semantik einer

Aue
rung beeinut werden Ein Grund f

ur den seltenen Einsatz prosodischer Infor









stellen wird am Institut f

ur Nachrichtentechnik der TU Braunschweig im Rahmen
des Projektes Verbmobil spontansprachliches Material prosodisch segmentiert und
etikettiert Da die manuelle Segmentierung und Etikettierung eine sehr zeit und
kostenaufwendige Aufgabe ist wird die Idee verfolgt ein semiautomatisches Sy
stem zu entwickeln







Auerung automatisch eine prototypische Beschreibung der Prosodie
Akzente und Phraengrenzen generiert wird
F

ur die Erzeugung der Akzent und Phrasengrenzenhypothesen werden stati
stische Methoden der Sprachmodellierung und Mustererkennung eingesetzt
Zu diesem Zweck wird auf die Transliteration der

Auerung die die Recht
schrift und einige zus

atzliche Beschreibungen von artikulatorischen und nichtar
tikulatorischen Ger

auschen umfat und auf das Sprachsignal zur

uckgegrien
Die manuelle Segmentierung und Etikettierung beschr

ankt sich nach dieser
Vorverarbeitung auf die Verzierung der Etiketten und Segmentgrenzen Dies
senkt den Aufwand an manueller Arbeit deutlich
Die prosodische Beschreibung beinhaltet
  Wort bzw Silbengrenzen als Zeitpunkte im Sprachsignal

  Zuordnungen von Akzentstufen Nebenakzent Hauptakzent zu den Wor
teinheiten und die Lokalisierung des Akzentes im Sprachsignal durch die
automatische Bestimmung des Vokalzentrums der akzenttragenden Silbe




Das Gesamtsystem gliedert sich in drei Schritte

  Automatische Segmentierung des Sprachsignals in phonetische Einheiten
umfat somit auchWort und Silbengrenzen mit einemHMMSpracherkenner
siehe Kap 
 Vorhersage von Akzenten und Phrasengrenzen aus demText der

Auerungen
durch Bewertung mit einem stochastischen Sprachmodell siehe Kap  und
Kap 
 Bestimmungder Phrasengrenzen und Akzentpositionen im Sprachsignal durch
die Kombination der Ergebnisse des Verarbeitungsschrittes   und  siehe
Kap 
Das Gesamtsystem ist ein modulares System mit klar denierten Schnitt
stellen Diese Konzeption wurde gew

ahlt um die Austauschbarkeit der verschie
dene Module zu gew

ahrleisten Es ist somit m

oglich alternative Vorgehensweisen
zB bei der Akzentdetektion schnell zu erproben indem das entsprechende Mo
dul ausgetauscht wird Dieses Vorgehen verk

urzt die Entwicklungszeiten neuer
Algorithmen erheblich da nicht jedesmal eine vollst

andig neue Integration vorge
nommen werden mu Die im Vergleich zu einem integrierten Ansatz auftretenden
Geschwindigkeitseinbuen bei der Analyse sind hinnehmbar da das gesamte Sy
stem vollst

andig im Hintergrund BatchBetrieb laufen kann




 Aussprachelexikon zur Erzeugung der GraphemPhonemKorrespondenzen
 Grammatiklexikon zur Zuordnung der W

orter zu ihren grammatikali
schen Kategorien Verben Adverb usw










 Lokalisierung von Wortgrenzen im Signal
DieWortgrenzenbestimmung kann als eine vereinfachte Aufgabe der Spracherkennung
aufgefat werden BRUGNARA  da das Erkennungsergebnis dh die Wort
folge a priori bekannt ist Der Spracherkenner mu nur noch die Wortgrenzen im
Signal detektieren Im vorliegenden Systemwird zu diesem Zweck ein auf semikon
tinuierlichen Hidden Markov Modellen basierender Spracherkenner eingesetzt Als
Erkennungseinheiten werden kontextfreie Phonemmodelle benutzt Aus der Pho
nemsegmentierung wird in einem nachgeschalteten Verarbeitungsschritt die Wort
grenzen und die Position der Silbenkerne im Aussprachelexikon markiert be
stimmtF









ur die Hypothesengenerierung f

ur Phrasierungen und Akzentzuordnungen wird





asentieren die grammatikalischen Wortkategorien und die Satz






Zu diesem Zweck wird die Transliteration der

Auerung in einem ersten Schritt
in eine Folge von grammatikalischen Kategorieren konvertiert
Aus zwei Gr





  Geringer Umfang des Trainingsmaterials





ugung Das Lexikon umfat aber ca 			 Ein
tr

age so da vieleWorteinheiten  imGegensatz zur zugeh

origen Kategorie
 nur einmal beobachtet wurden
  Da viele prosodische Phrasengrenzen mit syntaktischen Konstituentengren
zen die sich in ihrer Struktur  aber mit anderemWortlaut  wiederholen




Zur Ermittlung der Phrasierung und Akzentzuordnung wird eine Graphsuche
siehe Bild   gestartet Die Wahrscheinlichkeit jedes Pfades durch diesen Graphen
wird mit Hilfe des kategorialen Sprachmodells berechnet siehe Kap  Das kate
goriale Sprachmodell basiert auf grammatikalischen Einheiten zB noun verb
die um die jeweilige Akzentkategorie erweitert wurden vergl Anhang

Beispiel
 noun unbetont noun NA Nebenakzent noun HA Hauptakzent
Das Sprachmodell wurde an prosodisch etikettierten Daten trainiert Jedes
Wort des Traningsmaterials wurde dabei in die entsprechende Kategorie konver
tiert und um den manuell zugewiesenen Akzent erweitert Phrasengrenzen wurden
dabei als spezielle Wortgrenzen behandelt j
F








uhre die vorliegende spontansprachliche

Auerung mit den Einheiten
w
 




orter in eine Symbolfolge S
 
     S
N

 Hinter jedem Symbol S
i
kann eine Phrasengrenze PG oder eine Wortgrenze
WG die keine Phrasengrenze darstellt folgen Es soll jetzt die Symbolkette
Z  Z
 
     Z
L
gefunden werden die die h

ochste a priori Wahrscheinlichkeit















 dann ist Z
j 
 PG oder WG
  Wenn Z
j
 PG oder Z
j








 dann wird Z
j
ein Akzentuierungattribut zugeordnet
das eines der folgenden drei Werte annimmt

 









Anschaulich kann man die og Bedingungen so interpretieren da die Sym
bolkette Z eine m

ogliche Realisierung der Symbolfolge S mit eingef

ugten Phra








verschiedene Symbolketten Z der L











Wort 1 Wort 2 Wort N
Bild  Darstellung der Phrasengrenzendetektion und Akzentzuordnung als Graphsuche
Es ist leicht einsichtig da bei l

angeren Symbolketten S eine vollst

andige Gra
phensuche einen enormen Suchaufwand erfordert Deshalb wird die Suche als sub
optimaler ViterbiBeamSearch Siehe Kap  organisiert Als Ergebnis werden
die kbesten Phraseneinteilungen der Symbolkette S geliefert




atzung der Verteilungsparameter kann datengetrieben durchgef

uhrt
werden dh es mu kein Regelwerk erstellt werden in der die Abh

angigkeit
der Akzentuierung und der Phrasierung von der Wortstellung bzw folge
explizit formuliert werden mu
  Aus der statistischen Sch

atzung kann aber ggf ein Regelwerk abgeleitet




Um die wahrscheinlichste Zuordnung zu ermitteln ist es denkbar alle m

ogli
chen Kombinationen von Phrasengrenzen und Akzentzuordnungen auszutesten
Dies ist aber bei l










oglich sind Aus diesem Grund wird bei der Phra
sengenerierung auf PruningTechniken zur

uckgegrien BeamSearch die eine
suboptimale Suche darstellen
 Beam	Search	Technik
Beim BeamSearch handelt es sich um eine suboptimale Breitensuche in einem
Graphen Bei der Suche werden nur Verzweigungen im Graphen ber

ucksichtigt
deren Bewertungen relativ zur besten Bewertung eine gewisse Schwelle nicht un
terschreiten Alle anderen Zweige werden verworfen Pruning Beim Erreichen
der Bl

atter im Graphen werden die besten Symbolfolgen innerhalb des Graphen
durch R






ur die Ermittlung der Phrasengrenzen wird die Symbolfolge S von links nach
rechts nach folgendem Schema abgearbeitet

Historienlisten    mit Symbol S
 
initalisieren








ur jede in der Historienlisten h
 




















































ur i     
Berechne P H
i









ur i    
Berechne P H
i











ur i       
IF P H
i















mit den a priori Wahrscheinlichkeiten
in der Historienlisten 
Ausgabe der wahrscheinlichsten Historie aus der Historienliste HN mit der
zugeh

origen Phrasen und Akzentzuordnung
Bei der konventionellen Implementierung des BeamSearch wird die Beschnei
dung des Baumes erst nach Ermittlung der h






uhrt aber zu deutlichen Geschwindigkeitseinbuen Durch die
adaptive Anpassung der PruningSchwelle werden zwar mehr Hypothesen als not
wendig weiterverfolgt Dieser erh







 Training der statistischen Sprachmodelle zur
Phrasengrenzendetektion und Akzentzuordnung
Mit nGrammGrammatiken bezeichnet man eine datengetriebene Methode zur
Absch































   w
k  
 Die Wahrscheinlichkeit P w f

ur eine
Wortfolge w ergibt sich somit zu













Bei einer nGrammGrammatik wird die Einschr






   w
k  











   w
k  















ote Problem bei dem Training des TrigramModells ist die ungen

ugende




atzung der Modellparameter Dies ist leicht
einsehbar wenn man sich zB vergegenw

artigt da es bei einem Wortschatz von
 			 W





ogliche Trigrame gibt Aus diesem Grund
werden die Verteilungsparameter des Trigrams gegl

attet
Die Parameter werden dabei so eingestellt da auch im Trainingsmaterial
ungesehene Wortfolgen eine gewisse Wahrscheinlichkeit zugeordnet wird Aus die
sem Grund wird anstatt einer im Sinne der Wahrscheinlichkeitsrechnung besten
Absch

atzung des Trainingsmaterials Most likelihood ein interpoliertes Modell
berechnet indem von jedem gesch

atzten Wahrscheinlichkeitswert ein gewisses
Wahrscheinlichkeitsma abgezogen wird Discounting Die so gewonnene Wahr
scheinlichkeitsmasse wird auf die ungesehene Ereignisse verteilt F

ur das Sprach
modell zur Akzent und Phrasengrenzengenerierung wurde als Gl

attungsverfah










ahlung eines Trigrams k ein Betrag D Discounting Value
abgezogen NEY  H






atzung der Auftrittswahrscheinlichkeit gleichg

ultig ist ob ein Trigram
einmal oder nie beobachtet wurde
Die Berechnung der TrigramWahrscheinlichkeiten wird dann in folgenden
Schritten ausgef




































































































 Anzahl der W













































 Anzahl der gez















 Anzahl der gez











 Anzahl der Beobachtungen des Wortes w
M






Die Positionen der Phrasengrenzen im Signal werden auf das Wortende des jeweils
vorangehenden Wortes gesetzt
 Bestimmung der Signalposition f

ur Akzente
Die Akzentposition eines Wortes im Signal wird durch ein zweistuges Vorgehen
gefunden Im ersten Schritt wird ein ViterbiAlignment der phonetischen Wortbe
schreibung auf den entsprechenden Signalabschnitt durchgef

uhrt siehe Kap 
Im zweiten Schritt wird aus dem Aussprachelexikon das Phonem ermittelt dem
die lexikalische Wortbetonung zugeordnet ist Die Akzentposition wird dann auf
das Zentrum dieses Phonems im Zeitsignal gesetzt Die Position des Zentrums
wird aus den Phonemgrenzen dieses Phonems berechnet
 Auswertung
Die vorhergesagten Akzente und Phrasengrenzen wurden mit manuell etikettier




















Das Auswertungsergebnis zeigt da Akzente und Phrasengrenzen mit Hilfe
des statistischen Sprachmodells in den meisten F

allen korrekt vorhergesagt wer
den k

onnen Die Lokalisierung der Akzentpositionen im Signal wird mit einer
durchschnittlichen Abweichung von ca  	 ms gefunden wenn zuvor die automa
tisch gesetzten Wortgrenzen manuell veriziert wurden
 	
A Beispiel zur Phrasierung und Akzentzuord	
nung
Transliteration
dann wurde ich sagen das wir noch ein Termin ausmachen breathing	
Konvertierung in grammatikalische Kategorien
adv verb pro verb konj pro adv det noun verb breathing	
Ergebnis der Vorhersage
adv verb pro verb
PA  konj pro adv det noun
SA verb  breathing	
Konvertierung der grammatikalischen Einheiten auf die Textebene
dann wurde ich sagen
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