ABSTRACT Recently, the advent of generative adversarial networks (GANs) in synthesizing identitypreserving faces has aroused the considerable interest of many scholars. However, face attribute representation learning, which is explicitly disentangled from identity feature and synthesizes identity-preserving face images with high diversity and quality in other datasets, still remains challenging. To cope with that, this paper proposes multi-process training GAN, or MP-GAN for short, which significantly improves the disentangled representation, diversity, and quality. Unlike other existing single-process models that map noise to a final output resolution image in a single training process, MP-GAN divides training into multiple processes. The main idea is to first generate lower resolution images that contain lower frequency feature information through competition and then extract their disentangled facial features to generate a higher resolution image. Furthermore, an identity-preserving image with real identity feature and disentangled facial feature could be generated at the final output resolution training process. The distinct benefits are not only getting diverse facial feature generation but also achieving disentangled representation from the lower resolution training processes and rendering a photo-realistic image that contains high diversity but preserves identity at the final output resolution training process. The high performance of this method is highlighted by quantitative and qualitative comparisons. We conclude that MP-GAN can generate face images featuring high diversity and quality while efficiently preserving identity, thereby significantly outperforming most modern advanced methods.
I. INTRODUCTION
Generative adversarial networks have led to significant breakthroughs in face synthesis in recent years [1] , [5] - [7] , [9] . High quality face synthesis could be useful in a wide variety of applications, such as face recognition [2] , face editing [3] , face detection [4] and face rotation [13] , [16] . However, generating a face image with any different poses or expressions meanwhile preserving its identity remains challenging.
Conventional methods like [14] , [16] are typically built upon the original GAN [8] , which generates final output resolution images directly by single process training models. They are composed of a discriminator and a generator, denoted as D and G respectively, as shown in Fig.1a) . However, changing one facial attribute without affecting the The associate editor coordinating the review of this manuscript and approving it for publication was Michele Nappi.
others when adding constraints to control the attributes of a synthesized face meanwhile preserving the identity, has been focusing on three aspects: 1) extract facial features with less influence on each other; 2) convert low-dimension facial and identity features to high-quality images; 3) promote image diversity.
Efforts on this direction include extending the conditional GAN [10] , [11] by adding pose feature as a condition in G and the identity and pose estimation in D [13] , [16] as well as utilizing sparse supervision by introducing pixelwise supervision with paired training data to preserve identity [14] , [15] .
In this paper, we present that MP-GAN, a novel multiprocess training generative adversarial networks has a less loss of preserving identity but still gains face images with high diversity and quality. The training methodology is a direct result of multi-process training that generates images from low to high resolution progressively. The training processes produce various facial feature images from lower resolution image instead of decreasing the diversity and disentangled representation. Following final output resolution training process can further generate high-quality and identity-preserving face with facial features extracted from above generated facial feature image and real identity feature extracted from the real face.
As shown in Fig.1b) , we divide training into k processes. We start with training process-1 and produce the facial feature image x s 8×8 with a resolution of 8 2 . When training process-1 is completed, we add layers into the networks to double the resolution and the training is transferred from process-1 to process-2. Note that the higher resolution facial feature image x s 16×16 is produced from facial features extracted from lower facial feature image x s 8×8 . Here, we call the generated images(e.g. x s 8×8 , x s 16×16 , etc.) as facial feature images during the training processes before the final output resolution training process. Synthesizing facial feature images from low to high resolution at each process is an important step for increasing diversity and disentangled representation. We will discuss in detail in section III. In the final output resolution training process (see the training process-k), in order to preserve identity, we also feed the identity feature f id that is extracted from the real face to generator G to guide the synthesis process and the feature-wise supervision is applied to this training process.
Since MP-GAN is designed to achieve its true potential low to high resolution step by step, it has three appealing properties. First, generating facial feature images at each process through competition can significantly improve image diversity. Second, extracting low-frequency information (e.g. pose, expression etc.) from a lower-resolution image is more conducive to separate high-frequency information, and can better achieve the disentangled representation. Third, it can first discover the main structure of the face and then gradually divert attention to reconstruct the details of the face, which can improve the image quality.
The outline of this paper is organized as follows. Section II discusses the state-of-the-art works. The design details of MP-GAN is presented in section III. Section IV demonstrates the results of extensive experiments. Section V draws the conclusion of the paper.
II. RELATED WORKS A. PROGRESSIVE GROWING TRAINING
The synthesis of high-resolution images still faces a big challenge since higher resolution image makes it easier to separate the generated images apart from training images [21] , which can result in drastically amplifying the gradient problem. To address this issue, the resolution can be enhanced step by step to continuously ask a much simpler question compared to the final purpose of generating a high resolution image directly [28] . Reference [30] utilizes one generator and multiple discriminators simultaneously and [31] executes the opposite with one discriminator and multiple generators. Reference [29] utilizes multiple discriminators which operate on a series of different spatial resolutions. Hierarchical GANs [32] use a generator and a discriminator for every single level of an image pyramid. Reference [7] starts with low-resolution images, and then increase both the generator and discriminator step by step to double the resolution by adding layers to the networks, however, it is not a conditional GAN. Our approach resembles [7] but a crucial improvement exists in our approach to control facial attributes and identity of synthetic faces by imposing constraints to each generation process.
B. FACE SYNTHESIS
In this research field, there are more than one classic methods like [33] , [34] , [35] and [36] adopted by other researchers for face synthesis without using GANs. Here, we tend to acknowledge their contributions in this area.
In order to control the facial attributes of a generated face image, some works employ facial features for face synthesis. DR-GAN [13] adjusts head pose by using pose feature. FaceID-GAN [16] uses expression feature to change facial expression. FaceFeat-GAN [12] employs feature generators to produce features and manipulates these synthesized features, which can also control the facial attributes. References [2] and [37] introduce 3D Morphable Model (3DMM) to assist face synthesis.
To address the problem of generating identity-preserving faces, existing methods extend the original GAN by adding the identity information to the generator G and also use it as supervision. Various forms of identity information exist, such as identity label [38] and identity feature. However, the situation becomes even more complicated when a constraint is imposed to generate identity-preserving faces. Reference [12] proposes a generative model that improves both image quality and diversity via two stages: the first stage of diverse feature generation and the second stage of featureto-image rendering. However, it introduces the pixel-wise supervision, leading to blurry images. Reference [16] proposes a three-player competition, which treats a classifier of face identity as the third player, competing with the generator by distinguishing the identities of the real and the synthesized faces. However, the image quality is still not as good as the results generated by other models which introduce real image to guide the generation process.
In addition to GAN, there are other kinds of generative models. VAE [39] learns a continuous latent feature space with an auto-encoder structure, which can be decoded to a realistic image. Reference [40] adds identity constraint to VAE for identity-preserving face synthesis and [41] combines GAN with conditional VAE together to solve the blurring problem. The above approaches include pixel-wise supervision. Meanwhile, the decoder aims at reconstructing the input image regardless of the input randomness, which may cause some ambiguities and lead to extremely low diversity.
III. MP-GAN
A. OVERVIEW Fig.2 outlines the proposed framework. Similar to the conventional GAN models, the proposed MP-GAN is also composed of generator and discriminator to play a competitive game. However, the difference is that we divide the training VOLUME 7, 2019 into multi-process and impose constraints at each process. As shown in the training process-1 of Fig.2a) , first, the facial feature extractor is employed to extract facial features from input image x r 8×8 . Then these features and noise z 1 are concatenated together as the input of G 1 . Finally, G 1 synthesizes facial feature image x s 8×8 by competing with D 1 . The facial feature extractor includes expression feature extractor E e , pose feature extractor E p and shape feature extractor E s , as shown in Fig.2b ).
As shown in the training process-2 of Fig.2a ), we add one convolution module to G 1 and D 1 to get G 2 and D 2 . Meanwhile, we use the facial feature image x s 8×8 generated by G 1 as the input of G 2 to generate a higher resolution facial feature image x s 16×16 . The D 2 is also used to compete with G 2 to guarantee the realness of the synthesized facial feature image. We repeat this operation until the final output resolution training process. Notably, in this case the parameters of existing layers in both G and D networks are shared during all training processes. This formed a multi-process competition learning. The idea of MP-GAN has conceptual similarity to [7] , which grows GANs progressively, but there are some major differences, as we will discuss later.
B. FEATURE EXTRACTORS 1) IDENTITY FEATURE EXTRACTOR
As shown in the final output training process-k of Fig.2a ), in order to produce an image with the same identity as the input image, we introduce a face recognition engine [17] E id . It is employed to extract identity feature f id (128d vector) from the real image. f id is the embedded feature vectors before the fully-connected layer and the softmax function. This model can be traced from https://github.com/davidsandberg/facenet. We pre-train the face recognition model on the training set with cross-entropy loss to reduce the training difficulty of MP-GAN. This face recognition model could also be used to compute the identity similarity between two images and retrain on MS-Celeb-1M.
2) FACIAL FEATURE EXTRACTORS
In order to control the attributes of the generated face image, we need to get facial features. According to Fig.2b) , E e , E p and E s represent facial feature extractors corresponding to the expression, pose and shape, respectively. To be specific, we use ExpressionNet (ExpNet) [18] to model expression feature which is 29d vector, FacePoseNet (FPN) [19] to model pose feature which is 6d vector and 3DMM face identity shape network [20] to model shape feature which is 198d vector. These facial feature extractors are all pre-trained and these models are available from https://github.com/fengju514/Expression-Net.
C. MULTI-PROCESS GENERATION 1) FIRST PROCESS
As shown in Fig.2a) , we divide the generator and discriminator into k training processes. For example, if the final output resolution is 128 2 and we start from 8 2 , the k = log 128 2 − log 8 2 + 1 = 5. Along with the advancement training, we gradually add layers to the generator and discriminator in synchrony to get the final resolution image. During this period, we add new layers to G i and D i to get new G i+1 and D i+1 . The network structure and loss function at each training process are almost the same, and the differences will be explained in detail. More specifically, the network structure and loss function of the training process-1 are as follows.
At training process-1, we produce the facial feature image x s 8×8 with a resolution of 8 2 from random noise z 1 , facial features f e , f p and f s by using generator G 1 . Note that these facial features are extracted from the real image x r 8×8 and it is different from intermediate transition processes. The noise z 1 is used to improve diversity and we use facial features as conditional input of G 1 to reduce training difficulty. The network structure of MP-GAN is from the BEGAN [6] , which employs an auto-encoder as discriminator D. Unlike other GAN models that match data distributions, BEGAN matches auto-encoder loss distributions by using Wasserstein loss [5] . The auto-encoder loss function is shown in Eq. 1.
where
is the auto-encoder function and x is the image (real/fake). Since an L 2 loss usually leads to the blurring of the generated image, L 1 loss is employed. G 1 loss function is shown as Eq. 2.
Following BEGAN, we also introduce an equilibrium term k t to balance the discriminator and generator and update the term for each training step t.
where λ k is the learning rate and γ represents a diversity ratio of x s . In this paper, we set λ k = 0.01 and γ = 0.5. D 1 loss function is shown as Eq. 4.
By minimizing the loss function, we alternately train D 1 and G 1 until the G 1 can produce realistic facial feature images.
In order to achieve parameter sharing when adding new layers, we use the toRGB module to convert the feature vectors to RGB images and the fromRGB module is the reverse operation of the toRGB. Both of them use 1 × 1 convolutions [7] .
2) INTERMEDIATE TRANSITION PROCESSES
Between the training process-1 and the final output resolution process are the intermediate transition processes. Similar to the training process-1, we also produce the facial feature image with a resolution of 16 2 from random noise z 2 , facial features f e , f p and f s using generator G 2 at the training process-2. The difference is that the facial features f e , f p and f s are extracted from x s 8×8 which is generated at the training process-1, as shown in the training process-2 of Fig.2a) . As long as the facial feature image produced at the training process-1 is real enough, the photo-realistic facial feature image with a resolution of 16 2 will be produced by G 2 at the training process-2 (We copy the networks of the former training process to provide lower facial feature images). In this way, there are three advantages. First, it's known to all that the generation of high-resolution images is difficult because higher resolution makes it easier to tell the generated images apart from training images, thus drastically amplifying the gradient problem [21] . Therefore, we divide the generator and the discriminator into several competitions to generate an image from low to high resolution progressively and it discourages unhealthy competition between the G and D. Second, the method of synthesizing higher facial feature images from lower facial feature images can enhance diversity. In this scene, the method has conceptual similarity [12] which apply two-stage to increase diversity. Third, extracting low-frequency feature information from a lower-resolution image is more conducive to separating highfrequency information, and can better gain the disentangled representation. Furthermore, in these intermediate transition processes, we do not use the identity feature as the conditional input of G, the identity feature can be better disentangle from other face variations such as pose.
During the transition, all parameters of the existing layers are shared. In order to reduce the impact on the already well-trained layers, we should add layers smoothly. We treat the layers that operate on the higher resolution like a residual block, whose weight α increases linearly from 0 to 1, as shown in Fig.2a ). This method is inspired by [7] .
3) FINAL PROCESS AT FINAL OUTPUT RESOLUTION
We repeat the intermediate transition process until the final output resolution training process. However, only using facial features as a condition to generate identity-preserving face is not enough because it loses the identity information. Therefore, at the final output resolution training process, we add an additional face recognition module (E id ) to extract identity feature from ground truth image and the identity feature is concatenated to the facial features and noise z k as the input of G k , as shown in the training process-k of Fig.2a) .
Although we have G and D loss function for face generation, as shown in Eq. 2 and Eq. 4, they treat each pixel equally that results in the loss of discriminative power for facial and identity features, so that it cannot learn a better mapping from feature space to image space while preserving its facial and identity attributes. Therefore, we introduce the feature-wise supervision to this training process. We add four terms in G loss function to impart decoding ability to the generated faces. To maintain facial and identity features, we desire the facial and identity features of x r and x s to be as close as possible. Therefore, the ϕ id , ϕ e , ϕ p and ϕ s are all L 2 losses, as shown in Eq.5. G is also trained with the last four terms, as shown in Eq.6.
where ϕ fe (x r , x s ) is the loss function to measure featurepreserving quality, L G k is the G loss function and L D k is the D loss function in the final output training process. λ id , λ e , λ p and λ s are the strengths of different terms to control the loss contribution to the overall loss. In this paper, we set λ id = 1.0, λ e = λ s = 0.05 and λ p = 0.1. At this training process, the parameters of the networks are based on the parameters of the intermediate training process. It had discovered the main structure of the face and will increase finer scale detail of the face by alternately training D k and G k because the networks has a good initialization.
Unlike the state-of-the-art methods [12] , [16] , MP-GAN does not increase the number of competitor, although it divides training into multiple processes. Therefore, compared with [12] , [16] , MP-GAN has less training difficulty, fewer parameters and faster convergence speed, which are the advantages of the structure of MP-GAN.
4) INTERPOLATION AND MANIPULATION
Benefiting from the multi-process training, we can both generate highly-diverse identity-preserving faces and manipulate the attributes of face to synthesize image independently and successively. Specifically, we produce a bunch of generated faces by feeding G k with random noise z k , expression feature f e , pose feature f p , shape feature f s and identity feature f id . For example, suppose we want to generate a bunch of faces of the same person with expressions from happy to sad. The expression feature f 1 e represents for happy and f 2 e represents for sad, then using interpolations between f 1 e and f 2 e as inputs will be able to produce faces with different expressions. Note that other features are kept same.
5) IMPLEMENTATION DETAILS
In this paper, we use [42] to align all the faces and the resolution is 128 2 . The batch size is 32, which is equally distributed to 2 GPUs (Nvidia 1080Ti). We use Adam optimizer [22] for all processes. The initial learning rate of processes is 0.00008, and drops to 0.00002 in 20 epochs. Note that the learning rate is a dimensionless parameter in this paper.
D. EXPERIMENTS
We design various experiments to evaluate our proposed MP-GAN on a variety of tasks including identity-preserving capacity, image quality, and image diversity. We also compare it with existing methods. 
1) DATASETS
There are many datasets about face image, we briefly introduce the datasets used in this paper. 1) CelebA [23] . It is a large-scale dataset that contains 202, 599 images of 10, 177 subjects, whose the face images have a large diversity. Therefore, MP-GAN is trained on it. 2) CASIA-WebFace [24] . It consists of 494,414 images of 10,575 subjects and is one of the most widely used datasets for face recognition. MP-GAN is also trained on it.
3) IJB-A [26] . It contains 25,808 images of 500 subjects and defines template matching for face verification, where each facial template contains variant amount of images with the same identity. It is used as a validation set to evaluate the identity preserving performance, following prior work [12] . 4) LFW [27] . It contains 13,233 images of 5,749 subjects collected from internet. It is used to further evaluate identity preserving performance. VOLUME 7, 2019 5) MS-Celeb-1M [25] . We apply it to retrain the face recognition engine E id to compute the identity similarity between two images and is independent of MP-GAN. We also use it as the test set to make a comparison with other stateof-the-art methods in terms of both image quality and image diversity.
2) COMPARISON BETWEEN GENERATING FACIAL FEATURE IMAGE AND IMAGE WITH IDENTITY INFORMATION
We introduce the feature-wise supervision at the final output resolution training process, but not in the previous training process. The reason is that generating a facial feature image is much easier than generating a photo-realistic image with identity information. So, two experiments are designed to verify this. 1) Only use facial features as a condition to generate a facial feature image without using facial feature supervision. We extract facial features from the real image and the generated image to compute facial feature loss, the loss function is as shown in Eq.5. The experimental results are as shown in Fig.3 . It can be seen that facial feature loss is still declines despite the absence of feature-wise supervision, indicating that the lower dimension facial feature is easy to generate. 2) Use identity features as a condition to generate an image without using identity feature supervision. We also compute the identity feature loss and the experimental result is as shown in Fig.4 . However, unlike the facial feature loss, the identity feature loss does not decrease. It means that we cannot generate identity-preserving face without identity feature supervision. This is why we introduce the feature-wise supervision at the final output resolution training process.
From these two experiments, we prove that generating a face with facial attributes is easier than generating a face with identity. Based on this conclusion, we design the loss function of D and G at each training process.
3) IDENTITY-PRESERVING CAPACITY
To validate the identity-preserving capacity of MP-GAN, we measure the identity similarity between the real faces and the corresponding generated faces by using cosine distance. First, we evaluate the proposed MP-GAN on face verification benchmark LFW. We use MP-GAN to produce the corresponding face for each image in LFW, so we get a generated face verification benchmark. Then, we test the face verification accuracy on the generated dataset. The results are as shown in Table 1 , we can see that MP-GAN has achieved better result than the previous state-of-the-art methods. This means that MP-GAN can better generate the identity-preserving face.
Second, following [12] , we evaluate the proposed MP-GAN on IJB-A dataset to test whether MP-GAN can 97648 VOLUME 7, 2019 produce diverse faces while preserving the identity. Similar to [12] , we also build each template by using both real and synthesized face and test the verification and identification performance by gradually adjusting the proportion of synthesized face from 0% to 100%. The results are as shown in Table 2 .
In these two experiments, there is a statistical difference between the two compared methods. The reason is that the face recognition model, which used to compute verification accuracy is different. The compared methods does not publish their face recognition model. Therefore, We have to use my own face recognition model. However, as shown in Table 1 and Table 2 , the convincing experimental results are enough to prove that MP-GAN has a good identity-preserving capacity.
These advantages are attributed to multi-process training that produces a face progressively.
4) IMAGE DIVERSITY AND QUALITY
We evaluate the generated image diversity of MP-GAN by controlling pose, expression, illumination, while maintaining identity simultaneously. MP-GAN can also synthesize new faces through identity feature interpolation. We invite the reader to consult the accompanying ''.gif'' picture (https:// github.com/yuhanM01/MP-GAN) for additional result images. Fig.5 shows the results of different poses, while preserving the face identity. MP-GAN can rotate a face with arbitrary angle (including the pose of looking up and looking down) and preserve identity well especially when a large pose is presented. The method is that using interpolations between f 1 p and f 2 p , where pose feature f 1 p represents left and f 2 p represents right. Although MP-GAN is not specially designed to generate faces of canonical viewpoint, it also can synthesize frontal faces, as shown in Fig.6 .
Similar to the method of changing the pose, we can also get a bunch of faces with different expressions, as shown in Fig.7. From Fig.7 , we will find that MP-GAN has the ability to generate usual macro-types of facial expressions, such as smile, sad, surprise, fear and anger. The proposed MP-GAN achieves continuous changes to facial expressions without losing identity information. Especially in Fig.7a , we can find that there are two opposite expressions that are smile and sad with the same identity, showing that MP-GAN VOLUME 7, 2019 FIGURE 9. Synthesis faces by interpolating identity feature f id .
can learn to change expression that varies much while preserving identity. It benefits by extracting low-frequency information (e.g. pose, expression etc.) from a lower-resolution image in each process progressively which can better achieve the disentangled representation. However, the expressions (e.g. surprise etc.) of some generated faces look unnatural and imprecise, and some faces even appear distorted. There are two reasons for this. One is that most faces in the training FIGURE 10. First row is real images, second row is the generated images of FaceID-GAN, third row is the generated images of FaceFace-GAN.
set are with neutral or smile expression, making the ability of the network to learn to smile overwhelm other expressions. The other is that the study of facial expressions not only needs to consider usual macro-types expressions, such as surprise, disgust, anger etc, but also consider factors such as age, gender, and race etc. MP-GAN has the ability to generate usual macro-types of facial expressions, although some seem unnatural and imprecise, it has surpassed other state-of-theart methods [12] , [16] which generate faces do not vary much in expressions.
When we only change the noise z k , we find that the identity and face attributes had not changed, only the illumination is changed, as shown in Fig.8 . From Fig.8 , we can find that the high illumination on the left column is in sharp contrast with the low illumination on the right column while preserving the identity, indicating that MP-GAN can learn the disentangled representation well.
Besides generating faces of different facial attributes with same identity, MP-GAN can also produce new identity face through identity feature interpolation, as shown in Fig.9 .
According to the above experimental results, we see that MP-GAN can manipulate facial attributes, such as expression, pose and illumination independently and even generate faces of black people, while all generated faces are with high quality and high diversity, indicating that MP-GAN can not only learn a good mapping from facial and identity feature space to image space, but also learn a good disentangled representation. This is benefited by the proposed multi-process training method.
Since we don't have the source code for recent advanced approaches of FaceID-GAN [16] and FaceFeat-GAN [12] , we get the synthesized faces from [12] , as shown in Fig.10 . Comparing them with our experimental results, we can see that our proposed MP-GAN can produce faces with much higher quality.
IV. CONCLUSION
In this paper, we present a novel deep generative adversarial networks to generate identity-preserving faces. There are 3 contributions: 1) Benefiting from the multi-process training, MP-GAN has less training difficulty, fewer parameters and faster convergence speed for identity-preserving face synthesis. 2) To the best of our knowledge, we demonstrate for the first time that generating a face with facial attributes is easier than that with identity. 3) Extensive experimental results show that the proposed MP-GAN can even generate a variety of high contrast expressions, poses and illumination for the same person and it has surpassed other state-of-the-art methods which are utilized to generate faces that does not vary much in facial attributes. In one word, MP-GAN has a significant improvement in the quality and diversity of the generated face and provides a new way in conditional generative problem.
