comparative advantage, take advantage of economies of scale in production, or both. The Heckscher-Ohlin model predicts that regional specialization will arise as regions produce and export products that are relatively intensive in their abundant resource. The increasing returns model predicts that regional specialization will arise if external economies are significant or if conventional production economies of scale dictate that only a few large plants can satisfy total demand [Krugman 1991bl . I examine which of the three sources of regional specialization-external economies and scale economies in an increasing returns model or resources in a Heckscher-Ohlin model-is most consistent with the long-run trends in U. S. regional specialization and localization.
I find that after a slight decline between 1860 and 1890 U. S. regional specialization rose substantially toward the turn of the twentieth century. The level of regional specialization flattened out during the interwar years but then fell substantially and continuously between the 1930s and 1987. U. S. regions are less specialized today than they were in 1860. I also find that industries, in the aggregate, became more localized as regions became more specialized. Conversely, industries became more dispersed as regions became despecialized. The localization patterns at the industry level, however, exhibit considerable variation. I argue that these long-run trends in regional specialization and localization support explanations based on production scale economies and the Heckscher-Ohlin model but are inconsistent with explanations based on external economies.
DATAAND MEASUREMENT
Although detailed statistics on interregional trade for the United States do not exist, sources of information on U. S. regional specialization do. They include the federal Censuses of Agriculture and Manufactures 1840 to 1987; the Annual Survey of Manufactures, 1947 Manufactures, to 1988 the Agricultural Statistics, 1937 to 1987 the annual Carload Waybill Statistics, 1954 to 1987 the Census of Transportation, 1963 to 1983 and the County Business Patterns, 1947 to 1987 . Such material has been used extensively in the regional economics literature to construct indexes of regional specialization.
The indexes of regional specialization and localization used here are from Krugman [1991bl and Hoover [19361, respective1y .l Krugman's index of regional specialization is defined as
where Eij is the level of employment in industry i = 1, . . . ,n for regionj and Ej is the total industrial employment for region j and similarly for region k. If the index is equal to zero, then the two regions,j and k, are completely despecialized. If the index is equal to two, then the regions are completely ~pecialized.~ Hoover's coefficient of localization is based on the location quotient which is defined as
where Eij is employment in industry i for region j , Ej is total employment in region j , ELUS is employment in industry i, and Eusis total employment in the United States. If the Lij is greater than one, then region j has a higher percentage of industry i compared with its proportion of total industry employment relative to other regions. The localization curve, which is analogous to the Lorenz curve, is then constructed as follows. First, calculate the location quotient for industry i for all regions j = 1,. . . ,R. Then rank the regions by their location quotients in descending order, and calculate the cumulative percentage of employment in industry i over the regions (y-axis). Finally, calculate the cumulative percentage of employment in total manufacturing over the regions (x-axis) . If the industry is evenly distributed across regions, then the location quotient will be equal to one for all regions, and the localization curve will be a 45-degree line. If the industry is more regionally concentrated, then the localization curve will be more concave. The coefficient of localization, which is analogous to the Gini coefficient, is defined as the area between the 45-degree line 1. See Isard [1960] , Hoover [1971] , and Ellison and Glaeser [I9941 for a discussion of various statistics of regional specialization.
2. Krugman [1991bl uses this index to speculate on the possible path the European nations might take after they integrate in 1992. Krugman divides the United States into four regions so that they are comparable in size to European nations and then calculates the specialization indexes using two-digit SIC employment levels for the United States and Europe for 1947 and 1985. Krugman finds that the United States is more regionally specialized than Europe and speculates that Europe will become more regionally specialized as it becomes more integrated. and the localization curve divided by the entire triangular area. If the Hoover coefficient is equal to zero, then the industry is completely dispersed across regions. If it is equal to one, then the industry is completely localized in one region.
To apply these indexes, an appropriate regional unit of analysis and the proper level of industry aggregation must be determined. Regional economists often define regions using the homogeneity principle and the functional integration principle [Ullman and Klove 19511 . The homogeneity principle groups regions by similarity of characteristics, whereas the functional integration principle defines regions by the presence of a nucleus and a corresponding area of influence. The census divisions apply the homogeneity principle, whereas the standard metropolitan areas and the census county divisions are examples of functionally integrated areas. These two principles appear useful but are lacking a theoretical framework. The regional unit of analysis is likely to depend on the theoretical framework one adopts. If one uses a model of regional specialization based on external economies, the regional unit should be defined such that the external economies are potentially strong within a region but less so across regions. If one employs the Heckscher-Ohlin framework, factors should be mobile within the region but less so across regions. This paper adopts the standard nine census divisions as regional units of analysis because factors are in general more mobile within the census divisions and because increasing returns are more likely to be captured within the census divi~ion.~ The definition of industry aggregation also depends on the theoretical framework. If one adopts a model of regional specialization based on external economies, the industry aggregation should be defined such that the external economies are strong within an industry but less so across industries. If one adopts the HeckscherOhlin framework, factor intensity of production should be more similar within an industry than across industries. This paper calculates the index of regional specialization using the census definition of the two-and three-digit SIC employment levels 3. According to Ullman and Klove [19511, the census regions were developed around the turn of the twentieth century by Henry Gannet, a geographer of the census, and the considerations that led Gannet to the current definitions apparently are largely lost to history. Other regional units based on the aggregation of states are given by Perloff et al. [I9601and Ullman and Klove. A substantial overlap exists in how the states are grouped between the three definitions. In general, the states within regions are more similar in economic structure as compared with states in other regions. because factor intensities are more likely to be similar within the SIC categories and because external economies are more likely to be captured within the SIC ~ategories.~ Between the nineteenth and twentieth centuries, the United States progressed from being a set of regional economies to becoming an integrated national e~o n o m y .~ Although U. S. regions were, to some degree, connected by roads, canals, and railroads, the development of an efficient national railroad network was still in its infancy in 1860.6 The integration of U. S. regions proceeded rapidly after 1860. The national railroad mileage in operation increased sharply from 30,626 to 166,703 miles between 1860 and 1890. In 1860 railroads were regional systems often with their own particular track gauges-there were at least seven different track gauges in operation with sizes ranging from 4'3" to 6'0" [Taylor and Neu 19561 . But by 1890 most railroad lines had converted their tracks to a standard gauge of 4'8.5".
Major advances in transportation and information transmission technologies further contributed to the lowering of U. S.
interregional transportation costs. The size of locomotives more 4. A pertinent issue is whether externalities operate within the more narrowly defined industries such as those distinguished in the three-digit category, which contains approximately 140 industries, as opposed to the relatively broadly defined two-digit category, which contains 20. If the index calculated at the two-digit level indicates low levels of regional specialization but the total manufacturing is concentrated in just a few regions, then externalities are likely to operate across the two-digit level. Similarly, if the index calculated at the three-digit level shows low levels of regional specialization but the index at the two-digit suggests greater regional specialization, then externalities are likely to operate across the three-digit industries but within each of the two-digit categories. Alternatively, if one finds that regions are specialized at the three-digit industries but not at the two-digit industries, then externalities are likely to operate at the narrower industry level. Of course, one would like to disaggregate further to the four-digit and even finer categories, but one must also question the practicality and meaningfulness in taking this process to that extreme. Due to occasional changes in the definitions of industries at the finer levels, a longitudinal study of any substantial length is virtually impossible. Moreover, as one defines industry categories more and more narrowly, regions will become increasingly more specialized by construction. Finding the appropriate level of aggregation is a difficult process, but the two-and three-digit categories seem suitable analytically and policy-wise.
5. The factor price equalization theorem states that, if goods are perfectly mobile across regions, then factor prices will converge across regions even if factors are perfectly immobile. Thus, theory suggests that when goods markets become integrated, factor markets will also become integrated.
6. North [I9651 reports the general pattern of inland freight rates for the period between 1784 and 1900. North finds that freight rates fell sharply for roads and rivers beginning in the 1820s, canals beginning in the 1830s, and railroads beginning in the 1850s. than doubled between 1860 and 1890, increasing their speed and carrying capacity from about 12 miles per hour to a potential 60 miles per hour and from ten tons to twenty tons, respectively [Martin 1992, pp. 19, 611 . Major technological advances and innovations, such as automatic couplers, air brakes, block systems, and improved terminal facilities also accelerated productivity in railroad transportation. As speed, traffic, and length of hauls increased, information technology improved to coordinate the complex system of interregional traffic flow. The telegraph mileage in operation increased exponentially from 50,000 miles to 19,382,000 miles between 1860 and 1890.7
An examination of regional convergence in prices suggests that regional integration occurred a t different rates for goods and factors markets. Goods market integration seems to have been realized by the latter half of the nineteenth century, capital markets by the early twentieth century, and labor markets by the mid-twentieth century. Goods such as lard, pork, flour, and wheat showed rapid convergence in prices across select regions between 1820 and 1860 [North 1961; Harley 19801 . Interest rates show marked convergence across regions by the early 1900s [Davis 19651 . Although there is evidence for the convergence of wages and earnings by the mid-twentieth century, labor markets remained regionally segmented-especially between North and South-in the late nineteenth and early twentieth centuries [Easterlin 1968; Lebergott 1964; Rosenbloom 1990; Margo and Villaflor 1987; Goldin and Margo 19921. IV.REGIONAL IN MANUFACTURING, SPECIALIZATION 1860 TO 1987 The index of regional specialization is calculated using nine census divisions and two-digit manufacturing employment levels to establish the long-run trends in U. S. regional specialization. In order to test whether the results are sensitive to how the regions or products are defined, the index of regional specialization is also calculated using states (at the two-digit level) and three-digit manufacturing employment (using census division^).^ 7. Chandler [I9771 sees the organizational, accounting, and statistical innovations that were invented by railroad managers during the 184G1850s and widely adopted by the 1880s as perhaps the most important catalysts for regional integration. Also see Yates [19891. 8. The robustness of the index is also tested using the agriculture and service sectors as control groups in Appendix 1.
The index of regional specialization, calculated using census divisions and two-digit SIC employment levels, indicates that the degree of regional specialization rose between 1860 and World War I after a slight decline between 1860 and 1890. The level of regional specialization reached its peak during the interwar years before falling continuously and substantially through 1987. Although the latter trend toward regional despecialization in manufacturing has been noted by a number of writers, its continuous pattern has not yet been fully appre~iated.~ The aggregate index of specialization for 1860, 1880, and 1890 is 0.69, 0.63 and 0.61, respectively. It increases to 0.75 in 1900, and then reaches a plateau of 0. 89, 0.86, and 0.87 for 1914, 1927, and 1939, respectively . The index then falls until 1987 when its value is 0.45. The index of specialization suggests that the extent of regional specialization was around 35 percent in 1860, increased to about 43 percent in 1927 and 1939, and then fell to 23 percent in 1987 (see Table I and Figure I ).1°
Moreover, the movements in the aggregate index, averaged over the 36 biregional indexes, are not caused by changes in a subset of regions. If each of the biregional indexes is examined over time (see Table I ), the aggregate pattern is replicated in most biregional comparisons. In general, each region becomes more specialized compared with any other region between 1860 and the turn of the twentieth century and becomes less specialized compared with any other region toward the latter half of the twentieth century.
The qualitative pattern of regional specialization found at the two-digit level using census divisions seems robust to how regions and products are defined. The level of regional specialization at the state level using two-digit manufacturing is higher than at the census division level, but the overall trends are similar. The extent of regional specialization at the state level for years 1880, 1927, 1967, and 1987 is 0.90, 1.16, 0.94, and 0.75, respectively . As with the census division levels, the level of regional specialization rises 9. The trend toward regional despecialization has been noted by Fuchs 119621, Hoover [19711, and Krugrnan [1991bl among others. This trend has also been noticed by geographers. Scott 119881 writes, "Indeed, one of the most spectacular developments in the urban and economic geography of the United States and the world system over the last four or five decades has been a pervasive dispersal of much industrial capacity." Related to the locational dispersal of manufacturing activity is the relative decline of large metropolitan areas. Scott finds that between 1970 and 1980, metropolitan areas with populations of 5 million or more grew at about 3.4percent on average, whereas those with a population between 100,000 and 250,000 grew at about 17.9 percent on average.
10. If the index of regional specialization is equal to 2, then the extent of regional specialization is 100 percent. If it is equal to 0, then the extent of specialization is 0 percent. 
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The specialization index is calculated using employment data from the U. between 1880 and the turn of the twentieth century and then falls between the interwar years and 1987. The level of regional specialization at the census division level using three-digit manufacturing is higher than at the two-digit level, but the time trend correlates well with the two-digit index between 1947 and 1987. The extent of specialization indicated by the regional specialization index at the two-digit level for census years 1947,1954,1958,1963, 1967, and 1987 was 40.5, 37.0, 37.0, 30.0, 28.5 , and 21.5 percent, respectively. The comparable measure of specialization at the three-digit level for corresponding years was 51.5,46.3,49.6,44.8, 41 .5, and 34.4 percent, respectively (see Table II ).ll It is not surprising that the level of regional specialization a t the three-digit level was somewhat higher than at the two-digit level. As products are defined more narrowly, the extent of regional specialization naturally increases by construction. Whether the jump in the specialization index from the two-digit to the three-digit level is an 11. Comparable indexes at the three-digit level prior to 1947 are difficult to construct and hence are unavailable. See Appendix 2 for notes on the reliability of the index constructed at the three-digit level. 
The specialization index is dculated using employment data from the U. artifact of disaggregation or reflects stronger externalities a t the three-digit level is difficult to know. The degree of regional specialization a t the three-digit level, however, has declined since 1947 as well. The only difference is that the rate of decline in the specialization index a t the three-digit level is slightly lower than at the two-digit level. Between 1947 and 1987 the index at the two-digit level declined by 46.9 percent, whereas it declined by 32.2 percent at the three-digit level.
Hoover's coefficient of localization is calculated at the twodigit manufacturing employment level to establish long-run trends in the localization of industries. The localization index uses variation in regional concentration for a given industry, whereas the regional specialization index uses variation in industry structure for any pair of regions. The two indexes are complementary as they provide different statistics using the same information. The localization index provides data on the evolution of each industry, whereas the regional specialization index provides data on the development of regional manufacturing structure.
The aggregate index of localization indicates that industries became more localized as regions became more specialized. Conversely, industries became more dispersed as regions became despecialized. To derive an aggregate index of localization, Hoover's coefficient of localization is calculated a t the two-digit SIC industry level and then averaged across the twenty industries. The unweighted average of the coefficient of localization is 0.265 in 1860. It decreases in value to 0.243 in 1900, increases in value to 0.307 and 0.327 in 1927 and 1947, respectively, and then decreases in value to 0.259 in 1987. If the more relevant weighted average is used, Hoover's coefficient of localization peaks earlier and declines at a faster rate: the weighted average is 0.273 in 1860; it peaks a t 0.316 in 1927; and then falls sharply to 0.197 in 1987 (see Figure  11) .
The localization indexes at the industry level, however, show significant variations in long-run trends. The overall trend, it appears, was driven by approximately half of the industries, and these industries (except for lumber and wood) became relatively more important in terms of employment over time. The industries characterized by the rising and falling trend in localization are lumber and wood, rubber and plastic, fabricated metal, nonelectrical machinery, electrical machinery, transportation equipment, instruments, and miscellaneous industries. The remaining industries did not follow the overall pattern. Some, such as tobacco, textiles, and apparel, to a lesser extent, became more regionally localized throughout the entire period. Other industries, such as food, paper, printing and publishing, and chemicals, became more regionally dispersed from 1860 to 1947 and then remained at that level through 1987. Still other industries, such as furniture and fixtures, and primary metal, exhibited little change in localization throughout the entire period (see Table 111 ).
The localization patterns across industries at various points in time are also informative. In 1860 the most localized industries were tobacco, lumber and wood, and chemicals, while the least localized industries were fabricated metal, transportation, nonelectrical machinery, furniture and fixtures, and stone, clay and glass. In 1927 the most localized were lumber and wood, textiles, tobacco, petroleum and coal, and rubber and plastic, whereas the least localized were stone, clay and glass, and printing and publishing. The most localized in 1987 were tobacco and textiles, and the least localized were electrical machinery, paper, printing and publishing, rubber and plastic, stone, clay and glass, fabricated metal, nonelectrical machinery, chemicals, and food (see Table III specialization. From 1860 to 1914 the United States went from being a predominantly agrarian economy to being the leading industrial producer in the world.13 Regional political barriers that often complicate international studies are absent in U. S. regional studies due to the constitutional prohibitions against interstate tariffs. This section examines the three major hypotheses of regional specialization-external economies and scale economies in an increasing returns model or resources in a Heckscher-Ohlin 13. Marshall [1920 Marshall [ , p. 2741 writes, "One of the most striking movements towards the specialization of a country's industries, which history records, is the rapid increase of the nonagricultural population of England in recent times." In the United States in 1860,52.93percent of the labor force was employed in agriculture and 13.77 percent in manufacturing. By 1960 the figures were 8.06 percent for agriculture and 23.15 percent for manufacturing. (See Historical Statistics of the United States, series D167-181.) framework-to determine which is the most consistent with long-run regional specialization and localization trends.
A. External Economies
Because external economies typically leave no paper trail, they are difficult to measure directly. Consequently, geographers and economists have used the extent of regional specialization and localization as indirect evidence for the existence and significance of externalities.14 The dynamic trends and cross-sectional industry localization patterns provide clues for the importance of this single factor.
Marshallian externalities-labor market pooling and technological spillovers-are expected to be positively correlated with levels of intensities in research and development, information, skilled workers, and rates of technological innovations. Industries with these characteristics are often termed the high-tech industries.15 If localization is caused by external economies, then hightech industries should be more localized than low-tech industries [Krugrnan 1991bl . The dynamic trends and cross-sectional industry localization patterns, however, seem to be negatively correlated with measures associated with high-tech industries.16 First, de-14. For example, Ullman [1958 Ullman [ , p. 1961 writes: "Concentration within countries is the rule. This fact may signal the operation of a general localization principle in man's use of the earth: initial location advantages at a critical stage of change become magnified in the course of development. Geographic differentiation starts out as a matter of homeopathic doses of mild concentration and winds up as a system of massive localization based on a wide range of internal and external economies of scale. . . This concentration in practice takes the form of an area of concentration in many countries as in the American manufacturing belt." More recently, Krugman [1991b, p. 51 writes, " Step back and ask, what is the most striking feature of the geography of economic activity? The short answer is surely concentration. . . This geographic concentration of production is clearly evidence of the pervasive influence of some kind of increasing returns." Also see Marshall [19201; Pred 119661; Henderson [19881; Krugman [1991al; Glaeser, Kallal, Scheinkman, and Shleifer [19921; Ciccone and Hall [19931; and Ellison and Glaeser [19941. 15. Markusen, Hall and Glasmeier [I9861 define high-tech industries on the basis of a greater than average proportion of engineers and scientists in the industry's labor force. Also see Mowery and Rosenberg [19891. 16. Mowery and Rosenberg [I9891 find that research intensity for all industries (scientific personnel per 1000 wage earners) rose between 1921 and 1946 from 0.56 to 3.98. They also find that the research intensities of tobacco and textiles were consistently among the lowest in manufacturing between 1921 and 1946. In 1946 the research intensities in tobacco and textiles were 0.65 and 0.38, respectively, whereas the average research intensity for all industries was 3.98. The last fundamental technical change in the tobacco and textiles industries occurred toward the end of the nineteenth century with the invention of the Bonsack cigarette machine and the Northrup loom, respectively [Alderfer and Michl 19571. Between 1956 and 1987 research and development per worker in manufacturing has increased from $1.26 thousand per worker to $4.23 thousand per worker (in spite the rising trends in the intensities in research and development, information, and skilled workers in manufacturing between World War I1 and 1987, the level of regional specialization in manufacturing fell rather than rose over the period.17 Second, skill intensity, research and development, and rates of technological innovations for the tobacco and textiles industries fell, while those for machinery, electrical machinery, and transportation rose. Yet localization levels for the former rose over time but fell for the latter industries. Third, in 1987 localization levels for high-tech industries are comparably lower than low-tech industries such as tobacco and textiles.ls In sum, contrary to claims made by Krugman [1991bl, the historical trends in U. S. regional specialization raise doubts about whether geographic concentration provides evidence for the significance of external economies.
B. Scale Economies and Resources in a Heckscher-Ohlin

Framework
Unlike external economies, resources and scale economies can be measured directly (see Tables TV and V) . Raw material intensity 1982 dollars) . Over this period, research and development intensity is consistently much higher in chemicals, machinery, electrical machinery, transportation, and instruments [Historical Statistics, series W144-160 and U. S. National Science Foundation's Research and Development in Industry]. If we use the percentage of census production workers as a proxy for the importance of unskilled workers, then the tobacco and textiles industries consistently had one of the highest percentages of unskilled workers. On the other hand, printing, chemicals, machinery, electrical machinery, transportation, and instruments consistently had the highest proportion of nonproduction workers. A similar picture emerges from wage rates in these industries. 17. Alternatively, one might argue that between 1860 and the turn of the twentieth century, externalities occurred within industries causing regions to become more specialized at the two-digit level, but that since the mid-twentieth century, externalities became more significant across the two-digit categories rather than within, causing regions to become despecialized at the two-and three-digit levels. If this explanation is correct, then one would expect aggregate manufacturing activity to become more concentrated in areas such as the manufacturing belt. To the contrary, the evidence suggests that the aggregate manufacturing activity has become more dispersed since World War 11. Also see Glaeser, Kallal, Scheinkman, and Shleifer [1992] , who argue that city despecialization at the two-digit industry level between 1956 and 1987 is consistent with the idea that knowledge spillovers across industries are more important than knowledge spillovers within industries.
18. Krugman [1991bl also finds that the most localized industries at the three-digit level are the textiles industries while the least localized are the high-tech industries. Krugman argues, however, that the localization of high-tech industries are biased downward by disclosure laws and classification problems. In this paper the localization index is calculated at the two-digit level so that the disclosure laws come into effect much less frequently. Ellison and Glaeser [I9941 also report that in 1987 localization is highest in tobacco and textiles and lowest in machinery, electrical machinery, and transportation. Localization is Hoover's coefficient of localization from Table 111 , and plant size (production workers divided by the number of establishments) is from Table IV. Cost of raw materials and value added from the Census of Manufactures are used to calculate raw material intensity (cost of raw materials divided by value added).
(cost of raw materials divided by value added from the Census of Manufactures) is used as a measure of the importance of resources (RESOURCE),lg and average plant size by production workers is used as a measure of scale economies (SCALE).20 Industries intensive in resources should be more localized given that resources are relatively immobile, and industries characterized by large plant sizes should be more localized since fewer plants are needed to satisfy the national demand.21
To test whether localization can be explained by scale economies or the Heckscher-Ohlin model, a panel data set on twenty industries and five time periods (1880,1914,1947,1967, and 1987) has been constructed. The panel structure is then used in a regression of localization on measures of scale economies and resources:
where a i is the industry-specific effect and v, is the year-specific effect.22A fixed-effects model, using the least squares dummyvariable approach, is used to account for effects specific to indi-19. The raw material intensity variable lumps together all the different types of resource inputs. As a result, the Heckscher-Ohlin model is not given a completely fair representation. To examine to what extent the regional distribution of manufacturing activities are explained by resources, Kim [I9951 estimates the Heckscher-Ohlin-Vanek model for each of the twenty two-digit manufacturing industries against twelve factor endowments (agriculture and fisheries, raw tobacco, cotton, timber, cattle, petroleum, and four t es of minerals: chemical, stone, fuel, and metal) for 1880, 1900, 1967, and 1987. TEresults are consistent with the Heckscher-Ohlin-Vanek model for food, tobacco, textiles, lumber and wood, furniture, paper, printing and publishing, chemical, petroleum and coal, leather, stone, clay and glass, and primary metal in varylng degrees. The estimates are less successful with apparel, rubber and plastic, fabricated metal, machinery, electrical machinery, and transportation. While the latter result might be interpreted as evidence for some kind of increasing returns, the matter of interpretation is much more complicated by foreign trade in raw materials and final products, recycling, and the use of a significant amount of semi-manufactured inputs in these latter industries.
20. Scherer 11980, pp. 81-1501 distinguishes three types of economies of scale in production: product-specific, plant-specific, and multi-plant economies. Given the complex nature of scale economies, no single measure is likely to capture all aspects of scale economies. Plant size is likely to capture certain aspects of product and plant-specific economies but not other aspects. Thus, the results must be interpreted with some caution. Alternative measures of economies of scale such as minimum efficient scale and output per establishment also pose problems for this study. Even if output per establishment increases, there may be no tendency for localization if the size of market increases faster than the output per establishment [Scherer 1980, p. 98; Sands 1961; Weiss 19721. 21. The causal relationship between scale economies and localization has been investigated by a number of writers such as Florence [19481, Krugman [1991bl, and Ellison and Glaeser [19941. 22. I am grateful to an anonymous referee for suggesting this regression. Localization is Hoover's coefficient of l d z a t i o n from Table 111 , and plant size (production workers divided by the number of establishments) is from Table N. Cost of raw materials and value added from the Census of Manufactures are used to calculate raw material intensity (cost of raw materials divided by value added). The plant size variable was divided by 103.Standard errors are in parentheses.
vidual cross-sectional units that stay constant over time and for effects specific to each time period that are constant for all cross-sectional units. The industry-specific and year-specific transportation costs are captured by their respective dummy variables.
The results in Table VI provide empirical support for models of regional specialization based on scale economies and resource use. The coefficients on plant size and raw material intensity are both significant, the elasticities at the means are 0.157 and 0.223, respectively, the R2 is 0.72, and the coefficients are robust to different specifications of dummy variables. The R2 increases from 0.12 to 0.72 when industry dummy variables are included, suggesting the importance of transportation costs for localizati~n.~~ On the other hand, the R2 changes only slightly when time dummy variables are included. The hypothesis of identical industry effects is rejected at the 1percent level (equation (3)),whereas a similar hypothesis concerning time effects cannot be rejected (equation (2)).
The descriptive data in Table V suggest that plant size or scale economies explain more of the time series variation, whereas raw material intensity and transportation costs explain more of the cross-section variation. The mean values of plant size and localization are correlated over time but not across industries (see Tables   23 . There is substantial industry variation in transportation costs. For example, value per ton is highest for instruments at $11,000 per ton and is lowest for stone, clay and glass at $55 per ton. It is not surprising that only 29.1 percent of instruments is shipped to its own census region as compared with 88.9 percent of stone, clay and glass products (see Census of Transportation [19771) .
I11 and IV), whereas the opposite seems true of raw material intensity and localization. This conjecture is supported when the least squares estimator is decomposed into a within-units estimator and a between-units estimator for equation (3) which specifies industry dummy variables but excludes time dummy variables [Greene 1993, pp. 465-731 . The results indicate that 74.2 percent of the variation explained by plant size is within-units and the remaining 25.8 percent is explained by between-units. Conversely, 20.3 percent of the variation explained by raw material intensity is within-units, and the remaining 79.7 percent is explained by between-units. Thus, most of the explanatory power of plant size comes from variations in each industry over time, while most of the explanatory power of raw material intensity comes from variations across industries. However, when the decomposition of withinunits is carried out for equation (4), which contains both industry and time dummy variables, the within-units variation explained by plant size falls significantly from 74.3 percent to 29 percent but remains unchanged for raw material intensity. These results suggest the existence of a correlation between year-specific transportation costs and plant size [Scherer 1980, pp. 88-89] .
The historical trends in U. S. regional specialization can be explained jointly by models based on scale economies and resources. As transportation costs fell between 1860 and the turn of the twentieth century, firms adopted large-scale production methods that were intensive in relatively immobile resources and energy sources. The rise in scale and the use of immobile resources caused regions to become more specialized. As factors became increasingly more mobile and as technological innovations favored the development of substitutes, recycling, and less resource-intensive methods over the twentieth century, regional resource differences diminished. The growing similarity of regional factor endowments and the fall in scale economies caused regions to become despecialized between World War I1 and today.
Energy consumption provides an illustrative example. As sources of energy changed from water and wood fuel to coal between the nineteenth and early twentieth century, the geographic mobility of energy relative to that of final goods decreased. As petroleum, natural gas, and electricity replaced coal over the twentieth century, however, the geographic mobility of energy increased. In addition, electricity is a processed form of energy that can be generated by many primary sources as well as by solar and nuclear means. Thus, despite the diversity of U. S. regional primary energy supplies, regional differences in final energy supplies are considerably lower [Duchesneau 19721 . Another example relates to the changes in the structural materials in manufacturing. When markets were regional, the basic structural material in the United States was wood which was widely available. As markets expanded, the structural materials changed from wood to iron and steel which were highly intensive in coal, ore, and limestone. These resources, unlike wood, were highly concentrated in certain regions and were costly to transport. Over time, however, many substitutes for wood and steel have been developed from light metals, alloys, plastics, and plywood, each of which can be produced from many different resources. The final illustration involves the development in the paper industry. The early paper industry served local markets by using widely available inputs, such as straw, rag, waste paper, and manila stock. As markets expanded, technological innovations favored the use of a more resource-intensive technology, namely the use of wood pulp, since it permitted a greater scale of operation. Over time, advances in mechanical and chemical pulping technologies have increased the number of tree varieties that could be used for producing paper, thereby reducing the regional differences in the supply of inputs.
VII. CONCLUSION
As the regional economies of the United States integrated to form a national economy between the nineteenth and early twentieth centuries, regional specialization rose substantially, reached a peak during the interwar years, and then has fallen substantially and continuously since the 1930s. Over the same period, industries became more localized when regions became more specialized. Conversely, industries became more dispersed as regions despecialized.
The evidence presented here supports the hypothesis that changes in resource use and in scale economies, rather than external economies, explain the long-run trends in U. S. regional specialization and localization. The panel regression on localization finds that scale economies explain industry localization over time, whereas resource intensity explains localization patterns across industries. The data, however, provide little support for the importance of external economies. The industry localization patterns are negatively correlated with characteristics associated with external economies. Accordingly, an indication of geographic con-centration cannot be naively interpreted as evidence for the significance of external economies.
The review of the data also raises doubts as to whether the phenomenon of increasing returns has become more important over time. While average plant size is a significant explanatory variable in the panel regression on industry localization, this figure has fallen rather than risen since the 1940s. Perhaps more important is that as factors of production became increasingly more mobile relative to final goods since the mid-twentieth century, the level of U. S. regional specialization fell. This development is consistent with the Heckscher-Ohlin model and a decreased significance of increasing returns. Thus, despite the serious inroads made in recent years by models based on increasing returns against the standard neoclassical Heckscher-Ohlin model, empirical analysis based on the long-run trends in U. S. regional specialization cautions against this shift in the tide.
The two sectors, agriculture and services, are used as control groups to confirm the robustness of the index of regional specialization. This paper finds that the extent of regional specialization in agriculture was much higher than in manufacturing and increased throughout the years between 1870 and 1987. The extent of regional specialization in services was much lower than in agriculture and manufacturing and stayed low during the period between 1947 and 1986. Unlike manufacturing whose inputs are often mobile, agricultural production is tied to immobile inputs, namely fertile land, so that regional specialization in agriculture is expected to be much higher. On the other hand, services usually require that production and consumption occur in the same location, so that regional specialization is expected to be much lower. The averaged index of regional specialization, calculated for various agricultural products using the value of production, is 0.98 in 1870, 1.10 in 1900, and 1.25 in 1987.24 The extent of regional specialization increased throughout the period from around 49 percent in 1870 to 55 percent in 1900 and to 62.5 percent in 1987. The averaged index of regional specialization for the service sector, 24 . Agricultural products in our study consist of wheat, barley, corn, oats, rye, cotton, tobacco, and vegetables. calculated at the two-digit SIC employment level, was 0.19 in 1947, 0.24 in 1967,0.23 in 1977 and 0.22 in 1986.25 The extent of regional specialization was 9.5 percent in 1947 and 11percent in 1986. Several problems arise when Krugrnan's index of regional specialization is constructed using the three-digit SIC category as opposed to the two-digit category. Due to changes in the definitions of industries from time to time, historical comparability is hampered. Moreover, disclosure laws come into effect more frequently at the three-digit level as compared with the two-digit level, resulting in higher occurrences of missing data points. When confidentiality of data becomes a problem, the order of priority in disclosure is as follows: regions, states, SMSAs, two-digit, threedigit, and four-digit SIC groups. Data from 1947 to 1967 are taken from reported regional values. Data from 1972 are constructed from state values. Due to confidentiality laws, five categories are used when actual data could not be disclosed: 150 to 249, 250 to 499,500 to 999, 1000 to 2499, and 2500 or more. The midpoint of these estimates are used. The percentage levels covered by the published values at the three-digit category by region is given below.
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