ences between groups, associations between groups and time-to-event data. This article will focus on statistics associated with the first domain: differences between groups.
I. Categorical Data
We will begin by examining eye colour, a type of categorical data. In a group of 100 boys, let's say 25 of them had blue eyes. If we had a group of 200 girls, assuming the proportions were identical, we would expect 50 of the girls, or 25% of them, to also have blue eyes. Statistics with categorical and its subset of binary data are about dealing with differences in proportions, and the chi-square test is a hypothesis test which provides a P-value, and works by evaluating these differences between groups. In this example, because the proportion 25/100 is equivalent to 50/200, the chi-square value would equal zero, which is the null value. As the difference in this proportion begins to change, the chi-square statistic will increase, and the corresponding P-value will begin to decrease. At some point, these differences may become large enough to reach statistical significance.
Binary data is a subset of categorical data and there are several statistical tests associated with this data type that readers of the literature are likely to encounter. These tests are risk ratios (RR), odds ratios (OR), absolute risk reduction (ARR) and number needed-totreat (NNT). To understand these principles, one must understand risk and odds. The risk ratio (RR) is the incidence in the exposed group / incidence in non-exposed.
In this case the RR is incidence in experimental group / incidence in control group. 
II. Ordinal Data
Before we discuss ordinal data statistics, a brief introduction to normal and skewed distributions is needed. If we took a large random sample of adult males living in London and wanted to know their height, it is likely this will follow a normal, or
Gaussian distribution (Fig 1) . With a normal distribution the mean (numerical average), median (middle value) and mode (most common value) are the same. Thus, the greatest number of men would be at the average height, with fewer men as we deviate from this average. Sometimes, data do not follow a normal distribution and can be skewed to the left or right as in Figure   2 . Data such as the number of pregnancies are typically right-skewed, as there will be many women with either 0, 1, 2, or 3 pregnancies but few with 4, 5, 6, etc.
If our data set is 1,2,2,3,3,3,4,4,5, this would be normally distributed with a mean, median, and mode taking a value of 3. But changing just one value, say changing the "5" to "50" would make these data rightskewed. In this example, the mean is no longer 3, but the median value stays the same. In general, the median is much less sensitive to extreme values than is the mean.
Mean Median Mode
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At this point we will introduce the terms parametric and non-parametric tests.
Parametric refers to parameters of, in this case, the normal distribution, and parametric tests assume the data are normally distributed. Non-parametric tests make no such assumption on the distribution of the data, and generally look at differences in medians rather than means.
Let's look at a hypothetical parallel-group randomized trial of 10 patients comparing deep scaling alone to deep scaling and antibiotic gel. Our periodontal outcomes could be stages of periodontitis, expressed as none, mild, moderate or severe, which would be ordinal data. However, we will express the outcome as periodontal pocket depth (quantitative data) for illustrative purposes. We are using a non-parametric test as the data are not normally distributed, often the case with small samples. 
Summary
Statistical tests for categorical, ordinal and quantitative data deal with differences in proportions, rank order and means, respectively (Table 4 ). In the next paper, we will give hypothetical passages from dental studies using different data types, asking and answering a series of questions from these passages. 
