The distribution of the sum of n mutuallly independent random variables with a common distribution f(x) plays an important role in many insurance problems. The paper presents alternative methods of deriving the distribution of the sum of n random variables whenf(x) is a mixed density and mass function. The methotis are illustrated and compared.
I. INTRODUCTION The sum of n mutually independent rando m variables x~ plays an important role in many insurance problems. Of particular interest however, is the case where the n mutually independent random variables have a common piece-wise continuous density function f(x O. The density function of the sum X~ = xl + ... + xn is the n-fold convolution off(x,) with itself and is denoted byfn*(Xn) [3] There exist however situations where the n random variables have a common mixed density and mass function. Typical examples relate to insurance contracts with a provision for deductibles and/or insurance limits [4, 8] . The problem arises also in the derivation of the distribution of aggregate claims when a pooling limit is applied to each certificate [7] . The density of the sum of the n random variables is then the n-fold convolution of the mixed density and mass function with itself. Clearly, for large values of n this density can be approximated by the normal distribution. For smaller values of n, however, the density function must be derived in a different way.
The purpose of this paper is to present alternative methods of deriving the density function of the sum of n independent random variables with a common mixed density and mass function.
FORMULATION OF ALTERNATIVE METHODS
In this section, three methods are described which may be used to derive the n-fold convolution of a mixed density and mass function. The methods are referred to as I) Analytic Method 2) Numeric Method 3) Method of Moments.
In order to illustrate the methods, the following mixed density and mass function has been chosen 1). 8(x --D), known as the Dirac delta function, may be thought of as the height of a unit impulse, centered on x = D, as the width tends to zero 2).
1) This situation represents the distribution of the retention cost x for a given loss to the insurance consumer with an insurance policy having a deductible D. Under such a deductible arrangement the insured has to absorb the entire loss if the loss is less than or equal to D and has to carry an amount equal to D if the loss exceeds D.
2) For discussion of the Dirac delta function, see Lighthill, M. J., Introduction to Fourier Analysis and Generalized Functions, Cambridge University Press, I958 
I. Analytic Method
The analytic method is based on Laplace Transform theory LI] which states
For the special case of the sum, Xn, of n random variables x with an identical distribution f(x) the density function of Xn is the n-fold convolution of fix) with itself and is denoted by fn*(Xn) !21 .
For a piece-wise continuous function, (4) may be rewritten as
o Inversion of the right hand side of (5) results in the desired f.*(x.).
Illustration
The above concept will now be applied to the mixed density and mass function described by (2).
The Laplace Transform of (2) is given by [6) L~f(x)] = J" Xe -x~ e-*~dx
tribution for x and X, may be found using the following relationships 4)
The above procedure is now applied to the mixed density and mass function described by (2) with a = o and b = D. Thus, (9) and (IO) become 4) It is recognized that the handling of the first (j = O) and the last (j = M) interval in (9) is one of various possibilities. The descriptive measures of (Ii) should be compared to those of the mixed density and mass function (2) since some may be close while others deviate substantially. For example with a symmetric distribution it is conceivable for a given value of M that the mean and skewness could be close while the standard deviation and kurtosis could deviate significantly.
pn* \M ] = 2 p(~-o* ((m ~lJ)D) . p (_~)"
As can be seen from Table I , all of the descriptive measures converge to those obtained for M = co as M increases 6). On the other hand, as M increases the number of calculations and storage requirements increase drastically. Thus the value of M must be chosen in light of these trade-offs.
Method of Moments
With the method of moments an approximation to the n-fold convolution is obtained in a two step process. First the mean and the second, third and fourth moments about the mean for fn*(Xn)
are determined. In the second step, a density function consistent with these descriptive measures is derived. As shown in [3] the mean and the second moment about the mean of the sum of n mutually independent random variables with a common distribution (with a finite mean of ~ and a finite variance of 2), tzn and 0~, are ~ ~ n~ (13) 0~ -~ ,~ = na 2.
As shown in Appendix A, the third and fourth moments about the mean of the sum of n mutually independent random variables with a common distribution, 0~, and 04n, are given by (15) and (16) respectively = nO 3 (15)
As a second step a density function has to be determined which is consistent with the descriptive measures calculated in (13) through (16). In light of the independence assumption, the normal distri-*) The rate of convergence depends on X and D.
bution seems to be a logical choice when n is large 7). In cases where the test for normality [2~ fails, the beta distribution may be used successfully 8
Illustration
The four descriptive measures ~, 02, 03 and 0 ~ for the function given by (2) can be determined by evaluating the expressions within the brackets { } in footnote 5-Various examples of the resulting density function for fn*(Xn) using the beta distribution are shown in Figure 2 .
COMPARISON OF ALTERNATIVE METHODS
The usefulness of the alternative methods of deriving the distribution of the sum of n independent random variables with a common mixed density and mass function in the context of (2) can best be analysed on a comparative basis.
Analytic versus Numeric
The density function derived by the analytic method has to be integrated to obtain a discrete probability distribution which then can be compared to that derived by the numeric method. Table 2 represents the results for n = ~, 5 = 0.007 and D ----IOO. As can be observed from the errors, the accuracy of the numeric method improves significantly as M increases from IO to 50. Thus, in the context of (2) there exists a trade-off between the achieved accuracy and the computational effort. For problems where a high degree of accuracy is necessary, the numeric method requires a large value of M thereby making the analytic method the more efficient procedure. which are necessary but not sufficient conditions for normality. s) A procedure for obtaining the beta distribution consistent with the four descriptive measures is outlined in E6J. 
Analytic versus Moment
The comparison is based on the density functions derived by both methods to facilitate graphical representation of the results. Figure 2 illustrates the results for various values of n and X with D = I00. With the method of moments it is not possible to trace the existing discontinuities in the n-fold convolution of the mixed density and mass function. However, the discontinuities become less pronounced as n increases, thus making the approximation more accurate 9), Furthermore, it can be seen that the approximation, for a given n, improves as k increases. Furthermore, the mass of D can be decreased by increasing D thus reducing the discontinuities and improving the approximation. This observation is due to the fact that the mass at D decreases as X increases. For problems with minor discontinuities the method of moments is clearly the more efficient procedure 10).
4-. CONCLUSION
The purpose of this paper was to describe alternative methods which can be used to derive the n-fold convolution of a mixed density and mass function. The methods have been applied to the mixed density and mass function given in (2). The illustrations and the comparative analysis is therefore restricted to the specific situation. The methods, however, can be used for functions other than the one given in (2) although it must be realized that the analytic method may not be applicable. 
