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Resumo
A chamada Teoria das onduletas constitui um desen-
volvimento recente e fascinante da Matema´tica, com
aplicac¸o˜es importantes nas mais diversas a´reas das
Cieˆncias e Engenharia.
O objectivo deste artigo e´ apresentar, de uma forma
muito condensada, os principais resultados da teoria das
onduletas, dando especial eˆnfase a`s suas ligac¸o˜es com o
processamento de sinal.
1 Notac¸o˜es e resultados preliminares
No que se segue, L2(IR) denota o espac¸o das func¸o˜es
mensura´veis f (definidas na recta real IR) de quadrado
integra´vel, com produto interno definido por




Como se sabe, um dos objectivos fundamentais do pro-
cessamento de um sinal consiste na extracc¸a˜o de in-
formac¸a˜o relevante sobre esse sinal, atrave´s da sua trans-
formac¸a˜o. Por exemplo, no caso de um sinal analo´gico
de energia finita (ou seja, em linguagem matema´tica, de
uma func¸a˜o f(t) ∈ L2(IR)), uma ferramenta importante
para esse fim e´ a transformada de Fourier, definida por




a qual nos da´ uma descric¸a˜o do comportamento do sinal
em frequeˆncia (espectro do sinal).
Na representac¸a˜o espectral de um sinal atrave´s da
sua transformada de Fourier, perde-se, todavia, toda
a informac¸a˜o desse sinal no tempo. Assim, em muitas
aplicac¸o˜es, tais como ana´lise de sinais na˜o-estaciona´rios
ou processamento de sinal em tempo real, a simples uti-
lizac¸a˜o da transformada de Fourier na˜o e´ adequada.
Um processo cla´ssico de obter localizac¸a˜o de
frequeˆncias no tempo e´ utilizar a chamada tranformada
de Fourier em tempo curto. Neste caso, e´ escolhida uma
func¸a˜o janela g isto e´, uma func¸a˜o bem localizada no
tempo e na frequeˆncia 1 que, ao ser transladada e multi-
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1Pelo bem conhecido princ´ıpio de incerteza de Heisenberg,
a capacidade de localizac¸a˜o simultaˆnea no tempo e frequeˆncia
e´ limitada. Quanto maior precisa˜o exigirmos no tempo, ou
seja, quanto mais concentrada for a func¸a˜o g(t), menor pre-
plicada pela func¸a˜o f selecciona pequenas secc¸o˜es desta
func¸a˜o, determinado-se depois a transformada de Fourier
de cada uma delas. A transformada de Fourier em tempo
curto transforma, assim, a func¸a˜o f numa func¸a˜o bi-





Considere-se a famı´lia de func¸o˜es gτ,ξ definidas por
gτ,ξ(t) := eiξtg(t− τ), ξ, τ ∈ IR.
E´ imediato reconhecer que a transformada de Fourier
em tempo curto pode ser definida atrave´s do produto
interno de f com estas func¸o˜es, isto e´
{Fgf}(τ, ξ) =< f, gτ,ξ > .
A fo´rmula (3) indica-nos que a transformada de
Fourier em tempo curto nos da´ informac¸a˜o sobre o
conteu´do de f pro´ximo do instante τ e da frequeˆncia ξ.
Naturalmente, a precisa˜o com que esta informac¸a˜o pode
ser obtida depende do tamanho da janela g. Mais impor-
tante aqui, e´ notar que, uma vez escolhida uma janela, a
resoluc¸a˜o tempo-frequeˆncia e´ fixa em todo o plano, pois
e´ usada a mesma janela para todas as frequeˆncias. Se
tivermos um sinal com componentes quase estaciona´rias
associadas a pequenas variac¸o˜es bruscas, enta˜o para o
primeiro tipo de componentes seria adequado o uso de
janelas largas (fraca resoluc¸a˜o no tempo e boa locali-
zac¸a˜o na frequeˆncia), enquanto para analisar convenien-
temente as variac¸o˜es bruscas seriam necessa´rias janelas
com boa localizac¸a˜o no tempo e consequente fraca reso-
luc¸a˜o na frequeˆncia. A transformada de Fourier em
tempo curto na˜o e´, assim, apropriada para o estudo deste
tipo de sinais.
2 Transformada cont´ınua com onduleta
Acaba´mos de ver que a rigidez das janelas tempo -
- frequeˆncia associadas com a transformada de Fourier
em tempo curto constitui uma limitac¸a˜o dessa trans-
formada. A transformada cont´ınua com onduleta, que
iremos agora descrever, permite ultrapassar essa dificul-
dade, originando uma ana´lise com janelas flex´ıveis cuja
largura e altura se adaptam a`s frequeˆncias.
A ideia da transformada cont´ınua com onduleta e´
cisa˜o teremos na frequeˆncia, isto e´, menos localizada sera´ a
func¸a˜o ĝ(ξ).
tambe´m, como no caso da transformda de Fourier em
tempo curto, calcular o produto interno de f com uma
famı´lia de func¸o˜es ψa,τ dependentes de dois paraˆmetros.
Neste caso, no entanto, essas func¸o˜es ψa,τ sa˜o obtidas
de uma func¸a˜o ba´sica ψ (chamada onduleta ma˜e) por
dilatac¸o˜es ou contracc¸o˜es – isto e´, mudanc¸as de escala –
controladas pelo paraˆmetro a e translac¸o˜es, controladas






, a, τ ∈ IR, a 6= 0, (4)
e definimos a transformada cont´ınua com onduleta ψ
por:










(O factor |a|−1/2 e´ introduzido para que as diversas
func¸o˜es tenham todas a mesma energia.)
Nota: No que se segue, consideramos apenas onduletas
ψ reais, e paraˆmetros de escala a > 0.
As propriedades da tRansformada cont´ınua com ondu-
leta dependem, naturalmente, das propriedades da on-
duleta ma˜e ψ (tambe´m chamada onduleta analisadora).
As qualidades que se exigem para uma ”boa ma˜e”
ψ sa˜o que ela seja bem localizada no tempo e na








Na pra´tica, para onduletas que satisfac¸am razoa´veis
condic¸o˜es de decaimento, exigir que ψ satisfac¸a a
condic¸a˜o de admissibilidade (6) e´ equivalente a exigir
que ψ̂(0) = 0, ou seja, que
∫
ψ(t)dt = 0; veja, e.g.
[11, p. 24]. Isto siginifica, portanto, que ψ deve, de al-
gum modo, oscilar, isto e´, comportar-se como uma onda.
Esta propriedade, juntamente com ao facto de ψ decair
rapidamente, justifica a escolha da palavra wavelet (em
ingleˆs) para designar este tipo de func¸o˜es.
Localizac¸a˜o tempo-escala
Se ψ for uma func¸a˜o janela localizada em torno de
zero, e´ imediato reconhecer que a func¸a˜o ψa,τ estara´
centrada em τ e estreitara´ ou alargara´ conforme o
paraˆmetro a seja menor ou maior que 1. Assim, quanto
menor for a escala, mais concentrada sera´ a func¸a˜o ψa,τ .
A transformada cont´ınua com onduleta fornece, assim,
uma descric¸a˜o tempo-escala de f baseada em janelas
ψa,τ cuja largura se ajusta a` escala: janelas estreitas
para pequenas escalas e janelas largas para grandes es-
calas.
Note-se que existe uma relac¸a˜o inversa entre escala
2Esta condic¸a˜o e´ essencial para a existeˆncia de uma in-
versa da tansformada Wψf
e frequeˆncia. Basta notar que, de acordo com pro-
priedades bem conhecidas da transformada de Fourier̂ψ(t/a)(ξ) = aψ̂(a ξ). Assim podemos dizer que as janelas
ψa,τ se alargam para baixas frequeˆncias e estreitam para
altas frequeˆncias.
Inversa˜o da transformada Wψ
Ao efectuar a transformac¸a˜o de um sinal, e´, natu-
ralmente, importante dispor de um processo de recu-
perar o sinal depois de transformado. Assumindo que
ψ e´ admiss´ıvel, pode provar-se que a correspondeˆncia
f → {Wψf} e´ invert´ıvel no seu contradomı´nio, sendo a
func¸a˜o f completamente caracterizada pelos valores de












veja, e.g. [11, pp. 24-27]. 3
A fo´rmula (7) pode ser interpretada como:
• uma fo´rmula de reconstruc¸a˜o de f , sabida a sua
transformada integral com onduleta, {Wψf}(τ, a),
para todos os valores de a ∈ IR+ e τ ∈ IR.
• uma fo´rmula de decomposic¸a˜o de f como uma so-
breposic¸a˜o das func¸o˜es ψa,τ (sendo os coeficientes
dessa sobreposic¸a˜o os valores da transformada inte-
gral).
3 Transformada discreta com onduleta:
onduletas ortogonais
A transformada cont´ınua com onduleta e´, naturalmente,
redundante (basta notar que uma func¸a˜o de uma varia´vel
e´ transformada numa func¸a˜o de duas varia´veis). Na
pra´tica, para obter algoritmos eficientes para determi-
nar a transformada de uma func¸a˜o f e reconstruir f a`
custa dos valores da transformada, devemos restringir
os paraˆmetros de escala a e de translac¸a˜o τ a valores
discretos, ou seja, calcular
∑
j,k∈ZZ{Wψf}(a, τ) apenas
numa rede discreta do plano tempo-escala. Uma escolha
usual para essa discretizac¸a˜o e´ a chamada rede dia´dica,
definida por
a = 2−j , τ = 2−jk; j, k ∈ ZZ. (8)
Nesse caso, temos enta˜o a seguinte famı´lia de func¸o˜es
ψjk := 2j/2ψ
(
2jt− k) ; j, k ∈ ZZ. (9)
Neste pequeno resumo, trataremos apenas das
chamadas onduletas ortogonais, isto e´, func¸o˜es ψ para
as quais ψjk definidas por (9) formem uma base ortonor-
3Resultado ana´logo pode, tambe´m, ser obtido para ondu-
letas complexas, mas e´ enta˜o necessa´rio o uso de escalas a
negativas.








{Wψf}(2−j , 2−jk)ψjk, (10)
ou seja, tal como no caso cont´ınuo, uma u´nica fo´rmula
expressa a decomposic¸a˜o e a reconstruc¸a˜o de f .
Historicamente, a primeira base ortonormada de on-
duletas constru´ıda e´ a bem conhecida base de Haar,
introduzida muito antes do aparecimento do conceito
de onduleta; ver [12]. Esta onduleta tem o´ptimas pro-
priedade de localizac¸a˜o no tempo, mas a sua localizac¸a˜o
na frequeˆncia e´ muito fraca.
A chamada onduleta de Shannon (a que corresponde
a base ortonormada de L2(IR) de Littlewood-Payley) e´
outro exemplo de uma onduleta ortogonal, sendo as suas
propriedades de localizac¸a˜o tempo-frequeˆncia como que
complementares das da onduleta de Haar; ver, e.g.[11,
pp. 115-116].
Na u´ltima de´cada, foram constru´ıdas va´rias bases
ortonormadas de onduletas para L2(IR) que conseguem
conjugar as melhores caracter´ısticas da base de Haar e
da base de Shannon (i.e., que teˆm simultaˆneamente boas
propriedades de localizac¸a˜o no tempo e na frequeˆncia).
Como exemplo, podemos referir as onduletas descober-
tas por Stromberg [23], Y. Meyer [17], G. Battle [3] e
P. G. Lemarie´ [14]. As primeiras construc¸o˜es de bases
ortonormadas de onduletas parecem um pouco mila-
grosas. No entanto, o aparecimento, em finais de 1986,
do conceito de ana´lise de multi-resoluc¸a˜o (AMR), intro-
duzido por Mallat e Meyer [15, 18], vem clarificar esta
situac¸a˜o. De facto, a ana´lise multi-resoluc¸a˜o e´ uma es-
trutura que permite dar uma explicac¸a˜o satisfato´ria de
todas estas construc¸o˜es, fornecendo tambe´m uma ferra-
menta para a construc¸a˜o de novas bases.
4 Ana´lise multi-resoluc¸a˜o (AMR)
Uma ana´lise multi-resoluc¸a˜o {Vj , φ} de L2(IR) consiste
numa sequeˆncia (Vj)j∈ZZ de subespac¸os fechados de
L2(IR) e numa func¸a˜o associada φ (chamada func¸a˜o es-
cala), satisfazendo as seguintes propriedades:









AMR4 v(t) ∈ Vj ⇐⇒ v(2t) ∈ Vj+1.
AMR5 ∃φ ∈ V0 tal que a colecc¸a˜o {φ(t− k) : k ∈ ZZ}
e´ uma base ortonormada de V0.
Fac¸amos algumas observac¸o˜es simples sobre esta
definic¸a˜o.
• Facilmente se verifica que, para cada j ∈ ZZ, as
func¸o˜es φjk(t) := 2j/2φ(2jt − k) constituem uma
base ortonormada de Vj .
• Como φ ∈ V0 ⊂ V1, tera´, enta˜o, de existir uma







Note-se que os coeficientes hk sa˜o dados por
hk =<φ(t),
√
2φ(2t−k)>. A equac¸a˜o funcional (11)
e´ chamada equac¸a˜o de dilatac¸a˜o, de refinamento ou
de dupla escala para a func¸a˜o φ.
• As propriedades de uma AMR permitem-nos esco-
lher uma func¸a˜o fj em cada um dos espac¸os Vj
para aproximar uma dada func¸a˜o f ∈ L2(IR). Uma
maneira de construir fj sera´, por exemplo, atrave´s
da projecc¸a˜o ortogonal no espac¸o Vj , isto e´, tomar




< f, φjk > φjk. (12)
As propriedades AMR2 e AMR3 garantem que
limj→+∞ Pjf = f e limj→−∞ Pjf = 0.
• As propriedades AMR4 e AMR5 significam que to-
dos os subespac¸os aproximadores Vj sa˜o, no fundo,
verso˜es dilatadas de um espac¸o ba´sico V0 e que,
ale´m disso, cada um desses subespac¸os Vj e´ invari-
ante por translac¸o˜es proporcionais a 2−j . Sa˜o pre-
cisamente estas propriedades que da˜o o cara´cter de
multi-resoluc¸a˜o a esta cadeia de subespac¸os.
Suponhamos, enta˜o, que dispomos de uma AMR
{(Vj), φ} e denotemos por Wj o complemento ortogo-
nal de Vj em Vj+1, isto e´, seja Wj o subespac¸o de L2(IR)
tal que Vj+1 = Vj
⊥⊕Wj .
Da definic¸a˜o deWj , e atendendo ao facto de os espac¸os
Vj estarem encaixados, conclu´ımos de imediato que os
subespac¸os Wj sa˜o mutuamente ortogonais. Das pro-
priedades AMR2 e AMR3 podemos, enta˜o, concluir que






Assim, se dispusermos de uma base ortonormada para
cada um dos espac¸osWj , a colecc¸a˜o dessas base formara´
uma base ortonormada do espac¸o L2(IR).
Mas, os espac¸os Wj herdam, dos respectivos Vj , a
propriedade de dilatac¸a˜o AMR4. Isto significa que,
se for poss´ıvel encontrar uma func¸a˜o ψ ∈ W0 tal que
{ψ(t− k) : k ∈ ZZ} seja uma base ortonormada de W0, a
colecc¸a˜o {ψjk(t) := 2j/2ψ(2jt − k), k ∈ ZZ}, constituira´
uma base ortonormada de Wj , sendo, portanto, o con-
junto {ψjk : j, k ∈ ZZ} uma base ortonormada de L2(IR),
ou, por outras palavras, sendo ψ uma onduleta ortogo-
nal. O princ´ıpio ba´sico de uma AMR e´ que tal func¸a˜o ψ
existe sempre e pode ser constru´ıda explicitamente.
Mais precisamente, pode provar-se o seguinte resul-
tado; ver, e.g., [11, p. 135].
Teorema 1 Dada uma AMR {Vj , φ}, e sendo (hk) a
sequeˆncia dos coeficientes da equac¸a˜o de refinamento






(−1)kh1−k φ(2t− k) (14)
e´ uma onduleta ortogonal. Mais precisamente, as
func¸o˜es ψjk definidas por
ψjk(t) := 2j/2ψ(2jt− k); j, k ∈ ZZ, (15)
formam uma base ortonormada de L2(IR).
O teorema anterior indica-nos como, dada uma AMR,
e´ poss´ıvel encontrar uma base ortonormada de ondule-
tas. A questa˜o que se coloca, naturalmente, e´ a de saber
como encontrar uma AMR.
E´ natural tentar comec¸ar a construc¸a˜o de uma AMR a
partir da func¸a˜o escala φ: de facto, V0 pode construir-se
de φ(t − k) e os restantes Vj podera˜o enta˜o ser cons-
tru´ıdos de V0 por dilatac¸a˜o. Esta e´, precisamente, a es-
trate´gia adoptada na construc¸a˜o de muitas onduletas or-
togonais. Para que todas as propriedades de uma AMR
se verifiquem, a func¸a˜o φ tera´, no entanto, de ser es-
colhida adequadamente; veja, e.g. [11, pp. 142-143],
onde sa˜o discutidas condic¸o˜es sobre φ suficientes para a
obtenc¸a˜o de uma AMR. Em particular, e´ usando essa
abordagem, que I. Daubechies constro´i, em 1988, uma
importante classe de onduletas ortogonais, actualmente
muito utilizadas e associadas ao seu nome; veja [10].
5 Transformada ra´pida com onduletas
Vejamos agora como o esquema de AMR permite obter
um algoritmo muito eficiente para a expansa˜o de um
sinal discreto numa base de onduletas. Este algoritmo,
que esta´ intimamente ligado com sistemas de decom-
posic¸a˜o de sinais em duas bandas, foi introduzido por
Mallat, em [16].
Consideremos, enta˜o, uma AMR (Vj) com func¸a˜o es-
cala φ e onduleta ma˜e ψ, e denotemos por Pj e Qj os
operadores de projecc¸a˜o ortogonal nos espac¸os Vj e Wj ,









cjk =< f, φjk >, d
j
k =< f, ψjk > . (17)
Se os dados a serem analisados sa˜o discretos, isto e´, sa˜o
uma sequeˆncia (ck), k ∈ ZZ, podemos sempre encara´-los
como representando a aproximac¸a˜o de um sinal cont´ınuo
f(t) num determinado espac¸o aproximador VJ , cuja es-
cala esta´ relacionada com o intervalo de amostragem.
Por uma questa˜o de simplicidade, consideramos que essa





Essa aproximac¸a˜o pode, enta˜o, ser decomposta como
soma de uma aproximac¸a˜o f−1, de mais fraca resoluc¸a˜o,
com uma func¸a˜o w−1 ∈W−1 que ”conte´m” a informac¸a˜o
que e´ perdida ao representar f na escala mais grosseira.
Este processo pode ser repetido sucessivamente, ate´ se
chegar a uma escala −J desejada. Assim, o que se pre-










ou, mais precisamente, obter as sequeˆncias (c−Jk ) e
(djk); j = −1, · · · ,−J , a partir da sequeˆncia inicial (ck).
O algoritmo da transformada ra´pida com ondule-
tas baseia-se no uso das equac¸o˜es (11) e (14). Com
efeito, usando essas equac¸o˜es, facilmente se deduzem as











gn = (−1)nh1−n. (21)
Estas relac¸o˜es mostram que o ca´lculo do coeficientes
pode ser feito recursivamente, partindo da sequeˆncia
(c0k) := (ck). Esquematicamente, temos







Figura 1: Esquema de decomposic¸a˜o
A transformac¸a˜o anterior pode ser invertida, ou seja,
e´ poss´ıvel reconstruir o sinal original (ck), partindo
do conhecimento das sequeˆncias (c−Jk ) e (d
j
k); j =
−1, · · · ,−J . Por outras palvras, o sinal pode ser re-
cuperado juntando ”camadas”sucessivas de pormenores
a uma sua versa˜o grosseira. A fo´rmula que descreve essa
transformada inversa deduz-se facilmente das equac¸o˜es










Relativamente a estes algoritmos de decomposic¸a˜o e
reconstruc¸a˜o, salientamos o seguinte:
• Como as fo´rmulas (20) – (22) mostram, para a sua
utilizac¸a˜o ha´ apenas necessidade do conhecimento
dos coeficientes (hn) da equac¸a˜o de refinamento da
func¸a˜o escala φ , na˜o sendo necessa´rio dispor de uma
fo´rmula exp´ıcita para φ ou para a onduleta ψ.
• As fo´rmulas (20) e (22) definem, respectivamente,
os passos de ana´lise e s´ıntese de um esquema de
filtragem de duas bandas uniformes, com capaci-
dade de reconstruc¸a˜o perfeita; mais precisamente,
em virtude de (21), trata-se de filtros de quadratura
conjugada (CQF). Para mais pormenores sobre as
ligac¸o˜es entre a teoria das onduletas e a teoria de
bancos de filtros, sugerimos a leitura dos artigos
[22, 24, 25, 26], os quais conteˆm uma vasta lista
de refereˆncias adicionais. O livro de Cohen e Ryan
[6] constitui tambe´m uma excelente refereˆncia sobre
este assunto.
• Na pra´tica, e´ deseja´vel o uso de filtros (hn) com
resposta a impulso finita, os quais correspondem a
onduletas com suporte compacto. A caracterizac¸a˜o
completa das onduletas ortogonais com suporte
compacto foi desenvolvida por Ingrid Daubechies
[10].
• Uma caracter´ıstica importante destes algoritmos e´
a sua baixa complexidade e facilidade de imple-
mentac¸a˜o. De facto, pode provar-se que o nu´mero
de operac¸o˜es envolvidas na sua utilizac¸a˜o e´ de or-
dem O(N), onde N designa o comprimento total
da sequeˆncia inicial (ck) (a qual, na pra´tica, tera´
sempre de ser considerada finita).
6 Conclusa˜o
Por evidentes limitac¸o˜es de espac¸o, apenas apresenta´mos
resultados referentes a onduletas numa varia´vel. A ex-
tensa˜o para onduletas de va´rias varia´veis, imprescind´ıvel
para diversas aplicac¸o˜es, nomeadamente, processamento
de imagem, pode ser vista, por exemplo, em [15, 16] e
[18].
Tambe´m, como ja´ referimos, apenas trata´mos de on-
duletas ortogonais. Uma generalizac¸a˜o importante, que
permite colmatar algumas das limitac¸o˜es associadas ao
uso deste tipo de onduletas, sa˜o as chamadas ondule-
tas bi-ortogonais, introduzidas por Cohen, Daubechies e
Feauveau, em [5].
E´ importante tambe´m referir uma construc¸a˜o que
generaliza o conceito de onduletas e que se deve a
Coifman e Meyer – as chamadas wavelet packets; veja
[7, 8, 9].
A teoria das onduletas foi apresentada para func¸o˜es
definidas em toda a recta real. Em muitas aplicac¸o˜es,
no entanto, estaremos interessados em problemas ”con-
finados” a um intervalo. Por exemplo, quando tratamos
de equac¸o˜es diferenciais, a integrac¸a˜o e´ feita num in-
tervalo, as imagens esta˜o concentradas em rectaˆngulos,
etc. A aplicac¸a˜o de onduletas a estas situac¸o˜es requer,
portanto, algumas modificac¸o˜es. Algumas soluc¸o˜es para
este problema foram apresentadas em [1, 2, 4, 20, 21].
Finalmente, gostar´ıamos de fazer refereˆncia a` ex-
isteˆncia de alguns pacotes de software, dispon´ıveis para
quem deseje explorar a utilizac¸a˜o de onduletas nas mais
diversas de aplicac¸o˜es. De realc¸ar, o Wavelet Explorer,
que utiliza a linguagem Mathematica, a Wavelet Tool-
box, para os utilizadores de MATLAB e ainda oWavelet
Packet Laboratory for Windows, cujos manuais de uti-
lizac¸a˜o, [27, 28, 29], constituem tambe´m preciosos auxi-
liares ao estudo desta fascinante teoria.
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