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Abstract
We present a purely combinatorial solution of the problem of enumerating pla-
nar bicubic maps with hard particles. This is done by use of a bijection with a
particular class of blossom trees with particles, obtained by an appropriate cut-
ting of the maps. Although these trees have no simple local characterization,
we prove that their enumeration may be performed upon introducing a larger
class of “admissible” trees with possibly doubly-occupied edges and summing
them with appropriate signed weights. The proof relies on an extension of the
cutting procedure allowing for the presence on the maps of special non-sectile
edges. The admissible trees are characterized by simple local rules, allowing
eventually for an exact enumeration of planar bicubic maps with hard parti-
cles. We also discuss generalizations for maps with particles subject to more
general exclusion rules and show how to re-derive the enumeration of quartic
maps with Ising spins in the present framework of admissible trees. We finally
comment on a possible interpretation in terms of branching processes.
1. Introduction
Enumeration of planar maps has been a constant subject of interest for both math-
ematicians and physicists. Many exact enumeration formulae have been obtained over
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the years for various types of maps, say maps with fixed vertex and/or face valences,
maps with particular color prescriptions, or even maps carrying additional degrees of
freedom such as spins or particles. Since the original combinatorial approach of Tutte
[1], two general methods of enumeration have been developed. The first one uses ma-
trix integrals [2,3] of the form
∫
Exp[−NTrU ] over possibly several N × N Hermitian
matrices and with an action U designed so that the diagrammatic expansion precisely
reproduces the maps to be enumerated. For a large class of maps, a direct computation
of the associated matrix integral may be carried out exactly, thus providing explicit enu-
meration formulae. These calculations rely on various techniques: saddle point methods
[2], orthogonal polynomial methods [4], as well as the so-called loop equation method
[5,6], very similar in spirit to Tutte’s original work. Beyond matrix integrals, another,
more recently developed technique relies on the existence of bijections between planar
maps and decorated trees, reducing the problem to that, much simpler, of counting trees
[7-15]. In most cases, the trees at hand are easily constructed recursively and recursion
formulae may therefore be derived for the generating functions of the maps. The main
interest of this technique is clearly its conceptual simplicity, as it uses only elementary
combinatorics. Another advantage is that it also gives access to refined properties of
the maps. For instance, the statistics of distances between points on the maps, already
addressed in Refs.[16-19] by a specific combinatorial treatment, emerges naturally from
the bijective formalism [20-24].
The matrix integral and bijective techniques above are a priori very different in
nature but, remarkably enough, in all cases which have been solved by both methods,
the precise form of the solution involves very similar systems of algebraic equations.
That algebraic equations appear as recursive equations for generating functions of trees
should not come as a surprise. What is more surprising is that the matrix integral
solution comes precisely in the same form, allowing to interpret the somewhat abstract
auxiliary functions of this matrix integral solution as generating functions for trees.
Even if we have no direct understanding of this phenomenon, this simple observation
allows us to use the matrix integral solution for a particular map enumeration problem
as a tool to guess how to characterize the ensemble of trees in bijection with these
maps. This already proved very useful for various classes of maps and the present paper
will show another example where applying such a principle leads to the combinatorial,
bijective solution of a quite involved problem, namely the combinatorics of bicubic maps
with hard particles.
Before we proceed to our study, let us recall more precisely to which families of
maps the methods above have been applied so far. We may classify the problems in
the matrix integral language according to the number of (Hermitian) matrices needed
to reproduce the desired maps. The simplest case of the so-called one-matrix integral
over a matrix M with action
U(M) =
M2
2
−
∑
k≥1
gk
Mk
k
(1.1)
corresponds to maps with prescribed weights gk per k-valent vertex and was solved
extensively in [2]. Its tree formulation involves so-called blossom trees [9] with “charged”
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decorations, and with simple charge characterizations [13]. The next case is that of the
so-called two-matrix model involving an integral over two matrices B andW interacting
only via a term BW , namely with action
U(B,W ) = BW −
∑
k≥1
gk
Bk
k
−
∑
k≥1
g˜k
W k
k
(1.2)
This model corresponds to having bipartite maps, i.e. maps with two types of vertices,
say black and white, such that all edges connect vertices of opposite colors, and with
prescribed weights gk, g˜k according to the valence and the color of the vertices. This
matrix model was also solved extensively [25]. Its tree version involves again blossom
trees with now slightly more involved charge characterizations [14,15]. Note that the
one-matrix model may be viewed as a particular case of the two-matrix model with
gk = δk,2, in which case the matrix B may be formally integrated out. In the map
language, this simply states that arbitrary maps are in bijection with bipartite maps
whose black vertices all have valence 2, as is clear by inserting a bivalent black vertex in
the middle of each edge. More generally, we may always decide to suppress all (black or
white) bivalent vertices of a bipartite map, thus creating maps whose black and white
vertices may be connected regardless of their color, and which now carry edge weights
depending on the relative colors of their adjacent vertices. The two-matrix model or its
equivalent tree formulation give for instance access to maps carrying configurations of
the Ising model [14] or maps with hard particles [15].
This exhausts the classes of maps which could be enumerated both via matrix
integrals and bijective methods. On the other hand, it is well known that multi-matrix
integrals over, say m matrices M1 . . .Mm and with chain interaction, namely
U(M1, . . . ,Mm) =
m−1∑
i=1
ciMiMi+1 −
m∑
i=1
∑
k≥1
g
(i)
k
Mki
k
(1.3)
are completely calculable by means of bi-orthogonal polynomial techniques and give rise
to solutions expressible in terms of abstract auxiliary functions solutions of algebraic
equations [3]. These turn out to describe quite generally maps with particles subject to
some exclusion rules. More precisely, the above m-matrix model describes maps with
particles occupying the vertices and with the edge exclusion constraint that the total
number of particles at the ends of any edge does not exceed m− 1. In the case of even
m = 2p, the model alternatively describes bipartite maps with particles such that the
total number of particles at the ends of any edge now does not exceed 1 p− 1. For all
1 The equivalence between the two formulations is obtained as follows: starting from the
bipartite formulation with the edge rule of at most p − 1 particle occupancy, we single out
bivalent black empty vertices and erase them, resulting in an effective modified edge rule that
amounts to having at most 2p − 1 particles per edge upon reinterpreting black ℓ-occupied
vertices as white p+ ℓ-occupied ones.
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these models, the algebraic nature of the solution suggests that again a bijection with
trees should exist.
The aim of this paper is precisely to extend the bijective techniques to maps with
particles subject to edge exclusion rules. Very generally, the physical motivation for
considering such models is to construct simple solvable models describing gases of in-
teracting particles. This was first achieved on regular two-dimensional lattices with the
so-called hard-core lattice gas, providing the simplest possible model of a dense fluid
which incorporates the excluded volume effect [26]. An exact solution for this model
was obtained by Baxter in [27], in the case of hard particles living on the vertices of the
triangular lattice (the so-called hard hexagon model). It displays a crystallization tran-
sition from a low density disordered phase to a high density ordered (crystalline) phase
in which particles tend to occupy preferentially one of the three canonical sublattices of
the (tripartite) triangular lattice. The transition was identified to be in the universality
class of the critical 3-state Potts model, in agreement with the 3-fold symmetry of the
crystalline groundstates. The square and hexagonal lattice versions of the hard-core
lattice gas, corresponding respectively to hard squares and hard triangles, could not be
solved exactly. Still, numerical evidence points to a crystallization transition now in
the class of the critical Ising model [28], consistent with the twofold symmetry of the
groundstates, in which particles occupy one of the two canonical sublattices of these
bipartite lattices. This hunt for exact solutions led to consider the hard-core gas model
on random lattices, in the form of planar maps with hard particles. It was recognized
in [29] that the crystallization transition is wiped out for the statistical ensemble of ar-
bitrary maps but that it is restored when restricting the class of maps to bipartite ones.
Simple examples are hard particles on planar bicubic or biquartic maps, which may be
seen as the randomized, bipartite versions of the hard triangle and hard square models.
These were solved exactly in [29] and shown to display a crystallization transition in
the class of the critical Ising model on random graphs. Indeed, the bipartite nature of
the maps grants the existence of two crystalline maximally occupied groundstates, with
particles lying on one of the two canonical subgraphs of the maps. More generally, the
above models of particles on bipartite maps with the exclusion rule of at most p − 1
particles per edge allow to attain multi-critical transition points. When p = 3 for in-
stance, a tricritical point in the class of the tricritical Ising model may be reached [29],
separating a line of Ising like transition points from a line of first order transition points
between groundstates of different symmetry.
In this paper, we concentrate mainly on planar bicubic maps with hard particles, i.e.
bipartite maps with black and white trivalent vertices and the exclusion rule that each
edge has at most one adjacent particle. In the graph theory language, planar bicubic
maps correspond to planar bipartite 3-regular (multi-)graphs and a configuration of
hard particles in such a map corresponds to an independent or stable set in the graph.
In the matrix language, this model is described by a four-matrix integral with action
U(M1, . . . ,M4) =M1M2−M2M3+M3M4−g
(
M31
3
+
M34
3
)
−g z
(
M32
3
+
M33
3
)
(1.4)
where g is a weight per vertex and z a weight per particle. The explicit algebraic
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solution of this matrix integral was given in Ref.[29]. In this paper, we show how to re-
derive this solution in a purely combinatorial way using bijections with suitable classes
of blossom trees with particles. As opposed to bipartite maps without particles (two-
matrix model), a new feature of this construction is that we have to resort to a kind
of inclusion-exclusion principle in which doubly-occupied edges are a priori allowed but
are effectively subtracted by appropriate sign factors.
The paper is organized as follows. In Sect.2, we recall the definition of bicubic maps
with hard particles and present the matrix model results of Ref.[29], as well as the un-
derlying physics. Sect.3 presents our main theorem, namely the existence of a blossom
tree formulation of the model in terms of so-called “admissible trees” whose enumera-
tion with appropriate signed weights reproduce that of planar bicubic maps with hard
particles. The definition of blossom trees without particles is recalled in Sect.3.1. We
then define in Sect.3.2 admissible trees as blossom trees with particles and with specific
charge characterizations and state our main theorem relating the generating function
of bicubic maps with particles to that of admissible trees with signed weights. The
characterization of admissible trees is used to list all their possible local environments
(Sect.3.3) and to derive a system of algebraic equations which determines their desired
signed generating function (Sect.3.4), reproducing the results of Ref.[29]. The proof of
the map/tree equivalence is given in Sects.4 and 5. It is based on a general cutting
procedure of bicubic maps into trees (Sect.4.1) adapted so as to allow for “special”
non-sectile edges on the map (Sect.4.2). This generalized cutting procedure is used in
Sect.4.3 to construct a bijection between trees and maps, both with special edges. It is
used in Sect.5.1 in the case of bicubic maps with hard particles to organize admissible
trees into equivalence classes represented by “admissible maps”, of which bicubic maps
with hard particles are only a subset. The characterization of these equivalence classes
(Sect.5.2) allows to show that, in the enumeration of admissible trees with appropriate
signed weights, the contribution of an equivalence class is zero unless the admissible
map satisfies the hard particle constraint (Sect.5.3). This proves that the generating
function for signed admissible trees matches that of bicubic maps with hard particles.
Finally, we discuss in Sect.6 various generalizations of this map/tree equivalence for the
Ising model on quartic maps (Sect.6.1) or maps with generalized edge exclusion rules
(Sect.6.2). We also discuss a corollary of our construction, namely the existence of an
Ising-like crystallization transition for a statistical ensemble of trees with particles and
comment on a possible branching process interpretation. We gather a few concluding
remarks in Sect.7.
2. The problem of bicubic maps with hard particles and its matrix integral
solution
2.1. Hard particles on bicubic maps
As mentioned in the introduction, we will mainly study in this paper bicubic maps
with hard particles, namely planar maps with black and white trivalent vertices and
edges connecting only vertices of opposite color. The vertices may be occupied or not
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Fig. 1: An example of bicubic map with hard particles. The vertices are of
four types: black-empty, white-empty, black-occupied and white-occupied,
represented respectively by •, ◦, ©• and©◦ . All vertices have valence three
and adjacent vertices have different colors. The hard particle constraint
states that no two adjacent vertices are simultaneously occupied. The map
is rooted at the edge indicated by the arrow, originating from a black-empty
vertex and with the external face on its left.
by particles, with the hard particle constraint that no edge has two adjacent occupied
vertices. The map is assumed to contain at least one black-empty vertex and it is
furthermore rooted, i.e. carries a marked oriented edge pointing from one of its black-
empty vertices (the root vertex). An example of such a map is depicted in Fig.1. In
the planar representation, we always chose for external face that on the left of the root
edge. We are interested in enumerating these maps with, say n◦ white-empty, n• + 1
black-empty, n©◦ white-occupied and n©• black-occupied vertices. For simplicity, we
will concentrate here on the slightly easier task of computing the generating function
GBMHP(g, z) for these maps with, say a weight g per empty or occupied, black or white
vertex, and a weight z per particle, namely
GBMHP(g, z) =
∑
m,n
gnzmBn,m (2.1)
where Bn,m denotes the total number of planar bicubic maps rooted at a black-empty
vertex with a total number n = n◦ + n• + n©◦ + n©• + 1 of vertices and a total number
m = n©◦ + n©• of particles.
2.2. Matrix integral solution
The generating function GBMHP(g, z) was obtained in Ref.[29] by use of a four-
matrix integral with action (1.4). The result involves four auxiliary functions R, S, T
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and V depending on g and z and solution of a closed algebraic system:
S = 1 + 2g R
T = −g3z V 4
R = g V 2 + gz S2 + 2g2z T
V = S + 2g2z V S
(2.2)
which determines them uniquely order by order in g provided we take V = 1 + O(g).
The planar free energy FBMHP(g, z) of the model, counting unrooted bicubic maps with
hard particles, and without the constraint of having at least one black-empty vertex, is
related to these functions via(
1
g
d
dg
)2
g4FBMHP(g, z) = 4LogV (g, z) (2.3)
The generating function GBMHP(g, z) is related to the free energy via
GBMHP(g, z) =
3
2
(
g
d
dg
− z d
dz
)
FBMHP(g, z) (2.4)
where the derivatives amount to marking a vertex (g d/dg) which is not occupied
(−z d/dz). The prefactor 1/2 amounts to assuming that this vertex is black and the
factor 3 stands for the 3 choices of an adjacent rooted edge. Strictly speaking, we must
use the black-white symmetry of the maps counted by FBMHP which imposes that there
are in average as many black-empty vertices as white-empty ones.
A straightforward, though tedious exercise allows by a Lagrange inversion to get
a closed formula for the coefficient G2n of g
2n in GBMHP(g, z) (note that GBMHP has
only even powers of g as bicubic maps always have an equal number of black and white
vertices). Details can be found in Ref.[30], with the result
G2n(z) =
3
2
2n
(n+ 1)(n+ 2)
∑
0≤2p≤j≤n
(
−1
2
)p(
2n− j
n
)(
n− j
p
)(
4n− 2j
j − 2p
)
zj (2.5)
2.3. Phase diagram
A nice outcome of the above algebraic solution is the existence of a critical line
gc(z) governing the large n growth of G2n, namely
G2n ∼ gc(z)
−2n
n5/2
(2.6)
for generic values of z. The value of gc(z) is easily obtained from the singularity of
GBMHP with the result
g2c (z) =


1
8z
− 1
4z2
for z ≥ z+
1 + 8u+ 10u2
8(1 + 2u)8
if z = 4u(1 + 2u)4 for z− ≤ z ≤ z+
(2.7)
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Physically, the quantity Log gc(z) may be interpreted as a free energy per vertex. As
explained in Ref.[29], the two values z− and z+ correspond to two special points
g− =
53
√
15
210
, z− = −2
9
55
g+ =
√
15
26
, z+ = 2
5
(2.8)
at which the model becomes “tricritical” with a large n behavior
G2n ∼
g−2n±
n7/3
(2.9)
The first tricritical point (g−) occurs at a (rather unphysical) negative value of z and
corresponds to the so-called Lee-Yang edge singularity. The second tricritical point
(g+) occurs at a positive value of z and corresponds to a change of determination of
gc(z) in Eq.(2.7), i.e. of the free energy. Physically, it corresponds to a crystallization
transition point above which particles tend to lie preferentially on vertices of a given
color. This may be seen by breaking the symmetry between black and white vertices
upon introducing different weights z◦ and z• = z
2/z◦ for particles occupying white or
black vertices and by computing the difference of the densities of particles on the black
and the white sublattice. Letting z◦ → z from the above yields a non zero density
difference for z > z+ while the density difference vanishes for z ≤ z+. This transition
lies in the universality class of the Ising model on random lattices. This is corroborated
by computing from Eq.(2.7) the order of the discontinuity of the free energy at z+:
one finds a discontinuity in the third derivative, immediately translated into a “thermal
exponent” α = −1, identified with that of the Ising transition on random graphs [31].
3. Combinatorics of bicubic maps with hard particles via blossom trees:
main results
The aim of this paper is to provide an alternative derivation of the set of equa-
tions (2.2) above by a purely combinatorial approach based on the cutting of maps into
so-called “blossom trees”. This approach is similar in spirit to the bijective methods
developed in Ref.[9] using one-to-one correspondences between, on the one hand, vari-
ous classes of rooted planar maps and, on the other hand, blossom trees, i.e. trees with
appropriate “charged” decorations (so-called buds and leaves) and simple charge char-
acterizations. In the present case, a similar bijection also exists between rooted bicubic
maps with hard particles and a particular class of blossom trees, which we shall refer
to as good trees. These good trees however have no simple charge characterization and,
as such, do not allow for a simple enumeration. Fortunately, we may rely on a more
general many-to-one correspondence between what we shall call admissible trees, now
with an easy charge characterization, and a larger class of bicubic maps with particles.
The generating function for the admissible trees with appropriate signed weights turns
out to match exactly that of good trees, and therefore enumerates the desired rooted
bicubic maps with hard particles. This is the key for our combinatorial approach.
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3.1. Blossom trees
The combinatorial enumeration of planar bicubic maps without particles involves
a bijection with so-called blossom trees. A blossom tree is a plane tree satisfying the
following properties:
(1) Its inner vertices are of two types: black or white, all of valence three.
(2) It is bicolored, i.e. all its inner edges connect only black inner vertices to white
ones.
(3) It has two kinds of leaves: the so-called buds, connected only to black inner vertices
and the so-called leaves, connected only to white inner vertices. We attach a charge
−1 to each bud and a charge +1 to each leaf.
(4) Its total charge (#leaves − #buds) is equal to 3.
Note that this last property is equivalent to imposing that there is exactly one more
white vertex that black ones in the tree. Moreover, a direct consequence of the defining
properties (1)-(4) is that each inner edge of a blossom tree separates it into a piece of
total charge q◦ ≡ 2 mod 3 starting with a white vertex, and a piece of total charge
q• = 3− q◦ ≡ 1 mod 3 starting with a black vertex. Such an edge will be called of type
(q◦ : q•).
A blossom tree may be closed into a map as follows: we consider the counterclock-
wise sequence of buds and leaves around the tree and decide to connect all pairs made
of a bud immediately followed by a leaf so as to form an edge (see Fig.2). Iterating
this procedure, we end up with exactly three unmatched leaves, as the total charge of
the tree is 3. These unmatched leaves are then connected to an additional black vertex
in the external face. The net result is clearly a planar bicubic map. In the following,
we will make use of rooted blossom trees, i.e. trees with a distinguished leaf serving as
root. More precisely, we shall always pick the root among the three unmatched leaves
of the tree. Via the above closing procedure, this allows to generate a rooted bicubic
map, i.e. a map with a marked oriented edge, namely that pointing from the additional
black vertex to the chosen unmatched leaf.
Conversely, any bicubic map may be cut into a blossom tree. The precise cutting
procedure will be recalled in Sect.4.1 below. The blossom trees thus obtained form a
restricted class, subject to specific restrictions which ensure that the charge is evenly
distributed along the tree. More precisely, an edge of type (q◦ : q•) is said to be regular
if and only if it satisfies q◦ ≥ 0 and q• ≤ 1. Any edge that is not regular is called non-
regular. The trees obtained by cutting bicubic maps satisfy the additional constraint
that all their inner edges are regular2. This furthermore leads to a bijection between
rooted planar bicubic maps and blossom trees with only regular inner edges, rooted
at one of their three unmatched leaves [11,12]. In this framework, the cutting/closing
procedures are moreover inverse of one another.
2 For the blossom trees at hand, this property simply amounts to imposing that there is
exactly one bud attached to each black vertex. The tree of Fig.2-(a) satisfies this property.
9
(b)(a)
(c) (d)
Fig. 2: An example of blossom tree (a). Here and throughout the paper,
buds are represented by black arrows and leaves by white arrows. The
tree may be closed into a bicubic map (d) as follows: Each pair of coun-
terclockwise consecutive bud-leaf is glued into an edge (b). The process
is repeated (c) until one is left with exactly three unmatched leaves. The
latter are connected (d) to an additional black vertex, thus producing a
planar bicubic map. Choosing one of the three unmatched leaves as a root
for the blossom tree (crossed in (c)) amounts to rooting the map (white
arrow in (d)).
3.2. Admissible trees and main theorem
We would like to extend the above bijection to the case of bicubic maps with hard
particles. A natural candidate for the trees to be considered are blossom trees satisfying
(1)-(4) above, with all their inner edges regular, and now carrying particles satisfying the
hard particle constraint. In the following, we shall denote by HP any edge that satisfies
the hard particle constraint and NHP (non-hard-particle) any doubly-occupied edge.
In other words, it seems natural to introduce “HP-regular” blossom trees, i.e. blossom
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trees with particles whose inner edges are both HP and regular. Clearly, the standard
cutting procedure of bicubic maps, performed regardless of particles, will produce such
trees. Unfortunately, not all the HP-regular blossom trees are created that way. Indeed
for an arbitrary HP-regular tree, the closing procedure may produce a map with NHP
edges if two occupied vertices get connected in the process. If so, the tree at hand does
not arise from the cutting of bicubic maps with particles. We may still define good trees
as the blossom trees whose inner edges are all HP and regular and whose closing does not
create NHP edges. The (rooted) good trees are in bijection with (rooted) planar bicubic
maps with hard particles. However, these trees have no simple local characterization
and cannot serve as such to enumerate the maps.
This is the reason why we are led to consider a larger class of blossom trees, which
we shall call admissible. As opposed to good trees, the hard particle condition need not
be fulfilled on admissible trees and edges may be NHP on the tree. The key point will
be however to correlate the NHP character of inner edges to their non-regularity. More
precisely, we define an admissible tree as a blossom tree satisfying properties (1)-(4),
further completed by the condition that each inner vertex may be occupied or not by a
particle, and with the two extra conditions:
(5) All HP edges of the tree are regular.
(6) All NHP edges of the tree are non-regular.
Thanks to properties (1)-(4), these two conditions may be rephrased into
(5’) Every HP edge is of type (q◦ : q•) with q◦ ≥ 2, hence q• ≤ 1.
(6’) Every NHP edge is of type (q◦ : q•) with q◦ ≤ −1, hence q• ≥ 4.
Examples of admissible and non-admissible blossom trees are displayed in Fig.3. As
before, we will make use of rooted admissible trees, i.e. admissible trees with a distin-
guished leaf among their three unmatched ones (marked by a cross on the examples of
Fig.3).
In the absence of NHP edges, the requirement (5) states that all edges are regular.
The good trees are therefore a particular subclass of the admissible trees. As it turns
out, the former may be obtained from the latter via an inclusion-exclusion principle
which allows to enumerate the good trees by counting admissible trees with appropriate
signed weights. This is our main result, stated as follows.
Main theorem
For any admissible tree T , we denote by n(T ) the number of its NHP edges. We have
the following sum rule:
∑
rooted admissible
trees T
(−1)n(T ) =
∑
rooted bicubic maps
with particles M
1 =
∑
rooted good
trees T
1 (3.1)
Here the first and last sums run over all (admissible, resp. good) trees with fixed
numbers n•, n◦, n©• and n©◦ of black-empty, white-empty, black-occupied and white-
occupied vertices. These trees are rooted at one of their three unmatched leaves. The
middle sum runs over planar maps with the same numbers n◦, n©• and n©◦ of white-
empty, black-occupied and white-occupied vertices and with n•+1 black-empty vertices.
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(a) admissible (b)
NHP regular
2
5
−1
2
2
2
2
−1 2
5
2
2
2
2
−1
5
non−admissible
Fig. 3: An example of (a) admissible and (b) non-admissible blossom tree.
As in Fig.1, black-empty, white-empty, black-occupied and white-occupied
inner vertices are represented respectively by •, ◦,©• and©◦ . For both trees
(a) and (b), the total charge is 3 hence there are exactly three unmatched
leaves, here marked by a cross. For each inner edge, we have indicated the
value q◦ of the total charge for the part of the tree lying on the side of its
white (empty or occupied) adjacent vertex (the reader may immediately
recover the value of q• = 3− q◦). All edges satisfy q◦ ≡ 2 mod 3. An edge
is regular when q◦ ≥ 2. In (a), all HP edges are regular and all NHP edges
are non-regular, hence the tree is admissible. This is not the case in (b)
where the indicated edge is both regular and NHP.
These maps are rooted maps, with a marked oriented edge originating from one of these
n• + 1 black-empty vertices.
As the admissible trees have a simple charge characterization, their enumeration,
with the appropriate signed weight, is easily performed via a recursive construction.
The above sum rule allows to directly re-interpret this enumeration as counting rooted
bicubic maps with hard particles.
3.3. Local environments
2:1 2:1
Fig. 4: Inner edges adjacent to a white-empty vertex are HP, regular of
type (q◦ = 2 : q• = 1), and connect it to a black-empty or -occupied vertex.
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In order to enumerate admissible trees, it proves useful to first inspect all possible
environments of an edge or a vertex on the tree and to characterize them in terms
of charges. The above characterizations (1)-(6) of admissible trees strongly limit these
possible charge environments. A first limitation concerns the local environment of white-
empty vertices. Indeed, any such vertex is adjacent to either leaves, with charge +1, or
inner HP edges, which are thus regular with q• ≤ 1. As the vertex is trivalent and the
total charge of the tree is 3, we immediately deduce that only q• = 1 is possible. Any
inner edge attached to a white-empty vertex is therefore of type (q◦ = 2 : q• = 1) (see
Fig.4).
−1:4 −1:4
−1:4
−1:4
e e
ee
w
w v
v vw
w v
Fig. 5: The four possible environments around a NHP edge. The NHP
edge is necessarily of type (q◦ = −1 : q• = 4). All other inner edges
are HP regular of type (q◦ = 2 : q• = 1) except for the edge connecting
w to the black-empty vertex with two buds, which is HP regular of type
(q◦ = 5 : q• = −2).
Let us now consider the environment of a NHP inner edge e connecting a black-
occupied vertex v to a white-occupied vertex w (see Fig.5). From (6’), the charge q•
of the piece of the tree attached to v satisfies q• ≥ 4. This piece is made of two parts,
each attached to v by one of its two remaining adjacent edges (other than e). As their
respective charges add up to q• ≥ 4, at least one of these two parts must carry a charge
greater or equal to 2, hence the corresponding edge adjacent to v must be a regular
inner edge. This edge connects v to a white vertex, and, as it is regular, it must be HP,
hence this white vertex is empty. We deduce from the above characterization around
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white-empty vertices that the charge of this part is exactly 2. The charge q• − 2 of the
other part is thus greater or equal to 2 and from the same argument, it must be 2 as
well, starting from a regular inner edge connecting v to a white-empty vertex. We finally
deduce that q• = 4, hence a complementary charge q◦ = −1 for the piece of the tree
starting from the white-occupied vertex w. This piece is also made of two parts, each
attached to w by one of the two remaining adjacent edges (other than e). One of these
parts must carry a charge less than −1/2, hence it must be a regular edge connecting w
to a black-empty vertex. As all inner edges originating from a black-empty vertex are
HP, thus regular with an attached charge larger than 2, the only way to have a charge
less than −1/2 is that this black-empty vertex be connected to two buds, with a total
charge of −2. The second part attached to w therefore has charge 1, hence is either a
leaf or a regular inner edge connecting w to a black-empty vertex. To conclude, we find
that all NHP edges are of type (q◦ = −1 : q• = 4) with one of the four environments
displayed in Fig.5.
2:1
2:1
5:−2
NHP
5:−2
NH
P
Fig. 6: Inner edges adjacent to a black-empty vertex are HP, regular of
type (q◦ = 2 : q• = 1) or (q◦ = 5 : q• = −2). In this latter case the black-
empty vertex is connected to two buds and the white vertex is occupied
and adjacent to exactly one NHP edge
If we finally consider HP, thus regular inner edges, we already know from the above
analysis around white-empty vertices that these edges are of type (q◦ = 2 : q• = 1)
when the adjacent white vertex is empty, irrespective of the empty or occupied state of
the adjacent black vertex (see Fig.4). It remains to consider the case of an inner edge
connecting a black-empty to a white-occupied vertex. Such an edge is clearly either
of type (q◦ = 2 : q• = 1), or of type (q◦ = 5 : q• = −2). In this latter case, the
black-empty vertex is necessarily attached to two buds, while the white-occupied vertex
is necessarily adjacent to exactly one NHP edge (see Fig.6). This exhausts all possible
inner edge environments.
The vertex environments follow directly from these inner edge environments, plus
the possibility of attaching a leaf to white-empty or -occupied vertices and a bud to
black-empty or -occupied vertices. The vertex environments are moreover subject to
the constraint of total charge 3 of the tree.
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3.4. Recursive equations
We are now ready for a combinatorial enumeration of admissible trees. More pre-
cisely, we want to compute the generating function G(g, z) for admissible trees rooted
at one of their three unmatched leaves, with weights g per vertex and z per particle (i.e.
a total weight of gz per occupied vertex) and with a weight −1 per NHP inner edge so
as to reproduce the generating function for good trees according to Eq.(3.1).
This enumeration is simplified by considering planted trees, i.e trees with a distin-
guished leaf or bud. As all leaves except for the three unmatched ones are paired with
buds, we may write:
G(g, z) = Gleaf(g, z)−Gbud(g, z) (3.2)
in terms of the generating functions Gleaf(g, z) (resp. Gbud(g, z)) of admissible trees
with a distinguished leaf (resp. bud). From the main theorem (3.1), this equation
translates into
GBMHP(g, z) = g(Gleaf(g, z)−Gbud(g, z)) (3.3)
where GBMHP(g, z) is as before the generating function for planar bicubic maps with
hard particles, with a marked oriented edge originating from a black-empty vertex, and
with weights g per vertex and z per particle.
The characterization of admissible trees involves charges q• and q◦ for pieces of the
tree on both sides of a given inner edge. We shall refer to such pieces as half-trees. For
convenience, we may also consider buds and leaves as half-trees, in which case we may
decide to see the half-trees as dangling from the inner vertex to which they are attached.
For instance, any half-tree attached to a white-empty vertex is of charge +1, whether it
reduces to a leaf or it starts by a regular inner edge (see Fig.4). We may then introduce
the following generating functions:
(i) V for half-trees of charge 1 attached to a white-empty vertex
(ii) S for half-trees of charge 1 attached to a white-occupied vertex
(iii) T for half-trees of charge 4 attached to a white-occupied vertex
(iv) R for half-trees of charge 2 attached to a black-empty vertex
By inspecting the environments of the root vertex of these half-trees, we find the fol-
lowing recursion formulas, easily read off Fig.7:
S = 1 + 2g R
T = −g3z V 4
R = g V 2 + gz S2 + 2g2z T
V = 1 + 2g R + 2g2z V 2 − 4g4z2 V 2S
(3.4)
The last equation may be rewritten as (1− 2g2z V )(V − S − 2g2z V S) = 0, hence it is
equivalent to
V = S + 2g2z V S (3.5)
These equations, here derived in a purely combinatorial way, match exactly those (2.2)
obtained from the matrix model solution.
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Fig. 7: A pictorial representation of the recursive relations (3.4) for half-
trees, respectively attached to a white-occupied vertex, with charge 1 (S)
or 4 (T ), to a black-empty vertex, with charge 2 (R) and to a white-
empty vertex, with charge 1 (V ). The various terms collect all possible
environments compatible with the charge characterization of admissible
trees. We also indicate the various weights g, z and minus signs.
Similarly, by inspection of the environment of the distinguished leaf or bud in planted
trees, we immediately get the relations (see Fig.8):
Gleaf = g V
2 + gz S2 + 2g2z T = R
Gbud = g R
2 + g2 z (g V 4 + 4S T )
(3.6)
Equations (3.3), (3.6) and (3.4)-(3.5) provide a closed system of algebraic equations for
the enumeration of planar rooted bicubic maps with hard particles. The first terms of
an expansion in g of GBMHP(g, z), counting rooted bicubic maps with, say, up to 10
vertices, read for instance:
GBMHP(g, z) = g
2(1 + z) + g4(3 + 9z + 3z2) + g6(12 + 60z + 66z2 + 12z3)
+ g8(56 + 392z + 780z2 + 460z3 + 56z4)
+ g10(288 + 2592z + 7584z2 + 8400z3 + 3168z4 + 288z5) +O(g12)
(3.7)
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Fig. 8: A pictorial representation of the expressions (3.6) for Gleaf and
Gbud, as obtained by collecting all possible environments of the leaf or bud
compatible with the charge characterization of admissible trees. We also
indicate the various weights g and z.
These values match exactly the general formula (2.5). The free energy FBMHP is easily
recovered from GBMHP by inverting Eq. (2.4) into
FBMHP(g, z) =
2
3
∫ ∞
1
du
u
GBMHP
( g
u
, zu
)
(3.8)
4. Cutting of rooted bicubic maps with non-sectile edges: generalities
The main theorem (3.1) is a consequence of a general relation between maps and
trees obtained via some cutting procedure. In this section, we specialize to the case
of planar bicubic maps without particles, but with possibly a number of distinguished
special edges, which we prevent from being cut in the process. This general framework
will be applied in the next section to the particular case of bicubic maps with hard
particles by relating the special edges to NHP ones.
For starters, we first recall the cutting procedure in the standard case of bicubic
maps with no special edges [11,12]. We then extend the analysis in the presence of
special non-sectile edges.
4.1. Preamble: Cutting of ordinary bicubic maps
The cutting of a planar rooted bicubic map into a blossom tree was discussed in
Refs.[11,12]. As illustrated in Fig.9, it is performed as follows:
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(b)(a)
(c) (d)
Fig. 9: Cutting procedure for a typical rooted bicubic map. The various
steps (a)-(d) are detailed in the text.
(a) We draw the map in the plane with the external face lying to the left of its root edge
(marked oriented edge originating from a black-empty root vertex) (see Fig.9-(a)).
(b) We erase the root vertex and replace the three adjacent edges by leaves. The leaf
corresponding to the rooted edge is marked and taken as a root (represented as a
grounding pictogram in Fig.9-(b)).
(c) Starting from this root, we visit successively each edge adjacent to the new external
face in counterclockwise direction. The edge is cut into two half-edges if (i) it
originates from a black vertex and (ii) the cutting does not disconnect the remaining
graph. The half-edge connected to the adjacent black vertex is replaced by a bud,
while that connected to the adjacent white vertex by a leaf. This results in merging
a number of faces of the original map with the external one.
(d) We iterate the cutting procedure, each time by visiting counterclockwise the edges
adjacent to the newly produced external face. We stop the process once all faces
have been merged and the remaining graph is a tree (see Fig.9-(d)).
This cutting procedure is an injection from maps to blossom trees. Indeed, we may easily
re-build the original map from its associated tree by the standard closing procedure
discussed in Sect.3.1 (see Fig.2) [11,12]. The injection is from maps with a rooted edge
(originating from a black vertex) to blossom trees with a root taken among their three
unmatched leaves.
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(a) (b) (c)
Fig. 10: Equivalent formulation of the cutting procedure using geodesic
distances. In (a), we label each face by its geodesic distance from the ex-
ternal face (labeled 0). Representing the seam by a wavy line, the geodesic
tree, made of all leftmost minimal paths is drawn in dashed lines. The
edges dual to those of this tree are replaced in (b) by bud-leaf pairs. The
blossom tree is finally obtained by erasing the root edge and root vertex
(c), replacing them by the root of the tree.
An important property of the above cutting is that it may be reformulated by use
of geodesic distance between faces of the map [9]. Taking the external face as origin, we
may define its geodesic distance to any other face of the map as the minimal number
of edges to be crossed by a path stepping from face to face from the external face to
the face at hand. The paths are further required (i) to leave black vertices on their
left, and (ii) not to cross a seam connecting the extremity of the rooted edge to infinity.
Such paths realizing the minimal number of steps are called minimal paths. Any two
such paths P1 and P2 may be ordered by comparing their first differing steps s1 and s2.
The path P1 is said to lie on the left of P2 if s1 lies on the left of s2, looking toward
the map from infinity. This ordering allows to assign to each face its leftmost minimal
path. The union of these paths for all faces forms a “geodesic tree” (see Fig.10-(a)).
The above cutting procedure may be rephrased by cutting the edges dual to those of
the geodesic tree and replacing them by bud-leaf pairs (see Fig.10-(b)). The original
root edge and root vertex are removed together with the attached buds and replaced
by a distinguished leaf (see Fig.10-(c)).
The image of bicubic maps under cutting has the simple charge characterization
that all edges be regular, as will be re-derived below. This allows for a nice bijective
census of these maps.
4.2. Cutting procedure in the presence of non-sectile edges
The above cutting procedure is a particular case of a more general cutting which
also allows for the presence of non-sectile edges within the map. More precisely, we may
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(f)
Fig. 11: A typical example of cutting of a rooted bicubic map (a) with
special, non-sectile edges, represented by thickened grey lines. In (b), we
have erased the root vertex of the map and replaced the adjacent edges
by leaves, the extremity of the rooted edge serving as a root (grounding
pictogram). We iterate the standard cutting procedure (c)-(e) without
cutting the special edges until a tree is obtained (e). That the cutting
ends up with a tree is guaranteed by the absence of counterclockwise loops
of either special or white-to-black edges. All non-special edges are regular
but special edges may be regular or non-regular (f).
pick in a bicubic map a number of special edges which we decide a priori not to cut.
Edges which are not special will be called normal. We can repeat the above cutting
process following the same rules (a)-(d) of Sect.4.1, but with the extra requirement that
special edges should not be cut. There is no guaranty in general that the cutting process
may be carried on so as to produce a tree. In the following, we shall therefore restrict
ourselves to acceptable choices of special edges, i.e. such that the cutting procedure does
indeed produce a tree. In other words, we forbid any choice of special edges for which
a face of the map would be surrounded only by special edges and white-to-black edges
counterclockwise. We also forbid special edges to be adjacent to the root vertex of the
map. From now on, we shall always consider maps with an acceptable choice of special
edges.
The presence of special edges allows for the definition of a new geodesic distance
20
using paths with the same requirements as before, namely that (i) these paths leave
black vertices on their left and (ii) do not cross a seam connecting the extremity of the
rooted edge to infinity and with the additional requirement that (iii) they now avoid the
special edges. A choice of special edges is acceptable if and only if each face remains at
a finite distance from the external face. Moreover, the cutting procedure in the presence
of special edges may still be rephrased as cutting the edges dual to those of the geodesic
tree made of all leftmost minimal paths (from the external face to all other faces) that
avoid the special edges. A typical example of cutting procedure with special edges is
displayed in Fig.11.
We now wish to characterize the trees obtained by the above cutting. Clearly, by
construction, any such tree satisfies the following properties:
(S1) Its inner vertices are of two types: black or white vertices, all with valence three.
Its inner edges are of two types, normal or special.
(S2) It is bicolored, i.e. all its inner edges connect only black to white vertices.
(S3) It has two kinds of leaves: buds, connected only to black inner vertices and leaves,
connected only to white ones.
(S4) Its total charge (#leaves − #buds) is equal to 3.
These are nothing but properties (1)-(4), i.e. the tree is indeed a blossom tree as defined
in Sect.3.1. The tree further enjoys the following charge characterization:
(S5) Normal (i.e. non special) edges are regular.
From properties (S1)-(S4), this last property may be rephrased into:
(S5’) Normal edges are of type (q◦ : q•) with q◦ ≥ 2 and q• ≤ 1.
The properties (S1)-(S4) are obvious. Let us now show the property (S5). Recall that,
as is true for any blossom tree, we have q◦ ≡ 2 mod 3 and q• ≡ 1 mod 3 for the charge
on both sides of any inner edge e. Moreover, these charges may be related to geodesic
distances as follows. Let us denote respectively by k and m the geodesic distances of
the two faces (resp. κ and µ) adjacent to e on the original map, with the convention
that the face µ follows the face κ counterclockwise around the black endpoint of e (see
Fig.12). As a consequence of the leftmost minimal path formulation of the cutting, we
may relate the charges q◦ and q• of the two pieces of the tree on both sides of e to
the geodesic distances k and m. Suppose for instance a situation like that of Fig.12 in
which the three unmatched leaves of the tree all lie on the same side of e, that of its
black endpoint. Denoting the piece of the tree on this side by T1 and by T2 the piece
on the side of the white endpoint of e, suppose moreover that the root is the last of
the three unmatched leaves encountered by turning clockwise around T1 from e. Then
the leftmost minimal path leading to µ will cut m edges, resulting in the creation of
m leaves in T1 among which m − p are matched to buds in T2, and p are matched to
buds of T1 by edges turning around T2 (see Fig.12). The leftmost minimal path leading
to κ has to cross these p edges plus k − p other edges, thus resulting in the creation of
k − p leaves in T2 matched to k − p buds in T1. All other bud-leaf pairs correspond to
cut edges not crossed by the two leftmost minimal paths we are considering and thus
lie on the same side of e on the tree, giving a net contribution zero to the charges of
either piece. The charge of T1 is therefore q• = 3 + m − k while the charge of T2 is
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Fig. 12: Relation between the charges q• and q◦ of the two pieces of tree
T1 and T2 on both sides of an edge e, and the geodesic distances m and k
from the external face of the two faces µ and κ adjacent to e on the map.
We use the convention that the face µ follows the face κ counterclockwise
around the black endpoint of e. We picked a particular configuration of
the three unmatched leaves of the tree, here all lying in T1. We read from
the picture q◦ = (k − p)− (m− p) = k −m, hence q• = 3 +m− k.
q◦ = k −m. There are 12 possible relative positions of the three unmatched leaves in
either piece, as displayed in Fig.13. A detailed case by case inspection of these 12 cases
shows that q◦ = k −m if the root of the tree lies on the side of the black endpoint of e
and q◦ = 3 + k −m if it lies on the side of the white endpoint.
Finally, to prove (S5), we further assume that the edge e is normal. The fact that
it was not cut in the cutting process implies some inequality on the geodesic distances
k and m. Indeed, we must have m ≤ k+1 to eliminate the possibility of a shorter path
leading to µ by crossing e from κ. As the leftmost minimal path leading to µ lies on the
right of that leading to κ when the root lies on the side of the black endpoint of e, we
must further forbid m = k + 1 in this case to eliminate the possibility of a path of the
same length, but more to the left, by crossing e (see Fig.13). These inequalities, together
with the relations above between k, m and the charges q◦ and q• immediately lead to
the inequalities q◦ ≥ 0 or q• ≤ 1. Combining this with q◦ = 3−q• ≡ 2 mod 3, we deduce
(S5’), or equivalently (S5), i.e e is regular. Note that there is no such characterization
for special edges which may be regular or not (see Fig.11-(f)).
To conclude this section, let us insist on the property (S5)(S5’) which we rephrase
as:
Proposition (C1): If a tree T is obtained by the cutting of a map M with a number
of special (non-sectile) edges, then all normal (a priori sectile) edges of T are regular.
Equivalently, if an edge of T is non-regular, it must be a special edge.
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Fig. 13: Relation between the charges q• and q◦ of the two pieces of
tree on both sides of an edge, and the geodesic distances m and k from
the external face of the two faces adjacent to this edge on the map. We
use the convention that the face at distance m follows that at distance
k counterclockwise around the black endpoint of the edge. There are 12
possible relative positions for the three unmatched leaves of the tree. In
all cases on the left, we find q◦ = k−m while on the right q• = m−k. The
absence of leftmost minimal path crossing the edge imposes inequalities on
the geodesic distances k and m as shown. These inequalities translate into
q◦ ≥ 0 or q• ≤ 1.
4.3. Closing-cutting procedure: bijection
The above cutting procedure sends any planar rooted bicubic map with an accept-
able choice of special edges onto a rooted blossom tree with special edges and with the
properties (S1)-(S5) above. This correspondence is clearly injective as the map is easily
restored from the tree by the same closing algorithm as that discussed in Sect.3.1. More-
over, as we shall now see, the properties (S1)-(S5) entirely characterize the image of the
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Fig. 14: The cutting of a normal, thus necessarily regular edge, of T by
a leftmost minimal path crossing that edge implies inequalities between
the distance k of the face adjacent to that edge (and such that the black
endpoint lies on the left when crossing the edge from that face) and the
depth m of the other adjacent face in the closing process of T (number of
arches encircling that face). If we have picked an edge with minimal k, k
is also the depth of the first face in the closing process of T and we may
relate m and k to the charges q◦ and q• of the two halves of the tree as
shown. The inequalities then translate into the fact that the edge is not
regular, a contradiction.
maps under cutting. We have therefore a bijection between, on one hand, planar rooted
bicubic maps with acceptable choices of special edges and, on the other hand, blossom
trees with special edges satisfying properties (S1)-(S5), and with a distinguished leaf
among their three unmatched ones. That the closing of such a tree builds a rooted bicu-
bic map with special edges is obvious. That the corresponding choice of special edges is
acceptable is also clear as each face of the map is attainable from the external face by
a path whose edges are dual to the closing arches plus possibly the duals of some edges
adjacent to the root vertex of the map. We are now left with the task of showing that
closing a tree T with the above properties into a map M with the same special edges
and re-opening it via the cutting procedure that preserves these special edges rebuilds
T . It is clear that the cutting procedure produces a tree T ′ satisfying (S1)-(S5) and
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with the same number of inner vertices as T , thus the same number of inner edges. To
prove that T = T ′, it is thus sufficient to prove that all the inner edges of T are in T ′.
It is clear that the special edges of T and T ′ are the same as they are not affected by
the closing-cutting process. It is therefore sufficient to show that no normal edge of T
may be cut in the cutting process. Assuming the contrary, let us pick a normal edge e
of T , supposedly cut in the cutting process and with minimal distance in M from the
external face. By such edge distance, we mean the distance of that of the two faces, say
κ, adjacent to e such that the black vertex lies on the left when crossing e from that
face. We denote by k this distance and by m the depth of the other face, say µ adjacent
to e in M. By depth, we mean the number of closing arches (plus possibly the number
of edges adjacent to the root vertex of M) separating µ from the external face in the
closing process of T . Clearly, a path of length m exists onM from the external face to
µ. The fact that e is cut by a leftmost minimal path then imposes that k+1 ≤ m, and
moreover that k+1 < m if the root of T lies on the side of the white vertex adjacent to
e (see Fig.14). Note finally that, since we have chosen an edge with minimal distance,
the leftmost minimal path from the external face to κ cannot cut any edge of T , thus k
is also the depth of κ (as defined above) in the closing process of T . This allows to relate
k and m to the charges of the two pieces of T on both sides of e, namely k −m = q◦ if
the root of T lies on the side of the black endpoint of e or m−k = q• if it lies on the side
of the white endpoint of e (see Fig.14). The above inequalities on k and m translate
into q◦ ≤ −1, or equivalently q• ≥ 2 (see Fig.14), which implies that e is non-regular,
hence contradicting (S5). We deduce that normal edges of T are not cut, hence T = T ′
as announced.
To conclude this section, let us note that a direct outcome of the above proof are
the following statements:
Proposition (C2): Starting from a blossom tree with regular and non regular edges, if
we wish to recover the same tree in a closing-cutting procedure, it is necessary and
sufficient to impose that all the non-regular edges of the tree be marked as non-sectile.
Indeed, all regular edges will remain uncut, even if their cutting is a priori allowed.
Proposition (C3): If the cutting of a map M with special edges creates a tree T in
which some of the special edges are regular, then in each cutting of M for which some
of these edges are no longer marked as special on M (i.e. become a priori sectile), the
latter remain uncut, hence we obtain the same tree T , but with fewer regular special
edges.
5. Application to bicubic maps with hard particles: proof of main theorem
We are now ready to prove our main result (3.1).
5.1. Admissible maps and equivalence classes of admissible trees
We start with our family of admissible trees T as defined by (1)-(6). In particu-
lar, the regular edges match exactly the HP ones, while the non-regular edges match
25
(c)(b)(a)
Fig. 15: An example of two admissible trees (a) and (b) in the same
equivalence class, i.e. whose closing builds the same admissible map (c).
Note that the closing of (a) has created on the map (c) one more NHP
edge than that originally on the tree.
exactly the doubly-occupied ones. We define an admissible map as any rooted planar
bicubic mapM with particles obtained by the closing of an admissible tree T . A given
admissible map may in general be obtained by the closing of several admissible trees
(see Fig.15). This leads us naturally to define an equivalence relation among admissible
trees, by T ∼ T ′ if and only if they lead to the same map M. The corresponding
equivalence class is denoted by CM. We shall now rely on the propositions (C1)-(C3)
above to characterize equivalence classes.
Starting from an admissible tree T ∈ CM, we may decide to mark as special edges
on T all its non-regular NHP edges, keeping all regular HP edges as normal edges.
The tree T , together with these special edges, satisfies the property (S5). Moreover,
the marking of special edges of T induces a marking of special edges on M which are
necessarily NHP on M. Note that M has in general more NHP edges than those of
T , as doubly-occupied edges may be created in the closing process (see Fig.15). Still,
according to proposition (C2), the tree T is recovered from M by the cutting process
avoiding the special edges. We immediately deduce that any tree in CM is obtained
from a particular cutting of M in which a number of its NHP edges have been marked
as special. Sweeping all possible such marking of NHP edges onM, we get of course in
general many more trees than those of CM as some choices of NHP edges on M may
lead to trees which are not admissible.
5.2. Cutting of admissible maps
Let us now discuss precisely the cutting of an admissible map M. Denoting by
NHP(M) its set of NHP edges with cardinality m ≡ m(M) = |NHP(M)|, we are led
to consider the 2m different cuttings corresponding to the 2m possible choices of special
edges among the doubly-occupied ones. Each cutting amounts to the choice of a subset
S ⊂ NHP(M) with cardinality p ≡ p(S) = |S|. For any such choice S, the cutting
process results in a tree, i.e. the marking is acceptable. Indeed, a non-acceptable choice
would require to have a loop made, counterclockwise, of either special, hence doubly-
occupied edges or white-to-black edges. As black and white alternate along a loop, we
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would deduce the presence of a loop made of occupied particles only. This is clearly
impossible as, from the environment of a NHP edge on admissible trees (see Fig.5), a
NHP edge is always followed or preceded by a HP edge on the side of its doubly occupied
black vertex. Note also that, as it should, the special edges cannot be adjacent to the
root vertex of the map as the latter is unoccupied. Moreover, the obtained tree T
satisfies the properties (S1)-(S5), from which we immediately deduce the properties
(1)-(5) of admissible trees. In particular, if an edge is non-regular, it must be special
according to (S5), hence it must be doubly-occupied. In other words, HP edges on T are
necessarily regular, which is nothing but (5) or equivalently (5’). In general however,
the property (6) of admissible trees is not guaranteed, i.e. the tree may have a number
of NHP regular edges. Let us now discuss the various situations which may occur:
(i) m = 0. Then the map satisfies the hard particle constraint. The corresponding
equivalence class is made of the unique tree T obtained by cutting M with no
special edges. This tree T is a good tree.
(ii) m > 0. Then the map does not satisfy the hard particle constraint. The corre-
sponding equivalence class is made of admissible trees which are all obtained by
cuttings of M with a subset of its NHP edges marked as special.
In this case (ii), and for a given choice S among the 2m possible subsets of NHP(M),
let us further denote by r ≡ r(T ) the number of NHP regular edges of the resulting
tree T and by n ≡ n(T ) its number of NHP non-regular ones. We clearly have n ≤ p
as non-regular edges are necessarily special, and also p ≤ n+ r as all special edges are
NHP edges of T . Now again two situations may occur:
(ii-a) r = 0. Then all NHP edges are non-regular, i.e. property (6) is satisfied and the tree
T is admissible. In this case, the above inequalities moreover imply that n = p,
i.e. the NHP edges of T are exactly the marked NHP edges of M. Note that,
from proposition (C1), the marking S at hand then corresponds to the only choice
(among the 2m) that leads to the admissible tree T .
(ii-b) r > 0. In this case, the tree T is not admissible. From proposition (C3), we also
know that the 2r choices corresponding to:
- marking as special on M all the NHP non-regular edges of T ,
- marking or not the NHP regular edges,
all lead to the same tree T . From proposition (C1), these 2r markings are the only
choices (among the 2m) that lead to T .
Fig.16 shows an example of the 2m = 4 cuttings of an admissible map with m = 2
doubly-occupied edges. The resulting trees are two admissible trees, each obtained for
a unique choice of special NHP edges on M, and a non-admissible tree with r = 1
obtained for 2r = 2 choices of special NHP edges on M. The class CM is thus made of
two elements. Another similar example is displayed in Fig.17.
5.3. Sum rule and proof of main theorem
We may now derive the sum rule (3.1) as follows. We start with an admissible map
M with n◦ white-empty particles, n• + 1 black-empty particles, n©◦ white-occupied
particles and n©• black-occupied particles. We then sum over the 2
m(M) choices S of
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(a)
(e) admissible(d) admissible
non−reg. non−reg.
non−reg.
(b) non−admissible non−admissible(c)
reg.reg.
Fig. 16: The 2m = 4 cuttings of the admissible mapM in (a) with m = 2
NHP edges. Three different trees are obtained. A non-admissible tree
with r = 1 is obtained for the 2r = 2 cuttings (b) and (c) corresponding
to marking or not the upper horizontal doubly-occupied edge. The two
other possible markings where the lower horizontal doubly-occupied edge
is marked and the upper horizontal doubly-occupied edge is marked or not
lead to two different admissible trees (e) and (f). The equivalent class CM
is made of these two trees. As one of them has one NHP inner edge and
the other two, their contributions with a weight −1 per NHP inner edge
add up to 0.
markings of NHP edges as special edges. We assign to each choice a weight (−1)p(S),
i.e. a weight −1 per marking. We have clearly:
∑
S⊂NHP(M)
(−1)p(S) = δm(M),0 × 1 + (1− δm(M),0)(1 + (−1))m(M)
= δm(M),0
(5.1)
as when m(M) = 0, S = NHP(M) = ∅ and, when m(M) > 0, each NHP edge may
independently be marked or not. Alternatively we may reorganize the same sum by
regrouping all subsets S that lead upon cutting to the same tree T (admissible or not)
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Fig. 17: The 2m = 4 cuttings of another admissible map M in (a) with
m = 2 NHP edges. Again the class CM is made of two trees (b) and (c)
whose contribution with a weight −1 per NHP edge add up to 0. The tree
in (d) is identical to that in (e). It has r = 1 and is obtained by the 2r = 2
markings of the original map where the vertical doubly-occupied edge is
selected and the horizontal one is either marked or not. As opposed to the
case of Fig.16, the cutting with no marking (b) leads to an admissible tree.
and write
∑
S⊂NHP(M)
(−1)p(S) =
∑
T
∑
S leading
to T
(−1)p(S)
=
∑
T s.t.
r(T )=0
(−1)n(T ) +
∑
T s.t.
r(T )>0
(−1)n(T )(1 + (−1))r(T )
=
∑
T ∈CM
(−1)n(T )
(5.2)
where the sums in the first two lines extend over all trees T resulting from all cuttings
of M. These trees satisfy properties (1)-(5) of admissible trees, but do not satisfy (6)
in general. We have also used the fact that admissible trees are those with r(T ) = 0
and the fact that, in this case, n(T ) = p(S) (cases (i) or (ii)-a above) while trees having
r(T ) > 0 are obtained in 2r(T ) ways corresponding to marking all their non-regular
NHP edges and marking or not independently each regular NHP edge. Comparing Eqs.
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(5.1) and (5.2) leads directly to the sum rule
∑
T ∈CM
(−1)n(T ) = δm(M),0 (5.3)
As m(M) = 0 precisely means that the map satisfies the hard particle constraint, the
r.h.s. above is nothing but the characteristic function of rooted bicubic maps with hard
particles within the larger set of admissible maps. Summing over all admissible maps
M, we immediately deduce the main theorem (3.1).
6. Discussion
In this paper, we have presented a direct combinatorial derivation of the generat-
ing function for hard particles on planar bicubic maps by use of admissible trees. To
conclude, we shall first briefly present yet another application of our construction to the
Ising model on tetravalent maps, described by a similar chain-interacting four-matrix
integral. More generally, our construction may be extended to models of maps with
particles subject to exclusion rules, all described, as mentioned in the introduction, by
chain-interacting multi-matrix integrals. We shall sketch below the general structure
of admissible trees for the general multi-matrix case. We will finally comment on the
predicted existence of an Ising-like crystallization transition for a particular model of
trees with particles, with possible re-interpretation as a branching process.
6.1. The Ising model revisited
The Ising model on tetravalent maps is well known to be described by a two-
matrix integral with quartic potential. For the present purpose however, it is more
instructive to view it as a hard particle model on bipartite maps, hence described by a
four-matrix integral. More precisely, let us consider hard particles on bipartite planar
maps with bi- and tetravalent vertices only and with the constraint that all tetravalent
vertices are unoccupied, while all bivalent ones are occupied. In the matrix language,
the corresponding action reads
U(M1, . . . ,M4) =M1M2−M2M3+M3M4−g
(
M41
4
+
M44
4
)
−g z
(
M22
2
+
M23
2
)
(6.1)
with four matrices describing black-empty tetravalent (M1), white-occupied bivalent
(M2), black-occupied bivalent (M3) and white-empty tetravalent (M4) vertices and with
a weight g per vertex and z per particle. The Ising model is recovered by erasing all
bivalent vertices. This results in tetravalent maps with black and white vertices, all
with weight g, linked irrespectively of their color, but with an effective edge coupling 1
for edges adjacent to vertices of opposite color, and gz for edges adjacent to vertices of
the same color. This is nothing but the Ising model upon interpreting colors as spins.
Returning to our bipartite hard-particle formulation, it proves convenient to con-
sider maps with a single additional bivalent black-empty root vertex. This corresponds
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to what was called “quasi-tetravalent” maps in Ref.[14]. The corresponding maps may
be enumerated along the same lines as above by counting properly signed admissible
trees. An admissible tree is now defined as follows:
(1) Its inner vertices are of four types: black or white vertices, each of which being
either empty or occupied by a particle. All empty vertices have valence four and
all occupied ones have valence two.
(2) It is bicolored, i.e. all its inner edges connect only black (empty or occupied) inner
vertices to white (empty or occupied) ones.
(3) It has two kinds of leaves: the so-called buds, connected only to black (empty or
occupied) inner vertices and the so-called leaves, connected only to white (empty
or occupied) inner vertices. We attach a charge −1 to each bud and a charge +1
to each leaf.
(4) Its total charge (#leaves − #buds) is equal to 2.
(5) All HP edges of the tree are regular.
(6) All NHP edges of the tree are non-regular.
As a consequence of (1)-(4), any inner edge separates the tree into a piece of total charge
q◦ ≡ 1 mod 2 starting with a white vertex, and a piece of total charge q• = 2 − q◦ ≡
1 mod 2 starting with a black vertex. Such an edge will be again called of type (q◦ : q•).
As before, the last two characterizations (5) and (6) may be rephrased into:
(5’) Every HP edge is of type (q◦ : q•) with q◦ ≥ 1, hence q• ≤ 1.
(6’) Every NHP edge is of type (q◦ : q•) with q◦ ≤ −1, hence q• ≥ 3.
A detailed survey of possible local environments shows that admissible trees have only
NHP edges of type (q◦ = −1 : q• = 3), while HP edges are of type (q◦ = 3 : q• = −1) or
(q◦ = 1 : q• = 1). As before, the generating function GQTIsing of quasi-tetravalent maps
with Ising spins is expressed as that of admissible trees with a weight −1 per NHP edge.
The latter is easily obtained from the generating function of planted trees, expressed in
terms of generating functions for half trees. The half trees to be considered are
(i) half-trees of charge −1 attached to a white-occupied vertex, generated by A
(ii) half-trees of charge 1 attached to a white-occupied vertex, generated by B
(iii) half-trees of charge 3 attached to a white-occupied vertex, generated by C
(iv) half-trees of charge 1 attached to a black-empty vertex, generated by R
(v) half-trees of charge 3 attached to a black-empty vertex, generated by S
(vi) half-trees of charge −1 attached to a white-empty vertex, generated by U
(vii) half-trees of charge 1 attached to a white-empty vertex, generated by V
These functions satisfy recursion relations, obtained by inspection of the environment
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Fig. 18: A pictorial representation of the recursive relations (6.2) for
half-trees, respectively attached to a white-occupied vertex, with charge
−1 (A), 1 (B) or 3 (C), to a black-empty vertex, with charge 1 (R) or
3 (S) and to a white-empty vertex, with charge −1 (U) or 1 (V ). The
various terms collect all possible environments compatible with the charge
characterization of admissible trees. We also indicate the various weights
g, z and minus signs.
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of the root, as displayed in Fig.18:
A = 3g R
B = 1 + 3g R2 + 3g S
C = −g2z V 3
R = 3g V 2U + gz B
S = g V 3 + gz C
U = 3g R+ gz − g2z2A
V = 1 + 3g R2 + 3g S + 3g2z V 2U
(6.2)
The generating function GQTIsing is easily related to the above, now via
GQTIsing(g, z) = gR− g2
(
R3 + 6RS + gz V 3
)
(6.3)
obtained by attaching admissible trees to either a leaf (first contribution) or a bud
(second contribution with minus sign). To make the connection with previous results
on the Ising model, we note that, by elimination, the system (6.2) reduces to a single
algebraic equation for V , which, upon the substitutions P = V/(1 − g2z2), x = g(1 −
g2z2)2 and v = gz, reads
P = 1 + 3x2P 3 + v2
P
(1− 3xP )2 (6.4)
This equation is nothing but that of Refs.[31] and [14]. We also easily check that the
formula (6.3) matches that of Ref.[14].
6.2. Generalizations
The construction of this paper may be extended so as to describe hard particles on
bipartite maps with vertices of arbitrary valences (arbitrary polynomial potential for
each matrix in the action). In this case, the admissible trees themselves have arbitrary
valences. Again their fundamental characterization is that HP edges have to be regular
while NHP ones have to be non-regular. A weight −1 per NHP edge is still required to
perform the right counting.
More interestingly, the method can easily be extended to describe particles with
exclusion rules on bipartite maps. As discussed in the introduction, we may impose that
each edge have a total number of adjacent particles of at most k, corresponding to a
multi-matrix integral over 2k+2 matrices. Very generally, the tree formulation will use
admissible trees with vertices occupied by at most k particles, and whose edges either
satisfy the exclusion rule (ER edges) or do not (NER edges). The admissible trees are
now required to have all their ER edges regular and all their NER ones non-regular. For
maps with bounded valences, the number of allowed (q◦ : q•) pairs will remain finite,
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hence the number of half-trees to be dealt with is finite as well. To recover the correct
generating function for the maps, we simply have to include again a weight −1 per
NER edge. In practice, the enumeration might prove cumbersome, although straight-
forward. An example with k = 2 of a six-matrix model which displays the tricritical
Ising transition was solved in Ref.[29] by matrix techniques. The corresponding alge-
braic equations may be easily re-interpreted in terms of generating functions for (signed)
admissible half-trees. The case on non-bipartite maps is more subtle and so far, we only
know how to treat the case of odd k = 2p+1 upon transforming its configurations into
those of bipartite maps with edges adjacent to at most p particles.
6.3. Trees with Ising transition
The generating function GBMHP of planar bicubic maps with hard particles, rooted
at a black-empty vertex is also that of good trees (up to a multiplicative factor g for
the removed root vertex). Recall that we may view the good trees as those obeying:
(G1) the hard particle constraint is satisfied on the tree,
(G2) the properties (1) to (5) of Sects.3.1 and 3.2 hold,
(G3) the closing of the tree produces a map satisfying the hard particle constraint.
These trees are moreover rooted at one of their three unmatched leaves. We may as
well consider the same trees, but now planted at any of their leaves, and generated by
Gleaf . From the relation Gleaf = R, apparent from Figs.7 and 8, we can interpret R as
generating planted good trees satisfying properties (G1)-(G3), with weights g per vertex
and z per particle. In particular, as we restrict ourselves to good trees ab initio, no sign
factors are required. We have the relation
GBMHP|g2n = 3
n+ 2
R|g2n−1 (6.5)
between the coefficients in g of the two series, expressing that only 3 of the n+2 available
leaves are unmatched in good trees with 2n − 1 vertices. Note also that the property
(5) may be rephrased into: all descending subtrees of a planted good tree have charge
q• = 1 if they start by a black vertex, and charge q◦ = 2 if they start by a white vertex.
Alternatively, we may also interpret S as counting a slightly different version of
planted good trees obtained as follows. Starting from a planar bicubic map with hard
particles rooted at a black-empty vertex, and using the cutting process of Fig.10 based
on the geodesic tree, we may stop the process at step (b), i.e. keep the root vertex
and its two attached buds and plant the tree at one of these buds. The resulting tree
is a new type of planted good tree satisfying the following properties (G1’)-(G3’). The
property (G1’) is the same as (G1). The property (G2’) is similar to (G2) but with
(4) replaced by: its total charge is 0 and with (5) replaced by: all descending subtrees
have charge q• = 1 if they start by a black vertex, and charge q◦ = 2 if they start by a
white vertex. Finally (G3’) states that closing the tree into a map by simply connecting
iteratively all successive bud-leaf pairs produces a map with no NHP edge. It is then
easy to see that these planted trees, with weights g per vertex and z per particle are
generated by S, as apparent from Fig.7 by replacing the white occupied root vertex of
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S by a bud (for convenience, we also include an empty tree with weight 1). This now
results in the relation
GBMHP|g2n = 3
2(n+ 2)
S|g2n (6.6)
for n > 0, with an extra factor of 1/2 to account for the two choices of bud where to
plant the tree.
For g and z non negative, the good trees generated by S form a family of planted
trees with local non negative weights only, characterized by a number of local constraints,
and subject to a non-trivial global “goodness” constraint (G3’) that, upon closing, no
NHP edge is created. The singularity structure of S is inherited from that of GBMHP,
hence the statistics of these good trees undergoes at z = z+ the Ising-like crystallization
transition of Sect.2.3.
As the weights are non-negative, we may rephrase them in terms of probabilities
by assigning to each such planted good tree T with 2n(T ) vertices and h(T ) particles
a probability
p(T ) = 1
S
g2n(T ) zh(T ) (6.7)
By construction, these add up to 1 on the set of planted good trees.
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Fig. 19: Local evolution rules for the branching process associated to good
trees without particles (see text).
In the case z = 0 of maps without particles, the planted trees are generated by
S0 ≡ S(z = 0), solution of S0 = 1 + 2g2S20 , namely S0 = (1−
√
1− 8g2)/(4g2), with a
singularity at g2 = 1/8. Their probabilities may be associated to those of a branching
process as follows. Each tree is interpreted as the genealogical tree of a species whose
individuals live at the level of the edges descending from white vertices and are subject
to the evolution rules sketched in Fig.19. The individuals either die without descendants
with probability (1−p) (if the edge at hand is a leaf) or, with probability p, first make a
two-state choice with probability 1/2 (black vertex with the bud pointing to the left or
to the right) and then give rise to two children (the two descending edges of the white
descendant vertex of the black one). Comparing with the recursive rules for good trees
without particles, this amounts to setting g2 = p(1− p)/2. This leads to S0 = 1/(1− p)
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if we assume 0 < p < 1/2, and the probability (6.7) of a tree T reads:
p(T ) =
(
1
2
)n•(T )
pn◦(T )(1− p)nleaf (T ) (6.8)
if the tree has nleaf leaves, n• black vertices and n◦ white vertices. This probability
matches clearly that of the branching process.
Note that for p > 1/2, the formula (6.8) still corresponds to the probability of
the branching process, but it does not match the probability (6.7) for the tree as S0 is
now given by 1/p. The relative factor (1− p)/p is nothing but the probability that the
branching process remain finite, i.e. that the species become extinct. It is known that
this probability is less than 1 for p > 1/2. This is a general feature of so-called Galton
Watson branching processes, with local evolution rules [32]. These processes undergo
a transition at the value of the parameters (here p) at which the average number of
children (here equal to 2p) attains 1. Note that the transition takes place precisely at
the singularity of S0 as g
2 = 1/8 when p = 1/2. This should not come as a surprise
as, when g2 → (1/8)−, the average size of the trees diverges, which is the signal that
infinite branching processes are about to appear. Note that the probabilities (6.7),
which add up to 1 by construction, may still be interpreted as those of the branching
process provided the latter is conditioned to remain finite (i.e. get extinct).
With only probabilistic weights and local evolution rules, branching processes are
trapped in the “universality class” of the Galton Watson transition. In the tree lan-
guage, this amounts to always having the same (square-root) singularity structure for
generating functions. In the presence of particles, good trees however seem to be a way
to escape from this Galton Watson framework as we know from the above analysis that
they undergo an Ising-like crystallization transition at which the singularity has a dif-
ferent nature, namely that of a cubic root responsible for the exponent 7/3 in Eq.(2.9).
The new ingredient that gives rise to this new universality class is the non-local good-
ness constraint on the trees. We may again view the good trees and their probabilities
(6.7) as describing branching processes with local evolution rules, again conditioned to
remain finite, and further conditioned by the (somewhat non-natural) global goodness
constraint. A good understanding of this branching process is still lacking. As before,
approaching the critical line g → gc(z) must correspond to attaining an average number
of children equal to 1. It would be interesting to understand:
(i) whether or not the multi-critical point at z = z+ may be attained in the physically
acceptable range of parameters,
(ii) if so, what general property of the branching process governs the approach to the
multi-critical point.
To this end, it seems likely that a formulation of maps as labelled trees like that de-
scribed in Refs.[20,33] rather than blossom trees may be more appropriate. Also, a
generalization of the goodness condition to infinite trees would be desirable.
On the other hand, the use of the larger class of admissible trees allows to get
rid of the global goodness constraint, but at the expense of having negative weights.
Still we might hope to be able to re-interpret these signs as subtractions of overcounted
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branching processes. In the present blossom tree language however, the trees in the same
equivalence classes of a non-admissible map (which add up to zero), have very different
shapes and we have not been able to rearrange them to give such a re-interpretation.
7. Conclusion
In this paper, we have shown how to extend the bijective methods of Refs.[7-15]
to the case of planar bicubic maps with hard particles. In the matrix language, this
extends the bijective combinatorial treatment of the one- and two-matrix models to the
case of a four-matrix integral with action (1.4) displaying a chain-like interaction. The
first lesson to be drawn from this study is that the bijective approach still applies in
this case although the matrix model solution clearly indicated the presence of signed
weights in the auxiliary counting functions (cf. Eq.(2.2)). We have indeed shown that
these signs could be interpreted in terms of a kind of inclusion-exclusion principle, here
projecting the generating function of admissible trees onto that of good trees, hence
reproducing GBMHP(g, z). A second lesson is that the cutting procedure of Ref.[9],
based on paths which are minimal with respect to the canonical geodesic distance on
the map, may be extended for each given map to other (less canonical) definitions of
the geodesic distance. In particular, the introduction of blocked edges was instrumental
in our proof. Physically, this may be understood as a form of interaction between the
space metric (distances on the map) and matter (presence of particles correlated to the
blocked edges). This freedom in the choice of the definition of distances may prove
useful to tackle other problems, for instance extended hard objects such as hard dimers
(occupied edges), animals (occupied clusters), etc...
An interesting property of this study is the robustness of the method, which may be
adapted to the case of arbitrary potentials as well as higher order exclusion rules (higher
number of matrices). This extends de facto the class of problems amenable to a bijective
treatment to a much larger family of models. The latter is expected to include all
possible (multi-)critical points of two-dimensional statistical models on random surfaces
whose universality classes are described by minimal conformal field theories coupled to
two-dimensional quantum gravity. All these models may therefore be understood in
terms of trees with proper signed weights. In particular, this combinatorial framework
provides a unified formulation of both the Ising model and the model of hard particles
on bipartite graphs, which eventually explains their common universality class.
Finally, the existence of a tree formulation implies a connection between these map
enumeration problems and spatial branching processes. We may hope that these two
fields of research may benefit from this connection. In particular, the critical points of
maps with generalized particle exclusion rules lying in unitary conformal classes should
translate into well defined branching processes (with positive probability weights). By a
global conditioning, we might even be able to escape from the restricted class of Galton-
Watson processes and reach in the continuum limit new classes of continuous random
trees, generalizing that of Ref.[34].
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