Abstract-This paper presents a new updating algorithm to reduce the complexity of computing an observability index for kinematic calibration of robots. An active calibration algorithm is developed to include an updating algorithm in the pose selection process. Simulations on a 6-DOF PUMA robot with 27 unknown parameters shows that the proposed algorithm performs more than 50,000 times better than exhaustive search based on randomly generated designs.
I. INTRODUCTION
In robot calibration, pose selection is an important topic since different poses and different combinations of poses contribute to the calibration very much differently. Past research in kinematic calibration has adapted optimal design algorithms from the experimental design literature for pose selection [7] , [18] , [20] , [13] , [14] , [6] , [5] . The algorithms are often iterative algorithms using exchange schemes. Fedorov and Dubova (1968) developed the first general algorithm (translated to English in [11] ). It allows the variance of the observation error to be a function of the design point. Mitchell [16] developed an algorithm called DETMAX that allows the number of design points to increase or decrease for a better search and to escape from local optima. Since then, many improvements have been made with respect to computational time and space [12] , [3] , [9] , [22] , [1] , [21] , [8] .
Current robot calibration algorithms usually search for an optimal pose set with an adapted DETMAX in that the optimal criterion is replaced with an observability index. The computation of observability index is the most frequent computation in such algorithms. For each iteration, the observability index is computed for every new possible design. Usually there are hundreds of thousands of candidates. The computational complexity of the observability index directly decides the capability of the search for the optimal pose. If the observability index can be computed more efficiently, more candidate pose sets can be included in the search and the search will more likely reach the optimal pose set.
The existing observability indexes are all eigenvalue-based (or singular-value-based). In the DETMAX, after adding a pose or exchanging a pose, a new Jacobian matrix is formed and the new eigenvalues need to be computed. The computation complexity of eigenvalues is proportional to the size of the design matrix. When the number of the unknown parameters is large, computing its eigenvalues becomes a big burden.
This paper replaces the eigenvalue-based observability index with a determinant and provide formulas to update it for Y. Sun and J. M. Hollerbach are with School of Computing of University of Utah. {ysun,jmh}@cs.utah.edu adding and removing a pose. The computation complexity is significantly reduced. An exchange-add-exchange algorithm is designed to select poses for optimal robot calibration with such an alternative criterion.
The new robot calibration pose selection routine is demonstrated with a 6-DOF PUMA 560 simulation. 27 unknown kinematic parameters are calibrated with the goal of minimizing the variance of parameters. The results show that the new active robot algorithm performs more than 50,000 times better than exhaustive search on randomly generated designs.
II. EXISTING ROBOT CALIBRATION ALGORITHMS
A robot kinematic model can be calibrated with a set of poses. The measurements of the end-effector and the joint encoder readings at selected poses are collected. We define a pose set as a design, namely D = {p 1 , p 2 , ..., p n }. The Jacobian matrices X i of poses p i 's are computed. For pose i, there are 3 or 6 equations depending on the measurements of the end-effector. For simplicity, we only consider the case where each pose has 3 measurements, namely x, y, and z positions of the end-effector. There are 3 rows in X i and denoted as x x , x y , and x z . We also assume that the distribution of the measurement errors are independent and identically distributed. To search an optimal design from such a big design set is a factorial complexity problem. It is infeasible with current computation power.
The same problem has been faced in the general experimental design literature, where many design algorithms have been developed. The one mostly used in the robot calibration literature is DETMAX, developed in [16] . DETMAX starts with a randomly selected initial N-pose set and exchanges a pose at each iteration. 3) Find a pose p * in the current design pose set such that the new design ξ ξ ξ * i after removing the pose p * has the minimum decrease. 4) Repeat steps 2 and 3 until no increase in the value of the observability indices is obtained by an exchange.
The main idea of this algorithm is that the initial design set is improved by adding a new pose that maximally increases the criterion and removing a pose in the design set that minimally decreases the criterion. Each time, an excursion improves the currently best pose design. The algorithm stops when the added pose is instantly removed.
The algorithm has numerous variations. [4] , [18] used the DETMAX algorithm in optimal experimental design to select robot poses. [6] used a GA algorithm to generate new poses. For each search step, an eigenvalue-based criterion needs to be computed. The eigenvalues can either be computed from the design matrix X by singular value decomposition (SVD) or from the covariance matrix X X by eigenvalue decomposition. In either case, the computation is expensive. For example, in [17] the computation complexity of eigenvalues was proved to be bounded by
where n is the number of unknown parameters and b indicates the error is bounded by 2 −b . Also the complexity of matrix multiplication is O(m 2.376 ) [2] where m is the number of measurements. When the number of unknown parameters and the number of measurements are large, the computation of the eigenvalues is very expensive.
For both the optimal experimental design literature and the robot calibration literature, the local optimization problem has been recognized. The problem is tackled by randomly selecting initial runs many times.
III. ALTERNATIVE CRITERION
As proved in [19] , if the goal of the calibration is to achieve minimum variance of estimated parameters, the best observability index is
where σ 2 i s are the eigenvalues of the covariance matrix X X, L is the number of non-zero eigenvalues. Its inverse represents the volume of the confidence hyper-ellipsoid for the parameters. For parameter estimation, L is equal to the number of the unknown parameters. It is a constant. So, the real criterion is the multiplication of all the nonzero eigenvalues, which is the determinant of the covariance matrix, denoted as OI D .
When adding a new row x i into the design matrix X 0 , the new design matrix becomes
The covariance matrix is
As we know, the determinant of the new covariance matrix can be updated with
The determinant updating method has been used in the experimental design literature since the 1970's [10] , [11] . [15] also provides a procedure to update M and M −1 . The inverse of the covariance matrix M −1 can be updated as
When removing a row x i from the design matrix X 0 , the relation between the new design matrix X 1 and the old design matrix X 0 is
Similar to Equation 8, the new covariance matrix is
The determinant of the new covariance matrix after removing a row can be updated with
The inverse of the covariance matrix for removing a row is
With such formulas, the matrix inverse and the determinant can be updated with vector-matrix multiplications. Its complexity is only O(n 2 ) where n is the number of unknownparameters. Its complexity is independent of the number of measurements.
For robot calibration, since each Jacobian matrix associated with a pose has more than one row, in each iteration more than one row is added or exchanged simultaneously. For adding two rows, the new Jacobian matrix is
where
For cases with more than 2 rows in a Jacobian matrix, the formulas gets more complex. Instead of using the explicit expression as in Equation (19), we use the cascade formula 17. For a Jacobian matrix with t new rows , the cascade formula can be written as
where x i is the ith row in the Jacobian matrix and M 0,i is the covariance matrix that is added with the first i rows. The inverse of the M i for i > 0 can be computed with equation (6) sequentially. To remove two rows from a Jacobian matrix, the updating formula for the determinant of the covariance matrix is
To remove more than 2 rows, the formula is
The inverse of the M i and M i,j for i > 0 can be computed with formula (11) sequentially.
IV. ACTIVE CALIBRATION ALGORITHM
The calibration algorithm can be carried out to satisfy two conditions. It stops when either the maximum number of poses is reached, or some optimal metrics are met such as the determinant of the covariance matrix reaches a sufficient level.
There are two basic elements in the calibration algorithm, add-a-pose and remove-a-pose:
• Add-a-pose:
For a design ξ ξ ξ k , to add a pose to the design is to find a new pose p j from the pose pool Ω Ω Ω, such that • remove-a-pose For a design ξ ξ ξ k , to remove a pose to design is to find a pose p * in the current design ξ ξ ξ k , such that Some poses are required to be included or can be measured without cost. They are included in the initial pose set and are not allowed to be removed. There are poses that are in the pose space but are not viewable from measurement sensors, such as laser or stereo cameras. Those poses can not be included for calibration. In our algorithm, a preprocess is applied to eliminate the unobservable poses.
The following is the algorithm of selecting optimal poses for robot calibration. Step: It is the same as 2. The design after an exchange-step and an add-step goes through an exchange-step again. The algorithm repeats several times to prevent getting stuck at a local optimum.
V. PUMA ROBOT CALIBRATION
The robot calibration design algorithm is demonstrated with a Puma 560 with simulation. The robot has 6-DOF and 27 parameters. The end-effector position (x, y, z) is expressed in coordinate zero. We suppose it is tracked by an external measuring device with an 1 cm normally distribution error. The joint angle errors are assumed negligible.
A. Kinematic Model
The six revolute joints of the robot are shown in Figure 1 . The ranges of each joints are indicated and listed as follows
The unknown parameters are DH parameters and the offsets and gains of each joint. The real values of the parameters are in Table I . Twenty-seven nominal parameters are randomly generated from the real parameters by adding normally distributed noise with variance of 0.1. Some parameters are not changed due to being constant. Table II displays the nominal parameters. A mixed Hayati and DH parameterization is used for calibration since there are joint axes that are nearly parallel to their previous axis. For each pose, there are accurate measurements of 6 joints angles (θ 1 , θ 2 , θ 3 , θ 4 , θ 5 , θ 6 ) and noisy end-effector (x, y, z) . The Jacobian matrix is calculated with the joints angles and the nominal parameters. Column-scaling is not used since the determinant-based observability index is invariant to column scaling [19] .
B. Calibration Approaches
Usually the observability index increases with the pose number in a design. Since in this paper we are concentrating on pose selection, we define the the pose number in a design as 30.
To better understanding the pose selection, the pose space is latticed with 5 grids on each joint angle to generate 15,625 There are two practical approaches to select an optimal design. One is randomly composing a number of designs and pick the best. The other is actively selecting new designs according to a criteria. Our actively pose selection uses an exchange-add-exchange routine to update a randomly composed design. Our criteria is the determinant of the Jacobian matrix.
C. Random Design Selection
5,000 random designs are selected from the 15,625 poses. The observability index OI of each design is calculated and displayed in Figure 2 . The highest OI of the 5,000 designs is 0.096284.
As described in Equation 1, the OI can be converted to the OI D with
With this formula, the determinant of the covariance matrix of the best design is calculated as 2.5414 × 10 22 .
D. Exchange-Add-Exchange Active Pose Selection
The pose selection algorithm in Section IV randomly selected 12 poses as the initial design ( Figure 3 ) and updated it with the exchange-a-pose, and then added 18 more poses with the add-a-pose. After the add-a-pose, the exchange-apose was called again. But no exchange was made since Starting with the same initial poses, the same exchangeadd-exchange routine was carried again with original observability index OI as the criterion. The selected poses and the OI's for each iteration are displayed in Figure 5 . The optimal design obtained with our exchange-add-exchange routine has OI at 0.11798. Comparing with Figure 4 (A), we can see that the poses selected according to the eigenvalue-based OI are the same as the poses selected according to the updating determinant-based observability index. It is indeed that alternative determinant-based observability index provides the same criterion as eigenvalue-based observability index. For each iteration, to compute the observability index, the computation complexity is O(n 3 +(n log 2 n) log b+m 2.376 ), where n is the number of unknown parameters, m is the number of measurements, and b decides the accuracy of the eigenvalue computation. For this example, n = 27, m = 900, and b = 10. The computation complexity for observability index is at the level of 10 7 . To update the determinant in each iteration, the computation complexity is O(n 2 ) that in this example is at the level of 10 3 . For designs with large m, the advantage of using determinant-based criteria would be much more obvious. The inverse of the determinant of the covariance matrix represents the volume of the confidence hyper-ellipsoid for the parameters. Figure 6 shows the inverse of the determinants in the pose selection. We can see that the overall determinant of covariance of the parameters decreases from level 10 −1 to level 10 −27 . It is 50,000 times smaller comparing with the pose set selected in Section V-C. 
E. Results
Based on the selected poses in Section V-D a robot calibration simulation is carried out. 
VI. CONCLUSION
A determinant-based updating observability index is proposed to replace the eigenvalue-based observability index. The determinant-based observability index can be updated with vector-matrix multiplications. Its computation complexity is much lower than computing eigenvalues. With the new criterion, more candidate pose sets is afforded to be included in the optimal pose set search. An active robot calibration algorithm based on the determinant-based updating observability index is developed and demonstrated with a 6-DOF PUMA 560 robot calibration simulation. Based on two observability indexes, the same set of poses are selected. It proved that the two observability indexes are equivalent. The performance of our active robot calibration algorithm is compared with the exhaustive searching approach. In terms of the confidence hype-ellipsoid volume for the estimated parameters, our algorithm out-performs the exhaustive searching approach more than 50,000 times.
