Three new Runge-Kutta methods are presented for numerical integration of systems of linear These methods are an excellent option for use with high-order spatial discretizations.
In addition, fifth-and sixth-order methods are presented which require five and six stages, respectively, one fewer than their conventional counterparts, and are therefore more efficient.
Introduction
We consider the numerical integration of large linear inhomogenous systems of ordinary differential equations in the form 
General

Form of an Explicit Runge-Kutta Method
Without loss of generality, we consider the following scalar ODE:
where h = At is the time step, tn = nh, and u n is an approximation to u (tn).
(2)
(3)
Low-Storage Fourth-Order Method
We consider first the case p = 4. With the constraints 
The reduction in the number of conditions to be satisfied does not permit us to reduce the number of stages. However, we can obtain reduced storage requirements.
Following the approach of Wray [14] , the requirement that only two memory locations be used imposes the following three constraints:
With these constraints, only two memory locations are required for both the dependent variable and the value of the time derivative. Hence the method requires minimal storage even when compact or spectral methods are used for the spatial discretization. With the memory locations denoted A and B, the method proceeds as follows.
1. Initially, u. is stored in A, and B is empty.
2.
The term k I -" f(tn, Un) is evaluated and stored in B.
3. The quantityun + ha 31k l, is calculated and stored in A.
4.
The quantity un + ha 21 k I is calculated and stored in B.
5.
The term k2 = f(tn+c 2h, un+ha 21kl) is evaluated and stored in B. 
I0.
With bl =a41 and b2 =a42, another linear combination gives un +h(blkl+b2k2+b3k3), which is stored in A.
11.
The term k4 =f[tn+c4h, un+h (aalkl+a42k2+a43k3)] is evaluated and stored in B.
12.
The contents of the two memory locations are linearly combined to form un +j.
With the additional constraints imposed by the low-storage requirement, we are left with seven parameters to satisfy the seven conditions given in eq. (5). Although this system may possess more than one solution, the only solution we have found is
Five.Stage Fifth-Order Method
For the case p=5, we have, in addition to the constraints given in eq. (4), the following condition: c5 = a51 +a52 +a53 +a54 (7) Consequently, adding the fifth stage has produced five additional parameters for a total of fifteen.
The coefficients must satisfy the following eleven conditions in order to produce fifth-order accuracy for linear constant-coefficient ODEs: 
Six-Stage Sixth-Order Method
With p=6, the following condition must be satisfied in addition to the constraints given in eqs. (4) and (7):
Therefore, there remain twenty-one free coefficients. 
Stability Contours
The stability contours of the three new methods are shown in Fig. 1 In order to account for the number of stages, the errors are plotted versus toh/p. Hence the errors shown are for approximately equal computational effort.
Since the time step is thus proportional to p, the amplitude error shown is I _ I l/p_ 1. The figures show that each increase in the order of the method produces an increase in accuracy even though the extra work has been accounted for.
Hencethe fifth-andsixth-ordermethodscan be moreefficient thanthe fourth-ordermethodif a sufficiently accuratespatialdiscretizationis used.
An Example
In order to demonstrate the validity and correctness of the above derivations, we apply the new methods and the classical fourth-order Runge-Kutta method to a sample inhomogeneous "
linear scalar ODE given by
The exact solution is 
