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Abstract. Recently, it is well recognized that hypothesis testing has deep relations with other topics
in quantum information theory as well as in classical information theory. These relations enable us to
derive precise evaluation in the finite-length setting. However, such usefulness of hypothesis testing is not
limited to information theoretical topics. For example, it can be used for verification of entangled state and
quantum computer as well as guaranteeing the security of keys generated via quantum key distribution.
In this talk, we overview these kinds of applications of hypothesis testing.
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1 Quantum information theory and bi-
nary hypothesis testing
In information theory community it is well known that
many information theoretical tasks can be analyzed by
using the terminology of the binary asymmetric hypoth-
esis testing. While there are many studies to focus on
this relation, the first series study with this direction is
the method of information spectrum, which was initi-
ated by Han and Verdu´ [8][9][39], in which we convert
the optimization problems in various information tasks
into the binary asymmetric hypothesis testing, and the
asymptotic behavior of the likelihood ratio plays a key
role. This correspondence is valid without any assump-
tion for the information source and/or the information
channel, i.e., we do not need the independent and identi-
cal distributed condition nor Markovian condition. Due
to the generality of the method of information spectrum,
Nagaoka [31] considered to employ this method for quan-
tum information theory. As a result, he found a remark-
able relation between the classical-quantum channel cod-
ing and the quantum binary hypothesis testing, in which
the correctly decoding probability is upper bounded by
the performance of the corresponding quantum binary
hypothesis testing in a canonical way. Later, Polyanskiy,
Poor and Verdu´ [33] showed the same inequality only
with the classical channel coding, which is called meta-
converse theorem, nowadays. Nagaoka [31] also pointed
out the notable relation between the quantum binary hy-
pothesis testing and the Re´nyi relative entropy. These his
results were presented in the first conference of ERATO
Workshop on Quantum Information Science, which is the
forerunner of AQIS conference series [31].
Based on this study, the author jointly with Nagaoka
proved another remarkable relation between the classical-
quantum channel coding and the quantum binary hy-
pothesis testing [24, 11]. That is, they showed that the
decoding error probability is upper bounded by the error
probability of the corresponding quantum binary hypoth-
esis testing, which is chosen slightly differently from the
meta converse. Based on this method, the author derived
the lower bound of the error exponent in the classical-
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quantum channel [15]. Wang and Renner [40] reformu-
lated this result by introducing the hypothesis testing
entropy. Later, Polyanskiy, Poor and Verdu´ showed the
same inequality only with the classical channel coding,
which is called the dependence test (DT) bound [33].
These two remarkable relations lead the breakthrough
of the second order analysis of channel coding [16, 33].
Also, quantum data compression can be treated via the
quantum binary hypothesis testing [10, 32]. Since reduc-
tion to a quantum analogue of likelihood ratio test, i.e.,
the quantum binary hypothesis testing is a very power-
ful method [20, 11], the following topics can be treated
in this direction; quantum wiretap channel [19], universal
(compound) channel coding [18, 4], entanglement concen-
tration [12], entanglement dilution [20, Section 8.6], clas-
sical data compression with quantum side information
[37], quantum Slepian-Wolf problem [3], classical ran-
dom number generation with quantum side information
[37], quantum state redistribution [2], and entanglement
assisted communication over (quantum-quantum) point
to point quantum channel, Gel’fand- Pinsker quantum
channel, and quantum broadcast channel [1].
2 Verification of bipartite entangled
state
Application of quantum hypothesis testing is not lim-
ited to the above type of theoretical aspects. Quantum
hypothesis testing can be applied to more practical top-
ics. One is verification of a bipartite entangled state.
When an entangled state is generated experimentally, to
use the generated bipartite entangled state, we need to
verify whether the generated state is truly the intent bi-
partite entangled state. In the conventional qubit system,
our verification is written as a binary POVM on the bi-
partite system. In this case, the direction of the error
cannot be expected, it is suitable that the performance
of this testing does not depend on the direction. That is,
the POVM of the testing is preferred to be invariant for
the group action preserving the entangled state. Such a
testing method is formulated by using the irreducible de-
composition of the group representation theory [22, 17].
However, in a usual optical device, like, spontaneous
parametric down-conversion (SPDC), a binary POVM is
often constructed by a filter and a detector. That is,
when the filter is passed, we have detection. Otherwise,
we have no detection. In this situation, it is impossi-
ble to distinguish the following two cases, both of which
correspond to no detection. One is the event that the
photon pair is not generated so that it is not detected.
The other is the event that the photon pair is generated,
but the filter is not passed so that it is not detected.
Then, the performance of the following two cases are not
the same. We have the detection when the generated
state is close to the intent entangled state. We have the
detection when the generated state is far from the intent
entangled state. Surprisingly, when the photon genera-
tion rate is known, the latter has better performance for
this testing [27], whose experimental demonstration was
also done [26].
3 Quantum key distribution
Another important application of hypothesis testing is
its application to quantum key distribution, which is a
method to share secure keys via quantum communica-
tions and classical communications [5]. Its security is
trivial when the quantum communication channel has no
noise. However, a real quantum communication channel
has a certain amount of noise. When the amount is less
than a threshold, we can generate secure keys by com-
bining the error correction and the privacy amplification
[36]. Quantum key distribution focuses on the bit basis
and the phase basis. The error of the bit basis expresses
the sacrifice rate in the error correction and the error of
the phase basis expresses the sacrifice rate in the privacy
amplification [13]. Later, a similar observation was also
done via smooth entropy [38]. While we randomly choose
check bits in quantum key distribution, its purpose is ver-
ification of the error rates of both bases.
However, in a realistic quantum key distribution, we of-
ten employ weak coherent pulses, which generates multi-
photon state with some probability. In this situation,
only a part of generated photons arrive at the receiver
side. When a multi-photon state is generated, the eaves-
dropper, in principle, can obtain the transmitted infor-
mation. Therefore, the required sacrifice rate in the pri-
vacy amplification is determined by the rate of pulses
generated as multi-photon among the pluses arrived at
the receiver side and the error rate of phase basis among
pulses generated as single-photon and arrived at the re-
ceiver side [14]. That is, when we employ weak coherent
pulses, we need to know these two ratios as well as the
bit error ratio of the received pulses. For this purpose,
we need to guarantee that these two rates are not greater
than certain values. In this verification process, we ran-
domly chooses several values of intensity of pulses [28].
Then, we obtain the detection rate and the error rates
of the phase basis depending on the intensity. Using this
data, we apply the method of hypothesis testing or the
interval estimation, which employs the percent point [25].
Hence, we can verify these two ratios with certain inter-
vals.
4 Verification of quantum computer
Hypothesis testing can be applied to the verification of
quantum computer. In the conventional circuit model,
it is quite difficult to predict the outcome of the cir-
cuit because the aim of the computation is to know the
outcome. As an alternative model of quantum com-
puter, measurement-based quantum computer (MBQC)
is known [34], and is composed of a limited number of
local measurements and a graph state, which is an entan-
gled state of large size. Since the components of MBQC
have known forms, its verification can be done by veri-
fying these components. Therefore, when we can trust
these local measurement devices, we can verify our com-
putation outcome under the MBQC model by verifying
the graph state. However, since available measurements
are restricted to a limited number of local measurements,
we need to realize the verification only with this limited
class of measurements. Fortunately, in the graph state,
the outcome of the Z basis predicts the behavior of the
connected site. In the case of two-colorable graph, we can
deterministically predict the outcome of the X basis on
sites of one color from the Z basis outcome on sites of the
other color. Using this property, we can verify whether
the generated state is the intent graph state [23]. Since
the above prediction is deterministic, this verification is
can be done very efficiently. That is, the required num-
ber of sampling does not depend on the size of the graph
state. Since this test checks whether the state belongs
to the stabilizer defined by the pair of the X basis mea-
surement and the Z basis measurement, it is called the
stabilizer test.
Further, this method can be extended to the case when
the measurement devices has noises and the generated
graph state has noise [6]. In this case, we need to attach
the fault-tolerant MBQC, which is often based on a topo-
logical surface code. When the noises of measurement
devices are independent, they can be theoretically con-
verted to the noises in the generated graph state. Once
we fix the scheme of the fault-tolerant MBQC, we can
define the set of correctable errors. When the noise be-
longs to the set of correctable error, the fault-tolerant
MBQC works properly, i.e., the computation outcome is
the correct value. Hence, it is sufficient to verify whether
the error belongs to the the set. Since this test is also
deterministic, the required number of sampling still does
not depend on the size of the graph state.
Furthermore, we can make this kind of test even when
the measurement device cannot be trusted. This kind
of test is called self-testing, and the currently proposed
method works with the noiseless case. In this setting,
the testing of a graph state can be reduced to the test-
ing of the Bell state in a canonical way. McKague et al
[30] proposed the self-testing of the Bell state only with
the CHSH test. However, the recently proposed method
[21] combines the CHSH test and the stabilizer test so
that the performance is much improved. This self-testing
of the Bell state yields a self-testing of the graph state.
When it applied to the verification of MBQC, the ob-
tained scaling is much better than previously obtained
verification methods [35, 29], and is the same as that of
the paper [7], which employs a different method.
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