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Abstract
We first present a formula for the supremum cosine angle between two closed subspaces of a
separable Hilbert space under the assumption that the ‘generators’ form frames for the subspaces.
We then characterize the conditions that the sum of two, not necessarily finitely generated, shift-
invariant subspaces of L2(Rd) be closed. If the fibers of the generating sets of the shift-invariant
subspaces form frames for the fiber spaces a.e., which is satisfied if the shift-invariant subspaces are
finitely generated or if the shifts of the generating sets form frames for the respective subspaces, then
the characterization is given in terms of the norms of possibly infinite matrices. In particular, if the
shift-invariant subspaces are finitely generated, then the characterization is given wholly in terms of
the norms of finite matrices.
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For closed subspaces U and V of a Hilbert spaceH the supremum cosine angle between
U and V is defined by
S(U,V ) := sup
u∈U\{0}
{‖PV u‖
‖u‖
}
= ‖PV |U‖, (1.1)
where PV denotes the orthogonal projection of H onto V and PV |U its restriction on U . It
is shown in [30] that
S(U,V ) = S(V,U) = sup
{ |〈u,v〉|
‖u‖‖v‖ : u ∈ U \ {0}, v ∈ V \ {0}
}
.
The arc-cosine value of S(U,V ) is interpreted as the ‘smallest angle’ between the vectors
from U and V [30]. We use the convention that S(U,V ) = 0 if either U or V is trivial. If
we take the infimum instead of the supremum in the right-hand side of (1.1), then we have
the infimum cosine angle R(U,V ). The two angles are related by the formula: R(U,V ) =
(1 − S(U,V ⊥)2)1/2 [30]. See [10] for an application of these angles to the perturbation of
frame sequences.
The infimum cosine angle is closely related with the bi-orthogonality of two multi-
resolution analyses (MRAs) [1,2,7,21–23,29–31]. In particular, the authors have recently
found a useful expression of the infimum cosine angle between finitely generated shift-
invariant subspaces in terms of the Gramians of generating sets in a companion paper [23].
On the other hand, the supremum cosine angle is closely related with the closedness of the
sum of two closed subspaces of a Hilbert space, as can be seen in the following proposition
by Tang.
Proposition 1.1. [29] Let U and V be closed subspaces of a separable Hilbert space. Then
U + V is closed and U ∩ V = {0} if and only if S(U,V ) < 1.
The previous proposition is [29, Theorem 2.1]. It is stated there that the proposition
is probably a folk result. In [20], motivated by the problem of the association between
wavelets and MRAs, Kim et al. addressed the problem of determining when the sum of
two principal, i.e., singly generated, shift-invariant subspaces of L2(R) is closed [20, The-
orem 2.3] (cf. Corollary 3.10). The proof therein, however, is rather complicated and is
not easily generalized to multiply generated shift-invariant subspaces. In this article, we
present a complete characterization of the closedness of the sum of two, not necessarily
finitely generated, shift-invariant subspaces of L2(Rd) under mild condition on the gener-
ating sets of the shift-invariant spaces by using Proposition 1.1 and the newly found method
in [23].
In order to give an application of our results we present the following results of the
authors in [24] without proof. We refer to Section 2 for the terminologies and basic facts
of the theory of shift-invariant subspaces, and refer to [9,13,15] for the basic facts about
the multiresolution analysis. The following is the canonical example of the ‘wavelet tight
frame’ constructed from the ‘unitary extension principle’ of Ron and Shen [26]. See Sec-
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trigonometric polynomials
ml(x) :=
(
2k
l
)1/2
sinl (πx) cos2k−l (πx), l = 0,1, . . . ,2k.
Let ϕ be the cardinal B-spline of order 2k defined via
ϕˆ(x) :=
(
sin(πx)
πx
)2k
.
See Section 2 for the form of the Fourier transform we use. It is direct to see that
ϕˆ(2x) = m0(x)ϕˆ(x), i.e., ϕ is refinable. For each l = 1,2, . . . ,2k, define ψl via ψˆl(2x) :=
ml(x)ϕˆ(x). Then, {2j/2ψl(2j x− k): j, k ∈ Z, l = 1,2, . . . ,2k} is a tight frame with frame
bound 1 for L2(R), usually called a wavelet tight frame [28]. For the sake of notation, let
ψ0 := ϕ. Now, define
V0 = span
{
ϕ(x − k): k ∈ Z},
W0 := span
{
ψl(x − k): k ∈ Z, l = 1,2, . . . ,2k
}
,
W
(l)
0 := span
{
ψl(x − k): k ∈ Z
}
,
V1 :=
{
f (2x): f ∈ V0
}
.
It is easy to see that V0,W0 and W(l)0 are shift-invariant subspace of the shift-invariant
space V1. ϕ is called the scaling function and ψl , l = 1,2, . . . ,2k, the wavelets of the
multiresolution analysis defined by them. Note that we are now considering multiple
wavelet case. The following results are shown in [24]. First, unlike the single wavelet
case, we have W0 = V1. Now, it is easy to see that the ‘length’ of the shift-invariant
space V1 is 2, while W0 is generated by 2k functions. Hence there are too many gener-
ators. By applying our characterization of the closedness of the sum of two shift-invariant
spaces we determine the following internal structure of the multiresolution analysis. For
0  j < i  2k, W(j)0 + W(i)0 is closed if and only if i − j is odd and j  k  i. In this
case, W
(j)
0 W
(i)
0 = V1, i.e., W(j)0 +W(i)0 = V1 and W(j)0 ∩W(i)0 = {0}. These results imply
that the ‘wavelets’ ψl , l = 1,2, . . . ,2k, are rather redundant, and under certain circum-
stances only two functions among the collection of the scaling function and the wavelets
are enough to generate the next dilation space V1.
The rest of the article is organized in the following manner: after a brief discussion on
the preliminary results on the Gramians and mixed Gramians of Bessel sequences and the
pseudo-inverse of a bounded linear operator with closed range, we present a useful formula
for S(U,V ) in terms of the relevant Gramians of ‘generators’ of U and V under the as-
sumption that the ‘generators’ form frames for U and V , respectively (Theorem 2.1). This
formula is useful since the angle is given by the operator norm of a (possibly infinite) ma-
trix formed by the composition of relevant Gramians. Then we apply the formula to obtain
the characterization of the closedness of the sum of two, not necessarily finitely generated,
shift-invariant subspaces of L2(Rd) (Theorem 3.9). In order to give the characterization,
we first split the intersection of the spectrums of the two shift-invariant spaces into two
essentially different ‘patches’: one on which the fibers do not interact (Lemma 3.6) and
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applying Proposition 1.1 separately to the shift-invariant subspaces of U and V defined
by restricting U and V on the ‘patches’ (Theorem 3.9). Moreover, if the fibers of the gen-
erating sets of U and V form frames for the respective fiber spaces of U and V , then
the characterization is given in terms of the operator norms of (possibly infinite) matrices
formed by the relevant Gramians. In particular, if U and V are finitely generated, then
the characterization is given wholly in terms of the norms of finite matrices. We then give
illustrations of Theorem 3.9 to show that the conditions in the theorem are independent.
2. Preliminaries
We first fix some notations that are used throughout the rest of this article. H denotes
a separable Hilbert space over the complex field C. If S is a closed subspace ofH, then PS
denotes the orthogonal projection ofH onto S. For a function f from a set D to C, f |E de-
notes the restriction of f on E if E is a subset of D. For a Lebesgue measurable subset A
of Rd , |A| denotes its Lebesgue measure. All set inclusions and equalities between subsets
of Rd are understood in almost everywhere sense. If f is a Lebesgue measurable function
defined on a subset of Rd , its support supp(f ) is defined to be {x ∈ Rd : f (x) 	= 0}. Hence
the support is defined modulo Lebesgue null sets. If M is a matrix, then Mt denotes its
transpose. Finally X∗ denotes the adjoint of X if X is a bounded linear operator between
Hilbert spaces.
We review the definition and the basic properties of a Bessel sequence, a frame and
a Riesz basis. Let {fi}i∈I be a sequence inH, where I is an at most countable index set. It is
said to be a Bessel sequence if there exists a positive constant B such that
∑
i∈I |〈f,fi〉|2 
B‖f ‖2 for each f ∈H. In this case, B is called a Bessel bound. If {fi}i∈I is a Bessel se-
quence, we can define a so-called pre-frame operator T :2(I ) →H, via T c :=∑i∈I cifi ,
where c := (ci)i∈I . It is known that {fi}i∈I is a Bessel sequence if and only if T is a well-
defined bounded linear operator. It is direct to see that T ∗f = (〈f,fi〉)i∈I for each f ∈H.
Suppose that {fi}i∈I is a Bessel sequence. Then G := T ∗T is a well-defined bounded linear
operator from 2(I ) to 2(I ). G is called the Gramian of the Bessel sequence. If we repre-
sent G with respect to the standard orthonormal basis {ei}i∈I of 2(I ), then its ij th entry
Gij is 〈T ∗T ej , ei〉 = 〈fj , fi〉. Now, suppose also that T has a closed range. Then, so does
T ∗ [12, Theorem VI.1.10]. In this case, it is easy to see that ranG = ranT ∗T = ranT ∗.
Hence, G also has closed range.
{f1}i∈I is said to be a frame for H if there exist positive constants A and B , called
a lower and an upper frame bound, respectively, such that A‖f ‖2 ∑i∈I |〈f,fi〉|2 
B‖f ‖2 for each f ∈H. Since a frame is a Bessel sequence, its pre-frame operator is a well-
defined bounded linear operator. Actually, the following fact is known: {fi}i∈I is a frame
if and only if its pre-frame operator is well-defined, bounded and onto ([8, Corollary 4.3],
[18, Theorem 2.1]). This shows that a finite sequence is a frame for its linear span, a fact
used occasionally in this article. Note that if {fi}i∈I is a frame, then its pre-frame operator
T , its adjoint T ∗ and its Gramian G have closed range simply because a frame is a Bessel
sequence and because ranT (=H) is closed.
Finally, {fi}i∈I is said to be a Riesz basis for H if it is complete in H and if there
exist positive constants A and B such that A‖c‖22  ‖
∑
cifi‖2  B‖c‖22 for each (I ) i∈I  (I )
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respectively. We recall that a Riesz basis is a frame. We refer to [9,11,13,15,17,32] for the
further properties of Bessel sequences, frames and Riesz bases.
If X is a bounded linear operator from a separable Hilbert spaceH1 to another separable
Hilbert space H2 with closed range, X† denotes its pseudo-inverse (or generalized inverse
or Moore–Penrose inverse) which is defined as follows: For each b ∈H2, {a ∈H1: Xa =
PranXb} is a closed convex subset ofH1. Hence it contains a unique element a of minimum
norm. We define X†b := a. Then X† is a bounded linear operator. We refer to [3,5,8,14] for
the basic properties of the pseudo-inverse. All of the results about a pseudo-inverse used in
this article are summarized in [23, Section 2].
The following theorem is the corner-stone for calculating the supremum cosine angle
between two closed subspaces ofH, which will be utilized to express the supremum cosine
angle between two shift-invariant subspaces of L2(Rd) in Theorem 3.2.
Theorem 2.1. Let U and V be two closed subspaces of a separable Hilbert space over C.
Suppose that U := span{uj }Mj=1 and V := span{vi}Ni=1, where M,N ∈ N ∪ {∞}. Suppose
that {uj }Mj=1 and {vi}Ni=1 are frames for U and V , respectively, and let TU and TV be their
respective pre-frame operators. Then
S(U,V ) = ∥∥(G†V )1/2GU,V (G†U )1/2∥∥, (2.1)
where GU = T ∗UTU ,GV = T ∗V TV , and GU,V = T ∗V PV |UTU . In particular, (2.1) holds if M
and N are finite.
Proof. The hypotheses imply that TU ,TV ,T ∗U ,T ∗V ,GU and GV have closed range. Hence,
their pseudo-inverses are well-defined. We have(
T
†
V
)∗
GU,V T
†
U =
(
T
†
V
)∗
T ∗V PTUT
†
U =
(
TV T
†
V
)∗
PTUT
†
U = P ∗V PPU = PV PPU = P,
where P := PV |U . Note that in the above computations we have used the fact that XX† =
PranX [14, Theorem 2.2.2] if X is a bounded linear operator with closed range. Recall also
that (X†)∗ = (X∗)† ([3, Theorem 1.6], [8, Lemma 2.4]) and that X†(X∗)† = (X∗X)† [8,
Corollary 2.3]. Also recall that the pseudo-inverse of a positive semi-definite operator is
also positive semi-definite. Then we can check the following:
S(U,V )2 = ‖P ‖2 = ∥∥PP ∗∥∥= ∥∥(T †V )∗GU,V T †U (T ∗U )†G∗U,V T †V ∥∥
= ∥∥(T †V )∗GU,V (T ∗UTU )†G∗U,V T †V ∥∥= ∥∥(T †V )∗GU,VG†UG∗U,V T †V ∥∥
= ∥∥(T †V )∗GU,V (G†U )1/2(G†U )1/2G∗U,V T †V ∥∥= ∥∥(T †V )∗GU,V (G†U )1/2∥∥2
= ∥∥(G†U )1/2G∗U,V T †V (T ∗V )†GU,V (G†U )1/2∥∥
= ∥∥(G†U )1/2G∗U,V G†VGU,V (G†U )1/2∥∥
= ∥∥(G†U )1/2G∗U,V (G†V )1/2(G†V )1/2GU,V (G†U )1/2∥∥
= ∥∥(G†V )1/2GU,V (G†U )1/2∥∥2,
where we have used ‖XX∗‖ = ‖X∗X‖ = ‖X‖2 in several equalities above. 
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sis of 2({j}Mj=1) and {fi}Ni=1 that of 2({i}Ni=1). Then TUej = uj and TV fi = vi . Hence
the ij th entry (GU,V )ij is
〈GU,V ej , fi〉 =
〈
T ∗V PV |UTUej , fi
〉= 〈PV TUej , TV fi〉
= 〈PV uj , vi〉 = 〈uj ,PV vi〉 = 〈uj , vi〉
if we represent GU,V with respect to the respective standard orthonormal bases of
2({j}Mj=1) and 2({i}Ni=1). Hence (2.1) has a concrete matrix representation regardless
of whether M or N is ∞.
The following form of the Fourier transform is used throughout this article: fˆ (x) :=∫
Rd
f (t)e−2πix·t dt if f ∈ L2(Rd)∩L1(Rd); and ∧ is extended to be a unitary operator on
L2(Rd) by a theorem of Plancherel. Let Td := Rd/Zd be the d-dimensional torus which is
conveniently identified with [−1/2,1/2]d or [0,1]d .
We now review the necessary parts of the theory of shift-invariant subspaces of L2(Rd)
for the sake of completeness. All of the results we review are contained in [4,6,7,16,19,
25–27]. A closed subspace S is said to be a shift-invariant subspace of L2(Rd) if it is in-
variant under each (multi-)integer shifts, i.e., TkS ⊂ S for each k ∈ Zd , where (Tyf )(x) :=
f (x − y). For Φ ⊂ L2(Rd) S(Φ) := span{Tkϕ: k ∈ Zd , ϕ ∈ Φ} is obviously a shift-
invariant subspace. It is said to be the shift-invariant subspace generated by Φ , and Φ
is said to be a generating set of S(Φ). Any shift-invariant subspace of L2(Rd) has an
at most countable generating set. If S is a shift-invariant subspace, define its length via
lenS := min{#Φ: S := S(Φ)}, where # denotes the cardinality. For f ∈ L2(Rd) and
x ∈ Rd , fˆ‖x denotes the sequence (fˆ (x + k))k∈Zd which is in 2(Zd) a.e. For any sub-
set A of L2(Rd) and x ∈ Rd , let Aˆ‖x := {fˆ‖x : f ∈ A}. If S is a shift-invariant subspace,
then Sˆ‖x is called the fiber of S at x ∈ Rd . The following standard theorem is usually called
the fundamental theorem of shift-invariant subspace of L2(Rd).
Proposition 2.2. [4,6,16,19] A closed subspace S of L2(Rd) is a shift-invariant subspace if
and only if Sˆ‖x is a closed subspace of 2(Zd) a.e. x ∈ Td . If a shift-invariant subspace S is
generated by Φ , i.e., S = S(Φ), then, Sˆ‖x = span Φˆ‖x for a.e. x ∈ Td . Moreover, a square
integrable function f is in S if and only if fˆ‖x ∈ Sˆ‖x a.e. x ∈ Td .
For a shift-invariant subspace S, the spectrum σ(S) of S is defined to be the set {x ∈ Td :
Sˆ‖x 	= {0}}.
The following is [6, Theorem 2.3] (see also [25, Theorem 2.3.6]).
Proposition 2.3. [6] Suppose that Φ ⊂ L2(Rd) is at most countable. Then {Tkϕ: k ∈ Zd,
ϕ ∈ Φ} is a frame for S(Φ) with frame bounds A and B if and only if, for almost every
x ∈ σ(S(Φ)), Φˆ‖x is a frame for (S(Φ))∧‖x with frame bounds A and B . On the other
hand, it is a Riesz basis for S(Φ) with Riesz bounds A and B if and only if, for almost
every x ∈ Td , Φˆ‖x is a Riesz basis with Riesz bounds A and B .
Note that Φˆ‖x being a frame for (S(Φ))∧‖x a.e. is far from {Tkϕ: k ∈ Zd, ϕ ∈ Φ} being
a frame for S(Φ). We need a pair of uniform positive frame bounds A and B for the frame
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Φ is finite, then Φˆ‖x is always a frame for (S(Φ))∧‖x since span Φˆ‖x = (S(Φ))∧‖x a.e. by
Proposition 2.2 and since a finite sequence is a frame for its linear span, but {Tkϕ: k ∈ Zd ,
ϕ ∈ Φ} may not be a frame for S(Φ) in general.
3. Closedness of the sum of two shift-invariant subspaces
In this section, we express the supremum cosine angle between two shift-invariant sub-
spaces by means of the Gramians of the generating sets and give a criterion to check the
closedness of the sum of two shift-invariant subspaces in terms of the supremum cosine
angle. See Theorem 3.9 below. The case of singly generated shift-invariant subspaces was
given in [20] by the authors with Lee. See Corollary 3.10. For the proof of the main result
in this section, we need a series of lemmas.
The following lemma is a variation of [7, Proposition 2.10].
Lemma 3.1. For two shift-invariant subspaces U and V of L2(Rd), we have
S(U,V ) = ess-sup{S(Uˆ‖x, Vˆ‖x): x ∈ σ(U)∩ σ(V )}. (3.1)
Proof. We first address the measurability of the function which maps x ∈ Td to
S(Uˆ‖x, Vˆ‖x) := ‖PVˆ‖x |Uˆ‖x‖. Temporarily, let s denote this function. It was proved in
the proof of [7, Proposition 2.10] that the function which maps x ∈ Td to the oper-
ator P
Vˆ‖x |Uˆ‖x is weakly operator measurable, i.e., for each a, b ∈ 2(Zd), the function
〈P
Vˆ‖x |Uˆ‖x a, b〉2(Zd ) is measurable. Let {an: n ∈ N} ⊂ 2(Zd) be a countable dense subset
of the unit sphere of 2(Zd). For each n ∈ N, define a measurable function sn with domain
T
d via sn(x) := 〈PVˆ‖x |Uˆ‖x an, an〉2(Zd ). Then s = supn∈N sn, which is clearly measurable.
Note also that the set σ(U)∩ σ(V ) is measurable by the theory of shift-invariant spaces.
We now use the method in the proof of [6, Theorem 4.6]. Let h be in U . Let ρ :=
S(U,V ) and let ρ˜ be the right-hand side of (3.1). Then
‖PV h‖2 = ‖P̂V h‖2 =
∫
Td
‖P̂V h‖x‖22(Zd ) dx =
∫
Td
‖P
Vˆ‖x hˆ‖x‖22(Zd ) dx
=
∫
σ(U)∩σ(V )
‖P
Vˆ‖x hˆ‖x‖22(Zd ) dx  ρ˜2
∫
Td
‖hˆ‖x‖22(Zd ) dx  ρ˜2‖h‖2,
where we used the fact that P̂V f ‖x = PVˆ‖x fˆ‖x (see [4, Result 3.7] or [6, Lemma 1.4]) and
the fact that ‖P
Vˆ‖x hˆ‖x‖ S(Uˆ‖x, Vˆ‖x)‖hˆ‖x‖ for a.e. x ∈ Td . Taking the supremum over h,
we have that ρ  ρ˜.
Suppose now that ρ < ρ˜. Then there exist positive real number ε and a measurable
subset E of σ(U)∩ σ(V ) with positive Lebesgue measure such that ρ + ε < S(Uˆ‖x, Vˆ‖x)
for each x ∈ E. Let {d1, d2, . . .} be a dense subset of 2(Zd). Then E =⋃∞i=1 Ei , where
Ei :=
{
x ∈ E: 0 < (ρ + ε)‖P ˆ di‖
∥∥P ˆ (P ˆ di)∥∥}.U‖x V‖x U‖x
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g ∈ L2(Rd) \ {0} and hence g ∈ U by Proposition 2.2. We have
‖PV g‖2 =
∫
σ(U)∩σ(V )
‖P
Vˆ‖x gˆ‖x‖22(Zd ) dx =
∫
Ei0
‖P
Vˆ‖xPUˆ‖x di0‖22(Zd ) dx
 (ρ + ε)2
∫
Ei0
‖P
Uˆ‖x di0‖22(Zd ) dx = (ρ + ε)2
∫
Ei0
‖gˆ‖x‖22(Zd ) dx
= (ρ + ε)2‖g‖2 > 0.
This implies that
ρ = S(U,V ) ‖PV g‖‖g‖  ρ + ε,
which is a contradiction. Therefore ρ  ρ˜; so we have ρ = ρ˜. 
Now, the following theorem is a combination of Theorem 2.1, Lemma 3.1 and Propo-
sition 2.3, which gives a useful representation of the supremum cosine angle of two
shift-invariant subspaces in terms of the relevant Gramians of generating sets.
Theorem 3.2. Let U := S(Φ) and V := S(Ψ ) be two shift-invariant subspaces of L2(Rd).
If |σ(U) ∩ σ(V )| = 0, then S(U,V ) = 0. Suppose that |σ(U) ∩ σ(V )| > 0 and that the
following two conditions hold for a.e. x ∈ Td :
(Φ-1) Φˆ‖x is a frame for Uˆ‖x ;
(Ψ -1) Ψˆ‖x is a frame for Vˆ‖x .
Then the supremum cosine angle between U and V is given by
S(U,V ) = ess-sup
x∈σ(U)∩σ(V )
∥∥(GΨ (x)†)1/2GΦ,Ψ (x)(GΦ(x)†)1/2∥∥, (3.2)
where
GΦ(x) := TΦ(x)∗TΦ(x),
GΨ (x) := TΨ (x)∗TΨ (x),
GΦ,Ψ (x) := TΨ (x)∗PVˆ‖x |Uˆ‖x TΦ(x),
and TΦ(x) and TΨ (x) are the pre-frame operators of the frames Φˆ‖x and Ψˆ‖x , respectively.
Condition (Φ-1) holds, in particular, if one of the following conditions holds:
(Φ-2) Φ is finite, or
(Φ-3) {Tkϕ: k ∈ Zd, ϕ ∈ Φ} is a frame for U .
And Condition (Ψ -1) holds, in particular, if one of the following conditions holds:
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(Ψ -3) {Tkψ : k ∈ Zd , ψ ∈ Φ} is a frame for V .
Note that Theorem 2.1 and the first part of the proof of Lemma 3.1 imply that the
function which maps x ∈ Td to ‖(GΨ (x)†)1/2GΦ,Ψ (x)(GΦ(x)†)1/2‖ and the set σ(U) ∩
σ(V ) are measurable.
Suppose that Φ = {ϕj }Mj=1 and Ψ = {ψi}Ni=1, where M,N ∈ N ∪ {∞}. Recall
that TΦ(x) :2({j}Mj=1) → Uˆ‖x = span{ϕˆj‖x }Mj=1 and that TΨ (x) :2({i}Ni=1) → Vˆ‖x =
span{ψˆi‖x }Ni=1. If we represent GΦ(x) = TΦ(x)∗TΦ(x) with respect to the standard or-
thonormal basis of 2({j}Mj=1), then its ij th entry is 〈ϕˆj‖x , ϕˆi‖x 〉. Similarly, the ij th entry
of the matrix representation of GΨ (x) with respect to the standard orthonormal basis of
2({i}Ni=1) is 〈ψˆj‖x , ψˆi‖x 〉. Finally, if we represent GΦ,Ψ (x) with respect to the respective
standard orthonormal bases of 2({j}Mj=1) and 2({i}Ni=1), then its ij th entry is 〈ϕˆj‖x , ψˆi‖x 〉.
See the comment after the proof of Theorem 2.1.
Lemma 3.3. Let U and V be shift-invariant spaces. If U ∩ V = {0}, then Uˆ‖x ∩ Vˆ‖x = {0}
for a.e. x ∈ Td .
Proof. Suppose, on the contrary, that U ∩ V is trivial and that there exists a measurable
set E ⊂ Td with positive Lebesgue measure such that Uˆ‖x ∩ Vˆ‖x 	= {0} for each x ∈ E. Let
Sx := Uˆ‖x ∩ Vˆ‖x . Recall that for each a ∈ 2(Zd), the maps that sends x ∈ Td to PUˆ‖x a
and P
Vˆ‖x a are vector-measurable mappings [6, Remark (i)]. Hence so is the map that sends
x to PSx a since PSx = PUˆ‖x∩Vˆ‖x = PUˆ‖xPVˆ‖x . Let {en: n ∈ N} be an orthonormal basis of
2(Zd). Then, for each x ∈ E, there exists n ∈ N such that PSx en 	= 0 since Sx is a non-
trivial closed subspace of 2(Zd) for each x ∈ E. Let ν(x) be the least natural number
such that PSx eν(x) 	= 0, and En := {x ∈ E: ν(x) = n} for n ∈ N. It is easy to see that En is
measurable for each n and that E =⊎n∈NEn, where ⊎ denotes the disjoint union. Since
E has positive measure, there exists N ∈ N such that EN has positive measure also. Now
define a function f :Rd → C via
fˆ‖x := (PSx eN) · χEN+Zd (x) ∈ Uˆ‖x ∩ Vˆ‖x.
Then, f ∈ L2(Rd) \ {0} by construction. Moreover, 0 	= f ∈ U ∩ V by Proposition 2.2.
The lemma follows by this contradiction. 
The following lemma extends [20, Lemma 2.2].
Lemma 3.4. For two shift-invariant subspaces U and V of L2(Rd), we have
σ(U ∩ V ) = {x ∈ Td : Uˆ‖x ∩ Vˆ‖x 	= {0}}⊂ σ(U)∩ σ(V ).
Proof. It is obvious that {x ∈ Td : Uˆ‖x ∩ Vˆ‖x 	= {0}} ⊂ σ(U) ∩ σ(V ). Let W := U ∩ V ,
U ′ := U  W and V ′ := V  W . Then W,U ′ and V ′ are shift-invariant spaces and U =
U ′ ⊕ W and V = V ′ ⊕ W . Moreover, Uˆ‖x = Uˆ ′ ⊕ Wˆ‖x and Vˆ‖x = Vˆ ′ ⊕ Wˆ‖x by the‖x ‖x
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σ(U ∩ V ) = σ(W), then {0} 	= Wˆ‖x ⊂ (Uˆ‖x ∩ Vˆ‖x).
Suppose, on the other hand, that there exists a ∈ 2(Zd) \ {0} such that a ∈ Uˆ‖x ∩ Vˆ‖x .
Then, there exist b ∈ Uˆ ′‖x , b′ ∈ Vˆ ′‖x and c, c′ ∈ Wˆ‖x such that 0 	= a = b ⊕ c = b′ ⊕ c′.
Therefore b−b′ = c′−c. Since b−b′ ⊥ Wˆ‖x and c′−c ∈ Wˆ‖x , we have 0 = b−b′ = c′−c.
This implies that 0 	= a = b ⊕ c and b ∈ Uˆ ′‖x ∩ Vˆ ′‖x and c ∈ Wˆ‖x . Note that
U ′ ∩ V ′ = [U  (U ∩ V )]∩ [V  (U ∩ V )]= (U ∩ V ) (U ∩ V ) = {0}.
Lemma 3.3 now implies that Uˆ ′‖x ∩ Vˆ ′‖x = {0} a.e. Therefore, b = 0. Hence there exists
a non-zero vector a = c ∈ Wˆ‖x = (U ∩ V )∧‖x . This implies that, for a.e. x ∈ Td such that
Uˆ‖x ∩ Vˆ‖x 	= {0}, x ∈ σ(U ∩ V ). 
Lemma 3.5. Let S be a shift-invariant subspace and A a measurable subset of Td . Define
S|A := {f ∈ S: fˆ‖x = 0 a.e. x ∈ Td \A}. Then S|A is also a shift-invariant subspace.
Proof. Let {fn: n ∈ N} be a sequence in S|A. Suppose that fn → f in L2(Rd) topology
as n → ∞ for some f ∈ L2(Rd). Since S|A ⊂ S and since S is closed, f ∈ S. We may
also assume, by passing to a subsequence if necessary, that fn converges to f pointwise
a.e. Since supp(fˆn) ⊂ A+ Zd , supp(fˆ ) ⊂ A + Zd . Hence supp(fˆ‖) ⊂ A. This shows that
f ∈ S|A. Therefore S|A is closed. It is easily seen to be invariant under each shift. 
Lemma 3.6. Let U := S(Φ) and V := S(Ψ ) and define E := {x ∈ σ(U) ∩ σ(V ): Uˆ‖x ∩
Vˆ‖x = {0}}, i.e., E = σ(U)∩σ(V )\σ(U ∩V ). Suppose that |E| > 0. U |E +V |E is closed
if and only if S(U |E,V |E) < 1. If Φ and Ψ satisfy the conditions in Theorem 3.2, then the
supremum cosine angle is given as
S(U |E,V |E) = ess-sup
x∈E
∥∥(GΨ (x)†)1/2GΦ,Ψ (x)(GΦ(x)†)1/2∥∥. (3.3)
Proof. U |E and V |E are shift-invariant subspaces by Lemma 3.5. Now, by Lemma 3.4,
σ(U |E ∩ V |E) = ∅. Therefore U |E ∩ V |E = {0}. Proposition 1.1 implies that U |E + V |E
is closed if and only if S(U |E,V |E) < 1. The expression (3.3) holds by Theorem 3.2 since
σ(U |E)∩ σ(V |E) ⊂ E. 
Lemma 3.7. Let U := S(Φ) and V := S(Ψ ), and let F := σ(U ∩ V ). Suppose that
|F | > 0. Then U |F + V |F is closed if and only if
S
(
U |F  (U ∩ V ),V |F  (U ∩ V )
)
< 1 or
S
(
U |F ,V |F  (U ∩ V )
)
< 1 or
S
(
U |F  (U ∩ V ),V |F
)
< 1.
Suppose that (U  (U ∩ V ))|F = S(Φ˜) and (V  (U ∩ V ))|F = S(Ψ˜ ) for some Φ˜, Ψ˜ ⊂
L2(Rd). If the conditions in Theorem 3.2 hold with Φ and Ψ replaced by Φ˜ and Ψ˜ , re-
spectively, then
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(
U |F  (U ∩ V ),V |F  (U ∩ V )
)
= ess-sup
x∈F
∥∥(GΨ˜ (x)†)1/2GΦ˜,Ψ˜ (x)(GΦ˜(x)†)1/2∥∥. (3.4)
If the conditions in Theorem 3.2 hold with Ψ replaced by Ψ˜ , then
S
(
U |F ,V |F  (U ∩ V )
)= ess-sup
x∈F
∥∥(GΨ˜ (x)†)1/2GΦ,Ψ˜ (x)(GΦ(x)†)1/2∥∥. (3.5)
If the conditions in Theorem 3.2 hold with Φ replaced by Φ˜ , then
S
(
U |F  (U ∩ V ),V |F
)= ess-sup
x∈F
∥∥(GΨ (x)†)1/2GΦ˜,Ψ (x)(GΦ˜(x)†)1/2∥∥. (3.6)
Proof. We note that U∩V is a shift-invariant subspace and U∩V = (U∩V )|F . Therefore,
U ∩ V is a closed subspace of U |F ,V |F and U |F + V |F . Note also that
U |F + V |F =
[
(U |F + V |F ) (U ∩ V )
]⊕ (U ∩ V ) = U |F + [V |F  (U ∩ V )]
= [U |F  (U ∩ V )]+ V |F .
Since the orthogonal complement of a shift-invariant subspace is also a shift-invariant
subspace, all the subspaces in the above equalities are shift-invariant subspaces. Hence
U |F + V |F is closed if and only if one of the following three subspaces are closed:
• (U |F + V |F ) (U ∩ V ) = [U |F  (U ∩ V )] + [V |F  (U ∩ V )];
• U |F + [V |F  (U ∩ V )];
• [U |F  (U ∩ V )] + V |F .
Obviously,
{0} = [U |F  (U ∩ V )]∩ [V |F  (U ∩ V )]= U |F ∩ [V |F  (U ∩ V )]
= [U |F  (U ∩ V )]∩ V |F .
The equivalence assertion in the lemma now follows from Proposition 1.1, and the supre-
mum cosine angle representations (3.4), (3.5) and (3.6) follow from Theorem 3.2. 
The proof of the following lemma is trivial.
Lemma 3.8. Let U and V be shift-invariant subspaces. Suppose that Td =⊎nj=1 Tj for
some measurable sets Tj . Then U + V is closed if and only if U |Tj + V |Tj is closed for
each j .
The following is a characterization of the closedness of the sum of two shift-invariant
subspaces in terms of the supremum cosine angles, which is the main theorem of this
section.
Theorem 3.9. Let U := S(Φ) and V := S(Ψ ), and let F := σ(U ∩ V ). Define E := {x ∈
σ(U)∩ σ(V ): Uˆ‖x ∩ Vˆ‖x = {0}}, i.e., E = σ(U)∩ σ(V ) \F . Then U +V is closed if and
only if one of the following angle conditions holds:
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{
S(U |E,V |E),S
(
U |F  (U ∩ V ),V |F  (U ∩ V )
)}
< 1;
max
{
S(U |E,V |E),S
(
U |F ,V |F  (U ∩ V )
)}
< 1;
max
{
S(U |E,V |E),S
(
U |F  (U ∩ V ),V |F
)}
< 1.
Moreover, if the corresponding conditions on the generating sets in Theorem 3.2 hold, then
the supremum cosine angles are given by Eqs. (3.3), (3.4), (3.5) and (3.6).
Proof. By Lemma 3.4 σ(U)∩ σ(V ) = E unionmulti F . Hence
T
d = [Td \ (σ(U)∪ σ(V ))]unionmulti [σ(V ) \ σ(U)]unionmulti [σ(V ) \ σ(U)]unionmultiE unionmulti F.
Let G := Td \ (σ (U) ∪ σ(V )),H := σ(U) \ σ(V ), and I := σ(V ) \ σ(U). Then U |G +
V |G = {0},U |H + V |H = U |H , and U |I + V |I = V |I . Hence they are closed by
Lemma 3.5. Therefore, U + V is closed if and only if U |E + V |E and U |F + V |F are
closed by Lemma 3.8. The conclusion now follows by Lemmas 3.7 and 3.6. 
We now recover the corresponding theorem [20, Theorem 2.3] for the singly generated
shift-invariant subspaces.
Corollary 3.10. [20] Let U := S({ϕ}),V := S({ψ}), and let
E := {x ∈ σ(V )∩ σ(W): ϕˆ‖x and ψˆ‖x are linearly independent}.
Then U + V is closed if and only if either |E| = 0, or
ess-sup
x∈E
{ |〈ϕˆ‖x, ψˆ‖x〉|
‖ϕˆ‖x‖2(Z)‖ψˆ‖x‖2(Z)
}
< 1. (3.7)
Proof. Note that E is as in Lemma 3.6. Suppose that F := σ(U ∩ V ) is of positive
Lebesgue measure. Since Uˆ‖x = span{ϕˆ‖x} and Vˆ‖x = span{ψˆ‖x}, Uˆ‖x = Vˆ‖x for a.e. x ∈ F
by Lemma 3.4. This implies that U |F = V |F = (U ∩ V )|F = U ∩ V by Proposition 2.2.
Therefore, [U  (U ∩ V )]|F = [V  (U ∩ V )]|F = {0}. Thus, S(U |F  (U ∩ V ),V |F 
(U ∩ V )) = S(U |F ,V |F  (U ∩ V )) = S(U |F  (U ∩ V ),V |F ) = 0. Therefore, U + V
is closed if and only if S(U |E,V |E) < 1, or equivalently if and only if |E| = 0 or (3.7)
holds. 
We now provide two examples illustrating that taking the maximum of two angles in
Theorem 3.9 is necessary. Let us identify T with [0,1]. And let {en}n∈Z be the standard
orthonormal basis of 2(Z). Define
ϕˆ1(x) :=
{
x, if 0 x  1,
1, if 1 x  2,
0, otherwise,
ϕˆ2(x) := χ[2,5/2](x), ψˆ1(x) := χ[1,2](x), and ψˆ2(x) := χ[2,3](x). Then, for x ∈ T = [0,1],
ϕˆ1‖x = xe0 + e1, ϕˆ2‖x = χ[0,1/2](x)e2, ψˆ1‖x = e1, and ψˆ2‖x = e2. Let Φ := {ϕ1, ϕ2}, Ψ :=
{ψ1,ψ2}, U := S(Φ), and V := S(Ψ ). Since
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{
χ[0,1/2](x)e2
}
,
Vˆ‖x = span{e1} ⊕ span{e2},
it is easy to see that F := σ(U ∩ V ) = [0,1/2], E := {x ∈ σ(U) ∩ σ(V ): Uˆ‖x ∩ Vˆ‖x =
{0}} = [1/2,1]. Let Φ˜ := {ϕ1} and Ψ˜ := {ψ1,ψ3}, where ψˆ3 := χ[5/2,3]. Then, we have
U ∩ V = S({ϕ2}), U  (U ∩ V ) = S(Φ˜), and V  (U ∩ V ) = S(Ψ˜ ). Now, direct calcula-
tions show that
GΦ,Ψ (x) =
(
1 0
0 χ[0,1/2](x)
)
, GΦ(x) =
(
x2 + 1 0
0 χ[0,1/2](x)
)
,
GΨ (x) =
(
1 0
0 1
)
.
The diagonal matrix GΦ(x) has its pseudo-inverse
GΦ(x)
† =
(
(x2 + 1)−1/2 0
0 χ[0,1/2](x)
)
.
It is now easy to see that
S(U |E,V |E) = ess-sup
x∈[1/2,1]
∥∥(GΨ (x)†)1/2GΦ,Ψ (x)(GΦ(x)†)1/2∥∥
= ess-sup
x∈[1/2,1]
∥∥∥∥( (x2 + 1)−1/2 00 χ[0,1/2](x)
)∥∥∥∥= ess-sup
x∈[1/2,1]
(
x2 + 1)−1/2
=
√
4
5
.
On the other hand, we have
GΦ˜(x) =
(
x2 + 1), GΨ˜ (x) = (1 00 χ[1/2,1](x)
)
, GΦ˜,Ψ˜ (x) =
(
1
0
)
.
Therefore, (GΨ˜ (x)
†)1/2 = GΨ˜ (x) and (GΦ˜(x)†)1/2 = ((x2 + 1)−1/2). Hence
S
(
U |F  (U ∩ V ),V |F  (U ∩ V )
)
= ess-sup
x∈[0,1/2]
∥∥(GΨ˜ (x)†)1/2GΦ˜,Ψ˜ (x)(GΦ˜(x)†)1/2∥∥= ess-sup
x∈[0,1/2]
∥∥∥∥( (x2 + 1)−1/20
)∥∥∥∥
= ess-sup
x∈[0,1/2]
(
x2 + 1)−1/2 = 1.
Hence U + V is not closed by Theorem 3.9. In particular, that S(U |E,V |E) < 1 does not
imply that S(U |F  (U ∩ V ),V |F  (U ∩ V )) < 1.
It is equally easy to construct an example where S(U |F  (U ∩V ),V |F  (U ∩V )) < 1
and S(U |E,V |E) = 1. Define ϕ3 via ϕˆ3 := χ[5/2,3]. Let Π := {ϕ1, ϕ3}, U := S(Π) and
V := S(Ψ ). Then U and V form such an example, which may be checked by the readers.
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