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I. OPERATIONAL DEFINITIONS
T HE TYPICAL circuits text begins with a discussion and a list of fundamental and derived units and dimensions carried over to circuit analysis from the student's undergraduate physics courses [1] . Such lists include many quantities that are never used in the text. Examples are force, temperature, light intensity, and length. (Though temperature is important in applications, it is not used in the ideal models of circuit analysis, itself; furthermore, one of the basic axioms of circuits is that size and shape are unimportant to the purely electrical behavior of a circuit.)
This problem can be solved by using operational definitions [2] - [4] of three fundamental quantities: time, voltage, and current. An operational definition consists of specification of two things-the instrument to be used and the procedure to be used for the measurement. As an illustration, consider voltage. One assumes the existence of an ideal voltmeter, with the measurement procedure shown in Fig. 1(a) . The symbolic meaning of this measurement is shown in Fig. 1(b) , which means exactly, no more and no less, the procedure of Fig. 1(a) .
Time and current are considered to be fundamental in the SI system of physics, but voltage is not. The reason voltage is treated as fundamental here is that all other variables encountered in circuit analysis can be defined in terms of the aforementioned three using mathematical equations; that is, all others can be considered to be derived variables. Thus, charge is the product of current and time; flux linkage is the product of voltage and time; power is the product of voltage and current (no need for force and distance); and energy is the product of power and time. current lead to the following advantages over the conventional "physics-based" definitions.
• It eliminates the physics prerequisite.
• It relates the theoretical concepts to practical laboratory procedures.
• It makes circuit analysis a mathematical discipline [5] , [6] ; hence, any statement can be either proved or disproved by purely circuit-theoretic methods.
II. NODAL ANALYSIS
Even the classical topic of nodal analysis can be enhanced by a careful re-examination. Two major facets of this powerful tool will be investigated here: nodal analysis "by inspection" and the statement and proof of conditions under which nodal analysis is guaranteed to be successful. The example circuit in Fig. 2 [7, pp. 133-135] will be used for these derivations. The reader can verify that the nodal equations in matrix form are (1) or, in more compact symbolic form 1 (2) It is well known that the matrix for a circuit without dependent sources can be written down by inspection: in row , the term is the sum of the conductances connected to node and the term is the negative of the sum of the conductances connecting nodes and . What is not so well known is that the right-hand side (the source matrix) can be written down by inspection also.
Consider the KCL equation at node 1 with currents outward assumed to be positive:
Notice, now, that the function is multilinear-that is, it is a linear combination of the unknown node voltages and the source values. Multilinearity means that superposition holds for these variables. Thus, (3) can be written as either (4) or as (5) Equation (5) has the following meaning: the sum of the currents leaving a node or supernode due to the independent node voltages acting alone is equal to the sum of the currents entering that node or supernode due to the sources acting alone. This interpretation gives rise to two equivalent circuits called the deactivated circuit and the forced circuit. The first is obtained by deactivating the sources, and the second by "clamping" or "forcing" the independent node voltages to zero. Those for the example being considered are shown in Fig. 3 . The deactivated circuit is on the left of the figure and the forced circuit is on the right. The nodal conductance matrix is merely read off from the deactivated circuit, and the source matrix is then written directly by summing currents at the nodes in the forced circuit. The reader can quickly check that this procedure gives the correct results by comparing the resulting equation with (1) .
The question immediately arises as to whether the nodal equations are solvable. The author is aware of only one introductory text [8, p. 430 ] that actually states and proves such conditions, relying on the symmetry and positive definiteness of the nodal conductance matrix-and that text relegates the crucial step to an appendix [8, pp. 850-851] , where a "celebrated theorem of Hadamard" is used, but not proved, and the celebrated theorem itself is quite difficult to find in the literature. The statement and proof of such conditions, however, are actually quite easy for circuits having only positive resistors and independent sources. The total power consumed by the deactivated circuit must be zero. Though very intuitive, this statement can be made rigorously true by application of the Tellegen theorem. The total power is the sum of the powers absorbed by all the individual resistors. The power absorbed by a resistor is , where is the resistor voltage, and the total power absorbed is the sum of a number of such nonnegative terms. Thus, all the resistor voltages are zero. Now see the deactivated circuit in Fig. 3 . It is connected; hence, there is a path of resistors from the reference node to any other node. In general, if the deactivated circuit is connected, there will always be such a path, as illustrated in Fig. 4 . Since the node voltage is the algebraic sum of the resistor voltages along the path, the node voltage , itself, is zero. But this means that when the sources are deactivated the only solution to (2) is and this, in turn, means that the determinant of the nodal conductance matrix is nonzero. (This statement follows in an entirely elementary way from the process of row reduction of a matrix.) Since the determinant of the nodal conductance matrix is nonzero, (2) has a unique solution for any set of source values.
Finally, suppose the deactivated circuit is not connected. In this case, one can define a reference node in each part and refer all node voltages in that part to that chosen reference. The resulting matrix nodal equation will have a "quasidiagonal" nodal conductance matrix, and each of the diagonal matrices will have an inverse by the argument just given. Hence, one can say with confidence that the node voltage method will always succeed for circuits with only positive resistors and independent sources. 2 
III. ACTIVE CIRCUITS
The typical introductory circuits text does not treat active circuits very well. Many of the most important issues surrounding such circuits involve questions of solvability for various values of the dependent source gain parameters, but the typical text only analyzes circuits with particular values of those parameters-values carefully chosen to make the circuit solvable. There is, however, a technique that can be used to simplify the solution of active circuits which the author calls "taping" [4, pp. 167-168] . Consider the dependent sources shown in Fig. 5 . The one on the left is a dependent voltage source. If the controlling variable is a voltage somewhere else in the circuit, the source is called a voltage-controlled voltage source, which we will abbreviate to VCVS. If the controlling variable is a current, the source is called a current-controlled voltage source, or CCVS. The one on the right is called a current-controlled current source (CCCS) or a voltage-controlled current source (VCCS) depending upon the type of controlling variable. One of the basic axioms of circuit theory is that any element is defined completely by its -characteristic, which is shown for each type of dependent source in Fig. 5 . The important thing to note is this: the -characteristic of any type of dependent source is exactly the same as that of the corresponding type of independent source-except for the fact that its value depends upon another circuit variable.
Imagine, now, that the dependency relation of a dependent source is written on a label on the source. Then visualize the metaphor of placing a piece of masking tape over that label with the symbol written on it for a dependent voltage source or the symbol for a dependent current source. This operation, which will be called taping the dependent source, turns a dependent source temporarily into an independent source of the same type having an unknown value ( or ). The circuit can then be analyzed the same way one would analyze an equivalent circuit whose sources are all of the independent type. After the circuit equations are written, one visualizes himself or herself "untaping" the dependent sources and expressing their values in terms of the unknowns.
The circuit in Fig. 6 illustrates the process. The same circuit after taping is shown in Fig. 7 . The dependent source symbol is retained merely as a reminder that it must eventually be "untaped." The taping process will be used to critique a number of circuit analysis methods.
A. Superposition with Dependent Sources
The typical circuits text prohibits (in no uncertain terms) the deactivation of dependent sources when superposition is ap- plied. For instance, [9, p. 126] 3 states "-in applying superposition, only the independent sources are killed, never the dependent sources." Nilsson and Riedel [10, p. 149] state, "-you must recognize that the dependent sources are never deactivated." Irwin [11, p. 204 ] put it like this: "-however, dependent sources are not made zero and remain in the circuit." Dorf [12, p. 148 ] says "Also, it is important to note that if a dependent source is present, it must remain active (unaltered) during the superposition process." Hayt and Kemmerly [1, p. 73]: "Note that dependent sources are in general active in every experiment." Two pages later [1, p. 75] they leave little doubt by saying, "-there must be at least two sources in operation: one independent source and all the dependent sources."
In fact, dependent sources can be deactivated when using superposition [4, Example 5.3 and the following discussion, pp. 174-176]. This contention will be supported by analysis of the circuit in Figs. 6 and 7, with the goal being to determine . The reader can easily use superposition on all the sources in the circuit in Fig. 7 to verify that . One must compute the controlling voltage , also, which has the value . Untaping the dependent source then gives , which yields /(1-0.4 )-provided . If , untaping gives . In that event, there is clearly no solution. It will be left to the reader to show that V is the unique solution when and that there are an infinite number of solutions when and the independent current source value is reduced to zero.
B. Thévenin-Norton Equivalents
The typical circuits text insists upon the use of superposition to find the Thévenin-Norton equivalents of a given two-terminal subcircuit (often calling it a "two-terminal circuit," thus not distinguishing a circuit from a subcircuit). This narrow outlook is perhaps due to the fact that the classical derivation of these equivalents uses superposition. It is, however, the -characteristic that is important [4, p. 87] . Thus, consider the derivation of the Thévenin equivalent of the two-terminal subcircuit of Figs. 6 and 7 that results when the rightmost 4 resistor is removed. Application of an independent source to the two terminals then gives the circuit illustrated in Fig. 8 (dependent source taped) . Notice that the test source has a literal value-not a numerical one. The reader can readily analyze this circuit using any technique to obtain and . Untaping, one obtains . Rearranging gives (1-0.5 )
. Now-assuming that -one gets the relation . Using this in the expression above for results in the expression . This, however, is the terminal relation for a series circuit consisting of a voltage source and a resistor having the values shown in Fig. 9 . In short, it is the Thévenin equivalent of the original two-terminal network. Note that when , there is no solution for , and one must insist that A. In this case the Thévenin equivalent does not exist, but the Norton does-and it consists of a 10-A current source alone. If then , and the Thévenin equivalent becomes a short circuit. Furthermore, is negative when . Notice that only one analysis need be done-by applying a literal-valued test source and deriving the -characteristic having and as parameters. 
C. Another Aspect of Thévenin-Norton Equivalents
The standard introductory text prohibits the controlling variable of a dependent source from appearing outside the two-terminal network being analyzed [1, p. 82]; [9, p. 127]; [11, p. 214] ; [12, p. 152 ]. This restriction, however, is not necessary. Consider, for example, the circuit shown in Fig. 10 , wherein the objective is to obtain the Thévenin Equivalent for the two-terminal subcircuit to the left of terminals and . Note that the controlling variable is outside this subcircuit. Removing the "external" elements and connecting a test source results in Fig. 11 . 4 The reader can quickly analyze this circuit (note that the dependent source has been taped) and thus verify that . Solving, one obtains . Untaping, one obtains (the taping is not really necessary for such a simple circuit). This equation, however, is the KVL relation for the subcircuit shown in Fig. 12 . Notice that, in addition to the usual independent source, there is a dependent one. Notice, too, that one can obtain the 1 equivalent resistance by deactivating all the sources, including the dependent one-a procedure prohibited by the usual text [1, p. 87] ; [9, p. 132] ; [11, p. 227] .
If one now redefines the two-terminal subcircuit to include the controlling variable, the dependent source disappears. It will be left for the reader to analyze the circuit that results from doing so and applying a test source to verify that its terminal relation is . The Thévenin equivalent in this case is an 8/3 V independent source in series with a 4/3 resistor. The dependent source has now affected the value of equivalent resistance; it, itself, has vanished, and the "usual" Thévenin equivalent is obtained. For more details, see [4, pp. 177-178] .
IV. AC FORCED RESPONSE
The final topic to be addressed in this paper is the subject of phasor analysis. The usual introductory text typically makes a clear statement that "complex signals do not exist in the real world," meaning that "only real signals do." Here are some examples. Hayt and Kemmerly [1, p. 246] say, "We must next depart from physical reality by applying an imaginary forcing function, one which cannot be applied in the laboratory but can be applied mathematically." Johnson et al. [9, p. 316] aver that "We cannot duplicate such a complex excitation in the laboratory, but there is no reason we cannot consider it abstractly." (The similarity of these two statements cannot be overlooked.) Nilsson and Riedel [10, p. 367] put it this way, "Any solution which contains a mixture of time domain and phasor domain nomenclature is nonsensical." Such statements as these are highly misleading and do more pedagogical harm than good. On one level, one can respond that complex signals certainly have as much "reality" as do real ones. On another, one can respond that such statements are meaningless because it is not the mathematical equations that have real existence, but the physical voltages and currents [13] . The problem is that complex numbers are most often defined as , with and being real and . On the other hand, there is a very straightforward way of introducing complex signals that ties them down in a concrete way to laboratory procedures. A complex number is defined to be the real number pair . Thus, a time-varying complex signal can be visualized as a "twowire" signal as shown for voltages in Fig. 13 . The "complex" form on the right is merely a short hand abbreviation for the "real form" on the left. When defining complex numbers and signals, one must, of course, accept these definitions: , , , and (where is a real number). All of these operations can be realized using real system elements, a task left to the reader to do. Noting that and , one sees that these "purely real" complex numbers have all the same properties as ordinary real numbers. Thus the agreement is made that is to be symbolized at each occurrence simply as and that the zero imaginary part is ignored. One defines . Then . [The last equality is not equality in the sense of equality of complex numbers, but merely a statement that is to be regarded as another "name" of and no errors are committed by doing so.] One then has, for any real , -a purely imaginary number (though , itself, is a real number). This means that . One can express Eulers formula as , , which has the "two-wire signal" interpretation shown in Fig. 14 . Nothing would seem to be more "real!"
What is the physical meaning of a phasor? Start with the real signal and generate another (in the laboratory, with another sinusoidal source synchronized to ) of the form . The resulting "two-wire signal" can then easily be seen to have the form , , , which-by Euler's formula-can be written in the form , where is the phasor associated with . Thus, the phasor is merely a complex multiplier, with the realization shown in Fig. 15 . For more details, see [4, Ch. 8] .
V. SUMMARY This paper has been a critical reassessment of several fundamental topics in introductory circuit theory, using examples from popular texts to justify the thesis that a closer look at the topics in this basic course is needed. References to a number of either misleading or erroneous statements and approaches in widely-used introductory texts have been cited. The author has taught the alternate approaches suggested here for many years, and they were developed primarily in response to student questions about the corresponding topics. The author hopes that the reader will be inspired to reexamine his or her own text from a more critical viewpoint and perhaps add additional critical contributions to the literature. The author also hopes he has effectively affirmed that research (both technical and pedagogical) in circuit analysis can be both interesting and profitable.
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