We are interested in the spectral properties of the magnetic Schrödinger operator H ε in a domain Ω ⊆ R 2 with compact boundary and with magnetic field of intensity ε −2 . We impose Dirichlet boundary conditions on ∂Ω. Our main focus is the existence and description of the so-called edge states, namely eigenfunctions for H ε whose mass is localized at scale ε along the boundary ∂Ω. When the intensity of the magnetic field is large (i.e. ε << 1), we show that such edge states exist. Furthermore, we give a detailed description of their localization close to the boundary ∂Ω, as well as how their mass is distributed along it. From this result, we also infer asymptotic formulas for the eigenvalues of H ε .
Introduction
In this paper we are concerned with the structure of the eigenfunctions for the Schrödinger operator in the presence of a magnetic field. More precisely, for a simply connected domain Ω ⊆ R 2 with C 4 boundary, we study the spectrum and the eigenfunctions of the Hamiltonian H := −(∇ + ia) · (∇ + ia) (1.1) on L 2 (Ω), with domain D(H) = H 2 (Ω) ∩ H 1 0 (Ω). Here, the magnetic potential is a vector field a : Ω → R 2 that corresponds to the magnetic field ∇ × a = b e 3 , with b = b(x) ∈ C 0 (Ω; R) and e 3 ∈ R 3 being the canonical versor in the perpendicular direction to the plane containing the domain Ω.
The focus of our study are the localization properties of the eigenfunctions when the intensity of the magnetic field be 3 is large. Specifically, given the Hamiltonian we study the eigenvalue problem
in Ω Ψ = 0 on ∂Ω , λ ∈ R (1.2) with a fixed magnetic potential a ∈ C 1 (Ω; R 2 ) and when ε << 1. For a large class of magnetic potentials a, many eigenvalues in (1.2) correspond to the so-called edge states, namely the associated eigenfunctions have most of their L 2 -norm concentrated along the boundary ∂Ω at a distance of order ε.
In the sake of simplicity, the main results of this paper are given in the case of a constant magnetic field b = b 0 ∈ R. We stress, though, that our techniques may easily be adapted also to non-constant magnetic fields that do not oscillate too much. For more details about this "smallness" condition, we refer to Subsection 2.4.
In the absence of a boundary in (1.2) (i.e. when Ω = R 2 ), it is well known that the spectrum of H ε is pure point, has countably many gaps of size ε −2 and may be written as σ(H ε ) = ε −2 σ Landau , with σ Landau being the so called Landau levels
Here, the notation N stands for the natural numbers including 0. It is well-known that for each fixed value ε −2 b 0 (n + 1 2 ) ∈ σ(H ε ), one may construct a countable family of eigenfunctions {Ψ m } m∈N having (finite) L 2 -norm that concentrates at infinity when m → +∞. Our main objective is therefore to understand from an analytical point of view how the presence of a boundary in (1.2) gives rise to eigenvalues in the gaps of ε −2 σ Landau that correspond to edge states.
The main result that we prove in this paper may be outlined in the following way: If {λ ε } ε>0 is any family of eigenvalues for H ε in (1.2) such that ε 2 λ ε → λ and λ / ∈ σ Landau , then the corresponding family of eigenfunctions {Ψ ε } ε>0 is made of edge states. More precisely, we show that if Ω ε := {x ∈ Ω : dist(x, ∂Ω) < Lε}, with L sufficiently large but independent from ε, then Ψ ε L 2 (Ωε) ≃ Ψ ε = 1, (1.4) and the probability density |Ψ ε | 2 is roughly homogeneously distributed along ∂Ω. Moreover, λ > min(σ Landau ) = b 0 2 . Reciprocally, we stress that it may be seen by classical asymptotic techniques and perturbation theory for self-adjoint operators that for every λ > b 0 2 such that λ / ∈ σ Landau , there exists a sequence of eigenvalues {λ ε } ε>0 such that ε 2 λ ε → λ.
In addition to the previous result, we obtain rigorous detailed formulas on the asymptotic behaviour of both Ψ ε and λ ε (see Theorem 2.5 and Corollary 2.7). We show that the eigenvalues λ ε have form
where the functions ν and B are evaluated on the wave number k and do not depend on the geometry of the boundary ∂Ω. On the other hand, the corresponding eigenfunctions, approximated with the same level of accuracy, do depend on the curvature of the domain ∂Ω.
Operators with the form (1.1) have been extensively studied in both the physical and mathematical literature [2, 14] . When Ω is sufficiently smooth (not necessarily bounded), the operators H ε are selfadjoint [11, 17] . If Ω is bounded, the spectrum is discrete [11] ; if Ω is an exterior domain then it has both discrete and essential spectrum. In this case, the essential spectrum coincides with the rescaled Landau levels set ε −2 σ Landau [17] .
The localization of the eigenfunctions Ψ ε with ε 2 λ ε sufficiently separated from the Landau levels set (1.3) might be expected from physical grounds and it has been proven for specific geometries in which the spectrum of H ε may be explicitly computed; we refer to [10, 15] for the case of circular geometries and to [12] for the case of Ω being the half-plane. This phenomenon is closely related to the Quantum Hall Effect, namely that the transport of electrical current in the presence of a magnetic field takes place only along the boundary when the Fermi energies (in our setting the value λ) are different from the Landau levels (see, for instance, [16] [Ch.1]).
A result related to the one of this paper has been obtained in [8] . In that paper, the authors study the Hamiltonian H + V with H as in (1.1) and V bounded and satisfying a smallness condition depending on the magnetic field |b|. They define the operator in an unbounded domain Ω ⊆ R 2 , whose boundary is as well an unbounded curve. They consider Dirichlet boundary conditions or other types of confining potentials. In this case, since the edge states are localized along an unbounded boundary, they are expected to correspond to the absolutely continuous part of the spectrum of H + V . By using the socalled Mourre commutator estimates, they prove indeed that the spectrum between the Landau levels is absolutely continuous if the domain Ω satisfies a suitable geometric condition (c.f. [8] [assumption (GA)]) which excludes domains having constant or shrinking thickness sufficiently far away from the origin.
We also mention that the spectral properties of the Hamiltonian (1.1) with Neumann boundary conditions has been extensively studied in the context of superconductivity problems (see, e.g. [11] ). We mention that a remarkable feature that takes place in the case of Neumann boundary conditions is that the presence of a non-empty boundary ∂Ω can yield that the values of the ground state are smaller than the minimum of the Landau levels (1.3).
A class of Schrödinger operators in which the existence of (generalized) eigenfunctions localized along an interface has been investigated in a series of papers by Fefferman, Lee-Thorp and Weinstein (see e.g. [4, 5, 6, 7] ). In these works the authors consider operators of the form −∆ + V δ on L 2 (R 2 ), with V δ being asymptotically periodic at infinity, with the periodicity of an hexagonal lattice. This particular periodicity is motivated by the structure of graphene.
We also mention that the edge states studied in this papers may be interpreted in physical terms using the theory of topological insulators [3, 19] . These ones are a class of materials in which the transport of waves cannot take place in the bulk of the material, but only along its boundary or edges. Many aspects of this propagation along these specific parts of the material are very robust under perturbation of the Hamiltonian H in question, and may be explained by means of the topological properties of the spectral Floquet-Bloch bands for the spectrum σ (H) .
For what concerns the techniques used in this paper, there are several analogies with the ones coming from the theory of homogenization for operators having oscillating coefficients. This is in particular true for what concerns the study of the distribution of the probability density |Ψ ε | 2 along the boundary ∂Ω. For a more detailed explanation, we refer to Subsection 2.3. It is also interesting to remark that in the context of homogenization it was proved in [1] that for a large class of second-order operators with highly oscillating periodic coefficients the eigenvalues can either be described in terms of Bloch eigenfunctions or are localized along the boundary.
We finally stress that the results of this papers may be extended with minor changes also to the case of a bounded scalar potential V with V L ∞ Cε −1 and, as already mentioned above, to non-constant magnetic fields that do not oscillate too much. Similarly, we may extend all the results also to any unbounded domain having compact and C 4 boundary. For further details on these generalizations, we refer to Subsection 2.4. We also mention that in the case of a general magnetic field b we expect to have eigenfunctions that are partially localized along the boundary and partially on the bulk. We plan to address this issue in the near future.
Solutions to the previous problem, that are solely in L 2 loc (R 2 ), are given by the (generalized) eigenfunctions Ψ k,n (x, y) = e iky H n (k, x), k ∈ R, n ∈ N, (2.3) with H n (k, ·) ∈ L 2 (R) solving
and normalized such that´+
For each k ∈ R fixed, it is well-known that the harmonic oscillator
on {x > 0}, with Dirichlet boundary conditions, has compact resolvent and therefore a discrete spectrum σ(O(k)) := {ν n (k)} n∈N ⊆ R + made of simple eigenvalues [18] . The functions {H n (k, ·)} n∈N in (2.3) are therefore the corresponding eigenfunctions. For every n ∈ N, we may thus define the function
This, together with (2.3), yields that the spectrum of H 0 may be written as
More rigorously, we have the following: Lemma 2.1. Let H 0 and O(·) be as above. Then
• For every n ∈ N, the "branch" ν n = ν n (k) defined in (2.6) is analytic in R and satisfies
Furthermore, we have
8)
where H n (k, ·) is the corresponding eigenfunction;
• The spectrum of H 0 satisfies (2.7) and coincides with the interval [ 1 2 ; +∞). Furthermore, it may be split into an absolutely continuous part and an essential part. The essential part corresponds to the Landau levels σ Landau of (1.3) (with b 0 = 1);
• For every k ∈ R and n ∈ N, the eigenfunction H n (k, ·) corresponding to the eigenvalue ν n (k) in
The estimates of this lemma are standard and follow easily by classical results for harmonic oscillators [13, 18] . We remark that the properties of the functions ν l may be inferred by standard comparison principles combined with Min-Max theorems for semi-bounded operators [18] [Theorem XIII.1]. Identity (2.8) may be easily proven by differentiating in k the equation for each H n (k, ·) and testing with H n (k, ·) itself.
Remark 2.2. We remark that the solutions of (2.4) for k = 0 are all the Hermite functions, namely the eigenfunctions for O(0) in R, that vanish at the origin. These correspond to all the Hermite functions having even quantum numbers n ∈ N. By recalling that the spectrum of O(0) in R is given by the set σ Landau of (1.3), this yields that ν n (0) = 2n + 1 2 for every n ∈ N.
Main results
Let us consider H ε as in (1.2), with magnetic potential a ∈ C 1 (Ω;
, be a family of eigenfunctions for H ε in Ω with Dirichlet boundary conditions. We denote by {λ ε } ε>0 ⊆ R the associated eigenvalues . Our first result states that the eigenfunctions are localized in a neighbourhood of ∂Ω of size ε. Theorem 2.3. Let (Ψ ε , λ ε ) be as above and let d ∂Ω = d ∂Ω (x) be the distance function from the boundary ∂Ω. If there exist λ, δ > 0 and N ∈ N\{0} such that ε 2 λ ε → λ with
9)
then for every n ∈ N there exists a constant C = C(N, δ, n) such that
The next two theorems provide a more detailed description of the behaviour of the eigenfunctions Ψ ε close to the boundary. In particular, they prove that such eigenfunctions are proper edge states since they are not only localized at distance ∼ ε from ∂Ω, but are roughly homogeneously distributed along the boundary. We first give this result in the case of the rescaled eigenvalues ε 2 λ ε being between the first and second Landau level (i.e. with N = 1 and any δ > 0 in (2.9) of the previous theorem). The general case N 1 is given in Theorem 2.5 and is an almost immediate generalization of the case N = 1. We comment more on this before Theorem 2.5.
In view of the next results, we fix the following gauge in (1.2): We set the magnetic potential a = a(x) : Ω → R 2 to be the rotated gradient a := (∇φ) T , (2.11) where φ solves
Since we aim at describing the behaviour of Ψ ε close to the boundary, it is also useful to introduce the following (local) curvilinear coordinates: Since Ω is bounded, simply connected and with C 4 boundary, we may parametrize its boundary ∂Ω by arc-length and write it as
with L being the length of the curve ∂Ω. Without loss of generality, throughout the rest of the paper, we assume that L = 1. For every ξ ∈ T we thus denote by
the tangent and the (outer) normal vector at f (ξ) ∈ ∂Ω, respectively. Since ∂Ω is C 4 , there exists δ > 0 such that the tubular neighbourhood
where the new coordinates (ξ, s) are defined by
Throughout the paper, for any given two points ξ, ξ * ∈ T, we denote by d(ξ, ξ * ) the distance on T between ξ and ξ * .
For f as in (2.13), we denote by α : T → R the normal derivative of φ along ∂Ω and κ : T → R the signed curvature of ∂Ω. In other words, for every ξ ∈ T
For every ε > 0, l ∈ N and k ∈ R, we also set
Finally, if {λ ε } ε>0 and λ are as in Theorem 2.3, with λ satisfying (2.9) for some N and δ, we denote by k 1 , · · · k N ∈ R the (unique) values such that
(2. 19) We remark that the existence and uniqueness of the previous solutions follows from the properties of the spectrum of H 0 enumerated in Lemma 2.1. Furthermore, since ε 2 λ ε → λ and the functions ν l (·) are analytic in k ∈ R, there exists an ε 0 = ε 0 (λ) > 0 such that for every ε < ε 0 there are exactly k ε,1 , · · · , k ε,N ∈ R with k ε,j → k j for all l = 1, · · · , N and such that
Bearing in mind the previous notation, we have:
2) with a as in (2.11) . Let, {λ ε } ε>0 be the associated eigenvalues satisfying (2.9) of Theorem 2.3 for some δ > 0 and with N = 1. Then, for every sequence ε ↓ 0 we may extract a subsequence ε j ↓ 0 and ρ ∈ [0, 2π) such that the function
We stress that in the previous statement the integral in the variable ξ ∈ T is over the set {ξ ∈ T : d(ξ, ξ * ) < ε} and averaged by its the measure. We stress that, as it will be the case in most parts of this paper, since ε ↓ 0, the set locally is diffeomorphic to the Euclidean space R.
The next theorem extends the previous result to the general case of the limit value λ in (2.9) being between any two Landau levels. In contrast with the previous case, there is more than one value k ∈ R satisfying (2.19) . Hence, at scale ε the eigenfunctions are expected to behave as a linear combination of the functions e ik j,ε ξ ε H j (k j,ε , s ε ). In order to understand how each one of the eigenfunctions in the sum propagates along the boundary, i.e. proving the existence of θ l,ε ∈ R above for each l = 1, · · · , N , one needs to deal with possible resonances between the plane waves e ik j,ε ξ ε , j = 1, · · · , N . For general values k 1,ε , · · · , k N,ε ∈ R, indeed, the "interaction" between the previous waves becomes negligible only when averaging in ξ over lengthscales of order bigger than ε. More precisely, for every α > 0, one may find M > +∞ such that for all j, l = 1, · · · , N with j = l
Note that this implies in particular that for all
This motivates the need of a mesoscale M ε ε, M ε → +∞ in the convergence result of the next theorem. However, we stress that the sequence M ε may be chosen to diverge at infinity as slowly as needed. Then, there exists a sequence ε j ↓ 0 and constants C 1 , · · · , C N ∈ C with N j=1 |C j | 2 = 1 such that the function
Remark 2.6. We remark that if the values k 1 , · · · , k N are pairwise commensurable, namely there exist {q l } N l=2 ⊆ Q such that k l = q l k 1 for all l = 2, · · · , N , then the family {M ε } ε>0 above may be chosen also to be constant, thus recovering the exact same estimate of Theorem 2.4. In this case, indeed, we may find M < +∞ such that all the integrals in (2.22) vanish and the proof of Theorem 2.4 adapts to this case only with trivial modifications.
Our last main result is a consequence of the asymptotic estimate (2.24) and describes, up to order ε −1 the behaviour of the spectrum of H ε away from the rescaled landau levels ε −2 σ Landau . Corollary 2.7. Let N, δ > 0. Any eigenvalue λ ε ∈ σ(H ε ) satisfying (2.9) is such that for some l ∈ N and q ε ∈ 2πεZ
Here, B l (·) and ω l as in (2.18) . Vice versa, for all l ∈ N and q ε ∈ 2πεZ such that ε −2 ν l (q ε ) satisfies (2.9), there exists λ ε ∈ σ(H ε ) satisfying (2.25).
Main ideas in the proofs
In these subsections we provide a first overview of the main ideas and intuitions behind the proofs of Theorems 2.3-2.5.
Ideas in the proof of Theorem 2.3. The proof of Theorem 2.3 is based on a simple scaling argument combined with a basic resolvent estimate. We sketch it below: A similar idea may be found in [1] . The main basic observation is that, if Ψ ε solves (1.2), then in the rescaled variablesx = x ε , the functioñ Ψ ε = Ψ ε (εx) satisfies (1.2) in a dilated domain of diameter 1 ε and with eigenvalue ε 2 λ ε 1. Therefore, if d = d ∂Ω (εx) 1 is the rescaled distance function from the boundary ∂Ω, thendΨ ε and the value ε 2 λ ε are an approximate eigenfunction and eigenvalue for H 0 in the full space R 2 (see (2.1)). More precisely, it holds H 0 (dΨ ε ) = ε 2 λ ε (dΨ ε ) + R ε in R 2 , with the error term R ε L 2 ε. By a simple resolvent estimate (see inequality before (3.14) ), this yields that
where dist(·, ·) is the standard Euclidean distance on R. From this inequality it is immediate to see the crucial role played by the assumption that the limit eigenvalue λ is away from the Landau levels σ Landau .
Ideas in the proofs of Theorems 2.5-2.4. The proofs of Theorems 2.4 and 2.5 rely on the same strategy and they only differ in the parts where the resonance of the waves {e ik j,ε ξ ε } N j=1 gives some technical challenges (c.f. (2.22)). We therefore discuss the strategy in the case of Theorem 2.4. We remark that Theorem 2.3 yields that Ψ ε is localized close to the boundary but does not give any information on how the norm is distributed along it. It does not exclude, indeed, that Ψ ε is localized only around a portion of the boundary ∂Ω. In order to show that Ψ ε is an edge state, we need to rule out this scenario. This is the real challenge in the proof of Theorems 2.5-2.4 as it requires to tie together the microscopic behaviour at scale ε of Ψ ε with its macroscopic behaviour along ∂Ω ∼ T.
As we rigorously show in the proof, the localization estimate of Theorem 2.3 allows to assume that the functions Ψ ε are supported at distance ∼ 1 from the boundary ∂Ω. This allows us to work in the local coordinates (ξ, s) and abuse notation by considering them as globally defined in T × R + .
By the localization estimates of Theorem 2.3, it is natural to believe that if we fix a point (ξ * , 0) of the boundary ∂Ω and rescale the local coordinates (ξ, s) → (εθ + ξ * , εµ) around such point, the magnified problem (1.2) "resembles" the one in (2.2) in the new coordinates (θ, µ) ∈ R × R + . In other words, when ε << 1, the behaviour of the rescaled functioñ
in the sets {|θ| < R}×R + , R > 0, is expected to be close to a multiple of the eigenfunction e ik ε,1 θ H 1 (k 1,ε , µ) corresponding to the eigenvalue ε 2 λ ε for H 0 in the half-plane (c.f. Lemma 2.1). To rigorously prove this, the main technical challenge is to characterize the limit forΨ ε : We do this by proving a rigidity/Liouville statement for (very) weak solutions to (2.2) that have a certain growth in variable θ (see Lemma 6.2).
We note that the scaling √ ε in the definition ofΨ ε is the correct one once we post-process the estimate of the main theorem. In the proof, we need to first rescale Ψ ε by ε mε , with m ε being the maximum of the L 2 norm of Ψ ε on the sets {ξ : d(ξ; ξ * ) < ε} × R + , for ξ * ∈ T.
By the reasoning of the previous paragraph, for every point (ξ * , 0) on the boundary, we may find a suitable constant A ε (ξ) ∈ C, |A ε (ξ * )| 1, such that for every R > 0
The next step, and the main challenge, is therefore to obtain a description of the behaviour of the amplitude A ε ∈ L ∞ (T) along ∂Ω. In particular, we prove that A ε (ξ) → F (ξ) uniformly on T, with F solving for every ξ * ∈ T the boundary value problem
This implies that the function A ε ∈ L ∞ (∂Ω) approximately behaves as the phase e iB 1 (k 1 )´ξ 0 κ(x) and that |Ψ ε | 2 is roughly homogeneous along ∂Ω.
To show this, we need to push (2.26) also up to lengthscales R ∼ 1 ε . In the original coordinates this means passing from an approximation for Ψ ε in neighbourhoods of size ε of the boundary to neighbourhoods of size 1. We thus need to consider the error term
and show that it grows at most linearly (with constant independent from ε) in the angular variable θ ∈ T 1 ε . This is the content of Proposition 4.3; the proof of (2.27) from the sublinearity result of Proposition 4.3 is contained instead in Lemma 4.4.
We stress that the proof of the previous results crucially relies on Proposition 6.1 in Section 6: Roughly speaking, this result states that if Ψ solves (2.2) with a further right-hand side that grows as a polynomial of degree m in the variable θ, then Ψ grows in θ at most like a polynomial of degree m + 1. This result combines techniques of Fourier analysis with resolvent estimates and allows to deal also with the frequencies where the operator H 0 − λ becomes singular (i.e. the values of k such that ν l (k) = λ). We mention that a tool that is extensively used throughout all the previous results is the standard relation between the order of growth of a function at infinity and the regularity of its Fourier transform.
In order to obtain a description of the derivative of A ε and prove (2.27), we need to perform the previous steps up to the second-order error: More precisely, for every ξ * ∈ T corresponding to a point on ∂Ω, we find the approximation forΨ ε in the sense of (2.26) up to a linear correction in εθ(= ξ). In other words, we define
and show that the second-order error
grows at most quadratically in θ ∈ T 1 ε . This allows us not only to give a macroscopic characterization of A ε , but also to describe its (approximate) derivative via the slope B ε .
Generalizations
Additional electric potential V . By inspecting the proofs of the main theorems it is easy to see that the arguments can be adapted to the case of the Hamiltonian H ε + V ε , for any uniformly bounded
In the first case, the result is the same of the case V ε ≡ 0, with the constants in the estimates of the theorems and corollary also depending on sup ε>0 V L ∞ . In the second case, the effect of the potential V ε will appear in the function θ ε and in the asymptotic estimates for the eigenvalues λ ε . The function θ ε contains, indeed, also the term´ξ 0 V ((y, 0))dy. In the asymptotic estimate for λ ε , in the term of order
Exterior domains. In the case of an exterior domain Ω = R 2 \K, with K ⊆ R 2 compact, simply connected and having C 4 boundary, all the main results hold with trivial modifications. In this case, we stress that the vector field φ in the definition (2.11) of the magnetic potential a may be chosen as the solution to the Poisson problem (2.12) in the exterior domain Ω such that
Furthermore, in the definition of ω ε in (2.18), the term |Ω| has to be replaced by |K| < +∞.
Non-constant magnetic fields. Let us consider a magnetic field ∇×a
Then, if the previous subset of R has gaps, namely σ Landau,b is not connected, our main results hold provided that the limit value λ for the sequence ε 2 λ ε is chosen inside a gap. In this case, the values k 1 , · · · , k N , as well as k 1,ε , · · · , k N,ε do depend on x ∈ ∂Ω. Therefore, in the local coordinates, they are functions of the angular variable ξ ∈ T. Note that the assumption that λ is in a gap of σ Landau,b yields that each k l,ε = k l,ε (ξ) satisfies, for ε small enough, the identity ν l (k l,ε (ξ)) = ε 2 λ ε for every ξ ∈ T, with the index l ∈ N being fixed.
Proof of Theorem 2.3
Proof. Since λ is assumed to satisfy (2.9) and ε 2 λ ε → λ, we may select ε 0 such that for all ε ε 0 also ε 2 λ ε satisfies (2.9). We prove the statement of the theorem for all such ε. Throughout this proof we employ the notation or for C or C with the constant C depending on Ω, δ, N and the index n ∈ N in (3.1). In addition, when no ambiguity occurs, we denote by · the L 2 -norm in Ω.
We begin by showing that for every
where φ is the solution to (2.12).
Since Ω has C 4 -boundary, by standard elliptic regularity we have that φ ∈ C 2,α (Ω), 0 < α < 1. In addition, by the maximum principle, φ > 0 in Ω.
We start by showing how Theorem 2.5 follows directly from (3.1): To do so, we first argue that it suffices to prove the statement of the theorem for the L 2 -norms around a neighbourhood of ∂Ω at scale 1. More precisely, for any r ∈ R + fixed, we denote by Ω r the set
and we fix a cut-off function η r for Ω r in Ω 2r . Since Ω is bounded and by the maximum principle the function φ attains a positive minimum in Ω\Ω r , we have that there exists a constant C(r) > 0 such that for any m ∈ N
Since the same may be done for the other terms
we only need to argue that there exists r > 0 such that
We remark that since in the local coordinates (s, ξ) we have that d(x) = s in Ω 2δ 0 (see (2.15)), estimate (3.2) follows from (3.1) provided there exists an 0 < r < δ 0 2 and C, c > 0 such that
By the regularity of ∂Ω and the Implicit Function Theorem, we know indeed that there exists a r > 0 such that for every (ξ,
with |ǫ(ξ, s)| s 2 and α as in (2.17). On the one hand, |α(ξ)| < C for some C < +∞ by the regularity of ∂Ω. On the other hand, Hopf's lemma and the compactness of the boundary imply that there exists a positive constant c > 0 for which α(ξ) > c for all ξ ∈ T. This and the above formula for φ close to the boundary imply (3.3). This establishes (3.2) and, in turn, (2.3) provided (3.1) holds.
We now turn to (3.1) and begin by showing that
By testing the equation (1.2) with Ψ ε itself, we obtain immediately that
Hence, if we test (1.2) with φ 2n Ψ ε for n ∈ N, the previous energy estimate, the fact that ∇φ is bounded and again (2.9) yield
This inequality, together with (3.8), implies (3.9) and thus reduces the proof of (3.1) to (3.6).
We argue (3.6) as follows: By gauge invariance, we prove the inequality for the solutionΨ ε to (1.2), with magnetic potential given by
where we denote (x 1 , x 2 ) ∈ R 2 and where e 2 ∈ R 2 is the second versor of the standard canonical base of R 2 . To keep the notation lean, throughout the proof of (3.6) we write Ψ ε instead ofΨ ε . We prove (3.6) by induction over n ∈ N. We begin with the case n = 1: By rewriting the equation for Ψ ε in the new variablesx = ε −1 x, we have that the functionΨ ε (x) = Ψ ε (εx) satisfies in the domain 1 ε Ω := {y ∈ R 2 : εy ∈ Ω} the boundary value problem
We extend bothφ andΨ ε to the whole space by setting them to zero in R 2 \Ω. Then, the function F ε :=φΨ ε thus solves
where the error termR ε := 2∇φ · (∇ + ia 0 )Ψ ε − ∆φΨ ε satisfies by (3.12) and the rescaled version of (3.7) the inequality
This, in particular, allows us to infer that
Since we chose ε small enough such that (2.9) holds also with λ substituted by ε 2 λ ε , we conclude that
i.e. (3.6) with n = 1.
Let us now assume that (3.6) is true for all n n 0 with n 0 ∈ N. Then, the function
By (3.12) and the rescaled version of (3.9), the error R n 0 ,ε satisfies
By arguing again as in the case n = 1 via the resolvent estimate in (3.13) we get that
From this, the induction hypothesis and the definition of the functions F n,ε yield (3.6) for n = n 0 + 1. This establishes (3.6) and concludes the proof of the theorem.
Proof of Theorem 2.4
Before giving the proof of the theorem, we need some technical lemmas allowing to express the Hamiltonian H ε of (1.2) in the local curvilinear coordinates (ξ, s) introduced in (2.16). Since, as already shown in Theorem 2.3, the eigenfunctions are localized at scale ε from the boundary, it we mostly work with the rescaled coordinates around any point (ξ * , 0) of the boundary ∂Ω
We remark that the Lamé coefficients associated to the change of coordinates (2.16) equal
so that by the standard formula ( N (ξ)) ′ = −κ T , we obtain
These, in particular, allow us to rewrite the gradient ∇ in the Cartesian variables x ∈ R 2 as
The Hamiltonian H ε in curvilinear coordinates
Lemma 4.1. Let a be as in (2.11) and the functions α, κ as in (2.17) . We consider their periodic extensions from T to the whole line ξ ∈ R. Finally, let δ be as in (2.15) and ω ε be as in (2.18) . Then, there exist
has (Cartesian) gradient ∇ρ ε that is 1-periodic in the variable ξ and satisfies for all
Moreover, while ρ ε is not periodic in ξ and thus has to be defined on the entire slab (ξ, s) ∈ R × [0, δ 1 ], its exponential e iε −2 ρ is 1-periodic in ξ and thus is a well-defined change of gauge in T × [0, δ 1 ].
Lemma 4.2.
Let δ 1 and ρ be as in Lemma 4.1. Let ξ * ∈ T be fixed and let us consider the rescaled coordinates (µ, θ) introduced in (4.1). Then, the Hamiltoniañ
Proof of Lemma 4.1. By rewriting the equation (2.12) for in the local coordinates (ξ, s) (see also (4.2)-(4.3)), the Implicit Function Theorem implies that there exists δ 1 2δ such that for all s δ 1 and ξ ∈ T , it holds
with the function α defined as in (2.17) and the remaining coefficients β, γ satisfying for a constant C < +∞
Note that since ∂Ω is assumed to be C 4 , all the above quantities are well-defined. Furthermore, by (2.11), the vector field a may be written in the local coordinates (ξ, s) as
By using the definition of ρ ε in (4.4), (4.3) and the relations (4.8), it is an easy computation to show that a + ∇φ satisfies (4.5).
To conclude the proof of the lemma, it remains to show that the definition of C ε in (4.4) implies that for every s ∈ [0, δ 1 ] and m ∈ Z we have e iε −2 ρε(s,m) = e iε −2 ρε(s,0) .
(4.9)
Since α is periodic and the function´ξ 0 α(x) dx + ε 2 ω ε ξ is linear in the variable ξ, it suffices to prove that
This, in turn, immediately follows by the definition (2.18) of ω ε and the fact that by definition (2.17) of α, the divergence theorem and the equation in (2.12) it holdŝ
Proof of Lemma 4.2. Since the proof of this lemma follows by the results of Lemma 4.1 and standard computations for change of coordinates in differential operators, we skip its proof and give below only the main steps:
• We rewrite the gradient ∇ in curvilinear coordinates as in (4.3) and use (4.5) for a + ∇ρ.
• We then change coordinates according to the rescaling (4.1) so that (∂ ξ , ∂ s ) → ε −1 (∂ θ , ∂ µ ) and compare the terms obtained at each order of ε. The orders 1 and ε correspond to H 0 and H 1,ε .
• To conclude the proof of the lemma it remains to show that the remainder ε 2 H 2,ε := ε 2H ε − (H o + εH 1 ) satisfies estimate (4.7). This easily follows thanks to the assumptions on the regularity and compactness of ∂Ω that allow to uniformly bound α, κ and their derivatives up to the fourth order. in Ω δ 1 . Then, the function ηΨ ε satisfies
By Theorem 2.10, we may bound for every n ∈ N
which implies that the modified function ηΨ ε is close in L 2 (Ω) to the original function Ψ ε and satisfies (1.2) up to an error ε n , with n ∈ N arbitrary. Throughout the proof of the theorem, we may thus assume that Ψ ε is supported in Ω δ 1 . In this set, the local coordinates (ξ, s) ∈ T × [0, δ 0 ] are well-defined and may be extended with no loss of generality to the set T × R + . We may thus also perform the change of gauge ηΨ ε → e iε −2 ρε ηΨ ε , with ρ ε introduced in Lemma 4.1. This new function thus satisfies (4.10) with the magnetic potential A ε substituted by ε −2 (a + ∇ρ) and an error term R ε which may be again bounded by an arbitrary power of ε. As long as no ambiguity occurs, throughout this section we keep the same notation Ψ ε for the previous approximated eigenfunction e iε −2 ρε ηΨ ε . In view of this, we also redefine the function Ψ flat,ε as For ε > 0 we define
The next two propositions give a more quantitative information on the convergence of the eigenfunctions. As becomes apparent in the statement of the next result, since we did not assume any quantitative information on the convergence of the eigenvalues ε 2 λ ε , the price to pay to quantify the convergence of the eigenfunctions is a more implicit definition their first-order approximation (which we callΨ flat,ε in comparison with Ψ flat,ε ).
As explained in Subsection 2.3, Proposition 4.3 states that for each ξ * ∈ T, corresponding to a point of the boundary ∂Ω, the function Ψ ε at scales ε around such point may be approximated in a weighted L 2 -norm by a multiple of the eigenfunction for the half-plane. Moreover, the error of the approximation over distances of order one from the point ξ * grows at most linearly with the distance. Similarly, we may find a higher-order approximation for the behaviour of Ψ ε by multiplying the eigenfunction of the half plane by a linear function in the angular variable ξ ∈ T. In this case, the error at distance ∼ 1 from ξ * grows quadratically. 
Lemma 4.4. Let ε 0 and k 1,ε be as in the previous lemma. For every ε < ε 0 there exists a function
Furthermore, for every ε j → 0, there exists a subsequence and ρ ∈ [0, 2π) such that
We begin by showing how to prove Theorem 2.4 from the above statements.
Proof of Theorem 2.4. We use (4.15) to argue that
On the one hand, by the normalization assumption Ψ ε L 2 = 1 we may find {ξ * j } Cε j=1 with C ε ε → 1 and for which
On the other hand, by the triangle inequality and the normalization of the functions H 1 (k ε,1 , ·) (see line after (2.4)) in the rescaled variable µ = s ε , we may use (4.15) to bound for any ξ *
By inserting this into (4.18) we thus also get that
Since by (4.16), we have that |F ε | → 1 uniformly, the term on the right-hand side converges to 1. This, together with (4.19), implies (4.17). We remark that (4.20) also implies that
i.e. for ε small the L 2 -norm of the eigenfunction at scale ε is distributed almost uniformly along the boundary.
Equipped with (4.17), we turn to the main estimate of Theorem 2.4: By combining (4.15) with (4.17) and (4.20), we have that
Hence, by the triangle inequality we conclude the proof of Theorem 2.4 provided we argue that also
where we selected any sequence ε j ↓ 0 such that F ε converges as in (4.16) to F with a fixed phase ρ. This limit easily follows by combining the triangle inequality with (4.16) of Proposition 4.3.
Before giving the argument for Proposition 4.3 we introduce the following notation: For m ∈ N fixed, we define the norm |||·||| m acting on any function g :
(4.24)
Proof of Lemma 4.4. We start by appealing to Proposition 4.3 to argue that there exists By the assumption H 1 (k 1,ε , ·) L 2 (0,+∞) = 1, Cauchy-Schwarz's inequality and (4.13) we have that for all
The decay of H 1 (k 1,ε , ·) at infinity (see Lemma 2.1) thus implies
Similarly, this time thanks to (4.14), we also have that
These yield, by using (4.26) with ξ = 0, that
Since by a simple change of variables it holds
we insert this into (4.27) and obtain that the function
By (4.14) with ξ * ∈ T andξ = 0 and again (4.26) with ξ = 0 we also get
Since, by the definition of F ε above we may write f ε (0,
By (4.29) also
so that if we use the definition (4.35) ofΨ ε and change variables ξ = ξ * + εθ we reduce to (4.25).
Equipped with (4.25), we argue how to upgrade this estimate to (4.15). As first step, we rewrite (4.25) in full macroscopic variables (ξ, s) = (εθ, εµ), namely
Let any 23 24 α < 1 fixed. Then
To conclude (4.15) it remains to prove that also
Since by definition of m ε , it holds m ε √ ε (see (4.19) ), this and Theorem 2.3 allow us to bound for every
Similarly, for all n ∈ N
Since α < 1, we may choose n big enough in the previous inequality so that these imply (4.31) by the triangle inequality. It remains to combine (4.31) with (4.30) to establish (4.15) of Lemma 4.4.
To conclude the proof of this lemma, it remains to show that F ε constructed above converges uniformly to the function F defined in (4.16) . Let us fix {ξ l } 9 l=1 ⊆ T such that the sets I l = {ξ ∈ T : d(ξ j ; ξ) < 1 8 } with j = 1, · · · , 9 provide a covering for T. Let j = 1. By the first inequality in (4.29), we infer that |F ε (ξ)| 1 for every ξ ∈ T and it is equicontinuous (up to ε) on I 1 . We may thus apply Ascoli-Arzelá's theorem 2 and, up to subsequences, infer that F ε converges uniformly in I 1 to a function F . In addition, by passing to the limit ε → 0 in the second inequality of (4.29) and using that k 1,ε → k 1 , we obtain for
i.e. for some C ∈ C and all ξ ∈ I 1
Since the same argument holds for all the other sets I l , l = 2, · · · , 9 and they provide a covering for T, we may infer that F above is the uniform limit of F ε for every ξ ∈ T. To conclude the proof of (4.16) it remains to argue that |C| = 1. (4.34)
We prove (4.34) by appealing to (4.15): For every ε, let, indeed, denote by ξ * ε one of the maximizers for m ε in (4.12). Note that since the boundary ∂Ω is compact, and therefore the maximum of the L 2 -norms are taken over the torus T, such ξ * ε exists. Hence, by (4.15) with ξ * = ξ * ε , the triangle inequality and the definition of m ε , there exists a constant C (independent from ξ * ε ) such that
By the definition ofΨ flat,ε this turns into
Let {ε j } j∈N be any sequence such that F ε j → F uniformly as above. Then, there exists another sequence β j → 0 such that
Since by (4.33) we have |F (ξ ε )| = |F (0)|, we may send j ↑ +∞ above and conclude (4.34) for the sequence {ε j } j∈N . Since the same argument holds regardless of the converging sequence considered, we infer (4.16). This concludes the proof of Lemma 4.4.
Proof of Proposition 4.3. We divide the proof into the following steps:
Step 1. Blow-up limit for Ψ ε . For each ε > 0, let m ε be as in (4.12) . For a fixed point ξ * ∈ T, we define the rescaled functionsΨ
We remark that, by definition, the variable θ ∈ T 1 ε . Since in this step we will consider only the sets for θ of the form {θ ∈ T 1 ε : d(εθ, ξ * ) < R}, for some R > 0, we will abuse notation and treat the distance d as the standard Euclidean norm on the line R. For every R > 0 fixed and ε small enough, indeed, the two distances coincide.
The goal of this step is to show that for every sequence ε j → 0 there exists A = A(ξ * ) ∈ C with |A(ξ)| 1 such that for every R > 0
Here, the value k 1 ∈ R is the one defined in (2.19) . Note that this in particular implies that the limit class forΨ ε (ξ * ; ·, ·) are functions like the one above which only differ by the choice of the constant A(ξ * ).
With no loss of generality we give the proof for ξ * = 0. In order to keep our notation lean, we drop the argument ξ * in the notation forΨ ε , Ψ 0 and A.
We begin the proof of this step by observing that by Lemma 4.1 and Lemma 4.2, the functionΨ ε solves the boundary value problem From (4.39) and weak lower semicontinuity, we infer that, up to a subsequence ε j → 0, there exists a function Ψ 0 ∈ L 2 loc (R × R + ) that satisfies
and which is the weak limit ofΨ ε in the sense of (4.36). We prove that
To keep a lean notation, we fix any subsequence {ε j } j∈N and drop the lower index j in the notation. We first show that (4.39) also implies that
so that for every R > 0
To show (4.43) we apply Lemma 6.3 with m = n = 1 toΨ ε : Since this function solves (4.37), we infer that
We show that also the second term on the right-hand side is bounded: By the inequality of Theorem (2.3) rewritten in the local coordinates (µ, θ) we get that for each n ∈ N
Similarly, we may rewrite in the rescaled coordinates (µ, θ) also the second and third term on the left-hand side of (2.10). By appealing to Lemma 4.1 for a + ∇ρ ε and using the fact that
we conclude that (4.45) also holds ifΨ ε is replaced by the terms ∂ µΨε , ∂ θΨε , ∂ 2 µΨ ε and ∂ 2 θΨ ε . We stress that, since we reduced to consider Ψ ε supported only on the set Ω δ 1 , the Lamé coefficient 1 + εk(εθ)µ in the denominator is uniformly bounded from above and away from 0. Thanks to the definition (4.38) of f ε and Lemma 4.2, estimate (4.45) and its analogue for the higher derivatives ofΨ ε imply that ε|||f ε ||| 1. By inserting this into (4.44) we infer (4.42).
Equipped with (4.39), (4.42) and (4.43), we now turn to proving identity (4.41): By passing to the limit ε → 0 in (4.37), the function Ψ 0 solves
This, together with (4.40) and (4.43), allows us to apply Lemma 6.2 with M = 1 and n = 0 and obtain (4.41). We stress that by lower semincontinuity and (4.39) it immediately follows that |A(ξ)| 1.
We conclude this step by showing how to upgrade the convergence in (4.36) from the weak to the strong topology. Let us fix a sequence {ε j } j∈N for which (4.36) holds. Let η = η(θ) be any smooth cut-off function for {|θ| < 1} in {|θ| < 2} and let R > 0 be fixed. We denote by η R the rescaled function η R (θ) = η( θ R ). By (4.40) and (4.42), we have thatˆ(
Hence, by passing in Fourier in the variable θ, the function Γ ε (k, µ) :=η R ⋆Ψ ε is uniformly bounded in H 1 (R × R + ) and, a priori up to subsequence of {ε j } j∈N , admits a strong limit Γ in L 2 (R × R + ). This, the definition of Γ ε j and Plancherel's identity also imply thatΨ ε → F −1 (Γ), with F −1 being the inverse Fourier transform in the k variable. Convergence (4.36) and the uniqueness of the limit imply that F −1 (Γ) = Ψ 0 in {|θ| < R} × R + and that thus thatΨ ε → Ψ 0 in L 2 ({|θ| < R} × R+).
Step 2. First-order correction. As in Step 1, we consider the case ξ * = 0 and drop the argument ξ * in the notation forΨ ε , Ψ 0 and A. Furthermore, throughout this step we extend periodically the functioñ Ψ ε from T 1 ε × R + to the whole half-plane R × R + .
In this step we approximate the functionΨ ε of the previous step to a higher order: Let k 1,ε ∈ R be as in (2.20) . We define
Note that by Cauchy-Schwarz, (4.39) and the assumption´+ ∞ 0
We pick a (smooth) cut-off function
We claim that for every sequence {ε j } j∈N such thatΨ ε converges as in Step 1 for some A ∈ C, then also
with B 1 (·) as defined in (2.18) and
From now on, when no ambiguity occurs, we skip the index j in the sequence ε j . We remark that throughout this step, the function ηΨ ε (θ, µ) is supported only on {θ ∈ T 1 ε : d(εθ, 0) < 1 ε } and therefore may be trivially extended to the whole line R.
We start the proof of this step by observing that the definitions of A ε and Ψ 0,ε immediately imply that |θ|<1ˆ(Ψ ε − Ψ 0,ε )e ik 1,ε θ H 1 (k 1,ε , µ)dµdθ = 0.
(4.51)
We tackle the first estimate in (4.49): Let us define the sequence
By construction, it holds that Ψ 1,ε satisfieŝ
and it solves
We now argue that
If this holds, indeed, we may appeal to Proposition 6.1 and (4.52) and infer that
We show (4.54) by treating separately the terms εH 2,εΨε and H 1,εΨε + R ε = f ε + R ε − εH 2,εΨε : For the first term we may exploit the factor ε in front of it to argue exactly as was done in Step 1 for the the right-hand side of (4.44). We infer from this that εH 2,εΨε 0 1.
We tackle the term H 1,εΨε + R ε in a different way: By using the explicit formulation for the operator H 1,ε (c.f. Lemma 4.2), and observe that we may bound
(4.57)
By construction we have η ′ ε C 1 (T) 1; the same holds for the other C 1 -norms since we assumed that the boundary ∂Ω is C 4 . Finally, the remaining factor on the right hand side above is bounded thanks to (4.42). This establishes (4.54) and, in turn, inequality (4.55) for Ψ 1,ε .
Equipped with (4.55), we may argue again as in Step 1 to obtain (4.43) from (4.39) and obtain uniform bounds in the norm |||·||| 1 also for ( 
By standard weak compactness these bounds imply that, up to subsequences, there exists a function Ψ 1 ∈ H 2 loc (R × R + ) satisfying
and such that for every R > 0
To upgrade the first convergence above from weak to lim ε↓0ˆ| θ|<Rˆ(
we argue as done to upgrade (4.36) from weak to strong convergence at the end of the previous step. This time, we use the bounds in the norm |||·||| 1 for both (1 + µ) −3 Ψ 1,ε and (1 + µ) −3 ∂ µ Ψ 1,ε .
To conclude the proof of this step it remains to show that in the definition of Ψ 1,ε we may substitute β ε ∨ ε with ε, and that Ψ 1 above is as in (4.50). We prove the first claim by proving that
We argue in favour of this by contradiction: Let us assume indeed that there exists {ε j } j∈N we have ε j βε j → 0 and therefore that, for ε j small enough, Ψ 1,ε j = Ψε j −Ψ ε j ,0 βε j . Also here, we drop the index j in the notation. On the one hand, by (4.52) and (4.60) with R = 1 we have that
On the other hand, by since we assumed that ε βε → 0, we may pass to the limit in the equation (4.53) and obtain that Ψ 1 weakly solves
Using (4.58), we may appeal to Lemma 6.2 with m = 1 and infer that there exists b ∈ C
Furthermore, by (4.60) and (4.51), we have that
This contradicts identity (4.62) for Ψ 1 and therefore implies that (4.61) necessarily holds. The proof of (4.61) is complete.
Since we established (4.61), the bounds and the weak convergence result obtained above for Ψ 1,ε , hold also when β ε is substituted by ε. These correspond to (4.49). To conclude this step, it remains to show that the weak limit Ψ 1 is actually the function defined in (4.50). The argument is similar to the part above: if we pass to the limit in (4.53), this time with β ε = ε, and use (4.36) we obtain that Ψ 1 weakly solves
We may appeal again to Lemma 6.2 with m = 1 and conclude (4.50). We remark that, thanks to (4.63), the limit Ψ 1 does not contain any multiple of e −ik 1 θ H 1 (k 1 , µ) . The proof of Step 2 is complete.
Step 3. Second-order error. As in Step 2, we consider the case ξ * = 0 and drop the argument ξ * in the notation forΨ ε , Ψ 0 and A. As in the previous step, we fix any sequence {ε j } j∈N such thatΨ ε converges as in Step 1 but drop the index j ∈ N in all the notation.
In this step we argue similarly to Step 2, this time to compute the second-order error forΨ ε . We thus only give a sketch of how to prove this step: We define
i.e. the analogue of Ψ 1 above, this time solving
By construction of Ψ 1,ε and by the definition of Ψ ε 1 it holdŝ |θ|<1ˆ(
Let η ε the same cut-off function of the previous step. The difference solves
As for (4.54) for the functions f ε of Step 2, we may argue that
The argument for the first term in f ε and R ε is similar to the one in Step 2 with the only difference that we need to consider the norm |||·||| 1 instead of |||·||| 0 . The last term may be bounded as well by the same reasoning of Step 2: In this case it suffices to consider the norm |||·||| 0 . The term in the middle may be treated similarly after comparing the definitions of H 1 and H 1,ε and using the assumption on the regularity of the domain which allows us to bound
We remark that in this case it is exactly the above estimate which requires also for this term the use of the norm |||·||| 1 instead of |||·||| 0 .
Equipped with (4.65), we thus define the quantity
and argue as in Step 2 and show that also in this case (4.61) holds.
Hence, the function
and solves
By the same argument of Step 2, with the only difference that now we apply Proposition 6.1 for m = 1 and M = 1, we obtain that
Step 4. Conclusion We now wrap up the previous steps to show (4.13) and (4.14) . For every ξ * ∈ T fixed, we apply Step 1-3 toΨ(ξ * , ·, ·) defined in (4.35) of Step 1 and obtain that there exists A ε (ξ * ) ∈ C,
This corresponds to (4.13) in the rescaled variables (θ, µ) = ( ξ ε , s ε ).
Similarly, we use Step 1 and 3 and (4.67) instead of (4.49) to bound for all ξ ∈ T with d(ξ, ξ * )
This turns as well into (4.14) if we use the triangle inequality, together with the boundedness of |A ε (ξ * )| and of W 1,ε L 2 ((0,+∞)) (see the display after (4.50)), and switch back to the original variables (ξ, s) = (εθ, εµ). The proof of Proposition 4.3 is therefore complete.
Proof of Theorem 2.and Corollary 2.7
As argued at the beginning of the previous section, we may reduce to prove (2.24) for the functions e iρ ηΨ ε and N l=1 C l e i(B l (k l )´ξ 0 κ(y)dy+k l,ε ξ ε ) H l (k l , µ). Also in this case, we keep the notation Ψ ε , Ψ flat,ε for the previous two functions.
As in the case of Theorem 2.4, we rely on the following two propositions, which generalize of Propositions 4.3-(4.4) to N 1. To do so, we need to define the following generalization of m ε in (4.12): for each M 1, we denote by m ε (M ) the maximum (2.20) . For every M 1 fixed and all ε ε 0 , the following holds:
We stress that above and in the rest of the section, the notation 1 and 1 stands for C, C with the constants depending on N , δ, Ω.
Lemma 5.2. Let ε 0 be as in the previous lemma. For every ε ε 0 there exist F
Furthermore, for every ε j → 0, there exists a subsequence and C 1 , · · · , C N with N l=1 |C l | 2 = 1 such that for every l = 1, · · · , N
Proof of Theorem 2.5. Let {M ε } ε>0 be any family satisfying the assumption of Theorem 2.5.
As was done for the proof of Theorem 2.4, we rely on Lemma 4.4 to show that √ ε
The proof for this limit is similar to the one for (4.17): The main difference in this case is that we need to combine condition N l=1 |C l | 2 = 1 of Lemma 5.2 with the fact that since M ε → +∞ we have that for all l, j = 1, · · · , N with l = j lim ε↓0 | |θ|<Mε e i(k j −k l )θ dθ| = 0.
Again as in the proof of Theorem 2.4, we use (5.7) and (5.5) to reduce the proof of Theorem 2.5 to show that, if we select a sequence ε j → 0 such that (5.6) holds, then
By the triangle inequality we may argue the same limit for each term We begin by arguing that there exist F
The proof of this is similar to the one for (4.25) of Lemma 4.4 and we sketch below only the differences:
We define for each l = 1, · · · , N f l,ε (ξ, ξ * ) :=
Ψ ε (ξ * + εθ, εµ)e ik l,ε θ H l (k l,ε , µ)dµdθ and use (5.3) and the bound |A
Similarly, by using this time (5.4) , also
By using that M ε → +∞, condition (5.8) and that k j,ε → k j for every j = 1, · · · , N the constants in the right-hand sides of (5.10) and (5.11) vanish in the limit ε ↓ 0. We may thus argue for (5.9) exactly as done in the case N = 1 in the proof of Lemma 4.4. Again as done in Lemma 4.4, we may upgrade (5.9) into (5.5) and use (5.10)-(5.11) and Ascoli-Arzelá's theorem to show that each F (l) ε converges uniformly to a limit F l satisfying
This implies that, for every subsequence, there exist C l ∈ C such that
To conclude the proof of the theorem, it remains to show that the constants C 1 , · · · C N ∈ C satisfy the constraint N l=1 |C l | 2 = 1.
(5.13)
The proof for this identity follows the same lines of (4.34) in Lemma 4.4: We stress that
This indeed follows by the triangle inequality, the uniform continuity estimate for each F (l) ε (i.e. the equivalent of the first line in (4.29)) and
Proof of Proposition 5.1. The proof of this proposition follows the same lines of the one of Proposition 4.3. We enumerate below the only parts of the proof which require a non-trivial modification.
Let k l,ε , k l , l = 1, · · · , N , be as in (2.20) and (2.19), respectively. Let γ > 0 be a (small) parameter that will be fixed later (see Steps 2-3). Since k j,ε → k j with k j = k i for each j = i, we may find ε 1 > 0 and M 0 1 such that the following holds: For all M M 0 , ε ε 1 we may bound
for all l, j = 1, · · · N with j = l.
We observe that is suffices to show the result of Proposition 5.1 for any M M 0 . Let indeed assume that (5.3)-(5.4) hold for M M 0 . Since for 1 M 1 M 2 we have that
M 0 ,ε and use the inequality above together with (5.3)-(5.4) for M 0 .
Step 1. Let M M 0 be fixed. For any point ξ * ∈ T we consider the rescaled functioñ
We stress thatΨ ε here is the analogue of the one of Proposition 4.3, with the only difference that we divided for m ε (M ) instead of m ε (= m ε (1) according to definition (5.1)). Furthermore, this also means that in this caseΨ ε depends not only on the origin ξ * of the blow-up, but also on the choice of M .
By arguing as in proposition of Proposition 4.3 the functionΨ ε converges in the same spaces to a function Ψ 0 . This time, Lemma 6.2 yields that
for some A (1) M (ξ * ), · · · , A (N )
Step 2. We define for each l = 1, · · · , N A l,M,ε (ξ * ) = |θ|<MˆΨ ε (ξ * ; θ, µ)e ik j θ H l (k j , µ)dµdθ. (5.17) We prove the analogue of Step 2. of Proposition 4.3, this time with
with B l (·) as in (2.18) and each W ε,l satisfying the analogue of W ε in Step 2 of Proposition 4.3 with
The argument is the same of Proposition 4.3, with the only difference that, when proving (4.61), we need to pick a γ small enough (but of order ∼ 1) in (5.14) to get a contradiction from
,ε e ik l θ H l (k l , µ)dµdθ = 0, for every l = 1, · · · , N .
Step 3. This step is again the analogue of Step 3 of Proposition 4.3, this time with
A ε,M,l iB l,ε θH l (k l,ε , µ) + W ε,l (µ))e ik l,ε θ .
Step 4.
Step 4 is exactly as in Proposition 2.5.
Proof of Corollary 2.7
The proof of this corollary relies on Theorem 2.5.
Proof. We begin by showing that for every m ∈ 2πZ and l ∈ N such that ν l (εm) = λ with λ ∈ C and dist(λ, σ Landau ) > δ, there exists λ ε ∈ σ(H ε ) satisfying
Let η be any cut-off function for the set Ω δ 1 with δ 1 as in Lemma 4.2. Let ρ ε be as in Lemma 4.1. By Lemmas 4.2-4.1 and using classical asymptotic methods, we may find a functionΨ ε :
with sup ξ∈T´+ ∞ 0 |W 1 (ξ, µ)| 2 dµ 1 such thatΨ ε (ξ, s) = η(ξ, s)e −iε −2 ρε(ξ,s)Ψ ε (ξ; ξ ε , s ε ) solves
with f ε L 2 (Ω) 1 and λ 0,ε = ε −2 λ + ε −1 ν ′ l (εm)2πB l (εm). This immediately implies that dist(λ 0,ε , σ(H ε )) ε 2 f ε 1.
Since the spectrum σ(H ε ) is discrete, inequality (5.19 ) follows if we multiply by ε 2 .
We now turn to the other implication: Let {λ ε } ε>0 satisfy (2.9). By compactness, we may divide the family into sequences such that ε 2 λ ε → λ with λ satisfying (2.9) for some N, λ. By applying Theorem 2.5 there exists a subsequence {ε j } j∈N and C 1 , · · · , C N ∈ C on the complex N -dimensional sphere defining the limit Ψ flat,ε j for Ψ ε j in (2.24). In the sake of a leaner notation, we forget about the index j ∈ N in {ε j } j∈N . We consider (2.24) for any fixed M ε ↑ +∞ satisfying εM ε → 0.
By the triangle inequality and the periodicity of Ψ ε in the angular variable, (2.24) yields that
After rescaling the variable s → εµ, the definition of Ψ flat,ε allows to rewrite the previous limit as
By the definition of θ l,ε (ξ, s) in Theorem 2.5 and (2.18) for ω ε the limit above further turns into By Gauss-Bonnet theorem´1 0 κ(y)dy = 2π, we also infer that
Since εM ε → 0, for all j, l = 1, · · · , N we have
By expanding the inner square in (5.21), using the above limits and that N l=1 |C l | 2 = 1 and´+ ∞ 0 |H l (k l , µ)| 2 dµ = 1 for all l = 1, · · · , N we conclude that lim ε↓0 N j=1 |C l e 2iπB j (k j )−i k l,ε ε − 1 | 2 = 0.
(5.22) Furthermore, by condition N l=1 |C l | 2 = 1 there exists l ∈ {1, · · · N } such that
From this condition, it follows that Hence, by (2.20) , it holds
and, since ν l is analytic (see Lemma 2.1), also
It now remains to substitute the term B l (k l ) with B l (q ε ). This is allowed since by definition q ε → k l and therefore lim
This establishes Corollary 2.7.
6 Auxiliary Lemmas
Auxiliary results on the magnetic Laplacian H 0 in the half-plane
In the next results, we fix a value M 1 in the definition (5.2) of the norms |||·||| m,M . Also in this subsection we adopt the notation and for C and C with the constant C depending on λ, the values N and δ in (2.9) and the domain Ω.
The next proposition plays a crucial in the proofs of Theorems 2.4-2.5. Roughly speaking, it states that if Ψ = Ψ(θ, µ) is a locally bounded solution to (H 0 − λ)Ψ = g in R × {µ > 0} with Dirichlet boundary conditions, then if the right-hand side g grows like a polynomial of degree m in the variable θ, the solution Ψ grows at most like m + 1 in θ. Proposition 6.1. Let λ ∈ R satisfy (2.9). Let {Ψ ε } ε>0 , {g ε } ε>0 ⊆ H 2 (R × R + ) be a family of functions which are compactly supported in the variable θ and such that
Let us assume that for some m, n ∈ N it holds
Then lim sup
3)
The following is Liouville-type of statement for solutions to H 0 − λ having a certain order of growth in the variable θ ∈ R. We give the statement only for the cases that we need in the proofs of our main results, namely when the solution grows at most quadratically. It is an easy exercise to extend the statement to a general order of integer growth. Lemma 6.2. Let λ ∈ R + be such that λ ∈ (N + 1 2 ; N + 3 2 ) for some N ∈ N. We denote by k 1 , · · · , k N the (unique) solutions to
for f j,l ∈ L 2 (R + ).
• If for some n ∈ N
The next result is a simple energy estimate that will prove to be useful in many parts of the proofs of Theorems 2.3-2.5.
Then, for every n ∈ N and m ∈ N we have
(6.7)
Some results on harmonic oscillators on the half-line
This subsection contains further results on the harmonic oscillators O(k) defined in (2.5) of Subsection 2.1. For each k ∈ R, we recall that we denote by {H l (k; ·)} l∈N ⊆ H 1 0 (R + )∩H 2 (R + ) the eigenfunction associated to the eigenvalues {ν l (k)} l∈N for O(k) on the half line {µ > 0}, with Dirichlet boundary condition on {µ = 0}. Although many of these results are well-known, we found convenient to tailor them to our needs and give a self-contained proof.
Let k ∈ R be fixed. For every n ∈ N, we define the projection operator 8) and denote by P ⊥ n (k) its orthogonal in L 2 (R + ). The next lemma enumerates some further properties for the eigenfunctions H l (k; ·) and their associated eigenvalues ν l (k) that will be useful in the results of Proposition 6.1. Lemma 6.4. Let k ∈ R be fixed. Then:
9)
with Γ l = Γ i for all i, l ∈ N with i = l and where the constant in the last error term depends on l.
(b) For every m, n ∈ N there exists a constant C = C(m, n, l) < +∞ and an exponent 0 α(m, n) < +∞ such that
The previous estimates rely on the following: Lemma 6.5. Let λ ∈ R + be fixed and let ρ ∈ S(R × R + ). For every k ∈ R and l ∈ N let
Let w : R + → R be any weight such that
η(k, 0) = 0 satisfies for any α ∈ N and β ∈ N ∪ {0}
The constant C = C(α, λ, k) depends algebraically on λ and D(k, λ) −1 .
(b) For k ∈ R such that D l (k, λ) > 0 for some l ∈ N, the solution η(k, ·) ∈ L 2 (R + ) to
Here, the constant C = C(α, β, k, λ) may be chosen as in (a), with D(k, λ) substituted by D l (k, λ) .
The next lemma is a simple consequence of the energy estimate. Lemma 6.6. Assume that α ∈ H 1 loc (R + ) weakly solves
Proofs
Proof of Proposition 6.1. With no loss of generality, we assume that M = 1 and thus simply denote |||·||| m,1 by |||·||| m . In addition, we give the proof only in the cases N = 1 and that n = 0. For what concerns the general case, we comment along the proof the few parts which do require a non-trivial adaptation.
The proof of the proposition relies on several applications of the following two inequalities: for g, f ∈ L 2 (R × R + ), By (2.9) for λ, we denote by k 1 ∈ R the unique solution to (2.19) . We remark that, again by (2.9), it holds k 1 = 0. We argue that lim sup
From this, the statement of Proposition 6.1 immediately follows.
Let us denote byĝ ε =ĝ ε (k, µ) andΨ ε =Ψ ε (k, µ) the Fourier transforms in the variable θ of g ε and Ψ ε . Note that by the assumptions on g ε and Ψ ε we have that alsoΨ ε andĝ ε are in H 2 (R × R + ) and therefore satisfy for every k ∈ R the one-dimensional boundary value problem
In addition, by testing the equation above when k = k 1 with H 1 (k 1 , µ) , we have the compatibility conditionĝ
Throughout this proof we skip the index ε in the notation for Ψ ε and g ε bearing in mind that all the estimates are independent from ε > 0.
Let ν = ν(k) be a (smooth) cut-off function for the set {|k − k 1 | < 1} in {|k − k 1 | < 2}. By recalling the definition (6.8) of the projection P 1 (k), we decompose Ψ = Ψ 1,1 + Ψ 1,2 + Ψ 2 witĥ
By (6.20), the fact that both P 1 and η commute with the operator O(k) and Lemma 2.1, we may rewriteΨ 1,1 (6.21)
In addition, for every k ∈ R we also have that
In next paragraphs, we treat the previous terms separately and show (6.19)-(6.3) for each of the them. , which yields (6.25) and (6.19) for Ψ 1,2 by duality.
We argue (6.26) in the following way: For each ρ ∈ C ∞ 0 (R × R + ) we use Plancherel's identity to equal
By using (6.23), together with the commutation of P 1 (·) and η with the operator O(k) − λ, this also equals tô
Again by Plancherel's identity we have that
We now use (6.17) with g = g ε and f = F −1 η(O(·) − λ) −1 P (·)ρ . This implies that
. (6.29)
We do this by relying on Lemma 6.5: Thanks to the assumption on the support of the cut-off function η the right-hand side in (6.29) may be rewritten as
The Leibniz rule, the assumptions on the smoothness of ξ and Lemma 6.5 with values β m + 1 and α = 0 yield that
and begin by claiming that
In other words, the previous inequality yields that, up to an error (1+|Θ|) 2m , we may first substitute in the right-hand side in (6.33) the functions e −(k−k 1 ) 2 to η,
. We tackle only one of the error terms produced by the previous substitutions. The remaining terms follow by analogous manipulations.
We claim that for every θ ∈ R
By the triangle inequality and the fact that G 1 (k 1 ) = 0 (see (??)), this estimate implies immediately that |θ|<1ˆ|ˆ(
By using the definition of G 1 , and setting
the inner integral in (6.35) may be bound bŷ U (y)F −1 (F )(θ − y, µ)dy (6.18) 
By inserting this into (6.35) and appealing to Lemma 6.4 and the assumption on the support of η, the last term on the right-hand side above is bounded. This implies (6.35), as well as . The remaining error terms may be bounded in a similar way.
It thus remains to tackle the term on the right-hand side of (6.34) and show that this is in turn bounded by the right-hand side of (6.32). By exchanging the order of the integrals and changing the coordinates We now observe that
Hence, by the Fundamental theorem of calculus and Fubini's theorem we rewritê
Since by (6.21) we havêĝ 
By (6.34), this yields (6.32) and completes the proof of (6.19) for Ψ 1,1 .
By combining the previous three steps, the triangle inequality yields (6.3) also for the function Ψ. This concludes the proof of Proposition 6.1.
Proof of Lemma 6.2. We give the proof in the case M = 1 and m = 2. Furthermore, in order to keep a leaner notation, we also assume that N = 1. We thus suppress the index l(= 1) in all the functions considered. Let g(µ, θ) := f 1 (µ) + iθf 2 (µ) e −ik 1 θ . LetΨ =Ψ(k, µ) andĝ =ĝ(k, µ) be the Fourier transforms of Ψ and g with respect to the variable θ. By the explicit formulation of g we have thatĝ is a Schwarz distribution in k and equals tô
in the sense that it defines a linear bounded functional over functions ρ ∈ S(R × R + ). Similarly, by assumption (6.5), we have thatΨ defines a Schwarz distribution in the sense that for every ρ ∈ S(R × R + ) we may define Ψ , ρ =ˆˆΨ(θ, µ)F(ρ)(θ, µ)dµdθ, and, by Cauchy-Schwarz inequality and Plancherel's identity, bound for any α > 5
Furthermore, from the equation for Ψ we obtain that
We begin by observing that the distributionΨ is supported on {k 1 } × R + . This indeed follows by using the previous identity with any ρ being supported in R\{k 1 } × R + . This, together with the assumption (6.5) on the growth of Ψ, implies that
for all j = 1, · · · , 3.
By inserting (6.38) into the formulation (6.37) the arbitrariness of ρ ∈ S and the condition α j (0) = 0 for all j = 1, · · · , 3 yields that
in R + . By Lemma 6.6 applied to the first equation above, implies that α m ∈ L 2 (R + ) and thus that To conclude the proof, it remains to argue in the same way also for α 2 and α 1 : If we write α 2 := BH 1 (k 1 , µ) + W 1 with W 1 := P ⊥ 1 (k 1 )α 2 then by the compatibility condition above and the equation for α 2 we have that W 1 is bounded in L 2 as desired. Furthermore, by inserting the decomposition of α 2 into the equation for α 1 and testing again with H 1 (k 1 , ·), we also obtain the identity for the term B. This, and the decomposition α 1 = AH 1 (k 1 , ·) + W 2 allows also to conclude that W 2 is as well bounded in L 2 by f 1 and f 2 .
If we now insert all the previous representations for α 1 , α 2 and α 3 into (6.38) and invert the Fourier transform, we establish Lemma 6.2.
Proof of Lemma 6.6. By condition (6.16), the function (1 + µ) −n α ∈ H 1 0 (R + ). By testing the equation
Therefore, this, the triangle inequality and (6.16) imply
This implies that also (1 + µ) −n+1 α ∈ L 2 (R + ). We now test the equation for α with η 2 (1 + µ) −2(n−1) α, with η any smooth cut-off function: We bound
This implies that (1 + µ) −(n−1) ∂ µ α and (1 + µ) −(n−2) α are in L 2 (R + ). If f ∈ L 2 , we may iterate the previous procedure n-times and conclude that α ∈ L 2 . If, in addition we also assume that (1 + µ)f ∈ L 2 , then another iteration yields ∂ µ α ∈ L 2 , as well as (1 + µ)α ∈ L 2 . We remark that these norms all depend on the value k.
Proof of Lemma 6.4. Let l ∈ N be fixed. As in the proof of the previous lemma, the notation · stands for · L 2 (R + ) where the integration variable is µ. Bearing in mind that all the implicit constants in the notation and depend on the index l ∈ N, when no ambiguity occurs we drop it in the notation for ν l , H l and all the other related quantities.
Proof of (a). By Lemma 2.1, it is immediate that ν ′ (k) → 0 for k → −∞. Furthermore, by (2.8), Cauchy-Schwarz inequality and the normalization H(k; ·) L 2 = 1 we have
and, by the energy estimate obtained by testing the equation for H(k; ·) with H(k; ·) itself,
i.e. ν(k) (k + ν l (0)) 2 . This yields the first inequality in (a). We stress that ν(0) = 2l + 1 2 . We now turn to proving the asymptotic expansion for ν(·) when k → +∞: To do so, we observe that we may rewrite the equation for H(k; ·) as By the Min-Max Theorem for semibounded operators [18] [Theorem XIII.1], it is easy to see that
where the constant above depends onΓ l , but not onΓ l . By recalling the definition ofΓ l , we conclude the second identity in (6.9) and conclude the argument for part (a).
We now turn to (b). We remark that, since the Hamiltonians O(k) = −∂ 2 µ +(µ+k) depend analytically on k, so do the eigenvalues {λ j (k)} j∈N and the associated eigenfunctions {H j (k, ·)} j∈N . We show that for every n, m ∈ N there exists a constant C = C(m, n, l) < +∞ and an exponent γ = γ(m, n) such that +∞ 0 (µ + k) 2n |∂ m k H(k, µ)| 2 C(1 + k 2 ) γ . (6.44)
From this, the statement of the lemma immediately follows by the triangle inequality.
We start by showing (6.44) with m = 0: The proof of this is very similar to the proof of (6.12) with α > 0 and β = 0 and where we fixed the weight w = µ + k. The only difference is that H(k, ·) ∈ ker(O(k) − ν(k)) and we may not apply any estimate on the inverse of the operator. Since we assumed that H(k, ·) = 1, we may apply the energy estimate and obtain that ∂ µ H(k, ·) 2 + (µ + k)H(k, ·) 2 ν(k).
This, together with (a), yields (6.44) in the case n = 1 and m = 0. To extend it to higher values of n we inductively apply the energy estimate: If we assume that the inequality holds for n, then we may test the equation of H with (µ + k) 2n H ∈ L 2 (by hypothesis) and infer that (µ + k) n ∂ µ H(k, ·) 2 + (µ + k) n+1 H(k, ·) 2 ν(k) (µ + k) n H(k, ·) 2 + (µ + k) n−1 H 2 .
By applying the hypothesis induction, we conclude (6.44) for m = 0 and n + 1. We remark that at each step the constant gets worse by a multiplicative factor depending on ν l (k) which, by (a), grows at most like k.
We now turn to the case m > 0 in (6.44). We begin with m = 1: By differentiating in k the equation solved by H(k, ·) we get that for every k ∈ R We may apply Lemma 6.5, (b) with β = 0 and α > 0 and the weight w = (µ + k) to obtain (µ + k) α ∂ k H(k, ·) 2 C 1 (k, α, 0, ν(k)) (1 + (µ + k) α−1 )H(k, ·) 2 + (1 + (µ + k) α−1 )ν ′ (k)H(k, ·) − 2(µ + k)H(k, ·) 2 C 1 (k, α, 0, ν l (k))(ν ′ (k) 2 + 1) (1 + (µ + k) α )H(k, ·) 2 .
By Lemma 6.5 the constant above only depends algebraically on ν(k) and on D l (k, ν(k)). By part (a) this implies that C 1 above grows algebraically in k. The same holds for the term (ν ′ (k) 2 + 1). Thus, by (6.44) with m = 0 and α = n we conclude (µ + k) n ∂ k H(k, ·) 2 (1 + |k|) 2γ , for some γ = γ(α), i.e. (6.44) for β = 1 and any n ∈ N.
The case β > 1 follows as above by iterating the same estimates. The only difference is that for β > 1 we have thatˆ∂ Since all the term on the right-hand side contain only derivatives lower than β, we may apply the induction hypothesis and conclude the desired estimate also for the term (µ + k) n P ⊥ (k)H(k, ·). This concludes the proof of (6.44) and of Lemma 6.4.
Proof of Lemma 6.3. The proof of this is an easy consequence of an iteration of the energy inequality: We observe that by standard elliptic regularity theory we may infer that also Ψ ∈ C ∞ (R × R + ). Let η = η(θ) be a cut-ff for {|θ| < 1} in {|θ| < 2} and let us define η R (θ) = η( θ R ). Then by testing the equation for Ψ with η 2 R Ψ with itself, we get
which yields, by the assumptions on the support of η, (6.7) with n = 1. To obtain the estimate in the general case it remains to argue by induction by writing the equation for (∂ θ + iµ)η ∈ L 2 and testing it with η 2 R (∂ θ + iµ)η.
Proof of Lemma 6.5. To keep our notation leaner, when no ambiguity occurs we write η instead of η(k, ·) and · instead of · L 2 (R + ) . Throughout the proof, the variable k is indeed fixed and all the integrals are in µ ∈ R + .
over α similarly to the case case β = 0 treated above: Note, indeed, that also in this case (µ + k) α ∂ β+1 η solves for µ > 0 the equation
and all the terms on the right-hand side may be treated by the estimates obtained in the previous iteration. This concludes the proof of (6.12), (a).
We now turn to case (b). With no loss of generality, let k be such that D 1 (k, λ) > 0. By Lemma 2.1, the operator (O(k) − λ) is therefore invertible on the subspace H m (k) := span{H l (k, ·)} l>1 L 2 and, since η(k, ·) ∈ H 1 (k), it immediately follows that
The proof for (6.13) with β = 0 thus may be argued exactly as in case (a), with the only difference that on the right-hand side the term that appears is w α P 1 ρ instead of w α ρ. Since P 1 ρ(k, ·) = ρ(k, ·) − (´ρ(k, µ)H 1 (k, µ)dµ)H 1 (k, ·), we have
This yields the proof of (b) in the cases β = 0.
We now turn to the case β > 0: Also in this case, the proof is similar to the one for case (a) with the difference that we need to separately estimate P 1 (k)∂ β k η and P ⊥ 1 (k)∂ β k η. We show how this may be done in the case β = 1; the generalization to higher values of β is immediate.
By differentiating in k the equation for η we get (O(k) − λ)∂ k η(k, ·) = ∂ k (P 1 (k)ρ) + 2(µ + k)η for {µ > 0} ∂ k η(k, 0) = 0. (6.52)
In addition, since the condition η = P 1 (k)η is equivalent tô η(k, µ)H 1 (k, µ) = 0, we also get thatˆ∂ k η(k, µ)H 1 (k, µ) = −ˆη(k, µ)∂ k H 1 (k, µ) dµ. (6.53)
By decomposing ∂ k η = P 1 (k)∂ k η + P ⊥ 1 (k)∂ k η, identity (6.53) and (6.52) yield
) ρ 2 + ∂ k (P (k) 1 ρ) .
(6.54)
It thus remains to estimate the right-hand side above: We rewrite ∂ k (P 1 (k)ρ) = ∂ k ρ − ∂ k (c 1 (k)H 1 (k, ·)), c 1 (k) :=ˆρ(µ, k)H 1 (k, µ) dµ so that
and hence
By appealing to the explicit formulation of c 1 using Cauchy-Schwarz inequality in the integrals, we conclude that
By inserting this into (6.54) we obtain
i.e. (6.13) for α = 0 and β = 1. The case α > 0 follows as case (a), again with the only difference that the terms in which the right-hand side ρ appears are of the form w α ∂ β k P 1 (k)ρ and need to be estimated similarly to (6.55). The proof of Lemma 6.5 is therefore complete.
