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Abstract
We study equilibrium statistical mechanics of Fermion lattice systems
which require a different treatment compared with spin lattice systems
due to the non-commutativity of local algebras for disjoint regions.
Our major result is the equivalence of the KMS condition and the
variational principle with a minimal assumption for the dynamics and
without any explicit assumption on the potential. Its proof applies to spin
lattice systems as well, yielding a vast improvement over known results.
All formulations are in terms of aC∗-dynamical systems for the Fermion
(CAR) algebra A with all or a part of the following assumptions :
(I) The interaction is even, namely, the dynamics αt commutes with the
even-oddness automorphism Θ. (Automatically satisfied when (IV) is as-
sumed.)
(II) The domain of the generator δα of αt contains the set A◦ of all strictly
local elements of A.
(III) The set A◦ is the core of δα.
(IV) The dynamics αt commutes with lattice translation automorphism
group τ of A.
A major technical tool is the conditional expectation from A onto
its C∗-subalgebras A(I) for any subset I of the lattice, which induces a
system of commuting squares. This technique overcomes the lack of tensor
product structures for Fermion systems and even simplifies many known
arguments for spin lattice systems.
In particular, this tool is used for obtaining the isomorphism between
the real vector space of all ∗-derivations with their domain A◦, commut-
ing with Θ, and that of all Θ-even standard potentials which satisfy a
specific norm convergence condition for the one point interaction energy.
This makes it possible to associate a unique standard potential to every
dynamics satisfying (I) and (II). The convergence condition for the po-
tential is a consequence of its definition in terms of the ∗-derivation and
not an additional assumption.
If translation invariance is imposed on ∗-derivations and potentials,
then the isomorphism is kept and the space of translation covariant stan-
dard potentials becomes a separable Banach space with respect to the
norm of the one point interaction energy. This is a crucial basis for an
application of convex analysis to the equivalence proof in the major result.
Everything goes in parallel for spin lattice systems without the even-
ness assumption (I).
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1 Introduction
We investigate the equilibrium statistical mechanics of Fermion lattice systems.
While equilibrium statistical mechanics of spin lattice systems has been well
studied (see e.g. [17], [23] and [40]), there is a crucial difference between spin and
Fermion cases. Namely, local algebras for disjoint regions commute elementwise
for spin lattice systems, but do not commute for Fermion lattice systems. Due
to this difference, the known formulations and proof in the case of spin lattice
systems do not necessarily go over to the case of Fermion lattice systems and
that is the motivation for this investigation. An example of a Fermion lattice
system is the well-studied Hubbard model, to which our results apply.
It turned out that, in the matter of the equivalence of the KMS condition and
the variational principle (i.e. the minimum free energy) for translation invari-
ant states, we obtain its proof without any explicit assumption on the potential
except for the condition that it is the standard potential corresponding to a
translation invariant even dynamics, a minimal condition for a proper formula-
tion of the problem. Without any change in the methods of proof, this strong
result holds for spin lattice systems as well – a vast improvement over known
results for spin lattice systems and a solution of a problem posed by Bratteli and
Robinson (Remark after Theorem 6.2.42. [17]). In addition to this major result,
we hope that the present work supplies a general mathematical foundation for
equilibrium statistical mechanics of Fermion lattice systems, which was lacking
so far.
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There are two distinctive features of our approach. One feature is the central
role of the time derivative (i.e. the generator of the dynamics). On one hand,
this enables us to deal with all types of potentials without any explicit conditions
on their long range or many body behavior, as long as the first time derivative
of strictly localized operators can be defined. On the other hand, the existence
of the dynamics for a given potential is separated from the problems treated
here and we can bypass that existence problem via Assumption (III) below.
Another feature is the use of conditional expectations instead of the tensor
product structure traditionally used for spin lattice systems. They provide not
only a substitute tool (for the tensor product structure), which is applicable for
both spin and Fermion lattice systems, but also a method of estimates which
does not use the norm of individual potentials, for which we do not impose any
explicit condition.
The main subject of our paper is the characterization of equilibrium states
in terms of the KMS condition and the variational principle, which have an
entirely different appearance but are shown to be equivalent. They refer to
canonical ensembles in the infinite volume limit. However, they also refer to
grand canonical ensembles if the dynamics is modified by gauge transformations
with respect to Fermion numbers [11]. Namely, in the language of potentials, we
may add a one-body potential, which consists of the particle number operator(s)
times c-number chemical potential(s), and then the canonical ensemble for the
so-modified potential is the grand canonical ensemble for the original potential,
so that the grand canonical ensemble can be studied as a canonical ensemble
for a modified potential, which is in the scope of our theory.
For the sake of notational simplicity, our presentation is for the case of one
Fermion at each lattice site. Our results and proofs hold without any essential
change for more general case where a finite numbers of Fermions and finite spins
coexist at each lattice site. The even-oddness in that case refers to the total
Fermion number. For example, for Hubbard model, there are two Fermions at
each lattice site, representing the two components of a spin 1/2 Fermion.
Our starting point is a C∗-dynamical system (A, αt), where A is the C∗-
algebra of Fermion creation and annihilation operators on lattice sites of Zν
with local subalgebras A(I) for finite subsets I ⊂ Zν and αt is a given strongly
continuous one-parameter group of ∗-automorphisms of A.
Since the normal starting point in statistical mechanics is a potential, a
digression on our formulation and strategy starting from a given dynamics may
be appropriate at this point. The KMS condition, which is formulated in terms
of the dynamics, is one of two main components of our equivalence result. On
the other hand, the variational principle, which is formulated in terms of the
potential, is the other main component. Therefore both dynamics and potential
are indispensable for our main results and their mutual relation is of at most
importance.
The key equation for that relation is the following formula. For any operator
A localized in a finite subset I of the lattice, its time derivative is given by
d
dt
αt(A) = αt(i[H(I), A])
where H(I) is described as a sum of potentials Φ(J), based on a finite subset J
of the lattice, the sum being over all J except those J for which Φ(J) commutes
with any A localized in I, thus H(I) depending on I.
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The problem of construction of αt from a given class of potentials is not a
straight-forward task and has been studied by many people. As a result, a large
number of results are known for quantum spin lattice systems (see e.g. [17]) and
most of them can be applied to Fermion lattice systems. There are also some
specific analyses for Fermion lattice systems (see e.g. [29]).
In parallel, the equivalence of the KMS condition and the variational princi-
ple for translation invariant states has been proved for a wide class of potentials
for quantum spin lattice systems. The same proof also works for Fermion lattice
systems in most cases; for example this is the case for finite range potentials
(see e.g. page 113 of [30]).
While these results cover a wide range of explicit models, it seems difficult
to decide exactly which class of potentials determine a dynamics and to show
the equivalence in question in most general cases (which is not explicitly known)
from the potential point of view.
In the present work, we do not intend to make any contribution to the prob-
lem of either construction of a dynamics from a potential, or giving a complete
criterion for potentials, which give rise to a unique dynamics. (Thus we do not
directly contribute to the study of explicit models.)
On the contrary, we avoid these difficult problems by assuming that the
dynamics is already given (since this is needed in any case for the KMS con-
dition) and prove the equivalence result in question under minimal (general)
assumptions on the dynamics, explained immediately below.
Note that we do not make any explicit assumptions about the existence of
a potential for a given dynamics nor about its property (such as the absolute
convergence of the sum defining H(I) in terms of the potential).
For any given dynamics, for which all finitely localized operators have the
time derivative at t = 0 (Assumption (II) below) and which is lattice translation
invariant (Assumption (IV) below), we show the existence of a corresponding
potential, of which H(I) is a sum (as in usual formulation) convergent in a well-
defined sense.
We now explain our assumptions and interconnection of dynamics with po-
tentials in more detail. The following two assumptions make it possible to
associate a potential to any given dynamics satisfying them.
(I) The dynamics is even. In other words, αtΘ = Θαt for any t ∈ R, where Θ
is an involutive automorphism of A, multiplying −1 on all creation and annihi-
lation operators.
(II) The domain D(δα) of the generator δα of αt includes A◦, the union of
all A(I) for all finite subsets I of the lattice.
It should be noted that Assumption (I) follows from Assumption (IV) below.
(See Proposition 8.1.)
We denote by ∆(A◦) the set of all ∗-derivations with A◦ as their domain
and their values in A, commuting with Θ (on A◦). Then the generator δα of
our αt, when restricted to A◦, belongs to ∆(A◦).
It is shown that ∆(A◦) is in one-to-one correspondence with the set P of
standard even potentials, which are functionals Φ(I) of all finite subsets I of
the lattice with values in the self-adjoint Θ-even part of the local algebra A(I),
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satisfying our standardness condition and a topological convergence condition
(Theorem5.13).
The topological convergence condition ((Φ-e) in Definition 5.10) is required
in order that the potential is associated with a ∗-derivation on A◦ and refers to
the convergence of the interaction energy operator for every finite subset I
H(I) =
∑
K
{
Φ(K); K ∩ I 6= ∅},
where a finite sum is first taken over K contained in a finite subset J and the
limit of J tending to the whole lattice is to converge in the norm topology of
A. (If this condition is satisfied for every one-point set I = {n} (n ∈ Zν), then
it is satisfied for all finite subsets I.) Note the difference from conventional
topological conditions, such as summability of ‖Φ(I)‖ over all I containing a
point n, which are assumed for the sake of mathematical convenience.
For Φ ∈ P , internal energy U(I) and surface energy W (I) are also given in
terms of Φ by the conventional formulae for every finite I.
The connection of the derivation δ and the corresponding potential Φ is given
by
δA = i[H(I), A]
(
A ∈ A(I)).
Due to the Θ-evenness assumption (I), the replacement of H(I) by H(K) with
K ⊃ I gives the same δ on A(I), a necessary condition for consistency.
The standardness ((Φ-d) in Definition 5.10) is formulated in terms of condi-
tional expectations and picks up a unique potential for each δ ∈ ∆(A◦). Without
the standardness condition, there are many different potentials (called equiv-
alent potentials) which yield exactly the same δ through the above formulae.
Through the one-to-one correspondence between δ(∈ ∆(A◦)) and Φ(∈ P), any
dynamics αt satisfying our standing assumptions (I) and (II) is associated with
a unique standard potential Φ ∈ P . This is a crucial point of our formulation,
leading to our major result.
When we want to derive a statement involving αt from a condition involv-
ing the potential Φ, we need the following assumption, guaranteeing the unique
determination of αt from the given Φ:
(III) A◦ is the core of the generator δα of the dynamics αt.
For the discussion of variational principle, we need the translation invariance
assumption for the dynamics:
(IV) αtτk = τkαt, where τk, k ∈ Zν , is the automorphism group of A rep-
resenting the lattice translations.
The above Assumptions (I) - (IV) are the only assumptions needed for our
theory below. On the other hand, if a potential Φ (say, in the class P) is first
given for any model, it is a hard problem in general to show that the correspond-
ing derivation δΦ ∈ ∆(A◦) is given by some dynamics satisfying Assumptions
(II) and (III), or equivalently that the closure of δΦ is a generator of a dynamics
(i.e. it can be exponentiated to a one-parameter group of automorphisms ofA).
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We now present our main theorem after the explanation about the variational
principle and its ingredients. The set Pτ of all translation covariant potentials
in P forms a Banach space (Proposition8.8) with respect to the norm
‖Φ‖ ≡ ‖H({n})‖,
which is independent of the lattice point n. The finite range potentials are
shown to be dense in Pτ with respect to this norm and to imply separability of
Pτ (Theorem8.12 and Corollary 8.13).
In terms of this norm, we obtain the energy estimate
‖U(I)‖ ≤ ‖H(I)‖ ≤ ∥∥Φ∥∥ · |I|,
where |I| is the cardinality of I (Lemma 8.6). Then the conventional estimate
for W (I) follows. These estimates are used to show the existence of the thermo-
dynamic functionals, such as pressure P (Φ) and mean energy eΦ(ω). All these
estimates are carried out by the technique of conditional expectations without
using the norm of the individual Φ(I).
For any state ω of A, its local entropy SA(I)(ω) = S(ω|A(I)) is given as
usual by the von Neumann entropy S(·). Due to the non-commutativity of local
algebras for disjoint regions, not all known properties of entropy for spin lattice
systems hold for our Fermion case [33]. However, the strong subadditivity of
entropy (SSA) for Fermion systems holds. Then the existence of the mean
entropy s(ω) for any translation invariant state ω for Fermion lattice systems
follows by a known method of spin lattice systems.
The variational principle refers to the following equation for a translation
invariant state ϕ of A for a given translation covariant potential Φ(∈ Pτ ) and
β ∈ R:
P (βΦ) = s(ϕ)− βeΦ(ϕ) (1.1)
Our major result can be formulated as the following two theorems.
Theorem A. Under Assumptions (II) and (IV) for the dynamics αt, any trans-
lation invariant state, which satisfies the KMS condition for αt at the inverse
temperature β, is a solution of the equation (1.1), where Φ is the unique stan-
dard potential corresponding to αt.
Theorem B. Under Assumptions (II), (III) and (IV) for the dynamics αt,
any solution ϕ of (1.1) satisfies the KMS condition for αt at β.
Remark. These two theorems hold also for spin lattice systems.
We now present an over-all picture of the proof of our main results above.
The proof of Theorem A and Theorem B will be carried out through the follow-
ing steps:
(1) KMS condition ⇒ Gibbs condition.
(2) Gibbs condition ⇒ Variational principle.
(3) Variational principle ⇒ dKMS condition on A◦.
(4) dKMS condition on A◦ ⇒ dKMS condition on D(δα).
(5) dKMS condition on D(δα) ⇒ KMS condition.
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Assumptions (I) and (II) are used throughout (1)-(5). Assumption (IV) is
used for the formulation of the variational principle and necessarily for (2) and
(3). It is also used to derive Assumption (I), which is not included in the premise
of Theorems A and B.
Assumption (III) is used only for (4).
The differential KMS (abbreviated as dKMS) condition in (4) and (5) refers
to a known condition, which is entirely described in terms of the generator δα
of αt and without use of αt (Definition 6.3). This condition on the full domain
D(δα) of the generator δα of αt is known to be equivalent to the KMS condition
(which is Step (5)). The differential KMS condition for our purpose is the
condition for the restriction of δα to A◦. Thus we need to show Step (4) using
the additional assumption (III) on αt.
For Steps (1) and (2), we follow the proof for spin lattice systems in principle.
However, the Gibbs condition for Fermion lattice systems requires a careful
definition. We define the Gibbs condition for a state ϕ as the requirement that
the local algebra A(I) is in the centralizer of the perturbed functional ϕβH(I),
which is obtained from ϕ by a perturbation βH(I), for each finite subset I of
the lattice (Definition 7.1 and Lemma 7.2). When A(I) and A(Ic) commute (as
in the case of spin lattice systems), this condition reduces to the product type
characterization which was introduced and called the Gibbs condition by Araki
and Ion for quantum spin lattice systems [5]. With our definition of the Gibbs
condition, we have been able to prove Steps (1) and (2).
The product type characterization mentioned above is the condition that
ϕβH(I) is the product of the tracial state of A(I) and its restriction to the
complement algebra A(Ic). In the present case of Fermion lattice systems, we
show that a Gibbs state satisfies this condition if and only if it is an even state
of A (Proposition 7.7).
The same kind of formulation and result are valid for a perturbation βW (I).
For Step (3) as well as for the proof of the variational equality
P (βΦ) = sup
ω∈A∗ τ+,1
{
s(ω)− βeΦ(ω)
}
, (1.2)
which is crucial for the variational principle, we need a product state of local
Gibbs state. For this purpose, we have a technical result about the existence of
a joint extension from states of local algebras for disjoint subsets of the lattice
to a state of the algebra for their union, which holds if the individual states are
even possibly except one (Theorem11.2).
As an aside, the converse of Step (1) is shown under Assumptions (I), (II)
and (III) (Theorem7.6).
A major tool of our analysis is the C∗-algebra conditional expectation EI :
A 7→ A(I) with respect to the unique tracial state τ of A. Its existence is shown
not only for finite subsets but for all subsets I of the lattice (Theorem4.7). Based
on the product property of τ for subalgebras A(I) and A(J) for disjoint I and
J, we obtain the following commuting square of C∗-subalgebras (Theorem4.13)
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for Fermion systems. (It holds trivially for spin systems.)
A(I ∪ J) EI−−−−→ A(I)
EJ
y yEI∩J
A(J) −−−−→
EI∩J
A(I ∩ J).
This serves as a replacement for the tensor-product structure in traditional
arguments for spin lattice systems.
As by-products, we obtain a few useful results on the CAR algebra: The
even-odd automorphism Θ is shown to be outer for any infinite CAR algebra
(Corollary 4.20) and formulae for commutants of A(I) and A(I)+ in A for finite
and infinite I are obtained (Theorem 4.17 and Theorem 4.19).
Some more results contained in this paper are as follows.
We show the validity of the variational equality (1.2) when the Connes-
Narnhofer-Thirring entropy hω(τ) with respect to the group of lattice translation
automorphisms τ is used in place of the mean entropy s(ω) (Theorem13.2).
Note that our system (A, τ), where τ denotes the group of lattice translation
automorphisms, does not belong to the class of C∗-systems considered in [34],
being a non-abelian system.
We define general potentials as those which satisfy all conditions for those
in P except for the standardness. They include all potentials satisfying the
following condition: ∑
I∋n
‖Φ(I)‖ <∞ (1.3)
for every lattice point n. For each general potential, the corresponding H(I)
and δ are defined and there is a unique standard potential in P with the same
δ as a given general potential as described earlier.
Restricting our attention to those general potentials satisfying (1.3) (a con-
dition which is introduced also in some discussion of spin lattice systems), we
are able to show by a straightforward argument that the set of solutions of vari-
ational principle for a general translation covariant potential satisfying (1.3) co-
incide with those for the equivalent standard potential (which is automatically
translation covariant) (Remark 1 to Proposition 14.1), although the pressure
and the mean energy may be different between the two potentials.
2 Conditional Expectations
2.1 Basic Properties
The following proposition is well-known (see, e.g., Proposition 2.36, Chapter V
[43]).
Proposition 2.1. Let M be a von Neumann algebra with a faithful normal
tracial state τ and N be its von Neumann subalgebra. Then there exists a
unique conditional expectation
EMN : a ∈ M→ EMN (a) ∈ N
9
satisfying
τ(ab) = τ
(
EMN (a)b
)
(2.1)
for any b ∈ N .
Remark. A conditional expectation EMN is linear, positive, unital, and satisfies
EMN (ab) = E
M
N (a)b, E
M
N (ba) = bE
M
N (a), (2.2)
for any a ∈M and b ∈ N , and
‖EMN ‖ = 1. (2.3)
We shall obtain a C∗-version of this proposition for the Fermion algebra in
§ 4, where M and N are C∗-algebras with a unique tracial state τ . The main
step of its proof is the existence of EMN (a) ∈ N for every a ∈ M satisfying (2.1).
Once it is established, the map EMN is a conditional expectation by standard
argument, which we formulate for the sake of completeness as follows.
Lemma 2.2. Let M be a unital C∗-algebra with a faithful tracial state τ and
N be its subalgebra containing the identity of M. Suppose that for every a ∈ M
there exists an element EMN (a) of N satisfying (2.1). Then the map EMN from
M to N is the unique conditional expectation from M to N with respect to τ ,
possessing the following properties:
(1) EMN is linear, positive and unital map from M onto N .
(2) For any a ∈M and b ∈ N ,
EMN (ab) = E
M
N (a)b, E
M
N (ba) = bE
M
N (a).
(3) EMN is a projection of norm 1.
Proof. First we prove the uniqueness of EMN (a) ∈ N satisfying (2.1) for a given
a ∈M. Let a′ and a′′ in N satisfy (2.1), namely,
τ(ab) = τ(a′b) = τ(a′′b)
for all b ∈ N . Then
τ
(
b(a′ − a′′)) = 0.
By taking b = (a′ − a′′)∗ and using the faithfulness of τ , we obtain a′ − a′′ = 0,
hence the uniqueness of EMN (a) ∈ N for each a ∈M.
Except for the positivity, (1) and (2) can be shown in the same pattern as
follows. Let a = c1a1 + c2a2 where a1, a2 ∈ M and c1, c2 ∈ C. Then for any
b ∈ N ,
τ(ab) = c1τ(a1b) + c2τ(a2b) = c1τ
(
EMN (a1)b
)
+ c2τ
(
EMN (a2)b
)
= τ
({
c1E
M
N (a1) + c2E
M
N (a2)
}
b
)
.
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Since c1E
M
N (a1) + c2E
M
N (a2) ∈ N , the uniqueness already shown implies
c1E
M
N (a1) + c2E
M
N (a2) = E
M
N (a).
Therefore, EMN is linear.
In the same way, for any a ∈M and b ∈ N ,
τ(abb′) = τ
(
EMN (a)bb
′
)
holds for all b′ ∈ N and hence
EMN (ab) = E
M
N (a)b.
Also
τ(bab′) = τ(ab′b) = τ
(
EMN (a)b
′b
)
= τ(bEMN (a)b
′)
implies
EMN (ba) = bE
M
N (a).
If a ∈ N , then the identity τ(ab) = τ(EMN (a)b) with b ∈ N and the uniqueness
result imply
EMN (a) = a.
Therefore EMN is a map onto N . By taking a = 1(∈ N ), we have
EMN (1) = 1.
Hence EMN is unital.
Since EMN (a) ∈ N for any a ∈ M, we have EMN
(
EMN (a)
)
= EMN (a). There-
fore EMN is a projection.
To show the positivity of the map EMN , we consider the GNS triplet for the
tracial state τN of N (which is the restriction of τ to N ) consisting of a Hilbert
space HNτ , a representation πNτ of N on HNτ and a unit vector ΩNτ ∈ HNτ ,
giving rise to the state τN (A) = τ(A) = (Ω
N
τ , π
N
τ (A)Ω
N
τ ) for A ∈ N .
If a ∈M and a ≥ 0, then for b ∈ N(
πNτ (b)Ω
N
τ , π
N
τ (E
M
N (a))π
N
τ (b)Ω
N
τ
)
= τN
(
b∗EMN (a)b
)
= τN
(
EMN (a)bb
∗
)
= τ(abb∗) = τ(b∗ab) ≥ 0.
Since πNτ (b)Ω
N
τ , b ∈ N is dense in HNτ , we obtain
πNτ
(
EMN (a)
) ≥ 0.
Since πNτ is faithful,
EMN (a) ≥ 0,
and the positivity of EMN is shown.
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For any a ∈ M, the faithfulness of πNτ implies
‖EMN (a)‖
=
∥∥πNτ (EMN (a))∥∥
= sup
b1,b2∈N
{∣∣(πNτ (b1)ΩNτ , {πNτ (EMN (a))}πNτ (b2)ΩNτ )∣∣ ; ‖πNτ (b1)ΩNτ ‖ ≤ 1, ‖πτ (b2)ΩNτ ‖ ≤ 1)∣∣∣}
= sup
b1,b2∈N
{∣∣(τ(b∗1EMN (a)b2)| ; τ(b∗1b1) ≤ 1, τ(b∗2b2) ≤ 1}
= sup
b1,b2∈N
{∣∣(τ(b∗1ab2)| ; τ(b∗1b1) ≤ 1, τ(b∗2b2) ≤ 1}
= sup
b1,b2∈N
{∣∣(πMτ (b1)ΩMτ , πMτ (a)πMτ (b2)ΩMτ )∣∣ ; ‖πMτ (b1)ΩMτ ‖ ≤ 1, ‖πMτ (b2)ΩMτ ‖ ≤ 1)∣∣∣}
≤ ‖πMτ (a)‖ = ‖a‖, (2.4)
where we have used the cyclicity of πNτ (N ) for HNτ for the second equality,
τ
(
b∗1E
M
N (a)b2
)
= τ
(
EMN (a)b2b
∗
1
)
= τ
(
ab2b
∗
1
)
= τ
(
b∗1ab2
)
.
for the fourth equality, and the same computation backwards replacing N by
M for the fifth equality. Due to EMN (1) = 1 and (2.4), we have
‖EMN ‖ = 1.
We have completed the proof. 
2.2 Geometrical Lemma
Let us consider finite type I factors (i.e., full matrix algebras) M and N such
that M ⊃ N . We have the isomorphisms M ≃ N ⊗ N1, N ≃ N ⊗ 1, and
τ = τN ⊗ τN1 where N1 ≡M∩N ′ is a finite type I factor.
A conditional expectation satisfying (2.1) is given by the slice map:
EMN (bb1) = τ(b1)b (b ∈ N , b1 ∈ N1). (2.5)
We give this EMN a geometrical picture which we find useful. We introduce
the following inner product on M:
< a, b >≡ τ(a∗b), (a, b ∈M).
M is then a (finite-dimensional) Hilbert space with this inner product. Let PMN
be the orthogonal projection onto the subspace N of M. We show that PMN is
the same as EMN as a map M 7→ N .
Lemma 2.3. With the notation above,
PMN a = E
M
N (a). (2.6)
for any a ∈M.
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Proof. Any a ∈ M can be decomposed as a = PMN a+ a′ where a′ ∈ N⊥. For
any b ∈ N , we have b∗ ∈ N and hence
τ(ab) = < b∗, a >=< b∗, PMN a > + < b
∗, a′ >
= < b∗, PMN a >= τ
(
(PMN a)b
)
.
Since PMN a ∈ N , it follows from Proposition 2.1 that
PMN a = E
M
N (a).

2.3 Commuting Square
We introduce the following equivalent conditions for a commuting square. (See
e.g. [21].)
Proposition 2.4. Let M,N1,N2 and P be finite type I factors satisfying
M⊃ N1 ⊃ P , M⊃N2 ⊃ P .
Then the following conditions are equivalent:
(1) EMN1 |N2 = EN2P
(2) EMN2 |N1 = EN1P
(3) P = N1 ∩ N2 and EMN1EMN2 = EMN2EMN1
(4) EMN1E
M
N2
= EMP
(5) EMN2E
M
N1
= EMP .
Proof. (1) ⇐⇒ (4):
Assume (1 ). Let a ∈M and b ∈ P . By the assumption, we have
EMN1
(
EMN2(a)
)
= EN2P
(
EMN2(a)
) ∈ P .
due to EMN2 (a) ∈ N2. On the other hand,
τ
(
EMN1
(
EMN2(a)
)
b
)
= τ
(
EMN2(a)b
)
(due to b ∈ (P ⊂)N1)
= τ (ab) (due to b ∈ (P ⊂)N2).
Hence EMN1
(
EMN2(a)
)
= EMP (a) and so E
M
N1
EMN2 = E
M
P .
The converse is obvious: for a ∈ N2, (4) implies
EN2P (a) = E
M
P (a) = E
M
N1E
M
N2(a) = E
M
N1 (a)
and hence (1).
(2) ⇐⇒ (5) :
Exactly the same proof as above, with N1 and N2 interchanged.
(4) ⇐⇒ (3):
Assume (4). By Lemma 2.3, (4) implies
PMN1P
M
N2 = P
M
P .
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Taking adjoints, we obtain
PMN2P
M
N1 = P
M
P .
This implies
EMN2E
M
N1 = E
M
P = E
M
N1E
M
N2 ,
the last equality being due to (4).
Due to N1 ⊃ P and N2 ⊃ P , we have P ⊂ N1 ∩ N2. If b ∈ N1 ∩ N2, then
b = EMN1E
M
N2(b) = E
M
P (b) ∈ P
by (4). Hence P = N1 ∩ N2. This completes the proof of (4) =⇒ (3).
Assume (3). For any a ∈ M, (3) implies EMN1
(
EMN2(a)
)
= EMN2
(
EMN1(a)
) ∈
N1 ∩ N2 = P because the range of EMN1 is N1 and the range of EMN2 is N2. For
any b ∈ P and a ∈M,
τ
(
EMN1
(
EMN2(a)
)
b
)
= τ
(
EMN2 (a)b
)
= τ(ab).
Hence EMN1
(
EMN2(a)
)
= EMP (a). This implies (4).
(5) ⇐⇒ (3):
Exactly the same proof as above, with N1 and N2 interchanged. 
3 Entropy and Relative Entropy
3.1 Definitions
We introduce some definitions and related lemmas needed for formulation of the
main result of this section.
Lemma 3.1. Let M be a finite type I factor.
(i) Let ϕ be a positive linear functional on M. Then there exists a unique
ρˆϕ ∈M+ (called adjusted density matrix) satisfying
ϕ(a) = τ(ρˆϕa)
for all a ∈ M.
(ii) Let N be a subfactor of M and ϕN be the restriction of ϕ to N . Then
ρˆϕN = E
M
N (ρˆϕ)
Proof. (i) is well-known.
(ii) For b ∈ N , ϕN (b) = ϕ(b) = τ(ρˆϕb) = τ
(
EMN (ρˆϕ)b
)
. Since EMN (ρˆϕ) ∈ N+,
we have
ρˆϕN = E
M
N (ρˆϕ).

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Remark. The above definition of density matrix is given in terms of the tracial
state in contrast to the standard definition using the matrix trace Tr. Hence
we use the word ‘adjusted’.
Definition 3.2. Let ρˆϕ be the adjusted density matrix of a positive linear func-
tional ϕ of a finite type I factor. Then
Ŝ(ϕ) ≡ −ϕ(log ρˆϕ)
is called the adjusted entropy of ϕ.
Remark. The adjusted density matrix and the adjusted entropy for a type In
factor M with the dimension Tr(1) = n are related to the usual ones by the
following relations:
ρˆϕ = nρϕ, Ŝ(ϕ) = S(ϕ)− ϕ(1) logn. (3.1)
The range of the values of entropy is given by the following well-known
lemma.
Lemma 3.3. If M is a type In factor and ϕ is a state of M, then
0 ≤ S(ϕ) ≤ logn. (3.2)
The equality S(ϕ) = 0 holds if and only if ϕ is a pure state of M. The equality
S(ϕ) = logn holds if and only if ϕ is the tracial state τ of M.
Definition 3.4. The relative entropy of ̺ and σ in M+ as well as that of
positive linear functionals ϕ and ψ are defined by
S(σ, ̺) = τ
(
̺(log ̺− log σ)) (3.3)
S(ψ, ϕ) = ϕ(log ρˆϕ − log ρˆψ)(= τ
(
ρˆϕ log ρˆϕ − ρˆϕ log ρˆψ
)
). (3.4)
Remark. S(ψ, ϕ) remains the same if ρˆϕ and ρˆψ are replaced by the density
matrices ρϕ and ρψ with respect to Tr. The right-hand sides of (3.3) and (3.4)
are well-defined when ̺, σ, ρˆϕ and ρˆψ are regular. Otherwise, one may define
them as the limit of regular cases, for example by taking the limit ε → 0 for
(1−ε)ϕ+ετ , (1−ε)ψ+ετ for (3.4), and similarly for (3.3). The value of S(ψ, ϕ)
is real or +∞ for positive linear functionals ϕ and ψ.
The following lemma is also well-known.
Lemma 3.5. Let ϕ and ψ be states. Then S(ψ, ϕ) is non-negative. It vanishes
if and only if ϕ = ψ.
Remark. We note that there are different notations for the relative entropy
and that we adopt that of Araki [8] and Kosaki [25]. In comparison with our
notation, the order of two states is reversed in that of Umegaki [45], while both
the order of states and the sign are reversed in that of Bratteli and Robinson
[17].
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3.2 Monotone Property
Under any conditional expectation E and under restriction to any subalgebra,
the relative entropy is known to be non-increasing:
S(ψ ◦ E, ϕ ◦ E) ≤ S(ψ, ϕ), (3.5)
S(ψN , ϕN ) ≤ S(ψ, ϕ). (3.6)
(For example, (3.6) is Theorem 4.1(iv) of [25]. (3.5) follows from Theorem 4.1(v)
of [25], because E is a Schwarz map [44].)
When we want to exhibit the dependence of entropy on M more explicitly,
we use the notation SM and SˆM instead of S and Ŝ. The relation between the
entropy and the relative entropy for a state ϕ is given by
Ŝ(ϕ) = −S(τ, ϕ) = S(ϕ)− S(τ).
Note that S(τ) = logn for a type In factor M.
We identify M with N ⊗ (M∩N ′) and use the notation ϕN ⊗ τM∩N ′ . We
also identify A ∈ N ⊂M with A⊗ 1 ∈ N ⊗ (M∩N ′).
Lemma 3.6. LetM⊃N be finite type I factors, and ϕ be a state onM. Then
SˆN (ϕN )− SˆM(ϕ) = SM(ϕN ⊗ τM∩N ′ , ϕ) = SM(ϕ ◦ EMN , ϕ). (3.7)
Proof. If ϕ is a faithful state, we show the above identity by a straight-forward
calculation. If ϕ is not faithful, we add ε · τ to (1− ε)ϕ and then take the limit
ε→ 0. 
Remark. Ŝ in the above Lemma cannot be replaced by S.
3.3 Strong Subadditivity
If the system under consideration enjoys the commuting square property with
respect to a tracial state, the strong subadditivity property for the adjusted
entropy Ŝ holds (see Theorem 12 in [35]).
Theorem 3.7. Let M,N1,N2 and P be finite type I factors satisfying one of
the equivalent conditions of Proposition 2.4. Let ψ be a state on M. Then
Ŝ(ψ)− Ŝ(ψN1)− Ŝ(ψN2 ) + Ŝ(ψP ) ≤ 0. (3.8)
Proof. By (3.7) and (3.5)
SˆN2(ψN2)− SˆM(ψ) = SM(ψ ◦ EMN2 , ψ) ≥ SM(ψ ◦ EMN2 ◦ EMN1 , ψ ◦ EMN1)
By the assumption, EMN2E
M
N1
= EMN1E
M
N2
= EMP . Hence,
SM(ψ ◦ EMN2 ◦ EMN1 , ψ ◦ EMN1 ) = SM(ψP ⊗ τM∩P′ , ψN1 ⊗ τM∩N1′)
= SN (ψP ⊗ τN1∩P′ , ψN1)
= SˆP(ψP )− SˆN1(ψN1 ),
where the second equality is due to τM∩P′ = τN1∩P′ ⊗ τM∩N1′ and the last
equality due to (3.7). Therefore we obtain (3.8). 
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4 Fermion Lattice Systems
4.1 Fermion Algebra
We introduce Fermion lattice systems where there exists one spinless Fermion
at each lattice site and they interact with each other. The restriction to spinless
particle (i.e., one degree of freedom for each site) is just a matter of simplification
of notation. All results and their proofs in the present work go over to the case
of an arbitrary (constant) finite number of degrees of freedom at each lattice
site without any essential alteration.
The lattice we consider is ν-dimensional lattice Zν (ν ∈ N, an arbitrary
positive integer).
Definition 4.1. The Fermion C∗-algebra A is a unital C∗ algebra satisfying
the following conditions and generated by elements in (1-1):
(1-1) For each lattice site i ∈ Zν , there are elements ai and a∗i of A called
annihilation and creation operators, respectively, where a∗i is the adjoint of ai.
(1-2) The CAR(canonical anticommutation relations) are satisfied for any i, j ∈
Zν :
{a∗i , aj} = δi,j 1
{a∗i , a∗j} = {ai, aj} = 0. (4.1)
Here {A,B} = AB +BA (anticommutator), δi,j = 1 for i = j, and δi,j = 0 for
i 6= j.
(1-3) Let A◦ be the ∗-algebra generated by all ai and a∗i (i ∈ Zν), namely the
(algebraic) linear span of their monomials A1 · · ·An where Ak is aik or a∗ik ,
ik ∈ Zν .
(2) For each subset I of Zν , the C∗-subalgebra of A generated by ai, a∗i , i ∈ I, is
denoted by A(I). If the cardinality |I| of the set I is finite, then A(I) is referred
to as a local algebra or more specifically the local algebra for I. For the empty
set ∅, we define A(∅) = C1.
Remark 1. A◦ is dense in A.
Remark 2. For finite I, A(I) is known to be isomorphic to the tensor product
of |I| copies of the full 2 × 2 matrix algebra M2(C) and hence isomorphic to
M2|I|(C). Then
A◦ =
⋃
|I|<∞
A(I)
has the uniqueC∗-norm. A together with its individual elements {ai, a∗i |i ∈ Zν}
is uniquely defined up to isomorphism and is isomorphic to the UHF-algebra
⊗i∈ZνM2(C), where the bar denotes the norm completion. A has the unique
tracial state τ as the extension of the unique tracial state of A(I), |I| <∞.
Remark 3. Since a∗i ’s and ai’s anti-commute among different indices, a
∗
i and
ai with a specific i can be brought together at any spot in a monomial, with
a possible sign change (without changing the ordering among themselves), and
this can be done for each i. Therefore, the monomials of the form
Ai1 · · ·Aik (4.2)
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together with 1 have a dense linear span in A(I), where the indices i1, · · · , ik ∈ I
are distinct and Aiα is one of a
∗
iα
, aiα , a
∗
iα
aiα , aiαa
∗
iα
.
Definition 4.2. ΘI denotes a unique automorphism of A satisfying
ΘI(ai) = −ai, ΘI(a∗i ) = −a∗i , (i ∈ I), (4.3)
ΘI(ai) = ai, Θ
I(a∗i ) = a
∗
i , (i 6= I).
In particular, we denote Θ = ΘZ
ν
.
The even and odd parts of A are defined as
A+ ≡ {a ∈ A
∣∣ Θ(a) = a}, A− ≡ {a ∈ A ∣∣ Θ(a) = −a}. (4.4)
Remark 1. Such Θ exists and is unique because (4.3) preserves CAR. It obviously
satisfies
Θ2 = id. (4.5)
Remark 2. For any a ∈ A(I),
a = a+ + a−, a± ≡ 1
2
(
a±Θ(a)) (4.6)
gives the (unique) splitting of a into a sum of a+ ∈ A(I)+ and a− ∈ A(I)−,
where the even and odd parts of A(I) are denoted by A(I)+ and A(I)−.
Remark 3. For any a ∈ A−, we have
τ(a) = τ
(
Θ(a)
)
= −τ(a) = 0. (4.7)
Lemma 4.3. Let I and J be mutually disjoint and aσ ∈ A(I)σ, bσ ∈ A(J)σ
where σ = + or −. Then
aσbσ′ = ǫ(σ, σ
′)bσ′aσ, (4.8)
where
ǫ(σ, σ′) = −1 if σ = σ′ = −
= +1 otherwise.
Proof. Since A(I) is generated by ai and a∗i , i ∈ I, polynomials p of ai and a∗i ,
i ∈ I, are dense in A(I). For any ε > 0 and a given aσ, σ = + or −. there exists
a polynomial p, i.e. a linear combination p of monomials of ai and a
∗
i , i ∈ I,
satisfying ‖aσ − p‖ < ε. Since Eσ ≡ (1/2)(id + σΘ) satisfies Eσaσ = aσ and
‖Eσ‖ = 1, we have
‖Eσ(aσ − p)‖ = ‖aσ − pσ‖ < ε
where pσ = Eσp. Since Eσ selects even or odd monomials (annihilating others)
according as σ is + or -, pσ is a linear combination of even or odd monomials
of ai and a
∗
i , i ∈ I. Similarly there exits a linear combination qσ′ of even or
odd monomials of aj and a
∗
j , j ∈ J, satisfying ‖bσ′ − qσ′‖ < ε. Since the graded
commutation relation (4.8) holds for pσ and qσ′ , it holds for aσ and bσ′ . 
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Definition 4.4. (1) For each k ∈ Zν , τk denotes a unique automorphism of A
satisfying
τk(a
∗
i ) = a
∗
i+k, τk(ai) = ai+k, (i ∈ Zν). (4.9)
(2) For a state ϕ of A, the adjoint action of τk is defined by
τ∗kϕ(A) = ϕ
(
τk(A)
)
, (A ∈ A). (4.10)
Remark. The automorphism τk represents the lattice translation by the amount
k ∈ Zν . The map k ∈ Zν 7→ τk is a group of automorphisms:
τkτl = τk+l, (k, l ∈ Zν).
The subalgebras transform covariantly under this group:
τk
(A(I)) = A(I + k), (4.11)
where I + k = {i+ k; i ∈ I} for any subset of I of Zν and any k ∈ Zν .
Definition 4.5. The sets of all states and all positive linear functionals of A
are denoted by A∗+,1 and A∗+; the sets of all Θ invariant and all τ invariant
ones by A∗Θ+,1, A∗Θ+ and A∗ τ+,1, A∗ τ+ , respectively. For any subset I of Zν , the
set of all states of A(I) is denoted by A(I)∗+,1; the set of all Θ invariant ones by
A(I)∗Θ+,1.
Remark 1. Any translation invariant state is automatically even (see, e.g.,
Example 5.2.21 of [17]):
A∗ τ+,1 ⊂ A∗Θ+,1. (4.12)
Remark 2. For each subset I of Zν , we can consider the set of all states
{A(I)+}∗+,1 on the even subalgebra A(I)+. There exists an obvious one-to-one
correspondence between A(I)∗Θ+,1 and {A(I)+}∗+,1 due to (4.7) by the restriction
and the unique Θ invariant extension.
4.2 Product Property of the Tracial State
The following proposition provides a basis for the present section.
Proposition 4.6. If J1 and J2 are disjoint, then
τ(ab) = τ(a)τ(b) (4.13)
for arbitrary a ∈ A(J1) and b ∈ A(J2),
Proof. It is enough to prove the formula when a and b are monomials of the
form (4.2). Let a = Aia
′, where i ∈ J1, a′ ∈ A(J1 \ {i}) is a monomial of the
form (4.2) and Ai is one of a
∗
i , ai, a
∗
i ai, aia
∗
i . We will now show
τ(ab) = τ(Ai)τ(a
′b). (4.14)
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If a′b is a Θ-odd monomial, then τ(a′b) = 0 by (4.7). If Ai is Θ-even, then ab
is odd and τ(ab) = 0, implying (4.14). If Ai is odd, then Ai(a
′b) = −(a′b)Ai.
Hence
τ(ab) = τ
(
Ai(a
′b)
)
= −τ((a′b)Ai) = −τ(Ai(a′b))
= 0,
where the third equality is due to the tracial property of τ . So (4.14) holds in
either case.
If a′b is even and Ai is odd, then τ(Ai) = 0 because Ai is odd and τ(ab) = 0
because ab = Ai(a
′b) is odd. Again (4.14) holds.
Finally, if a′b is even and Ai = a
∗
i ai, then a
∗
i commutes with a
′b due to CAR
and hence
τ(ab) = τ
(
(a∗i ai)(a
′b)
)
= τ
(
ai(a
′b)a∗i
)
= τ
(
aia
∗
i (a
′b)
)
(due to [a∗i , a
′b] = 0)
=
1
2
τ
(
(a∗i ai + aia
∗
i )(a
′b)
)
=
1
2
τ(a′b).
The same formula for a′b = 1 yields τ(Ai) =
1
2 and hence
τ(ab) = τ(Ai)τ(a
′b).
If a′b is even and Ai = aia
∗
i , the above formula holds in the same way. We have
now proved (4.14) for all cases.
Let a be now given by (4.2). By using (4.14) for i1, i2, · · · , ik successively,
we obtain
τ(ab) = τ(Ai1 ) · · · τ(Aik )τ(b).
The same equality for b = 1 yields
τ(a) = τ(Ai1 ) · · · τ(Aik ).
Hence we have
τ(ab) = τ(a)τ(b).
This completes the proof. 
We may say that the tracial state τ is a ‘product’ state although A(J1) and
A(J2) do not commute. We will show in the next subsections that this prod-
uct property of the tracial state implies the commuting square property for the
conditional expectations.
4.3 Conditional Expectations for Fermion Algebras
We prove the C∗-algebraic version of Proposition 2.1 for the Fermion algebra A
and its subalgebras. We note that A(I) is not a von Neumann algebra unless I
is a finite subset of Zν . Hence Proposition 2.1 is not directly applicable to the
Fermion algebra.
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Theorem 4.7. For any subset I of Zν , there exists a conditional expectation
EI : a ∈ A 7→ EI(a) ∈ A(I) (4.15)
uniquely determined by EI(a) ∈ A(I) and
τ(ab) = τ
(
EI(a)b
)
(b ∈ A(I)). (4.16)
For any second subset J of Zν ,
EI(a) ∈ A(I ∩ J) (4.17)
for any a ∈ A(J), and
EIEJ = EJEI = EI∩J. (4.18)
Proof. The C∗-subalgebra of A generated by A(I) and A(Ic)+ is isomorphic to
their tensor product and will be denoted as A(I)⊗A(Ic)+. Let
E
(1)
I ≡
1
2
(
id + ΘI
c)
. (4.19)
It maps A onto A(I)⊗A(Ic)+. Since
τ
(
ΘI
c
(a)b
)
= τ
(
ΘI
c
(ab)
)
= τ(ab)
for all a ∈ A and b ∈ A(I) ⊗A(Ic)+, E(1)I satisfies (4.16).
Since τ is a product state for the tensor product A(I)⊗A(Ic)+, there exists
a conditional expectation E
(2)
I from A(I) ⊗A(Ic)+ onto A(I) satisfying (4.16),
characterized by E
(2)
I (cd) = τ(d)c for c ∈ A(I) and d ∈ A(Ic)+ and called a slice
map. Therefore
EI = E
(2)
I E
(1)
I (4.20)
is a map from A onto A(I) satisfying (4.16). By Lemma 2.2, it is a unique
conditional expectation from A onto A(I) satisfying (4.16).
To show (4.17), note thatA(J) is generated by A(J∩I) and A(J∩Ic), namely,
the linear span of products ab with a ∈ A(J ∩ I) and b ∈ A(J ∩ Ic) is dense in
A(J). Due to the linearity of EI and ‖EI‖ = 1, it is enough to show (4.17) for
such products. We have E
(1)
I (b) ∈ A(Ic)+ and hence
EI(ab) = E
(2)
I
(
aE
(1)
I (b)
)
= aτ
(
E
(1)
I (b)
)
= aτ(b) ∈ A(J ∩ I),
which proves (4.17).
For any a ∈ A, EJ(a) ∈ A(J) and hence EI
(
EJ(a)
) ∈ A(I ∩ J). For b ∈
A(I ∩ J), (4.16) implies
τ
(
EI
(
EJ(a)
)
b
)
= τ
(
EJ(a)b
)
) = τ(ab),
where the first equality is due to b ∈ A(I), while the second equality is due to
b ∈ A(J). This equality and EI(EJ(a)) ∈ A(I ∩ J) imply
EI∩J(a) = EI
(
EJ(a)
)
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by the uniqueness result. By interchanging I and J, we obtain
EIEJ = EJEI = EI∩J,
which proves the last statement (4.18). 
Remark 1. For spin lattice systems, the conditional expectation EI can be
obtained simply as a slice map with respect to the tracial state τ . When spins
and Fermions coexist at each lattice site, EI can be obtained in exactly the
same way as Theorem4.7 (by including spin operators in the even part A(I)+),
provided that the degree of freedom at each lattice site is finite (i.e. A(I) is a
finite factor of type I for any finite I). In all these cases, the results of our paper
are valid as they are proved by the use of conditional expectations EI.
Remark 2. Theorem4.7 can be shown by a more elementary (lengthy) method
by giving EI explicitly for a finite I and then giving EJ for an infinite J as a
limit of EIn for an increasing sequence of finite subsets In of Z
ν tending to J.
Proof presented above is by a suggestion of a referee.
Corollary 4.8. For each subset I of Zν ,
EIΘ = ΘEI. (4.21)
Proof. For any a ∈ A and b ∈ A(I),
τ
(
EI
(
Θ(a)
)
b
)
= τ
(
Θ(a)b
)
= τ
(
Θ{Θ(a)b}) = τ(aΘ(b))
= τ
(
EI(a)Θ(b)
)
= τ
(
Θ{EI(a)Θ(b)}
)
= τ
(
Θ
(
EI(a)
)
b
)
.
Since A(I) is invariant under Θ as a set, we have Θ(EI(a)) = EI(Θ(a)) due to
the uniqueness of EI in the preceding theorem. 
We now show a continuous dependence of EI on the subsets I of Z
ν . We use
the following notation for various limits of subsets of Zν . If {Iα} is a monotone
(not necessarily strictly) increasing or decreasing net of subsets converging to a
subset I of Zν , we write Iα ր I or Iα ց I. For these cases, I = ∪αIα or I = ∩αIα,
respectively. We use Iα → I for the standard convergence of a net Iα to I (i.e.,
lim supα Iα = lim infα Iα = I). By Jր Zν (which is written without any index),
we mean a net of all finite subsets tending to Zν with the set inclusion as its
partial ordering. (In the same way, we use J ր I.) In this case, J itself serves
as the net index and it is a monotone increasing net. Later in § 9 and § 10, we
use a more restrictive notion of a van Hove net {Iα} tending to Zν or to ‘∞’
(see Appendix for detailed explanation).
Lemma 4.9. Let {Iα} be an increasing net of (finite or infinite) subsets of I
such that their union is I. For any a ∈ A,
lim
α
EIα(a) = EI(a). (4.22)
As a special case I = Zν ,
lim
IαրZν
EIα(a) = a. (4.23)
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Proof. Since polynomials of ai and a
∗
i , i ∈ I, are dense in A(I), there exists a
finite subset Jn of I and an ∈ A(Jn) such that
‖EI(a)− an‖ < 1
n
.
Because Jn is a finite subset of I and ∪αIα = I, there exists a finite number
of Iα, say, Iα(1), · · · Iα(k), such that ∪kl=1Iα(l) ⊃ Jn. Since Iα is a net, there exists
an index αn > α(1), · · · , α(k). Since Iα is increasing, Iαn ⊃ Iα(1)∪· · · Iα(k) ⊃ Jn.
For any α ≥ αn, Iα ⊃ Jn and so EIα(an) = an. Hence by I ⊃ Iα, we have
‖EIα(a)− an‖ = ‖EIα
(
EI(a)− an
)‖ ≤ ‖EI(a)− an‖ < 1
n
due to ‖EIα‖ ≤ 1. Thus
‖EIα(a)− EI(a)‖ ≤ ‖EIα(a)− an‖+ ‖EI(a)− an‖ <
2
n
,
for all α ≥ αn, which proves the assertion (4.22). 
Lemma 4.10. Let {Iα} be a decreasing net of (finite or infinite) subsets of Zν
such that their intersection is I. For any a ∈ A,
lim
α
EIα(a) = EI(a). (4.24)
Proof. Let Lk be a monotone increasing sequence of finite subsets of Z
ν such
that their union is Zν . For any ε > 0, there exists kε such that
‖a− ELk(a)‖ < ε
for all k ≥ kε by Lemma 4.9. Hence
‖EI(a)− EI∩Lk(a)‖ = ‖EI
(
a− ELk(a)
)‖ < ε, (4.25)
‖EIα(a)− EIα∩Lk(a)‖ = ‖EIα
(
a− ELk(a)
)‖ < ε (4.26)
for all k ≥ kε and all α due to ‖EI‖ ≤ 1 and ‖EIα‖ ≤ 1.
Since Iα ց I, we have (Iα ∩ Lk) ց (I ∩ Lk). Since Lkε is a finite set, there
exists αε such that Iα∩Lkε = I∩Lkε and hence EIα∩Lkε = EI∩Lkε for all α ≥ αε.
Therefore, we obtain
‖EIα(a)− EI(a)‖ ≤ ‖EIα(a)− EIα∩Lkε (a)‖+ ‖EIα∩Lkε (a)− EI(a)‖
= ‖EIα(a)− EIα∩Lkε (a)‖+ ‖EI∩Lkε (a)− EI(a)‖ < 2ε
for all α ≥ αε, where the first term is estimated by (4.26), and the second by
(4.25). Hence we obtain
lim
α
EIα(a) = EI(a).

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Theorem 4.11. If a net {Iα} converges to I, then
lim
α
EIα(a) = EI(a). (4.27)
for all a ∈ A,.
Proof. By definition, Ia → I means
I = ∩β
( ∪α≥β Iα) = ∪β( ∩α≥β Iα).
Set
Jβ ≡ ∪α≥βIα, Jβ ≡ ∩α≥βIα.
Then Jβ ց I and Jβ ր I. By Lemmas 4.10 and 4.9, there exists a βε for any
given ε > 0 such that for all β ≥ βε
‖EJβ (a)− EI(a)‖ < ε, ‖EJβ (a)− EI(a)‖ < ε.
Hence
‖EJβ (a)− EJβ (a)‖ < 2ε.
Since Jβ ⊃ Iβ ⊃ Jβ , we have EIβEJβ = EIβ , EIβEJβ = EJβ and
‖EIβ (a)− EJβ (a)‖ = ‖EIβ
(
EJβ (a)− EJβ (a)
)‖ < 2ε.
Therefore
‖EIβ (a)− EI(a)‖ < 3ε
for all β ≥ βε. This proves (4.27). 
The following corollary follows immediately from the results obtained in this
subsection.
Corollary 4.12. For any countable family {In} of subsets of Zν ,
∩∞n=1A(In) = A (∩∞n=1In) . (4.28)
Proof. Let Jn ≡ ∩nk=1Ik and I ≡ ∩∞n=1In. Then Jn ց I. By (4.18), EJn−1EIn =
EJn and hence EJn =
∏n
k=1EIk . On one hand, Jn ⊂ Ik for k = 1, . . . , n,
and hence A(Jn) ⊂ ∩nk=1A(Ik). On the other hand, a ∈ ∩nk=1A(Ik) satisfies
EIk(a) = a for all k = 1, . . . , n and hence EJn(a) = a ∈ A(Jn). Therefore
A(Jn) = ∩nk=1A(Ik).
Since Jn ⊃ I, we have A(Jn) ⊃ A(I) and hence
∩∞n=1A(In) = ∩∞n=1A(Jn) ⊃ A(I).
For a ∈ ∩∞n=1A(Jn), EJn(a) = a for any n. Since limnEJn(a) = EI(a) by
Lemma 4.10, we have a = EI(a) ∈ A(I). Now we obtain the desired conclusion
∩∞n=1A(In) = A(I).

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4.4 Commuting Squares for Fermion Algebras
In the following theorem, we show that any two subsets I and J of Zν are
associated with a commuting square of the conditional expectations with respect
to the tracial state τ . For K ⊂ L ⊂ Zν , denote the restriction of EK to A(L)
by ELK. Then it is a conditional expectation from A(L) to A(K) with respect to
the tracial state.
Theorem 4.13. For any subsets I and J of Zν , the following subalgebras of A
form a commuting square:
A(I ∪ J)
A(J)
A(I)
A(I ∩ J),✲
◗
◗
◗
◗◗s
✑
✑
✑
✑✸
✑
✑
✑
✑✑✸
◗
◗
◗
◗◗s
.
Here the arrow from A(L) to A(K) represents the conditional expectation ELK.
Proof. It follows from (4.18) that
EII∩JE
I∪J
I = E
I∪J
I∩J = E
J
I∩JE
I∪J
J ,
which shows the assertion. 
4.5 Commutants of Subalgebras
We are going to determine the commutants of subalgebras of A.
Lemma 4.14. For a finite I,(A(I)+)′ ∩A = A(Ic) + vIA(Ic), (4.29)
where vI is a self-adjoint unitary in A(I)+ given by
vI ≡
∏
i∈I
vi, vi ≡ a∗i ai − aia∗i . (4.30)
and implementing ΘI on A.
Proof. By CAR,
a∗i vi = −a∗i , aivi = ai, via∗i = a∗i , viai = −ai.
Thus vi anticommutes with ai and a
∗
i . If j 6= i, vi commutes with aj and a∗j
due to vi ∈ A({i})+. Therefore for any a ∈ A(I), we have
(AdvI)a ≡ vIav∗I = Θ(a), (4.31)
or equivalently,
vIa = Θ(a)vI. (4.32)
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For any a ∈ A(Ic),
vIa = avI. (4.33)
Due to v∗I = vI = v
2
I , vI is a self-adjoint unitary implementing Θ
I on A.
Since vI ∈ A(I)+ implements ΘI,
(A(I)+)′ is contained in the fixed point
subalgebra AΘI . In terms of E(1)Ic = 12
(
id + ΘI
)
, we have(A(I)+)′ ⊂ AΘI = E(1)Ic (A) = A(I)+ ⊗A(Ic).
Since A(Ic) is in (A(I)+)′, we have(A(I)+)′ = Z(A(I)+)⊗A(Ic) (4.34)
where Z(A(I)+) is the center of A(I)+. Since A(I)+ = {vI}′ ∩ A(I), vI is a
self-adjoint unitary in A(I) and A(I) is a full matrix algebra for a finite I, we
have
Z(A(I)+) = C1+ CvI. (4.35)
By (4.34) and (4.35), we obtain (4.29). 
Lemma 4.15. For a finite I,
A(I)′ ∩ A = A(Ic)+ + vIA(Ic)−, (4.36)
Proof. By Lemma 4.14 and A(I)′ ⊂ (A(I)+)′, any element a ∈ A(I)′ is of the
form
a = a1 + vIa2, a1, a2 ∈ A(Ic).
Take any unitary u ∈ A(I)− (e.g., u = ai + a∗i , i ∈ I). Then we have
a =
1
2
(a+ uau∗) =
1
2
(a1 + ua1u
∗) +
1
2
vI(a2 − ua2u∗)
= (a1)+ + vI(a2)−
due to uvI = −vIu, where
(a1)+ =
1
2
(
a1 +Θ(a1)
) ∈ A(Ic)+, (a2)− = 1
2
(
a2 −Θ(a2)
) ∈ A(Ic)−.
Hence
A(I)′ ⊂ A(Ic)+ + vIA(Ic)−.
The inverse inclusion follows from (4.32) and Lemma 4.3. Hence (4.36) holds. 
Lemma 4.16. For an infinite I,
A(I)′ ∩A = A(Ic)+. (4.37)
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Proof. It is clear that elements ofA(Ic)+ and A(I) commute. Hence it is enough
to prove A(I)′ ∩ A ⊂ A(Ic)+.
Let a ∈ A(I)′ ∩ A. Then
a± =
1
2
(
a±Θ(a)) ∈ A(I)′ ∩ A
because Θ
(A(I)) = A(I). For any finite subset K of I, a± ∈ (A(K)′)±. Hence
by Lemma 4.15,
a+ ∈ A(Kc)+.
Consider an increasing sequence of finite subsets Kn ր I. We apply Corollary 4.12
to (Kn)
c ց Ic, and obtain
a+ ∈ ∩∞n=1A((Kn)c)+ = A(Ic)+. (4.38)
We now prove a− = 0, which yields the desired conclusion due to a = a+ + a−
and (4.38). For a monotone increasing sequence of finite subsets Ln of Z
ν such
that Ln ր Zν , we have limnELn(a−) = a− and hence there exists nε for any
given ε > 0 such that
‖ELn(a−)− a−‖ < ε (4.39)
for n ≥ nε. For any k, we set Kk ≡ I ∩ Lk(⊂ I). Then a− ∈ A(Kk)′ and by
Lemma 4.15 we have
a− = vKkbk
for some bk ∈ A((Kk)c)−. For any i ∈ Kk,
E{i}c(a−) = τ(vi)v(Kk\{i})bk = 0. (4.40)
Now take an n0 ≥ nε. Since Kk ր I and I is an infinite set while any Ln0 is a
finite set, there exists a number k such that Kk contains a point i of Z
ν such
that i /∈ Ln0 . Then Ln0 ⊂ {i}c. It follows from (4.40) that
ELn0 (a−) = ELn0E{i}c(a−) = 0.
This and (4.39) imply
‖a−‖ < ε.
Since ε is arbitrary, we obtain a− = 0. 
Combining Lemma 4.15 and Lemma 4.16, we obtain
Theorem 4.17. (1) For a finite I,
A(I)′ ∩ A = A(Ic)+ + vIA(Ic)−,
where vI is given by (4.30).
(2) For an infinite I,
A(I)′ ∩A = A(Ic)+.
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As a preparation for the remaining case (the commutant of A(I)+ for infinite
I), we present the following technical Lemma for the sake of completeness. We
define
u
(i)
11 ≡ a∗i ai, u(i)12 ≡ a∗i , u(i)21 ≡ ai, u(i)22 ≡ aia∗i . (4.41)
Lemma 4.18. Let I = (i1, · · · , i|I|) be a finite subset of Zν . Put
u′(ij)αα ≡ u(ij)αα for α = 1, 2, u′(ij)αβ ≡ u(ij)αβ v{i1,··· ,ij−1} for α 6= β. (4.42)
Define
ukl ≡
|I|∏
j=1
u
′(ij)
kjlj
, (4.43)
where kn and ln are either 1 or 2, respectively, k = (k1, · · · , k|I|) and l =
(l1, · · · , l|I|). Then the following holds.
(1) The set of all ukl form a self-adjoint system of matrix units of A(I).
(2) Let σ(k, l) be the number of n such that kn 6= ln. Then
Θ(ukl) = (−1)σ(k,l)ukl. (4.44)
(3) Any a ∈ A has a unique expansion
a =
∑
k,l
uklakl (4.45)
with akl ∈ A(Ic) and akl is uniquely given by
akl = 2
|I|EIc(ulka). (4.46)
Proof. (1) By using (4.1) for the case of i = j,
{
u
(i)
αβ
}
αβ
(α, β = 1, 2) satisfies
the relations(
u
(i)
αβ
)∗
= u
(i)
βα, u
(i)
αβu
(i)
α′β′ = δβα′u
(i)
αβ′,
∑
α
u(i)αα = 1, (4.47)
for a self-adjoint system of matrix units. Since v{i1,··· ,ij−1} is a self-adjoint uni-
tary commuting with aij and a
∗
ij
, the same computation shows that
{
u
′(ij)
αβ
}
αβ
(α, β = 1, 2) satisfies the same relations.
Since v{i1,··· ,ij−1} anticommutes with aik and a
∗
ik
for k < j and commutes
with them for k ≥ j, {u′(ij)αβ }αβ commutes with each other for different j.
Since they generate all A({ik}) recursively for k = 1, · · · , n, they form a
self-adjoint system of matrix units of A(I).
(2) Θ(u
(i)
αα) = u
(i)
αα, Θ(u
(i)
αβ) = −u(i)αβ for α 6= β, and Θ(v{i1,··· ,ij−1}) =
v{i1,··· ,ij−1} imply (4.44).
(3) For a full matrix algebra A(I) contained in a C∗-algebra A, the following
expansion of any a ∈ A in term of a self-adjoint system of a matrix units {ukl}
of A(I) is well-known.
a =
∑
k,l
uklbkl,
bkl =
∑
m
umkaulm ∈ A(I)′. (4.48)
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By Lemma 4.15, there are bkl1 and bkl2 in A(Ic) satisfying
bkl = bkl1 + vIbkl2. (4.49)
By direct computation, uklvI = ±ukl where the sign depends on k and l. Thus
we have the expansion (4.45) with akl = bkl1 ± bkl2 ∈ A(Ic).
The coefficient akl ∈ A(Ic) is uniquely determined by the following compu-
tation and given by (4.46).
EIc(ulka) = EIc(
∑
l′
ull′akl′)
=
∑
l′
EIc(ull′)akl′ =
∑
l′
τ(ull′ )akl′ = 2
−|I|akl.
Here we have used the following relation:
τ(ukl) = τ(ukmuml) = τ(umlukm)
= δklτ(umm) = δkl2
−|I|τ(
∑
m
umm) = 2
−|I|δkl.

Theorem 4.19. (1) For a finite I,(A(I)+)′ ∩A = A(Ic) + vIA(Ic), (4.50)
where vI is given by (4.30).
(2) For an infinite I, (A(I)+)′ ∩ A = A(Ic). (4.51)
Proof. (1) is given by Lemma 4.14.
To prove (2), we consider an infinite I. Clearly
(A(I)+)′ ∩A ⊃ A(Ic) due to
(4.8). Hence it is enough to prove that any b ∈ (A(I)+)′ ∩ A belongs to A(Ic)
Let {Ln} be an increasing sequence of finite subsets of Zν such that their
union is Zν . Set In ≡ Ln ∩ I. Then In ր I.
For any ε > 0, there exist a positive integer lε and an element bε of A
(
Llε
)
satisfying
‖b− bε‖ < ε.
For any n, b ∈ (A(In)+)′ due to In ⊂ I and b ∈ (A(I)+)′. The conclusion of (1)
implies
b = b0n + vInb
1
n, (4.52)
where b0n, b
1
n ∈ A({In}c).
Since In ր I and I is infinite, there exists an nε such that Inε contains a
point i which does not belong to Llε . Then i ∈ In for all n ≥ nε. Due to
bε ∈ A
(
Llε
)
and {i}c ⊃ Llε ,
E{i}c(bε) = bε. (4.53)
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Since b0n, b
1
n ∈ A({In}c) ⊂ A({i}c) for all n ≥ nε, we have
E{i}c(b
0
n) = b
0
n
E{i}c(vInb
1
n) = τ(vi)vIn\{i}b
1
n = 0. (4.54)
This implies
E{i}c(b) = E{i}c(b
0
n) + E{i}c(vInb
1
n) = b
0
n. (4.55)
It follows from (4.53) and (4.55)
‖bε − b0n‖ = ‖E{i}c(bε)− E{i}c(b)‖ ≤ ‖bε − b‖ < ε.
Therefore,
‖b− b0n‖ ≤ ‖b− bε‖+ ‖bε − b0n‖ < 2ε (4.56)
for all n ≥ nε. Hence
b = lim
n
b0n.
For any fixed m ∈ N, b0n ∈ A({In}c) ⊂ A({Im}c) for all n ≥ m due to In ⊃ Im.
Thus b ∈ A({Im}c) for any m. By Corollary 4.12,
b ∈ ∩mA({Im}c) = A
(∩m(Imc)) = A({∪mIm}c) = A(Ic).

As a by-product, we obtain the following.
Corollary 4.20. For any infinite I, the restriction of Θ to A(I) is outer.
Proof. We denote the restriction of Θ by the same letter. For any infinite
subsets I and J, (A(I), Θ) is isomorphic to (A(J), Θ) as a pair of C∗-algebra
and its automorphism through any bijective map between I and J. Therefore it
is enough to show the assertion for a proper infinite subset I of Zν .
Suppose that u is a unitary element in A(I) such that
u∗au = Θ(a),
for all a ∈ A(I). Substituting u into a, we have Θ(u) = u. Let b ∈ A(Ic)− and
b 6= 0. Then ub ∈ A−. By (4.8)
ba = Θ(a)b.
Hence ub ∈ A(I)′. Therefore ub ∈ (A(I)′)−, which implies ub = 0 by Lemma 4.16.
This implies
b = u∗(ub) = 0,
a contradiction. 
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5 Dynamics
5.1 Assumptions
We consider a one-parameter group of ∗-automorphisms αt of the Fermion al-
gebra A. Throughout this work, αt is assumed to be strongly continuous, that
is, t ∈ R 7→ αt(A) ∈ A is norm continuous for each A ∈ A. In order to associate
a potential to the dynamics αt (see § 5.4 for details), we need the following two
assumptions on αt and its generator δα with the domain D(δα) :
(I) αtΘ = Θαt for all t ∈ R.
(II) A◦ is in the domain of δα, namely, A◦ ⊂ D(δα).
The assumption (I) of Θ-even dynamics comes from two sources. On the
physical side, the generator of the time translation αt should be i =
√−1 times
the commutator with the energy operator which is a physical observable and
hence Θ-even.
On the technical side, the potential to be introduced below has to commute
with a fixed local element of A when the support region of the potential is far
away in order that the expression for the action of the generator on that local
element converges and makes sense.
For αt to be uniquely specified by the associated potential to be introduced
in § 5.4, we need the following assumption:
(III) A◦ is the core of δα, namely, if δ denotes the restriction of δα to A◦,
its closure δ is δα.
The assumption (III) will be used to derive a conclusion involving αt such
as the KMS condition from other conditions involving the associated potential
such as the Gibbs condition and the variational principle.
Later, when we discuss translation invariant equilibrium states, we will add
the assumption of translation invariance:
(IV) αt τk = τk αt for any t ∈ R, k ∈ Zν .
Later in Proposition 8.1, it will be shown that Assumption (IV) implies
Assumption (I).
By Assumptions (I) and (II), the restriction δ of δα to A◦ satisfies
δΘ(A) = Θ(δA) (5.1)
for any A ∈ A◦. In the rest of this section, we deal with an arbitrary ∗-derivation
δ with the domain A◦ commuting with Θ (eq.(5.1)) irrespective of whether it
comes from a dynamics αt or not. Of course, we can use the results about such
a general δ for the restriction of δα to A◦.
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5.2 Local Hamiltonians
Since A(I) is a finite type I factor for each finite subset I of Zν, there exists a
self-adjoint element H0I ∈ A satisfying
δA = i[H0I , A] (5.2)
for any A ∈ A(I) where δ is any ∗-derivation with its domain A◦ and values in
A (i.e., δ is a linear map from A◦ into A satisfying δ(AB) = (δA)B + A(δB)
and δ(A∗) = (δA)∗). Although this is well-known (see, e.g., [38]), we include its
proof for the sake of completeness.
Lemma 5.1. Let {uij} be a self-adjoint system of matrix units of A(I). Define
hij ≡
∑
l
uliδujl − δij2−|I|
∑
l
∑
m
ulmδuml.
Then hij ∈ A(I)′. Define
iH ≡
∑
i,j
uijhij .
It satisfies H∗ = H and
[iH, A] = δA
for A ∈ A(I). Furthermore,
EIc(H) = 0. (5.3)
Proof. (1) We first prove hij ∈ A(I)′. If i 6= j,
[hij , uαβ] =
∑
l
uli(δujl)uαβ − uαiδujβ
=
∑
l
uli
(
δ(ujluαβ)− ujlδuαβ
)− uαiδujβ
= uαiδujβ − uαiδujβ = 0.
If i = j,
[hii, uαβ] =
∑
l
uli(δuil)uαβ − uαiδuiβ
−
∑
l
∑
m
2−|I|
{
ulm(δuml)uαβ − uαβulmδuml
}
=
∑
l
uli
(
δ(uiluαβ)− uilδuαβ
)− uαiδuiβ
−
∑
l
∑
m
2−|I|
{
ulm
(
δ(umluαβ)− umlδuαβ
)−uαβulmδuml}
= uαiδuiβ − δuαβ − uαiδuiβ
−
∑
m
2−|I|uαmδumβ + 2
−|I|(2|I|1)δuαβ + 2
−|I|
∑
m
uαmδumβ
= 0.
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(2) We prove [iH, uαβ ] = δuαβ, which yields [iH, A] = δA for any A ∈ A(I) by
linearity.
[iH, uαβ ] =
∑
i,j
[uij , uαβ ]hij =
∑
i
uiβhiα −
∑
j
uαjhβj
=
∑
i
uiiδuαβ −
∑
m
2−|I|uαmδumβ
−uαβ
∑
j
δujj +
∑
m
2−|I|uαmδumβ
= δuαβ − uαβδ
(∑
j
ujj
)
= δuαβ − uαβδ1
= δuαβ,
where we have used hij ∈ A(I)′ for the first equality.
(3) Next we prove H∗ = H or iH + (iH)∗ = 0. By using u∗ij = uji and
(δa)∗ = δa∗, we obtain
iH + (iH)∗ =
∑
uij(hij + h
∗
ji),
hij + h
∗
ji =
∑
l
{
uliδujl + (δuli)ujl
}
− δij2−|I|
∑
l
∑
m
{
ulmδuml + (δulm)uml
}
=
∑
l
δ(uliujl)− δij2−|I|
∑
l
∑
m
δ(ulmuml)
= δijδ
(∑
l
ull
)
− δijδ
(∑
l
ull
)
= 0.
Hence iH + (iH)∗ = 0.
(4) We prove the last statement. Note that τ(uij) = 2
−|I|δij . Hence
iEIc(H) = 2
−|I|
∑
i
hii =
∑
i
{∑
l
uliδuil − 2−|I|
∑
l
∑
m
ulmδuml
}
= 0.

We denote this H by H0I .
Lemma 5.2. If δ is a ∗-derivation with domain A◦ and values in A commuting
with Θ, then there exists a self-adjoint element H(I) ∈ A+ satisfying
δA = i[H(I), A]
for all A ∈ A(I) and
EIc(H(I)) = 0.
Proof. Due to commutativity of δ and Θ and Θ2 = 1, we have
δA = Θ
(
δΘ(A)
)
= Θ
(
i[H0I , Θ(A)]
)
= i[Θ(H0I ), A]
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for any A ∈ A(I). Set
H(I) ≡ (H0I )+ =
1
2
(
H0I +Θ(H
0
I )
)
(∈ A+). (5.4)
Then we have H(I)∗ = H(I) and
δA = i[H(I), A] (A ∈ A(I)).
Since EIc(H
0
I ) = 0, it follows from (5.4) and (4.21) that
EIc(H(I)) = 0.

The local Hamiltoinian operator H(I) obtained in the above lemma has the
following properties:
(H-i) H(I)∗ = H(I) ∈ A.
(H-ii) Θ
(
H(I)
)
= H(I)
(
i.e. H(I) ∈ A+
)
.
(H-iii) δA = i[H(I), A] (A ∈ A(I)).
(H-iv) EIc
(
H(I)
)
= 0.
Remark. The property (H-iv) implies
τ
(
H(I)
)
= τ
(
EIc(H(I))
)
= 0. (5.5)
Lemma 5.3. H(I) satisfying (H-ii)–(H-iv) is uniquely determined by δ.
Proof. If H(I) and H(I)′ satisfy (H-ii)-(H-iv), then ∆ = H(I)−H(I)′ satisfies
[∆, A] = 0 for all A ∈ A(I) due to (H-iii). By Lemma 4.15 and (H-ii) for ∆,
∆ ∈ A(I)′ ∩ A+ = A(Ic)+.
Hence (H-iv) implies
∆ = EIc(∆) = EIc
(
H(I)
)− EIc(H(I)′) = 0.
Therefore H(I) satisfying (H-ii)-(H-iv) is unique. 
We call H(I) the standard Hamiltonian for the region I.
Remark. For the empty set ∅, H(∅) = 0 by (H-iv).
Under the conditions (H-ii)-(H-iv), the property H(I)∗ = H(I) of (H-i)
and the property (δA)∗ = δA∗(A ∈ A(I)) for δ are equivalent, because of the
following reason. If H(I)∗ = H(I), then (δA)∗ = δA∗ immediately follows from
(H-iii). If (δA)∗ = δA∗, then H(I)∗ satisfies (H-iii) along with (H-ii) and
(H-iv). Hence H(I)∗ = H(I) by the uniqueness result Lemma 5.3.
Lemma 5.4. If I ⊂ J is a pair of finite subsets, then
H(I) = H(J)− EIc
(
H(J)
)
. (5.6)
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Proof. H(J) satisfies (H-ii) and (H-iii) for the region I(⊂ J). Furthermore,
EIc
(
H(J)
) ∈ A(Ic)+ due to (H-ii) for H(J) and hence it commutes with A ∈
A(I). Therefore H(J) − EIc
(
H(J)
)
satisfies (H-ii)-(H-iv) for the region I. By
the uniqueness (Lemma 5.3), we obtain H(I) = H(J)− EIc
(
H(J)
)
. 
We give the number (H-v) to the condition above:
(H-v) H(I) = H(J)− EIc
(
H(J)
)
for any finite subsets I ⊂ J of Zν .
The proof above has shown that (H-v) is derived from (H-ii)-(H-iv).
So far we have derived the properties (H-i), (H-ii), (H-iv) and (H-v) for the
family
{
H(I)
}
from its definition in terms of δ through the relation (H-iii).
In the converse direction, any family of an element H(I) ∈ A for each finite
subset I of Zν defines a derivation δ on A◦ by (H-iii).
This definition requires a consistency: if A ∈ A(I) and A ∈ A(J), we have a
definition of δ(A) by H(I) and H(J). The proof that they are the same is given
as follows. First we note that A ∈ A(I) ∩A(J) = A(I∩ J). Thus it is enough to
show
[H(I), A] = [H(K), A] (5.7)
for any K ⊂ I and A ∈ A(K), because, using this identity for the pair I ⊃ K =
I ∩ J and J ⊃ K; we obtain [H(I), A] = [H(J), A] for any A ∈ A(I ∩ J).
Since EKc
(
H(I)
)
is Θ-even by (H-ii) and (4.21), EKc
(
H(I)
)
is in A(Kc)+
and commutes with A ∈ A(K). By (H-v),
H(K) = H(I)− EKc
(
H(I)
)
which leads to the consistency equation (5.7).
δ defined by (H-iii) is a ∗-derivation with domain A◦ due to (H-i), and
commutes with Θ by (H-ii).
We have not used (H-iv) in this argument, but have imposed it on H(I)
to obtain the uniqueness of H(I) for a given δ. Namely, by Lemma 5.2 and
Lemma 5.3, the correspondence of δ andH(I) is bijective, for which the condition
(H-iv) is used.
Summarizing the argument so far, we have obtained Theorem 5.7 stated
below after introduction of two definitions.
Definition 5.5. The real vector space of all ∗-derivations with their definition
domain A◦ and commuting with Θ (on A◦) is denoted by ∆(A◦).
Remark. Under Assumptions (I) and (II), the restriction δ of the generator δα
of αt belongs to ∆(A◦)
Definition 5.6. The real vector space of functions H(I) of finite subsets I sat-
isfying the following four conditions is denoted by H and its element H is called
a local Hamiltonian.
(H-i) H(I)∗ = H(I) ∈ A,
(H-ii) Θ
(
H(I)
)
= H(I) (i.e. H(I) ∈ A+)
(H-iv) EIc
(
H(I)
)
= 0,
(H-v) H(I) = H(J)− EIc
(
H(J)
)
for any finite subsets I ⊂ J of Zν .
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Theorem 5.7. The following relation between H ∈ H and δ ∈ ∆(A◦) gives a
bijective, real linear map from H to ∆(A◦).
(H-iii) δA = i[H(I), A] (A ∈ A(I)).
Remark. The value δA of the derivation δ ∈ ∆(A◦) for A ∈ A◦ is in general not
in A◦.
5.3 Internal Energy
For a finite subset I of Zν , set
U(I) ≡ EI
(
H(I)
) (∈ A(I)) (5.8)
and call it the internal energy for the region I. Due to H(∅) = 0, U(∅) = 0.
Due to the property (5.5),
EIEIc
(
(H(J))
)
= τ
(
(H(J))
)
= 0.
By (H-v), we obtain for I ⊂ J
U(I) = EIH(I) = EI
({
H(J)− EIc
(
H(J)
)})
= EIH(J) = EIEJH(J) = EIU(J). (5.9)
Furthermore, for any finite subset I and any subset J of Zν , we have
EJ
(
U(I)
)
= EJEI
(
U(I)
)
= EJ∩I
(
U(I)
)
= U(I ∩ J), (5.10)
where the last equality is due to (5.9). Due to (5.5),
τ
(
U(I)
)
= τ
(
EI(H(I))
)
= τ
(
H(I)
)
= 0. (5.11)
Let us denote
HJ(I) ≡ EJ
(
H(I)
)
. (5.12)
Lemma 5.8. (1) For any pair of finite subsets I and J,
HJ(I) = U(J)− U(Ic ∩ J). (5.13)
(2) For any finite subset I,
H(I) = lim
JրZν
(
U(J)− U(Ic ∩ J)). (5.14)
Proof. (1): By applying (H-v) for pairs I ⊃ I ∩ J and J ⊃ I ∩ J, we obtain
H(I ∩ J) = H(I)− E(I∩J)c
(
H(I)
)
,
H(I ∩ J) = H(J)− E(I∩J)c
(
H(J)
)
.
Therefore
H(I) = H(J)− E(I∩J)c
(
H(J)−H(I)).
By applying EJ to this equation, we obtain
HJ(I) = U(J)− EJE(I∩J)c
(
H(J)−H(I)).
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Since
J ∩ (I ∩ J)c = J ∩ (Ic ∪ Jc) = (J ∩ Ic) ∪ (J ∩ Jc) = J ∩ Ic,
we obtain
EJE(I∩J)c = EJ∩(I∩J)c = EJ∩Ic = EJEIc = EIcEJ.
Since EIc
(
H(I)
)
= 0 by (H-iv), we have
EJE(I∩J)c
(
H(J)−H(I)) = EIcEJ(H(J)) = EIc(U(J)).
Thus
HJ(I) = U(J)− EIc
(
U(J)
)
.
By this and (5.10), we arrive at (5.13).
(2): By (4.23), we have
H(I) = lim
JրZν
HJ(I). (5.15)
This and (5.13) imply the desired (5.14). 
5.4 Potential
We introduce the potential {Φ(I)} in terms of {H(I)} and derive its character-
izing properties. As a consequence, we establish the one-to-one correspondence
between {Φ(I)} and {H(I)}.
Lemma 5.9. For a given {H(I)} ∈ H and the corresponding {U(I)}, there
exists one and only one family of
{
Φ(I) ∈ A; finite I ⊂ Zν
}
satisfying the
following conditions :
(1) Φ(I) ∈ A(I).
(2) Φ(I)∗ = Φ(I), Θ
(
Φ(I)
)
= Φ(I), Φ(∅) = 0.
(3) EJ
(
Φ(I)
)
= 0 if J ⊂ I and J 6= I.
(4) U(I) =
∑
K⊂I Φ(K).
(5) H(I) = limJրZν
∑
K
{
Φ(K); K ∩ I 6= ∅, K ⊂ J }.
Proof. We show this lemma in several steps.
Step 1. Existence of Φ satisfying (1) and (4) for all finite I.
The following expression for Φ(I) in terms of U(K), K ⊂ I satisfies (1) and
(4) for all I and hence the existence.
Φ(I) =
∑
K⊂I
(−1)|I|−|K|U(K). (5.16)
In fact, substituting this expression into
∑
J⊂I Φ(J), we obtain∑
J⊂I
∑
K⊂J
(−1)|J|−|K|U(K) =
∑
K⊂I
α(K)U(K),
α(K) =
∑
J:K⊂J⊂I
(−1)|J|−|K| =
|I|∑
m=|K|
(−1)m−|K|βm, (5.17)
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where βm is the number of distinct J satisfying
K ⊂ J ⊂ I, |J| = m.
This is the number of way for choosing m− |K| elements (for J \K) out of I \K,
which is
(|I|−|K|
m−|K|
)
. Putting l = m− |K|, n = |I| − |K|, we obtain
α(K) =
n∑
l=0
(−1)l
(
n
l
)
= (1− 1)n = 0
for all K 6= I (then n ≥ 1), while we have α(I) = 1. Hence (4) is satisfied by
Φ(I) given as (5.16) for all I.
Step 2. Uniqueness of Φ satisfying (4).
The relation (4) implies
Φ(I) = U(I)−
∑
K⊂I,K 6=I
Φ(K) (5.18)
which obviously determines Φ(I) uniquely for a given {U(I)} by the mathemat-
ical induction on |I| = m starting from Φ(∅) = U(∅) = 0.
Step 3. Property (2).
We already obtain Φ(∅) = 0. Since U(I)∗ = U(I) and Θ(U(I)) = U(I), Φ(I)
defined by (5.16) as a real linear combination of U(K), K ⊂ I satisfies (2).
Step 4. Property (3).
We note that (3) is equivalent to the following condition:
EJ
(
Φ(I)
)
= 0, for J 6⊃ I, (5.19)
because EJ
(
Φ(I)
)
= EJEI
(
Φ(I)
)
= EJ∩I
(
Φ(I)
)
by Theorem4.7, J ∩ I ⊂ I, and
J ∩ I 6= I if and only if J 6⊃ I. On the other hand, EJ
(
Φ(I)
)
= Φ(I) if J ⊃ I due
to Φ(I) ∈ A(I) ⊂ A(J).
We now prove (3) by the mathematical induction on |I| = m. Form = 1, the
only J satisfying J ⊂ I and J 6= I is J = ∅ for which Φ(J) = 0. Then Φ(I) = U(I)
and
EJ
(
Φ(I)
)
= τ
(
Φ(I)
)
1 = τ
(
U(I)
)
= 0
due to (5.11). Suppose (3) holds for |I| < m. We consider I with |I| = m. We
apply EJ (for J ⊂ I, J 6= I) on both sides of (5.18). All K in the summation
on the right-hand side satisfy |K| < m due to K ⊂ I and K 6= I. Hence the
inductive assumption is applicable to Φ(K) on the right-hand side. If K 6⊂ J, we
have EJ(Φ(K)) = 0 by (5.19). If K ⊂ J, we have EJ(Φ(K)) = Φ(K). Therefore,
by using EJU(I) = U(J) (due to J ⊂ I), we obtain
EJΦ(I) = EJU(I)−
∑
K⊂I,K 6=I
EJΦ(K)
= U(J)−
∑
K⊂J
Φ(K) = 0.
This proves (3).
Step 5. Property (5).
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For a finite subset J and I ⊂ J, HJ(I) is written in terms of Φ by (5.13) and
(4) as
HJ(I)(= EJ
(
H(I)
)
) =
∑
K
{
Φ(K); K ∩ I 6= ∅, K ⊂ J}. (5.20)
Due to (5.15), Φ satisfies (5). 
We collect useful formulae for U and H in terms of Φ which have been
obtained above:
U(I) =
∑
K⊂I
Φ(K), (5.21)
HJ(I) =
∑
K
{
Φ(K); K ∩ I 6= ∅, K ⊂ J}, (5.22)
H(I) = lim
JրZν
(∑
K
{
Φ(K); K ∩ I 6= ∅, K ⊂ J})(= lim
JրZν
HJ(I)
)
.(5.23)
Definition 5.10. A function Φ of finite subsets I of Zν with the value Φ(I) in
A is called a standard potential if it satisfies the following conditions :
(Φ-a) Φ(I) ∈ A(I), Φ(∅) = 0.
(Φ-b) Φ(I)∗ = Φ(I).
(Φ-c) Θ
(
Φ(I)
)
= Φ(I).
(Φ-d) EJ
(
Φ(I)
)
= 0 if J ⊂ I and J 6= I.
(Φ-e) For each fixed finite subset I of Zν , the net
HJ(I) =
∑
K
{
Φ(K); K ∩ I 6= ∅, K ⊂ J},
is a Cauchy net in the norm topology of A for J ր Zν . The index set for the
net is the set of all finite subsets J of Zν , partially ordered by the set inclusion.
Remark. (Φ-d) is equivalent to the following condition:
(Φ-d)′ EJ
(
Φ(I)
)
= 0 unless I ⊂ J,
because EJ
(
Φ(I)
)
= EJEI
(
Φ(I)
)
= EJ∩I
(
Φ(I)
)
.
Definition 5.11. The real vector space of all standard potentials is denoted by
P.
Remark. P is a real vector space as a function space, where the linear operation
is defined by
(cΦ+ dΨ)(I) = cΦ(I) + dΨ(I), c, d ∈ R, Φ, Ψ ∈ P . (5.24)
We show the one-to-one correspondence of Φ ∈ P and H ∈ H.
Theorem 5.12. The equations (5.22) and (5.23) for Φ ∈ P and H ∈ H give a
bijective, real linear map from P to H.
Proof. First note that (4) of Lemma 5.9 is satisfied for U(I) = EI
(
H(I)
)
due
to (Φ-d), if (5.22) and (5.23) are satisfied. By Lemma 5.9, there exists a unique
Φ ∈ P satisfying (5.22) and (5.23) for any given H ∈ H.
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The map is evidently linear. The only remaining task is to prove the property
(H-i), (H-ii), (H-iv) and (H-v) for the H(I) given by (5.22) and (5.23), on the
basis of (Φ-a)-(Φ-e). (H-i), (H-ii) and (H-iv) follow from (Φ-b), (Φ-c) and
(Φ-d)′, respectively.
To show (H-v), let L be a finite subset containing J ⊃ I. Then
HL(J)−HL(I) =
∑
K
{
Φ(K); K ∩ J 6= ∅,K ∩ I = ∅, K ⊂ L}
= EIc
(∑
K
{
Φ(K); K ∩ J 6= ∅, K ⊂ L})
= EIc
(
HL(J)
)
due to (5.22), (Φ-a) and (Φ-d)′. By taking limit Lր Zν , we obtain
H(J)−H(I) = EIc
(
H(J)
)
,
where the convergence is due to (Φ-e) and ‖EIc‖ = 1. 
Remark. We will use later the real linearity of the above map:
HcΦ+dΨ(I) = cHΦ(I) + dHΨ (I), c, d ∈ R, Φ, Ψ ∈ P , (5.25)
UcΦ+dΨ(I) = cUΦ(I) + dUΨ (I), c, d ∈ R, Φ, Ψ ∈ P , (5.26)
where HΦ(I) and UΦ(I) denote H(I) and U(I) corresponding to Φ ∈ P .
Theorem 5.13. The following relation between Φ ∈ P and δΦ ∈ ∆(A◦) gives
a bijective, real linear map from P to ∆(A◦).
δΦA = i[H(I), A]
(
A ∈ A(I)), (5.27)
H(I) = lim
JրZν
∑
K
{
Φ(K); K ∩ I 6= ∅, K ⊂ J}. (5.28)
Proof. This is a consequence of Theorem5.7 and Theorem5.12. 
Remark 1. The technique using the conditional expectations for associating a
unique standard potential with a a given ∗-derivation has been developed for
quantum spin lattice systems by one of the authors [12]. The corresponding
formalism for classical lattice systems is developed in [13]. Also see [23] where
EI for the quantum spin case is called a partial trace.
Remark 2. We note that P is a Fre´chet space with respect to a countable family
of seminorms
{‖H({i})‖}, i ∈ Zν .
5.5 General Potential
If the function
Φ : I ∈ {finite subsets of Zν} 7−→ Φ(I) (5.29)
satisfies (Φ-a), (Φ-b), (Φ-c) and (Φ-e), we call it a general potential.
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By (Φ-e), we define H(I) by (5.23) and (5.22). Then, for any finite subsets
K ⊃ I,
H(K)−H(I) = lim
JրZν
∑
L
{Φ(L); L ∩K 6= ∅, L ∩ I = ∅, L ⊂ J} (5.30)
due to (Φ-e). Therefore, we can define δΦ with the domain A◦ by
δΦA = i[H(I), A] for A ∈ A(I), (5.31)
which is a consistent definition due to (5.30) by essentially the same argument as
the one leading to (5.7). The properties (Φ-a), (Φ-b), (Φ-c), and (Φ-e) imply that
δΦ ∈ ∆(A◦). Two general potentials Φ and Φ′ are said to be equivalent if δΦ =
δΦ′ . It follows from Theorem5.13 that there is a unique standard potential which
is equivalent to any given general potential defined above. The equivalence is
discussed, e.g., in [23] and [40] with the name of physical equivalence. We will
consider the consequence of equivalence for a specific class of general potentials
in § 14.
6 KMS Condition
6.1 KMS Condition
We recall the definition of the KMS condition for a given dynamics αt of A (see
e.g. [17]).
Definition 6.1. A state ϕ of A is called an αt-KMS state at the inverse tem-
perature β ∈ R or (αt, β)-KMS state (or more simply KMS state) if it satisfies
one of the following two equivalent conditions :
(A) Let Dβ be the strip region
Dβ =
{
z ∈ C; 0 ≤ Imz ≤ β
}
if β ≥ 0,
=
{
z ∈ C; β ≤ Imz ≤ 0
}
if β < 0,
in the complex plane C and ◦Dβ be its interior.
For every A and B in A, there exists a function F (z) of z ∈ Dβ (depending
on A and B) such that
(1) F (z) is analytic in
◦
Dβ,
(2) F (z) is continuous and bounded on Dβ,
(3) For all real t ∈ R,
F (t) = ϕ
(
Aαt(B)
)
, F (t+ iβ) = ϕ
(
αt(B)A
)
.
(B) Let Aent be the set of all B ∈ A for which αt(B) has an analytic extension
to A-valued entire function αz(B) as a function of z ∈ C. For A ∈ A and
B ∈ Aent,
ϕ
(
Aαiβ(B)
)
= ϕ(BA).
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Remark. In (A), the condition (1) is empty if β = 0. The boundedness in (2)
can be omitted (see, e.g., proposition 5.3.7 in [17]). Aent is known to be dense
in A.
For a state ϕ on A, let
{
Hϕ, πϕ, Ωϕ
}
denote its GNS triplet, namely, πϕ is
a (GNS) representation of A on the Hilbert space Hϕ, and Ωϕ is a cyclic unit
vector in Hϕ, representing ϕ as the vector state. If ϕ is an (αt, β)-KMS state,
then Ωϕ is separating for the generated von Neumann algebra Mϕ ≡ πϕ(A)′′.
Let ∆ϕ and σ
ϕ
t be the modular operator and modular automorphisms for Ωϕ
and ϕ, respectively, [42].
The KMS condition implies that
σϕt
(
πϕ(A)
)
= πϕ
(
α−βt(A)
)
, A ∈ A. (6.1)
It is a result of Takesaki [42] that the KMS condition of a one-parameter
automorphism group of a von Neumann algebra with respect to a cyclic vector
implies the separating property of the vector, and the modular automorphism
group of the von Neumann algebra with respect to the cyclic and separating
vector is characterized by the KMS condition at β = −1 with respect to the
state given by that vector.
For the sake of brevity in stating an assumption later, we use the following
terminology.
Definition 6.2. A state ϕ is said to be modular if Ωϕ is separating for πϕ(A)′′.
6.2 Differential KMS Condition
It is convenient to introduce the following condition in terms of the generator
δα of the dynamics αt, equivalent to the KMS condition with respect to αt.
Definition 6.3. Let δ be a ∗-derivation of A with its domain D(δ). A state ϕ
is said to satisfy the differential (δ, β)-KMS condition (or briefly, (δ, β)-dKMS
condition) if the following two conditions are satisfied
(C-1) ϕ
(
A∗δA
)
is pure imaginary for all A ∈ D(δ).
(C-2) −iβϕ(A∗δA) ≥ S(ϕ(AA∗), ϕ(A∗A)) for all A ∈ D(δ) where the func-
tion S(x, y) is given for x ≥ 0, y ≥ 0 by:
S(x, y) = y log y − y log x if x > 0, y > 0,
S(x, y) = +∞ if x = 0, y > 0,
S(x, y) = 0 if x ≥ 0, y = 0.
We use the following known result (see, e.g., Theorem5.3.15 in [17]).
Theorem 6.4. Let δα be a generator of αt, namely, e
tδα = αt. Then the
(δα, β)-dKMS condition and the (αt, β)-KMS condition are equivalent.
Remark. The function S(x, y) is the relative entropy for linear functionals of
one-dimensional ∗-algebra. The order of the arguments x, y in our notation is
opposite to that of the definition in [45]. (Both the order of the argument and
the sign are opposite to those in [17].) Our definition here is in accordance with
our definition of the relative entropy previously given.
Lemma 6.5. S(x, y) is convex and lower semi-continuous in x, y.
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Proof. A convenient expression for S(x, y) is
S(x, y) = sup
n
sup
s(t)
{
y logn−
∫ ∞
1
n
(
ys(t)2 + t−1x
{
1− s(t)}2)dt
t
}
, (6.2)
where s(t) varies over the linear span of characteristic functions of finite intervals
in [0, +∞). The equality is immediate for x = 0, y > 0 as well as for x ≥ 0,
y = 0. For x > 0, y > 0, (6.2) follows from identities for λ = x/y.
y(log y − log x) = sup
n
{
−y log
(x
y
+
1
n
)}
= sup
n
{
y logn−
∫ ∞
1
n
y
λ
t+ λ
dt
t
}
,
−y λ
t+ λ
= sup
s∈R
{
−
(
ys2 + xt−1(1 − s)2
)}
.
From the expression above, S(x, y) is seen to be convex and lower semi-
continuous in (x, y) because it is a supremum of homogeneous linear functions
of (x, y).
(The variational expression (6.2) for general von Neumann algebras is estab-
lished by Kosaki [25]. This expression indicates manifestly some basic properties
of relative entropy for the general case.) 
Lemma 6.6. The conditions (C-1) and (C-2) are stable under the simultaneous
limit of A and δA in norm topology and ϕ in the weak∗ topology as well as under
the convex combination of states ϕ.
Proof. Let An, A ∈ D(δ), ‖An−A‖ → 0, ‖δAn−δA‖ → 0,
∣∣ϕn(B)−ϕ(B)∣∣ → 0
for every B ∈ A. Then∣∣ϕn(A∗nδAn)− ϕ(A∗δA)∣∣
≤ ∣∣ϕn(A∗nδAn −AδA)∣∣ + ∣∣ϕn(AδA)− ϕ(AδA)∣∣,
which converges to 0 as n→∞. Therefore, the condition (C-1) holds for ϕ and
A if it holds for ϕn and An.
Similarly,
ϕn
(
AnA
∗
n
)→ ϕ(AA∗), ϕn(A∗nAn)→ ϕ(A∗A),
as n→∞. By the lower semi-continuity of S(x, y) in (x, y), we then obtain
S
(
ϕ(AA∗), ϕ(A∗A)
) ≤ lim inf
n
S
(
ϕ(AnA
∗
n), ϕ(A
∗
nAn)
)
.
Hence we obtain the condition (C-2) for ϕ and A if it holds for ϕn and An. Since
ϕ
(
A∗δA
)
is affine in ϕ while S
(
ϕ(AA∗), ϕ(A∗A)
)
is convex in ϕ, the conditions
(C-1) and (C-2) are stable under the convex combination of ϕ. 
Corollary 6.7. Let αt be a one-parameter group of ∗-automorphisms of A
satisfying the conditions (II) and (III). Let δα be the generator of αt. Then a
state ϕ is an (αt, β)-KMS state if and only if it is a (δ, β)-dKMS state, where
δ denotes the restriction of δα to A◦.
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Proof. The restriction δ of δα to A◦ makes sense due to the assumption (II).
By Theorem6.4, it suffices to prove that the dKMS condition for δ implies the
same for δα. By Assumption (III), there exists a sequence An ∈ A◦ for any given
A ∈ D(δα) such that ‖An − A‖ → 0, ‖δAn − δαA‖ → 0. Hence the conditions
(C-1) and (C-2) for δ imply the same for δα due to Lemma 6.6. 
7 Gibbs Condition
In this section, we define the Gibbs condition. We first recall the notion of
perturbation of dynamics and states.
7.1 Inner Perturbation
Consider a given dynamics αt of A with its generator δ on the domain D(δ).
For each h = h∗ ∈ A, there exists the unique perturbed dynamics αht of A with
its generator δh given by
δh(A) ≡ δ(A) + i[h, A] (A ∈ D(δ)) (7.1)
on the same domain as the generator δ of αt. This α
h
t (A) is explicitly given by
αht (A) = u
h
t αt(A)(u
h
t )
∗ (7.2)
where
uht ≡ 1+
∞∑
m=1
im
∫ t
0
dt1
∫ t1
0
dt2 · · ·
∫ tm−1
0
dtm αtm(h) · · ·αt1(h). (7.3)
This is unitary and satisfies the following cocycle equation:
uhsαs(u
h
t ) = u
h
s+t
The same statements hold for a von Neumann algebra M and its one parameter
group of ∗-automorphisms αt; the t-continuity of αt for each fixed x ∈M in the
strong operator topology of M is to be assumed.
Let Ω be a cyclic and separating vector for M. Let ∆Ω be the modular
operator for Ω and σωt be the corresponding modular automorphism group
σωt (x) = ∆Ω
itx∆Ω
−it,
where ω indicates the positive linear functional
ω(x) = (Ω, xΩ), (x ∈M).
For h = h∗ ∈M, the perturbed vector Ωh is given by
Ωh
≡
∞∑
m=0
∫ 1
2
0
dt1
∫ t1
0
dt2 · · ·
∫ tm−1
0
dtm∆
tm
ϕ πϕ(h)∆
tm−−tm
ϕ πϕ(h) · · ·∆t−tϕ πϕ(h)Ω
= Expr
(∫ 1
2
0
;∆tϕπϕ(h)∆
−t
ϕ dt
)
Ω, (7.4)
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where the sum is known to converge absolutely ([2]). The notation Expr is
taken from [3].
The positive linear functional ωh on M is defined by
ωh(x) ≡ (Ωh, xΩh) (x ∈M). (7.5)
The vector Ωh defined above is cyclic and separating for M. Its modular auto-
morphism group σω
h
t of M coincides with (σ
ω
t )
h, i.e. the perturbed dynamics of
(σωt , M) by h. Ω
h is in the natural positive cone of (Ω, M) (see, e.g., [43] and
[17]) for any self-adjoint element h ∈M and satisfies
(Ωh1)h2 = Ωh1+h2 (7.6)
for any self-adjoint elements h1, h2 ∈M. We have
(ωh1)h2 = ωh1+h2 , σ
{ω(h1+h2)}
t
(
=
(
σωt
)(h1+h2))
=
{
(σωt )
h1
}h2
, (7.7)
where
{
(σωt )
h1
}h2
indicates the dynamics which is given by the successive per-
turbations first by h1 and then by h2. We denote the normalization of ω
h by
[ωh]:
[ωh] = ωh(1)−1ωh = ω(h−{logω
h(1)}1). (7.8)
We use the following estimates (Theorem 2 of [4]) and a formula (e.g. (3.5) of
[7] and Theorem 3.10 of [9]) later.
‖Ωh‖ ≤ exp 1
2
‖h‖, logωh(1) ≤ ‖h‖. (7.9)
S(ϕh, ϕ) = −ϕ(h). (7.10)
7.2 Surface Energy
Let us consider Φ ∈ P . For any finite subset I of Zν , we define
W (I) ≡ H(I)− U(I). (7.11)
By (5.21), (5.22) and (5.23), the expression for W (I) in terms of the potential
is given as follows.
W (I) =
∑
K
{
Φ(K);K ∩ I 6= ∅, K ∩ Ic 6= ∅} (7.12)(
= lim
JրZν
(∑
K
{
Φ(K);K ∩ I 6= ∅, K ∩ Ic 6= ∅, K ⊂ J})).
W (I) is the sum of all (interaction) potentials between the inside and the outside
of I by definition, and will be called the surface energy.
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7.3 Gibbs Condition
We are now in a position to introduce our Gibbs condition for a state ϕ of A
for a given δ ∈ ∆(A◦). We use the following notation in its definition below.
As in § 6.1,
{
Hϕ, πϕ, Ωϕ
}
is the GNS triplet for ϕ. The normal extension of ϕ
to the weak closure Mϕ(= πϕ(A)′′) is denoted by the same letter ϕ:
ϕ(x) = (Ωϕ, xΩϕ) (x ∈Mϕ),
ϕ
(
πϕ(a)
)
= ϕ(a) (a ∈ A).
Let Φ(I), H(I), U(I) and W (I) be those uniquely associated with δ. The follow-
ing operators will be used for perturbations of dynamics and states
hˆ = πϕ
(
βH(I)
)
, uˆ = πϕ
(
βU(I)
)
, wˆ = πϕ
(
βW (I)
)
. (7.13)
Definition 7.1. For δ ∈ ∆(A◦), a state ϕ of A is said to satisfy the (δ, β)-
Gibbs condition, or alternatively the (Φ, β)-Gibbs condition, if the following two
conditions are satisfied.
(D-1) ϕ is a modular state. (See Definition 6.2.)
(D-2) For each finite subset I of Zν , σϕ
wˆ
t satisfies
σϕ
wˆ
t
(
πϕ(A)
)
= πϕ
(
e−iβU(I)tAeiβU(I)t
)
for all A ∈ A(I).
The condition (D-2) is equivalent to the following condition (D-2)′ as shown
in the subsequent Lemma and hence we may define the (δ, β)-Gibbs condition
by (D-1) and (D-2)′.
(D-2)′ For each finite subset I of Zν and A ∈ A(I), πϕ(A) is σϕ
hˆ
t -invariant,
namely, πϕ
(A(I)) is in the centralizer of the positive linear functional ϕhˆ.
Lemma 7.2. The conditions (D-2) and (D-2)′ are equivalent.
Proof. First assume (D-2). Since hˆ = wˆ + uˆ, we have ϕhˆ = (ϕwˆ)
uˆ
and hence
σϕ
hˆ
t =
{
(σϕt )
wˆ
}uˆ
=
(
σϕ
wˆ
t
)uˆ
Since e−iβU(I)t U(I) eiβU(I)t = U(I), πϕ
(
U(I)
)
is invariant under σϕ
wˆ
t by (D-2).
Then unitary cocycle bridging σϕ
wˆ
t and σ
ϕhˆ
t becomes e
iuˆt. Hence
σϕ
h
t = Ad(e
iuˆt) ◦ σϕwˆt .
Therefore, for πϕ
(
A
)
, A ∈ A(I), we have
σϕ
h
t (πϕ
(
A
)
) = eiuˆtσϕ
w
t (πϕ
(
A
)
)e−iuˆt
= πϕ
(
Ad(eiβU(I)t) ◦Ad(e−iβU(I)t) ◦A)
= πϕ
(
A
)
.
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Thus (D-2)′ is satisfied.
We show the converse. Assume (D-2)′. Since wˆ = hˆ−uˆ, σϕwˆt is the perturbed
dynamics of σϕ
hˆ
t by −uˆ. Since u ∈ A(I) is σϕ
hˆ
t -invariant (being in the central-
izer), the corresponding unitary cocycle is e−iuˆt. Hence, for πϕ
(
A
)
, A ∈ A(I),
we have
σϕ
wˆ
t
(
πϕ
(
A
))
= e−iuˆtσϕ
hˆ
t (πϕ
(
A
)
)e+iuˆt
= e−iβpiϕ
(
U(I)
)
tπϕ
(
A
)
eiβpiϕ
(
U(I)
)
t
= πϕ
(
e−iβU(I)tAeiβU(I)t
)
,
and (D-2) is derived. 
We introduce the local Gibbs state.
Definition 7.3. For finite I, the local Gibbs state of A(I) (or local Gibbs state
for I) with respect to (δ, β) is given by
ϕcI (A) ≡
τ(e−βU(I)A)
τ(e−βU(I))
, A ∈ A(I). (7.14)
Corollary 7.4. If ϕ satisfies the (δ, β)-Gibbs condition, then the restriction of
ϕhˆ to A(I) is ϕhˆ(1) times the tracial state τ and that of ϕwˆ is ϕwˆ(1) times the
local Gibbs state ϕcI given by (7.14).
Proof. Since ϕhˆ has the tracial property for A(I) by (D-2)′, its restriction to
A(I) must be ϕhˆ(1) times the unique tracial state τ .
Since the inner automorphism group
αIt ≡ Ad(e−iβU(I)t) (7.15)
leaves A(I) invariant and has the same action on A(I) as the modular automor-
phism of ϕwˆ|A(I) (the restriction of ϕwˆ to A(I)), ϕwˆ|A(I) satisfies (αIt, −1) KMS
condition and hence must be ϕwˆ(1) times the unique KMS state given by the
local Gibbs state ϕcI . 
7.4 Equivalence to KMS Condition
Theorem 7.5. Let αt be dynamics of A satisfying conditions (I) and (II) and
δ be the restriction of its generator δα to A◦. Then any (αt, β)-KMS state ϕ of
A satisfies (δ, β)-Gibbs condition.
Proof. As already indicated, it is known that the KMS condition implies (D-1).
It remains to show (D-2). We have
(d/ds)
(
σϕ
wˆ
s (x)− σϕs (x)
)
s=0
= i [wˆ, x] ,
for x ∈Mϕ. By the group property of the automorphisms,
(d/dt)σϕ
wˆ
t (x) = σ
ϕwˆ
t
{
(d/ds)σϕ
wˆ
s (x)
∣∣∣
s=0
}
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for x in the domain of the generator of σϕ
wˆ
t . For the same x, we have
(d/dt)σϕ
wˆ
t (x) = σ
ϕwˆ
t
{
(d/ds)σϕs (x)
∣∣∣
s=0
+i[wˆ, x]
}
.
The KMS condition implies that
σϕs
(
πϕ(A)
)
= πϕ
(
α−βs(A)
)
, A ∈ A.
Therefore, if A ∈ A is in the domain of the generator of αt, we have
(d/dt)σϕ
wˆ
t
(
πϕ(A)
)
= σϕ
wˆ
t
{
(d/ds)
(
πϕ
{
α−βs(A)
})∣∣∣
s=0
}
+ σϕ
wˆ
t
(
πϕ
{
[iβW (I), A]
})
.
Now we take A ∈ A(I). By (H-iii),
(d/dt)σϕ
wˆ
t
(
πϕ(A)
)
= σϕ
wˆ
t
(
−iβπϕ
{
[H(I), A]
})
+ σϕ
wˆ
t
(
iβπϕ
{
[W (I), A]
})
= −iβσϕwˆt
(
πϕ
{
[U(I), A]
})
.
For A ∈ A(I), eiβU(I)tAe−iβU(I)t ∈ A(I), and we have
(d/dt)σϕ
wˆ
t
(
πϕ
{
eiβU(I)tAe−iβU(I)t
})
= σϕ
wˆ
t
{
(d/ds)σϕ
wˆ
s
(
πϕ
{
eiβU(I)(t+s)Ae−iβU(I)(t+s)
})∣∣∣
s=0
}
= σϕ
wˆ
t
(
−iβπϕ
{
[U(I), eiβU(I)tAe−iβU(I)t]
}
+ πϕ
{
d/ds
(
eiβU(I)(t+s)Ae−iβU(I)(t+s)
)∣∣∣
s=0
})
= 0.
This implies that
σϕ
wˆ
t
(
πϕ
{
eiβU(I)tAe−iβU(I)t
})
is a constant function of t and hence equals to its value at t = 0, which is πϕ(A).
Thus
σϕ
wˆ
−t
(
πϕ(A)
)
= πϕ
(
eiβU(I)tAe−iβU(I)t
)
and (D-2) is shown. 
To show the converse, we need the assumption (III) for the dynamics αt.
Theorem 7.6. Let αt be a dynamics of A satisfying the conditions (I), (II) and
(III). Let δ be the restriction of its generator δα to A◦. Then any (δ, β)-Gibbs
state ϕ of A satisfies (αt, β)-KMS condition.
Proof. We use (D-2)′. It says that
(d/dt)σϕ
hˆ
t
(
πϕ(A)
)
= 0
for all A ∈ A(I). By the group property of the automorphism,
(d/dt)σϕt (x) = σ
ϕ
t
{
(d/ds)σϕs (x)
∣∣∣
s=0
}
.
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For any A ∈ A◦, there exists a finite subset I such that A ∈ A(I). Since
ϕ = (ϕhˆ)−hˆ, we have
(d/dt)σϕt
(
πϕ(A)
)
= σϕt
{
(d/ds)σϕ
hˆ
s
(
πϕ(A)
)∣∣∣
s=0
−[ihˆ, πϕ(A)]
}
= σϕt
(−iβπϕ([H(I), A]))
= −βσϕt
(
πϕ(δA)
)
. (7.16)
We note that for any A ∈ A
σϕt
(
πϕ(A)
)
= ∆ϕ
itπϕ(A)∆ϕ
−it, ∆ϕΩϕ = Ωϕ.
By applying (7.16) on Ωϕ and setting t = 0, we conclude that πϕ(A)Ωϕ is in
the domain of log∆ϕ and
i(log∆ϕ)πϕ(A)Ωϕ = −βπϕ
(
δ(A)
)
Ωϕ (7.17)
for all A ∈ A◦.
By Assumption (III), for every A ∈ D(δα), there exists a sequence {An},
An ∈ A◦ such that {An} and {δAn(= δαAn)} converge to A and δαA(= δ¯A),
respectively, in the norm topology of A. Since log∆ϕ is a (self-adjoint) closed
operator, πϕ(A)Ωϕ must be in the domain of log∆ϕ and (7.17) holds for any
A ∈ D(δα).
For A ∈ D(δα) and t ∈ R, we set
ξt ≡ σϕt
(
πϕ
{
αβt(A)
})
Ωϕ = ∆ϕ
itπϕ(αβt(A))Ωϕ.
For A ∈ D(δα), αt(A) is in D(δα) for any t ∈ R. Therefore, we can substitute
αβt(A) into A of (7.17) and obtain
(d/dt)ξt = ∆ϕ
it
{
(d/ds)∆ϕ
isπϕ
{
αβt(A)
}
Ωϕ
∣∣∣
s=
}
+∆ϕ
it
(
(d/dt)πϕ
{
αβt(A)
}
Ωϕ
)
= ∆ϕ
it
{−βπϕ{δ(αβt(A))}Ωϕ + πϕ{βδ(αβt(A))}Ωϕ}
= 0.
Therefore, we have ξt = ξ0 and
σϕt
(
πϕ
{
αβt(A)
})
Ωϕ = πϕ(A)Ωϕ.
Since Ωϕ is separating for Mϕ, we obtain
σϕt
(
πϕ
{
αβt(A)
})
= πϕ(A).
This implies
πϕ
{
αβt(A)
}
= σϕ−t
(
πϕ(A)
)
.
Since D(δα)(⊃ A◦) is norm dense in A, we have
πϕ
{
α−βt(A)
}
= σϕt
(
πϕ(A)
)
,
for every A ∈ A.
Since ϕ satisfies (σϕt , −1)-KMS condition as a state of Mϕ, we obtain the
(αt, β)-KMS condition for ϕ. 
7.5 Product Form of the Gibbs Condition
In the case of quantum spin lattice systems, for any region I ⊂ Zν , A = A(I)⊗
A(Ic). In this situation, the Gibbs condition implies that ϕwˆ(= ϕpiϕ(βW (I)))
is a product of the local Gibbs state of A(I) and its restriction to A(Ic), or
equivalently ϕhˆ(= ϕpiϕ(βH(I))) is a product of the tracial state of A(I) and its
restriction to A(Ic) for any finite region I [5].
However, this product property for ϕwˆ and ϕhˆ for the present Fermion case
does not seem to be automatic in general. We show that such a product property
holds if and only if the Gibbs state ϕ is Θ-even, where the product property
refers to the validity of the formula
ψ(AB) = ψ(A)ψ(B)/ψ(1), A ∈ A(I), B ∈ A(Ic) (7.18)
for ψ = ϕhˆ and for ψ = ϕwˆ
Proposition 7.7. Assume the conditions (I) and (II) for the dynamics. Let
I be a non-empty finite subset of Zν . If ϕ satisfies the Gibbs condition, then
ϕpiϕ(βW (I)) has the product property (7.18) if and only if ϕ is Θ-even. The same
is true for ϕpiϕ(βH(I)).
Proof. First assume that ϕ is even. It follows from the Gibbs condition that
A(I) is in the centralizer of ϕhˆ and the restriction of ϕhˆ to A(I) is tracial. We
will show
ϕhˆ
(
[A1, A2]B
)
= 0 (7.19)
for any A1, A2 ∈ A(I) and any B ∈ A(Ic). It is enough to show this for all
combinations of even and odd A1, A2 and B because the general case follows
from these cases by linearity.
Since A1 and A2 are in the centralizer of ϕ
hˆ, we have
ϕhˆ(A1A2B) = ϕ
hˆ(A2BA1), ϕ
hˆ(A2A1B) = ϕ
hˆ(A1BA2).
If one, or more of A1, A2, B is even, then BA1 = A1B or BA2 = A2B holds.
Hence (7.19) follows for this case.
The remaining case is when A1, A2, B are all odd. We now show that ϕ
hˆ is
even so that (7.19) holds in this case.
Since ϕ is assumed to be even at this part of proof, Θ leaves ϕ invariant and
hence there exists an involutive unitary UΘ on the GNS representation space
Hϕ of ϕ, satisfying
UΘπϕ(A)UΘ∗ = πϕ
(
Θ(A)
)
, (A ∈ A), (7.20)
UΘΩϕ = Ωϕ. (7.21)
Since H(I) is even by assumption, it follows from the commutativity of UΘ with
∆ϕ [42] and the above equations (7.20), (7.21) that the perturbed vector Ω
hˆ
ϕ
is UΘ invariant. Therefore ϕhˆ is even, since it is the vector functional by Ωhˆϕ.
Hence ϕhˆ vanishes on every odd element and (7.19) is satisfied if A1, A2 and B
are all odd. Now (7.19) is proved for all the cases.
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Since A(I) is a 2|I| × 2|I| full matrix algebra, any element A ∈ A(I) can be
written as
A = τ(A) +
∑
j
[Aj1, Aj2]
for some Aj1, Aj2 ∈ A(I). Hence (7.19) implies
ϕhˆ(AB) = τ(A)ϕhˆ(B) (7.22)
for any A ∈ A(I) and B ∈ A(Ic). This means that ϕhˆ has a form of the product
of τ of A(I) and its restriction to A(Ic).
Since U(I) is in the centralizer of ϕhˆ, we have
ϕwˆ = {ϕhˆ}−uˆ = ϕhˆ · e−uˆ.
Hence, for any A ∈ A(I) and B ∈ A(Ic),
ϕwˆ(AB) = τ(e−uˆ)ϕcI (A)ϕ
hˆ(B).
By setting A = 1, we have
ϕwˆ(B) = τ(e−uˆ)ϕhˆ(B).
Therefore
ϕwˆ(AB) = ϕcI (A)ϕ
wˆ(B). (7.23)
Hence we have the desired product property of ϕwˆ.
We now prove the converse, starting from the assumption that ϕhˆ has a
product form (7.18).
We note that
τ(aia
∗
i ) = τ(a
∗
i ai) = τ
(1
2
(aia
∗
i + a
∗
i ai)
)
= τ
(1
2
1
)
=
1
2
due to CAR. On the other hand, ai anticommutes with any odd element B in
A(Ic) and hence
ϕhˆ(aia
∗
iB) = ϕ
hˆ(a∗iBai) = −ϕhˆ(a∗i aiB), (7.24)
where the first equality follows because ai is in the centralizer of ϕ
hˆ due to the
Gibbs condition. By the product form assumption,
ϕhˆ(AB) = ϕhˆ(A)ϕhˆ(B)/ϕhˆ(1)
for A ∈ A(I) and B ∈ A(Ic). Since A is in the centralizer, ϕhˆ(A)/ϕhˆ(1) = τ(A)
for the unique tracial state τ of A(I). Hence
ϕhˆ(aia
∗
iB) = τ(aia
∗
i )ϕ
hˆ(B) =
1
2
ϕhˆ(B),
ϕhˆ(a∗i aiB) = τ(a
∗
i ai)ϕ
hˆ(B) =
1
2
ϕhˆ(B). (7.25)
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From (7.24) and (7.25), we obtain
ϕhˆ(B) = 0 (7.26)
for any B ∈ A(Ic)−. Since A− = A(I)+A(Ic)− +A(I)−A(Ic)+ for a finite I, ϕhˆ
vanishes on odd elements of A. We conclude that ϕhˆ is even. This implies that
ϕ is also even by the same argument as in the first part of this proof due to
ϕ = {ϕhˆ}−hˆ. 
Remark. By the above Proposition, we have already shown that if a Gibbs state
ϕ satisfies the condition that ϕpiϕ(βW (I)) has the product property (7.18) for the
pair (A(I), A(Ic)) for one non-empty finite I, then ϕ has this product property
for every finite subset I.
In connection with Proposition 7.7, if A(Ic) is replaced by the commutant
algebra A(I)′ in the product property (7.18), then ϕwˆ is a product of the local
Gibbs state of A(I) and its restriction to A(I)′ for every finite region I irrespec-
tive of whether ϕ is even or not as is shown in the following corollary. This
situation is much the same as in quantum spin lattice systems.
Corollary 7.8. Assume the conditions (I) and (II) for the dynamics. Let ϕ
be a modular state. The state ϕ satisfies the Gibbs condition if and only if the
perturbed functional ϕwˆ is a product of the local Gibbs state ϕcI of A(I) and its
restriction to A(I)′ for every finite I.
Proof. For a finite I, A(I) is a full matrix algebra and hence A is an (algebraic)
tensor product of A(I) and A(I)′.
If ϕwˆ has the product property described above, then the GNS represen-
tation of A associated with ϕwˆ is the tensor product of those for (A(I), ϕcI )
and (A(I)′, ψ) where ψ = ϕwˆ|A(I)′ . Therefore the product of the modular au-
tomorphisms for these two pairs satisfies the KMS condition (with β = −1)
for (A, ϕwˆ) and must be the modular operator for (A, ϕwˆ). In particular, the
restriction of the modular automorphisms of (A, ϕwˆ) to A(I) coincides with the
modular automorphisms αIt
(
= Ad(e−iβU(I)t)
)
for (A(I), ϕcI ). Hence the Gibbs
condition is satisfied.
Conversely, assume that the Gibbs condition is satisfied for ϕ. By the el-
ementwise commutativity of A(I) and A(I)′, we can show directly (7.19) in
Proposition 7.7 in this case for any A1, A2 ∈ A(I) and B ∈ A(I)′ skipping the
previous discussion about even and odd elements. The argument showing (7.22)
and (7.23) are still valid after we replace A(Ic) by A(I)′. 
8 Translation Invariant Dynamics
8.1 Translation Invariance and Covariance
From now on, we need the following assumption for the dynamics αt for the
most part of our theory.
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(IV) αt τk = τk αt for all t ∈ R and k ∈ Zν .
If (IV) holds, αt is said to be translation invariant. This assumption implies
our earlier assumption (I) due to the following Proposition, which we owe to a
referee.
Proposition 8.1. Any automorphism αt commuting with the lattice translation
τk, k ∈ Zν , must commute with Θ.
For its proof, we need the following Lemma.
Lemma 8.2. An element x ∈ A is Θ-even if and only if the following asymp-
totically central property holds.
lim
k→∞
‖[τk(x), y]‖ = 0 (8.1)
for all y ∈ A.
Proof. If x ∈ (A◦)+ and y ∈ A◦, then [τk(x), y] = 0 for sufficiently large k. By
the density of (A◦)+ in A+ and A◦ in A, we obtain (8.1) for x ∈ A+ and y ∈ A.
In the converse direction, consider a general x ∈ A and define x± = 1/2
(
x±
Θ(x)
) ∈ A±. Due to the validity of (8.1) for x+, which is just shown, we have
lim
k→∞
‖[τk(x), y]‖ = lim
k→∞
‖[τk(x−), y]‖.
Take a unitary y ∈ A− (e.g., ai + a∗i ). Then
‖[τk(x−), y]‖ = 2‖τk(x−)y‖ = 2‖x−‖.
Hence (8.1) for x implies x− = 0, namely x ∈ A+. 
Proof of Proposition8.1 :
Due to τkα = ατk, we have∥∥[τk(α(x)), α(y)]∥∥ = ∥∥α{[τk(x), y]}∥∥ = ∥∥[τk(x), y]∥∥.
Hence α(x) ∈ A+ if and only if x ∈ A+ by Lemma 8.2. Let
E+ ≡ 1
2
(id + Θ). (8.2)
It is the conditional expectation from A onto A+, characterized by E+(x) ∈ A+
for all x ∈ A and τ(xy) = τ(E+(x)y) for all x ∈ A and y ∈ A+. Then
α
(
α−1(y)
)
= y ∈ A+ implies α−1(y) ∈ A+ and
τ
(
E+(α(x))y
)
= τ
(
α(x)y
)
= τ
(
α(xα−1(y)
)
= τ
(
xα−1(y)
)
= τ
(
E+(x)α
−1(y)
)
= τ
(
α−1
{
α(E+(x))y
})
= τ
(
α(E+(x))y
)
,
where we have used α−1(y) ∈ A+ in the fourth equality. Since E+(α(x)) ∈ A+
and α(E+(x)) ∈ A+ (due to E+(x) ∈ A+), we have E+(α(x)) = α(E+(x)).
Therefore E+α = αE+ and α commutes with Θ. 
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Remark. A referee pointed out the following approach (which we have not
adopted). Under assumption IV, any αt|A+ -KMS state of A+ has a unique
even extension to an αt-KMS state of A (e.g. by [11]). This allows one to
reduce the analysis of KMS states to the case of asymptotically abelian system
due to (8.1).
The dynamics αt is translation invariant if and only if its generator αt com-
mutes with every τk (k ∈ Zν). (This statement includes the τk-invariance of the
domain of the generator.)
The corresponding standard potential (which exists under the assumptions
(I) and (II)) satisfies the following translation covariance condition:
(Φ-f) τkΦ(I) = Φ(I + k), for all finite subsets I of Z
ν and all k ∈ Zν .
Such a potential will be said to be translation covariant.
We consider the set Pτ of all translation covariant potentials in P . Namely,
Pτ is defined to be the set of all Φ satisfying all conditions of Definition 5.10,
i.e., (Φ-a,b,c,d,e) and the translation covariance (Φ-f).
We make Pτ a real vector space as a function space on the set of finite
subsets of Zν by the linear operation given in (5.24).
In the same way, we define Hτ to be the subspace of H such that each
element H satisfies the following translation covariance condition:
(H-vi) τk(H(I)) = H(I + k) for all k ∈ Zν .
We denote the set of all translation invariant derivations in ∆(A◦) by ∆τ (A◦).
Namely, ∆τ (A◦) is the set of all ∗-derivations with A◦ as their domain, com-
muting with Θ and also with τ .
From Theorems 5.7, 5.12 and 5.13, the following corollaries obviously follow.
Corollary 8.3. The relation (H-iii) (as given in § 5.2) between H ∈ Hτ and
δ ∈ ∆τ (A◦) gives a bijective, real linear map from Hτ to ∆τ (A◦).
Corollary 8.4. The equations (5.22) and (5.23) for Φ ∈ Pτ and H ∈ Hτ give
a bijective, real linear map from Pτ to Hτ .
Corollary 8.5. The equations (5.27) and (5.28) between Φ ∈ Pτ and δΦ ∈
∆τ (A◦) gives a bijective, real linear map from Pτ to ∆τ (A◦).
For Φ ∈ Pτ , we define ∥∥Φ∥∥ ≡ ∥∥H({n})∥∥
which is independent of n ∈ Zν due to the translation covariance of Φ. It defines
a norm on Pτ . We show that this norm makes Pτ a Banach space, after giving
the following energy estimates.
Lemma 8.6. For Φ ∈ Pτ , the following estimate hold :
‖U(I)‖ ≤ ‖H(I)‖ ≤ ∥∥Φ∥∥ · |I|, (8.3)
In particular, if
∥∥Φ∥∥ = 0, H = U = Φ = 0 (as functions of finite subsets I of
Zν).
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Proof. For I = ∅, both sides of the above inequalities are 0.
For I = {n1, . . . , n|I|}, we obtain
H(I) = lim
JրZν
∑
K
{
Φ(K); K ∩ I 6= ∅, K ⊂ J
}
= lim
JրZν
|I|∑
i=1
∑
K
{
Φ(K); K ∋ ni, K 6∋ n1, . . . , ni−1, K ⊂ J
}
= lim
JրZν
|I|∑
i=1
E{n1,...,ni−1}c
∑
K
{
Φ(K); K ∋ ni, K ⊂ J
}
=
|I|∑
i=1
E{n1,...,ni−1}cH
({ni}),
where the third equality comes from the following identities
E{n1,...,ni−1}cΦ(K) =
{
0 if {n1, . . . , ni−1} ∩K 6= ∅, i.e. {n1, . . . , ni−1}c 6⊃ K
Φ(K) if n1, . . . , ni−1 6∈ K, i.e. {n1, . . . , ni−1}c ⊃ K,
and the interchange of limJրZν and E{n1,...,ni−1}c in the fourth equality is al-
lowed due to ‖E{n1,...,ni−1}c‖ = 1.
The following estimate follows:
‖H(I)‖ ≤
|I|∑
i=1
‖E{n1,...,ni−1}cH
({ni})‖
≤
|I|∑
i=1
‖H({ni})‖ = |I| · ∥∥Φ∥∥. (8.4)
Since U(I) = EI
(
H(I)
)
and ‖EI‖ = 1, we obtain
‖U(I)‖ ≤ ‖H(I)‖ ≤ ∥∥Φ∥∥ · |I|.
If ‖Φ‖ = 0, then H(I) = U(I) = 0 for all I by this estimate and hence Φ(I) = 0
by (5.16). 
The following estimate will be used later.
Lemma 8.7. For disjoint finite subsets I and J of Zν ,
‖U(I ∪ J)− U(I)‖ ≤ ‖Φ‖ · |J|. (8.5)
Proof. Due to I ∩ J = ∅,
U(I ∪ J)− U(I) =
{
Φ(K); K ∩ J 6= ∅, K ⊂ I ∪ J
}
.
Therefore, we have
U(I ∪ J)− U(I) = EI∪JH(J),
55
because H(J) is the sum of Φ(K) for all K satisfying K ∩ J 6= ∅, and EI∪J
annihilates all Φ(K) for which K is not contained in I ∪ J while it retains Φ(K)
unchanged if K is contained in I ∪ J. Hence
‖U(I ∪ J)− U(I)‖ = ‖EI∪JH(J)‖ ≤ ‖H(J)‖ ≤ ‖Φ‖ · |J|.

Proposition 8.8. Pτ is a real Banach space with respect to the norm
∥∥Φ∥∥ =
‖H({n})‖.
Proof. Pτ is a normed space with respect to
∥∥Φ∥∥, because∥∥Φ1 + Φ2∥∥ = ‖HΦ1+Φ2({n})‖
= ‖HΦ1
({n})+HΦ2({n})‖
≤ ‖HΦ1
({n})‖+ ‖HΦ2({n})‖
=
∥∥Φ1∥∥+ ∥∥Φ2∥∥
∥∥cΦ∥∥ = ‖cHΦ({n})‖
= |c|‖HΦ
({n})‖ = |c|‖Φ‖,
for Φ1, Φ2, Φ ∈ Pτ , and c ∈ R, due to the linear dependence of HΦ on Φ and
because
∥∥Φ∥∥ = 0 implies Φ(I) = 0 for all I due to Lemma 8.6 and (5.16).
We now show its completeness. Suppose
{
Φn
}
is a Cauchy sequence in Pτ
with respect to the norm ‖ · ‖. Let us denote the corresponding H(I) and U(I)
for Φn by Hn(I) and Un(I), respectively. The linear dependence of H(I) on Φ
and Lemma 8.6 imply that
{
Hn(I)
}
is a Cauchy sequence in A with respect to
the C∗-norm. Since A is a C∗-algebra, {Hn(I)} has a unique limit in A, which
will be denoted by H∞(I).
Since U(I) = EI
(
H(I)
)
with ‖EI‖ = 1, {Un(I)} is also a Cauchy sequence in
A, has a unique limit U∞(I), and U∞(I) = EI
(
H∞(I)
)
.
For each finite subset I of Zν , {Φn(I)} also converges to the potential Φ∞(I)
for U∞(I) in the C
∗-norm because Φ(I) is a finite linear combination of U(J),
J ⊂ I due to (5.16), and {Un(J)} converges to U∞(J) in the C∗-norm for every
such J. For any finite subsets I, J of Zν , we obtain∑
K
{
Φ∞(K); K ∩ I 6= ∅, K ⊂ J
}
=
∑
K
lim
n
{
Φn(K); K ∩ I 6= ∅, K ⊂ J
}
= lim
n
∑
K
{
Φn(K); K ∩ I 6= ∅, K ⊂ J
}
= lim
n
EJ
(
Hn(I)
)
= EJ
(
lim
n
Hn(I)
)
= EJ
(
H∞(I)
)
,
where the third equality is due to (5.20). Hence, by (4.23) we have
lim
JրZν
(∑
K
{
Φ∞(K); K ∩ I 6= ∅, K ⊂ J
})
= lim
JրZν
EJ
(
H∞(I)
)
= H∞(I).
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Thus Φ∞ satisfies the condition (Φ-e) in the definition of Pτ . The other con-
ditions (Φ-a), (Φ-b), (Φ-c), (Φ-d), and (Φ-f) are satisfied since each Φn satisfies
them and limn Φn(I) = Φ∞(I) for every finite subset I of Z
ν . In conclusion, we
have Φ∞ ∈ Pτ .
Finally, we have
lim
n
‖Φn − Φ∞‖ = lim
n
‖Hn({0})−H∞({0})‖ = 0.
We have now shown the completeness of Pτ . 
8.2 Finite Range Potentials
Definition 8.9. (1) A potential Φ ∈ Pτ is said to be of a finite range if there
exists an r ≥ 0 such that Φ(I) = 0 whenever
diam(I) = max
{|i− j|; i, j ∈ I} > r. (8.6)
The infimum of such r is called the range of Φ.
(2) The subspace of P consisting of all potentials Φ ∈ P of a finite range is
denoted by Pf . Furthermore, we denote
Pfτ ≡ Pf ∩ Pτ . (8.7)
For a ∈ N, Ca denotes the following cube in Zν
Ca ≡ {x ∈ Zν ; 0 ≤ xi ≤ a− 1, i = 1, · · · , ν}. (8.8)
We introduce the following averaged conditional expectation.
Ea ≡ 1|Ca|
∑
i∈Ca
ECa−i, (8.9)
where |Ca| = aν is the number of lattice points in Ca, called the volume of Ca.
(The sum in the above equation is over all translates of Ca which contain the
origin 0 ∈ Zν .)
For any finite subset I ⊂ Zν , l(a, I) denotes the number of translates of Ca
containing I. By definition, for any m ∈ Zν ,
l(a, I) = l(a, I +m) (8.10)
We need the following lemma in this subsection and later.
Lemma 8.10. For a finite I,
lim
a→∞
l(a, I)
|Ca| = 1 (8.11)
Proof. Let d ∈ N be fixed such that there exists a translate Cd + k (k ∈ Zν)
of Cd containing I. For a > d, a translate of Ca contains I if it contains Cd + k.
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Hence l(a, I) is bigger than the number of translates of Ca which contains Cd,
which is (a− d+ 1)ν . Hence
1 ≥ l(a, I)|Ca| ≥
(a− d+ 1)ν
|Ca| =
(
1− (d− 1)
a
)ν
→ 1 (a→∞).
This shows (8.11). 
In order to prove that the subspace Pfτ is dense in Pτ , we need the following
Lemma.
Lemma 8.11. For any A ∈ A,
lim
a→∞
Ea(A) = A. (8.12)
Proof. Since A◦ is dense in A, there exists Aε ∈ A◦ for any ε > 0 such that
‖Aε −A‖ < ε. (8.13)
Let Aε ∈ A(Iε) for a finite Iε. Then there exists a sufficiently large positive
integer b such that a translate of Cb, say Cb − k, contains both 0 (the origin of
Z
ν) and Iε. If a translate Ca − i of Ca contains Cb − k, then ECa−i(Aε) = Aε
because Ca − i ⊃ Cb − k ⊃ Iε and Aε ∈ A(Iε). Such i belongs to Ca due to
0 ∈ Cb − k ⊂ Ca − i. The number of translates Ca − i of Ca which contains
Cb − k is equal to l(a, Cb) (the number of translates of Ca which contains Cb).
Therefore, we obtain
‖Aε − Ea(Aε)‖
=
∥∥∥∥(1− l(a, Cb)|Ca|
)
Aε − 1|Ca|
∑{
ECa−i(Aε); i ∈ Ca, Ca − i 6⊃ Cb − k
}∥∥∥∥ .
Hence, by using ‖ECa−i(Aε)‖ ≤ ‖Aε‖ due to ‖ECa−i‖ = 1, we obtain
‖Aε − Ea(Aε)‖ ≤
({
1− l(a, Cb)|Ca|
}
+
1
|Ca|
{|Ca| − l(a, Cb)}) ‖Aε‖
= 2
(
1− l(a, Cb)|Ca|
)
‖Aε‖.
By Lemma 8.10
lim
a→∞
l(a, Cb)
|Ca| = 1.
Hence, there exists nε ∈ N such that for a ≥ nε,
‖Aε − Ea(Aε)‖ < ε. (8.14)
Hence, for a ≥ nε,
‖A− Ea(A)‖ ≤ ‖A−Aε‖+ ‖Aε − Ea(Aε)‖+ ‖Ea(Aε −A)‖
< 3ε
by (8.13), (8.14) and ‖Ea‖ = 1. 
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Theorem 8.12. Pfτ is dense in Pτ .
Proof. Let Φ ∈ Pτ . For any finite I ⊂ Zν containing the origin 0 of Zν ,
Ea
(
Φ(I)
)
=
l(a, I)
|Ca| Φ(I), (8.15)
because ECa−i
(
Φ(I)
)
= Φ(I) if Ca − i contains I while ECa−i
(
Φ(I)
)
= 0 if Ca − i
does not contain I due to (Φ-d). Note that all translates of Ca which contains I
appear in the sum (8.9) since I is assumed to contain 0.
We now consider the following potential
Φa(I) =
l(a, I)
|Ca| Φ(I). (8.16)
Due to Φ ∈ Pτ , (Φ-a), (Φ-b), (Φ-c) and (Φ-d) for Φa follow automatically.
Since Φ ∈ Pτ is translation covariant and l(a, I) is translation invariant under
translation of I by (8.10), Φa satisfies the translation covariance (Φ-f). Φa is of a
finite range because there is no translates of Ca containing I if diam(I) > √ν(a−
1) and hence l(a, I) = 0 for such I and a(∈ N). Hence (Φ-e) is automatically
satisfied. Therefore we conclude that Φa ∈ Pfτ . We compute
Ea
(
HΦ({0})
)
=
∑
J∋0
1
|Ca|
∑
i∈Ca
ECa−i
(
Φ(J)
)
=
∑
J∋0
l(a, J)
|Ca| Φ(J) = HΦa({0}),
where we have used ECa−i
(
Φ(J)
)
= Φ(J) for Ca− i ⊃ J and ECa−i
(
Φ(J)
)
= 0 for
Ca − i 6⊃ J due to (Φ-d). (Note that if a translate Ca − i contains J, then i ∈ Ca
due to 0 ∈ J and hence the number of i ∈ Ca, for which Ca − i ⊃ J, is l(a, J).)
By Lemma 8.11, we obtain
lim
a→∞
‖Φ− Φa‖ = lim
a→∞
‖HΦ({0})−HΦa({0})‖
= lim
a→∞
‖HΦ({0})− Ea
(
HΦ({0})
)‖ = 0.
This completes the proof. 
Corollary 8.13. Pτ is a separable Banach space.
Proof. For each n ∈ N , the set of all Φ ∈ Pfτ with its range not exceeding n is
a finite dimensional subspace of Pτ , because such Φ is determined by Φ(I) for a
finite number of I containing the origin and satisfying diam(I) ≤ n, and so has
a dense countable subset. Taking union over n ∈ N, we have a countable dense
subset of Pfτ . By Theorem8.12, the same countable subset is dense in Pτ . We
have now shown that Pτ is separable. 
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9 Thermodynamic Limit
The van Hove limits of the densities (volume average) of extensive quantities are
usually called thermodynamic limits. We now provide their existence theorems.
The same proof as the case of spin lattice systems (see, e.g., [17], [23] and [40])
is applicable to the present Fermion lattice case. We, however, present slightly
simplified proof by using methods different from those of the known proof. First
we derive a surface energy estimate which we will find useful and crucial in the
argument of the present section.
9.1 Surface Energy Estimate
Lemma 9.1. For Φ ∈ Pτ ,
v.H. lim
I→∞
‖W (I)‖
|I| = 0 (9.1)
Proof. Let {Iα} be an arbitrary van Hove net of Zν . For n ∈ Zν and a finite
subset I of Zν , let
Wn(I) ≡ lim
JրZν
∑
K
{
Φ(K); K ∋ n, K ∩ Ic 6= ∅, K ⊂ J
}
= lim
JրZν
(
HJ({n})− EI
{
HJ({n})
})
= H({n})− EI
{
H({n})}.
Let BZ
ν
r (n) be the intersection of Br(n) (the ball with its center n and radius
r) and Zν . If n ∈ I and n 6∈ surfr(I), then BZνr (n) ⊂ I and hence
EI
(
HBZνr (n)({n})
)
= HBZνr (n)({n}).
Therefore,
Wn(I) = H({n})−HBZνr (n)({n})− EI
{
H({n})−HBZνr (n)({n})
}
.
From this, we obtain
‖Wn(I)‖ ≤ 2‖H({n})−HBZνr (n)({n})‖.
By (5.23), for given ε > 0, we can take sufficiently large r > 0 (hence sufficiently
large Br(0) ) satisfying
‖H({0})−HBZνr (0)({0})‖ <
ε
4
.
By the translation covariance assumption on Φ, we have
‖H({n})−HBr(n)({n})‖ =
∥∥∥τn{H({0})−HBZνr (0)({0})}∥∥∥
= ‖H({0})−HBZνr (0)({0})‖
<
ε
4
.
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Hence
‖Wn(I)‖ ≤ ε
2
, (9.2)
if n ∈ I and n 6∈ surfr(I).
For I =
{
n1, . . . , n|I|
}
, we have
W (I) =
|I|∑
i=1
E{n1,...,ni−1}cWni(I) (9.3)
and hence
‖W (I)‖ ≤
|I|∑
i=1
‖Wni(I)‖. (9.4)
For n = ni 6∈ surfr(I), we use the estimate (9.2) for ‖Wn(I)‖. For n = ni ∈
surfr(I), we use
‖Wn(I)‖ = ‖H({n})− EI
(
H({n}))‖ ≤ 2‖H({n})‖ = 2‖Φ‖.
Then
‖W (I)‖ ≤ ε
2
· |I|+ 2‖Φ‖ · |surfr(I)|. (9.5)
Since {Iα} is a van Hove net, there exists αε such that, for α ≥ αε,
|surfr(Iα)|
|Iα| <
ε
4‖Φ‖ .
For such α, we obtain
‖W (Iα)‖
|Iα| < ε,
which completes the proof. 
Lemma 9.2. Let {Iα} be a van Hove net of Zν . For each Iα and a ∈ N, take
a set of mutually disjoint n−a (Iα) translates D
(a,α)
i of Ca which are all packed in
Iα. For any ε > 0, take an a0 ∈ N such that ‖W (Ca)‖ < |Ca| ε/2 for all a > a0.
For any such a, there exists an α0(a) such that, for α > α0(a),
‖H(Iα)−
n
−
a (Iα)∑
i=1
U(D
(a,α)
i )‖ < n−a (Iα)|Ca|ε, (9.6)
‖U(Iα)−
n
−
a (Iα)∑
i=1
U(D
(a,α)
i )‖ < n−a (Iα)|Ca|ε, (9.7)
and
1 ≥ n
−
a (Iα)|Ca|
|Iα| ≥ 1−
ε
‖Φ‖ . (9.8)
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Proof. Before we start the proof, we note that the existence of a0 is guaranteed
by Lemma 9.1. Let us set
D(a,α) ≡
n
−
a (Iα)⋃
i=1
D
(a,α)
i , D
′ (a,α) ≡ Iα \D(a,α).
Obviously
|D′ (a,α)| ≤
(
n+a (Iα)− n−a (Iα)
)
|Ca|,
and
n+a (Iα)|Ca| ≥ |Iα| ≥ n−a (Iα)|Ca|.
From this, we obtain
1 ≥ |Iα|
n+a (Iα)|Ca|
≥ n
−
a (Iα)
n+a (Iα)
,
1 ≥ n
−
a (Iα)|Ca|
|Iα| ≥
n−a (Iα)
n+a (Iα)
. (9.9)
On the other hand,
H(Iα)−
n
−
a (Iα)∑
i=1
U(D
(a,α)
i )
=
n
−
a (Iα)∑
i=1
E
{D
(a,α)
1 ∪···D
(a,α)
i−1 }
c
(
W (D
(a,α)
i )
)
+ E{D(a,α)}c
(
H(D′ (a,α))
)
.
Therefore,
‖H(Iα)−
n
−
a (Iα)∑
i=1
U(D
(a,α)
i )‖ ≤
n
−
a (Iα)∑
i=1
‖W (D(a,α)i )‖+ ‖H(D′ (a,α))‖
≤ n−a (Iα)|Ca| ·
ε
2
+ ‖Φ‖|D′ (a,α)|, (9.10)
where in the second inequality the assumption ‖W (Ca)‖ < |Ca| ε/2 together
with the translation covariance of Φ are used for ‖W (D(a,α)i )‖, and Lemma 8.6
is used for ‖H(D′ (a,α))‖. Due to condition (1) for the van Hove limit, there
exists α0(a) for given ε1 > 0 such that, for α ≥ α0(a),
0 ≤ 1− n
−
a (Iα)
n+a (Iα)
< ε1. (9.11)
If ε1 < 1, then
n+a (Iα) <
1
1− ε1n
−
a (Iα),
|D′ (a,α)| ≤ n+a (Iα)ε1|Ca| <
ε1
1− ε1n
−
a (Iα)|Ca|.
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Now we choose ε1 which satisfies
2ε1
1− ε1 ‖Φ‖ < ε, and (0 <)ε1 < 1. (9.12)
Then from (9.10) and (9.12), we have
‖H(Iα)−
n
−
a (Iα)∑
i=1
U(D
(a,α)
i )‖ ≤ n−a (Iα)|Ca| ·
ε
2
+ ‖Φ‖ ε1
1− ε1n
−
a (Iα)|Ca|
= n−a (Iα)|Ca|
(ε
2
+
ε1
1− ε1 ‖Φ‖
)
< n−a (Iα)|Ca|ε.
We also have
‖U(Iα)−
n
−
a (Iα)∑
i=1
U(D
(a,α)
i )‖ = ‖EIα
(
H(Iα)−
n
−
a (Iα)∑
i=1
U(D
(a,α)
i )
)
‖
< n−a (Iα)|Ca|ε.
Due to (9.12),
ε1 <
ε
‖Φ‖
By (9.9), (9.11) and this inequality, we obtain
1 ≥ n
−
a (Iα)|Ca|
|Iα| ≥ 1−
ε
‖Φ‖ .

9.2 Pressure
Theorem 9.3. Assume Φ ∈ Pτ .
(1) The following limit exists:
p(Φ) ≡ v.H. lim
I→∞
1
|I| log τ
(
e−H(I)
)
= v.H. lim
I→∞
1
|I| log τ
(
e−U(I)
)
. (9.13)
(2) p(Φ) is a convex functional of Φ satisfying the following continuity property:∣∣∣p(Φ)− p(Ψ)∣∣∣ ≤ ‖Φ− Ψ‖. (9.14)
Proof. We first prove (1) in four steps.
Step 1. We need the following well-known matrix inequality:
| log τ(e−A)− log τ(e−B)| ≤ ‖A−B‖, (9.15)
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for A,B ∈ A◦. This follows from the following computation:
| log τ(e−A)− log τ(e−B)| =
∣∣∣∫ 1
0
d
dλ
{
log τ
(
e−λA−(1−λ)B
)}
dλ
∣∣∣
=
∣∣∣∫ 1
0
τ
(
e−λA−(1−λ)B · (B −A))
τ
(
e−λA−(1−λ)B
) dλ∣∣∣ ≤ ‖A− B‖,
where we have used the fact that τ(ecx)/τ(ec) for c = c∗ ∈ A◦ is a state function
of x ∈ A and hence bounded by ‖x‖. Setting B = 0 and noting log τ(e−B) = 0
for B = 0, we have
| log τ(e−A)| ≤ ‖A‖. (9.16)
Step 2. We use the notation in the preceding Lemma. Because U(D
(a,α)
i ) with
distinct i’s mutually commute due to the disjointness of D
(a,α)
i , (5.21), (4.8)
and (Φ-c), we have
log τ
(
e{−
∑n−a (Iα)
i=1 U(D
(a,α)
i )}
)
= log τ
(n−a (Iα)∏
i=1
e−U(D
(a,α)
i )
)
= log
n
−
a (Iα)∏
i=1
τ
(
e−U(D
(a,α)
i )
)
=
n
−
a (Iα)∑
i=1
log τ
(
e−U(D
(a,α)
i )
)
= n−a (Iα) log τ
(
e−U(Ca)
)
, (9.17)
where the second equality is due to the product property (4.13) of the tracial
state, and the last equality follows from the translation covariance (Φ-f). By
(9.16), (8.3) and (9.8), we have∣∣∣∣n−a (Iα)|Iα| log τ(e−U(Ca))− 1|Ca| log τ(e−U(Ca))
∣∣∣∣ < ε. (9.18)
Step 3. By (9.17), (9.18), (9.15), (9.6) and (9.8),∣∣∣ 1|Iα| log τ(e−H(Iα))− 1|Ca| log τ(e−U(Ca))
∣∣∣
=
∣∣∣ 1|Iα| log τ(e−H(Iα))− 1|Iα| log τ
(
e{−
∑n−a (Iα)
i=1 U(D
(a,α)
i )}
)
+
(n−a (Iα)
|Iα| −
1
|Ca|
)
log τ
(
e−U(Ca)
)∣∣∣
< 2ε (9.19)
for any α > α0(a). Hence for any α, β > α0(a), we have∣∣∣ 1|Iα| log τ(e−H(Iα))− 1|Iβ| log τ(e−H(Iβ))
∣∣∣ < 4ε.
Therefore, 1|Iα| log τ
(
e−H(Iα)
)
is a Cauchy net in R and has the (van Hove) limit.
Step 4. Due to
v.H. lim
I→∞
‖H(I)− U(I)‖
|I| = v.H. limI→∞
‖W (I)‖
|I| = 0
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and
| log τ(e−H(I))− log τ(e−U(I))| ≤ ‖H(I)− U(I)‖,
the convergence of 1|Iα| log τ
(
e−H(Iα)
)
implies that of 1|Iα| log τ
(
e−U(Iα)
)
to the
same value.
Now we prove (2). Since HΦ(I) is linear in Φ, we have the convexity of
log τ
(
e−HΦ(I)
)
in Φ due to the well-known convexity of the function:
λ 7→ log τ(e(A+λB)) for A = A∗and B = B∗.
Hence the convexity of p(Φ) follows. By (9.15), the linearity of HΦ(I) in Φ and
(8.3), we obtain ∣∣∣ 1|I| log τ(e−HΦ(I))− 1|I| log τ(e−HΨ (I))∣∣∣
≤ 1|I| ‖HΦ(I)−HΨ (I)‖ =
1
|I| ‖HΦ−Ψ (I)‖
≤ ‖Φ− Ψ‖
for any finite I. Hence (9.14) follows. 
The pressure functional P (Φ) of Φ ∈ Pτ is conventionally defined by using
the matrix trace in contrast to p(Φ) in the preceding theorem defined in terms
of the tracial state:
P (Φ) ≡ v.H. lim
I→∞
1
|I| logTrI
(
e−H(I)
)(
= v.H. lim
I→∞
1
|I| logTrI
(
e−U(I)
))
, (9.20)
where TrI denotes the matrix trace on A(I) and hence TrI = 2|I|τ . Therefore,
for any Φ ∈ Pτ ,
P (Φ) = p(Φ) + log 2. (9.21)
Due to the preceding theorem, we have obviously
Corollary 9.4. Assume Φ ∈ Pτ .
(1) The following limit exists:
P (Φ) ≡ v.H. lim
I→∞
1
|I| logTrI
(
e−H(I)
)
= v.H. lim
I→∞
1
|I| logTrI
(
e−U(I)
)
. (9.22)
(2) P (Φ) is a convex functional of Φ satisfying the following continuity property:∣∣∣P (Φ)− P (Ψ)∣∣∣ ≤ ‖Φ− Ψ‖. (9.23)
Remark. We have
p(0) = 0, |p(Φ)| ≤ ‖Φ‖ (9.24)
which do not hold for P (Φ).
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9.3 Mean Energy
Theorem 9.5. For Φ ∈ Pτ and a translation invariant state ω of A, the fol-
lowing limit exists:
eΦ(ω) ≡ v.H. lim
I→∞
1
|I|ω
(
H(I)
)
= v.H. lim
I→∞
1
|I|ω
(
U(I)
)
. (9.25)
The mean energy eΦ(ω) so obtained is linear in Φ, affine in ω, bounded by ‖Φ‖,
and weak∗ continuous in ω:
ecΦ+dΨ (ω) = ceΦ(ω) + deΨ (ω) (c, d ∈ R), (9.26)
eΦ(λω1 + (1− λ)ω2) = λeΦ(ω1) + (1 − λ)eΦ(ω2) (0 ≤ λ ≤ 1), (9.27)
|eΦ(ω)| ≤ ‖Φ‖, (9.28)
lim
γ
eΦ(ωγ) = eΦ(ω), (9.29)
where Φ and Ψ are in Pτ , ω, ω1, ω2 and ωγ are in A∗ τ+,1, and {ωγ} is a net
converging to ω in the weak ∗ topology.
Proof. By the argument leading to (9.19) in Theorem9.3, there exists a ∈ N
and α0(a) for any given ε > 0 such that for all α > α0(a)∣∣∣∣ 1|Iα|ω(H(Iα))− 1|Ca|ω(U(Ca))
∣∣∣∣ < 2ε, (9.30)
where we can take the same a ∈ N and α0(a) uniformly in ω ∈ A∗+,1. This esti-
mate implies that
{
1
|Iα|
ω
(
H(Iα)
)}
α
is a Cauchy net in R and hence converges.
Since ω
(
H(I)
)
is linear in Φ and affine in ω, so is eΦ(ω). Due to (8.3), we
obtain |eΦ(ω)| ≤ ‖Φ‖.
Finally we show the continuity in ω. Let {ωγ}γ be a net of states converging
to ω in the weak∗ topology. For any ε > 0, we fix a ∈ N satisfying (9.30) for
all α > α0(a) and for all states ω. From the weak∗ convergence of {ωγ}γ to ω,
there exixts γε such that for all γ ≥ γε
1
|Ca|
∣∣∣ω(U(Ca))− ωγ(U(Ca))∣∣∣ < ε.
Thus we have ∣∣∣∣ 1|Iα|ω(H(Iα))− 1|Iα|ωγ(H(Iα))
∣∣∣∣ < 5ε,
for all α > α0(a). By taking the van Hove limit, we obtain
|eΦ(ω)− eΦ(ωγ)| < 5ε
for all γ ≥ γε. Hence eΦ(ω) is continuous in ω relative to the weak∗ topology.

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10 Entropy for Fermion Systems
10.1 SSA for Fermion Systems
We first show the SSA property of entropy for the Fermion case, which is a
consequence of the results on the conditional expectations in § 3 and § 4.
Theorem 10.1. For finite subsets I and J of Zν , the strong subadditivity (SSA)
of Ŝ holds for any state ψ of A :
Ŝ(ψI∪J)− Ŝ(ψI)− Ŝ(ψJ) + Ŝ(ψI∩J) ≤ 0, (10.1)
where ψK denotes the restriction of ψ to A(K). Ŝ in this inequality can be
replaced by S :
S(ψI∪J)− S(ψI)− S(ψJ) + S(ψI∩J) ≤ 0. (10.2)
Proof. The SSA of Ŝ follows from Theorem3.7 and Theorem4.13. By (3.1)
and
log 2|I∪J| − log 2|I| − log 2|J| + log 2|I∩J| = 0,
the SSA of Ŝ implies that of S. 
Remark 1. The strong subadditivity can be rewritten as
S(ψ123)− S(ψ13)− S(ψ23) + S(ψ3) ≤ 0, (10.3)
for any disjoint subsets I1, I2 and I3 of Z
ν , where ψ123 denotes the restriction
of ψ to A(I1 ∪ I2 ∪ I3), and so on.
Remark 2. The SSA for Fermion systems above does not seem to follow from
those for the tensor product systems ([27], [28]) in any obvious way.
Remark 3. Note that the SSA for Fermion systems holds whether the state
ψ is Θ-even or not. For two disjoint finite regions I and J, the so-called triangle
inequality of entropy
|S(ψI)− S(ψJ)| ≤ S(ψI∪J)
is known to hold for quantum spin lattice systems [1]. However, it can fail for
Fermion lattice systems when ψ breaks Θ-evenness (see a concrete example in
[33]).
The following is a special case of Theorem10.1 when I ∩ J = ∅.
Corollary 10.2. For disjoint finite subsets I and J, the following subadditivity
holds.
Ŝ(ψI∪J) ≤ Ŝ(ψI) + Ŝ(ψJ), (10.4)
S(ψI∪J) ≤ S(ψI) + S(ψJ). (10.5)
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10.2 Mean Entropy
We now show the existence of mean entropy (von Neumann entropy density)
for translation invariant states of A.
For s = (s1, . . . , sν) ∈ Nν , we define Rs as the following box region with edges
of length si − 1 containing si points of Zν and with the volume |Rs| =
∏ν
i=1 si.
Rs ≡ {x ∈ Zν ; 0 ≤ xi ≤ si − 1, i = 1, . . . , ν}. (10.6)
Theorem 10.3. Let ω be a translation invariant state. The van Hove limit
s(ω) ≡ v.H. lim
I→∞
1
|I|S(ωI) (10.7)
exists and is given as the following infimum
s(ω) = inf
s∈Nν
1
|Rs|S(ωRs). (10.8)
The mean entropy functional
ω 7→ s(ω) ∈ [0, log 2] (10.9)
defined on the set A∗ τ+,1 of translation invariant states is affine and upper semi-
continuous with respect to the weak ∗ topology.
Proof. The SSA property of von Neumann entropy proved in Theorem10.1 is
sufficient for the same proof of this Theorem as in the case of quantum spin
lattice systems. (See e.g. Proposition 6.2.38 of [17].) 
The following results about Lipschitz continuity of bounded affine functions
on a state space and, in particular, of entropy density are known.
Proposition 10.4. A bounded affine function f on A∗ τ+,1 satisfies
|f(ω1)− f(ω2)| ≤ (M/2)‖ω1 − ω2‖ (10.10)
for any ω1, ω2 ∈ A∗ τ+,1, where
M ≡ sup{|f(ω1)− f(ω2)| ; ω1, ω2 ∈ A∗ τ+,1}.
Corollary 10.5. The mean entropy s(ω) satisfies
|s(ω1)− s(ω2)| ≤ 1
2
(log 2)‖ω1 − ω2‖ (10.11)
for any ω1, ω2 ∈ A∗ τ+,1.
Proposition 10.4 is the first equation on page 108 of [23] and Corollary 10.5
is Corollary IV.4.3 on the same page of [23]. The inequality (10.11) without 12
factor is obtained in [20]. The coefficient 12 log 2 is best possible, the equality
being reached by ω1 = τ and any pure translation invariant state ω2 with
vanishing mean entropy s(ω2) = 0, in which case ‖ω1 − ω2‖ = 2 because πτ
(type II) and πω2 (type I) are disjoint. An example of such an ω2 is given by
Theorem11.2 as a ‘product state extension’ of Θ-even pure states ϕi of A({i})
(i ∈ Zν) satisfying the covariance condition τ∗kϕi = ϕi+k for all k ∈ Zν .
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We define mean entropy sˆ(ω) for ω ∈ A∗ τ+,1 by using trace τ instead of matrix
trace TrI for each finite I:
sˆ(ω) ≡ v.H. lim
I→∞
1
|I| Ŝ(ωI). (10.12)
It is obviously related to s(ω) by
s(ω) = sˆ(ω) + log 2, (10.13)
for any ω ∈ A∗ τ+,1.
10.3 Entropy Inequalities for Translation Invariant States
In addition to Theorem10.3, the SSA property of von Neumann entropy plays an
essential role in the derivation of some basic entropy inequalities for the present
Fermion lattice systems in the same way as for quantum spin lattice systems.
The following two consequences are about monotone properties of entropy as
a function on the set of box regions of the lattice; the first one is a monotone
decreasing property of the finite-volume entropy density and the second one is
a monotone increasing property of the entropy.
Theorem 10.6. Let ω be a translation invariant state on A and let Rs and Rs′
be finite boxes of Zν such that Rs ⊂ Rs′ . Then
1
|Rs|S(ωRs) ≥
1
|Rs′ |S(ωRs′ ), (10.14)
S(ωRs) ≤ S(ωRs′ ). (10.15)
This theorem follows from [24], where (10.14) and (10.15) are derived from
the following properties without any other input.
• Positivity and finiteness of the entropy of every local region,
• Strong subadditivity.
• Shift invariance.
In [16], sufficient conditions are given for a sequence of regions of more
general shape than boxes which guarantee a monotone decreasing property of
the form (10.14) for any translation invariant state ω. This result also applies
to our Fermion lattice systems.
11 Variational Principle
We first prove the existence of a (unique) product state extension of given states
in any (finite or infinite) number of mutually disjoint regions under the condition
that all given states except for at most one are Θ-even.
This result is a crucial tool to overcome possible difficulties which originate
in the non-commutativity of Fermion systems in connection with the proof of
variational equality in this section and in the equivalence proof of the variational
principle with the KMS condition in the next section.
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11.1 Extension of Even States
For each I, A(I) is invariant under Θ and hence the restriction of Θ to A(I) is
an automorphism of A(I) and will be denoted by the same symbol Θ. We need
the following lemma.
Lemma 11.1. Let I be a finite subset of Zν . Let ϕ be a state of A(I) and
̺ ∈ A(I) be its adjusted density matrix :
ϕ(A) = τ(̺A) = τ(A̺), (A ∈ A(I)).
Then ϕ is an even state if and only if ̺ is Θ-even.
Proof. Since the tracial state τ is invariant under any automorphism, we obtain
ϕ(A) = ϕ
(
Θ(A)
)
= τ
(
̺Θ(A)
)
= τ
(
Θ
{
̺Θ(A)
})
= τ
(
Θ(̺)A
)
if ϕ is even. By the uniqueness of the density matrix, we have Θ(̺) = ̺.
By the same computation, ϕ
(
Θ(A)
)
= ϕ(A) for every A ∈ A(I) if Θ(̺) = ̺.

Theorem 11.2. Let {Ii} be a (finite or infinite) family of mutually disjoint
subsets of Zν and ϕi be a state of A(Ii) for each i. Let I =
⋃
i Ii. Then there
exists a state ϕ of A(I) satisfying
ϕ(Ai1 · · ·Ain) =
n∏
j=1
ϕij (Aij ) (11.1)
for any set (i1, · · · , in) of distinct indices and for any Aij ∈ A
(
Iij
)
if all states
ϕi except for at most one are Θ-even. When such ϕ exists, it is unique.
Proof. (Case 1) A finite family of finite subsets {Ii}, i = 1, · · · , n.
For each i, let ̺i be the density matrix of ϕi:
ϕi(A) = τ(̺iA) = τ(A̺i), (A ∈ A(Ii)),
̺i ∈ A(Ii), ̺i ≥ 0, ̺i(1) = 1.
If ϕi is Θ-even, then ̺i is Θ-even, namely,
̺i ∈ A(Ii)+.
If all states ϕi except for one is even, all ̺i except for one belong to A(Ii)+.
Thus each ̺i commutes with any ̺j. The product
̺ = ̺n · · · ̺1 (11.2)
is a product of mutually commuting non-negative hermitian operators and hence
it is positive. Define
ϕ(A) ≡ τ(̺A), A ∈ A(I). (11.3)
70
By the product property of τ (4.13), we have
ϕ(A1 · · ·An) = τ(̺A1 · · ·An) = τ(̺n−1 · · · ̺1A1 · · ·An−1An̺n)
= τ(̺n−1 · · · ̺1A1 · · ·An−1)τ(An̺n)
= τ(̺n−1 · · · ̺1A1 · · ·An−1)ϕn(An).
Using this recursively, we obtain
ϕ(A1 · · ·An) =
n∏
i=1
ϕi(Ai).
This also shows ϕ(1) = 1. Hence the existence is proved for Case 1.
Since the monomials of the form (4.2) with all indices in I are total in A(I),
the uniqueness of a state ϕ ofA(I) satisfying the product property (11.1) follows.
(Case 2) A general family {Ii}.
Let {Lk} be an increasing sequence of finite subsets of Zν such that their
union is Zν . Set Iki ≡ Ii∩Lk and Ik ≡ I∩Lk for each k. For each k, only a finite
number (which will be denoted by n(k)) of Iki are non-empty and all of them
are finite subsets of Zν . Note that the restriction of an even state ϕi to A(Iki )
is even. Hence we can apply the result for Case 1 to {Iki }. We obtain a unique
product state ϕk of A(Ik) satisfying
ϕk(Ai1 · · ·Ain(k)) =
n(k)∏
j=1
ϕkij (Aij ), Aij ∈ A(Ikij ). (11.4)
By the uniqueness already proved, the restriction of ϕk to A(Il) for l < k
coincides with ϕl. There exists a state ϕ◦ of the ∗-algebra ∪kA(Ik) defined by
ϕ◦(A) = ϕ
k(A)
for A ∈ A(Ik). Since ∪kIk = I, ∪kA(Ik) is dense in A(I). Then there exists a
unique continuous extension ϕ of ϕ◦ to A(I) and ϕ is a state of A(I).
Take an arbitrary index n. Let
A = A1 · · ·An, Ai ∈ A(Ii).
Set Aki ≡ ELk(Ai) ∈ A(Iki ). Since Lk ր Zν ,
Ai = lim
k
Aki ,
A = lim
k
(Ak1 · · ·Akn).
Hence
ϕ(A) = lim
k
ϕ(Ak1 · · ·Akn)
= lim
k
ϕk(Ak1 · · ·Akn) = lim
k
n∏
i=1
ϕi(A
k
i )
=
n∏
i=1
ϕi(Ai).
71
Thus ϕ satisfies the product property (11.1).
The uniqueness of ϕ is proved in the same way as Case 1. 
Remark 1. This result is given in Theorem 5.4. of Power’s Thesis [36].
Remark 2. The unique product state extension ϕ is even if and only if all
ϕi are even.
Remark 3. The condition that all ϕi except for at most one are Θ-even can
be shown to be necessary for the existence of the product state extension ϕ
satisfying (11.1) [14].
Lemma 11.3. Let {Ii} be a finite family of mutually disjoint finite subsets of
Zν . Let ϕi be a state of A(Ii) for each i and all ϕi be Θ-even with at most one
exception. Let ϕ be their product state extension given by Theorem11.2. Then
S(ϕ) =
∑
i
S(ϕi), Ŝ(ϕ) =
∑
i
Ŝ(ϕi). (11.5)
Proof. This follows from the computation using the density matrix (11.2).
Ŝ(ϕ) = −ϕ(log ̺) = −
∑
i
ϕ(log ̺i) = −
∑
i
ϕi(log ̺i) =
∑
i
Ŝ(̺i). (11.6)
Here the mutual commutativity of ̺i is used. Due to |I| =
∑
i |Ii|, we can re-
place Ŝ by S. 
11.2 Variational Inequality
We have already quoted the positivity of relative entropy:
S(ψ, ϕ) = τ
(
ρˆϕ log ρˆϕ − ρˆϕ log ρˆψ
)
≥ 0, (11.7)
where the equality holds if and only if ϕ = ψ.
Recall our notation (7.14) for the local Gibbs state ϕcI of A(I) with respect
to (Φ, β). Let ω be a state of A. Substituting ψ = ϕcI and ϕ = ωI into (11.7),
we obtain
S(ϕcI , ωI) = −Ŝ(ωI) + βω(U(I)) + log τ
(
e−βU(I)
) ≥ 0. (11.8)
Now we assume that ω is translation invariant. By dividing the above inequality
by |I| and then taking the van Hove limit I → ∞, we obtain the following
variational inequality
p(βΦ) ≥ sˆ(ω)− βeΦ(ω), (11.9)
where sˆ(ω) is given by (10.12). Equivalently, we have
P (βΦ) ≥ s(ω)− βeΦ(ω). (11.10)
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11.3 Variational Equality
The variational inequality in the preceding subsection is now strengthened to
the following variational equality.
Theorem 11.4. Let Φ ∈ Pτ . Then
P (βΦ) = sup
ω∈A∗ τ+,1
{
s(ω)− βeΦ(ω)
}
, (11.11)
where P (βΦ), s(ω) and eΦ denote the pressure, mean entropy and mean energy,
respectively, and A∗ τ+,1 denotes the set of all translation invariant states of A.
Proof. The proof below will be carried out in the same way as for classical or
quantum lattice systems ([37] or e.g., Theorem III.4.5 in [40]), with a help of
the product state extension provided by Theorem11.2.
By the variational inequality (11.10), we only have to find a sequence {ρn}
of translation invariant states of A satisfying{
s(ρn)− βeΦ(ρn)
}→ P (βΦ) (n→∞). (11.12)
For this purpose, we interrupt the proof and show the following lemma
about mean entropy and mean energy of periodic states. It corresponds to
Theorem10.3 and Theorem9.5 for translation invariant states.
Lemma 11.5. Let a ∈ N, ω be an aZν-invariant state and Φ ∈ Pτ .
(1) The mean entropy
s(ω) = lim
n→∞
{
S(ωA(Cna))
|Cna|
}
(11.13)
exists. It is affine, weak∗ upper semicontinuous in ω and translation invariant:
s(ω) = s(τ∗k (ω)), (k ∈ Zν). (11.14)
(2) The mean energy
eΦ(ω) = lim
n→∞
{
(ω
(
U(Cna)
)
|Cna|
}
(11.15)
exists. It is linear in Φ, bounded by ‖Φ‖, affine and weak∗ continuous in ω, and
translation invariant:
eΦ(ω) = eΦ(τ
∗
k (ω)), (k ∈ Zν). (11.16)
Proof. We introduce a new lattice system (Aa, Aa(I)) where the total algebra
Aa is equal to A and its local algebra is Aa(I) ≡ A(∪m∈I(Ca + am)) for each
finite subset I of Zν .
For this new system (Aa, {Aa(I)}), we assign its local Hamiltonian
Ha(I) ≡ H(∪m∈I(Ca + am))
to each finite I, where H(·) denotes a local Hamiltonian of the original system
(A, {A(I)}).
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If ω is an aZν -invariant state of the system (A, {A(I)}), then it goes over to
a translation invariant state of the new system (Aa, {Aa(I)}).
We denote mean entropy and mean energy of ω for the system (Aa, {Aa(I)})
by sa(ω) and eaΦ(ω) which are shown to exist by Theorem10.3 and Theorem9.5.
Because of the scale change, we have
s(ω) = lim
n→∞
S(ωCna)
|Cna| = |Ca|
−1
sa(ω), (11.17)
eΦ(ω) = lim
n→∞
(ω
(
U(Cna)
)
|Cna| = |Ca|
−1
eaΦ(ω). (11.18)
Hence those properties of mean entropy and mean energy of translation invariant
states given in Theorem10.3 and Theorem9.5 go over to those for periodic
states.
Now we show (11.14) for any aZν-invariant state ω and any k ∈ Zν . Due to
the aZν-invariance of ω, we only have to show the assertion for any k ∈ Ca. For
any n ∈ N, we have
S
(
τ∗kω|A(Cna)
)
= S
(
ω|A(Cna+k)
)
, (11.19)
which is to be compared with S
(
ω|A(Cna)
)
.
Since k ∈ Ca, we have
C(n−1)a + a(1, · · · , 1) ⊂ Cna + k ⊂ C(n+1)a. (11.20)
By (3.2), (10.5), and the periodicity of ω,
S(ωA(Cna+k)) ≤ S
(
ωA(C(n−1)a)
)
+
{|Cna| − |C(n−1)a|} log 2,
S(ωA(Cna+k)) ≥ S(ωA(C(n+1)a))−
{|C(n+1)a| − |Cna|} log 2.
Due to
lim
n→∞
|Cna|
|C(n−1)a| = 1, limn→∞
|Cna|
|C(n+1)a| = 1, (11.21)
and (11.19), we obtain
s(τ∗kω) = lim
n→∞
S
(
ωA(Cna+k)
)
|Cna|
= lim
n→∞
S
(
ωA(Cna)
)
|Cna| = s(ω),
which is the desired equality (11.14).
It remains to show (11.16). Applying the inequality (8.5) to the pair I =(C(n−1)a + a(1, · · · , 1)), J = (Cna + k) \ {C(n−1)a + a(1, · · · , 1)} and to the pair
I =
(C(n−1)a + a(1, · · · , 1)), J = Cna \ {C(n−1)a + a(1, · · · , 1)}, we obtain
‖U(Cna)− U(Cna + k)‖ ≤ ‖U(Cna)− U(I)‖ + ‖U(I)− U(Cna + k)‖
≤ 2‖Φ‖{|Cna| − |C(n−1)a|},
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where I =
(C(n−1)a + a(1, · · · , 1)). Hence due to (11.21) and the periodicity of
ω,
eΦ(τ
∗
kω) = lim
n→∞
ω
(
U(Cna + k)
)
|Cna|
= lim
n→∞
ω
(
U(Cna)
)
|Cna| = eΦ(ω),
which is the desired equality (11.16). 
Now we resume the proof of Theorem 11.4.
Proof of Theorem11.4 (continued) .
Due to Θ-evenness of the internal energy U(I) for every finite I ⊂ Zν , we
have
ϕcI ∈ A(I)∗Θ+,1. (11.22)
Let a ∈ N. For distinct m ∈ Zν , {Ca + am} are mutually disjoint and their
union for all m ∈ Zν is Zν .
We apply Theorem11.2 to the local Gibbs states ϕcCa+am ∈ A(Ca + am
)∗Θ
+,1
,
m ∈ Zν and obtain an even product state of A, which we denote by ϕca.
For any k ∈ Zν , τ∗akϕca = ϕca by the uniqueness of the product state with the
same component states. Thus ϕca is an aZ
ν -invariant state.
By using ϕca we construct an averaged state ϕ̂
c
a which is translation invariant
as follows:
ϕ̂ca ≡
∑
m∈Ca
τ∗mϕ
c
a
|Ca| ∈ A
∗ τ
+,1. (11.23)
We now show (11.12) by taking ρn = ϕ̂cn. By affine dependence of s and eΦ
on the space of periodic states in Lemma 11.5,
s(ϕ̂ca) = |Ca|−1
∑
m∈Ca
s(τ∗mϕ
c
a),
eΦ(ϕ̂ca) = |Ca|−1
∑
m∈Ca
eΦ(τ
∗
mϕ
c
a).
Due to (11.14) and (11.16), they imply
s(ϕ̂ca) = s(ϕ
c
a), (11.24)
eΦ(ϕ̂ca) = eΦ(ϕ
c
a). (11.25)
By (11.24), we have
s(ϕ̂ca) = s(ϕ
c
a) =
1
|Ca|S(ϕ
c
Ca)
=
1
|Ca|
{
logTrCa
(
e−βU(Ca)
)
+ βϕca
(
U(Ca)
)}
, (11.26)
where the last equality is given by the substitution of an explicit form of the
density matrix of the local Gibbs state ϕcCa in Definition 7.3.
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In order to show (11.12), we now compare eΦ(ϕ
c
a) with
1
|Ca|
ϕca
(
U(Ca)
)
in
(11.26). Let k ∈ N and consider the following division of Cka as a disjoint union
of translates of Ca:
Cka =
⋃
m∈Ck
(Ca + am). (11.27)
We give the lexicographic ordering for elements in Ck and set
Cmka ≡
⋃
m′<m
(Ca + am′)
for m ∈ Ck. For any k ∈ N,
U(Cka)−
∑
m∈Ck
U(Ca + am) =
∑
m∈Ck
E{Cka\Cmka}W (Ca + am).
By ‖E‖ ≤ 1 and the translation covariance (Φ-f) of the potential Φ, we obtain
1
|Cka| ‖U(Cka)−
∑
m∈Ck
U(Ca + am)‖ ≤ 1|Cka|
(|Ck| · ‖W (Ca)‖)
=
‖W (Ca)‖
|Ca| . (11.28)
Therefore, by (9.1), there exists a0 ∈ N for any ε > 0 such that for all a > a0∥∥∥∥∥ 1|Cka|
{
U(Cka)−
∑
m∈Ck
U(Ca + am)
}∥∥∥∥∥ < ε. (11.29)
Note that the above a0 can be taken independent of k ∈ N. For any a ∈ N,
ϕca
(
U(Ca + am)
)
= ϕca
(
U(Ca)
)
,
for any m ∈ Zν , due to the aZν-invariance of ϕca. Therefore, we obtain∣∣∣∣ 1|Cka|ϕca(U(Cka))− 1|Ca|ϕca(U(Ca))
∣∣∣∣ < ε,
for a > a0. By taking the limit k →∞, we have∣∣∣eΦ(ϕca)− 1|Ca|ϕca(U(Ca))
∣∣∣ < ε.
From this estimate, (11.25 ) and (11.26 ), it follows that∣∣∣s(ϕ̂ca)− βeΦ(ϕ̂ca)− 1|Ca| logTrCa(e−βU(Ca))
∣∣∣< |β|ε,
for all a ≥ a0. This proves (11.12) for ρn = ϕ̂cn in view of (9.22). 
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11.4 Variational Principle
Definition 11.6. Any translation invariant state ϕ satisfying
P (βΦ) = s(ϕ)− βeΦ(ϕ) (11.30)
(namely, maximizing the functional s − βeΦ) is called a solution of the (Φ, β)-
variational principle (or a translation invariant equilibrium state for Φ at the
inverse temperature β). The set of all solutions of the (Φ, β)-variational prin-
ciple is denoted by ΛβΦ.
ΛβΦ ≡
{
ϕ; ϕ ∈ A∗ τ+,1, P (βΦ) = s(ϕ)− βeΦ(ϕ)
}
. (11.31)
Remark 1. Since βeΦ(ϕ) = eβΦ(ϕ), the condition ϕ ∈ ΛβΦ is equivalent to the
condition that ϕ is a solution of the (βΦ, 1)-variational principle, and hence
ΛβΦ is a consistent notation.
Remark 2. In the usual physical convention, the functional s− βeΦ is −β times
the free energy functional.
Theorem 11.7. For any Φ ∈ Pτ and β ∈ R, there exists a solution ϕ(∈ A∗ τ+,1)
of (Φ, β)-variational principle, namely,
ΛβΦ 6= ∅.
Proof. {ϕ̂ca} in the proof of Theorem11.4 has an accumulation point in A∗ τ+,1
by the weak∗-compactness of A∗ τ+,1. Let ϕ be any such accumulation point. By
the proof of Theorem11.4, the weak∗ continuity of eΦ and the weak∗ upper
semicontinuity of s in ω, the state ϕ satisfies
P (βΦ) = lim
a→∞
(
s(ϕ̂ca)− βeΦ(ϕ̂ca)
)
≤ s(ϕ) − βeΦ(ϕ). (11.32)
By (11.10), we obtain (11.30) 
Our Fermion algebra A is not asymptotically abelian with respect to the
lattice translations, but if ω is translation invariant state of A, it is well known
that the pair (A, ω) is Zν -abelian and that ω is automatically even (see, for
example, Example 5.2.21 in [17]). From this consideration and Theorem11.4,
we obtain the following result, which corresponds to Theorem6.2.44 in [17] in
the case of quantum spin lattice systems, by the same argument as for that
theorem.
For a convex set K, we denote the set of extremal points of K by E(K).
Proposition 11.8. For Φ ∈ Pτ and β ∈ R, ΛβΦ is a simplex with E(ΛβΦ) ⊂
E(A∗ τ+,1) and the unique barycentric decomposition of each ϕ in ΛβΦ coincides
with its unique ergodic decomposition.
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12 Equivalence of Variational Principle and KMS
Condition
Among 5 steps for establishing the equivalence stated in the title (which are
described in § 1), Step (1) “KMS condition ⇒ Gibbs condition” is obtained in
Theorem7.5 in § 7.4, Step (4) “dKMS condition on A◦ ⇒ dKMS condition on
D(δα)” is obtained in Corollary 6.7, and Step (5) “dKMS condition on D(δα)
⇒ KMS condition” is stated in Theorem6.4.
In this section, we complete the remaining two steps of proof by showing Step
(2) “Gibbs condition⇒ Variational principle” in § 12.1 and Step (3) “Variational
principle ⇒ dKMS condition on A◦” in § 12.3. As a preparation for the latter,
some tools of convex analysis is gathered in § 12.2.
12.1 Variational Principle from Gibbs Condition
Proposition 12.1. For Φ ∈ Pτ , each translation invariant state ϕ satisfying
(Φ, β)-Gibbs condition is a solution of the (Φ, β)-variational principle.
Proof. We follow the method of proof in [6]. The Gibbs condition for ϕ implies[
ϕβW (I)
] ∣∣∣
A(I)
= ϕcI (12.1)
for every finite subset I, where ϕcI is given by (7.14), and
[
ϕβW (I)
]
denotes the
normalization of ϕβW (I) given by (7.8).
By (11.8) with ω replaced by ϕ, we have
S(ϕcI , ϕI) = −Ŝ(ϕI) + βϕ(U(I)) + log τ
(
e−βU(I)
)
= −S(ϕI) + βϕ(U(I)) + logTrI
(
e−βU(I)
)
. (12.2)
Since relative entropy is non-negative and is monotone non-increasing under
restriction of states, it follows that
0 ≤ S(ϕcI , ϕI) ≤ S([ϕβW (I)] , ϕ).
By (7.8), (7.10) and (7.9), we have
S
([
ϕβW (I)
]
, ϕ
)
= log
(
ϕβW (I)(1)
)−ϕ(βW (I)) ≤ 2‖βWI‖.
From these estimates and (12.2), it follows that
0 ≤ S(ϕcI , ϕI) = −S(ϕI) + βϕ(U(I)) + logTrI
(
e−βU(I)
) ≤ 2‖βWI‖.
(Up to this point, the assumption of translation invariance of ϕ is irrelevant.)
We now divide the above inequality by |I| and take the van Hove limit I→∞.
Then by the translation invariance of ϕ and (9.1), we obtain
s(ϕ)− βeΦ(ϕ) = P (βΦ),
which completes the proof. 
Combining this proposition with Theorem7.5, we immediately obtain the
following.
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Corollary 12.2. Let αt be a dynamics of A satisfying the Assumptions (II)
and (IV) in § 5 and Φ be the (translation covariant) standard potential uniquely
corresponding to this αt. If ϕ is a translation invariant (αt, β)-KMS state of
A, then ϕ is a solution of the (Φ, β)-variational principle.
We have now completed the proof of Theorem A.
12.2 Some Tools of Convex Analysis
We use the pressure functional Φ ∈ Pτ 7→ P (Φ) ∈ R, which is a norm continuous
convex function on the Banach space Pτ due to Corollary 9.4.
A continuous linear functional α ∈ P∗τ (the dual of Pτ ) is called a tangent
of the functional P at Φ ∈ Pτ if it satisfies
P (Φ+ Ψ) ≥ P (Φ) + α(Ψ) (12.3)
for all Ψ ∈ Pτ .
Proposition 12.3. For any solution ϕ of the (Φ, 1)-variational principle, define
αϕ(Ψ) ≡ −eΨ (ϕ) (12.4)
for all Ψ ∈ Pτ . Then αϕ is a tangent of Pτ at Φ.
Proof. By linear dependence (9.26) of eΨ on Ψ , αϕ is a linear functional on Pτ .
Due to |eΨ (ϕ)| ≤ ‖Ψ‖ given by (9.28), we have αϕ ∈ P∗τ . Due to the variational
inequality (11.10),
P (Φ+ Ψ) ≥ s(ϕ)− eΦ+Ψ (ϕ)
= s(ϕ)− eΦ(ϕ)− eΨ (ϕ)
= P (Φ) + αϕ(Ψ)
for all Ψ ∈ Pτ , where the last equality is due to the assumption that ϕ is a
solution of the (Φ, 1)-variational principle. 
(We will establish the bijectivity between solutions of the (Φ, β)-variational
principle and tangents of P at βΦ through (12.4) in Theorem12.10.)
Since P (Φ + kΨ) is a convex continuous function of k ∈ R for any fixed
Φ, Ψ ∈ Pτ , there exist its right and left derivatives at k = 0,
(D±Ψ P )(Φ) = lim
k→±0
P (Φ+ kΨ)− P (Φ)
k
.
By the convexity of P ,
(D+Ψ P )(Φ) ≥ (D−Ψ P )(Φ).
If and only if they coincide, P (Φ+kΨ) is differentiable at k = 0. Then we define
(DΨP )(Φ) = (D
+
ΨP )(Φ) = (D
−
Ψ P )(Φ). (12.5)
The derivatives (D±Ψ P )(Φ) and hence (DΨP )(Φ) (when it exists) satisfy∣∣(D±Ψ1P )(Φ) − (D±Ψ2P )(Φ)∣∣ ≤ ‖Ψ1 − Ψ2‖,∣∣(DΨ1P )(Φ) − (DΨ2P )(Φ)∣∣ ≤ ‖Ψ1 − Ψ2‖, (12.6)
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as is shown by the following computation in the limit k→ ±0.∣∣∣∣∣
{
P (Φ+ kΨ1)− P (Φ)
}− {P (Φ+ kΨ2)− P (Φ)}
k
∣∣∣∣∣
=
∣∣∣∣P (Φ+ kΨ1)− P (Φ+ kΨ2)k
∣∣∣∣
≤ |k|−1‖k(Ψ1 − Ψ2)‖ = ‖Ψ1 − Ψ2‖,
where (9.23) is used for the inequality. If (12.5) holds for all Ψ , then P is said to
be differentiable at Φ. Let P1τ be the set of all Φ ∈ Pτ where P is differentiable.
Proposition 12.4. If Φ ∈ P1τ ,
αΦ(Ψ) = (DΨP )(Φ), (Ψ ∈ Pτ ), (12.7)
defines an αΦ ∈ P∗τ which is the unique tangent of P at Φ. Then any solution
ϕ of (Φ, 1)-variational principle satisfies
αΦ(Ψ) = αϕ(Ψ), (12.8)
for all Ψ ∈ Pτ , where αϕ is given by (12.4).
Proof. By Theorem11.7, there is a solution ϕ of the (Φ, 1)-variational principle
and, by Proposition 12.3, αϕ is a tangent of P at Φ.
Let α′ be any tangent of P at Φ ∈ P1τ . We have for k > 0
P (Φ+ kΨ) ≥ P (Φ) + kα′(Ψ),
P (Φ− kΨ) ≥ P (Φ) − kα′(Ψ).
Hence
(D+ΨP )(Φ) = lim
k→+0
P (Φ+ kΨ)− P (Φ)
k
≥ α′(Ψ),
(D−Ψ P )(Φ) = lim
k→+0
P (Φ− kΨ)− P (Φ)
(−k) ≤ α
′(Ψ).
By (12.5) for Φ ∈ P1τ , we obtain
α′(Ψ) = (DΨP )(Φ).
Then α′ is unique and (12.8) holds. 
Lemma 12.5. For each A ∈ A◦ such that A = A∗ = Θ(A), there exists
ΨA ∈ Pfτ such that
eΨA(ϕ) = ϕ(A) − τ(A) (12.9)
for all translation invariant states ϕ.
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Proof. Let A = A∗ = Θ(A) ∈ A(I) for some finite I and
A1 ≡ A− τ(A)1 (∈ A(I)).
Since EIc(A1) = τ(A1)1 = 0, there exists a unique decomposition
A1 =
∑
J⊂I
J 6=∅
A(J), A(J) ∈ A(J), (12.10)
EK
(
A(J)
)
= 0 for K 6⊃ J. (12.11)
To show these formulae, let
A(J) =
∑
K⊂J
(−1)|J|−|K|EK(A1) (12.12)
for all non-empty J ⊂ I, a formula in parallel with (5.16). Then
EJ(A1) =
∑
K⊂J
K6=∅
A(K) (12.13)
for J ⊂ I by exactly the same computation as Step 1 of the proof of Lemma 5.9.
(When J = ∅, the right-hand side is interpreted as 0 and E∅(A1) = 0.) We have
A(J)∗ = A(J) = Θ
(
A(J)
) ∈ A(J), (12.14)
because A(J) is a real linear combination of EK(A1), K ⊂ J, and all EK(A1)
satisfy the same equation. We note that Step 4 of Lemma 5.9 uses only the
following properties of U(K)
U(∅) = 0, τ(U(K)) = 0, EK(U(J)) = U(K),
for K ⊂ J ⊂ I, and that all of them are satisfied also by EK(A1). Therefore,
(12.11) follows from the same argument as Step 4 of Lemma 5.9.
We now construct ΨJ ∈ Pfτ for each A(J) in (12.10) such that
eΨJ(ϕ) = ϕ
(
A(J)
)
(12.15)
for all translation invariant states ϕ. Then by linear dependence of eΨ on Φ ∈ Pτ ,
we obtain for Ψ =
∑
J⊂I ΨJ the desired relation (12.9):
eΨ (ϕ) =
∑
J⊂I
eΨJ(ϕ) =
∑
J⊂I
ϕ
(
A(J)
)
= ϕ(A1) = ϕ(A) − τ(A).
We define a potential ΨJ for each J ⊂ I, J 6= ∅ by
ΨJ(J +m) = τm
(
A(J)
)
, (m ∈ Zν),
ΨJ(K) = 0 if K is not a translate of J. (12.16)
Due to the property (12.14) and (12.11), ΨJ belongs to Pfτ . We compute
1
|Ca|ϕ
(
UΨJ(Ca)
)
=
1
|Ca|ϕ
(∑{ΨJ(J +m); J +m ⊂ Ca})
=
Na
|Ca|ϕ
(
A(J)
)
,
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where Na is the number of m such that J +m ⊂ Ca.
We now show that Na|Ca| → 1 as a → ∞. Since J +m ⊂ Ca is equivalent to
J ⊂ Ca−m, Na is the same as l(a, J) (the number of translates of Ca containing
J). By (8.11),
lim
a→∞
Na
|Ca| = lima→∞
l(a, J)
|Ca| = 1
Hence
eΨJ(ϕ) = lim
a→∞
1
|Ca|ϕ
(
UΨJ(Ca)
)
= ϕ
(
A(J)
)
.

Corollary 12.6. If ϕ1 and ϕ2 are distinct solutions of (Φ, 1)-variational prin-
ciple for Φ ∈ Pτ , then the corresponding tangent of P at Φ are distinct, that is,
αϕ1 6= αϕ2 .
Proof. If ϕ1 6= ϕ2, there exists an A ∈ A◦ such that ϕ1(A) 6= ϕ2(A). Let A± =
1
2
(
A± Θ(A)). Then A = A+ +A−. Since ϕ1 and ϕ2 are translation invariant,
both of them are Θ-even, and hence ϕ1(A−) = ϕ2(A−) = 0. Thus ϕ1(A+) 6=
ϕ2(A+). So we may assume that Θ(A) = A. Let A1 =
1
2
(
A + A∗
)
, A2 =
1
2i
(
A−A∗), A = A1 + iA2. Then either ϕ1(A1) 6= ϕ2(A1) or ϕ1(A2) 6= ϕ2(A2).
Since A∗1 = A1 and A
∗
2 = A2, we may assume A = A
∗ = Θ(A). Let ΨA ∈ Pfτ be
given as in Lemma 12.5 for this A ∈ A◦. Then
αϕ1(ΨA) = −eΨA(ϕ1) = −ϕ1(A) + τ(A)
6= −ϕ2(A) + τ(A) = −eΨA(ϕ2) = αϕ2(ΨA).
Hence αϕ1 6= αϕ2 . 
Corollary 12.7. For Φ ∈ P1τ , a solution of (Φ, 1)-variational principle is
unique.
Proof. This follows from Proposition 12.4 and Corollary 12.6. 
We will use the following result in the proof of Theorem12.11.
Theorem 12.8. (1) The set P1τ of points of unique tangent of P is residual (an
intersection of a countable number of dense open sets) and dense in Pτ .
(2) For any Φ ∈ Pτ , any tangent of P at Φ is contained in the weak∗ closed
convex hull of the set Γ(Φ) which is defined by
Γ(Φ) ≡ {α ∈ P∗τ ; there exists a net Φγ ∈ P1τ such that ‖Φγ − Φ‖ → 0,
and αΦγ → α in the weak ∗ topology of P∗τ
}
, (12.17)
where αΦγ is the unique tangent of P at Φγ .
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Proof. (1) is Mazur’s theorem [31].
(2) is Theorem 1 of [26] where the function f is to be set f(Ψ) = P (Φ+Ψ) for
our purpose. The proof in [26] is by the Hahn-Banach theorem. (Separability
of Pτ given by Corollary 8.13 is needed for both (1) and (2).) 
We now show a bijective correspondence between solutions of the (Φ, β)-
variational principle and tangents of P at βΦ. We first prove a lemma about
stability of solutions of the variational principle under the limiting procedure in
(12.17).
Lemma 12.9. Let {Φγ} be a net in Pτ and {ϕγ} be a net consisting of a
solution ϕγ of the (Φγ , βγ)-variational principle for each index γ such that
‖Φγ − Φ‖ → 0, (Φ ∈ Pτ ), βγ → β ∈ R,
ϕγ → ϕ ∈ A∗ τ+,1 in the weak ∗ topolgy of A∗ τ+,1.
Then ϕ is a solution of the (Φ, β)-variational principle.
Proof. By the norm continuity (9.23) of P , the weak∗ upper semicontinuity
of s (Theorem10.3) and the continuous dependence of eΦ(ϕ) on Φ in the norm
topology (uniformly in ϕ) and on ϕ in the weak∗ topology (Theorem9.5), we
have
P (βΦ) = lim
γ
P (βγΦγ),
s(ϕ) ≥ lim sup
γ
s(ϕγ),
eΦ(ϕ) = lim
γ
eΦγ (ϕγ).
Since, ϕγ is a solution of the (Φγ , βγ)-variational principle, we have
P (βγΦγ) = s(ϕγ)− βγeΦγ (ϕγ).
Hence
P (βΦ) ≤ s(ϕ) − βeΦ(ϕ).
By the variational inequality (11.10), we have
P (βΦ) = s(ϕ)− βeΦ(ϕ)
. 
Theorem 12.10. For any Φ ∈ Pτ and β ∈ R, there exists a bijective affine
map ϕ 7→ αϕ from the set ΛβΦ to the set of all tangents of the functional P at
βΦ, given by
αϕ(Ψ) = −eΨ (ϕ), Ψ ∈ Pτ . (12.18)
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Proof. By Remark 1 after Definition 11.6, all solutions of the (Φ, β)- and
(βΦ, 1)- variational principle coincide. Furthermore, if ϕ is a solution of the
(Φ, β)-variational principle, then
P (βΦ+ Ψ) ≥ s(ϕ)− eβΦ+Ψ (ϕ)
= s(ϕ)− βeΦ(ϕ)− eΨ (ϕ)
= P (βΦ) + αϕ(Ψ).
Namely αϕ is a tangent of P at βΦ, exactly the same statement as for a solution
ϕ of the (βΦ, 1)-variational principle. Therefore, it is enough to prove the case
of β = 1.
The map ϕ 7→ αϕ is an affine map from the set of all solutions of (Φ, 1)-
variational principle into the set of all tangents of P at Φ. The map is injective by
Corollary 12.6. To show the surjectivity of the map, let α be a tangent of P at Φ.
By Theorem12.8, there exists a net Φγ ∈ P1τ such that ‖Φγ−Φ‖ → 0, and αΦγ →
α in the weak∗ topology of P∗τ , where αΦγ is the unique tangent of P at Φγ .
By Theorem11.7, there exists a solution ϕγ of the (Φγ , 1)-variational principle.
By Proposition 12.3, αϕγ is a tangent of P at Φγ and hence must coincide with
the unique tangent αΦγ . Due to the weak∗ compactness of A∗ τ+,1, there exists
a subnet {ϕγ(µ)}µ which converges to some ϕ ∈ A∗ τ+,1. By Lemma 12.9 and
by ‖Φγ(µ) − Φ‖ → 0, ϕ must be a solution of the (Φ, 1)-variational principle.
Furthermore, for any Ψ ∈ Pτ , we have
αϕ(Ψ) = −eΨ(ϕ)
= − lim
µ
eΨ (ϕγ(µ)) = − lim
µ
αγ(µ)(Ψ)
= α(Ψ).
Hence α = αϕ and the map ϕ→ αϕ is surjective. 
12.3 Differential KMS Condition from Variational Princi-
ple
In this subsection, we give a proof for Step 3.
Theorem 12.11. Let Φ ∈ Pτ and ϕ be a translation invariant state. If ϕ is a
solution of (Φ, β)-variational principle, then ϕ is a (δΦ, β)-dKMS state, where
δΦ ∈ ∆(A◦) corresponds to Φ by the bijective linear map of Corollary 8.5.
Remark. We note that this theorem holds for any Φ ∈ Pτ without any further
assumption on Φ and we do not need αt. Note that the domain D(δΦ) is A◦ by
definition.
First we present some estimate needed in the proof of this theorem in the
form of the following lemma.
Lemma 12.12. Let I and J be finite subsets of Zν . If A ∈ A(J), then∥∥∥[U(I), A]∥∥∥ ≤ 2‖Φ‖ · ‖A‖ · |I ∩ J|. (12.19)
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Proof. Let I0 be the complement of I∩ J in I. Then I0 ∩ J = ∅ and hence U(I0)
commutes with A(∈ A(J)) due to U(I0) ∈ A(I0)+ ⊂ A(J)′. Since I0 and I ∩ J
are disjoint and have the union I, the following computation proves (12.19).∥∥∥[U(I), A]∥∥∥ = ∥∥∥[U(I)− U(I0), A]∥∥∥
≤ 2‖U(I)− U(I0)‖ ‖A‖
≤ 2‖Φ‖ · ‖A‖ · |I ∩ J|,
where the last inequality is due to (8.5). 
Proof of Theorem12.11 :
We note that (Φ, β)-variational principle and (βΦ, 1)-variational principle are
the same and (δΦ, β)-dKMS condition and (δβΦ, 1)-dKMS condition are the
same. By taking βΦ as a new Φ, we only have to prove the case β = 1.
Let ϕ̂ca be the translation invariant state defined by (11.23) in the proof of
Theorem11.4. Let ϕ be any accumulation point of {ϕ̂ca}a∈N. Then this ϕ is a
solution of (Φ, 1)-variational principle as shown in Theorem11.7.
For the moment, let us assume Φ ∈ P1τ (the set of Φ ∈ Pτ where P is
differentiable, defined in § 12.2). Due to the assumption Φ ∈ P1τ , any accumula-
tion point of {ϕ̂ca}a∈N coincides with the unique solution ϕ of (Φ, 1)-variational
principle, and hence
lim
a→∞
ϕ̂ca = ϕ. (12.20)
We now prove that the above ϕ satisfies the conditions (C-1) and (C-2) of
Definition 6.3 for each A ∈ A◦ by using (12.20).
Let A ∈ A(I) for a finite subset I of Zν . Suppose Ca−k ⊃ I (a ∈ N, k ∈ Zν).
Since τ∗kϕ
c
a is the (Ad e
itU(Ca−k), 1)-KMS state on A(Ca − k), we have
Re
(
τ∗kϕ
c
a
)(
A∗
[
iU(Ca − k), A
])
= 0, (12.21)
Im(τ∗kϕ
c
a)
(
A∗[iU(Ca − k), A]
) ≥ S(τ∗kϕca(AA∗), τ∗kϕca(A∗A)). (12.22)
Our strategy of the proof is to replace τ∗kϕ
c
a and [iU(Ca−k), A] by ϕ and δΦ(A),
respectively, by using an approximation argument.
By (4.23) for Jր Zν , there exists a finite subset Jε of Zν for any given ε > 0
such that
‖H(I)− EJ
(
H(I)
)‖ < ǫ, (12.23)
for all J ⊃ Jε.
Let b be sufficiently large so that there exists a translate Cb − l0 of Cb con-
taining both I and Jε.
We will use the following convenient expression for ϕ̂ca(∈ A∗ τ+,1) which is
equivalent to (11.23):
ϕ̂ca = τ
∗
l ϕ̂
c
a =
∑
m∈Ca
τ∗l+mϕ
c
a
|Ca| =
∑
m∈(Ca+l)
τ∗mϕ
c
a
|Ca| , (12.24)
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for any l ∈ Zν . We will take l = l0. We divide Ca + l0 into the following two
disjoint subsets when a > b:
C1 ≡ Ca−b + l0, C2 ≡
(Ca + l0) \ C1. (12.25)
Then
Ca − k ⊃ Cb − l0 ⊃ I ∪ Jε (12.26)
if k ∈ C1, while
|C2|
|Ca| =
(
1− |Ca−b||Ca|
)
→ 0, (12.27)
as a→∞.
For k ∈ C1, A(∈ A(I)) belongs to A(Ca − k) due to I ⊂ Ca− k. By using the
general property of the conditional expectation, we have
i
[
U(Ca − k), A
]
= iECa−k
([
H(Ca − k), A
])
= iECa−k
([
H(I), A
])
= i
[
ECa−k
(
H(I)
)
, A
]
.
By (12.23) for J = Ca − k(⊃ Jε), this implies∥∥i[H(I), A] − i[U(Ca − k), A]∥∥ < 2ε‖A‖.
Noting that δΦ(A) = i
[
H(I), A
]
, we have∥∥δΦ(A) − i[U(Ca − k), A]∥∥ < 2ε‖A‖. (12.28)
It follows from (12.21) and (12.28) that∣∣∣Re(τ∗kϕca)(A∗δΦ(A))∣∣∣ < 2ε‖A‖2 (12.29)
for k ∈ C1. For k ∈ C2, we use the following obvious estimate.∣∣∣Re(τ∗kϕca)(A∗δΦ(A))∣∣∣ < ‖A∗δΦ(A)‖. (12.30)
Substituting (12.29) and (12.30) into (12.24), we obtain∣∣∣Reϕ̂ca(A∗δΦ(A))∣∣∣
≤
∣∣∣Re(∑
k∈C1
1
|Ca|τ
∗
kϕ
c
a
)(
A∗δΦ(A)
)∣∣∣+ ∣∣∣Re(∑
k∈C2
1
|Ca|τ
∗
kϕ
c
a
)(
A∗δΦ(A)
)∣∣∣
≤ 2ε‖A‖2 + |C2||Ca| ‖A
∗δΦ(A)‖.
Taking the limit a→∞ and using (12.27), we obtain∣∣∣Reϕ(A∗δΦ(A))∣∣∣ ≤ 2ε‖A‖2.
Due to arbitrariness of ε > 0, we obtain∣∣∣Reϕ(A∗δΦ(A))∣∣∣ = 0. (12.31)
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Hence the condition (C-1) holds.
By (12.22) and (12.28), we have the following inequality for k ∈ C1,
Im(τ∗kϕ
c
a)
(
A∗δΦ(A)
) ≥ S(τ∗kϕca(AA∗), τ∗kϕca(A∗A)) − 2ε‖A‖2.
For k ∈ C2, we use simply the following estimate.
Im(τ∗kϕ
c
a)
(
A∗δΦ(A)
) ≥ −‖AδΦ(A)‖.
From these inequalities, we obtain
Imϕ̂ca
(
A∗δΦ(A)
)
= Im
(∑
k∈C1
1
|Ca|τ
∗
kϕ
c
a
)(
A∗δΦ(A)
)
+ Im
(∑
k∈C2
1
|Ca|τ
∗
kϕ
c
a
)(
A∗δΦ(A)
)
≥ 1|Ca|
∑
k∈C1
S
(
τ∗kϕ
c
a(AA
∗), τ∗kϕ
c
a(A
∗A)
)
−2 |C1||Ca|ε‖A‖
2 − |C2||Ca| ‖AδΦ(A)‖. (12.32)
Due to the estimate (12.27), the last term tends to 0 as a → ∞, while the
second last term tends to −2ε‖A‖2 as a → ∞. Due to the convexity of S(·, ·)
in two variables, the first term on the right-hand side has the following lower
bound:
1
|Ca|
∑
k∈C1
S
(
τ∗kϕ
c
a(AA
∗), τ∗kϕ
c
a(A
∗A)
)
≥ |C1||Ca|S
(
ϕ̂ca
′
(AA∗), ϕ̂ca
′
(A∗A)
)
,(12.33)
where ϕ̂ca
′
is a state of A defined by
ϕ̂ca
′
(B) ≡ 1|C1|
∑
k∈C1
τ∗kϕ
c
a(B), B ∈ A.
The difference of the states ϕ̂ca and ϕ̂
c
a
′
can be estimated as
ϕ̂cn
′ − ϕ̂cn =
(
1
|C1| −
1
|Ca|
) ∑
k∈C1
τ∗kϕ
c
a −
1
|Ca|
∑
k∈C2
τ∗kϕ
c
a
=
|C2|
|Ca| ϕ̂
c
n
′ − 1|Ca|
∑
k∈C2
τ∗kϕ
c
a.
Hence
‖ϕ̂ca
′ − ϕ̂ca‖ ≤ 2
|C2|
|Ca| ,
which tends to 0 as a→∞ by (12.27). We note
lim
a
ϕ̂ca
′
(AA∗) = lim
a
ϕ̂ca(AA
∗) = ϕ(AA∗)
lim
a
ϕ̂ca
′
(A∗A) = lim
a
ϕ̂ca(A
∗A) = ϕ(A∗A).
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By the lower semi-continuity of S(·, ·), we obtain
lim inf
a
S
(
ϕ̂ca
′
(AA∗), ϕ̂ca
′
(A∗A)
)
≥ S
(
ϕ(AA∗), ϕ(A∗A)
)
. (12.34)
Combining the estimates (12.32), (12.33), (12.34) as well as (12.27), we obtain
the following inequality in the limit a→∞.
Imϕ
(
A∗δΦ(A)
) ≥ S(ϕ(AA∗), ϕ(A∗A))− 2ε‖A‖2.
Due to arbitrariness of ε, we have
Imϕ
(
A∗δΦ(A)
) ≥ S(ϕ(AA∗), ϕ(A∗A)),
for A ∈ A◦. Hence the condition (C-2) holds.
Thus, we have shown that ϕ satisfies the (δΦ, 1)-dKMS condition if ϕ is the
(unique) solution of (Φ, 1)-variational principle when Φ ∈ P1τ .
For general Φ ∈ Pτ , we will use the standard argument of the convex analysis
in the same way as [26], or Theorem 6.2.42 in [17].
By Theorem12.8, any solution of the (Φ, 1)-variational principle can be ob-
tained by successive use of the following procedures, starting with the unique
solution of ϕα of (Φα, 1)-variational principle for Φα ∈ P1τ .
(1) Weak∗ limits of any converging nets ϕα such that ‖Φα − Φ‖ → 0.
(2) Convex combinations of limits obtained in (1).
(3) Weak∗ limits of a converging net of states obtained in (2).
By Lemma 6.6, the conditions (C-1) and (C-2) are stable under these proce-
dures. As we have already shown these conditions for ϕα when Φα belongs to
P1τ , the same holds for any Φ ∈ Pτ . 
We have now shown Theorem B.
13 Use of Other Entropy in the Variational Equal-
ity
We now consider the possibility to replace the mean entropy s(ω) in Theorem11.4
by other entropy. We take up the CNT entropy hω(τ) with respect to the lat-
tice translation automorphism group τ as one example. But readers will find
that any other entropy will do if it has those basic properties of CNT entropy
which are used in the proof of Theorem13.2. Note that it is not known whether
CNT entropy is equal to the mean entropy or not so far, either in some general
context or in the present case.
13.1 CNT-Entropy
The CNT-entropy is introduced by Connes-Narnhofer-Thirring [19] for a single
automorphism and its invariant state, and is extended by Hudetz [22] to the
multi-dimensional case of the group Zν generated by a finite number(=ν) of
commuting automorphisms. We will use the latter extended version for the
group of lattice translation automorphisms τm (m ∈ Zν).
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For a positive integer k, we consider a finite decomposition of a state ω in
the state space A∗+,1:
ω =
∑
i(1),i(2),...,i(k)
ωi(1)i(2)...i(k), (13.1)
where each i(l) runs over a finite subset of N, l = 1, · · · , k, and ωi(1)i(2)...i(k) is
a nonzero positive linear functional of A. For each fixed l and i(l), let
ωli(l) ≡
∑
i(1),i(2),...,i(k)
i(l):fixed
ωi(1)i(2)...i(k), ωˆ
l
i(l) ≡
ωli(l)
ωl
i(l)(1)
. (13.2)
Let η(x) ≡ −x log x for x > 0 and η(0) = 0. For finite dimensional subalge-
bras A1,A2, . . . ,Ak of A, the so-called algebraic entropy Hω(A1,A2, . . . ,Ak) is
defined by
Hω(A1,A2, . . . ,Ak)
≡ sup
[ ∑
i(1),i(2),...,i(k)
η
(
ωi(1)i(2)...i(k)
(
1
))− k∑
l=1
∑
i(l)
η
(
ωli(l)
(
1
))
+
k∑
l=1
S
(
ω|Al
)− k∑
l=1
∑
i(l)
ωli(l)(1)S
(
ωˆli(l)|Al
) ]
, (13.3)
where the supremum is taken over all finite decompositions (13.1) of ω with a
fixed k.
If ω is τ -invariant, the following limit (denoted by hω,τ (N)) is known to exist
(as the infimum over a) for any finite dimensional subalgebra N ⊂ A,
hω,τ (N) ≡ lim
a→∞
1
|Ca|Hω
(
N, · · · , τk(N), · · · τa−1,··· ,a−1(N)),
where there are |Ca| arguments for Hω(· · · ) and each of them is τk(N), k ∈ Ca.
Let N1 ⊂ N2 ⊂ · · · ⊂ Nn ⊂ · · · be an increasing sequence of finite algebras
such that the norm closure ∪nNn is equal to A. By a Kolmogorov-Sinai type
theorem (Corollary V.4 in [19]), the CNT-entropy hω(τ) is given by
hω(τ) = lim
n→∞
hω,τ (Nn). (13.4)
13.2 Variational Equality in Terms of CNT-Entropy
Let J1,J2, . . . , Jk be disjoint finite subsets of Z
ν with their union J. From Lemma
VIII.1 in [19] it follows that
Hω
(A(J1),A(J2), . . . ,A(Jk)) ≤ S(ωJ). (13.5)
When ω is an even ‘product state’, the equality holds as follows (the following
simple proof is due to a referee).
Lemma 13.1. Let J1,J2, . . . , Jk be disjoint finite subsets with their union J. Let
ω be a Θ-even state of A. Assume that ω has the following product property :
ω(A1A2 · · ·AkB) = ω(A1)ω(A2) · · ·ω(Ak)ω(B), (13.6)
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where Aj is an arbitrary element in A(Jj) (j = 1, . . . , k) and B is an arbitrary
element in A(Jc). Then
Hω
(A(J1),A(J2), . . . ,A(Jk)) = S(ωJ) = k∑
l=1
S(ωJl), (13.7)
and
Hω
(A(J1),A(J2), . . . ,A(Jk)) = k∑
l=1
Hω
(A(Jl)). (13.8)
Proof. We define
EJi(+) ≡
1
2
(
id + ΘJi
)
.
Then EJ1,··· ,Jk(+) ≡ EJ1(+) · · ·EJk(+) is the conditional expectation from A
onto A(J1)+ ⊗ · · · ⊗ A(Jk)+ ⊗A(Jc). Since ω is a product state for the tensor
product (A(J1)+⊗· · ·⊗A(Jk)+)⊗A(Jc), there exists an ω-preserving conditional
expectation E′ω from (A(J1)+⊗· · ·⊗A(Jk)+)⊗A(Jc) ontoA(J1)+⊗· · ·⊗A(Jk)+.
Hence
EωJ1,··· ,Jk(+) ≡ E′ωEJ1,··· ,Jk(+)
is an ω-preserving conditional expectation from A onto A(J1)+⊗ · · · ⊗A(Jk)+.
Hence
Hω
(A(J1)+,A(J2)+, . . . ,A(Jk)+)
= Hω|A(J1)+⊗···⊗A(Jk)+
(A(J1)+,A(J2)+, . . . ,A(Jk)+)
=
k∑
l=1
S(ω|A(Jl)+) = S(ωJ).
On the other hand,
Hω
(A(J1)+,A(J2)+, . . . ,A(Jk)+) ≤ Hω(A(J1),A(J2), . . . ,A(Jk))
≤ S(ωJ).

We are now in a position to give the main theorem of this subsection.
Theorem 13.2. Assume the same conditions on Φ as Theorem 11.4. Then
P (βΦ) = sup
ω∈A∗ τ+,1
[hω(τ) − βeΦ(ω)], (13.9)
where hω(τ) is the CNT-entropy of ω with respect to the lattice translation τ .
Proof. Based on Lemma 13.1, the proof will go in the same as the case of
quantum lattice systems [32]. Basic properties of the CNT-entropy to which we
use in the proof are as follows.
(i) Covariance under an automorphism of A (the adjoint action on states and
conjugacy action on the shift).
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(ii) Scaling property under the scaling of the automorphism group.
(iii) Concave dependence on states.
Due to (13.5), we have
hω(τ) ≤ s(ω), (13.10)
for any translation invariant state ω. Hence the variational inequality (11.10)
obviously holds when s(ω) is replaced by hω(τ).
Due to Lemma 13.1 and the product property of ϕca, the translation invari-
ant state ϕ̂ca defined in (11.23) will play an identical role as in the proof of
Theorem 11.4. Therefore the sequence
{hϕ̂ca(τ) − eΦ(ϕ̂ca)}
tends to the supremum value P (Φ) of the variational inequality as a → ∞.
Hence the theorem follows. 
Remark. (iii) is a general property of CNT-entropy (see e.g. [41]) and is enough
for the proof. But in the situation of the above proof, the affinity holds due to
the specific nature of the states to be considered.
The preceding result is the variational equality. We are then interested in
the variational principle.
Proposition 13.3. Suppose that a translation invariant state ϕ satisfies
P (βΦ) = hϕ(τ) − βeΦ(ϕ). (13.11)
Then ϕ is a solution of the (Φ, β)-variational principle and
hϕ(τ) = s(ϕ). (13.12)
Proof. By (13.5), we have
s(ϕ)− βeΦ(ϕ) ≥ hϕ(τ) − βeΦ(ϕ) = P (βΦ).
By the variational inequality (11.10), we have
s(ϕ)− βeΦ(ϕ) = P (βΦ). (13.13)
Therefore ϕ is a solution of the (Φ, β)-variational principle. From (13.11) and
(13.13), we obtain (13.12).
Remark 1. We have no result about the existence theorem for a solution of the
variational principle (13.11) in terms of the CNT-entropy for a general Φ ∈ Pτ
(like Theorem11.7) nor the stability of solutions of such a variational principle
(like Lemma 12.9), the obstacle in applying the usual method being absence of
any result about weak∗ upper semicontinuity of hω(τ) in ω.
In this sense, Proposition 13.3 is a superficial result, and Theorem 11.4 is
short of ‘the variational principle’ in terms of the CNT-entropy. See also the
discussion in Section 4 of [32].
Remark 2. Although we have used CNT entropy throughout this section, other
entropy such as htω(σ) defined by Choda [18] can be substituted into hω(τ),
yielding similar results.
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14 Discussion
The following are some of remaining problems about equilibrium statistical me-
chanics of Fermion lattice systems which are not covered in this paper.
1. Dynamics which does not commute with Θ
Obviously, there is an inner one-parameter group of ∗-automorphisms which
does not commute with Θ. Examples of outer dynamics not commuting with
Θ can be constructed in the following way (suggested by one of referees). Let
{Ii}i=l,2,··· be a partition of the lattice Zν into mutually disjoint finite subsets Ii
and let Jj ≡ ∪i≤jIi. Choose a self-adjoint bi in A(Ii)− for each i and set Φ(Ji) ≡
vJi−1bi where vJ is given by (4.30). By Theorem 4.17(1), they mutually commute
and Φ(Ji) ∈ A(Ji−1)′ for each i. Hence α(i)t ≡ AdeitΦ(Ji), i = 1, 2, · · · , are
mutually commuting dynamics of A, α(i)t leaving elements of A(Ji−1) invariant.
Hence αt ≡
∏∞
i=1 α
(i)
t gives a dynamics of A satisfying Θαt = α−tΘ. (Namely,
its generator anticommutes with Θ.) The corresponding potential is given by
Φ(I) = 0 if I 6= Ji for any i and Φ(I) = Φ(Ji) if I = Ji. This potential satisfies
the standardness condition (Φ-d) if each bi satisfies it for the set Ii. By looking
at the behavior of U∗n,Nαt(Un,N ) = e
−2it
∑N
i=0Φ(Jn+i) for Un,N ≡
∏N
i=0 vIn+i as
n→∞, the dynamics is seen to be outer unless ∑i Φ(Ji) is convergent.
2. Broken Θ-invariance of equilibrium states
In connection with the Gibbs condition, we have shown in § 7.7 that the
perturbed state either by surface energy or by the local interaction energy sat-
isfies the product property if and only if the equilibrium state is Θ-invariant.
However, we do not know an example of an equilibrium state which is not Θ-
invariant. Existence or non-existence of such a state seems to be an important
question. It seems to be closely related to the next problem 3.
Note that any translation invariant state is Θ-invariant. So we need broken
translation invariance of an equilibrium state for its broken Θ-invariance.
3. Local Thermodynamical Stability (LTS)
In parallel with the case of quantum spin lattice system, one can formulate
the local stability condition ([10], [39]) for our Fermion lattice system. However,
there seems to be two choices of the outside system for a local algebra A(I) (I
finite). (1)The commutant A(I)′. (2) A(Ic). For the choice (1), all arguments
in the case of quantum spin lattice systems seem to go through for the Fermion
lattice system leading to equivalence of LTS with the KMS condition under our
basic Assumptions (I), (II) and (III).
On the other hand, (2) seems to be physically correct choice, although we
do not have an equivalence proof for (2) so far.
In this connection, the problem 2 is crucial. If all equilibrium state is Θ-
invariant, then the choice (2) also seems to give the LTS which is equivalent to
the KMS under our basic assumptions. A paper on this problem is forthcoming
[15].
4. Downstairs Equivalence
We may say that the dynamics αt is working upstairs while its generator
is working downstairs. In particular, our arena for the downstairs activity is
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A◦. The stair going upstairs seems to be not wide open. On the other hand,
there seems to be a lot more room downstairs. There, we have established
the one-to-one correspondence between (Θ-invariant) derivations on A◦ and
standard potentials. We have shown that the solution of the variational principle
(described in terms of a translation covariant potential) satisfies the dKMS
condition on A◦ (described in terms of the corresponding derivation). How
about the converse.
There is also the problem of equivalence of LTS condition (in terms of a po-
tential) and the dKMS condition on A◦ (in terms of the corresponding deriva-
tion) where the translation invariance is not needed. Some aspects of this prob-
lem will also be included in the forthcoming paper [15].
5. Equivalent Potentials
We have introduced the notion of general potentials and equivalence among
them in § 5.5. Our theory is developed only for the unique standard potential
among each equivalence class. Natural questions about general potentials arise.
Does the existence of the limits defining the pressure P (βΦ) and the mean
energy eΦ(ϕ) hold also for translation covariant general potentials Φ? Assuming
the existence, are the P (βΦ) and eΦ(ϕ) the same as those for the unique standard
potential Φs equivalent to Φ? If they are different, how about the solution of
their variational principle?
We give a partial answer to these questions.
Proposition 14.1. Let Φ be a translation covariant potential (which satisfies
(Φ-a,b,c,e,f) by definition) fulfilling the following additional condition: the sur-
face energy
WΦ(I) = lim
JրZν
∑
K
{
Φ(K);K ∩ I 6= ∅, K ∩ Ic 6= ∅, K ⊂ J}. (14.1)
satisfies
v.H. lim
I→∞
‖WΦ(I)‖
|I| = 0. (14.2)
Let Φs be the standard potential (in Pτ ) which is equivalent to Φ. Then both
van Hove limits defining P (βΦ) and eΦ(ω) for all ω ∈ A∗ τ+,1 exist if and only if
CΦ ≡ v.H. lim
I→∞
τ
(
HΦ(I)
)
|I| (14.3)
exists.
If this is the case, then the following relations hold
P (βΦ) = v.H. lim
I→∞
1
|I| logTrI
(
e−βH(I)
)
= v.H. lim
I→∞
1
|I| logTrI
(
e−βU(I)
)
= P (βΦs)− βCΦ, (14.4)
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eΦ(ω) = v.H. lim
I→∞
1
|I|ω
(
H(I)
)
= v.H. lim
I→∞
1
|I|ω
(
U(I)
)
= eΦs(ω) + CΦ. (14.5)
Furthermore, (Φ, β)- and (Φs, β)- variational principle give the same set of
solutions.
Remark. If τ
(
Φ(I)
)
= 0 for all I, then (14.3) exists and CΦ = 0. Hence P (βΦ) =
P (βΦs) and eΦ(ω) = eΦs(ω). This can be achieved for any general potential Φ
by changing it to Φ1 = Φ− Φ0 where Φ0 is a scalar-valued potential given by
Φ0(I) = τ
(
Φ(I)
)
1.
Proof. Since Φ and Φs are equivalent, we have
HΦ(I)−HΦs(I) ∈ A(I)′.
Since HΦ(I)−HΦs(I) is Θ-even by (Φ-c) for Φ and Φs, we have
HΦ(I)−HΦs(I) ∈ A(Ic)+. (14.6)
Hence,
UΦ(I)− UΦs(I) = EI
(
UΦ(I)− UΦs(I)
)
= EI
(
HΦ(I)−HΦs(I)
)− EI(WΦ(I)−WΦs(I))
= τ
(
HΦ(I)−HΦs(I)
)− EI(WΦ(I)−WΦs(I)),
due to (14.6). By τ(HΦs(I)) = 0 and EI(WΦs(I)) = 0 due to (Φ-d), we have
UΦ(I)− UΦs(I) = τ
(
HΦ(I)
)− EI(WΦ(I)).
By (14.2), we have
v.H. lim
I→∞
1
|I| ‖UΦ(I)− UΦs(I)− τ
(
HΦ(I)
)‖ = 0.
Also by (14.2),
v.H. lim
I→∞
1
|I| ‖HΦ(I)− UΦ(I)‖ = 0.
Hence (14.5) follows:
v.H. lim
I→∞
1
|I|ω
(
HΦ(I)
)
= v.H. lim
I→∞
1
|I|ω
(
UΦ(I)
)
= v.H. lim
I→∞
1
|I|ω
(
UΦs(I)
)
+ v.H. lim
I→∞
1
|I|τ
(
HΦ(I)
)
= eΦs + v.H. lim
I→∞
1
|I|τ
(
HΦ(I)
)
.
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We also have
v.H. lim
I→∞
1
|I| logTrI
(
e−H(I)
)
= v.H. lim
I→∞
1
|I| logTrI
(
e−U(I)
)
= P (βΦs)− β
{
v.H. lim
I→∞
1
|I|τ
(
HΦ(I)
)}
,
which shows (14.4). 
Remark. Suppose that Φ satisfies (Φ-a), (Φ-b), (Φ-c), (Φ-f) and∑
I∋0
‖Φ(I)‖ <∞. (14.7)
Then it satisfies (Φ-e) automatically and is a general potential. Furthermore,
(14.2) is known to be satisfied (the same proof as Lemma 9.1 holds except for
estimates (9.2) (9.3), (9.4) and (9.5) which follow from the absolute convergence
of (14.7) due to (7.12)) and
CΦ = v.H. lim
I→∞
τ
(
HΦ(I)
)
|I| = v.H. limI→∞
τ
(
UΦ(I)
)
|I| = eΦ(τ) (14.8)
is known to converge. (The same proof as Theorem9.5 holds except for a mod-
ification of proof of some estimates for Lemma 9.2 on the basis of the absolute
convergence of (14.7). See also e.g. Proposition 6.2.39 of [17].)
Therefore (14.4) and (14.5) hold and the solutions of (Φ, β)- and (Φs, β)-
variational principle coincide.
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A Appendix: Van Hove Limit
For the sake of mathematical precision, we present some digression about Van
Hove limit.
A.1 Van Hove Net
We introduce mutually equivalent two types of conditions for the van Hove limit.
First we start with our notation about the shapes of regions of Zν , which will
be used hereafter. Recall that Ca is a cube of size a given by (8.8). For a finite
subset I of Zν and a ∈ N, let n+a (I) be the smallest number of translates of Ca
whose union covers I, while n−a (I) be the largest number of mutually disjoint
translates of Ca that can be packed in I.
Let Br(n) be a closed ball in R
ν(⊃ Zν) with the center n ∈ Zν and the
radius r ∈ R. Denote the surface of I with a thickness r(> 0) by
surfr(I) ≡
{
n ∈ I; Br({n}) ∩ Ic 6= ∅
}
. (A.1)
In what follows, we consider a net of finite subsets Iα of Z
ν where the set of
indices α is a directed set. Its partial ordering need not have any relation with
the set inclusion partial ordering of Iα.
Lemma A.1. For a net of finite subsets Iα of Z
ν , the following two conditions
are equivalent :
(1) For any a ∈ N,
lim
α
n−a (Iα)
n+a (Iα)
= 1. (A.2)
(2) For any r > 0,
lim
α
1
|Iα|
∣∣∣surfr(Ia)∣∣∣ = 0 (A.3)
Proof. (1 ) → (2 ):
Let ε > 0 and r > 0 be given. Let a ∈ N be sufficiently large so that a ≥ 2r+ 1
and
ε1 ≡ 1−
(
[a− 2r]ν
aν
)
<
ǫ
2
,
where [b] indicates the maximal integer not exceeding b.
By the condition (1 ), there exists an index α0 of the net {Iα} such that, for
α ≥ α0,
ε2 ≡ 1− n
−
a (Iα)
n+a (Iα)
<
ε
2
.
Let D1, . . . , DN , with N = n
−
a (Iα), be mutually disjoint translates of Ca con-
tained in Ia.
Let D′i be a translate of C[a−2r] placed in Di with a distance larger than r
from the complement of Di in Z
ν for each i = 1, . . . , N which exists. Then
|D′i|
|Di| =
( [a− 2r]ν
aν
)
= 1− ε1.
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Let D be the union of D1, . . . , DN and D
′ be the union of D′1, . . . , D
′
N . Then
|D \D′|
|D| = 1−
|D′|
|D| = 1− (1 − ε1) = ε1.
Since n+a (Iα) translates of Ca covers Iα, we have
|Iα| ≤ n+a (Iα)|Ca| = n+a (Iα)aν .
Hence
|Iα \D|
|Iα| = 1−
|D|
|Iα| ≤ 1−
|D|
n+a (Iα)aν
= 1− n
−
a (Iα)
n+a (Iα)
= ε2.
Due to Iα ⊃ D,
|D \D′|
|Iα| ≤
|D \D′|
|D| = ε1.
By construction, the distance between D′i and the complement of Di (in Z
ν) is
larger than r, and hence the distance between D′i and the complement of Iα is
larger than r. Thus,
surfr(Iα) ⊂ Iα \D′ = (D \D′) ∪ (Iα \D).
For α ≥ α0, we obtain
|surfr(Iα)|
|Iα| ≤ ε1 + ε2 < ε.
Now (1 )→ (2 ) is proved.
(2 ) → (1 ):
Let ε > 0 and a ∈ N be given. Take r > √νa. Let α0 be an index of the net Ia
such that, for α ≥ α0,
|surfr(Iα)|
|Iα| < a
−νε.
The translates Ca+ an of Ca are disjoint for distinct n ∈ Zν and their union
over n ∈ Zν is Zν . Let Oα be the union of all those Ca + an contained in Iα
and N1 be their number. Let O
′
α be the union of all those Ca + an which have
non-empty intersections with both Iα and (Iα)
c, and N2 be their number. From
the construction, the following estimates follow
N1 ≤ n−a (Iα) ≤ n+a (Iα) ≤ N1 +N2.
Furthermore, since Ca + an in O′α contains a point in Iα as well as a point in
(Iα)
c, and the distance of any two points in it is at most
√
νa < r, it has a
non-empty intersection with Iα, which is contained in surfr(Ia). Therefore,
|surfr(Iα)| ≥ N2 = (N1 +N2)−N1
≥ n+a (Iα)− n−a (Iα).
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We have also
|Iα| ≤ n+a (Iα)|Ca| = n+a (Iα)aν .
Combining above estimates, we obtain for α ≥ α0
0 ≤ 1− n
−
a (Iα)
n+a (Iα)
=
n+a (Iα)− n−a (Iα)
n+a (Iα)
≤ |surfr(Iα)|a
ν
|Iα|
< ε.
Hence, (2 )→ (1 ) is now proved. 
Definition A.2. If a net of finite subsets {Iα} satisfies the above condition (1 )
(or equivalently (2 )), then it is said to be a van Hove net (in Zν).
We introduce the third condition on a net of finite subsets Iα of Z
ν :
(3) For any finite subset I of Zν , there exists an index α◦ such that Iα ⊃ I for
all α ≥ α◦.
Definition A.3. If a net {Iα} (in Zν) satisfies the conditions (1) (or equiva-
lently (2) ) and (3), then it is said to be a van Hove net tending to Zν .
Remark. The condition (1) (or equivalently (2) ) does not imply the condition
(3). {Cn}n∈N of (8.8) is obviously a van Hove sequence. But it does not cover
the whole Zν . Hence it is not a van Hove sequence tending to Zν .
Lemma A.4. For any van Hove net and for any van Hove net tending to Zν ,
the directed set can not have a maximal element.
Proof. Let {Iα}α∈A be a van Hove net where A is a directed set of indices. We
show that for any α◦ ∈ A, there exists α′ ∈ A satisfying α′ ≥ α◦, α′ 6= α◦.
In fact, for a given α◦, there exist a(α◦) ∈ N and n ∈ Zν such that
Iα◦ ⊂ Ca(α◦)−n,
and hence
n−
a(α◦)
(Iα◦) = 0.
On the other hand, for the above a(α◦) ∈ N there exists α1 such that
1−
n−
a(α◦)
(Iα)
n+
a(α◦)
(Iα)
<
1
2
for all α ≥ α1, since {Iα}(α ∈ A) is a van Hove net.
For any α′ ∈ A satisfying both α′ ≥ α1 and α′ ≥ α◦, we have n−a(α◦)(Iα′) 6= 0
due to α′ ≥ α1, and hence α′ 6= α◦. We have shown the existence of a desired
α′.
A van Hove net tending to Zν is a special case of a van Hove net. Hence the
assertion for this case obviously follows. 
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A.2 Van Hove Limit
Let f(I) be an R-valued function of finite subsets I of Zν . We first show the
following lemma which asserts the independence of the limit on the choice of
van Hove net (van Hove net tending to Zν) when f(Iα) has a limit for any van
Hove net (van Hove net tending to Zν) {Iα}.
Lemma A.5. If f(Iα) has a limit for any van Hove net {Iα}, then its limit is
independent of such a net.
If f(Iα) has a limit for any van Hove net {Iα} tending to Zν , then its limit
is independent of such a net.
Proof. Let {I1α}α∈A and {I2β}β∈B be two van Hove nets where A and B are
directed sets of indices. We introduce a new index set
C ≡
{
(α, β, i) ; α ∈ A, β ∈ B, i = 1, 2
}
with the partial ordering
(α, β, i) ≥ (α′, β′, i′)
either if α > α′ and β > β′ or if α = α′, β = β′ and i ≥ i′.
For any (α1, β1, i1) ∈ C and (α2, β2, i2) ∈ C, there exist α ∈ A and β ∈ B
such that α > α1, α > α2, β > β1, β > β2, because A and B are directed sets
without maximal elements due to LemmaA.4. Hence (α, β, 2)(∈ C) obviously
satisfies
(α, β, 2) > (α1, β1, i1), (α, β, 2) > (α2, β2, i2).
So C is a directed set.
Let
I(α,β,i) =
{
I1α if i = 1,
I2β if i = 2.
Since {I1α} and {I2β} are van Hove nets, there exists α◦ ∈ A and β◦ ∈ B for any
d > 0 and ǫ > 0 such that
|surfd(I1α)|
|I1α|
< ε if α ≥ α◦
|surfd(I2β)|
|I2β |
< ε if β ≥ β◦.
Set γ◦ ≡ (α◦, β◦, 1). For any γ = (α, β, i) ≥ γ◦, we have obviously α ≥ α◦ and
β ≥ β◦ by the definition of the ordering. Hence,
|surfd(Iγ)|
|Iγ | ≤ max
{
|surfd(I1α)|
|I1α|
,
|surfd(I2β)|
|I2β |
}
< ε.
Thus {Iγ}γ∈C is also a van Hove net. If {I1α} and {I2β} are van Hove nets tending
to Zν , then {Iγ} is also a van Hove net tending to Zν by its definition.
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Since {Iγ}γ∈C is a van Hove net (van Hove net tending to Zν), f has the
following limit by the assumption on f
f∞ = lim
γ
{f(Iγ), γ ∈ C}.
Thus for any ε, there exists a γ◦ = (α◦, β◦, 1) or γ◦ = (α◦, β◦, 2) such that
|f∞ − f(Iγ)| < ε
for γ ≥ γ◦. This inequality holds especially for γ = (α, β, 1) ≥ γ◦ with α > α◦
and β > β◦. For this γ, Iγ = I
1
α, and hence f(Iγ) = f(I
1
α). Thus we have
|f∞ − f(I1α)| < ε
for α > α◦. Therefore, we obtain
f∞ = lim
α
f(I1α).
Similarly,
f∞ = lim
β
f(I2β).
Now we have shown that the limit is the same for {I1α}α∈A and {I2β}β∈B. Hence
the independence of the limit on the choice of the net follows. 
Definition A.6. If f(Iα) has a limit for any van Hove net {Iα}, then f(I) is
said to have the van Hove limit for large I, and its limit is denoted by
v.H. lim
I→∞
f(I). (A.4)
If f(Iα) has a limit for any van Hove net {Iα} tending to Zν , then f(I) is said
to have the van Hove limit for I tending to Zν , and its limit is denoted by
v.H. lim
I→Zν
f(I). (A.5)
In general, the first condition is stronger than the second. If f(I) is transla-
tion invariant, however, the existence of the two limits are equivalent as shown
below.
Lemma A.7. If f(I) is translation invariant in the sense that
f(I + n) = f(I)
for any finite subset I of Zν and n ∈ Zν , then f(I) has the van Hove limit for
large I if and only if f has the van Hove limit for I tending to Zν .
Proof. The only if part is obvious. Let {Iα}α∈A be an arbitrary van Hove net.
Let a(α) be the largest integer a such that a translate of Ca is contained in Iα.
Let Ca(α) + n ⊂ Iα and hence Ca(α) ⊂ Iα − n. Now we shift an approximate
center of Ca(α) to the origin of Zν and simultaneously shift Iα − n by the same
amount. More precisely, Iα − n is shifted to
I′α ≡ Iα − n−
[
a(α) − 1
2
]
(1, · · · , 1).
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Obviously,
|surfd(I′α)|
|I′α|
=
|surfd(Iα)|
|Iα|
for all d > 0 and α ∈ A.
We show that this {I′α}(α ∈ A) is tending to Zν . Let I be a finite subset
of Zν . For sufficiently large integer a, I ⊂ Ca−[a−12 ]. For this a, there exists α1
such that n−a (Iα) > 0 for α ≥ α1. Then a(α) ≥ a and
I′α ⊃ Ca(α)−[a(α)−12 ] ⊃ Ca−[a−12 ] ⊃ I
for α ≥ α1. Thus {I′α}(α ∈ A) is a van Hove net tending to Zν . Since f is
translation invariant,
f(Iα) = f(I
′
α).
By the assumption that f has the van Hove limit tending to Zν , limα f(I
′
α)
exists, and hence limα f(Iα) exists. 
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