We present a technique to improve the transferability of deep representations learned on small labeled datasets by introducing self-supervised tasks as auxiliary loss functions. While recent approaches for self-supervised learning have shown the benefits of training on large unlabeled datasets, we find improvements in generalization even on small datasets and when combined with strong supervision. Learning representations with self-supervised losses reduces the relative error rate of a state-of-the-art meta-learner by 5-25% on several few-shot learning benchmarks, as well as off-the-shelf deep networks on standard classification tasks when training from scratch. We find the benefits of self-supervision increase with the difficulty of the task. Our approach utilizes the images within the dataset to construct self-supervised losses and hence is an effective way of learning transferable representations without relying on any external training data.
Introduction
We humans can quickly learn new concepts from limited training data, but current machine learning algorithms cannot. We are able to do this by relying on our past "visual experience". Recent work attempts to emulate this "visual experience" by training a feature representation to classify a training dataset well, with the hope that the resulting representation generalizes not just to unseen examples of the same classes but to novel classes as well. This has indeed been the case when "deep representations" learned on massive image classification datasets are applied to novel image classification tasks on related domains. This intuition also underlies recent work on few-shot learning or meta-learning. This approach has two related shortcomings: Because we are training the feature representation to classify a training dataset, it may end up discarding information that might be useful for classifying unseen examples or novel classes. Meanwhile, the images of these base classes themselves contain a wealth of useful information about the domain that is discarded.
Learning from images alone without any class labels falls under the umbrella of self-supervised learning. The key idea is to learn about statistical regularities (e.g., likely spatial relationship between patches, likely orientations between images) that might be a cue to semantics. However, these techniques require enormous amounts of data to match fully-supervised approaches trained on large datasets. It is still unclear whether self-supervised learning can help in the low data regime. In particular, can these techniques help prevent overfitting to training datasets and improve performance on new examples and novel classes?
We answer this question in the affirmative. We experiment both with standard supervised training on small labeled datasets, as well as few-shot transfer to novel classes. We show that, with no additional training data, adding the self-supervised task as an auxiliary task significantly improves accuracy in both settings and across datasets. In particular adding self-supervised losses leads to 5-25% relative reduction in classification error rate of a state-of-the-art meta-learner [38] on several image classification datasets (see Section 4) . We observe that the benefits are greater when the task is more challenging, such as classification among more classes, or from greyscale or low resolution images. On standard classification too, we find that off-the-shelf networks trained from scratch on these datasets have lower error rate when trained with self-supervised losses. We conclude that self-supervision as an auxiliary task is beneficial for learning generalizable feature representations.
Related work
Our work is related to a number of recent approaches for learning robust visual representations, specifically few-shot learning and self-supervised learning. Most self-supervised learning works investigate if the features from pre-training on a large unlabeled dataset can be transferred, while our work focuses on the benefit of using self-supervision as an auxiliary task in the low training data regime.
Few-shot learning Few-shot learning aims to learn representations that generalize well to the novel classes where only few images are available. To this end many meta-learning methods have been proposed that simulate learning and evaluation of representations using a base learner by sampling many few-shot tasks. These include optimization-based base learners (e.g., MAML [9] , gradient unrolling [35] , closed form solvers [2] , convex learners [23] , etc.). Others such as matching networks [41] use a nearest neighbor classifier, protoypical networks (ProtoNet) [38] use a nearest class mean classifier [26] , and the approach of Garcia and Bruna [10] uses a graph neural network to model higher-order relationships in data. Another class of techniques (e.g., [11, 33, 34] ) model the mapping between training examples and classifier weights using a feed-forward network. On standard benchmarks for few-shot learning (e.g., miniImageNet and CIFAR) these techniques have shown better generalization than simply training a network for classification on the base classes.
While the literature is vast and growing, a recent study [5] has shown that meta-learning is less effective when domain shifts between training and novel classes are larger, and that the differences between meta-learning approaches are diminished when deeper network architectures are used. We build our experiments on top of this work and show that auxiliary self-supervised tasks provide additional benefits on realistic datasets and state-of-the-art deep networks (Section 4).
Self-supervised learning Human labels are expensive to collect and hard to scale up. To this end, there has been increasing research interest to investigate learning representations from unlabeled data. In particular, the image itself already contains structural information which can be utilized. Self-supervised learning approaches attempt to capture this.
There is a rich line of work on self-supervised learning. One class of methods removes part of the visual data (e.g., color information) and tasks the network with predicting what has been removed from the rest (e.g., greyscale images) in a discriminative manner [22, 48, 49] . Doersch et al. proposed to predict the relative position of patches cropped from images [7] . Wang et al. used the similarity of patches obtained from tracking as a self-supervised task [42] and combined position and similarity predictions of patches [43] . Other tasks include predicting noise [3] , clusters [4, 46] , count [29] , missing patches (i.e., inpainting) [32] , motion segmentation labels [31] , etc. Doersch et al. [8] proposed to jointly train four different self-supervised tasks and found it to be beneficial. Recent works [12, 20] have compared various self-supervised learning tasks at scale and concluded that solving jigsaw puzzles and predicting image rotations are among the most effective, motivating the choice of tasks in our experiments.
The focus of most prior works on self-supervised learning is to supplant traditional fully supervised representation learning with unsupervised learning on large unlabeled datasets for downstream tasks. In contrast, our work focuses on few-shot classification setting and shows that self-supervision helps in the low training data regime without relying on any external dataset.
Multi-task learning Our work is related to multi-task learning, a class of techniques that train on multiple task objectives together to improve each one. Previous works in the computer vision literature have shown moderate benefits by combining tasks such as edge, normal, and saliency estimation for images, or part segmentation and detection for humans [19, 25, 36] . Unfortunately, in many cases, tasks can be detrimental to others resulting in reduced performance. Moreover, acquiring additional task labels is expensive. In contrast, self-supervised tasks do not require additional labeling effort and we find that they often improve the generalization of learned representations. Figure 1 : Overview of our approach. Our framework combined supervised losses derived from class labels and self-supervised losses derived from the images in the dataset to learn a feature representation. Since the feature backbone is shared, the self-supervised tasks act as an additional regularizer. In our experiments, the features are learned either in a meta-learning framework for few-shot transfer or for standard classification (shown above) with jigsaw puzzle or rotation tasks as self-supervision.
Method
Our framework augments standard supervised losses with those derived from self-supervised tasks to improve representation learning as seen in Figure 1 . We are given a training dataset {(
consisting of pairs of images x i ∈ X and labels y i ∈ Y. A feed-forward CNN f (x) maps the input to an embedding space, which is then mapped to the label space using a classifier g. The overall prediction function from the input to the labels can be written as g • f (x) : X → Y. Learning consists of estimating functions f and g that minimize a loss on the predicted labels on the training data, along with suitable regularization R over the functions f and g, and can be written as:
For example, for classification tasks a commonly used loss is the cross-entropy loss (softmax loss) over the labels, and a suitable regularizer is the L2 norm of the parameters of the functions. For transfer learning g is discarded and relearned on training data for a new task. The combination can be further fine-tuned if necessary.
In addition to supervised losses, we consider self-supervised losses L ss based on labeled data x → (x,ŷ) that can be systematically derived from inputs x alone. Figure 1 shows two examples: the jigsaw task rearranges the input image and uses the index of the permutation as the target label, while the rotation task uses the angle of the rotated image as the target label. A separate function h is used to predict these labels from the shared feature backbone f and the self-supervised loss can be written as:
Our final loss function combines the two losses:
and thus the self-supervised losses act as a data-dependent regularizer for representation learning.
Below we describe various losses we consider for image classification tasks.
Supervised losses (L s )
We consider two supervised loss functions depending on whether the representation learning is aimed at standard classification where training and test tasks are identical, or transfer where the test task is different from training.
Standard classification loss. On tasks we assume that the test set consists of novel images from the same distribution as the training set. We use the standard cross-entropy (softmax) loss computed over posterior label distribution predicted by the model and target label.
Few-shot transfer task loss. Here we assume abundant labeled data on base classes D b and limited labeled data on novel classes D n (in the terminology of [13] ). We use losses commonly used in meta-learning frameworks for few-shot learning [38, 40, 41] . In particular we base our approach on prototypical networks [38] which perform episodic training and testing over sampled datasets in stages called meta-training and meta-testing. During meta-training stage, we randomly sample N classes from D b , then we select a support set S b with K images per class and another query set Q b with M images per class. We call this an N -way K-shot classification task. The embeddings are trained to predict the labels of the query set Q b conditioned on the support set S b using a nearest mean (prototype) model. The objective is to minimize the prediction loss on the query set. Once training is complete, given the novel dataset D n class prototypes are recomputed for classification and query examples are classified based on the distances to the class prototypes. The model is related to distance-based learners such as matching networks [41] or metric-learning based on label similarity [18] .
Self-supervised losses (L ss )
We consider two losses motivated by a recent large-scale comparison of the effectiveness of various self-supervised learning tasks [12] .
Jigsaw puzzle task loss. In this case the input image x is tiled into 3×3 regions and permuted randomly to obtain an inputx. The target labelŷ is the index of the permutation. The index (one of 9!) is reduced to one of 35 following the procedure outlined in [28] , which grouped the possible permutations based on hamming distance as a way to control the difficulty of the task.
Rotation task loss. In this case the input image x is rotated by an angle θ ∈ {0
• , 90
• , 180
• , 270
• } to obtainx and the target labelŷ is the index of the angle.
In both cases we use the cross-entropy (softmax) loss between the target and prediction.
Stochastic sampling and training
We use the following strategy for combining the two losses for stochastic training. The same batch of images sampled for the supervised loss (Section 3.1) are used for the self-supervision task. After the two forward passes, one for the supervised task and one for the self-supervised task, both losses are combined for computing gradients using back-propagation. There are several recent works proposed to stabilize multi-task training, e.g. balancing the losses by normalizing the gradient [6] , by uncertainty measure [15] , or multi-object optimization [37] . However, simply combining the two losses with equal weights performed well and we use this protocol for all our experiments.
Experiments
We present results for representation learning for few-shot transfer learning (Section 4.1) and standard classification tasks (Section 4.2). We begin by describing the datasets and details of our experiments.
Datasets We select a diverse set of image classification datasets: Caltech-UCSD birds [44] , Stanford dogs [16] , Oxford flowers [27] , Stanford cars [21] , and FGVC aircrafts [24] for our experiments. Each of these datasets contains between 100 to 200 classes with a few thousands of images as seen in Table 1 . For few-shot learning we split classes into three disjoint sets: base, validation, and novel. For each class all the images in the dataset are used in the corresponding set. The model is trained on the base set, and the validation set is used to select the model that has the best performance. The model is then tested on the novel set given few examples per class. For birds, we use the same split as [5] , where {base, val, novel} sets have {100, 50, 50} classes respectively. For other datasets we use the same ratio for splitting the classes. For standard classification, we follow the original train and test split for each dataset.
Experimental details on few-shot learning experiments We follow the best practices and codebase for few-shot learning laid out in Chen et al. [5] 1 . In particular we use a ProtoNet [38] per-class), with 16 query images for training. The models are trained with ADAM [17] optimizer with a learning rate of 0.001 for 40,000 episodes. Once training is complete (based on validation error), we report the mean accuracy and 95% confidence interval over 600 test experiments. In each test experiment, N classes are selected from the novel set, and for each class 5 support images and 16 query images are used. We report results for testing with N = {5, 20} classes. During training, especially for jigsaw puzzle task, we found it to be beneficial to not track the running mean and variance for the batch normalization layer, and instead estimate them for each batch independently. We hypothesize that this is because the inputs contain both full-sized images and small patches, which might have different statistics. At test time we do the same.
Experimental details on standard classification experiments For classification we once again train a ResNet18 network from scratch. All the models are trained with ADAM optimizer with a learning rate of 0.001 for 400 epochs with a batch size of 16. These parameters were found to be nearly optimal on the birds dataset and we keep them fixed for all the other datasets. We track the running statistics for the batch normalization layer for the softmax baselines following the conventional setting, i.e. w/o self-supervised loss, but do not track these statistics when training with self-supervision for the aforementioned reasons.
Architectures for self-supervised tasks The ResNet18 results in a 512-dimensional feature vector for each input, and we add a fully-connected (fc) layer with 512-units on top of this. For jigsaw puzzle task, we have nine patches as input, resulting in nine 512-dimensional feature vectors, which are concatenated. This is followed by a fc layer, projecting the feature vector from 4608 to 4096 dimensions, and a fc layer with 35-dimensional outputs corresponding to the 35 permutations for the jigsaw task.
For the rotation task, the 512-dimensional output of ResNet18 is passed through three fc layers with {512, 128, 128, 4} units, where the predictions correspond to the four rotation angles. Between each fc layer, a ReLU (i.e., max(0, x)) activation and a dropout layer with dropout probability of 0.5 are added.
Experimental details on image sampling and data augmentation Experiments in [5] found that data augmentation has large impact in the generalization performance for few-shot learning. We follow their procedure for all our experiments described as follows. For classification, images are first resized to 224 pixels for the shorter edge while maintaining the aspect ratio, from which a central crop of 224×224 is obtained. For predicting rotations, we use the same cropping method then rotate the images. For jigsaw puzzles, we first randomly crop 255×255 region from the original image with random scaling between [0.5, 1.0], then split into 3×3 regions, from which a random crop of size 64×64 is picked. We use PyTorch [30] for our experiments.
Results on few-shot learning
We first present results on few-shot learning where the models are trained on base set then transferred and tested on a novel set. Table 2 shows the accuracies of various models for 5-way 5-shot classification (top half), and 20-way 5-shot classification (bottom half). Our baseline ProtoNet (first row in each half) reproduces the results for the birds dataset presented in [5] (in their Table A5 ). This was reported to be the top-performing method on this dataset and others.
On 5-way classification, using jigsaw puzzles as an auxiliary task gives the best performance, improving the ProtoNet baseline on all five datasets. Specifically, it reduces the relative error rate by 19.6%, 8.0%, 4.6%, 15.9%, and 27.8% on birds, cars, aircrafts, dogs, and flowers datasets respectively. Predicting rotations also improves the ProtoNet baseline on birds, cars, and dogs. We further test the models on the 20-way classification task, as shown in the bottom half of the table. The relative improvements using self-supervision are greater in this setting.
We also test the accuracy of the model trained only with self-supervision. Compared to the randomly initialized model ("None" rows, Table 2 ), training the network to predict rotations gives around 2% to 7% improvements on all five datasets, while solving jigsaw puzzles only improves on aircrafts and flowers.
To see if self-supervision is beneficial for harder classification tasks, we conduct experiments on degraded images. For cars and aircrafts, we use low-resolution images where the images are downsampled by a factor of four and up-sampled back to 224×224 with bilinear interpolation. For natural categories we discard color and perform experiments with greyscale images. Low-resolution images are considerably harder to classify for man-made categories while color information is most useful for natural categories 2 . The results for this setting are shown in Table 3 . On birds and dogs datasets, the improvements using self-supervision are higher compared to color images. Similarly on the cars and aircrafts datasets with low-resolution images, the improvement goes up from 0.7% to 2.2% and from 0.4% to 2.0% respectively.
Our initial experiments on miniImageNet showed small improvements from 75.2% of ProtoNet baseline to 75.9% when training with the jigsaw puzzle loss. We found that, perhaps owing to the low resolution images in this dataset, the jigsaw puzzle task was significantly harder to train (we observed low training accuracy for the self-supervised task). Perhaps other forms of self-supervision might be beneficial here.
Results on fine-grained classification
Next, we present results using the standard classification task. Here we investigate if the selfsupervised tasks can help representation learning for deep networks (ResNet18 network) trained from scratch using images and labels in the training set only. Table 4 shows the accuracy using various combinations of loss functions. One can see that training with self-supervision improves on all datasets we tested. On birds, cars, and dogs, predicting rotation gives 4.1%, 3.1%, and 3.0% improvements, while on aircrafts and flowers, the jigsaw puzzle loss gives boosts of 0.9% and 3.6% respectively.
Visualization of learned models
To better understand what causes the representations to generalize better we visualize what pixels contribute the most to the correct classification for various models. In particular, for each image and Table 3 : Performance on few-shot transfer task with degraded inputs. Accuracies are reported on novel set for 5-way 5-shot and 20-way 5-shot classification with degraded inputs of the standard datasets, with and without jigsaw puzzle loss. The loss of color or resolution makes the task more challenging as seen by the drop in the performance of the baseline ProtoNet. However the improvements using the jigsaw puzzle loss are higher in comparison to the results presented in Table 4 : Performance on standard classification task. Per-image accuracy (%) on the test set are reported. Using self-supervision improves the accuracy of a ResNet18 network trained from scratch over the baseline of supervised training with cross-entropy (softmax) loss on all five datasets. model we compute the gradient of the logits (predictions before softmax) for the correct class with respect to the input image. The magnitude of the gradient at each pixel is a proxy for the importance and are visualized as "saliency maps". Figure 2 shows these maps for various images and models trained with and without self-supervision. It appears that the self-supervised models tend to focus more on the foreground regions, as seen by the amount of bright pixels within the bounding box. One hypothesis is that self-supervised tasks force the model to rely less on background features, which might be accidentally correlated to the class labels. For fine-grained recognition localization indeed improves performance when training from few examples (see [45] for a contemporary evaluation of the role of localization for few-shot learning).
Conclusion
We showed that self-supervision improves transferability of representations for few-shot learning tasks on a range of image classification datasets. Surprisingly, we found that self-supervision is beneficial even when the number of images used for self-supervision is small, orders of magnitude smaller than previously reported results. This has a practical benefit that the images within small datasets can be used for self-supervision without relying on a large-scale external dataset. Future work could investigate if additional unlabeled data within the domain, or combination of various selfsupervised losses can be used to further improve generalization. Future work could also investigate how and when self-supervision improves generalization by analyzing transferabilty across a range of self-supervised and supervised tasks empirically [1, 47] .
