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Imbalanced data has increasingly become a popular research topic in the eld
of statistical machine learning. At present, the popular statistical machine learning
theory and the existing classication algorithm are mostly based on the fact that the
amount of sample data is roughly equal, commencing all kinds of statistical inference
or analysis. However, these existing classical methods, once applied in imbalanced
data, would produce a serious biased phenomenon, making the recognition rate of the
minority class quite low.Nevertheless, people concern more about the information of
the minority class in the application of the reality. Therefore, the improvement of the
recognition rate of the minority class embraces the theoretical and practical signicance.
This paper improves the traditional classication algorithm from two aspects.
1. From the data level, BOS sampling method is being proposed. The method is
based on the nonparametric statistical Bootstrap sampling method. In each sample
construction process, we take a small number of sub-sample set, calculating the
expected value as a new sample. Therefore, the sample size would be extended,
reducing the imbalance between classes. Experiments show that the sampling method
has been improved in metrics compared with the classical SMOTE algorithm. The
constructive samples of BOS algorithm are more eective especially when the number
of samples needed to be expanded is small.
2. From the algorithm level, Ort statistics and Im-AdaBoost algorithm are being
proposed. In this paper, we analyze the weight update process of AdaBoost algorithm,
and point out it only distinguishes whether the classication is correct, but not















of the diversity of the classier on the generalization ability of the ensemble learning,
and put forward the orthogonal diversity statistics. Based on the above two aspects,
this paper gives the Im-AdaBoost algorithm for imbalanced data.AdaBoost is a special
case of Im-AdaBoost algorithm when parameter s = 1. The upper bound of the
generalization error of this algorithm is consistent with the AdaBoost algorithm, which
is the continued product of the normalization factor when the weight of each round
is updated.Experiments show that F1 and g metrics are enhanced in the improved
algorithm, compared with AdaBoost classication algorithm.
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