Abstract. We introduce and study certain new scales of analytic functions of area Nevanlinna type in the unit disk and solve various problems connected with zero sets and embeddings in these scales of spaces.
Introduction
Assuming that D = {z ∈ C| : |z| < 1} is the unit disk of the finite complex plane C, T is the boundary of D, T = {z ∈ C : |z| = 1} and H(D) is the space of all functions holomorphic in D we introduce the classes of functions
where T (r, f ) = T 1 (r, f ) is the classical and well-known Nevanlinna characteristic defined by T p p (r, f ) = 1 2π T log + |f (rξ)| p dξ, where a + = max{0, a}, a ∈ R, (see for example [4] , [7] ). We remark log + |f | p is subharmonic for any p ≥ 1 and for any analytic function in the unit disk and this fact is crucial for various embeddings between analytic area Navenlinna type spaces which we noted in this paper. It is obvious that if α = 0 then N ∞ 0 = N, where N is a classical Nevanlinna class. The following statement holds by Nevanlinnas classical result on the parametric representation of N [4] , [7] . The N class coincides with the set of functions representable in the form
where C λ is any complex number, λ is any nonnegative integer, B(z, {z k }) is the classical Blaschke product with zeros {z k } multiplicities and satisfying the Blaschke density condition ∞ k=1 (1 − |z k |) < ∞, and µ(θ) is any function of bounded variation on [−π, π]. Descriptions of zero sets and complete parametric representations of N ∞ α spaces can be seen in [1] and [21] . Also, by m 2 (ξ) we denote standard normalized Lebesgue area measure. Everywhere below by n f (t) = n(t) we denote the number of zeros of an analytic function f in the disk |z| ≤ t < 1 and by Z(X) the zero set of an analytic class X, X ⊂ H(D), i. e.
Z(X)
Also, by n k we denote n(1 − 2 −k ), i. e. n k = n(1 − 2 −k ), k = 1, 2, . . .. Let (N A) p,q,γ,δ (D) = {f ∈ H(D) :
where
The classes we study in the first part of this paper are closely connected with classical weighted analytic Nevanlinna spaces in the unit disk (case δ = −1, p = q = 1). Zero sets and parametric representation of these last classes were obtained recently in [18] . On the other hand putting formally δ = −1, p = q = 1 and replacing sup by integration we get well-studied Nevanlinna-Djrbashian spaces (see [4] , [14] and references there). This motivates the study of scales of spaces we defined above in this paper.
It is not difficult to see taking t parameter big enough that our spaces are contained in weighted analytic Nevanlinna N 
We start the investigation of (N A) p,γ,δ (D) in [1] and one of the intention of this note is to provide some results from there on zero sets in more general form for
where 0 < p < ∞, 0 < q < ∞ and
where 0 < p < ∞, 0 < q < ∞, γ > −1.
Using direct methods or various embeddings, in this paper we will study zero sets of this (N A) p,q,γ,δ (D), L(A p,q γ )(D) and L(F p,q γ )(D) spaces and as well as other zero sets of similar analytic Nevanlinna type spaces in the unit disk and some bounded domains.
Throughout the paper C sometimes with indices stands for various positive constants which can be different even in a chain of inequalities and are independent of the discussed functions or variables.
In his celebrated solution of the corona problem in the disk, Carleson [2] introduced an important class of measures to study the structure of the Hardy spaces of the unit disk D ⊂ C. Let H(A) be a Banach space of holomorphic functions on a domain A ⊂ C, and assume that H(A) is contained in L p (A) for some p > 0. A finite positive Borel measure µ on A is a Carleson measure of H(A) if there exists a constant C > 0 such that for all f ∈ H(A)
Carleson 
(see [2] ). In particular the set of Carleson measures of H p (D) does not depend on p. In 1975, Hastings [6] , [11] , [12] 
We will refer to the spaces N p α as (weighted) area Nevanlinna spaces. Obviously, each area Nevanlinna space is a subalgebra of H(D). The area Nevanlinna spaces are large in the sense that each N p α contains all the well-known Bergman spaces. This follows from standard growth estimates for Bergman functions (see [8] , Lemma 3.2).
Let again µ be a positive finite Borel measure on D. We introduce the spaces N p (µ), 1 ≤ p < ∞, which we call area Nevanlinna-Lebesgue spaces. We define N p (µ) to be the space of all measurable functions h on D such that
, where α > −1 and 1 ≤ p < ∞. Note that while the area Nevanlinna(-Lebesgue) spaces are not Banach spaces, the restriction 1 ≤ p < ∞ means that the spaces A p α are. Let I denote the integration operator defined by
denote the differentiation operator. 
Below we provide embeddings of this type for various new analytic area Nevanlinna type spaces in the unit disk.
Zero sets and embeddings of some analytic area Nevanlinna type spaces in the unit disk
In this section we, in particular, collect various assertions and facts that will be used by us in main section of the paper. First we introduce a Weierstrass type infinite product (see [7, Chapter 1]) and we give an estimate for it which is crucial for our main results.
Then for such t and z ∈ D the infinite product
converges absolutely and uniformly inside D where it presents an analytic function with zeros
where C t > 0 is a constant depending solely on t.
We remind that when q = 1 we remove it from list of indexes and use the following
Proof of Theorem 2.1. We assume that f (0) = 1. By the classical Jensen inequality
Therefore, the following inequalities are true for any R, R ∈ (
Besides, one can see that for
For providing the converse statement, we fix a number t assuming that Proposition 2.1 and Proposition 2.2 can be used. Then, we observe that
where it is denoted |z k | = τ k and
for t > δ+1 p + γ − 1, since one can easily verify that
and that for any τ = (t + 1 − γ)p − (δ + 1) > 0 and δ > −1
Now, let p > 1. Then for the conjugate index q > 1 deduced by
where is ψ a nonnegative function such that ψ L q = 1,
Further, by Hardy and Hölder inequalities
Besides, again by Hölder and Hardy inequalities, for t > γ − 1
The last equivalence relation follows from dyadic decomposition of (0, 1) to dyadic intervals like [ 
As at the end of proof of Theorem 2.1, it remains to show that the infinite product Π t converges for the considered values of t.
Namely that if (2.2) holds then
t+2 < ∞. This can be done easily and we omit the details. Remark 2.1. As we see, using obvious connection between two Nevanlinna characteristics T 1 (r, f ) and T q (r, f ) we can extend both assertions of Theorem from [1] partially to all (N A) p,q,γ,δ (D).
Remark 2.2. It will be interesting to know if conditions on zero sets for general (N A) p,q,γ,δ (D) we put above are sharp or not.
Then the following two statements are equivalent:
We add more assertions on zero sets of analytic area Nevanlinna spaces. Using classical Jensen equality we have
(We put f (0) = 1 which is possible.)
Then from equality above we have
Hence for α > −1 using the assumption that g = log + |f (z)| p is subharmonic for p ≤ 1 we have [5] , [19] 
where p ≤ 1, (α + 2)p > 1.
So we have
, q ≤ 1, for γ = q (α + 1) − 1, and
Thus we generalized a classical result to mixed norm analytic classes
and L(F p,q α )(D) of area Nevanlinna type for some γ depending on p, q and α.
is a zero set of f then we have
is a zero set of f then we also have
Remark 2.3. For p = q = 1 this result is a classical [4] .
Let M (r, f ) = max |z|≤r<1 |f (z)|, r ∈ (0, 1], ln + x = max x>0 (ln x, 0) and
du and ε(t) bounded measurable function on (0, 1).
be any sequence from Stolz angle S δ . Let
We replace space and get similar assertion below. Proof of the theorem that follows is similar to the proof of Theorem 2.3.
Proof. We sketch the proof of theorem following [17] . Let
Note Π p (z, {z n }) = 0 only on z n , n = 1, 2, . . . and converges uniformly if and only if
(1 − r n r) 2p , r ∈ (0, 1).
From here we get after some calculations for certain values of p depending on α and β following [17] 
We omit easy details refereing the reader to [17] .
Finally, we will present some remarks on spaces which we studied before in [20] ,
Let S be a class of all positive measurable functions on [0, 1], so that for some m w ,
class is well-studied (zero sets, parametric representation), see [17] and various references there. The norm of this space is given by integral in definition of this space.
To have more information about N (
For following indexes
Proof of Theorem 2.5. Let f ∈ A 1 w (D). From subharmonicity of log + |f (z)| we have the following estimate [17] log
This follows similarly as in standard Bergman class. Hence we have integrating by polar coordinates
Then we have the following estimates which are easy to check
Theorem 2.5 is proved. Proofs of Proposition 2.3 and Proposition 2.4 as it follows from [10] and [19] are based on arguments from [10] and [19] and their are valid for subharmonic function log + |f (z)| s for any s ≥ 1.
Proposition 2.4. Let 1 ≤ min(p, q) ≤ s, s ≥ 1 and γ > −1. Then we have
Proposition 2.5. Let q ≥ 1 and p ≤ s.
for the following values of indexes α > −1, p, q, s
The easy proof follows from dyadic decomposition of unit interval and growing properties of T q (r, f ) function immediately.
Embeddings from Propositions 2.3-2.5 open a direct way for investigation of properties of less studied analytic area Nevanlinna type spaces via standard and well studied similar type spaces in the unit disk contained for example in [4] .
Note Propositions 2.3-2.5 provide valuable information on zero sets of less studied analytic area Nevalinna type spaces based on their connections with standard classes of area Nevanlinna type and the base of proofs of these assertions is again the subharmonicity of log + |f | s for s ≥ 1.
A careful analysis of proofs of emebddings of Ortega and Fabrega, (see [15] , [16] ), shows us that the following lemma is valid (even in unit ball). The proof is based on subharmonicity of log + |f | s , s ≥ 1. 3. On zero sets of area Nevanlinna type spaces in bounded G domains Let G be simply connected region on C, ∂G it is boundary. As usual, H(G) is the space of all analytic functions on G, ln + x = max x>0 (ln x, 0) and also, as usual, ϕ is conformal map of D on G, ψ is the reverse map and d(w, ∂G) is a distance from w to ∂G.
Let G be bounded region, G ⊂ C and We assume here and below β j = β for all j. And if {w k } ∞ k=1 ∈ G β so that (3.1) holds, then we can construct a function f ∈ N 1 α (G β ) so that Z(f ) = {w k } ∞ k=1 . Our assertion is the following. We extend partially theorem above to all 0 < p ≤ 1.
