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For a document class, one challenge in document
restoration is to automatically find a set of filters, which
are adapted to the degradation level of the images. Fur-
thermore, it is important to know what filters and where
they can be applied advantageously. In this paper, we
present a multi classifiers solution for the extraction of
linear filters. These filters are used for binarization
and image denoising. The technique starts by cluster-
ing close pixels by K-means in as many clusters as fil-
ters. Each cluster is dedicated to a filter, which cor-
responds to a supervised neural network. These clas-
sifiers are trained according to a binarized image that
is weighted function to erosion transformation effects.
The presented method is compared to classical bina-
rization techniques in literature. Its effect on the com-
mercial OCR performances reaches a gain from 0,16%
for Finereader7 and 1,06% for Omnipage14 for the
recognition rate.
1 Introduction
In image restoration, images must not be processed
in an identical way. Whereas some parts are very noisy,
others are clean and need no transformation. For ex-
ample, a transformation on a clean part may damage
characters on a textual document image. For the noisy
parts, we can observe different kinds of noise and dif-
ferent artifacts on the characters. It can be due to a
bad digitalization, a bad binarization, or simply to the
age of the document. One solution consists of using
a multi-classifier system (MCS) as many kinds of prob-
lems may occur. Usually, MCS are based on the outputs
combination of a classifier set. Some researchers have
proposed an alternative approach [4]. It is based on the
concept of dynamic classifier selection (DCS). DCS is
based on the definition of a function that selects, for
each pattern, the most adapted and probable classifier.
Anderson and Van Essen have proposed a general strat-
egy for dynamic control of information flow between
neurons clusters at different levels of the visual path-
way [3]. Some means of dynamically controlling how
retinal outputs map onto higher-level targets is desir-
able. The solution of Anderson involves ”shifter cir-
cuits, which allows for dynamic shifts in the relative
alignment of input and output arrays without loss of
local spatial relationships. Furthermore, the dynamic
shifts need a controller. In the presented system, the
controller is an external classifier which assigns for each
input the right shift (i.e. the right classifier). For each
possible shift of the information flow, instead of consid-
ering one adaptive classifier, we consider a set of differ-
ent classifiers. This classification allows determining
what filters to apply and where in each image. For a
very large number of pixels to process, we consider a
fixed number K of deformations/noises. For all the pix-
els, we propose to create K solutions (i.e. K filters).
This paper is organized as follows. Section 2 describes
the proposed technique. Classifiers are defined in sec-
tion 3. Section 4 shows how the results are evaluated.
Section 5 presents the creation of the ground truth for
the classifiers learning. The last section is dedicated to
the experiments for document recognition with OCR.
2 The proposed approach
The proposed approach consists in defining as many
filters as necessary to pre-process an image (cleaning,
binarization, contrast enhancing, etc. for its different
sets of pixels). The system is a trained function to an
uncertain ground truth, which serves as a base for the
learning. The training of the system is in two steps.
First, the training of the classifier selector. This step
aims to categorize the different sets of points where fil-
ters are applied. Then, the training of the classifier func-
tion for the controller. Each classifier will behave as a
filter.
The problem can be formalized as follows: let I
be the set of 8 bit grey level image samples represent-
ing a document class. For each point P (x, y) of I, we
determine its neighborhood V (x, y) composed of the
points P (xi, yi) such that (−c ≤ xi − x < c) and
(c ≤ yi − y < c) where 2c + 1 is the size of the fil-
tering kernel. For each V (x, y), a set of NF features
F (x, y) is extracted. If the features are just pixel val-
ues, then V (x, y) = F (x, y). For our experiments, we
have fixed NF = (2c+ 1)2. K clusters are constituted
by applying the unsupervised classifier, K-means, based
on the features F.
3 Classifiers training
Each classifier corresponds to the application of a
linear filter, which has the same size as V (x, y). The
classifiers are based on a Multi-Layer Perceptron. The
inputs correspond to the V (x, y). They are centered be-
tween−1 and 1, without shifting or scaling. The output
layer is composed of one neuron. This neuron corre-
sponds to the desired pixel value. Let w(i, j)k be a
weight linking the input pixel (i,j) to the output neu-
ron, where 1 ≤ k < K, and (i, j) ∈ {0, , 2c}2. The
weights are initialized with 0 except for the center that is
1. The activation function f of each neuron is defined by
f(σ) = 1.7159 ∗ tanh((2.0/3.0) ∗ σ) in order to get an
almost linear function with f(1) = 1 and f(−1) = −1,
the input and the output being in the same range [6].






w(i, j)k.F (x− c+ i, y − c+ j)
For binarization purpose, the threshold is 0. At the
end of the training, we have as many classifiers as fil-
ters, each one of them is representing a cluster of pix-
els. Usually, if the images belong to the same class, the
barycenters of the clusters are similar.
4 Evaluation procedure
Several solutions are possible in order to evaluate the
filtering approaches. We distinguish three methods:
• The manual evaluation. One or several experts
judge the quality of the filters effects. The eval-
uation can be global or it can be the combination
of different criteria. For example, for the binariza-
tion evaluation, Trier uses the following criteria:
the broken lines structures, the broken symbols or
characters, the blurring of lines symbols and text,
the loss of complete objects, and the noise in ho-
mogeneous areas [11].
• The raw automatic evaluation. It can be based on
just pixel level, with criteria such as the homo-
geneity or the contrast variation. It can also be
performed by comparison with an image ground
truth. This can be done by using a digital image
editing software, by superposing a layer on the
original image, and by rewriting the text on this
layer [7, 10].
• The automatic evaluation is driven by the appli-
cation. In our case, we used commercial OCR as
benchmark tools. The text recognition analysis is
obtained by differentiating the OCR results and a
textual ground truth of the document LGT−TXT .
This ground truth allows differentiating the errors
among: confusion, addition, deletion, fusion and
cut. These errors are advantageously taken into
account by the appropriate dynamic programming
algorithm of Seni [9].
5 Ground truth creation
For image filtering and binarization methods, it is
very awkward to define both quality measures for qual-
ifying the performance and a ground truth. Although
the performances are analyzed on the character level, it
is difficult to give such results as a feedback for learn-
ing the filters. Indeed they are learnt on the pixel level.
The previous section dealt with the performance eval-
uation relatively to LGT−TXT . We propose a solution
for creating an image ground truth, LGT−IMG, for the
classifiers learning. In our case, we consider labeled and
unlabeled data where each data corresponds to a pixel
on the image. The creation of the ideal document image
is long and difficult: the characters must be cleaned; the
noise must be removed manually. In order to avoid such
task, we consider that a good binarization technique can
be used as the ground truth core. We will consider some
regions of the binarized image as labeled pixels whereas
we fix a probability of the label for the remaining pixels.
The choice of the binarization algorithm is made
with different tries on some documents. The Otsu
method is presented as giving good results for historical
printed documents [5, 8]. However, for our set of doc-
uments, the Sauvola method allowed achieving better
results [?]. We do not consider the Sauvola result as the
final LGT−IMG. Each pixel is a weighted function to
its potential accuracy. The classifiers are not trained on
a real ground truth but on partially correct information.
We introduce a rule that defines the strength γ(x, y) of
each pixel during the classifier training. The rule aims
to give less importance to pixels that may be not well
binarized. After several erosions, if a pixel stays black
or white then it is more likely to be well classified. At
the opposite, if after one erosion, a black pixel becomes
white then there are chances that it has not been well
binarized. For an image I , lets consider the binariza-
tion of I , Ib. With Ib, we apply 3 successive erosions in
order to get 3 new images. If a pixel remains black in
the thrid image or if a pixel is white in all the 3 images
then we strength of the pixel is full. It is considered as
well labeled. The 3 erosions allow giving an estimation
of the binarization model. For each pixel, we define a
fixed strength for the different possible cases (1,0.8 and
0.6).
6 Experiments
We experimented the filtering method on ancient
documents; they propose a challenge for all OCR. As
opposed to modern-day documents, ancient documents
can be divided in many categories, depending on their
ages and their qualities. The documents set is com-
posed in images extracted from a French journal of the
XIXth century. In these documents, OCR may be used
after some pre-processing. The processed images are
compressed in JPEG. They are estimated to be 96dpi.
Unfortunately, such bad quality may disable the recog-
nition in some way. The actual challenge is to find a
way to recover from this document issues in order to
recognize the text. For the evaluation of the binariza-
tion and filtering methods on the recognition, we have
used the commercial OCR Omnipage 14 and the raw
FineReader 7 OCR engine [1, 2]. Commercial OCR
have their own pre-processing algorithm. The compar-
ison between OCR leads to give information about the
pre-processing invariance against the inner OCR pre-
processing.
For the OCR recognition, we did compare the DCS
method with other classical binarization methods for
documents: Bernsen, Niblack, Otsu and Sauvola. With
the Niblack binarization, the OCR recognition is al-
most impossible as the method also allows us the text
recognition of the back page. The Bernsen binariza-
tion lets many artifacts on the images; some characters
are well segmented whereas many parts remain noisy.
In the figure 2, the OCR results are presented for the
best methods. Although commercial OCR possesses
pre-processing modules, the binarized pages with the
Sauvola method allows us a better recognition rate than
the original image for both OCR. The table 2 presents
an extract of a document page and the binarization and
filtering effects. The image DCS (classifiers selection)
illustrates the different pixel clusters, one for each gray
level (K = 100). Compared to the classical bina-
rization techniques in the table 1, the gain of the DCS
method varies from 0,16% for Finereader7 and 1,06%
for Omnipage14. Although, the difference on the im-
ages between the Sauvola and the DCS method is low,
the impact on the OCR recognition rate shows the inter-
est of the DCS method.
7 Conclusion
An efficient dynamic classifier selection method has
been proposed. It is possible to outperform binariza-
tion techniques, thanks to a local filtering method with
a dynamic classifier selection strategy. The method also
provides better results than the considered ground truth
for the training. Further works will include a feedback
from the OCR results analysis as it could add informa-
tion to where pre-processing methods must be applied.
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