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Abstract. Numerical high-resolution ocean general circulation models have 
experienced a revolutionary development during the last decade. Today they 
are run globally in realistic configuration with realistic surface boundary forcing. 
To fully use the results of those models in understanding various aspects of the 
ocean general circulation and to combine ocean observations with models (state 
estimation) in a manner consistent with the data and model dynamics, stringent 
model-data comparisons are a necessary first step. In this paper a quantitative 
model-data comparison is carried out for the global Parallel Ocean Climate Model 
(POCM), known also as the Serntner and Chervin model, with nominal lateral 
resolution of 1/4 ø . The focus is on various aspects of the simulated large-scale 
circulation and their relation to the TOPEX/POSEIDON sea surface height (SSH) 
observations and World Ocean Circulation Experiment (WOCE) hydrography. 
Comparisons are made for (1) the global mean sea surface circulation and absolute 
slopes, (2) rms SSH variability and eddy kinetic energy, (3) the simulation of the 
observed seasonal cycle in SSH, (4) two-dimensional frequency-wavenumber spectra 
of the large-scale fluctuations, as well as (5) the hydrography for WOCE sections. 
R. ecent improvements in external surface forcing fields including daily wind-stress 
fields and sea surface heat fluxes lead to a significant improvement in the overall 
agreement of the simulated and observed large-scale mean circulation and its 
variability. However, simulated amplitudes of variability remain low by about a 
factor of 2 to 4 over a broad spectral range, including the long wavelengths and 
periods. Both the causes and consequences of this low variability remain obscure. 
1. Introduction 
Oceanic general circulation models (OGCMs) have 
come to play a prominent role in understanding the 
ocean circulation and its role in climate forecasting. 
But model results can be unrealistic for many reasons, 
including incorrect initial conditions, boundary forc- 
ing (surface and lateral), inadequate resolution, and 
missing physics. To make full use of present state-of- 
the-art OGCMs, it is therefore important that there 
be thorough testing and widespread understanding of 
their skill. It is among the goals of World Ocean Cir- 
culation Experiment (WOCE) to improve our present 
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OGCMs through appropriate model-data comparisons. 
Such studies aim to understand the shortcomings of in- 
ternal model physics, as well as external atmospheric 
forcing fields, and ultimately will lead to models more 
suitable for climate prediction than can be achieved 
presently. 
The clearest and most complete understanding of the 
ocean circulation and its consequences on present cli- 
mate and climate change will ultimately be obtained 
through appropriate combinations of dynamical models 
and direct observations. Procedures for making those 
combinations fall under the general heading of "estima- 
tion theory," or, more narrowly, of "assimilation." Most 
such combinations represent a weighted average of the 
observations and model predictions, with the weight- 
ing coefficients representing the inferred uncertainties 
of both data and model. But to obtain meaningful re- 
suits, the underlying model and observations must be 
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statistically consistent. Therefore detailed comparisons 
of various aspects of the model with data need to be 
performed, prior to any estimation or assimilation at- 
tempt. 
Model skill will vary greatly as a function of geo- 
graphical position but also as a function of frequency 
and wavenumber, and ultimately, the full frequency- 
wavenumber range has to be explored. The purpose 
of this present paper is more modest' It aims only to 
quantify the skill on large spatial scales of the particular 
WOCE Parallel Ocean Climate Model (POCM) [$emt- 
her and Chervin, 1992] with a nominal lateral resolu- 
tion of 1/40 . The focus is on the upper ocean large-scale 
circulation as observed by the TOPEX/POSEIDON al- 
timetry and the WOCE hydrography, data sets which 
have only recently become available to oceanographers 
on the global or at least basin scale. Both the time 
mean and the low-frequency variability are examined, 
with particular emphasis on the annual cycle. Stud- 
ies of model-data differences are usually complicated 
by the existence of complex data errors with some- 
times unknown structures. Therefore comparisons such 
as those performed here, simultaneously serve also 
to illuminate errors in the observations. A compari- 
son complementary to ours was performed by J. Mc- 
Clean, A. Semtner, and V. Zlotnicki (Comparisons of 
mesoscale variability in the Semtner-Chervin quarter- 
degree and the Los Alamos POP sixth-degree models 
and TOPEX/POSEIDON data, submitted manuscript, 
1996; hereinafter referred to as McClean et al., submit- 
ted manuscript, 1996), who studied eddy scale varia- 
tions in TOPEX/POSEIDON data and high-resolution 
models. 
The paper is organized as follows: in the next section 
we will summarize the model, the TOPEX/POSEIDON 
altimeter data, and the WOCE hydrography. The time- 
mean circulation and its variability will be compared 
in sections 3 and 4, respectively. Section 5 focuses on 
the representation of the observed seasonal cycle in the 
model. 
2. Model and Data Description 
2.1. The Model 
Semtner and Chervin [1992] describe the basic model 
formulation. Significant differences in the present form 
include an improvement in the lateral resolution to a 
Mercator grid size of 0.40 in longitude allowing square 
grids everywhere between the equator and 750 latitude. 
A resulting average grid size is 0.250 in latitude. The 
model bottom topography was created from a bathy- 
metric data set at a resolution of 1/120 by averaging 
the depth values which fell within a model grid box. 
A free surface has been incorporated using the formu- 
lation of Kiltworth et al. [1991], which treats the sea 
level pressure (or equivalently the surface levation) as 
a prognostic variable. 
Two separate model runs exist now in the above 
global configuration with 1/40 spatial resolution, which 
are distinct in their surface forcing formulations for 
wind-stress and heat flux. The first run, POCM_4A, 
was performed over the period 1986 through 1989 using 
monthly mean wind-stress fields (provided by A. Craig 
at National Center for Atmospheric Research (NCAR)) 
and simple Haney [197!] restoring of T and S fields in 
the uppermost of the 20 levels toward a monthly mean 
Levitus [1982] TLev and SLev climatology with restor- 
ing timescale 7 - 30 days, to simulate surface heat and 
salt fluxes. For this purpose, the Levitus [1982] monthly 
temperature and salinity fields were interpolated on to 
the model grid with 3 day time step, using a bicubic 
spline fit first in space and then time. 
The second calculation, POCM_4B, was run for the 
period 1987 through 1994 forced by daily wind-stress 
fields derived by the European Center for Medium- 
Range Weather Forecasts (ECMWF)(again provided 
by A. Craig) as well as monthly mean sea surface heat 
fluxes produced by Barnier et al. [1995] from ECMWF 
analyses with zero global, annual mean, in addition to 
a Haney [1971] T, S surface restoring terms. Flux fields 
were incorporated as 
: - T), dt pocph 
where Q(t) denotes the monthly surface heat flux clima- 
tology, cp the specific heat of seawater, and h the depth 
of the top model layer. For the surface restoring of T 
and S, the recent, and improved, Levitus et al. [1994] 
monthly surface TLe v and SLe v fields are used, again 
with a 7 = 30 days timescale. 
To mimic the exchange of water mass properties with 
those areas not included in the model domain, both 
model runs use a subsurface restoring of T and S fields 
toward similar Levitus [1982] fields over the top 2000- 
m depth range with lateral extent between 580 and 
65øN and between 680 and 75øS, along the northern 
and southern artificial boundaries, respectively (equiv- 
alent to 37 and 57 grid points, laterally). A similar 
restoring zone is located near Gibraltar. The lateral 
restoring timescale was 7: 120 days. 
The monthly wind-stress fields used for POCM_4A 
were created from fields of ECMWF 1000-mbar twice 
daily winds, converted to wind-stress [Trenberth et al., 
1989]. Resulting monthly mean fields from the period 
1986 through 1989 were interpolated on to the model 
grid with a 3 day time step, using a bicubic spline fit in 
space and time, respectively. 
It was shown by Mestas-Nu•ez et al. [1994] that the 
Trenberth et al. [1989] wind-stress amplitudes are glob- 
ally high by about 40% because stress fields were de- 
rived from 1000-mbar levels, rather than sea level. This 
deficiency was corrected in the wind-stress forcing for 
the POCM_4B run, which was derived from 10-m level, 
twice daily ECMWF wind fields for the period 1987 
through 1994. Daily wind-stress fields were averaged 
over 3 days for use in the model. 
To begin, a previous 1/20 version of the model was 
spun up for 33 years starting from the Levitus [1982] 
T and S distribution. Initial conditions for POCM_4A 
were obtained from an instantaneous 1/20 model state 
at the end of the 33 years, interpolated to the 1/4 
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grid, and equilibrated with 1985 ECMWF winds. It 
was then integrated over the period 1986-1989. Finally, 
POCM_4B was started from a model state at the end of 
POCM_4A and run over the period 1987 through 1994. 
The problem of model equilibration during the 40 years 
of model spin-up prior to the period 1993/1994 analyzed 
in this study will be addressed in a separate section be- 
low. 
The model time step for the first run was 10 min. As a 
result of several changes suggested by R. Smith, B. Mal- 
one, and J. Dukowicz from Los Alamos National Labo- 
ratory (personal communication, 1994), it was possible 
to increase the baroclinic time step of POCM_4B to 30 
min., achieved by a pressure averaging scheme [Brown 
and Campana, 1978]. In the same run, the barotropic 
time step was 30 s. Vertical viscosity is handled through 
the Pacanowski and Philander [1981] formulation. Note 
that the equation of state differs in the two model runs, 
with the new model using the Bryan and •o• [1972] 
equation of state, which improves the accuracy at low 
temperatures. 
Diffusion is handled using biharmonic closure for both 
momentum and tracers. The momentum coefficient is 
1.1 x l0 :•ø crn4/s, and the tracer coefficient is5 x l019 
cm4/s, both scaled by • COS2'25(•)), with 4 being geo- 
graphical latitude, to reduce mixing at high latitudes. 
This is an important aspect for a later interpretation of 
model results. 
Data fields for horizontal and vertical velocity, tem- 
perature, salinity, surface height, and barotropic speed 
are stored every 3 days. Statistics, such as eddy kinetic 
energy, means, and standard deviations, are computed 
from the different fields for monthly, annual, and to- 
tal ensemble statistical maps after the model runs were 
completed. (Details of both runs, including animations, 
can be viewed via the World Wide Web (WWW) page, 
http://vislab_ www. nps. navy. mil/•rtt. ) 
A comparison of results from POCM_4A and 
POCM_4B revealed that the latter run, driven 
by daily wind-stress fields and improved surface 
heat fluxes, leads to a superior agreement with 
TOPEX/POSEIDON observations. Comparisons 
presented below are therefore based primarily on 
POCM_4B, but results from both model runs are dis- 
played in Figure 6 and Table 2 to illustrate the degree 
of alteration from the prior configuration. 
2.2. TOPEX/POSEIDON Altimetry 
The French/U.S. joint TOPEX/POSEIDON (T/P) 
mission was specifically designed to observe the large- 
scale ocean circulation and its variability. Previous 
studies (see the T/P special issues of Journal of Geo- 
physical Research, Oceans, C12, December 1994 and 
C12, December 1995) all showed that the accuracy and 
precision of the instrument are significantly better than 
project specification and are currently at the 2-cm level. 
Fu et al. [1994] describe the mission characteristics and 
performance and provide a preliminary error estimate. 
T/P data from the 2-year period December 11, 1992, 
to December 5, 1994, corresponding to repeat cycles 9 
through 81, were edited and corrected as described by 
Stammer and Wunsch [1994] and King et al. [1994]. 
Three significant modifications of the standard merged 
T/P geophysical data records [Benada, 1994] should 
be noted here because they influence the results and 
the underlying uncertainties. First, to obtain obser- 
vations of-the absolute dynamic sea surface height 
(SSH), we referenced the T/P observations to a hybrid 
Joint Gravity Model-3 (JGM-3) Ohio State University 
(OSU91a) geoid, where the former is used to spheri- 
cal harmonic degree 70 and the latter beyond that to 
degree 360. The JGM-3 geoid model is developed by 
the T/P project [Tapley et al., 1994] as an improved 
version of the prelaunch JGM-2 model INetera et al., 
1994], and the OSU91a model stems from Rapp et al. 
[1991]. Second, the tidal correction provided by the 
T/P project was replaced by those estimated by the 
University Texas/Center for Space Research Group Ma 
et al. [1994] from the first 2 years of T/P data in their 
version 3.0. Lastly, we used JGM-3 model based orbit 
calculations with significantly reduced radial and geo- 
graphically correlated orbit errors [Tapley et al., 1996]. 
The resulting mean field of this 2-year period is shown 
in Plate lb after gridding by averaging the along-track 
data in 20 x 20 geographical areas and after apply- 
ing a Shapiro [1970] low-pass filter to remove spurious 
stationary small scale structures related to geoid errors 
[see Stammer and Wunsch, 1994]. 
2.3. WOCE Hydrography 
Hydrography will be used in two different ways as 
a comparison data set. An absolute surface velocity 
field computed by Macdonald [1995] from a global in- 
version of hydrographic and nutrient data along various 
hydrographic sections is used to produce absolute ele- 
vation estimates along trans-oceanic lines. Five (two 
in the Atlantic and three in the Pacific) zonal WOCE 
hydrographic lines will be compared to the model tem- 
peratures and salinities. Table 1 lists the details for 
all hydrographic sections. The model months that have 
been used for comparison to the hydrographic data are, 
for P1, June 1988; P3, April 1988; P4, April 1989; A9, 
March 1991; and All, February 1992. Note that two 
of the five lines were measured prior to the model time 
period. For those two lines, the corresponding month 
in the earliest year of the POCM_4B run was used for a 
comparison (see section 3.2). Because in most cases the 
in situ data are provided with higher horizontal and ver- 
tical resolution than present in the model, the in situ 
data were averaged vertically on to the model depths 
level and subsequently interpolated horizontally on to 
the model grid. 
3. The Mean Circulation 
3.1. TOPEX/POSEIDON 
We begin by examining the time mean ocean circu- 
lation as it results from POCM_4B (Plate la) and as 
inferred from T/P observations and the JGM-3 geoid 
(Plate lb), both fields averaged over the identical pe- 
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Table 1. Details on the Zonal Hydrographic/Conductivity-Temperature-Depth (CTD) Sections 
























RV T. Thompson, Talley et al. [1991] 
RV T. Thompson, Roeromich et al [1991] 
RV Moana Wave, Wijffels [1993] 
Scorpio Eltanin 29, Stommel et al. [1973] 
Scorpio Eltanin 28, Stommel et al. [1973] 
AODC, You and Tomczak [1993] 
AODC You and Tomczak [1993] 
Atlantis II 93, Warren [1981] 
RRS Darwin, Toole and Warren [1993] 
Hudson 82, Hendry [1989] 
Atlantis II 109 leg 1, Roemmich and Wunsch [1985] 
Atlantis II 109 leg 3, Roemmich and Wunsch [1985] 
Oceanus 338,Friedrichs and Hall [1993] 
Oceanus 133 leg 5, M. McCartney (personal communication, 1994) 
Oceanus 133 leg 3, M. McCartney (personal communication, 1994) 
SAVE Knorr leg 3, Scripps Institution of Oceanography [1992a] 
SAVE Melville leg 4c, Scripps Institution of Oceanography [1992b] 
Meteor 11/5, Roether et al. [1990] 
Meteor 15/3, Siedler and Zenk [1992] 
Discovery 199, Saunders et al. [1993] 
RV Knorr, AJAX Expedition [1985] 
RV Conrad 17, Jacobs and Georgi [1977] 


























summer 1985 115 
spring 1985 212 
spring 1989 217 
summer 1967 99 
spring 1967 76 
spring 1965 6 
spring 1965 4 
summer 1976 57 
winter 1987 106 
spring 1982 78 
summer 1981 101 
summer 1981 89 
spring 1989 85 
spring 1983 82 
winter 1983 99 
winter 1988 33 
winter 1989 21 
winter 1990 78 
winter 1991 112 
winter 1992 28 
winter 1983 137 
fall 1974 53 
winter 1969 19 
AODC is the Australian Oceanography Data Centre. SAVE is the South Atlantic Ventilation Experiment. 
riod in 1993/1994 (repeat cycles 9 through 81). Here a 
major issue is data, rather than model, error. 
Elements of the general circulation present in the T/P 
observations (based on the older JGM-2 geoid) and un- 
certainties are discussed in some detail by Stammer and 
Wunsch [1994]. We restrict ourselves here to the state- 
ment that the global circulation is evident in the T/P 
estimates but that major discrepancies are present in 
the altimetric absolute mean field owing to geoid er- 
rors. A comparison of Plate lb with Plate la of Stam- 
mer and Wunsch [1994] indicates the degree of improve- 
ment obtained recently in the estimate of a mean SSH 
through geoid model refinement. This improvement is 
most readily apparent in the tropical Pacific, where an 
artificially high mean SSH resulted from errors in the 
JGM-2 geoid. But significant changes can likewise be 
found in all other ocean basins (R.H. Rapp, Compari- 
son and assessment of the geoid undulations implied by 
the OSU91A, JGM-2, and JGM-3 potential coefficient 
model, unpublished manuscript, 1995). 
The difference between the T/P results and the mean 
model field is shown in Plate lc. Apart from the South- 
ern Ocean where the largest differences are visible, dis- 
crepancies are found primarily on relatively small scales. 
There are strong inconsistencies visible close to conti- 
nental boundaries and major oceanic trench systems, 
e.g., the Philippine and Puerto Rico trenches which are 
all regions of large known errors in the geoid estimates 
(see, for example, Figure 7 of Rapp et al. [1991]). The 
primary source of short-scale model-T/P discrepancy is 
therefore the geoid error. But model errors are present, 
as well. Prominent examples are the pronounced ridge- 
trough system in the tropical Pacific, which is related 
to a relatively strong North Equatorial Current in the 
model, and the pronounced high in the North Atlantic, 
where the model displaced the path of the North At- 
lantic Current by about 10 ø zonally (compare Figure 
If). 
Despite the apparent geoid-related problems, the 
model-data differences have been visibly reduced 
through the improved wind-stress and heat flux forcing. 
This improvement is especially marked in the South- 
ern Ocean, where the more accurate equation of state 
may also contribute (compare Plate 2b of Stammer and 
Wunsch [1994]). The global root-mean-square differ- 
ence in Plate lc, weighted by area, is about 16 cm, as 
opposed to 25 cm obtained from POCM_4A relative to 
the same T/P mean field. 
To summarize, the geoid estimates remain inadequate 
to use altimetric data for improving directly the existing 
knowledge of the large-scale circulation. 
3.2. Comparison With Hydrography 
For a more quantitative model test, Figure 1 shows 
a comparison ofthe absolute SSH from both T/P and 
model mean fields with an estimate of the absolute sea 
level along various WOCE and pre-WOCE lines in the 
Pacific, Atlantic, and Indian Oceans (see Table 1) as 
it results from a global inversion of hydrographic and 
nutrient data [Macdonald, 1995; Macdonald and Wun- 
sch, 1996]. A mean value was subtracted from each 
POCM-4B mean SSH (1993-1994) 
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Plate 1. (a) POCM_4B mean sea surface height field from 2-year period 1993/1994. (b) 
TOPEX/POSEIDON (T/P) mean sea surface height relative to the JGM-3/OSU91a geoid model 
and averaged over the 2-year period repeat 9 through 81. (c) Difference between the T/P mean 
field and the model mean. All three fields are on a 20 x 2 øgrid. Contour intervals are 20 cm in 
the top two panels and 10 cm in the bottom panel. 
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Figure 1. Mean sea surface height from T/P (dashed lines) and POCM_4B (dashed-dotted lines) 
along various World Ocean Circulation Experiment (WOCE) sections indicated in the panels, 
together with an estimate of absolute sea surface height from an inversion of hydrographic and 
nutrient data (solid lines; from Macdonald [1995]). 
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Figure 1. (continued) 
curve to account for a missing absolute constant in the 
hydrographic estimates. Table 2 lists the root-mean- 
square (rms) differences and cross correlations between 
all three individual fields. To indicate differences be- 
tween the model mean fields from the two runs, the 
statistics of POCM_4A (averaged over 1986 through 
1989) relative to the hydrography are included in Table 
2. 
The formal errors of Macdonald's [1995] results on 
scales larger than the mesoscale are O(1 cm). (This 
small error can be understood by noting that a 1 cm sur- 
face elevation change in a water depth of 5000 m leads 
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Figure 1. (continued) 
to a basin integrated mass flux of 0(7 Sv) and Macdon- 
ald's large-scale mass flux errors are formally estimated 
as about 2 Sv (Sv - 106 m3/s).) But systematic errors 
in the Ekman flux arising from problems with the wind 
fields, which are not accounted for in the formal error, 
can significantly raise the actual uncertainty above the 
formal value. Errors owing to mesoscale variability in 
the hydrography will exceed 10 cm. T/P data, on the 
other hand, are also increasingly noisy at smaller scales. 
According to Netera et al. [1994], geoid errors exceed 
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Figure 2. Temperature section from the POCM_4B 
model along the Atlantic WOCE line A9, 19øS (solid 
contours) hown together with the observations (dashed 
contours). 
the ocean circulation signal at wavelengths below 2000 
km, approximately. Although the space/time average 
of the hydrography is not completely consistent with 
the two-dimensional veraging implicit in the altimetry 
(see A. Ganachaud, C. Wunsch, M.-C. Kim, and B. Ta- 
pley, Combination of TOPEX/POSEIDON data with a 
hydrographic inversion for determination of the oceanic 
general circulation, submitted to Geophysical Journal 
International, 1996), we see that all three estimates, 
obtained from completely different sources of informa- 
tion, generally agree with each other to within about 10 
cm over most of the oceans. This indicates a remark- 
able achievement in observing and modeling the ocean 
circulation and the marine geoid over the past decade. 
The direct hydrographic inversions remain, however, as 
the most accurate large-scale estimates that we have. 
Some details are noteworthy and help to identify un- 
certainties in both T/P and model estimates. A striking 
agreement between the model and the hydrography is 
obvious in the low-latitude Atlantic, where rms differ- 
ences are less then 7 cm and to a large extent are at- 
tributable to the eddy component in the hydrographic 
estimates. A remarkable (and perhaps coincidental) 
agreement between all three estimates is also apparent 
across various locations of the Antarctic Circumpolar 
Current (ACC). This result is noteworthy for several 
reasons. Models are known for overestimating the ACC 
transport and related sea surface slope by up to a fac- 
tor of 2. The high-latitude southern hemisphere is also 
a region of poor satellite tracking coverage and thus of 
expected enhanced geoid error. 
Although model improvements from POCM_4A to 
POCM_4B are generally associated with a weakened 
strength of the circulation, a somewhat too vigorous 
model circulation is still present, most clearly in the 
section along 47øN (Figure la)and 10øN (Figure lc)in 
Table 2. Comparison of Estimates of the Absolute Mean Sea Surface Height Along Zonal Sections 
Correlation Coefficient RMS 
Section T/P,Hyd T/P, 4B 4B,Hyd 4A,Hyd T/P, Hyd T/P,4B 4B,Hyd 4A,Hyd Points 
alln O. 13 0.04 0.84 0.82 8.5 11.2 5.7 4.8 70 
al ls 0.87 0.91 0.88 0.95 6.6 5.6 4.7 3.6 73 
a23s 0.90 0.95 0.95 0.95 5.4 3.8 4.7 4.1 73 
a24n 0.87 0.90 0.94 0.95 13.7 14.0 7.4 5.9 85 
a27s 0.69 0.81 0.79 8.9 6.0 7.6 46 
a36n 0.67 0.76 0.55 0.56 21.9 12.2 24.5 24.8 89 
a48n 0.81 0.59 0.67 13.0 20.0 18.7 68 
a57s_e 0.60 -0.01 0.52 0.53 8.0 22.4 17.5 14.9 23 
a57 s_w 0.28 0.30 0.17 0.19 16.0 15.7 11.0 10.4 22 
drake 0.97 0.99 0.98 0.98 13.7 20.4 14.8 24.0 16 
i18s 0.04 0.40 0.40 0.52 13.0 8.4 8.7 7.9 54 
i32s 0.93 0.91 0.90 0.93 7.8 10.4 9.1 8.9 89 
m0e 0.99 0.99 0.99 13.8 11.0 11.7 37 
m 0 e 2 aft 0.94 0.96 0.95 0.96 21.1 15.5 18.5 19.4 25 
rn132e 0.99 0.99 0.99 0.99 9.6 6.0 11.5 18.7 17 
m30e 0.97 0.98 0.94 0.94 15.8 16.8 27.0 37.5 22 
mz_n -0.95 -0.68 0.55 0.80 25.1 16.5 10.6 8.6 5 
mz_s 0.11 -0.89 -0.30 0.03 13.8 13.7 8.7 8.5 5 
p10n 0.57 0.51 0.82 0.88 17.6 17.2 16.4 14.6 204 
p24n 0.83 0.88 0.92 0.90 13.1 9.0 10.2 11.7 183 
p43s 0.27 -0.13 0.50 0.33 13.5 16.1 6.7 6.8 58 
p47n 0.51 0.44 0.65 0.61 17.0 20.5 16.2 26.7 104 
t s_p43 s -0.02 0.62 0.19 0.23 15.6 11.9 7.1 6.7 13 
t s_p43 s 0.45 0.10 0.45 9.1 11.2 6.8 67 
Mean 0.56 0.51 0.68 0.70 13.4 13.1 11.9 13.4 
Absolute mean sea surface height as inferred from TOPEX/POSEIDON (T/P), a hydrographic inversion (Hyd) [Mac- 
donald1995], and the model runs POCM_4B (4B) and POCM_4A (4A). T/P and POCM_4B field are taken from 1993/1994. 
The run POCM_4A represents 1988/1989. Shown are correlation coefficients and root-mean-square differences. 
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Figure 3. T-$ diagrams from the model T,S fields 
along five WOCE lines together with observed T,$ dis- 
tribution. (a) A9, 19øS in the Atlantic, (b) All, 45øS in 
the Atlantic, (c) P1, 47øN in the Pacific, (d) P3, 24øN 
in the Pacific, and (e) P4, 10øN in Pacific. 
the Pacific Ocean and along 48øN in the North Atlantic 
(Figure lf). A pronounced shift in the general circula- 
tion by about 100 zonally can be identified as a major 
reason for the discrepancy between the model and T/P 
in the latter section. Along the same section, T/P data 
indicate an increased geoid uncertainty in the eastern 
North Atlantic but do agree remarkably well with the 
hydrography, taking into account the smoothing ofthe 
T/P field which eliminates the sharp frontal structure 
of the North Atlantic Current. 
The largest discrepancies between T/P results and 
the hydrography occur in the tropical Pacific, where 
the geoid estimates are known to be extremely poor 
[Stammer and Wunscl•, 1994]. Here differences of more 
than 20 cm in amplitude are present on large spatial 
scales (Figure lc), which otherwise can only be found 
along continental boundaries (Figure ld) or at isolated 
locations uch as 180 ø longitude in Figure ld. The chal- 
lenge of future work will be to bring all three estimates 
together at the centimeter level of accuracy, which on 
basin scale is equivalent to an uncertainty in mass trans- 
port of 7 Sv, as indicated above. 
We turn now to the T and S characteristics of the 
model. In the present context of the large-scale ocean 
circulation, we concentrate on two aspects. A discus- 
sion of T-S characteristics along various WOCE hydro- 
graphic sections i provided here. Wavenumber spectra 
of temperature variability in the model and observa- 
tions will be shown in section 4.5. These two compar- 
isons show how well the model simulates (1) the mean 
oceanic water mass characteristics and (2) the spatial 
variability of ocean temperature. 
Figure 2 shows observations together with the model 
simulation along the WOCE line A9 at 19øS in the At- 
lantic. This line is representative of the model's general 
characteristics, similarities in large-scale trends, and bi- 
ases. On the large scale, the temperature fields agree 
very well, with isotherms rising toward the east across 
the Atlantic. 
At depth, a close agreement between both fields is to 
be expected because of the long adjustment timescale of 
the deep model layers which prevents the model drift- 
ing away from its initial Levitus conditions. But in 
the upper thermocline, the adjustment of the wind- 
driven circulation is relatively rapid, and the model has 
reached, asymtotically, an equilibrium state. As a con- 
sequence, the model is too cool by about 2øC in the 
top 200 m of the western basin. At the depth of the 15 
øC isotherm, both fields are consistent, but below this 
level, the model is warmer in the eastern basin. 
T-S diagrams of the model and in situ data are shown 
in Figure 3 for all five WOCE lines. From A9 at !9øS 
(Figure 3a), an almost identical pair of T-S curves is 
found for the model and in situ data, meaning the model 
is representing the real oceanic water masses on the 
large scale along this latitude in the Atlantic. Simi- 
larly, we find a relatively good agreement at the other 
low-latitude lines P3 (24øN; Figure 3d) and P4 (10øN; 
Figure 3e), with the exception that along P4, the model 
underestimates the surface salinity owing to the lack of 
realistic surface salt fluxes in the simulations. To the 
contrary, the agreement is poor in the high latitudes. 
For All (45øS; Figure 3b) distinctively different T-S 
curves are obtained in the top 1500 m depth. The model 
does not produce the Subantarctic Intermediate Water 
(the upper salinity maximum) due to incorrect south- 
ern boundary conditions. This effect can be seen also 
at 20øS, where in the T-S curves from the A9 line the 
differences in the depth range between 100 m and 400 
m are also associated with this water mass. The dis- 
agreement of the model and observations is even worse 
in the North Pacific for P1 (47øN; Figure 3c), where 
near-surface differences of about 5øC and 0.5 ppm oc- 
cur for T and S, respectively, again resulting in wrong 
intermediate water mass characteristics. 
3.3. Model Drift and Model Secular Changes 
Although this paper is mostly about the variability 
of the upper ocean, primarily wind-driven circulation, 
we will briefly summarize the problem of model drift 
and secular model changes to put present results into 
context. The problem of model drift is a complex one, 
which is even more so due to various model changes 
which took place during the course of the 40 year in- 
tegration, including surface forcing, lateral resolution, 
free surface, geometry, and equation of state. Moreover, 
the realistic forcing used in the present run makes any 
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Figure 4. Differences in mean model pressure from the period 1993/1994 and 1988/1989. Con- 
tour interval is 10 cm, and first solid line is the 0 contour. Negative values are drawn by dashed 
contours. 
analysis of model drift cumbersome, if possible at all, 
since it introduces long-term changes and internal oscil- 
lations in the model which are difficult to be separate 
from the model drift itself. An additional complication 
is that changes in the ECMWF model lead to discon- 
tinuities in forcing fields, which are sometimes not well 
documented. 
A full discussion of the problem of model drift is 
therefore beyond the scope of this paper. A thorough 
discussion of influence of boundary conditions on ther- 
mohaline structures in the Community Modeling Effort 
is provided by Klinck [1995]. 
The model was started from œevitus's [1982] initial T 
and S fields and integrated forward in time for about 
40 years with externally specified forcing fields at the 
sea surface and at artificial boundaries as described pre- 
viously. Because the climatology and boundary condi- 
tions contain errors and are not expected to be fully 
consistent with each other and the model physics, the 
model necessarily drifts away from the initial condi- 
tions. But due to the long timescales of the general 
circulation, the model equilibrates only slowly in its 
thermohaline deep circulation over O(100- 500) years. 
Even after 40 years of integration, the model global av- 
erage temperature and salinity continue to drift. In 
the last year of the run, 1994, the near-surface tem- 
perature field is still cooling by about 0.05øC per year. 
This trend decreases with depth and reverses in sign at 
depth. The drift in near-surface salinity is of 0.01 ppm 
for the same period. On global average, the model cools 
by about 0.03øC during the first 4 years of POCM_4B 
but remains constant afterward. For a global average 
salinity drift, roughly the same picture emerges. 
An understanding of long-term changes in the model 
is important in the context of a comparison of mean 
model fields with data. Figure 4 displays the difference 
of the mean POCM_4B SSH from the period 1993/1994 
relative to a mean from the period 1988/1989. Differ- 
ences in the mean SSH fields of up to 20 cm are visible, 
which are mainly residing in the steric (density) com- 
ponent of surface elevation (see section 5). 
4. Variability 
4.1. SSH Variability and Eddy Kinetic Energy 
Comparisons of the variability fields of models and 
altimeters have been previously produced by Treguier 
[1992], Stammer and Baning [1992], Beckmann et al. 
[1994b], and Stammer and BSning [1996]. Altimet- 
ric variability is independent, to first order, of any 
geoid error. For T/P, the error component of the 
time varying signal is of the order of 4 cm 2 [Fu et 
al., 1994; D. Stammer, Regional aspects of global 
frequency-wavenumber spectra of oceanic variability 
estimated from TOPEX/POSEIDON altimeter mea- 
surements, submitted to Journal of Geophysical Re- 
search; hereinafter referred to as Stammer, submitted 
manuscript, 1996a]. 
The rms SSH variability from both T/P and POCM 
results is given in Plate 2, which shows rough agree- 
ment in terms of the spatial distributions. But a closer 
look reveals an important difference in terms of am- 
plitudes which is readily detectable from the general 
background variability in the interior oceans. There 
the model shows less than 50% of the observed SSH 
variance, even after taking the T/P errors into consid- 
eration. To facilitate a comparison, Figure 5 shows, in 
its left column, zonal averages of SSH variance from 
POCM_4B and T/P, computed separately for the At- 
lantic, Pacific, and Indian Oceans. At a few locations, 
the SSH variances in the model match zonally aver- 
aged observations, e.g., in the North Atlantic Current 
(Figure 5a). However, discrepancies are much larger at 
those locations where the model fails to produce mean 
frontal structures and their associated internal variabil- 
ity. A striking example is the Azores Front in the North 
Atlantic, where observed SSH variance is up to a factor 
of 8 larger. Similar discrepancies are located at various 
frontal structures in the Pacific (see Figure 5b) and in 
the Indian Ocean (Figure 5c). And apart from the In- 
dian Ocean sector, the variability associated with the 
ACC is grossly underestimated by the model. For corn- 
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Plate 2. (a) T/P RMS sea surface height variability estimated from the 2-year period repeal; 
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interval is 2 cm. 
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Plate 3. (a) T/P eddy kinetic energy estimated from cross-track geostrophic velocity anomalies, 
assuming isotropy. Data were smoothed over 30 km previously, and a remaining noise component 
corresponding to about I cm data uncertainty was corrected for. (b) POCM_4B kinetic energy 
of geostrophic eddies evaluated from the 2 years 1993/1994. Contour interval is 50 cm•'s -2. 
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Figure 5. Zonal averages (left) of sea surface height variance (in square centimeters) and (right) 
of V/-•E (in centimeters per second) as a function of latitude from POCM_4B (bold solid lines) 
and as inferred from T/P (dashed lines). Also included in the figure are results from POCM_4A 
(solid-dotted lines), to illustrate effects of the changed forcing fields on the overall variability 
level and on local currents. Averages are obtained in the Atlantic between 30øW and 10øW, in 
the Pacific between 180øE and 230øE, and in the Indian Ocean between 60øE and 90øE. 
parison, the figure also shows similar results, but from 
the previous run POCM_4A. It is clear that the recent 
run is less eddy active, especially in intense currents. 
This implies that the change from monthly wind-stress 
fields to daily fields does not reduce the discrepancy in 
model variance relative to T/P observations. 
It has been shown that about 50% of the observed 
variance present in the T/P data resides on timescales 
longer than the mesoscale, i.e., longer than 150 days 
[Wur, sch and Stammer, 1995]. Most of the energy on 
these long time scales is associated with the annual cycle 
in large spatial scale SSH due to sea surface buoyancy 
fluxes [Pattullo et al., 1955; Pattullo, 1963; D. Stam- 
mer, Steric and wind-induced changes in large-scale sea 
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surface topography observed by TOPEX/POSEIDON, 
submitted to Journal of Geophysical Research; here- 
inafter referred to as Stammer, submitted manuscript, 
1996b]. As will become more clear below, the model is 
not able to completely simulate this component of the 
variability, in part due to the lack of an appropriate pa- 
rameterization of mixed layer physics. Correspondingly, 
a comparison of the model rms variability shows much 
more resemblance with the rms amplitude from high- 
pass-filtered T/P data (containing energy on timescales 
less than 150 days) both in pattern and amplitude (see 
Plate 4a of Wunsch and Stammer [1995]). 
Because the steric component of SSH variability is 
large scale, it does not significantly affect the flow field 
and its influence should disappear in a field of eddy 
kinetic energy KE. Plate 3 shows maps of the eddy 
kinetic energy 
1 (•'2 '2 
- + v ) (2) 
with u and v being fluctuations of the zonal and 
meridional velocity components, respectively, from 
POCM_4B (Plate 3b) and T/P (Plate 3a)for the pe- 
riod 1993/1994. Zonal averages of those fields, similar 
to those from SSH variance, are displayed in the right 
column of Figure 5. The T/P eddy kinetic energy was 
derived from cross-track geostrophic velocities assum- 
ing an isotropic eddy field in the ocean, after remov- 
ing all energy on spatial scales smaller than 30 km and 
after correcting a residual noise of about 1 cm in the 
smoothed SSH data as described by Stammer (submit- 
ted manuscript, 1996a). In the North Atlantic along 
30øW, the resulting Kz field agrees with estimates ob- 
tained from surface buoys equipped with drogues at 
100-m depth [Br•gge, 1995]. To be consistent with the 
T/P observations, the model eddy kinetic energy was 
computed geostrophically from 10-day averages of the 
model SSH fields. 
Observed Kz field is also a factor of 2 to 4 higher 
in amplitude than simulated by the model (see Figures 
5d, 5e, and 5f). In addition, regional deficiencies of 
the model in simulating observed eddy variability are 
readily apparent. This defect is particularly obvious in 
the vicinity of the equator. It is likewise apparent at 
various locations, where high observed variability is not 
represented in the model. For example, most of the ob- 
served variability associated with the Mozambique Cur- 
rent is missing in the model. It is noteworthy that the 
model feeds the Agulhas Current primarily through the 
Mozambique Channel, while T/P observations indicate 
a significant volume flux with associated variability into 
the Agulhas Current from the east side of Madagscar. 
A well-known discrepancy between simulated and ob- 
served variability is related to the difficulty models have 
in simulating the extension of a high-variability tongue 
into the interior ocean following the path of intense cur- 
rents such as the North Atlantic Current and Azores 
Current and the Kuroshio. Another general problem is 
related to the lack of local energy maxima observed at 
various places along frontal structures such as the ACC. 
Other examples of model failure are near the South- 
west Indian Ridge south of Africa and in the variability 
associated with the Brazil-Malvinas Confluence in the 
western South Atlantic. 
Dynamical causes responsible for the lack of model 
variability have been reviewed recently by Stammer and 
BSning [1996] for the North Atlantic. As discussed by 
them, the lack of energy in the models is partly related 
to deficiencies in the simulated hydrographic structures, 
which prevent baroclinic instability processes from serv- 
ing as adequate energy sources. The same problem ap- 
pears in other dynamically weak regions in the model, 
such as the subarctic front in the South Atlantic. 
The question remains open as to what prevents the 
model from developing the overall background energy 
level away from frontal structures. One key factor is 
spatial resolution of the model [B6ning and Budich, 
1992; Beckmann et al., 1994a]. Of at least similar im- 
portance, however, seems to be the influence of dissi- 
pation on the overall energy level, which is responsi- 
ble for the pronounced energy drop on high wavenum- 
bers [Spall, 1990; B6ning and Budich, 1992], but with 
increasing spatial resolution a decrease in the dissipa- 
tion coefficient can be accomplished [Beckmann et al., 
1994b]. Which of the two components is more impor- 
tant to increasing the overall energy levels in eddy re- 
solving models remains unclear from those experiments, 
To understand the effect of dissipation on the overall 
eddy energy, another effect has to be taken into ac- 
count. Due to near thermal wind balance, any erosion 
of T and S structures in the upper layers through the 
effect of the surface T, S boundary condition acts as a 
friction term for the velocity field, with a timescale of 30 
days. In a different context, a significant effect of the re- 
laxation of T and S toward a climatology on large-scale 
SSH anomalies has been recognized by Stammer and 
Wunsch [1996]. Ocean observations howing, e.g., Gulf 
Stream rings or Agulhas eddies over the timescale of a 
year, suggest that a damping timescale of the mesoscale 
through the surface T, $ boundary condition of the or- 
der of 30 day. s is much too short and a scale dependent 
damping seems to be required. Related studies have 
been performed recently by Xu et al. [1995], who found 
an increase in eddy energy of more than a factor of 
2 (locally) with a surface temperature boundary con- 
dition chosen according to Rahmsdorf and Wiliebrand 
[1995]. Spall [1990] estimated the dissipation of eddy 
energy due to a surface T, S boundary relaxation con- 
dition of the same order as interior basin energy produc- 
tion through baroclinic instability. Preliminary experi- 
ments with the present model with doubled relaxation 
timescale, ?, did not lead to any noticeable increase in 
eddy energy, however. Whether the wind-stress esti- 
mates being used are accurate to a factor of 2 in energy 
level is likewise not entirely clear. 
If processes uch as friction, or systematic wind-stress 
errors, can be considered responsible for the general lack 
of model variability, the ratios of variability from var- 
ious parts of the ocean could still roughly reflect the 
observed ratios. This, indeed, is the case, as shown in 
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Figure 6. (a) Zonal averages ofsea surface height variance (in square centimeters) as a function 
of latitude obtained from T/P during 1993/1994 in the Atlantic between 30øW and 10øW (solid 
line), in the Pacific between 180øE and 230øE (dashed line), and in the Indian Ocean between 
60øE and 90øE (solid-dotted line). (b) same as in Figure 6a, but from POCM_4B. (c) Zonal 
averages ofV/-•E (in centimeters per second) as a function of latitude inferred from T/P for the 
same zonal ranges as in Figure 6a. (d) same as Figure 6c, but from POCM_4B. 
Figure 6, comparing zonal averages of SSH variance and 
v/-•E taken from the central basins of all three oceans 
with each other, separately for T/P and POCM_4B. 
Note that generally maximum SSH variance and eddy 
kinetic energy are found in the Indian Ocean, whereas 
the Atlantic appears quietest. Most locations of high 
and low variability in the model and their relative am- 
plitudes are simulated successfully by the model. Ex- 
cept near the missing frontal structures, the relative 
amplitudes of variability in different oceans or along the 
ACC are found to be similar. The increase of KB from 
high to low latitudes also appears with roughly the same 
ratio as observed (in particular in the Indian Ocean, but 
note the different vertical scale), giving confidence also 
in the KB estimates from T/P in low latitudes. 
The fact that the model variability deviates from ob- 
servations in low latitudes, where the first-mode defor- 
mation radius is well resolved, as much as in high lat- 
itudes, is counterintuitive. But one has to recall that 
the friction and diffusivity in the model are weighted 
by cos2'25(•) and it is likely that this is the reason why 
high latitudes do well in spite of small deformation radii. 
This finding lends strong support to the hypothesis that 
to first order the model friction rather then resolution 
is controlling simulated energy levels. 
4.2. Drake Passage Transport Fluctuations 
The Drake Passage transport is one of the better 
measured Southern Ocean regions. An estimate of the 
mean model transport is 163 Sv (P. Challenor and R. 
Tokmakian, Monitoring Drake Passage transport from 
altimetric data, unpublished manuscript, 1996). This 
number is still high, but closer to estimates of about 
124 Sv from an array of current meter moorings pro- 
vided by Nowli• et al. [1977] than those obtained from 
POCM_4A (196 Sv). A thorough discussion of vari- 
ous different estimates of mean transport through the 
Drake Passage is provided by Petersow [1988] and Pe- 
tersor• arid Strarnrna [1991]. 
The precision of T/P permits monitoring of Drake 
Passage transport fluctuations which are otherwise not 
easily measurable. We compare in Figure 7a model 
transport fluctuations through the Drake Passage (solid 
line) with those from T/P (dashed line)inferred from 
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cross-straight SSH differences. Transports are assumed 
to be proportional to the cross-strait height difference 
and have be computed by invoking geostrophy and 
by assuming a velocity profile decreasing linearly with 
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Figure 7. (a) Drake Passage transport variations rela- 
tive to 2-year mean estimated from cross-strait sea sur- 
face height gradient (see text) from POCM_4B (solid 
line) and T/P fields (a•,a line)every 10 days. The 
sea surface height variation from both fields at the 
northern and southern end of the cross-strait section 
at (b)57.8øS and (c) 62øS. 
cate transport fluctuations of roughly 4- 10 Sv which are 
consistent with those from a moored current meter ar- 
ray [Whitworth, 1983]. The model indicates only half of 
that value and completely lacks resemblance with.T/P 
estimates. Similarly low model transport fluctuations 
follow likewise from direct estimates (P. Challenor and 
R. Tokmakian, unpublished manuscript, 1996). A lack 
of resemblance between the model and T/P observa- 
tions follows also from the time series of SSH at either 
end of the section (Figures 7b and 7c). Woodworth et 
al. [1996] report SSH fluctuations both from T/P and 
in situ data which are consistent with T/P estimates 
given in Figure 7b at the northern side of the Drake 
Passage (57.8øS). 
Wearn et al. [1980] and Whirworth [1983] show that 
transport fluctuations through the Drake Passage are 
largely controlled by fluctuations in the wind stress. To 
the extent that SSH changes across the strait are indica- 
tive of transport fluctuations, we conclude that either 
the wind-stress of the ECMWF model is extremely poor 
over the Southern Ocean or that there are other physical 
factors involved which are not sufficiently represented 
by the model. From a comparison of model data with 
tide gauge observations, R. Tokmakian (Global ocean 
models reproduce climatic sea level fluctuations, un- 
published manuscript, 1996) concluded that ECMWF 
products have reduced skill in the South Pacific as com- 
pared to other parts of the world ocean. 
4.3. SSH Frequency-Wavenumber Spectra 
In a recent paper, Wunsch and Stammer [1995] stud- 
ied the global variability of the ocean from 2 years 
of T/P data. Two-dimensional frequency-wavenumber 
spectra are provided as global averages on timescales 
larger than the nominal "10-day" repeat cycle of T/P 
(more exactly, 9.91 days) and on spatial wavenumber 
between roughly 10 km (the along-track Nyquist wave- 
length) and 40,000 km. Global averages uch as these 
are a fundamental element in describing the ocean circu- 
lation and its variability and provide a useful summary. 
The ssH fields obtained from PocM_4B have been 
analyzed in a similar manner to that done with T/P 
maps: instantaneous model fields stored every 3 days 
were averaged over the T/P repeat periods for repeat 
cyc le 9 through 81 on a 20 by 20 grid, and the re- 
sulting fields were .expanded into spherical harmonics. 
The globally averaged frequency-wavenumber spectrum 
is obtained from the time series of individual harmonic 
coefficients. The spectrum was computed by taking 
the coefficients of the spherical harmonic analysis in 
time and Fourier analyzing them to produce 
These in turn were summed over the orders m - -n to 
n to produce the so-called degree variances as a func- 
tion of frequency or. The result was then transformed, as 
described by Wunsch and Stammer [1995], into a one- 
dimensional waVenumber spectrum, equivalent to that 
which would be obtained as a global average along-track 
spectrum if one had data along all possible great cir- 
cles. An analysis of regional frequency and wavenumber 
spectra from T/P data is provided by Stammer (submit- 
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Figure 8. (a) Frequency-wavenumber spectrum of the 
model sea surface height. (b) The ratio of simulated 
energy relative to similar T/P results. See text. 
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Figure 9. (a) Frequency spectra from POCM_4B 
(solid line) and T/P (dashed line) and (b) corre- 
sponding wavenumber spectra, both obtained by sum- 
ming over all wavenumbers and frequencies in the fre- 
quency/wavenumber spectra. 
ted manuscript 1996a) and a comparison of T/P results 
with 1/40 and 1/6 ø OGCMs is given by McClean et 
al. (submitted manuscript, 1996). 
A resulting frequency-wavenumber spectrum is 
shown in Figure 8a, characterizing SSH variability from 
POCM_4B on wavelengths longer then 450 km for the 
period 1993/1994. The spectrum, which was smoothed 
over three neighboring frequencies and three neighbor- 
ing wavenumbers, should be be compared to Figure 2b 
of Wunsch and Stammer [1995] (note the vertical axis is 
mislabeled there). The ratio of the model power relative 
to the observed one, is shown in Figure 8b. Separate 
frequency and wavenumber spectra which result from 
summing over all wavenumbers or frequencies, respec- 
tively, are shown in Figure 9, for both the model and 
T/P. 
Model energies are clearly too low at all frequencies 
and wavenumbers with a notable failure at high fre- 
quencies and wavenumbers. On a timescale less than 
about a month and on spatial scales below 1500 km, 
the model simulates only a small fraction (< 10%) of 
the variability present in T/P data. Toward long scales 
both in space and time, discrepancies are reduced to 
about 50%. 
At two locations in frequency-wavenumber space, the 
model indicates a slight increase of energy above the 
general behavior. The first is located on timescales be- 
tween 140 and 175 days and spatial scales shorter than 
about 600 km and is most likely associated with the 
mesoscale activity of high-energy areas such as bound- 
ary currents or the ACC. The other region occurs on 
timescales and space scales of about 25 days and spa- 
tial scales between 1000 and 2000 km. The close agree- 
ment of those scales with the barotropic radius of de- 
formation, and the short timescales are very suggestive 
that we are seeing the energy of high-latitude barotropic 
Rossby waves enhanced by high-frequency wind-stress 
fluctuations [Fu and Davidson, 1995; Fu and Smith, 
The factor of 2 difference in energy at the longest peri- 
ods is clearly seen in Figure 9a. Toward higher frequen- 
cies, model-data discrepancies increase systematically. 
At periods of 25 days the model shows a pronounced 
break in energy, which is not observed by T/P. 
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The deficit in variability is likewise documented in the 
wavenumber spectra (Figure 9b) which show a factor 
of about 2 on wavelength longer 500 km and a faster 
decrease in model energy on smaller wavelength. 
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4.4. Temperature Spectra 
A comparison of wavenumber spectra for in situ tem- 
perature is shown in Figure 10. The spectra are com- 
puted from the temperatures on five WOCE lines at 
62.5 m (model level 3) and 1160 m (model level 12). 
The in situ data were fit with a spline and interpo- 
lated to the grid points of the model. The model repre- 
sents the large-scale (> 400 km) temperature variability 
qualitatively, but at low latitudes (Figures 10a and 10b 
from WOCE line A9 at 19øS), the model grossly un- 
derestimates observed levels in temperature variability 
on wavelengths smaller than 400 km in both layers and 
worsens with depth. This difficulty is likely related to 
the 2/5 ø resolution zonally, as well as the increased fric- 
tion/diffusivity in low latitudes. In contrast, the model 
successfully simulates observed variability at high lati- 
tudes where friction and diffusivity are low. 
4.5. EOF Analysis 
Representation of SSH fields through empirical or- 
thogonal functions (EOFs) is complementary to a global 
spectral description. The advantage of the EOFs is that 
they allow a comparison of spatial structures of differ- 
ent modes and their variability in time, both of which 
are hidden in the global spectral description. 
Global EOFs were computed from the POCM_4B and 
the T/P fields both provided on the same 2 o by 2 o grid 
every 10 days over the identical time span corresponding 
to repeat cycles 2 to 83. To do so, column vectors of 
time series (• were constructed at each grid point, j, 
where T/P or model data exist, with the column vectors 
from all N time series forming the matrix 
A - 
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Figure 10. (a-j) Wavenumber spectra of temperature, 
simulated (solid)and observed (dashed), in (left) 62.5 
m and (right) 1160 m depth along the same five WOCE 
lines as in Figure 5. 
As outlined by Fukumori and Wunsch [1991], we com- 
puted EOFs from a singular value decomposition of A 
(see, e.g., Jolliffe [1986]) 
A- UAV •'. (4) 
The singular values, hi = Aii, which measure the 
strength of each mode, are displayed in Figure 11 for 
the model and T/P, respectively. The lack of model 
energy is apparent in all modes, except mode 0 which 
nearly corresponds to the time average. 
But apart from the differences in energy, many strik- 
ing similarities are present in both time and space singu- 
lar vectors ui, vi. Figure 12 illustrates the time vector, 
v0, of the gravest mode. This "space mean" mode is 
slightly oscillatory in time in an almost identical man- 
ner for both the model and T/P fields. The meaning 
of this oscillation is that ridges and troughs in the spa- 
tial mode 0 pattern exhibit a similar slight pulsation in 
amplitude, which should not be confused with changes 
in global average sea level. It is noteworthy that the 
similarity is found over the full period of repeat cycles 
2 though 83 with no degradation of the T/P data dur- 
ing the first eight repeat cycles (the T/P Project has 
suggested problems during that period [see Fu et al., 
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Plat• 4. Spatial empirical orthogonal functions (EOFs) mode 1 through 8 from (left) POCM_4B 
and (right)T/P. 
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Figure 11. Singular value distribution from POCM_4B 
(solid line) and T/P (dashed line). 
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Figure 12, Mode 0 lime series from POCMAB (solid 
1994]). A comparison of time series of modes 1 through 
16 is given in Figure 13. The corresponding spatial vec- 
tors ui, are displayed in Plate 4 for modes 1 through 
8. A striking similarity is found both spatially and in 
time for many of the lowest modes. Although for higher 
modes a phase shift is found in places, the timescales 
are still very similar, 
The modes are usually found in pairs with a 900 
phase shift in time, corresponding to traveling struc- 
tures. A clear example can be found in modes 1 and 
2, being related to the annual cycle in sea level (com- 
pare with Plate 6). The E1 Nifio-Southern Oscillation 
(ENSO) cycle is represented by modes 3 and 4, with 
some shorter period signals superimposed. The spatial 
pattern shows the west to east change in sea level in 
the tropical Pacific and Indian Ocean. It also includes 
the related response of the ocean in mid- and high lat- 
itudes visible as westward traveling Rossby waves (see 
also Stammer, submitted manuscript, 1996b). 
With increasing mode number, increasing eddy signal 
is picked up. Because of the varying energy ratios, th e 
labeling of the higher modes can be interchanged from 
model to T/P. For example, the SPatial pattern of mode 
6 in the model Pacific is similar to T/P results of mode 
7, while T/P mode 6 is showing similar structures but 
opposite phase than model mode 8, again in the tropical 
Pacific. 
In summary, the model successfully simulates the 
large-scale ocean fluctuation both in space and time. 
The chief issue remains the comparatively weak ampli- 
tudes. 
5. The Seasonal Cycle 
We now turn to a comparison of a specific phe- 
nomenon: the seasonal cycles in the model and the 
data. An evaluation of the seasonal cycle in the T/P 
observations and its close relation to local sea sur- 
face heat fluxes is described by Stammer (submitted 
manuscript, 1996b). It was shown by Stammer and 
Wunsch [1994] that T/P results do agree with those 
estimated from hydrography for the interior ocean by 
Gill and Niiler [1973] to about 1 cm. To illustrate 
the amplitude of the seasonal cycle as present in the 
T/P SSH observations and as simulated by POCM_4B, 
Plate 5 shows seasonal anomalies estimated from 2 
years (1993/1994) of data averaged over spring (March 
through June) and fall (September through November), 
respectively. Remarkable agreement is obtained be- 
tween the estimates, especially in the predominantly 
wind-driven tropical regime and in the indian Ocean, 
where most of the structures present in the T/P fields 
are simulated by the model, both qualitatively and 
quantitatively. For example, the ridge-trough system 
associated With the seasonal reversal of the tropical cur- 
rent systems is successfully reproduced by the model 
with similar amplitudes and geographical ocations of 
extreme values. Note also the strong similarity in the 
Indian Ocean north of 30øS. The comparison presented 
here is done for identical time intervals and so both 
fields capture ENSO events to the same degree. 
A somewhat less accurate• but still surprisingly close, 
agreement is found in mid- and high latitudes. Many 
of the large-scale seasonal anomalies observed by T/P 
are actually present in the model fields. Amplitudes 
are, however, too small by about a factor of 2 in the 
northern hemisphere (Figure 14). Although the am- 
plitudes of the seasonal cycle are about right in the 
southern hemisphere, there is a phase shift present be- 
tween model simulations and T/P observations. It can 
be seen from Plate 6, showing both amplitudes and 
phases of the annual harmonic, estimated from T/P and 
POCM_4B maps, respectively, that the model leads the 
observations by about 1 month poleward of 200 latitude 
(compare Table 3). The reason for this peculiarity 
is unknown. It is noteworthy, though, that a similar 










Figure 13. Time series of mode 1 through mode 16 from POCM_4B (solid line) and 
TOPEX/POSEIDON (dashed line). 
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Figure 14. Basin wide averages of seasonal sea surface height anomalies from POCM_4B (solid 
line) and T/P (dashed line), as a function of time for the period fall 1992 to fall 1994. Pields 
were averaged over the area (a) 1200- 260øE, 200- 60øN in the North Pacific, (b) 0 ø- 80øW, 200- 
60øN in the North Atlantic, (c) 150 ø- 290øE, 20 o- 60øS in the South Pacific, and (d) 0 ø- 60øW, 
20 o- 60øS in the South Atlantic. 
phase shift, which is most pronounced in the Pacific sec- 
tor of the southern hemisphere, was obtained recently 
when modeling steric height anomalies by ECMWF sea 
surface heat fluxes (Stammer, submitted manuscript, 
1996b). The coherent findings from both independent 
studies suggest that ECMWF heat fluxes are out of 
phase with observations and that T/P observations 
might in turn be used to correct those deficiencies of 
the atmospheric model. 
DesPite observed differences, it is worth stressing the 
otherwise remarkably close agreement in the annual 
harmonic both in amplitude and phase obtained from 
T/P and the model. A similar agreement could not be 
obtained previously from POCM_4A, which used only 
a simple Haney surface boundary condition for T and 
S and the 1980s Levitus [1982] surface temperature and 
salinity fields. Instead, model amplitudes and phases 
basically showed an agreement Only with the purely 
wind-driven component in the T/P results (Stammer, 
submitted manuscript, 1996b). 
But differences are still present, and we turn now 
to possible explanations for the lack of model energy 
in the annual cycle. A related question concerns the 
validity of a Boussinesq model as discussed by Great- 
batch [1994]. According to his discussion, the present 
OGCM with a volume-conserving approximation cap- 
tures sterically induced expansions of the water column, 
up to a global spatial constant, but one that varies with 
time. Although this missing constant can cause prob- 
lems in regional model simulations, no serious effect is 
expected during global simulations. Similar conclusions 
were drawn by Mellor and Ezer [1995]. 
As discussed in detail by Gill and Niiler [1973], the 
time-varying component of the sea surface height (cor- 
rected for the effect of atmospheric loading) can be writ- 
ten as a sum of three terms: 
1 
,•'- ,•'• + • + -- ' (5) gpo pb' 
where the upper layer steric anomaly 
' f: (6) r]• -- •00 h 
is by far the dominant term on large scale outside the 
tropics. The depth, -h, indicates the base of the sea- 
sonal thermocline, taken to be -200 m by Gill and Niilev 
[1973]. The lower layer steric term 
represents the effect of expansion due to density changes 
below the seasonal thermocline. Those are predomi- 
nantly related to mesoscale fluctuations or to changes 
in the vertical Ekman pumping velocity writ. The last 




25,804 STAMMER ET AL.' MODEL-DATA COMPARISON 
Table 3. Comparison of Amplitude and Phase of Annual Harmonic From T/P and POCM_4B 
POCM_4B T/P 
Area Amplitude Phase Amplitude Phase 
NP 3.0 235 4.7 262 
NA 2.3 273 5.3 287 
SP 2.0 100 2.9 128 
SA 3.5 77 3.7 105 
IO 2.6 135 3.5 135 
Areas are as foll'ows: NP, 180 ø- 260øE, 20 o- 40øN; NA, 0 ø- 30øW, 20 ø- 40øN; SP, 180 ø- 290øE, 20 ø- 40øS; SA, 0 ø- 
60øW, 20 ø- 40øS; iO, 50 ø- 110øE, 20 ø- 40øS. 
in the sense of a dynamically linear, flat-bottom ocean. 
Model fields permit investigation of $SH fluctuations 
in terms of contributions according in (5). We have used 
monthly mean T and S fields to evaluate the first and 
second term on the right-hand side of (5) with h - -185 
m and averaged over 50 by 50 areas to focus on large 
scales. Subtraction of the two density terms from the 
total model SSH fields then leads to an estimate of the 
model barotropic contribution. 
Amplitudes and spatial scales of the resulting fields 
are illustrated in Plate 7, showing all terms of (5) ob- 
tained during March 1993. While there is significant 
eddy structure present in the r/•, cfield, both r/'• and r/• t 
are predominantly large scale and of comparable, but 
geographically distinct amplitudes. Significant contri- 
/ butions of r/b t to the monthly mean SSH anomalies are 
only present in high latitudes along the ACC and in the 
North Pacific. A striking exception of this tendency is 
found in the Indian Ocean, where enhanced barotropic 
fluctuations are also visible. 
A decomposition of the seasonally averaged SSH 
anomalies of the model given in Figure 14 into the three 
above components is shown in Figure 15 for the same 
geographical areas as before. It follows that on the 
basin average, the •7' term is basically negligible and bc 
that r/'• is explaining most of the observed amplitude 
of the seasonal SSH anomalies. A phase shift between 
the SSH anomalies and •7'• is due to the contribution of 
' with surprisingly large amplitudes and a conspicu- 
ous large-scale pattern. The averaged barotropic term 
in the North Pacific is in phase with the South Pa- 
cific, but out of phase with the Atlantic Ocean. It ap- 
pears to give rise to long-period interbasin oscillations 
on the seasonal timescale. Although small in amplitude, 
the r/•c term still contains important information about 
long-term climate drifts of the model. It can be seen 
that the Atlantic is rising by about 0.5 cm over the 2- 
year time period due to associated density changes and 
that the South Pacific is falling slightly. The Indian 
Ocean (not shown) is also rising by about 0.5 cm over 
this period. 
The relative contribution of the three individual 
terms of the right-hand-side of (5) relative to the SSH 
variance on timescales larger than a month is shown in 
Figure 16. Note the enhanced contributions of •7' along bc 
the axis of the ACC suggestive of enhanced eddy mixing 
and eddy heat transport across the ACC [de Szoeke and 
Levine, 1981; Bryden, 1979] and in the central South 
Pacific. 
Considering the lack of model energy at the annual 
period, two factors need to be taken into account. The 
first one is related to errors in the ECMWF heat fluxes 
used during the model forward integration. Model 
heat flux errors can vary significantly in space and 
time and are difficult to quantify. In a recent anal- 
ysis, Siefridt [1994] attempted to estimate ECMWF 
heat flux errors. Her results indicate that corrections 
of the order of 20 to 40 W/m •' should be appli'ed glob- 
ally, with strong regional patterns. The ECMWF heat 
fluxes have even larger errors in some years, as in 1989 
and 1990, when they are larger than 50 W/m •', as a 
global yearly mean. (The present model simulations 
use 1986-1988 ECMWF monthly climatological fluxes, 
with the annual, global mean removed.) The relevance 
of those numbers for the model-data discrepancies dis- 
cussed above can be easily demonstrated by a simple 
calculation: assuming an overall error of 25 W/m •' and 
neglecting salinity effects, the steric height anomaly 
is related to the surface heat flux anomaly Q' by 
•7s = •At, (9) 
Poq, 
where where Q' is the assumed 25 W/m •' surface heat 
-1 flux error, a - Po Op/OT is the thermal expansion co- 
efficient taken here to be 2 x 10 -4 K -1, and c/0 - 4180 
W s kg- x K- • is the specific heat of seawater. Applying 
those numbers over a period of At -- 6 months leads to 
a resulting steric height uncertainty of about 1-2 cm, 
a number comparable to the missing amplitude in the 
annual cycle. 
But there is nothing indicating that the heat fluxes 
are systematically low, suggesting that another factor 
appears to be relevant, residing in the missing physics 
of wind-induced stirring of the upper model layers which 
is responsible for a too small seasonal heat uptake of the 
model [Sarmiento, 1986; BSning and Herrmann, 1994]. 
As demonstrated in Figure 17a, showing the tempera- 
ture history of the upper 300 m at 35øN, 30øW in the 
Atlantic from POCM_4B during 1989, the model tends 
to produce a very thin seasonal thermocline confined 
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Figure 15. Decomposition of the seasonal, basin averaged model sea surface height anomalies 
(solid line) in terms of the contribution from the upper layer steric (dashed line), lower layer 
baroclinic (dotted line), and the barotropic (dashed-dotted line) component. Represented areas 
are again (a) 1200- 260øE, 200- 60øN in the North Pacific, (b) 0 ø- 80øW, 200- 60øN in the North 
Atlantic, (c) 1500- 290øE, 200- 60øS in the South Pacific, and (d) 0 ø- 60øW, 200- 60øS in the 
South Atlantic. 
to the upper model layer with no heat uptake below. 
Despite the use of surface heat fluxes, its combination 
with a relaxation term still leads to an adjustment of 
the surface T fields toward Levitus climatology with 
the tendency away from the climatology being almost 
canceled by the Newtonian damping on the relaxation 
timescale. 
However, an improvement relative to POCM_4A 
(Figure 17b) is still apparent (compare also with Fig- 
ure 3 of BSnin# and Herrmann [1994]). Without the 
Barnier fluxes, literally no winter deepening of the sea- 
sonal thermocline below 75 m depth can be obtained 
at that location. With those fluxes, a maximum winter 
mixing depth of about 300 m is obtained. 
The impact of a missing mixed layer physics in form 
of wind stirring on the vertical structure of the upper 
thermocline is readily apparent from the depth of the 
mixed layer as indicated in Figure 17a for POCM_4B. 
Instead of a continuous deepening of the seasonal mix- 
ing, the depth of the heated upper ocean stays constant 
over the summer month until convection erodes the top 
stratification. As a result, the heat content of the sea- 
sonal thermocline is low in the model. To quantify this 
statement, Figure 18 compares the vertically integrated 
heat content H of the upper model layers with those 
from Levitus et al. [1994] observations at the same lo- 
cation. Following Gill and Turner [1976], H is defined 
as 
H -- IT(z)- Tref]dz. (10) 
D 
-D is a cutoff depth taken to be -360 m in the model 
and Tre f is evaluated as the arithmetic mean tempera- 
ture at -310-m and -435-m depth. 
In contrast to the seasonal march of the observed ver- 
tically integrated heat content of the thermocline where 
the maximum is reached in September/October and 
having a hysteresis (characteristic for a wind-induced 
mixed layer deepening with still positive surface heat 
budget), the model shows only half the heat storage at 
this particular location with variations in time along a 
straight line. 
As demonstrated by BSnin# and Herrmann [1994], a 
simple parametrization of wind-induced vertical stirring 
of the upper model layers helps to remedy the present 
problem: by the related wind stirring of the top two 
model layers, the surface heat flux is significantly in- 
creased, reaching observed values of the zonally aver- 
aged amplitude. 
6. Concluding Remarks 
Led by WOCE objectives to develop models useful 
for predicting climate change and by the available data, 
our discussion has tended to focus on the differences 
between the model and the observations as manifested 
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Figure 16. Percentage of variance of monthly mean 
SSH fields on a 50 by 50 grid due to (a) the upper layer 
steric component, (b) the lower layer baroclinic compo- 
nent, and (c) the barotropic contribution as defined in 
(5). Contour interval is 20%. 
in the circulation in the upper thermocline, rather than 
model success. It therefore seems worth pausing to gain 
some perspective. 
Most of the data we have been using were simply un- 
available even 5 years ago. Furthermore, the best model 
solutions from even 2 years ago would have shown much 
greater differences from the observations than obtained 
here. Some of this improvement can be seen in the 
changes between POCM4_A and _B. There really has 
been progress, both on the observational and modeling 
fronts! We have shown here that a present state-of- 
the-art global OGCM simulates many aspects of the 
large-scale general circulation surprisingly well. Pat- 
terns of the resulting mean circulation and water mass 
distributions tend to reflect the observed state to the ex- 
tent that the boundary conditions are known. Observed 
space and time structures of the large-scale variability 
are also successfully simulated by the model. 
But there remain substantial problems. And with the 
increasing availability of adequate global data sets one 
anticipates the continuous emergence of model short- 
comings. Their detailed physical understanding is the 
only promising strategy for further model improve- 
ments. 
From this study the most prominent model failure is 
the general tendency toward a too weak model circula- 
tion on all scales (Figure 11). The discrepancy in SSH 
variability is greatest at high frequencies and wavenum- 
bers and diminishes to about a factor of 2 at the lowest 
frequencies and wavenumbers accessible to us. In terms 
of eddy kinetic energy, KB, we find the model simu- 
lations a factor of 4 too low as compared with T/P 
primarily in the mesoscale. 
On long timescales, the lack of model energy, in part, 
is related to inappropriate surface boundary conditions. 
Inadequate representation of the surface mixed layer 
prevents the model from achieving an exchange of mo- 
mentum, heat, and freshwater between the ocean and 
the atmosphere necessary to simulate the observed sea- 
sonal cycle in SSH and heat storage. More complete 
boundary layer physics is required in OGCMs. 
The origin of the marked deficit in energy at all 
scales remains unclear: obvious candidates lie with the 
still too-coarse resolution or, as described above, in the 
use of boundary conditions which damp the smaller 
scales. Higher resolution appears to somewhat im- 
prove the eddy energies [Fu and Smith, 1996] (McClean 
et al., unpublished manuscript, 1996; Y. Chao, per- 
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Figure 17. Temperature profile at 35øN, 35øW in central North Atlantic as a function of time 
during 1989 from (a) POCM_4B and (b) POCM_4A. The dashed line in Figure 17a indicates the 
mixed layer depth. 
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Figure 18. Heat content H at 35øN, 35øW from 
POCM_4B (solid line) and Levitus [1982] climatology 
(dashed line). See text for a definition of H. 
sonal communication, 1996), but whether arbitrarily 
high-resolution will be required remains unclear. Also 
obscure is whether the low-frequency/low-wavenumber 
deficit arises from the inadequate high-frequency/high- 
wavenumber energy level, with the model thus failing 
to provide a large enough energy flux to longer scales 
through an upscale cascade mechanism. Uncertainties 
in the meteorological fields greatly complicate answer- 
ing these questions as the accuracies of the long scale 
(time and space) forcing by the atmospheric analysis 
fields are unknown. For example, Foreman et al. [19941 
have shown that two standard atmospheric analysis 
fields, that of ECMWF and of the U.K. Meteorologi- 
cal Office, produce implied southern hemisphere oceanic 
heat transports of opposite sign. Erroneous buoyancy 
forcing from the atmospheric analyses has important 
deleterious effects on an ocean model. Furthermore, the 
forcing fields used here omitted high-wavenumber/high- 
frequency forcing, an omission which reduces the energy 
levels in the forced oceanic response [see MiIliff et 
1996]. 
Presen• ocean models used to simulate climate [e.g., 
Del•orih ei •l., t993] are far simpler with much coar.•er 
resolution than the p•esent one. Therefore an under- 
standing of the consequences of the errors identified here 
for climate simulations is urgent. Some of the model 
failings represent systematic errors (e.g., the failure to 
move heat at high enough rates because the eddy energy 
is too low or because the intense boundary currents are 
not resolved), and such errors accumulate in model runs 
over decades. Understanding the causes of such errors 
and removing them is essential to the ultimate goal of 
climate forecasting. 
Error characterization is equally important in any at- 
tempt to use an OGCM in combination with the obser- 
vations for oceanic state estimation (or "assimilation"). 
Such use of a model, which is equivalent o averaging 
the model estimate of oceanic flows with that inferred 
from observations, is only rational if the relative errors 
of the model and the data are known and used. One 
is thus further driven to a focus on understanding the 
errors as the essential scientific element of oceanic mod- 
eling. 
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