1. The Problems In many fields of work one is led to the consideration of ^-dimensional spaces. A given dynamical system has a certain number of "degrees of freedom" ; thus a rigid body, with one point fixed, has three. A line in euclidean space is determined by four "parameters." We therefore consider the positions of the rigid body, or the straight lines, as forming a space of three, or four, dimensions.f But when we try to determine the points of the space by assigning to each a set of three, or four, numbers, we are doomed to failure. This is possible for a small region of either space, but not for the whole space at once. The best we can do is to cover the space with such regions, define a coordinate system in each, and state how the coordinate systems are related in any two overlapping regions. They will be related in general by means of differentiable, J or analytic, transformations, with non-vanishing Jacobian. Any such space we shall call a differentiable, or analytic, manifold.
For a complete study of such spaces, we must know not only properties of euclidean w-space E n , which we may apply in each coordinate system separately, but also properties which arise from the manifold being pieced together from a number of such systems. It is these latter properties, essentially topological in character, which form the subject of the present address.
Suppose we wish to study differential geometry in the w-dimensional manifold M n . At each point p of M n , the possible differentials (or "tangent" vectors) form an ^-dimensional vec-* An address delivered before the Society on September 9, 1937 , in State College, by invitation of the Program Committee.
f The first space forms the group G z of rotations in 3-space; it is homeomorphic with projective 3-space P 3 . The second space is homeomorphic with the total space (see §2) of the tangent vector space of the projective plane P 2 , or of the 2-sphere S 2 if we use oriented lines. This is easily seen by considering together all parallel lines.
Î Differentiable will always mean continuously differentiable.
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[December, tor space V(p), the so-called tangent space at p. For topological considerations, it is sufficient to consider vectors of unit length,* or directions, which form a sphere S(p) of dimension n -1. This set of spheres forms the tangent sphere-space of M n . Most of our work will be on the problem, how do the spheres fit together over the whole manifold? Suppose M n is imbedded in a higher dimensional manifold M m (for instance, euclidean E m ). Then we may consider the normal unit vectors at each point, forming an (m -n -1)-sphere, and thus the normal sphere-space. The methods we use in Part II were discovered independently by E. Stiefel [ll] t an d myself [15] , Here we shall not attempt always to describe the most elegant methods, but lean rather to the intuitive side.
In the last part we give some fundamental results, due to de Rham,J on the theory of multiple integration in a manifold. If we wish to integrate over an ^-dimensional subset, and no measure function is given, we integrate "differential forms," in other words, "alternating covariant tensors" of order r\ we shall call these simply r-îunctions. It is necessary for various purposes to find what "exact" r-iunctions exist. This problem, in any small region, is rather trivial; again, we must consider the whole manifold to answer it. The methods we describe are somewhat different from those of de Rham.
Sphere-Spaces.
A sphere-space S(K) is defined as follows. Let So be the unit j>-sphere § in E"* 1 . Let K be a complex. To each point p of K let there correspond a v-sphere S(p) ; if p^ q, we assume that S(p) and S(q) have no common points. For each closed cell <r of K and each point p of <r, let %<r(p) be a (l-l)map of So" into S(p) ; let % a (p, q) be the point into which the point q of 5o" goes. If the cells a and cr f have the common point p, then * As every differentiable manifold may be imbedded in a euclidean space (see the bibliography, Whitney [14] , Theorem 1), we may define in it a Riemannian metric and thus lengths of vectors, and so on.
t Numbers in square brackets refer to the bibliography at the end of this paper.
% See [6] , [7] , and [8] . The main theorem was suggested by E. Cartan, Comptes Rendus de l'Académie des Sciences, Paris, vol. 187 (1928), pp. 196-198. § That is, the set of points ^x} =1 in E v *~*. A 0-sphere is a pair of points, a 1-sphere is a circle, and a 2-sphere is a spherical surface. For tangent sphere-spaces, the existence of a projection is obviously equivalent to the existence of a continuous field of nonvanishing (tangent) vectors. The only closed orientable surface on which there is such a field is the torus.X (If we try, on the sphere, making all vectors point north or east for instance, this fails at the two poles; see §6.) Note that if we can find one such field on an orientable surface, we can at once find a second field of orthogonal vectors ; at each point, looking along the first vector, we let the second vector point to the left. It follows that the tangent space is simple in this case.
* It is sufficient to assume that the map is linear. However, this general case is easily reducible to that given. Because of the assumption, we may define orthogonality on any S(p).
. Then for each p in K, we can define f(/>, q) for all other q in So" uniquely so that it is an orthogonal map of So" into S(p). Clearly f is (1-1) Then we may reorient some of the S (a) so that F 1= =0. For each 1-cell ab, S (a) and S(b) now have either both the same or both the opposite orientations with the a-and 6-coordinate systems as with the #&-coordinate system. In the latter case, change the orientation in the aô-coordinate system so that the orientations agree. Carrying out the same process in the 2-cells, and so on, we have finally chosen all coordinate systems so that for any point p of K in two cells a and a'', their two coordinate systems give S(p) the same orientation. This justifies the term "orientable."
To answer our original question, we shall show that if S(K) is orientable, and only then, it is simple over K l . If ^x = 0, choose the £ a so that JF' 1 = 0 and set f (a) = £<*(#). Take any 1-cell ab. By hypothesis, (6) 
(7)
Ï(P) = SabipMp)
in ab. Thus f is defined in ab, and in the same manner, throughout
1 -F l = ÔG 0 for some G°, and
Any closed path in K defines a 1-cycle A ; the orientation of S(K) is "preserved" or "reversed" on going around the path according as A -F l = 0 or 1 (mod 2). It is easily seen that the tangent space to a manifold is orientable if and only if the manifold is orientable ; the orientation of S(K) is reversed on going around a path if and only if the orientation of the manifold is reversed. For an M n in an M m , the t-class of the tangent space of M n plus that of the normal space gives that of the part of the tangent space of M m over M n (mod 2).* For an example, consider a Möbius strip in E z . In the future, unless the contrary is specifically stated, we consider only orientable sphere-spaces.
Higher Dimensional Invariants.
One can find, for oriented sphere-spaces, a characteristic cohomology class h r for 2^r ^*> + l, in the same manner as we defined orientability. We shall illustrate it with v = l, r = 2; for instance, for the tangent space of S 2 . As
(For a general v, we would use v orthogonal projections in K l .) Now take any 2-cell a of K ) and consider the coordinate system i> in ®((T) . As p runs around da, ^(p) = %<r(p, qi) runs around a curve C = \p(d<j) on the torus ©(dcr) (see Fig. 2 ). Now consider [December, <f>(p). As p runs around da, it runs around a curve D=(f>(da), cutting C in the positive sense (given by the orientation of S(p)) say a times; it is equivalent to running around C once, and a times around an S(p). Set F 2 (a) =a, and 
We discuss the possibility of further invariants in Part II.
Tangent and Normal Sphere-S paces.
We shall consider (a) the highest dimensional invariant F v+l for tangent spaces, (b) the same tor normal spaces, (c) relations between the spaces, and (d) other questions.
(a) In a closed orientable M n , there is a "fundamental ncycle" Z w , whose multiples give all w-cycles. A single n-cell <r n forms a cocycle, whose multiples ka n determine all cohomology classes. f Any w-chain A n is ^ ka n with k = A n • Z n = sum of coefficients of A n . Hence, to find the characteristic w-class of S(M n ), we need merely find Z n F n . Let us do this for the tangent space of the 2-sphere S 2 PN at the north pole N\* then the 4>(P) go into directions <t> f {p) pointing away from N. As we run around the projection of E, these directions make one complete turn in the same direction, that is, in the positive sense as given by &N. Hence F 2 (<JN) = 1. Similarly, projecting onto the tangent plane at 5, we find F 2 (<Ts) = 1. Hence
It follows that a continuous field of directions on S 2 is impossible.
Similarly, for the ^-sphere S n , we find Z n -F n = 2 if n is even and =0 if n is odd.f For any closed M n (orientable or not), Z n -F n is its Euler-Poincaré characteristic X t By definition of the n-class, this equals the "index sum of singularities" of a vector field in M n . As 2h n = 0 îov n odd, it follows that 2x = 0, X = 0, for n odd, as is well known.
If M n~ M z is closed and orientable, then h 2 vanishes also, and it follows easily that the tangent sphere-space to any closed orientable 3-manifold is simple. § (b) Consider first the normal space to a surface (say a Möbius strip) in E z . Let K be a subdivision of the surface. To find F l f we choose at each vertex a one of the two normals aa''. Suppose that for each 1-cell ab, we join the end points a' and b' of the respective normals by an arc which lies close to ab (see Fig. 1 tors, and so on. Of course, in defining the invariants, we considered exactly this problem, with M n replaced by a single cell cr. The general problem of discussing how one sphere-space lies in another is almost untouched.
III. GENERAL PROPERTIES OF SPHERE-SPACES

7.
On the Classification of Sphere-Spaces, We shall now study in how far the invariants characterize a sphere-space with a given base space. But first we must clear up a matter of definition. We have allowed changes of coordinate systems in a sphere-space, considering the space to be unchanged thereby. We shall say that two sphere-spaces S(K) and S'(K) with the same base space K are equivalent if there is a continuous function
p). In other words, there is a homeomorphism between <&(K) and &'(K) in which S(p) and S'(p)
correspond for each p, the homeomorphism being orthogonal there. Then if we identify corresponding points of corresponding spheres, one sphere-space is obtained from the other merely by changing coordinate systems. If S(K) and S f (K) are both oriented, and there is an ƒ(£) which preserves orientations, we call them positively equivalent.
If K is an open or closed cell, then its cohomology groups vanish, so there can be no invariants as above described. But also any S{K) is necessarily simple. It will turn out that the invariants characterize sphere-spaces also whenever v = 0 or 1, and whenever dim (K) ^3.
If Ï> = 0, there is just one type of S(K) for each 1-cohomology class of K with coefficients mod 2. Suppose now that v = l and S(K) is oriented ; if not, we use the methods in the footnote to §5. To show that S(K) is characterized by its 2-class, suppose that S'(K) has the same 2-class; we must prove S(K) and S'(K) to be positively equivalent, that is, we must find the map ƒ of (a) implies that the degree of \p is 0.* Hence we may extend \p throughout a so that it is continuous, and define ƒ there by inverting (14) : (15) f
(p) =Ü(pMp)lü\p).
Thus ƒ is extended throughout K 2 . The boundary of a 3-cell is a 2-sphere, and any map of a 2-sphere into a circle G 2 may be shrunk to a point ;f hence the same process extends ƒ throughout K*, and so on.
Next take any v, and suppose dim (K) ^3. The above proof applies again, with G 2 replaced by G v+l . That ƒ may be extended through each a z follows from the fact that any map of a 2-sphere into any G v+l may be shrunk to a point. J What has happened to the 3-class, which should differentiate further between sphere-spaces? The above proof shows that it can play no role. In fact, given the 2-class, the sphere-space (over K z ) is completely determined, and hence so is the 3-class. §
In the next simplest case, v -2 and dim (K) -4, the invariants are insufficient. To show this, note that for K = S i , the cohomol-* Define C and D in @(d<x), using ^ and f, as in §5, and define C' and D' similarly. Under/, D goes into D r , while C goes into C* say. As F (<r) = F fl (a), C cuts D, and hence C* cuts D'', the same algebraic number of times that C' cuts D'. Hence C* cuts C' zero times algebraically, \p{p, q\) cuts qi in So 1 zero times algebraically, and the degree of ^ is 0.
f See for instance Alexandroflf-Hopf, Topologie I, p. 516, Satz II. t This does not seem to have been published yet. It has been proved independently by E. Cartan, Ch. Ehresmann, and myself.
§ The exact relation between h 2 and h s is as follows. As F 2 is a cocycle (mod 2), if we choose G 2 with integer coefficients so that reducing mod 2 gives F 2 , then dG 2 =*2F 3 for some F 3 ; then F z is a characteristic 3-cocycle.
ogy groups of dimensions 1, 2, and 3 all vanish, so that there can be no invariants of the above sort. Now let di and (7 2 be the 4-cells into which S A is divided by a great 3-sphere r. To define abstractly an S(S 4 ), we suppose that coordinate systems ^ and £,2 are given, and we shall define the relation between them, that is, the orthogonal maps <t>(p)= :^â 2 1 (P)^<ri(p) of S<? into itself (p in T) . We must thus choose a map 0 of the 3-sphere r into the group G z . As the latter is homeomorphic with projective 3-space, whose covering space is the 3-sphere, these maps may be chosen in an infinity of distinct ways, thus defining an infinity of non-equivalent sphere-spaces. To define a 4-dimensional invariant distinguishing between them, we must use, for instance, the "homotopy groups" of maps of a 3-sphere into a 2-sphere as coefficient group in the 4-chains considered.
To classify sphere-spaces with v -2 and dim (K) = 4, more advanced methods must be used.* [14] , Theorem 3). To study the question for m<2n f perhaps the best method is to look for m covariant vector functions in M n such that (a) they are gradients, and (b) at each point of M n , n of them are independent.* We are thus led to the problem, when is a given (covariant) vector function v a gradient? As is well known, v is a gradient if and only if its integral J c v ~ fcïl v dxi around every closed curve C in M n vanishes. Now let us ask, when is a vector function such that integrating around any curve gives the same result as integrating around any sufficiently nearby curve? The answer is, if and only if the integral around any sufficiently small curve is 0; or, the function is exact, that is, all numbers Wij = dvi/dxj -dvj/dxi in any coordinate system in M n vanish. In any simply connected region, a vector function is a gradient if and only if it is exact; but this does not hold in general over the whole manifold. For the relation of these functions to chains in a subdivision of the manifold, and generalization to higher dimensions, see the next section.
For a thorough study of gradients Vf and their singularities n we shall mean a differentiate § alternating covariant tensor a of order r. We may find the integral J a a of a over an r-cell <r; then we define the integral over an r-chain by
Corresponding to any r-îunction a there is a derived (r + ^-function a; a is exact iî a' = 0. A 0-f unction is a scalar f unction ; as its derived is its gradient, it is exact if and only if it is a constant (at least if M n is connected). For a vector function, that is, a 1-function, with components u t -, the derived has the components Wij as given above. The function a is derived if it is the derived of an (r -1)-function j8. As (r -1) -chain such that ôB=cf>(a) , then there is an (r-I)-function /3 such that </>($) =23 and fi' =a. We define /3 over K cell by cell, using an extended form of a lemma of de Rham* and a theorem on the extension of differentiable functions.f From this we deduce two facts: (a) If a is exact and cj>(a) is a coboundary, then a is derived. For B exists, (b) For any cocycle B there exists an exact function fi with 0(/3) -B. For we may use a = 0.
We now prove the fundamental theorem : If we identify any two exact r-functions whose difference is derived, we obtain the rth cohomology group of K with real coefficients. We map each class of exact functions a into the cohomology class of <f>(a) ; this is easily seen to be a well defined homeomorphism. That it is actually an isomorphism follows at once from (a) and (b) above.
Each cocycle A may be considered as a linear function L defined on cycles, with L(dB)=0, if we set L{B)=AB.
The group described is isomorphic with the set of all such functions. Hence, if G, • • • , C p form a maximal set of independent cycles (p is the rth Betti number of the manifold), the integrals f%. may be chosen arbitrarily, a being determined up to derived functions. These integrals are called the periods of a. [7] . The proof below clearly holds for both orientable and non-orientable manifolds.
On Products of Functions.t Given an r-îunction a
then there is a uniquely defined corresponding product in the cohomology groups.* We wish to show that these products correspond.
First, it is possible to construct f an r-iunction oe(a r ) corresponding to each r-cell a r (for all r), such that co( (7 r ) vanishes outside the star of a r , and setting co(]T/^cr/) =^a t <o(o , i r ), we have (22) co'(A) = co(&4), *(co(i4)) = A, (all A).
Also, if I is the sum of the vertices of K, then co(7) = 1. Now to each r-chain A and s-chain B we construct a corresponding (r+s)-chain (23)
Au B = <l>[a(A)a(B)].
Applying (19) and (20), we derive (21). Also 7 u B=*B. Noting also a certain local condition, we see that it follows that the product thus defined has the required properties. We now prove easily in turn: (a) If a is exact, then so is co(<£(a)), and <j> Hence the products of f unctions and the products of cocycles determine the same products in the cohomology groups.
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