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Resumo
Estudamos classes de hipersuperf´ıcies conformemente planas associadas a soluc¸o˜es invari-
antes por um grupo de simetria das equac¸o˜es de Lame´ com a condic¸a˜o de Guichard.
Mostramos que os grupos de simetria deste sistema de equac¸o˜es diferenciais sa˜o dados por
translac¸o˜es e dilatac¸o˜es nas varia´veis independentes e dilatac¸o˜es nas varia´veis dependentes.
Ale´m disso, obtemos as soluc¸o˜es invariantes pelo grupo de translac¸a˜o.
A partir dessas soluc¸o˜es, usamos os resultados de Hertrich-Jeromin para obter as hipersu-
perf´ıcies conformemente planas e descrever as redes de Guichard correspondentes. Obtemos
parametrizac¸o˜es expl´ıcitas de hipersuperf´ıcies conformemente planas geradas a partir de su-
perf´ıcies planas no espac¸o hiperbo´lico H3 e na esfera S3. Mais ainda, mostramos que associada
a uma soluc¸a˜o dada em termos de func¸o˜es de Jacobi el´ıpticas existe uma nova classe de hiper-
superf´ıcies conformemente planas. Quanto a`s redes de Guichard correspondentes, mostramos
que suas superf´ıcies coordenadas tem curvatura Gaussiana constante, e a soma das treˆs curvat-
uras e´ igual a zero. Ale´m disso, as redes de Guichard sa˜o folheadas por planos com curvatura
Gaussiana nula e curvatura me´dia constante.
Mostramos que a superf´ıcie plana em H3 possui primeira forma fundamental determinada
por uma func¸a˜o linear. Em geral, uma superf´ıcie plana em H3 e´ determinada por uma func¸a˜o
harmoˆnica, assim como por dados meromorfos. Uma classificac¸a˜o completa de superf´ıcies planas
helicoidais em H3 e´ obtida em termos de suas aplicac¸o˜es de Gauss hiperbo´licas e por func¸o˜es
harmoˆnicas lineares. Inclu´ımos uma famı´lia de exemplos que fornece a classificac¸a˜o das su-
perf´ıcies planas helicoidais. Mais ainda, mostramos que uma superf´ıcie plana em H3 correspon-
dente a uma func¸a˜o harmoˆnica linear e´ localmente congruente a uma superf´ıcie helicoidal ou
ao “peach front”.
Palavras-chave: hipersuperf´ıcies conformemente planas, equac¸a˜o de Lame´, Grupos de
Simetria, Redes de Guichard, superf´ıcies planas, superf´ıcies helicoidais, espac¸o hiperbo´lico.
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Abstract
We study classes of conformally flat hypersurfaces associated to solutions invariant by a
symmetry group of Lame´’s Equation satisfying the Guichard condition.
We show that the symmetry group of such system of differential equations are given by
translations and dilations in the independent variables and dilations in the dependents variables.
Moreover, we obtain the solutions invariant solutions by the translation group.
From these solutions, we use the results due to Hertrich-Jeromin in order to obtain the
conformally flat hypersurfaces and describe the corresponding Guichard nets. We obtain ex-
plicit parametrizations of conformally flat hypersurfaces that are generated from flat surfaces
in the hyperbolic spaces H3 and in the sphere S3. Moreover, we show that associated to a
solution, given in terms of Jacobi elliptic functions, there exists a new class of conformally flat
hypersurfaces. With respect to the corresponding Guichard net, we show that their coordinate
surfaces have constant Gaussian curvature, and the sum of the three curvatures is equal to zero.
Moreover, the Guichard nets are foliated by flat planes with constant mean curvature.
We show that the flat surface in H3 has its first fundamental form determined by a linear
function. In general, a flat surface in the hyperbolic space H3 is determined by a harmonic
function, as well as by its meromorphic data. A complete classification of the helicoidal flat
fronts is given in terms of their hyperbolic Gauss maps as well as by means of linear harmonic
functions. A family of examples which provides the classification of the helicoidal flat fronts is
included. Moreover, it is shown that a flat surface in H3, that corresponds to a linear harmonic
function, is locally congruent to a helicoidal flat front or to a “peach front”.
Keywords: conformally flat hypersurfaces, Lame´’s equations, symmetry groups, Guichard
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Introduc¸a˜o
Classificar hipersuperf´ıcies conformemente planas tem sido um to´pico de interesse em geometria
diferencial ha´ algum tempo. Assim como vemos em outros problemas de geometria, o problema
em questa˜o e´ fortemente influenciado pela dimensa˜o da hipersuperf´ıcie.
Quando temos uma superf´ıcie regular, ou seja, uma hipersuperf´ıcie de dimensa˜o n = 2 em
R3, o problema esta´ resolvido. A soluc¸a˜o esta´ relacionada ao fato de que sempre e´ poss´ıvel
obter coordenadas isote´rmicas para superf´ıcies. Dessa forma, hipersuperf´ıcies de dimensa˜o
n = 2 sempre sa˜o conformemente planas.
Para dimenso˜es maiores, a primeira soluc¸a˜o obtida foi dada em [6] por E. Cartan, em
1917. Neste trabalho Cartan deu uma classificac¸a˜o completa para as hipersuperf´ıcies con-
formemente planas em formas espaciais de dimensa˜o n + 1 ≥ 5, caracterizando-as por aquelas
quasi-umb´ılicas, ou seja, onde uma das curvaturas principais tem multiplicidade pelo menos
n− 1.
No mesmo trabalho, Cartan fez um estudo de hipersuperf´ıcies conformemente planas em
formas espaciais de dimensa˜o 4. Embora tenha mostrado que as quasi-umb´ılicas sa˜o conforme-
mente planas, a rec´ıproca na˜o e´ verdadeira. Para aquelas hipersuperf´ıcies conformemente planas
gene´ricas, isto e´, com curvaturas principais distintas, Cartan obteve a seguinte caracterizac¸a˜o:
Uma hipersuperf´ıcie com treˆs curvaturas principais distintas em uma forma espacial de
dimensa˜o 4 e´ conformemente plana se, e somente se, suas seis ”distribuic¸o˜es umb´ılicas” (ou
seja, os planos onde a segunda forma fundamental e´ mu´ltipla da primeira forma fundamental)
sa˜o integra´veis.
Este foi por um bom tempo o u´nico resultado existente para hipersuperf´ıcies conformemente
planas gene´ricas. Nesse sentido, o que tem sido feito desde enta˜o foi procurar classificac¸o˜es,
mesmo que parciais, para esta classe de hipersuperf´ıcies que satisfizessem a caracterizac¸a˜o dada
por Cartan, ou ate´ mesmo fazendo uma releitura do seu trabalho, na intenc¸a˜o de obter mais
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informac¸o˜es sobre tais hipersuperf´ıcies.
Em 1988, Lafontaine em [15], tratou das hipersuperf´ıcies do tipo M3 = M2 × I ⊂ R4,
obtendo treˆs classes de soluc¸o˜es, as quais listamos aqui da maneira como esta˜o resumidas
em [30]:
• Tipo produto direto: M3 e´ do tipo
M3 = M2 × I ⊂ R3 × I ⊂ R4,
onde M2 e´ uma superf´ıcie de curvatura constante munida da me´trica induzida por R3;
• Tipo cone: M3 e´ do tipo
M3 =
{
tp : 0 < t <∞, p ∈M2} ,
onde M2 e´ uma superf´ıcie de curvatura constante munida da me´trica induzida por S3;
• Tipo rotac¸a˜o: Seja H3 o espac¸o hiperbo´lico, onde podemos pensa´-lo como subconjunto
de R4 da seguinte maneira
H3 =
{
(y1, y2, y3, 0) : y3 > 0
} ⊂ R4 = {(y1, y2, y3, y4) : yi ∈ R} .
Considere agora as rotac¸o˜es do eixo y3 em torno do eixo y4, isto e´,
(y1, y2, y3, 0)→ (y1, y2, y3 cos t, y3 sin t),
enta˜o M3 e´ obtida rotacionando da maneira acima uma superf´ıcie M2 ⊂ H3 de curvatura
constante na me´trica induzida por H3.
O trabalho de Lafontaine e´ nota´vel e foi por algum tempo a principal refereˆncia para tra-
balhos posteriores. Os estudos que vieram posteriormente, trataram de obter novas classes que
na˜o estavam contidas nas treˆs classes descritas acima.
Em 1994, Hertrich-Jeromin em [11], estudou o artigo de Cartan e tentou dar uma resposta
mais satisfato´ria a` questa˜o envolvendo a dimensa˜o da forma espacial igual a 4. Neste trabalho,
o autor conseguiu uma correspondeˆncia entre as hipersuperf´ıcies conformemente planas de
dimensa˜o 3 e as redes de Guichard, uma espe´cie de sistema triplamente ortogonal de superf´ıcies
consideradas inicialmente por C. Guichard em 1905 [10] onde se referiu a esses sistemas como um
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ana´logo a`s coordenadas isote´rmicas. Dessa forma, Hertrich-Jeromin transferiu o problema de
classificar as hipersuperf´ıcies conformemente planas para o problema de classificac¸a˜o das redes
de Guichard em R3, isto e´, um sistema triplamente ortogonal de superf´ıcies X : U ⊂ R3 → R3,





onde as func¸o˜es l1, l2 e l3 satisfazem a condic¸a˜o de Guichard
l21 − l22 + l23 = 0, (2)























para i, j, k distintos.
Usando redes de Guichard, Hertrich-Jeromin conseguiu um exemplo de rede de Guichard
constru´ıda a partir de superf´ıcies paralelas da he´lice de Dini e verificou que a hipersuperf´ıcie
conformemente plana correspondente na˜o pertencia a`s classes produto das descritas por La-
fontaine, fornecendo assim um novo exemplo ao problema.
A partir dos trabalhos de Cartan, Lafontaine e Hertrich-Jeromin, Suyama em 2000 e em
2005, com os trabalhos [28] e [29], conseguiu ampliar ainda mais o leque de classes de hiper-
superf´ıcies conformemente planas. A estrate´gia de Suyama foi verificar que, a partir das redes
de Guichard descritas por Hertrich-Jeromin, sempre podemos supor que hipersuperf´ıcies con-
formemente planas em formas espaciais de dimensa˜o 4 admitem uma parametrizac¸a˜o onde a
primeira forma fundamental e´ dada por
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Assim caracterizaram as hipersuperf´ıcies em termos de primeira e segunda formas funda-
mentais. Especificamente, Suyama mostrou que a func¸a˜o ϕ e´ um invariante conforme, isto e´,
parametrizac¸o˜es com a mesma ϕ levam em hipersuperf´ıcies conformemente equivalentes. Ale´m
disso, conseguiu classificar todas as classes ja´ descobertas a partir da func¸a˜o ϕ, mostrando que,
quando ϕ na˜o depende de uma varia´vel, a hipersuperf´ıcie esta´ em uma das classes descritas
por Lafontaine. Ale´m disso, mostrou que o exemplo dado por Hertrich-Jeromin se encaixa na
classe com primeira forma fundamental (4) onde
ϕ,x1x2 = ϕ,x2x3 = 0. (8)
Partindo desta condic¸a˜o nas derivadas parciais de ϕ, Suyama obteve uma classificac¸a˜o par-
cial, fornecendo construc¸o˜es expl´ıcitas para as hipersuperf´ıcies encontradas.
Em 2007, Hertrich-Jeromin e Suyama descreveram em [13] uma classificac¸a˜o total de hiper-
superf´ıcies conformemente planas que satisfazem (8). A classificac¸a˜o obtida foi dada em termos
de redes de Guichard, seguindo as ide´ias introduzidas por Hertrich-Jeromin em [11], onde
mostrou-se que as hipersuperf´ıcies desta classe esta˜o relacionadas a um tipo especial de redes
de Guichard, denominada pelos autores de redes de Guichard c´ıclicas. Tal nome se deve ao fato
de que uma das curvas coordenadas sempre esta´ contida em um c´ırculo.
O presente trabalho consiste em obter soluc¸o˜es l1, l2 e l3 para o sistema (2) e (3) e em seguida,
utilizando o que foi descrito por Hertrich-Jeromin em [11], obter uma classe de hipersuperf´ıcies
conformemente planas correspondente. Para obter as soluc¸o˜es, utilizamos a teoria de grupos
de simetrias para equac¸o˜es diferenciais parciais, atrave´s da teoria dada em [22]. A motivac¸a˜o
segue do fato de que as equac¸o˜es de Lame´ (3) com a condic¸a˜o de Guichard (2), reduzidas
a um sistema de primeira ordem, assemelham-se tanto a`s equac¸o˜es generalizadas intr´ınsecas
da onda e de sine-Gordon, quanto a`s equac¸o˜es generalizadas de Laplace e de sinh-Gordon
el´ıptica. Tenenblat e Winternitz em [32] obtiveram o grupo de simetria para as equac¸o˜es
generalizadas intr´ınsecas da onda e de sine-Gordon, enquanto Ferreira em [8], considerou as
equac¸o˜es generalizadas de Laplace e de sinh-Gordon el´ıptica. As soluc¸o˜es invariantes pelo
subgrupo de translac¸a˜o obtidas em [32] e [8] generalizam os resultados dados por Rabelo e
Tenenblat em [23], onde consideraram soluc¸o˜es das equac¸o˜es generalizadas intr´ınsecas da onda
e de sine-Gordon que dependem apenas de uma varia´vel. Tais soluc¸o˜es esta˜o associadas a
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subvariedades de R2n−1 e S2n−1 chamadas subvariedades toroidais. Dessa forma, utilizamos
as te´cnicas dos trabalhos citados para obter subgrupos de simetria para as equac¸o˜es de Lame´
com a condic¸a˜o de Guichard, ale´m das soluc¸o˜es invariantes por subgrupos de translac¸a˜o. Com
essas soluc¸o˜es em ma˜os, partimos para a construc¸a˜o de hipersuperf´ıcies conformemente planas
associadas a essas soluc¸o˜es. Obtivemos parametrizac¸o˜es expl´ıcitas de hipersuperf´ıcies contidas
nas classes dadas por Lafontaine, ale´m de uma classe onde temos a primeira forma fundamental
do tipo (4) ou (5), onde a func¸a˜o ϕ e´ do tipo
ϕ(x1, x2, x3) = ϕ(ξ), com ξ = α1x1 + α2x2 + α3x3,
que satisfaz a equac¸a˜o
ϕ2,ξ = λ(c1 cos
2 ϕ− c2), (9)
ou
ϕ2,ξ = λ(c1 cosh
2 ϕ− c2). (10)
onde c1, c2 e λ sa˜o constantes na˜o nulas. Observe que podemos expressar as derivadas parciais
de ϕ nas varia´veis (x1, x2, x3) em termos das derivadas ordina´rias de ϕ em termos da varia´vel













Considerando que todos os αi’s sa˜o na˜o nulos, temos a partir das relac¸o˜es acima que esta e´ uma
nova classe que na˜o esta´ inclu´ıda em nenhuma classe obtida nos trabalhos anteriores.
Com relac¸a˜o a` construc¸a˜o das hipersuperf´ıcies conformemente planas associadas, mostramos
que quando todos os αi’s sa˜o na˜o nulos, a construc¸a˜o esta´ relacionada como soluc¸o˜es da equac¸a˜o
diferencial parcial






















Quando um dos αi’s e´ nulo, obtemos parametrizac¸o˜es expl´ıcitas para as hipersuperf´ıcies con-
formemente planas. Neste caso os exemplos pertencem a`s duas das classes dadas por Lafontaine,
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a saber, o tipo cone e o tipo rotac¸a˜o. Em ambos os casos as superf´ıcies geratrizes correspon-
dentes sa˜o superf´ıcies de curvatura zero e esta˜o parametrizadas por linhas de curvatura.
Estudamos ainda propriedades geome´tricas das redes de Guichard associadas as soluc¸o˜es
invariantes por subgrupo de translac¸a˜o. Mostramos que suas superf´ıcies coordenadas possuem
curvatura Gaussiana constante e que a soma dessas curvaturas e´ igual a zero. Utilizando as
te´cnicas descritas em [8], mostramos tambe´m que tais redes sa˜o folheadas por superf´ıcies de
curvatura gaussiana nula e curvatura me´dia constante.
A segunda parte do trabalho consiste nos resultados obtidos durante o programa de doutorado
sandu´ıche na Universidad de Granada, sob a co-orientac¸a˜o do professor Antonio Mart´ınez.
Neste parte, estudamos as superf´ıcies planas obtidas atrave´s das hipersuperf´ıcies planas corre-
spondentes ao tipo rotac¸a˜o, isto e´, estudamos superf´ıcies planas no espac¸o hiperbo´lico H3.
A teoria das superf´ıcies planas no espac¸o hiperbo´lico H3 teve um desenvolvimento impor-
tante nos u´ltimos anos. O renovado interesse nessa teoria teve in´ıcio com o trabalho [9], onde
foi provado que superf´ıcies planas em H3 admitem uma representac¸a˜o de Weierstrass em termos
de dados meromorfos, de modo ana´logo ao que ocorre com superf´ıcies mı´nimas em R3. Este
fato gerou um grande interesse no estudo de tais superf´ıcies.
Sabe-se da teoria geral de superf´ıcies planas no espac¸o hiperbo´lico H3 que, em uma vizin-
hanc¸a de um ponto na˜o umb´ılico, sempre existe uma parametrizac¸a˜o por linhas de curvatura
onde a primeira e segunda forma fundamental sa˜o dadas por (para detalhes veja [31], pa´gina
8, Teorema 2.4 e pa´gina 15, Corola´rio 2.7)
I = cosh2 φ(u, v)(du)2 + sinh2 φ(u, v)(dv)2, (11)





onde φ e´ uma func¸a˜o harmoˆnica, na me´trica Euclidiana, i.e., ∆φ = 0.
No caso das superf´ıcies planas que obtivemos, a func¸a˜o harmoˆnica correspondente e´ linear.
Nesse sentido, como a primeira e a segunda formas fundamentais determinam a superf´ıcie a
menos de uma isometria do espac¸o ambiente, caracterizamos as superf´ıcies planas de H3 que
possuem primeira e segunda formas fundamentais dadas pelas Equac¸o˜es (11) e (12), onde a
func¸a˜o φ e´ dada por
φ(u, v) = au+ bv + c, (13)
onde a, b e c sa˜o nu´meros reais tais que (a, b, c) 6= (0, ±1, 0).
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O me´todo empregado para obter os resultados de classificac¸a˜o foi a representac¸a˜o de su-
perf´ıcies planas no espac¸o hiperbo´lico H3 via dados holomorfos introduzida por [9]. Esta repre-
sentac¸a˜o e´ similar a`quela empregada no estudo de superf´ıcies mı´nimas de R3 e basicamente nos
diz que, qualquer superf´ıcie plana de H3 esta´ determinada por duas func¸o˜es holomorfas g e g∗,
chamadas aplicac¸o˜es de Gauss hiperbo´licas, que sa˜o obtidas a partir da intersecc¸a˜o da geode´sica
normal a superf´ıcie, com a fronteira ideal de H3. Reciprocamente, a partir de quaisquer duas
func¸o˜es holomorfas g 6= g∗, podemos recuperar uma imersa˜o plana de H3.
Como principais resultados obtidos, caracterizamos as superf´ıcies planas emH3 com primeira
e segunda formas fundamentais dadas por (11) e (12) em termos de suas aplicac¸o˜es de Gauss
hiperbo´licas e classificamos em termos de propriedades geome´tricas, a saber, sa˜o superf´ıcies
invariantes por um movimento helicoidal do espac¸o ambiente, denominadas superf´ıcies heli-
coidais.
Organizamos o presente trabalho nos seguintes cap´ıtulos
• Cap´ıtulo 1: Hipersuperf´ıcies Conformemente planas e Redes de Guichard.
Neste cap´ıtulo, apresentamos a teoria sobre hipersuperf´ıcies conformemente planas e re-
des de Guichard desenvolvida por Hertrich-Jeromin em [11]. Consideramos imerso˜es de
variedades riemannianas de dimensa˜o 3 no cone de luz dentro do espac¸o de Minkowski
e observamos como essas imerso˜es podem nos ajudar a obter condic¸o˜es para que hiper-
superf´ıcies em formas espaciais sejam conformemente planas. Apresentamos tambe´m a
correspondeˆncia obtida entre tais hipersuperf´ıcies e as Redes de Guichard.
• Cap´ıtulo 2: O grupo de simetria para as equac¸o˜es de Lame´. Neste cap´ıtulo apre-
sentamos a teoria de grupos de simetria de um sistema de equac¸o˜es diferenciais parciais.
Apresentamos uma breve introduc¸a˜o aos me´todos e te´cnicas, descrito de uma forma mais
ampla e detalhada em [22]. Uma vez familiarizados com esta teoria, calculamos o grupo
de simetria para as equac¸o˜es de Lame´, onde as func¸o˜es l1, l2 e l3 satisfazem a condic¸a˜o de
Guichard (2). Mostramos que o grupo consiste de translac¸o˜es e dilatac¸o˜es no espac¸o das
varia´veis e de dilatac¸o˜es no espac¸o das func¸o˜es. Calculamos as soluc¸o˜es invariantes pelo
subgrupo de translac¸a˜o, onde obtivemos func¸o˜es trigonome´tricas, hiperbo´licas e el´ıpticas
de Jacobi.
• Cap´ıtulo 3: Classes de hipersuperf´ıcies conformemente planas associadas a`s
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soluc¸o˜es invariantes. Neste cap´ıtulo, trabalhamos na integrac¸a˜o do sistema descrito no
Cap´ıtulo 1 que fornece a imersa˜o plana no cone e o correspondente referencial adaptado,
utilizando as soluc¸o˜es invariantes obtidas no Cap´ıtulo 2. Como resultados, obtivemos
classes expl´ıcitas de hipersuperf´ıcies conformemente planas, que podem ser vistas como
subclasses das classes dadas por Lafontaine. Ale´m disso, obtivemos uma nova classe,
onde mostramos que a imersa˜o e´ descrita atrave´s de uma equac¸a˜o diferencial parcial de
segunda ordem com coeficientes constantes.
• Cap´ıtulo 4: Propriedades geome´tricas das redes de Guichard associadas a`s
soluc¸o˜es invariantes. Neste cap´ıtulo mostramos as propriedades geome´tricas das redes
de Guichard associadas a`s soluc¸o˜es invariantes obtidas no Cap´ıtulo 2. Mostramos que
tais redes sa˜o folheadas por superf´ıcies geodesicamente paralelas de curvatura Gaussiana
nula e curvatura me´dia constante. Ale´m disso, mostramos que as superf´ıcies coordenadas
possuem curvatura Gaussiana constante e a soma dessas curvaturas e´ igual a zero.
• Cap´ıtulo 5: Superf´ıcies planas no espac¸o hiperbo´lico associadas a`s hipersu-
perf´ıcies conformemente planas. Neste cap´ıtulo mostramos os resultados gerais para
superf´ıcies helicoidais no espac¸o hiperbo´lico. Mostramos que as superf´ıcies helicoidais
planas em H3 sa˜o caracterizadas, por aquelas que, em seus pontos regulares na˜o-umb´ılicos
possuem uma parametrizac¸a˜o por linhas de curvatura onde as primeira e segunda formas




e Redes de Guichard
Apresentaremos neste cap´ıtulo os principais resultados do trabalho de Hertrich-Jeromin [11].
Veremos como imerso˜es isome´tricas de variedades riemannianas de dimensa˜o 3 no cone de luz do
espac¸o Minkowski nos ajudam a obter condic¸o˜es para que tenhamos hipersuperf´ıcies de formas
espaciais conformemente planas. Para isso, comec¸aremos o cap´ıtulo estudando tais espac¸os.
Uma vez estabelecidas as formas espaciais, estudaremos as imerso˜es no cone de luz definindo
o referencial mo´vel e a equac¸a˜o de Maurer-Cartan. Dessa forma, introduziremos as formas
fundamentais conformes que dara˜o origem a sistemas de coordenadas especiais, chamados redes
de Guichard. Finalmente, mostraremos como as redes de Guichard e as equac¸o˜es de Lame´ esta˜o
relacionadas com as hipersuperf´ıcies conformemente planas.
Ale´m do trabalho de Hertrich-Jeromin [11], outras refereˆncias para este cap´ıtulo sa˜o dadas
por [12] e [25], onde as demonstrac¸o˜es detalhadas dos teoremas podem ser encontradas.
1.1 Definic¸a˜o do espac¸o ambiente
Definiremos a seguir o espac¸o em que iremos trabalhar de agora em diante. Veremos que, na˜o
teremos agora, no espac¸o ambiente, uma me´trica positiva definida, mas o que e´ usualmente
chamada de me´trica semi-riemanniana. O leitor interessado podera´ consultar [21] onde tera´ a`
disposic¸a˜o uma boa abordagem sobre o assunto.
Definic¸a˜o 1.1 Considere o espac¸o vetorial R6 e a forma bilinear sime´trica, na˜o-degenerada
9
〈, 〉 dada por:
〈, 〉 : R6 × R6 −→ R




Dessa forma, R6 munido com o produto escalar 〈, 〉 e´ chamado espac¸o Minkowski e denotado
por R61.
Observac¸a˜o 1.1 Dizer que a forma bilinear sime´trica e´ na˜o-degenerada significa que se
〈v, w〉 = 0 para todo w em R6 enta˜o v = 0.
Observac¸a˜o 1.2 Lembramos que quando temos uma transformac¸a˜o linear em R6 que preserva
o produto interno usual, chamamos essa transformac¸a˜o de transformac¸a˜o ortogonal. No caso
do espac¸o Minkowski R61, as transformac¸o˜es lineares que preservam o produto escalar definido
acima sa˜o chamadas transformac¸o˜es de Lorentz e o conjunto de todas as transformac¸o˜es de
Lorentz formam um grupo, chamado grupo de Lorentz e denotado por O1(6).




y ∈ R61| 〈y, y〉 = 0
}
. (1.1)
Trabalhando no cone de luz, vamos estudar subconjuntos que identificaremos com as formas
espaciais. Especificamente, considere os vetores
m1 = (1, 0, 0, 0, 0, 0), m0 = (1, 0, 0, 0, 0,−1), m−1 = (0, 1, 0, 0, 0, 0). (1.2)
Vamos mostrar que os conjuntos
M4K =
{
y ∈ L5| 〈y,mK〉 = −1
}
, (1.3)
onde K = 1, 0 ou −1, com a me´trica induzida por R61 sa˜o variedades riemannianas de curvatura
seccional constante 1, 0 e -1, de acordo com K.
Comec¸ando com m1, considere o conjunto dado por E
6
1 = {y ∈ R61| 〈y,m1〉 = −1}. Em
coordenadas, escrevendo y = (y0, . . . , y5) conclu´ımos que E
6
1 = {y ∈ R61|y0 = 1}. Assim, E61 e´
um hiperplano passando por m1.
Identificando m1 como a origem 0 do espac¸o vetorial E
6
1 podemos associar, para cada y ∈ E61
um vetor y = y−m1 = (0, y1, . . . , y5). Com essa identificac¸a˜o, olhamos para E61 como o conjunto
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dos vetores y satisfazendo 〈y, y〉 =
5∑
i=1
y2i , que a me´trica euclidiana usual. Dessa forma, E
6
1
torna-se um espac¸o euclidiano de dimensa˜o 5.






1 ∩ L5 e enta˜o se y ∈M41 temos







y2i = 〈y, y〉 = 1.
Assim, obtemos que M41 e´ a esfera padra˜o unita´ria dentro de um espac¸o euclidiano de
dimensa˜o 5. Logo, M41 e´ uma variedade Riemanniana de curvatura seccional constante igual a
1.
Para o caso m−1 temos uma situac¸a˜o bastante parecida. A saber,
E6−1 =
{




y ∈ R61|y1 = −1
}
.
E enta˜o, identificando a origem de E6−1 com −m−1, E6−1 e´ visto como o conjunto dos vetores
y = y − (−m−1) = (y0, 0, y2, . . . , y5) satisfazendo 〈y, y〉 = −y20 +
5∑
i=2
y2i . Dessa forma, E
6
−1
torna-se um espac¸o Minkowski de dimensa˜o 5.
Como M4−1 = E
6
−1 ∩ L5, temos que, se y ∈M4−1,








y2i = 〈y, y〉 = −1.
Esta e´ a equac¸a˜o de um hiperbolo´ide de duas folhas em um espac¸o Minkowski de dimensa˜o
5, variedade que sabemos ser Riemanniana e ter curvatura seccional constante igual a` -1.
Considere agora o vetor m0. Nesse caso, se y ∈M40 enta˜o 〈y,m0〉 = −1 portanto, 〈y,m0〉 =
−y0 − y5 = −1, isto e´
y0 + y5 = 1. (1.4)





5 = 0 o que e´ equivalente a
4∑
i=1
y2i = (y0 + y5)(y0 − y5).
11
Seja x ∈ R4 tal que x = (y1, . . . , y4) e enta˜o, denotando por x · x o produto interno usual de R4
e usando (1.4) podemos reescrever a equac¸a˜o acima como
x · x = y0 − y5. (1.5)
E assim, as equac¸o˜es (1.4) e (1.5) nos fornecem o seguinte sistema y0 + y5 = 1y0 − y5 = x · x,
o que implica em
y0 =
1 + x · x
2
e y5 =
1− x · x
2
.
Considere enta˜o a aplicac¸a˜o
f : R4 −→ L5 ⊂ R61
x 7→
(
1 + x · x
2
, x,




Temos que f e´ claramente uma bijec¸a˜o entre R4 e M40 . Ale´m disso, f e´ uma imersa˜o isome´trica.
De fato, dados p, v ∈ R4 temos que dfp(v) = (p · v, v,−p · v) e enta˜o
〈dfp(v), dfp(w)〉 = −(p · v)(p · w) + v · w + (p · v)(p · w)
= v · w.
Como a curvatura seccional e´ preservada por isometrias obtemos que M40 e´ uma variedade
Riemanniana de curvatura seccional 0.
Observac¸a˜o 1.3 Para que tenhamos uma forma espacial conexa de curvatura seccional -
1 usaremos somente a parte do cone de luz onde y0 > 0, e assim, M
4
−1 tera´ somente uma
componente conexa.
Observac¸a˜o 1.4 Inicialmente, notamos que se y ∈ L5 enta˜o λy ∈ L5. Pelo que vimos acima,
conseguimos uma isometria entre R4 e M40 ,









Note agora que, se λ =
2



















Mas vimos que, o conjunto dos pontos em L5 tais que y0 = 1 e´ exatamente M
4
1 . Dessa forma,
passamos deM40 paraM
4
1 atrave´s de uma simples multiplicac¸a˜o por uma func¸a˜o escalar. Perceba
ainda que a expressa˜o que obtivemos e´ exatamente aquela da projec¸a˜o estereogra´fica, ja´ que
podemos fazer a identificac¸a˜o
p ∈ S3 ⊂ R4 ↔ (1, p) ∈M41 ⊂ L5.
1.2 Imerso˜es isome´tricas em L5
O objetivo desta sec¸a˜o e´ estudar imerso˜es isome´tricas de variedades riemannianas de dimensa˜o
3 no cone de luz L5. A ide´ia e´ obter informac¸o˜es sobre essas aplicac¸o˜es e introduzir alguns
conceitos importantes. Como as imerso˜es sera˜o sempre isome´tricas, as trataremos somente por
imerso˜es.
Iniciaremos com imerso˜es de variedades tridimensionais nas formas espaciais de curvatura
constante M4K . Essas observac¸o˜es sera˜o importantes pois, localmente, podemos ver a imersa˜o
como uma subvariedade de M4K . Tais subvariedades sera˜o hipersuperf´ıcies, ja´ que a codimensa˜o
e´ 1.
Considere enta˜o uma imersa˜o Riemanniana f : M3 → M4K ⊂ L5 com um campo normal
unita´rio n, ou seja, 〈df, n〉 ≡ 0. Ale´m disso, o campo n satisfaz 〈n,mK〉 = 0 e 〈n, f〉 = 0,
onde os mK sa˜o dados por (1.2). De fato, para todo p ∈ M3, n(p) ∈ Tf(p)M4K , e enta˜o se
α : (−, )→M4K e´ tal que α(0) = f(p) e α′(0) = n(p), temos
〈α(t),mK〉 = −1 e 〈α(t), α(t)〉 = 0, t ∈ (−, ),
o que implica, derivando em t = 0,
〈α′(0),mK〉 = 0 e 〈α′(0), f(p)〉 = 0.
Motivados com o que vimos acima, considere agora uma imersa˜o f : M3 → L5 (na˜o neces-
sariamente em M4K) com um campo normal unita´rio satisfazendo 〈f, n〉 = 0. Como 〈f, f〉 = 0









2 〈f, f〉+ 2e2u 〈f, dfp(v)〉+ e2u 〈dfp(v), dfp(v)〉
= e2u 〈dfp(v), dfp(v)〉
ou seja, e´ uma me´trica conforme a` me´trica induzida por f .
Assim, dada uma imersa˜o f : M3 → L5 podemos obter, atrave´s de uma simples multi-
plicac¸a˜o por uma func¸a˜o escalar, uma outra imersa˜o f˜ cuja me´trica induzida e´ conforme a`
induzida por f .
Dada uma func¸a˜o diferencia´vel a em M3, se n˜ = n+ af , temos que
〈f, n+ af〉 = 〈f, n〉+ a 〈f, f〉 = 0
〈df, n+ af〉 = 〈df, n〉+ a 〈df, f〉 = 0
e assim, n˜ ainda e´ um campo normal a f e a df . Ale´m disso,〈
n˜, f˜
〉
= 〈n˜, euf〉 = 0〈
n˜, df˜
〉
= 〈n˜, eu(duf + df)〉 = 0
〈n˜, n˜〉 = 〈n, n〉 = 1
Tais observac¸o˜es nos conduzem a` seguinte definic¸a˜o:
Definic¸a˜o 1.2 Seja f : M3 → L5 uma imersa˜o tal que a me´trica induzida 〈df, df〉 e´ positiva
definida, seja n um campo normal unita´rio de f tal que 〈f, n〉 = 0 e sejam u e a func¸o˜es
diferencia´veis em M3. Enta˜o o par (f, n) e´ denominado uma faixa e a mudanc¸a
f˜ = euf , n˜ = n+ af
e´ chamada uma deformac¸a˜o conforme da faixa (f, n).
Observac¸a˜o 1.5 Como vimos, considerando a mudanc¸a f˜ = euf , continuamos com uma
imersa˜o em L5 mas agora com uma me´trica induzida conforme a` me´trica induzida por f .
Assim, a ide´ia e´ obter uma imersa˜o f : M3 → L5 atrave´s de uma deformac¸a˜o conforme e
obter condic¸o˜es para que a imersa˜o f˜ tenha me´trica induzida plana, e portanto condic¸o˜es para
que f seja conformemente plana. Dessa forma, obtida uma imersa˜o com esta propriedade no
cone de luz L5, basta fazer uma deformac¸a˜o conforme para que tenhamos f : M3 → M4K
conformemente plana e portanto hipersuperf´ıcies conformemente planas nas formas espaciais.
A mudanc¸a n˜ = n+af sera´ conveniente em alguns casos, e ficara´ mais clara com o que faremos
mais adiante.
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1.3 Referencial adaptado e equac¸o˜es de compatibilidade
Para estudar as imerso˜es em L5 definiremos agora o referencial adaptado com que iremos traba-
lhar. Antes, considere uma base pseudo-ortonormal de R61, isto e´, um conjunto {e1, . . . , e6} ∈ R61
onde 
〈eA, eB〉 = δAB, para 1 ≤ A,B ≤ 4,
〈e5, eA〉 = 〈e6, eA〉 = 0, para 1 ≤ A ≤ 4,
〈e5, e5〉 = 〈e6, e6〉 = 0,
〈e5, e6〉 = 〈e6, e5〉 = 1.
(1.6)
Definic¸a˜o 1.3 Um referencial adaptado para uma faixa (f, n) e´ uma aplicac¸a˜o que associa a
cada p ∈ M3, uma base pseudo-ortonormal {n1(p), . . . , n6(p)} satisfazendo, de acordo com os
ı´ndices, as relac¸o˜es (1.6) acima, de forma que {n1(p), n2(p), n3(p)} e´ uma base ortonormal de
dfp(TpM), n4 = n e n5 = f .
Dessa forma, os vetores n1, n2 e n3 sa˜o tangentes a M e n4, n5 e n6 sa˜o normais a M. Por
isso, e´ importante neste ponto, estabelecer a seguinte convenc¸a˜o de ı´ndices:
• as letras maiu´sculas A, B, C, ... sera˜o usadas para variar os ı´ndices de 1 a 6;
• as letras minu´sculas i, j, k, ... sera˜o usadas para variar os ı´ndices de 1 a 3;
• as letras gregas α, β, γ, ... sera˜o usadas para variar os ı´ndices de 4 a 6.










Como df esta´ sempre no espac¸o tangente, conclu´ımos que, ω4, ω5 e ω6 sa˜o identicamente
nulas. Se xi ∈ X(M) sa˜o tais que dfp(xi(p)) = ni(p), enta˜o temos que ωi(xj) = δij. O conjunto
{ω1, ω2, ω3} e´ chamado co-referencial adaptado e as formas ωAB sa˜o as formas de conexa˜o.
Note que, a partir de (1.7), podemos obter informac¸o˜es importantes com relac¸a˜o a`s formas





Por (1.6) temos que 〈nA, nB〉 e´ constante, o que implica 〈dnA, nB〉+ 〈nA, dnB〉 = 0 e enta˜o,













que reduz-se aos seguintes casos:

ωAB + ωBA = 0, 1 ≤ A,B ≤ 4,
ωA6 + ω5A = 0, 1 ≤ A ≤ 4,
ωA5 + ω6A = 0, 1 ≤ A ≤ 4,
2ω56 = 0,
2ω65 = 0,
ω55 + ω66 = 0,
(1.10)
obtidos considerando em (1.9) B = 5 (respectivamente B = 6) para obter a 2a relac¸a˜o (re-
spectivamente 3a relac¸a˜o), A = B = 5 (respectivamente A = B = 6) para obter a 4a relac¸a˜o
(respectivamente 5a relac¸a˜o) e A = 5, B = 6 para a u´ltima relac¸a˜o.
Se ω5α = 0, temos que (1.10) implica em:
ω46 = −ω54 = 0,
ω66 = −ω55 = 0.
(1.11)
Assim, a partir de (1.8), (1.10) e (1.11) conclu´ımos que:

ω5i = ωi, 1 ≤ i ≤ 3,
ωAB + ωBA = 0, 1 ≤ A,B ≤ 4,
ωA6 + ω5A = 0, 1 ≤ A ≤ 4,
ωA5 + ω6A = 0, 1 ≤ A ≤ 4,
ωAA = 0, 1 ≤ A ≤ 6,
ω5α = 0, 4 ≤ α ≤ 6,
ω65 = ω46 = 0.
(1.12)











Pelo teorema fundamental das subvariedades, que tambe´m vale para o espac¸o Minkowski,
a condic¸a˜o necessa´ria e suficiente para que exista uma imersa˜o f : Mn → Rn+k1 e´ que, definido
um referencial adaptado, o co-referencial e as formas de conexa˜o satisfac¸am as equac¸o˜es de
estrutura. O enunciado e a prova completa do teorema fundamental das subvariedades, para o
caso euclidiano, podem ser encontrados em [33].
Como vimos ωα = 0 (lembre-se que as letras gregas representam os ı´ndices de 4 a 6). Para




ωA ∧ ωA4 =
3∑
i=1
ωi ∧ ωi4 +
6∑
α=4























e´ uma forma bilinear sime´trica. E assim, podemos associar a Hn uma forma quadra´tica
IIn(x) = Hn(x, x),
chamada segunda forma quadra´tica. Decorre do que vimos acima que,















ωiωi4 = Hn, (1.16)
relac¸a˜o que sera´ u´til em alguns casos.
Sabemos que a toda forma bilinear sime´trica definida em um espac¸o vetorial esta´ associada
uma aplicac¸a˜o linear auto-adjunta. Assim, definimos o tensor de Weingarten An que a cada
p ∈M associa uma aplicac¸a˜o linear auto-adjunta An : TpM → TpM tal que:
Hn(x, y) = −g(An(x), y), (1.17)
onde g e´ a me´trica induzida.
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Dessa forma, usando (1.15) e (1.17) podemos obter facilmente a matriz de An na base
{x1, x2, x3} ja´ que













Sendo An uma matriz auto-adjunta, admite enta˜o uma base ortonormal de auto-vetores





nesse caso, h4ii = ai e h
4
ij = 0 para i 6= j.
Assim, as func¸o˜es ai sa˜o as curvaturas principais e os auto-vetores que constituem essa base
sa˜o as direc¸o˜es principais associados a faixa (f, n). Quando o referencial adaptado for definido
de forma que a parte tangencial seja dada por ni = df(vi) com vi uma direc¸a˜o principal da
faixa (f, n), chamaremos esse referencial de um referencial adaptado de direc¸o˜es principais para
a faixa (f, n).
Vamos agora relacionar o que introduzimos acima com as formas diferenciais definidas com










Trabalhando com um referencial adaptado de direc¸o˜es principais, as equac¸o˜es anteriores se
reduzem a`:







1.4 Imerso˜es conformemente planas
O objetivo desta sec¸a˜o e´ mostrar condic¸o˜es necessa´rias e suficientes para que uma imersa˜o f :
M3 → L5 seja conformemente plana. Embora estejamos procurando imerso˜es conformemente
planas nas formas espaciais M4K ⊂ L5, e´ suficiente encontra´-las simplesmente em L5 ja´ que,
por uma deformac¸a˜o conforme, podemos obter uma imersa˜o f˜ em M4K cuja me´trica induzida
e´ conforme a` me´trica induzida por f e enta˜o, se f for uma imersa˜o conformemente plana em
L5, f˜ sera´ uma imersa˜o conformemente plana em M4K . Dessa forma, o que faremos e´ obter o
referencial adaptado e as formas de conexa˜o de uma faixa (f˜ , n˜) resultante de uma deformac¸a˜o
conforme da faixa (f, n). A ide´ia e´ obter ambos em func¸a˜o do referencial e das formas de (f, n)
e assim, exigindo que a imersa˜o f˜ seja plana, obteremos f conformemente plana.
Temos a seguir uma sequeˆncia de proposic¸o˜es relacionadas a`s deformac¸o˜es conformes. Tais
proposic¸o˜es mostram a construc¸a˜o de um referencial adaptado para a faixa (f˜ , n˜) bem como as
correspondentes formas de conexa˜o.
Proposic¸a˜o 1.1 Dado um referencial adaptado para uma faixa (f, n) como definido na Definic¸a˜o
1.3, um referencial adaptado para a deformac¸a˜o conforme (f˜ , n˜), onde f˜ = euf e n˜ = n + af ,
e´ dado por: 
n˜i = ni + uif,





















onde ui = du(vi).
Proposic¸a˜o 1.2 Dados o co-referencial adaptado ωi e as formas de conexa˜o ωAB de um refer-
encial adaptado para a faixa (f, n). Enta˜o, as formas correspondentes para a faixa (f˜ , n˜), onde
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f˜ = euf e n˜ = n+ af sa˜o dadas por:
ω˜i = e
uωi,
ω˜ij = uiωj − ujωi + ωij,


















Ale´m disso, se ρij = −dωij +
3∑
k=1
ωik ∧ ωkj sa˜o as formas de curvatura da faixa (f, n), enta˜o as
formas de curvatura correspondentes a` faixa (f˜ , n˜) sa˜o dadas por:
ρ˜ij = ρij − (ωi ∧ τj + τi ∧ ωj) , (1.23)
onde τi = dui −
3∑
j=1





Proposic¸a˜o 1.3 Sejam vi as direc¸o˜es principais e ai as curvaturas principais de uma faixa
(f, n). Seja (f˜ , n˜) uma deformac¸a˜o conforme dada por
f˜ = euf e n˜ = n+ af.
Enta˜o as direc¸o˜es principais sa˜o preservadas pela deformac¸a˜o conforme e as curvaturas prin-
cipais a˜i associadas a (f˜ , n˜) sa˜o dadas por:
a˜i = e
−u(ai − a). (1.24)
De agora em diante, vamos considerar que estaremos sempre trabalhando em um referen-
cial adaptado de direc¸o˜es principais para a faixa (f, n). Ale´m disso, vamos estabelecer uma
convenc¸a˜o envolvendo as curvaturas principais. Sempre que falarmos das func¸o˜es a1, a2 e a3,
elas estara˜o satisfazendo a` seguinte ordem:
a1 < a2 < a3
Com isso, temos a seguinte definic¸a˜o:
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Definic¸a˜o 1.4 Definimos as formas fundamentais conformes da faixa (f, n) como sendo as















a3 − a1 ω3.
(1.25)
Uma observac¸a˜o interessante e´ que as formas αi sa˜o invariantes por deformac¸o˜es conformes.
Como vimos em (1.24), com uma deformac¸a˜o conforme, passando da faixa (f, n) para a faixa
(f˜ , n˜), as curvaturas principais passam de ai para a˜i = e






a˜2 − a˜1ω˜1 =
√
e−u(a3 − a− a1 + a)
√
e−u(a2 + a− a1 − a) euω1
=
√





a2 − a1 ω1
= α1.




de uma deformac¸a˜o conforme (f˜ , n˜) de uma faixa
(f, n) seja plana, temos o seguinte teorema, que caracteriza imerso˜es conformemente planas de
dimensa˜o 3 em L5:
Teorema 1.1 Seja f : M3 → L5 uma imersa˜o riemanniana e n um vetor normal unita´rio
tal que 〈f, n〉 = 0. Enta˜o f e´ conformemente plana se, e somente se, as formas fundamentais
conformes da faixa (f, n) dadas em (1.25) sa˜o fechadas, isto e´, dαi = 0.
1.5 Redes de Guichard
Nesta sec¸a˜o, usaremos o Teorema 1.1 para mostrar a existeˆncia de uma parametrizac¸a˜o por
linhas de curvatura atrave´s de um sistema de coordenadas especial, chamado redes de Guichard.
Definic¸a˜o 1.5 (Redes de Guichard) Seja (M3, g) uma variedade Riemanniana de dimensa˜o
3 e
X = (x1, x2, x3) : (M
3, g)→ R3,
um sistema de coordenadas onde as componentes da me´trica g sa˜o dadas por gij = liδij. Se as
func¸o˜es li satisfazem a relac¸a˜o
l21 − l22 + l23 = 0, (1.26)
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enta˜o o sistema de coordenadas X sera´ chamada uma Rede de Guichard e a relac¸a˜o (1.26) sera´
chamada condic¸a˜o de Guichard.
Segue enta˜o da definic¸a˜o de Redes de Guichard e do Teorema 1.1, o seguinte teorema:
Teorema 1.2 Se uma imersa˜o f : M3 → L5 e´ conformemente plana e n um campo normal a f
tal que 〈f, n〉 = 0. Enta˜o existe uma parametrizac¸a˜o por linhas de curvatura para a faixa (f, n)
dada por uma rede de Guichard. Se ale´m disso, f e´ uma imersa˜o plana, enta˜o as componentes










































onde i, j e k sa˜o ı´ndices distintos variando em {1, 2, 3}.
Demonstrac¸a˜o: Vimos no Teorema 1.1 que, a imersa˜o f : M3 → L5 e´ conformemente
plana se, e somente se, as formas fundamentais conformes da faixa (f, n), dadas por (1.25) sa˜o
fechadas. Assim, usando o lema de Poincare´ , obtemos um sistema de coordenadas X, atrave´s
de func¸o˜es xi definidas em um aberto U ⊂M3 tal que
X = (x1, x2, x3) : U ⊂M3 → R3,





























































sa˜o as direc¸o˜es principais, ja´ que as formas fundamentais conformes sa˜o definidas para um refer-
encial adaptado de direc¸o˜es principais para a faixa (f, n). Temos portanto uma parametrizac¸a˜o
por linhas de curvatura e consequentemente, um sistema de coordenadas triplamente ortogonal,
ou seja, as superf´ıcies coordenadas xi constantes intersectam-se ortogonalmente.





























〈df(qivi), df(qivi)〉 = qi. (1.30)
Portanto as func¸o˜es li satisfazem
l21 − l22 + l23 = q21 − q22 + q23 =
1
(a3 − a1)(a2 − a1) −
1
(a2 − a1)(a3 − a2) +
1
(a3 − a2)(a3 − a1) = 0,
o que prova a condic¸a˜o de Guichard. Quando temos uma imersa˜o plana f : M3 → L5, as
equac¸o˜es de Lame´ seguem diretamente da equac¸a˜o de Gauss.

Observac¸a˜o 1.6 As equac¸o˜es de Lame´ 1.27 foram introduzidas por G. Lame´ em [16], como
equac¸o˜es que descrevem parametrizac¸o˜es ortogonais em R3.
Uma vez garantida a existeˆncia de uma rede de Guichard para uma imersa˜o plana f : M3 →
L5, podemos escrever o co-referencial e as formas de conexa˜o do referencial adaptado em termos
das func¸o˜es li. E´ o que nos diz o seguinte teorema:
Teorema 1.3 Seja f : M3 → L5 uma imersa˜o com me´trica induzida plana g e curvaturas
principais distintas a1, a2 e a3, associadas ao campo normal n, tal que 〈f, n〉 = 0 e seja
X = (x1, x2, x3) : (M
3, g) → R3 sua rede de Guichard correspondente dada pelo Teorema 1.2.





















satisfaz (1.27). Enta˜o, podemos escrever o co-referencial e as formas
de conexa˜o do referencial adaptado ni, em termos da rede de Guichard, da seguinte forma:
ωi = lidxi,



















ω61 = − l1
2l23
dx1,

























ωAB + ωBA = 0, 1 ≤ A,B ≤ 4,
ωA6 + ω5A = 0, 1 ≤ A ≤ 4,
ωA5 + ω6A = 0, 1 ≤ A ≤ 4,
ω55 + ω66 = 0,
ω65 = ω56 = 0.
(1.32)
Como curvatura zero e´ uma propriedade intr´ınseca, consideramos M3 como um subconjunto
U ⊂ R3 com a me´trica usual e f como uma imersa˜o isome´trica em L5. Assim, temos uma rede
de Guichard em X : U ⊂ R3 → R3. Podemos pensar na rec´ıproca deste resultado, isto e´, dada
uma rede de Guichard em R3 queremos saber se e´ poss´ıvel obter uma imersa˜o plana f : M3 → L5
e por consequeˆncia, uma imersa˜o conformemente plana nas variedades de curvatura constante
M4K . Este e´ o conteu´do do seguinte resultado, que sera´ fundamental para nossos objetivos
futuros:
Teorema 1.4 Seja X = (x1, x2, x3) : U ⊂ R3 → R3, uma rede de Guichard com suas func¸o˜es










, onde g a me´trica euclidiana em U . Enta˜o, as func¸o˜es
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li satisfazem (1.27) e as formas diferenciais (1.31) e (1.32), dadas em termos das func¸o˜es li
satisfazem as equac¸o˜es de estrutura e existe uma imersa˜o isome´trica f : U → L5 ⊂ R61 com




2 e um campo normal n tal que 〈f, n〉 = 0, onde as
curvaturas principais relativas a n sa˜o distintas.
Uma demonstrac¸a˜o completa pode ser encontrada em [12] e [25]. A demonstrac¸a˜o consiste
em usar a condic¸a˜o de Guichard e as equac¸o˜es de Lame´ para mostrar que as formas diferenciais
dadas no teorema satisfazem as equac¸o˜es de estrutura (1.13) e assim, pelo Teorema Fundamental
das Subvariedades, existe uma imersa˜o f : U → R61 e uma aplicac¸a˜o F : U → O1(6), o grupo das
transformac¸o˜es ortogonais de R61 , que para cada p ∈ U associa uma base pseudo-ortonormal
{n1, . . . , n6} de vetores em R61 de forma que
〈nA, nB〉 = δAB, 1 ≤ A,B ≤ 4
〈nA, n5〉 = 〈nA, n6〉 = 0, 1 ≤ A ≤ 4
〈n5, n6〉 = 1,
〈n5, n5〉 = 〈n6, n6〉 = 0.
Ale´m disso, {n1, n2, n3} formam uma base para o espac¸o tangente de f e {n4, n5, n6} formam
uma base para o espac¸o normal ao espac¸o tangente de f . Temos ainda que as formas ωi e ωAB

















Portanto, dn5 = df o que implica
n5 = f + v,
onde v ∈ R61 e´ um vetor contante. Fixado p0 ∈ U , podemos escolher nossa condic¸a˜o inicial de
forma que f(p0) = n5(p0) o que implica em v = 0. Enta˜o
f(p) = n5(p),
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para todo p ∈ U . Como n5 e´ normal ao espac¸o tangente de f , conclu´ımos que
〈df, f〉 = 0,
implicando que 〈f, f〉 e´ constante. Escolhendo a condic¸a˜o inicial tal que 〈f(p0), f(p0)〉 = 0
conclu´ımos que
f(p) ∈ L5,
para todo p ∈ U . Portanto, f : U → L5 ⊂ R61.
Denotando n = n4 temos que 〈f, n〉 = 〈df, n〉 = 0. Portanto, (f, n) constituem uma faixa


























Afirmamos que as curvaturas principais sa˜o distintas. De fato, como as func¸o˜es li sa˜o na˜o nulas,
temos inicialmente que
a3 6= a1 e a2 6= a1.














Portanto, l22 = l
2
1, o que e´ um absurdo ja´ que, pela condic¸a˜o de Guichard
l21 − l22 + l23 = 0,
implicando em l3 = 0.
Como consequeˆncia dos Teoremas 1.3 e 1.4 temos enta˜o a correspondeˆncia entre redes de
Guichard em R3 e hipersuperf´ıcies conformemente planas em formas espaciais de dimensa˜o 4.
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Teorema 1.5 Considere uma hipersuperf´ıcie conformemente plana, com curvaturas principais
distintas, em uma forma espacial M4K. Enta˜o existe uma rede de Guichard X : U ⊂ R3 → R3











onde g a me´trica euclidiana em U , que satisfazem (1.27). Tal rede e´ u´nica a menos de trans-
formac¸o˜es conformes.
Reciprocamente, seja X = (x1, x2, x3) : U ⊂ R3 → R3, uma rede de Guichard com suas










, onde g a me´trica euclidiana em U , que satisfazem
(1.27). Enta˜o existe uma uma imersa˜o f˜ : U ⊂ R3 →M4K conformemente plana com curvaturas









onde u e´ uma func¸a˜o diferencia´vel que depende de M4k . Neste caso, redes conformemente
equivalentes implicam em imerso˜es conformemente equivalentes.
Demonstrac¸a˜o: A primeira parte e´ a conclusa˜o do que fizemos neste cap´ıtulo. Dada uma
hipersuperf´ıcie conformemente plana f : M3 →M4K ⊂ L5, aplicamos uma deformac¸a˜o conforme
e obtemos uma imersa˜o em f˜ : M3 → L5 com me´trica induzida plana. Neste caso, pelo Teorema
1.2, existe uma rede de Guichard X : M3 ⊂ R3 → R3, onde as func¸o˜es li satisfazem (1.27).
Como curvatura zero e´ uma propriedade intr´ınseca, consideramos M3 como um subconjunto
U ⊂ R3 com a me´trica euclidiana e f como uma imersa˜o isome´trica em L5. Assim, temos uma
rede de Guichard em X : U ⊂ R3 → R3.
Para a rec´ıproca, dada uma rede de Guichard em X : U ⊂ R3 → R3, o Teorema 1.4 garante





vetor normal n tal que 〈f, n〉 = 0, onde as curvaturas principais relativas a n sa˜o distintas. Segue
entao da Proposic¸a˜o 1.3 que, se f e´ uma imersa˜o com me´trica induzida plana, efetuando uma
deformac¸a˜o conforme (f˜ , n˜), onde f˜ = euf e n˜ = n + af , obtemos uma imersa˜o f˜ : U → M4K
conformemente plana, onde u e a sa˜o func¸o˜es definidas em U que dependem de M4k . Sejam ai
as curvaturas principais da imersa˜o plana f referente ao campo normal n dados no teorema





Enta˜o, se as curvaturas principais ai sa˜o distintas, a˜i tambe´m sa˜o. Dessa forma, obtemos uma
imersa˜o conformemente plana em M4K com curvaturas principais distintas. Como a me´trica




2, segue que a me´trica para f˜ sera´ dada por (1.33).

Ale´m da correspondeˆncia entre redes de Guichard em R3 e hipersuperf´ıcies conformemente
planas em formas espaciais M4K , outro ponto fundamental do teorema anterior e´ mostrar como
podemos construir uma hipersuperf´ıcie conformemente plana a partir de um conjunto de func¸o˜es
reais e diferencia´veis (l1, l2, l3). Para isso, e´ necessa´rio e suficiente que (l1, l2, l3) satisfac¸am o









































e a condic¸a˜o de Guichard l21 − l22 + l23 = 0. Atrave´s deste conjunto de soluc¸o˜es, escrevemos
as formas diferenciais (1.31) e (1.32) e obtemos um sistema integra´vel de equac¸o˜es diferenciais
para um referencial adaptado a uma imersa˜o plana f : U → L5. Integrando o sistema e
realizando uma deformac¸a˜o conforme, a hipersuperf´ıcie conformemente plana em M4k e´ obtida.
No pro´ximo cap´ıtulo, mostraremos como obter uma classe de soluc¸o˜es para as equac¸o˜es de
Lame´ com a condic¸a˜o de Guichard.
Para finalizar o cap´ıtulo, temos o seguinte corola´rio do Teorema 1.2
Corola´rio 1.1 Dada uma hipersuperf´ıcie (M3, g) conformemente plana em uma forma espacial
de dimensa˜o 4, existe uma parametrizac¸a˜o por linhas de curvatura X = (x1, x2, x3) : M
3 → R3
tal que g e´ dada nesta parametrizac¸a˜o, por:









g = e2P (x)
{
senh2ϕ(x)(dx1)





com respectivas segundas formas quadra´ticas:






















onde x = (x1, x2, x3), a1(x), a2(x) e a3(x) sa˜o as curvaturas principais.
Demonstrac¸a˜o: Pelo Teorema 1.2, temos uma parametrizac¸a˜o por linhas de curvatura
para a nossa hipersuperf´ıcie dada por uma rede de Guichard X = (x1, x2, x3) : (M






















temos que a me´trica








Considere l22 = e
2P (x), enta˜o g e´ expressa por:



























o que e´ equivalente a 0 <
l1
l2




















E obtemos (1.34). Para a equac¸a˜o (1.35), basta considerar l23 = e
2P (x) para obter










































Para obter (1.36) e (1.37), basta notar que, quando temos uma parametrizac¸a˜o por linhas










Pelo que fizemos acima e pela expressa˜o anterior, segue diretamente que as segundas formas
fundamentais, relacionadas a`s me´tricas sa˜o dadas respectivamente por






















Observac¸a˜o 1.7 O Corola´rio 1.1 e´ o ponto de partida para o trabalho desenvolvido por
Suyama em [29]. Suyama mostrou que a func¸a˜o ϕ e´ um invariante conforme, isto e´, parametrizac¸o˜es
com a mesma ϕ levam em hipersuperf´ıcies conformemente equivalentes. Ale´m disso, conseguiu
classificar todas as classes ja´ descobertas a partir da func¸a˜o ϕ, mostrando que, quando ϕ na˜o
depende de uma varia´vel, a hipersuperf´ıcie esta´ em uma das classes descritas por Lafontaine.







Partindo desta condic¸a˜o nas derivadas parciais de ϕ Suyama obteve uma classificac¸a˜o parcial,
fornecendo construc¸o˜es expl´ıcitas para as hipersuperf´ıcies encontradas. Em 2007, Hertrich-
Jeromin e Suyama descrevem em [13] uma classificac¸a˜o total de hipersuperf´ıcies conformemente







para o caso (1.35). A classificac¸a˜o obtida foi dada em termos de redes de Guichard, seguindo as
ide´ias introduzidas por Hertrich-Jeromin em [11], onde mostrou-se que as hipersuperf´ıcies desta
classe esta˜o relacionadas a um tipo especial de redes de Guichard, denominada pelos autores
de redes de Guichard c´ıclicas.
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Cap´ıtulo 2
O grupo de simetria para as equac¸o˜es
de Lame´
Neste cap´ıtulo iremos calcular o grupo de simetria para as equac¸o˜es de Lame´ (1.27) assim
como soluc¸o˜es invariantes por subgrupos de translac¸a˜o. Faremos inicialmente uma introduc¸a˜o
a` Teoria dos Grupos de Simetria, para deixar o leitor familiarizado com os me´todos e te´cnicas
para calcular o grupo de simetria, efetuar ca´lculo de invariantes ba´sicos e tambe´m de soluc¸o˜es
invariantes.
Uma vez estabelecidas as noc¸o˜es da teoria dos grupos de simetria, partiremos em busca do
grupo de simetria para as equac¸o˜es de Lame´. Veremos que o grupo e´ constitu´ıdo de translac¸o˜es
e dilatac¸o˜es no espac¸o das varia´veis, e de dilatac¸o˜es no espac¸o das func¸o˜es. Dando sequeˆncia
ao cap´ıtulo, calcularemos os invariantes pelo subgrupo de translac¸a˜o e tambe´m as soluc¸o˜es do
sistema invariantes pela ac¸a˜o deste subgrupo.
2.1 Introduc¸a˜o a` Teoria dos Grupos de Simetria
A noc¸a˜o de grupos de simetria de sistema de equac¸o˜es diferenciais foi introduzida por Lie no
final do se´culo 19. Veremos que um grupo de Lie e´ um grupo de simetria de um sistema de
equac¸o˜es diferenciais, quando, a grosso modo, a ac¸a˜o do grupo transforma soluc¸o˜es do sistema
em outras soluc¸o˜es. Pore´m, a aplicac¸a˜o mais importante, consiste no uso de invariantes pela
ac¸a˜o do grupo (ou de subgrupos) para reduzir o nu´mero de varia´veis de uma equac¸a˜o diferencial
parcial, podendo ate´ mesmo, reduzir para um sistema de equac¸o˜es diferenciais ordina´rias que
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apresenta uma quantidade maior de te´cnicas de resoluc¸a˜o, o que, em teoria, facilitaria nosso
trabalho na busca de soluc¸o˜es para o sistema original.
Faremos nessa sessa˜o uma breve introduc¸a˜o a` teoria dos grupos de simetria de um sistema
de equac¸o˜es diferenciais parciais. Por breve, entenderemos definic¸o˜es e exemplos ba´sicos, assim
como os resultados mais importantes para o nosso trabalho. O leitor interessado em aprofundar-
se nesta teoria, podera´ encontrar as demonstrac¸o˜es dos resultados, exemplos mais avanc¸ados e
outras te´cnicas em [22].
2.1.1 Ac¸a˜o Local
Definic¸a˜o 2.1 Seja M uma variedade diferencia´vel. Um grupo local de transformac¸o˜es agindo
em M e´ dado por um grupo de Lie G, um subconjunto aberto U , tal que
{e} ×M ⊂ U ⊂ G×M,
onde e e´ o elemento neutro do grupo, e uma aplicac¸a˜o diferencia´vel Ψ : U 7→ M satisfazendo
as seguintes propriedades:
a) Se (h, x), (g, Ψ(h, x)) e (g · h, x) pertencem a U , enta˜o
Ψ(g,Ψ(h, x)) = Ψ(g · h, x).
b) Para todo x ∈M ,
Ψ(e, x) = x.
c) Se (g, x) ∈ U , enta˜o (g−1,Ψ(g, x)) ∈ U e
Ψ(g−1,Ψ(g, x)) = x.
Para simplificar a notac¸a˜o denotaremos Ψ(g, x) por g · x, de forma que as condic¸o˜es da
definic¸a˜o acima sa˜o escritas como
g · (h · x) = (g · h) · x,
e · x = x,
g−1 · (g · x) = x.
Onde g, h e x esta˜o nas condic¸o˜es da definic¸a˜o.
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Definic¸a˜o 2.2 Seja G um Grupo de Lie local de transformac¸o˜es agindo em M , enta˜o, para
cada x ∈M , definimos a o´rbita atrave´s de x por
Ox = {g1 · g2 · . . . · gk · x | k ≥ 1, gi ∈ G e g1 · g2 · . . . · gk · x esta´ definido.}
Ale´m disso, dizemos que o grupo G age semi-regularmente se todas as o´rbitas sa˜o subvariedades
de M com a mesma dimensa˜o.
Exemplo 2.1 Exemplo de Grupos de Transformac¸o˜es.
a) O grupo de translac¸o˜es em Rm: Seja v 6= 0 um vetor fixado em Rm e seja G = R o grupo
aditivo. Defina,
Ψv(ε, x) = x+ εv, x ∈ Rm, ε ∈ R.
E´ fa´cil ver que as o´rbitas sa˜o retas paralelas a v de forma que a ac¸a˜o e´ semi-regular com
o´rbitas unidimensionais.
b) O grupo de dilatac¸o˜es em Rm: Considere novamente o grupo aditivo G = R, uma constante
λ > 0 e defina
Ψλ(ε, x) = λ
εx, x ∈ Rm, ε ∈ R.
Neste caso, temos o´rbitas unidimensionais, quando x 6= 0 e a o´rbita singular consistindo
apenas da origem {0}. Dessa forma, a ac¸a˜o e´ semi-regular no conjunto aberto Rm\ {0}.
2.1.2 Fluxos
Seja v um campo de vetores, vamos denotar por Ψ(ε, x) a curva integral maximal de v passando
por x e dizer que Ψ e´ o fluxo gerado por v. O fluxo de um campo vetorial possui as seguintes
propriedades:
Ψ(δ,Ψ(ε, x)) = Ψ(δ + ε, x), x ∈M, (2.1)
para todo δ, ε ∈ R tal que ambos os lados esta˜o definidos,




Ψ(ε, x) = v|Ψ(ε,x). (2.3)
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Comparando as propriedades (2.1) e (2.2) com os ı´tens a) e b) da Definic¸a˜o 2.1, podemos
ver que o fluxo gerado por um campo vetorial representa uma ac¸a˜o local do grupo de Lie R em
uma variedade M , dessa forma dizemos que Ψ e´ um grupo a 1-paraˆmetro de transformac¸o˜es e
v e´ chamado gerador infinitesimal da ac¸a˜o. Perceba que as o´rbitas deste grupo sa˜o as curvas
integrais maximais do campo vetorial v.
Reciprocamente, se Ψ(ε, x) e´ um grupo a 1-paraˆmetro de transformac¸o˜es qualquer agindo






Assim, o teorema de existeˆncia e unicidade garante que o fluxo gerado por v coincide com a
dada ac¸a˜o local de R em M no domı´nio comum de definic¸a˜o.
Um grupo a 1-paraˆmetro gerado por um dado campo vetorial v e´ frequentemente chamado
de exponenciac¸a˜o do campo vetorial. Usaremos aqui a seguinte notac¸a˜o
exp(εv)x ≡ Ψ(ε, x).
Exemplo 2.2 Exemplos de campos vetoriais e fluxos.
a) Seja M = R com coordenada x e ∂x ≡ −→01 o vetor coordenado usual. Considere o campo
vetorial v = ∂x. Segue que
exp(εv)x = α(ε),
onde α e´ uma curva que satisfaz  α′(ε) = v,α(0) = x. (2.5)
Dessa forma temos que exp(εv)x = x+ ε. Para o campo vetorial v = x∂x, basta analisar o
sistema (2.5) para ver que, neste caso exp(εv)x = eεx.
b) Seja M = R2 com coordenadas (x, y) e base coordenada usual ∂x ≡ e1, ∂y ≡ e2, onde {e1, e2}
e´ a base canoˆnica. Considere o grupo de rotac¸o˜es no plano
exp(εv)(x, y) = (x cos ε− y sin ε, x sin ε+ y cos ε).
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(x sin ε+ y cos ε) = x.
Assim, v = −y∂x+x∂y e´ o gerador infinitesimal e, de fato, o grupo de transformac¸o˜es acima
coincide com as soluc¸o˜es do sistema de equac¸o˜es diferenciais ordina´rias x′(ε) = −y,y′(ε) = x.
2.1.3 Invariantes
Definic¸a˜o 2.3 Seja G um grupo local de transformac¸o˜es agindo em uma variedade M . Uma
func¸a˜o ξ : M → R e´ chamada um invariante de G se para todo x ∈ M e para todo g ∈ G tal
que g · x esta´ definido, vale
ξ(g · x) = ξ(x).
Proposic¸a˜o 2.1 Seja G um grupo conexo de transformac¸o˜es agindo em uma variedade M .
Uma func¸a˜o diferencia´vel ξ : M → R e´ uma func¸a˜o invariante para G se, e somente se,
v(ξ) = 0, ∀x ∈M, (2.6)
e para todo gerador infinitesimal v de G.
Definic¸a˜o 2.4 Considere ξ1(x), . . . , ξk(x) func¸o˜es reais e diferencia´veis, definidas emM . Enta˜o
a) ξ1, . . . , ξk sa˜o chamadas funcionalmente dependentes se para cada x ∈ M existe uma viz-
inhanc¸a U de x e uma func¸a˜o real diferencia´vel F (z1, . . . , zk), na˜o identicamente nula em
qualquer subconjunto de Rk, tal que
F (ξ1(x), . . . , ξk(x)) = 0, (2.7)
para todo x ∈ U .
b) ξ1, . . . , ξk sa˜o chamadas funcionalmente independentes se na˜o sa˜o funcionalmente depen-
dentes quando restritas a um subconjunto aberto qualquer U ⊂M .
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O seguinte teorema nos da´ a quantidade ma´xima de invariantes funcionalmente indepen-
dentes que podemos obter por uma ac¸a˜o de G em M :
Teorema 2.1 Suponha que G age semi-regularmente na variedade M de dimensa˜o m com
o´rbitas s-dimensionais. Se x0 ∈ M , enta˜o existem precisamente m − s invariantes funcional-
mente independentes ξ1, . . . , ξm−s definidos em uma vizinhanc¸a de x0. Ale´m disso, qualquer
outro invariante definido nesta vizinhanc¸a e´ da forma
ξ(x) = F (ξ1(x), . . . , ξm−s(x)), (2.8)
para alguma func¸a˜o diferencia´vel F .
Falta mostrar como encontrar invariantes de um dado grupo de transformac¸o˜es. Inicial-
mente, suponha que G e´ um grupo de transformac¸o˜es a 1-paraˆmetro agindo em M , com gerador
infinitesimal
v = η1(x)∂x1 + · · ·+ ηm(x)∂xm ,
expresso em alguma parametrizac¸a˜o local dada. Pela equac¸a˜o (2.6), um invariante ξ de G e´
uma soluc¸a˜o da seguinte equac¸a˜o diferencial parcial linear de 1a ordem
v(ξ) = η1(x)∂x1ξ + · · ·+ ηm(x)∂xmξ = 0. (2.9)
O Teorema 2.1 diz enta˜o que, se v e´ na˜o nulo, enta˜o existem m−1 invariantes funcionalmente
independentes, consequentemente, m − 1 soluc¸o˜es funcionalmente independentes da equac¸a˜o
diferencial parcial (2.9) em uma vizinhanc¸a de x0 ∈M .
O ca´lculo de invariantes independentes para grupo de transformac¸o˜es a r-paraˆmetros con-
siste no seguinte: Se vk =
∑
i
ηki ∂xi , k = 1, . . . , r forma uma base para os geradores infinitesi-
mais, enta˜o os invariantes sa˜o encontrados resolvendo o seguinte sistema linear homogeˆneo de




ηki ∂xiξ = 0, k = 1, . . . , r.
Uma maneira de proceder este ca´lculo e´ trabalhar de maneira indutiva, isto e´, uma vez que
ξ e´ necessariamente um invariante simultaˆneo de todos os vetores v1, . . . ,vk, calculamos ini-
cialmente os invariantes de v1. Como qualquer invariante simultaˆneo ξ deve, em particular,
ser um invariante de v1, escrevemos ξ como func¸a˜o dos invariantes calculados de v1. Assim,
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dever´ıamos reexpressar os vetores restantes v2, . . . , vr usando os invariantes de v1 como coor-
denadas e enta˜o encontrar os invariantes simultaˆneos destes r − 1 “novos” campos vetoriais.
Procedendo indutivamente, dever´ıamos ser capazes de encontrar os invariantes independentes
simultaˆneos. Tal processo pore´m, pode na˜o ser simples. Veremos na construc¸a˜o dos invariantes
necessa´rios para nosso problema, como esse procedimento funciona.
2.1.4 Grupos de Simetria
Considere um sistema S de equac¸o˜es diferenciais envolvendo p varia´veis independentes x =
(x1, . . . , xp) e q varia´veis dependentes u = (u1, . . . , uq). Seja X = Rp, com coordenadas x =
(x1, . . . , xp), o espac¸o das varia´veis independentes e U = Rq, com coordenadas u = (u1, . . . , uq).
Temos enta˜o a seguinte definic¸a˜o
Definic¸a˜o 2.5 Seja S um sistema de equac¸o˜es diferenciais. Um grupo de simetria do sistema
S e´ um grupo local de transformac¸o˜es G agindo em um aberto M ⊂ X ×U com a propriedade
de sempre que u = f(x) e´ uma soluc¸a˜o de S e sempre que g · f esta´ definido para g ∈ G, enta˜o
u = g · f(x) e´ ainda uma soluc¸a˜o do sistema.
Uma das vantagens de se conhecer um grupo de simetria de um sistema de equac¸o˜es diferen-
ciais e´ que podemos construir novas soluc¸o˜es do sistema a partir daquelas conhecidas. De fato,
se sabemos que u = f(x) e´ uma soluc¸a˜o do problema, enta˜o u˜ = g ·f(x˜) e´ tambe´m uma soluc¸a˜o
para qualquer elemento g, portanto, podemos encontrar famı´lias de soluc¸o˜es apenas aplicando
a ac¸a˜o a uma soluc¸a˜o conhecida por todos os elementos do grupo.
A outra vantagem consiste em encontrar soluc¸o˜es invariantes pela ac¸a˜o de um grupo de
simetria. Veremos que esta vantagem e´ mais interessante, uma vez que o me´todo de encontrar
soluc¸o˜es invariantes permite reduzir a quantidade de varia´veis do sistema, podendo inclusive
reduzi-lo a uma equac¸a˜o diferencial ordina´ria que, na teoria, possui mais me´todos para encontrar
soluc¸o˜es. Por hora, vamos nos concentrar nos me´todos para encontrar o grupo de simetria e
posteriormente, mostraremos como encontrar soluc¸o˜es invariantes.
Considere uma func¸a˜o real diferencia´vel f(x) = f(x1, . . . , xp) de p varia´veis independentes.
Um ca´lculo combinato´rio mostra que existem
pk ≡








∂xj1∂xj2 · · · ∂xjk
. (2.10)
Nesta notac¸a˜o, J = (j1, . . . , jk) e´ uma k-upla na˜o ordenada de inteiros, com entradas 1 ≤
jk ≤ p, indicando quais derivadas esta˜o sendo tomadas. Denotamos a ordem de tal multi-´ındice
por |J | ≡ k. Em geral, se f : X → U e´ uma func¸a˜o diferencia´vel de X ⊂ Rp para U ⊂ Rq,
de forma que u = (u1(x), . . . , uq(x)), existem q · pk nu´meros uα,J necessa´rios para representar
todas as diferentes derivadas de k-e´sima ordem das componentes de u em um ponto x. Seja
Uk ≡ Rq·pk , munido com coordenadas uα,J para α variando de 1 a q e para todos multi-´ındices
J = (j1, . . . , jk) de ordem k.
Definimos enta˜o o espac¸o de jatos de ordem n sobre o espac¸o X × U o conjunto
X × U (n) := X × U × U1 · · · × Un, (2.11)
que representa as varia´veis independentes, as varia´veis dependentes e as derivadas das varia´veis
independentes de ordens no ma´ximo k. Um ponto de U (n) sera´ denotado por
u(n) = pr(n)u(x), (2.12)
chamado o n-e´simo prolongamento de u. Dessa forma, pr(n)u e´ uma func¸a˜o de X no espac¸o
U (n) que para cada x em X associa um vetor tal que suas coordenadas representam os valores
de u e suas derivadas de ordem no ma´ximo n em x.
Voltemos agora ao nosso sistema de equac¸o˜es diferenciais. Um sistema de equac¸o˜es difer-






= 0, ν = 1, . . . ,m.











seus argumentos, de forma que ∆ pode ser vista como uma palicac¸a˜o diferencia´vel do espac¸o
de jatos X × U (n) em algum espac¸o euclidiano m-dimensional,
∆ : X × U (n) → Rm.




(x, u(n)) : ∆(x, u(n)) = 0
} ⊂ X × U (n). (2.13)
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do espac¸o de jatos. Deste ponto de vista, dizer que uma func¸a˜o u e´ soluc¸a˜o do sistema S e´ equiv-
alente a dizer que o gra´fico do prolongamento pr(n)u esta´ contido inteiramente na subvariedade
S∆, determinada pelo sistema.
Exemplo 2.3 Considere a equac¸a˜o de Laplace no plano
uxx + uyy = 0.
Neste caso, temos p = 2, q = 1 e n = 2. Em termos de coordenadas (x, y, u, ux, uy, uxx, uxy, uyy)
de X × U (2), a equac¸a˜o de Laplace define uma subvariedade linear, ou um hiperplano neste
espac¸o, dado pelo conjunto cuja soma da quarta coordenada com a sexta e´ igual a zero. Tal
hiperblano e´ o conjunto S∆ da equac¸a˜o de Laplace. Perceba que a func¸a˜o,
f(x, y) = x3 − 3xy2,
e´ soluc¸a˜o, uma vez que o gra´fico de
pr(2)f(x, y) = (x3 − 3xy2, 3x2 − 3y2,−6xy, 6x,−6y,−6x),
esta´ contido em S∆ (a soma da quarta e sexta coordenada se anula).
O que veremos a seguir e´ como usar este conceito de subvariedade do espac¸o de jatos
associada ao sistema de equac¸o˜es diferenciais para determinar se um dado grupo e´ um grupo
de simetria do sistema.
Suponha que G e´ um grupo local de transformac¸o˜es agindo em um subconjunto aberto
M ⊂ X × U do espac¸o das varia´veis independentes e dependentes. Existe uma ac¸a˜o local
induzida por G no espac¸o de jatos M (n), chamada n-e´simo prolongamento da ac¸a˜o de G em M
e denotada por pr(n)G. Este prolongamento e´ definido de forma que transforma as derivadas
de uma func¸a˜o u em derivadas correspondentes da func¸a˜o transformada u˜. Mais precisamente,
determinamos a ac¸a˜o de uma transformac¸a˜o prolongada pr(n)g no ponto (x0, u
(n)
0 ) avaliando as
derivadas da func¸a˜o transformada g · u no ponto x˜0 = g · x0, explicitamente,




0 ≡ pr(n)(g · u)(x˜0).
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Podemos enta˜o estabelecer o seguinte teorema que determina se um dado grupo e´ um grupo
de simetria de um sistema de equac¸o˜es diferenciais parciais usando o ambiente na qual estamos
inseridos, isto e´, espac¸os de jato e prolongamentos.
Teorema 2.2 Seja M um subconjunto aberto de X × U e suponha que ∆(x, u(n)) = 0 e´ um
sistema de equac¸o˜es diferenciais de ordem n definido em M , com subvariedade correspon-
dente S∆ ⊂ M (n). Suponha que G e´ um grupo local de transformac¸o˜es agindo em M cujo
prolongamento deixa S∆ invariante, no sentido de que se (x, u(n)) ∈ S∆ enta˜o temos que
pr(n)g · (x, u(n)) ∈ S∆ para todo g ∈ G, tal que a ac¸a˜o esta´ definida. Enta˜o G e´ um grupo
de simetria do sistema.
Demonstrac¸a˜o: A prova consiste apenas em esclarecer e usar as definic¸o˜es anteriores.







do prolongamento pr(n)f esta´ inteiramente contido em S∆. Se g ∈ G e´ tal que a func¸a˜o
transformada g · f esta´ bem definida, o gra´fico do seu prolongamento, a saber Γ(n)g·f , e´ o mesmo











Como S∆ e´ invariante sob pr(n)g, o gra´fico de pr(n)(g · f) novamente esta´ inteiramente contido
em S∆, mas isso e´ apenas outra forma de dizer que a func¸a˜o g · f e´ uma soluc¸a˜o do sistema ∆.

Vamos agora em direc¸a˜o de um importante teorema que nos dara´ um crite´rio para que um
grupo local de transformac¸o˜es seja um grupo de simetria de um sistema de equac¸o˜es diferenciais.
Para isto, precisamos da seguinte definic¸a˜o,
Definic¸a˜o 2.6 Seja
∆ν(x, u
(n)) = 0, ν = 1, . . . ,m,










de ∆ com respeito a todas as varia´veis (x, u(n)) e´ de posto m sempre que ∆(x, u(n)) = 0.
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Assim, por exemplo, a equac¸a˜o de Laplace
uxx + uyy = 0,
e´ de posto ma´ximo, ja´ que a matriz Jacobiana nas varia´veis (x, y, u, ux, uy, uxx, uxy, uyy) em
X × U (2) e´
J = (0, 0, 0, 0, 0, 1, 0, 1),
que e´ de posto 1.
Assim como as pro´prias transformac¸o˜es, podemos tambe´m definir o prolongamento dos
correspondentes geradores infinitesimais da ac¸a˜o. De fato, estes sera˜o justamente os geradores
infinitesimais da ac¸a˜o prolongada do grupo.
Definic¸a˜o 2.7 Seja M ⊂ X ×U um aberto e suponha que v e´ um campo vetorial em M , com
correspondente grupo a 1-paraˆmetro exp(εv). O n-e´simo prolongamento de v, denotado por
pr(n)v, sera´ um campo vetorial no espac¸o de jatos M (n) e e´ definido como o gerador infinitesimal






pr(n) [exp(εv)] (x, u(n)),
para qualquer (x, u(n)) ∈M (n).
Neste ponto, podemos enunciar um dos teoremas mais importantes para o ca´lculo dos grupos
de simetria. Omitiremos aqui a prova, que pode ser encontrada em [22].
Teorema 2.3 Suponha que
∆ν(x, u
(n)) = 0, ν = 1, . . . ,m,
e´ um sistema de equac¸o˜es diferenciais de posto ma´ximo, definido sobre M ⊂ X × U . Se G e´






= 0, ν = 1, . . . ,m, sempre que ∆ν(x, u
(n)) = 0, (2.14)
para todo gerador infinitesimal v de G, enta˜o G e´ um grupo de simetria do sistema.
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Dessa forma, a equac¸a˜o (2.14) torna-se um crite´rio para determinar se um dado grupo
de transformac¸o˜es e´ um grupo de simetria do sistema, na verdade, mostra-se que essa e´ uma
condic¸a˜o necessa´ria e suficiente e esta prova pode ser encontrada em [22] (Teorema 2.71). O que
nos interessa, por hora, e´ como usar esse crite´rio para encontrar o grupo de simetria. Uma vez
encontradas simetrias infinitesimais que satisfazem (2.14), a seguinte proposic¸a˜o, cuja demon-
strac¸a˜o pode ser encontrada em [22], garante que obtemos uma a´lgebra com essas simetrias:
Proposic¸a˜o 2.2 Seja ∆ um sistema de equac¸o˜es diferenciais parciais de posto ma´ximo definido
em M ⊂ X × U. O conjunto de todas simetrias infinitesimais do sistema forma uma a´lgebra
de Lie de campos vetoriais em M . Ale´m disso, se essa a´lgebra de Lie e´ de dimensa˜o finita,
a componente conexa da identidade do grupo de simetria do sistema e´ um grupo de Lie de
transformac¸o˜es agindo em M .
Veremos agora como escrever o prolongamento de um dado campo vetorial, antes, precis-
aremos da seguinte definic¸a˜o:
Definic¸a˜o 2.8 Seja P (x, u(n)) uma func¸a˜o diferencia´vel de x, u e as derivadas de u de ordem
no ma´ximo n, definida em um subconjunto aberto M (n)X×U (n). A derivada total com relac¸a˜o















∂xj1 · · · ∂xjk
para J = (j1, . . . , jk).
































+ · · · ,
Assim, se P = xuuxy, temos
DxP = uuxy + xuxuxy + xuuxxy,
DyP = xuyuxy + xuuxyy
Nesse ponto ja´ estamos em condic¸o˜es de entender o enunciado do pro´ximo teorema que e´















um campo vetorial definido em um subconjunto aberto de M ⊂ X×U . O n-e´simo prolongamento
de v e´ o campo vetorial










definido no espac¸o de jatos correspondente M (n) ⊂ X×U (n), onde a segunda soma e´ feita sobre
todos multi-´ındices J = (j1, . . . , jk), com 1 ≤ jk ≤ p, 1 ≤ k ≤ n e os coeficientes φα(J) de prnv




















A prova e´ bastante extensa e´ na˜o e´ interessante neste momento estuda´-la em detalhes aqui.
O que nos interessa sa˜o as fo´rmulas (2.15) e (2.16), que sera˜o u´teis no que veremos a seguir. O
leitor interessado na demonstrac¸a˜o do Teorema 2.4 pode encontra´-la em [22].
O Teorema 2.3 juntamente com as fo´rmulas (2.15) e (2.16) fornece um me´todo efetivo para
encontrar o grupo de simetria (conexo) mais geral de quase todos sistema de equac¸o˜es diferen-
ciais. Neste me´todo, considera-se os coeficientes ξi(x, u) e φα(x, u) do gerador infinitesimal v
de um grupo de simetria a 1-paraˆmetro hipote´tico como func¸o˜es de x e u desconhecidas. Os co-
eficientes φα(J) do gerador infinitesimal prolongado pr
(n)v sera˜o expresso˜es envolvendo derivadas
parciais de ξi e φα com respeito tanto a x quanto a u. O crite´rio de invariaˆncia infinitesimal
(2.14) ira´ enta˜o envolver x, u e as derivadas de u com relac¸a˜o a x, assim como ξi, φα e suas
derivadas parciais com relac¸a˜o a x e u. Apo´s eliminar quaisquer dependeˆncias entre as derivadas
de u causadas pelo sistema (uma vez que a equac¸a˜o (2.14) deve valer apenas quando o sistema
e´ satisfeito), podemos enta˜o igualar a zero os coeficientes das derivadas parciais independentes
de u remanescentes e assim obter um grande nu´mero de equac¸o˜es diferenciais parciais ele-
mentares para as func¸o˜es ξi e φα, chamadas equac¸o˜es determinantes para o grupo de simetria
do sistema dado. Na maioria dos casos, estas equac¸o˜es determinantes podem ser resolvidas por
me´todos elementares, e a soluc¸a˜o geral ira´ determinar a simetria infinitesimal mais geral do
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sistema. A Proposic¸a˜o 2.2 assegura que o sistema resultante de geradores infinitesimais forma
uma a´lgebra de Lie de simetrias e o grupo de simetria pode ser encontrado exponenciando os
campos vetoriais dados.
Veremos com um exemplo simples, como esse me´todo e´ desenvolvido. Escolhemos aqui a
equac¸a˜o do calor para obter grupos de simetria.
Exemplo 2.4 A equac¸a˜o do calor. Considere a equac¸a˜o do calor dada por
ut = uxx.
Aqui temos duas varia´veis independentes, x e t, e apenas uma dependente, a func¸a˜o u. Portanto,
p = 2 e q = 1 na nossa notac¸a˜o. Como a equac¸a˜o e´ de segunda ordem, temos n = 2 e podemos
identifica´-la com a subvariedade linear em X × U (2) determinada por
∆(x, t, u(2)) = ut − uxx = 0.
Seja
v = ξ(x, t, u)
∂
∂x
+ τ(x, t, u)
∂
∂t




um campo vetorial em X × U . Queremos determinar todos os coeficientes poss´ıveis ξ, τ e φ
de forma que o grupo a 1-paraˆmetro exp(εv) e´ um grupo de simetria da equac¸a˜o do calor. De
acordo com o Teorema 2.3, precisamos saber o segundo prolongamento















de v. Quando aplicamos pr(2)v a equac¸a˜o do calor, descobrimos que o crite´rio infinitesimal
(2.14) sera´
φ(t) = φ(xx), (2.18)
que deve ser satisfeito sempre que ut = uxx. Os coeficientes sa˜o dados por:
φ(t) = φt − ξtux + (φu − τt)ut − ξuuxut − τuu2t ,
φ(xx) = φxx + (2φxu − ξxx)ux − τxxut + (φuu − 2ξxu)u2x − 2τxuuxut − ξuuu3x − τuuu2xut
+(φu − 2ξx)uxx− 2τxuxt − 3ξuuxuxx − τuutuxx − 2τuuxuxt
Substituindo os coeficientes dados acima em (2.18), substituindo ut por uxx para eliminar a
dependeˆncia funcional e igualando a zero os coeficientes dos monoˆmios nas primeiras e segundas
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derivadas de u, encontramos as equac¸o˜es determinantes para o grupo de simetria. Abaixo
seguem essas equac¸o˜es, onde entre pareˆnteses indicamos qual e´ o monoˆmio que determina a
equac¸a˜o:
τu = 0, (uxuxt) (2.19)
τx = 0, (uxt) (2.20)
0 = 0, (uxx) (2.21)
τuu = 0, (u
2
xuxx) (2.22)
τxu + ξu = 0, (uxuxx) (2.23)
τxx − τt − 2ξx = 0, (uxx) (2.24)
ξuu = 0, (u
3
x) (2.25)
φuu − 2ξxu = 0, (u2x) (2.26)
2φxu − ξxx + ξt = 0, (ux) (2.27)
φxx − φt = 0, (1) (2.28)
Vamos agora resolver as equac¸o˜es determinantes. Primeiro, (2.19) e (2.20) exigem que τ seja
uma func¸a˜o apenas da varia´vel t. Enta˜o (2.23) mostra que ξ na˜o depende de u e (2.24) requer
que τt = 2ξx, enta˜o ξ(x, t) =
1
2
τtx + σ(t), onde σ e´ alguma func¸a˜o que depende apenas de t.
Em seguida, por (2.26), φ e´ linear em u, enta˜o
φ(x, t, u) = β(x, t)u+ α(x, t),
para certas func¸o˜es α e β. De acordo com (2.27), ξt = −2βx, de forma que β e´ no ma´ximo







Finalmente, a u´ltima equac¸a˜o (2.28) exige que ambas α e β sejam soluc¸o˜es da equac¸a˜o do calor.
Usando a forma que obtemos anteriormente para β temos
τttt = 0, σtt = 0, ρt = −1
4
τtt.
Assim, τ e´ quadra´tica em t, σ e´ linear em t e podemos enta˜o escrever ξ e φ diretamente de
ρ, σ e τ. Como temos todas as equac¸o˜es determinantes satisfeitas, conclu´ımos que a simetria
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infinitesimal mais geral da equac¸a˜o do calor tem os seguintes coeficientes
ξ = c1 + c4x2c5t+ 4c6xt,
τ = c2 + 4c4t+ 4c6t
2,
φ = (c3 − c5x− 2c6t− c6x2)u+ α(x, t),
onde c1, . . . , c6 sa˜o constantes arbitra´rias e α(x, t) e´ uma soluc¸a˜o qualquer da equac¸a˜o do calor.

































− (x2 + 2t)u ∂
∂u
,
e a suba´lgebra de dimensa˜o infinita




Onde α e´ uma soluc¸a˜o arbitra´ria da equac¸a˜o do calor.
Os grupos a 1-paraˆmetro Gi gerados por vi sa˜o dados abaixo. As entradas fornecem o ponto
transformado exp(εvi)(x, t, u) = (x˜, t˜, u˜) :
G1 : (x+ ε, t, u),
G2 : (x, t+ ε, u),












G3 : (x, t, u+ εα(x, t)).
O grupo a 1-paraˆmetro de simetria mais geral e´ obtido considerando a combinac¸a˜o linear
geral
c1v1 + · · · c6v6 + vα
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dos vetores encontrados, no entanto, a fo´rmula expl´ıcita do grupo e´ bem complicada.
No nosso trabalho tambe´m escreveremos apenas subgrupos e na˜o o grupo todo, o que ira´
nos interessar sa˜o soluc¸o˜es invariantes por determinados subgrupos de simetria, o que ja´ nos
dara´ soluc¸o˜es especiais para o sistema de equac¸o˜es diferenciais que estamos estudando.
2.2 Equac¸o˜es de Lame´
Nesta sec¸a˜o apresentaremos o ca´lculo dos grupos de simetria para as equac¸o˜es de Lame´. A
motivac¸a˜o para a aplicac¸a˜o da teoria de grupos de simetria a este sistema de equac¸o˜es veio do
trabalho de Tenenblat e Winternitz [32], onde foi calculado o grupo de simetria para as equac¸o˜es
generalizadas intr´ınsecas da onda e de sine-Gordon, e do trabalho de Ferreira [8], onde foi
calculado o grupo de simetria para as equac¸o˜es generalizadas intr´ınsecas de Laplace e de sinh-
Gordon el´ıpticas. Uma vez que estes sistemas de equac¸o˜es sa˜o de certa forma semelhantes ao
que estamos tratando aqui, utilizaremos as te´cnicas desenvolvidas nestes trabalhos para calcular
o grupo de simetria para as equac¸o˜es de Lame´. Veremos aqui que a condic¸a˜o de Guichard exerce
um papel fundamental, mostrando que o grupo de simetria e´ diferente daqueles considerados
nas equac¸o˜es acima.
2.2.1 Ca´lculo dos Grupos





















onde i, j e k sa˜o ı´ndices distintos variando em {1, 2, 3} e todos as func¸o˜es li sa˜o distintas de
zero.
Como vimos, a ordem de derivac¸a˜o do sistema influi diretamente no ca´lculo do grupo de
simetria procurado. Dessa forma, e´ conveniente em alguns casos, reduzir a ordem de derivac¸a˜o
introduzindo novas func¸o˜es.
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E´ o que faremos para o nosso problema. Considere enta˜o as func¸o˜es hij, com i 6= j, definidas
por
li,xj − hijlj = 0. (2.31)
Considerando a equac¸a˜o (2.29) temos



















Dessa forma, obtemos a partir de (2.31) e (2.32) a seguinte equac¸a˜o
hij,xk − hikhkj = 0, (2.33)
para i, j, k distintos.





















hij,xj + hji,xi + hikhjk = 0, (2.34)
para i, j, k distintos.
Uma vez que as func¸o˜es l1, l2 e l3 satisfazem a relac¸a˜o de Guichard (1.26)
l21 − l22 + l23 = 0,
existem outras relac¸o˜es envolvendo as derivadas de li e hij diferente das apresentadas em (2.31),
(2.33) e (2.34). Vamos obteˆ-las a seguir para usa´-las no ca´lculo do grupo de simetria. Para
isso, consideraremos a seguinte notac¸a˜o para sinal, denotada por εs dada por
εs =
 1 se s = 1 ou s = 3,−1 se s = 2,







k = 0. (2.35)
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Derivando (2.35) em relac¸a˜o a xi temos









Assim, basta usar a definic¸a˜o das func¸o˜es hij para obter
εili,xi + εjhjilj + εkhkilk = 0, (2.36)
para i, j, k distintos.
Derivando agora a equac¸a˜o acima em xj, obtemos
εili,xixj + εjhji,xj lj + εjhjilj,xj + εkhki,xj lk + εkhkilk,xj = 0.
Substituindo lj,xj , hki,xj e lk,xj atrave´s das equac¸o˜es (2.36), (2.33) e (2.31) respectivamente
(com os ı´ndices ajustados) obtemos
εili,xixj + εjhji,xj lj − hji (εihijli + εkhkjlk) + εkhkjhjilk + εkhkihkjlj = 0.







+ εkhkihkj = 0.
Escrevendo agora as func¸o˜es hij e hji da forma como sa˜o dadas em (2.31) obtemos
εi
(
li,xjxilj − li,xj lj,xi
l2j
)








+ εjhji,xj + εkhkihkj = 0,
isto e´,
εihij,xi + εjhji,xj + +εkhkihkj = 0. (2.37)
Resumimos enta˜o as equac¸o˜es (2.31), (2.33), (2.34), (2.35), (2.36) e (2.37) no seguinte








k = 0 (2.38)
li,xj − hijlj = 0 (2.39)
εili,xi + εjhjilj + εkhkilk = 0 (2.40)
hij,xk − hikhkj = 0 (2.41)
hij,xj + hji,xi + hikhjk = 0 (2.42)
εihij,xi + εjhji,xj + εkhkihkj = 0 (2.43)
O sistema acima sera´ chamado equac¸o˜es de Lame´ de 1a ordem e o denotaremos por ∆ =
(∆ν(x, l, hij, li,xs , hijs,xs)) = 0, onde ν representa a coordenada da func¸a˜o ∆ e 1 ≤ ν ≤ 22,
x = (x1, x2, x3) e l = (l1, l2, l3). Perceba que X × U (1) possui 39 coordenadas, uma vez que
temos:
3 varia´veis independentes : x1, x2 , x3
9 varia´veis dependentes : l1, l2, l3, hij
27 derivadas : li,xs , hij,xs
Assim, para mostrar que o sistema e´ de posto ma´ximo, basta mostrar que a matriz Jacobiana
de ∆ = (∆ν) possui 22 colunas linearmente independentes. Observe que:
• ∂∆
∂li,xj
fornece 9 vetores l.i., atrave´s da ana´lise das equac¸o˜es (2.39) e (2.40);
• ∂∆
∂hij,xs
fornece 6 vetores l.i, atrave´s da ana´lise da equac¸a˜o (2.41);
• ∂∆
∂hij,xi
, com i < j, fornece 3 vetores l.i, atrave´s da ana´lise da equac¸a˜o (2.42);
• ∂∆
∂hij,xj
, com i < j, fornece 3 vetores l.i, atrave´s da ana´lise da equac¸a˜o (2.42);
• ∂∆
∂l1
= (2l1, 0, 0,−h21l1, 0,−h31, 0,−h12, h13, 0, . . . , 0).
Como os vetores acima constituem 22 vetores linearmente independentes, segue que o sistema
e´ de posto ma´ximo.
Vamos enta˜o ao ca´lculo dos grupos de simetria do sistema ∆. Comec¸aremos calculando o
gerador infinitesimal da ac¸a˜o do grupo.
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Teorema 2.5 Seja V o gerador infinitesimal do grupo de simetria das equac¸o˜es de Lame´ de




















Enta˜o as func¸o˜es ξi, ηi e φij sa˜o dadas por




onde a, c e ai sa˜o constantes reais.
Antes de demonstrar o Teorema 2.5, observamos que temos como consequeˆncia as trans-
formac¸o˜es do grupo de simetria para as equac¸o˜es de Lame´, obtidas exponenciando o gerador
infinitesimal V :
Corola´rio 2.1 o grupo de simetria das equac¸o˜es de Lame´ de 1a ordem, (2.38)-(2.43) e´ dado
pelas seguintes transformac¸o˜es:
1. translac¸a˜o nas varia´veis independentes: x˜i = xi + vi;
2. dilatac¸a˜o nas varia´veis independentes: x˜i = λxi;
3. dilatac¸a˜o nas varia´veis dependentes: l˜i = ρli;
onde vi, λ e ρ sa˜o constantes reais.
Demonstrac¸a˜o do Teorema 2.5: As func¸o˜es ξi, ηi, φij sera˜o obtidas resolvendo as
equac¸o˜es determinantes que sa˜o obtidas atrave´s da aplicac¸a˜o do primeiro prologamento de
V a cada equac¸a˜o do sistema. A expressa˜o para este primeiro prolongamento e´ dado por





























Para eliminar poss´ıveis dependeˆncias funcionais, faremos as substituic¸o˜es
li,xj = hijlj , i 6= j, (2.45)
li,xi = −εiεjhjilj − εiεkhkilk, (2.46)
hij,xk = hikhkj, (2.47)
hij,xj = −hji,xi − hikhjk , i < j, (2.48)
hij,xi = −εiεjhji,xj − εiεkhkihkj , i < j. (2.49)
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Fixando i, j e k, ı´ndices distintos, vamos comec¸ar aplicando pr(1)V a` equac¸a˜o (2.41). Temos
enta˜o o seguinte,
φij(k) − φikhkj − hikφkj = 0,




















−φikhkj − hikφkj = 0.
(2.50)
Suponha que i < j. Aplicando enta˜o as substituic¸o˜es e analisando separadamente as parce-
































































ξt,hks (εkεshsk,xs + εkεmhmkhms)−
∑
r<k




onde os ı´ndices m e n introduzidos sa˜o tais que {k, s,m} e {k, r, n} constituem conjuntos
formados por ı´ndices distintos.
Passemos enta˜o a`s ana´lises dos coeficientes da equac¸a˜o (2.50), considerando (2.51)-(2.53).
Igualando a zero os coeficientes de hji,xjhks,xk com k > s, obtemos ξ
i
,hks
= 0. De forma ana´loga,
para os coeficientes de hji,xjhsk,xs com k < s, obtemos ξ
i
,hks
= 0. De onde conclu´ımos que
ξi,hks = 0, ∀ s, s 6= k, i.e. ξi,hkj = ξi,hki = 0.
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Da mesma forma, com os coeficientes de hji,xjhkr,xk , r < k e hji,xjhrk,xk com r > k, obtemos
que
ξi,hrk = 0, ∀ r, r 6= k, i.e. ξi,hjk = ξi,hik = 0.
Para ξj, trabalhamos com os coeficientes de hji,xihks,xk com k > s e hji,xihsk,xs com k < s,
temos que
ξj,hks = 0, ∀ s, s 6= k, i.e. ξ
j
,hki
= ξj,hkj = 0.
Analogamente, os coeficientes de hji,xihkr,xr com k > r e hji,xihrk,xk com k < r fornecem
ξj,hrk = 0.∀ r, r 6= k, i.e. ξ
j
,hik
= ξj,hjk = 0.
Como i, j, k ∈ {1, 2, 3} sa˜o ı´ndices distintos e arbitra´rios com i < j, conclu´ımos que
ξm,hst = 0 para quaisquer ı´ndices, m, s e t, s 6= t, ou seja, ξm so´ depende de x e l.







ξt,lrhrklk − ξt,lk (εkεjhjklj + εkεihikli) ,








ξt,lr lk − ξt,lkεrεklr
)
hrk. (2.54)
Vamos agora aos coeficientes de 1a ordem. A partir de (2.52) temos que na equac¸a˜o (2.50)
os coeficientes de hks,xk com s < k e os coeficientes de hsk,xs com s > k fornecem
φij,hks = 0, ∀s 6= k, i.e. φ
ij
,hki
= φij,hkj = 0.
Analisando a equac¸a˜o (2.53) temos que os coeficientes de hji,xi e hji,xj fornecem respectiva-
mente, Cjk = 0 e C
i
k = 0. Como i < j e i, j, k ∈ {1, 2, 3} sa˜o arbitra´rios e distintos, conclu´ımos
que Cik = C
j
k = 0, para todo i, j, k.
Uma vez que ξm na˜o depende de hst, a ana´lise de (2.54) nos fornece o seguinte sistema ξm,xk = 0,ξm,lr lk − εrεkξm,lk lr = 0, ∀ r 6= k,
Qualquer que seja m 6= k.
A primeira equac¸a˜o do sistema nos diz que ξm depende apenas de xm e l. Pelo me´todo das
caracter´ısticas (ver apeˆndice A), a segunda parte do sistema implica que ξm depende de xm e
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k. Pore´m, pela condic¸a˜o de Ghichard, ζ ≡ 0, o que mostra que
ξm na˜o depende de ls, para todo s.
A conclusa˜o que obtemos a partir da ana´lise destes termos de primeira ordem e´ que
φst = φst (hst, hts, x, l) e ξ
m = ξm(xm).
Vamos agora analisar a equac¸a˜o (2.39). Aplicando o prolongamento, temos
ηi(j) − φijlj − hijηj = 0,







ηi,hrshrs,xj − ξj,xj li,xj − φijlj − hijηj = 0. (2.55)





ηi,lrhrjlj − ηi,lj (εjεihijli + εjεkhkjlk) .



















Analisando na equac¸a˜o (2.55) os coeficientes de hjs,xj com s < j e hsj,xs com s > j , conclu´ımos
que ηi,hjs = 0. De forma ana´loga, a ana´lise dos coeficientes de hjr,xr com r < j e hrj,xj com




= 0, ∀ t 6= j. (2.56)
Como i e t 6= j sa˜o arbitra´rios, conclu´ımos que ηm na˜o depende de hst, para quaisquer
ı´ndices, m, s 6= t. Portanto, (2.55) reduz-se a
ηi,xj +
(




ηi,lk lj − εjεkηi,lj lk
)
hkj − φijlj = 0. (2.57)
Como ηi na˜o depende de hst e φ
ij depende apenas de x, l, hij e hji, obtemos o seguinte sistema
ηi,lk lj − εjεkηi,lj lk = 0, (2.58)
ηi,xj +
(
ηi,lilj − εiεjηi,lj li − ξj,xj lj − ηj
)
hij − φijlj = 0. (2.59)
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Segue de (2.59) pelo me´todo das caracter´ısticas que ni = ni(x, li). Derivando (2.59) com relac¸a˜o
a hji temos que
φij,hji = 0. (2.60)
Por outro lado, derivando (2.59) duas vezes com relac¸a˜o a hij, obtemos que
φij,hijhij = 0. (2.61)
Portanto, segue de (2.60) e (2.61) que φij e´ da forma
φij = Aij(x, l)hij +B
ij(x, l) (2.62)
Voltamos agora a` equac¸a˜o (2.50) para analisar os termos restantes. Reescrevendo-a a partir















hik = 0. (2.63)







hjklk − φij,lk (εkεjhjklj + εkεihikli) +
+Aijhikhkj − ξk,xkhikhkj − Aikhikhkj −Bikhkj − Akjhikhkj −Bkjhik = 0.
(2.64)










Bij,lj lk − εkεjBij,lk lj
)
hjk −Bikhkj+(












Pelo coeficiente de hkj temos que B
ik = 0. Permutando os ı´ndices i, j e k obtemos que
Bst = 0, ∀ s, t, s 6= t. (2.66)
Igualando a zero os coeficientes de hikhkj e hijhjk obtemos A
ij
,li
lk − εkεiAij,lk li = 0,
Aij,lj lk − εkεjAij,lk lj = 0,
(2.67)
que o me´todo das caracter´ısticas nos diz que Aij so´ depende de x. Por outro lado, o coeficiente
de hij nos diz que A
ij na˜o depende de xk, logo A
ij = Aij (xi, xj). Quanto ao coeficiente de
hikhkj, obtemos a seguinte equac¸a˜o
Aij − ξk,xk − Aik − Akj = 0. (2.68)
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Voltamos agora a (2.57) que a partir das informac¸o˜es acima, reduz-se a
ηi,xj +
(
ηi,lilj − ξj,xj lj − ηj − Aijlj
)
hij = 0 (2.69)
Como ηi na˜o depende de hij devemos ter
ηi,xj = 0, (2.70)
ηi,lilj − ξj,xj lj − ηj − Aijlj = 0, (2.71)










hij,xj − ξj,xjhij,xj + φji,xi + φji,hjihji,xi − ξi,xihji,xi + +φikhkj + hikφkj = 0. (2.72)










ξj,xj − Aij + Aik + Akj
)
hikhjk = 0. (2.73)
Assim, o coeficiente de hji,xi nos da´ a seguinte equac¸a˜o
ξj,xj − Aij + Aji − ξi,xi = 0. (2.74)











































ξi,xi − Aij + Aki + Akj
)
hkihkj = 0. (2.76)
Obtemos enta˜o, a partir do coeficiente de hji,xj que
Aij − ξi,xi − Aji + ξj,xj = 0. (2.77)
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Subtraindo (2.74) de (2.77) temos
2
(
Aij − Aji) = 0,
o que implica
Aji = Aij. (2.78)
Dessa forma, ambas equac¸o˜es nos fornecem ξi,xi = ξ
j
,xj
. Como ξm depende apenas de xm para
todo m. Segue que
ξm = axm + am, ∀ 1 ≤ m ≤ 3, (2.79)
onde a e am sa˜o constantes reais.
Vamos reescrever a equac¸a˜o (2.68) na forma original e tambe´m na forma quando permutamos
j por k, usando as informac¸o˜es acima, isto e´
Aij − a− Aik − Akj = 0,
Aik − a− Aij − Ajk = 0.
Somando essas duas equac¸o˜es e usando a equac¸a˜o (2.78) obtemos que
Akj = −a.
O que nos leva a concluir, juntamente com (2.66) que
φst = −ahst, ∀ s 6= t (2.80)
Usamos os u´ltimos resultados obtidos para voltar a` equac¸a˜o (2.71) para obter
ηi,lilj = η
j. (2.81)
Mas sabemos que ηm e´ uma func¸a˜o que depende apenas de xm e lm, logo, conclu´ımos a partir
de (2.81) que ηi,lili = 0, isto e´
ηi = N i(xi)li +M
i(xi). (2.82)





o que implica em






ηi = cli +M
i(xi). (2.83)







k = 0. (2.84)







li,xi − εiξi,xili,xi + εjφjilj + εjhjiηj + εkφkilk + εkhkiηk = 0. (2.85)






k = 0. (2.86)
Atrave´s da ana´lise dos coeficientes de hji e hki obtemos que
M i = Mk = 0, (2.87)
de onde conclu´ımos que
ηm = clm, ∀ 1 ≤ m ≤ 3. (2.88)
Para concluir o teorema basta resumir as concluso˜es que obtivemos nas equac¸o˜es (2.79),
(2.80) e (2.88)




2.2.2 Ca´lculo dos invariantes
Usaremos agora as te´cnicas apresentadas na Sec¸a˜o 2.1.3 para calcular um invariante ba´sico para
o subgrupo de translac¸a˜o.
Se G age semi-regularmente em uma variedade de dimensa˜o m, com o´rbitas de dimensa˜o s,
enta˜o de acordo com o Teorema 2.1, existem exatamente m− s invariantes independentes.
No nosso caso, o espac¸o das varia´veis e´ tal que X = R3, dessa forma, m = 3, vamos
considerar o grupo de translac¸o˜es gerado por dois vetores linearmente independentes na A´lgebra
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de Lie do grupo de simetria. Em geral, escolher s como a dimensa˜o da suba´lgebra ja´ sera´
suficiente para que s seja a dimensa˜o das o´rbitas do subgrupo, exceto casos raros, que na˜o
trataremos aqui (para maiores detalhes espec´ıficos sobre este ponto confira [22]). Neste caso,
teremos apenas 1 invariante ba´sico, o que sera´ muito interessante quando tratarmos de soluc¸o˜es
invariantes. Temos enta˜o a seguinte proposic¸a˜o.
Proposic¸a˜o 2.3 Um invariante ba´sico para um subgrupo de translac¸a˜o de dimensa˜o 2 do grupo
de simetria, e´ dado por
ξ = α1x1 + α2x2 + α3x3, (2.89)
onde α1, α2, α3 sa˜o constantes reais.
Demonstrac¸a˜o: Consideremos dois vetores linearmente independentes na a´lgebra de Lie do
subgrupo de translac¸a˜o
v1 = a11∂x1 + a12∂x2 + a13∂x3 ,
v2 = a21∂x1 + a22∂x2 + a23∂x3 .
Para encontrar os invariantes, procedemos da seguinte forma. Primeiro aplicamos o crite´rio
de invariaˆncia com o primeiro vetor, isto e´, ξ e´ invariante sob a ac¸a˜o de v1 se, e somente se,
v1(ξ) = 0, ou seja,
a11ξ,x1 + a12ξ,x2 + a13ξ,x3 = 0. (2.90)
A teoria cla´ssica de equac¸o˜es diferenciais parciais de primeira ordem homogeˆneas mostra que a
soluc¸a˜o geral de (2.90) pode ser encontrada integrando o correspondente sistema caracter´ıstico










cujas soluc¸o˜es gerais sa˜o da forma
a11x2 − a12x1 = c1, a12x3 − a13x2 = c2,
onde c1 e c2 sa˜o constantes de integrac¸a˜o. Temos enta˜o que invariantes ba´sicos para v1 sa˜o
dados pelas seguintes soluc¸o˜es de (2.90)
ξ11 = a11x2 − a12x1,
ξ12 = a12x3 − a13x2.
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O pro´ximo passo e´ encontrar um invariante ba´sico simultaˆneo para v1 e v2. Para isso escrevemos
v2 em termos de ∂ξ11 e ∂ξ12 . Assim, temos que
∂x1 = −a12∂ξ11 ,
∂x2 = a11∂ξ11 − a13∂ξ12 ,
∂x3 = a12∂ξ12 .
Logo,
v2 = −a21a12∂ξ11 + a22a11∂ξ11 − a22a13∂ξ12 + a23a12∂ξ12
= (a22a11 − a21a12)∂ξ11 + (a12a23 − a22a13)∂ξ12 .
Dessa forma, η(ξ11, ξ12) e´ um invariante por v2 se, e somente se, v2η = 0. Portanto, temos a
seguinte equac¸a˜o diferencial parcial:
(a22a11 − a21a12)η,ξ11 + (a12a23 − a22a13)η,ξ12 = 0,
que possui como sistema caracter´ıstico
dξ11
a22a11 − a21a12 =
dξ12
a12a23 − a22a13 ,
cujas soluc¸o˜es gerais sa˜o
(a12a23 − a22a13)ξ11 − (a22a11 − a21a12)ξ12 = c3,
onde c3 e´ uma constante de integrac¸a˜o. Voltando as varia´veis anteriores, temos
c3 = (a12a23 − a22a13)(a11x2 − a12x1)− (a22a11 − a21a12)(a12x3 − a13x2)
= −a12(a12a23 − a22a13)x1 + a12(a11a23 − a13a21)x2 − a12(a22a11 − a21a12)x3
= −a12 [(a12a23 − a22a13)x1 − (a11a23 − a13a21)x2 + (a22a11 − a21a12)x3] .
O que nos da´ como invariante simultaˆneo para v1 e v2
ξ = (a12a23 − a22a13)x1 − (a11a23 − a13a21)x2 + (a22a11 − a21a12)x3, (2.91)
que pode ser escrito da seguinte forma
ξ = α1x1 + α2x2 + α3x3. (2.92)
Uma vez que os vetores (a11, a12, a13) e (a21, a22, a23) sa˜o linearmente independentes, segue
que pelo menos um dos αi e´ na˜o nulo.
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Observac¸a˜o 2.1 Uma observac¸a˜o interessante e´ que podemos interpretar a parte anal´ıtica
sobre a invariaˆncia descrita acima geometricamente. De fato, olhando para a expressa˜o (2.91) e
considerando ξ = cte, obtemos planos que sa˜o gerados pelos vetores (a11, a12, a13) e (a21, a22, a23)
e consequentemente, sa˜o invariantes por qualquer translac¸a˜o gerada por esses vetores.
2.3 Soluc¸o˜es Invariantes das Equac¸o˜es de Lame´
Consideraremos nesta sec¸a˜o soluc¸o˜es das equac¸o˜es de Lame´ (2.38)-(2.43) que sa˜o invariantes
pela ac¸a˜o do subgrupo de translac¸a˜o. Nesse sentido, o que iremos fazer e´ procurar soluc¸o˜es li
tais que
li(x1, x2, x3) = li(ξ), 1 ≤ i ≤ 3. (2.93)
onde ξ e´ o invariante simultaˆneo encontrado na sec¸a˜o anterior, dado por ξ = α1x3 +α2x2 +α3x3.
Dessa forma, impondo a condic¸a˜o (2.93), nosso sistema de equac¸o˜es originais reduz-se a um
sistema de equac¸o˜es diferenciais ordina´rias na varia´vel ξ, observando que
li,xj = αjlξ.
Perceba que o nome soluc¸o˜es invariantes torna-se agora trivial. Uma vez que ξ e´ um invariante
ba´sico, a condic¸a˜o (2.93) impo˜e que as soluc¸o˜es encontradas sob essa condic¸a˜o tambe´m sera˜o
invariantes pelo subgrupo de translac¸a˜o. Este fato sera´ interessante quando tratarmos das
propriedades geome´tricas associadas.
Vamos comec¸ar com dois lemas que relacionam as func¸o˜es li com as constantes αj.
Lema 2.1 Seja ls(ξ), s = 1, 2, 3, onde ξ =
3∑
s=1
αsxs, uma soluc¸a˜o das equac¸o˜es de Lame´
(2.38)-(2.43). Sejam i, k ∈ {1, 2, 3} ı´ndices fixos e distintos tais que αi = αk = 0. Enta˜o li ou
lk e´ constante.
Demonstrac¸a˜o: Seja j ∈ {1, 2, 3}, um ı´ndice fixo distinto de i e k. Lembramos a equac¸a˜o
(2.42):
hij,xj + hji,xi + hikhjk = 0.
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como pelo menos um αs deve ser na˜o nulo, temos αj 6= 0 e enta˜o li,ξ = cilj. Trocando i por k
obtemos de maneira ana´loga lk,ξ = cklj.





De onde conclu´ımos que
α2jcick = 0,
e portanto que li e´ constante ou lk e´ constante.

Lema 2.2 Seja ls(ξ), s = 1, 2, 3, onde ξ =
3∑
s=1
αsxs, uma soluc¸a˜o das equac¸o˜es de Lame´
(2.38)-(2.43). Se existe um u´nico j ∈ {1, 2, 3} tal que a func¸a˜o lj e´ uma constante na˜o nula,
enta˜o αj = 0.














Analogamente, considerando (2.42), obtemos
α2j li,ξξ = 0, (2.96)

















Suponha por contradic¸a˜o que αj 6= 0. Enta˜o segue de (2.96) e (2.97) que
li,ξξ = lk,ξξ = 0,
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o que implica li,ξ = ci e lk,ξ = ck. Decorre de (2.94) e (2.95) que
αkcick = 0,
αickci = 0,
Como lj e´ a u´nica soluc¸a˜o constante, temos que ci 6= 0 e ck 6= 0 e enta˜o αi = αk = 0. Pelo
Lema 2.1, segue que li ou lk e´ constante, o que e´ uma contradic¸a˜o.

Iniciaremos procurando soluc¸o˜es invariantes, todas na˜o constantes, de acordo com o seguinte
teorema:
Teorema 2.6 Seja ls(ξ), s = 1, 2, 3, onde ξ =
3∑
s=1
αsxs, uma soluc¸a˜o das equac¸o˜es de Lame´
(2.38)-(2.43), tal que ls,ξ 6= 0, para todo s. Enta˜o existem constantes cs ∈ R \ {0}, tal que





3c1c2 = 0, (2.100)
c1 − c2 + c3 = 0. (2.101)
Ale´m disso, as func¸o˜es li(ξ) sa˜o dadas por





























onde λ e´ uma constante real.
Demonstrac¸a˜o: Por hipo´tese, buscamos soluc¸o˜es todas na˜o constantes. Enta˜o pelo Lema 2.1,
temos no ma´ximo um ı´ndice s tal que αs e´ nulo, portanto, pelo menos duas constantes αs sa˜o
na˜o nulas.





































Integrando (2.105), obtemos li,ξ = cilklj, como quer´ıamos em (2.99).
Se αi 6= 0, analogamente considerando os pares (αi, αj) e (αi αk) na˜o nulos, obtemos que



















como li na˜o e´ constante, temos que ci 6= 0 e obtemos a expressa˜o
α2j lklk,ξ + α
2








j = λ, (2.107)










Ale´m disso, podemos usar (2.108) e a condic¸a˜o de Guichard (2.38) para escrever l2i em func¸a˜o






















































de onde conclu´ımos que
lj,ξ = cjlilk.
Vamos mostrar agora que εjα
2
j−εkα2k 6= 0 e assim provamos (2.99). Suponha por contradic¸a˜o
que εjα
2























O que implica, pela condic¸a˜o de Guichard, que li e´ constante, o que e´ uma contradic¸a˜o.
Para provar a relac¸a˜o entre as constantes, basta ver que, para quaisquer i, j, k temos
hij = ciαjlk, (2.109)
onde usamos (2.39) e (2.99). Logo, por (2.40), temos
εiciαilklj + εjcjαilklj + εkckαiljlk = 0.
De onde conclu´ımos que
εici + εjcj + εkck = 0,
que implica (2.101). Para obter a outra relac¸a˜o, utilizamos (2.42) e a expressa˜o (2.109). De
fato, combinando as duas equac¸o˜es, temos o seguinte,




Portanto, segue de (2.99) que (
α2jcick + α
2





Como lilj 6= 0, obtemos que a relac¸a˜o (2.100) vale.
Para obter as func¸o˜es li observamos que
l1,ξ = c1l2l3, (2.110)
l2,ξ = c2l1l3, (2.111)
l3,ξ = c3l1l2. (2.112)
Multiplicando (2.111) por l2 obtemos
















+ l23 = 0,
que implica em (2.104).































Observac¸a˜o 2.2 Embora o ca´lculo do grupo de simetria para as equac¸o˜es de Lame´ possua
te´cnicas similares a`quelas usadas por Tenenblat e Winternitz em [32], observamos que as
soluc¸o˜es invariantes sa˜o diferentes. De fato, quando consideramos as soluc¸o˜es invariantes pelo
subgrupo de translac¸a˜o no Teorema 2.6, as soluc¸o˜es de (2.102) sa˜o dadas por func¸o˜es el´ıpticas
de Jacobi que na˜o podem ser reduzidas a func¸o˜es elementares. A principal raza˜o e´ devido
a condic¸a˜o de Guichard, que ale´m de afetar as soluc¸o˜es, fornece uma nova transformac¸a˜o no
grupo de simetria, a saber, a dilatac¸a˜o nas varia´veis dependentes li.
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Agora que ja´ sabemos as soluc¸o˜es quando nenhuma das func¸o˜es li e´ constante, vamos con-
siderar o caso onde temos apenas uma delas constante. Perceba que pela condic¸a˜o de Guichard
l21 − l22 + l23 = 0, somente essa situac¸a˜o e´ poss´ıvel, isto e´, duas soluc¸o˜es constantes implicam
imediatamente que a terceira e´ constante. Temos enta˜o o seguinte teorema
Teorema 2.7 Seja ls(ξ), s = 1, 2, 3, onde
3∑
s=1
αsxs, uma soluc¸a˜o das equac¸o˜es de Lame´ (2.38)-
(2.43), tal que apenas uma das func¸o˜es ls e´ constante. Enta˜o um dos seguintes casos ocorre:




3 6= 0, b e
ξ0 sa˜o constantes;




3 6= 0, e ϕ e´ dada
considerando os seguintes casos:
b.1) ϕ(ξ) = bξ + ξ0, se α
2
1 6= α23, onde ξ0 e b sa˜o constantes;
b.2) ϕ e´ qualquer func¸a˜o de ξ, se α21 = α
2
3;




2 6= 0 e ξ0
e´ uma constante.
Demonstrac¸a˜o: a) Se l1 = λ1, enta˜o, pelo Lema 2.2 devemos ter ξ = α2x2 + α3x3 e pela
condic¸a˜o de Guichard, l2 = λ1 coshϕ(ξ) e l3 = λ1 sinhϕ(ξ). Para determinar ϕ, usamos (2.42)
com os seguintes ı´ndices

























2 6= 0 e consequentemente devemos ter
ϕ(ξ) = b(ξ + ξ0).
b) Se l2 = λ2, segue pelo Lema 2.2 que ξ = α1x1+α3x3 e pela condic¸a˜o de Guichard devemos
ter l1 = λ cosϕ(ξ) e l3 = λ sinϕ(ξ). Para determinar ϕ, usamos (2.42) com os seguintes ı´ndices
























3 6= 0. Dessa forma, temos dois casos a considerar:
b.1) Se α21 6= α23, enta˜o ϕ(ξ) = b(ξ + ξ0);
b.2) se α21 = α
2
3, enta˜o ϕ e´ qualquer func¸a˜o de ξ.
c) Se l3 = λ3, os ca´lculos sa˜o ana´logos a parte a) de onde obtemos l1 = λ3 sinh b(ξ + ξ0) e









conformemente planas associadas a`s
soluc¸o˜es invariantes
Neste cap´ıtulo combinaremos os resultados dos Cap´ıtulos 1 e 2 para obter classes de hipersu-
perf´ıcies conformemente planas. Partindo do u´ltimo resultado do Cap´ıtulo 2, onde vimos que,
dadas soluc¸o˜es li para as equac¸o˜es de Lame´, satisfazendo as condic¸o˜es de Guichard, podemos
obter formas diferenciais que satisfazem as equac¸o˜es de estrutura para um referencial pseudo-
ortonormal adaptado a uma imersa˜o em L5. Dessa forma, com as soluc¸o˜es invariantes sob
ac¸a˜o do subgrupo de translac¸a˜o obtidas no Cap´ıtulo 2, vamos escrever o sistema de equac¸o˜es
diferenciais parciais para o dado referencial e buscar maneiras de integra´-lo. Veremos que o
caso das soluc¸o˜es invariantes onde uma das li e´ constante pode ser integrado explicitamente,
com um me´todo ana´logo para os treˆs casos, ilustraremos este exemplo em um dos casos. Para
a situac¸a˜o onde nenhuma soluc¸a˜o e´ constante, obtivemos que a imersa˜o no cone de luz satis-
faz uma equac¸a˜o diferencial parcial de segunda ordem, homogeˆnea de coeficientes constantes.
Ale´m disso, mostramos que neste caso temos uma nova classe de hipersuperf´ıcies conformemente
planas.
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3.1 O sistema de equac¸o˜es diferenciais do referencial adap-
tado
Nesta sec¸a˜o mostraremos o sistema de equac¸o˜es diferenciais parciais para o referencial {ni}6i=1.
Conve´m lembrar neste momento que todas as equac¸o˜es diferenciais que aparecera˜o neste cap´ıtulo
envolvem func¸o˜es vetoriais, neste caso, se f = (f0, . . . , f5), e´ uma func¸a˜o vetorial em R61, enta˜o
fxi = (f0,xi , . . . , f5,xi) .





onde as formas de conexa˜o ωAB sa˜o dadas por (1.31) e (1.32). Como dnA = nA,x1dx1+nA,x2dx2+
nA,x3dx3, o que devemos fazer e´ escrever as formas ωAB na base dx1, dx2 e dx3, usar que este
e´ um conjunto linearmente independente no espac¸o das 1-formas e enta˜o, obter as derivadas
parciais de nA. Por exemplo, para n1, devemos ter
dn1 = ω12n2 + ω13n3 + ω14n4 + ω15n5 + ω16n6








































































lembrando que aqui temos um sistema de func¸o˜es vetoriais. Para as outras derivadas, o pro-
cedimento e´ exatamente o mesmo, de onde obtemos assim, os seguintes sistemas.
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n5 − l3n6. (3.9)




























Para as derivadas parciais de n5, temos
n5,x1 = l1n1, (3.13)
n5,x2 = l2n2, (3.14)
n5,x3 = l3n3. (3.15)



























3.2 O referencial para soluc¸o˜es invariantes por subgrupo
de translac¸a˜o das equac¸o˜es de Lame´
Nossa tarefa agora e´ integrar o sistema (3.1)-(3.18) para o referencial ni usando as soluc¸o˜es das
equac¸o˜es de Lame´ invariantes pelo subgrupo de translac¸a˜o que obtivemos no cap´ıtulo anterior.
Lembramos que tais soluc¸o˜es sa˜o func¸o˜es da varia´vel ξ = α1x1 + α2x2 + α3x3, onde αi sa˜o
constantes reais, cujas soluc¸o˜es sa˜o dadas nos Teoremas 2.6 e 2.7.
3.2.1 O caso ξ = α1x1 + α2x2
Nesta sec¸a˜o vamos trabalhar com o sistema onde α3 = 0, cujas soluc¸o˜es, descritas no Teorema
2.7, sa˜o dadas por l1 = λ3senh(bξ + ξ0), l2 = λ3 cosh(bξ + ξ0) e l3 = λ3. Vamos introduzir a
seguinte notac¸a˜o que sera´ utilizada nos teoremas que demonstraremos nesta sec¸a˜o:
c =
√




k2 + 4− k
4
, com k =










γ = b(α1 − α2c), γ¯ = b(α1 + α2c¯), (3.21)














observe que cc¯ = 1. O objetivo desta subsec¸a˜o e´ demonstrar os seguintes teoremas:
Teorema 3.1 Uma hipersuperf´ıcie conformemente plana X : U ⊂ R3 → R4, associada a`s
soluc¸o˜es das equac¸o˜es de Lame´ invariantes por translac¸a˜o li(x1, x2, x3) = li(α1x1 + α2x2),
α1α2 > 0, e´ dada por
X(x1, x2, x3) = λ(x1, x2)Y (x1, x2, x3),









cosh ξ˜senτ¯ + β¯senhξ˜ cos τ¯
]
, senx3 , cosx3
)
e λ e´ uma func¸a˜o real dada por











cosh ξ˜ − βsenhξ˜
] ,
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onde usamos a notac¸a˜o dada pelas equac¸o˜es (3.19)-(3.23).
Teorema 3.2 Uma hipersuperf´ıcie conformemente plana X : U ⊂ R3 → R4, associada a`s
soluc¸o˜es das equac¸o˜es de Lame´ invariantes por translac¸a˜o li(x1, x2, x3) = li(α1x1 + α2x2),
α1α2 < 0, e´ dada por
X(x1, x2, x3) = λ(x1, x2)Y (x1, x2, x3),













e λ e´ uma func¸a˜o real dada por


















onde usamos a notac¸a˜o dada pelas equac¸o˜es (3.19)-(3.23).
Teorema 3.3 Uma hipersuperf´ıcie conformemente plana X : U ⊂ R3 → R4, associada a`s
soluc¸o˜es das equac¸o˜es de Lame´ invariantes por translac¸a˜o li(x1, x2, x3) = li(α1x1), α1 6= 0, e´
dada de acordo com α1 por
i) Se |α1| < 1, enta˜o
X(x1, x2, x3) = λ(x1, x2)Y (x1, x3),








e Y e´ uma func¸a˜o vetorial dada por



















ii) Se |α1| > 1, enta˜o
X(x1, x2, x3) = λ(x1)Y (x1, x2, x3),
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e Y e´ uma func¸a˜o vetorial dada por















α21 − 1)x2 ,
senx3, cosx3) .
iii) Se α1 = ±1. Enta˜o
X(x1, x2, x3) =
(





Teorema 3.4 Uma hipersuperf´ıcie conformemente plana X : U ⊂ R3 → R4, associada a`s
soluc¸o˜es das equac¸o˜es de Lame´ invariantes por translac¸a˜o li(x1, x2, x3) = li(α2x2), α2 6= 0, e´
dada por
X(x1, x2, x3) = λ(x2)Y (x1, x2, x3),











e Y e´ uma func¸a˜o vetorial dada por















1 + α22x1) ,
cosx3, senx3) .
Vamos dar uma demonstrac¸a˜o completa do Teorema 3.1, os outros teoremas seguem a
mesma linha de racioc´ınio, com pequenas alterac¸o˜es que observaremos posteriormente.
Neste sentido, podemos supor que λ3 = 1 e escrever
l1 = senh(bξ + ξ0)




uma vez que o valor da constante λ3 na˜o influi no fato da me´trica ser plana. Ale´m disso, como
faremos deformac¸o˜es conformes para encontrar a hipersuperf´ıcie em alguma forma espacial, o
valor dessa constante sera´ embutido no coeficiente conforme.
Como α3 = 0, podemos listar as derivadas de l1, l2 e l3, conforme segue
l1,xi = αib cosh(bξ + ξ0),
l2,xi = αibsenh(bξ + ξ0),
l3,xi = 0.
(3.25)
Para comec¸ar a ana´lise do sistema com essas func¸o˜es, vamos listar as equac¸o˜es (3.1), (3.5)
e (3.9):

















n5 + n6 = 0. (3.28)
Multiplicando (3.26) por senh(bξ+ξ0), (3.27) por − cosh(bξ+ξ0) e somando as treˆs equac¸o˜es,
obtemos
senh(bξ + ξ0) (n1,x1 + α2bn2)− cosh(bξ + ξ0) (n2,x2 + α1bn1) + n3,x3 + n5 = 0. (3.29)
Dessa forma, para obter n5, que e´ especificamente o vetor que procuramos, basta encontrar
os vetores n1, n2 e n3. E´ o que iremos fazer no pro´ximo lema:
Lema 3.1 Considere o sistema de equac¸o˜es diferenciais parciais (3.1)-(3.18) para o referencial
{n1, . . . , n6} com as func¸o˜es li dadas por (3.24) e ξ = α1x1 +α2x2, α1α2 6= 0. Enta˜o os campos
vetoriais n1, n2 e n3 sa˜o dados por:
n1 =






c (−C1 sin τ¯ + C2 cos τ¯) +
√
c¯ (C3senhτ + C4 cosh τ)
]
, α1α2 > 0√|α1α2|
α1
[√
c (C1 sinh τ¯ + C2 cosh τ¯) +
√
c¯ (−C3senτ + C4 cos τ)
]
, α1α2 > 0
(3.31)
n3 = −C5senx3 + C6 cosx3. (3.32)
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O campo vetorial n5 e´ dado por
n5 = γ
{[




















+C5senx3 + C6 cosx3,
(3.33)
quando α1α2 > 0. Se α1α2 < 0, n5 e´ dado por
n5 = γ
{[




















+C5senx3 + C6 cosx3,
(3.34)
onde utilizamos a notac¸a˜o dada em (3.20)-(3.23) e {C1, . . . , C6} sa˜o vetores constantes.
Demonstrac¸a˜o: A demonstrac¸a˜o consiste em obter expresso˜es para os campos n1, n2 e
n3 e em seguida, usar a expressa˜o (3.29) para obter n5. Comec¸ando com n1, note que segue de
(3.3) e (3.24) que n1 e´ uma func¸a˜o de x1 e x2. Escrevendo as equac¸o˜es (3.2) e (3.4) temos que
n1,x2 = α1bn2, (3.35)
n2,x1 = α2bn1. (3.36)
Derivando a equac¸a˜o (3.35) e comparando com (3.36), segue que n1 satisfaz a equac¸a˜o de
Klein-Gordon
n1,x2x1 − α1α2b2n1 = 0. (3.37)
Por outro lado, derivando a equac¸a˜o (3.26) em x1
n1,x1x1 + α2bn2,x1 + α1bsenh(bξ + ξ0)n4 + cosh(bξ + ξ0)n4,x1














Neste ponto, precisamos das derivadas em x1 de n4, n5 e n6. Usando as equac¸o˜es (3.10), (3.13)
e (3.16), conclu´ımos que essas derivadas sa˜o dadas por
n4,x1 = cosh(bξ + ξ0)n1, (3.39)




















− senh(bξ + ξ0)n4
]
= 0. (3.42)
Por outro lado, derivando (3.35) em x2, temos
n1,x2x2 − α1bn2,x2 = 0, (3.43)
substituindo agora (3.27) em (3.43), obtemos
n1,x2x2 + (α1b)












n1,x1x1 − n1,x2x2 −
[
b2(α21 − α22)− 1
]
n1 = 0. (3.45)
Combinando as equac¸o˜es (3.37) e (3.45), conclu´ımos que
n1,x1x1 − n1,x2x2 − kn1,x2x1 = 0. (3.46)
onde k =
b2(α21 − α22)− 1
α1α2b2
.
Para estudar a equac¸a˜o diferencial parcial faremos uma mudanc¸a de varia´vel para reduz´ı-la
a sua forma normal (ver [14] e [27]). A mudanc¸a a que estamos nos referindo sera´ a seguinte s = x2 − c¯x1,t = x2 + cx1. (3.47)
onde c e c¯ esta˜o definidas em (3.19). Observe que c¯ > 0, ja´ que
√
k2 + 4 >
√
k2 = |k| ≥ k.
Ale´m disso, c¯c = 1 e portanto c > 0.
Seja u(s, t) = n1(x1, x2), enta˜o segue que,
n1,x1x1 = c¯u,ss − 2u,st + c2u,tt,
n1,x1x2 = −c¯u,ss − (c¯− c)u,st + cu,tt,
n1,x2x2 = u,ss + 2u,st + u,tt.
Segue de (3.19) que
c¯2 + kc¯− 1 = c2 − kc− 1 = 0,
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e portanto conclu´ımos que,
n1,x1x1 − n1,x2x2 − kn1,x1x2 = −(k2 + 4)u,st.
Segue enta˜o de (3.46) que u,st = 0 e assim,
u(s, t) = F1(s) + F2(t),
consequentemente,
n1(x1, x2) = F1 (x2 − c¯x1) + F2 (x2 + c¯x1) . (3.48)
Lembramos que a equac¸a˜o (3.37) deve ser satisfeita. Nesta direc¸a˜o, vamos calcular n1,x2x1 em





n1,x2x1 = −c¯F ′′1 (s) + cF ′′2 (t).
Portanto, segue de (3.37)
−c¯F ′′1 (s) + cF ′′2 (t) = α1α2b2 (F1 + F2) ,
o que implica,
cF ′′2 (t)− α1α2b2F2(t) = c¯F ′′1 (s) + α1α2b2F1(s).
Como o lado esquerdo so´ depende de t e o lado direito so´ depende de s, segue que ambos os
lados sa˜o iguais a uma constante, vamos chama´-la V . Escrevemos enta˜o,
c¯F ′′1 (s) + α1α2b
2F1(s) = V,
portanto usando a propriedade cc¯ = 1, temos
F ′′1 (s) + cα1α2b
2F1(s) = cV.
Analogamente,
F ′′2 (t)− c¯α1α2b2F2(t) = c¯V.










, se α1α2 > 0,
C1 cosh b
√|α1α2|c s+ C2senhb√|α1α2|c s+ V
α1α2b2










, se α1α2 > 0,
C4 cos b
√|α1α2|c¯ t+ C4senb√|α1α2|c¯ t− V
α1α2b2
, se α1α2 < 0.
Onde C1, C2, C3 e C4 sa˜o vetores constantes.
Observamos que de (3.47) e da propriedade cc¯ = 1, temos que
b
√|α1α2|cs = b√|α1α2|√c(x2 − c¯x1) = b√|α1α2|(√cx2 −√c¯x1),
b
√|α1α2|c¯t = b√|α1α2|√c¯(x2 + cx1) = b√|α1α2|(√c¯x2 +√cx1).
Tendo em vista as func¸o˜es τ e τ¯ definidas em (3.23), temos que
b
√






C1 cos τ¯ + C2senτ¯ +
V
α1α2b2
, se α1α2 > 0,
C1 cosh τ¯ + C2senhτ¯ +
V
α1α2b2
, se α1α2 < 0,
F2(t) =

C3 cosh τ + C4senhτ − V
α1α2b2
, se α1α2 > 0,
C3 cos τ + C4senτ +
V
α1α2b2
, se α1α2 < 0.
Dessa forma, segue de (3.48) e das expresso˜es acima a expressa˜o para n1 dada em (3.30).
Para obter n2, basta usar (3.30) e (3.35). Considerando que
τ¯,x2 = b
√




Uma vez que encontramos as soluc¸o˜es gerais para n1 e n2, vamos obter uma expressa˜o para




n5 − n6. (3.50)




n5,x3 − n6,x3 , (3.51)
usando as equac¸o˜es (3.15) e (3.18) conclu´ımos que






Combinando as equac¸o˜es (3.50), (3.52) e (3.53) obtemos
n3,x3x3 = −n3,
Como n3 so´ depende de x3 segue que n3 e´ dado por (3.32).
Neste ponto podemos obter uma expressa˜o expl´ıcita para n5 atrave´s da equac¸a˜o (3.29)
n5 = cosh(bξ + ξ0) (n2,x2 + α1bn1)− senh(bξ + ξ0) (n1,x1 + α2bn2)− n3,x3 ,
e das expresso˜es de n1, n2 e n3 que obtivemos dadas em (3.30), (3.31) e (3.32). Como
τ¯,x1 = −b
√






√|α1α2| [√c¯(C1 sin τ¯ − C2 cos τ¯) +√c (C3 sinh τ + C4 cosh τ)] , α1α2 > 0,
b
√|α1α2| [−√c¯(C1senhτ¯ + C2 cosh τ¯) +√c (−C3senτ + +C4 cos τ)] , α1α2 < 0,
(3.54)
Por outro lado, considerando (3.49) segue que
n2,x2 =
 bα2 [−c(C1 cos τ¯ + C2senτ¯) + c¯(C3 cosh τ + C4senhτ)] , α1α2 > 0bα2 [−c(C1 cosh τ¯ + C2senhτ¯) + c¯(C3 cos τ + C4senτ)] , α1α2 < 0. (3.55)
Portanto, conclu´ımos das derivadas acima e das expresso˜es (3.30), (3.31) e (3.32) que, se α1α2 >
0, devemos ter (3.29) dada por
n5 = cosh(bξ + ξ0) {bα2 [−c (C2senτ¯ + C1 cos τ¯) + c¯ (C4senhτ + C3 cosh τ)] +








√|α1α2| [√c (C2 cos τ¯ − C1senτ¯) +√c¯ (C4 cosh τ + C3senhτ)]}+
+C5 cosx3 + C6senx3
= b cosh(bξ + ξ0) {(α1 − α2c) (cos τ¯C1 + senτ¯C2) + (α1 + α2c¯) (cosh τC3 + senhτC4)}−
















+ C5 cosx3 + C6senx3,
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segue enta˜o que,
n5 = b(α1 − α2c)
{[






cosh(bξ + ξ0)senτ¯ +
√|α1α2|c¯
α1













cosh(bξ + ξ0)senhτ −
√|α1α2|c
α1





+C5 cosx3 + C6senx3.
Usando a notac¸a˜o (3.20)-(3.23), temos a expressa˜o (3.33). Analogamente se obte´m (3.34) e o
lema esta´ provado.

Uma vez que obtivemos uma expressa˜o para o campo n5, precisamos determinar como os
vetores constantes C1, . . . C6 esta˜o relacionados. Tal fato esta´ estabelecido no seguinte lema
Lema 3.2 Considere os campos vetoriais n1, n2 e n3 dados pelo Lema 3.1. Para que esses
campos sejam unita´rios e ortogonais entre si, e´ necessa´rio e suficiente que os vetores constantes
de integrac¸a˜o {C1, . . . , C6} satisfac¸am as seguintes relac¸o˜es:
〈Ci, Cj〉 = 0, para 1 ≤ i, j ≤ 6, i 6= j, (3.56)
〈C5, C5〉 = 1,
〈C6, C6〉 = 1.
(3.57)
Ale´m disso,
i) se α1α2 > 0, enta˜o
〈C1, C1〉 = 〈C2, C2〉 = α2 + α1c
α2(c2 + 1)




ii) se α1α2 < 0, enta˜o
〈C1, C1〉 = −〈C2, C2〉 = α2 + α1c
α2(c2 + 1)





Demonstrac¸a˜o: Inicialmente, vamos estudar as relac¸o˜es entre os vetores n1 e n2 e suas
derivadas. Pelas equac¸o˜es (3.26) e (3.35) temos que
〈n1,x1 , n1,x1〉 = (α2b)2 + 1,
〈n1,x2 , n1,x2〉 = (α1b)2,
〈n1,x1 , n1,x2〉 = −α1α2b2.
(3.60)
Derivando (3.30) em x2 temos
n1,x2 =
 b
√|α1α2|c (−C1senτ¯ + C2 cos τ¯) + b√|α1α2|c¯ (C3senhτ + C4 cosh τ) , α1α2 > 0,
b
√|α1α2|c (C1senhτ¯ + C2 cosh τ¯) + b√|α1α2|c¯ (−C3senτ + C4 cos τ) , α1α2 < 0,
(3.61)
Avaliando (3.54) e (3.61) em (x1, x2) = (0, 0), temos τ = τ¯ = 0, portanto
n1,x1(0, 0) = b
√|α1α2| (−√c¯C2 +√cC4) ,
n1,x2(0, 0) = b
√|α1α2| (√cC2 +√c¯C4) . (3.62)
Aplicando as relac¸o˜es (3.60) a (3.62), obtemos o seguinte sistema linear nas varia´veis 〈C2, C2〉,
〈C2, C4〉 e 〈C4, C4〉
c¯ 〈C2, C2〉 − 2 〈C2, C4〉+ c 〈C4, C4〉 = (α2b)
2 + 1
|α1α2|b2 ,
c 〈C2, C2〉+ 2 〈C2, C4〉+ c¯ 〈C4, C4〉 =
∣∣∣∣α1α2
∣∣∣∣ ,
−〈C2, C2〉+ (c− c¯) 〈C2, C4〉+ 〈C4, C4〉 = −ε,
(3.63)
onde ε = sgn(α1, α2), cuja soluc¸a˜o e´ dada por
〈C2, C2〉 = ε(α2 + α1c)
α2(c2 + 1)
,
〈C2, C4〉 = 0,




Vamos agora fazer o mesmo processo, usando neste caso, as derivadas de n2. Pelas equac¸o˜es
(3.36) e (3.27) temos
〈n2,x1 , n2,x1〉 = (α2b)2,
〈n2,x2 , n2,x2〉 = (α1b)2 − 1,
〈n2,x1 , n2,x2〉 = −α1α2b2.
(3.65)
Derivando (3.31) em x1 e x2 temos
n2,x1 =
 bα2 (C1 cos τ¯ + C2senτ¯ + C3 cosh τ + C4senhτ) , α1α2 > 0bα2 (C1 cosh τ¯ + C2senhτ¯ + C3 cos τ + C4senτ) , α1α2 < 0 (3.66)
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Avaliando (3.55) e (3.66) em (x1, x2) = (0, 0), obtemos
n2,x1(0, 0) = bα2(C1 + C3),
n2,x2(0, 0) = bα2(−cC1 + c¯C3).
(3.67)
De maneira ana´loga ao caso anterior, aplicando as relac¸o˜es (3.65) a (3.67), obtemos o seguinte
sistema linear nas varia´veis 〈C1, C1〉, 〈C1, C3〉 e 〈C3, C3〉
〈C1, C1〉+ 2 〈C1, C3〉+ 〈C3, C3〉 = 1,








cuja soluc¸a˜o e´ dada por
〈C1, C1〉 = α2 + α1c
α2(c2 + 1)
,
〈C2, C3〉 = 0,




Para completar as relac¸o˜es entre as constantes C1, . . . , C4, vamos considerar agora os seguintes
produtos internos:
〈n1, n1,x1〉 = 0,
〈n1, n1,x2〉 = 0,
〈n2, n2,x1〉 = 0,
〈n2, n2,x2〉 = 0,
〈n2,x2 , n1,x1〉 = 0.
(3.70)
As quatro primeiras relac¸o˜es sa˜o imediatas, enquanto que a u´ltima segue das equac¸o˜es (3.1) e
(3.5). Avaliando os vetores em (x1, x2) = (0, 0), temos que, ale´m das equac¸o˜es (3.62) e (3.67),
temos ainda









Aplicando as relac¸o˜es (3.70) aos vetores acima, temos que
−√c¯ 〈C1, C2〉+
√




















c¯ 〈C3, C4〉 = 0,
−c√c 〈C1, C2〉 − c
√
c¯ 〈C1, C4〉+ c¯
√
c 〈C2, C3〉+ c¯
√
c¯ 〈C3, C4〉 = 0,
c
√
c¯ 〈C1, C2〉 − c
√
c 〈C1, C4〉 − c¯
√
c¯ 〈C2, C3〉+ c¯
√
c 〈C3, C4〉 = 0.
(3.72)
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Observe que a segunda e a terceira linha do sistema se repetem, eliminando uma delas e
usando o fato de que c¯ =
1
c


































cuja matriz possui determinante igual a
−1 + 4c
2 + 6c4 + 4c6 + c8
c6
,
que e´ sempre diferente de zero. Logo o sistema possui soluc¸a˜o trivial, e enta˜o
〈C1, C2〉 = 〈C1, C4〉 = 〈C3, C2〉 = 〈C3, C4〉 = 0. (3.73)
Nosso pro´ximo passo e´ encontrar as relac¸o˜es envolvendo as constantes C5 e C6 envolvidas na
expressa˜o de n3. Lembramos que n3 = −C5senx3 +C6 cosx3, devemos ter as seguintes relac¸o˜es
〈n3, n3〉 = 1,
〈n3, n3,x3〉 = 0,
〈n3,x3 , n3,x3〉 = 1.
(3.74)
As duas primeiras relac¸o˜es sa˜o triviais, a terceira decorre da equac¸a˜o (3.50). Ale´m disso, temos
n3,x3 = −C5 cosx3 − C6senx3, (3.75)




Assim, aplicando as relac¸o˜es (3.74) a (3.76), conclu´ımos que
〈C6, C6〉 = 1,
〈C6, C5〉 = 0,
〈C5, C5〉 = 1.
(3.77)
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Utilizando as equac¸o˜es (3.26), (3.35), (3.36) e (3.27), temos
〈n1,x1 , n3〉 = 0,
〈n1,x2 , n3〉 = 0,
〈n2,x1 , n3〉 = 0,
〈n2,x2 , n3〉 = 0.
(3.78)
Vamos aplicar as duas primeiras relac¸o˜es de (3.78) aos vetores (3.62) e (3.76) para obter o








c¯ 〈C4, C6〉 = 0,
(3.79)
que possui apenas a soluc¸a˜o trivial
〈C2, C6〉 = 〈C4, C6〉 = 0. (3.80)
De maneira ana´loga, as duas u´ltimas relac¸o˜es de (3.78) aplicada aos vetores (3.67) e (3.76)
fornecem  〈C1, C6〉+ 〈C3, C6〉 = 0,−c 〈C1, C6〉+ c¯ 〈C3, C6〉 = 0, (3.81)
da mesma forma, o sistema (3.81), possui apenas a soluc¸a˜o trivial
〈C1, C6〉 = 〈C3, C6〉 = 0. (3.82)
Realizando o mesmo processo, agora com as equac¸o˜es (3.26), (3.35), (3.36), (3.27) e (3.50),
obtemos as relac¸o˜es
〈n1,x1 , n3,x3〉 = 0,
〈n1,x2 , n3,x3〉 = 0,
〈n2,x1 , n3,x3〉 = 0,
〈n2,x2 , n3,x3〉 = 0.
(3.83)
Que fornecem de maneira ana´loga
〈Ci, C5〉 = 0, para i = 1, . . . , 4 (3.84)
Assim, as equac¸o˜es (3.64), (3.69), (3.73), (3.77), (3.80), (3.82) e (3.84) fornecem (3.56) e (3.57)
e as igualdades de (3.58) e (3.59).
Para estudar as desigualdades de (3.58) e (3.59), olhamos os ı´tens separadamente:
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Mostremos a outra desigualdade de (3.58). Lembramos de (3.19) que
c =
√
k2 + 4 + k
2
,
onde k e´ dado por
k =
b2(α21 − α22)− 1
b2α1α2
,









Ale´m disso, note que
k2 + 4 =














2 + 2b2(α21 + α
2








































> 0, basta provar que c − α1
α2
< 0.































ii) Neste caso temos α1α2 < 0 e enta˜o,
α1
α2












Para a outra desigualdade de (3.59), procedemos como em em (3.86). Temos que
















































< 0 basta provar que
α2
α1
+ c > 0. Pelas
















































Agora que temos as informac¸o˜es dadas pelos Lemas 3.1 e 3.2, podemos demonstrar o Teo-
rema 3.1:
Demonstrac¸a˜o do Teorema 3.1: Como α1α2 > 0, segue do Lema 3.1 que
n5 = γ
{[




















+C5senx3 + C6 cosx3.
Pelo Lema 3.2, temos que 〈C5, C5〉 = 〈C6, C6〉 = 1,
〈C1, C1〉 = 〈C2, C2〉 = α2 + α1c
α2(c2 + 1)





i=0 a base canoˆnica de R61, isto e´, ei = (0, . . . , 1, . . . , 0) onde 1 aparece na i-e´sima
coordenada. Ale´m disso, temos as seguintes relac¸o˜es
〈ei, ej〉 = 0, para i 6= j,
〈ei, ei〉 = 1, para 1 ≤ i ≤ 5,
〈e0, e0〉 = −1.
(3.89)
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Ale´m da o´bvia opc¸a˜o da escolha da base em termos dos sinais, a determinac¸a˜o acima tem outra
raza˜o que ficara´ mais clara a seguir, quando fizermos a imersa˜o em R4.
Para fazer a imersa˜o, usamos o argumento do in´ıcio do Cap´ıtulo 1, onde vimos R4 como




y ∈ L5| 〈y,m0〉 = −1
}
,
onde m0 = (1, 0, 0, 0, 0,−1). Neste caso, a isometria e´ dada por








∈M40 ⊂ L5. (3.91)










Segue de (3.33) que
































































Teremos enta˜o a imersa˜o dada por f˜ = λf . Portanto, conclu´ımos que























senh(bξ + ξ0) cos τ¯
]
, senx3 , cosx3
)
(3.95)
Portanto, pela isometria (3.91) entre M40 e R4, segue que a hipersuperf´ıcie conformemente
plana procurada e´ exatamente λY dada em (3.94), o que demonstra o teorema.

Para o caso α1α2 < 0 os ca´lculos sa˜o ana´logos, de forma que temos tambe´m a demonstrac¸a˜o
para o Teorema 3.2:
Demonstrac¸a˜o do Teorema 3.2: Vamos escrever o vetor n5 dado pelo Lema 3.1
n5 = γ
{[




















+C5senx3 + C6 cosx3
Pelo Lema 3.2 ii) temos que 〈C5, C5〉 = 〈C6, C6〉 = 1, ale´m de
〈C1, C1〉 = −〈C2, C2〉 = α2 + α1c
α2(c2 + 1)





























Assim, determinamos uma imersa˜o conformemente plana em R4 associada as soluc¸o˜es invari-
antes por um subgrupo de simetria onde o invariante ba´sico e´ dado por ξ = α1x1 +α2x2, com
α1α2 < 0.

As demonstrac¸o˜es para os Teoremas 3.3 e 3.4 sa˜o ana´logas, pore´m mais simples, uma vez que
segue diretamente de (3.37) que n1(x1, x2) = H1(x1) + H2(x2) e enta˜o, usamos (3.45) para
determinar H1 e H2.
3.2.2 O caso geral ξ = α1x1 + α2x2 + α3x3
Nesta sec¸a˜o estudaremos o caso geral para soluc¸o˜es invariantes pelo subgrupo de translac¸a˜o,
isto e´, vamos trabalhar com todos αi’s todos na˜o nulos. Pelo Teorema 2.6, lembramos que
l1,ξ = c1l2l3,
l2,ξ = c2l1l3,
l3,ξ = (c2 − c1)l1l2.
(3.97)
Portanto, obtemos o seguinte sistema de derivadas parciais para os campos ni: as equac¸o˜es
(3.1)-(3.3) nos da˜o








n1,x3 = (c2 − c1)α1l2n3.
(3.98)
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Para as derivadas parciais de n2, as equac¸o˜es (3.4)-(3.6) se reduzem a
n2,x1 = c1α2l3n1,







n2,x3 = (c2 − c1)α2l1n3.
(3.99)
Segue de (3.7)-(3.9) que as derivadas parciais de n3 sa˜o dadas por
n3,x1 = c1α3l2n1,
n3,x2 = c2α3l1n2,


































































Utilizando as equac¸o˜es acima, provaremos o seguinte teorema.
Teorema 3.5 Seja {n1, . . . , n6} um referencial que e´ soluc¸a˜o do sistema (3.98)-(3.103). Enta˜o
o campo n5 satisfaz a seguinte equac¸a˜o diferencial parcial de segunda ordem de coeficientes
constantes

























Demonstrac¸a˜o: A demonstrac¸a˜o consiste em calcular efetivamente as derivadas de segunda
ordem de n5. Comec¸amos com as derivadas duplas, usando as equac¸o˜es acima, obtemos que


















Calculando agora n5,x1x1 − n5,x2x2 + n5,x3x3 , temos
n5,x1x1 − n5,x2x2 + n5,x3x3 = 2 [c1α1l2l3n1 − c2α2l1l3n2 + (c2 − c1)α3l1l2n3]− n5. (3.105)
Vamos agora calcular as derivadas mistas. Temos que
n5,x1x2 = c1α2l2l3n1 + c2α1l1l3n2,
n5,x1x3 = c1α3l2l3n1 + (c2 − c1)α1l1l2n3,
n5,x2x3 = c2α3l1l3n2 + (c2 − c1)α2l1l2n3.
Observe agora que
α3n5,x1x2 + α2n5,x1x3 − α1n5,x2x3 = 2c1α2α3l2l3n1,
α3n5,x1x2 − α2n5,x1x3 + α1n5,x2x3 = 2c2α1α3l1l3n2,
−α3n5,x1x2 + α2n5,x1x3 + α1n5,x2x3 = 2(c2 − c1)α1α2l1l2n3.








(α3n5,x1x2 − α2n5,x1x3 + α1n5,x2x3) ,
2(c2 − c1)α3l1l2n3 = α3
α1α2
(−α3n5,x1x2 + α2n5,x1x3 + α1n5,x2x3) .
(3.106)
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Substituindo (3.106) em (3.105), obtemos


























































n5 + n5,x1x1 − n5,x2x2 + n5,x3x3 − β12n5,x1x2 − β13n5,x1x3 − β23n5,x2x3 = 0.

Vamos agora caracterizar a classe de hipersuperf´ıcies conformemente planas associadas ao
caso geral ξ = α1x1 + α2x2 + α3x3, onde αi 6= 0, em termos da parametrizac¸a˜o por linhas de
curvatura dada no Corola´rio 1.2.
Teorema 3.6 Considere uma hipersuperf´ıcie conformemente plana na forma espacial M4K, as-




αs 6= 0, para todo s. Enta˜o sua primeira forma fundamental g e´ dada por









ϕ2,ξ = λ(a cos
2 ϕ− b), (3.108)
ou g e´ do tipo
g = e2P˜ (x)
{
senh2ϕ˜(ξ)(dx1)






ϕ˜2,ξ = λ(b cosh
2 ϕ˜− b). (3.110)
Onde λ, a e b sa˜o constantes reais na˜o nulas e P (x) e ˜P (x) sa˜o func¸o˜es diferencia´veis que
dependem de ls e da forma espacial M
4
K.
Demonstrac¸a˜o: A demonstrac¸a˜o baseia-se principalmente na condic¸a˜o de Guichard
l21 − l22 + l23 = 0.
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Como αs 6= 0 para todo s, segue do Lema 2.2 que ls na˜o e´ constante, segue enta˜o de (3.111)
que podemos escrever
l1 = l2 cosϕ, (3.112)
l3 = l2senϕ. (3.113)

































Para obter a expressa˜o para a derivada de ϕ com relac¸a˜o a ξ, vamos derivar l1 usando a forma
como esta´ escrito em (3.112), temos
l1,ξ = l2,ξ cosϕ− l2ϕ,ξsenϕ.
Usando (3.97), temos que
c1l2l3 = c2l1l3 cosϕ− ϕ,ξl3,







Derivando a equac¸a˜o (3.114) em ξ e usando (3.112) e (3.113) temos
ϕ,ξξ = l2,ξ (c2 cos

















De onde obtemos que
ϕ,ξl2 = λ, (3.115)
onde λ e´ uma constante real na˜o nula, ja´ que ϕ,ξ 6= 0. Assim, multiplicando a equac¸a˜o (3.114),







o que mostra o primeiro caso. O segundo caso e´ ana´logo, basta utilizar a condic¸a˜o de Guichard,
agora dividindo por l3, para usar a relac¸a˜o fundamental das func¸o˜es hiperbo´licas
cosh2 ϕ− senh2ϕ = 1.

O Teorema anterior e´ um resultado fundamental no sentido que mostra que a classe de
hipersuperf´ıcies conformemente planas para o caso geral e´ uma classe que ainda na˜o foi estudada
na literatura. Lembramos que a func¸a˜o ϕ e´ um invariante conforme e a classificac¸a˜o feita nos
trabalhos de Suyama e Hertrich-Jeromin e´ feita a partir das derivadas parciais de ϕ. Os casos
classificados constituem aqueles onde ϕ na˜o depende de uma coordenada, que sa˜o as classes de
Lafontaine e aqueles onde ϕ possuem duas derivadas mistas nulas, que constituem as classes
associadas a redes de Guichard c´ıclicas.
Como ϕ(x1, x2, x3) = ϕ(ξ), ξ =
3∑
s=1
αsxs, com αs 6= 0, temos que ϕ,xs = αsϕ,ξ 6= 0, o que
mostra que esta hipersuperf´ıcie na˜o pertence aos produtos de Lafontaine. Ale´m disso segue de
(3.108) que
ϕ,xixj = αiαjϕ,ξξ,
= = −αiαjλc2 cosϕsenϕ,
de onde conclu´ımos ϕ,xixj na˜o e´ identicamente nula. Dessa forma, a hipersuperf´ıcie considerada
na˜o pertence a`s classes associadas a redes de Guichard c´ıclicas.
3.2.3 Os casos restantes
Nos demais casos, isto e´, para os invariantes ξ = α2x2 + α3x3 e ξ = α1x1 + α3x3 sa˜o ca´lculos
exatamente ana´logos ao da Subsec¸a˜o 3.2.1 Todos os passos sa˜o efetuados da mesma maneira.
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O caso onde ξ = α2x2 + α3x3 possui os mesmos ca´lculos do caso ξ = α1x1 + α2x2. Era de
se esperar algo nesse sentido, uma vez que as func¸o˜es invariantes neste caso sa˜o dadas por
l1 = λ1,
l2 = λ1 cosh(bξ + ξ0),
l3 = λ1senh(bξ + ξ0,
e ale´m disso, a me´trica e´ dada por g = l21(dx1)
2 + l22(dx2)
2 + l23(dx3)
2. Assim, com uma mudanc¸a
de varia´veis, especificamente, trocando x1 por x3, passamos de um caso para o outro.
O caso onde ξ = α1x1 + α3x3, embora apresente como soluc¸o˜es invariantes
l1 = λ2sen(bξ + ξ0),
l2 = λ2,
l3 = λ2 cos(bξ + ξ0),
os ca´lculos sa˜o semelhantes, passando por equac¸o˜es de Klein-Gordon da mesma maneira como
fizemos anteriormente. Pore´m, temos uma imersa˜o um pouco diferente do caso anterior, para
o caso α1α3 > 0, temos como imersa˜o






















γ = α3 − α1c,



















Os casos onde um dos αi e´ nulo esta˜o contidos nas classes dadas por Lafontaine. Os casos
onde ξ = α1x1 + α2x2 e ξ = α2x2 + α3x3 sa˜o classes de hipersuperf´ıcies conformemente planas
contidas na classe de rotac¸a˜o, isto e´, sa˜o obtidas pela rotac¸a˜o de superf´ıcies de curvatura
gaussiana constante no espac¸o hiperbo´lico H3. Ja´ o caso onde ξ = α1x1 +α3x3 e´ uma classe de
hipersuperf´ıcies conformemente planas contida na classe tipo cone, isto e´, constru´ıdo a partir
de uma superf´ıcie de curvatura constante sobre a esfera S3.
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Cap´ıtulo 4
Propriedades Geome´tricas das redes de
Guichard associadas a`s soluc¸o˜es
invariantes
Neste cap´ıtulo, apresentamos as propriedades geome´tricas das redes de Guichard associadas as
soluc¸o˜es invariantes por subgrupo de translac¸a˜o obtidas no Cap´ıtulo 2. Vamos considerar as






onde as func¸o˜es li satisfazem a condic¸a˜o de Guichard l
2
1 − l22 + l23 = 0 e ale´m disso, estamos









































que e´ equivalente a dizer que a me´trica g e´ plana.
Mostraremos primeiro que as redes de Guichard sa˜o folheadas por planos de curvatura Gaus-
siana nula, curvatura me´dia constante e sa˜o geodesicamente paralelas. Como essas superf´ıcies
sa˜o obtidas a partir dos planos ξ0, vamos chama´-las de planos de n´ıvel ξ0. Este resultado segue
o que foi proposto por Ferreira em [8] e por Barbosa, Ferreira e Tenenblat [1], cuja a demon-
strac¸a˜o apresenta argumentos similares aos empregados nestes trabalhos. Na sec¸a˜o seguinte,
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demonstraremos um interessante resultado relacionado a`s superf´ıcies coordenadas da rede de
Guichard. Mostraremos que tais superf´ıcies possuem curvatura Gaussiana constante e a soma
dessas curvaturas e´ igual a zero.
4.1 Superf´ıcies de n´ıvel ξ0
Para a demonstrac¸a˜o do principal teorema desta sec¸a˜o, necessitamos definir o conceito de
subvariedades geodesicamente paralelas.
Definic¸a˜o 4.1 Seja Mn, uma variedade Riemanniana e seja f : M → R uma func¸a˜o difer-
encia´vel. Diz-se que as subvariedades de n´ıvel de f sa˜o geodesicamente paralelas se |gradf | e´
constante, na˜o nula, ao longo de cada uma destas subvariedades.
A raza˜o desta definic¸a˜o e´ justificada pelo fato de que, neste caso, as trajeto´rias do campo gradf ,
parametrizadas pelo comprimento de arco, sa˜o geode´sicas de M , ortogonais a`s subvariedades
de n´ıvel de f , conforme a seguinte proposic¸a˜o:
Proposic¸a˜o 4.1 Seja f : Mn → R uma func¸a˜o diferencia´vel, onde Mn e´ uma variedade
Riemanniana. Se gradf(p) 6= 0, para todo p ∈ M e |gradf | e´ constante, ao longo de cada
subvariedade de n´ıvel de f , enta˜o as curvas integrais do campo v =
gradf
|gradf | , sa˜o geode´sicas de
M .
Demonstrac¸a˜o: Vamos mostrar que ∇vv = 0, onde ∇ e´ a conexa˜o Riemanniana. Para isto,
tomamos X(x1, . . . , xn) um sistema de coordenadas locais em M tal que (f ◦X)(x1, . . . , xn) =













Como |gradf | = 1√
g11
e´ constante ao longo de cada subvariedade de n´ıvel de f , segue que g11





o que implica 〈∇vv, ∂xj〉+ 〈v,∇v∂xj〉 = 0.




























∂xj 〈∂x1 , ∂x1〉
= 0,
pois g11 so´ depende de x1, logo
〈∇vv, ∂xj〉 = 0, para j ≥ 2. Por outro lado, como 〈v,v〉 = 1,
segue que 〈∇vv,v〉 = 0, de onde conclu´ımos que
〈∇vv, ∂x1〉 = 0.
Assim, segue que ∇vv = 0, como quer´ıamos.

Temos enta˜o o seguinte teorema
Teorema 4.1 Considere a variedade Riemanniana (U, g), U ⊂ R3, com a me´trica g dada
por (4.1). Enta˜o os planos Pξ0 definidos por
3∑
i=1
αixi = ξ0, ξ1 < ξ0 < ξ2, munidos com a
me´trica induzida por g, possuem curvatura gaussiana constante zero, curvatura me´dia constante
(dependendo de ξ0) e sa˜o geodesicamente paralelos.
Demonstrac¸a˜o: Como observamos na equac¸a˜o (2.92), pelo menos um αi e´ na˜o nulo, supon-





















Calculando os coeficientes da primeira forma na me´trica induzida, temos




















Assim, os coeficientes da primeira forma sa˜o constantes, o que implica, pela fo´rmula de Gauss,
que a curvatura Gaussiana e´ constante igual a zero.
Considere agora a func¸a˜o h(x) =
3∑
i=1
αixi. Temos enta˜o que
Pξ0 = h
−1(ξ0).
Lembramos agora do vetor gradh, definido por
g(gradh,v) = dh(v) (4.2)
Como h e´ constante ao longo de Pξ0 , segue que gradh, e´ normal ao longo de Pξ0 . Ale´m disso,
se escrevemos gradh =
3∑
j=1






















, que e´ constante em Pξ0 . Segue enta˜o da Definic¸a˜o
4.1 que os planos sa˜o geodesicamente paralelos.
Passamos agora a`s curvaturas me´dias. Dado p ∈ Pξ0 seja A : TpPξ0 → TpPξ0 o operador






onde ∇ e´ a conexa˜o Riemanniana em (U, g). Como |gradh| e´ normal ao longo de Pξ0 segue que
Av = − 1|gradh|∇vgradh(p).
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Considere agora E1, E2 uma base ortonormal de Tpξ0, como a curvatura me´dia de Pξ0 e´ o trac¸o








































{gjm,i + gim,j − gij,m} ,
como gij = δijl
2
i (ξ), segue que Γ
k
ij e´ func¸a˜o apenas de ξ. Dessa forma, pela equac¸a˜o (4.3), segue
que ∆h e´ func¸a˜o apenas de ξ e consequentemente, constante ao longo de Pξ0 . Como a curvatura
me´dia e´ o trac¸o de A, segue que a curvatura me´dia dos planos Pξ0 e´ constante.

4.2 Superf´ıcies Coordenadas
Nessa sec¸a˜o usaremos as equac¸o˜es de Lame´ para mostrar que as superf´ıcies coordenadas da
rede de Guichard em questa˜o possuem curvatura constante. Ale´m disso, um fato bastante
interessante, consiste em relacionar essas curvaturas com uma relac¸a˜o alge´brica das soluc¸o˜es
invariantes li, que obtemos no cap´ıtulo 2. Tal relac¸a˜o mostrara´ que a soma das curvaturas
Gaussianas das superf´ıcies coordenadas e´ igual a zero.
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Teorema 4.2 Seja (U, g) a variedade Riemanniana onde Ω ⊂ R3 e g e´ dada por (4.1). As
superf´ıcies coordenadas Si de Ω, dadas por
Si = {(x1, x2, x3) ∈ U |xi = cte} , (4.4)
com me´trica induzida por g, possuem curvatura Gaussiana Ki constante com a propriedade de
que
K1 +K2 +K3 = 0. (4.5)
Demonstrac¸a˜o: Dividimos a prova em va´rias etapas, cada uma de acordo com uma soluc¸a˜o
invariante encontrada anteriormente.
i) Nenhuma func¸a˜o ls e´ constante e ξ = α1x1 + α2x2 + α3x3, com αs 6= 0, para todo s.
Neste caso, temos que li,ξ = ciljlk, onde i, j e k sa˜o distintos percorrendo {1, 2, 3}. Vamos







Lembramos a fo´rmula de Gauss para ca´lculo da curvatura Gaussiana quando temos uma
parametrizac¸a˜o ortogonal, isto e´, quando a primeira forma e´ dada por I = E(du)2+G(dv)2,
(ver [4]):

















Aplicando a` nossa me´trica, obtemos a seguinte expressa˜o































Agora, pela equac¸a˜o (2.100), segue que








ii) Uma das func¸o˜es li e´ constante.
Nesse caso ja´ vimos no Lema 2.2 que, se li e´ constante, enta˜o αi = 0. Neste caso, usando























a conclusa˜o segue na primeira equac¸a˜o devido as func¸o˜es na˜o dependerem de xi, para as
outras duas, segue da func¸a˜o li ser constante. Dessa forma as curvaturas gaussianas sa˜o




Superf´ıcies planas no espac¸o
hiperbo´lico associadas a`s
hipersuperf´ıcies conformemente planas
Neste cap´ıtulo faremos um estudo detalhado das superf´ıcies planas no espac¸o hiperbo´lico H3
que geram as hipersuperf´ıcies dadas nos Teoremas 3.1 e 3.2. Como mencionado ao final da
Sec¸a˜o 3.2.3 do cap´ıtulo anterior, tais hipersuperf´ıcies sa˜o obtidas atrave´s de uma rotac¸a˜o de uma
superf´ıcie de curvatura gaussiana constante no espac¸o hiperbo´lico H3 quando este e´ considerado
com o modelo do semi-espac¸o R3+ = {(x1, x2, x3, 0) , x3 > 0} ⊂ R4. Daremos parametrizac¸o˜es
expl´ıcitas para as superf´ıcies obtidas mostraremos que todas possuem curvatura gaussiana nula
e a propriedade de serem invariantes por movimento helicoidal, de forma que sera˜o chamadas
superf´ıcies helicoidais planas.
Superf´ıcies helicoidais surgem como generalizac¸o˜es das superf´ıcies rotacionais, possuindo
assim um interesse independente. O objetivo deste cap´ıtulo e´ obter resultados gerais para
superf´ıcies helicoidais no espac¸o hiperbo´lico. Mostraremos que as superf´ıcies helicoidais planas
em H3 sa˜o caracterizadas, por aquelas que, em seus pontos regulares na˜o-umb´ılicos possuem
uma parametrizac¸a˜o por linhas de curvatura onde as primeira e segunda formas sa˜o dadas por
I = cosh2 φ(u, v)(du)2 + senh2φ(u, v)(dv)2,
II = senhφ(u, v) coshφ(u, v) ((du)2 + (dv)2) ,
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onde φ e´ uma func¸a˜o harmoˆnica do tipo linear, isto e´,
φ(u, v) = au+ bv + c,




onde um dos αi e´ nulo.
Neste sentido, usaremos uma representac¸a˜o conforme apresentada por [9] extendida a su-
perf´ıcies chamadas flat fronts apresentada por [19], uma vez que as superf´ıcies obtidas possuem
singularidades.
Neste cap´ıtulo esta˜o descritos os resultados obtidos durante o programa de doutorado
sandu´ıche na Universidad de Granada, sob a co-orientac¸a˜o do professor Antonio Mart´ınez.
Estes resultados tambe´m constituem o trabalho [20].
5.1 Modelos do Espac¸o Hiperbo´lico
Quando tratamos do espac¸o hiperbo´lico, e´ usual na literatura considerar distintas representac¸o˜es
segundo seja conveniente em cada caso. Daremos aqui uma pequena descric¸a˜o de algumas delas
que sa˜o bastantes usuais e que sera˜o u´teis no decorrer do cap´ıtulo.
Modelo do semi-espac¸o superior: Considere o semi-espac¸o superior de R3 dado por
R3+ =
{














e´ um variedade completa de curvatura seccional constante −1.
Modelo Conforme da Bola Unita´ria: Denotamos por B3(1) a bola de centro 0 e raio 1












con | · | a norma usual de R3. Enta˜o a aplicac¸a˜o R3+ −→ B3(1) dada por
(y; y3) 7→ 1
y21 + y
2
2 + (y3 + 1)
2
(







com y = (y1, y2) e y3 > 0, e´ uma isometria.
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Modelo Lorentziano: Seja L4 o espac¸o Minkowski 4-dimensional, munido de coordenadas
lineares (x0, x1, x2, x3) e o produto escalar 〈, 〉 dado por
〈, 〉 = −dx20 + dx21 + dx22 + dx23. (5.3)
O espac¸o hiperbo´lico H3 sera´ a subvariedade Riemanniana tridimensional com curvatura sec-
cional −1, dada pelo conjunto
H3 =
{
(x0, x1, x2, x3) ∈ L4| − x20 + x21 + x22 + x23 = −1
}
, (5.4)
com me´trica induzida por L4.
Podemos ver que a aplicac¸a˜o
(x0, x1, x2, x3)→ 1
x0 + x3
(x1, x2, 1) (5.5)
e´ uma isometria entre o modelo Lorentziano e o modelo do semi-espac¸o superior, com inversa
dada por












Modelo de Matrizes Hermitianas: Considere o espac¸o de Lorentz-Minkowski L4 intro-
duzido na subsec¸a˜o anterior. Identificamos L4 com o conjunto das matrizes hermitianas 2× 2,
Herm(2), isto e´, o conjunto das matrizes 2 × 2 com entradas complexas aij tais que aij = a¯ij,
correspondendo o ponto (x0, x1, x2, x3) com a matriz x0 + x3 x1 + ix2
x1 − ix2 x0 − x3
 . (5.7)
Dessa forma, tem-se que, para todo v ∈ L4, 〈v, v〉 = −det(m(v)), onde m(v) e´ a matriz
correspondente a v em Herm(2). Ale´m disso, tr(m(v)) = 2x0. Usando o modelo Lorentziano,
podemos escrever o espac¸o hiperbo´lico neste caso como
H3 = {X ∈ Herm(2) : detX = 1, trX > 0} . (5.8)
Considere agora o conjunto SL(2,C), formado pelas matrizes complexas de ordem 2 e determi-
nante 1. Observe que, para qualquer matriz A ∈ SL(2,C), temos que AA∗ ⊂ H3, onde A∗ = A¯t.
outro lado, qualquer matriz X ∈ Herm(2), pode ser escrita como
X = AΛA∗,
onde A ∈ SL(2,C) e Λ e´ uma matriz diagonal com valores reais.
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5.2 Parametrizac¸o˜es das superf´ıcies planas associadas




onde ξ = α1x1 + α2x2, obtivemos imerso˜es nos Teoremas 3.1, 3.2, 3.3 e 3.4 do tipo
f(x1, x2, x3) = (f1(x1, x2), f2(x1, x2), f3(x1, x2) cosx3, f3(x1, x2) sinx3).
De acordo com as me´tricas produto conformemente planas dadas por Lafontaine, as hipersu-
perf´ıcies do tipo acima sa˜o obtidas atrave´s da rotac¸a˜o de superf´ıcies (f1, f2, f3) de curvatura




(y1, y2, y3, 0) ∈ R4, y3 > 0
}
.
No nosso caso, verificamos que as superf´ıcies planas associadas possuem curvatura constante
nula. O que foi feito aqui foi extrair as parametrizac¸o˜es das superf´ıcies planas de H3 a partir
das parametrizac¸o˜es das hipersuperf´ıcies conformemente planas. As parametrizac¸o˜es obtida sa˜o




Parametrizac¸o˜es para ξ = α1x1: Vamos usar os resultados do Teorema 3.3, temos 3
casos:
1o Caso: |α1| < 1. Neste caso X : U ⊂ R2 → H3 e´ dada por
X(x1, x2) = λ(x1, x2)Y (x1),

























1− α21x1) , 1
)
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2o Caso: |α1| > 1. Neste caso X : U ⊂ R2 → H3 e´ dada por
X(x1, x2) = λ(x1)Y (x1, x2),














e Y : U ⊂ R2 → R3 e´ definida de acordo com o sinal de α1. Se α1 > 0 temos











α21 − 1)x2 , 1
)
Se α1 < 0, devemos ter











α21 − 1)x2 , 1
)
Observac¸a˜o 5.1 O sinal das duas primeiras coordenadas muda ja´ na imersa˜o conformemente
plana original. Quanto ao sinal da terceira coordenada, mudamos de forma que a imersa˜o
X = λY esteja em H3. Tal mudanc¸a depende de α1 porque o sinal de λ e´ o mesmo sinal de α1.
Observe ainda que para mudar o sinal da terceira coordenada basta fazer uma translac¸a˜o em
x3 na imersa˜o conformemente plana original.
3o Caso: α1 = ±1. Neste caso, X : U ⊂ R2 → H3 e´ dada por
X(x1, x2) =
(




Parametrizac¸o˜es para ξ = α2x2: Vamos usar os resultados do Teorema 3.4. Para esta
forma de ξ, X : U ⊂ R2 → H3 e´ dada por
X(x1, x2) = λ(x2)Y (x1, x2),











e Y : U ⊂ R2 → R3 e´ definida de acordo com o sinal de α2 da seguinte forma: Se α2 > 0 enta˜o















Se α2 < 0, devemos ter











1 + α22x1) , 1
)
.
Parametrizac¸o˜es para ξ = α1x1 + α2x2: Vamos usar os resultados dos Teoremas 3.1 e
3.2, temos enta˜o dois casos:
1o Caso: α1α2 > 0. Neste caso a imersa˜o X : U ⊂ R2 → H3 e´ dada por
X(x1, x2) = λ(x1, x2)Y (x1, x2)












cosh ξ˜ − βsenhξ˜
] ,



























onde usamos a notac¸a˜o dada por (3.19)-(3.23).
Observac¸a˜o 5.2 Outra vez mudamos a func¸a˜o Y de acordo com o sinal de α1 para que a
terceira coordenada de X seja sempre positiva. Para isso, basta ver que o sinal de λ e´ o mesmo
sinal de α1. De fato, inicialmente, temos que se α1α2 > 0, enta˜o
α1
α2






logo |β| < 1, o que implica
cosh ξ˜ − β sinh ξ˜ > 0.
Portanto, o sinal de λ e o mesmo de α1c + α2. Como α1α2 > 0 e c > 0, segue que o sinal de
α1c+ α2 e´ o mesmo de α1.
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2o Caso: α1α2 < 0. Neste caso a imersa˜o X : U ⊂ R2 → H3 e´ dada por
X(x1, x2) = λ(x1, x2)Y (x1, x2)














cosh ξ˜ + β¯ sinh ξ˜
]













onde usamos a notac¸a˜o dada por (3.19)-(3.23) e sgn(α1) vale 1 quando α1 > 0 e −1 quando
α1 < 0.
Observac¸a˜o 5.3 De maneira ana´loga ao caso anterior, escolhemos o sinal da func¸a˜o λ de
acordo com o sinal de α1, para que λ seja sempre uma func¸a˜o positiva. A ana´lise neste caso e´









logo cosh ξ˜ + β¯ sinh ξ˜ > 0. O que mostra que λ e α1 − α2c tem o mesmo sinal. Portanto, se
α1 > 0, temos α2 < 0 e
α1 − α2c > 0.
Por outro lado, se α1 < 0 devemos ter α2 > 0 e assim
α1 − α2c < 0.
5.3 Superf´ıcies helicoidais em H3
Superf´ıcies helicoidais surgem como uma generalizac¸a˜o natural das superf´ıcies rotacionais. Sa˜o
invariantes por um grupo helicoidal de isometrias, i.e., dado um eixo r, consideramos uma
translac¸a˜o ao longo desse r composto com uma rotac¸a˜o em torno de r. Para visualizar tal grupo,
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consideramos o modelo do semi-espac¸o superior e, a menos de movimento r´ıgido, podemos












ode uma rotac¸a˜o em torno do eixo y3 de velocidade angular com uma translac¸a˜o hiperbo´lica
de passo β ao longo deste eixo. Uma superf´ıcie que e´ invariante por um movimento helicoidal
e´ chamada superf´ıcie helicoidal. Quando β = 0, temos as superf´ıcies rotacionais e quando
α = 0, temos as superfic´ıes coˆnicas. Os demais casos, chamaremos de superf´ıcies propriamente
helicoidais.
Toda superf´ıcie helicoidal pode ser gerada por uma curva apropriada γ : I −→ H3 con-
siderando a composic¸a˜o
ψ(t, s) = (ht ◦ γ)(s). (5.9)
Observe que a curva γ e´ escolhida de maneira que (5.9) seja uma superf´ıcie regular.
Para que a superf´ıcie helicoidal (5.9) seja plana, impo˜e-se condic¸o˜es sobre a curva γ, como
nos seguintes casos particulares::
i) Superf´ıcies rotacionais planas (β = 0). Considere uma curva parametrizada pelo compri-
mento de arco no plano {y2 ≡ 0}. Segue da equac¸a˜o de Gauss que as coordenadas restantes







nos fornecendo a relac¸a˜o y1(s) = (as+ b)y3(s).
ii) Superf´ıcies coˆnicas planas (α = 0). Neste caso, temos apenas a invariaˆncia pelo movimento
de translac¸a˜o. Considere uma curva γ na horosfera {y3 = 1}, onde c > 0 e´ uma constante.
Sem perda de generalidade, podemos assumir que c = 1 e considerar γ dada por
γ(s) = (r(s) cos θ(s), r(s) sin θ(s), 1),
parametrizada pelo comprimento de arco, i.e.,
(r′)2 + (rθ′)2 = 1.
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Enta˜o a superf´ıcie e´ plana se, e somente se, vale a seguinte expressa˜o para r
r(s) =
√
(as+ b)2 − 1.
Queremos descrever todas as superf´ıcies planas helicoidais, generalizando os casos que vimos
acima.
5.4 Representac¸a˜o conforme
Em seguida vamos caracterizar as superf´ıcies planas helicoidais em termos de suas primeira e
segunda formas fundamentais. Para essas superf´ıcies sabemos que em uma vizinhanc¸a de pontos
na˜o-umb´ılicos, temos sempre uma parametrizac¸a˜o por linhas de curvatura tal que a primeira
e segunda forma sa˜o dadas por (para detalhes, veja [31], pa´gina 8, Teorema 2.4 e pa´gina 15,
Corola´rio 2.7)
I = cosh2 φ(u, v)(du)2 + sinh2 φ(u, v)(dv)2, (5.10)





onde φ e´ uma func¸a˜o harmoˆnica. Queremos mostrar aqui que uma superf´ıcie plana helicoidal
e´ caracterizada por aquelas com primeira e segunda formas fundamentais dadas por (5.10) e
(5.11) onde φ e´ linear, isto e´,
φ(u, v) = au+ bv + c, (5.12)
onde a, b e c sa˜o nu´meros reais tais que (a, b, c) 6= (0, ±1, 0).
Iremos usar a representac¸a˜o conforme de superf´ıcies planas in H3 introduzida por [9] e
que sera´ usada aqui como esta´ descrito em [7] e [19]. Seja Σ uma variedade bidimensional
ψ : Σ → H3 uma imersa˜o plana. Pela equac¸a˜o de Gauss, a segunda forma fundamental dσ2 e´
definida e assim Σ e´ orienta´vel e possui uma estrutura conforme de superf´ıcie de Riemann tal
que a segunda forma fundamental dσ2 e´ hermitiana. Esta estrutura conforme de superf´ıcie de
Riemann fornece uma representac¸a˜o conforme para a imersa˜o ψ que permite recuperar qualquer
superf´ıcie plana em H3 em termos de dados holomorfos (ver detalhes em [9] e [19] ). Ao longo
de todo este cap´ıtulo trataremos Σ como uma superf´ıcie de Riemann com a estrutura conforme
determinada pela segunda forma fundamental dσ2.
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Para qualquer p ∈ Σ, existe g(p), g∗(p) ∈ C∞ pontos distintos na fronteira ideal tais que a
geodesica normal orientada em ψ(p) e´ a geode´sica em H3 partindo de g∗(p) em direc¸a˜o a` g(p).
As aplicac¸o˜es g, g∗ : σ → C∞ sa˜o chamadas aplicac¸o˜es de Gauss hiperbo´licas e esta provado
em [9] que, para superf´ıcies planas, tais aplicac¸o˜es sa˜o holomorfas quando olhamos para C∞






Figura 5.1: Aplicac¸o˜es de Gauss hiperbo´licas
Kokubu, Umehara e Yamada em [19] investigaram como recuperar imerso˜es planas com
poss´ıveis singularidades, a saber flat fronts, em termos das aplicac¸o˜es de Gauss hiperbo´licas. Es-
sas singularidades surgem quando a primeira forma fundamental degenera e tambe´m e´ mostrado
como as aplicac¸o˜es de Gauss hiperbo´licas sa˜o bem definidas atrave´s das singularidades. Refor-
mulando os resultados do Teorema 2.11 e da Proposic¸a˜o 2.5 para o semi-espac¸o superior, temos
o seguinte teorema (veja [7] ):
Teorema 5.1 Sejam g e g∗ duas func¸o˜es meromorfas na˜o constantes em uma superf´ıcie de
Riemann Σ tais que g(p) 6= g∗(p) para todo p ∈ Σ. Assuma que
1. todos os po´los da 1-forma dg





g−g∗ = 0, para cada loop γ em Σ.
Considere
ξ := c exp
∫
dg
g − g∗ , c ∈ C \ {0} . (5.13)
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Enta˜o, a aplicac¸a˜o ψ = (ψ1, ψ2, ψ3) : Σ→ H3 dada por
ψ1 + iψ2 = g − |ξ|
4(g − g∗)
|ξ|4 + |g − g∗|2 , ψ3 =
|ξ|2|g − g∗|2
|ξ|4 + |g − g∗|2 , (5.14)
e´ um flat front. Ale´m disso, se consideramos as 1-formas








enta˜o as primeiras e segunda formas fundamentais sa˜o representadas como
I = (ω + θ¯)(ω¯ + θ) (5.16)
II = |θ|2 − |ω|2 (5.17)
A pro´xima proposic¸a˜o nos fornece condic¸o˜es necessa´rias e suficientes nas func¸o˜es g e g∗ para
diagonalizar as primeira e segunda formas fundamentais simultaneamente:
Proposic¸a˜o 5.1 Seja Σ um flat front em H3 como dado no Teorema 5.1. Um paraˆmetro
complexo para Σ, η = u + iv, diagonaliza as primeira e segunda formas fundamentais simul-








onde (·)η e´ a derivada com respeito a η. Neste caso, a func¸a˜o harmoˆnica φ e´ dada por
e2φ =
|g∗η||ξ|4
|gη||g − g∗|2 =
|ξ|4
4|gη|2 . (5.19)
Demonstrac¸a˜o: Segue das equac¸o˜es (5.15) e (5.16) escrevemos
I = ωω¯ + θθ¯ + 2Re(ωθ). (5.20)





(g − g∗)2 . (5.21)
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Escrevendo θ = hdη, ω = fdη and hf = A+ iB, temos
Re(θω) = A(du2 − dv2)− 2Bdudv. (5.22)
Se η diagonaliza as primeira e segunda formas fundamentais como em (5.10) e (5.11), devemos








(g − g∗)2 e´ real e holomorfa, deve ser




(g − g∗)2 = cg. (5.23)
Para obter cg, vamos usar a Equac¸a˜o (5.20) para escrever
I = |f |2 (du2 + dv2) + |h|2 (du2 + dv2)− 2cg (du2 − dv2)
= (|f |2 + |h|2 − 2cg) du2 + (|f |2 + |h|2 + 2cg) dv2.
Agora, temos a primeira forma fundamental como (5.10) se, e somente se,
|f |2 + |h|2 − 2cg = cosh2 φ,
|f |2 + |h|2 + 2cg = sinh2 φ,
(5.24)
i.e., cg = −1
4
e (5.18) esta´ provado. Com este valor para cg usamos (5.23) para escrever
a expressa˜o da Equac¸a˜o (5.19). Vamos trabalhar agora com a segunda forma fundamental.
Inicialmente, lembramos que
ω = − 1
ξ2





(g − g∗)2dg =
ξ2
(g − g∗)2 g
∗
ηdη












































= e2φ + e−2φ. (5.27)
Se trabalhamos agora com a segunda forma fundamental, teremos
II = |θ|2 − |ω|2
=
( |ξ|4|g∗η|



















= e2φ − e−2φ. (5.28)






|gη||g − g∗|2 (5.29)

Corola´rio 5.1 Seja Σ um flat front em H3. Dois paraˆmetros z e w diagonalizam a primeira
e segunda forma fundamental se, e somente se, w = ±z + c, onde c ∈ C e´ uma constante.
5.5 Exemplos Classificato´rios
Nesta sec¸a˜o apresentaremos uma importante classe de exemplos associados com a func¸a˜o φ
dada na Proposic¸a˜o 5.1 quando tal func¸a˜o e´ linear. Nomearemos estes exemplos por exemplos
classificato´rios e veremos que cada flat front com este tipo de φ deve ser localmente congruente
a um dos exemplos classificato´rios ou o exemplo apresentado em [18], que e´ chamado “peach
front”.
Teorema 5.2 Para cada z0 ∈ C∗ = C \ {0} considere g : C −→ C∗ a func¸a˜o holomorfa dada
por
g(z) = e(ε sinh z0)z (5.30)
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e g∗ = e2z0g. Enta˜o existe um flat front ψz0 : C −→ H3, cujo conjunto singular e´ dado por
S = {z ∈ C | Re [(ε cosh z0)z] = 0} , ε2 = −1.
Mais ainda, as primeira e segunda formas fundamentais da imersa˜o plana ψz0 : C \ S −→ H3,
podem ser escritas como (5.10) e (5.11), onde φz0(z, z¯) e´ uma constante na˜o nula ou
φz0(u, v) = −Re [(ε cosh z0)z]
= au+ bv.
Demonstrac¸a˜o: Por definic¸a˜o de g e g∗ e como z0 6= 0, temos imediatamente que g e g∗
sa˜o duas func¸o˜es holomorfas na˜o constantes e g 6= g∗. Ale´m disso, temos que
dg

















Segue do Teorema 5.1 e da Proposic¸a˜o 5.1, que existe um flat front ψz0 : C −→ H3, dado por
ψz0 = (ψ1, ψ2, ψ3), com ψ1, ψ2, ψ3 como em (5.13) e (5.14). Mais ainda, suas primeira e segunda
formas fundamentais sa˜o dadas como em (5.10) e (5.11). Segue da definic¸a˜o de g e g∗ e das
equac¸o˜es (5.13) e (5.19), que φz0(z, z¯) e´ uma constante na˜o nula, se cosh z0 = 0, i.e., e
z0 = ±i,
ou,
φ(z, z¯) = −Re(ε cosh z0z) = au+ bv, a, b ∈ R.
No u´ltimo caso, o conjunto singular de ψz0 e´ a reta dada por
S = {z ∈ C | Re(ε cosh z0z) = 0} .

Escolhendo diferentes valores para z0 obtemos todos os flat fronts que mencionamos na In-
troduc¸a˜o, cujas representac¸o˜es gra´ficas apresentaremos aqui no modelo da bola conforme:
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Figura 5.2: Cilindro hiperbo´lico Figura 5.3: Hourglass
Figura 5.4: Snowman
i) Flat fronts rotacionais. Estes flat flat fronts sa˜o obtidos quando e2z0 ∈ R. O cilindro
hiperbo´lico (Figura 5.2) e´ obtido quando e2z0 = −1. Quando e2z0 < 0, com e2z0 6= −1 no´s
temos o hourglass (Figura 5.3) e para e2z0 > 0 no´s temos o snowman (Figura 5.4).
ii) Flat Fronts coˆnicos. Este flat front (Figura 5.5) e´ obtido quando temos e2z0 = ±i. Neste
caso temos a invariaˆncia somente pelo movimento de translac¸a˜o:
iii) Flat Fronts Propriamente Helicoidais. Os casos na˜o mencionados acima sa˜o invariantes
pelos dois movimentos, o movimento rotacional e a translac¸a˜o (Figura 5.6):
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Figura 5.5: Flat Front coˆnico
Figura 5.6: Flat Fronts Propriamente Helicoidais
A classe de exemplos obtidas no Teorema 5.2 sera´ chamada exemplos classificato´rios.
Observac¸a˜o 5.4 O exemplo dado em [18] chamado peach front (Figura 5.7) e´ um caso onde
as aplicac¸o˜es de gauss hiperbo´licas satisfazem g∗ = g − 1 e pode ser parametrizado usando o
Teorema 5.1 da seguinte forma














onde as primeiras e segunda formas fundamentais sa˜o dadas como (5.10) e (5.11) com φ(u, v) =
±v. Observe que este valor de φ pode ser visto como φ(z, z¯) = −Re(ε cosh z0z), with z0 = 0.
Teorema 5.3 Seja Σ ⊂ H3 um flat front com um paraˆmetro complexo z = u + iv que di-
agonaliza as primeira e segunda formas fundamentais simultanemamente como em (5.10) e
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Figura 5.7: O Peach Front
(5.11). Enta˜o φ(u, v) = au+ bv+ c se, e somente se, o “flat front” correspondente e´ localmente
congruente a um dos exemplos classificato´rios ou ao “peach front”.
Demonstrac¸a˜o: Como φ e z = u+iv determinam as primeira e segunda formas fundamentais,
e´ imediato que qualquer imersa˜o plana tal que
φ(z, z¯) = −Re(ε cosh z0z),
para algum z0 ∈ C∗, deve ser localmente congruente a um dos exemplos classificato´rios.
Por outro lado, como vimos na Observac¸a˜o 5.4, o peach front admite uma parametrizac¸a˜o
que diagonaliza simultaneamente as primeira e segunda formas fundamentais com φ(u, v) como
acima, com z0 = 0.

5.6 Caracterizac¸a˜o
Nesta sec¸a˜o provaremos que um flat front em H3 e´ helicoidal se, e somente se, e´ localmente con-
gruente a um dos exemplos classificato´rios na sec¸a˜o anterior. Ale´m disso, obteremos uma classi-
ficac¸a˜o completa dos flat fronts helicoidais em termos de suas aplicac¸o˜es de Gauss hiperbo´licas
assim como em termos de func¸o˜es harmoˆnicas lineares. Como uma consequeˆncia do Teorema
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5.3 provaremos que qualquer superf´ıcie plana em H3 que corresponde a uma func¸a˜o harmoˆnica
linear ou e´ localmente congruente a uma superf´ıcie plana helicoidal ou a um “peach front”.
Teorema 5.4 Um flat front em H3 e´ helicoidal se, e somente se, e´ localmente congruente a
um dos exemplos classificato´rios.
Vamos dividir nossa prova em dois lemas. O primeiro lema estabelecera´ que todo exem-
plo classificato´rio, tem a propriedade geome´trica de ser invariante por um grupo helicoidal de
isometrias, i.e., um flat front helicoidal. No segundo, mostraremos a rec´ıproca, i.e., toda su-
perf´ıcie plana helicoidal e´ localmente congruente a um dos exemplos classificato´rios, mostrando
que as aplicac¸o˜es de gauss hiperbo´licas satisfazem g∗ = e2z0g. Uma vez estabelecidos estes dois
lemas, a prova consiste apenas em associa´-los com a Proposic¸a˜o 5.1 e o Teorema 5.3.
Lema 5.1 Todo exemplo classificato´rio e´ um flat front helicoidal.
Demonstrac¸a˜o: Os exemplos classificato´rios foram obtidos usando o me´todo de produzir flat
fronts dado pelo Teorema 5.2. Dado tal flat front, suas aplicac¸o˜es de Gauss hiperbo´licas g e g∗
satisfazem g∗ = e2z0g e g = e(ε sinh z0)z, onde z0 e´ um nu´mero complexo na˜o nulo, i.e, 1−ez0 6= 0.
Queremos obter a imersa˜o em H3 do flat front, associado a g e g∗, usando o Teorema 5.1. Como
g∗ = e2z0g, temos
g − g∗ = (1− e2z0) g, (5.31)
pela equac¸a˜o (5.13) e escrevendo g = Reiv, segue que






De agora em diante, vamos adotar a seguinte notac¸a˜o
1
1− e2z0 = x0 + iy0, (5.32)
dessa forma, temos
|ξ|2 = |c|2e2(x0 logR−y0v). (5.33)
Podemos agora escrever a imersa˜o atrave´s da equac¸a˜o (5.14). Usando (5.31) e (5.33) temos
que
ψ1 + iψ2 =
(
1− |c|
4e4(x0 logR−y0v) (x0 − iy0)







0)|c|4e4(x0 logR−y0v) + e2 logR
(5.35)
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0) |c|4ex + e−x
,
(5.36)
onde x = (2x0 − 1) logR− 2y0v. Usando este fato, reescrevemos (5.34) da seguinte forma
ψ1 + iψ2 =
(
1− |c|
4e(4x0 logR−4y0v)(x0 − iy0)
(x20 + y
2






4e(2x0 logR−2y0v−logR)(x0 − iy0)
(x20 + y
2













Agora queremos provar que a superf´ıcie imersa e´ invariante por um grupo helicoidal de
isometrias de H3. Inicialmente, vamos considerar o caso onde y0 = 0. Podemos ver a partir
de (5.36) e (5.37) que este caso corresponde a`s superf´ıcies rotacionais. Por outro lado, quando
y0 6= 0 podemos escrever






logR. Com essa notac¸a˜o, conclu´ımos que
ψ1 = R [c1(x) cos f(R)− c2(x) sin f(R)] ,
ψ2 = R [c1(x) sin f(R) + c2(x) cos f(R)] ,



































Usando a notac¸a˜o ψ3 = Rc3(x), temos enta˜o a seguinte expressa˜o para a imersa˜o:
(ψ1, ψ2, ψ3) (R, x) = R

cos f(R) − sin f(R) 0












, temos f(R) = 0 e consequentemente, na˜o temos o movimento rotacional. Por
outro lado, se x0 6= 1
2
, consideramos f(R) = y e escrevemos





cos y − sin y 0









O segundo lema ira´ mostrar que qualquer superf´ıcie helicoidal em H3 e´ congruente a uma
superf´ıcie cujas aplicac¸o˜es de Gauss hiperbo´licas satisfazem g∗ = cg, onde c e´ um nu´mero
complexo.
Nesse sentido, consideraremos uma abordagem pro´xima a`quela dada em [24]. Considere
o modelo Lorentziano para o espac¸o hiperbo´lico H3, isto e´, seja L4 o espac¸o Minkowski 4-
dimensional, munido de coordenadas lineares (x0, x1, x2, x3) e o produto escalar 〈, 〉 dado por
〈, 〉 = −dx20 + dx21 + dx22 + dx23. (5.38)
O espac¸o hiperbo´lico H3 sera´ a subvariedade Riemanniana tridimensional com curvatura sec-
cional −1, dada pelo conjunto
H3 =
{
(x0, x1, x2, x3) ∈ L4| − x20 + x21 + +x22 + x23 = −1
}
, (5.39)
com me´trica induzida por L4.
Podemos ver que a aplicac¸a˜o
(x0, x1, x2, x3)→ 1
x0 + x3
(x1, x2, 1) (5.40)
e´ uma isometria entre os dois modelos com inversa dada por












Com essas aplicac¸o˜es em mente, podemos ver como trabalhar com superf´ıcies helicoidais no
modelo Lorentziano. Seja O1(4) o grupo ortogonal em L4, dado por todas transformac¸o˜es
lineares que preservam 〈, 〉. Considere agora mt ∈ O1(4) dada pela matriz
cosh βt 0 0 sinh βt
0 cosαt − sinαt 0
0 sinαt − cosαt 0
sinh βt 0 0 cosh βt
 (5.42)
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Observe que mt e´ um subgroupo a 1-paraˆmetro de isometrias de H3 dada por uma translac¸a˜o
cosh βt 0 0 sinh βt
0 1 0 0
0 0 1 0
sinh βt 0 0 cosh βt

ao longo da geode´sica γ : −x20 + x23 = −1, composta com a rotac¸a˜o
1 0 0 0
0 cosαt − sinαt 0
0 sinαt cosαt 0
0 0 0 1

Observe tambe´m que a geode´sica γ que estamos considerando e´ a imagem do eixo-y3 pela
aplicac¸a˜o (5.41). Verifica-se que qualquer o´rbita de m intersecta a subvariedade totalmente
geode´sica P 2 = {x3 = 0} apenas uma vez. Assim, qualquer superf´ıcie invariante por m e´
gerada por uma curva em P 2.
Para obter as aplicac¸o˜es de Gauss hiperbo´licas, consideramos o modelo de Matrizes Hermi-




(x0, x1, x2, x3) ∈ L4| − x20 + x21 + x22 + x23 = 0, x0 > 0
}
. (5.43)
Se associarmos para cada v ∈ N3 a semi-reta [v], obtemos uma partic¸a˜o de N3 e a fronteira
ideal, S2∞, de H3 pode ser vista como o quociente de N3 sob a relac¸a˜o de equivaleˆncia associada.
Assim, a me´trica induzida esta´ bem definida a menos de um mu´ltiplo escalar, onde S2∞ recebe
uma estrutura conforme natural como o quociente N3/R+. Nesta configurac¸a˜o, como podemos
ver em [9] as aplicac¸o˜es de Gauss hiperbo´licas de uma imersa˜o ψ : S → H3, com normal unita´rio
N , sa˜o dadas por
g = [ψ +N ] e g∗ = [ψ −N ] (5.44)
Usamos a identificac¸a˜o entre L4 e o conjunto das matrizes hermitianas 2 × 2 , Herm(2),
onde o ponto (x0, x1, x2, x3) e´ identificado com a matriz x0 + x3 x1 + ix2
x1 − ix2 x0 − x3
 .
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Uma vez que temos as coordenadas de ψ +N e ψ −N in L4, encontramos suas respectivas


















Com esta abordagem, estamos preparados para estabelecer e provar o segundo lema:
Lema 5.2 Seja ψ : Σ −→ H3 uma imersa˜o de uma superf´ıcie plana em H3. Enta˜o existe
um movimento r´ıgido de H3, tal que suas aplicac¸o˜es de gauss hiperbo´licas g e g∗ satisfazem
g = e2z0g∗, onde z0 6= 0 e´ um nu´mero complexo.
Demonstrac¸a˜o: Iniciamos com uma superf´ıcie helicoidal imersa em H3. Enta˜o, con-
siderando o modelo do semi-espac¸o para H3, existe um movimento r´ıgido de H3 que leva o eixo
da superf´ıcie helicoidal para o eixo y3. Enta˜o, considerando a isometria (5.41), entre modelo do
semi-espac¸o e H3 ⊂ L4, a menos de movimento r´ıgido de H3, podemos considerar a imersaa˜o ψ
da superf´ıcie helicoidal como
ψ(t, s) = mt(c(s)),
onde c e´ uma curva em P 2 parametrizada pelo comprimento de arco.
Para descrever as aplicac¸o˜es de Gauss hiperbo´licas, g e g∗, precisamos obter as aplicac¸o˜es
ψ +N e ψ −N . Lembramos que um vetor normal unita´rio a imersa˜o e´ dado por
N =
(ψ, ψt, ψs)
| (ψ, ψt, ψs)| ,
onde (ψ, ψt, ψs) e´ o produto vetorial lorentziano entre ψ, ψt, ψs. Se escrevemos c(s) =
(x0(s), x1(s), x2(s), 0), temos que ψt(t, s) = mt(v(s)), onde v(s) = (0,−αx2(s), αx1(s), βx0(s)).
Este fato e a ortogonalidade de mt, nos permite concluir que




| (c(s), v(s), c′s))| . Portanto
ψ +N = mt(c+ η),
ψ −N = mt(c− η).
Pelas equac¸o˜es (5.45), (5.46)and (5.47) temos que
g(s, t) = g0(s)e
(β+iα)t and g∗(s, t) = g∗0(s)e
(β+iα)t. (5.49)
Agora o que vemos e´ que
g
g∗
e´ uma func¸a˜o somente na varia´vel s, e como podemos ver em [9],
g e g∗ sa˜o holomorfas quando a superf´ıcie e´ plana, portanto,
g
g∗
e´ uma func¸a˜o holomorfa que
depende apenas de uma varia´vel, o que implica
g = ω0g
∗, (5.50)
onde ω0 ∈ C e´ uma constante diferente de 1 pelas equac¸o˜es (5.45), (5.46), (5.47) e o fato de
que ψ e N sa˜o ortogonais. Portanto, existe z0 ∈ C∗ tal que g = e2z0g∗.

Podemos provar agora o Teorema 5.4.
Demonstrac¸a˜o: (Prova do Teorema 5.4) Uma direc¸a˜o da prova e´ dada pelo Lema 5.1,
i.e., todo exemplo classificato´rio e´ um flat front helicoidal. Reciprocamente, dada qualquer
superf´ıcie helicoidal em H3, segue do Lema 5.2, que esta e´ congruente a uma superficie cujas
aplicac¸o˜es de Gauss hiperbo´licas satisfazem g = e2z0g∗, onde z0 6= 0. Mais ainda, usando a
Proposic¸a˜o 5.1, podemos escolher um paramaˆmetro complexo η = u + iv tal que (5.19) vale.
Portanto, localmente g e´ dada por
g = eε(sinh z0)η.
Enta˜o, segue de (5.19) que φ deve ser linear. Dessa forma, o Teorema 5.3 implica que este flat
front helicoidal e´ localmente congruente a um dos exemplos classificato´rios.

Como uma consequeˆncia dos Teoremas 5.4, Proposic¸a˜o 5.1, Teorema 5.2 e a definic¸a˜o de
exemplos classificato´rios, temos uma classificac¸a˜o completa flat fronts helicoidais em termos de
suas aplicac¸o˜es de Gauss hiperbo´licas, determinadas por um nu´mero complexo na˜o nulo.
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Teorema 5.5 Um flat front em H3 e´ helicoidal se, e somente se, a menos de um movimento
r´ıgido de H3, existe um paraˆmetro complexo η tal que suas aplicac¸o˜es de Gauss hiperbo´licas g
e g∗ sa˜o func¸o˜es holomorfas dadas por,
g = eε(sinh z0)η and g∗ = e2z0g,
onde z0 e´ um nu´mero complexo e ε
2 = 1.
Como um consequeˆncia dos Teoremas 5.2, 5.4 e 5.5, obtemos os seguintes seguintes resulta-
dos formulados em termos de func¸o˜es harmoˆnicas.
Teorema 5.6 Um flat front em H3 e´ helicoidal se, e somente se, existe uma parametrizac¸a˜o
local por linhas de curvatura, em uma vizinhanc¸a de um ponto na˜o singular, tal que primeira
e segunda formas fundamentais sa˜o dadas por (5.10) e (5.11), onde φ = au + bv + c and
(a, b, c) 6= (0,±1, 0).
Teorema 5.7 Seja Σ um flat front em H3 com uma parametrizac¸a˜o local, em uma vizinhanc¸a
de um ponto na˜o singular e na˜o umb´ılico, tal que as primeira e segunda formas fundamentais
sao diagonais e dadas por (5.10) e (5.11), onde φ e´ uma func¸a˜o harmoˆnica euclidiana). Enta˜o
φ e´ linear, i.e., φ = au+ bv+ c se, e somente se, Σ e´ localmente congruente ou a um flat front
helicoidal ou a um “peach front”.
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Apeˆndice A
O me´todo das caracter´ısticas
O me´todo das caracter´ısticas e´ um procedimento para resolver equac¸o˜es diferenciais parciais




+ · · ·+ am(x) ∂f
∂xm
= 0. (A.1)
A teoria cla´ssica de tais equac¸o˜es mostra que a soluc¸a˜o geral de (A.1) pode ser encontrada







= · · · = dxm
am(x)
. (A.2)
A soluc¸a˜o geral de A.2 pode ser escrita da forma
f1(x1, . . . , xm) = c1, . . . , fm−1(x1, . . . , xm) = cm−1,
onde c1, . . . , cm−1 sa˜o as constantes de integrac¸a˜o. Neste caso, as func¸o˜es fi sa˜o soluc¸o˜es da
equac¸a˜o (A.1) e qualquer outra soluc¸a˜o desta equac¸a˜o sera´ necessariamente uma func¸a˜o de
f1, . . . , fm−1.














que e´ equivalente a
xdx = −ydy,
o que implica x2 + y2 = c, para uma constante arbitra´ria c. Assim, f(x, y) = x2 + y2 e´ uma
soluc¸a˜o da equac¸a˜o, assim como, qualquer func¸a˜o g(x, y) = F (x2 + y2).



















Vimos no exemplo anterior que a primeira equac¸a˜o implica em x2 + y2 = c. Escrevendo
x =
√












− arctanz = c1,
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