Appendix 1
VAR2CSA peptides and pCSP), tetanus toxin and bovine serum albumin. Antigens were covalently coupled to beads following a modification of the Luminex® Corporation protocol (1) .
Briefly, 200 μl of beads (2,5x10 6 ) were transferred into a 1.5 mL eppendorf tube and resuspended by sonication and vortexing. The supernatant was removed after precipitation of the beads by magnetic separation during 60 seconds. Beads were washed twice with 250 μl of distilled water and pellets were resuspended in 80 μl of activation buffer (0.1 M NaH2PO4, pH 6.2). Sulfo-NHS (N-hydroxysulfosuccinimide) and EDC (1-Ethyl-3- [3-dimethylaminopropyl] carbodiimide hydrochloride; Pierce, Thermo Fisher Scientific Inc., Rockford, IL) were simultaneously added to reaction tubes at 5 mg/mL each in activation buffer, and reaction tubes were incubated at room temperature with gentle agitation, protected from light for 20 minutes.
Activated beads were washed twice with 250 μl of coupling buffer (MES 50 mM, 2-[Nmorpholino] ethanesulfonic acid monohydrate pH 5, Sigma-Aldrich). Antigen amounts in the coupling reaction for one million beads were determined after a titration experiment, and were as follows: 2 μg of tetanus toxin, 4 μg of DBL3X, DBL5Ɛ, DBL6Ɛ, AMA1, 8 μg of MSP119, 170 μg of each peptide and for bovine serum albumin a 1% solution in PBS (Phosphate-buffered saline) and volume was adjusted with coupling buffer until a maximum of 400 μl. Beads and antigens were vortexed, sonicated and then incubated over night at 4°C in the dark, with shaking.
Coupled beads were blocked with 500 μl of 1% BSA in PBS for 30 minutes on a shaker at room temperature, avoiding light and then washed twice with 500 μl of assay buffer (1% BSA, 0.05% sodium azide in PBS filtrated) and resuspended in 400 μl of the same buffer. Beads were quantified on a Guava PCA desktop cytometer (Guava, Hayward, CA), and stored at 4°C in the dark. Protein and peptide multiplex arrays were prepared by pooling together equal volumes of coated beads.
Immediately before use, stock suspensions of antigen-coated microspheres were thoroughly resuspended by vortexing and sonication. Frozen plasma or the product of DBS elution were thawed at room temperature, mixed by vortexing, and spun at 16000 g for 5 minutes to remove particles. 50 μl of diluted microspheres (1000 microspheres/analyte/well) were added to a 96-well Mylar flat-bottom plate following the addition of 50 μl of diluted sample in duplicates to a final concentration of 1:400 for protein array and 1:100 for peptide array and incubated for 1 hour in agitation, protected from light at room temperature. After incubation, the plates were washed three times with 200 μl of washing buffer (0.05% Tween 20 in PBS) by pelleting in a magnetic 96 well separator. 100 μl of biotinylated anti-human IgG (Sigma, Tres Cantos, Spain) diluted 1:1000 in assay buffer was added to each well, and plates were incubated for 45 minutes in agitation, protected from light at room temperature. After the incubation period, the plates were washed and 100 μl of streptavidin-conjugated R-phycoeryhtrin (Invitrogen, Carlsbad, CA) at a 1:1000 dilution in assay buffer was added and incubated for 25 minutes. Finally the plates were washed as before and the beads were resuspended in 100 μl of assay buffer and analyzed using the Luminex® 100/200 System.
A hyperimmune plasma pool composed by 23 plasmas from P. falciparum infected Mozambican pregnant women was tested to determine if the coupling was effective and was included in each assay plate as positive control, in addition to blanks (wells without sample) to assess background levels. A minimum of 50 microspheres were read per spectral signature and results were exported as crude median fluorescent intensity (MFI). Duplicates were averaged and background MFIs were subtracted. A total of 224 plates were analyzed and the intra-assay variation (mean CV of replicates from 20 plasma samples per plate) ranged from 1.4% to 7.3% for the protein array and from 2.5% to 12.4% for the peptide array. The inter-assay variation (variability of positive pool between 224 plates) was 5% for the protein array and 26% for the peptide array (1). To assure the validity of the luminex plates, a quality control was performed on the MFI values of the positive control pool. Results were plotted in Levey Jenning Charts (Appendix Figure 1 ) and five plates from the peptide array fell out of −2 standard deviation (SD) and +2SD and were re-analyzed (2) . Results were normalized (nMFI) to account for plate-toplate variation by dividing the background subtracted MFI of each sample by the value of the positive pool in the same plate and multiplying by the median of positive pools in all plates.
Definition of IgG seropositivity
Seropositivity cutoffs were obtained using finite mixture models (FMM) for pregnancyspecific malaria antigens (VAR2CSA peptides and recombinant domains). FMM can be applied in scenarios of heterogeneous IgG distributions where a subgroup of the study population is seronegative and another seropositive avoiding additional sampling of malaria never exposed pregnant women. However, seropositivity cutoffs to general malaria antigens (AMA1, MSP119 and pCSP) were obtained from means plus three SD of IgG levels from never exposed pregnant Page 4 of 14 women as a consequence of absence of heterogeneous IgG distribution against P. falciparum general antigens in malaria exposed adult pregnant women (1) .
Reconstitution of dried blood spots
Antibodies were eluted from a total of 880 DBS from Gabon (n = 310), Kenya (n = 408) and Tanzania (n = 162) as previously described (1, 3) . Briefly, four spots of 3 mm in diameter were cut from the filter papers using a punch (McGill® round punch, 3 mm) and transferred to individual wells of a 96-well polystyrene U-bottom plate. Antibodies were eluted with 200 μl Luminex® assay buffer (1% BSA, 0.05% sodium azide in filtrated PBS) at room temperature overnight with gentle mixing which, assuming a hematocrit of 50%, gives a concentration of eluted blood proteins equivalent to a 1:50 plasma dilution (3, 4) .
To assess the quality of the elution, hemoglobin levels in the eluted DBS were measured by spectrophotometry (wavelengths 415, 380 and 450) and calculated using the Harboe method with the Allen correction (Hb [mg/l] = 167.2 x A415 -83.6 x A380 -83.6 x A450) x dilution factor). Three criteria to discard DBS improperly eluted were followed, as previously described instructions. Finally, DNA was eluted in 100 μL of AE buffer given in the kit. The presence of P. falciparum infection was detected using a previously described method (5, 6) .
We designed a single polymerase chain reaction (PCR) based assay to amplify purified DNA templates using 2720 Thermal Cycler (Applied Biosystems) followed by Sanger 
VAR2CSA DBL1X-ID1 3D model
The 3D-structure of DBL1X-ID1 was obtained by submitting the 3D7 sequence, with domain limits defined by Bockhorst and colleagues (2007) (7) to the HHPred server (http://toolkit.tuebingen.mpg.de/hhpred). The structure with highest HHPred score, corresponding to the DBL1α domain of the VarO strain (Protein Data Bank [PDB] 2yk0 (8)), was selected for homology modeling in MODELER based on the default alignment. Molecular graphics were generated in UCSF Chimera version 1.5.3 (9) .
IgG dynamic analysis through mixed-effects regression models
Summary statistics according to the longitudinal design were calculated by trimester.
Time-at-risk was estimated using gestational age at recruitment as the time when subjects first came under observation, and gestational age at delivery as the latest time under which the subjects were both under observation and at risk. Antibody levels were analyzed assuming a lognormal distribution, and therefore they were described by the geometric means and the overall, between and within-subjects standard deviations.
The crude and adjusted effect of P. falciparum infection on antibody levels was analyzed using log-linear mixed-effects regression models incorporating Gaussian random intercepts. This resulted in an estimate of the rates of antibody dynamics (boosting or decay), assuming a single exponential model. Time to 2-fold increase were calculated from the estimated rates and the boundaries at 95% confidence interval (CI) obtained from mixed-effects models for women with P. falciparum infection at follow-up (10, 11) . Similarly, half-lives were calculated from models including women who were seropositive at recruitment with no P. falciparum infection at follow-up (10, 11) . Where the boosting rate is a negative value (rate below 1) or the decay rate is a positive value (rate above 1), the calculated time to 2-fold increase or half-life was reported as infinity. Statistical comparisons were performed at two-sided significance level of 0.05 and 95% CI were calculated for all estimations.
Consider our longitudinal dataset consisting of antibody measurements of 239 pregnant women on three successive gestational ages. Because we were not really interested in these particular 239 women per se, we treated them as a random sample from a larger population and modeled the between-woman variability as a random effect, as a random-intercept term at the woman level. We thus fitted the model: In particular, for half-life Δ = 1/2 and then t1/2 = ln(1/2) ⁄ β1 = -ln (2) ⁄ β1. Similarly, time to 2-fold increase can be calculated ad t2x = ln (2) ⁄ β1.
Geospatial analysis
Spatial hotspots of P. falciparum infection and seropositivity among pregnant women from Mozambique living in Manhiça district were designated using hierarchical cluster analysis with Ward's minimum variance method (12) . Kulldorff spatial scan method (13) (14) (15) ) was used to identify the most likely hotspot for P. falciparum infection and seropositivity, setting our significance threshold (α) as 0.05. Hotspots of greater size than one cluster were identified by consecutively aggregating nearest-neighboring areas until a proportion of the total study population was included. To ascertain statistical significance, we employed Monte Carlo sampling, using Poisson likelihoods, and following the original Kulldorff method for Page 8 of 14
identification of clusters (16) . Analysis were performed using the R statistical software (version 3.2.1) (17) and maps were generated using OpenStreetMap (18) . The key R packages used were SpatialEpi (19) , deldir (20) , geosphere (21) , rgeos (22) raster (23) and leaflet (24) .
