When a numerical model is to be used as a practical tool, its parameters should preferably be stable and consistent, that is, possess a small uncertainty and be time-invariant. Using data and predictions of alongshore mean currents flowing on a beach as a case study, this paper illustrates how parameter stability and consistency can be assessed using Markov chain Monte 
and the simulated annealing technique of Metropolis et al. (1953) . The reader is referred to Gelman & Rubin (1996) , Gilks et al. (1996) 
where
Here, N is the total number of observations (in time and space) and g [ k 2 1; 1 determines the shape of the distribution of the differences between the observations y and model predictionsŷ. For g ¼ 0, M(u) is the sum of squared differences, with the distribution of these differences (or errors) being normal. When g ¼ 1, the distribution is the double exponential, while when g tends to 2 1, the distribution becomes rectangular (Box & Tiao 1973) . By varying g it can be investigated how sensitive p(ujy) is to the distribution of the errors.
After each set in the initial population has been assigned its posterior density, the initial population is partitioned into q complexes. In each complex, a parallel chain is launched from the point with the highest posterior density.
This launch implies the selection of a new candidate point using the Metropolis sampler. Using a random number between 0 and 1 a new parameter set, u iþ1 , is selected from a multi-variate normal distribution centered at the point with the highest posterior density and with the covariance of the complex. The posterior density of u iþ1 is computed using Equation (1). The Metropolis-annealing (Metropolis et al. 1953 ) criterion is used to decide whether u iþ1 should be added to the current chain. The acceptance probability a of this criterion is
Thus, a new parameter set that outperforms the best parameter set so far is always accepted (a ¼ 1); should the new parameter set perform worse than the best set, there is still a chance p(u iþ1 jy)/p(u i jy) that the new set is accepted.
In other words, Equation (3) words, when it is safe to conclude convergence. An extensive review of convergence diagnostics can be found in Cowles & Carlin (1996) . Here, the "potential scale reduction factor", referred to as RF in the following, introduced by Gelman & Rubin (1992) and later on modified by Brooks & Gelman (1998) , is used as the convergence diagnostic. Essentially, RF is the square root of the ratio between the variance of the values of the kth parameter in all chains and the mean of the variances of the kth parameter in each chain. When the various chains occupy different portions of parameter space, the former, pooled variance will exceed the mean of the individual chain variances and, accordingly, RF is well above 1. A large RF thus signifies that drawing more samples will improve the inference about p(ujy). When the parallel chains are overlapping, both variances are about the same and RF approaches 1. In practice, it is very hard to achieve RF ¼ 1 and convergence is typically declared once for each parameter RF is below 1.2 (Gelman & Rubin 1996; Brooks & Gelman 1998; Vrugt et al. 2003) . Note that the computation of RF involves the last n iterations (where 2n is the chain length) only to avoid the effect of the initial population on RF. 
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The 2.5% and 97.5% percentiles of the posterior distribu- 
CASE STUDY Model
In the absence of alongshore nonuniformities in bathymetry, the cross-shore (x) structure of the depth-averaged alongshore current v in the nearshore can be predicted accurately from the one-dimensional (1D), time-and depthaveraged alongshore momentum balance between wave, wind and tidal forcing, and bottom stress and lateral mixing 
Probability distributions
The implemented sampler was applied to the first 80 h of data (t ¼ 1 -80 h), when all six sensors were operational, to illustrate its overall performance. The evolution of the convergence diagnostic RF is provided in Figure 3 , based on There is no reason to suppose here that the errors follow the rectangular distribution. The differences are likely to originate from a number of sources (errors in the flow measurements, offshore forcing, bathymetric surveys, model structure, and so forth), none of which is clearly dominant.
This will tend to produce a central limit effect (Box & Tiao 1973) , implying the distribution of the errors to approximately normal. Figure 6 shows that slight deviations from normality (say, 20.5 , g , 0.5) do not change the calibration results relative to the assumption of normality in any noteworthy fashion.
Stability
The same 80 h of data were used to study the effect of the length of calibration set on parameter stability. To this end, 80 optimization runs were performed, the first containing the observations at t ¼ 1 h only, the second using the observations at t ¼ 1-2 h, and so forth, with the last one equaling the calibration (t ¼ 1 -80 h) presented in the previous subsection. For each calibration run the best-fit parameter set as well as the central 95% confidence levels were determined.
As can be seen in Figures 7(a-c) , the best-fit values for all three parameters vary widely until the large v observed 
Validation
To examine the effect of the length of the calibration set on model performance for unseen data, the model was run for t ¼ 81 -500 h with the 250 parameter sets determining the p(ujy) based on the first 5, 10, 20, 40, 65 and (all) 80 h.
In each case, the validation thus resulted in an ensemble of 250 predictions for t ¼ 81 -500 h, from which the 2.5%, 50% and 97.5% exceedance bias and root-mean-square (rms) errors were computed.
As can be seen in Figure 8 A warning that arises from Figure 9 is that one has to be careful to compare best-fit values obtained using datasets from different field sites. Ruessink et al. (2001) , for instance, noted how best-fit model values at Egmond differed from values obtained with a similar dataset at Duck, NC. They ascribed these differences to potential differences in the directional characteristics of the offshore wave climate.
In hindsight, the different length of the datasets, the different offshore wave heights and, as such, the different information content of the dataset may have been more likely causes for the intersite differences in best-fit values.
SUMMARY
Using data and predictions of alongshore mean currents in the nearshore as a case study we have, following Vrugt et al. (2006) , illustrated how parameter stability and consistency can be assessed using Markov chain Monte Carlo. When a model is to be used as a practical tool, then stable 
