Analysis And Design Of Advanced Caching Solutions For The Modern Web by Huang, Qi
ANALYSIS AND DESIGN OF ADVANCED CACHING
SOLUTIONS FOR THE MODERN WEB
A Dissertation
Presented to the Faculty of the Graduate School
of Cornell University
in Partial Fulfillment of the Requirements for the Degree of
Doctor of Philosophy
by
Qi Huang
August 2014
© 2014 Qi Huang
ALL RIGHTS RESERVED
ANALYSIS AND DESIGN OF ADVANCED CACHING SOLUTIONS FOR THE
MODERN WEB
Qi Huang, Ph.D.
Cornell University 2014
The rise of modern Web applications has seen a surge in the quantity of digital con-
tent — photos, videos, and user interactions — stored, accessed, and transmitted by
Internet services. To better handle such content, popular Web services, such as Face-
book, have deployed large cache tiers within their serving stacks to lessen the load on
backend systems and to decrease the data-request latency for users.
Designing such cache infrastructures exposes challenges across three dimensions:
(1) Modern Web workloads differ from earlier traditional workloads, due to the large
amount of user-created content, as well as the frequency of updates due to user inter-
actions; therefore, more advanced cache-replacement policies are required to provide
sustained high hit-ratios, the key metric for caching performance. (2) Flash devices are
extensively used due to their cost advantage over DRAM and their significantly higher
I/O performance than magnetic disks; however, flash often yields low performance and
high wearing costs with the small random writes that advanced caching algorithms tend
to generate. (3) Load balance is critical for the scalability of an entire cache-server tier;
however, different content within the modern Web may have disparate popularities, and
the dependent data-partition mechanism is often used to co-locate relative data in favor
of advanced application queries. Both scenarios exacerbate the imbalance.
In this dissertation, we use two existing cache systems within the Facebook infras-
tructure — the photo-cache as a representative of static-content cache, and the Tao cache
as an example of in-memory cache solutions — to address the three challenges men-
tioned above.
First, we examine the workload caused by accessing photos on Facebook and the
effectiveness of the many layers of photo caches that have been deployed. By analyzing
an event stream covering almost 80 million requests for more than 1 million unique
photos, we are able to study cache-access patterns, evaluate current cache efficacy, and
explore the potential performance benefits of certain advanced eviction algorithms at
multiple cache layers.
Second, when building advanced cache on flash devices, in order to address the
performance degradation caused by small random writes, we propose the novel RIPQ
(Restricted Insertion Priority Queue) framework. RIPQ allows for advanced caching
algorithms with large cache sizes, high throughput, and long device lifetime. RIPQ
maintains an approximate priority queue efficiently on flash by aggregating small ran-
dom writes into large writes to a restricted set of insertion points, lazily moving items,
and co-locating items with similar priorities. We show that two families of advanced
caching algorithms, Segmented-LRU and GDSF (Greedy-Dual-Size-Frequency), can be
easily implemented with RIPQ. Our evaluation builds on traces from Facebook’s photo-
serving stack shows that GDSF algorithms with RIPQ can improve cache hit ratios by
~20% over the current production system, while incurring low overhead and achieving
high throughput.
Third, we investigate the principal causes of load imbalance — including data co-
location, non-ideal hashing scenario, and hot-spot temporal effects. We analyze Face-
book’s runtime traffic against the partitioned cache tier in front of Tao, a subsystem that
stores objects associated with Facebook’s social graph. As part of this investigation, we
also employ trace-drive analytics to study the benefits and limitations of current load-
balancing methods — including consistent hashing and hot-partition replication (with
front-end caching as a special case) — and we suggest areas for future research.
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CHAPTER 1
INTRODUCTION
Since the late 90s, the interface of World Wide Web has shifted increasingly from
static hypertext pages to a dynamic content exchange platform. The switch favors mod-
ern applications, such as social networking, wikipedia, and video sharing sites. In these
new generation of Web portals, users are not limited to the passive viewing of pre-
generated content, instead they are able to interact and collaborate with one another. As
a consequence the rise of modern Web applications has also seen a surge in the amount
of digital content — static content including photos, and videos, as well as dynamic
content such as user interactions — stored and served by the Web. To better serve this
content, modern Web providers have designed and deployed large caching tiers within
their serving stack (including static-content cache for media binaries, and in-memory
cache for dynamic user interactions) to lessen the load on their backend systems and to
decrease the data request latency for users. As the caching infrastructure becomes criti-
cal to scale a modern Web application, this dissertation seeks to analyze current caching
performance and to explore solutions for subsequent caching designs. In this study,
we analyze the runtime behavior of a static-content caching stack, and an in-memory
caching solution; using existing systems that serve production traffic for a large modern
Web site. Through analysis, we reveal valuable insights on the modern Web caching
workload, evaluate their performance efficacy, and propose novel designs to build ad-
vanced caching solution for both static-content cache and in-memory cache.
1.1 Static-Content Caching Analysis and Design
Among the many forms of digital contents that users upload and access on modern Web
applications, the media binary large objects (BLOBs) are the most prevalent in terms
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of storage footprint and bandwidth consumption on the Internet. As a result, the effec-
tiveness of the stacks that store and deliver static-content has become an important issue
for the Web provider community [16, 17]. Although there has been a large collection
of studies on content-serving in other settings [15, 25, 36, 39, 41, 81, 70, 77, 84, 86],
workload within the new generation Web applications remains mysterious for much of
the academic community, and the lack of insights prevents further studies on system
designs.
To better understand the impact of modern Web application workloads on the static-
content serving system, especially the caching tier, this dissertation first explores the
dynamics of a full content-serving stack in production, Facebook’s photo-serving stack.
Facebook’s photo-serving stack is complex and geographically distributed. It includes;
browser caches for every client, Edge Caches at ~20 PoPs, an Origin Cache, and an
underlying storage layer that is widely distributed across multiple data centers. We
modified every Facebook-controlled layer of the stack and sampled the resulting event
stream to obtain traces covering over 77 million requests for more than 1 million unique
photos. This permits us to study the cache access patterns, geolocation of clients and
servers; explore the potential performance benefits of coordinating Edge caches as well
as adopting advanced eviction algorithms at both Edge and Origin layers.
Our results (1) quantify the overall traffic percentages served by different layers:
65.5% browser cache, 20.0% Edge Cache, 4.6% Origin Cache, and 9.9% Backend stor-
age, (2) reveal that a significant portion of photo requests are routed to remote PoPs and
data centers as a consequence both of load-balancing and peering policy, (3) show that
the popularity of photos is highly dependent on content age and conditionally depen-
dent on the social-networking metrics we considered, and (4) demonstrate the potential
performance benefits of coordinating Edge Caches and adopting advanced eviction al-
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gorithms at both Edge and Origin layers. The detailed analysis study is presented further
in Chapter 3.
While adopting advanced caching eviction algorithms can directly improve the
caching performance, the underlying caching media — flash device — makes this chal-
lenging because advanced caching algorithms generate many small random writes. Even
though all photo requests from users are reads, each miss in the caching tier triggers a
request to the backend to generate the requested content, which in turn causes a write
operation. With moderate hit ratios reported by Facebook’s photo cache, the workload
on cache can be considered write-heavy. Unfortunately, the Flash Translation Layer
(FTL) on modern flash device performs poorly with such workloads, resulting in lower
throughput and decreased device lifespan. For these reasons, the production system at
Facebook employs a First-In-First-Out (FIFO) caching algorithm, for which the replace-
ment policy generates sequential writes.
To resolve this challenge, this dissertation presents a flash cache design, named Re-
stricted Insertion Priority Queue (RIPQ), which allows advanced caching algorithms
without paying the device penalty. RIPQ provides an approximate priority queue
interface; a convenient abstraction for implementing several advanced caching algo-
rithms [22, 87]. Through key mechanisms of limiting insertion points, lazily moving
items, and co-locating items with similar priorities, RIPQ is able to support the priority
queue interface with mostly consolidated large writes to flash.
With RIPQ support, the evaluation of Facebook’s photo workloads shows that
both Segmented Least-Recently-Used (LRU) algorithm [54] and Greedy-Dual-Size-
Frequency (GDSF) algorithm implementations achieve significantly higher hit ratios
than the FIFO cache at Facebook. Specifically, GDFS algorithms with RIPQ improves
the hit ratio by 16.7-20% at Origin cache. Such improvements translate to 22.5-30%
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I/O-Operations-Per-Second (IOPS) reduction to the backend storage tier. RIPQ also ef-
ficiently and faithfully implements these two algorithms on flash with 90% utilization of
the device, incurs 1.2X write amplification, and achieves over 12K req/sec throughput.
The detailed study of RIPQ is further presented in Chapter 4.
1.2 In-Memory Caching Analysis and Design
Caches for dynamic content are also important for the scalability of modern Web ser-
vices because they can decrease request latency for users and relieve load on storage
and database servers. There is a key distinction between the data that is cached in
these scenarios: static-content caches mainly store larger BLOBs with simple read and
write operations, whereas caches for dynamic content are built for shorter structural data
that is derived from database queries and application transformations. Therefore while
static-content caches can generally afford to look up data on slower secondary storage
like a magnetic disk or a flash device, caches for dynamic content require low latency
and are thus generally stored in DRAM. We will call the latter in-memory caches for
short.
In addition, the complexity of in-memory caches has grown in tandem with their
popularity among various storage solutions. Today’s high-performance storage systems
have borrowed a rich set of features from traditional databases, including: transactions,
consistency guarantees, richer data types [33], as well as operations such as joins [57]
and range queries [20]. In order to support such diverse features, the design of in-
memory cache has also become increasingly complicated.
In this dissertation, we focus on one common issue, load imbalance, which is shared
among in-memory caching systems with advanced operation support. To prevent the ag-
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gregate request volume at a modern Web site from overwhelming a single cache server,
cached data is normally partitioned among hundreds or thousands of cache servers.
However, partitions confronted with real-world workloads often sustain variable and
dynamic request rates that can contribute to significant load imbalance.
Although there are many options for general load balancing, to the best of our knowl-
edge no comprehensive study to date permits online analysis of the key culprits based
on a real workload, or provides justifications on the limit of each approach. To fill this
knowledge gap, we characterize the load imbalance status at Facebook’s social-graph
cache, Tao, where data have skewed access popularity and cannot randomly be sep-
arated due to the range query interface. We also explore how different categories of
approaches — fine-tuned consistent hashing and hot content replication (including a
special case for front-end cache) — might help to mitigate their impact and investigate
the limitation of each approach category. Chapter 5 will further explore the detailed load
imbalance study on in-memory cache.
1.3 Contribution
In this dissertation we analyze two important types of caching infrastructures — a static-
content cache for media binaries, and an in-memory cache for dynamic user interactions
— that are critical to support and scale modern Web applications. We then propose novel
design solutions for each.
For static-content caching solutions, our study addresses two issues: (1) a lack of
understanding of workload patterns within the new generation Web, and (2) a caching
design that takes full benefit of modern hardware (such as flash devices), without losing
the flexibility to be optimized for certain workloads. In this study, we use Facebook’s
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photo-serving stack as a real-world study case. However, our contributions also apply to
a broader domain of modern Web that serves static content, including photo and video.
For in-memory caching solutions, our study focuses on the issue of load imbalance,
which is widely reported as a critical hurdle to scale Web traffic in terms of number of
requests. In this work, we use Facebook’s Tao, a cached storage that stores user inter-
actions on the social network graph, as another real-world study case. Results from this
study also apply to other in-memory caching deployments that store data of disparate
popularity and co-locate dependent data favored by advanced features including range
queries.
Our contributions include:
• We conduct a full-stack analysis on a modern Website’s photo-serving stack. To
the best of our knowledge, this analysis is the first study to examine an entire
Internet image-serving infrastructure at a massive scale.
– Through the analysis, we are able to quantify a layer-by-layer traffic pattern
towards a large collection of photos and its performance impact on different
caching tiers.
– Moreover, we determine that the caching performance in terms of hit ratio
can be significantly improved by collaborating geographic-scale caches and
adopting advanced caching algorithms such as Segmented LRU.
– By examining the relationship between content access and associated meta-
data in the social network application, we also find that content popularity is
strongly correlated with age and is conditionally dependent on the owner’s
social connectivity. It points to an interesting direction for building even
better caching policies with the help of application knowledge.
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• We propose a novel design on Restricted-Insertion-Priority-Queue (RIPQ), an ap-
proximate priority queue that can support advanced caching algorithms efficiently
on modern flash devices.
– We demonstrate the flexibility of approximate priority queue interface by
implementing two advanced caching algorithm families — Segmented LRU,
and GDSF — on top of RIPQ.
– We evaluate RIPQ-based caching performance gain on the FusionIO device
with the photo-serving trace we collected from the previous analysis. With
RIPQ, advanced caching algorithms can be implemented on modern flash
devices with high algorithm fidelity, high space utilization, while still achiev-
ing full write performance and low device overhead.
– To overcome the memory constraint of RIPQ, we also provide a simplified
Single-Insertion-Priority-Queue (SIPQ) design, which consumes much less
memory than RIPQ, and is capable to support simple caching algorithms like
LRU.
– The design of RIPQ, as well as its simplified version with single insertion
(SIPQ), are both novel in the unexplored space of flash-based advanced
caching for static-content.
• We also investigate load imbalance within a cluster of in-memory caching servers,
where data have skewed access popularity and cannot be randomly separated.
– We determine that the existing load imbalance among in-memory caching
servers can stem from a combination of load-insensitive partitioning, ex-
tremely hot shards, and random temporal effects.
– In contrast, the popularity skewness among different objects is not a major
cause of cache load imbalance.
– We conduct a survey of current approaches to load balancing with real-world
7
traces simulation. Our results would help guide the direction of future re-
search regarding in-memory caching load balancing.
This dissertation continues with background and related work in Chapter 2. We
demonstrate the analysis study on Facebook’s photo-serving stack, which is a large-
scale static-content serving system with multiple caching tiers, in Chapter 3. We then
present the design of RIPQ, an advanced static-content caching framework for modern
flash devices, in Chapter 4. The investigation effort on characterizing in-memory cache
load-imbalance is included in Chapter 5. We discuss future work on open questions and
conclude in Chapter 6.
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CHAPTER 2
BACKGROUND & RELATED WORK
2.1 Modern Web Architecture
Starting from the late 90s, the interface of World Wide Web has evolved from static
hypertext pages to a dynamic content exchange platform. The switch favors modern ap-
plications, such as social networking, wikipedia, and video sharing sites. In these new
generation Web portals, users are not limited to the passive viewing of pre-generated
content, instead they are able to interact and collaborate with one another. As a conse-
quence the complexity of Web architecture design has grown together with the demand
of infrastructure support for today’s modern Web applications. Figure 2.1 demonstrates
a typical modern Web application’s architecture and its work flow.
Web Front-End. When a client — browser, or mobile application — accesses a Web
service, it sends out a HTTP request and the first tier of servers on the receiving side
is Web front-end. A Web server equipped with Apache [2], Nginx [6], or other cus-
tomized Web language execution engine such as HHVM [3], is responsible for serving
this request. It decodes the request information, triggers appropriate application logic
to fetch content updates, and then renders a Web response to send back to the client. A
modern website often tailors its content experience for each specific user, and it requires
additional platform information provided by the client, such as the device location and
screen size. Once the client embeds this information in the user request, Web front-end
is responsible for extracting it for the later application logic. Moreover, modern web-
sites are often composed of multiple application modules to provide a set of features
useful for its clients. For instance, Facebook’s homepage contains Newsfeed, People
9
Web Front-end
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Static-Content Caching
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Figure 2.1: Modern Web architecture. When the Web front-end receives a user request,
it starts to generate a response to include the most recent updates for that
user. The in-memory cache keeps the most popular update query results
so that the fetching operation does not always hit the back-end. For static
content, Web front-ends would redirect the client to go through a dedicated
stack that is often composed of flash-equipped caching layers.
You May Know, Messenger, and Notification; each operates separately based on the
different social-network activities from the same user. While some applications are sim-
ple enough to be purely executed on the Web front-end itself, others depend on further
content that Web servers need to fetch from in-memory caches or even back-end storage.
Infrastructure Back-End. Some complicated application modules may have their
own back-ends, each as an additional mini website built to support a single function.
However, common needs for the entire Web application are better addressed by a shared
infrastructure, which can be further optimized at scale. A typical infrastructure back-
end is the distributed BLOB storage, which stores non-structural media content such as
photos and videos. Although different application modules may process this content in
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various manners, the access interface towards the raw data remains similar. It allows all
BLOBs to be maintained by a single system that only focuses on efficient data fetching
for the common interface. With an efficient infrastructure back-end in place, application
back-ends are free from common concerns, such as data loss for media content, and can
be simplified to cater the sole need from a single application.
In-Memory Cache. In order to reduce data fetching latency and back-end database
querying overhead, Web servers’ requests are first directed to a tier of caches, where
popular content results reside in DRAM. Only if the requested data does not reside in
the caching space would a data request reach the back-end. Based on the manner in
which the data is queried, there are two categories of caching interfaces: key-value and
advanced query. With key-value interface, query results from the back-end are cached
as independent objects and indexed with hashed keys. Only a request with the exact
key can be satisfied with a hit. To support advanced queries, the data must retain richer
semantic structure than simply a key and a value. However, the additional metadata
could allow data in the cache to be subjected to different queries and thereby avoid
additional cache misses. memcached [5] and Tao [20] (the graph storage solution at
Facebook) are examples of these two styles, respectively.
Static-Content Cache. The popularity of modern Web services has driven a dramatic
surge in the amount of user-created content, especially static media binaries, stored by
Web portals. As a result, the effectiveness of the Web architecture that delivers static
content has become an important issue for the Web service provider. In contrast to dy-
namic Web response that has to be generated on the fly by Web servers, static content
rarely changes and as a result can be served further away from the Web server as long
as a copy of the data is in place. To reduce the user-perceived latency for downloading
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static content, the Content Delivery Network (CDN) is often deployed as a static-content
caching solution, which stores popular content at geographically distributed caching fa-
cilities that are close to users. When a client requests a photo, or a video, it first tries to
fetch the data from CDN, which in turn fetches the data from the infrastructure back-end
when the content is absent. Comparing to the structural data, media binaries have larger
storage footprint, thus static-content caching solutions use flash devices extensively be-
cause of its cost advantages over DRAM and higher I/O performance than magnetic
disks.
In particular, this dissertation focus on the analysis and design of advanced caching
solutions, which include both the static-content caching and the in-memory caching
components within the modern Web architecture. These two components have also
been highlighted with grey in Figure 2.1.
2.2 Static-Content Cache
A static-content serving stack often deploys multiple caching layers that are organized
as a CDN) to reduce back-end load and content delivery latency. Figure 2.2 shows a typ-
ical, simplified stack that contains three layers of caches: Edge, Midgress, and Origin.
At each cache site, individual cache objects are hashed to different caching machines
according to their URI. Each caching machine then functions as an independent cache
for its subset of objects.
Edge Cache. The Edge cache layer operates at the edge of the Internet. It consists
of caching facilities that are deployed at geographically distributed Internet Points of
Presences (PoPs), and serves as the front caching tier to which clients’ requests are
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Figure 2.2: A typical static-content serving stack. Requests are directed through a CDN
with layers of caches. Each cache hashes objects to a bucket associated with
a flash equipped server.
routed. Although edge caches from different locations can collaborate with one another,
a typical deployment operates the cache site within each PoP as an independent caching
component. Within each PoP, individual cache objects are hashed to different caching
machines according to their Uniform-Resource-Identifier (URI), and each caching ma-
chine functions for its subset of objects. The main objective of each Edge cache site
is to place the popular content at a place, such as PoP, that is close to the end user in
terms of the routing distance on the Internet. It helps to reduce the latency of delivering
such content from a further location, as well as the bandwidth consumption between the
user-end network and Web application provider’s network. As a result, the major metric
for the edge cache performance is its byte-wise hit ratio: the bandwidth consumed by
serving content in cache versus the bandwidth consumed by serving all requests to the
cache. When the edge cache receives a request for a content not in cache, it serves as a
proxy to fetch the data from downstream.
Midgress Cache. When the edge cache deployment grows beyond the continent limit,
some sites become too remote that every miss at the edge cache takes an unacceptable
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amount of time. Deploying an entire data center with full stack of Web front-ends and
infrastructure back-ends to backup these Edges can be unnecessarily expensive; thus a
more appealing alternative is to deploy a Midgress cache layer. The midgress cache
is very similar to the edge cache site in terms of function and performance metric, and
sometimes a large edge cache can be used as a midgress for other smaller edge sites
nearby. In contrast to edge caches, the midgress layer is often optional.
Origin Cache. The Origin cache layer serves as the last resort to protect the disk-
based storage back-end. As this layer is often co-located with the storage system, origin
cache servers are built to shelter the excessive I/O load that magnetic disks could be
throttled by. As a result, the major performance metric for the origin is object-wise hit
ratio: the number of requests served by the content in cache versus the total number
of requests sent to the cache. Even when machines are distributed at geographically
distant locations, the orign cache layer is operated as a single cache component in order
to maximize the object-wise hit ratio.
Facing high request rates for a large set of objects, all three caching layers are of-
ten equipped with enterprise-level flash drives. Flash offers much higher capacity than
DRAM and far higher IOPS performance than magnetic disks
2.3 In-Memory Cache
When a front-end Web server receives Web clients’ HTTP requests, it often spawns nu-
merous data fetching requests to generate a content-rich response. To reduce the latency
of data fetching and database querying overhead, such data fetches are first directed to
a tier of caches, where popular content results reside in DRAM. Only if the requested
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Figure 2.3: Cache architecture. Left shows how read-through cache operates between
the front-end Web servers and the back-end; right shows how miss is handled
for the read-aside cache.
data does not reside in the caching space would a data request reach the back-end. Based
on the manner in which the back-end request is redirected, there are two categories of
caching tiers: read-through and read-aside. Figure 2.3 demonstrates the request flow of
both styles: the left plot follows the read-through style, within which the cache serves as
the proxy to fetch data from the back-end while caching is on the way; the right plot fol-
lows the read-aside style, within which the Web server takes the responsibility to request
the data from back-end servers and fills the content in cache later. Tao (the graph storage
solution at Facebook) organizes its cache tier as read-through caches, and specifically
has two layers of caches: follower and leader. The follower cluster co-locates with each
Web front-end cluster, while a leader tier cluster serves an entire region’s followers.
memcached [5] is a popular caching solution which follows the read-aside style.
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2.4 Related Work
2.4.1 Static-Content Stack Analysis
Many measurement studies have examined web access patterns for services associated
with content delivery, storage, and web hosting. To the best of our knowledge, our study
is the first to systematically instrument and analyze a real-world workload at the scale
as large as that of Facebook, and to successfully trace such a high volume of events
throughout a massively distributed stack. The most closely related prior work that we
identified is a classic study by Saroiu et al. [77] that compared the characteristics of four
different Internet content delivery mechanisms using a network trace captured between
University of Washington and the rest of the Internet. That work was undertaken some
time ago, however, during a period when peer-to-peer networks were a dominant source
of Internet traffic. A follow-on paper [39] took the analysis further, comparing the media
popularity distribution seen in the campus trace with that associated with traditional web
traffic. Our focus on BLOB traffic induced by social networking thus looks at a different
question, and on a much larger scale.
Additional work involved studies of the flash crowd phenomenon in content delivery
networks (CDNs) [86, 52, 78]. These efforts focused on data obtained by monitoring
aggregated network traffic. Such work yields broad statistics, but we gain only limited
insight into application properties that gave rise to the phenomena observed. An ex-
ception is Freedman’s investigation [36] of a 5-year system log of the Coral CDN [37],
studying its behavior with detailed insight into its operational properties and architec-
ture. Our work covers both sides, enabling us to break behaviors down in a manner not
previously possible.
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Whereas our focus here was on the network side of the image-processing stack,
the lowest layer we considered is the back-end storage server. Here, one can point to
many classic studies [15, 25, 41, 70, 84] and also to the recent detailed architecture and
performance evaluation of Haystack, the Facebook BLOB storage server [16]. Detailed
network and caching traffic traces can inform the design of future storage systems, just
as they enabled us to study how different caching policies might reduce loads within the
Facebook infrastructure. However, constraints of length and focus forced us to limit the
scope of the present study, and we leave this for future investigation.
Numerous research projects have explored the modelling of web workload, and sev-
eral recent papers [47, 21] monitor web traffic over extended time periods, to the extent
of evaluating workload changes as the web itself evolved. Breslau et al. [19] explores
the impact of Zipf’s law with respect to web caching, showing that Zipf-like popularity
distributions cause cache hit rates to grow logarithmically with population size, as well
as other effects. In contrast, Guo et al. [40] argues that access to media content often has
a significantly distorted head and tail relative to a classic Zipf distribution. We found that
caches closest to the client browser have a purely Zipf popularity distribution, but that
deep within the Facebook architecture, the Haystack back-end experiences a workload
that is similar to that which characterizes a stretched exponential distribution [40].
2.4.2 Flash-aware Cache and Storage
To the best of our knowledge, there is no existing work that provides a flexible frame-
work for efficiently implementing advanced static-content caching on flash. However,
RIPQ sits at the intersection of several heavily-researched fields: RAM-based caching,
Flash-based storage, Flash performance studies, and priority queues.
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RAM-based Caching Caching has been an important research topic since the early
days of computer science and many algorithms have been proposed to better capture
the characteristics of different workloads. Some well-known features include recency
(LRU, MRU) [27], frequency (LFU) [65], inter-reference time (LIRS) [49], and size
(SIZE) [8]. There have also been a plethora of more advanced algorithms that consider
multiple features, such as Multi-Queue [89] and Segmented LRU [54] for both recency
and frequency, Greedy-Dual [88] and its variants like Greedy-Dual-Size [22] (GDS) and
Greedy-Dual-Size-Frequency [26] (GDSF) for a more general method to compose the
expected miss cost and minimize it.
While more advanced algorithms can potentially yield significant performance im-
provements, such as Segmented-LRU and GDSF for Facebook photo workload, a gap
still remains for efficient implementations on top of flash devices because most algo-
rithms are hardware-agnostic: they implicitly assume data can be moved and overwritten
with little overhead. Such assumptions do not hold on modern flash due to its asymmet-
ric costs for reads and writes and the performance deterioration caused by its internal
garbage collection.
Recently more flash-aware caching algorithms have also been proposed [74, 58, 59,
83, 45]. While most of them still treat flash as the back-end storage of a RAM cache
and focus on shaping the cache-storage workload to be more flash-friendly, a few can
only implement a single algorithm on flash with no flexibility. Other recent work has
used flash as a write-back block cache [60]. Our work on RIPQ and SIPQ provides an
efficient way to directly manage the entire flash capacity as the caching space, which
is crucial for scenarios such as static-content delivery systems with large working-sets,
and also provides flexibility in the choice of caching algorithm.
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Flash-based Store Many flash-based storage systems, especially key-value stores
have been recently proposed to work efficiently on flash hardware. Systems such as
FAWN-KV [12], SILT [64], LevelDB [4], and RocksDB [7] group write operations from
an upper layer and only flush to the device using sequential writes. However, being de-
signed to cater to read-heavy workloads and other performance/application metrics such
as memory footprints and range-query efficiencies, these systems make trade-offs (such
as conducting on-flash data sorting and merges), that would yield high device overhead
for write-heavy workloads. In contrast, RIPQ and SIPQ are specifically optimized for a
(random) write-heavy workload and only support caching-required interfaces. Our nar-
rowly scoped scenario gives RIPQ and SIPQ great flexibility to avoid device overhead
as demonstrated in the dissertation.
Because caching algorithms can be built on top of more general flash-based storage
systems, we chose RocksDB [7] as a sample baseline in evaluation to demonstrate its
disadvantages for our scenario explicitly: (1) items are not grouped by their caching
priorities like RIPQ, and (2) the key-value store interface does not provide the flexibility
to access items that are marked removable but not removed yet as in SIPQ. These two
disadvantages result in a worse trade-off space between caching performance and write-
amplification compared to the RIPQ and SIPQ frameworks.
Study on Flash Performance and Interface While flash hardware itself is also an im-
portant topic, studies that examine the application perceived performance and interface
are more related to our work. For instance, previous research [53, 18, 80, 67] that reports
the random write performance deterioration on flash helps verify our observations in the
flash performance study.
Systematic approaches to mitigate this specific problem have also been previously
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proposed at different levels, such as separating the treatment of cold and hot data in the
FTL by LAST [62], and the similar technique in filesystem by SFS [67]. These ap-
proaches work well for skewed write workloads where only a small subset of the data
is hot and updated often, and thus can be grouped together for garbage collection with
lower overhead. In RIPQ, cached contents are explicitly tagged with priority values that
indicate their hotness, and are co-located within the same device block if their prior-
ity values are close. In a sense, such priorities provide a prior for identifying content
hotness.
Recently, a more holistic approach known as Software-Defined Flash [71] (SDF)
has also been proposed to improve the performance of flash hardware for specialized
workloads. SDF takes a step back from the FTL and exposes the internal flash structure
to make explicit data arrangement controllable by the application. Leveraging SDF-like
interfaces would enable RIPQ to further reduce its memory consumption.
Priority Queue Both RIPQ and SIPQ rely on the priority queue abstract data type
and the design of priority queues with different performance characteristics have been a
classic topic in theoretical computer science as well [10, 35, 24]. Instead of building an
exact priority queue, RIPQ uses an approximation to trade algorithm fidelity for flash-
aware optimization.
2.4.3 Load Balance of Distributed Cache and Storage
As modern Web application becomes more data intensive, its infrastructure back-end —
such as distributed cache and storage — also grows in scale. These back-end systems
scale using a combination of partitioning (spreading data or requests across multiple
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servers, where each server handles a subset of the overall load requirement) and replica-
tion. In the case of Web application logic that relies on the data from multiple servers,
the data-fetching overhead, in terms of time, is equal to the data-response time of the
slowest server. And as a result, the capacity threshold of an entire caching or storage
tier to meet its latency and throughput goals is often determined by the busiest server.
For this reason, a good load balance is necessary to ensure that no server’s resource is
underutilized when the entire tier is considered overloaded.
There are two components of the load within a distributed cache or storage sys-
tem: the storage capacity measured in terms of the number of objects, and the traf-
fic load measured in terms of the number of requests. Ideally, data should be spread
uniformly among servers, and no server should be responsible for more requests than
another server.
Capacity is typically load-balanced by striping the data [75], or by hashing the ID
space of all stored objects. The latter option, especially consistent hashing [55] is pop-
ular due to its simplicity and stability in the presence of server dynamics. Consistent
hashing is often used together with virtual nodes, where each physical server acts as
several different servers in the consistent hashing ring [30] to improve the quality of
capacity load balance.
Request load is typically load-balanced in one of three ways. First, some systems
dynamically shift data from busy servers to less busy servers to balance the request
load [79]. Second, front-end caching is also proved to be efficient in smoothening a
popularity skewed workload towards a distributed storage system behind the cache [34].
Systems using the third method, such as Mitzenmacher’s well-known “power of two
choices” load balancing, rely upon replication to be able to direct data requests to the
least-loaded of two or more replicas, substantially improving load balance in the pro-
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cess [68]. A recent study tackling the load-imbalance in memcached applies the repli-
cation technique [42].
Some large scale systems have also applied combinations of these mechanisms, e.g.,
Facebook’s Tao [20] uses front-end caching, consistent hashing, virtual nodes, and repli-
cation. However, our study finds that the busiest server has more than 2 times the load
of the least busy server within the same cluster. Load imbalance remains an important
challenge for partitioned services [31].
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CHAPTER 3
ANALYSIS OF FACEBOOK’S PHOTO CACHING
3.1 Introduction
In this chapter, we present the detailed analysis on Facebook’s photo-serving stack,
from the client browser to Facebook’s Haystack storage server, looking both at the per-
formance of each layer and at interactions between multiple system layers. The goal of
this study is to gain insights that can inform design decisions for future content caching,
storage, and delivery systems. Specifically, we ask (1) how much of the access traffic is
ultimately served by the Backend storage server, as opposed to the many caching lay-
ers between the browser and the Backend, (2) how requests travel through the overall
photo-serving stack, (3) how different cache sizes and eviction algorithms would affect
the current performance, and (4) what object meta data is most predictive of subsequent
access patterns.
Our study addresses these questions by collecting and correlating access records
from multiple layers of the Facebook Internet hierarchy between clients and Backend
storage servers. The instrumented components include client browsers running on all
desktops and laptops accessing the social network website, all Edge cache hosts de-
ployed at geographically distributed points of presence (PoP), the Origin cache in US
data centers, and Backend servers residing in US data centers. This enabled us to study
the traffic distribution at each layer, and the relationship between the events observed
and such factors as cache effects, geographical location (for client, Edge PoP and data
center) and content properties such as content age and the owner’s social connectivity.
This data set also enables us to simulate caching performance with various cache sizes
and eviction algorithms. We focus on what we identified as key questions in shaping a
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new generation of static-content serving infrastructure solutions.
1. To the best of our knowledge, our analysis is the first study to examine an entire
Internet image-serving infrastructure at a massive scale.
2. By quantifying layer-by-layer cache effectiveness, we find that browser caches,
Edge caches and the Origin cache handle an aggregated 90% of the traffic. For
the most-popular 0.03% of content, cache hit rates neared 100%. This narrow
but high success rate reshapes the load patterns for Backend servers, which see
approximately Zipfian traffic but with Zipf coefficient α diminishing deeper in the
stack.
3. By looking at geographical traffic flow from clients to Backend, we find that con-
tent is often served across a large distance rather than locally.
4. We identify opportunities to improve cache hit ratios using geographic-scale col-
laborative caching at Edge servers, and by adopting advanced eviction algorithms
such as S4LRU in the Edge and Origin.
5. By examining the relationship between image access and associated meta-data, we
find that content popularity rapidly drops with age following a Pareto distribution
and is conditionally dependent on the owner’s social connectivity.
The chapter is organized as follows. Section 3.2 presents an overview of the Face-
book photo serving-stack, highlighting our instrumentation points. Section 3.3 describes
our sampling methodology. After giving a high level overview of the workload charac-
teristics and current caching performance in Section 3.4, Sections 3.5, 3.7, and 3.6 fur-
ther break down the analysis in three categories: geographical traffic distribution, traffic
association with content age and the content owners’ social connectivity, and potential
improvements.
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Figure 3.1: Facebook photo serving stack: components are linked to show the photo re-
trieval work-flow. Desktop and Mobile clients initiate request traffic, which
routes either directly to the Facebook Edge or via Akamai depending on the
fetch path. The Origin Cache collects traffic from both paths, serving images
from its cache and resizing them if needed. The Haystack backend holds the
actual image content. Shading highlights components tracked directly (dark)
or indirectly (light) in our measurement infrastructure.
3.2 Facebook’s Photo-Serving Stack
As today’s largest social-networking provider, Facebook stores and serves billions of
photos on behalf of users. To deliver this content efficiently, with high availability and
low latency, Facebook operates a massive photo-serving stack distributed at geographic
scale. The sheer size of the resulting infrastructure and the high loads it continuously
serves make it challenging to instrument. At a typical moment in time there may be hun-
dreds of millions of clients interacting with Facebook Edge Caches. These are backed by
Origin Cache and Haystack storage systems running in data centers located worldwide.
To maximize availability and give Facebook’s routing infrastructure as much freedom
as possible, all of these components are capable of responding to any photo-access re-
quest. This architecture and the full life cycle of a photo request are shown in Figure 3.1;
shaded elements designate the components accessible in this study.
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3.2.1 The Facebook Photo-Caching Stack
When a user receives an HTML file from Facebook’s front-end web servers (step 1), a
browser or mobile client app begins downloading photos based on the embedded URLs
in that file. These URLs are custom-generated by web servers to control traffic distribu-
tion across the serving stack: they include a unique photo identifier, specify the display
dimensions of the image, and encode the fetch path, which specifies where a request that
misses at each layer of cache should be directed next. Once there is a hit at any layer,
the photo is sent back in reverse along the fetch path and then returned to the client.
There are two parallel stacks that cache photos, one run by Akamai and one by Face-
book. For this study, we focus on accesses originating at locations for which Facebook’s
infrastructure serves all requests, ensuring that the data reported here has no bias asso-
ciated with our lack of instrumentation for the Akamai stack. The remainder of this
section describes Facebook’s stack.
There are three layers of caches in front of the backend servers that store the actual
photos. These caches, ordered by their proximity to clients, are the client browser’s
cache, an Edge Cache, and the Origin Cache.
Browser The first cache layer is in the client’s browser. The typical browser cache
is co-located with the client, uses an in-memory hash table to test for existence in the
cache, stores objects on disk, and uses the LRU eviction algorithm. There are, however,
many variations on the typical browser cache. If a request misses at the browser cache,
the browser sends an HTTP request out to the Internet (step 2). The fetch path dictates
whether that request is sent to the Akamai CDN or the Facebook Edge.
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Edge The Facebook Edge is comprised of a set of Edge Caches that each run inside
points of presence (PoPs) close to end users. There are a small number of Edge Caches
spread across the US that all function independently. (As of this study there are nine
high-volume Edge Caches, though this number is growing and they are being expanded
internationally.) The particular Edge Cache that a request encounters is determined by
its fetch path. Each Edge Cache has an in-memory hash table that holds metadata about
stored photos and large amounts of flash memory that store the actual photos [38]. If a
request hits, it is retrieved from the flash and returned to the client browser. If it misses,
the photo is fetched from Facebook’s Origin Cache (step 3) and inserted into this Edge
Cache. The Edge caches currently all use a FIFO cache replacement policy.
Origin Requests are routed from Edge Caches to servers in the Origin Cache using a
hash mapping based on the unique id of the photo being accessed. Like the Edge Caches,
each Origin Cache server has an in-memory hash table that holds metadata about stored
photos and a large flash memory that stores the actual photos. It uses a FIFO eviction
policy.
Haystack The backend, or Haystack, layer is accessed when there is a miss in the
Origin cache. Because Origin servers are co-located with storage servers, the image can
often be retrieved from a local Haystack server (step 4). If the local copy is held by an
overloaded storage server or is unavailable due to system failures, maintenance, or some
other issue, the Origin will instead fetch the information from a local replica if one is
available. Should there be no locally available replica, the Origin redirects the request
to a remote data center.
Haystack resides at the lowest level of the photo serving stack and uses a com-
pact blob representation, storing images within larger segments that are kept on log-
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structured volumes. The architecture is optimized to minimize I/O: the system keeps
photo volume ids and offsets in memory, performing a single seek and a single disk read
to retrieve desired data [16].
3.2.2 Photo Transformations
Facebook serves photos in many different forms to many different users. For instance,
a desktop user with a big window will see larger photos than a desktop users with a
smaller window who in turn sees larger photos than a mobile user. The resizing and
cropping of photos complicates the simple picture of the caching stack we have painted
thus far.
In the current architecture all transformations are done between the backend and
caching layers, and thus all transformations of an image are treated as independent blobs.
As a result, a single cache may have many transformation of the same photo. These
transformations are done by Resizers (shown closest to the backend server in Figure 3.1),
which are co-located with Origin Cache servers. The Resizers also transform photos that
are requested by the Akamai CDN, though the results of those transformations are not
stored in the Origin Cache.
When photos are first uploaded to Facebook they are scaled to a small number
of common, known sizes, and copies at each of these sizes are saved to the backend
Haystack machines. Requests for photos include not only the exact size and cropping
requested, but also the original size from which it should be derived. The caching in-
frastructure treats all of these transformed and cropped photos as separate objects. One
opportunity created by our instrumentation is that it lets us explore hypothetical alterna-
tives to this architecture. For example, we evaluated the impact of a redesign that pushes
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all resizing actions to the client systems in Section 3.7.
3.2.3 Objective of the Caching Stack
The goals of the Facebook photo-caching stack differ by layer. The primary goal of the
Edge cache is to reduce bandwidth between the Edge and Origin datacenters, whereas
the main goal for other caches is traffic sheltering for its backend Haystack servers,
which are I/O bound. This prioritization drives a number of decisions throughout the
stack. For example, Facebook opted to treat the Origin cache as a single entity spread
across multiple data centers. Doing so maximizes hit rate, and thus the degree of traffic
sheltering, even though the design sometimes requires Edge Caches on the East Coast
to request data from Origin Cache servers on the West Coast, which increases latency.
3.3 Methodology
We instrumented Facebook’s photo-serving infrastructure, gathered a month-long trace,
and then analyzed that trace using batch processing. This section presents our data
gathering process, explains our sampling methodology, and addresses privacy consider-
ations.
3.3.1 Multi-Point Data Collection
In order to track events through all the layers of the Facebook stack it is necessary to
start by independently instrumenting the various components of the stack, collecting
a representative sample in a manner that permits correlation of events related to the
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same request even when they occur at widely distributed locations in the hierarchy (Fig-
ure 3.1). The ability to correlate events across different layers provides new types of
insights:
• Traffic sheltering: We are able to quantify the degree to which each layer of
cache shelters the systems downstream from it. Our data set enables us to distin-
guish hits, misses, and the corresponding network traffic from the browser caches
resident with millions of users down through the Edge Caches, the Origin Cache,
and finally to the Backend servers. This type of analysis would not be possible
with instrumentation solely at the browser or on the Facebook Edge.
• Geographical flow: We can map the geographical flow of requests as they are
routed from clients to the layer that resolves them. In some cases requests follow
surprisingly remote routes: for example, we found that a significant percentage
of requests are routed across the US. Our methodology enables us to evaluate the
effectiveness of geoscale load balancing and of the caching hierarchy in light of
the observed pattern of traffic.
Client To track requests with minimal code changes, we limit our instrumentation to
desktop clients and exclude mobile platforms: (1) all browsers use the same web code
base, hence there is no need to write separate code for different platforms; and (2) after
a code rollout through Facebook’s web servers, all desktop users will start running that
new code; an app update takes effect far more slowly. Our client-side component is a
fragment of javascript that records when browsers load specific photos that are selected
based on a tunable sampling rate. Periodically, the javascript uploads its records to a
remote web server and then deletes them locally.
The web servers aggregate results from multiple clients before reporting them to
30
Scribe [51], a distributed logging service. Because our instrumentation has no visibility
into the Akamai infrastructure, we limit data collection to requests for which Facebook
serves all traffic; selected to generate a fully representative workload. By correlating the
client logs with the logs collected on the Edge cache, we can now trace requests through
the entire system.
Edge Cache Much like the client systems, each Edge host reports sampled events to
Scribe whenever an HTTP response is sent back to the client. This allows us to learn
whether the associated request is a hit or a miss on the Edge, along with other details.
When a miss happens, the downstream protocol requires that the hit/miss status at Origin
servers should also be sent back to the Edge. The report from the Edge cache contains
all this information.
Origin Cache While the Edge trace already contains the hit/miss status at Origin
servers, it does not provide details about communication between the Origin servers
and the Backend. Therefore, we also have each Origin host report sampled events to
Scribe when a request to the Backend is completed.
To ensure that the same photos are sampled in all three traces, our sampling strategy
is based on hashing: we sample a tunable percentage of events by means of a determin-
istic test on the photoId. We explore this further in Section 3.3.3.
Scribe aggregates logs and loads them into Hive [82], Facebook’s data warehouse.
Scripts then perform statistical analyses yielding the graphs shown below.
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3.3.2 Correlating Requests
By correlating traces between the different layers of the stack we accomplish several
goals. First, we can ask what percentage of requests result in cache hits within the client
browser. Additionally, we can study the paths taken by individual requests as they work
their way down the stack. Our task would be trivial if we could add unique request-
IDs to every photo request at the browser and then piggyback that information on the
request as it travels along the stack, such an approach would be disruptive to the existing
Facebook code base. This forces us to detect correlations in ways that are sometimes
indirect, and that are accurate but not always perfectly so.
The first challenge arises in the client, where the detection of client-side cache hits
is complicated by a technicality: although we do know which URLs are accessed, if a
photo request is served by the browser cache our Javascript instrumentation has no way
to determine that this was the case. For example, we can’t infer that a local cache hit
occured by measuring the time delay between photo fetch and completion: some clients
are so close to Edge Caches that an Edge response could be faster than the local disk.
Accordingly, we infer the aggregated cache performance for client object requests by
comparing the number of requests seen at the browser with the number seen in the Edge
for the same URL.
To determine the geographical flow between clients and PoPs, we correlate browser
traces and Edge traces on a per request basis. If a client requests a URL and then an Edge
Cache receives a request for that URL from the client’s IP address, then we assume
a miss in the browser cache triggered an Edge request. If the client issues multiple
requests for a URL in a short time period and there is one request to an Edge Cache,
then we assume the first request was a miss at browser but all subsequent requests were
hits.
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Correlating Backend-served requests in the Edge trace with requests between the
Origin and Backend layers is relatively easy because they have a one-to-one mapping.
If a request for a URL is satisfied after an Origin miss, and a request for the same URL
occurs between the same Origin host and some Backend server, then we assume they are
correlated. If the same URL causes multiple misses at the same Origin host, we align
the requests with Origin requests to the Backend in timestamp order.
3.3.3 Sampling Bias
To avoid affecting performance, we sample requests instead of logging them all. Two
sampling strategies were considered: (1) sampling requests randomly, (2) sampling fo-
cused on some subset of photos selected by a deterministic test on photoId. We chose
the latter for two reasons:
• Fair coverage of unpopular photos: Sampling based on the photo identifier
enables us to avoid bias in favor of transiently popular items. A biased trace could
lead to inflated cache performance results because popular items are likely stored
in cache.
• Cross stack analysis: By using a single deterministic sampling rule that depends
only on the unique photoId, we can capture and correlate events occurring at dif-
ferent layers.
A potential disadvantage of this approach is that because photo-access workload is Zip-
fian, a random hashing scheme could collect different proportions of photos from differ-
ent popularity levels. This can cause the estimated cache performance to be inflated or
deflated, reflecting an overly high or low coverage of popular objects. To quantify the
degree of bias in our traces, we further downsampled our trace to two separate data sets,
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each of which covers 10% of our original photoIds. While one set inflates the hit ratios
at browser, Edge and Origin caches by 3.6%, 2% and 0.4%, the other set deflates the hit
ratios at browser and Edge caches 0.5% and 4.3%, resp. Overall, the browser and Edge
cache performance are more sensitive to workload selection based on photoIds than the
Origin. Comparing to Facebook’s live monitoring data, which has a higher sampling
ratio but lower sampling duration, our reported Edge hit ratio is lower by about 5%
and our Origin hit ratio is about the same. We concluded that our sampling scheme is
reasonably unbiased.
3.3.4 Privacy Preservation
We took a series of steps to preserve the privacy of Facebook users. First, all raw data
collected for this study was kept within the Facebook data warehouse (which lives be-
hind a company firewall) and deleted within 90 days. Second, our data collection logic
and analysis pipelines were heavily reviewed by Facebook employees to ensure compli-
ance with Facebook privacy commitments. Our analysis does not access image contents
or users profiles (however, we do sample some meta-information: photo size, age and
the owner’s number of followers). Finally, as noted earlier, our data collection scheme
is randomized and based on photoId, not user-id; as such, it only yields aggregated
statistics for a cut across the total set of photos accessed during our study period.
3.4 Workload Characteristics
Our analysis examines more than 70 TB of data, all corresponding to client-initiated
requests that traversed the Facebook photo-serving stack during a one-month sampling
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Inside browser Edge caches Origin cache Backend (Haystack)
Photo requests 77,155,557 26,589,471 11,160,180 7,606,375
Hits 50,566,086 15,429,291 3,553,805 7,606,375
% of traffic served 65.5% 20.0% 4.6% 9.9%
Hit ratio 65.5% 58.0% 31.8% N/A
Photos w/o size 1,384,453 1,301,972 1,300,476 1,295,938
Photos w/ size 2,678,443 2,496,512 2,484,155 1,531,339
Users 13,197,196 N/A N/A N/A
Client IPs 12,341,785 11,083,418 1,193 1,643
Client geolocations 24,297 23,065 24 4
Bytes transferred N/A 492 GB 251 GB 457 GB (187 GB post-resize)
Table 3.1: Workload characteristics: broken down by different layers across the photo-
serving stack where traffic was observed; Client IPs refers to the number of
distinct IP addresses identified on the requester side at each layer, and Client
geolocations refers to the number of distinct geographical regions to which
those IPs map.
period. Table 3.1 shows summary statistics for our trace. Our trace includes over 77M
requests from 13.2M user browsers for more than 1.3M unique photos. Our analysis be-
gins with a high level characterization of the trace, and then dives deeper in the sections
that follow.
Table 3.1 gives the number of requests and hits at each successive layer. Of the
77.2M browser requests, 50.6M are satisfied by browser caches (65.5%), 15.4M by the
Edge Caches (20.0%), 3.6M by the Origin cache (4.6%), and 7.6M by the Backend
(9.9%). There is an enormous working set and the photo access distribution is long-
tailed with a significant percentage of accesses are directed to low-popularity photos.
Looking next at bytes being transferred at different layers, we see that among 492.2GB
of photo traffic being delivered to the client, 492.2 − 250.6 = 241.6GB were served by
Edge caches, 250.6 − 187.2 = 63.4GB were served by the Origin and 187.2GB were
derived from Backend fetches, which corresponds to over 456GB of traffic between the
Origin and Backend before resizing.
This table also gives the hit ratio at each caching layer. The 65.5% hit ratio at client
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browser caches provides significant traffic sheltering to Facebook’s infrastructure. With-
out the browser caches, requests to the Edge Caches would approximately triple. The
Edge Caches have a 58.0% hit ratio and this also provides significant traffic sheltering
to downstream infrastructure: if the Edge Caches were removed, requests to the Ori-
gin Cache and the bandwidth required from it would more than double. Although the
31.8% hit ratio achieved by the Origin Cache is the lowest among the caches present in
the Facebook stack, any hits that do occur at this level reduce costs in the storage layer
and eliminate backend network cost, justifying deployment of a cache at this layer.
Recall that each size of a photo is a distinct object for caching purposes. The Photos
w/o size row ignores the size distinctions and presents the number of distinct underlying
photos being requested. The number of distinct photos requests at each tier remains
relatively constant, about 1.3M. This agrees with our intuition about caches: they are
heavily populated with popular content represented at various sizes, but still comprise
just a small percentage of the unique photos accessed in any period. For the large num-
bers of unpopular photos, cache misses are common. The Photos w/ size row breaks
these figures down, showing how many photos are requested at each layer, but treating
each distinct size of an image as a separate photo. While the number decreases as we
traverse the stack, the biggest change occurs in the Origin tier, suggesting that requests
for new photo sizes are a source of misses. The Haystack Backend maintains each photo
at four commonly-requested sizes, which helps explain why the count seen in the last
column can exceed the number of unique photos accessed: for requests corresponding
to these four sizes, there is no need to undertake a (costly) resizing computation.
The size distribution of transferred photos depends upon the location at which traffic
is observed. Figure 3.2 illustrates the cumulative distribution of object size transferred
before and after going through the Origin Cache for all Backend fetches. After photos
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Figure 3.2: Cumulative distribution function (CDF) on object size being transferred
through the Origin cache.
are resized, the percentage of transferred objects smaller than 32KB increases from 47%
to over 80%.
The rows labeled Client IPs and Client geolocations in Table 3.1 offer measurements
of coverage of our overall instrumentation stack. For example, we see that more than
12 million distinct client IP addresses covering over 24 thousand geolocations (cities
or towns) used the system, that 1,193 distinct Facebook Edge caches were tracked, etc.
As we move from left to right through the stack we see traffic aggregate from massive
numbers of clients to a moderate scale of Edge regions and finally to a small number of
data centers. Section 3.5 undertakes a detailed analysis of geolocation phenomena.
3.4.1 Popularity Distribution
A natural way to quantify object popularity is by tracking the number of repeated re-
quests for each photo. For Haystack we consider each stored common sized photo as
an object. For other layers we treat each resized variant as an object distinct from the
underlying photo. By knowing the number of requests for each object, we can then
explore the significance of object popularity in determining Facebook’s caching per-
formance. Prior studies of web traffic found that object popularity follows a Zipfian
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(g) Rank shift from Browser to
Haystack
Figure 3.3: Popularity distribution. Top: Number of requests to unique photos at each
layer, ordered from the most popular to the least. Bottom: a comparison of
popularity of items in each layer to popularity in the client browser, with the
exact match shown as a straight line. Shifting popularity rankings are thus
evident as spikes. Notice in (a)-(d) that as we move deeper into the stack,
these distributions flatten in a significant way.
distribution [19]. Our study of browser access patterns supports this finding. However,
at deeper levels of the photo stack, the distribution flattens, remaining mostly Zipf-like
(with decreasing Zipf-coefficient α at each level), but increasingly distorted at the head
and tail. By the time we reach the Haystack Backend, the distribution more closely
resembles a stretched exponential distribution [40].
Figures 3.3a, 3.3b, 3.3c and 3.3d show the number of requests to each unique photo
blob as measured at different layers, ordered by popularity rank in a log-log scale. Be-
cause each layer absorbs requests to some subset of items, the rank of each blob can
change if popularity is recomputed layer by layer. To capture this effect visually, we
plotted the rank shift, comparing popularity in the browser ranking to that seen in the
Edge (Figure 3.3e), in the Origin tier (Figure 3.3f) and in Haystack (Figure 3.3g). In
these graphs, the x-axis is the rank of a particular photo blob as ordered on browsers,
while the y-axis gives the rank on the indicated layer for that same photo object. The
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type of blob is decided by the indicated layer. Had there been no rank shift, these graphs
would match the straight black line seen in the background.
As seen in these plots, item popularity distributions at all layers are approximately
Zipfian (Figures 3.3a-3.3d). However, level by level, item popularities shift, especially
for the most popular 100 photo blobs in the Edge’s popularity ranking. For example,
when we look at the rank shift between browser and Edge (Figure 3.3e), where 3 top-
10 objects dropped out of the highest-popularity ranking and a substantial fraction of
the 10th-100th most popular objects dropped to around 1000th and even 10000th on
the Edge (“upward” spikes correspond to items that were more popular in the browser
ranking than in the Edge ranking).
As traffic tunnels deeper into the stack and reaches first the Origin Cache and then
Haystack, millions of requests are served by each caching layer, hence the number of
requests for popular images is steadily reduced. This explains why the distributions seen
on the Edge, Origin and Haystack remain approximately Zipfian, but the Zipf coefficient,
α, becomes smaller: the stream is becoming steadily less cacheable. Yet certain items
are still being cached effectively, as seen by the dramatic popularity-rank shifts as we
progress through the stack.
3.4.2 Hit Ratio
Given insight into the popularity distribution for distinct photo blobs, we can relate pop-
ularity to cache hit ratio performance as a way to explore the question posed earlier: To
what extent does photo blob popularity shape cache hit ratios? Figure 3.4a illustrates
the traffic share in terms of percent of client’s requests served by each layer during a
period of approximately one week. Client browsers resolved ~65% of the traffic from
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(c) Hit ratio for popularity groups
Figure 3.4: Traffic distribution. Percent of photo requests served by each layer, (a) ag-
gregated daily for a week; (b) binned by image popularity rank on a single
day. For (b), 1-10 represent the 10 most popular photos, 10-100 the 90 next
most popular, etc. (c) shows the hit ratios for each cache layer binned by the
same popularity group, along with each group’s traffic share.
the local browser cache, the Edge cache served ~20%, the Origin tier ~5%, and Haystack
handled the remaining ~10%. Although obtained differently, these statistics are consis-
tent with the aggregated results we reported in Table 3.1.
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Figure 3.4b breaks down the traffic served by each layer into image-popularity
groups. We assign each photo blob a popularity rank based on the number of requests
in our trace. The most popular photo blob has rank 1 and the least popular blob has
rank over 2.6M. We then bin items by popularity, using logarithmically-increasing bin
sizes. The figure shows that the browser cache and Edge cache served more than 89% of
requests for the hundred-thousand most popular images (groups A-E). As photo blobs
become less popular (groups F then G) they are less likely to be resident in cache and
thus a higher percentage of requests are satisfied by the Haystack Backend. In particu-
lar, we see that Haystack served almost 80% of requests for the least popular group (G).
The Origin Cache also shelters the Backend from a significant amount of traffic, and this
sheltering is especially effective for blobs in the middle popularity groups (D, E and F),
which are not popular enough to be retained in the Edge cache.
Figure 3.4c illustrates the hit ratios binned by the same popularity groups for each
cache layer. It also shows the percent of requests to each popularity group. One in-
teresting result is the dramatically higher hit ratios for the Edge and Origin layers than
the browser cache layer for popular photos (groups A-B). The explanation is straight-
forward. Browser caches can only serve photos that this particular client has previously
downloaded, while the Edge and Origin caches are shared across all clients and can serve
photos any client has previously downloaded. The reverse is true for unpopular photos
(groups E-G). They have low hit ratios in the shared caches because they are quickly
evicted for more generally popular content, but remain in the individual browser caches,
which see traffic from only a single user.
Looking closely at the hit ratios, it is at first counterintuitive that the browser cache
has a lower hit ratio for group B than the next less popular photo group C. The likely
reason is that many photo blobs in this group are “viral,” in the sense that large numbers
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Popularity group # Requests # Unique IPs Req/IP ratio
A 5120408 665576 7.7
B 8313854 1530839 5.4
C 15497215 2302258 6.7
Table 3.2: Access statistics for selected groups. “Viral” photos are accessed by mas-
sive numbers of clients, rather than accessed many times by few clients, so
browser caching is of only limited utility.
of distinct clients are accessing them concurrently. Table 3.2 confirms this by relating the
number of requests, the number of distinct IP addresses, and the ratio between these two
for the top 3 popularity groups. As we can see, the ratio between the number of requests
and the number of IP addresses for group B is lower than the more popular group A and
less popular group C. We conclude that although many clients will access “viral” content
once, having done so they are unlikely to subsequently revisit that content. On the other
hand, a large set of photo blobs are repeatedly visited by the same group of users. This
demonstrates that the Edge cache and browser cache complement one another in serving
these two categories of popular images, jointly accounting for well over 90% of requests
in popularity groups A, B and C of Figure 3.4b.
3.5 Geographic Traffic Distribution
This section explores the geographical patterns in request flows. We analyze traffic
between clients and Edge Caches, how traffic is routed between the Edge Caches and
Origin Cache, and how Backend requests are routed. Interestingly (and somewhat sur-
prisingly), we find significant levels of cross-country routing at all layers.
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Figure 3.5: Traffic share from 13 large cities to Edge Caches (identified in legend at
right).
3.5.1 Client To Edge Cache Traffic
We created a linked data set that traces activities for photo requests from selected cities
to US-based Edge Caches. We selected thirteen US-based cities and nine Edge Caches,
all heavily loaded during the period of our study. Figure 3.5 shows the percentage of
requests from each city that was directed to each of the Edge Caches. Timezones are
used to order cities (left is West) and Edge Caches (top is West).
Notice that each city we examine is served by all nine Edge Caches, even though
in many cases this includes Edge Caches located across the country that are accessible
only at relatively high latency. Indeed, while every Edge Cache receives a majority of
its requests from geographically nearby cities, the largest share does not necessarily go
to the nearest neighbor. For example, fewer Atlanta requests are served by the Atlanta
Edge Cache than by the D.C. Edge Cache. Miami is another interesting case: Its traffic
was distributed among several Edge Caches, with 50% shipped west and handled in San
Jose, Palo Alto and LA and only 24% handled in Miami.
The reason behind this geographical diversity is a routing policy based on a combi-
nation of latency, Edge Cache capacity and ISP peering cost, none of which necessarily
translates to physical locality. When a client request is received, the Facebook DNS
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Figure 3.6: Traffic from major Edge Caches to the data centers that comprise the Origin
Cache.
server computes a weighted value for each Edge candidate, based on the latency, current
traffic, and traffic cost, then picks the best option. The peering costs depend heavily on
the ISP peering agreements for each Edge Cache, and, for historical reasons, the two
oldest Edge Caches in San Jose and D.C. have especially favorable peering quality with
respect to the ISPs hosting Facebook users. This increases the value of San Jose and
D.C. compared to the other Edge Caches, even for far-away clients.
A side effect of Facebook’s Edge Cache assignment policy is that a client may shift
from Edge Cache to Edge Cache if multiple candidates have similar values, especially
when latency varies throughout the day as network dynamics evolve. We examined
the percentage of clients served by a given number of Edge Caches in our trace: 0.9%
of clients are served by 4 or more Edge Caches, 3.6% of clients are served by 3 or
more Edge Caches, and 17.5% of clients are served by 2 or more Edge Caches. Client
redirection reduces the Edge cache hit ratio because every Edge Cache reassignment
brings the potential for new cold cache misses. In Section 3.7, we discuss potential
improvement from collaborative caching.
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3.5.2 Edge Cache to Origin Cache Traffic
Currently Facebook serves user-uploaded photos at four regional data centers in the
United States. Two are on the East Coast (in Virginia and North Carolina) and two
others are on the West Coast (in Oregon and California). In addition to hosting Haystack
Backend clusters, these data centers comprise the Origin Cache configured to handle
requests coming from various Edge Caches. Whenever there is an Edge Cache miss, the
Edge Cache will contact a data center based on a consistent hashed value of that photo.
In contrast with the Edge Caches, all Origin Cache servers are treated as a single unit
and the traffic flow is purely based on content, not locality.
Figure 3.6 shows the share of requests from nine Edge Caches to the four Origin
Cache data centers. The percentage of traffic served by each data center on behalf of
each Edge Cache is nearly constant, reaffirming the effects of consistent hashing. One
noticeable exception, California, was being decommissioned at the time of our analysis
and not absorbing much Backend traffic.
3.5.3 Cross-Region Traffic at Backend
In an ideal scenario, when a request reaches a data center we would expect it to remain
within that data center: the Origin Cache server will fetch the photo from the Backend
in the event of a miss, and a local fetch would minimize latency. But two cases can arise
that break this common pattern:
• Misdirected resizing traffic: Facebook continuously migrates Backend data,
both for maintenance and to ensure that there are adequate numbers of backup
copies of each item. Continuously modifying routing policy to keep it tightly
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Origin Cache
Region
Backend Region
Virginia North Carolina Oregon
Virginia 99.885% 0.049% 0.066%
North Carolina 0.337% 99.645% 0.018%
Oregon 0.149% 0.013% 99.838%
California 24.760% 13.778% 61.462%
Table 3.3: Origin Cache to Backend traffic. Most Origin traffic stays within the same
data center, with an exception for Origin in California, where the data center
was being decommissioned during the period of our study.
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Figure 3.7: Complementary cumulative distribution function (CCDF) on latency of re-
quests from Origin Cache servers to the Backend.
aligned with replica location is not feasible, so the system tolerates some slack,
which manifests in occasional less-than-ideal routing.
• Failed local fetch: Failures are common at scale, and thus the Backend server
holding some local replica of a desired image may be oﬄine or overloaded. When
a request from an Origin Cache server to its nearby Backend fails to fetch a photo
quickly, the Origin Cache server will pick a remote alternative.
Table 3.3 summarizes the traffic retention statistics for each data center. More than
99.8% of requests were routed to a data center within the region of the originating Origin
Cache, while about 0.2% of traffic travels over long distances. This latter category
was dominated by traffic sent from California, which is also the least active data center
region in Figure 3.6 for Edge Caches. As noted earlier, this data center was being
decommissioned during the period of our study.
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Figure 3.7 examines the latency of traffic between the Origin Cache servers and the
Backend, with lines for successful requests (HTTP error code 200/30x), failed requests
(HTTP error code 40x/50x), and all requests. While successful accesses dominate, more
than 1% of requests failed. Most requests are completed within tens of milliseconds.
Beyond that range, latency curves have two inflection points at 100ms and 3s, corre-
sponding to the minimum delays incurred for cross-country traffic between eastern and
western regions, and maximum timeouts currently set for cross-country retries. When a
successful re-request follows a failed request, the latency is aggregated from the start of
the first request.
3.6 Social-Network Analysis
This section explores the relationship between photo requests and various kinds of photo
meta-information. We studied two properties that intuitively should be strongly associ-
ated with photo traffic: the age of photos and the number of Facebook followers associ-
ated with the owner.
3.6.1 Content Age Effect
It is generally assumed that new content will draw attention and hence account for the
majority of traffic seen within the blob-serving stack. Our data set permits us to evaluate
such hypotheses for the Facebook image hierarchy by linking the traces collected from
different layers to the meta-information available in Facebook’s photo database. We car-
ried out this analysis, categorizing requests for images by the age of the target content,
then looking at the way this information varies at each layer of the stack. Photo age
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(a) Age spans from 1 hour to 1 year
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(b) Age spans from 1 day to 1 week
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(c) Traffic share for non-profile photos by age
Figure 3.8: Traffic popularity and requests served by layer for photos at different age.
The number of requests to each image, categorized by age of requested pho-
tos in hours, broken down at every layer across the stack.
(in hours) was determined by subtracting the photo creation time from the request time.
Thus, even a photo uploaded the same day will have associated requests sorted into 24
hourly categories. This analysis excludes profile photos because Facebook’s internal
storage procedures for them precludes determining their ago precisely.
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Figure 3.8 plots the number of requests at each layer for photos of different ages.
In Figure 3.8a, we consider a range of ages from 1 hour to 1 year. As content ages,
the associated traffic diminishes at every layer; the relationship is nearly linear when
plotted on a log-log scale. Figure 3.8b zooms into the mid-range age scales, focusing on
a week. We see a noticeable daily traffic fluctuation. We traced this to a fluctuation in
photo creation time, determining that users create and upload greater numbers of photos
during certain periods of the day. This creation-time effect carries through to induce the
striking photo-access-by-age pattern observed for smaller ages.
Our analysis reveals that traffic differences between caches deployed close to clients
(browser, Edge Cache) and storage Backend (including the Origin Cache) are more
pronounced for young photos than for old ones. This matches intuition: fresh content is
popular and hence tends to be effectively cached throughout the image serving hierarchy,
resulting in higher cache hit ratios. Figure 3.8c clearly exhibits this pattern. The age-
based popularity decay of photos seen in Figure 3.8a is nearly Pareto, suggesting that an
age-based cache replacement algorithm could be effective.
We should note that although our traces include accesses to profile photos, and we
used them in all other analyses, we were forced to exclude profile photos for this age-
analysis. The issue relates to a quirk of the Facebook architecture: when a user changes
his or her profile photo, Facebook creates a new profile object but reuses the same name
as for the previous versions. Profile objects can be distinguished by looking at the
ownerId, which Facebook sets to the underlying photoId, but we can not determine the
time of creation. None of our other analyses are impacted, but we were forced to exclude
profile objects in our age analysis. The effect is to slightly reduce the computed traffic
share for caches close to clients, especially in the categories associated with young and
popular photos.
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(a) Client requests per photo
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(b) Traffic share for social activity groups
Figure 3.9: Photo popularity organized owner popularity. (a) Requests per photo cate-
gorized by the number of followers for the photo’s owner. (b) Traffic distri-
bution by layer for different social activity groups.
3.6.2 Social Effects
Intuitively, we expect that the more friends a photo owner has, the more likely the photo
is to be accessed. We observed this phenomenon in our study, but only when we condi-
tion on owner type. We binned owners by the number of followers (friends for normal
users, fans for public page owners), creating “popularity groups”, and graphed photo
requests by their owners’ groups, yielding the data seen in Figure 3.9. For each photo
request, the photo owner’s friend count was fetched on the day when the access hap-
pened, thus requests for one photo may be split into multiple groups when an owner’s
popularity changes. We include profile photos in this analysis.
Figure 3.9a graphs the number of requests for each photo against the photo owner’s
popularity group. Most Facebook users have fewer than 1000 friends, and for that range
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the number of requests for each photo is almost constant. For public page owners who
can have thousands or millions of fans, each photo has a significantly higher number of
requests, determined by the size of the fan base. Figure 3.9b further breaks down the
traffic distribution at each layer of the photo-serving stack for different social activity
groups. For normal users with fewer than 1000 followers (friends), the caches absorb
~80% of the requests for their photos; but for public page owners, more followers (fans)
drives higher percentages of traffic being absorbed by caches. However, browser caches
tend to have lower hit ratios for owners with more than 1 million followers. This is
because these photos fall into the “viral” category discussed earlier in Section 3.4.
3.7 Potential Improvements
This section closely examines Browser, Edge, and Origin Cache performance. We use
simulation to evaluate the effect of different cache sizes, algorithms, and strategies.
3.7.1 Browser Cache
Figure 3.10 shows the aggregated hit ratio we observed for different groups of clients.
The “all” group includes all clients and had a aggregated hit ratio of 65.5%. This is
much higher than the browser cache statistics published by the Chrome browser devel-
opment team for general content: they saw hit ratios with a Gaussian distribution around
a median of 35% for unfilled caches and 45% for filled caches [23].
The figure also breaks down hit ratios based on the observed activity level of clients,
i.e., how many entries are in our log for them. The least active group with 1-10 logged
requests saw a 39.2% hit ratio, while a more active group with 1K-10K logged requests
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Figure 3.10: Measured, ideal, and resize-enabled hit ratios for clients grouped by activ-
ity. 1-10 groups clients with ≤ 10 requests, 10-100 groups those reporting
11 to 100 requests, etc. All groups all clients.
saw a 92.9% hit ratio. The higher hit ratio for more active clients matches our intuition:
highly active clients are more likely to access repeated content than less active clients,
and thus their browser caches can achieve a higher hit ratio.
Browser Cache Simulation Using our trace to drive a simulation study, we can pose
what-if questions. In Figure 3.10 we illustrate one example of the insights gained in
this manner. We investigate what the client browser hit ratios would have been with an
infinite cache size. We use the first 25% of our month-long trace to warm the cache and
then evaluate using the remaining 75% of the trace. The infinite cache size results dis-
tinguish between cold (compulsory) misses for never-before-seen content and capacity
misses, which never happen in an infinite cache. The infinite size cache bar thus gives an
upper bound on the performance improvements that could be gained by increasing the
cache size or improving the cache replacement policy. For most client activity groups
this potential gain is significant, but the least active client group is an interesting outlier.
These very inactive clients would see little benefit from larger or improved caches: an
unbounded cache improved their hit ratio by 2.6% to slightly over 41.8%.
We also simulated the effect of moving some resizing to the client: clients with a
cached full-size image resize that object rather than fetching the required image size.
52
��
���
���
���
���
����
�� � ��� ������������������������� ���������������������� �����
��
���
���
�
������������������
������������ ������������ ����������������
Figure 3.11: Measured, ideal, and resize-enabled hit ratios for the nine largest Edge
Caches. All is the aggregated hit ratio for all regions. Coord gives the
results for a hypothetical collaborative Edge Cache.
While client-side resizing does not result in large improvements in hit ratio for most
client groups, it does provide a significant 5.5% improvement even relative to an un-
bounded cache for the least active clients.
3.7.2 Edge Cache
To investigate Edge cache performance at a finer granularity, we analyzed the hit ratio
for nine heavily used Edge Caches. Figure 3.11 illustrates the actual hit ratio observed
at each Edge Cache, a value aggregated across all regions, denoted “All”, and a value
for a hypothetical collaborative cache that combines all Edge Caches into a single Edge
Cache. (We defer further discussion of the collaborative cache until later in this sub-
section.) We also estimated the highest possible hit ratio for perfect Edge Caches by
replaying access logs and assuming an infinite cache warmed by the first 25% of our
month-long trace. We then further enhanced the hypothetical perfect Edge Caches with
the ability to resize images. The results are stacked in Figure 3.11, with the actual value
below and the simulated ideal performance contributing the upper portion of each bar.
The current hit ratios range from 56.1% for D.C. to 63.1% in Chicago. The upper
bound on improvement, infinite size caches, has hit ratios from 77.7% in LA to 85.8% in
53
Algo. Description
FIFO A first-in-first-out queue is used for cache eviction. This is the algorithm Facebook cur-
rently uses.
LRU A priority queue ordered by last-access time is used for cache eviction.
LFU A priority queue ordered first by number of hits and then by last-access time is used for
cache eviction.
S4LRU Quadruply-segmented LRU. Four queues are maintained at levels 0 to 3. On a cache miss,
the item is inserted at the head of queue 0. On a cache hit, the item is moved to the head
of the next higher queue (items in queue 3 move to the head of queue 3). Each queue is
allocated 1/4 of the total cache size and items are evicted from the tail of a queue to the
head of the next lower queue to maintain the size invariants. Items evicted from queue 0
are evicted from the cache.
Clairvoyant A priority queue ordered by next-access time is used for cache eviction. (Requires knowl-
edge of the future.)
Infinite No object is ever evicted from the cache. (Requires a cache of infinite size.)
Table 3.4: Descriptions of the simulated caching algorithms.
D.C.. While the current hit ratios represent significant traffic sheltering and bandwidth
reduction, the much higher ratios for infinite caches demonstrate there is much room for
improvement. The even higher hit ratios for infinite caches that can resize photos makes
this point even clearer: hit ratios could potentially be improved to be as high as 89.1%
in LA, and to 93.8% in D.C..
Edge Cache Simulation Given the possibility of increases as high as 40% in hit ratios,
we ran a number of what-if simulations. Figures 3.12a and 3.12b explores the effect of
different cache algorithms and cache sizes for the San Jose Edge Cache. We use San Jose
here because it is the median in current Edge Cache hit ratios and the approximate visual
median graph of all nine examined Edge Caches. The horizontal gray bar on the graph
corresponds to the observed hit ratio for San Jose, 59.2%. We label the x-coordinate
of the intersection between that observed hit ratio line and the FIFO simulation line,
which is the current caching algorithm in use at Edge Caches, as size x. This is our
approximation of the current size of the cache at San Jose.
The different cache algorithms we explored are explained briefly in Table 3.4. We
54
first examine the results for object-hit ratio. Our results demonstrate that more sophisti-
cated algorithms yield significant improvements over the current FIFO algorithm: 2.0%
from LFU, 3.6% from LRU, and 8.5% from S4LRU. Each of these improvements yields
a reduction in downstream requests. For instance, the 8.5% improvement in hit ratio
from S4LRU yields a 20.8% reduction in downstream requests.
The performance of the Clairvoyant algorithm demonstrates that the infinite-size-
cache hit ratio of 84.3% is unachievable at the current cache size. Instead, an almost-
theoretically-perfect algorithm could only achieve a 77.3% hit ratio.1 This hit ratio
still represents a very large potential increase of 18.1% in hit ratio over the current
FIFO algorithm, which corresponds to a 44.4% decrease in downstream requests. The
large gap between the best algorithm we tested, S4LRU, and the Clairvoyant algorithm
demonstrates there may be ample gains available to still-cleverer algorithms.
The object-hit ratios correspond to the success of a cache in sheltering traffic from
downstream layers, i.e., decreasing the number of requests (and ultimately disk-based
IO operations). For Facebook, the main goal of Edge Caches is not traffic sheltering,
but bandwidth reduction. Figure 3.12b shows byte-hit ratios given different cache sizes.
These results, while slightly lower, mostly mirror the object-hit ratios. LFU is a notable
exception, with a byte-hit ratio below that of FIFO. This indicates that LFU would not be
an improvement for Facebook because even though it can provide some traffic sheltering
at the Edge, it increases bandwidth consumption. S4LRU is again the best of the tested
algorithms with an increase of 5.3% in byte-hit ratio at size x, which translates to a 10%
decrease in Origin-to-Edge bandwidth.
Figure 3.12 also demonstrates the effect of different cache sizes. Increasing the
1The “Clairvoyant” algorithm is not theoretically perfect because it does not take object size into
account. It will choose to store an object of size 2x next accessed at time t over storing 2 objects of size x
next accessed at times t + 1 and t + 2.
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(a) Object-Hit Ratio at San Jose
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(b) Byte-Hit Ratio at San Jose
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(c) Byte-Hit Ratio for a Collaborative Edge
Figure 3.12: Simulation of Edge Caches with different cache algorithms and sizes. The
object-hit ratio and byte-hit ratio are shown for the San Jose Edge Cache
in (a) and (b), respectively. The byte-hit ratio for a collaborative Edge
Cache is given in (c). The gray bar gives the observed hit ratio and size x
approximates the current size of the cache.
size of the cache is also an effective way to improve hit ratios: doubling the cache
size increases the object-hit ratio of the FIFO algorithm by 5.8%, the LFU algorithm
by 5.6%, the LRU algorithm by 5.7%, and the S4LRU algorithm by 4.3%. Similarly,
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it increases the byte-hit ratios of the FIFO algorithm by 4.8%, the LFU algorithm by
6.4%, the LRU algorithm by 4.8%, and the S4LRU algorithm by 4.2%.
Combining the analysis of different cache algorithms and sizes yields even more
dramatic results. There is an inflection point for each algorithm at a cache size smaller
than x. This translates to higher-performing algorithms being able to achieve the current
object-hit ratio at much smaller cache sizes: LFU at 0.8x, LRU at 0.65x, and S4LRU at
0.35x. The results are similar for the size needed to achieve the current byte-hit ratio:
LRU at 0.7x and S4LRU at 0.3x. These results provide a major insight to inform future
static-content caches: a small investment in Edge Caches with a reasonably sophisti-
cated algorithm can yield major reductions in traffic. Further, the smaller a cache, the
greater the choice of algorithm matters.
Collaborative Edge Cache We also simulated a collaborative Edge Cache that com-
bines all current Edge Caches into a single logical cache. Our motivation for this what-if
scenario is twofold. First, in the current Edge Cache design, a popular photo may be
stored at every Edge Cache. A collaborative Edge Cache would only store that photo
once, leaving it with extra space for many more photos. Second, as we showed in Sec-
tion 3.5, many clients are redirected between Edge Caches, resulting in cold misses that
would be avoided in a collaborative cache. Of course, this hypothetical collaborative
Edge Cache might not be ultimately economical because it would incur greater peering
costs than the current system and would likely increase client-photo-load latency.
Figure 3.12c gives the byte-hit ratio for different cache algorithms and sizes for a
collaborative Edge Cache. The size x in this graph is the sum of the estimated cache
size we found by finding the intersection of observed hit ratio and FIFO simulation hit
ratio for each of the nine Edge Caches. At the current cache sizes, the improvement in hit
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Figure 3.13: Simulation of Origin Cache with different cache algorithms and sizes.
ratio from going collaborative is 17.0% for FIFO and 16.6% for S4LRU. Compared to
the current individual Edge Caches running FIFO, a collaborative Edge Cache running
S4LRU would improve the byte-hit ratio by 21.9%, which translates to a 42.0% decrease
in Origin-to-Edge bandwidth.
3.7.3 Origin Cache
We used our trace of requests to the Origin Cache to perform a what-if analysis for
different cache algorithms and sizes. We again evaluated the cache algorithms in Ta-
ble 3.4. The results are shown in Figure 3.13. The observed hit ratio for the Origin
Cache is shown with a gray line and our estimated cache size for it is denoted size x.
The current hit ratio relative to the Clairvoyant algorithm hit ratio is much lower at
the Origin Cache than at the Edge Caches and thus provides a greater opportunity for
improvement. Moving from the FIFO cache replacement algorithm to LRU improves
the hit ratio by 4.7%, LFU improves it by 9.8%, and S4LRU improves it by 13.9%.
While there is a considerable 15.5% gap between S4LRU and the theoretically-almost-
optimal Clairvoyant algorithm, S4LRU still provides significant traffic sheltering: it
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reduces downstream requests, and thus Backend disk-IO operations, by 20.7%.
Increasing cache size also has a notable effect. Doubling cache size improves the hit
ratio by 9.5% for the FIFO algorithm and 8.5% for the S4LRU algorithm. A double-
sized S4LRU Origin Cache would increase the hit ratio to 54.4%, decreasing Backend
requests by 31.9% compared to a current-sized FIFO Origin Cache. This would rep-
resent a significant improvement in the sheltering effectiveness of Facebook’s Origin
Cache. Combining the analysis of different cache sizes and algorithms, we see an in-
flection point in the graph well below the current cache size: the current hit ratio can be
achieved with a much smaller cache and higher-performing algorithms. The current hit
ratio (33.0%, in the portion of the trace used for simulation) can be achieved with a 0.7x
size LRU cache, a 0.35x size LFU cache, or a 0.28x size S4LRU cache.
We omit the byte-hit ratio for the Origin Cache, but the difference is similar to what
we see at the Edge Caches. The byte-hit ratio is slightly lower than the object-hit ratio,
but the simulation results all appear similar with the exception of LFU. When examined
under the lens of byte-hit ratio LFU loses its edge over LRU and performs closer to
FIFO. The S4LRU algorithm is again the best for byte-hit rate with a 8.8% improvement
over the FIFO algorithm, which results in 11.5% less Backend-to-Origin bandwidth
consumption.
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CHAPTER 4
EFFICIENT AND ADVANCED STATIC-CONTENT CACHING ON FLASH
4.1 Introduction
Although our study of Facebook’s photo-serving stack [44] showed that advanced
caching algorithms such as Segmented-LRU could significantly improve the cache hit
ratios for Facebook’s photo workload, such algorithms have not been implemented in
production systems. The main reasons are that the cache replacement policies of these
algorithms generate many small random writes, and that current NAND flash devices
perform poorly with a large number of small random writes [67]. Today’s flash devices
typically use a large number of NAND flash chips in parallel to achieve high bandwidth.
These parallel chips make the effective size of an erase block quite large, in the range
of tens to hundreds of megabytes. Flash Translation Layer (FTL) typically reserves a
large percentage of the storage capacity for such large erased blocks in order to reduce
the waiting time for erasing a block before performing an actual write operation. When
there are a large number of write requests, FTL’s garbage collector struggles to keep
pace, causing write amplification and long delays. For these reasons, the production
system of the Facebook photo-serving stack employs a FIFO caching algorithm whose
replacement policy generates sequential writes.
The crucial problem we would like to solve is to design a flash cache using advanced
caching algorithms to achieve high caching hit ratios, without paying the penalty for
heavily over-provisioning and triggering write amplifications. Ideally, we would like to
solve this problem without special flash devices or special FTLs.
This chapter presents the design and implementation of a novel abstraction called
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Restricted Insertion Priority Queue (RIPQ) that approximates a priority queue. Previous
work showed that priority queue is a convenient abstraction for implementing several
advanced caching algorithms [22, 87]. RIPQ’s key mechanics include limiting inser-
tion points, lazily moving items, and co-locating items with similar priorities. Limiting
insertion points allows RIPQ to aggregate writes to insertion points in memory buffers
until they are large enough to be efficient. Lazily moving items with updated priorities
avoids fragmentation and excess writes. Co-locating items with similar priorities en-
ables RIPQ to erase and overwrite large contiguous blocks. These features allow RIPQ
to approximate the priority queue abstraction with mostly consolidated large writes to
flash.
As a consequence of consolidating large writes, RIPQ requires moderate memory
consumption. For example, a RIPQ with 20 insertion points and 256MiB buffer for
each insertion point require ~5GiB for a 670GiB flash device. Such memory require-
ment could still be undesirable for a memory constrained environment. Therefore, we
also present the design and implementation of a simplified abstraction called Single In-
sertion Priority Queue (SIPQ), which approximates RIPQ by using only one insertion
point. In other words, SIPQ performs sequential writes to flash, and as a result requires
minimal buffering. SIPQ maintains a separate priority queue in memory and provides
an explicit trade-off between algorithm fidelity and write amplification via a logical oc-
cupancy parameter. SIPQ’s single insertion point at the head of queue works well for
algorithms such as LRU and its variations, but it does not work well for algorithms such
as Greedy-Dual-Size-Frequency [26].
To evaluate RIPQ and SIPQ, we implemented the Segmented LRU algorithm [54]
and Greedy-Dual-Size-Frequency (GDSF) algorithm. Facebook Origin Cache produc-
tion system currently implements FIFO caching algorithm due to concerns regarding the
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poor performance of small random writes on flash devices. However, our evaluations
using the Facebook photo workloads show that RIPQ and SIPQ allow both algorithms to
achieve substantially higher hit ratios while still performing efficiently on flash devices.
Specifically, in the case of Facebook Origin Cache, hit ratios provided by Segmented-
LRU algorithms with SIPQ improve by 7-8%, and GDFS algorithms with RIPQ also
improve by 16.7-20%. Such improvements translate to 22.5-30% IOPS reduction to the
backend storage tier.
RIPQ efficiently and faithfully implements these two algorithms on flash with 90%
utilization of the device, incurs 1.2X write amplification, and achieves over 12K req/sec
throughput. As a baseline, we use RocksDB, an open-source flash-based key-value
system to store the cached data. RocksDB incurs over 5X write amplification and only
achieves 2.9K req/sec throughput.
In addition, RIPQ-based Segmented-LRU would enable a traffic reduction of over
10% between Edge Cache and Origin Cache with less than 1.2X write amplification and
over 14K req/sec throughput as well.
This chapter makes several contributions:
• The design and implementation of RIPQ, a framework for implementing advanced
caching algorithms on flash without generating many small random writes.
• The design and implementation of SIPQ, a simplified RIPQ framework for imple-
menting algorithms such as LRU in memory constrained environments.
• An evaluation on Facebook photo-cache traces that demonstrates advanced
caching algorithms on RIPQ and SIPQ achieve excellent hit ratios, require small
over-provisioning, and have small write amplification.
This chapter continues with background and motivation in Section 2.2. After con-
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ducting a flash performance study in Section 4.2, we demonstrate the design of RIPQ in
Section 4.3 and SIPQ in Section 4.4. We present an evaluation of our implementations
in Section 4.5.
4.2 Flash Performance Study
Modern flash devices provide a unique combination of high capacity and high random-
read throughput unseen in previous hardware, as well as a new set of limitations includ-
ing block erasure [9] and wearing lifespan. Flash Translation Layer (FTL) is a firmware
designed to perform mapping between the virtual space address provided by the flash
and the physical address on the flash chips. Because the whole erase block in the flash
memory has to be erased before new data can be written to it, the FTL often has to copy
the valid data out before erasing and reusing one block, and thus write more data to the
physical device than issued by the host. The ratio between the actual amount of data
written by the FTL to the write issued by the host is called FTL write amplification [43].
Later we will also introduce the implementation write amplification, which is the ratio
between the data written to the flash and data missed by the cache. The multiplica-
tion of FTL and implementation write amplification constitutes the overall system write
amplification.
To explore the performance tradeoffs of flash, we conduct a performance study on
the three types of flash cards listed in Table 4.1. We find that only sequential writes or
large random writes can achieve sustained high throughput with high space utilization,
regardless of the read/write ratio. The results inspire the design of RIPQ to issue only
large writes, and SIPQ to issue only sequential writes.
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Device Capacity Interface Write (MiB/s) Read (MiB/s) Max perfwrite size (MiB)Seq Rand Seq/Rand
FusionIO ioDrive 670GiB PCI-E 589 76 794 512
Intel 320 Series 149GiB SATA 161 18.8 264 256
LSI Warp 6208 1.86TiB PCI-E 972 139 1514 512
Table 4.1: Flash performance summary. Read/write are all 128KiB. Write results are the
stable throughput after writing data 4 times the capacity of the device. Max-
Throughput Write Size is the smallest write size (in the power of 2 series)
required to achieve sustained maximum throughput at maximum capacity.
4.2.1 Random Write Experiments
Direct caching algorithm implementations can yield random-write heavy workloads. To
inform our design we conducted random write experiments that helped us understand
the tradeoffs between random write size, space utilization, and FTL write amplifica-
tion/throughput. In these experiments we performed aligned random writes of different
sizes to the device under varying space utilization.
Figure 4.1a and Figure 4.1b show the results of FTL write amplification and
throughput slowdown—i.e., the ratio of peak write throughput to the stabilized write
throughput—for the random write experiments conducted on the FusionIO flash drive.
The figures illustrate that as writes become smaller or space utilization becomes higher,
throughput decreases and FTL write amplification increases. The striking similarity of
curves suggests the decreasing throughput is highly correlated with the FTL write am-
plification.
For Facebook photo cache, which has relatively low hit ratio and therefore is write-
heavy, a decrease in write throughput can directly throttle the performance of the over-
all caching system. Moreover, high FTL write amplification reduces the lifespan of
flash devices and with the continuing decrease in erasure cycles of large capacity flash
cards [13, 29] the effects of FTL write amplification has worsened over time.
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(a) Write amplification for Fusion
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(b) Throughput slowdown for Fusion
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(c) Throughput slowdown for Intel
Figure 4.1: Random write experiment on FusionIO and Intel flash.
We also obtained similar throughput slowdown result on the Intel device as in Fig-
ure 4.1c, however Intel doesn’t provide the physical writes to the device so FTL write
amplification is not available.
Min et al. [67] observed similar trends for three older devices where the random
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write size had to reach 16MB or 32MB for the random write performance to match that
of sequential writes. In our experiments this inflection point has continued to grow.
Modern flash hardware consists of many parallel NAND flash chips [9] to improve
throughput, and as a result aggregate erase block size on all the parallel chips can add
up to tens or hundreds of megabytes, explaining the large write size needed to achieve
high throughput and low FTL write amplification under high utilization of the device.
This observation motivated us to design RIPQ to issue only large writes to SSD.
4.2.2 Sequential Write Experiment
A commonly used method to achieve sustained high write throughput on flash is by
issuing only sequential writes. The FTL can effectively aggregate sequential writes to
the parallel erase blocks [61], so if deletes or overwrites are on the parallel blocks,
they can be erased without writing back any still-valid data resulting in low or no FTL-
write-amplification. To confirm this we performed sequential write experiments to the
flash devices. We observed sustained high performance for all write sizes above 128KB
as reported in Table 4.1.1 This combination of high write throughput, low FTL write
amplification, and high space utilization inspires the design of SIPQ, which issues only
sequential writes.
4.3 RIPQ
This section describes the design and implementation of Restricted Insertion Priority
Queue (RIPQ). More specifically, we show how RIPQ approximates the priority queue
1FTL-write amplification is still low for smaller sequential writes, but they achieve lower throughput
because they are bounded by IOPS instead of device bandwidth.
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abstraction for flash hardware, present RIPQ’s implementation details, and demonstrate
that RIPQ framework efficiently supports advanced caching algorithms.
4.3.1 Priority Queue Abstraction
Priority queue has been identified by previous studies [22, 87] as a general and practi-
cal abstraction with a natural interface to implement various kinds of advanced caching
algorithms. When priority queue abstraction is used to implement a cache, the priority
queue holds all data items. The priority queue provides three operations for implement-
ing caching algorithms:
• Insert(x, p): Insert a new item x with priority value p.
• update(x, p): Update the priority value of item x to p.
• delete-min(): Remove the item with the minimum priority value.
The priority of an item in the queue represents the utility of keeping the item in the
cache. On a hit, update is called to adjust the utility of the accessed item. RIPQ creates
a constraint that the priority of an item can only be increased. As we show later this is
a mild constraint for the caching algorithms we consider. On a miss, inserted is called
to add the item to the queue. If the insertion triggers a replacement, delete-min is called
implicitly to evict an item with the minimum priority value from the cache.
To implement a specific caching algorithm with the priority queue framework, the
implementer’s job is to figure out how to define the utility of keeping a data item as
priority. For example, if a caching algorithm can set the priority of an item based on its
recently accessed time, accessed frequency, a combination of the two, or such combina-
tion with data object size. If a caching algorithm aims to optimize miss cost, then high
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Figure 4.2: Overall structure of RIPQ.
priorities will be given to items with high miss cost. Greedy-Dual-Size [22] is a caching
algorithm that sets a priority based on the likelihood of future access and object size.
However, for many caching algorithms, a straightforward implementation of a pri-
ority queue will generate many random small writes. It is not suitable for implementing
a cache using flash devices.
4.3.2 Design of RIPQ
The main goal of RIPQ is to provide a framework to implement priority queue abstrac-
tion with mostly large writes, such that implementation on current flash devices will
achieve high throughput with small over-provisioning.
RIPQ is a three-level structure as shown in Figure 4.2: queue, sections and blocks,
where sections define the insertion points and a block is the unit of data written to flash
hardware.
The highest level is a queue composed of K sections, with an insertion point at the
head of each section. This design restricts where data can be inserted, so RIPQ only ap-
proximates the priority queue abstraction. The insertion error is bounded by O(1/K).
Since each insertion point uses memory to buffer exactly one block, the memory re-
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quirement for buffering is KB, where B is the size of a block.
As shown in Figure 4.2, RIPQ splits the priority value range into K sections
[p0, p1), [p1, p2), . . . , [pK−1, pK] where p0 = 0 and pK = 1. RIPQ natively supports a
relative priority queue interface, where the priority is in [0, 1] denoting the relative rank
of an item in the queue. Support for absolute priorities will be introduced later. When
an item is inserted into the queue, it is placed in the section whose range contains its
priority value. For example, in a queue with sections corresponding to [0, 0.3), [0.3, 0.7)
and [0.7, 1.0], an item with priority value 0.5 would be inserted to the second section.
Each section consists of multiple blocks. A block is the basic unit for storing data
items. There are two kind of blocks: device blocks and virtual blocks. A device block
corresponds to a contiguous space on the flash devices, although the FTL on a flash
device typically has another mapping to the physical location of flash hardware.
A virtual block is an in-memory place-holder of the new location of an item after its
priority is updated. With virtual blocks, a priority update virtually inserts the item into
the virtual block at the head of the appropriate section; it does not incur physical move-
ments of data. We call this lazy updates because virtually inserted items are reinserted
later when the device block of the item is evicted. Such reinsertions minimize the write
amplification of RIPQ. Our experiments in a later section show that RIPQ creates small
write amplifications even for complex caching algorithms.
A block is in either an active or sealed state. An active device block accepts writes
(insertions) to an insertion point in the queue. Active device blocks buffer writes in
memory until they are full, at which point they and their corresponding active virtual
block transitions into the sealed state. A sealed block does not accept writes.
As shown in Figure 4.2, each section includes one active device block, one active
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virtual block, and a list of sealed blocks. The active device block accepts new items
being physically inserted into the section, and the active virtual block accepts virtual
insertions. Each active device block requires a memory buffer of the same size until
they are full, sealed and flushed to flash.
RIPQ provides a framework to achieve the desired tradeoffs of cache hit ratios, mem-
ory consumptions, and utilization and throughput of flash. The key parameter is K,
which defines the granularity of insertions to the priority queue abstraction, and the
amount of memory for buffering blocks. The large size of each block ensures high
throughput and high utilization (or low over-provisioning) of flash.
4.3.3 Implementing Caching Algorithms
To demonstrate the flexibility of RIPQ, we implemented two families of advanced
caching algorithms for evaluation: Segmented LRU [54], and Greedy-Dual-Size-
Frequency [26], both of which yield major caching performance improvement for Face-
book’s photo workload. A summary of the implementation is show in Table 4.2.
Algorithm Interface Used On Miss On Hit
Segmented-L Relative Priority insert(x, 1L ) update(x,
min(1,(1+dp·Le)
L ))
LRU Queue
Greedy-Dual- Absolute Priority insert(x,Lowest + c(x)s(x) ) update(x,Lowest +
min(L,n(x))·c(x)
s(x) )
Size-Frequency L Queue
Table 4.2: Segmented-LRU and Greedy-Dual-Size-Frequency with the priority queue
interface provided by RIPQ.
Segmented LRU Segmented-L LRU maintains L LRU caches of equal size. On a
miss, an item is inserted to the head of the 1st LRU cache. On a hit, an item is promoted
to the head of the next LRU cache, i.e., if it is in sub-cache l, it will be promoted to the
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head of the min(l + 1, L)-th LRU cache. This algorithm demonstrated significant cache
hit ratio improvements for the Facebook’s Edge and Origin caches [44].
Implementing this family of caching algorithms is straightforward with the relative
priority queue interface of RIPQ. On a miss, the missed item is inserted with priority
value 1L . On a hit, RIPQ finds the previous priority of the accessed item, p, and updates
it to min(1, 1+dp·LeL ).
Greedy-Dual-Size-Frequency The Greedy-Dual-Size algorithm [22] provides a prin-
cipled way to trade-off increased object-wise hit ratio with decreased byte-wise hit
ratio by favoring smaller items. Such a trade-off is favored for the Origin cache
within Facebook’s photo-serving stack since the main purpose of Origin is to protect
backend storage from excessive IO requests (Section 2.2). The Greedy-Dual-Size-
Frequency [26] (GDSF) improves GDS by taking frequency into consideration. We
use a variant of GDSF that caps the maximum value of the frequency of an item to L
that performs better for our motivating workloads. The update rule of the algorithm is
p(x) ← Lowest + min(L,n(x))·c(x)s(x) , where n(x) is the number of accesses of an item since
it was inserted to the cache. c(x) is the cost of missing x. Because we are maximizing
object-wise hit ratio we set c(x) = 1 for all items. GDSF uses the absolute priority queue
interface of RIPQ.
Limitations There are a few notable exceptions that are not implementable with a
single RIPQ, e.g., MQ [89] and ARC [66], but they can be implemented with several
RIPQs coexisting on the same hardware. A more problematic limitation comes from the
update interface, which only allows increasing priority values. Algorithms that demote
the priority value of an item on its access, such as MRU [27], cannot be implemented
with RIPQ. MRU was designed to cope with scans over large data sets, which is irrele-
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Figure 4.3: Insertion, update, and delete-min operations in RIPQ.
vant in the case of our research. RIPQ currently doesn’t support delete operation, which
is needed for a general-purpose read-write cache. But this limitation does not affect our
motivating scenario within the static-content serving stack.
4.3.4 Implementation of Basic Operations
RIPQ implements the same three operations as a regular priority queue, using the data
structures above.
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Figure 4.4: RIPQ internal operations.
Insert(x, p) RIPQ inserts the item to the active device block of section k that contains
p, i.e., pk−1 ≤ p < pk. The write will be buffered until that active block is sealed.
Figure 4.3a shows an insertion.
Update(x, p) RIPQ avoids moving item x that is already resident in a block in the
cache. Instead, RIPQ virtually inserts x into the active virtual block of section k that
contains p, i.e., pk−1 ≤ p < pk2. The virtual item in section k holds the updated location
of item x. RIPQ also removes x from its previous section j: if it is a virtual item in j, we
remove it; if it is a physical item, we mark it as moved. Figure 4.3b shows an update.
One constraint of RIPQ is that an item’s priority can only be increased, not de-
creased. The physical block that contains an item is evicted when it has the lowest
2The exception is when k = K, pk−1 ≤ p ≤ pk = 1.
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priority in the queue. Thus, RIPQ’s lazy update can only move items to higher prior-
ities. This constraint is natural for many caching applications, especially Web caches,
because most workloads exhibit time locality, i.e., access of an item indicates it is more
likely to be accessed again [50]. Most caching algorithms exploit this workload charac-
teristic, with the notable exception of the Most-Recently-Used (MRU) cache algorithm.
MRU is designed to handle scan behavior, which does not happen in our motivating
workloads.
Delete-min() This operation takes place implicitly in RIPQ when an active block is
full and flushed to the flash. The lowest-priority block in queue is evicted to create space
and is physically overwritten by the flushed block. Before overwriting the evicted block
RIPQ materializes any items in it that were virtually inserted to higher positions in the
queue by physically reinserting them to the sections that contain their virtual blocks and
deleting their virtual items. Figure 4.3c shows a delete-min.
These reinsertions help preserve caching algorithm fidelity, but cause additional
writes to flash, noted earlier as the implementation write amplification earlier. RIPQ
can explicitly trade lower caching algorithm fidelity for lower write amplification by not
reinserting items whose priority is smaller than a given threshold, i.e., in the last 5% of
the queue.
Internal operations RIPQ internally maintains invariants to ensure bounds on mem-
ory consumption and approximation error. In particular, RIPQ controls (1) the number
of sections, and thus active device blocks and (2) the size of each section. Each active
device block has a partially full write buffer that is consuming RAM. The size of each
section is directly proportional to the approximation error of RIPQ.
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To maintain both invariants, RIPQ splits and merges adjacent sections as shown in
Figure 4.4. The α parameter controls the average size of sections, where 0 < α < 1.
RIPQ splits a section when its relative size has reached 2α. For example, if α = 0.3
then a section from [0.4, 1.0] would be split into two sections of [0.4, 0.7) and [0.7, 1.0]
respectively, as shown in Figure 4.4a. RIPQ merges two consecutive sections if the sum
of their sizes is smaller than α (show in Figure 4.4b). The relative size of a section is a
ratio measured based on the number of items or the total byte size of items in it. These
operations guarantee that (1) there are at most d2/αe sections, and (2) each section is no
larger than α.
No data is moved on flash for a split or merge. Splitting a section creates a new
active device block with a write buffer and a new active virtual block. Merging two
sections combines their two active device blocks: the write buffer of one is copied into
the write buffer of the other. Splitting happens often and is how new sections are added
to queue as sections at the tail are evicted block-by-block. Merging will be rare because
it requires the total size of two consecutive sections to shrink from 2α (α is the size of
a new section after a split) to α to trigger a merge and the amortized cost of merge per
operation is only O(1/(αM)).
4.3.5 Other Implementation Details
Supporting Absolute Priorities RIPQ naturally supports the LRU family of algo-
rithms such as LRU, Segmented LRU [54], because they only require a few relative
priority insertion points. But caching algorithms such as LFU, SIZE [8], and Greedy-
Dual-Size[22] require the use of absolute priority values when performing insert and
update. RIPQ supports absolute priority values with a mapping data structure to trans-
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late absolute values to relative priority values. The data structure maintains a dynamic
histogram that returns approximate percentiles. The percentile values are used as the
internal priority values. The histogram consists of a set of bins and merges/splits bins
dynamically based on their relative sizes, similar to the way we split/merge sections in
RIPQ.
In-memory and flash data layout RIPQ uses in-memory data structures to track the
ordering of the queue, the size information and positions of blocks and sections, and to
buffer active blocks. Here the size information includes both the number of items and
the total byte size of those items in that block/section. The ordering of the queue in
RIPQ’s three-layer hierarchy is represented with two levels of ordered sets in RAM: the
queue is an ordered set of sections, and each section is an ordered set of blocks.
RIPQ stores the size information and physical locations of sealed device blocks in
memory. Active device blocks are buffered in memory until they are full and then transi-
tion to sealed device blocks with physical locations. Virtual blocks do not have physical
locations, so RIPQ only tracks their size information. RIPQ also tracks the size of sec-
tions so it can calculate each section’s priority range.
The items in sealed device blocks are stored on flash, each of which corresponds to
a contiguous space in the flash logical address space. During an eviction RIPQ locates
the device block with the lowest priority through its in-memory representation. It then
reads the on-flash block header to get the ids and offsets of all items in that block.
RIPQ decides whether to reinsert items by querying another in-memory structure: the
item index. Once items are reinserted (to in-memory write buffers) the evicted block is
entirely overwritten by a full active device block that is flushed to the flash.
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Parameter Description and Goal Our Value
Block Size (B) To satisfy sustained high random write through-
put.
256MiB
Number of Blocks (M) Flash caching capacity divided by the block size. 2400
Average Section Size (α) To bound the number of sections ≤ d2/αe and the
size of each section ≤ 2α, trade-off parameter for
insertion accuracy and RAM buffer usage.
0.05
Insertion Points (K) Same as the number of sections, controlled by α
and proportional to RAM buffer usage.
20
Table 4.3: Key Parameters for RIPQ
Item index The item index is an in-memory hash table from item ids to metadata about
each item in the cache. This includes the physical device block, offset, and length of an
item to facilitate reading the item for hits in the cache. It also includes the virtual block
number for items whose priorities have been updated to facilitate reinserting items into
queue. A typical RIPQ implementation has at most thousands of blocks, so the virtual
block number can be represented with 2 bytes. In contrast, an exact caching algorithm
would use larger amounts of memory. For instance, LRU would need two pointers for
each item stored in cache for the forward and backward pointers of each item in the LRU
chain. Chapter 2 discusses the large body of related work on minimizing the memory
consumption of indexing structures for flash or spinning disk [11, 12, 14, 63, 64, 73].
Parameters Table 4.3 lists the parameters of RIPQ, along with a description about the
purpose of each and the value we picked for our implementation. The block size B is
chosen to surpass the threshold for a sustained high write throughput for random writes,
and the number of blocks M is calculated directly based on cache capacity. The number
of blocks affects the memory consumption of RIPQ, but this is dominated by the size of
the write buffers for active blocks and the indexing structure. These active blocks cor-
respond directly to the number of insertion points K in the queue. The average section
size α is used by the split and merge operations to bound the memory consumption and
approximation error of RIPQ.
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Durability The cache is intended as volatile storage for the Facebook photo serving
stack, so durability is not a requirement but an added bonus. However, because the queue
is materialized on flash, even after a power loss, all the data can still be recovered from
the flash (except for those in the RAM buffer). The order information of blocks/sections
can be periodically flushed to flash as well, so we can keep the priority information of
physical items.
4.4 SIPQ
A potential drawback of RIPQ is the memory required for buffering multiple large
blocks. We propose a simplified RIPQ abstraction called Single Insertion Priority Queue
(SIPQ) for the memory-constraint environment. SIPQ is suitable for use with LRU fam-
ily of algorithms, but not ideal for use with more complex algorithms like Greedy-Dual-
Size-Frequency.
4.4.1 Design of SIPQ
A key principle for SIPQ is the use of sequential writes instead of large random writes
to achieve high write throughput. This principle avoids the need for write buffers and
incurs almost no FTL write amplification because it treats flash storage as a cyclic log-
structured store [76].
However, the single insertion point also severely restricts how SIPQ arranges data on
flash. To preserve a priority ordered queue structure, SIPQ maintains a separate logical
priority queue in memory for tracking item priorities, while leaving the device queue
unordered. The logical queue will only remember the key, length and priority of each
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Figure 4.5: How SIPQ works.
item, while the actual data is stored in the device queue.
Separating the logical priority queue and unordered device queue causes implemen-
tation write amplification during eviction from the device queue: a potentially large
portion of items needs to be reinserted to preserve the algorithm fidelity. SIPQ allows
developers to explicitly trade-off algorithm fidelity for implementation write amplifica-
tion through a parameter, logical occupancy or θ: the ratio between the total size of
items in the logical priority queue and the total size of device queue. θ = 1 would
mean we try to keep all the items in the priority order, while θ = 0.5 would mean half
of the items on a device are not ordered and can be evicted without reinsertion. As
shown in Section 4.5, simple caching algorithms such as LRU can be implemented on
SIPQ with a low θ value (0.5) without losing much performance, while achieving a low
implementation write amplification (e.g., 1.08).
4.4.2 Implementation
SIPQ implements the same set of operations as RIPQ.
Insert(x, p) Insert the key of x into the logical queue with its priority p. If the data
is not on the device, we append the data of x to the head of the device queue.
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Update(x, p) Only update the priority of of x in the logical queue. This operation does
not incur any physical write to the flash hardware.
Delete-min() This operation occurs when SIPQ triggers a cache replacement and
proceeds on items in both queues. If the logical queue exceeds its size limit, the item
with the smallest priority will be evicted only from the logical queue. When the device
queue is full, SIPQ evicts items from the tail of the queue to create space for new items.
As SIPQ evicts items from the device queue it checks for their existence in the logical
queue.
Figure 4.5 shows a simplified SIPQ structure with 0.5 logical occupancy (θ) value.
The upper logical queue occupies 0.5 of the total space on flash, and only A, B,C,D, E
are ordered by their priorities in the logical queue. In the figure, SIPQ is working at the
tail of the device queue, evicting J,H while reinserting the active item C to the head of
the device queue.
In memory data-structure In addition logical queue, SIPQ also uses a hash table to
map from keys to metadata that includes the location of the data on flash and the item’s
state of being in device only or in both queues.
Durability All the data in the device queue can be recovered after a power loss for
SIPQ, but because the logical queue is separated from the device queue we lose most of
the priority information.
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4.5 Evaluation
Our evaluation answers three key questions: (1) What is the impact of RIPQ and
SIPQ’s approximations of caching algorithms on hit ratios, i.e., what is the effect on
algorithm fidelity? (2) What is the write amplification caused by RIPQ, SIPQ, and a
LSM-baseline? (3) What is the throughput performance of RIPQ, SIPQ, and the LSM-
baseline?
4.5.1 Experimental Setup
Hardware Environment Experiments are run on servers equipped with a FusionIO
ioDrive 720GB flash device and 144GB DRAM space. All flash devices are configured
with 90% space utilization, leaving the remaining 10% for the FTL.
Baseline: RocksDB We compare RIPQ and SIPQ to a baseline solution:
RocksDB [7]. RocksDB is a popular open source flash-based key-value store built on
LevelDB [4] using Log-Structured Merge-Trees (LSM) [72], and can be used to imple-
ment caching algorithms as an object store. We believe the performance of RocksDB
is indicative of the performance of LSM-solutions in general. It should be noted that
our comparison is not entirely fair to RocksDB and the general LSM family solution be-
cause they are designed for more general workloads and support efficient range queries.
Nevertheless, we felt it was still important to compare against a popular type of existing
storage solution that is possible to be used in caching and has been optimized on flash
devices.
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Framework Parameters RIPQ uses a 256MiB block size to achieve the max write
performance based on our performance study of ioDrive. It uses α = 0.05, i.e., 20
sections, which provides a good trade-off between the fidelity to the implemented algo-
rithms and the total RAM space RIPQ uses for buffering: 256 Mib x 20 = 5GiB (which
is moderate for a typical server).
SIPQ also uses a 256MiB block size so the number of blocks on flash is the same as
RIPQ. Because SIPQ issues only sequential writes, this buffer and the write size could
be further shrunk without adverse effects. Two logical occupancy values are used in
evaluation: 0.5, and 0.9, and each represents a different trade-off between approximation
fidelity and implementation write amplification. Later, these two setting are noted as
SIPQ-0.5 and SIPQ-0.9, respectively.
Caching Algorithms Two families of advanced caching algorithms are evaluated:
Segmented-LRU (SLRU) [54] and Greedy-Dual-Size-Frequency (GDSF) [26]. For
Segmented-LRU, we vary the number of segments from 1 to 3, and report their results
as SLRU-1, SLRU-2, and SLRU-3, respectively. We similarly use 1 to 3 segments For
Greedy-Dual-Size-Frequency, denoted as GDSF-1, GDSF-2, and GDSF-3. Description
of these algorithms and their implementations on top of the priority queue interface are
explained in Section 4.3.3.
Facebook Trace Two sets of 15-day sampled traces collected within the Facebook
photo-serving stack are used for evaluation, one from the Origin Cache, and the other
from a large Edge Cache facility. The Origin trace contains over 4 billion requests and
100TB worth of data, and the Edge trace contains over 600 million requests and 26TB
worth of data. To emulate the effects of different cache capacities to a fixed-sized flash
device, we further downsampled the trace by 1, 1/2, 1/3, and 1/4, to approximate a
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(a) Object-wise hit ratios on Origin trace.
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(b) Byte-wise hit ratios on Edge trace.
Figure 4.6: Exact algorithm hit ratios on Facebook trace.
cache size of 1X, 2X, 3X, and 4X for later experiments. During both experiments and
simulations, we use the first 10 days to warm up the cache and measure performance
over the following 5 days.
4.5.2 Results of Facebook Trace
This section presents results from running real experiment with the Facebook trace to
evaluate the algorithm fidelity, write amplification, and throughput of RIPQ, SIPQ, and
RocksDB. Exact algorithm results are obtained via simulation. We report the hit ratio to
optimize at each cache, i.e., object-wise hit ratio for the Origin trace and byte-wise hit
ratio for the Edge trace.
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Performance Baseline of Exact Algorithms We first investigate the hit ratios
achieved by the exact caching algorithms to determine the baseline for our algorithm
fidelity evaluation. Results are shown in Figure 4.6. FIFO, which is fully sequential and
has no FTL write amplification, is currently deployed in the Facebook stack.
As the Facebook photo workload has changed since our previous study [44], the best
algorithm to replace FIFO for the Origin and Edge is no longer the same. For the object-
wise hit ratio on Origin trace, Figure 4.6a shows that Greedy-Dual-Size-Frequency fam-
ily algorithms outperform Segmented-LRU and FIFO by a large margin. At 2X cache
size, GDSF-3 improves the hit ratio over FIFO by 16.7%, which creates a reduction of
IOPS to the backend by 22.5%. For the byte-wise hit ratio on Edge trace, Figure 4.6b
shows that Segmented-LRU is still a better option. Again at 2X cache size, SLRU-2
improves the hit ratio over FIFO by 4.5%, which results in a bandwidth reduction be-
tween Edge and Origin by 10.2%. Greedy-Dual-Size-Frequency performs poorly on the
byte-wise metric because it down-weights large sized photos.
Approximation Fidelity Figure 4.7a and 4.8a show the hit ratio reduction of differ-
ent algorithms implemented on top of RIPQ, SIPQ-0.5, SIPQ-0.9, RocksDB-0.5, and
RocksDB-0.9, compared to their exact performance baselines with the 2X cache size
setup from Figure 4.6. In general, a small reduction indicates high approximation fi-
delity achieved by the underlying framework.
RIPQ consistently achieves high approximation fidelity for the SLRU family algo-
rithms, and its hit ratio reduction values are below 0.2% for both object-wise metric on
Origin trace and byte-wise metric on Edge trace. For the GDSF family, RIPQ’s algo-
rithm fidelity becomes lower because the algorithm’s complexity increases. The greatest
infidelity seen for RIPQ is a 5% difference on the Edge trace for GDSF-1. Interestingly,
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(a) Object-wise hit ratio reduction
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(b) Write amplification
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(c) IOPS throughput.
Figure 4.7: Performance of RIPQ, SIPQ, and RocksDB on Origin.
for the GDSF family of algorithms, the “infidelity” generated by RIPQ improves hit ra-
tio. The large gain on byte-wise hit ratio is explained by the fact that the exact GDSF
algorithm is designed to trade byte-wise hit ratio for object-wise hit ratio by favoring
small items, and approximation improves the byte-wise hit ratio. RIPQ-based GDSF
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(a) Byte-wise hit ratio reduction.
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(b) Write amplification.
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(c) IOPS throughput.
Figure 4.8: Performance of RIPQ, SIPQ, and RocksDB on Edge.
family also only incurs a 1% reduction in object-wise hit ratio. Overall, RIPQ has high
algorithm fidelity.
SIPQ and RocksDB both have high fidelity when the occupancy/utilization param-
eter is set to 0.9, which means 90% of the caching capacity is managed by the exact
86
algorithm. RocksDB with low utilization parameter 0.5 loses much in terms of hit ratio,
as its cache capacity is effectively reduced by a half. SIPQ-0.5, on the other hand, still
achieves a decent fidelity for SLRU algorithms, only resulting in a 0.24% object-wise
hit ratio reduction for SLRU-1 to 2.8% object-wise hit ratio reduction for SLRU-3 on
Origin, and 0.3% byte-wise hit ratio reduction for SLRU-1 to 0.9% byte-wise hit ratio
reduction for SLRU-3 on Edge. These algorithms tend to put new and recently accessed
items towards the head of the queue, which is similar to the way SIPQ inserts and rein-
serts items at the head of the device queue. However, SIPQ-0.5 also shows large fidelity
loss for the GDSF family, causing object-wise hit ratio decrease on Origin and byte-
wise hit ratio increase on Edge. For these algorithms the items can have very different
priority values because of their different sizes even if they enter the cache at the same
time, and SIPQ’s approach of inserting items in one place is a poor approximation.
Write Amplification Figure 4.7b further shows the combined write amplification
(FTL write amplification multiplied by implementation write amplification) of different
frameworks. RIPQ consistently achieves the lowest write amplification, with an excep-
tion for SLRU-1 where SIPQ-0.5 has the lowest value for both traces. This does not
come as a surprise because SLRU-1 (LRU) is a simple algorithm and SIPQ-0.5 has low
logical occupancy. The write amplification of RIPQ is largely stable regardless of the
complexity of the caching algorithms, ranging from 1.18 to 1.25 for the SLRU family,
and from 1.15 to 1.25 for the GDSF family, for both traces.
SIPQ-0.5 achieves moderately low write amplifications at the cost of fidelity re-
ductions for complex algorithms. SIPQ-0.5’s write amplification value also increases
with the algorithm complexity. For SLRU, the write implementation for SIPQ-0.5 rises
from 1.08 for SLRU-1 to 1.52 to SLRU-3 on Origin, from 1.11 for SLRU-1 to 1.50 to
SLRU on Edge. For GDSF, the value ranges from 1.33 for GDSF-1 to 1.37 to GDSF-3
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on Origin, and from 1.36 to 1.39 on Edge. Results for SIPQ-0.9 observe higher write
amplification, especially for the GDSF family, but show a similar trend.
RocksDB has high write amplification even at a low utilization (0.5). The primary
reason is that RocksDB’s garbage collection algorithm is compacting new files regularly
into a few Sorted String Tables to facilitate faster range queries, but this is unnecessary
for our cache workloads. In this unfair comparison, RocksDB-0.5 has a write amplifi-
cation between 5 and 6 for all algorithms, and the value for RocksDB-0.9 is between 8
and 9.
Cache Throughput Throughput results are shown in Figure 4.7c and 4.8c. RIPQ and
SIPQ-0.5 consistently achieve over 10 000 requests per second on Origin, but SIPQ-
0.9 fails to do so for the GDSF family, and RocksDB has the lowest throughput in all
cases. This performance is highly related to the write amplification results because in
all three frameworks (1) workloads are write-heavy with below 63% hit ratios, and (2)
write amplification proportionally limits the write throughput, which further throttles
the overall throughput.
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CHAPTER 5
CHARACTERIZING LOAD IMBALANCE IN GRAPH CACHE
5.1 Introduction
In-memory caches are often used to scale modern Web services since they can decrease
request latency for users and relieve load on storage and database servers. Instead of
executing a potentially resource-intensive operation on the storage or database back-end
directly, clients first consult an appropriate cache server for a copy of the desired data.
The aggregate request volume at popular websites would significantly overwhelm
the capacity of a single cache server. As such, data is normally divided among hundreds
or thousands of cache servers [20, 34], typically by partitioning the large space of pos-
sible object IDs into segments that are then mapped onto cache servers. The segments
— called shards — commonly contain a large number of objects to reduce the size of
the object-to-server lookup map. Further, “related” objects (i.e., benefiting from co-lo-
cation on the same server) tend to be mapped to the same shard to mitigate the impact
of thundering herds [69] and decrease query fan-out [20].
Ideally, cache servers would all observe similar request rates (volume per unit time),
since this would provide predictable request latencies [42] and reduce the over-provi-
sioning of resources necessary to withstand peak workloads [90, 46]. In reality, however,
segments confronted with real-world workloads often sustain variable and dynamic re-
quest rates that can contribute to significant load imbalance. Imbalance can be caused
by the skewed access popularity among different objects (e.g., Facebook’s social-graph
objects reveal varying access popularity), as well as the decision of co-locating related
data within the same segment to support more advanced data queries (e.g., each shard
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in Facebook’s cache-tier co-locates related objects for more efficient range queries and
cache consistency maintenance).
There are many options for balancing the number of objects apportioned to servers in
distributed caches. Most mechanisms randomly partition data across servers by hashing
[55, 56], while some additionally adapt to changes [32, 46]. Much recent interest has
also focused on understanding and mitigating hot spots and load imbalance that arise in
skewed workloads seen in key-value stores and cache systems [34, 42], but to the best
of our knowledge no comprehensive analysis to date permits online analysis of the key
culprits based on a real workload.
In this chapter, we investigate the nature of load imbalance based on a real-world
setting at Facebook’s social-graph cache, Tao, where data have skewed access popularity
and cannot be randomly separated. We explore how different categories of approaches
— fine-tuned consistent hashing and hot content replication (including a special case for
front-end caching) — might help to mitigate their impact and investigate the limitation
of each approach category.
This chapter offers the following contributions:
• We determine that the popularity skewness at object level is not a major cause of
cache load imbalance.
• We deduce that load imbalance in systems like Tao can stem from a combina-
tion of load-insensitive partitioning, extremely hot shards, and random temporal
effects.
• We survey current approaches to load balancing and assess their effectiveness on
our real-world traces through simulation to guide future research.
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5.2 Analyzing Load Imbalance
A good understanding of load-imbalance situations should lead to a proper justification
of the its root causes as well as better reasoning about the solution space. To accomplish
this, we use in-memory cache-access traces from Facebook’s graph-storage, Tao.
5.2.1 Environment
To provide general background, Figure 5.1 illustrates a typical architecture of in-mem-
ory caching facilitated modern Web stack. When a front-end Web server receives Web
clients’ HTTP requests, it often spawns numerous data fetching requests to generate a
content-rich response. To reduce the fetching latency and database querying overhead,
such data fetches are first directed to a tier of caches, where popular content results re-
side in DRAM. Only if the requested data does not reside in the caching space would a
data request reach the backend. Based on the manner in which the backend request is
redirected, there are two categories of caching tiers: read-through and read-aside. The
request flow in Figure 5.1 follows the read-through style, within which the cache serves
as the proxy to fetch data from the backend while caching is on the way. In the read-
aside style, Web server takes the responsibility to request the data from backend servers
and fill the content in cache later. Tao, the graph storage solution at Facebook organizes
its cache tier as read-through caches, and specifically has two layers of caches: follower
and leader. The follower cluster co-locates with each Web front-end cluster, while a
leader tier cluster serves an entire region’s followers.
Sharding. Sharding or partitioning is a general approach to scale a database be-
yond any single server’s capacity and is commonly used in production caching systems
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Figure 5.1: Cache architecture. Left shows how read-through cache serves between the
front-end Web servers and the backend; right shows how Facebook’s Tao
cache is organized.
[69, 20]. There are two ways sharding can be operated depending on the choice of co-lo-
cating related data — random sharding and dependent sharding. In a normal key-value
interface system, such as memcached, random sharding is sufficient for distributing rel-
atively similar numbers of objects to each shard, and the independence of objects within
the same shard does not impact its GET/SET operation performance. However, depen-
dent sharding is more appealing for systems that provide advanced queries based on
structural data. Tao, for instance, provides social graph oriented range queries which
constitutes over 43.6% [20] of its operations. By using dependent sharding to co-lo-
cate socially connected graph objects, Tao is able to reduce the range-query fan-out and
therefore network overhead. Moreover, dependent sharding also provides the possibil-
ity of consistency tracking on related data. Our analysis results in this chapter are more
relevant to the dependent sharding caches, where the access disparity between different
shards may be more profound than the disparity of different cached items. Figure 5.2
shows an example of dependent sharding for graph. Ignoring the sharding type, shard-
to-server mapping is often conducted through consistent hashing.
Traces. Throughout the rest of this chapter, we rely on three sets of Tao production
traces collected between front-end Web servers and Tao followers. Table 5.1 gives a
92
Trace Sampling Source DetailsBasis Period
TopShards Time 1 min Cache Traffic on top 100 shards and 20 objects
ReqSample Request 100K reqs Web Server Requests sent to cache cluster
ServerTraffic Time 4 min Cache Reported server load in req/sec
Table 5.1: Tao trace summary: TopShards reports hot contents traffic. ReqSample sam-
ples requests from Web servers. ServerTraffic contains cache load snap-
shots.
A
B
C
Shard 1
A
A B
Shard 2
C
C B
Shard 3
B
B A
B C
Figure 5.2: Dependent sharding on a directional graph: edges are co-located with their
source vertex within the same shard.
demonstration of each, and their use in this study is explained below.
• TopShards is directly reported by each cache server, constituting the exact number
of requests sent to the 100 most popular shards and 20 most popular objects. This
trace gives us a high-quality source to analyze the impact of load imbalance due
to popularity skewness and the temporal dynamics of popular objects/shards.
• ReqSample is sampled among the real read requests sent from Web servers. While
the per-request sampling gives a less-detailed signal for a temporal analysis on
popular objects/shards, the full fidelity in terms of the request flow provides a
good basis for simulation.
• ServerTraffic is a per-cache traffic rate report collected every four minutes, as
an adjunct to the TopShards. Thus ServerTraffic reports the entire cache traffic
instead of hot contents only. It serves as ground truth in our study, validating the
cache-load status from the TopShards-driven analysis and the ReqSample-driven
simulation.
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Figure 5.3: Load distribution (a cluster).
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Figure 5.4: Load disparity within a day.
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Figure 5.5: Content popularity.
5.2.2 Analysis
Tao already deploys several load-balancing techniques [20], however, it still experiences
a certain degree of load imbalance within the caching tier; Figure 5.3 quantifies this,
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within a follower cluster from TopShards, discussed earlier. Statistically, across the
cluster we profiled, the request load over a 24-hour period is normally distributed with
parameters µ = 1.342 43 × 108 requests and σ = 1.810 87 × 107 (p < 0.02, Shapiro-
Wilk normality test). Figure 5.4 further illustrates the traffic dynamics of both the hottest
and coldest server from the same cluster. As can be seen, the disparity exists throughout
the day, as both curves follow a similar diurnal pattern, though the contrast is greater at
peak hours (>100K requests per second [rps] difference) and smaller during idle period
(<50K rps difference).
In order to find the root cause (or causes), we examined traces to mainly answer the
following two questions:
• Does skewed content popularity impact load disparity in the cache?
• Does imbalanced placement of similarly popular content play a major role?
Skewed content popularity. We used our traces to confirm that content popularity,
defined in terms of number of accesses, resembles a power-law distribution across two
different populations: (1) distinct objects in the social graph (vertex and edge); (2) dif-
ferent shards, each of which maintains some partition of the graph). Figure 5.5 shows
the number of requests for each of the top-1000 objects and top-1000 shards, as reported
by cache servers. In light of this, does the hottest object become a dominant resource
bottleneck for a cache server? Figure 5.6 shows the traffic dynamics of the most popular
object and its associated shard. We note that a single hot object can contribute almost the
entire traffic for its hosting shard, sufficient to push the shard into the top-100. However,
notice the level of imbalance: the traffic associated with this hot object wouldn’t even be
half the available capacity for the coldest cache server. The skewed popularity among
different objects does not appear to be as a major cause of cache-load imbalance for the
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request traffic between front-end Web servers and cache servers. As further discussed in
Section 5.3, this is also why an additional layer of front-end cache has limited impact in
balancing the cache load.
Figure 5.7 examines the traffic dynamics of the six top-ranked shards, based on their
popularity. Compared to object-traffic (Figure 5.6), popular shards receive significantly
higher load due to the combination of many related objects, and has much more impact
on the cache server. It is noteworthy that each curve in Figure 5.7 combines multiple
reports from servers that all hold replicas of the same shard.
Our question is made more complex because Tao itself has an architectural feature
that comes to bear here. Within Tao, shard replication is such that a hot shard will be
spread over multiple cache servers, and the front-end router redirects Web-server re-
quests among them. Specifically, the hottest shard has been replicated 10-fold through-
out the 24 hour period. Such replication starts when a server has less than 20% re-
maining CPU- and network- capacity, while more than 25% of the request load comes
from a “dominant” shard. In other words, as long as a shard contributes 20% of a busy
server’s capacity cap it needs to be replicated. From our analysis, Tao replication plays
a significant role in keeping servers’ loads below 200K rps.
Some aspects of the existing replication mechanism need improvement: (1) if a
shard becomes hot too quickly, replication is too slow to react, and (2) the current re-
verse routine (de-allocating server space for no-longer-hot shards) is too conservative.
Figure 5.8 shows traffic dynamics for a “popularity-surged shard” and the involvement
of up to five extra replicas to split the load for a 48-hour period. When the traffic to
the popularity-surged shard rises from <75K rps to >175K rps within ten minutes, the
replication process starts (but only after the original server stays at that load for another
eight minutes); replication continues an hour later when the shard is still causing too
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Figure 5.6: Traffic for hottest object.
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Figure 5.7: Traffic for hottest shards.
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Figure 5.8: Tao reaction for surged shard.
much load on its replicas. Moreover, once all five replicas are created, they remain so
situated for another 14 hours — even as the shard’s popularity plummets to <50K rps,
wasting significant cache memory. In Section 5.3, we further discuss the benefits and
limitations of replication techniques in general and propose a potential improvement.
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Problematic content placement. While consistent hashing is used in Tao to balance
the mapping between data partitions (shards) and servers, studies of consistent hashing
in other settings suggest that often the implementation of this mechanism is not sophisti-
cated enough to overcome intrinsic issues with consistent hashing: insufficient rounds of
hashing, low ratios between shards and servers, and poor choices of hashing functions.
As a result, the shards may not be evenly distributed among different servers. To inves-
tigate the status of content placement in Tao and possible impact on load imbalance, we
examined the correlation between the number of shards hosted by a server and the total
traffic it serves.
Figure 5.9 shows that there is a strong relationship between the rank of cache servers
by number of shards and their rank by traffic load (Spearman’s ρ = 0.848, p < 10−5).
This correlation is especially true in the extreme cases: servers hosting the most shards
tend to rank among the most-loaded ones, and the server hosting the fewest shards ranks
within the least-loaded portion. This demonstrates that, for Tao, non-ideal shard place-
ment plays an important role in causing load imbalance, in addition to content skewed
popularity at the granularity of shards.
5.3 Mitigating Load Imbalance
We now use simulation to evaluate several possible techniques for mitigating load im-
balance. In our comparison, we divide the approaches into two main categories: (1) con-
sistent hashing, and (2) hot-content replication, which also includes front-end caching
as a special case.
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5.3.1 Trace Preparation
In order to properly evaluate traffic dynamics under different load-imbalance mitigat-
ing approaches, we use the ReqSample trace due to its high-resolution of real cache
requests. The original trace is collected by the routing daemon on every Web front-end
server, which randomly samples and records one per million Tao requests (so as to min-
imize measurement overhead on the live infrastructure). Cross-validation shows that the
trace successfully captures all hot shards and hot objects contained in the TopShards
aggregate trace. However, the sampling is too coarse to retain the traffic characteristics
of every shard within a single cluster.
To cope with this problem, we treat this entire ReqSample trace as a trace for a
single ‘canonical silo’ cluster that has been sampled at a higher frequency. This is
feasible because (1) every Tao follower cluster is an independent caching deployment,
and (2) graph queries to each Tao cluster behave similarly for popular content since Web
requests are randomly distributed among all front-end clusters.
We verified these two properties on the TopShards by comparing the traffic dynam-
ics of the top 1000 shards between a single cluster and the entire tier. The full-tier trace
in ReqSample is effectively an aggregate of multiple clusters serving the same content
(in different regions). Hence, we normalize the traffic to our canonical silo cluster based
on that of one of the largest single clusters in the full trace. The manipulations on the
entire trace yield the same normalized load distribution on the canonical silo cluster as
originally found (p < 10−5, Kolmogorov-Smirnoff test, D = 0.2883), except with higher
sampling frequency.
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5.3.2 Current Techniques
Our goal is twofold: (1) to understand how state-of-the-art approaches, for mitigat-
ing load skew on a distributed cache, complement one another on a real-world trace,
and (2) to identify which mechanisms have opportunities for improvement. Two main
classes of algorithms work in tandem to balance load: hashing schemes for balancing
the number of shards allocated to servers, and replication schemes for balancing the
load of the shards.
Hashing. The idea underpinning most partitioned services is that hashing identifiers
to an abstract ring, and then dividing regions of the ring between servers, will roughly
yield fair assignment of shards to servers. Assuming the ring state is maintained on
every server, all lookups may be done locally — a property which facilitates distributed
implementation — assuming the ring state can be kept up-to-date on all servers. As
noted earlier, many existing systems leverage consistent hashing [55] which minimizes
disruptions when servers are added or removed. Our experiments below include the pop-
ular open-source libketama library: a reference implementation of consistent hashing
for memory caches [48].
Unfortunately, hashing schemes may impose significant skew on load distribution.
Part of the reason is that these schemes do not consider traffic on shards. Yet even if all
shards carry the same volume of traffic, the server with the highest load would still —
with high probability — be responsible for twice as many shards as an average server
[85].
Better distributed hashing schemes have yet to be found. One remedy for the lop-
sided number of shards is to divide the ring space further by hashing each server identi-
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Figure 5.9: Load imbalance impact from shard placement.
fier many times onto the ring as “virtual nodes” [56, 30, 32]. Recently, Hwang and Wood
proposed an adaptive hashing mechanism based on consistent hashing where the region
boundaries of the ring space are dynamically adjusted according to load and cache hit
rate on the servers to which they are assigned [46]. one must still address the problem
of disparate traffic rates on shards.
To understand the opportunity for improving hashing mechanisms, we include a
“perfect hashing” baseline in our simulations. In this baseline, a centralized controller
ensures that all servers are responsible for exactly the same number of shards without
concern for per-shard traffic.
Replication. We next add replication into the mix to combat the heavy-tailed load
on shards. In a somewhat simplified summary, existing dynamic load-balancing tech-
niques for distributed caching and storage systems operate in two phases: (1) Detection:
identify hot servers and their hot contents, followed by (2) Replication: move data be-
tween servers to alleviate the high load, or divide the traffic across multiple servers by
replicating hot contents elsewhere, sometimes on many nodes. We now survey several
state-of-the-art detection and replication techniques.
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A front-end cache is normally a small cache deployed in front of the tier experienc-
ing the imbalanced load [34]. The detection phase depends on the replacement algorithm
used by the cache, such as LRU (Least-Recently-Used), to detect very popular objects
which exhibit high temporal locality. Once the hot object is detected, its replica is stored
by the front-end cache and can serve all traffic flowing through the front-end via a local
copy of the item without burdening other servers. Studies show that even small front-end
caches can substantially alleviate skewed object access workload [?, 34].
Facebook’s front-end Web servers already embed a small cache for popular Tao ob-
jects. Our traces, therefore, are focused on load imbalance after caches higher up in
the hierarchy have been applied [?]. Moreover, our earlier analysis showed that after a
layer of front-end caches, objects are no longer a significant factor in Tao’s load-imbal-
ance. Instead, the skew partly stems from the popularity of shards that each comprises
multiple correlated objects connected through the social graph. However, compared to
objects, shards are just too large to be cached at front-end Web servers: typical shard size
in Tao is on the order of hundreds of megabytes, while typical object size is measured
in kilobytes. Therefore, further improving the front-end cache is unlikely to resolve the
load-imbalance situation in Tao — other solutions are needed.
Replicating hot content. Hong and Thettethodi [42] recently proposed augmenting
the cache infrastructure to actively monitor and replicate hot objects across multiple
servers. In their scheme, each memcached server monitors the popularity of its own
content and informs clients about replication and rerouting decisions. The hotness-
detection policy, in contrast to the “dominant” resource approach currently used in Tao,
is implemented by maintaining a list of ranked counters, updated with an exponentially-
weighted moving average for each item. Replication reconciliation is then controlled
through time-based leases. Through simulations, we found that while this technique
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reduces load imbalance caused by hot content, the reaction time can be shortened by
improving the sensitivity of hot shard detection, and the memory overhead of replication
can be reduced by adaptively checking the rank of the hot content in the load distribution.
As mentioned earlier, Tao’s replication component monitors shard loads on servers
and replicates dominant shards every ten minutes. Our analysis already showed that
flash crowds and surges in popularity can destabilize an unlucky caching server within
the 10-minute window. Moreover, its reverse routine is too conservative, resulting in
unnecessary memory waste.
Streaming methods. There has been mounting interest in streaming algorithms
which can process incoming data streams in a limited number of passes to provide ap-
proximate summaries of the data, including heavy-hitters and frequency estimation for
popular items [28]. Frequency-estimation algorithms, useful for detecting hot shards,
sample requests from the data stream, often at a very low rate, and carefully main-
tain a collection of candidates for hot shards. Frequency estimates can then be used to
adaptively replicate shards based on their popularity. In an effort concurrent with ours,
Hwang and Wood utilize streaming algorithms to reactively mitigate load balance [46].
Streaming algorithms have high performance, while requiring very small memory
footprints and CPU overhead. They can be parallelized through sharding, much like a
cache tier for scalability. The algorithms complement other solutions, such as front-end
caching, and can be deployed transparently in an existing cache implementation.
Streaming algorithms can be faster than cache reports at detecting hot shards, as they
operate at a finer temporal granularity and can identify trends practically in real-time.
Cache reports are effectively snapshots over large time windows, whereas streaming al-
gorithms can keep several summaries of shorter time intervals, thus providing a longer
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and more detailed access history of popular shards. This can be further leveraged to
identify patterns and make predictions on upcoming access frequencies. In our imple-
mentation, the most frequently requested shards in a 60-second time window are repli-
cated to a constant number of servers. A shard is de-replicated when it has not been
considered hot within the last four minutes. With a higher sampling ratio, hot shards
can be identified at much finer granularity. Moreover, traffic estimates can be used to
dynamically calculate the appropriate number of replicas for a given shard.
5.3.3 Comparison and Evaluation
We now evaluate the different hashing and replication schemes for load balancing on the
trace from Facebook. We will define the maxavg statistic of a scheme to denote the volume
of requests received on the most loaded server relative to an average server over the full
trace (24 hours).
Figure 5.10 compares the impact of hashing schemes on load imbalance. Even
with perfect hashing, the best load imbalance one obtains without using any replica-
tion method is a maxavg of 1.34, with the most loaded server 59% more loaded than the one
with the lightest load. When no replication mechanism is used, Tao has maxavg of 1.46,
slightly outperforming the libketama [48] reference consistent-hashing implementa-
tion. with maxavg of 1.52. If these methods also incorporated a perfect replication scheme,
the difference is even more stark: with 41% more load on the highest loaded server than
an average one for libketama compared to 17% for Tao. Finally, we also deduce that
the hashing scheme within Tao can be improved by 8 percentage points, from maxavg of
1.25 to 1.17.
Figure 5.11 details how replication mechanisms affect load skew. We isolate the
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Figure 5.10: Cache load as hashing mechanism is modified.
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Figure 5.11: Cache load as replication mechanism is modified.
impact of the replication algorithm by assuming shards are uniformly distributed across
servers. The streaming algorithm was significantly better at detecting hot shards than
Tao’s replication mechanism, but the overall reduction in load balance has room for im-
provement, moving maxavg from 1.17 to 1.14. Retaining Tao’s current hashing mechanism,
the graph shows an opportunity to improve on Tao’s replication methods to decrease maxavg
from 1.25 to 1.18. The streaming algorithm provided the most competitive replication
scheme, but the detection and replication mechanisms can be substantially refined —
part of ongoing work.
Takeaways. (1) Standard consistent hashing caused 52% more load on some servers
relative to the average, and 239% relative to the least loaded server. Even if it were
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coupled with an optimal replication algorithm, the most loaded server remains 41%
more loaded than the average server. (2) Tao’s hashing algorithm improved on plain
consistent hashing, but the most loaded server still sustained 17% more load than the
average server, and 34% more than the one with the lightest load, even if the replication
scheme were to balance per-shard load perfectly. (3) Using streaming algorithms for
hot-spot detection outperformed other replication schemes, but a maxavg of 1.14 suggests
room for future improvement.
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CHAPTER 6
FUTURE WORK & CONCLUSION
6.1 Open Questions for Future Work
While the research that forms this dissertation serves to advance our discipline’s under-
standing and application of advanced caching solutions, additional unanswered ques-
tions remain that undoubtedly warrant continued investigation. In this section, we
overview three major additional directions for building advanced caching services that
apply quite universally to the modern Web-application domain.
Adaptive Caching Eviction. While we were in the process of analyzing Facebook’s
photo-serving stack and designing the flash-based caching framework, we observed
that Facebook’s workload continued to evolve. Therefore, even over this relatively
short period of time (months to a year), the caching algorithm, with the best simulated
performance, transitioned from the Segmented-LRU family to the Greedy-Dual-Size-
Frequency family. Further investigation revealed the causes — (1) the ratio of various
types of user-created contents keeps changing, and (2) the application logic that decides
which content should be presented is not fixed. Such dynamics are not unique to Face-
book, as any modern Web application that serves user-created content may experience
the same phenomenon. This observation drove us to ask an important question: how
to build a caching solution that always works efficiently given the workload it serves
changes overtime.
An important area for future work that could solve this problem is designing adap-
tive caching algorithms, perhaps by monitoring the application logic and predicting the
likelihood of future access based on meta information about the content currently in
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service. Specifically, the caching policy in question can incorporate additional applica-
tion signals beyond the frequency, recentness, and working set size of access; and can
adaptively adjust the weight of different signals in deciding which content to cache. For
instance, based on the likelihood that a type of content will be viewed by users within a
certain geographic region and the application preference of serving low quality content
within that region, the low quality content within that type could be cached with high
priority at the specific location, or even be pre-fetched.
Pooling Strategy for Shared Caching. As caching has become ever more widely uti-
lized, the types of data in caches have been diversified across an increasing number of
Web applications. While some Web services only face this issue internally, the prob-
lem is more profound for multi-tenant, cloud-based Web hosting environments such as
Amazon Web Service EC2 [1], where a plethora of independent Web sites may share
the same caching infrastructure. Managing content generated by different applications
in the same caching space is non-trivial: (1) rarely can a single caching algorithm work
efficiently for all application workloads, and (2) performance isolation is hard to achieve.
A common standard solution is pooling: the shared caching space is divided into inde-
pendent cache pools, each of which is managed separately for a single type of content
or a family of similar content. However, few studies have examined the optimal pooling
strategy for shared caching, and no foundational principles have been enumerated to
guide the pooling thresholds for given content types and associated workloads.
Load-aware Replica Placement. Ongoing work should focus on load-aware replica
placement mechanisms, by leveraging the load-balance analysis contained in this disser-
tation. Particularly for in-memory distributed caching systems, the number of replicas
and their placement in cache highly affects the load-balance status across the caching
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tier. Furthermore, to maintain bounded data-fetching latency as well as tunable net-
work overhead in a multi-layered caching deployment, we must address the questions
of within which layer the content should reside, and at what time its placement should
be changed.
6.2 Conclusion
Both in-memory caching and static-content caching serve as critical components for
the scalability and efficiency of modern Web applications. The design of an advanced
caching infrastructure for the modern Web exposes challenges from three dimensions:
non-traditional workloads, hardware limitations of adopting advanced caching algo-
rithms, and load imbalances caused by disparate content popularities. This disserta-
tion provides three studies that are based on Facebook’s caching systems; each aims to
address a different challenge.
To analyze the modern Web-application workload and its impact on content caching
design, we instrumented the entire Facebook photo-serving stack, thereby obtaining
traces representative of Facebook’s full workload. To the best of our knowledge, this
is the first study to examine an entire Internet image-serving infrastructure at a mas-
sive scale. And a number of valuable findings emerge from this integrated perspective
— workload pattern, traffic distribution, and geographic system dynamics — yielding
insights helpful to future system designers. Specifically, we quantified the content pop-
ularity shift layer by layer and its impact on different caching tiers; this result (1) pro-
vides a new perspective of content-serving workload that researchers can benefit from,
and (2) is valuable for performance estimation of a different capacity and algorithm
setup within similar application workload. We found that nearly half the content-fetch-
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ing traffic traveled remotely for network engineering reasons, and as a consequence
the perceived latency benefit of operating Edge caches independently was detrimented.
This counter-intuitive finding points to a possible caching option that benefits distributed
caching infrastructures running on top of today’s Internet: it may be worthwhile to ex-
plore collaborative caching at geographic (nationwide or global) scales. Our analysis
also examined the relationship between content access and associated meta-data in the
application domain. It was part of a larger effort in finding more advanced caching al-
gorithms that outperform our currently popular but simple solutions, such as LRU, for
modern Web applications. Our results proves that Segmented-LRU has a large potential
hit ratio gain at both Edge and Origin layers, and there is still a large improvement space
for future caching algorithm designers.
Flash memory, with its high capacity, high IOPS, and complex performance char-
acteristics, poses new opportunities and challenges for implementing advanced static-
content caching. In this dissertation we have also presented two frameworks, RIPQ and
SIPQ, that implement approximate priority queues efficiently on flash and thus support
the implementation of advanced caching algorithms. To the best of our knowledge, both
RIPQ and SIPQ are novel designs in this underexplored area. As the adoption of mod-
ern flash devices becomes increasingly common in the modern Web caching stack, the
benefits from RIPQ and SIPQ would be more appreciated. Through evaluation with
Facebook photo traces, we demonstrated that RIPQ achieves high hit ratio fidelity, high
throughput, and low write amplification for all algorithms tested, with a moderate mem-
ory consumption of 5GB. Although the memory overhead of RIPQ is small for a typical
server, it still prevents a broader adoption for memory constrained environments. Our
simplified RIPQ with a single insertion point, SIPQ, provides a memory-saving alterna-
tive with good results for simple algorithms like LRU. One important area of study that
deserves further investigation is reducing RIPQ’s memory consumption. For example,
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with newer generation of flash devices that expose their internal device structures, RIPQ
has an opportunity to arrange its restricted insertion points in a device friendly manner
so that the buffering size for maximal write throughput can be greatly reduced.
The scalability of today’s popular web sites is also enabled by large clusters of
in-memory cache servers. Each server in a cluster must be equipped to handle peak
load, but this implies extensive overprovisioning due to load imbalance across the cache
servers. We investigated the causes of the load skew on real-world traces from Face-
book’s Tao cluster, and demonstrated that imbalanced content placement and popularity
disparity caused by dependent sharding both play major roles, while the impact from
object level popularity skewness is not significant. As we mentioned earlier, the in-
creasing complexity of data types and operation types that a cache solution needs to
support has imposed additional constraints on its data partitioning manner. As a result,
load balancing can no longer to achieved by random spreading out the data and needs
alternative solutions. Through simulation, we find current load-balancing techniques —
including consistent hashing, as well as different flavors of replication — only partially
address such skew, while a streaming-analytics based approach holds promise for fur-
ther improvement. The major benefit of streaming-analytics comes from its low cost: it
is able to detect temporally popular content with less than 1% of the cache request traf-
fic, and therefore can be operated continuously without interruption. Future works on
streaming analytics based approach could take the advantage of observing high fidelity
requests and apply more complicated policies in predicting popular content proactively.
Our current results pave the way for continued research into more effective mitigation
techniques for load skew, which would reduce infrastructure requirements and improve
cache performance.
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