This paper introduces a useful tool for controlling the skin melanin texture of facial photographs. Controlling the skin melanin texture is an important task in the reproduction of posters, TV commercials, movies, and so on. We used component maps of melanin, which were obtained by our previous method [JOSA A, Vol. 16 No. 9, 2169-2176 as the first step of processing. We propose to control the melanin texture continuously and physiologically, based on the analysis of 123 skin textures in our database. The physiological validity for the change of the melanin texture is confirmed by comparing the synthesized image with an ultraviolet image, which can predict the change of melanin texture due to aging. The control processes are implemented on programmable graphics hardware, and real-time processing is achieved for a facial video stream.
Introduction
The appearance of human skin is an essential attribute in computer graphics. Skin appearance is mainly caused by the texture of the skin, and people are very sensitive to any change of the skin appearance in photographs and other reproduced images. Since the modeling and rendering of realistic human skin in computer graphics requires much time and effort, a photograph of a human face is often used as the basic element. In the reproduction of human images in posters, TV commercials, movies and other media, the skin melanin texture of the photograph is often controlled manually by an experienced operator in a time-consuming process. Therefore, to accelerate the reproduction process, a tool that can help control the texture would be useful in the fields of computer graphics and imaging.
The spread of high-resolution imaging systems, such as high-definition television, is of great importance to people in the entertainment world; these people include actors, actresses, and newscasters, because their skin texture can be revealed in great detail by these imaging systems.
A tool for controlling the skin appearance of entertainers would not only be useful without the real-time processing necessary for live broadcasting.
In this paper, we introduce a useful tool for skin texture control. We use the component maps of melanin, hemoglobin, and shading, which were obtained by our previous method 1, 2 .
Based on the analysis of 123 skin textures in our database, the texture of melanin is controlled continuously and physiologically. The physiological validity for the change of melanin texture is confirmed by comparing the synthesized image with an ultraviolet image, which is able to predict the change of melanin texture due to aging. The processes for the texture controls are implemented on programmable graphics hardware, and real-time processing for a video stream is achieved by our proposed method.
In texture analysis and synthesis, numerous approaches have been proposed. Here, we briefly review some recent and representative studies which provide the background necessary for presenting our contribution. Procedural texture generation [3] [4] [5] [6] [7] [8] is based on texture models that are helpful for specific classes of materials such as wood, marble, and animal skin. Human skin texture was never generated by this method because it is difficult to choose the control parameters of such a texture. Synthesis based on feature matching generates new images by matching the features in an example texture [9] [10] [11] . In this example-based approach, algorithms are classified as a parametric sampling technique. In contrast, synthesis based on neighborhoods [12] [13] [14] [15] [16] [17] [18] [19] [20] is classified as a non-parametric sampling technique in the example based approach. Recently, the synthesis based on neighborhoods has been widely accepted for practical applications due to its simplicity in implementation, speed and its ability to cover a large variety of textures. This method includes not just synthesis, but it also is expected to process the texture functionally, as in texture transfer 1, 16, 17 , texture replacement 21 , texture manipulation 22, 23 , and texture control 24, 25 .
The texture transfer or replacement changes the texture from one object to another. In our previous work 1 , we could transfer the skin texture of a 50-year-old person into the skin texture of a 20-year-old person, although the in-between texture could not be obtained. This is because the texture generation process is not modeled in the current methods of texture transfer and replacement. In principle, texture generation methods can be applied to texture manipulation for an image by estimating the generation parameters from the image and changing them continuously during synthesis, although it is difficult to estimate the control parameters of such textures, and the generated texture is a specific class, as mentioned above. Only a few studies 5 have been done in the texture manipulation or control of an image, and the existing methods are limited to macrostructures 22 and a near-regular texture [23] [24] [25] . These methods cannot be applied to control human skin texture, since human skin texture is different from macrostructures and near-regular textures.
Skin textures have been analyzed and modeled in the computer vision community 26, 27 for qualitative characterization of the skin appearance for such uses as clinical evaluation 27 and recognition 26 . The modeling of skin texture was based on three-dimensional textons 28 , and the texture was characterized by its response to a set of orientation and spatial frequency-selective linear filters. Leung and Malik 28 clustered the filter responses into a small set of prototype response vectors and used histograms of the prototype for the recognition of texture. Cula et al. 26, 27 transformed the histogram into low-dimensional space by using principal component analysis 29 . Their work is very similar to our approach: in this paper, we obtain the low-dimensional space of the feature vector, which is used to control the appearance of texture.
However, in addition to the difference of purpose between recognition and synthesis, it should be noted that a histogram of a prototype is not as easily controlled as a histogram of a pixel value, which is used in our paper for the histogram matching process.
In the real-time processing system for a live-video stream, numerous approaches and 
DATA-DRIVEN PHYSIOLOGICALLY BASED SKIN TEXTURE CONTROL
We used our previous technique 1, 2 to separate two images with different polarizing filters into specular, shading, melanin and hemoglobin components, as shown in Figure 1 . Since the original process was unstable for obtaining well-separated components, we improved the technique by introducing an interactive operation for finding the basis vector of the components.
(The process of separation will be briefly described in Section 3.) In this section, the separated skin melanin component is used to control the skin appearance. Figure The texture is decomposed into the first through fifth layers, since five layers is enough to represent the appearance of skin in our decided resolution of the image. The resolution is 6 pixels/mm for the images in our database and in the imaging system used in the section on 
We can also see that the histogram in the third and forth layers is modeled not only by Gaussian distribution, but also by the high-density region. The high-density region is an important part for expressing the characteristic of the melanin stain. We modeled the histogram using a combination of the Gaussian distribution and exponential distribution in the high-density region. The parameter of the Gaussian distribution is extracted using only the left side of the histogram, as follows. 
{ }
The principal space is necessary to control the texture in physiologically plausible changes.
Therefore, the principal space is constructed based on the texture database. Figure 3 shows examples of melanin texture in the texture database. It is also necessary to consider the human sensitivity to the change of texture for each feature, since unobserved physiologically plausible changes will not mean anything to changes of the skin appearance. For this purpose, we normalized each component of the feature vector by using the degree of human sensitivity to each component. The degree of human sensitivity is alternatively obtained by using the reciprocal of the just noticeable difference (JND); thus, the normalized feature vector fˆ is calculated as f f
by using the just noticeable difference 
where
, ∑ is the diagonal matrix whose components are the square roots of the eigenvalues, and fˆ is the mean vector in the samples. The contribution ratio for three components is 0.988, therefore, three components are enough to represent the change of texture. 
and b is the bias value obtained at the same time. The principal direction ρ is drawn in Figures 5(a) and (b) for yellow-unevenness and age, respectively. The directions are similar to each other, and the correlation coefficients are 0.72 and 0.48 for yellow-unevenness and age, respectively. By using this principal direction, we can control the feature vector continuously in the principal space as follows. (10) where s is the tag for controlling the skin texture. It is known that the skin image taken by ultraviolet (UV) light can predict the change of the skin in aging. Figures 8(a), (b), (c) show the original image, UV image, and controlled image using the above method, respectively. It can be seen that the change of texture is predicted well in the proposed method; therefore, it can be said that we can confirm the physiological validity of the proposed melanin texture control. Figure 9 shows the flow of the real-time processing system for the facial appearance analysis and synthesis developed in this paper. For surface reflection separation, it is necessary to use a polarized filter with polarized light. Although a computer vision technique can also be used in color vector space, we used the polarized filters to obtain the high-quality images in this paper.
REAL-TIME PROCESSING SYSTEM FOR SKIN TEXTURE
A beam splitter was placed between the two cameras at a 45-degree angle. The two video signals obtained through the different orientations of the polarizer are digitized into the personal computer. In the computer's CPU, the two images are processed into the specular, shading, melanin and hemoglobin components. A mask image of the skin region is also calculated from the melanin and hemoglobin components. These operations are performed at 25 frames per second by using a 256 256 256 × × lookup table for the diffuse reflection image. All components are transferred into the graphics processing unit (GPU) to control the appearance by such user interface tools as a mouse and keyboard. The graphics processing unit synthesizes the controlled components into the image to be displayed on the monitor. The graphics processing unit can operate at 28 frames per second in these processes, but we get 17 frames per second for video stream processing due to the bottleneck at the connection between the CPU and GPU.
Offline processing is necessary to achieve the above online real-time processing. The CPU receives two images as input from the optical system. We define sp v as the color vector taken by the P polarized illumination and S polarized filter in front of the camera at the current pixel, extracted by the offline process by using the independent components analysis, as was done in our previous method 1 . Because this original method occasionally fails to extract the components in our imaging system, we modified the technique by introducing a two-step interactive process.
From the pattern of the texture of the components, it is easy to evaluate the separated map of components, whether they are well separated or not. The first step of the interactive technique
iterates the independent components analysis by changing the region of the analysis, and then 
CONCLUSION AND DISCUSSION
The texture of the melanin component was controlled continuously and physiologically, based on the analysis of 123 skin textures in our database. The real-time change of the skin texture appearance was demonstrated for a video stream of the human face by using the graphics hardware. The resulting video stream showed the effectiveness of this system in realistically controlling the skin appearance for the purpose of processing live broadcasting.
In the melanin texture analysis, matching the resolution between the image in the database and the input skin image in the system is very important for obtaining a meaningful change of the melanin texture. In the practical application of live broadcasting, camera zooming should be monitored to calibrate the resolution in real time. Facial movement should also be tracked to apply stable control of the skin appearance on the face.
The amount of offline processing for finding the basis vector is a drawback of our system for practical applications. If the imaging system is decided, it is experimentally known that the basis vector will not deviate a lot in individual Asian people. Therefore, the average basis vector can be used for specific applications for specific people. The main limitation of our method in the current system is that, in all the processing in the system, it is assumed that the object consists of two-dimensional planes. Rotational movement of the face and the three-dimensional shape of the face give an error in those regions where the resolution match is broken. The proposed process should be extended to an arbitrary manifold surface 33, 34 for more robust processing.
The physiological principal vector is extracted by the technique of multiple regression analysis in Equation (8). The correlation coefficient of age is quite low compared to that of yellow-unevenness, since the appearance of the melanin texture is not correlated just with age.
The appearance of the melanin texture is highly influenced by the differences among 15 individuals. By using multiple regression analysis, we managed to extract the trend of the change of appearance caused by aging with a correlation coefficient of 0.48. To improve this change of appearance, we tried to introduce higher-order terms in the multiple regressions to consider the nonlinear property of the sample subspace. However, we could not find nonlinear terms that were as effective as those of the linear subspace. To manage the differences among individuals, it is necessary to build a new skin image database by monitoring each volunteer during his or her life.
The proposed physiologically plausible change is based on a database of real skin images, not physiological processes for melanin generation. Melanin pigments are produced and stored in melanosomes. In human epidermal melanocytes, melanosomes are transported from the perinucleus to the peripheral region of the melanocytes. Currently, the process of melanin transport is being studied by Kuroda and Fukuda 35 , and this study is expected to reveal the generation process of melanin in the skin. We expect that our extracted features will correlate with the chemical substances in melanin generation, and the change of the melanin texture from the radiation of ultraviolet light will be predicted in a more meaningful way to simulate the realistic changes of skin appearance.
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