1. Fill the gap between image-based and geometric modeling techniques. Consider an arbitrary real-world scene, perhaps your office, the view out the window, or your workshop. Could our current technologies create a photorealistic rendering of that scene? Only if there are objects whose shapes can be modeled using our current repertoire of geometrical modeling techniques (such as polygon meshes, NURBS, conics, quadrics, superquadrics, particle systems, L-systems, weathering systems, fur/hair systems, and so forth) and whose surface properties can be characterized or simulated with known techniques (such as texture mapping, bump mapping, weathering, anisotropic reflection, and so on). More likely, it would be necessary to use image-based techniques to capture photographically the fine texture detail and possibly the geometry of objects in the scene.
Image-based techniques create impressively beautiful and stunning images because they capture detail that we don't yet know how to model. The techniques are exceedingly useful and have required considerable research effort to develop. But, we need to keep working toward modeling all aspects of the real-world environment rather than limiting ourselves to the record, process, and playback of image-based rendering (IBR). Ultimately, we should be able to completely model any real-world environment by synthesis rather than by photography and reconstruction. And, given a model, we can generate instances of phenomena that look realistic even though the specific instance does not exist. Of course, IBR techniques might be used to capture and analyze many instances of a phenomenon in order to model the phenomenon (analogous to extracting the fractal dimension of a phenomenon from its picture to then create other instances).
One important area of focus should be in the area of what I call "imperfections"-a major part of what realism is all about. The dirt on the window, the scuffs on the paint, the scratches on the wood, the turned up corners of the book, the broken branch on the tree are all part of the real world that synthesized images lack. Look around-in your home, on the way to work, at the office-and focus on those phenomena that cannot presently be modeled, and you'll have a life's work laid out for you. This is most assuredly a long-term undertaking and will continue to require a strong interplay between physics, chemistry, mathematics, computation, psychology, and graphics. The big win is that by having models, we can vary parameters to achieve variations in shape and surface in ways not possible with images, and thus can create completely realistic environments that don't exist along with reproducing environments that do exist. The past and future dramatic increases in MIPS per dollar means that we can continue to do ever more complex and finer-grained simulations and models.
2. Fill the gap between motion-capture animation and simulation/procedural animation. This is exactly comparable to the distinction between image-based and geometrical modeling-recording and (possibly modifying) and replaying the real world versus synthesizing the real world. In general, motion capture creates more realism than can be achieved computationally, either through procedural (rule-based) animation or through simulation (physics-and control law-based) animation. In either case, the challenge is to synthesize movements not previously recorded.
Just as images can be used as the basis for extracting parameters of models, so too motion-captured animations can be used as the basis for extracting behavioral rules or control models. Again, imperfections should play a role in synthesizing realistic animations. We don't perform an action in precisely the same manner each time. When we walk or run in a seemingly periodic way, there are small irregularities in our gait. Understanding how to model imperfections will be an important element of achieving realistic procedural animations. Of course, motions other than human might be recorded or simulated. Objects breaking, objects colliding, explosions, fires, and water splashing offer a few examples of the rich set of time-varying phenomenon that can provide grist for the dissertation mill.
Creative information visualization.
Information visualization involves creating representations of nongeometric information by adding geometry to the information. As a simple example, the set of values depicted in a pie chart doesn't have an inherent geometry. The pie chart geometry is added to create the visualization. Similarly, the tree or graph of an organization chart has no inherent geometry, only a topology. The geometry is added in order to display the chart in an aesthetically pleasing and informative way. Sometimes a partial geometry is explicit in the abstract data-for instance, population data is explicitly associated with a geographic region.
Information visualization will grow in importance as data warehousing becomes more and more commonwhich is inevitable, given the dramatic decreases in storage costs. Consider the total amount of computerprocessable information. Very little of it is about geometry and very little has an inherent geometry. Most of it concerns the stuff of which information visualizations are made, such as entities, relationships amongst entities, and properties thereof. Hence the information is much richer and more complex than the simple examples of pie and organization charts. By throwing more and more of our ever less-expensive computing cycles at the data warehouse, we can use data mining techniques to extract new or more complex types of relationships, and new visualization techniques can allow the user to explore the relationships.
There is endless opportunity for creativity in discovering new ways to present information. You could argue that this isn't really about computer graphics, but about creativity and about graphic design. In fact, it's about both of these disciplines and their intersection. Computer graphics empowers so many techniques concerning time variation and 3D and interactive navigation that knowledge of and enhancement of these computer graphics techniques is an inherent, essential part of the creative challenge, awaiting integration with graphic designers' awareness of aesthetics and perceptual issues.
4. Automated creation of information and scientific visualizations. By contrast, scientific visualization concerns creating representations of information that generally does have an associated geometry-such as the temperature, velocity, and vorticity of gases in a combustion chamber, or of air flowing over an airfoil. Because the geometry is explicit, it need not be added-giving two or three fewer degrees of freedom in creating a scientific visualization.
In either case, the challenge is to automatically create informative and aesthetic visualizations that help the user understand the data being presented. This requires that the user express what information is being sought and that an automated assistant then synthesize a visualization that conveys that information.
Abstracting away from reality.
Cartographers, and then cartoonists, were among the earliest information abstractors. More recently, animators have joined the ranks. The challenge is to automatically create a sketch to convey a desired action more effectively than can a real picture. Consider, for example, the instruction manual's line drawing of a four-fingered hand turning off a light switch that was found experimentally to be more effective than a picture of a hand doing the same task. This is difficult because it deals with the semantics of what is to be conveyed, not just the superficial (geometrical) appearance.
We have spent a lot of effort on realism, but as noted above, have a lot more to do. At the same time, realism is in some sense easier, as we can draw on the quantitative tools of physics and mathematics. When we want to create an abstraction that conveys key ideas while suppressing irrelevant detail, we need to draw on the less-quantified tools of perceptual psychology and cognitive psychology, and the vast knowledge of cartographers and animators. An exciting challenge! 6. Display more pixels. We need to look aggressively for solutions that will provide desk-sized and wall-sized work areas with sufficient pixels to maintain the image quality we have become accustomed to on our desktop monitors.
We keep building faster and faster graphics engines, but then still pump the output onto less than two square feet of display area with one to three million pixels that subtend perhaps 25 degrees at normal viewing distance. But, our eyes together have more than a 180-degree field of view! Or we use a projection system and magnify each pixel onto a large screen. Viewed from a distance, the effect is the same 25-degree field of view. Viewed close up, the pixels become painfully obvious.
I want a desk whose surface can seamlessly display 100 pixels per inch-requiring, say, 30 inches by 60 inches by 100 pixels by 100 pixels equaling 18 million pixels-about 10 times most displays. This will give me a 60-degree or 90-degree field of view and at the same time eliminate some of the window pushing, popping, and resizing needed to work on my current two-monitor configuration.
Note that even as we seek larger, higher-resolution display surfaces, we are increasingly working with smaller, lower-resolution displays found in personal digital assistants (PDAs), cell phones, and other information appliances. Being creative in doing more with less is a challenge. Certainly we can take inspiration from the Bauhaus architects and their "form follows function" credo.
Display fewer pixels.
Abstracting away from reality is one way to deal with the reality of many current and future display devices. They have fewer, not more, pixels. Consider PDAs and intelligent communicators on the palm-top, information appliances on the counter-top, automotive navigation systems on the dash-top, and messaging watches on the wrist-top. Making the best use of a limited number of pixels is in many ways more challenging than working with millions of pixels. Because it's necessary that "less is more," the Bauhaus admonition "form follows function" must become a credo for innovative and creative graphics designers. Particularly relevant at the moment is miniaturizing Web pages for these new devices. Given all the Web pages in the world, there must be a role for automation based on the use of explicit semantics represented as meta-data and on implicit semantics extracted from the content itself.
Unified graphics architectures.
We need to rethink our hardware (and software) architectures to more thoroughly unify three worlds: geometry-based graphics, image-based graphics, and time-based graphics. Geometry-based graphics contains points, lines, curves, planes, surfaces, and solid models. Image-based graphics contains image maps (also called bit maps), texture maps, environment maps, range maps, volume graphics (such as 3D image maps), video, lumigraphs, and light fields, all representing point samples in 2D, 3D, or 4D. Time-based graphics covers the specification of the time-varying behavior of either geometry-based or image-based graphics primitives-motion paths, time codes, and synchronization primitives.
This just represents the long-anticipated convergence of TV, computers, and imaging-but I see only partially integrative approaches, both at the hardware and software level, to facilitate and support the convergence. We have various graphics APIs, we have MPEG-2 and MPEG-4, we have new Web-oriented standards and new architectures, but none completely integrate these worlds. Nowhere do we have either an API or an architecture in which geometric, image, and time primitives are unified in a single, cohesive, conceptual framework, where each set of primitives are equal "first class" primitives, where the primitives can be operated upon in similar compatible ways. And it's not just about graphics, it's also about sound and haptics and maybe even smell-all must be integrated together.
Why isn't this already done? In part because we haven't been trying, in part because there's still research to be done. How should we do fast collision detection between geometric primitives and a time-varying volume graphics image? How do we interact with a lumigraph? How do we manage level of detail on a range map? On animated characters? What architectural primitives are right for image-based rendering? A rich research agenda awaits those who explore this domain.
User interfaces for 3D creativity.
Artists and architects all too often must do their creative work with traditional tools and then transfer the results into a computer graphics system for further work.
Architects use paper sketches for concept development in advance of using CAD tools for detailed design (or accept the limitations of their CAD tools). Animators create in clay their intricately detailed models and use a 3D scanner to computerize the model. The traditional tools allow greater expressiveness, more rapid development of studies, more freedom, and tactile and haptic feedback of a far more subtler sort than can be provided with current technologies.
The challenge is simple: build interfaces and devices that let artists and animators work from the beginning with the computer. And guess what? Interfaces that support artists and architects well might also support the creative instincts of children well-and vice versa.
Truly immersive virtual reality.
The recent Tom Clancy novel Net Force has actionpacked narratives in which the hero and protagonist are convincingly and completely immersed in their own virtual reality-chasing one another in cars, experiencing traffic jams and accidents, scattering tire-penetrating tacks on the road. Few actual virtual realities so compellingly create realistic appearance, realistic behavior, and realistic interaction that their users become engaged to the extent that they forget they are indeed in artificial virtual realities-and those only by creating carefully constrained environments. None of this is easy, but the toughest part for us to achieve in practice seems to be the realistic interaction. Recreating real-world (or other world) feel, sound, smell, and motion mobility (as in walking around) remain primitive at best and will require more sophisticated devices and enhanced understanding of human perception to come even close to the real world. s
