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The generalized Landauer’s bound gives the minimal amount of heat generated by any phys-
ical process that implements a given computation, when there are no constraints on the process.
However, common engineered systems implement computations using circuits, which introduces con-
straints on the physical process. So the minimal amount of heat that a circuit generates is greater
than the minimal amount of heat required to implement its computation.
To analyze this increase in the minimal heat, we first decompose the heat generated by any
physical process that implements a given dynamics, into a sum of three terms. The first term, the
drop of entropy of the state distribution, is independent of the details of the physical process, beyond
the fact that it implements the desired dynamics. The second and third terms instead reflect the
“nitty gritty details” of the process. The second term has a purely information-theoretic character,
while the third term is a linear function of the initial distribution of states. (As an important
example, we show that all of the heat generated by wires in circuits arises in this third term.) Next,
we introduce a special kind of process, “subsystem processes”, which formalize what it means to run
a particular gate in a circuit.
We then use these results to derive an exact equation for the amount of heat generated by any
physical process that implements a specified circuit, i.e., that runs all the gates in the circuit, in
succession. This equation provides a new optimization problem for circuit designers: how to design
a circuit that both implements a desired computation and generates minimal heat. Interestingly,
the objective function of this optimization problem involves functions that are information-theoretic
in character but are apparently new to the information theory literature.
I. INTRODUCTION
Understanding the minimal resources required to per-
form a given computation has been a long-standing fo-
cus of research in the physics community, being stud-
ied for classical systems under the rubric of “thermo-
dynamics of computation” or “thermodynamics of in-
formation” [1, 2].1 Modern work on this issue can be
traced back to the seminal analysis of Landauer in which
he concluded that thermodynamic resources of at least
kBT ln 2 were needed to run a 2-to-1 map like bit-erasure
on any physical system [5–13]. Due to its semi-formal
nature, Landauer’s analysis generated some controversy
in the physics community [14–17]. Indeed, Landauer’s
analysis was grounded in equilibrium statistical physics,
but whatever else they are, computers are (often highly)
nonequilibrium systems. Nonetheless, Landauer’s work
inspired a burst of early research relating the resource
concerns of computer science theory with the resource
concerns of thermodynamics [18–20, 39].
Since then, there has been dramatic progress in our
understanding of non-equilibrium statistical physics [2,
16, 17, 21–35]. This has resulted in a fully formal under-
standing of the thermodynamics of bit erasure, substan-
tially extending the conclusions of Landauer and oth-
ers [1, 2]. For example, recent research has analyzed
the minimal work required to drive a physical system’s
1 See [3, 4] and associated articles for recent work on the resources
required to perform quantum computations.
dynamics during some interval t ∈ [0, 1] in a way that
ensures that its state x evolves according to some de-
sired conditional distribution P (x′|x). By identifying x
as the state of the “information bearing degrees of free-
dom” [11] of an information-processing device, these anal-
yses can be seen as fully formal elaborations of the anal-
yses of Landauer et al. on the thermodynamics of bit
erasure, extending it into a so-called “generalized Lan-
dauer’s bound” [14, 36–38].
Computers involve systems that implement extraordi-
narily more complicated processes than simply erasing
bits, of course. In particular, all modern-day computers
are built out of circuits. Any such circuit is a network of
some finite number of gates, where each gate performs a
simple computation over a small number of information
bearing degrees of freedom at any one time. Similar ar-
chitectures occur in many other information-processing
systems, e.g., cellular regulation networks in biology.
The topology of a circuit introduces constraints on the
physical system implementing the input-output map of
the circuit. One might expect that as a result, the mini-
mal thermodynamic resources need to implement a given
input-output map increases if we require that it be im-
plemented with a particular circuit.
Despite this, the minimal thermodynamic resources
needed to implement computations with circuits has re-
ceived very little attention in the literature, outside of the
special case where all the gates in the circuit are logically
reversible [39–42]. As Gershenfeld wrote in 1996 [43],
“The investigation of low-power computing {in circuits
built of conventional gates} is currently being done by
two relatively disjoint camps: physicists who study the
2limits of single gates, but do not consider whole systems,
and engineers who are making evolutionary improve-
ments on existing designs, but do not consider fundamen-
tal limits {of full circuits}.2 In that paper Gershenfeld
works through some elementary examples of the thermo-
dynamics of circuits built from conventional gates, and
how the global structure of circuits (i.e., their wiring di-
agram) affects their thermodynamic properties. He con-
cludes that the “next step will be to extend the analysis
from these simple examples to more complex systems”.3
However, there has been very little progress since Ger-
shenfeld’s paper on how the thermodynamic properties
of entire circuits depends on their wiring diagram. (The
few relevant papers we are aware of are discussed in Sec-
tion IC below.) Indeed, the modern analyses of the min-
imal work required to implement an input-output map
usually assumes there are no constraints on how the phys-
ical system can implement that map, except possibly for
constraints on finite-time [53, 54]. There has been almost
no study of the minimal thermodynamic requirements of
circuits built with the conventional, logically-irreversible
gates used in modern computers (AND gates, XOR gates,
etc.).
A. Scenario analyzed in this paper
In this paper we begin to analyze the thermodynam-
ics of computations which are constrained to be im-
plemented with circuits, by using the tools of modern
nonequilibrium statistical physics, which have proven
so fruitful in analyzing the thermodynamics of compu-
tations implemented by systems without physical con-
straints. Specifically, we consider the following scenario:
There is an engineer who has an infinite supply of dig-
ital gates, each of which computes some input-output
function. In principle, we allow the function computed
by each gate to be either deterministic (single-valued) or
stochastic, though the former scenario is more common
in real-world circuits. The engineer wires together some
of the gates into a circuit so as to implement some given
overall function, which may also be either deterministic
or stochastic. We assume that the circuit is a conven-
tional “straight-line” circuit [55], i.e., that the circuit can
be represented as a directed acyclic graph (DAG) with a
different gate at each node.
We are interested in circuits that can be used an arbi-
trary number of times, where the input-output function
2 See [44, 45] for relatively conventional examples of such engineer-
ing work, and [46–48] for an approach that is based on a more
radical change in how to do computation.
3 This prescient article even contains a cursory discussion of the
thermodynamic consequences of providing a sequence of inputs
to a computational device that is generated in a non-IID rather
than IID manner, a topic that has recently received renewed
scrutiny [49–52].
of the implemented circuit is the same each time it is
used. In addition, assuming that inputs to the circuit
are sampled IID from some distribution p, we require
that the expected thermodynamic behavior of the circuit
is the same each time it is used. To guarantee that the
circuit has these properties, the thermodynamic state of
each gate in the circuit is reinitialized after every use. We
also assume the thermodynamic behavior of our gates are
well-described by semi-classical nonequilibrium statisti-
cal physics in a finite state space 4
To keep our analysis well-defined (and realistic), we re-
quire that the only direct physical connections between
gates in a circuit are those specified by the wiring dia-
gram of the circuit. So in particular, after some gate g
has performed its input-output map, and then sent its
output to the downstream gates, the process that reini-
tializes its state (in preparation for the next use of the
overall circuit) is not allowed to depend on the physical
state of any gates other than those that either feed into
the inputs of g or receive the outputs of g.
All of the results below apply without any restrictions
on the input-output map of each gate in the circuit; the
gates can be deterministic, stochastic, logically reversible
(e.g., Fredkin gates), etc., and our results still apply. In
addition, our results apply to many systems beyond the
traditional digital circuits considered in electrical engi-
neering, including feedforward artificial neural networks
consisting of (discretized) neurons as gates, biological cir-
cuits “unfolded in time”, etc. However, to ground think-
ing, the reader may want to presume that the circuit
being considered is a Boolean circuit, where each gate
performs one of the usual Boolean functions, like logical
AND gates, XOR gates, etc.
B. Contributions of this paper
In this paper, we derive exact, complete expressions
for the entropic costs of performing a computation using
a particular circuit. In order to do this, we analyze the
total amount of heat — or, more generally, (reversible)
entropy flow (EF) with reservoirs — generated by run-
ning each gate in a circuit. To do this in the most broadly
applicable way, we show how to decompose the total EF
of any physical process that implements a conditional
distribution Π over its states into a sum of three terms:
4 The finite state space assumption is valid, for example, if the
microstates of the device are a set of n spins, and we identify
each joint state of those spins as a different (bit-string-valued)
state of our computational system. This assumption can also
hold if the state space of the device is partitioned into a set
of macrostates and we identify each macrostate as a different
state of our computational system. However, in this case, there
are some extra thermodynamic assumptions we must make, e.g.,
concerning the “internal entropies” of the various macrostates [2,
56, 57]. For the purposes of the current paper, either we can
assume the states we consider are microstates, or that they are
macrostates with these extra assumptions holding.
31. The “generalized Landauer cost of the gate”, which
is the drop in the entropy of (the distribution over
the states of) the gate when it runs. This term
depends only on Πg and the distribution over in-
puts to gate g. In particular, it is independent of
the ‘nitty-gritty’ physical details of how the gate
operates, depending only on the logic and input
distribution of the gate. As elaborated below in
Example 1, if there is one heat bath and local de-
tailed balance holds, then Landauer cost is the EF
into the bath as the gate runs that is thermody-
namically recoverable (from the bath) .
2. The “mismatch cost”, reflecting the irreversible en-
tropy production (EP) due to running gate g on
its actual input distribution, rather than the ‘opti-
mal’ input distribution which minimizes EP of the
gate, qg. Mismatch cost is non-negative and inde-
pendent of all ‘nitty gritty’ physical details of the
gate besides qg. To be precise, the mismatch cost of
running gate g is given by qg, the logical operation
performed by the gate, and the actual distribution
of inputs to the gate.
3. The “residual EP”, reflecting the remaining EP in-
curred by running gate g. This term is a non-
negative, linear function of the input distribution,
and depends on the ‘nitty gritty’ physical details of
how the gate operates. For some special cases of
Πg,this term is an additive constant which reflects
physical details of how the gate operates, but which
is independent of the input distribution.
In general, if there are no constraints on the process we
are allowed to use to implement Π on initial distribution
p0, then the associated Landauer cost is the minimal EF
that any physical process needs to implement that map.
However, when there are constraints on what process we
are allowed to use, the minimum EF will be higher than
the Landauer cost in general (simply because such a con-
straint means that we are considering the minimum over
a proper subset of the set of all processes). This means
in particular that the minimal EF needed to run a cir-
cuit will depend highly on the circuit’s wiring diagram,
since that diagram specifies a very significant constraint
on what process we are allowed to use to implement the
overall input-output map of the circuit.
In this paper we use our three-part decomposition of
the EF of each gate to analyze this phenomenon. Before
presenting our results, in Section IC we discuss related
earlier work. Then in Section II we introduce general
notation and provide a minimal summary of the parts of
information theory and circuit theory that will be used
in our analysis. This is followed in Section IIIA by a
summary of the “generalized Landauer bound”.
From this point on we introduce new results. We be-
gin by presenting our three-part decomposition of EF in
Section III B. Then in Section IVA we introduce “sub-
system processes”. These are an extremely broad class of
processes, which include in particular any process that
runs a gate in a circuit, including those in which the rest
of the circuit continues to evolve while the gate runs. We
go on in that subsection to analyze the thermodynamics
of subsystem processes.
In this paper we assume that each gate in a circuit runs
a special type of subsystem process, called a “solitary pro-
cess”. However, this assumption does not provide enough
information concerning how each gate runs to calculate
the entropic costs of running that gate. In Section IVB
we present our complete model for the dynamical process
that occurs when each gate in a circuit runs. We then
present our model of how the gates are dynamically cou-
pled to one another in Section IVC, for the case where
all gates have out-degree 1. There are some extra details
concerning how the gates are dynamically coupled that
arise only when there are gates with out-degree greater
than 1; we present our choice for those in Section IVD.
Finally, there are some details concerning the specifically
thermodynamic attributes of how each gate runs that we
must specify in order to analyze the entropic costs, in
addition to its more general dynamic characteristics. We
present our choices for these specifically thermodynamic
characteristics in Section IVE.
While we expect that any gate in any circuit will run
a subsystem process (that is almost true by definition
of “circuit”), we also expect that there are circuits that
do not obey the other modeling choices we make in Sec-
tion IVB - Section IVE. Nonetheless, we expect that
our modeling choices are very broadly applicable, and it
should be straightforward to redo the analysis we present
below for circuits that differ from those modeling choices.
A complete analysis of the thermodynamics of real-
world circuits must account for the entropic costs of the
intra-gate connections, i.e., the “wires” connecting the
gates, as well as the costs at the gates themselves. (In-
deed, in real circuits, the thermodyamic costs of wires
can be comparable to that of the gates they connect.)
To ensure that our analysis captures those costs, we rep-
resent each wire as a gate with a single input and a single
output, and which computes the identity function. As we
show below, for any wire, the first and second terms of
the above decomposition vanish, and the generated heat
is specified entirely by the third term (which is a linear
function of the inputs to the wire). Under the simpli-
fying assumption that all wires run physically identical
processes (which would require, for example, that they
all have the same length), we can directly account for
the entropic costs of transmitting information down the
wires of the circuit as well as the entropic costs of oper-
ating the gates connected by those wires.5
5 In future work we intend to extend this model, e.g., by allowing
wire lengths to vary, and having the residual EP of any wire
be proportional to its length. This would allow us to model
the thermodynamic costs of actual circuits implemented on two-
dimensional circuit boards.
4In Section V we introduce extra terminology and no-
tation that we will use to present our results.
Next, in Section VIA we derive the general formula for
the entropic costs of a circuit, defined in terms of the in-
put distribution to the circuit, the wiring diagram of the
circuit, the functions implemented by each of the gates,
the mismatch costs at the gates, and the residual EP at
the gates. Next in Section VIB we evaluate these general
results for the special case of (circuit) formulas, which are
circuits with a single output and in which all gates have
out-degree 1. This uncovers new connections between
thermodynamics and information theory. In particular,
our expressions for the entropic costs of formulas involve
several extensions of mutual information to the case of
more than two random variables, some of which are new
to the literature. We end this section in Section VIC
with some more general implications of our main result,
which concerns other kinds of circuits besides Boolean
formulas.
We end in Section VII with a general discussion of
future work.
All proofs of results in the main text that are longer
than several lines are collected in Appendix E.
C. Related work
There are several other papers in the literature that in-
volve modern nonequilibrium statistical physics and are
related to the thermodynamics of circuits. [58] consid-
ers the thermodynamics of arbitrary Bayes nets. The
focus of that paper is on the Landauer cost of the overall
Bayes net, and on an integral fluctuation theorem for the
overall Bayes net. While Bayes nets can be viewed as
noisy circuits, that paper is not motivated by the ther-
modynamics of digital circuits per se, and thus does not
impose the requirements that the Bayes net be decompos-
able into a network of gates which must reset their logical
and thermodynamic state. It also does not consider the
dependence of the EP of a gate on the distribution over
the gates initial states. [59] consider the thermodynam-
ics of Boolean network models of triples of genes involved
regulatory networks.
As briefly alluded to above, [50] considers the ther-
modynamics of “modular” systems, which as described
in Appendix C are subsystems that run solitary pro-
cesses. In contrast to the analysis here, the investigation
in [50] imposes some additional (and unnecessary) con-
ditions like detailed balance and a single heat bath, and
is grounded in an informal proof sketch. After introduc-
ing modular systems, [50] uses their properties to analyze
the thermodynamics of information ratchets. Other work
concerning modular systems, which in some ways is more
closely related to the analysis in this paper, is [60], which
considers a system running a set of multiply modular pro-
cesses in parallel.
[61] can be viewed as an extension of this paper, to-
gether with some related papers. Specifically, [61] takes a
distilled version of the nonequilibrium statistical physics
results underpinning the current paper as given. It then
discusses some of the many new avenues for research in
computer science theory literature these results open up.
Finally, as mentioned above, there is a fairly elabo-
rate literature on “logically reversible circuits” and their
thermodynamic properties. Unfortunately, this literature
is grounded in the semi-formal arguments of Landauer
and his co-workers, rather than in modern nonequilib-
rium statistical physics. Accordingly, there has been sub-
stantial confusion about the precise relationship between
the thermodynamic properties of a conventional circuit
and those of an equivalent “logically reversible” circuit.
See [62].
II. FORMAL BACKGROUND
A. General notation
In general, a random variable is written with an upper
case letter, as is the associated set of possible outcomes
of that random variable. Instances of random variables
are instead written with lower case letters. For a random
variable X distributed according to p and any X ′ ⊆ X ,
we write p(X ′) =
∑
x∈X′ p(x). Given some set X , we
write the set of all distributions over the elements of X
whose support is restricted to some subset X ′ ⊆ X as
∆X′ . When considering a set of random variables, we
sometimes use notation like X1,2 to indicate the joint
random variable (X1, X2).
Given any conditional distribution Π(y|x) and a dis-
tribution p over X , we write Πp for the distribution over
Y induced by applying Π to p,
(Πp)(y) :=
∑
x∈X
Π(y|x)p(x) (1)
(Typically we will consider cases where Π is a conditional
distribution taking states from a space X into itself,
though we use notation that is more flexible, allowing
y 6∈ X .)
When discussing physical processes, we will not spec-
ify units of time, and often implicitly change them. For
example, the time interval [0, 1] sometimes will refer to
the time to run an entire circuit, and sometimes refer to
the time to run a single gate within that circuit. Always
the context will make the meaning clear.
B. ‘Island’ decomposition of a conditional
distribution
It will be useful to couch our results using some non-
standard definitions. We introduce the first one in this
subsection, and then introduce some more in the next
subsection.
5We define an island of a conditional distribution
Π(y|x) as any subset of X given by the transitive clo-
sure of the equivalence relation,
x ∼ x′ ⇔ ∃y : Π(y|x) > 0,Π(y|x′) > 0 (2)
So it is impossible for any ending state to be reachable
from two initial states that are in different islands. Ac-
cordingly, the set of islands of any Π(·|·) form a partition
of X , which we write as L(Π).
As an example, if Π(·|·) is everywhere strictly positive
(i.e., any final state y can be reached from any initial
state x with non-zero probability), then it has a single
island. As another example, if Π(y|x) implements a de-
terministic function x→ y, then L(Π) is the partition of
X given by the pre-images under Π of ending states y.
So for example, the conditional distribution that imple-
ments the logical AND operation,
Π(c|a, b) = δ(c, a ∧ b)
has two islands, corresponding to (a, b) ∈ {{0, 0}, {0, 1},
{1, 0}} and (a, b) ∈ {{1, 1}}, respectively.
Note that the islands of a dynamic process depends on
how long it runs. For example, suppose X = {a, b, c},
Π is a deterministic function which maps a 7→ a, b 7→ a,
c 7→ b. Then Π has two islands, {a, b} and {c}. However,
if we iterate Π, we have just a single island, since all three
states get mapped under Π2 to the state a.
Intuitively, the islands of a process are different sys-
tems, effectively isolated from one another for the dura-
tion of the process. As we will see, to calculate the EP
of running a full, “composite system” implementing Π,
with nonzero probability of starting in all the islands of
Π, we must average the EP given by running each sepa-
rate island, according to the probabilities of the system
starting in each of those islands.
C. Relevant information theory
We write the Shannon entropy of a distribution p over
a set X as
S(p(X)) = −
∑
x∈X
p(x) ln p(x) .
We write the KL divergence (sometimes called “relative
entropy”) between two distributions p and r, both defined
over X , as
D(p(X)‖r(X)) =
∑
x∈X
p(x) ln
p(x)
r(x)
,
Finally, we write the cross-entropy between two such dis-
tributions as
S(p(X)‖r(X)) = S(p(X)) +D(p(X)‖r(X)) (3)
= −
∑
x∈X
p(x) ln r(x)
Where the random variable is clear from context, we
sometimes simply write S(p), D(p‖r), and S(p‖r). We
write S(Πp) to refer to the entropy of distributions over
Y induced by p(x) and the conditional distribution Π,
as defined in Eq.(1), and similarly for other information-
theoretic measures.
As standard, we write the conditional entropy of a ran-
dom variable X conditioned on a variable Y under joint
distribution p as
S(p(X |Y )) =
∑
y∈Y
p(y)S(p(X |y))
= −
∑
y∈Y
p(y)p(x|y) ln p(x|y) (4)
We write the mutual information between two random
variables X and Y jointly distributed according to p as
Ip(X ;Y ) ≡ S(p(X)) + S(p(Y ))− S(p(X,Y )) (5)
and we drop the subscript p where the distribution is
clear from context.
Many of our results below are formulated in terms of
an extension of mutual information to more than two
random variables that is known as total correlation, or
multi-information [63]:
I(p(X1,2,...)) ≡
[∑
i
S(p(Xi))
]
− S(p(X1,2,...)) (6)
Note that when X has just two components, the multi-
information of an associated distribution p is the same
as the mutual information. Also like mutual informa-
tion, multi-information is always non-negative [63]. In-
tuitively, the multi-information of a distribution p over
X1,2,... is a measure of the amount of information we can
learn from the random variables X1, X2, . . . considered
together, that we cannot extract from them considered
in isolation from one another. In other words, it is a
measure of the strength of the statistical dependencies of
the variables X1, X2, . . ., under p.
Many of our other results are formulated in terms
of what we call the multi-divergence between two
probability distributions over the same multi-dimensional
space. This is (apparently) a new information-theoretic
measure, which can be viewed as an extension of multi-
information:
D(p(X1,2,...)‖r(X1,2,...))
≡
∑
x1,x2,...
p(x1, x2, . . .) ln
p(x1, x2, . . .)
r(x1, x2, . . .)
∏
i
r(xi)
p(xi)
(7)
= D(p(X1,2,...)‖r(X1,2,...))−
∑
i
D(p(Xi)‖r(Xi)) (8)
Multi-divergence measures how much of the KL diver-
gence between p and r arises from the correlations among
the variables X1, X2, . . ., over and above the sum of the
6divergences arising separately from the marginal distri-
butions of each variable. Note that multi-information is
just a special type of multi-divergence, in which the “ref-
erence distribution”, r, is a product distribution, which
supposes that all variables Xi are statistically indepen-
dent. See Appendix A for a discussion of the elementary
properties of multi-divergence.
Finally, we define the difference between multi-
information and multi-divergence as the cross multi-
information:
I(p(X1,2,...)‖r(X1,2,...))
≡ I(p(X1,2,...))− D(p(X1,2,...)‖r(X1,2,...))
=
[∑
i
S(p(Xi)‖r(Xi))
]
− S(p(X1,2,...)‖r(X1,2,...))
(Cross multi-information also appears to be a new
information-theoretic measure, introduced in this paper.)
Cross multi-information has a simple information-
theoretic interpretation (which is a bit laborious to state,
unfortunately). I(p(X1,2,...)‖r(X1,2,...)) is the reduction
in expected codeword length if:
• We use a codebook optimized for joint events
(x1, x2, . . . ), rather than concatenating codewords
produced separately for each component xi using
distinct codebooks that are separately optimized
for each of those components,
• where all of these codebooks are mistakenly opti-
mized for r, while events are actually generated by
sampling p.
Thus, I(p(X1,2,...)‖r(X1,2,...)) = 0 if r is a product dis-
tribution.
As shorthand, we often write I(p), D(p‖r), and I(p‖r)
when the set of random variables X1,2,... is clear from
context.
D. Relevant network theory terminology
For the purposes of this paper, a circuit is a special
type of Bayes net [58, 64, 65]. Specifically, we define any
circuit C as a tuple (V,E, F,X). The pair (V,E) spec-
ifies the vertices and edges of a DAG, which we call the
wiring diagram of the circuit. X is a Cartesian product∏
v Xv, where each Xv is the space of the variable associ-
ated with node v6. F is a set of conditional distributions,
one for each non-root node v of the DAG, mapping the
joint value of the (variables at the) parents of v, xpa(v),
to the value of (the variable at) v, xv. In conventional
circuit theory, F is required to be a set of deterministic
6 In real electronic circuits, xv will typically specify an element in
a coarse-graining of the microstate space of the system, but as
mentioned above, that does not affect any of our results.
functions. However, we make no such restriction in this
paper.
Following the convention in the Bayes nets literature,
we orient edges in the direction of logical implication, i.e.,
in the direction of information flow. So the inputs to the
circuit are the roots of the associated DAG and the out-
puts are the leaves of the DAG.7 When there is no risk
of confusion, we simply refer to a circuit C, with V,E, F
and X implicit. When considering multiple DAGs, we
use subscripts as needed to indicate the precise one be-
ing considered, e.g., writing paC to indicate the parent
relation under the DAG of C.
We use the term gate to refer to any non-root node.
We sometimes write the set of all gates in a circuit as
G ⊆ V , and use g ∈ G to indicate a particular gate
in the (perhaps implicit) associated circuit. An input
node is a root node, and an output node is a leaf node.
For simplicity, we assume that all output nodes are gates
(i.e., there is no root node which is also a leaf node). We
write xIN ∈ XIN for the joint state of the input nodes,
VIN, and similarly write xOUT ∈ XOUT for the joint state
of the output nodes, VOUT.
We indicate the set of all nodes that are children of
some node v as Vch(v), or just ch(v) for short, and use
similar expressions for the union of the children of a set
of nodes. Similarly, the parents of gate g are written as
pa(g).
For any circuit C, we write the conditional distribution
implemented at gate g as ΠCg (xg|xpa(g)). (When C is
implicit, we sometimes shorten this to Πg.) We write
the conditional distribution implemented by the overall
circuit as
ΠC(x|xIN) =
∏
g∈G
ΠCg (xg|xpa(g))
We use the term AO device to mean a circuit with a
single “monolithic” gate that implements a map on the
entire input bit string. We write AO(C) to mean an AO
device that implements the same conditional distribution
ΠC as C.
The combination of any distribution pIN(xIN) and the
conditional distributions at all the gates in a circuit spec-
ifies a joint distribution over x ∈ X , the joint space of all
nodes in the circuit, given by
p(x) = pIN(xIN)Π
C(x|xIN)
In turn, this joint distribution over all nodes in the DAG
specifies a marginal distribution over (the state of) each
node v in the DAG, which we write as pv(xv). It also
specifies a distribution over the joint state of the par-
ents of any gate g in the circuit, which we write as
ppa(g)(xpa(g)). We refer to these distributions as the dis-
tribution pIN propagated to v, to pa(g), etc.
7 The reader should be warned that much of the computer science
literature adopts the opposite convention.
7We use p∅v to indicate a distribution over Xv that is a
delta function over some special initialized value. With-
out loss of generality we call such an initialized value ‘0’,
so p∅v (x) = δ(x, 0).
In the special case where all non-output nodes in a
circuit have out-degree 1 and there is a single output
node, the circuit is called a (circuit) formula. In the
context of formulas, we use vOUT to indicate the single
element of VOUT.
In the conventional representation of a specific physi-
cal circuit as a (Bayes net) DAG, the wires in the physi-
cal circuit are identified with edges in the DAG, not the
nodes in the DAG. However, as mentioned above, we wish
to account for the entropic costs of communication down
a wire, and so we model wires themselves as gates. This
means that the DAG (V,E) we will use to represent any
particular physical circuit is not the same as the wiring
diagram DAG (V ′, E′) that would be used in the con-
ventional representation of that circuit. Rather (V,E) is
constructed from (V ′, E′).
Formally, first define the term wire gate to mean any
gate in a circuit that has a single parent and a single
child, and implements the identity map, i.e., any wire
gate w has Πw(xw|xpa(w)) = δ(xw, xpa(w)). To construct
(V,E), begin with it equal to (V ′, E′), and then map each
edge in the circuit E′ into a new node (i.e., a wire gate)
in V , with an associated transformation of the edges in
E. When this is done, the edges in E don’t correspond
to physical wires, unlike the edges in E′. Rather they
indicate physical identity: an edge e ∈ E going out from a
non-wire gate g into a wire gate w is simply an indication
that xg is the same physical variable as the (sole) parent
of w. Similarly, an edge e ∈ E going into a non-wire gate
g from a wire gate w is simply an indication that the
(corresponding component of) xpa(g) is the same physical
variable as xw .
In the sequel, we sometimes use the terms “gate”, “cir-
cuit”, etc., to refer to physical systems with physical
states, and sometimes to refer to the associated abstract
mathematical conditional distributions in a DAG. The
intended meaning should be clear from context.
III. NONEQUILIBRIUM STATISTICAL
PHYSICS
The total entropy flow out of a system during a process
is a linear function of the initial distribution over states
of a system. However, to analyze the entropic costs of
circuits, it is useful to decompose that EF into a sum
of the minimal possible EF, which would be produced
in an idealized process (the generalized Landauer cost),
and the EF that arises due to using a real-world circuit.
These two terms are not linear in the initial distribution.
In the first subsection below, we review this decomposi-
tion of the EF out of a system during a process into a sum
of the generalized Landauer cost plus the (irreversible)
entropy production, EP. In the second subsection, we ex-
tend some of our earlier work [66] to specify how the EP
of a process depends on the initial distribution of states.
These new results allow us to evaluate exactly how the
EF of an arbitrary process which implements some con-
ditional distribution Π varies with changes to the initial
distribution of states. (Our earlier result is only exact for
processes that assign nonzero probability to every state
evolving to any other state.) As elaborated in subsequent
sections, this dependence of the EP in each gate on the
initial distribution of states of that gate (i.e., on the dis-
tribution over its inputs) is a central feature determining
how the EF of an entire circuit, with many gates, de-
pends on the “flow of probability” through those gates as
the circuit runs.
A. Generalized Landauer Bounds
Consider a physical system with countable state space
X that evolves over time t ∈ [0, 1], perhaps while in con-
tact with one or more thermodynamic reservoirs (heat
baths, chemical baths, etc.), while possibly also under-
going driving by a work reservoir. We refer to the set
of thermodynamic reservoirs and the driving – and, in
particular, the stochastic dynamics they induce over X
across the interval [0, 1] – as a physical process.
The change in entropy of a system undergoing such
a physical process P can be written as the sum of two
terms. The first is the total EF from the system to he
external reservoirs, QP(p0), where p0 is the initial distri-
bution of states of the system. In the cases we consider
here, with thermodynamic reservoirs, this EF can subse-
quently be recovered from the reservoirs, in theory. (Note
that we use the convention that EF reflects entropy flow-
ing out of the system, whereas much of the literature
defines EF as the entropy flow into the system.) The
second term is the (irreversible) EP, σP (p0), generated
“internally” to the process itself. We write this decompo-
sition as
σP (p0) = [S(p1)− S(p0)] +QP(p0) , (9)
where p1 is the ending distribution over states.
In this general setting, the second law of thermody-
namics is the statement that EP is non-negative, i.e.,
σP(p0) ≥ 0 [28, 31]. In contrast, the EF, QP(p0), can be
positive or negative. Moreover, EF is a linear function
of p0. Since entropy change is a nonlinear function of p0,
this means that EP must also be a nonlinear function of
p0. We will use the expressions “the EF incurred by run-
ning a process”, or the “EF to run a process”, or the “EF
generated by a process” interchangeably, and similarly
for EP.
Since EP is non-negative, the EF in any process that
implements some conditional distribution Π(x1|x0) is
bounded below by
QP(p0) ≥ S(p0)− S(Πp0) (10)
8Formally, by the term Landauer cost we mean this min-
imal EF, which we write as L(p0,Π) := S(p0)− S(Πp0).
So by Eq. (9),
QP(p0) = L(p0,Π) + σP (p0) (11)
As mentioned in the introduction and discussed below in
Section IVA, if there are constraints on what processes
we are allowed to consider, then the minimal EF of all P
that obey the constraint may exceed the Landauer cost.
Note that there are no temperatures in any of these re-
sults. Indeed, in this very general setting, temperatures
need not even be defined. However, often the reservoirs
are heat baths, each with its own well-defined tempera-
ture. If the stochastic dynamics of the system is coupled
to those heat baths in a way that obeys local detailed
balance (LDB), then the EF can be written as [29]
QP =
∑
ν
(kBTν)
−1Qν (12)
where kB is Boltzmann constant, Tν is the inverse tem-
perature of heat bath ν, Qν is the expected amount of
heat transfered from the system into bath ν during the
process, and for simplicity we have dropped the explicit
dependencies on p0.
Example 1. Consider the special case of an isother-
mal process under the assumption of LDB So there is
a single heat bath at temperature T , that transform an
initial distribution p and Hamiltonian H into a final
distribution p′ and Hamiltonian H ′. EF then equals
(kBT )
−1 times the total heat flow into the bath. EP,
on the other hand, equals (kBT )
−1 times the dissipated
work of the process. Dissipated work is the work done
on the system over and above the minimal work required
by any isothermal process that performs the transforma-
tion (p,H) 7→ (p′, H ′), and is specified by the change in
nonequilibrium free energy from the beginning to the end
of the process [2, 32, 67].
We refer to Eq.(10) as the generalized Landauer’s
bound. To see why we use this name, suppose that there
is a single heat bath, at temperature T , and that the sys-
tem has two possible states X = {0, 1}. Suppose further
that the initial distribution p(x) is uniform over these
two states, and that the conditional distribution Π imple-
ments the function {0, 1} 7→ 0, i.e., a 2-to-1 ‘bit-erasure’
map. So by Eq.(12) and the non-negativity of EP, the
minimal heat that must be generated by any process that
performs that bit erasure is kBT (ln 2 − ln 1) = kBT ln 2,
in accord with the conclusion that Landauer reached.
Note though that in contrast to Landauer’s conclusion,
the generalized Landauer’s bound holds for systems with
an arbitrary number of states, an arbitrary initial distri-
bution over their states, an arbitrary final distribution
over states, and an arbitrary conditional distribution Π.
It even holds when the system is coupled to multiple heat
baths at different temperatures — so that kBT ln 2 is not
defined.
Example 2. Landauer’s bound is often stated in terms of
the minimal amount of work that must be done in order
to perform a given computation, rather than the heat that
must generated. This is appropriate for isothermal phys-
ical processes that both begin and end with a constant,
state-independent energy function. For such processes,
there cannot be any change in expected energy between
the beginning and end of the process. Moreover, the First
Law of Thermodynamics states that
∆E = W −Q
where ∆E is change in expected energy from the beginning
and end of the process, W is work incurred by the process,
and as before, Q is the expected amount of heat that leaves
the system and enters the bath. Since ∆E = 0, W = Q.
So the bounds in Example 1 on the minimal heat that
must flow out of the system also give the minimal work
that must be done on the system.
Any process which achieves σP = 0 (i.e., the bound
in Eq.(9) and Eq.(10)) for some particular initial distri-
bution p is said to be thermodynamically reversible
(when run on that distribution). If we run such a process
forward from p to produce p′, and then “run the process
backward”, by changing the signs of all momenta and re-
versing the time-sequence of any driving, we return to p.
(See [68, 69].)
A large body of literature has developed showing
that certain “quasi-static” processes can get arbitrarily
closely to thermodynamic reversibility (i.e., have arbi-
trarily small, though nonzero, EP [2, 32, 35]). Most of
these papers were implicitly restricted to maps Π(x′|x)
where the distribution over outputs is independent of the
precise input x. (Note that bit erasure has this property.)
This means the analyses in these papers do not directly
apply to the most common maps performed by gates in
real computers, in which the output distribution is depen-
dent on the initial state, such as the logical AND map.
However, recent analyses have shown that the Landauer
bound can be reached for arbitrary maps, including such
input-dependent ones [14, 21, 36, 56, 57, 70, 71]. These
analyses work by explicitly constructing a physical pro-
cess that achieves the Landauer bound.
Importantly, in all these constructions the physical
process implementing Π has arbitrary control over all de-
grees of freedom specifying the states x ∈ X . More pre-
cisely, in those constructions, there are no constraints on
how the energy values of the separate states are related,
on how those values can evolve, or on the rate matri-
ces. Such processes are AO devices, as discussed above.
Extending the terminology from above, we write AO(Π)
to mean an AO device that implements the conditional
distribution Π, without any residual EP.
We define the Landauer loss of a (constrained) sys-
tem that implements Π as the difference between two
terms. The first is the minimal EF for any physical pro-
cess meeting the given constraint to implement Π. The
second term is the Landauer cost for an equivalent AO
9device to implement Π on p0. As described above, this
second term is just S(p0)− S(Πp0).
Finally, it is important to note that a process can be
logically irreversible (like bit erasure) but still be ther-
modynamically reversible [2, 15, 32, 35, 56]. A process
is logically reversible if we can recover the precise ini-
tial state of a given sample of that process from the final
state. (More precisely, if one runs a logically reversible
process forward in time starting from some state x at
t = 0, ending in x′ at t = 1, and then run the time-
reversed version of the process on x′, one recovers x, with
probability 1.) In contrast, as mentioned above, thermo-
dynamic reversibility concerns distributions over states.
In particular, if a process starting from p0 is thermody-
namically reversible, then if we run the process in re-
verse, starting from the associated ending p1, we recover
the initial distribution, p0.
8 Due to this distinction, the
fact that a given process obeys one kind of reversibility
(or not), by itself, has no implications about whether it
obeys the other kind of reversibility.9
The fact that thermodynamic reversibility of a pro-
cess requires that if we run it in reverse from the ending
distribution we recover the initial distribution has major
implications for the thermodynamics of circuits. This is
illustrated in the following example.
Example 3. Suppose that we have a circuit with four
input bits, and two gates. The first gate applies some
logical function to bits x1 and x2, while the second gate
applies a logical function to bits x3 and x4. (For cur-
rent purposes, it does not matter what those functions
are.) Suppose the joint distribution over the four in-
put bits is of the form p0(x1, x2)p0(x3, x4|x1, x2) where
p0(x3, x4|x1, x2) 6= p0(x3, x4). So the first pair of bits is
statistically coupled to the second pair of bits.
No matter what logical function the first gate imple-
ments, we can (in theory) construct that gate so that it
operates thermodynamically reversibly for the initial dis-
tribution over its inputs, p0(x1, x2). Similarly, we can
construct the second gate so that it operates thermody-
namically reversibly for the initial distribution over its
inputs, p0(x3, x4). This means that if we run either
gate forward to its ending distribution, and then run the
gate in reverse, we recover the associated initial distribu-
tion, p0(x1, x2) or p0(x3, x4), respectively. On the other
hand, if we run the entire circuit in reverse starting from
the joint ending distribution over the two gate outputs,
we generate the distribution p0(x1, x2)p0(x3, x4) over the
joint state of the inputs to the full circuit. Since this dif-
fers from the actual initial distribution over the inputs to
8 Note that there are no implications for what happens if run the
process in reverse starting from some distribution p′ 6= p1.
9 Of course, this does not mean that there are no thermody-
namic distinctions between logically irreversible and logically ir-
reversible processes. To give a trivial example, the Landauer
cost of a logically reversible process is zero, no matter what the
initial distribution is, which is not true of logically irreversible
processes in general.
the the circuit, p0(x1, x2)p0(x3, x4|x1, x2), we see that the
entire circuit is not thermodynamically reversible, even
though each gate, considered by itself, is thermodynami-
cally reversible.
B. Mismatch costs and residual EP
For a fixed Π, the Landauer cost of the associated pro-
cess P depends only on the initial distribution p0; no
properties of P matter beyond the fact that it imple-
ments Π. However, in contrast to Landauer cost, EP
depend on the details of how P implements Π. We need
to characterize this dependence for each of the individual
gates in a circuit in order to calculate the entropic costs
of the full circuit.
This characterization was done in [66] for the spe-
cial case where Π(x1|x0), is substantially nonzero for all
x0, x1. However, this restriction on the form of Π is vio-
lated in deterministic gates that implement functions like
the logical AND. Accordingly, here we extend this ear-
lier work to derive the dependence of EP on the initial
distribution p0 for arbitrary Π.
As we show below, for any Π, EP is a sum of two func-
tions of p0, both of which are non-negative for any all
p0. The first function depends on p0 linearly. For appro-
priate “nitty gritty” details of the device, it is possible
for all of the linear coefficients in this first function to
equal zero exactly. (For example, that will be the case if
the device implements Π with an appropriate quasi-static
process). In such a case, this first function will equal zero
identically, for all p0.
The second function instead is given by the drop in
the KL divergence during t ∈ [0, 1] between the actual
distribution over states p and a special, process-specific
distribution q. (Like the linear coefficients in the first
function, q is determined by the “nitty gritty physical de-
tails” of P .) For nontrivial distributions Π, this second
term cannot be made to equal zero identically for all dis-
tributions p0, including distributions p0 that differ from
q0. This results is unavoidable EP, whenever one changes
the input distribution to a device from the distribution
q, without modifying the device itself.
To derive these results we begin with the following def-
inition:
Definition 1. For any conditional distribution Π imple-
mented by a process P and any island c ∈ L(Π), define
the prior as
qc ∈ argmin
r∈∆c
σP (r)
(Recall the definitions of islands and ∆c from Section II.)
We write the minimal EP that is achieved if the initial
distribution equals qc as
σminP (c) := min
r∈∆c
σP(r) (13)
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In addition, given any actual distribution p(x) and island
c ∈ L(Π), we will use the shorthand pc(x) = p(x|X ∈ c)
for the probability of x under p, given that x lies in c.
We caution that this superscript notation does not apply
to priors. qc is a distribution that is restricted to have
support over c and is defined by Definition 1, rather than
by conditioning some other distribution.
We can express the EP of a process as follows:
Proposition 1. For any conditional distribution Π im-
plemented by a process P and any initial distribution over
states p,
σP (p) =
∑
c∈L(Π)
p(c)
(
D(pc‖qc)−D(Πpc‖Πqc) + σminP (c)
)
(This proposition follows as a result of a more general
result, Theorem 15, which is proved in Appendix B.)
There are two kinds of terms in this expression for EP.
We call the first kind of term,
∑
c∈L(Π) p(c)σ
min
P (c), the
residual EP. It does not involve information theoretic
quantities, having only a linear dependence on p. Indeed,
residual EP depends only on p(c), and has no explicit
dependence on Π. Moreover, as mentioned, by appropri-
ate design of the “nitty gritty details” of P , we can have
σminP (c) = 0 ∀c ∈ L(Π), so that this first term equals
zero no matter what p is. Viewed as a vector with com-
ponents labelled by c, we refer to σminP (c) as the residual
EP parameter (vector) of process P .
The second kind of term involves information-theoretic
terms, specifically (average drops in) KL divergences. In
contrast to the first kind of term, in general we cannot
design P so that this second kind of term equals zero
no matter what p is. Specifically, if Π is not a logically
invertible deterministic function, then no matter what
the priors qc are, this average drop in KL divergences
will be nonzero for almost all initial distributions p.
We write this second kind of term from Prop 1 as
EP(p) :=
∑
c∈L(Π)
p(c)
(
D(pc‖qc)−D(Πpc‖Πqc)
)
.
We call this the mismatch cost of running P on p.10 It
is (the p(c)-weighted average of) the difference between
the actual EP and the minimal EP within each island.
Importantly, both residual EP and mismatch cost are
non-negative.
As mentioned above, the priors {qc} should not be
viewed as some single distribution q conditioned on x
being in the various islands. However, it will provide us
with some useful shorthand to treat the priors as though
10 In [66], the mismatch cost is instead called the “dissipation due
to incorrect priors”, due to a particular Bayesian interpretation
of q.
they were in fact simply instances of such condition-
ing. The following result, a corollary of Theorem 16 in
Appendix B, formally establishes the legitimacy of this
shorthand, i.e., establishes that if were to choose a distri-
bution q(c) over islands (rather than within them) and
define q as a weighted mixture of {qc}, then the asso-
ciated value of mismatch cost would not depend on our
precise choice of q(c):
Corollary 2. Given an arbitrary process that imple-
ments a conditional distribution Π(·|·) and an arbitrary
distribution q(c) over its islands,
EP(p) = D(p‖q)−D(Πp‖Πq)
where
q(x) :=
∑
c∈L(Π)
q(c)qc(x)
Corollary 2 allows us to reformulate Prop. 1 in a clearer
way:
σP(p) = D(p‖q)−D(Πp‖Πq) +
∑
c∈L(Π)
p(c)σminP (c) (14)
In general, for some fixed process P with a correspond-
ing set of priors qc, minimal EP is achieved for initial
distributions p which satisfy
p(x) =
∑
c∈L(Π)
α(c)qc(x)
where α(c) is a probability distribution over c that only
has weight on the lowest-EP islands (i.e., α(c) > 0 only
if σminP (c) = minc′ σ
min
P (c
′)). In general, such distribu-
tions do not have full support over X . So the analysis in
[66] only provides lower bounds on the associated EP, in
contrast to the exact expressions given here.
Combining Eq.(14) with the definition of EF and of
cross entropy establishes the following set of equivalent
ways of expressing the EF:
Proposition 3. The total EF incurred in running a pro-
cess P that applies map Π to an initial distribution p is
QP(p) = (S(p)− S(Πp)) + (D(p‖q)−D(Πp‖Πq))
+
∑
c∈L(Π)
p(c)σminP (c)
= L(p,Π) + EP(p) +
∑
c∈L(Π)
p(c)σminP (c)
= [S(p‖q)− S(Πp‖Πq)] +
∑
c
p(c)σminP (c)
Unlike Landauer’s bound, which is an inequality, Prop. 3
is exact. Moreover, it holds without any restrictions on
the process P .
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It is important to realize that we cannot ignore the
residual EP when calculating EF of real-world gates. In
particular, as mentioned in the introduction, since a wire
in a circuit implements a logically invertible map, its Lan-
dauer cost and mismatch cost is zero. Thus, the entire
EF for a wire gate equals the linear term in Prop. 1. So
in any real-world wire in which σminP′ (c) varies with c (i.e.,
in which the heat generated by using the wire depends
on whether it transmits a 0 or a 1), the dependence of
the EF on the distribution over inputs to the wire must
be linear. This is not true of other gates, in which both
Landauer cost and mismatch cost can be quite large.
In light of this importance of residual EP for analyzing
the EF of real-world circuits, we will begin our analysis
below with the full formulas for EF, including the linear
term. However after that, to focus on the information-
theoretic contributions to EF, we make the simplifying
assumption that σminP′ (c) = 0 for all gates. Since residual
EP is non-negative, our formulas for EF under this as-
sumption are lower bounds for the actual EFs. (As dis-
cussed below, future work will consider optimizing the
thermodynamic costs of circuits when the costs of the
wires are included.)
As a final comment, note that the decomposition of
EP into a sum of mismatch cost and residual EP relies
centrally on a partitioning of the state space X into a set
of non-overlapping islands. This island decomposition
depends on certain entries in the conditional probability
distribution Π(·|·) being exactly 0.
However, imagine that we actually construct some
physical process P ′ to implement some desired condi-
tional probability distribution Π. In practice, errors dur-
ing manufacturing, as well as during execution of of the
process, will insure that P ′ will not implement Π exactly,
but will instead carry out another conditional distribu-
tion Π′ which is (hopefully) very close to Π. While such
small deviations between Π′ and Π do not usually mat-
ter, they do alter the patterns of zeros in the conditional
probability distribution, and thus change the island de-
composition.
One would expect that this should not affect our cal-
culations, i.e., that we can calculate the entropic costs of
any such single-island process P ′ that is infinitesimally
close to a process P with multiple islands by calculat-
ing the costs for P . This is established formally in Ap-
pendix D.
IV. OUR MODEL OF A CIRCUIT’S DYNAMICS
We now present our model of how a circuit operates.
We begin by introducing a special kind of process called a
“subsystem process”. As mentioned above, we find it hard
to imagine that a gate in a circuit is not implemented
with a subsystem process. To facilitate our analysis, we
then introduce some additional structure that we will as-
sume also applies to the gates in a circuit, even though
we don’t think that this structure is universally found in
all real-world circuits. We end by stipulating an addi-
tional set of global assumptions we make, which concern
the overall cycle of running an entire circuit, comprising
many gates, and then reinitializing the circuit so that we
can use it again.
A. Subsystem processes
Suppose we have a system that can be decomposed
into two separate subsystems, A and B. So the system’s
overall state space can be written as X = XA × XB,
with states (xA, xB). As shorthand, we sometimes write
those states as just (a, b), and write the two associated
marginals of the initial distribution over the subsystems
A and B as pA(a) and pB(b). We make the following
associated definition:
Definition 2. A subsystem process P is a physical
process evolving over a state space XA×XB during time
interval t ∈ [0, 1] where:
1. Subsystems A and B evolve independently over that
interval, i.e., the conditional distribution of the
state evolution is of the form
Π(a1, b1|a0, b0) = Π
A(a1|a0)Π
B(b1|b0)
2. The EF of the joint system during the process is
additive, i.e., it can be written as a linear function
of only pA plus a linear function of only pB. With
some slight abuse of notation and terminology, we
write this as
QP(p
A,B
0 ) = QP(p
A
0 ) +QP(p
B
0 )
and refer to QP(p
A
0 ) as the “EF of subsystem A”,
and similarly for QP(p
B
0 ).
3. The EF of each subsystem during the process obeys
the second law, i.e., it is not less than the drop in
entropy of that subsystem:
QP(p
A
0 ) ≥ S(p
A
0 )− S(p
A
1 )
QP(p
B) ≥ S(pB0 )− S(p
B
1 )
and achieves that lower bound to arbitrary accuracy
for an appropriate (typically semi-static) process.
At this point in the analysis of subsystem processes, the
“EF” of each subsystem is a mathematical construct— all
that is specified is that it is a linear function of the initial
distribution over the states of the associated subsystem.
No physical meaning is yet associated with these quan-
tities. As is usual in nonequilibrium statistical physics,
physical meaning is introduced by making additional as-
sumptions. (We return to this topic at the end of this
subsection, when discussing stochastic thermodynamic
models of subsystem processes.)
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By definition, the EF of a full system undergoing a
subsystem process is additive over the EFs of its sub-
systems. However, in general the Landauer cost of the
full system undergoing a subsystem process is not ad-
ditive over the Landauer costs of its subsystems. More
precisely, in general the minimal EF of implementing a
map ΠA,B over XA × XB using a subsystem process
is the sum of the minimal EFs of the two subsystems,
S(pA0 )−S(p
A
1 )+S(p
A
0 )−S(p
A
1 ), due to conditions 2 and 3.
However, in general this differs from S(pA,B0 )− S(p
A,B
1 ),
which is the minimal EF of implementing ΠA,B using an
arbitrary process, without imposing the constraint that
the process must be a subsystem process (i.e., without
the constraints that the process must obey conditions 2
and 3; see Appendix C).
Define the EP of a subsystem as the difference between
the EF of that subsystem and its Landauer cost. Then
by combining the additivity of EF, the nonadditivity of
Landauer cost, and Eq. (11), we see that the EP of a
full system undergoing a subsystem process is not addi-
tive over the EPs of its subsystems. Indeed, as we show
in Appendix C, the minimal EP of a full system that
undergoes a subsystem process is the Landauer loss of
that system. So when the Landauer loss is nonzero, even
if the EPs of the subsystems considered by themselves
equal zero, the EP of the full system is not zero.
In Appendix C we analyze several other aspects of sub-
system processes. In particular, it is proven there that
the Landauer loss of a subsystem process is the drop in
mutual information between subsystems A and B during
the process. (Even though A and B evolve independently
in a subsystem process, they could have been statistically
coupled when the process began.)
We also prove in Appendix C that the decomposition of
EP given in Proposition 1, which applies to a full system
undergoing a subsystem process, also applies separately
to the EPs of the two subsystems in that process. As a
result, each subsystem in a subsystem process separately
obeys Eq. (11) and Proposition 3.
Furthermore, while Definition 2 does not presuppose
Markovian dynamics, we can consider subsystem pro-
cesses in the special case considered in stochastic thermo-
dynamics, in which the dynamics of the overall system is
described by continuous time Markov chains [31, 72, 73].
In Appendix C we prove that any continuous time
Markov chain over a joint state XA × XB in which A
and B evolve independently is a subsystem process. In
other words, if condition 1 of Definition 2 is obeyed, so
are conditions 2 and 3 (assuming the system evolves ac-
cording to a continuous-time Markov chain). Moreover,
the analysis in Appendix C explicitly shows that the lin-
ear functions QP(p
A
0 ) and QP(p
B
0 ) defined in condition 2
of Definition 2 equal the usual stochastic thermodynamic
definitions of EF, for subsystems A and B, respectively
(assuming the system evolves according to a continuous-
time Markov chain).
B. How a gate runs in a circuit
We assume that the gates in a circuit are implemented
in a process with the following properties:
1. When any gate g runs the overall circuit executes
a subsystem process over Xg ∪Xpa(g).
2. Only a single gate g is run at any one time, with
the gates run one after the other in a topological
order of the underlying DAG.
3. Vanishingly little integrated EF is generated by a
gate g during all the time when g is not running.
(We make assumptions 2 and 3 only to simplify the anal-
ysis.)
Define a solitary (subsystem) process as a subsys-
tem process in which both the EF of one of the two sub-
systems is exactly 0, and so is the Landauer cost of that
subsystem, i.e., the drop in entropy of that subsystem.
We formalize assumption 3 by requiring that when a gate
g runs, the overall circuit implements a solitary process,
with only the evolution of the variables in Xg ∪ Xpa(g)
(potentially) producing nonzero EF.11 In Appendix C we
show that that Landauer loss in solitary processes is an
extension of the “modularity dissipation” considered in
in [74].
C. Circuits where no gate has out-degree greater
than 1
In addition to assuming the individual gates in the
circuit obey the assumptions in Section IVB, we assume
the circuit as a whole behaves as follows:
1. Before the circuit begins running, all gates are set
to their initialized value, i.e., for all g, Xg is dis-
tributed according to p∅g , a delta function about
its initialized value. (Recall our notation concern-
ing initialized states from Section IID.) Immedi-
ately after this, the joint state of the input nodes
XIN is set to a value generated by sampling pIN in
some external system and then copying that value
in from the outside system. We do not consider the
associated entropic costs of setting the values of the
input nodes.12
11 Note that even if the marginal distribution over the variables in
the rest of the circuit don’t change while the gate g runs, they
might be changing their states and thereby generating EF, e.g.,
if they are in a nonequilibrium steady state [31, 60].
12 Note though that by hypothesis, just before the input nodes
have their values set they are in their initialized states, with
probability 1. Accordingly, the Landauer cost of copying in their
values from the outside system is zero, and so it is theoretically
possible to copy in their values from the outside system with zero
EF and zero EP [2].
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2. When it is g’s turn to run, all of its parent gates
have completed their processes, and so have their
joint value xpa(g), while Xg is still set to its initial-
ized state, 0. At this moment gate g runs, i.e., the
state xg changes to a random sample of the condi-
tional distribution Πg(xg |xpa(g)), without affecting
the either the joint value xpa(g) or the values of any
other nodes in the circuit.
3. At this point, g “cleans up behind itself”, reinitializ-
ing its parents. To formalize this, for simplicity as-
sume that all parents of g have out-degree 1. (The
case where g’s out-degree is greater than 1 is ad-
dressed in the next subsection.) Then, with xg held
fixed, the distribution over Xpa(g) is changed from
its previous form, ppa(g), back to a delta function
in which all v ∈ pa(g) have their initialized values
0 again. This reinitialization process exploits the
value of xg, if possible, to minimize its EF. All of
this is done without modifying the states of any
other variables in the system.
Due to step (3), when the circuit has completed for all
gates g, all non-output gates g are back in their initialized
state, i.e., xg = 0 with probability 1 for those g.
At this point, often in real-world systems the joint state
of the output nodes is copied onto some “offboard system”
for subsequent use, e.g., by copying it into some of the
input bits of some downstream circuit(s), by copying it to
some file on a disk as the output of a desired calculation,
etc. After any such copying, but definitely before the
circuit is used again, the states of all output gates are
also re-initialized (i.e., set to p∅v for all v ∈ VOUT). We
do not consider the entropic costs of reinitializing the
output gates, whether done by the gates themselves or
by an offboard system that has a copy of the joint value
of those gates.13
Once the output gates are reinitialized, all of the circuit
nodes have been returned to their initial values, and the
cycle is complete. This cyclic nature of how the circuit
runs ensures that the circuit can be re-used an arbitrary
number of times, and that each time it will implement the
same logical conditional distribution Π and will have the
same expected thermodynamic behavior (Landauer cost,
mismatch cost, etc.). We use the term cyclic circuit
to refer to a circuit that has this property (see also the
construction in [56]). We will also sometimes use the
term cyclic gate to refer to any gate in a cyclic circuit.
13 However, it is crucial to consider such costs in order to properly
compare the entropic costs of conventional circuits with equiva-
lent “logically reversible circuits”. See [62].
D. Circuits where some gates have out-degree
greater than 1
We need to modify step (3) if there is any g′ ∈ pa(g)
with out-degree greater than 1. That is because we must
guarantee that no such g′ is reinitialized by g if there are
other gates which are children of g′ and have not been
run when g runs.
We can provide such a guarantee if we require that
each non-leaf gate g′ in the circuit is reinitialized only
once, by the last of the children of g′ to run, as soon as
that child completes its run. (Recall that the gates are
run in a topological order, so there is always a unique
last child gate of g to run.)
Unfortunately, following this rule could result in differ-
ent entropic costs of an overall circuit depending on the
precise topological order we use to determine which of
the gates g′′ ∈ ch(g′) reinitializes g′. (The reason is that
if one of those gates g′′ ∈ ch(g′) has some parent other
than g′, then in general g′′ can reinitialize g′ with less
EF than can a g′′ ∈ ch(g′) who has no other parents.)
This would mean that the entropic costs of running a
circuit would depend on the (arbitrary) choice we make
for the topological order of the gates in the circuit, an
undesirable state of affairs.
This problem won’t arise in this paper however. To see
why, recall that as described at the end of Section IID, in
this paper we model the wires in the circuit themselves as
“gates”, which have both in-degree and out-degree equal
to 1. As a result, if g′ has out-degree greater than 1,
then (g′ is not a wire-gate, and therefore) all of its chil-
dren g′′ ∈ ch(g′) are wire-gates – and therefore none of
those children has multiple parents. So the problem is
automatically avoided.
E. Setting the priors at the gates
These requirements don’t fully specify the entropic
costs of running of a gate in a circuit however, even if we
know the initial distribution over inputs to the gate and
the conditional distribution implemented by the gate. To
do that, we need to know how the EP of running each
gate depends on the initial distribution over the inputs
to the gate. As discussed in Section III B, this depen-
dence is parameterized by some quantities which reflect
the “nitty gritty” physical details of how precisely the
gate runs. So in particular, we must specify the “nitty
gritty” parameter of the gate’s prior distribution.
That prior is ultimately set by the manufacturing pro-
cess which is used to construct the gate. Given this,
as a thought-experiment, suppose that we had complete
control to make the gates however we wanted. Then we
would presumably set the prior of each gate to whatever
we thought the distribution over that gate’s inputs would
actually be, since that would result in zero mismatch cost
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for the gate.14 So in particular, if we believed that the
input distribution for the entire circuit were some specific
distribution q(xIN) (which we sometimes write as “q”, for
short), then in order to minimize mismatch cost at each
gate g we would set its prior distribution qg simply by
running the entire circuit C on inputs generated accord-
ing to q(xIN) until we get to the parents of g, i.e., by
propagating q from VIN to pa(g). In this way, any as-
sumption about q(xIN) specifies that we should set the
prior for gate g to qpa(g). (Recall the notation for prop-
agated distributions introduced in Section IID.) We call
gate priors that are set this way propagated priors.
We will also analyze a more general case, in which the
prior built into each gate are determined arbitrarily. To
distinguish the priors for this second case from propa-
gated priors, we write these arbitrary, non-propagated
priors using hats, e.g., qˆpa(g).
V. THE DIFFERENT ENTROPIC COSTS OF
CIRCUITS
A. The thermodynamic losses of circuits
Suppose that {a0, a1, . . .} is a set of subsystems
of an overall system A, with associated state spaces
Xa0 , Xa1 , . . . that may or may not overlap. Write the
state space of the overall system as XA = ∪iXai . Sup-
pose as well that A evolves by running a sequence of
solitary subsystem processes, first over the pair of sub-
systems (Xa0 , XA\Xa0), then over the pair of subsystems
(Xa1 , XA\Xa1), etc. (In particular, we are assuming that
this is how a circuit runs, with each subsystem being a
successive gate.)
The EF of running a full circuit this way is simply
the sum of the EFs incurred by running the individual
gates (see Appendix C). Accordingly, we call the EF of
running a full circuit on a given distribution p(xIN) the
circuit EF; under our assumptions about how the gates
in a circuit run, the circuit EF equals the sum of the EFs
of running all of the separate gates in the full circuit.
The set of all processes that implement the same con-
ditional distribution ΠC as a specified circuit C is a su-
perset of the set of all processes that implement that
conditional distribution using the wiring diagram of the
physical circuit C. Thus, the EF of an (unrestricted) AO
device that implements the same conditional distribution
as C is a lower bound on the circuit EF of C. We refer
to the difference between the EF of a circuit and that of
an equivalent AO device as the circuit EF loss of the
circuit. This cannot be negative.
For any particular gate g in a circuit, we refer to the
drop in entropy of (the distribution over) the variables
14 Note the implicit assumption that we can change the prior at the
gate without affecting the parameters of that gate that determine
its residual EP.
Xg ∪Xpa(g) that would arise if we ran the (solitary) pro-
cess Pg over those variables for the actual distribution
p(xpa(g)) of the inputs to that gate, as the (subsystem
g) Landauer cost. We refer to the sum of the subsys-
tem Landauer costs over all the gates in a circuit as the
(gate-wise) circuit Landauer cost.
As also discussed in Appendix C, the drop in subsys-
tem entropy when a gate runs in general is not the same
as the drop in entropy of the entire system when that gate
runs. Accordingly, we use the term system-wide (cir-
cuit) Landauer cost to refer to the sum of the drops of
system-wide entropies when each gate is run, distinguish-
ing it from the gate-wise Landauer cost of running the
circuit. Due to cancellation of terms, the system-wide
Landauer cost of a circuit C that implements conditional
distribution ΠC taking its inputs to its outputs exactly
equals the Landauer cost of an AO device that imple-
ments ΠC directly. We refer to the extra Landauer cost
due to using a specific circuit rather an equivalent AO
device — the difference between the gate-wise Landauer
cost and the AO Landauer cost — as the (circuit) Lan-
dauer loss of that circuit.
Also as elaborated in Appendix C, we define the (sub-
system g) EP as the difference between the EF for run-
ning g with a solitary process and the subsystem Lan-
dauer cost of running g with a (solitary) subsystem pro-
cess. We then define the (gate-wise) circuit EP as the
difference between the circuit EF and the sum over all
gates of the (gate-wise) circuit Landauer costs of those
gates. This is just the sum over all gates g of the subsys-
tem g EPs. As shown in Appendix C, the minimal value
of this gate-wise circuit EP equals the circuit Landauer
loss.
As mentioned in Section IVA, the decomposition pre-
sented in Section III B of the EP for an isolated system,
into a sum of a mismatch cost and residual EP, carries
over to the case of subsystem EP of an individual gate in
a circuit. As elaborated in Appendix C, this decomposi-
tion can then be extended further, to apply to the entire
circuit. Accordingly, we define the circuit mismatch
cost as the sum of the mismatch costs at the gates, and
the circuit residual EP as the sum of the residual EPs
at the gates. The circuit EP is the sum of the circuit
mismatch cost and the circuit residual EP. We define the
circuit mismatch loss and circuit residual EP loss
of a circuit in the obvious way, using the mismatch cost
and residual EP, respectively, of an AO device that is
equivalent to the circuit.
B. Notation for the costs we will consider
We will use the following notation to indicate some of
the entropic costs discussed above:
Definition 3. Let C = (V,E, F,X) be a circuit, p a
distribution over its inputs and q a prior over its inputs.
1. QAO(C)(p, q) is the total EF used to run AO(C) on
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actual distribution p with prior distribution q.
2. QC(p, q) is the total EF used to run C on actual dis-
tribution p with propagated prior distribution qpa(g)
at each gate g ∈ G.
3. QC(p, {qˆpa(g)}) is the total EF used to run C on
actual distribution p with non-propagated prior dis-
tributions {qˆpa(g)} at each gate g ∈ G.
4. EAO(C)(p, q) := QAO(C)(p, q) −QAO(C)(p, p) is the
total mismatch cost when running AO(C) on actual
distribution p with prior distribution q.
5. EC(p, q) := QC(p, q) − QC(p, p) is the total mis-
match cost when running C on actual distribution
p with propagated prior distribution qpa(g) at each
gate g ∈ G.
6. EC(p, {qˆpa(g)}) := QC(p, {qˆpa(g)})−QC(p, p) is the
total mismatch cost when running C on actual dis-
tribution p with non-propagated prior distributions
{qˆpa(g)} at each gate g ∈ G.
7. The circuit EF loss for propagated priors is
∆QC(p, q) := QC(p, q)−QAO(C)(p, q)
8. The circuit mismatch loss for propagated priors is
∆EC(p, q) := EC(p, q)− EAO(C)(p, q)
= ∆QC(p, q)−∆QC(p, p)
There are other, similar quantities that may be of inter-
est, e.g., circuit mismatch loss for non-propagated priors.
In the interests of space though, we do not consider them
below.
As shorthand, we also adopt the following notational
conventions:
Definition 4. For any circuit,
1. σw(xw) is the residual EP parameter vector for a
wire gate w evaluated for input xw.
2. σming (c) is the residual EP parameter vector for
a non-wire gate g evaluated for input island c ∈
L(Πg).
3. For any non-wire gate g, ppa(g) is the distribution
over Xpa(g) just before the gate begins to run.
4. For any non-wire gate g, pg is the distribution over
Xg as soon as g finishes running, before it gets
reinitialized.
5. For any input node to a circuit, v ∈ VIN , pv is
the (marginal) distribution over any initial states
of that input to the circuit.
VI. INFORMATION THEORY AND THE
THERMODYNAMICS OF CIRCUITS
A. Main Result
Given our conventions of ignoring the entropic costs of
reinitializing the output nodes and of setting the values
of the inputs to the circuit, and of assuming that no EF is
ever generated by any gate except when that gate is being
run, we can decompose EF into a sum of information
theoretic and linear terms, for both of our models of how
the priors at the gates are set. This is formalized in the
the following result (established in Appendix E):
Lemma 4. For any circuit C with wire gates {w} and
non-wire gates {g},
1. QC(p, {qˆpa(g)}) =∑
g
(
S(ppa(g)‖qˆpa(g))− S(Πgppa(g)‖Πg qˆpa(g))
)
+
∑
w
(∑
xw
ppa(w)(xw)σ
w(xw)
)
+
∑
g
( ∑
c∈L(Πg)
ppa(g)(c)σ
min
g (c)
)
2. QC(p, q) =∑
g
(
S(ppa(g)‖qpa(g))− S(Πgppa(g)‖Πgqpa(g))
)
+
∑
w
(∑
xw
ppa(w)(xw)σ
w(xw)
)
+
∑
g
( ∑
c∈L(Πg)
ppa(g)(c)σ
min
g (c)
)
We emphasize that, given our assumptions of how a cir-
cuit operates, Lemma 4 is not just a bound, as for ex-
ample one might derive using the second law. Rather it
holds exactly, for arbitrary real-world circuits, capturing
the effects of all the “nitty gritty details” of the circuit.
In many real-world scenarios, the residual EP terms
σminw (xw) and σ
min
g (c) will dominate the cross-entropy
terms in Lemma 4. However, those minimal EF values
are determined by the vagaries of the gate fabrication
process (or wire fabrication process, as the case may be),
and nontrivial to model. For the purposes of this paper’s
preliminary analysis, we could reasonably assume that all
of the terms σming (c) for non-wire gates are the same. Un-
der this assumption,
∑
g
(∑
c∈L(Πg)
ppa(g)(c)σ
min
g (c)
)
is
proportional to the total number of gates. In this case,
this constant can be treated as an ignorable additive con-
stant.
In light of this, from now on, we make the simplifying
assumptions that all residual EP terms equal 0. (Note
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that condition 3 of Definition 2 explicitly requires that
this be possible.) This means that we assume that in
any circuit, both σming (c) = 0 for all non-wire gates g
and associated islands c, and σw(xw) = 0 for all wires w
and inputs xw. It also means that we ignore the residual
EP term when analyzing the thermodynamics of an AO
device.
In a certain sense, this assumption is particularly
strong when applied to wire gates, or other logically re-
versible gates, e.g., NOT gates. That’s because such
gates have no Landauer cost or mismatch cost, so as-
suming they have zero residual EP means assuming away
their entire entropic cost.
In the remainder of this section we present some el-
ementary implications of Lemma 4 when we make this
assumption that residual EP equals zero. In addition, to
simplify the analysis we focus on the case of propagated
priors.
First, to highlight the information-theoretic character
of Lemma 4, in Section VIB we apply Lemma 4 to the
simplest kinds of circuits, Boolean formulas (recall defi-
nitions from Section IID). For this special case, Lemma 4
results in very simple expressions for entropic costs, in-
volving the multi-information and multi-divergence (re-
call definitions from Section II C).
Then in Section VIC we apply Lemma 4 to certain
circuits that are not formulas, to derive some of the ex-
treme possibilities for the entropic costs of fully general
circuits.
B. Application of main result to circuit formulas
The following result follows immediately from
Lemma 4, given our simplifying assumption to set all
residual EP vectors to 0, our choice to use propagated
priors, and the fact that all (non-wire) gates in a Boolean
formula have out-degree 1:
Proposition 5. For any formula C, implementing the
conditional distribution ΠC between XIN and XOUT ,
i) QAO(C)(p, q) = S(p‖q)− S(Π
Cp‖ΠCq)
ii) QC(p, q) =
∑
v∈VIN
S(pv‖qv)− S(Π
Cp‖ΠCq)
+
∑
g
(
S(ppa(g)‖qpa(g))−
∑
v∈pa(g)
S(pv‖qv)
)
Combining the rwo results in Prop. 5, we get
∆QC(p, q) =
∑
g
(
S(ppa(g)‖qpa(g))−
∑
v∈pa(g)
S(pv‖qv)
)
−
(
S(p‖q)−
∑
v∈VIN
S(pv‖qv)
)
(15)
= I(p‖q)−
∑
g
I(ppa(g)‖qpa(g))) (16)
So the EF circuit loss — the total extra entropy flow due
to using a Boolean formula circuit to implement a condi-
tional distribution rather than an equivalent AO device
— is determined fully by the cross multi-informations in-
duced by that circuit between the actual and prior input
distributions of the gates in the circuit, normalized by
the cross multi-information between the actual and prior
input distribution of the entire circuit.
An important instance of Eq.(16) is when there is zero
mismatch cost:
Corollary 6. For any formula C, the Landauer circuit
loss for input distribution p is
∆QC(p, p) = I(p)−
∑
g
I(ppa(g))
In words, the difference between the Landauer cost of a
(Boolean) formula and that of an equivalent AO device
is a sum of multi-informations, with the precise multi-
informations involved determined by the wiring diagram
of the circuit.
The term I(p) in Corollary 6 can be seen as a “nor-
malization constant”, in the sense that for any pair of
Boolean formulas C and C′, both of which compute the
same conditional distribution,
∆QC(p, p)−∆QC′(p, p) =
∑
g∈C′
I(ppa(g))−
∑
g∈C
I(ppa(g))
(17)
The implications of Eq.(17) for how best to design a cir-
cuit to implement a given conditional distribution are
illustrated in the following example:
Example 4. Suppose we want to implement some given
formula C with a member of C(Π), the infinite set of
formulas that implement Π using gates from some pre-
specifed set of allowed gates. (Such a set is often called a
“basis” in circuit theory.) If the in-degree to all gates in
any member of C(Π) is either 1 or 2, Corollary 6 reduces
to a difference between a multi-information and a sum of
mutual informations.
Any two different circuits in C(Π) will have different
gates, arranged in different DAGs. Therefore for any
fixed p, different circuits in C(Π) have different joint dis-
tributions over the inputs to their gates. Accordingly,
Eq.(17) provides us with a design rule for choosing a
circuit from C(Π): for any given p (and therefore fixed
QAO(C)(p, p)), to minimize the Landauer cost we need to
pick that circuit in C(Π) for which the sum (over all of
the circuit’s gates with in-degree 2) of the mutual infor-
mations of the inputs to the gates is as large as possible.
So loosely speaking, we want the inputs to each gate to be
as tightly coupled to one another as possible.
Note that this sum of mutual informations at the gates
is an inherently global property of a circuit, in the sense
that it cannot be reduced to a sum of properties of each
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gate considered in isolation from the other ones. Indeed,
the distributions over the outputs of the gates in any
particular layer of the circuit affect the statistical depen-
dencies (and therefore the mutual informations) relating
their descendants at the lower layers.
It is straight-forward to derive results similar to
Corollary 6 for mismatch cost rather than Landauer
cost. Specifically, using the notation concerning multi-
divergence introduced in Section II C, by combining
Corollary 6 and Eq. (16) we derive the following:
Corollary 7. For any formula C, the circuit mismatch
loss for actual input distribution p and prior input dis-
tribution q is
∆EC(p, q) = −D(p‖q) +
∑
g
D(ppa(g)‖qpa(g))
As a final comment on these calculations, note that for
any gate g with in-degree 1,
S(ppa(g)‖qpa(g))−
∑
v∈pa(g)
S(pv‖qv) = 0
Accordingly, without loss of generality we can restrict the
sums over gates in both Corollary 6 and Corollary 7 to
gates with in-degree greater than 1.
C. Implications of main result for arbitrary circuits
Recall from the discussion in Section VA that if we
are concerned with Landauer costs then there is a major
disadvantage to using a circuit rather than an equivalent
AO device:
Proposition 8. For any circuit C and actual input dis-
tribution p, ∆QC(p, p) ≥ 0.
So we cannot reduce the Landauer cost of implementing
any conditional distribution Π by using a circuit rather
than an AO device. Worse still, as established in Ap-
pendix E, there is no upper bound on the Landauer cost
of implementing Π with a circuit:
Proposition 9. For any Π and non-delta function input
distribution p, there exist circuits C that implement Π for
which QC(p, p) =∞.
In the real world, priors built into devices (be they AO
devices or gates in a circuit) will never exactly equal the
actual initial distribution of the states of that device. So
one would like to investigate whether a circuit ever out-
performs a functionally equivalent AO device when there
is nonzero mismatch cost, or whether (like with Landauer
cost) AO devices are always at least as good as an equiv-
alent circuit, even when mismatch cost is considered.
There are some subtleties concerning this issue. In or-
der to “compare apples to apples”, then in addition to
specifying the actual input distribution, which is shared
by the AO device and the functionally equivalent circuit,
we also have to specify how the prior of the AO device
and the priors of all (!) the gates in the equivalent cir-
cuit are related. There is more than way to relate those
priors though, since for any AO device and equivalent
circuit that has a set of gates G, the space of distribu-
tions q(xIN ) has a different size from the space of sets of
distributions {qpa(g)(xpa(g)) : g ∈ G}.
One possible approach starts with a given physical AO
device, having some associated prior qAOIN . We want to
compare its thermodynamic costs to those of a “physi-
cally equivalent” circuit, that not only computes the same
input-output function as the AO device, but also has pri-
ors at its gates that are “consistent” with the prior qAOIN .
One way to formalize this desideratum is to require that
each gate g in the circuit has a prior qpa(g) given by prop-
agating qAOIN through the circuit to g.
In a second approach, rather than start with an AO de-
vice and define a “physically equivalent” circuit, we go the
other way, starting with a circuit and defining a “phys-
ically equivalent” AO device. In other words, we begin
with a given physical circuit, with physical gates g ∈ G,
which have some associated priors qpa(g), and wish to use
those priors to uniquely define a prior qAOIN of a function-
ally equivalent AO device. Now by definition the prior
for the entire circuit is
qˆC(xIN) = argmin
p
σPC (p)
Moreover, for all p, σPC (p) is determined by the combi-
nation of the priors {qpa(g) : g ∈ G}, together with the
circuit’s wiring diagram (see Lemma 4(2) and Def. 3(4)).
So given the wiring diagram, qˆC is a function of {qpa(g) :
g ∈ G}, which we can write as qˆC [{qpa(g)}]. Under this
second approach, we would compare the mismatch cost
of the circuit with priors {qpa(g)} to that of an AO device
constructed to have prior qˆC [{qpa(g)}].
Example 5. To illustrate this second approach, suppose
that all of the qpa(g) for the separate gates are set by prop-
agating some counterfactual prior qIN over the the space
XIN . Even if this is the case though, the distribution
qˆC [{qpa(g)}] specified by those priors qpa(g) and the cir-
cuit’s wiring diagram may differ from qIN . Indeed, in
general there will be an infinite number of priors of the
overall circuit, qIN , all of which result in the same set of
gate priors, {qpa(g)}, when they are propagated through
the circuit/ Therefore the map from qIN to the associ-
ated set of propagated priors {qpa(g)} is many-to-one. In
contrast, qˆC is uniquely fixed by that set of gate priors.
In this paper we concentrate on the first approach,
where the priors at the gates of the circuit are given by
propagating the prior of the AO device’s inputs.
To begin, we note that in addition to the Landauer
cost disadvantages of using a circuit (cf. Prop. 8 and
Prop. 9), it is straightforward to construct cases where
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q 6= p and using the circuit rather than an equivalent
AO device increases the total mismatch cost. On the
other hand, there are also cases where using a circuit
reduces mismatch cost. In fact, if q 6= p, it is possible
that the total EF to run a circuit that implements Π is
less than the total EF to implement Π with an equivalent
AO device. Indeed, as established in Appendix E there
can be an infinitely large reduction in EF by using a
circuit rather than an equivalent AO device:
Proposition 10. For any κ < 0, there exist circuits
C, prior distributions q, and actual input distributions p
such that ∆QC(p, q) < κ.
So in summary, the extra Landauer cost incurred by
using a circuit, ∆QC(p, p), cannot be negative. On the
other hand, the extra mismatch cost incurred by using a
circuit, EC(p, q) − EAO(C)(p, q), can be either positive or
negative. Which of these differences between the costs
of a circuit and that of an equivalent AO device domi-
nates the other one depends on the details of the circuit
and the input distribution: ∆QC(p, q) can be positive or
negative.
VII. DISCUSSION AND FUTURE WORK
Landauer showed that there is a minimal entropy flow
out of any physical system that obeys the single con-
straint of implementing a given function taking its initial
state to its final state. This reasoning can be extended to
give the minimal amount of entropy flow out of a system
that implements a given Boolean function, i.e., a given
“computation”. However, common engineered systems
implement Boolean functions using circuits. The topol-
ogy of such a circuit introduces additional constraints on
the physical system implementing the circuit, in addition
to the constraint that it ultimately implements a given
Boolean function. This means that the minimal amount
of entropy flow out of a circuit that implements a given
Boolean function is greater than the minimal amount
of entropy flow out of any system that implements the
Boolean function, whether by running the given circuit
or via other means.
To analyze this additional entropy flow due to the extra
constraint of implementing a given function with a spec-
ified circuit, we first decomposed the entropy flow out of
any physical system that implements a given function —
which could either be the Boolean function implemented
by a full circuit or the function implemented by a gate
in such a circuit — into a sum of three terms. The first
term, the drop of entropy of the state distribution, is in-
dependent of the details of the physical process, beyond
the fact that it implements the desired computation. The
second and third terms instead reflect the “nitty gritty
details” of the process. The second term has a purely
information-theoretic character, while the third term is
a linear function of the initial distribution of states. As
an important example, we showed that all of the heat
generated by wires in circuits — which in modern cir-
cuits is typically a substantial fraction of the total heat
generated —arises in this third term.
Next, we introduced a special kind of process, “subsys-
tem processes”, which formalize what it means to run a
particular gate in a circuit. We then applied our decom-
position of entropy flow to subsystem processes. Given
this machinery, we then derived an exact equation for the
entropy flow out of any physical system that implements
a specified circuit, i.e., that runs all the gates in the cir-
cuit, in succession. Interestingly, this equation involves
functions that are information-theoretic in character but
are apparently new to the information theory literature.
There are many open issues that are not addressed in
the current paper. Most obviously, in general, there are
an infinite number of circuits that implement the same
overall input-output function. As a result, our formulas
provide a novel set of circuit design optimization prob-
lems, of finding the optimal circuit (according to our for-
mula for various thermodynamic measures of circuit cost)
for implementing any given input-output function.
For example, suppose we are given a conditional dis-
tribution Π, input distribution p, and prior q. Can we
derive a useful bound (upper or lower) on the minimum,
over all formulas C that implement Π, of the gain in
EF due to using C rather than AO(C)? What about if
that minimum is evaluated subject to some restrictions
on the circuit, e.g., that it uses a given basis, obey some
upper bound on out-degree of the gates, etc.? What if we
consider Landauer circuit loss or mismatch circuit loss in-
stead? More importantly, can we construct circuits that
are guaranteed to fall within some bound of one or the
other of those circuit losses? How do the answers trade
off the size of the circuit and/or its depth?
Along similar lines, we can investigate different ways
of comparing circuits and equivalent AO devices. One
obvious issue is whether adopting the “second approach”
to compare mismatch costs we still get the result that cir-
cuits can have an arbitrarily large advantage (as we did
using the “first approach”). Similarly, it may be quite in-
teresting to compare circuits and equivalent AO devices
for specific classes of non-propagated priors. For exam-
ple, it seems plausible that in real-world circuits, all AND
gates have the same prior, all XOR gates have the same
(different) prior, etc.
Other future work concerns the physical assumptions
we made to derive our results. In particular, it is im-
portant to emphasize that even though our calculations
for cyclic circuits are exact, cyclic circuits themselves are
an idealization of current, real-world circuits. Most ob-
viously, it seems that many real-world circuits run each
of their gates in a subsystem process, in which the rest
of the circuit evolves independently of the gate, but still
produces non-zero EF (see Appendix C). To give a simple
example, dynamic memory can be modeled as a nonequi-
librium steady state, and although it produces relatively
little EF, it does produce some. So our assuming that
each gate evolves in a solitary process (a subsystem pro-
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cess in which “rest of the circuit” does not produce any
EF when a gate runs) is an idealization. Future work
involves relaxing this assumption, modeling each gate’s
operation as a subsystem process rather than as a solitary
process.
As another example of how our assumptions may be
violated, in real-world circuits, often the gates are not
reinitialized after every use. Instead, they keep the old
values of their input and output variables, which are then
overwritten when they are used again. In general, this
can increase both the Landauer cost and the mismatch
cost of the circuit. This opens the question of how the
costs in such circuits depend on the wiring diagram, etc.,
and comparing those dependencies to the analogous de-
pendencies for cyclic circuits.
Another assumption we made, which definitely is vio-
lated by real-world systems, is that the residual EP vec-
tor of all gates is zero. Even just allowing the residual
EP vector of non-wire gates to be nonzero would sub-
stantially modify the results presented above, and there-
fore the associated optimization problems. If we also
allowed the residual EP vectors of the wire gates to be
nonzero, then some completely different kinds of opti-
mization problems would arise. For example, there would
now be a priori advantages to reducing the number of
interconnects between non-wire gates. In addition, if we
modeled the residual EP vector of a wire gate as mono-
tonically increasing with the physical length of that wire,
then the kind of two-dimensional layout problems central
to the design of integrated chips would come to the fore.
Finally, it is worth emphasizing that the thermody-
namic circuit costs investigated in this paper are only a
special case of a more general phenomenon, of entropic
costs associated with almost every one of the “machines”
considered in computer science theory. More precisely,
there are many different ways of defining any specific
such machine that are equivalent as far as the compu-
tation they perform is concerned. However when imple-
mented as physical systems, the different definitions of
a given machine often result in different entropic costs.
Moreover, there is often a very rich structure to the en-
tropic costs of physical systems that implement the most
“conventional” way of defining a computational machine.
Evidently, under their most common definitions, al-
most all of the machines considered in computer science –
finite automata, push-down automata, Turing machines,
etc. — have thermodynamic losses compared to AO de-
vices that implement the same computation. Investigat-
ing these issues is a prime topic of future work.
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Appendix A: Properties of multi-divergence
In Eq.(8) we adopt the convention that we subtract
the sum involving marginal probabilities. In contrast,
in conventional multi-information we subtract the term
involving the joint probability.
To understand why we adopt this convention, consider
the case where X has two components, labeled XA and
XB, and use the chain rule for KL divergence to write
D(p(Xa, Xb)‖r(Xa, Xb)) =
D(p(Xb|Xa)‖r(Xb|Xa)))−D(p(Xa)‖r(Xa)) (A1)
D(p(Xa)‖r(Xa)) quantifies how easy it is to tell that a
sample xa came from p(xa) rather than r(xa). Similarly,
D(p(Xb|Xa)‖r(Xb|Xa)) tells us how easy it is, on average
(according to p(xb)), to tell that a sample xa came from
p(xa|xb) rather than r(xa|xb).
So Eq.(A1) says that the multi-divergence between p
and r is the gain in how easy it is for us to tell that a
sample xa came from p rather than r if instead of only
knowing the value xa I also know the value xb. In other
words, it quantifies how much information Xb provides
about Xa (on average), concerning the task of guessing
whether a given sample xa was formed by sampling p or
r. (Note that since multi-divergence is symmetric among
the components of x, D(p‖r) also quantifies how much
information Xa provides about Xb.) However, this in-
terpretation requires our convention, of subtracting the
sum of marginal divergences from the joint divergence
rather than the other way around.
In light of these properties of multi-divergence for vari-
ables with two components, we can interpret the multi-
divergence between two probability distributions both
defined over a space X that has an arbitrary number of
components as quantifying how much knowing one com-
ponent of X tells us about the other. This is similar
to what multi-information measures. Indeed, as men-
tioned in the text, D(p‖r) reduces to conventional multi-
information I(p) in the special case that r is a product
distribution.
Our convention also ensures that D(p‖r) cannot be
negative if r is a product distribution. This need not be
the case if r is not a product distribution however. In
particular, suppose the components of X are correlated
under r, but in a manner “opposite” to how they are
correlated under p. In this situation D(p‖r) can be neg-
ative. Intuitively, in such situation, being given a value
xb in addition to xa makes it harder to tell whether xa
was formed by sampling from p or from r.
To illustrate this, consider a very simple scenario where
X = {0, 1} × {0, 1}, and choose
p(xb) = δ(xb, 0)
p(xa|xb = 0) = 1/2 ∀xa
r(xb) = δ(xb, 1)
r(xa|xb = 0) = 1/2 ∀xa
r(xa|xb = 1) = δ(xa, 0)
Plugging into Eq.(7) gives
D(p(Xa, Xb)‖r(Xa, Xb))
= −
∑
xb,xa
p(xa|xb)p(xb) ln
[
r(xa|xb)
p(xa|xb)
p(xa)
r(xb)
]
= −(1/2)
∑
xa
ln
[
r(xa|xb = 0)
(1/2)
(1/2)
r(xb)
]
= −(1/2)
∑
xa
ln
[
(1/2)
(1/2)
(1/2)
δ(xa, 0)
]
= −∞
So on average, if you are told a value of xb that unbe-
knownst to you came from p, in addition to being told a
value of xa that unbeknownst to you came from p, then
you are less able to tell that that xa value came from p
rather than r.
This phenomenon is loosely similar to what’s some-
times known as Simpson’s paradox. This can be seen by
considering the instance of that “paradox” where we have
a distribution p(z, xb, xa) over three binary variables, and
simultaneously
p(z = 1|xb, xa = 1) > p(z = 1|xb, xa = 0)
for any value of xb, yet
p(z = 1|xa = 1) < p(z = 1|xa = 0)
For such distributions, if we are told the value of xb in
addition to the value of xa, we conclude that z if more
likely to equal 1 when xa = 1 than when xa = 0. This is
true no matter what we are told the value of xb is. Yet
we come to the opposite conclusion if we are only told the
value of xa, and are not told the value of xb (see [75]).
Appendix B: Proof of Theorem 15 and related
theorems
Theorem 11. Let X be a finite set, and ∆ the set of
probability distributions over X. Let Π(y|x) be any con-
ditional probability distribution of y ∈ Y given x ∈ X,
g : ∆ → R any linear function, and f : ∆ → R any
function of the form
f(p) = S(Πp)− S(p)− g(p)
With those definitions implicit, define q as the mini-
mizer of f within some convex set V ⊆ ∆,
q = min
p∈V
f(p)
Then, for any p ∈ V ,
f(p)− f(q) ≥ D(p‖q)−D(Πq‖Πp)
with equality if q ∈ relintV .
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Proof. Define a one-dimensional manifold of distributions
qǫ(x) := q(x) + ǫ(p(x)− q(x))
parameterized by ǫ ∈ [0, 1]. The directional derivative of
f at q in the direction p− q can be written as
dǫf(qǫ)|ǫ=0+≥ 0 , (B1)
where the inequality arises because q is a minimizer, and
p− q is a feasible direction given that p ∈ V . Using the
definition of f , we expand B1 as
dǫf(qǫ)|ǫ=0+= dǫ [S(Πqǫ)− S(qǫ)] |ǫ=0++dǫg(q
ǫ) (B2)
We first consider the first term on the RHS,
dǫ [S(Πqǫ)− S(qǫ)] |ǫ=0+
= dǫ

−∑
y∈Y
[Πqǫ](y) ln[Πqǫ](y)+
∑
x∈X
qǫ(x) ln qǫ(x)


∣∣∣∣∣∣
ǫ=0+
=

−∑
y∈Y
(dǫ[Πqǫ](y)) ln[Πqǫ](y)
+
∑
x∈X
(dǫqǫ(x)) ln qǫ(x)


∣∣∣∣∣∣
ǫ=0+
= −
∑
y∈Y
([Πp](y)− [Πq](y)) ln[Πq](y)
+
∑
x∈X
(p(x) − q(x)) ln q(x)
(B3)= S(Πp‖Πq)− S(Πq)− S(p‖q) + S(q)
where we’ve used that qǫ|ǫ=0= q, that Πqǫ = Πq+ǫ(Πp−
Πq), and that
∑
x dǫqǫ(x) = 0 (by normalization property
of distributions) and similarly for
∑
x dǫ[Πqǫ](x).
We next consider the dǫg(qǫ) term. Using the definition
of qǫ and the linearity of g,
dǫg(qǫ) = dǫ [g(q) + ǫ(g(p)− g(q))]
= g(p)− g(q) (B4)
The Theorem follows by combining Eqs. B1, B2, B
and B4.
dǫf(qǫ)|ǫ=0+
= S(Πp‖Πq)− S(Πq)− S(p‖q) + S(q) + g(p)− g(q)
= S(Πp‖Πq)− S(p‖q) + g(p)− f(q)
= D(Πp‖Πq)−D(p‖q) + S(Πp)− S(p) + g(p)− f(q)
= D(Πp‖Πq)−D(p‖q) + f(p)− f(q)
≥ 0
which implies
f(p)− f(q) ≥ D(Πp‖Πq)−D(p‖q) (B5)
Finally, we consider the case when q ∈ relintV . In this
situation,
q − ǫ(p− q) ∈ V
for sufficiently small ǫ > 0 [76, Prop. 138]. Thus, −(p−q)
is also a feasible direction, which means that the direc-
tional derivative dǫf(qǫ)|ǫ=0+ must be exactly 0, not just
positive. Then, B5 becomes an equality.
We now refine Theorem 11 into an equality, by restrict-
ing attention to islands of Π:
Theorem 12. Define f and Π as in Theorem 11, and let
c ∈ L(Π) be any island of Π. Define q as the minimizer
of f within ∆c,
q := min
p∈∆c
f(p)
Then, for any p ∈ ∆c,
f(p)− f(q) = D(p‖q)−D(Πp‖Πq)
(Recall that ∆c indicates the set of distributions over X
with support restricted to c.)
Proof. We prove that q must have supp q = c and is there-
fore in the relative interior of ∆c. The result then follows
by applying Theorem 11.
The proof works by contradiction. Assume that q has
supp q ⊂ c, and choose any p with supp p = c. Define the
manifold of distributions
qǫ(x) = q(x) + ǫ(p(x)− q(x))
parameterized by ǫ ∈ [0, 1]. For q to be the minimizer,
it must be that dǫf(qǫ)|ǫ=0+≥ 0 (otherwise, one could
take a small step from q toward p and thereby decrease
f). We will show that, when supp q ⊂ c and supp p = c,
limǫ→0+ dǫf(qǫ) = −∞, meaning that q cannot be the
minimizer. Thus, it must be that supp q = c.
Using a similar derivation as in Theorem 11 (but with-
out assuming ǫ = 0), we first expand dǫf(q
ǫ) as
dǫf(qǫ) = −
∑
y∈Y
([Πp](y)− [Πq](y)) ln ([Πq](y)
+ ǫ([Πp](x) − [Πq](x)))
+
∑
x∈X
(p(x) − q(x)) ln (q(x) + ǫ(p(x)− q(x)))
+ g(p)− g(q)
Now define the functions α(ǫ) and β(ǫ) as
α(ǫ) := −
∑
y ∈suppΠq
([Πp](y)− [Πq](y)) ln ([Πq](y)
+ ǫ([Πp](x) − [Πq](x)))
+
∑
x ∈supp q
(p(x)− q(x)) ln (q(x) + ǫ(p(x) − q(x)))
+ g(p)− g(q)
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β(ǫ) := −
∑
y 6∈suppΠq
([Πp](y)− [Πq](y)) ln ([Πq](y)
+ ǫ([Πp](x)− [Πq](x)))
+
∑
x 6∈supp q
(p(x)− q(x)) ln (q(x) + ǫ(p(x) − q(x)))
= −
∑
y 6∈suppΠq
[Πp](y) ln ǫ[Πp](y) +
∑
x 6∈supp q
p(x) ln ǫp(x)
= −
∑
y 6∈suppΠq
[Πp](y) ln[Πp](y) +
∑
x 6∈supp q
p(x) ln p(x)
+

 ∑
x 6∈supp q
p(x) −
∑
y 6∈suppΠq
[Πp](y)

 ln ǫ
We then further decompose β(ǫ) as
β(ǫ) = γ + η(ǫ)
where
γ := −
∑
y 6∈suppΠq
[Πp](y) ln[Πp](y) +
∑
x 6∈supp q
p(x) ln p(x)
(B6)
η(ǫ) :=

 ∑
x 6∈supp q
p(x) −
∑
y 6∈suppΠq
[Πp](y)

 ln ǫ (B7)
Using the fact that dǫf(qǫ) = α(ǫ) + γ + η(ǫ), we can
now write
lim
ǫ→0+
dǫf(qǫ) = lim
ǫ→0+
α(ǫ) + γ + lim
ǫ→0+
η(ǫ)
From Eq.(B6), it is easy to verify that γ is finite, and
that
lim
ǫ→0+
α(ǫ) = −
∑
y∈suppΠq
([Πp](y)− [Πq](y)) ln[Πq](y)
+
∑
x∈supp q
(p(x) − q(x)) ln q(x)
+ g(p)− g(q)
is also finite.
We now show that if supp q ⊂ c and supp p = c, then
lim
ǫ→0+
η(ǫ) = −∞ (B8)
First, consider any x ∈ supp q and any y ∈ Y where
Π(y|x) > 0. Note that [Πq](y) =
∑
x˜ q(x˜)Π(y|x˜) ≥
q(x)Π(y|x) > 0, meaning that it must be the case that
y ∈ suppΠq. That there cannot be any Π(y|x) > 0 where
x ∈ supp q and y 6∈ suppΠq. That means that for any
y 6∈ suppΠq, we can write
[Πp](y) =
∑
x˜ 6∈supp q
Π(y|x˜)p(x˜)
By definition of islands, there must be xˆ, xˆ′ ∈ c and yˆ ∈ Y
such that xˆ ∈ supp q, xˆ′ 6∈ supp q and Π(yˆ|xˆ) > 0 and
Π(yˆ|xˆ′) > 0. By the previous argument, it must be that
yˆ ∈ suppΠq. That means that∑
y 6∈suppΠq
[Πp](y) =
∑
y 6∈suppΠq
∑
x 6∈supp q
Π(y|x)p(x)
≤
∑
x 6∈supp q
p(x) −Π(yˆ|xˆ)p(xˆ)
Thus,
∑
x 6∈supp q p(x)−
∑
y 6∈suppΠq[Πp](y) ≥ c, where c :=
Π(yˆ|xˆ)p(xˆ) > 0. Plugging into Eq.(B7), and given that
ǫ < 1, we have
η(ǫ) ≤ c ln ǫ
Thus,
lim
ǫ→0+
η(ǫ) ≤ c lim
ǫ→0+
ln ǫ = −∞
Therefore, if supp q ⊂ c, limǫ→0+ dǫf(qǫ) = −∞, mean-
ing that q cannot be the minimizer.
We now prove a sequence of two lemmas, the second
of which will allow us to use Theorem 12 to establish our
desired result, Theorem 15.
Lemma 13. Let hX : X → L(Π) be a set-valued function
that maps each initial state x ∈ X to its island c ∈ L(Π),
so that x ∈ hX(x). There is another set-valued function
hY : Y → L(Π), defined by hY (y) = hX(x) if Π(y|x) >
0, that maps each final state y ∈ Y to an island of X.
Moreover, for any c ∈ L(Π),
p(X ∈ c) = p(hX(X) = c) = [Πp](hY (Y ) = c)
Proof. Note that by definition of islands, for any y ∈ Y
it is only possible to have Π(y|x) > 0 for x that belong
to a single island.
Consider some island indicated by c ∈ L(Π). Then,
[Πp](hY (Y ) = c) =
∑
y:hY (y)=c
[Πp](y)
=
∑
y:hY (y)=c
∑
x
Π(y|x)p(x)
=
∑
y:hY (y)=c
∑
x∈c
Π(y|x)p(x)
=
∑
x∈c
p(x)
∑
y:hY (y)=c
Π(y|x)
=
∑
x∈c
p(x)
= p(hX(X) = c)
Lemma 14. Define f,∆ and Π as in Theorem 11. For
any p ∈ ∆,
f(p) =
∑
c∈L(Π)
p(c)f(pc)
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Proof. We first write the function f as
f(p) = S(Πp)− S(p) + g(p) (B9)
By linearity of g, we have
g(p) = g
(∑
c
p(c)pc
)
=
∑
c
p(c)g(pc) (B10)
Using the functions defined in Lemma 13, write
S(p) = S(p(X))
= S(p(X,hX(X)))
= S(p(X |hX(X))) + S(p(hX(X)))
where we used the fact that hX is a deterministic function
of X , so S(p(X)) = S(p(X,hX(X))). Similarly, write
S(Πp) = S([Πp](Y ))
= S([Πp](Y, hY (Y )))
= S([Πp](Y |hY (Y ))) + S([Πp](hY (Y )))
By Lemma 13, S(p(hX(X))) = S([Πp](hY (Y ))), so
S(Πp)− S(p)
= S([Πp](Y |hY (Y )))− S(p(X |hX(X)))
=
∑
c∈L(Π)
(
p(hY (Y ) = c)S([Πp](Y |hY (Y ) = c))
− p(hX(X) = c)S(p(X |hX(X) = c))
)
=
∑
c∈L(Π)
p(X ∈ c)
(
S([Πp](Y |hY (Y ) = c))
− S(p(X |hX(X) = c))
) (B11)
Now, by definition, p(X |hX(X) = c) = p(X |X ∈ c) ≡
pc. In addition, [Πp](Y |hY (Y ) = c) is the distribution
over Y conditioned on the initial state being in c, so
[Πp](Y |hY (Y ) = c) = Πp
c.
Combining Eqs. B9, B10 and B11 and simplifying gives
f(p) =
∑
c∈L(Π)
p(c) [S(Πpc)− S(pc) + g(pc)]
=
∑
c∈L(Π)
p(c)f(pc)
Theorem 15. Define f,∆ and Π as in Theorem 11.
Then for any p ∈ ∆,
f(p) =
∑
c∈L(Π)
p(c)
[
D(pc‖qc)−D(Πpc‖Πqc) + fmin(c)
]
where
qc ∈ arg min
p∈∆c
f(p) ,
and fmin(c) = f(qc).
Proof. By Lemma 14, we can write f(p) =∑
c∈L(Π) p(c)f(p
c). By Theorem 12, we can write
each f(pc) as
f(pc) = f(qc) +D(pc‖qc)−D(Πpc‖qc) .
The rest follows by combining.
Theorem 16. For any distributions p and r and conditional distribution Π(y|x),
D(p‖r)−D(Πp‖Πr) =
∑
c∈Π(L)
p(c) (D(pc‖rc)−D(Πpc‖Πrc))
Proof. Use hX and hY defined in Lemma 13 to write
D(p(X)‖r(Y ))−D([Πp](Y )‖[Πr](Y ))
= D(p(X,hX(X))‖r(X,hX(X)))−D([Πp](Y, hY (Y ))‖[Πr](Y, hY (Y )))
(B12)= D(p(X |hX(X))‖r(X |hX(X)))−D([Πp](Y |hY (Y ))‖[Πr](Y |hY (Y )))
+D(p(hX(X))‖r(hX(X)))−D([Πp](hY (Y ))‖[Πr](hY (Y )))
By Lemma 13,
D(p(hX(X))‖r(hX(X))) = D([Πp](hY (Y ))‖[Πr](hY (Y ))) ,
so these terms cancel in Eq.(B12), giving
D(p(X)‖r(Y ))−D([Πp](Y )‖[Πr](Y ))
=
∑
c∈L(Π)
(
p(hX(X) = c)D(p(X |hX(X) = c)‖r(X |hX(X) = c))
− p([Πp](Y |hY (Y ) = c)D([Πp](Y |hY (Y ) = c)‖[Πr](Y |hY (Y ) = c))
)
24
=
∑
c∈L(Π)
p(X ∈ c)
(
D(p(X |hX(X) = c)‖r(X |hX(X) = c))−D([Πp](Y |hY (Y ) = c)‖[Πr](Y |hY (Y ) = c))
)
(B13)
where the last line follows from Lemma 13.
Observe that p(x|hX(X) = c) = p(x|X ∈ c) = p
c(x) and similarly for rc. As shown in Lemma 14, it is also the case
that [Πp](y|hY (Y ) = c) = Πp
c, and similarly for Πrc. The Theorem then follows by substitution into Eq.(B13).
Appendix C: The thermodynamics of subsystem
processes
1. Thermodynamic properties of arbitrary
subsystem processes
A subsystem process can start with A and B statis-
tically coupled. That coupling will often be reduced as
time goes on, even if there is no EP generated within
subsystems A or B. However, if the statistical coupling
between A and B is reduced, the process is not thermo-
dynamically reversible. So there can be system-wide EP
in a subsystem process, even if there is no EP generated
in either of the subsystems.
To quantify this, suppose we have a subsystem process
with subsystems A and B. Recall from Section VA that
the (subsystem) Landauer cost of subsystem A is the
drop in the entropy of subsystem A, which we write as
L(pA,ΠA) := S(pA)− S(ΠApA) , (C1)
or just L(pA) for short. (Note that for simplicity, we have
dropped the “0” subscript on distributions indicating that
they are initial distributions.)
Recall as well that we define the subsystem EP of
subsystem A as
σA(p
A) = Q(pA)− L(pA,ΠA) . (C2)
(We make analogous definitions for subsystem B. )
Next, since Q(pA) is linear in pA, Theorem 15 means
that we can apply the decomposition of EP in Sec-
tion III B to solitary processes and write
σA(p
A) =
∑
c∈L(ΠA)
pA(c)
×
(
D(pA(c)‖qA(c))−D(ΠApA(c)‖ΠApA(c)) + σminA (c)
)
where, in analogy to the development in the main text,
we define the subsystem prior qcA as any distribution
qA(c) ∈ argmin
r∈∆c
σA(r)
and by condition 3 of Definition 2, σA(r) ≥ 0 for all r.
This establishes the claim in the main text that
The decomposition of EP in Section III B ap-
plies to each subsystem separately in a sub-
system process.
So proceeding in analogy with the development in the
main text, we can write σA(p
A) as the sum of the sub-
system mismatch cost,
EA(p
A) = D(pA‖qA)−D(Π
ApA‖ΠAqA)
(where qA(xA) =
∑
c qA(c)q
c(xA) and as before the
choice of the probabilities qA(c) is arbitrary) and the
subsystem residual EP,∑
c∈L(ΠA)
pA(c)σminA (c) (C3)
Note that by condition 3 of Definition 2, subsystem resid-
ual EP is non-negative. (We make an analogous decom-
position for subsystem B.)
Now consider a system undergoing a subsystem process
that implements the distribution Π over XA ×XB, the
joint state of the two subsystems. The system-wide Lan-
dauer cost in this process is S(pA,B0 ) − S(Πp
A,B
0 ). How-
ever, this is just the Landauer cost of an AO device that
implements Π. So the difference between the system-
wide Landauer cost of a system undergoing a subsystem
process and the sum of the Landauer costs of the sub-
systems — the non-additivity of Landauer cost over the
two subsystems — is just the Landauer loss of the full
system undergoing the process.
On the other hand, in a subsystem process EF is ex-
actly additive over the two subsystems (by definition).
Moreover, in general the non-additivity of EF exactly
equals the non-additivity of Landauer cost plus the non-
additivity of EP, by Eq. (11). Combining establishes that
the nonadditivity of the EP must exactly equal negative
of the Landauer loss.
In more detail, expand
σ(p) = S(Πp)− S(p) +Q(p)
= S(Πp)− S(p) +Q(pA) +Q(pB)
= S(Πp)− S(p)
+ σA(p
A) + L(pA,ΠA) + σB(p
B) + L(pB ,ΠB)
(C4)
where we have used Eq. (C2). Eq. (C4) tells us that
the minimal EP generated by the entire system dur-
ing a subsystem process occurs when the two subsys-
tem residual EPs achieve their minimal values, i.e., when
σA(p
A) = σB(p
B) = 0. (For example, this could arise if
the subsystems evolve quasi-statically [77].) So the min-
imal system-wide EP is
S(Πp)− S(p) + L(pA,ΠA) + L(pB ,ΠB)
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= L(pA,ΠA) + L(pB ,ΠB)− L(p,Π) (C5)
Since L(p,Π) is the Landauer cost of an AO device that
applies Π to p, this establishes the claim in the main text,
that
The minimal system-wide EP in a subsystem
process is just the Landauer loss of the sub-
system process.
Finally, note that we can rewrite this Landauer loss as
the change in mutual information between subsystems A
and B during the process,
L(pA,ΠA) + L(pB,ΠB)− L(p,Π)
= S(pA) + S(pB)− S(p)
−
[
S(ΠApA) + S(ΠBpB)− S(Πp)
]
= Ip(A;B)− IΠp(A;B) (C6)
This establishes the claim in the main text, that
The Landauer loss during a subsystem process
is the drop in the mutual information between
the two subsystems as they evolve starting
from their (potentially coupled) initial joint
distribution.
2. Thermodynamics of subsystem processes
implemented with continuous-time Markov chains
The definition of a subsystem process can be applied to
a broad range of processes, including those with dynamics
during t ∈ [0, 1] that are non-Markovian and/or discrete-
time. However, an important special case is where the
system evolves under a time-inhomogeneous continuous-
time Markov chain (CTMC), as in stochastic thermody-
namics [29, 69]. To introduce this special case, we first
present a very quick review of CTMCs and stochastic
thermodynamics.
In a CTMC, the probability distribution over the states
evolves according to a (potentially time-inhomogeneous)
master equation. We write this as
dpt(x)
dt
=
∑
x′
Wt(x
′ → x)pt(x
′)
=
∑
x′,ν
W νt (x
′ → x)pt(x
′) (C7)
where each W ν indicates the transition rates induced by
a corresponding “mechanism” ν. (In addition,W
(ν)
t (x
′ →
x) ≥ 0 when x 6= x′, and for probability to be properly
normalized at all times,
∑
xW
(ν)
t (x
′ → x) = 0 for all
t, ν.) In stochastic thermodynamics, each mechanism ν
is usually understood to correspond to a thermodynamic
reservoir, such as a heat bath, which can exchange con-
served quantities with the system.
When a system evolves according to such a CTMC
the total entropic costs (EF, Landauer cost, mismatch
cost, residual EP) during the interval [0, 1] can be writ-
ten in terms of an integral over all trajectories, i.e.,
all sequences of state transitions. More precisely, de-
fine x = (N, ~x, ~τ , ~ν) as a trajectory of N + 1 succes-
sive states ~x = (x0, x1, . . . , xN ), along with times ~τ =
(τ0 = 0, τ1, τ2, . . . , τN ) of the associated state transitions
(where τN ≤ 1), and mechanisms ~ν = (nu1, ν2, . . . , νN )
corresponding to each state transition.
Then under the dynamics of Eq. (C7), the probability
of any particular trajectory is [31, 72]
p(x|x0) =
(
N∏
i=1
Sτiτi−1(xi−1)W
νi
τi
(xi−1xi)
)
S1τN (xN )
(C8)
where Sτ
′
τ (x) = e
∫
τ′
τ
Wt(xx)dt is the “survival probability”
of remaining in state x throughout the interval t ∈ [τ, τ ′].
The total EF out of the system during the interval can
be written as an integral weighted by these probabilities:
QP(p) =
∫
p0(x0)p(x|x0)
×
N∑
i=1
W νiτi (xi−1 xi) ln
W νiτi (xi−1 xi)
W νiτi (xi xi−1)
Dx
(C9)
As mentioned in the text, a simple sufficient condition
for a CTMC to be a subsystem process is that the two
subsystems evolve independently:
Proposition 17. Suppose that the joint distribution
p(a, b) over X = XA×XB evolves according to a CTMC
where for all mechanisms ν and all t ∈ [0, 1], the asso-
ciated rate matrix of the joint system evolution can be
written as
W νt ((a, b)→ (a
′, b′)) = W νt (a→ a
′)δ(b′, b) +W νt (b→ b
′)δ(a′, a)
for functions W νt (a→ a
′) and W νt (b→ b
′) that are valid
rate matrices over XA and XB, respectively. Then P is
a subsystem process over XA ×XB.
Proof. The form of the rate matrix means that it is im-
possible to have a state transition in which both xA
and xB change simultaneously. Accordingly, we write
x = (xA,xB), where xA = (N
A, ~xA, ~τA, ~νA), and simi-
larly for xB and expand Eq. (C8). (Note that as short-
hand, we do not explicitly indicate in this decomposition
that the value of xB doesn’t change when xA does and
vice-versa.)
If subsystem A undergoes a state transition from a→
a′ at time t while system B stays constant, the associated
value of the rate matrix is Wt(a→ a
′), and similarly if it
is subsystem B that undergoes a transition. In addition,
for any three times τ < τ ′ < τ ′′, the survival probabil-
ity of a subsystem not changing state between τ and τ ′′
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equals the product of the survival probability for going
from τ to τ ′ and the survival probability for going from
τ ′ to τ ′′. These facts allow us to expand Eq. (C7) to
evaluate the probability of a given trajectory x as
p(xA,xB|x
A
0 , x
B
0 ) =

NA∏
i=1
S
τAi
τAi−1
(xAi−1)W
νAi
τAi
(xAi−1x
A
i )

S1
τA
NA
(xANA)

NB∏
j=1
S
τBj
τBj−1
(xBj−1)W
νBj
τBj
(xBj−1x
B
j )

S1
τB
NB
(xBNB )
:= p(xA|xA0 )p(x
B|xB0 ) (C10)
If we marginalize both sides of Eq. (C10) over all com-
ponents of xA except the starting and ending values of
xA, do the same for xB, and then translate to the nota-
tion of Definition 2, we derive
Π(a1, b1|a0, b0) = Π
A(a1|a0)Π
B(b1|b0) (C11)
This formally establishes the intuitively obvious fact,
that P fulfills condition 1 of Definition 2.
Next, using Eq. (C9), we write the EF for P as
QP(p) =
∫
p(xA0 , x
B
0 )p(x
A|xA0 )p(x
B|xB0 )
×
[ NA∑
i=1
W
νAi
τAi
(xAi−1 x
A
i ) ln
W
νAi
τAi
(xAi−1 x
A
i )
W
νAi
τAi
(xAi  x
A
i−1)
+
NB∑
i=1
W
νBi
τBi
(xBi−1 x
B
i ) ln
W
νBi
τBi
(xBi−1 x
B
i )
W
νBi
τBi
(xBi  x
B
i−1)
]
DxADxB
=
∫
p(xA0 )p(x
A|xA0 )
NA∑
i=1
W
νAi
τAi
(xAi−1 x
A
i ) ln
W
νAi
τAi
(xAi−1 x
A
i )
W
νAi
τAi
(xAi  x
A
i−1)
DxA
+
∫
p(xB0 )p(x
B|xB0 )
NB∑
i=1
W
νBi
τBi
(xBi−1 x
B
i ) ln
W
νBi
τBi
(xBi−1 x
B
i )
W
νBi
τBi
(xBi  x
B
i−1)
DxB
= QP(p
A
0 ) +QP(p
B
0 ) (C12)
This establishes Item 2 of Definition 2.
Finally, note that QP(pA) is the EF that would be
incurred for a CTMC over state space XA with rate ma-
trices W νt (a
′
 a), (i.e., if subsystem B did not exist
at all). So by the Second Law of Thermodynamics [31],
QP(pA) ≥ S(p
A
0 ) − S(p
0
B), and similarly for QP(p
B).
Therefore the last condition of being a fractured process,
Item 3 of Definition 2, is satisfied.
This completes the proof that P is a subsystem process.
3. Thermodynamics of circuits whose gates are all
run with solitary processes
As mentioned in the text, in this paper we make the
simplifying assumption that every gate g is run with a
solitary process over Xg ∪Xpa(g). In the language of Sec-
tion IVC, this means that while any gate g runs, the
dynamics of the variables in the rest of the system does
not generate either any subsystem EF or subsystem Lan-
dauer cost, and therefore does not generate any subsys-
tem EP. This assumption allows us to evaluate the EF of
running an entire circuit as the sum of the EFs of running
the individual gates in the circuit.
A simple sufficient condition for a CTMC to be a soli-
tary process is that the sufficient condition in Proposi-
tion 17 holds, together with the additional requirement
that the state of B does not change under the CTMC:
Proposition 18. Suppose that the joint distribution
p(a, b) over X = XA×XB evolves according to a CTMC
where for all mechanisms ν and all t ∈ [0, 1], the asso-
ciated rate matrix of the joint system evolution can be
written as
W νt ((a, b)→ (a
′, b′)) = W νt (a→ a
′)δ(b′, b)
for a function W νt (a → a
′) that is a valid rate matrix
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over XA. Then P is a solitary process over XA ×XB.
Proof. By Proposition 17, a process whose rate matrices
have the hypothesized form is a subsystem process, and
by construction, the Landauer cost of subsystem B is
zero. To establish that subsystem B also generates zero
EF, simply plug in the usual convention that 0 ln[0] = 0
to establish that there is no EF for a rate matrix whose
entries are all equal to 0.
We restrict attention to subsystem processes that are
solitary from now on. (Future work involves extending
the analysis to arbitrary subsystem processes.) Since soli-
tary processes are subsystem processes, we know that the
minimal EP of a solitary process over subsystems A and
B is the drop in the mutual information between them
as the process runs.
Recall that we assume that the gates in a circuit C
run one after the other, in a sequence. (Assumption 2
in Section IVB.) This means that the AO Landauer cost
of the conditional distribution ΠC implemented by C,
S(pIN )− S(Π
CpIN ), is just the sum of the system-wide
Landauer costs of running all the separate gates in the
circuit, one after the other, due to cancellation of terms
in that sum. In turn, that sum of system-wide Landauer
costs equals the system-wide Landauer cost of running
C, due to cancellation of terms. (See Section VA.)
On the other hand, the gate-wise Landauer cost of run-
ning C is the sum of the subsystem Landauer costs of all
the gates, by definition. (Again, see Section VA.) So the
Landauer loss of the full circuit – the difference between
the AO Landauer cost and gate-wise circuit Landauer
cost – is the sum of the Landauer losses of the separate
gates.
As discussed above in Appendix C 1, this sum of Lan-
dauer losses is just the sum of the minimal system-wide
EPs that arise when each gate separately is run. More-
over, since we assume each gate is run in a solitary pro-
cess, the only system-wide EP that arises due to a gate
arises when that gate is run. So the sum of the minimal
system-wide EPs that arise when each gate separately is
run is the minimal system-wide EP that occurs when the
entire circuit is run. Combining establishes the claim in
the main text, that
The Landauer loss of running a (cyclic) cir-
cuit is the minimal EP in the full system that
arises due to its wiring diagram.
As a final comment, some work was done in [74] which
is related to the analysis above of the entropic costs of sin-
gle solitary processes. In particular, [74] contains a proof
sketch that the drop in mutual information between two
subsystems of a system undergoing a solitary process is
the minimal EP that could be generated using any phys-
ical system that implements the conditional distribution
of that process.15 In contrast to the analysis in [74], here
15 [74] uses the term “modularity dissipation” to mean what we
we present complete proofs rather than sketches. More
importantly, also in contrast to the results in [74], our
results apply for arbitrary subsystem processes (not just
solitary processes), even if there are multiple baths, and
even if LDB does not hold (cf. Appendix C 2.) Moreover,
the analysis here applies to mismatch cost and residual
EP, as well as Landauer cost (cf. Appendix C 1).
In addition, in this paper we extend the analysis be-
yond what is analyzed in [74], to consider full circuits that
comprise multiple interacting solitary systems, rather
than just a single solitary system. On the other hand, [74]
extends the analysis beyond what is analyzed in this pa-
per, to consider “information ratchets”, viewing them as
a sequence of solitary processes, one for each successive
symbol on an input tape that the information ratchet
processes.
[60] also contains work related to solitary process.
Like [74], the analysis in [60] assumes a single heat
bath, and LDB. However, the proofs in [60] are com-
plete. Moreover, the analysis in [60] is simpler than both
the analysis in this paper and the corresponding analysis
in [74]. That is because rather than consider the implica-
tions on a composite system’s minimal EF of a constraint
on how that system is allowed to operate (e.g., that it be
a solitary process), the analysis in [60] makes an assump-
tion about the relationship between the (uncoupled) prior
of the physical process underlying the composite system
and the actual initial distribution of the states of the
composite system.16 This allows [60] to exploit the de-
composition of EP into mismatch cost and residual en-
tropy in order to express the minimal EP as the drop in
mutual information between the two subsystems.
Appendix D: The limit of EP in which dynamics
becomes single-valued (noise-free)
We ended Section III B by claiming that we could cal-
culate the entropic costs of a process P ′ that has only a
single island, but is infinitesimally close to a process P
with multiple islands, by calculating the costs for P . We
establish that formally in this appendix.
To motivate this analysis, note that in any real-world
process designed with the goal of implementing some map
Π, invariably there will be some nonzero probability to
go between any pair of states. In these cases our process
refer to as “Landauer loss”.
16 More specifically, Eq. (C6) is closely related to Eq. 26 in [60],
which also involves a multi-information— but involves a very dif-
ferent scenario from the kinds of circuits considered here. Viewed
as a circuit, the system considered [60] is a set of N disconnected
gates, working in parallel, with their results never combined.
However, like the analysis considered in this paper, the analysis
[60] allows statistical correlations among the inputs. [60] de-
rives the mismatch cost that would arise (assuming zero residual
EP) for such a system if we used propagated priors for q = p, as
discussed in Section IVE.
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will actually implement some Π′ that is very close to Π,
but that has a single island.
Due to this, we can write Eq.(14) for our actual process
as
σP′(p) = D(p‖q
P′)−D(Π′p‖Π′qP
′
) + σminP′ (D1)
Typically though, we want our analysis of the thermo-
dynamics of a given desired conditional distribution Π
to not depend on very small deviations between Π and
a real-world implementation Π′. For example, for ana-
lyzing a physical process that carries out a logical AND
operation (which has multiple islands), we would want
to couch our analysis in terms of a logical AND, not in
terms of a conditional distribution that implements the
function AND with some small noise superimposed (not
least because we may simply not know the distribution
and properties of this noise).
For Π′ very close to Π and some initial distribution
p, the Landauer cost of Π′, S(p) − S(Π′p), will be very
close to the Landauer cost of Π, S(p)−S(Πp), This holds
because S(Π′p) will be very close to S(Πp) as long as Π′
is very close to Π (see proof of Proposition 19).
The situation is somewhat more complex for EP, how-
ever. There is a qualitative difference between the expres-
sion for EP incurred by Π′, Eq.(D1), and the expression
for EP incurred by Π with multiple islands, Eq.(14). In
particular, the residual EP for P ′ is a constant, σminP′ ,
and therefore is independent of p(c). This is unlike the
residual EP for any exact implementation of Π, in which
the residual EP has a linear dependence on p(c). So in
general, considered as a function of the distribution over
islands of Π, the residual EP changes discontinuously as
we change from a process P that implements Π exactly to
a process P ′ that implements Π approximately, as some
Π′ ≈ Π.17 This might lead us to worry whether we can
use the decomposition for Π, Eq.(14), to analyze any real-
world process P ′ that only implements Π approximately.
It turns out that, just as the residual EP considered
as a function of p(c) changes discontinuously when we go
from P ′ to P , so that the number of islands changes, so
does the form of the prior change discontinuously, from
one that is not conditional on c to one that is.18 There-
fore the functional form of the mismatch cost between p
and q also changes discontinuously. This discontinuous
change in the mismatch cost “cancels” the discontinuous
17 This peculiarity would disappear if for some reason as P gets
closer to P ′, the values σmin
P
(c) for the different c all approached
one another. However, there is no a priori reason to expect this
to be the case. Indeed, in general there is no physical reason that
the values σmin
P′
(c) for each of the islands of P should even be
close to one another.
18 To be precise, consider qP (xc). This is the marginal distribution
of the prior for the noisy process P, qP , down to the elements in
an island c ∈ L(Π′) of the noise-free process P ′. In general it will
differ substantially from the associated prior over the elements
of c that is optimal for P ′, qP
′
(xc).
change in residual EP, in the sense that this change is a
linear function of p(c), and so can be folded into the ex-
pression for the discontinuous change in residual EP. This
cancellation is formalized as follows (see Appendix E for
proof):
Proposition 19. Suppose we have a process P ′ that
implements a conditional distribution Π′ with a single
island. For any given conditional distribution Π with
|Π−Π′|1≤ ǫ, define the function
ΓP′(p) := S(Πp)− S(p) +QP′(p, ) .
Then,
σP′(p) ≈ D(p‖q˜)−D(Πp‖Πq˜) +
∑
c∈L(Π)
p(c)ΓminP′ (c)
where q˜c = argminr∈∆c Γ(p), Γ
min
P′ (c) = ΓP′(q˜
c), and
the choice of q˜(c) does not affect the calculation, so can
be set arbitrarily. The approximation becomes exact as
ǫ→ 0.
Proof. We first write
σP′(p) = S(Π
′p)− S(p) +QP′(p)
≈ S(Πp)− S(p) +QP′(p) = ΓP′(p) (D2)
where we’ve used [78, Thm. 17.3.3], which bounds the
entropy difference between two distributions using the ℓ1
norm between the distributions,
|S(Π′p)− S(Πp)| ≤ − |Πp′ −Πp|1 log
|Πp′ −Πp|1
|X |
Note that the function −x ln x|X| is increasing in x, thus
we can derive a bound that doesn’t depend on p via
|Π′p−Πp|1 ≤ maxx
|Π′(·|x)−Π(·|x)|1
≤
∑
x
|Π′(·|x) −Π(·|x)|1
= |Π′ −Π|1
Since |Π′ −Π| ≤ ǫ, the approximation in Eq.(D2) is ac-
curate to better than −ǫ log ǫ|X| .
The result follows from applying Theorem 15 while tak-
ing f to be ΓP′ .
We refer to the distributions q˜c appearing in Prop. 19 as
the (effective) priors of Π.
Observe that ΓP′ has the form of the EP function for
a physical process that carries out the conditional distri-
bution Π while having an EF function QP′(p). However,
in deriving this Proposition, we do not assume that such
a physical process necessarily exists. To highlight the
fact that we do not make this assumption, we use the
notation ΓP′ rather than σP′ .
Prop. 19 tells us that for a process P ′ that implements
a conditional distribution Π′ that has a single island, but
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is very close to another distribution Π with multiple is-
lands, EP will depend on an “information theoretic” term,
plus a term that is linear in the initial distribution p. The
information theoretic term is identical to the mismatch
cost that would be incurred by a physical process that
implemented Π perfectly. The linear term will not equal
the residual EP of P ′ in general (since the residual EP
of P ′ has no dependence on p(c)). Nonetheless, we will
sometimes use the expression “residual EP of P ′” to mean
that linear term, when the context make clear that we are
invoking Prop. 19.
Note that the same argument also applies to solitary
processes, and in particular solitary processes, as defined
in Appendix C.
Appendix E: Miscellaneous Proofs
1. Proof of Lemma 4
Proof. Because of how we’ve defined cyclic gates, Pg is a
solitary process for each gate g. Accordingly, Pg modi-
fies the variables Xg and Xpa(g) while keeping all other
variables in X fixed, and also decouples Xg and Xpa(g)
from the rest of the circuit, allowing EF to be expressed
purely as a function of the initial and final distributions
over Xg and Xpa(g).
Let (Xpa(g), Xg) be the state space of some gate g.
Again using our definition of cyclic gates, the map im-
plemented by g takes (xpa(g), xg = 0) to (xpa(g), xg =
Πgxpa(g)), via a process Pg. This allows us to write
the initial entropy of the gate as S(p(Xg, Xpa(g))) =
S(p(Xpa(g)) = S(ppa(g)), and to write the ending entropy
as S(Πgp(Xg, Xpa(g))) = S(Πgp(Xg)) = S(Πgppa(g)). So
L(ppa(g),Πg) = S(ppa(g))− S(Πgppa(g))
Similar simplifications apply to the gate’s mismatch cost.
Accordingly, since as described in Section IVA the de-
composition of applies to any subsystem process, the to-
tal EF of running any gate g is:
S(ppa(g)‖qpa(g))− S(Πgppa(g)‖Πgqpa(g))
+
∑
c∈L(Πg)
ppa(g)(c)σ
min
g (c)
Next, by definition, the total EF of a circuit is just
the sum over the gates in the circuit of the associated
(subsystem) EFs. Furthermore, as discussed in the main
text, wire gates have both zero Landauer cost and zero
mismatch cost. Plugging in and rearranging terms estab-
lishes the lemma.
2. Proof of Prop. 5
Proof. A cyclic AO device that implements a (possibly
vector-valued) function Π is just a single cyclic gate that
implements Π. This establishes (i).
Next, for all (v, g) pairs where v ∈ pa(g) and g ∈
G \ ch(VIN), define f(v, g) = v. Since by hypothesis all
gates in the circuit have out-degree 1, Π is invertible, i.e.,
it provides a bijection between
1. The set of all (v, g) pairs where v ∈ pa(g) and g ∈
G \ ch(VIN), and
2. The set of all non-output gates, G \ {V OUT}.
Since pVOUT = Π
Cp and similarly for q, this allows us to
expand
−
∑
g
S(pg‖qg) = −S(Π
Cp‖ΠCq)−
∑
g 6=VOUT
S(pv‖qv)
= −S(ΠCp‖ΠCq) +
∑
v∈VIN
S(pv‖qv)
−
∑
g
∑
v∈pa(g)
S(pv‖qv)
Plugging into Lemma 4 completes the proof.
3. Proof of Prop. 9
For simplicity consider the case where the input to
the circuit is a Boolean string, the overall conditional
distribution implemented by the circuit, Π, is a single-
valued function, and all gates implement Boolean func-
tions. (The more general case follows similarly.) Let
C = (V,E, F,X) be such a circuit that implements Π,
where for simplicity we leave the wire gates implicit.
Let v1 be any of the root nodes of C such that p(xv1)
is non-zero for both values of xv1 . (Since p is not a
delta function by hypothesis, there must be such a node
v1.) Again leaving wire gates implicit, run a “construc-
tion procedure” that produces a new circuit from C,
C′ = (V ′, E′, F ′, X ′) as follows:
1. V ′ = V ∪ {v′, v′OUT};
2. E′ = E ∪ {v1, v
′), (v′, v′OUT), (vOUT, v
′
OUT)};
3. F ′ = F ∪ {fv′ , fv′
OUT
} where fv′(xv1) = δ(xv′ , 0),
and fv′
OUT
(xvOUT , xv′ ) = xvOUT ∨ xv′
(Like X , X ′ is a set of binary spaces, one for each node
in the associated circuit.)
So C′ is the same as C with two changes. First, we
add a “bit-erasing” gate at v′ that gets its input from v1.
Second, we add a new output gate, v′OUT, that gets its
two inputs from the old output gate and from v′, and
sets the output of C′ equal to the inclusive OR of those
two inputs.
It is straightforward to see that C′ also implements
Π. In addition, the entropy under p at node v1, S(Xv1),
is non-zero. This is the Landauer cost to run the new
bit-erasing gate fv′ . Moreover, the Landauer cost to run
all the gates in C′ that are also in C is the same as the
Landauer cost to run them in C. So the total Landauer
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cost to run C′ is the total Landauer cost to run C, plus
S(Xv1).
Now run this construction procedure again to create a
new circuit C′′ from C′, which also implements Π, but
which has Landauer cost 2S(Xv1) more than C. Iterat-
ing, we can construct a circuit with an arbitrarily large
Landauer cost which implements Π.
4. Proof of Prop. 10
Proof. We establish the claim by example. Let C consist
of two gates that each take in a single bit and produce a
single bit whose value is 1, regardless of the input. (So
they are both “bit erasure gates”, loosely speaking.) So
for any distributions q, p and for both gates, ΠCqIN =
ΠCpIN. Therefore with g labelling the two gates,
∆QC(p, q) =
∑
g
(
S(ppa(g)‖qpa(g))
)
− S(pIN‖qIN)
=
∑
x1,x2
p(x1, x2) ln [q(x1, x2)]
−
∑
x1,x2
p(x1)p(x2) ln [q(x1)q(x2)]
=
∑
x1,x2
p(x1, x2) ln
q(x1,x2)
q(x1)q(x2)
(Note that in the special case that q = p, this expression
is just the mutual information between X1 and X2 under
p, and so is non-negative, in agreement with the fact that
Landauer circuit cost is non-negative.)
Choose q(0, 0) = q(1, 1) = ǫ, and q(0, 1) = q(1, 0) =
(1− 2ǫ)/2. So q(x1) is uniform, as is q(x2), and
∆QC(p, q) = 2 ln(2) +
∑
x1,x2
p(x1, x2) ln
[
q(x1, x2)
]
Also choose p(0, 0) = 1 − ǫ, and p(0, 1) = p(1, 0) =
p(1, 1) = ǫ/3. Then for ǫ sufficiently close to 0, the
only terms in the sum that are substantially nonzero
are x = (0, 0) and x = (1, 1). So if we now plug in
limǫ→∞ ǫ ln(ǫ) = 1, then in the limit of small ǫ we get
∆QC(p, q) ≃ 2 ln(2)− 2/3 + ln(ǫ)
which can be made arbitrarily negative by taking ǫ suffi-
ciently close to zero.
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