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To properly compare experimental results to calculated results, and to properly
design experiments based on calculated predictions, it is necessary to determine a
good estimate of the uncertainty of the calculated results, but for calculations used
in analyzing reactor experiments a complete and defensible uncertainty estimation is
not normally determined. A methodology that can be used to determine an estimated
uncertainty in the calculated response, or metric of interest, of test-object components
in reactor tests has been defined and has been exercised for a specific series of reactor
experiments.
The methodology groups all discernible uncertainty contributors into six cate-
gories: (1) source contributors, (2) response-function contributors, (3) cross-section
contributors, (4) geometry contributors, (5) material and thickness contributors, and
(6) numerical contributors. The response uncertainty contribution from each contrib-
utor is determined and combined to calculate the total response uncertainty.
The three contributor classes that generally contribute the greatest uncertainty
of the calculated response are the source contributor class, the response-function
contributor class, and the cross-section contributor class. For each of these classes,
the uncertainty of the contributors are expressed as covariance matrices to properly
address the interdependencies of the uncertainty information.
This methodology uses both discrete ordinate and Monte Carlo radiation trans-
port techniques. The discrete ordinate techniques can be used to create an initial
simple model of the test object, and the sensitivity information obtained is used to
focus on the most important uncertainty contributors. The Monte Carlo sensitiv-
iii
ity calculations uses existing perturbation techniques, but more extensively than has
been done previously.
The defined methodology was used to determine the uncertainty of calculated
responses for a specific series of experiments that had been performed in the Annular
Core Research Reactor at Sandia National Laboratories. The estimated uncertainties
for the calculation-to-experiment ratios were similar to the spread of results.
The calculated estimates from specific experimental configurations were investi-
gated to determine the origin of high uncertainty values and to look for systematic
calculation-to-experiment deviations. In particular it was found that, contrary to
expectations, the calculated source-uncertainty contribution could be as high as 20%
for the estimate of cadmium-covered gold foil activity in aluminum spheres, and that
the energy bin structure that was adequate for the radiation transport calculations
was unacceptably coarse for the sensitivity and uncertainty estimation.
As a result of this investigation it was determined that certain experimental
components had greater variation than expected. For instance, the thicknesses and
masses of cadmium activation-foil covers were measured, and it was determined that
there is almost a 10% standard deviation in the cover thickness, and although the
uncertainty contribution to the response is still relatively small for the configurations
considered, it had previously been neglected as a possible contributor.
iv
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Reactor experiments are performed for various reasons including both the desire
to test whether devices can survive high fluence neutron environments (are “radiation
hard”) and the desire to perform dosimetry studies and evaluate calculation tools and
models. To perform both of these types of experiments properly, it is necessary to
determine a good estimate of the uncertainty of the response of the neutron environ-
ment. For instance, if a calculation shows that an internal environment has a specific
value, but the relative standard deviation of the uncertainty is nearly one hundered
percent, the calculation is of little use. If the same calculated value has a relative
standard deviation of ten percent, the calculation may be quite useful in an analysis.
Currently, the uncertainty of radiation transport calculations are estimated without
the rigor required to assure that uncertainties include the influence of the uncertainty
of all involved problem aspects. The goal of this thesis is bring together and develop
the tools needed to estimate the total uncertainty of a calculated radiation environ-
ment or metric including the all significant contributions from the uncertainties of the
various inputs into the radiation transport problem for test objects in an experimental
reactor.
There are various situations where devices will be required to function during or
survive an exposure to a high neutron environment that can occur in nuclear power
reactor scenarios, nuclear space propulsion situations, accelerator experiments, fusion
reactor experiments, and nuclear burst scenarios. Reactor experiments are used to
2
determine the anticipated damage to the electronics and materials which make up
the devices and to assess whether the device can adequately function. For instance, a
strain gauge is used in reactor experiments to measure the strain of materials subject
to the reactor environment, and they must function throughout the experiment. Due
to an increase in electronic complexity, newer strain gauges can themselves fail during
a neutron exposure, and are therefore radiation tested to determine that they will
not fail at a designated minimum fluence (the number of neutrons multiplied by the
cosine of the neutron direction and a surface normal over the surface area). To test
whether the gauge can operate in the desired environment, it can be placed in a test
reactor and exposed to the required neutron environment. An adequate experiment
may require that the actual object tested include not only the strain gauge, but
also any supporting hardware to ensure that the strain gauge is properly operating,
and it may be impossible to place dosimetry foils or other neutron measurement
apparatuses close enough to the gauge to determine the actual neutron environment
to which the sensor was exposed. To account for this lack of knowledge of the actual
neutron fluence at the device of interest, two approaches are generally taken, (1)
to purposely over test or (2) to use radiation transport calculations to estimate the
neutron fluence. The first approach implicitly assumes that the over test amount is
sufficient to ensure that the sensor was exposed to the required environment, but if
the gauge fails it is unknown whether it failed due to an exposure much greater than
the required environment. The second approach allows a better test of the sensor to
the required environment, but requires an estimate of the calculation uncertainty to
have confidence that the experiment was to the specified level.
Another type of experiment that is commonly performed is more phenomeno-
logical in nature. A test object with a radiation monitoring device may be exposed
3
to the reactor environment, and the results of the experiment are used to determine
the manner in which materials react to neutron exposure or to compare to calculated
environments to evaluate calculation tools and data sets (primarily cross section ta-
bles). One example of this kind of test is described in better detail in chapter 5,
and in this experiment series passive dosimetry foils are placed at various depths in
spheres of various materials. When the dosimetry foils are exposed to neutrons, the
material in the foils is activated and the activity of the foils is measured. For instance,
if a nickel foil is placed in a neutron environment with neutrons over 2 MeV, some
of the nickel-58 will undergo a (n,p) reaction, and cobalt-58 will be produced. The
cobalt-58 will β decay back to nickel-58 with an approximately 71 day half-life, and
will produce an identifiable γ ray (with an approximately 0.81 MeV energy). Calcu-
lations are also made of the expected activation using radiation transport codes, and
the experimental results can be compared to the calculations to establish whether the
calculation tools and cross section data adequately capture the radiation transport
phenomenology. Required in this comparison is an estimate of the experiment uncer-
tainty and the calculation uncertainty, since the calculation and experimental results
can only be considered to compare well with each other if the calculated activation
and experimental activation agree within the estimated uncertainties.
Often calculations are used to estimate the energy dependent neutron fluence at
some location (a component of the test object) in a test object prior to an experiment,
and to estimate the effect that the neutron fluence has on the component. This effect
of the neutron fluence can be activation of materials or it can be displacement of
atoms in a lattice or thermally induced stresses (via heating by neutron reactions) or
other damage mechanisms (the measurable quantities associated with the damage of
materials or components are frequently referred to as damage metrics). The results
4
of these calculations can be used to improve the experimental test object design or
to determine the reactor operating conditions (power at which to run the reactor). A
good uncertainty analysis should be done to indicate if the results of calculations are
useful or if the variance is too large to assist in the experiment design.
The detailed estimation of the uncertainty in nuclear reactor experiments is also
useful in reducing the uncertainty of the interpretation experimental results during
a design analysis. For instance, if during the analysis of an experimental design
it is shown that the uncertainty of the fast neutron fluence in a test component is
unacceptably large due to possible air gaps in a test object, the test object may need
to be significantly altered to reduce the influence of air gaps.
In each of the situations above, the results of the radiation transport calculation
is generally referred to as the response and can be the neutron fluence, activity of
an isotope, or a damage metric. Much of the determination of the uncertainty of the
response at a test object component (location or part of the test object), involves
propagating the uncertainty of underlying data through the radiation transport cal-
culations to the component. The basic calculation elements involved in a radiation
transport calculation are illustrated in figure 1.1. The source of a transport calcu-
lation consists of a description of the energy and angular dependent distribution of
the neutrons entering the test object, the radiation transport takes the source and
simulates the scattering and absorption of the neutrons through the material making
up the geometry of the test object using cross section data, and finally the fluence at
the test object component of interest is folded with a response function that describes















Fig. 1.1. Schematic of radiation transport calculation flow.
As is detailed in chapter 3, one difficulty, as Zimmermann [88] indicates, with per-
forming uncertainty anaylsis is that the term uncertainty is not consistently defined.
The authors Ayyub and McCuen [8] define uncertainty as “knowledge incompleteness
due to inherent deficiencies with acquired knowledge”, and separate uncertainty into
three categories: ambiguity, approximations, and likelihood. Ambiguity arises from
having more than one outcome for a set of assumptions. Since all outcomes may not
be well known, this creates a subdivision of ambiguity due to this “unspecificity”,
and an alternate branch of ambiguity arises from the chance that an outcome may
be misdefining, and this is referred to as “nonspecificity”.
If an approximation is made, it can create uncertainty from “vagueness”, “coarse-
ness”, and “simplification”. Vagueness arises from the difficulty of expressing the
definition of sets of outcomes, coarseness is from the lack of precision in estimating
a set from its subsets, and simplification denotes the approximations that are from
estimating a set or procedure from simpler sets or procedures.
The likelihood branch of uncertainty denotes that outcomes have a stochastic
aspect. An example of this division of uncertainty is the unpredictability of the
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specific direction that a neutron will have after an inelastic scattering event with an
aluminum-27 atom. This likelihood branch of uncertainty (also called the probability
branch) is the uncertainty representation that is used in this thesis.
The uncertainty of the source, response-function, and the cross section are nor-
mally expressed by an energy-dependent covariance matrix. The covariance matrices
define the uncertainty of quantities of interest and relate the uncertainty of one quan-
tity with the uncertainty of another quantity, and for energy dependent functions (e.g.
source, response-function, cross sections) the quantities considered are frequently the
values of the functions of interest in energy bins. The covariance of the function for
two energy bins i (defined by energy bin edges Ei+1 and Ei) and j can be determined
from a series of coordinated measurements by:





(X in −X i) · (Xjn −Xj) (1.1)
where, X in and X
j
n are coordinated values of the function in bins “i” and “j”, and X
i
is the average of the X in values.
The method normally applied to estimate the relevant response in a test object
in a reactor neutron experiment is to: (1) take the free field neutron spectra (de-
rived from previous dosimetry experiments - as described in section 6.2.2), and (2)
use radiation-transport methods to compute the response at the appropriate model
location.
The uncertainty of the response is currently estimated by combining in quadra-
ture the standard deviation of an estimate of the uncertainty contributed from the
source uncertainty, an estimate of the uncertainty due to the response-function un-
certainty, an estimation of the historical variation of calculations to experiment from
previous similar experiments, and a Monte Carlo sampling uncertainty (if a Monte
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Carlo transport code was used) [21].
The contribution of the uncertainty to the response due to the uncertainty of











var(R)|S is the variance of the response R due to the source uncertainty.
NE is the number of energy bins.
f gR is the response function value for energy bin g.
Sg is the source (number of neutrons) in energy bin g.
cov(Sg, Sg′) is the covariance of the source in energy bin g and the source of bin g
′.
This estimate of the source uncertainty contribution is applicable for a component
directly exposed in the reactor core without any accounting for any transport through
test-object material.
The estimate of the response-function uncertainty contribution is estimated by






Sg · cov(f gR, f
g′
R ) · Sg′ (1.3)
where,




R ) is the covariance of the response-function in energy bin g and the response-
function of bin g′.
This estimate of the response-function uncertainty contribution is applicable for
a component directly exposed in the reactor core (the so-called free-field environment)
without any accounting for any transport through test-object material.
But the uncertainty estimated by the above procedure does not adequately ac-
count for many uncertainty contributors such as uncertainty in transport cross sec-
tions or variations in the thickness of parts (components) of the test object. As
importantly, it does not account for the change of the source and response function’s
uncertainty contribution to the response for components that are inside the test object
as opposed to the uncertainty calculated for free field environments.
In this thesis, a much more detailed approach is taken to determine the un-
certainty of the response considering all discernible and significant contributors to
the response uncertainty, and the actual contributions to the calculated response
uncertainty are determined by propagating the uncertainty of the elements of the
calculation for the response and detector of interest. A methodology is created and
exercised that can be employed to create this response uncertainty estimate, identify
the aspects of the calculation that contribute that greatest amount of uncertainty,
and can be used both for geometrically simple and for complex test objects.
1.1 Background
A straight-forward methodology is developed and used in this thesis to quantify
the uncertainty in the radiation environments and exposure metrics inside components
tested in reactor environments. This project has taken place under the direction and
funding of Sandia National Laboratories, and takes into account, and quantifies the
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expected effect of the discernible contributors to the uncertainty of the final exposure
metrics.
The goal of this study is to facilitate the determination of the uncertainty of
exposure or damage metrics inside components, and in this thesis will be restricted
to neutron exposures and metrics although the developed techniques can also be used
for other scenarios and particles. The specific metrics of interest vary from experiment
to experiment, but the basic solution procedure is similar. In accord with standard
practice in the radiation transport community, the exposure and damage metrics will
hereafter be generally referred to as the response (this is sometimes referred to as the
integral response metric). The response can be one of many quantities such as fluence
(neutron/cm2) or energy deposited (Grays) or heating (◦K) or activation (Bq/g). The
response is determined by integrating the quantity of the energy and angle dependent
neutron fluence at the test-object component multiplied by a function that specifies
the response obtained from a neutron with that energy and angle (equation 1.4). This







dE · fR(~x, ~Ω, E) · Φ(~x, ~Ω, E) (1.4)
where
R is the response (exposure or damage) metric.
Φ(~x, ~Ω, E) is the fluence (or number of neutrons per energy per angle (Ω) per area
perpendicular to direction ~Ω) at location ~x energy E and in direction ~Ω.
fR(~x,E) is the response function that gives the contribution of a neutron to the
1To reduce confusion, other uses of the term “response” will rarely appear in this paper, as will
the various forms of the verb “to respond”.
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response (R) as a function of energy E, position ~x, and direction ~Ω (e.g. to
determine the number of neutron absorbed, the response function will be the
absorption cross section - normally in cm−1).
An uncertainty contributor (or simply contributor) will herein refer to any aspect
of the problem that can add uncertainty to the response prediction. A specific example
of a contributor for a test object containing cadmium, would be the cadmium-113
neutron capture cross section for 1 eV neutrons (this cross section plays an important
role in assessing the source uncertainty in cadmium-covered gold activation foils).
For any real experiment, there will be a very large number of contributers, and the
contributors are divided into logical uncertainty contributor classes.
An uncertainty contributor class (or simply contributor class) is a grouping of
contributors with a common aspect. This grouping is done for convenience to en-
sure that uncertainties from the contributors are properly addressed. Six contributor
classes are defined herein for a reactor experiment, and they are:
1. Source magnitude and spectrum (energy and spatially dependent) uncertainties.
2. Response function (exposure/damage metrics) uncertainties.
3. Cross section uncertainties.
4. Test object geometric uncertainties.
5. Test object material size and density uncertainties.
6. Numerical uncertainties.
The uncertainty of one contributor is frequently not independent of the uncer-
tainty of another contributor. For instance, the uncertainty in the width of a gap in
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Fig. 1.2. ACRR geometry with test object (pink) in core fluence.
the test object geometry might be strongly correlated to the uncertainty in the size
of two test object elements that form the gap. Knowledge of uncertainty data for all
the various aspects of the problem is needed, including energy-dependent covariance
matrices for the cross sections, source spectrum, and response functions.
Figure 1.2 shows the Sandia National Laboratories’ Annular Core Research Re-
actor (ACRR) with a spherical test object in a dosimetry bucket placed in the core,
and this provides a basic layout of the comparison to experiments considered herein.
Although the basic analysis procedure considered can be applied to other reactors
and other neutron sources with other configurations and experimental procedures,
most of the details of this thesis are oriented to the comparison of a specific series of
experiments that were conducted by Sandia personnel at the ACRR (chapter 5).
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1.2 Overview of Determining Uncertainty Contribution
The estimation of the uncertainty contribution from a specific contributor re-
quires three basic items:
1. The nominal value of the contributor. For cross sections, this is simply the
cross section values, but for numerical uncertainty contributors there may be
no values per se.
2. The uncertainty of the contributor. For source and cross section uncertainties,
this will consist of covariance matrices.
3. The transfer function of the uncertainty of a contributor to the response. For
cross section, source, response-function, and material density contributors, this
is the sensitivity of the response to the contributor itself. For numerical uncer-
tainty, the transfer function may be unity.
For many contributors, the majority of the analysis time is spent determining
the sensitivity, and not in obtaining the uncertainty description for a contributor.
Unfortunately, for many aspects of the problem, uncertainty data does not exist, and
has to be estimated or bounded.
Since the main goal of this thesis is to facilitate the determination of the uncer-
tainty of the response due to the contributors, it is permissible to simply bound the
contribution from the lesser contributors and to perform detail calculations for the
major contributors to the response uncertainty. If the contributor classes are uncor-
related, the contribution of the classes are added in quadrature, and therefore if the
standard deviation of the minor contributor is less than ten percent of the standard
deviation of a major class, the minor class will effect the uncertainty estimation by
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less than one percent. The analysis of the contributor classes will proceed in the
following manner:
• Initial calculation of response.
• Initial calculation of uncertainty due to major contributor classes.
• Detailed response calculations.
• Detailed calculation of important contributors to response uncertainty.
• Bounding/initial calculation of uncertainty due to minor contributor classes.
– For small contributions: Add bounding contribution to uncertainty.
– For larger contributions: Perform detailed analysis as needed to establish
uncertainty contribution.
• Combine the uncertainty contributions from all contributors.
1.3 Overview of Uncertainty Contributor Classes
A brief overview of the contributor classes follows. A more detailed descrip-
tion of each, and the methods used to estimate the contribution of each to response
uncertainty is provided in chapter 4.
1.3.1 Source Magnitude and Spectrum Contributor Class
For the purposes of this thesis, the source is defined as the inward (towards
the test object) neutron fluence at the surface of the test object in the reactor core,
and the source can be modeled as an energy dependent spectrum multiplied by an
overall magnitude term. If the calculations are compared to experimental results, the
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uncertainty contribution from the source magnitude is often eliminated by comparing
the response at a detector of interest to a detector placed outside the test object. If
the uncertainty contribution from the source magnitude cannot be eliminated in this
manner (for pretest predictions, for instance), it can be estimated from the variation
in a common response metric seen from in different exposures of the same test object
from similar experiments.
Also for this thesis, it is assumed that the free-field spectrum and its covari-
ance are known. A determination of major contributors to the uncertainties in the
spectrum at the core of the reactor would be worthwhile, but is beyond the scope of
this thesis. For the comparison cases performed, an ACRR free-field neutron spec-
trum is used that was provided by Sandia National Laboratories [64]. This spectrum
had been determined from activation sensors using least-square based spectrum ad-
justment methods. While the least-square based method gives a best estimate of the
actual neutron spectra, inherent in the procedure are uncertainties. As well, some de-
viation from the free-field environment will exist due to the presence of the test object,
and the spectrum will need to be adjusted to account for this deviation. As is shown
below in the comparisons to experiment (chapter 7), the source uncertainty contrib-
utor class is one of the major causes of uncertainty in the test-object-component
response.
1.3.2 Response-Function Contributor Class
An energy and angle dependent response function is used to model the response
or behavior-of-interest of a test object component (or detector for dosimetry experi-
ments) to a neutron fluence. For many cases, the response-function will be an absorp-
tion or activation cross section, but the analysis to determine the response-function
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uncertainty contribution is generally much simpler than the analysis of the cross
section uncertainty contribution to a response uncertainty, since the cross section un-
certainty of a component must consider subsequent transport through the test object
geometry. The choice of what to consider as the response function can be subjective.
For instance, a common passive monitor used in dosimetry is a cadmium-covered
gold activation foil. The gold activates when exposed to a neutron environment via
a 197Au(n,γ)198Au reaction, and the cadmium cover greatly attenuates neutrons less
about 1 eV, so that the activated gold foil is used to indicate the number of neutrons
with energies from about 1 eV to 1 MeV – although the response is particularly sen-
sitive to neutrons with energies near a resonance at 5.043 eV. For a cadmium-covered
gold activation foil the response function could include the transport through the
cadmium (in which case the cadmium cover is considered part of the detector), or the
response function could be just be the gold activation (in which case the cadmium
cover is considered outside the detector and part of the test object geometry).
The values used to make up any response (other than a simple fluence response)
will have a degree of uncertainty that will need to be handled in response uncertainty
estimations.
1.3.3 Cross-Section Contributor Class
Basic cross-section uncertainties arise from several different origins among which
are: (1) the experimental or theoretical evaluation that determined the cross-section
values will always include uncertainties, (2) there are gaps in tested regimes, and
cross-section estimates have to be made, and (3) there is an inherent uncertainty in
using cross sections in predictive tools - no matter how finely binned in energy, the
cross sections will always contain some degree of averaging (or interpolation for point
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cross sections).
An additional source of cross-section uncertainty can be the presence of trace
elements in the test object. Real samples will not consist of perfectly pure materials
with precisely known isotopes, and any impurities will contribute to the uncertainty of
the expected response as cross section uncertainties. However, for well characterized
materials, this uncertainty contribution is generally much smaller than other uncer-
tainty contributions and can safely be ignored.2 The test objects in the experiments
considered in this study are composed of suitably well characterized materials, and
the uncertainty contribution from impurities is insignificant.
1.3.4 Test-Object Geometry Contributor Class
The geometric uncertainty can be broken down into two basic categories: (1) an
imperfect knowledge of the actual geometry, and (2) a simplified model of the actual
geometry.
If the geometry of a test object is not extremely rigidly controlled, it is possible to
have unexpected gaps and channels in a test object. Generally, calculation models will
not have any defects that can occur in real test objects, and excursionary calculations
can be made to determine the significance of these deviations from the expected
geometry.
If the models lack many of the fine detail of real test objects, this can obviously
create a discrepancy between actual environment and expected environments. A
reasonable determination of the extent of this uncertainty can be made by making
calculations of increasing detail for realistic geometries. If less-detailed model results
have a large discrepancy from finely modeled geometry results, it would indicate that
2For certain late time secondary gamma responses this is often not the case, but the scope of this
thesis is limited to neutron responses.
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sufficient detail is not included in the less-detailed model.
Frequently, to save runtime and to better investigate cross section features of
a specific experiment, one or two dimensional radiation transport calculations are
made. Doing a simplification to one or two dimensions, of course, adds a significant
geometric uncertainty to the problem that has to be examined. In many cases the
additional geometric uncertainty can be handled as a test-object-material thickness
and density uncertainty.
1.3.5 Test-Object-Material Thickness and Density Contributor Class
For real test objects, there will be allowed tolerances for each test-object compo-
nent. This tolerance specifies the (normally small) range of thicknesses allowed. As
well, real materials do not always match theoretical estimates of density, and hence
a range of densities could be expected. To first order, one would expect to be able to
model the material thickness and density variations as differences in cross sections,
since to first order most radiation-transport effects will depend on optical depth (the
non-dimensional quantity of the physical depth multiplied by the total cross section
and the atomic number density) rather than distance, density, and cross sections
separately.
1.3.6 Numerical Contributor Class
As with any modeling effort, the models will exhibit some basic deviation from
experiment. The uncertainties coming directly from the specific numerical algorithms
can be grouped into three areas:
1. Some deviation from experiment is attributable to the specific implementation
of the numerical solution used (so called round-off error). As well, for some
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calculations, a systematic deviation may be present, and should be accounted
for in an estimate of the response. One example of this is the ray effects that
are found in three dimensional discrete ordinates codes when point sources are
used [70].
2. The specific modeling resolution can create inaccuracies - for instance a poorly
gridded solution may not reflect the actual response well. This sort of error can
be revealed by running better energy and angular resolved calculations.
3. Monte Carlo codes will have an estimate of the standard deviation of the calcu-
lated environment due to statistical sampling. This standard deviation should
be reflected in the uncertainty of the calculated metrics. But also the inherent
statistical sampling affects the type of methods that can be used to determine
sensitivities to other contributors to uncertainty.
1.4 Forward and Adjoint Fluence
The forward fluence is the number of neutrons multiplied by the cosine of the
neutron direction and a surface normal over the surface area of interest. As is de-
scribed in section 2.3, the equations describing radiation transport support an adjoint
formalism. Mathematically this can be expressed readily in operator notation. The
equation to determine a response from a source and response-function in the forward
transport can be represented as:
R =< fr(~x,E, ~Ω, t), TS(~x′, E
′, ~Ω′, t′) > (1.5)
where,
~x is a geometric location,
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E is the neutron energy,
~Ω is the neutron direction,
t is time,
fR(~x,E, ~Ω, t) is the response function,
S(~x′, E ′, ~Ω′, t′) is the source description,
T is an operator that transports the source description to give the fluence at the
test-object component location of interest, and
<,> represents an integration of the product of the quantities in the left and right
hand sides of the brackets over time, position, energy, and direction.
The forward fluence represented as Φ(~x,E, ~Ω, t), and is TS(~x′, E ′, ~Ω′, t′).
Equation 1.5 can be written in an adjoint form by using the Hermitian adjoint
of the operator T (written as T †) as:
R =< S(~x,E, ~Ω, t), T †fR(~x′, E
′, ~Ω′, t′) > (1.6)
and the adjoint fluence (Φ∗(~x,E, ~Ω, t)) is defined as T †fR(~x′, E
′, ~Ω′, t′).
The adjoint fluence (Φ∗(~x,E, ~Ω, t)) is a convenient mathematical construct that
represents the contribution to the response of a single neutron from a geometric
location ~x, energy E, direction ~Ω at time t. The adjoint fluence can be represented
as the transport of “adjunctons” from the test-object component (or detector) to
the source locations. This is shown in figure 1.3, which diagrams this representation
of adjoint fluence transport as compared to the forward fluence. The solid lines








Fig. 1.3. Diagram of forward and adjoint transport. Solid lines represent paths that
contribute to the response and dashed lines represent non-contributing paths.
lines represent paths or path segments that do not contribute to the response. An
important aspect that is not represented in this figure is that the contribution to
the response is determined by multiplying either the forward fluence by the response
function at the energy of the neutron, or the adjoint fluence by the source at the
energy and time of the adjuncton. This means that although a forward neutron path
may reach the detector, there may be no contribution if the response function is zero
at that energy. Likewise, an adjoint path may reach the source, but if the source
spectrum is zero at the adjuncton energy, there is no contribution to the response.
As is described in section 2.3, an adjoint fluence at the source location can also
be determined using a forward transport calculation if the correlation to the source
energy is maintained through the calculation. Although this adjoint fluence is equal to
an adjoint fluence calculated via an adjoint transport calculation, the adjoint fluence
calculated from a forward transport calculation is referred to as a pseudo-adjoint
fluence in this thesis to emphasize the technique used.
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1.5 Basic Notation Used
To facilitate the clarity of the equations included, the following standard notation
is used:
Functions are normally written with dependences explicitly stated e.g. f(~x,E).
For various circumstances, for instance the cross sections used in discrete-ordinates
codes, it is required that a single value of a function be used for a energy bin (or
energy group). The group averaged value for a function f(~x,E) for a energy group








where, w(E) is a weighting function chosen to emphasis the more important aspects
of the functioned being averaged (this weight function is often the expected fluence).
For quantities like cross sections, the original function is known as a table of values
versus energy, and for a particular energy an interpolation is performed. This form
of an energy dependent cross section description is frequently referred as point cross
sections. Group averaged functions or variables will have the group variables written
as a subscript (e.g. fg(~x)), or as a superscript for cross sections (e.g. σ
g(~x)). Func-
tions or variables that take a specific value will take either a superscript or subscript
depending on the clearest formalism in the specific case (e.g. f i or ~xi). Normally, a
function missing a dependency that was previously stated has been integrated over
that dependent variable. Occasionally, the subscripts and dependency lists will be
omitted when equations get too complicated to easily include these lists with clarity
– in these situations, it will be noted in the text that the dependencies have been
omitted.
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The forward fluence is represented by Φ(~x,E, ~Ω, t), and the adjoint fluence is
represented by Φ†(~x,E, ~Ω, t). For forward fluences, group averaged and binned values
will be represented by a subscript, and for adjoint fluence by a superscript. In con-
ditions where more than one fluence is needed (such as the description of the source
spectrum adjustment), a superscript (subscript) will be added to differentiate the
forward (adjoint) fluences e.g. Φexg (~x, ~Ω, t), where the the superscript ex is used to
identify the fluence.
The microscopic cross sections are represented by lower case sigma’s (σ), and
macroscopic cross sections are represented by upper case sigma’s (Σ). Even though
this formalism can make it difficult to differentiate macroscopic cross sections from
summations, it is useful to be able to recognize whether microscopic or macroscopic
cross sections are being used. For cross sections a superscript is used for group
averaged quantities, and a subscript is used to designate reaction channels. The
subscript “t” refers to a total cross section, the subscript “el” refers to the elastic
cross section, the subscript “inel” refers to inelastic scattering channels, likewise
“abs” refers to absorption channels, and “x” refers to any channel (e.g. Σgx(~x) might
be some unspecified channel that is group averaged (in energy) and is dependent on
position ~x).
The variance of some quantity, qi, will always be written as: var(qi). The variance
of the response will therefore be written var(R). The covariance of two quantities, qi
and pj, is written as cov(qi, pj).
1.6 Relevant Past Studies
The estimation of uncertainty in radiation transport calculations has been a
persistent field of study for many years, and research is continuing. A few of these
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studies with significance to this project are listed below:
Olhoeft, 1962: Olhoeft introduces Monte Carlo differential operator perturbation
technique.
Takahashi, 1970: Takahashi uses the Olhoeft technique, and applies it to determine
the sensitivity of reactivity due to a geometric change in a pulsed fast reactor
system [84].
Hall,1980 & Rief,1984: Hall uses this basic technique to determine sensitivity due
to cross-section changes, and Rief applies the technique to the MCNP (Monte
Carlo Neutron Photon) code. This method has been refined, and is the pertur-
bation sensitivity technique currently in MCNP [37].
Maerker, et al., 1985-1987: Maerker, et al., developed a system (LEPRICON) to
use calculations and experimental data to estimate the uncertainty of the pres-
sure vessel fluence rate and activation in light water reactor to better determine
the life span of the pressure vessel [50][51][52].
Kodeli, 1986-2000: The codes SUSD(1986) and SUSD3D(2000)are created that
calculate the sensitivity coefficients of the response (damage metrics) to cross
sections from forward and adjoint fluence rates using first-order perturbation
theory, and then calculates standard deviation from ENDF/B-VI cross-section
covariances. The technique used in SUSD3D (described further below) is applied
to forward and adjoint fluence rates obtained from discrete-ordinates calcula-
tions [45] [69].
Childs, 1999 SEN1 is created from the FORSS ( 1970) computer code, to determine
sensitivity coefficients and standard deviations in a manner similar to SUSD3D
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for one and two dimensional discrete ordinates studies [16].
Chucas, et al., 1999: Chucas et al. perform a full uncertainty analysis of spe-
cific benchmark experiments using the proprietary Monte Carlo transport code
MCBEND using the JEF 2.2 based data [61]. The cross section sensitivity
techniques in MCBEND are those of Hall [37], and considers a full range of
uncertainty contributors.
Kawano, et al., 2006: Kawano et al. calculated the uncertainty contribution of the
239Pu fission cross section using a sampling technique in MCNP. This technique
requires the diagonalization of the covariance matrix so the cross sections can
be varied in a consistant manner by choosing pertubations of the uncorrelated
diagonal terms, and relating these perturbations to changes in cross-section
values. [42]
This work described above differs from the work in the thesis in that:
• All contributors to the response uncertainty are being considered with appropri-
ate uncertainty propogation for both discrete ordinate and Monte Carlo trans-
port techniques. Although previous authors have addressed aspects of the un-
certainty calculation, the work in this thesis is oriented to a complete calculation
of uncertainty.
• The analysis in this thesis utilizes both discrete ordinate and Monte Carlo so-
lutions to the uncertainty analysis, and the advantages of each technique can
be used to create good estimates of the uncertainty.
• A new derivation is made of the basic Monte Carlo cross section pertubation
technique equations and extends these equations to higher order terms.
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• The uncertainty for secondary energy and angle distributions can be estimated
and bounded for cases where the underlying covariance data is absent in the
cross section evaluations.
• A comprehensive methodology is used to calculate an uncertainty that is com-
pared to results of a series of experiments to determine whether the total re-
sponse uncertainties calculated are consistent with the spread of results ob-
tained.
1.7 Calculational Tools
The following is a description of some of the major tools that were used in the
analysis presented in this thesis. The calculation tools can be subdivided into (1) cross
section manipulation and analysis tools, (2) radiation transport codes, (3) sensitivity
and uncertainty analysis tools, and (4) miscellaneous data manipulation tools (see
figure 1.4). Many of the calculational tools are well accepted, and have been in use
for many years, while others were created specifically for the work described in this
thesis.
Four codes were created specifically to support the analysis reported in this
thesis. The NSCOV code was created to produce a cross-section covariance matrix
when uncertainty data is not availible from cross section evaluations. The SPECADJ
code was created to produce a source spectrum that is adjusted from a free-field
spectrum to account for the presence of the test object (see section 6.2.3). The
new code COVFOLD determines the source and response-function uncertainty from
radiation transport results, and the SENSMCNP2 code calculates the cross section
sensitivity and uncertainty contributions from MCNP perturbation calculations. In
























Fig. 1.4. Major calculation tools used. Tools that were modified significantly for this
project are marked by (∗), and tools written specifically for this project are marked
by (∗∗)
SUSD3D code to produce and read cross section covariance data in different file
formats.
1.7.1 Cross section analysis tools
The cross sections analysis tools are used to process cross-section and cross-
section covariance data as stored in evaluated cross section files into file formats that
can be used by radiation transport and sensitivity and uncertainty analysis codes.
NJOY: NJOY is the primary tool used to process the cross section evalua-
tions used in the analysis presented here. The current version is NJOY-99, and it is
a computer code system used to prepare ENDF-6 formatted cross section data (both
the cross section themselves and the covariance data) into forms useful to trans-
port codes. From the NJOY “readme” file: “NJOY handles a wide variety of nuclear
effects, including resonances, Doppler broadening, heating (KERMA), radiation dam-
age, thermal scattering (even cold moderators), gas production, neutrons and charged
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particles, photoatomic interactions, photonuclear reactions, self shielding, probability
tables, photon production, and high-energy interactions (to 150 MeV).” [47] NJOY-99
was written at Los Alamos National Laboratory.
TRANSX: TRANSX [48] reformats NJOY output group-averaged cross sec-
tions into formats that can be readily used by transport codes such as DOORS [70]
and DANTSYS/PARTISN [4][67]. TRANSX can also be used to combine several
group averaged isotope cross sections into a single cross section set. This feature
was used to create a single material cross-section representation for polyethylene for
use in DOORS (ANISN) and DANTSYS. Transport codes generally can perform this
“mixing” internally, but for ANISN, the memory required for the 640 group cross
section sets made it prohibitive to use more than one cross section set in a single run.
COVFILS2 - BOXRDRV: COVFILS-2 [59] is a set of group averaged cross
sections with covariances that was compiled for use in the fusion reactor calculations.
This set of data has some covariance matrices that are unavailible in the standard cross
section evaluations - the most important to this study is aluminum 27. Associated
with this data set is a utility for accessing the data in this set called BOXR. The
BOXR code was greatly modified (and renamed BOXRDRV) to support this project
by writing the COVFILS-2 data in formats such as the group averaged ENDF format.
NSCOV: NSCOV creates covariance matrices from different standard cross
section evaluations, and follows the logic described by Naberejnev and Smith [60].
MANIPULATE: MANIPULATE is a integrated set of cross section, covari-
ance matrices, and source description procesing modules. MANIPULATE was written
by Sandia National Laboratories personnel, and is primarily used in this work to fold
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a bare foil response function directly to a source, and to determine the source and
response function contribution to the response uncertainty for this simple case.
1.7.2 Radiation Transport Codes
All the following standard radiation transport codes are used to calculate the
forward fluence at locations in the test ojects.
The discrete ordinate code packages DOORS, DANTSYS, and PARTISN can
be used to determine the adjoint fluence(section 2.3) based on a response function at
various locations in a test object. The combination of the forward and adjoint fluences
can be used to determine the sensitivity of the response to cross sections, and the
forward and adjoint fluences are used individually to determine the response-function
and source uncertainty contributions.
The Monte Carlo codes MCNP and Geant4 can be used to produce a pseudo-
adjoint fluence (section 2.3.2), and the calculated forward and pseudo-adjoint fluences
are used individually to determine the response-function and source uncertainty con-
tributions. The MCNP code include a perturbation technique that is used in this
thesis to determine the sensitivity of the response to cross sections using the SENSM-
CNP2 code. The perturbation method in MCNP is often used in sizing studies, and
to determine specific cross section sensitivity studies, but the extensive application
of the to cross section uncertainty calculation with up to 154 perturbation in a single
MCNP run is unique to this thesis.
MCNP: MCNP [68] is one of the main radiation transport work horses used in
the radiation effects community. It is a three dimensional Monte Carlo transport code
that can handle the transport of neutrons, photons, and electrons. MCNP uses either
continuous energy point-wise cross sections or multigroup cross sections. The input
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allows for extremely general geometry description. MCNP includes a pertubation
method to allow calculation of the sensitivity of a response to geometric or cross
section variation. This pertubation method is re-derived in chapter 4.
Geant4: Geant4 [1][5] originated as a tool to perform high energy physics simu-
lations. It has since been extended to be able to handle very general particle transport
through material, and can handle neutron energies down to thermal. Geant4 is gain-
ing acceptance in much of the high energy and nuclear communities, and can be of
good utility in this study. It is written in C++ using object oriented design princi-
ples - which has both good and bad features. For instance, the programming style
makes it relatively easy to add a pseudo-adjoint calculation ability like MCNP has,
but Geant4 is more cumbersome to set up and use on new problems (due to the pro-
gramming style), and is significantly slower than MCNP. Geant4 was primarily used
in this study to perform comparisons to the basic calculations produced by MCNP.
DOORS: DOORS [70] is a discrete ordinates neutron and photon transport
code system. The package includes a one dimensional transport code (ANISN) and
a two and three dimensional transport code (DORT-TORT). Energy dependence is
handled by using a multigroup formulation. DOORS was written at Oak Ridge
National Laboratory. Initially, most of the discrete ordinate calculation in this thesis
were created using the one-dimensional code ANISN, but due to memory limitations
in ANISN, DANTSYS was used as the primary discrete-ordinate tool instead.
DANTSYS/PARTISN: DANTSYS [67] is a discrete ordinates neutron and
photon transport code system, and PARTISN [4] is a recent parallelerized version of
DANTSYS. The package includes one, two, and three dimensional transport codes
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(ONEDANT, TWODANT, THREEDANT). Energy dependence is handled by using
a multigroup formulation. DANTSYS was written at Los Alamos National Labora-
tory. DANTSYS/PARTISN was the primarily code used to perform discrete-ordinate
calculations in this thesis.
1.7.3 Sensitivity/Uncertainty Analysis Tools
The sensitivity and uncertainty analysis tools are used to calculate the sensitiv-
ity of the response to cross sections, and to determine the uncertainty contributions
to the response uncertainty of cross sections, to the energy dependent source spec-
trum, and to energy dependent response functions. The COVFOLD code (which is
used to determine the source and response-function uncertainty contributions) and
the SENSMCNP2 code (which determines the sensitivity of the response to cross sec-
tions and the uncertainty contribution to the response) were created for the project
described in this thesis.
SUSD3D: SUSD3D [69] is used to perform sensivitivity and uncertainty anal-
ysis from discrete ordinates forward and adjoint fluence calculations due to cross
section uncertainty. The sensitivity method used in SUSD3D is described in chapter
4, and the sensitivities are combined with cross section covariance matrices using the
Law of Error Propogation equation (see chapter 3). Although SUSD3D can handle
one-, two-, and three-dimensional transport problems, only one-dimensional analysis
was needed in this thesis. SUSD3D was modified to readily accept data created by
the BOXR utility for the COVFILS2 data set (section 1.7.1).
COVFOLD: COVFOLD was created for the analysis described in this the-
sis, and calculates the uncertainty contribution from the source uncertainty and the
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response function uncertainty classes. COVFOLD can use either adjoint fluences as
calculated by DOORS or DANTSYS or pseudo-adjoint fluences calculated by MCNP
or Geant4 along with the source uncertainty to calculate the response uncertainty con-
tribution. COVFOLD likewise can use forward fluences from DOORS, DANTSYS,
MCNP, or Geant4 along with response function uncertainties to calculation the total
contribution to the response uncertainty. Unlike SUSD3D, COVFOLD accounts for
the uncertainty correlations that occur if a foil placed outside the test object is used
to scale the response. Section 6.3 describes the response calculations performed by
COVFOLD.
SENSMCNP2: SENSMCNP2 is a utility created for this study that fold sen-
sitivity data calculated by MCNP (using the MCNP “PERT” method) to cross section
covariance matrices.
1.7.4 Miscellaneous Data Manipulation Tools
Various utility codes and functions were created to assist in the calculations per-
formed in this thesis, but are not called out separately due to their relative simplicity.
SPECADJ: SPECADJ performs the spectrum adjustment described in sec-
tion 6.2, and was created for the analysis in this thesis. This adjustment uses full
reactor calculations from MCNP to adjust the source spectrum to account for the
presence of the test object in the reactor core. The spectrum used as the source in
most of the calculations is a free field spectrum, and while the effect on the response






In order to properly describe the sensitivity of a response to elements of ra-
diation transport calculations, a derivation of the basic transport equation follows.
Starting with a continuity equation, the Boltzmann equation will be presented in
its integro-differential form, and from this equation, transport equations that can be
used in Monte Carlo will be derived and transport equations as used in discrete or-
dinates calculations will be briefly reviewed. More detailed derivations are presented
elsewhere [18][82], and the derivations presented here will stop short of the full de-
tails that are involved in particular implementations. The details used for specific
transport code systems can be found in the code system manuals [67][68][70]. The
description of the transport equations and procedures for the Monte Carlo method is
far more detailed than that for discrete ordinates so that the derivation of the pertur-
bation operator technique has a proper foundation. The sensitivity method used for
discrete ordinates relies less on the calculation details, and therefore a less detailed
description is presented.
If the number of neutrons at a location ~x (within a volume element ±d~x/2) with
a given energy E (within an energy interval ±dE/2) at a given time t (±dt/2) is
given by n(~x,E, t) · d~xdEdt, the continuity equation governing n is:
∂
∂t
n(~x,E, t) = −∇ · (~un) +GI(~x,E, t)− LI(~x,E, t) (2.1)
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where ~u is the neutron velocity, GI(~x,E, t) is a gain rate term (in neutrons/time),
and LI(~x,E, t) is the loss rate term.
For convenience, the fluence Φ - the number of neutrons crossing a surface per-
pendicular to the velocity per second - is preferable to n. If Φ(~x,E, ~Ω, t) is the fluence




Φ(~x,E, ~Ω, t) = −u~Ω · ∇Φ(~x,E, ~Ω, t) +G(~x,E, ~Ω, t)− L(~x,E, ~Ω, t) (2.2)
The terms G(~x,E, ~Ω, t) and L(~x,E, ~Ω, t) are the angle dependent gain and loss terms.
Clearly, GI and LI are equal to the integration of G and L over angle.
The gain term is the sum of:
• A source rate term.
• A scattering term relating the scattering of neutrons from a direction Ω′ and
energy E ′ to direction Ω and energy E at ~x and t.
• A fission term accounting for neutrons generated by fission events at location ~x
and time t.
The loss term is simply the fluence multiplied by the total cross section. The
cross sections enter into the transport equations as macroscopic cross sections. The
macroscopic cross section for an isotope is the microscopic cross section multiplied
by the number density of the isotope, and the macroscopic cross section for a specific
channel can refer to the sum over isotopes in a material of the product of the micro-
scopic cross section for a isotope and its number density (equation 2.3). In practice,
the actual cross sections are usually left in units of barns/atom, and the number
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σix(E) · ρNi (2.3)
where,
Σx(E) is the macroscopic cross section for some channel x (in cm
−1).
σix(E) is the microscopic cross section (in barns) for channel x and isotope i.
ρNi is the number density (in atoms/(cm barns)) for isotope i.




















′ → E)νΣf (~x,E ′) · Φ(~x,E ′, ~Ω′, t)−
Σt(~x,E) · Φ(~x,E, ~Ω, t) (2.4)
where,
S(~x,E, ~Ω, t) is the source term in neutrons/time/volume.
Σs(~x,E
′ → E, ~Ω′ → ~Ω) is the macroscopic scattering cross section that describes the
scattering of a neutron with energy E ′ and direction ~Ω′ to E and ~Ω. Integrating
Σs(~x,E
′ → E, ~Ω′ → ~Ω) ·Φ(~x,E, ~Ω, t) over all E ′ and ~Ω′ yields the neutron rate
density contribution from scattering. Σs(~x,E
′ → E, ~Ω′ → ~Ω) is a sum over the
individual scattering channels.
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keff is the criticality coefficient (that defines the multiplication rate).
χf (~x,E
′ → E) is the fraction of neutrons from a fission initiated by a neutron with
energy E ′ that will have energy in the range E − 1
2
dE to E + 1
2
dE.
ν is the number of neutrons emitted by a fission.
Σf (~x,E
′) is the fission cross section for a neutron with energy E ′ in area/neutron.
Σt(~x,E
′) is the total cross section for a neutron with energy E ′ in area/neutron.
Equation 2.4 is the integro-differential Boltzmann equation. The source term in
this equation can either be a description of the inflow of neutrons from a boundary,
or from a spontaneous fission source - such as Californium 252. Neutron induced
fissions are described in the fission term in equation 2.4. The scope of this thesis is
the uncertainty in test object components in a reactor. The source of neutrons is
a free field spectrum that will be given just outside the test object, and has been
determined experimentally. The test object itself will generally contain no fissionable
material, since the experiments are oriented toward either ensuring that devices work
properly in a neutron environment or measuring material response. For this reason
the fission term will be not be explicitly retained. For situations where fissionable
material exists in the test object, the fission term in equation 2.4 can be folding into
an adjusted scattering term rather than specifically called out so that the derivations
below can be used with fissionable materials. The adjusted scattering cross section
Σsa(~x,E
′ → E, ~Ω′ → ~Ω) is given by:
Σsa(~x,E




′ → E)νΣf (~x,E ′) (2.5)
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2.1 Monte Carlo Transport Equations
For Monte Carlo transport, the integro-differential Boltzmann equation (equation
2.4) will be reformulated into an integral form, and fluence representation (neutrons
crossing a surface) will be replaced by a neutron emergent density representation
(neutrons emerging from reactions) that is useful for describing a basic Monte Carlo
transport algorithm1. From this description, the perturbation operator formalism
that is used to determine the sensitivity of the response to cross sections will be
derived.
To obtain an equation that describes the fluence at a point of interest rather
than the change in fluence with time, it is useful to introduce a variable ~r that is
defined at the difference between the point of interest ~x and an arbitrary point, ~x′.
Clearly, a neutron at point ~x′ will directly effect the fluence at point ~x (prior to a
scatter) only if it is traveling in the direction of ~r, which direction is defined as ~Ω, so
that ~x = ~x′+ r~Ω. The time that a neutron takes to reach ~x from ~x′ is r
u
, so t = t′+ r
u
,
where t is the time the fluence is augmented at ~x and t′ is the time that the neutron
was at ~x′. This leads to:
dΦ(~x,E,Ω, t)
dr





The fluence can be written as Φ(~x + r~Ω, E, ~Ω′, t − r
u
), and the total (energy
dependent) fluence can be determined at ~x by integrating over space ~x′ and direction
~Ω′. The integration over space and angle reduce to an integral over distance (r) from
the point ~x and an integral over the direction ~Ω from ~x, since only the fluence directed
from the integration point ~x′ to ~x contribute to the fluence directly.
1The derivation presented here is built on that of Stevens [82], but deviates from Stevens in the















∂Φ(~x+ r~Ω, E, ~Ω, t)
∂r












and requiring that the fluence be zero at r = ∞, the integration over r yields the
integral Boltzmann equation:

























The response, R, is normally given by integrating the fluence times the response











dEfr(~x,E, ~Ω, t) · Φ(~x,E, ~Ω, t) (2.9)
An emergent particle density2, χ(~x,E, ~Ω, t), is defined in equation 2.10, and is
2the nomenclature here follows Stevens [82], other authors refer to this as the birth-rate density
[31].
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the density of particles emerging from a source or reaction 3.





′ → E, ~Ω′ → ~Ω, t) · Φ(~x,E ′, ~Ω′, t) (2.10)











· χ(~x− r~Ω, E, ~Ω, t) (2.11)
The integral Boltzmann equation (equation 2.8) is then transformed into a par-
ticle density formalism (equation 2.12). The primary advantage to equation 2.12 is
that the source and scattered neutrons are treated in a similar manner, and that the
scattering from (E ′ and ~Ω′) to (E and Ω) occurs at the current point of interest in
the analysis.













dr′Σt(~x− r′ ~Ω′, E)
]
· χ(~x− r ~Ω′, E ′, ~Ω′, t− r
u′
) (2.12)
Equation 2.12 and then equation 2.9 can be solved in a Monte Carlo manner by
assuming that if sufficient Monte Carlo particles are followed that the integrals can be
estimated. In a Monte Carlo simulation, the source is represented by a large number




S(~x,E, ~Ω, t) ≈
Nn∑
i=0
Siδ(~x− ~xi)δ(E − Ei)δ(~Ω− ~Ωi)δ(t− ti) (2.13)
where,
Nn is the number of source Monte Carlo particles.
Si is the magnitude (in neutrons per cm
3) of the ith Monte Carlo particle (normally
S(~x,E, ~Ω, t)/Nn). It should be noted that in Monte Carlo techniques is it com-
mon to assign a magnitude or statistical weight to each simulation particle -
often equal to one divided by the number of source particles.
~xi is the starting location of the i
th Monte Carlo particle.
Ei is the starting energy of the i
th Monte Carlo particle.
~Ωi is the starting direction of the i
th Monte Carlo particle.
ti is the starting time of the i
th Monte Carlo particle.
Due to the linear relationship of the emergent particle density at position ~x,
energy E, direction ~Ω, and time t, to the emergent particle density at some other
location, energy, direction and time, the particle density at some phase-space location
is the sum of the particle densities attributable to each Monte Carlo source particle.
If χi(~x,E, ~Ω, t) is the contribution of the source particle i to the emergent particle
density, then the total particle density is:
χ(~x,E, ~Ω, t) =
Nn∑
i=0
χi(~x,E, ~Ω, t) (2.14)
4The derivation of the Monte Carlo now departs from following previous authors to an original
formalism based on a delta-function representation of probabilistic quantities
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If a position is a distance r from the source particle along the direction of the
source particle ~Ωi, then the emergent particle density directly from the source particle
i can be determined as (noting that ~x = ~xi + r ~Ωi and t = t +
r
ui
, with ui being the
speed indicated by energy Ei):









This emergent particle density can be estimated in a Monte Carlo manner by
creating a large number (N1i ) of uniform random numbers and summing those that
have a negative natural logarithm that is between the integral of the total cross
section from the source point to the location ~x + δr ~Ωi and the integral from the
source point to the location ~x − δr ~Ωi (where δr is a small interval distance), and
dividing that sum by the number of random numbers chosen and multiplying by the
ratio of the scattering cross section (Σs(~x,Ei → E, ~Ωi → ~Ω)) and the total cross
section (Σt(~x,Ei)). Although this ratio can readily be determined directly (if it is
assumed that the basic cross sections are well known), it is useful to determine this
ratio in a Monte Carlo fashion.
The emergent particle density directly from the source particle i with any angle
and energy is clearly (assuming that the fission cross section is zero):




























Σa(~x,E) is the macroscopic absorption cross section.
The emergent particle density with a specific direction (~Ω) is simply:
χ1i (~x, ~Ω, t) =
∫














dE ′Σs(~x,Ei → E ′, ~Ωi → ~Ω) (2.17)
Equation 2.15 can then be rewritten as:
χ1i (~x,E, ~Ω, t) =
Σs(~x,Ei → E, ~Ωi → ~Ω)∫
dE ′Σs(~x,Ei → E ′, ~Ωi → ~Ω)
· χ1i (~x, ~Ω, t) =
Σs(~x,Ei → E, ~Ωi → ~Ω)
Σt(~x,Ei)− Σa(~x,Ei)
· χ1i (~x, t) =
p(E|~Ω, s; ~x,Ei, ~Ωi) · p(~Ω|s; ~x,Ei, ~Ωi) · χ1i (~x, t) (2.18)
where,
p(E|~Ω, s; ~x,Ei, ~Ωi) is the ratio of the energy and angle dependent scattering cross
section (Σs(~x,Ei → E, ~Ωi → ~Ω)) to the angle dependent scattering cross section
(
∫
dE ′Σs(~x,Ei → E ′, ~Ωi → ~Ω)). Phrased differently, it is the probability of
scattering with energy E assuming the particle is scattering into the direction
~Ω from an energy Ei and direction ~Ωi.
5
p(~Ω|s; ~x,Ei, ~Ωi) is the ratio of the angle dependent scattering cross section to the
integrated scattering cross section (Σt(~x,Ei)− Σa(~x,Ei)). It is the probability
5The conditional probability specification defers from conventional notation in that the variable
~x, Ei, and ~Ωi are placed behind a semicolon as a reminder that the shape of the probability density
functions are also dependent on these parameters.
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of scattering into a direction ~Ω assuming that there is scattering from a particle
with energy Ei and direction ~Ωi.
For the energies and geometries found in a reactor, the scattering cross section
from a direction ~Ωi to a direction ~Ω is dependent only on the cosine of the two
directions ~Ωi · ~Ω. So p(~Ω|s; ~x,Ei, ~Ωi) simplifies to 12πp(µ|s; ~x,Ei), where µ is ~Ω · ~Ωi.
Since the integral of p(µ|s; ~x,Ei) from -1 to 1 will be equal to unity, a cumulative




dµ′ p(µ′|s; ~x,Ei) (2.19)
Similarly, a cumulative distribution for p(E|~Ω, s; ~x,Ei, ~Ωi) can be written:
pcum(E|~Ω, s; ~x,Ei, ~Ωi) ≡
∫ E
0
dE ′ p(E ′|~Ω, s; ~x,Ei, ~Ωi) (2.20)
A large number (N1ai ) of pairs of uniform random numbers are chosen from 0 to
1. For each pair, a µa can be associated with the value of µ that makes p
cum(µ|s; ~x,Ei)
equal to the first random number of the pair, and assigning an azimuthal φa to the
second random number of the pair multiplied by 2π. If φ ± δφ and µ ± δµ define a
small solid angular region containing Ω, the function p(~Ω|s; ~x,Ei) can be estimated
by dividing the ratio of the number of (µa, φa) pairs that are inside the solid angle
defined about ~Ω to the number of random number pairs (N1ai ) by the solid angle.
Similarly, the function p(E|~Ω, s; ~x,Ei, ~Ωi) can be estimated by choosing a large
number (N1bi ) of uniform random numbers from 0 to 1, associating an energy (Eb) to
be the value at which the random number equals pcum(E|~Ω, s; ~x,Ei, ~Ωi), and dividing
the ratio of the number of Eb’s that are in the range of E ± δE to the number of
random number (N1bi ) by the length 2δE.
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Clearly, for each of the N1ai × N1bi random number combinations, a particle
density contribution calculation similar to χ1i (~x,E, ~Ω, t) in equation 2.18 could be
established (χ2ijk(~x,E,
~Ω, t), with j corresponding to N1ai and k corresponding to
N1bi ), and similarly with each successive scattered generation. The total particle
density will be the total of all the individual contributions. Since the χni (~x,E, ~Ω, t)
contributions combine linearly, it is permissible to add the contributions in any order
desired. For Monte Carlo codes, the intent is normally to let Nmai and N
mb
i , the
number of random number chosen at each collision be reduced to one, and assume
that a sufficiently large number of source random numbers (Ni) will cause an adequate
sampling of the entire calculation space. By reducing Nmai and N
mb
i to one, a Monte
Carlo particle (neutron) is created at the source, and “followed” until its possible
contribution to response falls below some cutoff threshold or leaves the geometry. At
each scattering generation n, the probability of obtaining a scatter with direction ~Ω
and energy E at ~x and time t is:








i ) · χn−1i (~x,E, ~Ω, t) (2.21)
or,



































i are the location, energy, direction and time of the (i)
th Monte Carlo
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i ) is the probability of obtaining a scatter at ~x of
energy E with direction ~Ω at time t, given a particle starting at location
−−→
xn−1i of
energy En−1i with direction
−−→
Ωn−1i at time t
n−1





Ωn−1i or if the time to transit from
−−→
xn−1i
to ~x is not (t− tn−1i ) then the probability is zero. Note that this probability is
different from p(E|~Ω, s; ~x,Ei, ~Ωi) · p(~Ω|s; ~x,Ei, ~Ωi) in that scattering is assumed
in this latter expression.
To determine the fluence and response from this random walk for components
which take up a significant volume, the random walk can occur as described above.
When a random walk segment crosses a detector, equation 2.11 can be use to deter-
mine the fluence at the surface of the component. A path length estimator can also be
used, whereby the distance of the particle inside the component is multiplied by the
emergent particle density and divided by the volume of the component. The response
contribution of that Monte Carlo particle is then the fluence multiplied by the value
of the response function corresponding to the energy of the particle. Normally, the
average contribution per source particle and the standard deviation are reported by
Monte Carlo transport codes.
As was indicated earlier, each specific code handles the details of the transport
somewhat differently, for example Geant4 accounts for absorption of particles directly
rather than reducing the contribution to the response (the statistic weight) as was
described above. In addition, many techniques have been investigated throughout
the history of Monte Carlo radiation transport modeling to increase the efficiency of
the calculation by biasing the random number selection, and adjusting the statistical
weights to maintain a “fair game” - that is to ensure that the probabilities are properly
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reflected in calculating the final response. These various variance reduction techniques
will not be discussed further here.
2.2 Discrete Ordinates Transport Equations
A short review of the discrete ordinates transport equations is presented be-
low. This description is much less detailed than the Monte Carlo transport equation
derivation since the details of the method are not as important to the derivation of
the sensitivity with respect to cross section. As with the derivation from the Monte
Carlo equations, this description will stop short of detailing the specific methods used
in any one code, but show the basic equation that are solved in discrete ordinates
transport. Fuller derivations can be found in the literature [18], and code specific
derivations can be found in the discrete-ordinate-code manuals [67][70]. The follow-
ing description primarily follows the derivation in DANTSYS [67]. Starting with the




















′ → E)νΣf (~x,E ′) · Φ(~x,E ′, ~Ω′, t)−
Σt(~x,E) · Φ(~x,E, ~Ω, t)
The approximation that is generally made is to assume that the problem is time
independent. For cases considered here - experiments placed in a reactor core and
removed long after the exposure is over - this is a reasonable assumption. Dose rate
effects are not considered, and even if the source were instantaneous, the radiation
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transport will have been completed before the test object is removed from the core. If
the source were of a very long duration - with respect to the half-lives of an activated
species in the detector - the time independent assumption would be valid for the basic
transport, but an adjustment to the measured activation at assay would be required
to account for the decay that occurred during the experiment.
Equation 2.23 gives the time independent Boltzmann equation.






′ → E, ~Ω′ → ~Ω)Φ(~x,E ′, ~Ω′) (2.23)
The next step is to create group averaged fluences and cross sections. This is
done by integrating the Boltzmann equation over an energy group, and then defining




dE Φ(~x,E, ~Ω) +
∫ Eg+1
Eg




















′ → E, ~Ω′ → ~Ω)Φ(~x,E ′, ~Ω′)∫ Eg+1
Eg
dE Φ(~x,E ′, ~Ω′)
∫ Eg+1
Eg
dE ′ Φ(~x,E ′, ~Ω′)
}
or,








′ → ~Ω)Φg′(~x, ~Ω′) (2.24)
where,
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NE is number of energy bins defined.
Eg is the lower edge of an energy bin g.
Eg+1 is the upper edge of an energy bin g.
Φg(~x, ~Ω) is the fluence in energy bin g.




′ → ~Ω) is the group averaged scattering cross section to scatter from energy
bin g′ to bin g.




dE Φ(~x,E, ~Ω) (2.25)
Σgt (~x)Φg(~x, ~Ω) ≡
∫ Eg+1
Eg














′ → E, ~Ω′ → ~Ω)Φ(~x,E ′, ~Ω′)∫ Eg+1
Eg
dE Φ(~x,E ′, ~Ω′)
(2.27)
It is to be noted that up to this point, the group averaged formalism is not
an approximation of the solution, but merely reformats equation 2.23. However, as
written above, equation 2.24 requires an exact knowledge of the fluence at every
point in the geometry – which is basically the goal of the calculation. The group
averaged approximation is that a single set of group-averaged cross sections can be
used throughout the geometry, and that the group-averaged cross section set can be
adequately created from an expected spectrum rather than the calculated fluences.
It is possible to create re-weighted group-averaged cross sections using the results of
an initial calculation, but to do this rigorously would require producing a separate
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cross section set wherever the fluence differs significantly in the problem geometry.
The error from group averaging can be reduced by using many energy bins (a 640
group structure is one of the standard set used at Sandia National Laboratories for
this purpose) and by wisely choosing bin boundaries that minimize the amount of
variation in the cross section across a bin.
The next task is the discrete ordinates approximation. The directional compo-
nent is divided into M discrete bins, and a direction ( ~Ωm) is assigned to each bin - as
is a weight (wm) that accounts for the angular size of each bin. The full 4π steradians
are mapped out, and the choices of ~Ωm and ~wm reflect that. In the description that
follows the directional bin edges will be described by declination angle bin θm− to
θm+ (or rather their cosine µm = cos(θm)) and azimuthal bin φm− to φm+, and the
direction ~Ωm corresponds to θm (µm) and φm.















dµ Sg(~x, µ, φ) (2.29)
The scattering term in equation 2.23 is much more complicated, however. First
the scattering term is expanded using Legendre polynomials (equation 2.30), and then












′ · ~Ω) (2.30)
where,
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NL is the maximum order of the Legendre expansion.



























′ · ~Ω) (2.31)
Using the Legendre polynomial addition theorem along with the identity cos[n(φ′−








































































































And the Boltzmann equation becomes,




with Sc;(g′→g)m(~x) being Sc;g′→g(~x, ~Ω) integrated over angular bin m.
A final discretization is performed over space, and the geometry is binned into
small spatial regions. The differential equations can then be solved. There are four
primary sources of error and each source corresponds to each discretizing step: en-
ergy bin resolution, angular resolution, Legendre order, and spatial binning. The
error sources can interplay somewhat. Multidimensional (spatial) discrete ordinates
calculations can suffer from “ray effects” if used with point sources or point (or very
small) response regions, since there can be specific rays that have abnormally small
areal densities but happen to have a direction that “hits” the response region and con-
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tribute more than the rays should (there are techniques that have been investigated
to reduce the effect of ray effects [57]).
2.3 Adjoint Transport
The preceding radiation transport techniques are forward techniques: a source
of radiation is defined, and is tracked through the geometry to the test-object com-
ponents of interest (the detectors). The fluence at these locations is folded with the
energy dependent response function to determine the response at the locations.
The radiation transport equations support an alternate solution technique. It is
possible to start with a response function at a detector and solve the transport equa-
tions in an adjoint sense to determine an adjoint fluence at locations in the geometry.
This adjoint transport is very similar to forward transport, but with inverted scatter-
ing cross section matrices (energy and angle relations are reversed so that the adjoint
particles conceptually scatter “up” in energy). This adjoint fluence (Φ∗(~x,E, ~Ω, t))
gives the contribution to the response for a source neutron at a location ~x, energy E,
direction ~Ω, and time t. The response is determined by folding the energy dependent
source with this adjoint fluence, and the adjoint fluence can be used with the forward
fluence to determine cross section sensitivity (section 4.4.2).
The mathematical concept of the adjoint to differential equations and matrices
is well developed [6][18][31][62]. The differential equation adjoint to the integro-
differential Boltzmann equation (equation 2.23) is simply:





d~Ω′ Σs(~x,E → E ′, ~Ω → ~Ω′)Φ∗(~x,E ′, ~Ω′) (2.38)
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The response can be determined from the adjoint fluence by integrating the









d~ΩS(~x,E,Ω, t) · Φ∗(~x,E,Ω, t) (2.39)
2.3.1 Discrete Ordinates - Adjoint Solution Method
For a discrete ordinates formulation, the adjoint method presents no additional
problems to solve, and resultant equation is almost identical to the forward solution,
except for the following: (1) the source and response function switches role, (2) the
energy grid is reversed - the adjoint particles scatter “up” in energy, and (3) the
angular bins are also reversed.
The discrete ordinates formulation of the adjoint Boltzmann equation provides
an adjoint fluence at each spatial region, each energy bin, and angular bin.
2.3.2 Monte Carlo Transport - Artificial (Pseudo-) Adjoint Calcula-
tion
For Monte Carlo transport, determining the adjoint fluence can become more
difficult. One advantage of many of the Monte Carlo formulations is that continuous-
energy cross sections can be used – these cross sections can best reflect the evaluated
values of cross section over energy and angle. Some Monte Carlo codes, such as
MORSE [28], use a group averaged formulation for the cross section, and a direct
adjoint solution can be calculated by matrix inversion. The theory for perform-
ing continuous-energy adjoint Monte Carlo transport has been developed [39], but
such formulations have not yet been implemented in many general purpose Monte
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Carlo transport codes that can use modern cross section evaluations such as MCNP6.
However, for the current continuous-energy codes an artificial adjoint can be readily
determined.
If the transport of particles from the source to a component fluence is considered
as an operator T , the transport can be written as:
R = 〈fR(~x,E, ~Ω, t), T S(~x,E, ~Ω, t)〉 = 〈T † fR(~x,E, ~Ω, t), S(~x,E, ~Ω, t)〉 (2.40)
where the notation 〈, 〉 assumes an integration over time, position, energy, and di-
rection of the product of the entities in the left and right hand sides of the bracket,
and where T † is the Hermitian adjoint of operator T . In this notation, the fluence,
Φ(~x,E, ~Ω, t) is T S(~x,E, ~Ω, t), and the adjoint fluence Φ∗(~x,E, ~Ω, t) is T † fR(~x,E, ~Ω, t).
If the source is a mono-energetic mono-directional instantaneous point source,
the operator T will transport the source neutrons to the component as a fluence,
and a response can be determined for this source. If GR(~x,E, ~Ω, t) is defined to be
the response R divided by the source magnitude, and the dependent variables refer
to the phase space location of the source, and due to the linear nature of T † it is
apparent that GR(~x,E, ~Ω, t) serves as the adjoint fluence for this source. A large
number of mono-energetic mono-directional instantaneous point sources can then be
used to define an adjoint fluence for the source region of interest.
Practically, it is not normally required to map out this adjoint fluence over all
phase space components. In many problems of interest, the source will be described
6Hoogenboom [39] does refer to the proprietary code MCBEND as one code that has apparently
implemented continuous-energy adjoint transport. In addition older codes (ANTEBELLUM) exist
that used ENDFB-IV cross section, but have not yet been converted to use modern cross-section
evaluations. However, as described in the text the pseudo-adjoint technique should be more efficient
for geometries with a source that does not vary in location, and is preferable in this situation anyway.
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at a boundary with an angular distribution and a binned energy distribution, and
usually the energy distribution is not correlated to the angular distribution in a
reactor. Under these circumstances, an adequate adjoint solution can be determined
in a single forward Monte Carlo calculation. Since a forward calculation will be
performed anyway, it is more efficient to use the pseudo-adjoint solution in the Monte
Carlo calculations performed in this thesis. Both the MCNP and Geant4 codes can
be set up to calculate the amount of contribution to the response that came from
specific source energy bins. These values can be divided by the number of source
neutrons in each energy bin to create a function that acts as an adjoint fluence for





Sg · Φ∗g (2.41)
where,
Sg is the source strength (neutrons)
Φ∗ is the adjoint fluence at the source location.
This adjoint fluence is very useful in determining the source class contribution
to the response uncertainty, and is called a “pseudo-adjoint” fluence in this thesis






The estimation of the uncertainty of a predicted response presupposes that the
meaning of the term uncertainty is well understood. Zimmermann [88] indicates that
one of the problems with uncertainty and uncertainty modeling is that there is not a
good, accepted definition. Ayyub and McCuen [8] define uncertainty as “knowledge
incompleteness due to inherent deficiencies with acquired knowledge”. They further
divide uncertainty into three categories: ambiguity, approximations, and likelihood.
In this scheme, ambiguity arises from the possibility of having multiple outcomes
for a set of assumptions. The recognition that not all outcomes may be well known
creates a subdivision of ambiguity caused by this “unspecificity”. A separate branch
of ambiguity comes from the possibility of misdefining an outcome, and this type of
ambiguity is referred to as “nonspecificity”.
Approximations create uncertainty through “vagueness”, “coarseness”, and “sim-
plification”. Vagueness comes from the difficulty of obtaining the definition of sets
of outcomes (referred to as the non-crispness of a set). Coarseness comes from the
imprecision that comes from estimating a set from its subsets. Simplification refers
to the approximations that arise from estimating a set or procedure from simpler sets
or procedures.
The likelihood branch of uncertainty refers to outcomes that have an aspect
that is stochastic in nature. An example of this division of uncertainty might be
the unpredictability of specific direction that a neutron will have after an inelastic
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scattering event with an aluminum-27 atom.
A similar definition is described by Isukapalli [41], where uncertainty is repre-
sented in the following manner:
Classical Set Theory is the uncertainty caused by the nonspecificity of the mutu-
ally exclusive outcomes. This is referred to by Ayyub as a branch of ambiguity
uncertainty.
Fuzzy Set Theory is the uncertainty caused by the difficulty of defining the con-
ditions of the set to which an outcome is to be assigned. This is referred by
Ayyub as the vagueness branch of approximation uncertainty.
Fuzzy Measure Theory is similar to Fuzzy Set Theory, but rather than the un-
certainty arising from the imprecision of conditions of the set definition, the
uncertainty arises from difficulty in determining whether the outcome meets
those conditions.
Rough Set Theory is a representation of a set in terms of a lower approximation set
and an upper approximation set. For example a parameter x can be represented
as x such that (xmin ≤ x ≤ xmax).
Probability Theory is an expression of the likelihood uncertainty of Ayyub. Un-
certainty is represented by assigning a value in the range 0 (for impossible
outcomes) to 1 (for certain outcomes) to each mutually exclusive outcome. In
probability theory the uncertainty can be expressed as a probability density
function.
Of these expressions of uncertainty, the likelihood or probability theory branch is
the representation used in this thesis; for instance, the uncertainties of the cross sec-
tions and source are generally presented in terms of covariance matrices, and generally
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a normal distribution is inferred, and relates the uncertainties to the probability of
specific outcomes. However, material composition uncertainties are most frequently
listed as maximum and minimum concentrations and correspond to rough set the-
ory, and numerical uncertainties due to discreteness approximations will correspond
to the Ayyub’s coarseness and simplification branches of approximation uncertainty.
Section 3.1 will briefly outline an approach to deal with uncertainties that are more
applicable to rough set theory, section 3.2 will very briefly outline the general pro-
cedures that can be taken for numerical uncertainty due to discreteness, and section
3.3 will present an overview of the approach used with probability theory aspects.
3.1 Approach to Rough Set Theory Uncertainty
For the instances where rough set theory best describes the uncertainty of a
contributor, interval mathematics can be used to determine the bounds in which the
outcome should lie. The calculations can be approached by ensuring that if an interval
xmin to xmax described some contributor, and this contributor is acted on by f(x),
that any local extremes of f(x) in xmin to xmax are captured so that the minimum
and maximum values of f(x) over xmin to xmax are determined.
For the cases considered here, there is a certain range of densities that are al-
lowed for trace elements in some material definitions. For example the definition of
aluminum 6061 includes a concentration range of magnesium of 0.8 % to 1.2 % (by
weight), and an allowable range of chromium of 0.15 % to 0.40 %. To find the range
of response due to these intervals, it is possible to calculate the response over the
range of concentrations and determine the maximum and minimum response found.
It practice, however, its easier to determine the sensitivity of the response to the con-
centration of these elements, to determine the differences from some nominal response,
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and to combine these differences using interval mathematics.
A more interesting issue is combining the uncertainty from these interval contrib-
utors in the total uncertainty of the response. The uncertainty from these contributors
will generally be overwhelmed by the probabilistic uncertainty, which will cause the
response uncertainty to have a Gaussian distribution via the central limit theorem.
Combining the uncertainty from the interval aspects to the greater Gaussian uncer-
tainty will basically cause the Gaussian simply to broaden by approximately half the
range of the response due to the interval contributor, and is assumed to be uncorre-
lated to other uncertainty contributors. In this cases the total response variance is
determined from:






where var(Rtotal) is the total variance of the response considering the variance of the




t give the range
of the response from rough set uncertainties.
3.2 Approach to Coarseness/Simplification Approximation Uncertainty
For discrete ordinate calculations (section 2.2), four quantities were discretized
or approximated: (1) space, (2) angular direction, (3) scattering direction (expanded
as a Legendre series), and (4) energy (group averaged). Each of these approximations
introduces numerical error into the problem. The chief method of handling this type
of uncertainty is to simply use a fine enough resolution so as to make numerical error
insignificant. The issue then becomes: “how fine is ‘fine enough’ ?”
This question is not trivial to answer. The tendency is to simple discretize as
finely as can be supported by computer memory and runtime constraints and assume
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that this is good enough. The more detailed discrete-ordinate calculations in this
thesis are performed with energy grids of 640 bins, 48 angular bins, and a Legendre
order of five. The spatial discretization is checked for adequacy generally by reviewing
the fluence spectra in each spatial bin, and determining whether unduly large changes
have occurred from adjacent spatial bins (a similar analysis can be done with angular
bins). The fine 640 bin energy grid is close to the resolution of the underlying cross
section data, and a Legendre order of five is as good or better than the secondary
angular uncertainty in the data [66].
From the analysis of the error introduced upon discretizing simple, well-behaved
functions for integration [30] or for differentiation [38] indicates that the error (ε)
introduced tends to be inversely proportional to the resolution (h - number of even
divisions) to some positive integral power (n) that is dependent on the specific method
used (in integration this power takes on a value of one for stepwise estimation, two
for trapezoidal estimation, and four for Simpson’s rule estimation). It is assumed
that the error will behave similarly for the discrete ordinates method, and that by
tracking the response for increasingly fine resolutions, that the error can be shown to
be small.
If fi is the result from a specific resolution, hi, and fi+1 is the result from a
specific much larger resolution, hi+1, and f is the actual (unknown) result, then the









By solving for f and expanding in hi
hi+1
the error can be written as:












Equation 3.3 provides a means of estimating the error (uncertainty) associated
with the resolution of a specific parameter. In practice, if an equation like equation
3.3 is used at all, it is often used to show that the numerical error is small enough to
ignore.
3.3 Approach to Probability Theory Uncertainty
The likelihood or probability branch of uncertainty tends to dominate the total
uncertainty of the problems of interest in this thesis. The primary drivers of uncer-
tainty are the cross-section contributor class, the source contributor class, and the
response-function contributor class. The uncertainty of the data in each of these
classes is probabilistic in nature.
The desire is to be able to determine the uncertainty of the response represented
as a standard deviation or as a variance. This desire arises from the usefulness of a
single quantity that readily indicates the magnitude of the expected values that the
response can have, and indicates the likelihood that a specific outcome will be within
some range of responses. This desire can be coupled to the reality that due to its
usefulness the majority of underlying uncertainty data are represented by covariances.
The relationships between the covariance, relative covariance, correlation matrix,
variance and standard deviations are summarized briefly here as way of reminder. If a
series of measurements of N trials were made, the covariance between two parameters
X i and Xj would be calculated by:





(X i −X i) · (Xj −Xj) (3.4)
where, X i is the average (or expectation value) of X i from the measurements.
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(X i −X i)2 (3.5)
The standard deviation is the square root of the variance (to reduce confusion




The relative covariance matrix is simply the covariance matrix divided by the
mean of the values being measured, and the correlation matrix is simply the relative
covariance matrix divided by the standard deviations of the measured values. The
correlation matrix then has a diagonal of “1”. Many authors [15][60][74] tend to prefer
to work using the relative covariance matrix or correlation matrix. In this work, the
covariance matrix is used directly in most circumstances.
The relation of the probability to a specific outcome R based on some set of
conditions ξ can generally be written (Bayes’s Theorem) as [17][71][75]:




p(R|ξ) is the probability of obtainingR assuming conditions ξ (known as the posterior
distribution).
p(ξ|R) is the probability of obtaining ξ assuming R.
p(R) is the unconditional probability of R (known as the prior distribution).
p(ξ) is the unconditional probability of ξ.
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The specific probability distribution (the Gaussian) derives in Bayesian probabil-
ity from a principle of “most incomplete known” (or “maximum entropy”) [73], and













where, p(R|var(R)) is the probability of obtaining the result R given the variance
var(R). For the probability of a series of n variables ~X related through a covariance
matrix V , equation 3.7 generalizes to be [75]:












p( ~X|V ) is the probability of obtaining ~X if the covariances V are known.
V is the covariance matrix for ~X.
det(V ) is the determinate of V .
3.3.1 Law of Error Propagation
Equations 3.7 and 3.8 give the probability of obtaining a specific value of the
response (or some other parameter) given a knowledge of the uncertainty as described
by the variance and covariance. To obtain the response uncertainty from the contrib-
utor uncertainties the “Law of Error Propagation” is normally used. The equations
governing error propagation are easily derived:
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Starting with the Taylor expansion of some function f(~x), with f dependent on
a vector of n dimensions about a vector ~x0:





· (xi − x0i ) + ... (3.9)
If the variance of f were calculated from a large number of trials N with the






(fk − f)2 (3.10)
where, f is the average value of the individual trials f i. Substituting in equation 3.9



























(xki − xi) · (xkj − xj)
]
(3.12)
The bracket in the equation is clearly the covariance of parameters xi and xj,












3.3.2 Problems with a Normal Distribution and the Law of Error
Propagation
As many authors have noted [15][74][77][87], there are significant issues to con-
sider when normal distributions and the law of error propagation are employed. Three
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of these issues will be mentioned below, and possible procedures to address these is-
sues will also be presented. The three issues to be considered are: (1) physically
impossible regions of a normal distribution, (2) the effects of large uncertainties, and
(3) the handling of non-linearity. The first two are coupled, and will be treated
together.
Impossible Regions in a Normal Distribution and Large Uncertainties:
The Gaussian (or normal) distribution extends from−∞ to∞, however it is ridiculous
for the cross sections to ever have negative values. The same holds for most response
functions of interest. The issue is then whether it is reasonable to model an inherently
positive quantity using a normal distribution. Several authors that have commented
on this appropriateness - Smith [76], and Smith, Naberejnev, and Wormer [77] -
suggest that for circumstances where this occurs, that a log-normal distribution would
be more appropriate.
The possibility of obtaining a negative value for inherently positive variables
is not usually a problem if the uncertainties are not large. Smith, Naberejnev, and
Wormer [77] define “large” in this context to mean a 30 % relative standard deviation.
If the relative standard deviation is 30 %, an integration of the normal distribution
from −∞ to 0 shows that 0.043 % of the distribution is less than zero - in most cases
this will not cause a problem to the overall uncertainty calculation.
In the cases considered in this thesis, the data with large uncertainties have
a relatively minor impact on the total uncertainty, and since the inclusion of this
high uncertainty tends to increase the calculated uncertainty (making the uncertainty
estimation conservative), and since the source and cross section data are represented
by covariance matrices based on a normal distribution, this issue is not pursued
further in this paper.
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Non-Linearity Effects in Error Propagation: Uncertainty propagation is
generally performed using the law of error propagation (LEP - equation 3.13), but
this procedure is properly valid only for linear equations. For nonlinear equations,
LEP represents an approximation that is valid over small contributor uncertainties.
One non-linearity effect has been referred to as ”Peelle’s Pertinent Puzzle” [15][87].
According to Chiba [15](or PPP), in 1987 R.W. Peelle reported an apparent problem
with the manner in which least squares information (the weight matrix - which is
the inverse covariance matrix) is used. Basically, Peelle observed that “... We are
required to obtain the weighted average of two experimental results for the same phys-
ical quantity. The first result is 1.5, and the second 1.0. The full covariance matrix
of these data is believed to be the sum of three components. The first component is
fully correlated with standard error 20 % of each respective value. The second and
third components are independent of the first and of each other, and corresponds to
10 % uncertainties in each experimental result”
“The result is a weighted average of about 0.87 ± 0.23, a value outside the range
of the input values! Under what conditions is this the reasonable result that we sought
to achieve ...?”1
Zhao and Perey [87] indicate that the issue specifically addressed in PPP is actu-
ally the nature of error propagation of non-linear combined values. Stated differently,
care must be taken when defining a covariance matrix when the desired quantity is
derived from a non-linear combination of measured values, as was done by Peelle
(although not readily obvious from the direct quote attributed to Peelle above, it
appears that the actually combined quantity Peelle was considering was of the form
F = A/C, where A and C were measured values obtained from two measurements of
1as quoted in Chiba and Smith [15]
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A, and one from C [87]). Zhao and Perey [87] suggest a iterative procedure to ensure
that proper covariance matrices are produced.
This thesis does not deal specifically with the issue of the proper generation of
the covariance matrices, but the above highlights the need for care in building and
using the basic covariance matrices.
3.3.3 Covariance Matrix Requirements
A covariance matrix in the context of this thesis represents the uncertainty of
a physical quantities, and as such, must meet some basic requirements. First, the
covariance matrix should actually capture the uncertainty and correlation of the un-
certainty of the quantities involved. Second, the matrix must be symmetric – the
correlation of xi with xj is the same as the correlation of xj with xi. Third, the
covariance matrix must be positive definite – if the covariance matrix is used to de-
termine the uncertainty of a system the resulting uncertainty must be positive, and
any zero eigenvalue represents that the matrix is degenerate. So if a series of n quanti-
ties (x1...xn) have their uncertainties represented by a covariance matrix V , the total






xi · Vij · xj (3.14)
The variance must be positive for any choice of values xi. Another way of stating
the same thing, is that the matrix V must have n positive eigenvalues. If a matrix
meets the requirements of being positive definite, it is invertible, which is required to
be usable in determine the specific probability of a specific outcome (equation 3.8).
According to Geraldo and Smith [29] in many nuclear data evaluations these
requirements were not always met. Geraldo and Smith [29] provide a computer code
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listing that can be used to test whether this condition of positive definiteness is met
by using the method of testing all principle minors. This technique has the very great
advantage over other techniques in that it identifies the first location in a matrix that
causes a problem if the matrix is found not to be positive definite.
3.3.4 Matching Spectra and Response Functions to Covariance Data
The representation of uncertainty in a covariance matrix of data gridding by en-
ergy is specific to the energy grid chosen, and should be not be re-gridded casually. A
simple rebinning of the covariance matrix will normally destroy the positive definite-
ness of the covariance matrix, and care should be taken to ensure that the rebinned
covariance matrix can be used for a uncertainty calculation. However, the energy
grids of the covariance specifications used in the various evaluated cross section sets
are frequently of resolution too poor to adequately address the needs of the transport
calculations. The suggestion of Muir [59] is to interpolate the transport results to the
covariance energy grid, and that suggestion is investigated here.
If the response is formed from the combining of the forward fluence with a re-
sponse function (for the moment, only the energy component is being considered - so





Φg · f gR (3.15)
where, R is the response, NE is the number of energy groups, Φg is the forward fluence,
and f gR is the response function. Clearly, the dependence of the response to a response-
function bin value is the forward fluence in that bin, Φg. If the transported fluence
is in a different energy grid structure, the transported fluence can be interpolated to
the covariance energy grid structure. If the transport energy grid structure is given
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by an increasing energy grid with bin edges Et1 to E
t
nE
, and the forward fluence in
the transport energy structure bin, h, is Φth, and if the covariance energy grid has
increasing energy bin edges Ec1 to E
c
NE
, the interpolated fluence in the covariance




Ggh · Φth (3.16)
where the interpolation matrix Ggh is defined as:
Ggh =

0, if Ecg+1 < E
t
h,















The main feature of this interpolation scheme is that the fluence is conserved,
and simply reallocates the fluences to the covariances energy bins based on the overlap
of the bins. This type of interpolation is referred to in this thesis as a “source-like”
interpolation scheme (as opposed to the “response-like” scheme described below),
because this type of interpolation would also be used to rebin a source spectrum. A
more detailed interpolation scheme could be used that includes a spectrum weighting
function, but for this application where in general the more detailed transport energy
grid is being rebinned to a poorer soure uncertainty energy grid, that is normally













































Φth · covr(fhR, fh
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An “interpolated” covariance (covr(fhR, f
h′
R )) is defined in equation 3.21. This
interpolated covariance is not generally positive definite, and should only be used
in the specific uncertainty propagation for which the interpolation was performed.
However, this is useful practically – an interpolated covariance can be calculated
and used with various transport calculations that use a standard energy grids. The
interpolated covariance matrix can be referred to as a “response-like” interpolated
covariance (since the covariance matrix value are for response functions). But the form
of the interpolation matrix itself, Ggh, is referred to as a “source-like” interpolation
(the total quantity being interpolated is conserved), and in recognition that it is
actually the forward fluences being interpolated.
Taking a similar approach, but starting with the response as calculated using
the source and the adjoint fluence. For this case the response is simply (again using




Φ∗g · Sg (3.22)
where, Φ∗g is the adjoint fluence, and Sg is the source in the energy grid. Clearly,
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the dependence of the response on the source in bin g is: ∂R
∂Sg
= Φ∗g. Proceeding as
before, the interpolation from a transport grid into the covariance grid is (using the




Ggh · Φ∗ht (3.23)
where the interpolation matrix Ggh is defined as:
Ggh =

0, if Ecg+1 < E
t
h,













The object of this interpolation scheme is to provide an average adjoint fluence
in each covariance bin, and simply uses the overlap of the bins as a weighting function
for the averaging. This type of interpolation is called a “response-like” interpolation
in this thesis, since the interpolation can be used to interpolate response functions.
The value begin interpolated is not being conserved (as opposed to the “source-like”
scheme), but rather an average value appropriate for a bin is being determined. As
with the “source-like” interpolation scheme described above, a more detailed scheme
could be used that includes a weighting function, but - as before - in general the more
detailed grid is being rebinned to a poorer grid, and such a weighting function is not























































The interpolated covariance (covs(Sh, Sh′)) is defined in equation 3.28. As with
the response-like interpolated covariance matrix, this interpolated covariance is not
generally positive definite, and should only be used in the specific uncertainty propa-
gation for which the interpolation was performed. The interpolated covariance matrix
of equation 3.28 is here referred to as a “source-like” interpolated covariance (since
the covariance values are for source spectra). But the form of the interpolation matrix
itself, Ggh, is referred to as a “response-like” interpolation (the total quantity being
interpolated is averaged over the covariance energy grid).
Occasionally, there are two or more representations of the covariance matrix for
a given source that have different energy bin structures. It is useful to note from
equation 3.28 that if a detailed covariance matrix was rebinned to a more coarse
energy structure that the relative variance will generally decrease. This is consistent
with intuition – that an average of normally distributed values will have a smaller
relative standard deviation than the values themselves.
For the cross section uncertainty contributors, the interpolation scheme will be
“source-like” (the interpolated covariance matrix will be “response-like” interpolated
covariance matrix). The NJOY cross section processing code uses the “response-like”
74
interpolated covariance matrix, but uses a user specified spectrum as a weighting
function in the interpolation [47]. Using simple example of dividing one energy bin
into two energy bins (which are then fully correlated), it is easily shown that these
interpolated matrices do not preserve the positive definite properties of the original
matrix, but instead incorporate the interpolation coefficients that would be applied
to sensitivities.
3.3.5 Sensitivity Determination Techniques
Using the Law of Error Propagation reduces the uncertainty calculation into two
parts: the contributor covariance and the sensitivity of the response to the contrib-
utor. There are various methods for determining this sensitivity, and some of these
techniques will be outlined here. The details of applying these techniques, and any
derivations will be left for chapter 4.
Ionescu-Bujor and Cacuci [40] list several procedures for determining the sen-
sitivities for computational models and indirect experimental measurements for pa-
rameters acting locally.
The Brute-Force Method is used to estimate the sensitivity by performing the
basic calculation to arrive at a result R, and then repeating the calculation
with the parameters of interest x modified slightly by ∆x to obtain a modified






The Direct Method is used to determine the sensitivity by performing a direct
partial differentiation of the underlying equations with respect to a param-
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eter of interest and solving for that partial differential directly. This is the
method employed in the MCNP perturbation methodology (for cross-section
uncertainty contributions), and is the primary technique for determining source
and response function uncertainty.
The Green’s Function Method is used to determine the sensitivity by differenti-
ation the equation with respect to initial conditions to set up a Green’s function,
and this Green’s function is used to obtain an integrated solution. This method
is not considered further in this thesis.
The Forward Sensitivity Analysis Procedure (FSAP) is a generalization of the
Direct Method, and uses Gateaux-differentiation to obtained the sensitivities.
The Adjoint Sensitivity Analysis Procedure (ASAP) can be used to deter-
mine the sensitivity of a result to a parameter by using the adjoint and forward
fluences. As will be shown in chapter 4, for non-source and non-response func-
tion parameters, the sensitivity of the result R to a parameter x with source S







This method provides a very efficient method for determine the sensitivity of a




METHODOLOGY FOR ESTIMATING UNCERTAINTY
CONTRIBUTION
The basic procedure to determine the total uncertainty was outlined in chapter
1. This chapter will serve to explain each of the steps in greater detail, and to present
the methods that are employed to determine the uncertainty from each contributor
class. First a general description of a procedure to follow for the uncertainty analysis
is presented, then for each contributor class a description of the basic methods is
provided, along with any derivations that are warranted, and then, as needed, simple
near-analytic comparisons to establish confidence in these methods are provided. The
underlying uncertainty of the contributors can be unique for each experiment, and
discussions of the specific contributor uncertainty are generally placed with the other
fine details involved in the application of the described methods for a specific case.
These are presented in chapter 6 are correspond to the modeling of the experiment
described in chapter 5.
4.1 General Procedure
Basically, the general steps to be taken are to:
1. determine the methods and tools that are to be used and to make an initial
calculation of the response(s),
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2. determine all discernible possible contributors to the response uncertainty and
perform an initial calculation of the uncertainty from the major contributor
classes,
3. refine the calculation procedures and make detailed response estimates,
4. make detailed calculations of the uncertainty contribution from major contrib-
utors to the response,
5. perform calculations (in some cases just bounding calculations) of the uncer-
tainty from minor contributors,
6. perform any remaining uncertainty calculations including any detailed calcula-
tions from minor contributors that might be warranted, and
7. combine the uncertainty contributions to determine the total uncertainty to the
responses.
Depending on the specific details of a particular experiment, there is a wide
variety of radiation transport codes available. These codes include three dimensional
Monte Carlo codes like MCNP [68], Geant4 [1][5], and MCBEND [78], that can be
used to solve very complicated transport problems, as well as the one-, two-, and three-
dimensional discrete-ordinate codes such as DOORS [70] and DANTSYS/PARTISN
[4][67]. The complexity of the test object involved is one major aspect in the choice
of methods and tools. As will be shown below, and as is stated by Ionescu-Bujor
and Cacuci in their comparisons of Monte Carlo and deterministic techniques used in
sensitivity and uncertainty analysis [13][40], a major difference between deterministic
methods and statistical methods is that it is possible to perform sensitivity analysis
on deterministic results after the basic calculations are completed, but the sensitivity
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analysis is an integral part of the Monte Carlo calculation. For example, if one of the
sensitivities desired is the response sensitivity to the the elastic scattering cross section
of an element, that sensitivity can be determined from the calculated fluence and
adjoint fluence well after the basic calculations are complete, but with Monte Carlo
transport, a run specifically including that sensitivity analysis must be performed.
This provides a great advantage toward the use of deterministic analysis whenever
possible. However, grid issues and difficulty of properly performing discrete ordinate
calculations beyond one dimension make Monte Carlo transport very attractive if the
test object is geometrically complex. So a trade-off between the difficulty of modeling
objects in multi-dimensional discrete ordinates versus the difficulty of obtaining good
sensitivity information must be made. As is done below, an optimal solution might
be to perform initial, simplified calculations using one-dimensional discrete ordinates
and more geometrically detailed Monte Carlo calculations for specific uncertainty
contributors.
After performing an initial calculation, a next step is to determine the possible
contributors to the uncertainty and then perform some initial estimates of the re-
sponse uncertainty. Separating the possible uncertainty contributors into classes of
contributors, and thoroughly addressing each aspect of the transport problem in each
class provides a place to begin making the initial estimates of the response uncer-
tainty. The purpose of these estimates is to determine the contributors that will most
affect the response uncertainty, and to identify the further calculations that ought
to be performed. If it is possible to model the test object for initial estimates as a
one or two dimensional problem, a series of discrete ordinate calculations can be the
basis of the source, response, and cross section contributor initial calculations, even
if further detailed three dimensional runs are to be done for the detailed calculations.
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This step also is where the effects of geometric gaps can be estimated. For many
well designed test objects it is possible to use simply geometric arguments to show
that any streaming in gaps (from geometric uncertainty) contribute very little to the
response.
After the initial response and uncertainty calculations have been performed, a
more detailed calculation of the response is to be performed. For discrete-ordinate
calculations, a fine grid resolution is set up for the problem, and attention is made
to ensure that all the response contributors are modeled to adequate detail. Insight
from the initial calculation should be used to assist in reducing the uncertainty to the
greatest extent possible. For instance, if the initial calculations demonstrate that a
particular energy grid masks the uncertainty of transport through cadmium, a finer
energy that properly reflects the intricacies of the transport will be required.
After the detailed calculations are performed (or in practice as part of the cal-
culations) calculations of the sensitivity and uncertainty are made for the major
contributors. For Monte Carlo calculations, many individual calculations may be re-
quired - although the information gained from the initial uncertainty estimates should
be used to reduce the number of detailed calculation to perform. The detailed cal-
culation of uncertainties is performed using the techniques that are most applicable
to the specific contributor class, but in general the procedure is to determine the




if R is the response, and x
is the contributor), and to combine the calculated sensitivities with the uncertainties
of the contributors using the law of error propagation to arrive at the contributed
uncertainty to the response.
As a separate step, any further detailed calculations for minor contributor classes
should be made. This might include performing streaming calculations through ducts
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for areas where significant geometric gaps might occur, or more thoroughly investi-
gating the effects of geometric or angular resolution on the response. The results of
these calculation may or may not be directly included in the estimate of the total
uncertainty, but may be used as support for the estimates that were already made.
Finally, the contribution to the uncertainty of all the contributor classes should
be combined and reported. The specific contributions from the major contributors
should be identified to determine whether the total uncertainty could be reduced in
a specific experiment by redesign or by pursuing a research project into reducing the
uncertainty of specific cross sections or the reactor source.
4.2 Source Magnitude and Spectrum Contributor Class
The contribution of the source uncertainty to the response uncertainty is di-
vided into two terms, the source-magnitude uncertainty contribution and the source-
spectrum uncertainty. As described in section 4.2.1, the relative contribution of the
source-magnitude uncertainty is either eliminated by normalizing the response to a
detector outside the test object or is the relative source-magnitude uncertainty.
The method used to determine the contribution of the source uncertainty contrib-
utors is in concept straight-forward, and is suggested by the linear error propagation
equation (chapter 3). Although the details of the source uncertainty contribution
calculations are not presented in careful uncertainty calculations, like that of Chucas
[81], a similar approach as that descibed below would be expected to have been used.
An equation that gives the response as a function of source contributions is derived,
and then is differentiated with respect to the source spectrum, to obtain sensitiv-
ity of the response to the source terms, and then the sensitivities are summed with
the covariance according to the linear error propagation equation to obtain the con-
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tribution to the response uncertainty. As will be shown below, the source-spectrum
uncertainty contribution (section 4.2.2) is strongly dependent on the response function
that is being considered. If the response function excludes or reduces the importance
of a specific regime of the spectrum, and if that specific regime had a much higher
or lower source uncertainty, the source contribution to the total uncertainty can be
greatly affected.
Figure 4.1 diagrams the logic flow and basic calculation tools used to determine
the source uncertainty contribution for both a true adjoint fluence approach (using
discrete ordinate codes) and for a pseudo-adjoint approach (using Monte Carlo codes).
The essence of both calculations is to start with a response function, and determine
an adjoint fluence at the location of the source, and fold this fluence with the source
spectrum and uncertainty (via the COVFOLD code) to determine the response and
the source uncertainty contribution to the response.
In the subsequent subsections, the formalism used to determine the source un-
certainty contribution and the sensitivity of the response to the source spectrum is
presented, and then two simple cases are presented to exercise the tools and techniques
on situations simple enough to check that the tools and techniques give reasonable
results. These simple calculations are preformed to build confidence in the tools that
are used later in more complex geometries and with more detailed source-spectrum
and response-function descriptions.
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Fig. 4.1. Logic flow for the determination of the source uncertainty contribution for
both discrete-ordinates (true adjoint) and Monte Carlo (pseudo-adjoint) approaches.
4.2.1 Source-Magnitude Uncertainty
In general, the response can be calculated from the integration of the source and









dEΦ∗(~x,E, ~Ω, t) · S(~x,E, ~Ω, t)
where, R is the response, S(~x,E, ~Ω, t) is the source, and Φ∗(~x,E, ~Ω, t) is the adjoint
fluence.
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The source S(~x,E, ~Ω, t) is divided into a magnitude term S0 and a spectrum









dEΦ∗(~x,E, ~Ω, t) · s(~x,E, ~Ω, t) (4.1)
The sensitivity of the response to the source magnitude is then obtained from
differenting the response with respect to the source magnitude: The response uncer-
















dEΦ∗(~x,E, ~Ω, t) · s(~x,E, ~Ω, t) = 1 (4.2)
and then the source magnitude contribution to the response uncertainty is simply the
source magnitude uncertainty.
If the response of interest is normalized to a detector outside the test object
of interest for a comparison to an experiment, the uncertainty in the source magni-
tude is eliminated, and the source magnitude does not contributed to the response
uncertainty.
4.2.2 Source-Spectrum Uncertainty
For the experimental configurations considered in this thesis, the source spectrum
was obtained from least-squares analysis of the activation of various foils placed in
the ACRR reactor [64]. One by-product of using a least-squares algorithm is the
covariance matrix, and the actual ACRR test object calculations use this least-squares
fit spectrum and its corresponding covariance matrix as the basis for determining the
source uncertainty contribution [23]. For some of the simple comparison cases, a
fictitious spectrum is used with a corresponding fictitious covariance matrix for easy
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comparison. For other cases a 252Cf fission spectrum is used, and for these cases, the
covariance matrix obtained by Mannhart [53] is used.
In general, the source spectrum uncertainty is specified as a quantity binned in
energy. The uncertainty of one source energy group is frequently correlated to other
source energy groups. And a covariance matrix will have the form1:
M =





cov(sn, s1) . . . cov(sn, sn)
 (4.3)
where M is the source covariance matrix, and sn is the source density (n/cm
3/sec)
for energy group n.
Since the source spectrum sums to unity, the source uncertainty analysis actually
follows the statistics of compositions, and as indicated by Aitchison [3], a composi-
tional approach using logratio means and variances would be preferable. However,
the covariance matrix used in this thesis was build assuming the uncertainty approach
used in this thesis and conforms to standard statistical methods. It is impossible to
build the logratio means and variances exactly from the covariance matrix, and the
standard statistical approach was used in this thesis for that reason.
4.2.3 Source-Spectrum Sensitivity Formalism
The sensitivity of the response to the source at a specific energy, location, direc-








Φ∗(~x,E, ~Ω, t) (4.4)
1The dependence on position and direction have been removed for clarity.
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For the cases considered here, the source function and the adjoint fluence will be
time independent, and the source will be some function s(E, ~Ω) inside a source region
and zero outside that region. The angular dependence and the energy dependence
of source are normally not correlated for reactors, so the source is s(E) · g(~Ω). The












d~ΩΦ∗(~x,E, ~Ω) · g(~Ω) (4.5)
For the cases considered in this thesis, the angular dependence is very simple,
being either mono-directional (g(~Ω) = g0 · δ(~Ω− ~Ω0)), isotropic (g(~Ω) = g0), or cosine
weighted (g(~Ω) = g0µ with µ being the cosine of ~Ω to a surface of interest - this is
used with sources described as fluences at a surface).
4.2.4 Simple Source-Spectrum Uncertainty Contribution Cases
The uncertainty contribution of two simple cases is presented below, and both are
cases relevant to ACRR experiments described in chapter 5. The first corresponds to
the determination of the uncertainty contribution of the source class to a foil exposed
directly to the a source without any other geometric considerations. This case is
similar to the nickel foils that are placed on the outside of the experimental spheres;
the “backscattered” environment coming from the spheres in the experiment will not
be modeled properly in this simple calculation, but the responses are frequently quite
similar. The second case corresponds to the simple case described for the cross-
section contributor class, and consists of an aluminum slab with responses measured
at various depths from the surface, and uses just two energy groups.
87
Source-Spectrum Class Contribution to Response Uncertainty for an
Exposed Foil: If a simple case consisting only of a time independent source spec-
trum s(~x,E, ~Ω) in neutrons per cm3 per MeV per second and a response function is
considered without any material to transport through, the Boltzman equation (equa-
tion 2.4) is greatly simplified:
~Ω · ∇Φ(~x,E, ~Ω) = s(~x,E, ~Ω) (4.6)
where ~Ω is the direction of the fluence and Φ(~x,E, ~Ω, t) is the fluence of neutrons.
Employing the substitution described in chapter 2:
~x′ ≡ ~x+ r~Ω (4.7)
with ~x′ being the position a distance of r in the ~Ω direction from ~x. Then,
dΦ(~x′, E, ~Ω)
dr




= −s(~x′, E, ~Ω). (4.9)
The fluence at ~x with direction ~Ω is then the integral of the source along a ray




s(~x′ − r · ~Ω, E, ~Ω)dr (4.10)
The preceding equation assumes that s(~x,E, ~Ω) does not experience spherical di-
vergence. For a planar case with a mono-directional source, this is a good description.
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The response is given by integrating the product of the fluence times the response









s(~x− r · ~Ω, E, ~Ω)dr.
(4.11)
To get the sensitivity of the response to a specific energy point in the source,
the response R can be differentiated with respect to the source. To illustrate, if













For a single energy group, a very simple analysis can be done. The neutron
spectrum from the spontaneous fission of 252Cf is considered to be the best defined
reference spectrum [53][54]. If a single energy group is chosen (for instance from
2 MeV to 2.1 MeV - an energy bin near the peak of the differential 252Cf energy














If consideration is limited to the aforementioned energy group (2 MeV to 2.1
MeV), the source can be taken to unity, and from the work of Mannhart [53], the
source relative standard deviation is 1.2 % for that energy group. The partial deriva-
tive of the response with respect to the source is determined: ∂R
∂s1
= f 1R. And for this
case the relative variance in the response is then (0.012)2 (= 1.44 × 10−4).
89
Using basically the same procedure, but using a large number of energy bins
(640), the contribution to the response uncertainty due to the source directly on
nickel-58 and sulfur-32 can be calculated. For this calculation, the Sandia processing
code MANIPULATE was used with response data (the 58Ni(n,p) reaction and the
32S(n,p) reaction) from the International Reactor Dosimetry File [64] dosimetry cross
section evaluation, and the californium fission spectrum covariance from Mannhart
[53][54].
The folding of a californium-252 (252Cf) fission source and the activation of nickel-
58 to cobalt-58 (58Ni(n,p)58Co) is determined to be: 1.199 × 10−3 activations per
neutron per gram of 58Ni (=8.163 × 10−4 activation per neutron per gram of nickel)2.
Using the above described procedure to calculate uncertainty, the relative contribution
to the uncertainty from the californium source with a response function of 58Ni(n,p)
is a variance of: 5.25 × 10−5 (a relative standard deviation of 0.725 %).
The folding of a 252Cf fission source and the activation of sulfur-32 to phosphorus-
32 (32S(n,p)32P) is determined to be: 1.323 × 10−3 activation per neutron per gram
of 32S (=1.257 × 10−3 activations per neutron per gram of sulfur)3. Using the above
described procedure to calculate uncertainty, the relative contribution to the uncer-
tainty from the californium source with a response function of 32S(n, p)4 is: 0.089 (a
relative standard deviation of 30 %).
Source-Spectrum Class Contribution to Very Simple Geometries - Alu-
minum Slab: Equation 4.5 will be used to determine the uncertainty of a source at
2using Avogadro’s number of 0.60221415 × 1024mole−1 [27], an atomic mass of 58Ni of 57.935348
grams per mole [9], and an abundance (by mass) of 68.077 % [10].
3using an atomic mass of 32S of 31.9720707 grams per mole [9], and an abundance (by mass) of
95.02 % [10].







Fig. 4.2. Geometry for the simple aluminum slab test case.
various depths in an aluminum “slab”. This problem uses a one dimensional planar
geometry, and will use as a response function the activation of nickel-58 to cobalt-58,
and the number fluence. The very simple geometry is represented in figure 4.2. The
aim of this simple test case is to provide a simple check of the procedures used to cre-
ate the source uncertainty contribution using the COVFOLD code. It is possible to
check the COVFOLD-produced results with simple hand calculations, and the same
COVFOLD procedures are used for the more detailed 640 group cases with a real
source and source covariance matrix.
The responses and adjoint fluences in this test case were calculated for layers at
various depths (see tables 4.3 and 4.4). For this simple test case, only two energy bins
were used to allow easy calculation of the response and source uncertainty contribu-
tion, and for this reason the source is extremely simple - each energy bin contributes
an equal source and the source is normalized to one neutron (for ease of calculation).
Table 4.1 summarizes the source characteristics and the covariance matrix used for
this sample case.
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Energy Bin Standard Correlation
Lower Edge Upper Edge Source Deviation Lower Upper
(MeV) (MeV) (neutron) (%)
1.35335 1.73774 0.5 10 1 0.1
1.73774 2.23130 0.5 15 0.1 1
Table 4.1. Source characteristics for simple aluminum slab uncertainty test case.
The adjoint fluences were determined using ANISN and MCNP. The ANISN
calculations were performed using three groups - the two indicated in table 4.1 and
a lower energy group that extended down to thermal energies. The third low energy
group was used to insure the neutrons properly downscattered out of the problem,
and the fluence of neutrons in the third group did not contribute to the response.
The MCNP calculations were performed using three output energy bins, and again
the low energy bin fluences were excluded from contributing to the response. To
minimize the effect of the variance in the Monte Carlo results, the problem was run
until the largest calculation standard deviation was 0.3 %. For the ANISN calculation
the response function in table 4.2 was used, but MCNP used continuous 58Ni(n,p)
cross sections. Note that due to the different usage of the cross sections, the two
calculations differ by up to ten percent, but this is well within the expected variation
between group-averaged and point cross section transport in a single energy bin.
Tables 4.5 and 4.6 show the comparison of the response and response uncertainty
from both the nickel-58 activation and number fluence response functions. Note that
the relative source contribution to the uncertainty is nearly constant with depth; if a
full spectrum with a sufficient number of energy bins were used, it would be expected
that the number fluence uncertainty contribution would change significantly with
depth, since the low energy neutrons will be shielded more than the higher energy
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Energy Bin Response Function
Lower Edge Upper Edge 58Ni(n,p) Number
(MeV) (MeV) (barns/atom)
1.35335 1.73774 1.67083 × 10−2 1
1.73774 2.23130 4.26130 × 10−2 1
Table 4.2. ANISN Response function used for simple aluminum slab source
uncertainty test case.
ANISN MCNP
Depth Energy Bins Energy Bins
Lower Upper Lower Upper
(cm) (b/atom/cm2) (b/atom/cm2) (b/atom/cm2) (b/atom/cm2)
1.051 1.73 × 10−2 4.87 × 10−2 1.86 × 10−2 4.74 × 10−2
1.661 1.42 × 10−2 4.11 × 10−2 1.53 × 10−2 3.92 × 10−2
2.194 1.25 × 10−2 3.64 × 10−2 1.34 × 10−3 3.43 × 10−2
2.723 1.10 × 10−2 3.28 × 10−2 1.20 × 10−3 3.06 × 10−2
3.795 8.93 × 10−3 2.71 × 10−2 9.70 × 10−3 2.49 × 10−2
4.328 8.09 × 10−3 2.47 × 10−2 8.83 × 10−3 2.26 × 10−2
4.759 7.58 × 10−3 2.33 × 10−2 8.18 × 10−3 2.10 × 10−2
6.995 5.10 × 10−3 1.61 × 10−2 5.53 × 10−3 1.42 × 10−2
Table 4.3. Adjoint fluence calculated for the 58Ni(n,p) response function.
neutrons, and the number fluence would reflect these changes. The 58Ni(n,p)58Co
cross section excludes all neutrons of less than 0.5 MeV, and the part of the spectrum
that will cause activation does not change greatly with depth.
These simple comparisons excerised the logic that is used to calculate the source
uncertainty contribution to the response, and showed that similar results for the
source uncertainty contribution are obtained using the true adjoint fluence as calcu-
lated by the discrete ordinate code ANISN and the pseudo-adjoint fluence as calcu-
lated by the Monte Carlo code MCNP. Elastic scattering dominates in the energy
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ANISN MCNP
Depth Energy Bins Energy Bins
Lower Upper Lower Upper
(cm) (cm−2) (cm−2) (cm−2) (cm−2)
1.051 1.03 1.22 1.04 1.26
1.661 0.852 1.04 0.843 1.07
2.194 0.745 0.933 0.729 0.959
2.723 0.661 0.844 0.642 0.869
3.795 0.534 0.705 0.510 0.725
4.328 0.484 0.648 0.460 0.667
4.759 0.454 0.613 0.423 0.623
6.995 0.305 0.427 0.280 0.434
Table 4.4. Adjoint fluence calculated for the number fluence response function.
ANISN MCNP
Standard Standard
Depth Response Deviation Response Deviation
(cm) (b-n/cm2) (%) (b-n/cm2) (%)
1.051 3.30 × 10−2 11.63 3.30 × 10−2 11.41
1.661 2.77 × 10−2 11.68 2.72 × 10−2 11.41
2.194 2.44 × 10−2 11.71 2.39 × 10−2 11.41
2.723 2.19 × 10−2 11.74 2.13 × 10−2 11.42
3.795 1.80 × 10−2 11.79 1.73 × 10−2 11.42
4.328 1.64 × 10−2 11.81 1.57 × 10−2 11.42
4.759 1.55 × 10−2 11.82 1.46 × 10−2 11.42
6.995 1.06 × 10−2 11.87 9.88 × 10−3 11.42





Depth Response Deviation Response Deviation
(cm) (b-n/cm2) (%) (b-n/cm2) (%)
1.051 1.13 9.72 1.15 9.78
1.661 0.948 9.79 0.958 9.86
2.194 0.839 9.83 0.844 9.93
2.723 0.753 9.87 0.755 9.99
3.795 0.620 9.94 0.618 10.10
4.328 0.566 9.97 0.563 10.14
4.759 0.533 9.99 0.523 10.17
6.995 0.366 10.06 0.353 10.28
Table 4.6. The response and the source-uncertainty contribution calculated for the
number fluence response function.
regime of this calculation, and figure 4.3 shows the detailed structue of the elastic-
scattering cross section in this region. For the ANISN run, the 1.35335 MeV to
1.73774 MeV bin and 1.73774 MeV to 2.23130 Mev bin use an elastic scattering cross
sections of 2.79 barns/atom and 2.67 barns/atoms respectively. A difference of up to
10 % was seen in the calculation of the response using ANISN and MCNP, but that
difference can be attributed to the difference in using just two group averaged energy
bins in the ANISN calculations, and using the full point-energy cross sections in the
MCNP calculations.
4.3 Response-Function Contributor Class
For the purposes in this study, a response function is the model of the detector
reaction to an energy and angle dependent fluence. For the experiments considered
here, the response function is normally an activation cross section, but more sophis-
ticated detectors will frequently be modeled as a response function as long as the
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Fig. 4.3. Elastic-scattering cross section from 1 MeV to 5 MeV.
detector is small and does not significantly alter the overall neutron transport.
The response function uncertainty is generally straight forward to apply, and like
the source uncertainty contribution calculation technique, is suggested by the linear
error propagation equation (chapter 3). Although the details of these uncertainty
contribution calculations are not presented in careful uncertainty calculations, like
that of Chucas [81], a similar approach as that descibed below would be expected
to have been used. The response is normally calculated directly from integrating or
summing the product of the response function and the forward fluence. The sensi-
tivity of the integral response to the response function is then very simply to obtain,
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the response can be differentiated with respect to the response function contribu-
tors (and multiplied by the fraction of the response function contributor expectation
values divided by the response). The response function contributor calculations are
very similar to the source contributor class calculations, and the response-function
uncertainty contribution is very dependent on the specific source.
Figure 4.4 diagrams the logic flow and basic calculation tools used to determine
the response and response-function uncertainty contribution. The actual calculation
of response-function uncertainty contribution is performed using the same steps for
both discrete odinates and Monte Carlo approaches. The source spectrum is used
to determine a foward fluence, and the response-function uncertainty is folded with
this energy-dependent forward fluence (using the COVFOLD code) to determine the
response-function uncertainty contribution to the response. The only difference be-
tween the discrete ordinate and Monte Carlo approaches is in the calculation of the
actual response. For the Monte Carlo approach, the response calculation is best per-
formed during the foward calculation to get the best point-energy response calculation
along with the Monte Carlo sampling uncertainty for the response. There is no ad-
vantage to calculating the response during the discrete ordinate transport, since the
response-function is modeled as a group-averaged function, and the response calcula-
tion is performed as a separate step (part of the COVFOLD folding calculation). In
the subsequent subsections, the formalism used to determine the response-function
uncertainty contribution and the sensitivity of the response to the energy-dependent
response-function is presented, and two simple cases are presented to exercise the
tools and techniques on situations that are simple enough to check that the tools and
techniques give reasonable results. These simple calculations are preformed to build











































Fig. 4.4. Logic flow for the determination of the response-function uncertainty
contribution for both discrete-ordinates and Monte Carlo approaches.
detailed source-spectrum and response-function descriptions.
4.3.1 Response-Function Uncertainty
In some cases, the response-function uncertainty can be somewhat difficult to
formulate (see for instance the cadmium covered foil response function as described
in chapter 6), but for many test-object components the response function is simply
proportional to a single reaction’s cross sections, or a sum of cross sections. In these
cases the basic uncertainty information is obtained as covariance matrices from the
standard cross-section evaluations if covariance data is available. If the cross-section
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uncertainty data is not available, one of the techniques described in the cross section
uncertainty method section (section 4.4) may be required to estimate the response-
function uncertainty.
In general, the response function uncertainty is grouped in energy, and the uncer-
tainty of one energy group is frequently correlated to other response function energy





















where M is the source covariance matrix, and fnR is the response function for energy
group n.
4.3.2 Response-Function Sensitivity Formalism
The primary difference between the response function uncertainty contribution
analysis and the source uncertainty contribution analysis is that the differentiation of
the response with respect to the source contributors yields the adjoint fluence, and
the differentiation of the response with respect to the response function yields the
forward fluence. This comes directly from the expression for the determination of the











dEfR(~x,E, ~Ω, t) · Φ(~x,E, ~Ω, t)
5The dependence on position and direction have been removed for clarity.
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where, R is the response, fR(~x,E, ~Ω, t) is the response function, and Φ(~x,E, ~Ω, t) is
the forward fluence.








Φ(~x,E, ~Ω, t) (4.15)
Like for the source contributors, the response function and fluence will be taken
as time independent, and the response function will be localized (and constant in) a
region referred to as the detector. However, in contrast to the source contributors,
the response function will normally be taken as angle independent. The sensitivity











The same two cases considered for the source uncertainty contributor class will be
considered here. The difference is that the response-function uncertainty contribution
will be the focus of the cases. The first case corresponds to the determination of the
uncertainty contribution of the response function class to a foil exposed directly to the
a source without any other geometry. This case is similar to the nickel foils that are
placed on the outside of the experimental spheres; the “backscattered” environment
coming from the spheres in experiment will not be modeled properly in this simple
calculation, but the responses are normally quite similar. The second case corresponds
to the simple case described in in the cross section contributor class section, and
consists of an aluminum slab with responses desired at various depths from the surface,
and using just two energy groups.
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4.3.3 Response-Function Class Contribution to Response Uncertainty
for an Exposed Foil
If a simple case consisting only of a time independent source S(~x,E, ~Ω) in neu-
trons per cm3 per MeV per second and a response function is considered without
any material to transport through, the Boltzman equation (equation 2.4) is greatly
simplified in the manner described in the source uncertainty section (section 4.2.4),









S(~x− r · ~Ω, E, ~Ω)dr.
To get the sensitivity of the response to a specific energy point in the response
function, the response R can be differentiated with respect to the response function.
To illustrate, if the source and response function are represented in an energy group
structure, (e.g. Sg(~x, ~Ω) ≡
∫ Eg+1
Eg











= Sg(~x, ~Ω) (4.17)
For a single energy group, a very simple analysis can be done. The response
function to determine the number of atoms activated by a source is simply the cross
section of the applicable channel. For nickel-58 (58Ni) activation to cobalt-58 (58Co),
the response function is the 58Ni(n,p)58Co reaction cross section (multiplied by Avo-
gadro’s number and divided by the atomic mass of 58Ni - to get the units in activations
per source neutron per gram of 58Ni). Similarly, the response function for sulfur-32
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(32S) activation to phosphorus-32 (32P) is the 32S(n,p)32P (multiplied by Avogadro’s
number and divided by the atomic mass of 32S - to get the result in units of activations
per source neutron per gram of 32S). Both of the above analysis assumes the source is
normalized to one neutron. The covariance matrix for the reactions can be found in
several cross section evaluations, for the purposes of this case, the covariances for 58Ni
came from the International Reactor Dosimetry File [64] while the covariances for 32S
were taken from the FENDL evaluation [63]. If a single energy group is chosen (for
instance from 2 MeV to 2.1 MeV - an energy bin near the peak of the differential 252Cf
















If consideration is limited to the aforementioned energy group, the source can be
taken to unity, and for this sample response function the standard deviation is set to
3.7 %. The partial of the response with respect to a response energy bin is determined
as: ∂R
∂f1R
= S1. And for this case the relative variance in the response is then (0.037)
2
(= 1.36 × 10−3). For sulfur, the standard deviation in the energy bins in this energy
regime is a very high 41 %, which leads to a relative covariance contribution of 0.1681
from a specific bin. While the uncertainty in the specific sulfur bin is very high, when
the uncertainty is combined from nearby bins, the total uncertainty contributed drops
considerably. The reason is easy to see when the covariance matrix is examined. In
the FENDL evaluation, there are a large number of small (< 0.1 MeV) energy bins
near 2 MeV. The uncertainty of a specific energy bin may be large, but if several
nearby are “folded” together with a spectrum, the correlation of nearby bins greatly
reduces the contributed uncertainty.
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Using basically the same procedure, but using a large number of energy bins
(640), the contribution to the response uncertainty due to the response function of a
normalized 252Cf spectrum directly on nickel-58 and sulfur-32 can be calculated. For
this calculation, the Sandia processing code MANIPULATE was used. The folding
of a californium-252 (252Cf) fission source and the activation of nickel-58 to cobalt-58
(58Ni(n,p)58Co) is determined to be: 1.199 × 10−3 activations per neutron per gram of
58Ni (=8.163 × 10−4 activation per neutron per gram of nickel)6. Using the procedure
described above to calculate uncertainty, the relative contribution to the uncertainty
from the response function of 58Ni(n,p) with a californium source is a variance of:
4.83 × 10−4 (a relative standard deviation of 2.2 %).
The folding of a 252Cf fission source and the activation of sulfur-32 to phosphorus-
32 (32S(n,p)32P) is determined to be: 1.323 × 10−3 activation per neutron per gram
of 32S (=1.257 × 10−3 activations per neutron per gram of sulfur)7. Using the above
procedure to calculation uncertainty, the relative contribution to the uncertainty from
the californium source with a response function of 32S(n,p)8 is: 4.2 × 10−3 (a relative
standard deviation of 6.5 %).
When this case is compared with the similar source uncertainty contribution
case, in can be seen that the sulfur-32 response function uncertainty contribution is
about a factor of 5 less than the source uncertainty contribution.
6using Avogadro’s number of 0.60221415 × 1024mole−1 [27], an atomic mass of 58Ni of 57.935348
grams per mole [9], and an abundance (by mass) of 68.077 % [10].
7using an atomic mass of 32S of 31.9720707 grams per mole [9], and an abundance (by mass) of
95.02 % [10].
8using data from the International Reactor Dosimetry File [64] dosimetry cross section evaluation
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4.3.4 Response-Function Class Contribution to Very Simple Geome-
tries - Aluminum Slab
In a procedure similar to that used for the corresponding simple source un-
certainty contribution case (section 4.2.4), equation 4.15 is used to determine the
uncertainty of a response function at various depths in an aluminum “slab”. This
problem uses a one dimensional planar geometry, and will use as a response function
the activation of nickel-58 to cobalt-58, and the number fluence. The geometry will be
the same as was used in the source uncertainty case, and the geometry is represented
in figure 4.2. The aim of this test case is to provide a simple check of the procedures
use to create the response function uncertainty contribution using the COVFOLD
code. It is possible to check the produced results versus hand calculations, and the
same COVFOLD procedures are used for the more detailed 640 group cases with a
complete response function and covariance matrix.
The responses and forward fluences in this test case were calculation for layers
at various depths (see table 4.8). For this test case, only two energy bins were used to
allow easy calculation of the response and response function uncertainty contribution,
and for this reason the source is extremely simple - each energy bin contributes an
equal source and the source is normalized to one neutron for ease of calculation. The
source is the same as was used in the source uncertainty contribution test case (table
4.1).
The forward fluences were determined using ANISN and MCNP. The ANISN cal-
culations were performed using three groups, just as in the similar source-uncertainty
contribution calculation (section 4.2.4). As with the source-uncertainty contribution,
the effect of the sampling variance in the Monte Carlo results was minimized by using
sufficient source neutrons to drive the large sampling standard deviation to a very
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Energy Bin Response Function Standard Correlation
Lower Edge Upper Edge 58Ni(n,p) Deviation Lower Upper
(MeV) (MeV) (barns/atom) (%)
1.35335 1.73774 1.67083 × 10−2 9.57 1 0.16
1.73774 2.23130 4.26130 × 10−2 4.18 0.16 1
Table 4.7. ANISN Response function and the correlation matrix used for simple
aluminum slab response function uncertainty test case.
low value ( 0.3 %). For the ANISN calculation the response function in table 4.7 was
used, but MCNP used continuous 58Ni(n,p) cross sections. The response-function
data for ANISN was obtained by using the NJOY processing code [47] to process
IRDF data [64], and the response function used in the MCNP calculation was the
preprocessed ENDB-VI cross sections for the 58Ni(n,p) reaction. The covariance data
was taken from the IRDF evaluation, and the same group structure was used for
both calculations. Note that due to the different usage of both the transport and
response-function cross sections (group averaged versus point), the two calculations
differ by up to 10 % (tables 4.8 and 4.9). This difference is reasonable considering
that the discrete ordinate transport used just two energy groups, and from the differ-
ence in response-function cross sections between the two groups (table 4.7) it would
appear that either a finer group structure or a more representative group averaging
weighting function would be warranted if the desire was to compare ANISN fluence
and response results to MCNP results.
Table 4.9 shows the comparison of the response and response uncertainty from the
response function contribution class for nickel-58 activation. Note that the relative
response function contribution to the uncertainty is nearly constant with depth; if
response function that has signficant contribution from neutrons over a large portion
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ANISN MCNP
Depth Energy Bins Energy Bins
Lower Upper Lower Upper
(cm) (n/cm2) (n/cm2) (n/cm2) (n/cm2)
1.051 0.581 0.547 0.626 0.524
1.661 0.491 0.457 0.531 0.427
2.194 0.436 0.403 0.473 0.370
2.723 0.393 0.360 0.428 0.327
3.795 0.325 0.295 0.356 0.262
4.328 0.297 0.269 0.327 0.236
4.759 0.281 0.253 0.305 0.218
6.995 0.193 0.173 0.211 0.146
Table 4.8. Forward fluence calculated for the simple slab case.
ANISN MCNP
Standard Standard
Depth Response Deviation Response Deviation
(cm) (b-n/cm2) (%) (b-n/cm2) (%)
1.051 3.30 × 10−2 4.39 3.28 × 10−2 4.49
1.661 2.77 × 10−2 4.40 2.71 × 10−2 4.53
2.194 2.44 × 10−2 4.41 2.37 × 10−2 4.56
2.723 2.19 × 10−2 4.41 2.11 × 10−2 4.58
3.795 1.80 × 10−2 4.42 1.71 × 10−2 4.62
4.328 1.64 × 10−2 4.43 1.55 × 10−2 4.65
4.759 1.55 × 10−2 4.43 1.44 × 10−2 4.66
6.995 1.06 × 10−2 4.43 9.94 × 10−3 4.69
Table 4.9. The response and the response-function uncertainty contribution
calculated for the 58Ni(n,p) response function.
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of the spectrum (like energy deposition in a material), the uncertainty contribution
could change with depth, but the response functions used in this thesis were chosen
to highlight specific energy regimes, and for these response functions, the relative
uncertainty as a function of depth is flat throughout the test objects considered.
These simple comparisons were performed to excerise the logic that is used to
calculate the response-function uncertainty contribution to the response, and showed
that similar results for the uncertainty contribution are obtained using the discrete
ordinate code ANISN and the Monte Carlo code MCNP. A difference of up to 10 %
was seen in the calculation of the response and uncrtainty contribution using ANISN
and MCNP, but that difference can be attributed to the difference in using just two
group averaged energy bins in the ANISN calculations, and using the full point-energy
cross sections in the MCNP calculations.
4.4 Cross-Section Contributor Class
The determination of the contribution of the uncertainty of the cross section
data is often the solitary focus of uncertainty analysis of radiation transport calcula-
tions [16][69]. In many radiation transport calculations, the cross section uncertainty
does dominate the total uncertainty, and in the types of experiments considered in
this thesis, the cross section uncertainty can be a primary contributor to the total
uncertainty.
Like the source contributor class and the response-function contributor class,
the cross-section contribution to the response uncertainty follows a Law of Error
Propagation form (section 3.3.1), and the uncertainty calculation splits into two parts:
a determination of the cross-section covariances and a determination of the sensitivity
of the integral response to the cross sections themselves. Below a quick overview of the
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general issues involved in obtaining the cross-section covariance data will be presented,
then a description of two methods that can be use to determine the sensitivity of the
response to cross sections is given. These descriptions will be followed by a section
detailing a simple flat slab case and simple comparisons that can be done to establish
confidence in the techniques, and the derivation of simple approximations that can
be made in this case are presented. Finally, a description of a method that could be
implemented to directly use uncertainty data in Monte Carlo transport calculations
to obtain the uncertainty contribution more directly is presented. This method has
not been implemented and is not used in this thesis, but is included in this section as
a possible method for instances where the use of less intensive methods might exhibit
difficulties.
4.4.1 Cross-Section Uncertainty
The determination of cross-section covariance matrices is a topic of continuing
research, and the lack of good covariance information for many cross-section evalua-
tions is of concern to many. For the latest revision of ENDFB-VI, revision 8, a good
number of isotopes now have covariance information for many important reactions
[66] and the other evaluation sets also are beginning to have more covariance infor-
mation available, but large gaps still exist. If the standard evaluations do not have
a covariance matrix for an isotope and reaction that is significant, an approximate
covariance matrix can be estimated. The simplest covariance matrix can be created
by specifying a relative standard deviation (sx), and assuming no correlation between
cross section, so that the covariance matrix has the form:
cov(σix, σ
j
x) ≡ δi,j · (σix · sx)2 (4.19)
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where, σix is the cross sections for reaction x, and energy group i.
More complicated covariance matrices can be built by assuming a correlation
between different energy bins, but this requires caution to ensure that the resulting
covariance matrix is positive definite. Naberejnev and Smith [60] describe a method
for creating a covariance matrix based on the differences between the major cross
section evaluations.9
4.4.2 Cross-Section Sensitivity Formalism
There are various methods for determining the sensitivity of a response to cross
sections ranging from the simple - but inefficient - “brute-force” method to the com-
plicated adjoint sensitivity analysis procedure (ASAP) [40]. The brute-force method
entails simply making two calculations, one with a small delta to a parameter of in-
terest can directly estimating the sensitivity and will not be further described here.
Three methods for determining the cross section uncertainty will be presented, the
first will use the adjoint sensitivity analysis procedure (ASAP) mentioned in section
3.3.5 with discrete ordinates results, the second will use the direct method as imple-
mented in the Monte Carlo code MCNP, and the third will describe a method for
using ASAP in a forward Monte Carlo code calculation.
ASAP Using Discrete Ordinates: The adjoint sensitivity analysis proce-
dure can be derived in a straight-forward manner. Starting with the Boltzman trans-
9This method has been incorporated in a computer code (“NSCOV”), but this code was not used
to create covariance data for the basic cross section data in this thesis, since covariance data was
found for the all important isotopes considered.
109











′ → E, ~Ω′ → ~Ω)Φ(~x,E ′, ~Ω′, t)−
Σt(~x,E) · Φ(~x,E, ~Ω, t)
where,
S(~x,E, ~Ω, t) is the source term in neutrons/time/volume.
Σs(~x,E
′ → E, ~Ω′ → ~Ω) is the macroscopic scattering cross section that describes the
scattering of a neutron with energy E ′ and direction ~Ω′ to E and ~Ω. Integrating
Σs(~x,E
′ → E, ~Ω′ → ~Ω) ·Φ(~x,E, ~Ω, t) over all E ′ and ~Ω′ yields the neutron rate
density contribution from scattering. Σs(~x,E
′ → E, ~Ω′ → ~Ω) is a sum over the
individual scattering channels.
Σt(~x,E
′) is the total cross section for a neutron with energy E ′ in area/neutron.


















′ → E, ~Ω′ → ~Ω)
]
Φ(~x,E ′, ~Ω′, t)
}
= S(~x,E, ~Ω, t) (4.20)
The expressions inside the bracket on the left-hand side of equation 4.20 can be
designated as the operator H, and if a bracket is defined as 〈, 〉 would indicate an
integration over phase space (energy E, direction ~Ω, and position ~r), the following
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equations can be written (dropping the dependencies for clarity):
S = HΦ (4.21)
R = 〈fR,Φ〉 = 〈Φ∗, S〉 (4.22)
= 〈H†Φ∗,Φ〉 = 〈Φ∗, HΦ〉 (4.23)
where, fR is the response function, Φ and Φ
∗ are the forward and adjoint fluence,
H† being the operator adjoint to H. Clearly, the sensitivity of the response to an
arbitrary cross section σx is then (with the response function and source independent

















This result is only to first order, in that Φ and Φ∗ will have a dependence on
σx, but it is assumed that changes in the fluences to a change in σx are relatively
insignificant as compared to the change in H. The derivative of the operator H can
be performed case-by-case for each cross section type, so that for scattering cross













′ → E, ~Ω′ → ~Ω)Φ∗(~x,E, ~Ω)Φ(~x,E ′, ~Ω′)
}
(4.26)
Note that equation 4.26 uses the selective dependence of H on the cross section
























Fig. 4.5. Logic flow for the determination of the cross-section uncertainty
contribution for the ASAP approach.
microscopic cross section to the macroscopic cross section was used to put equation
4.26 in terms of the macroscopic cross section.
The usage of equation 4.26 with discrete ordinates (ANISN or DANTSYS) cal-
culations is shown in figure 4.5. For the response function and source combination of
interest, both adjoint and forward calculations are performed, and by use of equation
4.26 in the code SUSD3D, the cross sections are folded with these fluences to ob-
tain a sensitivity, and from the sensitivity the uncertainty contribution is calculated.
One great advantage to this technique is that the decision to investigate a specific
cross section can be done well after the initial forward and adjoint calculations, and
can include trace isotopes not considered in the fluence calculations – if these trace
elements cause only a perturbation to the fluence.
Sensitivity Calculations Using MCNP Perturbation (PERT) Methods:
MCNP uses a Monte Carlo method to solve the Boltzman transport equations, and
to determine a response R at a detector locations. A differential operator technique
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is employed to determine the change of the response R to various parameters in the
problem. The technique used in MCNP allows an analyst to either use a first-order
approximation, or include a second-order correction term.
The change of the response to the parameters making up a problem can be used
to estimate the uncertainty of the response considering the various contributors to
uncertainty in a problem. MCNP currently reports the change due to a perturbation,
and for changes in a cross section reaction this is frequently included by using a change
of material number density for that reaction. This allows a very easy determination











R is the response.
Σx is the cross section of a reaction x.
ρx is the material number density of the reaction x (the perturbation of the cross
section of reaction x is attributed to the material density for calculation conve-
nience).
Figure 4.6 diagrams the process used to determine the sensitivity of the response
to energy dependent cross sections and the uncertainty contribution. The source spec-
trum, response functions, and transport cross section are used to calculate a response.
As well, cross-section perturbations are also input to calculate an estimated response
perturbation via the PERT method. A code, SENSMCNP2, was created to calculate
the sensitivity, and then from the sensitivities and cross-section uncertainties, the





















Fig. 4.6. Logic flow for the determination of the cross-section uncertainty
contribution for the perturbation approach using MCNP.
The MCNP Manual [68], the verification document for the differential operator
in MCNP [55], and the MCNP code (after concerns arose from the documentation
review) were reviewed in some detail. The purpose of this investigation was two-
fold: (1) to gain confidence in the method as implemented in MCNP and (2) to
investigate the possibility of adding a similar technique to Geant410. Some time was
spent reviewing the documentation, and some concerns arose over certain derivation
steps. Specifically, these steps appeared to affect the 2nd order perturbation term,
but it can be shown that the MCNP code makes the proper calculation – but in a
somewhat complicated manner. This 2nd order term is unimportant in many cases,
but is used to signal whether the perturbation is large enough to warrant concern
over the fidelity of the change in response calculated. A different derivation is offered
here that can be more easily expanded to allow the inclusion of higher order terms
and cross terms.
10This method was not implemented in the Geant4 code. Geant4 uses explicit capture that will
tend to make this technique inefficient.
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Derivation of MCNP Perturbation Terms: Starting at the same point
as the MCNP perturbation verification documentation [55], the response can be ex-
pressed as a Taylor Series expansion in terms of a parameter ν. If R0 is the response
for a nominal value of this parameter (ν0), then the response is expanded as:
R = R0∆R +
dR
dν










· (∆ν)n + · · · (4.28)
The goal of the perturbation operator method becomes finding expressions for
the derivative terms (dR
dν
, etc.) that can be calculated during a Monte Carlo calcula-
tion. Rather than following the method proposed in the MCNP documentation [55] to
determine these derivatives, the macroscopic cross sections are utilized to simplify the
derivation by the use of a surrogate material density, and this results in expressions
for the first and second derivatives that are equivalent to those found in the MCNP
coding. In addition, expressions for the third, fourth, and higher derivatives can be
readily obtained, and an expression for the second derivative cross term that results
when two perturbations are considered together can be determined. These deriva-
tives are not directly useful to determining the uncertainty contribution, since the
sensitivity is calculated from the first derivative. However, these further derivatives
can be important in others applications. For instance, if the change in response due
to a change in material thickness or density is desired for optimal situations where
the first derivative approaches zero. The second and higher order terms the domi-
nate the Taylor series expansion. As well, the calculation of the higher order terms
generally demonstrate the quality of the first order term calculation, and the quality
of the Taylor series approximation, and the limits of its applicatablity. As well, the
second-order cross derivative term can be quite important when two components are
being varied together, and is required for a proper analysis.
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As can be seen in the Boltzman equation (equation 2.4), the isotopic number
density and the microscopic cross sections only appear through the macroscopic cross
sections. The integral response is the integral of the fluence multiplied by a response
function, and the response function can involve the microscopic cross section or num-
ber density individually, but this case can be readily handled as a separate case if the
response function is involved in the perturbation.
The macroscopic cross section for a single reaction for a single isotope is simply
the number density of the isotope multiplied by the microscopic cross section for that
reaction. The macroscopic cross section component can also be defined as a sum over
specific reactions and over all isotopes in a material. Although the following derivation
is presented in a form that is oriented to a single isotope, this basic method can be
used quite generally. The specific orientation of the derivation towards one material
is for compatibility with the problem specification used in MCNP.
If a single material is involved, the macroscopic cross sections can be expressed as
the sum of unperturbed cross sections and cross sections to be perturbed. Further, if
several (n) perturbations are considered, the macroscopic cross section for an arbitrary
reaction or group of reactions, x, can be defined as the sum of the unperturbed
microscopic cross sections, σi, multiplied by the number density, ρ0, of the isotope and
the sum of the microscopic cross section to be perturbed, σji (with the j superscript
simple designating that the cross section is perturbed in the jth perturbation group














Σx(~x,E, ~Ω) is the macroscopic cross section for the reaction of interest.
σi(~x,E, ~Ω) is the i
th unperturbed component of the reaction.
σji (~x,E,
~Ω) is the ith component of the jth perturbation group for the reaction.
ρ0 is the number density of isotope for the unperturbed reaction components.
ρj is the number density of isotope for the j
th perturbed reaction components.
N0 is the number of unperturbed components.
n is the number of perturbations.
Nj is the number of components of the j
th perturbation.
If a perturbation of some fraction, fj, is made to the microscopic cross-section,
σji (~x,E,




perturbation is grouped with the number density rather than with the cross section,
a perturbed density can be used to account for the perturbation, and ρj takes on
the value ρ0 × fj, and the microscopic cross section can be taken as unchanged. In
this manner, the perturbation of a group of cross sections by the same factor can be
readily made – without dealing with the details of the dependency of one channel’s
cross section on another.
For ease of manipulation, the macroscopic cross section definition (equation 4.29)
can be rewritten as:






where, Σ0x(~x,E, ~Ω) is the macroscopic cross section of the unperturbed component of
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the reaction, and Σjx(~x,E, ~Ω) is the macroscopic cross section of the j
th perturbed
component of the reaction.
The surrogate density, ρj, which is a factor in the unperturbed macroscopic cross
section Σjx, will take the place of the parameter ν in the Taylor expansion (equation
4.28), and the first order term will be related to the first order term expressed in
reference to the macroscopic cross section:
∂R
∂ρj











The derivative of the response with respect to surrogate material density requires
an examination of the specific equations that are used in the Monte Carlo transport
and scoring algorithms. In a Monte Carlo transport code, the number of particles at a
location in the geometry is the sum of the possible paths that a particle can take to get
to that location multiplied by the probability that a particle would take that path (and
a normalization factor), and the response will be this number of particles multiplied
by a suitable response function. The probability of the path is estimated by using a
random walk procedure that divides a particles path in small segments based in terms
of probability of the particle interacting with the material in the geometry, and so the
probability of a particle having a specific path through the geometry is the product
of the individual probabilities of the segments that were sampled by the particle.
So, the probability of particles taking path A is p(A) = p(A| ~xA;0, EA;0, ~ΩA;0, tA;0) ·
p( ~xA;0, EA;0, ~ΩA;0, tA;0), where the variable ~xA;0, EA;0, ~ΩA;0, tA;0 define the phase-space
description of the path’s starting location. The description of path A will include a
definition of the starting point, and has a specific description of the particle motion
and parameters from the start to the end of the path. If the path has NA path
segments, and the phase space variables at the end of each segment are given by
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~xA;k, EA;k, ~ΩA;k, tA;k, then the probability of having particles take path A is:
p(A) = p( ~xA;0, EA;0, ~ΩA;0, tA;0) ·
NA∏
k=1
p( ~xA;k, EA;k, ~ΩA;k, tA;k) (4.32)
So then if there are NP paths, if the response function is fR(~x,E, ~Ω), and if there




fR( ~xA;NA , EA;NA ,
~ΩA;NA) · p(A) (4.33)
If the response function and the initial path probabilities are not dependent on
the perturbation parameters, the determination of the derivatives of the response
with respect to the perturbation parameters is simply a summation of the derivatives





















The second derivative will then be:
∂2p(A)
∂ρ2j
= p(A) · β2 + p(A) · ∂β
∂ρj
(4.36)
11For convenience and clarity, the conditional probability
p( ~xA;k, EA;k, ~ΩA;k, tA;k| ~xA;k−1, EA;k−1, ~ΩA;k−1, tA;k−1) will hereafter be referenced as pA;k,
and as well the position and angle dependencies will by dropped from the cross sections.
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The third derivative is:
∂3p(A)
∂ρ3j
= p(A) · β3 + 3p(A) · β ∂β
∂ρj





















In the MCNP code [55][68], the probability term pA;k can take on four forms
dependent on whether the path segment in question started at a collision, started at
a geometric boundary, ended at a collision, or ended at a geometry boundary. Table
4.10 shows the four forms of the probability term associated with the path starting
and ending conditions, where:
Σa(Ek−1) is the cross section of the process that initiated the segment,
Σt(Ek−1) is the total cross section at the beginning of the segment,
pA(Ek−1 → Ek, ~Ωk−1 → ~Ωk) is the probability that the initiating reaction (a) would
cause the energy to change from Ek−1 to Ek and the direction to go from ~Ωk−1
to ~Ωk,
Σt(Ek) is the total cross section at the end of the segment, and
λk is the length of the segment.
Table 4.11 through 4.14 show the first, second, third and fourth derivatives for
each case, and in these tables: δa∈j is one if the reaction, a, is in the set of perturbed
cross sections, and zero otherwise. Likewise, δEk∈j, is one if Ek is in the range of
energies of the perturbation, and zero otherwise.
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Case Beginning Ending pA;k
Condition Condition
1 collision collision Σa(Ek−1)
Σt(Ek−1)
pA(Ek−1 → Ek, ~Ωk−1 → ~Ωk) · e−Σt(Ek)λk · Σt(Ek)λk
2 collision boundary Σa(Ek−1)
Σt(Ek−1)
pA(Ek−1 → Ek, ~Ωk−1 → ~Ωk) · e−Σt(Ek)λk
crossing
3 boundary collision e−Σt(Ek)λk · Σt(Ek)λk
crossing
4 boundary boundary e−Σt(Ek)λk
crossing crossing






























































































































Table 4.14. Fourth derivatives of the conditional probabilities.
If the response function is dependent on the perturbed cross section, the deriva-
tives of the response (equation 4.33) can be readily expressed in terms of the response
function, fR, and the path probabilities, p(A), although for the higher derivatives of
the response function, the number of individual terms can become large.
If two or more perturbations are considered together (but involve different cross
sections), a multivariable Taylor expansion can be performed and the second (and
higher order) cross derivatives can be determined. For the second derivative term,


















1 δa∈jδEk−1∈j − λkδEk∈jΣja(Ek) −δa∈jδEk−1∈j
2 δa∈jδEk−1∈j − λkδEk∈jΣja(Ek) −δa∈jδEk−1∈j
3 −λkδEk∈jΣja(Ek) 0
4 −λδEk∈jΣja(Ek) 0
Table 4.15. First and second derivatives of the conditional probabilities with
linkages considered.


































The conditional probability derivatives for each case can readily be determined
from the equation above.
The MCNP coding allows a user to include the first and second derivative terms
to determine the effect of a perturbation in the cross sections might have on the re-
sponse. The terms derived above in table 4.11 are identical to the terms in the MCNP
code, and those in table 4.12 are simpler than those implemented in MCNP, but can
be shown to be equivalent. These terms can be simplified further by considering the
linkage of three path segments and eliminating terms that “cancel”.
Figure 4.7 shows the possible connections that can occur in a path for probability
calculations. By comparing the terms in tables 4.11 through 4.14, the first and second
derivative terms simplify to those shown in table 4.15, and the third and fourth
derivative terms simplify to those in table 4.16.
The above derivation of the derivatives of the response to the macroscopic cross
section shows that the perturbation technique in MCNP has a valid basis. The calcu-
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Fig. 4.7. Schematic representation of the possible path segment cases. A circle






















Table 4.16. Third and fourth derivatives of the conditional probabilities with
linkages considered.
lation of the sensitivity of the response to specific energy dependent cross section and
the determination of the cross section uncertainty contribution to the response un-
certainty only uses the first derivative term explicity. The second derivative term can
be used to determine whether the first derivative term is usable, since a Taylor series
expansion is used, and if the second derivative term becomes nearly as large as the
first derivative, reducing the expansion to first order is not justified. For the calcula-
tions considered in this thesis, the cross-section perturbations should be low enough
that only the first order term is required. For applications of the PERT method, the
higher order terms can become important for using the Taylor series expansion over
a domain of interest. For example, in the MCNP differential operator method veri-
fication document [55], there is a sample problem that consisted of a fission neutron
source placed near a copper torus, and gamma fluence was calculated behind this
copper torus. This sample problem represents those situations where a decreasing
a particular geometric element may increase the response until an optimum point is
reached, and then the fluence will decrease. In this sample problem, the gamma’s
are created by reactions in the copper, and are then attenuated by whatever copper
exists between the gamma creation point and the detector region outside the torus.
In general decreasing the copper density (which corresponds to decreasing the wall
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thickness of the torus), decreases the amount of attenuation of the produced gamma’s,
but also decreases the number of gamma’s produced. For this sample problem, densi-
ties of copper were varied from 8.89 gm/cm3 to 1 gm/cm3, and the gamma fluence (in
terms of γ/cm2/source neutron) was calculated, and for the particular initial torus
wall thickness, an optimal value of 3.5 gm/cm3 was determined. At this value, the
first derivative of the response to density of copper approaches zero, and either an
increase or decrease of the copper density will decrease the gamma fluence at the de-
tector location. To highlight the importance of higher order terms in a Taylor series
expansion, figure 4.8 shows the result of estimating the fluence for a change in density
using differing numbers of higher order terms versus the gamma fluence as calculated
directly by the series of MCNP runs. For this sample problem, a much better es-
timate is obtained by including up to the fourth order term (the fluence estimated
with just the first derivative term is not included in this figure, since it would be a
horizontal line passing through the maximum value of the direct calculation curve).
It should be noted that the “jaggedness” of the direct calculation curve around 3.5
gm/cm3 is due to the sampling size used, and highlights the difficulty of determining
a first derivative by “brute force” in this region, since the variation in the response
is small, and very large number of particles must be used to reduce this sampling
uncertainty to a small enough fraction to ensure that the first derivative is accurate.
Further details of the estimated gamma fluence using higher order terms can be found
in Keith [43], but the results here demonstrate the importance of being able to use
higher order terms in the Taylor series expansion.
Due to the high computational cost of the PERT method, normally only the first
and second order terms were calculated to determine the uncertainty contribution


































Fig. 4.8. Sample problem gamma fluence estimation using a different number of
terms from a Taylor series expansion.
response to the total cross section of polyethylene for a detector placed at a depth
of 4.3 cm in a 7 inch (17.78 cm) diameter sphere, the first, second, third, and fourth
order coefficients were determined (so ν in equation 4.28 is the total cross section
Σt), and are presented in table 4.17 for nickel and for scandium activation response
functions in the form of relative coefficient of equation 4.40.































+ · · · (4.40)
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Expansion Nickel Activation Scandium Activation
Term 58Ni(n,p)58Co 45Sc(n,γ)46Sc


















964.1 (2.8) 5.87×107 (100)
Table 4.17. Taylor series expansion terms (and sampling standard deviation in percent
in parenthesis) in Bq/MJ for activity of foils placed at a depth of 4.3 cm in a 7 inch
(17.78 cm) polyethylene sphere.
Table 4.17 shows that the nickel activation response has a very well defined
expansion with well converged derivative terms, and it can be readily determined
where the affect of including higher order terms will be important. However, for the
scandium response function, the results show that the expansion is less certain, and
that while the first derivative term is well converged and appears sufficient for small
perturbations, even the second order term converged poorly, and a larger number
of source neutrons are required to produce statistically valid third and fourth order
terms. For many problems, higher order terms converge poorly when their values are
small (and thus insignificant), or when the affect of a change in cross section affects
one segment of the neutron path much differently that other segments. Fortunately for
sensitivity calculations, the energy resolution of the cross-section covariance matrices
is sufficient to mitigate the latter effect.
The above derivation shows that PERT method in MCNP produces proper re-
sults for the first and second order derivatives, even if the coding is not as efficient as
possible. For the results presented in this thesis, the cross section uncertainty contri-
butions were calculated using this PERT method in MCNP. A few of the calculations
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were performed using the original PERT coding in MCNP, but most were calculated
using the more efficient terms above, but since it can be shown that the expression
are equivalent mathematically for the first and second order terms, the results are
not specified as to whether the original or more efficient coding is used.
Sensitivity Calculations Using Monte Carlo with Pseudo-ASAP: The
perturbation method of MCNP determines the sensitivity of the response to the
small variation of a particular parameter of interest. An alternative approach could
be built in MCNP or Geant4 that directly determines the anticipated uncertainty at
a location by using Monte Carlo sampling to choose cross-section perturbations from
the covariance files. This approach however, would require significant modification of
MCNP.
If all the contributors to uncertainty were specified at the beginning of a run
along with the range of uncertainty and covariance matrices, the following procedure
could be used to determine the resulting uncertainty:
When a particle enters a region where an uncertainty contributor exists, a ran-
dom number can be chosen to reflect the value of the uncertainty for that particle.
The effect of this difference from the normal value can be used to determine the dif-
ference in the probability that the particle will undergo the next reaction in a baseline
sequence for the path. For instance, if the total cross section is an uncertainty con-
tributor, and the chosen difference is ∆σT then the difference in probability that the
particle would continue to a distance of λ (where an event takes place in the unper-
turbed calculation) is exp[−λ(σT + ∆σT )], or the factor that the probability changed
is exp(−λ∆σT ).
This difference in probability can be stored for this value, and the run can proceed
as normal. When the particle scores a response at a specific location, the normal
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response can be scored, as well as one that reflects the contribution of the uncertainty
probability factors (along with the square). For reporting and analysis purposes, the
statistical properties of the correlated contributor are determined by accumulating
the change in the uncertainty contributor, the square of that change, the change in
response due to the uncertainty, the square of the change in response, the ratio of the
change in response to the uncertainty (e.g. ∆R/∆σT ), the square of that ratio, and
the number of uncertainty samples.
When the run is complete, a report of the normal response and standard devia-
tion is reported, the response and standard deviation with the uncertainties included
should be reported. The normal standard deviation indicates the normal fidelity or
confidence of calculated numbers; the adjusted standard deviation directly bounds an
expected standard deviation from the average response considering the contribution
of the uncertainties. The accumulated response changes and their squares can be
used to show whether the contributor uncertainties were properly sampled.
To handle the sampling of the uncertainties, some care must be taken. For any
one particle, there can be two basic types of sampling. For one type, the uncertainty
is due to incomplete knowledge – for instance an actual cross section might not be
precisely known, but it might be modeled with a specific value for the entire path of
the trace particle. For the other type, the uncertainty might be from a contributor
that can vary each time the particle encounters the uncertainty contributor - for
instance from sampling from a secondary angle probability density function for a
specific reaction - and each time the particle encounters this contributor, a new value
should be chosen. This later case requires additional, but manageable bookkeeping.
A more important issue is the correlation (through the covariance) of uncertainty
contributors. This issue can be readily handled in this scheme. If an uncertainty
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contributor is encountered, a check can be made whether this particle has encountered
a previous contributor, and if so the selection of a new contributor value can be made
to be consistent with the covariance between the two. In this manner, it can be
ensured that the final uncertainty reflects the covariance matrix.
There are drawbacks to this solution method. First, a significant amount of
changes would be required in MCNP or Geant4, although the programming style of
Geant4 makes this a tractable problem. Second, like in the current MCNP method,
it is assumed the normal path taken by a particle is a reasonable path for the particle
when the uncertainty choices are made. As the uncertainties cause large differences
in probability, this method will begin to suffer problems similar to over biasing, where
paths that greatly contribute to the response can be missed by making other paths,
which do not contribute significantly as to the response.
A very similar, but perhaps more elegant, method has been explored by Kawano
et al. [42] that diagonalizes the covariance matrix of interest and propagates the
change in the resulting generalized coordinates to the changes in actual cross sections.
However, this method removes the ability to determine the sensitivity of the response
to specific energy dependent cross sections.
These methods are not used in this thesis, because they require more coding
and analysis effort than was needed, since the current PERT method is adequate to
calculate the uncertainty contributions.
4.4.3 Simple Comparison Case - One Dimensional Al Slab
To determine whether the transport and folding routines for the ASAP method
and MCNP PERT-based method are actually working as expected, simple approxi-
mations can be made that are readily compared to simple transport cases. Here a
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simple expression is derived that will help with these comparisons.
The expression is one of the simplest of transport cases: an isotropic source
with a no scattering, no fission approximation in a planar homogeneous material.
In this approximation, the fluence is represented simply by spherical divergence and
exponential attenuation.
The energy dependent radiation transport equation can be written as:




′ → E, ~Ω′ → ~Ω)φ(~x,E ′, ~Ω′) (4.41)
where,
Ω is the solid angle.
φ(~x,E, ~Ω) is the fluence in particles per area.
Σt(~x,E) is the total macroscopic cross section in units of distance
−1.
S(~x,E, ~Ω) is the source in particles per volume.
Σs(E
′ → E, ~Ω′ → ~Ω) is the macroscopic scattering cross section for a scatter of a
neutron of energy E ′ and direction ~Ω′ to energy E and direction ~Ω. Like the
total cross section, this is in units of distance−1.
For a case without scattering, Σs(E
′ → E, ~Ω′ → ~Ω) → 0, this expression simpli-
fies greatly. And assuming that there is no source of neutrons within the region of
interest:
∇~Ω · φ(~x,E, ~Ω) + Σt(~x,E)φ(~x,E, ~Ω) = 0 (4.42)
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which is solved in a one-dimensional planar geometry by




where µ is the cosine of ~Ω with the x axis, and Φ0(E, ~Ω) is the fluence at x = 0.
To get the fluence across a layer in the one dimensional geometry, an integral


















This equation is easy to integrate numerically. To get the change of the fluence
to the total cross section, equation 4.44 can be differentiated. The sensitivity is a








Pα is the sensitivity of a response to the cross section of a reaction α.
Σα is the macroscopic cross section for reaction α.
R is the desired total response.
The total response R is calculated either by integrating over space and energy the
product of a response function rf (~x,E) and the fluence, or by integrating over space
and energy the product of the source function and the adjoint fluence. For a response
of fluence, the response function is unity for all energies and at the location of interest.
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where x0 is some depth of interest in the problem.
Using the simple Law of Error Propagation, the variance of the fluence from the





dE ′Pt(x0, E) · rcov(Σt(E),Σt(E ′)) · Pt(x0, E ′) (4.47)
The above expression can be then used to compare with the simple cases pre-
sented below.
Semi-Infinite Aluminum Slab - Mono-Energetic, No-Scattering: The
first simple case consists of a semi-infinite slab of aluminum. This case consists of
a source on the surface of the slab, and “detectors” placed at various depths in the
aluminum. The source is isotropic. The response function for the first comparison
is simply the fluence. To make the initial comparison as simple as possible, a mono-
energy, absorption-only, case is formulated.
The choice of the energy for this simple case is somewhat arbitrary, and an
energy of 2.05 MeV was chosen, because this energy corresponds to the maximum
of the energy dependent fluence multiplied by neutron energy with respect to the
neutron energy for the 235U thermal fission spectrum.
Cross Section Generation: The cross sections for these discrete or-
dinates calculations came from ENDFB-VI via NJOY. NJOY was run for each of
the mono-energetic case using a single energy bin taken from Sandia standard 89
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bin structure. Since this case is unphysical (scattering dominates the cross section
at these energies), the processed files were hand massaged to remove the scattering
component, and increase an absorption component (n,γ). For the transport calcula-
tion it is sufficient to simply reduce the scattered cross section to zero, but for the
sensitivity calculation, the absorption component must show up explicitly to be used.
The specific cross sections used are shown in table 4.18.
Actual Test case
σtot (b) 3.05563 3.05563
σelas (b) 2.72265 0.0
σinel (b) 0.332467 0.0
σ(n,γ)(b) 5.10324×10−4 3.05563
Table 4.18. Cross sections used in semi-infinite mono-energetic no-scatter aluminum
slab at 2.05 MeV.
Covariance File Generation: The covariance files used in this very
simple case were from COVFILS 2, and were modified to reflect the desire to make
the single energy runs at the same energies for both the simple absorption case and
scattering cases. The scattering variance was applied to the absorption cross section
(which matched increasing the absorption component of of the cross section), and the
scattering variance was then set to zero.
Transport Calculations: A series of calculations were performed us-
ing this basic geometry to compare the predicted sensitivity from SUSD3D with the
simple attenuation-only expression derived above. This calculations were made pri-
marily with ANISN. An additional comparison set of calculations were made with
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ONEDANT. The ANISN calculations were made with 4, 16, and 48 angular quadra-
ture bins to show the change in the results as a function of bins used.
Comparison to Analytical Results: Figure 4.9 shows the results of
ANISN transport calculations using 4, 16 and 48 angle bins (to show the sensitivity
of the calculation to angular quadrature) using absorption-only cross section for this
single energy as compared to a simple analytic result. Also included in the figure
is the results of a similar MCNP calculation, with an isotropic point source in front
of a 100 cm radius disk of Al. In the MCNP calculations, a file with fictitious cross
sections corresponding to the values use in ANISN were created. As is shown in the
figure, the basic transport results agree well with the analytic expression – with the
exception of the ANISN calculation that uses only four angular bins. It appears that
even for this simple case, more than 4 angular bins should be used, since this coarse
quadrature cannot model the track length of all neutrons in that bin.
Figure 4.10 shows the comparison of the ANISN-SUSD3D sensitivity calculation
using absorption-only cross sections for the single energy case. Also included is the
results of the calculation of sensitivity using the MCNP perturbation method. As is
readily seen in the figures, the results agree well with the analytic attenuation model
– again with the exception of the 4 angular bin ANISN calculation.
Table 4.19 lists the final relative variances determined for this case. The same
covariance matrix was used to fold each of the sensitivities into a final variance, so
the results compare as well as the sensitivities.
Semi-Infinite Aluminum Slab - Mono-Energetic, with Scattering: The
next simple case is like the first, with a semi-infinite slab of aluminum. This case


























Fig. 4.9. Comparision of absorption-only case at 2.05 MeV (simple approximation,




















Fig. 4.10. Comparision of sensitivity for absorption-only case at 2.05 MeV (the 16
and 48 angular bin results overlap.)
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Depth Simple ANISN ANISN ANISN MCNP
(cm) exp. 4 16 48
1.041 1.9 × 10−5 1.9 × 10−5 2.0 × 10−5 2.1 × 10−5 1.9 × 10−5
1.651 3.1 × 10−5 2.6 × 10−5 3.4 × 10−5 3.4 × 10−5 3.0 × 10−5
2.184 4.1 × 10−5 3.4 × 10−5 4.7 × 10−5 4.7 × 10−5 4.1 × 10−5
2.713 5.3 × 10−5 4.4 × 10−5 6.1 × 10−5 6.1 × 10−5 5.2 × 10−5
3.785 7.9 × 10−5 7.0 × 10−5 9.1 × 10−5 9.0 × 10−5 7.8 × 10−4
4.318 9.4 × 10−5 8.5 × 10−5 1.1 × 10−4 1.1 × 10−4 9.2 × 10−4
4.749 1.1 × 10−4 9.6 × 10−5 1.2 × 10−4 1.2 × 10−4 1.0 × 10−4
6.895 1.7 × 10−4 1.5 × 10−4 1.9 × 10−4 1.9 × 10−4 1.8 × 10−4
Table 4.19. Relative variance calculated using mono-energetic (2.05 MeV neutrons)
absorption-only aluminum slab test case.
depths in the aluminum. The source is again isotropic. The response function for the
comparisons is simply the fluence. Now, however, the comparison includes scattering.
This case was also executed at 2.05 MeV.
Cross Section Generation: The cross sections for these discrete ordi-
nates calculations came from ENDFB-VI via NJOY. NJOY was run for each of the
two mono-energetic cases using a single energy bin taken from Sandia standard 89
bin structure. The cross sections used correspond to to the “actual” cross section
column in table 4.18.
Covariance File Generation: The covariance files used in this simple
case were as before created using the “BOXRDRV” code (section 1.7.1) to extract
the Al covariance information from COVFILS II, and rebin it into the mono-energetic
bins.
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Transport Calculations: A series of calculations were performed us-
ing this basic geometry to compare the predicted sensitivity from SUSD3D with the
simple attenuation-only expression derived above. This calculations were made pri-
marily with ANISN. An additional comparison set of calculations were made with
ONEDANT. The ANISN calculations were made with 4, 16, and 48 angles to show
the change in the results as a function of bins used.
Comparison to Simple Results: Figure 4.11 shows the results of the
ANISN transport calculation using the isotropic scattering term cross section for this
single energy as compared to a simple analytic result. Also included in the figure are
the results of a similar MCNP calculation (using ENDFB-VI release 8 cross sections),
with an isotropic point source in front of a 100 cm radius disk of aluminum. The
simple exponential calculation disagrees with the ANISN and MCNP calculation,
since the scattering term is not included in the simple expression.
Figure 4.12 shows the results of the ANISN transport calculation using up to
the P3 scattering terms for the cross section for this single energy as compared to a
simple analytic result. Also included in the figure are the results of a similar MCNP
calculation (using ENDFB-VI release 8 cross sections), with an isotropic point source
in front of a 100 cm radius disk of aluminum.
Figure 4.13 shows the comparison of 48 angle ANISN calculations (isotropic
scattering and P3 scattering) with two MCNP calculations. One of the MCNP calcu-
lations used a modified cross-section set that forced the total, elastic scattering, and
absorption cross sections to be identical to the cross sections used in ANISN, and was
only done for the 740 keV neutron source case for comparisons. This MCNP calcula-
tion was not performed using the MCNP group-averaged mode, and the comparisons











































































Fig. 4.13. Comparision of ANISN isotropic, ANISN P3 scattering, MCNP with
ENDFB-VI cross section, and MCNP with ANISN cross section cases at 0.740 MeV
cause MCNP will down-scatter the neutrons to lower energy bins and this will change
the angular distribution of elastically scattered neutrons. The other MCNP calcula-
tion uses the ENDFB-VI release 8 cross sections distributed with MCNP – again for
comparison.
These figures (4.11 to 4.13) show that the results from the MCNP and ANISN
are in generally good agreement, and that the results of the better angular description
of the scattering has an effect from the deeper penetrations, but is in generally good
agreement with the isotropic scattering case. As is expected, the better angular
description of scattering causes slightly higher values of the fluence at the deeper
penetrations, since elastic scattering will by its nature be forward peaked.
The MCNP calculations will not fully correspond to the ANISN results in this
case for some basic reasons. The MCNP calculation that uses the ENDFB-VI cross
sections will use slightly different cross sections than the ANISN calculation at the
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initial neutron energy (2.05 MeV), but as the neutron loses energy, MCNP will be
using proper cross sections for those energies. ANISN, on the other hand is being
executed using just one energy bin, so that effectively there is no energy lost, and
the same cross section continues to be used. The other MCNP calculation at 740
keV (figure 4.13) uses the same cross section for all energies, and the penetration
matches the ANISN results better, but since the energy of the neutron is allowed to
decrease, the angular dependence of the scattering process becomes more isotropic as
the neutron slows down. Another MCNP group averaged calculation could be done
to directly compare to ANISN, but that has not been done here.
The sensitivities for this one energy bin case are calculated separately for the
processes, elastic scattering, (n,γ) absorption, involved. Figures 4.14 and 4.15 show
the sensitivity of the fluence to the absorption cross section for the ANISN isotropic
and P3 scattering cases for source neutrons of 2.05 MeV. These absorption sensitiv-
ities from MCNP (using ENDFB-VI release 8 cross sections) and the three angular
resolutions of ANISN have a significant shift and the MCNP sensitivity begins to
differ. The MCNP difference is expected since the MCNP case uses different cross
section values for absorption as the neutrons lose energy.
Figures 4.16 and 4.17 show the sensitivity of the fluence to the scattering cross
section for the ANISN isotropic and P3 scattering cases for source neutron of 2.05
MeV. The MCNP calculation is again included for reference, and again the disparity
between MCNP and this one-energy bin ANISN case is not unexpected considering
the difference in cross sections. What is more interesting is the magnitude of the
differences in sensitivity for the angular resolution case of ANISN – especially con-
sidering that the fluence (see figures 4.11 and 4.12) was very similar for each case.

































































Fig. 4.16. Sensitivity to elastic-scattering cross section for isotropic scattering case
at 2.05 MeV
calculation may not be adequate for the sensitivity calculation.
At 2.05 MeV, the elastic scattering cross section, (n, γ) absorption cross section,
inelastic and (n, p) cross section are non-zero (although the (n,p) reaction is still
insignificant). The inelastic cross-section sensitivity is shown in figures 4.18 and 4.19.
As can be readily seen, the ANISN sensitivity results and the MCNP sensitivity
results differ, but since MCNP uses the full energy spectrum for slowing neutrons,
this minor difference is expected.
Figures 4.20 and 4.21 show the comparison of the sensitivity to the (n,p) reaction,
and ANISN and MCNP differ greatly for this reaction, and since the (n,p) cross
section goes to zero below 2.05 MeV, a neutron that is slowed by scattering will not
be effected by the (n,p) reaction.
Figures 4.22 and 4.23 show the sensitivity of absorption and scattering cross











































Fig. 4.18. Sensitivity to inelastic-scattering cross section for isotropic scattering




































































Fig. 4.21. Sensitivity to (n,p) cross section for P3 scattering case at 2.05 MeV
ENDFB-VI cross section and a MCNP calculation using the same cross sections as
used in the ANISN calculation. The ANISN calculations both used the 48 angular
resolution. The absorption cross section sensitivity agrees well between the calcu-
lations, but there is significant spread in the scattering sensitivities. The difference
between the ANISN calculations at greater depths emphasizes that the sensitivities
show a greater dependence on accurately modeling the angular aspects of the problem
for the fluence response.
Tabulations of the relative standard deviations produced using the above analysis
between the ANISN angular resolution cases are shown in tables 4.20 thru 4.21. For
comparison purposes, the relative standard deviation is calculated for the a MCNP
740 keV case that used the same cross sections as ANISN (tables 4.20 and 4.21). There
is not included a comparison of the standard deviation with the MCNP that used the




















Fig. 4.22. Comparison of sensitivity to absorption cross section for scattering case
at 0.740 MeV. Note that the MCNP(simple) indicates the MCNP calculation with




















Fig. 4.23. Comparison of sensitivity to scattering cross section for scattering case
at 0.740 MeV. Note that the MCNP(simple) indicates the MCNP calculation with
modified cross section set.
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would include a multi-energy grid as is done below. As is readily seen, the differences
in sensitivity observed above, translated into large differences in the relative standard
deviation, perhaps the most surprising result is the disparity between the 16 angle
resolution and the 48 angle resolution. This disparity is most obvious for the mono-
energetic 0.740 MeV neutron, isotropic scattering case, and is due to the difference
in sensitivity of the fluence response to elastic scattering cross section, but it should
be noted that this is a somewhat contrived test case in that scattering is not simply
isotropic. As well, the sensitivities are near zero, and since the variances are related
to the square of the sensitivities any difference in sensitivity creates a large difference
in variance.
Depth ANISN ANISN ANISN MCNP
(cm) 4 16 48 simple
1.041 5.4 × 10−4 8.6 × 10−5 1.9 × 10−4 3.3 × 10−4
1.651 6.3 × 10−4 2.6 × 10−5 1.4 × 10−4 2.2 × 10−4
2.184 6.6 × 10−4 4.3 × 10−5 1.1 × 10−4 1.9 × 10−4
2.713 6.6 × 10−4 5.4 × 10−5 1.0 × 10−4 2.0 × 10−4
3.785 5.9 × 10−4 3.8 × 10−5 1.4 × 10−4 2.5 × 10−4
4.318 5.2 × 10−4 8.4 × 10−5 1.9 × 10−4 3.3 × 10−4
4.749 4.6 × 10−4 1.4 × 10−4 2.4 × 10−4 4.6 × 10−4
6.895 8.3 × 10−5 8.8 × 10−4 8.9 × 10−4 1.4 × 10−3
Table 4.20. Relative variance calculated using mono-energetic (0.740 MeV neutrons)
isotropic scatter aluminum slab test case.
The analysis and calculations presented above were done to establish confidence
in the basic methods that are used to determine the response and sensitivity of the
response to cross sections. Also determined is that more than 4 angular bins should
be used even in simple calculations. There were differences seen in sensitivities for
angular bin resolution for a fluence response, but these differences are largest for
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Depth ANISN ANISN ANISN MCNP
(cm) 4 16 48 simple
1.041 5.7 × 10−4 2.2 × 10−5 8.7 × 10−5 3.3 × 10−4
1.651 6.5 × 10−4 5.2 × 10−5 6.0 × 10−5 2.2 × 10−4
2.184 6.8 × 10−4 6.8 × 10−5 5.4 × 10−5 1.9 × 10−4
2.713 6.5 × 10−4 5.6 × 10−5 6.7 × 10−5 2.0 × 10−4
3.785 5.3 × 10−4 8.3 × 10−5 1.7 × 10−4 2.5 × 10−4
4.318 4.3 × 10−4 1.9 × 10−4 2.6 × 10−4 3.3 × 10−4
4.749 3.5 × 10−4 2.8 × 10−4 3.4 × 10−4 4.6 × 10−4
6.895 3.1 × 10−4 1.3 × 10−3 1.2 × 10−3 1.4 × 10−3
Table 4.21. Relative variance calculated using mono-energetic (0.740 MeV neutrons)
P3 scatter aluminum slab test case.
sensitivities near zero and for isotropic scattering, and the differences were much
reduced when a better angular representation of scattering was used (up to the P3
term in the Legrendre expansion representation).
4.5 Test-Object Geometry Contributor Class
The geometric uncertainty has two primary origins. The first is caused by an
imperfect knowledge of the actual geometry, and the second is caused by an imperfect
modeling of the known geometry. Each case has its own uncertainty estimation
techniques which are described below. Note that the uncertainty caused by having
a greater or lesser material thickness are not considered here, but have been placed
under the material uncertainty contribution class (section 4.6) due to the similarities
in the techniques for determining uncertainty of the response to density variations.
The geometric uncertainty caused by an imperfect knowledge of the geometry
can be further divided into two categories: (1) uncertainty due to imprecisely man-
ufactured test-object components, and (2) uncertainty due to an inability to obtain
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Depth ANISN ANISN ANISN
(cm) 4 16 48
1.041 3.2 × 10−4 1.9 × 10−4 2.3 × 10−4
1.651 3.6 × 10−4 1.8 × 10−4 2.4 × 10−4
2.184 3.8 × 10−4 1.8 × 10−4 2.5 × 10−4
2.713 3.8 × 10−4 1.8 × 10−4 2.6 × 10−4
3.785 3.5 × 10−4 2.4 × 10−4 3.1 × 10−4
4.318 3.2 × 10−4 2.9 × 10−4 3.6 × 10−4
4.749 3.0 × 10−4 3.3 × 10−4 3.9 × 10−4
6.895 5.6 × 10−5 8.6 × 10−4 8.6 × 10−4
Table 4.22. Relative variance calculated using mono-energetic (2.05 MeV neutrons)
isotropic scatter aluminum slab test case.
the specific test object design. The first of these, the uncertainty contributed by the
imprecision of a component of a test object can lead to gaps at component interfaces
that could allow neutrons to penetrate deep into a test object without appreciable
scattering, or cause a planned gap to be larger or smaller than expected. Generally,
the contribution from this type of uncertainty will be very minor for well designed
test objects, since the procedures for the test object creation will take these streaming
concerns into account. The uncertainty due to an inability to obtain the design of
the test object can arise from having test object component specifications that for
some reason are not available to the modeler, but more commonly this uncertainty
is considered in planning studies where the final test object design has not been
completed.
The geometric uncertainty caused by an imperfect modeling of the geometry as
well can be divided into two categories: (1) uncertainty caused by a simplifying the
specific components of the test object, and (2) uncertainty caused by using one or
two dimensional models of a three dimensional test object. For all except the most
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Depth ANISN ANISN ANISN
(cm) 4 16 48
1.041 3.3 × 10−4 1.9 × 10−4 1.9 × 10−4
1.651 3.6 × 10−4 2.1 × 10−4 2.3 × 10−4
2.184 3.8 × 10−4 2.3 × 10−4 2.6 × 10−4
2.713 3.7 × 10−4 2.6 × 10−4 3.0 × 10−4
3.785 3.2 × 10−4 3.8 × 10−4 4.2 × 10−4
4.318 2.7 × 10−4 4.7 × 10−4 4.9 × 10−4
4.749 2.4 × 10−4 5.4 × 10−4 5.6 × 10−4
6.895 6.4 × 10−5 1.2 × 10−3 1.2 × 10−3
Table 4.23. Relative variance calculated using mono-energetic (2.05 MeV neutrons)
P3 scatter aluminum slab test case.
simple geometries, a model of a test object will always be simpler than the actual
test object. Frequently, a test object may contain circuitry that could be modeled in
extreme detail, but considering the electronics as a smeared silicon oxide is usually
adequate. Often small components can be ignored completely. Some test objects in
reactor experiments are designed to be nearly spherically or cylindrically symmetric,
and lend themselves to a one or two dimensional approximation of the geometry. The
advantage in making such an approximation is obvious; one and two dimensional
models are much easier to build, faster to analyze, and when applicable, can reveal
effects that become lost in the details of three dimensional analysis.
4.5.1 Imprecise Test Object Uncertainty
Imprecise test objects components can lead to small gaps in the test objects,
and these gaps can allow neutrons to penetrate deeply into a test object without the
attenuation that would occur without the gap. The geometry of a test object can
be examined to reveal the interfaces between components that might produce gaps.
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Each of these interfaces can be analyzed to determine that sensitivity or uncertainty
contribution that could be expected. In performing this analysis, it is sufficient to
demonstrate that the uncertainty contribution is indeed small compared to that of the
major contribution classes. Frequently, it is sufficient to show that even if the largest
reasonable gap was present, the change in the response is small (much less than the
uncertainty from other contributors). The determination of the enhanced response
due to gaps in the test-object geometry is in essence the same as the analysis used
to evaluate the radiological importance of ducts in reactor shielding design, and the
issues involved have been studied for many years [46][49][58][72]. The main result of
having a gap, or streaming path is that the neutrons with velocities which are more
or less aligned with the gap can penetrate into an object with minimal attenuation.
The small size of unknown gaps in well constructed test objects greatly limits the
number of neutrons that could be aligned properly to the gap.
The difficulty in calculating the effect of neutron streaming paths is that since
the duct is a small part of the geometry, it is difficult to get a statistically valid
number of particles into the duct with the proper alignment without heavy biasing the
nearby regions. Heavy biasing, however, has to be used very carefully to ensure that a
reasonable answer is obtained. Frequently, investigators will set up an adjoint-forward
coupling at the entrance to a duct, and use a forward calculation to determine the
number of neutrons at the entrance, and fold that together with an adjoint calculation
from the region of interest back to that same duct entrance.
An alternate technique, that could show promise if realized in a Monte Carlo
code is a forward-adjoint coupling inside the duct itself. In this scheme, a particle
could be started in the duct in a Monte Carlo fashion, and traced forward to the
detector region. If the particle does indeed reach the detector, an adjoint trace from
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the original source location could be made back to the neutron source. This sort
of coupling would only consider contributions to the detector from particles that
actually enter the duct. The primary advantage to this technique would be to reduce
the calculation time following particles that do not cross the duct geometry that
occurs in current methods. The drawback is that codes are generally not set up for
this kind of calculation. This kind of analysis is clearly beyond the scope of this
current problem. Ueki [85] describes the details of a scheme to perform this type of
analysis.
For this study, in most cases, it will be sufficient to show that the number of
particles aligned well enough with possible component interface gaps is small enough
that the uncertainty generated by the possibility of these gaps in a carefully con-
structed test object is negligible. It is assumed that for well constructed test objects
cracks within components do not need to be considered.
4.5.2 Poorly-known Test-Object Geometry Uncertainty
As was stated above there are circumstances when the specific geometry of a test
object might be poorly known. In these cases the uncertainty contribution can be
estimated by including the expected details in a model, and determining the difference
that the inclusion of these details make on the response. If the change in response is
not minor, then the details of the geometry, or a selection of possible details must be
obtained and further modeling must be done.
4.5.3 Simplified Model Uncertainty Contribution
The uncertainty caused by using simplified models to describe the test-object
can be determined by simply modeling the test object in better detail, and using the
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difference in response as an estimate of the uncertainty. Often, the cost of using ex-
tremely detailed models of a test object is very high, and the uncertainty contributed
by leaving out components - or modeling them as more simple than they actually are
- is much less than the uncertainty contributed by other contributors, and it is then
sufficient to quantify the expected uncertainty.
4.5.4 Uncertainty Contribution of One- and Two- Dimensional Mod-
els
In many cases, the simplicity of using one- or two- dimensional models is far
more important than the uncertainty contributed by using these models. An esti-
mate of the contribution of the uncertainty by this simplification can be obtained
in a manner similar to estimating the uncertainty by simplified component modeling
(section 4.5.3). Detailed three-dimensional calculations can be made, and the differ-
ence between these calculations can be used as the uncertainty estimate contributed
by using a simplified model. The reason for performing these simplified calculations
as well as the detail calculations is that if it is shown that a one- or two- dimen-
sional model represents the detailed three-dimensional geometry well enough (within
the desired accuracy), the one- or two- dimensional model may be used to estimate
the cross-section or source uncertainty contribution with good confidence, or to per-
form scoping studies without the often prohibitive computational cost of the detailed
models.
4.6 Test-Object-Material Thickness and Density Contributor Class
The material uncertainty-contributor class includes the contribution to the un-
certainty from the variation in material density and material thickness. In general
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when the test object components are made, they are made to design specifications
that include a specification of the tolerance to be allowed, and this allowed tolerance
contributes uncertainty to the response. The material thickness effects considered
here are limited to the effect of the neutron traveling through a greater or lesser
thickness of material. The contribution to the response uncertainty due to possible
gaps in the geometry are considered in the geometric uncertainty contributor class
section (section 4.5).
For each aspect of the material uncertainty-contributor class, the uncertainty
contribution will be determined by summing the individual material uncertainty con-
tributions in quadrature (no correlation is assumed). The individual material uncer-
tainty contributions are determined by multiplying the material aspect (density or
thickness) relative uncertainty by the square of the sensitivity of the response to that
material aspect.
4.6.1 Material Density Sensitivity
The sensitivity of the response to the material density includes both the un-
certainty contribution for a specific material with a well defined isotopic makeup to
variations in density as well as the variation in the number density of a specific iso-
tope in a material. The discussion below is aimed at determining the uncertainty
contribution of the variation in the density of a specific material composed of specific
fractions of isotopes. By limiting the total cross section of interest to a specific isotope
or the isotopes making up an element, the sensitivity of the response to the density
of that isotope or element can be estimated.
A simple estimate of the response sensitivity to a material’s density can be ob-
tained in a brute-force manner; which works well for deterministic calculations. The
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where ρ is the density and R is the response.
The sensitivity of the response to variations in the density of a material to first
order can also be determined from the sensitivity of the response to the total cross
section. For a single energy approximation, this can be trivially seen from the defini-
tion of the macroscopic cross section (equation 2.3) and noticing that the density of a
material only enters the Boltzman equation (equation 2.4) through the macroscopic
cross section. Thus, the partial derivative of the response to the density of a material

















Σt(E) is the total macroscopic cross section.
fi is the fraction of isotope i in the material.
Ai is the atomic mass of isotope i.
σit(E) is the microscopic cross section.
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where, PΣt(E) is the sensitivity of the response to the total cross section at energy E,








where E0 and Emax are the minimum and maximum energies of interest for the
experiment.
For the more complicated real problem with full energy dependent description,
the estimation of the sensitivity of the response to density via the total cross section
can still be made, and the sensitivity of the response to the density is equal to the sum
of the sensitivities of the response to the energy dependent total macroscopic cross
sections. The sensitivity of the response to the total cross sections can be determined
using the techniques employed for cross-section uncertainty (section 4.4). Note that
the total cross sections are used rather than the individual cross section sensitivities
to ensure that all the dependence of the response to the density is determined.
4.6.2 Material Thickness Sensitivity
As with the material density sensitivity, a simple estimate of the response sensi-
tivity to a material’s thickness can be obtained in a brute-force manner which works
well for deterministic calculations. The response calculations are performed twice








where ` is the material thickness.
Another approach to determining the sensitivity of the response to variations
in thickness is very similar to the second approach to calculate the sensitivity due
to variation in density. The thickness of a particular material enters into transport
equation via the space dependence of the cross sections. Normally the cross sections
and material composition can be modeled as constant through the thickness of a test
component, in this case the attenuation portion of the density formulation of the
Boltzman equation (equation 4.4) becomes simply exp[−` ·Σt(E)], and to first order,
a small increase in the thickness of a specific component is analogous to a increase
in the density or macroscopic cross section. Note that for this approximation of the
effect of the thickness, the partial derivative of the response to the thickness is directly






























4.7 Numerical Contributor Class
The numerical uncertainty contributor class encompasses the uncertainty of the
response due to the numerical modeling of the test object. If the source, response
function, material, geometry and cross sections were known precisely, there would
be some uncertainty in the response due to the basic approximations and calcula-
tion inaccuracies involved in the numerical model. This section deals briefly with the
numerical contributors to the uncertainty. The uncertainty contribution from this
contributor class is frequently referred to as “errors” rather than uncertainties, and
this designation points out that the uncertainty contribution is due to limitations of
solving the Boltzmann equation in the modeling and calculation effort rather than
originating from the imprecision in measurement or lack of knowledge of physical
quantities. As well, the uncertainty in the response from some of the contributors in
this class can be biased rather than normally distributed. These uncertainty contribu-
tions coming directly from the specific numerical algorithms can be grouped into four
basic areas: (1) numerical round-off error, (2) systematic deviations, (3) resolution of
model approximations, and (4) Monte Carlo sampling uncertainty.
4.7.1 Numerical Round-Off
Numerical calculations are normally not exact. In solving the Boltzman transport
equation numerically, there will always be a deviation from an exact solution due to
the limitation of computing. With modern computers and programming techniques,
these errors will generally be very small compared to the large uncertainties from the
source and cross-section contributor categories, and will tend to be small compared
to either numerical resolution error or statistical uncertainty.
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4.7.2 Systematic Deviations
The numerical uncertainty contributions that originate from artifacts of the rep-
resentation or technique used to determine the response are referred to as systematic
deviations. Models of physical effects are often simplifications of very complicated
phenomena – such as a model of scattered neutron’s angular distribution as a Leg-
endre expansion – and can exhibit a deviation from experimental results. Further,
the calculation techniques used to obtain quantitative predictions of experimental
results from models can show a bias based on the specific mathematical formulations
used. With the maturation of the basic models and tools used in radiation transport
calculations, these deviations should be, and usually are small. Unfortunately the
best technique to estimate the uncertainty contributed by this kind of uncertainty
contributor is the direct comparison to experiment when all other error and uncer-
tainty contributors are addressed, but normally there is sufficient uncertainty from
the other contributors to mask any contribution from this class. Another, clearly less
accurate, manner of estimating the uncertainty contribution is to compare the results
of calculations from very different techniques. This latter approach obviously suffers
from the possibility of missing contributions from common model aspects, but often
such a comparison does uncover bias in techniques.
4.7.3 Resolution of Model Approximations
The choice of numerical technique generally entails a trade-off between simple,
intuitive, less-accurate models versus complex, hard-to-understand, detailed, long-
running models. The approximations that are made to make the problem tractable
introduce a contributor to the numerical error of a calculation. For instance, in a
discrete ordinates calculation a specific component could be modeled using any desired
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number of geometric calculation zones. The various binned quantities constitute the
numerical resolution contributor to the response uncertainty. This kind of uncertainty
can be analyzed by using various resolutions for each binned quantity, and determining
the change in the response.
4.7.4 Monte Carlo Uncertainty
Monte Carlo codes will have an estimate of the standard deviation of the calcu-
lated environment due to statistical sampling, and this standard deviation is reflected
as the numerical uncertainty of the calculated response. An important effect of the in-
herent uncertainty associated with Monte Carlo calculations is that many techniques
become either impossible or very computationally expensive to pursue. For instance,
the forward-adjoint fluence folding technique to determine the sensitivity of the re-
sponse to cross sections almost always requires too much runtime to pursue, in that
the forward and adjoint fluences would have to be known as a function of energy and
angle throughout the modeled geometry, and to know the energy and angle dependent
fluences at standard deviations much less than the uncertainty of the cross sections





The Sandia National Laboratories (SNL) Annular Core Research Reactor (ACRR)
has been the site of a series of validation experiments for SNL’s Neutron Gamma En-
ergy Transport (NuGET) code. This series of experiments provides data that will
assist in evaluating whether the predicted uncertainty is in accord with the measured
environments[35][36].
5.1 Experimental Setup
The ACRR is a water-cooled pool reactor with a 9 inch (229 mm) diameter dry
central cavity that uses BeO-UO2 fuel rods with the uranium enriched to 35 % of
uranium-235. The geometry of the reactor is shown in figure 5.1, and an image of
the operating ACRR core is given in figure 5.2. Figures 5.3 and 5.4 show a cross
sectional horizontal and vertical slice of the core geometry from the MCNP reactor
model with a sphere experiment in location in the reactor core (pink). For this series
of experiments, the reactor was operated at an energy in the range from 40 MJ to 60
MJ - based on the monitor foil cross section, the experimental sphere composition,
and activated isotope half-life.
Each experiment in the test series consists of a sphere of material that is placed
in the reactor core cavity. The sphere rests upon an aluminum base so that the
sphere’s center is in the center of the reactor cavity. Figure 5.5 shows the sphere in
the dosimetry bucket that is used to lower the experiment into place.
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Fig. 5.1. Annular Core Research Reactor geometry (Courtesy of Sandia National
Laboratories).
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Fig. 5.2. ACRR in operation (Courtesy of Sandia National Laboratories).
Several different spheres are used in this series. Reported in this thesis are the
results for 7 inch (0.1778 m) and 4 inch (0.1016 m) diameter spheres of polyethylene
and aluminum (the full test series also includes lead, iron, foam spheres). The size of
the spheres is determined by several factors: (1) to exploit the nearly isotropic neutron
source, it is best to keep the sphere significantly smaller than the cavity dimensions,
(2) a larger sphere provides a more stringent test, and is therefore desirable, and (3)
the weight of the sphere for high Z materials becomes too great for larger radii.
The spheres consist of three sections: (1) a “top” hemisphere, (2) a 3/4 inch
(19 mm) inner “cylinder” that will hold the activation foils and pellets, and (3) a
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Fig. 5.3. ACRR core (MCNP model) -
horizontal cross section. Fig. 5.4. ACRR core (MCNP model) -
vertical cross section.
hemisphere section with the 3/4 inch (19 mm) cylinder removed (see figure 5.6). The
inner cylinder contains the neutron monitors, and they are recessed to avoid streaming
issues.
Figures 5.7 and 5.8 show the placement of the neutron monitors and the labeling
used to reference the monitors in the 4 inch (10.26 cm) and 7 inch (17.78 cm) diameter
spheres. The desired monitor (activation foil or pellet center) locations are given in
tables 5.1 and 5.2 along with depth of the monitor center in the experimental sphere.
A single nickel activation foil (58Ni(n,p)58Co) is placed on the exterior of the
sphere near the equator to provide a measurement of the neutron environment for
normalization purposes. Table 5.3 lists the sphere materials that are used in the test
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Fig. 5.5. Sphere in dosimetry bucket
(courtesy Sandia National Laborato-
ries).
Fig. 5.6. Exploded view of dosimetry sphere
(courtesy Sandia National Laboratories).
Monitor Location (cm) Depth (cm)
Center 0 0 5.08
A 1.91 0 3.17
B 0 2.44 2.64
C -2.97 0 2.11
D 0 -3.51 1.57
E -2.93 -2.93 0.94
Outside 0 5.08 0




















Fig. 5.8. Placement of activity foils in the 7 inch (17.78 cm) diameter sphere. Note
that locations (B,C,D) are in the 4 inch (10.16 cm) sphere.
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Monitor Location (cm) Depth (cm)
Center 0 0 8.89
A 1.91 0 6.98
E -2.93 -2.93 4.75
F 0 -4.57 4.32
G 3.61 -3.61 3.78
H 4.36 4.36 2.72
I 0 6.71 2.18
J -5.12 5.12 1.65
K -7.85 0 1.04
Outside 0 5.08 0
Table 5.2. Neutron monitor locations in 7 inch (17.78 cm) diameter sphere
Material Comments
Al6061 a very important well characterized material
with low activation and good strength
High density stresses neutron moderation
polyethylene
Table 5.3. Sphere Materials
series. The sphere’s inner cylinder will be tested horizontally for the most uniform
direction. Table 5.4 lists the monitors that are to be used for these tests in the test
series, and the energy bounds where they are applicable (energy response limits are
90 % activity limits [34] for bare foils, and 95 % limits used in calculations described
in Griffin, Kelly, and Vehar [33]).
The sphere materials considered in this thesis are a subset of those used in the
experimental series. Comparisons here are restricted to first experiments in the series
that were completed that used the aluminum and polyethylene spheres.
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Monitor Energy response bounds (MeV)
58Ni(n,p) 1.9 - 7.4
32S(n,p) 2.3 - 7.2
Cd covered 197Au(n,γ) 4.0×10−6 - 6.0×10−6
45Sc(n,γ) 6.3×10−9 - 5.75×10−6
Cd covered 59Co(n,γ) 6.0×10−7 - 1.4×10−4
natTi(n,X)46Sc,47Sc,48Sc 3.7 - 9.6
1.6 - 7.5
6.0 - 12.5
Table 5.4. Neutron monitors used.
5.2 Experimental Procedures Followed
The experimental procedures are given in detailed by DePriest[21][19][20][25][24]
for the procedures followed for each test, and the procedure described is summarized
as follows:
1. Both the polyethylene and aluminum sphere are taken apart, and a foil is placed
in a slot in the center of each. An exception occurs for the sulfur pellets: a pellet
is not placed in the center slot.
2. The plates that will contain the neutron monitors is screwed onto the lower
sphere sections, and the monitors are placed in the recessed locations in the
center segments.
3. The top portion of the spheres are then screwed onto center and bottom sections
4. A nickel activation foil is placed on the exterior of each of the spheres to serve
as a “ground-truth” measurement of the neutron fluence.
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5. After the spheres are assembled, the polyethylene sphere is put in the aluminum
dosimetry bucket. The bucket contains stands to ensure that the spheres are
centered properly, and the monitors are oriented horizontally with respect to
reactor core at the fuel centerline.
6. The dosimetry bucket is then lowered into the ACRR, and the reactor is run in
steady-state mode at either 5% for 16.7 full power seconds (40 MJ exposure) or
at 7.5 % (60 MJ exposure - for the titanium activation foils only).
7. After the exposure, the dosimetry bucket is left in the reactor for about half
hour to cool in radioactivity, and the then polyethylene sphere is removed, and
the aluminum sphere is placed in the dosimetry bucket.
8. The dosimetry bucket is then again lowered into place in the reactor, and the
reactor is run at 5% for 16.7 full power seconds (40 MJ exposure).
9. The dosimetry bucket is retrieved some time later (15 hours for nickel foils),
and the aluminum sphere is removed. This order of the exposures reduces the
personnel exposure to radiation.
10. The spheres are later disassembled, and the activation monitors are taken to
the Sandia Radiological Metrology Laboratories (RML) for essay. The time at
which this occurs varies dependent on the monitor of interest. For foils with
relatively short half-lives (e.g. gold), removal must take place somewhat quickly,
while for longer half-lives, removal can be delayed to reduce radiation exposure.
For the nickel foils, disassembled can be three days after exposure.
11. The gamma’s (except for the sodium pellets which do not emit gamma’s) given
off by the activated nuclides are measured at the RML, and identified by their
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energies with the activated nuclide. For the sodium pellets, β counting pro-
cedures are used to determine the sodium pellets in terms of the activation
level corresponding to the activation that would occur from californium-252
spontaneous fission spectrum. The times since exposure and standard nuclide
concentration per element are used to report the activation in Becquerels per
gram of material at the time of exposure.
The RML uses a high-purity germanium (HPGe) detectors to sample the gamma’s
from the activated foils. These detectors are Princeton Gamma Tech model IGC18
with a 54 mm to 57 mm crystal size, and are 18 % efficient (compared to 3x3 NaI
at 1.33 MeV). Figure 5.9 shows the gamma detector geometry. The detectors are
calibrated using Amersham QCD.1 mixed isotope point sources, and are checked at
least weekly. The date of the most recent calibration is recorded for each experiment.
The foils from these experiements were counted through one cm of aluminum at a
distance of 5 cm from the detector face.[86]
The beta counting to determine the sulfur pellet activity follows the standards
set forth by the ASTM International [7], and uses a pancake gas-flow proportional
counter (figure 5.10), which gives a counting geometry of slightly less than 2π. The
counters are calibrated by comparing to sulfur pellets irradiated at NIST, and are
then checked daily to ensure that the calibration is valid. An aluminum window
thickness of 0.010 inch (0.254 mm) is used to eliminate electrons from phosphorus-
33 and sulfur-35 [86]. In accordance with the sulfur counting standard, counting
measurements are made a day after the neutron exposure to eliminate the short-lived
isotopes sulfur-31, phosphorus-34, silicon-31, and sulfur-37.
The experimental uncertainties reported for comparison in chapter 7 include the
relative difference in counts from different γ detectors when the activity from the
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Fig. 5.9. RML high purity germanium detector geometry (Courtesy of Sandia
National Laboratories).
Fig. 5.10. RML beta counter used to determine the activity of the sulfur pellets.
(Courtesy of Sandia National Laboratories).
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samples are measured consecutively and the one relative standard deviation activity




UNCERTAINTY PROPAGATION FROM CONTRIBUTORS TO
RESPONSE IN AN EXPERIMENTAL SERIES
In this chapter, the details of the application of the general uncertainty estimation
procedure described in chapter 4 to the experiment series described in chapter 5 are
given. First, the simple and detailed models of the geometry are presented, and
then for each contributor class, a description of the process used to determine the
uncertainty contribution is presented. For each contributor class, a description of
the origin of the uncertainty estimation of the contributors is given along with an
indication of the analysis of the issues involved, and then a description of the steps
that were taken to determine the uncertainty in the response due to these contributor
uncertainties is given. Although, some sample results may be presented in the sections
below, the full results along with a comparison to the experimental results is detailed
in chapter 7.
6.1 Modeling of the Experimental Configuration
The experimental setups described in chapter 5 were modeled using a simple
model, a transitional model (for the 7 inch (0.1778m) diameter spheres), a detailed
model, and full reactor models.
The simple model consists of the sphere being modeled as a spherical one di-
mensional object with a discrete ordinates code (generally DANTSYS [67], but also
ANISN [70]). The simple model is used to provide an initial assessment of the uncer-
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tainties involved, and to determine the major uncertainty contributors that should be
investigated in greater depth. The activation of the passive dosimentry monitors1 are
modeled by folding the activation cross section (as a response function) to the fluence
calculated in regions corresponding to the placement of the foils in the spheres.
Since the simple model is performed with a discrete-ordinates code, and the more
detailed model uses Monte Carlo techniques, a transitional model (or shell model) is
used to assess whether the differences in results between the simple and detailed
models are from the increase in detail, or from the shift to a Monte Carlo approach.
The transitional model is basically a Monte Carlo rendering of the simple model (using
MCNP [68]), and the layers in the discrete-ordinate model are modeled as spherical
shells in the MCNP model.
The detailed model is a three dimensional model of the experiments, with the
activation foils properly sized and placed in the model (using MCNP).
The full reactor models are used primarily to assess the issues involved with the
source. The basic full reactor model was provided by Sandia National Laboratories
[22], and was altered to include either the detailed or shell model of the experimental
test objects (the aluminum and polyethylene spheres).
6.2 Source Magnitude and Spectrum Class Contribution to Response
Uncertainty
The contribution of the source uncertainty to the response uncertainty is usually
relatively large. The specific energy dependent fluence bins in the best spectrum
characterization of the ACRR (which is a very well characterized reactor [33][64]) has
1In this chapter, and in chapter 7 the activation monitors are normally simply referred to as the
“foils”, since the detectors that are being modeled are all activation monitors, and (except for the
sulfur pellets) activation foils.
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many energy bins with standard deviation greater than twenty percent, and a few bins
with greater than one hundred percent standard deviation. These standard deviations
may appear large, but the spectrum is finely binned, and due to the correlation
between the energy bins, when the source covariance is actually used to determine
the response, the response uncertainty due to the source contribution is normally less
than five percent.
Below the origin of the source description and the source uncertainty data is
given, and several complications in using the source description as provided by Sandia
National Laboratories will be discussed. Then representative source contributions to
the uncertainty will be presented in some detail.
6.2.1 Origin of the Source-Magnitude Uncertainty
As described in section 4.2.1, the source-magnitude contribution to the response
uncertainty is simply the relative source-magnitude uncertainty. For the experiments
considered here, two approaches were taken to the source magnitude uncertainty.
The first approach is to remove this uncertainty contribution from consideration, and
this is done by normalizing the responses to the activity measured from a nickel
foil placed on the exterior suface of the spheres for the exposures. This removal
of the source-magnitude uncertainty contribution also affects the source-spectrum
uncertainty contribution, since the external foil activation provides information about
the source spectrum in the range of energies important to the nickel activation, and
a description of this effect is included in section 6.2.3.
In the second approach to estimating the source-magnitude uncertainty, the
source-magnitude uncertainty to set to be the variance of the nickel activation of
an exterior foil for nearly identical ACRR exposures. For instance, the experimental
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series required several exposures of each sphere, with the only difference being the
change in the type of activation foils placed in the spheres. The change in activation
foil material in the spheres should not affect the exterior foil activation in a measur-
able way. Thus the variation seen for a sphere will come from the variation in the
source-magnitude from experiment-to-experiment, variation in the source-spectrum
in the energy range important to nickel activation, and uncertainty in measuring the
nickel foil activation. For identical operating condition (same power level and test
object), the spectrum will change very little, especially for neutron energies above
2 MeV, and any variation measured should be primarily from the source-magnitude
variation and from the azimuthal anisotropy of the source, since the azimuthal lo-
cation of can change from experiment-to-experiment. This will be considered as the
source-magnitude uncertainty, and from the experimental results [24][25] the source-
magnitude uncertainty is set to a standard deviation of 4.47 % for the 7 inch (17.78
cm) diameter aluminum sphere, 1.97 % for the 4 inch (10.16 cm) aluminum sphere,
6.15 % for the 7 inch (17.78 cm) polyethylene sphere, and 1.08 % for the 4 inch
(10.16 cm) polyethylene sphere. For the calculations that are not normalized to an
external nickel foil reported in chapter 7, the source magnitude used (in neutrons)
was calculated using a recent Sandia National Laboratories ACRR model [23][25].
6.2.2 Origin of Source-Spectrum Description and Uncertainty
The source spectrum for this study is defined to be the neutron spectrum fluence
at a surface surrounding the test object - the 4 inch (10.16 cm) and 7 inch (17.78 cm)
diameter spheres. A free-field spectrum was obtained from Sandia National Labora-
tories that had been derived from the experimental results of activation foil studies
using a least-squares fitting computer code, LSL2 [80], and hereafter will be referred
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to as the ACRR reference spectrum [33][64]. The LSL2 code uses an initial spectrum
profile from full reactor calculations, takes the results of experimentally measured ac-
tivation for dosimetry foil, and the activation cross sections for the activated material
to create a spectrum in the energy grid structure requested by the user. This fitting
or adjustment procedure since that term is used later is not a smoothing procedure
(except through the covariance), and the created spectrum can vary significantly be-
tween nearby bins. The procedure used to produce the source spectrum also produces
a covariance matrix that describes the uncertainties associated with that spectrum.
This covariance matrix was provided by Sandia National Laboratories for use in this
study [64].
Also obtained from Sandia National Laboratories were two MCNP models of the
ACRR. The first of these models (referred to below as the original ACRR model)
was created at Sandia National Laboratories, and the second (referred to below as
the recent model) is an updated version also created at Sandia National Laboratories
[23][25].
6.2.3 Source Model Issues
For the experimental series that is being considered, there are source issues that
can be divided into three categories, and should be addressed. Firstly, the source spec-
trum obtained from Sandia National Laboratories does not account for the presence
of the test object. Secondly, the obtained source assumes that the neutron fluence is
isotropic, and the possible contribution of the source anisotropy must be considered.
Thirdly, if the response is scaled to a response of a foil on the exterior of the sphere,
an adjustment that accounts for the uncertainty of the exterior foil must be made.
These three aspects of the source uncertainty contribution are addressed individually
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in the following paragraphs.
Spectrum Modification due to Test Object: Unlike the simple test case
considerations (section 4.2), a test object placed in the reactor core will alter the
neutron spectrum. For the aluminum spheres, this effect is very minor, but for the
polyethylene spheres, the hydrogen atoms in the polyethylene appreciably reduce the
energy of the neutrons in the core through elastic scattering. There will be two effects
that can be analyzed. The first is a change in the normalized spectrum, whereby the
relative number of neutrons in the thermal energy bins might increase. The second
effect would be a change in the magnitude of the neutron fluence, and the results
from the full-reactor calculation with a polyethylene sphere show a significant reduc-
tion in the neutron fluence for the same operating conditions. In the actual reactor
experiment, the operator will adjust the operating power of the reactor, and the num-
ber of neutrons should be calculated for the actual reactor operating conditions. A
nickel activation foil on the exterior of the spheres is used to indicate the actual core
environment.
To quantify the change in the normalized source spectrum due to the test object,
full reactor simulations were made using the MCNP5 radiation transport code with
the ACRR models from Sandia Nation Laboratories. Simulations were made with and
without the test objects in place. Calculations for the 7 inch (17.78 cm) diameter
spheres were performed using both models of ACRR to provide a comparison of the
results. Table 6.1 lists the simulations that were performed. For these simulations,
the original model was executed on a 2 GHz Apple G5 using up to 50 million source
neutrons, and the recent model was executed on a 16 node (3 GHz) Linux cluster
using over 120 million source neutrons. The Apple G5 calculations usually executed
for about 7-10 days, and the Linux cluster calculations generally took 1-2 days.
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ACRR Model Test Object Test Object
Material Diameter(in) Diameter(cm)
original none
original Al6061 7 17.78
original polyethylene 7 17.78
recent none
recent Aluminum 7 17.78
recent Polyethylene 7 17.78
recent Aluminum 4 10.16
recent Polyethylene 4 10.16
Table 6.1. MCNP5 simulation of ACRR with test objects.
Equation 6.1 is used to create the adjusted spectrum that will be used in the
calculations as the source spectrum. The free field fluence is adjusted by the differ-
ence between a calculated spectrum that includes the test object and the calculated
free field spectrum. This difference is adjusted to account for any normalization dif-




















Φgadj is the adjusted “source” fluence (neutrons/area) in an energy bin “g”.
Φgfex is the free-field reference “source” fluence (neutrons/area) in energy bin “g”.
Φgfcal is the free-field calculated “source” fluence (neutrons/area) in energy bin “g”.
Φgscal is the calculated “source” fluence (neutrons/area) including the test sphere in
energy bin “g”.
182
Equation 6.1 is the basic equation used in the adjusted spectrum. However, the
MCNP calculations contain statistical uncertainties that needed to be considered. If
the statistical uncertainty is too large in energy bins for either of the calculations,
it is not reasonable to adjust the spectrum, and for the spectrum adjustments made
for these calculations, a large standard deviation cutoff of 20 % has been used2. The
following procedure is used to adjust the spectrum for each energy bin:
1. The standard deviations of the calculated free field fluence (Φgfcal) and fluence
with a test object (Φgscal) are examined.
2. If the standard deviation of both the free field fluence (Φgfcal) and fluence with
a test object (Φgscal) are greater than a cutoff percentage, no adjustment to the
spectrum is made (Φgadj = Φ
g
fex).
3. If the standard deviation of the free field fluence (Φgfcal) is greater than the
cutoff, but the standard deviation of the fluence with a test object (Φgscal) is less
than the cutoff, the adjusted fluence is the calculated fluence with a test object
(Φgscal).
4. If the standard deviation of the free field fluence (Φgfcal) is less than the cutoff,
but the standard deviation of the fluence with a test object (Φgscal) is greater
than the cutoff, no adjustment to the spectrum is made (Φgadj = Φ
g
fex).
5. If the standard deviation of both the free field fluence (Φgfcal) and the standard
deviation of the fluence with a test object (Φgscal) are less than the cutoff, the
spectrum is adjusted according to equation 6.1.
2The standard deviation cutoff of 20 % corresponds to rule-of-thumb considerations of Monte
Carlo accuracy that less than 10 % standard deviations indicate that the standard deviations may
be accurate, that standard deviations of less than 20% indicate that the response itself is “in the
ballpark”, and standard deviations greater than 20 % indicate that the response might not be near
the true result [82].
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Beyond determining whether an adjustment should be made to the spectrum,
the uncertainty of the fluence calculations must be included in the source uncer-
tainty. This is performed by using linear error propagation. The determination of



















































































































fcal) represents the covariance of the free-field reference fluence in
energy group g with the calculated free field fluence in energy group g′.
Fortunately, equation 6.2 simplifies greatly. The covariance of the free field
fluence in energy group g with the calculated fluences is taken to be zero - that
is, it is assumed that there is not a common uncertainty contributor between the
ACRR reference values and the calculated values3. The covariance between the free
3The “covariances” used here for both of the calculated fluences will be composed of the sampling
uncertainty from the MCNP calculations, therefore this assumption is being made. Since the initial
spectrum used in the fitting procedure was obtained from MCNP calculations, the spectra are
correlated. An alternate procedure is to simply add the numerical sampling uncertainties to the
free-field covariance, but since the sampling uncertainty is generally much smaller than the free-field
variances for this case, the results is practically the same: a covariance matrix that is very similar
to the free-field covariance matrix.
184
field calculation and the “with test object” calculation is also zero. Although the
calculations use the same models and cross sections, the uncertainty contribution to
the adjusted source is just the statistical uncertainty of the calculations. Thus, the



















































The partial derivative of the adjusted fluence to the free-field reference fluence














The partial derivative of the adjusted fluence to the calculated free field fluence




















The partial derivative of the adjusted fluence to the calculated fluence with the













Using this adjustment procedure, the free-field reference fluence was adjusted for
the presence of the test object. For the calculated spectra reported in this thesis, the
more recent ACRR model was used, since it the recent model is an improvement of
the original model, and because the definition of the geometry model made it easier
to add test objects definitions.4 Figures 6.1, 6.2, and 6.3 show the free-field reference
spectrum, the calculated free field spectrum, the calculated spectrum at the surface
of the 7 inch (17.78 cm) diameter aluminum sphere, and the adjusted spectrum that
takes into account the aluminum sphere. The first of these figures (figure 6.1) shows
the full spectrum in neutrons per cm2 per MeV over the full range of energies.
The second figure (figure 6.2) shows the differences between the spectra at low
energies (less the 1 eV). The inclusion of the aluminum sphere changes the spectrum
at low energies by a minor amount. The uncertainties at these energies are very large
(the estimated standard deviation of the reference spectrum values less than 0.01 eV
is 172%). This large low energy source uncertainty does not create a large uncertainty
in the response for most of the activation foils, since either the activation reactions
have a threshold above the 0.01 eV, or the activation foils are shielded by a cadmium
cover.
The third figure (figure 6.3) shows the differences between the spectra at energies
from 1 eV to 20 MeV. The error bars are included for the free-field reference spectrum
and the adjusted spectrum. Figure 6.3 shows that above 1 eV, the normalized free
field spectrum and the normalized spectrum just outside the sphere agree quite well.
Accordingly, the adjusted spectrum is nearly identical to the free field spectrum.
Figure 6.4 shows a comparison of the standard deviations of the free-field ref-
erence spectrum, the calculated free-field spectrum (sampling uncertainty only), the
4Calculations were performed with the original model, and the spectra calculated were similar to






















Calc. 7in Al sphere
Adjusted
Fig. 6.1. Free-field ACRR reference fluence, calculated free-field ACRR fluence,
calculated inward fluence near surface of 7 inch (17.78 cm) diameter Al sphere, and
adjusted fluence.
spectrum just outside the aluminum sphere (sampling uncertainty only), and the ad-
justed spectrum. The free-field reference spectrum and the adjusted spectrum have
similar standard deviations, and the two calculated spectra have similar standard
deviations. Figure 6.4 shows that above 10−10 MeV, the calculation sampling stan-
dard deviations were much less than the reference spectrum standard deviation, so
























Calc. 7in Al sphere
Adjusted
Fig. 6.2. Free-field ACRR reference fluence, calculated free-field ACRR fluence,
calculated inward fluence near surface of 7 inch (17.78 cm) diameter Al sphere, and
adjusted fluence.
Figures 6.5 and 6.6 show the correlation matrices for the free-field reference
spectrum and the final adjusted spectrum. The correlation matrix for the adjusted
spectrum was calculated using equations 6.3, 6.4, 6.5, and 6.6. The overall structure
is very similar, but several striations occur in the adjusted correlation graph that
do not appear in the free field graph. These occur at low energies (around 10−8
MeV) and at high energies (around 20 MeV), and are at areas where the calculation
standard deviation can become similar to or larger than the ACRR reference spectrum






















Calc. 7in Al sphere
Adjusted
Fig. 6.3. Free-field ACRR reference fluence, calculated free-field ACRR fluence,
calculated inward fluence near surface of 7 inch (17.78 cm) diameter Al sphere, and
adjusted fluence.
reference spectrum. Since the reference and the adjusted spectra are so similar, the
comparison calculations for the aluminum spheres were made with the unadjusted
ACRR reference spectrum (chapter 7).
Unlike the result for the aluminum sphere, where even at low energies the free
field fluence and fluence just outside the sphere agreed well, the fluence near the
polyethylene sphere shows a marked increase at low energies. This is shown in figures

















Calc. 7in Al sphere
Adjusted
Fig. 6.4. Standard deviations of the free-field ACRR reference fluence, calculated
free-field ACRR fluence, calculated inward fluence near surface of 7 inch (17.78 cm)
diameter Al sphere, and adjusted fluence.
Figure 6.10 shows a comparison of the standard deviations of the free-field ref-
erence spectrum, the calculated free field spectrum, the spectrum just outside the
polyethylene sphere, and the adjusted spectrum. As is the case with the aluminum
sphere, the free-field reference spectrum and the adjusted spectrum have similar stan-
dard deviations, and the two calculated spectra have similar standard deviations.
Figure 6.11 shows that structure of the covariance matrix is not greatly altered by
the adjustment procedure.
Since the covariance matrix is not greatly altered by the adjustment procedure,
the calculated relative contribution to the uncertainty will not be greatly altered by
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Fig. 6.5. Relative covariance of free-field ACRR reference fluence.
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Fig. 6.6. Relative covariance of adjusted spectrum at the surface of the 7 inch






















Calc. 7in poly. sphere
Adjusted
Fig. 6.7. Free-field ACRR reference fluence, calculated free-field ACRR fluence,
calculated inward fluence near surface of 7 inch (17.78 cm) diameter polyethylene
sphere, and adjusted fluence.
the adjustment procedure – however, if the adjustment is not made for the polyethy-
lene sphere, the response calculated for certain activation foils can be significantly
overestimated. Table 6.2 shows a comparison of the decay of cadmium-covered gold
activated foils (normalized to the external nickel foil response) for calculations in a 7
inch (17.78 cm) diameter sphere for the unadjusted spectrum, the adjusted spectrum,
and from the experiment (see figure 5.8 for the foil locations). The relative statistical
standard deviations from the calculation are provided for reference, and although the

























Calc. 7in poly. sphere
Adjusted
Fig. 6.8. Free-field ACRR reference fluence, calculated free-field ACRR fluence,
calculated inward fluence near surface of 7 inch (17.78 cm) diameter polyethylene
sphere, and adjusted fluence.
that the adjusted spectrum produces results that are much closer to experiment than
the unadjusted spectrum.
The adjusted spectrum for the four inch (10.16 cm) diameter polyethylene sphere
is not greatly altered from the free-field reference spectrum, and for the MCNP calcu-
lations, the free-field ACRR reference spectrum was used. For the seven inch (17.78
cm) diameter polyethylene sphere cases, calculations were made using both the ref-






















Calc. 7in poly. sphere
Adjusted
Fig. 6.9. Free-field ACRR reference fluence, calculated free-field ACRR fluence,
calculated inward fluence near surface of 7 inch (17.78 cm) diameter polyethylene
sphere, and adjusted fluence.
Investigation of Source Anisotropy: For the calculations of the test-object
component response, the neutron environment (source) in the reactor core is con-
sidered to be isotropic. The geometry of the reactor core makes this assumption
seem reasonable in the horizontal plane, but one would expect a less isotropic vertical
component to the fluence. To investigate this, full reactor MCNP calculations were
performed that simulated the placement of activation foils in different locations on
a spherical object. An approach that would yield a better description would be to
modify MCNP to build coefficients to spherical harmonics from the tracking of par-
















Calc. 7in poly. sphere
Adjusted
Fig. 6.10. Standard deviations of the free-field ACRR fluence, calculated free-field
ACRR fluence, calculated inward fluence near surface of 7 inch (17.78 cm) diameter
polyethylene sphere, and adjusted fluence.
But that approach would involve significant changes to the MCNP scoring routines,
and is beyond the scope of this study.
For the 7 inch (17.78 cm) diameter aluminum and polyethylene sphere models,
foils were placed on the surface of the spheres. Foils were placed at angles of 45 degrees
around the sphere in the middle of the sphere, and foils were placed at the top and
bottom of the spheres. Figures 6.12 and 6.13 show the results of the calculations. The
fluence and the activation of 58Ni were used as response functions – the fluence should
highlight low energy anisotropy, and the nickel activation response should highlight
196
Fig. 6.11. Relative covariance of adjusted spectrum at the surface of the 7 inch
(17.78 cm) diameter polyethylene sphere.
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Foil Unadjusted Adjusted Experiment
center 8990 (6 %) 7430 (9 %) 6960 (5 %)
A 8910 (4 %) 8130 (7 %) 7190 (5 %)
E 11710 (3 %) 12104 (8 %) 9220 (5 %)
F 12640 (3 %) 11940 (6 %) 9850 (5 %)
G 12380 (3 %) 11610 (6 %) 10420 (5 %)
H 15350 (3 %) 14600 (11 %) 13320 (5 %)
I 16510 (3 %) 15130 (7 %) 14480 (5 %)
J 18150 (3 %) 16620 (8 %) 16220 (5 %)
K 18170 (3 %) 17210 (8 %) 17060 (5 %)
Table 6.2. Comparison of calculated Cd-covered Au foil activation for original and
adjusted spectra (with calculation sampling standard deviation) to experiment results
(with experimental uncertainty) for a 7 inch (17.78 cm) polyethylene sphere (normal-
ized to external Ni foil activation - units in 198 Au decays/g per 58Co decays/g).
anisotropy at around the 2 MeV energy level.
The responses at the mid-line of the sphere are basically within the variation
expected due to the numerical uncertainty (about 1 % for the fluence, about 3 %
for 58Ni activation on the aluminum sphere, and about 5 % for 58Ni activation of
the polyethylene sphere). There is a clear anisotropy in the vertical direction, and
normalizes to the external foils are more applicable at the centerline of the spheres
– so that the response for the deep interior foils will tend to be overestimated.5 The
amount of the overestimation will depend on the specific response function applicable
to the interior foils. For response functions that are oriented to higher energy neu-
trons the overestimation is minimal, and for response functions such as 45Sc(n,γ) the
overestimation is higher.
5Conversely, for responses that are not normalized to external foils on the sphere centerline, the


































1.924 × 1013 (top)
392 (top)
2.107 × 1013 (bottom)
448 (bottom)
Fig. 6.12. Fluence (upper number) and activity in (Bq/gm) from 58Ni(n,p) activation

































1.476 × 1013 (top)
337 (top)
1.806 × 1013 (bottom)
392 (bottom)
Fig. 6.13. Fluence (upper number) and activity in (Bq/gm) from 58Ni(n,p) activation
(lower number) calculated at the surface of the polyethylene sphere (per reactor MJ).
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It is possible to estimate the amount of error that might be present in the calcu-
lation of the response due to the source anisotropy. The activation foil at the center
of the sphere should tend to exhibit the greatest error due to the anisotropy, since a
particular solid angle of source at the top of the sphere should affect the foil response
the same as the same solid angle from the equator of the sphere. If it is assumed
that the magnitude of the source varies linearly with distance from the sphere mid-
point, the source magnitude, including cosine weighting to account of the shape of
the sphere, can be shown to be:














where, Sani is the average source neutrons per solid angle considering the anisotropy
of the source, S0 is number of source neutrons per solid angle at the sphere centerline,
Stop is the number of source neutrons per solid angle at the top of the sphere, and
Sbottom is the number of source neutrons per solid angle at the bottom of the sphere.
It can be assumed that the relative differences of the number of source neutrons
for the top and bottom in equation 6.7 can be readily replaced by the relative fluence
values, or even response values of the foils placed as described above for the anisotropy
investigation (see figures 6.12 and 6.13) for estimation of the possible error. For the 7
inch (17.78 cm) diameter aluminum and polyethylene spheres, table 6.3 summarizes
the potential error as estimated from the fluence and activation of the nickel foils.
The first two columns identify the sphere and the metric (fluence or foil activation)
used. The next two columns in table 6.3 show the relative differences seen at the
top and bottom of the spheres in the full-reactor MCNP calculations, and the final
column shows the difference in the average source strength that should be used to
account for the lower source strength at the top and bottom of the spheres.
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Relative
Sphere Metric Top Bottom source
Material difference difference difference
Aluminum fluence 0.86 0.95 -5 %
Aluminum 58Ni58Co 0.78 0.90 -8 %
Polyethylene fluence 0.74 0.91 -9 %
Polyethylene 58Ni58Co 0.82 0.95 -6 %
Table 6.3. Estimation of potential error from source anisotropy at sphere center .
The potential error values calculated in table 6.3 are applicable to only the center
foils, but it would be expected that the error will reduce for the foils placed at lesser
depths, until the exterior foils (at the sphere centerline) show almost no effect from
the source anisotropy.
Calculations have been performed for the polyethylene sphere using the Geant4
code to create an importance mapping of the source isotropy using pseudo-adjoint gen-
erated Legendre coefficients. The method for building the pseudo-adjoint coefficients
is straight-forward: whenever a particle crosses into a foil, the Legendre coefficients
for that foil are updated with the response with the inclination angle of the original
particle position. After a sufficient number of particles have been started, the fluctu-
ation of Legendre coefficients becomes small, and the degree to which the anisotropy
affects the response is determined. The expected response for the source particles at





an · Pn(µ) (6.8)
















where Ri is the contribution to the response of the i
th particles of the Np Monte Carlo






Ri · Pn(µ) (6.9)
As well as recording the contribution to the Legendre coefficient from each con-
tributing particle, the square is recorded so that a standard deviation can be calcu-
lated to determine when the coefficients have converged sufficiently. For the study at
hand, coefficients were calculated to P8, and typically the convergence of the lower
order coefficients was far better than for the higher order. The calculations were
time consuming to complete, and since only a basic understanding of the relative
importance of the source anisotropy to the different foil was desired, a calculation
standard deviation of about ten percent was considered adequate, and for the lower
order coefficients, this was obtained for foils ‘E’ and outward with around 80 million
source particles.
The results of these calculations are presented in tables 6.4 and 6.5. In these




are given when the standard deviation is less than
twenty percent of the coefficient. As is expected since the model problem is basically
symmetric about the horizontal plane through the middle of the sphere, the odd
coefficients generally were either small (a1
R





Foil Ni Au Co Sc
Center
A -0.05 (10)
E -0.26 (10) -0.44 (11) -0.22 ( 2 )
F -0.35 ( 8 ) -0.45 (14) -0.50 (10) -0.27 ( 2 )
G -0.44 ( 6 ) -0.55 (13) -0.60 ( 9 ) -0.32 ( 2 )
H -0.60 ( 4 ) -0.74 (11) -0.80 ( 8 ) -0.44 ( 1 )
I -0.70 ( 4 ) -0.84 ( 8 ) -0.77 ( 7 ) -0.51 ( 1 )
J -0.78 ( 3 ) -0.85 ( 7 ) -0.88 ( 7 ) -0.57 ( 1 )
K -0.89 ( 2 ) -0.94 ( 9 ) -0.96 ( 5 ) -0.66 ( 1 )
Table 6.4. Calculated Legendre coefficient a2
R
for various activation foils in the 7 inch
(17.78 cm) polyethylene sphere with relative standard deviation in parentheses in
percent. The results with standard deviations greater than 20 % are left blank.
Cd Cd
covered covered





G 0.20 (16) 0.44 (19) 0.42 (16) 0.12 ( 7 )
H 0.39 ( 8 ) 0.46 (15) 0.55 (15) 0.20 ( 4 )
I 0.56 ( 7 ) 0.59 (11) 0.60 (11) 0.27 ( 3 )
J 0.68 ( 4 ) 0.66 (12) 0.77 ( 9 ) 0.36 ( 2 )
K 0.90 ( 3 ) 0.87 (11) 0.93 ( 6 ) 0.49 ( 2 )
Table 6.5. Calculated Legendre coefficient a4
R
for various activation foils in the 7 inch
(17.78 cm) polyethylene sphere with relative standard deviation in parentheses in
percent. The results with standard deviations greater than 20 % are left blank.
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The responses chosen for tables 6.4 and 6.5 represent relatively high energy neu-
tron (nickel foils), mid-range neutrons (cadmium covered gold and cobalt foils), and
thermal neutrons (scandium foils). These tables indicate that the source anisotropy
will be most significant for the responses that are peaked at low energies, and less
important for mid-range and high energy peaked responses. This is probably due
to the number of scatters that thermal neutrons experience, so that there is less of
a dependence on where the neutron originally started. However, if the calculated
activation is normalized to the activity from an exterior nickel dosimetry foil placed
on the sphere centerline, the two inner foils, at the center and at location ‘A’, will be
affected by the source anisotropy for all foil materials.
Determining the Effect of Normalizing to an Exterior Foil: Section 4.2
describes the basic procedure to determine the source uncertainty contribution for an
absolute response. Frequently, a foil is placed on the exterior surface of the test object
to be used for normalization. In the test series considered here, a nickel foil was used
for this normalization - specifically the response of the interior foils are divided by
the activity of the cobalt-58 created by the 58Ni(n,p)58Co reaction in the exterior foil.













dEΦ∗ex(~x,E, ~Ω) · S(~x,E, ~Ω)
(6.10)
where Φ∗ex(~x,E, ~Ω) is the adjoint fluence from the exterior nickel foil.
Since the source in the test configuration is modeled as an isotropic thin shell











where Φ∗g and Φ∗gex are the adjoint fluences from the foil of interest and the exterior
foil for energy bin g, and Sg is the source (number of neutrons) in energy bin g.


































It should be noted that if the exterior foil and the interior foil response functions
overlap greatly, the uncertainty contributed by the source-uncertainty class will be
greatly reduced. In particular, when the exterior and interior foils are made of the
same material, the difference between the adjoint fluences is due to the difference in
the transport path, and can be very small – leading to a very small contribution to
the response uncertainty.
For cases where it is of interest to determine the response to the actual envi-
ronment, it is still common to have an exterior activation foil to better estimate the
energy (or number of neutrons) in the core for an individual test. The response
can then be represented as the response from a normalized source (for instance the
number of decays per neutron) multiplied by a strength factor:
R = N(Pg Φ∗ge x·Sg) ·
∑
g
Φ∗g · Sg (6.13)
where, N(Pg Φ∗ge x·Sg) is a normalization factor based on the response from an exterior
206













Φ∗ge x · Sg (6.14)
where, f gRNi is the response function for the
58Ni(n,p)58Co reaction, and N0 is a
normalization factor relating the number of neutrons “seen” in the reactor for an




RNi · Sg. Since the response from the exterior foil is
almost identical to the response from the free field foil, the two sums in equation
6.14 are frequently taken as canceling, and the source uncertainty contribution is not
considered to be affected by exterior foil. The uncertainty of the overall normalization
factor (N0) is captured in the source covariance matrix.
6.2.4 Determination of the Source Uncertainty Contribution to Re-
sponse
The actual determination of the source contribution to the uncertainty response
is performed using the the procedures outlined in section 4.2. Although the source
uncertainty contribution is sometimes taken as the uncertainty obtained by folding
the free-field source covariance with the response-function of interest [24], there can
be substantial variation of the source uncertainty versus depth in the experiment de-
pending on the specific response function of interest. This variation is attributable to
the uncertainty associated with the energy regime from which the major contributing
neutrons originated. For instance, for a scandium activation foil near the exterior of
the sphere, the majority of neutrons causing activation (45Sc(n,γ)46Sc) are from the
thermal energy group, which are relatively poorly characterized, while for the same
scandium foil at the center of a sphere, the majority of neutrons (now at thermal
energies) originated from a better characterized portion of the source spectrum, and
207
the source-uncertainty contribution decreases with depth.
Figures 6.14 and 6.15 show the variation of the source uncertainty contribution
versus depth for the various activation foils of interest with the 7 inch (17.78 cm)
diameter polyethylene and aluminum spheres. These calculations were performed
using the DANTSYS code with 640 energy bins6.
It should be noted that there is a very large source-uncertainty contribution for
the cadmium covered gold foil in the aluminum sphere (figure 6.15). This large con-
tribution originates from a single (narrow) source energy bin in the source spectrum
that has a large uncertainty. The neutrons from this bin are down-scattered in energy
to a bin that is just where the cadmium-113 absorption (n,γ) cross section decreases
rapidly versus energy, and where the gold absorption cross section is also very high.
This combination of circumstances leads to a misleadingly high uncertainty contri-
bution. The uncertainty in the source description appears to be artificially high due
to the narrow bin, and with a more reasonable uncertainty, this anomaly is greatly
reduced. However, it should be noted that these calculations appropriately model
these source uncertainty based on the source covariance matrix. This effect shows up
in both the MCNP (point cross section) and 640 energy group calculations, but is
lost in the 89 group calculations. The responses calculated using MCNP, 640 energy
group discrete ordinate calculations, and 89 group calculation agree well, and this
leads to a conclusion that energy grid resolutions that are adequate to calculate the
response, may not be adequate to calculate sensitivities.
Figures 6.16 and 6.17 show the variation of the source uncertainty contribution
versus depth for the various activation foils of interest with the 7 inch (17.78 cm)
diameter polyethylene and aluminum spheres when the response is normalized to the
6For the scandium activation foils, the ANISN code was used to better model the thermal neu-























Fig. 6.14. Source uncertainty contribution versus depth for activation foils in a 7
inch (17.78 cm) polyethylene sphere.
activation of an exterior nickel foil. The uncertainty contribution for most foils is
similar to that of the unnormalized response (with the addition in quadrature of the
source uncertainty at the exterior foil), but for the nickel foil, the source uncertainty
is greatly reduced.
Figures 6.18, 6.19, 6.20, and 6.21 show comparisons of the source uncertainty
contribution as calculated by different codes and resolutions. The MCNP results
used the detailed model of the test objects, the DANTSYS results reported here used
a fine spatial (128 bin) grid and the fine (640 group) energy grid, and the ANISN




























Fig. 6.15. Source uncertainty contribution versus depth for activation foils in a 7
inch (17.78 cm) aluminum sphere.
energy grid. As can be seen in these figures, the results agree well, and the source
uncertainty contribution varies depending on the response function (activation foil),
sphere material, and depth. For experiments like these one, it is frequently sufficient to
























Fig. 6.16. Source uncertainty contribution versus depth for activation foils in a 7
inch (17.78 cm) polyethylene sphere normalized to an exterior nickel foil.
6.3 Response-Function Class Contribution to Response Uncertainty
The response functions used in this series of experiments are for the most part
simple. The activation foil response functions are primarily the cross section of the
channel that causes the activation multiplied the activity of product isotope and
multiplied by a normalization factor of Avogadro’s number divided by the atomic























Fig. 6.17. Source uncertainty contribution versus depth for activation foils in a 7
inch (17.78 cm) aluminum sphere normalized to an exterior nickel foil.
activating species (Bq/gm)7. For example, the activation channel of interest for the
nickel foils used in these experiments, is the 58Ni(n,p)58Co reaction. In this example
the response function is then:




7The contribution to the response uncertainty from the uncertainty of Avogardo’s number, the
atomic mass, and the activity of the activated species could be easily determined, but these values

























Fig. 6.18. Source uncertainty contribution versus depth for nickel activation foils in
7 inch (17.78 cm) spheres for different calculation methods.
fR(~x,E) is the response function (in Bq/gm/(neutron/cm
2)).
σ(n,p)(E) is the cross section of the
58Ni(n,p)58Co (in cm2).
λ58Co is the activity of cobalt 58 (in Becquerels/atom).
NA is Avogadro’s number.
A58Ni is the atomic mass of nickel 58 (in grams/mole).
Table 6.6 presents the origin of the response functions and the associated covari-



























Fig. 6.19. Source uncertainty contribution versus depth for cadmium covered gold
activation foils in 7 inch (17.78 cm) spheres for different calculation methods.
study are presented, and then representative response-function uncertainty examples
are presented.
6.3.1 Origin of Response Functions and the Response-Function Co-
variances
For the activation foils considered in this experimental series, all the activation
cross-sections and covariance were obtained either using data from the International
Reactor Dosimetry File (IRDF-2002) [64] or by using the the cross-section evaluations






















Fig. 6.20. Source uncertainty contribution versus depth for sulfur activation pellets
in 7 inch (17.78 cm) spheres for different calculation methods.
reactor dosimetry file (RRDF) [2]). These activation cross sections have been reviewed
and compiled specifically for dosimetry applications. Table 6.6 indicates the origin of
the activation cross section for each activation foil. The titanium response functions
included all reactions that could lead to the measured activating species (47Sc or 48Sc),
which are dominated by the (n,p) reactions for the neutron energies in a reactor, since


























Fig. 6.21. Source uncertainty contribution versus depth for scandium activation
foils in 7 inch (17.78 cm) spheres for different calculation methods.













The uncertainty contribution of most of the foils is calculated readily from the
forward fluence as described in section 4.3. Two of the activity foils are somewhat
more complicated. The gold (Au) and cobalt (Co) foils are placed in cadmium covers
to eliminate the contribution from thermal neutrons. These covers add to the un-
certainty contributed by the responses. Specifically, the contribution to the response
by the uncertainty in the cross sections of the cadmium isotopes must be considered
in a manner similar to section 4.4 and the contribution from the uncertainty of the
cadmium cover thickness must also be included, and this will be considered in greater
detail below.
One further complication in determining the contribution to the response uncer-
tainty is that in this series of experiments, not only the predicted activity in a foil was
compared, but also the ratio of the activity of a specific foil of interest to the activity
of a nickel foil placed on the exterior of the experiment (the sphere). This ratio shows
up explicitly in some of the experimental analysis [19][20][21][23][24][25][26], but it
can also be applied in a more subtle manner. An exterior foil or other detector can
be placed outside the experiment to better estimate the fluence of neutrons in the
core. The predictions are then scaled according to the fluence implied by the activity
of this foil. As is detailed further below for both cases, the response function con-
tribution of uncertainty should include the uncertainty contribution of this exterior
foil.
Cadmium Covered Foils: To determine the variation of the cadmium covers,
direct measurements of the weight and thickness were made. Even though the vari-
ation of the cadmium covers had not been measured previously, it was assumed that
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the variation would be small with a standard deviation of less than a few percent.
The “tops” and “bottoms” of seven used cadmium covers were weighed to determine
an estimated variance, and the results are shown in table 6.7. The covers had been
pulled apart before these measurements were made so there is no knowledge of which
top had been pressed together with which bottom. Since the variation in the masses
was greater than expected, measurements of the cadmium-cover thicknesses were
made. The used covers had been pressed together, and frequently had a discernible
bow that made taking a thickness measurement complicated. Thus, for the thickness
measurements, new cadmium covers were used, and the thickness of the covers was
determined using a micrometer. The top pieces were also weighed to establish that
variation in the mass was indeed due to the variation in the thickness of the cadmium
covers. The measurement results are shown in table 6.8, and figure 6.22 shows the
strong correlation of the mass to the thickness. The cadmium covers are simply cut
and pressed from cadmium stock, and it was somewhat surprising that the thickness
- which should have been 20 mils (0.0508 cm) - had a standard deviation of about 10
%.
The contribution of the cadmium cover thickness to the response depends on
the response function of the foil in the cover and the fluence spectrum at the cover.
As is detailed in the source class section, the cadmium-113 (n,γ) cross section drop
precipitously at about 1 eV. For experiments where the incoming fluence is peaked at
this energy, and if the response function is also large at this energy, the uncertainty
can be large as well. For the activation foils and the experiments considered here,
the response function of the foils and the source spectrum are sufficiently broad that
it would seem that cadmium cover thickness contributed only a minor amount to













Deviation (7.0 %) (7.4 %)
Table 6.7. Measurements of cadmium cover mass from used covers.
Top Bottom
Thickness Thickness Mass Thickness Thickness
(mils) (cm) (g) (mils) (cm)
1 22.9 0.0582 1.1658 20.0 0.0508
2 22.9 0.0582 1.1889 19.0 0.0483
3 20.5 0.0521 1.0628 19.2 0.0488
4 18.8 0.0478 0.9652 19.0 0.0483
5 20.1 0.0511 1.0391 20.0 0.0508
6 18.2 0.0462 0.9637 19.0 0.0483
7 20.3 0.0516 1.0403 22.1 0.0561
8 18.5 0.0470 0.9557 18.7 0.0475
9 23.5 0.0597 1.1920 19.0 0.0483
10 19.8 0.0503 0.9957 17.9 0.0455
Average 20.6 0.0522 1.0566 19.4 0.0493
Standard 1.93 0.00489 0.0943 1.13 0.00286
Deviation (9.4 %) (9.4 %) (8.9 %) (5.8 %) (5.8 %)

















Fig. 6.22. Comparison of mass versus thickness for new cadmium top covers. Red
crosses are the measured values. Dashed line is linear mass to thickness using radius
of 0.817 cm and density of 8.65 gm/cm2.
for cadmium-covered cobalt foils), however, for the determination of the response
function contribution, these uncertainties are close to the uncertainty of the actual
activation cross section uncertainty contribution.
The contribution of the cadmium thickness was determined in two ways: (1)
for a direct calculation, discrete ordinates calculations were made using thicknesses
ten percent thinner and ten percent thicker than the nominal cover thickness (0.0508
cm), and the sensitivity was calculated as the change in response to the change
in thickness, and (2) for a forward-adjoint folding, the sensitivity to the thickness
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Direct Calculation Forward-adjoint Folding
Sens. Uncert. Sens. Uncert.
Contr. (%) Contr. (%)
Al-Sphere
Center-Au Foil -0.011 0.11 -0.015 0.14
Shallow-Au Foil -0.011 0.11 -0.014 0.14
CH2-Sphere
Center-Au Foil -0.010 0.09 -0.013 0.12
Shallow-Au Foil -0.010 0.09 -0.013 0.13
Al-Sphere
Center-Co Foil -0.075 0.70 -0.088 0.83
Shallow-Co Foil -0.074 0.70 -0.088 0.83
CH2-Sphere
Center-Co Foil -0.084 0.79 -0.099 0.93
Shallow-Co Foil -0.079 0.75 -0.094 0.88
Table 6.9. Relative sensitivity and uncertainty contribution due the cadmium cover
thickness uncertainty for the center and shallowest foil locations (1.04 cm depth) in
the 7 inch (17.78 cm) diameter aluminum and polyethylene spheres.
was approximated from the sensitivity of the response to the total cross section (see
section 4.6.2). The sensitivities and uncertainties calculated are given in table 6.9
for the center foil and shallowest locations (1.04 cm depth) in the polyethylene and
aluminum seven inch (17.78 cm) diameter spheres.
Accounting for Self-Shielding: The term self-shielding refers to the reduc-
tion of the neutron fluence inside a monitor foil due to the interaction with the monitor
material. The monitor foils used here are very thin (2 mil, 0.00508 cm) to reduce this
effect, and for most foils self-shielding is negligible. Nevertheless, even for thin foils,
gold and cobalt exhibit high self-shielding. To reduce the importance of self-shielding
for the gold activation foils, the gold content was made dilute (0.1134% by weight,
with the rest of foil being made of aluminum [20]). The cobalt foils on the other hand,
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are modeled explicitly in the transport codes to account for the self-shielding. For the
one-dimensional discrete ordinate calculation, the cadmium-covered cobalt response
functions are created by performing an one-dimensional planar adjoint calculation,
and in this calculation the cobalt foil is modeled explicitly.
This leads to an uncertainty contributor that can be ignored for monitor ma-
terials other than cobalt. The responses that are determined for these monitors are
normalized to the mass of the monitor material, and for materials where self-shielding
is unimportant, a slight variation in the monitor-foil thickness makes an insignificant
variation in the response. This is not the case for the cobalt foils. Using the neutron
spectrum at the foil locations in the four spheres considered, a direct calculation of
the activation of cobalt for a foil 10% thicker than specifications yielded a 1.8% to
2.1% reduction in the response. Taking the variation in the foil thickness to be 10%,
an uncertainty contribution of 2% is included when cobalt monitor foils are used.
Determining the Effect of Normalizing to an Exterior Foil: Section 4.3
describes the basic procedure to determine the response uncertainty contribution for
an absolute source. Frequently, a foil is placed on the exterior surface of the test object
to be used for normalization, and the effect of the uncertainty of this exterior foil and












dEΦ(~x,E, ~Ω) · fex(~x,E, ~Ω)
(6.16)
where, Φ(~x,E, ~Ω) is the fluence, fR(~x,E, ~Ω) is the response fluence of the activation
foil of interest, and fex(~x,E, ~Ω) is the response fluence of the exterior foil.
222
If the fluence and response function are binned using a group averaged formalism,














where Φflg is the group-averaged fluence at the activation foil of interest, Φ
ex
g is the
group-averaged fluence at the exterior foil, f gR is the response function of the activation
foil of interest, and f gex is the response function of the group-averaged exterior foil.
If the activation foil is not of the same material as the exterior foil, the activa-
tion response-function uncertainty will not normally be correlated to the exterior foil
uncertainty, and the contribution to the response uncertainty will simply be the sum
(in quadrature) of the individual response function contributions. The sensitivities








































If the activation foils of interest are the same material as the exterior foil, the

















Equation 6.3.2 indicates that the response-function uncertainty contribution can
become very small if the ratio of the response of one foil over a reference foil is used,
since the difference between the spectrum at the activation foil of interest and the
fluence at exterior foil determine the sensitivity is normally small.
6.3.3 Determination of Uncertainty Contribution to Response
Below are some results of the response-function uncertainty calculations. As is to
be expected, there is little variation of the response-function contribution to response
uncertainty with depth or with sphere material, since in most cases the uncertainty
of the response-function is generally somewhat constant through the energy regime
that contributes most to the response. This lack of variation is illustrated for several
response-functions as a function of depth in the 7 inch (17.78 cm) polyethylene sphere
in figure 6.23. For the experimental series considered here, the contribution to the
response uncertainty was determined for each response-function at each depth and
material simply because the fluence at each location was already calculated, and the
uncertainty contribution calculation is rapid.
The variation of the calculated response-function uncertainty contribution for
the the various code and energy-group resolutions calculations is given below for
activation foils at the center of the 7 inch (17.78 cm) polyethylene sphere and for
external foils. For the activation response-function contribution considered in this
thesis, it is generally sufficient to use the relative uncertainty determined by fold-
ing the source and response-function covariance, and then adding in quadrature the
uncertainty contribution due to any cover variation. One exception to this will be
the case where the response is normalized to an external measured response with the


























Fig. 6.23. Comparison of the variation of the response-function uncertainty contri-
bution as a function of depth in the 7 inch (17.78 cm) polyethylene sphere for several
activation monitor foils.
of like materials (nickel in the case presented below) will be zero at the external lo-
cation, and vary with the change in the spectrum in the energy regime to which the
response-function is sensitive. Table 6.10 presents the response-function uncertainty
contribution for the situation where the response is not normalized to an external
foil, and table 6.11 presents a comparison of the uncertainty contribution for an un-
normalized response with the contribution for a response that is normalized to an
external nickel foil. In both tables, there are two entries for the cadmium-covered
activation foils (gold and cobalt): one entry refers to the uncertainty contribution if
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Response Simple ANISN DANTSYS MCNP
Exterior 89 grp 640 grp
58Ni(n,p)58Co 2.4 2.4 2.4 2.4
Cd Covered
197Au(n,γ)198Au 0.17 0.17 0.17 0.17
(w/ cover) 0.20 0.19 0.19 0.19
Cd Covered
59Co(n,γ)60Co 0.76 0.77 0.77 0.77
(w/ cover) 1.0 1.1 1.1 1.1
32S(n,p)32P 6.6 5.3 5.4 5.5
45Sc(n,γ)46Sc 0.75 0.75 0.74 0.75
Ti(n,x)47Sc 3.6 3.7 3.8 3.8
Ti(n,x)48Sc 2.2 2.2 2.2 2.2
Table 6.10. Relative response-function contribution (in percent) for several calcula-
tion configurations and response-functions for responses not normalized to an exterior
foil. The cadmium-covered gold and cobalt foils have two values: the first is the con-
tribution from just the cross section, and the second includes cadmium thickness
uncertainty.
there is minimal variation in the cadmium cover thickness, and the other includes the
uncertainty contributed by the measured thickness variation.
It is to be noted that using a response that is normalized to a measurable response
decreases the uncertainty contribution if the response functions are similar, but the
response-function uncertainty contribution increases if they are dissimilar, since the
uncertainty contribution from the response-function of the normalization foil must
be included, and the combined uncertainty contribution is greatest if there is no
correlation between the response function of the detector being considered and the






(w/ cover) 0.19 2.5
Cd Covered
59Co(n,γ)60Co 0.77 2.6





Table 6.11. Relative response-function contribution (in percent) for several calcula-
tion configurations and response-functions for responses that are not normalized and
are normalized to an exterior nickel foil. The cadmium-covered gold and cobalt foils
have two values: the first is the contribution from just the cross section, and the
second includes cadmium thickness uncertainty.
6.4 Cross-Section Class Contribution to Response Uncertainty
The calculation of the cross-sections uncertainty contribution is detailed in this
section for the series of experiments described in chapter 5. For each experimental con-
figuration, the possible isotopes involved in the transport are identified, and the cross
sections for each isotope (or element if isotope cross section data are not available) are
reviewed to identify the important reaction channels. For each important channel for
each isotope (or element), a covariance matrix is desired. If a covariance matrix does
not exist, one has to be approximated. As discussed in section 6.4.6, the approach
followed in this study focuses on determining the uncertainty contribution from the
cross sections themselves, and does not in depth investigate contributions from the
secondary angular distribution (SAD) or secondary energy distribution (SED).
227
In general the contributions to the response uncertainty are lower than might be
expected (for some cases ≈ 1 %), but it should be remembered that these contribu-
tions are for materials (aluminum and carbon and hydrogen) that are relatively well
characterized, and detailed consideration of the contributions frequently show that
the cross sections that most affect the response (the ones to which the response is
most sensitive) are often not the cross sections that contribute most to the response
uncertainty, since the more important cross sections are often better known (have
lower uncertainty) than less important cross section. For example, the sensitivity
of the response to elastic cross sections in the aluminum spheres is greater than the
sensitivity of the response to the inelastic cross sections for a nickel activation foil,
but due to the greater uncertainty of the inelastic cross section, the inelastic cross
sections dominate the response uncertainty contribution.
The calculation of the uncertainty contribution for a scandium foil from the
hydrogen atoms in the polyethylene spheres requires some special treatment. For
the other activation foils considered, there is very little contribution to the response
from thermal neutrons. However, the scandium foils (45Sc(n,γ) reaction) are used
specifically to sample this regime. In this energy regime, scattering from hydroge-
nous materials differs significantly from that of free-gas hydrogen atoms due to the
modification of the hydrogen recoil by atomic bonds. There are descriptions of the
scattering of neutrons from polyethylene available in some standard evaluations, but
there is not a good covariance estimation presented. The procedure used to obtain
an estimation of the uncertainty contribution to the response for this circumstance is
presented below.
For the discrete-ordinates approach, the forward and adjoint fluences are folded
together with the cross sections and covariance matrices using the SUSD3D code [69]
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to obtain an estimated uncertainty contribution to the total uncertainty for each ele-
ment. For the Monte Carlo approach, only the most important elements and channels
are addressed due to run-time expense. The discrete-ordinates calculations provide
a list of those elements and channels, and by further reviewing the SUSD3D output,
an indication of the relative importance of different energy regimes can be obtained.
This approach is appropriate for this series of experiments, since the geometry of
the detailed Monte Carlo calculations are not greatly different from the geometry
described by the discrete ordinates code. If the geometry contains significant details
missing in the discrete ordinates calculation, care needs to be taken to ensure that
all important elements were included. As is discussed above (section 6.1), the shell
models of the experiments provided a good method of determining whether difference
in the calculations were due to the method employed or due to modeling details.
6.4.1 Elements/Isotopes of Interest
As described in chapter 5, the experimental series considered here used two dif-
ferent spheres with a diameter of seven inches (0.1798 m) and two spheres with a
diameter of four inches (10.16 cm). Inside the spheres various activation foils are
placed a different depths. For the purposes of determining the cross-section class
contribution, only the materials of the spheres themselves are considered. The exper-
imental configuration specifically minimizes the influence of one foil upon another,
therefore the contribution to the uncertainty of the response from the foil cross sec-
tions (other than that contributed via the response uncertainty - see section 6.3) is
insignificant. One of the seven inch (0.1798 m) spheres is made of aluminum 6061,
and the other is made of high-density polyethylene. One of the four inch (10.16 cm)
spheres is made of aluminum 6061, the other is composed of high-density polyethy-
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lene. The larger spheres are placed in an aluminum (6061) dosimetry bucket, and
the smaller spheres can be placed in either an aluminum bucket, or in a lead bucket
(to alter the neutron spectrum), but only the case of the spheres being placed in the
aluminum bucket are considered here.
The material compositions used are broken out in tables 6.12 and 6.13. These
tables also list the source of the cross-section data used in the code calculations and
the number density of each isotope used in the calculations. If a natural cross-section
set (there is an evaluation of the cross section using “natural” isotope fractions) was
used for the transport calculation a natural element entry is included in the tables
as well. The data evaluations used are the Evaluated Nuclear Data File (ENDF/B-
VI) [66], the Joint Evaluated Fission and Fusion library (JEFF) [61], the Japanese
Evaluated Nuclear Data Library (JENDL) [83], the Chinese Evaluated Nuclear Data
Library (CENDL) [14], and the Russian Evaluated Nuclear Data library (BROND)
[2]. The isotopic abundances were obtained from the “IUPAC Recommended Isotopic
Abundances” [10].
6.4.2 Covariance Matrices of Important Isotopes/Elements
For materials composed of many elements, there are a large number of isotopic
reactions that can potentially affect the response, but usually only a small number
of reactions have a major effect. Using the discrete ordinates approach, the temp-
tation is to simply determine the contribution to the response uncertainty of each
isotope/reaction pair for which there exists readily obtainable covariance informa-
tion. Unfortunately, good covariance information does not exist for every reaction
for many isotopes, and the uncertainty may be underestimated by using this simple
approach. In this study, an attempt is made to ensure that all potentially important
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Element Isotope Number Density Evaluation
(10−24 atoms/cm3)
Aluminum 27Al 0.0586 E?, JF, JN, C
Silicon 28Si 3.20×10−4 E?, JF, JN
29Si 1.62×10−5 E?, JF, JN
30Si 1.08×10−5 E?, JF, JN
Iron 54Fe 5.91×10−6 E?, JF, JN, C, B
56Fe 9.35×10−5 E?, JF, JN, C, B
57Fe 2.24×10−6 E?, JF, JN, C, B
58Fe 2.85×10−7 E?, JF, JN, C, B
Copper 63Cu 4.96×10−5 E?, JF, JN, C
65Cu 2.21×10−5 E?, JF, JN, C
Manganese 55Mn 2.07×10−5 E?, JF, JN, C
Magnesium natMg 6.69×10−4 E?, C
24Mg 5.29×10−4 E, JF, JN?
25Mg 6.69×10−5 E, JF, JN?
26Mg 7.37×10−5 E, JF, JN?
Chromium 50Cr 2.72×10−6 E?, JF, JN, C, B
Chromium 52Cr 5.24×10−5 E?, JF, JN, C, B
Chromium 53Cr 5.94×10−6 E?, JF, JN, C, B
Chromium 54Cr 1.48×10−6 E?, JF, JN, C, B
Zinc natZn 2.49×10−5 JF, C?, B
Titanium natTi 3.40×10−5 E?, JF, JN, C
46Ti 2.72×10−6 E, JF, JN?
47Ti 2.48×10−6 E, JF, JN?
48Ti 2.51×10−5 E, JF, JN?
49Ti 1.87×10−6 JF, JN?
50Ti 1.83×10−6 E, JF, JN?
Vanadium natV 1.60×10−5 E?, JF, JN, C
Table 6.12. Composition of aluminum 6061 (density = 2.7 g/cm3). The cross-
section evaluations available are listed (E = ENDF/B-VI, JF=JEFF, JN=JENDL,
C=CENDL, B=BROND), with the “starred” entry being the set chosen for this study.
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Element Isotope Number Density Evaluation
(10−24 atoms/cm3)
Hydrogen 1H 0.0811 E?, JF, JN, C, B
2H 1.22×10−5 E?, JF, JN, C, B
Carbon natC 0.0406 E?, JF, JN, B
Table 6.13. Composition of polyethylene (density = 0.95 g/cm3). The cross-
section evaluations available are listed (E = ENDF/B-VI, JF=JEFF, JN=JENDL,
C=CENDL, B=BROND), with the “starred” entry being the set chosen for this study.
reactions are considered by reviewing the reaction-channel cross sections for each iso-
tope (or element) to identify the important reactions for each material. For each
isotope the cross sections are reviewed (using the Java Nuclear Information Software
(Janis) display tool [79]) to determine the important reactions in the energy range
of interest (figure 6.24). A rough estimate of the importance of reactions can be
made by multiplying the cross section, the cross-section standard deviation, and the
number density of the isotope together. This rough estimate for the importance can
miss important scattering reactions that might increase the number of neutrons with
an energy that may be important to specific detectors, so for the simple discrete
ordinates calculations, it is useful to calculate the uncertainty contribution of the
cross sections if there is any question as to the importance of a given reaction. Then
the potentially important reactions identified are used to determine the covariance
information needed.
If the covariance information for a reaction for a specific reaction does not exist
in a major evaluation, a covariance matrix might exist in the COVFILS2 evaluation
[59], or an approximate covariance matrix can be constructed using an estimate of the
relative standard deviation, or by using a more complicated procedure, as is described
in section 4.4.
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Fig. 6.24. Janis 2.1 [79] output of ENDF/B-VI neutron cross sections for 27Al.
Tables 6.14 and 6.15 list the potentially significant isotopes and reactions for each
material of interest, and the origin of the covariance file that is used to determine the
uncertainty contribution. Tables 6.14 and 6.15 use the ENDF-6 “MT” identification
system to designate the reactions8. If cross sections for a reaction channel were
two orders of magnitude less than the total cross section for that isotope for all
8In the ENDF6 system: MT=1 for total cross sections, MT=2 for elastic scattering , MT=4
for the sum of the inelastic scattering, MT=16 for (n,2n) reactions, MT=22 for (n,na) reactions,
MT=28 for (n,np) reactions, MT=102 for (n,γ) cross section, MT=103 for (n,p) reactions, MT=104
for (n,d) reactions, MT=105 for (n,t) reactions, and MT=107 for n,a) reactions (the full designation
of the MT codes can be found at the end of the ENDF format description document [56]).
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applicable energies, the reactions were not listed in these tables. The values in these
tables were used primarily to ensure that a rather complete estimation was made
of the uncertainty contribution for the discrete-ordinate calculations – the important
contributors from the discrete-ordinate calculations determined the isotopes/reactions
that were of interest in the Monte Carlo calculations. If a set of important contributors
was to be compiled directly for the Monte Carlo calculations without the intermediary
step of the discrete ordinates calculations, a more severe pruning method would be
used. A better consideration of the energy spectrum of the source would, for instance,
indicate removing the reactions that are only important above 10 MeV where the
source is small.
6.4.3 Thermal Scattering Considerations in Polyethylene
For thermal neutrons, the free-gas treatment of scattering is inadequate for
polyethylene, and the effects of molecular bonds on the hydrogen atoms are be con-
sidered in incoherent-elastic (zero phonon mode) and incoherent-inelastic (non-zero
phonon) scattering. At these energies for hydrogenous and crystalline materials, the
incoherent-inelastic scattering is usually represented by a so-called S(α, β) represen-
tation. Where S is the tabulated thermal neutron scattering law that is a function
of the momentum (α) and energy (β) exchange between the incoming and outgoing
neutron. The NJOY [47] code allows the creation of a cross section set that contains
adjusted cross sections to account for this regime into discrete-ordinate calculations,
and the MCNP code can directly use this formalism, using the MCNP cross-section
set (which is derived from major evaluations). The response of detectors sensitive to
the thermal energy regime can then be calculated. Unfortunately, the evaluations do
not include covariance or other uncertainty information with the S(α, β) data (which
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Isotope Reactions Covariance File
(MT) Origin
27Al 2,4,16,22,28,102,103,104,107 COVFILS-2 [59]
28Si 2,4,22,28,102,103,107 ENDF/B-VI [66]
29Si 2,4,16,22,28,102,103,107 ENDF/B-VI[66]
30Si 2,4,16,22,28,102,103,107 ENDF/B-VI [66]
54Fe 2,4,16,22,28,102,103,107 ENDF/B-VI [66]
56Fe 2,4,16,22,28,102,103,107 ENDF/B-VI [66]
57Fe 2,4,16,22,28,102,103,107 ENDF/B-VI [66]
58Fe 2,4,16,22,28,102,103,107 ENDF/B-VI [66]
63Cu 2,4,16,22,28,102,103 ENDF/B-VI [66]
65Cu 2,4,16,22,28,102,103 ENDF/B-VI [66]




50Cr 2,4,16,22,28,102,103 ENDF/B-VI [66]
52Cr 2,4,16,22,28,102,103 ENDF/B-VI [66]
53Cr 2,4,16,22,28,102,103 ENDF/B-VI [66]





48Ti 2 JENDL3.3 [83]
49Ti 2,4,16,28,102,103
50Ti 2,4,16,102
natV 16 ENDF/B-VI [66]
natV 2,4,28,102
Table 6.14. Main reactions for isotopes in aluminum 6061 along with the origin of
covariance data used (for reaction channel to MT correlation see footnote 8 on page
232).
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Isotope Reactions Covariance File
(MT) Origin
1H 2,102 JENDL3.3 [83]
2H 2,16,102
Carbon 2,4,102,104,107 ENDF/B-VI [66]
Table 6.15. Main reactions for elements in polyethylene along with the origin of
covariance data used (for reaction channel to MT correlation see footnote 8 on page
232).
itself dates to 1978 [66]), and other methods must be used to account for the contribu-
tion of these data to the response uncertainty. One approach would be to determine
the sensitivity of the response to a perturbation in the incoherent scattering cross sec-
tion in MCNP calculation, and create a bounding covariance file. Unfortunately, the
perturbation operator produces sensitivities that are extremely high (but of opposite
sign) for both the elastic and inelastic incoherent cross sections (approximately a fac-
tor of 100), and without a good representation of the correlation between the elastic
and inelastic incoherent cross sections, uncertainty values from approximately 1 % to
100 % are possible with an assumption of a 1 % uncertainty in the underlying energy
dependent cross sections. Therefore for this study, the contribution was determined
by simply running the polyethylene sphere calculations with and without the thermal
cross section adjustment for the scandium-activation response function, and bound-
ing the uncertainty contribution by assuming that this difference represents twice the
expected maximum uncertainty contribution that can be obtained. In essence, this





would be the cross section adjustment based on the molecular considerations, Rws is
the response with the adjustment, and Rw/o is the response without the adjustment -
and assumes that the uncertainty is a fully correlated 50 % standard deviation. Table
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Table 6.16. Uncertainty contribution bounds (in relative standard deviation) for
thermal neutron treatment for a 7 inch (17.78 cm) sphere with scandium activation
foils (derived from 89 energy group calculations).
6.16 shows the uncertainty contribution obtained by this approach as a function of
scandium foil depth for the 7 inch (17.78 cm) polyethylene sphere (using ANISN with
89 energy groups) that is applied to the discrete ordinate uncertainty calculations.
6.4.4 Discrete-Ordinate (Simple) Model Cross-Section Contributions
In section 6.4.2 the isotopes and reaction channels that will be considered to
determine the contribution to the uncertainty of the response from the cross-section
contributor class were identified along with the source of the covariance files to be
used. It should be emphasized for the aluminum sphere that far more contributor
calculations are being made than is needed. This was done to show that, as expected,
the aluminum cross-section contribution dominates, and to ensure that the significant
contributors were addressed. Since the forward and adjoint transport calculations are
done prior to determining the sensitivity of the response to the cross sections, it is
237
possible to determine the significance of many isotope and reaction channels with just
the effort involved in setting up the sensitivity and uncertainty calculations.
For this study, for each test sphere, forward transport calculations had been made
for the ACRR sources (section 6.2), and adjoint transport calculations had been made
for response functions at the various activation foil depths using a one-dimensional
discrete-ordinates transport code (ANISN). For each appropriate combination of ge-
ometry, source, and response functions, the proper list of reactions from section 6.4.2
was used to create sensitivities and uncertainties using the uncertainty analysis code
SUSD3D [69]. For instance, for the seven inch (17.78 cm) sphere, with the basic
ACRR source and the nickel activation foil (58Ni(n,p)58Co), the list of reactions in
table 6.14 was used to produce sensitivities for each isotope-reaction pair for each
energy group in the transport calculation. These sensitivities were then combined
with the appropriate covariance file for that isotope-reaction pair.
Table 6.17 shows the cross-section-uncertainty contribution of various isotopes
for the aluminum 6061 sphere at several depths. Note that even for the exterior foil
there is some uncertainty contributed due to the “back-scattered” neutrons coming
from the sphere. The uncertainty is dominated by the the aluminum uncertainty, as
is expected.
A channel-by-channel examination of the sensitivity and uncertainty contribu-
tions (table 6.18) shows that the dominant channels (the highest sensitivity of the
response to channel cross sections) often do not dominate in terms of uncertainty
contribution. In the energy regime of the ACRR, the elastic scattering cross section
dominates, but the elastic cross sections have low uncertainty compared to inelas-
tic cross sections, and inelastic scattering dominates the uncertainty contribution for
nickel activation. Table 6.18 show the breakdown of the uncertainty contribution as
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Isotope Foil Center Depth (cm)
0 1.0414 6.985 8.89
27Al 1.0 1.7 3.1 3.1
28Si 6×10−4 0.001 0.002 0.00
29Si 2×10−5 3×10−5 6×10−5 6×10−5
54Fe 1×10−5 2×10−5 3×10−5 3×10−5
56Fe 0.066 0.11 0.20 0.20
57Fe 6×10−5 1×10−4 2×10−4 2×10−4
58Fe 6×10−8 1×10−7 2×10−7 2×10−7
65Cu 4×10−6 8×10−6 1×10−5 1×10−5
55Mn 3×10−5 5×10−6 9×10−6 9×10−6
natMg 0.013 0.022 0.040 0.040
50Cr 1×10−5 2×10−5 4×10−5 4×10−5
52Cr 0.001 0.002 0.003 0.003
53Cr 2×10−6 3×10−6 5×10−6 5×10−6
natZn 0.001 0.002 0.003 0.003
natV 0.001 0.001 0.002 0.002
Table 6.17. Uncertainty contribution (relative standard deviation in percent) for
isotopes in aluminum 6061 for nickel foil activation.
standard deviations for the various reaction channels in aluminum assuming no corre-
lation between the channels. For the cross section data as composed in the COVFIL2
data base, the correlation between channels is also given, and table 6.19 shows the
energy-integrated relative covariances for the contributing channels. There is, for
the cases examined here, considerable negative correlation between the elastic and
inelastic reaction channels, and this reflects the difficulty of accurately separating the
scattering data experimentally. In most cases, the correlation data between reaction
channels is not captured in the evaluated data sets, and the resulting cross-section
uncertainty contribution to the response uncertainty will tend to be slightly larger
than if it were included.
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Channel Foil Center Depth (cm)
0 1.0414 6.985 8.89
Elastic 0.18 0.20 0.44 0.45
Scattering
Inelastic 1.1 1.9 3.5 3.6
Scattering
(n,γ) 2×10−3 3×10−3 6×10−3 6×10−3
(n,p) 0.017 0.029 0.052 0.052
(n,α) 4×10−3 6×10−3 0.011 0.011
Table 6.18. Uncertainty contribution (relative standard deviation in percent) for
aluminum-27 by reaction channel without channel-to-channel correlation for a nickel
activation foil (DANTSYS-SUSD3D with 89 energy groups).
Channel Elastic Inelastic (n,γ) (n,p) (n,α)
Elastic 2.0×10−5 -1.6×10−4 -8.2×10−11 -2.7×10−8 -7.1×10−10
Scattering
Inelastic -1.6×10−4 1.3×10−3 -3.8×10−11 -1.4×10−8 -2.8×10−9
Scattering
(n,γ) -8.2×10−11 -3.8×10−11 3.2×10−9 0 0
(n,p) -2.7×10−8 -1.4×10−8 0 2.7×10−7 0
(n,α) -7.1×10−10 -2.8×10−9 0 0 1.2×10−8
Table 6.19. Relative uncertainty contribution as a covariance for aluminum-27 for a
center nickel activation foil by reaction channel (DANTSYS-SUSD3D with 89 energy
groups).
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Isotope Foil Center Depth (cm)
Reaction 0 1.0414 6.985 8.89
natC
Elastic 0.014 0.058 0.16 0.17
Inelastic 0.053 0.13 0.32 0.33
(n,γ) 8×10−5 2×10−4 5×10−4 5×10−4
(n,p) 1×10−6 2×10−6 6×10−6 6×10−6
(n,d) 3×10−6 6×10−6 2×10−5 2×10−5
(n,α) 0.009 0.019 0.051 0.052
1H
Elastic 0.14 0.36 0.84 0.85
(n,γ) 7×10−6 2×10−5 4×10−5 4×10−5
Table 6.20. Uncertainty contribution (relative standard deviation in percent) for
reaction channels in polyethylene for nickel foil activation.
Table 6.20 shows the cross-section uncertainty contributions of the carbon and
hydrogen reaction channels for a 7 inch (17.78 cm) polyethylene sphere for nickel
activation foils. Tables 6.21 and 6.22 give the correlation data as expressed as relative
covariances. There is not any correlation data between the two hydrogen-1 channels
in the hydrogen evaluations, and that is reflected as a diagonal matrix in table 6.22.
Table 6.23 shows the uncertainty contribution of various aluminum-27 reaction
channels for several different activation foil response functions in the 7 inch (17.78
cm) diameter aluminum sphere, and table 6.24 shows similar reaction channel in-
formation for the polyethylene sphere. These tables emphasize the need to perform
the uncertainty contribution calculations for the response function of interest. The
response functions cause different energy regimes to dominate, and then the coupling
to the estimated cross section uncertainty can greatly alter a channel’s contribution
to the response uncertainty. It should be noted that the uncertainty contributions
in table 6.24 do not include the uncertainty contribution of the adjustment of the
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Channel Elastic Inelastic (n,γ) (n,d) (n,α)
Elastic 2.8×10−6 -2.4×10−6 0 0 0
Scattering
Inelastic -2.4×10−6 1.1×10−5 -1.6×10−11 2.4×10−15 -2.4×10−7
Scattering
(n,γ) 0 -1.6×10−11 2.4×10−11 0 0
(n,d) 0 2.4×10−15 0 2.9×10−14 0
(n,α) 0 -2.4×10−7 0 0 2.7×10−7
Table 6.21. Uncertainty contribution as a relative covariance for carbon for a cen-






Table 6.22. Uncertainty contribution as a relative covariance for hydrogen for a
center nickel activation foil by reaction channel (DANTSYS-SUSD3D with 89 energy
groups).
scattering cross sections of hydrogen due to the molecular bonds at thermal energies
(which is important for the scandium activation foil calculations).
6.4.5 Monte Carlo (Shell and Detailed) Model Cross-Section Contri-
butions
The contribution of the potential major cross-section contributors to the response
uncertainty can be investigated using the perturbation operator technique (section
4.4.2), but this analysis can be extremely time consuming for a full investigation of
all possible isotopes and channels. For this analysis, the results of the simple 1-D
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Isotope Foil Material and Reaction
Reaction 45Sc Cd covered 197Au 58Ni 32S
Elastic 0.008 0.020 0.45 0.48
Inelastic 0.002 0.002 3.6 3.8
(n,γ) 0.36 0.048 0.006 0.005
other 2×10−6 2×10−6 0.053 0.050
Table 6.23. Uncertainty contribution (relative standard deviation in percent) for
reaction channels in aluminum-27 for several different activation foils.
discrete-ordinate model are considered to restrict the scope of the investigation to
those isotopes and reaction channels that actually do contribute significantly to the
response uncertainty. As can be seen, above for the simple discrete ordinates calcula-
tion, for the aluminum spheres, the cross-section contributions are primarily from the
elastic scattering, inelastic scattering, and (n,γ) channels from the aluminum-27 iso-
tope. For the polyethylene sphere, the carbon and hydrogen elastic scattering, carbon
inelastic scattering, carbon and hydrogen (n,γ) cross section will be considered. As is
clearly shown in the simple-model cross-section uncertainty results, the importance
of a particular channel depends on the specific response-function of interest.
Table 6.25 shows the uncertainty contribution calculated using the detail MCNP
model from aluminum cross section uncertainty for nickel activation foils at various
locations in the 7 inch (17.78 cm) diameter aluminum sphere. For these values,
the standard deviation of the uncertainty contribution was approximately 5 % for the
elastic and inelastic contributions, and about 15 % for the (n,γ) channel contribution.
Tables 6.27 and 6.28 show the cross section uncertainty contribution determined
using the detailed MCNP model for several activation foils at the center of the 7 inch
(17.78 cm) spheres.
243
Isotope Foil Material and Reaction
Reaction 45Sc Cd covered 197Au 58Ni 32S
natC
Elastic 0.068 0.076 0.17 0.18
Inelastic 0.010 0.011 0.33 0.29
(n,γ) 0.001 1×10−4 5×10−4 5×10−4
other 0.002 0.001 0.052 0.046
1H
Elastic 0.30 0.36 0.85 0.86
(n,γ) 0.020 0.002 4×10−5 4×10−5
Table 6.24. Uncertainty contribution (relative standard deviation in percent) for
reaction channels in carbon and hydrogen for several different activation foils in a 7
inch (17.78 cm) polyethylene sphere. (Scandium contributions presented here do not
include the S(α, β) contribution.)
Channel Foil Center Depth (cm)
0 1.0414 6.985 8.89
Elastic 0.075 0.18 0.44 0.44
Scattering
Inelastic 0.98 1.6 3.0 3.0
Scattering
(n,γ) 4×10−4 7×10−4 0.001 0.001
Table 6.25. Uncertainty contribution (relative standard deviation in percent) for
aluminum-27 by reaction channel without channel-to-channel correlation for a nickel
activation foil in the 7 inch (17.78 cm) sphere using detailed MCNP calculations.
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Channel Foil Center Depth (cm)
0 1.0414 6.985 8.89
natC
Elastic 0.016 0.053 0.18 0.17
Scattering
Inelastic 0.006 0.005 0.037 0.028
Scattering
(n,γ) 8×10−5 2×10−4 5×10−4 5×10−4
(n,α) 0.009 0.020 0.056 0.044
1H
Elastic 0.14 0.35 0.85 0.88
Scattering
(n,γ) 7×10−6 2×10−5 4×10−5 4×10−5
Table 6.26. Uncertainty contribution (relative standard deviation in percent) for
carbon and hydrogen by reaction channel without channel-to-channel correlation for a
nickel activation foil in the 7 inch (17.78 cm) sphere using detailed MCNP calculations.
Isotope Foil Material and Reaction
Reaction 45Sc Cd covered 197Au 58Ni 32S
Elastic 0.008 0.050 0.44 0.47
Inelastic 0.002 0.001 3.0 3.3
(n,γ) 0.37 0.041 0.001 0.001
Table 6.27. Uncertainty contribution (relative standard deviation in percent) for
reaction channels in aluminum-27 for several different activation foils calculated using
the detailed MCNP model.
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Isotope Foil Material and Reaction
Reaction 45Sc Cd covered 197Au 58Ni 32S
natC
Elastic 0.045 0.086 0.17 0.18
Inelastic 1×10−4 8×10−5 0.028 0.026
(n,γ) 0.025 4×10−5 5×10−4 5×10−4
other 6×10−4 4×10−4 0.044 0.042
1H
Elastic 0.082 0.58 0.88 0.87
(n,γ) 0.433 0.002 4×10−5 5×10−5
Table 6.28. Uncertainty contribution (relative standard deviation in percent) for re-
action channels in carbon and hydrogen in a 7 inch (17.78) polyethylene sphere for
several different activation foils calculated using the detailed MCNP model. (Scan-
dium contributions presented here do not include the S(α, β) contribution described
above).
Note that, for the most part, the detailed model MCNP calculated uncertainty
contributions agree well with the contributions obtained using a simple one-dimensional
model with a discrete-ordinates code for the major contributing channels. For the
less important contributors there is also good agreement for most channels, but for
the polyethylene sphere the carbon inelastic-scattering contribution is much less for
the MCNP results. This underestimate of the MCNP code for this channel might be
from the lack of all inelastic channels being considered in the MCNP calculation, or
from the use of the channel dependent covariance for carbon, rather than the summed
reaction contributions.
This comparison of the MCNP calculated cross-section uncertainty contribu-
tions with the similar discrete ordinate calculations shows that if a test object can be
modeled adequately using discrete ordinate techniques, the cross-section uncertainty
contribution will generally be better if modeled using the adjoint sensitivity analy-
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sis procedure with discrete ordinate calculations. For test object geometries where
discrete ordinate transport becomes unreliable, the MCNP calculated cross-section
uncertainty contributions should be used.
6.4.6 Secondary Angular Distributions and Secondary Energy Dis-
tributions
Determining a good estimate of the cross-section contributions to the response
uncertainty requires a good estimation of the uncertainty of the underlying data. For
some elements and reaction channels, the covariance information is either nonexistent
or has very poor detail, but some of the more important materials involved in reactors
and devices now are available with basic cross-section covariances. As of yet, how-
ever, very few elements have good secondary angular distribution (SAD) covariances
in the standard cross-section evaluations, and secondary energy distribution (SED)
uncertainties are almost nonexistent. For many cases with response functions and
sources that are peaked toward lower energy neutrons (less than about 0.5 MeV),
this is not of major concern, since the scattering will frequently be dominated by
elastic scattering that is isotropic in center of mass reference frame (being dominated
chiefly by the compound nucleus component of the elastic scattering cross section),
and the non-isotropic components can be doubled or tripled with only a minor change
to the response. However, for situations where higher energy neutrons are more im-
portant, and for cases where there is an asymmetric response, the secondary angular
and energy distribution, uncertainty can become an important contributor, but is
relatively unimportant for the experiments considered here.
Below, the results of some simple bounding calculations will described, and these
provide an estimate of the uncertainty contribution for SAD. The SED uncertainty
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contribution will be handled in a less accurate, but simpler manner. Assuming that
the secondary energy distributions have reasonable fidelity, it would seem unlikely
that the uncertainty contribution from the secondary neutron distribution for a spe-
cific channel will be greater than the uncertainty contribution from the cross section
of the channel. As a simple bounds on the uncertainty, the SED uncertainty con-
tribution will be taken as the uncertainty contribution of the cross section - thus
if a problem had an inelastic cross section contribution of 3 %, an additional 3 %
would be added (in quadrature) as the contribution from SED. For the experiments
considered here, the SED uncertainty contribution will be the sum (in quadrature)
of the contribution from the scattering channels, since at reactor energies the (n,nX)
reactions will be far less important than the scattering reactions. The uncertainty
contribution from SED overlaps for the scandium foils in the polyethylene spheres,
since the S(α, β) uncertainty contribution identified above with a proper treatment
of the molecular scattering duplicates much of the uncertainty considered here, and
therefore no additional SED uncertainty contribution is added for the incoherent in-
elastic cross section.
Bounding Calculations of SAD: The secondary angular distribution is rep-
resented as either coefficients for Legendre polynomials or as a normalized probabil-
ity distribution, and expresses the probability of a secondary (scattered or ejected)
neutron have a given angle with respect to the scattering neutron direction. The
uncertainty of the SAD is part of the standard cross section evaluations for very few
elements (e.g. 7Li and 56Fe), and to estimate the uncertainty contribution, a crude
“bounding” estimate of the uncertainty of the data can be made. To do this for
the experimental cases considered here, the NSCOV code was used. The SUSD3D
[69] code has the ability to combine the SAD covariance information with calculated
248
sensitivities to produce the relative uncertainty due to the SAD for a particular reac-
tion channel. At this time, neither the MCNP transport code nor the processing tool
SENSMCNP have methods to assist in determining the SAD uncertainty contribution
(although this has been investigated [65]), and for the basic bounding calculations
here, only the discrete- ordinates techniques were investigated. For the calculations
below, the Sandia National Laboratories 89-group energy structure was used.
For the aluminum spheres, two SAD covariance files were created. The first used
a constant relative standard deviation of ten percent, and no correlation between
energy groups or Legendre polynomial coefficients (referred to below as the lower
bounding case). The second covariance file (referred to below as the upper bounding
case) was created with more detail, and four region definition for the relative uncer-
tainty (table 6.29) was created that was based on the differences between the first
Legendre (PL=1) coefficient for
27Al in the JENDL 3.3 [83] and JEFF 2.2 [61] eval-
uations. These two evaluations were consulted because they both use the Legendre
coefficient approach to specifying the SAD, and automated comparison of all evalu-
ations is not yet available. The specific values chosen in table 6.29 are meant to be
used as reasonable bounds for the calculation of response uncertainty, and a thorough
analysis of the SAD uncertainty would generally have much lower uncertainty values.
This second covariance file assumes only minor correlation with nearby energy bins,
and no correlation between Legendre coefficients.
The calculated bounding estimates of the SAD uncertainty contribution for alu-
minum is given for the two bounding cases for the the various activation foils in table
6.30 for foils place at the center of the aluminum sphere. Figures 6.25 and 6.26 show
the SAD uncertainty contribution as a function of sphere depth for the activation




10−11 to 0.1 (MeV) 10 %
0.1 to 0.3 (MeV) 40 %
0.3 to 1.4 (MeV) 10 %
1.4 to 3.5 (MeV) 20 %
3.5 to 8 (MeV) 10 %
8 to 20 (MeV) 5 %













Table 6.30. Bounding estimates of SAD uncertainty contribution (relative standard




















Fig. 6.25. Secondary Angular Distribution uncertainty contribution for aluminum 7
inch (17.78 cm) sphere for the lower bounding case.
For the polyethylene sphere, similar approximate covariance files were produced,
and the uncertainty contributions were calculated for bounding considerations (table
6.31). For the hydrogen covariance calculations a comparison between the JENDL 3.3
[83], the CENDL [14], and the ENDF/B-VI [66] evaluations was made, and based on
the differences in the first Legendre coefficient (of up to fifty percent) two bounding
SAD covariance files were created. The first file used a standard deviation of ten
percent with no correlation between energy groups (referred to below as the lower-
bounding case). The second file used a seventy percent standard deviation, and had


















Fig. 6.26. Secondary Angular Distribution uncertainty contribution for aluminum 7
inch (17.78 cm) sphere for the upper bounding case.
upper-bounding case).
For the carbon SAD covariance, a ten percent standard deviation with no corre-
lation between energy bins was used (lower-bounding case), and a bounding case with
a forty percent standard deviation with moderate correlation between nearby energy
groups (upper-bounding case). It was desired that a comparison between the various
standard evaluations would yield a more accurate case, but unfortunately each of the
standard cross section sets had identical descriptions of the SAD.
The results of the uncertainty calculations that were performed, show that SAD
is generally of minor significance as a contributor to the response uncertainty. As
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Hydrogen Carbon
Activation Lower Upper Lower Upper
Foil Case Case Case Case
58Ni(n,p)58Co 0.011 0.11 0.12 0.56
Cd - covered
197Au(n,γ)198Au 0.001 0.011 0.018 0.095
Cd - covered
59Co(n,γ)60Co 0.001 0.011 0.020 0.10
32S(n,p)32P 0.012 0.11 0.13 0.58
45Sc(n,γ)46Sc 0.001 0.009 0.012 0.065
natTi(n,X)46Sc 0.012 0.10 0.156 0.51
natTi(n,X)47Sc 0.011 0.01 0.20 1.03
Table 6.31. Bounding estimates of SAD uncertainty contribution (relative standard
deviation in percent) for foils at center of 7 inch (17.78 cm) aluminum sphere.
expected, the greatest contribution to response uncertainty is for response functions
(activation foils) that emphasize fast neutrons - where a scattered neutron is likely
to escape the sphere. For response functions that emphasize neutrons that will un-
dergo multiple scattering events, the angle at which the scattering occurs is of less
significance.
6.5 Test-Object Geometry Class Contribution to Response Uncertainty
As described in chapter 5, the test objects used in the experimental series consid-
ered here are simple and designed to reduce uncertainty contributions from any gaps
or model details. The following analysis of the four geometric uncertainty contribu-
tion type (section 4.5) shows that the geometric uncertainty is small when compared
to the uncertainty from the three major uncertainty classes, and that detailed anal-
ysis of any possible gap contributions or any detailed consideration of the modeling
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inaccuracies is unwarrented beyond that performed below. If the test objects were
more detailed, a more thorough analysis may be needed.
6.5.1 Imprecise Test Object Uncertainty
As is discussed in section 4.5.1, the main effect considered in the geometric
uncertainty class due to imprecise components is the possible introduction of “gaps”
that allow neutrons to stream deep into a test object with minimal attenuation. The
7 inch (17.78 cm) and 4 inch (10.16 cm) diameter spheres were designed specifically
to reduce the impact of any neutron streaming, and due to the test object size, deep
penetration (several mean free paths) is not a major issue. The only avenue for
neutron streaming is a possible gap between the two half of the test spheres (figure
6.27), and to mitigate this, the foils are placed in cut-outs in the lower half of the
sphere, so that the activation foils lay slightly below the interface between the two
halfs. This ensures that any source neutron will either travel through the material of
the sphere, or have to scatter from material near the activation foil.
To get an initial estimate of the upper bound of the possible contribution of
streaming neutrons, an upper bound of the neutrons that could stream to an activa-
tion foil inside a gap is determined. The ratio of the response of this upper bound of
the streaming neutrons to the response of a foil at the sphere center will serve as the
maximum relative contribution from streaming, and if this contribution is small (less
than a quarter the uncertainty contributed by other contributors), there is no need
to perform a detailed streaming analysis.
The number of source neutrons that are availible for streaming into any gap
between the two sphere halfs will be taken to be those that are within the angle





























Fig. 6.27. Geometry of possible “gap” in dosimetry sphere (“gap” dimensions
greatly exagerated for emphasis).
it is assumed that all neutrons within this angle around the sphere would be placed
for streaming. The fractional number of neutrons availible for streaming are then:




where, θgap is the angle formed across the gap for the foil (figure 6.27), ∆gap is the
gap between the halfs of the sphere, and Dfoil is the depth of the foil front edge from
the surface of the sphere.
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Of the neutrons that are placed for streaming, only those with a direction point-
ing toward the region of the foil are considered. The solid angle of interest can be
estimated using θgap and a region diameter of twice the foil diameter:




where, dfoil is the diameter of the foil.
The number of source neutron with directions within this solid angle is not simply
the ratio of Ωgap to 4π, however. The source fluence number provided assumes a cosine
weighting function with respect to the normal of the sphere surface. The maximum











The assumption is made that the scattering to the activation foil occurs with a
probability of one for any nearby streaming neutrons, and only corrects this assump-
tion (to a value much less than one) if the upper bound contribution to the response
uncertainty is significant.
The response due to the streaming neutrons should then be less than:













Since any gap is not seen on visual inspection, a gap of less than 0.1 mm can be
assumed. At this maximum gap, the fraction of the response to the free field response
would be approximately 0.0013 for a foil whose outer edge is one foil radius from the
edge of the spheres. This does not include the effect of requiring that an additional
scattering into the foil must take place. The ratio of the Rgap to the center response
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is shown below, and it can be seen that the uncertainty contribution for streaming
should be small for each response.
6.5.2 Poorly Known Test-Object Geometry Uncertainty Contribu-
tion
The test object used in this test series are well described, and this contributor
does not add to the total uncertainty significantly.
6.5.3 Simplified Model Uncertainty Contribution
For this test-object, the basic geometry is very simple, and very little simplifi-
cation was made to the three-dimensional MCNP model of the geometry. The minor
simplifications that were made are:
1. The mechanism for connecting the sphere halves together was left out of the
model. The sphere halves are connected at the sphere center by a screw system,
and the screws are made of the same material as the spheres. Therefore this
model simplification should not affect the response significantly.
2. The center foil was modeled as being placed in a cutout at the center of the
sphere with the same orientation as the foils in other locations in the sphere.
This is not the actual placement of the center foils - they are placed near the
center in a vertical orientation. Since the geometry is mostly symetric, and
since the neutron flux near the center should be nearly isotropic, this should
have only a small affect on the response of the center foil. If the center foil was
of primary interest, a more thorough examination of the uncertainty introduced
by this assumption would be warrented, but for the responses of interest here,
it is unlikely that the response would vary significantly.
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3. The exact placement of the external foil in the experiment was not ensured to
match the location in the model. Rather than determining the exact placement
in the model (with respect to the other activation foils), the exterior foil was
modeled in the positive “y” side of the sphere center simply because it was easy
to describe the location in the model. This could have a slight effect on the
response of the nearest foil (foil “I” in the larger sphere, and foil “B” in the
smaller sphere), but due to the fact that the foils are thin (2 mils - 0.00508 cm),
any effect should be small.
4. The foil materials were not modeled separately for each response. A very rigor-
ous model would have a separate computation for each experiment, and would
model the material in the foils according to the experimental case. Instead,
MCNP computations were performed for the bare foils, one for the cadmium
covered gold foils, and one for the cadminum covered cobalt foils. For most thin
foils, there is very little error (less than one percent) introduced in this proce-
dure. But for the cobalt foils, there is a very significant difference, and either a
correction needs to be made or a separate calculation for the cobalt foils with
the cobalt foil explicitly modeled needs to be made. Table 6.32 shows the results
of a simple comparison of the difference of the results at the center foil location
in the 7 inch (17.78 cm) spheres with the foil response function modeled as a
response function alone to results explicitly modeled with the proper material
in the geometry.
5. The aluminum pedestals that position the sphere in the bucket were not nor-
mally included in the model. These pedestals are relatively small, are at the
bottom of the sphere, and change the fluence minimally, and were therfore not











Table 6.32. Percent difference of the response calculated using a response-function
alone for the activation foil to a detailed model with the actual activation material
modeled at a center foil in the 7 inch (17.78 cm) spheres.
These model simplifications are minor, and should generally have an insignificant
affect on the response at the foil locations. The exception are the approximation of not
modeling the scandium and nickel foils explicitly, but due to the utility of being able
to model all the bare foils considered in a single calculation and the small difference
in response, the difference in response will be handled as an uncertainty contribution
of 0.6 % for scandium and nickel foils and 0.01 % for other bare activation foils
considered here.
6.5.4 Uncertainty Contribution of One- and Two- Dimensional Mod-
els
The test-objects in this series of experiments were designed to be approximately
one-dimensional, and therefore a one dimensional model represents the configuration
well. The spheres was modeled as spherical shells, and the response functions were
applied to the fluence at the spherical shells that correspond to the activation foil


























Fig. 6.28. Relative difference of a shell model (1-D approximation) to a detailed
3-D model for foils in an aluminum 7 inch (17.78 cm) sphere using MCNP.
shell model was created in the 3-D MCNP code, and compared to the model results
from the full 3-D MCNP model of the test-objects. Figures 6.28 and 6.29 shows the
relative difference of the calculated results for the bare foils in the 7 inch (17.78 cm)
aluminum sphere. The difference between the models is generally less then 3 % for
all the foils - indicating that the 1-D approximation is a good approximation for the
bare foils.
Figure 6.30 shows the relative difference between the simple 1-D approximation
and the detailed 3-D model of spheres for the cadminum-covered activation foils. Note






























Fig. 6.29. Relative difference of a shell model (1-D approximation) to a detailed
3-D model for foils in polyethylene 7 inch (17.78 cm) sphere using MCNP.
deviation is less than 10 %. This appears primarily to be due to the approximation
that the angular dependence of the neutrons at the foil is isotropic, and if this is
not the case, deviations are expected. This result indicates that for the cadminum-
covered cobalt-activation and gold-activation response functions, that the 1-D results
are adequate to determine basic sensitivity information from the various contributors.
Since the detailed 3-D calculations do not include this source of uncertainty, an
effort to detemine a detailed calculation of the uncertainty contribution was not made,


























Fig. 6.30. Relative difference of a shell model (1-D approximation) to a detailed 3-D
model for cadmium-covered foils in an aluminum and in a polyethylene 7 inch (17.78
cm) sphere using MCNP.
of the differences between the shell-model and detailed 3-D results. The contribution
to the response uncertainty for the one-dimensional calculation will be estimated at
2 % and 4 % for the titanium activations in aluminum and polyethylene spheres, and
at 1 % and 2 % for the other bare foils in aluminum and polyethylene spheres. For
the cadium covered foils (gold and cobalt) an estimate of 7 % is used.
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6.6 Test-Object-Material Thickness and Density Class Contribution to
Response Uncertainty
As indicated in section 4.6, the material uncertainty-contribution class consists
of two aspects: (1) the uncertainty contribution due to density uncertainty, and (2)
the uncertainty contribution due to thickness uncertainties. For the experiments
being considered here, it is relatively simple to identify and estimate the uncertainty
contributions due to the fact that basically only one material per experiment needs
to be considered - the sphere in which the foils are placed. The calculations to
estimate the contribution of this class to the total response uncertainty could have
been performed by simply using the simple discrete ordinates calculation alone, but
for the sake of comparing the estimates from the different techniques, but discrete
ordinate and detailed MCNP results were obtained.
6.6.1 Material Density Uncertainty Contribution
The aluminum spheres used in these experiments are composed of aluminum
6061. For this material, a small variation in some of the constituents is allowed. The
non-aluminum materials are given in table 6.33 along with the allowable ranges in
mass fraction [11][12].
The uncertainty contribution of each of the individual components is determined
using the sensitivity of the response to the total cross section of isotopes (as calculated
using the simple discrete ordinates methods with SUSD3D), and then multiplying this
sensitivity by the half the difference between the maximum and minimum number
densities divided by the number density used to determine the sensitivity. This pro-
cedure will tend to over estimate the uncertainty contribution of these materials. The
relative allowable change in the aluminum fraction is small enough that the effect of
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Table 6.33. Composition of aluminum 6061 (density = 2.7 g/cm3) with allowable
variation in composition.
changing the fraction of aluminum is not considered. The results of the sensitivity
and uncertainty calculations for the identified (non-aluminum) components for the
aluminum sphere are given in table 6.34.
The uncertainty contribution from the variation in the material aluminum 6061
density is then calculated with sensitivities obtained (1) by a “brute-force” method
using discrete ordinates calculations, (2) from the response sensitivity to total cross
section using discrete ordinates techniques (as described in section 4.6), and (3) from
response sensitivity to the total cross section from MCNP calculations.
For the “brute-force” method of determining the sensitivity, the density of the
sphere material was increased by one percent, and the calculation of the response
was performed. The sensitivity was then estimated as the relative difference in the
response divided by the relative change in the density.
Tables 6.35 and 6.36 show the sensitivities as determined by the “brute-force”,
discrete ordinates techniques (approximated as the cross section sensitivity, section
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Element Nickel Cd - Gold
Sens. Uncert. (%) Sens. Uncert. (%)
Chromium -0.0014 0.070 1.9×10−4 0.006
Copper -0.0019 0.085 3.1×10−4 0.010
Iron -0.0022 0.112 3.8×10−4 0.009
Magneisum -0.0025 0.049 5.0×10−4 0.004
Manganese -0.0004 0.024 2.2×10−4 0.010
Silicon -0.0041 0.138 1.9×10−4 0.001
Titanium -0.0012 0.087 1.6×10−4 0.010
Zinc -0.0004 0.051 3.9×10−5 0.001
total 0.24 0.0213
Table 6.34. Sensitivity and uncertainty contribution (in percent) of aluminum 6061
constituents for the center foil for nickel and cadmium-covered gold foils.
4.6), and MCNP perturbation methods (again approximated as the cross section
sensitivity). These tables also give the uncertainty contribution due to density uncer-
tainty for an assumed density uncertainty of 0.5 % for each case (as calculated from
the MCNP sensitivity).
6.6.2 Material Thickness Uncertainty Contribution
For the experiments considered here, the material thickness uncertainty is chiefly
an uncertainty in the depth of the activation foils from the surface of the spheres.
There are two contributors to the thickness uncertainty: (1) an uncertainty in the
placement of the foils, and (2) an uncertainty in the actual dimension of the sphere.








where, di is the depth of the foil (and di ≡ R − ri), R is the sphere radius, and ri is
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Foil Brute-Force D.O. MCNP
Sens. Sens. Sens. Unc. (%)
Ni -0.47 -0.46 -0.44 0.22
Cd covered
Au -0.031 -0.030 –a 0.015b
Cd covered
Co -0.0043 -0.0015 –a 0.0007b
S -0.48 -0.47 -0.46 0.23
Sc 6.8 -0.090 -0.10 0.005
natTi(n,X)46Sc -0.56 -0.55 -0.55 0.28
natTi(n,X)47Sc -0.43 -0.42 -0.42 0.21
aPoor convergence in MCNP sensitivity.
bDiscrete ordinates results used due to poor convergence in MCNP sensitivity.
Table 6.35. Sensitivity and uncertainty contribution (in percent standard deviation)
of activation foil a center of 7 inch (17.78 cm) aluminum sphere for a 0.5 % uncertainty
in density.
Foil Brute-Force D.O. MCNP
Sens. Sens. Sens. Unc. (%)
Ni -1.25 -1.23 -1.28 0.64
Cd covered
Au -2.26 -2.23 –a 1.2b
Cd covered
Co -2.22 -2.19 –a 1.1b
S -1.26 -1.24 -1.26 0.63
Sc -1.10 -1.36 0.68
natTi(n,X)46Sc -1.08 -1.07 -1.11 0.56
natTi(n,X)47Sc -1.29 -1.27 -1.31 0.66
aPoor convergence in MCNP sensitivity.
bDiscrete ordinate results used due to poor convergence in MCNP sensitivity.
Table 6.36. Sensitivity and uncertainty contribution (in percent standard deviation)
of activation foil a center of 7 inch (17.78 cm) polyethylene sphere for a 0.5 % uncer-
tainty in density.
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the distance from the sphere center to the foil.
The foils are not affixed to the spheres, but are rather simply placed in slots
in the center portion of the spheres (chapter 5), and they can move around in these
slots during handling. This means for the bare foils (nickel, scandium, and titanium
foils), the 1.27 cm diameter foils are allowed to move around in a 1.746 cm diameter
slot. So, for the purposes of estimating an uncertainty, it will be assumed that bare
foil position could vary about 2.4 mm (standard deviation set to 1.2 mm) from the
desired foil location, and that the sphere diameter is known within 0.5 mm (standard
deviation of 0.25 mm). For the cadmium-covered foils, the width of the cadmium
covers restricts the amount of movement, and the foil will be within 1.8 mm of the
desired foil location, and if the location of the foil in the cadmium cover and the
location of the cover in the slot are considered uncorrelated, the standard deviation
of the foil position is determined to be 0.7 mm. The sodium pellet diameter is about
half that of the foils, and the sodium-pellet location standard deviation is about 2.8
mm. Using these measurement assumptions, the uncertainty of the depth of the
center foil is about 1.4 % for the 7 inch (17.78 cm) spheres for bare foils, about 0.8
% for the cadmium-covered foils, and about 3.2 % for the sodium pellets. The depth
uncertainty at a depth of 1.7 cm (position “J”) in the 7 inch (17.78 cm) spheres is
about 7 % for the bare foils, 4.5 % for the cadmium-covered foils, and about 17 % for
the sodium pellets.
For a “brute-force” method of determining the sensitivity of the response to the
sphere thickness, the radius of the sphere material was increased by five percent, and
the calculation of the response were performed. The sensitivity was estimated as the
relative difference in the response divided by the relative change in the thickness.
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The uncertainty contribution estimation from material thickness uncertainty pro-
ceeds in a manner that is very similar to that used for the material density uncertainty.
As is discussed in section 4.6, to first order, the sensitivity in thickness is equal to
the sensitivity of the response to the total macroscopic cross section. Tables 6.37 and
6.38 give the sensitivities to the thickness as estimated by a “brute-force” technique,
a discrete ordinates technique (approximated as the cross section sensitivity, section
4.6), and MCNP perturbation methods (again approximated as the cross section sen-
sitivity). These tables also present the uncertainty contribution to the response as
calculated by assuming a 1.4 % uncertainty in thickness for bare foils, a 0.8 % uncer-
tainty for cadmium covered foils and 3.2 % uncertainty for the sodium pellets – these
uncertainties correspond to the center foil location.
For the foils at depth of 1 cm (position “K”) in the 7 inch (17.78 cm) polyethylene
sphere, the calculated thickness uncertainty contribution in the above manner for the
bare foils can be rather large (about 6 % for nickel foil activation) due to the large
relative uncertainty of the foil location at that position. This uncertainty contribution
was calculated using the senstivity of the response to the total cross section of the
polyehtylene. Since this contribution estimate is so high, calculations were made
of the difference in response for foils at the extreme outer position that they can
occupy at each position using MCNP. At the extreme outer location for the foil at
position “K”, nickel activation is approximately 5 % higher, but since the sampling
uncertainty of the calculations were about 1 %, this difference could easily 7 % or as
low as 3 %. The calculated 5 % difference corresponds to a sensitivity of the response
to thickness of 0.21, or about half the calculated sensitivity using the total cross
section. This sensitivity difference indicates that for the polyethylene sphere, the
use of the total cross section does not fully represent the sensitivity throughout the
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Foil Brute-Force D.O. MCNP
Sens. Sens. Sens. Unc. (%)
Ni -0.48 -0.46 -0.44 0.62
Cd covered
Au -0.032 -0.030 –a 0.024b
Cd covered
Co -0.0045 -0.0015 –a 0.0012b
S -0.49 -0.47 -0.46 1.5
Sc 1.3 -0.090 -0.10 0.14
natTi(n,X)46Sc -0.56 -0.55 -0.55 0.77
natTi(n,X)47Sc -0.44 -0.42 -0.42 0.59
aPoor convergence in MCNP sensitivity.
bDiscrete ordinates results used due to poor convergence in MCNP sensitivity.
Table 6.37. Sensitivity and uncertainty contribution (in percent standard deviation)
of activation foil a center of 7 inch (17.78 cm) aluminum sphere for a 1.4 % (bare
foils), 0.8 % (cadmium-covered foils), and 3.2 % (sodium pellets) uncertainties in
thickness.
possible locations of the foils. While detailed calculations can be used to calculate
the sensitivty and uncertainty contribution using the three dimensional geometry
calculations, the sensitivity calculated with the total cross sections was used in this
thesis. The procedure, while less accurate, was used since the thickness uncertainty
contribution is easier to obtain (less costly in runtime), is less dependent on the
sampling uncertainty, and will tend to overestimate the uncertainty contribution.
The proper solution is to reduce the underlying uncertainty of the foil location either
by using an adhesive or by using polyethylene fillers to restrict the foil movement,
and that is the solution recommended in this thesis.
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Foil Brute-Force D.O. MCNP
Sens. Sens. Sens. Unc. (%)
Ni -1.26 -1.23 -1.28 1.8
Cd covered
Au -2.24 -2.23 -1.85a 1.8b
Cd covered
Co -2.20 -2.19 -2.36 1.9
S -1.27 -1.24 -1.26 4.0
Sc -1.15 -1.36 1.9
natTi(n,X)46Sc -1.09 -1.07 -1.11 1.6
natTi(n,X)47Sc -1.30 -1.27 -1.31 1.8
aPoor convergence in MCNP sensitivity.
bDiscrete ordinate results used due to poor convergence in MCNP sensitivity.
Table 6.38. Sensitivity and uncertainty contribution (in percent standard deviation)
of activation foil a center of 7 inch (17.78 cm) polyethylene sphere for a 1.4 % (bare
foils), 0.8 % (cadmium-covered foils), and 3.2 % (sodium pellets) uncertainties in
thickness.
6.7 Numerical Class Contribution to Response Uncertainty
As is stated in section 4.7, the numerical uncertainty-contributor class can be di-
vided into four separate groups: (1) numerical round-off contributors, (2) systematic-
deviation contributors, (3) resolution contributors, and (4) Monte Carlo sampling
contributors. Each of these will be addressed in the context of the experiments. For
most of these contributors, simple estimates will be made of the techniques used in




The contributions of numerical round-off are expected to be very minor, since the
calculations made here were performed using mature models with double precision
(64 bit) floating-point code. The majority of the calculations are made using cross
sections that are at best accurate to 0.1%, and the numerical calculations rarely
involve situations where the error generated by numerical methods would be within
several orders of magnitude of this uncertainty. It is therefore assumed that the
uncertainty contributed by numerical round-off is approximately zero in comparison
to the other uncertainty contributors.
6.7.2 Systematic Deviations
In section 4.7.2 the systematic-deviation uncertainty contribution is identified
with biases or deviations that are from underlying model or calculation model inade-
quacies that are not identified with any other uncertainty contributor class. It would
be preferable to obtain the uncertainty contribution from direct comparison to ex-
periment, but due to the difficulty of removing the uncertainty contributed by other
contributors, that cannot be readily accomplished. Rather an estimate of the possible
uncertainty contribution is made by comparing the result of different calculation tech-
niques. Specifically, the one-dimensional discrete ordinate results are compared with
Monte Carlo results from a shell model of the experimental spheres that represents the
spherically-symmetric one-dimensional geometry used in the discrete-ordinate calcu-
lations. This model consists of a concentric series of spherical shells, and the response
is calculated in these spherical shells that correspond to the foil depths as modeled in
the discrete-ordinate calculations. The discrete ordinate calculations were performed
using 640 energy groups to reduce the uncertainty from resolution issues as much as
271
possible. The statistical uncertainty of the shell model results still must be consid-
ered, but generally the discrete ordinate results agree with the Monte Carlo results
within two to three percent beyond the standard deviation of the Monte Carlo results,
which indicates that there is a significant contribution to the response uncertainty
from the systematic deviation group of numerical class contributors.
Figures 6.31 and 6.32 show the comparison of several activation foils in 7 inch
(17.78 cm) aluminum and polyethylene spheres between finely gridded discrete ordi-
nate results to MCNP shell calculations. The cadmium covered cobalt and titanium
results were not included due to known differences in the response function that would
indicate a greater deviation than is appropriate. Note that the large deviation in fig-
ure 6.32 for the scandium results is probably due to the better S(α, β) treatment of
thermal neutrons in MCNP, and is not quoted as an independent uncertainty due to
a possible calculation bias.
For this uncertainty contributor, an estimate of a standard deviation of one half
the average difference of the calculations that is unaccounted for from other consid-
erations for each activation-foil/sphere-material combination is made. This will tend
to overestimate the contribution from this contributor, since the MCNP calculations
will tend to be better than the discrete ordinate calculation simply by the better
handling of transport phenomena, since neither the geometry, angle distribution, or
energy distrbutions are binned.
6.7.3 Resolution Contributors
The resolution uncertainty contributors generally will only affect the results of





























Fig. 6.31. Relative difference of a discrete ordinates calculation (DANTSYS) to a
MCNP shell model for foils in aluminum 7 inch (17.78 cm) sphere.
points in modern Monte Carlo calculations9 as a resolution issue, in practice these
considerations are covered by the cross section uncertainty contributor class. As well,
the simplifications made in the geometric model specifications in a modern Monte
Carlo problem are considered as geometry uncertainty contributors.
For the discrete ordinate calculations, there are several approximations that need
to be made before making a calculation. The number of spatial bins, the number of
energy groups, the number of angular bins, and the Legendre level for scattering are





























Fig. 6.32. Relative difference of a discrete ordinates calculation (DANTSYS) to a
MCNP shell model for foils in polyethylene 7 inch (17.78 cm) sphere.
chief among these approximations. As was indicated for simple cases in section 4.4
there is little change in results for angular binning greater than 16 bins (48 bins are
used in the experiment-comparison calculations), and there is little change when more
that a Legendre order of 3 (order of 5 is used in the experiment-comparison calcula-
tions). Thus for normal calculations, the spatial resolution and the energy resolution
are the parameters that are most often considered as uncertainty contributors. The
procedure taken here to estimate the uncertainty from these contributors is simple:
the difference between the nominal calculations and calculation with adequate (but
significantly different resolutions) will define an estimate of the uncertainty contri-
274
bution. A more thorough estimate of the uncertainty contribution could be made,
but in the analysis here the discrete ordinate calculations are primarily used to indi-
cate areas that need to be investigated further, and are not considered the primary
results, and therefore there is not a need to accurately determine the uncertainty of
these calculations.
Figures 6.33 and 6.34 show a comparison of the difference in response between
a 640 group energy structure and a 89 group energy structure for various activation
foils. For the most part the high (640 group) resolution results differ less than 4%
from the lower resolution (the exceptions to this were the cadmium-covered cobalt and
titanium (natTi(n,X)48Sc) activation foils which have about a 20% and 10% difference
respectively). For the purposes of estimating uncertainty from other contributors
and for illuminating areas of concern for further investigation, the lower resolution
results may appear adequate for most of the responses, however as was shown for the
source uncertainty contribution calculated for cadmium-covered gold foil activation in
aluminum spheres (section 6.2.4), resolutions that appear adequate for the response
calculations may not be adequate for sensitivity and uncertainty calculations.
To evaluate the suitability of the spatial resolution, two grids were chosen: a 71
division grid and a 128 division grid. Each of these grids had nearly linear spacing.
For the 7 inch (17.78 cm) aluminum sphere the response agreed within 0.05% and for
the polyethylene sphere with 0.1% - indicating that the spatial grid is quite adequate.
These results are shown in figures 6.35 and 6.36.
6.7.4 Monte Carlo Sampling Uncertainty
The Monte Carlo standard deviation was generally kept to as low as reasonable



























Fig. 6.33. Relative difference of a low resolution (89 energy groups) to high resolution
(640 energy groups) discrete ordinate calculations(DANTSYS) for foils in aluminum
7 inch (17.78 cm) sphere.
Monte Carlo standard deviation kept was around that 1% for most response functions.
For some sensitivity calculations, for full-reactor calculation, and Geant calculations,
a standard deviation of several percent was normally deemed adequate.
6.8 Class Contribution Summary
In this chapter the application of the uncertainty estimation procedure was ap-
plied to a series of experiments. First one- and three- dimensional models of the


























Fig. 6.34. Relative difference of a low resolution (89 energy groups) to high resolution
(640 energy groups) discrete ordinate calculations(DANTSYS) for foils in polyethy-
lene 7 inch (17.78 cm) sphere.
issues were investigated to try to improve model accuracy (such as accounting for the
modification in the source spectrum due to a polyethylene test object). After mod-
eling issues were considered, the individual uncertainty contributors were identified,
and approaches to calculate the uncertainty contribution for each were described.
For the source uncertainty contributor class, a procedure to modify the source
spectrum to account for the presence of the test object was created that used full
reactor models calculations. As well, the possible effect of source anisotropy was


























Fig. 6.35. Relative difference of a lower resolution (71 spatial groups) to higher
resolution (128 spatial groups) discrete ordinate calculations (DANTSYS) for foils in
aluminum 7 inch (17.78 cm) sphere.
object using a full reactor model.
The source magnitude uncertainty contribution only contributes when the re-
sponse is not normalized to an exterior foil, and this contribution is taken from
the reported variation in nickel activation from exterior foils from experiments with
identical configurations. A formalism was derived to account for the modification
of the source uncertainty if an exterior foil is used for normalization. The normal-
ized response corresponds to comparison to experimental results after an experiment,

























Fig. 6.36. Relative difference of a lower resolution (71 spatial groups) to higher
resolution (128 spatial groups) discrete ordinate calculations(DANTSYS) for foils in
polyethylene 7 inch (17.78 cm) sphere.
derived uncertainty contribution calculation techniques were used to estimate uncer-
tainty contribution from a Sandia National Laboratories provided source spectrum
and covariance matrix [64], and for a specific case (cadmium-covered gold foils in the
aluminum spheres) very large uncertainty contributions were obtained (as high as a
20 % standard deviation), and after investigation is was determined that the calcu-
lated contributions accurately reflected the uncertainty as described in the spectrum
covariance file, but it was suggested that the covariance matrix might not represent
the actual uncertainty for energies from 5.043 eV to 7.8 eV.
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As a result of the consideration source uncertainty contributor class two major
recommendation were made. The first recommendation is that experiments should
be performed to investigate the source anisotropy by exposing the test-objects with
exterior activation foils placed at various locations from the top of the test sphere to
its bottom. By using both nickel and scandium activation foils, a description of the
anisotropy at two different energy regimes can be obtained. The second recommen-
dation is that the source spectrum covariance should be investigated to determine if
the uncertainty for neutrons between 5.043 eV and 7.8 eV is accurate or whether the
actual uncertainty is less than expressed in the covariance file.
For the response-function contributor class, several uncertainty contributions
issues were considered. The response-functions and covariance matrices used to com-
pare to experiment were taken from the International Reactor Dosimetry Files [64].
For the cadmium-covered foils (gold and cobalt), the response-function was defined
to include the effects of the cadmium covers, and this required considering the un-
certainty contributed by the cadmium transport cross sections as a response-function
contributor, and it also required that contribution to the response uncertainty by
the variation in the cadmium cover thickness to be considered a response-function
contributor. The actual thickness of the cadmium covers was not measured prior to
the experiment, but subsequent investigation showed that the thickness variation was
approximately 10 % which caused an uncertainty contribution of 0.1 % and 0.8 %
standard deviation to the response uncertainty for the gold and cobalt foil activation.
This contribution is small for these, but it is recommended that each cover thickness
be measured in future test to eliminate this uncertainty contribution.
The second response-function issue considered was that of self-shielding. The
activation foils used in the experiments are thin, and for most situations the energy
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dependent cross section for the reaction channel of interest (for instance the nickel-58
(n,p) channel) is the response function. However, even for the thin (0.00508 cm)
cobalt foils used in these experiments, the fluence of neutrons contributing to the
response changes significantly through the activation foil, and this self-shielding was
accounted for by explicitly using cobalt in the transport models.
Like the source uncertainty contribution calculation, the response-function un-
certainty contribution is affected by using an external foil for normalization. The
form of this modification was derived, and was applied. The form of the sensitiv-
ity equation shows that if the exterior normalization foil reacts to an energy regime
different from the interior activation foils, the response uncertainty contribution can
increase (although this increase is generally more than offset by the elimination of
the source magnitude uncertainty contribution).
The cross section contribution to the response uncertainty were obtained us-
ing sensitivities that were determined using the adjoint sensitivity analysis proce-
dure (ASAP) for the one-dimensional discrete ordinate calculations and the MCNP
perturbation technique for the three-dimensional Monte Carlo calculations. These
sensitivities were combined with the cross-section covariance matrices from standard
evaluations. The ASAP procedure allowed a thorough consideration of the various
reaction channels of the isotopes in the test-object, while the computational expense
of the perturbation technique, required that only important channels and isotopes
be considered for the three-dimensional Monte Carlo model. This restriction of the
Monte Carlo technique combined with the sampling uncertainty inherent with the
Monte Carlo calculations make the MCNP perturbation technique for determining
the sensitivity of the response to cross sections less desirable if a test object can be
adequately modeled using discrete ordinate techniques.
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An estimate of the secondary angular distribution (SAD) uncertainty contribu-
tion to the response uncertainty showed that SAD contributes very little to the overall
uncertainty for reactor experiments. This is fortunate in that very few isotopes and
channels have any uncertainty data associated with the SAD in the standard evalua-
tions. Very little data exists that described the uncertainty of the secondary energy
distribution (SED) of neutrons emitted from reactions, and the contributions of this
uncertainty is estimated assuming that the greatest contribution to the overall uncer-
tainty will be less than the uncertainty contribution of the cross section uncertainty
of the reaction generating the secondary neutron.
The geometry uncertainty contributors were investigated, and it was determined
that the contribution to the response uncertainty from the imprecision of the test
object was insignificant – as was the contribution from the simplification of the ge-
ometry for the three-dimensional model. The only significant contribution from this
class is the uncertainty created by using a one-dimensional discrete ordinate model.
This uncertainty contribution was bounded by comparing the results of the three
dimension MCNP model to a MCNP model made of spherical shells that represented
a one-dimension spherically symmetric model. This contribution to the uncertainty
only applied to the simple discrete ordinate calculations.
Consideration of the material uncertainty contributor class revealed that the con-
tribution of density variations to the response uncertainty was minimal, but that the
contribution of the imprecision of the activation foil location could be quite significant.
For the polyethylene spheres, the spectrum of the fluence changes dramatically as a
function of depth due to the thermalization of the source neutrons. This is reflected
by the change in activation versus depth for each of the foil materials. Since the foils
were not fixed in locations, but were allowed to move up to 2 mm, the uncertainty
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contribution from this uncertainty class can be high (up to 10 %). A recommendation
was made that in future experiments the foil location should be fixed to reduce this
uncertainty contributor to insignificance.
Finally, the numerical class contributors were evaluated. It was estimated that
numerical round-off was an insignificant contributor to the response uncertainty. An
assessment of the uncertainty associated with the numerical systematic deviations
was made by comparing one-dimension spherically symmetric discrete ordinate cal-
culation with a spherically symmetry MCNP model, and the resulting differences
were used to estimate the uncertainty contribution. The numerical resolution con-
tributors were considered insignificant for the Monte Carlo calculations, since there
is no explicit binning with calculations. For the discrete ordinate calculations, the
numerical energy resolution uncertainty contribution was estimated by comparing
results obtained using a 89 group energy structure and 640 group energy structure.
The Monte Carlo sampling uncertainty contribution is reported by the Monte Carlo
codes (MCNP and Geant4), and is included in the calculated response uncertainty,
although generally enough neutrons are used in the runs to ensure that the sampling
uncertainty is not the primary contributor to the uncertainty.
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CHAPTER 7
COMPARISON OF EXPERIMENTAL RESULTS WITH
COMPUTATION
The results of the transport calculations are presented in some detail below and
compared with the results from the experimental test series (see chapter 5). First the
overall comparison for the test object and activation foil combinations are presented,
then a detailed comparison is shown for a representative foil material and sphere size
and material combination (nickel foils in the 7 inch (17.78 cm) diameter aluminum
sphere), then the general uncertainty results are presented, and finally several foil type
and sphere combination results that have either anomalous calculation-to-experiment
ratios or abnormally high uncertainty are presented. It should be noted that while
an effort was made to properly perform good radiation transport calculations, the
goal of this thesis is to determine the uncertainty in the radiation transport results
suggested by the uncertainty contributed by the various inputs and methods that go
into radiation transport calculation, and not to find and correct any of the possi-
ble problems with the input or methods involved. The modeling and determination
of the responses and response uncertainties may point to a potential problem when
experimental or calculation results do not agree, but ensuring a match between ex-
periment and calculation was not the goal of this thesis. Detailed results for all foil
material and sphere size and material combinations are organized by the test object
material (aluminum 6061 or polyethylene), test sphere size, and activation foil, and
are included in an appendix.
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The basic methodology presented in chapter 4 outlines using a simple scoping
calculation followed by a detailed calculation that uses Monte Carlo based techniques.
Generally, the results presented here are of the detailed Monte Carlo calculation. In
the description of the individual cases in an appendix, the response and response
uncertainty estimates obtained with the higher energy and spatial resolution simple
one-dimensional discrete ordinate calculations are also presented. All of the results
presented below were obtained using the SNL-supplied ACRR source spectrum[32].
For calculation that have the 7 inch (17.78 cm) polyethylene sphere as the test ob-
ject, the source spectrum is modified using the procedure outlined in section 6.2.3 to
account for the presence of the test object, and these modifications were determined
using the recent ACRR model [23][25].
7.1 General Comparison of Experimental and Calculation Results
The calculation-to-experiment ratio for the experiments when the responses are
normalized to the activation of an exterior nickel foil are shown in figures 7.1 to 7.4.
The calculations presented in these figures were made using the MCNP code, and the
error bars shown respresent one standard deviation of the response uncertainty and
experiment uncertainty estimates combined in quadrature. For these comparisons,
the calculations and experiment were normalized to an external nickel activation foil.
These figures show generally good agreement with experiment, but for some cases
(such as the cadmium-covered cobalt foils) there is some systematic variation that is
evident. These discrepancies will be discussed below.
Figures 7.5 to 7.8 show the calculation-to-experiment ratios for when the results
are not normalized to an exterior foil. The calculations presented in the figures



















Fig. 7.1. Calculation-to-experiment ratios for activation foils in a 4 inch (10.16 cm)
diameter aluminum sphere (using MCNP and normalized to an exterior nickel foil).
deviation of the response uncertainty and experiment uncertainty estimates combined
in quadrature. In general, the figures show good agreement with experiment, although
it is clear that there is a slight shift of the calculation-to-experiment ratio overall that
indicates that the fluence used was somewhat low (by approximately 5-6%), and
this reflects an uncertainty in the source magnitude. The fluence used was obtained
from a full reactor calculation, and the uncertainty contribution from the source
magnitude variation is due to the uncertainty in the actual fluence for a specific
exposure. Generally, if a comparison is being made to an actual experiment, the



















Fig. 7.2. Calculation-to-experiment ratios for activation foils in a 4 inch (10.16 cm)
diameter polyethylene sphere (using MCNP and normalized to an exterior nickel foil).
magnitude contribution to the response uncertainty, but for pretest predictions of
the response, the unnormalized response will be used, and the source magnitude
uncertainty contribution must be considered.
As an overall evaluation of the applicability of the total calculated uncertainty,
the following analysis was performed. The calculation-to-experiment ratio has been
divided by the standard deviation of the result, and a cumulative distribution of the
number of sphere-material/sphere-size/foil-material/foil-location combinations with
calculation-to-experiment ratios less than a given number of standard deviation was





















Fig. 7.3. Calculation-to-experiment ratios for activation foils in a 7 inch (17.78 cm)
diameter aluminum sphere (using MCNP and normalized to an exterior nickel foil).
uncertainty were exact, and the uncertainties were normally distributed, the result-
ing cumulative distribution would describe an error function. The cumulative dis-
tributions for all the combinations calculated with MCNP and those calculated with
discrete-ordinate methods are shown in figures 7.9 and 7.10 along with the error func-
tion. For a normally distributed function, if the estimated standard deviations are
conservative, the cumulative distributions will lie above the error function, and if they
are too small, the cumulative distribution will lie below the error function. Figures
7.9 (responses are normalized to an exterior nickel foil response) and 7.10 (responses





















Fig. 7.4. Calculation-to-experiment ratios for activation foils in a 7 inch (17.78 cm)
diameter polyethylene sphere (using MCNP and normalized to an exterior nickel foil).
uncertainties generally track well to an error function, and that all the combinations
normalized to the activity of an external nickel foil had calculated results within
three standard deviations of the experimental results. It is to be noted that spe-
cific discrete-ordinate results where excluded from this calculation: specifically, if a
calculation exhibited a large forward to adjoint results calculation discrepancy the
calculation was considered suspect, and if the difference was not easily resolved, the
calculation was excluded (this situation occurred for the cases of scandium activation
foils in the polyethylene spheres). Calculated results were not excluded on the basis



















Fig. 7.5. Calculation-to-experiment ratios for activation foils in a 4 inch (10.16 cm)
diameter aluminum sphere (using MCNP and not normalized to an exterior nickel
foil).
As is seen in a more detailed examination of the results (presented below), there
are a few specific cases that have an obvious systematic difference compared to ex-
periment (for example the cadmium covered cobalt foil cases), and in figure 7.9 these
cases contribute to the dip in the Monte Carlo (MCNP) curve at around two standard
deviations. There are other cases for which the calculated result uncertainty seems
overly conservative, and these are captured in figure 7.9 by Monte Carlo (MCNP)
and discrete ordinate (DANTSYS - 640 energy groups) curve being above the error



















Fig. 7.6. Calculation-to-experiment ratios for activation foils in a 4 inch (10.16 cm)
diameter polyethylene sphere (using MCNP and not normalized to an exterior nickel
foil).
To more clearly identify the calculations that differ significantly from experiment,
table 7.1 expresses the results of all the sphere-material/sphere-size/foil-material/foil-
location combinations in terms of the difference between the experimental results and
the computational results in the number of standard deviations. In this table, for
each sphere-material/sphere-size/foil-material combination the foil depths at which
the MCNP computational results are listed as being less than one standard deviation,
between one and two standard deviations, or being over two standard deviations from





















Fig. 7.7. Calculation-to-experiment ratios for activation foils in a 7 inch (17.78 cm)
diameter aluminum sphere (using MCNP and not normalized to an exterior nickel
foil).
three standard deviations from experiment). All the results presented in table 7.1
were for responses normalized to the activity of an exterior nickel foil. This table
shows that the majority of the calculated results lie within one standard deviation
of the experimental values, but that there are several foil/sphere combinations that
should be considered in more detail: (1) the cadmium-covered cobalt responses are
consistently high for both aluminum and polyethylene spheres, (2) the cadmium-
covered gold results have significant deviation from experiment in the polyethylene





















Fig. 7.8. Calculation-to-experiment ratios for activation foils in a 7 inch (17.78 cm)
diameter polyethylene sphere (using MCNP and not normalized to an exterior nickel
foil).
in the polyethylene spheres, and (4) the titanium activation appears to have pos-
sibly significant deviation from experiment in the polyethylene sphere. These four
foil/sphere combinations are be considered in more detail below.
Although the basic methodology developed indicates using a simple calculation
mainly to indicate areas of interest for further review, the results presented in this
chapter and in the appendix show that several simple and detailed calculations were
performed using different transport tools. This was done to check the code results, and
to indicate the code-to-code spread that might by expected. For experiments where
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Foil Sphere Inside Inside Outside
Material 1 2 2
Std. Dev. Std. Dev. Std. Dev.
Ni 7 in Al all
4 in Al all
7 in Poly 0,1.0,1.7, 3.8
2.2,2.7,4.3,
4.8,7.0,8.9
4 in Poly all
Cd covered 7 in Al all
Au 4 in Al all
7 in Poly 1.0,1.7,2.2 2.7,4.3,7.0 8.9 3.8,4.8
4 in Poly 0.9,1.6,2.1 2.6,3.2,5.1
Cd covered 7 in Al 3.8,4.3,4.8,7.0 1.0,1.7,2.2,2.7
Co 8.9
4 in Al 5.1 0.9,1.6,2.1,2.6,
3.2
7 in Poly 1.7,2.7,3.8,4.3, 1.0,2.2,4.8
7.0, 8.9
4 in Poly all
S 7 in Al all
4 in Al all
7 in Poly 1.0,1.7, 2.2, 2.7, 7.0
3.8, 4.3, 4.8
4 in Poly all
Sc 7 in Al 0, 1.0, 1.7,4.3, 2.2, 2.7, 3.8
4.8,7.0, 8.9
4 in Al all
7 in Poly 1.0,2.2,2.7 0,1.7,3.8,4.3
4.8,7.0,8.9
4 in Poly 0,1.6 2.1,2.6,3.2,
5.1
natTi(n,X)47Sc 7 in Al all
7 in Poly 0,2.7,3.8,4.3, 1.0,2.2,4.8 1.7
7.0, 8.9
natTi(n,X)48Sc 7 in Al all
7 in Poly 0,1.0,1.7,2.7, 2.2, 7.0
3.8,4.3,4.8,8.9
Table 7.1. Foil depths (in cm) that have calculated results within a specified number


























Fig. 7.9. Number of cases with calculated results within the indicated number of
standard deviations from the experimental result (responses normalized to an exterior
nickel foil).
there is already a history of code accuracy established, many of these basic compar-
isons could be eliminated. For the sphere-material/sphere-size/foil-material combi-
nations presented below, the results from calculations were obtained using ANISN
(using 89 and 640 energy group structures), DANTSYS (using 89 and 640 energy
group structures), and MCNP. For a few cases, the results from Geant4 calculations
are also presented (it should be noted that the Geant4 uncertainty data given in
the figures is just the sampling statistical deviation). The specific uncertainty data

























Fig. 7.10. Number of cases with calculated results within the indicated number of
standard deviations from the experimental result (responses not normalized to an
exterior nickel foil).
MCNP as the primary transport tool) and from the simple model using discrete-
ordinate calculations (with DANTSYS using a 640 energy group structure as the
primary transport tool).
7.2 A Specific Comparison of Experimental and Calculation Results
As an example of the response and uncertainty data that has been calculated for
each sphere-material/sphere-size/foil-material/foil-depth combination, the results of
the analysis of the nickel activation foils placed in the 7 inch (17.78 cm) aluminum
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sphere are presented here. The results of all the combinations considered are presented
in the appendix.
The calculated cobalt-58 activity from nickel activation foils in a 7 inch (17.78
cm) aluminum sphere exposed in the ACRR is shown in figure 7.11, and the ratio
of the calculated activity to measured experimental activity is shown in figure 7.12.
These results have been normalized to the activity of an exterior nickel activation foil,
and show that there is good agreement between the calculations and the experiment
for all activation foil locations. These normalized responses represent a post-test situ-
ation, where the results are being compared to experiment or the task is to determine
what environment a test component was exposed to in a completed experiment. The
unnormalized case more closely represents a pre-test estimate, since for pre-test calcu-
lations the additional information provided by the normalization foil is not available.
The final calculated response uncertainties as a function of depth in the sphere
are shown in figure 7.13 for the detailed MCNP calculations and in figure 7.14 for the
simpler one-dimensional discrete ordinate model. The bars are color-coded to visually
represent the contribution from each category, and the top of each band represents the
uncertainty as a relative standard deviation including the uncertainty contributions
of all contributors in that color band and those represented in bands below it.1 The
uncertainty calculated from the two different methods are similar, and although there
is greater uncertainty contributions from geometry and numeric classes for the discrete
ordinates calculations, there is a slightly higher cross section contribution for the
Monte Carlo calculations. In general, the uncertainty contributions calculated using
1It must be remembered that these contributions are added in quadrature, and that in uncertainty
contribution figures this visually distorts the sum so that, for instance, equal contributions from the






























Fig. 7.11. Experimental and calculated activity of nickel activation foils placed in a
7 inch (17.78 cm) diameter aluminum sphere (normalized to an exterior nickel foil).
Monte Carlo methods agree with those determined using discrete-ordinate techniques,
but some of the uncertainty contributions from the geometry and numeric classes are
greater or unique to the discrete-ordinate calculations – but these do not normally
dominate the response uncertainty.
A listing by contributor class of the uncertainty contribution for a nickel activa-
tion foil at a depth of 7.0 cm in the aluminum sphere is given for the Monte Carlo
technique in table 7.2 and for the discrete ordinate technique in table 7.3. For these
calculations, the source and the cross section contributor classes provide the greatest
























Fig. 7.12. Calculation-to-experiment ratio of the activity of nickel activation foils
placed in a 7 inch (17.78 cm) diameter aluminum sphere (normalized to an exterior
nickel foil).
of the activity of the cobalt-58 in this foil, a reduction in the cross section uncertainty
would potentially have the greater affect, but the cost of obtaining better aluminum
cross sections is potentially high. A reduction in the source uncertainty due to the
source anisotropy may not reduce the response uncertainty as much, but may be much
less expensive, and an experiment to help quantify the source anisotropy has been
proposed as a result of this thesis. Reducing the uncertainty of the source magnitude
for the unnormalized calculations would have the greatest affect, but may not be






























Fig. 7.13. Uncertainty estimate for the calculation (primarily using Monte Carlo
techniques) of the activation of nickel foils placed in a 7 inch (17.78 cm) diameter
aluminum sphere. (See footnote 1 on page 296).
The results of the uncertainty calculations as shown in figures 7.13 and 7.14
demonstrate that the uncertainty contributions must be determined considering the
radiation transport through the test object, and that it is not sufficient to calculate
the uncertainties at any one foil location and apply those uncertainties to foils at dif-
ferent locations. The source uncertainty contribution is greatest for nickel foils near
the sphere center and lowest for the exterior foil; this is due to the progressive in-
crease in relative importance (to the response) of neutrons from higher and less well






























Fig. 7.14. Uncertainty estimate for the calculation (using discrete ordinate tech-
niques) of the activation of nickel foils placed in a 7 inch (17.78 cm) diameter alu-
minum sphere. (See footnote 1 on page 296).
uncertainty generally follows the same pattern of increasing with increasing material
depth, since a change in cross section will tend to have an increasing influence as more
material is traversed. However, the uncertainty contribution from the material con-
tributor class follows the opposite trend – the uncertainty contribution decreases with
increasing depth. This contributor class is dominated by the uncertainty in position
of the activation foils (which can move up to 2 mm in handling), and the uncertainty
in the relative depth of the foil decreases from approximately 20 % for the foil at a
depth of 1 cm to 3 % for the foil at 7 cm, and in general the falloff in the number of
301
Normalized Unnormalized
Uncertainty Contributor Contribution Contribution



















Table 7.2. Uncertainty contributions for a nickel activation foil placed at a depth of
7.0 cm in a 7 inch (17.78 cm) diameter aluminum sphere both when the response is
and is not normalized to an external nickel activation foil using MCNP.
neutrons with energies that contribute to nickel activation versus depth is higher near
the exterior of the spheres. This is especially noticeable for the polyethylene sphere,
as is shown in figure 7.15, and this drives the high material thickness uncertainty
contribution as seen in figure 7.16 (which shows the uncertainty estimate for nickel
activation for foils placed in a polyethylene sphere). The uncertainty contributions




Uncertainty Contributor Contribution Contribution
































Table 7.3. Uncertainty contributions for a nickel activation foil placed at a depth of
7.0 cm in a 7 inch (17.78 cm) diameter aluminum sphere both when the response is






























Fig. 7.15. Experimental and calculated activity of nickel activation foils placed in a 7
inch (17.78 cm) diameter polyethylene sphere (normalized to an exterior nickel foil).
7.3 Calculated Responses with Significant Deviation from Experiment
Several of the calculated responses for sphere-material/sphere-size/foil-material/foil-
location combinations were shown in table 7.1 to have potentially significant devia-
tions from experimental results, and they are examined further in this section. The
basic results will be presented, and there will be a short discussion that indicates a






























Fig. 7.16. Uncertainty estimate for the calculation (primarily using Monte Carlo
techniques) of the activation of nickel foils placed in a 7 inch (17.78 cm) diameter
polyethylene sphere. (See footnote 1 on page 296).
7.3.1 Cadmium-Covered Cobalt Foils
The cadmium-covered cobalt calculations were consistently larger than the ex-
perimental results for both the aluminum and polyethylene spheres, as is shown in
figures 7.17, 7.18, 7.19, and 7.20 (although figure 7.20 includes one foil depth with
an anomalously low calculation-to-experiment ratio, which will be discussed later).
As well, there is a significant difference in the results obtained with different com-
putational tools. The Geant, MCNP, 640 group DANTSYS, and 640 group ANISN
calculation agree with each other well, but the other calculations deviate from these.
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The chief cause of this deviation is the specific handling of the cobalt self-shielding
calculation. As described in section 6.3.2, the response of cobalt foil activation is
modeled explicitly for the Monte Carlo calculations, and an adjoint one-dimensional
planar calculation with the cobalt material explicitly modeled is used to create a
response function for the discrete ordinate calculations. To properly perform this
calculation, a very fine energy bin structure should be used, and for the 89 group
calculations, the energy bin structure was too coarse to adequately account for self
shielding (where the detector (foil) material appreciably attenuates the neutrons that
contribute to the response in the resonance). The proper method to create a response
function for the 89 group structure that reflects the self-shielding is to perform the
transport from the cobalt foil with a very detailed energy group structure, and then
fold this response into the 89 group structure. That was not done since a detailed 640
group calculation was also being performed, therefore the discrepancy for 89 group
calculation should be expected.
The calculations for all the cadmium-covered cobalt foils show an overestimate
of the activation, and the consistency of this over estimation would indicate that
the response-function values are larger than they should be or that the cobalt foils
used in the experiment are larger than they were modeled in the calculations. This
latter possibility arises from the large degree of self-shielding involved with cobalt.
For foils that are a greater thickness – greater attenuation of the fluence occurs, and
when the response is calculated, the activity per gram is lower than for thinner foils.
Further experiments are planned to investigate this consistent overestimate of the
cobalt activation.
At a depth of 3.2 cm in the 4 inch (10.16 cm) polyethylene sphere, there is a




















Fig. 7.17. Calculation-to-experiment ratio of cadmium-covered cobalt activation foils
placed in a 7 inch (17.78 cm) diameter aluminum sphere normalized to an exterior
nickel foil. (Note that the ANISN and DANTSYS results overlap.)
the experimental activity for the cobalt monitor foils from the four inch (10.16 cm)
and seven inch (17.78 cm) diameter polyethylene spheres. It appears that the foil
that was at the 3.2 cm depth in the four inch (10.16 cm) sphere has an unexpectedly
high activity that is inconsistent with the rest of the foils at other locations, and is



















Fig. 7.18. Calculation-to-experiment ratio of cadmium-covered cobalt activation foils
placed in a 4 inch (10.16 cm) diameter aluminum sphere normalized to an exterior
nickel foil. (Note that the ANISN and DANTSYS results overlap.)
7.3.2 Cadmium-Covered Gold Foils in Polyethylene Spheres
The calculation-to-experiment ratios for the response of cadmium-covered gold
activation foils placed in the 7 inch (17.78 cm) and 4 inch (10.16 cm) polyethylene
sphere are shown in figures 7.22 and 7.23 normalized to an exterior nickel foil. These
figures show that calculations deviated from the experimental results by as much
as 20 %, which is about twice the standard deviation calculated for the response
uncertainty. It is expected that this deviation is caused primarily by the source






















Fig. 7.19. Calculation-to-experiment ratio of cadmium-covered cobalt activation foils
placed in a 7 inch (17.78 cm) diameter polyethylene sphere (normalized to an exterior
nickel foil).
the source anisotropy at the sphere surface. The hydrogen in the polyethylene reduces
the energy of neutrons down to thermal energies, and while they are in this procession
of thermalization, neutrons will contribute to the gold activation best if their energy is
just under 5.043 eV. Since neutrons from different inclinations have a different depth
to reach a foil, the contribution from a neutron at specific inclination will depend
on the energy of neutron. So a neutron that will tend to have an energy greater
than will contribute to the gold activation at a particular depth, may contribute if





















Fig. 7.20. Calculation-to-experiment ratio of cadmium-covered cobalt activation foils
placed in a 4 inch (10.16 cm) diameter polyethylene sphere (normalized to an exterior
nickel foil).
traversed. If the source is not isotropic and if the non-zero inclinations have a lower
source neutron density, the number of neutrons that contribute to the response can
be lower at particular depth than would be realized for an isotropic source. As well,
the number of source neutrons can be overestimated by normalizing to the exterior
foil that is at the sphere vertical centerline. The foil placed at the center will have the
same contribution from a neutron from the vertical top as from the same neutron if
it were started at the sphere centerline, but if the neutron density at the top is lower






















Fig. 7.21. Experimentally determined activity from cadmium-covered cobalt foils in
4 inch (10.16 cm) and 7 inch (17.78 cm) diameter polyethylene spheres.
the response will be overestimated by a isotropic source model. A calculation that
compared a source that was modeled as constant along a 40 cm cylinder centered
with the sphere, had an 8 % decrease in response at foil with a 2.2 cm depth in the
7 inch (17.78 cm) polyethylene sphere. The same calculation performed for the other
foil materials had a much lower decrease in response (ranging from 3 % to 5 %).
7.3.3 Scandium Foils in Polyethylene Spheres
The ratio of calculation results to experimental results for scandium activation




















Fig. 7.22. Calculation-to-experiment ratio of cadmium-covered gold activation foils
placed in a 7 inch (17.78 cm) diameter polyethylene sphere (normalized to an exterior
nickel foil).
normalized to an exterior nickel foil in figures 7.24, 7.25,7.27, and 7.26 show the calcu-
lated results and the ratio of calculation results to experimental results for scandium
activation foils placed in a seven inch (17.78 cm) diameter polyethylene sphere nor-
malized to an exterior nickel foil. The scandium foil calculations in a polyethylene
sphere represented the most difficult of the calculations that were done. The scandium
neutron absorption cross section (45Sc(n,γ)46Sc) is greatest in the 10−9 to 10−6 MeV
range, and the polyethylene tends to thermalize the source neutrons, and the main



















Fig. 7.23. Calculation-to-experiment ratio of cadmium-covered gold activation foils
placed in a 4 inch (10.16 cm) diameter polyethylene sphere (normalized to an exterior
nickel foil).
a good result. For these calculations, DANTSYS was abandoned because the forward
and adjoint response calculations did not agree well at the higher resolution energy
grid with differences of up to a factor of 2 (although the lower resolution energy grid
forward and adjoint results agree well and seemed to agree well with experiment).
Rather than pursuing the simple calculation further, the decision was made to sim-
ply use the detailed calculations. As figure 7.25 shows, the MCNP results tend to
overestimate the response by about twice the order of the standard deviation of the


























Fig. 7.24. Experimental and calculated results of scandium activation foils placed in
a 7 inch (17.78 cm) diameter polyethylene sphere (normalized to an exterior nickel
foil).
is the incoherent elastic and inelastic cross section formulation for neutron energies of
less than 1 eV (section 6.4.3). Since this overestimation is not found with the scan-
dium foils in the aluminum sphere, it would indicate that the difficulty is with the
transport through the polyethylene, and not with the source, the response-function,
or the geometry modeling. As was indicated in section 6.4.3, the parameters that are
applied for the low energy incoherent scattering are rather dated (circa 1975 [66]),



















Fig. 7.25. Calculation-to-experiment ratio of scandium activation foils placed in a 7
inch (17.78 cm) diameter polyethylene sphere (normalized to an exterior nickel foil).
7.3.4 Titanium Foils in Polyethylene Spheres
In figures 7.28 and 7.29 the calculated results and the ratio of calculation results
to experimental results are shown for titanium (natTi(n,X)47Sc reaction) activation
foils placed in a seven inch (17.78 cm) diameter polyethylene sphere normalized to
an exterior nickel foil, and these figures show that there is a significant disagreement
between the calculations and the experiment for some the monitor foil locations.
These disagreements begin with the foil at a 1 cm depth, and then the difference


















Fig. 7.26. Experimental and calculated results of scandium activation foils placed in
a 4 inch (10.16 cm) diameter polyethylene sphere (normalized to an exterior nickel
foil).
that overemphasizes the activation of higher energy neutrons, and should have a tail
extending to slightly lower neutron energies.
The calculated results and the ratio of calculation results to experimental re-
sults normalized to an exterior nickel foil are shown for the other titanium activation
channel measured here (natTi(n,X)48Sc reaction) for activation foils placed in a seven
inch (17.78 cm) diameter polyethylene sphere in figures 7.30 and 7.31. These figures
show that the calculations are within 20 % of the experimental values which places


















Fig. 7.27. Calculation-to-experiment ratio of scandium activation foils placed in a 4
inch (10.16 cm) diameter polyethylene sphere (normalized to an exterior nickel foil).
function is again the most likely source of the differences.
7.4 Uncertainty of Response for Calculation-to-Experiment Comparisons
Several uncertainty contribution trends were noted in section 7.2 for the specific
combination of nickel foils in the 7 inch (17.78 cm) aluminum sphere, and when
all the sphere and foil combinations are considered, there are several overall trends
that can be identified. In general, the basic conclusion (from section 7.2) that a

























Fig. 7.28. Experimental and calculated results of titanium (natTi(n,X)47Sc reaction)
activation foils placed in a 7 inch (17.78 cm) diameter polyethylene sphere (normalized
to an exterior nickel foil).
the transport of the neutron into the test-object to the detector (activation foil) of
interest. For instance, it is insufficient to calculate a source-spectrum contribution
to the uncertainty for an external foil and use that same source contribution for an
internal foil.
One common trend that becomes readily apparent when the uncertainty con-
tributions from all the combinations are considered is the high source uncertainty
contribution to the response uncertainty. The source-spectrum contribution is fre-



















Fig. 7.29. Calculation-to-experiment ratio of titanium (natTi(n,X)47Sc reaction) ac-
tivation foils placed in a 7 inch (17.78 cm) diameter polyethylene sphere (normalized
to an exterior nickel foil).
above 2 MeV, the basic trend is that the source uncertainty grows with depth in the
spheres, as was seen for nickel activation foils in the aluminum sphere in section 7.2
(figures 7.13 and 7.14), and for the nickel foils in the 7 inch (17.78 cm) polyethy-
lene sphere 7.16. For foil materials that activate better for slower neutrons, such as
the scandium foils (activating by a 45Sc(n,γ)46Sc reaction) and the cadmium-covered
gold and cobalt foils (197Au(n,γ)198Au and 59Co(n,γ)60Co reactions), the source uncer-
tainty contributor can follow a different trend. The source uncertainty contribution



























Fig. 7.30. Experimental and calculated results of titanium (natTi(n,X)48Sc reaction)
activation foils placed in a 7 inch (17.78 cm) diameter polyethylene sphere (normalized
to an exterior nickel foil).
the 7 inch (17.78) polyethylene sphere (figure 7.32), but the source uncertainty con-
tribution drops from about 5 % near the surface of the sphere to about 4 % for the
foil at a depth of 2.8 cm, and then rises again to 6.2 % at the center of the sphere.
This trend is a combination of the neutron downscattering and source anisotropy.
The hydrogen in the polyethylene is very effective at reducing the energy of incoming
neutrons by elastic scattering, and with increasing depth into the sphere, neutrons
from energy regimes with smaller source uncertainty contribute more to the response


















Fig. 7.31. Calculation-to-experiment ratio of titanium (natTi(n,X)48Sc reaction) ac-
tivation foils placed in a 7 inch (17.78 cm) diameter polyethylene sphere (normalized
to an exterior nickel foil).
and reduce the source uncertainty contribution. Near the center of the sphere, the
anisotropy of the source begins to increase the source uncertainty contribution again.
The source is modeled as being isotropic, and the source magnitude is normalized
to a foil placed on the mid-line of the sphere, but the fluence at both the top and
bottom of the spheres are lower, and this is reflected in this uncertainty contribu-
tion. It should be noted that most of the other significantly contributing classes have
































Fig. 7.32. Uncertainty estimate for the calculation (primarily using Monte Carlo
techniques) of the activation of cadmium-covered gold foils placed in a 7 inch (17.78
cm) diameter polyethylene sphere. (See footnote 1 on page 296).
Th response-function uncertainty contribution is different for different foil ma-
terials, but does not appreciably change versus depth in the spheres. As discussed
in section 6.3.3, the response functions that model foil activation for the dosimetry
foils used in this thesis have a similar standard deviation over the region of the neu-
tron energy spectrum that contributes significantly to the response, and the shape
of the neutron spectrum does not change enough within that region of energy to
significantly change the response-function uncertainty contribution by altering the
importance of portions of the response function with different uncertainties. It is
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acceptable for these response-functions to calculate a response-function uncertainty
contribution for an external foil, and use that relative uncertainty contribution for
response uncertainty contribution calculations for interior foils.
As was seen for the nickel foils in the aluminum 7 inch (17.78 cm) sphere (sec-
tion 7.2), the cross section contribution to the response uncertainty increases with
increasing depth in the spheres for all foil-material/sphere combinations. As was
mentioned in section 7.2, this result is expected, since the more material that is tra-
versed, the greater importance the cross sections should have. However, the cross
section uncertainty contribution is greatly affected by the response function used,
table 7.4 shows that the calculated uncertainty for the cadmium-covered cobalt ac-
tivation foil are very small, and quite different from the cross section contributions
for the nickel activation foil in table 7.3. The activation of the cobalt foil is roughly
constant with depth in the aluminum foils, since aluminum does not greatly affect
neutrons of the energy that will cause the cadmium-covered cobalt to activate. As
was described in section 6.4.4, often the cross section channel that has the greatest
significance is relatively well known (has a lower uncertainty), and a less important
channel can have a large contribution to the response uncertainty if it has a much
higher cross section uncertainty. Response functions that sample neutron energies
that can be affected by channels with large uncertainties lead to a larger cross section
contribution to the response uncertainty. Like the source uncertainty contribution,
the cross section contribution should be calculated for each sphere-material/sphere-
size/foil-material/foil-location combination.
As was described in section 6.5, the geometry contribution uncertainty chiefly
affects the simple one-dimensional discrete ordinate calculations, and results from
using a simplified model. The uncertainty contributions from this contributor class
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Normalized Unnormalized
Uncertainty Contributor Contribution Contribution








Cd Cover 0.70 0.70



























Table 7.4. Uncertainty contributions for a cadmium-covered cobalt activation foil
placed at a depth of 6.99 cm. in a 7 inch (17.78 cm) diameter aluminum sphere both
when the response is and is not normalized to an external nickel activation foil using
DANTSYS with 640 energy groups.
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are not a significant for the detailed three-dimensional MCNP calculations.
The uncertainty contributions from the material contributor class are large for
many sphere-material/sphere-size/foil-material/foil-location combinations, and this
is primarily due to the experimental practice of letting the activation foils move
around in the insets in spheres (the depth of the foil can be over 2 mm smaller or
greater than anticipated). For the aluminum spheres, the fluence spectrum changes
slowly enough that even for the foil at a 1 cm depth, that this is not the dominant
contributor to the response uncertainty, but for the polyethylene spheres, this can
be a major contributor to the response uncertainty. Since the relative change in
depth (the difference of the foil’s actual position from the foil’s intended position
over the depth) of the foil is greatest for the foil at a 1 cm depth, and least for
the center foils, this uncertainty contribution decreases with increasing depth in the
sphere (figure 7.16). This uncertainty contributor is considered as an uncertainty in
the material thickness, but could have been considered as a lack of knowledge about
the geometry and placed in the geometry contribution class. It is strongly suggested
that this uncertainty contribution be eliminated from future experiments by fixing
the foil locations.
The numerical uncertainty contribution is primarily the statistical sampling un-
certainty for the detailed Monte Carlo calculations, and is given as a part of the
response calculation.
For each sphere-material/foil-material combination, table 7.5 indicates the major
uncertainty contributors, and a suggestion for reducing the uncertainty. For all bare
foil combinations, fixing the foil locations will reduce the uncertainty, and for all
combinations reducing the source-spectrum and source-anisotropy uncertainty could
reduce the response uncertainty – so these actions are not included in table 7.5.
325
Foil Sphere Major Contributor Improvement
Material Contributors Uncertainty Reduction
Ni Aluminum source, material, reduce inelastic
cross section Al cross section
uncertainty
Polyethylene source, material
Cd covered Aluminum source Rebin source
Au covariance
Polyethylene source




S Aluminum response-function, Reduce 32S(n,p)
source, material uncertainty
Polyethylene response-function, Reduce 32S(n,p)
source, material uncertainty
Sc Aluminum source, material
Polyethylene source, material, Reduce S(α,β)
cross section uncertainty
natTi(n,X)46Sc Aluminum source, material, Reduce response-
response-function function uncertainty
Polyethylene source, material, Reduce response-
response-function function uncertainty
natTi(n,X)47Sc Aluminum source, material, Reduce response-
response-function function uncertainty
Polyethylene source, material, Reduce response-
response-function function uncertainty
Table 7.5. Summary of the major contributors for the foil and sphere combinations,
and possible action to reduce uncertainty beyond fixing foil location and improving
source covariance.
326
7.5 Large Source Uncertainty Contribution for Cadmium-covered Gold
Foils in Aluminum Spheres
In section 6.2.4, it is indicated that the source-spectrum contribution to the
response uncertainty is abnormally high for cadmium-covered gold foils in the alu-
minum spheres, and this is shown in figure 7.33 for the 7 inch (17.78 cm) sphere and
in figure 7.34 for the 4 inch (10.16 cm) sphere for the Monte Carlo based uncertainty
estimates. However, the calculation-to-experiment ratio does not show the amount
of variation that this uncertainty would indicate (figure 7.35), which would tend to
indicate an error in the uncertainty estimate. If the source-spectrum contribution is
followed carefully, it can be seen that the high uncertainty comes from the increasing
importance of a single source energy bin (5.043 eV to 7.8 eV) which increases to 37
% of the response for the center foil from a bin with a 65 % standard deviation.
The energy bin just below this (3.049 eV to 5.043 eV) dominates the response for an
exterior foil, and has a standard deviation of 13 %. Gold has a very high activation
cross section just under a resonance at 5.043 eV, and any neutrons scattered to these
energies have large contributions to the response. When neutrons decrease in energy
toward 1 eV, they are attenuated in the cadmium cover. In the aluminum sphere,
the neutrons from the (5.043 eV to 7.8 eV) are downscattered by elastic scattering to
energies near 5.043 eV bin and contribute to the response, while neutrons originally at
5.043 eV are downscattered to lower energies, and the high uncertainty of the source
5.043 eV to 7.8 eV energy bin causes a high response uncertainty contribution. In
the polyethylene spheres, the neutrons from the 5.043 eV to 7.8 eV energy are more
quickly downscattered to energies that do not significantly contribute to the response,
and the high source contribution to the response uncertainty does not occur. Thus,



































Fig. 7.33. Uncertainty estimate for the calculation (primarily using Monte Carlo
techniques) of the activation of cadmium-covered gold foils placed in a 7 inch (17.78
cm) diameter aluminum sphere. (See footnote 1 on page 296).
5.043 eV to 7.8 eV energy bin, and since the response does not vary as much as would
be expected for the uncertainties calculated, it would appear that the uncertainty in
this source bin is higher than it should be. It should be noted that the calculated
source contribution accurately represents the contribution to the response uncertainty
of the source covariance.
An interesting second insight from the cadmium-covered gold foil in aluminum
sphere combination is obtained by comparing the source uncertainty contribution






























Fig. 7.34. Uncertainty estimate for the calculation (primarily using Monte Carlo
techniques) of the activation of cadmium-covered gold foils placed in a 4 inch (10.16
cm) diameter aluminum sphere. (See footnote 1 on page 296).
contributions calculated with 640 energy bins is shown in figure 7.36, and the uncer-
tainties calculated with 89 energy bin is shown in figure 7.37. The 640 energy bin
calculations reproduce the source contribution obtained with Monte Carlo techniques,
but the 89 energy bin calculations produce a much lower contribution that is closer to
the source-spectrum contributions from other foil and sphere material combinations.
The energy bin that dominates the response (3.059 eV to 5.043 eV) in the 89 bin
structure does not allow a variation in neutron fluence that would allow neutrons




















Fig. 7.35. Calculation-to-experiment ratio of a cadmium-covered gold activation foils
placed in a 7 inch (17.78 cm) diameter aluminum sphere (normalized to an exterior
nickel foil).
butions to the response that would result in a higher uncertainty contribution. The
actual response calculated by these to resolutions is very similar (3.10×108 Bq/gm
for the 89 group structure versus 3.02×108 Bq/gm for the 640 group structure), and
this indicates that a resolution that is sufficient for a response calculation might not



































Fig. 7.36. Uncertainty estimate for the calculation (using 640 energy bins with dis-
crete ordinate techniques) of the activation of cadmium-covered gold foils placed in a






























Fig. 7.37. Uncertainty estimate for the calculation (using 89 energy bins with discrete
ordinate techniques) of the activation of cadmium-covered gold foils placed in a 7 inch




CONCLUSIONS AND FUTURE WORK
There are differing reasons to use computational tools to model experiments that
involve placing a test-object in a nuclear reactor. Sometimes the desire is to determine
whether an object, such as a strain-gauge, can function in a high neutron environment,
and there is a need to determine the neutron environment using calculations in a
test-object component (in the strain gauge) because it is often impossible to have
dosimetry placed at the component and conduct a proper experiment. Sometimes
a series of experiments, like the series described in this thesis with dosimetry foils
placed at different depths in sphere of different materials, are performed to gather
data that can be used to evaluate calculation models. As well, pretest calculations
are performed to estimate the expected neutron environment to determine whether
a particular experiment will have the desired neutron environment at a test object
component. In each of these situations, the calculated environment or response is
of little use without a reasonable estimation of the calculated response’s uncertainty.
For instance, if it is determined that an exposed nickel foil will be activated so that
the calculated cobalt-58 activity of 60000 Bq/g, it is very important to know whether
the standard deviation of this value based on the underlying data and modeling
uncertainties is 600 Bq/g or 30000 Bq/g.
In this thesis both the neutron environment at a detector and the induced change
in a detector or detector material is referred to as the response. The response is often
an experimentally measurable quantity such as the activity of a particular isotope,
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material heating, or material damage, but it can also be quantities that are difficult or
even impossible to directly measure, such as the neutron fluence. The uncertainty of
this integral response should be calculated by including the uncertainty contribution
from all the individual uncertainty contributers (or aspects) of the calculation model.
The goal of this thesis is to create a methodology that can be used to determine
an estimate of the uncertainty in the response of test-object components in reactor
tests. This basic goal has been met, and exercised on the results of a specific series
of experiments that had been performed at the Sandia National Laboratories’ An-
nular Core Research Reactor (ACRR). This methodology uses both preexisting and
new methods and software tools to perform this task. Although many of the these
tools and methods existed separately, this is the first time these tools and methods
have been brought together to allow determination of the total calculated-response
uncertainty in a test object component in a reactor environment. As a results of the
work performed in this thesis, the system of tools is being assembled in a modular
manner that will facilitate performing uncertainty analysis for test-object calculations
on a regular basis. In meeting this goal, several other important results and unique
achievements were obtained:
• A further experiment was recommended and designed to quantify source anisotropy
in the ACRR spectrum.
• Several recommendations were made to reduce uncertainty in future experi-
ments:
– That the results of the experiments that are to be performed to use the
determined ACRR source anisotropy be used to validate the anisotropy
description determined using full-reactor calculations, and that this de-
scription of anisotropy be incorporated in future detailed calculations.
335
– That the ACRR source covariance be investigated to verify that a particu-
larly high uncertainty in the covariance matrix accurately reflects the state
of knowledge of that energy bin.
– That cadmium covers be measured prior to experiments to eliminate vari-
ations in cadmium cover thickness as an uncertainty contributor.
– That foils be fixed in place in the inset to eliminate a large uncertainty
contributor for interior foil locations near the edge of the test sphere.
• A new derivation of a perturbation technique in the MCNP transport code was
produced that extends the technique to be able to determine second-order cross
derivative terms and third and fourth order terms. This is a very significant
result that expands the use of a valuable calculation tool for design studies.
• An anomalously high source-spectrum uncertainty contribution calculation demon-
strated that an energy grid resolution that is sufficient for calculation of re-
sponses is can be insufficient for the calculation of sensitivities.
• A procedure was established to determine the sensitivity of cross sections by
reaction channel that could be used with the cross section covariance matrices
by utilizing the MCNP PERT method in far greater detail than has been done
before.
• The importance of source anisotropy was highlighted for a test-object by creat-
ing in Geant4 a scoring method that scored particles by source particle inclina-
tion into Legendre polynomial coefficients, and showed that source anisotropy
could be a significant uncertainty contributor. This scoring method is unique
to this thesis.
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The methodology has been defined and has been exercised for a specific series of
experiments. This basic methodology takes into account the need the computational
expense of determining sensitivity and uncertainty calculations, and uses a two model
(a simple and a detailed model) approach to reduce the need for detailed calculations.
A simple, frequently one- or two- dimensional, model is created, and initial estimates
of the uncertainty contribution to the response that is made by the individual un-
certainty contributors. Using the results of these relatively simple and inexpensive
calculations, a detailed three dimensional model is used to better determine the un-
certainty contributions. The defined methodology uses seven steps:
1. Determine the methods and tools that are to be used and make an initial (sim-
ple, often using a one dimensional model) calculation of the response(s).
2. Determine all discernible possible contributors to the response uncertainty and
perform an initial calculation of the uncertainty from the major contributor
classes.
3. Refine the calculation procedures and make detailed response estimates. This
step requires creating a detailed model of the test object. This model is normally
a three dimensional Monte Carlo model.
4. Make detailed calculations of the uncertainty contribution from major contrib-
utors to the response.
5. Perform calculations (in many cases simply bounding calculations) of the un-
certainty from minor contributors using the simple (initial) model.
6. Perform any remaining uncertainty calculations including any detailed calcula-
tions from minor contributors that might be warranted.
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7. Combine the uncertainty contributions to determine the total uncertainty to
the responses.
The aspects of the calculation of the component response that can add un-
certainty to the total response are designated as uncertainty contributors, and are
grouped for convenience into six contributor classes:
1. Energy and spatially dependent source uncertainties. This contributor class
includes both the source-magnitude and source-spectrum and uncertainty con-
tributors.
2. Response-function (exposure/damage metrics) uncertainties. The response-function
converts the energy-dependent neutron fluence at the surface of a detector into
the response.
3. Cross-section uncertainties. This class includes the transport cross sections for
the test-object materials.
4. Test-object geometry uncertainties. This class is targeted to uncertainties caused
by unintentional gaps in the test object, modeling simplifications, and a lack of
knowledge about test-object components.
5. Test-object material size and density uncertainties. This class include uncertain-
ties due to variations in elemental and isotopic fraction, variations in density,
and variations in the thickness of test-object components.
6. Numerical uncertainties. This contributor class includes the uncertainty due to
the resolution of binning, and statistical sampling uncertainties.
Three of these contributor classes were designated as “major” contributing classes,
since they are frequently the largest contributors to the response uncertainty, they
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are: (1) the source uncertainty contributor class, (2) the response-function contribu-
tor class, and (3) the cross-section contributor class. The other contributor class are
referred to in this thesis as the “minor” contributor classes.
In chapter 2, the basic equations governing radiation transport calculations were
reviewed to provide insight into each technique, and to provide a basis for the use of
the sensitivity formalisms that are used to estimate the sensitivity of the response to
cross sections.
After the transport techniques were reviewed, a brief survey of the different
representations of uncertainty concluded that the probability (also called likelihood)
theory branch is the representation that is best suited for the uncertainty analysis
in this thesis, and that the Law of Error Propagation (LEP) would be used to de-
termine the response uncertainty contribution from the sensitivity of the response to
the various contributors (section 3.3). Use of LEP, breaks the determination of the
uncertainty contribution to the response of a contributor into a determination of the
uncertainty of the contributor (in the form of a covariance matrix) and a determina-
tion of the sensitivity of the response to the contributor. To simplify the use of the
LEP to covariance matrices with calculations with different energy bin structures, an
interpolation method was defined that allowed the calculation of rebinned (in energy)
covariance matrices that are equivalent to rebinning forward or adjoint neutron flu-
ences. These rebinned covariance matrices can then be stored and used for various
transport calculations that use the same energy bin structure.
Techniques were identified for each contributor to either estimate the uncertainty
contribution, or to bound the expected uncertainty, in accordance with the defined
methodology for both a discrete-ordinate calculation approach to radiation trans-
port and a Monte Carlo approach. For source-spectrum contributor, the sensitivity
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of the response is the adjoint fluence (section 4.2), which is a standard output for
discrete-ordinate techniques and can be determined using a pseudo-adjoint approach
for Monte Carlo calculations. The response sensitivity to the response-function is the
forward fluence (section 4.3) that is determined by both calculation techniques. For
the discrete-ordinate approach to modeling, an adjoint sensitivity analysis procedure
(ASAP) as encoded in the SUSD3D code [69] was used to determine the sensitivity of
the response to specific cross sections (section 4.4.2). It was determined that the use
of the ASAP the calculate the sensitivity of the response cross-section is intractable
for current Monte Carlo codes, and the perturbation methods (known as the PERT
method in MCNP [68]) were investigated for applicability, and were deemed an ac-
ceptable approach to determine the sensitivity of the response to cross sections. For
each major contributor, simple test cases that could be compared to analytic cal-
culations were performed to establish confidence in the techniques and use of the
computational tools.
The investigation of the PERT method in MCNP included a new derivation of
the method that allowed a much more simple definition of the terms in the calculation,
and allowed an extension of the Taylor series expansion to include higher order terms
than has been accomplished previously. Explicit derivation of the third and fourth
order and second order cross term was made, where previously only the first and
second order terms had been determined, and then in a formalism which made it
very difficult to expand to consider higher order terms. These extra higher order
terms can be important in various situations, including perturbations made near
optimal values. The results of a specific example was shown in section 4.4.2 that
underscores importance of being able to determine these terms. While the specific
formulation stopped at the fourth order term, the derivation support the extension
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of the formalism to any higher order term.
After this relatively thorough consideration of the techniques for the major con-
tributor classes, the minor contributing classes were analyzed to ensure that all sig-
nificant uncertainty contributors would be included in the analysis, and to determine
the approaches that should be taken to estimate uncertainty contributions from each
contributor.
The methodology was exercised by calculating an estimate of the uncertainty
of the calculated activity for a series of experiments that had been performed at
the Sandia National Laboratories’ Annular Core Research Reactor (ACRR). In this
series of experiments consists of neutron exposures to two different sphere materials
(aluminum and polyethylene) of two different sphere sizes with dosimetry activation
foils placed at varying depths in the spheres.
In chapter 6, initial, simple (one-dimensional spherically-symmetric discrete-
ordinate) models and detailed (three-dimensional Monte Carlo) models of the test
object were created, and for each contributor class, any modeling issues were con-
sidered to ensure that the experiment was properly modeled. Then uncertainty con-
tributors were identified, and procedures were put in place to estimate uncertainty
contributions.
Consideration of the source contributor class revealed that the source-spectrum
needed to be modified to account for the presence of the 7 inch (17.78 cm) polyethylene
sphere when it was the test-object being used, since there was a increase in the
fraction of low energy neutrons due to the moderation caused by this sphere. This
spectrum modification was performed by using software designed and implemented
as part of this thesis, and used spectra calculated using a full reactor model of the
ACRR that was provided by Sandia National Laboratories (SNL) [23]. In addition
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to this source modification, calculations were preformed with this reactor model to
investigate the degree of source anisotropy in the ACRR. These calculations showed
that a nickel foil had an approximately 15 % lower activation at the top of polyethylene
sphere compared to one at the sphere’s centerline. The importance of this anisotropy
was investigated by creating a scoring method in Geant4 that would score response
contribution in Legendre coefficients by original source inclination. By examining
the magnitude of the coefficients the importance of the ACRR source anisotropy at
each dosimetry foil could be determined, and it was revealed that the importance
of source anisotropy varies for different response functions, and can be important.
An experiment was suggested and designed to validate the calculated ACRR source
anisotropy for this test object.
The source magnitude uncertainty only contributes to the response uncertainty
if the calculated responses are not normalized to the activity of an external dosime-
try foil, but if this normalization is done, the equations governing the sensitivity of
the response to the source-spectrum are modified, and a formalism was derived to
account for this modification to the equations. The response sensitivity to the source
equations were used to estimate the uncertainty contribution from the SNL pro-
vided source-spectrum and covariance matrix [64] for the different foil-material/foil-
location/sphere-material/sphere-size combinations. Generally, the source-spectrum
relative uncertainty contribution had a standard deviation of about 3 %, but for
one foil material and sphere material, the contribution could reach over 20 %. This
occurred for cadmium-covered gold foils in the aluminum spheres. After extensive
analysis, it was determined that this very high contribution to the response uncer-
tainty accurately represented the uncertainty from the source-spectrum as affected by
the transport in aluminum for this response-function. Gold has a resonance centered
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at about 5.043 eV, and accordingly the neutron absorption cross section is still high
immediately below this energy, and this absorption cross section drops rapidly with
decreasing energy in this energy regime. Below this resonance, at about 1 eV, the
cadmium cover attenuates any low energy neutrons, so that any neutron around 5 eV
dominate the response. The SNL provided source has a relatively high uncertainty
(65 % standard deviation) for the energy bin just above 5 eV, and a much lower un-
certainty for the bin below 5 eV (13 %). The neutrons originating in the bin above 5
eV are downscattered by elastic scattering in the aluminum sphere, and at the center
of the 7 inch (17.78 cm) sphere contribute 37 % of the response, and thus contribute
a very high uncertainty. This was determined using MCNP and finely binned (in
energy) discrete-ordinate calculations. However, discrete-ordinate calculations with
poorer energy binning produced a good response, but greatly underestimated the
source-spectrum uncertainty contribution as being about 3 %.
It was recommended to SNL that the source covariance matrix be recalculated
using a different energy grid structure for the bin above 5.043 eV to determine whether
the high uncertainty of that bin was a artifact of the calculation that produced the
covariance matrix.
A very important lesson from this source-spectrum contribution to the uncer-
tainty calculation is that an energy grid resolution that is sufficient for the radiation
transport and response calculation, may not be sufficient for sensitivity calculations,
and in normal analysis there is no indication that the energy grid is insufficient. This
suggests that moderately binned discrete-ordinate sensitivity calculations should rou-
tinely be compared to Monte Carlo results, or at least to very finely gridded discrete-
ordinate calculations.
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In section 6.3, response-function issues were examined, and these included the
affects of using cadmium covers on two dosimetry foils and cobalt self-shielding. The
decision was made to include the attenuation from the cadmium covers as part of
the response function, and it was found by measuring the cover thicknesses, and by
weighing them that the cover thickness could varied by about 10 %. This has a rel-
atively minor affect on the response uncertainty (about 0.3 % for cadmium-covered
gold and 0.8 % for cadmium-covered cobalt), but it was suggested that this uncer-
tainty contribution from the cadmium cover thickness be eliminated by measuring
and recording the cadmium thickness prior to experiments.
Self-shielding is the result of high activation cross sections appreciably reducing
the number of neutrons that transport into a dosimetry foil for energies of importance
to the activation. Self-shielding can be significant for two of the foil materials used
in these experiments: cobalt and gold. For the gold activation foils, self-shielding
was made insignificant by using a very dilute sample. Self-shielding was handled in
calculations for the cobalt foils by explicitly modeling the foils rather than using only
a cross-section-based response function to determine activation.
If the response is normalized to an exterior foil, the equations that describe the
response sensitivity to the response function must be modified, and the appropriate
equation modifications were derived.
The cross section contributions to the response uncertainty were obtained us-
ing sensitivities that were determined using the adjoint sensitivity analysis procedure
(ASAP) for the one-dimensional discrete ordinate calculations, and these sensitivities
were combined with the cross section covariance matrices from standard evaluations
using the SUSD3D code [69]. The calculation of the sensitivity of the response to
cross sections was performed for the Monte Carlo approach by using the MCNP per-
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turbation procedure combined with the cross section covariance matrices using the
SENSMCNP2 code that was written as part of the research for this thesis. The pertur-
bation calculations performed for this thesis involved a much more rigorous use of the
MCNP perturbation techniques that has been done previously. The ASAP procedure
allows a thorough consideration of the various reaction channels of the isotopes in the
test-object, while the computational expense of the perturbation technique, requires
that only important channels and isotopes be considered for the three-dimensional
Monte Carlo model. This restriction of the Monte Carlo technique combined with the
sampling uncertainty inherent with the Monte Carlo calculations make the MCNP
perturbation technique for determining the sensitivity of the response to cross sec-
tions less desirable if a test object can be adequately modeled using discrete ordinate
techniques. However, for situations that cannot be adequately represented by discrete-
ordinate models, the MCNP perturbation technique provides a valuable method for
determining sensitivities and uncertainty contributions.
An estimate of the secondary angular distribution (SAD) uncertainty contribu-
tion to the response uncertainty showed that SAD contributes very little to the overall
uncertainty for reactor experiments. This is fortunate in that very few isotopes and
channels have any uncertainty data associated with the SAD in the standard evalua-
tions. Very little data exists that described the uncertainty of the secondary energy
distribution (SED) of neutrons emitted from reactions, and the contributions of this
uncertainty are estimated assuming that the greatest contribution to the overall un-
certainty will be less than the uncertainty contribution of the cross section uncertainty
of the reaction generating the secondary neutron. Due to the scarcity of covariance
data for SAD and SED, this procedure (section 6.4.6) for estimating a value is useful
and unique to this thesis.
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The geometry uncertainty contributors were investigated, and it was determined
that the contribution to the response uncertainty from the imprecision of the test
object was insignificant – as was the contribution from the simplification of the ge-
ometry for the three-dimensional model. The only significant contribution from this
class is the uncertainty created by using a one-dimensional discrete ordinate model.
This uncertainty contribution was bounded by comparing the results of the three
dimension MCNP model to a MCNP model made of spherical shells that represented
a one-dimension spherically symmetric model. This contribution to the uncertainty
only applied to the simple discrete ordinate calculations.
Consideration of the material uncertainty contributor class revealed that the
contribution of density variations to the response uncertainty was minimal, but that
the contribution of the imprecision of the activation foils could be quite significant.
For the polyethylene spheres, the spectrum of the fluence changes dramatically as a
function of depth due to the thermalization of the source neutrons. This is reflected
by the change in activation versus depth for each of the foil materials. Since the foils
were not fixed in locations, but were allowed to move up to 2 mm, the uncertainty
contribution from this uncertainty class can be high (up to 10 %). As a result of
this study, a recommendation was made that in future experiments the foil location
should be more rigidly fixed to reduce this uncertainty contributor to insignificance.
As well, the numerical class contributors were evaluated, and an estimate of
the uncertainty due to numerical systematic deviations was made by comparing one-
dimension spherically symmetric discrete ordinate calculation with a spherically sym-
metry MCNP model, and the resulting differences were used to estimate the uncer-
tainty contribution. The numerical resolution contributors were considered insignif-
icant for the Monte Carlo calculations, since there is no explicit spatial, angular, or
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energy binning with these calculations, but for the discrete ordinate calculations, the
numerical energy resolution uncertainty contribution was estimated by comparing
results obtained using a 89 group energy structure and 640 group energy structure.
The Monte Carlo sampling uncertainty contribution is reported by the Monte Carlo
codes (MCNP and Geant4), and is included in the calculated response uncertainty,
although, generally, enough neutrons are used in the calculations to ensure that the
sampling uncertainty is not a significant contributor to the uncertainty.
The calculation results are compared to the experimental results in chapter
7. The results listed are generally from the detailed Monte Carlo modeling, and
show that there is good agreement for most of the foil-material/foil-location/sphere-
material/sphere-size combinations with differences between calculation and experi-
mental results of less than one standard deviation. However the are several combina-
tions that have significant deviations between the calculation and experiment. These
are addressed in chapter 7. The calculated cadmium-covered cobalt foil activation is
consistently high by approximately 10 % for each sphere material. This would tend to
indicate that the response-function is high, either by a underestimate of self-shielding,
or due to incorrect underlying cross sections. One specific cobalt foil was recorded
with an abnormally high activity, and as is described in section 7.3.1 this result does
not follow the trends of the other cobalt foils, and is expected to be due to an error
in the experiment or in recording the experimental results.
Other results that disagreed significantly from experiments were cadmium-covered
gold activation in the polyethylene spheres, and scandium activation in the polyethy-
lene spheres. As described in section 7.3.2, the cadmium-covered gold activation
differences can result from an anisotropic source, and the initial investigation of the
effects of cylindrical source indicate the need to better determine the anisotropy of
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the source by an additional experiment. Determining the activity of the scandium
foils in the polyethylene spheres was the most difficult of the calculations performed,
and the suspected origin of the observed calculation-to-experiment error is the cross
sections describing neutron elastic scattering from hydrogen at low energies where the
molecular bonds in polyethylene are important. There are no any uncertainty data
accompanying these S(α,β) cross sections to indicate the expected fidelity.
The overall uncertainty estimates were compared with the variation of the dif-
ference of the calculated response and the experimentally measured response over the
dosimetry foil-material/foil-location/sphere-material/sphere-size combinations. This
was done by plotting a cumulative graph of the number of combinations that have
the magnitude of the difference between the calculated response and the experimental
response over the estimated standard deviation of the response (combined with the
experimental uncertainty in quadrature) ratios that are under a particular number
of standard deviations versus the number of standard deviations. If the uncertainty
estimates were normally distributed, the cumulative graph should follow an error
function, and indeed the produced shape generally does follow an error function (see
figure 7.9), especially if the above mentioned combinations (such as those with cobalt
foils) that show a systematic deviation are accounted for. Importantly, all the cal-
culated results that were normalized to an exterior nickel foil activation were within
three standard deviations of the experimental responses, and but one of the unnormal-
ized calculated results were also within three standard deviations of the experimental
responses, indicating that the estimated response uncertainty does not dramatically
under-predict the uncertainty.
To accomplish the uncertainty estimates, several processing codes were written,
and these include:
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covFold which calculates the source and response-function uncertainty contributions
for discrete ordinate calculations (ANISN or DANTSYS) and for Monte Carlo
calculations using source and response-function covariance data.
sensMCNP which calculates cross-section uncertainty contribution from MCNP
perturbation results, and cross-section covariance data. This establishes a ca-
pability to perform detailed uncertainty calculations.
SpecAdj which adjusts the free field source spectrum to account for the presence of
the test object using full reactor calculations.
NSCOV which implements the Naberejnev and Smith [60] procedure for estimating
a cross section covariance based on several standard cross section evaluations.
NSCOV was expanded to provides a method to create estimated SAD covariance
files.
In addition, reporting tools were created to combine and report the total response
uncertainty and the individual component uncertainties.
There is additional work that could be done. An estimate of the uncertainty of
the source as created by the full reactor model should be determined. This calcu-
lation should include the cross-section uncertainty of the various materials involved.
Unfortunately, covariance information does not exist for many materials and reaction,
and should be refined for many others.
As well, the methodology should be exercised for coupled neutron/gamma en-
vironments. Determining the uncertainty contribution for coupled environments is
more difficult, and again much of the required cross-section uncertainty data does
not exist yet. However, for many components or detectors, a coupled environment is
important (for example to determine TLD response).
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