Background: As the Internet becomes the number one destination for obtaining health-related information, there is an increasing need to identify health Web pages that convey an accurate and current view of medical knowledge. In response, the research community has created multicriteria instruments for reliably assessing online medical information quality. One such instrument is DISCERN, which measures health Web page quality by assessing an array of features. In order to scale up use of the instrument, there is interest in automating the quality evaluation process by building machine learning (ML)-based DISCERN Web page classifiers. Objective: The paper addresses 2 key issues that are essential before constructing automated DISCERN classifiers: (1) generation of a robust DISCERN training corpus useful for training classification algorithms, and (2) assessment of the usefulness of the current DISCERN scoring schema as a metric for evaluating the performance of these algorithms. Methods: Using DISCERN, 272 Web pages discussing treatment options in breast cancer, arthritis, and depression were evaluated and rated by trained coders. First, different consensus models were compared to obtain a robust aggregated rating among the coders, suitable for a DISCERN ML training corpus. Second, a new DIS-CERN scoring criterion was proposed (features-based score) as an ML performance metric that is more reflective of the score distribution across different DISCERN quality criteria. Results: First, we found that a probabilistic consensus model applied to the DISCERN instrument was robust against noise (random ratings) and superior to other approaches for building a training corpus. Second, we found that the established DISCERN scoring schema (overall score) is ill-suited to measure ML performance for automated classifiers. Conclusion: Use of a probabilistic consensus model is advantageous for building a training corpus for the DISCERN instrument, and use of a features-based score is an appropriate ML metric for automated DISCERN classifiers. Availability: The code for the probabilistic consensus model is available at https://bitbucket.org/A_2/em_dawid/.
INTRODUCTION

Background
In the pre-World Wide Web era, health care providers (ie, doctors, nurses, pharmacists, and other representatives) were the primary sources of medical information. Today, health information seeking is one of the main activities of Internet users, [1] [2] [3] [4] [5] and multiple studies report that the Internet has become the first destination for individuals looking for medical information. 1, 3, 4, 6 As a result, information monopolies are being eroded, and patients are able to participate more in the medical decision-making process. In order to elevate the patient to an equal partner in this process, it is critical that online information is accurate and trustworthy. However, not all Web pages share the same level of accuracy, and prior studies have measured tremendous differences in Web page quality. [7] [8] [9] [10] [11] Not surprisingly, access to low-quality Web pages negatively affects patients' interactions with health care providers. 3, 7, [12] [13] [14] To avoid these negative consequences, it is paramount that we develop tools to assist patients in identifying high-and low-quality health Web pages.
Initiatives for quality assessment of online health information
There has been much prior research in establishing reliable health Web page quality criteria. [15] [16] [17] [18] Of particular interest is the development of the DISCERN instrument, which focuses on assessing the representation of treatment choices on health Web pages. 19 The reliability, validity, and internal consistency of DISCERN was evaluated in multiple studies. [20] [21] [22] The DISCERN instrument is composed of 16 questions, each rated on a 5-point scale, where a rating of 1 means the criterion was not satisfied, ratings from 2 to 4 mean the criterion is partially satisfied, and 5 means complete fulfillment of the criterion. Each criterion is associated with "hints" and "extended explanations" that guide and help in the rating process. DIS-CERN is categorized in 3 sections: the first section evaluates the reliability of the publication (questions [1] [2] [3] [4] [5] [6] [7] [8] , the second looks into the quality of information on treatment choices (questions [9] [10] [11] [12] [13] [14] [15] , and the final section, comprising a single question (question 16) , evaluates the overall rating of the publication. The reliability section criteria cover a range of widely accepted assessments including accuracy, consistency, completeness, timeliness, references provided, and disclosures. 23, 24 The second section is rather unique to the DIS-CERN instrument, and evaluates the quality of information about treatment choices. Use of DISCERN is not restricted to experts or scientists; instead, anyone who is seeking/reading health information could use it to evaluate Web page quality. The instrument is also popular among researchers, with DISCERN being the most widely used tool for evaluating health information quality. 25 
Research objectives
In order to widen use of the DISCERN instrument, there is interest in automating the scoring process using ML approaches. Before doing so (ie, before constructing automated DISCERN classifiers), it is paramount to (1) build a robust training corpus to be used for training supervised ML algorithms, and (2) establish a suitable statistic or metric for evaluating the performance of these algorithms. Given a set of health-related Web pages rated by multiple raters using the DISCERN instrument, this paper investigates (1) the application of a probabilistic consensus model for obtaining a training or reference corpus that comprises 1 final consensus rating, and (2) the appropriateness of the currently used DISCERN evaluation score (corresponding to the total of all criterion scores, called "overall score") to an alternative "features-based score," a relative score that considers the score distances between 2 different DISCERN ratings. As such, the metric is ideally suited to establishing the prediction error of real and predicted DISCERN ratings. In the following, we use the term "reference corpus" (rather than "training corpus") to express the fact that a training corpus can easily be split into a training and testing corpus and therefore act as a reference in the full ML development cycle.
ML performance is traditionally measured as the error between a predicted and a gold standard measurement, score, or rating. Our DISCERN reference corpus contains 2 levels of ratings, one on the level of each criterion and an overall score, which sums up the criterion scores for the page. The latter score is widely reported in the literature. The question thus arises whether the overall score would correctly reflect ML performance, as the distance between 2 such ratings may incorrectly assume similarity (or dissimilarity) among pages. In other words, 2 Web pages with similar overall DISCERN scores may actually be rated quite dissimilarly across the individual scoring criteria. We hypothesized that an alternative rating, which we call a features-based score, may be better suited to uncovering such discrepancies.
MATERIALS AND METHODS
Data collection
Using Google Trends, 26 we identified breast cancer, arthritis, and depression as medical topics with the highest search volume since 2004. Using Google and Yahoo search engines, we identified a total of 272 Web pages (articles) with a focus on treatment choices and options across the 3 topics. To assist in this process, we developed an extension to the Chrome Web browser 27 that allowed for easy extraction of articles discussing treatment options, and for uploading these articles and storing them in a newly developed DISCERN rating and evaluation platform (see Supplementary Appendix A, video files). We thus recorded, for each page, meta-information on the medical domain, on provenance (Web site and Web domain), and on the date of extraction. Two raters (master's students) were hired and trained for 2 months on using the DISCERN instrument and scoring platform.
Coders' reliability and consensus model
The 2 coders who participated in the coding process were graduate students with substantial previous experience in content analysis. To familiarize themselves with the DISCERN instrument, each coder independently analyzed a random selection of the collected Web pages from the 3 medical topics. The reliability of the coding was assessed, and a discussion took place about observed discrepancies. After multiple training sessions, each coder evaluated the 272 Web pages across the 3 topics. We then derived a "consensus rating" using a probabilistic model (discussed below). Interrater reliability was assessed using Krippendorf's alpha statistic. In order to get an integrated rating for the 272 Web pages, we implemented the probabilistic model proposed by Dawid et al. 28 In short, given a set of objects rated using a finite set of labels/scores, the model uses expectation-maximization (EM) to model rater error rates to derive the most probable "true rating" or "true label" for every object in the dataset. The model was applied in other studies, such as detecting small volcanoes on the planet Venus in the Magellan image database, 29 and was the inspiration for other consensus rating approaches involving multiple ratings.
30-32
A walk-through explanation of the modeling procedure, the derivation of model parameters, and its implementation are publicly available. 33 
Data analysis
Consensus model and its validation using simulations To validate and assess the quality and robustness of the consensus rating of the Dawid et al. model, we ran multiple simulations for 2 scenarios:
1. In the first scenario, we added an additional in silico rater to our original 2 raters, who picked randomly from a uniform distribution of permissible scores (1) (2) (3) (4) (5) . Then, we ran the Dawid et al. algorithm using the 3 raters to produce the final consensus ratings for each DISCERN criterion. For each simulation run, we repeated the above procedure and measured the correlation between the obtained consensus rating and each of the 3 raters (the original 2 raters plus the third random rater). To verify that the obtained consensus rating was robust and the choice of modeling algorithm was sound, we expected to see a high correlation between the computed ratings (consensus ratings) and those of the 2 human raters, but not the random one. 2. In the second scenario, we compared Dawid et al.'s model to 2 alternative consensus ratings; ie, the mean rating and a rating based on the majority vote that picks the majority rating or chooses randomly when a tie occurs. As before, we used a third random rater. Using the ratings from the 3 raters, we ran Dawid et al.'s algorithm, the mean rating, and the majority vote to obtain 3 consensus ratings on each DISCERN criterion. For each simulation run, we repeated the previous procedure and measured the correlation between the consensus ratings produced from each consensus model (Dawid et al., mean rating, majority vote) and the random ratings generated by the third rater. The model that showed the lowest correlations with the third rater proved to be robust and less prone to outlier ratings, and hence the best choice for generating the consensus rating.
Web page characteristics: descriptive analysis
We performed a descriptive analysis of the scores of each DISCERN criterion and identified standout features/criteria for Web pages within each of the 3 medical topics.
Overall score vs features-based score We were interested in developing an ideal error metric for measuring the performance of any future ML algorithm aimed at learning a function that predicts DISCERN scores given a Web page discussing treatment options. The error corresponds to the distance of the rating in the reference corpus (the "true labels" estimated from the probabilistic model), and the ML predictions of those ratings. In the absence of actual ML predictions (the ultimate goal of our work), we compared DISCERN scores of Web page pairs in our reference corpus (ie, all possible pairs from the 272 pages) by computing 2 pair-wise distance (error) metrics: (1) the difference in the overall score between 2 pages, and (2) the Euclidean distance between the same pages. The second metric refers to the features-based score, as it includes each criterion in the calculation. Given that we have 13 DISCERN criteria (2 were discarded due to low intercoder reliability; see below), the theoretical range of the overall score would be 13-65. Hence, the first distance metric (difference in overall score) ranges from 0, referring to maximum similarity, to 52, minimum similarity. By reversing the scale and expressing it from 0 to 100, we get a similarity measure based on the overall score. Likewise, the second metric, representing the Euclidean distance between 2 pages, could range from 0, referring to maximum similarity, to ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi 4 2 Â 13 2 p , minimum similarity (since the score range for each criterion is 1-5, the maximum difference per criterion is 4). Similarly, by reversing the scale and expressing it from 0-100, we get a similarity measure based on the features-based score.
The different pairings of Web pages produce natural groupings based on the differences in the overall score between the paired pages. In other words, we created bins that group paired Web pages sharing similar differences in the overall score. For each bin/group, we computed the average difference in the features-based score of the paired pages. As a result, we ended up with groups representing pages with the same difference in the overall score but variable differences in the features-based score.
To evaluate the difference in the similarity magnitude between the 2 metrics, a paired t-test was used to check whether, on average, there was a significant difference between the similarity of Web pages based on the overall score and the features-based score. Therefore, we used the similarity representation expressed from 0-100 as described earlier. Moreover, we looked to see whether a trend/relation existed between both metrics using Pearson product-moment correlation. In addition, to understand the contributions of the DIS-CERN criteria to the discrepancy between the overall and featuresbased scores, we aimed at identifying criteria that canceled each other out. For example, given 2 criteria (q1 and q2) and a pair of Web pages, we had a scenario where one page scored high on q1 and low on q2, while the second page scored low on q1 and high on q2. The result led to a net effect that was a stable overall score (ie, similar) but a low features-based score (ie, dissimilar), indicating poor similarity between Web pages. To investigate this further, we identified a set of pairs with an overall score-based similarity of at least 90% and a features score-based similarity of <50%. In the constructed set and for each pair, we calculated the score difference on every criterion and related these differences to each other. For example, using the first criterion (question 1) as a reference, we identified all score differences of the other criterion that were equivalent in sign to the score difference of question 1. In the same way, we identified score differences contributing in the opposite direction (ie, opposite sign to question 1). These differences, separated by sign, were then encoded into 2 vectors. By repeating the procedure for each Web page pair in the set, we accumulated the differences allocated in each of the 2 vectors. By subtracting both vectors and dividing by the contribution or differences accumulated in the reference criterion (question 1 in this case), we got the net contribution of all the criteria when score difference on question 1 was used as a reference. Supplementary Appendix B illustrates the calculation and the procedure using a toy example.
All statistical analyses were performed using R version 3.0.2 (R Foundation for Statistical Computing, Vienna, Austria). 34 
RESULTS AND DISCUSSION
Interrater agreement
The interrater coding consistency showed an adequate to high agreement level, ranging from 0.61-0.91, except for questions 3 and 13, which had Krippendorf alpha scores below 0.5. As a result, the latter 2 questions were excluded from the analysis. In addition, the correlation patterns of the DISCERN questions were comparable between both raters (see Appendix C).
Consensus model and its validation using simulations
The ratings produced by the consensus model (Dawid et al.) showed a high correlation with the ratings provided by each rater separately. The average correlation between the consensus model ratings and the ratings of the first and second rater across all 13 criteria was 0.88 and 0.90, respectively. Figure 1 reports the correlations between the consensus ratings and the ratings of the 3 raters for 30 simulation runs (first scenario, see Methods section). On average, the consensus ratings based on Dawid et al. 28 showed a high correlation with real raters (first 2) and a low correlation with the third rater (random ratings). This is evident for most of the questions, except for some fluctuation in question 6 . Figure 2 reports the correlation between the proposed consensus models (Dawid et al., mean ratings, and majority vote) and the ratings of the third rater (random ratings) over 30 simulation runs. On average, the model of Dawid et al. 28 shows the lowest correlation with the third rater across all DISCERN criteria.
Web page characteristics: descriptive analysis
The 272 Web pages were divided in the 3 medical topics as follows: breast cancer: n ¼ 79; arthritis: n ¼ 91; depression: n ¼ 102. Web pages on the topic of breast cancer had a mean overall score of 36.6 (SD ¼ 6.4) with a range of 24-58, while pages in the arthritis topic had a mean overall score of 33.7 (SD ¼ 6.3) with a range of 20-49. Lastly, the pages in the depression topic had an average overall score of 35 (SD ¼ 7.
3) with a range of 19-57. Exploring the characteristics of the rated pages, Figure 3 reports the average scores of the pages in the 3 medical topics on each criterion. Standout features/criteria are present in breast cancer Web pages, indicating a distinct reporting style of treatment options compared to the other 2 topics. Of note are higher scores on "how each treatment works" (question 9) and "reporting the risks of the Simulation run Correlation between consensus ratings (Dawid et al.) and ratings of the three raters treatment" (question 11) and a slightly higher score on "reporting the benefits of each treatment" (question 10).
Overall score vs features-based score
We studied 2 error metrics: similarity between the DISCERN overall score and a newly defined features-based score. We studied the behavior of these ratings using all pairs of available Web pages in our corpus. Figure 4 reports the variability between similarity metrics for Web page pairs, separated by medical topics. First, we observed a significant positive correlation between the similarity scores of the 2 metrics (r [36854] ¼ 0.43, P < .001). Second, we show that for a group of Web page pairs (we constructed groups of pages that shared similar overall scores; see Methods section) with similar overall scores, the features-based score is highly variable. This comparison suggests poor utility of the overall score as a metric for comparing the Web page quality of 2 DISCERN ratings. The overall score may incorrectly assume similarity when actually the individual scores are rather different, as measured by the features-based score.
In fact, the Web page pairs showed significantly smaller similarity scores on the features-based metric compared to their corresponding overall score on the similarity metric. This was the case when comparing the overall similarity score of each group of Web page pairs and their corresponding average features-based scores (t [39] ¼ 12.33, P < .001) and when comparing the overall score and corresponding features-based similarity score for each pair separately (t The mean difference between both metrics using all Web page pairs in the sample was 33.8 and 22.4 in both cases, without and with grouping, respectively. In other words, when both metrics were expressed as similarity scales ranging from 0-100, Web pages were less similar when using the features-based than the overall similarity score. Appendix B includes 3 heat maps corresponding to the 3 medical topics, displaying the contribution of each criterion relative to the others using the score difference among Web page pairs (see Methods section). Some criteria seemed to cancel each other out, with high similarity in 1 criteria and low in another, possibly explaining the discrepancy between a stable overall score and a low features-based score. In Appendix B, for example, questions 11 (checking if the risks of the treatment are reported) and 14 (checking if an indication for more or alternative treatment options is present) seem to vary in the opposite direction across the 3 medical topics. In other words, when taking the score difference among a Web page pair using question 11 as a reference criterion, 1 page had high scores on question 11 and low scores on question 14, while the other page had low scores on question 11 and high scores on question 14. This same inverse relationship was observed for questions 8 (checking if areas of uncertainty or a gap of knowledge is reported) and 6 (checking if the content is balanced and unbiased). Also, it can be noted that questions 1 and 2 seem to vary in the opposite direction to multiple DISCERN criteria, especially in the arthritis and depression topics. Appendix B also highlights criteria that were positively correlated. For example, question 1 (checking if Web page aims are explicitly specified) and question 2 (checking if aims were achieved) contributed to the discrepancy in the same direction.
DISCUSSION AND CONCLUSIONS
In this paper, given a multicriteria instrument for evaluating the quality of Web pages that discuss treatment options, we introduced an approach for generating a consensus rating among multiple raters using a probabilistic model, which has many advantages compared to conventional consolidation methods.
Probabilistic models for corpus annotation
Probabilistic models provide a principled way (ie, using probability) to aggregate multiple annotations from multiple raters and generate a reference corpus. In general, probabilistic models provide inferences for annotations following a generative approach where the target value (ie, correct annotation) is considered a latent variable, as described in Dawid et al. 28 This is done in an unsupervised fashion where the EM procedure is used to estimate the model parameters. The work of Dawid et al. 28 that we adopted models the competence of raters/coders by the error-rate matrix (ie, confusion matrix) measuring rater reliability. Other models following after incorporated and/or specified new model parameters. For example, the generative model of Hovy et al. 32 considered parameters assessing rater spamming behavior, using both EM and variational Bayes estimation. Welinder et al. 35 provided a similar model estimating the reliability of corpus annotations using a Bayesian version of the EM algorithm (ie, incorporating priors on model parameters). The model reported by Whitehill et al. 36 incorporated the notion of task difficulty (ie, the difficulty of coding 1 item/instance) in the modeling procedure. Using the log odds of provided annotations being correct as a bilinear function of the difficulty of the items and the expertise of raters while using EM allowed for simultaneously inferring the label of an item, the competence/expertise of the rater, and the difficulty of rating each item. 36 The discussed approaches are capable of recovering correct labels from "noisy" ratings due to possible low rater reliability or rater spamming behavior. We believe they are particularly useful for this project, where we are attempting to design a principled way of constructing an annotation corpus of Web page quality ratings using the DISCERN instrument from multiple raters, with subsequent use of the corpus to train a supervised classification algorithm. This is considered a 2-stage approach, where a reference rating is needed in the absence of absolute ground truth for subsequent ML algorithm training. 29, 37 In this context, it is worth mentioning that probabilistic models performing both stages jointly exist in the literature. Raykar et al. 31 provides a model that jointly learns the classifier/regressor, the annotators' accuracy (modeled by sensitivity and specificity parameters), and the true labels. 31 A maximum a posteriori estimate using the EM algorithm allows for estimating the true label (which becomes the reference or gold standard) and measuring the annotators' performance (using sensitivity and specificity) in an iterative process. 31 The discussed approaches should be contrasted to common proposed consensus-finding methods such as majority voting. Indeed, most of these probabilistic models outperformed the majority voting strategy, which equally weights the ratings provided by coders (ie, assumes all raters are equally reliable). 31, 32, 36, 38 This was also demonstrated in our simulation, where the majority voting strategy performed worse in the presence of noisy annotations. In addition to majority voting, another common approach is to use kappa statistics or similar measures to assess interrater agreement based on annotation samples from the complete corpus. If high agreement is achieved, then majority agreement of annotators is used as the ground truth and each rater is assigned a different set of instances/ items to annotate. Several issues might arise when following this approach. First, there is often no set threshold for defining rater agreement. Second, the approach does not quantify the skills, biases, and reliability of each rater, assuming, once sufficient agreement is established, that raters are equally skilled and are capable of annotating different and possibly nonoverlapping sets of a corpus. This becomes less acceptable where some annotation tasks would rely on more subjective labeling, including corpus annotations using medical experts. 28, 29, 31 Third, unlike the probabilistic models, which provide a confidence/certainty for estimated labels/ratings, each rating is equally weighted; and fourth, the approach does not work well with incomplete ratings, which are supported in the probabilistic models. The second point (quantifying raters' bias and competence) and third point (establishing confidence in the estimated labels) are extremely important when it comes to running the annotation process using crowd-sourcing platforms (such as Amazon Mechanical Turk), which provide cost-effective strategies for annotating data at large scales. 39 The discussed probabilistic models that identify/infer correct labels and the reliability of raters are perfectly suited for these platforms. 39 Moreover, the flexibility of these models makes them useful in an online setting to actively decide whether to ask for more ratings, given low certainty and confidence in a particular label estimation, 36 and to simultaneously choose (online) raters based on their estimated expertise and competence. 35 Therefore, taking into consideration the future development of our corpus and the possibility of incorporating crowd-sourcing platforms for DISCERN annotation, the probabilistic models seem to be the most reasonable method for constructing a reference dataset/annotation.
Features-based vs overall score
Regarding the ML metric, we evaluated 2 distance metrics (overall score and features-based score) as potential error metrics to measure the performance of any potential future ML algorithms predicting DISCERN scores. While the overall score is popular and was widely used in prior DISCERN studies, our work provides empirical evidence demonstrating that it is uninformative in given situations compared to the features-based score. Appendix B sheds more light on the observed discrepancy between the overall and features-based scores when assessing the similarity between 2 Web pages. In general, the majority of DISCERN criteria contribute to the score difference. Moreover, by inspecting the heat maps (Appendix B), we identified how the differences among Web page pairs relate to each other, such as identifying the ones canceling each other out; that is, given a Web page pair, 1 page showed a high score on one criterion while the other had a low score, or vice versa. The net effect was a stable similarity based on the overall score and a low similarity derived from the featuresbased score. For example, we can identify that multiple criteria seem to contribute in the opposite direction of question 1, which records the degree to which the aims are clearly stated. This suggests that given a Web page pair (from the ones with high similarity on overall score and low on features-based score), one page declares its aims explicitly at the beginning of the article (thus having a high score) and subsequently falls short of fulfilling these aims (thus having a low score on other criteria), while the second page does not explicitly announce its aims but does a good job in the discussion of treatment options, or vice versa. Another example of such an inverse relationship is question 11 (checking if the risks of the treatment are reported) and question 14 (assessing if an additional or alternative treatment is mentioned). This indicates that for some Web page pairs, one of the pages focuses on one particular treatment only, with robust reporting of the associated risk, while the other page offers a broad discussion of treatment options without focusing on any particular risk (and vice versa).
Thus, comparing Web pages across or even within medical topics using the overall score may hide these differences (ie, the scores may look similar, but are due to different criteria). A features-based score, on the other hand, would accurately record the content similarity.
As a result, a fair evaluation metric for any future ML algorithm automating the scoring of Web pages would be the features-based score, as it is better suited to assessing performance across all criteria and thus the overall semantics of the evaluated pages.
One limitation is the small number of annotators used in the study. However, although we had only 2 trained raters for this task, the model was capable of adequately handling a simulated noisy rater. However, having only 2 coders did not allow for exploiting the full potential of the probabilistic models and/or using different ones mentioned in the Discussion section. We plan to expand the annotation process to bigger scales using a crowd-sourcing approach. Therefore, the current paper provides proof of concept for the potential of producing data annotation (ie, labels/ratings) by using probabilistic models aggregating multiple ratings using the DIS-CERN instrument.
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