The Simons Observatory (SO) is a new experiment that aims to measure the cosmic microwave background (CMB) in temperature and polarization. SO will measure the polarized sky over a large range of microwave frequencies and angular scales using a combination of small (∼0.5 m) and large (∼6 m) aperture telescopes and will be located in the Atacama Desert in Chile. This work is part of a series of papers studying calibration, sensitivity, and systematic errors for SO. In this paper, we discuss current efforts to model optical systematic effects, how these have been used to guide the design of the SO instrument, and how these studies can be used to inform instrument design of future experiments like CMB-S4. While optical systematics studies are underway for both the small aperture and large aperture telescopes, we limit the focus of this paper to the more mature large aperture telescope design for which our studies include: pointing errors, optical distortions, beam ellipticity, cross-polar response, instrumental polarization rotation and various forms of sidelobe pickup.
INTRODUCTION
Measurements of the cosmic microwave background (CMB) at large 1 (degree) and small 2-4 (arcminute) angular scales have been used in recent decades to constrain parameters of the ΛCDM standard model of cosmology. These measurements can be used to probe inflation, 5 detect galaxy clusters, 6 measure cluster dynamics, 7 and constrain the sum of the neutrino masses among other scientific goals.
To detect the faint light from the CMB, experiments require high sensitivity and control over image fidelity (systematics) . Mechanisms such as Thompson scattering and gravitational lensing produce polarized signals that motivate polarization-sensitive experiments. Separation of CMB signals from foregrounds requires multifrequency observations. Improving uncertainties on cosmological parameters motivates the need for large-area surveys, which also benefits cluster science and cross-correlation studies with optical surveys.
Simons Observatory (SO) is an upcoming experiment that will measure the CMB in both temperature and polarization across a wide range of frequencies and angular scales (degree to arcminute) from the Atacama Desert in Chile. SO will achieve this through the use of both a large aperture reflective cross-Dragone telescope with a 6 m primary aperture (in the same configuration as the CCAT-prime telescope 8 ) and multiple 0.5 m aperture refractive telescopes. A description of the SO large aperture telescope (LAT) is given in Galitzki et al. 2018. 9 In this paper, we discuss optical systematic studies for SO and how these studies are being used to provide design feedback to minimize systematics in the observations. We model many of the optical systematics in both sets of telescopes using similar methods. We limit our focus to the optical systematic studies on the LAT. In this work we will discuss physical and phenomenological models that have been built and validated in previous CMB experiments. A description of the SO instrument optical design is given in Dicker et al. 2018 . 10 In Sec. 2 we discuss optical distortions, cross-polar response is discussed in Sec. 3, in Sec. 4 we discuss pointing errors and various forms of sidelobe pickup are discussed in Sec. 5. This paper is part of a series of papers on the systematic and calibration studies for SO. [11] [12] [13] We are combining the detailed results of the full SO systematics and calibration studies into a comprehensive study that will be released in a series of future papers to the community for use in developing future experiments like CMB-S4.
OPTICAL DISTORTIONS
The initial LAT receiver (LATR) deployment will consist of seven optics tubes located at the focal point of the two mirror system. 10, 14 These seven optics tubes are arranged as a central tube with an hexagonal pattern around it. Space for another ring of six additional optics tubes is incorporated into this design to allow for future expansion of the instrument. Each optics tube consists of three lenses and a Lyot stop. Infrared blocking and band selection is achieved with stacks of filters placed inside the cryogenic optics tube. The optical design is described in Dicker Confi. uration 9, A=1100 pm Area shown corresponds to the fraction of the area with Strehl ratio greater than 0.8 and within a tiled hexagonal pattern at the focal plane of the system. Note that there is still one rotational degree of freedom where the angle of the tiled pattern at the focal plane is varied to allow maximum coverage. This will be explored in future work.
We quantify optical distortions by evaluating the Strehl ratio of the optical system, including mirrors and the three-lens re-imaging optics contained in the optics tubes. The Strehl ratio (eq. 1) is the measure of the ratio of the peak intensity of the diffraction point spread function (PSF) to the peak of the intensity of the diffraction PSF in the absence of aberrations. 15 In this calculation, diffraction is computed using a scalar theory of diffraction as it is common in current ray-tracing packages. 15
Our studies evaluate the Strehl ratio S at λ = 1.1 mm (the shortest wavelength of operation) and compute the percentage of the focal plane where S is greater than 0.8 (where we define diffraction limited performance). This area coverage is used to compare designs and evaluate performance among optics tubes.
After optimization, we find that the center tube has the best image quality coverage, with 100% of the array above the S = 0.8 threshold. Area above the S = 0.8 limit ranges from ∼ 50% to 85% across optics tubes. Figure  1 summarizes these results. For simplicity, the rotational degree of freedom, where the detector hexagonal tiles are rotated to maximize the covered area is not explored and is left for future work. The optical design was Figure 2 : Output of physical optics simulations showing predicted beam shape for a 150-GHz pixel (left) and a 270-GHz pixel (right) in two of the off-center optics tubes (configurations 5 and 3, respectively). The contours identify the −3, −10, −13, and −20 dB relative to main peak (normalized to forward gain). Note the different axis scaling and color for the two panels.
optimized without taking this into account, and the hexagonal pattern was evaluated after optimization. Note that for wavelengths longer than 1.1 mm, the larger beam size increases Strehl ratios and the area above S = 0.8 is 100% in all seven tubes.
Beam FWHM
A key optical performance characteristic is the beam full width at half maximum (FWHM). We calculate the FWHM by fitting an elliptical Gaussian model to the far field beam map output from GRASP 16 physical optics simulations (example output beam shapes are shown in Fig. 2 ). The FWHM is then calculated as FWHM = √ 8 log 2σ max σ min , where σ max and σ min are the major and minor beamwidths of the best fit elliptical Gaussian, respectively.
With feedhorn-fed detectors, non-normal angles of incidence at the focal plane or variations in the f /# of the optics can result in beam distortions that affect the FWHM and ellipticity. The reimaging optics designs presented here and in Dicker et al. 10 have been optimized for telecentricity and to minimize variations in f /#. These quantities have been analyzed and compared for every optics tube configuration in over a dozen different optics designs. Examples of these analyses are shown in Figure 3 .
Beam ellipticity
Non-idealities caused by the departure from beam circularity are often the first systematics considered when studying beam-related systematics. Here we quantify beam ellipticity as *
Generally speaking, beam ellipticity can be attributed to non-uniform illumination of system apertures and nonideal image quality (Strehl ratio); as a result, ellipticity tends to worsen as detectors are shifted away from the symmetry axis of the telescope.
While characterizing the beam response of the proposed design for the SO LAT, we see a general correlation between beam ellipticity and Strehl ratio. Figure 4 shows the predicted beam ellipticity and FWHM of three frequency bands (90, 150, and 270 GHz) as a function of Strehl ratio at 270 GHz. As expected, beam ellipticity rises more quickly with Strehl ratio at higher frequencies. Physical optics simulations generated by GRASP Ellipticity as a function of Strehl ratio Figure 2 ). The corresponding Strehl ratio was calculated using Zemax OpticStudio.
In general, an asymmetric beam leads to a signal amplitude that depends on scanning angle. If not properly quantified and accounted for in analysis, this can bias both temperature and polarization measurements. 17 This systematic is most pronounced at the beam scale, but it can be somewhat remedied through a combination of cross-linking and half-wave plate modulation.
POLARIZATION SYSTEMATICS

Cross-polar response
Cross-polarization is an optical systematic that represents the degree of polarization leakage between orthogonal polarization modes. The cross-polarization typically depends strongly on the optical design itself and describes how much the linear polarization is rotated by the reflective and refractive optical elements as light propagates through the system. If not accounted for, cross-polarization mixes the Q and U signals and can create spurious systematics in the CMB polarization signal of interest.
The cross-polarization can be modeled using the Mueller matrix formalism. 18 Physical optics simulations can be used to calculate the Mueller matrix beams of the telescope optical design, and these can be propagated to the power spectra using map-level simulations. A study of the effect of detector polarization leakage in the CMB power spectra (in SO) is presented in Crowley et al. 11 2018. The cross-polarization systematic leakage of the crossed-Dragone reflector system has been studied in great detail in the literature. 19 The cross-polarization of reimaging optics are highly dependent on the exact lens shapes, configuration, and anti-reflective (AR) coatings, so specific optics simulations are needed to evaluate the level of cross-polarization in a given system. It is also well known that feedhorns and lenslets can create similar levels of cross-polarization leakage and must be included in the optics simulations to achieve accurate estimates. Metal-mesh filters and anti-reflection coatings can also introduce a polarization effect. These optical elements are difficult to model, and effective parameters are measured in practice and incorporated to simulations to avoid running a physical optics into the detailed cell elements.
The LAT has adopted a modified crossed-Dragone 8, 10 design which is expected to similarly minimize the cross-polarization systematic. Because cross-polarization of the detector coupling technology can be a large source of this systematic, full physical optics and method of moments simulations of the entire optical chain (reflectors, AR coated re-imaging lenses, and baffling) with detector coupling technology specific beam inputs are planned for SO.
Using physical optics simulations, the cross-polarization for the 6 m class modified crossed-Dragone reflector design was estimated. The finite conductivity of the reflectors were assumed to be 2.5×10 7 S/m. The Mueller matrix representing optical properties of the reflector system was calculated from the physical optics simulations. Each Mueller matrix element represents a sky propagated Mueller beam of the telescope from a feed at the crossed Dragone focus. The results are summarized in Table 1 . Here the the FOV Y-axis is along the asymmetric axis of the reflector system. As expected the cross-polarization is minimal along the optical axis of the system and increases away from the FOV center. These cross-polarization values were found to be on similar levels to that of a standard crossed-Dragone design of similar aperture size and design.
Instrumental polarization
Instrumental polarization (IP) is a systematic that takes into account any temperature to polarization leakage that is caused by the telescope. This includes any polarized signal created through differential transmission or reflection by optical elements, along with any leakage resulting from pair-differencing orthogonal detectors. This systematic can be computed from theory and compared to measurements. Bryan et al. 2018 13 discusses calibration techniques for future CMB observatories.
Optical IP on the LAT is dominated by the two mirrors 20, 21 and the three lenses, 22 and is larger at higher incidence angles. Because of this, IP is often worse for detectors at the edge of the focal plane. Polarization is introduced from the mirrors due to their finite conductivity, and the polarization fraction of the reflected light 23 is given by
where ρ is the conductivity of the metal and θ is the incident angle of the incoming light.
The IP from the modified Crossed-Dragone design calculated using physical optics simulations is summarized in Table 1 . These results do not include re-imaging optics. The majority of the IP is contained in the IQ Mueller term because the Q polarization was defined to be aligned along the asymmetric axis of the reflector system. It was found that compared to a reflector system with perfect conductivity, the finite conductivity (2.5×10 7 S/m) of the reflectors increased the IQ power from −43.5 ± 1.5 dB to -35.5 ± 0.5 dB. The IP due to the reflectors was found to be approximately similar in power across the FOV.
The IP of the lenses can be estimated using the polarization sensitive ray trace in the optical design software Code V, 24 which was used for modeling the systematic polarization rotation present in the Atacama Cosmology Telescope Polarimeter (ACTPol) optical chain. 25 Unpolarized fields are input, propagating from the sky to the detector focal plane. Code V does not model the finite conductivity of the reflectors, and so returns no contribution to the polarization at the focal plane from the reflectors. In the case of ACTPol, the three lenses contribute, in total, a maximum of 0.14% near the edge of one of the off axis focal planes. Similar analysis will be done on the SO optical design in the future.
POINTING UNCERTAINTIES
In any telescope, the optical pointing of the detectors must be accurately known and recovered over all observations through pointing reconstruction. The pointing uncertainty is any residual reconstruction difference in the pointing model due to statistical fluctuations and complex systematic effects. Hence the pointing uncertainty consists of two components: (1) statistical pointing jitter and (2) systematic pointing uncertainty and distortion.
Statistical Pointing Jitter
Statistical pointing jitter is the random root mean square (RMS) pointing fluctuation in the pointing reconstruction. The random pointing jitter can be caused by mechanical and structural limitations of the telescope and residual pointing reconstruction. Telescope mechanical limitations can include telescope mechanical motion resolution, encoder resolution, structural stability, and vibrations of optical elements. Pointing jitter from analysis includes statistical pointing model fit errors due to a limited number of pointing data points in analysis.
In the case that the pointing uncertainty is random, the pointing jitter is modeled as a smearing or broadening of the instrument beam. This is equivalent to a reduction of the telescope sky resolution. This can be modeled in terms of the effect on B , the window function representing the effects of beam resolution and smoothing in the multi-pole domain. The pointing jitter is effectively a degradation of the window function and is given by
Here σ 2 p,RM S is the statistical RMS pointing reconstruction uncertainty. This statistical pointing jitter results in increased statistical uncertainty in the power spectra C at high as a function of the original beam size and RMS value. The theoretical uncertainty increase as a function of for the LAT is shown in Fig. 5 . Typically large aperture experiments are designed to achieve ≤ 10 arcsec levels of pointing RMS jitter by designing in structural stability of optical elements as well as encoder readout stability. For example this would equate to < 4% reduction in sensitivity at ≤ 4000. With careful pointing reconstruction analysis using point sources and/or star cameras, this jitter can potentially be reduced further.
Systematic Pointing Uncertainty and Distortion
Systematic pointing uncertainty and distortion are the residual uncertainties in the pointing reconstruction due to external parameters creating complex flexure in the telescope structure which leads to misalignments and deformations of the instrument optics. These external parameters represent any change in the telescope environment such as ambient temperature, solar irradiance, and structural deterioration. External parameters that correlate with the sun and weather will change on hourly time scales as well as throughout the year. Structural deterioration will occur on much longer time scales of months to years and this pointing change may be negligible within a single observation season.
Here we have made a distinction where the systematic pointing error refers to misalignments between optical elements and pointing distortion refers to deformations of the optical elements. Both effects depend highly on the telescope structural design and are difficult to model exactly. 8, 10, 26 Misalignments can be approximated using geometric optics tolerance models. Deformations are comparatively more difficult to model because deformations can change the F-number of each optical element due to changes in the conical surface shapes which are typically difficult to measure frequently.
As done in Polarbear, 27 the pointing reconstruction model can be expanded to include systematic effects due to external parameters. Two additional terms were added to model the structural flexure from varying ambient temperature. Another two terms were used to model differential solar heating across different parts of the telescope dependent on sun position and telescope orientation.
The systematic pointing error and distortion cannot be modeled simply by a smearing of the instrument beam, and will generally create asymmetric non-Gaussian effective instrument beam shapes. Detailed measurements (such as photogrammetry) of metrology and surface shapes across different environmental conditions and physical optics simulations will be needed to model such systematic pointing model effects. The error in the power spectra can be estimated through simulations comparing pointing models with different sets of systematics parameters as done in Polarbear. 27 Modeling complex environmental effects is difficult, but these errors can typically be minimized through various means. Added mechanical implementations such as structural reinforcements, baffling, and insulation are effective. Environmental regulation of key components (i.e. receiver mount) can also reduce the systematics. Active monitoring of structural temperature gradients and vibrations can aid in modeling these pointing systematics as well. With necessary precautions these pointing systematics can be minimized effectively.
SIDELOBE PICKUP
The angular response of an imaging optical system is described by its power pattern which consists of a main lobe, where the angular response of the system is maximum, and sidelobes. Sidelobes result from non-ideal interactions in the system and can be loosely classified into near sidelobes and far sidelobes.
Near sidelobes are close (∼ λ D to 1 field of view (FOV)) to the main beam. Their origin can be diffractive, can be the result of multiple reflections in the optical path or it can result from scattering in an optical component. When reflections occur inside of the refractive camera, they can result in ghosting, where a secondary image forms from the primary image's reflections. Polarized near sidelobes have been observed in ACT that follow a square cross pattern. 28 These are consistent with diffraction off a metal mesh filter at the Lyot stop which will be avoided in SO.
Far sidelobes are located at large angles from the main beam (from 1 FOV to 180 degrees). They are typically more difficult to model and characterize than near sidelobes and are generated by a variety of physical mechanisms like reflections, diffraction, scattering or a combination of them. Diffraction can occur if the paneled surface of the primary and secondary mirrors have gaps with a size comparable to a wavelength. This effect was studied in ACT. 29 Scattering at the camera can increase the sensitivity of the camera to stray light, generating large angle sidelobes. 30 The design of high-sensitivity transition-edge sensor (TES) coupled experiments requires both low sidelobes and low spillover. Large angle sidelobes are undesirable as they inject faint signals of objects far away from the main beam, while spillover degrades detector performance due to increased photon noise. Spilled or thermal radiation can have a potentially severe impact on detector performance and can be so severe that the optical power surpasses detector saturation power. Introducing reflective baffles that guide rays (in the time-reverse sense) from the receiver camera out to the sky instead of terminating them at an ambient temperature surface trades thermal light for sidelobes. In this study, we model near sidelobes from ghosting and far sidelobes from multiple reflections on the telescope structure.
Near sidelobes from ghosting
Ghost images are generated by small reflections off optical elements and are a source of near sidelobes. Ghosting is simulated using a ray-tracing software (Zemax OpticStudio) in the non-sequential mode. Here, we model the optical chain (two-mirror system, three-lens camera with lyot stop, filters and window) allowing for reflections inside the optics tube. Reflections in the lens interfaces are allowed at the 1% level and the focal plane is modeled with a reflectance of 100%. Plastic windows and filters are modeled with 0.5% reflectance per interface. The inner boundary of the optics tube is modeled as a perfect absorber such that rays that escape the tube on the sides do not reflect back. The diffraction PSF from Huygens theory of diffraction is superimposed to the ghosting pattern to show the scale of the ghosting. Figure 6 shows that the ghost image for the center field is diffuse and has an intensity ranging from −25 dB (near the main beam) to −50 dB (shown as a halo around it) below the main beam. This is a pessimistic value (due to the values chosen for the reflectivity of the AR coatings and the reflectivity of the focal plane) intended to be interpreted as an upper bound; the actual ghosting intensity will depend on the reflectivities of the refractive system.
Far sidelobes
The far sidelobe response of the system is simulated using the hybrid approach studied in ACTPol. 30 Here the beam of the camera receiver is modeled using a phenomenological fit obtained from measurements in the field. This approach is preferred over a full physical optics model, as it is faster to run and captures effects that are hard to model from diffraction alone. Other effects that are difficult to model in a physical optics simulation include scattering off optical elements and diffuse reflections off the inner walls of the camera optics tube. Figure 6 : Left: Non-sequential ray trace showing an example of a ghost image. Rays from a field close to the center (red) reflect off the focal plane, and get reflected on one of the lens surfaces to form a spurius image like the one shown on the right. Rays for other field positions (green and gold) are also shown. Right: Ghosting image intensity for an off-axis pixel in the LAT design. This is a pessimistic estimate driven by the 1% reflectivity of the AR coatings in the model and the perfect reflectivity of the focal plane. In practice AR coatings have been demonstrated with lower reflectivity, 31 which will decrease the amplitude of the ghosted signal. Vertical axis is shown in dB from the main beam.
Parameter α[deg] β[deg]
A Table 2 : Parameters used in the beam fit model. The intensity of the camera beam is described by Eq. 5, where α and β control the decay of the Gaussian and exponential functions as a function of angle. A is the relative intensity of the exponential tails relative to the center beam and θ o is the transition angle, given by the Lyot stop diameter and the optics of the camera. 30 The camera beam is modeled using a Gaussian beam with exponential tails that represent the level of scattering that the optical elements present to incoming light. In this model the response of the three-lens system to incoming light at an angular distance θ is given by 30
where θ o is the secondary mirror illumination angle and is given by the F-number of the primary-secondary system. α and β are the angular parameters setting the width of the Gaussian profile and the speed of decay of the tails of the distribution. Parameter A is a scale factor that sets the overall level of the exponential tails relative to the central Gaussian profile. Values in equation 5 are taken from measurements performed for AdvACT. 30 Table 2 shows the numerical values used in this simulation. The AdvACT camera has enough similarities to the proposed SO camera at millimeter wavelengths, that the use of the ACT beam model is justified until SO instrument beam measurements are available. While the recently measured sidelobe levels appear promising (3 %), additional studies are in progress to improve the spilled light at the receiver and effectively reduce the parameter A in the equivalent beam model presented here.
The beam model is simulated in a ray-tracing software (Zemax OpticStudio 15 ), where the intensity determines the probability of a ray being realized in one direction. We use a CAD 3D model of the mechanical structure of the telescope and the reflective part of the optics to predict how much light gets from the camera window to the sky (and in what direction). In practice, this simulation launches rays from one position on the camera window surface with the given beam model described in equation 5 and counts how many rays get to the sky after a finite number of bounces inside the telescope structure. This method allows for rapid evaluation of different prototypes. Figure 7 : Non-sequential ray trace model for the large aperture telescope. Upper left shows configuration c (parabolic baffle with a large secondary and primary guard ring baffles) and the position of 4 fields being launched from the focal plane of the telescope. The model contains primary and secondary mirrors, a parabolic baffle around the camera aperture (pink), guard rings around the primary and secondary mirrors (also pink), a flat reflector covering the space on the back of the primary mirror (green) and a three-segment reflector placed between the primary and secondary reflectors (cyan). This configuration is meant to serve as an upper limit, more reduced baffles will be implemented in SO. Upper right (lower right) shows the fractional power that reaches the sky from the center field of the center camera versus number of bounces for a perfectly reflective telescope solid model for N in the interval 0-1 (2-10) bounces. Lower left shows the power density at the sky for N=3 bounces for configuration b (parabolic baffle alone). Power density at the sky is normalized to have an injected power equal to 1 W. In this configuration, one sidelobe is expected between 60 and 80 degrees, corresponding to the direct line of sight from the receiver camera to the sky. The parabolic baffle forms a ring around the main beam at N=3, which contains most of the difference in power between the parabolic baffle and the no-baffle model.
We have compared three configurations: one with no baffling (a), one with a parabolic baffle around the receiver window (b) and another configuration with a parabolic baffle, a guard ring around primary and secondary reflectors plus a three segment baffle between primary and secondary (c). Configuration c is merely conceptual as it extends physically as much as possible inside the elevation structure and it serves here as an upper limit of how well this design could perform. A reduced version of the primary-secondary baffle will be implemented in SO. Figure 7 (upper left) shows one model (configuration c) with a square aperture at the entrance of the system, a parabolic baffle around the receiver aperture (shown in pink), a reflective baffle (made out of flat segments) around the primary and secondary mirrors (also pink), a three segment flat panel baffle on the lower part of the primary/secondary corner (cyan) and a flat baffle covering the back of the primary mirror (green).
The figure of merit used is the fraction of power reaching the sky after N bounces for each model configuration. The mapping speed of the experiment is a steep function of the spillover fraction as discussed in Hill et al. 2018 32 (section 4.4). Based in these mapping speed studies, we have established that the SO sensitivity goal corresponds to a 98% spillover fraction while the threshold for operation corresponds to 95%, we define a baseline level at 96.5%. Early ACT beam measurements suggested that SO might have trouble meeting the goal; however, our most recent and precise measurements suggest that our spillover goal is within reach. Figure 7 (lower right) shows this and the effect of the three studied configurations. The nominal (a) configuration with no baffles reaches 97.4% of the power at the sky after two reflections. As much as 1% in spillover can be gained at the third reflection if a parabolic baffle alone is used. In this model the upper limit (configuration c) shows less than a one percent improvement from the parabolic baffle alone configuration (b).
The angular distribution of the scattered light at the sky can also be extracted from this model. Figure  7 (lower left) shows that around the main beam a ring at around 10 degrees appears as a consequence of the parabolic baffle, also a spillover sidelobe forms at large angles (N=0) between 70 and 80 degrees. The first bounce feature is extended and it appears between 40 and 70 degrees from the main beam. This predicted sidelobe pattern will be included in the design of our observation strategy. 33 
CONCLUSION AND FUTURE WORK
SO will measure the CMB with unprecedented sensitivity. Such an increase of sensitivity puts greater challenges on how we understand and control systematic effects. In this paper, we present some of the computational tools we are using to model and incorporate these high order effects into the design of the instrument. These tools have progressed substantially in recent decades, allowing for simulations of complex systems with a great level of accuracy and enabling rapid iterations of prototype designs and implementations. These tools will not only benefit the design of the instrument, but they are also being used to determine calibration requirements. The tools and methods developed for SO and presented here can be extended to the design of future experiments such as CMB-S4.
