A fine-grained video content indexing, retrieval, and adaptation requires accurate metadata describing its structure and semantics to the lowest granularity, i.e., the object level. We address these requirements by proposing Semantic Video Content Annotation Tool (SVCAT) for structural and high-level semantic annotation. SVCAT is a semi-automatic MPEG-7 standard compliant annotation tool, which produces metadata according to a new object-based video content model. Videos are temporally segmented into shots and shots level concepts are detected automatically using ImageNet as a background knowledge. These concepts are used as a guide to easily locate and select objects of interest which can be tracked automatically. The integration of shot based concept detection with object localization and tracking drastically alleviates the task of an annotator. As such, SVCAT enables to easily generate selective and fine-grained metadata which are vital for user centric object level semantic video operations such as product placement or obscene material removal. Experimental results show that SV-CAT is able to provide accurate object level video metadata.
INTRODUCTION
In recent years, the rapid evolution of technology has contributed to the distribution of huge amounts of video data over the web. A critical prerequisite to effectively index, query, retrieve, adapt and consume such masses of information is the availability of video content annotation tools providing semantic and structural metadata at different levels of granularity. In several scenarios, applications can benefit from accurate and rich metadata, in particular from metadata related to objects and their spatial properties. Typical examples include the following:
• Object-based video mining (e.g., video indexing or video summarization), which is arguably more efficient when relying on the semantics of the objects present in the video (Weber, Lefevre, & Gancarski, 2010) .
• Spatial semantic adaptation of video, such that a high priority is attached to regions of interest to maximize the quality of the adapted content while targeting Universal Multimedia Access (Bruyne et al., 2011) .
• Automatic fine-grained personalization of video content-for instance using an adaptation decision taking engine that employs a utility-based approach. In such an approach, the utility of adaptation options is evaluated by considering several quality parameters derived from the metadata describing the video content (El-Khoury, Coquil, Bennani, & Brunie, 2012) .
To realize fine-grained video annotation, the video must first be segmented. Afterwards, a thorough video analysis is required to accurately identify and describe objects, events, and temporal and spatial properties of the objects. The extracted information should then be represented in an interoperable format that enables its exploitation by a large number of applications. To this end, the definition of an expressive video content model is required. Finally, to store all the above information, an annotation language capable of covering the video content model must be used. Many video annotation tools have been proposed in the literature (Dasiopoulou, Giannakidou, Litos, Malasioti, & Kompatsiaris, 2011) . With respect to the production of fine-grained structural and semantic metadata, these tools have a number of limitations, which are mainly related to (i) their annotation model and metadata format, (ii) the accuracy of object-level annotation and (iii) their degree of automation.
Annotation model and metadata format: Many tools are based on video models that lack expressiveness along spatial and semantic dimensions. Indeed, they do not integrate the object layer in their model of the video structure. They just rely on the metadata extracted from the object to describe shots and scenes, thus bridging the gap only for the temporal structure. Moreover, they store the generated metadata in custom formats rather than standardized description documents. This reduces their adoption as exploiting the produced data in applications requires learning these specific formats and developing ad-hoc parsers. In contrast, standardized formats such as MPEG-7 increase interoperability since they provide a well-defined, documented structure.
Accuracy of object-level annotation: the support for video annotation at the object level by the existing tools is rather poor. The few that support this at all often lack precision in the specification of the spatial properties of the object: its selection relies on imprecise drawing tools such as bounding boxes and polygons. Even for the tools that offer this functionality with acceptable accuracy, it remains impractical for relatively large videos due to its limited degree of automation.
Degree of automation: semantic and structural annotation of videos includes several processes that are very time consuming if they have to be executed manually. This is in particular the case for identifying semantic temporal structures like scenes and localizing the salient objects in each frame. Furthermore, as enormously challenging as it is to locate segments and objects of interest in a video by hand, existing systems do not provide generic and sufficient support for it. Although several tools enable automatic shot detection as well as localization and annotation of the object in one frame, none of them supports the propagation of object descriptions to the next frames without human intervention. For instance, the propagation is done by dragging the object descriptions or by copying them with one mouse click from frame to frame. We argue that automation can significantly increase the performance of the video analysis and is indispensable to process large videos efficiently.
To overcome these limitations, we propose SVCAT for structural and high-level semantic annotation. More, we present a new video data model, which captures the low-level feature, high-level concept and structural information generated by SVCAT. SVCAT is a highly automated (i.e. semiautomatic), standard compliant (i.e. MPEG-7) and very accurate (i.e. object level granularity at pixel precision) annotation tool that generates a fine granularity semantic description in two phases. The first phase deals with identification of semantic entities in the temporal dimension based on concept detection in shots, which is achieved by classifying keyframes of the shot into ImageNet large scale hierarchical image categories. This produces a very high level description of the shots. Using this description as a guide, users can easily navigate to and select objects of interest which the system then tracks automatically, using a contour tracking algorithm, to produce the finer descriptions. This two level arrangement makes SVCAT easily customizable to varying application scenarios and reduce the effort required by annotators to locate objects of interest.
Besides structural annotation (scenes, shots, frames, objects), SVCAT provides a mechanism to attach semantic descriptions to the segments. Indeed, descriptive keywords derived from MPEG-7 classification schemes (CS) are attached to them. These CS define controlled vocabularies, which are necessary to specify semantics distinctly and render the generated descriptions interoperable. Fundamentally, SVCAT is an attempt to interconnect researches in concept detection and object tracking to facilitate automated video annotation.
The remainder of this paper is structured as follows. In the next section, we analyze the requirements of a video annotation tool. Then, we presents our object-based video model and describe in detail the architecture and functionalities of SVCAT. Following that, evaluation results regarding the accuracy and performance of SVCAT are discussed. Finally, we overview existing video annotation tools and position SV-CAT among them before giving conclusions and future perspectives.
VIDEO CONTENT ANNOTATION REQUIREMENTS
In this section, we examine the main requirements for an efficient video content annotation tool that enables the production of structural and semantic metadata at different levels of granularity. These requirements are considered in light of the criteria discussed in the previous section: interoperability, high degree of automation, and accuracy. To increase the applicability of the tool, we also stress that it should be bound neither to a specific type of videos (domainindependence) nor restricted to a specific type of objects. In line with how SVCAT operates, we categorize these requirements into three as automatic shot annotation, object annotation, and video model/metadata requirements and describe them in more detail in the following.
Automatic shot annotation requirements
Automatic shot annotation consists of temporal video segmentation followed by concept detection. This segmentation consists of decomposing the video content into shots and detecting keyframes within the shots. Shots are defined as sequences of images taken without interruption by a single camera. The problem of automatic shot boundary detection has attracted much attention, enabling state-of-the-art shot segmentation techniques to reach satisfying levels of performance, as demonstrated by the TREC Video Retrieval Evaluation track (TRECVID) (Smeaton, Over, & Doherty, 2010) . Because shots possess temporal redundancies, they are customarily abstracted with keyframes. Keyframes are typical frames(static images) that contain salient objects and events of the shot and contain little redundancy or overlapped content. Given a shot P having n frames, i.e., S = ( f 1 , f 2 , . . . , f n ), let d j | j ∈ 1, 2, ..., n be the difference of feature values between consecutive frames. The set of keyframes then is a collection of frames K = { f k1 , f k2 , . . . , f km } ⊂ S where m < n and d j is a local maxima with respect to its preceding and following the frames.
Once the temporal video units such as shots are identified, the next step in video annotation is to detect semantic entities, i.e., people, objects, settings and events appearing in these units and label them accordingly. With the size of videos, doing this manually is difficult and can be sensibly used to produce only short video level descriptions. For a complex content like video, this means insufficient content description. Social tagging methods, enabled by the proliferation of Web 2.0 applications like YouTube and Vimeo, are also known to produce ambiguous, too personalized and limited annotations (Ulges, Schulze, Koch, & Breuel, 2010) . A feasible alternative is an automatic annotation that derives semantic labels for videos based on automatic concept detection -a process of inferring the presence of semantic concepts in the video stream (Snoek & Worring, 2009 ).
Concept detection is considered as a classification problem where finite set of concept detectors are trained over low level features of the video. It consists of training and testing phases. During the training phase, annotated visual concept lexicons are chosen and discriminative methods like support vector machines (SVMs), nearest neighbor (KNN) classifiers, or decision trees are used to train positive and negative examples of each concept. In the testing phase, a probability value indicating the existence of concepts is assigned to an input video (Snoek & Worring, 2009) . Applied on shots, concept detection deals with the extraction of appropriate features from the shot to estimate concept scores indicating the probability of certain concept's presence in the shot. This involves several tasks as depicted in Figure 1 . The figure gives a scheme of automatic shot annotation based on bag of visual features image representation(BoVF)model and where the shots are abstracted with keyframes. Visual classification using BoVF has four basic steps-feature extraction, codebook generation, image encoding and image classification (Csurka, Dance, Fan, Willamowski, & Bray, 2004) . In the following sections, we discuss each of these tasks concisely and explain important parameters along the way.
Feature extraction: identifies salient regions in the image and describes their characteristics. A good quality annotation necessitates these features to be highly discriminative. In the last decade, several local descriptors such as Histograms of oriented gradients (HOG), Gradient location and orientation histogram (GLOH), Speeded up robust features (SURF), and Scale Invariant Feature Transform (SIFT) have been used for various purposes (Linderberg, 2013) . However, SIFT have proven to be successful in image matching, object recognition and image classification researches. SIFT descriptors are based on grayscale gradient orientations of keypoints obtained from scale-space extrema of differences-of-Gaussians (DoG). They are invariant to translation, rotation and scaling Codebook generation: With BoVF representation, images are described as a normalized histogram of visual features in a visual vocabulary (codebook). A codebook is generated by applying clustering algorithms such as K-means and Gaussian mixture model(GMM) on the features extracted from a training set. The cluster centers form the codewords which in essence are the most representative patterns of the images set. New extracted feature from images are labeled with these codewords. The number of codewords(codebook length) plays an important role in the accuracy of images representation; it has been shown that larger codebooks give better results in image classification (Linderberg, 2013) .
Image encoding: assigns detected features to the codewords using hard or soft techniques (Chatfield, Lempitsky, Vedaldi, & Zisserman, 2011) . Hard-assignment encoding (also called vector encoding) assigns an extracted feature to only one best matching codeword. Let the codewords in the codebook be cw 1 , . . . , cw K , the set of descriptors sampled from an image be d 1 , . . . , d N , and ψ mi an assignment of descriptor d i to a codeword m. Hard-assignment encoding assigns an extracted feature to its most matching codeword optimizing argmin
when, for instance, an Euclidean distance is used ( · represents l 2 distance). The image representation then becomes the non negative vector f hist ∈ R K such that [ f hist ] m = |{i : ψ mi = m}|. On the other hand, soft-assignment methods (also known as kernel codebook encoding techniques) represent images by estimating posteriori probability of features to each codeword. Besides, sparse and locality coding schemes that optimize a linear combination of few visual words to approximate a local feature and code it with the optimized coefficients have been recently introduced. Typical example is the locality constrained linear encoding (LLC) that projects each image descriptors d i to a local linear subspace spanned by small number of visual words close to d i . This encoding requires to first set the number of nearest visual words to be used. Assuming that a set of N codewords are used to encode d i , its descriptor will be a K-dimensional vector containing weighted linear approximation of d i over these N words and zeros for the other words. Image level description is then obtained by sum or max pooling (Chatfield et al., 2011) Image classification: this phase analyzes image descriptors to organize images into distinct and exclusive classes. In the past, SVM and Random Forest based classification schemes are shown to perform well over large dimensional data like image data (Caruana, Karampatziakis, & Yessenalina, 2008) . SVM classifiers map training data to a higher dimensional space using kernel functions such as linear, polynomial, radial basis function, or sigmoid and find a maximal margin hyperplane separating classes of the data. New data are then classified according to the side of the hyperplane they belong to. Random Forest(RF) classifiers use a group of unpruned decision trees whose leaf nodes are labeled by estimates of the posterior distribution over the image classes. These trees are built on randomly selected subspaces of the training data. Different works have demonstrated that RF classifiers can achieve a good accuracy in classifying multi-class high dimensional data with lesser computational requirement than their SVM counterparts.
Annotation refinement: accuracy of automatic concept detection suffers due to the high variability in the visual characteristics and, hence, it is a common practice to minimize the effect of the error by refining obtained annotations. Several works use a popular strategy called Content-Based Concept Fusion(CBCF) (Zhong & Miao, 2012) to achieve this. In its simplest form, CBCF uses some common concept coocurrence reference to evaluate the quality of candidate annotations within shots. However, this is not sufficient as using the same concept coocurrence set for every shot or video does not work well due to differences in video contexts. In addition, relationship between consecutive shots can give important clue about an annotation and is worth considering. Therefore, approaches that use within-shot correlation as well as temporal correlation are adopted. For instance, authors of (Zhong & Miao, 2012) propose the following method. Given a shot x t | t = 1, . . . , T classified by concept detector C i | i = 1, . . . , J with an initial detection score of p (C t | x t ), the refined scorep (C t | x t ) based on temporal refinement termp t (C t | x t ) and spatial refinement term p s (C t | x t ) is given as :
(1) where λ (0 ≤ λ ≤ 1) is a factor to tune the influences from initial result and refinement terms, and ω (0 ≤ ω ≤ 1) to balance the contributions made by these two refinement terms.
We summarize this section by restating that automatic shot annotation requires temporal video decomposition followed by effective concept detection in the segments obtained. This necessitates efficient shot boundary detection and keyframe selection techniques, good quality visual concept lexicon for training, and a cleverly designed concept detection approach. Furthermore, annotations obtained must be refined to enhance their quality.
Object annotation requirements
The preceding section describes the requisites to obtain shot level annotations, which are the high level descriptions of the contents in the shots. In this section, we explain the essentials of localization and annotation of objects to get finer descriptions.
Object Representation. In order to annotate the spatial properties of video objects, an object representation model must first be selected. Several models have been proposed in the literature: the objects can be represented as sets of points, simple geometric shapes (e.g., rectangle, ellipse), or by using articulated shape models, skeletal models and contour or silhouette representations. The contour corresponds to the set of pixels forming the boundary of an object, whereas the silhouette is the region inside the contour. For the purpose of SVCAT, we choose a combination of both contour and silhouette representation model. Indeed, the former is the most appropriate one to fulfil our goal of having an accurate representation, while the latter facilitates the computation of low-level features over the whole object. This representation also has the advantage of being able to support a huge set of object deformations, which facilitates the representation of complex, non-rigid objects (e.g., pedestrians) at pixel accuracy.
Such a combined representation can be implemented using level sets (Osher & Sethian, 1988) . The level set method uses a closed curve Γ in the two dimensional space to represent the contour. Γ is implicitly represented using an auxiliary function ϕ : R 2 × R → R 1 on a fixed Cartesian grid. This function is called the level set function. The values of ϕ are the euclidean distances from the contour Γ, which is represented by the zero level set of ϕ.
The inside of the region delimited by Γ (i.e. silhouette) is given negative values ϕ (x) < 0 and the outside of the region positive values ϕ (x) > 0. The level set methodology provides some nice features. Unlike other representations (e.g., splines), it can handle topological changes in the object appearance like, for instance, the splitting and merging of regions. Additionally, intrinsic geometrical properties can be derived directly from the level set. Object Selection. Object selection approaches for video annotation tools may be categorized into fully automatic, semi-automatic and manual methods. Automatic selection approaches are based on machine learning (e.g., supervised learning as in Adaptive Boosting (Levin, Viola, & Freund, 2003) and require the use of training data. This has the disadvantage of restricting the application to a specific domain for which prior data is available, and means that only the types of objects that appear in the provided data may be discovered. We consider these limitations excessive for our case. On the other hand, manual object selection is a very tedious task, which is also prone to errors. Thus, a tool that restricts itself to these methods cannot be realistically used to annotate large video collections. Therefore, we argue that a semiautomatic approach is best suited. The idea is that the annotator provides an initial region selection, and that an image segmentation uses it as an input to automatically compute an exact contour.
Image segmentation is a problem that has been extensively researched in the image processing community. Three major techniques have emerged in recent years: Mean-ShiftClustering (Comaniciu, Meer, & Member, 2002) , segmentation based on graph cuts, like the GrowCut algorithm (Vezhnevets, 2004 ) and active contour techniques, also known as snakes (Kass, Witkin, & Terzopoulos, 1988) . Mean-Shift clustering is not suited to our purposes. Indeed, it is highly dependent on the number of regions for segmentation, resulting frequently in over-or under-segmentation compared to human perception of objects. In a graph cut approach, the user labels a number of pixels either as belonging to the object or the background. Based on this input, the algorithm iteratively assigns labels to all other pixels of the image. In order to decide whether a pixel belongs to object or background, the method examines its similarities to neighbouring pixels that have already been labelled. The process is repeated until all pixels have been processed. An active contour approach starts from a first selection of the contour of the object provided by the user. The algorithm expands this contour line until it tightly encloses the intended contour. Contour evolution is governed by minimizing an energy functional.
Both graph cuts and active contour approaches are appropriate for our requirements. Thus, we have conducted experiments in order to evaluate their performance in the context of our tool (see section ), from which we concluded that an active contour approach is the best choice.
Object Tracking. Though an object selection functionality as described above facilitates the exact definition of a region of interest corresponding to an object in a frame, doing so in each frame in which an object appears is a very cumbersome task. In order to automate this process, a tracking approach can be used to re-detect the object in all subsequent frames based on an initial selection provided by the annotator. Many object tracking methods have been proposed in the literature (Yilmaz, Javed, & Shah, 2006) . To select an appropriate approach, the following requirements must be considered:
1. Object representation: From the requirements regarding object representation detailed above, we can conclude that the object tracker should make use of a silhouette or contour for object representation. 2. User input:The initial object selection provided by the annotator can be considered as reliable. The tracker should be able to make use of this information as much as possible and require no further user input. 3. Generic algorithm: Salient objects may have various characteristics (different motion, non-rigid, complex shapes, etc.). The tracker should be generic enough to cope with all these types of objects. Moreover, the tracker should not introduce further constraints on the properties of the object (features, motion speed and degree of similarity of objects between frames). 4. No assumption of previous data: To keep the tool generic, the selected tracker cannot rely on any other previous data than the initial selection of the object region, such as training data in which objects have been identified. Due to the first requirement, we restrict ourselves to silhouette trackers, excluding trackers that use other object representations. This category comprises shape-matching and contour evolution approaches. The former approaches try to iteratively match a representation of the object in each consecutive frame. They are not appropriate in our case because they cannot deal with non-rigid objects. The latter category of approaches comprises two sub-categories, based either on state space models or on direct minimization of an energy functional. State Space models define a model of the object's state, containing shape and motion parameters of the contour. Tracking is achieved by updating this model so that the posterior probability of the contour is maximized. This probability depends on the model state in the current frame and on a likelihood describing the distance of the contour from observed edges. Direct minimization techniques implement tracking by trying to evolve an initial contour in each frame until a contour energy function is minimized. Methods in this category differ in their minimization method (greedy method or gradient descent) and their contour energy function, which is defined with respect to temporal information either by means of a temporal gradient (optical flow) or of appearance statistics computed from the object and the background.
Approaches based on state space models require training data, and thus are not appropriate. Many direct minimization approaches of the literature have to be excluded as well because they are not generic enough and require training data or additional user input. This led us to narrow our study to the tracking methods proposed by Yilmaz et al. (Yilmaz, Li, & Shah, 2004) and by Shi and Karl (Shi & Karl, 2005) .
Yilmaz et al. evolve the contour using color and texture features within a band around the object's contour. Through this band, they aim to combine region-based and boundarybased contour tracking methods in a single approach. Objects are represented by level sets. Tracking of multiple objects is possible as well. A disadvantage of the algorithm is its explicit handling of occlusion. Even if an object is occluded by another object, its position is estimated by the tracker. This means that the tracker would calculate a contour for an object even if it is not visible and hence this region would be annotated as an object region erroneously.
Similar to this approach, Shi and Karl propose a tracking method based on a novel implementation of the level set representation and the idea of region competition (Zhu & Yuille, 1996) . They use color and texture information to model object and background region. Contour evolution is achieved by applying simple operations on the level set, like switching elements between lists. Switching decisions are obtained by estimating the likelihood of pixels around the zero level set to belong to a particular region (region competition). The approach requires no training and uses a simple tracking model, which computes the contour of the object in the current frame based on the information from the last frame. It can be extended to track multiple objects.
We conclude this analysis by opting for Shi and Karl's method, which combines satisfactory tracking accuracy with sound performance and does not have problems with occlusion. The implementation of this approach in our tool is described in section .
Video model and metadata format requirements
In order to achieve interoperable and machine understandable annotations, there is a need to formalize and well define the semantics of the annotation vocabulary. To organize this information, the tool must base on a video annotation model. To enable fine-grained video annotation, this model must be expressive, especially in order to properly link the semantic descriptions and the structural elements of the video. Moreover, the model must be implemented in a metadata file format. In this regard, to make the tool interoperable, it is appropriate to use the multimedia content description standard MPEG-7 and a predefined controlled vocabulary, using for instance MPEG classification schemes.
SVCAT
In this section, we describe the characteristics and the implementation of SVCAT(http://www.dimis.fim.uni-passau. de/MDPS/index.php/en/research/projects/SVCAT.html), which aims to fulfill the requirements described in the previous section. SVCAT extends another tool developed by our research group, VAnalyzer (Stegmaier, Doeller, Coquil, El-Khoury, & Kosch, 2010) . The implementation uses the Java Media Framework (JMF) to access the video content and MPEG-7 description schemes to annotate the structure and semantics of videos.
In this Section, we formally define the semantic video model according to which the annotation information is generated, in order to perform object-based adaptation reasoning. This model extends the relatively classical video structure hierarchy of scenes, shots, and frames, with a region-level based. It enables the representation of low-and high-level annotation information regarding objects used to drive the adaptation. Then, we present the Semantic Video Content Annotation Tool (SVCAT) that we have developed for the sake of producing annotation information according to our model. SVCAT provides semi-automatic semantic annotation functionality at the object level based on predefined classification schemes. It exports the produced annotation as an MPEG-7 description.
Video content model
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Structural representation of video data [Def. 1 Region]:
The region in the frame is considered as a group of connected pixels satisfying homogeneity condition. It is represented as a 2-tuples r = <boundary, area>, such that boundary is the contour of the region and area is the surface of the region in number of pixels.
[Corollary 1]:
For SVCAT, we model the region as a group of connected pixels sharing similar texture (i.e.) and intensity color (i.e.).
[Def. 2 Frame]:
The frame is considered as the smallest temporal unit in the video structure. It is represented as a 2-tuples f = <frame-nb, ℛf>, where frame-nb corresponds to the position of the frame in the sequence of the video and ℛf is the set of regions constituting the whole frame. We denote by ℱ the set of all the frames for a given video. We start the description of SVCAT with a formalization of the underlying video model and provide a definition of the associated semantics. Next, we present the tool's architecture and outline its functionalities and workflow. We then describe the video segmentation, shot annotation, , object selection and object tracking processes of the tool. Finally, we present how structural and semantic object annotation information is represented using MPEG-7 descriptors.
Video Model
SVCAT is based on a video model that extends the typical video structure hierarchy comprising scenes, shots, and frames, with a region-based level. In particular, this enables the representation of low-and high-level annotation information regarding objects. The model is represented in Figure 2 . The components of the model are defined in the next subsections.
Structural representation of video data. Region: A region inside a frame is a group of connected pixels satisfying a homogeneity condition. It is represented as a 2-tuple r = (boundary, area), such that boundary is the contour of the region and area is its surface in pixels.
Frame: A frame is the smallest temporal unit in the video structure. It is represented as a 2-tuple f = ( f rame nb , R f ), where f rame nb corresponds to the position of the frame in the sequence of the video and R f is the set of regions constituting the whole frame. We denote by F the set of all the frames for a given video.
Frame sequence: A frame sequence (FS ) is a generic concept corresponding to any finite sequence of consecutive frames in the video. It is defined as FS = (FS f s , FS length ), where FS f s and FS length are the first frame and the duration of the FS, respectively. Formally, it is defined as FS = ( f i , f i+1 , . . . , f j−1 , f j ) s.t. i, j ∈ N and i < j. The length of an FS denoted |FS | refers to the number of frames in FS .
Shot: A shot is a frame sequence sharing a similar set of features. It is defined as sh = (sh f s , sh length ), where sh f s and sh length are the first frame and the duration of the shot, respectively. The set of shots for a given video is denoted as SH = sh i |sh i = ( f j , f j+1 , . . . , f k−1 , f k ) and i, j, k ∈ N}.
[Def. 10 Object Frame]: An Object Frame is frame containing an object o. The frame is represented in the model as a 2-tuples f = <frame-nb, f>, where frame-nb corresponds to the position of the frame in the sequence of the video and f is the set of objects contained in the frame. Fig. 2 illustrates the frame level and shows how the semantics of the salient object are embedded at this level. As depicted in Fig. 3 , is the set of Object Frame Sequences { } related to in the shot . The shots in SH cannot overlap; their union constitutes the whole video.
Scene: A scene is a sequence of consecutive shots that are semantically related. It is represented as a 3-tuple scene = (scene f s , scene length , SH ), where scene f s and scene length are respectively the first frame and the duration of the scene, and SH is the set of shots existing in the scene. The set of scenes for a given video is denoted as SC = sc i |sc i = (sh j , . . . , sh k ) and i, j, k ∈ N}. The elements of SC cannot overlap; their union constitutes the whole video.
Video: A video is a finite sequence of consecutive scenes.
It is represented as a 5-tuple v = (video length , width, height, SC), where video length is the duration of the video expressed in number of frames, width and height are respectively the width and height of the video frame in pixels, and SC is the set of all scenes in the video. Object-based semantic and structural representation of video data. Term: A term t is a description associated with an object representing a real world entity (e.g., car). A term is defined as a 3-tuple t = (term id , name, de f inition), where id, name and de f inition correspond respectively to the identifier, name, and definition of the term. A term can be related to another term with the Is-a relation (e.g., Audi Is-a car).
Classification Scheme: A classification scheme CS is a set of standard terms for a specific domain d. A classification scheme is defined as a 2-tuple CS d = (T d , I s − a), where T d is the set of terms for domain d and I s − a is the relation between terms. For a given video, all terms used in the annotation must belong to a single CS.
Object: An object is a sub-set of regions R o ⊂ R f constituting a component that can be recognized without ambiguity as a real-world object by a human observer. It is defined as a 3-tuple o = (boundary R o , area R o , T o ), such that boundary and area are respectively the contour and surface of the merged regions R o forming the object; and T o is the set of terms associated with the object to describe its semantics. We denote by O the set of the entire objects for a given video.
Object frame: An Object frame is frame containing an object o. The frame is represented in the model as a 2-tuple f = ( f rame nb , O f ), where f rame nb corresponds to the position of the frame in the sequence of the video and O f ⊂ O is the set of objects contained in the frame. Figure 3 illustrates the frame level and shows how the semantics of the salient object are embedded at this level.
Object frame sequence: An Object frame sequence (denoted o f s o ) is a finite sequence of consecutive object frames in a shot. The boundaries of each object frame sequence occur with the appearance and disappearance of the object within a shot. If an object o appears in consecutive shots (e.g., o 2 ), different o f s are distinguished. An Object frame sequence is defined as a 3-tuple o f s o = (o f s f s , o f s length , o), such that o ∈ O, o f s f s is the first frame where the object o appears and o f s length is the duration of its appearance. Formally, the Object Frame Sequence is defined as:
[Def. 10 Object Frame]: An Object Frame is frame containing an object o. The frame is represented in the model as a 2-tuples f = <frame-nb, f>, where frame-nb corresponds to the position of the frame in the sequence of the video and f is the set of objects contained in the frame. Fig. 2 illustrates the frame level and shows how the semantics of the salient object are embedded at this level. As depicted in Fig. 3 , is the set of Object Frame Sequences { } related to in the shot . Scene object frame sequence: A scene object frame sequence denoted S cOFS o,sc = S OFS o,sh i |∀i ∈ N, sh i ⊂ sc is a finite set of all the S OFS o,sh related to specific object o in the scene sc.
Video object frame sequence: A video object frame sequence denoted VOFS o,v = S OFS o,sh i |∀i ∈ N, sh i ⊂ v is a finite set of all the S OFS o,sh related to specific object o in the video.
Priority: A priority is an attribute that is assigned to a shot during the annotation process. It quantitatively evaluates the "semantic importance" of the shot as a numerical value between 0 and 1. We define the function ρ : SH → v ∈ [0, 1] such that ρ(sh) = 1 and ρ(sh) = 0 corresponds to the Toppriority and No-priority, respectively. A shot with a high priority means that the semantic meaning of the video would be severely altered if this shot is deleted. An example would be a shot exposing an important development of the story in a narrative video as opposed to a non-informative transition shot. By default, we consider that all the shots in a video are of high priority.
A scene is also associated with a priority value, which is inferred from the priority values of its shots. Actually, the 
Architecture & Functionalities
In this section, we describe the main functionalities and workflow of SVCAT. As shown in Fig.5 , SVCAT consists of two autonomous modules-semantic shot annotation and object annotation (El Khoury, Jergler, Coquil, & Kosch, 2012) .These modules can work together or independently depending on the situation. When working independently, the semantic shot annotation module decomposes the video into shots, detects keyframes and then automatically generates shot annotation on the basis of keyframes classification into ImageNet categories. The object annotation module, on the other hand, decomposes the video into shots and enables manual object selection, scene composition and semantic annotation. When both modules are working together, SVCAT becomes a versatile tool where the semantic shot annotation module serves as a preprocessor for the object annotation module by generating shot level annotations, which assist annotators to locate objects of interest easily.
This design choice makes SVCAT usable in two completely different situations,i.e., when the user knows the set objects to annotate and when he does not. When objects to be annotated are known in advance, the semantic shot annotation module can be customized to detect such concepts and provide an important input, in the form of concept X appears in segments S 1 , S 1 , . . . ...S n , to the object annotation module thus helping the annotator to focus on certain areas in the video rather than searching the entire video. When the objects to be annotated are not known ahead, it just temporally decomposes the video and gives a video summary information in the form of keyframes. This can be used by the annotator as a starting point for further analysis. The shot annotation module generates an MPEG-7 standard compliant description as depicted in Listing 1 where the FreeTextAnnotation element indicates detected concepts (line 6). The annotations with respective frame numbers are shown to the user on the SVCAT GUI and finer level annotation process starts with the analysis and description of the temporal structure. This process is followed by a localization and annotation of the object of interest in a frame, and their propagation to the consecutive frames that enclose it. In the following subsections, we describe in details each of module, and explain our design choices. Since the novelty of SVCAT lies in its semantic object annotation, we particularly focus on this aspect. < T e x t A n n o t a t i o n t y p e =" c o n t e n t "> 6 < F r e e T e x t A n n o t a t i o n > man dog r i v e r b o a t < / F r e e T e x t A n n o t a t i o n > 7 < / T e x t A n n o t a t i o n > 8 <MediaTime> 9
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Temporal decomposition
For the semantic shot annotation module, MPEG-7 scalable color descriptors and MPEG-7 edge histograms are used to detect shots. Motion attention information within the shots is used to detect keyframes. The object annotation module benefits from VAnalyzer, which performs an automatic detection of the shot boundaries based on canny edge detector and motion compensation. In both cases, an overview of the detection result is displayed to the annotator, enabling him/her to refine the result of the detection by splitting and merging shots. Based on the shot detection, the annotator constructs the scenes by manually grouping shots that share similar semantic concepts. Once the shot/scene segmentation is validated, an MPEG-7 video metadata description is generated. In addition, the temporal structure of the video is displayed such that the top part enables the annotator to navigate through the scenes, while displaying their shot organization in the bottom part. Moreover, this interface allows the annotator to assign priorities and free text annotation to the shots. Listing 2 shows an excerpt of the generated MPEG-7 description. Scenes and shots are represented by VideoSegments, which are hierarchically structured by nested TemporalDecompositions. The outer one represents the decomposition of the video into scenes (line 1) and each of the inner ones represents the decomposition of the scene into its shots (line 9). The semantic annotation is realized by references to the CS (line 3 and 10).
Automatic shot annotation
The automatic shot annotation is a flexible process which can be adapted to application contexts. This implies that an appropriate choice between the setups discussed in the requirement section is based on the case at hand and a concrete discussions attaches itself to an application scenario. Therefore, let's consider a user centric adaptation application scenario where users do not want to see soda cans or bottles in the videos delivered to them. To meet this requirement, the adaptation system needs an appropriate annotation about the soda cans or bottles in the video. This scenario requires the full functionality of SVCAT system. First we have to be able to detect instances of soda bottles/cans in the shots and then localize these spatially to get detailed information about their size and shape, which is needed to execute adaption operations.
To do this, we have to train our concept detectors(classifiers) with positive and negative images of soda. For that, we use ImageNet as a visual lexicon. ImageNet is a relatively new yet popular image dataset that contains images collected from the web and organized based on the WordNet lexical database (Deng, Berg, Li, & Fei-Fei, 2010) . Currently, it contains over 14,192,122 images organized in to 21841 categories via a human based verification process. There are over 500 images for each category on average. We chose ImageNet because of its richness in concept categories. The large number of categories facilitates the customization of our framework to a wide set of application requirements easily.
Dense SIFT features are extracted from training images as well as keyframes. With Dense SIFT, descriptors are extracted at dense regular grids instead of at sparse interest points. We have chosen Dense SIFT over the standard SIFT because it has shown better performance in classification related tasks (Linderberg, 2013) . Descriptors are extracted using VLFeat toolbox version 0.9.16 (http://www.vlfeat.org/ download.html) after all images are resized to a maximum of 500 X 500 pixels.
The parameters for codebook generation and encoding are not fixed. They are left open to be adjusted the system user depending on the application requirement. Before applying the system in certain environment, users can experiment with different parameter values, as demonstrated in the experimental evaluation section for the above mentioned application scenario, and set whichever suits them.
The core operation in the automatic shot annotation pipeline is the classification task. For now, a linear SVM is used and a one-versus-all(OVA) classification scheme implemented. for the classification task. Given an M-class classification problem, where we have N training samples {x 1 , y 1 }, . . . , {x N , y M }. where x i ∈ R m which is an m dimensional feature vector and y i ∈ {1, 2, . . . , M} is the corresponding class label, one-versus-all approach constructs M binary SVM classifiers, each of which separates one class from all the rest. The i th SVM is trained with all the training examples of the i th class as positive labels, and all the others with negative lebels.The decision function of the i th SVM replaces the class label of the j th sample s j with L i , as +1 if s i = i; otherwise L i = −1. Since OVA classification is applied, each keyframe is assigned only one label.
To refine the shot annotations resulting from the classification, we use a modified version of the strategy prposed by authors of (Zhong & Miao, 2012 ). Temporal refinement term is calculated over a window of a 10 shots and spatial refinement is done using WordNet and DBPedia based voting.
Object selection approach
As stated in section , two types of approaches are good candidates for SVCAT's object selection function, namely graph cuts and active contours. To select one for implementation in SVCAT, we chose representative algorithms of each approach, implemented them and compared them with respect to segmentation accuracy and performance. For graph cut based approaches, we chose the GrowCut algorithm (Vezhnevets, 2004) and for contour evolution techniques we opted for a level set based snake implementation (Lankton, 2009 ) using the Chan/Vese energy (Chan & Vese, 2001) , expressed below in equation 3.
The experimental set-up for comparing the two approaches consists of four classes of five images each. As depicted in Table 1 , the classes represent different uniformity combinations (i.e. heterogeneous vs. heterogeneous) with respect to the color and texture characteristics of object and background. To quantitatively evaluate the segmentation accuObject/Background Homogeneous Heterogeneous Homogeneous Class 1 Class 3 Heterogeneous Class 2 Class 4 Table 1 The experimental classes racy of both approaches, we compare the segmented image against the manually-segmented reference image (often referred to as ground truth), which we represented as binary masks. These masks enable the computation of the precision and the recall measures at pixel-level accuracy. As shown in Figure 6 (a-b) , the segmentation results of the Snake algorithm are slightly better than the one of GrowCut. With respect to the performance evaluation, we calculate for each class the average of the segmentation time in milliseconds. As illustrated in Figure 6 (c), the Snake algorithm outperforms GrowCut. Moreover, we proved that the segmentation time required using Snake is independent from the image size (see Figure 6 (d) ). Indeed, we evaluate the time using the images of Class 1 with an increasing image scaling from 25% to 200% with step of 25%. The resultant curve can be explained as the snake only performs calculations along the contour line, while GrowCut analyses each pixel within the image. Based on these experimental results, we decided to integrate the Snake approach in SVCAT.
Object tracking approach
Regarding the object tracking approach, we have implemented the method proposed by Shi and Karl (Shi & Karl, 2005) as we discussed in section . The algorithm assumes that each scene of the video is composed of a background region Ω 0 and an object region Ω 1 . The contour of Ω 1 is denoted as C 1 . Each of the two regions is modeled with a feature distribution p v | Ω x , where v is the feature vector defined at each pixel. In our implementation we used the hsv color space and a pixel level texture descriptor (Ahmed, Karmakar, & Dooley, 2006) . Assuming that the feature distribution in each pixel is independent, the tracking can be regarded as the minimum of the following region competition energy (equation 4).
which results in the following speed functions (equations 5 and 6),
F d represents the competition between the two regions and F s smoothly regularizes the contour.
A nice feature of this algorithm, in the context of the integration into SVCAT, is the fact that it also uses level sets to represent the contour. Thus, it is easy to transform the contour output of the Snake algorithm to the representation that is necessary for the tracker.
Annotation at the object level
In this section, we describe the representation of the object metadata, which is related to its high-level semantic (i.e. descriptive term derived from a CS) and its spatial-temporal segmentation information (i.e. exact object position in each frame in which it appears). In our approach, we decouple descriptive metadata from the structural metadata in order to achieve a less verbose annotation. Thus, the object description is split into two parts: static and dynamic part.
The static part corresponds to a concrete instance of an object along with its semantics. This annotation is created when the user selects an object and attaches a descriptive term to it. The object is annotated using a MovingRegion descriptor, and linked to a descriptive term of the CS.
The dynamic part represents the information related to the spatial segmentation (i.e. the contour of the object and its size in a frame) and the temporal segmentation (i.e. its appearance with respect to scene and shot structure). To represent the spatial information at pixel accuracy, the usual MPEG-7 descriptors are not expressive enough. For instance, the MPEG-7 RegionLocator only allows the annotation of simple geometric shapes (at most polygons). A more expressive possibility would be the SpatioTemporalLocator in combination with a FigureTrajectory, but it lacks precision as well. Indeed, this representation of regions is based on parametric curves along with interpolation functions. These functions are expensive to calculate and the resulting curve only provides an approximation to the accurate contour. Thus, we opted for gathering the position information in a separate XML document according to the schema depicted in Listing 3.
Listing 3: XML schema for position information 1 < x s : s c h e m a x m l n s : x s =" h t t p : / / www. w3 . o r g / 2 0 0 1 / XMLSchema" 2 e l e m e n t F o r m D e f a u l t =" q u a l i f i e d "> 3 < x s : e l e m e n t name=" O b j e c t I n f o r m a t i o n "> 4 < x s : c o m p l e x T y p e> 5 < x s : s e q u e n c e > 6 < x s : e l e m e n t maxOccurs=" unbounded " r e f =" TimeStamp " / > 7 < / x s : s e q u e n c e > 8 < / x s : c o m p l e x T y p e> 9 < / x s : e l e m e n t > 10 < x s : e l e m e n t name=" TimeStamp "> 11 < x s : c o m p l e x T y p e> 12 < x s : s e q u e n c e > 13 < x s : e l e m e n t r e f =" FrameNumber " / > 14 < x s : e l e m e n t r e f =" O b j e c t S i z e " / > 15 < x s : e l e m e n t r e f =" O b j e c t C o n t o u r " / > 16 < / x s : s e q u e n c e > 17 < x s : a t t r i b u t e name=" t i m e " u s e=" r e q u i r e d " t y p e =" x s : i n t e g e r " / > 18 < / x s : c o m p l e x T y p e> 19 < / x s : e l e m e n t > 20 < x s : e l e m e n t name=" FrameNumber " t y p e =" x s : i n t e g e r " / > 21 < x s : e l e m e n t name=" O b j e c t S i z e " t y p e =" x s : i n t e g e r " / > 22 < x s : e l e m e n t name=" O b j e c t C o n t o u r " t y p e =" x s : s t r i n g " / > 23 < / x s : s c h e m a>
The root element, ObjectInformation consists of an unbounded number of TimeStamp elements, where each one is a sequence of three elements FrameNumber, ObjectSize and ObjectContour, with an attribute time. The time attribute provides a temporal description, the position of the frame enclosing the object at a distinct point in time. In addition to the media time, we store the frame sequence number, the object size (i.e. the number of pixels that form the object in the frame) and, of course, the ObjectContour. The latter is obtained by transforming the frame containing the tracked object into its binary mask, with 0 and 1 values representing object pixels and background pixels, respectively. For matters of size and performance, we use run-length encoding to encode the result and store it as a string. The run length encoding scans the frame from left to right in first order and from top to bottom in second order. Note that the original mask can be easily re-established based on the resolution of the video.
The dynamic part describes the sub-structure of a shot regarding the appearance of objects. According to the model described in section , an object can appear and disappear several times within a shot. We denote by SOFS the set of the segments enclosing an object in a shot contained in a particular scene. As already mentioned, we have made this design choice in order to favor a flexible usage of the metadata later on. An example of dynamic object description is depicted in listing 4. The excerpt consists of a SpatioTemporalDecomposition, which is embedded in the VideoSegment of the corresponding shot. Each sub-VideoSegment corresponds to an SOFS, which is identified by the id attribute. It references both the .xml document that holds the position information (line 3-7) and, the static description part using the MovingRegionRef descriptor (line 18). In addition, the dynamic description contains a TemporalMask (line 8-15), which describes the exact time interval in which the object occurs within the shot. 
EXPERIMENTAL EVALUATION
In this section, we present results of the several evaluations we performed by dividing the discussion in to two parts for clarity. First we present evaluations related to the semantic shot annotation process and follow that with the evaluation of the object annotation task. The experiments were run on a 2.6 GHz quad core machine with 12 GB of RAM.
Evaluation of the semantic shot annotation task
As mentioned in the preceding section, the different parameters affecting the concept detection are tuned by the user of the system. What we give here is a result of such a test performed considering the previously mentioned object level adaptation scenario. We have selected 20 categories in ImageNet under food, nutrient category as these categories contain several images of soda cans and bottles. On average, each category had about 900 images out of which 50% is used for training and validation and the remaining 50% for testing.
We tried out vector encoding(VQ), Fisher kernel (FK) and locality constrained linear encoding(LLC) where K-means clustering is used to generate the codebook,or VQ and LLC encoding and GMM clustering with 256 Gaussian components (Perronnin, Sanchez, & Mensink, 2010 ) is used for KF encoding. K-means codebook generation was achieved by applying an approximated nearest search on randomized KD tree (Muja & Lowe, 2009) constructed from a set of 10 6 randomly selected training descriptors. The Fisher kernel method encodes the image by generating a high dimensional vector which contains the average first and second order difference between the image descriptors and the GMM centers. The resulting Fisher vector has a dimension of 2KD, where D is the dimensionality of the descriptor and K is the number of Gaussian used. To reduce the storage requirement of these vectors, the dimensionality of the Dense SIFT descriptors is reduced to 64 via PCA. For LLC, nearest neighbors of five codewords are used to encode the image. Codebooks of size 1024, 2048, 4096 and 8192 were used. The consequence of these setups is evaluated with respect to how it affected the accuracy of classification that is given as a mean average precision (MAP). Table 2 shows the MAP value for four codebook sizes and two different image encoding techniques. For FK encoding a codebook of length 256 was used based on the recommendation in (Perronnin et al., 2010) and a MAP of 58.68 was obtained.
Regarding the computational time, FK based classification took 2-3 times more than VQ based approach, whereas LLC required an overwhelmingly large time -almost seven times the VQ based approach. Figure 7 shows the computational time requirement of each of these techniques for comparison. Table 2 , one can clearly see that the computational requirement of LLC encoding does not bring a proportional increase in accuracy. Hence, we used FK based encoding for the shot annotation task.
Evaluation of the object annotation task
In this section, we present the results of the evaluation of the accuracy and performance of object annotation task in SVCAT. All object processing algorithms presented in this paper were developed in Java version 1.6 and ran on Windows XP as an operating system.
The data set comprises four videos, each one representing a different class (see Table 1 ). All videos are in DivX format stored as AVI with a resolution of 320*240 pixels and a frame rate of 25 Fps. For each frame holding the object, we manually segmented it and generated the binary mask of the foreground. As this procedure is time-consuming, we only segmented the object in 45 frames.
To begin with, we studied the accuracy of the contour tracking algorithm for deformable objects taken by a moving camera. As the tracking result of the objects can be stored in a binary mask, we used the same evaluation methodology as for the image segmentation in Section . For each frame, we compared the segmentation results of the tracker against manually-segmented reference frame, and computed precision and recall at pixel-level accuracy. Besides accuracy, we also evaluated the runtime performance of the tracking algorithm. For each of the video sequences, we launched three iterations of the contour object tracking and measured the average runtime in milliseconds per frame.
Comparative results of the accuracy evaluation are illustrated in Figure 8 . It can be observed from the precisionrecall curves that the tracking algorithm returned more rele- . This is due to the contour evolution process according to the calculated energy, which is described in Section . Indeed, the texture description and the feature representation of a pixel within a particular frame (n) rely on the luminance characteristics of its neighborhood. Thus, the texture descriptor for object pixels in areas close to the contour line might also incorporate background pixels to calculate the feature. This can result in an imprecise description of such pixels yielding in a slightly distorted feature distribution for the object region. Due to this distribution, the contour evolution can sometimes regard object pixels in the consecutive frame (n + 1) as background pixels erroneously. An additional conclusion drawn from these curves is that tracking videos of Class 1 (Figure 8 (a) ), which consist of homogeneous object and background, obtain better results than tracking videos with heterogeneous regions (Figure 8 (b-c-d)). Due to heterogeneity (e.g., different colors, various textures), the feature representation for both object and background regions is not that distinctive as compared to homogeneous conditions (e.g., a single color hue, smooth texture). As a result, the values in the histogram (i.e. the feature distribution) will be scattered across a larger range. As a consequence, the failure rate increases with the contour evolution from one frame to another, since pixels' region membership in the consecutive frame is estimated based on this feature distribution. With respect to the runtime evaluation, the results are depicted in Figure 9 . By examining the performance curves of each video class, we easily observe the tremendous differences between their tracking times, although they have the same resolution. For instance, the average runtime per frame for Video-Class 1, Video-Class 2, Video-Class 3 and Video-Class 4 is about 1.118, 2.857, 0.233 and 8.852 sec, respectively. This can be referred to the calculation of the texture feature during the tracking. In fact, in order to obtain a good tracking accuracy, we used different radii 3, 6, 1 and 7 for Video-Class 1 to Video-Class 4 respectively, in our evaluation. Yet, SVCAT enables the adjustment of the neighborhood radius of pixels that should be relevant for the texture description of a particular pixel. Hence, it became apparent that tracking performance massively depends on the amount of pixels that contribute to the texture description. Although the tracking runtime performance deteriorates with heterogeneous regions, we argue that the experimental results are quite acceptable for the purpose of SVCAT. Indeed, SVCAT aims to automatically provide object localization at pixel-level accuracy in each frame. To achieve such a strong requirement on precision, we consider that relatively long computation times are reasonable. 
Related Work
In the literature, several annotation tools have been developed to describe video content, in which the metadata are exploited in the context of video indexing, querying, retrieval, etc. An overview and comparison of these tools can be found in the following survey by Dasiopoulou et al. (Dasiopoulou et al., 2011) . However, these available tools are not capable of providing a rich and accurate metadata for an object-based application scenario. A positioning of SVCAT among these tools is illustrated in Table 3 . The comparison is done with respect to the criteria discussed in Section : 1) the metadata format, 2) the accuracy and granularity level of the annotation and 3) the degree of automation.
As depicted in the table, most tools use self-defined XML formats for output descriptions, thus complicating the integration of the produced metadata in different contexts. The Semantic Web and the MPEG-7 standard are used rather sparsely. Only SVAS (Johanneum Research, 2008) and VideoAnnEx (Smith & Lugeon, 2000) follow the MPEG-7 standard providing a good exchangeability and compatibility of the produced metadata.
Regarding the video segmentation, very few tools can automatically identify temporal segments and provide them with a semantic description (e.g., frame start, length). Only Advene (LIRIS laboratory (UMR 5205 CNRS), 2008), SVAS and VideoAnnex can perform automatic shot detection. With regards to scene segmentation, none of the tools so far provide automatic scene detection. Indeed, there has not been an efficient approach until now that works reliably in a non-restricted domain.
With respect to automatic concept detection in shots, there exists no tool that is easily customizable as SVCAT. In addition, none of the existing tools combine temporal concept detection with spatial object localization to guide users localize objects of interest with minimal effort. In fact, SVACT is the only annotation tool that integrates researches in concept detection with object detection and tracking to facilitate automatic video annotation while alleviating the expensive manual involvement.
Concerning the spatial localization of objects, the situation is quite similar. Only VideoAnnEx, VIA (Informatics and Telematics Institute (CERTH-ITI), 2009) and SVAS allow selection and annotation of objects within the video. Nevertheless, the propagation of the object description and its spatial properties over consecutive frames still requires human intervention, and is deemed to be manual. For instance, the propagation of the object description is done either by dragging it while the video is playing (i.e. VIA), or by copying it with one mouse click to detected similar regions in the consecutive frames (i.e. SVAS). Moreover, none of these tools supports an automatic propagation of the object's spatial properties, such that its contour/boundary is accurately tracked in the video while generating in parallel the description of its shape and size. VIA and VideoAnnex represent objects using bounding rectangles. SVAS provides a slightly higher degree of precision and uses bounding polygons to represent the objects contour.
To position SVCAT among these tools, we analyze it regarding these aforementioned requirements, which are of utmost importance for an object-based application. The positioning is presented in the last row of Table 3 . Compared to the presented tools, SVCAT provides significant advantages with respect to interoperability issues, accuracy of the object representation and degree of automation.
Tool
Meta data format Table 3 Positioning of SVCAT among current video annotation tools.
Discussion and future work
In this paper, we proposed Extended Semantic Video Content Annotation Tool (SVCAT), which targets the creation of structural and semantic video metadata. SVCAT makes use of the MPEG-7 descriptions tools, providing standardized annotations at different granularities, starting from the entire video passing through the temporal segments (shots, scenes) and frames down to regions and moving regions with the frame sequences in which they appear. Particularly, it achieves a semi-automatic annotation at the object level. To this end, it first performs automatic shot level concept detection and semantic shot annotation. This annotation facilitates the selection of an object of interest by the user. Our system is capable of using a rough user selection and perform an automatic exact selection of the object contour, which it then automatically propagates to other frames, in which the object appears, using a contour evolution tracking algorithm. Automating the processes of concept detection and automatic object contour propagation, we extensively reduce the manual annotation time required for videos.
More, SVCAT is a domain independent and easily customizable annotation tool which does not depend on detailed frame segmentation to generate object level annotations. It enables the semantic annotation of objects using a controlled vocabulary held by an MPEG-7 Classification Scheme (CS). Other than the default CS provided with SVCAT, the tool also allows the annotator to explicitly supply his/her own CS. For the localization description, we have defined our own schema to describe its size in pixels, its mask, as well as the frame number where it appears. Furthermore, SVCAT has the functionality to export MPEG-7 metadata descriptions and validate them according to the MPEG-7 schema. By using the MPEG-7 description tools both at semantic and syntactic level, we alleviate the problem of interoperability. Also, we argue that semi-automatic annotation based on CS is a promising approach for sorting out the problem of subjectivity and incompleteness in the manual annotation, as well as the limitation in the semantic expressiveness of the automatic annotation. SVCAT provides functionalities for frame-accurate key-frame navigation through the temporal structure of the video (i.e. scene, shots) via a user-friendly interface using a time-line. Existing MPEG-7 descriptions can also be imported, enabling a more comfortable gradual annotation process. These functions lighten the task of the annotator in associating the metadata with the video structure and in updating it.
Finally, we proposed a new video data model, which captures the low-level feature, high-level concept and structural information generated by SVCAT. The model extends the typical structure hierarchy to the region level, and uses conceptual knowledge (i.e. keywords derived from CS) to represent the objects with their spatial and temporal properties. We argue that an expressive video data model along the semantic and structural dimensions, solves the problem of the semantic gap. In order to justify our design choices for each part of the prototype, we have conducted an analytical and experimental evaluation of the existing approaches. Then, we have performed a global evaluation of SVCAT proving the accuracy of its metadata, and that this tool provides a reliable input to object-based applications. Indeed, the experimentation results showed that the precision values vary between 90% and 100% according to the texture of the object versus background, while the recall values of approximately 80% are achieved on average.
Regarding future work, SVCAT can be improved to the point of being a completely interoperable annotation tool by supporting ontologies for semantic metadata in addition to Classification Schemes. Furthermore, the process of the object detection in SVCAT can be fully automated for domainspecific applications. This requires having a training set that covers many variations of the object appearance. This training set could be created by extending the functionality of SVCAT so that it can learn from existing annotations. This would enable the automatic detection of the spatio-temporal location of objects in new videos using object recognition techniques. Clearly, these improvements of SVCAT can drastically reduce the effort required from the annotator.
