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Abstrakt
Dnesˇn´ım trendem v na´vrhu mikroprocesor˚u je zvysˇova´n´ı pocˇtu vy´konny´ch jader na jednom
cˇipu. Zvysˇova´n´ı taktovac´ı frekvence dosa´hlo svy´ch limit˚u zp˚usobeny´ch rostouc´ı energetic-
kou spotrˇebou. Tento trend prˇina´sˇ´ı nove´ mozˇnosti pro softwarove´ vy´voja´rˇe, kterˇ´ı mohou
vyuzˇ´ıt skutecˇne´ho paralelizmu ve vykona´va´n´ı v´ıce vla´ken v ra´mci aplikace. Ale soucˇasny´
beˇh vla´ken take´ prˇina´sˇ´ı nove´ proble´my, ktere´ se prˇi vy´voji sekvencˇn´ıch programu˚ nemu-
sely rˇesˇit. Spra´vneˇ navrzˇena´ aplikace mu˚zˇe pouzˇit´ım v´ıce vla´ken dosa´hnout zlepsˇen´ı vy´konu
lepsˇ´ım vyuzˇit´ım hardwarovy´ch prostrˇedk˚u. Na druhou stranu, nespra´vne´ pouzˇit´ı vla´ken
mu˚zˇe ve´st k degradaci vy´konu, neprˇedv´ıdatelne´mu chova´n´ı a chybovy´m stav˚um, ktere´ jsou
teˇzˇko rˇesˇitelne´. Z tohoto d˚uvodu firma Intel vyvinula sadu na´stroj˚u, ktere´ maj´ı napoma´hat
vy´voja´rˇ˚um analyzovat vy´kon a detekovat chyby v interakci mezi vla´kny. Tato pra´ce se
zameˇrˇuje na mozˇnosti pouzˇit´ı teˇchto na´stroj˚u prˇi vy´voji v´ıcevla´knovy´ch aplikac´ı.
Kl´ıcˇova´ slova
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Abstract
Today’s trend in microprocessor design is increasing the number of execution cores within
one single chip. Increasing the processor’s clock speed reached its limit with growing power
consumption. This trend brings new opportunities to software developers, as they can take
advantage of real multithreading in their applications. But a lot of new problems to solve
appear with threading compared to sequential programming. With proper design, threa-
ding can enhance performance by making better use of hardware resources. However, the
improper use of threading can lead to performance degradation, unpredictible behavior, or
error conditions that are difficult to solve. For this reason Intel developed a suite of tools,
that can help software developers to analyze performance and detect coding errors in thread
interactions. This thesis focuses on the examination of ways that this tools can be used in
multithreaded application development.
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V su´cˇasnosti nastupuje novy´ trend v na´vrhu procesorovy´ch architektu´r. Intel, IBM, Sun a
AMD predstavili mikroprocesory s niekol’ky´mi jadrami na jednom cˇipe. Ty´mito procesormi
boli osadene´ pracovne´ stanice, servery, herne´ konzoly. Predbezˇne´ pla´ny ty´chto firiem tiezˇ
predpovedaju´, zˇe toto je iba zacˇiatok. Skoˆr nezˇ honba za prvenstvom v dosiahnut´ı taktovacej
frekvencie procesorov 10 gigahertz sa vy´robcovia mikroprocesorov predbiehaju´ v integrovan´ı
cˇo najva¨cˇsˇieho pocˇtu jadier na jediny´ cˇip.
Skutocˇnost’, zˇe sa mikroprocesorovy´ priemysel vydal ty´mto smerom, znamena´ nove´
pr´ılezˇitosti pre softve´rovy´ch vy´voja´rov. Predosˇle´ hardve´rove´ platformy predstavovali z po-
hl’adu programa´tora sekvencˇny´ programovac´ı model. Operacˇne´ syste´my simulovali paralelne´
vykona´vanie u´loh vyuzˇit´ım vysoke´ho vy´konu vy´pocˇtovy´ch syste´mov. Vy´sledkom bola ilu´zia
su´cˇasne´ho behu viacery´ch vla´kien. Moderne´ viacjadrove´ architektu´ry vsˇak predstavuju´
skutocˇnu´ paralelnu´ vy´pocˇtovu´ platformu. Softve´rovy´m vy´voja´rom sa tak ponu´kaju´ nove´
mozˇnosti na´vrhu a implementa´cie softve´ru. Tieto nove´ mozˇnosti vsˇak so sebou prina´sˇaju´
aj nove´ proble´my ako pama¨t’ova´ konzistencia alebo blokovanie vla´kien, ktory´ch si pro-
grama´tor mus´ı byt’ vedomy´. Paralelne´ programovanie ale nie je cˇerstvo vznikaju´ca discipl´ına.
Je pr´ıtomne´ uzˇ niekol’ko desat’rocˇ´ı. Za tu´ dobu boli identifikovane´ najcˇastejˇsie proble´my
su´visiace s paralelny´m vykona´van´ım vla´kien a tiezˇ navrhnute´ vzory pre riesˇenie ty´chto
proble´mov.
Ciel’om pouzˇitia viacery´ch vla´kien na spracovanie u´lohy je najcˇastejˇsie dosiahnutie zvy´-
sˇenia vy´konu aplika´cie. To vsˇak vyzˇaduje doˆmyselny´ na´vrh rozlozˇenia zat’azˇenia medzi nie-
kol’ko su´cˇasne vykona´vany´ch vla´kien. Vyladenie aplika´cie na najvysˇsˇ´ı vy´kon a nedopus-
tit’ sa pri tom chy´b su´ preto jedny´m z prior´ıt softve´rovy´ch vy´voja´rov vyuzˇ´ıvaju´cich pa-
ralelizmus ponu´kany´ v moderny´ch mikroprocesorovy´ch architektu´rach. Na zjednodusˇenie
a zefekt´ıvnenie ich pra´ce preto vzniklo niekol’ko softve´rovy´ch na´strojov, z ktory´ch dvom
sa venuje ta´to pra´ca. Ide o vy´kon aplika´cie analyzuju´ci na´stroj Intel Thread Profiler a
proble´my, spojene´ so su´cˇasny´m behom vla´kien, identifikuju´ci na´stroj Intel Thread Checker.
Ich vyuzˇit´ım som sa poku´sil o dosiahnutie cˇo najvysˇsˇieho vy´konu pri riesˇen´ı u´lohy na´sobenia
dvoch mat´ıc l’ubovolny´ch rozmerov na viacjadrovom procesore.
Druha´ kapitola tejto pra´ce sa venuje kategoriza´cii vy´pocˇtovy´ch architektu´r a zaradeniu
su´cˇasny´ch najmodernejˇs´ıch mikroprocesorovy´ch architektu´r do tohto syste´mu. Nacˇrta´va
evolu´ciu paralelizmu v procesoroch a zachyta´va su´vislosti medzi ty´mto vy´vojom a proble´-
mami paralelne´ho programovania. V za´vere ponu´ka kl’´ucˇ k pochopeniu pr´ınosu zvysˇovania
vy´konu paralelizovan´ım u´loh.
Tretia kapitola vysvetl’uje za´kladne´ pojmy viacvla´knove´ho spracovania. Definuje po-
jem vla´kna a popisuje ho z pohl’adu troch u´rovn´ı, na ktory´ch sa moˆzˇe vyskytnu´t’. Vy-
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kresl’uje ho z pohl’adu pouzˇ´ıvatel’skej aplika´cie, operacˇne´ho syste´mu a hardve´ru. Popisuje
deje spreva´dzaju´ce vznik vla´kna. Vymenova´va vy´zvy, ktory´m mus´ı programa´tor cˇelit’ pri
na´vrhu aplika´cie a predklada´ sortiment mechanizmov, ktore´ ma´ k dispoz´ıcii na riesˇenie.
Sˇtvrta´ kapitola ponu´ka prehl’ad funkci´ı a za´kladny´ch princ´ıpov na´strojov na analy´zu
vy´konu a identifika´ciu proble´mov aplika´ci´ı pracuju´cich s viacery´mi vla´knami Intel Thread
Profiler a Intel Thread Checker. Prida´va porovnanie niekol’ky´ch d’alˇs´ıch programov plniacich
rovnaky´ alebo podobny´ u´cˇel ako softve´r od firmy Intel.
Piata kapitola popisuje spoˆsob riesˇenia u´lohy na´sobenia mat´ıc na viacprocesorovom
syste´me. Ciel’om u´lohy je maximaliza´cia vy´konu tejto opera´cie za pouzˇitia moderny´ch ana-
lyzacˇny´ch na´strojov. Ked’zˇe ide o opera´ciu na´rocˇnu´ na pama¨t’ovu´ priepustnost’ syste´mu,
hlavny´ zretel’ je kladeny´ na pra´cu s vyrovna´vac´ımi pama¨t’ami procesorov. Na za´ver hod-
not´ı u´spesˇnost’ dosiahnutia vyty´cˇene´ho ciel’a a to porovnan´ım vy´konovy´ch vy´sledkov dvoch
variant algoritmu – optimalizovane´ho a zjednodusˇene´ho.
V pr´ılohe sa nacha´dza strucˇny´ na´vod na pouzˇitie na´strojov softve´rove´ho bal´ıka Intel
Threading Tools, ktory´ krok za krokom prevedie nesku´sene´ho pouzˇ´ıvatel’a pr´ıkladmi, de-
monsˇtruju´cimi mozˇnosti ty´chto programov. Po absolvovan´ı tohto jednoduche´ho kurzu bude
schopny´ vytvorit’ a nastavit’ projekt, vykonat’ analy´zu vy´konu, pr´ıpadne synchronizacˇny´ch
proble´mov, a upravit’ uka´zˇkove´ zdrojove´ ko´dy tak, aby pracovali efekt´ıvnejˇsie, pr´ıpadne bez




K dosiahnutiu skutocˇne´ho paralelne´ho vykona´vania programu je potrebne´, aby aj hardve´r-
ova´ platforma podporovala simulta´nne vykona´vanie viacery´ch vla´kien. Obecne povedane´,
pocˇ´ıtacˇove´ architektu´ry je mozˇne´ rozdelit’ podl’a dvoch rozdielnych krite´ri´ı. Prvy´m krite´riom
je pocˇet insˇtrukcˇny´ch tokov, ktore´ je pocˇ´ıtacˇova´ architektu´ra schopna´ spracova´vat’ v jednom
bode cˇasu. Druhy´m krite´riom je pocˇet da´tovy´ch tokov, ktore´ moˆzˇu byt’ spracova´vane´ v jed-
nom bode cˇasu. Ty´mto spoˆsobom je mozˇne´ op´ısat’ spoˆsob spracova´vania insˇtrukci´ı a da´t
kazˇde´ho vy´pocˇtove´ho syste´mu. Tento klasifikacˇny´ syste´m sa nazy´va Flynnova taxono´mia















Obra´zek 2.1: Flynnova taxono´mia
• Single Instruction, Single Data (SISD) stroj je klasicky´ sekvencˇny´ pocˇ´ıtacˇ bez podpory
paralelizmu. Vykona´va jednu insˇtrukciu za takt, v ktorej spracova´va jediny´ da´tovy´
pru´d. Typicky´mi predstavitel’mi tejto triedy vy´pocˇtovy´ch syste´mov su´ prve´ pocˇ´ıtacˇe
IBM PC, stare´ mainframe pocˇ´ıtacˇe alebo popula´rne 8-bitove´ doma´ce pocˇ´ıtacˇe Com-
modore 64.
• Multiple Instruction, Single Data (MISD) stroj je schopny´ spracovat’ va¨cˇsˇ´ı pocˇet
insˇtrukci´ı za jeden takt, ktory´ spracova´va jeden da´tovy´ tok. Ked’zˇe vo va¨cˇsˇine pr´ıpadov
je viac insˇtrukci´ı vyuzˇ´ıvany´ na spracovanie va¨cˇsˇieho pocˇtu da´tovy´ch tokov, tento mo-
del architektu´ry je skoˆr teoreticky´ a v praxi nepouzˇ´ıvany´.
• Single Instruction, Multiple Data (SIMD) stroj moˆzˇe spracova´vat’ jeden tok insˇtrukci´ı,
4
ktory´ spracova´va viacero da´tovy´ch tokov su´cˇasne. Ta´to trieda vy´pocˇtovy´ch syste´-
mov je uzˇitocˇna´ v obecnom spracovan´ı digita´lnych signa´lov, spracovan´ı obrazu, mul-
timedia´lnych aplika´cia´ch ako audio a video. Va¨cˇsˇina su´cˇasny´ch pocˇ´ıtacˇov nejaky´m
spoˆsobom implementuje SIMD insˇtrukcˇnu´ sadu. Intel procesory obsahuju´ MMX, Stre-
aming SIMD Extension (SSE), ktore´ su´ schopne´ spracovat’ viac jednotiek informa´cie
v jednom takte procesora, pricˇom da´ta su´ ulozˇene´ v registrovom poli desatinny´ch
cˇ´ısel.
• Multiple Instruction, Multiple Data (MIMD) stroj je schopny´ spracova´vat’ viac in-
sˇtrukcˇny´ch tokov su´cˇasne, pricˇom kazˇdy´ jeden insˇtrukcˇny´ tok spracova´va neza´visly´
tok da´t. Ta´to trieda predstavuje typicky´ paralelny´ syste´m su´cˇasnosti, a aj procesory
Intel Core Duo spadaju´ do tejto katego´rie.
Dnesˇne´ moderne´ vy´pocˇtove´ stroje patria bud’ do katego´rie SIMD alebo MIMD, softve´r-
ovy´ vy´voja´ri tak maju´ mozˇnost’ vyuzˇit’ da´tovy´ alebo insˇtrukcˇny´ paralelizmus.
2.1 Paralelizmus v procesoroch
Zna´my Moorov za´kon [3], ktory´ tvrd´ı, zˇe pocˇet tranzistorov v mikrocˇipoch sa zdvojna´sobuje
kazˇdy´ch 18 azˇ 24 mesiacov, plat´ı uzˇ viac nezˇ 50 rokov. Posledne´ sˇtyri desat’rocˇia ovplyvnˇoval
na´vrha´rov procesorov. Ky´m pri spomenut´ı zvysˇovania vy´konu sa kazˇde´mu zva¨cˇsˇa vybav´ı
zvysˇovanie taktovacej frekvencie procesoru, vy´voja´ri procesorov sa v poslednej dobe pri-
kla´nˇaju´ skoˆr k riesˇeniam lepsˇieho vyuzˇitia jednotlivy´ch jednotiek procesorov. V su´vislosti
s ty´m sa v procesoroch objavil paralelizmus na u´rovni insˇtrukci´ı zna´me tiezˇ ako vykona´vanie
insˇtrukci´ı mimo poradia. Samotny´ procesor preusporiada pricha´dzaju´ce insˇtrukcie tak, aby
boli jeho jednotky cˇo najoptima´lnejˇsie vyuzˇite´. Ty´mto spoˆsobom sa na´vrha´ry mikroproce-
sorov snazˇia vylepsˇit’ pomer vykonany´ch insˇtrukci´ı za jeden takt. V pr´ıpade vykona´vania
insˇtrukci´ı podl’a poradia je pre za´vislosti medzi nimi vel’mi t’azˇke´ na´jst’ insˇtrukcie vykona-
tel’ne´ su´cˇasne. Preto vykona´vanie mimo poradia poprehadzuje ich poradie tak, aby sa vyuzˇili
roˆzne procesorove´ jednotky potrebne´ pre ich vykonanie. Ta´to technika je pre softve´rovy´ch
vy´voja´rov u´plne transparentna´ a je podporena´ priamo hardve´rom. Je doˆlezˇite´ ju mat’ na
vedomı´ pri paralelnom programovan´ı, pretozˇe moˆzˇe viest’ k niektory´m mylny´m prepokla-
dom.
Postupom cˇasu, ako sa softve´r vyv´ıjal, sta´val sa cˇoraz vhodnejˇs´ım na vykona´vanie vi-
acery´ch u´loh su´cˇasne. Dnesˇne´ serverove´ aplika´cia bezˇia cˇasto vo viacery´ch vla´knach alebo
procesoch. Aby bolo mozˇne´ zaviest’ paralelizmus na u´rovni vla´kien, bolo potrebne´ si osvojit’
niekol’ko pr´ıstupov v na´vrhu hardve´ru a softve´ru.
Prvy´m krokom bolo vyriesˇenie pr´ıstupu aplika´ci´ı ku zdiel’any´m zdrojom vy´pocˇtove´ho
syste´mu. Tento proble´m je riesˇeny´ zaveden´ım preempt´ıvneho vykona´vania programov, kto-
ry´m je pridel’ovany´ procesorovy´ cˇas po kvanta´ch. Prekry´van´ım vykona´vania vla´kien sa vy-
riesˇil aj proble´m zdrzˇan´ı spoˆsobeny´ch I/O opera´ciami. Tento pr´ıstup vsˇak sa´m o sebe ne-
umozˇnˇuje paralelizmus. Pocˇ´ıta s vykona´van´ım jednej insˇtrukcie v jednom cˇasovom okamihu.
Dˇalˇs´ım krokom ku skutocˇne´mu viacvla´knove´mu paralelizmu bolo zvysˇovanie pocˇtu pro-
cesorov vo vy´pocˇtovom syste´me. Na kazˇdom procesore je potom mozˇne´ vykona´vat’ jeden
proces alebo vla´kno, cˇo je uzˇ skutocˇne´ paralelne´ vykona´vanie insˇtrukci´ı.
Jedny´m z paralelizmu sa bl´ızˇiacich techn´ık vykona´vania vla´kien je simulta´nne via-
cvla´knove´ vykona´vanie (SMT), v podan´ı Intelu zna´me ako Hyper-Threading technolo´gia.
S jej vyuzˇit´ım sa da´ dosiahnut’ lepsˇie vyt’azˇenie procesorovy´ch jednotiek, pretozˇe vyko-
na´vanie programu nie je tak cˇasto prerusˇovane´ ako na procesoroch bez tejto technolo´gie.
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Aby sme dospeli k doˆvodom jej vzniku, je potrebne´ si forma´lnejˇsie uvedomit’ podstatu
vla´kna. Vla´kno si moˆzˇeme predstavit’ ako jednotku vyuzˇitia procesoru. Obsahuje informa´cie
o stave procesoru, ukazovatel’ na pra´ve vykona´vanu´ insˇtrukciu a d’alˇsie prostriedky ako napr.
za´sobn´ık. Fyzicky´ procesor je tvoreny´ mnozˇstvom roˆznych prostriedkov ako stavove´ regis-
try, vyrovna´vacie pama¨te, registre prerusˇen´ı a pod., z ktory´ch vsˇak nie su´ potrebne´ vsˇetky
pre defin´ıciu vla´kna. Preto je mozˇne´ vytvorit’ dva logicke´ procesory oddelen´ım informa´ci´ı
o stave architektu´ry a zdiel’an´ım vy´konny´ch jednotiek procesoru. Vytvoren´ım dvoch lo-
gicky´ch procesorov sa dosiahne stav, ked’ operacˇny´ syste´m moˆzˇe napla´novat’ vykona´vanie
dvoch vla´kien, pricˇom mikroarchitektu´ra prebera´ u´lohu prep´ınania vla´kien na zdiel’any´ch
prostriedkoch. Prepnutie moˆzˇe byt’ vyvolane´ vy´padkom vo vyrovna´vacej pama¨ti alebo ne-
spra´vnou predikciou skoku.
Dˇalˇs´ım logicky´m krokom od simulta´nneho viacvla´knove´ho vykona´vania je viacjadrovy´
procesor. Namiesto zdiel’ania vybrany´ch prostriedkov na jednom fyzickom procesore sa
vy´konne´ jednotky fyzicky zna´sobia a na jednom cˇipe je tak viac vy´konny´ch jadier. Jadra´
maju´ svoje vlastne´ stavy architektu´ry aj vykonne´ jednotky. Moˆzˇu, ale nemusia zdiel’at’
vel’ku´ cˇipovu´ vyrovna´vaciu pama¨t’. Takisto moˆzˇu byt’ kombinovane´ s technolo´giou SMT,





































Obra´zek 2.2: Porovnanie jednojadrovej, viacprocesorovej a viacjadrovej architektu´ry
2.2 Beh vla´kien na jednom vs. viac procesoroch
Programovanie s vla´knami nie je u´plnou novinkou. Mnohe´ moderne´ aplika´cie pouzˇ´ıvaju´
viacero vla´kien v ra´mci jedne´ho procesu uzˇ v su´cˇasnosti. Vd’aka tomu sa uzˇ vel’ka´ cˇast’
programa´torov stretla s konceptom paralelne´ho programovania pomocou vla´kien, pravde-
podobne vsˇak cieleny´m na jednoprocesorovu´ platformu. Oproti programovaniu pre viacpro-
cesorove´ syste´my tu vsˇak su´ niektore´ rozdiely:
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• Programovanie vo vla´knach sa pouzˇ´ıva prednostne na dosiahnutie vysˇsˇieho vy´konu
aplika´cie rozdelen´ım spracovania u´lohy medzi jednotlive´ procesory. Va¨cˇsˇina aplika´ci´ı
v su´cˇasnosti vyuzˇ´ıva viac vla´kien na zvy´sˇenie odozvy pouzˇ´ıvatel’ske´ho rozhrania apli-
ka´cie. Namiesto cˇakania na dokoncˇenie rozpracovanej opera´cie, napr. nacˇ´ıtania da´t
z databa´zy, zo su´boru alebo dokoncˇenia zlozˇite´ho vy´pocˇtu, sa spracovanie udalost´ı
pouzˇ´ıvatel’ske´ho rozhrania vykona´va vo zvla´sˇt’ vycˇlenenom vla´kne. Ty´m sa dosiahne
rovnomerne´ rozlozˇenie vy´konu aplika´cie medzi spracovanie u´lohy a odozvy pouzˇ´ıva-
tel’ske´ho rozhrania.
Toto je hlavny´ limituju´ci faktor viacvla´knovy´ch aplika´ci´ı na jednoprocesorovy´ch sys-
te´moch. Namiesto toho, aby sa vla´kna pouzˇ´ıvali na zvy´sˇenie vy´konu aplika´cie, vyuzˇ´ıva
sa iba prekry´vanie vykona´vania vla´kien na odstra´nenie cˇasovej odozvy. Namiesto toho
na viacprocesorovy´ch syste´moch je mozˇne´ vykona´vat’ vla´kna simulta´nne, pricˇom ne-
musia cˇakat’ na dokoncˇenie vykona´vania toho druhe´ho. Ty´mto spoˆsobom sa ponu´ka
softve´rovy´m vy´voja´rom mozˇnost’ optimaliza´cie aplika´ci´ı pre vyuzˇitie zna´sobenia pro-
striedkov dostupny´ch na vykona´vanie u´loh.
• Na´vrh viacvla´knovy´ch aplika´ci´ı bezˇiacich na viacprocesorovom syste´me je riadeny´
odliˇsny´mi predpokladmi nezˇ na´vrh viacvla´knovy´ch aplika´ci´ı pre jednoprocesorovy´
syste´m. Na jednoprocesorovom syste´me si softve´rovy´ vy´voja´r moˆzˇe pomocou niek-
tory´ch predpokladov zjednodusˇit’ p´ısanie a ladenie programu. Tieto predpoklady vsˇak
nemusia byt’ spra´vne na viacprocesorovom syste´me. Dve najzna´mejˇsie oblasti de-
monsˇtruju´ce tieto odliˇsnosti su´ pra´ca s vyrovna´vacou pama¨t’ou a priority vykona´vania
vla´kien. Kazˇdy´ procesor (pr´ıpadne jadro procesoru) moˆzˇe mat’ svoju vlastnu´ vy-
rovna´vaciu pama¨t’. Da´ta uchova´vane´ v ty´chto vyrovna´vac´ıch pama¨tiach moˆzˇu byt’
nesynchronizovane´. Pr´ıkladny´m proble´mom moˆzˇe byt’ situa´cia, ked’ dva roˆzne proce-
sory zapisuju´ do da´tovy´ch sˇtruktu´r v pama¨ti ulozˇeny´ch vel’mi bl´ızko seba. Aj ked’ su´
na sebe neza´visle´, za´pisom jedne´ho z procesorov sa pre druhy´ procesor oznacˇia da´ta
za neplatne´ a musia byt’ znova nacˇ´ıtane´. Tento proble´m sa nazy´va falosˇne´ zdiel’anie.
Na jednoprocesorovom syste´me k nemu nemoˆzˇe doˆjst’ pretozˇe vyrovna´vacia pama¨t’ je
zdiel’ana´ medzi vsˇetky´mi vla´knami.
Priority vykona´vania vla´kien moˆzˇu tiezˇ spoˆsobit’ rozdielnost’ chovania sa aplika´cie
na viacprocesorovom syste´me. Predpokladajme, zˇe za ciel’om zvy´sˇenia vy´konu pro-
grama´tor predpoklada´, zˇe vla´kno s vysˇsˇou prioritou bude bez prerusˇenia vykona´vane´
na u´kor vla´kna s nizˇsˇou prioritou. Na viacprocesorovom syste´me vsˇak pla´novacˇ ope-
racˇne´ho syste´mu pridel´ı vla´kno s nizˇsˇou prioritou druhe´mu procesoru a obe tak
moˆzˇu bezˇat’ za´rovenˇ. Ak programa´tor optimaliza´ciu staval na predpoklade, zˇe vla´kno
s vysˇsˇou prioritou bude vykona´vane´ neprerusˇene, moˆzˇe doˆjst’ k nestabilite aplika´cie
na viacprocesorovom syste´me.
2.3 Amdahlov za´kon
V tomto bode vyvsta´va ota´zka, ako urcˇit’ pr´ırastok vy´konnosti aplika´cie, ked’ sa podar´ı
u´lohu rozlozˇit’ medzi niekol’ko neza´visly´ch a su´cˇasne riesˇitel’ny´ch u´loh. Intu´ıcia nasˇepka´va,
zˇe pr´ırastok by mal byt’ znacˇny´. To vsˇak plat´ı len v pr´ıpade, zˇe u´lohu sa skutocˇne podarilo
celu´ rozlozˇit’ na niekol’ko u´plne neza´visly´ch cˇast´ı. Najcˇastejˇsie to ale nie je take´ jednoduche´.
Ako teda zistit’, aky´ je skutocˇny´ pr´ırastok vy´konu aplika´cie. Jedny´m z pr´ıstupov je podelit’
cˇas spotrebovany´ na vykonanie sekvencˇnej verzie algoritmu cˇasom spotrebovany´m para-
lelnou verziou tohoto algoritmu. Vy´sledok sa nazy´va zry´chlenie. ( S - zry´chlenie, Ts - cˇas
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Na za´klade predcha´dzaju´ceho definovania si zry´chlenia je mozˇne´ urcˇit’ limitu pr´ınosu
zry´chl’ovania zo zvysˇovania pocˇtu procesorov (a teda aj vla´kien). Na tento u´cˇel slu´zˇi Am-
dahlov za´kon [1] [7], ktory´ na´m vyjadruje maxima´lny teoreticky´ pr´ınos paraleliza´cie u´lohy
vzhl’adom k najlepsˇiemu mozˇne´mu sekvencˇne´mu riesˇeniu u´lohy. ( S - zry´chlenie, f - pomer
paralelizovatel’nej cˇasti u´lohy, n - pocˇet procesorov (vla´kien))
S =
1
(1− f) + (f/n)
Amdahl, autor tohto za´kona, vycha´dzal z jednoduche´ho u´sudku, zˇe celkove´ zry´chlenie
aplika´cie z´ıskame ako podiel celkove´ho cˇasu vykona´vania aplika´cie a su´cˇtu cˇasu sekvencˇne
vykona´vanej cˇasti a paralelizovan´ım ury´chlenej cˇasti.
Amdahlov za´kon predpoklada´, zˇe paralelizovatel’na´ cˇast’ u´lohy je dokonale sˇka´lovatel’na´.
Vypoveda´ na´m o dosiahnutel’nom zry´chlen´ı pri neobmedzenom zvysˇovan´ı pocˇtu proceso-
rov, pricˇom najobmedzuju´cejˇs´ım faktorom je z tohto pohl’adu sekvencˇna´ cˇast’ algoritmu.
Napr´ıklad, pri 10% neparalelizovatel’nej cˇasti ko´du je dosiahnutel’ne´ maxima´lne 10-na´sobne´
zry´chlenie. Je doˆlezˇite´ si uvedomit’, zˇe zvysˇovanie pocˇtu procesorov ma´ vplyv iba na pa-
ralelizovatel’nu´ cˇast’ u´lohy, a preto ak je paralelizovatel’na´ iba desatina u´lohy, najkratsˇ´ı cˇas
vykona´vania u´lohy bude vzˇdy najmenej 90% cˇasu potrebne´ho na vykonanie sekvencˇnej
verzie u´lohy.
Dˇalˇs´ım za´verom vyply´vaju´cim z Amdahlovho za´kona je, zˇe doˆlezˇitejˇsie je zmensˇovat’
sekvencˇnu´ cˇast’ u´lohy, nezˇ zvysˇovat’ pocˇet procesorov riesˇiacich u´lohu. Azˇ ked’ je u´loha
z va¨cˇsˇej cˇasti paralelizovana´ je prospesˇnejˇsie prida´vanie d’alˇs´ıch procesorov na riesˇenie u´lohy
nezˇ d’alˇsia paraleliza´cia u´lohy.
Pre lepsˇiu vy´povednu´ hodnotu pre viacvla´knove´ aplika´cie moˆzˇeme Amdahlov za´kon
rozsˇ´ırit’ o d’alˇsiu premennu´, a to re´zˇiu spravovania vla´kien. ( S - zry´chlenie, f - pomer




(1− f) + (f/n) +H(n)
Ta´to re´zˇia pozosta´va z dvoch hlavny´ch zlozˇiek, a to re´zˇia operacˇne´ho syste´mu a med-
zivla´knove´ aktivity ako komunika´cia alebo synchroniza´cia. Z tohto za´pisu je zjavne´, zˇe re´zˇiu
je potrebne´ drzˇat’ na minima´lnej hodnote. Vel’mi zle nap´ısane´ viacvla´knove´ aplika´cie moˆzˇu
dokonca dosiahnut’ zry´chlenie mensˇie nezˇ 1 vd’aka tomu, zˇe re´zˇia spravovania vla´kien bude
neu´merne vysoka´. Niekedy moˆzˇe vy´znamne zn´ızˇit’ pr´ınos celej paraleliza´cie u´lohy, preto je




Spra´vne implementovane´ vla´kna moˆzˇu podstatne vylepsˇit’ vy´kon aplika´cie. Na druhej strane
vsˇak nespra´vne pouzˇitie vla´kien moˆzˇe viest’ k horsˇiemu vy´konu, nepredv´ıdatel’ne´mu spra´vaniu
a t’azˇko riesˇitel’ny´m proble´mom. Dobre´ pochopenie fungovania vla´kien je za´kladom pre pre-
venciu pred ty´mito proble´mami a pre maxima´lne vyuzˇitie vy´konove´ho potencia´lu ukryte´ho
v paralelizme. K tomu, aby sme doka´zali naplno vyuzˇit’ prostriedky moderny´ch viacproce-
sorovy´ch a viacjadrovy´ch syste´mov je potrebne´ pochopit’ softve´rove´ vla´kna. Na prvy´ pohl’ad
sa moˆzˇe zdat’ pra´ca s vla´knami zlozˇita´, po pochopen´ı pa´r hlavny´ch princ´ıpov vsˇak kazˇde´mu
pr´ıde ich podstata jednoducha´.
3.1 Defin´ıcia vla´kna
Vla´kno je postupnost’ su´visiacich insˇtrukci´ı, ktora´ je vykona´vana´ neza´visle na iny´ch postup-
nostiach insˇtrukci´ı. Kazˇdy´ program obsahuje asponˇ jedno vla´kno, tzv. hlavne´, ktore´ inici-
alizuje program zacˇne s vykona´van´ım insˇtrukci´ı. Toto vla´kno moˆzˇe vytvorit’ d’alˇsie vla´kna,
ktore´ pracuju´ na inej u´lohe, alebo nemus´ı vytvorit’ zˇiadne d’alˇsie vla´kno a moˆzˇe celu´ pra´cu
vykonat’ samo. Kazˇde´ vla´kno ma´ svoj vlastny´ stav.
Hardve´rove´ vla´kno je cesta vykona´vania insˇtrukci´ı neza´visla´ na iny´ch cesta´ch vykona´vania
insˇtrukci´ı. Operacˇny´ syste´m mapuje softve´rove´ vla´kna na tieto cesty. Vol’ba paraleliza´cie
aplika´cie odra´zˇa potreby u´lohy a dostupnost’ prostriedkov na paralelne´ vykona´vanie u´loh.
Pr´ıliˇsny´ paralelizmus moˆzˇe viest’ k zhorsˇeniu vy´konu. Spra´vna miera sa da´ na´jst’ rozumny´m
na´vrhom a testovan´ım.
3.2 Typy vla´kien
Vy´pocˇtovy´ model vla´kien pozosta´va z troch u´rovn´ı:
• Pouzˇ´ıvatel’ske´ vla´kna. Vla´kna vytvorene´ a spravovane´ v ra´mci aplika´cie.
• Vla´kna na u´rovni jadra OS. Spoˆsob aky´m va¨cˇsˇina operacˇny´ch syste´mov implementuje
vla´kna.
• Hardve´rove´ vla´kna. Spoˆsob aky´m sa vla´kno vykona´va na hardve´rovy´ch prostriedkoch.
Bezˇny´ jednovla´knovy´ program cˇasto zahr´nˇa vsˇetky tri u´rovne: programove´ vla´kno je im-
plementovane´ operacˇny´m syste´mom ako vla´kno na u´rovni jadra a vykonane´ ako hardve´rove´
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vla´kno. Medzi ty´mito vrstvami su´ rozhrania, ktore´ su´ cˇasto obsluhovane´ automaticky. Na-
priek tomu je pre efekt´ıvne vyuzˇitie prostriedkov dobre´ poznat’ ako tieto rozhrania pracuju´.
Nasleduju´ce odstavce su´ venovane´ tejto problematike.
3.3 Vla´kna nad u´rovnˇou OS
Najl’ahsˇou cestou k vyhnutiu sa proble´mom s vla´knami pouzˇ´ıvany´mi v aplika´cii je uvedome-
nie si dejov, ktore´ vstupuju´ do hry pri ich pouzˇit´ı. V aplika´cia´ch, ktore´ nepouzˇ´ıvaju´ behove´
prostredie, vytvorenie vla´kna znamena´ volanie syste´movej funkcie rozhrania operacˇne´ho
syste´mu. Toto volanie je neskoˆr za behu vykonane´ ako volanie funkcie jadra operacˇne´ho
syste´mu pre vytvorenie vla´kna. Insˇtrukcie vla´kna su´ nasledovne predane´ procesoru na
vykonanie. Vo fa´ze Definovania a Pr´ıpravy su´ vla´kna sˇpecifikovane´ programovac´ım pro-
stred´ım a deko´dovane´ prekladacˇom. Pocˇas Operacˇnej fa´zy je vla´kno vytvorene´ a spravo-
vane´ operacˇny´m syste´mom. Nakoniec, vo fa´ze Vykona´vania, procesor vykona´ postupnost’
insˇtrukci´ı vla´kna.
Ko´d aplika´cie moˆzˇe byt’ za´visly´ na behovom prostred´ı, v tom pr´ıpade sa ko´d nazy´va ria-
deny´ ko´d a bezˇ´ı v prostred´ı, ktore´ vykona´va aplikacˇne´ funkcie a volania operacˇne´ho syste´mu.
Medzi riadene´ prostredia patria aj Java Virtual Machine (JVM) a Microsoft Common Lan-
guage Runtime (CLR). Tieto prostredia nevykona´vaju´ zˇiadne pla´novanie spu´sˇt’ania vla´kien.
Tu´to funkciu prenecha´vaju´ operacˇne´mu syste´mu.
Vo vsˇeobecnosti moˆzˇu byt’ aplikacˇne´ vla´kna implementovane´ na u´rovni aplika´cie pouzˇit´ım
usta´leny´ch API. Najpouzˇ´ıvanejˇs´ımi su´ OpenMP a na nizˇsˇej u´rovni su´ to knizˇnice ako
Pthreads alebo Windows threads. Vy´ber API za´lezˇ´ı na potreba´ch programa´tora, pricˇom
OpenMP ponu´ka jednoduchsˇ´ı spoˆsob pra´ce s vla´knami, ky´m spomenute´ knizˇnice su´ vhodne´
pre potrebu detailnejˇsieho riadenia pra´ce s vla´knami.
3.4 Vla´kna na u´rovni OS
K pochopeniu vla´kien z pohl’adu operacˇne´ho syste´mu je doˆlezˇite´ si uvedomit’, zˇe operacˇny´
syste´my sa skladaju´ z dvoch rozdielnych cˇast´ı: pouzˇ´ıvatel’ska´ cˇast’ (kde bezˇia pouzˇ´ıvatel’ske´
aplika´cie) a jadrova´ cˇast’ (kde sa vykona´vaju´ syste´move´ za´lezˇitosti). Medzi ty´mito dvomi
vrstvami je rozhranie, ktore´ tvoria syste´move´ knizˇnice. Tie obsahuju´ komponenty operacˇne´ho
syste´mu schopne´ bezˇat’ na pouzˇ´ıvatel’skej u´rovni. Esˇte nizˇsˇou vrstvou je hardve´rova´ abs-
traktna´ vrstva, ktora´ tvor´ı rozhranie medzi operacˇny´m syste´mom a procesorom.
Jadro je za´kladom operacˇne´ho syste´mu. Spravuje tabul’ky, v ktory´ch uchova´va informa´cie
o procesoch a vla´knach. Va¨cˇsˇina aktiv´ıt spojeny´ch s vla´knami sa deje pra´ve na tejto u´rovni.
Knizˇnice na pra´cu s vla´knami ako OpenMP alebo Pthreads (POSIX vla´kna) pouzˇ´ıvaju´
vla´kna na u´rovni jadra OS. Windows podporuje oba typy vla´kien, pouzˇ´ıvatel’ske´ a aj na
u´rovni jadra. Pouzˇ´ıvatel’ske´ vla´kna vo Windowse vyzˇaduju´ vytvorenie cele´ho syste´mu spra-
vovania vla´kien a manua´lne pla´novanie spu´sˇt’ania vla´kna. Ich vy´hodou je, zˇe vy´voja´r moˆzˇe
ovplyvnit’ kazˇdy´ jeden detail v spravovan´ı vla´kna. Vo vsˇeobecnosti vsˇak nie su´ privel’ky´m
pr´ınosom a je mozˇne´ sa zaob´ıst’ aj bez nich. Vla´kna na u´rovni jadra ponu´kaju´ vysˇsˇ´ı vy´kon
a viacere´ vla´kna toho iste´ho procesu moˆzˇu byt’ vykona´vane´ na roˆznych procesoroch. Re´zˇia
spojena´ s pouzˇ´ıvatel’sky´mi vla´knami je vsˇak mensˇia a vla´kna na u´rovni jadra su´ cˇasto znovu
pouzˇite´ po dokoncˇen´ı ich poˆvodnej pra´ce.
Procesy su´ samostatne´ programy, ktore´ maju´ svoj vlastny´ adresny´ priestor. Su´ najza´-
kladnejˇsou vykonatel’nou jednotkou spravovanou ako neza´visla´ entita vo vnu´tri operacˇne´ho
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syste´mu. Existuje priama su´vislost’ medzi procesmi a vla´knami. Viacere´ vla´kna moˆzˇu byt’
obsiahnute´ v jednom procese. Vsˇetky vla´kna v procese zdiel’aju´ jeden adresny´ priestor,
takzˇe ho moˆzˇu vyuzˇ´ıvat’ na jednoduchu´ medzivla´knovu´ komunika´ciu.
Program moˆzˇe mat’ jeden a viac procesov. Jeden proces moˆzˇe obsahovat’ jedno alebo
viac vla´kien. Kazˇde´ vla´kno je mapovane´ na procesor. Koncept bl´ızkosti procesora (z angl.
processor affinity) dovol’uje programa´torovi definovat’ procesor, na ktorom sa bude vla´kno
prednostne vykona´vat’. Va¨cˇsˇina operacˇny´ch syste´mov podporuje tu´to vlastnost’, ale vy-
kona´vanie na konkre´tnom procesore nie je zarucˇene´.
Existuje niekol’ko mozˇnost´ı mapovania vla´kien na procesory: jedna k jednej (1:1), vel’a na
jeden (M:1) a vel’a na vel’a (M:N). Model 1:1 nepotrebuje pla´novanie vykona´vania vla´kien
podporeny´ v knizˇnici pre pra´cu s vla´knami. Tu´to u´lohu prebera´ operacˇny´ syste´m a ide
o tzv. preempt´ıvne vykona´vanie viac vla´kien Moderne´ operacˇne´ syste´my pouzˇ´ıvaju´ tento
model vla´kien. V pr´ıpade modelu M:1 knizˇnica pre pra´cu s vla´knami pla´nuje spu´sˇt’anie
vla´kien a riadi ich priority. Ide o tzv. kooperat´ıvne vykona´vanie viac vla´kien. Pre model
M:N je mapovanie l’ubovol’ne´.
3.5 Vla´kna na u´rovni hardve´ru
Hadrve´r vykona´va insˇtrukcie zo softve´rovy´ch vrstiev. Insˇtrukcie aplika´cie su´ mapovane´ na
hardve´rove´ prostriedky a postupne prenikaju´ cez nizˇsˇie vrstvy - operacˇny´ syste´m, behove´
prostredie - azˇ na hardve´r.
V minulosti bolo na su´cˇasne´ vykona´vanie vla´kien potrebny´ch viac procesorov. Dnes je
mozˇne´ spu´sˇt’at’ viacere´ vla´kna v ra´mci jedne´ho procesoru na viacery´ch vy´konny´ch jadra´ch
alebo na jednom zdiel’anom vy´konnom jadre pre dve vla´kna. Tu je treba rozliˇsovat’ medzi
su´bezˇny´m (Hyper-Threading) a paralelny´m vykona´van´ım vla´kien.
3.6 Vytva´ranie vla´kien
Jeden proces teda moˆzˇe obsahovat’ niekol’ko vla´kien, ktore´ pracuju´ neza´visle jeden na dru-
hom. Napriek tomu zdiel’aju´ jeden adresny´ priestor a niektore´ prostriedky, napr. popisovacˇe
su´borov. Naviac kazˇde´ vla´kno ma´ svoj vlastny´ za´sobn´ık. Tieto za´sobn´ıky su´ vo va¨cˇsˇine
pr´ıpadov spravovane´ operacˇny´m syste´mom, takzˇe vy´voja´r sa nemus´ı starat’ o ich vel’kost’ a
aloka´ciu. Na druhej strane je dobre´ poznat’ obmedzenia z toho plynu´ce pri pra´ci s viacery´mi
vla´knami. Vel’kosti za´sobn´ıkov vla´kien sa moˆzˇu menit’ od syste´mu k syste´mu. Vytva´ranie
vel’ke´ho pocˇtu vla´kien preto moˆzˇe znamenat’ dramaticke´ zn´ızˇenie vy´konu aplika´cie.
Po vytvoren´ı sa vla´kno vzˇdy nacha´dza v jednom zo stavov (obr. 3.1): pripravene´, bezˇiace,
cˇakaju´ce (blokovane´) alebo ukoncˇene´. Existuju´ aj d’alˇsie podstavy, ktore´ odra´zˇaju´ doˆvody
vstupu vla´kna do toho-ktore´ho stavu. Tieto podstavy moˆzˇy byt’ uzˇitocˇne´ pri laden´ı a ana-
lyzovan´ı vla´kien aplika´cie.
Kazˇdy´ proces obsahuje asponˇ jedno vla´kno, tzv. inicializacˇne´ vla´kno, ktore´ je vytvorene´
pocˇas inicializa´cie procesu. Aplikacˇne´ vla´kna sa vytva´raju´ pocˇas behu prvotne´ho vla´kna.
Po vyvoren´ı sa nove´ vla´kno dostane do stavu pripravene´. Na´sledne sa pri pokuse vykona´vat’
insˇtrukcie dostane bud’ do stavu bezˇiace alebo blokovane´. Ak je blokovane´, cˇaka´ na uvol’nenie
prostriedkov alebo na ine´ vla´kno. Po dokoncˇen´ı pra´ce sa vla´kno dostane do stavu ukoncˇene´














Obra´zek 3.1: Stavovy´ diagram vla´kna
3.7 Vy´zvy paralelne´ho programovania
Pouzˇitie vla´kien umozˇnˇuje vy´razne zvy´sˇit’ vy´kon aplika´cie pomocou su´cˇasne´ho vykona´vania
u´loh. Na druhej strane mus´ı vy´voja´r cˇelit’ vysˇsˇiemu stupnˇu zlozˇitosti, ktory´ vyzˇaduje po-
zorny´ pr´ıstup k riesˇeniu riadenia tokov v aplika´cii. Ta´to zlozˇitost’ plynie z proste´ho faktu,
zˇe v programe docha´dza su´cˇasne k viacery´m aktivita´m. Riadenie su´cˇasny´ch udalost´ı a ich
interakcie vedie k riesˇeniu nasleduju´cich proble´mov:
• Synchroniza´cia je proces zladenia aktiv´ıt dvoch alebo viac vla´kien. Napr´ıklad jedno
vla´kno cˇaka´ na dokoncˇenie u´lohy v druhom vla´kne.
• Komunika´cia odpoveda´ za priepustnost’ a cˇas odozvy pri vymienˇan´ı si da´t medzi
vla´knami.
• Vyva´zˇenie vy´konu odpoveda´ za rovnomerne´ rozlozˇenie pra´ce medzi viacere´ vla´kna tak,
aby boli zhruba rovnomerne zat’azˇene´.
• Sˇka´lovatel’nost’ je schopnost’ vyuzˇitia zvy´sˇene´ho mnozˇstva prostriedkov. Napr´ıklad
aplika´cia riesˇiaca u´lohu na sˇtvorici procesorov bude schopna´ zvy´sˇit’ vy´kon riesˇenia
u´lohy na oˆsmich procesoroch.
Vsˇetky tieto proble´my je potrebne´ starostlivo osˇetrit’ k tomu, aby sa dosiahol cˇo najvysˇsˇ´ı
vy´kon aplika´cie. Nasleduju´ce odstavce ponu´kaju´ konsˇtrukcie pre zvla´dnutie ty´chto proble´mov.
3.8 Synchronizacˇne´ prvky
Synchroniza´cia je mechanizmus na dosiahnutie spra´vneho poradia vykona´vania u´loh vo
vla´knach. Riadi vza´jomne´ poradie vykona´vania vla´kien a riesˇi tak proble´my nezˇiadane´ho
spra´vania sa. V prostred´ı, kde sa komunika´cia odohra´va medzi odosielatel’om a prij´ımatel’om
je synchroniza´cia implicitna´, ked’zˇe prijat’ spra´vu je mozˇne´ azˇ po jej odoslan´ı. V prostred´ı
zdiel’anej pama¨te je vsˇak situa´cia odliˇsna´, kedzˇe vnu´torne´ za´vislosti medzi vla´knami nie su´
jednoznacˇne´. Daju´ sa vsˇak dosiahnut’ pomocou podmienok.
Dva najpouzˇ´ıvanejˇsie typy synchronizacˇny´ch mechanizmov su´: vza´jomne´ vylu´cˇenie a
synchroniza´cia podmienkou. V pr´ıpade vza´jomne´ho vylu´cˇenia blokuje jedno vla´kno pr´ıstup
do kritickej sekcie - cˇasti ko´du, ktory´ obsahuje zdiel’ane´ da´ta - a ostatne´ vla´kna musia cˇakat’,
ak sa chcu´ dostat’ do tejto cˇasti ko´du. Tento mechanizmus sa pouzˇ´ıva, ak dve alebo viac
vla´kien zdiel’a pama¨t’ovy´ priestor. Vza´jomne´ vylu´cˇenie je riadene´ pla´novacˇom a je za´visle´ na
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jeho granularite. Synchroniza´cia podmienkou na druhej strane blokuje vykona´vanie vla´kna,
ky´m nie je splnena´ nejaka´ sˇpecificka´ podmienka.
Existuje mnozˇstvo synchronizacˇny´ch techn´ık. Za´lezˇ´ı na programovacom prostred´ı, ktore´
z ty´chto techn´ık implementuje a ponu´ka programa´torom.
Kriticka´ sekcia je blok ko´du, v ktorom sa pristupuje ku zdiel’any´m premenny´m, ktore´
vyuzˇ´ıvaju´ roˆzne vla´kna. Bezpecˇnost’ kritickej sekcie sa dosahuje pouzˇit´ım roˆznych synchro-
nizacˇny´ch prvkov. Ich spra´vnym pouzˇit´ım sa dosiahne, zˇe do kritickej sekcie vstu´pi naraz
vzˇdy len jedno vla´kno. Iny´m pomenovan´ım kriticky´ch sekci´ı moˆzˇe byt’ synchronizacˇne´ bloky.
V za´vislosti na spoˆsobe pouzˇitia kriticky´ch sekci´ı je doˆlezˇita´ aj ich vel’kost’. Obecne plat´ı
za´sada, zˇe velkost’ kriticky´ch sekci´ı by mala byt’ cˇo najmensˇia. Vel’ke´ bloky kriticky´ch sekci´ı
by mali byt’ rozdelene´ na mensˇie.
Synchroniza´cia je typicky realizovana´ pomocou troch typov prvkov: semafo´rmi, za´mkami
a stavovy´mi premenny´mi. Pouzˇitie ty´chto prvkov za´vis´ı od pozˇiadaviek aplika´cie. Su´ im-
plementovane´ atomicky´mi opera´ciami a pouzˇ´ıvaju´ pr´ıslusˇne´ pama¨t’ove´ za´brany. Pama¨t’ova´
za´brana alebo pama¨t’ova´ barie´ra je opera´cia za´visla´ na architektu´re procesoru, ktora´ za-
bezpecˇ´ı spra´vne poradie vykonania pama¨t’ovy´ch opera´ci´ı jedne´ho vla´kna z pohl’adu druhe´ho
vla´kna. Tieto opera´cie su´ obycˇajne ukryte´ za synchronizacˇne´ prvky vysˇsˇej u´rovne abstrakcie
a programa´tor sa nimi nemus´ı zaoberat’.
Semafo´ry
Semafo´ry, prva´ skupina prvkov zabezpecˇuju´cich vza´jomne´ vylu´cˇenie v procese paralel-
nej synchroniza´cie, boli predstavene´ zna´mim matematikom Edgarom Dijkstrom. Dijkstra
uka´zal, zˇe synchroniza´cia je dosiahnutel’na´ pouzˇit´ım klasicky´ch strojovy´ch insˇtrukci´ı a hie-
rarchicky´ch sˇtruktu´r. Navrhol riesˇenie, v ktorom semafo´r reprezentuje cele´ cˇ´ıslo a je ohrani-
cˇeny´ dvomi atomicky´mi opera´ciami, P - testovanie a V - inkrementa´cia. Aj ked’ tento na´vrh
semafo´rov presˇiel evolu´ciou, princ´ıp zostava´ rovnaky´. P predstavuje cˇakanie na uvol’nenie
zdrojov a V predstavuje odstra´nenie barie´ry. Hodnota semafo´ru je inicializovana´ na 0 alebo
1 esˇte pred spusten´ım paralelnej u´lohy. Opera´cia P dekrementuje hodnotu semafo´ru a tes-
tuje, cˇi je mensˇia nezˇ nula. Ak a´no, vla´kno sa zarad´ı do zoznamu cˇakaju´cich na uvol’nenie
zdroja. Opera´cia V naopak inkrementuje hodnotu semafo´ru, a ak je mensˇia alebo rovna´
nule, uvol’n´ı jedno vla´kno zo zoznamu cˇakaju´cich. Opera´cia P blokuje vla´kno, ky´m hod-
nota semafo´ru nedosiahne 0. Opera´cia V neza´visle na P signalizuje povolenie pokracˇovania
vo vykona´van´ı. Tieto opera´cie su´ ”nedelitel
’ne´“ a vykona´vane´ su´cˇasne. Kladna´ hodnota se-
mafo´ru reprezentuje pocˇet vla´kien, ktory´m je povolene´ pokracˇovat’ v pra´ci bez blokovania.
Ak je hodnota rovna´ nule, zˇiadne vla´kno necˇaka´. Ak d’alˇsie vla´kno potrebuje dekremento-
vat’ hodnotu semafo´ru, bude zablokovane´ a odlozˇ´ı sa do zoznamu cˇakaju´cich vla´kien. Ak je
hodnota obmedzena´ na 0 a 1, semafo´r sa nazy´va bina´rny semafo´r.
Na semafo´r moˆzˇeme hl’adiet’ ako na cˇ´ıtacˇ s dvoma atomicky´mi opera´ciami. Imple-
menta´cie semafo´rov sa roˆznia. Z pohl’adu pouzˇitel’nosti existuju´ dve katego´rie semafo´rov:
silne´ a slabe´. Silne´ semafo´ry dodrzˇiavaju´ model First-Come-First-Serve, ktory´ zarucˇuje, zˇe
kazˇde´ vla´kno pr´ıde na rad. Slabe´ semafo´ry toto nezarucˇuju´ a moˆzˇe sa stat’, zˇe niektore´
vla´kno sa nikdy alebo vel’mi dlhu´ dobu nedostane na rad.
Semafo´ry su´ vsˇak skoˆr historickou za´lezˇitost’ou podobne ako nesˇtruktu´rovne´ ”goto“.
Va¨cˇsˇina programovac´ıch prostred´ı ponu´ka sˇtruktu´rovane´ synchronizacˇne´ prvky na vysˇsˇej
u´rovni abstrakcie. Podobne vsˇak ako ”goto“ moˆzˇe byt
’ aj semafo´r najlepsˇ´ım dostupny´m
riesˇen´ım. Napr´ıklad v situa´cii, ked’ je dostupny´ch niekol’ko insˇtanci´ı zdiel’any´ch prostriedkov,
ku ktory´m je mozˇne´ povolit’ pr´ıstup viac nezˇ jedne´ho vla´kna. Kazˇda´ opera´cia P rezervuje
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jednu insˇtanciu a opera´cia V uvol’n´ı jednu insˇtanciu.
Za´mky
Za´mky su´ podobne´ semafo´rom s ty´m rozdiel’om, zˇe jedno vla´kno ovla´da zamknutie jednej
insˇtancie. Za´mky ponu´kaju´ dve za´kladne´ opera´cie:
• Atomicke´ cˇakanie na uvol’nenie za´mku a na´sledne´ zamknutie.
• Atomicka´ zmena stavu za´mku zo zamknute´ho na odomknuty´.
V kazˇdom pr´ıpade najviac jedno vla´kno zamky´nˇa za´mok. Vla´kno mus´ı najprv zamknu´t’
za´mok aby mohlo pristupovat’ k zdiel’ane´mu zdroju, inak cˇaka´. Ak vla´kno chce z´ıskat’
pr´ıstup ku zdiel’any´m da´tam, mus´ı najprv zamknu´t’ za´mok, vykonat’ zmenu da´t a na´sledne
odomknu´t’ za´mok. Stupenˇ granularity za´mku moˆzˇe byt’ hruby´ alebo jemny´. Hruba´ granu-
larita za´mku znamena´ vysˇsˇiu konfliktnost’. Pre odstra´nenie proble´mov granularity va¨cˇsˇina
procesorov podporuje opera´ciu Compare-And-Swap (CAS), ktora´ umoznˇuje implementa´ciu
synchroniza´cie bez za´mku. Atomicka´ CAS opera´cia zarucˇuje, zˇe zdiel’ane´ da´ta zostanu´ syn-
chronizovane´ medzi vla´knami. Ak je pouzˇitie za´mku nevyhnutne´, je vhodne´ ho vlozˇit’ do
kritickej sekcie. Z implementacˇne´ho hl’adiska je vzˇdy vhodne´ pouzˇ´ıvat’ explicitne´ za´mky defi-
novane´ vy´voja´rom. Obecne vsˇak nie je odporu´cˇane´ drzˇat’ za´mky pr´ıliˇs dlho uzamknute´. Im-
plicitne´ za´mky moˆzˇu byt’ obsluhovane´ aplikacˇny´m ra´mcom (napr. databa´zovy´m syste´mom).
Aplika´cia moˆzˇe pouzˇ´ıvat’ l’ubovol’ny´ druh za´mkov v za´vislosti od pozˇiadaviek u´lohy. Nie
je vsˇak dobre´ miesˇat’ typy za´mkov pri plnen´ı jednej u´lohy. Dostupne´ su´ tieto druhy za´mkov:
Mutexy. Mutexy su´ najjednoduchsˇie pouzˇitel’ne´ za´mky. Cˇasto su´ pouzˇ´ıvane´ na vysvet-
lenie princ´ıpov za´mkov. Uvol’nenie mutexu nemus´ı za´visiet’ iba na vykonan´ı pr´ıslusˇnej
opera´cie. Moˆzˇe byt’ cˇasovo podmienene´, takzˇe po vyprsˇan´ı sa mutex samovol’ne odomkne.
Pouzˇit´ım cˇasovacˇa alebo try-finally klauzule sa da´ pred´ıst’ uviaznutiu.
Rekurz´ıvne za´mky. Rekurz´ıvne za´mky moˆzˇu byt’ zamknute´ opakovane viac nezˇ jeden
kra´t vla´knom, ktore´ ho zamklo prvy´ raz. Uvol’nenie za´mku nastane azˇ vtedy, ked’ ho vlast-
niace vla´kno odomkne raz pre kazˇde´ zamknutie. Tento typ za´mkov je vhodny´ pre rekurz´ıvne
funkcie. Je vsˇak potrebne´ si da´vat’ pozor na pocˇet zamknut´ı a odomknut´ı za´mku. Rekurz´ıvne
za´mky su´ pomalˇsie nezˇ nerekurz´ıvne.
Read-Write za´mky. Read-Write za´mky povol’uju´ su´cˇasne´ cˇ´ıtanie viacery´ch vla´kien, ale
za´pis je obmedzeny´ iba na jedno vla´kno. Tento typ za´mkov je pouzˇitel’ny´ v pr´ıpade, zˇe
niekol’ko vla´kien su´cˇasne cˇ´ıta zdiel’ane´ da´ta, ale zapisuje iba jedno. Vel’ke´ objemy da´t je
vy´hodnejˇsie rozdelit’ na mensˇie u´seky, na ktory´ch ma´ pr´ıstup vzˇdy ine´ vla´kno, nezˇ drzˇat’
za´mok po dlˇsiu dobu.
Spin za´mky. Spin za´mky su´ neblokuju´ce za´mky vlastnene´ vla´knom. Cˇakaju´ce vla´kna
musia dokola cˇakat’ na uvol’nenie zdiel’ane´ho prostriedku. Tento druh za´mkou sa pouzˇ´ıva
vy´lucˇne na multiprocesorovy´ch syste´moch, pretozˇe vla´kno cˇakaju´ce na uvol’nenie za´mku
spotrebu´va vsˇetok procesorovy´ cˇas. Vy´hodou pouzˇitia tohto typu za´mku je v pr´ıpade, zˇe
nebude dlho zamknuty´, to, zˇe vla´kno nebude zdrzˇiavane´ prep´ınan´ım na ine´ vla´kno. Prepnu-
tie totizˇ vyzˇaduje prepnutie kontextu a aktualiza´ciu sˇtruktu´r vla´kna, cˇo moˆzˇe trvat’ dlhsˇie
nezˇ odomknutie spin za´mku. Proble´mom vsˇak moˆzˇe byt’ vyhladovenie ostatny´ch vla´kien,
14
ak je nespra´vne pouzˇite´. Neodporu´cˇa sa napr. drzˇat’ zamknuty´ spin za´mok pocˇas volania
funkcie nejake´ho podsyste´mu.
Stavove´ premenne´
Stavove´ premenne´ su´ tiezˇ zalozˇene´ na princ´ıpe Dijkstrovy´ch semafo´rov s ty´m rozdielom,
zˇe opera´cie ty´chto synchronizacˇny´ch prvkov nemaju´ asociovanu´ zˇiadnu ulozˇenu´ hodnotu.
To znamena´, zˇe stavove´ premenne´ neobsahuju´ testovanu´ hodnotu, azˇ stav zdiel’any´ch da´t
je pouzˇity´ na rozhodnutie podmienky. Vla´kno cˇaka´ alebo povol’uje vykona´vanie spolupra-
cuju´cich vla´kien na za´klade splnenia podmienky. Stavove´ premenne´ su´ pouzˇ´ıvane´ v pr´ıpade,
ked’ je potrebny´ isty´ stupenˇ pla´novania vykona´vania vla´kien. Atomicke´ opera´cie stavovy´ch
premenny´ch su´ nasledovne´ (stavova´ premenna´ C, vyuzˇ´ıvaju´ca za´mok L):
• wait(L): Atomicke´ odomknutie za´mku a cˇakanie, opa¨tovne uzamkne za´mok.
• signal(L): Povol´ı beh jedne´ho z cˇakaju´cich vla´kien, opa¨tovne uzamkne za´mok.
• broadcast(L): Povol´ı beh vsˇetky´ch cˇakaju´cich vla´kien, opa¨tovne uzamkne za´mok.
Tento mechanizmus sa da´ s vy´hodou pouzˇit’ na riadenie skupiny vla´kien pomocou
signa´lov. Rozhla´senie moˆzˇe byt’ na´rocˇna´ opera´cia na vy´kon, preto je potrebne´ uva´zˇit’ jej
pouzˇitie. V niektory´ch pr´ıpadoch ale moˆzˇe byt’ efekt´ıvnym riesˇen´ım.
3.9 Spra´vy
Spra´va je sˇpecificky´ spoˆsob komunika´cie na prenos informa´cie alebo signa´lu z jednej dome´ny
do druhej. Defin´ıcia dome´ny je roˆzna pre roˆzne scena´re. Pre viacvla´knove´ prostredie je
dome´nou vla´kno. Koncept spra´v je definovany´ skoˆr v su´vislosti s procesmi. Z pohl’adu
vy´meny spra´v rozliˇsujeme vnu´troprocesovu´, medziprocesovu´ a proces-proces komunika´ciu.
Dve vla´kna patriace tomu iste´mu proceu moˆzˇu vyuzˇit’ vnu´troprocesovu´ komunika´ciu. Dve
vla´kna patriace dvom roˆznym procesom moˆzˇu vyuzˇit’ medziprocesovu´ komunika´ciu. Najcˇas-
tejˇsou formou komunika´cie pomocou spra´v z pohl’adu programa´tora je komunika´cia dvoch
procesov.
Vo vsˇeobecnosti, spra´vy moˆzˇu byt’ delene´ podl’a pama¨t’ove´ho modelu prostredia, v kto-
rom su´ vymienˇane´. Posielanie spra´v v zdiel’anom pama¨t’ovom modeli mus´ı byt’ synchro´nne,
naopak v distribuovanom pama¨t’ovom modeli asynchro´nne. Z ine´ho pohl’adu moˆzˇe byt’ dele-
nie na synchro´nne a asynchro´nne spra´vy za´visle´ od toho, cˇi je potrebne´ po odoslan´ı spra´vy
cˇakat’ na prij´ımatel’a alebo sa moˆzˇe pokracˇovat’ vo vykona´van´ı u´lohy.
Na synchroniza´ciu vla´kien sa pouzˇ´ıvaju´ semafo´ry, za´mky a stavove´ premenne´. Tieto syn-
chronizacˇne´ prvky sprostredku´vaju´ informa´cie o stave a pr´ıstupovy´ch pra´vach. Na prenos
da´t je pouzˇita´ medzivla´knova´ komunika´cia. V pr´ıpade medzivla´knovej komunika´cie zosta´va
synchroniza´cia explicitna´, ked’zˇe po obdrzˇan´ı spra´vy sa potvrdzuje jej dorucˇenie. Potvrdenie
odstranˇuje proble´my s uviaznut´ım a da´tovy´mi konfliktmi. Na u´rovni hadrve´ru moˆzˇe komu-
nika´cia preberat’ formu vy´meny hodnoˆt medzi registrami, da´tami vo vyrovna´vacej pama¨ti
alebo hlavnej pama¨ti.
3.10 Koncepty toku riadenia
Na synchroniza´ciu akci´ı v paralelnej aplika´cii sa pouzˇ´ıvaju´ mechanizmy, medzi ktore´ patria
aj za´brana (z angl. fence) a berie´ra. Nasleduju´ce odstavce predstavuju´ tieto dva koncepty.
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Za´brana
Mechanizmus za´brany je implementovany´ pomocou insˇtrukcie, takzˇe sa cˇasto hovor´ı aj
o insˇtrukcii za´brany. Na viacprocesorovy´ch syste´moch so zdiel’anou pama¨t’ou zarucˇuje za´brana
pama¨t’ovu´ konzistentnost’ opera´ci´ı. V priebehu vykona´vania tejto insˇtrukcie sa zarucˇuje
dobehnutie vsˇetky´ch predosˇly´ch pama¨t’ovy´ch opera´ci´ı a odlozˇenie vsˇetky´ch nasleduju´cich
pama¨t’ovy´ch opera´ci´ı, azˇ ky´m sa nedokoncˇ´ı insˇtrukcia za´brany. Zabezpecˇuje spra´vne ma-
povanie softve´rove´ho pama¨t’ove´ho modelu na hardve´rovy´. Explicitne´ pouzˇitie insˇtrukcie
za´brany konkre´tnej platformy sa vsˇak neodporu´cˇa. Lepsˇie je spol’ahnu´t’ sa na prostriedky
prekladacˇov.
Barie´ra
Barie´ra je mechanizmus na synchroniza´ciu skupiny vla´kien spolupracuju´cich na spolocˇnej
u´lohe, azˇ ky´m nedosiahnu spolocˇny´ bod v toku riadenia. Pomocou tejto meto´dy je mozˇne´
dosiahnut’ stav, ked’ vykonanie d’alˇsej u´lohy zacˇne azˇ vo chv´ıli, ked’ vsˇetky ostatne´ vla´kna
dokoncˇili svoju predosˇlu´ u´lohu. Zarucˇuje, zˇe zˇiadne vla´kno nebude pokracˇovat’ v pra´ci, ky´m
sa vsˇetky ostatne´ nedostanu´ do spolocˇne´ho logicke´ho bodu vo vykona´van´ı u´lohy.
3.11 Najcˇastejˇsie proble´my
Paralelne´ programovanie je zna´me uzˇ desat’rocˇia, nevzniklo uveden´ım viacjadrovy´ch proce-
sorov, bolo vsˇak skoˆr vy´nimocˇny´m javom. Programa´tori sa tak uzˇ mali mozˇnost’ stretnu´t’
s najcˇastejˇs´ımi proble´mami, na ktore´ vznikli u´cˇinne´ riesˇenia. Poznanie ty´chto riesˇen´ı pocˇas
na´vrhu viacvla´knovej aplika´cie umozˇnˇuje predcha´dzat’ chyba´m, ktore´ nie je mozˇne´ jedno-
duchou opravou odstra´nit’ v pokrocˇilejˇs´ıch fa´zach projektu. Je potrebne´ s nimi ra´tat’ uzˇ
od zacˇiatku. Nasleduju´ce odstavce prina´sˇaju´ prehl’ad ty´chto najcˇastejˇs´ıch proble´mov, ich
sympto´my a postupy, ktory´mi je mozˇne´ im predcha´dzat’.
Privel’a vla´kien
Ked’ niekol’ko vla´kien vykona´ pra´cu ry´chlejˇsie ako jedno vla´kno, viac vla´kien mus´ı tu´ istu´
pra´cu vykonat’ esˇte ry´chlejˇsie. V skutocˇnosti vsˇak pouzˇitie privysoke´ho pocˇtu vla´kien vyu´sti
do privel’kej re´zˇie prep´ınania kontextu vla´kien, ktore´ v konecˇnom doˆsledku moˆzˇe z vy´konu
skoˆr ubrat’ nezˇ pridat’. Dˇalˇs´ım proble´mom je, zˇe pouzˇitie va¨cˇsˇieho pocˇtu paralelny´ch vla´kien
nezˇ je mozˇne´ namapovat’ na hardve´rove´ prostriedky, so sebou prina´sˇa nutnost’ tieto pro-
striedky zdiel’at’.
Pri va¨cˇsˇom pocˇte softve´rovy´ch vla´kien nezˇ je dostupny´ch hardve´rovy´ch, mus´ı operacˇny´
syste´m napla´novat’ beh niekol’ky´ch softve´rovy´ch vla´kien na jednom hardve´rovom. Proce-
sorovy´ cˇas je tak pridelovany´ viacery´m vla´knam po tzv. cˇasovy´ch kvanta´ch, po uplynut´ı
ktore´ho je vla´kno prevedene´ do stavu pozastavenia a ine´ vla´kno sa dosta´va do stavu vy-
kona´vania. Softve´rove´ vla´kno je teda zastavene´ a nevykona´va uzˇitocˇnu´ pra´cu. Tento mecha-
nizmus zaist’uje, zˇe vsˇetky vla´kna dosiahnu pokrok vo vykona´vanej u´lohe a nijake´ nebude
na dlhsˇ´ı cˇas blokovane´ vykona´van´ım ostatny´ch. Kazˇde´ prepnutie vla´kna vsˇak znamena´ spo-
trebovany´ procesorovy´ cˇas, ktory´ ide na vrub uzˇitocˇnej pra´ci. Doˆsledkom toho je, zˇe pri
pouzˇit´ı va¨cˇsˇieho pocˇtu vla´kien dosiahneme nizˇsˇ´ı vy´kon syste´mu pri vy´pocˇte u´lohy nezˇ keby
sme pouzˇili mensˇ´ı pocˇet softve´rovy´ch vla´kien.
Na prvy´ pohl’ad je re´zˇia prep´ınania vla´kien spoˆsobena´ najma¨ uchova´van´ım stavu regis-
trov hardve´rove´ho vla´kna. Pozastavenie vla´kna vyzˇaduje ulozˇenie stavu registrov tak, aby
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pri zobuden´ı mohol byt’ stav opa¨t’ navodeny´. Pla´novacˇ operacˇne´ho syste´mu vsˇak pridel’uje
vla´knam dostatocˇne vel’ke´ cˇasove´ kvanta´ na to, aby bol cˇas potrebny´ na tento u´kon zanedba-
tel’ny´. Ovel’a va¨cˇsˇ´ım proble´mom je stav vyrovna´vacej pama¨te vla´kna. Vyrovna´vacie pama¨te
moderny´ch procesorov su´ 10 azˇ 100 na´sobne ry´chlejˇsie nezˇ hlavna´ pama¨t’. Takisto je pri
pra´ci s vyrovna´vacou pama¨t’ou vylu´cˇena´ komunika´cia po syste´movej zbernici. Vyrovna´vacia
pama¨t’ vsˇak by´va obycˇajne podstatne mensˇia nezˇ hlavna´ pama¨t’ a po zaplnen´ı je nutne´ z nej
da´ta odstranˇovat’ v prospech uvol’nenia pama¨te pre nove´ spracova´vane´ da´ta. Ak vla´kna pra-
cuju´ na roˆznych cˇastiach u´lohy, je vel’mi pravdepodobne´, zˇe budu´ pracovat’ s rozdielnymi
da´tami. Preto je mozˇne´, zˇe po prepnut´ı kontextu bude pra´ve vykona´vane´ vla´kno pozˇadovat’
ine´ da´ta vo vyrovna´vacej pama¨ti nezˇ ake´ su´ dostupne´. Zacˇne sa proces vypra´zdnˇovania
vyrovna´vacej pama¨te a nacˇ´ıtanie potrebny´ch da´t. Po opa¨tovnom prepnut´ı vla´kna nastane
opa¨t’ rovnaka´ situa´cia - vla´kno pozˇaduje informa´cie, ktore´ boli z vyrovna´vacej pama¨te vy-
hodene´. Vla´kna si tak moˆzˇu navza´jom prepisovat’ da´ta vo vyrovna´vacej pama¨ti, cˇo moˆzˇe
podstatne degradovat’ vy´pocˇtovy´ vy´kon. Do podobnej situa´cie sa moˆzˇeme dostat’ aj so
syste´mom virtua´lnej pama¨te, ktory´ odklada´ nepouzˇ´ıvane´ stra´nky pama¨te na pevny´ disk,
ak je hlavna´ pama¨t’ zaplnena´. Ak aplika´cia pracuje s da´tami, ktore´ nie je mozˇne´ umiest-
nit’ naraz do hlavnej pama¨te, je tento proble´m dost’ rea´lny. Navysˇe kazˇde´ vla´kno ma´ svoj
za´sobn´ık a svoje da´tove´ sˇtruktu´ry, ktore´ by v extre´mnom pr´ıpade prehnane´ho mnozˇstva
vla´kien mohli spoˆsobit’ zaplnenie virtua´lnej pama¨te procesu.
Riesˇen´ı proble´mu s privel’ky´m pocˇtom vla´kien je pouzˇ´ıvat’ vzˇdy primerane´ mnozˇstvo
softve´rovy´ch vla´kien, najlepsˇie rovny´ pocˇtu hardve´rovy´ch vla´kien tak, aby mohli su´cˇasne
bezˇat’ bez prerusˇenia. U´plne najlepsˇ´ım riesˇen´ım je nechat’ pocˇet vla´kien vol’ny´, cˇizˇe nie
pevne dany´ aplika´ciou, takzˇe bude mozˇne´ pocˇet softve´rovy´ch vla´kien urcˇit’ podl’a mozˇnost´ı
syste´mu, na ktorom bezˇ´ı program. Na rozdiel od neblokovany´ch vla´kien, pripraveny´ch na
beh, vsˇak existuju´ aj vla´kna, ktore´ su´ blokovane´ napr´ıklad cˇakan´ım na udalost’, akou je
nacˇ´ıtanie bloku da´t z pevne´ho disku alebo stlacˇenie tlacˇidla mysˇi. Tieto typy vla´kien ne-
dosta´vaju´ priradene´ kvanta´ cˇasu pri prep´ınan´ı pla´novacˇom u´loh a teda ani nespotrebu´vaju´
vy´pocˇtovy´ cˇas. Je uzˇitocˇne´ pri na´vrhu aplika´cie oddelit’ tieto dva typy vla´kien. Vla´kna
pracuju´ce na u´lohe tak nie su´ prerusˇovane´ a nemusia cˇakat’ na udalosti syste´mu, ky´m blo-
kovane´ vla´kna moˆzˇu spracova´vat’ pricha´dzaju´ce udalosti a po ich obslu´zˇen´ı sa vra´tit’ do
stavu cˇakaju´ci.
Da´tove´ konflikty
Nesynchronizovany´ pr´ıstup do zdiel’anej pama¨te moˆzˇe spoˆsobit’ za´pisove´ konflikty, ked’
vy´sledky programu su´ nedeterministicky za´visle´ na relat´ıvnom porad´ı vykona´vania vla´kien.
Da´tove´ konflikty moˆzˇu byt’ skryte´ aj za zjednodusˇene´ za´pisy pr´ıkazov, napr. aktualiza´cia
premennej x += 1 je typicky vykonana´ ako temp = x; x = temp + 1;, kde prerusˇenie vy-
kona´vania moˆzˇe pr´ıst’ za prvou insˇtrukciou. Ine´ vla´kno moˆzˇe pocˇas tohto prerusˇenia prep´ısat’
premennu´ x, avsˇak na´sledny´m na´vratom do poˆvodne´ho vla´kna je ta´to hodnota zahodena´.
A aj v pr´ıpade, zˇe je akcia reprezentovana´ jedinou insˇtrukciou, moˆzˇe nastat’ situa´cia, zˇe
v hardve´ri je rozdelena´ na niekol’ko prekladany´ch za´pisov a cˇ´ıtan´ı.
V niektory´ch pr´ıpadoch je vyuzˇitie da´tovy´ch konfliktov za´merne´. Napr´ıklad, ak vla´kna
asynchro´nne aktualizuju´ nejaku´ ”poslednu´ aktua´lnu hodnotu“. V takom pr´ıpade sa mus´ı
da´vat’ pozor na to, aby boli za´pis a cˇ´ıtanie atomicke´ opera´cie. V opacˇnom pr´ıpade moˆzˇe
byt’ hodnota posˇkodena´ prekladany´m za´pisom. Typicky sa to deje pri hodnota´ch va¨cˇsˇ´ıch
nezˇ dvojbajtovy´ch, ked’ za´pis mus´ı byt’ uskutocˇneny´ na viackra´t. Napr. 80-bitova´ hodnota
desatinne´ho cˇ´ısla nemus´ı byt’ zap´ısana´ ani cˇ´ıtana´ atomicky, samozrejme v za´vislosti na
17
architektu´re. Podobne ani nezarovnane´ za´pisy a cˇ´ıtania moˆzˇu byt’ neatomicke´.
Da´tove´ konflikty moˆzˇu nastat’ aj v pr´ıpade synchronizovany´ch da´tovy´ch opera´ci´ı, ak su´
synchronizovane´ na nedostatocˇnej u´rovni. Napr. pri implementa´cii abstraktne´ho da´tove´ho
typu mnozˇiny moˆzˇe nastat’ situa´cia, zˇe po testovan´ı pr´ıtomnosti prvku v mnozˇine prida´me
novy´ prvok. Ak sa vsˇak po prejden´ı celej mnozˇiny prepne kontext vla´kna a prida´ sa prvok,
ktory´ sme hl’adali, v d’alˇsom vy´kona´van´ı poˆvodne´ho vla´kna sa opakovane prida´ ten isty´
prvok. Tu je pozˇadovane´, aby bolo atomickou opera´ciou prehl’adanie celej mnozˇiny a pridanie
nove´ho prvku.
Z toho, cˇo bolo vysˇsˇie nap´ısane´ vyply´va, zˇe zamykanie opera´ci´ı na nizˇsˇej u´rovni moˆzˇe
byt’ zbytocˇne´ mrhanie cˇasu, ked’ opera´cie na vysˇsˇej u´rovni potrebuju´ zvla´sˇt’ syste´m za´mkov.
V tom pr´ıpade moˆzˇu n´ızkou´rovnˇove´ za´mky spoˆsobit’ sbytocˇnu´ stratu vy´konu aplika´cie. Sa-
mozrejme su´ pr´ıpady, ked’ je dobre´, ak maju´ komponenty programu svoj vlastny´ interny´
syste´m za´mkov. Taky´m pr´ıpadom su´ napr. knizˇnice zabezpecˇene´ pre beh na viacery´ch
vla´knach.
Uviaznutia
Pr´ıstupove´ konflikty su´ cˇasto riesˇene´ pouzˇit´ım za´mkov, ktore´ vylu´cˇia chybnu´ hodnotu
spoˆsobenu´ prekryt´ım za´pisov a cˇ´ıtan´ı na pama¨t’ove´ miesto. Nanesˇt’astie aj za´mky prina´sˇaju´
svoje rizika´, najbezˇnejˇsie uviaznutia. Typickou situa´ciou vedu´cou k uviaznutiu je alokovanie
za´mku A jedny´m vla´knom a za´mku B druhy´m vla´knom a na´slednou pozˇiadavkou oboch
vla´kien na z´ıskanie za´mku toho druhe´ho vla´kna. Ani jedno vla´kno sa nevzda´ svojho aloko-
vane´ho za´mku a teda obe cˇakaju´ na seba navza´jom. Aj ked’ je uviaznutie najcˇastejˇsie spa´jane´
so za´mkami, nastat’ moˆzˇe pri pokuse o vy´lucˇne´ pridelenie aky´chkol’vek iny´ch dvoch jednotiek
zdiel’any´ch prostriedkov. Napr. pri pokuse o z´ıskanie exkluz´ıvneho pr´ıstupu k su´boru.
Uviaznutie moˆzˇe nastat’ iba v pr´ıpade, ak su´ splnene´ vsˇetky nasleduju´ce podmienky:
1. Pr´ıstup k prostriedku je vy´lucˇny´.
2. Vla´knu je dovolene´ mat’ alokovany´ prostriedok pocˇas zˇiadania o d’alˇs´ı.
3. Zˇiadne vla´kno sa nevzda´ pridelene´ho prostriedku.
4. Existuje cyklus za´vislost´ı zˇiadost´ı o pridelenie prostriedkov, v ktorom je prostriedok
prideleny´ jedne´mu vla´knu a pozˇadovany´ iny´m vla´knom.
Uviaznutie moˆzˇe byt’ odstra´nene´ porusˇen´ım ktorejkol’vek z vysˇsˇie uvedeny´ch podmienok.
Najlepsˇ´ım spoˆsobom odstra´nenia uviaznutia je duplikovanie prostriedku, ktory´ vyzˇaduje
vy´lucˇny´ pr´ıstup, takzˇe kazˇde´ vla´kno by malo svoju vlastnu´ ko´piu. Ty´m by z´ıskalo pr´ıstup
k prostriedku bez potreby ho uzamknu´t’. Na za´ver by bolo mozˇne´ spojit’ duplikovane´ pro-
striedky do jedne´ho, ak by bolo treba. Odstra´nen´ım potreby pouzˇitia za´mku sa vylu´cˇi
uviaznutie, ked’zˇe nemoˆzˇe dojst’ ku konfliktu medzi vla´knami. Ak nie je mozˇne´ dupliko-
vat’ prostriedky, najlepsˇou prevenciou proti uviaznutiu je pridel’ovanie podl’a poradia. To
znamena´, zˇe ak chce vla´kno alokovat’ za´mok B, mus´ı mu byt’ najprv prideleny´ za´mok A.
Pr´ıkladne´ uviaznutie z u´vodu podkapitoly by ty´m pa´dom nemohlo nastat’.
Riesˇen´ı usporiadania za´mkov moˆzˇe byt’ niekol’ko, za´visly´ch od danej situa´cie. Ak su´
za´mky pomenovane´, ich usporiadanie moˆzˇe byt’ odvodene´ od abecedne´ho usporiadania
ich na´zvov. Pre za´mky v da´tovej sˇtruktu´re moˆzˇe byt’ usporiadanie za´visle´ od topolo´gie
sˇtruktu´ry. Napr. stromove´ usporiadanie da´t moˆzˇe viest’ k poradiu pridel’ovania za´mkov
od vysˇsˇie umiestneny´ch prvkov po nizˇsˇie umiestnene´ (vnorene´) prvky. Ak vsˇak neexistuje
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zˇiadne rozumne´ usporiadanie, je mozˇne´ pouzˇit’ poradie alokovania za´mkov podl’a pama¨t’ovej
adresy. Nato je ale potrebne´ dopredu poznat’ vsˇetky za´mky, o ktore´ je zˇiadane´.
V pr´ıpade vel’ky´ch softve´rovy´ch projektov je obvykle´, zˇe kazˇdy´ programa´tor pracuje
na svojej komponente a nie je mu zna´me vnu´torne´ poradie alokovania za´mkov v inej
komponente. Preto je dobre´, ak pocˇas volania vonkajˇsej meto´dy z komponenty nie su´
uzamknute´ zˇiadne za´mky. V opacˇnom pr´ıpade by mohlo dojst’ ku skrytej medzikompo-
nentovej za´vislosti, ktora´ by mohla viest’ k uviaznutiu.
Tret’ou podmienkou uviaznutia je, zˇe vla´kna sa nevzda´vaju´ uzˇ prideleny´ch prostried-
kov. Porusˇenie tejto podmienky u mutexov umozˇnˇuje mechanizmus ”try lock“, cˇizˇe pokus
o aloka´ciu prostriedku. V pr´ıpade, zˇe sa nepodar´ı z´ıskat’ vy´lucˇny´ pr´ıstup k prostriedku,
moˆzˇe vla´kno uvol’nit’ ostatne´ pridelene´ prostriedky, ktore´ tak uzˇ nebudu´ zbytocˇne blokovane´
a ostatne´ vla´kna tak moˆzˇu byt’ usˇetrene´ uviaznutia. Tento postup je uzˇitocˇny´ aj v pr´ıpade,
zˇe zorad’ovanie za´mkov je pr´ıliˇs neprakticke´.
Blokovanie
Pouzˇitie za´mkov na odstra´nenie pr´ıstupovy´ch konfliktov moˆzˇe v isty´ch pr´ıpadoch spoˆsobit’
zn´ızˇenie vy´konu aplika´cie. Za´mky su´ ako za´vory na dial’nici. Ak auta´ pricha´dzaju´ ry´chlejˇsie
nezˇ je za´vora schopna´ auta´ pu´sˇt’at’, vytva´raju´ sa kolo´ny. Podobne je to s vla´knami, cˇakaju´cimi
na uvol’nenie za´mku. Ak sa dozˇaduje viacero vla´kien jedne´ho za´mku, vsˇetky musia cˇakat’,
ky´m nie je odbavena´ vy´lucˇna´ sekcia vykona´vane´ho vla´kna a azˇ potom moˆzˇe pokracˇovat’
d’alˇsie vla´kno.
Inverzia prior´ıt. Niektore´ implementa´cie vla´kien umozˇnˇuju´ priradenie prior´ıt vla´knam.
Ak je potom vykona´vany´ch niekol’ko softve´rovy´ch vla´kien na jednom hardve´rovom vla´kne,
je prednostne spu´sˇt’ane´ vla´kno s vysˇsˇou prioritou nezˇ vla´kno s nizˇsˇou prioritou. Moˆzˇe vsˇak
doˆjst’ k paradoxny´m situa´cia´m, ked’ vla´kno s nizˇsˇou prioritou blokuje vykona´vanie vla´kna
s vysˇsˇou prioritou, ktore´ cˇaka´ na uvol’nenie za´mku. Za´mok sa vsˇak neuvol’n´ı, pretozˇe vla´kno
s vysˇsˇou prioritou, nezˇ to so za´mkom, dosta´va prioritne vsˇetok pridelovany´ cˇas. Vla´kno so
stredne vysokou prioritou tak bezˇ´ı prednostne pred vla´knom s najvysˇsˇou prioritou.
Tento proble´m by´va riesˇeny´ tzv. deden´ım priority. Vla´knu, ktore´ ma´ vo vlastn´ıctve
za´mok, na ktory´ cˇaka´ vla´kno s vysˇsˇou prioritou, sa na cˇas zvy´sˇi priorita tak, aby bola
kriticka´ sekcia cˇo najry´chlejˇsie vykonana´. Po uvol’nen´ı za´mku sa priorita vra´ti na poˆvodnu´
u´rovenˇ a vla´kno s vysˇsˇou prioritou moˆzˇe pokracˇovat’ v pra´ci. Dˇalˇsou mozˇnost’ou je urcˇenie
hornej hranice priority, ktorej moˆzˇu dosiahnu vla´kna zˇiadaju´ce o mutex a pri pridelen´ı
mutexu zvy´sˇit’ prioritu vla´kna na tu´to u´rovenˇ. Prva´ meto´da je vsˇak lepsˇia v tom, zˇe zbytocˇne
nezvysˇuje prioritu vla´kna nad potrebnu´ u´rovenˇ.
Odstra´nenie blokovania
Proble´m blokovania vla´kna zamknuty´m za´mkom nie je riesˇitel’ny´ pouzˇit´ım ry´chlejˇs´ıch im-
plementa´ci´ı, i ked’ za´mky su´ cˇasto pomale´. Nahraden´ım za´mku jeho ry´chlejˇsou variantou
z´ıskame konsˇtantne´ zry´chlenie aplika´cie. Neriesˇi to proble´m sˇka´lovatel’nosti. Riesˇen´ım moˆzˇe
byt’ uzˇ spomı´nane´ duplikovanie prostriedkov, ktore´ odstranˇuje potrebu pouzˇitia za´mku.
Ak ma´me napr. v programe pocˇ´ıtadlo nejaky´ch udalost´ı, nie je potrebne´ zamykat’ pr´ıstup
k pocˇ´ıtadlu pre kazˇde´ vla´kno. Stacˇ´ı ak budu´ vla´kna pocˇ´ıtat’ udalosti zvla´sˇt’ a po vykonan´ı
u´lohy sa vsˇetky pocˇ´ıtadla´ spocˇ´ıtaju´.
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Ak zamknutie prostriedku nie je mozˇne´ vynechat’, je lepsˇie prostriedok rozdelit’ na cˇasti
a zamykat’ tie. To moˆzˇe odbremenit’ najvyt’azˇenejˇsie za´mky. Napr´ıklad, ak chceme realizo-
vat’ pr´ıstup viacery´ch vla´kien k jednej transformacˇnej tabul’ke, do ktorej sa poku´sˇa vlozˇit’
novy´ prvok niekol’ko vla´kien. Najjednoduchsˇ´ı spoˆsob je pouzˇit’ jeden za´mok pre celu´ ta-
bul’ku. Viacero zˇiadost´ı o za´pis do tabul’ky vsˇak moˆzˇe znamenat’ vel’ku´ vy´konovu´ stratu.
Lepsˇ´ım riesˇen´ım je rozdelit’ tabul’ku na niekol’ko podtabuliek, z ktory´ch kazˇda´ ma´ svoj
vlastny´ za´mok. Pri pokuse o za´pis nove´ho prvku do tabul’ky sa zamkne iba pr´ıslusˇna´ cˇast’,
ky´m ostatne´ zostanu´ iny´m vla´knam nad’alej pr´ıstupne´. Pri dostatocˇnom pocˇte podtabu-
liek a dobrej transformacˇnej funkcii sa za´t’azˇ rovnomerne rozdel´ı medzi za´mky jednotlivy´ch
podtabuliek.
Hlavna´ mysˇlienka rozdelenia za´t’azˇe medzi viacero za´mkou vedie k tzv. jemnozrnne´mu
zamykaniu. Napr´ıklad, transformacˇne´ tabul’ky su´ najcˇastejˇsie implementovane´ ako polia
zoznamov, ktore´ obsahuju´ polozˇky s rovnakou hodnotou transformacˇnej funkcie ako prvku
pol’a. Vla´kna bezˇiace paralelne moˆzˇu su´cˇasne pristupovat’ k roˆznym zoznamom. Toto je
vy´sledkom proste´ho riesˇenia, ked’ sa vel’kost’ pol’a nemen´ı. Ak umozˇn´ıme zmenu vel’kosti pol’a,
situa´cia sa radika´lne men´ı, pretozˇe pocˇas zmeny vel’kosti mus´ı byt’ pr´ıstup vy´lucˇny´ iba pre
vla´kno, ktore´ zmenu vykona´va. Da´ sa to vsˇak vyriesˇit’ pouzˇit´ım za´mku typu cˇ´ıtacˇ-zapisovacˇ.
Pouzˇitie tohto typu za´mku je uzˇitocˇne´ aj v pr´ıpade, zˇe je da´tova´ sˇtruktu´ra cˇasto cˇ´ıtana´ a
zriedkavo zapisovana´. Za´mok typu cˇ´ıtacˇ-zapisovacˇ rozliˇsuje cˇ´ıtacˇov a zapisovacˇov. Za´mok
moˆzˇe vlastnit’ viacero cˇ´ıtacˇov, avsˇak iba jeden zapisovacˇ naraz. Cˇ´ıtacˇi nemoˆzˇu z´ıskat’ za´mok,
ak ho vlastn´ı zapisovacˇ a naopak. Cˇ´ıtacˇi teda pricha´dzaju´ do konfliktu iba so zapisovacˇmi.
Pouzˇitie tohto typu za´mku je nasledovne´. Pole transformacˇnej tabul’ky je urcˇene´ popisom, na
ktory´ z´ıska vla´kno, ktore´ chce pristupovat’ k zoznamu, za´mok typu cˇ´ıtacˇ. Dˇalej mus´ı dostat’
prideleny´ za´mok k zoznamu. Vla´kno pozˇaduje prvy´ za´mok typu cˇ´ıtacˇ z toho doˆvodu, zˇe
nepotrebuje menit’ popis pol’a, aj ked’ chce menit’ obsah zoznamu. Ak chce vla´kno zmenit’
vel’kost’ transformacˇnej tabul’ky, alokuje za´mok typu zapisovacˇ. Po pridelen´ı moˆzˇe menit’
popis pol’a bez rizika da´tove´ho konfliktu. Vy´hodou tohto riesˇenia je, zˇe ak chcu´ vla´kna iba
cˇ´ıtat’ zoznamy tabul’ky, moˆzˇu tak urobit’ simulta´nne. Nevy´hodou je, zˇe pri kazˇdom pr´ıstupe
mus´ı vla´kno zˇiadat’ o dva za´mky, cˇo moˆzˇe byt’ zbytocˇne´ najma¨ v pr´ıpade, ak su´ su´cˇasne´




Vy´voj viacprocesorovy´ch architektu´r a podporny´ch na´strojov vo firme Intel prebieha uzˇ nie-
kol’ko desat’rocˇ´ı. Vy´voja´rom ponu´kaju´ cely´ sortiment softve´ru pre vy´voj, ladenie a vy´konove´
dolad’ovanie aplika´ci´ı. Patr´ı sem prekladacˇ jazyka C/C++ a Fortran, ladiaci na´stroj Intel
Debugger, analyzacˇny´ na´stroj vy´konu Intel VTune Performance Analyzer, knizˇnice ma-
tematicky´ch funkci´ı a pod. Ta´to kapitola sa zameriava na podporne´ na´stroje pre ladenie
viacvla´knovy´ch aplika´ci´ı Intel Thread Checker a Intel Thread Profiler. P´ısanie programov
vyuzˇ´ıvaju´cich paralelizmus pozosta´va z rovnaky´ch krokov ako p´ısanie sekvencˇny´ch progra-
mov. Su´ tu vsˇak rozdiely, ktore´ su´ pre mnohy´ch programa´torov nove´ a je potrebne´ sa s nimi
zozna´mit’.
Prvy´m krokom je vzˇdy za´pis programu vo zvolenom programovacom jazyku. Avsˇak len
vo vy´nimocˇny´ch pr´ıpadoch (ak voˆbec) bola pri na´vrhu jazyka brana´ do u´vahy aj podpora
konsˇtrukci´ı pre pra´cu s paralelizmom. Preto sa ta´to podpora riesˇi v mnohy´ch pr´ıpadoch
vyuzˇit´ım knizˇnice alebo pridan´ım direkt´ıv pre prekladacˇ jazyka (OpenMP). V d’alˇsom kroku
je potrebne´ odstra´nit’ vzniknute´ chyby, ktore´ programa´tor omylom do svojho ko´du zaniesol.
Paralelizmus v tomto bode opa¨t’ prina´sˇa podstatne´ zmeny, pretozˇe sa rozsˇiruje repertoa´r
mozˇny´ch konfliktov a prehresˇkov v ko´de. Sˇtandardny´ postup vyhl’adania a opravenia chyby
je ale mozˇne´ zamenit’ za automatizovane´ vyhl’adanie konfliktny´ch miest pomocou na´stroja
Intel Thread Checker. Aj ked’ chyba nebola detegovana´ pocˇas spustenia aplika´cie, moˆzˇe
tento na´stroj oznacˇit’ kriticke´ miesta, ktore´ su´ na´chylne´ na uviaznutie alebo da´tovy´ kon-
flikt, vd’aka zisteniu nespra´vneho zaobcha´dzania so zdiel’anou pama¨t’ou medzi vla´knami.
Posledny´m krokom je vyladenie vy´konu aplika´cie, ktore´ je najlepsˇie vykona´vat’ na´strojmi
nezasahuju´cimi do ko´du programu. Cˇlovek vd’aka nim z´ıskava prehl’ad o dian´ı v syste´me a
nacha´dza kriticke´ miesta, ktore´ vyzˇaduju´ vylepsˇenie. To plat´ı rovnako pre sekvencˇne´ pro-
gramy ako aj tie vyuzˇ´ıvaju´ce paralelizmu. Intel VTune Performance Analyzer a Intel Thread
Profiler su´ schopne´ priniest’ vy´voja´rom presny´ obraz rozlozˇenia vy´konu medzi vla´knami a
jednotlivy´mi cˇast’ami ko´du aplika´cie.
4.1 Intel Thread Checker
Intel Thread Checker [5] je na´stroj na detekciu chy´b v interoperabilite vla´kien vo via-
cvla´knovy´ch aplika´cia´ch. Ta´to trieda chy´b je vel’mi za´kerna´ a nie je l’ahke´ ich na´jst’ a
odstra´nit’, pretozˇe aj na pohl’ad spra´vne funguju´ci program v sebe moˆzˇe ukry´vat’ va´zˇnu
chybu, ktora´ sa prejavuje nedeterministicky. Jej prejavy sa moˆzˇu menit’ od spustenia k spus-
teniu a pri klasickom laden´ı ladiacim na´strojom sa nemus´ı voˆbec prejavit’.
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Intel Thread Checker vytva´ra na roˆznych miestach programu diagnosticke´ spra´vy, ktore´
moˆzˇu odhalit’ nederministicke´ spra´vanie sa medzi vla´knami. Ty´mto spoˆsobom identifikuje
proble´my ako da´tove´ konflikty, uviaznutia, mr´tve vla´kna, stratene´ signa´ly alebo zabudnute´
za´mky. Podporuje analy´zu viacvla´knovy´ch aplika´ci´ı vyuzˇ´ıvaju´cich OpenMP, POSIX threads
alebo Windows API.
Chyby, typicke´ pri pouzˇit´ı vla´kien v programe, ako da´tovy´ konflikt, ktory´ moˆzˇe spoˆsobit’,
zˇe program da´va odliˇsne´ vy´sledky nezˇ jeho sekvencˇna´ verzia, alebo uviaznutie, ktore´ moˆzˇe
spoˆsobit’ zacyklenie aplika´cie, sa deteguju´ pomocou Intel Thread Checker nasleduju´cim
spoˆsobom. Aplika´cia sa spust´ı a za´rovenˇ, pocˇas jej behu, su´ zhromazˇd’ovane´ diagnosticke´
informa´cie, ktore´ sa po dobehnut´ı programu analyzuju´ a vy´voja´rovi je predostrety´ zoznam
chy´b a upozornen´ı, ktore´ sa pocˇas trasovania nasˇli. Zoznam je usporiadany´ podl’a va´zˇnosti
proble´mu, aby sa vy´voja´r mohol zamerat’ na odstra´nenie najva´zˇnejˇs´ıch proble´mov v ko´de.
Kazˇdy´ proble´m je viazany´ ku konkre´tnemu riadku a je zobrazeny´ kontext, za´sobn´ık volan´ı,
pr´ıslusˇne´ premenne´ a kra´tka spra´va o podstate chyby.
Intel Thread Checker vykona´va analy´zu programu na za´klade vstavanej bina´rnej insˇtru-
menta´cie, takzˇe neza´lezˇ´ı na prekladacˇi pouzˇitom pre zostavenie programu. To je doˆlezˇite´
z hl’adiska pouzˇitia dynamicky linkovany´ch knizˇn´ıc, pre ktore´ su´ cˇasto zdrojove´ ko´dy nedo-
stupne´. Za pouzˇitia prekladacˇa od Intelu su´ vsˇak vy´sledne´ informa´cie o cˇosi bohatsˇie vd’aka
prekladacˇom pridanej insˇtrumentacˇnej funkcionalite, napr. mozˇnosti podrobnejˇsej analy´zy
premenny´ch.
4.2 Intel Thread Profiler
Intel Thread Profiler [6] je modul pre na´stroj Intel VTune Performance Analyzer. Intel
VTune Performance Analyzer ponu´ka vy´voja´rom mozˇnost’ merat’ vy´kon vytvorenej aplika´cie
zisten´ım cˇasu stra´vene´ho v jednotlivy´ch cˇastiach programu a zobrazit’ graf volan´ı podpro-
gramov pre jednotlive´ procesy a pre vla´kna, ktore´ obsahuju´. Dnesˇne´ aplika´cie dosahuju´
vysoky´ stupenˇ zlozˇitosti a na´jst’ v nich proble´move´ miesta moˆzˇe byt’ vel’mi t’azˇke´. Preto
je doˆlezˇite´ mat’ na´stroj, ktory´ na proble´move´ miesta pouka´zˇe napr´ıklad prostredn´ıctvom
vy´konovy´ch sˇtatist´ık.
Po analy´ze rozlozˇenia cˇasu stra´vene´ho v jednotlivy´ch miestach ko´du je mozˇne´ urcˇit’
kriticke´ body, ktore´ zaberaju´ najviac procesorove´ho cˇasu. Vy´voja´r ty´mto spoˆsobom moˆzˇe
dospiet’ k za´veru, zˇe tieto miesta by bolo dobre´ optimalizovat’ alebo paralelizovat’, aby sa
ty´m zvy´sˇil celkovy´ vy´kon aplika´cie. Podobny´ postup plat´ı aj pre ladenie vy´konu vla´kien
pomocou Intel Thread Profiler.
Intel VTune Preformance Analyzer je schopny´ na´jst’ moduly, funkcie, vla´kna alebo aj
riadok ko´du, ktory´ spotreboval najviac cyklov procesoru. Nie je k tomu potrebny´ zˇiaden
za´sah do bina´rneho ko´du aplika´cie. Pre zobrazenie riadkov v zdrojom ko´de je potrebne´
zahrnu´t’ symbolicke´ informa´cie do bina´rneho ko´du aplika´cie.
Ladenie vy´konu moˆzˇe viest’ k situa´cia´m, ked’ sa cˇasti ko´du podar´ı paralelizovat’ a vyuzˇit’
ty´m d’alˇs´ı procesor. Dosiahnuty´ vy´kon tak moˆzˇe vzra´st’ azˇ dvojna´sobne. Tu si vsˇak treba uve-
domit’ obmedzenia, ktore´ vyjadruje Amdhalov za´kon. Treba mat’ preto striedme ocˇaka´vania.
Na´stroj ponu´ka mozˇnost’ nahliadnut’ na graf volan´ı podprogramov, ktory´ moˆzˇe odha-
lit’ kriticke´ miesto, pre ktore´ by bolo vhodne´ vytvorit’ nove´ vla´kno, v ktorom by prebehlo
jeho vykonanie. Dˇalej ponu´ka graficke´ zobrazenie rozlozˇenia cˇasovy´ch vzoriek spotrebo-
vany´ch jednotlivy´mi modulmi alebo vla´knami. Vy´voja´r tak z´ıska predstavu o rovnomernosti
rozlozˇenia za´t’azˇe.
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Intel Thread Profiler ako rozsˇ´ırenie funkcionality Intel VTune Preformance Analyzer
vyuzˇ´ıva poznatky o synchronizacˇny´ch objektoch medzi vla´knami a ty´m umozˇnˇuje po-
drobnejˇsie pochopit’ pr´ıcˇiny vy´konnostny´ch proble´mov. Doka´zˇe identifikovat’ pr´ıpady, kedy
vla´kno cˇaka´ na dokoncˇenie pra´ce ine´ho vla´kna, a kedy iba mrha´ procesorovy´m cˇasom.
Vyuzˇit´ım informa´ci´ı o synchronizacˇny´ch objektoch je schopny´ zobrazit’ kriticku´ cestu, prep´ı-
naju´cu sa medzi vla´knami, ktorej optimaliza´ciou je vy´voja´r schopny´ skra´tit’ cˇas potrebny´ na
vykonanie uzˇitocˇnej pra´ce. Intel Thread Profiler doka´zˇe vyuzˇit’ sˇtatisticke´ funkcie knizˇnice
OpenMP a ponu´knut’ tak lepsˇ´ı prehl’ad o paralelizovanej cˇasti ko´du. Na cˇasovej osi je
schopny´ zobrazit’ cˇasove´ pr´ıspevky jednotlivy´ch vla´kien celkove´mu spracovaniu u´lohy aj
mimo kritickej cesty. Programa´tor tak dosta´va do ru´k mocny´ na´stroj, ktory´ poma´ha la-
dit’ vy´kon priamym zobrazen´ım proble´movy´ch miest a nie je nu´teny´ pouzˇ´ıvat’ neefekt´ıvnu
meto´du pokus-omyl.
4.3 Alternat´ıvne na´stroje
Existuje aj niekol’ko d’alˇs´ıch na´strojov na ladenie vy´konu paralelny´ch aplika´ci´ı. Niektore´
na´stroje su´ urcˇene´ na ladenie vy´konu jednovla´knovy´ch programov, pricˇom pouzˇ´ıvaju´ hard-
ve´rove´ pocˇ´ıtadla´, ktore´ su´ implementovane´ v procesoroch. Ty´mito prostriedkami je mozˇne´
zistit’ pocˇty vy´padkov vo vyrovna´vac´ıch pama¨tiach, pocˇty nespra´vne predpovedany´ch sko-
kov, cˇas spotrebovany´ sekciami ko´du a pod. Pr´ıkladom taky´chto na´strojov su´ open source
projekty OProfile alebo gprof, komercˇna´ aplika´cia AQtime. Spomenute´ programy vsˇak
ponu´kaju´ len vel’mi obmedzene´ mozˇnosti v profilovan´ı viacvla´knovy´ch aplika´ci´ı.
HP Visual Threads
Na ladenie viacvla´knovy´ch aplika´ci´ı vznikol product Visual Threads, ktory´ zacˇala vyv´ıjat’
firma Compaq. Po akviz´ıcii firmou Hewlett Packard sa s HP Visual Threads zamerali na
vy´voj aplika´ci´ı na platforma´ch komercˇny´ch Unixov (Tru64 UNIX, OpenVMS a HP-UX
Itanium), predty´m bol dostupny´ aj pre komercˇne´ distribu´cie Linuxu – Red Hat a SuSE.
Podporuje sˇtandardne´ POSIX vla´kna a umozˇnˇuje:
Obra´zek 4.1: HP Visual Threads profilovanie vla´kien.
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Automaticku´ analy´zu
• chy´b vzt’ahuju´cich sa k programovaniu s vla´knami
• inverzi´ı prior´ıt, uviaznut´ı, pr´ıstupovy´ch konfliktov
• kriticky´ch miest z hl’adiska vy´konu
Obra´zek 4.2: HP Visual Threads detekcia chy´b.
Interakt´ıvnu analy´zu
• vyhodnotenie sˇtatisticky´ch meran´ı
• detekciu urcˇity´ch stavov aplika´cie
Zobrazenie
• grafov vykona´vania vla´kien
• sˇtatisticky´ch grafov
• vyt’azˇenia za´mkov
Aplika´ciu som vsˇak nemohol vysku´sˇat’, ked’zˇe som nemal k dispoz´ıcii syste´m s nainsˇta-
lovany´m komercˇny´m Unixom. Podl’a popisu z dostupny´ch zdrojov [11] to vsˇak vyzera´ byt’
mocny´ na´stroj s mnozˇstvom uzˇitocˇny´ch funkci´ı.
Sun Studio Performance Tools
Z dielne spolocˇnosti Sun Microsystems je su´bor na´strojov na ladenie vy´konu aplika´ci´ı Sun
Studio Performance Tools [10]. Su´ su´cˇast’ou vy´vojove´ho prostredia Sun Studio, ktore´ je
dostupne´ zadarmo po registra´cii na stra´nkach Sun Developer Network pre syste´my Sun
Solaris a Linux. Na svoj beh pouzˇ´ıva prostredie Java, na pozad´ı spu´sˇt’a konzolove´ utility na
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zbieranie a vyhodnocovanie analyzovany´ch da´t. Podporuje sˇtandardne´ vla´kna POSIX, So-
laris threads aj sˇtandard OpenMP (vo svojom prekladacˇi). Profilovanie aplika´ci´ı na za´klade
hardve´rovy´ch pocˇ´ıtadiel je podporene´ hlavne pre procesory SPARC. Okrem toho aj pro-
cesorov x86 a AMD Opteron (na procesore Intel Centrino Duo sa mi meranie nepodarilo
vykonat’, na procesore AMD Athlon XP sa spustilo).
Obra´zek 4.3: Sun Studio Performance Tools vy´konova´ analy´za ko´du.
Jedinecˇnou vlastnost’ou, deklarovanou spolocˇnost’ou Sun, je znacˇenie da´tovy´ch sˇtruktu´r
pri analy´ze vy´padkov pama¨te. Vy´voja´r by tak mal byt’ schopny´ urcˇit’ poˆvod vy´padku
v da´tovy´ch sˇtruktu´rach, nie iba v insˇtrukcii.
Vy´konova´ analy´za vla´kien (obr. ??) je podl’a moˆjho na´zoru jednoduchsˇie spracovana´, nezˇ
u na´stroja Intel Thread Profiler. Neumozˇnˇuje taku´ podrobnu´ analy´zu priebehu vykona´vania
vla´kien ako s roˆznymi pohl’admi u aplika´cie Thread Profiler.
Obra´zek 4.4: Sun Studio Performance Tools vy´konova´ analy´za vla´kien.
Na staticku´ detekciu uviaznut´ı a pr´ıstupovy´ch konfliktov je urcˇena´ samostatna´ utilita
lock lint [8], ktora´ nema´ graficke´ uzˇ´ıvatel’ske´ rozhranie. Pra´ca s nˇou je ty´m pa´dom pravde-
podobne komplikovanejˇsia, nezˇ s programom Intel Thread Checker. Sun Studio Performance
Tools ani lock lint som podrobnejˇsie nesku´sˇal, va¨cˇsˇinu cˇasu mi zabrala insˇtala´cia prostredia
a riesˇenie s ty´m su´visiacich proble´mov (nepodporovana´ distribu´cia openSUSE, nedostatok
pama¨te pre insˇtala´ciu Solaris Express, Developer Edition, pravdepodobne nepodporovany´
typ procesoru od firmy Intel). Kolekcia na´strojov pre vy´konovu´ analy´zu od Sun Microsys-
tems je zrejme zamerana´ viac na procesory SPARC tejto firmy a serverove´ aplika´cie, nie
desktopove´.
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AMD CodeAnalyst Performance Analyzer
Reakciou firmy AMD na ladiace na´stroje Intelu je aplika´cia AMD CodeAnalyst Performance
Analyzer [4]. Je to logicky´ krok, ked’zˇe procesory AMD nie su´ softve´rom od Intelu podpo-
rovane´ a su´ tak v mensˇej nevy´hode. Riesˇenie od AMD je vsˇak jednoduchsˇie a bez mnohy´ch
vlastnost´ı na´strojovej sady Intel Threading Tools. Umozˇnˇuje zbieranie vy´konovy´ch da´t po-
mocou syste´move´ho alebo hardve´rove´ho cˇasovacˇa a udalost´ı (podobne ako vsˇetky ostatne´
na´stroje), tj. frekvencia vykona´vania riadkov ko´du, pama¨t’ove´ vy´padky, nespra´vne predpo-
vedane´ skoky a pod. Mozˇnosti nastaven´ı su´ vsˇak znacˇne obmedzene´. Obra´zok 4.3 ukazuje
vy´sledok vy´konovej analy´zy vla´kien programom CodeAnalyst.
Obra´zek 4.5: AMD CodeAnalyst profilovanie vla´kien.
Jedinecˇnou vlastnost’ou na´stroja vsˇak je mozˇnost’ simula´cie procesorove´ho ret’azca pre
procesory AMD Athlon, Athlon XP, Opteron a Athlon 64. Programa´tor si v okne s vy´pisom
zdrojove´ho ko´du vyznacˇ´ı u´sek, pre ktory´ chce zobrazit’ jednotlive´ fa´zy ret’azca a po spusten´ı
sa nazhromazˇdia pozˇadovane´ informa´cie pre dany´ u´sek.
Obra´zek 4.6: AMD CodeAnalyst simula´cia procesorove´ho ret’azca.
Aplika´cia AMD CodeAnalyst je dostupna´ aj vo verzii pre operacˇny´ syste´m Linux, ktora´
pouzˇ´ıva modifikovanu´ verziu uzˇ spomı´nane´ho programu OProfile. Analy´zu vy´konu ty´mto
na´strojom (Windows aj Linux verzia) nie je mozˇne´ vykonat’ bez administra´torsky´ch pra´v




Rozdiel medzi ry´chlost’ou procesoru a pama¨te neusta´le narasta´. Pre vyva´zˇenie tohto rozdielu
su´ v pocˇ´ıtacˇovy´ch syste´moch pouzˇ´ıvane´ pama¨t’ove´ hierarchie [2]. Pomala´ hlavna´ pama¨t’ ma´
vel’ku´ kapacitu a je lacna´. Nad nˇou sa nacha´dza niekol’ko vrstiev vyrovna´vac´ıch pama¨t´ı,
ktore´ su´ ry´chlejˇsie, ale podstatne mensˇie pre ich vysoku´ cenu. Tieto vyrovna´vacie pama¨te
sa nacha´dzaju´ vo vnu´tri procesoru a su´ typicky dvoju´rovnˇove´, tzn. jedna ry´chlejˇsia, mensˇia
a jedna pomalˇsia, va¨cˇsˇia. V pr´ıpade viacprocesorove´ho syste´mu ma´ kazˇdy´ procesor svoju
vlastnu´ vyrovna´vaciu pama¨t’. Viacjadrove´ procesory moˆzˇu mat’ vyrovna´vaciu pama¨t’ zdiel’anu´.
Pri pozˇiadavke procesora na nacˇ´ıtanie pama¨t’ovej adresy, ktora´ sa nenacha´dza v bezpro-
strednej vyrovna´vacej pama¨ti procesoru sa hl’ada´ vo vyrovna´vacej pama¨ti druhej u´rovne.
Ak sa nepodarilo da´ta na´jst’ ani v nej a vyrovna´vaciu pama¨t’ tretej u´rovne syste´m neobsa-
huje, nacˇ´ıtanie prebehne po syste´movej zbernici z hlavnej pama¨te. Opera´cia nacˇ´ıtania da´t
z hlavnej pama¨te vsˇak uzˇ trva´ ra´dovo stovky taktov procesoru, cˇo uzˇ znamena´ vel’ke´ zdrzˇanie
vy´pocˇtu. Ak je vyrovna´vacia pama¨t’ preplnena´ a procesor pozˇaduje nacˇ´ıtanie nove´ho bloku
pama¨te, ktory´ sa v nej nenacha´dza, pricha´dza na rad odstra´nenie jedne´ho z nacˇ´ıtany´ch blo-
kov pama¨te. Existuje niekol’ko strate´gi´ı, ako vybrat’ blok vyrovna´vacej pama¨te na uvol’nenie.
Najcˇastejˇsie je to odstra´nenie najstarsˇieho a najmenej pouzˇ´ıvane´ho bloku.
Po nacˇ´ıtan´ı da´tove´ho bloku do vyrovna´vacej pama¨te je teda vy´hodne´, ak v nej zotrva´ cˇo
najdlˇsie, pricˇom procesor ho vyuzˇije na vy´pocˇet v cˇo najva¨cˇsˇej miere, aby ho po odstra´nen´ı
z vyrovna´vacej pama¨te nemusel opa¨t’ nacˇ´ıtat’. Tomuto princ´ıpu sa hovor´ı lokalita odkazov.
Aby sa pri na´soben´ı mat´ıc dosiahla cˇo najva¨cˇsˇia miera lokality odkazov, je potrebne´ ma-
ticu mierne reorganizovat’. Matica je dvojrozmerny´ u´tvar, pricˇom pama¨t’ je iba linea´rne
adresovatel’na´. Naivne´ usporiadanie prvkov mat´ıc je naukladanie riadkov vedl’a seba. Tento
spoˆsob ulozˇenia prvkov je podporeny´ aj v programovacom jazyku C. Pocˇas na´sobenia sa
nacˇ´ıta jeden riadok a jeden st´lpec matice, ich hodnoty sa prvok po prvku vyna´sobia a
vy´sledky sa scˇ´ıtaju´ do jedinej hodnoty, ktora´ sa uklada´ do vy´slednej matice. S lokalitou
odkazov pri nacˇ´ıtan´ı riadku nie je proble´m, ked’zˇe nacˇ´ıtany´ blok pama¨te bude s vel’kou
pravdepodobnost’ou obsahovat’ prvky toho iste´ho riadku. Proble´m nasta´va pri nacˇ´ıtan´ı prv-
kov st´lpca, najma¨ vo vel’ky´ch maticiach. Ak je riadok matice vel’mi dlhy´ a nezmest´ı sa
do jedne´ho bloku nacˇ´ıtane´ho do vyrovna´vacej pama¨te, nacˇ´ıtanie prvkov st´lpca bude zna-
menat’ nacˇ´ıtanie cele´ho bloku vyrovna´vacej pama¨te pre vyuzˇitie jedine´ho cˇ´ısla (napr´ıklad
sˇtvorbajtove´ho desatinne´ho cˇ´ısla). Uzˇ na prvy´ pohl’ad to nevyzera´ ako optima´lne riesˇenie.
Doˆvtipmejˇsou organiza´ciou prvkov matice je jej ”rozbitie“ na mensˇie matice, ktore´ su´
optimalizovane´ pre vel’kost’ vyrovna´vacej pama¨te a tak su´ naukladane´ vedl’a seba. Celkove´
na´sobenie mat´ıc sa potom uskutocˇnˇuje ako na´sobenie a scˇ´ıtanie riadkov a st´lpcov vel’kej
matice obsahuju´ce bloky mensˇ´ıch mat´ıc, akoby boli jej prvkami.
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Najmensˇou da´tovou jednotkou, ktora´ sa nacˇ´ıta do vyrovna´vacej pama¨te je tzv. cache
line. Je to blok da´t, ktory´ ma´ typicky niekol’ko desiatok bajtov. Pre procesor, na ktorom
bola u´loha ladena´, bola vel’kost’ bloku vyrovna´vacej pama¨te rovna´ 64 bajtov. K dosiahnutiu
zarovnania mensˇ´ıch mat´ıc na bloky vyrovna´vacej pama¨te sa ukladaju´ ich prvky prekladane.
To znamena´, zˇe podl’a zvolene´ho koeficientu prekladania sa za seba ukladaju´ prvky v matici
pod sebou a potom d’alˇsia skupina prvkov v matici napravo od predosˇly´ch. Tento postup
by nebol u´cˇinny´, keby bol ukazovatel’ alokovanej pama¨te na´hodny´, preto je zarovna´vany´ na
vel’kost’ bloku vyrovna´vacej pama¨te, pricˇom aj vel’kost’ alokovanej pama¨te je zarovna´vany´.
Samotna´ paraleliza´cia u´lohy spocˇ´ıva vo vytvoren´ı dvoch d’alˇs´ıch vla´kien, ktory´m je odo-
vzdana´ sˇtruktu´ra so vsˇetky´mi potrebny´mi informa´ciami k spusteniu vy´pocˇtu neza´visle´ho
bloku da´t. Vla´kna si podl’a identifikacˇne´ho cˇ´ısla sami vypocˇ´ıtaju´ riadky blokov mat´ıc,
ktore´ maju´ na starosti. V za´vere, po ukoncˇen´ı vy´pocˇtu, hlavne´ vla´kno programu pocˇka´
dobiehaju´ce vy´pocˇtove´ vla´kna. Implementa´cia spra´vy vla´kien vyuzˇ´ıva knizˇnicu POSIX
threads [9], ktora´ bola pouzˇita´ namiesto pla´novane´ho OpenMP [1]. POSIX threads boli zvo-
lene´ pre nedostupnost’ prekladacˇa podporuju´ceho OpenMP, ktory´ by vyhovoval ladiacemu
na´stroju Intel Thread Profiler. Ten vyzˇaduje vlozˇenie sˇpecia´lnych symbolicky´ch insˇtrukci´ı
do bina´rneho ko´du programu. Prekladacˇ Intel C++ Compiler nebol z licencˇny´ch doˆvodov
dostupny´ a Microsoft C++ Compiler bol dostupny´ len vo verzii bez podpory OpenMP.
5.1 Popis implementa´cie
Program pre na´sobenie mat´ıc moˆzˇe byt’ spusteny´ v niekol’ky´ch rezˇimoch pra´ce, podl’a za-
dany´ch argumentov pr´ıkazu pri spusten´ı. Aplika´cia teda moˆzˇe byt’ spustena´ ako:
1. Jednovla´knovy´ vy´pocˇet bez optimaliza´cie pama¨t’ove´ho pr´ıstupu pre pama¨t’ovu´ hierar-
chiu. Tento rezˇim je implementovany´ pre testovacie u´cˇely, aby bolo mozˇne´ porovnat’
vy´sledne´ matice (najma¨ va¨cˇsˇ´ıch rozmerov).
2. Viacvla´knovy´ vy´pocˇet bez optimaliza´cie pama¨t’ove´ho pr´ıstupu. Slu´zˇi na porovnanie
vy´konu s paralelnou variantou algoritmu so zapnutou optimaliza´ciou lokality odkazov.
3. Viacvla´knovy´ vy´pocˇet s organiza´ciou vstupny´ch mat´ıc do mensˇ´ıch blokov dvoch u´rovn´ı
podl’a dostupny´ch ry´chlych pama¨t´ı procesoru. Ta´to varianta bola ciel’om pra´ce a mala
by dosahovat’ lepsˇ´ı vy´kon nezˇ predcha´dzaju´ce (vy´sledky budu´ zhodnotene´ na za´ver).
Kazˇdy´ jeden rezˇim je identifikovany´ podl’a zadany´ch argumentov. Tie su´ nacˇ´ıtane´ po
spusten´ı programu. Zoznam pouzˇitel’ny´ch parametrov, ktory´mi sa nastavuju´ vlastnosti vy´-
pocˇtu, obsahuje tabul’ka 5.1.
Vo vstupnom su´bore musia prve´ tri cˇ´ısla, oddelene´ bielymi znakmi, uda´vat’ rozmery
vstupny´ch mat´ıc. Prve´ cˇ´ıslo je brane´ ako pocˇet riadkov prvej matice, druhe´ cˇ´ıslo definuje
pocˇet st´lpcov prvej matice a su´cˇasne pocˇet riadkov druhej matice a tretie cˇ´ıslo urcˇuje pocˇet
st´lpcov druhej matice. Za ty´mito tromi cˇ´ıslami mus´ı nasledovat’ zoznam prvkov mat´ıc po
riadkoch. Rozmery vypocˇ´ıtanej matice su´ odvodene´ od prve´ho a tretieho cˇ´ısla, uda´vaju´cich
rozmery vstupny´ch mat´ıc.
V pr´ıpade, zˇe je pouzˇity´ vy´pocˇet bez optimaliza´cie usporiadania mat´ıc (t.j. 1 alebo 2),
nacˇ´ıtaju´ sa matice do pol’a po riadkoch. Vel’kost’ pol’a je odvodena´ od rozmerov matice,
ktore´ su´ zarovnane´ na vel’kost’ blokov pre lepsˇiu pra´cu s vyrovna´vacou pama¨t’ou, aj ked’
blokove´ usporiadanie nie je vyuzˇite´. L’ahsˇie sa potom porovna´vaju´ vy´sledky, v ktory´ch su´
matice doplnene´ vpravo a nadol nulami.
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Na´zov Forma´t Povinny´
Vstupny´ su´bor <na´zov_su´boru> a´no
Vy´stupny´ su´bor -o <na´zov_su´boru> nie
Pocˇet vla´ken -t <pocˇet_vla´ken> nie
Usporiadat’ matice do blokov -C nie
Vel’kost’ ”cache line” v bajtoch -cl <vel’kost’_cache_line> nie
Rozmery bloku u´rovne L1 -l1 <pocˇet_riadkov> <pocˇet_stl´pcov> nie
Rozmery bloku u´rovne L2 -l2 <pocˇet_riadkov> <pocˇet_stl´pcov> nie
Tabulka 5.1: Zoznam parametrov aplika´cie.
Ak nie je zadany´ parameter urcˇuju´ci pocˇet vla´kien, automaticky sa pouzˇije varianta
algoritmu bez paralelizmu. V tomto pr´ıpade sa riadky jednej matice vyna´sobia so st´lpcami
druhej matice a vy´sledok sa ulozˇ´ı. Podobne je to aj v pr´ıpade, zˇe pocˇet vla´ken je zadany´
s ty´m rozdielom, zˇe riadky prvej matice su´ rovnomerne pridelene´ jednotlivy´m procesorom,
ktore´ potom na´sobia im priradene´ riadky so vsˇetky´mi st´lpcami druhej matice. Kazˇdy´ pro-
cesor uklada´ vy´sledky do jemu prislu´chaju´ceho riadku vy´stupnej matice, takzˇe k da´tove´mu
konfliktu nemoˆzˇe doˆjst’ a nie je potrebna´ ani zˇiadna synchroniza´cia.
Posledna´ tretia varianta algoritmu nacˇ´ıta matice rovnaky´m spoˆsobom ako prve´ dve,
ibazˇe po nacˇ´ıtan´ı matice preusporiada do blokov podl’a zadany´ch parametrov programu.
Pre blokove´ rozlozˇenie prvkov matice najpr alokuje pama¨t’, ktorej ukazovatel’ zarovna´ na
vel’kost’ ”cache line“. Zabezpecˇ´ı sa ty´m efekt´ıvnejˇsie ulozˇenie prvkov matice, pretozˇe kazˇdy´
bajt tohto najmensˇieho nacˇ´ıtane´ho bloku pama¨te bude pri vy´pocˇte vyuzˇity´. Je vhodne´, aby
bola vel’kost’ bloku u´rovne L1 delitel’na´ ty´mto cˇ´ıslom, inak nebude usporiadanie optima´lne.
Po alokovan´ı pama¨te prekop´ıruje prvky vstupnej matice do nove´ho pol’a, v ktorom su´ prvky
ukladane´ striedavo tak, zˇe za sebou sa nacha´dzaju´ u´seky niekol’ky´ch riadkov matice. Tento
syste´m je dvoju´rovnˇovy´, aby sa lepsˇie prispoˆsobil hierarchii vyrovna´vac´ıch pama¨t´ı proce-
soru. Zobrazeny´ je na nasleduju´com obra´zku:
Obra´zek 5.1: Syste´m blokove´ho usporiadania mat´ıc.
Sˇ´ıpky ukazuju´ postupnost’ prvkov ako su´ za sebou ukladane´ v alokovanom poli. Na´sobenie
taky´chto mat´ıc je potom rozdelene´ na na´sobenie mensˇ´ıch blokov mat´ıc medzi sebou, akoby
to boli prvky matice. Bloky mat´ıc na najnizˇsˇej u´rovni su´ uzˇ na´sobene´ skutocˇne po prvkoch.
Rozdelenie medzi vla´kna je potom realizovane´ pridelen´ım riadkov blokovy´ch mat´ıc u´rovne
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L2 procesorom. Opa¨t’ ako pri neblokovej variante nedocha´dza ku konfliktom za´pisu, takzˇe
kazˇdy´ procesor moˆzˇe venovat’ plny´ vy´kon jemu pridelenej cˇasti u´lohy.
5.2 Namerane´ vy´sledky
Za u´cˇelom merania vy´konu naprogramovanej aplika´cie boli vytvorene´ vstupne´ su´bory ob-
sahuju´ce matice roˆznych rozmerov. Matice su´ sˇtvorcove´ (program doka´zˇe na´sobit’ aj matice
nerovnaky´ch rozmerov) s pocˇtom riadkov 256, 512, 1024, 2048. Prvky mat´ıc su´ cele´ cˇ´ısla
v rozpa¨t´ı od 0 do 100, generovane´ na´hodne. Takto pripravene´ testovacie da´ta boli nasta-
vene´ ako vstupy pre jednotlive´ vy´pocˇty analyzovane´ kolektorom Thread Profiler aplika´cie
VTune Performance Analyzer. Pre kazˇdu´ variantu algoritmu (s optimaliza´ciou a bez nej)
som vytvoril tzv. Activity, ktoru´ som spustil vzˇdy s iny´m vstupny´m su´borom. Z name-
rany´ch da´t som si vsˇ´ımal najma¨ d´lzˇku kritickej cesty v Critical Paths pohl’ade, ktora´
uda´va celkove´ trvanie vy´pocˇtu. Dˇalej som prepol na pohl’ad Profile, z ktore´ho som vycˇ´ıtal
trvanie paralelnej cˇasti algoritmu. Tento pohl’ad je zobrazeny´ aj na obra´zku 5.2.
Obra´zek 5.2: Rozlozˇenie cˇasovy´ch katego´ri´ı trvania vy´pocˇtu.
Pohl’ad Timeline (obr. 5.2) graficky zobrazuje cˇasovy´ priebeh vy´pocˇtu, kde vla´knam
prislu´chaju´ jednotlive´ riadky a striedavo sa po nich vynie kriticka´ cesta. Zelenou far-
bou je vyznacˇena´ v pr´ıpade, ked’ zˇiadne vla´kno nemus´ı cˇakat’ na to druhe´, ky´m dokoncˇ´ı
vy´pocˇet. Cˇervena´ farba sa v nasˇom grafe nacha´dza preto, zˇe po skoncˇen´ı u´lohy vla´kna
cˇakaju´ navza´jom na seba (pr´ıkaz pthread_join), azˇ potom sa ukoncˇ´ı program. Modra´
farba znacˇ´ı blokovanie vla´kna, napr. vstup-vy´stupnou opera´ciou akou je nacˇ´ıtavanie mat´ıc
z pevne´ho disku pocˇ´ıtacˇa. Uvedeny´ obra´zok je vy´sledkom na´sobenia mat´ıc rozmerov 2048 a
je vidiet’, zˇe optimalizovana´ varianta algoritmu vykonala u´lohu niekol’ko na´sobne ry´chlejˇsie,
nezˇ jednoducha´ implementa´cia.
Konkre´tne namerane´ hodnoty obsahuju´ tabul’ky 5.2 a 5.3. Su´ v nich celkove´ cˇasy jed-
notlivy´ch variant ako aj cˇasy su´bezˇne´ho vykona´vania vla´kien. Vsˇetky cˇasy su´ uvedene´
v sekunda´ch. Ako vidiet’, algoritmus s blokovy´m usporiadan´ım mat´ıc vykona´ vy´pocˇet ry´ch-
lejˇsie, nezˇ algoritmus s linea´rnym rozlozˇen´ım prvkov matice. Optimalizovana´ varianta vidi-
30
Obra´zek 5.3: Graf cˇasove´ho priebehu su´bezˇny´ch vla´kien.
tel’ne dosahuje vysˇsˇ´ı pomer sekvencˇne´ho cˇasu oproti paralelne´mu, cˇo je spoˆsobene´ predspra-
covan´ım mat´ıc. To vsˇak s prehl’adom vykompenzuje pri samotnom paralelnom na´soben´ı.
Rozmer matice 256 512 1024 2048
Celkovy´ cˇas v sek. 1.13 4.46 59.36 440.63
Trvanie paralelne´ho vy´pocˇtu 0.063 0.91 45.05 355.35
Tabulka 5.2: Namerane´ cˇasy pre zjednodusˇeny´ algoritmus.
Rozmer matice 256 512 1024 2048
Celkovy´ cˇas v sek. 1.13 4.13 18.93 99.32
Trvanie paralelne´ho vy´pocˇtu 0.008 0.61 4.88 39.71
Tabulka 5.3: Namerane´ cˇasy pre optimalizovany´ algoritmus.
Po analy´ze programu kolektorom Thread Profiler som pridal d’alˇsie Activity, ktory´m
som nastavil syste´move´ kolektory sˇtandardne´ pre aplika´ciu VTune Preformance Analy-
zer. Pridal som tzv. Sampling kolektor, ktory´ zbiera informa´cie o vybrany´ch udalostiach
v syste´me, napr. pocˇet aloka´ci´ı blokov vyrovna´vacej pama¨te L2, pr´ıpadne L1, pocˇet vy-
konany´ch insˇtrukci´ı, pocˇet pozastaveny´ch insˇtrukci´ı (napr. pre vy´padok pama¨te) a pod.
Je mozˇne´ zvolit’ aj mnozˇstvo iny´ch sledovany´ch parametrov procesoru. Medzi iny´mi aj
z katego´rie zbernicovy´ch udalost´ı, DTLB udalost´ı, sˇtatist´ık skokovy´ch insˇtrukci´ı, sˇtatist´ık
insˇtrukci´ı s cˇ´ıslami s pohyblivou desatinnou cˇiarkou a mnoho iny´ch. Zvolene´ su´ uvedene´
v tabul’ka´ch 5.4 a 5.5 v prvom st´lpci. Namerane´ hodnoty ty´chto udalost´ı a sˇtatisticky´ch pri-
emerov sa nacha´dzaju´ v d’alˇs´ıch st´lpcoch. Meranie prebiehalo pre kazˇdy´ vstup v niekol’ky´ch
fa´zach. Najprv sa spu´sˇt’al vy´pocˇet pre z´ıskanie jednej skupiny hodnoˆt (sˇtatistiky insˇtrukc´ı),
potom kalibra´cia pre druhu´ skupinu hodnoˆt (sˇtatistiky vyrovna´vac´ıch pama¨t´ı) a samotne´
z´ıskavanie da´t. Tento postup sa vykona´val samostatne zvoleny´m kolektorom. Vy´stup bol
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zobrazeny´ vo forme ako na obra´zku 5.2. Nal’avo je graf namerany´ch hodnoˆt (kazˇdy´ riadok
je zvla´sˇt’ sˇka´lovany´, takzˇe nema´ privel’ku´ vy´povednu´ hodnotu), napravo su´ konkre´tne cˇ´ısla
merany´ch udalost´ı a sˇtatisticky´ch informa´ci´ı. Dole je legenda grafu so sˇka´lovac´ım faktorom
a iny´mi parametrami zobrazenia.
Obra´zek 5.4: Zobrazenie namerany´ch syste´movy´ch da´t.
Udalost’ 512 1024 2048
Aloka´ci´ı L2 bloku 346 626 1 043 987 494 8 505 640 077
Dopad vy´padkov L2 na vy´kon 0.01 0.60 0.59
Aloka´ci´ı L1 bloku 134 812 674 1 074 818 088 11 182 989 700
Dopad vy´padkov L1 na vy´kon 0.34 0.06 0.08
Tabulka 5.4: Sˇtatistika vyrovna´vac´ıch pama¨t´ı pre zjednodusˇeny´ algoritmus.
Udalost’ 512 1024 2048
Aloka´ci´ı L2 bloku 9 042 60 291 415 840
Dopad vy´padkov L2 na vy´kon 0.00 0.00 0.00
Aloka´ci´ı L1 bloku 609 234 4 373 187 33 351 000
Dopad vy´padkov L1 na vy´kon 0.00 0.00 0.00
Tabulka 5.5: Sˇtatistika vyrovna´vac´ıch pama¨t´ı pre optimalizovany´ algoritmus.
Hodnoty boli namerane´ na pocˇ´ıtacˇi s procesorom Intel Centrino Duo s dvomi jadrami,
ktore´ho ”cache line“ ma´ vel
’kost’ 64B, vel’kost’ vyrovna´vacej pama¨te u´rovne L2 je 2MB a
vel’kosti dvoch da´tovy´ch vyrovna´vac´ıch pama¨t´ı u´rovne L1 su´ 32kB. Parametre programu
som teda volil nasledovne. Pre maticove´ bloky u´rovne L1 som zvolil vel’kost’ 64 riadkov a 32
st´lpcov, cˇo pri vel’kosti prvku 4B (32-bitove´ cele´ cˇ´ısla) znamena´ 8kB pouzˇitej pama¨te pre
jednu maticu. Ked’zˇe potrebujeme mat’ su´cˇasne v pama¨ti tri matice (prvu´ a druhu´ vstupnu´
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a jednu vy´slednu´), budu´ spolu zaberat’ 24kB, cˇo sa do vyrovna´vacej pama¨te u´rovne L1
zmest´ı aj s rezervou. Matice ty´chto rozmerov su´ d’alej usporiadane´ do blokov u´rovne L2,
pre ktore´ som zvolil vy´sˇku 4 a sˇ´ırku 8 blokov u´rovne L1. To spolu da´va vel’kost’ maticove´ho
bloku u´rovne L2 256kB, cˇo pre tri matice umiestnene´ v pama¨ti znamena´ 768kB. Ked’zˇe
vyrovna´vacia pama¨t’ u´rovne L2 je zdiel’ana´, zvolil som mensˇie bloky, aby kazˇde´mu procesoru
stacˇila vel’kost’ 1MB. Spustenie programu aj s vypocˇ´ıtany´mi parametrami teda vyzeralo
nasledovne:
./Multithread.exe input.txt -o output.txt -t 2 -C -cl 64 -l1 64 32 -l2 4 8
Tento za´pis obsahuje aj prilozˇeny´ Makefile, ktory´ sa spusten´ım make && make run
vykona´ (pre ciel’ make linux je potrebne´ tento za´pis pozmenit’ – odstra´nit’ pr´ıponu).
Aloka´cie L2, pr´ıpadne L1, bloku znamenaju´, zˇe dosˇlo k vy´padku pama¨te a procesor
potreboval alokovat’ novy´ blok vo vyrovna´vacej pama¨ti pre nacˇ´ıtanie da´t. Vel’kost’ ty´chto
blokov je za´visla´ na implementa´ci´ı procesoru a nerovna´ sa vel’kosti blokov mat´ıc. Druha´ me-
rana´ velicˇina, dopad vy´padkov L2, pr´ıpadne L1, na vy´kon je vypocˇ´ıtana´ aplika´ciou VTune
Performance Analyzer z pocˇtu vy´padkov vyrovna´vacej pama¨te a pocˇtu spotrebovany´ch
taktov procesoru vzt’ahom [12]:
80× (alokovanych L2 blokov)
(taktov procesoru)
pre vy´padok vo vyrovna´vacej pama¨ti L2 a pre vy´padok vo vyrovna´vacej pama¨ti L1 plat´ı:
8× (alokovanych L1 blokov)
(taktov procesoru)
Podl’a [12] je dobre´ dosiahnut’ hodnoty menej nezˇ 0.01 pre L2 a menej nezˇ 0.05 pre L1.
Za neprijatel’ne´ su´ povazˇovane´ hodnoty viac ako 0.28 pre L2 a viac ako 0.3 pre L1. Z tabul’ky
pre zjednodusˇenu´ variantu algoritmu 5.4 je vidiet’ proble´m tohto pr´ıstupu k implementa´cii
bez zretel’a na lokalitu odkazov. Pre matice zaberaju´ce 1MB (s pocˇtom riadkov 512) je
najva¨cˇsˇ´ım proble´mom pocˇet vy´padkov na u´rovni L1, ked’zˇe matice sa ako-tak vmestia do
vyrovna´vacej pama¨te L2. Pri va¨cˇsˇ´ıch maticiach je z pocˇtu vy´padkov L2 a L1 zrejme´, zˇe kazˇdy´
vy´padok L1 viedol tiezˇ na vy´padok v L2. To mohlo byt’ na´sledkom toho, zˇe pri pocˇte st´lpcov
1024 su´ prvky v matici pod sebou rozmiestnene´ s rozostupom 4kB. Kazˇdy´ prvok st´lpca teda
alokuje novy´ blok vyrovna´vacej pama¨te L2. Pri mnozˇstve riadkov 1024 to vsˇak znamena´
nacˇ´ıtanie 4MB da´t do L2, niektore´ bloky teda musia byt’ vyhodene´. Su´ to pravdepodobne
tie najstarsˇie cˇ´ıtane´, takzˇe procesor vzˇdy cyklicky vyhadzuje nacˇ´ıtane´ bloky z vyrovna´vacej
pama¨te. Pri pocˇte riadkov 2048 je tento efekt iba umocneny´. Naproti tomu su´ vy´sledky
pre optimalizovany´ algoritmus z tabul’ky 5.5 priam idea´lne. Syste´m rozdelenia matice do
mensˇ´ıch blokov teda prispel k vy´razne´mu zvy´sˇeniu efektivity algoritmu, najma¨ v pr´ıpade




Hlbsˇie pochopenie princ´ıpov fungovania vla´kien v syste´me je kl’´ucˇom k pochopeniu prob-
le´mov, ktore´ moˆzˇu vzniknu´t’ pocˇas vy´voja viacvla´knovej aplika´cie. Preto boli u´vodne´ ka-
pitoly venovane´ podrobnejˇsiemu vy´kladu mechanizmov zabezpecˇuju´cich su´cˇasny´ beh via-
cery´ch vla´kien vra´tane poodhalenia ich korenˇov v neda´vnej minulosti. Aj spoˆsob, aky´m su´
hardve´rove´ prostriedky implementovane´, do znacˇnej miery ovplyvnˇuje k aky´m proble´mom
moˆzˇe z pohl’adu softve´ru doˆjst’. Pr´ıkladom takejto za´vislosti su´ optimaliza´cie vykona´vania
insˇtrukci´ı, ked’ su´ insˇtrukcie programu vykona´vane´ mimo poradia. Moˆzˇe doˆjst’ k situa´cii, ked’
nacˇ´ıtanie hodnoty z pama¨te v jednom vla´kne bude vykonane´ skoˆr, napr´ıklad pred za´pisom
do pama¨te na inej adrese, nezˇ by to programa´tor v druhom vla´kne ocˇaka´val.
Rovnako doˆlezˇite´ je pochopit’ princ´ıpy prostriedkov ponu´kany´ch programovac´ımi pro-
strediami na zvla´dnutie synchroniza´cie, spra´vy toku riadenia a komunika´cie medzi vla´knami,
aby bolo mozˇne´ na za´klade konkre´tnych pozˇiadaviek riesˇenej u´lohy pouzˇit’ najvhodnejˇs´ı me-
chanizmus. Nespra´vne pouzˇitie ty´chto prostriedkov moˆzˇe spoˆsobit’ zbytocˇne´ zn´ızˇenie vy´konu
aplika´cie.
Ako demonsˇtracˇnu´ u´lohu som implementoval algoritmus na´sobenia mat´ıc, u ktore´ho som
optimalizoval lokalitu odkazov usporiadan´ım prvkov mat´ıc do blokov dvoch u´rovn´ı. Prva´
u´rovenˇ zefekt´ıvnˇuje vyuzˇitie vyrovna´vacej pama¨te prvej u´rovne, dostupnej na procesoroch,
druha´ u´rovenˇ vylepsˇuje vyuzˇitie vyrovna´vacej pama¨te druhej u´rovne. Po naprogramovan´ı
algoritmu som vytvoril testovaciu implementa´ciu jednoduche´ho na´sobenia mat´ıc (teda bez
optimaliza´cie). Vy´kon tejto verzie som porovna´val s vy´konom vylepsˇenej varianty. Mera-
nia cˇasov som vykona´val aplika´ciou Intel Thread Profiler, na merania vy´padkov vo vy-
rovna´vac´ıch pama¨tiach som pouzˇil na´stroj Intel VTune Performance Analyzer. Vy´sledkom
bolo niekol’ko na´sobne´ ury´chlenie na´sobenia mat´ıc vd’aka podstatne´mu zlepsˇeniu pra´ce
s pama¨t’ovou hierarchiou.
V d’alˇs´ıch krokoch som vytvoril kra´tky na´vod na pra´cu s aplika´ciami Thread Profiler
a Thread Checker, ktory´ pomocou pr´ıkladov nacha´dzaju´cich sa v insˇtalacˇnom adresa´ri
na´strojov spreva´dza pouzˇ´ıvatel’a krok za krokom pri vytvoren´ı projektu, vykonan´ı zberu
da´t a analy´ze vy´sledkov.
Na za´ver som sa poobhliadol po d’alˇs´ıch na´strojoch rovnake´ho zamerania, ktory´ch
vlastnosti som porovna´val s mozˇnost’ami softve´rove´ho bal´ıku od firmy Intel. Po vysku´sˇan´ı
aplika´ci´ı Thread Profiler a Thread Checker moˆzˇem skonsˇtatovat’, zˇe je to najlepsˇ´ı softve´r
svojho druhu na trhu. Jeho pouzˇitie je po istom cˇase plne intuit´ıvne, je zalozˇeny´ na kon-
cepte kolektorov (modulov, ktore´ zbieraju´ a vyhodnocuju´ istu´ skupinu da´t – aj Thread Pro-
filer a Thread Checker su´ iba kolektory aplika´cie VTune Performance Analyzer). Ponu´ka
nespocˇetne´ mozˇnosti analy´zy cˇinnosti programu, aj syste´mu ako celku (diskove´ opera´cie,
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siet’ovy´ prenos, transakcie syste´movej zbernice atd’.). Jeho vyuzˇitie na vy´ukove´ u´cˇely moˆzˇem
iba odporu´cˇat’, i ked’ realiza´cia moˆzˇe narazit’ na technicke´ proble´my. Niektore´ kolektory
totizˇ vyzˇaduju´ administra´torske´ pra´va pre pr´ıstup do operacˇne´ho syste´mu. Thread Profiler
a Thread Checker nie su´ tie pr´ıpady, merania uskutocˇnˇuju´ pomocou modifika´ci´ı bina´rneho
su´boru programu. Pouzˇ´ıvatel’vsˇak pricha´dza napr´ıklad o prehl’ad vy´padkov vo vyrovna´vac´ıch
pama¨tiach, ktore´ bez vysˇsˇ´ıch pra´v nie je mozˇne´ analyzovat’ (aplika´cia neodpoveda´). Na´stroje
VTune Performance Analyzer a Thread Checker su´ ale vo verzii pre operacˇny´ syste´m Linux
dostupne´ zadarmo pre osobne´ a nekomercˇne´ u´cˇely. Ak ma´ teda niekto pr´ıstup k pocˇ´ıtacˇu
s procesorom Intel (nutna´ podmienka) s nainsˇtalovany´m operacˇny´m syste´mom Linux, nicˇ
mu nebra´ni vysku´sˇat’ si tento softve´r.
Zvysˇovanie pocˇtu jadier v mikroprocesoroch je podl’a vsˇetke´ho smer, ktory´m sa ich
vy´robcovia vydali, aby tak udrzˇali neusta´ly rast vy´konu. Za´lezˇ´ı uzˇ len na schopnostiach
softve´rovy´ch vy´voja´rov, cˇi doka´zˇu ponu´kany´ vy´kon naplno vyuzˇit’. Ked’zˇe je pra´ca zamerana´
priamo na analy´zu vy´konu a proble´mov spojeny´ch s vyuzˇit´ım viacvla´knove´ho paralelizmu,
poklada´m ju za vel’ky´ osobny´ pr´ınos najma¨ z pohl’adu budu´ceho vyuzˇitia poznatkov, ked’
pocˇty jadier v procesoroch bezˇne presiahnu sˇtvoricu a ich potencia´lny vy´kon nebude moˆct’
byt’ softve´rovy´mi vy´voja´rmi prehliadany´.
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Insˇtala´cia aplika´cie Intel Thread Profiler obsahuje niekol’ko uka´zˇkovy´ch programov, ktore´
sa vo forme zdrojovy´ch ko´dov nacha´dzaju´ v insˇtalacˇnom adresa´ri. Ako prvy´ pr´ıklad sa tu
nacha´dza implementa´cia genera´tora prvocˇ´ısel (Primes), ktory´ pouzˇ´ıva sˇtandardne´ API pre
vla´kna operacˇne´ho syste´mu Windows. Program hl’ada´ a zaznamena´va prvocˇ´ısla od jednotky
azˇ po 100000 testovan´ım delitel’nosti novy´ch cˇ´ısel bezozvysˇku predcha´dzaju´cimi prvocˇ´ıslami.
Program pre tento u´cˇel vytvor´ı sˇtyri vla´kna. V d’alˇs´ıch krokoch pouzˇijete aplika´ciu Thread
Profiler na vyhodnotenie vy´konu a na´jdenie miest v zdrojovy´ch ko´doch programu, kde je
mozˇne´ zlepsˇit’ vyuzˇitie procesoru.
Preklad ko´du:
1. Otvorte su´bor pracovnej plochy vy´vojove´ho prostredia Microsoft Visual Studio pre
pripraveny´ projekt Primes.dsw, obvykle umiestneny´ v adresa´ri aplika´cie Thread Pro-
filer:
C:\Program Files\Intel\VTune\tprofile\samples\Primes
2. Prelozˇte nacˇ´ıtany´ projekt. Tento projekt obsahuje nasleduju´ce nastavenia: /Zi pre
vlozˇenie symbolov, /Od pre vypnutie optimaliza´ci´ı, /fixed:no nastavenie zostavova-
cieho programu pre vytvorenie premiestnitel’ne´ho ko´du a /MDd alebo /MTd pre preklad
s pouzˇit´ım pre vla´kna bezpecˇny´ch knizˇn´ıc. Vsˇetky tieto nastavenia su´ doˆlezˇite´ pre
aplika´ciu Thread Profiler, aby mohla poskytnu´t’ podrobny´ prehl’ad, napr. o na´zvoch
premenny´ch a cˇ´ıslach riadkov, na ktory´ch je potrebne´ vylepsˇit’ vy´kon. Vy´sledkom pre-
kladu je program Primes.exe so zahrnuty´mi potrebny´mi informa´ciami pre ladenie.
Zbieranie da´t
Sprievodca Intel Thread Profiler Wizard umozˇnˇuje jednoduchy´m spoˆsobom vygenerovat’ a
nazhromazˇdit’ informa´cie o priebehu a vy´kone viacvla´knovej aplika´cie. Pre pouzˇitie sprie-
vodcu su´ potrebne´ nasleduju´ce kroky:
1. Spustite Intel Thread Profiler na´jden´ım pr´ıslusˇne´ho odkazu v ponuke Sˇtart operacˇne´ho
syste´mu Windows alebo dvojity´m kliknut´ım na ikonu aplika´cie Intel VTune Perfor-
mance Analyzer nacha´dzaju´cej sa na ploche.
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2. Na´sledne zvol’te v dialo´govom okne Easy Start alebo na na´strojovej liˇste aplika´cie
vol’bu New Project, po ktorej sa Va´m objav´ı dialo´g New Project.
3. V roletovom vy´bere Category zvol’te Threading Wizards a vyberte Intel Thread
Profiler Wizard.
4. Pomenujte projekt, napr. PrimesProject. Aplika´cia automaticky dopln´ı adresa´r na
ulozˇenie projektu Project Location, ktory´ je mozˇne´ v pr´ıpade potreby zmenit’.
5. Stlacˇte OK. Otvor´ı sa sprievodca Intel Thread Profiler Wizard.
6. Zo zoskupenia Threading type vyberte Threaded (Windows* API or POSIX*
threads), ked’zˇe uka´zˇkovy´ pr´ıklad pouzˇ´ıva Windows* API.
7. Pod oznacˇen´ım Launch an application kliknite na [...] a v otvorenom dialo´govom
okne vyhl’adajte spustitel’ny´ su´bor Primes.exe prelozˇeny´ pre ladiace u´cˇely. Thread
Profiler sˇtandardne dopln´ı polozˇkuWorking directory adresa´rom, v ktorom sa pro-
gram nacha´dza.
8. Kliknite na Finish pre dokoncˇenie sprievodcu. Thread Profiler najprv pouprav´ı apli-
ka´ciu, vykona´ ju, nazbiera da´ta a na´sledne ich zobraz´ı.
Presne´ vy´sledky su´ za´visle´ na konfigura´cii Va´sˇho syste´mu, ale pravdepodobne uvid´ıte
zvisle´ obd´lzˇniky s farebny´m rozdelen´ım. V tomto bode je uzˇ mozˇne´ d’alej pokracˇovat’
analy´zou kriticky´ch miest aplika´cie, ktore´ znizˇuju´ vy´kon viacvla´knove´ho vykona´vania.
Analy´za vy´sledkov a oprava ko´du
V tomto odseku sa obozna´mite s niektory´mi pohl’admi aplika´cie Thread Profiler, ktore´
umozˇnˇuju´ identifikovat’ vy´konove´ proble´my ty´kaju´ce sa behu viacery´ch vla´kien. Medzi ti-
eto pohl’ady patria Critical Paths, Profile a Timeline. Na´sledne budete schopn´ı zva´zˇit’
potrebne´ za´sahy do ko´du aplika´cie, ktore´ povedu´ k zvy´sˇeniu vy´konu.
Critical Paths pohl’ad
Thread Profiler sleduje priebeh vsˇetky´ch vla´kien v aplika´cii. Najdlhsˇia spojita´ cesta vedu´ca
skrz pribehy sa nazy´va kriticka´ cesta. Pohl’adCritical Paths na´m ukazuje spoˆsoby vyuzˇitia
cˇasu vy´pocˇtu na kritickej ceste programu.
Na nasleduju´com obra´zku su´ vy´sledky nazbierane´ po spusten´ı programu na dvojjadro-
vom procesore Intel Centrino Duo:
Presunˇte kurzor mysˇi nad obd´lzˇnikove´ zna´zornenie rozlozˇenia kritickej cesty, cˇ´ım sa Va´m
zobraz´ı text so zhrnut´ım zobrazeny´ch da´t. Z obra´zku vysˇsˇie je mozˇne´ vycˇ´ıtat’, zˇe kriticka´
cesta dosiahla celkovu´ d´lzˇku niecˇo pod dve sekundy.
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Cˇasove´ katego´rie
Thread Profiler rozdel’uje cˇas do niekol’ky´ch katego´ri´ı, reprezentovany´ch v grafe odliˇsny´mi
farbami. Legenda zobrazuje toto priradenie farieb katego´ria´m. V nasˇom pr´ıpade je kriticka´
cesta zlozˇena´ z ty´chto cˇasovy´ch katego´ri´ı, zhora nadol:
• Serial impact time (oranzˇovou) a Serial cruise time (svetlo oranzˇovou) ukazuje
cˇas stra´veny´ sekvencˇne vykona´vany´m ko´dom.
• Fully parallel impact time (zelenou) ukazuje cˇasove´ kvantum, pocˇas ktore´ho su´
efekt´ıvne vyuzˇite´ vsˇetky dostupne´ procesory.
• Oversubscribed impact time (modrou) ukazuje mnozˇstvo cˇasu, pocˇas ktore´ho boli
vyuzˇite´ vsˇetky procesory, vla´ken vsˇak bolo zbytocˇne vel’a.
V idea´lnom pr´ıpade, na viacprocesorovom syste´me, by mala cˇasove´mu rozlozˇeniu domi-
novat’ Fully parallel cˇasova´ katego´ria (vsˇetky zelene´ farby). Vsˇetky ostatne´ farby indikuju´
mozˇnost’ vylepsˇenia vy´konu aplika´cie. V nasˇom pr´ıpade by graf mohol obsahovat’ viac Fully
parallel time nezˇ Oversubscribed time, takzˇe ma´me priestor na vylepsˇovanie.
Vy´znamy jednotlivy´ch cˇasovy´ch katego´ri´ı:
1. S kurzorom mysˇi nad grafom kritickej cesty stlacˇte F1, aby sa Va´m zobrazil pomocn´ık.
Vo vzt’ahu k aktua´lnemu pohl’adu sa otvor´ı te´ma opisuju´ca Critical Paths pohl’ad.
2. Kliknite na za´lozˇku Search, zobraz´ı sa vyhl’ada´vacia karta. Vp´ıˇste na´zov cˇasovej ka-
tego´rie, napr. Serial cruise time, a kliknite na List Topics pre zacˇatie vyhl’ada´vania.
Pomocn´ık prehl’ada´ vsˇetok obsah a zobraz´ı su´visiace te´my.
3. Dvojity´m kliknut´ım na na´jdenu´ te´mu zobraz´ıte jej obsah v pravej cˇasti okna po-
mocn´ıka.
4. Precˇ´ıtajte si na´jdenu´ te´mu a prezrite si aj odkazovane´ te´my. Napr´ıklad kliknite na
odkaz Dealing with Cruise Time, aby ste z´ıskali uzˇitocˇne´ rady ohl’adom postupov
na zvy´sˇenie efektivity paralelizmu v programe.
5. Kliknite na tlacˇidlo Locate v na´strojovej liˇste pomocn´ıka, z´ıskate tak prehl’ad o su´-
visiacich te´mach na karte Contents.
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6. Kliknut´ım na pr´ıslusˇnu´ te´mu na karte Contents te´mu zobraz´ıte.
Profile pohl’ad
Pohl’ad Profile poskytuje su´hrnny´ prehl’ad spotrebovane´ho cˇasu na kritickej ceste rozde-
lene´ho do cˇasovy´ch katego´ri´ı. Kliknite na za´lozˇku Profile pre zobrazenie pohl’adu Profile:
Sˇtandardne pohl’ad Profile zobrazuje vy´sledky zoskupene´ podl’a Concurrency Level,
skra´tene CL. Stupenˇ su´bezˇnosti znacˇ´ı pocˇet akt´ıvnych vla´kien vykona´vany´ch v rovnakom
cˇase pozd´lzˇ kritickej cesty. Zahr´nˇa pra´ve vykona´vane´ vla´kna, ako aj vla´kna pripravene´ na
vykona´vanie, ktore´ nie su´ blokovane´ definovany´m cˇakan´ım alebo blokuju´cim pr´ıkazom.
Da´ta je mozˇne´ zoskupit’ aj podl’a Objects pre porovnanie cˇasovej za´vislosti od roˆznych
softve´rovy´ch objektov.
Kliknite na ikonu Set current grouping to Objects v na´strojovej liˇste pohl’adu pre
prepnutie zoskupovania podl’a softve´rovy´ch objektov:
Thread Profiler zobraz´ı st´lpce prislu´chaju´ce objektom spoˆsobuju´cich vyt’azˇenie na kri-
tickej ceste. Va¨cˇsˇina cˇasu kritickej cesty je pridelena´ objektu typu Fork-Join priradene´ho
vla´knu 2: FindPrimes. Na´zov vla´kna je odvodeny´ od na´zvu funkcie, ktora´ je pouzˇita´ ako
vstupny´ bod vla´kna. Za povsˇimnutie stoj´ı zeleno-ˇsedy´ priesvitny´ obd´lzˇnik v tret’om st´lpci,
ktory´ znacˇ´ı celkove´ trvanie existencie objektu.
V pohl’ade Profile je d’alej mozˇne´:
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• Kliknu´t’ na l’ubovol’ny´ st´lpec pre zobrazenie podrobny´ch informa´ci´ı v tabul’ke Statis-
tics pod grafom (ako je vidiet’ na obra´zku).
• Kliknu´t’ pravy´m tlacˇidlom mysˇi na st´lpec pre nastavenie parametrov Filter alebo
Group na urcˇity´ typ objektov alebo pre zobrazenie su´visiacich Source Locations.
Timeline pohl’ad
Pohl’ady Critical Paths a Profile ukazuju´ informa´cie ty´kaju´ce sa kritickej cesty. Oproti
tomu vsˇak pohl’ad Timeline zobrazuje pr´ıspevky jednotlivy´ch vla´kien programu, cˇi sa
nacha´dzaju´ na kritickej ceste alebo nie.
Kliknite na Timeline za´lozˇku pre prepnutie na kartu Timeline pohl’adu:
Vsˇimnite si, zˇe vsˇetky´m sˇtyrom vytvoreny´m vla´knam trva´ postupne vzˇdy viac a viac
cˇasu dokoncˇenie u´lohy. Prve´ vla´kno, reprezentovane´ obd´lzˇnikom umiestneny´m najvysˇsˇie,
pracuje s mnozˇinou maly´ch cˇ´ısel, cˇo zaberie ma´lo cˇasu. Druhe´ vla´kno spracu´va va¨cˇsˇie cˇ´ısla,
trva´ mu to dlhsˇie. Najviac cˇasu na splnenie u´lohy potrebuje vla´kno tretie a sˇtvrte´, ktore´
pracuju´ s esˇte va¨cˇsˇ´ımi cˇ´ıslami. Takzˇe azˇ program dokoncˇ´ı pra´cu, rozlozˇenie vyt’azˇenia je
viditel’ne nerovnomerne´.
Riesˇenie: zvy´sˇenie cˇasu su´bezˇne´ho vykona´vania
Prep´ısany´ ko´d v pr´ıklade PrimesBalanced.cpp preklada´ (strieda) cˇ´ısla, ktore´ spracu´vaju´
jednotlive´ vla´kna, takzˇe kazˇde´ vla´kno pracuje rovnako na maly´ch ako aj vel’ky´ch cˇ´ıslach.
Pre overenie skutocˇne´ho odstra´nenia proble´mu nerovnomerne´ho rozlozˇenia za´t’azˇe, ktory´
sme nasˇli, vykonajte nasleduju´ce kroky:
1. Prelozˇte opraveny´ ko´d.
2. Nazhromazˇdite da´ta pomocou Intel Thread Profiler. Je mozˇne´ vytvorit’ novu´Activity
pre upraveny´ su´bor Primes.exe stlacˇen´ım kla´vesy F5 alebo kliknut´ım na ikonu Run
Activity na na´strojovej liˇste aplika´cie.
3. Vyhodnot’te vy´sledky.
Ak teraz nahliadnete na kartu pohl’adu Critical Paths, mali by ste vidiet’ pred´lzˇenie
modrej oblasti. Pribudol tiezˇ maly´ ku´sok cˇasovej katego´rie Overhead (zˇltou), ktory´ je
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spoˆsobeny´ cˇakan´ım na uvol’nenie kritickej sekcie medzi vla´knami. V pohl’ade Timeline je
vidiet’ zlepsˇenie oproti predcha´dzaju´cemu pr´ıkladu:
Modra´ oblast’ v pohl’ade Critical Paths znamena´ Oversubscribed impact time a je
doˆsledkom zbytocˇne´ho pouzˇitia vel’ke´ho pocˇtu vla´kien, ktore´ nie su´ schopne´ sa su´cˇasne vy-
kona´vat’ pre nedostatok hardve´rovy´ch vla´kien. Sˇtyri vla´kna vsˇak predstavuju´ lepsˇ´ı pr´ıklad
paralelizmu. Ak zn´ızˇime pocˇet vla´kien v ko´de, ktory´ je pevne dany´ makrodefin´ıciou, modra´
oblast’ sa bude nahradena´ zelenou. Ta´ indikuje efekt´ıvne vyuzˇitie vsˇetky´ch vla´kien v aplika´cii.
Intel Thread Checker
Preklad uka´zˇkove´ho ko´du
Insˇtala´cia aplika´cie Intel Thread Checker obsahuje niekol’ko uka´zˇkovy´ch programov, ktore´
sa vo forme zdrojovy´ch ko´dov nacha´dzaju´ v insˇtalacˇnom adresa´ri. Ako prvy´ pr´ıklad sa tu
nacha´dza implementa´cia genera´tora prvocˇ´ısel (Primes), ktory´ pouzˇ´ıva sˇtandardne´ API pre
vla´kna operacˇne´ho syste´mu Windows. Program hl’ada´ a zaznamena´va prvocˇ´ısla od jednotky
azˇ po 1000 testovan´ım delitel’nosti novy´ch cˇ´ısel bezozvysˇku predcha´dzaju´cimi prvocˇ´ıslami.
Program pre tento u´cˇel vytvor´ı sˇtyri vla´kna. Ked’zˇe vsˇetky vla´kna pristupuju´ k jednej
premennej, docha´dza k potencia´lnym da´tovy´m konfliktom. Vo vy´sledku sa preto moˆzˇe
pocˇet na´jdeny´ch prvocˇ´ısel l´ıˇsit’. Nasleduju´ci postup ukazuje, ako sa da´ pouzˇit’ aplika´cia
Intel Thread Checker na na´jdenie a odstra´nenie taky´chto chy´b.
Preklad ko´du:
Postup je rovnaky´ ako pri preklade uka´zˇkove´ho programu pre aplika´ciu Intel Thread Pro-
filer s ty´m rozdielom, zˇe zdrojove´ ko´dy a su´bor projektu sa nacha´dzaju´ v podadresa´ri
insˇtalacˇne´ho adresa´ra aplika´cie Intel Thread Checker.
Po prelozˇen´ı a niekol’kona´sobnom spusten´ı programu moˆzˇeme vidiet’ vy´stup ako na na-
sleduju´com obra´zku:
Vid´ıme, zˇe roˆzne spustenia da´vaju´ nekonzistentne´ vy´stupy. Spra´vnym vy´sledkom je
"Found 168 primes". V tomto pr´ıpade je dost’ jednoduche´ odhalit’ chybu. Vo vel’ky´ch pro-
gramoch moˆzˇe byt’ nekonzistencia vla´kien identifikovatel’na´ len vel’mi t’azˇko. V nasleduju´cich
odstavcoch sa pozrieme na spoˆsob ako pomocou Intel Thread Checker aplika´cie nazbierat’
da´ta a lokalizovat’ podobne´ chyby.
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Zbieranie da´t
Vytvorenie projektu v aplika´cii Intel Thread Checker je vel’mi podobne´ postupu ako v pr´ıpade
programu Thread Profiler. Len je potrebne´ vybrat’ sprievodcu Thread Checker Wizard
namiesto Thread Profiler Wizard. Po dokoncˇen´ı sprievodcu by sme mali mat’ spustenu´
Activity, ktora´ nazhromazˇd´ı da´ta pre analy´zu.
Analy´za vy´sledkov a oprava ko´du
Po dokoncˇen´ı sprievodcu by sa mali zobrazit’ vy´sledky ako na nasleduju´com obra´zku:
Teraz by sme mali byt’ schopn´ı analyzovat’ diagnosticke´ da´ta a na´jst’ nekonzistencie
vla´kien.
Analy´za diagno´z
1. Pozrite sa na prvu´ diagno´zu v zozname zvy´raznenu´ cˇervenou farbou s priradeny´m
identifika´torom ID 1. Thread Checker identifikoval chybu Write → Read data-
race. Ta´to chyba, oznacˇena´ cˇervenou ikonou, je spoˆsobena´ nesynchronizovany´m pr´ıstup
k zdiel’anej premennej.
2. Pravy´m kliknut´ım mysˇi na prvy´ riadok a vy´berom Diagnostic Help otvorte po-
mocn´ıka. Zobraz´ı sa podrobny´ popis chyby, mozˇne´ pr´ıcˇiny jej vzniku a na´vod na jej
odstra´nenie.
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Write → Read da´tovy´ konflikt vznika´, ked’ jedno vla´kno zapisuje do zdiel’ane´ho
pama¨t’ove´ho miesta, ky´m druhe´ vla´kno sa poku´sˇa to iste´ pama¨t’ove´ miesto nacˇ´ıtat’.
Na´jdenie miesta chyby v ko´de
1. Kliknite na za´lozˇku Source View. Karta 1st Access zobrazuje umiestnenie v ko´de,
kde sa prve´ vla´kno poku´sˇalo zap´ısat’ na zdiel’ane´ pama¨t’ove´ miesto. Karta 2nd Access
ukazuje riadok zdrojove´ho ko´du, na ktorom dosˇlo k nesynchronizovane´mu cˇ´ıtaniu
zdiel’ane´ho pama¨t’ove´ho miesta.
2. Lepsˇ´ı pohl’ad do zdrojove´ho ko´du je mozˇne´ z´ıskat’ zva¨cˇsˇen´ım pr´ıslusˇnej karty.
Vyriesˇenie tohto da´tove´ho konfliktu sa da´ dosiahnut’ pridan´ım kritickej sekcie do ko´du
aplika´cie. Pouzˇit´ım synchronizacˇne´ho objektu, ktore´ zoserializuje cˇ´ıtanie a za´pis na riad-
koch 43 a 44, je mozˇne´ potlacˇit’ vedl’ajˇs´ı efekt cˇasove´ho multiplexu su´bezˇne´ho vykona´vania
vla´kien. Pre overenie odstra´nenia chyby sa zopakuje postup s prekladom a podobne ako pri
Thread Profiler sa opa¨t’ spust´ı Activity. Pr´ıklad s vyriesˇeny´m proble´mom sa nacha´dza aj
v adresa´ri uka´zˇkove´ho programu.
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