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1. Introduction
The product of gamma and Pareto random variables arises in many areas of science and engineering. We discuss two
examples.
1.1. Motivating example 1
Our first example relates to incomemodeling. It iswell known that the distribution ofwealth amongmembers of a society
or a country is best fitted by the gamma distribution for the low-medium range and by the Pareto distribution for the high
wealth range; see, for example, [1].
Suppose now that one is interested in quantifying the prosperity of the society. There are many measures for this,
including the gross domestic product (GDP) or the gross domestic income (GDI). Let I1, I2, . . . , Ip be independent random
variables representing incomes of p individuals in the society. Depending on the range of income, some of these random
variables may be gamma distributed and the remaining Pareto distributed. A simple measure of prosperity of the society is
the average income:
1
p
p−
k=1
Ik, (1)
i.e. an average of a collection of independent gamma and independent Pareto random variables. However, many if not most
economists use an alternative measure, the average log income given by
1
p
p−
k=1
log Ik = 1p log

p∏
k=1
Ik

. (2)
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Clearly, the average log income is 1/p times the log of the product of a collection of independent gamma and independent
Pareto random variables.
There are many reasons given as to why (2) should be preferred to (1). Some citations are in what follows.
• Stevenson andWolfers [2] argue: ‘‘Using a log income scale depicts a different relationship pattern than a linear income
scale because with the log scale income increases by the same percentage throughout, whereas with the linear scale
income increases by the same absolute amount, but by a decreasing percentage . . .’’. The same authors go on to state:
‘‘Our macroeconomic analysis focuses on measures of real GDP per capita measured at purchasing power parity . . . The
average of log income per person may be a more desirable aggregate than the log of average income . . .’’.
• In the context of regressing income versus a ‘‘happiness’’ variable, [3, page 468] states: ‘‘the supposed attenuation at
higher income levels of the happiness–income relation does not occur when happiness is regressed on log income, rather
than absolute income’’.
• Koenker [4] provides a similar argument: ‘‘. . . by considering log wealth rather than wealth itself, we can downplay the
influence of the upper tail and focus more attention on the lower tail of the distribution . . .’’.
• Björklund and Chadwick [5] state: ‘‘To obtain a better measure of lifetime income, we averaged the logs of . . . Since we
are using log income, we did not include observations with income of zero’’.
1.2. Motivating example 2
Our second example is in risk theory. Many commonly encountered risk models are multiplicative, with risk determined
by the product of a series of relevant risk factors [6,7]. The factors affecting risk are usually assumed to act independently
in most applications of methods for uncertainty analysis [6,7]. Specifically, suppose that the risk, say R, is defined as the
product
R = 1
p
p∏
k=1
Rk, (3)
where the risk factors Rk are independent random variables.
Some examples of multiplicative risk models of the form (3) are:
• Let Rk be the random wealth in an individual’s financial portfolio in period k, and let Rk+1 denote the return on a
mandatory (and exogenously managed) annuity account that uses proceeds from Rk in period k+ 1, k = 1, 2, . . . , p− 1.
• Let R1 denote nominal wealth or profit and let Rk denote an end-of-period price deflator for period k, k = 2, 3, . . . , p. f
• Let R1 denote profit in some foreign currency for which forward contracts or options are not available and let Rk denote
the end-of-period exchange rate, k = 2, 3, . . . , p.
• Let R1 be the pre-tax profits of a firm and let R2 represent the firm’s retention net of taxes, where tax rates are random
due to tax-legislation uncertainty.
• Let R1 denote the random per-unit profit for a farm commodity, based on some hedging strategy, and let R2 denote an
exogenous random quantity of output.
In the last two examples p = 2.
Each Rk in (3) may vary according to a probability distribution. Two important models for risks or losses in the literature
are the gamma and Pareto distributions. See, for example, [8–10]. So, the risk R in (3) can be a product of independent gamma
and independent Pareto random variables.
For other examples, we refer the readers to [11,12] and references therein.
The assumption of independence in these examplesmay not always be realistic. However, the independence assumption
could at least yield a first approximation for the distribution of the product. For large samples, it is known that the
distribution assuming independence is consistent with that not assuming independence, see, for example, [13].
The product of multiple gamma and multiple Pareto random variables (mutually independent) also arises in statistical
methods. For example, Coelho and Mexica [14] discuss applications to four problems in statistical inference: for testing
the mutual independence of a set of variables, for random effects models with balanced cross-nesting, for combining
independent F tests in meta-analysis and for a test for equality of two generalized variances. See also [15–17].
Nadarajah [11,12] derived exact expressions for the product of two independent random variables: one assumed to be
gamma and the other Pareto. The aim of this paper is to provide the extension for the product, Z = X1 X2 · · · Xm Y1 Y2 · · · Yn,
ofm+ n independent random variables, where Xi, i = 1, . . . ,m have their probability density functions (pdfs) specified by:
fXi(x) =
λ
βi
i x
βi−1 exp(−λix)
Γ (βi)
(4)
(for x > 0, βi > 0 and λi > 0) and Yi, i = 1, . . . , n have their pdfs specified by:
fYi(y) =
µiσ
µi
i
yµi+1
(5)
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(for y > σi, σi > 0 and µi > 0), where Γ (·) denotes the gamma function defined by
Γ (a) =
∫ ∞
0
ta−1 exp(−t)dt.
We derive the following properties of the distribution of Z: its pdf, cumulative distribution function (cdf), shape and
asymptotics of the pdf and the cdf, Laplace transform and some particular cases (Sections 2 and 3), moments (Section 4),
order statistics (Section 5), percentiles (Section 6) and estimation by the methods of moments and maximum likelihood
(Section 7). The calculations involve the special functions listed in Appendix A.
2. The exact distribution
Theorem 1 derives exact expressions for the pdf and the cdf of Z = X1X2 · · · XmY1Y2 · · · Yn in terms of the Meijer
G-function. Theorem 2 derives an exact expression for the Laplace transform of Z in terms of the Meijer G-function. The
proofs of Theorems 1 and 2make use of Lemmas 1–3. These lemmas derive exact expressions for the pdf, cdf and the Laplace
transform of X1X2 · · · Xm (the product of independent gamma random variables) and Y1Y2 · · · Yn (the product of independent
Pareto random variables).
Lemma 1. Suppose Xi, i = 1, . . . ,m are independent random variables with their pdfs specified by (4). Then the Laplace
transform of X1X2 · · · Xm is
E[exp(−sX1X2 · · · Xm)] =
m∏
i=1
{Γ (βi)}−1G1,mm,1

s
m∏
j=1
λ−1j
1− β1, . . . , βm0

. (6)
Proof. We prove the result by induction: (6) holds form = 1 since
E[exp(−sX1)] = λ
β1
1
Γ (β1)
∫ ∞
0
exp(−sx)xβ1−1 exp(−λ1x)dx
= λ
β1
1
Γ (β1)
∫ ∞
0
xβ1−1G1,00,1

sx
−0

G1,00,1

λ1x
−0

dx
= 1
Γ (β1)
G1,11,1

s
λ1
1− β10

,
where the last step follows by Eq. (2.24.1.1) in [18, volume 3]. Now assume (6) holds form = p− 1. Form = p,
E[exp(−sX1X2 · · · Xp)] = λ
βp
p
Γ (βp)
∫ ∞
0
E[exp(−sxX1X2 · · · Xp−1)]xβp−1 exp(−λpx)dx
= λβpp
p∏
i=1
{Γ (βi)}−1
∫ ∞
0
xβp−1G1,p−1p−1,1

sx
p−1∏
j=1
λ−1j
1− β1, . . . , 1− βp−10

G1,00,1

λpx
−0

dx
=
p∏
i=1
{Γ (βi)}−1G1,pp,1

s
p∏
j=1
λ−1j
1− β1, . . . , 1− βp0

,
where the last step follows by Eq. (2.24.1.1) in [18, volume 3]. The proof is complete. 
Lemma 2. Suppose Xi, i = 1, . . . ,m are independent random variables with their pdfs specified by (4). Then the pdf and the cdf
of U = X1 · · · Xm are
fU(u) =
m∏
i=1
{Γ (βi)}−1 1uG
m,0
0,m

u
m∏
j=1
λj
−β1, . . . , βm

(7)
and
FU(u) =
m∏
i=1
{Γ (βi)}−1Gm,11,m+1

u
m∏
j=1
λj
1β1, . . . , βm, 0

, (8)
respectively, for u > 0.
Proof. Note that (7) is the inverse Laplace transform of (6), so it follows by application of Eq. (3.38.1) in [18, volume 5]. Note
that FU(u) =
 u
0 fU(x)dx, so (8) follows by application of Eq. (2.24.2.2) in [18, volume 3]. 
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Lemma 3. Suppose Yi, i = 1, . . . , n are independent random variables with their pdfs specified by (5). Then the pdf and the cdf
of V = Y1 · · · Yn are
fV (v) = µ1 · · ·µn
n−
k=1
Ckn(σ1 · · · σn)µkv−µk−1 (9)
and
FV (v) = µ1 · · ·µn
n−
k=1
Cknµ−1k (σ1 · · · σn)µkv−µk , (10)
respectively, for v > σ1 · · · σn, where Ckn is as defined in (14).
Proof. We prove (9) by induction: (9) holds for n = 1. Assume (9) for n = p− 1. For n = p,
fV (v) = µ1 · · ·µp−1
p−1
k=1
Ck,p−1(σ1 · · · σp−1)µk
∫ v/(σ1···σp−1)
σp
1
x
 x
v
µk+1 µpσµpp
xµp+1
dx
= −µ1 · · ·µp
p−1
k=1
Ckp(σ1 · · · σp)µpv−µp−1 + µ1 · · ·µp
p−1
k=1
Ckp(σ1 · · · σp)µkv−µk−1
= µ1 · · ·µp
p−
k=1
Ckp(σ1 · · · σp)µkv−µk−1,
where the last step follows by using the fact Cpp = −∑p−1k=1 Ckp. So, (9) follows by induction. The result in (10) follows by
elementary integration of (9). 
Theorem 1. Suppose Xi, i = 1, . . . ,m and Yi, i = 1, . . . , n are independent random variables with their pdfs specified by (4)
and (5), respectively. Then the pdf and the cdf of Z = X1 X2 · · · Xm Y1 Y2 · · · Yn are
fZ (z) = µ1 · · ·µn
Γ (β1) · · ·Γ (βm)z
n−
k=1
CknG
m,1
1,m+1

w
1− µkβ1, . . . , βm,−µk

(11)
and
FZ (z) = µ1 · · ·µn
Γ (β1) · · ·Γ (βm)
n−
k=1
Ckn
µk
Gm,11,m+1

w
1− µkβ1, . . . , βm,−µk

, (12)
respectively, for 0 < z <∞, where
w = z
σ1 · · · σn
m∏
i=1
λi (13)
and
Ckn =

n∏
j=1,j≠k
(µj − µk)
−1
. (14)
Proof. Set U = X1X2 · · · Xm and V = Y1Y2 · · · Yn, so that Z = UV . By Lemmas 2 and 3, we can write
fZ (z) =
∫ ∞
0
1
x
fV
 z
x

fU(x)dx
= µ1 · · ·µn
Γ (β1) · · ·Γ (βm)
n−
k=1
Ckn(σ1 · · · σn)µkz−µk−1I(k) (15)
and
FZ (z) =
∫ ∞
0
FV
 z
x

fU(x)dx
= µ1 · · ·µn
Γ (β1) · · ·Γ (βm)
n−
k=1
Ckn
µk
(σ1 · · · σn)µkz−µk I(k), (16)
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where
I(k) =
∫ z/(σ1···σn)
0
xµk−1Gm,00,m

x
m∏
i=1
λi
−β1, . . . , βm

dx. (17)
An application of Eq. (2.24.2.2) in [18, volume 3] to calculate (17) shows that (15) and (16) reduce to (11) and (12),
respectively. 
Theorem 2. Suppose Xi, i = 1, . . . ,m and Yi, i = 1, . . . , n are independent random variables with their pdfs specified by (4)
and (5), respectively. Then the Laplace transform of Z = X1 X2 · · · Xm Y1 Y2 · · · Yn is given by
E[exp(−sZ)] = µ1 · · ·µn
Γ (β1) · · ·Γ (βm)
n−
i=1
CknG
2,m
m+1,2

t
1− β1, . . . , 1− βm, 1+ µkµk, 0

, (18)
where
t = sσ1 · · · σn (19)
and Ckn is as defined by (14).
Proof. Set U = X1X2 · · · Xm and V = Y1Y2 · · · Yn, so that Z = UV . By Lemmas 1 and 3, we can write
E[exp(−sZ)] =
∫ ∞
0
E [exp(−svU)] fV (v)dv
= µ1 · · ·µn
Γ (β1) · · ·Γ (βm)
n−
k=1
Ckn(σ1 · · · σn)µk J(k), (20)
where
J(k) =
∫ ∞
σ1···σn
x−µk−1G1,mm,1

sx
m∏
i=1
λ−1i
1− β1, . . . , 1− βm0

dx. (21)
An application of Eq. (2.24.2.3) in [18, volume 3] to calculate (21) shows that (20) reduces to (18). 
The shapes of the pdf, (11), can be studied by using the fact
∂
∂x
Gm,np,q

x
a1, . . . , an, an+1, . . . , apb1, . . . , bm, bm+1, . . . , bq

= Gm,n+1p+1,q+1

x
−1, a1 − 1, . . . , an − 1, an+1 − 1, . . . , ap − 1b1 − 1, . . . , bm − 1, 0, bm+1 − 1, . . . , bq − 1

.
It follows that the modes of this pdf are the roots of the equation
n−
i=1
CknG
m,1
1,m+1

w
1− µkβ1, . . . , βm,−µk

= w
n−
i=1
CknG
m,2
2,m+2

w
−1,−µkβ1 − 1, . . . , βm − 1, 0,−µk − 1

, (22)
where w and Ckn are as defined by (13) and (14), respectively. There may be more than one solution to (22). If z = z0
is a root of (22) then it corresponds to a local maximum, a local minimum or a point of inflexion depending on whether
λ(z0)⟨0, λ(z0)⟩0 or λ(z0) = 0, where
λ(z) =
n∑
i=1
CknG
m,3
3,m+3

w
−1,−2,−µk − 1β1 − 2, . . . , βm − 2, 0,−1,−µk − 2

n∑
i=1
CknG
m,1
1,m+1

w
1− µkβ1, . . . , βm,−µk
 ,
wherew and Ckn are as defined by (13) and (14), respectively.
Furthermore, by using asymptotic properties of the Meijer G-function, one can determine how the pdf, (11), and the cdf,
(12), behave as z → 0,∞. One can show that
fZ (z) ∼ µ1 · · ·µn
Γ (β1) · · ·Γ (βm)
n−
k=1
Ckn
m−
l=1
m∏
j=1,j≠l
Γ (βj − βl)
(µk + βl)(σ1 · · · σn)βl

m∏
i=1
λi
βl
zβl−1
and
FZ (z) ∼ µ1 · · ·µn
Γ (β1) · · ·Γ (βm)
n−
k=1
Ckn
m−
l=1
m∏
j=1,j≠l
Γ (βj − βl)
βl(µk + βl)(σ1 · · · σn)βl

m∏
i=1
λi
βl
zβl
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Fig. 1. The pdf given by (11) for m = 2 and n = 2. The different colors correspond to: β1 = µ1 = 2, β2 = µ2 = 3 in red; β1 = µ1 = 0.5, β2 = µ2 = 1
in blue; β1 = µ1 = 0.5, β2 = µ2 = 0.6 in brown; β1 = µ1 = 3, β2 = µ2 = 4 in black; β1 = µ1 = 4, β2 = µ2 = 5 in green. (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of this article.)
as z → 0. Also,
fZ (z) ∼ µ1 · · ·µn
Γ (β1) · · ·Γ (βm)
n−
k=1
CknΓ (µk + βj)(σ1 · · · σn)µk

m∏
i=1
λi
−µk
z−µk−1
and
1− FZ (z) ∼ µ1 · · ·µn
Γ (β1) · · ·Γ (βm)
n−
k=1
Ckn
µk
Γ (µk + βj)(σ1 · · · σn)µk

m∏
i=1
λi
−µk
z−µk
as z →∞. Note that both the lower and the upper tails of the pdfs behave as mixtures of polynomial powers. The lower tail
is dominated by the polynomial power zβ∗ , where β∗ = min(β1, β2, . . . , βm). The upper tail is dominated by the polynomial
power z−µ∗−1, where µ∗ = max(µ1, µ2, . . . , µn). In other words, the lower tail is dominated by the smallest of the shape
parameters of the gamma random variables and the upper tail is dominated by the largest of the shape parameters of the
Pareto random variables.
A procedure in MAPLE for computing the pdf, (11), is given in Appendix B. Using this procedures, we plotted the pdf for
m = n = 2, 3, 4, 5 and for selected values of βi, µi. Without loss of generality, we have taken λi = 1 and σi = 1 for all i.
The plots are shown in Figs. 1–4. The pdfs appear more skewed toward zero as βi and µi take smaller values. In particular,
the pdfs appear unimodal as all of the βi take values greater than one. The location of the mode moves away from zero and
its magnitude becomes smaller as βi andµi take larger values. Larger values ofm and n have the effect of reducing the scale
of the pdfs while allowing for thicker upper tails.
3. Some particular cases
Corollary 1 considers some particular forms of (11), (12) and (18) for m = 4. We have reduced (11), (12) and (18) into
expressions involving hypergeometric functions. Another particular case of (11) and (12) for m = n = 1 is considered by
[11,12].
In our calculations, we have used various special properties of the Meijer G-function (see, for example, Chapter 8 of [18],
volume 3). We conjecture that it may be possible to reduce (11), (12) and (18) to expressions involving hypergeometric
functions for any given positive integerm. We have not been able to prove this conjecture.
Note that hypergeometric functions are better known than Meijer G-functions. Certainly, there are more computational
tools to deal with hypergeometric functions.
Corollary 1. If m = 4 then (11), (12) and (18) can be reduced to
fZ (z) = µ1 · · ·µn
Γ (β1)Γ (β2)Γ (β3)Γ (β4)z
n−
i=1
Ckn{B1k + B2k + B3k + B4k},
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Fig. 2. The pdf given by (11) for m = 3 and n = 3. The different colors correspond to: β1 = µ1 = 2, β2 = µ2 = 3, β3 = µ3 = 4 in red; β1 = µ1 = 0.5,
β2 = µ2 = 1, β3 = µ3 = 1.5 in blue; β1 = µ1 = 0.5, β2 = µ2 = 0.6, β3 = µ3 = 0.7 in brown; β1 = µ1 = 3, β2 = µ2 = 4, β3 = µ3 = 5 in black;
β1 = µ1 = 4, β2 = µ2 = 5, β3 = µ3 = 6 in green. (For interpretation of the references to colour in this figure legend, the reader is referred to the web
version of this article.)
Fig. 3. The pdf given by (11) for m = 4 and n = 4. The different colors correspond to: β1 = µ1 = 2, β2 = µ2 = 3, β3 = µ3 = 4, β4 = µ4 = 5 in red;
β1 = µ1 = 0.5, β2 = µ2 = 1, β3 = µ3 = 1.5, β4 = µ4 = 2 in blue; β1 = µ1 = 0.5, β2 = µ2 = 0.6, β3 = µ3 = 0.7, β4 = µ4 = 0.8 in brown;
β1 = µ1 = 3, β2 = µ2 = 4, β3 = µ3 = 5, β4 = µ4 = 6 in black; β1 = µ1 = 4, β2 = µ2 = 5, β3 = µ3 = 6, β4 = µ4 = 7 in green. (For interpretation of
the references to colour in this figure legend, the reader is referred to the web version of this article.)
FZ (z) = µ1 · · ·µn
Γ (β1)Γ (β2)Γ (β3)Γ (β4)
n−
i=1
Ckn
µk
{B1k + B2k + B3k + B4k}
and
E[exp(−sZ)] = µ1 · · ·µn
Γ (β1)Γ (β2)Γ (β3)Γ (β4)
n−
i=1
Ckn{B5k + B6k + B7k + B8k},
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Fig. 4. The pdf given by (11) for m = 5 and n = 5. The different colors correspond to: β1 = µ1 = 2, β2 = µ2 = 3, β3 = µ3 = 4, β4 = µ4 = 5,
β5 = µ5 = 6 in red; β1 = µ1 = 0.5, β2 = µ2 = 1, β3 = µ3 = 1.5, β4 = µ4 = 2, β5 = µ5 = 2.5 in blue; β1 = µ1 = 0.5, β2 = µ2 = 0.6, β3 = µ3 = 0.7,
β4 = µ4 = 0.8, β5 = µ5 = 0.9 in brown; β1 = µ1 = 3, β2 = µ2 = 4, β3 = µ3 = 5, β4 = µ4 = 6, β5 = µ5 = 7 in black; β1 = µ1 = 4, β2 = µ2 = 5,
β3 = µ3 = 6, β4 = µ4 = 7, β5 = µ5 = 8 in green. (For interpretation of the references to colour in this figure legend, the reader is referred to the web
version of this article.)
respectively, where
B1k = Γ (β1 − β2)Γ (β3 − β2)Γ (β4 − β2)
µk + β2 w
β2
× 1F4(µk + β2; 1+ µk + β2, 1− β4 + β2, 1− β1 + β2, 1− β3 + β2;w),
B2k = Γ (β2 − β1)Γ (β3 − β1)Γ (β4 − β1)
µk + β1 w
β1
× 1F4(µk + β1; 1+ µk + β1, 1− β4 + β1, 1− β2 + β1, 1− β3 + β1;w),
B3k = Γ (β2 − β3)Γ (β1 − β3)Γ (β4 − β3)
µk + β3 w
β3
× 1F4(µk + β3; 1+ µk + β3, 1− β4 + β3, 1− β2 + β3, 1− β1 + β3;w),
B4k = Γ (β2 − β4)Γ (β1 − β4)Γ (β3 − β4)
µk + β4 w
β4
× 1F4(µk + β4; 1+ µk + β4, 1− β3 + β4, 1− β1 + β4, 1− β2 + β4;w),
B5k = Γ (β2)Γ (β1 − β2)Γ (β3 − β2)Γ (β4 − β2)
(µk + β2)tβ2
× 2F4

β2, µk + β2; 1+ µk + β2, 1− β4 + β2, 1− β1 + β2, 1− β3 + β2; 1t

,
B6k = Γ (β1)Γ (β2 − β1)Γ (β3 − β1)Γ (β4 − β1)
(µk + β1)tβ1
× 2F4

β1, µk + β1; 1+ µk + β1, 1− β4 + β1, 1− β2 + β1, 1− β3 + β1; 1t

,
B7k = Γ (β3)Γ (β2 − β3)Γ (β1 − β3)Γ (β4 − β3)
(µk + β3)tβ3
× 2F4

β3, µk + β3; 1+ µk + β3, 1− β4 + β3, 1− β2 + β3, 1− β1 + β3; 1t

,
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B8k = Γ (β4)Γ (β2 − β4)Γ (β1 − β4)Γ (β3 − β4)
(µk + β4)tβ4
× 2F4

β4, µk + β4; 1+ µk + β4, 1− β3 + β4, 1− β1 + β4, 1− β2 + β4; 1t

,
andw, Ckn and t are as defined by (13), (14) and (19), respectively.
4. Moments
Here, we derive moment properties of Z = X1X2 · · · XmY1Y2 · · · Yn. Using the facts that
E(Xki ) =
Γ (βi + k)
λki Γ (βi)
and
E(Y ki ) =
σ ki µi
µi − k
for k < µi (see [19,20]), one obtains
E(Zk) =

m∏
i=1
λ−1i

n∏
i=1
σi
k  n∏
i=1
µi
µi − k

m∏
i=1
Γ (βi + k)
Γ (βi)

for k < min(µ1, . . . , µn). The factorial moments, variance, skewness and the kurtosis can be calculated by using the
relationships that
E[(Z)k] = E[Z(Z − 1) · · · (Z − k+ 1)],
Var(Z) = E(Z2)− E2(Z),
Skewness(Z) = E(Z
3)− 3E(Z)E(Z2)+ 2E3(Z)
{E(Z2)− E2(Z)}3/2 ,
and
Kurtosis(Z) = E(Z
4)− 4E(Z)E(Z3)+ 6E(Z2)E2(Z)− 3E4(Z)
{E(Z2)− E2(Z)}2 .
5. Order statistics
Suppose Z1, Z2, . . . , ZN is a random sample from (11). Let Z1:N < Z2:N < · · · < ZN:N denote the corresponding order
statistics. It is well known that the pdf and the cdf of the kth order statistic, say H = Zk:N , are given by
fH(h) = N!
(k− 1)!(N − k)!F
k−1
Z (h){1− FZ (h)}n−kfZ (h)
= N!
(k− 1)!(N − k)!
N−k−
l=0

N − k
l

(−1)lF k−1+lZ (h)fZ (h)
and
FH(h) =
N−
j=k

N
j

F jZ (h){1− FZ (h)}N−j =
N−
j=k
N−j−
l=0

N
j

N − j
l

(−1)lF j+lZ (h),
respectively, for k = 1, 2, . . . ,N . It follows from (11) and (12) that
fH(h) = N!
(k− 1)!(N − k)!
N−k−
l=0

N − k
l

(−1)l
h
[
µ1 · · ·µn
Γ (β1) · · ·Γ (βm)
]k+l
×

n−
j=1
Cjn
µj
Gm,11,m+1

w
1− µjβ1, . . . , βm,−µj
k−1+l  n−
j=1
CjnG
m,1
1,m+1

w
1− µjβ1, . . . , βm,−µj

and
FH(h) =
N−
j=k
N−j−
l=0

N
j

N − j
l

(−1)l
[
µ1 · · ·µn
Γ (β1) · · ·Γ (βm)
]j+l  n−
i=1
Cin
µi
Gm,11,m+1

w
1− µiβ1, . . . , βm,−µi
j+l
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Table 1
Percentiles of Z .
p m = n = 2 m = n = 3 m = n = 4 m = n = 5
0.05 1.212046206 4.355846847 20.52039671 118.7008011
0.10 1.968990347 7.391884180 35.90623529 212.6060692
0.15 2.691336006 10.42923078 51.78815748 311.7985282
0.20 3.424146183 13.62340776 68.89128477 420.4957586
0.25 4.189729510 17.06322184 87.68119588 541.6742804
0.30 5.004880072 20.82581049 108.6017288 678.3563939
0.35 5.885724833 24.99347623 132.1543993 834.0790024
0.40 6.850132662 29.66375868 158.9537275 1013.262091
0.45 7.919687234 34.95946536 189.7891905 1221.653187
0.50 9.122009399 41.04193328 225.7118420 1466.968780
0.55 10.49409250 48.13109100 268.1684698 1759.901148
0.60 12.08763980 56.53828607 319.2235420 2115.795548
0.65 13.97829449 66.72365795 381.9496241 2557.614439
0.70 16.28286039 79.40383839 461.1638861 3121.552067
0.75 19.19444477 95.77269456 564.9443872 3868.639430
0.80 23.06306634 118.0094207 708.1355663 4911.684813
0.85 28.61364736 150.6565471 921.8989241 6489.001964
0.90 37.70826894 205.4488335 1287.343082 9225.332717
0.95 57.69012851 328.8593408 2128.397473 14766.329834
Table 2
Computational times in seconds.
p m = n = 2 m = n = 3 m = n = 4 m = n = 5
0.05 4.469 8.156 17.813 61.140
0.10 4.391 10.688 16.640 63.766
0.15 4.500 13.281 16.438 60.609
0.20 4.344 12.797 17.109 61.469
0.25 4.734 12.750 17.344 61.890
0.30 5.172 12.532 17.765 59.844
0.35 4.719 12.922 16.687 60.250
0.40 4.641 13.765 16.860 60.703
0.45 4.797 12.235 14.047 57.203
0.50 5.281 13.062 16.985 60.265
0.55 4.782 12.797 17.078 61.203
0.60 4.937 12.672 18.656 58.204
0.65 4.546 12.219 20.016 60.234
0.70 4.656 12.000 20.297 56.938
0.75 4.609 12.469 21.234 54.313
0.80 4.422 12.422 21.546 44.860
0.85 4.812 13.063 21.719 79.812
0.90 5.000 12.922 22.359 154.422
0.95 3.172 10.156 25.797 170.1665
for k = 1, 2, . . . ,N , where
w = h
σ1 · · · σn
m∏
i=1
λi
and Ckn is given by (14). Moments of order statistics can be obtained by integrating the expression for fH(h). However, closed
form expressions do not appear to be possible.
6. Percentiles
Let zp denote the percentage points associatedwith the cdf of Z = X1X2 · · · XmY1Y2 · · · Yn. The values of zp can be obtained
numerically by solving the equation
µ1 · · ·µn
Γ (β1) · · ·Γ (βm)
n−
i=1
Ckn
µk
Gm,11,m+1

w
1− µkβ1, . . . , βm,−µk

= p. (23)
Evidently, this involves computation of theMeijerG-function and routines for this arewidely available.Weused the function
MeijerG([[·], [·][,[[·], [·]], ·) in MAPLE. A procedure in MAPLE for solving (23) is given in Appendix B.
Table 1 provides some values of zp for m = n = 2, 3, 4, 5, p = 0.05, 0.1, . . . , 0.95, βi = i + 1, i = 1, 2, . . . ,m and
µi = i+ 1, i = 1, 2, . . . , n computed using the MAPLE procedure in Appendix B. Without loss of generality, we have taken
λi = 1 and σi = 1 for all i. Table 2 provides the corresponding CPU time taken in seconds.
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Table 1 confirms our earlier observation that the tails of the pdf of Z become thicker asm and n increase. The percentiles
in tables of this kind can be used to make useful inferences with respect to the motivating examples discussed in Section 1.
Suppose a region has m small and n big factories manufacturing a certain product. Let Xi, i = 1, 2, . . . ,m denote the
wealth of the small firms and Yi, i = 1, 2, . . . , n denote the wealth of the big firms. By motivating example 1, we can
suppose Xi and Yi are distributed independently according to (4) and (5), respectively, So, according to (2), one can consider
Z = X1X2 · · · XmY1Y2 · · · Yn as a measure of prosperity of the region with respect to manufacturing the said product.
Suppose that the risk of an event, say R, is multiplicative as described by (3) with independent risk factors R1, R2, . . . , Rp.
Supposem of the risk factors are gamma distributed and the remaining Pareto distributed. Then Rwill be the product ofm
independent gamma random variables and p−m independent Pareto random variables.
The percentiles in Table 1 can be used to derive useful confidence intervals for the prosperity measure and the risk
measure. For instance,
• if m = n = 2, βi = µi = i + 1, i = 1, 2, λi = 1 and σi = 1 then a 90% confidence interval is ((1/4) log(1.212),
(1/4) log(57.690)).
• if m = n = 3, βi = µi = i + 1, i = 1, 2, 3, λi = 1 and σi = 1 then a 90% confidence interval is ((1/6) log(4.356),
(1/6) log(328.859)).
• if m = n = 4, βi = µi = i + 1, i = 1, 2, 3, 4, λi = 1 and σi = 1 then a 90% confidence interval is ((1/6) log(20.520),
(1/6) log(2128.397)).
• ifm = n = 5, βi = µi = i+ 1, i = 1, 2, 3, 4, 5, λi = 1 and σi = 1 then a 90% confidence interval is ((1/6) log(118.701),
(1/6) log(14766.330)).
Table 2 shows considerable changes in the CPU time taken to calculate the percentiles. The times increase steadily asm
and n increase. In fact, the CPU time doubles for every step increase in m and n. For m = n = 5, the CPU time taken is at
least a minute. For large m and n the CPU time could become prohibitive. However, there are no significant changes in the
CPU time with respect to p.
7. Estimation issues
Here, we consider method of moments estimation and maximum likelihood estimation of the parameters βi (i =
1, . . . ,m), λi (i = 1, . . . ,m), σi (i = 1, . . . , n) and µi (i = 1, . . . , n). We also provide the associated Fisher information
matrices.
Suppose we have random samples on each Xi, say {Xi1, Xi2, . . . , Ximi}, and on each Yi, say {Yi1, Yi2, . . . , Yini}. By equating
the theoretical and empirical moments of the first and second orders, we obtain
βi
λi
= si1,
βi(βi + 1)
λ2i
= si2,
σiµi
µi − 1 = si3
and
σ 2i µi
µi − 2 = si4,
where
si1 = 1mi
mi−
k=1
Xik,
si2 = 1mi
mi−
k=1
X2ik,
si3 = 1ni
ni−
k=1
Yik
and
si4 = 1ni
ni−
k=1
Y 2ik.
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It is easy to show that the method of moments estimators of βi (i = 1, . . . ,m), λi (i = 1, . . . ,m), σi (i = 1, . . . , n) and µi
(i = 1, . . . , n) are
βi = s2i1si2 − s2i1 ,λi = si1si2 − s2i1 ,σi = µi − 1µi si3
and
µi = 1+ si4si4 − s2i3 .
One can also show that the maximum likelihood estimators of βi (i = 1, . . . ,m) and λi (i = 1, . . . ,m) are the simultaneous
solutions of the equations
βi
λi
= si1
and
ψ(βi)− log λi = 1mi
mi−
k=1
log Xik,
whereψ(x) = d logΓ (x)/dx is the digamma function. Further, the maximum likelihood estimators of σi (i = 1, . . . , n) and
µi (i = 1, . . . , n) are:σi = min (Yi1, . . . , Yini)
and
µi = ni  ni−
k=1
log Yik − ni logσi−1 .
The variances and covariances of the maximum likelihood estimators are:
Var (βi) = βimi{βiψ ′(βi)− 1} ,
Var (λi) = λ2i ψ ′(βi)mi{βiψ ′(βi)− 1} ,
Cov (βi,λi) = λimi{βiψ ′(βi)− 1} ,
Var (σi) = σ 2iniµi(1− µi) ,
Var (µi) = µ2ini(1− µi) ,
and
Cov(σi, µi) = µiσini(1− µi) ,
where ψ ′(·) denotes the derivative of ψ(·).
Sometimes the observations are on Z = X1X2 · · · XmY1Y2 · · · Yn, and not on the original variables, Xi, i = 1, . . . ,m or Yi,
i = 1, . . . , n. Suppose {Z1, . . . , ZN} is a random sample on Z . There are 2(m + n) unknown parameters βi (i = 1, . . . ,m),
λi (i = 1, . . . ,m), σi, (i = 1, . . . , n) and µi, (i = 1, . . . , n). Of these, the m + n scale parameters, λi (i = 1, . . . ,m) and σi,
(i = 1, . . . , n), are redundant. These could be replaced by a single parameter, say λ. So, the unknown parameters become
βi (i = 1, . . . ,m), µi, (i = 1, . . . , n) and λ. The method of moments estimators of these parameters can be obtained as the
simultaneous solutions of the equations
λ−k

n∏
i=1
µi
µi − k

m∏
i=1
Γ (βi + k)
Γ (βi)

= 1
N
N−
i=1
Zki
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for k = 1, . . . ,m + n + 1 provided that m + n + 1 < min (µ1, . . . , µn). The maximum likelihood estimators of βi
(i = 1, . . . ,m), µi, (i = 1, . . . , n) and λ can be obtained as the simultaneous solutions of the equations
N−
i=1
n∑
k=1
Ckn∂A1ik/∂µl +
n∑
k=1
DklA1ik
n∑
k=1
CknA1ik
= − N
µl
,
N−
i=1
n∑
k=1
Ckn∂A1ik/∂βl
n∑
k=1
CknA1ik
= Nψ(βl)
and
N−
i=1
wi
n∑
k=1
CknA2ik
n∑
k=1
CknA1ik
= 0,
where
A1ik = Gm,11,m+1

wi
1− µkβ1, . . . , βm,−µk

,
A2ik = Gm,22,m+2

wi
−1,−µkβ1 − 1, . . . , βm − 1, 0,−µk − 1

,
Dkl = −C2kn
n−
p=1,p≠k

n∏
j=1,j≠k,p
(µj − µk)

Epkl,
Epkl =
−1, if l = k,
1, if l = p,
0, otherwise,
andwi = λzi and Ckn is as defined by (14). The variances and covariances of these maximum likelihood estimators are given
by the inverse of the (m+ n+ 1)× (m+ n+ 1) symmetric matrix, J, specified by the elements
Jll = Nψ ′(βl)− N
 n−
k=1
CknA1k

n−
k=1
Ck∂2A1k/∂β2l

−

n−
k=1
Ckn∂A1k/∂βl
2 n−
k=1
CknA1k
2
for 1 ≤ l ≤ m,
Jl1 l2 = −N

n−
k=1
CknA1k

n−
k=1
Ck∂2A1k/∂βl1∂βl2

−

n−
k=1
Ckn∂A1k/∂βl1

n−
k=1
Ckn∂A1k/∂βl2
 n−
k=1
CknA1k
2
for 1 ≤ l1 ≤ m, 1 ≤ l2 ≤ m and l1 ≠ l2,
Jl1 l2 = −NE(Z)

n−
k=1
CknA1k

n−
k=1
Ck∂A2k/∂βl1

−

n−
k=1
Ckn∂A1k/∂βl1

n−
k=1
CknA2k
 n−
k=1
CknA1k
2
for 1 ≤ l1 ≤ m and l2 = m+ n+ 1,
Jll = Nn
µ2l
− N

n−
k=1
CknA1k

n−
k=1
Dkl∂A1k/∂µl +
n−
k=1
Ck∂2A1k/∂µ2l

−

n−
k=1
Ckn∂A1k/∂µl

n−
k=1
DklA1k +
n−
k=1
Ck∂A1k/∂µl

+

n−
k=1
CknA1k

n−
k=1
DkllA1k +
n−
k=1
Dkl∂A1k/∂µl

−

n−
k=1
DklA1k

n−
k=1
DklA1k +
n−
k=1
Ckn∂A1k/∂µl
 n−
k=1
CknA1k
2
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form+ 1 ≤ l ≤ m+ n,
Jl1 l2 = −N

n−
k=1
CknA1k

n−
k=1
Dkl2∂A1k/∂µl1 +
n−
k=1
Ck∂2A1k/∂µl1∂µl2

−

n−
k=1
Ckn∂A1k/∂µl1

n−
k=1
Dkl2A1k +
n−
k=1
Ck∂A1k/∂µl2

+

n−
k=1
CknA1k

n−
k=1
Dkl1 l2A1k +
n−
k=1
Dkl1∂A1k/∂µl2

−

n−
k=1
Dkl1A1k

n−
k=1
Dkl2A1k +
n−
k=1
Ckn∂A1k/∂µl2
 n−
k=1
CknA1k
2
form+ 1 ≤ l1 ≤ m+ n,m+ 1 ≤ l2 ≤ m+ n and l1 ≠ l2,
Jl1 l2 = −N

n−
k=1
CknA1k

n−
k=1
Dkl1∂A1k/∂βl2 +
n−
k=1
Ck∂2A1k/∂µl1∂βl2

−

n−
k=1
Ckn∂A1k/∂βl2

n−
k=1
Dkl1A1k +
n−
k=1
Ck∂A1k/∂µl1
 n−
k=1
CknA1k
2
form+ 1 ≤ l1 ≤ m+ n and 1 ≤ l2 ≤ m,
Jl1 l2 = −NE(Z)

n−
k=1
CknA1k

n−
k=1
Dkl1A2k +
n−
k=1
Ckn∂2A2k/∂µl1

−

n−
k=1
CknA2k

n−
k=1
Dkl1A1k +
n−
k=1
Ck∂A1k/∂µl1
 n−
k=1
CknA1k
2
form+ 1 ≤ l1 ≤ m+ n and l2 = m+ n+ 1, and
Jll = −NE(Z2)
 n−
k=1
CknA1k

n−
k=1
CkA3k

−

n−
k=1
CknA2k
2 n−
k=1
CknA1k
2
for l = m+ n+ 1, where
A1k = Gm,11,m+1

λZ
1− µkβ1, . . . , βm,−µk

,
A2k = Gm,22,m+2

λZ
−1,−µkβ1 − 1, . . . , βm − 1, 0,−µk − 1

,
A3k = Gm,33,m+3

λZ
−1,−2,−µk − 1β1 − 2, . . . , βm − 2, 0,−1,−µk − 2

and
Dkl1 l2 = −2CknDkl2
n−
p=1,p≠k

n∏
j=1,j≠k,p
(µj − µk)

Epkl1 − C2kn
n−
p=1,p≠k
n−
q=1,q≠k,p

n∏
j=1,j≠k,p,q
(µj − µk)

Epkl1Epkl2 .
Under regularity conditions, the asymptotic distribution of the maximum likelihood estimators of βi (i = 1, . . . ,m), µi,
(i = 1, . . . , n) and λ as n →∞ is multivariate normal with zero means and variance covariance matrix J−1.
8. Conclusions
Motivated by problems in income modeling and risk theory, we have derived the exact distribution of the product
of independent gamma and independent Pareto random variables. We have given expressions for the pdf, cdf, moments
and percentiles as well as procedures for estimation by the methods of moments and maximum likelihood. We have also
illustrated how the results of the paper can be useful to the motivating problems.
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Appendix A. Special functions used
The calculations of the paper make use of several special functions, including the 1F1 hypergeometric function (also
known as confluent hypergeometric function) defined by
1F1(a; b; x) =
∞−
k=0
(a)k
(b)k
xk
k! ,
the 1F2 hypergeometric function defined by
1F2(a; b, c; x) =
∞−
k=0
(a)k
(b)k(c)k
xk
k! ,
the 1F3 hypergeometric function defined by
1F3(a; b, c, d; x) =
∞−
k=0
(a)k
(b)k(c)k(d)k
xk
k! ,
the 1F4 hypergeometric function defined by
1F4(a; b, c, d, e; x) =
∞−
k=0
(a)k
(b)k(c)k(d)k(e)k
xk
k! ,
the 2F1 hypergeometric function (also known as Gauss hypergeometric function) defined by
2F1(a, b; c; x) =
∞−
k=0
(a)k(b)k
(c)k
xk
k! ,
the 2F2 hypergeometric function defined by
2F2(a, b; c, d; x) =
∞−
k=0
(a)k(b)k
(c)k(d)k
xk
k! ,
the 2F3 hypergeometric function defined by
2F3(a, b; c, d, e; x) =
∞−
k=0
(a)k(b)k
(c)k(d)k(e)k
xk
k! ,
the 2F4 hypergeometric function defined by
2F4(a, b; c, d, e, f ; x) =
∞−
k=0
(a)k(b)k
(c)k(d)k(e)k(f )k
xk
k!
and, the Meijer G-function defined by
Gm,np,q

x
a1, . . . , an, an+1, . . . , apb1, . . . , bm, bm+1, . . . , bq

= 1
2π i
∫
L
x−tΓ (b1 + t) · · ·Γ (bm + t)Γ (1− a1 − t) · · ·Γ (1− an − t)
Γ (an+1 + t) · · ·Γ (ap + t)Γ (1− bm+1 − t) · · ·Γ (1− bq − t)dt,
where i = √−1, (c)k = c(c + 1) · · · (c + k − 1) denotes the ascending factorial and L denotes an integration path, see
Section 9.3 in [21] for a description of this path. The properties of the above special functions can be found in [18,21].
Appendix B. MAPLE programs
The following procedure in MAPLE calculates the pdf given by (11) for given z,m, n, βi, λi, σi and µi.
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PDF:=proc(z,m,n,beta,lambda,sigma,mu)
local t,tt,j,k,w,Ck;
t:=1;
w:=z;
for j from 1 to m do
w:=w*lambda[j];
t:=t/GAMMA(beta[j]);
od;
for j from 1 to n do
w:=w/sigma[j];
t:=t*mu[j];
od;
tt:=0;
for k from 1 to n do
Ck:=1;
for j from 1 to (k-1) do
Ck:=Ck*(mu[j]-mu[k]);
od;
for j from (k+1) to n do
Ck:=Ck*(mu[j]-mu[k]);
od;
Ck:=1/Ck;
tt:=tt+Ck*MeijerG([[1-mu[k]],[]],[beta,[-mu[k]]],w);
od;
tt:=(tt*t/z);
end proc;
The following procedure in MAPLE solves (23) for given p,m, n, βi, λi, σi and µi.
ZP:=proc(p,m,n,beta,lambda,sigma,mu)
local t,tt,j,k,w,Ck,z;
t:=1;
w:=z;
for j from 1 to m do
w:=w*lambda[j];
t:=t/GAMMA(beta[j]);
od;
for j from 1 to n do
w:=w/sigma[j];
t:=t*mu[j];
od;
tt:=0;
for k from 1 to n do
Ck:=1;
for j from 1 to (k-1) do
Ck:=Ck*(mu[j]-mu[k]);
od;
for j from (k+1) to n do
Ck:=Ck*(mu[j]-mu[k]);
od;
Ck:=1/Ck;
tt:=tt+(Ck/mu[k])*MeijerG([[1-mu[k]],[]],[beta,[-mu[k]]],w);
od;
fsolve(tt*t=p,z=0..10000);
end proc;
References
[1] N. Scafetta, S. Picozzi, B.J. West, An out-of-equilibrium model of the distributions of wealth, Quantitative Finance 4 (2004) 353–364.
[2] B. Stevenson, J. Wolfers, Economic growth and subjective well-being: reassessing the Easterlin paradox, IZA Discussion Papers, 3654, Institute for the
Study of Labor, 2008.
[3] R.A. Easterlin, Income and happiness: towards a unified theory, The Economic Journal 111 (2001) 465–484.
4512 S. Nadarajah / Journal of Computational and Applied Mathematics 235 (2011) 4496–4512
[4] R. Koenker, Quantile Regression, Cambridge University Press, New York, 2005.
[5] A. Björklund, L. Chadwick, Intergenerational income mobility in permanent and separated families, Economics Letters 80 (2003) 239–246.
[6] F.O. Hohan, J.S. Hammonds, Propagation of uncertainty in risk assessments: the need to distinguish between uncertainty due to lack of knowledge
and uncertainty due to variability, Risk Analysis 14 (1994) 707–712.
[7] K.T. Bogen, Methods to approximate joint uncertainty and variability in risk, Risk Analysis 15 (1995) 411–419.
[8] P. Embrechts, A.J. McNeil, D. Straumann, Correlation and dependence in risk management: properties and pitfalls, in: Risk Management: Value at Risk
and Beyond, Cambridge University Press, Cambridge, 2002, pp. 176–223.
[9] R. Serfling, Efficient and robust fitting of lognormal distributions, North American Actuarial Journal 6 (2002) 95–109.
[10] C. Kleiber, S. Kotz, Statistical Size Distributions in Economics and Actuarial Sciences, John Wiley and Sons, New York, 2003.
[11] S. Nadarajah, Economic models based on Pareto and Gamma random variables, Spanish Economic Review 9 (2007) 1435–5477.
[12] S. Nadarajah, Sum, product and ratio of Pareto and gamma variables. Journal of Statistical Computation and Simulation, 2008 (in press).
[13] D.R. Cox, D.V. Hinkley, Theoretical Statistics, Chapman and Hall, London, 1974.
[14] C.A. Coelho, J.A. Mexia, On the distribution of the product and ratio of independent generalized gamma-ratio random variables, Sankhya¯ 69 (2007)
221–255.
[15] M.C. Shah, P.N. Rathie, Exact distribution of product of generalized F-variates, Canadian Journal of Statistics 2 (1974) 13–24.
[16] S.B. Provost, On the distribution of some test statistics connected with the multivariate linear functional relationship model, Communications in
Statistics—Theory and Methods 15 (1986) 1285–1298.
[17] T. Pham-Gia, N. Turkkan, Operations on the generalized-F variables and applications, Statistics 36 (2002) 195–209.
[18] A.P. Prudnikov, Y.A. Brychkov, O.I. Marichev, Integrals and Series, vol. 1, 2, 3, 4 and 5, Gordon and Breach Science Publishers, Amsterdam, 1992.
[19] N.L. Johnson, S. Kotz, N. Balakrishnan, Continuous Univariate Distributions, second ed., vol. 1, John Wiley and Sons, New York, 1994.
[20] N.L. Johnson, S. Kotz, N. Balakrishnan, Continuous Univariate Distributions, second ed., vol. 2, John Wiley and Sons, New York, 1995.
[21] I.S. Gradshteyn, I.M. Ryzhik, Table of Integrals, Series, and Products, sixth ed., Academic Press, San Diego, 2000.
