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A SHORT PROOF OF BRESINSKI’S THEOREM ON
GORENSTEIN SEMIGROUP RINGS GENERATED BY 4
ELEMENTS.
KEI-ICHI WATANABE
Abstract. Let H = 〈n1, . . . , n4〉 be a numerical semigroup generated by 4 ele-
ments, which is symmetric and let k[H ] be the semigroup ring of H over a field k.
H. Bresinski proved in [Br] that the defining ideal of k[H ] is minimally generated
by 3 or 5 elements. We give a new short proof of Bresinski’s Theorem using the
structure theorem of Buchsbaum and Eisenbud on the minimal free resolution of
Gorenstein rings of embedding codimension 3.
1. Basic concepts
Let H = 〈n1, . . . , n4〉 be a numerical semigroup generated by 4 elements. We
denote
F(H) = max{n ∈ Z | n 6∈ H}
the Frobenius number of H and N =
∑
4
i=1 ni. We call H symmetric if for every
n ∈ Z, n ∈ H if and only if F(H) − n 6∈ H . Let k[H ] be the semigroup ring
of H over a field k and S = k[x1, . . . , x4] be the polynomial ring over k in the
indeterminates x1, . . . , x4. It is known by [Ku] that H is symmetric if and only k[H ]
is Gorenstein. Let pi : S → k[H ] be the surjective k-algebra homomorphism with
pi(xi) = t
ni for i = 1, . . . , n. We consider S as a graded ring putting deg(xi) = ni
so that pi preserves the degree. We denote by IH the kernel of pi. If we assign to
each xi the degree ni, then with respect to this grading, IH is a homogeneous ideal,
generated by binomials. A binomial φ =
∏e
i=1 x
αi
i −
∏e
i=1 x
βi
i belongs to IH if and
only if
∑e
i=1 αini =
∑e
i=1 βini.
We define αi to be the minimal positive integer such that
αini =
4∑
j=1,j 6=i
αijnj .(1)
Thus fi = x
αi
i −
∏
4
j=1,j 6=i x
αij
j (i = 1, 2, 3, 4) is a minimal generator of IH .
The purpose of this note is to give a short proof of Bresinski’s Theorem;
Theorem 1.1. Assume that H is symmetric generated by 4 elements. If k[H ] is
not a complete intersection, then IH is minimally generated by 5 elements.
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For the proof we let
F• = [ 0→ F3 → F2
d2→ F1
d1→ F0 = k[H ]→ 0 ]
be the graded minimal free resolution of k[H ] over S. Note that “H is symmetric”
is equivalent to say “k[H ] is a Gorenstein ring”. We denote r = µ(IH) = rankF1,
φ1, . . . φr be free basis of F1 and we put fi = d1(φi) ∈ IH . We always assume that
each fi is a binomial.
Let us summarize known results about F•.
Theorem 1.2. ([WJ], [BE]) (1) Since k[H ] is Gorenstein with a-invariant a(k[H ]) =
F(H), F3 ∼= S(−F(H)−N) and F• is self-dual in the sense there is an isomorphism
HomS(F•, F3) ∼= F•.
(2) r is an odd number.
(3) Let M = (mij) be the r by r matrix corresponding d2 : F2 → F1. Then we can
choose the bases of F2 and F1 so that M is a skew-symmetric matrix.
(4) Let {e1, . . . , er} be the free basis of F2 so that d2(ei) =
∑r
j=1 mijφj. Then if
M(i) denotes the (r−1)×(r−1) matrix obtained by deleting i-th row and i-th column
of M , then fi is obtained as the Pfaffian of M(i) and deg(ei) = F(H)+N−deg(fi).
Namely, Det(M(i)) = f 2i .
Note that if the i-th row of M is (mi1, . . . , mir), then we have
(∗)
r∑
i=1
mijfj = 0.
2. The proof.
Now we will give a proof of Theorem 1.1 using Theorem 1.2.
Renumbering {f1, . . . , fr}, we can assume fp = x
αp
p − qp, where qp is a monomial
of {x1, . . . , x4} \ {xp} (p = 1, . . . , 4).
Hence, for p ≥ 5, fp is of the form
(∗∗) fp = x
a
i x
b
j − x
c
kx
d
l (a, b, c, d > 0) (p ≥ 5)
for some permutation {xi, xj, xk, xl} of {x1, x2, x3, x4}.
Remark 2.1. In the setting above, we assumed fp = −fq (1 ≤ p < q ≤ 4) does not
occur. But the argument below shows that if IH has a minimal generator of the form
xαpp − x
αq
q = 0, then we get a contradiction easier than the following argument as is
explained in Remark 2.4 .
Now we will show that r = 5. So, we assume r ≥ 7 and get a contradiction.
Lemma 2.2. If s, t ≥ 5 and s 6= t, then ms,t = 0.
Proof. Assume ms,t 6= 0 with deg(ms,t) = h ∈ H+. Then we will have
deg es = F(H) +N − deg(fs) = h+ deg(ft)
or
F(H) +N = h + deg fs + deg ft.
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Since s, t ≥ 5, fs, ft are of the form (**) and we can take the expression
h + deg fs =
4∑
i=1
aini
so that 3 ai’s among 4 are positive. If some aj = 0, then we can choose expression
of deg ft so that the coefficient of nj is positive.
That means h + deg fs + deg ft ≥H N , where we denote a ≥H b if a − b ∈ H .
Then we get F(H) ∈ H , a contradiction ! 
Corollary 2.3. r ≤ 7.
Proof. Assume r ≥ 9. We know that f1 is the Pfaffian of the matrix M(1). Then
by Lemma 2.2, we can see Det(M(1)) = 0 because ms,t = 0 if s, t ≥ 5, 
Remark 2.4. Assume IH has a minimal generator of the form x
αp
p −x
αq
q = 0. Then
we can assume fp for p ≥ 4 is of the form (**). Then above argument shows that
ms,t = 0 for s, t ≥ 4. Now, if r = 7, then Det(M(1)) = 0 since it contains a 4 × 4
0 matrix in it. Thus to show r ≤ 5 we can assume there is no minimal generator of
IH of type x
αp
p − x
αq
q .
Let us continue the proof of the Theorem. We assume r = 7 and deduce a
contradiction.
We must have f1 = x
α1
1 − p1 as the Pfaffian of M(1). Now we know by Lemma
2.2 that if s, t ≥ 5, ms,t = 0. Let N(1) be 3× 3 matrix which is 2− 4 rows and 5− 7
columns of M . Then we must have Det(N(1)) = ±xα11 − p1. That means, for every
s, 2 ≤ s ≤ 4, there should exist t with 5 ≤ t ≤ 7 such that ms,t is a power of x1.
Namely, there should be at least 3 components that are a power of x1.
Since the same should be true for x2, . . . , x4, there should be 3×4 = 12 components
in 1− 4 rows and 5− 7 columns. Namely we get
Claim 2.5. Every (s, t) component of M with 1 ≤ s ≤ 4 and 5 ≤ t ≤ 7 is a power
of some xi and consequently 6= 0.
On the other hand, assume, say, f1 = x
α1
1 − x
b
2x
c
3 with b, c > 0 and also ft =
xa1x
d
4 − x
b′
2 x
c′
3 for some a, b
′, c′, d > 0 and 5 ≤ t ≤ 7. Then m1,t should be 0, since
otherwise
F(H) +N = h + deg f1 + deg ft = h+ an1 + b
′n2 + c
′n3 + dn4 ≥H N,
which will lead to F(H) ∈ H . A contradiction! Hence Claim 2.5 will lead to a
contradiction.
Hence we get a contradiction from r = 7 and hence µ(IH) = 5 if H is not a
complete intersection.
Remark 2.6. If r = 5, we can show that IH has no minimal generator of the form
xαpp − x
αq
q = 0.
Proof. Assume that f1 = x
a
1 − x
b
2, f2 = x
c
3 − q3, f3 = x
d
4 − q4 for some monomials
q3, q4 and f4, f5 are of the form (**). Then above argument shows m4,5 = m5,4 = 0
and Det(M(1)) = (xa1 − x
b
2)
2. That means, mi,j are some power of x1 or x2 for
3
(i, j) = (2, 4), (2, 5), (3, 4), (3, 5). Then it is easy to see it is impossible to get a
power of x3 in Det(M(2)), which contradicts Det(M(2)) = (x
c
3 − q3)
2. 
Corollary 2.7. If IH has an element of type x
αp
p −x
αq
q = 0 as a minimal generator,
then H is a complete intersection.
Remark 2.8. If r = 5, we can deduce the form of M by our argument. For a
monomial m of {x1, . . . , x4}, let us put
supp(m) = {xi |xi divides m}.
Then, if we put fi = x
αi
i − qi (i = 1, . . . , 4) and f5 = q5 − q6, then we can show
that supp(qi) (i = 1, . . . , 6) are all different and supp(qi) consists of 2 variables.
Also, if fi = x
αi
i − qi, fj = x
αj
j − qj with supp(qi) ∪ supp(qj) = {x1, . . . , x4}, then
mi,j = 0 = mj,i and these are the only 0 of M except diagonals. Thus we have
exactly 16 = 52 − 5 − 4 non-0 entries of M and they are powers of some xi. Thus
we could deduce the matrix


0 −xα433 0 −x
α32
2 −x
α24
4
xα433 0 x
α14
4 0 −x
α31
1
0 −xα144 0 −x
α21
1 −x
α42
2
xα322 0 x
α21
1 0 −x
α13
3
xα244 x
α31
1 x
α42
2 x
α13
3 0


in Theorem 4 of [BFS].
Proof. Since Det(M(1)) = (xα11 − q1)
2, there should be at least a power of x1 in
2, 3, 4, 5 rows. Since Det(M(i)) = (xαii − qi)
2 for i = 2, 3, 4, mi5 is a power of some
xk, k 6= i and a power of every xk (1 ≤ k ≤ 4) should appear as some m5i. Also we
have
(∗∗)
4∑
1=1
mi5fi = 0.
If, say, supp(q1) has 3 variables, then we will have m15 = 0, since then we will have
deg f1+deg f5 ≥H N . Then we must have m51 = 0, contradicting observation above.
Thus we know that every qi contains exactly 2 variables.
From (**) we know that if m15 = x
p
j , then q1 is of the form q1 = x
s
jq
′
1, where we
must have αj = p + s. Thus changing the order of variables, if necessary, we may
assume f1 = x
α1
1 − x
α13
3 x
α14
4 and m51 = x
p
4. Then we have p+ α14 = α4 since m54x
α4
4
must cancel with xp4x
α13
3 x
α14
4 and we must have m54 = x
α13
3 . Then x
α13
3 q4 must cancel
with m53x
α3
3 . Thus we have
q1 = x
α13
3 x
α14
4 , q2 = x
α21
a x
α24
4 , q3 = x
α31
1 x
α32
2 , q4 = x
α42
2 x
α43
3
and m51 = x
α24
4 , m52 = x
α31
1 , m53 = x
α42
2 , m54 = x
α13
3 with α1 = α24 + α21, α2 =
α32 + α42, α3 = α13 + α43, α4 = α24 + α14. We notice that m13 = m24 = 0 since
deg f1 + deg f3, deg f2 + deg f4 ≥H N and we can fill in the other parts of M by
mi5 = m5i and
∑
mijfj = 0. 
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