In this paper, we present a non-static color histogram method to retrieve clothing images that are similar to a query clothing. Given clothing area, our method automatically extracts major colors by using the octree-based quantization approach [16] . Then, a color palette that is composed of the major colors is generated. The feature of each clothing, which can be either a query or a database clothing image, is represented as a color histogram based on its color palette. We define the match color bins between two possibly different color palettes, and unify the color palettes by merging or deleting some color bins if necessary. The similarity between two histograms is measured by using the weighted Euclidean distance between the match color bins, where the weight is derived from the frequency of each bin. We compare our method with previous histogram matching methods through experiments. Compared to HSV cumulative histogram-based approach, our method improves the retrieval precision by 13.7 % with less number of color bins.
Ⅰ. Introduction
The recent moderns have been exposed to a lot of multimedia data in the daily life. Not only image data but also various kinds of sound and movie data related to the everyday life have been dramatically increased. Therefore, the effective and interactive content-based retrieval methods for a large multimedia database have been actively researched in recent years [1] [2] [3] [4] . Most of content-based retrieval systems for an image database analyze color and texture information to define the image features and to discriminate the similarity of different images. Especially, the color analysis is a basic core technology for the robust image retrieval.
Color analysis technologies have been also applied to the smart surveillance system to robustly track pedestrians from CCD camera images captured in real-time. In the multiple camera environment, the clothing colors and positions of the pedestrians for each camera are analyzed and compared with the pedestrian information of the different camera in order to discriminate the same pedestrian [5] [6] .
Especially, the clothing color of the pedestrian is a primary analysis factor for person identification in the multiple camera environment that doesn't include the overlapping 특집논문-09- 14-4-02 FOV(Field of View) of multiple cameras.
In this paper, we propose a method to solve the clothing identification problem, where the problem is to retrieve the clothing images that are similar to a given query clothing image. To solve the clothing identification problem, we present a novel algorithm that measures the color similarity between clothing images based on the quantized color histogram. Generally, more number of color bins is required for more precise measurement of color similarity between two images. On the other hand, more number of color bins causes high computational load. Our method targets to retrieve identical clothing images with higher precision using less number of color bins compared to the previous color histogram matching approaches.
For each given image, clothing identification system automatically detects the clothing areas. Then, the system automatically extracts major colors from the clothing area based on the octree-based quantization approach [14] . The major colors compose a color palette for the clothing area.
The feature of each clothing, which can be either a query clothing or a clothing image from a database, is represented as a color histogram based on its color palette. To measure the similarity between two color histograms constructed from possibly different color palettes, we define the match color bins. After finding match color bins between two color histograms, some color bins can be merged or deleted from the histogram if necessary. Then, we compute the similarity between two histograms by using the weighted Euclidean distance between the match color bins, where the weight is derived from the frequency of each bin. By using local color histograms, we also try to overcome the weakness of the traditional histogram-based approaches that contains insufficient spatial information.
The advantages of our approach are as follows.
1. Real-time processing for the clothing identification 2. Extraction of the non-distorted quantized colors for each image by applying octree-based color quantization 3. Extraction of spatial color information by using local histograms The organization of this paper is as follows. We introduce the related work in Section 2 and present the overview of our algorithm in Section 3. We explain the method to detect the clothing area in Section 4. The algorithm to measure the color similarity between two clothing images is proposed in Section 5. The experimental results are presented in Section 6 and we conclude this paper in Section 7.
Ⅱ. Related Work
Content-based image retrieval methods use the visual information such as color, texture and shape to define the image features and to retrieve the similar images to given query [1] [2] [3] [4] 7] . Among the visual information, especially color is one of the most efficient tools to recognize specific objects and to define the similarity between the objects. This is due to the reason that color features are not seriously affected by the direction of objects and minute changes of the camera viewpoint.
Up to now, histograms have been widely used as an intuitive and efficient tool to represent the color information of an image. The similarity between images can be simply but effectively measured by the sum of L1 or L2 distances between matching bins of the histograms [8] . The histogram intersection method [9] also has been widely used to compute the similarity.
Nevertheless the usefulness of histograms, there is a serious limitation in using histogram-based approaches since the histograms do not include the spatial information.
CCV(Color Coherence Vector)-based approaches [10] have 그림 1. 의상 영상 간 유사도 계산을 위한 순서도 Fig. 1 . Flowchart for computing similarity between two clothing images.
been researched in order to represent the spatial information with colors, but these approaches usually require the high computation complexity.
Image analysis methods with image quantization have been researched to increase the time efficiency of image retrieval. Kang et al. [11] quantized images by 64 color bins, and Tous et al. [12] grouped colors into eight different color categories: grey, blue, green, yellow, orange, red, pink and purple. These approaches utilize fixed color palettes, so the distorted quantized color can be extracted by transforming an original color to a totally different color in the color palette.
Ⅲ. Algorithm Overview
The overview of our algorithm is presented in Fig. 1 .
Our algorithm first detects clothing areas in given images and applies the octree-based quantization to extract major colors of each clothing area. Two possibly different color palettes are constructed for two clothing areas. Based on the color palette, six non-static color histograms are generated for six subregions in each clothing area. After applying color bin matching between two non-static color histograms from two different clothing area, the similarity between two clothing areas is measured.
Ⅳ. Detection of Clothing Area
To extract the clothing area from given image, we first detect the face area. The body area is detected from the face area at a fixed distance in lower direction and its size is decided according to the size of the face area. The clothing area is supposed to be the same as the body area.
We detect the skin blobs from the grid image using CCL(Connected-Component Labeling) algorithm [13] . Background subtraction images usually include the pixel noises or holes in the skin area. Therefore, when we perform the labeling of the skin area by directly applying CCL to the background subtraction image, unexpected labeling results can be acquired due to the noises and holes. On the other hand, we can prevent detecting too small skin blobs by using an image patch as a unit in clustering of skin pixels and increase the performance due to reduction of the resolution by using the grid image [14] .
For each skin blob, AdaBoost algorithm [15] is applied to check whether the face features are included. AdaBoost algorithm returns 1 if the input blob includes the face feature.
It returns 0, otherwise. If the face feature is detected, the size of the face blob is adjusted to the detected face size.
Then, the clothing area is detected by finding the area that is apart from the face blob at a fixed distance in lower direction.
We classify the camera types into two categories based on the height of camera locations. The height of Type A cameras is low, and that of Type B cameras is high. The viewpoints of Type A cameras are almost at the front of the pedestrian. Type B cameras are located at the higher place than the average height of male adults, possibly at the ceiling. In the case of Type A camera, the distance between the face and clothing areas is 1/4 height of the face 
Ⅴ. Clothing Identification
To find the similar clothing images, we measure the color similarity between them. For efficient color analysis, we quantize the colors used in clothing images. In this section,
we explain the octree-based color quantization method and present an algorithm that measure the color similarity.
Extraction of Major Colors Using Octree-Based Quantization
The color quantization problem is representing a full color image by using a restricted number of colors, which is called color palettes, under the constraint that the result image looks similar to the original one. To solve the color quantization problem, construction of an optimal color palette and the optimal mapping of each pixel of the image to a color from the palette [17] . In our approach, we compose a color palette containing 10 or less major colors for each clothing area that originally represented by up to 224
colors. In constructing a color palette, an octree-based color quantization technique [16] is used.
The simplest way to quantize colors is "uniform quantization" that divides the RGB cube into equal slices in each dimension and construct a color palette composed of the major colors from those slices. The uniform quantization algorithm is fairly fast, but suffers from the severe image degradation because they do not consider two facts: i) the major colors of the image, and ii) the number of different colors in the image. Intermediate nodes represent subcubes of the RGB space.
The node placed at a level l in the octree corresponds to the subcube with size 27-l⨯27-l⨯27-l in the color space.
Therefore, the level of a node can be used to measure the maximum distance between major colors. The octree-based quantization is done in three phases:
Step 1. Evaluation of the major colors:
At the beginning, the octree is empty. Every color that occurs in the image is now inserted by generating a leaf in level eight. Every time the number of leaves exceeds K, the octree is reduced. The reduction begins at the bottom of the octree, and is executed by substituting some leaf nodes by their parent node.
Step 2. Filling the color table:
At the end, the K leaves of the octree contain the colors for the color table. Its own color index of the color table is stored in every leaf node of the octree.
Step 3. Mapping the original colors onto the major colors:
Trying to find any original color in the reduced octree will end at a leaf in some depth. This leaf node contains a color very similar to the one in search, and would be its major color. Since the index of the color table is stored there, no further search has to be carried out. 
Measuring Color Similarity Based on Non-Static Histograms
The histograms based on the extracted major colors are constructed and compared to measure the similarity of different clothing images. We divide the clothing area into six sub-regions, and build the histogram for each sub-region based on the quantized colors. The example of six sub-regions is shown in Fig. 5 . ..., bn), where each ai and bi (1⩽i⩽n) consists of (R, G, B) values, the algorithm to measure the similarity is as follows.
Step 1. Generate the color histograms I and J for two clothing images by using given palettes A and B, respectively. Let us define the distance between two colors x and y as follows:
Then, we measure the distance between two histograms I and J with the following equation: (ai, bk)) ). Different bin colors in palette A can have the same closest bin color from B.
Step 3. Find many-to-one matches in the result of Step 
where, m is the number of bins in the histogram. 
Ⅵ. Experimental Results
We captured Precision was computed by the following equation:
where, Nc is the number of identical clothing images to the query clothing among the five retrieved images and Nf
In the case of D1(4), the elevator images for D1(1) and D1(5) were retrieved. Clothing D1(4) is the male suit with the pink tie of stripe pattern and elevator images corresponding to D1(1) and D1(5) are also the male suits with the pink tie without a special pattern. When D1(8) of the gray color was a query image, the elevator images E (35) and E(37) were retrieved. E(35) and E(37) are also gray of the very similar tone to D1 (8) .
In the experiment, our method is compared with two color histogram matching methods: i) HSV cumulative histogram(HSVC) [18] and ii) fixed color index cumulative histogram(FCIC) [19] . HSVC histogram has been widely used because of its robustness against varying illumination. The similar five images, FCIC showed higher precision than HSVC as shown in Table 1 and Table 2 . Compared to these two methods, our method uses the local histograms with non-static color histograms.
According to the maximum number of major colors, we have different results. Experimental results of changing the maximum color parameter of the octree color quantization are shown in Fig. 9 . Table 2 . Comparison of precision in retrieving five identical clothing images color bins, respectively, whereas our method showed the better precision using less than 64 bins. HSVC histogram was able to retreive clothing images of the same chromatic color with higher precision, while it failed to find identical achromatic color with high failure rate. However, our method successively retrieved the clothing images of the same achromatic color as like D (48) in Fig. 7 .
Ⅶ. Conclusion
In this paper, we presented a method to retrieve similar clothing images for given query clothing. To measure the similarity between clothing images, we computed color similarity between two clothing images based on the quan- In order to consider the spatial information, we adopted multiple local color histograms for the clothing area.
Multiple local histograms were useful to overcome the weakness of the traditional histogram-based approaches that do not consider the spatial information. In order to validate the usefulness of our algorithm, we compared our method with previous approaches through the experiments.
Experimental results show that our method provides 13.7%
higher precision compared to the HSV cumulative histogram-based approach.
