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ABSTRACT 
 
Solar Photovoltaic (PV) systems are renewable energy sources that are environmentally friendly and are 
now widely used as a source of power generation. The power produced by solar PV varies with 
temperature, solar irradiance and load. This variation is nonlinear and it is difficult to predict how much 
power will be produced by the solar PV system. When the solar panel is directly coupled to the load, the 
power delivered is not optimal unless the load is properly matched to the PV system. In the case of a 
matched load the variation of irradiance and temperature will change this matching so a maximum peak 
power point tracking is therefore necessary for maximum efficiency. 
The complete PV system with a maximum power point tracking (MPPT) includes the solar panel array, 
MPPT algorithm and a DC-DC converter topology. Each subsystem is modelled and simulated in 
MATLAB/Simulink environment. The components are then combined with a DC resistive load to assess the 
overall performance when the PV panels are subjected to different weather conditions. The PV panel is 
modelled based on the Shockley diode equation and is used to predict the electrical characteristic curves 
under different irradiances and temperatures. 
 
In this dissertation, five MPPT algorithms were investigated. These algorithms include the standard Perturb 
and Observe (PnO), Incremental conductance (IC), Fuzzy Logic (FL), Particle Swarm Optimisation (PSO) and 
the Firefly Optimisation (FA). The algorithms are tested under different weather conditions including 
partial shading. The Particle Swarm and Firefly algorithm performed relatively the same and were chosen 
to be the best under all test conditions as they were the most efficient and were able to track the global 
maximum power point under partial shading.  The PnO and IC performed well under static and varying 
irradiance, the PnO was seen to lose track of the MPP under rapid increasing irradiance. The PnO was 
tested under partial shaded conditions and it was seen that it is not reliable under these conditions. The 
Fuzzy logic performed better than the PnO and IC but was not as good as the PSO and FA. Since the fuzzy 
logic requires extensive tuning to converge it was not tested under partial shaded conditions. 
 
A DC-DC boost converter interface study between a DC source and the DC load are performed. This 
includes the steady state and dynamic analysis of the Boost converter. The converter is linearised about its 
steady state operating point and the transfer function is obtained using the state space averaged model. 
 
The simulation results of the complete PV system show that PSO and Firefly algorithm provided the best 
results under all weather conditions compared to other algorithms. They provided less oscillations at 
steady state, high efficiency in tracking (99%), quick convergence time at maximum power point and where 
able to track global power under partial shaded weather conditions for all partial shaded patterns. The 
Fuzzy logic performed well for what it was tested for which are static irradiance and rapid varying 
irradiance. 
vi 
 
The PnO and IC also performed relatively well but showed a lot of ringing at steady state. The PnO failed to 
track the MPP at certain instances under rapid increasing irradiance and the IC was shown to be unstable 
at low irradiance. The PnO was not reliable in tracking the global maximum power point under partial 
shaded conditions as it converged at local maximum power points for some partial shaded patterns. 
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𝑡𝑜𝑓𝑓                        Converter switch off duration 
𝑡𝑜𝑛                          Converter switch on duration 
𝑇𝑅𝑒𝑓                       Reference temperature of solar cell 
 𝑇𝑆                           Switching period of DC-DC converter 
𝑉𝑑                           DC-DC converter input voltage 
𝑉𝐿                           Voltage of the inductor 
𝑉𝑚𝑎𝑥                      Solar cell maximum power voltage  
 𝑉𝑜                          Output voltage of the converter 
𝑉𝑂𝐶                         Solar model open-circuit voltage 
𝛥𝑖𝐿                           Value of inductor current ripple            
𝑅𝑙𝑜𝑎𝑑                     Resistance of load 
𝛥𝑣                          Value of output voltage ripple 
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𝑉𝑟𝑒𝑓                       Reference voltage (usually equal to Vmpp) 
𝑉𝑀𝑃𝑃                     Voltage at Maximum Power Point 
𝑐1                           Cognitive component 
𝑐2                           Social component 
w                            Inertia weight 
𝑝𝑏𝑒𝑠𝑡 ,𝑖                  Personal best of agent    
𝐺𝑏𝑒𝑠𝑡                    Global best of swarm 
𝑟𝑎𝑛𝑑1,2               Random number between 0 and 1           
𝛼                           The randomization parameter 
𝛾                           Variation of the attractiveness 
𝛽                           Firefly attractiveness 
 𝐼                           Light intensity 
Iter                        current iteration 
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Chapter 1:    Introduction 
In this dissertation an investigation was done to determine the drawbacks of conventional algorithms (if 
any) for MPPT and how computational intelligent optimisation algorithms can be used to cope with these 
drawbacks. All the components involved in designing the complete system were investigated and 
discussed. This includes the static and dynamic behaviour of DC-DC converters, modelling of the PV cell 
using the single diode model. The unique condition of partial shading was investigated to understand how 
it alters the PV power –voltage characteristic curve.  
1.1   Background  
The traditional means of power generation through fossil fuel driven plants has since received severe 
criticism as it has unsolicited environmental effects on the atmosphere.  The use of renewable energy has 
thus been motivated as a result. 
 
Research on renewable and distributed energy sources is ongoing at accelerated rates all over the world. 
Photovoltaic (PV), wind and biomass are the most common and successful renewable energy sources 
currently in use. Grid-connected renewable energy sources like solar energy system uses power electronics 
converters to step up DC voltages, the renewable energy sources are often tied to the grid allowing power 
transfer from the inverter to the distribution grid. The interconnection between these small generation 
systems with the grid has since grown into a network called the Distributed Power Generation System 
(DPGS). Through the DPGS, renewable energy has since played a pivotal role in today’s energy scenario.  
 
Photovoltaic (PV), wind and biomass have continuously been developed and have shown that they are 
reliable and cost competitive [1]. The cost of these renewable energy sources is currently decreasing, and 
further decreases are expected with the increase in demand and improvement of production [2]. Many 
countries have adopted new energy policies to encourage investments in renewable energy sources. 
 
Solar energy can be harvested by means of photovoltaic cells. The major drawback of solar energy is that it 
is not available all the time and also the solar plants sometimes experience cloud cover problems.  
1.2  Motivation 
 
Large Solar plants and residential PV installations are becoming a major source of power generation in 
South Africa and worldwide. Various methods have been proposed in the literature on how to deal with the 
partial shading that can occur due to clouds and the mutual shading that occurs between adjacent PV 
blocks in solar plants.  In residential PV installations, partial shading is even common due to buildings, trees, 
clouds, etc. The main method that exists to deal with partial shading is hardware fixture [3]. This approach 
is complex and expensive [3]. A simple and inexpensive way to deal with partial shaded conditions is 
therefore needed. Under partial shaded conditions, the PV power vs voltage characteristic curve has 
multiple power peaks. Computational intelligent (CI) control algorithms can be used to track the global 
maximum power point (GMPP). These algorithms provide a cheap method in dealing with partial shading 
conditions and are less complicated. 
 
The major drawbacks of conventional optimisation algorithms such as PnO and IC are that they cannot 
distinguish between a global maximum power point (GMPP) and a local maximum power point (LMPP) 
under partial shading conditions. If the algorithm converges at a LMPP this results in power loss. 
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1.3 Scope and Limitations 
 
This research is based on using computational intelligence as a tool for maximum power point tracking in 
PV systems. Optimisation using computational intelligence (CI) requires knowledge of identifying the 
function to optimise and the number of variables available. 
The work covered in this dissertation includes, understanding maximum power point in PV systems and 
why it’s necessary. The converter selected will be the non-isolated boost converter, other non-isolated or 
isolated converters will not be covered in this work. 
Precisely, the work in this research covers the application of the Particle swarm optimisation, Firefly 
algorithm and Fuzzy logic to MPPT control in PV systems. Validation of the CI algorithms is done by 
comparing them with widely used conventional algorithms. 
 
1.4 Dissertation outline 
 
Chapter 2 
Provides a literature review of how the photovoltaic cells convert solar radiation energy to electrical 
energy. The chapter also shows how these cells are interconnected to create PV modules and then these 
modules are combined to build PV strings and PV arrays. An overview of the PV models used and the 
introduction of the functional principles and the electrical characteristic of the PV modules are presented. 
A review of how these PV modules are affected by the irradiance and temperature is presented. The 
Chapter also discusses partial shading and its effects on the solar PV output. The mitigation methods that 
exist to deal with partial shading are briefly discussed. 
 
Chapter 3  
A review of the relevant optimisation techniques is discussed. The different types of optimisation methods 
that exist i.e., deterministic and stochastic based optimisation are discussed. A brief review of examples of 
deterministic and stochastic based algorithms is undertaken showing the advantages and disadvantages of 
the techniques. 
 
Chapter 4 
 Discussed the maximum power point techniques, the principle of maximum power transfer and load 
matching; the use of classical MPPT techniques is also discussed. The advantages and disadvantages of the 
conventional methods are explained. The chapter also provides a review of the use of computational 
intelligent algorithms in MPPT, and discusses their necessity under partial shading conditions. CI methods 
such as Fuzzy Logic (FL) are discussed. The dynamic behaviour of the converter selected is also studied 
based on the state space averaging technique. 
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Chapter 5 
This chapter introduces the Firefly (FA) optimisation algorithm based MPPT, the Particle swarm 
optimisation (PSO) algorithm. These Intelligent algorithms are discussed based on how they reduce 
oscillations at MPP, increase MPP extraction efficiency and increase tracing speed. It is shown that the PSO 
and FA are able to track the GMPP for any partial shading pattern.  
 
Chapter 6 
The implementation of the complete system in MATLAB/SIMULINK is described. This includes each of the 
subsystems in detail, the solar cell model, boost converter, dynamic behaviour of the boost converter with 
DC load and the proposed maximum power-point tracking methods. The MATLAB results of the maximum 
power point tracking methods applied in photovoltaic are also compared and discussed. Each MPPT 
method is investigated based on the performance criteria of convergence time, extracted power, and 
efficiency. The performance under different weather conditions and partial shading is also investigated. 
 
Chapter 7 
The chapter presents the conclusions and future work.  
 
1.5    Contributions 
 
The major contributions of the dissertation are  
 
1. A clear illustration of the effect of starting point of deterministic algorithms in a multimodal 
objective function is illustrated. It is difficult to know where the GMPP will occur in partial shaded 
conditions hence it was shown that using gradient based algorithms under these conditions is not 
reliable. 
 
 
2. The metaheuristic algorithms were shown to perform well for MPPT in PV systems than the PnO, IC 
and Fuzzy logic. The PSO and FA where able to find the GMPP under partial shading conditions 
where the deterministic algorithms failed. 
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Chapter 2: Literature Review 
 
This chapter provides an explanation of solar cells, reviewing the relevant semiconductor physics of the 
solar cell and the general concept of how it converts solar irradiation into electricity. The effect of direct 
coupling a resistive load on the solar cell is also reviewed. The effects of partial shading are also discussed 
and how it is solved in the industry.  
2.1 Photovoltaic Modules, Strings and Arrays 
2.1.1 The semiconductor p-n junction diode 
 
Figure 2.1 shows the electrical symbol of a diode [1]. 
 
 
Figure 2.1 Symbol of a  p-n junction diode[1]   
2.1.2 The Solar cell 
 
 Figure 2.2 shows the structure of the PV cell. The solar cell is made of a semiconductor of p-type and boron 
atoms to form the substrate. A p-n junction is created when a high-temperature diffusion process is used to 
add atoms of phosphorous to the substrate. Where the two semiconductors meet, the holes in the p region 
move into the n region, which leaves behind negative charge ions in the p-side. The electrons from the n-
side move into the p-side leaving behind positive charged ions in the n-side. Due to the rearrangement of 
positively and negatively charged ions the depletion region shown in Figure 2.2 is created [1]. 
 
 
Figure 2.2: The physics of a p-n junction semiconductor[1] 
Charge carriers are not found in the depletion region. Hole-electron pair charges will be constantly be 
created when the p-n material is exposed to solar radiation with enough photon energy. The electrons in 
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the p-n material will be excited because of the photon energy. If a semiconductor with n-type and p-type of 
a PV cell is connected to an external load as shown in Figure 2.3. 
 
 
Figure 2.3:  A solar cell connected to a load and the flow of current[1] 
 
The electrons in the n-type semiconductor will move through the external load to combine with the holes 
in the p-type semiconductor. Figure 2.3 also shows how current is produced.  
 Mono-crystalline and poly-crystalline are the most used materials to make solar cells [1], [2], [3] . 
 
2.1.3 Basic model of a solar cell 
 
There are many different mathematical photovoltaic models that have been developed in the literature. 
The models are meant to give an estimation of how the PV cell would behave compared to the real cell. The 
accuracy of the model depends on how many internal variables are considered. A p-n junction diode 
connected across a current source is usually used to represent a basic solar cell.  Figure 2.4 shows this 
model [4], [5] , [6]. 
 
 
Figure 2.4: Basic PV cell model [4] 
In Figure. 2.4, 𝐷𝑗 is the ideal p-n diode 𝐼𝑃𝑉  and 𝑉𝑃𝑉  are the PV cell current and voltage respectively. 
The photocurrent produced by sunlight is represented by the current source. Applying the Kirchhoff current 
law to the model, the current-voltage characteristic function can be obtained as given in equation (2.1): 
 
𝐼𝑃𝑉 =    𝐼𝑃ℎ −  𝐼𝐷                                                                                                                                                (2.1) 
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where  𝐼𝐷 is the current through the diode also known as internal diffusion current and   𝐼𝑃ℎ  is the photon 
current which varies linearly with the sunlight radiation.  
The diode internal diffusion current is represented by equation (2.2) below: 
 
𝐼𝐷 = 𝐼𝑆  [exp (
𝑞𝑉𝑃𝑉
𝐴𝑘𝑇𝐶
) − 1]                                                                                                                                 (2.2) 
 
where A is diode ideality factor usually between 1 and 2, k represents the  Boltzmann’s constant which is 
 1.38 ⤬  10−23   𝐽 𝐾⁄  , 𝑇𝐶  is the operating temperature of the cell  in kelvin, the charge of an electron q is 
1.6 × 10−19. The cell dark saturation current 𝐼𝑆 which changes with temperature is represented by 
equation (2.3) [7]. 
 
𝐼𝑆 = 𝐼𝑅𝑆. (
𝑇𝐶
𝑇𝑅𝑒𝑓
)(
3
𝐴
). exp [
𝑞𝐸𝑔𝑎𝑝
𝐴𝑘
 (
1
𝑇𝑅𝑒𝑓
−
1
𝑇𝐶
)]                                                                                      (2.3)    
 
where 𝐼𝑅𝑆 is the cell reverse saturation current in ampere at 𝑇𝑅𝑒𝑓 where 𝑇𝑅𝑒𝑓 is the solar cell reference 
temperature in kelvin, usually 298K (25°C). The band-gap energy of the semiconductor material is 
represented by 𝐸𝑔𝑎𝑝. Equation (2.4) represents the cells reverse saturation current at reference 
temperature [7]. 
 
𝐼𝑅𝑆 =
𝐼𝑆𝐶
exp (
𝑞𝑉𝑜𝑐
𝐴𝑘𝑇𝑅𝑒𝑓
) − 1
                                                                                                                                       (2.4) 
 
where 𝑉𝑂𝐶  is the open-circuit voltage at reference temperature 𝑇𝑅𝑒𝑓. 
 
The photocurrent,   𝐼𝑃ℎ, is represented by equation (2.5).  
 
𝐼𝑃ℎ = [𝐼𝑆𝐶 + 𝐾1(𝑇𝐶 − 𝑇𝑅𝑒𝑓)]
𝐺
𝐺𝑟
                                                                                                                        (2.5) 
 
where 𝐼𝑆𝐶  is the short circuit current of the cell, 𝐾1 is the temperature coefficient of the cells short circuit in 
(amps/K), G is the solar radiation in 𝑊 𝑚2⁄  and 𝐺𝑟 represents the solar radiation reference, 𝐺𝑟 =
 1𝑘𝑊 𝑚2⁄ . 𝐼𝑆𝐶  and 𝑉𝑂𝐶  are obtained under standard test condition (STC) at a reference temperature of 25 
° C and solar insolation of 1kW/m2  [4]- [6]. 
 
2.1.4 General model of a solar cell 
 
Figure 2.5 shows the general model that is mostly used in simulation software packages for prediction of 
solar production. It is more accurate than the model shown in Figure 2.4 this is because it includes the 
shunt resistance 𝑅𝑆ℎ and series resistance 𝑅𝑆. 
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Figure 2.5 General model mostly used in PV cell [5] 
 
The PV cell output current 𝐼𝑃𝑉 in equation (2.1) becomes 
 
𝐼𝑃𝑉 =    𝐼𝑃ℎ −  𝐼𝐷 − 𝐼𝑆ℎ                                                                                                                                    (2.6)    
 
𝐼𝑃𝑉 = 𝐼𝑃ℎ − 𝐼𝑆[exp (
𝑞(𝑉𝑃𝑉+𝑅𝑆𝐼𝑃𝑉)
𝐴𝑘𝑇𝐶
) − 1] − (
𝑉𝑃𝑉+𝑅𝑆.𝐼𝑃𝑉
𝑅𝑆ℎ
  )                                                                          (2.7)  
 
 The p-n junction non-idealities and impurities near the junction which causes shunt leakage current to the 
ground are represented by the shunt resistance 𝑅𝑆ℎ. The bulk resistance of the semiconductor material is 
represented by 𝑅𝑆. The effects of of  𝑅𝑆ℎ  on the PV characteristic curves are shown in Figure 2.6 and Figure 
2.7, respectively. From Figure 2.7, it can be seen that the MPP ( 𝑃𝑚𝑎𝑥) i.e. the turning point of the curve, 
increases with the increase of RSh. The increase of RSh reaches a point where a further increase has no 
effect on the maximum power. 
 
 
Figure 2.6: The effects of 𝑹𝑺𝒉  on the I-V characteristic curve[2] 
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Figure 2.7: The effects of 𝑹𝑺𝒉 on the P-V characteristic curve[2] 
 
A small variation on  𝑅𝑆 results in no change on the 𝐼𝑆𝐶  and the  𝑉𝑂𝐶 . The effects on the I-V and P-V 
characteristic curves are shown in Figure 2.8 and Figure 2.9, respectively [5] , [8]. From Figure 2.9 it can be 
seen that an increase in  RS reduces the maximum power. 
 
 
 
Figure 2.8: The effects of   𝑹𝑺 on the I-V characteristic curve[2] 
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Figure 2.9: The effects of   𝑹𝑺 on the P-V characteristic curve[2] 
 
To make the model more compelling and accurate 𝑅𝑆ℎ  and  𝑅𝑆 are selected so that the calculated 
maximum power 𝑃𝑚𝑎𝑥 is equal to the experimental one  𝑃𝑚𝑎𝑥,𝑒𝑥𝑝 , at standard test conditions (STC) 
conditions seen on the module datasheet. Iterative processes are used to find the best values of  𝑅𝑆ℎ and 
 𝑅𝑆. There is only one pair of 𝑅𝑆 and 𝑅𝑆ℎ that will produce the required 𝑃𝑚𝑎𝑥. Iterative equations that can 
be used to find  𝑅𝑆ℎ are shown below [9]. 
 
𝐼𝑚𝑝,𝑟𝑒𝑓 =
𝑃𝑚𝑝,𝑟𝑒𝑓
𝑉𝑚𝑝,𝑟𝑒𝑓
= 
𝑃𝑚𝑎𝑥,𝑒𝑥𝑝
𝑉𝑚𝑝,𝑟𝑒𝑓
                                                                                                                                    (2.8) 
where 𝑉𝑚𝑝,𝑟𝑒𝑓 is maximum power voltage at STC. 
𝐼𝑚𝑝,𝑟𝑒𝑓 = 𝐼𝑃ℎ,𝑟𝑒𝑓 − 𝐼𝑆,𝑟𝑒𝑓[exp (
𝑞(𝑉𝑚𝑝,𝑟𝑒𝑓 + 𝑅𝑆𝐼𝑚𝑝,𝑟𝑒𝑓)
𝐴𝑘𝑇𝐶
) − 1] − (
𝑉𝑚𝑝,𝑟𝑒𝑓 + 𝑅𝑆. 𝐼𝑚𝑝,𝑟𝑒𝑓
𝑅𝑆ℎ
  )                       (2.9) 
 
𝑅𝑆ℎ
= 
𝑉𝑚𝑝,𝑟𝑒𝑓 + 𝑅𝑆𝐼𝑚𝑝,𝑟𝑒𝑓
𝐼𝑠𝑐,𝑟𝑒𝑓 − 𝐼𝑠𝑐,𝑟𝑒𝑓{exp [
𝑉𝑚𝑝,𝑟𝑒𝑓 + 𝑅𝑠𝐼𝑚𝑝,𝑟𝑒𝑓 − 𝑉𝑜𝑐,𝑟𝑒𝑓
𝑎 ]]} + 𝐼𝑠𝑐,𝑟𝑒𝑓{exp (
−𝑉𝑜𝑐,𝑟𝑒𝑓
𝑎 )} − (𝑃𝑚𝑎𝑥,𝑒𝑥/𝑉𝑚𝑝,𝑟𝑒𝑓)
(2.10)  
 
𝑎 =
𝑁𝑠𝐴𝑘𝑇𝑐
𝑞
                                                                                                                                                                    (2.11)                                                                                                    
 
where 𝑁𝑠 is the number of solar cells connected in series. TC is temperature. 
 
The iteration starts at  𝑅𝑆= 0 which must be increased in order to move the modelled MPP until it equates 
with the experimental MPP [9]. The corresponding 𝑅𝑆ℎ is then computed. Figure 2.10 shows the flow chart. 
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Figure 2.10 Iterative process of finding  𝑹𝑺𝒉  and   𝑹𝑺 [9]   
 
2.1.5 PV module and array 
 
Because the solar cell power is very small around 2W at 0.5V, the solar cells are connected in series and 
parallel so as to form a module to produce a desired output power and voltage. 
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Figure 2.11: Solar cells interconnected to form a module[6] 
The same current flows in two or more PV modules connected in series and the total output voltage is the 
sum of each PV module voltage connected. Hence equation (2.7) can be written as shown in equation 
(2.12). The PV module current ads up for each module connected in parallel, and the output voltage across 
remains constant. 
 
𝐼𝑃𝑉 =.𝑁𝑝𝐼𝑃ℎ − 𝑁𝑝𝐼𝑆[exp (
𝑞 (𝑉𝑃𝑉 +
𝑁𝑆
𝑁𝑃
𝑅𝑆𝐼𝑃𝑉)
𝑁𝑆𝐴𝑘𝑇𝐶
) − 1] − (
𝑉𝑃𝑉 +
𝑁𝑆
𝑁𝑃
𝑅𝑆. 𝐼𝑃𝑉
𝑁𝑆
𝑁𝑃
𝑅𝑆ℎ
  )                                    (2.12) 
 
where 𝑁𝑃 are cells in parallel and 𝑁𝑠 is the number of PV cells connected in series. If these PV modules are 
connected in series they form a string where the current in the string stays the same but the voltage is a 
multiple of the number of modules in the string. When the PV strings are connected in parallel they form a 
PV array in this case the current flowing in one string is a multiple of the number of strings in the array and 
the string voltage is the same as the array voltage. 
 
 
Figure 2.12: Modules interconnected to foam a PV array 
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2.2 Characteristics Curves of PV 
 
2.2.1     I-V Characteristics  
 
𝐼𝑆𝐶  and 𝑉𝑂𝐶  describe the electrical performance of a PV cell. The point where the curve crosses the vertical 
axis is the short circuit current. It is considered as the maximum possible current in the circuit. 
Open circuit voltage is the point where the curve intercepts with the horizontal axis. It is considered as the 
maximum possible output voltage the circuit can produce.  
 
2.2.2 Fill factor (FF) 
 
The ratio of output PV power at MPP to the power result from multiplying 𝑉𝑂𝐶 by 𝐼𝑆𝐶  is called the fill factor 
of the PV cell. Equation (2.13) shows this. The shape of the photovoltaic cell characteristic depends on 
these fill factor as shown in Figure 2.13. A high quality cell with low internal losses has a high fill factor [9]. 
Equation (2.13) can be further simplified to equation (2.14). 
 
𝐹𝐹 =
𝐼𝑀𝑃𝑃𝑉𝑀𝑃𝑃
𝐼𝑆𝐶𝑉𝑂𝐶
=
𝐴𝑟𝑒𝑎 𝐵
𝐴𝑟𝑒𝑎 𝐴
                                                                                                                           (2.13) 
 
𝐼𝑆𝐶𝑉𝑂𝐶𝐹𝐹 = 𝐼𝑀𝑃𝑃𝑉𝑀𝑃𝑃 = 𝑃𝑚𝑎𝑥                                                                                                                    (2.14) 
 
where 𝐼𝑀𝑃𝑃  is the current at MPP and 𝑉𝑀𝑃𝑃 is the voltage at MPP. The fill factor depends on the material 
used and is always less than one. A better operation performance of the PV cell is experienced if the fill 
factor is closer to unity. The fill factor is affected by RSh and  RS as shown in Figure 2.6 and Figure 2.8 [8]. 
 
 
Figure 2.13: I-V characteristic curve showing fill factor[8] 
 
2.2.3 The effects of temperature 
 
Temperature is one of the parameter that affects the output power of photovoltaic panels. Figure 2.14 
shows the effect of temperature at constant irradiance. 
 
27 
 
 
Figure 2.14:The effects of temperature on the photovoltaic I-V and P-V characteristic [10] 
 
As can be seen from Figure 2.14, temperature affects mostly the open circuit voltage. It is clear that an 
increase in temperature results in a decrease in PV output power and a decrease in temperature results in 
an increase in PV power [10]. 
 
2.2.4 The effects of irradiation 
 
Irradiation is another parameter that affects PV output maximum power as shown in Figure 2.15. From 
Figure 2.15, it is clear that as the irradiance increases the short current increases. The increase in irradiance 
results in an increase of PV output power. The short circuit current depends totally on irradiance and it 
varies linearly with it [10]. 
 
 
 
Figure 2.15:The effects of irradiance on the photovoltaic I-V and P-V characteristic[10] 
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2.2.5 Solar I-V characteristics with resistive load 
 
The PV cell will function in two main operating characteristic regions these are the voltage source region 
and current source region. Figure 2.16 shows the locations of these regions.  
 
 
Figure 2.16: The intecsection of the resistive load curve with the photovoltaic I-V curve[11] 
 
When a constant resistive load (R) is coupled directly to a PV module terminals, the operating point of the 
connection will depend on where the intersection of the PV cell curve with the load curve occurs. This can 
be seen in Figure 2.16. The resistance load has a straight line characteristic with a slope, 
𝐼
𝑉
= 1 𝑅⁄  [11],[12]. 
The size of the resistive load determines the power transferred from the PV source. If the resistance of the 
load is small, the PV cell operates in the current source region AB of the characteristic curve. When a large 
load resistance is connected, the PV cell operates on the voltage source region CD of the characteristic 
curve [13]. 
 
It is clear that the operating point of the load might not be at Z which is the MPP of the PV array and 
furthermore as seen from Figure 2.14 and Figure 2.15, this maximum power point will constantly vary with 
environmental changes of temperature, solar irradiance and really gets complicated under partial shading 
were multiple points of maximum power will exist. This variation is nonlinear which makes the matching of 
the two characteristics even more difficult [12]. 
2.3 Effects of partial shading 
 
It was seen that under a constant irradiance, only one maximum power point exists.  In reality, the 
irradiance exposed on modules connected in an array rarely is the same. This can be due to cloud cover, 
29 
 
daily sun angle changes, shading from adjacent PV modules or trees and buildings [14]. Power is lost due to 
shading, current mismatch in a string and voltage mismatch between strings in parallel.  When PV panels 
connected in series do not receive the same solar irradiance partial shading will occur [15]. 
 
2.3.1 Partial shading and the bypass diode effects 
 
As mentioned previously current that flows in modules connected in a series is the same including those 
which are under a shade. The shaded cells can act as loads if they get reverse biased this will cause them to 
consume power produced from the fully irradiated cells. Problems like hot spot occur if the modules are 
not protected. A bypass diode is connected across each module to mitigate this problem.  
 
During normal operation of the panels without shade, the bypassed diode is reverse biased and has high 
impedance. Under shaded conditions, the bypass diode across the shaded module terminal is in forward 
biased, therefore it conducts the current produced by the unshaded modules. Since the shaded modules 
are bypassed, multiple peaks on the P-V curve and multiple stairs on the I-V curve are exhibited. Figure 2.17 
shows how the bypass diode is connected [15].  
. 
 
 
Figure 2.17: Connection of Bypass Diode across the module[15] 
 
2.3.2 Characteristic curves under partial shading  
 
The bypass diodes connection will change the uniform PV characteristics curves of the panel, resulting in 
multiple peaks [16], [17]. Figure 2.18 illustrates this point. 
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Figure 2.18: I-V and P-V characteristics under partial shading[15] 
Figure 2.18  shows the different voltage values were the different power peaks will occur. It can be seen 
that the GMP occurs at low voltage ( V2). Figure 2.19 shows the GMP ocuring at a midium voltage on the P-
V characteristic curve. 
 
Figure 2.19: : I-V and P-V characteristics under PSC showing local power and global[15] 
 
It can be observed that the P-V curve has multiple maximum power peaks [18]. The position of the GMPP 
on P-V curves is not fixed as illustrated in Figure 2.19 and Figure 2.18. From Figure 2.18 and Figure 2.19 it 
can be seen that the number of multiple power peaks is equal to the number of stairs on I-V characteristic. 
 
2.3.3 Mitigation methods for partial shading 
 
Two methods are generally used to mitigate the shading effect. The first is based on hardware fixtures [19], 
[20], [21] , [22] ; multilevel converter system [23], allowing each PV source connected in series to be 
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controlled separately to its MPP; and power electronic equalizers [24]. This approach is complex and costly 
[25] hence an alternative cheaper method has to be found.  
 
The second approach is to track the global maximum power (GMP) by developing computational 
intelligence algorithms (CI), and this will be the focus of this dissertation. Computational intelligent 
algorithms have been suggested to solve the multiple power peak problem in solar PV systems. The 
multiple power peaks can be seen as a stochastic optimisation problem and global optimisation algorithm 
techniques can be used to find the global peak (best power). 
2.4 DC-DC Boost Converter 
 
The switch mode DC-DC converter is a critical component for MPPT system. It is responsible for maximum 
power transfer from the PV source to the load. It achieves this by regulating the PV input voltage and 
producing a controlled dc output voltage [26]. 
 
 A direct connection of a PV panel with a resistive load will result in the load operating where the 
characteristics of the curves intersect, this could be the MPP or not. The converters ensure that the PV 
array is forced to operate at the MPP. MPPT algorithms are used to control the duty cycle. This control of 
the duty cycle allows the curves to be matched at MPP even with the nonlinearly changes of the PV array 
power due temperature and irradiance. Different loads will have their own unique characteristic curves [2]. 
 
They are two types of DC-DC converter topologies these are isolated and non-isolated converters. Isolated 
converters use a transformer to isolate the input from the output [27]. They are commonly used in 
switched mode power supply [27], [26]. Non-isolated converters are the boost and buck converters. In this 
dissertation, only the boost converter topology will be reviewed. 
 
The boost converter output voltage is always more than the input voltage [26]. Figure 2.20 shows the 
circuit topology of the boost converter.  
 
 
 
 
 
 
 
 
The boost converter consists of four elements. These are inductor, diode, capacitor, and the M0SFET. The 
Boost converter can be used as a switching-mode regulator. The regulation is usually accomplished by pulse 
width modulation technique (PWM). The converter is operated in continuous conduction mode. Figure 2.21 
shows how the voltage and inductor current behaves in this mode [26]. 
 
𝑉𝑑𝑡𝑜𝑛 + (𝑉𝑑 − 𝑉𝑜)𝑡𝑜𝑓𝑓 = 0                                                                                                                 (2.15) 
    Figure 2.20:DC-DC Boost Converter [26] 
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Figure 2.22 shows the two operating states of the boost converter [26]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Equation (2.15) can be evaluated to obtain the steady state equation (2.16) [26] 
 
𝑉𝑜
𝑉𝑑
=
𝑇𝑠
𝑡𝑜𝑛
=
1
1 − 𝐷
                                                                                                                                                  (2.16) 
 
Where D is the duty cycle.  
                                                        Figure 2.21 :How the voltage and inductor current behaves 
in   continuous current mode [26]. 
                                       Figure 2.22 Equivalent Circuit for boost converter (a) switch ON; (b) switch OFF 
[26]. 
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Assuming no losses in the circuit, power input is the same as power output [26]. 
 
𝑃𝑑 = 𝑃𝑜     
Therefore     
 𝑉𝑑𝐼𝑑 = 𝑉0𝐼𝑜   
This results in 
 
𝐼𝑜
𝐼 𝑑
= (1 − 𝐷)                                                                                                                                                            (2.17)                                           
 
Equation (2.18) express the duty ratio D when the boost converter is at a stable state 
 
𝐷 = 1 −
𝑉𝑑
𝑉𝑜
                                                                                                                                                               (2.18) 
 
 
where 𝑉𝑑 represents input voltage and 𝑉𝑜 output voltages of the converter. The filter inductor and 
capacitor can be calculated using equations (2.19) and (2.20). 
 
𝐶𝑜𝑢𝑡 ≥ 
𝐼𝑜𝑢𝑡𝐷
𝑓𝑠𝑤∆𝑉𝑜𝑢𝑡
                                                                                                                                                    (2.19) 
 
𝐿𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 ≥ 
𝑉𝑖𝑛𝐷
𝑓𝑠𝑤∆𝐼𝐿
                                                                                                                                                 (2.20) 
 
where 𝑓𝑠𝑤 is the switching frequency, ∆𝐼𝐿 is the input current ripples and ∆𝑉𝑜𝑢𝑡 is the voltage output ripple 
2.5 Summary 
 
This chapter reviews the physical structure of solar cells and explains how electricity is produced when the 
semiconductor device is exposed to solar radiation. The voltage produced by the solar cell is very small 
therefore a need to connect the PV cells in a series configuration is required.  
The chapter also presents two commonly used PV models for simulation prediction, the single diode model 
with series resistance and shut resistance and a single diode model without. The single diode model with 
series resistance and shut resistance is found to be more accurate to represent the actual solar cell and it is 
the one that is used in this dissertation. The series and shut resistance parameters of the single diode 
model have to be correctly found to accurately model the actual PV cell. These parameters can be found by 
iterative methods.      
The chapter also discusses how temperature, radiation and the load type used affect the PV power 
produced. In the literature, it is found that an increase in temperature reduces the PV output power and a 
decrease in temperature increases PV output power. The increases in radiation increases the PV output 
power and the decreases of radiation decreases the PV power. The intersection of the characteristic curve 
of the load and the characteristic curve of the PV current - voltage is where the PV cell will operate. The 
constant variation of PV power due to changing climatic conditions makes the load matching difficult as a 
result a MPPT algorithm is needed to constantly extract the maximum power.  
Constant radiation or temperature results in one maximum power point on the PV power-voltage 
characteristic curve but different illumination of radiation on different PV modules connected in series 
results in multiple maximum power points (partial shading). A bypass diode is connected across each 
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module to prevent hot spots. Mitigation methods are discussed to reduce the effect of partial shading and 
it was found that most of them are complex and expensive to implement. It is suggested that using 
computational intelligence algorithms to extract the optimum power from a partial shaded PV array can be 
less complex and yet still be effective. A review of the DC-DC boost converter is discussed as a critical 
component in MPPT. The converter is used to match the PV source with the load. 
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Chapter 3: Optimisation basics 
 
In this chapter a review of relevant literature of optimisation techniques is presented. This includes the 
deterministic and stochastic optimisation methods. Advantages and disadvantages of these techniques are 
also discussed. 
3.1  Optimisation techniques 
 
Optimization is used in multiple fields from engineering design, computer science etc. . . . The need to 
maximize or minimize something is always necessary [28]. Optimization is basically searching for the best 
variables in a function so as to have the best outcome. Thus a problem can only be optimized if it can be 
expressed mathematically. The decision variables can be either discrete, continuous or a mixture of the 
two. The search space is the area covered by the decision variables and the space formed by the cost 
function variables is called the solution space [28]. Optimisation can be done to find the maximum or 
minimum value of the function. There are two optimization techniques which are classified as deterministic 
approach and stochastic approach. 
 
3.1.1 Deterministic algorithms 
 
Deterministic algorithms use one solution at a time, which will trace out a path as the iterations continue   
[29]. Good examples of deterministic approaches are the Hill-Climbing and the Perturb and Observe 
method. If the algorithm is made to start at the same starting point it will repeat the same path regardless 
of whether the code is run today or another time. Most conventional algorithms are deterministic [29]. 
Some deterministic optimization algorithms that use the gradient information are called gradient-based 
algorithms. An example is the Newton Raphson algorithm it uses the function derivatives to find the 
optimum point. It works very well for continuous unimodal problems [28]. If the function is now 
multimodal (having multiple peaks), finding the optimum point might be difficult using gradient based 
algorithms. For objective functions which are multimodal such as a sine function, gradient based 
optimization methods are very sensitive to the starting point. If the starting point is far from the sought 
minimum or maximum, the algorithm will usually get stuck in a local minimum and/or simply fail [28]. 
Nonlinearity and multimodality are the main problems, which render most conventional methods such as 
the hill-climbing method inefficient and lead them to be stuck to local inferior solutions [29]. Another 
challenge that comes about using deterministic approaches is when the number of decision variables are 
large for example 50000, coupled to the non-linearity of the function it can be impractical to search the 
number of possible combinations of the different variables that will give the best output. In this case an 
algorithm that does not use the gradient is preferred. Non-gradient algorithms use the function values and 
avoid any use of its derivative [29]. Stochastic algorithms also known as heuristic and metaheuristic 
algorithms are gradient-free algorithms that are designed to deal with these types of problems [28]. 
 
3.1.2 Stochastic Algorithms 
 
Stochastic algorithms always have some form of randomness. A good example are the Genetic algorithms 
(GAs). The solutions in the population will be different each time the program is run this is because the 
algorithm will use some foam of pseudo-random values. Though the final outcome of the search process 
may be similar [29], the movement traced by each individual will not be exactly repeatable. Metaheuristic 
algorithms are also stochastic by nature. Heuristic means to find or discover by trial and error [29]. Meta 
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means beyond or high level. All metaheuristic algorithms rely on a tradeoff of randomization and local 
search. Randomization allows the search process to be biased on the global scale instead of the local scale 
[29]. Therefore, almost all metaheuristic algorithms intend to be suitable for global search optimization. In 
complex optimization problems, quality solutions can be obtained in a reasonable duration of time, but 
there is no guarantee that the best solutions are obtained [28]. This allows us to find easily obtainable good 
solutions which are not necessarily the optimum solutions which still allow us to fix the problem. Among 
the quality solutions found it is assumed that some of them are nearly optimum. It will be difficult to search 
every possible solution or combination to a given complex problem; the aim is to obtain quality feasible 
solutions in an acceptable timeframe. Metaheuristic algorithms use two major principles to search in a 
given search space these are intensification and diversification [28]. Diversification means different 
multiple solutions will be created so as to explore the global scale. Intensification means to concentrate the 
search in a local region by analyzing the information that a current quality solution is located in this region 
[29]. The selection of the best solution ensures that the solutions will converge to the optimality, while the 
randomization of solutions prevents the solutions from being trapped at local optima and increases the 
diversity of the solutions [30]. The good combination of diversification and intensification will encourage 
the global best to be found. 
Metaheuristic algorithms can be classified as population-based meaning that one has multiple agents 
looking for the optimum solution. Examples of metaheuristic algorithms include the Particle Swarm 
Optimisation (PSO), Firefly (FA), Bat (BA), Harmony search (HS), Cuckoo search (CS), Grey Wolf (GW), Ant 
Colony Optimisation (ACO), Flower Pollination (FP), etc. Alternatively, there is no universally better 
algorithms that exist. The main research goal in optimization is to come up with the most suitable and 
efficient algorithms for a given optimization problem. The complexity of the objective functions usually 
indicates the complexity of an optimization problem [28]. 
 
3.1.3 Optimisation classifications 
 
The classification of optimisation problems based on the number of objectives will result in two categories: 
single objective and multi-objective. Most real-world optimisation problems are multi-objective [28]. 
 
We can also classify optimisation in terms of number of constraints or boundaries. This is basically the 
range or area where optimisation needs to take place. 
 
We can classify optimisation in terms of the landscape of the objective functions. If there is only a single 
peak which will be the global optimum, then the optimisation task is unimodal. However most objective 
functions are multimodal functions where multiple local peaks exist and only one global is required, these 
are much more difficult to solve for example equation (3.1) is multimodal. It has two variables in the x and y 
dimension. 
 
𝑓(𝑥, 𝑦) = sin(𝑥) sin(𝑦)                                                                                                                                            (3.1) 
  
The design optimization problem variables can be either discrete or continuous or a mixture of both [28]. 
3.2    Summary 
 
The chapter reviews the basic understanding of optimising functions to find the maximum or minimum 
point. Optimisation being defined as finding the best variable in a function to produce the optimum output. 
The optimised function is called the objective function. The area covered by the decision variables is called 
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the search space. Two techniques are used to obtain this optimum variable these are deterministic and 
stochastic. The deterministic approach uses one solution at a time to trace a path as the iteration continues 
whilst the stochastic approach uses multiple solutions randomised in a search space. Deterministic 
techniques are usually gradient based meaning they use the gradient of the function thereby sensitive to 
where they start. Stochastic techniques uses the values of the function and not the gradient and are given a 
search space where the multiple solutions can search. The landscape of the objective function can be 
unimodal meaning having one optimum peak or multimodal having multiple peaks and one optimum peak. 
In finding the maximum or minimum point the deterministic approach can get stuck at a point that is not 
the best (local point) so it is suggested that they should not be used in a function where there multiple 
maximum or minimum points (multimodal function). The stochastic approach has the ability to search for 
the best solution where multiple peaks occur in a function without getting stuck at a local point.  
In the literature it is found that to best maximise the stochastic approach diversification of solutions and 
intensification is required.  
An optimization problem can have multiple objectives to optimize this is called a multi objective function. 
Examples of deterministic approach methods are Hill climbing and Newton Raphson and examples of 
stochastic methods are the Particle Swarm Optimisation (PSO), Firefly (FA), Ant Colony Optimisation (ACO), 
Bat (BA), Harmony search (HS), Cuckoo search (CS), Grey Wolf (GW), Flower Pollination (FP), etc. Figure 3.1 
further shows the summary of optimisation classifications. 
 
 
Figure 3.1: Optimisation Classifications [28] 
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Chapter 4. Maximum power point 
tracking and DC-DC Boost converter 
control 
 This chapter discuses maximum power point tracking in solar PV systems. A clear explanation of why MPPT 
is necessary under static, varying and partial shading weather conditions in solar PV systems is provided. 
Different types of optimisation algorithms for MPPT are explained and their advantages and disadvantages 
are discussed.  The DC-DC boost converter dynamic behaviour is also discussed in this section. 
4.1    Photovoltaic maximum power point tracking 
 
The conversion efficiency of PV modules is not very high. The efficiency of converting sunlight energy to 
electrical energy can range from 12-22%. The range can drop even further during partial shading, variation 
in radiation or temperature and also load changes [31]. As discussed in chapter 2, the characteristic 
impedance of the load will hardly match the characteristic impedance of the PV system for maximum 
power transfer to occur so if a load is directly connected to the PV array, maximum power is hardly 
achieved. It is critical to operate the PV array at the MPP, or as near to it as possible. A load matching circuit 
can be used to achieve MPPT. A drastic improvement in the power extracted is obtained when using a load 
matching circuit as compared to when a direct load connection is used [32]. 
 
A typical electronic load matching circuit consist of the PV source with a DC-DC converter transferring PV 
power to the load. To enable MPPT a control algorithm is used to control the duty ratio of the converter 
[33]. In the literature different MPP techniques for photovoltaic systems are compared [32], [33], [34] , 
[35], [36]. As discussed in chapter 3, different optimisation algorithms can be used depending on the 
optimisation problem to find the optimum power point in PV systems. These methods are different in 
complexity, range of effectiveness, cost, convergence speed, etc. 
 In ref [37], [38] twenty unique techniques are compared to find out their advantages and disadvantages. 
The performance of these techniques were summarised so as to know which MPPT technique should be 
selected for a particular situation. As the problem of MPPT is seen as an optimisation problem, 
deterministic or stochastic optimisation can be used. A well-known deterministic approach in MPPT is hill 
climbing method [34]. Then there are many variations of hill climbing commonly used in MPPT like the 
Perturb and observe and incremental inductance. These algorithms will be discussed further in the next 
section. Other classical MPPT algorithms were implemented in Ref [35], [36]. Computational intelligence 
algorithms include neural networks with its hybrids [39] and fuzzy logic control [37]. Metaheuristic based 
algorithms are also now popular in MPPT these include the Ant Bee colony optimisation [17], Bat algorithm 
optimisation [40], Grey Wolf optimisation [41], Particle swarm optimisation [42], Firefly optimisation [43] 
etc. Basically, any optimisation technique can be used to solve the MPPT problem. The problem arises 
when the landscape of the objective function to be optimise starts changing such as under partial shading 
conditions. Clearly using hill climbing methods under these conditions would not be reliable because of the 
multimodality that exist in the P-V characteristic curve. Ideally, using stochastic based algorithms would be 
best because of their ability to search globally. Figure 4.1 shows a simple maximum power point tracking 
for PV systems. 
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Figure 4.1: Block diagram of a MPPT for PV systems 
It is important to make sure that the system is transferring the maximum power regardless of change in 
load and atmospheric conditions. This is achieved by using the theorem of maximum power transfer where 
the maximum power is transferred from the source to the load by making the source impedance equal to 
the load impedance [44]. 
 
The MPPT algorithm or optimisation calculating model is supposed to find the MPP even with the 
nonlinear, unpredictable changes that occur due to variation of temperature and irradiance. 
 
4.1.1 Performance specifications of MPPT control algorithm 
 
For a successful performance design and evaluation of the MPPT control algorithms, performance criteria’s 
are considered [45]. 
4.1.1.1 Steady-state error 
 
When the maximum power point is obtained the algorithm should stop tracking and force the system to 
operate at this MPP. This can be an impossible task to achieve in a real world MPPT system because of the 
constant fixed step size perturbation process in conventional MPPT algorithms like the PnO and IC. 
Metaheuristic algorithms try to reduce this steady state error, for example the PSO reduces the velocity 
close to zero when it converges to a value this results in very minimum oscillations at steady state.  
4.1.1.2 Dynamic response 
 
MPPT control algorithms need to be fast in tracking the MPP in the rapid changes of climatic conditions. 
The faster the tracking speed of the MPPT algorithm the more the solar energy is utilised. 
4.1.1.3 Tracking efficiency 
To quantify how successful a MPPT algorithm is in tracking the MPP and to what extent is it better in 
extracting the maximum power of the PV system compared to other optimisation algorithms, tracking 
efficiency is calculated. References [46], [47] defined tracking efficiency as the ratio between the actual 
power of the PV array tracked by the algorithm and the theoretical power during the same time period. 
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Due to the wide variation of climatic conditions, different algorithms should be evaluated over a range of 
different operating conditions to see which performs better. A well designed MPPT should perform well 
under different atmospheric conditions.  
Equation (4.1) can be used to calculate the PV system tracking efficiency [48] 
 
ȠMPPT =
1
n
  ∑
Pactual,i
Pmax,i
n
i
                                                                                                                                               (4.1) 
 
where 𝑃𝑎𝑐𝑡𝑢𝑎𝑙𝑖, is the ith sample of  the PV system power extracted by the MPPT control algorithm, 𝑃𝑚𝑎𝑥𝑖 is 
the ith sample of data sheet maximum power (theoretical power) of the PV system power that could be 
produced under the given solar radiation and temperature and n is the total number of samples.  
4.2 MPPT algorithms 
4.2.1 Perturb and Observe 
 
The Perturb and Observe (PnO) method is generally the most used because it is simple to implement [49], 
[50], [51], [52].  This method works by increasing the system PV voltage and observing the impact on the 
output PV power. Figure 4.2 shows the operating principle of the PnO. 
 
 
Figure 4.2: How the PnO operates on the photovoltaic P-V curve[49]  
 
 
The algorithm is summarized in Table 4.1 [50] and the flowchart in Figure 4.3 [49]. 
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Table 4. 1 Algorithm Movement[49] 
Sign of change of voltage 
(dV) 
 
Change in Power  (dP) Direction of next perturbation  
positive  positive  positive  
positive  negative  negative  
negative  positive  negative  
negative  negative  positive  
 
 
 
Figure 4.3: Flow Chart of the PnO algorithm[53] 
 
where Vref equals to maximum power point voltage found (Vmpp) [53]. I(k) and I(k-1) is the present PV 
current samples and previous PV current samples, respectively. 
 
The procedure is repeated until the MPP is obtained. The constant step size in the algorithm causes 
oscillations around the MPP. If the constant step size of the perturbation is reduced this can result in 
minimum oscillations. However, a too small perturbation slows down considerably the tracking of the MPP 
[51], [53]. A trade-off is needed between accuracy and speed [54]. Another drawback of the PnO is that it 
can fail to track the MPP during fast changing atmospheric conditions such as shown in Figure 4.4 [37], [49]. 
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Figure 4.4 Divergence of the PnO method during a rapidly changing irradiance level[37] 
Beginning from point A, if the weather conditions remain the same, a change ΔV in the PV voltage will 
move the operation point to point B, and the direction of the next perturbation of the voltage is reversed 
due to the reduction in PV power but if the irradiation increases and move the power curve from P1 to P2 
the operating point will be relocated from A to C [55]. Point C will be a better power and the PnO will 
continue to perturb but point C will not be the MPP thus failing to track the MPP. The PnO algorithm is in 
the family of the hill climbing. It uses the gradient to find the optimum point. This algorithm is not reliable 
under partial shading conditions as it might not find the GMPP on the P-V curve. As it is widely used in 
industry this method will be used to show its drawbacks under all atmospheric conditions and partial 
shading. 
 
4.2.2 Incremental Conductance 
 
Incremental conductance (IC) is a method were by the change of direction of the terminal voltage for the 
PV panel is determined by comparing the incremental conductance and instantaneous conductance of the 
PV panel, [56], [57]. The MPP of the PV panel is obtained when the incremental conductance and the 
instantaneous conductance are equal. 
The gradient on the P-V curve of a PV cell (dP/dV) is zero at the MPP, positive on the left of the MPP, and 
negative on the right as shown in Figure 4.5 [58]. 
 
IC uses   (
𝑑𝑃
𝑑𝑉
= 0 𝑎𝑡 𝑀𝑃𝑃)  which can be broken down as: 
 
𝑑𝑃
𝑑𝑉
=
𝑑(𝑉𝐼)
𝑑𝑉
= 𝐼
𝑑𝑉
𝑑𝑉
+ 𝑉 
𝑑𝐼
𝑑𝑉
= 𝐼 + 𝑉
𝑑𝐼
𝑑𝑉
 = 0                                                                                        (4.2)  
 
Equation (4.2) can be rearranged to: 
 
dI
dV
= −
I
V
                                                                                                                                                            (4.3)                                                                                                                                                                                 
 
The equations used for the algorithm include 
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dI
dV
= −
I
V
           at  MPP                                                           
 
𝐝𝐈
𝐝𝐕
> −
𝐈
𝐕
           left of MPP                                                                                                                 (4.4)                                                                                                                                                                                                                         
 
𝐝𝐈
𝐝𝐕
< −
𝐈
𝐕
           right of MPP                                                           
 
The IC flow chart (Figure 4.6) shows how the MPP is tracked.  
 
 
 
Figure 4.5 :Incremental conductance method on the P-V curve of a solar module [58] 
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Figure 4.6:The flow chart of the incremental conductance[58] 
 
where Vref equals to maximum power point voltage found Vmpp [53]. Equations (4.4) are used to find the 
direction of voltage increment when the operating point moves towards the MPP. The increment of the 
terminal voltage will take place until equation (4.3) is achieved.  
 When the voltage and current of PV panel change during a voltage increment and dI/dV > －I/V, the 
operating voltage of PV panel is located on the left side of the MPP in Figure 4.5. The operating voltage   
has to be increased in order to track the MPP. If dI/dV < －I/V , the operating voltage of PV panel will be 
located on the right side of the MPP and has to be decreased in order to find the MPP [57], [59].  
 
 
4.2.3 Load matching with the PV array 
 
This is one of the simplest methods to make a PV array to operate at MPP. The optimum operating point of 
the PV arrays is found by theoretical calculation. The load is calculated based on the values of PV voltage 
and PV current at which maximum power point occurs. The advantage of this method is that no additional 
circuitry is needed and it is very simple. The challenge of this method is that if one considers the changes of 
solar irradiation or temperature, it is not reliable [2]. 
 
 
4.2.4 Constant voltage technique (CV) 
45 
 
 
Ref [60] , [61] applied the fixed voltage technique. A constant voltage reference (Vref) is compared with the 
PV terminal voltage and the resultant signal is passed through a PI controller. The control output signal is 
then compared with a triangular waveform to create a duty cycle that controls the converter. The Vref 
voltage is set to be equal to the  𝑉𝑀𝑃𝑃  of the array of the characteristic PV array or to another calculated 
optimum voltage. The drawback of this method is that it does not correct Vref according to the 
atmospheric variation since the Vref is always fixed [62]. Figure 4.7 shows the schematic diagram. 
 
 
 
 
Figure 4.7: Voltage control method for MPPT  with fixed voltage reference[60] 
 
 
 
4.2.5 Fractional short-circuit current (SC) 
 
The principle of short circuit current technique is based on that under changing weather conditions 𝐼𝑀𝑃𝑃   
can be estimated to be proportional to  𝐼𝑆𝐶    equation (4.5) illustrates this. 
 
      𝐼𝑀𝑃𝑃     ≈  𝐾𝑆𝐶𝐼𝑆𝐶                                            (4.5) 
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where 𝐾𝑆𝐶  is a proportional constant. The algorithm flow chart is shown in Figure 4.8 [63]. Once 𝐾𝑆𝐶  is 
known and 𝐼𝑆𝐶  is measured, the 𝐼𝑀𝑃𝑃 can be calculated from equation (4.5). The advantage of this method 
is that it’s simple and has a low cost of implantation. The drawbacks are that, the maximum power point is 
never matched [64] 
 
Figure 4.8: Flowchart for Fractional short-circuit current algorithm[64] 
 
4.2.6 Fuzzy Logic MPPT controller 
 
The fuzzy logic has been applied to MPPT with great success as demonstrated in [65], [66], [67]. Fuzzy logic 
deals with reasoning logic that is approximate rather than fixed and exact. Traditional logic usually sets 
two–value logic as true or false, but fuzzy logic can have many varying values. Fuzzy logic variables can have 
a truth or false value that ranges in different degrees and be expressed by linguistic variable [68]. 
Considering this, fuzzy logic can provide both speed and accuracy [65]. FL method is one of the most 
efficient techniques in the extraction of the MPP in solar PV systems since it has several advantages [68]. 
The behaviour of the FLC depends on the shape of Membership Functions (MFs) and the rule-base. 
Membership functions can have many different shapes. The exact type depends on the actual applications. 
Figure 4.9 shows the different membership functions. A trapezoidal or triangular waveform should be used 
for systems that require significant dynamic changes in a short duration of time. The Gaussian waveform 
can be used for systems that require high control accuracy. In this dissertation, triangular membership 
functions are used to reduce the computation complexity. The FL controller flow diagram is shown in Figure 
4.10. It consists of two inputs and one output. Fuzzy logic controller input variables are the error (E) and 
change of error (∆E) and one output variable, change in duty cycle ∆D. The two inputs variables E and ∆E at 
a sampling point k are given by equation (4.6) and (4.7). 
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Figure 4.9: Various shapes of membership functions (a) monotonic (b) trapezoidal (c) triangular (d) 
Gaussian[65] 
 
 
Figure 4.10 The Fuzzy controller diagram[65] 
 
𝐸(𝑘) =
𝑃(𝑘)−𝑃(𝑘−1)
𝑉(𝑘)−𝑉(𝑘−1)
=
∆𝑃
∆𝑉
                                                                                                                      (4.6) 
 
∆𝐸(𝑘) = 𝐸(𝑘) − 𝐸(𝑘 − 1)                                                                                                                   (4.7) 
 
where P (k) is the instant power of the solar PV, and V (k) is the voltage at instant k. These inputs are 
chosen so that the instant value of E(k) shows whether the load operation power point is located on the 
right or on the left of the MPP.  
 
If E(k) is positive it means that the operating point is on left side of the MPP and when it is negative, the 
operating point is on right side of the MPP. The MPP will be obtained when E(k) is equal to zero. While 
∆E(k) expresses the moving direction of this operation point. 
The output of the controller is given by equation (4.8): 
 
𝐷(𝑘) = 𝐷(𝑘) − 𝐷(𝑘 − 1)                                                                                                               (4.8) 
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4.2.6.1    Fuzzification 
 
The procedure of converting the system input values E and ΔE into linguistic fuzzy sets using fuzzy 
membership functions is called fuzzification. The variables are shown in terms of linguistic variables such as 
ZE (zero), NB (negative big), PB (positive big), NS (negative small) and PS (positive small) using basic fuzzy 
sub sets as shown in Figure 4.11. Higher number of linguistic variables improves the output stability 
accuracy but the degree of algorithm complexity is increased. The FLC decides the next operating point 
depending on the used membership functions and a rule Table 4.2. There are 25 fuzzy control rules used in 
this dissertation as listed in Table 4.2. IF-THEN statements are used to express the rules.  
IF (E is PB) AND (ΔE is NB) THEN (ΔD is NB).  
“If E is NB and ΔE is ZE then crisp ΔD is PB it means that if the operating point is far away from the MPP on 
the right side, and the variation of the slope of the curve is almost Zero; then increase the duty cycle” 
 
 
 
 
(a) Input Error (E) 
 
 
(b) Input change of error (∆𝐸) 
 
 
(c) Output change in duty cycle (∆𝑫 ) 
Figure 4.11 Membership functions of E, E and D[68] 
“If the value of E(k) is greater than zero, the controller changes  the  duty  cycle  to  rise  the  voltage  until  
the  power  is  maximum  or  the  value (∆P/∆V) = 0, if  the value of E(k)  less than zero the controller changes 
the duty cycle to decrease the voltage until the power is maximum” [65], [68] . 
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Table 4. 2. Fuzzy logic control rule table[68] 
∆E  NB NS ZE PS PB 
NB ZE ZE PB PB PB 
NS ZE ZE PS PS PS 
ZE PS ZE ZE ZE NS 
PS NS NS NS ZE ZE 
PB NB NB NB ZE ZE 
 
4.2.6.2        Defuzzification  
Defuzzification is needed for a crisp output value of control. The defuzzification is implemented using the 
centroid method (centre of gravity) which is generally employed in the design of fuzzy logics [68]. The basic 
principle in centre of gravity (CoG) method is to find the point 𝑋∗. Figure 4.12 shows the graphical 
explanation. 
 
 
Figure 4.12 Center of gravity method example [68] 
 
Mathematically, the CoG can be expressed as shown in equation (4.9). 
 
             𝑋∗ = 
∫𝑋𝜇𝐶(𝑋)𝑑𝑥
∫𝜇𝐶(𝑋)𝑑𝑥
                                                                                                                          (4.9)  
 
where 𝑋∗ is the x-coordinate of centre of gravity and ∫𝜇𝐶(𝑋)𝑑𝑥 denotes the area of the region bounded by 
the curve 𝜇𝐶. If 𝜇𝐶  is defined with a discrete membership function, then CoG can be stated as shown in 
equation (4.10). 
      𝑋∗ =   
∑ 𝑋𝑖. 𝜇𝐶(𝑋𝑖)
𝑛
𝑖=1
∑ 𝜇𝐶(𝑋𝑖
𝑛
𝑖=1 )
                                                                                                                           (4.10) 
 
where 𝑋𝑖  is  a sample element and n is represents the number of samples in fuzzy set C. A geometrical 
method of calculation [68] can be achieved following the steps bellow. 
 
E 
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Figure 4.13 Center of gravity method example for discrete membership function [68] 
 
The entire region of Figure 4.13 is divided into a number of small regular regions (e.g. triangles, trapezoid 
etc.). 𝐴𝑖  and 𝑋𝑖  denotes the area of the i-th portion. Then 𝑋
∗ according to CoG is calculated as shown is 
equation (4.11). 
 
𝑋∗ =   
∑ 𝑋𝑖 . (𝐴𝑖)
𝑛
𝑖=1
∑ 𝐴𝑖
𝑛
𝑖=1
                                                                                                                                   (4.11) 
where n is the number of smaller geometrical components 
 
4.2.7 Unique GMPP 
 
The algorithms discussed so far were for a unimodal P-V curve and they cannot track the GMPP in a 
multimodal P-V curve. Reference [69] introduced the unique global maximum power point tracker used to 
track the GMPP under partial shaded conditions. 
 
 
Figure 4.14: Unique global power maximum strategy[69] 
Figure 4.14 shows the strategy used to find the GMPP. The algorithm starts performing around the 
previously stored MPP which was found under uniform atmospheric conditions. It then starts searching 
from left to right on the curve. During this process it may find several LMPP, if the slopes polarity changes 
from positive to negative, it means the existence of a LMPP on the left side. In contrast, if the polarity goes 
from negative to positive, it indicates that an existence of a maximum on the right side. After a local 
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maximum power point is found, it will be compared with the previously stored MPP If the newly found 
point is better than the previously stored, the new point will be updated to the GMPP and is stored in 
memory. The major drawback of the unique global power maximum algorithm is the possibility of missing 
actual global maximum power point when the operating point tracks from current-stored global MPP to the 
actual global MPP, if there is a small local MPP in between, the tracking process will miss the actual MPP. 
 
4.2.8 Metaheuristic algorithms in MPPT 
 
Metaheuristic algorithms have been applied to MPPT and have shown to perform very good in all 
atmospheric conditions and partial shaded conditions compared to the conventional algorithms. There 
major advantage is that they have the ability to search globally, this allows them to find the GMPP on a 
multimodal  P-V characteristic curve  of power and also they are population based allowing multiple agents 
to search for optimality this enables the algorithm to find the GMPP quickly.  Examples of these algorithms 
used in MPPT include, Cuckoo Search (CS) [70], this has been considered one of the best optimisation 
algorithms recently proposed. In [70], the algorithm was shown to track the GMPP under partial shaded 
conditions with high accuracy and stability. Reference [41] introduced the Grey Wolf (GW) optimisation to 
improve lower tracking efficiency, steady state error at MPP experienced by conventional MPPT algorithms. 
The algorithm was shown to perform well under partial shaded conditions. Other metaheuristic algorithms 
applied in MPPT include the chaotic search, Ant and Bee Colony (ABC) [17], deferential evolution (DE) [71], 
Genetic algorithm (GA) [72]. The focus of this dissertation is to use the Particle swarm optimisation and the 
Firefly algorithm to track the GMPP under partial shaded conditions, these are well known metaheuristic 
algorithms that have been proven to track the GMPP in PV systems. Emphasis is put on tracking the GMPP, 
reducing the steady state error and increasing speed and accuracy. 
4.3 Control of the Boost Converter 
 
In this section the study of the dynamic modelling of the boost converter is explained using the state space 
average model and the simulation results are done in chapter 6. The transfer function of the boost 
converter equation (2.16) is derived from the steady state condition. The steady state occurs after the 
converter has run for a considerable time then it settles down to a stable condition. The steady-state 
solution is used to design the converter, as it is the normal condition of operation [26] but this would be an 
open loop design. The closed loop design also requires a dynamic model of converter. 
 
A converter may be used as a voltage regulator or current controller by closing a feedback loop between 
the required output quality (output voltage, output current or input current) and switching device's duty-
ratio signal (as the control signal). The feedback is compared with a reference for the control. A typical 
voltage mode regulator is shown below in Figure 4.15. 
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Figure 4.15 Voltage control of a DC-DC converter[26] 
The knowledge of the dynamic characteristics of the converter is important for the stable operation of the 
controller design. This is the challenge of switched-mode converter because the converter is highly 
nonlinear [26]. An approximate representation of the converter can be obtained using the state- space 
averaging technique. This technique allows us to obtain a small signal linear system that can be used for 
linear controller design. 
 
4.3.1 State space averaging technique 
 
There are only two states in the continuous mode of operation i.e. switch is either on or off. The circuit 
averaging method can be used to find the average of the large signal of the system of the combined states. 
When the switching device is turned on, it conducts for a ratio D of a period. The state space equation can 
be written as shown in equation (4.12) and (4.13). These equations are the large signal models in state 
space meaning the actual signal.  
 
?̇? = 𝐴𝑜𝑛𝑋 + 𝐵𝑜𝑛𝑈                                                                                                                                                 (4.12) 
 
𝑌 = 𝐶𝑜𝑛𝑋                                                                                                                                                                  (4.13) 
 
where X is the state space variables such as capacitor voltage and inductor current. 𝐴𝑜𝑛, 𝐵𝑜𝑛 and Con are 
the state space matrices parameter characteristics of the converter during the on states respectively. U is 
the input variable such as the input voltage 𝑉𝑖𝑛. Y is the output such as voltage 𝑉𝑜.  
When the switch device is turned off, the diode conducts for a ratio of (1-D) of a period. The state space 
equation can be written as equations (4.14) and (4.15) [71]. 
 
?̇? = 𝐴𝑜𝑓𝑓𝑋 + 𝐵𝑜𝑓𝑓𝑈                                                                                                                                             (4.14) 
 
𝑌 = 𝐶𝑜𝑓𝑓𝑋                                                                                                                                                               (4.15)   
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where X, U, and Y are the state space, input and output variables as defined previously and 𝐴𝑜𝑓𝑓 and 𝐵𝑜𝑓𝑓 
and Coff are the state -space matrices parameter characteristics of the converter during the off states 
respectively. The output matric Coff is the same for both states. 
 
The two states of ON and OFF represented by D and 1-D duration can be averaged by the conduction ratio 
shown in equation (4.16) to form the average large signal model.  
 
?̇? = [𝐷𝐴𝑜𝑛 + (1 − 𝐷)𝐴𝑜𝑓𝑓]𝑋 + [𝐷𝐵𝑜𝑛 + (1 − 𝐷)𝐵𝑜𝑓𝑓]𝑈                                                                                (4.16) 
 
If there is a small signal d applied to the steady state duty ratio  𝐷 ̅  this will cause a small variation x of the 
steady state variable ?̅?. The following equations can be assumed for the large signal (actual signal). 
 
𝐷 = 𝐷 ̅ + 𝑑                                                                                                                                                               (4.17) 
  
𝑋 = ?̅? + 𝑥                                                                                                                                                               (4.18) 
 
𝑈 = ?̅? + 𝑢                                                                                                                                                                 (4.19) 
 
where x is a small variation on the steady sate component ?̅?  and d is a small signal variation in the steady 
state component  ?̅?,u is the small signal input and ?̅? is the steady state input. Substitution of these 
parameters in to equation (4.16) gives off equation (4.20) [73]. 
 
?̇? + ?̇? = [(?̅? + 𝑑)𝐴𝑜𝑛 + (1 − ?̅? − 𝑑)𝐴𝑜𝑓𝑓][?̅? + 𝑥] + [(?̅? + 𝑑)𝐵𝑜𝑛 + (1 − ?̅? − 𝑑)𝐵𝑜𝑓𝑓]( ?̅? + 𝑢)     (4.20) 
This can be expanded to   
 
?̇? + ?̇? = [?̅?𝐴𝑜𝑛 + (1 − ?̅?)𝐴𝑜𝑓𝑓]?̅? + [?̅?𝐵𝑜𝑛 + (1 − ?̅?)𝐵𝑜𝑓𝑓]?̅? + 𝑢 
+[𝑑𝐴𝑜𝑛 − 𝑑𝐴𝑜𝑓𝑓] ?̅? + [𝑑𝐵𝑜𝑛 − 𝑑𝐵𝑜𝑓𝑓] ?̅? + 𝑢 
+[?̅?𝐴𝑜𝑛 + (1 − ?̅?)𝐴𝑜𝑓𝑓]𝑥 + [𝑑𝐵𝑜𝑛 − 𝑑𝐵𝑜𝑓𝑓]𝑥                                                                                      (4.21) 
 
 
Equation (4.16) can be written as follows if the small signal is approximated to be close to zero. 
 
 
?̇? = [𝐷𝐴𝑜𝑛 + (1 − 𝐷)𝐴𝑜𝑓𝑓]?̅? + [𝐷𝐵𝑜𝑛 + (1 − 𝐷)𝐵𝑜𝑛]?̅? + 𝑢                                                                (4.22) 
 
Removing equation (4.22) from equation (4.21)  and neglecting the high order small signal variation, this 
will result in equation (4.23) the small signal model which is linear and can be used for controller design. 
This is the one that gives us the dynamics of the system i.e variations about the operating point [26], [73]. 
 
?̇? = 𝐴𝑥 + 𝐵𝑢 + 𝐹𝑑                                                                                                                                                     (4.23) 
where A is the average of 𝐴𝑜𝑛 and 𝐴𝑜𝑓𝑓 and F is the difference of equations (4.12) and (4.14). Equation 
(4.23) is the linearized equation. 
 where d forms the control input. 
The Small signal output becomes  
𝑦 = 𝐶𝑥                                                                                                                                                                        (4.24)   
where 
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𝐵 = ?̅?𝐵𝑜𝑛 + (1 − ?̅?)𝐵𝑜𝑓𝑓                                                                                                                                        (4.25)   
 
𝐴 = ?̅?𝐴𝑜𝑛 + (1 − ?̅?)𝐴𝑜𝑓𝑓                                                                                                                                                      (4.26) 
 
𝐹 = [𝐴𝑜𝑛 − 𝐴𝑜𝑓𝑓]𝑋 + [𝐵𝑜𝑛 − 𝐵𝑜𝑓𝑓]𝑈                                                                                                                   (4.27) 
 
  
 
The equation can be solved by conventional Laplace transform [74]. 
 
𝑥
𝑑
= [𝑠𝐼 − 𝐴]−1𝐹                                                                                                                                                         (4.28) 
 
where I the unit matrix. [𝑠𝐼 − 𝐴]−1 is the inverse of  [𝑠𝐼 − 𝐴]  
 
Using the above equations, the small signal transfer function of the boost converter can be obtained.  
 
4.3.1.1 Small signal of the boost converter 
 
The parameters of the energy storage elements are used for the state space variable. Using                                        
Figure 2.22 and applying Kirchhoff’s law, the following state equations can be obtained [26]. 
 
When T is on as seen in Figure 2.22 the state equations (4.29) and (4.30) are obtained. 
𝑉𝑖𝑛(𝑡) = 𝐿
𝑑𝐼𝐿(𝑡)
𝑑𝑡
                                                                                                                                              (4.29)      
 
  
−𝑉𝑐
𝑅
= 𝐶
𝑑𝑉𝑐(𝑡)
𝑑𝑡
                                                                                                                                                 (4.30) 
 
Rearranging the equation and making the state variables the subject of the formula. This can be expressed 
in state space form as shown in equation (4.31) 
 
  [
𝑖?̇?
?̇?𝑐
]   = [
0 0
0
−1
𝑅𝐶
] [
𝑖𝐿
𝑣𝑐
] + [
1
𝐿
0
]𝑉𝑖𝑛             ≡ 𝑋 = 𝐴𝑜𝑛𝑋 + 𝐵𝑜𝑛𝑈                                                                  (4.31)        
 
 
When T is off, the state equations become 
 
𝑑𝐼𝐿(𝑡)
𝑑𝑡
=  
𝑉𝑖𝑛
𝐿
−
𝑉𝑐
𝐿
                                                                                                                                                 (4.32) 
 
 
𝑑𝑉𝑐
𝑑𝑡
=
−𝑉𝑐
𝐶𝑅
+
𝐼𝐿
𝐶
                                                                                                                                                       (4.33) 
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[
𝑖?̇?
?̇?𝑐
]   = [
0
−1
𝐿
1
𝐶
−1
𝑅𝐶
] [
𝑖𝐿
𝑣𝑐
] + [
1
𝐿
0
]𝑉𝑖𝑛            ≡        𝑋 = 𝐴𝑜𝑓𝑓𝑋 + 𝐵𝑜𝑓𝑓𝑈                                                            (4.34)    
 
For the output equation voltage control is selected but current control is also an option [73]. The output is 
the same in both states that is 
 
𝑉𝑜 = [0 1] [
𝑖𝐿
𝑉𝑐
]                                                                                                                                                         (4.35)     
 
The averaged large signal model becomes the combination of the two states and obtaining the equivalent 
values. Substitute the state equations of the converter into equation (4.16) gives 
 
[
𝑖?̇?
𝑣?̇?
] = [
0
−(1 − 𝐷)
𝐿
1 − 𝐷
𝐶
−1
𝑅𝐶
] [
𝑖𝐿
𝑉𝑐
] + [
1
𝐿
0
] [𝑉𝑖𝑛]                                                                                                     (4.36) 
 
The output is seen in equation (4.35). Linearization takes place when we remove the steady state 
component from the large signal model and neglect the high order deviations to obtain the linear small 
signal model. 
 
In the steady state condition (?̇? = 0 ) is equal to zero. 
 
 
From equation (4.36) the steady state model can be obtained. Note the derivative terms are equated to 
zero and only the steady state variable of inductor current and capacitor voltage are considered. 
 
[
0
0
] =
[
 
 
 0
−(1 − ?̅?)
𝐿
1 − ?̅?
𝐶
−1
𝑅𝐶 ]
 
 
 
 [
𝑖?̅?
𝑣?̅?
] + [
1
𝐿
0
] [𝑉𝑖𝑛]                                                                                                          (4.37) 
 
To get the transfer function relationship consider   
 
0 = 𝐴𝑋 + 𝐵𝑈    = 𝑋 = −𝐴−1𝐵𝑈                                                                                                                            (4.38) 
 
𝑌 = 𝐶?̅? = −𝐶𝐴−1𝐵?̅?                                                                                                                                                 (4.39) 
 
So Y/U will give us the output input relationship. 
 
Equation (4.35) will be equal to equation (4.39) 
 
𝑉𝑜 = 𝐶𝐴
−1 [
1
𝐿
0
] [𝑉𝑖𝑛]                                                                                                                                                    (4.40) 
 
So for the steady state input output relationship using equation (4.37) 
56 
 
 
𝑉0 = −[0 1] [
0 0
−𝐿
1−?̅?
0] [
1
𝐿
0
] [𝑉𝑖𝑛]  =  
−𝐿
(1−?̅?)
 ⤬  
1
𝐿
                                                                                               (4.41)   
 
𝑉0
𝑉𝑖𝑛
=   
1
(1 − ?̅?)
                  𝑢𝑠𝑒𝑑 𝑓𝑜𝑟 𝐵𝑜𝑜𝑠𝑡 𝐷𝑒𝑠𝑖𝑔𝑛                                                                                           (4.42) 
 
So for the small signal transfer function using equation (4.36) we substitute the small signal deviations. 
Equation (4.43) shows the steady state component with small signal component  
 
 
[
𝑖𝐿 + 𝑖𝐿 
𝑣𝑐 + 𝑣𝑐
 
̇
] = [
0
−1+𝐷+𝑑
𝐿
1−𝐷−𝑑
𝐶
−1
𝑅𝐶
 ]  [
𝑖?̅? + 𝑖𝐿
?̅?𝑐 + 𝑣𝑐
] + [
1
𝐿
0
] [𝑉𝑖𝑛 + 𝑣𝑖𝑛]                                                                           (4.43)   
 
𝑉0 ̅̅̅̅ + 𝑣0 = [0 1] [
𝑖?̅? + 𝑖𝐿
?̅?𝑐 + 𝑣𝑐
]                                                                                                                                       (4.44)  
 
So if we remove the steady state part we left with the small signal model shown in equation (4.45) and 
(4.46) 
 
 
[
𝑖𝐿 
𝑣𝑐
 
̇
] =
[
 
 
 
 0
−1 + 𝐷
𝐿
1 − 𝐷
𝐶
−1
𝑅𝐶
 
]
 
 
 
 
 [
𝑖𝐿
𝑣𝑐
] + [
1
𝐿
0
] [𝑣𝑖𝑛] + [
𝑣𝑐
𝐿
−𝑖𝐿
𝐶
]𝑑                                                                                 (4.45) 
 
𝑣𝑜 = [0 1] [
𝑖𝐿
𝑣𝑐
]                                                                                                                                                        (4.46)  
 
where 
𝑖𝐿 ,𝑣𝑐 and d are small-signal perturbations about the steady-state values of  𝑖?̅?,?̅?𝑐 and ?̅? respectively. 
 
The transfer function we require would be controlling the output voltage using the control input of duty 
cycle. This is known as voltage control of boost converters. Using Laplace transforms the following equation 
can be used to get the transfer function [74]. 
 
𝑌(𝑠) = 𝐶(𝑠𝐼 − 𝐴)−1𝐵𝑈(𝑠)                                                                                                                                       (4.47) 
 
So for the transfer function of output voltage and duty cycle input used for voltage control. 
𝑣𝑜
𝑑
(𝑠) = 𝐶(𝑠𝐼 − 𝐴)−1𝐵            𝑢𝑠𝑒𝑑 𝑓𝑜𝑟 𝑐𝑜𝑛𝑡𝑟𝑜𝑙𝑙𝑒𝑟 𝑑𝑒𝑠𝑖𝑔𝑛 (𝑉𝑜𝑙𝑡𝑎𝑔𝑒 𝑐𝑜𝑛𝑡𝑟𝑜𝑙)                                      (4.48) 
 
where B in the input matrix for the duty cycle input (d) 
 
Matlab m file (appendix C) was used to get the transfer function of the designed boost converter from the 
state space model.  
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4.3.2 Controller design 
The controller design is based on the fact that the small signal model is linear. The majority of industry 
control is still done by Proportional integral (PI) or Proportional integral derivative (PID). These linear 
controllers are still able to do the job despite other numerous advancements in control systems. Their 
ability to work over a wide range of operating conditions makes them favourable [74]. The parameters of 
these controllers are well understood. The stability of the system will depend on the controller. Table 4.3 
shows the purpose of each parameter [82].  The parameters obtained of PI are for the small signal model 
not the large signal model (the actual system) which is nonlinear. 
 
Table 4. 3:Effects of controller parameters[74] 
Close Loop Response Rise Time Overshoot Settling Time Steady state error 
P decrease increase Small change decrease 
I decrease increase increases eliminate 
D Small change decrease decrease Small change 
 
 
The meaningful parameters used to define the behaviour of a system response are: [74] 
  
 Rise Time ; the time taken for the output voltage to go from 10% to 90 % of the final value 
 Peak Time; the time taken for the output to reach its maximum value. 
 Percentage overshoot; (max value- final value)/final value ⤬ 100. 
 Settling time 
 Steady state error; the difference between the set point reference and the final value achieved. 
 
A typical response of a second order system is shown in Figure 4.16. It also shows the defined parameters. 
Typically when designing a control system, you have to achieve certain targets for these parameters [74]. 
 
Figure 4.16: A typical response to a second order system[74] 
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Figure 4.17 shows how the complete system looks for a boost converter where the output voltage is being 
controlled by the duty cycle signal (d). Vref is the desired reference point. 
 
 
 
Figure 4.17: Controller setup[74] 
The PID controller can be represented as shown below in its Laplace transform state  
 
𝐺(𝑠) = 𝐾𝑝 +
𝐾𝑖
𝑠
+ 𝐾𝑑𝑠                                                                                                                                    (4.46) 
𝐾𝑝 is the proportional gain ,𝐾𝑖 is the integral gain and 𝐾𝑑 is the derivative gain. Proportional control is 
defined as the control action that occurs in direct proportion with the system error. A large proportional 
gain will result in a small error and hence a large control signal. 
 
The integral action allows the achievement of equality between the measured value and the desired value 
.The derivative action means that changes in the desired value may be anticipated [74].In most plants the 
derivative gain is not necessary and the controller just becomes a PI controller. Classical methods such as 
Ziegler Nichols can be used to find the optimum values of the gain parameters the performance of the 
closed loop system will be highly dependent on these gain parameters also optimisation algorithms like the 
metaheuristics can be used to find these optimum gain parameters but using these algorithms for optimum 
PI controller tuning will not be the focus of this dissertation. 
4.4   Summary 
 
This chapter reviews and discuss the need for MPPT in PV systems. Classical MPPT methods as well as 
computational intelligence methods are discussed. The comparison suggests that, computational 
intelligence methods have the advantage of searching for the GMPP under partial shading conditions. It is 
also found that under rapid increasing or decreasing of irradiance the PnO can get lost in tracking the MPP. 
Computational intelligence algorithms have been successfully been implemented in MPPT showing 
improved results. At steady state they converge to a particular optimum voltage or duty cycle value 
resulting in less oscillations compared to the fixed step size in PnO. The dynamic response is also superior 
because of the multiple agents looking for the MPP. In the literature the tracking efficiency of CI algorithms 
is also found to be better than the conventional optimisation algorithms. They converge closer to the 
required solution value resulting in producing a higher output PV power. 
The chapter also discuss how the small signal model of the boost converter is derived from the state space 
average technique.  
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Chapter 5: Particle Swarm Optimisation 
and The Firefly algorithm 
In this chapter the Firefly optimisation algorithm (FA) and the particle swarm optimisation (PSO) algorithm 
are introduced. They are then used in the implementation of the MPPT to find the optimum power under 
all atmospheric conditions. PSO and FA do not require gradient information of the objective function being 
optimized to find the optimum value [43] as opposed to the conventional algorithms. 
5.1      The Firefly algorithm 
 
The Firefly algorithm is a metaheuristic algorithm [29]. This algorithm was inspired by the behavior of 
flashing fireflies [29].  
 
 The light intensity at a distance r from the light source obeys the inverse square law. That is light intensity 
(I) keeps on decreases as the distance (r) increase (I α   
1
𝑟2
). Additionally, the “air keeps absorbing the light 
which becomes weaker with the increase in the distance. These two factors when combined make most 
fireflies visible at a limited distance, normally to a few hundred meters at night, which is quite enough for 
fireflies to communicate with each other” [28], [29]. 
 
5.1.1 Concept 
 
 
The algorithm follows the three basic concepts.  
 
 All the fireflies are unisex [29]. 
 “Attractiveness and brightness are proportional to each other, so for any two flashing fireflies, the 
less bright one will move towards the one which is brighter. Attractiveness and brightness both 
decrease as their distance increases” [29]. If the fireflies have the same brightness they will move 
randomly.  
 The brightness of the firefly is based on where it is located in the objective function. 
 
 
5.1.2 Light intensity and attractiveness 
 
There are two important concepts in the FA these are the variation in the light intensity and how the 
attractiveness is obtained [29]. To simplify the formulation the attractiveness of a firefly is obtained based 
on its brightness. The brightness is related to the objective function being optimized [29]. The 
attractiveness β is relative and should be judged by the other fireflies. Hence, it will change with the 
distance  𝑟𝑖𝑗 between firefly i and firefly j. The attractiveness will vary with the degree of absorption of light 
in the media [29]. Light intensity I(r) changes according to the inverse square law shown in equation (5.1). 
 
𝐼(𝑟) =
𝐼𝑠
𝑟2
                                                                                                                                                           (5.1) 
where 𝐼𝑠 is the source intensity. Given a medium with a constant light absorption coefficient γ, the light 
intensity I will change with distance r as shown in equation (5.2) [29].   
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     𝐼 = 𝐼0𝑒
−𝛾𝑟                                                                                                                                                     (5.2)                                
 
where  𝐼0 is the original light intensity. In the expression 
𝐼𝑠
𝑟2
   singularity at r=0 can be avoided by the 
combined effect of both equation (5.1) and absorption can be estimated by the Gaussian form 
 
     𝐼(𝑟) = 𝐼0𝑒
−𝛾𝑟2                                                                                                                                               (5.3)  
 
 
Since the firefly attractiveness varies linearly to the intensity experienced by adjacent fireflies. 
Attractiveness of a firefly can now be obtained by 
 
     𝛽 =  𝛽0𝑒
−𝛾𝑟2                                                                                                                                                   (5.4) 
 
where 𝛽0  is the attractiveness at r = 0. Equation (5.4) defines a characteristic distance Ӷ = 
1
√𝛾
⁄ over which 
the attractiveness varies significantly from 𝛽0  𝑡𝑜 𝛽0𝑒
−1   
 
The attractiveness function 𝛽(r) is selected to be a monotonically decreasing function. Equation (5.5) shows 
the basic form. 
 
   𝛽(𝑟) =  𝛽0𝑒
−𝛾𝑟𝑚  ,    (𝑚 ≥   1)                                                                                                                         (5.5)  
 
where m is an integer greater than 1 
For a constant γ, the characteristic length is 
 
 Ӷ =  𝛾
−1
𝑚⁄               1, m          ∞                                                                                                                          (5.6) 
 
The distance that separates any two fireflies i and j at 𝑥𝑖 and 𝑥𝑗, respectively, is the Cartesian distance 
 
𝑟𝑖𝑗 = ‖ 𝑥𝑖 − 𝑥𝑗 ‖ = √ ∑ (𝑥𝑖,𝑘 − 𝑥𝑗,𝑘)2
𝑑
𝑘=1                                                                                                           (5.7)  
 
where  𝑥𝑖,𝑘 is the kth component of the spatial coordinate 𝑥𝑖 of ith firefly, d is the dimension space. In 2-D 
case, we have 
 
𝑟𝑖𝑗 = √(𝑥𝑖 − 𝑥𝑗)2 + (𝑦𝑖 − 𝑦𝑗)2                                                                                                                           (5.8) 
 
 Firefly i will be attracted to another more attractive (brighter) firefly and will move towards it according to 
equation (5.9) 
 
𝑥𝑖 = 𝑥𝑖 + 𝛽0𝑒
−𝛾𝑟𝑖𝑗
2
 (𝑥𝑖 − 𝑥𝑗) +  𝛼 𝜖𝑖                                                                                                                 (5.9) 
 
where the second term in Equation (5.9) represents attraction. The last term in equation (5.9) is 
randomization with  𝛼 being the parameter used to randomise, and  𝜖𝑖   is a vector of random numbers 
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[29].  Equation (5.9) represents a random walk biased towards the brighter fireflies. If  𝛽0 = 0, it becomes a 
random walk. For most implementation, we can take 𝛽0 = 1. Figure 5.1 below shows the movement of the 
firefly. 
 
 
Figure 5.1 Trajectory movements of firefly 1[43] 
5.1.3 Algorithm parameters 
 
Proper tuning of the FA parameters is very necessary for global optimum searching [28]. The most 
important parameter in firefly algorithm is γ, it characterizes the variation of the attractiveness and it plays 
a very crucial role of how fast the algorithm converges and how the algorithm behaves [43]. In theory γ ϵ [0, 
∞] but when implementing γ is obtained by the characteristic length Ӷ of the system to be optimised. γ 
usually varies from 0.1 to 10 for most applications. The parameter 𝛼 allows the search process to escape 
the local search and search on the global scale [28], [29], [43]. 
 
5.1.4 Firefly algorithm in MPPT in PV systems 
 
In implementing the algorithm in MPPT, the PV voltage is chosen as the regulated variable and the 
objective function is chosen as the PV output power. The table 5.1 below shows how the FA terminologies 
match those of the PV systems. 
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Table 5. 1:Terminologies in FA and PV system [43] 
FA algorithm PV system 
Firefly position Voltage reference (𝑉𝑟𝑒𝑓) 
Distance Voltage difference (Δ𝑉𝑟𝑒𝑓) 
Attractiveness Exponential function of (Δ𝑉𝑟𝑒𝑓) 
Brightness  Power (𝑃𝑝𝑣) 
Brightest Firefly  Global maximum power (𝑃𝐺𝑏𝑒𝑠𝑡) 
Dimension(number of 
variables) 
One  
 
The position(𝑥𝑖) variable in equation (5.9) is considered as the voltage reference (𝑉𝑟𝑒𝑓), whereas the 
second and third terms of equation (5.9) can be considered as correcting the voltage references values. 
 
The purpose of the firefly is to obtain the best 𝑉𝑟𝑒𝑓 voltage value that gives the best PV power. The voltage 
controller method is used to find the MPP. This is shown in Figure 5.2 along with the whole system. The 
best 𝑉𝑟𝑒𝑓 value obtained by the FA is used as the reference for the comparator and the varying PV voltage 
tracks this reference.  The error is sent to the PI controller and the output of the control signal from the PI 
is used to create the pulse with modulation signal to switch the boost switches. 
 
 
 
Figure 5.2 The voltage control method[43] 
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First, 𝑉𝑟𝑒𝑓 is initialized and the number of fireflies is set to N. The power level of each firefly determines 
how it will be ranked. The global maximum power  𝑃𝐺𝑏𝑒𝑠𝑡 is initialised according to this power ranking. In 
the inner loop of Figure 5.3, the intensity of fly i is compared with that of fly j and j≠ i.                     
 
If Ppv, j > Ppv,i , the voltage reference is updated by  equation (5.9).  
For MPPT (dimension) d=1 Hence 𝑟𝑖𝑗 in equation (5.7) becomes  
 
    𝑟𝑖𝑗 = √(𝑥𝑖 − 𝑥𝑗)2                                                                                                                                                  (5.10)             
 
𝑃𝐺𝑏𝑒𝑠𝑡 is updated by ranking the flies. Equation (5.11) is the GMP convergence criterion.  
 
 | 𝑃𝐺𝑏𝑒𝑠𝑡 − 𝑃𝑝𝑣,𝑖 |  <  𝜖  𝑖 = 1…𝑁                                                                                                                          (5.11) 
 
where  𝜖 is the tolerance value [43].  
 
 
The flow chart below shows how the FA is implemented for the MPPT. 
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Figure 5.3 Firefly Flow chart for MPPT[43] 
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5.2 Particle Swarm Optimization 
 
PSO is a stochastic, population-based algorithm based on the movement of fish when they feed in nature. 
The PSO uses a population of agents (particles), where each agent is a candidate solution [29].  
 
Each particle has to obey two rules these are to follow the best performing particle in the swarm, and to 
move toward the best conditions found by the particle itself. By this way, each particle eventually evolves 
to an optimal or close to optimal [29]. The location of a particle is, therefore, determined by the best 
particle in the neighbourhood P best as well as the optimum solution discovered by all the particles in the 
entire swarm G best. The particle position xi is modified by using equation 5.12. Figure 5.4 shows the 
typical movement of particles in the optimization process. 
 
 
𝑥𝑖
𝑘+1 = 𝑥𝑖
𝑘 + 𝜑𝑖
𝑘+1                                                                                                                                               (5.12) 
 
The velocity is calculated by equation (5.13) 
 
𝜑𝑖
𝑘+1 = 𝑤𝜑𝑖
𝑘 + 𝑐1𝑟1{𝑃𝑖𝑏𝑒𝑠𝑡 − 𝑥𝑖
𝑘} + 𝑐2𝑟2{𝐺𝑏𝑒𝑠𝑡 − 𝑥𝑖
𝑘}                                                                               (5.13)  
 
where (w) is the inertia weight, r1 and r2 represent random variables distributed uniformly between [0, 1]; 
and c1, c2 are the cognitive and social coefficient, respectively. Pi best is the personal optimum location of 
particle i, and G best is the optimum location of the particles in the entire population [28], [75]. 
 
 
Figure 5.4 :Movement of particles in the optimisation process[75] 
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5.2.1 Algorithm parameters 
 
The first part of equation (5.13) is used to control the convergence behaviour of the PSO [28], [76]. The 
second part in equation (5.13) represents the personal ability of each individual particle. The cognitive 
component makes the particles biased towards their own best positions currently found [76]. The third part 
is the social component which represents how the swarm population come together to find the global best 
solution. The social component always attracts the particles toward the global optimum particle found so 
far [77]. 
 
Time varying parameters are introduced i.e., c1, c2 and w to effectively control the global search and 
convergence to the global best solution [77], [78]. Time varying parameters showed a significant 
performance of the PSO method [79]. A linearly varying inertia weight (w) over the generation is used. The 
mathematical representation of this concept is given by equation (5.14). The inertia weight is chosen such 
that the effect of 𝜑𝑖
𝑘  fades during the execution of equation (5.13). Thus, it is preferred to reduce the 
inertia weight values with time [43]. A common practise is to initially have a large inertia weight value for a 
better global search process and gradually reduce it to get refined solutions [80]. 
 
𝑤(𝑘) = 𝑤𝑚𝑎𝑥 − (𝑤𝑚𝑎𝑥 − 𝑤𝑚𝑖𝑛) ⤬
(𝑖𝑡𝑒𝑟)
𝑀𝑎𝑥𝐼𝑡
                                                                                                (5.14) 
 
where 𝑤𝑚𝑖𝑛 𝑎𝑛𝑑 𝑤𝑚𝑎𝑥  are the lower and upper values of the inertia weight, respectively. 
 
The search towards optimum convergence depends on tuning of the cognitive component and the social 
component. Kennedy and Eberhart [81] illustrated that excessive wandering of particle solutions through 
the search space will occur if a relatively high value of the cognitive component is selected compared with 
the social component. The cognitive component is increased and the social component is decreased at the 
beginning this will allow the particles to explore the search space and not converge towards the particle 
best [79]. At the latter part of the optimization, having a small c1 and a big c2 will make the particles to 
converge to the global best.  
This is mathematically represented as follows [75]. 
 
𝑐1(𝑘) = 𝑐1𝑚𝑎𝑥 − ( 𝑐1𝑚𝑎𝑥 − 𝑐1𝑚𝑖𝑛)   ⤬
𝑖𝑡𝑒𝑟
𝑀𝑎𝑥𝐼𝑡
                                                                                               (5.15) 
 
 
𝑐2(𝑘) = 𝑐2𝑚𝑖𝑛 + ( 𝑐2𝑚𝑎𝑥 − 𝑐2𝑚𝑖𝑛) ⤬
𝑖𝑡𝑒𝑟
𝑀𝑎𝑥𝐼𝑡
                                                                                                  (5.16) 
 
where 𝑐1𝑚𝑖𝑛, 𝑐1𝑚𝑎𝑥, 𝑐2𝑚𝑖𝑛 and 𝑐2𝑚𝑎𝑥 are constants. They represent the lower and upper bounds of each 
parameter. 
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5.2.2 PSO algorithm for MPPT in PV systems 
 
The voltage controller method is used again shown in Figure 5.2. The particle position  𝑥𝑖 is considered as 
𝑉𝑟𝑒𝑓. The velocity component is the correction factor to find optimum value of 𝑉𝑟𝑒𝑓. The objective function 
to optimize is output Power. 
 
Figure 5.5 shows the flow chart of how the PSO is used for MPPT 
 
The power of each particle Ppv,i is obtained by multiplying the sampled voltage (Vpvi ) and current (Ipvi) 
coming from the PV array. The algorithm then checks whether this voltage reference value will produce a 
better PV power which is its individual fitness value by evaluating equation (5.17) [41], [89]: 
 
𝑃𝑝𝑣𝑖 > 𝑃𝑝𝑣 , 𝑖 − 1                                                                                                                                                         (5.17) 
 
If (5.17) is satisfied, the individual fitness value (pbesti) is updated; otherwise, pbesti keeps its current 
value. 
“Ppv,i is then checked against the power of the other particles to see if the global fitness value (gbest) 
requires updating”[89]. Finally, the convergence criterion is defined in equation (5.18). The equation is used 
to check that all the particles converge to the GMP.   
 
 | 𝑃𝑝𝑣,𝑔𝑏𝑒𝑠𝑡 − 𝑃𝑝𝑣,𝑖 |  <  𝜖  𝑖 = 1…𝑛                                                                                                                   (5.18) 
 
where  𝜖 is the tolerance value.  
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Figure 5.5:Particle swarm optimisation flow chart for MPPT[89] 
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5.3    Summary 
 
The chapter explains the PSO and FA stochastic optimization techniques and how they are applied in PV 
MPPT. The FA has two tuning parameters that allows it to search for global optimization these are gamma 
(γ), it characterizes the variation of the attractiveness and it plays a very crucial role on how fast the FA 
converges. For most applications, it usually changes from 0.1 to 10. The other parameter alpha (𝛼) allows 
the search process to escape the local search and search on the global scale. 
The PSO has three parameters the inertia weight (w), cognitive component (c1) and the social component 
(c2). In the literature it was found that time varying of the PSO parameters produces more accurate results. 
In this dissertation time varying parameters of the PSO were used. 
 The convergence of the PSO and FA relies heavily on good selection of these parameters.  
In PV MPPT the voltage control method is suggested. This method includes additional circuitry of a PI 
controller. Both the FA and PSO are optimising the best voltage value as the variable solution that will 
produce the best PV output power. The objective function to be optimised is the PV power.    
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Chapter 6: Simulation Results 
 
This chapter describes the implementation and testing of the proposed MPPT controls of PV power systems 
in MATLAB/SIMULINK environment. Five MPPT algorithms are implemented. The computational 
intelligence algorithms are shown to be superior compared to conventional algorithms.  
 
6.1    System design 
 
Figure 6.1 shows the SIMULINK model. To perform the tracking of maximum power, the different 
optimisation algorithms are implemented. As seen from the Figure 6.1 the voltage control method was 
used were the algorithm searches the best voltage value (Vref) which is the best voltage that would 
produce the best output power and sets as the reference voltage value and then the PV output voltage 
tracks this reference voltage value. The PI controller parameters are tuned on a trial and error basis. The 
output of the control signal is then compared with the high frequency signal to produce the PWM that can 
be used to switch the mosfet. 
 
 
 
Figure 6.1 :Complete PV system 
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6.2 PV modelling and validation at STC 
 
A Built-in Simulink PV model the 1soltechl sTH-215-P was used to verify its parameters, this built in model is 
from an actual PV module (see appendix A). Table 6.1 shows the parameters of the built-in module. These 
parameters were used to create a block diagram (see appendix B) of the module using the general PV 
model equations (2.1) - (2.7). Figure 6.2 shows the block in Simulink. 
 
Table 6. 1:SIMULINK Built in PV module Parameters 
Parameters Values 
Maximum power (Watts)  213.15 
Open circuit Voltage    𝑉𝑜𝑣   (Volts) 36.3 
Short circuit current  𝐼𝑠𝑐  (Amps) 7.84 
Maximum power point Voltage  𝑉𝑚𝑝 (Volts) 29 
Maximum power point current 𝐼𝑚𝑝 (Amps) 7.35 
Temperature coefficient of 𝑉𝑜𝑐  (%/deg.C) -0.36099 
Cells per module  60 
Temperature coefficient of 𝐼𝑠𝑐  (%/deg.C) 0.102 
Photocurrent (Amps) 7.8649 
Reverse saturation current (Amps) 2.9259^-10 
Diode ideality factor 0.98 
Series resistance 𝑅𝑠 (ohms) 0.39 
Shunt resistance 𝑅𝑠ℎ (ohms) 313.40 
 
 
 
Figure 6.2:The built PV module 
 
Figure 6.3 and Figure 6.4 show the results of the P-V and I-V curves respectively of the variation of Rs to 
obtain the maximum power on the data sheet. The initial Rs and Rsh were from the Matlab built-in PV 
module. Rsh was kept constant at 313.40 ohms whist changing Rs. 
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Figure 6.3: P-V curve of Variation of Rs with Rsh constant 
 
From the curves it can be seen that the parameters of Rs and Rsh shown in Table 6.1, used in the built-in 
Matlab module do not produce the stated output power of 213.15 W instead it produces 212.1 W. Rs at 
0.45 ohms produced 209.1W,Rs at 0.2 ohms produced 222.6W and Rs at 0 ohms produced 233.1W. The 
variation of Rs is consistent with literature i.e as Rs reduces the power increases or vice versa as can be 
seen in Figure 2.9. 
 
 
Figure 6.4: I-V curve of variation of Rs with Rsh constant 
Now Rs is kept constant at 0.39 ohms and Rsh value is varying to see its effect on power and current. Figure 
6.5 and Figure 6.6 show the P-V and I-V curves respectively of the results. 
73 
 
 
 
                                                                                             
(a) The whole P-V curve 
 
(b) Zoomed at MPP 
Figure 6.5:P-V curve varying Rsh with Rs constant 
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Figure 6.6:I-V curve varying Rsh with Rs constant 
It can be observed in Figure 6.5 (b) that when Rsh=10000 ohms it is closer to the datasheet power of 215W 
(appendix A) as it produces an output power of 214.7W. The Matlab built in model parameters of Rsh 
=313.40 yields a power of 212.1 W which is not close to the data sheet value. The variation of Rsh is 
consistent with the literature where it is suggested that an increase in Rsh will result in an increase in 
power until Rsh reaches a value where the power will not change anymore if it keeps on increasing. 
 
Finding the best combination of Rs and Rsh to give the best approximation of power closer to the 
experiment value of the module datasheet can be a challenging task. Optimisation algorithms can also be 
used to find the best combination. It is not the objective of this dissertation to find the best parameters for 
the module. The Matlab built in PV model seen in Figure 6.1  with parameters of Table 6.1 is used for all the 
simulations to follow in this dissertation to reduce loop errors that exist when a self-built model is used.  
The Matlab built in PV model of Figure A. 2(Appendix A) is connected in series with a bypass diode across 
each module to form a PV string as shown in Figure 6.1. The PV string consists of 5 modules. Table 6.2 
shows the calculations of the string. 
 
Table 6. 2:PV String of 5 modules in series 
Module Parameter (STC) Value 
Maximum power (W) 213.15⤬5 =1065.75 
Maximum voltage  (V) 29⤬5=145 
Current at max power (A) 7.35⤬1=7.35 
Open circuit voltage (V) 36.3⤬5=181.5 
Short  circuit current (A) 7.84⤬1=7.84 
 
Figure 6.7 and Figure 6.8 show the P-V and I-V curves of the string whilst varying temperature and keeping 
irradiance constant at 1000𝑊 𝑚2⁄  . 
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Figure 6.7:P-V curve showing variation in tempreture with irradience constant 
 
 
Figure 6.8:I-V curve of variation of tempreture with irradience constant 
The simulation results are consistent with literature. 
 
Figure 6.9 and Figure 6.10 show the P-V and I-V curves with temperature kept constant at 25 °C and 
irradiance varying. 
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Figure 6.9:P-V curve of variation in irradience with tempreture constant 
 
 
Figure 6.10:I-V curve of variation in irradience with tempreture constant 
 
The results are consistent with literature where the PV power increases with increase in irradiance and also 
as irradiance increases the short circuit current increases. 
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6.3   Boost Converter Design and Control 
 
The boost converter is modelled in Simulink. The circuit diagram is shown in Figure 6.11. The boost 
converter was tested with a DC source and a pulse generator to see if it performs as expected. Table 6.3 
shows the parameters of the boost converter and Table 6.4 shows the boost converter parameters that 
were calculated using equations (2.16), (2.17), (2.19) and (2.20).  
 
Figure 6.11:Boost converter 
Table 6.3:Boost converter specification 
Specifications Value unit 
   
Input Voltage (PV 
voltage at STC) 
145 V 
Input current (PV 
current at STC) 
7.35 A 
Output voltage 300 V 
Input Current ripples 
(3%) ∆𝐼𝐿 
0.2205 A 
Voltage output 
ripple (2%) ∆𝑉𝑜𝑢𝑡 
6 V 
Input power (output 
power of PV at STC) 
1065.75 W 
Switching frequency 20 kHz 
 
Table 6.4:Boost conerter Parameters 
Calculated Value Unit 
Duty cycle, D 51.600 percent 
Load resistance , 𝑅𝑜 84.440 Ω 
Output current, 𝐼𝑜 3.552 A 
Inductance, L 0.017 H 
Capacitance ,C 1.5273𝑒−5 F 
 
 
Figure 6.12 shows the simulation results of the converter and Figure 6.13 shows the zoomed results 
showing how the voltage is changing. 
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Figure 6.12: Boost conveter output voltage 
 
Figure 6.13: Zoomed  boost conveter output voltage 
 
The results show that the converter is performing as expected according to the design specifications. 
 
The state space small signal model of the boost converter discussed in chapter 4 is implemented in the 
Matlab mfile to produce the transfer function. The parameters of the boost of R, L and C are the same as 
seen in Table 6.4. The mfile code to get the small signal model is given in appendix C. After getting the 
transfer function classical methods such as the Ziegler Nicolas is used to find the controller parameters that 
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would give the best closed loop response in terms of a short settling time, small overshoots, zero steady 
state error and an appropriate rise time. The transfer function obtained is shown in equation (6.1). 
 
                        
𝑉0
𝑑
=
 −4.8091 ⤬ 10^5 (𝑠 − 1168)
(𝑠2 + 775.3𝑠 + 9.057 ⤬ 10^5)
                                                                                      (6.1) 
 
It can be seen that it is a second order system, this is expected because of the two variables that exist. 
There is a zero on the right of the s plane which agrees with literature. Figure 6.14 shows the root locus of 
the system. 
 
 
Figure 6.14: Root Locus of the Boost Converter 
 
It can be seen that there are two complex poles on the left of the s plane. 
 
 
 
Figure 6.15:Closed loop control of the boost conveter 
e 
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The purpose of the controller is to make the error (e), that is, the difference Vref and Vout to be zero. It 
should be noted that the d signal (duty cycle) in Figure 6.15 is limited between 0 and 1. A PI controller was 
used in the closed loop system. The SISO tool in Matlab was used to find the parameters of P and I. The 
Ziegler Nicholas step response was used until a stable response was found. Figure 6.16 shows the Matlab 
SISO tool with the boost converter transfer function. Equation 6.2 shows the PI controller G(s). 
 
𝐺(𝑠) = 𝐾𝑝 +
𝐾𝑖
𝑠
   =
𝐾𝑖(1 + 𝑠
𝐾𝑝
𝐾𝑖
)
𝑠
                                                                                            (6.2) 
 
 
Figure 6.16:PI parameters found using the sisotool 
 
 
Figure 6.17 :Closed loop root Locus editor of the boost transfer function in SISO tool. 
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Figure 6.18:Corosponding step response of the transfer function in sisotool 
The SISO tool was used to find a stable response. The closed loop poles shown in Figure 6.17 were moved 
along the loci until a stable step response shown in Figure 6.18 was found. The corresponding P and I gains 
can be found by matching equation 6.2 and the values found in Figure 6.16. The PI parameters calculated 
are shown in equations 6.3 and 6.4. 
 
𝐾𝑖 = 0.227                                                                                                                                            (6.3) 
 
𝐾𝑝 = 𝐾𝑖 ⤬ 0.004 = 0.00090896   = 9.0896𝑒
−4                                                                       (6.4)             
 
 
These parameters were also tested in a Matlab mfile with the corresponding transfer function and the 
closed loop response is shown in Figure C. 1 (Appendix C). These parameters make the model stable but it 
should be noted that this is a linear model of the real system of the boost converter so the hope is that 
these parameters can be used on the actual system (large signal) and perform relatively the same. Figure 
6.19 shows the boost converter in closed loop with the controller. The PI parameters found were inputted 
in the PI block to see how the actual system would perform. A reference of 200 V was used as a set point to 
see if it would be tracked. Then different step references of 100V, 250V and 150V were used. Other Ki and 
Kp values were used to show the robustness of the controller. Figure 6.20 and Figure 6.21 show the results. 
The PWM block is used to compare the control signal with the 20 kHz high frequency signal to produce the 
pulse that switches the mosfet. 
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Figure 6.19:Closed loop system of the Boost converter 
 
 
Figure 6.20: PI controller performance with a refrence of 200V 
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Figure 6.21 :PI controller performance with step refrences 
The above results show that different PI parameters will produce different performances. There are infinite 
solutions that can be obtained so the idea is to find parameters that work according to performance 
specifications. From Figure 6.20, the parameters found using the SISO tool can be seen as not been able to 
fast track the set point, these parameters gave a guideline of where other solutions can be found. The Kp 
gain is made to remain constant at 9.0896𝑒−4  and Ki gain was varied. It can be observed that a Ki gain of 
200 gives a better performance than the one calculated by the SISO tool which is 0.227. 
 
Figure 6.21 shows that the set point ref is able to be tracked for the different step changes. It should be 
noted that optimum PI parameters can also be found by defining a mathematical multi objective function 
then using optimisation algorithms to find the best parameters according to the function. However, this 
dissertation is not focusing on this area. 
 
6.4    MPPT using conventional algorithms and metaheuristic algorithms 
 
In this section five optimisation algorithms are compared under different atmospheric conditions for 
maximum power point tracking in solar PV systems these are the perturb and observe (PnO), Incremental 
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conductance (IC), Fuzzy logic (FL), Particle swarm optimisation (PSO) and the Firefly algorithm (FA). The 
complete system can be seen in Figure 6.1. 
6.4.1 Principle of load matching according to the system design 
 
Considering the PV system setup of 5 modules in series (Table 6.2) for maximum power to be produce a 
load of 19.727 ohms has to be used if a direct connection is used i.e. shown in equation (6.5). Assuming at 
STC. Appendix D shows the results of a direct connection with a 19.727 ohms load. 
 
𝑉𝑚𝑝𝑝
𝐼𝑚𝑝𝑝
 =  
145
7.35
 = 19.727 𝑜ℎ𝑚𝑠                                                                                                                         (6.5) 
 
So if a load of 84.440 ohms is used with this PV system in a direct connection maximum power will not be 
extracted as in our system design. Figure 2.16 illustrates that when a direct connection is made the same 
voltage is across both the PV module and load, and the same current runs through the PV module and load. 
The intersection of the two curves i.e., the I-V curve and load curve is the operating point. From Ohms law 
as resistance increases, the intersection point moves along the PV I-V curve from left to right therefore PV 
power will vary accordingly. 
 
 Figure 6.22 shows MPPT using a boost converter 
 
 
Figure 6.22: Connection of the Boost converter with the solar array 
Using equation (2.16) and (2.17) the input resistance seen by PV module (R equivalent) is related to the 
output load impedance (R load) as shown in equation (6.6): 
 
 
𝑅𝑒𝑞𝑢𝑖𝑣𝑎𝑙𝑒𝑛𝑡 =
𝑉𝑖𝑛
𝐼𝑖𝑛
=
(1 − 𝐷)𝑉𝑜𝑢𝑡
𝐼𝑜𝑢𝑡
1 − 𝐷
= (1 − 𝐷)2
𝑉𝑜𝑢𝑡
𝐼𝑜𝑢𝑡
 
 
                                                                                             = (1 − 𝐷)2𝑅𝑙𝑜𝑎𝑑                                            (6.6) 
 
By changing (D), R equivalent can be equated with the best load resistance at which the maximum power 
will be produced from the solar PV systems. Equation (6.6) is solved for duty cycle 
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𝐷 = 1 − √
𝑅𝑒𝑞𝑢𝑖𝑣𝑎𝑙𝑒𝑛𝑡
𝑅𝑙𝑜𝑎𝑑
                                                                                                                                        (6.7) 
 
where 𝑅𝑒𝑞𝑢𝑖𝑣𝑎𝑙𝑒𝑛𝑡  𝑖𝑠 the same as equation (6.5). So in this setup the duty cycle becomes 0.516 as seen in 
Table 6.4. 
6.4.2 Algorithm efficiency at static atmospheric conditions 
The optimisation algorithms were tested under static irradiance with temperature kept constant at 25°C 
and the DC load is also kept constant at the rated value of 84.44 ohms. This was done to investigate the 
performances of algorithms in terms of steady state error and tracking efficiency. It should be noted that 
the P-V curve landscape is unimodal under static irradiance meaning that there is one local maximum 
power point (LMPP) which is also the global maximum power (GMP). It is expected that the deterministic 
algorithms i.e, PnO and IC should have no problem in tracking the MPP in this landscape. 
 A population of reference voltages (Vref) is created for the stochastic algorithms. Table 6.5 shows the 
parameters used for the algorithms for optimum GMP searching. A step size of 2V was selected for the PnO 
and IC. For the fuzzy logic the step size varies according to how far ∆E(k) is from the MPP and is calculated 
by the rule base Table. Appendix E shows the fuzzy logic setup of inputs and outputs. The optimal 
parameters selection for the PSO and FA were obtained based on a concept from the literature [30], [83], 
[84], [85]. The optimal parameter selection of (α) and (γ) for the Firefly algorithm and (c1, c2 and w) for the 
PSO were selected based on running a series of tests to find out which values converge close to the 
optimum value. Initial selection of these parameters was obtained by testing benchmark functions of 
Sphere, Ackley, Rosenbrock, Rastrigin and Griewank. The Max iteration of 40 was selected on the basis that 
convergence had occurred. The population of 7 was selected to reduce the number of iterations when 
solving the problem. The search space was between 80V and 180V, this search space was selected based on 
knowledge of the likely location of the optimum solution. The random Vector of Vref voltages selected was 
[137V, 130V, 110V, 140V,125V, 135V, 150V] this was based on the vicinity of where the MPP is likely to 
occur. For PnO, IC and Fuzzy logic the starting point ( 𝑉𝑃𝑉(𝑘 − 1)  ) of the perturbation was selected to be 
80% of the open circuit voltage  𝑉𝑜𝑐 , this was found to be where the MPP voltage is likely to occur. The 
direct connection of the design load (84.44 ohms) to the PV system was also investigated to find out how 
much power is lost. 
 
Table 6.5:Optimisation algorithm parameters 
Parameters PSO FA PnO Fuzzy Logic IC 
Population 7 7    
Max 
iteration 
40 40    
𝑤𝑚𝑎𝑥 1     
𝑤𝑚𝑖𝑛 0.1     
𝑐1𝑚𝑎𝑥 2     
𝑐1𝑚𝑖𝑛 1     
𝑐2𝑚𝑎𝑥 2     
𝑐2𝑚𝑖𝑛 1     
𝛼  0.2    
𝛾  1    
Step size   2V variable 2V 
Boundaries 80V-180V 80V-180V    
Dimension 1 1 1 1 1 
Variable voltage voltage voltage voltage voltage 
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A series of simulations were performed to find out how much power can be extracted with the algorithms 
under different constant irradiance with temperature kept constant at 25°C. Figure 6.23 shows the PV 
power results of the simulation at an irradiance of 1000 W/m2 i.e., STC for the PnO and IC. The MPP 
indicated on every Figure represents the theoretical maximum power point. Figure 6.24 shows the 
corresponding voltage and Figure 6.25 shows the current.  
Figure 6.26 shows the extracted power by the PSO, FA and Fuzzy logic. Figure 6.27 and Figure 6.28 show 
the corresponding PV voltage and current respectively. 
 
Further simulations were performed for an irradiance of 800, 600 and 500 W/m2 to investigate the 
performance of the algorithms. The theoretical maximum power (MPP) can be seen on the P-V curves of 
Figure 6.9. To calculate the efficiency equation (4.1) is used. Table 6.6 shows the complete results of the 
performance of the algorithms. The (800 W/m2, 600W/m2 and 500W/m2) simulation results of the PV 
power extracted can be seen in Appendix F. Figure 6.29 shows the convergence speed of the algorithms at 
STC. Speed of convergence was not compared as this depends on where the initialisation of Vref begins. 
The energy lost due to a direct connection is also calculated and can be seen in Table 6.6. 
 
Figure 6.30 shows the search process of the FA to find the best voltage (Vref) that gives the best PV power. 
The PV voltage takes time to converge with the Vref because of the PI parameters. Fine tuning of this PI 
controller can be a challenging task. 
 
For the Figures indicated, a potion was zoomed in to make it clear. The circle in the Figures indicates were 
the zoomed in section was done. 
 
 
 
(a) MPP tracking for 0.1s duration 
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(b) MPP tracking at 0.03s 
 
Figure 6.23: Extracted PV power under an irradience of 1000 W/m2 by the PnO and IC 
 
 
Figure 6.24: PV Voltage at STC 
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(a) PV current  for 0.1s duration 
 
 
(b) PV current at 0.04s 
Figure 6.25: PV Current at STC 
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(a)  MPP tracking for 0.1s duration 
 
(b)  MPP tracking at 0.04s 
 
Figure 6.26: Extracted PV power under an irradiance of 1000 W/m2 by the PSO, FA and Fuzzy 
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(a) PV Voltage for 0.1s duration 
 
 
 
(b) PV Voltage at 0.04s 
 
Figure 6.27: PV Voltage at STC for the PSO, FA and Fuzzy 
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(a) PV Current for 0.1s duration 
 
 
 
 
(a) PV Current at 0.03s 
Figure 6.28 PV current at STC 
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Figure 6.29: Convergency speed of algorthms at STC 
 
 
Figure 6.30 :Search process of the FA in finding best voltage (Vref) 
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Table 6.6:Performance of the algorthms at different static  irradience 
Irradiance(W/𝐦𝟐) 1000 800 600 500 
Theoretical 𝐏𝐦𝐚𝐱 from PV 
curve(watts) 
1065.75 858.9 647.5 539.9 
PnO 
MPPT 
Pmppt (W) 1060 850 642 538 
Efficiency (%) 99.5 98.9 99.2 99.6 
IC 
MPPT 
Pmppt (W) 1060 852 643 538 
Efficiency (%) 99.5 99.2 99.3 99.6 
Fuzzy 
MPPT 
Pmppt (W) 1064 858 646 538.5 
Efficiency (%) 99.8 99.9 99.8 99.7 
PSO 
MPPT 
Pmppt (W) 1064.5 858.9 647 539.5 
Efficiency (%) 99.8 100 99.9 99.9 
FA 
MPPT 
Pmppt (W) 
 
1062 858.9 646.5 539.5 
Efficiency (%) 99.6 100 99.8 99.9 
Direct connection 
Power (W) 
363 353 340 330 
Power loss due to 
Direct connection (%) 
65.9 58.9 47.5 38.9 
 
 
Table 6.6 shows that all algorithms were able to track at static atmospheric conditions at high efficiencies 
from high insolation to low insolation levels. As expected, the PnO and IC ring once steady state has been 
reached (Figure 6.23 (b)) this is because of the constant step size of 2 V. The ringing of the Fuzzy Logic is 
minimum because it creates a variable step size depending on how far it is from the MPP, the step size is 
according to the rule base table. The CI based stochastic algorithms have the least amount of ringing at 
steady state this is expected because of their nature of searching. For the PSO, once the optimum Vref has 
been found the velocity of the particles reduces close to zero hence there is minimum ringing. For the FA 
once the flies converge to the brightest firefly there is less ringing. It can also be seen that a substantial 
amount of power is lost if a direct connection is made due to the impedance mismatch between the PV 
module and the load. Equation (6.8) was used to calculate the power loss due to direct connection. 
 
Power loss due to direct connection (%) = 
𝑇ℎ𝑒𝑜𝑟𝑒𝑡𝑖𝑐𝑎𝑙 𝑃𝑚𝑎𝑥−𝐷𝑖𝑟𝑒𝑐𝑡 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑖𝑜𝑛 𝑝𝑜𝑤𝑒𝑟
𝑇ℎ𝑒𝑜𝑟𝑒𝑡𝑖𝑐𝑎𝑙 𝑃𝑚𝑎𝑥
 ⤬ 100            (6.8) 
6.4.3 Performance of the five algorithms under rapid varying irradiance 
 
 A rapid varying solar irradiance profile was used to test the performances of the algorithms. The 
temperature was still kept constant at 25°C. Figure 6.31 shows the irradiance profile used and Figure 6.32 
shows the results of the PV power tracked by the PnO and IC. The corresponding PV voltage and PV current 
are shown in Figure G. 1 and Figure G. 2 of appendix G. It should be noted that all five modules in the string 
received the same irradiance at the same time so the P-V curve landscape is still unimodal. It should also be 
noted that because the direct connection is not viable and adequate, it was not included in the rest of the 
simulations. 
Three points were zoomed in from Figure 6.32 (a) these are (b), (c) and (d). It can be observed that the 
PnO lost track of the MPP at time 0.36s in Figure 6.32(b) and time 1.2s to 1.6s in Figure 6.32 (c). This is 
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due to the fact that the algorithm fails to distinguish the power increases, whether it is from perturbation 
or a change of irradiance. As the irradiation increases, the operating point moves away from the MPP. 
 
 
Figure 6.31 :Varying Irradience profile 
 
 
(a) MPP tracking during the 2s test profile 
 
b 
c 
d 
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(b) MPP tracking at fast change in solar irradiance at 0.35s 
  
 
 
 
(c) MPP tracking at fast change increase in solar irradiance at 1.2s 
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(d) MPP tracking at constant irradiance at 1.6s 
 
Figure 6.32: MPP tracking by the PnO and IC controllers at different changes in weather conditions 
 
The same irradiance profile of Figure 6.31 was used to test for varying irradiance for the CI algorithms that 
is the PSO, FA and Fuzzy logic. Figure 6.33 shows the results. The same points as the one for the PnO and IC 
results were zoomed in to examine the difference, see Figure 6.33 (b), (c) and (d). 
 
 
(a) MPP tracking during the 2s test profile 
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(b) MPP tracking at fast change in solar irradiance at 0.35s 
 
 
 
 
 
(c) MPP tracking at fast change increase in solar irradiance at 1.2s 
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                                                                            (d) MPP tracking at constant irradiance at 1.6s 
 
Figure 6.33: MPP tracking by the PSO, FA and Fuzzy controllers at different changes in weather 
conditions 
 
 
The power loss caused by this misinterpretation of the PnO algorithm is not significant this is because the 
MPPT is fast enough. The IC tracked the MPP without getting lost but it can be observed in Figure 6.32 (a) 
that the ringing at steady state becomes less with increases in irradiance. The PSO, FA and Fuzzy were able 
to track the MPP without having any complications as seen in Figure 6.33 (a). The fuzzy logic, PSO and FA 
tracked accurately with minimum ringing and followed the theoretical MPP as close as possible. This 
suggests that these controller give the best performance. PSO and FA have the least amount of ringing 
compared to the other algorithms this can be seen in Figure 6.33 (b), (c) and (d). 
6.4.4 The effects of the step size for the PnO algorithm 
 
`The PnO algorithm requires a step size to find the MPP. A trade-off is required between accuracy and 
speed. In this section, different step sizes of perturbation are used to show that a big step size will tack the 
MPP faster but will ring more at steady state whilst a small step size is slow but will rings less at the MPP. 
For this study, four step sizes were chosen that is, 0.3V, 1V, 3V and 5V. Figure 6.34 shows the PV power 
results. The test was done at a constant irradiance of 1000 W/m2 and 25 °C i.e. STC. Figure 6.35 shows the 
speed of the different step sizes. As the results indicate an appropriate trade- off has to be chosen. 
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(a) MPPT of different step sizes of the PnO for 0.1s 
 
 
 
 
 
(b) MPPT at 0.04s 
Figure 6.34: Effects of different  step size for the PnO under STC 
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Figure 6.35: Convergency speed of the different step size 
6.4.5 Partial shading conditions 
 
For the static irradiance and the varying irradiance tests the P-V curve landscape has been unimodal and 
the superiority of the stochastic optimisation was not seen other than less oscillations at steady state as all 
algorithms were able to find the MPP. Under partial shaded conditions (PSC), the P-V curves now becomes 
multimodal the ability of the stochastic algorithms to search locally and globally in a multimodal function 
will be investigated. The PnO will be used to show why a gradient based algorithm is not reliable in tracking 
the GMPP under a multimodal function. As mentioned in the optimisation chapter for deterministic 
algorithms, they are very sensitive to the starting point. The PnO will be made to start at different points 
close to a local peak or global peak this is done to see if it will converge to the peak it’s close to. The IC is 
also a gradient based algorithm similar to PnO, so it is not included in this comparison. The Fuzzy logic is 
usually implemented with another algorithm like artificial neural networks, PSO or other global searching 
algorithms to form a hybrid for it to find the GMPP in a multimodal environment so it was not considered. 
 
Five PSC patterns are produced by exposing the PV at different irradiance on each module of the five 
modules connected in the string. Table 6.7 shows the irradiance for the different patterns. The I-V curves of 
these patterns can be found in Appendix H. 
 
Figure 6.36 shows the P-V curve of pattern1.  
 As can be seen from Figure 6.36, the GMPP occurs at 746.8 watts at a voltage of 122.2V. The 
corresponding regulated PV voltages can be found in Appendix I. 
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Table 6.7:Irradiences exposed to each module (𝑾 𝒎𝟐⁄  ) 
Pattern 1 Pattern 2 Pattern 3 Pattern 4 Pattern 5 
1000 400 300 300 900 
1000 400 300 1000 400 
800 600 600 800 800 
1200 800 800 1200 1000 
500 1000 1000 900 700 
 
 
Figure 6.36 P-V curve of  Pattern 1 
Figure 6.37 shows the results of the power tracked by the PSO and FA 
 
(a) GMPP tracking during 0.1s duration 
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(b) GMPP tracked at 0.03s 
Figure 6.37 :PV power tracked by the PSO and FA 
It can be seen that the GMPP and the LMP3 are found but the algorithms were able to distinguish which 
MPP gives the highest power and converged to the GMPP. The PSO converged at the GMPP and the FA was 
very close to the GMPP as seen in Figure 6.37 (b).  
 
 Figure 6.38 shows the results of the PV power tracked by the PnO algorithm and the different starting 
points. From the profile there are four peaks, 3 local peaks and 1 global peak. The PnO algorithm was made 
to start from 0V, 60V, 100V and 140V and a constant step size of 2V was chosen. 
 
 
 
(a) MPPT for the 0.1s duration  
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 (b)  MPPT at 0.03s  
Figure 6.38 MPPT of the PV power for pattern1 by the PnO 
It can be seen from Figure 6.38 (a) that starting the PnO from different stating points yields different 
results. If the algorithm is started from 0V and from 60 V, it converges to LMP2 (645.4W). If it is started 
from 100V the algorithm converged to the global MPP, (746.8W) and if it started at 140V the algorithm 
converged to LMP3 (618.5W). As expected, as soon as the PnO algorithm detects a peak it converges to it. 
 
Figure 6.39 shows the P-V curve of pattern 2. Figure 6.40 shows the results for the FA and the PSO 
converging close to the GMPP. 
 
 
Figure 6.39: P-V curve Pattern 2 
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(a)  MPP tracking during 0.1s 
 
 
(b)  MPP tracking at 0.03s   
Figure 6.40: PSO and FA converging close to GMPP 
 
Figure 6.41 shows the exploration process of the FA in finding the best Vref value. The value at which the 
FA converged is 154V whilst the GMPP convergence occurs at 156.1V.The PI controller takes time to find 
the reference as the parameters were found based on trial and error. 
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Figure 6.41 :Exploration process of Fireflies to find best Vref 
 
Figure 6.40 shows that the PSO and FA were able to find the global maximum point of pattern 2. There is a 
little amount of ringing that occurs at steady state as seen in Figure 6.40 (b). 
 
For pattern 2 the PnO was made to start from 0V, 40V, 70V and 120V.  Figure 6.42 shows the PnO algorithm 
converging to the GMPP despite the different starting points of the algorithm. It can be seen that the one 
that starts at 120V converged quicker then followed by 70V, 40V and then 0V. The results are unexpected 
as the one that starts from 0V and 40V skipped all the LMP of pattern 2, the peaks that were skipped can be 
observed in Figure 6.42 especially for the PnO that starts at 0V and eventually converged to the GMP and 
the one that starts at 70V and skipped LMP 3. The step size of 2V was kept the same for all simulations. 
Figure 6.42 also shows the ringing at steady state this is expected because of the constant step size 
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Figure 6.42 PnO converging at GMPP 
Figure 6.43 shows the partial shading pattern 3. Figure 6.44 shows the PSO and FA converging close to the 
GMPP. The algorithm finds LMP 3 and the GMPP but decides to select the GMPP. 
 
 
 
Figure 6.43: P-V curve of Pattern 3 
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(a) MPP tracking for 0.1s 
 
(b) MPP tracking at 0.04s   
Figure 6.44 PSO and FA converging close to the GMPP 
For pattern 3, the PnO was made to start from 0V, 40V, 70V and 120V.Figure 6.45 shows the results  
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(a) MPP tracking at 0.1s   
 
(b) MPP tracking at 0.04s   
Figure 6.45: PnO converging at LMP 3 
The PnO converged at the LMP 3 which is not the global best. Again when it started at 0V, 40V and 70 V it 
skipped the closest peak to where it starts. The PnO algorithm skipped all the peaks including the GMP to 
converge to the last peak. The one that started at 120V quickly converged to LMP 3 as can be seen in Figure 
6.45. This clearly illustrate the lack of intelligence of this algorithm  
 
 
Figure 6.46 shows pattern 4. It has four LMP and one GMP at 741.1 W.   
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Figure 6.46: Pattern 4 
Figure 6.47 shows the PSO and FA selecting the GMPP for pattern 4. The algorithms found LMP 4, LMP 3 
and the GMP. 
 
 
(a) MPP tracking for 0.1s 
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(b) MPP tracking at 0.03s   
Figure 6.47 :PSO and FA converging close to GMPP 
The PnO algorithm was made to start at 0V, 40V, 100V and 145V. As can be seen from Figure 6.48, the PnO 
that starts at 0V skipped all the peaks and converged at LMP 4. The PnO that starts at 40V also did the same 
thing. Even though the PnO was started at 100V right next to the GMPP, it skipped it to converge to LMP 4. 
As expected, the PnO that started at 145V quickly converged to LMP 4. 
 
 
 
Figure 6.48 PnO converging at LMP 4 
Figure 6.49 shows pattern 5 it has four LMP and one GMP at 651.4 W. 
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Figure 6.49 Pattern 5 
The PSO and FA were able to distinguish from LMP4, LMP 3 and GMP for pattern 5 as can be seen in Figure 
6.50. 
 
(a) MPP tracking for 0.1s 
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(b) MPP tracking at 0.06s   
Figure 6.50 PSO and FA converging close to GMPP 
 
 
The PnO algorithm was made to start from 0V, 70V, 100V and 140V. As can be seen in Figure 6.51, the PnO 
that starts from 0V converged at LMP2, and the one that started from 70V skipped LMP 3 and converged to 
the GMPP. As expected the PnO that starts from 100V converged to the peak that is right next to where it 
starts which is the GMPP and the PnO that started from 140V converged to LMP 4, the peak that’s close to 
where it started. 
 
 
Figure 6.51 Power tracked by the PnO 
 
Table 6.8 shows the efficiency of the algorithms. Due to the ringing of the PnO algorithm the average 
between the highest and lowest was taken for the values shown in Table 6.8. For pattern one, the PSO had 
the highest tracking efficiency followed by the FA, depending on where the algorithm was initiated for the 
PnO, it had various efficiencies. It can be deducted that a tracking efficiency decrease of 13.7% obtained if 
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the PnO algorithm is initiated from 0V or 60V if compared to the PSO and if initiated at 140V a decreases of 
efficiency of 16.9% can be calculated. 
 
For pattern two, the PnO tracked the GMPP despite the different starting points, the efficiencies for all 
algorithms are relatively the same. 
 
For pattern 3, the PnO tracked the LMP 3 of 361W. A decrease of tracking of 14.7% can be deduced 
compared to the PSO. 
 
For pattern 4, the PnO tracked LMP 4 of 370W. A decrease of tracking of 50% can be deduced compared to 
the FA. 
 
For pattern 5, the FA had the highest tracking efficiency followed by the PSO, depending on where the 
algorithm was initiated and for the PnO it had various efficiencies. It can be deducted that a tracking 
efficiency decrease of 55.3% obtained if the PnO algorithm is initiated from 0V. However, if initiated at 70V 
a tracking efficiency decrease of 0.5% is experienced. When compared to the FA and if the PnO is initiated 
at 140V a decreases of efficiency of 23.5% is calculated. 
 
 
Table 6.8 :Comparison between different studied MPPT techniques under PSC 
 
Shading pattern Technique Power, 
tracked  
(W) 
Global power (W) Tracking 
efficiency % 
Pattern 1 PSO 747 747.2 99.9 
 FA 745  99.7 
 PnO at 0V 644  86.2 
 PnO at 60V 644  86.2 
 PnO at 100V 744  99.6 
 PnO at 140V 620  83.0 
     
Pattern 2 PSO 476 476.1 99.9 
 FA 474  99.6 
 PnO  470  98.7 
     
Pattern 3 PSO 416.5 417.5 99.7 
 FA 415.7  99.5 
 PnO 355  85.0 
     
Pattern 4 PSO 739 741.1 99.7 
 FA 741  99.9 
 PnO 370  49.9 
     
Pattern 5 PSO 649 651.3 99.6 
 FA 650  99.8 
 PnO at 0V 290  44.5 
 PnO at 70V 647  99.3 
 PnO at100V 647  99.3 
 PnO at 140V 497  76.3 
 
114 
 
 
6.5    Summary 
 
The results showed that the CI based algorithms significantly improved the PV power extraction in terms of 
reducing oscillations about the steady state and converging closer to the theoretical PV power compared 
with the PnO and IC. It was observed that considerable ringing at steady state of the PnO and IC will always 
exist because of the constant step size in the algorithms. The results showed that the CI and conventional 
algorithms had relatively close efficiencies which were all high around 99% under these static irradiance 
conditions and about 65% of power is lost if a direct coupled resistive load is connected. 
 
Second, a rapid varying solar irradiance test profile was used to further investigate the CI algorithms 
compared to the conventional algorithms. The CI algorithms were able to extract the maximum power 
under rapid varying irradiance without any complications. The level of ringing at steady state was very 
minimum especially with the PSO and FA. They all followed closely the theoretical PV power. The PnO and 
IC had some problems under these conditions. The PnO was getting lost under rapid increasing irradiance 
and the IC was ringing more under low levels of irradiance. The results further proved that the CI algorithms 
are better than the conventional algorithms.  
 
Third, five partial shading conditions were used to test the global maximum power point tracking of the 
PSO and FA. The PnO was used to show how it fails to track the GMPP under these conditions. The GMPP 
was occurring at different voltage values in the different patterns. The PSO and FA were able to distinguish 
the GMPP from the multiple LMPP in all partial shaded patterns. The PnO was shown to be unreliable in 
tracking the GMPP. This was expected as it lacks intelligence to know which peak gives the best power. The 
results also show that starting the PnO algorithms at different points can yield different results. Due to the 
ability of the PSO and FA for global searching in a multimodal environment they tracked the GMPP all the 
time for each partial shaded pattern.  
 
The results obtained in the dissertation are similar to the results mentioned in literature. That is, the level 
of ringing at steady state using PSO and FA is very minimum compared to the PnO and IC. The results of the 
PSO and FA algorithms searching globally to find the best variable to produce the optimum output agree 
with literature.  
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Chapter 7   Conclusion and 
Recommendations 
7.1 Conclusion 
 
It can be seen from the results that the PnO algorithm is unpredictable in tracking the GMP under partial 
shading conditions. It can directly converge to the LMP right next to where it starts or it might skip the LMP 
and converge to another LMP or it might converge to the GMP.  
 
MPPT algorithms were successfully modelled and implemented. The challenge with the classical 
conventional algorithms is that the ringing at steady state is unavoidable. Under rapid varying irradiance, 
the PnO gets lost when the irradiance keeps on increasing, this is due to the algorithm not being able to 
distinguish whether the change in power is from perturbation or a change in irradiance. The IC is unstable 
at low irradiance as the ringing increased under these circumstances.  
 
The stochastic based computational algorithms have intelligence and are able to find which Power is the 
brightest (firefly algorithm) so they are able to track the GMPP for every pattern. From the population 
initiated and then randomized in the search space, the best voltage value that gives the best power is able 
to be found. The level of ringing that occurs at steady state is very minimum.                                                        
 
The use of stochastic based computational intelligent algorithms will play an important role in PV systems 
as partial shaded conditions are very common. The level of power loss due to ringing once the algorithm 
converges is minimum in stochastic algorithms than in deterministic algorithms.  
 
 
Looking at the efficiency of the PSO and FA, they performed relatively the same. This was expected as they 
are both stochastic based optimisation algorithms which use relatively the same principle in tracking GMPP 
in a multimodal environment. What differs in these algorithms is the number of tuning parameters. Ideally, 
less parameter to tune would be required and this would mean simplicity and faster converge. The PSO has 
three parameters to tune (w, c1 and c2) and the FA has two (α and γ). FA having only two variables to tune 
means it is simpler and quicker to converge compared to PSO which has three variables to tune. 
 
The drawbacks of the PSO and FA are that it requires a great deal of computing compared to PnO and their 
convergence relies heavily on their parameters. The fuzzy logic drawbacks are that the membership 
functions have to be tuned according to a rule base table to accomplish satisfactory results which can be a 
challenging task. All the computational intelligence algorithms were seen to be superior in performance 
compared to the conventional algorithms in all aspects. 
 
Computational intelligence can be successfully used for partial shaded conditions as shown in this 
dissertation. These methods are less complex than hardware fixture methods that exist. 
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7.2 Recommendation 
The convergence of stochastic based computational intelligent algorithms relies heavily on the parameters 
of the algorithms, future work can be done to see the effect of varying these parameters to improve 
convergence in MPPT in PV systems. 
 
To verify the simulations done in this dissertation a practical hardware tests at a reasonable PV power level 
and under real world atmospheric conditions can be implemented. The MPPT techniques developed in this 
dissertation will hopefully incentivise building a prototype model to investigate and compare 
experimentally.  
 
In boost controller design, metaheuristic algorithms can be used to find the best PI controller parameters 
that will best fit controller design specifications, i.e. minimum overshoot, minimum settling time, minimum 
rise time etc. The multi objectives can be made into a mathematical function then minimised.  
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   Appendices 
Appendix A: Actual Data sheet of PV module parameter 
 
 
Figure A. 1 Data sheet of actual PV module 
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Figure A. 2 Matlab simulink PV module block parameters 
 
Appendix B: Mathematical modelling of the PV module 
 
 
Figure B. 1 Detailed Iph implementation 
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𝑰𝑷𝒉 = [𝑰𝑺𝑪 + 𝑲𝟏(𝑻𝑪 − 𝑻𝑹𝒆𝒇)]
𝑮
𝑮𝒓
                                                                                                   (𝟐. 𝟓) 
 
 
Figure B. 2 Detailed reference reverse saturation current 
 
𝑰𝑹𝑺 =
𝑰𝑺𝑪
𝐞𝐱𝐩(
𝒒𝑽𝒐𝒄
𝑨𝒌 𝑻𝑹𝒆𝒇
) − 𝟏
                                                                                                   (𝟐. 𝟒) 
 
Figure B. 3 Detailed saturation current varying with temperature 
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𝑰𝑺 = 𝑰𝑹𝑺. (
𝑻𝑪
𝑻𝑹𝒆𝒇
)(
𝟑
𝑨). 𝐞𝐱𝐩 [
𝒒𝑬𝒈𝒂𝒑
𝑨𝒌
 (
𝟏
𝑻𝑹𝒆𝒇
−
𝟏
𝑻𝑪
)]                                                                     (𝟐. 𝟑)   
 
 
Figure B. 4 Detailed PV Current with Rs and Rsh 
 
𝑰𝑷𝑽 = 𝑰𝑷𝒉 − 𝑰𝑺[𝐞𝐱𝐩((
𝒒(𝑽𝑷𝑽 + 𝑹𝑺𝑰𝑷𝑽)
𝑵𝒔𝑨𝒌𝑻𝑪
) − 𝟏] − (
𝑽𝑷𝑽 + 𝑹𝑺. 𝑰𝑷𝑽
𝑹𝑺𝒉
  )                                    (𝟐. 𝟕) 
  
Appendix C: m-file Code for boost converter small signal model and control 
 
%Model of non-isolated Boost converter 
Vg=145;   %Input voltage 
D=0.5165;   %steady state duty ratio 
L=0.0169; %H 
C=1.5273e-5; % F 
R=84.4475; % ohms 
Ts=5e-5; %20 kHz switching 
  
 
%SMALL SIGNAL MODEL OF THE BOOST CONVERTER (used for controller design0 
  
ylabes=['Vo Ig '];% lables of outputs 
xlabes=['iL Vc '];% state varibles 
  
printsys(As,Bs,Cs,Ds,ulabes,ylabes,xlabes)%prints model of the system 
  
printsys(a,b,c,d ,ulabes,ylabes,xlabes) 
  
disp(['transfer function in s-domain']) 
disp(['Vo/d'])% output /input of small signal transfer function 
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TFb= zpk(tf(ss(a,b(:,3),c,[0])))% small signal transfer function with d as input  
 
  rlocus (Tfb); 
%defining the controller  
  
Kp=0.00090896 ; 
Ki=0.22724; 
  
  
cont = (Ki+Kp*s)/s;  
  
t=feedback (((TFb)*(cont)), 1); 
  
step (t,0.08); 
 
 
 
 
 
Figure C. 1 closed loop Step response with obtained PI parameters 
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Appendix D: Direct connection of PV system with a matched load 
 
 
Figure D. 1 Model of direct connection to matched load in simulink 
 
 
 
(a) Matched load for a duration of 0.4s 
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(b) Matched load for a duration at 0.1s 
Figure D. 2 Power results with matched load 
 
Appendix E: Fuzzy Logic  
 
 
             (a) Input Error (E) 
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           (b) Input change of error (∆𝐸) 
 
 
           (c) Output change in duty cycle (∆𝑫 ) 
Figure E. 1 Fuzzy Logic Setup 
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Appendix F: Results of MPPT of the algorithms for 800,600 and 500 W/m2 
 
 
(a) MPP tracking for 0.1s 
 
 
 (b)MPP tracking at 0.03s 
Figure F. 1 MPPT reults for  static irradience of  800 W/m2 
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(a)MPPT for 0.1s  
 
 
 
(b) MPP tracking at 0.03s 
Figure F. 2 MPPT  results for static  irradience at   600 W/m2 
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(a) MPPT for 0.1s 
 
 
 
(b) MPP tracking at 0.03s 
 
Figure F. 3 Power results for  static irradience of  500 W/m2 
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Appendix G: Voltage and Current for varying irradiance 
 
 
 
(a) Regulated PV Voltage for 2s duration  
 
 
 
 (b) Regulated PV Voltage at 0.2s  
 
Figure G. 1 Voltage for varying irradience 
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(a) PV current for 2s duration 
 
 
 
(b) PV current at 0.2s 
 
Figure G. 2 Current for vaying irradience 
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Appendix H          I-V Partial shading patterns    
 
 
Figure H. 1 I-V curve of pattern 1 
 
 
 
Figure H. 2 I-V curve of pattern 2 
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Figure H. 3 I-V cureve for pattern 3 
 
 
 
Figure H. 4 I-V cureve for pattern 4 
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Figure H. 5 I-V cureve for pattern 5 
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Appendix I    Regulated PV Voltages of PSC 
 
 
(a) Regulated PV voltage for pattern 1 for 0.1s 
 
 
(a) Regulated PV voltage at 0.03s  
 
Figure I. 1 PV voltage for pattern `1 
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(a) Regulated  PV voltage for 0.1s 
 
(b) Regulated PV Voltage at 0.03s 
 
Figure I. 2 PV voltage for pattern 2 
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(a) Regulated PV voltage for 0.1s 
 
 
 
(b) Regulated PV Voltage at 0.03s 
Figure I. 3 PV voltage for pattern 3 
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Figure I. 4 PV voltage for pattern 4 
 
 
Figure I. 5 PV voltage for pattern5
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