The term fusion means in general an approach to combine the important information simultaneously from several sources (channels). When we approach image fusion, multiscale transforms (MST) are commonly used as the analyzing tool. It transforms the sources into a space-frequency domain which can be understood as a measure of the saliency (activity level). The criterion to fuse consists of taking the decision to preserve the most salient data from the sources. In order to reduce sensitivity against noise the saliency is often averaged over certain neighborhood (window). However averaging produces that decisions become more fuzzy. Traditionally the size of the neighborhood is chosen fixed according to the level of noise present in the sources, which has to be estimated in advance. This paper proposes a novel technique which combines a set of decreasing averaging windows in order to exploit the advantages of each one. We call it multisize windows-based fusion. This technique apart from improving fusion results avoids selecting the neighboring size in advance (and therefore to estimate the level of noise) since it only needs a simple set of windows defined according to image size. We compared it with another technique developed by us called oriented windows which, although it consider a fixed neighborhood, adapts the averaging shape to the spatial orientation of the saliency. The specific case of multifocus image fusion is considered for the experiments. The multisize windows technique delivers the best percentage of correct decisions compared with any single fixed window in all the experiments carried out, adding different noise sources (Gaussian, speckle and salt&pepper) with different levels. Although it does not performs better than the oriented window scheme one has to bear in mind that oriented windows are tuned in each case to the best size.
INTRODUCTION
The term fusion means in general an approach to combine information simultaneously from several sources. An illustration is given by the human system which calls upon its different senses, its memory and its reasoning capabilities to perform deductions from the information it perceives. The goal of image fusion is to integrate complementary multisensor, multitemporal and/or multiview data into a new image containing information, the quality of which cannot be achieved otherwise. The term "quality" depends on the application requirements. The individual images entering the fusion process are called channels. Image fusion has been used in many application areas, e.g., in remote sensing and astronomy, in machine vision and mobile robot navigation, in automatic change detection and monitoring of dynamic processes, and last but not least in optical microscopy (multifocus fusion) and medical imaging (multimodal fusion).
Image fusion usually starts with dividing the channels into subregions, calculating a measure of information level in the regions (in the literature often referred to as a activity level ) (AL) and then utilizing some fusion rules to combine the channels. The channel comparison can be done at different levels of abstraction. 1 The lowest possible is the pixel level, which refers to the merging of measured physical parameters (intensity values of pixels). One step higher is feature-level fusion, which operates on characteristics such as size, shape, edge, contrast and texture. The highest level of abstraction, called decision level fusion, deals with symbolic representations of images. When we talk about image fusion we usually refer to fusion that lies between the pixel and feature level. A common apparatus in image fusion is a multiscale transform (MST), such as the Laplacian pyramid, contrast pyramid, gradient pyramid and wavelet decomposition. Coefficients of MST can be regarded as simple features.
The measure of information level in the subregion is the critical point in the whole process and several different methods were suggested in the literature. In most of the cases, the AL is proportional to the energy of high frequencies in the channel. It corresponds with an intuitive expectation that high frequencies contain details that are important for our visual perception and understanding of the fused image. Image variance, norm of image gradient, norm of image Laplacian, 2 energy of a Fourier spectrum, 3 image moments, 4 and energy of high-pass bands of a wavelet transform [5] [6] [7] belong to the most popular measures of AL.
Another important issue is what technique to employ for dividing the channels into subregions. The simplest but the most common strategy is to use square neighborhoods around each image position. More advanced approaches propose to perform first segmentation of the channels and then use the obtained segments as subregions. At each subregion (or pixel neighborhood), AL's of all channels are compared and the information (pixel values or MST coefficients) of the channel with the highest activity is preserved (maximum selection rule). By this process we create a decision map (DM). Alternatively, the first couple of channels with the highest activity can be preserved and their information is averaged. A consistency verification stage follows to prevent occurrence of outlying decisions. One can regard this step as smoothening of the DM. Once the DM is computed, we create the multiscale representation of the fused image and perform the inverse MST. An excellent overview of multiscale image fusion is given in Ref.
8
The DM plays a crucial role in the whole process since it tells us which information to take at what place. Accurateness of DM is important for valid image reconstruction. One way to increase the accuracy of DM is to integrate into the calculation of AL some additional information about the characteristics of the images in question. We have proposed in Ref.
9 to use oriented neighborhoods that are elongated in the direction parallel to the edge in order to minimize the probability that the neighborhood will cross into another region.
In the sequel we adopt the strategy of simple square neighborhoods (windows) on which AL is calculated. The size of the window depends on the scale of details and on the level of noise in the channels. If the level of noise increases, a larger window is necessary to provide robust AL calculation. Consequently, the DM becomes more fuzzy. Regions close to the decision changes suffer the most from large windows, since here the window intermixes information from regions of potentially different decisions.
The aim of this paper is to propose a new methodology that leads to more accurate DM's and that is parameter-free; no tuning parameter that depends on noise (e.g. size of the pixel neighborhood) is necessary. We thus propose to calculate AL's for different window sizes in parallel and take the decision which has the highest level of confidence. We call this technique multisize windows-based fusion. This is a general methodology and it can be applied to any fusion technique above mentioned. However, in this paper we consider wavelet-based fusion and we focus the experiments on multifocus data, i.e., we fuse images that depict the same scene but each image was acquired with a different focus length. In this case, AL is often referred to focus measure and DM identifies regions in focus. One common assumption is that there exists a partitioning of the scene into regions and each region is acquired undistorted (in focus) in at least one channel. The identification of undistorted subregions determines the distance of the subregions from camera's (or microscope's) objective lens. Then the distance can be used for surface reconstruction of the measured object. In the case of multifocus fusion, an accurate DM is not only important for valid reconstruction of the fused image, but it is also critical for the surface reconstruction. Erroneous decisions can produce unrealistic peaks and valleys on the surface.
The rest of the paper is organized as follows. The next section reviews the image fusion techniques based on MST. Section 3 introduces the concept of multisize windows and incorporates it in the wavelet-based fusion procedure. In Section 4 experiments based on real data under different levels of noise are presented and a comparison with a standard wavelet-based fusion is given.
MULTISCALE-BASED FUSION
First we give a brief description of the fusion methodology based on the multiscale decompositions. More or less we follow the notation and terminology given in Ref.
6 Let I j denote the j-th input channel and Z denote the fused image. The coefficients of MST can be addressed with a multi-index p = (m, n, k, l), where m, n indicate the spatial position in a given frequency band k and l the decomposition level. In the case of the standard wavelet transform k = 1, 2, 3 except the last level, where we have only one low-pass band W j (m, n, 1, l max ) Figure 1 . MST fusion steps: Acquire input channel Ij with different focus settings; perform multiscale decomposition Wj; calculate activity levels Aj; determine the decision map D using the maximum rule; combine the multiscale decompositions using the decision map and create a fused multiscale decomposition WZ; perform inverse multiscale transform to obtain a fused image Z.
(approximation of the signal). We denote the MST transform of I j as W j ( p). The activity level and the decision map have the same structure as W j and we denote them as A j ( p) and D( p) respectively. The complete procedure of multiscale-based fusion is depicted in Fig. 1 . In this figure fusion of two input channels with one-level wavelet decomposition is assumed. However, the same scheme applies for any MST and any number of input channels.
The AL of an MST coefficient reflects the local energy in the area spanned by this coefficient in the original image. The AL is related to the absolute or squared value of the corresponding coefficients in the MST domain. The simplest form is to consider each coefficient separately. This is however not robust against noise and therefore window-based AL's were introduced that employ a small (typically 3x3 or 5x5) window centered at the current coefficient position. This approach can be further generalized and leads to weighted averages:
where w N is the weighting window of size N that satisfies N/2 s,t=−N/2 w(s, t) = 1. Instead of averaging one can use rank filters. The popular choice here is to pick the maximum absolute value on the given neighborhood as our AL. Another option is to segment the input channels and calculate one AL for each image segment. In Eq.1 the weight w then corresponds to the characteristic function of the segment. This approach is referred to region-based activity measurement.
To build DM for the given window size N , the most common scheme is to apply the maximum rule to AL's. Formally, we can write
The decision map D has the same structure as W or A. It contains indices of the input channels and determines which MST coefficients to use at what place. In addition, if the focus setting for each channel j is known, D corresponds to the depth map and it can be used for the surface reconstruction. Using the decision map, the composite MST representation W Z of the fused image Z is given by
The maximum rule considers at each position p only the strongest MST coefficient and thus only one channel. Another possibility is to perform weighted averaging of the MST coefficients using weights proportional to AL's. However in the case of multifocus fusion, this combination scheme lacks any scientific support. Since we assume that each position (pixel) in the original image is acquired undistorted in at least one channel, only the maximum rule sounds perfectly plausible. The same holds true for any coefficient grouping method. One should avoid different decisions at different levels l and frequency bands k of MST. Therefore, we implement only one-level redundant wavelet decomposition (one low-pass and three high-pass bands, each of the same size as the input channel), calculate A as a maximum of AL's of three high-pass bands and use this A also for the low-pass band, i.e.,Ȧ
Note that for a given N we have for each input channel j exactly one AL of the same size as the channel and one DM.
MULTISIZE WINDOWS-BASED FUSION
As previously mentioned the area N × N of the window which contributes to the frequency analysis in a certain position (pixel) constitutes a critical factor in terms of noise robustness and space location. But both features exclude one each other. Large areas are often used to reduce noise impact, however it implies higher delocalization because outer signals in the window could be totally different to middle ones, what could mislead the analysis. On the other hand, a small averaging window narrows delocalization, but increases noise vulnerability. Heisenberg's Uncertainty Principle is often referred in order to explain such a phenomenon. The robustness against noise is important all over the input image, but the importance of localization becomes specially critical where a transition between two regions of different decision takes place (in multifocus imaging two different focal planes) because different frequency responses are being mixed up. To handle this uncertainty about either to take small or large windows, information provided by several window sizes needs to be properly combined.
Given a certain set of window sizes Ω, the aim is to trust in the largest averaging window wherever its location was confident, otherwise a smaller window must be applied. Inside the regions with the same decision fused pixels come from the same channel (the DM is uniform) and close the regions borders pixels of different channels lie side by side. Therefore it seems logical that such a confidence can be thought as the highest number of neighboring pixels or MST coefficients that come from the same channel. By normalizing the number relative to window area we obtain a value p N j (m, n) from 0 (uncertain) to 1 (certain) which tell us the spatial confidence of each window on each position. This value can be seen as a density of probability in a certain neighborhood. Now for each pixel the input channel more probable is considered and those which are over a certain confidence threshold θ (1-strict 0-relaxed) merge the DM following its neighbor majority and the remaining pixels will be judged in a next step by applying a smaller window.
Once defined the criteria (to combine wavelet domain by using hierarchically different window sizes according to a certain confidence value), it remains to formulate the procedure.
1. Let channel index be j = 1..J.
2. Create empty decision mapD(m, n) = 0.
N = max(Ω).

For everyD(m, n)
5. Take the next largest N ∈ Ω and repeat 4 (until the smallest N ∈ Ω was selected).
Note that if certain position ofD(m, n) has been already selected then it is not further computed anymore. The thresholds θ N (now in plural because depends on the window area) govern in some sense the amount of decisions preserved from each D N . A graphical way of understanding how this procedure works in reality could be a "filling-in" process. Firstly decisions from the largest windows are kept all over the inner regions which come from the same channel, and then the more it approaches to a transition where coefficients should come from different channels the smallest windows begin to be considered. In such transition the largest windows are rejected unable to reach the confidence threshold.
However, depending on the confidence thresholds not all the pixels can be merged at the end of such a hierarchical process, that is, some pixels are below θ N for every N . Indeed the higher θ N the fewer decisions are made. In general these undecided pixels are just spread along boundaries delimiting transitions between channels, where the uncertainly is maximum. The strategy to follow now in such undecided pixels consists of performing a linear combination over every AL in order to decrease uncertainly:
Therefore the final DM remains as follows:
The size of the averaging window has been traditionally chosen with regard to the level of noise in input channels I j , which means that the size has to be fixed in advance, in other words, it has to be predicted. One advantage of this multisize windows scheme, besides refining the appearance of DM as we will see, is its independence on the window size. It is true that a set of sizes Ω and a set of thresholds θ N should be previously defined but such sets depend almost exclusively on the size of the input channels (which can be straightforward automatized).
ASSESSMENT
The data set consists of images acquired with a standard digital camera in a laboratory environment (see Fig.2(a)-(b) ). Apart from blurred versions we are able to acquire an image which is sufficiently sharp everywhere to approximate a "ground truth" image ( Fig.2(c) ) and estimate an ideal decision map ( Fig.2(d) ). We can then calculate the percentage of correct decisions (PCD) to evaluate the quality of DM. The evaluation measures are defined as follows:
where N c is the number of correct decisions in the calculated DM and N t is the total number of decisions, i.e., the size of the image.
The set of windows is Ω = [15, 11, 9, 7] and confidence thresholds θ N = [0.8, 0.8, 0.7, 0.6]. This set of values were adjusted relative to the size of input channels I j and experimentally validated. Hereafter they were not changed anymore. However, one requirement verified experimentally is that windows should not be neither too large nor too small, which on the other hand sounds reasonable. The second one is that confidence thresholds of the smallest windows should be more relaxed because they normally perform in regions of focal changes where they are the most reliable. That is again reasonable. If these two guidelines are fulfilled the method behaves quite stable.
The Fig.3 depicts as a graphical example of how the size of the averaging window affects the DM appearance. Fig.3(a)-(b) correspond to decisions taken for windows of size 7 and 15, respectively. The decisions in (a) (the smallest size) are more random, however it is more precise around the border between the Indian figure and the background. the Indian contour is more precise at the same time. Even better results in terms of PCD were achieved for oriented windows. 9 However, it is important to note that, contrary to the proposed method, this technique has a tuning parameter (variance of oriented windows) that is noise dependent and that the best possible value of the parameter was used in this case. In real applications it is difficult to estimate this parameter and therefore this kind of parameter-free techniques, such as the proposed here, prove their superiority. Fig.4 shows more explicitly the discrepancies between decision maps in Fig.3 and the ideal decision map in Fig.2 
(d).
A simple visual inspection already shows signs of improvement of the proposed method. However, in order to assess thoroughly the performance of the multisize windows-based fusion, the data set was corrupted with three types of noise of different strength. The three types of noise evaluated were Gaussian, speckle and salt&pepper, whose formulation is not specified here but it can be found elsewhere.
10, 11
All of them are generated in a pixel-independent manner so all of them can be considered white noise. The first two appear commonly in many natural process, the last one is usually recreated under laboratory conditions. The set of variances is the appropriate for testing the method along a wide range of conditions, from low to high. Decision maps were tested for variances in the range of 10 −7 < σ 2 < 10 −2 , since higher variances produce incorrect decision maps and lower variances do not significantly improve the results. Moreover, 100 instantiations are taken from each noise evaluation for improving statistical accuracy. Fig.5 shows the result in terms of PCD. The smallest window N = 7 is the most vulnerable in presence of noise and its performance drastically diminishes when noise increases, in spite of performing the best in absence of noise. For N = 15 diminishing is less noticed but in absence of noise its poor localization becomes important. All the lines in Fig.5 intersect near to such a drastic drop, what means once again the appropriate window size changes accordingly with the noise and space location in the input images.
The graphs also corroborate the superiority of the multisize windows. By utilizing different window sizes in an appropriate spatial order we end up with a double benefit: precision and noise robustness, which is demonstrated through all experiments that we carried out. The multisize windows-based fusion achieves a PCD higher than any other single window method and that difference keeps almost constantly for a wide range of levels of noise tested.
A common behavior of multisize and the single size averaging window method is the abrupt diminishing of PCD when the variance is > 10 −4 for Gaussian noise and > 10 −3 for speckle and salt&pepper, which corresponds to the noisier images. In summary, we can conclude that Gaussian noise impairs the results the most, and speckle and salt&pepper noise impair in a similar manner (10dB over Gaussian), although the method is a bit more tolerant to speckle noise.
CONCLUSIONS
Multiscale image fusion methods have commonly employed a window of fixed size for averaging the presence of noise and therefore diminishing its impact. However we have showed that this approach may change significantly depending on the averaging area. We have proposed a multisize window-based fusion by means of a hierarchical algorithm which combines windows from large to small ones. The multisize scheme avoids the use of large windows where they could mix up information from different channels. On the contrary they are employed where fused pixels should come from the same channel in order to improve noise robustness.
We have illustrated the method for the specific case of multifocus image fusion. The experiments carried out show that the proposed technique performs better than the best single window size and it is more robust against noise, in the case of the three types of noise tested (Gaussian, speckle and salt&pepper). Apart from improving the fusion results, we want to emphasize that there is no free parameter (window size) that will be depending on noise.
We also compared the multisize with the oriented window method which adapts the averaging shape to the spatial orientation of the saliency. Although the later performs better than the former, one has to bear in mind that oriented window technique is tuned in each case to the best window size. However, they do not exclude each other so that they can be further combined, that will the subject of further research.
In the multifocus fusion scenario, we used only one-level wavelet decomposition for the multisize windows method. In the case of other fusion applications, such as multimodal imaging, more levels could improve the results. Further work will thus consider a similar strategy by applying the multisize window method to all the levels of a multiscale pyramid.
