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Abstract
We generalize classical large deviations theorems to the setting of com-
plete Riemannian manifolds. We prove the analogue of Mogulskii’s theo-
rem for geodesic random walks via a general approach using visocity so-
lutions for Hamilton-Jacobi equations. As a corollary, we also obtain the
analogue of Cramér’s theorem. The approach also provides a new proof
of Schilder’s theorem. Additionally, we provide a proof of Schilder’s theo-
rem by using an embedding into Euclidean space, together with Freidlin-
Wentzell theory.
keywords: large deviations, Cramér’s theorem, geodesic random walks,
Riemannian Brownian motion, non-linear semigroup method, Hamilton-
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1 Introduction
In the theory of large deviations, a fundamental result is Cramér’s theorem (see
e.g. [DZ98, dH00]), stating that the empirical mean of n independent identically
distributed random variables satisfies the large deviation principle. The large
deviation principle is intuitively stated as
P
(
1
n
n∑
i=1
Xi ≈ x
)
≈ e−nI(x).
Here the rate function I is the Legendre transform of the log moment generating
function, i.e.,
I(x) = sup
t
{〈t, x〉 − Λ(t)}, (1.1)
where Λ(t) = logE(e〈t,x〉). Cramér’s theorem holds in a very general setting and
is also the starting point of several other large deviation results. There are also
generalizations weakening the assumption of independence, e.g. the Gärtner-
Ellis theorem. Furthermore, there are various path space large deviation results
which have Cramér’s theorem as a starting point. For example, from Cramér’s
theorem in the Banach space setting one can derive Schilder’s theorem for path
space large deviations of rescaled Brownian motion (see e.g. [DS89, DZ98,
Str84]).
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There is a natural path space large deviation result which accompanies Cramér’s
theorem, namely Mogulskii’s theorem. It states that in the same setting, the
random paths t ∈ [0, 1] 7→ Sn(t) where
Sn(t) =
1
n
⌊nt⌋∑
i=1
Xi
satisfy the large deviation theorem in the sense
P (Sn(·) ≈ γ) ≈ e−nI(γ)
where
I(γ) =
∫ 1
0
I(γ˙t)dt.
Here, γ˙t denotes the velocity of the path γ at time t, and I is the rate function
(1.1). In the proof of this theorem, Cramér’s theorem is the starting point
because it gives the large deviations for the finite-dimensional marginals of Sn(·).
To lift this result to the path space large deviations in the weakest topology,
one can rely on the framework of projective limits (Dawson-Gärtner theorem).
Finally, to pass to a stronger topology such as the uniform topology, one has to
prove exponential tightness in the chosen topology.
On the other hand, once the large deviation principle for the trajectories Sn(·)
is obtained, one can of course re-obtain Cramér’s theorem by putting t = 1, and
by applying the contraction principle.
It is a natural question to ask how in particular Cramér’s large deviation theorem
is generalized to the setting of a Riemannian manifold. The main obstacle is
that the manifold itself has no additive structure, and therefore a random walk
cannot be defined as an addition of independent increments. This problem can
be tackled in the spirit of the paper of Jorgenson ([Jø75]), by introducing an
appropriate family {µx}x∈M of probability measures (or equivalently, random
variables {Xx}x∈M) on the tangent spaces TxM at points x ∈M . The summing
of independent increments is then replaced by an iterative application of the
exponential map to the increment on the tangent space of the point where
the random walk has arrived. More precisely, the analogue of normalized sum
1
n
∑n
i=1Xi is build via the recursion A0 = x0 ∈M , and
Ai+1 = ExpAi
(
1
n
Xi+1
)
for i = 0, 1, 2, . . . , n − 1. The random variable An then takes values in M and
is the natural analogue of the empirical average 1n
∑n
i=1Xi. In the case of flat
space, geodesics are straight lines, and as a consequence Expx(tv) = x + tv.
Therefore, in that case, An =
1
n
∑n
i=1Xi. In general however, due to curvature,
An is a complicated function of the increments, which is not even permutation
invariant. Nevertheless, purely working via analogy, one can make a reasonable
guess for what the large deviations of An should look like. Define first the
analogue of the log-moment generating function:
Λµx(λ) = logE
(
e〈Xx,λ〉
)
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where λ is now an element of the cotangent space at x ∈M , denoted by T ∗xM .
By imposing appropriate invariance properties of the family {Xx}x∈M , this
function satisfies
Λx(λ) = Λy(τxyλ)
where τxy denotes parallel transport of the form λ ∈ T ∗xM to T ∗yM along any
smooth curve connecting x and y. The natural candidate rate function is then
IM (x) (the subindex M referring to the manifold)
IM (x) = inf
v∈V(x0,x)
sup
λ∈T∗pM
(〈v, λ〉) − Λp(λ)
where the first infimum is over the set of all initial velocities of geodesics leading
from p to x in time 1. Notice that in the case of flat space, with p = 0, the
only possible v is precisely x, which is the speed of the geodesic -a straight line-
leading from 0 to x in time 1, so in that case IM (x) coincides with (1.1).
One of the results of our paper is that IM (x) is indeed the correct rate function
for the large deviations of the averages An. Somewhat surprisingly, in order to
obtain this result, one first needs the analogue of Mogulskii’s theorem, which in
turn can be obtained by the robust method of path-space large deviations for
sequences of Markov processes from [FK06] (here named “the Feng-Kurtz for-
malism”). Indeed, the recursion defines a discrete-time Markov process which
has an n-dependent transition operator, which puts us precisely in the realm of
[FK06].
Additionally, we show that the Feng-Kurtz method can be used to given a
new proof of Schilder’s theorem for Riemannian Brownian motion. In [Var67],
Varadhan studied the short time behaviour of the heat kernel associated to
Riemannian Brownian motion and proved that
lim
t→0
t log pt(x, y) = −d(x, y)
2
2
where d is the Riemannian distance on the manifold. Afterwards, analogues
of Schilder’s theorem for Euclidean Brownian motion, the large deviations for
Riemannian Brownian motion have been studied, and can be found in e.g.
[Aze80, FW12].
To our knowledge, the generalizations of Mogulskii’s and Cramér’s theorem to
geodesic random walks on a Riemannian manifold are new results. Additionally,
the approach of using the Feng-Kurtz formalism in the setting of Riemannian
geometry is novel and of independent interest.
The paper is organised as follows. In Section 2 we introduce some basic notions
from differential geometry, as well as from large deviations theory. In Section
3 we provide a review of the construction of Riemannian Brownian motion and
collect important results we need in what follows. In Section 4 we introduce the
geodesic random walks we need for the analogue of Mogulskii’s and Cramér’s
theorem. Then, in Section 5 we state the main large deviation results. A
new proof of Schilder’s theorem using embeddings can be found in Section 6. In
Section 7 we introduce the Feng-Kurtz formalism and show how this is applicable
in the Riemannian setting. Finally, with the main work done, in Section 8 we
provide the proofs of the theorems stated in Section 5 using this Feng-Kurtz
formalism.
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2 Notation and important notions
In this section we will introduce some basic notation and concepts from differ-
ential geometry (see e.g. [Lee97, Spi79]), as well as the definition of the large
deviation principle (see e.g. [DZ98]). We conclude the section by introducing
Freidlin-Wentzell theory in Euclidean space.
2.1 Some differential geometry
Throughout this paper we work in a complete Riemannian manifold (M, g) of
dimension k. We denote by TM the tangent bundle, and by T ∗M the cotangent
bundle. By Γ(TM) we denote the vector fields, i.e., the smooth sections of TM .
With the idea of studying Hamiltonians in mind, we reserve p for elements of
T ∗M as momentum is a cotangent vector. Tangent vectors are generally denoted
V and we write x for points in M .
2.1.1 Riemannian inner product and distance
For x ∈M , if V ∈ TxM and p ∈ T ∗xM , we denote the duality pairing by 〈V, p〉 or
p(V ). The inner product of two elements V,W ∈ TxM is denoted by 〈V,W 〉g(x)
and the length |V |g(x) of V is defined as
|V |g(x) =
√
〈V, V 〉g(x).
The Riemannian distance on M is defined as
d(x, y) := inf
{∫ 1
0
|γ˙(t)|g(γ(t)) dt
∣∣∣∣ γ : [0, 1]→M,γ(0) = x, γ(1) = y, γ piecewise smooth} .
We define the inner product, and consequently the length, of cotangent vectors
using duality via the metric. For p ∈ T ∗xM , we will denote its length by |p|g(x).
We will omit the point x in the notation whenever this is clear. In a coordinate
chart, we denote the coefficient matrix of the metric by G = (gij). The coeffi-
cient matrix of the metric on cotangent vectors is then given by G−1 = (gij).
2.1.2 Connection and parallel transport
We assume that our Riemannian manifold is equipped with the Levi-Civita
connection ∇, i.e., the unique connection which is compatible with the metric
and torsion free.
A vector field V ∈ Γ(TM) is parallel along a curve γ : [a, b]→M if∇γ˙(t)V (γ(t)) =
0 for all t ∈ [a, b]. A curve γ is called a geodesic, if the vector field γ˙(t) is parallel
along γ. It turns out that paths of minimal length between points are geodesic
for the Levi-Civita connection.
A connection induces the notion of parallel transport. Given a (piecewise)
smooth curve γ : [a, b] → M , we denote parallel transport along γ from γ(t0)
to γ(t1) by τγ,t0t1 , or simply τt0t1 whenever the meant curve is clear. If points
x, y ∈M can be connected by a unique geodesic of minimal length, we will also
write τxy meaning parallel transport from x to y along this specific geodesic. To
define parallel transport for cotangent vectors, one can use the duality between
the tangent space and cotangent space. In particular, if p ∈ T ∗xM and V ∈ TyM ,
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then τxyp(V ) = p(τ
−1
xy V ). This also characterizes τxyp if this is satisfied for all
V ∈ TyM .
The following proposition is used in proving the generalization of Mogulskii’s
theorem. For a proof, we refer to Appendix C.
Proposition 2.1. Let x, y ∈ M and assume that x /∈ Cy (or equivalently,
y /∈ Cx). Then for all V ∈ TyM we have
dyd
2(x, y)(V ) = 2〈γ˙(1), V 〉g(y),
where γ : [0, 1]→M is the unique geodesic of minimal length connecting x and
y. Consequently, we obtain
τxydxd
2(x, y) = −dyd2(x, y).
2.1.3 Exponential map, injectivity radius and cutlocus
Given x ∈M , for every V ∈ TxM , let γV be the geodesic starting at γV (0) = x,
with initial velocity V . By the completeness assumption on M , this geodesic
exists for all times t > 0. We define the exponential map Expp : TpM → M
by setting Expx(V ) = γV (1). A geodesic ball B(x, δ) of radius δ > 0 in M is
the image of {V ∈ TxM | |V |g(x) < δ} under Expp. A geodesic sphere of radius
δ > 0 is the image of {V ∈ TxM | |V |g(x) = δ}.
For a point x ∈M , we define the injectivity radius at x to be
i(x) := sup {δ ∈ R+ |Expx is injective on Bx(0, δ)} ,
where Bx(0, δ) ⊆ TxM is the ball of radius δ with respect to g(x). The exis-
tence of normal coordinates around x assures that i(x) > 0. Observe that on
Expx(Bx(0, i(x))) the map y 7→ d2(x, y) is smooth. We define the injectivity
radius of the manifold to be
i(M) := inf
x∈M
i(x)
Proposition 2.2 ([Kli82]). The injectivity radius i(x) depends continuously on
x. In particular, if M is compact we have i(M) > 0.
The injectivity radius is closely related to the cutlocus of a point x ∈ M . For
any x ∈M we define the cutlocus Cx to be the set of all point y ∈M for which
there is more than one geodesic of minimal length connecting x and y.
2.1.4 Curvature
The Riemann curvature endomorphism measures to what extent second order
covariant derivatives of a vector field commute. It is the map R : TM × TM ×
TM → TM given by
R(X,Y )Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z,
where [X,Y ] = XY − Y X is the commutator of X and Y . Associated to this
is the Riemann curvature tensor, which is the 4-tensor Rm
Rm(X,Y, Z,W ) = 〈R(X,Y )Z,W 〉.
Finally, by taking the trace of the curvature tensor with respect to the first and
last entry, we obtain a 2-tensor which we will call the Ricci-curvature, denote
by Ric.
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2.1.5 Function spaces
We denote the space of continuous functions on M by C(M) and the space of
bounded continuous functions by Cb(M). The smooth functions are indicated
by C∞(M), whereas the space of smooth functions that are constant outside of
a compact set are denoted by C∞c (M).
The set of continuous curves on an interval I ⊆ R+ is denoted by by C(I;M).
Spaces of continuous functions and curves are considered to carry the topology
of uniform convergence. We denote the Skorokhod space of cádlág paths by
D(I;M), see [EK86, Section 3.5]. Finally, we define the space H1(I,M) by
H1(I;M) :=
{
γ : I →M |γ is differentiable a.e. and
∫
I
|γ˙(t)|2g dt <∞
}
with norm given by
||γ||H1 =
∫
I
|γ˙(t)|2g dt.
Finally, we denote by AC(I;M) the set of absolutely continuous curves in M ,
i.e. the set of continuous curves γ : I →M that differentiable for almost every
point in I and such that for all f ∈ C∞(M) and (s, t) ⊆ I:∫ t
s
|〈df(γ(r)), γ˙(r)〉|dr <∞,
f(γ(t))− f(γ(s)) =
∫ t
s
〈df(γ(r)), γ˙(r)〉dr.
If we consider only curves with some fixed initial point x ∈ M , we write
Cx(I;M), H
1
x(I;M) and ACx(I;M) to indicate this.
2.2 Large deviation principle
Large deviation principles control the limiting behaviour on the exponential
scale of a sequence µn of probability measures on some state space Ω. This
limiting behaviour is governed by a rate function I, which is a lower semi-
continuous function from Ω into [0,∞]. We say that I is a good rate function
if its sublevel sets {ω | I(ω) ≤ c} are compact.
Definition 2.3. Consider a sequence of measures {µn}n≥1 on Ω.
(a) We say that the sequence {µn}n≥1 is exponentially tight if for all α > 0
there exists a compact Kα ⊆ Ω such that
lim sup
n→∞
1
n
logµn(K
c
α) < −α.
(b) We say that the sequence {µn}n≥1 satisfies the large deviation principle
(LDP) on Ω with rate function I : Ω→ [0,∞] if it satisfies
(i) The upper bound; for every closed set F ⊆ Ω,
lim sup
n→∞
1
n
logµn(F ) ≤ − inf
ω∈F
I(ω).
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(ii) The lower bound; For every open set G ⊆ Ω,
lim inf
n→∞
1
n
logµn(G) ≥ − inf
ω∈G
I(ω).
Depending on the situation, we will also write ε instead of 1n and let ε tend to
0.
2.3 Freidlin-Wentzell theory
We conclude this introductory section with a short discussion of Freidlin-Wentzell
theory in Euclidean space, which we will use in the proof of Schilder’s theorem
for Riemannian Brownian motion. The theory of Freidlin and Wentzell is con-
cerned with LDPs for solutions Xεt of stochastic differential equations of the
form
dXεt = b(X
ε
t )dt+
√
εσ(Xεt )dWt (2.1)
where Wt is a R
l-valued Brownian motion and b : Rk → Rk and σ : Rk → Rk×l.
We have the following theorem (see [DZ98, Theorem 5.6.7], (combined with
[Big04, Theorem 5(a)]).
Theorem 2.4 (Freidlin-Wentzell). Assume that {Xε0} satisfies the LDP in Rk
with good rate function I0. If the entries of b and σ are bounded, Lipschitz
continuous, then the solution Xεt of (2.1) satisfies the LDP in C(R
+;Rk) with
the good rate function
I(f) = inf
{
I0(f(0)) +
1
2
∫ ∞
0
|g˙(t)|2 dt
∣∣∣∣∣g ∈ AC(R+;Rk),
f(t) = x+
∫ t
0
b(f(s)) ds+
∫ t
0
σ(f(s))g˙(s) ds
} (2.2)
As on manifolds we will be working with Stratonovich stochastic differential
equations instead of the Itô ones as above, we need the following adjustment of
the theorem. The proof can be found in Appendix C.
Theorem 2.5 (Freidlin-Wentzell, Stratonovich SDE). Let Wt be an R
l valued
standard Brownian motion. Let b : Rk → Rk and σ : Rk → Rk×l be bounded,
Lipschitz continuous functions. Assume that for any ε > 0 the process Y εt
satisfies the Stratonovich stochastic differential equation
dY εt = b(Y
ε
t ) dt+
√
εσ(Y εt ) ◦ dWt, (2.3)
and assume that {Y ε0 } satisfies the LDP in Rk with good rate function I0. Then
the trajectories of Y εt satisfy the LDP in C(R
+;Rk) with good rate function as
in (2.2).
3 Brownian motion on Riemannian manifolds
In this section, we give a concise review of the definition of Brownian motion on a
Riemannian manifold, following [Hsu02]. We go over two equivalent definitions
which we need for the different approaches to proving Schilder’s theorem in
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Sections 6 and 8. We end with a short discussion on the behaviour of the
radial process. Although this section has a review character, we made it as
self-contained as possible. The reader familiar with the various definitions of
Riemannian Brownian motion might skip this section.
3.1 Generator approach to Brownian motion
Denote by ∆M the Laplace-Beltrami operator on M . On any coordinate chart
(x, U) we have
∆M =
1√
detG
∂
∂xi
(√
detGgij
∂
∂xj
)
.
In the Euclidean case, the generator of Brownian motion is given by 12∆. This
inspires the following definition.
Definition 3.1 (Riemannian Brownian motion). A continuous M -valued pro-
cess Wt is a Riemannian Brownian motion if it is generated by
1
2∆M , i.e., Wt
is such that for all f ∈ C∞(M)
f(Wt)− f(W0)− 1
2
∫ t
0
∆Mf(Ws) ds
is a local martingale up to the explosion time of Wt.
Note that a priori there is no guarantee that Riemannian Brownian motion is
defined for all times t > 0. It turns out that this relies on the geometry of M .
We make the following definition.
Definition 3.2 (Stochastic completeness). We say that a Riemannian manifold
is stochastically complete if the explosion time of its Brownian motion is almost
surely infinite.
The following proposition gives an important sufficient geometric condition for
stochastic completeness (see e.g. [Hsu02, Section 4.2]).
Proposition 3.3. Assume there exists a finite constant L such that Ric ≥ L.
Then the manifold is stochastically complete.
3.2 Brownian motion as the solution of an SDE
We now turn to the approach of defining Riemannian Brownian motion by
solving an appropriate SDE. For an introduction to SDEs on manifolds, we refer
to appendix A. In general, it is not possible to obtain Riemannian Brownian
motion by solving an SDE on the manifold M itself. The main issue here is
that the Laplace-Beltrami operator ∆M is not necessarily a sum of squares.
Indeed, if V1, . . . , Vl are vector fields on M , and W is a l-dimensional Brownian
motion, one can show that the solution of the Stratonovich stochastic differential
equation
dXt = Vl ◦ dW lt
is generated by
L =
l∑
i=1
V 2i
9
Consequently, the Laplace-Beltrami operator cannot generate processes of this
type. In order to make this idea work, we need to go to the orthonormal frame
bundle OM , see appendix B.
Let H1, . . . , Hk ∈ Γ(TOM) be the fundamental horizontal vector fields and let
B be a k-dimensional Euclidean Brownian motion. Let Ut be the process in
OM given by
dUt = Hi(Ut) ◦ dBit, U0 = u
where piu =W0. Here pi : OM →M denotes projection. We have the following
proposition (see [Hsu02, Proposition 3.2.1]):
Proposition 3.4. The process Wt is Riemannian Brownian motion.
Remark 3.5. Given a Brownian motion Wt on M (defined as the process gen-
erated by 12∆M ), there is a unique horizontal semimartingale Ut in OM such
that piUt =Wt. Furthermore, Ut and Wt have the same explosion times.
3.3 Radial process of Brownian motion
We conclude this section by studying the radial part of Brownian motion, i.e.,
the distance of Brownian motion to its starting point. If Wt is Riemannian
Brownian motion started at W0 = x0 ∈M , then we define the radial process
Rt = d(Wt, x0).
The following result is Theorem 3.5.1 in [Hsu02].
Theorem 3.6. Let Wt be a Riemannian Brownian motion started at some
x0 ∈M . There exists a one-dimensional Euclidean Brownian motion Bt and a
nondecreasing process Lt, which only increases on the cutlocus of x0, such that
Rt = Bt +
1
2
∫ t
0
∆Mr(Ws) ds− Lt
for all t less than the explosion time of W .
Our aim is to control probabilities of the type P(Tδ ≤ τ), where Tδ is the exit
time of the geodesic ball B(x0, δ) of radius δ around x0. We have the following
proposition, which is an adaptation of Theorem 3.6.1 in [Hsu02]. For a proof
we refer to Appendix C.
Proposition 3.7. Let M be a complete Riemannian manifold of dimension k
and assume there exists an L ≥ 1 such that the Ricci curvature is bounded from
below by −L. Fix p ∈M and let Wt be standard Riemannian Brownian motion
started almost surely in x0. Then for any δ >
√
2kLτ and any τ ≥ 0 it holds
that
P
(
sup
0≤t≤τ
d(Wt, x0) ≥ δ
)
≤ 2e− 12
(kLτ− 1
2
δ2)2
δ2τ .
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4 Random walks on a manifold
The most basic setting for Mogulskii’s theorem is that of random walks on Rk
with independent and identically distributed increments. We generalize this
type of random walks to the setting of manifolds. One way to generate random
walks with independent increments is via geodesic random walks introduced in
Section 4.1. Afterwards, in Section 4.2, we generalize the concept of identically
distributed increments for geodesic random walks. We conclude this section
by giving some examples of random walks with independent and identically
distributed increments in Section 4.3.
4.1 Geodesic random walks
We start by defining geodesic random walks {Sn}n≥0 on M . We follow [Jø75].
Definition 4.1. A sequence of random variables {Sn}n≥0 on M is called a
geodesic random walks on (M, g) with increments {Xn+1}n≥0, Xn ∈ TSn if
there is a collection of measures {µx}x∈M with µx ∈ P(TxM) such that:
(a) The increments {Xn}n≥1 are independent and Xn+1 has distribution µSn ;
(b) The steps are given deterministically as a function of the increments: Sn+1 :=
ExpSn(Xn+1).
If M = Rk, the exponential map is given by addition, i.e., Expx(V ) = x + V ,
so a geodesic random walk reduces to a random walk with location-dependent
step distribution. In this Euclidean setting, we are able to rescale a random
walk: αSn, α ∈ R. On a general manifold this is not possible. The increments,
however, can be rescaled by α.
Definition 4.2. Let {Sn}n≥0 be a geodesic random walk on (M, g) with in-
crements {Xn+1}n≥0, generated with the collection of measures {µx}x∈M . Let
α ∈ R. The rescaled geodesic random walk α ∗ Sn is the geodesic random walk
generated by the collection of measures {µx,α}x∈M given by
µx,α = µx ◦m−1α ,
where mα : TxM → TxM is given by mα(V ) = αV .
To rephrase the definition of a rescaled geodesic random walk, the construction
of α ∗ Sn is completely analogous to that of Sn, the only difference being that
if Xn+1 has distribution µSn one should replace for any n, the step Sn+1 =
ExpSn(Xn+1) by α ∗ Sn+1 = Expα∗Sn(αXn+1).
4.2 Identically distributed increments
We proceed by introducing an analogue notion of identically distributed incre-
ments. As the increments X1, X2, . . . in general do not live in the same tangent
space, they are not immediately comparable. However, parallel transport al-
lows us to identify tangent spaces, and thus to compare tangent vectors from
different tangent spaces.
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Definition 4.3 (Identical distributions on tangent spaces). Let {µx}x∈M be a
collection of measures, such that for each x ∈M , µx is a probability measure on
TxM . We say the distributions are identical if the measures satisfy the following
consistency property: For all y, z ∈ M and all γ : [a, b] → M smooth curves
with γ(a) = y and γ(b) = z it must hold that µz = µy ◦ τ−1γ,ab.
The consistency property in the above definition essentially says that the col-
lection of measures {µx}x∈M is invariant under parallel transportation.
Remark 4.4. In Rk, this assumption implies that the measure µx does not de-
pend x. Indeed, in Rk, all tangent spaces can be identified with Rk itself,
and parallel transport along the straight line between two points is simply the
identity.
For a probability measure µx on TxM we define the log moment generating
function Λ : T ∗xM → R by
Λx(p) = log
∫
TxM
e〈v,p〉 dµx(v).
The following proposition gives an important equivalent characterization of the
consistency property.
Proposition 4.5. Let {µx}x∈M be a collection of measures such that µx is a
probability measure on TxM for every x ∈ M . Assume that Λx(p) < ∞ for all
x ∈M and all p ∈ T ∗xM . The following are equivalent
(a) The collection {µx}x∈M satisfies the consistency property as in Definition
4.3.
(b) For all x, y ∈ M and all smooth curves γ : [a, b] → M with γ(a) = x and
γ(b) = y and for all p ∈ T ∗xM we have
Λx(p) = Λy(τγ,abp).
Proof. We first prove that (a) implies (b). Fix x, y ∈ M and γ : [a, b] → M a
smooth curve with γ(a) = x and γ(b) = y. Let p ∈ T ∗xM . Writing τxy = τγ,ab
we find
Λx(p) = log
∫
TxM
e〈v,p〉 dµx(v)
= log
∫
TxM
e〈τxyv,τxyp〉 dµx(v)
= log
∫
TyM
e〈w,τxyp〉 dµy(w)
= Λy(τxyp).
Here, the second line follows from the fact that the duality pairing is invariant
under parallel transport and the third line follows from the consistency assump-
tion of the collection of measures.
For the reverse implication, fix x, y ∈ M and let γ : [a, b] → M be a smooth
curve with γ(a) = x and γ(b) = y. A similar argument as above shows that
the log moment generating function of µx ◦ τ−1xy coincides with the log moment
generating function of µy. Because the moment generating function determines
the distribution, we conclude that µx ◦ τ−1xy = µy as desired.
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Finallly, let us consider the differentiability properties of the map Λ : T ∗M → R
given by Λ(x, p) := Λx(p).
Proposition 4.6. Let {µx}x∈M be a collection of measures as in Definition 4.3
with associated log moment generating functions Λx. Assume that Λx(p) < ∞
for all p ∈ T ∗xM and all x ∈ M . Then the map Λ : T ∗M → R given by
Λ(x, p) := Λx(p) is continuously differentiable.
Proof. Fix x ∈M and take U ⊂M \Cx open such that x ∈ U . For y ∈ U there
exists a unique geodesic of minimal length connecting x and y. By Proposition
4.5 we can write
Λ(y, p) = Λ(x, τyxp)
for all y ∈ U , where τxy denotes parallel transport along the geodesic of minimal
length between y and x.
As parallel transport is given as the solution of a system of linear differen-
tial equations with smooth coefficients, we find that the map (y, p) → τyxp is
smooth. Furthermore, as Λx is finite on T
∗
xM , it is continuously differentiable
(cf. [DZ98, Lemma 2.2.31]). Because Λ is the composition of continuously dif-
ferentiable maps on T ∗U , it is continuously differentiable. As this holds for any
x ∈M , the claim follows.
4.3 Examples
We give some examples of collections of measures {µx}x∈M satisfying Definition
4.3
Example 4.7 (Uniform distribution on a ball). Fix r > 0. For any x ∈ M ,
let µx be the uniform distribution on
{
V ∈ TxM
∣∣∣ |V |g ≤ r} ⊆ TxM . To see
that this collection of measures satisfies the consistency property, one simply
has to observe that parallel transport is an isometry between tangent spaces,
thus mapping balls of same radii in different tangent spaces bijectively onto each
other.
The next example will be used in a later section to indicate the connection
between Mogulskii’s theorem and Schilder’s theorem.
Example 4.8 (Normal distribution). We now want to consider geodesic ran-
dom walks with normally distributed increments. For this, we define what we
consider to be a standard normal distribution on TxM and show that it satisfies
the consistency property. We say that V has a standard normal distribution if
for some basis (equivalently, all bases) E1, . . . , EN of TxM it holds that
(V 1, V 2, . . . , V N ) ∼ N (0, G−1(x))
where V = V iEi and G(x) is the matrix of the metric tensor at x with re-
spect to the basis E1, . . . , EN . This is well-defined, because G
−1(x) transforms
tensorially under coordinate transformations.
To show that this collection of measures satisfies the consistency property in
Definition 4.3, we make use of Proposition 4.5. We compute the log moment
generating function Λx of µx. For this, we will show that
〈V, p〉 ∼ N(0, |p|2g(x)).
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for any p ∈ T ∗xM . Let (E1, . . . , EN ) be a basis for TxM and (E∗1 , . . . , E∗N ) the
corresponding dual basis of T ∗xM . Write V = V
iEi and p = pjE
∗
j . Then
〈V, p〉 = piV i
This has a normal distribution with mean 0 and variance pTG−1(x)p = |p|2g(x).
Using this, the log moment generating function becomes
Λx(p) = log
∫
TxM
e〈v,p〉 dµx(v) =
1
2
|p|2g(x).
As parallel transport along any smooth curve is an isometry, we find that (b)
of Proposition 4.5 is trivially satisfied and consequently, the collection {µx}x∈M
satisfies the consistency property.
Remark 4.9. The previous example shows that if we have for all x ∈ M that
Λx(p) = f(|p|g(x)) for some function f , independent of x, then the measures
{µx}x∈M satisfy the consistency property in Definition 4.3. This is for example
the case if µx conditioned on the norm is uniformly distributed, and the norm
is distributed according to a distribution ν independent of x.
Finally, we will show that if a geodesic random walk has identically distributed
increments, it is sufficient to know the probability distribution in a given tangent
space. This leads to an equivalent characterization of a geodesic random walk.
Example 4.10 (Equivalent characterization of a geodesic random walk). Sup-
pose we have fixed an initial point x0 ∈M and a measure µ on Tx0M with the
following property: For every smooth loop γ : [a, b]→M with γ(a) = γ(b) = x0
it holds that µ = µ ◦ τγ,ab, i.e., µ is invariant under parallel transport along any
loop.
Given such a measure µ, we can construct a family of measures {µx}x∈M which
satisfies Definition 4.3. Indeed, given x ∈ M , we take a smooth curve γ :
[a, b] → M with γ(a) = x0 and γ(b) = x and define µx = µ ◦ τγ,ab. The
assumption on µ implies that this is well-defined, i.e. independent of the curve
γ, and that the given collection of measures satisfies the consistency property.
Indeed, by arguing in a chart around x and x0 respectively, one can make sure
to concatenate a smooth curve from x to x0 to the one from x to x0 in a smooth
way to create a smooth loop.
Now if X˜1, X˜2, . . . are Tx0M -valued random variables with distribution µ, one
can parallelly transport these along the path of the geodesic random walk to
obtain all increments X1, X2, . . . of the walk.
5 Main results
We start by stating Schilder’s theorem for Riemannian Brownian motion.
Theorem 5.1 (Schilder’s theorem for Riemannian Brownian motion). Let (M, g)
be a complete Riemannian manifold of dimension k. Assume that there exists a
constant L ∈ R such that Ric ≥ L. Let Wt be a Riemannian Brownian motion
and assume that W0 satisfies the LDP in M with good rate function I0. Define
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for every ε > 0 the process W εt :=Wtε. Then the trajectories of {W ε}ε>0 satisfy
in D(R+;M) the LDP with good rate function
IM (φ) =
{
I0(φ(0)) +
1
2
∫∞
0 |φ˙(t)|2M dt φ ∈ H1(R+;M),
∞ otherwise. .
We now turn to the generalization of Mogulskii’s theorem for time-scaled geodesic
random walks on M .
Fix an initial point x0 ∈ M , and let {µx}x∈M be a collection of measures
satisfying the consistency property as in Definition 4.3. Let 1n ∗Sn be the scaled
geodesic random walk with independent, identically distributed steps according
to the measures {µx}x∈M and starting from x0 ∈ M . Furthermore, we define
the processes
Zn(t) =
1
n
∗ S⌊nt⌋, t ∈ R+.
The generalization of Mogulskii’s theorem reads as follows.
Theorem 5.2 (Mogulskii’s theorem for Riemannian manifolds). Let M be a
complete Riemannian manifold of dimension k. Let {µx}x∈M be a collection of
measures on the tangent spaces satisfying the consistency property as in Defini-
tion 4.3. Assume that for every x ∈ M and p ∈ T ∗xM we have Λx(p) < ∞ For
every n ∈ N, denote by νn the measure of Zn(·) (as defined above) in C(R+;M).
Assume that {Zn(0)}n≥1 satisfies the LDP in M with good rate function I0.
Then the measures {νn}n≥1 satisfy in C(R+;M) the large deviation principle
with good rate function
I(γ) =
{
I0(γ(0)) +
∫∞
0 Λ
∗
γ(t)(γ˙(t)) dt γ ∈ AC(R+;M),
∞ otherwise. (5.1)
For completeness, let us explicitly write down the rate function for a specific
example.
Example 5.3. Let {µx}x∈M be the collection of standard normal distributions
as defined in Example 4.8. There it was shown that these measures satisfy the
consistency property as in Definition 4.3. By Mogulskii’s theorem, we find that
the process Zn(t) =
1
n ∗S⌊nt⌋ satisfies the large deviation principle in D(R+,M)
with good rate function
I(γ) =
{
1
2
∫∞
0 |γ˙(t))|2g(γ(t)) dt, H1x0(R+;M),
∞ otherwise.
Here we used that Λx(p) =
1
2 |p|2g(x) and consequently, Λ∗x(v) = 12 |v|2g(x).
Remark 5.4. The rate function obtained in the above example coincides with
the one found in Schilder’s theorem for Riemannian Brownian motion. In the
Euclidean case, this is no coincidence, as the increments of Brownian motion are
normally distributed and one can deduce Schilder’s theorem from Mogulskii’s
theorem by discretizing. However, in the Riemannian setting it is not clear
if a similar approach works, because the increments of Riemannian Brownian
motion are no longer normally distributed with the desired parameters due to
the curvature.
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What remains true is the result of Varadhan [Var67] on the short-time asymp-
totics for the heat kernel, stating that
lim
t→0
t log pM (x, y, t) = −d
2(x, y)
2
. (5.2)
Note for a general Riemannian manifold, the Riemannian metric does not satisfy
assumptions B and C in Section 2 of [Var67]. However, similarly as done in the
proof of Lemma 3.1 in [Var67], one can use (5.2) to obtain the large deviations for
the finite dimensional distributions of Brownian paths once Gaussian bounds for
the heat kernel for a general (stochastically complete) Riemannian manifold are
established (see e.g. [ATW06]). Using Proposition 3.7 (which replaces Lemma
3.2 in [Var67]), one can follow the argument in proving Theorem 3.3 in [Var67]
to obtain the large deviations upper bound in Schilder’s theorem. For the lower
bound, one can exactly mimic the proof of Lemma 3.4 in [Var67].
Finally, we present the generalization of Cramér’s theorem for geodesic random
walks in M , which is a corollary of Mogulskii’s theorem.
Theorem 5.5 (Cramér’s theorem for Riemannian manifolds). Let (M, g) be a
complete Riemannian manifold of dimension k. Fix x0 ∈M and let {µx}x∈M be
a collection of measures on the tangent spaces satisfying the consistency property
as in Definition 4.3. Denote by 1n ∗ Sn the associated scaled geodesic random
walk. Assume that the log moment generating function Λx is everywhere finite.
Denote by νn the law of
1
n ∗ Sn in M . Then {νn}n≥1 satisfies in M the LDP
with good rate function
IM (x) = min{Λ∗µx0 (γ˙(0))|γ : [0, 1]→M geodesic, γ(0) = x0, γ(1) = x}.
Let us also provide an explicit example of a rate function as in Cramér’s theorem.
Example 5.6. Continuing Example 5.3, let us also find the corresponding rate
function for the end points of the rescaled geodesic random walk with normal in-
crements. Recall that Λ∗µx0 (v) =
1
2 |v|g(x0). Now suppose we have some geodesic
γ : [0, 1]→M with γ(0) = x0 and γ(1) = x. As γ˙ is parallel along γ, one finds
d(x0, x) ≤
∫ 1
0
|γ˙(t)| dt = |γ˙(0)|g(x0).
In particular, there is at least one geodesic γ˜ for which equality holds. Conse-
quently, we find that
IM (x) = inf
{
Λ∗µx0 (γ˙(0))
∣∣∣ γ : [0, 1]→M geodesic, γ(0) = x0, γ(1) = x} .
=
1
2
d(x0, x)
2.
6 A proof of Schilder’s theorem, Theorem 5.1,
via embedding
In this section we provide, a new proof of Schilder’s theorem for Riemannian
Brownian motion on M (Theorem 5.1). We use the orthonormal frame bun-
dle OM and Freidlin-Wentzell theory in Euclidean space by embedding OM
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into some Euclidean space. For the relevant terminology regarding orthonormal
frame bundles, we refer to Appendix B.
Sketch of proof. We first give a sketch of the proof. First note that it suffices to
show that for any T > 0 the LDP holds in C([0, T ];M) with good rate function
given by
IM (φ) =
{
I0(φ(0)) +
1
2
∫ T
0
|φ˙(t)|2M dt φ ∈ H1([0, T ];M),
∞ otherwise. . (6.1)
To show this, observe that if W εt is a rescaled Riemannian Brownian motion,
then its horizontal lift Uεt to OM is a rescaled horizontal Brownian motion. As
explained in Section 3.2, Uεt satisfies
dUεt = Hi(U
ε
t ) ◦ dBε,it , Uε0 = u0
where Bεt is a rescaledR
k-valued Brownian motion. Using Whitney’s embedding
theorem, we can embed OM into a Euclidean space RN and push-forward the
SDE, making use of proposition A.3 to relate the solutions. This results in
an SDE on RN driven by a Euclidean Brownian motion, the solution of which
remains inside the embedding of the manifold.
Using bump functions, we can assure that the diffusion matrix has compact
support, and consequently is Lipschitz. This allows us to apply the Freidlin-
Wentzell theory in Euclidean space, giving us the LDP in C([0, T ];RN ). By
the contraction principle, this also gives us the LDP for Uεt in C([0, T ];OM)
and consequently also for W εt in C([0, T ];M), at least in the case where the
diffusion matrix has compact support. An exponential tightness like argument
using Proposition 3.7 then gives the LDP also in the noncompact case.
Proof of Theorem 5.1. Let us now provide the further details. First observe
that the lower bound on the Ricci curvature implies that M is stochastically
complete, i.e., that the explosion time of the Brownian motion Wt is almost
surely infinite.
Fix T > 0. As explained above, it is sufficient to show that the LDP holds in
C([0, T ];M) with good rate function given by (6.1).
First, let O ∈ Γ(OM) be a smooth section of the orthonormal frame bundle.
Define the function F :M → OM by setting F (x) = O(x). Define Uε0 := F (Xε0).
As F is continuous, the contraction principle implies that Uε0 satisfies in OM
the LDP with good rate function IOM0 given by
IOM0 (u) = inf{I0(x)|F (x) = u} =
{
I0(x) u(x) = O(x)
∞ otherwise
For every m ∈ N, define Km := B(0,m). As M is complete, B(0,m) is the
image of {V ∈ TxM ||V | ≤ m} under the exponential map. By continuity of the
exponential map we conclude that Km is compact.
Let ϕ :M → R be a smooth function, ϕ ≡ 1 on Km and with compact support.
We extend ϕ to OM by defining it to be constant on fibres. Abusing notation,
we call this extension ϕ as well. Consider the process Uε,mt in OM satsifying
dUε,mt = ϕHi(U
ε,m
t ) ◦ dBε,it , Uε,m0 D= Uε0 , (6.2)
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By Whitney’s embedding theorem there exists an N ∈ N and a smooth em-
bedding ι : OM → RN . We push SDE (6.2) forward to ι(OM) to obtain the
SDE
dV ε,mt = ι∗(ϕHi)(V
ε,m
t ) ◦ dBε,it , V ε,m0 = ι(Uε0 ). (6.3)
Because ϕ has compact support inM , the continuity of ι implies that the vector
fields ι∗(ϕHi) have compact support, and are hence bounded and Lipschitz
continuous.
As ι(OM) is a closed submanifold of RN , we can extend the vector fields ι∗(ϕHi)
to bounded, Lipschitz continuous vector fields on RN , which we will denote by
˜ι∗(ϕHi). This gives us the following SDE on R
N :
dV˜ ε,mt =
˜ι∗(ϕHi)(V˜
ε,m
t ) ◦ dBε,it , V˜ ε,m0 = ι(Uε0 ).
Because ι is a diffeomorphism and ι(OM) is closed in RN , ι(Uε0 ) satisfies in R
N
the LDP with good rate function
IR
N
0 (v) =
{
IOM0 (ι
−1v) v ∈ ι(OM)
∞ otherwise
By Theorem 2.5, the trajectories of V˜ ε,mt satisfy the LDP in C([0, T ];R
N) with
good rate function
Im
RN
(f) = inf
{
IR
N
0 (f(0)) +
1
2
∫ T
0
|g˙(t)|2
Rk
dt
∣∣∣∣∣g ∈ H01 ([0, T ];Rk),
f˙(t) = g˙i(t)˜ι∗(ϕHi(f(t))
}
.
Oberve that if f(0) /∈ ι(OM), then IRN (f) = ∞. If f(0) ∈ ι(OM), then the
existence of such a g as in the rate function implies that f([0, T ]) ⊆ ι(OM) be-
cause the vector fields ˜ι∗(ϕHi) are tangent to ι(OM) at points of ι(OM). To see
this, a similar proof (but adjusted to the deterministic case) as that of [Hsu02,
Proposition 1.2.8] can be used. Hence, Im
RN
is infinite outside C([0, T ]; ι(OM)).
As the latter is a closed subset of C([0, T ];R
N) (as ι(OM) is closed in RN ), we
conclude that V ε,mt satisfies the LDP in C([0, T ]; ι(OM)), where the rate func-
tion Imι(OM) is simply the restriction of I
m
RN
. As the process remains in ι(OM),
we find that the rate function is given by
Imι(OM)(f) = inf
{
IOM0 (ι
−1(f(0))) +
1
2
∫ T
0
|g˙(t)|2
Rk
dt
∣∣∣∣∣g ∈ H01 ([0, T ];Rk),
f˙(t) = g˙i(t)ι∗(ϕHi)(f(t))
}
.
Now observe that as ι is an embedding, ι(Uε,mt ) solves SDE (6.3) with initial
value ι(Uε0 ) if and only if U
ε,m
t solves SDE (6.2) with initial value U
ε
0 . Conse-
quently, by the contraction principle we get the LDP in C([0, T ];OM) for the
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trajectories of Uε,mt with good rate function given by
ImOM (h) = Iι(OM)(ι ◦ h) = inf
{
IOM0 (h(0)) +
1
2
∫ T
0
|g˙(t)|2
Rk
dt
∣∣∣∣∣g ∈ H01 ([0, T ];Rk),
d
dt
(ι ◦ h)(t) = g˙i(t)ι∗(ϕHi)(ι ◦ h(t))
}
.
Now observe that as ι is a smooth embedding we have ˙(ι ◦ h)(t) = g˙i(t)ι∗(ϕHi)(ι◦
h(t)) if and only if h˙(t) = g˙i(t)(ϕHi)(h(t)). But then we can rewrite the rate
function ImOM as
ImOM (h) = inf
{
IOM0 (h(0)) +
1
2
∫ T
0
|g˙(t)|2
Rk
dt
∣∣∣∣∣g ∈H01 ([0, T ];Rk),
h˙(t) = g˙i(t)(ϕHi)(h(t))
}
.
In particular, we see that if pih([0, T ]) ⊆ Km then ImOM (h) can only be finite
if h is a horizontal curve in OM . Indeed, if h is not horizontal, the set over
which we take the infimum is empty. Notice that for this we use that ϕ ≡ 1
on Km. In particular, for every horizontal curve h, there exists precisely one
g ∈ H10 ([0, T ];Rk) such that h˙(t) = g˙i(t)Hi(h(t)) and h(0) = u0, namely the
antidevelopment of h along initial frame u0.
By the continuity of pi, the contraction principle implies the LDP for the trajec-
tories of W ε,mt = pi(U
ε,m
t ) in C([0, T ];M) with good rate function I
m
M (f) given
by
ImM (f) = inf{ImOM (fˆ)|fˆ ∈ C([0, T ];OM) with pi(fˆ) = f}.
We now show how to simplify this expression when f([0, T ]) ⊆ Km. As discussed
above, in this case ImOM (fˆ) can only be finite if fˆ is horizontal. The infimum
must thus be taken over the possible horizontal lifts of f . As IOM0 is only finite
for the frame O, we only to consider the horizontal lift of f via the initial frame
O(f(0)). But then the rate function can be written as
ImM (f) = I0(f(0)) +
1
2
∫ T
0
|g˙(t)|2
Rk
dt, g the anti-development of f,
Denoting by h the horizontal lift of f , we obtain g˙(t) = h−1(t)f˙(t). Using that
h is an orthonormal frame, and thus an isometry, we find that
|g˙(t)|Rk = |h−1(t)f˙ (t)|Rk = |f˙(t)|M .
This shows that, at least for f such that f([0, T ]) ⊂ Km, the rate function is
given by
ImM (f) = I0(f(0)) +
1
2
∫ T
0
|f˙(t)|2M dt.
We complete the proof by showing that the trajectories of W εt satisfy the LDP
in C([0, T ];M) with good rate function
IM (f) =
{
I0(f(0)) +
1
2
∫ T
0
|f˙(t)|2M dt, f ∈ H1([0, T ];M)
∞ otherwise .
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For this, for every ε > 0, denote T εKm the exit time of W
ε
t from Km. Observe
that by the definition of W ε,mt we have that W
ε
t and W
ε,m
t agree up to time
T εKm .
Let us first prove the upper bound. For this, let F ⊆ C([0, T ];M) be closed.
Then
P(W εt ∈ F ) = P(W εt ∈ F |T εKm > 1)P(T εKm > 1) + P(W εt ∈ F |T εKm ≤ 1)P(T εKm ≤ 1)
≤ P(W εt ∈ F ∧ T εKm > 1) + P(T εKm ≤ 1)
= P(W ε,mt ∈ F ∧ T εKm > 1) + P(T εKm ≤ 1)
≤ P(W ε,mt ∈ F ∩ C([0, T ];Km)) + 2e−
1
2
(kLε− 1
2
m2)2
m2ε .
Here the last inequality follows from Proposition 3.7. Using the first part of the
proof and noticing that IM (f) = I
m
M (f) when f([0, T ]) ⊆ Km proves the large
devations upper bound.
It remains to prove the lower bound. Let G ⊆ C([0, T ];M) be open. Fix g ∈ G
and take δ > 0 such that B(g, δ) ⊆ G. Note that there exists an m ∈ N such
that for all h ∈ B(g, δ) it holds that h([0, T ]) ⊆ Km. Consequently, we find that
lim inf
ε→0
ε logP(W εt ∈ G) ≥ lim inf
ε→0
ε logP(W εt ∈ B(g, δ))
= lim inf
ε→0
ε logP(W ε,mt ∈ B(g, δ))
≥ −IM (g).
Here, the equality follows from the fact that W εt and W
ε,m
t have the same dis-
tribution up to T εKm . The last inequality follows from the LDP for W
ε,m
t and
the fact that ImM (g) = IM (g) for g such that G([0, T ]) ⊆ Km. As the above
holds for all g ∈ G, this proves the lower bound.
Finally, to see that IM is a good rate function, note that IM = infm I
m
M and
that the ImM are good rate functions.
Remark 6.1. In a similar way as done in the final step of the above proof, one
can also show that the LDP holds for Uεt and not only for U
ε,m
t . Indeed, let
T εKm be the exit time of W
ε
t from Km. As horizontal lifts are unique, the fact
that W εt and W
ε,m
t agree up to time T
ε
Km
implies that Uεt and U
ε,m
t agree up
to time T εKm .
To prove the upper bound, let F ⊆ C([0, T ];OM) be closed. A similar estimate
as above shows that
P(Uεt ∈ F ) ≤ P(Uε,mt ∈ F ∩ C([0, T ];OKm)) + P(T εKm ≤ 1)
Noticing that IOM (h) = I
m
OM (h) whenever h([0, T ]) ⊆ OKm, a similar argument
as above proves that
lim sup
ε→0
ε logP(Uεt ∈ F ) ≤ − inf
h∈F
IOM (h).
For the lower bound, let G ⊆ C([0, T ];OM) be open. Fix g ∈ G and δ > 0 such
that B(g, δ) ⊆ G. Note that there exists an m ∈ N such that for all h ∈ B(g, δ)
it holds that pih([0, T ]) ⊆ Km, where we possibly have to shrink δ. By a similar
argument as in the proof above, we obtain also the lower bound.
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7 The Hamilton-Jacobi equation and its connec-
tion to large deviations
Our proof of Mogulskii’s theorem and our second proof of Schilder’s theorem
will be based on the semigroup and operator convergence arguments introduced
by [FK06]. We start by discussing their general strategy in Section 7.1. This
will motivate the subsequent sections in which we introduce various techniques
and corresponding results.
7.1 Strategy for proving the large deviation principle
In our proof of the large deviation principle, we follow the approach introduced
by Feng and Kurtz [FK06]. This approach is based on a variant of the projective
limit theorem combined with the inverse contraction principle.
Namely, if a sequence of processes is exponentially tight in the Skorokhod space,
then it suffices to establish large deviations of the finite-dimensional distribu-
tions. The resulting rate function is given in projective limit form: it is given
as the supremum over the rate functions of the finite-dimensional distributions.
The large deviation principle for a finite dimensional distribution is established
via Bryc’s theorem: we prove the convergence of the log-Laplace transforms for
a finite dimensional vector of variables. Using the Markov property, this reduces
to proving the large deviation principle for time 0 in addition to proving the
convergence of the conditional log-Laplace transforms (arguing for continuous
time processes for simplicity):
Vn(t)f(x) :=
1
n
logE
[
enf(Xn(t))
∣∣∣Xn(0) = x] .
Writing Sn(t) for the semigroup of conditional expectations corresponding to the
Markov process Xn with generator An, we find that Vn(t)f = n
−1 logSn(t)e
nf
and that Vn(t) is a semigroup.
Following the theory of weak-convergence of Markov processes, cf. [EK86], we
know that the convergence of linear generators An to a limiting linear operator
A that generates a semigroup, suffices to establish the convergence of linear
semigroups. We follow this approach to prove that there is a limiting non-linear
semigroup V (t) of the non-linear semigroups Vn(t).
A formal calculation shows that Hn defined by
D(Hn) :=
{
f
∣∣ enf ∈ D(An)} ,
Hnf :=
1
n
e−nfAne
nf ,
should be a subset of the (non-linear) generator of the semigroup Vn(t).
We therefore aim to show that there is an operator H ⊆ Cb(M) × Cb(M)
satisfying ‘H ⊆ LIMHn’ and that H generates a semigroup. To do so, we turn
to the Crandall-Ligget theorem, [CL71]. We need to verify two conditions:
• The maximum principle;
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• The range condition: for sufficiently many h ∈ Cb(M) and all λ > 0 one
can find an f ∈ D(H) that solves the Hamilton-Jacobi equation
f − λHf = h. (7.1)
As ‘H ⊆ LIMHn’, the maximum principle for H is automatic, but for non-
linear operators verifying the range condition is a hard, and often impossible,
problem. Therefore, we aim to solve (7.1) uniquely in the viscosity sense and use
these viscosity solutions to construct an operator Hˆ that extends H , satisfies
‘Hˆ ⊆ LIMHn’ and which satisfies the range condition by construction. The
use of viscosity solutions is motivated by the maximum principle. An extension
by using viscosity solutions makes sure that the extension Hˆ also satisfies the
maximum principle.
Solving (7.1) in the viscosity sense goes via proving existence and uniqueness.
First, we consider existence of viscosity sub- and super-solutions. Fix h ∈ Cb(M)
and λ > 0. Consider the solutions Rn(λ)h to the equations f−λHnf = h. Using
that ‘H ⊆ LIMHn’, one can show that
f(x) := sup
{
lim sup
n→∞
Rn(λ)h(xn)
∣∣∣∣xn → x} ,
f(x) := inf
{
lim inf
n→∞
Rn(λ)h(xn)
∣∣∣ xn → x} ,
are a viscosity sub- and viscosity super-solution to (7.1).
Existence and uniqueness of viscosity solutions are afterwards established by
verifying the comparison principle: for all subsolutions u and all supersolutions
v, we have u ≤ v. Indeed, note that f ≥ f , which, if the comparison principle
is satisfied, implies that f := f = f , implying that f is a viscosity solution to
(7.1). In addition, using the comparison principle it is straightforward to check
that f must be the unique solution.
Thus, our first aim for the verification of the large deviation principle is two-fold:
• Establish that ‘H ⊆ LIMHn’, see Definition 7.11 below.
• Establish the comparison principle for a class of Hamilton-Jacobi equa-
tions (7.1), see Section 7.2 below.
In combination with a verification of exponential tighthness, the large deviation
principle established as the consequence of these two steps will yield a rate-
function in projective-limit form. To establish the Lagrangian form, we turn
to control theory to give a second, explicit construction for viscosity solutions
to the Hamilton-Jacobi equation. By the comparison principle, this viscosity
solution must equal the solution obtained from our limiting procedure. In turn,
this yields an explicit form for the limiting semigroup V (t). This form can af-
terwards be used to re-express the projective limit form of the rate function in
terms of a Lagrangian.
In Section 7.2, we introduce the Hamilton-Jacobi equation, discuss viscosity
solutions, and a criterion for the uniqueness of viscosity solutions going by the
name of the comparison principle. In addition, we give an explicit method to
check the comparison principle.
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In Section 7.3, we introduce some basic control theory that we adapt from [FK06]
to the setting of manifolds. This does not create any major issues, except for a
slight change in notation.
In Section 7.4, we connect the Hamilton-Jacobi equation to the large deviation
principle. An identification of an explicit form of the solutions to this equation
leads to a Lagrangian form of the rate function.
7.2 Abstract conditions for the comparison principle
In this section, we give conditions that imply the comparison principle for vis-
cosity sub- and supersolutions to the Hamilton-Jacobi equation
f − λHf = h (7.2)
for h ∈ Cb(M), λ > 0 and H ⊆ Cb(M)× Cb(M).
We start by recalling basic definitions.
Definition 7.1. We say that u is a (viscosity) subsolution of equation (7.2)
if u is bounded, upper semi-continuous and if, for every f ∈ D(H) such that
supx(u(x)− f(x)) <∞ and every sequence xn ∈M such that
lim
n→∞
u(xn)− f(xn) = sup
x
{u(x)− f(x)},
we have
lim
n→∞
u(xn)− λHf(xn)− h(xn) ≤ 0.
We say that v is a (viscosity) supersolution of equation (7.2) if v is bounded,
lower semi-continuous and if, for every f ∈ D(H) such that infx v(x) − f(x) >
−∞ and every sequence xn ∈M such that
lim
n→∞
v(xn)− f(xn) = inf
x
{v(x)− f(x)},
we have
lim
n→∞
v(xn)− λHf(xn)− h(xn) ≥ 0.
We say that u is a (viscosity) solution of Equation (7.2) if it is both a sub and
a super solution.
Remark 7.2. Consider a viscosity sub-solution u to (7.2) and f ∈ D(H) and x0
such that
u(x0)− f(x0) = sup
x
{u(x)− f(x)}.
Then it follows that
u(x0)− λHf(x0)− h(x0) ≤ 0.
Definition 7.3. We say that (7.2) satisfies the comparison principle if for a
subsolution u and supersolution v we have u ≤ v.
Note that if the comparison principle is satisfied, then a viscosity solution is
unique.
The main assumption that we will make on our Hamiltonian is that it can be
represented as a map on the cotangent bundle.
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Assumption 7.4. The map H ⊆ Cb(M) × Cb(M) has a domain D(H) such
that C2c (M) ⊆ D(H) and can be represented as
Hf(x) = H(x, df(x))
for a continuous map H : T ∗M → R such that for each x ∈ M the map
p 7→ H(x, p) from T ∗xM to R is convex.
We start with an informal discussion on the verification of the comparison prin-
ciple in the setting of Assumption 7.4. Suppose that u is a viscosity subsolution
and v a viscosity supersolution to (7.2) that in addition satisfy u, v ∈ D(H).
Finally, suppose that x0 is such that u(x0)− v(x0) = supx{u(x)− v(x)}. Then,
using the viscosity subsolution property of u, we find
u(x0) ≤ h(x0) + λH(x0, dv(x0)).
Similarly, using the supersolution property of v, we find
v(x0) ≥ h(x0) + λH(x0, du(x0)).
This yields:
sup
x
{u(x)− v(x)} = u(x0)− v(x0)
≤ h(x0)− h(x0) + λ [H(x0, dv(x0))−H(x0, du(x0))] . (7.3)
Because x0 is the point where the distance between u and v is maximal, we find
du(x0) = dv(x0) and consequently u− v ≤ 0.
We used two crucial properties in our informal discussion:
• We used that there is a point x0 in which suprema and infima are attained
in the difference of two functions, so that we can use Remark 7.2. This is
not always possible. A restriction of the argument to compact subsets of
M can be achieved via the use of a containment function, see Definition
7.5.
• That u, v ∈ D(H): i.e. we can use u and v as a test function, both in
the same point x0. This is generally not possible: both u and v might
not be continuously differentiable. This will be solved by penalizing by a
distance function, i.e. we consider two points (xα, yα), α > 0 such that
u(xα)− v(xα)− α
2
d2(xα, yα) = sup
x,y∈M
{
u(x)− v(x) − α
2
d2(x, y)
}
. (7.4)
For large α the points xα and yα are close together, so that d
2 behaves
like a smooth function and can be used as a test function in the definition
of viscosity sub- and supersolutions. Following the argument that leads
to (7.3), we end up comparing the Hamiltonian H in the points xα and
yα evaluated in the momenta that are derived from the derivatives of the
square of the distance, cf. (7.5). We will show that such a comparison
leads to a similar bound.
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We start with a definition of our containment function and two auxiliary results.
The first one establishes the existence of optimizers in a perturbed version of
(7.4) that takes into account the containment function which allows us to work
on compact sets. The second result shows us that there is a smooth function
that mimicks the square of the distance if the two points under consideration
are close.
Definition 7.5. We say that Υ : M → R is a good containment function (for
H) if
(Υa) Υ ≥ 0 and there exists a point x0 such that Υ(x0) = 0,
(Υb) Υ is twice continuously differentiable,
(Υc) for every c ≥ 0, the set {x ∈M |Υ(x) ≤ c} is compact,
(Υd) we have supzH(z, dΥ(z)) <∞.
To use the definition of viscosity sub and super-solutions, we use a containment
function to restrict our analysis to compact sets. Next, to bound supx u(x) −
v(x), we double the number of variables, but penalize having a large distance
between both coordinates. The following result is a variant of Lemma 9.2 in
[FK06], Proposition 3.7 in [CIL92] and Lemma A.10 in [CK17].
Lemma 7.6. Let u be bounded and upper semi-continuous and v be bounded and
lower semi-continuous. Assume that Ψ : M2 → R+ is lower semi-continuous
and such that x = y if and only if Ψ(x, y) = 0. Finally, let Υ be a good
containment function.
Fix ε > 0. For every α > 0 there exist points xα,ε, yα,ε ∈ E, such that
u(xα,ε)
1− ε −
v(yα,ε)
1 + ε
− αΨ(xα,ε, yα,ε)− ε
1− εΥ(xα,ε)−
ε
1 + ε
Υ(yα,ε)
= sup
x,y∈M
{
u(x)
1− ε −
v(y)
1 + ε
− αΨ(x, y)− ε
1− εΥ(x)−
ε
1 + ε
Υ(y)
}
.
Additionally, for every ε > 0 we have that
(a) The set {xα,ε, yα,ε |α > 0} is contained in a compact set that equals the
closure of its interior
(b) All limit points of {(xα,ε, yα,ε)}α>0 are of the form (z, z) and for these limit
points we have u(z)− v(z) = supx∈M {u(x)− v(x)}.
(c) We have
lim
α→∞
αΨ(xα,ε, yα,ε) = 0.
For the function Ψ, we would like to use the distance function Ψ(x, y) := d2(x, y).
The distance d, however, is not smooth.
Lemma 7.7. Consider a compact set K ⊆M . Then there is δ = δK > 0 and a
smooth function Ψ = ΨK with Ψ(x, y) ∈ C∞(M2) such that Ψ(x, y) = 12d2(x, y)
if d(x, y) < δ and x, y ∈ K
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Proof. As K is compact, the continuity of the injectivity radius i implies there
exists ε > 0 such that i(K) > ε. Pick δ = 13ε and let Φ : R → R be a smooth
increasing function such that Φ(x) = x if |x| < δ and Φ(x) = 1 if |x| > 2δ. Then
the function Ψ(x, y) = 12Φ(d
2(x, y)) is as desired.
We end this section with the appropriate generalization of the comparison of
Hamiltonians that was used in (7.3) in the setting of a penalization with the
square of the distance. The result is an adaptation, using containment functions,
of Lemma 9.3 in [FK06]. A second proof of this result using containment func-
tions, analogous to the setting of this paper, can be found following Proposition
A.11 of [CK17].
Note that by Lemma 7.6 and 7.7, we find that for each fixed ε the sequence
(xα,ε, yα,ε) is contained in a compact set K. By Lemma’s 7.7 and 7.6 (c) it thus
follows that for large α, we can replace d2(xα,ε, yα,ε) and its exterior derivatives
by Ψ(xα,ε, yα,ε) and its exterior derivatives respectively.
Proposition 7.8. Let H be an operator satisfying Assumption 7.4. Fix λ > 0,
h ∈ Cb(M) and consider u and v sub- and super-solution to f−λHf = h. Let Υ
be a good containment function. Moreover, for every α, ε > 0 let xα,ε, yα,ε ∈M
be such that
u(xα,ε)
1− ε −
v(yα,ε)
1 + ε
− α
2
d2(xα,ε, yα,ε)− ε
1− εΥ(xα,ε)−
ε
1 + ε
Υ(yα,ε)
= sup
x,y∈M
{
u(x)
1− ε −
v(y)
1 + ε
− α
2
d2(x, y)− ε
1− εΥ(x)−
ε
1 + ε
Υ(y)
}
.
Suppose that
lim inf
ε→0
lim inf
α→∞
H
(
xα,ε,
α
2
dd2(·, yα,ε)(xα,ε)
)
−H
(
yα,ε,−α
2
dd2(xα,ε, ·)(yα,ε)
)
≤ 0, (7.5)
then u ≤ v. In other words: f − λHf = h satisfies the comparison principle.
7.3 Control theory
Next, we introduce some basic definitions from control theory, which can be used
to write down a viscosity solution for the Hamilton-Jacobi equation. Given the
comparison principle, this identifies the resolvent using an explicit formula fea-
turing the Lagrangian L : TM → [0,∞], defined as L(x, v) = supp∈T∗xM{〈p, v〉−H(x, p)}. This Lagrangian keeps track of the cost along a trajectory that will
play a central role in the form of the rate function of the large deviation prin-
ciple. We define a variational semigroup V(t), t ≥ 0 and resolvent R(λ), λ > 0
in terms of L:
V(t)f(x) := sup
γ∈AC,
γ(0)=x
{
f(γ(t))−
∫ t
0
L(γ(s), γ˙(s))ds
}
,
and
R(λ)f(x) :=
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lim sup
t→∞
sup
γ∈AC
γ(0)=x
{∫ t
0
λ−1e−λ
−1t
(
f(γ(t))−
∫ s
0
L(γ(r), γ˙(r)dr
)
ds
}
.
The following two results establish the conditions that are needed for the appli-
cation of the control theory component of [FK06, Theorem 8.27].
The first result, Proposition 7.9, can be used to establish the path-space com-
pactness of the set of trajectories that start in a compact set and have uniformly
bounded Lagrangian cost. The compactness of this set can be used to establish
various properties of V and R.
If one additionally assumes that there exists a trajectory with zero cost, which
will follow from the much stronger second result, one can infer that,
• the resolvents approximates the semigroups as in the Crandall-Ligget the-
orem, see cf. [FK06, Lemma 8.18],
lim
n→∞
R(n−1)⌊nt⌋f(x) = V(t)f(x);
• the resolvent R(λ)h is a viscosity sub-solution to f − λHf = h.
The second result, Proposition 7.10, is crucial in establishing that the lower semi-
continuous regularization of R(λ)h is a viscosity supersolution to the Hamilton-
Jacobi equation f − λHf = h.
Thus, if the comparison principle holds for f−λHf = h, λ > 0 and h ∈ Cb(M),
the variational resolvent gives the unique viscosity solution to the Hamilton-
Jacobi equation. This, in turn, means that the variational semigroup is the
semigroup generated by the Hamiltonian H .
Proposition 7.9. Suppose that H : T ∗M → R is once continuously differen-
tiable and define L as its Legendre transform.
Suppose that there is a good containment function Υ for H. Then
(1) L : TM → [0,∞] is lower semi-continuous and for each compact set K ⊆ E
and c ∈ R the set
{(x, v) ∈ TM |x ∈ K, L(x, v) ≤ c}
is compact in TM .
(2) For each compact K ⊆ M , T > 0 and 0 ≤ C < ∞, there exists a compact
set K ′ = K ′(K,T,C) ⊆M such that γ ∈ AC and γ(0) ∈ K and∫ T
0
L(γ(s), γ˙(s)) ds ≤ C
implies γ(t) ∈ K ′ for all 0 ≤ t ≤ T .
(3) For each f ∈ C∞c (M) and compact K ⊆M , there exists a right-continuous
non-decreasing function ψf,K : R
+ → R+ such that limr→∞ r−1ψf,K(r) = 0
and
|〈v, df(x)〉| ≤ ψf,K(L(x, v)), ∀(x, v) ∈ TM, x ∈ K.
The result can be proven as in Lemma 2 of [Kra16].
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Proposition 7.10. Suppose that H : T ∗M → R is once continuously differen-
tiable and define L as its Legendre transform.
Suppose that there is a good containment function Υ for H. Then for each
x0 ∈M and f ∈ D(H), there exists γ ∈ AC with γ(0) = x0 and for all t1 < t2:∫ t2
t1
Hf(γ(s))ds ≤
∫ t2
t1
〈γ˙(s), df(γ(s))〉 − L(γ(s), γ˙(s))) ds.
Proof. The proof can be carried out as in the proof of Lemma 3 of [Kra16]. We
prefer to spell this out as it is slightly more involved in our manifold setting.
Consider f ∈ C∞c (M) and x0 ∈ M . We construct γ ∈ AC with γ(0) = x0 and
such that for all t1 < t2∫ t2
t1
Hf(γ(s))ds =
∫ t2
t1
〈γ˙(s), df(γ(s))〉 − L(γ(s), γ˙(s))ds. (7.6)
To construct such a γ we follow the approach in the proof of lemma 10.21 in
[FK06] or lemma 3.4 in [Kra16]. For every x ∈ M , denote by ∇pH(x, p) ∈
Tp(T
∗
xM) the derivative of H(x, ·) with respect to the second variable. As T ∗xM
is a vector space, we have Tp(T
∗
xM) h T
∗
xM h TxM , where h means the
spaces are isomorphic as vector spaces. Here, the last identification holds via
the Riemannian metric. Consequently, given f ∈ C1(M) we can define the
continuous vector field Qf by
Qf (x) = ∇pH(x, df(x)). (7.7)
Here, continuity follows from our assumption on H. From the theory of convex
analysis (see e.g. [Roc70, Section 26]) we find that
Hf(x) = H(x, df(x)) = 〈Qf (x), df(x)〉 − L(x,Qf (x)). (7.8)
Thus, if a solution γ to (7.7) exists, then integration of (7.8) along this γ yields
(7.6).
We will construct the solution by pasting together local solutions, which exist
due to the possibility of arguing via coordinate charts. The size of the interval
on which we can guarantee existence of the local solution depends on the size
of the vector field. Therefore, if we can give a-priori control on the range of
possible solutions, i.e., find a compact set in which a solution is contained, we
can bound the size of the vector field. From this we obtain a uniform lower
bound on the length of the interval on which a local solution exists. This allows
us to establish existence for the full interval [t1, t2].
So suppose γf is a solution to (7.7). (7.8) implies∫ t2
t1
L(γf (s), γ˙f (s))ds ≤
∫ t2
t1
〈γ˙f (s), df(γf (s))〉 −Hf(γf (s)) ds.
Note that as f is constant outside of a compact set, the map x 7→ H(x, df(x))
is bounded from below as H is continuous, and Qf (x) is bounded on compact
sets, there is some C ≥ 0 such that∫ t2
t1
L(γf (s), γ˙f (s))ds ≤ C.
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Using Proposition 7.9(2), the trajectory γf remains in some compact setK
′ ⊆M
for t ∈ [t1, t2].
This implies we have a-priori control on the range of a solution to (7.7). On
this set, we can bound the size of the vector field and thus give a lower bound
for the size of the interval on which we construct a local solution. These local
solutions can be patched together to construct a global solution on [t1, t2].
7.4 Compact containment and the large deviation princi-
ple
To connect the Hamilton-Jacobi equation to the large deviation principle, we in-
troduce some additional concepts. We consider the following notion of operator
convergence.
Definition 7.11. Suppose that for each n we have an operator (Bn,D(Bn)),
Bn : D(Bn) ⊆ Cb(M) → Cb(M). The extended limit ex − LIMnBn is defined
by the collection (f, g) ∈ Cb(M) × Cb(M) such that there exist fn ∈ D(Bn)
satisfying
lim
n→∞
sup
x∈K
|fn(x)− f(x)|+ |Bnfn(x) − g(x)| = 0.
For an operator (B,D(B)), we write B ⊆ ex−LIMnBn if the graph {(f,Bf) | f ∈
D(B)} of B is a subset of ex− LIMnBn.
Assumption 7.12. Let {rn}n≥1, rn > 0, be some sequence of speeds with
limn→∞ rn =∞.
Continuous time case Assume that for each n ≥ 1, we have a linear op-
erator An ⊆ Cb(M) × Cb(M) and existence and uniqueness holds for
the D(R+,M) martingale problem for (An, µ) for each initial distribution
µ ∈ P(M). Letting Rny ∈ P(D(R+,M)) be the solution to (An, δy), the
mapping y 7→ Rny is measurable for the weak topology on P(D(R+,M)).
Let Xn be the solution to the martingale problem for An and set
Hnf =
1
rn
e−rnfAne
rnf ernf ∈ D(An).
Discrete time case Assume for each n ≥ 1, we have a transition operator
Tn : Cb(M) → Cb(M) for a Markov chain. In addition, let εn > 0 be a
sequence of step-sizes with εn → 0. For each n, let Xn be a discrete-time
Markov chain with transition operator Tn and time-step εn:
E [f(Xn(t)) |Xn(0) = x] = T ⌊tε
−1
n ⌋
n f(x).
Set
Hnf =
1
rnεn
log e−rnfTne
rnf .
Suppose that we have an operator H : D(H) ⊆ Cb(M) → Cb(M) with D(H) =
C∞c (M) satisfying Assumption 7.4 which satisfies H ⊆ ex − LIMHn. Finally,
assume that the map H : T ∗M → R is continuously differentiable.
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The following result follows along the lines of Proposition A.15 in [CK17], whose
proof is based on Lemma 4.22 in [FK06]. In both references, the result was only
proven for the continuous time case, but it can be generalized without problem
to the discrete time case.
Proposition 7.13. Suppose Assumption 7.12 is satisfied and assume that Υ is
a good containment function for H.
Then the sequence {Xn}n≥1 satisfies the exponential compact containment con-
dition with speed {rn}n≥1: for every T > 0 and a ≥ 0, there exists a compact
set Ka,T ⊆M such that
lim sup
n→∞
1
rn
logP [Xn(t) /∈ Ka,T for some t ≤ T ] ≤ −a.
Theorem 7.14. Consider the setting of Assumption 7.12. Suppose that Xn(0)
satisfies a large deviation principle with speed {rn}n≥1 and good rate function
I0.
(a) Suppose that Υ is a good containment function for H. Then the processes
{Xn}n≥1 are exponentially tight with speed rn in D(R+,M).
(b) In addition to the assumption in (a), suppose that for each λ > 0 and
h ∈ Cb(M) the comparison principle is satisfied for f −λHf = h. Then the
large deviation principle is satisfied with speed rn for the processes Xn with
good rate function I given by
I(γ) =
{
I0(γ(0)) +
∫∞
0
L(γ(s), γ˙(s)) ds if γ ∈ AC,
∞ otherwise,
where L : TM → [0,∞] is the Legendre transform of H given by
L(x, v) = sup
p∈T∗xM
{〈v, p〉 − H(x, p)} .
Proof of Theorem 7.14. (a) follows from Proposition 7.13 and Corollary 4.19 in
in [FK06]. The conditions of Corollary 4.19 can be verified by taking F =
C∞c (M).
(b) follows from Theorem 8.27 and Corollary 8.28 in [FK06] by taking H† =
H‡ = H and Af(x, v) = 〈v, df(x)〉. Note that definitions and results in the
control theory chapter, Chapter 8, of [FK06], carry over verbatim by replacing
product of the state-space and a control space by the tangent space. The con-
ditions for the application of these results have been verified in Propositions 7.9
and 7.10. Finally, note that the rate function in [FK06] still involves an infi-
mum over control measures. As our Lagrangian is convex in the speed variable,
Jensen’s inequality gives the final form.
8 Classical LDP theorems on Riemannian man-
ifolds via the Feng-Kurtz formalism
In this section we prove Theorems 5.1, 5.2 and 5.5 in Sections 8.2, 8.3 and 8.4
respectively. Before doing so we construct a good containment function for the
first two theorems in Section 8.1,
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8.1 Good containment function
For the proofs of Schilders’s and Mogulskii’s theorem, cf. Theorems 8.2 and 8.3,
we argue via Theorem 7.14 for which we need a good containment function. We
construct one containment function that will suffice for both proofs. We use the
following proposition
Proposition 8.1. Let (M, g) be a complete Riemannian manifold of dimension
k. Fix x0 ∈ M and define r(x) := d(x, x0). There exists a smooth function
f ∈ C∞(M) such that ||f − r|| ≤ 1 and |df | ≤ 2.
Consider the function f as in the above proposition and set
Υ(x) = log(1 + f2(x)).
Lemma 8.2. Let either H be given by
H(x, p) = log
∫
TxM
e〈v,p〉µx(dv) (8.1)
or
H(x, p) = 1
2
|p|2g(x). (8.2)
Then Υ is a good containment function for H.
Proof. Clearly Υ ≥ 0 and Υ(x0) = 0, and Υ ∈ C∞(M).
Now fix c ≥ 0. By the continuity of Υ, the set {x ∈M |Υ(x) ≤ c} is closed. By
definition the set is bounded, and as M is a finite dimensional manifold, also
compact.
Now consider the Hamiltonian H in (8.1). Note that for all x ∈M \ {x0}
dΥ(x) =
2f(x)
1 + f2(x)
df(x).
Consequently, |dΥ(x)| ≤ |df(x)| ≤ C because df is uniformly bounded. But
then
H(x, dΥ(x)) = log
∫
TxM
e〈v,dΥ(x)〉µx(dv) ≤ log
∫
TxM
eC|v|g(x)µx(dv) =: Cx <∞,
where Cx is finite as we assume the log moment generating function of µx to
be finite. By the consistency property (as in Definition 4.3), Cx actually does
not depend on x. Consequently, we find that supx∈M H(x, dΥ(x)) < ∞. That
the same holds for the Hamiltonian as in (8.2) follows immediately from the
uniform boundedness of dΥ.
8.2 Proof of Schilder’s Theorem, Theorem 5.1
In this section we provide an alternative proof of Schilder’s theorem for Rie-
mannian Brownian motion based on Theorem 7.14.
Proof of Theorem 5.1. We verify the conditions for Theorem 7.14.
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Step 1: We calculate Hn and limit H . The process Wt solves the martingale
problem for the operator 12∆M and consequently, W
n−1
t is generated by
1
2n∆M .
For f ∈ C∞c (M), we find
Hnf =
1
n
e−nf
1
2n
∆Me
nf
=
1
n
e−nfenf
1
2
(∆Mf + n |df |2g(x))
=
1
2n
∆Mf +
1
2
|df |2g(x) .
Let H ⊆ Cb(M) × Cb(M) be given by D(H) = C∞c (M) and for f ∈ C∞c (M):
Hf = 12 |df |2g(x) .
It follows that for all f ∈ C∞c (M), we have
lim
n→∞
||Hnf −Hf || = 0,
implying that H ⊆ LIMHn. Note that Hf(x) = H(x, df(x)) for H : TM → R
of the form H(x, p) = 12 |p|2g(x).
Step 2: By Lemma 8.2 we have a good containment function Υ.
Step 3: Fix λ > 0 and h ∈ Cb(M). We verify the comparison principle for
f − λHf = h by the application of Proposition 7.8. Let xα,ε, yα,ε be as in
Proposition 7.8. We establish (7.5).
Fix ε > 0. By Lemma 7.6, there is a compactKε ⊆M such that {xα,ε, yα,ε |α >
0} is contained in Kε. By the continuity of the injectivity radius and the
compactness of Kε, we can find a δ > 0 such that i(Kε) ≥ δ > 0. Then there
exists a unique geodesic of minimal length connecting x and y. By Proposition
2.1 we have
dd2(·, y)(x) = −τxydd2(x, ·)(y),
where τxy denotes parallel transport along the unique geodesic of minimal length
connecting x and y. As parallel transport is an isometry, we find
H
(
x,
α
2
(dd2(·, y))(x)
)
=
1
2
∣∣∣α
2
(dd2(·, y))(x)
∣∣∣2
g(x)
=
1
2
∣∣∣−α
2
(dd2(x, ·))(y)
∣∣∣2
g(y)
= H
(
y,−α
2
(dd2(x, ·))(y)
)
.
Consequently, for xα,ε, yα,ε with d(xα,ε, yα,ε) < δ we find
H
(
xα,ε,
α
2
(dd2(·, yα,ε))(xα,ε)
)
−H
(
yα,ε,−α
2
(dd2(xα,ε, ·))(yα,ε)
)
= 0.
By Proposition 7.8, we can conclude that f −λHf = h satisfies the comparison
principle.
By Theorem 7.14, the measures {νn}n≥1 satisfy inD(R+,M) the large deviation
principle with good rate function given by (5.1). As the topology of D(R+,M)
restricted to C(R+,M) reduces to the uniform topology, the same LDP holds
in C(R+,M), concluding the proof.
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8.3 Proof of Mogulskii’s Theorem, Theorem 5.2
In this section, we prove the analogue of Mogulskii’s theorem for time-scaled
geodesic random walks.
Proof of Theorem 5.2. The proof is similar as the proof of Theorem 5.1. We
verify the conditions for Theorem 7.14.
Step 1: We start by calculating Hn and its limit H . Observe that for every
n ∈ N the sequence { 1n ∗ Sk}k≥1 (taking time-step size εn = n−1) is a Markov
chain with transition operator given by
Tnf(x) = E
(
f
(
1
n
∗ Sk+1
)∣∣∣∣ 1n ∗ Sk = x
)
=
∫
TxM
f(Expx(n
−1v))µx(dv).
Using this, for every n ∈ N we can compute the Hamiltonian
Hnf(x) = log e
−nfTne
nf (x) = log
∫
TxM
en(f(expx(n
−1v)−f(x))µx(dv).
Consequently, as Λx(p) < ∞ for all x ∈ M and p ∈ T ∗xM , we find for f ∈
C∞c (M) that
Hf(x) := lim
n→∞
Hnf(x) = log
∫
TxM
e〈v,df(x)〉µx(dv)
uniformly in x, so that we can take D(H) = f ∈ C∞c (M). Note that indeed H
has the form Hf(x) = H(x, df(x)) for a continuous map H : T ∗M → R that is
convex in the second coordinate. This implies that Assumption 7.4 is satisfied
and H is given by
H(x, p) = log
∫
TxM
e〈v,p〉µx(dv) = Λx(p).
Step 2: By Lemma 8.2 we have a good containment function Υ.
Step 3: Fix λ > 0 and h ∈ Cb(M). We verify the comparison principle for
f − λHf = h by the application of Proposition 7.8. Let xα,ε, yα,ε be as in
Proposition7.8. We establish (7.5).
Fix ε > 0. By Lemma 7.6, there is a compact Kε ⊆M such that {xα,ε, yα,ε|α >
0} is contained in Kε. By the continuity of the injectivity radius and the
compactness of Kε, we can find a δ > 0 such that i(Kε) ≥ δ > 0. Now for
x, y ∈ Kε with d(x, y) < δ we find
H
(
x,
α
2
(dd2(·, y))(x)
)
= Λx
(α
2
(dd2(·, y))(x)
)
= Λy
(α
2
τxy(dd
2(·, y))(x)
)
= Λy
(
−α
2
(dd2(x, ·))(y)
)
= H
(
y,−α
2
(dd2(x, ·))(y)
)
.
Here τxy denotes parallel transport along the unique geodesic of minimal length
connecting x and y. The second equality follows from proposition 4.5 and the
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third from Proposition 2.1. We thus find for xα,ε, yα,ε with d(xα,ε, yα,ε) < δ
that
H
(
xα,ε,
α
2
(dd2(·, yα,ε))(xα,ε)
)
−H
(
yα,ε,−α
2
(dd2(xα,ε, ·))(yα,ε)
)
= 0.
Consequently, by Proposition 7.8 we find that H satisfies the comparison prin-
ciple.
By Proposition 4.6 H is continuously differentiable and hence Theorem 7.14
implies that the measures {νn}n≥1 satisfy in D(R+,M) the large deviation
principle with good rate function given by (5.1).
8.4 Proof of Cramér’s Theorem, Theorem 5.5
We can now obtain the analogue of Cramér’s theorem for Riemannian manifolds
from Mogulskii’s theorem via the contraction principle.
Proof of Theorem 5.5. Let ν˜n be the measures of Zn(t) =
1
n∗S⌊nt⌋ inD(R+;M).
By Theorem 5.2, we know that {ν˜n}n≥1 satisfies in D(R+;M) the LDP with
good rate function I˜ given by (5.1). Define f : D(R+;M)→M by f(γ) = γ(1).
Then f is continuous on C(R+,M) ⊆ D(R+,M) and for every n ∈ N we have
νn = ν˜n ◦ f−1. As the rate function in Mogulskii’s theorem is finite only for
continuous paths, we can apply the contraction principle and obtain that {νn}
satisfies in M the LDP with good rate function
I˜M (x) = inf{I˜(γ)|f(γ) = x}.
It remains to show that I˜M = IM . For this it is sufficient to show that we only
need to consider geodesics between x0 and x when taking the infimum in the
definition of I˜M . To this end, let U be uniformly distributed over [0, 1]. We can
write
I˜(γ) =
∫ 1
0
Λ∗µx0 (τ
−1
0γ(t)γ˙(t)) dt
= E(Λ∗µx0 (τ
−1
0γ(U)γ˙(U)))
≥ Λ∗µx0 (E(τ
−1
0γ(U)γ˙(U))),
where the last line follows from Jensen’s inequality. This gives us a lower bound
for I˜(γ). The lower bound is achieved when
τ−10γ(U)γ˙(U) = E(τ
−1
0γ(U)γ˙(U))
almost surely. This holds if τ−10γ(U)γ˙(U) is constant, i.e. if γ is a geodesic. This
shows that for every curve γ there exists a geodesic γ′ such that I˜(γ′) ≤ I˜(γ).
We obtain that I˜M is given by
I˜M (x) = inf
{∫ 1
0
Λ∗µγ(t)(γ˙(t)) dt
∣∣∣∣γ : [0, 1]→M geodesic, γ(0) = x0, γ(1) = x} .
Now observe that if γ is a geodesic, then γ˙ is parallel along γ. Proposition 4.5
implies that for all t ∈ [0, 1]
Λ∗µγ(t)(γ˙(t)) = Λ
∗
µγ(0)
(γ˙(0))
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from which it follows that
I˜M (x) = inf
{
Λ∗µx0 (γ˙(0))
∣∣∣γ : [0, 1]→M geodesic, γ(0) = x0, γ(1) = x} .
It remains to show that the infimum is actually attained. First note that by
completeness of the manifold, for every x the set is nonempty. Now if I˜M (x) =
∞, then Λ∗µx0 (γ˙(0)) = ∞ for all geodesics γ : [0, 1] → M with γ(0) = x0 and
γ(1) = x. Consequently, the infimum is indeed attained.
For the case when IM (x) <∞, observe that
Λ∗µx0 (v)→∞ as |v|g(x0) →∞.
Hence, there exists a constant R > 0 such that Λ∗µx0 (v) > I˜M (x) + 1 whenever
||v||g(x0) > R. As Expx0 is a continuous map, we have that Exp−1x0 (x) is closed,
and consequently, the set
Exp−1x0 (x) ∩ {v ∈ Tx0M ||v|g(x0) ≤ R}
is compact. Because Λ∗µx0 is lower-semicontinuous, it attains its infimum on this
compact set. By definition of R, we find that IM = I˜M , concluding the proof.
A Appendix: Stochastic differential equations
on manifolds
In this section we will introduce the general theory of stochastic differential
equations on manifolds, in which processes can have a finite explosion time. In
the given paper, assumptions we make on the geometry assure that the explo-
sion times of the processes we consider are almost surely infinite.
We first define what we mean by an M -valued semimartingale.
Definition A.1. Let M be a differentiable manifold, (Ω,F , (Ft),P) a filtered
probability space and τ a stopping time with respect to the filtration (Ft). An
M -valued semimartingale is a continuous M -valued process X on [0, τ) such
that f(X) is a real-valued semimartingale on [0, τ) for all f ∈ C∞(M).
M -valued semimartingales will serve as the solution of SDEs on M , which we
will define next. Let V1, . . . , Vl be l vector fields onM and let Z be an R
l-valued
semimartingale. Pick an initial value X0 ∈ F0, which is an M -valued random
variable. We consider the stochastic differential equation
dXt = Vα(Xt) ◦ dZαt (A.1)
and refer to it as SDE(V1, . . . , Vl;Z,X0).
As in the case of Rk-valued processes, one can use Itô’s formula to find that
df(Xt) = Vαf(Xt) ◦ dZαt
for all f ∈ C∞(Rd). Inspired by this, we give the following definition of a
solution of (A.1).
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Definition A.2. An M -valued semimartingale X defined up to a stopping time
τ is a solution of (A.1) up to time τ if
f(Xt) = f(X0) +
∫ t
0
Vαf(Xs) ◦ dZαs
for all 0 ≤ t ≤ τ and for all f ∈ C∞(M).
A typical approach in studying solutions of SDEs on manifolds is to embed the
manifold into some Euclidean space and study a related SDE defined there.
Therefore we need to know how solutions of SDEs behave under diffeormor-
phisms. Given a diffeomorphism φ : M → N , we can define the push-forward
φ∗ : Γ(TM)→ Γ(TN) by
(φ∗V )f(φ(x)) = V (f ◦ φ)(x)
where f ∈ C∞(N) and V ∈ Γ(TM). The push-forward is also referred to as
the differential of a function between manifolds, and is in that case denoted
by dφ rather than φ∗. The following proposition, which is Proposition 1.2.4 in
[Hsu02], shows that solutions of SDEs behave nicely under diffeomorphisms.
Proposition A.3. Let φ :M → N be a diffeomorphism and suppose that X is
a solution of
dXt = Vα ◦ dZαt
on M with given initial value X0. Then Y = φ(X) is a solution of
dYt = φ∗Vα ◦ dZαt
on N with given initial value Y0 = φ(X0).
B Appendix: Orthonormal frame bundles
In this section we introduce the orthonormal frame bundle. We follow the ap-
proach in [Hsu02, Section 2.1], restricting to orthonormal frame bundles rather
than general frame bundles.
An orthonormal frame at a point x ∈M is an isometry u : Rk → TxM . Denoting
e1, . . . , ek the standard basis of R
k, the tangent vectors ue1, . . . , uek form a basis
for TxM . We will denote the space of all possible orthonormal frames at x by
OMx. This can be made into a bundle OM =
⊔
x∈M OMx, which we will refer
to as the orthonormal frame bundle. This can itself be made into a differentiable
manifold of dimension k + 12k(k − 1) such that the projection pi : OM → M is
a smooth map.
B.1 Vertical and horizontal tangent vectors
A tangent vector X ∈ TuOM is called vertical if it is tangent to OMpiu. This
means that X is the tangent vector of a curve through u which remains in
{piu}×OMpiu. We denote the space of vertical tangent vectors at u by VuOM ,
which is a 12k(k − 1)-dimensional subspace of TuOM . Note that the notion of
verticality is independent of the connection on the manifold.
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Now suppose thatM is supplied with the Levi-Civita connection corresponding
to the metric. This allows us to define horizontal tangent vectors as well. We
say that a curve (ut)t in OM is horizontal if for all e ∈ Rd it holds that (ute)t is
parallel along (piut)t. A tangent vector X ∈ TuOM is now called horizontal if
it is tangent to a horizontal curve through u. We denote the space of horizontal
tangent vectors at u by HuOM , which is a k-dimensional subspace of TuOM .
Additionally, we have that
TuOM = HuOM ⊕ VuOM.
The projection pi : OM → M gives rise to a homomorphism pi∗ : TuOM →
TpiuM , which is simply the push-forward of tangent vectors. Its kernel turns
out to be VuOM , in which case it induces an isomorphism pi∗ : HuOM → TpiuM .
This means that for any X ∈ TxM and orthonormal frame u at x there exists
a unique X∗ ∈ HuOM such that pi∗X∗ = X . We call X∗ the horizontal lift of
X to u.
B.2 Horizontal lift and anti-development
Given a curve (xt)t inM , we want to identify it with a curve in R
d in a suitable
way. This curve will be referred to as the anti-development of (xt)t. In order
to do this, we first need to go via the orthonormal frame bundle.
Given an initial frame u0 at x0, there exists a unique horizontal curve (ut)t in
OM such that piut = xt. We call this the horizontal lift of (xt)t via u0. It gives
rise to a linear map
τt0t1 = ut1u
−1
t0 : Txt0M → Txt1M
which is independent of u0 and is referred to as parallel transport along (xt)t.
The idea of the horizontal lift of a curve is that the coordinates of the parallel
transport of a tangent vector remain ”the same”. What is meant by this, is
that if e ∈ Rk are the coordinates of a tangent vector X ∈ Txt0M with respect
to the frame ut0 , then they are also the coordinates of its parallel transport
τt0t1X ∈ Txt1M with respect to the frame ut1 .
Using a horizontal lift (ut)t of the curve (xt)t, we can define its anti-development
to Rk. To do this, one first observes that u−1t x˙t ∈ Rk. Consequently, we may
define
wt =
∫ t
0
u−1s x˙s ds,
which is a curve in Rk, called the anti-development of (xt)t. Note that this curve
depends on the chosen initial frame, although in a fairly simple way. Indeed, if
we choose another initial frame v0 such that u0 = v0g, then the anti-development
becomes (gwt)t.
It turns out that we can connect the anti-development and horizontal lift of a
curve (xt)t in M via an ordinary differential equation on OM . It is easy to see
that utw˙t = x˙t and consequently, using the definition of horizontal lift, we find
Hw˙t(ut) = (utw˙t)
∗ = (x˙t)
∗ = u˙t. (B.1)
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We can rewrite (B.1) by writing Hw˙t in terms of a basis for HutOM . We will
construct a specific set of basis vectors. Let {e1, . . . , ek} be the standard basis
of Rk. For i = 1, . . . , k, define the horizontal vector field Hi by
Hi(u) = (uei)
∗,
the horizontal lift of the tangent vector uei. The vector fields H1, . . . , Hk are
called the fundamental horizontal vector fields and it holds that the vectors
{H1(u), . . . , Hk(u)} span HuOM for any u ∈ OM .
Using these fundamental horizontal vector fields, we may also write (B.1) as
u˙t = Hi(ut)w˙
i
t.
Equation (B.1) also allows us to go from a curve (wt)t in R
k to a curve (xt)t in
M , which will be called the development of (wt)t to M . Indeed, starting from
a curve (wt)t in R
d, the unique solution to (B.1) is a horizontal curve (ut)t in
OM . Projecting it to M then gives us a curve (xt)t in M . This procedure is
often referred to as ’rolling without slipping’.
C Appendix: Proofs of certain propositions and
lemmas
In this appendix we collect the proofs of several propositions and lemmas used
throughout the paper.
C.1 Proof of Proposition 2.1
For a path h : [0, 1]→M , define the Lagrangian
L(h(t)) = 〈h˙(t), h˙(t)〉g(h(t)) = |h˙(t)|2g(h(t))
and the action
S(h) =
∫ 1
0
L(h(t)) dt.
Observe that for x, y ∈M we have
d2(x, y) = inf{S(h)|h(0) = x, h(1) = y, h piecewise smooth}.
If y /∈ Cx, there is an optimal path γ : [0, 1]→M for S, the geodesic of minimal
length connecting x and y. Note that the differential of the action in the starting
point equals the momentum of the optimal path γ in 0 (see e.g. [Arn89, Chapter
3]). In coordinates one finds that the j-th component of this momentum equals
pj =
∂L
∂h˙j(t)
(γ(t)) = 2
k∑
i=1
gij(γ(t))γ˙
i(t) = 2(γ˙(t))#j
where V # denotes the covector dual to V .
Consequently, we find that dxd
2(x, y) = 2(γ˙(0))#, where γ is the geodesic of
minimum length connecting x and y. In particular, this implies that for any
V ∈ TxM we have dxd2(x, y)(V ) = 2〈V, γ˙(0)〉g(x). Defining γ−(t) := γ(1−t), γ−
is the geodesic of minimum length connecting y and x. We obtain dyd
2(x, y) =
2(γ˙−(0))# = −2(γ˙(1))#. Noticing that γ˙(1) is the parallel transport of γ˙(0)
now proves the claim.
38
C.2 Proof of Theorem 2.5
We can rewrite SDE (2.3) to obtain the Itô SDE
dY εt = b(Y
ε
t ) dt+
1
2
ε(Dσ · σ)(Y εt ) dt+
√
εσ(Y εt ) dWt,
where Dσ denotes the total differential of σ.
Now suppose that Y˜ εt satisfies the Itô SDE
dY˜ εt = b(Y˜
ε
t ) dt+
√
εσ(Y˜ εt ) dWt, Y˜
ε
0
D
= Y ε0 .
By Theorem 2.4, we find that Y˜ εt satisfies the LDP in C(R
+;Rk) with the good
rate function I as in (2.2). To complete the proof, it suffices to show that Y εt
and Y˜ εt are exponentially equivalent in C([0, T ];R
k) for all T > 0.
Fix T > 0. Consider the joint law of Y ε0 and Y˜
ε
0 obtained by setting Y
ε
0 = Y˜
ε
0 .
Consider the following system of stochastic differential equations
dY εt = b(Y
ε
t ) dt+
1
2ε(Dσ · σ)(Y εt ) dt+
√
εσ(Y εt ) dWt
dY˜ εt = b(Y˜
ε
t ) dt+
√
εσ(Y˜ εt ) dWt
dZεt = b(Y
ε
t ) dt+
√
εσ(Y εt ) dWt,
where Y ε0 has some given distribution and Z
ε
0 = Y˜
ε
0 = Y
ε
0 .
First note that
d(Zεt − Y εt ) = −
1
2
ε(Dσ · σ)(Y εt ) dt.
As σ is Lipschitz continuous, Dσ is bounded, which together with the bounded-
ness of σ implies that |Zεt −Y εt | ≤ CTε for some constant C which only depends
on the bound and Lipschitz constant of σ and the dimension k.
Furthermore, we have
d(Y˜ εt − Zεt ) = (b(Y˜ εt )− b(Y εt ))dt+
√
ε(σ(Y˜ εt )− σ(Y εt )) dWt.
By the estimate above, and the Lipschitz continuity of b we find that
|b(Y˜ εt )− b(Y εt )| ≤ B|Y˜ εt − Y εt |
≤ B(|Y˜ εt − Zεt |+ |Zεt − Y εt |)
≤ B√2(|Y˜ εt − Zεt |2 + |Zεt − Y εt |2)1/2
≤ B√2(|Y˜ εt − Zεt |2 + C2T 2ε2)1/2.
A similar estimate holds with σ instead of b. Consequently, by Lemma 5.6.18
in [DZ98] we find for δ > 0 that
lim sup
ε→0
ε logP ( sup
0≤t≤T
|Y˜ εt − Zεt | ≥ δ) ≤ lim sup
ε→0
K + log
(
C2ε2
C2ε2 + δ2
)
= −∞.
This shows that Y˜ εt and Z
ε
t are exponentially equivalent. Because Y
ε
t and Z
ε
t
are clearly also exponentially equivalent, we conclude that Y εt and Y˜
ε
t are ex-
ponentially equivalent as desired.
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C.3 Proof of Proposition 3.7
The proof is based on the proof of Theorem 3.6.1 in [Hsu02]. Define the radial
process Rt = d(Wt, x0). There exists a standard Eucledian Brownian Motion
Bt such that
Rt = Bt +
1
2
∫ t
0
∆MR(Ws) ds− Lt
where Lt is a nondecreasing process which only increases on the cutlocus of x0.
By Itô’s formula we have
R2t = 2
∫ t
0
Rs dRs + [R,R]t.
Using the expression for Rt, we immediately see that
[R,R]t = [B,B]t = t,
where the latter holds as B is standard Euclidean Brownian motion.
Remembering that Lt is nondecreasing, we obtain
R2t ≤ 2
∫ t
0
Rs dBs +
∫ t
0
Rs∆MR(Ws) ds+ t.
By the Laplacian comparison theorem (see e.g. [Hsu02, Corollary 3.4.4]), we
obtain, using the lower bound on the Ricci-curvature, that
Rt∆MRt ≤ (k − 1)L cothLRt ≤ (k − 1)(1 + L).
Now let Tδ be the first exit time of Wt from the geodesic ball B(x0, δ). Com-
bining the inequalities, we obtain
δ2 ≤ 2
∫ Tδ
0
Rs dBs + (k − 1)(1 + L)Tδ + t ≤ 2
∫ Tδ
0
Rs dBs + 2kLTδ.
Now on the set {Tδ ≤ τ} we have∫ Tδ
0
Rs dBs ≥ 1
2
δ2 − kLτ.
As
∫ Tδ
0 Rs dBs is a local martingale, we know that it is a continuous time-change
of Brownian motion. More specifically, there exists a Brownian motion B˜ such
that ∫ Tδ
0
Rs dBs = B˜η,
where
η =
∫ Tδ
0
R2s ds.
On the set {Tδ ≤ τ} it holds that
η ≤ δ2Tδ ≤ δ2τ.
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Consequently,
max
0≤s≤δ2τ
B˜s ≥ B˜η ≥ 1
2
δ2 − kLτ.
Now the left-hand side is distributed as δ
√
τ |B˜1|. It now follows that
P
(
sup
0≤t≤τ
d(Wt, x0) ≥ δ
)
= P(Tδ ≤ τ)
≤ P(δ√τ |B˜1| ≥ 1
2
δ2 − kLτ)
= P
(
|B˜1| ≥
1
2δ
2 − kLτ
δ
√
τ
)
≤ 2e− 12
(kLτ− 1
2
δ2)2
δ2τ
Here, the last estimate follows simply by the fact that B˜1 has a standard normal
distribution so that P(B˜1 ≥ α) ≤ e− 12α2 for α > 0.
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