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Abstract
We consider a quasilinear Cauchy problem of second order for singular initial values. We obtain a
solution in a complex domain, and determine its singularities in terms of monoidal transformation.
 2004 Elsevier SAS. All rights reserved.
Résumé
On considère un problème de Cauchy quasilinéaire du second ordre lorsque les données de Cauchy
présentent des singularités. On obtient la solution dans un domaine complexe, et on détermine les
singularités de la solution en introduisant leurs voisinages effilés.
 2004 Elsevier SAS. All rights reserved.
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1. Introduction
In this article we consider a Cauchy problem for a quasilinear equation of second
order in a complex domain. We assume that the initial values have singularities along a
complex hypersurface Z of the initial hyperplane Y . We investigate the propagation of the
singularities, and show a particular phenomenon of quasilinear problems.
Let x = (x1, x ′) = (x1, x2, x ′′) ∈ X = Cn, and Dx = ∂/∂x . We define:
Z = {x1 = x2 = 0} ⊂ Y = {x1 = 0} ⊂ X.
We consider a quasilinear operator:
Fu =
∑
|α|=2
Fα(x,u,∇xu)Dαx u + f (x,u,∇xu)
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in a neighborhood ω ⊂ Cn of the origin. We consider the following Cauchy problem:Fu = 0, u(0, x ′) = u0(x ′), Dx1u(0, x ′) = u1(x ′). (1)
Let ωY = ω ∩ Y, ωZ = ω ∩ Z. We assume that the initial values are holomorphic on the
universal covering spaceR(ωY \ Z) of ωY \Z. We assume the following conditions:
First, Y is a noncharacteristic hypersurface, and Fα does not depend on ∇xu:
F(2,0,...,0) = 1,
Fα = Fα(x,u) ∈OCn+1,(0,uo),
f (x,u,p) ∈OC2n+1,(0,uo,po).
(2)
Here O denotes the sheaf of holomorphic functions, and uo ∈ C, po ∈ Cn are fixed points
which we shall naturally determine from the initial values later. Let us define the principal
symbol σ2(F )(x,u; ξ) by σ2(F )(x,u; ξ) =∑|α|=2 Fα(x,u)ξα . We next assume that the
characteristic roots are polynomials of ξ :
σ2(F )(x,u; ξ)= λ1(x,u; ξ)λ2(x,u; ξ),
λi(x,u; ξ) =∑1jn λij (x,u)ξj ∈OC2n+1,(0,uo,0),
λi1 = 1.
(3)
We also assume that the characteristic roots are separate in the direction ξ = (0,1,0,
. . . ,0) ∈ Cn:
λ12(0, uo) = λ22(0, uo). (4)
Finally we assume that the initial values satisfy:∣∣Dα′x ′ uj (x ′)∣∣ ∃M, if x ′ ∈ ωY \Z, j + |α′| 2. (5)
Under these assumptions, we want to solve (1), and study the propagation of the singular-
ities. Roughly speaking, we can solve (1) outside of two characteristic hypersurfaces, but
we must take some difficulties into account.
Remark. Let j + |α′| 1. We have Dα′
x ′ uj (x
′) = ∫ x2
ε
Dα
′
x ′ Dx2uj (τ, x
′′)dτ +Dα′
x ′ uj (ε, x
′′)
for small ε > 0. Here we can let x2 → 0, and we can define:
Dα
′
x ′ uj (0, x
′′) = lim
x2→0
Dα
′
x ′ uj (x
′) ∈O(ωZ).
Then we have |Dα′
x ′ uj (x
′) − Dα′
x ′ uj (0, x
′′)| ∃M|x2|. We define uo = u(0), po = ∇xu(0)
in this sense.
Let us briefly review the results for linear problems and semilinear problems. If Fu is
linear, there are many papers studying this problem. We only refer to [1,6], where one can
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find further references. In this case the characteristic roots λ1, λ2 are independent of u, and
we can define the characteristic functions ϕ1(x),ϕ2(x) by:∑
1jn
λij (x)Djϕi(x) = 0, ϕi(0, x ′) = x2,
and the characteristic hypersurfaces Z1,Z2 through Z by Zi = {x ∈ ω; ϕi(x) = 0}. Under
the above assumptions (2)–(5) applied for a linear operator, it is known that there exists a
unique solution u(x) ∈O(R(ω \Z1))+O(R(ω \ Z2)), shrinking ω if necessary.
Semilinear problems were studied by E. Leichtnam [3], A. Nabaji and C. Wagschal [5].
In this case the principal part is linear, and we can define Z1,Z2 in the same way as
linear equations. We need to solve the problem in a function space which is closed under
nonlinear calculation. Since the above function spaceO(R(ω \Z1))+O(R(ω \Z2)) does
not enjoy this property, we consider O(R(ω \ Z1 \ Z2)) instead. It is known that there
exists a unique solution u(x) ∈O(R(ω \ Z1 \Z2)).
Let us consider quasilinear problems. This case contains essential differences from
the above cases, and we need a new method. Let us point out two differences between
quasilinear problems and (semi)linear problems.
The first difference is as follows. In (semi)linear problems,
(a) We first determine the characteristic hypersurfaces Z1,Z2 from the principal symbol
as above.
(b) We next find a solution outside of Z1,Z2.
However, in quasilinear problems we have
(c) The principal symbol depends on the solution,
in addition. Therefore (a)–(c) make a circular reasoning, and we cannot determine none of
Z1,Z2, u in this way.
Secondly, in quasilinear problems the characteristic functions ϕi themselves may be
singular. Of course they are holomorphic functions in (semi)linear problems. In the last
section we shall give examples which explain this.
Remark. A. Nabaji [4] considered similar problems for quasilinear equations. However,
he did not consider general Cauchy problems. In general the solution should be singular
along two hypersurfaces Z1,Z2. Sometimes the solution may be singular along one of
Z1,Z2 alone. The latter case was studied in [4], and in such a case the two difficulties
mentioned above do not appear. For example, if the solution is singular along both Z1
and Z2, then these two singularities cause interference one another, and the characteristic
functions ϕ1, ϕ2 may become singular. This phenomenon is our main interest, which was
not treated by [4].
To overcome these two difficulties, we use monoidal transformation ZX˜ of X with
center Z. Monoidal transformation was introduced in [2] in order to consider a linear
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equation Fu = g(x) for g(x) ∈O(R(ω\Z1 \Z2)), and the generalization to a higher order
equation. We want to show that it plays an important role also in quasilinear problems.
In order to introduce monoidal transformation, we prepare some notations. We
define the linearized characteristic roots λoi by λ
o
i (ξ1, ξ2) = ξ1 + λi2(0, uo)ξ2, and the
linearized characteristic functions y1, y2 by yi = x2 − λi2(0, uo)x1. Let y = (y1, y2, y ′′) =
(y1, y2, x ′′). We define ω1,ω2 by ωi = {x ∈ ω; |yi| > ε|(y1, y2)|} and Z′i = ω \ ωi for
a small ε > 0. We have Y = {y1 = y2}, Z = {y1 = y2 = 0}, and from (4) we have
dy1 ∧ dy2 = 0.
We explain our basic strategy. Roughly speaking, λoi is an approximation of λi , and yi
is a characteristic function corresponding to λoi . As we have seen, we cannot determine
the characteristic function ϕi immediately. But we can expect that yi is an approximation
of ϕi , as long as λoi is not widely different from λi . Therefore we can also expect that
the characteristic hypersurface Zi (which we cannot determine immediately) should be
contained in Z′i , even if we do not have found the solution.
Let us see how we can solve (1) by means of this notion. Omitting the universal
covering, we want to solve (1) on ω \Z1 \Z2. However, if Zi ⊂ Z′i is true, we have:
ω \Z1 \ Z2 = X1 ∪ X2,
where X1 = ω \Z′1 \Z2,X2 = ω \Z1 \ Z′2 (see Fig. 1).
If ui(x) ∈ O(Xi) (i = 1,2) satisfy (1), we have u1 = u2 on X1 ∩ X2, due to the
uniqueness of the Cauchy problem on X1 ∩ X2. Therefore we obtain a solution u(x) ∈
O(X1 ∪ X2) from u1 and u2. This means that it suffices to solve (1) on X1 and X2
separately. Let us solve (1) on X1 = ω1 \ Z2, for example. Precisely speaking, we have
reduced the problem to the following. We shall determine Z2 as a subset of R(ω1), and
determine a solution onR(ω1) \Z2 or its universal covering space.
Now let us give the precise statement of the main result. Let π :R(ω1) → ω1
be the natural projection. Let y˜ ∈ R(ω1) and π(y˜) = y ∈ ω1. Since we may regard
R(ω1) ⊂R(C \ {0}) × Cn−1, we may write y˜ = (y˜1, . . . , y˜n) ∈R(C \ {0}) × Cn−1, and
therefore y˜j = yj ∈ C if j = 1. We define |y˜j | = |yj | for every j . We define arg y˜1
as follows. Let y˜o ∈ R(ω1) be a point such that π(y˜o) = (r,0, . . . ,0) ∈ ω1 with small
r > 0. We define a continuous function arg y˜1 of y˜ ∈R(ω1) in such a way that argyo1 = 0
and y1 = |y˜1| exp(
√−1 arg y˜1) for y = π(y˜). Since y˜ is determined by y = π(y˜) and
Fig. 1. Monoidal transformation.
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ψ = arg y˜1, we denote y˜ also by yψ and sometimes simply by y , if confusion is not likely.
ψUsing x variables, we denote the same point by x or simply by x .
Let ϕ2(y) = y2 − ϕ′2(y1, y ′′) ∈O(R(ω1)) which we shall determine below. Let
Z2 =
{
x˜ ∈R(ω1); ϕ2 = 0
}
and
ω′1 =R(ω1) \Z2.
Let π ′ :R(ω′1) → ω1 be the composition of the natural projections from R(ω′1) to
ω′1 ⊂ R(ω1) and from R(ω1) to ω1. If y˜ ∈ R(ω′1), then we can define ψ1 = argy1 and
ψ2 = arg(y2 − ϕ′2(y1, y ′′)) as before. In this case y˜ ∈R(ω′1) is determined by y = π ′(y˜)
and ψ1,ψ2, therefore we denote y˜ also by yψ1,ψ2 or by y . Using x variables, we denote
the same point by xψ1,ψ2 or by x . Then we have the following:
Theorem 1. We assume (2)–(5). There exists a holomorphic function ϕ′2(y1, y ′′) onR(ω1),
and for any small ε > 0 there exists a unique solution u(x) of (1) on
ω′′1 =
{
xψ1,ψ2 ∈R(ω′1); |ψ1 −ψ2| < 1/ε
}
,
shrinking ω if necessary. Here ω′1 is defined by ϕ′2 as above. Furthermore, Z2 is a
characteristic hypersurface through Z corresponding to
λ2
(
x,u(x),Dx
)= ∑
1jn
λ2j
(
x,u(x)
)
Dxj
(and to the present solution u), in the following sense: If y ∈ ω′′1 approaches to
(y1, ϕ′2(y1, y ′′), y ′′) ∈ Z2 (respectively if y1 approaches to 0), then we have:
λ2
(
x,u(x),Dx
)(
y2 − ϕ′2(y1, y ′′)
)→ 0 (respectively ϕ′2(y1, y ′′) → 0). (6)
Remark. Since ϕ2 = ϕ2(y1, y ′′) ∈O(R(ω1)), it may be singular on {y1 = 0}. In the last
section we shall give examples which show that this really may happen.
Plan of the paper. In Section 2, we define the characteristic coordinate system corre-
sponding to λ2. In Section 3 we shall study the properties of the above domains, using this
coordinate system. In Section 4 we shall solve the Cauchy problem in this coordinate sys-
tem. In Section 5 we shall rewrite this result in the original coordinate system. In Section 6
we shall give examples, which one may read first.
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2. Characteristic systemBy a holomorphic transformation around the origin which preserves Y and Z, we may
assume that λ2j (x,u0(0, x ′′)) = 0, 2 j  n. This means:∣∣λ2j (x,u0(x ′))∣∣ ∃a|x2|, 2 j  n. (7)
Therefore we have λ22(0, uo) = 0, λ12(0, uo) = 0 and y2 = x2. Considering in R(ω1),
let us determine Z2 ⊂R(ω1), and solve (1) in ω′′1 ⊂R(R(ω1) \ Z2). The principal part
is divided into two characteristic components λ1(x,u,Dx) and λ2(x,u,Dx). Roughly
speaking, λi(x,u,Dx) corresponds to the characteristic hypersurface Zi , but we have
deleted a neighborhood Z′1 of Z1 and we consider (1) inR(ω1) =R(ω\Z′1). On the initial
hypersurface Y the singularity exists on Z. As we shall see, λ1(x,u,Dx) does not make
such singularity propagate toward any directions in R(ω1), and λ1(x,u,Dx) has nothing
to do with the singularity propagation in R(ω1). We shall show that the propagation is
caused by λ2(x,u,Dx) alone, from Z ⊂ Y into some direction Z2. Therefore we apply the
Hamilton–Jacobi method of first order equations to λ2(x,u,Dx), in order to determine the
characteristic hypersurface Z2 and the solution u.
Let x = x(t) and u = u(t) be expressed by complex parameters t = (t1, . . . , tn). We
require that they satisfy the characteristic system defined by λ2(x,u,Dx):
Dt1xj (t) = λ2j (x(t), u(t)), 1 j  n,
x1(0, t ′) = 0,
xj (0, t ′) = tj , 2 j  n.
(8)
Since λ21 = 1, we have x1 = t1. It follows that Y = {t1 = 0} and Z = {t1 = t2 = 0}. We
also need to rewrite Fu in t variables. Let Cij (t) = ∂xi/∂tj − δij and C(t) = (Cij (t);
1 i, j  n). Then we have ∇t x = ∂x/∂t = In +C. Here In is the unit matrix of order n.
We shall solve (8) in such a way that
|Cij | < 1/2n. (9)
It follows that ∂t/∂x = (∂x/∂t)−1 =∑0k<∞ C(t)k = C′(t) = (C′ij (t); 1 i, j  n) and
Dxj =
∑
1in C
′
ijDti . From now on, we regard C,C
′ as functions of ∇t x = ∂x/∂t . We
have:
λ1(x,u,Dx) =
∑
1i,jn
λ1j (x,u)C
′
ij (∇t x)Dti ,
λ2(x,u,Dx) = Dt1 .
Let:
Fu =
∑
|α|=2
Fα(x,u,∇xu)Dαx u+ f (x,u,∇xu)
= λ1(x,u,Dx)
(
λ2(x,u,Dx)u
)+ f ′(x,u,∇xu).
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We regard t∇xu = t (Dx1u, . . . ,Dxnu) = tC′(∇t x) t (Dt1u, . . . ,Dtnu) as a function of′ ′∇t x and ∇t u. Therefore f (x,u,∇xu) is function of (x,u,∇t x,∇tu): f (x,u,∇xu) =
g(x,u,∇t x,∇tu). It follows that
Fu(x) =
∑
1i,jn
λ1j (x,u)C
′
ij (∇t x)DtiDt1u(t)+ g(x,u,∇t x,∇t u)
=
∑
1in
Gi(x,u,∇t x)DtiDt1u(t)+ g(x,u,∇t x,∇tu)
= Gu(t),
where Gi(x,u,∇t x)=∑1jn λ1j (x,u)C′ij (∇t x). Therefore we need to solve:
Gu(t) = 0, u(0, t ′) = v0(t ′), Dt1u(0, t ′) = v1(t ′), (10)
where v0, v1 are naturally defined by u0, u1:
v0(t
′) = u0(t ′),
v1(t
′) = u1(t ′)+
∑
2jn
λ2j
(
0, t ′, u0(t ′)
)
Dtj u0(t
′).
On ωY we have x ′ = t ′ and from (5) we have:∣∣Dα′t ′ vj (t ′)∣∣ ∃M, if t ′ ∈ ωY \ Z, j + |α′| 2.
We need to solve (8) and (10) in such a way that (9) is true. We emphasize again that λ1 is
not an important operator, and we have transformed the important operator λ2 into Dt1 .
Let λoij = λij (0, uo). We next consider a linear transformation Cn  t → s ∈ Cn. Here
s = (s1, . . . , sn) is determined by t t = A ts, and
A=

1 −1 0 . . .0
0 −λo12 0 . . .0
0 −λo13
...
... In−2
0 −λo1n
 .
It is easy to see that A is invertible, and we have:
A−1 =

1 −1/λo12 0 . . .0
0 −1/λo12 0 . . .0
0 −λo13/λo12
...
... In−2
0 −λo1n/λo12
 .
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We have Y = {s1 = s2}, Z = {s1 = s2 = 0}, ∇t h = (∇sh)A−1, andDsj = Dtj , j = 2,
Ds2 = −Dt1 −
∑
2kn
λo1kDtk .
It follows
g(x,u,∇t x,∇tu) = g
(
x,u, (∇sx)A−1, (∇su)A−1
)
,
C′(∇t x)= C′
(
(∇sx)A−1
)
.
We denote these functions by g′(x,u,∇sx,∇su) and C′′(∇sx) respectively. Therefore we
have Fu(x) = Gu(t) = G′u(s) where G′u(s) is defined by
G′u(s) =
∑
1kn
G′k(x,u,∇sx)DskDs1u+ g′(x,u,∇sx,∇su),
G′k(x,u,∇sx) =
∑
1i,jn
λ1j (x,u)C
′′
ij (∇sx)A−1ki .
Here A−1ki is the (k, i)-component of A−1. Let (x,u, x∗, u∗) ∈ Cn ×C×Cn×n ×Cn. Then
G′k(x,u, x∗), g′(x,u, x∗, u∗) are holomorphic at x = 0, u = uo, x∗ = A, u∗ = poA. We
can rewrite (8) and (10) in the form:

Ds1xj (s) = λ2j (x(s), u(s)), 1 j  n,
G′u(s) = 0,
x1(s2, s′) = 0,
xj (s2, s′) = sj , 2 j  n,
Dks1u(s2, s
′) = vk(s′), 0 k  1.
(11)
Let a  1. We also need to require∣∣C′′ij (∇sx)− δij ∣∣, ∣∣u(s)− uo∣∣, ∣∣∇xu(s)− po∣∣ 1/a (12)
which assures (9). Note that on ωY we have x ′ = t ′ = s′ and we have assumed,∣∣Dα′s ′ v′j (s′)∣∣ ∃M, if s′ ∈ ωY \ Z, j + |α′| 2. (13)
By virtue of the linear transformation t → s, the principal part of G′ is nearly equal to
−Ds1Ds2 , i.e., we have the following:
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Lemma 1. (i) We have G′k(0, uo,A) = −δ2k.′(ii) We can express Ds1(Gk(x(s), u(s),∇sx(s))) as a polynomial of (Ds1u(s),
Ds1∇sx(s)) of degree one, whose coefficients are holomorphic functions of (x(s), u(s),
∇sx(s)) at (x,u, x∗) = (0, uo,A).
Proof. We have:
G′k(0, uo,A) =
∑
1i,jn
λo1jC
′′
ij (A)A
−1
ki =
∑
1i,jn
λo1jC
′
ij (In)A
−1
ki =
∑
1jn
λo1jA
−1
kj .
It follows that
G′1(0, uo,A) = λo11 − λo12/λo12 = 0,
G′2(0, uo,A) = −λo12/λo12 = −1,
G′k(0, uo,A) = −λo12λo1k/λo12 + λo1k = 0, 3 k  n.
This proves (i). The second statement is trivial. 
3. Geometrical preparation
In order to solve (11), we define some domains in terms of s variables. Let z1, z2 ∈
R(C \ {0}). We define |zj | and argzj as before. We define τ (z1, z2, θ) ∈R(C \ {0}) for
0 θ  1 by: ∣∣τ (z1, z2, θ)∣∣= θ |z1| + (1 − θ)|z2|,
argτ (z1, z2, θ) = θ argz1 + (1 − θ) argz2,
and γ (z1, z2) ⊂R(C \ {0}) by
γ (z1, z2) =
{
τ (z1, z2, θ) ∈R
(
C \ {0}); 0 θ  1}.
We regard γ (z1, z2) as a curve from z2 to z1. We denote the length of γ (z1, z2) by
ρ0(z1, z2). To simplify the calculation we use ρ(z1, z2) instead of ρ0(z1, z2), defined by:
ρ(z1, z2) = max
(|z1|, |z2|)| argz1 − argz2| + ∣∣|z1| − |z2|∣∣.
Fig. 2 illustrates ρ0(z1, z2) and ρ(z1, z2) for the case |z1|  |z2|. Let z3 ∈R(C \ {0}) be
defined by |z3| = |z2|, argz3 = argz1 (for such a case). Let γl(z1, z2) be the line segment
(z1, z3), and let γa(z1, z2) be the circle segment (z3, z2). Then ρ0(z1, z2) denotes the
length of γ (z1, z2), and ρ(z1, z2) denotes the length of γl(z1, z2) ∪ γa(z1, z2). Therefore
ρ0(z1, z2) and ρ(z1, z2) have similar meaning. From Fig. 2 we have
ρ0(z1, z2) ρ(z1, z2). (14)
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If 1  a  1/R, we define:
Ω0(a) =
{
s ∈ Cn; |s2| < a|s1|
}
,
Ω1(a) =
{
s ∈R(Ω0(a)); s2 = 0}.
Roughly speaking, Ω0(a) corresponds to ω1, and {s2 = 0} corresponds to Z2, using s
variables. (The index i of ωi indicates that this domain is related to λi , but the indices of
Ω0(a),Ω1(a) do not have such a meaning.)
Let π0 :R(Ω0(a)) → Ω0(a) and π1 :R(Ω1(a)) → Ω1(a) be the natural projections.
An arbitrary point s˜ ∈ R(Ω0(a)) is determined by s = π0(s˜) and ψ = arg s1 as before,
therefore we denote s˜ by sψ or s. An arbitrary point s˜ ∈ R(Ω1(a)) is determined by
s = π0 ◦ π1(s˜), ψ1 = arg s1 and ψ2 = arg s2, therefore we denote s˜ by sψ1,ψ2 or s. We
finally define:
Ω2(a,R) =
{
sψ1,ψ2 ∈R(Ω1(a,R)); |ψ1 −ψ2| < a, ρ(s1, s2)+ a−1∣∣(s1, s′′)∣∣< R}.
Since ||s1| − |s2|| ρ(s1, s2), we have |s| 2a(ρ(s1, s2) + a−1|(s1, s′′)|) < 2aR  1 on
Ω2(a,R). If s ∈ Ω2(a,R), then we have s1, s2 ∈R(C \ {0}), and we denote τ (s1, s2, θ),
γ (s1, s2) and ρ(s1, s2) also by τ (s, θ), γ (s) and ρ(s), respectively.
Lemma 2. If s ∈ Ω2(a,R) and τ ∈ γ (s), we have:
ρ(s1, τ )+ ρ(τ, s2) ρ(s1, s2), (15)
ρ(s1, s2) a(a + 1)|s1|. (16)
Proof. If |s1|  |s2|, we define γl(s1, s2), γa(s1, s2) be as before. Then ρ(s1, s2) is the
length of γl(s1, s2) ∪ γa(s1, s2). Note that ρ(s1, τ ) + ρ(τ, s2) is the length of γl(s1, τ ) ∪
γa(s1, τ )∪γl(τ, s2)∪γa(τ, s2). In Fig. 2 we can compare these lengths and we obtain (15).
The case |s1|  |s2| is similar. Let us prove (16). Since | arg s1 − arg s2| < a, we have
ρ(s1, s2) (a + 1)max(|s1|, |s1|). Since |s2| a|s1| in Ω2(a,R), we obtain (16). 
In the next section shall solve (11) on Ω2(a,R), and we need some preliminaries. Let
π :R(C \ {0})→ C \ {0} be the natural projection. Let s˜1 ∈R(C \ {0}) satisfy π(s˜1) = s1,
and let w1 ∈ C satisfy |w1| < |s1|. Then there uniquely exists a point ζ1 ∈R(C \ {0}) such
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that π(ζ1) = s1 + w1 and | argζ1 − arg s˜1| < π/2. We denote ζ1 by s˜1 + w1. For example,
assume
s ∈ Ω2(a,R), τ ∈ γ (s). (17)
Denoting τ = τ (s, θ) (0 θ  1) as before, we have:
ρ(τ, s2) aθ max
(|τ |, |s2|)+ θ ∣∣|s1| − |s2|∣∣ (a + 1)aθ |s1|. (18)
Assume (17) and
w ∈ Cn, w2 = 0, |w| a−3ρ(τ, s2), z = (s1 +w1, τ, s′′ +w′′). (19)
From (18) and (19) we have |w1|  (a + 1)a−2|s1|, and z is well-defined as a point of
∈R(C \ {0})2 × Cn−2. Now we give some properties of Ω2(a,R).
Lemma 3. Under the assumptions (17) and (19), we have z ∈ Ω2(a,R).
Proof. We need to prove:
|z2| < a|z1|, (20)
| argz1 − argz2| < a, (21)
ρ(z1, z2)+ a−1|(z1, z′′)|R. (22)
Let us prove (20). We first consider the case |s2| 2|s1|. Let τ = τ (s, θ) (= z2) as before.
We have |s1| |τ | |s2| a|s1| and
θ = (|s2| − |τ |)/(|s2| − |s1|) 2(|s2| − |τ |)/|s2|.
It follows that
ρ(τ, s2) = θ |s2| · | arg s1 − arg s2| + |s2| − |τ | (2a + 1)
(|s2| − |τ |).
From (19) we have |w| a−3(2a + 1)(|s2| − |τ |), and we obtain:
a|z1| − |z2| a|s1| − a|w1| − |τ | a|s1| − |s2| > 0,
which means (20). We next consider the case |s2| 2|s1|. We have |τ |max(|s1|, |s2|)
2|s1|, and from (18), (19) we obtain:
a|z1| − |z2| a|s1| − a|w1| − |τ | a|s1| − a−1(a + 1)|s1| − 2|s1| > 0.
Therefore (20) is true in both cases.
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We next show (21). From (18) and (19) we obtain:|w| a−2(a + 1)θ |s1|. (23)
We note:
| argz1 − arg s1| =
∣∣arg(1 +w1/s1)∣∣ sin−1 |w1/s1| 2|w1/s1|. (24)
From (17), (23) and (24) it follows that for some a′ < a we have:{ | argz1 − arg s1| 2|w1|/|s1| a′θ,
| argτ − arg s1| = (1 − θ)| arg s1 − arg s2| a′(1 − θ). (25)
This means | argz1 − argz2| = | argz1 − argτ | a′, and we obtain (21).
We next show (22). We define:
A = max(|z1|, |z2|)| argz1 − argz2|, B = ∣∣|z1| − |z2|∣∣.
We have ρ(z1, z2) = A+B . Since τ = z2 we have:
A = max(|s1 +w1|, |τ |)| argz1 − argτ |
max
(|s1|, |τ |)| args1 − argτ | + |w1| · | arg s1 − argτ |
+ (max(|s1|, |τ |)+ |w1|)| argz1 − arg s1|.
We have |τ |< a|s1|, |w| < |s1|, and it follows that
Amax
(|s1|, |τ |)| args1 − arg τ | + a|w1| + (a + 1)|s1| · | argz1 − arg s1|.
From (19) and (24) we obtain:
Amax
(|s1|, |τ |)| arg s1 − argτ | + (3a + 2)|w1|
max
(|s1|, |τ |)| arg s1 − argτ | + (3a + 2)a−3ρ(τ, s2).
It is easy to see that B 
∣∣|s1| − |τ |∣∣+ a−3ρ(τ, s2). We have:
ρ(z1, z2)+ a−1
∣∣(z1, z′′)∣∣ ρ(s1, τ )+ (3a + 3)a−3ρ(τ, s2)+ a−1∣∣(z1, z′′)∣∣
 ρ(s1, τ )+ 2−1ρ(τ, s2)+ a−1
∣∣(s1, s′′)∣∣.
From (15) we obtain:
ρ(z1, z2)+ a−1
∣∣(z1, z′′)∣∣ ρ(s1, s2)+ a−1∣∣(s1, s′′)∣∣− 2−1ρ(τ, s2) < R. (26)
Therefore we obtain (22). 
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We give similar results. Let τ o ∈ R(C \ {0}) and 0 < C < |τ o|. If τ 1 ∈ C satisfies
1 o 1|τ | < C, then τ + τ ∈ R(C \ {0}) is well-defined as before. By abuse of notation,
we denote |τ 1| by |τ − τ o|. Therefore we can define B(τ o,C) = {τ ∈ R(C \ {0});
|τ − τ o| < C}. We have the following:
Lemma 4. We assume:
s ∈ Ω2(a,R), τ ∈ B
(
s1, a
−3ρ(s1, s2)
) (27)
and that w,z satisfy (19). Then we may regard z ∈ R(C \ {0})2 × Cn−2, we have
z ∈ Ω2(a,R), and (26) is true.
Proof. From (16) we have a−3ρ(s1, s2) < |s1|/2, and B(s1, a−3ρ(s1, s2)) is well-defined.
Therefore we may regard τ ∈R(C \ {0}) and we have |τ |  2|s1|. Similarly to (24), we
can prove:
| argτ − arg s1| 2|τ − s1|/|s1| < 1. (28)
Here we have denoted |τ − s1| in the above sense. It follows that
| argτ − arg s2| | argτ − arg s1| + | arg s1 − arg s2| < a + 1. (29)
As (18) we can prove ρ(τ, s2)  a(a + 2)|s1| from (29), and we may regard z ∈R(C \
{0})2 × Cn−2. We can similarly verify that
|zj | 2|s1|, j = 1,2, (30)
| argzj − arg s1| 2|zj − s1|/|s1|, j = 1,2. (31)
It remains to prove (20)–(22), but the proofs of (20) and (21) are the same as Lemma 3.
Let us prove (22). We have:∣∣ρ(s1, s2)− ρ(τ, s2)∣∣max(|s1|, |s2|)| argτ − arg s1|
+ |τ − s1| · | argτ − arg s2| +
∣∣|τ | − |s1|∣∣
 a|s1|| argτ − arg s1| + |τ − s1| · | argτ − arg s2| +
∣∣|τ | − |s1|∣∣.
From (28) and (29) we obtain:∣∣ρ(s1, s2)− ρ(τ, s2)∣∣ (3a + 2)|τ − s1| ρ(s1, s2)/3.
It follows that
2ρ(s1, s2)/3 ρ(τ, s2) 4ρ(s1, s2)/3. (32)
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From (30) and (31) we have:ρ(z1, z2) 2|s1|| argz1 − argz2| + |z1 − s1| + |z2 − s1|
 5|z1 − s1| + 5|z2 − s1|. (33)
From (19) we have |z1 − s1|  a−3ρ(τ, s2), and from (19), (27) and (32) we have
|z2 − s1| 2a−3ρ(τ, s2). It follows that
ρ(z1, z2) 15a−3ρ(τ, s2). (34)
Let w be as in (19). Applying (19) and (34), we obtain:
ρ(z1, z2)+ a−1
∣∣(z1, z′′)∣∣ ρ(z1, z2) + a−1(∣∣(s1, s′′)∣∣+ |w|)
 ρ(z1, z2) + a−1
∣∣(s1, s′′)∣∣+ a−3ρ(τ, s2)
 16a−3ρ(τ, s2)+ a−1
∣∣(s1, s′′)∣∣.
From (32) we obtain (26), which means (22). 
Lemma 5. If s ∈ Ω2(a,R), τ ∈ γ (s), then we may regard (τ, s′) ∈R(C \ {0})2 × Cn−2
and we have (τ, s′) ∈ Ω2(a,R).
Proof. We need to prove (20)–(22) for z = (τ, s′). We can easily prove (20) and (21). From
(15) we have:
ρ(z1, z2)+ a−1
∣∣(z1, z′′)∣∣= ρ(τ, s2)+ a−1∣∣(τ, s′′)∣∣
 ρ(s1, s2)− ρ(s1, τ )+ a−1
∣∣(s1, s′′)∣∣+ a−1∣∣|τ | − |s1|∣∣.
Since ||τ | − |s1|| ρ(τ, s1), we have:
ρ(z1, z2)+ a−1
∣∣(z1, z′′)∣∣ ρ(s1, s2)+ a−1∣∣(s1, s′′)∣∣− 2−1ρ(τ, s1) < R, (35)
which means (22). 
4. Construction of the solution
In this section prove the following:
Proposition 1. Let a > 0 be large (it may be as large as we wish). If R > 0 is sufficiently
small, there exists a unique solution x(s), u(s) of (11) on Ω2(a,R) satisfying (12).
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Let us solve (11) by successive approximation.
(i) (i)We define xj (s), u (s) ∈O(Ω2(a,R)) for i ∈ Z+ = {0,1,2, . . .} and 1  j  n, by
induction on i as follows. If i = 0, we define:
x
(0)
1 (s) = s1 − s2,
x
(0)
2 (s) = −λo12s2,
x
(0)
j (s) = −λo1j s2 + sj , 3 j  n,
u(0)(s) = u′′0(s′)+ (s1 − s2)u′′1(s′).
If i  1, we define:
Ds1x
(i)
j (s) = λ2j (x(i−1)(s), u(i−1)(s)), 1 j  n,
G′(i)u(i)(s) = 0,
x
(i)
1 (s2, s
′) = 0,
x
(i)
2 (s2, s
′) = −λo12s2,
x
(i)
j (s2, s
′) = −λo1j s2 + sj , 3 j  n,
Dks1u
(i)(s) = u′′k(s′), 0 k  1,
by induction on i . Here we have defined:
G′ (i)u(i)(s) = H(i)(s,Ds)Ds1u(i)(s)+ g′′ (i)(s),
where
H(i)(s,Ds) =
∑
1kn
G
′ (i)
k (s)Dsk ,
G
′ (i)
k (s) = G′k
(
x(i−1)(s), u(i−1)(s),∇sx(i−1)(s)
)
,
g′′ (i)(s) = g′′(x(i−1)(s), u(i−1)(s),∇sx(i−1)(s),∇su(i−1)(s)).
In order to assure that G′ (i)k (s), g′′ (i)(s) and λ2j (x(i−1)(s), u(i−1)(s)) are well-defined, we
must verify that
∣∣x(i−1)(s)∣∣, ∣∣u(i−1)(s) − uo∣∣,∣∣∇sx(i−1)(s)−A∣∣, ∣∣∇su(i−1)(s) − poA∣∣< 1/M2. (36)
We shall prove this in Proposition 2 below. We have trivially x(i)1 = s1 − s2, and the initial
hyperplane Y is determined by s1 = s2.
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If i  1, the equation for u(i) is{
H(i)(s,Ds)Ds1(u
(i)(s)− u(0)(s))+ g(i)(s) = 0,
Dks1(u
(i)(s2, s′)− u(0)(s2, s′)) = 0, 0 k  1, (37)
where g(i)(s) = g′′(i−1)(s)−H(i)(s,Ds)Ds1u(0)(s). We have the following:
Proposition 2. We assume 1  a  M  1/R. Then u(i)(s), x(i)j (s) are holomorphic on
Ω2(a,R). If |α| 1 and s ∈ Ω2(a,R), then we have:∣∣u(i)(s) − u(0)(s)∣∣M|s1|2, (38)∣∣Dαs (u(i)(s) − u(0)(s))∣∣MR1/2, (39)∣∣Dks1Dαs (x(i)j (s)− x(0)j (s))∣∣M|s1|2−k−|α|, 1 j  n, 0 k  1. (40)
Proof. If i = 0, it is easy to see:∣∣x(0)(s)∣∣, ∣∣u(0)(s)− uo∣∣, ∣∣∇sx(0)(s) −A∣∣, ∣∣∇su(0)(s)− poA∣∣< 1/2M2,
and the statements are trivial. Let i0  1 and assume that the statements are true for
0  i  i0 − 1. Let us consider the case i = i0. Since x(i−1) and u(i−1) satisfy (38)–(40),
they satisfy (36). This means that G′ (i)k (s), g′′ (i)(s) and λ2j (x(i−1)(s), u(i−1)(s)) are well-
defined for s ∈ Ω2(a,R). Furthermore, by (i) of Lemma 1 and (36) we have:∣∣G′ (i)k (s) + δk2∣∣= ∣∣G′k(x(i−1)(s), u(i−1)(s),∇sx(i−1)(s))−G′k(0, uo,A)∣∣
 1/M. (41)
Let us consider the characteristic strip corresponding to H(i)(s,Ds) through s ∈
Ω2(a,R). Let r(τ, s) = (r1(τ, s)), . . . , rn(τ, s)) be the solution of{
Dτ r(τ, s) = G′ (i) (r(τ, s))/G′ (i)2 (r(τ, s)),
r(s2, s) = s
(42)
on L = {(τ, s); τ ∈ γ (s)∪B(s1, a−3ρ(s1, s2)), s ∈ Ω2(a,R)}. We have trivially r2(τ, s) =
τ . We want to give a precise estimate of r, and for this purpose we solve (42) by successive
approximation. We define r(0)(τ, s) = (s1, τ, s′′), and{
Dτr
(k)
 (τ, s) = G′ (i) (r(k−1)(τ, s))/G′(i)2 (r(k−1)(τ, s)),
r(s2, s) = s
(43)
for k  1. (Here i = i0 is a fixed number as above, and we solve (43) by induction on
k ∈ Z+.) We have trivially r(k)2 (τ, s) = τ . We define
Rρ(s) = R − ρ(s) − a−1
∣∣(s1, s′′)∣∣.
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We next give the following:Lemma 6. Let (τ, s) ∈ L and 3  j  n. Then there exists r(k)(τ, s) satisfying (43), and
we have:
∣∣r(k) (τ, s) − r(0) (τ, s)∣∣M−1/2ρ(τ, s2), (44)∣∣Dsj (r(k) (τ, s)− r(0) (τ, s))∣∣ ρ(τ, s2)/Rρ(s), (45)∣∣Dsj r(k) (τ, s)∣∣ 2(Rρ(s) + 2−1ρ(τ, s2))1/3/Rρ(s)1/3. (46)
Proof. This is trivial if k = 0. Let k0  1 and assume that the statements are true for
0 k  k0 − 1. Let us consider the case k = k0. Let (τ, s) ∈ L. From Lemmas 3 and 4 and
the assumption of induction, for each (τ, s) the point r(k−1)(τ, s) belongs to Ω2(a,R), and
G
′ (i)
 (r
(k−1)(τ, s)) is well-defined. It follows that
∣∣G′ (i) (r(k−1)(τ, s))+ δ2∣∣M−1.
Therefore we can solve (43) on L, and we have:
r(k)(τ, s)− r(0)(τ, s) =
τ∫
s2
G
′ (i)

(
r(k−1)(τ ′, s)
)
/G
′ (i)
2
(
r(k−1)(τ ′, s)
)
dτ ′.
Here we define the path of integration as follows. If τ ∈ γ (s), then we integrate from s2 to
τ along γ (s). If τ ∈ B(s1, a−3ρ(s1, s2)), then we first integrate from s2 to s1 along γ (s),
and afterwards along the line segment (s1, τ ). Anyway the length of this path does not
exceed 2ρ(τ, s2), and we obtain (44).
We next prove (45). Let 3  j  n. If s ∈ Ω2(a,R) and w ∈ Cn satisfies w1 = w2 =
0, |w|  Rρ(s), then it is easy to see s + w ∈ Ω2(a,R). From the Cauchy integration
formula we have:
∣∣Dsj (r(k) (τ, s)− r(0) (τ, s))∣∣ sup
w
|(r(k) (τ, s +w) − r(0) (τ, s +w))|
Rρ(s)
,
and we obtain (45) from (44).
We next prove (46) for 3 j  n. From (41) we have |G′(i) (s)/G′(i)2 (s)+ δ2| 2/M .
Similarly as above, we can prove:∣∣Dsp(G′ (i) (s)/G′ (i)2 (s))∣∣ 2/MRρ(s), (47)
for 3  p  n from (41). From (ii) of Lemma 1, Ds1(G′ (i) (s)/G′ (i)2 (s)) is bounded
and (47) is also true for p = 1. Since r(k−1)2 = τ , we have Dsj r(k−1)2 = 0, and it follows:
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DτDsj r
(k)
 (τ, s) = Dsj
(
G
′ (i)

(
r(k−1)(τ, s)
)
/G
′ (i)
2
(
r(k−1)(τ, s)
))
=
∑
p =2
Dsj r
(k−1)
p (τ, s) ·Drp
(
G
′ (i)

(
r(k−1)
)
/G
′ (i)
2
(
r(k−1)
))
.
From (47) and the assumption of induction for Dsj r(k−1)p , we have:
∣∣DτDsj r(k) (τ, s)∣∣ 2(Rρ(s) + 2−1ρ(τ, s2))1/3Rρ(s)1/3 · 2nMRρ(r(k−1)(τ, s)) .
If τ ∈ L, then we have (26) from Lemmas 3 and 4. Therefore we have
Rρ
(
r(k−1)(τ, s)
)
Rρ(s)+ 2−1ρ(τ, s2).
It follows that∣∣DτDsj r(k) (τ, s)∣∣ a−1Rρ(s)−1/3(Rρ(s) + 2−1ρ(τ, s2))−2/3.
Since Dsj r
(k)
 (τ, s) =
∫ τ
s2
DτDsj r
(k)
 (τ
′, s)dτ ′ + δj, we have:
∣∣Dsj r(k) (τ, s)∣∣ a−1Rρ(s)−1/3
τ∫
s2
(
Rρ(s)+ 2−1ρ(τ ′, s2)
)−2/3 dτ ′ + 1.
If τ ∈ γ (s), denoting ρ′ = ρ(τ ′, s2) we have:
∣∣Dsj r(k) (τ, s)∣∣ a−1Rρ(s)−1/3
τ∫
s2
(
Rρ(s)+ 2−1ρ(τ ′, s2)
)−2/3 dτ ′ + 1
 a−1Rρ(s)−1/3
ρ(τ,s2)∫
0
(
Rρ(s)+ 2−1ρ′
)−2/3 dρ′ + 1
 6a−1Rρ(s)−1/3
(
Rρ(s)+ 2−1ρ(τ, s2)
)1/3 + 1,
and we obtain (46). If τ ∈ B(s1, a−3ρ(s1, s2)), from (32) we have:∣∣Dsj (r(k) (τ, s)− r(k) (s1, s))∣∣ a−1Rρ(s)−1/3(Rρ(s)+ 4−1ρ(s1, s2))−2/3|τ − s1|
 8a−1Rρ(s)−1/3
(
Rρ(s) + 4−1ρ(τ, s2)
)1/3
.
Combining this with the above estimate for |Dsj r(k) (s1, s)|, we obtain (46). 
Lemma 7. Let (τ, s) ∈ L and 3 j  n. Then there exists r(τ, s) satisfying (42), and we
have:
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∣∣r(τ, s) − r(0) (τ, s)∣∣M−1/2ρ(τ, s2), (48)∣∣Dsj r(τ, s)∣∣ 2Rρ(s)−1/3, (49)∣∣Dsj r1(τ, s)∣∣ ρ(τ, s2)1/3Rρ(s)−2/3. (50)
Proof. From (43) and (44), {r(k)(τ, s); k ∈ Z+} and {Dτr(k)(τ, s); k ∈ Z+} are uniform-
ly bounded on L. Applying the Cauchy integration formula, {DjτDαs r(k)(τ, s); k ∈ Z+,
j + |α| 1} is uniformly bounded on an arbitrary compact subset K of L. We can apply
the Ascoli–Arzelà theorem of uniform convergence, and choosing a subsequence we may
assume that {r(k)(τ, s); k ∈ Z+} is uniformly convergent to a holomorphic function r(τ, s)
on each K . This is a solution to (42), and (44)–(46) are true for r(τ, s). This means (48).
From (45) and (46) we have:∣∣Dsj r(τ, s)∣∣ 2(Rρ(s) + 2−1ρ(τ, s2))1/3Rρ(s)−1/3 + δj  2Rρ(s)−1/3,∣∣Dsj r1(τ, s)∣∣ (ρ(τ, s2)/Rρ(s))1/3(Rρ(s)−1/3)2/3  ρ(τ, s2)1/3Rρ(s)−2/3.
This means (49) and (50). 
From (48), Lemmas 3 and 4, each r(τ, s) is a point of Ω2(a,R). Let u′ (i)(s) =
Ds1(u
(i)(s) − u(0)(s)). Using r(τ, s), we can rewrite (37) in the following form:
Dτu
′ (i)(r(τ, s))= −g(i)(r(τ, s))/G′ (i)2 (r(τ, s)). (51)
We next give the following:
Lemma 8. For any s ∈ Ω2(a,R) there exists a unique point τ o(s) ∈ B(s1, a−3ρ(s1, s2))
such that r1(τ, s) = r2(τ, s) ⇐⇒ τ = τ o(s).
Proof. We fix an arbitrary s ∈ Ω2(a,R). Let r2(τ, s) (= τ ) move from s2 ∈R(C \ {0})
to s1 ∈ R(C \ {0}) along γ (s). By (48), r1(τ, s) remains in a small neighborhood
of s1 (= r(0)1 (τ, s)). Therefore when τ arrives at s1, we have r1(s1, s), r2(s1, s) ∈
B(s1, a−3ρ(s1, s2)). We define b :L → C by b(τ, s) = r2(τ, s) − r1(τ, s) + s1 (= τ −
r1(τ, s) + s1).
We have: ∣∣Dτb(τ, s)− 1∣∣= ∣∣G′ (i)1 (r(τ, s))/G′ (i)2 (r(τ, s))∣∣M−1,
and ∣∣b(s1, s) − s1∣∣= ∣∣s1 − r1(s1, s)∣∣= ∣∣r(0)1 (s1, s) − r1(s1, s)∣∣M−1/2ρ(s1, s2).
Applying implicit function theorem for τ ∈ B(s1, a−3ρ(s1, s2)), there exists a unique point
τ o(s) ∈ B(s1, a−3ρ(s1, s2)) satisfying b(τ o(s), s) = s1. We have:
r1(τ, s) = r2(τ, s) ⇐⇒ b(τ, s) = s1 ⇐⇒ τ = τ o(s). 
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End proof of Proposition 2. The characteristic strip {r(τ, s)} passes through s at τ = s2,
o ′(i)and intersects the initial hyperplane Y at τ = τ (s). Since u |Y = 0 we have:
u′ (i)
(
r
(
τ o(s), s
))= 0. (52)
From (51) and (52), we obtain:
u′ (i)(s) = −
s2∫
τ o(s)
g(i)(r(τ, s))
G
′ (i)
2 (r(τ, s))
dτ.
Here we integrate along the following path γ ′′(s) from τ o(s) to s2: Let γ ′(s) be the line
segment from τ o(s) to s1, and γ (s2, s1) (= −γ (s)) be the curve from s1 to s2 defined in
Section 4. Let γ ′′(s) = γ ′(s) ∪ γ (s2, s1) ⊂R(C \ {0}). From Lemmas 3, 4 and (48), we
have r(τ, s) ∈ Ω2(a,R) if τ ∈ γ ′′(s) and s ∈ Ω2(a,R). Therefore the above integral is
well-defined for s ∈ Ω2(a,R). It follows that∣∣u′ (i)(s)∣∣M1/2ρ(s1, s2). (53)
Let s ∈ Ω2(a,R). If τ ∈ γ (s), then we have (τ, s′) ∈ Ω2(a,R) by virtue of Lemma 5.
From (37) we have u(i)(s) − u(0)(s) = ∫γ (s) u′ (i−1)(τ, s′)dτ , for s ∈ Ω2(a,R). We obtain
|u(i)(s)− u(0)(s)|M1/2ρ(s1, s2)2, and from (16) we obtain (38).
We next prove (39). We may assume |α| = 0, and it suffices to estimate Dsj (u(i) −u(0))
for 1 j  n. We first consider the case 3 j  n. Let γ ′′b (s) = {b(τ, s) ∈ C; τ ∈ γ ′′(s)}.
Here b(τ, s) was defined in the proof of Lemma 8. By Lemma 8, γ ′′b (s) is a curve from (the
projection to C of) s1 to (that of) s2. There is a local bijection between γ ′′(s) and γ ′′b (s). It
follows that
u′ (i)(s) = −
∫
γ ′′(s)
g(i)(r(τ, s))
G
′ (i)
2 (r(τ, s))
dτ = −
∫
γ ′′b (s)
g(i)(r(τ, s))
G
′ (i)
2 (r(τ, s))
· 1
∂b/∂τ
db,
where b = b(τ, s).
Since ∂b/∂τ = (G′ (i)2 −G′ (i)1 )/G′ (i)2 , we have u′ (i)(s) = −
∫
γ ′′b (s)
h(i)(r(τ, s))db, where
h(i) = g(i)/(G′ (i)2 −G′ (i)1 ). Since s2(τ, s) = τ , we have Dsj r2 = 0. Therefore we have:
Dsj u
′ (i)(s) = −
∑
k =2
∫
γ ′′b (s)
(Dsj rk)(τ, s)
(
Drkh
(i)
)(
r(τ, s)
)
db
= −
∑
k =2
∫
γ ′′(s)
(Dsj rk)(τ, s)
(
Drkh
(i)
)(
r(τ, s)
) 1
∂b/∂τ
dτ.
Let ζ ∈ Cn satisfy ζ2 = 0, |ζ |  ρ(τ, s2)/2a3 and let w = r(τ, s) − (s1, τ, s′′) + ζ .
Then (s, τ,w) satisfies (19) and we have τ ∈ L. From Lemmas 3 and 4 it follows that
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r(τ, s) + ζ = (s1 + w1, τ, s′′ + w′′) ∈ Ω2(a,R). By the Cauchy integration formula, we
have:
∣∣(Drkh(i))(r(τ, s))∣∣ sup
ζ
h(i)(r(τ, s)+ ζ )
ρ(τ, s2)/2a3
 2a3M/ρ(τ, s2). (54)
In a similar way to (47), we also have:∣∣(Drkh(i))(r(τ, s))∣∣M/(Rρ(s)+ 2−1ρ(τ, s2)) (55)
for 3 k  n. From (49) and (55) we have:∣∣(Dsj rk)(τ, s)∣∣ · ∣∣(Drkh(i))(r(τ, s))∣∣ a4MRρ(s)−2/3ρ(τ, s2)−2/3
for 3  k  n, τ ∈ γ ′′(s). From (50) and (54) this is also true for k = 1. Similarly to the
last part of the proof of Lemma 6, we have:
∣∣Dsj u′ (i)(s)∣∣ ∫
γ ′′(s)
2na4MRρ(s)−2/3ρ(τ, s2)−2/3|dτ |
 a5MRρ(s)−2/3ρ(s1, s2)1/3  a5MRρ(s)−2/3R1/3,
and
∣∣Dsj (u(i)(s)− u(0)(s))∣∣ ∫
γ (s2,s1)
∣∣Dsj u′ (i)(τ, s′)∣∣|dτ |
 a5R1/3
∫
γ (s2,s1)
Rρ(τ, s
′)−2/3|dτ |.
From (35) we have Rρ(τ, s′)Rρ(s)+ 2−1ρ(τ, s1), and we have:∣∣Dsj (u(i)(s)− u(0)(s))∣∣ a6MR2/3, (56)
which proves (39) for Dsj (u(i)(s) − u(0)(s)), 3  j  n. From (53), this is also true for
j = 1.
It remains to prove (39) for Ds2(u(i)(s) − u(0)(s)). We have:
Ds1Ds2
(
u(i) − u(0))= −∑
k =2
G
′ (i)
k (s)
G
′ (i)
2 (s)
Ds1Dsk
(
u(i) − u(0))− g(i)(s)
G
′ (i)
2 (s)
.
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It follows thatDs2
(
u(i)(s)− u(0)(s))
= −
∫
γ (s)
{∑
j =2
G
′ (i)
j (τ, s
′)
G
′ (i)
2 (τ, s
′)
·DτDsj
(
u(i)(τ, s′)− u(0)(τ, s′))+ g(i)(τ, s′)
G
′ (i)
2 (τ, s
′)
}
dτ
= −
[∑
j =2
G
′ (i)
j (τ, s
′)
G
′ (i)
2 (τ, s
′)
· Dsj
(
u(i)(τ, s′) − u(0)(τ, s′))]τ=s1
τ=s2
+
∫
γ (s)
{∑
j =2
Dτ
(
G
′ (i)
j (τ, s
′)
G
′ (i)
2 (τ, s
′)
)
·Dsj
(
u(i)(τ, s′)− u(0)(τ, s′))+ g(i)(τ, s′)
G
′ (i)
2 (τ, s
′)
}
dτ.
From (ii) of Lemma 1, we have |Dτ (G′ (i)j /G′ (i)2 )|  a. Applying (56) to Dsj (u(i)(s) −
u(0)(s)), j = 2, we obtain (39) for Ds2(u(i)(s) − u(0)(s)) similarly to above.
We finally prove (40). We have x(i)1 (s) = s1 −s2, and (40) is true for j = 1. Therefore we
may assume that 2 j  n. Let λ(i)2j (s) = λ2j (x(i−1)(s), u(i−1)(s)). Let |α| 1. From (7)
and the assumption of induction (38), (40) we have:∣∣Dαs λ(i)2j (s)∣∣ a∣∣x(i−1)2 (s)∣∣1−|α| M1/2|s1|1−|α|.
Since x(i)j (s)− x(0)j (s) =
∫
γ (s)
λ
(i)
2j (τ, s
′)dτ , we have:
∣∣x(i)j (s)− x(0)j (s)∣∣ ∫
γ (s)
∣∣λ(i)2j (τ, s′)∣∣ · |dτ |M1/2 ∫
γ (s)
|τ | · |dτ |.
Here we have |τ | a|s1| and the length of γ (s) does not exceed a(a + 1)|s1|. It follows
that ∣∣x(i)j (s)− x(0)j (s)∣∣M|s1|2.
If 1 k  n, we have:
∣∣Dsk(x(i)j (s) − x(0)j (s))∣∣ ∫
γ (s)
∣∣Dskλ(i)2j (τ, s′)∣∣ · |dτ | + δk1∣∣λ(i)2j (s)∣∣+ δk2∣∣λ(i)2j (s2, s′)∣∣
M|s1|.
Finally we have |DskDs1(x(i)j (s) − x(0)j (s))| = |Dskλ(i)2j (s)|M . Thus we have (40). This
completes the proof of Proposition 2. 
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Applying the Vitali theorem of uniform convergence, we can choose a subsequence
(i) (i) (i) (i)of {x (s), u (s); i ∈ Z+} and define x(s) = limi→∞ x (s), u(s) = limi→∞ u (s).
Clearly it satisfies (12) and (36). As a consequence we obtain Proposition 1.
We give an additional remark. From (16) and (38)–(40) we obtain:
|u(s)− u(0)(s)|M|s1|2,
|Dαs (u(s)− u(0)(s))|MR1/2,
|Dks1Dαs (xj (s)− x(0)j (s))| ∃M|s1|2−k−|α|, 1 j  n, 0 k  1,
if |α| 1 and s ∈ Ω2(a,R).
We define cj (s) = xj (s)− x(0)j (s). It is easy to see that∣∣Dαs cj ∣∣ ∃M|s1|2−|α| (57)
for |α|  1. Note that x¯(s1, s′′) = lims2→0 x(s) is well-defined. Since x1(s) = x(0)1 (s) =
s1 − s2, we have c1(s) = 0.
5. Characteristic hypersurface
In this section we rewrite u(s) as a function of x , considering s as parameters. We
define:
Ω3(a,R) =
{
sψ1,ψ2 ∈R(C \ {0})2 × Cn−2; 0 < |s2| < a|s1|,
|ψ1 −ψ2| < a, |sj | < R (1 j  n)
}
.
This set is simpler than Ω2(a,R), and we have Ω3(a,R/2a) ⊂ Ω2(a,R). Taking a small
R anew, we may assume that u(s) and x(s) are defined on Ω3(a,R), and have the previous
properties there. We remind the reader that we have y1 = x2 − λo12x1, and by (7) we have
y2 = x2. Let y = (y1, y2, y ′′) = (y1, y2, x ′′) as before, and we may regard yj as a function
yj (s) ∈O(Ω3(a,R)). Thus far we have regarded each value y(s) as a point of Cn, but we
want to regard it as a point of some covering space.
At first note that y1(s) = x2(s) − λo12x1(s) = −λo12s1 + c2(s). From (57), we have|c(s)|  |s1|, therefore we may regard y1(s) ∈R(C \ {0}). We can define:
Ψ 0 :Ω3(a,R)  s → (y1, s2, y ′′) ∈R
(
C \ {0})2 × Cn−2.
We show that we can give a local inverse Ψ 1 = (Ψ 11 , . . . ,Ψ 1n ) of Ψ 0.
Lemma 9. There is a natural injection Ψ 1 :Ω3(a1/2,R/a) → Ω3(a,R), and we have
Ψ 0 ◦ Ψ 1 = IdΩ3(a1/2,R/a). We can define Ψ 1(y1, y ′′) = lims2→0 Ψ 1(y1, s2, y ′′), and we
have:
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∣∣Ψ 1(y1, s2, y ′′)− Ψ 1(y1, y ′′)∣∣ ∃M|s2|,∣∣Ψ 11 (y1, s2, y ′′)∣∣ ∃M|y1|.
Proof. We assume that (y1, s2, y ′′) ∈ Ω3(a1/2,R/a). In order to make Ψ 0 ◦ Ψ 1 =
IdΩ3(a1/2,R/a), we need to define s = Ψ 11 (y1, s2, y ′′) such that
y1 = Ψ 01 (s) = −λo12s1 + c2(s),
s2 = Ψ 02 (s) = s2,
yj = Ψ 0j (s) = −λo1j s2 + sj + cj (s), 3 j  n.
In other words, we need to solve:
Ψ 11 (y1, s2, y
′′)(= s1) = (−y1 + c2(Ψ 1(y1, s2, y ′′)))/λo12,
Ψ 12 (y1, s2, y
′′) = s2,
Ψ 1j (y1, s2, y
′′)(= sj ) = yj + λo1j s2 − cj (Ψ 1(y1, s2, y ′′)), 3 j  n.
(58)
We solve (58) by successive approximation; let:
s
(0)
1 = −y1/λo12,
s
(0)
2 = s2,
s
(0)
j = yj + λo1j s2, 3 j  n.
If k  1, then we define:
s
(k)
1 = (−y1 + c2(s(k−1)))/λo12,
s
(k)
2 = s2,
s
(k)
j = yj + λo1j s2 − cj (s(k−1)), 3 j  n,
by induction on k. Let us prove that s(k) ∈R(C \ {0})2 × Cn−2 is well-defined and
s(k) ∈ Ω3(a,R),
∣∣s(k)1 ∣∣ ∃M|y1|. (59)
If k = 0, (59) is trivial. Let k0  1 and assume that (59) is true for 0  k  k0 − 1. Let
us consider the case k = k0. Then cj (s(k−1)) is well-defined and thus s(k) ∈ Cn is also
well-defined. From (57) and the assumption of induction we have:∣∣cj (s(k−1)1 )∣∣M∣∣s(k−1)1 ∣∣2 M3|y1|2.
It follows that ∣∣s(k) − s(0)∣∣M4|y1|2  |y1|/M.
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Therefore we may regard s(k) ∈ R(C \ {0})2 × Cn−2, and we can easily prove s(k) ∈
Ω2(a,R), which proves (59).
We can define s¯(k)(y1, y ′′) = lims2→0 s(k)(y1, s2, y ′′) and similarly we can prove|s¯(k) − s¯(0)|  |y1|/M . By the Vitali theorem we can choose a convergent subsequence
of {s(k)} and we can define Ψ 1(y1, s2, y ′′) = limk→∞ s(k). We have:∣∣Ψ 1 − s(0)∣∣ |y1|/M, ∣∣Ψ 11 ∣∣M|y1|. (60)
It follows that Ψ 1 :Ω3(a1/2,R/a) → Ω3(a,R) is a holomorphic function, and we
have (58). We can define Ψ 1(y1, y ′′) = lims2→0 Ψ 1(y1, s2, y ′′) = limk→∞ s¯(k)(y1, y ′′).
From (57) and (58) we obtain:∣∣Ψ 1(y1, s2, y ′′)− Ψ 1(y1, y ′′)∣∣ ∃M∣∣c(Ψ 1(y1, s2, y ′′))− c(Ψ 1(y1, y ′′))∣∣+ 2−1M|s2|
M−1
∣∣Ψ 1(y1, s2, y ′′)− Ψ 1(y1, y ′′)∣∣+ 2−1M|s2|.
It follows that |Ψ 1(y1, s2, y ′′)− Ψ 1(y1, y ′′)|M|s2|. 
Let (y1, s2, y ′′) ∈ Ω3(a1/2,R/a). We have y2 = x2 = −λo12s2 + c2(Ψ 1(y1, s2, y ′′)). We
define:
a′2(y1, y ′′) = c¯2
(
Ψ 1(y1, y
′′)
)
/y21 ,
b′2(y1, s2, y ′′) =
{
c2
(
Ψ 1(y1, s2, y
′′)
)− c¯2(Ψ 1(y1, y ′′))}/s2,
c′2(y1, s2, y ′′) = c2
(
Ψ 1(y1, s2, y
′′)
)
.
Then we have |a′2| ∃M, |b′2| ∃M|y1| and
c′2(y1, s2, y ′′) = y21a′2(y1, y ′′)+ s2b′2(y1, s2, y ′′).
We define z2 = y2 − y21a′2(y1, y ′′) (= (−λo12 + b′2(y1, s2, y ′′))s2). Since λo12 = 0 and|b′2|  1, we may regard z2 ∈ R(C \ {0}). Let z = (z1, z2, z′′) = (y1, z2, y ′′) ∈ R(C \
{0})2 × Cn−2. We obtain:
Ψ 2 :Ω3
(
a1/2,R/a
)  (y1, s2, y ′′) → z ∈R(C \ {0})2 × Cn−2.
We next show that we can give a local inverse of Ψ 2.
Lemma 10. There is a natural injection Ψ 3 :Ω3(a1/4,R/a2) → Ω3(a1/2,R/a), and we
have Ψ 2 ◦ Ψ 3 = IdΩ3(a1/4,R/a2).
Proof. We assume that z ∈ Ω3(a1/4,R/a2). We must define Ψ 3 such that
z = Ψ 2 ◦ Ψ 3(z) = Ψ 2(z1, s2, z′′) =
(
z1,
(−λo12 + b′2(z1, s2, z′′))s2, z′′).
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Therefore we have Ψ 3j (z) = zj for j = 2, and we need to find s2 ∈R(C \ {0}) satisfying:z2 =
(−λo12 + b′2(z1, s2, z′′))s2.
We define s(0)2 = −z2/λo12, and s(k)2 = z2/(−λo12 + b′2(z1, s(k−1)2 , z′′)) for k  1. By in-
duction on k as before, we can prove that s(k)2 ∈ R(C \ {0}) is well-defined, we have
(z1, s
(k)
2 , z
′′) ∈ Ω3(a1/2,R/a), and |s(k)2 − s(0)2 |  M|z1|. We can define Ψ 32 (z) =
limk→∞ s(k)2 , which satisfies Lemma 10. 
Therefore we have obtained an injection
Ψ 3 ◦ Ψ 1 :Ω3
(
a1/4,R/a2
)  z → s ∈ Ω3(a,R)
which is a right inverse of s → z(s). We may regard u(s) as a function of x if z =
(y1, y2 − a′2(y1, y ′′), y ′′) ∈ Ω3(a,R). We define ε = a−1/4 and choose a small R anew.
We define ϕ′2(y1, y ′′) = y21a′2(y1, y ′′), and µ(x) = 1/(−λo12 + b′2). Therefore u(x) is
holomorphic on ω′′1 defined in Theorem 1. Since u(s), x(s) satisfy (36), we have (12).
It remains to prove (6). We have y2 − ϕ′2(y1, y ′′) = z2 = (−λo12 + b′2(z1, s2, z′′))s2, and
Z2 = {z2 = 0}. As a function of s we have:
(Ds1z2)/
(−λo12 + b′2)∣∣Z2 = Ds1(z2/(−λo12 + b′2))∣∣Z2 = Ds1s2|Z2 = 0.
Therefore we have Ds1z2 = λ2(x,u(x),Dx)(y2 −ϕ′2(y1, y ′′)) = 0 on Z2, which proves (6).
This completes the proof of Theorem 1. 
6. Examples
Here we give two examples. The first one does not satisfy assumption (2), but it
evidently explains what happens in quasilinear problems. The second one satisfies all the
assumptions.
Example 1. Let n = 2 and consider
Fu = D2x1u−
Dx1u
Dx2u
Dx1Dx2u = 0,
u(0, x2) = x2 + cxq2 + (x2 + cxq2 )q,
Dx1u(0, x2) = 1 + q(x2 + cxq2 )q−1,
(61)
for 2 < q ∈ R \ Z. From the initial conditions we have uo = 0, po = (1,1). Since
F(1,1)(x,u,p) = −p1/p2 depends on p, it does not satisfy assumption (2). Note that the
initial values belong to O(R(ωY \Z)) for small ω, because we have:
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(
x2 + cxq2
)q = xq2 (1 + cxq−12 )q
= xq2
(
1 + cqxq−12 +
c2q(q − 1)
2
x
2(q−1)
2 + · · ·
)
for example. Let h(x) = x1 + x2 + cxq2 . We can directly see that u = h + hq is a unique
solution of (61).
Let us rewrite this in terms of our general result. The characteristic roots are:
λ1 = ξ1, λ2 = ξ1 − p1ξ2/p2.
We define λoi = λi(x,u,p)|x=0, u=uo, p=po . It follows that
λo1 = ξ1, λo2 = ξ1 − ξ2, y1 = x2, y2 = x2 + x1.
Therefore we have:
ω1 =
{
x ∈ ω; |x2| > ε
∣∣(x2 + x1, x2)∣∣},
ω2 =
{
x ∈ ω; |x2 + x1| > ε
∣∣(x2 + x1, x2)∣∣}.
Let us consider the above solution u = h(x) + h(x)q in R(ω1). In this domain we do
not discuss the singularity of xq2 at x2 = 0, and we regard it as a holomorphic function. The
above solution u has a singularity along the hypersurface Z2 = {x ∈ R(ω1); x1 + x2 =
ϕ′2(x2)}, where ϕ′2 = −cxq2 ∈O(R(ω1)). It follows that u ∈O(R(R(ω1) \Z2)).
We next consider in R(ω2). We have:
(
x1 + x2 + cxq2
)q = (x1 + x2)q(1 + cxq2
x1 + x2
)q
= (x1 + x2)q
{
1 + q cx
q
2
x1 + x2 +
q(q − 1)
2
(
cx
q
2
x1 + x2
)2
+ · · ·
}
which is convergent in R(ω2). Here (x1 + x2)q and 1/(x1 + x2) are holomorphic
in R(ω2), and the solution has a singularity along the hypersurface Z1 = {x ∈ R(ω2);
x2 = ϕ′1(x1 + x2)}, where ϕ′1 = 0. This means u ∈O(R(R(ω2) \Z1)). In this way we can
discuss the singularities along Z1,Z2 separately by monoidal transformation.
Example 2. Let n = 2 and consider:
Fu = D2x1u+ 11+uDx1Dx2u+ 11+u(Dx1u)2 = 0,
u(0, x2) = 0,
Dx1u(0, x2) = xq2 ,
(62)
1178 K. Uchikoshi / J. Math. Pures Appl. 83 (2004) 1151–1178
for 1 < q ∈ R \ Z. We have uo = 0, po = (0,0) and
λ1 = ξ1, λo1 = ξ1, y1 = x2,
λ2 = ξ1 + ξ2/(1 + u), λo2 = ξ1 + ξ2, y2 = x2 − x1.
It follows that
ω1 =
{
x ∈ ω; |x2| > ε
∣∣(x2 − x1, x2)∣∣},
ω2 =
{
x ∈ ω; |x2 − x1| > ε
∣∣(x2 − x1, x2)∣∣}.
In this case we cannot immediately obtain the solution, but after some calculation we can
prove the following results. We define:
Z1 =
{
x ∈R(ω2); x2 = ϕ′1(x2 − x1)
}
,
Z2 =
{
x ∈R(ω1); x2 − x1 = ϕ′2(x2)
}
,
where ϕ′1 = 0, ϕ′2 = xq+22 /(q + 1)(q + 2). Let us consider in R(ω1). There exists
h(x) ∈ O(R(R(ω1) \ Z2)) satisfying |h|  1/2 such that we have a solution of (62) of
the form
u(x) = (1 + h(x))(x2 − x1 − ϕ
′
2(x2))
q+1 − xq+12
q + 1 .
As before, xq+12 is regular in R(ω1), (x2 − x1 − ϕ′2)q+1 is singular, and h is sin-
gular but small. Therefore u has a singularity along Z2 ⊂ R(ω1), mainly caused by
(x2 − x1 − ϕ′2)q+1. Therefore we have u(x) ∈O(R(R(ω1) \Z2)). Similarly we can prove
u(x) ∈O(R(R(ω2) \ Z1)).
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