Abstract -With changes in insulated defects, the environment, and so on, new partial discharge (PD) data are highly different from the original samples. It leads to a decrease in on-line recognition rate. The UHF signal and pulse current signal of four kinds of typical artificial defect models in gas insulated switchgear (GIS) are obtained simultaneously by experiment. The relationship map of ultrahigh frequency (UHF) cumulative energy and its corresponding apparent discharge of four kinds of typical artificial defect models are plotted. UHF cumulative energy and its corresponding apparent discharge are used as inputs. The support vector machine (SVM) incremental method is constructed. Examples show that the PD SVM incremental method based on simulated annealing (SA) effectively speeds up the data update rate and improves the adaptability of the classifier compared with the original method, in that the total sample is constituted by the old and new data. The PD SVM incremental method is a better pattern recognition technology for PD on-line monitoring.
Introduction
Recognition of partial discharge (PD) pattern in gas insulated switchgear (GIS) is vital for on-line monitoring and faults diagnosis of electric equipment [1] . PD pattern recognition is divided into three parts, namely, data acquisition, characteristics extraction, and pattern classifycation. First, data are acquired on-line or off-line by the sensors and data acquisition system. Quality of data is associated with the character of sensors, accuracy of the acquisition system, interference from the environment, and so on. Subsequently, data are processed by artificial intelligence (AI) to obtain the features extracted and to finish the pattern recognition. With different AI, different process methods possess a distinct recognition ability. Thus, improving the recognition ability cannot be achieved by merely ameliorating the hardware. Determining the new characteristic quantities and better classifiers are extremely important as well.
There are two main kinds of characteristic quantities for PD recognition. The first is based on the statistical regularities of the discharge on power cycles, such as figures in two or three dimensions [2] [3] [4] [5] , while the second is based on the real-time characteristics of PD signals [6] . The former reflects better on PD's physical features. Its characteristic quantities, discharge phase, discharge quantity, and discharge repetition rate have a tight relationship with PD's severity and an extremely high data dimension, which becomes its main shortage [3] . Considering its high data dimension, reducing dimensions is necessary. However, balancing between redundancy and abandonment of information is difficult.
The second kind emphasizes on the detailed features of PD signals from different defects. Moreover, it can provide a high recognition rate. However, a PD pulse is in nanosecond scale, which provides a strict requirement to the data acquisition system and does no good for the extension of this method. Similarly, both kinds require quantities of data that lead to difficulty in data storage forming, and training the classifier. For the reasons stated above, searching for new characteristic quantities will remain to be the hot point in this research field.
In [7] , certain regularities between the apparent charge and the amplitude of ultra-high frequency (UHF) signal from a PD are found to exist. The existence of the regularity is proved in theory [8] , which provides us with a good foundation. At present, the main algorithm for pattern recognition includes neural network [4, 9] , cluster analysis [10] , and Fisher kernel [3] , to name a few. Though each offers its own advantages and has been applied to a different extent, the classifier can hardly adapt when the data updated are still the common question. A classifier using support vector machine (SVM) [15] can save memory space and simultaneously retain the information of the original classifier when data are updated. Furthermore, given that the constructed classifier depends only on the support vectors in the samples, abandonment of non-support vectors does not affect the classifier. Considering adaptability to small sample, nonlinear, high-dimensional samples, there have been some instances in which SVM has been applied in PD pattern recognition [11, 12] . Nevertheless, SVM's advantage of fast adaptation has not been reflected in PD on-line monitoring. The study on parametric optimization for SVM requires further work as well.
In this article, we aimed at decreasing recognition rate caused by changes in insulated defects, the environment, and so on.(here we mean that as the change of types of insulated detect, the environment and other factors, the recognition rate would always decrease, thus we put our eyes on this phenomenon to reduce the decreasing level.) making the new PD data extremely different from the original sample. Four typical PD models were established to generate PD signals. The PD was detected using the UHF antenna and pulse current method simultaneously. Numerous experiments were conducted on these four models. Acquired data were divided into the following three groups: sample set T1 for training, T2 for testing, and incremental data set T3. A classifier for the PD pattern recognition was constructed using the SVM incremental method. In this process, training sample set T1 was used to construct the original classifier. Testing sample set T2 was used to prove its availability. Moreover, incremental data set T3 was used to prove the fast adaptability of the classifier.
PD Experiment

Experiment set
To perform the experiments, we placed four types of defect models [13] in a GIS simulator: N type for needle defect, P type for particle defect, M type for metal defect, and G type for gap defect. The experiment circuit is shown in Fig. 1 . The power source is a testing transformer (YDYW-25/100) free of corona, the sensor is a homemade microstrip antenna [14] , while the oscilloscope is a Tectronix7104 (bandwidth 1GHz, maximum sample rate 20G/s). Environmental temperature was 10 ˚C. The pulse current method is adopted according to the IEC60270 standard.
Calibration for pulse current
The pulse voltage amplitude obtained using IEC60270 is proportionate to the apparent discharge. However, the proportionality factor is affected by the characteristics of elements in the circuit and the performance of the instrument. The proportionality factor c K can only be obtained through calibration. Subsequently, the apparent discharge Q can be calculated. To achieve this without the power source, an adjustable PD calibrator was connected to the ends of the model. The PD calibrator produced a pulse with known discharge quantity; it caused a certain voltage pulse between the ends of the model, through which we obtained a point. Furthermore, by adjusting the PD calibrator to produce different pulses with different discharge quantities, a series of points was obtained. Accordingly, the relationship between the voltage on the detection impendence (mV) U and the apparent discharge (pC) Q was described. Fig. 2 . presents their tight linear relation.
Experiment procedure
The main experiment steps are described as follows: points were properly selected and marked as U 1 , U 2 , and U 3 between these two voltages.
2) The oscilloscope was set at two-channel mode to collect the PD UHF signal and pulse current signal simultaneously. 3) Five hundred sets of data were collected, respectively, on all three voltages and four defect models.
PD signal collected
PD signals on all four defect models were collected in the experiments. Considering the limit of length, however, we only provided the signals collected on needle defect (Fig. 3.) . In the figure, the upper part represents the UHF signal in 50 mV/scale while the lower part pertains to the pulse current signal in 200 mV/scale. Time was plotted in 1 us/scale.
Characteristic Quantities
UHF cummulative energy W
The PD UHF signals collected in the experiments are voltage signals. Voltage points are read by oscilloscope and UHF cumulative energy is calculated using the following equation [8] :
In the experiments, sample rate was 2.5 GS/s; data were recorded for 10 us. Thus, the sample interval t Δ is 400 ps; L R is a matching impendence of 50 Ω ; N is the total number of the sample points, which is 2.5GS/s 10μs × = 25000 ; and n U stands for the value of the nth sample point.
Apparent discharge Q
Apparent discharge can be acquired by the following steps: 1) Voltage pulse signals obtained from IEC60270 are used. Amplitude of the signal H is found using a computer program or an oscilloscope. 2) Proportionality factor c K is determined using the method mentioned in Section 2.2.
3) Apparent discharge Q is calculated as shown below:
Selection of characteristic quantities
After data were collected, the UHF cumulative energy W and the apparent discharge Q in those four typical defect models was plotted (shown in Fig. 4 .) using Equations (1) and (2) .
In the figure, changing of the UHF cumulative energies with apparent discharges is observed to obey quadratic functions. Moreover, given that obvious differences exist among the four defects, we decide to use W and Q as the input characteristic quantities to achieve pattern recognition. 
Basic principle
To describe it simply, a support vector machine performs a nonlinear transformation, φ , on the input vector to map it into a considerably higher-dimensional space F, and conducts a linear separation in this space [15] . For a given sample set 
Here, ξ pertains to the relaxation factor, which is regarded as the distance between the training samples and the separate hyperplane. 0 C > refers to the penalty factor, whose discrimination function is as follows:
In the equation, SV stands for the support vector while ( , ) j k x x is the kernel function. In our research, Gaussian radial basis function (RBF) kernel, expressed in the following equation, was selected.
Dual-tree classification for insulation defects
Given that GIS PD pattern recognition is a multiclass question while SVM is a binary classifier, algorithms such as one-to-one, one-to-many, or dual-tree should be used to solve the multi-classification question [16] . Among these algorithms, a dual-tree requires the least SVMs. Thus, we chose dual-tree to extend SVM to a multiclassifier and perform the recognition. Its basic thinking is shown in Fig. 5 .
In a training sample set with C classes, 1 C − SVM should be trained. The first SVM, signed as 
In our research, PD defects include the N, P, M, and G types. Thus, the constructed dual-tree will be similar to Fig.  5(b) , where the order of N, P, M, and G is variable. SVM N uses UHF cumulative energy W and apparent discharge Q as inputs. Furthermore, it is trained to separate type N from the others. In the same way, we can determine the usage of SVM P and SVM M . By these three SVMs, all four kinds of defects can be separated.
Parameter optimization in SVM by SA
Apart from kernel function and input {( , )} W Q , two parameters must be determined before the construction of SVM: penalty factor C and parameter of the kernel function σ . Determination of these two parameters has a serious effect on SVM's recognition performance. In this article, C and σ are optimized by simulated annealing (SA) [17] algorithm.
SA settings
The object of optimization is to achieve the maximum recognition rate, according to which the following shows several settings on SA optimization.
1) Objective function
In the function, train T is the recognition rate of the training sample set that is equal to ( / ) In the function, * (2,1 )/ t randn α is a set searching step length, where α is set manually according to the amount of data, t is the temperature parameter [18] in the original SA physical model, and k refers to the iterations. In our problem, we call t as the step length controller. Given that the original solutions 0 [ , ] p p ′ ′′ are random, a larger step length is desired at the beginning. Thus, the initial step length controller 0 t was set to 100 according to the experience.
3) Renewal function for step length controller t According to the needs of accuracy and searching speed, and considering the procedure of the PD SVM incremental method, two kinds of renewal functions for step length controller were designed: slow and fast. The slow kind is aimed at extending the searching range, and it is appropriate for the generation of initial SVMs from the original samples. Meanwhile, the fast kind aims at detail searching, and it is appropriate for the construction of incremental method based on the original SVM method and associates with the incremental data.
Slow renewal function for step length controller:
Fast renewal function for step length controller: 0 0.95
Here, 3 k ≥ .
4) Acceptance criteria
Accept 0 Accept Refuse Others delE h rand
Here, indicate that when the step controller is a certain t, and within a set time range, 0 delE < has never occurred. Subsequently, a random number rand(rand has been defined as a random number) will be generated. Moreover, if h rand > , the new feasible solution p is accepted.
5) Loop termination criteria -4
Tolerance of objective function 10 Iterations with same tolerance 30 Objective function value 0
When any of these situations occurs, the loop will be terminated. If they fail to be satisfied, we revert back to Step 2.
Main steps of SA algorithm
PD SVM Incremental Recognition Method
With changes in insulated defects, the environment, and so on, the new PD data are highly different from the original samples. Subsequently, they lead to a decrease in on-line recognition rate. In this article, a PD SVM incremental recognition method [19] is presented. It can create accurate prediction toward new data samples while keeping the pre-existing information intact. It can obtain superior adaptability while saving a sizeable storage space.
Taking those four typical defects as examples the dualtree SVM classifier, denoted by Γ , constructed with the training sample set T1, includes SVM N , SVM P , and SVM M . The incremental data sets are 3 { | 1,2, , } x R ∈ are inputs, i y are class numbers, and l is the total number of the samples. The concrete steps are described as follows:
1) The support vector set T1 sv , which is used to construct the classifier Γ is extracted from T1: 
Be sure that the symbols used in your equation have been defined before the equation appears or immediately following.
It is strongly encouraged that the authors may use SI units only.
Instance Simulation
The 1989 PD samples obtained in our experiments were divided into three groups. Training sample set T1 was used to construct the original classifier; testing sample set T2 was used to prove its availability; and incremental data set T3, collected after a slight change in defect models, was used to prove the fast adaptability of the classifier. Samples in each group are shown in Table 1 .
In the process of constructing the original classifier, T1 was used as a training sample set. The initial values of C and σ in SA algorithm were generated randomly. The parameter in searching step length α was set to 10 to improve the ability to jump out from a local optimum and to lengthen the step. The parameters in SVMs were updated using Equation 9, the slow renewal function. After 55 iterations, the acquired SVM parameters are 79.26 C = and 0.863
, and the number of support vectors is 465
The constructed classifier was denoted as Γ , whose support vector set is T1 SV . The changing of the objective function value is shown in Fig. 6 . Using classifier Γ to recognize T2, we obtained 88.67% correct solutions, as demonstrated in Table 2 .
In actual situation, the collected PD samples may change considerably because of the changing defects or the environment. To test the fast adaptability of the classifier, several slight changes were made on the defect models before the incremental data set T3 was collected.
After using the classifier Γ -trained by T1 only -to recognize T3, we obtained the result showing that the accuracy rate is extremely low. To improve this, the training sample set was replaced by combining T1 and T3.
The initial values of C and σ in SA algorithm are still generated randomly. Moreover, the searching step length parameter α was set to 10 to lengthen the step and to improve the ability to jump out from a local optimum. The parameters in SVMs were updated using Equation 9, the slow renewal function. After being fully trained, that is, being subjected to 64 iterations lasting 15 hours, the objective function value reached stability. The obtained parameters are 97.68 C = and 0.832
, and the number of support vectors is 672
Testing it on T2, the obtained recognition rate is 89.63%, as seen in Table 2 . Noticeably, once there is a new sample set, the entire processes of construction and optimization must be repeated; thus, a large amount of time is wasted.
Adopting the PD SVM incremental method mentioned in the previous section, we replaced the training sample set as the combination of support vector set T1 SV and T3. as the initial values, and repeating the former process, the classifier * Γ can be updated within a short time while information on the original classifier can be kept intact.
By comparing the PD SVM incremental method based on SA optimization and the method using the combination of training sample set and incremental data set as the new training samples set, it can be observed that though both have the same recognition rate and similar results of SV N , C, and σ , the incremental method decreases the samples to a large extent. Thus, training time is significantly reduced. As a result, the memory space could be saved a lot, and the higher order of magnitude of data could be proceed. Moreover, the incremental method keeps the information on the original classifier intact, and it can be updated quickly with the entry of new data.
Finally, a comparison was made among the PD SVM incremental method based on SA optimization, the neutral network based on fuzzy C-means clustering algorithm (FCM) and K-means clustering algorithm. The results we used the combination of support vector set T1 SV and T3 as the training sample set are shown in Table 3 . The SA-SVM method has obvious advantages in all three items, which are training accuracy, recognition accuracy, and training time. More important, both FCM algorithm and K-means clustering algorithm are difficult to use in dealing with the incremental data. 
Conclusion
1) PD UHF signals and pulse current signals of all four defect models were collected simultaneously. The relationship between the UHF cumulative energy W and the apparent discharge Q was mapped out. The method of using W and Q as the characteristic quantity to recognize the four types of defects was proposed. 2) PD SVM incremental method based on SA optimization was constructed. It solves the problem of the drop in the PD recognition rate, which results from the relative difference between the newly acquired PD data and the original data. The said difference between the data sets results from the changing insulation defects and the environment. 3) The slow and fast update functions of the step length controller, used in the optimization of SVM parameters based on SA, were provided. When parameters were unknown, the slow one should be adopted. Meanwhile, when parameters were known, the fast one was more appropriate. Thus, the classifier can be updated quickly and adaptability of the classifier is improved. 4) By comparison, the PD SVM incremental method was determined to have the capacity to save storage space and shorten training time to a large extent. Furthermore, the PD SVM incremental method was shown to have the capacity to deal with incremental data while keeping the original information intact, which both FCM method and K-means algorithm cannot achieve at the same time.
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