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In the research of optical imaging, both amplitude and phase of light 
wave are necessary. Since the phase carries important information about 
a wavefront, we can use it to measure the shape, surface profile and other 
properties of an object. However, it is difficult to measure the phase by 
general camera sensors due to its high frequency. Therefore, we need to 
use special techniques to rebuild both the amplitude and phase of a light 
ii 
wave. Among these wavefront reconstruction techniques, the widely 
used one is using intensity measurements but without interferometric 
approaches. 
In this thesis, we develop a fast convergent wavefront retrieval from 
multiple intensity measurements. Resampling captured diffractive 
intensity images with different levels makes images that represent 
different resolutions of an object. Then we can perform separate iterative 
calculations to the resampled images, therefore reach fast convergence 
in the reconstruction. Both simulation and experimental results show the 
convergences of the proposed method is about two times faster than the 
conventional method in our test images. 
In the techniques of hologram generation from multiple view 
projection (MVP) images, the scientists capture the MVP images under 
incoherent illumination. My previous works analyzed the parameters that 
affect the resolution of the reconstructed images, and proposed a lens 
array shift method to improve the resolution of the reconstructions. Since 
the lens array shift method introduced movement in the capturing process, 
in this thesis, I compare the resolution of hologram reconstruction 
between using rectangular and hexagonal lens arrays to capture the 
multiple view images. I will show the theory and verify it with simulation 
iii 
and experimental results. 
In the conventional hologram generation from multiple view images, 
most of the limitations are induced by the lens array used in the multiple 
view image capturing, which induces the performance limitation. We 
develop hologram generation from three photographic images captured 
with only a general camera and without any other optical components. 
The three images are used to produce orthographic images without 
sampling limitation introduced by other ingredients. Therefore, we can 
synthesize high resolution holograms from these orthographic images. 
The size of the object can be from microscopic to large size objects. 
Keywords: Wavefront sensor, Holography, Image processing, 
Integral imaging, Light field. 
Student Number: 2010-31321 
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Chapter 1. Introduction 
1.1. Role of phase in optical imaging 
Figure 1.1. How phase contains an object’s information: (a) 
transmittion mode and (b) reflection mode. 
A camera sensor cannot directly measure the phase component of an 
optical field, while it just records the intensity of the optical field. To 
measure the phase information, we need to know how the phase of an 
optical field acts. Figure 1.1 shows two normal cases explaining how the 
intensity distribution reflects the phase of the optical field according to 
the object which distorts or reflects the optical rays. In Figure 1.1 (a), 
suppose the object is transparent, it does not change the amplitude of the 
 
2 
light passing through it, but introduces phase delays due to the refractive 
index. The delays reflect the shape and density of the object, which can 
be measured. Therefore the material properties of the object, such as 
pressure, temperature, humidity can be obtained from the measured 
phase delay [1]. In a reflection mode, as Figure 1.1 (b) shows, the 
measured intensity carries information about the topology of a reflective 
object, which can be used for surface profiling [2]. However, the above 
examples are the ideal cases, in the real world, objects may have 
absorption, thus make the intensity measurements affected by both the 
refractive index and the absorption. Therefore, obtaining phase and 
amplitude of the wavefront needs two or more intensity measurements. 
These techniques that rebuild phase from intensity measurements are 
called 'complex-field' imaging techniques or 'full wavefront' imaging 
technique. 
 
Figure 1.2. A photograph of the bottom of a pool under sunlight. 
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Figure 1.2 is an example of phase affection we can see in our daily 
life. It is a photograph of the bottom of a pool under sunlight illumination, 
and the visible line patterns show the water surface of the pool, which 
makes the sunlight focusing or defocusing at some areas. 
 
Figure 1.3. Example that shows the importance of phase information 
in image processing: (a,e) original images; (b, f) amplitude and (c, g) 
phase of the corresponding Fourier transformed images; 
reconstructed images (d, h) with both the right amplitude and phase, 
(i,l) with only phase information, (j, k) with the right phase but wrong 
amplifute. 
Figure 1.3 is an example of the phase affection in image processing. 
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I performed Fourier transform two character images “A” and “B” (figure 
1.3(a) and (e)), the corresponding amplitude and phase profiles are 
shown as Figure 1.3(b)(c) and Figure 1.3 (f)(g). With both the amplitude 
and phase, the original images can be reconstructed, as the images of 
Figure 1.3(d) and Figure 1.3(h) show. Figure 1.3(j) and Figure 1.3(k) are 
the reconstructions with just the corresponding amplitude information, 
and Figure 1.3(i) and Figure 1.3(l) are the reconstructions with the 
amplitude but a wrong phase information. It shows that an image cannot 
be reconstructed if we use a wrong phase information or without phase 
information. 
There are many techniques for wavefront reconstruction. We can 
roughly classify them to interferometric or non-interferometric by the 
light source illumination types. The following sections will introduce the 
techniques according to the classification. 
1.2. Interferometric wavefront reconstruction techniques 
The main idea of wavefront reconstruction using interferometric 
techniques is simple. The object wave A(x, y)exp[jφ(x,y)], where A(x,y) 
is amplitude and φ(x,y) is phase, interferers with a known plane reference 
wave a(x,y)exp[jθ(x,y)]. The measured interferometric intensity pattern 
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( , ) ( , )exp[ ( , )] ( , )exp[ ( , )]
( , ) 2 ( , ) cos ( , ) ( , ) .
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   
  (1.1) 
The object wavefront thus can be reconstructed from this intensity 
pattern with some special techniques. 
1.2.1. Holography 
 
Figure 1.4. Principle of holography: (a) recording, and (b) 
reconstruction. 
As Figure 1.4 (a) and Eq. (1.1) show, the interferometric pattern of an 
object wave and a reference wave can be recorded. The intensity pattern 
is a function of both amplitude and phase, which is called “hologram”, 
means “total recording” [3–5]. In the hologram reconstruction (Figure 
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1.4 (b)), the reference wave is used to illuminate the hologram, the 
original wavefront thus can be reconstructed with diffraction from the 
reconstruction beam. This holography technique was discovered in 1947 
by Dennis Gabor [3]. With the development the laser in 1960, the 
requirement of long coherence length became accessible, allowing 
sensitive phase measurements [2]. 
The applications of holography are wide, such as microscopy, high 
resolution volume imagery, interferometry, imaging through distorting 
media, holographic data storage, holographic optical elements, security, 
and holographic display. In this thesis, I focus on the three-dimensional 
(3D) display of the holography.  
1.2.2. Phase-shifting interferometry 
As the interference pattern of two waves can be expressed by Eq. (1.1), 
if the reference wave was changes in phase of σ, it becomes 
aexp[jθ(x,y)]exp[jσ(x,y)], and the interference pattern becomes 
 
2 2
( , ; ) ( , )
2 ( , ) cos ( , ) ( , ) .
I x y A a x y





    (1.2) 
If the shift step of the phase is π/2, and four intensity patterns I(x,y;0), 
I(x,y;π/2), I(x,y;π), and I(x,y;3π/2) are reordered, the phase of the object 
can be calculated by [6] 
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1 ( , ; / 2) ( , ;3 / 2)'( , ) tan ,
( , ;0) ( , ; )
I x y I x y
x y
I x y I x y
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
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      (1.3) 
and the amplitude of the object can be calculated by 
 
1 ( , ;0) ( , ; )
'( , ) .
4 cos ( , ) ( , )
I x y I x y
A x y






            (1.4) 
Since the intensity measurement is related to the cosine of the phase, 
phase unwrapping is required. Four intensity patterns can also be 
captured with single-shot to simplify the capturing complexities [7,8]. 
Obviously, holography is an ideal 3D display because the 
constructed wave front is identical to that of the original scene. The first 
hologram that recorded 3D objects was made in 1962 by Yuri Denisyuk 
[9] , Emmett Leith and Juris Upatnieks [5]. The image changes as the 
position and orientation of the viewing system change in the way as if 
the object were still present, thus making the hologram appears three-
dimensional. However, the long coherence length and powerof the 
optical source requirement and obtaining high quality recording material 
are still issues. Recently, the computer generated hologram (CGH) and 
the digital holography (DH) became polular because of their advantages 
in fast capturing and their versatility in processing. 




It is necessary to remove the complexity and the coherent limitations in 
the interferometric techniques. This can be achieved by using partially 
coherent illumination [10]. Or we can use a set of intensity images 
measured with a known complex transfer function to calculate the phase. 
This takes the advantage of the modern computerization, thus leads a 
versatile and simple experimental imaging system. The fllowing sections 
give a brief introduction. 
1.3.1. Shack-Hartmann sensors 
 
Figure 1.5. Scheme of Shack-Hartmann sensors. 
In the techniques of Shack-Hartmann sensors, it places a lenslet array in 
front of a camera. The locations of the focal spots reflect the directions 
of the incoming lights, which is re-interpreted as wavefront slope [11]. 
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In case the sensor pixel size of the camera is much smaller than the 
lenslet, the phase retrieval can be accurate and robust to noise. Since each 
lenslet measures only one lateral phase, this technique has the low 
resolution problem. Therefore this technique is popular in wavefront 
sensing for adaptive correction of atmospheric turbulence, where 
incoming light is not coherent and resolution is not critical. 
1.3.2. Iterative techniques 
 
Figure 1.6. Scheme of iterative technique. 
Almost all the iterative phase retrieval techniques are based on the 
Gerchberg-Saxton (GS) method [12]. In the GS method, bounces 
between in-focus and Fourier domain images are performed, as Figure 
1.6 shows. At each step, an estimate of the complex-field is updated with 
measured or a priori information of the object [13–15]. Fresnel 
transformed images can be used instead of Fourier images [16, 17]. In 
 
10 
this case, the accuracy of the phase retrieval is affected by defocus 
between the images [18], and the optimal amount of defocus is object-
dependent. Large propagation distances produce better diffraction 
contrast, thus makes these techniques work better with larger 
propagation distances [18, 19]. Phase solutions with this techniques are 
not unique, but are likely to be correct [20], and many techniques exist 
for lessening the solution error [21]. In imaging, using more than two 
intensity images [22, 23] or phase masks [24] can reduce the solution 
error. 
Due to the fact the optimal transfer function is object-dependent and 
the simplicity of this technique, the 'iterative technique' remains a 
popular technique for wavefront reconstructions. 
1.3.3. Direct methods 
 
Figure 1.7. A phase object changes the wavefront of a plane wave 
which travels through the object. 
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Figure 1.7 shows the action when a plane wave travels through a phase 
object. The wavefront after passing through the object is bent and the 
directions of the light rays are changed according to the thickness and 
the refractive index of the object. The phase delay is associated with the 
transversed distribution of intensity which is given by the transport of 
intensity equation (TIE) [25–27]: 
           ( , ) ( , ) ( , ) ,
2
I x y





    

        (1.5) 
where I(x, y) is the intensity measurement along the optical axis, λ is the 
illumination wavelength [28] and denotes the lateral gradient 
operator and φ is the phase distribution of the wavefront at a distance of 
z from the object surface. The TIE can break through the diffraction 
limitation of the imaging system [29], which is due to its ability of 
complex-field reconstruction under partially coherent light illumination 
[30]. It also does not need phase unwrapping [31]. The limitations in the 
TIE technique include: Wavefront is noise-sensitive which comes from 
the low phase contrast requirement; optical system is spectrum 
dependent because defocus is related to the object spatial frequency; 
exact depth difference measurement is difficulty; precise motion of 




1.4. Hologram generation with incoherent illumination 
Holography provides useful methods for dealing with 3D information of 
objects. Since it first came out, the scientists developed various 
applications based on 3D nature of the hologram. Those applications 
capture interference patterns of 3D objects using coherent optical 
imaging, and manipulate them to the expected results. However, since 
recording the hologram requires coherent optics, the imaging system is 
bulky and hard to handle. In addition, because of the coherent 
illumination, it is hard to get hologram of the distant objects or 
background scene. The scientists have developed methods under 
incoherent illumination to remove the necessity of the coherent in the 
hologram capturing. Old techniques of recording holograms under 
incoherent illumination were interferometry of light waves scattered 
from the same object point. An object is of many points, therefore, if a 
spatially incoherent or quasi-monochromatic light illuminates this object, 
each point is self-spatially coherent and thus can create an interference 
pattern with the light coming from the mirrored image of the point [32–
37]. There are also some rather new techniques which record hologram 
under incoherent illumination, I simply describe these techniques in the 
following sections. Because of these reasons, we can’t simply classfy 
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holography to just interferometric or non-interferometric technique, 
hence, I put it in the following section. 
1.4.1. Scanning holography 
Scanning holography is a widely used technique that works under 
incoherent illumination [38–40]. Under spatially incoherent illumination, 
a Fresnel zone plate scans a 3D scene, and we integrate the light intensity 
at each scanning position by a point detector, which makes a Fresnel 
hologram. However, the scanning induces heavy time consumption and 
complicated laser alignments. Although we can solve these problems by 
Fresnel zone-plate coded hologram [41], the imaging in the optical 
regime should still be done. 
1.4.2. Fresnel incoherent correlation holography 
Fresnel incoherent correlation holography (FINCH) is a motionless 
technique for getting digital Fresnel hologram [42–45]. In this technique, 
it uses a digital camera to record the object wavefront which passes 
through a spatial light modulator (SLM). The SLM acts as a beam- 
splitter, makes each spherical beam of each object point splitting into two 
spherical beams with different curvatures. Summation of the entire 
interferences amoung all the couples of spherical beams creates the 
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Fresnel hologram of the 3D object. It can avoid the twin-image problem 
[46] by recording three different holograms each with a difference phase 
on the SLM and superposing them in a final Fresnel hologram. Due to 
the multiple holograms recording, dynamic hologram recording is not 
convenient. In addition, the SLM used to display the diffractive optical 
element (DOE), may cause low signal-to-noise ratio in the hologram 
reconstruction when the 3D scene is intricate [47]. 
1.4.3. Hologram generation from multiple view images 
Hologram generation from multiple viewpoint projection images is an 
efficient way to synthesize hologram without coherent illumination 
without an extreme stable optical system or wave interference. First, it 
picks up the two-dimensional projections of a 3D scene, and then 
digitally process synthesize the hologram. The synthesized hologram is 
equivalent to a conventional digital hologram. We can also get the MVP 
images by shifting a camera mechanically, and capturing one single view 
image at a time [48–52]. We also can get the MVP images using a camera 
array [53], or a lens array [54–58]. After the MVP images’ capturing, we 
can calculate one/two-dimensional [48–50, 52, 54, 57, 59–62] holograms, 
Fourier holograms [48, 51, 52, 59], Fresnel holograms [51, 52, 58, 61, 
63], and protected correlation holograms [61, 64]. However, these 
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previous methods can be applied to only Fourier or Fresnel hologram, 
require indirect synthesis, or produce not exact but adjusted holograms. 
J.-H. park et al. proposed a method for creating both of Fourier and 
Fresnel holograms from multiple view images by using orthographic 
projection geometry [59]. 
1.5. Outline of this thesis 
As the previous sections introduced, there are various kinds of optical 
imaging. In this thesis, all the contents are about optical imaging with 
multiple images. One topic is the wavefront reconstruction from 
diffracted intensity images, which are along the optical axis; the other 
one is the holographic imaging, while the hologram is synthesized from 
MVP images that captured under incoherent illumination. 
Chapter 2 describes a fast convergent computer algorithm for 
improving the calculation time and the quality of the reconstructed 
images in wavefront reconstruction from multiple intensity 
measurements. The coherent illumination requires well configured 
environment, and has disadvantages, such as speckle and limited object 
size. Thus optical imaging techniques under incoherent or partially 
coherent illumination came out. The technique of incoherent hologram 
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synthesis is a popular one. 
Chapter 3 proposes a resolution comparison analysis of hologram 
reconstruction in Fourier hologram generation from orthographic 
projection images using a lens array. It turns out that the resolution of the 
hologram reconstructions is limited, and the previous improvement 
method induced movement in the capturing process. 
The difficulty of significant improvement in the hologram 
generation from orthographic images based on internal imaging comes 
from the introduced lens array in the capture process. Thus, removing 
the lens array in the capturing is urgent. Chapter 4 describes a hologram 
generation method from orthographic images which are extracted from 
two photos captured by a general camera under sunlight illumination.  
Finally, Chapter 5 states conclusions and my future work. 
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Chapter 2. Fast wavefront reconstruction 
algorithm from multiple diffracted 
intensity images 
2.1. Wavefront reconstruction from diffracted images 
A major advantage of wavefront reconstruction based on a series of 
diffracted intensity images using only single beam illumination is the 
simplicity of setup. Here I propose a fast convergent algorithm for 
wavefront calculation using single beam illumination: the captured 
intensity images are resampled to a series of intensity images, ranging 
from the highest resampled image to the lowest resampled image; each 
image has half the number of pixels as the previous resampled image. 
Phase calculation at a lower resolution is used as the initial solution phase 
in a higher resolution. This corresponds to separately calculating the 
phase for the lower and higher frequency components. Iterations on the 
low frequency components do not need to be performed on the higher 
frequency components, thus making the convergence of the phase 
retrieval faster than the conventional method. The principle is verified 
by both simulation and optical experiments. 
Optical wavefronts which are reflected by or transmitted through an 
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object have amplitude and phase modulation by the object. If light field 
is passing through an object, the measured wavefronts carry information 
related to the phase delay of the object which is due to the refractive 
index and shape of the object. Thus when the measured wavefront is 
known, the thickness and shape of an object can be obtained. If a light 
field is reflected by an object, the measured wavefront carry information 
regarding the topology of the object and, thus can be used to measure the 
surface profile of the object. Hence wavefront measurements can be 
utilized in many areas, including imaging, surface profiling, adaptive 
optics, astronomy, ophthalmology, microscopy and atomic physics. 
However it is not possible to detect the phase using general detectors 
because the oscillation frequency of light is too high to permit being 
followed by detectors. Therefore, many attempts to acquire phase 
information have been made in the past. The techniques for this can 
mainly be categorized into two types, one being based on interferometry 
and the other being a phase retrieval method based on capturing the 
intensity of the object beam. The interferometry method, generally 
referred to as holography, records the interference pattern of an object 
beam and a reference beam. This process converts phase information to 
intensity modulation [3]. However, introducing a reference beam 
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requires a complicated interference experimental setup, which also 
induces some other problems in hologram reconstruction, such as the DC 
term problem and the twin image problem. These problems require a 
more complicated experiment setup [65, 66]. 
Wavefront reconstruction using phase retrieval techniques does not 
require any reference beam. Generally, several diffracted intensity 
images and some post digital image processing are needed. Deterministic 
phase retrieval using the transport of intensity equation (TIE) works on 
the condition of paraxial approximation, which limits its application in 
general cases [30, 67, 68]. The iterative phase retrieval methods mainly 
involve the use of the Gerchberg-Saxton (GS) algorithm and Yang-Gu 
(YG) algorithm, which use prior knowledge of the object as constraints 
[12, 14, 69]. For the case of an object with an unknown constraint, it is 
difficult to reconstruct the wavefront using the GS and YG algorithms. 
Various approaches have been proposed to solve this problem. One type 
of approach is to obtain the object indirectly – using an aperture to 
capture small images and then obtain the object constraint [70] or using 
a known illumination pattern as a constraint instead of the object 
constraint [71]. The other type of approach is to use two or more intensity 
images with variations – which can be produced by capturing intensity 
 
20 
images with different focuses [72], translating an aperture transversely 
[73] or shifting the illumination [74]. However, all of these approaches 
require additional optical components and involve complicated post 
digital processes. 
 
Figure 2.1. Capturing process of the speckle intensity images for 
SBMR. 
Pedrini et al. used images captured at axially translated planes, i.e., 
single-beam multiple-intensity reconstruction (SBMR) [75]. The SBMR 
method has the simplest capturing setup compared to the other phase 
retrieval methods that are based on multiple intensity images [72–74]. It 
uses only a camera. It has also been applied in some other research areas, 
such as measuring the shape, deformation and angular displacement of 
3D objects [76, 77]. Phase retrieval using multiple intensity images 
captured at a series of planes can detect spatial frequencies at different 
sensitivities. Therefore, the significant amount of the data carried by 
 
21 
these intensity images makes this approach very robust and rather stable 
to the effects of noise [78]. Figure 2.1 shows the experimental scheme 
for capturing intensity images by the SBMR method. The object is 
illuminated by a collimated light source. The charge-coupled device 
(CCD) is shifted along the optic axis and captures the diffracted intensity 
images with an interval Δz between two adjacent images. The total 
number of intensity images is K. 
It is known that the number of the captured images affects 
reconstruction quality, i.e., more intensity images result in higher quality 
reconstructions [79]. However, capturing more intensity images requires 
more movement steps of the camera or the object, which makes the 
captured images sensitive to small misalignments in the experimental 
setup, thus the noise induced to the captured intensity images becomes 
more serious. Furthermore, more captured intensity images require more 
experimental time, which makes the method not capable for use in 
dynamic object or real-time applications. In order to improve the 
capabilities of SBMR [75], beam splitters [80], spatial light modulator 
(SLM) [81, 82], deformable mirror (DM)[83] were used to achieve 
single-shot or single-plane intensity image capturing processes. 
However, beam splitters cause the attenuation of illumination light. In 
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the case of SLM and DM, the simplicity of the experimental setup is 
sacrificed. A random amplitude mask [84] and random phase plate [85] 
have also been used to transform low frequency components to fast 
varying high frequencies, which requires less iterations for 
reconstruction. However, an amplitude mask results in the diminution of 
light energy and the use of a phase plate requires difficult fabrication. 
 
Figure 2.2. Example of resampling an image (b) with 128 sampling 
points and (a) with 64 sampling points. 
Multi-scale signal representation is a very efficient tool that can be 
used in signal and image processing [86, 87]. It represents signals or 
images with different resolutions – the highly scaled images carry the 
high spatial frequencies of an image, and the low scaled images carry the 
low spatial frequencies of the image. This is reflected by one example, 
as shown in Figure 2.2. Figure 2.2 (b) contains the low frequencies of the 
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image [88]. In the conventional phase retrieval method, because the high 
frequency components of the object vary faster than the low frequency 
components, the variation between two diffracted intensity images is 
larger for the higher frequency components of the object than the low 
frequency components of the object. Therefore, less iterations are needed 
to recover the high frequency than the low frequency components. This 
is why the convergence of the iterations proceeds rapidly in the 
beginning, and then becomes very slow. In this study, we optimized the 
SBMR method by using a multi-scale technique. The captured diffractive 
intensity images are resampled to several resolution images. Phase 
retrieval is first performed on the images resampled with a lower 
resolution and then transferred to images that are resampled with a higher 
resolution. This corresponds to performing more iterations for the low 
frequency components than the high frequency components. Suppose 
one captured image is resampled to A number of level images, and the 
number of iterations on each level is B. Then, for the low frequency 
components on the smallest resolution image, the number of iterations 
would be AB, and for the high frequency components on the highest 
resolution image, the number iterations would be just B. Moreover, 
because the image that is resampled with a low resolution contains less 
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pixels, the time required for one iteration on this image is less than that 
for an image resampled with a higher resolution. Because the image 
resampling process corresponds to separating the high frequency 
components from the low frequency components, when iterations on the 
low frequency components are done, it is not necessary to do this on the 
high frequency components. Therefore, although I do more iterations on 
the images resampled with low resolutions than on images resampled 
with high resolutions, the total time consumption for the iterations is not 
increased by as much as in the conventional method. Furthermore the 
large variation between intensity images results in a fast convergence 
rate in the iteration process [67], and the variation between images that 
are resampled with low resolution is increased. For these reasons, the 
proposed algorithm achieves a faster convergence than the conventional 
method. I describe the principle of the proposed method in section 2.2, 
and the results of computer simulations and experiments to verify the 





Figure 2.3. Example of resampling process for the image with M=4. 
In my proposed algorithm, the capturing process is the same as the 
conventional method, as shown in Figure 2.1. A series of diffractive 
intensity images, Ik, are captured along the optical axis at different 
positions, where k is an integer from 1 to K. When the captured images 
have a lateral resolution of 2M pixels, the captured intensity image can be 
resampled into M different level images. Therefore, the resampled image 
of the mth level has 2m sampling points, where m is an integer from 1 to 
M. The resampling process starts from the captured image which has the 
most sampling points, i.e., where Im k =I
M 
k . The next sampling level Ik
m-1 
can be expressed as 
 1 1, 2 ,m m mk kI Z I                   (2.1) 
where Z is the bicubic interpolation, in which the value of the pixel that 
needs to be calculated is determined by the average value of its 16 
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weighted neighbor pixels. The weight of each neighbor pixel is 
calculated using 16 equations which are given by the gradients in both 
the horizontal and vertical directions, and the cross derivatives at each of 
the four corners of the pixel square [89]. The second parameter of the Z 
operation is the image size after performing an interpolation. This 
process is performed until the resampling level reaches the first 
resampling level I1 k . The whole resampling process of Ik is performed for 
all of the captured intensity images I1… IK. After this resampling process, 
we have a total of M×K number of intensity images, and these images 
are grouped by resampling level. For example, the mth group of the 
resampled intensity images is Gm={I m 1 , I
m 
2 , …, I
m 
K }. The bicubic 
interpolation was used to preserve the fine detail with better performance 
than the other common interpolation algorithms such as bilinear 
interpolation and nearest-neighbor interpolation [89]. The sinc 
interpolation may be thought to be the most appropriate method for band-
limited optical fields, but oscillations at the signal borders may restrict 
image processing. Particularly in small sized images, noticeable ripples 
from the image borders may occupy a substantial part of the image [90–
92]. Consider the reduced size of the resampled images in our approach, 
i.e., 21 to 2N pixels; sinc interpolation is not appropriate in my method. 
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Figure 2.3 shows an example of the resampling scheme for an image that 
has 24 pixels. 
Figure 2.4 shows the flowchart of my proposed algorithm. The 
numbers with a circle in this figure are the step notations of the procedure. 
In the flowchart, N is the number of iterations, and f is a binary value of 
1 or -1. Here 1 denotes forward propagation and -1 denotes backward 
propagation. The conventional iteration method is performed from the 




K}. The solution at 
this level is interpolated to the next resampling level (M=2) and used as 
the initial solution for the next resampling level. This process is 
continued until the highest resampling level GM is reached. It should be 
noted that this is different from optical ptychography, which simply uses 
a part of the intensity images and extends the image areas until the full 
intensity images are addressed [93]. The details of the iterative procedure 




Figure 2.4. Flow chart of the proposed algorithm. 
Step 1: Setting the initial value. The procedure starts from the first 
image at the first level, i. e., k=1 and m=1. The initial complex field is a 
composite of an amplitude and a random initial phase. The square root 
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of the intensity I1 1  is used as the amplitude, and the initial phase is a 
random distribution that has 21 pixels, which is the size of the lowest 
sampled level. 
Step 2: Checking the current iteration number. When the iteration 
number reaches the maximum iteration value, go to the next level, i. e., 
go to step 7; otherwise, do an iteration on the current level, i.e., go to step 
3.  
Step 3: Decide which process should be continued according to 
whether the current image is the last, the first image or not in the current 
group. If not, do the propagation to the next image, i. e., go to step 5; 
otherwise, do the inverse propagation, i.e., go to step 4. 
Step 4: Making the propagation direction inversely.  
Step 5: Building the complex wave field, use the square root of the 
current intensity distribution as the amplitude and the previous calculated 
phase as the phase: H m k = (I
m 
k )1/2·exp(j m k ). Then propagating this 
wavefield to the next plane: Hm k+f=P{H
m 
k , z}. Here, P means the angular 
spectrum propagation of the Rayleigh-Sommerfeld diffraction [94]. 
      
 
  2 2 2 2-1
( , ),
2
( , ) exp 1 ,
P O x y z
z
O x y j u v
  





     (2.2) 
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where  is the operation of the Fourier transform, λ is the illumination 
wavelength, and (u, v) are the coordinates after propagation. 
Step 6: Updating the amplitude of the calculated complex wavefront 
Hm k+f in the next plane by using the square root of the intensity image at 




k+f). Also update the index of the iteration 
and intensity image. Shift the process to the next image plane, i.e., go to 
step 2. 
Step 7: If the current level is the last level, retain the calculated phase 
in step 6 as the final solution. Otherwise, using the solution in step 6 as 
the initial phase of the next level, go to step 8. 
Step 8: Interpolate the calculated phase in step 6 to a size of the next 
level using Eq. (2.1). Here the second parameter in this equation should 
be 2m+1. Do step 2 to step 8 until the iteration number that is set 
previously is reached. 
From the final calculated wave field, the wavefront at all the 
captured image planes can be obtained by propagating this field, and the 





Figure 2.5. Iterative convergence for images with different sampling 
points. 
As presented in the introduction, the images sampled with less 
points carry the low frequency components of the image, which requires 
less iterations in the phase reconstruction, and vice versa. This is 
indicated in figure 2.5. The two images with 128 and 64 pixels in figure 
2.2(a) and figure 2.2(b) are reconstructed using the conventional error 
reduction method. The normalized root mean square errors (RMSEs) 
according to the iteration number are plotted. The red dashed and blue 
solid lines indicate the convergence of the iterations for figure 2.2(a) and 
figure 2.2(b), respectively. It can be seen that the iterative convergence 




Resampling the images also produce increased variations between 
images. Figure 2.6 shows an example of the variations between 
diffracted images along the optical axis with variant resampling levels. 
Figure 2.2 is used to generate two diffracted images with a slice depth 
difference. The two images are resampled to 8 number of levels 
respectively. The variations for different level images are then calculated. 
The horizontal axis represents the level number and the vertical axis 
represents the variations with the corresponding sampling level on the 
horizontal axis. This figure demonstrates that the variation between 
images at two planes along the optical axis increases with decreasing 
sampling numbers, which is the requirement for achieving fast 
convergence in the iterative phase retrieval techniques. This can be 
attributed to the fast convergence of phase retrieval because the amount 
of defocus between the diffracted intensity images affects the accuracy 
of the phase retrieval [67]. The amount of defocus can be obtained with 
a larger depth difference, in this method, by just carrying out a post-




Figure 2.6. Pixel variation along the axis at each resampling level 
number.  
Based on the two points presented above, we can speculate that by 
resampling diffracted intensity images with different levels, it is possible 





Figure 2.7. Example of the resampling one intensity image: (a) 
Amplitude image of the object used in the numerical simulations, (b) 
the first captured intensity image and (c) the resampled images. 
In the simulation, the object is a composite of the amplitude pattern 
shown in Figure 2.7(a) and a random phase distribution which ranges 
from 0 to 2π. The size of the object is 256×256 pixels. The object is 
padded with zeroes in order to avoid energy leaking out of the edges of 
the captured intensity images. In the experiment, this corresponds to 
making almost all the intensity distribution within the camera sensor area. 
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The object is illuminated by a light source with a wavelength of 532 nm. 
Five intensity images are captured by a CCD camera which has pixel 
pitch of 4.65μm. The nearest capture plane is located away from the 
object plane with a distance of z=30 mm, and the interval between two 
adjacent capture planes is Δz=5 mm. Figure 2.7(b) is the calculated 
diffracted intensity image at the first plane and Figure 2.7(c) shows the 
8 resampled images of the first image I1. 
The original image is reconstructed by the conventional and the 
proposed methods, respectively. The normalized root mean square 

















      (2.3) 
where I1 and I2 are the original image and proposed reconstructed image. 
Figure 2.8 shows the RMSE with respect to time consumption. The 
proposed and conventional reconstructions are plotted as a red dashed 
line and a blue solid line, respectively. Figure 2.8(b) is the square area 
crossed by the blue dashed line in Figure 2.8(a). From Figure 2.8(b) it 
can be seen that the conventional method reached a minimum RMSE 
value at about 4.5 seconds, while the proposed method arrived at the 
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same RMSE value in about 2.2 seconds, which is about 51.11% faster 
than the conventional method. 
 
Figure 2.8. RMSE with respect to the time consumption. Part (b) is 
the magnification of the square area crossed by blue dashed lines in 
part (a). 
2.4. Experimental results 
 
Figure 2.9. Experimental setup. 
In the experiment, a laser with a wavelength of 532nm is used to 
illuminate a Newport USAF 1951 resolution chart. In the resolution chart, 
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the background area is opaque while the lines area is transparent. The 
light wave after the object is modulated in the lines area and stopped in 
the opaque area. Thus the optical wavefront just after the object reflects 
the shape of the resolution chart. By reconstructing the wavefront at the 
object location, the shape image of the object can be reconstructed. 
Seven diffracted intensity images were captured by Point Grey FL2-
14S3M/C CCD camera. The first image was located at 40mm from the 
target and the interval between two images is 8mm. Figure 2.9 shows the 
experimental setup.  
 
Figure 2.10. Captured images: (a) the directly captured image of the 
object; (b)-(h) the captured diffracted intensity images. 
Figure 2.10(a) shows the directly captured image of the resolution 
chart and Figure 2.10(b)-(h) show the captured diffracted intensity 
images. The wavefront at the first plane was calculated by the 
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conventional and the proposed methods. The object was reconstructed 
by digitally propagating the calculated wavefront. 
 
Figure 2.11. Time consumption versus the number of iterations. 
Three hundred iterations were performed in both the conventional 
and proposed methods. The corresponding time consumption is shown 
in Figure 2.11. The horizontal dashed lines are the chosen timelines for 
convergence comparison. The red dashed line and blue solid line 
represent the proposed and conventional methods, respectively. The 
horizontal axis values of the two intersection points on each horizontal 
dashed line indicate the numbers of iterations used in the conventional 









10 20 30 40 50 60 70 80 
Conventional 35 75 106 141 173 203 243 280 
Proposed 27 30 82 105 133 159 186 215 
 
The corresponding reconstructed images for the iteration numbers 
in Table 2.1 are shown in Figure 2.12. The lines crossing the “2” 
character are plotted in Figure 2.13(b). Figure 2.13(a) shows a plot 
corresponding to the direct captured object, i.e., Figure 2.10(a), which is 
used as the ground truth. From Figure 2.13, it can be seen that, in the 
conventional method, about 80 seconds was needed to obtain the best 
reconstruction. In order to find how much time is needed for the 
proposed method to reconstruct the image with a quality similar to this 
image, we compared this image with the proposed reconstructed images 
for time consumptions of 10s, 20s, 30s, 40s, 50s, 60s, 70s, and 80s. The 
correlation coefficients are plotted as Figure 2.14. From this figure, a 
similar image was obtained with the proposed method within 40 seconds. 
This means that the proposed method is capable of obtaining a similar 
reconstruction to the original with a time consumption of about 40 
seconds, which is about two times faster than the conventional method. 
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This result is also in agreement with the simulated results. The small 
stagnation in the reconstructions by the proposed method is induced by 
the noise in the experimental images. 
 





Figure 2.13. The plotted images along the lines (a) on the directly 
captured image of Figure 2.10(a) and (b) on the reconstructed images 




Figure 2.14.The correlation coefficients between each reconstructed 
image by the proposed method and the conventional image 
reconstructed with a time consumption of 40 seconds. 
2.5. Chapter summary 
I propose a fast convergence wavefront reconstruction algorithm by 
resampling diffractive intensity images. Both simulation and 
experimental results show that the convergence of the proposed method 
is about two times faster than the conventional method for the case of my 
test images. We expect that the proposed method can be applied to real-
time phase retrieval application with further development of computer 
processing unit speed. 
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Chapter 3. Resolution improvement on 
hologram generation using lens array 
3.1. Introduction of hologram generation from 
orthographic images 
Holography provides useful methods for dealing with 3D information of 
objects. Since it has been first proposed, various applications have been 
developed based on 3D nature of the holography. Those applications 
capture hologram of 3D objects using coherent optical system, and 
manipulate it to get desired results. However, since the capturing process 
of the hologram needs laser and coherent optics, the overall system is 
bulky and hard to handle. Also due to the difficulties in the illumination, 
it is hard to get hologram of the distant objects or background scene. 
Hologram generation from multiple viewpoint projection (MVP) 
images is an efficient way to synthesize hologram without coherent 
illumination and an extreme stable optical system or wave interference 
at all. The two-dimensional projections of a 3D scene are acquired first, 
and then digitally processed to synthesize the hologram. The synthesized 
hologram is equivalent to a conventional digital hologram. The MVP 
images can be obtained by shifting a camera mechanically, and capturing 
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one single view image at a time [48–52]; or can be captured using a 
camera array [53] or can be captured with a single shot through a lens 
array [54–58]. After the capturing process, one or two dimensional [49, 
50, 52, 54, 59–61] holograms, Fourier holograms [48, 51, 52, 59], 
Fresnel holograms[51, 52, 58, 61, 63], and protected correlation 
holograms [61, 64] can be calculated. However, these previous methods 
can be applied only to Fourier or Fresnel hologram, require indirect 
synthesis, or produce not exact but modified holograms. J.-H. Park et al. 
proposed a method for generating both of Fourier and Fresnel holograms 
from multiple view images by using orthographic projection geometry 
[59]. This method has advantages including exact Fourier hologram 
calculation and manipulation of the reconstructions’ locations. But the 
resolution limitation in the hologram reconstruction is a problem, which 
comes from not enough light field sampling by the lens array. The 
parameters analysis of the hologram reconstruction was been shown and 
a lens array shift method was proposed to enhance the resolution of the 
reconstructed images. However, they induced mechanical motion 
problem [95]. In this chapter, I propose a method to improve the 
hologram reconstructs’ resolution by using hexagonal lens array. Section 
3.1 introduces the Fourier hologram generation from orthographic 
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images. In section 3.3, I show the theory and the experimental results 
using hexagonal lens array. 
3.1.1. Fourier hologram generation from orthographic view images 
 
Figure 3.1. Definition of orthographic images 
Orthographic projection view images of a 3D object is defined as Figure 
3.1, each point on one projection image P(xp, yp; z) has the same 
projection angle (θx, θy). This is unlike usual perspective projection 
geometry where all the projection lines are converged to a vanishing 
point. The orthographic geometry has the projection lines all parallel to 















3.1.2. Orthographic projection images obtained by a lens array 
 
Figure 3.2. Orthographic projection images generation using a lens 
array[96]. 
 
Table 3.1. Parameter definition in the capturing process. 
Parameters Description 
l Focal length of the lens array 
p Lens pitch of the used lens array 
Δs, Δt Pixel pitch of the elemental images 
s, t Local position of pixels in each elemental image 
Δθx, Δθy Projection angle interval of the pixels in the elemental images 
θx-max, θy-max Maximum projection angle 
 
It is a heavy work to capture large amount of orthographic projection 
images. Due to the efficiency of lens array used in integral imaging, the 
orthographic view images can be obtained by imaging the 3D objects 
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through a lens array with some post imaging processings [96, 97]. As 
Figure 3.2 shows, when the 3D object is imaged through a lens array, 
each elemental lens of the lens array forms one of the images of the 3D 
object at its focal plane, which is called elemental image. The parameters 
in this figure are depicted in Figure 3.2(b) and defined in Table 3.1. If 
the pixels are collected from each elemental image at the same local 
position (s, t), they form an orthographic projection image of the object 













                    (3.2) 
Because the micro lens and the sensor pixels are always square, Δθ=Δθx= 
Δθy, θmax=θx-max=θy-max, and Δs=Δt. If the lens array consists of NxNy 
elemental lenses and each elemental image consists of MxMy pixels, the 
generated orthographic image will have NxNy pixels and the total 
number of the generated orthographic images will be MxMy. Therefore, 
from the elemental images captured by a single shot using a lens array, a 





3.1.3. Fourier hologram generation using orthographic projection 
images 
 
Figure 3.3. Fourier hologram generation from the orthographic 
projection images. 
The Fourier transform can be performed by using a thin lens. The lens 
makes a plane wave into a point in the lens focal plane [88], and the 
position of the point depends on the propagation direction of the wave. 
Therefore, the Fourier hologram of a 3D object can be obtained by 
integrating each of the orthographic images, which corresponds to each 
point on the hologram, whose proof is shown below [98, 99]. 
As Ps,t(xp, yp) denotes the orthographic projection image of the 
projection angle corresponding to s and t, as shown in Figure 3.2(b), 
Ps,t(xp, yp) is related to the object function O(x, y, z) by 
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         (3.3) 
Using orthographic images Ps,t(xp, yp), the Fourier hologram can be 
generated by 
      4( , ) ( , ) exp ,st p p p p p pH s t P x y j x s y t dx dyl


         (3.4) 
where  is the wavelength of illumination light source. Replacing (s, t) 
with continuous variables (u=Ms, v=Mt), the following equation can be 
obtained: 
  / , / 4( , ) ( , ) exp ,u M v M p p p p p pH u v P x y j x u y v dx dylM


       (3.5) 
where M is the magnification factor. If M is set to -2f/l and b is set to 2/l, 
by substituting Pu/M,v/M(xp, yp) in Eq.(3.5) with Eq. (3.3), it can be easily 
verified that Eq. (3.5) is the Fourier hologram of the object O(x, y, z) 
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where f is the focal length of the Fourier transform lens [100]. Therefore 
the proposed method given by Eq. (3.4) produces Fourier hologram of 
the 3D objects. 
3.1.4. Limitations in the reconstructions 
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Figure 3.4 shows an example of the reconstructed plane images for two 
plane images “C” and “B” located at different planes along the object 
axis [59]. Figure 3.4(a) and Figure 3.4(b) show the computational and 
optical reconstructions, respectively. It can be noted that even with 
simple object, the resolution of the reconstructed images is low. This 
limitation has also been demonstrated in [98].  
 
Figure 3.4. One example of (a) computationally and (b) optically 
reconstructed images. 
3.2. Resolution enhancement of the hologram 
reconstruction by using hexagonal lens array 
There are many researches for improving the resolution of the 
reconstructed images in integral imaging or holograms generated based 
on integral imaging, such as time multiplexing method [101–103], 
synchronously moving micro-optics method [103, 104], micro lens array 
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scanning method [105], and lens array shift method [95, 106]. These non-
stationary lens array methods have demonstrated efficient resolution 
enhancement of integral imaging [107, 108]. However, they induced 
mechanical motion problem. All these methods are based on the 
strengthened sampling of spatial-angular light ray distribution using non-
stationary lens array. For the lens array, most of those methods use 
rectangular lens array and therefore the light ray distribution is captured 
in a rectangular grid. However, hexagonal grid provides higher packing 
density and gives a more accurate approximation of circular regions 
compared with the rectangular grid. In addition, the sampling points of 
the hexagonal grid are uniformly connected in the sense that each 
sampling point is located at a fixed distance to all the six adjacent pixels. 
Hence, hexagonal grids have been used in a wide variety of research 
fields [109, 110]. It has been known that circularly band limited signals 
are sampled more efficiently by hexagonal grids than by rectangular 
grids [111–113]. It has also been reported to enhance the display 
resolution using the hexagonal sampling strategy [114, 115]. 
In this section, we compare the resolution of the hologram 
reconstruction based on integral imaging with a rectangular lens array 
and a hexagonal lens array. A hexagonal lens array and a rectangular lens 
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array are used in the elemental image capturing, and holograms are 
generated from the captured information following the method presented 
in Ref. [59]. Using hexagonal lens array corresponds to the hexagonal 
sampling of the 3D object and thus can accommodate more in bandwidth. 
Although there have been usages of hexagonal lens array in integral 
imaging, there has been no study on its usage for hologram generation 
based on integral imaging. Also, although Mishina et al. [63] reported an 
analysis on the aliasing in the hologram generated using integral imaging, 
their hologram generation method is different from the method 
considered in this thesis and hence their analysis cannot be applied in my 
work. To my best knowledge, this is the first report that provides the 
quantitative analysis and experimental verification on the resolution 
enhancement of the hologram synthesis using hexagonal lens array. In 
Section 3.5.2, I analyze the resolution enhancement quantitatively. In 
Sections 3.5.3 and 3.5.4, simulation and experimental results are 









Figure 3.5. Sampling in spatial domain. (a) Rectangular sampling grid. 
(b) Hexagonal sampling grid. 
Figure 3.5 shows the rectangular sampling and hexagonal sampling. The 
sampling intervals Δx and Δy are defined as the distances between two 
adjacent columns and two adjacent rows, respectively. For an object field 
of o(x, y), the rectangular sampled object field õrec(x, y) and hexagonal 
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In the Fourier hologram generation based on integral imaging, we 
define the lens pitch of the lens array as the distance between the centers 
of two adjacent lenses, as Figure 3.6 shows. Suppose a rectangular lens 
array and a hexagonal lens array have the same lens pitch p. Using these 
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two lens arrays, integral Fourier holograms are generated with the 
method described in section 3.2. Note that in the integral Fourier 
hologram method the orthographic image is generated by extracting one 
pixel per each elemental image. Hence the object field is first sampled 
with the lens array in the orthographic image generation step and this 
affects the final hologram resolution. 
 
Figure 3.6. Sampling with lens array. (a) Sampling by rectangular 
lens array. (b) Sampling by hexagonal lens array. 
The original object is sampled with rectangular or hexagonal lens 
array, as shown in Eqs. (3.7) and (3.8). The sampling interval is Δx=Δy=p 
in the rectangular sampling and Δx= p/2 and Δy=√3/2p in the hexagonal 
sampling. I analyzed the lateral size and the spatial frequency bandwidth 
of the reconstruction using these two types of lens arrays. 
Suppose the original object has a limited size 2Lx×2Ly. As the 
reconstruction is the inverse Fourier transform of the hologram and the 
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hologram is discretized with Δu and Δv, by the sampling theory, the 
reconstruction is a repetition of the original object field. The repetition 
period is given by λƒ/Δu=λƒ/MΔs=λƒ/2fΔθx=λ/(2Δθx) along the 
horizontal direction and λƒ/Δv=λƒ/MΔt=λƒ/2fΔθy=λ/(2Δθy) along the 
vertical direction [4], as Figure 3.7 shows. In order to avoid overlapping 
in the reconstruction, the object size should be smaller than this repetition 
period. Thus the maximum size of the object that can be reconstructed 
without overlapping can be described as 






             (3.9) 
Because the projection angle intervals Δθx=Δs/l and Δθy=Δt/l are 
only related to the pixel pitch of the capturing sensor, the maximum sizes 
of the reconstructed object are the same for the rectangular lens array 
case and hexagonal lens array case when the image sensors are the same. 
 
Figure 3.7. Spatial domain representation of the reconstruction. 
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The spatial frequency bandwidth of the reconstruction is determined 
by two factors, i.e., sampling of the object field with the lens array grid 
in the orthographic image generation step and the limited lateral size of 
the synthesized Fourier hologram. The sampling of the object field 
makes the reconstruction spectrum be replicas of the spatial frequency 
spectrum of the original object field. The limited lateral size of the 
synthesized Fourier hologram defines cut-off spatial frequency in this 
spectrum. 
Let us first consider the effect of the sampling in the orthographic 
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      (3.11) 
for rectangular lens array and hexagonal lens array, respectively and  
represents convolution. Equations (3.10) and (3.11) show that the 
spectrum of the object field is repeated with different grid as depicted in 
Figure 3.8. Therefore the maximum radial spatial frequency that can be 
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reconstructed without aliasing is given by 





















              (3.12) 
for rectangular lens array and hexagonal lens array case, respectively. 
The maximum spatial frequency is fρ,rec=1/2p and fρ,hex=1/√3p. Hence, 
the resolution enhancement of a ratio fρ,hex/fρ,rec=2/√3 can be expected in 
hexagonal lens array case in comparison with the rectangular lens array 
case. 
The limited lateral size of the Fourier hologram defines the cut-off 
spatial frequency of the reconstruction. The horizontal and vertical sizes 
2Lu and 2Lv of the synthesized Fourier hologram O(u, v) are determined 
by the maximum projection angle in the orthographic image generation. 
From the geometry of the lens array, the synthesized Fourier hologram 
in the rectangular lens case has a rectangular shape of the lateral size 
2Lv=2Lu=4fθx,max=2fp/l. On the contrary, it has a hexagonal shape of the 
lateral size 2Lu=4fθx,max=2fp/l and 2Lv=4fθy,max=4fp/(√3l) in hexagonal 
lens case. The cut-off spatial frequency area is then given by the same 
shape as that of the generated hologram with their horizontal size 
2fx,max=2fy,max=2p/l in rectangular lens array case, and the horizontal size 
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2fx,max=2Lu/f=2p/l and vertical size 2fy,max=2Lv/f=4p/√3l in 
hexagonal lens array case as shown in green lines in Figure 3.8. Then in 
the case of no aliasing (due to sufficiently small elemental lens pitch p), 
the maximum spatial frequency range that can be reconstructed is 
slightly larger in the case of rectangular lens array. However, in case of 
aliasing as shown in Figure 3.8, the hexagonal shape spatial frequency 
range reduces the amount of the aliasing with the same elemental lens 
pitch p and the object bandwidth, presenting better image quality than 
the rectangular lens array. 
 
Figure 3.8. Spatial frequency domain representation of the hologram. 
(a) Using rectangular lens array. (b) Using hexagonal lens array. 
3.2.2. Preprocess for the hexagonal element images 
With hexagonal lens array, the shape of each element image is hexagonal. 
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We use a rectangular mask that contains one element image in its exterior 
to preprocess the hexagonal element images to rectangular element 
images, as shown in the left image of Figure 3.9(a). The pixel value of 
the area that covers the element image is set to ‘1’, or else, the values are 
set to ‘0’. By multiplying the mask and each rectangle that just covers 
one element image pixel by pixel, each element image can be separated. 
With this separated element images, the sub images can be generated, as 
Figure 3.9(b) shows. 
 
Figure 3.9. Preprocess of the captured elemental image using 
hexagonal lens array: (a) Extract single elemental image from the 
captured element image, and (b) part of elemental images after the 




3.2.3. Orthographic projection image generation using hexagonal 
elemental images 
 
Figure 3.10. Zero padding method. (a) Pixel distribution in an 
orthographic image. (b) Zero padding of an orthographic image. 
In the case of using hexagonal lens array, one orthographic image is a 
collection of the pixels in each elemental image with the same local 
position [59,116, 117], the pixel distribution of one orthographic image 
can be represented by Figure 3.10(a), in which the hexagons mean the 
elemental image areas. The sampling points of the object, which 
correspond to the pixel distribution of the orthographic images, are 
aligned as the filled circles in Figure 3.10 (b). The sampling intervals of 
the object are p/2 along horizontal direction and √3/2p along vertical 
direction. Here the sampling intervals mean horizontal or vertical 
distance between neighboring horizontal or vertical lines connecting 
filled circles. In my implementation, one zero value point is padded as 
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represented by open circles in Figure 3.10(b) between two filled circles 
along the horizontal direction. The Fourier hologram is then generated 
from the orthographic images using the method in Ref. [59]. 
3.2.4. Simulations 
 
Figure 3.11. Plane object used in the simulation. 
Two simulations were performed: one is using rectangular lens array as 
a reference, and the other is using hexagonal lens array. In the 
simulations, one plane image was used as the object, as Figure 3.11 
shows. The distance from the plane image to the lens array is 50 mm. 
The lens pitch is 1 mm. Figure 3.12 shows the elemental images. The 
size of the elemental images is 4000(H)×5000(V) pixels, and the pixel 
count of each elemental image is 50(H)×50(V) pixels for rectangular lens 




Figure 3.12. Elemental image generated with hexagonal lens array. 
With the zero padding method described in previous section, 
orthographic images are generated as Figure 3.13 shows. 
 
Figure 3.13. Orthographic image generated from the elemental 
images captured with hexagonal lens array.  
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From the generated orthographic images, holograms of red, green 
and blue components are generated separately. Figure 3.14 shows the 
amplitude and phase of the holograms generated from the red component. 
Note that in Figures 3.14(a) and 3.14 (c), the contrast was adjusted for 
better visibility. The red, blue and green images are reconstructed from 
the three holograms and then synthesized together to get the color 
reconstruction. 
 
Figure 3.14. Generated hologram for red component. (a) Amplitude 
and (b) phase profile of the generated hologram using hexagonal lens 
array. (c) Amplitude and (d) phase profile of the generated hologram 
using rectangular lens array. 
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Table 3.2. Key parameters for the two lens arrays. 
 No. of EI p Δyp Δs=Δt Δθx=Δθy θx,max θy,max 
Rectangle 100×80 1mm 1mm 20μm 0.382° 9.55° 9.55° 
Hexagon 116×80 1mm 0.87mm 20μm 0.382° 9.55° 11.03° 
 
Table 3.3. PSNR and NCC values of the reconstructed images. 
 Rectangular lens array Hexagonal lens array Improvement 
PSNR 21.83dB 24.25dB 2.42dB 




Figure 3.15. Comparison of the reconstructed image. (a) Rectangular 




Table 3.3 shows the parameters that are used in the simulations. We 
compared the reconstructed images of using a hexagonal lens array and 
a rectangular lens array. Figure 3.15 shows the magnified results. The 
images on the right side are the reconstructed images using the hexagonal 
lens array method and the left images are the reconstructed images using 
the rectangular lens array method. Aliasing happens in both cases since 
the elemental lens pitch p is not sufficiently small in comparison with the 
bandwidth of the object. As expected, due to larger maximum radial 
spatial frequency and the hexagonal shape of the cut-off spatial 
frequency region, it can be seen that there are more aliasing in the 
rectangular lens array case compared to the hexagonal lens array case. In 
order to measure the resolution improvement, I calculated the peak 
signal-to-noise ratio (PSNR) and normalized cross correlation (NCC) 
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and NCC is defined as 
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where I1 and I2 are the images to be compared, M×N are the pixel size of 
the images, 1I  and 2I  are the means of the two images. The results 
are shown in Table 3.3. The resolution improvement is 2.42dB for PSNR 
and 0.0109 for NCC. 
3.2.5. Experiment results 
The theory was also verified experimentally. We performed two 
experiments, one using rectangular lens array and the other using 
hexagonal lens array. The setups for capturing the elemental images are 
the same, as Figure 3.16 shows. The difference is only the lens array 
shape. Both the rectangular lens array and the hexagonal lens array have 
1 mm lens pitch. The focal length of the two lens arrays is 3.3 mm. The 





Figure 3.16. Experimental setup for capturing objects. 
 
Figure 3.17. Numerical reconstruction: (a) Rectangular lens array 
case. (b) Hexagonal lens array case. 
Figure 3.17 shows the movie snap shots of the numerical 
reconstruction at different distances of the generated hologram. It is 
obvious that the reconstructed images using hexagonal lens array show 






Figure 3.18. PSNR and NCC of the images reconstructed at different 
distances. (a) NCC and (b) PSNR. 
To verify the image quality enhancement of the reconstructed 
images, we calculated the PSNR and NCC values. The results are shown 
in Figure 3.18. Figure 3.18(a) shows the PSNR of the reconstructed depth 
images. The average values are shown in Table 3.4. The improvement is 
about 3.94dB. Figure 3.18(b) shows the NCC of the reconstructed depth 
images. The blue-dimond and red-star lines are the NCC of reconstructed 
images using hexagonal lens array and rectangular lens array, 




Table 3.4. Average PSNR and NCC values of the reconstructed 
images 
 Rectangular lens array Hexagonal lens array Improvement 
PSNR 22.48 dB 26.42 dB 3.94 dB 
NCC 0.9623 0.9853 0.0230 
3.3. Chapter Summary 
In this chapter, I analyzed the parameters that affect the resolution of the 
hologram synthesized from orthographic view images. It was found that 
the projection angle interval between neighboring orthographic view 
images determines the maximum size of the reconstruction field. It was 
also found that the maximum projection angle and the element lens pitch 
of the lens array determine the maximum spatial frequency of the 
reconstruction. Based on this analysis, a lens array shift method was 
proposed to enhance the resolution of the reconstructions. By shifting a 
lens array along the horizontal and vertical direction, respectively, four 
groups of elemental images were captured, and the orthographic images 
was synthesized from the four elemental images instead of only one in 
the conventional method. This is corresponding to sampling the object 
with half sampling interval and double sampling number, hence 
enhanced the resolution of the hologram reconstruction. Due to the 
efficiency of the hexagonal sampling technique, I also compared the 
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resolution of the Fourier hologram reconstruction methods using a 
rectangular lens array and a hexagonal lens array based. From the 
sampling theory, it showed that the resolution of the reconstruction is 
better in the case of using hexagonal lens array than in the case of using 
rectangular lens array.  
All the principle and the feasibility of the proposed methods were 
verified numerically and experimentally. The simulation and 




Chapter 4. Fourier hologram generation 
from three photos captured at different 
focal planes 
4.1. Introduction  
 
Figure 4.1. Basic idea of Fourier hologram synthesizing from 
orthographic images. (a) Definition of orthographic images, and (b) 
thin lens affection to an orthographic projection image illuminated 
with plane wave. 
Techniques of hologram generation from multiple view images [118] 
have advantages over the traditional interferometry based methods. The 
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multiple perspective projection or orthographic projection view images 
are captured by multiple cameras or single camera with multiple step 
movement, and can also be captured simply by a single shot through a 
lens array. Among these methods, hologram generation from 
orthographic images based on lens array [59, 108] has its advantages. In 
this method, it performs exact Fourier hologram calculation and 
manipulation of the reconstructions’ locations is possible. The main 
process is shown below. 
As section 3.1 described, an orthographic view image of a 3D object 
is the projection of the object with a firm projection angle. The definition 
can be described as Figure 4.1(a), each point on one projection image 
P(xp, yp; z) has the same projection angle (θx, θy). The orthographic 
geometry has the projection lines all parallel to each other. The 










                  (4.1) 
As Figure 4.1(b) shows [88], Since a thin lens transfers a plane wave 
focused into a point in the lens focal plane, and an orthographic image is 
corresponding to illuminating an object with a plane wave, the Fourier 
transform of a real existing object can be synthesized from the 
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orthographic images by doing digital lens transformation. Therefore, the 
Fourier hologram of a 3D object can be synthesized by integrating each 
of the orthographic images corresponding to each point position on the 
hologram. The proof is shown below [98, 99]. The mathematic 
representation was proved to 
 ,( , ) ( , ) exp 2p p p p p pH P x y j B x y dx dy           ，  (4.2) 
where B is an constant, and the value depends on how we define the 
projection angle of the orthographic images. In the previous method, this 
is defined by the parameters of the lens array. 
Previous techniques gain orthographic images by using lens arrays 
and post digital processing [59]. The lens arrays sample the real object 
with less numbers and limited sampling interval. Therefore the resolution 
of the reconstructed images is limited. Although my previous work [95, 
119] performed improvement to the resolution of the hologram 
reconstructions, significant improvement is impossible since there exists 
a mutual restriction between the pitch and number of the lens arrays. 
Fortunately, there are methods that I can use to obtain orthographic 
images without using lens arrays or multiple cameras. One technique was 
proposed by A. Orth, and named as light field moment imaging (LFMI). 
It is an equation that describes the transverse of the light filed [120]. The 
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following section will introduce this LFMI technique.  
The light field function is a description of irradiance in the ray optics 
regime [121]. It describes the total geometric distribution of light as a 
five- or four-dimensional function which represent both spatial position 
and the direction of light flow. As Figure 4.2 shows, a light field L(x; y; 
tanθx, tanθy; z1) represents the density of rays at a point (x, y; z1), 
propagating in the direction specified by an angle (θx, θy ). In light field 
imaging, both the intensity and direction of rays impinging on the image 
sensor are recorded [122, 123]. 
 
Figure 4.2. Light field definition. 
The LFMI technique obtaining light field using two photographic images 
with a focus plane shift along the optical axis. It shows that the difference 
between the two images that are captured with a slightly different focal 
planes satisfies a Poisson equation 
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where ∂I and ∂z are the intensity difference and depth difference 
respectively, and▽U(x, y; z)=I(x, y; z)M(x, y; z), where M=[s(x,y;z), 
t(x,y;z)] is a vector containing the normalized first moments of the light 
field over its angular coordinates. By solving this equation, first moment 
of the light field can be obtained. Suppose the angular distribution of rays 
is Gaussian, the orthographic projection view images at the first image 
plane then can be calculated from the first moment using this 
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where NA is the numerical aperture of the optical system that is used to 
capture the two images. Since Eq. (4.3) is a Poisson Equation which has 
the same format of the transport of intensity equation, Δz in this LFMI 
equation can be solved by fast Fourier transform, thus the affect of Δz is 
the same as in the TIE. Too small Δz amplifies the noise in the capturing 
process much more, but too large Δz breaks down the approximation of 
the LFMI equation, thus blurs the images. Therefore there exists the 
optimal Δz. However, since the blurs in the captured images depends on 
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the spatial frequency components, Δz will be object dependent. This need 
to be further studied.  
Since this technique is new, it has not been applied to applications. 
In this chapter, we applied this technique to Fourier hologram 
synthesizing from two photographic images. Since no optical 
components except the camera is used in the imaging system, this 
method does not have the limitations in the lens array based method. 
Thus I also compare the parameters that affect the resolutions of the 
hologram and the reconstructions. 
4.2. Theory 
 
Figure 4.3. Scheme of the proposed method. 
Figure 4.3. shows the one-dimensional scheme of the proposed method. 
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The red dashed and green solid squares are the inputs and final calculated 
hologram of the proposed method, respetively. The inputs are three 
photos of an object captured with a digital camera. The processes 
between the input images and the output Fourier hologram are all 
digitally performed. In the red area, three images I0 =I(x, y; z0 ), I1 = I(x, 
y; z1 ) and I2 = I(x, y; z2 ) of an object are captured with a distance interval 
Δz. I0 is located at the focal plane while I1 and I2 are located in front and 
behind the the focal plane. In this case, the left hand of Eq. (4.3), which 
represents the transverse light field at the position of z0 , thus can be 
expressed as 









            (4.5) 
Hence, M(x, y; z0)=▽U(x, y; z0)/I(x, y; z0), which is the the first angular 
moment of the light field at the focal plane of the camera. Therefre, the 
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  (4.6) 
Three photos are used to make a more practical light field transverse 
expression. Apart from this, in the orthographic images calculation, this 
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makes the the images of different depth planes have less defocus blurring.  
 
Figure 4.4. Comparison of M according to different Δz. 
From the previous paragraph, I can see Δz affects U(x, y; z0), and 
U(x, y; z0) affects the first angular moment M of the light field. We 
examined how the Δz affect the M. I use two group of images with Δz= 
4mm and 20mm respectively, all the other parameters are the same. I 
performed the process in the previous paragraph, and compared the 
M[s(x, y0; z0)], where y0 is a constant. Figure 4.4 shows the result. We 
can see the calculated M almost coincides with each other alrough the 
depth differences are different. Since M restricts the view range of the 
calculated perspective images, we can say that with different depth gap 
in the captured photos, the parrallax of the perspective view images is 
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not affected.  
As the orthographic projection images are two-dimensional 
projection images of a 3D object with parallel projection lines, as the 
blue lines in the left of the lens in Figure 4.3, they can be calculated by 
integrating the light fields that have the same direction. With the LFMI 
technique [121, 124], orthographic projection images of an object at the 
focal plane of the camera can be obtained from these three photographic 
images. In my method, the symbol of the orthographic projection images 
is Pξ,η(xp, yp), while (xp, yp) is the local coordinates in one orthographic 
image, and (ξ, η) is the position coordinates of the orthographic images. 
Since there is no other optical components between the object and the 
orthographic images, the coordinate of the orthographic images is 
defined by the projection angle and the distance between the object and 
the camera, i.e. ξ=z0×tanθx and η=z0×tanθy. Substituting these parameters 





                      (4.7) 
should be settled in my method to make a Fourier hologram with the 
previously calculated orthographic images. λ is the wavelength of the 
assumed plane waves used to illuminate each orthographic image in the 
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calculation, z0 is the distance between the object and the orthographic 
image plane.  
It should be noticed that the precise z0 in the previous section is 
impossible to be measured. Thus we analyzed the effect of an imprecise 
z0΄ used in the hologram calculation. Suppose z0΄= z0+δz is the distance 
we used in the calculation, where δz is the error. With the definition of 
the orthographic projection coordinates Eq. (4.1), the coordinate of the 
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            (4.8) 
where tan xx x z΄     . This is corresponding to lateral shift of all 
orthographic images with a same value. However, this does not affect 
the shape and depth of the object [59]. Thus, we do not need to mind an 
imprecise distance between the object and the captured image plane.  
 
Figure 4.5. Aperture of an imaging system. 
Since apart from the camera, there is no other optical components in 
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the imaging system, the view scope of the orthographic images is 
restricted by the NA of the camera in the imaging system. As Figure 4.5 
shows, fc is the focal length of the imaging lens and θmax is the maximum 
view angle of the imaging system. The maximum view angle of the 
orthographic images thus can be expressed as 
   














          (4.9) 
Suppose Nx×Ny is the number of orthographic images calculated in the 
digital process, and Δθx and Δθy are the projection angle interval between 
two adjacent orthographic images. Ideally, the smaller the (Δθx, Δθy), the 
finer the object sampling becomes and the more number of orthographic 
images we get. The only thing we need to do is setting the parameters of 
NxΔθx within the scope of θx-max and NyΔθy within the scope of θy-max. 
However, the computer load in the calculating is also heavier. Thus, 
proper (Nx, Ny) and (Δθx, Δθy) should be chosen. As one orthographic 
image contributes to a single pixel in the hologram, Nx×Ny is also the 
generated hologram size.    
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4.3. Simulation results 
 
Figure. 4.6. Scheme of the simulation. 
In the simulation, we used two plane images with a depth of 10mm as 
the object. Figure. 4.6 shows the scheme of the simulation. Each plane is 
5mm away from the center depth. The center depth of the object locates 
at the focal plane of the camera. The NA is 0.3. The view scope along 
the vertical and the horizontal directions is (-8°~8°). I captured three 
photos of the object, i.e. I0 , I1 , I2, as Figure. 4.6 shows. The distance 
between two adjacent photos is Δz= 5mm.  
 
Figure. 4.7. Three photoes of the object. 
Figure 4.7 shows the orthographic images viewed from top-left, 
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center and bottom-right at the camera sensor plane. To view the parrallax 
clearly, we plotted each of the images of Figure. 4.8 through the vertical 
and horizontal lines at the positions shown in Figure. 4.9. Figure 4.10 
shows the results. It can be observed that the images viewed from the 
center positions (marked as green solid lines) have less error since the 
left and right or above and bottom parts of the object are viewed from 
the same distance. For the images viewed from the other projection 
angles (Red dashed lines: from the left-above view point, and blue dot 
lines: from the right-bottom view point), we can see blurs since the view 
distances changed because of the different view angles. This example 
verifies the parrallax of the calculated orthographic images. 
 
Figure. 4.8. Selected orthographci images. 
 





Figure. 4.10. Plot images of Figure. 4.8 along the (a) horizontal and 
(b) vertical line positions that are shown in Figure. 4.9. 
With the number of 100×100 orthographic images, the synthesized 
Fourier hologram looks like Figure 4.11. Figure 4.12 shows the 
reconstructed plane images from Figure 4.11. To see the blur of the 
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images clearly, we plotted the center lines across the “G” and “R” letters 
in the three images located at f-5mm, f+0mm, and f+5mm, respectively. 
Figures 4.13(a) and 4.13(b) show the results for “G” and “R” 
respectively. Figure 4.13(c) and (d) are the magnified images of areas in 
Figures 4.13(a) and 4.13(b) that marked with dashed squares. The gray 
of the plotted images reflects the blur of the images. According to this, 
we can see the “G” letter focuses at the plane located at z=f-5mm and the 
“R” letter focuses at the plane located at z=f+5mm.  
 
Figure 4.11. Synthesized Fourier hologram. 
 




Figure 4.13. Plot images across the center of the two letters in Figure 
4.12: (a), (b) Ploted images across the “G” and “R” letters, and (c), 
(d) magnified images of the square dashed areas in (a) and (b).  
4.4. Experiment results 
 
Figure 4.14. Two photos of a Pteridium Sporangia microscopy object 
captured at two different focal planes. 
Due to the convenience of the microscopy which is very suitable to 
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recording focal stacks of images, I captured two images of a Pteridium 
Sporangia microscopy object with a 10×0.3NA objective and a charge-
coupled device (CCD). Figure 4.14 shows the three captured images, the 
blur at the center part is obvious for image 1 but not in image 2. The 
numerical aperture gives a view angle about -17°~17°. From the two 
images, 200(H)×200(V) orthographic images were calculated with an 
angular interval of 0.15°(H)×0.15°(V), while in this case the view angle 
of the reconstructed images should be -15°~15°, which is in the scope of 
the maximum view angle of the system. The resolution of the 
orthographic images is 2336×1752 and the pixel pith is 5.5μm, both of 
them are the as the directly captured images. Figure 4.15 shows three 
selected orthographic images of the object with vertical parallax. 
 




Figure 4.16. Synthesized Fourier hologram. 
 
Figure 4.17. Reconstructed plane images along the optical axis. 
The synthesized amplitude and phase profiles of the the Fourier 
hologram are shown in Figure 4.16. In the hologram synthesizing, we 
suppose the distance between the object and the first image plane is 
50mm. Figure 4.17 shows the reconstructed images along the optical axis. 
The images in the first line show the corresponding magnification of the 
areas that are resolved by the red squares in each of the reconstructed 
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images on the center line, and the images on the third line are the 
magnification of areas that are resolved by the green squares. From the 
first and third lines, we can see that the center part of the reconstructed 
object is focused on the second image, and the right bottom part of the 
reconstructed object is focused on the fourth image. This experimental 
result shows different parts of the reconstructed object focused at 
different planes.  
 
Figure 4.18. Two photos of a book cover captured at two different 
focal planes. 
 
Figure 4.19. Synthesized Fourier hologram. 
We also did experiment using a large general object. Since it is not 
easy to capture three photos to get the transverse light field at the center 
plane, two photos were used to give an estimated transverse light field at 
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the first image plane. The book of “Introduction to Fourier Optics” was 
tilted on a desk, where the beginning letters of the title are farther than 
the ending letters. Two captured images were focused on the distant parts 
and the near parts of the title respectively. Cannon EOS 5D Mark II was 
used to capture the images with f/2.8. The view scope of the imaging 
system is about -10.3°~10.3°. Figure 4.18 shows the two captured 
images, and Figure 4.19 shows the Fourier hologram synthesized from 
100 × 100 number of orthographic images. Figure 4.20 shows the 
reconstructed images located at different planes along the optical axis, 
from which different parts located at different planes can be observed. 
However, the results look different from the real object, because the 
orthographic images calculated at the first image plane do not have the 
average amount of focus/defocus for all the parts of the object. In 
addition, the tranverse of the light field at the first image plane just 
estimated by two photos is not enough. This problem needs further study.  
 
Figure 4.20. Reconstructed plane images along the optical axis. 
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By now, the first experimental result verified the feasibility of 
microscopy reconstruction and the second one verified the feasibility of 
general size object reconstruction by using the proposed method.  
I also show the comparison between the conventional method and 
the proposed method. Here the conventional method is the lens array 
based Fourier hologram synthesis method improved by a lens array shift 
approach. We suppose a lens array that has a focal length of 3.3mm and 
a lens pitch of 1mm (general lens array used in the previous work). In 
the conventional method, the view scope is depending on the focal length 
and lens pitch of the lens array, it is about -8°~ 8°. Since the pixel count 
of one elemental image is limited by the lens pitch of the lens array and 
the pixel pitch of the camera sensor, it is 100×100 pixels even with the 
lens array shift method which doubles the pixel count of one elemental 
image. Therefore, the projection angle interval becomes about 0.17°. In 
the proposed method, the NA of the camera limits the view scope, smaller 
the NA, larger the view scope. As in the first experiment of the proposed 
method, the view scope is -15°~15°. I choose the projection angle 
interval 0.15° , thus the pixel number of the hologram is 200×200. 
Ideally, it is possible to be smaller for the projection angle interval and 
larger for the hologram resolution. But we need to notice the parrallax 
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between two orthographic images reduces as the projection angle 
interval becomes smaller. In addition, too small parralllax of the 
orthographic images contributes nothing to the hologram. Therefore, 
even though we can produce as much as possible orthographic images 
(as smaller as possible projection angle interval), it just gives more pixels 
to the hologram but does not make sense. Anyway, the limitations 
induced by the lens array do not appear in our proposed method; this is 
the main advantage of the proposed method. 
4.5. Chapter summary 
We developed hologram generation from three photographic images 
captured with a slight depth difference. We used the three photos to 
create orthographic images without sampling limitations induced by 
other optical components, for example the lens array. Therefore, we can 
synthesize higher resolution holograms. Since synthesis of the 
orthographic images was from the conventional photos, the object size 
can be from microscopy to general objects. With the simplicity of the 
capturing, we can achieve real-time hologram generation if we apply 




Chapter 5. Conclusion 
This thesis has worked on optical imaging with the multiple diffracted 
intensity images or photographic images. Optical imaging with iterative 
calculation that is applied to multiple intensity images captured under 
coherent illumination has its limitations: the convergence is slowly and 
the coherence induces speckles. The slow convergence of the calculation 
should be improved with the intensity image capturing or the computer 
algorithm. Also, the limitations from coherent illumination needs to be 
removed. Fortunately, holograms synthesis from multiple view images 
is one approach. In the research of synthesizing hologram from multiple 
view images, the main issue is how to recording the multiple view 
images. Lens array has been widely used to capture multiple view images 
with one single shot. However, the lens array samples the real object 
insufficiently. Therefore, multiple view images captured with simple 
experimental setups and without lens needs to be used. All the works I 
have done were about the above issues, and I briefly summarize them as 
below.  
The work of Chapter 2 showed an algorithm for performing fast 
convergence in wavefront reconstruction from multiple diffracted 
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intensity measurements. By resampling captured diffractive intensity 
images with different levels, images representing high resolution and low 
resolution components of an object can be separated. Thus, different 
number of iterations can be applied to the resampled images respectively. 
It therefore shows fast convergence in the iterative phase reconstruction. 
Both simulated and experimental results have shown the convergence of 
the proposed method was about two times faster than the conventional 
method for the case of test images.  
The general recording of multiple view images is always bulky or 
introduces sampling problems. Therefore, I had proposed the lens array 
shift method. However, in this method, I had introduced movement to 
perform the shifting of the lens arrays and sacrificed the simplicity of the 
capture. Thus, hexagonal lens array instead of rectangular lens array was 
recommended to producce more efficient sampling strategy and thus get 
better hologram reconstruction. The work of Chapter 3 gave a resolution 
comparison of hologram reconstruction between using rectangular and 
hexagonal lens arrays. It showed that capturing multiple view images 
using hexagonal lens array produces higher resolution in the hologram 
reconstruction. However, both lens array shift method and hexagonal 
lens array cannot reach significant improvement in the hologram 
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reconstruction, this is due to not enough sampling from the lens array. 
Thus I proposed a method for synthesizing hologram without a lens array 
in the capturing. 
Chapter 4 developed a hologram synthesizing method from three 
photographic images captured with sunlight illumination and a general 
camera. The three images are located along the optical axis and with a 
slight depth difference. With the three images, we can get orthographic 
images using the light field moment imaging technique. Since the 
limitations introduced by the lens array in the conventional method do 
not exist, higher resolution holograms can be synthesized, and the object 
size is only limited by the camera. With the simplicity of the capture, we 
can achieve real-time hologram generation if we apply parallel 
computing in the hologram calculation. 




Here, I analyze both the maximum size of the hologram 
reconstruction and its maximum spatial frequency. For the maximum 
size of the reconstruction, I found that the main factor is the interval of 
the orthographic projection angle. Too large a projection angle interval 
causes overlapping in the reconstruction. For the maximum spatial 
frequency, there are three factors that affect it, i.e., the capturing lens 
array pitch, the maximum orthographic projection angle, and the spatial 
frequency bandwidth of the object. The dominant factor is determined 
by the relationship among these three factors. The computational results 
are presented to verify the parameter analysis. 
A.1. Relations between optical fields at different planes 
Generally, a 3D object can be written as 
0
0 0( , , ) ( , ; ) ( ),
z
O x y z O x y z z z          (A.1) 
where O(x, y; z0) represents a slice of the 3D object at z=z0, and δ is the 
Dirac delta impulse function. Hereafter we only consider the object slice 
O(x, y; z0). Since the generated 3D object can be regarded as a collection 
of these slices, as represented in Eq. (A.1), the analysis presented in the 
following sections can be applied to each slice of the object, enabling 
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estimation of the reconstruction quality of the 3D object. The Fourier 
hologram of the object slice O(x, y; z0) is given by [4] 
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where ƒ is the focal length of the Fourier transform lens and λ is the 
wavelength. The Fourier transform of the Fourier hologram H(u, v) given 
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where the constant phase factor is ignored. The last expression of Eq. 
(A.3) is the Fresnel propagation of the object slice over a distance z0. 
Therefore we can see that the Fourier transform of the Fourier hologram 




From the above discussion, the process of 3D Fourier hologram 
generation and reconstruction can be represented by Figure A.1 [59]. It 
can be divided into several steps. First, the object field O(x, y; z0) is 
propagated to z=0 plane Оz=O(ξ, η). The integral Fourier hologram H(u, 
v) can be thought as a Fourier transform of Оz=O(ξ, η). In the 
reconstruction, by Fourier transform the hologram H(u, v) and the object 
field at z=0 plane, О ' z =0(ξ', η') can be obtained. The integral Fourier 
hologram H(u, v) can be thought as a Fourier transform of Оz=0(ξ, η). In 
the reconstruction, by Fourier transform the hologram H(u, v), the object 
field О'z=0(ξ', η') at z=0 plane can be obtained. Finally the object slice 
O'(x', y'; z0) can be reconstructed by Fresnel propagating О'z=0(ξ', η') over 
a distance z0. 
 
Figure A.1. Scheme of the Fourier hologram generation from 
orthographic projection images. 
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Suppose the object O(x, y; z0) has lateral size 2Lx×2Ly and bandwidth 
2Bx×2By. The object optical field Оz=0(ξ, η) at z=0 plane can be calculated 
by Fresnel propagating the object over distance z0. The size of the object 
field at z=0 plane is given by 2Lξ=2Lx + 2Bx·λ·z0 and the bandwidth is 
maintained at z=z0 plane, i.e., 2Bξ=2Bx [125, 126]. 
A.2. Overlapping in the space domain of the reconstructions 
Figure A.2 shows the space domain representation of the object optical 
field at z=z0 and z=0 planes. The object field at z=0 plane is obtained by 
Fresnel propagating the object field at z= z0 plane over distance z0. In the 
reconstruction, the object optical field О'z=0(ξ', η') at z=0, is obtained by 
taking Fourier transform of the hologram[4]. The repetition period of the 
reconstructed objects at z=0 plane is given by λƒ/Δu=λ/2Δθ. 
 
Figure A.2. Space domain representation of the object field at z=z0 




Figure A.3. Space domain representation of the reconstruction at z=0 
plane. 
 
Figure A.4. Space domain representation of the reconstructed object 
at z=z0 plane. 
Figure A.4 is the final reconstruction O'(x', y'; z0) at z=z0 plane. This 
is obtained by taking Fresnel transform to O'z=0 (ξ', η') over a distance z0. 
From Figure A.4, we can see that if we want to reconstruct the object 
without overlapping, inequality (A.4) must be satisfied. Following 
inequality (A.4), the projection angle interval Δθ should be controlled to 
prevent overlapping of the reconstructed object. 








                  (A.4) 
A.3. Spatial frequency of the reconstructions 
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Figure A.5 shows the spatial frequency domain representation of the 
object at z= z0 and z=0 plane. The bandwidth of the object is maintained 
after Fresnel propagation over distance z0 [125, 126]. 
 
Figure A.5. Spatial frequency domain representation of the object at 
z= z0 and z=0 planes. 
The main factors determining the resolution of the reconstruction are 
elemental lens pitch p and the maximum projection angle θmax. In the 
integral Fourier hologram generation process, orthographic view images 
that are synthesized by collecting the pixels from every elemental image 
are used. Since only one pixel is extracted from each element image, the 
spatial sampling interval of the orthographic view image is given by the 
element lens pitch p. The 3D object is first sampled with p in the 
orthographic view synthesis, and the orthographic view images are used 
in the hologram generation. Hence the reconstruction of the hologram 
reflects this sampling effect as a repetition of the original object field 
with 1/p period in the spatial frequency domain. Another factor that 
determines the reconstruction resolution is the maximum projection 
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angle θmax. As discussed in previous section, the half size of the hologram 
Lu is determined by the maximum projection angle θmax as Lu=2fθmax. 
According to the sampling theorem, the maximum frequency of the 
reconstructed object from the Fourier hologram is given by [4], 






.                (A.5) 
 
Figure A.6. Spatial frequency domain representation of the 
reconstruction at z=0 plane. 
Figure A.6 shows the spatial frequency domain representation of the 
reconstructed field at z=0. From Figure A.6, it is obvious that in order to 
avoid aliasing in the reconstruction, the bandwidth of the object should 





                    (A.6) 
Figure A.7 is spatial frequency domain representation of the 
reconstructed object at z=z0. The maximum frequency is limited by the 
maximum projection angle in the element image capturing process and 
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the wavelength in the hologram calculation. If we want to reconstruct the 
object without high frequency loss, assuming that there is no aliasing, 






xB                    (A.7) 
If there is aliasing, however, we need to make the cutoff frequency 
as large as possible while rejecting the aliased frequency region. The 
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Figure A.7. Spatial frequency domain representation of the final 
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실제 광학영상에서 획득하기 쉬운 세기성분뿐만 아니라 위상성분도 
필요하다. 위상성분에는 물체의 모양, 깊이 등 중요한 정보들을 갖고 
있다. 하지만 이는 일반 카메라로 획득하기에는 어려움들이 
있음으로 특별한 기술들로 광파의 위상과 진폭을 기록하여야 한다. 
그 방법들 중에서 회절 빔 세기를 반복적 측정방법 (iterative 
methods)과 홀로그래피 기술이 있다. 
본 논문에서는 여러 개의 영상의 세기 값들만 이용하여 수렴하는 
파면을 복원하는 방법을 제안하였다. 먼저 카메라로 획득한 
세기영상을 서로 다른 해상도 레벨에 따라 재 샘플링하여 
고해상도와 저 해상도 성분 영상으로 ss나눈다. 이 과정에 반복적 
측정방법을 적용함으로 빠르게 수렴하는 위상 성분을 재생할 수 
있다. 시뮬레이션과 실험으로부터, 제안된 방법은 기존의 방법들보다 
위상복원 하는데 계산 속도가 50%이상 빠르다는 것을 확인 하였다. 
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일반 광원 아래에서 획득한 물체의 여러 시점영상들로부터 
홀로그램을 생성하는 기법에 대하여, 홀로그램 재생영상의 해상도에 
영향을 미치는 파라미터들을 분석하였다. 이 분석을 기반으로, 
렌즈배열을 이용하여 홀로그램 재생 영상의 해상도를 향상시키는 
방법을 제안 하였다. 홀로그램 생성에서 4각형 렌즈배열과 6각형 
렌즈 배열을 사용하는 방법을 비교하였고, 그 결과 6각형 렌즈 
배열을 사용하는 것이 샘플링을 더 효율적으로 할 수 있다는 것을 
확인 하였다.  
기존에 렌즈배열을 이용하여 수많은 시점영상들로부터 홀로그램을 
생성 하는 방법에는 여러 가지 제약 조건들이 있음으로, 오직 서로 
다른 깊이면 에서 촬영된 두 장의 영상만을 이용하여 홀로그램 
생성 방법을 제안하였다. 제안된 방법은 기존 방법들에 존재했었던 
샘플링 제약 요소들을 극복하였고 작은 물체로부터 큰 물체까지의 
고해상도 홀로그램 영상을 재생 가능하다.  
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