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Re´sume´
Dans cette the`se on de´die notre attention a` trois questions diffe´rentes qui sont toutefois relie´es
entre elles. La premie`re (cf. Chapitre 2) est celle de faire un e´tude syste´matique des notions de
convexite´ au sens ge´ne´ralise´ pour les ensembles. On a e´tudie´ les notions d’ensemble polyconvexe,
quasiconvexe et rang un convexe. On note que ces notions sont aujourd’hui bien connues dans
le contexte des fonctions, mais pas dans le contexte des ensembles. On suit l’approche classique.
Ainsi, apre`s avoir donne´ des de´finitions pre´cises de convexite´ ge´ne´ralise´e pour les ensembles, on
e´tudie, dans ce sens ge´ne´ralise´, des questions comme le concept d’enveloppe convexe, des the´ore`mes
de Carathe´odory et de se´paration et les notions de point extreˆme.
Dans une deuxie`me partie de ce travail on tourne notre attention vers la re´solution de certaines
inclusions diffe´rentielles de la forme{
Du(x) ∈ E, p.p. x ∈ Ω
u = ϕ, sur ∂Ω.
La me´thode utilise´e est la me´thode des cate´gories de Baire de´veloppe´e par Dacorogna-Marcellini
[14]. Les conditions suffisantes d’existence connues pour ce type de proble`mes sont lie´es aux enve-
loppes convexes au sens ge´ne´ralise´ de l’ensemble E. Ainsi, dans le Chapitre 3, on calcule l’enveloppe
rang un convexe de certains ensembles de matrices pour obtenir, dans le Chapitre 4, des re´sultats
d’existence de solution. On a conside´re´, entre autres, le proble`me de trouver u : Ω ⊂ Rn −→ RN
tel que
Φ(Du(x)) ∈ {α, β}, p.p. x ∈ Ω,
ou` Φ est une fonction quasiaffine quelconque et ou` l’on prescrit la valeur de u sur ∂Ω. On a aussi
conside´re´ le proble`me de trouver u : Ω ⊂ Rn −→ Rn tel que{
det(Du(x)) ∈ {α, β}, p.p. x ∈ Ω,
λi(Du(x)) = γi, p.p. x ∈ Ω, i = 2, ..., n,
ou` λ1(Du) ≤ ... ≤ λn(Du) de´signent les valeurs singulie`res de Du ∈ Rn×n.
Finalement, dans le Chapitre 5, on conside`re plusieurs proble`mes de minimisation de la forme
(P ) inf
{∫
Ω
f(Du(x)) dx : u ∈ ϕ+W 1,∞0 (Ω;RN )
}
.
En de´notant par Qf l’enveloppe quasiconvexe de f , on ve´rifie que la re´solution de l’e´quation
Qf(Du(x)) = f(Du(x)), p.p. x ∈ Ω (1)
est, dans certaines conditions, suffisante pour assurer l’existence de solution de (P ). La re´solution
des inclusions diffe´rentielles conside´re´es dans le Chapitre 4 nous permet alors de re´soudre certaines
e´quations de la forme (1) et d’ailleurs des proble`mes de la forme (P ). On a conside´re´ notamment
le cas ou`
f(ξ) = g(Φ(ξ)), ∀ ξ ∈ RN×n
vii
Re´sume´
ou` Φ est une fonction quasiaffine arbitraire.
Mots-cle´s : Ensemble quasiconvexe et rang un convexe, enveloppe rang un convexe, inclusions
diffe´rentielles, me´thode des cate´gories de Baire, proble`mes de minimisation.
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Abstract
In this thesis we deal with three different but connected questions. Firstly (cf. Chapter 2) we
make a systematic study of the generalized notions of convexity for sets. We study the notions
of polyconvex, quasiconvex and rank one convex set. We remark that these notions are nowadays
well known in the context of functions, but not in the context of sets. Following the classical
approach, we give precise definitions of generalized convex sets and we study several issues, in this
generalized sense, as the concept of convex hull, Carathe´odory and separation theorems and the
notion of extremal point.
Secondly we have studied some differential inclusions of the form{
Du(x) ∈ E, a.e. x ∈ Ω
u = ϕ, on ∂Ω.
The method we have used to solve this kind of problems is the Baire categories method developed
by Dacorogna-Marcellini [14]. Known sufficient conditions for this problem are connected to the
generalized convex hull of the set E. In Chapter 3, we compute the rank one convex hull of some
matrix sets to obtain, in Chapter 4, existence results. Namely, we have considered the problem of
finding u : Ω ⊂ Rn −→ RN with Dirichlet boundary condition such that
Φ(Du(x)) ∈ {α, β}, a.e. x ∈ Ω,
Φ being an arbitrary quasiaffine function. We have also considered the problem of finding u : Ω ⊂
Rn −→ Rn such that {
det(Du(x)) ∈ {α, β}, a.e. x ∈ Ω,
λi(Du(x)) = γi, a.e. x ∈ Ω, i = 2, ..., n,
where λ1(Du) ≤ ... ≤ λn(Du) are the singular values of Du ∈ Rn×n.
Finally, in Chapter 5, we deal with several minimizing problems of the form
(P ) inf
{∫
Ω
f(Du(x)) dx : u ∈ ϕ+W 1,∞0 (Ω;RN )
}
.
Denoting by Qf the quasiconvex envelope of f , we verify that solving the equation
Qf(Du(x)) = f(Du(x)), a.e. x ∈ Ω (2)
is, under some conditions, sufficient to ensure the existence of solution of (P ). The differential
inclusions that we consider in Chapter 4 are helpful to solve some equations of the form (2) and
thus, it allows us to solve problems of type (P ). In particular, we have considered the problem (P )
with
f(ξ) = g(Φ(ξ)), ∀ ξ ∈ RN×n
Φ being an arbitrary quasiaffine function.
Key-words : Quasiconvex and rank one convex set, rank one convex hull, differential inclusions,
Baire categories method, minimizing problems.
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Notations
〈·; ·〉 Le produit scalaire dans un espace Rm.
N ∧ n Pour N,n ∈ N, N ∧ n = min{N,n}.
T (ξ) Si ξ ∈ RN×n, T (ξ) = (ξ, adj2ξ, . . . , adjN∧nξ), cf. NOTATION 2.1.
Λs Λs = {λ = (λ1, ..., λs) : λi ≥ 0,
∑s
i=1 λi = 1}, cf. NOTATION 2.1.
a⊗ b Pour a ∈ RN et b ∈ Rn on de´note a⊗b la matrice de RN×n dont la composante
(i, j) a la valeur aibj .
λi(ξ) Les valeurs singulie`res d’une matrice ξ ∈ RN×n sont note´es par λi(ξ), i =
1, ..., N ∧ n avec 0 ≤ λ1(ξ) ≤ · · · ≤ λN∧n(ξ), cf. DE´FINITION 3.17.
O(n) Ensemble des matrices re´elles orthogonales d’ordre n (P ∈ O(n) ⇔ PPT =
PTP = I).
SO(n) Ensemble des matrices re´elles spe´ciales orthogonales d’ordre n (P ∈ SO(n) ⇔
P ∈ O(n), detP = 1).
coE Enveloppe convexe de E ⊂ Rm.
PcoE Enveloppe polyconvexe de E ⊂ RN×n, cf. DE´FINITION 2.21.
QcoE Enveloppe quasiconvexe de E ⊂ RN×n, cf. DE´FINITION 2.21.
RcoE Enveloppe rang un convexe de E ⊂ RN×n, cf. DE´FINITION 2.21.
RicoE On a RcoE = ∪i∈NRicoE, cf. notations du THE´ORE`ME 2.27.
intY , ∂Y On note par intY et ∂Y respectivement l’inte´rieur et le bord de Y . On remarque
que parfois ces notions doivent eˆtre interpre´te´es comme l’inte´rieur et le bord de
Y pour la topologie induite par un ensemble qui le contient et qui est mentionne´
toutes les fois que cette notation est utilise´e dans ce sens.
W 1,∞0 (Ω) Soit Ω un ouvert de Rn. Si Ω est borne´ W
1,∞
0 (Ω) =W
1,∞(Ω)∩W 1,10 (Ω). Dans
le cas ou` Ω n’est pas borne´ u ∈ W 1,∞0 (Ω) veut dire que uψ ∈ W 1,∞0 (Ω ∩
int suppψ), pour tout ψ ∈ C∞0 (Rn). On note que Ω ∩ int suppψ est borne´ et
donc on revient au premier cas pour cette de´finition.
Affmor(Ω;RN ) Une application u ∈ Affmor(Ω;RN ) si u ∈ W 1,∞(Ω;RN ) et, pour certains
ouverts disjoints Ωk de Ω avec mes(Ω \ ∪k∈NΩk) = 0, l’application u est affine
dans Ωk.
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Notations
C1mor(Ω;RN ) Une application u ∈ C1mor(Ω;RN ) si u ∈W 1,∞(Ω;RN ) et, pour certains ouverts
disjoints Ωk de Ω avec mes(Ω \ ∪k∈NΩk) = 0, l’application u est C1 dans Ωk.
C L’hypercube ]0, 1[n de Rn.
W 1,∞per (C;RN ) L’espace des applications pe´riodiques dans W 1,∞(C;RN ), c’est-a`-dire l’espace
des applications u satisfaisant u(x) = u(x+ ei) pour tous les vecteurs ei de la
base canonique de Rn et pour tout x ∈ Rn.
Wper Le sous-espace de W 1,∞per (C;RN ) des applications dont les gradients prennent
un nombre fini de valeurs.
Diff1,α(Ω) Si Ω est un ouvert borne´ de Rn, 0 ≤ α ≤ 1 on note par Diff1,α(Ω) l’espace des
diffe´omorphismes ϕ : Ω −→ Ω tels que ϕ, ϕ−1 ∈ C1,α(Ω;Rn).
uξ0 Pour ξ0 ∈ RN×n, uξ0 de´note une application affine telle que Duξ0 = ξ0.
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Chapitre 1
Introduction
Le sujet principal de cette the`se est l’e´tude de quelques inclusions diffe´rentielles et ses applica-
tions aux proble`mes de minimisation du calcul des variations. Les proble`mes conside´re´s sont des
proble`mes vectoriels et donc la convexite´ au sens ge´ne´ralise´ (polyconvexite´, quasiconvexite´ et rang
un convexite´) est un concept important dans notre travail.
Les notions de fonction polyconvexe, fonction quasiconvexe et fonction rang un convexe ont
e´te´ introduites en 1952 par Morrey et c’est plus re´cemment que les notions analogues pour les
ensembles ont manifeste´ leur importance. En effet, ce sont les de´veloppements dans l’e´tude des
inclusions diffe´rentielles obtenus par Dacorogna-Marcellini et Mu¨ller-Sˇvera´k dans les anne´es ’90
qui ont re´ve´le´ l’importance de ces notions. De plus, vu le contexte dans lequel la convexite´ au sens
ge´ne´ralise´ pour les ensembles est apparue, on trouve parfois un manque de cohe´rence par rapport
aux concepts de la convexite´ classique. On juge donc importante une syste´matisation des re´sultats
concernant la convexite´ pour les ensembles ce qui a e´te´ notre propos dans le Chapitre 2. Le contenu
de ce chapitre est le re´sultat d’un travail avec B. Dacorogna publie´ dans [19].
On commence par l’introduction des notions d’ensemble polyconvexe, ensemble quasiconvexe
et ensemble rang un convexe. Ceci a de´ja` e´te´ fait dans les cas polyconvexe et rang un convexe
par Dacorogna-Marcellini [14]. Pour la quasiconvexite´ c’est beaucoup plus difficile de trouver la
bonne de´finition. Ne´anmoins, on a re´ussi a` e´tablir une de´finition d’ensemble quasiconvexe (cf.
DE´FINITION 2.8) qui a des caracte´ristiques importantes qu’on souhaite pour une telle de´finition.
En fait, on obtient le re´sultat suivant qui montre que nos notions de convexite´ pour les ensembles
sont cohe´rentes avec celles pour les fonctions.
THE´ORE`ME 1.1. Soit E ⊂ RN×n. On a les implications
E convexe ⇒ E polyconvexe ⇒ E quasiconvexe ⇒ E rang un convexe.
Toutes les contre-implications sont fausses, pour N,n ≥ 2.
Ce re´sultat n’est pas trivial et pour le de´montrer il faut faire appel a` l’existence de solution pour
certaines inclusions diffe´rentielles. De plus, ce re´sultat est meˆme meilleur que celui qu’on connaˆıt
pour les fonctions, puisqu’on ne sait pas si, pour f : RN×n −→ R, lorsque n ≥ N = 2,
f rang un convexe ⇒ f quasiconvexe.
Une fois introduites ces notions de convexite´, on de´finit, comme dans le cas classique, l’enveloppe
polyconvexe, quasiconvexe et rang un convexe d’un ensemble E respectivement comme le plus
petit ensemble polyconvexe, quasiconvexe et rang un convexe qui contient E et qu’on de´note
respectivement par PcoE,QcoE et RcoE.
Notre fac¸on de de´finir les enveloppes, meˆme en e´tant la plus cohe´rente avec le cas classique,
est nouvelle par rapport a` ce qu’on trouve dans la litte´rature. Ceci est duˆ au fait que le concept
d’enveloppe a me´rite´ jusqu’a` pre´sent plus d’attention que les notions de convexite´ en elles meˆmes.
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1. Introduction
Avec notre de´finition, l’enveloppe quasiconvexe qu’on obtient est diffe´rente des enveloppes
conside´re´es jusqu’a` maintenant. Par contre, en ce qui concerne PcoE et RcoE, on retrouve des
ensembles de´ja` utilise´s. En effet, on a les caracte´risations suivantes :
PcoE =
{
ξ ∈ RN×n : f (ξ) ≤ 0, pour toute fonction polyconvexe f ∈ FE
}
RcoE =
{
ξ ∈ RN×n : f (ξ) ≤ 0, pour toute fonction rang un convexe f ∈ FE
}
ou`
FE =
{
f : RN×n → R ∪ {+∞} : f |E ≤ 0
}
.
On note qu’une caracte´risation analogue dans le cas quasiconvexe n’est pas possible vu qu’on
n’a pas une bonne de´finition de fonction quasiconvexe a` valeurs dans R ∪ {+∞}. Si on conside`re
les fonctions f a` valeurs finies on obtient un autre type d’enveloppes, e´videmment plus grandes
que les pre´ce´dentes et qui sont souvent utilise´es dans la litte´rature (cf. Mu¨ller-Sˇvera´k [31], Sˇvera´k
[39], Zhang [43]). Soit
FE =
{
f : RN×n → R : f |E ≤ 0
}
,
on de´finit
cof E =
{
ξ ∈ RN×n : f (ξ) ≤ 0, pour toute fonction convexe f ∈ FE
}
Pcof E =
{
ξ ∈ RN×n : f (ξ) ≤ 0, pour toute fonction polyconvexe f ∈ FE
}
Qcof E =
{
ξ ∈ RN×n : f (ξ) ≤ 0, pour toute fonction quasiconvexe f ∈ FE
}
Rcof E =
{
ξ ∈ RN×n : f (ξ) ≤ 0, pour toute fonction rang un convexe f ∈ FE
}
.
Comme, par de´finition, les fonctions dans FE sont finies, les enveloppes qu’on vient de de´finir sont
des ensembles ferme´s. De plus, dans le cas convexe on a coE = cof E, ou` coE de´signe l’enveloppe
convexe de E. On pouvait penser obtenir des identite´s analogues pour les autres enveloppes, mais
on trouve qu’en ge´ne´ral
PcoE $ Pcof E, QcoE $ Qcof E et RcoE $ Rcof E.
Dans le cas ou` E est compact
PcoE = Pcof E.
Encore dans le but d’avoir une the´orie pour la convexite´ au sens ge´ne´ralise´ au plus proche de la
the´orie de convexite´ classique, on conside`re aussi dans le Chapitre 2, d’autres questions habituelles
en convexite´. Dans le cas polyconvexe, qui est celui qui s’approche le plus du cas convexe, on a
re´ussi a` e´tablir des re´sultats de se´paration et du type du the´ore`me de Carathe´odory (ce dernier
avait de´ja` e´te´ conside´re´ dans Dacorogna-Marcellini [14]). On conside`re aussi pour les diffe´rentes
notions de convexite´ les notions de point extreˆme, des re´sultats qui ge´ne´ralisent le the´ore`me de
Minkowski ainsi que des ge´ne´ralisations de la fonction de Choquet (ces sujets avaient de´ja` e´te´
aborde´s par Dacorogna-Tanteri [20], Matousˇek-Plecha´cˇ [28], Zhang [42]).
On s’inte´resse ensuite a` la re´solution de quelques inclusions diffe´rentielles de la forme{
Du(x) ∈ E, p.p. x ∈ Ω
u = ϕ, sur ∂Ω
(1.1)
ou` E ⊂ RN×n est un ensemble donne´ et ϕ est la donne´e au bord. Les inclusions qu’on a conside´re´es
se traduisent par des e´quations aux de´rive´es partielles de type implicite et on applique une me´thode
due a` Dacorogna-Marcellini base´e sur le the´ore`me des cate´gories de Baire.
Dans le cas scalaire (N = 1) on sait qu’une condition suffisante pour l’existence de solution de
(1.1) est
Dϕ ∈ E ∪ int(coE). (1.2)
2
De plus, la condition (1.2) est une condition optimale si ϕ est affine. Dans le cas vectoriel, jusqu’a`
pre´sent on ne connaˆıt pas une condition aussi simple que celle ci. Ne´anmoins, les approches connues
pour traiter ce type de proble`mes montrent que c’est l’enveloppe convexe de E au sens ge´ne´ralise´
qui joue le roˆle important. Une condition optimale doit eˆtre lie´e a` l’enveloppe quasiconvexe. On
note que, si ϕ est affine, une condition ne´cessaire pour l’existence de solution de (1.1) est que
Dϕ ∈ Qcof E.
Une question ouverte est celle de savoir si avec notre de´finition de quasiconvexite´ pour les ensembles
l’analogue de la condition (1.2), avec coE remplace´ par QcoE, est une condition suffisante d’exis-
tence dans le cas vectoriel.
Dans les applications on se restreint a` travailler avec RcoE, l’enveloppe rang un convexe de E.
Vu l’importance de cette enveloppe dans la re´solution des inclusions diffe´rentielles, on consacre le
Chapitre 3 de cette the`se au calcul de ce type d’enveloppes pour plusieurs ensembles de matrices
qui seront importants dans les applications. Les inclusions diffe´rentielles sont alors traite´es dans le
Chapitre 4.
En particulier on conside`re l’ensemble
E =
{
ξ ∈ Rn×n : det ξ ∈ {α, β} , λi(ξ) = γi, i = 2, ..., n
}
,
ou` λ1(ξ) ≤ ... ≤ λn(ξ) de´signent les valeurs singulie`res de ξ ∈ Rn×n, c’est-a`-dire les racines des
valeurs propres de la matrice ξξT .
On trouve, pour des constantes donne´es α ≤ β, 0 < γ2 ≤ ... ≤ γn ve´rifiant
γ2
n∏
i=2
γi ≥ max {|α| , |β|} ,
RcoE =
{
ξ ∈ Rn×n : det ξ ∈ [α, β] ,
n∏
i=τ
λi(ξ) ≤
n∏
i=τ
γi, τ = 2, ..., n
}
.
Les re´sultats abstraits d’existence pour les inclusions diffe´rentielles dus a` Dacorogna-Marcellini
[14], nous ont permis alors d’obtenir le the´ore`me suivant.
THE´ORE`ME 1.2. Soient n ≥ 2, Ω ⊂ Rn un ouvert borne´ et des constantes α < β, 0 < γ2 ≤ ... ≤ γn
ve´rifiant la condition
γ2
n∏
i=2
γi > max {|α| , |β|} .
Soit encore ϕ ∈ C1mor(Ω;Rn) tel que Dϕ(x) ∈ intRcoE, p.p. x ∈ Ω.
Alors, il existe u ∈ ϕ+W 1,∞0 (Ω;Rn) tel que{
det(Du(x)) ∈ {α, β}, p.p. x ∈ Ω,
λi(Du(x)) = γi, p.p. x ∈ Ω, i = 2, ..., n.
Ce re´sultat e´tend des re´sultats de Dacorogna-Marcellini [14] et Dacorogna-Tanteri [20] ou`
avaient e´te´ conside´re´s respectivement le cas ou` α = −β et le cas α = β 6= 0.
Si on est seulement inte´resse´ a` l’inclusion
det(Du(x)) ∈ {α, β},
(c’est-a`-dire si on ne veut pas prescrire certaines valeurs singulie`res) alors on a de´montre´ l’existence
de solution pour un proble`me plus ge´ne´ral ou` la fonction de´terminant peut eˆtre remplace´e par une
fonction quasiaffine arbitraire (retrouvant en cela un re´sultat de Cellina-Zagatti [8] obtenu par
d’autres me´thodes).
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THE´ORE`ME 1.3. Soient Ω un ouvert borne´ de Rn, α < β des constantes, Φ : RN×n −→ R une
fonction quasiaffine non constante et ϕ ∈ C1mor(Ω;RN ) une fonction telle que
Φ(Dϕ(x)) ∈]α, β[, p.p. x ∈ Ω.
Alors il existe u ∈ ϕ+W 1,∞0 (Ω;RN ) tel que
Φ(Du(x)) ∈ {α, β}, p.p. x ∈ Ω.
Dans ce travail on a aussi de´die´ notre attention aux proble`mes de minimisation du calcul
des variations dont la re´solution est intimement lie´e a` la re´solution d’inclusions diffe´rentielles (cf.
Chapitre 5). Les proble`mes de minimisation qu’on a conside´re´ ont la forme
(P ) inf
{∫
Ω
f(Du(x)) dx : u ∈ uξ0 +W 1,∞0 (Ω;RN )
}
ou` Ω est un ouvert borne´ de Rn, f : RN×n −→ R est une fonction non quasiconvexe donne´e et uξ0
est l’application affine ξ0x ou` ξ0 ∈ RN×n est donne´.
La me´thode utilise´e pour re´soudre ce type de proble`mes passe par la re´solution de l’e´quation
diffe´rentielle
f(Du(x)) = Qf(Du(x)), p.p. x ∈ Ω, (1.3)
ou` Qf de´signe l’enveloppe quasiconvexe de f . En effet, la condition (1.3), qui est une condition
ne´cessaire pour l’existence de solution de (P ), devient une condition suffisante si∫
Ω
Qf (Du (x)) dx = Qf (ξ0) mesΩ. (1.4)
Evidemment l’e´quation (1.3) peut eˆtre e´crite sous la forme d’une inclusion diffe´rentielle :
Du(x) ∈ {ξ ∈ RN×n : f(ξ) = Qf(ξ)}, p.p. x ∈ Ω.
Cette me´thode avait de´ja` e´te´ utilise´e par Dacorogna-Marcellini [13]. Les de´veloppements re´cents
au niveau des inclusions diffe´rentielles nous permettent maintenant de traiter d’autres proble`mes
de la forme (P ) et d’e´tablir des re´sultats d’existence ge´ne´raux. En particulier, la re´solution de
l’inclusion diffe´rentielle
Φ(Du(x)) ∈ {α, β}, p.p. x ∈ Ω,
conside´re´e dans le THE´ORE`ME 1.3, nous permet de traiter le proble`me
(P1) inf
{∫
Ω
g(Φ(Du(x))) dx : u ∈ uξ0 +W 1,∞0 (Ω;RN )
}
ou` g : R −→ R ∪ {+∞} et Φ est une fonction quasiaffine non constante. On a trouve´ comme
conditions suffisantes d’existence de solution pour (P1) celles qu’on de´crit ensuite.
THE´ORE`ME 1.4. Soient Ω ⊂ Rn un ouvert borne´, g : R −→ R∪{+∞} une fonction semi-continue
infe´rieurement ve´rifiant
lim
|t|→+∞
g(t)
|t| = +∞.
Alors (P1) a une solution.
Ce re´sultat avait de´ja` e´te´ obtenu, dans le cas ou` Φ est la fonction de´terminant et la donne´
au bord est un homeomorphisme, par Mascolo-Schianchi [27] et dans le cas ge´ne´ral par Cellina-
Zagatti [8]. Cependant notre me´thode est ge´ne´rale et le re´sultat pre´ce´dent s’inse`re dans le cadre
d’un the´ore`me d’existence qu’on a e´tabli pour des proble`mes de la forme (P ). Le re´sultat est le
suivant. (Voir le COROLLAIRE 5.3 pour une version plus ge´ne´rale.)
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THE´ORE`ME 1.5. Soit f : RN×n −→ R une fonction non quasiconvexe et
K = {ξ ∈ RN×n : Qf(ξ) < f(ξ)}.
Supposons qu’il existe K0 ⊂ RN×n borne´ et H ⊂ K0 ∩Kc (Kc = RN×n \K) compact tels que
• ξ0 ∈ K0,
• K0 a la proprie´te´ de relaxation par rapport a` H,
• Qf est quasiaffine dans K0.
Alors, le proble`me (P ) a une solution.
On note que la proprie´te´ de relaxation mentionne´e dans le the´ore`me a e´te´ introduite par
Dacorogna-Marcellini [14] et est la condition essentielle pour assurer l’existence de solution pour
les inclusions diffe´rentielles. La ve´rification de cette condition est l’aspect le plus difficile lorsqu’on
travaille avec des applications. Dans le cas du pre´sent the´ore`me, l’hypothe`se concernant la proprie´te´
de relaxation permet d’assurer l’existence de solution de
Du ∈ H ⊂ Kc
qui entraˆıne d’ailleurs la ve´rification de la condition (1.3). La condition (1.4) est assure´e par
l’hypothe`se de quasiaffinite´ de Qf .
Un autre proble`me de´ja` conside´re´ par Dacorogna-Marcellini [13] est le proble`me de minimisation
de l’e´nergie de Saint Venant-Kirchhoff, c’est-a`-dire le proble`me (P ) avec
f(ξ) =
∣∣ξξT − I∣∣2 + ν
1− 2ν
(
|ξ|2 − n
)2
, ξ ∈ Rn×n.
Les de´veloppements au niveau des inclusions diffe´rentielles nous ont permis de traiter comple`tement
ce proble`me en dimension 2 e´tendant ainsi les re´sultats de [13]. En fonction de ξ0 on a assure´
l’existence ou la non existence de solution pour le proble`me de minimisation. Quelques progre`s ont
aussi e´te´ faits en dimension 3.
Les re´sultats mentionne´s pre´ce´demment concernant la re´solution d’inclusions diffe´rentielles et
les proble`mes de minimisation re´sultent des travaux avec B. Dacorogna et G. Pisante (Dacorogna-
Ribeiro [18] et Dacorogna-Pisante-Ribeiro [17]).
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Chapitre 2
Les notions de convexite´ au sens
ge´ne´ralise´
On discute dans ce chapitre les extensions de la notion de convexite´ aux notions de convexite´
au sens ge´ne´ralise´ qui apparaissent dans les proble`mes vectoriels du calcul des variations et des
e´quations aux de´rive´es partielles. Ces notions sont la polyconvexite´, la quasiconvexite´ et la rang un
convexite´ introduites par Morrey, en 1952, pour les fonctions. Ici, nous sommes surtout inte´resse´s
au concept plus re´cent de convexite´ au sens ge´ne´ralise´ pour les ensembles.
Effectivement, l’importance de la convexite´ au sens ge´ne´ralise´ pour les ensembles s’est re´ve´le´e
plus re´cemment avec les travaux de Dacorogna-Marcellini et Mu¨ller-Sˇvera´k sur les e´quations et
inclusions diffe´rentielles aux de´rive´es partielles. Dans leur the´orie le concept de convexite´ au sens
ge´ne´ralise´ apparaˆıt avec l’utilisation des enveloppes convexes ge´ne´ralise´s de certains ensembles. On
trouve ainsi, dans le contexte des ensembles, la terminologie d’enveloppe convexe au sens ge´ne´ralise´
sans avoir des notions pre´cises du concept premier qui est la convexite´ au sens ge´ne´ralise´.
Notre but est de syste´matiser la the´orie d’analyse convexe au sens ge´ne´ralise´ en suivant au plus
proche la de´marche habituelle pour la convexite´ classique.
La premie`re section de ce chapitre est une section pre´liminaire ou` l’on rappelle les notions
de convexite´ ge´ne´ralise´es pour les fonctions ainsi que quelques re´sultats qui seront utiles dans les
chapitres suivants. Pour plus de de´tails, le livre de re´fe´rence est celui de Dacorogna [11].
Les notions de convexite´ pour les ensembles, ou` re´side notre inte´reˆt, sont alors conside´re´es dans
la Section 2.2. En suivant l’approche classique de l’analyse convexe, on commence par introduire les
notions d’ensemble convexe au sens ge´ne´ralise´. Notamment on propose une de´finition d’ensemble
quasiconvexe qui sera soutenue par le fait que pour tout ensemble E ⊂ RN×n,
E convexe ⇒ E polyconvexe ⇒ E quasiconvexe ⇒ E rang un convexe
e´tant les contre-implications fausses, pour N,n ≥ 2.
Une fois donne´es les de´finitions d’ensemble convexe au sens ge´ne´ralise´ on de´finit les enveloppes
convexes ge´ne´ralise´s d’un ensemble d’une fac¸on plus cohe´rente avec le cas classique. Dans le cas de
la polyconvexite´, des the´ore`mes de se´paration et de Carathe´odory seront aussi conside´re´s. On finira
le chapitre en discutant la notion de point extreˆme, des the´ore`mes du type Minkowski et l’existence
de la fonction de Choquet, toujours dans le contexte de la convexite´ ge´ne´ralise´e. Certains re´sultats
connus sont inclus dans la suite dans le but de la syste´matisation de cette the´orie.
2.1 Notions de convexite´ pour les fonctions
La notion de fonction quasiconvexe, introduite par Morrey [29], a permis de traiter les proble`mes
vectoriels du calcul des variations (voir Dacorogna [11]). Pour mieux comprendre cette notion et
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duˆ a` la difficulte´ de la tester dans la pratique, des conditions ne´cessaires et suffisantes ont e´te´ aussi
introduites (cf. Morrey [29], Ball [4]). Ces conditions sont, respectivement, la rang un convexite´
et la polyconvexite´. On rappelle, dans cette section, toutes ces notions, qui nous aideront a` bien
formuler dans la Section 2.2 des notions analogues pour les ensembles.
On commence par introduire une notation utile dans le contexte de la polyconvexite´ (cf. Daco-
rogna [11]).
NOTATION 2.1. (i) Pour ξ ∈ RN×n, soit
T (ξ) = (ξ, adj2ξ, . . . , adjN∧nξ) ∈ Rτ(N,n)
ou`, pour 1 ≤ s ≤ N ∧ n = min {N,n}, adjsξ est la matrice des mineurs de ξ d’ordre s et
τ = τ (N,n) =
N∧n∑
s=1
(
N
s
)(
n
s
)
ou`
(
N
s
)
=
N !
s! (N − s)! .
En particulier, si N = n = 2, alors T (ξ) = (ξ, det ξ) .
(ii) Pour s ∈ N, soit
Λs =
{
λ = (λ1, ..., λs) : λi ≥ 0,
s∑
i=1
λi = 1
}
.
On rappelle alors les diffe´rentes notions de convexite´ pour les fonctions.
DE´FINITION 2.2. (i) Une fonction f : Rm → R ∪ {+∞} est convexe si
f (λξ + (1− λ)η) ≤ λ f (ξ) + (1− λ) f (η)
pour tout λ ∈ [0, 1] et tous ξ, η ∈ Rm.
(ii) Une fonction f : RN×n → R ∪ {+∞} est polyconvexe s’il existe une fonction convexe
g : Rτ(N,n) −→ R ∪ {+∞} telle que
f(ξ) = g(T (ξ)).
(iii) Une fonction f : RN×n → R mesurable au sens de Borel est quasiconvexe si
f (ξ) mes(U) ≤
∫
U
f (ξ +Dϕ (x)) dx
pour tout ensemble ouvert borne´ U ⊂ Rn, ξ ∈ RN×n et ϕ ∈W 1,∞0
(
U ;RN
)
.
(iv) Une fonction f : RN×n → R ∪ {+∞} est rang un convexe si
f (λξ + (1− λ)η) ≤ λ f (ξ) + (1− λ) f (η)
pour tout λ ∈ [0, 1] et tous ξ, η ∈ RN×n tels que rang(ξ − η) = 1.
(v) Une fonction f : Rm → R ∪ {+∞} est se´pare´ment convexe si
f (λξ + (1− λ)η) ≤ λ f (ξ) + (1− λ) f (η)
pour tout λ ∈ [0, 1] et tous ξ, η ∈ Rm tels que ξ − η = sei, pour certains s ∈ R et i ∈ {1, ...,m} (ei
de´note le ie`me-vecteur de la base canonique de Rm).
(vi) Une fonction f : RN×n → R mesurable au sens de Borel est quasiaffine si f et −f sont
quasiconvexes.
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REMARQUE 2.3. L’importance de la notion de fonction quasiconvexe vient du fait que celle ci
e´quivaut a` la semi-continuite´ infe´rieure de la fonctionnelle inte´grale correspondante. Si l’inte´grand
de cette fonctionnelle prend la valeur +∞, il n’y a aucune de´finition de fonction quasiconvexe
e´quivalente a` la semi-continuite´ infe´rieure de la fonctionnelle inte´grale. De plus, si l’on permet que
f prend la valeur +∞ dans la de´finition ci-dessus, alors l’implication connue dans le cas fini
f quasiconvexe ⇒ f rang un convexe
n’est pas vraie. Conside´rez, par exemple, la fonction indicatrice d’un ensemble {ξ, η}, ou` rang(ξ −
η) = 1.
Dans le re´sultat suivant des conditions e´quivalentes pour la polyconvexite´ et la quasiconvexite´
d’une fonction sont e´tablies. La condition (i) est de´montre´ dans Dacorogna [11, page 106] dans
le cas ou` f peut prendre la valeur +∞, mais sous l’hypothe`se de f eˆtre minore´ par une fonction
polyconvexe. La condition (ii) a e´te´ de´montre´e par Sˇvera´k [38].
THE´ORE`ME 2.4. (i) Une fonction f : RN×n → R est polyconvexe si et seulement si
f
(
τ+1∑
i=1
λiξi
)
≤
τ+1∑
i=1
λif (ξi) (2.1)
pour tout (λ1, ..., λτ+1) ∈ Λτ+1 tel que
T
(
τ+1∑
i=1
λiξi
)
=
τ+1∑
i=1
λiT (ξi) . (2.2)
(ii) Une fonction f : RN×n → R mesurable au sens de Borel est quasiconvexe si et seulement
si
f (ξ) ≤
∫
C
f (ξ +Dϕ (x)) dx
pour tous ξ ∈ RN×n et ϕ ∈W 1,∞per
(
C;RN
)
, ou` C :=]0, 1[n.
DE´MONSTRATION. On ne de´montre que (i). C’est imme´diat que si f est polyconvexe alors la condi-
tion (2.1) est ve´rifie´e lorsqu’on a (2.2). Supposons maintenant que (2.1) est satisfaite. On de´finit
g : Rτ(N,n) −→ R ∪ {−∞} par
g(X) = inf
{
I∑
i=1
λif(ξi) : X =
I∑
i=1
λiT (ξi), (λ1, ..., λI) ∈ ΛI , I ∈ N
}
.
On note que g est bien de´fini, vu que Rτ(N,n) = coT (RN×n) (cf. Dacorogna [11, page 109]). On
ve´rifie par la suite que g(T (ξ)) = f(ξ), ∀ ξ ∈ RN×n, g est convexe et qu’en fait g > −∞ ce qui
entraˆıne que f est polyconvexe. On divise le reste de la preuve en trois e´tapes.
Etape 1 : g(T (ξ)) = f(ξ), ∀ ξ ∈ RN×n.
Par de´finition de g, g(T (ξ)) ≤ f(ξ), ∀ ξ ∈ RN×n. En utilisant l’hypothe`se (2.1) on obtient
l’ine´galite´ inverse.
Etape 2 : g est convexe. Soient X,Y ∈ Rτ(N,n) et t ∈]0, 1[. On veut ve´rifier que
g(tX + (1− t)Y ) ≤ tg(X) + (1− t)g(Y ).
Cas 1 : g(X), g(Y ) ∈ R.
Pour ε > 0 il existe ξi, ηj ∈ RN×n, i = 1, ..., I, j = 1, ..., J, λ ∈ ΛI , µ ∈ ΛJ tels que
X =
I∑
i=1
λiT (ξi), Y =
J∑
j=1
µjT (ηj)
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et
tg(X) + (1− t)g(Y ) + ε ≥ t
I∑
i=1
λif(ξi) + (1− t)
J∑
j=1
µjf(ηj).
Comme
tX + (1− t)Y =
I∑
i=1
tλiT (ξi) +
J∑
j=1
(1− t)µjT (ηj),
alors
g(tX + (1− t)Y ) ≤
I∑
i=1
tλif(ξi) +
J∑
j=1
(1− t)µjf(ηj)
et par ailleurs
g(tX + (1− t)Y ) ≤ tg(X) + (1− t)g(Y ) + ε.
On obtient l’ine´galite´ de´sire´e en passant a` la limite en ε.
Cas 2 : g(X) ∈ R, g(Y ) = −∞.
Dans ce cas on conside`re des suites ξνi , η
ν
j ∈ RN×n, i = 1, ..., Iν , j = 1, ..., Jν , λν ∈ ΛIν , µν ∈
ΛJν telles que
X =
Iν∑
i=1
λνi T (ξ
ν
i ), Y =
Jν∑
j=1
µνjT (η
ν
j )
et
lim
ν→∞
Iν∑
i=1
λνi f(ξ
ν
i ) = g(X), lim
ν→∞
Jν∑
j=1
µνj f(η
ν
j ) = −∞.
Pour chaque ν,
tX + (1− t)Y =
Iν∑
i=1
tλνi T (ξ
ν
i ) +
Jν∑
j=1
(1− t)µνjT (ηνj )
et donc
g(tX + (1− t)Y ) ≤ lim
ν→∞
Iν∑
i=1
tλνi f(ξ
ν
i ) +
Jν∑
j=1
(1− t)µνj f(ηνj ) = −∞ = tg(X) + (1− t)g(Y ).
Cas 3 : g(X) = g(Y ) = −∞.
Ce cas est analogue au Cas 2.
Etape 3 : g > −∞.
Si g(X) = −∞ pour certain X ∈ Rτ(N,n), alors, comme g est convexe, g serait identiquement
e´gal a` −∞, ce qui n’est pas vrai puisque f est re´el et g(T (ξ)) = f(ξ), ∀ ξ ∈ RN×n.
On conclut ainsi que f est polyconvexe. 2
On rappelle ensuite quelques caracte´risations des fonctions quasiaffines. Les conditions (ii),
(iii) et (iv) sont de´montre´es dans Dacorogna [11, page 117] et la condition (v) dans Ball [4].
THE´ORE`ME 2.5. Soit f : RN×n −→ R. Les conditions suivantes sont e´quivalentes :
(i) f est quasiaffine ;
(ii) f est rang un affine, i.e. f et −f sont rang un convexes :
f(λξ + (1− λ)η) = λf(ξ) + (1− λ)f(η),
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pour tout λ ∈ [0, 1] et tous ξ, η ∈ RN×n tels que rang(ξ − η) = 1 ;
(iii) f(ξ + η) = f(ξ)+ < Df(ξ); η >, pour tous ξ, η ∈ RN×n, rang(η) = 1 ;
(iv) f(ξ) = f(0)+ < β;T (ξ) >, pour certain β ∈ Rτ(N,n) ou d’une autre fac¸on
f(ξ) = f(0) +
N∧n∑
k=1
< Ak; adjkξ >,
ou` N ∧ n = min{N,n}, Ak ∈ Rσ(k), σ(k) = (Nk )× (nk) et adjkξ est la matrice des mineurs de ξ
d’ordre k ;
(v) f est un Lagrangien nul :∫
Ω
f(Dϕ(x) +Dv(x)) dx =
∫
Ω
f(Dϕ(x)) dx, ∀ ϕ ∈W 1,∞(Ω;RN ), v ∈W 1,∞0 (Ω;RN ) (2.3)
quelque soit Ω ouvert, borne´ non vide de Rn.
DE´MONSTRATION. On ne pre´sente que la de´monstration de l’e´quivalence entre la quasiaffinite´ et la
condition (v). On refait la de´monstration de Ball [4] qui a conside´re´ le cas de la dimension trois
(N = n = 3). La meˆme de´monstration est encore vraie pour une dimension quelconque.
C’est clair que si f est un Lagrangien nul alors f est quasiaffine. On ve´rifie l’autre implication.
On note que par densite´ il suffit de de´montrer (2.3) pour v ∈ C∞0 (Ω;RN ).
On commence par ve´rifier que
N∑
i=1
n∑
α=1
∫
Ω
∂f
∂ξiα
(Dϕ(x))Dαvi(x) dx = 0, ∀ ϕ ∈W 1,∞(Ω;RN ), v ∈ C∞0 (Ω;RN ). (2.4)
On remarque que, par la condition de Legendre-Hadamard, cf. Dacorogna [11, Theorem 1.1
page 102],
N∑
i,j=1
n∑
α,β=1
∂2f
∂ξiα∂ξ
j
β
(A)λiλjµαµβ = 0, ∀ λ ∈ RN , µ ∈ Rn, A ∈ RN×n.
Donc, en particulier,
∂2f
∂ξiα∂ξ
j
β
= − ∂
2f
∂ξiβ∂ξ
j
α
. (2.5)
Si ϕ ∈ C2(Ω;RN ),
N∑
i=1
n∑
α=1
∫
Ω
∂f
∂ξiα
(Dϕ(x))Dαvi(x) dx =
N∑
i,j=1
n∑
α,β=1
−
∫
Ω
∂2f
∂ξjβ∂ξ
i
α
(Dϕ(x))
∂2ϕj
∂xα∂xβ
(x)vi(x) dx
=
N∑
i,j=1
n∑
α,β=1
∫
Ω
∂2f
∂ξjα∂ξiβ
(Dϕ(x))
∂2ϕj
∂xα∂xβ
(x)vi(x) dx
=
N∑
i=1
n∑
β=1
∫
Ω
− ∂f
∂ξiβ
(Dϕ(x))Dβvi(x) dx.
Donc on obtient l’identite´ (2.4) pour ϕ ∈ C2(Ω,RN ) et par densite´ aussi pour ϕ ∈W 1,∞(Ω;RN ).
Pour v ∈ C∞0 (Ω;RN ), on de´finit alors la fonction
g(t) =
∫
Ω
f(Dϕ(x) + tDv(x)) dx, ∀ t ∈ [0, 1].
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On a par (2.4) que
g′(t) =
N∑
i=1
n∑
α=1
∫
Ω
∂f
∂ξiα
(Dϕ(x) + tDv(x))Dαvi(x) dx = 0.
Donc g est constante dans [0, 1]. En particulier g(0) = g(1), qui est pre´cise´ment ce qu’on voulait.
2
Il est bien connu que, si f : RN×n −→ R, alors
f convexe ⇒ f polyconvexe ⇒ f quasiconvexe
⇒ f rang un convexe ⇒ f se´pare´ment convexe
et, si f : RN×n −→ R ∪ {+∞}, alors
f convexe ⇒ f polyconvexe ⇒ f rang un convexe ⇒ f se´pare´ment convexe
(voir pour les preuves Dacorogna [11]). Les contre-implications sont en ge´ne´rale fausses, restant
inconnue, pour n ≥ N = 2, la ve´racite´ de
f rang un convexe ; f quasiconvexe.
Pour N ≥ 3 et n ≥ 2 ce re´sultat a e´te´ de´montre´ par Sˇvera´k [38].
On de´finit les enveloppes convexe, polyconvexe, quasiconvexe, rang un convexe et se´pare´ment
convexe d’une fonction f par, respectivement, la plus grande fonction convexe, polyconvexe, qua-
siconvexe, rang un convexe et se´pare´ment convexe qui minore f . On les de´note, respectivement,
par Cf , Pf , Qf , Rf , Sf et on a
Cf(x) = sup {g(x) : g convexe, g ≤ f} ,
Pf(x) = sup {g(x) : g polyconvexe, g ≤ f} ,
Qf(x) = sup {g(x) : g quasiconvexe, g ≤ f} ,
Rf(x) = sup {g(x) : g rang un convexe, g ≤ f} ,
Sf(x) = sup {g(x) : g se´pare´ment convexe g ≤ f} .
Par la discussion faite avant
Cf ≤ Pf ≤ Qf ≤ Rf ≤ Sf ≤ f.
On a ainsi rappele´ les de´finitions et re´sultats principaux qui concernent la convexite´ pour les
fonctions au sens ge´ne´ralise´. Avant de finir cette section nous de´montrons un re´sultat concernant
les fonctions quasiaffines qui sera utile dans le Chapitre 3.
PROPOSITION 2.6. Soit f : RN×n −→ R une fonction quasiaffine non constante. Alors f n’a pas
d’extrema relatifs.
DE´MONSTRATION. On ve´rifie que si f a un extremum relatif alors f doit eˆtre constante. On proce`de
en deux e´tapes.
Etape 1 : On ve´rifie que si ξ est un point de minimum relatif de f , alors f est constante dans
un voisinage de ξ.
On admet que ξ est un point de minimum relatif de f (le cas d’un maximum relatif est traite´
de fac¸on analogue). Il existe ε > 0 tel que
f(ξ) ≤ f(ξ + v), ∀ v ∈ RN×n tel que ∣∣vij∣∣ ≤ ε. (2.6)
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On va de´montrer que cela implique que
f(ξ) = f(ξ + v), ∀ v ∈ RN×n tel que ∣∣vij∣∣ ≤ ε. (2.7)
On e´crit
v =
∑
1≤i≤N
1≤j≤n
vije
i ⊗ ej
et on note que, une fois que f est quasiaffine, alors
f(ξ) =
1
2
f(ξ + v11e
1 ⊗ e1) + 12f(ξ − v
1
1e
1 ⊗ e1)
et comme (2.6) est satisfait on de´duit que
f(ξ ± v11e1 ⊗ e1) = f(ξ),
∣∣v11∣∣ ≤ ε. (2.8)
En appliquant a` nouveau le fait de f eˆtre quasiaffine, on e´crit
f(ξ + v11e
1 ⊗ e1) = 12f(ξ + v
1
1e
1 ⊗ e1 + v12e1 ⊗ e2) +
1
2
f(ξ + v11e
1 ⊗ e1 − v12e1 ⊗ e2).
De (2.6) et (2.8) on conclut alors que
f(ξ + v11e
1 ⊗ e1 ± v12e1 ⊗ e2) = f(ξ + v11e1 ⊗ e1) = f(ξ),
∣∣v11∣∣ , ∣∣v12∣∣ ≤ ε.
En re´pe´tant cette proce´dure dans chaque composante, on obtient (2.7).
Etape 2 : On ve´rifie maintenant que si f est constante dans un voisinage d’un point ξ ∈ RN×n,
alors f est constante dans RN×n. On admet donc que
f(ξ + v) = f(ξ), ∀ v ∈ RN×n tel que ∣∣vij∣∣ ≤ ε (2.9)
et on va ve´rifier que
f(ξ + w) = f(ξ), ∀ w ∈ RN×n. (2.10)
Le processus est similaire a` celui de l’Etape 1. On commence par montrer que pour tous les
w11 ∈ R et
∣∣vij∣∣ ≤ ε on a
f
(
ξ + w11e
1 ⊗ e1 +
∑
(i,j)6=(1,1)
vije
i ⊗ ej
)
= f(ξ + w11e
1 ⊗ e1) = f(ξ). (2.11)
Si
∣∣w11∣∣ ≤ ε la condition pre´ce´dente est la meˆme que (2.9), donc on peut admettre que ∣∣w11∣∣ > ε.
Comme f est quasiaffine on de´duit que
f
(
ξ + ε
w11
|w11|
e1 ⊗ e1 +
∑
(i,j)6=(1,1)
vije
i ⊗ ej
)
=
=
ε
|w11|
f
(
ξ + w11e
1 ⊗ e1 +
∑
(i,j)6=(1,1)
vije
i ⊗ ej
)
+
(
1− ε|w11|
)
f
(
ξ +
∑
(i,j) 6=(1,1)
vije
i ⊗ ej
)
.
De (2.9) et par l’e´galite´ pre´ce´dente on obtient (2.11). Si on proce`de d’une fac¸on ite´rative et
analogue avec les autres composantes : (w12, w
1
3, ...) on arrive a` (2.10) ce qui conclut la de´monstration
de la proposition. 2
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2.2 Notions de convexite´ pour les ensembles
Le but qu’on se propose ici est de formaliser la the´orie de la convexite´ pour les ensembles au
sens ge´ne´ralise´. Ces concepts, mais surtout ceux de quasiconvexite´ et de rang un convexite´, ont e´te´
largement utilise´s dans le contexte des inclusions diffe´rentielles, parfois dans l’absence de de´finitions
pre´cises.
2.2.1 De´finitions et proprie´te´s
On donne par la suite les diffe´rentes de´finitions de convexite´ et on e´tudie les relations entre
elles. On commence par introduire quelques notations qui seront utiles pour de´finir un ensemble
quasiconvexe.
NOTATION 2.7. – C est l’hypercube ]0, 1[n de Rn ;
–W 1,∞per (C;RN ) de´notera l’espace des applications pe´riodiques dansW 1,∞(C;RN ), i.e. applications
u satisfaisant u(x) = u(x + ei) pour tous les vecteurs ei de la base canonique de Rn et pour tout
x ∈ Rn ;
– Wper de´notera le sous-espace de W 1,∞per (C;RN ) des applications dont les gradients prennent un
nombre fini de valeurs.
On introduit ensuite les diffe´rentes notions de convexite´ pour les ensembles.
DE´FINITION 2.8. (i) On dit que E ⊂ Rm est convexe si, pour λ ∈ [0, 1] et ξ, η ∈ E, alors
λξ + (1− λ)η ∈ E.
(ii) On dit que E ⊂ RN×n est polyconvexe s’il existe un ensemble convexe K ⊂ Rτ(N,n) tel que
pi(K ∩ T (RN×n)) = E,
ou` pi de´note la projection orthogonale de (la premie`re composante de) Rτ(N,n) dans RN×n. De
fac¸on e´quivalente, E est polyconvexe s’il existe un ensemble convexe K ⊂ Rτ(N,n) tel que{
ξ ∈ RN×n : T (ξ) ∈ K} = E.
(iii) On dit que E ⊂ RN×n est quasiconvexe si
ξ +Dϕ(x)R ∈ E, p.p. x ∈ C =]0, 1[n,
pour certains ϕ ∈ Wper et R ∈ O(n)
}
⇒ ξ ∈ E.
(iv) Soit E ⊂ RN×n. On dit que E est rang un convexe si, donne´s λ ∈ [0, 1] et ξ, η ∈ E tels que
rang(ξ − η) = 1, alors
λξ + (1− λ)η ∈ E.
(v) On dit que E ⊂ Rm est se´pare´ment convexe si, pour tout λ ∈ [0, 1] et ξ, η ∈ E tels que
ξ − η = sei, avec s ∈ R et i ∈ {1, ...,m} (ei de´note le ie`me-vecteur de la base canonique de Rm),
alors
λξ + (1− λ)η ∈ E.
REMARQUE 2.9. (i) L’ope´rateur pi, introduit dans la de´finition ci-dessus, peut eˆtre mieux pre´cise´
de la fac¸on suivante. Si
X = (X1, ..., Xτ(N,n)) alors pi(X) = (X1, ..., XN×n).
En particulier, si N = n = 2 et X = (ξ, δ) ∈ R2×2 × R, alors pi(X) = ξ.
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(ii) Les de´finitions d’ensemble convexe, rang un convexe et se´pare´ment convexe sont les de´finitions
qu’on trouve habituellement, cf. par exemple Dacorogna-Marcellini [14].
(iii) En ce qui concerne la polyconvexite´, la fac¸on la plus courante de la de´finir est via la
condition (ii) du THE´ORE`ME 2.10 ci-dessous. Cependant les deux conditions sont e´quivalentes et la
de´finition adopte´e est plus cohe´rente avec la de´finition analogue pour les fonctions.
On note qu’on pourrait penser, vu la DE´FINITION 2.2 (ii), qu’un ensemble E est polyconvexe si
T (E) est convexe. Cela n’est pas vrai. Conside´rez, par exemple, l’ensemble polyconvexe E = {I, ξ},
ou` I de´note la matrice identite´ et ξ = diag(2, 0). Alors T (E) = {(I, 1), (ξ, 0)} qui n’est pas convexe.
(iv) Il n’est pas clair quelle est la meilleure de´finition d’un ensemble quasiconvexe. Plusieurs
de´finitions ont e´te´ conside´re´es (cf. Dacorogna-Marcellini [14], Mu¨ller [30], Zhang [42]), ici nous en
proposons une qui ve´rifie les proprie´te´s qu’un tel ensemble doit avoir (cf. THE´ORE`ME 2.13).
On donne ensuite des conditions e´quivalentes pour la polyconvexite´.
THE´ORE`ME 2.10. Soit E ⊂ RN×n. Les conditions suivantes sont e´quivalentes.
(i) E est polyconvexe.
(ii)
I∑
i=1
λiT (ξi) = T
(
I∑
i=1
λiξi
)
ξi ∈ E, (λ1, ..., λI) ∈ ΛI
⇒
I∑
i=1
λiξi ∈ E.
De plus, on peut faire I = τ(N,n) + 1.
(iii) En de´notant par coT (E) l’enveloppe convexe de T (E),
E = pi(coT (E) ∩ T (RN×n))
ou, de fac¸on e´quivalente,
E = {ξ ∈ RN×n : T (ξ) ∈ coT (E)}.
DE´MONSTRATION. (i) ⇒ (ii). Supposons
I∑
i=1
λiT (ξi) = T
(
I∑
i=1
λiξi
)
, (2.12)
avec ξi ∈ E et (λ1, ..., λI) ∈ ΛI . Par l’hypothe`se, ξi ∈ pi(K ∩ T (RN×n)) pour un certain ensemble
convexe K ⊂ Rτ(N,n) et d’ailleurs T (ξi) ∈ K. Alors
∑I
i=1 λiT (ξi) ∈ coK = K et, de (2.12), on
conclut que
∑I
i=1 λiξi ∈ E.
Le fait qu’on peut prendre I = τ(N,n) + 1 dans (ii) est une conse´quence du the´ore`me de
Carathe´odory et a e´te´ de´montre´ dans Dacorogna [11, The´ore`me 1.3, page 106].
(ii) ⇒ (iii). Il faut ve´rifier que E = pi(coT (E)∩ T (RN×n)). Evidemment E est contenu dans
l’ensemble du membre de droite. Pour l’autre inclusion, conside´rons ξ ∈ pi(coT (E) ∩ T (RN×n)).
Alors, T (ξ) ∈ coT (E) et on peut e´crire
T (ξ) =
I∑
i=1
λiT (ξi)
avec ξi ∈ E et (λ1, ..., λI) ∈ ΛI . On applique alors (ii) pour obtenir ξ ∈ E, comme de´sire´.
(iii) ⇒ (i). Cette implication est imme´diate. 2
Le re´sultat e´le´mentaire suivant montre la relation entre les notions de convexite´ pour les en-
sembles et les notions correspondantes pour les fonctions.
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PROPOSITION 2.11. Soit E ⊂ RN×n et χE la fonction indicatrice de E :
χE (ξ) =
{
0 si ξ ∈ E
+∞ si ξ /∈ E.
Alors E est, respectivement, convexe, polyconvexe, rang un convexe ou se´pare´ment convexe,
si et seulement si χE est, respectivement, convexe, polyconvexe, rang un convexe ou se´pare´ment
convexe.
REMARQUE 2.12. On aimerait avoir le meˆme re´sultat pour le cas quasiconvexe, mais, comme
de´ja` discute´, on n’a pas conside´re´ des fonctions quasiconvexes prenant la valeur +∞.
Comme pour les fonctions, les conditions de convexite´ sont enchaˆıne´es de la fac¸on suivante.
THE´ORE`ME 2.13. Soit E ⊂ RN×n. On a les implications
E convexe ⇒ E polyconvexe ⇒ E quasiconvexe
⇒ E rang un convexe ⇒ E se´pare´ment convexe.
Toutes les contre-implications sont fausses, pour N,n ≥ 2.
REMARQUE 2.14. (i) On tire l’attention sur le fait que ce re´sultat est meilleur que l’analogue
pour les fonctions. Ici on a que la convexite´ de rang un n’implique pas la quasiconvexite´ meˆme en
dimension 2× 2.
(ii) On verra (cf. PROPOSITION 2.29) que, comme pour le cas convexe : E, respectivement,
polyconvexe, quasiconvexe, rang un convexe ou se´pare´ment convexe implique que intE est aussi,
respectivement, polyconvexe, quasiconvexe, rang un convexe ou se´pare´ment convexe. Toutefois, cela
n’est pas vrai pour E. En effet on pre´sentera (cf. PROPOSITION 2.29) un exemple d’un ensemble
polyconvexe E ⊂ R2×2 tel que E n’est meˆme pas se´pare´ment convexe.
(iii) A l’e´vidence, si N = 1 ou n = 1 alors tout ensemble rang un convexe est convexe et dans
ce cas les notions de convexite´, polyconvexite´, quasiconvexite´ et rang un convexite´ co¨ıncident.
Avant de de´montrer ce the´ore`me on va e´noncer un re´sultat connu qui est important pour trouver
des contre-exemples.
THE´ORE`ME 2.15. Soit E ⊂ RN×n (N,n ≥ 2) un ensemble avec deux, trois ou quatre e´le´ments
tels que
rang(ξ − η) ≥ 2, ∀ ξ, η ∈ E, ξ 6= η.
Alors, si Ω est connexe et
Dϕ(x) ∈ E, p.p. x ∈ Ω,
ne´cessairement ϕ est affine.
Ce re´sultat a e´te´ de´montre´ par Ball-James [5] si le nombre d’e´le´ments de E est deux, par Sˇvera´k
[36], [37] et Zhang [41] si E a trois e´le´ments et par Chleb´ık-Kirchheim [9] dans le cas de quatre
e´le´ments. Pour des ensembles avec cinq e´le´ments le re´sultat n’est plus vrai et cela a e´te´ de´montre´
par Kirchheim-Preiss (cf. [22]).
On de´montre alors le THE´ORE`ME 2.13.
DE´MONSTRATION du THE´ORE`ME 2.13. Partie 1. On ne de´montre que les implications lie´es a` la
notion de quasiconvexite´ puisque les autres sont faciles et bien connues.
(i) On de´montre que si E est polyconvexe alors E est quasiconvexe. Supposons que
ξ +Dϕ(x)R ∈ E, p.p. x ∈ C
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avec ϕ ∈ Wper et R ∈ O(n). On peut e´crire Dϕ(x)R ∈ {η1, ..., ηk}, p.p. x ∈ C pour certains ηi tels
que ξ + ηi ∈ E, i = 1, ..., k. On de´finit
λi = mes{x ∈ C : Dϕ(x)R = ηi}.
Alors λi ≥ 0,
∑k
i=1 λi = 1. Puisque ϕ est pe´riodique et chaque composante de adjs est quasiaffine
(s = 1, ..., N ∧ n) on a, par le THE´ORE`ME 2.4,
T (ξ) =
∫
C
T (ξ +Dϕ(x)R) dx =
k∑
i=1
λiT (ξ + ηi).
De la polyconvexite´ de E re´sulte que ξ ∈ E.
(ii) On de´montre maintenant que si l’ensemble E est quasiconvexe alors E est rang un convexe.
Soient ξ, η ∈ E tels que rang(ξ − η) = 1 et λ ∈]0, 1[. On va voir que λξ + (1− λ)η ∈ E. Il suffit de
trouver ϕ ∈ Wper et R ∈ O(n) tels que
λξ + (1− λ)η +Dϕ(x)R ∈ {ξ, η}, p.p. x ∈ C
ou de fac¸on e´quivalente
Dϕ(x)R ∈ {(1− λ)(ξ − η),−λ(ξ − η)}, p.p. x ∈ C.
De la quasiconvexite´ de E suivra le re´sultat. La construction d’un tel ϕ est standard dans le
contexte des the´ore`mes de relaxation (voir, par exemple, Dacorogna [11]). Puisque rang(ξ−η) = 1,
on peut e´crire ξ − η = a ⊗ ν pour certains a ∈ RN et ν un vecteur unitaire de Rn. Choisissons
R ∈ O(n) une transformation orthogonale telle que e1R = ν (e1 le premier vecteur de la base
canonique) et de´finissons la fonction h : R −→ R 1-pe´riodique telle que
h(s) =
{
(1− λ)s, 0 ≤ s ≤ λ
−λ(s− 1), λ ≤ s ≤ 1.
Alors ϕ(x) = a h(x1) est dans les conditions souhaite´es. En effet,
Dϕ(x)R = h′(x1)a⊗ e1R = h′(x1)a⊗ ν ∈ {(1− λ)(ξ − η),−λ(ξ − η)}.
Partie 2. On verra ensuite que les contre-implications, en ge´ne´ral, ne sont pas vraies.
(i) Il y a des ensembles polyconvexes qui ne sont pas convexes. Conside´rons, par exemple, l’ensemble
E = {ξ, η} ⊂ R2×2, ou` ξ = diag(1, 0) et η = diag(0, 1).
(ii) La quasiconvexite´ n’implique pas la polyconvexite´. Conside´rons les matrices (cf. Dacorogna
[11])
ξ1 =
(
1 0
2 0
)
, ξ2 =
(
0 1
0 1
)
, ξ3 =
(−1 −1
0 0
)
et
η =
(
0 0
2/3 1/3
)
.
On a
T (η) =
1
3
T (ξ1) +
1
3
T (ξ2) +
1
3
T (ξ3),
donc, vu que η /∈ E, l’ensemble E = {ξ1, ξ2, ξ3} n’est pas polyconvexe. Ne´anmoins, E est quasi-
convexe. Supposons ξ +DϕR ∈ E pour certains ϕ ∈ Wper et R ∈ O(2). Puisque rang(ξi − ξj) = 2
pour i 6= j, on a (cf. THE´ORE`ME 2.15) que les solutions de ce proble`me de trois gradients sont des
fonctions affines ; c’est-a`-dire ξ + DϕR co¨ıncide avec une des matrices ξi. De la pe´riodicite´ de ϕ
suit que ξ = ξi ∈ E et donc on conclut que E est quasiconvexe.
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(iii) Il y a des ensembles rang un convexes qui ne sont pas quasiconvexes. On fait la preuve en deux
e´tapes.
Etape 1. Par le THE´ORE`ME 4.29 il existe des matrices η1, ..., ηk ∈ R2×2 telles que rang(ηi−ηj) =
2, ∀ i 6= j, une matrice ξ /∈ {η1, ..., ηk} et une application u ∈ uξ +W 1,∞0 (]0, 1[2;R2) (ou` uξ de´note
une application affine ve´rifiant Duξ = ξ) telle que Du(x) ∈ {η1, ..., ηk}, p.p. x ∈]0, 1[2.
Etape 2. Soit E = {η1, ..., ηk}. Puisqu’il n’y a pas des connections de rang un parmi les matrices
ηi, l’ensemble E est rang un convexe. Pourtant, comme on verra, E n’est pas quasiconvexe. Soit
u l’application mentionne´e dans l’Etape 1. On peut e´crire u = uξ + ϕ avec ϕ ∈ W 1,∞0 (]0, 1[2;R2).
Alors Du(x) = ξ+Dϕ(x) ∈ E, p.p. dans ]0, 1[2, mais ξ /∈ E, ce qui entraˆıne la non quasiconvexite´
de E.
(iv) Il y a des ensembles se´pare´ment convexes qui ne sont pas rang un convexes. En effet, tel est le
cas pour l’ensemble E = {ξ, η} ⊂ R2×2, ou`
ξ =
(
2 2
0 0
)
et η =
(
1 1
1 1
)
.
2
Nous de´montrons ensuite qu’on peut construire un ensemble quasiconvexe, mais non polycon-
vexe a` partir d’une fonction quasiconvexe, mais non polyconvexe. Comme on sait que de telles
fonctions existent (cf. Alibert-Dacorogna [1] et Dacorogna-Marcellini [12]) on a ainsi une preuve
alternative au fait que la quasiconvexite´ des ensembles n’implique pas sa polyconvexite´. De plus,
cela e´tablit e´videmment des relations entre certaines notions de convexite´ pour les ensembles et les
fonctions.
THE´ORE`ME 2.16. Soit f : RN×n −→ R une fonction non polyconvexe. Alors il existe φ : RN×n −→
R quasiaffine telle que
E = {ξ ∈ RN×n : f(ξ) ≤ φ(ξ)}
n’est pas polyconvexe.
De plus, si f est quasiconvexe, resp. rang un convexe, alors E est quasiconvexe, resp. rang un
convexe.
REMARQUE 2.17. Ce re´sultat s’inspire du cas convexe ou`, en utilisant une fonction non convexe,
on peut construire de fac¸on e´le´mentaire un ensemble non convexe qui a la forme pre´cite´. On aurait
aime´ aussi construire un ensemble rang un convexe, mais non quasiconvexe a` partir d’une fonction
rang un convexe, mais non quasiconvexe. A cet effet, la forme de l’ensemble E ne semble pas
ade´quate.
On de´montre d’abord un lemme pre´liminaire.
LEMME 2.18. Soit f : RN×n −→ R et conside´rons des matrices ξ1, ..., ξk et λ1, ..., λk ∈ R avec
λi > 0 et
∑k
i=1 λi = 1.
Alors il existe r ≤ k et une injection α : {1, ..., r} −→ {1, ..., k} telle que, pour certains γα(i) ≥ 0
avec
∑r
i=1 γα(i) = 1,
k∑
i=1
λiT (ξi) =
r∑
i=1
γα(i)T (ξα(i)),
k∑
i=1
λif(ξi) ≥
r∑
i=1
γα(i)f(ξα(i))
et le syste`me d’e´quations
< T (ξα(i));β > +b = f(ξα(i)), i = 1, ..., r
a une solution.
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DE´MONSTRATION. Conside´rons les matrices
A =
 T (ξ1) 1... ...
T (ξk) 1
 et B =
 f(ξ1)...
f(ξk)
 .
Il suffit de conside´rer le cas ou` le syste`me d’e´quations
< T (ξi);β > +b = f(ξi), i = 1, ..., k
n’a pas de solution, c’est-a`-dire, rang(A) < rang(A|B). Sinon, on prend pour α l’application identite´
et on obtient le re´sultat.
Supposons rang(A) < rang(A|B). On va ve´rifier qu’on obtient le re´sultat en prenant pour r le
rang de la matrice A. On raisonne par re´currence sur k − rang(A).
Etape 1. rang(A) = k − 1.
Alors, par l’hypothe`se, rang(A|B) = k et on peut e´crire, pour certains µi ∈ R, i = 1, ..., k pas
tous nuls
k∑
i=1
µiT (ξi) = 0,
k∑
i=1
µi = 0,
k∑
i=1
µif(ξi) = δ 6= 0.
Sans perte de ge´ne´ralite´ on peut supposer δ > 0. On divise la preuve en deux parties.
Partie 1. Soit
I = {i ∈ {1, ..., k} : µi > 0}.
On note que, puisque
∑k
i=1 µi = 0 et les µi ne sont pas tous nuls, l’ensemble I est non vide. On
ve´rifie ensuite l’existence de i ∈ I tel que
λj
λi
≥ µj
µi
, ∀ j ∈ I.
(Notons que, si I est un ensemble unitaire, alors le seul e´le´ment de I ve´rifie la condition pre´ce´dente.)
Fixons l ∈ I et de´finissons
J =
{
j ∈ I : j 6= l, λj
λl
≥ µj
µl
}
et S =
{
s ∈ I : λs
λl
<
µs
µl
}
.
Si S = ∅ alors i = l. Supposons S 6= ∅. On ve´rifie que, pour m ∈ S
#
{
j ∈ I : j 6= m, λj
λm
≥ µj
µm
}
≥ #J + 1, (2.13)
ou` # de´note la cardinalite´ d’un ensemble. Alors, en re´pe´tant le processus un nombre fini de fois
on trouve l’indice i souhaite´.
Soit m ∈ S. Alors
λm
λl
<
µm
µl
⇒ λl
λm
>
µl
µm
et donc
{l} ∪ J ⊂
{
j ∈ I : j 6= m, λj
λm
≥ µj
µm
}
.
En effet, soit j ∈ J alors j 6= m et
λj
λm
=
λj
λl
λl
λm
>
µj
µl
µl
µm
=
µj
µm
.
On obtient ainsi (2.13) vu que l /∈ J .
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Partie 2. Soit i tel que µi > 0 et
λj
λi
≥ µj
µi
, ∀ j : µj > 0.
On a
T (ξi) =
k∑
j=1, j 6=i
−µj
µi
T (ξj), f(ξi) >
k∑
j=1, j 6=i
−µj
µi
f(ξj).
D’ailleurs
k∑
j=1
λjT (ξj) =
k∑
j=1, j 6=i
λjT (ξj) + λi
k∑
j=1, j 6=i
−µj
µi
T (ξj) =
k∑
j=1, j 6=i
(
λj − λiµj
µi
)
T (ξj).
De la fac¸on comme on a choisit i on a λj − λi µjµi ≥ 0, j 6= i et
k∑
j=1, j 6=i
(
λj − λiµj
µi
)
= 1− λi − λi
µi
k∑
j=1, j 6=i
µj = 1.
De plus
k∑
j=1
λjf(ξj) ≥
k∑
j=1, j 6=i
λjf(ξj) + λi
k∑
j=1, j 6=i
−µj
µi
f(ξj) =
k∑
j=1, j 6=i
(
λj − λiµj
µi
)
f(ξj).
On obtient alors le re´sultat souhaite´ avec α(j) = j, si j = 1, ..., i− 1; α(j) = j+1 si j = i, ..., k−1
et γα(j) = λα(j) − λi µα(j)µi .
Etape 2. En admettant que le re´sultat a e´te´ e´tabli pour k − rang(A) = s − 1 on va le de´montrer
pour k − rang(A) = s.
Par hypothe`se, rang(A|B) > k− s = rang(A). Sans perte de ge´ne´ralite´, disons que A1, ..., Ak−s
sont line´airement inde´pendants ainsi que (A|B)1, ..., (A|B)k−s+1. Alors, pour certains µi ∈ R, i =
1, ..., k − s+ 1 pas tous nuls
k−s+1∑
i=1
µiT (ξi) = 0,
k−s+1∑
i=1
µi = 0,
k−s+1∑
i=1
µif(ξi) = δ > 0.
Si on proce`de comme dans le cas k − rang(A) = 1 avant conside´re´, on trouve 1 ≤ i ≤ k − s+ 1 tel
que µi > 0 et
λj
λi
≥ µj
µi
, ∀ j : µj > 0.
Alors,
k∑
j=1
λjT (ξj) =
k−s+1∑
j=1, j 6=i
(
λj − λiµj
µi
)
T (ξj) +
k∑
j=k−s+2
λjT (ξj) :=
k∑
j=1, j 6=i
λ˜jT (ξj);
λ˜j := λj − λiµj
µi
≥ 0, j = 1, ..., k − s+ 1, j 6= i; λ˜j := λj , j = k − s+ 2, ..., k
k−s+1∑
j=1, j 6=i
(
λj − λiµj
µi
)
+
k∑
j=k−s+2
λj = 1;
k∑
j=1
λjf(ξj) >
k−s+1∑
j=1, j 6=i
(
λj − λiµj
µi
)
f(ξj) +
k∑
j=k−s+2
λjf(ξj) :=
k∑
j=1, j 6=i
λ˜jf(ξj).
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De plus, en de´finissant
A˜ =

T (ξ1) 1
...
...
T (ξi−1) 1
T (ξi+1) 1
...
...
T (ξk) 1

et B˜ =

f(ξ1)
...
f(ξi−1)
f(ξi+1)
...
f(ξk)

,
on a k− 1− rang(A˜) = k− 1− (k− s) = s− 1. En appliquant l’hypothe`se de re´currence on obtient
le re´sultat. 2
On peut maintenant de´montrer le THE´ORE`ME 2.16.
DE´MONSTRATION du THE´ORE`ME 2.16. Voyons qu’on peut construire φ quasiaffine de fac¸on que E
ne soit pas polyconvexe. Comme f n’est pas polyconvexe, il existe ξi ∈ RN×n, λi ≥ 0, i = 1, ..., k
(k ≤ τ(N,n) + 1), tels que
k∑
i=1
λi = 1, T
(
k∑
i=1
λiξi
)
=
k∑
i=1
λiT (ξi) et f
(
k∑
i=1
λiξi
)
>
k∑
i=1
λif(ξi).
Par le lemme pre´ce´dent on sait qu’on peut se re´duire au cas ou` le syste`me d’e´quations
< T (ξi);β > +b = f(ξi), i = 1, ..., k
a une solution ; c’est-a`-dire il existe une fonction quasiaffine φ telle que φ(ξi) = f(ξi), i = 1, ..., k.
Cela entraˆıne le re´sultat vu que pour l’ensemble E de´fini dans l’e´nonce´ du the´ore`me on aura ξi ∈ E,
mais
∑k
i=1 λiξi /∈ E.
Si f est rang un convexe, c’est e´le´mentaire que E est rang un convexe, vu (ii) du THE´ORE`ME
2.5.
Dans le cas ou` f est quasiconvexe, la quasiconvexite´ de E suit de l’ine´galite´
f(ξ) ≤
∫
C
f(ξ +Dϕ(x)R) dx, ∀ ϕ ∈W 1,∞per
(
C;RN
)
, R ∈ O(n), (2.14)
valable pour tout f quasiconvexe. En fait, d’une fac¸on plus ge´ne´rale que dans (ii) du THE´ORE`ME
2.4, si f est quasiconvexe,
f (ξ) ≤
∫
QC
f (ξ +Dψ (y)) dy, ∀ ξ ∈ RN×n, ψ ∈W 1,∞per
(
QC;RN
)
, Q ∈ O(n).
Alors, si on fait Q = Rt et ψ(y) = ϕ(Ry), ∀ y ∈ RtC, on obtient (2.14).
2
2.2.2 Re´sultats de se´paration pour les ensembles polyconvexes
On connaˆıt des re´sultats de se´paration pour les ensembles convexes. Nous e´tablissons ensuite ce
meˆme type de re´sultats pour les ensembles polyconvexes. On note qu’il est de´ja` connu un re´sultat
de se´paration du graphe de fonctions polyconvexes (cf. Dacorogna [11, The´ore`me 1.3, page 107]).
THE´ORE`ME 2.19. Soit E un ensemble polyconvexe de RN×n.
(i) Si η /∈ E ou η ∈ ∂E, alors il existe β ∈ Rτ(N,n) \ {0} tel que
〈β;T (η)− T (ξ)〉 ≤ 0, ∀ ξ ∈ E.
(ii) Si E est compact et η /∈ E, alors il existe β ∈ Rτ(N,n) \ {0} tel que
〈β;T (η)〉 < inf
ξ∈E
{〈β;T (ξ)〉}.
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DE´MONSTRATION. (i) Comme E est polyconvexe, si η /∈ E alors T (η) /∈ coT (E) ; dans le cas ou`
η ∈ ∂E on obtient T (η) ∈ ∂ coT (E). Dans les deux cas, et par le the´ore`me de se´paration d’un
convexe, re´sulte l’existence de β ve´rifiant
〈β;T (η)−X〉 ≤ 0, ∀ X ∈ coT (E).
En particulier, on peut prendre X ∈ T (E), pour obtenir la condition souhaite´e.
(ii) Cette assertion peut eˆtre obtenue par application du the´ore`me de se´paration dans sa version
pour les ensembles convexes ferme´s, ici l’ensemble coT (E). 2
Le the´ore`me pre´ce´dent permet la repre´sentation d’un ensemble polyconvexe comme dans le
re´sultat suivant. Cela est une extension d’un re´sultat classique en analyse convexe qui assure qu’un
ensemble convexe ferme´ est l’intersection des demi-plans qui le contiennent.
THE´ORE`ME 2.20. Un ensemble compact E ⊂ RN×n est polyconvexe si et seulement si
E = {ξ ∈ RN×n : ϕ(ξ) ≥ 0, pour tout ϕ quasiaffine, avec ϕ|E ≥ 0}.
DE´MONSTRATION. Vu que toute fonction quasiaffine ϕ peut eˆtre repre´sente´e par ϕ(ξ) = 〈β;T (ξ)〉+c
pour certains β ∈ Rτ(N,n) et c ∈ R, c’est e´vident qu’un ensemble E de la forme de l’e´nonce´ est
polyconvexe.
Voyons ensuite l’autre implication. Soit E un ensemble polyconvexe compact et ξ0 tel que
ϕ(ξ0) ≥ 0 pour tout ϕ quasiaffine satisfaisant ϕ|E ≥ 0. On va voir que ξ0 ∈ E. Si ce n’e´tait pas le
cas, alors, du THE´ORE`ME 2.19 (ii),
〈β;T (ξ0)〉 < c < inf
ξ∈E
{〈β;T (ξ)〉}
pour certains β ∈ Rτ(N,n) \ {0} et c ∈ R. On de´finit C = c − infξ∈E{〈β;T (ξ)〉} et la fonction
quasiaffine
ψ(ξ) = 〈β;T (ξ)〉+ C − 〈β;T (ξ0)〉.
Puisque ψ|E ≥ 0 on devrait avoir ψ(ξ0) ≥ 0, mais ψ(ξ0) = C < 0 ce qui est une contradiction.
L’inclusion inverse est e´vidente. 2
2.2.3 Les enveloppes convexes d’ensembles au sens ge´ne´ralise´
Une fois de´finies les diffe´rentes notions de convexite´, on peut maintenant introduire les concepts
d’enveloppe convexe au sens ge´ne´ralise´. On proce`de de la meˆme fac¸on que pour la convexite´ clas-
sique.
DE´FINITION 2.21. L’enveloppe polyconvexe, quasiconvexe, rang un convexe et se´pare´ment convexe
d’un ensemble E ⊂ RN×n est, respectivement, le plus petit ensemble polyconvexe, quasiconvexe,
rang un convexe et se´pare´ment convexe qui contient E. On les de´note, respectivement, par PcoE,
QcoE, RcoE et ScoE.
Par la discussion faite dans la Section 2.2.1, on a les inclusions suivantes
E ⊂ ScoE ⊂ RcoE ⊂ QcoE ⊂ PcoE ⊂ coE.
Comme on notera plus loin (cf. REMARQUE 2.33) certains auteurs ont adopte´ d’autres de´finitions
pour l’enveloppe rang un convexe d’un ensemble, mais celle-ci est plus consistante avec le cas
convexe. De plus, avec la de´finition pre´ce´dente on a le re´sultat suivant (cf. Dacorogna-Marcellini
[14]) dont la preuve de´coule du THE´ORE`ME 2.31.
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PROPOSITION 2.22. Soit E un sous-ensemble de RN×n et χE sa fonction indicatrice. Alors
PχE = χPcoE
RχE = χRcoE
SχE = χScoE
ou` PχE, RχE et SχE sont, respectivement, l’enveloppe polyconvexe, rang un convexe et se´pare´ment
convexe de χE.
Dans ce qui suit on donnera quelques repre´sentations des enveloppes de´finies ci-dessus. On com-
mence par deux repre´sentations de l’enveloppe polyconvexe. La deuxie`me, qui a e´te´ e´tablie par
Dacorogna-Marcellini [14], est l’analogue du the´ore`me de Carathe´odory.
THE´ORE`ME 2.23. Soit E ⊂ RN×n. Alors
(i) PcoE = pi(coT (E) ∩ T (RN×n)),
(ii) PcoE =
{
ξ ∈ RN×n : T (ξ) =
τ+1∑
i=1
λiT (ξi), ξi ∈ E, (λ1, ..., λτ+1) ∈ Λτ+1
}
.
En particulier, si E est compact, alors PcoE est aussi compact et si E est ouvert, alors PcoE est
aussi ouvert.
DE´MONSTRATION. (i) On de´montre la premie`re repre´sentation de PcoE. Evidemment PcoE ⊂
pi(coT (E) ∩ T (RN×n)). Pour l’autre inclusion on commence par noter que, puisque PcoE est
polyconvexe, par de´finition,
PcoE = pi(K ∩ T (RN×n))
pour un certain ensemble convexe K ⊂ Rτ(N,n) . Comme E ⊂ PcoE, K doit contenir T (E) et,
d’ailleurs, K doit contenir coT (E), d’ou` suit l’inclusion de´sire´e.
(ii) Pour cette deuxie`me repre´sentation de PcoE, si on de´note par Y l’ensemble du membre
de droite, il suit, par la de´finition d’ensemble polyconvexe, que Y ⊂ PcoE. De plus, on ve´rifie
aise´ment que Y est un ensemble polyconvexe qui contient E ce qui implique que PcoE ⊂ Y .
Pour l’assertion concernant les ensembles compacts, il est e´le´mentaire que PcoE est borne´ si E
est compact. Soit alors ξν ∈ PcoE avec ξν → ξ. De la premie`re repre´sentation de PcoE, T (ξν) ∈
coT (E), qui est un ensemble compact puisque T (E) est compact. Alors T (ξ) = limT (ξν) ∈ coT (E)
et donc ξ ∈ PcoE comme on voulait.
Finalement, par le LEMME 2.24 ci-dessous, si
T (ξ) =
τ+1∑
i=1
λiT (ξi),
pour certains ξ, ξi ∈ RN×n et (λ1, ..., λτ+1) ∈ Λτ+1, alors
T (ξ + η) =
τ+1∑
i=1
λiT (ξi + η), ∀ η ∈ RN×n.
De ce qui pre´ce`de et de (ii) suit facilement que PcoE est ouvert si E est ouvert. 2
Maintenant on prouve le LEMME 2.24 mentionne´ dans la de´monstration pre´ce´dente. En parti-
culier, ce lemme assure que la polyconvexite´ d’un ensemble est conserve´e par translation.
LEMME 2.24. Soient ξ ∈ RN×n et ξi ∈ RN×n pour i = 1, ..., k tels que
T (ξ) =
k∑
i=1
λiT (ξi),
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pour certain (λ1, ..., λk) ∈ Λk. Alors
T (ξ + η) =
k∑
i=1
λiT (ξi + η), ∀ η ∈ RN×n.
En particulier, si E ⊂ RN×n est polyconvexe alors E+η est aussi polyconvexe pour tout η ∈ RN×n.
DE´MONSTRATION. Il suffit de ve´rifier que
det(ξ̂ + η) =
k∑
i=1
λi det(ξ̂i + η),
ou` ξ̂ + η et ξ̂i + η repre´sentent des sous-matrices (carre´es) quelconques d’ordre s ≤ min{N,n} de
ξ + η et de ξi + η, respectivement. On remarque que, par l’hypothe`se, on a T (ξ̂) =
∑k
i=1 λiT (ξ̂i).
Donc, et pour ne pas charger les notations, il suffit de montrer que, pour A,Ai ∈ Rs×s,
T (A) =
k∑
i=1
λiT (Ai) ⇒ det(A+B) =
k∑
i=1
λi det(Ai +B), ∀ B ∈ Rs×s.
On va utiliser le fait que la fonction de´terminant est une fonction multi-line´aire des lignes de la
matrice. On de´signe par la suite AIBJ , ou` I ∪J = {1, ..., s} et I ∩J = ∅, la matrice d’ordre s dont
les lignes d’indice i ∈ I sont les lignes respectives de A et les lignes d’indice j ∈ J sont les lignes
respectives de B. Dans les sommes
∑
I,J , I et J parcourent tous les sous-ensembles de {1, ..., s}
ve´rifiant I ∪ J = {1, ..., s} et I ∩ J = ∅. On a
det(A+B) =
∑
I,J
det(AIBJ) et
k∑
i=1
λi det(Ai +B) =
k∑
i=1
λi
∑
I,J
det(AiIBJ).
En faisant une de´composition de chaque det(AIBJ ) par le the´ore`me de Laplace dans les lignes J
et en appliquant l’hypothe`se on obtient que
det(AIBJ) =
k∑
i=1
λi det(AiIBJ),
ce qui entraˆıne le re´sultat de´sire´.
La dernie`re assertion du lemme suit maintenant facilement. 2
Ensuite on donne une autre repre´sentation de l’enveloppe polyconvexe, en utilisant, maintenant
les re´sultats de se´paration de la Section 2.2.2.
THE´ORE`ME 2.25. Soit E ⊂ RN×n tel que PcoE est compact. Alors
PcoE = {ξ ∈ RN×n : ϕ(ξ) ≥ 0, pour tout ϕ quasiaffine tel que ϕ|E ≥ 0}.
DE´MONSTRATION. L’ensemble du deuxie`me membre est polyconvexe et contient E, donc contient
aussi PcoE. D’autre part, puisque PcoE est polyconvexe et compact alors, du THE´ORE`ME 2.20 on
peut e´crire
PcoE = {ξ ∈ RN×n : ϕ(ξ) ≥ 0, pour tout ϕ quasiaffine tel que ϕ|PcoE ≥ 0}.
Comme une fonction quasiaffine ϕ telle que ϕ|PcoE ≥ 0 ve´rifie aussi ϕ|E ≥ 0, on obtient
{ξ ∈ RN×n : ϕ(ξ) ≥ 0, pour tout ϕ quasiaffine tel que ϕ|E ≥ 0} ⊂ PcoE,
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ce qui finit la de´monstration. 2
On conside`re dans le the´ore`me suivant une repre´sentation de l’enveloppe quasiconvexe similaire
a` (ii) du THE´ORE`ME 2.23. On remarque que, contrairement au cas polyconvexe, on n’a pas de
formule ou` l’ensemble QcoE est obtenu en un nombre fini d’e´tapes. Cependant une telle formule
n’existe probablement pas.
THE´ORE`ME 2.26. Soit E ⊂ RN×n. On de´note l’hypercube ]0, 1[n par C. Soit Q0coE = E et
de´finissons par re´currence les ensembles
Qi+1coE =
{
ξ ∈ RN×n :
∃ ϕ ∈ Wper, R ∈ O(n) tels que
ξ +Dϕ(x)R ∈ QicoE, p.p. x ∈ C
}
, i ≥ 0.
Alors QcoE = ∪i∈NQicoE.
En particulier, si E est ouvert, alors QcoE est aussi ouvert.
DE´MONSTRATION. Par de´finition d’ensemble quasiconvexe et par re´currence, on a QicoE ⊂ QcoE,
pour tout i et donc ∪i∈NQicoE ⊂ QcoE. L’inclusion inverse suit du fait que ∪i∈NQicoE est, comme
on le verra, un ensemble quasiconvexe.
Soient ϕ ∈ Wper, R ∈ O(n) tels que ξ +Dϕ(x)R ∈ ∪i∈NQicoE, p.p. x ∈ C. On a
Dϕ(x)R ∈ {η1, ..., ηk} p.p. x ∈ C, avec
mes{x ∈ C : Dϕ(x)R = ηi} > 0, i = 1, ..., k.
De plus, ξ+ ηi ∈ Qα(i)coE pour certains α(i) ∈ N. Soit s = max{α(1), ..., α(k)}. Puisque QicoE ⊂
Qi+1coE, on a, pour tout i = 1, ..., k, ξ+ηi ∈ QscoE. Donc ξ+Dϕ(x)R ∈ QscoE et, par de´finition,
on obtient ξ ∈ Qs+1coE ⊂ ∪i∈NQicoE. On a d’ailleurs la quasiconvexite´ de ce dernier ensemble.
Sous l’hypothe`se de E eˆtre ouvert, on obtient facilement par re´currence que chaque QicoE est
ouvert. Donc QcoE, e´tant une union d’ouverts, est aussi ouvert. 2
Une repre´sentation analogue pour l’enveloppe rang un convexe est donne´e ensuite (pour la
de´monstration voir Dacorogna-Marcellini [14, page 136]).
THE´ORE`ME 2.27. Soit E ⊂ RN×n. Soit R0coE = E et de´finissons par re´currence les ensembles
Ri+1coE =
{
ξ ∈ RN×n :
ξ = λA+ (1− λ)B, λ ∈ [0, 1],
A,B ∈ RicoE, rang(A−B) = 1
}
, i ≥ 0.
Alors RcoE = ∪i∈NRicoE.
En particulier, si E est ouvert, alors RcoE est aussi ouvert.
REMARQUE 2.28. (i) Des constructions similaires peuvent eˆtre obtenues pour ScoE.
(ii) La dernie`re assertion du the´ore`me suit, comme dans le cas quasiconvexe, du fait que chaque
RicoE est ouvert si E est ouvert lui meˆme.
(iii) En ge´ne´ral, il n’est pas vrai que les enveloppes rang un convexes ou se´pare´ment convexes
d’ensembles compacts soient compacts (voir Aumann-Hart [3] et Kola´rˇ [24]).
Avant de poursuivre avec d’autres repre´sentations pour les enveloppes convexes au sens ge´ne´ralise´,
on de´montre, comme de´ja` mentionne´ dans la REMARQUE 2.14, que l’inte´rieur d’ensembles convexes
au sens ge´ne´ralise´ conserve la notion de convexite´ affe´rente, mais que, contrairement au cas convexe
classique, cela n’est pas vrai pour la fermeture.
PROPOSITION 2.29. (i) Soit E ⊂ RN×n, respectivement, un ensemble polyconvexe, quasiconvexe,
rang un convexe ou se´pare´ment convexe. Alors intE est aussi, respectivement, polyconvexe, quasi-
convexe, rang un convexe ou se´pare´ment convexe.
(ii) Il existe un ensemble polyconvexe borne´ E ⊂ R2×2 tel que E n’est pas se´pare´ment convexe.
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DE´MONSTRATION. (i) On pre´sente la de´monstration dans le contexte de la polyconvexite´, puisque
les autres sont analogues. Il suffit de de´montrer que Pco(intE) = intE. L’inclusion non imme´diate
est Pco(intE) ⊂ intE. Comme E est polyconvexe, e´videmment
Pco(intE) ⊂ PcoE = E. (2.15)
D’autre part, intE est ouvert et donc (cf. THE´ORE`ME 2.23) Pco(intE) est aussi ouvert. De (2.15),
vient l’inclusion de´sire´e.
(ii) On de´finit
E =
{
±
(
1 0
0 x
)
: 0 < x < 1
}
.
Cet ensemble est borne´ et E n’est pas se´pare´ment convexe. En effet, soit ξ1 = diag(1, 0) et ξ2 =
diag(−1, 0), on a ξ1, ξ2 ∈ E, mais λξ1 + (1− λ)ξ2 /∈ E pour aucun 0 < λ < 1.
On ve´rifie ensuite que E est polyconvexe. Soient ξ1, ..., ξ6 ∈ E et supposons que
T (ξ) =
6∑
i=1
λiT (ξi), pour certain (λ1, ..., λ6) ∈ Λ6. (2.16)
On doit ve´rifier que ξ ∈ E. On peut e´crire {1, ..., 6} = I+ ∪ I−, ou` les ensembles I+ et I− sont tels
que
ξi =
(
1 0
0 xi
)
si i ∈ I+ et ξi =
( −1 0
0 −xi
)
si i ∈ I−,
avec 0 < xi < 1, i = 1, ..., 6. On a toujours det ξi = xi.
Si I+ = ∅ ou I− = ∅ alors c’est clair que ξ ∈ E. Il reste le cas ou` I+ 6= ∅ et I− 6= ∅, qu’on verra
ne pas eˆtre admissible. En effet, de (2.16), on peut e´crire
ξ =

∑
i∈I+
λi −
∑
i∈I−
λi 0
0
∑
i∈I+
λixi −
∑
i∈I−
λixi
 = ( α 00 β
)
et det ξ = αβ =
6∑
i=1
λixi.
Comme |α| < ∑6i=1 λi = 1 et |β| < ∑6i=1 λixi, alors |αβ| < ∑6i=1 λixi, qui est une contradic-
tion. 2
On conside`re maintenant quelques repre´sentations des enveloppes convexes d’un ensemble au
sens ge´ne´ralise´ a` l’aide de fonctions avec le meˆme type de convexite´.
NOTATION 2.30. Soit E ⊂ RN×n, on conside`re les ensembles de fonctions suivants
FE =
{
f : RN×n → R ∪ {+∞} : f |E ≤ 0
}
FE =
{
f : RN×n → R : f |E ≤ 0
}
.
Avec la notation pre´ce´dente, on a, pour E ⊂ RN×n,
coE =
{
ξ ∈ RN×n : f (ξ) ≤ 0, pour toute fonction convexe f ∈ FE
}
(2.17)
coE =
{
ξ ∈ RN×n : f (ξ) ≤ 0, pour toute fonction convexe f ∈ FE
}
(2.18)
ou` coE de´note la fermeture de l’enveloppe convexe de E.
Des repre´sentations analogues a` (2.17) peuvent eˆtre obtenues dans les cas polyconvexe, rang
un convexe et se´pare´ment convexe. Evidemment une telle repre´sentation n’a pas de sens dans le
cas quasiconvexe puisqu’on n’a pas de´fini les fonctions quasiconvexes dans FE .
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La repre´sentation (2.18) ne peut eˆtre ge´ne´ralise´e qu’au cas polyconvexe si les ensembles sont
compacts (voir THE´ORE`ME 2.34). Pour les autres notions de convexite´, (2.18) n’est pas vrai meˆme
si des ensembles compacts sont conside´re´s.
THE´ORE`ME 2.31. Soit E ⊂ RN×n, alors
PcoE =
{
ξ ∈ RN×n : f (ξ) ≤ 0, pour toute fonction polyconvexe f ∈ FE
}
RcoE =
{
ξ ∈ RN×n : f (ξ) ≤ 0, pour toute fonction rang un convexe f ∈ FE
}
ScoE =
{
ξ ∈ RN×n : f (ξ) ≤ 0, pour toute fonction se´pare´ment convexe f ∈ FE
}
.
DE´MONSTRATION. On ne ve´rifie que la premie`re identite´, vu que les autres sont similaires. Soit
X l’ensemble du membre de droite. Evidemment X est un ensemble polyconvexe qui contient
E et d’ailleurs contient PcoE. Conside´rons maintenant ξ ∈ X. Puisque χPcoE est une fonction
polyconvexe de FE , on a χPcoE(ξ) ≤ 0 et donc ξ ∈ PcoE re´sultant l’inclusion souhaite´e. 2
On introduit ensuite quelques ensembles qui permettront de mieux comprendre la fermeture
des enveloppes convexes au sens ge´ne´ralise´.
DE´FINITION 2.32. Soit E ⊂ RN×n, on de´finit
cof E =
{
ξ ∈ RN×n : f (ξ) ≤ 0, pour toute fonction convexe f ∈ FE
}
Pcof E =
{
ξ ∈ RN×n : f (ξ) ≤ 0, pour toute fonction polyconvexe f ∈ FE
}
Qcof E =
{
ξ ∈ RN×n : f (ξ) ≤ 0, pour toute fonction quasiconvexe f ∈ FE
}
Rcof E =
{
ξ ∈ RN×n : f (ξ) ≤ 0, pour toute fonction rang un convexe f ∈ FE
}
Scof E =
{
ξ ∈ RN×n : f (ξ) ≤ 0, pour toute fonction se´pare´ment convexe f ∈ FE
}
.
REMARQUE 2.33. (i) Comme mentionne´ avant,
cof E = coE.
(ii) Les ensembles ci-dessus sont tous ferme´s parce que toute fonction se´pare´ment convexe a`
valeurs dans R est continue. De plus, ces ensembles sont, respectivement, convexe, polyconvexe,
quasiconvexe, rang un convexe et se´pare´ment convexe.
(iii) Certains auteurs (voir, par exemple, Mu¨ller-Sˇvera´k [31], Sˇvera´k [39], Zhang [43]), ont adopte´
les de´finitions pre´ce´dentes pour l’enveloppe quasiconvexe et rang un convexe. Ils appellent enve-
loppe lamine´ convexe ce qu’on a dit eˆtre RcoE.
(iv) Comme dans le THE´ORE`ME 2.23, on peut de´montrer aise´ment que
Pcof E = pi(cof T (E) ∩ T (RN×n)).
On e´tudie ensuite les relations entre les diffe´rentes enveloppes convexes et les ensembles intro-
duits ci-dessus.
THE´ORE`ME 2.34. Soit E ⊂ RN×n, on denote par PcoE, QcoE, RcoE et ScoE la fermeture,
respectivement, de l’enveloppe polyconvexe, quasiconvexe, rang un convexe et se´pare´ment convexe
de E. On a
PcoE ⊂ Pcof E
QcoE ⊂ Qcof E
RcoE ⊂ Rcof E
ScoE ⊂ Scof E.
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En ge´ne´ral, les inclusions sont strictes, mais, si E est compact, alors
PcoE = PcoE = Pcof E.
De plus,
Scof E * RcoE, Rcof E * QcoE et Qcof E * PcoE.
REMARQUE 2.35. On attire l’attention sur le fait que, au contraire de ce qui est mentionne´ dans
Dacorogna-Marcellini [14, page 132], en ge´ne´ral, PcoE 6= Pcof E, sauf si E est compact. On
remarque aussi (cf. PROPOSITION 2.29) que, en ge´ne´ral, les ensembles PcoE, QcoE, RcoE, ScoE
ne sont meˆme pas se´pare´ment convexes.
DE´MONSTRATION. Puisque Pcof E est un ensemble polyconvexe ferme´ qui contient E alors PcoE ⊂
Pcof E. De fac¸on analogue on obtient les inclusions dans les cas quasiconvexe, rang un convexe et
se´pare´ment convexe.
On ve´rifie ensuite que les inclusions sont en ge´ne´ral strictes. La premie`re suit (cf. PROPOSITION
2.29) du fait qu’il y a des ensembles polyconvexes dont la fermeture n’est pas polyconvexe tandis
que Pcof E l’est toujours. En admettant que E est compact on a, comme on verra,
PcoE = PcoE = Pcof E.
Si E est compact alors, du THE´ORE`ME 2.23, PcoE est aussi compact et donc PcoE = PcoE.
Voyons que Pcof E ⊂ PcoE. On commence par noter que, comme E est compact, T (E) est aussi
compact et d’ailleurs coT (E) l’est aussi. Soit ξ ∈ Pcof E alors, de la polyconvexite´ de la fonction
η 7→ dist(T (η), coT (E)), il vient que dist(T (ξ), coT (E)) = 0. Vu que coT (E) est ferme´, on peut
de´duire que T (ξ) ∈ coT (E) et donc, ξ ∈ PcoE.
On utilise ensuite un exemple duˆ a` Casadio [7] (des exemples e´quivalents ont aussi e´te´ donne´s
par Aumann-Hart [3] et Tartar [40]) qui montrera d’un seul coup que
QcoE $ Qcof E, RcoE $ Rcof E, ScoE $ Scof E
et
Scof E * RcoE, Rcof E * QcoE.
La deuxie`me non-inclusion avait de´ja` e´te´ observe´e par Dacorogna-Marcellini [14, page 133].
Conside´rons les quatre matrices diagonales de R2×2 suivantes
ξ1 = diag(−1, 0), ξ2 = diag(1,−1), ξ3 = diag(2, 1), ξ4 = diag(0, 2).
Comme rang(ξi − ξj) = 2 si i 6= j, l’ensemble E = {ξ1, ξ2, ξ3, ξ4} est rang un convexe.
Avec le meˆme argument qu’on a utilise´ dans la preuve du THE´ORE`ME 2.13, on conclut que E
est aussi quasiconvexe. En effet, supposons que, pour certains ϕ ∈ Wper et R ∈ O(2), on a
ξ +Dϕ(x)R ∈ E, p.p. x ∈ C,
ici C =]0, 1[2. Alors, par le THE´ORE`ME 2.15, en utilisant le cas des quatre gradients on obtient
ξ +Dϕ(x)R ≡ ξi pour certain i ∈ {1, ..., 4}. De la pe´riodicite´ de ϕ vient que ξ = ξi ∈ E.
On note ensuite que E 6= Scof E, d’ou` suivent tous les non inclusions vu que Scof E ⊂ Rcof E ⊂
Qcof E. Effectivement, toutes les fonctions se´pare´ment convexes f ∈ FE et donc toutes les fonctions
rang un convexes ou quasiconvexes de FE , ont f(0) ≤ 0 (voir [14]). Donc 0 ∈ Scof E, mais
0 /∈ E = ScoE = RcoE = QcoE.
Finalement il reste a` ve´rifier que Qcof E * PcoE. Il suffit de conside´rer l’ensemble E de la
de´monstration de (ii) de la PROPOSITION 2.29. On a ve´rifie´ que E est polyconvexe donc PcoE = E.
On a aussi que 0 ∈ Qcof E, mais 0 /∈ E. 2
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En re´sumant, on peut e´crire
ScoE ⊂ RcoE ⊂ QcoE ⊂ PcoE ⊂ coE = cof E,
Scof E ⊂ Rcof E ⊂ Qcof E ⊂ Pcof E ⊂ coE = cof E
et
Scof E * RcoE, Rcof E * QcoE, Qcof E * PcoE.
Si E est compact alors Pcof E = PcoE et donc Qcof E ⊂ PcoE.
Notons que plusieurs caracte´risations des ensembles dans la DE´FINITION 2.32 ont e´te´ utilise´es
dans la litte´rature. Ces ensembles peuvent eˆtre de´crits a` l’aide de mesures (cf. Kirchheim [23],
Mu¨ller [30]) ou a` l’aide de la fonction distance (cf. Zhang [42]) : si E ⊂ RN×n est compact, alors
Qcof E =
{
ξ ∈ RN×n : Qdist(ξ, E) = 0} ,
ou` Qdist(·, E) est l’enveloppe quasiconvexe de la fonction dist(·, E).
2.2.4 Points extreˆmes, the´ore`me de Minkowski et fonction de Choquet
La notion de point extreˆme joue un roˆle important dans l’analyse convexe. De fac¸on analogue
on introduit cette notion pour les autres notions de convexite´ (cf. Dacorogna-Marcellini [14, page
138]).
DE´FINITION 2.36. (i) Si E ⊂ Rm est convexe, ξ ∈ E est un point extreˆme de E au sens convexe
si
ξ = λξ1 + (1− λ)ξ2
λ ∈]0, 1[, ξ1, ξ2 ∈ E
}
⇒ ξ1 = ξ2 = ξ.
Pour un ensemble arbitraire E ⊂ Rm, l’ensemble des points extreˆmes de coE sera note´ Ecext.
(ii) Si E ⊂ RN×n est polyconvexe, ξ ∈ E est un point extreˆme de E au sens polyconvexe si
T (ξ) =
I∑
i=1
λiT (ξi),
(λ1, ..., λI) ∈ ΛI , λi > 0, ξi ∈ E
⇒ ξi = ξ, i = 1, ..., I,
quelque soit I ∈ N. Pour un ensemble arbitraire E ⊂ RN×n, l’ensemble des points extreˆmes de
PcoE sera note´ Epext.
(iii) Si E ⊂ RN×n est quasiconvexe, ξ ∈ E est un point extreˆme de E au sens quasiconvexe si
ξ +Dϕ(x)R ∈ E, p.p. x ∈ C,
C =]0, 1[n, ϕ ∈ Wper, R ∈ O(n)
}
⇒ Dϕ ≡ 0.
Pour un ensemble arbitraire E ⊂ RN×n, l’ensemble des points extreˆmes de QcoE sera note´ Eqext.
(iv) Si E ⊂ RN×n est rang un convexe, ξ ∈ E est un point extreˆme de E au sens rang un
convexe si
ξ = λξ1 + (1− λ)ξ2
λ ∈]0, 1[, ξ1, ξ2 ∈ E, rang(ξ1 − ξ2) ≤ 1
}
⇒ ξ1 = ξ2 = ξ.
Pour un ensemble arbitraire E ⊂ RN×n, l’ensemble des points extreˆmes de RcoE sera note´ Erext.
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(v) Si E ⊂ Rm est se´pare´ment convexe, ξ ∈ E est un point extreˆme de E au sens se´pare´ment
convexe si
ξ = λξ1 + (1− λ)ξ2
λ ∈]0, 1[, ξ1, ξ2 ∈ E, ξ1 − ξ2 = s ei,
avec s ∈ R et ei un vecteur de la base canonique de Rm
⇒ ξ1 = ξ2 = ξ.
Pour un ensemble arbitraire E ⊂ Rm, l’ensemble des points extreˆmes de ScoE sera note´ Esext.
REMARQUE 2.37. (i) La de´finition du point extreˆme au sens convexe est e´quivalente a`
ξ =
I∑
i=1
λiξi,
(λ1, ..., λI) ∈ ΛI , λi > 0, ξi ∈ E
⇒ ξi = ξ, i = 1, ..., I
quelque soit I ∈ N.
(ii) Comme on verra dans la REMARQUE 2.41, si E est un compact polyconvexe, on peut faire
I = τ + 1 dans la de´finition du point extreˆme au sens polyconvexe.
On voit ensuite les relations entre les diffe´rents ensembles de points extreˆmes.
PROPOSITION 2.38. Soit E ⊂ RN×n. Alors
Ecext ⊂ Epext ⊂ Eqext ⊂ Erext ⊂ Esext ⊂ E.
DE´MONSTRATION. Les inclusions non triviales sont celles lie´es a` Eqext, l’ensemble des points extreˆmes
de QcoE. Les arguments sont les meˆmes employe´s dans la preuve du THE´ORE`ME 2.13, Partie 1.
Voyons que Epext ⊂ Eqext. Soit ξ ∈ Epext. Par la repre´sentation de PcoE donne´e dans (ii) du
THE´ORE`ME 2.23, ξ ∈ E ⊂ QcoE. Supposons que, pour certains ϕ ∈ Wper et R ∈ O(n),
ξ +Dϕ(x)R ∈ QcoE, p.p. x ∈ C.
Soient ηi, i = 1, ..., k tels que λi := mes{x ∈ C : Dϕ(x)R = ηi} > 0. On a ξ+ηi ∈ QcoE ⊂ PcoE
et, par la pe´riodicite´ de ϕ,
T (ξ) =
k∑
i=1
λiT (ξ + ηi).
Donc, comme ξ ∈ Epext, vient que ξ + ηi = ξ, ∀ i = 1, ..., k et d’ailleurs Dϕ ≡ 0.
On ve´rifie ensuite que Eqext ⊂ Erext. Soit ξ ∈ Eqext. Par le THE´ORE`ME 2.26, ξ ∈ E ⊂ RcoE.
Supposons que ξ = λξ1+(1−λ)ξ2 pour certains λ ∈]0, 1[ et ξ1, ξ2 ∈ RcoE, tels que rang(ξ1−ξ2) ≤ 1.
Comme on a vu dans le THE´ORE`ME 2.13, il existe ϕ ∈ Wper et R ∈ O(n) tels que
ξ +Dϕ(x)R ∈ {ξ1, ξ2} ⊂ RcoE ⊂ QcoE, p.p. x ∈ C.
Comme ξ ∈ Eqext on obtient Dϕ ≡ 0 et donc ξ1 = ξ2 = ξ. 2
Le re´sultat suivant met en rapport les points extreˆmes au sens polyconvexe d’un ensemble E
avec les points extreˆmes au sens convexe de T (E).
PROPOSITION 2.39. Soit E ⊂ RN×n. Alors
T (E)cext = T (E
p
ext),
ou` T (E)cext de´signe l’ensemble des points extreˆmes de coT (E) au sens convexe.
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DE´MONSTRATION. On commence par l’inclusion T (E)cext ⊂ T (Epext). Soit X ∈ T (E)cext. En particu-
lier, X ∈ T (E) et on peut e´crire X = T (η) avec η ∈ E. Il suffit de ve´rifier que η ∈ Epext. Supposons
que
T (η) =
I∑
i=1
λiT (ηi)
pour certains (λ1, ..., λI) ∈ ΛI , λi > 0, ηi ∈ PcoE. Comme ηi ∈ PcoE alors T (ηi) ∈ coT (E), et
il suit que, du fait que T (η) est un point extreˆme de coT (E), ηi = η pour tout i, c’est-a`-dire η est
un point extreˆme de PcoE.
Voyons maintenant que T (Epext) ⊂ T (E)cext. Soit ξ ∈ Epext et supposons que
T (ξ) = λX + (1− λ)Y
avec X,Y ∈ coT (E), 0 < λ < 1. Alors, par le the´ore`me de Carathe´odory,
X =
τ+1∑
i=1
λiT (ξi), Y =
τ+1∑
i=1
µiT (ηi)
avec (λ1, ..., λτ+1), (µ1, ..., µτ+1) ∈ Λτ+1, λi, µi > 0, ξi, ηi ∈ E. Donc,
T (ξ) =
τ+1∑
i=1
λλiT (ξi) +
τ+1∑
i=1
(1− λ)µiT (ηi).
Comme ξ ∈ Epext alors ξ = ξi = ηi pour tout i et donc T (ξ) = X = Y . On conclut ainsi que
T (ξ) ∈ T (E)cext. 2
Le the´ore`me de Minkowski, parfois nomme´ comme le the´ore`me de Krein-Milman qui en est
toutefois sa version en dimension infinie, assure que l’enveloppe convexe d’un compact co¨ıncide
avec l’enveloppe convexe de ses points extreˆmes. On discute par la suite la ge´ne´ralisation de ce
re´sultat aux autres notions de convexite´. On commence par le cas polyconvexe qui a de´ja` e´te´
analyse´ par Dacorogna-Tanteri [20].
THE´ORE`ME 2.40. Soit E ⊂ RN×n un ensemble compact. Alors
PcoE = PcoEpext.
REMARQUE 2.41. Ce re´sultat et le THE´ORE`ME 2.23 permettent de conclure que pour les ensembles
polyconvexes compacts on peut prendre I = τ + 1 dans la de´finition des points extreˆmes au sens
polyconvexe.
DE´MONSTRATION. On commence par noter que
PcoE = pi(coT (E) ∩ T (RN×n))
PcoEpext = pi(coT (E
p
ext) ∩ T (RN×n)).
Par le the´ore`me de Minkowski, et du fait que T (E) est compact, on a
coT (E) = co(T (E)cext),
ou` T (E)cext est l’ensemble des points extreˆmes de coT (E) (au sens convexe). Comme par la
PROPOSITION 2.39
T (E)cext = T (E
p
ext),
on conclut le re´sultat. 2
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Comme il a e´te´ observe´ par Kirchheim dans [23], le re´sultat pre´ce´dent n’est pas vrai pour les
enveloppes quasiconvexes, rang un convexes ou se´pare´ment convexes (voir l’EXEMPLE 2.43 plus
bas). Pourtant, pour ces cas, un re´sultat plus faible peut eˆtre de´montre´ (cf. THE´ORE`ME 2.42). On
reproduit ci-dessous la de´monstration de Matousˇek-Plecha´cˇ [28], qui, comme on le verra, est aussi
applicable au cas quasiconvexe. Pour ce dernier, voir aussi Zhang [42].
THE´ORE`ME 2.42. Soit E ⊂ RN×n un ensemble borne´. On de´note par Eqfext, Erfext, Esfext, respecti-
vement, l’ensemble des points extreˆmes de Qcof E (au sens quasiconvexe), l’ensemble des points
extreˆmes de Rcof E (au sens rang un convexe) et l’ensemble des points extreˆmes de Scof E (au
sens se´pare´ment convexe). Alors
Qcof E = Qcof E
qf
ext, Rcof E = Rcof E
rf
ext et Scof E = Scof E
sf
ext.
DE´MONSTRATION. Comme de´ja` mentionne´, la preuve est due a` Matousˇek-Plecha´cˇ [28]. On la divise
en deux e´tapes. La premie`re est identique dans les trois cas conside´re´s et on la pre´sente dans le
contexte de la quasiconvexite´. Dans la deuxie`me e´tape on conside`re se´pare´ment les cas quasiconvexe
et rang un convexe (ce dernier e´tant analogue au cas se´pare´ment convexe). Dans tout ce qui suit
on de´note par E
qf
ext la fermeture de E
qf
ext.
Etape 1. On note que, pour tout ensemble K ⊂ RN×n, Qcof K = Qcof K. Alors, il suffit
de prouver que Qcof E = Qcof E
qf
ext. L’inclusion Qcof E
qf
ext ⊂ Qcof E est e´le´mentaire. Il reste a`
ve´rifier l’autre inclusion. On proce`de par l’absurde.
Supposons qu’il existe η ∈ Qcof E \ Qcof E
qf
ext, alors, par de´finition, il y a une fonction qua-
siconvexe f : RN×n −→ R telle que f ∈ F
E
qf
ext
et f(η) > 0. On note que Qcof E, en e´tant un
sous-ensemble de l’ensemble borne´ coE, est compact.
Soit
M = max
Qcof E
f et A = {ξ ∈ Qcof E : f(ξ) =M}.
Cet ensemble est compact (vu que Qcof E est compact et f est continue) et non vide . Alors,
conside´rant RN×n avec l’ordre lexicographique (les e´le´ments de RN×n vu comme vecteurs) on peut
assurer l’existence de l’e´le´ment maximal de A, disons ξ0. On a ξ0 /∈ Eqfext puisque
0 < f(η) ≤ max
Qcof E
f =M = f(ξ0).
Comme on verra dans l’Etape 2 cela entraˆıne l’existence d’un e´le´ment dans A plus grand que
ξ0 dans l’ordre lexicographique, qui est une contradiction.
Etape 2. Cas quasiconvexe. Comme ξ0 ∈ Qcof E \Eqfext, il existe certains ϕ ∈ Wper et R ∈ O(n)
tels que
ξ0 +Dϕ(x)R ∈ Qcof E, p.p. x ∈ C, avec Dϕ 6≡ 0.
On peut e´crire
Dϕ(x)R ∈ {ξ1, ..., ξk}, p.p. x ∈ C et λi = mes{x ∈ C : Dϕ(x)R = ξi} > 0.
Comme ξ0+ξi ∈ Qcof E, on a f(ξ0+ξi) ≤M . Conse´quemment, de la quasiconvexite´ de f (comme
on a vu dans la de´monstration du THE´ORE`ME 2.16), on obtient
M = f(ξ0) ≤
∫
C
f(ξ0 +Dϕ(x)R) dx =
k∑
i=1
λif(ξ0 + ξi) ≤M
ce qui implique f(ξ0+ξi) =M , i = 1, ..., k c’est-a`-dire ξ0+ξi ∈ A. Finalement, du fait que Dϕ 6≡ 0
et 0 =
∫
C
Dϕ(x)Rdx =
∑k
i=1 λiξi on conclut que parmi les e´le´ments ξ0 + ξi il existe au moins un
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qui est plus grand que ξ0 (pour l’ordre lexicographique) ce qui contredit le fait que ξ0 est l’e´le´ment
maximal de A.
Cas rang un convexe. On rappelle que dans ce cas la fonction f est rang un convexe. Comme
ξ0 ∈ Rcof E \Erfext, il existe η1, η2 ∈ Rcof E, avec rang(η1 − η2) = 1 tels que ξ0 = λη1 + (1− λ)η2
et ξ0 6= η1, ξ0 6= η2. Comme dans le cas quasiconvexe on obtient f(η1) = f(η2) = M et de
ξ0 = λη1 + (1− λ)η2 il suit que η1 ou η2 doit eˆtre plus grand que ξ0, ce qui est absurde. 2
Comme remarque´ par Kirchheim [23], l’exemple de Casadio [7] (ou ceux de Aumann-Hart [3]
et Tartar [40]) de´ja` conside´re´ dans la preuve du THE´ORE`ME 2.34, montre qu’en ge´ne´ral, meˆme si
E est compact, on a les ine´galite´s
QcoEqext 6= QcoE, RcoErext 6= RcoE et ScoEsext 6= ScoE.
L’exemple est le suivant.
EXEMPLE 2.43. On conside`re un ensemble de matrices diagonales qu’on identifie avec des e´le´ments
de R2. En particulier, la rang un convexite´ et la convexite´ se´pare´e co¨ıncident.
Soit
E = E1 ∪ E2 ∪ E3 ∪ E4 ∪ E5,
ou`
E1 = {(x, y) ∈ R2 : 0 ≤ x ≤ 1, 0 ≤ y ≤ 1},
E2 = {(x, 1) ∈ R2 : 1 ≤ x ≤ 2}, E3 = {(0, y) ∈ R2 : 1 ≤ y ≤ 2},
E4 = {(x, 0) ∈ R2 : −1 ≤ x ≤ 0}, E5 = {(1, y) ∈ R2 : −1 ≤ y ≤ 0}.
On note que l’ensemble E est compact et rang un convexe et, de plus,
Eqext ⊂ Erext = {ξ1, ξ2, ξ3, ξ4},
ou`
ξ1 = (−1, 0), ξ2 = (1,−1), ξ3 = (2, 1), ξ4 = (0, 2).
Donc, puisqu’il n’y a pas de connections de rang un entre les e´le´ments ξi, par le THE´ORE`ME
2.15, QcoEqext = E
q
ext et RcoErext = Erext. Ne´anmoins, E
q
ext ⊂ Erext $ E = RcoE ⊂ QcoE.
On se tourne maintenant vers la question de l’existence de la fonction de Choquet pour les
convexite´s au sens ge´ne´ralise´. Le cas polyconvexe a e´te´ e´tudie´ par Dacorogna-Tanteri [20]. Le
re´sultat est le suivant.
THE´ORE`ME 2.44. Soit E ⊂ RN×n un ensemble polyconvexe compact et non vide. Alors il existe
une fonction polyconvexe ϕ : RN×n → R ∪ {+∞} telle que
Epext = {ξ ∈ E : ϕ(ξ) = 0} et ϕ(ξ) ≤ 0⇔ ξ ∈ E.
Ci-dessous, ce re´sultat est e´tendu au cas rang un convexe.
THE´ORE`ME 2.45. Soit E ⊂ RN×n un ensemble rang un convexe compact et non vide. Alors il
existe une fonction rang un convexe ϕ : RN×n → R ∪ {+∞} telle que
Erext = {ξ ∈ E : ϕ(ξ) = 0} et ϕ(ξ) ≤ 0⇔ ξ ∈ E.
DE´MONSTRATION. Conside´rons la fonction f de´finie dans RN×n par
f(ξ) =
{
− |ξ|2 , si ξ ∈ E,
+∞, si ξ /∈ E.
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Alors on de´finit
ϕ(ξ) =
{
Rf(ξ)− f(ξ), si ξ ∈ E,
+∞, si ξ /∈ E.
Puisque ξ 7→ |ξ|2 est convexe, alors ϕ est rang un convexe. En outre, c’est e´vident que
ϕ(ξ) ≤ 0⇔ ξ ∈ E.
Voyons que
ϕ(ξ) = 0 ⇒ ξ ∈ Erext.
Soit ξ tel que ϕ(ξ) = 0 et supposons que ξ = λξ1 + (1 − λ)ξ2 pour certains ξ1, ξ2 ∈ E avec
rang(ξ1 − ξ2) ≤ 1 et λ ∈]0, 1[. Alors
f(ξ) = Rf(ξ) ≤ λf(ξ1) + (1− λ)f(ξ2)
et d’ailleurs
|ξ|2 ≥ λ |ξ1|2 + (1− λ) |ξ2|2 .
La convexite´ stricte de la fonction |·|2 entraˆıne que ξ = ξ1 = ξ2, c’est-a`-dire, ξ ∈ Erext.
On voit ensuite l’implication inverse. Soit ξ ∈ Erext. En particulier ξ ∈ E. On a
ϕ(ξ) = Rf(ξ)− f(ξ) = limRkf(ξ) + |ξ|2 ,
ou`
R0f(η) = f(η),
Ri+1f(η) = inf {λRif(ξ1) + (1− λ)Rif(ξ2) : η = λξ1 + (1− λ)ξ2, rang(ξ1 − ξ2) ≤ 1, λ ∈]0, 1[}
(voir [11, page 202]). Comme ξ ∈ Erext, on obtient que, pour tout i, Rif(ξ) = f(ξ) = − |ξ|2 puisque
ξ ∈ E. Donc ϕ(ξ) = 0. 2
On note encore que, duˆ a` l’absence d’une de´finition de fonction quasiconvexe qui prend la valeur
+∞, on ne peut pas de´montrer un re´sultat semblable dans le cas quasiconvexe. En effet, il n’existe
pas de fonction re´elle satisfaisant les conditions de la fonction de Choquet puisqu’une telle fonction
serait continue et, en ge´ne´ral, l’ensemble des points extreˆmes n’est pas ferme´.
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Chapitre 3
Exemples d’enveloppes
d’ensembles et de fonctions
Plusieurs de´finitions de convexite´ pour les ensembles ont e´te´ donne´es dans le chapitre pre´ce´dent.
La rang un convexite´, et plus pre´cise´ment l’enveloppe rang un convexe d’un ensemble, s’ave`re
particulie`rement inte´ressante vu les applications a` la re´solution des inclusions diffe´rentielles. On
consacre le pre´sent chapitre au calcul des enveloppes rang un convexes de certains ensembles de
matrices. Ceci sera un outil fondamental pour la re´solution des inclusions diffe´rentielles conside´re´es
dans le Chapitre 4.
On va e´tudier des ensembles qui se de´crivent a` l’aide d’une fonction quasiaffine. Ainsi, pour
E =
{
ξ ∈ RN×n : Φ(ξ) ∈ {α, β}, ∣∣ξij∣∣ ≤ cij , i = 1, ..., N, j = 1, ..., n} ,
ou` Φ est une fonction quasiaffine arbitraire, α < β et cij sont des constantes donne´es, on obtient
Rco E =
{
ξ ∈ RN×n : Φ(ξ) ∈ [α, β] , ∣∣ξij∣∣ ≤ cij , i = 1, ..., N, j = 1, ..., n}
avec les donne´es soumises a` certaines conditions (cf. THE´ORE`ME 3.1).
Le cas ou` l’on prescrit aussi les valeurs singulie`res des matrices est plus inte´ressant et plus
difficile. Pour l’ensemble E ci-dessous
E =
{
ξ ∈ Rn×n : det ξ ∈ {α, β} , λi(ξ) = γi, i = 2, ..., n
}
,
ou` det ξ et λ1(ξ) ≤ ... ≤ λn(ξ) de´notent respectivement le de´terminant et les valeurs singulie`res de
la matrice ξ ∈ Rn×n, on trouve que
RcoE =
{
ξ ∈ Rn×n : det ξ ∈ [α, β] ,
n∏
i=τ
λi(ξ) ≤
n∏
i=τ
γi, τ = 2, ..., n
}
.
(Voir le THE´ORE`ME 3.4 pour les de´tails.) Dacorogna-Marcellini [14] et Dacorogna-Tanteri [20]
avaient conside´re´ les cas α = −β et α = β 6= 0 ; ici nous avons ge´ne´ralise´ leur re´sultats. De plus, au
THE´ORE`ME 3.7 nous e´tendons ce re´sultat a` la situation d’une fonction quasiaffine arbitraire plutoˆt
que la fonction de´terminant.
Dans la Section 3.4 on e´tudie des ensembles de la forme
{ξ ∈ R(n+1)×n : adjnξ ∈ S}.
On note que si une surface Γ de Rn+1 est parame´tre´e par u : Ω ⊂ Rn −→ Rn+1 alors adjnDu
repre´sente la normale a` la surface Γ = u(Ω) et l’aire de cette surface est donne´e par∫
Ω
|adjnDu(x)| dx.
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A la fin du chapitre (Section 3.5) on se tourne vers le calcul des enveloppes de fonctions
de´pendant des valeurs singulie`res et du de´terminant. Le re´sultat obtenu sera utile au Chapitre
5 pour exprimer le proble`me relaxe´ d’un proble`me de minimisation particulier.
3.1 Ensemble de´fini par une fonction quasiaffine
On obtient, dans cette section, l’expression de l’enveloppe rang un convexe de l’ensemble
E =
{
ξ ∈ RN×n : Φ(ξ) ∈ {α, β}, ∣∣ξij∣∣ ≤ cij , i = 1, ..., N, j = 1, ..., n}
ou` Φ : RN×n −→ R de´signe une fonction quasiaffine non constante et α, β et cij sont des constantes
donne´es. Le re´sultat pre´cis est le suivant.
THE´ORE`ME 3.1. Soient α < β, Φ : RN×n −→ R une fonction quasiaffine non constante et
E =
{
ξ ∈ RN×n : Φ(ξ) ∈ {α, β}, ∣∣ξij∣∣ ≤ cij , i = 1, ..., N, j = 1, ..., n} ,
ou` cij sont des constantes strictement positives telles que
inf{|Φ(ξ)| : ∣∣ξij∣∣ = cij} ≥ max{|α| , |β|}. (3.1)
Alors
Rco E =
{
ξ ∈ RN×n : Φ(ξ) ∈ [α, β] , ∣∣ξij∣∣ ≤ cij , i = 1, ..., N, j = 1, ..., n} ,
intRco E =
{
ξ ∈ RN×n : Φ(ξ) ∈ ]α, β[ , ∣∣ξij∣∣ < cij , i = 1, ..., N, j = 1, ..., n} .
REMARQUE 3.2. Pour une fonction quasiaffine Φ et pour α, β ∈ R, on peut toujours trouver (cf.
PROPOSITION 3.3) des constantes cij > 0 satisfaisant (3.1).
DE´MONSTRATION. Partie 1. Soit
X =
{
ξ ∈ RN×n : Φ(ξ) ∈ [α, β] , ∣∣ξij∣∣ ≤ cij , i = 1, ..., N, j = 1, ..., n} .
On ve´rifie que
intX =
{
ξ ∈ RN×n : Φ(ξ) ∈ ]α, β[ , ∣∣ξij∣∣ < cij , i = 1, ..., N, j = 1, ..., n} := Y.
Par continuite´, il est clair que Y ⊂ intX. Inversement, on conside`re ξ ∈ intX et on suppose
par l’absurde que ξ /∈ Y . Il y a deux cas a` conside´rer.
Cas 1 : ∃ (i, j) : ∣∣ξij∣∣ = cij .
Il suffit de conside´rer une matrice de la forme ξ±ε = ξ ± εei ⊗ ej . Pour ε suffisamment petit,
ξ±ε ∈ X puisque ξ ∈ intX et |ξ − ξ±ε| = ε, mais ∣∣(ξ±ε)ij∣∣ > cij , ce qui est absurde.
Cas 2 : Φ(ξ) ∈ {α, β}, ∣∣ξij∣∣ < cij , ∀ (i, j).
Disons que Φ(ξ) = α. Comme Φ est quasiaffine et non constante, par la PROPOSITION 2.6, Φ
n’a pas de points de minimum local et donc
∀ ε > 0 ∃ η ∈ Bε(ξ) : Φ(η) < α.
On est arrive´ de cette fac¸on a` l’absurde.
Partie 2 : Avec les notations avant utilise´es, on ve´rifie que RcoE = X. L’expression de intRcoE
suit alors de la Partie 1.
Comme les fonctions Φ, −Φ et ξ 7→ ∣∣ξij∣∣− cij sont rang un convexes et E ⊂ X alors RcoE ⊂ X.
Il reste a` ve´rifier que X ⊂ RcoE.
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En effet, il suffit de ve´rifier que si ξ ∈ RN×n est tel que Φ(ξ) ∈]α, β[ et ∣∣ξij∣∣ ≤ cij alors ξ ∈ RcoE.
On conside`re une telle matrice ξ. De (3.1) on a qu’il existe (i, j) tel que
∣∣ξij∣∣ < cij . En e´crivant
ξt = ξ + tei ⊗ ej
on a que pour certains t1 ≤ 0 ≤ t2, ξtν ∈ ∂X, ν = 1, 2, c’est-a`-dire Φ(ξtν ) ∈ {α, β} ou
∣∣(ξtν )ij∣∣ = cij .
Si c’est le premier cas alors ξtν ∈ E, sinon on refait le meˆme raisonnement avec une composante
(i, j) diffe´rente. Cela est encore possible par l’hypothe`se (3.1). Cette condition assure aussi qu’avant
d’avoir obtenu une matrice dont toutes les composantes valent en valeur absolue cij , on atteindra
des e´le´ments de E ; ce-ci garantit que ξ ∈ RcoE. 2
On ve´rifie ensuite que l’hypothe`se (3.1) du the´ore`me pre´ce´dent est admissible pour un choix
ade´quat des constantes cij .
PROPOSITION 3.3. Soient Φ : RN×n −→ R une fonction quasiaffine non constante et K,L > 0.
Alors il existe cij > L, i = 1, ..., N, j = 1, ..., n tels que
inf{|Φ(ξ)| : ∣∣ξij∣∣ = cij} > K.
DE´MONSTRATION. Une fois que Φ est quasiaffine, par le THE´ORE`ME 2.5, on peut e´crire
Φ(ξ) = Φ(0) +
N∧n∑
q=1
∑
1≤i1<···<iq≤N
1≤j1<···<jq≤n
µ
i1···iq
j1···jq det

ξi1j1 · · · ξi1jq
...
...
ξ
iq
j1
· · · ξiqjq
 .
Comme Φ n’est pas constante, il existe 1 ≤ s ≤ N ∧ n, 1 ≤ i1 < · · · < is ≤ N et 1 ≤ j1 < · · · <
js ≤ n tels que µi1···isj1···js 6= 0 et µ
i1···iq
j1···jq = 0, ∀ q > s. Sans perte de ge´ne´ralite´ on admet
µ1···s1···s 6= 0. (3.2)
On de´finit l’ensemble
Θ =
{
θ ∈ RN×n : θij ∈ {±1}
}
et le produit A¯B ∈ RN×n, pour des matrices A,B ∈ RN×n, comme
(A¯B)ij = Aij ·Bij .
On veut trouver une matrice C ∈ RN×n de composantes cij tels que cij > L et
ξ = C ¯ θ, θ ∈ Θ =⇒ |Φ(ξ)| > K.
On va de´montrer que cette matrice peut eˆtre choisit de la forme C = τA ou` τ > 0 et, pour t > 0
Aii = t si 1 ≤ i ≤ s,
Aij = 1 sinon (i.e. si i 6= j ou si i = j ≥ s+ 1).
On note que
Φ(ξ) = Φ(C ¯ θ)
= Φ(0) +
s∑
q=1
τ q
∑
1≤i1<···<iq≤N
1≤j1<···<jq≤n
µ
i1···iq
j1···jq det

Ai1j1θ
i1
j1
· · · Ai1jqθi1jq
...
...
A
iq
j1
θ
iq
j1
· · · Aiqjqθ
iq
jq

et que pour τ et t suffisamment grands il existe γ > 0 tel que
|Φ(ξ)| ≥ γτ sts.
En choisissant τ et t suffisamment grands on trouve cij > L et |Φ(ξ)| > K, comme on voulait. 2
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3.2 Le cas du de´terminant avec conditions sur les valeurs
singulie`res
Le re´sultat principal de cette section est le THE´ORE`ME 3.4 ci-dessous qui ge´ne´ralise des re´sultats
de´ja` existants (cf. REMARQUE 3.5). Ce the´ore`me fourni une caracte´risation de l’enveloppe rang un
convexe de l’ensemble{
ξ ∈ Rn×n : det ξ ∈ {α, β} , λi(ξ) = γi, i = 2, ..., n
}
, (3.3)
ou` λi(ξ), i = 2, ..., n de´signent les valeurs singulie`res de la matrice ξ. Pour des proprie´te´s concernant
les valeurs singulie`res d’une matrice on se re´fe`re a` la Section 3.6.
THE´ORE`ME 3.4. Soient n ≥ 2, α ≤ β, 0 < γ2 ≤ ... ≤ γn des constantes qui ve´rifient la condition
γ2
n∏
i=2
γi ≥ max {|α| , |β|} et
E =
{
ξ ∈ Rn×n : det ξ ∈ {α, β} , λi(ξ) = γi, i = 2, ..., n
}
.
Alors
RcoE =
{
ξ ∈ Rn×n : det ξ ∈ [α, β] ,
n∏
i=τ
λi(ξ) ≤
n∏
i=τ
γi, τ = 2, ..., n
}
.
De plus, si α < β alors
intRcoE =
{
ξ ∈ Rn×n : det ξ ∈ ]α, β[ ,
n∏
i=τ
λi(ξ) <
n∏
i=τ
γi, τ = 2, ..., n
}
.
REMARQUE 3.5. (i) L’hypothe`se sur les constantes α, β et γi n’est pas une condition restrictive
si on veut que E soit non vide et qu’il contienne a` la fois des e´le´ments dont le de´terminant vaut α
et des e´le´ments dont le de´terminant vaut β.
(ii) Le the´ore`me ci-dessus e´tend les re´sultats de Dacorogna-Marcellini [14, The´ore`me 7.18, page
187] et Dacorogna-Tanteri [20, The´ore`me 10.1, page 334].
En effet, dans [14], l’ensemble E conside´re´ est l’ensemble des matrices qui ont toutes les valeurs
singulie`res fixes, i.e.
E =
{
ξ ∈ Rn×n : λi(ξ) = γi, i = 1, ..., n
}
.
Alors le de´terminant des e´le´ments de E ne peut avoir que deux valeurs (qui sont syme´triques) :
ξ ∈ E =⇒ |det ξ| =
n∏
i=1
λi(ξ) =
n∏
i=1
γi.
En posant β = −α =
n∏
i=1
γi on voit que ce cas est un cas particulier du noˆtre.
Pour le cas conside´re´ dans [20], l’ensemble E s’e´crit
E =
{
ξ ∈ Rn×n : λi(ξ) = γi, i = 1, ..., n, det ξ =
n∏
i=1
γi
}
ce qui est e´quivalent a` faire α = β =
n∏
i=1
γi dans le THE´ORE`ME 3.4. On note que dans ce cas
intRcoE = ∅. Cependant, pour les re´sultats d’existence de solution du Chapitre 4, on conside`re
38
3.2. Le cas du de´terminant avec conditions sur les valeurs singulie`res
l’inte´rieur de RcoE par rapport a`
{
ξ ∈ Rn×n : det ξ = α}, qu’on notera de la meˆme fac¸on par
intRcoE.
(iii) Comme cas particulier du THE´ORE`ME 3.4, on a encore le cas ou` γi = γ, i = 2, ..., n. Notons
que, dans ce cas, l’hypothe`se sur les constantes γ, α et β devient γn ≥ max{|α| , |β|} et on peut
e´crire
RcoE =
{
ξ ∈ Rn×n : det ξ ∈ [α, β] , λn(ξ) ≤ γ
}
.
(iv) On note que du THE´ORE`ME 3.4 on peut de´duire que si
E =
{
ξ ∈ Rn×n : det ξ ∈ {α, β} , λn(ξ) = γ
}
ou
E =
{
ξ ∈ Rn×n : det ξ ∈ {α, β} , λn(ξ) ≤ γ
}
,
on a encore
RcoE =
{
ξ ∈ Rn×n : det ξ ∈ [α, β] , λn(ξ) ≤ γ
}
,
sous l’hypothe`se γn ≥ max{|α| , |β|}.
Avant de de´montrer le THE´ORE`ME 3.4, on prouve le lemme suivant.
LEMME 3.6. Soient n ≥ 2, α < β, 0 < γ2 ≤ ... ≤ γn et
X =
{
ξ ∈ Rn×n : det ξ ∈ [α, β] ,
n∏
i=τ
λi(ξ) ≤
n∏
i=τ
γi, τ = 2, ..., n
}
.
Alors
intX =
{
ξ ∈ Rn×n : det ξ ∈ ]α, β[ ,
n∏
i=τ
λi(ξ) <
n∏
i=τ
γi, τ = 2, ..., n
}
.
DE´MONSTRATION. Soit
A =
{
ξ ∈ Rn×n : det ξ ∈ ]α, β[ ,
n∏
i=τ
λi(ξ) <
n∏
i=τ
γi, τ = 2, ..., n
}
.
On veut ve´rifier que A = intX. Par continuite´ des fonctions de´terminant et
n∏
i=τ
λi(·) on a que
A ⊂ intX. Il faut alors ve´rifier l’autre inclusion. On conside`re ξ ∈ intX et on le suppose par
l’absurde hors de A. D’apre`s la REMARQUE 3.19, on peut e´crire
ξ = P
 x1 . . .
xn
Q
ou` P,Q ∈ SO(n) et |x1| ≤ x2 ≤ · · · ≤ xn. En effet, λ1(ξ) = |x1| et λi(ξ) = xi, i = 2, ..., n.
Il y a deux cas a` conside´rer.
Cas 1 :
n∏
i=τ
λi(ξ) =
n∏
i=τ
γi pour un certain τ ∈ {2, ..., n}.
On note d’abord que l’e´galite´ ci-dessus et le fait de γi > 0, i = 2, ..., n impliquent que
xτ · · ·xn−1 > 0.
Conside´rons
ξε = P

x1
. . .
xn−1
xn + ε
Q.
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Comme λn(·) est une norme (cf. THE´ORE`ME 3.20) en Rn×n et λn(ξ − ξε) = ε on sait que, pour ε
suffisamment petit, ξε ∈ X. Cependant,
n∏
i=τ
λi(ξε) =
n∏
i=τ
λi(ξ)+εxτ · · ·xn−1 =
n∏
i=τ
γi+εxτ · · ·xn−1 >
n∏
i=τ
γi. De cette ine´galite´ re´sulte que ξε /∈ X et donc on arrive a` une contradiction.
Cas 2 : det ξ ∈ {α, β} ,
n∏
i=τ
λi(ξ) <
n∏
i=τ
γi, τ = 2, ..., n.
Supposons, sans perte de ge´ne´ralite´, que det ξ = α. On proce`de comme avant. Si x2 · · ·xn > 0
on fait
ξε = P

x1 − ε
x2
. . .
xn
Q
et on voit que ξε ∈ X pour ε petit, mais que det ξε < α ce qui est absurde.
Si xi∗ = 0 pour i∗ ∈ {2, ..., n} et xi∗+1 6= 0 alors xi = 0, i = 1, ..., i∗ et donc
ξ = P

0
. . .
0
xi∗+1
. . .
xn

Q.
On fait alors
ξε = P

−ε
ε
. . .
ε
xi∗+1
. . .
xn

Q,
qui est dans X pour ε petit, mais dont le de´terminant ve´rifie : det ξε < 0 = α ce qui n’est pas
possible.
Des deux cas conside´re´s on obtient que A = intX. 2
On pre´sente ensuite la de´monstration du re´sultat principal de cette section, le THE´ORE`ME 3.4.
DE´MONSTRATION du THE´ORE`ME 3.4. Soit X comme dans le LEMME 3.6, on ve´rifie que X = RcoE.
Une fois de´montre´e cette identite´ la repre´sentation de intRcoE suit du LEMME 3.6.
Comme les fonctions
ξ → ± det ξ, ξ →
n∏
i=ν
λi(ξ), ν = 2, ..., n
sont rang un convexes on sait que X est un ensemble rang un convexe. De plus, comme E ⊂ X on
conclut que RcoE ⊂ X. Il reste donc a` de´montrer que X ⊂ RcoE.
Comme X est un ensemble borne´, il suffit de ve´rifier que ∂X ⊂ RcoE. (L’expression de ∂X
est connue par le LEMME 3.6.) Soit ξ ∈ ∂X. Comme les fonctions qui de´finissent X sont SO(n)
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invariantes, par la REMARQUE 3.19, on peut supposer ξ de la forme
ξ =
 x1 . . .
xn

ou` |x1| ≤ x2 ≤ · · · ≤ xn.
On de´montre l’inclusion souhaite´e par re´currence sur n. On commence par la dimension 2. Il y
a deux cas a` conside´rer.
Cas 1 : det ξ ∈ ]α, β[ , λ2(ξ) = γ2.
Dans ce cas on e´crit
ξ =
(
x1
x2
)
,
ou` |x1| ≤ x2 = γ2 et x1 ∈
]
α
γ2
,
β
γ2
[
. Alors, x1 = s
α
γ2
+ (1− s) β
γ2
pour certain s ∈]0, 1[ et donc on
e´crit ξ = s ξt1 + (1− s) ξt2 , ou`
ξt1 =
( α
γ2
0
0 γ2
)
et ξt2 =
( β
γ2
0
0 γ2
)
.
E´videmment det ξti ∈ {α, β} . Comme, par hypothe`se, γ22 ≥ max {|α| , |β|}, on de´duit que λ2(ξti) =
γ2. On assure, de cette fac¸on, que ξ peut eˆtre e´crit comme combinaison rang un convexe d’e´le´ments
de E d’ou` on conclut que ξ ∈ RcoE.
Cas 2 : det ξ ∈ {α, β} , λ2(ξ) < γ2.
On e´crit
ξ =
(
x1
x2
)
,
avec x1x2 ∈ {α, β} et |x1| ≤ x2 < γ2. On conside`re, maintenant,
ξt =
(
x1 t
0 x2
)
.
On a, pour tout t ∈ R, det ξt = det ξ. D’ailleurs, comme λ2(ξ0) = λ2(ξ) < γ2 et λ2(·) est une norme
dans R2×2, on sait qu’il existe t1 < 0 < t2 tels que λ2(ξti) = γ2. Comme ξt2 − ξt1 a rang un, on
conclut que ξ ∈ RcoE.
On prouve ensuite que ∂X ⊂ RcoE dans le cas de la dimension n. On conside`re deux cas.
Cas 1 : det ξ ∈ [α, β] et
n∏
i=τ
λi(ξ) =
n∏
i=τ
γi pour un certain τ ∈ {2, ..., n}.
On peut e´crire ξ par blocs :
ξ =
(
ξA
ξB
)
ou` ξA = diag(x1, ..., xτ−1) et ξB = diag(xτ , ..., xn). Le but est maintenant d’appliquer l’hypothe`se
de re´currence a` ξA et ξB . Voyons que ξA est dans les conditions pour appliquer l’hypothe`se de
re´currence.
Comme γ2
n∏
i=2
γi ≥ max {|α| , |β|} alors, γ2
τ−1∏
i=2
γi ≥ max
{ |α|
γτ · · · γn ,
|β|
γτ · · · γn
}
.
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De plus, det ξA =
det ξ
xτ · · ·xn =
det ξ
γτ · · · γn ∈
[
α
γτ · · · γn ,
β
γτ · · · γn
]
et
τ−1∏
i=τ
λi(ξA) =
n∏
i=τ
λi(ξ)
n∏
i=τ
λi(ξ)
=
n∏
i=τ
λi(ξ)
n∏
i=τ
γi
≤
n∏
i=τ
γi
n∏
i=τ
γi
=
τ−1∏
i=τ
γi, τ = 2, ..., τ − 1.
Regardons maintenant la matrice ξB . On a det ξB = γτ · · · γn et
n−τ+1∏
i=τ
λi(ξB) =
n∏
i=τ+τ−1
xi ≤
n∏
i=τ+τ−1
γi, τ = 2, ..., n− τ + 1.
Comme γτ+1 ≥ γτ alors, γτ+1
n−τ+1∏
i=2
γi+τ−1 ≥ γτ · · · γn. Donc ξB est aussi dans les conditions
d’application de l’hypothe`se de re´currence et on conclut que ξ ∈ RcoE.
Cas 2 : det ξ ∈ {α, β} et
n∏
i=τ
λi(ξ) <
n∏
i=τ
γi, τ = 2, ..., n.
Soit
Y =
{
η ∈ Rn×n : det η = det ξ,
n∏
i=τ
λi(η) ≤
n∏
i=τ
γi, τ = 2, ..., n
}
.
On a que, pour la topologie induite par W =
{
η ∈ Rn×n : det η = det ξ},
intY =
{
η ∈ Rn×n : det η = det ξ,
n∏
i=τ
λi(η) <
n∏
i=τ
γi, τ = 2, ..., n
}
.
En effet, la continuite´ des fonctions
n∏
i=τ
λi(·) assure que intY contient l’ensemble du deuxie`me
membre. Pour l’autre inclusion on raisonne par l’absurde. On conside`re η ∈ intY (en particulier
η ∈ Y ) et on admet que
n∏
i=τ
λi(η) =
n∏
i=τ
γi pour un certain τ ∈ {2, ..., n}. En e´crivant
η = P
 y1 . . .
yn
Q
pour P et Q dans SO(n) et |y1| ≤ y2 ≤ · · · ≤ yn, on de´finit
ηε = P

y1
. . .
yτ−1 ε
0 yτ
. . .
yn

Q,
qui ve´rifie ηε ∈W et λn(ηε−η) = ε, ce qui assure, pour ε petit, que ηε ∈ Y , puisque, par hypothe`se,
η ∈ intY . Mais
n∏
i=τ
λi(ηε) >
n∏
i=τ
γi donc ηε /∈ Y qui est une contradiction. On termine ainsi la preuve
de l’expression de intY .
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On remarque, maintenant, que ξ comme dans l’hypothe`se, appartient a` intY . De´finissons
ξt =

x1
. . .
xn−1 t
0 xn
 .
On a det ξt = det ξ, quelque soit t ∈ R. Alors, ξt ∈ W,∀ t ∈ R. Mais, comme Y est borne´, on
peut assurer que ξ = s ξt1 + (1 − s)ξt2 pour certains s ∈]0, 1[ et ξti ∈ ∂Y . Alors ξti sont dans les
conditions du premier cas et donc ξti ∈ Rco E. On conclut ainsi que ξ est aussi un e´le´ment de
RcoE. 2
3.3 Extension du cas d’un ensemble de´fini par une fonction
quasiaffine
Dans cette section, ainsi que dans la Section 3.1, on conside`re l’enveloppe rang un convexe d’un
sous-ensemble E de {
ξ ∈ RN×n : Φ(ξ) ∈ {α, β}} ,
ou` Φ est une fonction quasiaffine et E est un ensemble borne´. On veux maintenant imposer des
conditions sur les valeurs singulie`res des matrices dans la de´finition de E. Au contraire du cas
particulier e´tudie´ dans la Section 3.2, ou` Φ est le de´terminant, maintenant on ne pourra qu’imposer
les valeurs singulie`res de certaines sous-matrices qu’on de´crira plus bas. Donc, de ce point de vue,
le re´sultat obtenu est moins ge´ne´ral que celui de la section pre´ce´dente.
On commence par introduire des notations qu’on va utiliser dans cette section. Soit Φ :
RN×n −→ R une fonction quasiaffine non constante. Par le THE´ORE`ME 2.5, on peut e´crire
Φ(ξ) = Φ(0) +
N∧n∑
k=1
< Ak; adjkξ >,
ou` N ∧n = min{N,n}, Ak ∈ Rσ(k), σ(k) = (Nk )× (nk), adjkξ est la matrice des mineurs de ξ d’ordre
k et < ; > de´note le produit scalaire.
Soit l = max{k : Ak 6= 0}. On fixe (s, t) ∈ Rσ(l) tel que (Al)st 6= 0. On rappelle que la
composante (s, t) de adjlξ est le produit de (−1)s+t par le de´terminant d’une sous-matrice carre´e
d’ordre l de ξ qui on note par ξˆ : (adjlξ)st = (−1)s+t det ξˆ.
On note encore par I l’ensemble des indices des composantes de la matrice ξ qui ne sont pas
dans la matrice ξˆ :
I = {(i, j) ∈ {1, ..., N} × {1, ..., n} : ξij /∈ ξˆ}.
THE´ORE`ME 3.7. Soient Φ : RN×n −→ R une fonction quasiaffine non constante, α ≤ β, cij >
0, ∀ (i, j) ∈ I, γ > 0 une constante. Supposons satisfaites les conditions
sup
{
Φ(ξ) :
∣∣ξij∣∣ = cij , ∀ (i, j) ∈ I, λi(ξˆ) = γ, ∀ i = 1, ..., l, (Al)st (adjlξ)st < 0} ≤ α (3.4)
et
β ≤ inf
{
Φ(ξ) :
∣∣ξij∣∣ = cij , ∀ (i, j) ∈ I, λi(ξˆ) = γ, ∀ i = 1, ..., l, (Al)st (adjlξ)st > 0} (3.5)
et on de´finit
E =
{
ξ ∈ RN×n : Φ(ξ) ∈ {α, β}, ∣∣ξij∣∣ ≤ cij , ∀ (i, j) ∈ I, λi(ξˆ) = γ, i = 2, ..., l} .
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Alors
RcoE =
{
ξ ∈ RN×n : Φ(ξ) ∈ [α, β], ∣∣ξij∣∣ ≤ cij , ∀ (i, j) ∈ I, λl(ξˆ) ≤ γ} .
De plus, si α < β alors
intRcoE =
{
ξ ∈ RN×n : Φ(ξ) ∈]α, β[, ∣∣ξij∣∣ < cij , ∀ (i, j) ∈ I, λl(ξˆ) < γ} .
REMARQUE 3.8. (i) Dans le cas ou` Φ est affine, c’est-a`-dire quand l = 1, alors l’ensemble E doit
eˆtre interpre´te´ comme
E =
{
ξ ∈ RN×n : Φ(ξ) ∈ {α, β}, ∣∣ξij∣∣ ≤ cij , ∀ (i, j) ∈ I}
et
RcoE =
{
ξ ∈ RN×n : Φ(ξ) ∈ [α, β], ∣∣ξij∣∣ ≤ cij , ∀ (i, j) ∈ I} .
(ii) Si N = n et Φ(ξ) de´pend du de´terminant de ξ alors
E =
{
ξ ∈ Rn×n : Φ(ξ) ∈ {α, β}, λi(ξ) = γ, i = 2, ..., n
}
.
(iii) Moins ge´ne´ralement que dans le cas ou` Φ est la fonction de´terminant, conside´re´ dans la
section pre´ce´dente, ici la valeur impose´e pour les diffe´rentes valeurs singulie`res doit eˆtre la meˆme.
DE´MONSTRATION. Partie 1. Pour α < β, soit
X =
{
ξ ∈ RN×n : Φ(ξ) ∈ [α, β], ∣∣ξij∣∣ ≤ cij , ∀ (i, j) ∈ I, λl(ξˆ) ≤ γ} .
On ve´rifie que
intX =
{
ξ ∈ RN×n : Φ(ξ) ∈]α, β[, ∣∣ξij∣∣ < cij , ∀ (i, j) ∈ I, λl(ξˆ) < γ} .
Par continuite´, c’est clair que intX contient l’ensemble du deuxie`me membre. On conside`re
maintenant un e´le´ment ξ ∈ intX (donc ξ ∈ X) et on suppose par l’absurde que ξ n’est pas dans
l’ensemble du deuxie`me membre. On divise le proble`me en trois cas.
Cas 1 :
∣∣ξij∣∣ = cij pour un certain (i, j) ∈ I.
Pour obtenir l’absurde il suffit de conside´rer une matrice de la forme ξ±ε = ξ±εei⊗ej de fac¸on
que
∣∣(ξ±ε)ij∣∣ > cij . En fait |ξ±ε − ξ| = ε, mais ξ±ε /∈ X.
Cas 2 : λl(ξˆ) = γ.
Dans ce cas si on e´crit
ξˆ = P

x1
. . .
xl−1
γ
Q,
ou` P,Q ∈ SO(l) et |x1| ≤ x2 ≤ · · · ≤ xl−1 ≤ γ alors il suffit de conside´rer ξε ∈ RN×n tel que
ξ̂ε = P

x1
. . .
xl−1
γ + ε
Q
et (ξε)ij = ξ
i
j , ∀ (i, j) ∈ I. Comme avant on arrive a` l’absurde.
Cas 3 : Φ(ξ) ∈ {α, β}.
La fonction Φ n’a pas d’extrema relatifs (cf. PROPOSITION 2.6) donc, si un voisinage de ξ est
donne´, on peut trouver η ∈ RN×n dans ce voisinage tel que Φ(η) /∈ [α, β], ce qui est absurde.
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On a de´montre´ ainsi l’expression de intX.
Partie 2. Avec les notations de la Partie 1, on de´montre que X = RcoE.
Comme E ⊂ X et X est rang un convexe alors RcoE ⊂ X. On ve´rifie maintenant l’autre
inclusion. On conside`re trois cas.
Cas 1 : Φ(ξ) ∈]α, β[, ∣∣ξij∣∣ ≤ cij , ∀ (i, j) ∈ I, λi(ξˆ) = γ, ∀ i = 2, ..., l.
On commence par noter qu’on peut se re´duire au cas ou`
∣∣ξij∣∣ = cij , ∀ (i, j) ∈ I. En fait, on
peut faire, d’une fac¸on ite´rative, faire chaque composante ξij , (i, j) ∈ I, atteindre en valeur absolue
la valeur cij . Si dans ce processus la fonction Φ prend la valeur α ou β alors on peut conclure
que ξ ∈ RcoE. Sinon il reste a` conside´rer le cas ou` Φ(ξ) ∈]α, β[, ∣∣ξij∣∣ = cij , ∀ (i, j) ∈ I et
λi(ξˆ) = γ, ∀ i = 2, ..., l.
Dans ce cas, on peut e´crire
ξˆ = P

x1
γ
. . .
γ
Q,
ou` P,Q ∈ SO(l) et |x1| < γ.
On conside`re une matrice η ∈ RN×n telle que ηij = 0, ∀ (i, j) ∈ I et
ηˆ = P

1
0
. . .
0
Q.
Si on de´finit µt = ξ+tη, quand on fait t s’e´loigner de 0, en prenant des valeurs positives et ne´gatives,
on a, par les hypothe`ses (3.4) et (3.5), qu’avant que λ1(µ̂t) atteint la valeur γ, la fonction Φ doit
atteindre un des valeurs α ou β. Donc on conclut que ξ ∈ RcoE.
Cas 2 : Φ(ξ) ∈ [α, β], ∣∣ξij∣∣ ≤ cij , ∀ (i, j) ∈ I, λl(ξˆ) = γ.
On de´montre par re´currence sur k ≥ 2 que si Φ(ξ) ∈ [α, β], ∣∣ξij∣∣ ≤ cij , ∀ (i, j) ∈ I, λi(ξˆ) =
γ, ∀ i = k, ..., l alors ξ ∈ RcoE.
Pour k = 2 on a vu que la condition est vraie dans le Cas 1. On suppose maintenant la
condition pour un certain k et on la prouve pour k+1. Soit ξ ∈ RN×n tel que Φ(ξ) ∈ [α, β], ∣∣ξij∣∣ ≤
cij , ∀ (i, j) ∈ I, λi(ξˆ) = γ, ∀ i = k + 1, ..., l et λk(ξˆ) < γ.
On e´crit
ξˆ = P

x1
. . .
xk
γ
. . .
γ

Q
avec P,Q ∈ SO(l) et on conside`re une matrice η ∈ RN×n non nulle telle que < DΦ(ξ); η >= 0,
rang(η) = 1, ηij = 0, ∀ (i, j) ∈ I et ηˆ ait la forme
ηˆ = P
(
η∗ 0
0 0
)
Q,
ou` η∗ ∈ Rk×k.
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Par le THE´ORE`ME 2.5 (iii), on a que Φ(ξ + tη) = Φ(ξ) + t < DΦ(ξ); η >= Φ(ξ) ∈ [α, β] et∣∣(ξ + tη)ij∣∣ = ∣∣ξij∣∣ ≤ cij , ∀ (i, j) ∈ I. Comme λk est une norme dans Rk×k, on aura, pour certains
t1 < 0 < t2, λj( ̂ξ + tνη) = γ, ∀ j = k, ..., l. Donc, on peut appliquer l’hypothe`se de re´currence,
conclure que ξ + tνη ∈ RcoE et d’ailleurs que ξ ∈ RcoE, comme on voulait.
Cas 3 : Φ(ξ) ∈ [α, β], ∣∣ξij∣∣ ≤ cij , ∀ (i, j) ∈ I, λl(ξˆ) < γ.
Dans ce cas, il suffit de prendre une matrice η ∈ RN×n non nulle telle que < DΦ(ξ); η >= 0,
rang(η) = 1 et ηij = 0, ∀ (i, j) ∈ I. Comme λl est une norme dans Rl×l, il existe t1 < 0 < t2 tels
que λl( ̂ξ + tνη) = γ. Par le Cas 2, les e´le´ments ξ + tνη ∈ RcoE et donc ξ ∈ RcoE. 2
On de´montre maintenant que les hypothe`ses (3.4) et (3.5) sont admissibles dans le sens de la
proposition suivante.
PROPOSITION 3.9. Soient N,n ∈ N, α ≤ β, cij > 0, ∀ (i, j) ∈ I et Φ : RN×n −→ R une fonction
quasiaffine non constante. Alors il existe γ > 0 qui ve´rifie (3.4) et (3.5).
DE´MONSTRATION. On de´montre l’ine´galite´ (3.4), l’autre est analogue. Pour une constante γ a`
de´terminer, supposons ξ ∈ RN×n tel que ∣∣ξij∣∣ = cij , ∀ (i, j) ∈ I, λi(ξˆ) = γ, ∀ i = 1, ..., l et
(Al)st (adjlξ)st < 0. On veut ve´rifier que Φ(ξ) ≤ α. Sans perte de ge´ne´ralite´, on suppose ξ tel que
ξˆ =
 γ . . .
γ
 .
On a
Φ(ξ) = Φ(0) +
l∑
k=1
< Ak; adjkξ >
= Φ(0) +
l−1∑
k=1
< Ak; adjkξ > +
∑
(i,j) 6=(s,t)
(Al)ij(adjlξ)
i
j + (A
l)st (−1)s+t det ξˆ.
Donc, ce qu’on veut ve´rifier est
γl ≥ 1|(Al)st |
Φ(0) + l−1∑
k=1
< Ak; adjkξ > +
∑
(i,j)6=(s,t)
(Al)ij(adjlξ)
i
j − α
 .
On fait maintenant quelques majorations :
< Ak; adjkξ >≤
∣∣< Ak; adjkξ >∣∣ ≤ ∣∣Ak∣∣ |adjkξ| = ∣∣Ak∣∣√∑
i,j
((adjkξ)ij)2.
Comme pour chaque (i, j), (adjkξ)ij est le de´terminant d’une sous-matrice de ξ d’ordre k, on peut
majorer
∑
i,j
((adjkξ)
i
j)
2 par un polynoˆme en γ de degre´ k2, avec coefficients positifs et qu’on va
noter par pk(γ). On a alors
< Ak; adjkξ >≤
∣∣Ak∣∣√pk(γ).
D’autre part, pour (i, j) 6= (s, t), on a (Al)ij(adjlξ)ij ≤
∣∣(Al)ij∣∣ ∣∣(adjlξ)ij∣∣, mais ∣∣(adjlξ)ij∣∣ peut
eˆtre e´crit comme la valeur absolue du de´terminant d’une sous-matrice de ξ d’ordre l diffe´rente de ξˆ,
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puisque (i, j) 6= (s, t). Donc cette sous-matrice a au moins une ligne ou une colonne de composantes
en I et alors
(Al)ij(adjlξ)
i
j ≤
∣∣(Al)ij∣∣ qij(γ),
ou` qij est un polynoˆme a` coefficients positifs de degre´ plus petit ou e´gal a` l − 1.
Donc il suffit d’assurer qu’il existe γ qui ve´rifie
γl ≥ 1|(Al)st |
Φ(0) + l−1∑
k=1
∣∣Ak∣∣√pk(γ) + ∑
(i,j)6=(s,t)
∣∣(Al)ij∣∣ qij(γ)− α
 ,
ce qui est possible pour γ suffisamment grand. 2
3.4 Surfaces minimales
On conside`re dans cette section des ensembles de la forme
{ξ ∈ R(n+1)×n : adjnξ ∈ S}.
Comme de´ja` remarque´, adjnDu(x) repre´sente la normale a` la surface parame´tre´e par l’application
u : Ω ⊂ Rn −→ Rn+1.
On calcule l’enveloppe rang un convexe des ensembles de la forme pre´ce´dente et, dans une
deuxie`me e´tape (cf. The´ore`me 3.11), on introduira des contraintes sur cet ensemble pour le rendre
borne´, condition qui s’ave`re importante pour obtenir des re´sultats d’existence (cf. Chapitre 4). On
commence par le cas sans contraintes.
PROPOSITION 3.10. Soit S ⊂ Rn+1 tel que 0 ∈ S ∪ int(coS) ou 0 /∈ coS. Soit
E = {ξ ∈ R(n+1)×n : adjnξ ∈ S}
alors
RcoE = {ξ ∈ R(n+1)×n : adjnξ ∈ coS}.
DE´MONSTRATION. Soit X = {ξ ∈ R(n+1)×n : adjnξ ∈ coS}. On a E ⊂ X. Comme coS est convexe
et adjn est compose´e par n + 1 fonctions quasiaffines alors X est rang un convexe et on obtient
que RcoE ⊂ X. Ensuite on ve´rifie l’autre inclusion. Il y a deux cas a` conside´rer.
Cas 1 : ξ ∈ X tel que adjnξ 6= 0. On peut supposer adjnξ ∈ coS \ S.
Soit x = adjnξ 6= 0. Par le the´ore`me de Carathe´odory on peut e´crire
x =
n+2∑
i=1
λixi pour certains λi ≥ 0 avec
n+2∑
i=1
λi = 1 et xi ∈ S.
Pour certain 1 ≤ k ≤ n + 2,
n+2∑
i=1, i 6=k
λixi 6= 0. Supposons sans perte de ge´ne´ralite´ k = 1. On e´crit
alors
x = λ1x1 + (1− λ1)
n+2∑
i=2
λixi
1− λ1 = λ1x1 + (1− λ1)y1.
Par le Lemme 1.11 de Dacorogna [11, page 135] et puisque adjnξ 6= 0, il existe des matrices
B,C ∈ R(n+1)×n tels que rang(B − C) = 1, adjnB = x1 et adjnC = y1. Donc B ∈ E et pour
conclure que ξ ∈ RcoE il suffit de ve´rifier que C ∈ RcoE. Pour cela on applique le lemme avant
mentionne´ a` y1 qu’on remarque eˆtre non nul. Apre`s un nombre fini d’ite´rations de ce proce`s on
conclut le re´sultat.
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Cas 2 : ξ ∈ X tel que adjnξ = 0. En particulier 0 = adjnξ ∈ coS. Supposons que 0 /∈ S, sinon
ξ ∈ E. Alors, par hypothe`se, 0 = adjnξ ∈ int(coS).
On e´crit, pour P ∈ O(n+ 1) et Q ∈ O(n) (cf. THE´ORE`ME 3.18),
ξ = P

λ1(ξ)
. . .
λn(ξ)
0 · · · 0
Q.
Puisque adjnξ = 0 on a λ1(ξ) = 0. On proce`de par re´currence. Si λ2(ξ) > 0 on conside`re les
matrices
ξ± = P

±ε
λ2(ξ)
. . .
λn(ξ)
0 · · · 0
Q.
Comme |adjn(ξ±)| = ελ2(ξ) · · ·λn(ξ), pour ε suffisamment petit alors ξ± ∈ X et, par le Cas 1,
ξ± ∈ RcoE. Donc ξ ∈ RcoE. Si λk(ξ) = 0 et λk+1(ξ) 6= 0 alors de la meˆme fac¸on qu’avant on
ve´rifie que ξ peut eˆtre e´crit comme combinaison rang un convexe de deux matrices qui ont la meˆme
adjuge´ que ξ et λk 6= 0. Le re´sultat suit par induction. 2
On conside`re ensuite le cas ou` S est le bord d’un ensemble donne´. Ceci sera utile pour traiter
certains proble`mes de minimisation e´tudie´s au Chapitre 5. Nous aurons besoin de travailler avec
des ensembles E borne´s. A cet effet on introduit une condition sur la plus grande valeur singulie`re.
Comme il est difficile de calculer l’enveloppe rang un convexe de l’ensemble obtenu on se contentera
d’une partie de cet enveloppe qui s’ave´rera suffisante.
THE´ORE`ME 3.11. Soit C un ensemble ouvert et borne´ de Rn+1 et
E =
{
ξ ∈ R(n+1)×n : adjnξ ∈ ∂C, λn(ξ) ≤ γ
}
,
ou` γ > 0 est une constante telle que
|y| ≤ γn, ∀ y ∈ C. (3.6)
Alors RcoE contient l’ensemble
K =
{
ξ ∈ R(n+1)×n : adjnξ ∈ C, λn(ξ) ≤ γ
}
.
De plus, sous l’hypothe`se 0 /∈ ∂C,
intK =
{
ξ ∈ R(n+1)×n : adjnξ ∈ intC, λn(ξ) < γ
}
.
DE´MONSTRATION. Partie 1 : K ⊂ RcoE. Soit ξ ∈ K. Si adjnξ ∈ ∂C alors ξ ∈ E ⊂ RcoE. Sinon il
y a deux cas a` conside´rer.
Cas 1 : adjnξ ∈ intC, λi(ξ) = γ, i = 2, ..., n.
Par le the´ore`me de de´composition (cf. THE´ORE`ME 3.18) on peut e´crire ξ = PLQ, ou` P ∈
O(n+ 1), Q ∈ SO(n) et L ∈ R(n+1)×n a la forme suivante
L =

λ1(ξ)
γ
. . .
γ
0 · · · 0
 .
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On de´finit ξt = PLtQ ou`
Lt =

λ1(ξ) + t
γ
. . .
γ
0 · · · 0
 .
Comme
|adjnξ| =
n∏
i=1
λi(ξ), ∀ ξ ∈ R(n+1)×n
alors
|adjnξt| = |λ1(ξ) + t| γn−1.
Donc, la condition (3.6) implique qu’il existe t1 < 0 < t2 tels que ξtν ∈ E. Comme rang(ξt1−ξt2) =
1, on obtient ξ ∈ RcoE.
Cas 2 : adjnξ ∈ intC, λi(ξ) = γ, i = k, ..., n et λk−1(ξ) < γ (k ∈ {2, ..., n+1}, si k = n+1 on doit
interpre´ter l’hypothe`se comme λn(ξ) < γ).
On proce`de par re´currence. Pour k = 2 on a que ξ ∈ RcoE par le Cas 1. Supposons k > 2. On
conside`re, comme avant, les matrices de la forme
ξt = PLtQ = P

λ1(ξ)
. . .
λk−1(ξ) + t
γ
. . .
γ
0 · · · 0

Q.
Pour certains t1 < 0 < t2 on trouve des matrices ξtν qui diffe`rent de rang un et tels que λn(ξtν ) ≤ γ
et ou adjn(ξtν ) ∈ ∂C ou λj(ξtν ) = γ, j = k− 1, ..., n. Dans le premier cas il suit de la de´finition de
E que ξtν ∈ E, le deuxie`me suit de l’hypothe`se de re´currence.
Partie 2 : Calcule de intK. Par continuite´ il est clair que intK contient l’ensemble du deuxie`me
membre. Pour l’autre inclusion, de fac¸on analogue au LEMME 3.6 on obtient que si ξ ∈ intK alors
λn(ξ) < γ. Il reste a` ve´rifier que adjn(ξ) ∈ intC pour ξ ∈ intK. Supposons par l’absurde que
ξ ∈ intK et x = adjnξ ∈ ∂C. En particulier, par l’hypothe`se, x 6= 0 et donc on peut e´crire
ξ = PLQ = P

λ1
. . .
λn
0 · · · 0
Q
pour certains P ∈ O(n+ 1), Q ∈ SO(n) et λ1, ..., λn 6= 0.
Comme x ∈ ∂C on peut trouver y = x+ v /∈ C ou` v est un vecteur de norme si petite comme
on le veut. Pour un tel v soit u ∈ Rn+1 tel que u = (adjnP )T v.
On de´finit
η = PLuQ = P

λ1 +
(−1)nun+1
λ2···λn
λ2
. . .
λn
(−1)n+1u1
λ2···λn
(−1)n+1u2λ2
λ1···λn+(−1)nun+1 · · ·
(−1)n+1unλn
λ1···λn+(−1)nun+1
Q.
49
3. Exemples d’enveloppes d’ensembles et de fonctions
On note que
adjnη = adjnP adjnLu
= adjnP (adjnL+ u)
= adjnξ + v = y.
Une fois que (adjnP )T est une matrice orthogonale alors u et v ont la meˆme norme. Donc pour
v de norme suffisamment petite on a η ∈ K et adjnη = y /∈ C, ce qui est une contradiction. 2
3.5 Enveloppes de fonctions
On est concerne´ dans cette section par le calcul des enveloppes d’une classe de fonctions. Il
est connu que si f(ξ) = h(det(ξ)), ∀ ξ ∈ Rn×n, alors Pf(ξ) = Qf(ξ) = Rf(ξ) = Ch(det ξ).
On connaˆıt aussi des re´sultats sur les enveloppes de fonctions qui ne de´pendent que des valeurs
singulie`res de la matrice. Ici on conside`re certaines fonctions qui de´pendent du de´terminant et des
valeurs singulie`res simultane´ment.
THE´ORE`ME 3.12. Soient
Q = {x = (x2, ..., xn−1) ∈ Rn−2 : 0 ≤ x2 ≤ · · · ≤ xn−1},
g : Q× R −→ R ∪ {+∞} tel que g(·, s) soit continue et borne´e infe´rieurement pour tout s ∈ R. Si
on de´finit f : Rn×n −→ R ∪ {+∞} par f(ξ) = g(λ2(ξ), ..., λn−1(ξ), det ξ) alors
Pf(ξ) = Qf(ξ) = Rf(ξ) = Ch(det ξ),
ou` h : R −→ R ∪ {+∞} est tel que h(s) = inf
x∈Q
g(x, s).
REMARQUE 3.13. (i) Dans le the´ore`me la fonction Qf ne doit eˆtre conside´re´e que dans le cas ou`
f est re´elle (f < +∞).
(ii) L’hypothe`se de continuite´ sur g(·, s) est trop forte. En fait, dans la de´monstration pre´sente´e
ici on a besoin de la continuite´ de g(·, s) seulement dans le cas ou`
inf g(·, s) = lim g(xk, s), xk ∈ Q =⇒ xk2 = 0.
C’est-a`-dire l’infimum de g(·, s) n’est atteint que par des suites de Q qui ont la premie`re composante
nulle. Dans ce cas il faut admettre que g(·, s) est continue dans ce sous-ensemble de Q.
(iii) Les fonctions de la forme g(det ξ), g(λ2(ξ), ..., λn−1(ξ)) dont les enveloppes e´taient de´ja`
connues, sont des cas particuliers de fonctions f . En fait, dans Buttazzo-Dacorogna-Gangbo [6,
Theorem 3.5, page 29] est conside´re´ le cas des fonctions qui de´pendent de (λ1, ..., λn−1). Il a e´te´
de´montre´ que si f(ξ) = g(λ1(ξ), ..., λn−1(ξ)) alors Cf(ξ) = Pf(ξ) = Qf(ξ) = Rf(ξ) = inf g. Le
re´sultat pre´sente´ ici ne permet pas de conside´rer des fonctions qui de´pendent aussi de λ1 s’il y a
une de´pendance par rapport au de´terminant. De plus, si c’est le cas, la formule pre´ce´dente n’est
plus valable, comme on le verra plus bas (PROPOSITION 3.15). S’il y a de´pendance par rapport a`
la plus grande valeur singulie`re, par exemple f(ξ) = g(λn(ξ)), il e´tait de´ja` connu (cf. [6, Theorem
3.6 (ii), page 31]) que, d’une fac¸on ge´ne´rale, Pf(ξ) > inf f .
Avant de de´montrer le the´ore`me on va e´tablir un re´sultat auxiliaire concernant l’enveloppe rang
un convexe d’un ensemble qui nous convient par la suite.
PROPOSITION 3.14. Soient 0 < m2 ≤ · · · ≤ mn−1, c ∈ R et
E = {ξ ∈ Rn×n : λi(ξ) = mi, i = 2, ..., n− 1, det ξ = c}.
Alors
RcoE = {ξ ∈ Rn×n : det ξ = c}.
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DE´MONSTRATION. C’est clair que RcoE est inclus dans l’ensemble du membre de droite puisque ce
dernier est rang un convexe et contient E. On conside`re, maintenant, η ∈ Rn×n tel que det η = c
et on ve´rifie que η ∈ RcoE. Choisissons mn ≥ mn−1 satisfaisant m2
n∏
i=2
mi > |c| et
n∏
i=τ
mi ≥
n∏
i=τ
λi(η), τ = 2, ..., n.
Alors, par le THE´ORE`ME 3.4,
η ∈ Rco{ξ ∈ Rn×n : λi(ξ) = mi, i = 2, ..., n, det ξ = c} ⊂ RcoE.
La preuve est finie. 2
DE´MONSTRATION du THE´ORE`ME 3.12. Soit F (ξ) = Ch(det ξ). Cette fonction est polyconvexe et
minore f , donc on a F (ξ) ≤ Pf(ξ) ≤ Qf(ξ) ≤ Rf(ξ), ∀ ξ ∈ Rn×n. Il suffit de ve´rifier que
Rf(ξ) ≤ F (ξ).
On va de´montrer que Rf(ξ) ≤ h(det ξ), ∀ ξ ∈ Rn×n. Comme l’enveloppe rang un convexe de
h(det ξ) est pre´cise´ment F on obtient le re´sultat. On note qu’on peut supposer h(det ξ) < +∞
puisque si ce n’est pas le cas l’ine´galite´ est e´vidente. On fixe ξ ∈ Rn×n.
On conside`re une suite xk = (xk2 , ..., x
k
n−1) ∈ Q telle que
h(det ξ) = inf g(·, det ξ) = lim g(xk, det ξ)
ou` l’on peut supposer que g(xk, det ξ) < +∞, ∀ k ∈ N. Pour chaque k ∈ N on de´finit
Gk(η) = Rf(η)− g(xk,det ξ)
qui est une fonction rang un convexe. On va de´montrer que Gk(ξ) ≤ 0 pour tout k ∈ N. Pour
chaque k fixe´ soit s ∈ {1, ..., n − 1} tel que xk2 = · · · = xks = 0 et xks+1 > 0 (si s = 1 signifie que
aucune composante de xk n’est nulle, si s = n− 1 signifie que xk = 0).
Commenc¸ons par le cas ou` s = 1. Soit
Ek = {η ∈ Rn×n : λi(η) = xki , i = 2, ..., n− 1, det η = det ξ}.
Clairement Ek 6= ∅. On a que Gk est ne´gative dans cet ensemble puisque Gk(η) = Rf(η) − f(η)
dans Ek. Comme, par la proposition pre´ce´dente, ξ ∈ RcoEk, la rang un convexite´ de Gk implique
que Gk(ξ) ≤ 0.
Il reste le cas ou` s > 1. On de´finit la fonction
Htk(η) = Rf(η)− g
(
xks+1
t
, ...,
xks+1
t
, xks+1, ..., x
k
n−1, det ξ
)
.
(Si s = n− 1 on fait Htk(η) = Rf(η)− g
(
1
t , ...,
1
t , det ξ
)
.)
Soit
Etk =
{
η ∈ Rn×n : λi(η) =
xks+1
t
, i = 2, ..., s, λj(η) = xkj , j = s+ 1, ..., n− 1, det η = det ξ
}
.
Remarquons que Etk 6= ∅. Comme avant, on a que Htk est ne´gative dans cet ensemble et ξ ∈ RcoEtk.
Donc, de la rang un convexite´ de Htk on obtient que H
t
k(ξ) ≤ 0 :
Rf(ξ) ≤ g
(
xks+1
t
, ...,
xks+1
t
, xks+1, ..., x
k
n−1,det ξ
)
.
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On passe a` la limite dans t et on obtient que Gk(ξ) ≤ 0.
Donc, on a vu que Gk(ξ) ≤ 0, ∀ k ∈ N. En passant a` la limite dans k on obtient que Rf(ξ) ≤
h(det ξ), comme on voulait. 2
Ensuite on voit que l’expression obtenue pour les enveloppes polyconvexe, quasiconvexe et rang
un convexe dans le THE´ORE`ME 3.12 n’est pas valable si l’on permet une de´pendance de la fonction
par rapport a` la plus petite valeur singulie`re.
PROPOSITION 3.15. Soit f : R2×2 −→ R de´finit par f(ξ) = |λ1(ξ)− 1|+ |det ξ| . Alors Pf(ξ) 6=
|det ξ|.
DE´MONSTRATION. Soit F (ξ) = |det ξ|. Comme F est polyconvexe et F ≤ f alors F ≤ Pf . Soit
ξ ∈ R2×2 tel que λ1(ξ) = 0. Supposons par l’absurde que Pf(ξ) = F (ξ) = 0.
Alors, cf. Dacorogna [11, The´ore`me 1.1, page 201],
0 = lim
6∑
i=1
tni f(A
n
i )
avec
6∑
i=1
tni (A
n
i ,detA
n
i ) = (ξ,det ξ), tni ∈ [0, 1] et
6∑
i=1
tni = 1. Donc
tni |λ1(Ani )− 1| → 0 et tni |detAni | → 0 pour tout i = 1, ..., 6.
A une sous-suite pre`s, tni → ti ∈ [0, 1] avec
6∑
i=1
ti = 1. Donc, il existe j tel que tj 6= 0 et d’ailleurs
∣∣λ1(Anj )− 1∣∣ = 1tnj tnj ∣∣λ1(Anj )− 1∣∣→ 0 et ∣∣detAnj ∣∣ = 1tnj tnj ∣∣detAnj ∣∣→ 0.
La premie`re condition implique que λ1(Anj )→ 1, donc
∣∣detAnj ∣∣ ≥ (λ1(Anj ))2 → 1, ce qui contredit
la deuxie`me condition. 2
REMARQUE 3.16. On peut montrer que la fonction de la PROPOSITION 3.15 satisfait en particu-
lier, Pf(ξ) = Qf(ξ) = Rf(ξ) = g(ξ), ou`
g(ξ) =
{ |det ξ| , λ1(ξ) ≥ 1
3
4 = min f, λ2(ξ) ≤ 12 ou λ1(ξ) = 0.
L’image de Pf , Qf et Rf est inconnue pour les matrices satisfaisant λ2(ξ) > 12 et 0 < λ1(ξ) < 1.
DE´MONSTRATION de la REMARQUE. Partie 1 : Pf(ξ) = Qf(ξ) = Rf(ξ) = |det ξ| si λ1(ξ) ≥ 1.
Comme |det ξ| est polyconvexe et |det ξ| ≤ f(ξ) on a |det ξ| ≤ Pf(ξ) ≤ Qf(ξ) ≤ Rf(ξ). Il suffit
de ve´rifier que Rf(ξ) ≤ |det ξ| pour λ1(ξ) ≥ 1. Il suffit de conside´rer ξ tel que λ1(ξ) > 1. On peut
e´crire
ξ = P
(
x
y
)
Q,
ou` P,Q ∈ SO(2) et 1 < |x| ≤ y. Soit
ξt = P
(
x t
y
)
Q.
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On a det ξt = det ξ et il existe t1 < 0 < t2 tels que λ1(ξt1) = λ1(ξt2) = 1. Donc ξ = µξt1 + (1 −
µ)ξt2 , µ ∈]0, 1[ et comme rang(ξt1 − ξt2) = 1, on obtient
Rf(ξ) ≤ µf(ξt1) + (1− µ)f(ξt2) = |det ξ| .
Partie 2 : Pf(ξ) = Qf(ξ) = Rf(ξ) = 34 si λ2(ξ) ≤ 12 ou λ1(ξ) = 0.
Etape 1 : min f = 34 .
Si λ1 ≥ 1 alors
f(ξ) ≥ λ1(ξ)λ2(ξ) ≥ (λ1(ξ))2 ≥ 1 > 34 .
Conside´rons maintenant le cas ou` λ1(ξ) < 1. Dans ce cas f(ξ) = 1 − λ1(ξ) + λ1(ξ)λ2(ξ) ≥ 1 −
λ1(ξ) + (λ1(ξ))2. La fonction g(t) = 1 − t + t2 de´finie pour t ≥ 0, a comme minimum 34 atteint
dans le point 12 . Donc f(ξ) ≥ 34 si λ1(ξ) < 1. De plus, soit ξ = diag( 12 , 12 ), alors f(ξ) = 34 . Donc
min f = 34 .
Etape 2 : Pf(ξ) = Qf(ξ) = Rf(ξ) = constante pour λ1(ξ) = 0.
Une fois que f est fonction des valeurs singulie`res, alors Rf l’est aussi (cf. Buttazzo-Dacorogna-
Gangbo [6, Theorem 3.1, page 24]). Disons Rf(ξ) = h(λ1(ξ), λ2(ξ)). De plus (cf. Aubert-Tahraoui
[2]), la fonction h est convexe et croissante dans chaque variable. Comme Rf ≤ f vient h(0, t) ≤ 1.
On a ainsi que h(0, ·) est convexe, croissante et borne´e supe´rieurement. Donc h(0, ·) doit eˆtre
constante.
Etape 3 : conclusion.
Soit h la fonction de l’e´tape pre´ce´dente. On utilise ensuite la croissance dans chaque variable
de cette fonction. On a
3
4
≤ h
(
0,
1
2
)
≤ h
(
1
2
,
1
2
)
=
3
4
, ∀ t ∈
[
0,
1
2
]
.
Donc Rf(ξ) = 34 pour tout ξ tel que λ2(ξ) =
1
2 . Fixons t ∈ [0, 12 ],
3
4
≤ h(t, s) ≤ h
(
t,
1
2
)
=
3
4
, ∀ s ∈
[
t,
1
2
]
.
Donc Rf(ξ) = 34 pour λ2(ξ) ≤ 12 . En particulier Rf(0) = 34 et d’ailleurs Rf(ξ) = 34 si λ1(ξ) = 0
puisque, par l’e´tape pre´ce´dente, Rf est constante pour λ1(ξ) = 0. 2
3.6 Appendice : valeurs singulie`res
On rappelle la de´finition des valeurs singulie`res d’une matrice et quelques re´sultats les concer-
nant. On se re´fe`re a` Ciarlet [10] et Horn-Johnson[21] pour les de´monstrations et de´veloppements.
DE´FINITION 3.17. Soient ξ ∈ RN×n et N ∧n = min{N,n}. Les valeurs singulie`res de ξ, de´note´es
par λi(ξ), i = 1, ..., N ∧ n et satisfaisant 0 ≤ λ1(ξ) ≤ ... ≤ λN∧n(ξ), sont, dans le cas ou` N ≤ n,
les racines des valeurs propres de la matrice syme´trique et semi-de´finie positive ξξT ∈ RN×N . Si
n ≤ N , les valeurs singulie`res sont les racines des valeurs propres de la matrice syme´trique et
semi-de´finie positive ξT ξ ∈ Rn×n.
Le re´sultat qui est e´nonce´ ensuite donne une de´composition d’une matrice en fonction de ses
valeurs singulie`res. La de´monstration de ce re´sultat peut eˆtre trouve´e en [10, page 10] ou [21, page
144].
THE´ORE`ME 3.18. Soient ξ ∈ RN×n et N ∧n = min{N,n}. Alors il existe des matrices P ∈ O(N)
et Q ∈ O(n) telles que ξ = PLQ ou` L ∈ RN×n, Lij = 0 si i 6= j et Lii = λi(ξ), i = 1, ..., N ∧ n.
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REMARQUE 3.19. On de´duit du the´ore`me que si ξ ∈ RN×n, on peut e´crire ξ = P X Q ou` P ∈
SO(N), Q ∈ SO(n) et X ∈ RN×n tel que, Xij = 0 si i 6= j et
∣∣X11 ∣∣ = λ1(ξ), Xii = λi(ξ),
i = 2, ..., N ∧ n.
Le re´sultat suivant montre qu’on peut de´finir une norme sur RN×n par sa plus grande valeur
singulie`re (voir pour la preuve Ciarlet [10, page 16]).
THE´ORE`ME 3.20. L’application λN∧n : RN×n −→ R est une norme.
Voyons ensuite une caracte´risation de la plus grande valeur singulie`re d’une matrice. On se
re´fe`re a` [10, page 16] pour la de´monstration.
THE´ORE`ME 3.21. Soit ξ ∈ Rn×n. Alors
λn(ξ) = max|y|=1
|ξy| .
Le re´sultat suivant, de´montre´ en Dacorogna-Marcellini [14, page 175], assure la polyconvexite´
de certaines fonctions qui de´pendent des valeurs singulie`res.
THE´ORE`ME 3.22. Soit ξ ∈ Rn×n et λi(ξ), i = 1, ..., n leur valeurs singulie`res. Alors les fonctions
ξ −→
n∏
i=τ
λi(ξ), τ = 1, ..., n
sont polyconvexes.
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Chapitre 4
Inclusions diffe´rentielles :
existence de solutions
On conside`re dans ce chapitre des proble`mes de Dirichlet qui s’e´crivent sous la forme d’inclusions
diffe´rentielles. En ge´ne´ral, dans les proble`mes traite´s, on cherche des applications u : Ω ⊂ Rn −→
RN solutions de
(I)
{
Du(x) ∈ E, p.p. x ∈ Ω,
u(x) = ϕ(x), x ∈ ∂Ω,
ou` E ⊂ RN×n est un ensemble donne´ et ϕ est la donne´e au bord. Les diffe´rentes inclusions
diffe´rentielles e´tudie´es correspondent toutes a` des proble`mes vectoriels (n,N > 1).
Pour traiter les proble`mes d’inclusions diffe´rentielles vectorielles, deux me´thodes diffe´rentes
ont e´te´ de´veloppe´es ; une par Dacorogna-Marcellini (voir la monographie [14]) qui se base sur
le the´ore`me des cate´gories de Baire, l’autre par Mu¨ller-Sˇvera´k [33] qui s’appuie sur la me´thode
de l’inte´gration convexe de Gromov. C’est la premie`re me´thode qu’on utilisera pour obtenir des
re´sultats d’existence de solution pour plusieurs proble`mes.
On commence dans la premie`re section par regrouper les re´sultats principaux de la the´orie
de´veloppe´e par Dacorogna-Marcellini [14]. Grosso modo, la condition suffisante pour que (I) ait
une solution est que
Dϕ(x) ∈ E ∪K, p.p. x ∈ Ω
pour un ensemble de matrices K, ve´rifiant une proprie´te´ en rapport avec E, dite la proprie´te´ de
relaxation (voir DE´FINITION 4.1 et THE´ORE`ME 4.2). Cette proprie´te´ dont la ve´rification est difficile
a e´te´ introduite par Dacorogna-Marcellini et est le point central de leur re´sultat d’existence.
Dans la deuxie`me section de ce chapitre, on conside`re quelques cas particuliers abstraits pour
lesquels on assure la proprie´te´ de relaxation. La troisie`me section est de´die´e aux applications. No-
tamment on trouve des conditions suffisantes qui assurent l’existence de solution pour le proble`me
Φ(Du(x)) ∈ {α, β}, p.p. x ∈ Ω, (4.1)
ou` Φ : RN×n −→ R est une fonction quasiaffine. Si N = n, Φ peut eˆtre la fonction de´terminant.
Dans ce cas, des proble`mes plus restrictifs seront conside´re´s, notamment{
det(Du(x)) ∈ {α, β}, p.p. x ∈ Ω,
λi(Du(x)) = γi, p.p. x ∈ Ω, i = 2, ..., n,
ou` λi(ξ), i = 2, ..., n de´signent les n− 1 plus grandes valeurs singulie`res de la matrice ξ et γi sont
des constantes donne´es.
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4.1 Rappel sur le the´ore`me d’existence ge´ne´ral
Dacorogna-Marcellini [14] ont de´veloppe´ une me´thode pour re´soudre des proble`mes diffe´rentiels
de la forme {
Fi(Du(x)) = 0, p.p. x ∈ Ω, i = 1, ..., I,
u(x) = ϕ(x), x ∈ ∂Ω,
(4.2)
pour des fonctions
Fi : RN×n −→ R
quasiconvexes. Plus re´cemment leurs re´sultats ont e´te´ e´tendus par Dacorogna-Pisante [16] de fac¸on
a` inclure des proble`mes plus ge´ne´raux :
(I)
{
Du(x) ∈ E, p.p. x ∈ Ω,
u(x) = ϕ(x), x ∈ ∂Ω.
(4.3)
C’est ce re´sultat qu’on e´noncera dans cette section (THE´ORE`ME 4.2) et qui nous permettra dans la
suite du chapitre d’obtenir l’existence de solution pour des proble`mes concrets.
On rappelle aussi dans cette section une condition suffisante due a` Dacorogna-Marcellini qui per-
met, dans la pratique, d’appliquer le the´ore`me d’existence abstrait (DE´FINITION 4.4 et THE´ORE`ME
4.5).
On commence par rappeler la notion de proprie´te´ de relaxation introduite par Dacorogna-
Marcellini et qui s’ave`re eˆtre une condition suffisante pour l’existence de solution du proble`me
(I).
DE´FINITION 4.1. Proprie´te´ de relaxation. Soient E, K ⊂ RN×n. On dit que K a la proprie´te´
de relaxation par rapport a` E si, pour tout ensemble ouvert et borne´ Ω ⊂ Rn et pour toute
application affine, uξ, telle que Duξ(x) = ξ et
Duξ(x) ∈ K,
il existe une suite uν ∈ Affmor(Ω;RN ) telle que
uν ∈ uξ +W 1,∞0 (Ω;RN ), Duν(x) ∈ E ∪K, p.p. x ∈ Ω,
uν
∗
⇀ uξ en W 1,∞(Ω, ;RN ), lim
ν→∞
∫
Ω
dist(Duν(x);E) dx = 0.
On peut pre´senter maintenant le the´ore`me d’existence. On se re´fe`re a` Dacorogna-Pisante [16]
pour la de´monstration.
THE´ORE`ME 4.2. Existence de Solution. Soient Ω ⊂ Rn un ouvert borne´ et E,K ⊂ RN×n des
ensembles tels que E est compact, K est borne´ et a la proprie´te´ de relaxation par rapport a` E. Si
ϕ ∈ Affmor(Ω;RN ) est tel que
Dϕ(x) ∈ E ∪K, p.p. x ∈ Ω,
alors il existe u ∈ ϕ+W 1,∞0 (Ω;RN ) tel que
Du(x) ∈ E, p.p. x ∈ Ω.
REMARQUE 4.3. (i) Le the´ore`me est encore vrai pour un ensemble Ω non borne´. Il suffit d’ap-
pliquer le re´sultat dans chaque ensemble borne´ d’une couverture de Vitali (cf. [14, Corollaire 10.6,
page 231]).
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(ii) On attire l’attention sur la fac¸on dont la condition au bord dans (4.3) doit eˆtre interpre´te´e.
En effet, le THE´ORE`ME 4.2 assure que u ∈ ϕ+W 1,∞0 (Ω;RN ). Si Ω est borne´ alors W 1,∞0 (Ω;RN ) =
W 1,∞(Ω;RN )∩W 1,10 (Ω;RN ). Cependant, si Ω n’est pas borne´ alors u−ϕ ∈W 1,∞0 (Ω;RN ) signifie
que
(u− ϕ)ψ ∈W 1,∞0 (Ω ∩ int suppψ;RN ),
pour tout ψ ∈ C∞0 (Rn;RN ).
(iii) Le re´sultat est encore vrai pour des conditions au bord ϕ ∈ C1mor(Ω;RN ), si l’ensemble K
est ouvert. Pour cela il faut utiliser des re´sultats d’approximation comme le The´ore`me 10.16 dans
[14].
La proprie´te´ de relaxation, ne´cessaire pour appliquer le the´ore`me pre´ce´dent, n’est pas une
proprie´te´ facile a` ve´rifier. Ainsi des conditions suffisantes plus simples ont e´te´ de´veloppe´es telles
que la proprie´te´ d’approximation de´finie ci-dessous et qui a aussi e´te´ introduite par Dacorogna-
Marcellini [14]. Dans les applications, on utilise cette dernie`re proprie´te´ pour assurer les hypothe`ses
du the´ore`me d’existence (voir le THE´ORE`ME 4.5).
DE´FINITION 4.4. Proprie´te´ d’approximation. Soient E ⊂ K(E) ⊂ RN×n. On dit que les
ensembles E et K(E) ont la proprie´te´ d’approximation s’il existe une famille d’ensembles ferme´s
Eδ et K(Eδ), δ > 0, tels que
1) Eδ ⊂ K(Eδ) ⊂ intK(E), pour tout δ > 0 ;
2) ∀ ε > 0 ∃ δ0 > 0 : dist(η,E) ≤ ε, ∀ η ∈ Eδ, δ ∈ [0, δ0] ;
3) η ∈ intK(E) ⇒ ∃ δ0 > 0 : η ∈ K(Eδ), ∀ δ ∈ [0, δ0].
THE´ORE`ME 4.5. Soit E ⊂ RN×n un ensemble compact. Si E et RcoE ont la proprie´te´ d’approxi-
mation avec K(Eδ) = RcoEδ alors intRcoE a la proprie´te´ de relaxation par rapport a` E.
REMARQUE 4.6. Une ge´ne´ralisation de ce re´sultat est donne´e dans [14] (cf. The´ore`me 6.15). Cette
ge´ne´ralisation est utile pour obtenir la proprie´te´ de relaxation via la proprie´te´ d’approximation
lorsqu’on ne connaˆıt pas l’enveloppe RcoE. Ceci est le cas du proble`me conside´re´ dans la Section
4.3.4.
On e´nonce encore un re´sultat duˆ a` Mu¨ller-Sychev [34] qui est est un raffinement d’un re´sultat
classique et qui sera utile dans ce chapitre.
LEMME 4.7. Soient Ω ⊂ Rn un ouvert borne´, t ∈ [0, 1], A,B ∈ RN×n tels que
A−B = a⊗ b
ou` a ∈ RN et b ∈ Rn. Soient b3, . . . , bk ∈ Rn, k ≥ n, tels que 0 ∈ int co{b,−b, b3, . . . , bk}. Soit ϕ
affine telle que
Dϕ(x) = ξ0 = tA+ (1− t)B, x ∈ Ω
(i.e. A = ξ0 + (1− t) a ⊗ b et B = ξ0 − ta ⊗ b). Alors, pour tout ε > 0, il existe une application
u ∈ Affmor(Ω;RN ) et des ensembles ΩA,ΩB ⊂ Ω, ouverts et disjoints tels que
|mes ΩA − t mes Ω| , |mes ΩB − (1− t) mes Ω| ≤ ε
u(x) = ϕ(x), x ∈ ∂Ω
|u(x)− ϕ(x)| ≤ ε, x ∈ Ω
Du(x) =
{
A dans ΩA
B dans ΩB
Du(x) ∈ ξ0 + {(1− t) a⊗ b,−ta⊗ b, a⊗ b3, . . . , a⊗ bk}, p.p. dans Ω.
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4.2 La proprie´te´ de relaxation
Dans cette section on s’inte´resse a` la ve´rification de la proprie´te´ de relaxation pour des cas
ou` la proprie´te´ d’approximation (cf. DE´FINITION 4.4) ne s’applique pas ou bien des re´sultats plus
simples peuvent eˆtre applique´s.
4.2.1 Une condition suffisante pour la proprie´te´ de relaxation
On de´montre ci-dessous une condition suffisante pour obtenir la proprie´te´ de relaxation. Cette
condition, qui ge´ne´ralise dans une certaine mesure le THE´ORE`ME 4.5, a e´te´ motive´e par un re´sultat
duˆ a` Kirchheim et qu’on discutera dans la Section 4.3.5.
La condition suffisante pour la proprie´te´ de relaxation est la suivante.
THE´ORE`ME 4.8. Soient E,K ⊂ RN×n des ensembles borne´s ve´rifiant la proprie´te´ suivante.
(H) Donne´ ε > 0, il existe k = k(ε,E,K) ∈ N tel que
∀ ξ ∈ intK \Bε(E) ∃ η1, ..., ηi ∈ RN×n, i ∈ N, i ≤ k, rang(ηj) = 1, j = 1, ..., i
[ξ + η1 + ...+ ηj−1 − ηj , ξ + η1 + ...+ ηj−1 + ηj ] ⊂ intK, j = 1, ..., i,
ξ + η1 + ...+ ηi ∈ Bε(E).
Alors intK a la proprie´te´ de relaxation par rapport a` E.
REMARQUE 4.9. Si E et RcoE sont dans les conditions du THE´ORE`ME 4.5 et si RcoEδ = RIcoEδ
(cf. THE´ORE`ME 2.27) pour certain I ∈ N et pour tout δ > 0, alors E et RcoE satisfont les hypothe`ses
du THE´ORE`ME 4.8. Ceci est le cas dans les applications conside´re´es dans la suite du chapitre.
On commence par de´montrer le lemme suivant.
LEMME 4.10. Soient E,K ⊂ RN×n des ensembles ve´rifiant l’hypothe`se (H) du the´ore`me pre´ce´dent.
Soient ε > 0, k = k(ε,E,K) comme dans (H), Ω ⊂ Rn un ouvert borne´ et ϕ ∈ Affmor(Ω;RN ) tel
que
Dϕ(x) ∈ intK p.p. x ∈ Ω.
Alors il existe ψ ∈ ϕ +W 1,∞0 (Ω;RN ) ∩ Affmor(Ω;RN ) et des ouverts disjoints A,B ⊂ Ω tels
que
Dψ(x) ∈ intK, p.p. x ∈ Ω; dist(Dψ(x), E) ≤ ε, p.p. x ∈ B;
||ψ − ϕ||L∞(Ω) ≤
ε2
2k(ε)
;
mes(Ω \ (A ∪B)) = 0; mes(A) ≤ c ε
2k(ε)
+
(
1− 1
2k(ε)
)
|Ω| ,
ou` c est une constante.
DE´MONSTRATION. On de´note par la suite, pour un ensemble U , |U | = mes(U). Par de´finition,
comme ϕ ∈ Affmor(Ω;RN ), on a, pour certains ouverts disjoints Ωj ⊂ Ω avec |Ω \ (∪j∈NΩj)| = 0,
ϕ affine dans chaque Ωj , disons Dϕ = ξj dans Ωj .
Pour obtenir l’assertion du lemme on va de´montrer, pour chaque j ∈ N, l’existence de ψj ∈
ϕ+W 1,∞0 (Ωj ;RN ) ∩Affmor(Ωj ;RN ) et des ouverts disjoints Aj , Bj ⊂ Ωj tels que
Dψj(x) ∈ intK, p.p. x ∈ Ωj ; dist(Dψj(x), E) ≤ ε, p.p. x ∈ Bj ;
||ψj − ϕ||L∞(Ωj) ≤
ε2
2k(ε)
;
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|Ωj \ (Aj ∪Bj)| = 0; |Aj | ≤ 2ε
j22k(ε)
+
(
1− 1
2k(ε)
)
|Ωj | .
Alors on aura le re´sultat e´nonce´ en prenant ψ = ψj dans chaque Ωj , ψ = ϕ dans Ω \ (∪j∈NΩj),
A = ∪j∈NAj et B = ∪j∈NBj . La constante c sera alors
∑
j∈N
2
j2 .
Fixons j ∈ N et construisons ψj . Pour ne pas charger les notations on laisse tomber le j dans
Ωj , Aj , Bj , ψj et ξj .
Cas 1. Si dist(Dϕ(x), E) = dist(ξ, E) ≤ ε alors il suffit de faire ψ = ϕ, A = ∅ et B = Ω.
Cas 2. Supposons dist(Dϕ(x), E) = dist(ξ, E) > ε.
On applique l’hypothe`se (H) : on a
[ξ − η1, ξ + η1] ⊂ intK.
On peut alors construire (cf. LEMME 4.7) une application u1 ∈ ϕ+W 1,∞0 (Ω;RN )∩Affmor(Ω;RN )
telle que, pour certains ensembles ouverts disjoints A1, B1 ⊂ Ω ve´rifiant∣∣∣∣∣∣A1∣∣− 12 |Ω|
∣∣∣∣ , ∣∣∣∣∣∣B1∣∣− 12 |Ω|
∣∣∣∣ ≤ εj22k(ε)
on a
||u1 − ϕ||L∞(Ω) ≤
ε2
2k(ε)k(ε)
; Du1(x) ∈ intK, p.p. x ∈ Ω;
Du1 =
{
ξ − η1 dans A1
ξ + η1 dans B1.
En particulier
∣∣B1∣∣ ≥ 12 |Ω| − εj22k(ε) .
Dans B1 on applique une deuxie`me fois le re´sultat d’approximation a` u1. On obtient alors une
application u2 avec Du2 = ξ + η1 + η2 dans un certain ouvert B2 ⊂ B1 et∣∣∣∣∣∣B2∣∣− 12 ∣∣B1∣∣
∣∣∣∣ ≤ εj22k(ε) .
On re´pe`te ce processus i fois (i ≤ k) jusqu’a` avoir dist(Dui, E) ≤ ε dans un certain Bi. De plus∣∣Ω \Bi∣∣ = |Ω| − ∣∣Bi∣∣ ≤ |Ω|+ ε
j22k(ε)
− 1
2
∣∣Bi−1∣∣ ≤ |Ω|+ ε
j22k(ε)
+
1
2
(
ε
j22k(ε)
− 1
2
∣∣Bi−2∣∣) ≤
≤ ... ≤ |Ω|+ ε
j22k(ε)
i−2∑
t=0
1
2t
+
1
2i−1
(
ε
j22k(ε)
− 1
2
|Ω|
)
≤
(
1− 1
2k(ε)
)
|Ω|+ 2 ε
j22k(ε)
.
2
On prouve ensuite le THE´ORE`ME 4.8.
DE´MONSTRATION du THE´ORE`ME 4.8. Soient Ω ⊂ Rn un ouvert borne´, uξ affine telle que Duξ(x) =
ξ ∈ intK et ε > 0. On va assurer l’existence de uε ∈ uξ +W 1,∞0 (Ω;RN ) ∩Affmor(Ω;RN ) tel que
Duε(x) ∈ E ∪ intK, p.p. x ∈ Ω, ||uε − uξ||L∞(Ω) ≤ a(ε),∫
Ω
dist(Duε(x), E) dx ≤ b(ε),
pour certaines fonctions a, b ve´rifiant limε→0 a(ε) = limε→0 b(ε) = 0.
Soit k(ε) ∈ N comme dans l’hypothe`se. Si k(ε) est borne´ on peut toujours construire un autre
k(ε) tel que limε→0 k(ε) = +∞ et qui satisfait encore l’hypothe`se (H). On suppose alors que
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limε→0 k(ε) = +∞. On de´finit l(ε) ∈ N comme la partie entie`re de 1 + 2k(ε)/ε et on conside`re une
constante C > 0 telle que dist(µ, η) ≤ C, ∀ µ ∈ K, η ∈ E.
On commence par appliquer le LEMME 4.10 a` uξ et on obtient ψ1 ∈ uξ + W 1,∞0 (Ω;RN ) ∩
Affmor(Ω;RN ) et des ouverts disjoints A1, B1 ⊂ Ω tels que∣∣Ω \ (A1 ∪B1)∣∣ = 0
Dψ1 ∈ intK, p.p. x ∈ Ω; ||ψ1 − uξ||L∞(Ω) ≤
ε2
2k(ε)
;
dist(Dψ1(x), E) ≤ ε, p.p. x ∈ B1;
∣∣A1∣∣ ≤ c ε
2k(ε)
+
(
1− 1
2k(ε)
)
|Ω| .
En particulier,∫
Ω
dist(Dψ1(x), E) dx ≤ ε |Ω|+ C
∣∣A1∣∣ ≤ ε |Ω|+ C (c ε
2k(ε)
+
(
1− 1
2k(ε)
)
|Ω|
)
.
Si
∣∣A1∣∣ > 0 on applique le LEMME 4.10 a` nouveau et on obtient ψ2 ∈ uξ +W 1,∞0 (Ω;RN ) ∩
Affmor(Ω;RN ) (en faisant ψ2 = ψ1 dans Ω \A1) et des ouverts disjoints A2, B2 ⊂ A1 tels que∣∣A1 \ (A2 ∪B2)∣∣ = 0
Dψ2(x) ∈ intK, p.p. x ∈ Ω; ||ψ2 − uξ||L∞(Ω) ≤
2ε2
2k(ε)
;
dist(Dψ2(x), E) ≤ ε, p.p. x ∈ B2;
∣∣A2∣∣ ≤ c ε
2k(ε)
+
(
1− 1
2k(ε)
) ∣∣A1∣∣ .
D’ailleurs∫
Ω
dist(Dψ2(x), E) dx ≤ ε |Ω|+ C
∣∣A2∣∣ ≤ ε |Ω|+ C (c ε
2k(ε)
+
(
1− 1
2k(ε)
) ∣∣A1∣∣)
≤ ε |Ω|+ C (c ε
2k(ε)
+
(
1− 1
2k(ε)
) (
c ε
2k(ε)
+
(
1− 1
2k(ε)
) |Ω|))
= ε |Ω|+ Cc ε
2k(ε)
+ Cc ε
2k(ε)
(
1− 1
2k(ε)
)
+ C
(
1− 1
2k(ε)
)2 |Ω| .
On re´pe`te ce proce´de´ pour autant que
∣∣Ai∣∣ > 0. Apre`s l(ε) ite´rations on a ψl(ε) ∈ uξ +
W 1,∞0 (Ω;RN ) ∩Affmor(Ω;RN ) et un ouvert Al(ε) ⊂ Ω tels que
Dψl(ε)(x) ∈ intK, p.p. x ∈ Ω;
∣∣∣∣ψl(ε) − uξ∣∣∣∣L∞(Ω) ≤ l(ε) ε22k(ε) ;
dist(Dψl(ε)(x), E) ≤ ε, p.p. x ∈ Ω \Al(ε)
et, en de´notant δk(ε) = 1− 12k(ε) ,∫
Ω
dist(Dψl(ε)(x), E) dx ≤ ε |Ω|+ Cc ε2k(ε)
(
1 + δk(ε) + δ2k(ε) + ...+ δ
l(ε)−1
k(ε)
)
+ C
(
1− 1
2k(ε)
)l(ε) |Ω|
≤ ε |Ω|+ Cc ε
2k(ε)
2k(ε) + C
(
1− 1
2k(ε)
) 2k(ε)
ε |Ω| .
On note que puisque limε→0 2k(ε) = +∞ alors
lim
ε→0
(
1− 1
2k(ε)
)2k(ε)
= e−1
et on obtient ainsi les estimations de´sire´es. 2
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4.2.2 Proble`me d’incompressibilite´
Le THE´ORE`ME 4.2 permet de traiter des proble`mes d’incompressibilite´, c’est-a`-dire des proble`mes
ou`
E,K ⊂ {ξ ∈ Rn×n : det ξ = 1}. (4.4)
De tels proble`mes ont de´ja` e´te´ conside´re´s par la me´thode des cate´gories de Baire dans Dacorogna-
Tanteri [20] dans le cadre des proble`mes de la forme (4.2). Mu¨ller-Sˇvera´k [32] ont aussi traite´ ce
genre de contraintes par la me´thode de l’inte´gration convexe.
Dans les applications, pour les proble`mes d’incompressibilite´, vu que pour des sous-ensembles
de {ξ ∈ Rn×n : det ξ = 1} on a intK = ∅, on ne peut pas utiliser le THE´ORE`ME 4.5 si on ne change
pas ade´quatement la notion de proprie´te´ d’approximation. En fait, on de´montre ensuite que, si dans
la proprie´te´ d’approximation on interpre`te intK comme l’inte´rieur relatif a` la varie´te´ det ξ = 1,
alors le THE´ORE`ME 4.5 est aussi vrai pour des ensembles E,K satisfaisant (4.4). De cette fac¸on on
e´tend le re´sultat de [20, The´ore`me 3.2, page 318 ] au cadre des proble`mes de la forme (4.3). De
meˆme temps on corrige leur preuve.
THE´ORE`ME 4.11. Soit E ⊂ {ξ ∈ Rn×n : det ξ = 1} un ensemble compact. Si E et RcoE ont la
proprie´te´ d’approximation (ou` intRcoE doit eˆtre interpre´te´ comme l’inte´rieur relatif a` la varie´te´
det ξ = 1) avec K(Eδ) = RcoEδ alors intRcoE a la proprie´te´ de relaxation par rapport a` E.
Avant de de´montrer ce re´sultat on e´nonce deux lemmes. Le premier est de´montre´ dans Dacorogna-
Tanteri [20, Lemme 4.1] et le second dans Mu¨ller-Sˇvera´k [32, Lemme 6.3].
LEMME 4.12. Soient Ω un ouvert de mesure fini, t ∈ [0, 1], A,B ∈ Rn×n avec rang(A − B) = 1
et detA = detB = 1. Soit ϕ tel que Dϕ(x) = tA + (1 − t)B, ∀ x ∈ Ω. Alors, pour tout ε > 0 il
existe u ∈ ϕ+W 1,∞0 (Ω;Rn) ∩ C∞(Ω;Rn) et des ensembles ouverts disjoints ΩA,ΩB ⊂ Ω tels que
|mesΩA − tmesΩ| , |mesΩB − (1− t)mesΩ| ≤ ε,
||u− ϕ||L∞(Ω;Rn) ≤ ε,
Du(x) =
{
A dans ΩA,
B dans ΩB ,
detDu(x) = 1, x ∈ Ω
dist(Du(x); co{A,B}) ≤ ε, x ∈ Ω.
LEMME 4.13. Soient Ω un ouvert borne´ de Rn, K un sous-ensemble ouvert de
{ξ ∈ Rn×n : det ξ = 1}
et u ∈ C1(Ω;Rn) tel que Du ∈ K. Alors pour tout ε > 0 il existe v ∈ u + W 1,∞0 (Ω;Rn) ∩
Affmor(Ω;Rn) tel que {
Dv(x) ∈ K, x ∈ Ω,
||v − u||W 1,∞(Ω;Rn) ≤ ε.
DE´MONSTRATION du THE´ORE`ME 4.11. Soient Ω ⊂ Rn un ouvert borne´, uξ affine telle que
Duξ = ξ ∈ intRcoE.
Il faut de´montrer l’existence d’une suite uν comme dans la proprie´te´ de relaxation. Par la proprie´te´
d’approximation on a que ξ ∈ RcoEδ pour tout δ suffisamment petit.
On va de´montrer que, si ξ ∈ RcoEδ pour un certain δ fixe´ alors, donne´ ε > 0, il existe
uε ∈ Affmor(Ω;Rn) et des ensembles Ω1ε,Ω2ε ⊂ Ω ouverts disjoints tels que mes(Ω \ (Ω1ε ∪Ω2ε)) = 0
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et 
||uε − uξ||L∞(Ω;Rn) ≤ 2ε,
uε = uξ, sur ∂Ω
detDuε(x) = 1, x ∈ Ω
dist(Duε(x);Eδ) ≤ ε, x ∈ Ω1ε
Duε(x) ∈ intRcoE, x ∈ Ω2ε
mesΩ2ε ≤ 2ε.
(4.5)
Une fois ceci de´montre´, on de´finit la suite uν comme suit. Pour chaque ν soit δ = δ(ν) > 0
suffisamment petit tel que dist(η,E) ≤ 12ν , ∀ η ∈ Eδ (cf. (ii) de la proprie´te´ d’approximation) et
ξ ∈ RcoEδ. On pourra alors choisir uν ∈ Affmor(Ω;Rn) satisfaisant (4.5) avec ε = 12ν .
Il reste a` de´montrer (4.5). On va le de´montrer par re´currence sur J ou` l’on admet ξ ∈ RJcoEδ.
Si J = 0 on fait uε = uξ. Si J = 1 alors on a ξ = tA + (1 − t)B pour certains A,B ∈ Eδ avec
rang(A − B) = 1. On applique le LEMME 4.12 construisant ainsi vε ∈ C∞(Ω;Rn), ΩεA,ΩεB ⊂ Ω
ouverts et disjoints tels que
|mesΩεA − tmesΩ| , |mesΩεB − (1− t)mesΩ| ≤ ε,
vε = uξ, sur ∂Ω
||vε − uξ||L∞(Ω;Rn) ≤ ε,
Dvε(x) =
{
A dans ΩεA,
B dans ΩεB ,
detDvε(x) = 1, x ∈ Ω
dist(Dvε(x); co{A,B}) ≤ ε, x ∈ Ω.
Alors vε est affine dans ΩεA et dans Ω
ε
B . Faisons uε = vε dans Ω
1
ε = Ω
ε
A ∪ ΩεB ⊂ Ω et dans
Ω \ Ω1ε = Ω2ε on applique le LEMME 4.13 pour obtenir wε ∈ Affmor(Ω2ε;Rn) tel que
Dwε ∈ intRcoE,
||wε − vε||W 1,∞(Ω2ε;Rn) ≤ ε,
wε = vε, sur ∂Ω2ε.
On de´finit alors
uε =
{
vε dans Ω1ε,
wε dans Ω2ε,
et on obtient le re´sultat.
Supposons maintenant que J > 1. Alors ξ = tA+(1−t)B avec A,B ∈ RJ−1coEδ, rang(A−B) =
1. Par le LEMME 4.12 on obtient vε ∈ C∞(Ω;Rn), ΩεA,ΩεB ⊂ Ω ouverts et disjoints comme en haut.
Dans ΩεA et Ω
ε
B , vε est affine et Dvε ∈ RJ−1coEδ. Par re´currence, il existe vAε ∈ Affmor(Ω
ε
A;Rn)
et vBε ∈ Affmor(Ω
ε
B ;Rn) comme dans (4.5). Dans Ω \ (ΩεA ∪ ΩεB) on applique le LEMME 4.13 a` vε
et on obtient wε ∈ Affmor(Ω \ (ΩεA ∪ ΩεB);Rn) tel que
Dwε ∈ intRcoE,
||wε − vε||W 1,∞ ≤ ε,
wε = vε, sur ∂(Ω \ (ΩεA ∪ ΩεB))
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On fait alors
uε =

vAε dans Ω
ε
A,
vBε dans Ω
ε
B ,
wε dans Ω \ (ΩεA ∪ ΩεB),
et on obtient le re´sultat. 2
4.2.3 L’inclusion Du(x) ∈ ∂K
Il peut eˆtre important de re´soudre des inclusions diffe´rentielles de la forme Du(x) ∈ ∂K, x ∈ Ω,
ou` ∂K est le bord d’un ensemble K. En effet, la me´thode utilise´e pour traiter les proble`mes de
minimisation du Chapitre 5 passe par la re´solution de telles inclusions diffe´rentielles. Supposons
qu’on impose aussi sur le bord de Ω la condition u = uξ0 ou` uξ0 est une application affine telle
que Duξ0 = ξ0 ∈ RN×n. Dans ce cas, par le THE´ORE`ME 4.2, il faut ve´rifier qu’il existe un ensemble
borne´ K0 qui contient ξ0 et qui a la proprie´te´ de relaxation par rapport a` ∂K. Si K est borne´ alors
cela est toujours ve´rifie´ avec K0 = K. On ve´rifie par la suite qu’avec des conditions plus faibles
sur K (il suffit que K soit borne´ dans quelques directions) on peut assurer de telles conditions. On
commence par introduire quelques notations.
NOTATION 4.14. Soit K ⊂ RN×n ouvert et λ ∈ RN×n.
(i) Pour ξ ∈ K, on note par LK(ξ, λ) le plus grand segment de la forme [ξ + tλ, ξ + sλ] ,
t < 0 < s, tel que ]ξ + tλ, ξ + sλ[ ⊂ K.
(ii) Si LK(ξ, λ) est borne´, on note par t− (ξ) < 0 < t+ (ξ) les e´le´ments tels que LK(ξ, λ) =
[ξ + t−λ, ξ + t+λ] . Alors
ξ + t±λ ∈ ∂K et ξ + tλ ∈ K, ∀ t ∈]t−, t+[.
(iii) Si H ⊂ K, on fait
LK(H,λ) =
⋃
ξ∈H
LK(ξ, λ).
DE´FINITION 4.15. Soit K ⊂ RN×n ouvert, ξ0 ∈ K et λ ∈ RN×n.
(i) On dit que K est borne´ en ξ0 dans la direction λ si LK(ξ0, λ) est borne´.
(ii) On dit que K est borne´ de fac¸on stable en ξ0 dans la direction de rang un λ = α⊗ β (avec
α ∈ RN et β ∈ Rn) s’il existe ε > 0 tel que LK(ξ0 + α⊗Bε, λ) est borne´, ou` on a note´
ξ0 + α⊗Bε =
{
ξ ∈ RN×n : ξ = ξ0 + α⊗ b avec |b| < ε
}
.
On donne un exemple d’un ensemble non borne´, mais borne´ dans certaines directions de rang
un.
EXEMPLE 4.16. Soient N = n = 2 et l’ensemble non borne´
K =
{
ξ ∈ R2×2 : α < det ξ < β} .
(i) Si ξ0 = I alors K est borne´, et meˆme borne´ de fac¸on stable, en ξ0, dans une direction de
rang un, par exemple en faisant
λ =
(
1 0
0 0
)
ou λ =
(
0 0
0 1
)
.
(ii) Si ξ0 = 0, alors K n’est borne´ en ξ0 dans aucune direction de rang un. Cependant cet
ensemble est borne´ en ξ0 dans toutes les directions de rang 2.
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THE´ORE`ME 4.17. Soit K ⊂ RN×n ouvert et ξ0 ∈ K. S’il existe une direction de rang un λ ∈
RN×n telle que K est borne´ de fac¸on stable en ξ0 dans la direction λ = α ⊗ β alors, il existe
K0 ⊂ K borne´ qui contient ξ0, avec la proprie´te´ de relaxation par rapport a` K0 ∩ ∂K et d’ailleurs
par rapport a` ∂K.
DE´MONSTRATION. On de´montre le re´sultat en deux e´tapes.
Etape 1. On peut supposer |β| = 1, sinon on le remplace par β/ |β| . Soient, pour j ≤ k et
certain k ≥ n, βj ∈ Rn, avec |βj | = 1, tels que
0 ∈ H := int co{β,−β, β3, . . . , βk} ⊂ B1 (0) = {x ∈ Rn : |x| < 1} .
On de´finit alors, pour ε > 0 comme dans l’hypothe`se,
K0 := (ξ0 + α⊗ εH) ∪
[
∂K ∩ LK(ξ0 + α⊗ εH, λ)
]
.
Donc ξ0 ∈ K0 et K0 est borne´ puisque
K0 ⊂ K0 ⊂ LK(ξ0 + α⊗Bε, λ).
On remarque que
K0 ∩ ∂K = ∂K ∩ LK(ξ0 + α⊗ εH, λ).
Il reste donc a` de´montrer que K0 a la proprie´te´ de relaxation par rapport a` K0 ∩ ∂K. On va le
de´montrer dans la deuxie`me e´tape.
Etape 2. On de´montre que K0 a la proprie´te´ de relaxation par rapport a` K0 ∩ ∂K. Soit ξ ∈ K0
et uξ tel que Duξ = ξ. On va trouver une suite uν ∈ Affmor
(
Ω;RN
)
telle que
uν ∈ uξ +W 1,∞0
(
Ω;RN
)
, Duν (x) ∈
(
K0 ∩ ∂K
) ∪K0, p.p. x ∈ Ω
uν
∗
⇀ uξ en W 1,∞, lim
ν→∞
∫
Ω
dist
(
Duν (x) ;K0 ∩ ∂K
)
dx = 0.
(4.6)
Si ξ ∈ ∂K ∩LK(ξ0 + α⊗ εH, λ), c’est imme´diat, on fait uν = uξ. Supposons ξ ∈ ξ0 + α⊗ εH. Par
hypothe`se, on peut trouver t− (ξ) < 0 < t+ (ξ) tels que
ξ± := ξ + t±λ ∈ ∂K et ξ + tλ ∈ K ∀ t ∈]t−, t+[
et donc ξ± ∈ K0 ∩ ∂K. On peut e´crire
ξ =
−t−
t+ − t− ξ+ +
t+
t+ − t− ξ− avec ξ± ∈ K0 ∩ ∂K. (4.7)
De plus, puisque ξ ∈ ξ0 + α⊗ εH, on peut trouver γ ∈ εH tel que
ξ = ξ0 + α⊗ γ.
Comme H est ouvert on a Bδ (γ) ⊂ εH, pour δ > 0 suffisamment petit. Comme δ > 0, on a
0 ∈ δH = int co{±δβ, δβ3, . . . , δβk}
et
±δβ ∈ co{± (t+ − t−)β} ⊂ co{± (t+ − t−)β, δβ3, . . . , δβk},
on obtient
0 ∈ δH = int co{±δβ, δβ3, . . . , δβk} ⊂ int co{± (t+ − t−)β, δβ3, . . . , δβk}.
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On applique maintenant le LEMME 4.7 a`
a = α, b = (t+ − t−)β, bj = δβj , j = 3, ..., k, t = −t−
t+ − t− ,
A = ξ+ = ξ +
t+
t+ − t−α⊗ (t+ − t−)β = ξ + (1− t) a⊗ b,
B = ξ− = ξ +
t−
t+ − t−α⊗ (t+ − t−)β = ξ − ta⊗ b
et on trouve uδ ∈ Affmor
(
Ω;RN
)
, des ensembles ouverts Ω+,Ω− ⊂ Ω, tels que
|mes (Ω+)− tmes Ω| , |mes (Ω−)− (1− t)mes Ω| ≤ δ
uδ(x) = uξ(x), x ∈ ∂Ω
|uδ(x)− uξ(x)| ≤ δ, x ∈ Ω
Duδ(x) = ξ±, p.p. x ∈ Ω±
Duδ(x) ∈ ξ + {t+α⊗ β, t−α⊗ β, α⊗ δβ3, . . . , α⊗ δβk}, p.p. x ∈ Ω.
(4.8)
Comme ξ± ∈ K0 ∩ ∂K et
ξ + α⊗ δβj ∈ ξ + α⊗ δH = ξ0 + α⊗
(
γ + δH
) ⊂ ξ0 + α⊗ εH ⊂ K0, j = 3, ..., k,
on de´duit la proprie´te´ de relaxation de (4.8), en choisissant δ = 1/ν. Ce qui finit la de´monstration
du the´ore`me. 2
4.3 Applications
4.3.1 Inclusion diffe´rentielle de´finie par une fonction quasiaffine
On conside`re dans cette section une premie`re application du the´ore`me d’existence ge´ne´ral
e´nonce´ au de´but du chapitre. On veut de´montrer l’existence de solution pour
Φ(Du) ∈ {α, β}
ou` Φ : RN×n −→ R est une fonction quasiaffine quelconque.
On aura besoin, dans cette section, des re´sultats de´montre´s dans la Section 3.1. Le the´ore`me
d’existence est le suivant :
THE´ORE`ME 4.18. Soient Ω un ouvert borne´ de Rn, α < β des constantes, Φ : RN×n −→ R une
fonction quasiaffine non constante et ϕ ∈ C1mor(Ω;RN ) une application telle que
Φ(Dϕ(x)) ∈]α, β[, p.p. x ∈ Ω.
Alors il existe u ∈ ϕ+W 1,∞0 (Ω;RN ) tel que
Φ(Du(x)) ∈ {α, β}, p.p. x ∈ Ω.
REMARQUE 4.19. Dans les conditions du the´ore`me, si cij , i = 1, ..., N, j = 1, ..., n sont des
constantes telles que
∣∣Djϕi(x)∣∣ ≤ cij et
|Φ(ξ)| > max{|α| , |β|}, ∀ ξ ∈ RN×n avec ∣∣ξij∣∣ = cij , i = 1, ..., N, j = 1, ..., n
alors la solution u ve´rifie
∣∣Djui(x)∣∣ ≤ cij , ∀ (i, j). De plus, cf. PROPOSITION 3.3, il est toujours
possible de trouver de telles constantes cij .
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Pour de´montrer le re´sultat on veut appliquer le the´ore`me d’existence ge´ne´ral : THE´ORE`ME 4.2.
On commence par de´montrer la proprie´te´ d’approximation (cf. DE´FINITION 4.4) qui permet, a` l’aide
des re´sultats e´nonce´s dans la Section 4.1, de ve´rifier les hypothe`ses du the´ore`me mentionne´.
LEMME 4.20. Soient α < β, Φ : RN×n −→ R une fonction quasiaffine non constante et
E =
{
ξ ∈ RN×n : Φ(ξ) ∈ {α, β}, ∣∣ξij∣∣ ≤ cij , i = 1, ..., N, j = 1, ..., n} ,
ou` cij sont des constantes strictement positives telles que
|Φ(ξ)| > max{|α| , |β|}, ∀ ξ ∈ RN×n, ∣∣ξij∣∣ = cij , i = 1, ..., N, j = 1, ..., n. (4.9)
Alors E et RcoE ont la proprie´te´ d’approximation avec K(Eδ) = RcoEδ.
DE´MONSTRATION. Soit, pour δ ≥ 0,
Eδ =
{
ξ ∈ RN×n : Φ(ξ) ∈ {α+ δ, β − δ}, ∣∣ξij∣∣ ≤ cij − δ, i = 1, ..., N, j = 1, ..., n} .
On note que les ensembles Eδ sont ferme´s et on va ve´rifier que
|Φ(ξ)| > max{|α+ δ| , |β − δ|}, ∀ ξ ∈ RN×n, ∣∣ξij∣∣ = cij − δ, i = 1, ..., N, j = 1, ..., n. (4.10)
On conside`re a` chaque fois parmi les matrices ξδ telles que
∣∣(ξδ)ij∣∣ = cij − δ (donc (ξδ)ij =
±(cij − δ)) celles dont le signe de chaque composante (i, j) est le meˆme. On de´finit, pour cet
ensemble de matrices, les fonctions f(δ) =
∣∣Φ(ξδ)∣∣ − |α+ δ| et g(δ) = ∣∣Φ(ξδ)∣∣ − |β − δ|. On a
f(0) =
∣∣Φ(ξ0)∣∣−|α| > 0 et g(0) = ∣∣Φ(ξ0)∣∣−|β| > 0, puisque ξ0 est telle que ∣∣(ξ0)ij∣∣ = cij . Donc, par
continuite´ de f et g, il existe δ0 > 0 tel que f(δ) > 0, g(δ) > 0, ∀ δ ∈ [0, δ0]. En faisant le meˆme
raisonnement pour tous les cas possibles de signes des composantes (i, j) (qui est en nombre fini)
on prouve (4.10), pour δ suffisamment petit. Alors par le THE´ORE`ME 3.1,
RcoEδ =
{
ξ ∈ RN×n : Φ(ξ) ∈ [α+ δ, β − δ], ∣∣ξij∣∣ ≤ cij − δ, i = 1, ..., N, j = 1, ..., n} ,
qui est aussi un ensemble ferme´.
C’est clair, en utilisant l’expression de intRcoE calcule´e dans le THE´ORE`ME 3.1, que Eδ ⊂
RcoEδ ⊂ intRcoE, si δ > 0.
On ve´rifie maintenant que
∀ ε > 0 ∃ δ0 > 0 : dist(η,E) ≤ ε ∀ η ∈ Eδ, δ ∈ [0, δ0].
Supposons par l’absurde que la condition pre´ce´dente n’est pas vraie. Alors
∃ ε > 0 : (∀ δ > 0 ∃ η ∈ Eδ dist(η,E) > ε).
On peut ainsi construire une suite ηn ∈ E1/n telle que dist(ηn, E) > ε, pour un certain ε > 0. Si
ηn ∈ E1/n alors
∣∣(ηn)ij∣∣ ≤ cij et donc a` une sous-suite pre`s, ηn → η. On ve´rifie imme´diatement que
η ∈ E ce qui donne l’absurde.
Il reste a` noter que si η ∈ intRcoE alors η ∈ RcoEδ, pour δ petit. On conclut ainsi que E et
RcoE ont la proprie´te´ d’approximation comme on voulait. 2
On termine cette section avec la de´monstration du the´ore`me principal.
DE´MONSTRATION du THE´ORE`ME 4.18 : Une fois que ϕ ∈ C1mor(Ω;RN ), il existe M > 0 tel que∣∣Djϕi(x)∣∣ ≤M, ∀ x ∈ Ω. En appliquant la PROPOSITION 3.3 on trouve cij > M ve´rifiant
|Φ(ξ)| > max{|α| , |β|}, ∀ ξ ∈ RN×n tel que ∣∣ξij∣∣ = cij , i = 1, ..., N, j = 1, ..., n.
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On de´finit alors l’ensemble
E =
{
ξ ∈ RN×n : Φ(ξ) ∈ {α, β}, ∣∣ξij∣∣ ≤ cij , i = 1, ..., N, j = 1, ..., n} .
Par le lemme pre´ce´dent, E et RcoE ont la proprie´te´ d’approximation avec K(Eδ) = RcoEδ et
donc, du THE´ORE`ME 4.5, on conclut que intRcoE a la proprie´te´ de relaxation par rapport a` E.
Finalement, de la fac¸on comme les constantes cij ont e´te´ choisis on aDϕ(x) ∈ intRcoE, p.p. x ∈
Ω. Le THE´ORE`ME 4.2 permet alors de conclure qu’il existe u ∈ ϕ+W 1,∞0 (Ω;RN ) tel que{
Φ(Du(x)) ∈ {α, β}, p.p. x ∈ Ω,∣∣Djui(x)∣∣ ≤ cij , p.p. x ∈ Ω, i = 1, ..., N, j = 1, ..., n.
2
4.3.2 Le cas du de´terminant avec conditions sur les valeurs singulie`res
La fonction de´terminant est une fonction quasiaffine. Donc, de la section pre´ce´dente, on a un
re´sultat d’existence de solution pour l’inclusion
det(Du) ∈ {α, β} dans Ω. (4.11)
On va ve´rifier dans cette section qu’on peut encore assurer l’existence de solution pour l’inclusion
(4.11) si on impose d’autres conditions surDu, notamment des conditions sur ses valeurs singulie`res.
Le proble`me est le suivant : on cherche u : Ω −→ Rn tel que
det(Du(x)) ∈ {α, β} p.p. x ∈ Ω,
λi(Du(x)) = γi, p.p. x ∈ Ω, i = 2, ..., n,
u = ϕ, sur ∂Ω,
ou` Ω est un ouvert de Rn et λi(Du(x)) de´signent les valeurs singulie`res de Du(x) (cf. DE´FINITION
3.17). Le cas ou` α = β = 0 sera aussi conside´re´.
THE´ORE`ME 4.21. Soient n ≥ 2, Ω ⊂ Rn un ouvert borne´ et des constantes α < β, 0 < γ2 ≤ ... ≤
γn ve´rifiant la condition
γ2
n∏
i=2
γi > max {|α| , |β|} .
Soit encore ϕ ∈ C1mor(Ω;Rn) tel que
det(Dϕ(x)) ∈]α, β[, p.p. x ∈ Ω,
n∏
i=τ
λi(Dϕ(x)) <
n∏
i=τ
γi, p.p. x ∈ Ω, τ = 2, ..., n.
Alors, il existe u ∈ ϕ+W 1,∞0 (Ω;Rn) tel que{
det(Du(x)) ∈ {α, β}, p.p. x ∈ Ω,
λi(Du(x)) = γi, p.p. x ∈ Ω, i = 2, ..., n.
REMARQUE 4.22. (i) Le cas ou` α = −β 6= 0 a de´ja` e´te´ de´montre´ par Dacorogna-Marcellini [14,
The´ore`me 7.28, page 199]. Pour plus de de´tails on se re´fe`re a` la REMARQUE 3.5 (i), page 38.
(ii) Le cas ou` α = β n’est pas inclus dans le THE´ORE`ME 4.21. Cependant, si la donne´e au bord
est affine le re´sultat est encore vrai. Ce fait a e´te´ de´montre´ par Dacorogna-Tanteri [20, The´ore`me
10.3, page 335] pour α = β 6= 0. On note que ce proble`me est dans le contexte du THE´ORE`ME 4.2
et graˆce au THE´ORE`ME 4.11 il peut eˆtre re´solu. Plus loin (cf. THE´ORE`ME 4.24) on conside`re le cas
α = β = 0 qui se re´duit a` un proble`me de dimension infe´rieure.
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On commence par ve´rifier la proprie´te´ d’approximation pour des ensembles ade´quats.
LEMME 4.23. Soient n ≥ 2, α < β, 0 < γ2 ≤ ... ≤ γn ve´rifiant la condition
γ2
n∏
i=2
γi > max {|α| , |β|}
et
E =
{
ξ ∈ Rn×n : det ξ ∈ {α, β} , λi(ξ) = γi, i = 2, ..., n
}
.
Alors E et RcoE ont la proprie´te´ d’approximation avec K(Eδ) = RcoEδ.
DE´MONSTRATION. On note d’abord que, par le THE´ORE`ME 3.4,
RcoE =
{
ξ ∈ Rn×n : det ξ ∈ [α, β] ,
n∏
i=τ
λi(ξ) ≤
n∏
i=τ
γi, τ = 2, ..., n
}
et on de´finit, pour δ > 0 tel que γ2 − δ > 0 et α+ δ < β − δ,
Eδ =
{
ξ ∈ Rn×n : det ξ ∈ {α+ δ, β − δ} , λi(ξ) = γi − δ, i = 2, ..., n
}
.
Pour δ suffisamment petit, la condition (γ2 − δ)
n∏
i=2
(γi − δ) ≥ max {|α+ δ| , |β − δ|} est encore
ve´rifie´e. Donc, par le THE´ORE`ME 3.4 on a
RcoEδ =
{
ξ ∈ Rn×n : det ξ ∈ [α+ δ, β − δ] ,
n∏
i=τ
λi(ξ) ≤
n∏
i=τ
(γi − δ), τ = 2, ..., n
}
.
C’est clair que Eδ et RcoEδ sont des ensembles ferme´s ve´rifiant Eδ ⊂ RcoEδ ⊂ intRcoE
(l’expression de intRcoE est connue par le THE´ORE`ME 3.4).
Ensuite on de´montre la deuxie`me condition de la proprie´te´ d’approximation. Soit ε > 0, on
veut trouver δ0 > 0 tel que dist(η,E) ≤ ε, ∀ η ∈ Eδ, δ ∈ [0, δ0]. On va utiliser la me´trique de
Rn×n induite par la norme de la plus grande valeur singulie`re (voir THE´ORE`ME 3.20).
Soit η ∈ Eδ, pour δ ∈]0, δ0], ou` δ0 est a` trouver. On e´crit
η = P

x
γ2 − δ
. . .
γn − δ
Q,
avec P,Q ∈ SO(n) et |x| ≤ γ2 − δ et disons que det η = α + δ. On va trouver un e´le´ment dans E
qui soit proche de η. En effet, soit
ξ = P

α
γ2 · · · γn
γ2
. . .
γn
Q.
L’hypothe`se sur les constantes γi permet de conclure que ξ ∈ E. De plus, on a
dist(η;E) ≤ dist(η; ξ) = λn(η − ξ) = max
{∣∣∣∣x− αγ2 · · · γn
∣∣∣∣ , δ} .
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Comme
∣∣∣x− αγ2···γn ∣∣∣ = ∣∣∣ α+δ(γ2−δ)···(γn−δ) − αγ2···γn ∣∣∣→ 0 lorsque δ → 0 alors dist(η;E) < ε pour δ ≤ δ0
suffisamment petit. On note que le choix de δ0 ne de´pend que de α, β, γi, i = 2, ..., n et ε.
Il reste a` ve´rifier la troisie`me condition de la proprie´te´ d’approximation. Soit η ∈ intRcoE.
Alors det η ∈]α, β[ et
n∏
i=τ
λi(η) <
n∏
i=τ
γi, τ = 2, ..., n. On a que, pour un certain δ1 > 0, det η ∈
]α + δ, β − δ[, ∀ δ < δ1. D’autre part, si on conside`re les fonctions continues fτ (δ) =
n∏
i=τ
λi(η) −
n∏
i=τ
(γi − δ), τ = 2, ..., n, on sait que fτ (0) < 0 et donc fτ (δ) < 0 pour δ plus petit qu’un certain
δτ > 0, τ = 2, ..., n. Si δ0 = min
1≤i≤n
{δi} on a que η ∈ RcoEδ pour δ ≤ δ0, comme on voulait. 2
Le re´sultat principal de la section en de´coule imme´diatement.
DE´MONSTRATION du THE´ORE`ME 4.21 : Il suffit de ve´rifier que le THE´ORE`ME 4.2 est satisfait. On
conside`re l’ensemble
E =
{
ξ ∈ Rn×n : det ξ ∈ {α, β} , λi(ξ) = γi, i = 2, ..., n
}
.
Dans le lemme pre´ce´dent on a assure´ que E et RcoE ont la proprie´te´ d’approximation avec
K(Eδ) = RcoEδ et donc, par le THE´ORE`ME 4.5, la proprie´te´ de relaxation est ve´rifie´e. Finalement,
les hypothe`ses sur la donne´e au bord ϕ permettent de conclure le re´sultat. 2
Ensuite on conside`re le proble`me d’existence d’une application u solution de l’e´quation detDu =
0, avec les valeurs singulie`res de Du prescrites.
THE´ORE`ME 4.24. Soient Ω un ouvert borne´ de Rn, 1 < t ≤ k ≤ n + 1, des constantes 0 < γt ≤
· · · ≤ γn et ϕ : Rn −→ Rn une application affine telle que
λi(Dϕ) = 0, i = 1, ..., k − 1,
λk(Dϕ) > 0,
n∏
i=τ
λi(Dϕ) <
n∏
i=τ
γi, τ = k, ..., n
(les deux ine´galite´s n’ayant lieu que si k ≤ n).
Alors, il existe u ∈ ϕ+W 1,∞0 (Ω;Rn) tel que{
λi(Du(x)) = 0, p.p. x ∈ Ω, i = 1, ..., t− 1
λi(Du(x)) = γi, p.p. x ∈ Ω, i = t, ..., n.
REMARQUE 4.25. On note que le gradient de la solution u doit avoir au maximum le meˆme
nombre de valeurs singulie`res nulles que le gradient de la donne´e au bord ϕ.
DE´MONSTRATION. On commence par noter qu’il suffit de conside´rer le cas ou`
Dϕ = diag(0, ..., 0, λk, ..., λn).
En fait, comme on peut toujours e´crire Dϕ = PDQ ou` P,Q ∈ SO(n) et D est la matrice diagonale
des valeurs singulie`res de Dϕ (cf. REMARQUE 3.19), si v ∈ ψ + W 1,∞0 (QΩ;Rn) est solution du
proble`me pour ψ(y) = PTϕ(QT y) (Dψ = D), alors u(x) = Pv(Qx) est solution du proble`me
original.
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Supposons donc que Dϕ = diag(0, ..., 0, λk, ..., λn). Alors ϕi(x) est constante pour i = 1, ..., k−1
et ϕj(x) = ϕj(xj) pour j = k, ..., n. Pour obtenir une solution du proble`me il suffit de faire
u = (ϕ1, ..., ϕt−1, ut, ..., un) ou`
u˜ = (ut, ..., un) ∈ (ϕt, ..., ϕn) +W 1,∞0 (Ω;Rn−t+1), λi(Du˜) = γi+t−1, i = 1, ..., n− t+ 1.
En effet, si une matrice a un nombre s de lignes nulles alors ses s premie`res valeurs singulie`res sont
0 et les restantes sont les valeurs singulie`res de la matrice (rectangulaire) compose´e par les lignes
non nulles de la matrice initiale.
L’existence de u˜ est assure´e par le The´ore`me 7.28 de [14, page 199] ou` des solutions dans
W 1,∞(Ω;Rn) (Ω ⊂ Rn) sont conside´re´es, mais qui est aussi valable dans W 1,∞(Ω;RN ). 2
4.3.3 Extension du cas d’une inclusion de´finie par une fonction quasiaf-
fine
On aimerait e´tendre le re´sultat de la section pre´ce´dente au cas plus ge´ne´ral des fonctions
quasiaffines, c’est-a`-dire, re´soudre l’inclusion
Φ(Du) ∈ {α, β}
(Φ e´tant une fonction quasiaffine arbitraire) en prescrivant les valeurs singulie`res de Du. Comme
on a vu avant (Section 3.3), calculer l’enveloppe rang un convexe de l’ensemble lie´ a` un tel proble`me
n’est pas facile. On va donc conside´rer le proble`me ou` l’on prescrit les valeurs singulie`res d’une
sous-matrice particulie`re de Du. Les notations sont les meˆmes qu’on a utilise´ dans la Section 3.3.
On rappelle que si
Φ(ξ) = Φ(0) +
N∧n∑
k=1
< Ak; adjkξ >,
on a note´ l = max{k : Ak 6= 0} et pour (s, t) ∈ Rσ(l) tel que (Al)st 6= 0 qu’on a fixe´, ξˆ est la
sous-matrice carre´e d’ordre l de ξ qui intervient dans adjlξ. De plus, on a note´ I l’ensemble des
indices des composantes de la matrice ξ qui ne sont pas dans la matrice ξˆ.
On conside`re aussi les conditions suivantes :
sup
{
Φ(ξ) :
∣∣ξij∣∣ = cij , ∀ (i, j) ∈ I, λi(ξˆ) = γ, ∀ i = 1, ..., l, (Al)st (adjlξ)st < 0} < α (4.12)
et
β < inf
{
Φ(ξ) :
∣∣ξij∣∣ = cij , ∀ (i, j) ∈ I, λi(ξˆ) = γ, ∀ i = 1, ..., l, (Al)st (adjlξ)st > 0} . (4.13)
On va de´montrer le re´sultat d’existence suivant.
THE´ORE`ME 4.26. Soient N,n ∈ N, Ω ⊂ Rn un ouvert borne´, Φ : RN×n −→ R une fonction
quasiaffine non constante et des constantes α < β et γ > 0 ve´rifiant les conditions (4.12) et
(4.13). Soit encore ϕ ∈ C1mor(Ω;RN ) tel que{
Φ(Dϕ(x)) ∈]α, β[, p.p. x ∈ Ω,
λl(D̂ϕ(x)) < γ.
Alors il existe u ∈ ϕ+W 1,∞0 (Ω;RN ) tel que{
Φ(Du(x)) ∈ {α, β}, p.p. x ∈ Ω,
λi(D̂ϕ(x)) = γ, p.p. x ∈ Ω, i = 2, ..., l.
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Comme d’habitude on commence par de´montrer la proprie´te´ d’approximation.
LEMME 4.27. Soient N,n ∈ N, Φ : RN×n −→ R une fonction quasiaffine non constante, des
constantes α < β et γ > 0 ve´rifiant les conditions (4.12) et (4.13) et
E =
{
ξ ∈ RN×n : Φ(ξ) ∈ {α, β}, ∣∣ξij∣∣ ≤ cij , ∀ (i, j) ∈ I, λi(ξˆ) = γ, i = 2, ..., l} .
Alors E et RcoE ont la proprie´te´ d’approximation avec K(Eδ) = RcoEδ.
DE´MONSTRATION. On conside`re l’ensemble
Eδ =
{
ξ ∈ RN×n : Φ(ξ) ∈ {α+ δ, β − δ}, ∣∣ξij∣∣ ≤ cij − δ, ∀ (i, j) ∈ I, λi(ξˆ) = γ − δ, i = 2, ..., l}
et on commence par ve´rifier que
RcoEδ =
{
ξ ∈ RN×n : Φ(ξ) ∈ [α+ δ, β − δ], ∣∣ξij∣∣ ≤ cij − δ, ∀ (i, j) ∈ I, λl(ξˆ) = γ − δ} .
Pour cela il suffit de ve´rifier que les conditions (3.4) et (3.5) du THE´ORE`ME 3.7 sont vraies quand
α est remplace´ par α+ δ, β par β − δ, cij par cij − δ et γ par γ − δ.
On de´montre l’ine´galite´ (3.4), l’autre est analogue. On suppose par l’absurde que (3.4) ne se
ve´rifie pas. Alors on peut construire ξδ, avec δ → 0, tel que Φ(ξδ) > α+δ,
∣∣(ξδ)ij∣∣ = cij−δ, ∀ (i, j) ∈ I,
λi(ξˆδ) = γ − δ, ∀ i = 1, ..., l et (Al)st (adjlξδ)st < 0, ce qui donne l’absurde puisqu’on a (4.12) par
hypothe`se.
Une fois que les ensembles Eδ ont e´te´ choisis d’une fac¸on continue par rapport a` E, il se ve´rifie
imme´diatement (de la meˆme fac¸on que dans les lemmes des Sections 4.3.1 et 4.3.2) que E et RcoE
ont la proprie´te´ d’approximation. 2
DE´MONSTRATION du THE´ORE`ME 4.26. Il suffit d’appliquer le THE´ORE`ME 4.2. De la meˆme fac¸on
que dans les THE´ORE`MES 4.18 et 4.21, a` l’aide du lemme pre´ce´dent on ve´rifie que intRcoE a la
proprie´te´ de relaxation par rapport a` E (cf. notations du lemme) et donc on obtient le re´sultat.2
4.3.4 Surfaces minimales
On veut e´tudier l’existence de u : Ω ⊂ Rn −→ Rn+1 tel que
adjn(Du) ∈ ∂C,
ou` C est un ensemble de Rn+1. On note que si u est une parame´trisation d’une surface, alors
adjnDu repre´sente la normale a` cette surface. Dans le Chapitre 5 on verra que, selon la me´thode
adopte´e, la re´solution de l’inclusion pre´ce´dente est fondamentale pour traiter certains proble`mes
de minimisation du type des surfaces minimales.
On a le the´ore`me d’existence suivant.
THE´ORE`ME 4.28. Soient Ω un ouvert borne´ de Rn, C un ouvert connexe et borne´ de Rn+1 et uξ0
l’application affine qui ve´rifie Duξ0 = ξ0 ∈ R(n+1)×n. Si ξ0 est tel que
adjn(ξ0) ∈ C
alors il existe u ∈ uξ0 +W 1,∞0 (Ω;Rn+1) tel que adjn(Du) ∈ ∂C p.p. dans Ω.
DE´MONSTRATION. On va appliquer le THE´ORE`ME 4.2. Il y a deux cas a` conside´rer.
Cas 1 : adjnξ0 = 0.
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Comme C est ouvert, en particulier on a dans ce cas que 0 /∈ ∂C. En outre, puisque C est borne´
on peut conside´rer une constante γ > 0 telle que
|y| ≤ γn, ∀ y ∈ C (4.14)
et ξ0 ∈ intK ou`
K :=
{
ξ ∈ R(n+1)×n : adjnξ ∈ C, λn(ξ) ≤ γ
}
.
On a vu au THE´ORE`ME 3.11 que
intK =
{
ξ ∈ R(n+1)×n : adjnξ ∈ intC, λn(ξ) < γ
}
.
On de´finit aussi le compact
E =
{
ξ ∈ R(n+1)×n : adjnξ ∈ ∂C, λn(ξ) ≤ γ
}
.
Pour obtenir le re´sultat du the´ore`me il suffit de ve´rifier que intK a la proprie´te´ de relaxation
par rapport a` E. On applique le The´ore`me 6.15 de [14] (voir REMARQUE 4.6). On commence par
ve´rifier que E et K ont la proprie´te´ d’approximation. Soient
Eδ =
{
ξ ∈ R(n+1)×n : adjnξ ∈ ∂Cδ, λn(ξ) ≤ γ − δ′
}
,
Kδ =
{
ξ ∈ R(n+1)×n : adjnξ ∈ Cδ, λn(ξ) ≤ γ − δ′
}
,
ou`
Cδ =
{
x ∈ C : dist(x, ∂C) ≥ δ}
et δ′ = γ − (γn − δ)1/n > 0. Evidemment Eδ ⊂ Kδ ⊂ intK. Voyons que
∀ ε > 0 ∃ δ0 > 0 : dist(η,E) ≤ ε, ∀ η ∈ Eδ, δ ∈ [0, δ0].
Supposons par l’absurde que
∃ ε > 0 : (∀ δ > 0 ∃ η ∈ Eδ : dist(η,E) > ε).
Alors on peut construire une suite ηk ∈ E1/k telle que dist(ηk, E) > ε. La suite ηk est borne´e donc
a` une sous-suite pre`s on peut dire que ηk → η pour un certain η qu’on verra doit appartenir a` E
ce qui donnera une contradiction.
On a ηk ∈ E1/k donc adjnηk ∈ ∂C1/k, ce qui implique que dist(adjnηk, ∂C) = 1k . Par continuite´,
en passant a` la limite, on obtient dist(adjnη, ∂C) = 0 ce qui est e´quivalente a` dire que adjnη ∈ ∂C.
De la meˆme fac¸on on obtient que λn(η) ≤ γ et donc η ∈ E.
Il reste a` ve´rifier la condition
η ∈ intK ⇒ ∃ δ0 > 0 : η ∈ Kδ, ∀ δ ∈ [0, δ0]
qui est e´vidente par continuite´ des fonctions qui de´finissent K. Donc E et K ont la proprie´te´
d’approximation.
Maintenant on ve´rifie les autres conditions du the´ore`me en application (The´ore`me 6.15 de [14]).
On de´finit, pour δ > 0,
E0δ := Eδ ⊂ E1δ ⊂ ... ⊂ En−1δ ⊂ Enδ := Kδ
ou`, pour i = 1, ..., n− 1,
Eiδ = Eδ ∪
{
ξ ∈ R(n+1)×n : adjnξ ∈ Cδ, λi+1(ξ) = · · · = λn(ξ) = γ − δ′
}
.
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De la meˆme fac¸on qu’on a vu que K ⊂ RcoE (THE´ORE`ME 3.11) on voit que Enδ ⊂ RcoEδ. De
plus, on remarque que n passages suffisent pour e´crire un e´le´ment de Enδ comme combinaison rang
un convexe d’e´le´ments de E0δ (cf. de´monstration du THE´ORE`ME 3.11). Donc on conclut que K a la
proprie´te´ de relaxation par rapport a` E et par ailleurs l’existence de la solution u souhaite´e.
Cas 2 : adjnξ0 6= 0.
On de´finit
K =
{
ξ ∈ R(n+1)×n : adjnξ ∈ intC
}
.
Si on ve´rifie que, pour certain K0 ⊂ K borne´ et qui contient ξ0, K0 a la proprie´te´ de relaxation par
rapport a` une partie ferme´e de ∂K alors, par le THE´ORE`ME 4.2, on obtient l’inclusion de´sire´e. On
applique le THE´ORE`ME 4.17 pour assurer l’existence d’un ensemble K0 dans les conditions de´crites.
Il faut ve´rifier que K est borne´ de fac¸on stable en ξ0 dans une direction de rang un λ = α⊗β ∈
R(n+1)×n.
Par le the´ore`me de de´composition, il existe P ∈ O (n+ 1) , Q ∈ SO (n) et 0 ≤ λ1 ≤ ... ≤ λn,
tels que
ξ0 = PLQ, ou` L =

λ1
. . .
λn
0 · · · 0
 .
De plus
adjnξ0 = adjnP adjnL et adjnL =

0
...
0
(−1)n λ1 · · ·λn
 .
Comme adjnξ0 6= 0 on a que λ1 > 0.
Sans perte de ge´ne´ralite´ on suppose ξ0 = L. On choisit alors λ = α⊗β ou` α = (1, 0, ..., 0) ∈ Rn+1
et β = (1, 0, ..., 0) ∈ Rn. On va ve´rifier que LK(ξ0 +α⊗Bε, λ) (cf. NOTATION 4.14) est borne´ pour
certain ε > 0. Soit η ∈ LK(ξ0+α⊗Bε, λ) alors on peut e´crire η = ξ0+α⊗ γε+ tλ avec γε ∈ Bε et
t ∈ R. Par de´finition de LK(ξ0 + α⊗ Bε, λ) on a adjnη ∈ C et comme C est borne´ on peut e´crire
|adjnη| ≤ l, pour certain l > 0 de´pendant seulement de C. D’autre part
|adjnη| =
∣∣λ1 + γ1ε + t∣∣λ2 · · ·λn.
Donc on a les majorations
|t| ≤ ∣∣λ1 + γ1ε + t∣∣+ ∣∣λ1 + γ1ε ∣∣ ≤ lλ2 · · ·λn + |λ1|+ ε.
D’ailleurs |η| ≤ |ξ0|+ |α⊗ γε|+ |t| |λ| qui est borne´ pour chaque ε fixe. 2
4.3.5 Gradient avec un nombre fini de valeurs sans connexion de rang
un
Dans [22], Kirchheim a de´montre´ l’existence d’applications non affines dont le gradient prend
un nombre fini de valeurs sans connexions de rang un. (Voir aussi le re´sultat duˆ a` Kirchheim-Preiss
cf. [23, Corollaire 4.40], ou` est de´montre´e l’existence d’une application non affine dont le gradient
prend cinq valeurs sans connexion de rang un.) On e´nonce ensuite le re´sultat.
THE´ORE`ME 4.29. Soient N,n ≥ 2, Ω ⊂ Rn un ouvert borne´. Alors il existe E = {ξ1, ..., ξm} ⊂
RN×n tel que
rang(ξi − ξj) = min{N,n} si i 6= j
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et il existe ξ /∈ E et u ∈ uξ +W 1,∞0 (Ω;RN ) (uξ de´note une application qui ve´rifie Duξ = ξ) tels
que
Du(x) ∈ E, p.p. x ∈ Ω.
Ce re´sultat a e´te´ obtenu comme application d’un the´ore`me d’existence abstrait aussi duˆ a`
Kirchheim (cf. [22, The´ore`me 5]). On verra par la suite qu’on peut aussi le de´montrer par la me´thode
des cate´gories de Baire. On doit alors construire les ensembles E et K satisfaisant les conditions du
the´ore`me d’existence ge´ne´ral (THE´ORE`ME 4.2), c’est-a`-dire, on doit trouver E compact et K borne´
avec la proprie´te´ de relaxation par rapport a` E. La construction de ces ensembles est la meˆme
que celle de Kirchheim. Une fois les ensembles construits, on de´montre la proprie´te´ de relaxation
a` l’aide du THE´ORE`ME 4.8.
On commence par rappeler un lemme e´tablit dans [22] qui permet la construction des ensembles
ci-mentionne´s. On en pre´sentera sa preuve ci-apre`s.
LEMME 4.30. Soient N,n ≥ 2. Alors il existe E = {ξ1, ..., ξm} ⊂ RN×n tel que
rang(ξi − ξj) = min{N,n} si i 6= j
et dist(ξ;B 1
2
(0)) > 0, pour tout ξ ∈ E. De plus,
∀ ξ ∈ E ∃ Mξ ⊂ RN×n : i) Mξ ⊂ ξ + {µ ∈ RN×n : rang µ = 1}
ii) Mξ ⊂ B 1
2
(0), #Mξ < 4Nn
iii) ∂B 1
2
(0) ⊂ ⋃ξ∈E int(co({ξ} ∪Mξ)).
DE´MONSTRATION du THE´ORE`ME 4.29. Soit E l’ensemble que le lemme pre´ce´dent assure exister et
de´finissons
K = B 1
2
(0) ∪
⋃
ξ∈E
int(co({ξ} ∪Mξ))
ou` l’on a utilise´ les notations du LEMME 4.30. On obtient le re´sultat par application du THE´ORE`ME
4.2 aux ensembles E et K. On note que, puisque 0 ∈ K \E on obtiendra en particulier l’existence
de u ∈ uξ +W 1,∞0 (Ω;RN ) tel que Du ∈ E avec ξ /∈ E.
Il faut de´montrer que K a la proprie´te´ de relaxation par rapport a` E. Pour cela on applique le
THE´ORE`ME 4.8. On ve´rifie alors l’hypothe`se (H) du the´ore`me. On commence par noter que K est
un ensemble ouvert.
Soit ε > 0 et η ∈ K\Bε(E). Si η ∈ B 1
2
(0), on se re´duit facilement au cas ou` η ∈ int(co({ξ}∪Mξ))
vu que
∂B 1
2
(0) ⊂ K.
En fait, dans ce cas, il existe η1 de rang un tel que [η− η1, η+ η1] ⊂ intK = K et η+ η1 /∈ B 1
2
(0).
Il reste a` conside´rer le cas ou` η ∈ int(co({ξ} ∪Mξ)) \B 1
2
(0), pour certain ξ ∈ E. Alors
η =
k∑
j=1
λjµj +
1− k∑
j=1
λj
 ξ,
pour certains λj ∈]0, 1[ tels que
k∑
j=1
λj < 1 et ou` µj sont des e´le´ments de Mξ, d’ailleurs k < 4Nn.
Soit j∗ ∈ {1, ..., k} tel que λj∗ et µj∗ re´alisent le max1≤j≤k λj |ξ−µj | et conside´rons la direction
de rang un donne´e par ξ−µj∗ . On ve´rifie que, pour certain c > 0 inde´pendant de η, η1 = c(ξ−µj∗)
satisfait [η − η1, η + η1] ⊂ intK. En particulier on obtiendra, pour C > 0 inde´pendant de η,
|η1| ≥ C.
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Voyons comment trouver la constante c. Pour
|t| < min
λj∗ , 1−
k∑
j=1
λj
 ,
η + t(ξ − µj∗) =
∑
j 6=j∗
λjµj + (λj∗ − t)µj∗ +
1− k∑
j=1
λj + t
 ξ ∈ int(co({ξ} ∪Mξ)).
Il reste donc a` ve´rifier que
min
λj∗ , 1−
k∑
j=1
λj
 ≥ c > 0.
De
ε < |η − ξ| ≤
k∑
j=1
λj |µj − ξ| ≤ 4Nnλj∗ |µj∗ − ξ| ≤ 4Nnλj∗ max
ξ∈E, µ∈Mξ
|µ− ξ|
on obtient l’estimation pour λj∗ . L’autre estimation est obtenue du fait que
1
2
≤ |η| ≤
k∑
j=1
λj |µj |+
1− k∑
j=1
λj
 |ξ| ≤ max
µ∈Mξ, ξ∈E
|µ|
k∑
j=1
λj +
1− k∑
j=1
λj
max
ξ∈E
|ξ|
qui implique que
k∑
j=1
λj ≤
maxξ∈E |ξ| − 12
maxξ∈E |ξ| −maxµ∈Mξ, ξ∈E |µ|
< 1.
On obtient ainsi la suite de matrices de rang un η1, ..., ηi en faisant maintenant le meˆme rai-
sonnement avec la matrice η+ η1 et ainsi de suite. Reste a` ve´rifier qu’apre`s i ite´rations on obtient
η + η1 + ...+ ηi ∈ Bε(E).
On suppose, sans perte de ge´ne´ralite´, que |η + η1| ≥ |η − η1| et on ve´rifie que
|η + η1| ≥ C.
En effet,
2 |η + η1|2 ≥ |η + η1|2 + |η − η1|2 = 2 |η|2 + 2 |η1|2 ≥ 2C2.
Si η+η1 /∈ Bε(E) quand on re´pe`te la proce´dure on obtient [η+η1−η2, η+η1+η2] ⊂ intK = K
et (en supposant |η + η1 + η2| ≥ |η + η1 − η2|)
2 |η + η1 + η2|2 ≥ |η + η1 + η2|2 + |η + η1 − η2|2 = 2 |η + η1|2 + 2 |η2|2 ≥ 4C2.
Ainsi, apre`s i ite´rations, on obtient η + η1 + ...+ ηi ∈ intK = K avec
|η + η1 + ...+ ηi| ≥
√
iC. (4.15)
Donc, |η + η1 + ...+ ηi| −→ +∞ et comme K est borne´, on conclut que pour certain i, η + η1 +
... + ηi ∈ K ∩ Bε(E). L’estimation i ≤ k(ε,E,K) pour k inde´pendant de η vient du fait que la
constante C est inde´pendante de η.
On conclut par le THE´ORE`ME 4.8 que K a la proprie´te´ de relaxation par rapport a` E et donc
l’existence d’une solution u. 2
Pour la preuve du LEMME 4.30 qui suit on a besoin d’un re´sultat auxiliaire e´tabli aussi par
Kirchheim [22].
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LEMME 4.31. Soit η ∈ RN×n avec rang η = 1. Alors, pour r > 0, il existe
Mη ⊂ Br(η) ∩ {µ ∈ RN×n : rang µ = 1}
tel que #Mη < 4Nn et η ∈ int(coMη).
DE´MONSTRATION. Il suffit de montrer le re´sultat dans le cas ou` η = e1⊗ e1. Dans le cas ge´ne´ral on
peut e´crire
η = Rae1 ⊗ e1Q, pour certains a 6= 0, R ∈ O(N), Q ∈ O(n).
Alors, si M est l’ensemble associe´ a` e1 ⊗ e1 pour r′ = r/|a|, on peut faire Mη = RaMQ.
Supposons maintenant η = e1 ⊗ e1 et fixons r > 0. On fixe aussi δ > 0 suffisamment petit et
on de´finit
Mη =
{
ηk1j : k ∈ {1, 2}, j ∈ {1, ..., n}
} ∪ {ηki1 : k ∈ {1, 2}, i ∈ {1, ..., N}}∪
∪{ηklij : k, l ∈ {1, 2}, (i, j) ∈ {2, ..., N} × {2, ..., n}}
ou`
ηkij = η + (−1)kδ2ei ⊗ ej pour i = 1 ou j = 1
et
ηklij = η + (−1)kδ2ei ⊗ ej + (−1)lδ(e1 ⊗ ej + (−1)kei ⊗ e1) pour (i, j) ∈ {2, ..., N} × {2, ..., n}.
On peut ve´rifier queMη ⊂ {µ ∈ RN×n : rang µ = 1} et e´videmment que pour δ > 0 suffisamment
petit, Mη ⊂ Br(η). De plus,
#Mη < # {(i, j, k, l) : (i, j) ∈ {1, ..., N} × {1, ..., n}, k, l ∈ {1, 2}} = 4Nn.
Finalement, comme η± δ2ei⊗ej ∈ coMη pour tout (i, j) ∈ {1, ..., n}×{1, ..., N} (c’est e´vident
si i = 1 ou j = 1 ; dans l’autre cas on note que η ± δ2ei ⊗ ej est combinaison convexe de ηklij ), on
obtient que η ∈ int(coMη). 2
Le LEMME 4.30 peut maintenant eˆtre de´montre´.
DE´MONSTRATION du LEMME 4.30. Etape 1. On ve´rifie que
∀ η ∈ ∂B 1
2
(0) ∃ 0 < δ < r, ξ ∈ ∂B1(0), ζ ∈ B 1
2
(0), Mξ ⊂ RN×n :
1) Mξ ⊂ ξ + {µ ∈ RN×n : rang µ = 1}
2) Mξ ⊂ Br(ζ) ⊂ B2r(ζ) ⊂ B 1
2
(0), #Mξ < 4Nn
3) B2δ(η) ⊂ co({ξ} ∪Mξ).
Soit η ∈ ∂B 1
2
(0). Alors η 6= 0 et puisque η est somme de matrices de rang un, il existe une
direction de rang un µ telle que 〈η;µ〉 > 0. On prend alors ξ ∈ ∂B1(0) de la forme η + tµ et
ζ ∈ B 1
2
(0) de la forme η − tµ. On choisit r > 0 de fac¸on que B2r(ζ) ⊂ B 1
2
(0).
On applique maintenant le lemme pre´ce´dent a` la matrice de rang un ζ − ξ. On obtient alors un
ensemble N ⊂ Br(ζ − ξ)∩ {µ ∈ RN×n : rang µ = 1} tel que #N < 4Nn et ζ − ξ ∈ int(coN ). Par
translation on obtient Mξ := N + ξ ve´rifiant 1), 2) et ζ ∈ int(coMξ).
Voyons que B2δ(η) ⊂ co({ξ} ∪ Mξ) pour δ > 0 suffisamment petit a` de´terminer. Comme
ζ ∈ int(coMξ), alors, pour certain γ > 0, Bγ(ζ) ⊂ coMξ. On note aussi que η = λζ + (1 − λ)ξ
avec 0 < λ < 1 de´pendant seulement de η, ζ, ξ. Soit µ ∈ B2δ(η). On peut e´crire
µ = η + (µ− η) = λζ + (1− λ)ξ + (µ− η) = λ
(
ζ +
1
λ
(µ− η)
)
+ (1− λ)ξ.
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On ve´rifie que ζ + 1λ (µ− η) ∈ coMξ. En fait,∣∣∣∣ζ + 1λ (µ− η)− ζ
∣∣∣∣ ≤ 1λ2δ.
Donc, on obtient que ζ + 1λ (µ − η) ∈ coMξ en prenant 2δ < λγ et on conclut ainsi que µ ∈
co({ξ} ∪Mξ).
Etape 2. On de´finit l’ensemble E et on conclut le re´sultat.
Pour chaque η ∈ ∂B 1
2
(0) on l’associe δη, rη, ξη, ζη et Mξη comme dans la premie`re e´tape.
Alors la famille des boules Bδη (η) avec η ∈ ∂B 12 (0) constitue une couverture de ∂B 12 (0) et donc
on peut conside´rer η1, ..., ηm tels que Bδηi (ηi), i = 1, ...,m soit encore une couverture de ∂B 12 (0).
On de´finit ε < min1≤i≤m{δηi}.
Pour la construction de E on commence par remarquer que, fixe´ η ∈ RN×n,
{µ ∈ RN×n : adjN∧n(µ− η) 6= 0}
est ouvert et dense dans RN×n. On fait alors E = {ξ1, ..., ξm}, ou`
– ξ1 = ξη1 ;
– On choisit ξ2 ∈ {µ ∈ RN×n : adjN∧n(µ− ξ1) 6= 0} tel que |ξ2 − ξη2 | < ε ;
– Pour choisir ξ3 on commence par fixer µ ∈ {η ∈ RN×n : adjN∧n(η − ξ1) 6= 0} tel que
|µ − ξη3 | < ε/2. On prend alors ξ3 ∈ {η ∈ RN×n : adjN∧n(η − ξ2) 6= 0} tel que |ξ3 − µ| < ε/2 et
suffisamment proche de µ de fac¸on que adjN∧n(ξ3 − ξ1) 6= 0. On note que |ξ3 − ξη3 | < ε.
On poursuit de cette fac¸on le choix des restants ξi.
On ve´rifie ensuite que E a les proprie´te´s de´sire´es. Comme adjN∧n(ξi− ξj) 6= 0 pour i 6= j, alors
rang(ξi − ξj) = min{N,n} si i 6= j.
D’autre part, comme |ξi − ξηi | < ε et ξηi ∈ ∂B1(0), alors dist(ξi;B 12 (0)) ≥
1
2 − ε > 0, pour ε petit.
Finalement, pour ξi ∈ E on de´finitMξi =Mξηi+ξi−ξηi et on obtient le re´sultat en remarquant
que
Mξi ⊂ Brηi+ε(ζηi) ⊂ B2rηi (ζηi) ⊂ B 12 (0)
et que
∂B 1
2
(0) ⊂
m⋃
i=1
Bδηi (ηi) ⊂
m⋃
i=1
B2δηi (ηi) + ξi − ξηi ⊂
⊂
m⋃
i=1
int(co({ξηi} ∪Mξηi )) + ξi − ξηi =
m⋃
i=1
int(co({ξi} ∪Mξi)).
2
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Chapitre 5
Proble`mes de minimisation non
quasiconvexes
On conside`re le proble`me de minimisation
(P ) inf
{∫
Ω
f(Du(x)) dx : u ∈ uξ0 +W 1,∞0 (Ω;RN )
}
ou` Ω est un ouvert borne´ de Rn, f : RN×n −→ R est une fonction non quasiconvexe, u : Ω −→ RN
et uξ0 = ξ0x avec ξ0 ∈ RN×n. Il s’agit donc d’un proble`me vectoriel. On note que parfois, durant
l’analyse de ce chapitre, on conside`re des donne´es au bord non affines et des fonctions f a` valeurs
dans R ∪ {+∞}.
Le proble`me relaxe´ de (P ) s’e´crit
(QP ) inf
{∫
Ω
Qf(Du(x)) dx : u ∈ uξ0 +W 1,∞0 (Ω;RN )
}
ou` Qf de´signe l’enveloppe quasiconvexe de la fonction f .
Dans ce chapitre des conditions ne´cessaires et suffisantes pour l’existence de solution pour le
proble`me abstrait (P ) seront e´tablies. On traite, dans la Section 5.1, des conditions suffisantes.
Voyons comment les re´sultats d’existence pour les e´quations aux de´rive´es partielles conside´re´es
dans le chapitre pre´ce´dent peuvent eˆtre applique´s dans ce contexte.
Une condition ne´cessaire pour l’existence de solution de (P ) est que
f(Du) = Qf(Du), p.p. dans Ω. (5.1)
Cette condition s’ave`re suffisante si Qf est quasiaffine dans l’ensemble
K = {ξ ∈ RN×n : Qf(ξ) < f(ξ)}.
La re´solution du proble`me (P ) s’appuie alors sur la recherche de solutions de l’e´quation (5.1).
Pour cela l’e´quation en question sera mise dans le cadre des inclusions diffe´rentielles conside´re´es
dans le Chapitre 4.
La Section 5.2 sera consacre´e a` l’e´tude de conditions ne´cessaires pour l’existence de solution de
(P ). On introduira la notion de quasiconvexite´ stricte qui, comme on le verra, est une condition
suffisante, mais pas ne´cessaire pour la non-existence de solution de (P ). En fait, cette condition
e´quivaut a` l’unicite´ de solution pour le proble`me (QP ), ce qui n’e´quivaut pas a` la non-existence
de solution pour (P ). On a des exemples ou` il n’y a pas de solution pour (P ), mais pour lesquels
le proble`me relaxe´ a une infinite´ de solutions.
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Finalement, dans la Section 5.3 plusieurs applications seront conside´re´es. Notamment on conside`re
le cas ou` f(ξ) = g(Φ(ξ)), ξ ∈ RN×n, e´tant Φ : RN×n −→ R une fonction quasiaffine arbitraire.
Les re´sultats de ce chapitre sont parus dans Dacorogna-Ribeiro [18] et Dacorogna-Pisante-
Ribeiro [17].
5.1 Conditions suffisantes d’existence
On suppose par la suite f : RN×n −→ R ∪ {+∞}, mesurable au sens de Borel et satisfaisant
f(ξ) ≥ 〈α;T (ξ)〉+ β, ∀ ξ ∈ RN×n (5.2)
pour certains α ∈ Rτ(N,n) et β ∈ R. Pour ξ0 ∈ RN×n on de´note par uξ0 l’application affine ξ0x.
Alors Duξ0 = ξ0.
On rappelle que le proble`me en conside´ration est le proble`me de minimisation
(P ) inf
{∫
Ω
f(Du(x)) dx : u ∈ uξ0 +W 1,∞0 (Ω;RN )
}
.
On de´montre ensuite un the´ore`me e´le´mentaire, mais fondamental dans cette section. Ce the´ore`me
donne des conditions suffisantes pour l’existence de solution du proble`me (P ). Les conditions
de´crites dans ce re´sultat fournissent le fil conducteur pour e´tablir les conditions suffisantes du
COROLLAIRE 5.3, souvent plus clair dans les applications.
THE´ORE`ME 5.1. Soient Ω un ouvert borne´ de Rn, F, f : RN×n −→ R ∪ {+∞} deux fonctions
mesurables au sens de Borel avec F ≤ f et uξ0 une application affine telle que Duξ0 = ξ0 et
F (ξ0) mesΩ = inf
{∫
Ω
F (Du(x)) dx : u ∈ uξ0 +W 1,∞0 (Ω;RN )
}
. (5.3)
Alors, (P ) a une solution s’il existe u ∈ uξ0 +W 1,∞0 (Ω;RN ) tel que
f (Du (x)) = F (Du (x)) , p.p. x ∈ Ω (5.4)∫
Ω
F (Du (x)) dx = F (ξ0) mesΩ. (5.5)
REMARQUE 5.2. (i) Si f est une fonction a` valeurs finies satisfaisant (5.2) alors Qf (l’enveloppe
quasiconvexe de f) est bien de´finie et satisfait la condition (5.3). En ge´ne´ral on travaille avec
F = Qf , mais, dans le cas ou` f n’est pas finie, il sera utile d’avoir le THE´ORE`ME 5.1.
(ii) Si l’enveloppe polyconvexe de f , Pf(ξ) = g(T (ξ)) pour une certaine fonction g : Rτ(N,n) −→
R ∪ {+∞} convexe et semi-continue infe´rieurement, alors la condition (5.3) est satisfaite par F =
Pf .
(iii) Si f est finie et F = Qf , alors, en fait, les conditions (5.4) et (5.5) sont (cf. THE´ORE`ME
5.7) des conditions ne´cessaires et suffisantes pour l’existence de solution de (P ).
DE´MONSTRATION. Voyons que si u ve´rifie (5.4) et (5.5) alors u est solution de (P ) :∫
Ω
f(Du(x)) dx =
∫
Ω
F (Du(x)) dx = F (ξ0)mes(Ω) ≤
∫
Ω
F (Dv(x)) dx
≤
∫
Ω
f(Dv(x)) dx, ∀ v ∈ uξ0 +W 1,∞0 (Ω;RN ).
2
Comme on a vu dans le re´sultat pre´ce´dent, l’ensemble
K =
{
ξ ∈ RN×n : F (ξ) < f (ξ)}
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(F = Qf si f est finie) joue un roˆle important dans la recherche de solution de (P ). Evidemment,
si F et ξ0 ve´rifient (5.3), le cas inte´ressant a` e´tudier est le cas ou` ξ0 ∈ K, sinon uξ0 est solution
trivial de (P ). Ensuite on cherche des conditions qui garantissent (5.4) et (5.5), et conse´quemment,
l’existence de solution pour le proble`me de minimisation. Assurer (5.4) peut eˆtre vu comme re´soudre
l’inclusion diffe´rentielle
Du (x) ∈ Kc = RN×n \K, p.p. x ∈ Ω
et pour cela le but est d’appliquer la the´orie du chapitre pre´ce´dent. La condition (5.5) sera assure´e
par l’hypothe`se de quasiaffinite´ de F dans un ensemble ade´quat.
Donc, en combinant le re´sultat pre´ce´dent avec le THE´ORE`ME 4.2 on peut e´tablir le corollaire
suivant. On note que la proprie´te´ de relaxation mentionne´e dans le corollaire a e´te´ de´finie dans le
Chapitre 4 (DE´FINITION 4.1).
COROLLAIRE 5.3. Soient Ω un ouvert borne´ de Rn, F, f : RN×n −→ R ∪ {+∞} deux fonctions
mesurables au sens de Borel avec F ≤ f et ve´rifiant la condition (5.3). Soit
K =
{
η ∈ RN×n : F (η) < f (η)} .
Supposons qu’il existe des ensembles borne´s K0 ⊂ K1 ⊂ RN×n tels que
• ξ0 ∈ K0,
• il y a un compact H ⊂ K0 ∩Kc tel que K1 a la proprie´te´ de relaxation par rapport a` H,
• F est quasiaffine dans K0.
Alors, le proble`me (P ) a une solution.
DE´MONSTRATION. Comme ξ0 ∈ K0 ⊂ K1 en appliquant le THE´ORE`ME 4.2, on peut conclure l’exis-
tence de u ∈ uξ0 +W 1,∞0 (Ω;RN ) tel que
Du ∈ H, p.p. dans Ω.
Donc, puisque H ⊂ Kc, u ve´rifie (5.4) et, par l’hypothe`se de quasiaffinite´, u ve´rifie aussi (5.5).
Donc, par le THE´ORE`ME 5.1 on obtient que u est la solution souhaite´e. 2
REMARQUE 5.4. Si on conside`re dans le proble`me (P ) des donne´es au bord ϕ ∈ C1mor, on peut
encore obtenir l’existence de solution si, entre autres conditions, le proble`me relaxe´ a une solution
re´gulie`re (voir REMARQUE 4.3). Dans la Section 5.3.1 on conside´rera des proble`mes ou` dans certains
cas l’existence de solution re´gulie`re pour (QP ) est assure´e et on de´montrera le the´ore`me dans ce cas
plus ge´ne´ral. On se re´fe`re a` la de´monstration du THE´ORE`ME 5.20 pour le traitement des donne´es
au bord non affines.
Ensuite on cherche des conditions sur K qui permettent d’assurer l’existence de K0 = K1
avec la proprie´te´ de relaxation comme dans l’e´nonce´ du corollaire. Comme on a remarque´ dans le
chapitre pre´ce´dent, si K est borne´, alors K a la proprie´te´ de relaxation par rapport a` ∂K. Lorsque
K n’est pas borne´, mais borne´ de fac¸on stable en ξ0 dans une direction de rang un λ = α⊗ β (cf.
(ii) de la DE´FINITION 4.15), on a vu, cf. THE´ORE`ME 4.17, qu’il est possible d’assurer l’existence de
K0 ⊂ K avec la proprie´te´ de relaxation par rapport a` K0 ∩ ∂K.
On peut alors e´crire le re´sultat suivant.
COROLLAIRE 5.5. Soient Ω un ouvert borne´ de Rn, F, f : RN×n −→ R ∪ {+∞} deux fonctions
mesurables au sens de Borel avec F ≤ f et ve´rifiant la condition (5.3). Soit encore ξ0 ∈ K ou`
K =
{
η ∈ RN×n : F (η) < f (η)} .
Si K est ouvert et il existe une direction de rang un λ ∈ RN×n telle que
(i) K est borne´ de fac¸on stable en ξ0 dans la direction λ = α⊗ β,
(ii) F est quasiaffine dans LK(ξ0 + α⊗B², λ) (cf. DE´FINITION 4.15),
alors le proble`me (P ) a une solution u ∈ uξ0 +W 1,∞0 (Ω;RN ).
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REMARQUE 5.6. (i) Si f est finie et semi-continue infe´rieurement et F = Qf alors la condition
(5.3) est satisfaite et l’ensemble K est ouvert.
(ii) Comme cas particulier du corollaire on obtient le the´ore`me de´montre´ par Dacorogna-
Marcellini dans [13, The´ore`me 3.1].
DE´MONSTRATION. Le re´sultat suit imme´diatement du THE´ORE`ME 4.17 et du COROLLAIRE 5.3. 2
5.2 Conditions ne´cessaires d’existence
On e´tablit des conditions ne´cessaires d’existence pour le proble`me
(P ) inf
{
I (u) =
∫
Ω
f (Du (x)) dx : u ∈ uξ0 +W 1,∞0 (Ω;RN )
}
ou` Ω est un ouvert borne´ de Rn, uξ0 est affine, avec Duξ0 = ξ0 et f : RN×n −→ R est une fonction
semi-continue infe´rieurement. On remarque qu’on ne conside`re que des fonctions f a` valeurs finies.
On suppose que Qf(ξ0) < f(ξ0) sinon uξ0 est solution trivial de (P ). L’ide´e fondamentale pour
assurer la non existence de solution de (P ) est de garantir l’unicite´ de solution pour le proble`me
relaxe´. On obtient ainsi que uξ0 est la seule solution de (QP ), mais comme par hypothe`se uξ0 n’est
pas solution de (P ) (cf. THE´ORE`ME 5.7), ce proble`me n’a pas de solution. Cette me´thode e´tait de´ja`
utilise´e par Marcellini dans [26] et Dacorogna-Marcellini dans [13]. On e´tend ici leur re´sultat.
On remarque que l’unicite´ de la solution pour le proble`me relaxe´ n’est cependant pas ne´cessaire
pour la non existence de solution de (P ). Dans l’EXEMPLE 5.29 on conside`re un proble`me qui n’a
pas de solution, mais dont le proble`me relaxe´ a une infinite´ de solutions (voir PROPOSITION 5.30).
On commence par de´montrer un re´sultat e´le´mentaire qui donne des conditions ne´cessaires
d’existence pour le proble`me (P ).
THE´ORE`ME 5.7. Soient Ω un ouvert borne´ de Rn, f : RN×n −→ R une fonction mesurable au
sens de Borel et localement borne´e satisfaisant (5.2). Alors, si (P ) a une solution u ∈ uξ0 +
W 1,∞0 (Ω;RN ), ne´cessairement
f (Du (x)) = Qf (Du (x)) , p.p. x ∈ Ω (5.6)∫
Ω
Qf (Du (x)) dx = Qf (ξ0) mesΩ. (5.7)
De plus, si u est solution de (P ), alors u est solution de (QP ).
DE´MONSTRATION. On commence par noter que, par le the´ore`me de relaxation et puisque Qf ≤ f ,
si u est solution de (P ) alors u est aussi solution de (QP ) (voir la de´finition de (QP ) dans la page
79). En effet, ∫
Ω
Qf(Du(x)) dx ≤
∫
Ω
f(Du(x)) dx = inf(P ) = inf(QP ). (5.8)
Donc ∫
Ω
Qf(Du(x)) dx =
∫
Ω
f(Du(x)) dx
et comme Qf ≤ f on obtient (5.6).
En outre, la quasiconvexite´ de Qf entraˆıne que uξ0 est solution de (QP ). De (5.8) re´sulte ainsi
la condition (5.7). 2
On introduit ensuite la de´finition de quasiconvexite´ stricte.
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DE´FINITION 5.8. On dit qu’une fonction quasiconvexe f : RN×n −→ R est strictement quasicon-
vexe en ξ0 ∈ RN×n, si pour un ensemble ouvert borne´ U ⊂ Rn et pour tout ϕ ∈W 1,∞0
(
U ;RN
)
tel
que ∫
U
f (ξ0 +Dϕ (x)) dx = f (ξ0) mes(U)
alors ϕ ≡ 0.
PROPOSITION 5.9. La de´finition pre´ce´dente est inde´pendante du choix du domaine.
DE´MONSTRATION. Soit Ω un ouvert borne´ et supposons que∫
Ω
f (ξ0 +Dw (x)) dx = f (ξ0) mes(Ω)
pour certain w ∈W 1,∞0 (Ω;RN ).
On choisit a > 0 suffisamment grand tel que
Ω ⊂ Qa :=]− a, a[n
et on de´finit
v(x) =
{
w(x), x ∈ Ω
0, x ∈ Qa \ Ω.
Donc v ∈W 1,∞0 (Qa;RN ).
Ensuite on conside`re x0 ∈ Rn et k ∈ R suffisamment grand pour que
x0 +
1
k
Qa = x0 +
]
−a
k
,
a
k
[n
⊂ U.
On de´finit
ϕ(x) =

1
k
v(k(x− x0)), x ∈ x0 + 1
k
Qa
0, x ∈ U \
(
x0 +
1
k
Qa
)
.
On a bien ϕ ∈W 1,∞0 (U ;RN ) et∫
U
f (ξ0 +Dϕ (x)) dx = f (ξ0) mes
(
U \
(
x0 +
1
k
Qa
))
+
∫
x0+
1
kQa
f (ξ0 +Dv (k(x− x0))) dx
= f (ξ0)
(
mes(U)− mes (Qa)
kn
)
+
1
kn
∫
Qa
f(ξ0 +Dv(y))dy
= f (ξ0)
(
mes(U)− mes (Qa)
kn
)
+
1
kn
(
f(ξ0)mes(Qa \ Ω) +
∫
Ω
f(ξ0 +Dw(x))dx
)
= f(ξ0)mes(U)
Par la stricte quasiconvexite´ de f en ξ0 on a que ϕ ≡ 0 donc v ≡ 0 et finalement w ≡ 0. 2
Suit un the´ore`me e´le´mentaire de non existence :
THE´ORE`ME 5.10. Soit f : RN×n −→ R une fonction semi-continue infe´rieurement, localement
borne´e et satisfaisant (5.2). Soit ξ0 ∈ RN×n tel que Qf (ξ0) < f (ξ0) et Qf est strictement qua-
siconvexe en ξ0. Alors le proble`me relaxe´ (QP ) a uξ0 comme seule solution tandis que (P ) n’a
aucune solution.
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DE´MONSTRATION. Comme uξ0 est solution de (QP ), la stricte quasiconvexite´ de Qf en ξ0 et le fait
que le choix du domaine U est inde´pendant dans la de´finition, entraˆıne imme´diatement l’unicite´
de solution de (QP ). D’autre part, par le THE´ORE`ME 5.7, s’il existe u ∈ uξ0 +W 1,∞0 (Ω;RN ) une
solution de (P ) alors u est aussi solution de (QP ). Comme par hypothe`se Qf(ξ0) < f(ξ0), en
utilisant une autre fois le THE´ORE`ME 5.7, on conclut que uξ0 n’est pas solution de (P ) et d’ailleurs
on obtient la non existence de solution pour (P ). 2
Ensuite on donne des conditions suffisantes pour la quasiconvexite´ stricte. On commence
par rappeler un lemme et une de´finition dus a` Dacorogna-Marcellini (cf. [13, Etape 2 de la
de´monstration du The´ore`me 5.1]).
LEMME 5.11. Soient Ω un ouvert borne´ de Rn et ϕ ∈W 1,∞0 (Ω;RN ) tels que〈
αi;Dϕi (x)
〉
= 0, p.p. x ∈ Ω, i = 1, ..., N
pour certains αi ∈ Rn, αi 6= 0, i = 1, ..., N . Alors ϕ ≡ 0.
DE´MONSTRATION. Supposons que 〈
αi;Dϕi(x)
〉
= 0, i = 1, ..., N.
Fixons i ∈ {1, ..., N}, on ve´rifie alors que ϕi ≡ 0. Soient x ∈ Ω et x0 ∈ ∂Ω de la forme
x0 = x+ tαi. Cela est possible puisque Ω est borne´. Vu que ϕ ∈W 1,∞0 (Ω;RN ) on peut e´crire
ϕi(x) = ϕi(x0)−
∫ t
0
〈
Dϕi(x+ sαi);αi
〉
ds = 0.
Comme x est arbitraire on obtient que ϕi ≡ 0. 2
DE´FINITION 5.12. Soit f : RN×n −→ R une fonction convexe. On dit que f est strictement
convexe en ξ0 ∈ RN×n dans au moins N directions s’il existe α =
(
αi
)
1≤i≤N ∈ RN×n, αi 6= 0
pour tout i = 1, ..., N , tel que : si pour un certain η ∈ RN×n l’identite´
1
2
f (ξ0 + η) +
1
2
f (ξ0) = f
(
ξ0 +
1
2
η
)
est satisfaite, alors 〈
αi; ηi
〉
= 0, i = 1, ..., N.
On ve´rifie que la stricte convexite´ dans au moins N directions implique la stricte quasiconvexite´.
Ce re´sultat a e´te´ de´montre´ par Dacorogna-Marcellini dans [13] dont on pre´sente ici sa preuve.
PROPOSITION 5.13. Si une fonction convexe f : RN×n −→ R est strictement convexe en ξ0 ∈
RN×n dans au moins N directions, alors f est strictement quasiconvexe en ξ0.
DE´MONSTRATION. Supposons que ϕ ∈W 1,∞0 (Ω;RN ) ve´rifie∫
Ω
f(ξ0 +Dϕ(x)) dx = f(ξ0) mes(Ω). (5.9)
On veut ve´rifier que ϕ ≡ 0.
Par la convexite´ de f et par (5.9) on a
f(ξ0)mes(Ω) ≤
∫
Ω
f
(
ξ0 +
1
2
Dϕ(x)
)
dx ≤
∫
Ω
1
2
f(ξ0 +Dϕ(x)) +
1
2
f(ξ0) dx = f(ξ0)mes(Ω).
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Donc
f
(
ξ0 +
1
2
Dϕ(x)
)
=
1
2
f(ξ0 +Dϕ(x)) +
1
2
f(ξ0), p.p. x ∈ Ω.
Comme f est strictement convexe dans au moins N directions on a que〈
αi;Dϕi(x)
〉
= 0, i = 1, ..., N, p.p. x ∈ Ω
pour un certain α et par le LEMME 5.11 vient que ϕ ≡ 0. 2
Evidemment la convexite´ stricte dans au moins N directions est une condition plus faible que
la stricte convexite´. En particulier, dans le cas scalaire (N = 1) il suffit que la fonction soit non
affine pour avoir la condition pre´ce´dente et donc on obtient imme´diatement le re´sultat suivant.
COROLLAIRE 5.14. Soit f : Rn −→ R semi-continue infe´rieurement, localement borne´e et satis-
faisant (5.2). Soit ξ0 ∈ Rn tel que Cf (ξ0) < f (ξ0) et Cf non affine en ξ0. Alors (P ) n’a pas de
solution.
On veut maintenant ge´ne´raliser la dernie`re proposition au cas des fonctions polyconvexes. Pour
mieux comprendre cette ge´ne´ralisation on commence par de´montrer une autre caracte´risation de
la convexite´ stricte dans au moins N directions.
On rappelle que si f : RN×n −→ R est une fonction convexe, le sous-diffe´rentiel de f en ξ,
de´note´ ∂f(ξ), est l’ensemble
∂f(ξ) =
{
λ ∈ RN×n : f(η) ≥ f(ξ) + 〈λ; η − ξ〉, ∀ η ∈ RN×n} .
PROPOSITION 5.15. Soit f : RN×n −→ R une fonction convexe. Les conditions suivantes sont
e´quivalentes :
(i) f est strictement convexe en ξ0 ∈ RN×n dans au moins N directions,
(ii) il existe α =
(
αi
)
1≤i≤N ∈ RN×n avec αi 6= 0 pour tout i = 1, ..., N , tel que, si
f (ξ0 + η)− f (ξ0)− 〈λ; η〉 = 0
pour certains η ∈ RN×n et λ ∈ ∂f (ξ0) , alors〈
αi; ηi
〉
= 0, i = 1, ..., N.
DE´MONSTRATION. Etape 1. On va ve´rifier que la condition
1
2
f (ξ0 + η) +
1
2
f (ξ0) = f
(
ξ0 +
1
2
η
)
(5.10)
est e´quivalente a`
∃ λ ∈ ∂f(ξ0) : f(ξ0 + tη)− f(ξ0)− t〈λ; η〉 = 0, ∀ t ∈ [0, 1]. (5.11)
On ve´rifie d’abord que (5.10) implique que
tf (ξ0 + η) + (1− t) f (ξ0) = f (ξ0 + tη) , ∀ t ∈ [0, 1]. (5.12)
On va le de´montrer pour t > 1/2 (si t < 1/2 la preuve est analogue). On peut e´crire
1
2
= αt+ (1− α) 0 = αt, pour certain α ∈]0, 1[.
Par l’hypothe`se et de la convexite´ de f on trouve
1
2
f (ξ0 + η) +
1
2
f (ξ0) = f
(
ξ0 +
1
2
η
)
≤ αf (ξ0 + tη) + (1− α) f (ξ0) .
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Supposons par l’absurde que
f (ξ0 + tη) < tf (ξ0 + η) + (1− t) f (ξ0) .
Des deux dernie`res ine´galite´s, on obtient
1
2
f (ξ0 + η) +
1
2
f (ξ0) < α [tf (ξ0 + η) + (1− t) f (ξ0)] + (1− α) f (ξ0)
=
1
2
f (ξ0 + η) +
1
2
f (ξ0)
qui est absurde. Donc on a bien (5.12). De plus on a
f ′ (ξ0, η) := lim
t→0+
f (ξ0 + tη)− f (ξ0)
t
= f (ξ0 + η)− f (ξ0) .
Par le The´ore`me 23.4 de Rockafellar [35], une fois que f est une fonction convexe re´elle on a que
∂f (ξ0) est un compact non vide et
f ′ (ξ0, η) = sup {〈λ; η〉 : λ ∈ ∂f(ξ0)} .
Donc il existe λ ∈ ∂f(ξ0) tel que f ′ (ξ0, η) = 〈λ; η〉, c’est-a`-dire f (ξ0 + η) − f (ξ0) = 〈λ; η〉 et de
(5.12)
f (ξ0 + tη)− f (ξ0)− t 〈λ; η〉 = 0, ∀ t ∈ [0, 1] .
On a donc de´montre´ que (5.10) implique (5.11). L’implication inverse est imme´diate, si on prend
t = 1/2 et t = 1 dans (5.11).
Etape 2. On de´montre maintenant l’e´quivalence des deux conditions de l’e´nonce´.
(i) ⇒ (ii) : On commence par noter que pour tout µ ∈ RN×n on a
1
2f (ξ0 + η) +
1
2f (ξ0)− f
(
ξ0 + 12η
)
=
1
2 [f (ξ0 + η)− f (ξ0)− 〈µ; η〉]−
[
f
(
ξ0 + 12η
)− f (ξ0)− 12 〈µ; η〉] . (5.13)
Supposons que, pour λ ∈ ∂f (ξ0) , on a
f (ξ0 + η)− f (ξ0)− 〈λ; η〉 = 0.
De la convexite´ de f, de (5.13) applique´ a` µ = λ et de la de´finition de ∂f (ξ0), on a
0 ≤ 1
2
f (ξ0 + η) +
1
2
f (ξ0)− f
(
ξ0 +
1
2
η
)
= −
[
f
(
ξ0 +
1
2
η
)
− f (ξ0)− 12 〈λ; η〉
]
≤ 0.
Donc, de (i) re´sulte que
〈
αi; ηi
〉
= 0, i = 1, ..., N, pour certain α = (αi)1≤i≤N ∈ RN×n.
(ii) ⇒ (i) : Supposons maintenant que
1
2
f (ξ0 + η) +
1
2
f (ξ0)− f
(
ξ0 +
1
2
η
)
= 0.
Par l’Etape 1 on sait qu’il existe λ ∈ ∂f (ξ0) tel que
f (ξ0 + tη)− f (ξ0)− t 〈λ; η〉 = 0, ∀ t ∈ [0, 1] .
En choisissant t = 1, on est dans les conditions de (ii) et on obtient
〈
αi; ηi
〉
= 0, i = 1, ..., N,
comme de´sire´. 2
Ensuite on ge´ne´ralise la PROPOSITION 5.13 aux fonctions polyconvexes. On conside`re se´pare´ment
dans le re´sultat suivant le cas N = n = 2 pour faciliter sa compre´hension.
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PROPOSITION 5.16. Soient f : RN×n −→ R une fonction polyconvexe, ξ0 ∈ RN×n et λ = λ (ξ0) ∈
Rτ(N,n) tel que
f (ξ0 + η)− f (ξ0)− 〈λ;T (ξ0 + η)− T (ξ0)〉 ≥ 0, pour tout η ∈ RN×n.
(i) Soit N = n = 2 et supposons qu’il existe α1,1, α1,2, α2,2 ∈ R2, α1,1 6= 0, α2,2 6= 0, β ∈ R, tels
que, pour chaque η ∈ R2×2 qui ve´rifie
f (ξ0 + η)− f (ξ0)− 〈λ;T (ξ0 + η)− T (ξ0)〉 = 0,
on a 〈
α2,2; η2
〉
= 0 et
〈
α1,1; η1
〉
+
〈
α1,2; η2
〉
+ β det η = 0.
Alors f est strictement quasiconvexe en ξ0.
(ii) Soit N,n ≥ 2 et supposons qu’il existe, pour tout ν = 1, ..., N ,
αν,ν , αν,ν+1, ..., αν,N ∈ Rn, αν,ν 6= 0, βν,s ∈ R
(
n
s
)
, 2 ≤ s ≤ n ∧ (N − ν + 1)
tel que pour chaque η ∈ RN×n qui ve´rifie
f (ξ0 + η)− f (ξ0)− 〈λ;T (ξ0 + η)− T (ξ0)〉 = 0
on a
N∑
s=ν
〈αν,s; ηs〉+
n∧(N−ν+1)∑
s=2
〈
βν,s; adjs
(
ην , ..., ηN
)〉
= 0, ν = 1, ..., N.
Alors f est strictement quasiconvexe en ξ0.
REMARQUE 5.17. (i) L’existence de λ comme dans l’hypothe`se de la proposition est assure´e par
la polyconvexite´ de f (voir Dacorogna [11, The´ore`me 1.3, page 106]). Cela correspond a` l’e´le´ment
de ∂f (ξ0) dans le cas des fonctions convexes.
(ii) Si l > k > 0 alors on note
∑k
l = 0.
EXEMPLE 5.18. Soient N = n = 2 et
f (η) =
(
η22
)2
+
(
η11 + det η
)2
.
Cette fonction est e´videmment polyconvexe et, d’apre`s la proposition, est aussi strictement qua-
siconvexe en ξ0 = 0 : il suffit de choisir λ = 0 ∈ R5, α2,2 = (0, 1), α1,2 = (0, 0), α1,1 = (1, 0),
β = 1.
DE´MONSTRATION de la PROPOSITION 5.16. On de´montre la proposition dans le cas N = n = 2.
Supposons que pour un certain domaine U ⊂ R2 et pour certain ϕ ∈W 1,∞0
(
U ;R2
)
on a∫
U
f (ξ0 +Dϕ (x)) dx = f (ξ0) mes(U).
On prouve que ϕ ≡ 0. Par hypothe`se, quelque soit µ ∈ Rτ(2,2) on a[∫
U
f (ξ0 +Dϕ (x))− f (ξ0)− 〈µ;T (ξ0 +Dϕ (x))− T (ξ0)〉
]
dx = 0.
En choisissant µ = λ (λ comme dans l’e´nonce´ de la proposition) dans l’identite´ pre´ce´dente et en
utilisant la polyconvexite´ de f , on obtient
f (ξ0 +Dϕ (x))− f (ξ0)− 〈λ;T (ξ0 +Dϕ (x))− T (ξ0)〉 = 0, p.p. x ∈ U.
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Donc, 〈
α2,2;Dϕ2
〉
= 0 et
〈
α1,1;Dϕ1
〉
+
〈
α1,2;Dϕ2
〉
+ β detDϕ = 0, p.p. x ∈ U.
On applique maintenant le LEMME 5.11 a` la premie`re e´quation pour obtenir ϕ2 ≡ 0. Si on introduit
ce re´sultat dans la deuxie`me e´quation on a〈
α1,1;Dϕ1
〉
= 0.
On applique une autre fois le lemme et on de´duit que ϕ1 ≡ 0, ce qui finit la de´monstration. 2
On peut alors e´crire le re´sultat suivant qui re´sume les re´sultats pre´ce´dents.
COROLLAIRE 5.19. Soit f : RN×n −→ R une fonction semi-continue infe´rieurement, localement
borne´e et satisfaisant (5.2). Soit ξ0 ∈ RN×n tel que
Qf (ξ0) < f (ξ0) .
Si une des conditions suivantes est satisfaite
(i) Qf (ξ0) = Cf (ξ0) et Cf est strictement convexe en ξ0 dans au moins N directions ;
(ii) Qf (ξ0) = Pf (ξ0) et Pf est strictement polyconvexe en ξ0 (dans le sens de la PROPOSITION
5.16) ;
alors (QP ) a une seule solution, qui est uξ0 , tandis que (P ) n’a aucune solution.
DE´MONSTRATION. La de´monstration est analogue dans les deux cas conside´re´s. On pre´sente la
de´monstration dans le premier cas. On ve´rifie que dans les conditions suppose´es la fonction Qf est
strictement quasiconvexe en ξ0 et le re´sultat suit du THE´ORE`ME 5.10. On note d’abord que par la
PROPOSITION 5.13 la fonction Cf est strictement quasiconvexe en ξ0. On suppose que∫
Ω
Qf (ξ0 +Dϕ (x)) dx = Qf (ξ0) mesΩ
pour certain ϕ ∈W 1,∞0 (Ω;RN ). Il faut ve´rifier que ϕ ≡ 0. Alors∫
Ω
Qf (ξ0 +Dϕ (x)) dx = Qf (ξ0) mesΩ = Cf (ξ0) mesΩ
≤
∫
Ω
Cf (ξ0 +Dϕ (x)) dx
≤
∫
Ω
Qf (ξ0 +Dϕ (x)) dx
ou` l’on a utilise´ l’ine´galite´ de Jensen. On conclut ainsi que∫
Ω
Cf (ξ0 +Dϕ (x)) dx = Cf (ξ0) mesΩ.
On obtient alors que ϕ ≡ 0 de la stricte quasiconvexite´ de Cf en ξ0. 2
5.3 Applications
Dans cette section on conside`re quatre proble`mes de minimisation de la forme introduite au
de´but du chapitre et dont l’existence de solution sera discute´e a` l’aide des re´sultats des sections
pre´ce´dentes.
Premie`rement on conside`re une fonctionnelle ou` l’inte´grande de´pend d’une fonction quasiaffine
et deuxie`mement une fonctionnelle avec de´pendance par rapport aux valeurs singulie`res du gra-
dient. Ensuite on regarde un proble`me du type ”surfaces minimales” et finalement le proble`me de
minimisation de l’e´nergie de Saint Venant-Kirchhoff.
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5.3.1 Inte´grandes qui de´pendent de fonctions quasiaffines
On conside`re dans cette section le proble`me de minimisation
(P1) inf
{∫
Ω
g(Φ(Du(x))) dx : u ∈ ϕ+W 1,∞0 (Ω;RN )
}
ou` Ω est un ouvert borne´ de Rn, u : Ω −→ RN , g : R −→ R∪{+∞} est une fonction semi-continue
infe´rieurement non convexe, borne´e infe´rieurement par une fonction affine, Φ est une fonction
quasiaffine non constante et ϕ ∈W 1,∞(Ω;RN ).
Le proble`me relaxe´ de (P1) s’e´crit,
(QP1) inf
{∫
Ω
Cg(Φ(Du(x))) dx : u ∈ ϕ+W 1,∞0 (Ω;RN )
}
ou` Cg de´signe l’enveloppe convexe de g. On rappelle que si on note f = g ◦ Φ alors Pf = Qf =
Rf = Cg ◦Φ, Qf ayant du sens si g est une fonction a` valeurs finies (cf. Dacorogna [11, page 217]).
Le proble`me (P1) a e´te´ e´tudie´ par Cellina-Zagatti dans [8] pour le cas ou` la donne´e au bord
est toutefois une application affine. Mascolo-Schianchi [27] ont aussi ve´rifie´ l’existence de solution
pour (P1), dans le cas particulier ou` la fonction Φ est le de´terminant et lorsque la donne´e au bord
ϕ est un home´omorphisme de (C2(Ω))n avec detDϕ(x) > 0, ∀ x ∈ Ω.
La me´thode utilise´e ici est cependant diffe´rente de celle employe´e par les auteurs mentionne´s ci-
dessus. On va ve´rifier que ce proble`me est dans le cadre des proble`mes conside´re´s dans la Section 5.1.
Donc, la me´thode employe´e s’appuie sur les the´ore`mes d’existence pour des inclusions diffe´rentielles
du Chapitre 4.
Le the´ore`me d’existence qu’on va de´montrer dans cette section est le suivant :
THE´ORE`ME 5.20. Soient Ω ⊂ Rn un ouvert borne´, g : R −→ R ∪ {+∞} une fonction semi-
continue infe´rieurement ve´rifiant
lim
|t|→+∞
g(t)
|t| = +∞ (5.14)
et ϕ ∈ W 1,∞(Ω;RN ). Si le proble`me (QP1) a une solution u0 ∈ C1mor(Ω;RN ) alors il existe
u ∈ ϕ+W 1,∞0 (Ω;RN ) solution de (P1).
REMARQUE 5.21. (i) L’hypothe`se concernant l’existence de u0 ∈ C1mor(Ω;RN ) solution de (QP1)
permet d’assurer l’existence de solution pour les proble`mes avec la donne´e au bord ϕ ∈W 1,∞(Ω;RN )
et pas seulement ϕ = uξ0 affine (comme dans le COROLLAIRE 5.3). On verra dans la PROPOSITION
5.23 qu’on peut, dans certaines conditions, assurer l’existence de u0 ∈ C1mor(Ω;RN ), solution de
(QP1).
(ii) L’hypothe`se (5.14) sur la fonction g permet d’e´crire
{t ∈ R : Cg(t) < g(t)} =
⋃
j∈N
]αj , βj [
avec Cg affine dans chaque intervalle [αj , βj ] (voir PROPOSITION 5.41).
L’ide´e de la preuve est la meˆme qu’au COROLLAIRE 5.3. Comme on conside`re des donne´es au
bord non affines, on refait la de´monstration, illustrant ainsi la fac¸on de traiter des proble`mes avec
de telles conditions lorsque l’existence de solution re´gulie`re de (QP ) est assure´e.
DE´MONSTRATION du THE´ORE`ME 5.20 : Soit K l’ensemble
K = {t ∈ R : Cg(t) < g(t)}.
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Par la PROPOSITION 5.41, K est ouvert et peut eˆtre e´crit comme union de´nombrable d’intervalles
disjoints borne´s :
K =
⋃
j∈N
]αj , βj [.
On de´finit des ensembles Ωj , j ∈ N0 de la fac¸on suivante :
Ω0 = {x ∈ Ω : g(Φ(Du0(x))) = Cg(Φ(Du0(x)))} ,
Ωj = {x ∈ Ω : Φ(Du0(x)) ∈]αj , βj [} , j ∈ N.
On remarque que si Ω = Ω0 alors u0 est solution de (P ). La re´gularite´ admise sur u0 entraˆıne
que les ensembles Ωj , j ∈ N sont ouverts. On note encore que, une fois que u0 ∈ W 1,∞(Ω;RN ),
Φ(Du0) est borne´ et donc l’ensemble {αj , βj : Ωj 6= ∅} est borne´.
Pour chaque j ∈ N tel que Ωj 6= ∅, on applique le THE´ORE`ME 4.18, avec ϕ = u0 ∈ C1mor(Ωj ;RN )
qui est dans les conditions du the´ore`me. On obtient ainsi l’existence de uj ∈ u0 +W 1,∞0 (Ωj ;RN )
tel que
Φ(Duj(x)) ∈ {αj , βj}, p.p. x ∈ Ωj .
On de´finit alors,
u =
{
u0, dans Ω0
uj , dans Ωj , j ∈ N,
qui ve´rifie g(Φ(Du(x))) = Cg(Φ(Du(x))), p.p. x ∈ Ω. Par la REMARQUE 4.19, et puisque {αj , βj :
Ωj 6= ∅} est borne´, alors ||uj ||W 1,∞(Ωj) ≤ c pour une constante c inde´pendante de j. Ceci permet
de dire que u ∈W 1,∞(Ω;RN ).
On ve´rifie maintenant que u est solution du proble`me (P1). On a u ∈ ϕ+W 1,∞0 (Ω;RN ) et, en
utilisant le fait que Cg est affine dans chaque intervalle [αj , βj ] :
Cg(t) = aj + bjt, ∀ t ∈ [αj , βj ],
et le THE´ORE`ME 2.5 (v) on obtient
∫
Ω
g(Φ(Du(x))) dx =
∫
Ω
Cg(Φ(Du(x))) dx
=
∞∑
j=0
∫
Ωj
Cg(Φ(Duj(x))) dx
=
∫
Ω0
Cg(Φ(Du0(x))) dx+
∞∑
j=1
∫
Ωj
aj + bjΦ(Duj(x)) dx
=
∫
Ω0
Cg(ΦDu0(x)) dx+
∞∑
j=1
∫
Ωj
aj + bjΦ(Du0(x)) dx
=
∫
Ω
Cg(Φ(Du0(x))) dx.
Comme u0 est, par hypothe`se, une solution de (QP1) et inf(QP1) ≤ inf(P1), il en re´sulte que u
est solution de (P1). 2
On discute brie`vement, par la suite, l’existence de u0 solution re´gulie`re de (QP1) comme on le
suppose dans le THE´ORE`ME 5.20. Il y a le cas e´le´mentaire ou` la donne´e au bord ϕ est affine. Dans
ce cas ϕ est solution de (QP1) et on obtient ainsi une solution re´gulie`re du proble`me relaxe´. Cela
re´sulte imme´diatement de la quasiconvexite´ de Cg ◦Φ dans le cas ou` g est une fonction finie, mais
c’est encore vrai pour des fonctions g plus ge´ne´rales comme on le verra.
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PROPOSITION 5.22. Soient Ω un ouvert borne´ de Rn, g : R −→ R ∪ {+∞} une fonction semi-
continue infe´rieurement telle que
lim
|t|→+∞
g(t)
|t| = +∞,
Φ : RN×n −→ R une fonction quasiaffine, ϕ : Rn −→ RN une application affine. Alors ϕ est
solution de (QP1).
DE´MONSTRATION. Une fois que ϕ est affine, Dϕ est une constante ξ0 et donc,∫
Ω
Cg(Φ(Dϕ(x))) dx = |Ω| Cg(Φ(ξ0)).
Par la quasiaffinite´ de Φ,
Φ(ξ0) =
1
|Ω|
∫
Ω
Φ(Du(x)) dx, ∀ u ∈ ϕ+W 1,∞0 (Ω;RN ).
Par le THE´ORE`ME 5.39, les hypothe`ses sur g assurent que Cg est semi-continue infe´rieurement
et donc l’ine´galite´ de Jensen s’applique (voir la REMARQUE 5.40). On obtient alors, pour tout
u ∈ ϕ+W 1,∞0 (Ω;RN ),∫
Ω
Cg(Φ(Dϕ(x))) dx = |Ω| Cg
(
1
|Ω|
∫
Ω
Φ(Du(x)) dx
)
≤
∫
Ω
Cg(Φ(Du(x))) dx.
Ceci montre que ϕ est solution de (QP1). 2
Si l’on restreint le proble`me (P1) a` la fonction quasiaffine du de´terminant, on peut conside´rer le
cas plus complexe ou` la donne´e au bord est un diffe´omorphisme. Comme on ve´rifiera a` la proposition
suivante, dans ce cas les re´sultats de Dacorogna-Moser [15] permettent encore d’assurer l’existence
de u0 avec la re´gularite´ demande´e dans le THE´ORE`ME 5.20.
PROPOSITION 5.23. Soient Ω ⊂ Rn un ouvert, borne´ avec ∂Ω en C3,α pour un certain 0 < α < 1,
g : R −→ R ∪ {+∞} une fonction semi-continue infe´rieurement ve´rifiant
lim
|t|→+∞
g(t)
|t| = +∞.
Soit encore ϕ un diffe´omorphisme C1,α(Ω). Alors, si Φ est la fonction de´terminant, il existe un
diffe´omorphisme u0 ∈ C1,α(Ω) solution de (QP1).
DE´MONSTRATION. Soit
a =
1
|Ω|
∫
Ω
detDϕ(x) dx.
En appliquant le The´ore`me 1’ de Dacorogna-Moser [15, page 4] , avec f(x) =
1
a
detDϕ(x), on
assure l’existence de u ∈ Diff1,α(Ω) tel que detDu(x) =
1
a
detDϕ(x), x ∈ Ω,
u(x) = x, x ∈ ∂Ω.
Si l’on de´finit u0 = ϕ ◦ u−1, on obtient que u0(x) = ϕ(x), ∀ x ∈ ∂Ω et, dans Ω, detDu0 = α.
91
5. Proble`mes de minimisation non quasiconvexes
Voyons que u0 est solution de (QP1). Soit v ∈ ϕ+W 1,∞0 (Ω;RN ). Par le THE´ORE`ME 2.5 (v) et
par l’ine´galite´ de Jensen (cf. THE´ORE`ME 5.39 et REMARQUE 5.40) on obtient∫
Ω
Cg(det(Du0(x))) dx = |Ω| Cg(a) = |Ω| Cg
(
1
|Ω|
∫
Ω
det(Du0(x)) dx
)
=
= |Ω| Cg
(
1
|Ω|
∫
Ω
det(Dv(x)) dx
)
≤
∫
Ω
Cg(det(Dv(x))) dx
qui montre que u0 est solution de (QP1). 2
5.3.2 Inte´grandes qui de´pendent des valeurs singulie`res du gradient
Dans la section pre´ce´dente on a utilise´ l’existence d’applications satisfaisant
Φ(Du) ∈ {α, β}
afin d’assurer l’existence de minimum d’une fonctionnelle de´crite par la fonction quasiaffine Φ.
On note que, dans le cas ou` Φ est la fonction de´terminant, on a encore l’existence de solution de
l’inclusion diffe´rentielle si l’on prescrit certaines valeurs singulie`res de Du (cf. THE´ORE`ME 4.21). On
va conside´rer des proble`mes de minimisation pour lesquels l’information sur les valeurs singulie`res
de Du peut eˆtre utilise´e.
Le proble`me est le suivant :
(P2) inf
{∫
Ω
f(Du(x)) dx : u ∈ uξ0 +W 1,∞0 (Ω;Rn)
}
ou` Ω est un ouvert borne´ de Rn, u : Ω −→ Rn, f : Rn×n −→ R ∪ {+∞} a la forme
f(ξ) = g(λ2(ξ), ..., λn−1(ξ),det ξ),
0 ≤ λ1(ξ) ≤ · · · ≤ λn(ξ) de´signent les valeurs singulie`res de ξ (cf. DE´FINITION 3.17) et uξ0 est
une application affine avec Duξ0 = ξ0 ∈ Rn×n. Pour rendre le proble`me plus compre´hensible on
conside`re des fonctions f de la forme
f(ξ) = g(λ2(ξ), ..., λn−1(ξ)) + h(det ξ).
Par le THE´ORE`ME 3.12, Pf(ξ) = Qf(ξ) = Rf(ξ) = inf g + Ch(det ξ), ou` Ch de´signe l’enveloppe
convexe de h (Qf ayant du sens si f est finie).
Dans ce cas, le proble`me relaxe´ de (P2) s’e´crit
(QP2) inf
{∫
Ω
inf g + Ch(detDu(x)) dx : u ∈ uξ0 +W 1,∞0 (Ω;Rn)
}
.
On assure l’existence de solution du proble`me (P2) sous les hypothe`ses du the´ore`me suivant.
THE´ORE`ME 5.24. Soient Ω ⊂ Rn un ouvert borne´, l’ensemble
Q = {(x2, ..., xn−1) ∈ Rn−2 : 0 ≤ x2 ≤ · · · ≤ xn−1}
et g : Q −→ R ∪ {+∞} une fonction semi-continue infe´rieurement telle que
inf g = g(m2, ...,mn−1), avec 0 < m2 ≤ · · · ≤ mn−1.
Soit encore h : R −→ R ∪ {+∞} une fonction semi-continue infe´rieurement ve´rifiant
lim
|t|→+∞
h(t)
|t| = +∞
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et uξ0 une application affine telle que Duξ0 = ξ0 ∈ Rn×n. Alors il existe u ∈ uξ0 +W 1,∞0 (Ω;Rn)
solution de (P2) pour
f(ξ) = g(λ2(ξ), ..., λn−1(ξ)) + h(det ξ), ∀ ξ ∈ Rn×n.
REMARQUE 5.25. Dans le cas ge´ne´ral ou` f(ξ) = g(λ2(ξ), ..., λn−1(ξ), det ξ), avec g : Q × R −→
R ∪ {+∞}, on obtient l’existence de solution pour (P2) avec la meˆme de´monstration si
inf g(·, ..., ·, s) = g(m2, ...,mn−1, s), ∀ s ∈ R
pour certains 0 < m2 ≤ · · · ≤ mn−1 et si la fonction h : R −→ R ∪ {+∞} de´finie par
h(s) = min
(x2,...,xn−1)∈Q
g(x2, ..., xn−1, s)
est une fonction semi-continue infe´rieurement et ve´rifie
lim
|t|→+∞
h(t)
|t| = +∞.
DE´MONSTRATION. On de´montre le re´sultat d’existence a` l’aide des re´sultats de la Section 5.1 en
faisant F (ξ) = inf g+Ch(det ξ). On commence par noter que, par la PROPOSITION 5.22, F satisfait
la condition (5.3). Rappelons que si f est finie alors F est quasiconvexe et cette condition est
imme´diate.
Clairement, si F (ξ0) = f(ξ0) alors uξ0 est solution de (P2). On suppose que F (ξ0) < f(ξ0).
Soit
K =
{
ξ ∈ Rn×n : F (ξ) < f (ξ)} .
On peut e´crire K = L1 ∪ L2 ou`
L1 =
{
ξ ∈ Rn×n : Ch(det ξ) < h(det ξ)}
L2 =
{
ξ ∈ Rn×n : Ch(det ξ) = h(det ξ), inf g < g(λ2(ξ), ..., λn−1(ξ))
}
.
De la meˆme fac¸on que dans la section pre´ce´dente, par la PROPOSITION 5.41, on a
S = {t ∈ R : Ch(t) < h(t)} =
⋃
j∈N
]αj , βj [,
avec Ch affine dans chaque intervalle [αj , βj ]. Alors
L1 =
ξ ∈ Rn×n : det ξ ∈ ⋃
j∈N
]αj , βj [
.
Il y a trois cas a` conside´rer.
Cas 1 : ξ0 ∈ L1.
On note que c’est le meˆme cas qu’on a e´tudie´ dans la section pre´ce´dente. Soit ]αj , βj [ tel que
det ξ0 ∈]αj , βj [. On applique le COROLLAIRE 5.3 avec
K0 = K1 =
{
ξ ∈ Rn×n : det ξ ∈ ]αj , βj [ ,
n∏
i=ν
λi(ξ) <
n∏
i=ν
mi, ν = 2, ..., n
}
,
en choisissant mn suffisamment grand de fac¸on que
mn−1 ≤ mn, (5.15)
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n∏
i=ν
λi(ξ0) <
n∏
i=ν
mi, ν = 2, ..., n, (5.16)
max {|αj | , |βj |} < m2
n∏
i=2
mi. (5.17)
Alors F est quasiaffine dans K0 et de (5.16) vient que ξ0 ∈ K0. De plus, par le LEMME 4.23
conjugue´ avec les THE´ORE`MES 4.5 et 3.4, K0 a la proprie´te´ de relaxation par rapport a`
H =
{
ξ ∈ Rn×n : det ξ ∈ {αj , βj} , λν(ξ) = mν , ν = 2, ..., n
} ⊂ K0 ∩Kc
et donc on conclut le re´sultat.
Cas 2 : ξ0 ∈ L2 et det ξ0 6= 0.
On conside`re dans ce cas l’ensemble
K0 = K1 =
{
ξ ∈ Rn×n : det ξ = det ξ0,
n∏
i=ν
λi(ξ) <
n∏
i=ν
mi, ν = 2, ..., n
}
ou` mn ve´rifie (5.15) avec ine´galite´ stricte : mn > mn−1 et ve´rifie (5.16). Soit
H =
{
ξ ∈ Rn×n : det ξ = det ξ0, λν(ξ) = mν , ν = 2, ..., n
} ⊂ K0 ∩Kc.
On note que K1 = intRcoH. Dans [20], Dacorogna-Tanteri ont de´montre´ que H et K1 = RcoH
ont la proprie´te´ d’approximation avec K(Hδ) = RcoHδ. Donc, par le THE´ORE`ME 4.5, K1 a la
proprie´te´ de relaxation par rapport a` H. Le re´sultat suit alors de la quasiaffinite´ de F dans K0 (en
fait F est constant dans cet ensemble) par application du COROLLAIRE 5.3.
Cas 3 : ξ0 ∈ L2 et det ξ0 = 0.
Par le THE´ORE`ME 3.18, on peut se ramener au cas ou` ξ0 = diag(λ1(ξ0), ..., λn(ξ0)). En particu-
lier, comme det ξ0 = 0, on a λ1(ξ0) = 0. Les conditions du THE´ORE`ME 4.24 sont remplies et donc
on peut assurer l’existence de u ∈ uξ0 +W 1,∞0 (Ω,Rn) tel que Du ∈ E ou`
E =
{
ξ ∈ Rn×n : λ1(ξ) = 0, λi(ξ) = mi, i = 2, ..., n
}
avec mn suffisamment grand. Le re´sultat suit alors du THE´ORE`ME 5.1 vu que F (ξ0) = F (Du) et
F = f dans E.
Alternativement, si on veut obtenir le re´sultat en appliquant le COROLLAIRE 5.3 sans passer
par le THE´ORE`ME 4.24, une fois remarque´ que ξ peut eˆtre e´crit comme une matrice diagonale avec
la premie`re ligne nulle, on conside`re les ensembles
K =
{
ξ ∈ R(n−1)×n :
n−1∏
i=ν
λi(ξ) <
n−1∏
i=ν
mi+1, ν = 2, ..., n− 1
}
,
H =
{
ξ ∈ R(n−1)×n : λi(ξ) = mi+1, i = 1, ..., n− 1
}
,
pour mn ≥ mn−1. Alors K a la proprie´te´ de relaxation par rapport a` H (cf. [14, The´ore`me 7.28]).
On conclut alors que si
K0 = K1 =
{
ξ ∈ Rn×n : ξ1 = 0,
n∏
i=ν
λi(ξ) <
n∏
i=ν
mi, ν = 2, ..., n
}
H =
{
ξ ∈ Rn×n : ξ1 = 0, λi(ξ) = mi, i = 2, ..., n
}
K1 a la proprie´te´ de relaxation par rapport a` H. En choisissant mn suffisamment grand tel que
ξ0 ∈ K0, le re´sultat suit du COROLLAIRE 5.3. 2
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5.3.3 Inte´grale du type surfaces minimales
On conside`re dans cette section le proble`me
(P3) inf
{∫
Ω
f(Du(x)) dx : u ∈ uξ0 +W 1,∞0 (Ω;Rn+1)
}
ou` f(ξ) = g(adjnξ), pour une certaine fonction non convexe g : Rn+1 −→ R∪{+∞} et uξ0 est une
application affine telle que Duξ0 = ξ0 ∈ R(n+1)×n.
On rappelle que si Γ est une surface de parame´trisation u : Ω ⊂ Rn −→ Rn+1, l’aire de Γ est
donne´e par l’inte´grale ∫
Ω
|adjn(Du(x))| dx.
Celle-ci est l’inte´grale qu’on obtient lorsque on pose, avec les notations ci-dessus, g = |·|, qui plus
est convexe. On retrouve ainsi un proble`me de surfaces minimales, ici dans un cas e´le´mentaire, vu
qu’on conside`re des donne´es au bord affines. En fait la quasiconvexite´ de la fonction inte´grande
entraˆıne que uξ0 est solution du proble`me.
Comme on exclut le cas ou` g est convexe, les proble`mes qu’on conside`re sont des proble`mes
non quasiconvexes et donc non triviaux.
On sait (cf. par exemple Dacorogna [11]) que Pf(ξ) = Qf(ξ) = Rf(ξ) = Cg(adjnξ) (Qf
n’ayant de sens que si g est finie). On suppose par la suite que Cg est semi-continue infe´rieurement
(voir le THE´ORE`ME 5.39 pour des conditions sur g qui assurent une telle proprie´te´).
Pour ce proble`me, et avec les notations de la Section 5.1, on pose F (ξ) = Cg(adjnξ) et
K = {ξ ∈ R(n+1)×n : F (ξ) < f(ξ)} =
{
ξ ∈ R(n+1)×n : adjnξ ∈ S
}
ou`
S = {y ∈ Rn+1 : Cg(y) < g(y)}.
On de´finit le proble`me relaxe´
(QP3) inf
{∫
Ω
F (Du(x)) dx : u ∈ uξ0 +W 1,∞0 (Ω;Rn+1)
}
.
On commence par ve´rifier que F satisfait la condition (5.3) ne´cessaire pour appliquer les
re´sultats de la Section 5.1. On note que si f est finie alors F est quasiconvexe et l’assertion
est imme´diate.
PROPOSITION 5.26. Soient g : Rn+1 −→ R ∪ {+∞} une fonction borne´e infe´rieurement par
une fonction affine et F (ξ) = Cg(adjnξ). Alors, si Cg est semi-continue infe´rieurement, uξ0 est
solution de (QP3).
DE´MONSTRATION. Soit u ∈ uξ0 +W 1,∞0 (Ω;Rn+1). Comme chaque composante de adjn(·) est une
fonction quasiaffine,∫
Ω
Cg(adjn(ξ0)) dx = |Ω| Cg (adjn(ξ0)) = |Ω| Cg
(
1
|Ω|
∫
Ω
adjn(Du(x)) dx
)
.
Le re´sultat suit alors de l’ine´galite´ de Jensen vu que, par hypothe`se, Cg est semi-continue infe´rieure-
-ment (cf. REMARQUE 5.40). 2
Par la proposition pre´ce´dente, si adjnξ0 /∈ S alors uξ0 est solution de (P3). On e´tudie le cas
ou` adjnξ0 ∈ S. Dans ce qui suit on suppose S connexe, sinon on le remplace par sa composante
connexe qui contient adjnξ0. Avec la the´orie de´veloppe´e dans la premie`re section il est possible
d’assurer l’existence de solution pour (P3) dans les conditions de´crites dans le the´ore`me suivant.
95
5. Proble`mes de minimisation non quasiconvexes
THE´ORE`ME 5.27. Soient g : Rn+1 −→ R ∪ {+∞} une fonction semi-continue infe´rieurement,
borne´e infe´rieurement par une fonction affine et f(ξ) = g(adjnξ), ∀ ξ ∈ R(n+1)×n. Si ξ0 ∈ K, S
est ouvert borne´, Cg est semi-continue infe´rieurement et Cg est affine dans S alors (P3) a une
solution.
REMARQUE 5.28. L’hypothe`se que Cg soit affine dans S n’est pas une condition ne´cessaire de
minimum, comme on le verra dans la Proposition 5.30.
DE´MONSTRATION. On rappelle qu’on pose F (ξ) = Cg(adjnξ). Par la PROPOSITION 5.26, la condition
(5.3) est satisfaite. On conside`re deux cas.
Cas 1 : adjnξ0 = 0. En particulier 0 /∈ ∂S parce que, par hypothe`se, ξ0 ∈ K et S est ouvert.
On applique le COROLLAIRE 5.3 avec
K0 =
{
ξ ∈ R(n+1)×n : adjnξ ∈ S, λn(ξ) < γ
}
,
K1 =
{
ξ ∈ R(n+1)×n : adjnξ ∈ intS, λn(ξ) < γ
}
,
ou` γ est choisit tel que λn(ξ0) < γ et
|y| ≤ γn, ∀ y ∈ S.
Cela est possible puisque S est borne´. On a ξ0 ∈ K0 ⊂ K1 qui sont des borne´s, Cg(adjnξ) quasiaffine
dans K0. De plus, comme on a vu dans la preuve du THE´ORE`ME 4.28 (Cas 1), K1 a la proprie´te´
de relaxation par rapport a`
H =
{
ξ ∈ R(n+1)×n : adjnξ ∈ ∂S, λn(ξ) ≤ γ
}
.
Comme H est compact et H ⊂ K0 ∩Kc on conclut le re´sultat.
Cas 2 : adjnξ0 6= 0.
On applique le COROLLAIRE 5.5 pour obtenir ce re´sultat. Comme on suppose S ouvert, K est
ouvert. Il faut trouver une direction de rang un λ = α⊗β ∈ R(n+1)×n ade´quate. On note que, une
fois que Cg est admise affine dans S, alors Cg(adjnξ) est quasiaffine dans LK(ξ0 + α⊗B², λ) (cf.
DE´FINITION 4.15) inde´pendamment du choix de λ. Donc, il reste a` de´montrer que K est borne´ de
fac¸on stable en ξ0 dans une direction λ = α ⊗ β. Cela a e´te´ ve´rifie´ dans la preuve du THE´ORE`ME
4.28 (Cas 2). 2
On conside`re ensuite un cas particulier pour la fonction g. On de´montrera ainsi que la condition
d’affinite´ de Cg sur S n’est pas une condition ne´cessaire de minimum et, en outre, qu’un proble`me
(P ) peut ne pas avoir de solution et son proble`me relaxe´ en avoir une infinite´.
EXEMPLE 5.29. Fixons N = 3 , n = 2 et f : R3×2 → R de´finie par
f (ξ) = g (adj2ξ)
ou` g : R3 → R et
g (ν) =
(
ν21 − 4
)2
+ ν22 + ν
2
3 .
On obtient alors Qf (ξ) = Cg (adj2ξ) et
Cg (ν) =
[
ν21 − 4
]2
+
+ ν22 + ν
2
3
ou`
[x]+ =
{
x si x ≥ 0
0 si x < 0.
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On choisit la donne´e au bord de la fac¸on suivante
uξ0(x) = (u
1
ξ0(x), u
2
ξ0(x), u
3
ξ0(x)) = (α1x1 + α2x2, 0, 0). (5.18)
Alors
Duξ0 (x) = ξ0 =
 α1 α20 0
0 0
 , adj2Duξ0 (x) = adj2ξ0 =
 00
0
 .
Le proble`me est
(P ) inf
{
I (u) =
∫
Ω
f (Du (x)) dx : u ∈ uξ0 +W 1,∞0 (Ω;R3)
}
.
Notons que Qf (ξ0) = 0 < f (ξ0) = 16.
Avec les notations pre´ce´dentes
S = {y ∈ R3 : Cg(y) < g(y)} = {y = (y1, y2, y3) ∈ R3 : |y1| < 2}
K = {ξ ∈ R3×2 : Qf(ξ) < f(ξ)} = {ξ ∈ R3×2 : adj2ξ ∈ S} .
On observe que Cg n’est pas affine dans S, ce qui implique que Qf n’est pas quasiaffine dans K.
Le re´sultat suivant montre que l’hypothe`se de quasiconvexite´ stricte sur Qf n’est pas ne´cessaire
pour la non existence.
PROPOSITION 5.30. Le proble`me (P ) de´crit dans l’exemple ci-dessus avec la donne´e au bord de
la forme (5.18) a une solution si et seulement si uξ0 ≡ 0. De plus, Qf n’est pas strictement
quasiconvexe dans aucun ξ0 ∈ R3×2 de la forme
ξ0 =
 α1 α20 0
0 0

et (QP ) a un nombre infini de solutions pour un tel ξ0.
DE´MONSTRATION. Etape 1. On commence par de´montrer que si (P ) a une solution alors uξ0 ≡ 0.
Soit uξ0 de la forme (5.18) et supposons u ∈ uξ0 +W 1,∞0 (Ω;R3) une solution de (P ). Alors, par le
THE´ORE`ME 5.7,
f(Du) = Qf (Du) = Qf (Duξ0) = Cg (adj2Duξ0) = Cg (0) = 0.
Donc, de´notant par ν (ξ) = adj2ξ, on a
|ν1 (Du)| = 2 , ν2 (Du) = ν3 (Du) = 0.
Les trois e´quations s’e´crivent 
∣∣u2x1u3x2 − u2x2u3x1 ∣∣ = 2
u1x1u
3
x2 − u1x2u3x1 = 0
u1x1u
2
x2 − u1x2u2x1 = 0.
(5.19)
En multipliant la deuxie`me e´quation de (5.19) par u2x1 , et apre`s par u
2
x2 , et en utilisant la troisie`me
e´quation de (5.19), on obtient
0 = u2x1u
1
x1u
3
x2 − u2x1u1x2u3x1 = u2x1u1x1u3x2 − u1x1u2x2u3x1 = u1x1
(
u2x1u
3
x2 − u2x2u3x1
)
0 = u2x2u
1
x1u
3
x2 − u2x2u1x2u3x1 = u2x1u1x2u3x2 − u2x2u1x2u3x1 = u1x2
(
u2x1u
3
x2 − u2x2u3x1
)
.
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En introduisant la premie`re e´quation de (5.19) dans les deux nouvelles e´quations, on trouve
u1x1 = u
1
x2 = 0, p.p. dans Ω.
On conclut que les solutions de (P ) ve´rifient Du1 = 0 p.p. et donc u1 ≡ constante dans chaque
composante connexe de Ω. Comme u1 co¨ıncide avec u1ξ0 sur le bord de Ω, on de´duit que u
1
ξ0
≡ 0
et donc uξ0 ≡ 0, comme on voulait.
Etape 2. On de´montre ensuite que si uξ0 ≡ 0, alors (P ) a une solution. Par le THE´ORE`ME 5.1,
il suffit de choisir u1 ≡ 0 et re´soudre
∣∣u2x1u3x2 − u2x2u3x1 ∣∣ = 2 p.p. dans Ω
u2 = u3 = 0 sur ∂Ω.
Cela est possible par le THE´ORE`ME 4.18.
Etape 3. On de´montre finalement qu’il n’existe aucun ξ0 ∈ R3×2 de la forme donne´e dans la
proposition de telle sort que Qf soit strictement quasiconvexe en ξ0 mais que (QP ) a un nombre
infini de solutions pour des telles donne´es au bord. En effet, soient 0 < R1 < R2 < R et de´notons
par BR la boule de centre dans 0 et rayon R. Choisissons λ, µ ∈ C∞ (BR) tels que
1) λ = 0 dans ∂BR et λ ≡ 1 dans BR2 .
2) µ ≡ 0 dans BR \BR2 , µ ≡ 1 dans BR1 et∣∣µ2 + µ (x1µx1 + x2µx2)∣∣ < 2 pour tout x ∈ BR .
Cette dernie`re condition (qui est une restriction seulement dans BR2 \ BR1) peut eˆtre satisfaite
pour R1, R2 et R convenablement choisis.
On choisit alors u (x) = uξ0 (x) + ϕ (x) ou`
ϕ1 (x) = −λ (x)u1ξ0 (x) , ϕ2 (x) = µ (x)x1 et ϕ3 (x) = µ (x)x2 .
Alors on a ϕ ∈W 1,∞0 (BR;R3), adj2Du ≡ 0 dans BR \BR2 et dans BR2 on a
Du =
 0 0µ+ x1µx1 x1µx2
x2µx1 µ+ x2µx2

et
adj2Du =
(
µ2 + µ (x1µx1 + x2µx2) , 0, 0
)
.
On a ainsi obtenu Cg (adj2Du) ≡ 0 et donc
Qf (ξ0 +Dϕ) ≡ Qf (ξ0) = 0.
Comme ϕ n’est pas identiquement nulle, on de´duit que Qf n’est pas strictement quasiconvexe. La
construction faite pre´ce´demment montre que le proble`me (QP ) a un nombre infini de solutions. 2
5.3.4 L’e´nergie de Saint Venant-Kirchhoff
On conside`re le proble`me de la minimisation de l’e´nergie de Saint Venant-Kirchhoff qui s’e´crit
(P4) inf
{∫
Ω
f (Du (x)) dx : u ∈ uξ0 +W 1,∞0 (Ω;Rn)
}
,
ou`
f(ξ) =
∣∣ξξT − I∣∣2 + ν
1− 2ν
(
|ξ|2 − n
)2
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pour un certain parame`tre ν ∈ ]0, 1/2[ et uξ0 est l’application affine telle que Duξ0 = ξ0 ∈ Rn×n.
De fac¸on e´quivalente, en fonction des valeurs singulie`res 0 ≤ λ1(ξ) ≤ · · · ≤ λn(ξ) de ξ ∈ Rn×n
f(ξ) =
n∑
i=1
(
[λi(ξ)]
2 − 1
)2
+
ν
1− 2ν
(
n∑
i=1
[λi(ξ)]
2 − n
)2
.
Ce proble`me a e´te´ e´tudie´ par Dacorogna-Marcellini [13]. Suite aux de´veloppements de leurs
re´sultats d’existence pour les inclusions diffe´rentielles, cf. [14], il est de`s lors possible de traiter des
nouveaux cas.
On commence par rappeler l’expression de l’enveloppe quasiconvexe de f pour les dimensions
n = 2 et n = 3. Ces expressions ont e´te´ calcule´es par Le Dret-Raoult [25].
Pour n = 2 on a
Qf (ξ) =
1
1− ν
[
[λ2(ξ)]
2 − 1
]2
+
+
1
(1− ν)(1− 2ν)
[
(1− ν) [λ1(ξ)]2 + ν [λ2(ξ)]2 − 1
]2
+
ou`
[x]+ =
{
x si x ≥ 0
0 si x < 0.
De fac¸on e´quivalente
Qf (ξ) =

0 si ξ ∈ D1
1
1−ν
(
[λ2(ξ)]
2 − 1
)2
si ξ ∈ D2
f (ξ) si ξ /∈ D1 ∪D2
ou`
D1 =
{
ξ ∈ R2×2 : (1− ν) [λ1(ξ)]2 + ν [λ2(ξ)]2 < 1, λ2(ξ) < 1
}
=
{
ξ ∈ R2×2 : λ2(ξ) < 1
}
D2 =
{
ξ ∈ R2×2 : (1− ν) [λ1(ξ)]2 + ν [λ2(ξ)]2 < 1, λ2(ξ) ≥ 1
}
.
Si n = 3 alors
Qf (ξ) = (1 + ν)
[
λ23(ξ)− 1
]2
+
+
1
1− ν
[
[λ2(ξ)]
2 + ν [λ3(ξ)]
2 − (1 + ν)
]2
+
+
+
1
(1− ν)(1− 2ν)
[
(1− ν) [λ1(ξ)]2 + ν([λ2(ξ)]2 + [λ3(ξ)]2)− (1 + ν)
]2
+
ou
Qf (ξ) =

0 si ξ ∈ C1
(1 + ν)
(
[λ3(ξ)]
2 − 1
)2
si ξ ∈ C2
(1 + ν)
(
[λ3(ξ)]
2 − 1
)2
+ 11−ν
(
[λ2(ξ)]
2 + ν [λ3(ξ)]
2 − (1 + ν)
)2
si ξ ∈ C3
f (ξ) si ξ /∈ C1 ∪ C2 ∪ C3
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ou`
C1 =
{
ξ ∈ R3×3 :
λ3(ξ) < 1, [λ2(ξ)]
2 + ν [λ3(ξ)]
2
< 1 + ν
(1− ν) [λ1(ξ)]2 + ν([λ2(ξ)]2 + [λ3(ξ)]2) < 1 + ν
}
=
{
ξ ∈ R3×3 : λ3(ξ) < 1
}
C2 =
{
ξ ∈ R3×3 :
λ3(ξ) ≥ 1, [λ2(ξ)]2 + ν [λ3(ξ)]2 < 1 + ν
(1− ν) [λ1(ξ)]2 + ν([λ2(ξ)]2 + [λ3(ξ)]2) < 1 + ν
}
C3 =
{
ξ ∈ R3×3 :
[λ2(ξ)]
2 + ν [λ3(ξ)]
2 ≥ 1 + ν
(1− ν) [λ1(ξ)]2 + ν([λ2(ξ)]2 + [λ3(ξ)]2) < 1 + ν
}
.
On va assurer l’existence ou la non existence de solution pour (P4) en fonction de la donne´e au
bord uξ0 . Pour la dimension n = 2, le proble`me sera comple`tement re´solu. En effet, pour chaque
valeur de ξ0 on de´montre s’il existe ou non des solutions au proble`me de minimisation. Dans le cas
de la dimension n = 3 quelques cas restent encore ouverts. Les re´sultats sont les suivants.
THE´ORE`ME 5.31. Si n = 2, le proble`me (P4) a des solutions si et seulement si ξ0 /∈ D2.
THE´ORE`ME 5.32. Si n = 3, le proble`me (P4) a une solution si ξ0 /∈ C2∪C3 et n’a pas de solution
si ξ0 ∈ C2.
REMARQUE 5.33. Le cas ou` ξ0 ∈ C3 est ouvert.
On commence par de´montrer deux lemmes concernant des proprie´te´s des valeurs singulie`res qui
permettront de de´montrer, pour certaines valeurs de ξ0, la non existence de solution du proble`me
(P4). On note que les deux lemmes sont valables en dimension n quelconque.
LEMME 5.34. Soient ξ0 ∈ Rn×n tel que λn(ξ0) = 1 et Ω un ouvert de Rn. Si u ∈ uξ0 +
W 1,∞0 (Ω;Rn) est tel λn(Du(x)) = 1, p.p. x ∈ Ω alors u = uξ0 .
DE´MONSTRATION. Soit u dans les conditions de l’e´nonce´. Sans perte de ge´ne´ralite´ on e´crit ξ0 =
diag(λ1(ξ0), ..., λn−1(ξ0), 1) et u = uξ0 +ϕ, avec ϕ ∈W 1,∞0 (Ω;Rn). Alors, par la caracte´risation de
λn donne´e dans le THE´ORE`ME 3.21, p.p. x ∈ Ω, on a
1 = λn(Du(x)) ≥ |Du(x)en| =
∣∣∣∣(∂ϕ1∂xn , ..., ∂ϕn−1∂xn , 1 + ∂ϕn∂xn
)∣∣∣∣ =
=
√(
∂ϕ1
∂xn
)2
+ ...+
(
∂ϕn−1
∂xn
)2
+
(
1 +
∂ϕn
∂xn
)2
≥
∣∣∣∣1 + ∂ϕn∂xn
∣∣∣∣,
(5.20)
ou` en = (0, ..., 0, 1) ∈ Rn.
Voyons que ∂ϕn∂xn = 0, p.p. dans Ω. Comme ϕ ∈W
1,∞
0 (Ω;Rn) alors∫
Ω
∂ϕn
∂xn
= 0.
Si ∂ϕn∂xn 6= 0 dans un ensemble de mesure positive, alors
∂ϕn
∂xn
> 0 dans une partie de Ω, ce qui
contredit (5.20). Donc ∂ϕn∂xn = 0, p.p. x ∈ Ω et par (5.20) pour tout i = 1, ..., n,
∂ϕi
∂xn
= 0, p.p. x ∈ Ω.
Cela implique que ϕ = 0, c’est-a`-dire, u = uξ0 . 2
Dans le deuxie`me lemme on de´montre la stricte convexite´ de λn(·) en ξ dans au moins n
directions (cf. DE´FINITION 5.12), sous l’hypothe`se de λn−1(ξ) < λn(ξ). Ce re´sultat avait e´te´ obtenu
en dimension 2 par Dacorogna-Marcellini [13]. En le de´montrant pour une dimension n arbitraire
on sera capable de prouver la non existence de solution de (P4) en dimension 3 dans certains cas.
En fait, comme on l’a vu dans la Section 5.2 la convexite´ stricte dans au moins n directions est
une condition suffisante pour la non existence de solution des proble`mes de minimisation.
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LEMME 5.35. Soit ξ ∈ Rn×n tel que λn−1(ξ) < λn(ξ). Alors la fonction convexe λn : Rn×n −→ R
est strictement convexe en ξ dans au moins n directions.
REMARQUE 5.36. Si λn−1(ξ) = λn(ξ) le re´sultat n’est plus vrai. En effet, soit ξ ∈ R2×2 tel que
ξ = diag(a, a) avec a > 0. Alors pour toutes les matrices syme´triques η ∈ R2×2 avec leurs e´le´ments
positifs on a λ2(2ξ + η) = λ2(ξ + η) + λ2(ξ) ce qui contredit la de´finition de convexite´ stricte dans
au moins 2 directions.
DE´MONSTRATION. Sans perte de ge´ne´ralite´, supposons que ξ ait la forme ξ = diag(γ1, ..., γn), ou`
γi = λi(ξ), i = 1, ..., n. On de´montre que si
λn
(
ξ +
η
2
)
=
λn(ξ + η) + λn(ξ)
2
alors < αi, ηi, >= 0, i = 1, ..., n avec α1 = ... = αn−1 = en = (0, ..., 0, 1) et αn = e1 = (1, 0, ..., 0).
Supposons que λn
(
ξ + η2
)
= λn(ξ+η)+λn(ξ)2 , ce qui est e´quivalent a` λn (2ξ + η) = λn(ξ + η) +
λn(ξ). On note qu’il suffit de conside´rer ξ+η 6= 0. Comme la fonction λn(·) peut eˆtre e´crite comme
λn(ζ) = max|y|=1 |ζy| (cf. THE´ORE`ME 3.21) on conside`re x ∈ Rn tel que |x| = 1 et λn(2ξ + η) =
|(2ξ + η)x|. Alors
λn(ξ + η) + λn(ξ) = |(2ξ + η)x| ≤ |(ξ + η)x|+ |ξx| ≤ λn(ξ + η) + λn(ξ).
Donc |(ξ + η)x| + |ξx| = λn(ξ + η) + λn(ξ) et comme |(ξ + η)x| ≤ λn(ξ + η) et |ξx| ≤ λn(ξ) on
obtient |(ξ + η)x| = λn(ξ+ η) et |ξx| = λn(ξ). En outre, du fait que |(2ξ + η)x| = |(ξ + η)x|+ |ξx|,
re´sulte que (ξ + η)x et ξx sont co-line´aires. Comme |(ξ + η)x| = λn(ξ + η) 6= 0 et |ξx| = λn(ξ) 6= 0
alors on peut e´crire ξx = c(ξ + η)x avec c 6= 0.
On ve´rifie ensuite qu’alors |ξx| = λn(ξ) = γn entraˆıne que x = ±en = ±(0, ..., 0, 1). On
commence par noter que
n∑
i=2
(γ2i − γ2i−1)(x2i + ...+ x2n − 1) =
=
n∑
i=2
(
γ2i (x
2
i + ...+ x
2
n − 1)− γ2i−1(x2i−1 + ...+ x2n − 1)
)
+
n∑
i=2
γ2i−1x
2
i−1 =
= γ2n(x
2
n − 1)− γ21(x21 + ...+ x2n − 1) +
n∑
i=2
γ2i−1x
2
i−1 =
=
n∑
i=1
γ2i x
2
i − γ2n = |ξx|2 − γ2n = 0.
Donc on a une somme nulle dont chaque terme est ne´gatif ou nul. On conclut que chaque terme
est en fait nul et en particulier, comme γn > γn−1, que x2n = 1, c’est-a`-dire x = ±en.
On peut alors e´crire
±γnen = ξx = c(ξ + η)x = ±c(ξ + η)n
ou` (ξ + η)n de´signe la dernie`re colonne de ξ + η. En particulier η1n = · · · = ηn−1n = 0. De la meˆme
fac¸on, puisque λn(ζ) = λn(ζT ) en faisant le meˆme raisonnement avec les matrices transpose´es on
obtient que ηn1 = ... = η
n
n−1 = 0 et donc < α
i, ηi >= 0, pour tout les i ∈ {1, ..., n} avec les choix
des αi mentionne´s en haut. 2
On de´montre ensuite les re´sultats lie´s au proble`me de minimisation. On commence par le cas
de la dimension 2.
DE´MONSTRATION du THE´ORE`ME 5.31. On conside`re plusieurs cas.
(i) Si ξ0 /∈ D1 ∪D2 alors uξ0 est solution du proble`me.
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(ii) Si ξ0 ∈ D1 (ce cas n’e´tait pas inclus dans Dacorogna-Marcellini [13]) on applique le
COROLLAIRE 5.3 pour obtenir l’existence de solution. Ici F = Qf . Il suffit de faire
K = D1 ∪D2 =
{
ξ ∈ R2×2 : (1− ν) [λ1(ξ)]2 + ν [λ2(ξ)]2 < 1
}
K0 = K1 = D1 =
{
ξ ∈ R2×2 : λ1(ξ) ≤ λ2(ξ) < 1
}
H = K0 ∩ ∂K =
{
ξ ∈ R2×2 : λ1(ξ) = λ2(ξ) = 1
}
.
On note queQf est quasiaffine dansK0 (en effetQf ≡ 0 dans cet ensemble) et queK1 a la proprie´te´
de relaxation par rapport a` H (ce fait re´sulte du LEMME 4.23 conjugue´ avec le THE´ORE`ME 4.5).
(iii) Si ξ0 ∈ D2 avec λ2(ξ0) = 1 alors λ1(ξ0) < 1 = λ2(ξ0). Par le THE´ORE`ME 5.7, on a que si u
est solution de (P4) alors λ1(Du(x)) = λ2(Du(x)) = 1, p.p. x ∈ Ω. Par le LEMME 5.34 ceci n’a pas
de solution avec la condition au bord u = uξ0 .
(iv) Supposons ξ0 ∈ D2 avec λ2(ξ0) > 1. Ce cas a e´te´ de´montre´ par Dacorogna-Marcellini dans
[13]. De la de´finition de D2, λ1(ξ0) < λ2(ξ0) et, par le LEMME 5.35, λ2(·) est strictement convexe
en ξ0 dans au moins 2 directions. Si on de´finit
g(t) =
1
1− ν (t
2 − 1)2
alors dans un voisinage de ξ0
Qf(ξ) = g(λ2(ξ)).
La convexite´ stricte de g pour t > 1 implique que aussi Qf est strictement convexe en ξ0 dans au
moins 2 directions. Donc la PROPOSITION 5.13 et le THE´ORE`ME 5.10 assurent dans ce cas la non
existence de solution. 2
On de´montre maintenant le THE´ORE`ME 5.32.
DE´MONSTRATION du THE´ORE`ME 5.32. La de´monstration utilise les meˆmes arguments que ceux
utilise´s au THE´ORE`ME 5.31.
(i) Si ξ0 /∈ C1 ∪ C2 ∪ C3 alors uξ0 est solution de (P4).
(ii) Si ξ0 ∈ C1 il suffit d’appliquer le COROLLAIRE 5.3 avec F = Qf ,
K = C1 ∪ C2 ∪ C3 =
{
ξ ∈ R3×3 : (1− ν) [λ1(ξ)]2 + ν([λ2(ξ)]2 + [λ3(ξ)]2) < 1 + ν
}
K0 = K1 = C1 =
{
ξ ∈ R3×3 : λ3(ξ) < 1
}
H = K0 ∩ ∂K =
{
ξ ∈ R3×3 : λ1(ξ) = λ2(ξ) = λ3(ξ) = 1
}
.
(iii) Si ξ0 ∈ C2 avec λ3(ξ0) = 1 alors λ2(ξ0) < 1 = λ3(ξ0). Si u est solution de (P4) alors
λ1(Du(x)) = λ2(Du(x)) = λ3(Du(x)) = 1, p.p. x ∈ Ω. Le LEMME 5.34 montre qu’un tel u n’existe
pas.
(iv) Si ξ0 ∈ C2 avec λ3(ξ0) > 1 alors λ2(ξ0) < λ3(ξ0) et la non existence de solution re´sulte,
comme dans le cas de la dimension 2, de la convexite´ stricte de λ3 en ξ0 dans au moins 3 directions.2
5.4 Appendice : quelques re´sultats e´le´mentaires sur les en-
veloppes convexes
On discute par la suite de la question : e´tant donne´e une fonction g : Rn −→ R ∪ {+∞} semi-
continue infe´rieurement, son enveloppe convexe Cg est-elle encore semi-continue infe´rieurement ?
On remarque que, si Cg est finie, alors on peut meˆme dire que Cg est continue puisqu’elle est
convexe (cf. [35, The´ore`me 10.1, page 82]). Mais, en ge´ne´ral, Cg n’est pas finie et, meˆme, Cg n’est
pas semi-continue infe´rieurement, comme l’exemple suivant le de´montre.
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EXEMPLE 5.37. Soit g : R2 −→ R ∪ {+∞} de´finie par
g(x) =
{
1, si x ∈ L,
+∞, si x /∈ L,
ou` L = {(0, t) : t ≥ 0}∪ {(t, 0) : 0 ≤ t ≤ 1}. Puisque L est ferme´, cette fonction est semi-continue
infe´rieurement. D’autre part, son enveloppe convexe est la fonction
Cg(x) =
{
1, si x ∈ coL,
+∞, si x /∈ coL,
ou` coL = {(s, t) : 0 ≤ s < 1, t ≥ 0} ∪ {(1, 0)}. Comme cet ensemble n’est pas ferme´, la fonction
Cg n’est pas semi-continue infe´rieurement.
Cet exemple est en accord avec le re´sultat connu suivant (cf. [35, The´ore`me 7.4, page 56]).
THE´ORE`ME 5.38. Soit g : Rn −→ R ∪ {+∞} une fonction convexe. Alors g est semi-continue
infe´rieurement sauf e´ventuellement au bord relatif de son domaine effectif.
On ve´rifie que sous une hypothe`se de croissance a` l’infini la semi-continuite´ infe´rieure de Cg
est assure´e.
THE´ORE`ME 5.39. Soit g : Rn −→ R∪{+∞} une fonction semi-continue infe´rieurement telle que
lim
|x|→+∞
g(x)
|x| = +∞.
Alors Cg est semi-continue infe´rieurement.
REMARQUE 5.40. En particulier, avec ces hypothe`ses sur g, on a Cg = g∗∗ et d’ailleurs l’ine´galite´
de Jensen est valable pour Cg meˆme si cette fonction a des valeurs dans R∪ {+∞}. Cela provient
du fait que Cg = g∗∗ et donc est supremum de fonctions affines.
DE´MONSTRATION. Soient x ∈ Rn et xν → x. Il faut ve´rifier que Cg(x) ≤ lim inf Cg(xν). Dans
tout ce qui suit, on conside`re la sous-suite de xν qui re´alise la limite infe´rieure de Cg(xν) et qu’on
de´note aussi par xν .
On note d’abord que, par le the´ore`me de Carathe´odory,
Cg(z) = inf
{
n+1∑
i=1
tig(yi) : ti ∈ [0, 1],
n+1∑
i=1
ti = 1,
n+1∑
i=1
tiyi = z
}
et donc, pour chaque ν ∈ N, il existe
tiν ∈ [0, 1], yiν ∈ Rn,
n+1∑
i=1
tiν = 1,
n+1∑
i=1
tiνy
i
ν = xν ,
Cg(xν) ≤
n+1∑
i=1
tiνg(y
i
ν) ≤ Cg(xν) +
1
ν
.
(5.21)
Comme les suites tiν sont borne´es on peut, a` une sous-suite pre`s, e´crire t
i = lim tiν . On conside`re
trois cas se´pare´ment.
Cas 1 : les suites yiν sont toutes borne´es.
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A une sous-suite pre`s on peut e´crire yiν → yi. De (5.21) re´sulte que x =
∑n+1
i=1 t
iyi et donc, par
la convexite´ de Cg et la semi-continuite´ infe´rieure de g,
Cg(x) ≤
n+1∑
i=1
tig(yi) ≤ lim inf
n+1∑
i=1
tiνg(y
i
ν) ≤ limCg(xν) +
1
ν
= limCg(xν),
comme on voulait.
Cas 2 : il existe j ∈ {1, ..., n+ 1} tel que la suite yjν est non borne´e et tj 6= 0.
Dans ce cas
∣∣yjν∣∣→ +∞ et donc, par l’hypothe`se de croissance de g, lim g(yjν) = +∞. D’autre
part, les hypothe`ses sur g entraˆınent que g est borne´e par dessous. Alors on a
Cg(xν) +
1
ν
≥
n+1∑
i=1
tiνg(y
i
ν) ≥ c+ tjνg(yjν)→ +∞
et d’ailleurs limCg(xν) = +∞ ≥ Cg(x).
Cas 3 : pour toutes les suites yiν non borne´es le t
i correspondant est nul. En de´notant par I
l’ensemble des indices i tels que yiν est non borne´e et par J l’ensemble des indices i tels que yiν est
borne´e on conside`re deux sous-cas.
Sous-cas 1 : x =
∑
i∈J t
iyi. En particulier lim
∑
i∈I t
i
νy
i
ν = 0.
Comme
∣∣yiν∣∣ est non borne´e pour i ∈ I, alors, en utilisant l’hypothe`se de croissance a` l’infini de
g, on a, pour ν suffisamment grand,
g(yiν) ≥
∣∣yiν∣∣ , i ∈ I.
Donc
limCg(xν) = lim
(
Cg(xν) +
1
ν
)
≥ lim
n+1∑
i=1
tiνg(y
i
ν) ≥ lim
(∑
i∈J
tiνg(y
i
ν) +
∑
i∈I
tiν
∣∣yiν∣∣
)
≥
≥
∑
i∈J
tig(yi) ≥ Cg(x)
comme on voulait.
Sous-cas 2 : x 6= ∑i∈J tiyi. On commence par noter que, comme ∣∣yiν∣∣ est non borne´e pour i ∈ I,
l’hypothe`se de croissance a` l’infini de g implique que
lim
∑
i∈I t
i
νg(yiν)∣∣∑
i∈I tiνyiν
∣∣ = +∞.
Cela entraˆıne que
limCg(xν) = lim
(
Cg(xν) + 1ν −
∑
i∈J t
i
νg(y
i
ν)∣∣xν −∑i∈J tiνyiν∣∣
∣∣∣∣∣xν −∑
i∈J
tiνy
i
ν
∣∣∣∣∣− 1ν +∑
i∈J
tiνg(y
i
ν)
)
≥
≥ lim
(∑
i∈I t
i
νg(yiν)∣∣∑
i∈I tiνyiν
∣∣
∣∣∣∣∣xν −∑
i∈J
tiνy
i
ν
∣∣∣∣∣− 1ν +∑
i∈J
tiνg(y
i
ν)
)
= +∞.
Donc Cg(x) ≤ +∞ = limCg(xν). 2
En dimension 1 on peut obtenir encore plus d’informations sur Cg. Notamment Cg est affine
dans chaque composante connexe de l’ensemble K = {x ∈ R : Cg(x) < g(x)}. Cet ensemble joue
un roˆle important dans la re´solution des proble`mes du calcul des variations et le re´sultat suivant
est important dans les applications conside´re´es dans les Sections 5.3.1 et 5.3.2.
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PROPOSITION 5.41. Soit g : R −→ R ∪ {+∞} une fonction semi-continue infe´rieurement telle
que
lim
|t|→+∞
g(t)
|t| = +∞.
Alors, K = {t ∈ R : Cg(t) < g(t)} est ouvert et peut eˆtre e´crit comme union de´nombrable
d’intervalles ouverts, borne´s et disjoints. De plus Cg est affine dans la fermeture de ces intervalles.
DE´MONSTRATION. On suppose K 6= ∅. Soit x ∈ K. On note que Cg(x) 6= +∞ parce que Cg < g
dansK. Par le the´ore`me de Carathe´odory, on peut conside´rer des suites de nombres re´els (tn, yn, zn)
telles que 
tn ∈ [0, 1],
tnyn + (1− tn)zn = x,
tng(yn) + (1− tn)g(zn) −→ Cg(x).
(5.22)
Etape 1 : Les suites yn et zn sont borne´es.
On raisonne par l’absurde. Il y a deux cas a` conside´rer.
Cas 1 : yn est borne´e et zn n’est pas borne´e (ou le contraire).
Dans ce cas on peut e´crire a` une sous-suite pre`s : yn −→ y ∈ R, |zn| −→ +∞ et tn −→ t ∈ [0, 1].
En particulier lim g(zn) = +∞. On analyse maintenant les cas t = 1, t = 0 et t ∈]0, 1[.
Si t = 1 et x 6= y, alors
+∞ = lim g(zn)|zn| = lim
(1− tn)g(zn)
|(1− tn)zn| ≤
Cg(x)− g(y)
|x− y| < +∞
qui est absurde. Mais, si t = 1 et x = y alors
lim(1− tn)g(zn) ≤ Cg(x)− g(y) = Cg(x)− g(x) < 0,
ce qui est aussi absurde puisque (1− tn)g(zn) ≥ 0 pour n suffisamment grand vu que
lim
g(zn)
|zn| = +∞.
Si t = 0, (5.22) implique que lim tng(yn) = −∞. Mais, comme g est borne´e infe´rieurement,
lim tng(yn) > −∞.
Finalement, si t ∈]0, 1[ alors,
lim tng(yn) + (1− tn)g(zn) = +∞,
ce qui implique que Cg(x) = +∞, qui n’est pas vrai, comme on a de´ja` remarque´.
Cas 2 : Les suites yn et zn ne sont pas borne´es.
A une sous-suite pre`s, |yn| −→ +∞, |zn| −→ +∞ et tn −→ t ∈ [0, 1].
Si t 6= 0 alors
lim tn
g(yn)
|yn| + (1− tn)
g(zn)
|yn| −
Cg(x)
|yn| ≥ lim tn
g(yn)
|yn| −
Cg(x)
|yn| = +∞,
ce qui contredit (5.22).
Si t = 0 alors
lim tn
g(yn)
|zn| + (1− tn)
g(zn)
|zn| −
Cg(x)
|zn| ≥ lim(1− tn)
g(zn)
|zn| −
Cg(x)
|zn| = +∞,
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ce qui contredit aussi (5.22).
Etape 2 : Cg(s) =
g(y)− g(z)
y − z s+
yg(z)− zg(y)
y − z , ∀ s ∈ [y, z] ou` y et z sont, respectivement, les
limites des sous-suites de yn et zn. En particulier, Cg(y) = g(y) et Cg(z) = g(z).
Comme on a ve´rifie´ dans l’Etape 1, les suites yn et zn sont borne´es et donc, a` une sous-suite
pre`s on peut e´crire y = lim yn, z = lim zn et t = lim tn. Donc de (5.22) re´sulte que
ty + (1− t)z = x. (5.23)
D’autre part, par la semi-continuite´ infe´rieure de g et (5.22),
tg(y) + (1− t)g(z) ≤ Cg(x). (5.24)
Donc de (5.23) et par la convexite´ de Cg , on a que
tg(y) + (1− t)g(z) ≤ Cg(x) = Cg(ty + (1− t)z) ≤ tCg(y) + (1− t)Cg(z). (5.25)
On note que Cg(x) < +∞ donc (5.24) implique que g(y), g(z) < +∞ et d’ailleurs Cg(y), Cg(z) <
+∞. Alors, de (5.25),
t(g(y)− Cg(y)) + (1− t)(g(z)− Cg(z)) ≤ 0.
Mais t 6= 0 et t 6= 1. En fait, si t = 0 (analogue pour t = 1), alors x = z et Cg(z) = g(z) qui est
absurde puisque x ∈ K.
Donc t ∈]0, 1[ et d’ailleurs Cg(y) = g(y) et Cg(z) = g(z). De plus, on obtient, par (5.25), que
Cg(x) = tg(y) + (1− t)g(z)
et, comme x = ty + (1 − t)z, par conse´quence Cg(x) = g(y)− g(z)
y − z x+
yg(z)− zg(y)
y − z , comme on
voulait.
Soit h(s) :=
g(y)− g(z)
y − z s+
yg(z)− zg(y)
y − z . Comme h est une droite, Cg co¨ıncide avec h en trois
points : x, y et z et par de´finition de Cg, on obtient que Cg = h dans [y, z].
Etape 3 : K est ouvert et peut eˆtre e´crit comme union de´nombrable d’intervalles ouverts, borne´s
et disjoints : pour certains αi, βi ∈ R tels que αi < βi,
K =
⋃
i∈N
]αi, βi[
et Cg est affine dans chaque [αi, βi], i ∈ N.
On note que si K n’e´tait pas ouvert, il existerait x ∈ K et xn /∈ K tel que xn → x. Par les
e´tapes pre´ce´dentes, pour n suffisamment grand, xn ∈ [y, z] et Cg est affine dans [y, z]. Donc,
g(x) ≤ lim inf g(xn) = lim inf Cg(xn) = lim inf h(xn) = Cg(x)
qui est absurde puisque x ∈ K. Donc K est un ouvert et donc, peut eˆtre e´crit comme union
de´nombrable d’intervalles ouverts. Par les e´tapes pre´ce´dentes, si x ∈ K alors x = ty + (1 − t)z,
t ∈ [0, 1] avec y, z /∈ K. Donc, chaqu’un des intervalles avant mentionne´s est borne´ et on peut e´crire
K =
⋃
i∈N
]αi, βi[, ou` αi, βi ∈ R et αi < βi.
De plus, on a ve´rifie´ dans l’Etape 2 que Cg est affine dans chaque intervalle [αi, βi] et, si
x ∈]αi, βi[, alors Cg(x) = tg(αi) + (1− t)g(βi), ou` t ∈]0, 1[ et x = tαi + (1− t)βi. 2
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