Appendix A IT Security Included in this Study

Technology Description
Biometric systems Authentication mechanisms that determine whether a user is authorized to access a particular IT system based on his/her physical characteristics.
ID management
Used to electronically identify users and control their access to IT resources based on certain access privileges.
Intrusion detection
Monitoring systems designed to detect an attack on a network or computer system. Anti-virus software Software programs used to detect and remove computer viruses. Single sign-on technology Software authentication that enables a user to authenticate once and gain access to the resources of multiple systems, reducing the need to track and manage multiple passwords. Non-biometric user authentication systems Used to verify the identity of a user through non-physical means (e.g., user ID and password, electronic tokens or smart cards, responses to short questions, or some combination).
Data encryption
Technologies that encode electronic data in such a way that non-authorized users cannot read it but authorized parties can.
Internet firewalls
Hardware and/or software technologies that control incoming and outgoing network traffic by analyzing data packets.
Spyware filters
Software programs used to detect and deter unwanted spyware programs that monitor internal systems. 
Appendix B Correlation
Appendix C Statistical Specification of Our GMM Model
In the path diagram below ( Figure C1 ), squares are measured variables and circles are latent variables. Arrows represent a presumed causal relationship. The triangle on the left of the model represents the intercept and the one on the right, the fixed effects of the predictors. The 1's along the paths for the intercept are the constant effect the intercept has on each time point, and the numbers along the paths for the slope denote the particular value of time. Zero is used for the first time point so that the intercept can be more easily interpreted as the "baseline," in which the intercept term represents the logit (or probability if rescaled) of breach in 2005.
In terms of mapping this diagram to our conceptual model ( Figure 1 in the paper), the squares on the left side represent the firm-specific institutional factors (covariates) that predict latent class (specifically the symbolic latent class, as per H1a through H1g). Moving to the right, the arrows from IT Security Investment (ITSec) to Intercept of Breach and Slope of Breach represent the influence of ITSec on these growth factors (which are derived from the repeated measures of Breach from [2005] [2006] [2007] [2008] [2009] [2010] [2011] [2012] [2013] . Note that ITSec is held constant for testing H2 (as described in footnote 19) to assess its influence on the combined classes. The arrows from Latent Class to the Intercept of Breach and Slope of Breach indicate that the influence of ITSec on these growth factors varies by Latent Class, as tested in H3a and H3b (also described in footnote 19). This corresponds to the regressions of the Intercept of Breach and Slope of Breach on a dummy variable representing the latent class categories (symbolic and substantive adoption, in our case). indicates that these variables will be treated as latent class predictors per the three-step method described earlier (in the Mplus program, AUXILIARY is an option of the VARIABLE command and for the three-step method, a variable is specified as R3STEP if it is to be included in this procedure).
As recommended (e.g., Jung and Wickrama 2008), we use multiple random starts (1,000) and multiple optimization attempts (250). This can be seen in the ANALYSIS section of the Mplus syntax below (Part 3). We took these steps to help ensure that our solutions yield the global minimum log likelihood discrepancy function rather than (as can happen in nontrivial models) the optimization procedure converging at a local minimum log likelihood discrepancy function. The global log likelihood minimum discrepancy function is what produces the estimates that maximize the likelihood (i.e., that yield the maximum likelihood solution). 
