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To be successful, the study had to be conducted in as close as possible to a Lagrangian framework, lest spatial gradients of properties of the population appear as temporal. The usual approach to tracking a parcel of water in real time is to follow drogued buoys, but telemetering drifters are expensive, are subject to windage and wave drag, and tend to converge at fronts. Instead, we used current velocity observations from current meters, drifters, and a vessel-mounted acoustic Doppler current profiler (ADCP) to map out the time dependent flow field in the study region. We then tracked patches of water using this flow field. In essence, the problem was how to infer a flow field history from a few scattered observations. We assumed that a simple but fine resolution (4. 
A Model With Data Assimilation
There are many ways of fitting a model to data, ranging in complexity from simple nudging to variational methods such as ours. To fit the dependent variables of our model to the data, we only make adjustments to the independent or "control" variables, such as the initial and boundary conditions. This is known as a strong constraint [Sasaki, 1970] method because the model equations are obeyed exactly. The number of control variables is large, and the influence of each on the goodness of fit is through all the model equations, presenting quite a formidable inverse problem. TG discuss the problem in terms of regression and show how it can, in principle, be solved directly but that to do so would be computationally prohibitive. Instead, we find the minimum of the cost function (which measures both the misfit to the observations and various other properties, such as the total model volume flux) by computing its gradient with respect to the control variables and stepping downhill using a linear conjugate gradient descent method [Gill et al., 1981] . The appendix outlines how an adjoint model is run backward in time to compute the gradients. We now discuss the forward model, its control variables, and the cost function.
The Forward Model
We are primarily interested in modeling the velocity field at 20 m, where most of the cod larvae are found.
We break the velocity u, v (along x, y) and pressure p fields at 20 m into two noninteracting components as follows: (1) a slowly evolving geostrophic component (ud, vd, pa), associated with the density field and (2) a barotropic component (ub, vb,p•) due to local (wind) and remote (wind, tidal, and other) forcing.
The geostrophic component is isolated from the remaining variability because we observed a strong current that was clearly associated with the density field and not constrained to follow isobaths (see TG and below). The slow time evolution of (ua, va, pa) was judged not to be modelable with a prognostic density equation, so we take a diagnostic approach and assume perfect geostrophy at any time t and express the velocities in terms of the pressure The first term on the right-hand side of (7) Note that the control variables are the boundary fluxes rather than velocities and that only X• has a nonzero integral along the boundary (see discussion of (7)). This ensures that only one control variable per boundary (per AT) influences the model's mass budget, which helped cure a problem of slow convergence that arose when we started to assimilate bottom pressure data as well as velocities. Another consequence of defining the control variables in terms of the volume flux is that additional structure of the velocity field is due to topographic variability along the boundary.
The second term of (7) 
Cost Function
The cost function used here is identical in form to that described more completeely by TG. It includes terms (see appendix) measuring the squared misfit of the model to the data and terms that penalize the volume transport and vorticity of the barotropic component and the current velocity of the geostrophic component. Data types available (described further in the next section) comprise bottom pressure at two points and currents measured by current meters, drifters, and a shipborne ADCP. Hindcasts (from harmonic analysis of the data) of the tidal current at the locations of the current meters are also assimilated at low weight for the few days before instrument deployment and after retrieval. The bottom pressure data constrain only the barotropic model, while the currents constrain the sum of the barotropic and geostrophic models. We explain in the appendix how the bottom pressure data are leveled by treating the means as control variables and how the pressure differences between sites are fit more closely than the individual pressures. there is little point in recreating the data availability at sea. Naturally, no data are withheld from assimilation (unlike in the preceding section).
As discussed in the Observations section, the first 3 days of the cruise were spent surveying the bank to choose the best location to start the tracking experiment. We hoped to find an isolated concentration of cod larvae. completed. This shift completely explains the observed cooling because of the spatial temperature gradients, so since the temperature data were not used by the model, this is independent evidence that the model's flow field is correct (assuming the water temperature was approximately conserved and advected passively).
The density of cod larvae found during the survey is also shown in Plate 2. By the end of the three transects, appreciable larval densities had been found only in IW, both at the north of the survey area and during the second pass over the crest of the bank. The bank crest was chosen for continued sampling in preference to the northern area because the tidal residual current was weaker at the crest, and previous cruises to the area had consistently found greater larval abundances and weakest tidal residual currents over the bank crest. The third visit to the crest found IW still there, in agreement with the model running in real time, and the density of larvae was high, so the drifters were deployed and sampling with the EZNET began.
We cannot be sure what would have happened had we chosen the northern area because we did not make many more current observations there. We can, however, be sure that if the cod larvae had been found in the CFW east or south of the crest, any patch of CFW water consequently chosen to sample would have been torn apart much quicker than was the patch of IW actually chosen. This can be seen in Plate 3, which shows the simulated evolution of the SST field during the study period. to the line to which several of the drifters converged. The model therefore seems to be realistic enough for our purposes, despite its relative simplicity compared with reality.
Summary and Discussion
We have developed a shelf circulation model with data assimilation to the point that it could be used as an operational tool at sea during a 21-day cruise on the Scotian Shelf. The data assimilation enables the model to reproduce 93% of the observed current variance, while still having interpolative skill. The model does not, of course, have predictive skill outside the period of our observations (except for a short term forecast based on its final-state), but that is not its purpose.
The model, particle tracking, and graphics software worked well as a synthesizer, for cruise planning purpose s , of the velocity, temperature and larval density data. The system contributed substantially to the successful outcome of the cruise primarily by assisting us to keep track of all the waters sampled. A weightedaverage method of interpolating the velocity field from A minor data source for the present work was the two pressure gauges. Two problems are associat• with assimilation of pressure data to a model such as ours. One is how to level the gauges. We did this by defining extra control variables for each gauge so that dynamic pressure offsets of the record means (slowly time-dependent, due to calibration drift) could be inferred from the velocity data dynamically by the model. The second problem is that the absolute pressure of the model is sensitive to small departures from nondivergence through the continuity equation. Hence an attempt to fit the absolute pressures leads to illconditioning of the problem if many boundary flux control variables influence the net divergence. We improved the conditioning by expanding the boundary fluxes in terms of structure functions chosen such that only the first controlled the mean. Conditioning was still poor if the absolute pressures were fit closely enough for the observed pressure gradients to be reproduced, so we fit the absolute pressures with a large tolerance and differences across the array with a small tolerance. These measures allowed all the dynamically important information to be extracted from the data, without significantly slowing convergence of the assimilation scheme.
The Sustained easterly winds after the storms contributed to the northwestward flow observed during the final leg of the cruise, but the current speeds were much gr.eater than can be explained by the measured wind. Hence we cannot yet predict or hindcast with confidence how often the bank waters are replaced during the spawning period, but we can say that there are periods when larvae will enjoy stable conditions for a month or more, at least over the bank crest. It therefore seems quite plausible that large fluctuations in larval mortality are associated with the variable integrity of the eddy. The last term is outside the sum over t because the transport is only penalized at control times. It is, of course, very easy to make an error programming the forward and backward models, which, if small, may be mistaken for ill conditioning of the problem. TG describe how we verify that the computed gradients are correct to machine accuracy.
