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Abstract
In this paper, we consider the Hankel determinants associated with the singu-
larly perturbed Laguerre weight w(x) = xαe−x−t/x, x ∈ (0,∞), t > 0 and α > 0.
When the matrix size n → ∞, we obtain an asymptotic formula for the Hankel
determinants, valid uniformly for t ∈ (0, d], d > 0 fixed. A particular Painleve´ III
transcendent is involved in the approximation, as well as in the large-n asymp-
totics of the leading coefficients and recurrence coefficients for the corresponding
perturbed Laguerre polynomials. The derivation is based on the asymptotic re-
sults in an earlier paper of the authors, obtained by using the Deift-Zhou nonlinear
steepest descent method.
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1 Introduction and statement of results
Let w(x) be the following singularly perturbed Laguerre weight
w(x) = w(x; t, α) = xαe−Vt(x), x ∈ (0,∞), t > 0, α > 0 (1.1)
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with
Vt(x) := x+
t
x
, x ∈ (0,∞), t > 0. (1.2)
In this paper, we consider the Hankel determinant associated with the above weight
function
Dn[w; t] := det(µj+k)
n−1
j,k=0, (1.3)
where µj is the j-th moment of w(x), i.e.
µj :=
∫ ∞
0
xjw(x)dx. (1.4)
It is well-known that Hankel determinants are closely related to partition functions in
random matrix theory. Indeed, let Zn(t) be the partition function associated with the
weight function in (1.1)
Zn(t) :=
∫ +∞
0
· · ·
∫ +∞
0
∏
1≤j<k≤n
(λi − λj)2λαj exp
(
−
n∑
j=1
Vt(λj)
)
dλ1 · · · dλn. (1.5)
Then, there is only a constant difference between Dn[w; t] and Zn(t), that is
Dn[w; t] =
1
n!
Zn(t); (1.6)
for example, see [6, Eq.(1.2)]. When t = 0, w(x) is reduced to the classical Laguerre
weight. The corresponding partition function Zn(0) is associated with the Laguerre
unitary ensemble and given explicitly below
Zn(0) =
n∏
j=1
j! Γ(j + α); (1.7)
see [21, p.321].
The matrix model and Hankel determinants Dn[w; t] associated with the weight func-
tion w(x) in (1.1) were first considered by Osipov and Kanzieper [24] in bosonic replica
field theories. Later, Chen and Its [6] consider this problem again from another point
of view, where their motivation partially originates from an integrable quantum field
theory at finite temperature. When n is fixed, they showed that the Hankel determinant
Dn[w; t] is the isomonodromy τ -function of a Painleve´ III equation multiplied by two
factors, that is,
Dn[w; t] = C · τn(t) e t2 t
n(n+α)
2 , (1.8)
where C is a certain constant; see Eq. (6.14) in [6].
In this paper, we focus on the asymptotics of Hankel determinants Dn[w; t] as the
matrix size n tends to infinity. In recent years, there has been a considerable amount
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of interest in the study of asymptotics of Hankel determinants and Toeplitz determi-
nants, due to their important applications in various branches of applied mathematics
and mathematical physics, such as graphical enumeration, one-dimensional gas of im-
penetrable bosons, two-dimensional Ising model, etc. For more information, one may
refer to [2, 14, 30] and [11], and references therein.
Note that the asymptotic analysis of Dn[w; t] is totally nontrivial, and it is difficult
to derive asymptotic properties about Dn[w; t] from results in Chen and Its [6]. The
main difficulty in the asymptotic study comes from the fact that w(x) has an essential
singularity at the origin. For regular w(x), there are quite a lot of asymptotic results
about the corresponding matrix models and Hankel determinants in the literature. For
example, if V (x) is real analytic and satisfies appropriate boundary conditions, univer-
sality results for the limiting kernels have been obtained by Deift et al. [12]. A decade
later, Lubinsky [19] improved one of the main results in [12] by relaxing the condition
and requiring w(x) to be continuous only. Cases when the weight function has singu-
larities, such as jump discontinuities and algebraic singularities, are also studied; cf.,
e.g., [16, 28] and [17, 29]. It is worth mentioning several recent work on Fisher-Hartwig
singularities [7, 10, 18]. In [7, 10], emergence of a Fisher-Hartwig singularity and a tran-
sition between the two different types of asymptotic behavior for Toeplitz determinants
are investigated. More recently, in [8], the asymptotics of Toeplitz determinants with
merging singularities are considered, and Painleve´ transcendents are applied to described
the transition asymptotics. The reader is also referred to the comprehensive survey pa-
per [11] for historic background, updated results and interesting applications in physics
models in this regard.
The asymptotic study of matrix models with an essential singularity was first done
by Mezzadri and Mo [22] and Brightmore et al. [3] when they are considering asymptotic
properties of the partition function associated with the following weight
w(x; z, s) = exp
(
− z
2
2x2
+
s
x
− x
2
2
)
, z ∈ R \ {0}, 0 ≤ s <∞, x ∈ R. (1.9)
Here w(x) := w(x; z, s) has an essential singularity at x = 0. As pointed out in [3, 22],
although the system of polynomials orthogonal with respect to (1.1) and (1.9) can be
mapped to each other when α = ±1
2
and s = 0, the relation between the respective par-
tition functions is still unclear. In [3], Brightmore et al. showed that a phase transition
emerges as the matrix size n → ∞ and s, z = O(1/√n), which is characterized by a
Painleve´ III transcendent.
Recently, in several different areas of mathematics and physics, matrix models arise
whose weight function has an essential singularity like (1.1); see, e.g., Berry and Shukla
[1] in the study of statistics for zeros of the Riemann zeta function, Lukyanov [20] in a
calculation of finite temperature expectation values in integrable quantum field theory,
and [4, 23, 25] in the study of the Wigner time delay, which stands for the average time
that an electron spends when scattered by an open cavity. The Wigner delay time plays
a very important role in the theory of mesoscopic quantum dots. It has been shown that
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the distribution of the inverse delay times is given by the Laguerre ensemble [4, 25], and
the partition function serves as the moment generating function [3, 23]. However, the
distribution of the Wigner delay time is far from being understood and several interesting
questions remain open [23, 25].
In our previous paper [27], we have studied the eigenvalue correlation kernelKn(x, y; t)
for the unitary matrix ensemble associated with the weight function w(x) in (1.1). As
mentioned in [27], when t > 0, the exponent t
x
in (1.1) induces an infinitely strong zero
at the origin and changes the eigenvalue distribution near the hard edge x = 0. From an
orthogonal polynomial point of view, for t > 0, the model provides a family of non-Szego¨
polynomial; see [5], and [27, 32]. The asymptotics are of the Airy type at the soft edge
adjacent to the origin. The reader is also refer to a relevant discussion in [6, p. 274], and
Corollary 1 below, to see that the polynomials with respect to the weight (1.1) show a
singular behavior, as compared with the classic polynomials.
In [27], we consider the case t → 0, when a phase transition emerges. By applying
Deift-Zhou steepest descent method for Riemann-Hilbert (RH) problems and using a
double scaling argument, we obtain a new limit for the eigenvalue correlation kernel,
which is related to a third-order nonlinear differential equation. This equation is in-
tegrable and its Lax pair is given explicitly. Moreover, we have further showed that
this third-order equation is equivalent to a particular Painleve´ III equation by a simple
transformation. The transition of the limiting kernel to the Bessel and Airy kernels is
also discussed when the parameter t varies in a finite interval (0, d]. For more details
about the limiting kernel at the hard edge 0, interested reader may refer to Section 1.2
in [27].
In the present paper, based on the analysis in [27], we derive large-n asymptotic
formulas for the Hankel determinants, the leading coefficients and recurrence coefficients,
uniformly for t ∈ (0, d], and their transitions as the parameters t tends to 0+ and to a fixed
d > 0. In a sense, the large degree asymptotic expansion for Hn (cf. (1.19) and (1.25))
can be interpreted as an asymptotic study of a particular Painleve´ III transcendent (cf.
(1.22) below).
1.1 Statement of results
To state our results, we need to use a particular solution r(s) to the following third-order
nonlinear differential equation
2s2r′r′′′ − s2r′′2 + 2sr′r′′ − 4sr′3 +
(
2r − 1
4
)
r′2 + 1 = 0. (1.10)
As pointed out in [27], the above equation is integrable and its Lax pair is given in
[27, Proposition 1.]. It is also shown in [27, Proposition 2.] that by a change of un-
known function v(s) = sr′(s), the third-order equation for r(s) is reduced to a particular
Painleve´ III equation for v(s), namely,
v′′ =
v′2
v
− v
′
s
+
v2
s2
+
α
s
− 1
v
. (1.11)
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In the following theorem, we obtain the asymptotic expansion for the Hankel de-
terminant Dn[w; t] associated with the weight in (1.1) as n → ∞. This expansion is
uniformly valid for 0 < t ≤ d, where d is a fixed positive constant.
Theorem 1. Let α > 0, t > 0, w(x) be defined in (1.1) and Dn[w; 0] be
Dn[w; 0] =
1
n!
n∏
j=1
j! Γ(j + α). (1.12)
Then as n→∞, we have the following asymptotic expansion
Dn[w; t] = Dn[w; 0] exp
{[
1 +O
(
1
n1/3
)] ∫ t
0
1− 4α2 − 8r(2nξ)
16ξ
dξ
}
(1.13)
where the error term is uniformly valid for t ∈ (0, d], d > 0 and the error term can be
improved to O(1/n) if s = 2nt = O(1). Here r(s) is a particular solution to the equation
(1.10) which is analytic for s ∈ (0,+∞) and satisfies the following boundary conditions
r(0) =
1
8
(
1− 4α2) and r(s) = 3
2
s
2
3 − αs 13 +O(1) as s→ +∞. (1.14)
Remark 1. Because (1.10) is an integrable equation, one may construct a RH problem
for r(s) explicitly based on its Lax pair; see Section 3.3 below.
Let pin(x) := pin(x; t) = x
n + p1(n)x
n−1 + · · · be monic polynomials orthogonal with
respect to the weight function in (1.1), that is∫ ∞
0
pij(x)pik(x)w(x)dx = hjδj,k. (1.15)
Then the Hankel determinant can be given in terms of the constants hj’s in the above
formula
Dn[w; t] =
n−1∏
j=0
hj. (1.16)
It is well-known that orthogonal polynomials satisfy a three-term recurrence relation as
follows
xpin(x) = pin+1(x) + αn(t)pin(x) + βn(t)pin−1(x). (1.17)
In [6], for fixed n, Chen and Its have showed that the recurrence coefficient αn(t) sat-
isfies a particular Painleve´ equation in terms of the parameter t. Moreover, based on
orthogonal polynomial techniques, they proved that Dn[w; t] is closely related to the
isomonodromy τ -function of a Painleve´ III equation. We summarize their results in the
following theorem.
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Theorem 2. (Chen and Its [6]). Let αn(t) be the recurrence coefficient given in (1.17),
an(t) := αn(t)− (2n+ 1 + α), (1.18)
and
Hn(t) := t
d
dt
lnDn[w; t]. (1.19)
Then an(t) satisfies the following differential equation
a′′n(t) =
[a′n(t)]
2
an
− a
′
n(t)
t
+ (2n+ 1 + α)
an(t)
2
t2
+
an(t)
3
t2
+
α
t
− 1
an(t)
, (1.20)
with the initial conditions
an(0) = 0, a
′
n(0) =
1
α
. (1.21)
The function Hn(t) also satisfies a second-order nonlinear differential equation
[tH ′′n(t)]
2 = [n−(2n+α)H ′n(t)]2−4[n(n+α)+ tH ′n(t)−Hn(t)]H ′n(t)[H ′n(t)−1], (1.22)
with initial conditions
Hn(0) = 0, H
′
n(0) = −
n
α
. (1.23)
Proof. See proofs of Theorems 1 and 3 in [6]. Although the initial conditions (1.23) for
Hn(t) are not explicitly given in [6], one may derive them from the formulas (3.10)-(3.11)
and (3.21)-(3.22) in that paper, bearing in mind that bn(0) = 0 and βn(0) = n(n+α).
Remark 2. It has been pointed out in Chen and Its [6], that (1.20) is a Painleve´ III
equation, and (1.22) is the corresponding Jimbo-Miwa-Okamoto σ-form.
In deriving the asymptotics of the Hankel determinant Dn[w; t], we obtain asymp-
totics for several quantities associated with the orthogonal polynomials pin(x) in (1.15).
Consequently, we get a pair of approximating equations of Painleve´ type, as follows:
Theorem 3. Let α > 0, t > 0, and the orthogonal weight w(x) be defined in (1.1). Then
we have the following uniform asymptotic approximations for the recurrence coefficients
αn(t) and βn(t) in (1.17), and for the leading coefficient γn of the orthonormal polynomial
pn(z)
an(t) =
sr′(s)
2n
(
1 +O
(
n−1/3
))
, (1.24)
Hn(t) = −8r(s) + 4α
2 − 1
16
(
1 +O
(
n−1/3
))
, (1.25)
αn(t) = 2n+ α + 1 +
sr′(s)
2n
(
1 +O
(
n−1/3
))
, (1.26)
βn(t) = n
2 + αn+
4α2 − 1 + 8r(s)− 8sr′(s)
16
(
1 +O
(
n−1/3
))
, (1.27)
γn(t) =
1√
n! Γ(n+ 1 + α)
(
1 +
8r(s) + 4α2 − 1
32n
(
1 +O
(
n−1/3
)))
, (1.28)
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where s = 2nt, and the uniformity is for t ∈ (0, d], d > 0 fixed. Moreover, substituting
the above into equations (1.20) and (1.22), and picking up the leading order terms as
n→∞, we obtain
s2r′(s)r′′′(s)− s2r′′(s)2 + sr′(s)r′′(s)− sr′(s)3 − αr′(s) + 1 = 0 (1.29)
and
s2r′′(s)2 − 2sr′(s)3 + 8r(s)− 1
4
r′(s)2 + 2αr′(s)− 1 = 0, (1.30)
respectively.
Remark 3. It is shown in [27, Section 2.2] that (1.30) is obtained by integrating (1.29)
once. Therefore, it is of interest to see that the Painleve´ III equation (1.20) and the
Jimbo-Miwa-Okamoto σ-form (1.22) are equivalent asymptotically, with an appropriate
rescaling of variables, and with appropriate initial values. Also, it is worth mentioning
that the pair of equations, (1.29) and (1.30), have played a key role in [27] to justify
the equivalence of (1.10) with a particular Painleve´ III equation. Indeed, it is readily
observed that a combination of (1.10) and (1.29) gives (1.30), and that a change of
unknown function v = sr′ turns (1.29) into the Painleve´ III equation (1.11).
Since all the asymptotic formulas in Theorems 1 and 3 have uniform error terms
for t ∈ (0, d], it is of interest to consider the transition of the quantities within such a
framework, as t varies in the interval. We take as examples the recurrence coefficients,
and the logarithmic derivative of the Hankel determinant.
Corollary 1. With the same conditions in Theorem 3, It holds
αn(t) = 2n+α+1+
s
2αn
+O
(
s2
n
)
+O
(
1
n4/3
)
, βn(t) = n
2 +αn+O
(
s2
)
+O
(
1
n1/3
)
,
and
Hn(t) = − s
2α
+O
(
s2
)
+O
(
1
n4/3
)
,
as n→∞ and s = 2nt→ 0+. On the other hand, as s = 2nt→∞, or, more specifically,
as t→ d− and n→∞, we have
αn(t) = 2n+ α + 1 +
t2/3
21/3
1
n1/3
+O
(
1
n2/3
)
,
βn(t) = n
2 + αn+ 2−4/3t2/3n2/3 +O
(
n1/3
)
,
and
Hn(t) = −3
4
(2t)2/3n2/3 +O
(
n1/3
)
.
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Proof. The results are justified by a combination of (1.25)-(1.27) with the boundary
conditions (1.14). Here use has been made of the fact that r′(0) = 1
α
, as can be derived
from (1.21) and (1.24).
To prove our main results in Theorem 1 and 3, we adopt the Deift-Zhou steepest
descent method for RH problems. This method has achieved great success in the study
of asymptotics for orthogonal polynomials and the corresponding random matrix models,
for example, see [10, 12, 31, 32]. Since most of the RH analysis has been done in our
previous paper [27], we will often refer to that paper. However, to make the current
paper self-contained, we will sketch the RH analysis briefly and list some formulas in
Section 3 below. The interested reader may find more details in [27].
The rest of the paper is arranged as follows. In Section 2, we provide a RH problem
for the corresponding orthogonal polynomials, as well as two formulas relating an(t) and
Hn(t) with the RH problem. Such relations are the starting points of our analysis. In
Section 3, we list some main steps and key formulas in the RH analysis. Then the proofs
of Theorems 1 and 3 are given in Section 4 and Section 5, respectively.
2 RH problem for orthogonal polynomials
Consider a 2× 2 Riemann-Hilbert (RH) problem as follows:
(Y1) Y (z) is analytic in C\[0,∞);
(Y2) Y (z) satisfies the jump condition
Y+(x) = Y−(x)
(
1 w(x)
0 1
)
, x ∈ (0,∞), (2.1)
where w(x) = w(x; t) = xαe−x−t/x is the weight function defined in (1.1);
(Y3) The asymptotic behavior of Y (z) at infinity is
Y (z) = (I +O (1/z))
(
zn 0
0 z−n
)
, as z →∞; (2.2)
(Y4) The asymptotic behavior of Y (z) at the end points z = 0 are
Y (z) =
 O(1) O(1)
O(1) O(1)
 , as z → 0. (2.3)
According to the significant observation of Fokas, Its and Kitaev [15], the solution
of the above RH problem is given in terms of the monic polynomials, orthogonal with
respect to w(x). This establishes an important relation between orthogonal polynomials
and RH problems.
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Lemma 1. (Fokas, Its and Kitaev [15]). The unique solution to the above RH problem
for Y is given by
Y (z) =
 pin(z) 12pii ∫∞0 pin(s)w(s)s−z ds
−2piiγ2n−1 pin−1(z) −γ2n−1
∫∞
0
pin−1(s)w(s)
s−z ds
 , (2.4)
where pin(z) is the monic polynomial in (1.15), and γn is the leading coefficient of the
orthonormal polynomial pn(z) := γnpin(z) with respect to the weight w(x) = w(x; t); cf.,
e.g., [9] and [15].
Proof. The proof is based on the Plemelj formula and Liouville’s theorem.
It is worth mentioning that the important quantities an(t) and Hn(t) in Theorem 2
can be expressed in terms of the entries of the RH solution Y . These relations are very
helpful in our future calculations.
Lemma 2. The following identities hold for n ∈ N:
an(t) = 2piitγ
2
nY11(0)Y12(0) (2.5)
and
H ′n(t) = −Y12(0)Y21(0), (2.6)
where Yij(z) denotes the (i,j)-entry of the matrix-valued function Y (z).
Proof. From Lemma 2 in Chen and Its [6], we have
an(t) =
t
hn
∫ ∞
0
pi2n(y)w(y)
y
dy = tγ2n
∫ ∞
0
pi2n(y)w(y)
y
dy, (2.7)
where hn is the constant in (1.15) and γn is the leading coefficient of the orthonormal
polynomial. Note that
pin(y)
y
= qn−1(y)+
pin(0)
y
, where qn−1(y) is a polynomial of degree
n− 1. By the orthogonality of pin(x) in (1.15), the above formula gives us
an(t) = tγ
2
n
∫ ∞
0
pin(y)pin(0)w(y)
y
dy. (2.8)
Comparing the above formula with (2.4) gives us (2.5).
To get (2.6), we obtain the following formula from Lemma 2 and Eq. (3.21) in [6]
H ′n(t) =
1
hn−1
∫ ∞
0
pin(y)pin−1(y)w(y)
y
dy = γ2n−1
∫ ∞
0
pin(y)pin−1(y)w(y)
y
dy. (2.9)
Using an argument similar to the derivation of (2.5), we obtain (2.6).
Remark 4. In Chen and Its [6], the integral representation (2.7) is obtained appealing
to a ladder operator technique. We note that (2.7), (2.9) and (5.9) below can be derived
alternatively, using the recurrence relation (1.17) and the specific perturbed Laguerre
weight (1.1). For example, using integration by parts, (2.7) can be derived as
αn = γ
2
n
∫ ∞
0
xpi2nw(x)dx = −γ2n
∫ ∞
0
xpi2nx
αe−
t
xde−x = 2n+1+α+ tγ2n
∫ ∞
0
pi2nw(x)dx
x
.
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3 Nonlinear steepest descent analysis
In this section, we give a sketch of the nonlinear steepest descent analysis for the RH
problem. In the standard Deift-Zhou analysis, one introduces a sequence of transforma-
tions:
Y 7→ T 7→ S 7→ R,
and reduces the original RH problem for Y to a new RH problem for R, whose jumps
are close to the identity matrix when n is large. Then R(z) can then be expanded into
a Neumann series on the whole complex plane. Since the above transformations are all
revertible, the uniform asymptotics of the orthogonal polynomials in the complex plane
are obtained for large polynomial degree n when we trace back. Technique difficulties lie
in the construction of the local parametrix in a neighborhood of the origin z = 0. The
parametrix possesses irregular singularity both at infinity and at the origin.
Normalization: Y 7→ T . The first transformation in the Deift-Zhou steepest descent
analysis is to normalize the large-z behavior of Y (z) in (2.2) to make T (z) ∼ I as z →∞.
To this end, we introduce the following g-function
g(z) :=
2
pi
∫ 1
0
log(z − x)
√
1− x
x
dx, z ∈ C \ (−∞, 1], (3.1)
where the branch is chosen such that arg(z−x) ∈ (−pi, pi). Then the first transformation
Y 7→ T is defined as
T (z) = (4n)−(n+
α
2
)σ3e−
nl
2
σ3Y (4nz)e−n(g(z)−
l
2
)σ3e−
tn
8nz
σ3(4n)
α
2
σ3 (3.2)
for z ∈ C\[0,∞), where l = −2(1 + ln 4) is the Lagrange multiplier and σ3 is the
Pauli matrix
(
1 0
0 −1
)
; see (3.15) below. Here t = tn indicates the dependence of the
parameter t on the polynomial degree n.
It is easily verified that the large-z behavior of T (z) is normalized such that T (z) =
I + O(z−1) as z → ∞. Note that, because there is a factor e− tx in the weight function
w(x) in (1.1), there is a corresponding e−
tn
8nz
σ3 term in (3.2). As a consequence, one can
easily see from (2.3) and (3.2) that T (z) possesses an essential singularity at the origin.
This kind of singularity is new in the Riemann-Hilbert analysis and requires a new class
of parametrix near the origin; see Section 3.3 below.
Opening of the lens: T 7→ S. Although the first transformation successfully nor-
malizes the large-z behavior of T , the original jump matrix (2.1) for Y becomes more
complicated. More precisely, because the function g(z) in (3.1) is not analytic on the
interval (0, 1), the jump matrix for T is highly oscillatory on (0, 1) when the polyno-
mial degree n is large. To overcome this difficulty, Deift et al. [12, 13] borrowed the
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Figure 1: Contour ΣS for the RH problem for S(z) in the z-plane.
ideas from the classical steepest descent method for integrals and introduced the second
transformation T 7→ S. In this transformation, the original interval [0,∞) is deformed
by opening lens. Then, the rapidly oscillatory jump matrices for T will be reduced to
jump matrices tending to the identity matrix exponentially, except in a neighborhood of
(0, 1).
Before we introduce the transformation, we need one more auxiliary φ-function as
follows
φ(z) := 2
∫ z
0
√
s− 1
s
ds, z ∈ C\[0,∞), (3.3)
where arg z ∈ (0, 2pi), such that the Maclaurin expansion φ(z) = 4i√z {1− z
6
+ · · ·}
holds for |z| < 1. From its definition, one can see that φ(x) > 0 for x > 1, Reφ(z) < 0
in the lens-shaped domains; cf. Figure 1, and that φ±(x) = ±2i
∫ x
0
√
1−s
s
ds, purely
imaginary, for x ∈ (0, 1).
The second transformation T 7→ S is defined as
S(z) =

T (z), for z outside the lens shaped region;
T (z)
(
1 0
−z−αe2nφ(z) 1
)
, for z in the upper lens region;
T (z)
(
1 0
z−αe2nφ(z) 1
)
, for z in the lower lens region,
(3.4)
where arg z ∈ (−pi, pi). Then, S satisfies a RH problem with the following jump condi-
tions JS(z)
JS(z) =

(
1 0
z−αe2nφ(z) 1
)
, z ∈ γ1 ∪ γ3,(
0 xα
−x−α 0
)
, z = x ∈ γ2,(
1 zαe−2nφ(z)
0 1
)
, z ∈ (1,+∞).
(3.5)
Of course S(z) is still normalized at ∞ and possesses an essential singularity at 0.
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3.1 Outside parametrix
From (3.5), we see that the jump matrix for S is the identity matrix plus an exponentially
small term for fixed z ∈ γ1 ∪ γ3 ∪ (1,∞). Neglecting the exponentially small terms, we
arrive at an approximating RH problem for N(z), as follows:
(N1) N(z) is analytic in C\[0, 1];
(N2)
N+(x) = N−(x)
(
0 xα
−x−α 0
)
for x ∈ (0, 1); (3.6)
(N3)
N(z) = I +O(1/z), as z →∞. (3.7)
A solution to the above RH problem can be constructed explicitly,
N(z) = Dσ3∞M
−1a(z)−σ3MD(z)−σ3 , (3.8)
where M = (I+ iσ1)/
√
2, a(z) =
(
z−1
z
)1/4
with arg z ∈ (−pi, pi) and arg(z−1) ∈ (−pi, pi),
and the Szego¨ function
D(z) =
(
z
ϕ(2z − 1)
)α/2
, ϕ(z) = z +
√
z2 − 1,
the branches are chosen such that ϕ(z) ∼ 2z as z →∞, and D∞ = 2−α.
3.2 Local parametrix P (1)(z) at z = 1
The jump matrices of SN−1 are not uniformly close to the unit matrix near the end-
points 0 and 1, thus local parametrices have to be constructed in neighborhoods of
the end-points. Near the right end-point z = 1, we consider a small disk U(1, δ) =
{z | |z− 1| < δ}, δ being a fixed positive number. The parametrix P (1)(z) in U(1, δ) can
be constructed in terms of the Airy function and its derivative as in [26, (3.74)]; see also
[9, 13].
3.3 Local parametrix P (0)(z) at the origin
The parametrix, to be constructed in the neighborhood U(0, δ) = {z | |z| < δ} for
sufficiently small δ, solves a RH problem as follows:
(a) P (0)(z) is analytic in U(0, δ)\ΣS;
(b) In U(0, δ), P (0)(z) satisfies the same jump conditions as S(z) does; cf. (3.5);
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Figure 2: Contours and regions for the model RH problem for Ψ in the ζ-plane, where both
sectors Ω2 and Ω3 have an opening angle pi/3.
(c) P (0)(z) fulfils the following matching condition on ∂U(0, δ) = { z | |z| = δ}:
P (0)(z)N−1(z) = I +O
(
n−1/3
)
as n→∞; (3.9)
(d) The behavior at the center z = 0 is the same as that of S(z), which possesses an
essential singularity at 0.
The construction of the local parametrix is one of the main contribution in our
previous paper [27]. It involves a model RH problem for Ψ(ζ, s) which is related to the
third-order integrable ODE in (1.10). The exact formula for P (0)(z) is given explicitly
as follows:
P (0)(z) = E(z)Ψ(n2φ2, 2ntn)e
−pi
2
iσ3(−z)−α2 σ3enφ(z)σ3 , z ∈ U(0, δ)\ΣS, (3.10)
where E(z) is an analytic function in U(0, δ)
E(z) = N(z)e
pi
2
iσ3(−z)α2 σ3 I − iσ1√
2
{
n2φ2(z)
} 1
4
σ3 . (3.11)
In the above two formulas, we choose arg(−z) ∈ (−pi, pi) and arg {n2φ2(z)} ∈ (−pi, pi).
The important function Ψ(ζ) = Ψ(ζ, s) satisfies the following model RH problem
(a) Ψ(ζ) is analytic in C\ ∪3j=1 Σj, where Σj are illustrated in Figure 2;
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(b) Ψ(ζ) satisfies the jump condition
Ψ+(ζ) = Ψ−(ζ)

(
1 0
epiiα 1
)
, ζ ∈ Σ1,(
0 1
−1 0
)
, ζ ∈ Σ2,(
1 0
e−piiα 1
)
, ζ ∈ Σ3;
(3.12)
(c) The asymptotic behavior of Ψ(ζ) at infinity is
Ψ(ζ, s) =
[
I +
C1(s)
ζ
+O
(
1
ζ2
)]
ζ−
1
4
σ3
I + iσ1√
2
e
√
ζσ3 , arg ζ ∈ (−pi, pi), ζ →∞,
(3.13)
where C1(s) is a matrix independent of ζ;
(d) The asymptotic behavior of Ψ(ζ) at ζ = 0 is
Ψ(ζ, s) = Q(s) {I +O(ζ)} e sζ σ3ζ α2 σ3

I, ζ ∈ Ω1 ∪ Ω4,(
1 0
−epiiα 1
)
, ζ ∈ Ω2,(
1 0
e−piiα 1
)
, ζ ∈ Ω3
(3.14)
for arg ζ ∈ (−pi, pi), as ζ → 0, where Ω1 − Ω4 are depicted in Figure 2, Q(s) is a
matrix independent of ζ, such that detQ(s) = 1, and σj are the Pauli matrices,
namely,
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
and σ3 =
(
1 0
0 −1
)
. (3.15)
Remark 5. The relation between the above model RH problem for Ψ and the equation
(1.10) is that, let r(s) = i(C1(s))12 with C1(s) given in (3.13), then r(s) satisfies the
equation (1.10). For a detailed derivation, see [27, Section 2.1].
Remark 6. Readers who are familiar with Riemann-Hilbert analysis may be a little
surprised to see the error term O(n−1/3) instead of O(n−1) in (3.9). In fact, if s is fixed,
the function r(s) is bounded and we do get the O(n−1) estimation. As s = 2nt, to
achieve the uniform results in Theorem 3 for t ∈ (0, d], d > 0 fixed, an asymptotic study
for r(s) as s→ 0 and s→ +∞ is needed. In our previous paper [27], by performing an
asymptotic study of the model RH problem for Ψ(x, s), we get the desired results in the
following proposition. The reason why O(n−1/3) appears can be seen from the large-s
asymptotic behavior of r(s).
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Figure 3: Contour ΣR for the RH problem for R(z) in the z-plane.
Proposition 1. (Xu, Dai and Zhao [27]) There exists a solution r(s) of (1.10), analytic
for s ∈ (0,∞), with the following boundary conditions
r(0) =
1
8
(1− 4α2) and r(s) = 3
2
s
2
3 − αs 13 +O(1) as s→ +∞. (3.16)
3.4 The final transformation S 7→ R
Now we bring in the final transformation by defining
R(z) =

S(z)N−1(z), z ∈ C\ {U(0, δ) ∪ U(1, δ) ∪ ΣS} ;
S(z)(P (0))−1(z), z ∈ U(0, δ)\ΣS;
S(z)(P (1))−1(z), z ∈ U(1, δ)\ΣS.
(3.17)
Then, R(z) solves the following RH problem:
(R1) R(z) is analytic in C\ΣR (see Figure 3 for the contours);
(R2) R(z) satisfies the jump conditions
R+(z) = R−(z)JR(z), z ∈ ΣR, (3.18)
where
JR(z) =

P (0)(z)N−1(z), z ∈ ∂U(0, δ),
P (1)(z)N−1(z), z ∈ ∂U(1, δ),
N(z)JS(z)N
−1(z), ΣR \ ∂(U(0, δ) ∪ U(1, δ));
(R3) R(z) satisfies the following behavior at infinity:
R(z) = I +O (1/z) , as z →∞. (3.19)
It follows from the matching condition (3.9) of the local parametrices and the defini-
tion of φ(z) in (3.3) that
JR(z) =
{
I +O
(
n−1/3
)
, z ∈ ∂U(0, δ) ∪ U(1, δ),
I +O(e−cn), z ∈ ΣR \ ∂(U(0, δ) ∪ U(1, δ)),
(3.20)
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where c is a positive constant, and the error term is uniform for z on the corresponding
contours. Hence we have
‖JR(z)− I‖L2∩L∞(ΣR) = O(n−1/3). (3.21)
Then, applying the now standard procedure of norm estimation of Cauchy operator and
using the technique of deformation of contours (cf. [9, 13]), it follows from (3.21) that
R(z) = I +O(n−1/3), (3.22)
uniformly for z in the whole complex plane, and for t in the interval (0, d], d > 0 fixed.
This completes the nonlinear steepest descent analysis.
4 Proof of Theorem 1
Since we only need to derive one-term asymptotic approximation, it is very helpful
to make use of the nice relations between an(t), Hn(t) and Y (0) in Lemma 2. These
relations can simplify our computations a lot. If one wishes to obtain more terms in the
asymptotic expansions, we need to follow the original ideas in Deift et. al. [13]; see also
[26, Sec. 4].
Proof of Theorem 1. Tracing back the transformations R 7→ S 7→ T 7→ Y , and combining
(3.2), (3.4) and (3.17) with (3.10), we have
Y+(4nx) = c
σ3
n R(x)E(x)Ψ−(n
2φ2(x), s)e
ipi
2
(α−1)σ3
(
1 0
1 1
)
[w(4nx)]−
1
2
σ3 , (4.1)
for 0 < x < δ, where cn = (−1)n(4n)n+α2 e 12nl.
To evaluate Y (0), we need to find out the values of E(x) and Ψ−(n2φ2(x), s) as x→ 0.
From the definitions of φ(z) and E(z) in (3.3) and (3.11), one can see that
φ2(x) = −16x+O(x2) and E(x) = 2−ασ3M−1
(
0 1
−1 0
)
(2
√
n)σ3 +O(x) (4.2)
as x → 0, where M = (I + iσ1)/
√
2. Moreover, from the the behavior of Ψ at zero in
Ω3, see (3.14), we have
Ψ−(fn(x), 2nt)e
ipi
2
(α−1)σ3
(
1 0
1 1
)
[w(4nx)]−
1
2
σ3 = Q(2nt)(I +O(fn(x)))d
σ3 , (4.3)
where d = e2nt/fn(x)e
pii
2
(α−1)(fn)α/2w(4nx)−
1
2 , and fn(z) = n
2φ2(z) furnishes a conformal
mapping in a neighborhood of z = 0. Note that the explicit formula for Q(s) can be
obtained explicitly as follows
Q(s) =
√
1 + q′(s)
2
(
1 ir
′(s)
1+q′(s)
i1−q
′(s)
r′(s) 1
)
χσ3 ; (4.4)
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see notations and computations in [27, Sec. 2.1], with q′(s) = −sr′′(s)− 1
2
r′(s)+r(s)r′(s),
where χ is an arbitrary non-zero factor. Using the fact that R(x) = I + O(1/n1/3) and
the above formulas, we have
Y11(0)Y12(0) = (4n)
2(n+α
2
)enl
[
E(0)Q(2nt)
]
11
[
E(0)Q(2nt)
]
12
(1 +O(n−1/3))
= −i2−2α(4n)2(n+α2 )enlnr′(2nt)(1 +O(n−1/3)) (4.5)
and
Y12(0)Y21(0) =
[
E(0)Q(2nt)
]
12
[
E(0)Q(2nt)
]
21
(1 +O(n−1/3))
= nr′(2nt)(1 +O(n−1/3)), (4.6)
where the error term is uniform for t ∈ (0, d], d > 0.
Combining (2.6) and (4.6) gives us
H ′n(t) = −nr′(2nt)(1 +O(n−1/3)). (4.7)
Recalling (1.14) and (1.23), we know that r(0) = 1−4α
2
8
and Hn(0) = 0. Therefore,
integrating the above formula from 0 to t gives us
Hn(t) =
1− 4α2 − 8r(2nt)
16
(1 +O(n−1/3)). (4.8)
In view of (1.7) and (1.19), integrating one more time of the above formulas gives us
(1.13).
This completes the proof of Theorem 1.
5 Proof of Theorem 3
The proof the Theorem 3 is similar to that in the previous section.
Proof of Theorem 3. We first derive the formula for αn(t) in (1.26). Owing to the relations
in (1.18) and (2.5), one needs only to derive the asymptotics for γn and Y11(0)Y12(0).
Note that the asymptotics of Y11(0)Y12(0) have been given in (4.5).
To get the asymptotics for γn, we need the large-z behavior of Y (z). To achieve it,
we again trace back the transformations R 7→ S 7→ T 7→ Y . Then, from (3.2), (3.4) and
(3.17), we get
Y (4nz) = (4n)(n+
α
2
)σ3e
n
2
lσ3R(z)N(z)en(g(z)−
1
2
l)σ3e
t
8nz
σ3(4n)−
α
2
σ3 (5.1)
for z is far away from the interval [0,∞). By the uniform approximation of R in (3.22),
we have the following estimate for large n and |z|
R(z) = I +O
(
1
n1/3z
)
,
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where the error term is uniform for t ∈ (0, d], d > 0. From the explicit formulas of g(z)
and N(z) in (3.1) and (3.8), it is easily seen that
eng(z)σ3z−nσ3 = I − n
4z
σ3 +O
(
1
z2
)
and
N(z) = I + 2−ασ3
(
−α
4
σ3 − 1
4
σ2
)
2ασ3
1
z
+O
(
1
z2
)
.
If we expand Y (4nz) in (5.1) as Y (4nz)(4nz)−nσ3 = I + Y˜1
z
+ O
(
1
z2
)
, then according to
Eq. (3.11) in Deift et al. [13], we have
γ2n =
1
−2pii · (4n) · (Y˜1)12
. (5.2)
Collecting the above five formulas together, we obtain
γ2n =
1
pi
22α+1(4n)−(2n+α+1)e−nl(1 +O(n−1/3)), (5.3)
where the error term is uniform for t ∈ (0, d], d > 0. It is readily seen that (5.3) agrees
with (1.28). Now combining the above formula and (4.5), we have
an(t) = 2piitγ
2
nY11(0)Y12(0) = tr
′(2nt)
[
1 +O(n−1/3)
]
. (5.4)
Thus, (1.26) follows the above formula and (1.18).
A full proof of (1.28) can be obtained as follows. Note that hn = γ
−2
n (t) and
d
dt
w(x; t) = − 1
x
w(x). Then, taking derivative with respective to t on both sides of
the orthogonality condition (1.15), we get
γ′n(t)
γ3n(t)
=
1
2
∫ ∞
0
pi2n(y)w(y)
y
dy. (5.5)
This, together with (2.7), gives us
2t
d
dt
ln(γn(t)) = an(t). (5.6)
Recalling (5.4) and integrating the above formula, we have
ln(γn(t))− ln(γn(0)) = r(s)− r(0)
4n
(1 +O(
1
n1/3
)). (5.7)
Note that γn(0) is the leading coefficients of the orthonormal Laguerre polynomials,
which can be computed explicitly as follows
γn(0) =
√
Dn[w, 0]
Dn+1[w, 0]
=
1√
n!Γ(n+ 1 + α)
; (5.8)
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see (1.7). Finally, substituting (5.8) into (5.7) yields (1.28), where the initial value of
r(0) in (3.16) is also used.
The asymptotic formula (1.27) for βn(t) follows from the asymptotic formula for
Hn(t) in (4.8) and Eq. (3.22) in [6] given below
βn(t) = n(n+ α) + tH
′
n(t)−Hn(t). (5.9)
Finally, we substitute the asymptotic formulas (1.26) and (4.8) into the equations (1.20)
and (1.22), and then collect the leading terms. The equations (1.29) and (1.30) follow
immediately.
This completes the proof of Theorem 3.
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