Viscous damping of Alfvén surface waves is examined both analytically and numerically using incompressible MHD. Normal modes are shown to exist on discontinuous as well as continuously varying interfaces in Alfvén speed. The waves experience negligible decay below the transition zone. High-frequency waves damp just above the transition region, while those of lower frequency lose energy further out. A comparison of dissipative decay rates shows that wave damping by viscosity proceeds approximately two orders of magnitude faster than by resistivity.
I. INTRODUCTION
The generation of magnetohydrodynamic (MHD) waves by photospheric and convection zone motions and the wave transfer of this mechanical energy into the corona continue to be viable mechanisms in some coronal heating theories (see, e.g., reviews by Hollweg 1983; Priest 1982; Kuperus, lonson, and Spicer 1981; Wentzel 1981 ). An important aspect of the heating problem, which is receiving some attention currently, concerns the process by which the waves dissipate.
Waves may, of course, propagate throughout the corona, but those whose existence is intimately associated with inhomogeneities in the local Alfvén velocity appear to offer some heating advantages. Suggested processes by which the corona may absorb energy from these waves include the excitation of kinetic Alfvén waves (Hasegawa and Chen 1976) , phase mixing (Pritchett and Dawson 1978; Heyvaerts and Priest 1983; Browning and Priest 1984) , a Kolmogoroff turbulent cascade (Hollweg and Sterling 1984; Nocera and Priest 1984) , and resistive normal-mode decay (Steinolfson 1985; Mok and Einaudi 1985) . Resonant absorption of such waves has been considered by, for example, lonson (1978) , Pritchett and Canobbio (1981) , Rae and Roberts (1981) , and Sakurai and Granik (1984) .
The propagation of surface waves as normal modes on magnetic or density discontinuities has been established using ideal MHD (e.g., Rae and Roberts 1981; Hasegawa and Uberoi 1982) . When the discontinuity is replaced with a smooth profile, the ideal equations contain a singularity leading to the possibility of resonant absorption. A particularly lucid description of the singular problem is given by Lee and Roberts (1986) . The presence of dissipation, however, removes the singularity. For instance, it has been shown that decaying normalmode solutions occur on a smooth inhomogeneity when a finite resistivity is introduced (Steinolfson 1985) .
The present paper considers the effect of viscosity on surface waves for both discontinuous and smooth variations in the Alfvén speed. The viscous tensor given by Braginskii (1965) is 1 Present address: Department of Physics, University of Texas at Austin used. A related problem was studied by Gordon and Hollweg (1983) for the discontinuous density case. They used the surface wave solution from ideal MHD and computed the potential heating rate due to wave fluctuations, while we selfconsistently determine the viscous normal-mode behavior. In addition, their analysis only allowed velocity and magnetic field fluctuations perpendicular to the initial magnetic field. We include parallel fluctuations since it has been shown previously that they may be important in the dissipative process (Steinolfson , 1985 . Despite these differences in approach, the two studies are complementary with generally similar results and conclusions.
After establishing the existence of decaying viscous normal modes, we compare the viscous dissipation rate with that due to resistivity. The viscous decay rate is always about two orders of magnitude faster than the comparable resistive rate.
II. LINEAR EQUATIONS
Single-fluid theory is used, and the corona is assumed to be incompressible and initially stationary. For a simplifying slab geometry, the ambient magnetic field is taken to coincide with the z-axis (perpendicular to the solar surface). Inhomogeneities, which in some cases we treat as a discontinuity, in either the magnetic field or density (i.e., the Alfvén speed) occur along the x-direction. Despite these variations in the initial quantities, we assume that the dissipation coefficients remain constant.
Since we are mainly interested in outward-propagating disturbances, the wave-propagation vector is required to be parallel to the magnetic field. A perpendicular component of wave propagation would not be expected to produce any new physical effects. For this assumed parallel orientation, there are no changes in the dependent variables along the y-axis.
Of the five ion viscosity coefficients given by Braginskii (1965) , one (v 0 ) is several orders of magnitude larger than the others for typical solar coronal conditions (v 0 = 0.61 g cm -1 s" 1 , v 1 = 2.8 x 10 -11 gem -1 s _1 , v 2 = 4v u v 3 = 3.9 x 10 -6 g cm -1 s" 1 , v 4 = 2v 3 for number density n = 10 9 cm -3 , temperature T = 2 x 10 6 K, magnetic field B = 3.725 G). When the four smaller coefficients are neglected, a considerable sim-526 plification follows (utilizing the assumptions given previously). Namely, the y-components of the magnetic field and velocity uncouple from changes in the (x, z)-plane. We will henceforth employ this approximation, since it should be valid for the spatially smooth normal-mode solutions obtained herein. The smaller coefficients may become important when the solutions phase-mix in time (Heyvaerts and Priest 1983; . In this latter case, significant dissipation occurs only after the build-up of large spatial gradients.
The linearized equations can be written in nondimensional form [for a given disturbance wavenumber, which may be complex, in the z-direction, exp (i'/cz)] as
where V 2 = d 2 /dx 2 -a 2 and primes indicate spatial (d/dx) derivatives. Solenoidal equations determine the z-components (B z , v z ). Time is referenced to the Alfvén time T h , and the density and magnetic field are referenced to their respective maximum initial values. Distances are in terms of a scale length a, and velocity is measured with respect to a/T h . A convenient value for the scale length is a distance related to the extent of the ambient inhomogeneity. For the case of a discontinuity, some other representative distance for the particular application must be used. The dimensionless initial density and magnetic field are given by D(x) and F(x) respectively.
The three parameters appearing in equations (1) and (2) are the wavelength parameter a = ka, the Lundquist number S = T r /T h , and a viscous number R 0 = T v /T h . The Alfvén, resistive, and viscous times are defined as T h = a(4nm p ri ) 1,2 /B, z r = 4na 2 /c 2 r], and t v = a 2 m p n/v 0 respectively, in terms of the reference values of n and B, and m p is the proton mass and c the speed of light. The dissipation coefficients are given by (Braginskii 1965 ) rj = m e /ne 2 T e and v 0 = 0.96n/c B Tt,-, where e is the elementary charge, m e the electron mass, k B Boltzman's constant, and z e and are the respective electron and ion collision times.
The two components of the viscous stress tensor that combine to give the viscous term in equation (1) are t xx = -v 0 dvjdx and t zz = -2v 0 dvjdz. These stresses are produced by velocity gradients in the direction of motion. This is one circumstance in which the v 0 viscous coefficient becomes effective. The other is when there are large compressible effects, as considered by Gordon and Hollweg (1983) .
One form of the viscous term that is often used (Heyvaerts and Priest 1983; Tachi, Steinolfson, and Van Hoven 1984) is to replace the viscous tensor term with v'[V 2 i; + iV(V • t>)] and to use the expression for v', perpendicular to the magnetic field, given by Spitzer (1962) . If this procedure is followed in the present case, rather than using the Braginskii coefficients, the viscous term in equation (1) 
where R' is defined in terms of v'. The increased order of the equations resulting from the above form suggests a qualitative difference in solutions. We, however, only consider viscosity as it is given in equation (1).
III. VISCOUS ALFVÉN SURFACE WAVES The existence of dissipationless (undamped) Alfvén surface waves on discontinuities is well known (e.g., Hasegawa and Uberoi 1982) . We now show that similar surface waves occur with the inclusion of viscosity (as given in eqs.
[1] and [2]), but that the waves are damped. By neglecting the resistive term in equation (2) and assuming a time dependence of the form exp ( -icot), the equations reduce to ßco dfr 0 b:
The quantities in parentheses are constant on each side of the discontinuity (assumed to be at x = 0); hence, the equation can easily be solved in the two uniform regions. Both v x and the total pressure (in this case, the sum of the thermal, magnetic and viscous pressures) must be continuous everywhere, which requires that the values of BJF and
+ ~DR-0 ) ~dx be identical for the two solutions at x = 0. The dispersion relation can be written as
where r 2 = co 2 /a 2 -F 2 /D, q = co/DR 0 , and the subscripts refer to the two uniform regions. From the presence of the imaginary terms in equation (4), it becomes evident that either co or a (the wavenumber k) must be complex. For a constant initial density (Z^ = D 2 ), the equation can be simplified by squaring each side and rearranging as follows :
Results obtained from the solution of equation (5) are now given for two specific cases. The extraneous roots that may have been introduced in the squaring process are eliminated by requiring that the computed roots of equation (5) satisfy equation (4) and that the wave amplitude evanesces away from the discontinuity.
a) Real Wavenumber (Standing Waves)
For a fixed, real wavenumber and complex frequency, a relevant physical application is to standing waves, between two stationary boundaries, whose amplitude decreases with time. Within the context of coronal heating, such waves may be responsible for in situ heating of, for instance, coronal loops, in which case energy must leak in through the ends of the loop (Hollweg 1983 ), but standing waves cannot transport energy to (or within) the corona. This situation is considered first, since the complete equations (1) and (2) then become amenable to a relatively simple numerical solution (discussed further below), thereby providing a consistency check between the two approaches and extending the results to a uniform profile.
The solution to equation (5) This dispersion relation is shown in Figure 1 for the typical coronal conditions used earlier in computing the viscous coefficients and a change in magnetic field at the discontinuity of B 2 /B 1 = 0.5 (Fi = 1, F 2 = 0.5). The upper curve (except at the highest /c-values) represents the real (oscillating) frequency, while the lower one indicates the imaginary (decaying) component. The imaginary frequency is linearly proportional to viscosity in equation (6), while viscous effects cause the real frequency in equation (7) to vanish when the parameter a exceeds
The numerical solution of the complete equations (1) and (2), for the same physical conditions used above, is given by the Fig. 1 -Dispersion relation for real wavenumber. The curves are from the analytic solution for a discontinuity, and the symbols are from the numerical solution for a smooth profile. circles (co r ) and squares (c^). The only difference is that the magnetic discontinuity has been smoothed, over the same normalizing distance used in the two approaches (a = 10 7 cm), to avoid numerical problems. The numerical procedure employed in this study is the same as used previously to study resistive normal modes on inhomogeneities (Steinolfson ,1985 .
Since equations (1) and (2) admit solutions outside the interface that oscillate at the local Alfvén frequency, in addition to the surface modes, care must be taken not to also excite these modes in the numerical computation. This can be controlled quite easily by (1) using an initial perturbation for v x that peaks inside the inhomogeneity and decreases exponentially away from the maximum, and (2) applying boundary conditions for exponential falloff at large distances in the time-dependent calculation.
Because of the additional physical interactions occurring on an inhomogeneity, as opposed to a true discontinuity, one would not expect exact agreement between the two methods of solution. The similar scaling and close agreement in value, however, suggest that the two are not unrelated and that viscous normal modes on discontinuities may have a continuous transition to normal modes on inhomogeneities. A normal mode solution could not be obtained numerically for k>2 x 10" 8 cm -1 , although the analytic solution exists up to k = 8.9 x 10" 8 cm -1 (from eq.
[8]). Hence the main discrepancy between viscous surface waves on smooth and discontinuous inhomogeneities appears to be the upper limit on the wavenumber.
b) Real Frequency (Propagating Waves)
This situation relates to the problem of energy transport into the corona via waves generated at external sources (e.g., the convection zone) and also, as will be shown, to coronal heating through dissipation of the same waves. Only waves on discontinuities (eq. [4]) are considered here. The numerical solution of equations (1) and (2) for propagating waves becomes much more difficult than in the previous example and hence is not considered. The problem is that now the computational approach requires differencing in two spatial dimensions plus time, whereas previously only one spatial dimension plus time had to be considered.
Following the same approach as above, the dispersion relation for this case is given in Figure 2 for the same coronal parameters used for Figure 1 . A relevant quantity in terms of heating the corona is the damping length (the inverse of the imaginary part of the wavenumber /q). As seen in Figure 2 , the high-frequency waves have shorter damping lengths. Note that the waves are almost critically damped for frequencies greater than Is -1 . The effect of the magnitude of the discontinuity and the viscous number on the damping length are shown in Figures 3  and 4 for a) = 0.1 s -1 . The damping length for the two solutions depends weakly on the field ratio except when the medium becomes close to homogeneous. The variation with viscous number shows a minimum around 1/10 the classical value.
IV. COMPARISON TO RESISTIVE DECAY As a first step in examining resistive decay, we look for resistive surface waves on discontinuities. In this case, the viscous term in equation (1) is neglected, and equations (1) solved in the homogeneous regions. The solutions are then matched at the discontinuity such that v x and the total pressure are constant. Now, though, the dissipation mechanism cancels out of the final solution, and the dispersion relation reduces to that given by Hasegawa and Uberoi (1982) for ideal MHD. Consequently, decaying, resistive Alfvén surface waves do not exist on discontinuities for the approximations used here.
Decaying waves do occur on both smooth (all derivatives continuous) inhomogeneities and on profiles with continuous magnitude but discontinuous derivatives. This has been demonstrated for both cases by Steinolfson (1985) , using separate analytic and numerical methods, and for the latter situation by Mok and Einaudi (1985) , using an analytic approach. Steinolfson also showed that resistive normal modes only exist in certain regions of (a, ^-parameter space (for real wave vectors) and that, for classical resistivity, they are limited to very long wavelengths (a < 0.005). When there are no normal-mode solutions, the disturbances resistively decay through a phase-mixing process, which is considerably slower than normal-mode decay.
We would now like to compare the ability of the two dissipative mechanisms (resistivity and viscosity) to remove energy from disturbances on inhomogeneities. This comparison is made using the numerical results from Steinolfson (1985, Figs. 1 and 4) and from Figure 1 in this paper. Note that these results apply to standing waves only (real wave vector), since computations similar to those for propagating viscous waves in Figure 2 of the present paper are not available for propagating resistive waves.
The resistive simulations show that 90% of the energy initially contained in a disturbance is removed by normal-mode decay after a time At = 7 minutes for a = 0.1 and S = 10 5 and that this time scales as S 1/6 and a -2 . Computations of phasemixed decay estimate At = 42 minutes at a = 0.1 and S = 10 8 with an S 1/3 scaling. By applying the indicated scalings, these times become the values shown in Table 1 for resistive decay at the classical value of S, 3.4 x 10 10 , consistent with coronal parameters used in the present paper.
To compare with the current viscous results in Figure 1 , we estimate the time required for the amplitude to be reduced by 90% (~2.3 e-folding times). For the normalization used in these simulations, a = 0.1 at k = 10 -8 cm -1 . Note that one must extrapolate to obtain values for a < 0.01. The viscous decay times thus obtained are also given in Table 1 . Conse- A ratio of one indicates the classical value of R 0 , and R 0 is computed using an anomalous viscosity.
quently, the viscous decay time is about two orders of magnitude smaller than the resistive decay time (normal mode or phase mixing), essentially independent of disturbance wavelength, under identical physical conditions.
There is no obvious reason why the above conclusion regarding the effectiveness of the dissipative mechanisms should not carry over to propagating waves. Note that the phase velocities are always comparable to an average Alfvén velocity. Therefore, viscosity should produce decay of propagating waves in a distance some two orders of magnitude less than would be required for resistive decay.
V. VISCOUS ALFVÉN SURFACE MODES AS A CORONAL HEATING
MECHANISM If surface waves of a selected frequency are generated below the corona, it is of interest to determine how far these waves must propagate into the corona in order to decay substantially. This approach assumes that it is meaningful to consider just one frequency out of a more complex spectrum. A relevant measure of this distance is the damping length used earlier, L d = l/Zq. Since the corona is extremely inhomogeneous, some regions would naturally be heated more than others. In particular, just the radial dependence of the quiescent corona would lead to nonuniform heating.
The radial dependence of the real and imaginary (inverse damping length) components of the wavenumber is illustrated in Table 2 for waves of three different frequencies. The coronal values of n and T are average values from Newkirk (1967) , and the magnetic field is assumed to decrease as radius squared.
The subcoronal values are only taken as representative of the general trend but do indicate the insignificant level of damping below the transition layer. High-frequency waves (co = 1.0 s -1 ) damp just above the transition region, while lower frequency waves damp further and further out as frequency decreases. In all cases, the waves approach a critically damped situation, with approximately equal real and imaginary wavenumber components.
VI. SUMMARY AND DISCUSSION
This study shows that viscous Alfvén surface waves may be capable of (a) transporting mechanical energy from photospheric or convective motion into the corona, and (b) transferring this energy into coronal heating through normal-mode decay. These waves undergo negligible damping in the cool, dense subcoronal region but may be heavily damped in the corona. High-frequency waves decay first or just above the transition region, while lower frequencies lose energy further out, but still within a few solar radii of the surface. Since these waves require physical conditions similar to those already existing in the corona in order to dissipate, it becomes difficult to imagine this source as the mechanism that creates and maintains the hot corona. Nonetheless, given the existence of the observed corona, such waves may surely provide auxiliary heating.
(Re) Below corona 1 2 5 An unexpected result is the relatively weak dependence of decay length on the inhomogeneity magnitude. Changes in magnitude of a few percent are as effective at supporting and damping waves as are those of 50%. The interface is required, however, since the surface wave vanishes without it.
A comparison of viscous and resistive damping rates under identical physical conditions shows that viscosity produces damping some two orders of magnitude faster (in terms of decay time) than resistivity. It has been shown earlier (Steinolfson 1985) that the resistive damping rate for normal modes on a continuous interface is essentially the same as that computed from ideal NHD, in agreement with lonson (1978) . (We recognize, of course, that physical dissipation of surface waves cannot actually occur in ideal MHD, but a damping rate [imaginary frequency for standing waves] can formally be calculated.) Hence, the ideal damping rate has nothing to do with the actual damping rate when viscosity is included.
Viscous normal modes exist for the entire parameter space we have investigated. Consequently, when viscosity is included, there is no phase-mixing regime in which gradients grow in the inhomogeneity until dissipation eventually becomes effective, as for the resistive case (Steinolfson 1985) .
This study was done for classical dissipation, and only the largest (v 0 ) ion viscous coefficient of Braginskii (1965) was used. If both the ion and electron collision frequencies are anomalously increased, then the resistive decay time decreases and the corresponding viscous time increases (see results for the damping length in Fig. 4) . However, when large anomalous effects are introduced, the next two viscous coefficients (Vi and v 2 ) should be retained, and they have the same dependence on collision frequency as does the resistivity.
In order that a collisional assumption be valid for our analysis, the wave period must exceed the ion collision time. The two become comparable at co = 2.7 s " 1 for the conditions used herein.
