We provide sufficient conditions under which any non-empty intersection of finitely many Euclidean balls intersected with a subset of R d of positive reach are contractible. Our result allows for an immediate application of the nerve theorem to the problem of recovering the homology of a set based on point cloud data.
Introduction
A fundamental task in topological data analysis, geometric inference, and combinational geometry is that of estimating the topology of a set X ⊂ R d based on a finite collection of points X that lie on X or on its proximity. A natural way to approximate X with X is to take the union of open balls centered at the data points. In detail, let r = {r x , x ∈ X } ∈ R X + be pre-specified radii and consider the set
where B X (x, r) is the open subspace ball centered at x ∈ R d of radius r > 0, defined as B X (x, r) := {y ∈ X : d(x, y) < r} ,
where d(x, y) := x − y , with · denoting the Euclidean norm. Even though we allow for the points in X to lie outside X, we will assume throughout that B X (x, r x ) = / 0 for all x ∈ X . The topological properties of the union of subspace balls given above in (1) are encoded in the corresponding weightedČech complex, which is the abstract simplicial complex on X consisting of all subsets {x 1 , . . . , x k } of X such that the intersection ∩ k j=1 B X (x j , r x j ) is non-empty.
Definition 1 (Čech complex). Let X , X be two subsets and r ∈ R X + . The (weighted)Čech complex is the simplicial complex Cech X (X , r) := σ = [x 1 , . . . , x k ] ⊂ X : k j=1 B X (x j , r x j ) = / 0, k = 1, . . . , n .
Under appropriate conditions, the homology of the resultingČech complex in fact coincides with the homology of X itself. This remarkable result is precisely the nerve theorem, a renowned result which we recall next.
Definition 2 (Nerve). Let U = {U α } be an open cover of a given topological space X. The nerve of U , denoted by N (U ), is the abstract simplicial complex defined as
The nerve theorem prescribes conditions under which that the nerve of any open cover of X is homotopy equivalent to X itself. As a result, the homology of the space can be recovered from the homology of the nerve complex of its open covers satisfying conditions in the following Nerve theorem.
Theorem 1 (Nerve theorem). Let U be its open cover of a paracompact space X. If every nonempty intersections of finitely many sets in U is contractible, then X is homotopy equivalent to the nerve N (U ).
Thus, in order to conclude thatČech X (X , r) in (3) has the same homology as X, it is enough to show, by the nerve theorem, that the union of subspace balls x∈X B X (x, r x ) covers the target space X and any arbitrary non-empty intersection of subspace balls is contractible. The difficulty in establishing the latter, more technical, condition lies in the fact that it is not clear a priori what properties of X will imply it. If X is a convex set, then the nerve theorem applies straightforwardly. But for more general spaces, such as smooth lower-dimensional manifolds, it is not obvious how contractibility may be guaranteed. The main result of this note, given below in Theorem 5, asserts that if X has positive reach and the radii of the subspace balls are small compared to the reach, then any non-empty intersections of subspace balls is contractible.
The reach
First introduced by Federer [1959] , the reach is a quantity expressing the degree of geometric regularity of a set. In detail, given a closed subset A ⊂ R d , the medial axis of A, denoted by Med(A), is the subset of R d consisting of all the points that have at least two nearest neighbors on A. Formally,
where d(x, A) = inf q∈A ||q − x|| denotes the distance from a generic point x ∈ R d to A, The reach of A is then defined as the minimal distance from A to Med(A).
Definition 3. The reach of a closed subset A ⊂ R d is defined as
Some authors [see, e.g. Niyogi et al., 2008, Singer and Wu, 2012] refer to τ −1 A as the condition number. From the definition of the medial axis in (4), the projection π A (x) = arg min p∈A p − Figure 1 : Geometric interpretation of the quantities involved in (6).
onto A is well defined (i.e. unique) outside Med(A). In fact, the reach is the largest distance ρ ≥ 0 such that π A is well defined on the ρ-offset x ∈ R d |d(x, A) < ρ . Hence, assuming the set A has positive reach can be seen as a generalization or weakening of convexity, since a set A ⊂ R d is convex if and only if τ A = ∞.
In the case of submanifolds, one can reformulate the definition of the reach in the following manner. We will use this equivalent definition of the reach in our proofs.
Theorem 2 (Theorem 4.18 in [Federer, 1959] ). For all submanifold M ⊂ R d ,
Above, T q M denotes the tangent space of M at q ∈ M. This formulation has the advantage of involving only points on M and its tangent spaces, while (5) uses the distance to the medial axis Med(M), which is a global quantity. The ratio appearing in (6) has a clear geometric meaning, as it corresponds to the radius of the ambient ball tangent to M at q 1 and passing through q 2 . See Figure 1 . Hence, the reach gives a lower bound on the radii of curvature of M. Equivalently, τ −1 M is an upper bound on the directional curvature of M.
Proposition 3 (Proposition 6.1 in [Niyogi et al., 2008] ). Let M ⊂ R d be a submanifold, and γ p,v an arc-length parametrized geodesic of M. Then for all t,
The reach further provides an upper bound on the injectivity radius and the sectional curvature of M; see Proposition A.1. part (ii) and (iii) respectively, in Aamari et al. [2017] . Hence the reach is a quantity that characterizes the overall structure of M and, as argued in Aamari et al. [2017] , captures structural properties of M of both global and local nature. In particular, assuming a lower bound on the reach prevents the manifold from nearly self-intersecting or having an area of high curvature [Aamari et al., 2017, Theorem 3.4 ]. In the next section, we present how to use the reach condition to ensure the union of subspace balls is contractible which allows us to apply the Nerve theorem to recover the homology of the target space X.
Subspace versus Euclidean balls
It is important to point out that the nerve theorem needs not apply to theČech complex built using Euclidean, as opposed, to subspace balls. In particular, the homology of X, may not be correctly recovered using unions of Euclidean balls even if the point cloud is dense in X and the radii of the balls all vanish. We elucidate this point in the next example. Below, B R d (x, r) denotes the open Euclidean ball in R d centered at x and of radius r > 0.
Then from the fact δ < d (X, B R 2 (X 1 , ε) ∩ B R 2 (X 2 , ε)) and x∈X 0 B R 2 (x, δ ) covering X, we have that the union of balls in (7) is homotopic to a circle, hence its homotopy and homology is different from the semicircle X. Note that the above construction union of balls holds for all choices of ε ∈ (0, 1). Since δ → 0 as ε → 0, X 0 can be arbitrary dense in X.
The nerve theorem for Euclidean sets of positive reach
In order to apply the nerve theorem to theČech complex built on subspace balls, it is enough to check whether any finite intersection of the subspace balls k j=1 B X (x j , r x j ) is contractible (since X is a subset of R d and is endowed with the subspace topology, it is paracompact.)
Theorem 5 is the main statement of this paper and shows that if a subset X ⊂ R d has a positive reach τ > 0, any non-empty intersection of subspace balls is contractible if the radii are small enough compared to the reach τ.
Theorem 5. Let X ⊂ R d be a subset with reach τ > 0 and let X be a set of points in R d . Let {r x > 0 : x ∈ X } be a set of radii indexed by x ∈ X . Then, if max x∈I r x ≤ τ, any nonempty intersection of subspace balls x∈I B X (x, r x ) for I ⊂ X is contractible. Furthermore, if x ∈ X for all x ∈ I, then the intersection of subspace balls is contractible when max x∈I r x ≤ √ 2τ.
X 1 X 2 Figure 2 : An example in which the union of balls is different from the underlying space in terms of homotopy and homology. In the figure, the union of balls deformation retracts to a circle, hence its homotopy and homology is different from the underlying semicircle.
Therefore, by combining Theorem 5 and the Nerve Theorem (Theorem 1), we can establish that the topology of the subspace X can be recovered by the corresponding subspaceČech complex Cech X (X , r), provided the radii of the balls are all smaller than √ 2 times the reach. This result is summarized in the following corollary.
Corollary 6 (Nerve Theorem on the subspace balls). Under the same condition in Theorem 5, suppose the union of subspace balls covers the target space X, that is,
If max x∈X r x ≤ τ then X is homotopy equivalent to the subspaceČech complexČech X (X , r). Furthermore, if X ⊂ X, the same homotopy equivalence holds under the weaker condition on radii that max x∈X r x ≤ √ 2τ.
The reach condition max x∈X r x ≤ τ is tight as the following example shows that the target space X is not homotopy equivalent to theČech complex when max x∈X r x > τ.
Example 7. Let X be a unit Euclidean sphere in R d , and fix ε > 0. Let X 1 := (ε, 0, . . . , 0), X 2 := (−ε, 0, . . . , 0) ∈ R d be two points in R d . For a unit Euclidean sphere, the reach is equal to its radius 1. Therefore, if r = (r 1 , r 2 ) ∈ (0, 1] 2 , B X (X 1 , r 1 ) B X (X 2 , r 2 ) is homotopic equivalent tǒ Cech X (X n , r) by Corollary 6. However, if r 1 , r 2 > √ 1 + ε 2 , B X (X 1 , r 1 ) B X (X 2 , r 2 ) X buť Cech X (X n , r) 0. Figure 3 illustrate the 2-dimensional case.
Likewise, when X ⊂ X, the reach condition max x∈X r x ≤ √ 2τ is tight as the following example shows that the target space X is not homotopy equivalent to theČech complex when max x∈X r x > √ 2τ.
Example 8. Let X be a unit Euclidean sphere in R d . Let X 1 , X 2 be an antipodal pair of points on X. For a unit Euclidean sphere, the reach is equal to its radius 1. Therefore, if r = (r 1 , r 2 ) ∈ (0, √ 2] 2 , B X (X 1 , r 1 ) B X (X 2 , r 2 ) is homotopic equivalent toČech X (X n , r) by Corollary 6. However, if r 1 , r 2 > √ 2, B X (X 1 , r 1 ) B X (X 2 , r 2 ) X butČech X (X n , r) 0. Figure 4 illustrates the 2-dimensional case.
When the target space X has a positive reach τ and the observation X satisfy the covering condition (8), our result in Corollary 6 implies that theČech complexČech X (X , r) and the target space X are homotopy equivalent when either max x∈X r x τ ≤ 1 holds or max x∈X r x τ ≤ √ 2 with X ⊂ X holds. When all the radii equal, i.e. r x = r 0 for all x ∈ X , an analogous homotopic relation between the ambientČech complexČech R d (X , r) and the target space X were presented in Attali et al. [2013] and Niyogi et al. [2008] . Compared to these results, our conditions on the bound on the ratio max x∈X r x τ are more general than ones assumed in Theorem 13 in Attali et al. [2013] and Proposition 3.1 in Niyogi et al. [2008] , where such ratio is assumed to be no larger than −3+ √ 22 13 ≈ 0.13 and 3 5 ≈ 0.77, respectively. Also, our result allows the radii {r x } x∈X to vary across the observation points x ∈ X .
Proofs
We first start with a simple calculation of the distance from one point of a triangle to another point lying on the opposite side. 
Proof of Claim 9. The distance from λ y + (1 − λ )z to x can be expanded as
Then applying the identity 2 y − x, z − x = y − x 2 + z − x 2 − y − z 2 to (9) gives
and the claim directly follows.
Given a line segment whose endpoints are on A, Lemma 10 gives a bound on the distance from any point on that segment to its projection on A. See Figure 5 .
Lemma 10. Let A ⊂ R d be a set with reach τ > 0, and let y, z ∈ A. Let λ ∈ [0, 1], and let u :
Proof of Lemma 10. If π A (u) = u, then there is nothing to prove. Now, suppose π A (u) = u, and let w := π A (u) + τ u−π A (u) u−π A (u) . Then, we have that w − π A (u) = τ and w − u = τ− π A (u)−u Theorem 4.8 (2) and (6) in Federer [1959] imply that
for all r < τ. Thus, B(w, τ) ∩ A = / 0 and we can conclude that w − y ≥ τ and w − z ≥ τ. Applying Claim 9 to w − u yields that
In order to prove the contractibility, we will show that if two points in A belong to a ball of sufficiently small radius then the projection onto A of any point along the path connecting them also lies inside the ball. In particular, we will show that when two points y, z ∈ A are in a ball with the center x, then for any point u on the line segment connecting y and z, its projection π A (u) to A is also in the ball by bounding its distance to x as
where λ ∈ [0, 1] is a number satisfying u := λ y + (1 − λ )z.
We distinguish two cases, depending on whether the center of the ball is a generic point in R d or instead lies in A; see Claim 11 and Claim 13, respectively. In the former case we require the radius to be no larger than τ, while in the latter case the maximal radius is allowed to be slightly larger, √ 2τ. We first consider the case the center of the ball is a generic point in R d . For this case, we require the radius to be no larger than τ to show (10).
Claim 11. Let A ⊂ R d be a set with reach τ > 0. Let y, z ∈ A, λ ∈ [0, 1], and let u :
Proof of Claim 11. Let r := λ y − x 2 + (1 − λ ) z − x 2 . Then from Claim 9,
and hence Lemma 10 and y − z < 2τ implies
Then (11), (12), and r ≤ τ imply
The situation in which the center of the ball lies on the set A, we will rely on a slight modification of Theorem 4.8 (8) in Federer [1959] .
Lemma 12. Let A ⊂ R d be a set with reach τ > 0, x ∈ A, and u ∈ R d with d(u, A) < τ. Then
.
Proof of Lemma 12. From Theorem 4.8 (7) in Federer [1959] ,
Hence u − x 2 can be expanded and lower bounded as
By rearranging, we obtain that
With the above lemma, we show (10) when the center of ball lines on a set A and the radius is no larger than √ 2τ.
Claim 13. Let A ⊂ R d be a set with reach τ > 0. Let y, z ∈ A, λ ∈ [0, 1], and let u :
Proof of Claim 13. Let r := λ y − x 2 + (1 − λ ) z − x 2 , then r < √ 2τ. Then from Claim 9,
Next, note that
which implies that at least one among u − x , u − y and u − z should be less than τ. Thus,
Hence applying Lemma 10 and y − z < 2τ implies that
Now, considering Lemma 12 gives
For further bounding (15), letr x := u − x andr yz := λ (1 − λ ) y − z for convenience, and consider the function
Then its derivative is
Hence ifr x ≥ τ then f (t) ≥ 0 holds for all t ∈ 0, τ − τ 2 −r 2 yz , and ifr x ≤ τ then f (t) ≥ 0 if and only if t ≤ τ − τ 2 −r 2 x . Hence ifr x ≥r yz then f attains its maximum at t = τ − τ 2 −r 2 yz , and ifr x ≤r yz then f attains its maximum at t = τ − τ 2 −r 2
x . Hence by lettingr := min{r x ,r yz }, for all t ∈ 0, τ − τ 2 −r 2 yz ,
Hence with (14), (15) is correspondingly further upper bounded as
Now,r 2 x +r 2 is upper bounded as r 2 x +r 2 ≤r 2 x +r 2 xy = u − x 2 + λ (1 − λ ) y − z 2 ≤ r 2 − λ (1 − λ ) y − z 2 + λ (1 − λ ) y − z 2 ≤ r 2 ≤ 2τ 2 .
Hence applying this to (16) gives the desired upper bound as
Proof of Theorem 5. Fix α ∈ I, and y 1 , y 2 ∈ B α ∩ A. Let l : [0, 1] → B α with l(t) = ty 1 + (1 − t)y 2 be the line segment joining y 1 and y 2 , and define the curve γ y 1 ,y 2 : [0, 1] → A as γ(t) = π A (l(t)). Theorem 4.8 (4) in Federer [1959] implies that γ is continuous. Now we argue that γ y 1 ,y 2 (t) ∈ B α for t ∈ [0, 1]. For notational convenience, let γ = γ y 1 ,y 2 here. Then from Claim 11 or 13,
Hence γ(t) = γ y 1 ,y 2 (t) ∈ B α . 
Now

