ABSTRACT Vehicle detection based on unmanned aerial vehicle (UAV) images is a challenging task for the small size of objects, complex background, and the imbalance of various vehicle samples. This paper proposes a high-performance UAV vehicle detector. We use the single-shot refinement neural network (RefineDet) as a base network, which employs the top-down architecture to offer contextual information, achieving accurate detection. However, for the small size of vehicles, the top-down architecture introduces too much context, which brings surrounding interference. We present a multi-scale adjacent connection module (ACM) to provide effective contextual information and reduce interference for vehicle detection. In addition, we adopt an alternate double loss training strategy (ADT) to solve the problem of imbalance between hard and easy examples during training, and we design suitable default boxes according to the distribution of the UAV dataset to improve the recall rate. Our method achieves 92.0% and 90.4% accuracy on the collected UAV dataset and the publicly available Stanford drone dataset, respectively. And, the proposed detector can run at 58 FPS on a single GPU.
I. INTRODUCTION
Unmanned aerial vehicle (UAV) has been used in many applications, such as transportation monitoring [1] - [3] , road traffic information estimating [4] , and traffic imagery collecting [5] . One of the applications with UAV images is vehicle detection [6] - [11] . Vehicle detection is a challenging task for the small size of objects, complex background, and the imbalance of various vehicle samples. To solve these problems, many CNN-based vehicle detectors have been proposed in recent years. The vehicle detection methods [12] - [14] based on Faster R-CNN [15] used contextual information to enhance the feature representation ability. These methods can guarantee high accuracy but are not suitable for real-time applications. The real-time method based on YOLOv2 [16] has been proposed to detect vehicles in UAV images.
Intuitively, contextual information [17] - [20] is helpful when detecting UAV vehicles. RefineDet [21] uses the topdown architecture to offer contextual information, which can improve the results of object detection. But its architecture [22] generates large receptive field that brings too much interference for small-sized vehicles. Hence, using RefineDet
The associate editor coordinating the review of this manuscript and approving it for publication was Zhanyu Ma. for UAV vehicle detection directly cannot achieve satisfactory results in accuracy [20] . Considering this problem, we propose a novel multi-scale adjacent connection module (ACM) to replace the top-down architecture of RefineDet. Our proposed module can easily control the receptive field of each predicted layer. ACM combines two adjacent predicted layers, which offers more effective contextual information to reduce background interference. Meanwhile, ACM also creates a feature pyramid with rich semantics to further improve the multi-scale prediction performance for smallsized vehicles.
Moreover, there exists an imbalance problem between easy and hard examples for multi-category vehicle detection. This problem causes the detector trained insufficiently from the dataset. Cross entropy loss [21] uses the same weight to train all samples so that the network cannot learn representative features for hard examples. Focal loss [23] can automatically down-weight the contribution of easy samples, and focus on hard samples during training. However, the information of hard examples is so limited that the vehicle detector is still difficult to learn representative features applying focal loss directly. In this paper, we design an alternate double loss training strategy (ADT) to use cross entropy loss and focal loss alternately. It can train all samples sufficiently to solve the imbalance problems. Furthermore, default box mechanism also plays an important role in accurate detection which can efficiently discretize the possible output space. Single shot multibox detector (SSD) [24] and Feature-Fused SSD [25] adopt this mechanism in their works and achieve promising results. Motivated by these works, we design the suitable default boxes according to UAV datasets to improve recall rate.
As a summary, we have made the following main contributions:
(1) We present a multi-scale adjacent connection module (ACM) to provide effective contextual information and reduce interference for accurate small-sized vehicles detection.
(2) We adopt an alternate double loss training strategy (ADT) to solve the problem of imbalance between hard and easy examples.
(3) We design suitable default boxes to efficiently discretize the searching space of possible small vehicle shapes.
The experimental results show the effectiveness of the proposed multi-category vehicle detector. It can achieve 92.0% mean average precision (mAP) which is 8.2%, 6.3%, 4.9%, and 4.5% higher than YOLOv3 [26] , R-FCN [27] , RefineDet [21] , and FPN [17] respectively on the collected UAV dataset, 90.4% mAP is 10.4%, 3.8%, 4.3%, and 1.6% higher than YOLOv3, R-FCN, RefineDet, and FPN respectively on the publicly available Stanford Drone dataset. And the proposed method can process 58 frames per second on a single NVIDIA 1080Ti GPU for multi-category vehicle detection.
The organization of the rest part of this paper is as follows. Section II introduces some related works of this paper. Section III describes the technical design and theoretical analysis of the proposed method. Section IV presents experimental results of the proposed method and gives detailed analysis. Section V draws the conclusion.
II. RELATED WORK A. UAV VEHICLE DETECTOR
Research on vehicles has always received great attention in many applications, such as vehicle detection [28] - [30] , vehicle re-identification [31] , [32] , and fine-grained vehicle classification [33] - [35] . In this paper, we focus on vehicle detection based on unmanned aerial vehicle images. There exists various methods for detecting vehicles in UAV images. Many of them are comprised of hand-crafted features and a classifier or cascade of classifiers within a sliding window approach [7] , [36] . Therefore, different features and classifiers combination such as HOG and SVM [37] , [38] or ICF and AdaBoost [7] , [39] have been proposed. The handcrafted features cannot achieve satisfactory feature representation. Moreover, too many windows are located over the entire image, which increases the computation complexity enormously. Chen et al. [40] and Konoplich et al. [41] exploit CNN methods to improve the feature representation capability compared with handcrafted ones, bringing some improvement in detection accuracy. However, computing convolutional features for each candidate window is expensive.
In recent years, object detection frameworks, such as Fast R-CNN [42] and Faster R-CNN [15] , clearly reduce the computational costs by sharing convolutional features. Tang et al. [11] and Sommer et al. [13] demonstrate the applicability of Fast R-CNN and Faster R-CNN for vehicle detection in aerial images. The main improvement in performance is achieved by enhanced feature representation with one category vehicle. Sommer et al. [8] extends the detection task to multiple vehicle categories by exploiting Faster R-CNN. Xu et al. [12] uses Faster R-CNN for different scene to improve the accuracy. However, these methods cannot achieve real-time detection and classification. Radovic et al. [10] employs YOLO [43] to track and detect objects in aerial images in real-time. Tang et al. [44] exploits YOLOv2 [16] directly to perform fast vehicle detection in Stanford Drone and their own dataset, but the performance is far behind our method in Stanford Drone dataset.
B. MULTI-SCALE REPRESENTATION
Multi-scale representation is useful for object detection [24] , [45] . There are various ways to improve detection accuracy by exploiting multiple layers from in-network feature hierarchy. The first set of these methods uses different layers to predict objects of different scales. SSD [24] uses six layers to predict certain scale of objects by distributing various scales of default boxes to multiple layers. MS-CNN [46] also employs a similar method for prediction, and introduces deconvolutional layers to increase the resolution of feature maps. Single shot scale-invariant face detector (S 3 FD) [47] inherits the SSD framework, according to the effective receptive field to design scale-wise anchors in different feature hierarchy for face detection. Above the multi-scale predicted methods without contextual information could fail to provide robust vehicle detection.
Another set of approaches combines feature maps from different layers and uses the combined layers to predict. HyperNet [48] and Inside-Outside Net [45] combine multiple layers and pool features for object proposals from the combined layer. RefineDet [21] , FPN [17] and StairNet [49] combine shallow semantically weak features with deep semantically strong features in top-down architecture, which build rich semantic accompanying large receptive field at all levels and achieve promising performance. FAN [50] shows that too large receptive field can hurt the performance, and so as if it is too small. Vehicles (e.g., bicycle is only 10 × 10 pixels on 320 × 320 image size) in UAV images are smaller than objects in nature scene images. Thus the top-down architecture is not suitable for vehicle detection in UAV images. Our method makes use of effective contexts (as opposed to a global contextual descriptor [45] ) to control the receptive field of each feature map. 
C. TRAINING IMBALANCE PROBLEM
For every detection dataset, there exists an overwhelming number of easy examples and a small amount of hard examples. Participation of hard examples can make training more effective. Therefore, a training problem of imbalance between hard and easy examples is particularly considered for this detection task. In order to adequately train hard examples, Simoserra et al. [51] focuses on aggressive mining of hard positive and negative examples from a large set of random examples based on their loss to obtain discriminative learned descriptors. Wang et al. [52] uses triplet loss to find hard negative patches. Loshchilov and Hutter [53] uses online selection of hard examples on ConvNets for image classification. Shrivastava et al. [54] employs the loss of each example under consideration to select hard example online for region-based detectors [15] , [55] . Lin et al. [23] presents a novel loss function that focuses training on hard examples and down-weights the loss assigned to well-classified examples. For vehicle detection from UAV images, the imbalance is also a crucial problem. Tang et al. [11] combines Faster R-CNN with negative examples mining and achieves significant improvement in vehicle detection performance. In order to train all examples sufficiently, we design an alternate double loss training strategy (ADT) to solve the imbalance problem.
III. PROPOSED METHOD
In this section, we elaborate the proposed multi-category vehicle detection method. The overall architecture is shown in Fig. 1 .
A. ARCHITECTURE
Our architecture, as shown in Fig. 1 , is based on the RefineDet network [21] , which includes adjacent connection module (ACM), anchor refinement module (ARM), and object detection module (ODM). The ACM offers effective contextual information for small vehicles. The ARM performs objectness and non-objectness binary classification and default boxes coarsely regression. The ODM refines the selected boxes to perform multi-class classification and regression. We keep the convolutional layers from conv1_1 to conv_fc7 (kernel size in all convolutional layers is 3 × 3) and remove the extra convolutional layers conv6_1 and conv6_2. Because there are a large number of small-sized vehicles in UAV dataset, the deeper convolutional layers behind is helpless for vehicle detection. And we add conv3_3 as a new predicted layer in ARM while keeping conv4_3, conv5_3 and conv_fc7 simultaneously. Compared with conv_fc7, the layers conv3_3, conv4_3 and conv5_3 have different feature scales, we rescale their feature norms to 20, 10, and 8 respectively by L2 normalization [56] to stable the training process. The finally predicted layers in ODM are P2, P3, P4, and P5.
The following explains three core components in our method, i.e., (1) adjacent connection module (ACM), converting features associated with anchors from the ARM to the ODM, while offering effective contextual information to enhance feature representation of small vehicles; (2) default box setting, discretizing the searching space of possible small vehicle shapes to improve recall rate of vehicles; (3) alternate double loss training strategy (ADT), sufficiently training all examples by using cross entropy loss and focal loss alter- nately, so as to learn the representative features well for hard examples to reduce false detection.
B. ADJACENT CONNECTION MODULE
Our goal is to enhance feature representation of smallsized vehicles with contextual information, so as to improve vehicle detection accuracy. We design an effective module, the multi-scale adjacent connection module (ACM). The ACM combines two adjacent predicted layers in ARM as shown in Fig.1 , which creates a new feature pyramid with effective contextual information at all levels. The ACM fuses contextual information from one deeper layer to form a stronger set of multi-feature maps. This deeper feature layer plays a role of providing effective contextual information. The ACM is different from the top-down architecture in FPN [17] and RefineDet [21] , where combines the shallow feature map with all deeper layers. The top-down architecture is named transfer connection block (TCB) in RefineDet [21] , which creates large receptive field accompanying background interference for small-sized vehicles. FTF [18] shows that too large receptive field will hurt performance for the detection of small objects. The ACM only incorporates effective contextual information from one deeper layer and it has no further interference induced, and thus we can easily control the receptive field of each layer through the proposed design method. Fig. 2 shows the building block that constructs our adjacent connection module. A shallower feature map uses a 3 × 3 convolutional layer to change the channel dimensions to a fixed number N (i.e., 256). For a low-resolution deeper layer, we also undergo a 3 × 3 convolutional layer to get N channels, then carry out deconvolutional operation to achieve the same size with the shallower layer. Then we sum them in an element-wise manner. Above 3 × 3 convolutional layers not only extract more semantic features, but also transform features into the uniform space domain to optimize easily. Finally, we append a 3 × 3 convolutional layer on each ). Different red points on the same slope line denote default boxes with the same aspect ratio but different scales in different predicted layers. Different red points in the same ellipse indicate that default boxes of the same predicted layer (e.g., conv5_3) can be set with different aspect ratios. Therefore, these red points represent the settings of default boxes in different predicted layers. It can be noted that the shapes of ground truth boxes in dataset are various.
combined feature map, which will reduce the aliasing effect of upsampling [17] .
C. DEFAULT BOXES SETTING
Default boxes in object detection network play an important role which can efficiently discretize the possible output space. These default boxes are generated from each feature map location with different aspect ratios. DSSD [19] and SSD [24] adopt default box mechanism in their works and achieve satisfactory results. However, the default boxes in SSD and DSSD are set to detect objects in VOC dataset with various sizes. While coming to specific dataset with a unique distribution of shapes, such as UAV vehicle dataset and face dataset, the performance remains to be improved by setting suitable default boxes.
In order to improve recall rate of vehicles, we set default boxes according to the distribution of vehicle dataset. Taking the collected vehicle dataset as an example to draw its distribution as shown in Fig. 3 . We exploit k-means clustering method to select the number and aspect ratios of default boxes for different setting layers, as shown in the sixth column of Table 1 . In conv3_3 and conv_fc7 layer, we only set one default box that the aspect ratios are 1 and 1/2 respectively, in order to lead convergence easily and avoid the redundancy during training. Meanwhile, we take the conv3_3 layer as an example to analyze the relationship between the scales of default boxes and the effective receptive field (ERF) as shown in Fig. 4 . Fig. 4(a) shows an input image. Fig. 4(b) is a visualized image that shows the strongest activation for the white car in Fig. 4(a) , which is obtained by deconvolutional visualization method [57] in the conv3_3 layer. We analyze quantitatively that the ERF of the conv3_3 layer is about 25 × 25 in Fig. 4 (e) and (f). Fig. 4 (e) and (f) are length and width distribution of the ERF respectively, obtained by rotating 3D image of the ERF in Fig. 4(d) . Fig. 4(c) shows the relationship between default boxes, the ERF and the theoretical receptive field (TRF), the scales of default boxes should match the ERF of the layer. In conv3_3 layer, the scale of default box is 16 × 16. As shown in the second column of Table 1 , the scales of other layers are set according to the aspect ratios and the corresponding ERF of the samples. Finally, in order to guarantee that different scales of the default boxes have the same tiling density on the vehicle images, we also set the stride size as Table 1 . For Stanford Drone dataset, corresponding default boxes are also set according to its distribution.
D. ALTERNATE TRAINING STRATEGY
In this section, we propose an alternate double loss training strategy (ADT) to solve an imbalance problem between easy and hard examples. And we use multi-task loss function to train the proposed module. Classification loss exploits cross entropy (CE) loss and focal loss (FL) function to train alternately. Regression loss adopts the smooth L1 loss function. 
1) ALTERNATE DOUBLE LOSS TRAINING STRATEGY
For vehicle detection in UAV images, an imbalance problem between easy and hard examples (Fig. 5) , is particularly serious. CE loss cannot solve this problem, because it uses the same weight to train all examples. We propose an alternate double loss training strategy (ADT), which can train hard examples effectively to obtain the representative features, via using CE loss and FL function alternately.
For UAV dataset, the hard examples mainly refer to the following three aspects: (1) Complex background (Fig. 5(d) ) such as man-made objects appears visually similar to the vehicles, which can cause false detection. (2) The number of vehicles with different categories are imbalanced, so that the categories with a small amount of vehicles are hard for the network to train well. (3) The characteristics of some positive examples (Fig. 5(c) ), such as bicycle, are very limited. Inspired by [23] , the modulating factor of focal loss can automatically down-weight the contribution of easy examples, and focus on hard examples during training. The FL function is defined as:
where (1 − p t ) γ is a modulating factor with tunable focusing parameter γ ≥ 0, α is a weighting factor and p t is defined as:
In the above y ∈ {±1} specifies the ground truth class and p ∈ [0, 1] is the estimated probability for the vehicle class with label y = 1. Even though FL would pay more attention to hard examples during training, the proposed vehicle detector cannot work well when applying FL to it directly. Because there are not enough feature information for hard examples (e.g., bicycle), even FL can disturb features of some easy examples (e.g., motor). In order to ensure that all samples (hard and easy samples) can be learned feature representation during training, we propose an alternate double loss training strategy (ADT). The ADT is divided into two stages. At the first stage, we train the network with CE loss for 100k iterations to get CE_Loss model. Easy examples can obtain discriminative feature representation at this stage. Meanwhile, hard examples such as bicycle and tanker, can be learned through the aid of similar easy examples motor and truck. At the second stage, we exploit focal loss to finetune the network based on the CE_Loss model for 20k iterations. Hard examples can be paid more attention by increasing the weights to obtain discriminative feature representation. The ADT enables hard examples such as bicycle and tanker to be trained more effectively, and without reducing the training effects of easy examples.
2) MULTI-TASK LOSS FUNCTION
During the training phase, we minimize an objective function following the multi-task loss. Classification loss functions use cross entropy loss and focal loss alternately, which solve an imbalance problem between easy and hard examples. Regression loss adopts the smooth L1 function. The loss function is composed of the loss in ARM and the loss in ODM, as shown in Fig. 1 . We use the loss in ARM to achieve anchor binary classification (vehicles vs background) and regression to get refined anchors. After that, the refined anchors are passed by the ACM to the ODM to further generate vehicle categories and accurate regression. The loss function is defined as:
where i is the index of default box in mini-batch as defined in [21] , and p i is the predicted probability of the default box i belonging to the foreground. The ground truth label p * i is 1 if the default box is positive and 0 otherwise. x i is the predicted location of the default box i and g * i is the ground truth location and size of i in the ARM. c i and t i are the predicted vehicle class and location of the bounding box in ODM respectively. 
IV. EXPERIMENTS
In this section, we analyze the proposed multi-category vehicle detection method. It includes the experimental dataset preparation, training implementation details, results for the collected vehicle dataset, and results for Stanford Drone dataset.
A. DATASET PREPARATION
In this paper, we adopt two datasets which are the collected UAV vehicle dataset and the publicly available Stanford Drone dataset to analyze the proposed vehicle detector.
The collected UAV dataset [58] is acquired in a part of urban and suburban areas of Xi'an, China, from the DJI Phantom 2 quadcopter. We collect some UAV vehicle videos from different traffic environment, such as congested and non-congested conditions, intersections and complex scenes, including vehicles with occluded, multi-angle and illuminated. Fig. 6(a) shows some image examples in different environment. For all videos, UAV is in a stationary height (i.e., 100m), the resolution is 1920 × 1080 and we captured one target image per 30 frames, and the whole dataset contains 4344 images with 3475 images for training and 869 images for testing. Note that training and testing images are collected from different UAV videos. Training and testing samples are annotated 6 categories of vehicles (i.e., car, bus, truck, tanker, motor and bicycle). Each category object number is shown in Table 2 . The Stanford Drone dataset [59] contains annotated videos of pedestrians, bikers, skateboarders, cars, buses, and golf carts. We choose 3 categories of vehicles (i.e., car, bus and golf cart) as experimental data, and the vehicle number of each category is shown in Table 2 . Fig. 6(b) shows some image examples in different scenes, the resolution is about 1409 × 1916 which is similar to our collected vehicles. The whole dataset contains 4331 images with 3500 images for training and 831 images for testing.
To enhance robustness of the model for various vehicles sizes and shapes, we adopt data augmentation strategy [24] , which randomly expand and crop the original training images with additional photo-metric distortion and flipping. Moreover, to evaluate the experimental results, we adopt four typical measures in the following: recall rate (RR), precision rate (PR), mean average precision (mAP), and detection speed (frames per second, FPS), which are defined as:
where TP, FP, FN denote the true positives (i.e., the number of vehicles correctly identified), the false positives (i.e., the number of vehicles incorrectly identified), the false negatives (i.e., the number of vehicles not identified). The mAP metric is measured by the area under the precision-recall curve. The higher the value of mAP, the better the performance. Furthermore, the relationships between Intersection over Union (IoU) [60] and RR, PR, mAP are also evaluated respectively. 
B. TRAINING IMPLEMENTATION DETAILS
As for the parameter initialization, the base convolutional layers have the same architecture as RefineDet and their parameters are initialized from the VGG ILSVRC [61] . The network is optimized by stochastic gradient descent (SGD) with back-propagation and the maximum iteration is set as 120k. We adopt the ''step'' strategy in Caffe [62] to adjust learning rate. For the first 80k iterations the learning rate is fixed to be 10 −3 , then continue training for 20k iterations with 10 −4 and 10 −5 . Weight decay is set as 0.0005 and momentum is set as 0.9. All experiments are implemented based on Caffe, and we train the model with batch size 16 and test the model with batch size 1 using a single NVIDIA GTX-1080Ti GPU (12 GB memory), CUDA 8.0, cuDNNv6.0 with Intel Core i7-7700K@4.2GHz.
C. RESULTS FOR THE COLLECTED VEHICLE DATASET 1) THE IMPORTANCE OF ADJACENT CONNECTION MODULE (ACM)
We evaluate the performance of ACM by RR, PR, and mAP under different IoU thresholds, as plotted in Fig. 7 . ACM exploits the combination of two adjacent layers to offer effective contextual information. TCB uses top-down architecture to offer contexts. We compare the performance of ACM and TCB in the collected vehicles images. Fig. 7 (a) shows mAPIoU curves for all vehicles. Fig. 7(b) , Fig. 7(c) , and Fig. 7(d) respectively show Recall-IoU curves, Precision-IoU curves, and Precision-Recall curves for the category motor, and the curves of other categories are similar to the motor. These plots demonstrate that the performance of TCB drops more sharply than ACM, with IoU thresholds increasing. So the ACM has the better recall, precision and mAP under various IoU. According to these relationship curves, we select IoU = 0.5 as a good balance point for the following experimental settings, which reports high recall and precision at the same time.
The mAP values of different methods such as SSD, RefineDet and the proposed ACM are given in Table 3 . Compared to SSD, the RefineDet uses top-down architecture to extract more rich semantics. However, TCB offers too large receptive field, which is not conducive to small objects detection. It is obvious that the proposed ACM outperforms RefineDet for small vehicles detection.
In addition, we investigate the role of extra convolutional layers such as conv6_1 and conv6_2. The comparison of experimental results in Table 4 indicates the extra layers are helpless for small vehicles detection. Deeper convolutional layers will introduce a large amount of background information, which will harm the detection performance of small vehicles. The experimental results show that the proposed ACM without extra conv6_1 and conv6_2 layers not only improves the performance but also reduces the parameters and the computational cost of the model to help training more stable.
2) ANALYSIS FOR DEFAULT BOXES SETTING
According to the distribution of the dataset, we reset default boxes efficiently discretize the possible output space. The scales and aspect ratios of the resetting default boxes are shown in Table 1 . Compared with the general default boxes setting in RefineDet network, the mAP is increased by 1.5% as shown in Table 5 . The improvement mainly comes from the higher recall rate of various scales of vehicles, especially those vehicles which are easily ignored by general settings of default boxes, e.g., the category truck. The RR and PR of each category are given in Table 5 . It is obvious that the default boxes settings are important to improve detection performance.
3) THE SIGNIFICANCE OF ALTERNATE DOUBLE LOSS TRAINING STRATEGY (ADT)
We use focal loss (FL) during training to find out the best parameters (i.e., α and γ ) for our model. When α = 1.0, γ = 0, focal loss (FL) is equivalent to the cross entropy (CE) loss. Thus, we first set α = 1.0, adjusting parameter γ under this condition to obtain the optimal solution. As shown in Table 6 (a), the best γ should be set to 1.0. Then γ is set to the best value (i.e., γ = 1.0), α = 1.2 is the optimal solution as shown in Table 6 (b). We also fix the parameters α = 1.2, which find out γ = 1.0 leads to the best results as VOLUME 7, 2019 shown in Table 6 (c). As a consequence, when α = 1.2 and γ = 1.0, the mAP of vehicle detection can come to 91.3%. The whole performance with FL is a little higher than CE loss. Especially, average precision (AP) of the category tanker is improved significantly as shown in Table 6 the quantity is very small, so FL will aggravate the weight for the tanker during training. Thus, the network can learn better representation ability for the tanker. Meanwhile, it is possible to disturb representation of the truck because of the similarity between tanker and truck, resulting in a decline in the truck accuracy. (2) The category bicycle is also part of hard examples. Not only the quantity is very small, but also its own characteristics are very limited. This category may only occupy a few pixels (e.g., 10 × 10) in an image, so it TABLE 7. Experimental results for different values of parameters α and γ for ADT. All models are trained using CE loss for 100k iterations and 20k iterations using FL. When α = 1.2 and γ = 1.0, the accuracy of vehicle detection can achieve 92%. is difficult to learn better feature representation even if FL aggravates the learning weight.
Based on the above problems, we exploit ADT that will learn discriminative feature representation for all examples. First, we use CE loss function to ensure easy examples such as the categories motor and truck which can learn discriminative feature representation. Thus, hard examples such as bicycle and tanker can be learned through the aid of similar categories motor and truck. Then we use FL to increase the weight for bicycle and tanker. Therefore, representative features of the two categories can be better learned. To investigate different parameters how influence experimental results, we exploit CE loss for 100k iterations and 20k iterations with FL to train the proposed module. As shown in Table 7 , we find the optimal parameters α = 1.2, γ = 1.0, which can achieve 92.0% accuracy for our model. We also fix the parameters α = 1.2, γ = 1.0, which find out 100k CE with 20k FL iterations is the best results as show in Table 8 . The experimental results show ADT is 0.8% higher than that only using CE loss.
4) OVERALL PERFORMANCE
Due to the designs of adjacent connection module (ACM), default boxes setting and alternate double loss training strategy (ADT), the proposed multi-category vehicle detector can achieve 92.0% accuracy and 58 FPS in speed on the collected dataset. We compare some one-stage real-time detection methods and two-stage high-accuracy detection methods by mAP and FPS in this section as shown in Table 9 . Among one-stage methods, the proposed method obtains the top mAP, which is even better than two-stage methods using about 1000 × 600 input size (e.g., 85.7% mAP of R-FCN [27] and 87.5% mAP of FPN [17] ). Meanwhile, RON [63] , DSSD [19] , YOLOv3 [26] , FPN [17] , and RefineDet [21] use top-down architecture to obtain rich semantics, but this architecture also brings large receptive field that hurts the performance of small-sized vehicles. It is noted that all methods are trained under the same conditions, so the experimental results are credible. We can see that, the proposed method achieves the best performance while keeping real-time detection. Fig. 8 shows comparison results on the collected dataset. Compare with the RefineDet (Fig. 8(b) ), our method ( Fig. 8(a) ) obviously reduces false positives rate, missed rate, and redundant bounding boxes, etc. These results demonstrate the effectiveness of our method on the collected UAV dataset.
D. RESULTS FOR STANFORD DRONE DATASET
To further demonstrate the robustness of the proposed method, we also evaluate it on Stanford Drone dataset. In the analysis of ACM, the experimental results of Stanford Drone dataset can also prove the effectiveness of ACM. In default boxes setting, we set suitable default boxes in each predicted layer according to the distribution and effective receptive field (ERF) of Stanford Drone dataset. In the analysis of ADT, we did the same experiments as the collected dataset to find the optimal parameters α = 1.2, γ = 1.0 and 100k cross-entropy loss with 20k focal loss iterations on Stanford Drone dataset. Table 10 shows an overall result of different detection methods on Stanford Drone dataset. Our method achieves 90.4% mAP is 14.5%, 12.2%, 10.4%, 3.8%, 1.6%, and 4.3% higher than faster R-CNN [15] , SSD [24] , YOLOv3 [26] , R-FCN [27] , FPN [17] , and RefineDet [21] respectively. Percision-Recall curves of the proposed method and other approaches for vehicle detection are shown in Fig. 9 , which also indicate our method outperforms the other realtime methods. Fig. 10 shows detection results on Stanford Drone dataset with our method. These results demonstrate the effectiveness of the proposed method.
V. CONCLUSION
This paper introduces a novel multi-category vehicle detector, which achieves accurate and real-time detection in UAV images. Firstly, we propose a multi-scale adjacent connection module (ACM), which combines high-resolution but semantically weak features with semantically strong features from an adjacent deeper layer. The ACM offers more effective contextual information to enrich the feature representation of small-sized vehicles. Secondly, we present ADT which can learn feature representation for all examples, resulting in higher accuracy. Thirdly, we reset suitable default boxes to improve recall rate of vehicle from UAV. The experimental results on two datasets demonstrate that the proposed method can detect small-sized vehicle more accurately and achieve real-time detection. In our future work, we intend to detect vehicle orientation along with rotated vehicles, and further improve detection accuracy using inter-frame correlation for occluded vehicles.
