Abstract. The second and fourth authors have conjectured that a certain hollow tetrahedron of width 2 + √ 2 attains the maximum lattice width among all three-dimensional convex bodies. We here show that this tetrahedron is at least a strict local maximizer for width.
Introduction
In the paper [2] , the second and fourth authors explore lower bounds for the lattice width of hollow convex bodies. Remember that a convex body K is hollow with respect to an affine lattice Λ if Λ does not intersect the interior of K. The width of K in the direction of a linear functional f , denoted width(K, f ), is the length of the segment f (K). The (lattice) width of K with respect to Λ is the minimum width with respect to all non-zero lattice functionals in Λ * , the dual lattice of the linear lattice Λ parallel to Λ.
In particular, in [2, Section 5] the following tetrahedron is introduced: ∆ = conv(a 1 , a 2 , a 3 , a 4 ), where
With respect to the affine lattice Λ := {(a, b, c) : a, b, c ∈ 1 + 2Z, a + b + c ∈ 1 + 4Z} , ∆ is hollow and has width 2 + √ 2. More precisely, ∆ attains that width with respect to seven different functionals in Λ * , namely:
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Conjecture 1.1 ([2]
). No hollow convex 3-body has width larger than ∆.
The same question in dimension two was solved by Hurkens [4] (see also [1] ), who showed that the maximum width among all hollow 2-bodies is 1 + 2/ √ 3, attained only by certain equilateral triangle with respect to the equilateral lattice. We here prove a local version of this conjecture, namely: Theorem 1.2. ∆ is a strict local maximizer for width among hollow tetrahedra. That is, every small perturbation of ∆ is either non-hollow or has width strictly smaller than 2 + √ 2.
Corollary 1.3. ∆ is a strict local maximizer for width among hollow convex 3-bodies. That is, every convex body K in a neighborhood of ∆ is either non-hollow or has width strictly smaller than 2 + √ 2.
Proof. To prove Theorem 1.2, in Section 2 we transform it into the more explicit Theorem 2.1. Then, in Section 3 and Section 4 we give two proofs of the latter; the first one uses the KKT criterion, and the second one is more direct and elementary, although it amounts to the same computations.
Setting the problem
To prove Theorem 1.2 we find more convenient to look at perturbations of the lattice, keeping ∆ fixed, rather than the other way around. That is to say, we fix ∆ to have the vertex coordinates of (1) and let Λ(t) be the affine lattice generated by:
where the t ij 's are variables. Observe that Λ(0) = Λ. Our task is to study the width of ∆ with respect to Λ(t) as a function of t and show that 0 is a strict local maximizer of it, under the constraint that ∆ is hollow. Since a tetrahedron of maximal width necessarily has at least one lattice point on (the relative interior of) every facet, and since the facets of ∆ contain each a single point of Λ, there is no loss of generality in constraining the variables t ij to values where we have the coplanarities a 1 a 2 a 3 p 4 , a 1 a 2 p 3 a 4 , a 1 p 2 a 3 a 4 and p 1 a 2 a 3 a 4 . In practice this means we can express the t * 3 's in terms of the t * 1 's and t * 2 's as follows:
Thus, in what follows we denote t := (t 11 , t 12 , t 21 , t 22 , t 31 , t 32 , t 41 , t 42 )
our vector of only eight variables. In this setting the seven functionals that attain the maximum width of ∆ are no longer linear in t. To derive their exact form, consider the 3 × 3 matrix
as a function of t. The rows of M are a basis for the linear lattice Λ(t), so the columns of its inverse N (t) := M (t) −1 form the corresponding dual basis in Λ(t) * . That is, the columns of N (0) are the functionals
and the columns of N (t) are their respective perturbations in Λ(t) * . Hence, denoting N i (t) the i-th column of N (t), the seven lattice functionals that attain the maximum width of ∆ at t = 0 are
In Theorem 2.1 below, we will show that for every t close enough to 0 at least one of these functionals gives width less than 2 + √ 2 to ∆, which implies Theorem 1.2.
The width of ∆ with respect to c z (t) is difficult to express because c z (0) attains its maximum at two of the vertices of ∆ (a 1 and a 3 ) and its minimum at the other two (a 2 and a 4 ). But for each of the other six functionals, at t = 0 we have a unique maximizing and minimizing vertex of ∆. Hence, for t close to 0 those vertices still maximize and minimize, and we get closed expressions for the width of ∆ with respect to each functional:
Then, Theorem 1.2 is a direct consequence of the following statement, of which we give two proofs in the rest of the paper: Theorem 2.1. The system of 6 inequalities in eight variables
has an isolated solution at t = 0.
A proof via the KKT theorem
We use the following version of the Karush-Kuhn-Tucker (KKT) conditions for optimality. Suppose we have the following problem on n variables x ∈ R n :
Assume all the functions are twice continuously differentiable. Define the associated Lagrangian function as
where λ = (λ 1 , . . . , λ m ) ∈ R m is a vector of Lagrange multipliers. In this setting, the following is Theorem 14.19 in [3] :
Theorem 3.1. Let R = {x : g i (x) ≥ 0 for all i} and let x * be a point in R. Suppose there exists a vector λ * ∈ R m such that
Then x * is a strict local maximizer of f on R.
First proof of Theorem 2.1. Let us define g i (t) = f i (t) − (2 + √ 2) for i = 2, . . . , 6 and f (t) = f 1 (t). Then, our statement is equivalent to the following: The origin is a strict local maximizer of f on the region R := {t : g i (t) ≥ 0 ∀i ∈ {2, . . . , 6}}. We prove this by applying Theorem 3.1 to the functions f (t) and g i (t). All computations are done in Sagemath [5] .
We first compute the gradients of the functions f, g 2 , . . . , g 6 and evaluate them at 0, obtaining:
This set of six vectors happens to have rank five. The following is the unique dependence among them:
Observe that the coefficients of the dependence are all positive. We define λ * as the vector of these coefficients (forgetting the coefficient of ∇f ):
The Lagrangian function at λ * is thus:
The linear dependence among the gradients at 0 implies the first condition in Theorem 3.1, namely ∇L(0, λ * ) = 0.
Condition (2) is true by construction and condition (3) is obvious since g i (0) = 0. Thus, only condition (4) is still to be verified. For this we need to compute the Hessian of L(0, λ * ) in the 3-dimensional vector subspace {∇g i (0) = 0 : 
which is indeed negative definite.
A proof using linear functions as multipliers
We keep the notation of the previous section, except we now define g i (t) = f i (t)−(2+ √ 2) for i = 1, . . . , 6 (instead of only i ≥ 2) and have no functional f . We have seen that there is a unique positive dependence
.
Using Taylor expansion we consider the functions λ i g i decomposed into a linear term (gradient), a quadratic term (Hessian) and higher order terms:
i=1 l i is identically zero. We now consider a positive constant c ∈ R ≥0 (to be specified later) and define the function
Lemma 4.1. If the Hessian of g is negative definite at t = 0 then Theorem 2.1 holds.
Proof. Since g = 0 and ∇g = 0 at the origin, the Hessian being negative definite, there is a neighborhood U 1 of the origin such that g is strictly negative in U 1 \ {0}. On the other hand, there is another neighborhood U 2 in which all the multipliers c − l i are positive, since c > 0 and l i (0) = 0.
Thus, for any t ∈ U 1 ∩ U 2 \ {0} there is an i such that λ i g i (t) < 0; that is, f i (t) ≤ 2 + √ 2.
Lemma 4.2. The Hessian of g is negative definite at t = 0 for any sufficiently small c > 0.
Proof. The Hessian of g is
At c = 0 this equals − 6 i=1 l 2 i , which is negative semi-definite with nullspace equal to V = {∇g i (0) = 0 : i = 2, . . . , 6}. This is the same 3-dimensional subspace as in the first proof (we now have an extra gradient ∇g 1 (0) but it is a linear combination of the other five). On the other hand, the other summand 6 i=1 q i is nothing but the Hessian of the Lagrangian L(0, λ * ) that we defined in that proof, which we showed to be negative definite on V . Thus, for a sufficiently small c the sum of the two is negative definite. Remark 4.3. One advantage of the second proof over the first one is that it gives explicit sufficient conditions for a neighborhood U = U 1 ∩ U 2 to have 0 as the unique solution of the system. As a first step towards constructing an explicit neighborhood U we have checked that any c ∈ (0, 0.4) is valid for Lemma 4.2.
