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1. Introduction
In the previous papers [6–8], we have studied the number of rational points of plane curves over
a ﬁnite ﬁeld, which was inspired by a work of Sziklai [11]. This article is also concerned with this
topic. We ﬁx a ﬁnite ﬁeld Fq of q elements, and the projective plane P2 over Fq . The set of Fq-points
of P2 is denoted by P2(Fq), and for a plane curve C , C(Fq) means C ∩ P2(Fq). Our curve C may be
reducible, but C has no Fq-linear components. The cardinality of C(Fq) is denoted by Nq(C).
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Theorem 1.1. Under the above hypotheses and notation, if the degree of C is d, then
Nq(C) (d − 1)q + 1 (1)
except for the curve over F4 deﬁned by
X4 + Y 4 + Z4 + X2Y 2 + Y 2 Z2 + Z2X2 + X2Y Z + XY 2 Z + XY Z2 = 0.
The bound (1) was originally conjectured in [11] mentioned above, so we refer to this bound as
Sziklai’s upper bound.
Now we explain our program of further research after established Theorem 1.1. We introduce more
notation. Let Cd(Fq) be the set of plane curves of degree d over Fq without Fq-linear components,
C id(Fq) the subset of Cd(Fq) whose members are irreducible, and Csd(Fq) nonsingular. We consider
three numbers for a ﬁxed degree d:
(i) Mq(d) = max{Nq(C) | C ∈ Cd(Fq)};
(ii) Miq(d) = max{Nq(C) | C ∈ C id(Fq)};
(iii) Msq(d) = max{Nq(C) | C ∈ Csd(Fq)}.
One of the further targets is to determine those numbers exactly. Obviously Mq(d) Miq(d) Msq(d)
holds. These inequalities can possibly be strict, which are explained by examples in Appendix A.
We already know the exact value of Mq(d) for some cases:
(A) If d q + 3, then Mq(d) = q2 + q + 1 [6, Prop. 1.1];
(B) If d = q + 2, then Mq(q + 2) = Miq(q + 2) = Msq(q + 2) = q2 + q + 1 [12,5];
(C) If d = q + 1, then Mq(q + 1) = Miq(q + 1) = Msq(q + 1) = q2 + 1 [6];
(D) If d = q = 4, then Mq(q) = Miq(q) = Msq(q) = q2 − q + 1 [7]; and M4(4) = Mi4(4) = Ms4(4) = 14 if
d = q = 4 [10];
(E) If d = q − 1, then Mq(q − 1) = Miq(q − 1) = Msq(q − 1) = q2 − 2q + 1 [11].
Here are some remarks. The value q2 + q + 1 appeared in (A) and (B) is just the number of Fq-points
of P2, and each value appeared in (B), (C), (D) or (E) agrees with Sziklai’s upper bound. The reference
at the end of each item in the list shows a source of an example which attains the trivial upper bound
q2 + q + 1 or Sziklai’s.
The following fact is also worth pointing out.
Remark 1.2. Suppose Mq(d) agrees with Sziklai’s upper bound (d − 1)q + 1. Then, for each curve
C ∈ Cd(Fq) with Nq(C) = Mq(d), C is absolutely irreducible and any Fq-point of C is nonsingular. One
can ﬁnd its proof in [7, Section 2].
After we know the exact value of Mq(d), it must be interesting to classify or to determine all
curves that attain Mq(d). In this paper, we take a step toward this problem, and handle the case
d = q + 1. Note that the classiﬁcation for d = q + 2 is already done by Tallini [12] (see also [5]) from
another interest.
An example of a curve of degree q + 1 over Fq with q2 + 1 rational points is the curve deﬁned by
Xq+1 − X2 Zq−1 + Y q Z − Y Zq = 0, (2)
which is nonsingular. The purpose of this paper is to prove the following theorem.
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(i) If q 5 or q = 2, then C is projectively equivalent to the curve (2) over Fq.
(ii) If q = 4, then C is projectively equivalent over F4 to either (2) or the curve
η
(
X4Y + XY 4 + Y 4 Z + Y Z4 + Z4X + Z X4)
+ XY Z(η2(X2 + Y 2 + Z2)+ XY + Y Z + Z X)= 0, (3)
where η ∈ F4 satisﬁes the equation η2 + η + 1 = 0. Those two curves (2) and (3) are not projectively
equivalent over F4 each other.
(iii) If q = 3, then C is projectively equivalent over F3 to either (2) or the curve
X3Y − XY 3 + Y 3 Z − Y Z3 + Z3X − Z X3 + XY Z(X + Y − Z) = 0. (4)
Those two curves (2) and (4) are not projectively equivalent over F3 each other.
Notation. The projective space of lines of P2 is denoted by Pˇ2. We understand the coordinates
U , V ,W of Pˇ2 are determined by those X, Y , Z of P2 with the relation U X + V Y + W Z = 0. So
Pˇ
2(Fq) means the set of Fq-lines of P2. For an Fq-point P ∈ P2, Pˇ denotes the set {l ∈ Pˇ2(Fq) | l  P }.
Occasionally, we use lˇ for the point of Pˇ2(Fq) corresponding with an Fq-line l.
For two points P , Q ∈ P2(Fq), P Q denotes the line passing through P and Q .
We frequently use the notation like {F = 0} which stands for “the curve deﬁned by equation
F = 0”.
When we ﬁx a curve C over Fq , for an integer i,
Ai =
{
l ∈ Pˇ2(Fq)
∣∣ #(l(Fq) ∩ C)= i},
where # stands for “the number of”.
2. Some observations and the case q 5 or q= 2
Let C ∈ Cq+1(Fq) with Nq(C) = q2+1. Then C is absolutely irreducible without Fq-rational singular
points, as was mentioned in Introduction. Let Z(C) = P2(Fq) \ C . If the q points of Z(C) are collinear,
then C is projectively equivalent to the curve (2) [6, Prop. 2.4]. Actually, if q 5, then the q points of
Z(C) are collinear, which is what we show ﬁrst. After ﬁnishing the proof, we will observe the case
where the q points of Z(C) are not collinear.
Theorem2.1. Let C ∈ Cq+1(Fq)with Nq(C) = q2+1. Suppose q 5 or q = 2. Then C is projectively equivalent
to the curve
Xq+1 − X2 Zq−1 + Y q Z − Y Zq = 0,
and hence, nonsingular.
Proof. As was explained above, it is enough to show that the q points of Z(C) are collinear. When
q = 2, this holds trivially. So we suppose q 5. Recall Aq+1 = {l ∈ Pˇ2(Fq) | #(l ∩ C(Fq)) = q + 1}.
The ﬁrst claim is that there are three lines in Aq+1 that are concurrent. Choose a point P0 ∈ C(Fq),
and consider the partition P2(Fq) \ {P0} =∐l∈ Pˇ0 (l(Fq) \ {P0}). Since # Z(C) = q, there is at least a line
l1 ∈ Pˇ0 ∩ Aq+1. Fix this line l1, and consider the correspondence
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with two projections π1 : T → S2 Z(C) \  and π2 : T → l1(Fq), where S2 Z(C) is the symmetric
product of two copies of Z(C) and  is the diagonal set. Since π1 is bijective, #T =
(q
2
)
. Since
#l1(Fq) = q + 1 and q  5, there is a point P1 ∈ l1(Fq) such that #π−12 (P1)  2. This means that
either there are two lines m1,m2 ∈ Pˇ1 such that #(mi ∩ Z(C))  2 (i = 1,2), or there is a line
m ∈ Pˇ1 such that #(m ∩ Z(C))  3. Counting the number of points in Z(C) by using the partition
P
2(Fq) \ {P1} =∐l∈ Pˇ1 (l(Fq) \ {P1}), we know there are two lines l2, l3 ∈ ( Pˇ1 \ {l1}) ∩ Aq+1 because
#( Pˇ1 \ {l1,m1,m2}) − (# Z(C) − 4) 2 in the former case, and #( Pˇ1 \ {l1,m}) − (# Z(C) − 3) 2 in the
latter case. Those three lines l1, l2 and l3 have the required property.
Next we choose coordinates X, Y , Z as P1 = (0,0,1). Let k = #( Pˇ1 ∩ Aq+1) and Pˇ1 ∩ Aq+1 =
{l1, . . . , lk}. By the choice of P1, k  3, and by the fact C(Fq) = P2(Fq), k  q. Write an equation
of C as
F (X, Y , Z) = gq+1(X, Y ) + gq(X, Y )Z + · · · + g1(X, Y )Zq + g0Zq+1 = 0,
where g j(X, Y ) is a homogeneous polynomial of degree j. Note that g0 = 0 because F (0,0,1) = 0.
Since λq = λ for any λ ∈ Fq , C(Fq) coincides with the Fq-solutions of the homogeneous equation
g˜q+1(X, Y ) + g˜q(X, Y )Z + · · · + g˜2(X, Y )Zq−1 = 0,
where
g˜s(X, Y ) =
{
gs(X, Y ) (s = 2, . . . ,q − 1,q + 1),
gq(X, Y ) + g1(Xq, Y q) (s = q).
For each li ∈ Pˇ1 ∩ Aq+1, we can write as
li(Fq) =
{
(αi, βi, λ)
∣∣ λ ∈ Fq}∪ {(0,0,1)}
for a suitable (αi, βi) ∈ P1(Fq). Choose a primitive element γ of Fq . Since li(Fq) ⊂ C , we have
⎛
⎜⎜⎜⎜⎝
1 0 · · · 0
1 1 · · · 1
1 γ · · · γ q−1
...
...
...
1 γ q−2 · · · (γ q−2)q−1
⎞
⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎜⎝
g˜q+1(αi, βi)
g˜q(αi, βi)
g˜q−1(αi, βi)
g˜q−2(αi, βi)
...
g˜2(αi, βi)
⎞
⎟⎟⎟⎟⎟⎟⎠
=
⎛
⎝0...
0
⎞
⎠ .
Since the determinant of the q by q matrix is nonzero, we have g˜s(αi, βi) = 0 (s = 2, . . . ,q + 1).
Since g˜s(X, Y ) = 0 has k solutions {(αi, βi)}1ik and is of degree s, g˜s(X, Y ) = 0 as poly-
nomials for s = 2, . . . ,k − 1. Therefore C(Fq) coincides with the Fq-solutions of the equation∑q+1
s=k g˜s(X, Y )Z
q+1−s = 0. For other line m ∈ Pˇ1 \ Aq+1, #(m ∩ C(Fq))  q + 2 − k. In fact, write
m(Fq) = {(α,β,λ) | λ ∈ Fq} ∪ {(0,0,1)}. Then #(m ∩ C(Fq)) is equal to the number of solutions in Fq
of
q+1∑
g˜s(α,β)Z
q+1−s = 0 (5)
s=k
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to the minimality of k. Hence
q = # Z(C) =
∑
m∈ Pˇ1\Aq+1
m ∩ Z(C) #( Pˇ1 \ Aq+1) · (k − 1) = (q + 1− k)(k − 1).
Hence (q−k)(2−k)+1 0. Since k 3 and q 5, we have k q. Actually if k 4, it is obvious; and
if k = 3, the inequality implies q 4. Therefore k = q, so Z(C) is contained in a line. 
Corollary 2.2. A curve C ∈ Cq+1(Fq) with Nq(C) = q2 + 1 is nonsingular.
Proof. When q  5 or q = 2, this follows from Theorem 2.1. Only remaining cases are q = 3 and 4.
Since Nq(C) agrees with Sziklai’s upper bound, C is absolutely irreducible and any Fq-point of C is
nonsingular by Remark 1.2. Let C˜ → C be the normalization of C . Then C˜ is also deﬁned over Fq and
C˜(Fq) → C(Fq) is bijective.
If q = 4 and C has singularities, then the genus of C˜ is at most 4. In fact, since any singular
point of C is not Fq-rational, its conjugate over Fq is also singular. Hence the genus of C˜ is at most
1
2 (5− 1)(5− 2) − 2 = 4. The list of maximum number of F4-rational points of a nonsingular curve of
genus at most 4 is as follows [1]:
genus 0 1 2 3 4
max. num. of F4-pts. 5 9 10 14 15
Since N4(C) = 17, C can’t have singularities.
For the case q = 3, similar argument works well, that is, the genus of the normalization of C is at
most 1 if C has singularities, and the corresponding list is:
genus 0 1
max. num. of F3-pts. 4 7
but N3(C) = 10. 
In the rest of this section, we prepare for the study of the case where the q points of Z(C) are not
collinear. By this condition, q 3 a priori.
Lemma 2.3. Let C ∈ Cq+1(Fq) with Nq(C) = q2 + 1. If the q points of Z(C) are not collinear, then, after
changing coordinates, C is deﬁned by the following type of equation:
a
(
XqY − XYq)+ b(Y q Z − Y Zq)+ c(Zq X − Z Xq)+ XY Zh(X, Y , Z) = 0, (6)
where a,b, c ∈ F×q and h(X, Y , Z) is a homogeneous polynomial of degree q − 2 over Fq.
Proof. The ﬁrst claim is that there are non-concurrent three lines in Aq+1. Choose three points
Q 1, Q 2, Q 3 ∈ Z(C) so that they are not collinear, and P1 ∈ Q 1Q 2 ∩ C(Fq). Since #(Z(C) \ {Q 1, Q 2}) =
q − 2, there are at least two lines l1, l2 ∈ Pˇ1 ∩ Aq+1. Let P2 = l2 ∩ Q 2Q 3, which can’t be P1. By
the same reason as above, two lines in Pˇ2 ∩ Aq+1 will be found out, one of which may be l2.
Choose l3 ∈ Pˇ2 ∩ Aq+1 which is different from l2. Then these three lines l1, l2, l3 have the required
property.
Next we choose coordinates X, Y , Z as l1 = {X = 0}, l2 = {Y = 0}, l3 = {Z = 0}, and an equa-
tion F (X, Y , Z) = 0 of C . Since F (X, Y ,0) = for any (X, Y ) ∈ P1(Fq) = l3(Fq) and the degree of F is
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f1(X, Y , Z) is a homogeneous polynomial of degree q. Considering Z f1(0, Y , Z) = F (0, Y , Z) = 0
for any (Y , Z) ∈ P1(Fq) = l1(Fq), we have Z f1(X, Y , Z) = b(Y q Z − Y Zq) + X Z f2(X, Y , Z), where
f2(X, Y , Z) is a homogeneous polynomial of degree q − 1. Repeating the procedure, we have the
desired form of F . Note that in Eq. (6), a,b, c are nonzero, because X or Y or Z divides F if b or c or
a is 0 respectively. 
Remark 2.4. Since the ﬁrst three terms of Eq. (6) vanish on the P2(Fq),
C(Fq) = l1(Fq) ∪ l2(Fq) ∪ l3(Fq) ∪ H(Fq),
where H = {h = 0}. This is true, even if the curve deﬁned by (6) has Fq-linear components.
3. The case q= 3
The target of this section is to show the following theorem.
Theorem 3.1. There is a unique plane curve C over F3 of degree 4 without F3-linear components, up to pro-
jective linear transformation over F3 , such that
(i) C(F3) = 10;
(ii) the three points of Z(C) are not collinear.
Moreover, under a suitable choice of coordinates, the curve is deﬁned by (4).
By Lemma 2.3, we already know a curve with properties (i), (ii) above is projectively equivalent to
a curve with a deﬁning equation of type
a
(
X3Y − XY 3)+ b(Y 3 Z − Y Z3)+ c(Z3X − Z X3)+ XY Z(αX + βY + γ Z) = 0. (7)
Let C(a,b, c;α,β,γ ) denote the curve (7), and l1, l2, l3 and l4 be lines {X = 0}, {Y = 0}, {Z = 0}
and {αX + βY + γ Z = 0} respectively. For a moment, C(a,b, c;α,β,γ ) is allowed to have F3-linear
components.
Lemma 3.2. Let D = C(a,b, c;α,β,γ ) which may have F3-linear components. Then Nq(D) = 10 if and only
if no three of the four lines l1 , l2 , l3 , l4 are concurrent, which is also equivalent to the condition αβγ = 0.
Proof. As was mentioned in Remark 2.4, D(F3) =⋃4i=1 li(F3).
It is not hard to see the following fact: for four F3-lines m1, m2, m3, m4 of P2,
(i) if no three of them are concurrent, then #(
⋃4
i=1mi(F3)) = 10;
(ii) if some three lines are concurrent, but other triple of lines are not, then #(
⋃4
i=1mi(F3)) = 11;
(iii) if the four lines are concurrent, then #(
⋃4
i=1mi(F3)) = 13.
It is obvious that no three of the four vectors (1,0,0), (0,1,0), (0,0,1), (α,β,γ ) are linearly depen-
dent if and only if αβγ = 0. 
Lemma 3.3. Let D = C(a,b, c;α,β,γ ) with N3(D) = 10. Then possible F3-linear components of D are l1 , l2 ,
l3 and l4 .
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the ﬁve points lˇ1, . . . , lˇ4, lˇ ∈ Pˇ2(F3) form an arc, which is impossible because over F3 [3, Th. 8.5].
Hence some two lines of l1, . . . , l4 and l are concurrent by Lemma 3.2. Therefore
#(l ∩ D(F3))= #
(
l ∩
(
4⋃
i=1
li(F3)
))
= #
(
4⋃
i=1
(
l ∩ li(F3)
))
 3
because some two points of {l ∩ li(F3)}i are the same, which implies that l is not a component
of D . 
Lemma 3.4. The curve deﬁned by
a
(
X3Y − XY 3)+ b(Y 3 Z − Y Z3)+ c(Z3X − Z X3)= 0
with a,b, c ∈ F3 is the union of four F3-lines passing through (b, c,a) ∈ P2(F3).
Proof. See [5, Prop. 2.3]. 
Corollary 3.5. l1 , l2 , l3 or l4 is a component of D = C(a,b, c;α,β,γ ) if and only if b = 0, c = 0, a = 0 or
αb + βc + γ a = 0 respectively.
Proof. Because D is deﬁned by (7), li is a component of D if and only if it is a component of the
curve
a
(
X3Y − XY 3)+ b(Y 3 Z − Y Z3)+ c(Z3X − Z X3)= 0,
which means that li  (b, c,a) by Lemma 3.4. 
Proof of Theorem 3.1. From Lemma 3.2 and Corollary 3.5, C is projectively equivalent to one of the
curves
C′ = {C(a,b, c;α,β,γ ) ∣∣ αβγ = 0, abc = 0, αb + βc + γ a = 0},
and any member of C′ has the required properties.
Since no three of l1, . . . , l4 are concurrent, there exists σ ∈ PGL(3,F3) such that σ({l1, . . . , l4}) =
{l1, l2, l3, {X + Y − Z = 0}}, which means that any member of C′ is projectively equivalent to a curve
in the subfamily
C′′ = {C(a,b, c;1,1,−1) ∣∣ abc(b + c − a) = 0}.
The subfamily C′′ consists of six members, namely C(a,b, c;1,1,−1) ∈ C′′ if and only if (a,b, c) ∈
(F×3 )3 \ {(1,−1,−1), (−1,1,1)}. Now we consider two projectivities σ0, τ0 ∈ PGL(3,F3) deﬁned by
σ0(X) = Y , σ0(Y ) = X , σ0(Z) = Z and τ0(X) = X + Y − Z , τ0(Y ) = −Y , τ0(Z) = −Z respectively. Then
σ0
(
C(a,b, c;1,1,−1))= C(−a,−c,−b;1,1,−1),
τ0
(
C(a,b, c;1,1,−1))= C(−a,b + c − a,−c;1,1,−1).
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C(1,1,1;1,1,−1) τ0→ C(−1,1,−1;1,1,−1)
σ0→ C(1,1,−1;1,1,−1)
τ0→ C(−1,−1,1;1,1,−1)
σ0→ C(1,−1,1;1,1,−1)
τ0→ C(−1,−1,−1;1,1,−1).
The equation of C(1,1,1;1,1,−1) is the desired one. 
4. The case q= 4
In this section, we work over F4 = F2[η], where η is a primitive third root of 1, that is,
η2 + η + 1 = 0.
Theorem 4.1. There is a unique plane curve C over F4 of degree 5 without F4-linear components, up to pro-
jective linear transformation over F4 , such that
(i) C(F4) = 17;
(ii) the four points of Z(C) are not collinear.
Moreover, under a suitable choice of coordinates, the curve is deﬁned by (3).
Before the proof of this theorem, we investigate the curve C0 deﬁned by (3). For simplicity,
h0(X, Y , Z) denotes η2(X2 + Y 2 + Z2) + XY + Y Z + Z X , and H0 = {h0 = 0}. As was mentioned in
Remark 2.4, C0(F4) = (⋃3i=1 li(F4)) ∪ H0(F4), where l1 = {X = 0}, l2 = {Y = 0}, l3 = {Z = 0}.
Lemma 4.2. li ∩ H0 has no F4-rational points for i = 1,2,3.
By the symmetry of h0 in X, Y , Z , it is enough to see for l1 = {X = 0}. It is easy to see that
(0, β,γ ) ∈ H0 if and only if ( βγ )2 + η( βγ ) + 1 = 0. Hence βγ /∈ F4.
By this lemma,
N4(C0) = #
(
3⋃
i=1
li(F4)
)
+ #H0(F4) = 4× 3+ 5 = 17,
and hence C0 is a curve of C5(F4) that attains Sziklai’s upper bound if C0 has no F4-linear compo-
nents. Nonexistence of any F4-linear components of C0 will be proved in Proposition 4.6 later.
Lemma 4.3. Z(C0) = {(1,1,1), (η,1,1), (1, η,1), (1,1, η)}.
Proof. Since h(1,1,1) = η2 + 1 and h(η,1,1) = h(1, η,1) = h(1,1, η) = η+ 1, these four points are in
Z(C0). Since N4(C0) = 17, # Z(C0) = 4. 
Let m0 = {X + Y + Z = 0}, m1 = {ηX + Y + Z = 0}, m2 = {X +ηY + Z = 0}, m3 = {X + Y +ηZ = 0}.
Lemma 4.4. For a line l ∈ Pˇ2(F4), l(F4) ⊂ C0 if and only if l is one of the seven lines l1, l2, l3,m0,m1,m2,m3 .
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as (a,b, c). Since l(F4) ⊂ C0(F4) if and only if l ∩ Z(C0) = ∅, the set of F4-lines with this property is
⎧⎪⎪⎨
⎪⎪⎩(a,b, c) ∈ Pˇ
2(F4)
∣∣∣
a + b + c = 0
ηa + b + c = 0
a + ηb + c = 0
a + b + ηc = 0
⎫⎪⎪⎬
⎪⎪⎭ . (8)
The cardinality of the set (8) is
#
Pˇ
2(F4) − #
{
l ∈ Pˇ2(F4)
∣∣ l ∩ Z(C0) = ∅}= 21−
(
5× 4−
(
4
2
))
= 7,
because no three points of Z(C0) are collinear. Obviously (1,0,0), (0,1,0) and (0,0,1) are members
of the set (8). The remaining four members of (8) are (1,1,1), (η,1,1), (1, η,1) and (1,1, η). 
The computations hereafter are rather complicate. In order to make those clearer, we prepare
auxiliary calculation.
Lemma 4.5. Let uij ∈ F4 for i = 1,2,3; j = X, Y , Z . If
( X ′
Y ′
Z ′
)
=
(u1X u1Y u1Z
u2X u2Y u2Z
u3X u3Y u3Z
)( X
Y
Z
)
,
then
( X ′4Y ′ + X ′Y ′4
Y ′4 Z ′ + Y ′ Z ′4
Z ′4X ′ + Z ′X ′4
)
=
⎛
⎜⎜⎜⎜⎜⎜⎝
∣∣∣ u1X u1Yu2X u2Y
∣∣∣ ∣∣∣u1Y u1Zu2Y u2Z
∣∣∣ ∣∣∣u1Z u1Xu2Z u2X
∣∣∣
∣∣∣u2X u2Yu3X u3Y
∣∣∣ ∣∣∣u2Y u2Zu3Y u3Z
∣∣∣ ∣∣∣u2Z u2Xu3Z u3X
∣∣∣
∣∣∣u3X u3Yu1X u1Y
∣∣∣ ∣∣∣u3Y u3Zu1Y u1Z
∣∣∣ ∣∣∣u3Z u3Xu1Z u1X
∣∣∣
⎞
⎟⎟⎟⎟⎟⎟⎠
( X4Y + XY 4
Y 4 Z + Y Z4
Z4X + Z X4
)
.
Proof. This is a particular case of [5, Lem. 2.2], but one can check this formula by straightforward
computation. 
We introduce further curves. Let a,b, c ∈ F4 and
F(a,b,c)(X, Y , Z) = a
(
X4Y + XY 4)+ b(Y 4 Z + Y Z4)+ c(Z4X + Z X4)+ XY Zh0(X, Y , Z).
C(a,b,c) denotes the curve {F(a,b,c)(X, Y , Z) = 0}. Note that C(η,η,η) = C0 and C(a,b,c)(F4) = C0(F4) by
Remark 2.4. Hence Lemmas 4.3 and 4.4 are true for C(a,b,c) instead of for C0.
Proposition 4.6. C(a,b,c) does not contain any F4-line as a component if and only if (a,b, c) is either (η,η,η)
or (η,η2, η2) or (η2, η,η2) or (η2, η2, η). Moreover these four curves are nonsingular.
Proof. By Lemma 4.4 with the above note, the possibilities of F4-linear component of C(a,b,c) are the
seven lines l1, . . . ,m3. It is easy to see that l1 or l2 or l3 is a component of C(a,b,c) if and only if b = 0
or c = 0 or a = 0 respectively. For m0, . . . ,m3, we can choose their equations as Z = uX + vY , where
M. Homma, S.J. Kim / Finite Fields and Their Applications 17 (2011) 240–253 249(u, v) =
⎧⎪⎪⎨
⎪⎪⎩
(1,1) form0,
(η,1) form1,
(1, η) form2,
(η2, η2) form3.
We want to observe F(a,b,c)(X, Y ,uX + vY ). To the ﬁrst three terms, Lemma 4.5 is applicable. Namely,
if X ′ = X , Y ′ = Y , Z ′ = uX + vY , then
a
(
X4Y + XY 4)+ b(Y 4 Z ′ + Y Z ′4)+ c(Z ′4X + Z ′X4)= (a + bu + cv)(X4Y + XY 4).
For the last term,
XY Z ′
(
η2
(
X2 + Y 2 + Z ′2)+ XY + Y Z ′ + Z ′X)
= u(η2 + η2u2 + u)X4Y + v(η2 + η2v2 + v)XY 4
+ (v(η2 + η2u2 + u)+ u(1+ u + v))X3Y 2
+ (u(η2 + η2v2 + v)+ v(1+ u + v))X2Y 3
=
{
X4Y + XY 4 if (u, v) = (1,1) or (η,1) or (1, η),
η2(X4Y + XY 4) if (u, v) = (η2, η2).
Therefore
F(a,b,c)(X, Y ,uX + vY )
X4Y + XY 4 =
⎧⎪⎪⎨
⎪⎪⎩
a + b + c + 1 if (u, v) = (1,1),
a + bη + c + 1 if (u, v) = (η,1),
a + b + cη + 1 if (u, v) = (1, η),
a + bη2 + cη2 + η2 if (u, v) = (η2, η2).
To sum up, C(a,b,c) has no F4-linear components if and only if
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
abc = 0,
a + b + c + 1 = 0,
ηa + b + c + 1 = 0,
a + ηb + c + 1 = 0,
a + b + ηc + 1 = 0.
(9)
From the condition abc = 0, the possibilities of the solutions of (9) are at most 10 up to permuta-
tions of coordinates, which is the number of ways to choose three elements from {1, η,η2} allowing
repetition. Screening those 10 candidates by other four conditions of (9), we have the four solutions.
Those four curves are nonsingular by Corollary 2.2. 
Proof of Theorem 4.1. (Step I) In this step, we show that if C ∈ C5(F4) has the properties (i) and (ii),
then no three of the four points of Z(C) are collinear. The argument is similar to the proof of
Theorem 2.1. Let Z(C) = {Q 1, . . . , Q 4}. Suppose Q 1, Q 2, Q 3 are collinear. Let l4 be the line passing
through these three points.3 Note that Q 4 /∈ l4 by the condition (ii). Choose an F4-line l5  Q 4 but
l5 / Q 1, Q 2, Q 3, and put P0 = l4 ∩ l5. Let l1, . . . , l5 be the ﬁve F4-lines passing through P0. Then
3 Here we reset the notations l1, l2, l3, which are not assigned particular lines in advance.
250 M. Homma, S.J. Kim / Finite Fields and Their Applications 17 (2011) 240–253li(F4) ⊂ C for i = 1,2,3, because li ∩ Z(C) = ∅. Choose coordinates X, Y , Z as P0 = (0,0,1) and con-
sider the equation F (X, Y , Z) =∑5i=0 F5−i(X, Y )Z i of C , where F j(X, Y ) ∈ F4[X, Y ] is homogeneous
of degree j. Put
li(F4) =
{
(αi, βi, γ )
∣∣ γ ∈ F4}∪ {(0,0,1)}.
Then F (αi, βi, γ ) = 0 for any γ ∈ F4 = {0,1, η,η2} and for any i ∈ {1,2,3}, that is,
⎛
⎜⎝
1 0 0 0
1 1 1 1
1 η η2 η3
1 η2 η4 η6
⎞
⎟⎠
⎛
⎜⎝
F5(αi, βi)
F4(αi, βi) + F1(αi, βi)
F3(αi, βi) + F0
F2(αi, βi)
⎞
⎟⎠=
⎛
⎜⎝
0
0
0
0
⎞
⎟⎠
for i = 1,2,3. So F2(X, Y ) = 0 as a polynomial. Therefore, for any γ ∈ F4,
F (α5, β5, γ ) = F5(α5, β5) +
(
F4(α5, β5) + F1(α5, β5)
)
γ + (F3(α5, β5) + F0)γ 2,
which is a nontrivial polynomial in γ because it is nonzero for a γ that corresponds to Q 4. Hence
#((l5(F4) \ {P0}) ∩ C) 2, which is a contradiction because (l5(F4) \ {P0}) ∩ C = l5(F4) \ {P0, Q 4}.
(Step II) The claim of this step is that C coincides with one of the four curves described in Proposi-
tion 4.6 after suitable choice of coordinates. Since no three of the four points of Z(C) are collinear by
Step I, we can choose coordinates as Z(C) = {(1,1,1), (η,1,1), (1, η,1), (1,1, η)}. Let F (X, Y , Z) = 0
be an equation of C in these coordinates. Since (1,0,0), (0,1,0), (0,0,1) ∈ P2(F4) \ Z(C) = C(F4),
each coeﬃcient of X5, Y 5 and Z5 in F is 0. Hence we may put F (X, Y ,0) = aX4Y +a′XY 4 +bX3Y 2 +
b′X2Y 3. Since (1, λ,0) ∈ C for any λ ∈ F4, (a + a′)λ + bλ2 + b′λ3 = 0 has four solutions in λ. So
a + a′ = b = b′ = 0. Applying the same argument to F (X,0, Z) and F (0, Y , Z), we have
F (X, Y , Z) = a(X4Y + XY 4)+ b(Y 4 Z + Y Z4)+ c(Z4X + Z X4)+ XY Zh(X, Y , Z),
where
h(X, Y , Z) = α1X2 + α2Y 2 + α3 Z2 + β1XY + β2Y Z + β3 Z X .
Since (1,1, η2), (1, η2,1), (η2,1,1) ∈ C , three relations between coeﬃcients of h
α1 + α2 + α3η + β1 + β2η2 + β3η2 = 0, (10)
α1 + α2η + α3 + β1η2 + β2η2 + β3 = 0, (11)
α1η + α2 + α3 + β1η2 + β2 + β3η2 = 0 (12)
hold, where one should not forget in computation that the ﬁrst three terms of F are 0 for any F4-
point. Compute (10) + (11) + η2 × (12). Then we get α1 = η2β2. Similarly, we get α2 = η2β3 and
α3 = η2β1. Moreover, since (η2, η,1), (η,η2,1) ∈ C , we have
β1η + β2η2 + β3 = 0,
β1η + β2 + β3η2 = 0.
Hence β1 = β2 = β3. If this is 0, then α1 = α2 = α3 = 0, which easily leads us a contradiction. Put
β1 = β2 = β3 = λ ∈ F×4 . After the linear transformation X → λX , Y → λY , Z → λZ , F (X, Y , Z) changes
to a polynomial of type F(a,b,c)(X, Y , Z) with possibly different (a,b, c) from the original.
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C(η,η,η), C(η,η2,η2), C(η2,η,η2), C(η2,η2,η)
are projectively equivalent over F4 each other. Except C(η,η,η) , this claim is obvious because it is
enough to consider permutations of coordinates X, Y , Z .
Now we give a projective transformation by which C(η,η2,η2) goes to C(η,η,η) . Consider the projec-
tive transformation
σ :
( X
Y
Z
)
→
(
η2 η η
η η2 η
0 0 1
)( X
Y
Z
)
.
Then we have
η
(
X4Y + XY 4)+ η2(Y 4 Z + Y Z4)+ η2(Z4X + Z X4) → η(X4Y + XY 4)
by using Lemma 4.5. Moreover by straightforward computation, we have
XY Z → (X2 + Y 2 + η2 Z2 + XY + ηY Z + ηZ X)Z
and
η2
(
X2 + Y 2 + Z2)+ XY + Y Z + Z X → ηX2 + ηY 2 + 0Z2 + XY + η2Y Z + η2 Z X .
Hence, by little laborious computation, we have
XY Z
(
η2
(
X2 + Y 2 + Z2)+ XY + Y Z + Z X)
→ η(Y 4 Z + Y Z4)+ η(Z4X + Z X4)+ XY Z(η2(X2 + Y 2 + Z2)+ XY + Y Z + Z X).
Therefore σ(C(η,η2,η2)) = C(η,η,η) . 
Appendix A
The purpose of this appendix is to see that each of the two strict inequalities Mq(d) > Miq(d) and
Miq(d) > M
s
q(d) can occur for some (q,d)’s.
Proposition A.1. Suppose q 37. Then Mq(4) = 2q + 2> Miq(4).
First we construct a reducible curve C of degree 4 with Nq(C) = 2q+2. Choose an irreducible conic
C1 over Fq and two points P1, P3 ∈ C1(Fq2 )\ C1(Fq) that are not conjugate over Fq . Let P2 = P (q)1 and
P4 = P (q)3 , where P (q) denotes the image of P by the Frobenius map over Fq . Since these four points
P1, . . . , P4 are on the conic C1, no 3 of them are collinear. Since the cycle P1 + · · · + P4 on P2 is
deﬁned over Fq , the linear system G of conics in P2 passing through these four points is deﬁned over
Fq and of projective dimension 1. Therefore G contains q + 1 conics deﬁned over Fq . Among these
q+ 1 conics, only 3 conics are unions of two lines. Hence we can choose another irreducible conic C2
over Fq such that C1 ∩ C2 = {P1, . . . , P4}. Let C = C1 ∪ C2. Then Nq(C) = 2q + 2.
Secondly we show that 2q+2> Miq(4) if q 37. We need the Hasse–Weil bound for an irreducible
curve which may have singularities; if C ∈ C id(Fq), then Nq(C) q+1+ (d−1)(d−2)
√
q [4, Th. 9.57].
In our case, Miq(4) q + 1+ 6
√
q, which is smaller than 2q + 2 if q 37.
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it is easy to see that C must be a union of two irreducible conics described in the ﬁrst paragraph.
Proposition A.2. Suppose q 4. Let d = (qn − 1)/(q − 1). If n 3, then Miqn (d) > Msqn (d).
Proof. We consider the curve C with an aﬃne equation
yq
n−1 + yqn−2 + · · · + y + 1 = xqn−1+qn−2+···+1,
which is analogous to the Hermitian curve. The curve has one point on the line at inﬁnity, and this
point is Fqn -rational. In the aﬃne part,
C(Fqn ) =
{
(0, β)
∣∣ β ∈ Fqn , Tr(β) = 0}∪ {(α,β) ∣∣ α,β ∈ Fqn , Tr(β) = Nm(α)},
where Tr and Nm are the trace map Fqn → Fq and the norm map F×qn → F×q respectively. Therefore
Nqn (C) = q2n−1 + 1. Hence Miqn (d) q2n−1 + 1. On the other hand, by Stöhr and Voloch [9] and Hefez
and Voloch [2],
Msqn(d)max
{
1
2
d
(
d + qn − 1),d(qn − d + 2)}.
Since
Nqn(C) − 12d
(
d + qn − 1)= q(qn−1 + qn − 1√
2(q − 1)
)(
qn−1 − q
n − 1√
2(q − 1)
)
+ 1
and
Nqn(C) − d
(
qn − d + 2)= 1
(q − 1)2
(
q2n−1 − qn+1 − qn + q2),
we have
q2n−1 + 1>max
{
1
2
d
(
d + qn − 1),d(qn − d + 2)}.
Therefore Miqn (d) > M
s
qn (d). 
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