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1. Introduction
Partial differential equations whose (deterministic or random) coeﬃcients have ﬁne-scale structure
are notoriously diﬃcult to solve. Here we consider the following elliptic problem: Given probability
space (Ω,S, P ), ﬁnd uε ∈ L2(Ω; H10((0,1))) satisfying
− d
dx
A
(
x, ξ,
x
ε
,ω
)
d
dx
uε = f (x), x ∈ (0,1), ω ∈ Ω, ε  1. (1)
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G. Bal et al. / J. Differential Equations 251 (2011) 1864–1902 1865The statement uε ∈ L2(Ω; H10((0,1))) means that P almost surely, uε(·,ω) ∈ H10((0,1)) (morally this
space consists of square integrable functions : (0,1) → R with square integrable derivative), and
moreover, with ‖v‖2
H10
:= ∫ 10 (v ′(x))2 dx we have ∫Ω ‖uε(·,ω)‖2H10 dP (ω) < ∞. Above ξ : Ω → Rn is
a random vector. In our case we assume either
(i) Aε(x) = A(x, ξ, xε ,ω) = a(x, ξ) + b( xε ,ω).
(ii) Aε(x) = A( xε ), with A(y)−1 = γ	y
 for a stationary dependent sequence γk (which depends on ξ ).	·
 denotes the “ﬂoor” function.
Case (i) is motivated by a Karhunen–Loéve expansion, which for Q : [0,1]×Ω → R having continuous
covariance Γ : [0,1]2 → R, Γ (x, y) := EQ (x)Q (y), is given by
Q (x,ω) =
∞∑
j=1
√
λ jψ j(ω)h j(x), where E{ψiψ j} =
∫
hi(x)h j(x)dx = δi j.
See [18,16]. This is multi-scale, but could be approximated by two scales. In case (i), the high fre-
quency randomness xε is “decoupled from ξ ” in the sense that, after conditioning on ξ , A(x, ξ, y,ω)
is stationary in y. So in the model A = a + b we are assuming b is a stationary random ﬁeld. For
simplicity we always assume f (x) is deterministic.
Case (ii) is an example of dependent media with “short range correlations.” Use of different kernels
hk allows some ﬂexibility in modeling. Although we only consider the case where the ﬁnal γ j are
stationary, generalizations (using e.g. h j(x)) would not be diﬃcult.
In some PDE of interest (e.g. (1), or other elliptic equations [1], and also linear transport [4]) the
solution admits an expansion of the form
uε(x) = u0(x) + vε(x) + Rε(x), (2)
where u0 is a homogenized solution that is dominant in the limit ε → 0 [17,20], the remainder Rε is
negligible in some sense, and vε is given by an oscillatory integral
vε(x) =
∫
G(x, y)q
(
y,
y
ε
)
dy. (3)
In these cases one expects (and can often prove) that ε−α(uε − u0) converges in distribution to a
Gaussian process εαv(x) (often α = d/2). Thus, one is justiﬁed in approximating uε by u0 plus a Gaus-
sian corrector:
uε ≈ u0 + εαv(x). (4)
From an uncertainty quantiﬁcation (UQ) perspective, this represents a signiﬁcant simpliﬁcation. Com-
putation of the homogenized solution u0 is much less expensive than uε . The corrector v(x) has an
explicit form in terms of e.g. an Ito¯ integral. This allows explicit calculation of the correlation function.
Moreover, draws from the random process εαv(x) can be done with minimal (compared to calcula-
tion of uε) effort. Another utility of corrector results is for validation of numerical homogenization
schemes. For example, it is known that the numerical homogenization techniques MsFEM and HMM
give solutions uhε that converge to the correct homogenization limit u0 as ε,h → 0. The question as
to whether ε−α(uhε − u0) converges to the correct limit is explored (for (1)) in [3].
As a downside, central limit approximations such as (4) are expected to work well only for mod-
erate deviations, i.e. for |uε − u0| ∼ O (εα). Sometimes of interest in UQ applications are questions
related to large deviations, e.g. P [uε > ] for some  ∼ O (1).
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As it turns out, it is possible to derive a large deviation principle (LDP) for the solution uε(x) (for
ﬁxed x). This gives asymptotic limits of e.g. ε log P [uε(x) ] for  ∼ O (1). The resultant rate function
is given implicitly (see Theorems 4.4, 4.5) as a solution to two (one convex and one non-convex)
four-dimensional optimization problems. We also derive an approximate LDP (Proposition 5.1) that
corresponds to the approximation uε ≈ u0 + vε . Since vε is given explicitly as an oscillatory integral,
the rate function is “more explicit”, being the result of a one-dimensional convex optimization prob-
lem. We verify numerically that the approximate rate function works well when ε  1 and  ∼ O (1)
but “not too large.” This sort of approximate LDP should be available in other situations where the
solution can be approximated by a homogenized term and an oscillatory integral. Along the way we
also derive a large deviation principle for some one-dimensional oscillatory integrals, which appears
to be new as well.
A secondary contribution is a generalization of homogenization and corrector results. Homoge-
nization results typically start with a uniformly (over all realizations) elliptic diffusion coeﬃcient of
the form A( xε ,ω). In this case the homogenized tensor is constant. Here we generalize these results
slightly by allowing for non-constant low-frequency randomness (in the case (i)) and relaxing the
uniform ellipticity requirement to (9). We do this by conditioning on the coarse-scale and bound-
ing higher moments of Aε−1. These assumptions are more in line with those encountered in UQ.
We also prove almost sure convergence of the homogenized tensor. This is motivated by the fact that
in practice the homogenized tensor can be obtained by picking one high-frequency media realization
and averaging over a domain of size ρ [8]. Thus, it is nice to know that with probability one this
realization converges as ρ → ∞.
Our large deviation result allows us to determine (roughly) to what degree the Gaussian corrector
captures the tail behavior of the solution. This is useful in applications where one may consider
replacing the full solution with the homogenized solution plus a Gaussian corrector. Also, although
we don’t answer this here, questions such as “does HMM capture the large-deviation behavior of
the solution” could potentially be answered in a manner similar to the question “does HMM capture
the moderate deviation behavior” as discussed above. Also of interest (and also not pursued further
here) is the relation between large deviations and importance sampling of rare events. As it turns out,
a large deviations result can give “asymptotically eﬃcient” importance functions [10,14].
In Section 2 an asymptotic expansion of uε is presented. In Section 3, Theorems 3.1 and 3.2 give
results on the homogenized convergence uε → u0, and the corrector characterizing moderate devia-
tions of uε − u0. In Section 4 large deviations are considered. After introducing the subject we derive
a large deviation principle for two types of media, each with piecewise constant high-frequency parts
(Theorems 4.4, 4.5). We next present our approximate LDP in Section 5.1 and then numerical results in
Section 6. Proofs of the homogenization and corrector theorems, which are generalizations of known
results, are relegated to Sections 7.1 and 7.2.
2. Asymptotic expansion of the solution uε
The boundary value problem (1) may be integrated leading to
A
(
x,
x
ε
)
d
dx
uε = −F (x) + c, F (x) :=
x∫
0
f (s)ds. (5)
Dividing both sides by A(x, xε ) and then using the boundary conditions uε(0) = uε(1) = 0 we obtain
an expression for c. Plugging this into (5) and integrating from 0 to x we obtain the solution
uε(x) = −
x∫
F (s)
Aε(s)
ds + 〈F/Aε〉〈1/Aε〉
x∫
1
Aε(s)
ds. (6)0 0
G. Bal et al. / J. Differential Equations 251 (2011) 1864–1902 1867Here we deﬁne 1-average 〈·〉 of a function φ : [0,1] → R, and F : [0,1] → R by
〈φ〉 :=
1∫
0
φ(y)dy, F (s) :=
s∫
0
f (t)dt.
Deﬁne the homogenized tensor A0 by
A0(x) :=
(
Eξ
{
A(x,0)−1
})−1
,
where for X : Ω → R, we denote conditional expectation by
Eξ {X} := E{X |ξ} =
∫
Ω
X(ω)dPξ (ω).
Above the measure Pξ = P [·|ξ ] is deﬁned implicitly.
Now re-write the integrals appearing in (6) as
x∫
0
1
Aε(s)
=
x∫
0
1
A0(s)
ds + Xεx ,
x∫
0
F (s)
Aε(s)
=
x∫
0
F (s)
A0(s)
ds + Y εx .
Deﬁning the homogenized solution u0 by the equation (6) with A0 rather than Aε (or equivalently the
weak solution to (1) with A0 rather than Aε), we have the following expansion:
uε(x) = u0(x) + vε(x) + Rε(x),
vε(x) := −Y εx +
(
Y ε1 − Xε1
〈F/A0〉
〈1/A0〉
)
1
〈1/A0〉
x∫
0
1
A0(s)
ds + Xεx
〈F/A0〉
〈1/A0〉 ,
Rε(x) :=
(
Xε1
)2 〈F/Aε〉
〈1/A0〉2〈1/Aε〉
x∫
0
1
Aε(x)
ds
− X
ε
1
〈1/A0〉2
[
Y ε1
x∫
0
1
Aε(s)
ds + 〈F/Aε〉Xεx
]
+ Y
ε
1 X
ε
x
〈1/A0〉 . (7)
The deterministic homogenized solution u0 is dominant in the limit ε → 0. As we will show, the
remainder Rε is O (ε) in L1(Ω × [0,1]). The term vε can be re-written
vε(x) =
1∫
0
qε(s)G(x, s)ds, qε(s) := 1
Aε(s)
− 1
A0(s)
,
G(x, s) :=
⎧⎨⎩ (F (s) −
〈F/A0〉〈1/A0〉 )(
1
〈1/A0〉
∫ x
0
1
A0(t)
dt − 1), 0 s x,
(F (s) − 〈F/A0〉〈1/A 〉 ) 1〈1/A 〉
∫ x
0
1
A (t) dt, x < s 1.
(8)0 0 0
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(in s) Lipschitz in x. We also show that vε is O (
√
ε ) (in L2(Ω × [0,1])) and has a limit that can
be characterized well. Note that these are slight generalizations of previous results. In particular this
limit was studied by [8], and in the case of media with long-range correlations in [2]. This paper
adds the feature that the random media is allowed to be non-stationary in one variable, and has no
uniform (in ω) ellipticity lower bound.
3. Homogenization and Gaussian corrector
Here we obtain homogenization and Gaussian corrector results that are a generalization of known
results (e.g. [17,20,7,1]) to the case of media that has no uniform (in ω) upper or lower bounds. Proofs
are deferred till Section 7.
First, we assume Aε(x) satisﬁes
0< ν1(ω,ε) Aε(x) ν2(ω,ε) < ∞. (9)
We abuse notation by writing Aε(x) := A(x, xε ) = A(x, xε ,ω). The form A(x, xε ,ω) emphasizes that
A is a random ﬁeld deﬁned on a probability space (Ω,S, P ). The form A(x, ξ, xε , θ) emphasizes the
dependence on a special random vector ξ : Ω → Rm , and a (possibly inﬁnite) sequence of random
variables θ . Once we ﬁx ξ , A(x, y) exhibits some stationary in y (although only weak-stationarity of
A−1 is needed for homogenization in one-dimension).
Note that functions such as Eξ {Aε} do not depend on y, so we write Eξ {Q }(x) = Eξ {Q (x,0)} for
functions Q (x, ξ, y, θ) whose conditional expectation does not depend on y. It is necessary to make
some ergodicity assumptions on the process (in y). In one-dimension, we require mean-ergodicity of
Eξ {A−1}, which we express through decay of the covariance (11). We also assume ‖ f ‖L2 < ∞.
3.1. Homogenization
We assume weak stationarity of A−1 and ellipticity of A0. In other words, we assume
0< c1(ξ) Eξ
{
A−1(x, y)
}= Eξ{A−1(x,0)}= A0(x)−1  c2 < ∞,
and that the conditional covariance
Covξ (x1, x2, z) := Eξ
{[
A−1(x1, y) − Eξ
{
A−1
}
(x1)
][
A−1(x2, y + z) − Eξ
{
A−1
}
(x2)
]}
,
is independent of y ∈ [0,∞). We also assume∣∣Covξ (x1, x2, z)∣∣ Γ (z) with ‖Γ ‖L1 =: CA−1 < ∞. (10)
Note that this implies
ε2
ε−1∫
0
ε−1∫
0
∣∣Covξ (x1, x2, y − y˜)dy d y˜∣∣ εCA−1 . (11)
This allows:
Theorem 3.1. √
Eξ‖uε − u0‖L2([0,1])  3
√
ε‖ f ‖L2
√
CA−1 .
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uε(x) − u0(x) → 0 for every x, Pξ a.s.
and if the ellipticity bound (9) is independent of ε,
‖uε − u0‖L2 → 0, Pξ a.s.
3.2. Gaussian corrector
To quantify the rate at which the random coeﬃcient decorrelates, we introduce the following
mixing condition (referred to in the literature as ρ mixing).
Assumptions 3.1 (Mixing condition). For two Borel sets A, B ⊂ R, let SA , SB be the sub sigma al-
gebras generated by A(x, y), x ∈ [0,1], y ∈ A and y ∈ B respectively. We assume the existence of
non-negative bounded and decreasing ϕ : [0,∞) → R such that ϕ1/3 ∈ L1 that also satisﬁes
sup
{∣∣E[ηaηb]∣∣: ηa ∈ SA, ηb ∈ SB , Eη2a = Eη2b = 1, Eηa = Eηb = 0} ϕ(d(A, B)).
After conditioning on ξ (e.g. ﬁxing one realization of a(x, ξ) if A = a + b) we are able to partially
characterize the limiting distribution of uε − u0.
Theorem 3.2. If A(x, y) is stationary in y, and (s1, s2) → Covξ (s1, s2,0) is continuous at (x, x), A−1 satisﬁes
the mixing condition (3.1), and
Eξ
{(
1
A(x, y)
− Eξ
{
1
A(x, y)
})6}
 Cξ < ∞,
then
uε(x) − u0(x)√
ε
dist.−−→ v(x) :=
1∫
0
G(x, t)σ (t)dWt ,
where Wt is a one-dimensional Brownian motion, G is given by (8), and
σ 2(t) =
∞∫
−∞
Covξ (t, t,q)dq.
Remark 3.1. The continuity on Covξ is equivalent to mean-square continuity of x → A(x,0)−1 (see
e.g. [18]). This means more-or-less that the media varies slowly with respect to x. This is where
scale-separation comes in.
Remark 3.2. The variance of the above expression is then given by
1∫
0
G(x, t)2σ 2(t)dt. (12)
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4. Large deviations
Here we derive a rigorous “pointwise” large-deviations result for uε , and an approximate rate
function.
4.1. Moderate and large deviations for our problem
For small enough ε, the homogenized solution u0 captures the bulk of the solution uε . The cor-
rector attempts to capture some statistics of the term uε − u0 = vε + Rε . Our corrector result shows
that
uε(x) − u0(x)√
ε
:= 1√
ε
1∫
0
G(x, t)q
(
t,
t
ε
)
+ Rε(x)√
ε
dist.−−→ v(x) :=
1∫
0
G(x, t)σ (t)dWt . (13)
By deﬁnition this means that, for any  > 0
Pξ
[
uε(x) − u0(x)√
ε
 
]
→ Pξ
[
v(x) 
]
. (14)
A relevant question is whether or not
Pξ
[
uε(x) 
]≈ Pξ [u0(x) + √εv(ε) ]. (15)
The inequality uε   (for  > u0) is a large deviation since (13) (or a law of large numbers result)
shows that uε concentrates near u0. On the other hand, ε−1/2(uε − u0)   is a moderate deviation.
Generally speaking, (15) does not hold. Instead, from (14) we can only rigorously infer something
about moderate deviations, namely Pξ [uε(x)√ε] ≈ Pξ [u0(x) + √εv(x)√ε].
For simplicity, we consider large deviations at only one ﬁxed x ∈ (0,1) and often change the nota-
tion to u0, uε , vε (dropping the x dependence).
Deﬁnition 4.1 (Rate functions). A rate function I is a lower semicontinuous mapping (such that for all
α ∈ [0,∞), the sub-level set ΨI (α) := {x: I(x) α} is closed) I : Rn → [0,∞]. A good rate function is
a rate function for which all the sub-level sets ΨI (α) are compact.
Deﬁnition 4.2. We say that a family of random vectors Yε ∈ Rn satisfy a large deviations principle
(LDP) with rate function I if for all Γ ⊂ Rn
− inf
y∈Γ ◦ I(y) lim infε→0 ε log P [Yε ∈ Γ ] limsupε→0 ε log P [Yε ∈ Γ ]− infy∈Γ¯ I(y).
Above, Γ ◦ , Γ¯ denote the interior and closure of Γ .
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bounds on Pξ [uε  ]. We also often have, for  > limEξuε ,
lim
ε→0ε log P [uε  ] = −I(). (16)
We will ﬁnd a rate function Iuε for uε . We also ﬁnd a rate function I˜ for u0 + vε , which proves to be
more tractable. Simulations show that Iuε ≈ I˜ for  ∼ O (1) but not too large (see Figs. 5, 6, and 9).
The rate-function Iε gives the exponential rate of convergence in the sense that given  ∈ R, δ > 0,
there exists ε0 such that for ε < ε0
Pξ [uε  ] e−(I()−δ)/ε. (17)
As an example, consider the corrector in our 1-d problem,
√
εv . It is Gaussian with mean zero and
variance equal to εCc for some Cc (given by (12)). Therefore uε ≈ u0+√εv ∼ N (u0, εCc). Keeping the
ﬁrst term in an asymptotic expansion of the complementary error function, we have that for  > u0,
Pξ [u0 +
√
εv  ] ∼
√
Ccε√
2π( − u0)
e−(−u0)2/(2Ccε).
Thus, when
log
(
Ccε/( − u0)2
) ( − u0)2
Ccε
, (18)
we will have ε logPξ [u0+√εv  ] ≈ −(−u0)2/(2Cc). Note that this is a “small ε and large |−u0|”
condition, as it should be. Comparing this to (17) we see that the Gaussian corrector captures the
asymptotic tail behavior when
( − u0)2
2Cc
≈ I(). (19)
If (19) does not hold, the corrector cannot capture the tail behavior of uε . A cautionary note is in
order here. The large deviations result captures the exponential rate of decay, and important alge-
braic factors in ε are not captured. So, for ﬁnite ε the rate function can be used for comparative
purposes, not to estimate the true tail. It should be noted that so-called concentration inequal-
ities provide a number of upper bounds on sums of random variables, often in pre-asymptotic
regimes. Often these require fewer assumptions but do not claim to be tight. For example, Chernoff’s
bounding method is given in (21). See [6] for a survey, and [19] for an application to uncertainty
quantiﬁcation. For independent media, we derive rigorous upper bounds for ﬁnite ε (e.g. (21)).
For dependent media similar bounds are available but are more complex than the asymptotic
bounds. Another reason for using asymptotic bounds is that a “fair” comparison such as (19) can
be made.
4.2. Independent sums and basic deﬁnitions
It is instructive to start here. Let Xn be random variables and deﬁne
SˆN := 1
N
N∑
n=1
Xn.
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P [ SˆN  ] = P [N SˆN  N] = E{1N SˆNN} e−NλE
{
eλN SˆN
}
. (20)
With vector-valued random variables in mind, we deﬁne:
Deﬁnition 4.3. The logarithmic moment generating function for a random variable Y is deﬁned as
Λ(Y , λ) = ΛY (λ) := logE
{
eλ·Y
}
.
(20) allows us to conclude
1
N
log P [ SˆN  ]− sup
λ0
[
λ − 1
N
Λ(N SˆN , λ)
]
. (21)
The above (Chernoff’s) bound holds without any assumptions. Suppose the Xn are i.i.d. This leads to
E
{
eλN SˆN
}= N∏
n=1
E
{
eλX1
}
,
and thus
1
N
Λ(N SˆN , λN) = 1
N
N∑
n=1
logE
{
eλX1
}= ΛX (λ). (22)
Note that ΛX is convex since by Hölder’s inequality
ΛX
(
tλ1 + (1− t)λ2
)= logE{(eλ1X)t(eλ2X)(1−t)}
 log
{
E
{
eλ1X
}t
E{λ2X}(1−t)
}= tΛX (λ1) + (1− t)ΛX (λ2).
Deﬁnition 4.4. The Frenchel–Legendre transform of Λ(Y , ·) is deﬁned by
Λ∗(Y , ) = Λ∗Y () := sup
λ∈Rn
[
λ ·  − ΛY (λ)
]
.
Inserting (22) back into (21) (taking into account negative λ) we have a large deviation upper
bound with rate function Λ∗X (·). The “trick” is to obtain a lower bound and thus show that this upper
bound is tight in the limit N → ∞. This indeed is the case and the result is
Theorem 4.1 (Cramér). (See [13].) The sum SˆN satisﬁes the LDP with good convex rate function Λ∗X (·). More-
over, (16) holds.
Since ΛX (0) = 0, we always have Λ∗X ()  0, i.e. we never have exponential growth. Jensen’s in-
equality shows that ΛX (λ) λEX , so for  = EX we also have λ−ΛX (λ) 0. Therefore Λ∗X (EX) = 0.
This makes sense in view of the law of large numbers.
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Deﬁnition 4.5. For any function H taking values in (−∞,∞], we deﬁne DH := {x: H(x) < ∞}.
The Gärtner–Ellis theorem will be used to prove results for our model problems.
Deﬁnition 4.6. Convex Λ : Rn → (−∞,∞] is called essentially smooth if D◦Λ is non-empty, Λ is differ-
entiable throughout D◦Λ , and Λ is steep. Steep means that lim j→∞ |∇Λ(λ j)| = ∞ whenever {λ j} is a
sequence in D◦Λ converging to a boundary point of D◦Λ .
Theorem 4.2 (Gärtner–Ellis). (See [13].) Suppose
Λ(λ) := lim
ε→0ε logE
{
eε
−1λ·Zε}
exists as an extended real number. Furthermore suppose that Λ is essentially smooth, lower semicontinuous
and that the origin belongs to the interior of DΛ . Then Zε satisﬁes an LDP with good convex rate function Λ∗
deﬁned by
Λ∗() := sup
λ∈Rn
[
λ ·  − Λ(λ)].
Remark. If n = 1 and Λ∗ is ﬁnite in a neighborhood of  > a := limEZε then convex Λ∗ is non-
decreasing on [a,∞) and continuous in this neighborhood. Therefore (16) holds.
Notice that the Gärtner–Ellis theorem does not require independence. Indeed, one can use it to
prove an LDP for mixing random variables [13,9].
While the Gärtner–Ellis theorem allows us to obtain an LDP for oscillatory integrals, we need the
contraction principle for functions of those integrals such as (6).
Theorem 4.3 (Contraction principle). Suppose f : Rn → Rm is continuous and I : Rn → [0,∞] is a good rate
function for the family of random variables Zε and associated measuresμε (με(A) = P [Zε ∈ A]). For y ∈ Rm,
deﬁne
I ′(y) := inf{I(x): x ∈ Rn, y = f (x)}.
Then I ′ is a good rate function controlling the LDP associated with the measures με ◦ f −1 (με ◦ f −1(B) =
P [ f (Zε) ∈ B]).
In other words, with Yε := f (Zε), the rate at which Zε concentrates away from  will be deter-
mined by the point in f −1({}) holding the most mass.
4.4. Large deviations for uε
In light of (6), we have
uε(x) = g(Zε), g : R2 × (0,∞)2 → R, g(z) = g(z1, z2, z3, z4) = −z1 + z2 z3
z4
,
Zε = (Zε1, . . . , Zε4), Zε i =
1∫
0
Hi(s)
Aε(s)
ds,
H1 = F1(0,x), H2 = F , H3 = 1(0,x), H4 = 1. (23)
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H := (H1, H2, H3, H4),
so that λ · Zε =
∫
λ ·H/Aε .
Using the Gärtner–Ellis theorem we will ﬁnd rate function I Zε for Zε , and then by the contraction
principle the rate function for uε is
Iuε () = inf
z∈g−1{}
I Zε (z). (24)
The real work involved here is in characterizing the limiting Cramér functional
limε logEξ exp{ε−1λ · Zε}. We will do this for the media types (i) and (ii) mentioned in the in-
troduction.
4.4.1. Parameterized, independent, uniformly elliptic media
We assume here that the high frequency media is piecewise constant and independent:
A(x, y) = a(x, ξ) + b(y, θ), with every realization a(x, ξ) continuous,
b(y, θ) = νb
∞∑
j=1
θ j1[n−1,n)(y), θi ∼i.i.d. πθ , |θ | 1,
0< ν1  A(x, y) ν2. (25)
Considered as a discrete process (at points centered at nε), the ﬁeld is stationary and ergodic.
It is not truly stationary since the correlation Eξ A(x, y)A(x, z) depends on more than the difference
y − z. Nonetheless we apply our theorems and obtain results that are validated by simulation. The
correlation condition is satisﬁed trivially since A(x1, y1), and A(x2, y2) are conditionally independent
whenever |y1− y2| > 1. Note also that the low and high frequency parts are in the form of Karhunen–
Loéve expansions, but the total ﬁeld is not.
Since this solution (6) involves Aε−1, it is not surprising that we need to deﬁne
Vα := 1
α + νbθ ∼ πVα (v) =
1
νb
1
v2
πθ
(
1
νb
(
1
v
− α
))
. (26)
The main result for this media is:
Theorem 4.4.With g, Zε , H(s), Vα given by (23), (25), (26), deﬁne
Λ(λ) :=
1∫
0
Λ
(
Va(s,ξ), λ ·H(s)
)
ds,
then Λ ∈ C∞(R4) is a convex function such that when Aε is deﬁned by (25)
limε logEξ e
ε−1λ·Zε = Λ(λ).
Moreover, for ﬁxed ξ , Zε satisﬁes a large deviation principle with good convex rate function
Λ∗() := sup
4
[
λ ·  − Λ(λ)],λ∈R
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Iuε () := inf
z∈g−1{}
Λ∗(z).
Proof. We will condition on ξ and then approximate a(x) by a piecewise constant function so that
a(x) appears only as a parameter. Now
Eξ
{
eε
−1λ·Zε}= Eξ{exp{ε−1 1∫
0
λ ·H(s)
Aε(s)
ds
}}
.
So for N < ε−1 < N + 1 ∈ N
ε logEξ
{
eε
−1λ·Zε} = εN 1
N
N∑
n=1
logEξ
{
eλ·XN (n)
}+ ε logEξ{eλ·YN },
XN(n) :=
n∫
n−1
H( sN )
a( sN ) + νbθ
, YN :=
ε−1∫
N
H( sN )
a( sN ) + νbθ
.
Since ν−12  (a + νbθ)−1  ν−11 we also have upper and lower bounds on Eξ {exp{λ · YN }}. Therefore
ε logEξ {exp{λ · YN }} → 0. Using also the fact εN → 1 we have
lim
ε→0ε logEξ
{
eε
−1λ·Zε}= lim
N→∞
1
N
N∑
n=1
logEξ
{
eλ·XN (n)
}
.
We henceforth study the limit on the right.
We can approximate
XN(n) 
HN(n)
aN(n) + νbθn
∼ HN(n)VaN (n),
HN(n) := max
n−1s<n
H
(
s
N
)
, aN(n) := min
n−1s<na
(
s
N
)
.
We thus have
ε logE{λvε/ε} 1
N
N∑
n=1
Λ
(
VaN (n), λ ·HN(n)
)
. (27)
Similarly we can choose HN (n) and aN (n) to provide a lower bound. Together they yield
1
N
N∑
n=1
Λ
(
VaN−1(n), λ ·HN−1(n)
)
 1
N
N∑
n=1
logEξ
{
eλ·XN (n)
}
 1
N
N∑
Λ
(
VaN (n), λ ·HN(n)
)
.n=1
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Range(a). Therefore,
Λ
(
VaN (n), λ ·HN(n)
)→ Λ(Va( nN ), λ ·H
(
n
N
))
, N → ∞.
And thus (after extending aN , HN to be piecewise constant), and using the continuity of s → a(s, ξ)
and H(s) we have
1
N
N∑
n=1
Λ
(
VaN (n), λ ·HN(n)
) = 1∫
0
Λ
(
VaN (sN), λ ·HN(sN)
)
ds
→
1∫
0
Λ
(
Va(s), λ ·H(s)
)
ds.
The same holds for the lower bound. We have thus shown
limε log eε
−1λ·Zε =
1∫
0
Λ
(
Va(s), λ ·H(s)
)
ds. (28)
Since E{exp{λVα}} is ﬁnite for all α, the hypothesis of the Gärtner–Ellis theorem are trivially satisﬁed.
Recalling the deﬁnition of Vα , Λ, we see that the theorem is proved. 
4.4.2. Convolved media with no uniform (in ω) lower bound
Here we obtain a large deviation principle for dependent media given by a convolution of random
variables that, while being positive, have no uniform lower bound. Convolution provides a convenient
way to generate dependencies.
To avoid additional technicalities, we restrict our attention to families of functions indexed by ε
such that ε−1 ∈ N. Starting from this result, using the notion of exponential equivalence, and adding an
assumption of a ﬁnite logarithmic moment generating function, it would be possible to prove an LDP
for general ε ∈ (0,∞).
Deﬁne
Aε(x) = A
(
s
ε
)
, where
1
A(s)
:=
∞∑
n=1
1[n−1,n)(s)γn,
γn :=
∞∑
m=−∞
hn−mβm, hn  0, ‖h‖1 :=
∑
k
hk < ∞, (29)
and the {βm}∞m=−∞ are non-negative i.i.d. random variables each depending on the same random
vector (parameter) ξ . The random variables γn are well deﬁned so long as the characteristic function
φM(t) :=∏|k|<M E{eithkβ} has a continuous limit φ(t). We take this as an assumption and proceed.
In this case, the large deviation principles for Zε , uε are a direct result of Lemmas 4.1, 4.2 (below),
the Gärtner–Ellis theorem, and the contraction principle.
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Λ(λ) :=
1∫
0
Λβ(ξ)
(‖h‖1λ ·H(s))ds,
then Λ ∈ C∞(R4) is a convex function such that when Aε is deﬁned by (29)
limε logEξ e
ε−1λ·Zε = Λ(λ).
If in addition Λ is steep (see Proposition 4.1), then for ﬁxed ξ , Zε satisﬁes a large deviation principle with good
convex rate function
Λ∗() := sup
λ∈R4
[
λ ·  − Λ(λ)],
and uε satisﬁes a large deviation principle with good rate function
Iuε () := inf
z∈g−1{}
Λ∗(z).
Lemma 4.1. Let γn :=∑k hn−kβk with non-negative {hk} ∈ 1 and non-negative βk i.i.d. with the same law
as β . For G ∈ L∞([0,1]), deﬁne
SˆN :=
1∫
0
G(s)γ	sN
 ds.
Then for λ ∈ R the following limit exists in (−∞,∞]
lim
1
N
Λ(N SˆN , λ) =
1∫
0
Λβ
(
λG(s)‖h‖1
)
ds,
with Λβ as in Deﬁnition 4.3.
Proof. For a result involving sums of convolved stationary random variables see [11]. The key differ-
ence is that here we allow the moment generating function to be inﬁnite, and the term G(s) makes
the sum non-stationary. This necessitates a new proof technique that relies on non-negativity of the
βk and the hk ,
N SˆN = N
1∫
0
G(s)γ	sN
 ds =
N∑
n=1
[ n∫
n−1
G(s/N)ds
]
γn =
N∑
n=1
[ n∫
n−1
G(s/N)ds
]∑
k∈Z
βkhn−k.
Making the substitution j = n− k we have
N SˆN =
∑
k∈Z
βkHN,k, HN,k :=
N−k∑
j=1−k
h j
j+k∫
j+k−1
G(s/N)ds.
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1
N
Λ(N SˆN , λ) = 1
N
∑
k∈Z
Λβ(λHN,k) = 1N
∞∫
−∞
Λβ(λHN,	s
)ds.
Using (44) and changing s → Ns we have
1
N
Λ(N SˆN , λ) =
∞∫
−∞
ϕN(s)ds, ϕN(s) := Λβ(λHN,	sN
).
The key to our proof is the fact that HN,k itself can be written as an expectation
HN,k =
N∫
0
G(s/N)h	s−k+1
 ds = Eπk
{‖h‖1G(·/N)1[0,N]},
Eπk
{
f (S)
} := ∞∫
−∞
f (s)
h	s−k+1

‖h‖1 ds.
Since πk is a density that concentrates near s = k − 1, for almost every s ∈ [0,1],
Eπ	sN
 {‖h‖1G(·/N)1[0,N]} → ‖h‖1G(s) (this is a result on the Lebesgue set for integrable functions,
see e.g. [15] Theorem 3.20 or [13], Theorem C.13). Also,
|HN,	sN
| ‖G‖∞
	N+1−sN
∑
j=	1−sN

h j. (30)
Since this tends to zero for s /∈ [0,1], we have
ϕN(s) → ϕ(s) :=
{
Λβ(λ‖h‖1G(s)), a.e. s ∈ [0,1],
0, a.e. s /∈ [0,1]. (31)
To prove the lemma, we thus have to show
∫
ϕN →
∫
ϕ .
We ﬁrst obtain an upper bound in cases where Λ(λ) < ∞. When Λ(λ) = ∞, the lower bound we
derive will be inﬁnite, and thus the upper bound as well,
∞∫
−∞
ϕN(s)ds =
∞∫
−∞
Λβ
(
Eπ	sN

{
λ‖h‖1G(·/N)1[0,N]
})
ds

∞∫
−∞
Eπ	sN

{
Λβ
(
λ‖h‖1G(·/N)
)}
ds
=
∞∫ [ N∫
Λβ
(
λ‖h‖1G(t/N)
)
π	sN
(t)dt
]
ds−∞ 0
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N
∞∫
−∞
[ N∫
0
Λβ
(
λ‖h‖1G(t/N)
)
π	s
(t)dt
]
ds
=
∞∫
−∞
[ 1∫
0
Λβ
(
λ‖h‖1G(t)
)
π	s
(tN)dt
]
ds
=
1∫
0
Λβ
(
λ‖h‖1G(t)
)( ∞∫
−∞
π	s
(tN)ds
)
dt
=
1∫
0
Λβ
(
λ‖h‖1G(t)
)
dt =
1∫
0
ϕ(t)dt. (32)
Above, the inequality is due to Jensen’s inequality and the convexity of Λβ . The change of integration
order is justiﬁed by Fubini since ϕ ∈ L1.
We now obtain a lower bound. We will show that ϕN ψ , with ψ ∈ L1. Then a corollary of Fatou’s
lemma gives us
lim inf
∫
ϕN(s)ds
∫
ϕ(s)ds = Λ(λ). (33)
With M(t) := E{etβ}, we note that
ϕN(s) = logM(λHN,	sN
) logM
(−|λHN,	sN
|)= − log1/M(−|λHN,	sN
|). (34)
Also, using M(−|λHN,	sN
|) < 1 and (30) we have
log1/M
(−|λHN,	sN
|)= log(1+ 1− M(−|λHN,	sN
|)
M(−|λHN,	sN
|)
)
 |1− M(−|λHN,	sN
|)|
M(−|λHN,	sN
|) 
|1− M(−|λHN,	sN
|)|
eΛβ(−λ‖h‖1‖G‖∞)
 E|1− e
−|λHN,	sN
||
eΛβ(−λ‖h‖1‖G‖∞)
 |λHN,	sN
|
eΛβ(−λ‖h‖1‖G‖∞)
 e−Λβ(−λ‖h‖1‖G‖∞)‖G‖∞
	N+1−sN
∑
j=	1−sN

h j. (35)
So,
log1/M
(−|λHN,	sN
|) e−Λβ(−λ‖h‖1‖G‖∞)‖G‖∞‖h‖1. (36)
This bound works for all s. However, when s is away from [0,1] the summation is over the tails of h j
and we can do better. Speciﬁcally there exists N0, N1 such that for N  N1  N0 and s /∈ [−1,2]
	N+1−sN
∑
j=	1−sN

h j 
	N0+1−sN0
∑
j=	1−sN 

h j.0
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log1/M
(−|λHN,	sN
|) e−Λβ(−λ‖h‖1‖G‖∞)‖G‖∞ 	N0+1−sN0
∑
j=	1−sN0

h j. (37)
So deﬁne
ψ(s) :=
{−e−Λβ(−λ‖h‖1‖G‖∞)‖G‖∞‖h‖1, s ∈ [−1,2],
−e−Λβ(−λ‖h‖1‖G‖∞)‖G‖∞∑	N0+1−sN0
j=	1−sN0
 h j, s /∈ [−1,2].
Then for N > N1, (34), (36), and (37) show that ϕN ψ . To show ψ ∈ L1, we note that
∫
s/∈[−1,2]
∣∣ψ(s)∣∣ds C ∞∫
−∞
	N0+1−sN0
∑
j=	1−sN0

h j ds = C
N0
∞∫
−∞
	N0+1−s
∑
j=	1−s

h j ds
= C‖h‖1 < ∞.
We thus obtain (33) and the proof is complete. 
Lemma 4.1 allows us to obtain a limiting Cramér functional for the convolved media.
Lemma 4.2.With H deﬁned by (23) set
Λ(λ) :=
1∫
0
Λβ
(‖h‖1λ ·H(s))ds.
Then:
(i) Restricting attention to ε such that ε−1 ∈ N,
lim
ε→0ε logEξ e
ε−1λ·Zε = Λ(λ).
(ii) Λ is lower semicontinuous.
(iii) Let b ∈ (−∞,∞] be the number satisfying {λ: Eexp{λβ} < ∞} = (−∞,b) or = (−∞,b], and let Hλ
be the value of H(s) that maximizes λ ·H(s). Then
{
λ: ‖h‖1λ ·Hλ < b
}⊂ DΛ ⊂ {λ: ‖h‖1λ ·Hλ  b},
with Λ′ ﬁnite throughout D◦Λ .
(iv) If Λ is steep, then Λ is essentially-smooth.
Proof. Write
ε logEξ e
ε−1λ·Zε := ε logEξ
{
exp
{
ε−1
1∫
λ ·H(s)
Aε(s)
ds
}}
.0
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Cramér functional, thus proving (i).
To prove lower semicontinuity, we note that whenever λn → λ and Λ(λn) α then
α  lim infΛ(λn) = lim inf
1∫
0
Λβ
(‖h‖1λn ·H(s))ds

1∫
0
Λβ
(‖h‖1λ ·H(s))= Λ(λ),
by a corollary of Fatou’s lemma (using the fact that the integrand is bounded below).
To show (iii), suppose ﬁrst ‖h‖1λ ·Hλ < b. Then Λβ(‖h‖1λ ·H(s)) is bounded and differentiable and
therefore Λ(λ) is too. If on the other hand b < ‖h‖1λ ·Hλ , then since H is continuous, Λβ(‖h‖1λ ·H(s))
equals +∞ on a set of positive measure, hence Λ(λ) = ∞. We thus have our bounds on DΛ and it
follows that D◦Λ is non-empty and Λ′ exists in D◦Λ .
Lastly, (iv) follows from (ii), the assumption of steepness, (iii), and the deﬁnition of essential
smoothness. 
As hinted at by Lemma 4.2, steepness of Λ is a condition that needs extra work to check. We for-
mulate a necessary and suﬃcient condition below, and then three suﬃcient conditions that are easy
to check.
Proposition 4.1 (Steepness criteria). Extend Λ′β to map R → [0,∞] by setting Λ′β(t) = ∞ whenever
Λβ(t) = ∞. Then deﬁne Ki : R2 → R by
K1(η) :=
x∫
0
Λ′β
(
F (s)η1 + η2
)
ds, K2(η) :=
1∫
x
Λ′β
(
F (s)η1 + η2
)
ds.
Then Λ deﬁned in Lemma 4.2 is steep if and only if Λβ is steep and for every η ∈ ∂D◦Ki , Ki(η) = ∞, i = 1,2.
Moreover, with FM := maxs F (s), Fm := mins F (s), Λ is steep whenever one of the following suﬃcient
conditions hold:
1. Λβ is ﬁnite everywhere.
2. DΛβ = (−∞,b) and F is piecewise C2 (meaning here that there exists 0 = t0 < t1 < · · · < tk = 1 such
that F ∈ C2((t j, t j+1)) and limt↑t j |F ′′(t)| < ∞ and limt↓t j |F ′′(t)| < ∞).
3. Let {s1, . . . , sn} be the points where F (si) = FM or F (si) = Fm. Then there exist neighborhoods Ni =
(si − δ, si + δ) ∩ {s: Fm < F (s) < FM} such that on Ni , F admits an expansion of the form
F (s) := F (si) + c(s − si)r + R(s − si),
R(s − si)
(s − si)r → 0,
R ′(s − si)
(s − si)r−1 → 0, Ni  s → si .
Then with r :=min{r1, . . . , rn}, Λ, b = ∂DΛβ , Λ is steep if
b∫
b−1
Λ′β(t)
(b − t)(r−1)/r dt = ∞.
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functions taking values in [0,∞].
Proof. We note that the ﬁrst condition “Λβ is ﬁnite everywhere” trivially implies that Λ is steep.
If Λβ is not steep, then it is easy to construct an example showing that Λ is not steep either. So from
now on we assume Λβ is steep but DΛβ = R.
We now show the necessary and suﬃcient condition involving the Ki . Recall
H := (F1(0,x), F ,1(0,x),1).
To show steepness we must ﬁx λ ∈ ∂D◦Λ , let D◦Λ  λn → λ and show |∇Λ(λn)| → ∞.
Deﬁne the function Γ : R4 → [0,∞] by
Γ (λ) :=
1∫
0
Λ′β
(‖h‖1λ ·H(s))ds.
We claim that Λ is steep if and only if Γ (λ) = ∞ for all λ ∈ ∂D◦Λ . Indeed, if Γ (λ) < ∞ for some
λ ∈ ∂D◦Λ , then since for t ∈ (0,1) t → Λ′β(‖h‖1tλ ·H(s)) is ﬁnite and non-decreasing (by convexity),∣∣∇Λ(tλ)∣∣ |||H|||L∞Γ (tλ) |||H|||L∞Γ (λ) < ∞,
and therefore Λ is not steep. On the other hand suppose Γ (λ) = ∞ for all boundary points λ, then
choose one along with a sequence D◦Λ  λn → λ, then by Fatou
lim inf
∣∣∇Λ(λn)∣∣ lim infΓ (λn) Γ (λ) = ∞.
Therefore Λ is steep.
We now show that D◦Γ = D◦Λ . Note that λ ∈ D◦Γ implies Λ′β(‖h‖1λ · H(s)) is bounded for all s ∈
(0,1), and λ ∈ (λ − δ,λ + δ) for some δ > 0. Since D◦Λβ = D◦Λ′β , the same holds for Λβ(‖h‖1λ · H(s)).
Hence D◦Γ ⊂ D◦Λ . A similar argument shows D◦Λ ⊂ D◦Γ .
We now have Λ is steep if and only if Γ (λ) = ∞ for all λ ∈ ∂D◦Λ = ∂D◦Γ . Our next step is to change
variables to simplify this boundary. To that end, note that Γ (λ) = K1(‖h‖1(λ1 + λ2),‖h‖1(λ3 + λ4))+
K2(‖h‖1(λ2),‖h‖1(λ4)), so by a change of variables η = (λ1 + λ2, λ3 + λ4, λ2, λ4) we have
Γ (λ) = K1
(‖h‖1η1,‖h‖1η2)+ K2(‖h‖1η3,‖h‖1η4).
Changing variables again η → η/‖h‖1 and taking note of the non-negativity of the Ki , we see that Λ
is steep if and only if Ki(η) = ∞ for all R2  η ∈ ∂DKi .
Having proved the necessary and suﬃcient condition, we use this to show the three suﬃcient
conditions. The ﬁrst has already been shown.
As for the third suﬃcient condition, choose an extremal point s¯ ∈ (0, x) and assume η ∈ DK1 . With-
out loss of generality, assume we have the given expansion in the open set (s¯− δ, s¯). Now K1(η) = ∞
if for all δ > 0
s¯∫
s¯−δ
Λ′β
(
F (s)η1 + η2
)
ds = ∞. (38)
We shall reduce this condition to the type stated in the proposition.
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t(s) := F (s)η1 + η2 = b − c|s − s¯|r + R(s − s¯),
for a new positive constant c and a new function R (differing from the old R by a constant). After
possibly shrinking δ we can solve for s(t).
s(t) = s¯ − c−1/r(b + R(s − s¯) − t)1/r .
Therefore, (38) holds if and only if
s¯∫
s¯−δ
Λ′β
(
F (s)η1 + η2
)
ds =
b∫
t(s¯−δ)
Λ′β(t)s′(t)dt = ∞. (39)
Differentiating we have
s′(t)
(
1− R
′(s − s¯)
c1/r(b + R(s − s¯) − t)(r−1)/r
)
= 1
c1/r(b − t)(r−1)/r
(b − t)(r−1)/r
(b + R(s − s¯) − t)(r−1)/r .
Noting that b + R(s − s¯) − t = c(s¯ − s)r , and using our hypothesis on R , we have positive c1, c2 such
that
c1
(b − t)(r−1)/r  s
′(t) c2
(b − t)(r−1)/r . (40)
Due to (40), (39) is equivalent to
b∫
b−1
Λ′β(t)
(b − t)(r−1)/r dt = ∞.
Suﬃcient condition three then follows by considering all possible such points s¯.
Suﬃcient condition 2 follows from 3 since given 2 we have the expansion in 3 with r  1 and
therefore
b∫
b−1
Λ′β(t)
(b − t)(r−1)/r dt 
b∫
b−1
Λ′β(t)dt = lim
δ↗b
δ∫
b−1
Λ′β(t)dt
= lim
δ↗b
Λβ(δ) − Λβ(b − 1) = ∞,
in light of our assumption DΛβ = (−∞,b) and the lower-semicontinuity of Λβ , which follows from
Fatou’s lemma. 
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5.1. Rate functions for approximate solutions
To compute (naïvely) the rate functions for uε requires ﬁrst a four-dimensional (convex) optimiza-
tion to obtain Λ∗ , and then another four-dimensional optimization to obtain Iuε . Our corrector theory
shows that one can rigorously approximate uε = u0 + vε in an √ε neighborhood of u0. Motivated by
this we consider the rate function for u0 + vε .
However, a large deviation will necessarily take us outside the
√
ε neighborhood, so more discus-
sion is in order. Looking at terms in the expansion (7) uε = u0 + vε + Rε we see that when terms of
the form
1
〈Hk/A0〉
1∫
0
Hi(s)
Aε(s)
ds
are not too large, we can approximate uε ≈ u0 + vε . An exact rate function for u0 + vε can then be
calculated. We call this our approximate rate function I˜(). Note that this is equivalent to approximat-
ing g (from (23)) by some map g˜ and using the contraction principle. It could be argued then that the
inverse images g−1{} ≈ g˜−1{} when  is suﬃciently small (or some other better conditions). Then
continuity of the rate function Λ∗(z) shows that Iuε () ≈ I˜(). Since we can also represent vε(x) (for
ﬁxed x) in terms of an integral against a single function G(x, s), we can obtain a rate function for
u0 + vε without using the contraction principle. This gives us a more explicit form, and since rate
functions are unique (Lemma 4.4.1 in [13]) these methods give the same result.
We present now the LDP for u0 + vε . The proof is a simpliﬁed version of the LDP proof for uε .
Proposition 5.1.With G, vε given by (8), we have:
limε logEξ e
ε−1λ(u0+vε) = Λ(λ).
Where, when Aε is the parameterized media deﬁned by (25), and Vα given by (26),
Λ(λ) := λu0 +
1∫
0
[
−λ G(s)
A0(s)
+ Λ(Va(s), λG(s))]ds,
and when Aε is the convolved media deﬁned by (29),
Λ(λ) := λu0 +
1∫
0
[
−λ G(s)
A0(s)
ds + Λβ
(‖h‖1λG(s))]ds.
In either case Λ is convex and whenever Λ is steep u0 + vε satisﬁes a large deviation principle with good
convex rate function
I˜() := sup
λ∈R
[
λ − Λ(λ)].
Moreover, whenever I˜ is ﬁnite in a neighborhood of  > limEuε then (16) holds.
Remark 5.1. The steepness criteria in Proposition 4.1 also apply here with G(x, s) (written G(s) when
we ﬁx x) replacing F (s).
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Gaussian corrector results, e.g. Theorem 3.2, require knowledge of the ﬁrst two moments of the
random media (along with other “niceness” assumptions such as mixing and bounds on higher mo-
ments). The question arises: How much must be known about the random media for a large deviation
result? Here we partially answer this question and leave a thread open for future work.
LDP results for mixing random variables are available [13,9]. These give existence but not an ex-
plicit form for limiting Cramér functional Λ, and hence only existence of an LDP (instead of an explicit
form). Restricting our attention to the case of parameterized media (Section 4.4.1) or convolved media
(Section 4.4.2), we ask, “how general can the assumptions on the θk or βk be?” In general, we cannot
expect the moment generating function of our media to be known. Notice that
Λ˜Λ ⇒ sup
λ∈R
[
λ − Λ˜(λ)] sup
λ∈R
[
λ − Λ(λ)]. (41)
In other words, if we can obtain upper bounds for the moment generating function, then we can
obtain a lower bound on the rate function. So a strategy would be: First, write the limiting logarith-
mic moment generating function Λ(λ) := limε→0 εΛ(ε−1vε, λ) in terms of the logarithmic moment
generating function of the random media (e.g. Λβ in Lemma 4.2). Second, ﬁnd upper bounds for Λβ
using e.g. Bennett’s inequality (Lemma 2.4.1 in [13]) (this bounds the moment generating function of
a bounded random variable in terms of its mean and variance). Third, a rigorous limiting upper bound
is now available via (41).
6. Model problems
Here we explore two speciﬁc examples and give numerical results. In both cases the right-hand
side f (x) ≡ 1 for x ∈ (0.45,0.55) and f (x) ≡ 0 elsewhere. Hence F (s) is piecewise smooth. Therefore,
using suﬃcient steepness condition 3 (Proposition 4.1) our logarithmic moment generating functions
will be steep (since s → G(x, s) is piecewise smooth).
6.1. Numerical results for parameterized media
Here we use a ﬁeld that ﬁts into the framework of Section 4.4.1. This gives some control over the
large deviations.
Let ξ = (ξ0, . . . , ξ7) be ∼i.i.d. U [−1,1]. We then set
a(x, ξ) =max
{
1+ 21− 0.75
0.75
7∑
m=0
ξmr
m sin
[
(2m+ 1)πx], 17
32
}
.
Next, let θ = (θ1, . . . , θm, . . .) be an inﬁnite collection of identically distributed independent rvs
θi ∼ U [−1,1] (which are also independent of the ξi ). Put
b(y, θ) = 1
2
∞∑
m=0
θm1my<m+1(y).
In other words, b(y, θ) = θm when m < y <m+ 1.
We are ensured of the ellipticity condition
1
32
 A
(
x,
x
ε
)
 7
2
.
The resultant media is pictured in Fig. 1.
1886 G. Bal et al. / J. Differential Equations 251 (2011) 1864–1902Fig. 1. Comparison of two realizations of parameterized diffusion coeﬃcients (Section 6.1). The homogenized coeﬃcient differs
signiﬁcantly only when a(x, ξ) is small. In both cases, ε = 1/50. On the left a(x, ξ) is such that no values of θi ∼ U [−1,1] bring
Aε close to zero. This realization of a(x, ξ) is quite typical and is referred to as our “mild” coeﬃcient. On the right we have a
less common “wild” coeﬃcient.
Following as in Section 4.4.1 we characterize Vα := (α + θ/2)−1 with θ ∼ U [−1,1]. We have an
explicit density for Vα ,
πVα (v) = 1 1
α+1/2<Vα<
1
α−1/2
(v)
1
v2
. (42)
Hence,
E{Vα} := log
(
α + 1/2
α − 1/2
)
, E
{
V 2α
} := 1
α2 − 1/4 .
Therefore,
A0(x, ξ) = Eξ
{
1
α + b(0)
}−1
|α=a(x,ξ) =
[
log
(
α + 1/2
α − 1/2
)]−1
|α=a(x,ξ),
Covα(τ ) =
{
E{V 2α} − E{Vα}2, 0 τ < 1,
0, otherwise,
σ 2(t) = Covα |α=α(t,ξ).
These calculations are enough to give us explicit integrals deﬁning the homogenized term u0 and the
corrector vε . Namely, u0 solves
d
dx
A0(x)
d
dx
u0 = f (x),
and the corrector is given by Theorem 3.2 with σ 2(t) as above.
The large deviations result for uε is given by Theorem 4.4, and our approximate rate function by
Proposition 5.1. In particular, the limiting Cramér functional (Theorem 4.4) is given by
Λ(λ) :=
1∫
0
log
(a(s)−1/2)−1∫
(a(s)+1/2)−1
eλ·H(s)v
v2
dv ds,
G. Bal et al. / J. Differential Equations 251 (2011) 1864–1902 1887Fig. 2. Left: L2 convergence of E{‖uε − u0‖} and E{‖uε − ua‖} where ua is the result of a truncated coeﬃcient expansion (using
a(x, ξ) only). This veriﬁes Theorem 3.1. Right: Homogenized solution u0(x, ξ) and many realization of the corrected solution
u0(x, ξ) + √εv(x,ω). For all realizations ξ was ﬁxed at the same value as the wild coeﬃcient (Fig. 1 right).
and for the approximate rate-function,
Λ(λ) := λu0 +
1∫
0
[
−λ G(s)
A0(s)
+ log
(a(s)−1/2)−1∫
(a(s)+1/2)−1
eλG(s)v
v2
dv
]
ds.
We deﬁne empirical rate functions E(uε(0.5), ), E(u0(0.5) + √εv(0.5), ) (for uε(0.5) and
u0(0.5) + √εv(0.5) respectively) as follows. With {X1, . . . , XN} a set of samples from W (W = uε
or W = u0 + √εv), we set
Ŵ := lim
N→∞
1
N
N∑
j=1
X j,
E(W , ) :=
{
ε log 1N
∑N
j=1 1X(X j),  > Ŵ ,
ε log 1N
∑N
j=1 1X(X j),  < Ŵ .
(43)
Note that limN→∞ E(u0 + √εv, ) has an explicit expression, and we use this in place of (43) to
compute E(u0 + √εv, ). Since X j   is a rare event we cannot compute E by direct sampling.
A crude importance sampling technique was used whereby the θi ∼ U [−1,1] were replaced by with
(scaled and shifted) Bradford random variates,
πBrad(θ) = c2 log(1+ c)(1+ c2 (θ + 1))
1|x|<1(θ).
As c > 0 increases, the draws θi are more likely to concentrate near −1. This gives a smaller diffu-
sion coeﬃcient and hence larger solution. Calculation of E must then be re-weighted by the factor
πUniform(θi)/πBrad(θi). See e.g. [12,21] for an overview of importance sampling.
In Fig. 1 two realizations of the parameterized media are shown. We will ﬁx the low frequency
part a(x, ξ) and study the behavior of the solution over different realizations of b( xε , θ). The “mild”
medium (left) has a(x, ξ) far from zero, so no matter what b( xε , θ) is the solution is small. The “wild”
medium has a section of very small a(x, ξ). In all cases, one notes that the homogenized coeﬃcient
A0(x, ξ) differs from the low-frequency coeﬃcient a(x, ξ) most when the medium is small. In this
1888 G. Bal et al. / J. Differential Equations 251 (2011) 1864–1902Fig. 3. Left: Observed density of u(0.5) for the mild medium (Fig. 1 left). Plot shows that the corrector captures the bulk of the
variance quite well. Right: The wild medium (Fig. 1 right) is shown. Results are not as good.
Fig. 4. Veriﬁcation of Theorem 3.2. Conditional variance Eξ {uε(x,ω)2} and Eξ {(u0(x) + √εv(x,ω))2} for various ε. For all
realizations ξ was ﬁxed at the same value as the wild coeﬃcient (Fig. 1 left). Plots show good agreement when 1/ε 50. Note
also that Eξ {(u0(x) + √εv(x))2} is available explicitly via (12).
case, A0 < a in an attempt to affect a large jump in the solution u0 to approximate the often large so-
lution uε (although b(y, θ) is symmetric about 0, the resultant solution uε is not symmetric about u0).
We verify Theorem 3.2 in Figs. 2, 3, and 4. In Fig. 3 one can see that the pdf of the corrected
solution (at the ﬁxed point x = 1/2) agrees well with the true solution so long as ε is small enough.
The ﬁt is worse for the “wild” medium, and in particular the true pdf shows an asymmetry that the
Gaussian corrector cannot have. In Fig. 4, one sees that when ε ≈ 1/50 (or smaller) the corrector
captures the variance quite well. Rate functions for the mild medium are compared in Fig. 5. One
can see that the corrector and true rate function are almost indistinguishable until the true solution
saturates around 0.35. The approximate rate function also works well up until u(0.5) ≈ 0.3. In this
case one could use the approximate rate function to see a priori that the corrector stands a chance of
capturing the large-deviation behavior well. The case is different for the wild medium LDP results in
Fig. 6. Here one can see that the corrector rate function separates from the true rate function fairly
early on. While the ﬁt between the approximate rate function I˜ and the true rate function E(uε, ·)
G. Bal et al. / J. Differential Equations 251 (2011) 1864–1902 1889Fig. 5. Left: Comparison of empirical rate function for uε , E(uε, ), with the corrector rate function ( − u0)2/(2Cc) in the case
of the mild medium (Fig. 1 left). In this case, the corrector captures the large deviation behavior well up until ≈ 0.3 when the
true solution nears its theoretical upper bound. Right: Comparison of theoretical approximate rate function I˜() with empirical
rate function E with the mild medium and ε = 1/100. The approximate rate function works quite well for values ≈ 0.30. Since
the largest possible solution is uε(0.5) ≈ 0.35 we consider 0.03∼ O (1).
Fig. 6. Left: Comparison of empirical rate function for uε , E(uε, ), with the corrector rate function E(u0 + √εv, ) in the case
of the wild medium (Fig. 1 right). Right: Comparison of theoretical approximate rate function I˜() with empirical rate function
E(uε, ) with the wild medium and ε = 1/100.
is not perfect, one could still tell, using only I˜ , that the Gaussian corrector stands little chance of
capturing the large deviation behavior.
It should be noted that since for the mild medium, the maximum possible value of uε(0.5) was
approximately 0.35, we consider  = 0.03 a large deviation. The scale is harder to set with the wild
medium since our sampling could not achieve results near the maximum. However, one does note
(Fig. 6) that by  ≈ 0.6 the empirical rate function differs from a Gaussian rate function by quite a bit.
For that reason, we consider  > 0.6 to be a large deviation. It is important to note however that the
approximate rate function, being based on a linearization, does differ from the true rate function for
large enough .
6.2. Numerical results for convolved media
Here we implement a particular case of the media described in Section 4.4.2. With ε−1 ∈ N, we de-
ﬁne
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(
s
ε
)
, where
1
A(s)
:=
∞∑
n=1
1[n−1,n)(s)γn,
γn :=
∞∑
m=−∞
hn−mβm,
hn  0, ‖h‖1 :=
∑
k
hk < ∞,
and the {βm}∞m=−∞ are i.i.d. chi-squared random variables with ξ degrees of freedom. This means
β1 ∼ πβ(β|ξ) = β
ξ/2−1e−β/2
Γ (ξ/2)2ξ/2
.
The moment generating and characteristic functions of every βn are
Eξ
{
eλβ
}= 1
(1− 2λ)ξ/2 , Eξ
{
eitβ
}= 1
(1− 2it)ξ/2 . (44)
The random variables γn are well deﬁned since the characteristic function φM(t) :=∏|k|<M E{eithkβ}
has a continuous limit φ(t). Indeed,
logφM(t) = −ξ
2
∑
|k|<M
log(1− 2ithk).
This converges absolutely as can be seen using | log(1− 2ithk)| C |2thk| and ‖h‖1 < ∞.
Note that Eξ βn = ξ , Eξ (βn − ξ)2 = 2ξ , so
1
A0(s)
:= Eξ 1
A(s)
=
∞∑
n=1
1[n−1,n)(s)Eξ γn ≡ ξ‖h‖1,
Covξ (τ ) = Eξ
{(
1
A(0)
− E
{
1
A(0)
})(
1
A(τ )
− E
{
1
A(τ )
})}
= 2ξ
∑
k∈Z
h−kh	τ
−k. (45)
So the single random variable ξ deﬁnes the coarse-scale randomness. From realization to realization ξ
varies with a geometric distribution (with parameter 1/5) i.e.
πξ (ξ) = 1
5
(
4
5
)ξ−1
.
Truncation has no meaning in this context, so we consider homogenization. We have
A−10 = E
{
Aε
−1}(x) ≡ ξ‖h‖1 = const., (46)
and then u0 is the solution to
−ξ‖h‖1 d
2
2
u0 = f (x), u0(0) = u0(1) = 0.dx
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Fig. 8. Pdf of uε vs. that of u0 +√εv for two values of ε and the convolved media. On the left, κ = 1, and on the right κ = 10.
In all cases ξ = 1. Shows good agreement once ε is small enough, although agreement is worse when κ = 10.
Using (45) we obtain σ 2(t) = 2ξ‖h‖21. The Gaussian corrector is then given by Theorem 3.2. The
large deviations result and rate function is given by Theorem 4.5 with
Λ(λ) :=
1∫
0
ξ
2
log
1
1− 2‖h‖1λ ·H(s) ds
and for the approximate LDP (Proposition 5.1)
Λ(λ) := λu0 +
1∫
0
[
−λ G(s)
A0(s)
+ ξ
2
log
1
1− 2‖h‖1λG(s)
]
ds.
Fig. 7 shows typical realizations of the diffusion coeﬃcient when the media “building block” β has
ξ = 1 or ξ = 3 degrees of freedom. More degrees of freedom means larger uε . The behavior however
is not analogous to the “mild/wild” comparison of Section 6.1. In particular, the corrector captures the
bulk of the distribution (moderate deviations) for all values of ξ so long as ε is small enough. For this
reason we only picture pdfs for ξ = 1 (Fig. 8). This is expected since a χ2ξ random variable behaves
similar to a Gaussian random variable N (ξ,2ξ) when ξ is large. The media correlation length κ does
1892 G. Bal et al. / J. Differential Equations 251 (2011) 1864–1902Fig. 9. LDP results for the convolved media. Comparison of empirical rate function E(uε, ) with theoretical (approximate) rate
function I˜(). Here ξ = 1, ‖h‖1 = 1, κ = 1 and ε = 1/100 (left) or ε = 1/10 (right).
Fig. 10. LDP results for the convolved media. Comparison of empirical rate function E(uε, ) with theoretical (approximate) rate
function I˜(). Here ξ = 3, ‖h‖1 = 1, κ = 1 and ε = 1/100 (left) or ε = 1/10 (right). Note that the ε = 1/100 plot only has
 ∈ (0,0.4) due to the diﬃculty in sampling the extremely rare event uε  0.5.
Fig. 11. LDP results for the convolved media. Comparison of empirical rate function E(uε, ) with empirical corrector rate
function E(u0 + εv, ). Here ‖h‖1 = 1, κ = 1, ε = 1/100, and ξ = 1 (left) or ξ = 3 (right). In both cases the true rate function
is much different than that of the corrector. The corrector’s rate function performs better when ξ = 3 as can be expected by
comparison of the pdf for χ23 and χ
2
1 random variables.
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work well. This is expected since sums of highly correlated random variables tend to a Gaussian at a
slower rate than independent ones. Figs. 9 and 10 show that the approximate rate function captures
the large-deviation behavior well (for  not too large). As in the case of the wild medium from
Section 6.1 we consider  a large deviation if the empirical rate function E(uε, ·) differs signiﬁcantly
from the Gaussian rate function at that point. In all cases, ε must be small enough, but when it is the
match is good. Fig. 11 shows that the corrector cannot capture the large deviation behavior of this
media. As is the case with the parameterized media of Section 6.1 the approximate rate function does
a much better job than the corrector (once ε is small enough).
7. Proof of homogenization/Gaussian corrector results
Here we prove extensions of known results.
7.1. Proof of Theorem 3.1
Here we prove one-dimensional homogenization results for our media, which has no uniform
(in ω) ellipticity lower bound and is stationary only in the second variable.
7.1.1. L2 convergence
Solving (1) with Aε = Aε and again with Aε = A0 obtain solutions such as (6). Subtracting them
we have
u0(x) − uε(x) =
x∫
0
F (s)
[
1
Aε(s)
− 1
A0(s)
]
ds
+
x∫
0
[ 〈F/A0〉
〈1/A0〉
1
A0(s)
− 〈F/Aε〉〈1/Aε〉
1
Aε(s)
]
ds
= I1(x) + I2(x). (47)
We can re-write I1 as
I1(x) = 〈F1[0,x]/Aε〉 − 〈F1[0,x]/A0〉.
We are thus motivated to prove the following lemma.
Lemma 7.1. Let H ∈ L∞[0,1] be deterministic, then
Eξ
(〈H/Aε〉 − 〈H/A0〉)2  ε‖H‖2L∞CA−1 .
Proof. Write
Eξ
(〈H/Aε〉 − 〈H/A0〉)2
= ε2
ε−1∫
0
ε−1∫
0
dt ds H(s)H(t)Eξ
{(
1
A(sε, s)
− Eξ {1/A}(sε)
)(
1
A(tε, t)
− Eξ {1/A}(tε)
)}
= ε2
ε−1∫ ε−1∫
H(s)H(t)Covξ (sε, tε, s − t)dt ds ε‖H‖2L∞CA−1 . 
0 0
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Eξ‖I1‖2L2  ε‖ f ‖2L2CA−1 . (48)
We now consider I2. After repeated use of the equality ab − a˜b˜ = (a − a˜)b + a˜(b − b˜) we obtain
I2(x) =
(〈F/A0〉 − 〈F/Aε〉)( x∫
0
1
A0(s)〈1/A0〉 ds
)
+ (〈1/Aε〉 − 〈1/A0〉)( 1〈1/A0〉〈1/Aε〉
x∫
0
〈F/Aε〉
A0
ds
)
+
( x∫
0
[
1
A0(s)
− 1
Aε(s)
]
ds
)( 〈F/Aε〉
〈1/Aε〉
)
= I21(x) + I22(x) + I23(x).
Each term is the product of a term similar to I1 and a bounded random variable (a priori bounds
obtained using the positivity of A). We thus obtain
√
Eξ‖I2‖2L2 
√
Eξ‖I21‖2L2 +
√
Eξ‖I22‖2L2 +
√
Eξ‖I23‖2L2
 3
√
ε‖ f ‖L2
√
CA−1 . (49)
The inequality in Theorem 3.1 thus follows from (47)–(49).
7.1.2. A.s. convergence
Here we use the same decomposition,
uε(x) − u0(x) = I1(x) + I21(x) + I22(x) + I23(x),
and show that each term goes to zero a.s. To that end, we notice that every term is the product of a
bounded (sometimes random) variable, and a term like 〈H/Aε〉 − 〈H/A0〉 (with H depending on x).
It will thus suﬃce to prove a.s. convergence of this latter term. We thus obtain pointwise (in x) a.s.
convergence. The a.s. norm convergence then follows from an a priori bound on every realization of
uε −u0 and the bounded convergence theorem. The a priori bound follows from (9) (which we assume
here is independent of ε) and (47). In other words, a.s. convergence in Theorem 3.1 is a corollary of
the following lemma.
Lemma 7.2. Suppose H ∈ L∞ is deterministic, then as τ → ∞, we have (almost surely Pξ )
〈H/Aτ−1〉 − 〈H/A0〉 → 0.
Proof. The proof is more-or-less a standard trick where we show a.s. convergence on a sequence of τ
values as well as the difference between the sequence values and “nearby” values. See Section 37.7
in [18].
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Y (τ ) := 〈H/Aτ−1〉 − 〈H/A0〉,
X(t, s) := H(t)
(
1
A(t, s)
− Eξ {1/A}(t)
)
,
we have
Y (τ ) =
1∫
0
H(s)
(
1
A(s, sτ )
− Eξ {1/A}(s)
)
ds
= 1
τ
τ∫
0
H(s/τ )
(
1
A(s/τ , s)
− Eξ {1/A}(s/τ )
)
ds = 1
τ
τ∫
0
X(s/τ , s)ds.
Now for m ∈ N, a > 0, and ma  τ < (m+ 1)a ,
τ
ma
Y (τ ) = Y (ma)+ Z(ma, τ ), Z(ma, τ ) := 1
ma
τ∫
ma
X(s/τ , s)ds.
Directly from Lemma 7.1 we have
Eξ
{
Y
(
ma
)2} ‖H‖2L∞CA−1m−a,
and then Chebyshev inequality gives us, for any δ > 0,
Pξ
[∣∣Y (ma)∣∣> δ] Eξ {Y (ma)2}
δ2

‖H‖2L∞CA−1m−a
δ2
.
We choose a > 1 and then
∞∑
m=1
Pξ
[∣∣Y (ma)∣∣> δ]< ∞.
So by the Borel–Cantelli lemma, Y (mα) → 0, Pξ a.s.
As for Z(ma, τ ), we set
U
(
ma
) := sup
maτ<(m+1)a
∣∣Z(ma, τ )∣∣ 1
ma
(m+1)a∫
ma
∣∣X(s/τ , s)∣∣ds,
and note that
Eξ
∣∣U(ma)∣∣2  ‖H‖2∞
m2a
(m+1)a∫
ma
(m+1)a∫
ma
C
(
s − s′)dsds′
 ‖H‖2∞CA−1
(m+ 1)a −ma
a
 ‖H‖2∞CA−1
a + 1!
.m m
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U (ma) → 0 Pξ a.s. The same conclusion thus holds for Y (τ ), ma  τ < (m + 1)a , and therefore for
Y (τ ) = 〈H/Aτ−1 〉 − 〈H/A0〉. 
7.2. Proof of Theorem 3.2
Here we prove one-dimensional corrector results for our media, which has no uniform (in ω)
ellipticity lower bound and is stationary only in the second variable.
7.2.1. One-dimensional oscillatory integral
Here we study the integral
vε(x) :=
1∫
0
G(x, t)qε(t)dt, qε(t) := 1
A(t, tε )
− Eξ {1/A}(t),
where G(x, s) is deterministic, piecewise continuous in s, and uniformly (in s) Lipschitz in x.
First note that
Eξ
(
vε(x)√
ε
)2
=
1∫
0
1∫
0
G(x, t)G(x, s)
Covξ (t, s, t−sε )
ε
dsdt
=
1∫
0
G(x, s)
[ (1−s)/ε∫
−s/ε
G(x, εt + s)Covξ (εt + s, s, t)dt
]
ds.
Using (10) and dominated convergence, we therefore have
Eξ
(
vε√
ε
)2
→
1∫
0
G(x, t)2σ 2(t)dt, σ 2(t) :=
∞∫
−∞
Covξ (t, t,q)dq. (50)
The scaling (in ε) and the fact that qε is mean zero indicate that a central-limit type result should
show convergence to a Gaussian random variable. This is indeed the case.
Lemma 7.3. If G(x, s) is deterministic, piecewise continuous in s, and uniformly (in s) Lipschitz in x, then
1√
ε
vε(x) = 1√
ε
1∫
0
G(x, t)qε(t)dt
dist.−−→
1∫
0
G(x, t)σ (t)dWt ,
where Wt is a standard Brownian motion.
The following result allows us to reduce the problem of proving convergence (of a stochastic pro-
cess) to one of studying ﬁnite dimensional distributions [5].
Proposition 7.1. Suppose (Zn; 1  n ∞) are random variables with values in the space of continuous
functions C([0,1]). Then Zn converges in distribution to Z∞ provided that:
G. Bal et al. / J. Differential Equations 251 (2011) 1864–1902 1897(a) any ﬁnite dimensional joint distribution (Zn(x1), . . . , Zn(xk)) converges to the joint distribution (Z∞(x1),
. . . , Z∞(xk)) as n → ∞.
(b) (Zn) is a tight sequence of random variables. A suﬃcient condition for tightness of (Zn) is the following
Kolmogorov criterion: There exist positive constants ν , β and δ such that
(i) supn1 E{|Zn(t)|ν} < ∞, for some t ∈ [0,1],
(ii) E{|Zn(s) − Zn(t)|β} |t − s|1+δ ,
uniformly in n 1 and t, s ∈ [0,1].
Tightness is easily veriﬁed. Indeed, (10) and (50) show that
Eξ
∣∣vε(x) − vε(y)∣∣2 = Eξ( 1∫
0
[
G(x, t) − G(y, t)]qε(t)dt)2
→
1∫
0
[
G(x, t) − G(y, t)]2σ 2(t)dt  C |x− y|2,
so condition (b-i) is met with ν = 2, and (b-ii) is met with β = 2 and δ = 1.
This means that to prove the theorem we simply need to ﬁx (x1, . . . , xn) and show
ε−1/2 vε := ε−1/2
(
vε(x1), . . . , vε(xn)
) dist.−−→  v := (v(x1), . . . , v(xn)),
v(x) :=
1∫
0
G(x, t)σ (t)dWt . (51)
Proof. Any ﬁnite dimensional distribution ε−1/2 vε has characteristic function
Φε(k) := Eξ
{
ei
∑n
j=1 k jε−1/2vε(x j)
}
, k = (k1, . . . ,kn).
The above characteristic function may be recast as
Φε(k) = Eξ
{
e
i
∫ 1
0 m(s)
1√
ε
qε(s)ds}
, m(s) :=
n∑
j=1
k jG(x j, s).
As a consequence, convergence of the ﬁnite dimensional distributions will be proved if we can show
convergence of
Iε :=
1∫
0
m(s)
1√
ε
qε(s)ds
dist.−−→N1 :=
1∫
0
m(s)σ (s)dWs, (52)
for piecewise continuous m.
Proceeding, we now show that Iε
dist.−−→N1. We ﬁrst consider the case of constant m ≡ 1 and qε(s) =
q(s, sε ) = q( sε ). To that end, set
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kε∫
(k−1)ε
1
ε
q
(
s
ε
)
ds =
k∫
k−1
q(s)ds, k = 1, . . . ,⌊ε−1⌋.
Then Iε(x) =∑	ε−1
k=1 qk + R(ε), where R(ε) → 0 in L2 (and therefore in probability), and hence may
be ignored. We therefore consider the limit
√
ε
	ε−1
∑
k=1
qk = 1√	ε−1

	ε−1
∑
k=1
qk + R ′(ε),
∥∥R ′(ε)∥∥L2(Ω)  ε.
So we ignore R ′ and consider the limit of the summation. Following Theorem 19.2 in [5], we deﬁne
the sigma ﬁelds Fn , Fn generated by {qk: k n}, {qk: k n} respectively and set
ρn := sup
{∣∣E{η1η2}∣∣: η1 ∈ F1, η2 ∈ Fn, E{ηi} = 0, E{η2i }= 1, i = 1,2}.
Then, so long as
∑∞
n=1 ρn < ∞,
1√	ε−1

	ε−1
∑
k=1
qk
dist.−−→N (0, ν2), ν2 := E{q21}+ 2 ∞∑
n=2
E{q1qn}.
Since ρn  ϕ(n − 1), the summability condition on ρn is implied by Assumptions 3.1. We now show
that ν2 = σ 2. Indeed,
E
{
q21
}= E{[ 1∫
0
q(s)ds
]2}
=
1∫
0
1∫
0
Covξ
(
s − s′)dsds′.
Also, using the symmetry of Covξ , we have
∞∑
n=2
E{q1qn} =
1∫
0
∞∫
1
Covξ
(
s − s′)dsds′ = 1∫
0
0∫
−∞
Covξ
(
s − s′)dsds′.
Therefore,
ν2 =
1∫
0
∞∫
−∞
Covξ
(
s − s′)dsds′ = σ 2.
This shows (52).
To prove the theorem in the case of non-constant m(s), and q = q(s, sε ) we note that if m is
replaced by mh , and q is replaced by qh , giving us Iεh , then
Eξ
∣∣Iεh(x) − Iε(x)∣∣2 = 1
ε
Eξ
1∫
0
1∫
0
[
m(s)q
(
s,
s
ε
)
−mh(s)qh
(
s,
s
ε
)]
×
[
m(t)q
(
t,
t
ε
)
−mh(t)qh
(
t,
t
ε
)]
dsdt. (53)
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tervals of size h (with 1/h ⊂ N) with endpoints t j := jh, j = 1, . . . ,1/h. Now set
mh(t) :=m(t j) and qh
(
t,
t
ε
)
:= q
(
t j,
t
ε
)
, for t ∈ [t j, t j+1).
Taking expectation inside of the integral (53), changing t → εt , then t → t + s/ε we have (similar
to (50))
Eξ
∣∣Iεh − Iε∣∣2 = 1∫
0
∞∫
−∞
Q ε,h(s, t)dt ds,
where |Q ε,h(s, t)| CΓ (t) (with Γ from (10)). Using the continuity (on the diagonal) of Covξ , and the
piecewise continuity of G , we also have Q ε,h → 0 as (ε,h) → (0,0) (in any way whatsoever, for a.e.
(s, t)). Therefore, it suﬃces to prove Lemma 7.3 with mh , qh replacing m, q.
We proceed to split the integral deﬁning Iε up
Iε :=
1∫
0
mh(t)qh
(
t,
t
ε
)
dt =
1/h−1∑
j=0
∫
[t j ,t j+1)
m(t j)q
(
t j,
t
ε
)
dt.
Each subintegral is handled exactly as before, yielding
m(t j)
∫
[t j ,t j+1)
q
(
t j,
t
ε
)
dt
dist.−−→
∫
[t j ,t j+1)
m(t j)σ (t j)dWt .
It remains then to show that the limiting Gaussians (above) are independent. We do this in the case
where Iε = Iε,1 + Iε,2 is split into two intervals, the general case following by induction. To that end,
we show that for all k1,k2 ∈ R
E := ∣∣Eξ{ei(k1 I1,ε+k2 I2,ε)}− Eξ{eik1 I1,ε}Eξ{eik2 I2,ε}∣∣→ 0. (54)
Deﬁne
Pηε,1 :=
x−η∫
η
1√
ε
q
(
t
ε
)
dt, Q ηε,1 := Iε,1 − Pηε,1,
Pηε,2 :=
y−η∫
x+η
1√
ε
q
(
t
ε
)
dt, Q ηε,2 := Iε,2 − Pηε,2.
Then the ﬁrst term in E decomposes as
Eξ
{
ei(k1 Iε,1+k2 Iε,2)
}= Eξ{(eik1Q ηε,1 − 1)eik1 Pηε,1+ik2 Iε,2}+ Eξ{eik1 Pηε,1+ik2 Iε,2}.
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∣∣Eξ{(eik1Q ηε,1 − 1)eik1 Pηε,1+ik2 Iε,2}∣∣ (Eξ ∣∣eikQ ηε,1 − 1∣∣2)1/2  η1/2. (55)
As for the second term,
Eξ
{
eik1 P
η
ε,1+ik2 Iε,2}− Eξ{eik1 Iε,1}Eξ{eik2 Iε,2}
= [Eξ{eik1 Pηε,1+ik2 Iε,2}− Eξ{eik1 Pηε,1}Eξ{eik2 Iε,2}]− [Eξ{(eik1Q ηε,1 − 1)eik1 Pηε,1}Eξ{eik2 Iε,2}].
The ﬁrst bracketed term is  ϕ(η/ε) by our mixing condition (3.1), and the second is  η1/2 in a
manner similar to (55). Therefore,
E 
(
ϕ
(
2η
ε
)
+ η1/2
)
→ 0, as ε → 0
for say η = ε1/2.
We have thus shown
Iε
dist.−−→
1∫
0
mh(t)σh(t)dWt,
and this completes the proof. 
We also prove a complementary lemma that allows us to deal with the lack of a uniform (in ω)
ellipticity lower bound.
Lemma 7.4. Suppose A satisﬁes the hypothesis of Theorem 3.2. Then with
q
(
s,
s
ε
)
:= 1
A(s, sε )
− 1
A0(s)
,
we have for any H ∈ L∞([0,1]),
E := Eξ
{( 1∫
0
H(s)q
(
s,
s
ε
)
ds
)6}
 Cξ
( 1∫
0
1∫
0
H(s)H(t)ρ1/3
(
s − t
ε
)
dsdt
)3
 ε3Cξ‖H‖6∞
∥∥ρ1/3∥∥L1 .
Proof.
E 
∫
[0,1]6
∣∣H(s1) · · · H(s6)∣∣∣∣∣∣Eξ{q(s1, s1ε
)
· · ·q
(
s6,
s6
ε
)}∣∣∣∣ds.
The expectation can be broken up using Cauchy–Schwartz into a product that looks like
(
Eξ
{
X31 X
3
2
}
Eξ
{
X33 X
3
4
}
Eξ
{
X35 X
3
6
})1/3
.
G. Bal et al. / J. Differential Equations 251 (2011) 1864–1902 1901For each term Eξ {X3i X3i+1}, the mixing condition, and our bound on 6th moments gives
Eξ
{
q
(
s,
s
ε
)3
q
(
t,
t
ε
)3}
 ρ
(
s − t
ε
)
Cξ .
The result follows. 
7.2.2. Asymptotic expansion of the solution uε
We now complete the proof of Theorem 3.2. Starting from (7), (8) we write
uε(x) − u0(x)√
ε
= 1√
ε
vε(x) + 1√
ε
Rε(x).
The convergence of ε−1/2vε is assured by Lemma 7.3. We now show that ε−1/2Rε is tight and con-
verges pointwise to zero. Then, Proposition 7.1 shows that ε−1/2Rε
dist.−−→0 in the space of continuous
paths.
To that end we write ε−1/2R(x) as a sum of terms of the form
Z
x∫
0
Bε(s)ds, Bε(s) := 1√
ε
(
1
Aε(s)
− 1
A0(s)
)
,
for a constant random variable Z , with either
|Z | C ′ξ
(
Xε1
)2
, |Z | C ′ξ
∣∣Xε1Y ε1 ∣∣, |Z | C ′ξ ∣∣Xε1 ∣∣〈1/Aε〉, or |Z | C ′ξ Y ε1 .
We ﬁrst show that Eξ {(ε−1/2(Rε(y)− Rε(x)))3} ε|y− x|2, meeting condition (b-ii) of Proposition 7.1
with β = 3, δ = 1. Then choosing x = 0, we have (since Rε(0) = 0) ε−1/2Rε(y) → 0 in L3(Ω,Pξ ).
This meets condition (b-i) of Proposition 7.1 with ν = 3 and also shows that all ﬁnite dimensional
distributions converge to the zero vector as well (meeting condition (a) the proposition).
Using Hölder, with 1/p + 1/p′ = 1, and r > 0
Eξ
{
Z
y∫
x
1
Bε(s)
ds
}r

(
Eξ
{|Z |rp})1/p(Eξ{
∣∣∣∣∣
y∫
x
1
Bε(x)
ds
∣∣∣∣∣
rp′})1/p′
.
We choose r = 2, p = 3/2, p′ = 3 to get
Eξ
{
Z
y∫
x
1
Bε(s)
ds
}2

(
Eξ
{|Z |3})2/3(Eξ{
∣∣∣∣∣
y∫
x
1
Bε(x)
ds
∣∣∣∣∣
6})1/3
.
Now due to Lemma 7.4,
(
Eξ
{∣∣∣∣∣
y∫
x
1
Bε(x)
ds
∣∣∣∣∣
6})1/3
 C1/3ξ ‖ρ‖∞|y − x|2.
1902 G. Bal et al. / J. Differential Equations 251 (2011) 1864–1902Also, using Hölder and Lemma 7.4, Eξ {|Z |3} is  ε in all cases of Z . We therefore have
Eξ
{∣∣∣∣ Rε(y) − Rε(x)√ε
∣∣∣∣3} εC ′′ξ |y − x|2.
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