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Gaussian Filters and Filter Synthesis Using a
Hermite/Laguerre Neural Network
Mark Mackenzie and Kiet Tieu
Abstract—A neural network for calculating the correlation of a signal
with a Gaussian function is described. The network behaves as a Gaussian
filter and has two outputs: the first approximates the noisy signal and the
second represents the filtered signal. The filtered output provides improve-
ment by a factor of ten in the signal-to-noise ratio. A higher order Gaussian
filter was synthesized by combining several Hermite functions together.
I. INTRODUCTION
For application in scientific instrumentation and industrial pro-
cessing, neural networks have the ability to perform nonlinear
interpolation on complex physical systems without the need to develop
an underlying physical model of the process. In many of these applica-
tions, noise is often embedded in the signal, which must be removed.
While the sigmoidal neural network can be trained to interpolate
noisy signals, the filtering properties are still under development [1],
[2]. The objective of this paper is to introduce a neural network filter
with clearly defined parameters. This is achieved by implementing a
Gaussian moving average filter using an orthonormal neural network.
In contrast to the sigmoid neural network, the properties of the
Gaussian filter are well developed and are given in Blinchikoff and
Zverev [3].
Fig. 1 explains the operation of a moving average filter. The filter
integrates only the noisy function x( ) enclosed within the window
function k(t  ) located at t. An average value y(t) of the noisy func-
tion at t is obtained. This average value is the correlation of the noisy
function with the window function. With a Gaussian window function,
this is
y(t) =
+1
 1
x()k(   t)d
=
1

p
2
+1
 1
x() exp   (   t)
2
22
d (1)
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Fig. 1. Gaussian window, moving average filter.
where
k(t) =
1

p
2
exp   t
2
22
: (2)
In this paper, we compute the correlation using a neural network with
Hermite orthonormal activation functions. By using these particular
types of activation functions, a simple expression can be obtained for
the correlation with a Gaussian window function. The layout of this
paper is as follows. Section II explains how the correlation is obtained.
In this section, it is also shown how to synthesize other types of moving
average filters based on the Hermite functions. Section III describes
how to apply the network to real-life problems by cascading the net-
work. Section IV applies the network to filter noisy signals and Sec-
tion V applies the network to the detection of signals from an ultrasonic
sensor.
II. THEORY
The Hermite and Laguerre functions described in this section belong
to the general class of orthonormal functions: general definitions, prop-
erties, and theorems of orthonormal functions are given in Kreyszig
[4]. Other types of orthonormal networks, which so far have been de-
veloped, include the Fourier [5], Legendre [6], and (more recently)
Tchebychev [7] functions.
A. Gaussian Filter
Consider the approximation of a function by a Hermite network. The
network approximates the function by a finite expansion of Hermite
functions on an interval f 1;+1g
x(t) = xh(t) =
N
n=0
anhn(t) f 1  t  1g (3)
where fang is a set of suitably chosen weights and hn(t) are the Her-
mite activation functions [8] on the interval f 1;+1g. The Hermite
activation functions are the product of a Hermite polynomial Hn(t)
and Gaussian function, with the coefficients of the polynomials chosen
so that the Hermite functions satisfy the orthonormality condition
+1
 1
hn(t)hm(t)dt =
0; for m 6= n
1; for m = n
(4)
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TABLE I
HERMITE POLYNOMIALS
where
hn(t) =
Hn(t)
2nn!
p

exp
 t2
2
: (5)
Table I lists the first six Hermite polynomials. The remainder may
be determined from the recurrence relation
Hn+1(t) = 2tHn(t)  2nHn 1(t): (6)
Some of the Hermite activation functions are shown in Fig. 2(a) to
Fig. 2(c). Since the fundamental Hermite activation function h0(t) is
the Gaussian function with  = 1, it may be used as the filter function
and
k(t) =
h0(t)
2
p

: (7)
The correlation integration of (1) is then approximately equal to the cor-
relation of the Hermite network with the fundamental Hermite function
y(t) = yh(t) = 1
2
p

+1
 1
N
n=0
anhn( ) h0(   t)d: (8)
This expression can be evaluated from the following relationship for the
correlation between the Hermite functions of different order (a deriva-
tion can be found in [9]). For n  m
+1
 1
hn()hm( t)d=
ln mm
t
2
; for t  0
( 1)n+mln mm t2 ; for t < 0
(9)
where lnm(t) is a orthonormal associated Laguerre function. The case
m < n is obtained by reversal of the order of n andm in (9) and multi-
plication by ( 1)n+m. The orthonormal associated Laguerre functions
are derived from the associated Laguerre polynomials [10] Lnm(t) by
lnm(t) =
m
(n+m)
t e t=2Lnm(t): (10)
Substituting (9) into (8), we obtain
yh(t) =
1p
2
p

N
n=0 anl
n
0
t
2
; for t  0
1p
2
p

N
n=0 an( 1)nln0 t2 ; for t < 0
: (11)
The usefulness of this expansion is that by training the Hermite network
to the input function, one also immediately obtains the weights of the
Laguerre network fang, which is the correlation of the input function
with a Gaussian function.
Having both a subscript and a superscript, the associated Laguerre
functions are more complicated than the Hermite functions. However,
for the Gaussian filter, only the associated Laguerre functions of order
(a)
(b)
(c)
Fig. 2 (a). Hermite function h (t). (b) Hermite function h (t). (c) Hermite
function h (t)
zero are required, thus greatly simplifying the result. The associated
Laguerre functions of subscript zero are
ln0 (t) =
t exp   t
2p
n!
: (12)
B. Interpretation as a Gaussian Radial Basis Neural Network (RBNN)
The functions ln0 (t
2=2) are shown in Fig. 3. For n larger than five,
they are quite well approximated by the Gaussian function (Fig. 4, n =
8), although the Laguerre function is slightly skewed away from the
origin. They slowly shift along the axis and slowly reduce in amplitude
as n increases. The location of the central peak tc and its amplitude A
can be determined by differentiation of ln0 (t
2=2) as
tc =
p
2n (13)
A =
np
n!
exp  n
2
: (14)
The variance of the Gaussian approximation remains constant at about
1:5=
p
2 for all n.
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Fig. 3. Associated Laguerre functions l (t =2) of increasing order.
Fig. 4. Comparison of l (t =2) with a Gaussian function.
Using the Gaussian approximation, the output Laguerre network is
approximately
yh(t) =
N
n=0
an
n exp  n
2p
n!
exp   (t 
p
2n)2
2:25
: (15)
In this form, it may be recognized as a Gaussian RBNN, although there
are some differences. Being slightly skewed, Laguerre functions are
not radial symmetric and, therefore, the network cannot strictly be de-
fined as an RBNN. However, the real difference between the present
method and an RBNN is in the training of the networks. In an RBNN,
the centers of the Gaussian radial functions may be freely chosen and
the weights are computed to minimize the mean square error between
the network and the training function. With the Laguerre output net-
work, the centers of the radial functions cannot be freely chosen and
are given by (13). Furthermore, the weights of the Laguerre network
do not minimize the error with the training function (they are optimum
with respect to the Hermite input network).
C. Equivalence to Kernel Regression
The correlation can also be computed using a Monte-Carlo integra-
tion given by
y(t)  T
I
p
2
I
i=0
x(ti) exp   (t  ti)
2
2
(16)
where fti; x(ti) : i = 0; 1; 2; . . . ; Ig is a discrete data set for the func-
tion x(t) across the interval T=2  t  T=2. This summation is the
kernel regression in the form given by Priestley and Chao [11]. In sim-
ulations with uniformly sampled data [Fig. 9(d)], the Hermite/Laguerre
neural network achieved an identical signal-to-noise ratio (SNR) to the
kernel regression of (16).
D. Filter Synthesis
The procedure described in Section II-A can be extended to include
other types of moving average filters besides the Gaussian filter by
combining various Hermite functions together. The Hermite functions
have a simple Fourier transform, which allows the filter to be designed
in the frequency domain. It can be shown [12] that this Fourier trans-
form (FT) is
hn(t)
FT        !
p
2( j)nhn(!): (17)
This property may be exploited to obtain the time domain coefficients
of any filter synthesized in the frequency domain as a summation of
Hermite functions. The filtering of a noisy function using the synthe-
sized filter can then be obtained from the correlation of (9).
A simple fourth-order filter can be designed as follows. The
Gaussian filter k(t) transforms into the frequency domain as K(!),
given by
K(!) = exp  !
2
2
=
1
1 + !
2
+ !
8
+   
=
1
1 + !
2
1 + !
8
+   
(18)
where the expansion on the left-hand side was obtained using the Taylor
series. The Gaussian filter is predominantly second order with a band-
width wB given approximately by
wB =
p
2: (19)
This bandwidth was obtained by neglecting powers greater than two in
the Taylor series expansion. The actual bandwidth was 40% lower due
to the contribution of the higher order terms in the Taylor expansion.
The fourth-order filter is derived from the Gaussian filter by multipli-
cation in the frequency domain by the term (1 + !2=2) so that
K4th(!) = 1 +
!2
2
exp  !
2
2
= b0h0(t) + b2h2(t)
 1
1 + !
8
(20)
where the coefficients b0 and b2 of the Hermite functions can be deter-
mined by inspection as
b0 =
5
4
(21)
and
b2 =
p
2
4
: (22)
The equivalent time domain filter k4th(t), using (17), is
k4th(t) =
b0h0(t)  b2h2(t)p
2
: (23)
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Fig. 5. Diagram of Hermite/Laguerre neural network.
In kernel regression, this filter corresponds to the fourth-order Gaussian
kernel function described by Wand and Jones [13].
The filtered output yh(t) of the noisy function x(t) with the fourth-
order filter is given by repeated application of (9) as
yh(t) =
b0p
2
N
n=0
anl
n
0
t2
2
  a0b2p
2
l
2
0
t2
2
+
a1b2p
2
l
1
1
t2
2
  b2p
2
N
n=2
anl
n 2
2
t2
2
; (t  0) (24)
with a similar equation for t < 0. The associated Laguerre functions of
higher order in this equation can be found from the recurrence relation
given in [10].
III. METHOD
A diagram of the network, which has a single input and two outputs,
is given in Fig. 5. It consists of two networks: a Hermite network and
a Laguerre network. The first output is from the Hermite network and
the second, from the Laguerre network, computes the correlation of
the noisy function with the filter function. The network is trained by
minimizing the error between the Hermite network and the training data
from the noisy function. The weights of the trained Hermite network
are passed directly to the Laguerre network.
The purpose of the output Laguerre network is only to provide the
correlation. It behaves in the same way as a moving average filter.
A. Training
Since the weights of the Laguerre network are passed to it from the
Hermite network, only the latter needs to be trained. A criteria often
applied for defining the error of neural networks is the root mean square
error (rmse), given by
rmse =
+1
 1
(x(t)  xh(t))2 dt: (25)
The advantage of using orthonormal functions as activation functions
compared to sigmoidal functions is the ease and speed with which the
optimum weights can be calculated. It may be shown [14] that for or-
thonormal functions this error is a minimum when the weights are given
by the integration
am =
+1
 1
x(t)hm(t)dt: (26)
To train the Hermite orthonormal network, this integral was approxi-
mated numerically by a summation of the training data fx(ti) : i =
0; 1; 2; . . . ; Ig on the interval  T
2
 t  T
2
am = T
I
I
i=0
x(ti)hm(ti) (27)
where I is the total number of training data. The optimum weights were
then obtained by applying the gradient descent algorithm on the error
e(ti) between the training data and neural network interpolation
am(ti+1) = am(ti)  @e(ti)
@am
(28)
where  is the learning rate coefficient and the error e(ti) is
e(ti) = x(ti) 
N
n=0
anhn(ti)
2
: (29)
For the Hermite neural network, the gradient descent algorithm takes
the particular form
am(ti+1) = am(ti) + 2 x(ti) 
N
n=0
anhn(ti) hm(ti): (30)
Although there are more sophisticated methods of numerical integra-
tion, the advantage of the summation of (27) is that it is also applicable
to randomly distributed data; in this form, it computes the Monte-Carlo
integration.
B. Cascaded Neural Network
Both the Hermite and Laguerre functions occur in quantum physics,
where they are particularly important. Many of their useful results for
function approximation can be found from the application in quantum
physics. Results in this section concerning the bandwidth were ob-
tained from the quantum physics solution of the harmonic oscillator
[15].
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Fig. 6. Cascaded Hermite/Laguerre neural network.
In order to approximate a function, the size of the network needed
must be estimated and the training function scaled into the appropriate
range of the network. These factors are determined from the spatial and
frequency bandwidth of the network. Efficient function approximation
involves matching the spatial and frequency bandwidth of the network
as closely as possible to that of the function.
Due to the exponential decay of the Hermite functions, the effective
range of the functions is considerably less than the infinite interval of
the orthonormal condition (4) would suggest. Fig. 2(c) shows a Her-
mite function of order {8} that illustrates the important properties of
the series. The function closely resembles a cosine signal of gradu-
ally increasing amplitude and decreasing frequency as it moves further
away from the origin (Hermite functions of odd order resemble a sine
wave). Beyond a certain range, the Gaussian part of the Hermite func-
tion dominates and it rapidly drops to zero. For interpolation purposes,
only the central portion of the Hermite function, which resembles a co-
sine, is effective. Therefore, the spatial bandwidth 2tB [Fig. 2(c)] of
the network is the central region of the highest order Hermite function
in the network. This is [15]
tB = 
p
2n+ 1 (31)
where n is the order of the Hermite function.
To account for any high-frequency components that a function might
have, the bandwidth in the frequency domain must also be adequate.
In Section II-D, it was noted that the Fourier transform of a Hermite
function is also a Hermite function and it follows that the frequency
bandwidth !B , is
!B 
p
2n+ 1: (32)
The weakness of the Hermite/Laguerre network is that the Gaussian
window of the correlation is relatively large compared to the spatial
bandwidth of the Hermite network. For example, with 50 Hermite acti-
vation functions the effective spatial bandwidth of the network is only
10, whereas the width of the Gaussian window function is 3.
A method to bypass this weakness (increasing the spatial resolu-
tion) is to cascade a series of m = 0; 1; 2; . . . ;M identical neural
networks units along the data range by shifting the origin of each net-
work (Fig. 6). In this way, an acceptably small window can be achieved.
Each individual Hermite/Laguerre neural network unit now requires a
biasm and an output-processing element-transfer function(t), given
by
m = 10m (33)
and
(t) =
1; for   5:0  t  5:0
0; for t > 5:0
0; for t <  5:0:
(34)
The transfer function of the output-processing element restricts the
output signal of each individual Hermite/Laguerre neural network unit
so that it does not interfere with the adjacent units. The Hermite and
Laguerre cascaded neural network outputs are now given as, respec-
tively
xh(t) =
M
m=0
N
n=0
amn(t  m)hn(t  m) (35)
and
yh(t)=
M
m=0
N
n=0
amn(t  m)ln0 (t m) for t  m
M
m=0
N
n=0
amn(t m)( 1)nln0 (t m) for t < m:
(36)
IV. APPLICATION TO FILTERING OF NOISY SIGNALS
In this section, we demonstrate the application of the network to the
filtering of noisy sine waves with simulated noise. The sine wave signal
used for testing was of unit amplitude and of period T =40 seconds (s),
and was sampled at a rate of R =10 samples/s. Fig. 7(a) to (c) demon-
strates the operation of the network. This figure shows the two outputs:
the Hermite [Fig. 7(b)] and the filtered Laguerre network [Fig. 7(c)].
The cascaded network consisted of five identical Hermite/Laguerre net-
works, each having 50 Hermite and 50 Laguerre activation functions.
In order to apply the network to practical problems, it is useful to
know the number of activation functions and the number of training
cycles required. Fig. 8(a) shows the rmse of the Hermite and Laguerre
networks as a function of the number of activation functions. As the
number of activation functions is increased, the error of each output
decreases and eventually becomes constant. This figure indicates that
30 activation functions are required to ensure that both the Hermite and
Laguerre outputs have reached their optimum root mean square error.
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(a)
(b)
(c)
Fig. 7 (a) Noisy sine wave period = 40:0; SNR = 7:2. (b) Hermite output;
SNR = 22:2. (c) Laguerre output; SNR = 149:7
Fig. 8(b) shows the root mean square error of the Hermite and Laguerre
networks versus the number of training cycles. This figure shows that
more than ten training cycles are required to ensure that the weights
have reached their optimum value.
The simulated random noise, which was generated artificially from
a puesdo-random sequence, was of uniform density with a mean value
of zero. To investigate the filtering properties of the Hermite/Laguerre
network, the SNR was calculated on the sine wave at the input and
output of the network. The input SNR (SNRin) is defined as the ratio
of the signal power without noise to the noise power at the input. The
output SNR (SNRout) is the ratio of the interpolated signal without
noise to the noise power at the output.
A theoretical SNR can be derived from the bandwidth of the Her-
mite/Laguerre neural network. Since the simulated random noise is a
form of white noise, it is uniformly distributed across the frequency
domain. The noise power at the input and output is then proportional to
the bandwidth at the input and output, respectively, [16] and it follows
that
SNRout
SNRin
=
!in
!out
: (37)
(a)
(b)
(c)
Fig. 8 (a) Root mean square error versus number of activation functions. (b)
Hermite/Laguerre neural network training speed. (c) Sigmoid neural network
training speed.
At the input, the effective bandwidth of the noise is
!in = R: (38)
At the output, the bandwidth is equal to that of the filter. Since the
Laguerre output approximates a Gaussian filter, it has the same band-
width as that of the Gaussian filter given by (19). The Hermite output
has the bandwidth given by (32). Fig. 9(a) compares the SNR of the
Laguerre and Hermite outputs for different input noise power. A rea-
sonable fit to the theoretical SNR of (37) is achieved in both cases. The
Hermite output deviates from a straight line to a lesser extent than the
Laguerre output, probably due to the sharper cutoff of the Hermite net-
work (Fig. 10). An improvement in SNR by a factor of ten is achieved
with the Laguerre output.
An upper limit to the filtering performance of the Laguerre output
can be obtained by comparison with a Wiener filter [Fig. 9(b)]. The
Wiener filter [17] is the theoretical optimum linear filter for a sine
wave, which is achieved when the filter function is itself a sine wave.
The Wiener filter shown in Fig. 9(b) consisted of a sine wave of the
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(a)
(b)
(c)
Fig. 9 (a) Laguerre and Hermite output SNR compared with theory. (b)
Laguerre and Hermite output SNR compared with matched filter. (c) SNR of
sigmoid neural network.
same frequency as the noisy sine wave, but with a phase and ampli-
tude determined by numerical integration. The noise present is due to
phase noise, amplitude noise, and numerical computational errors asso-
ciated with the integration. Although the Wiener filter has a higher SNR
than the Laguerre output, it requires the signal to be known prior to fil-
tering. The results of Fig. 9(a) and (b) provide a quantitative measure of
the SNR performance that can be expected using the Hermite/Laguerre
neural network.
(d)
(e)
Fig. 9 (Continued). (d) SNR of kernel regression. (e) SNR of fourth-order
Laguerre filter.
Fig. 9(c) shows the SNR obtained with a sigmoidal neural network
compared to that of the Hermite/Laguerre network. The sigmoidal
neural network consisted of a single layer of five sigmoid activation
functions trained using the gradient descent algorithm. The Laguerre
output achieved an improvement in SNR by a factor of 1.8, compared
to the sigmoid neural network. Although the sigmoid neural network
consisted of only five elements, it was considerably slower in training
due to the larger number of training cycles required to achieve a
satisfactory fit to the data. Fig. 8(c) shows the number of training
cycles required by the sigmoidal neural network, which is of the order
of 1000 cycles.
Fig. 9(d) shows the SNR obtained using the kernel regression of
Section II-C compared to that of the Hermite/Laguerre network. The
identical noise performance to the Laguerre output confirms the equiv-
alence between each network.
Fig. 10 shows the frequency response of the Hermite output, the
Laguerre output, and the fourth-order Laguerre filter of Section II-D.
These curves were obtained by inputting a cosine wave of unit
amplitude into the network and recording the output amplitude. The
frequency bandwidth (3 dB) of the Hermite output was in agreement
with the theoretical bandwidth given by (32). The bandwidth of the
fourth-order Laguerre filter is almost double that of the Laguerre
output and has a sharper cutoff. However, there is a reduction in the
SNR [Fig. 9(e)] compared to the Laguerre output due to the wider
bandwidth.
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Fig. 10. Frequency response of Hermite/Laguerre neural network.
(a)
(b)
(c)
Fig. 11 (a) Noisy returned Gaussian pulse; SNR = 0:92. (b) Hermite output
(fitted to noisy returned signal); SNR = 2:8. (c) Laguerre output (correlation
of Hermite output and Gaussian function); SNR = 11:8.
Fig. 12. SNR of Fourier correlator and Hermite/Laguerre correlator.
V. APPLICATION AS A CORRELATOR DETECTOR
In addition to functioning as a filter, the network can also be config-
ured as a Gaussian correlator detector for application in range finding.
Range finding is typically used in robotics where an ultrasonic trans-
mitter and receiver are employed. The sensor operates in the same way
as sonar; that is, the range of an object is calculated from the time of
flight between a transmitted pulse and a received pulse. In this sec-
tion, we apply the Hermite/Laguerre network to simulated noisy sig-
nals from an ultrasonic sensor.
Optimum SNR occurs when the noisy returned signal is cross corre-
lated with the clean transmitted signal [18]. Assuming a Gaussian pulse
shape for the transmitted signal, the Hermite/Laguerre network may be
used as a correlator at the receiver of the sensor.
For application of the Hermite/Laguerre network as a correlator, the
clean transmitted signal is represented by the window function k(t) =
1=4h0(t); the noisy returned signal represents the input training func-
tion to the network x(t) and the Laguerre output yh(t) represents the
correlation of the transmitted and returned signal.
Fig. 11 shows the simulation of the Hermite/Laguerre correlator for
an input SNR of 0.92 and signal duration of 40 s. The cascaded network
consisted of four identical Hermite/Laguerre networks, each having 50
Hermite and 50 Laguerre activation functions. Fig. 11(a) is the returned
pulse buried in noise, Fig. 11(b) is the Hermite output fitted to the noisy
returned signal, and Fig. 11(c) is the Laguerre network output.
In order to assess the performance of the Hermite/Laguerre corre-
lator, it was compared in simulation to a standard Fourier transform
correlator [19]. The Fourier transform correlator consisted of 50 cosine
and 50 sine functions with a fundamental period equal to 40 s. Fig. 12
shows the output SNR of the Hermite/Laguerre correlator compared to
the Fourier correlator as a function of the input SNR. The Hermite/La-
guerre correlator achieves an identical SNR to that of the Fourier cor-
relator.
VI. CONCLUSION
A neural network has been developed for correlation with a Gaussian
function using the Hermite orthonormal functions. The correlation of
a Hermite function with a Gaussian function results in an associated
Laguerre function. Consequently, by training a Hermite network to an
input function, the correlation output is also immediately available via
the Laguerre network. The spatial and frequency bandwidths of the net-
work have been defined and a sufficient spatial bandwidth was achieved
214 IEEE TRANSACTIONS ON NEURAL NETWORKS, VOL. 15, NO. 1, JANUARY 2004
by cascading the network. The network has been shown to have equiva-
lent properties to kernel regression and may be interpreted as a special-
ized type of RBNN with training by Hermite orthonormal functions.
The filtering provided by the Laguerre output produces a
factor-of-ten improvement in SNR compared to the Hermite output.
When compared with a sigmoid neural network as a filter for noisy
sine waves, it achieves a SNR that is greater by a factor of 1.8.
Besides the Gaussian filter, a fourth-order filter was synthesized using
a combination of two Hermite functions. This type of filter offers
greater frequency response and a sharper cutoff than the Gaussian
filter at the expense of a lower SNR.
Configured as a correlator detector, it has an equivalent SNR to that
of a Fourier transform correlator.
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Coupled Principal Component Analysis
Ralf Möller and Axel Könies
Abstract—A framework for a class of coupled principal component
learning rules is presented. In coupled rules, eigenvectors and eigenvalues
of a covariance matrix are simultaneously estimated in coupled equations.
Coupled rules can mitigate the stability-speed problem affecting noncou-
pled learning rules, since the convergence speed in all eigendirections of
the Jacobian becomes widely independent of the eigenvalues of the co-
variance matrix. A number of coupled learning rule systems for principal
component analysis, two of them new, is derived by applying Newton’s
method to an information criterion. The relations to other systems of this
class, the adaptive learning algorithm (ALA), the robust recursive least
squares algorithm (RRLSA), and a rule with explicit renormalization of
the weight vector length, are established.
Index Terms—Adaptive learning algorithm, minor component analysis
(MCA), neural networks, Newton’s method, Oja’s rule, principal compo-
nent analysis (PCA), robust recursive least squares learning algorithm,
speed-stability tradeoff.
I. INTRODUCTION
PRINCIPAL component analysis (PCA) of high-dimensional data
is an ingredient of many signal processing applications. PCA strives to
extract the “principal” directions in the data space where the variance of
the data is maximal, thus paving the way for dimension reduction and
data compression. Other applications rely on minor component anal-
ysis (MCA) which finds the directions of minimal variance. Neural net-
work approaches to PCA (MCA) pursue an “online” approach where
an estimate of the principal (minor) directions is updated after each pre-
sentation of a data point. Therefore, these methods are especially suited
for high-dimensional data, since the computation of the large covari-
ance matrix can be avoided, and for the tracking of nonstationary data,
where the covariance matrix slowly changes over time.
Many neural principal component analyzers have been suggested in
the literature, with important initial contributions by Oja [1] and Sanger
[2]; an overview can be found in [3]. The number of neural networks
for minor component analysis is somewhat smaller; a recent review is
given in [4]. Although the field has been active for two decades now,
the attempts to improve the methods and to suggest new approaches
and information criteria are continuing.
For a single PCA (MCA) neuron, the vector of synaptic weights
is modified by a learning rule in a way that it converges toward that
eigenvector of the covariance matrix of the data distribution which
has the largest (smallest) corresponding eigenvalue; this eigenvector
has the desired principal (minor) direction. With multiple PCA (MCA)
neurons, the weight vectors should converge to the orthogonal set of
eigenvectors of the covariance matrix with maximal (minimal) eigen-
values. Since generally only the direction of eigenvectors is defined but
not their length, neural PCA/MCA rules often constrain the length of
the weight vectors, some by converging toward a defined length (usu-
ally unit length [1] or a length related to the eigenvalue [5]), others by
keeping the weight vector length constant over time [4].
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