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1. INTRODUCTION 
Let m be a positive integer. Let K be the set of all m-tuples K = (k, ,..., k,) 
of nonnegative integers. Let x1 ,..., x, be indeterminates and write XK = 
x1 kl . . . ,f,,, In this paper we interpret the coefficients Qn and Qn in certain 
formal l&ducts 
.1II, (1 -~ XV)-~” = t Qntn, (1.1) 
n-0 
K; (1 + .x*tp = $ Qntn (1.2) 
as PoincarC series which occur in the invariant theory of a finite group G of 
linear transformations. 
The simplest cases of (1.1) and (1.2) are Euler’s identities 
go (1 - x”t)-1 = 1 + f 
n=, (1 - x) .! (1 - x”) tny 
(1.1’) 
p 
+ x”t) = 1 + 5 
x?L(“-1)/2 
n=l (1 - x) ..* (1 - x*) t”Y (1.2’) 
which correspond to m = 1 and G = 1. The method of this paper tells us to 
prove (1 .l’) and (1.2’) as follows. Interpret the coefficient of t” in terms of 
symmetric or alternating functions of IZ indeterminates, apply Molien’s 
formula to introduce a summation over the symmetric group S, , and then 
rearrange the right-hand side. 
* This work was supported in part by the National Science Foundation. 
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To give some idea of the main results of this paper and, at the same time, to 
avoid technical complication for the moment, we assume in this introduction 
that m is arbitrary and eK = 1 for all K. This corresponds to the case G = 1. 
These series Qta were studied by MacMahon [I 1, Sect. 3011 because they are 
generating functions for the number of partitions of an m-partite number. 
They may also be interpreted in terms of the theory of symmetric functions 
of several sets of indeterminates [11, Sect. 535-538; 21, Sect. 24-251. Andrews 
[l, Chap. 121 gives a good summary of their properties and a useful biblio- 
graphy. The series P, and P,, defined by 
p, = Qn fi (1 - x,)(1 - xi’) ..* (1 - xi”), 
i=l 
(1.3) 
pn = Qn fi (1 - x,)(1 - xi”) ..* (1 - X’?) (1.4) 
i=l 
are in fact polynomials, and we shall see that these polynomials may also be 
interpreted as Poincare series. The associated multigraded vector spaces may 
be constructed from the space Hn of polynomials harmonic for the symmetric 
group S, [8, 201, those polynomials in n indeterminates X, ,..., X, which lie 
in the kernels of all differential .operators f(a/&V, ,..., a/U,) where f is a 
symmetric polynomial in X1 ,..., X, with f(O ,..., 0) = 0. 
This interpretation of the P, as Poincare series explains much of what one 
knows about them. For example, Wright [24] conjectured and Gordon [9] 
proved by intricate combinatorial argument that the P, have nonnegative 
integer coefficients. This is clear from our results since a Poincare series has 
nonnegative coefficients by definition. Gordon’s intricate combinatorics is 
replaced by Lemma 4.3 below, which lies at about the level of difficulty of the 
Macaulay unmixedness theorem, and transfers the difficulty from combina- 
torics to commutative algebra. One corollary of this lemma is Theorem 4.26, 
a generalization of Gordon’s theorem which corresponds to a cyclic group G 
but involves no group invariants in its statement. In another direction 
Corollary 4.4 is a refinement of Burnside’s theorem on tensor powers of a 
representation of a finite group. 
Let h be a partition of n and let x be the corresponding character of S, . 
Let Hxn be the isotypic component of Hn of type x, by definition the sum of 
all simple submodules of Hn which have character x. In Section 5 we compute 
the Poincare series of Hxn and give a formula for P, as a multiple sum 
involving the Poincart series of Hxn and the irreducible characters of S, . 
There is a formal similarity between the computation in Theorem 5.18 and 
some of Stanley’s work [18] on plane partitions, but plane partitions do not 
enter into this paper. 
In case m = 2 the formula for P, simplifies because of the orthogonality 
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relations for the characters, and one can use the formula to compute the 
polynomials P, for small n. 1 did this about 10 years ago in connection with 
a problem on Weyl groups and Chevalley groups which had nothing to do 
with the infinite products (1.1) and (I .2). The resuits were not what one might 
have hoped for and the work languished until, by fortunate coincidence, I 
stumbled on a paper by Carlitz [6], who had computed precisely the same 
polynomials from a different point of view The source of the present paper 
thus lies in Example 5.21, which appears in [6]. 
In Section 6 we study the connection between products of the form (1.1) 
and (1.2), and the Polya-Redfield counting formula, a connection which 
Polya noticed in 1937 [13]. Formula (6.4) includes both the Polya-Redfield 
formula and Lemma 2.6. Nevertheless, in spite of the seeming generality of 
(6.4) it seems that one cannot get at any of the results of Sections 4 and 5 in 
this way because one cannot apply Lemma 3.4 in Poiya’s setup. 
I would like to thank George Andrews for telling me about Gordon’s 
proof of Wright’s conjecture and for encouraging me to write this paper. 
2. POINCAR~~ SERIES AND WREATH PRODUCTS 
Let G be a finite group and let V’ be a G module. We choose the field C of 
complex numbers as ground field as a matter of convenience, so that G 
module means C[G] module; with some minor rewriting we could replace C 
by any characteristic zero splitting field for G. If g E G we let g 1 V denote the 
endomorphism of V defined by g. We say that V is a graded G module if 
V = Ok Vk is a graded vector space in which the homogeneous components 
V, are G modules of finite dimension. Sums over k are understood to be over 
all nonnegative integers. If g E G we define a formal power series in an in- 
determinate x by 
V(x, d = C tr( g I Vk) xk, (2.1) 
k 
where tr denotes the trace. If g = 1 we simply write 
V(x) = c dim( V,) xk 
k 
(2.2) 
for the PoincarC series of V. 
Let Sz, = {l,..., n> and let S, be the symmetric group on Q, . Let G, = 
G 1 S, be the wreath product of G with S, . Recall [lo] that G, consists of 
all pairs (f, u) wherefis a mapping of 52, into G and u E S, . The multiplica- 
tion in G, is defined by 
where 
f(P) = fl~Plf&;l PI> PEQn. 
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The set of all elements (f 1) is a normal subgroup of G, isomorphic to 
G x ... x G, n factors. The set of all elements (1, u), where 1 denotes the 
constant map with value equal to the identity of G, is a subgroup isomorphic 
to S, . Note that (f, l)(l, a) = (f, 0). We identity G1 with G and agree that 
G, = 1. Let I’” = T”V be the nth tensor power of V. Make V” a graded 
vector space by defining 
and give it a G, module structure with the action 
for all u1 ,..., v, E V. Thus the formal power series V,(x, T) is defined for all 
T E G, . In this section we compute V,Jx, 7) in terms of the series V(x, g) 
with g E G. 
Let & ,..., K, be the conjugacy classes of G. Choose, once and for all, an 
element gi E Ki _ Fix an element T = (f, cr) of G, . If d 6 Qn is a (5 orbit, of 
cardinality say d, then the d products 
differ from one another by cyclic permutations of the factors and hence are 
conjugate in G. Let K(T, d) denote the conjugacy class of G containing all 
these products. For 1 < i < r and 1 <.j < n let aij be the number of orbits 
A of cr such that K(T, A) = Ki and 1 A / = j, where 1 A 1 denotes the car- 
dinality of A. The r x n matrix a = (Uij) is called the type of T .  The integers 
aij satisfy the conditions 
a,j 3 0, 1 jU,j = n. 
i.i 
(2.5) 
Let & be the set of all r x cc matrices of integers satisfying these conditions. 
We view an r x n matrix as an r x co matrix by inserting columns of zeros, 
so that the type of T  is an element of&Y . Every element of JZ& occurs as the 
type of some element of G, and two elements of G, are conjugate if and only 
if they have the same type [IO, Sect. 3.71. 
2.6. LEMMA. Let T  E G, have type (afj). Then 
Proof. Argue by induction on n. Say 7 = (A 0). Suppose first that u has 
just one orbit, and without loss of generality that u = (n ... 21). Choose a 
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basis for P adapted to the direct sum decomposition (2.3). Since T  maps 
Vk, @ ... @ Vk, into Vk, @ ... @ Vk/k, 0 Vk, there is no contribution to the 
trace unless k, = ... = k, . Thus 
P(x, T) = c tr(T I T”V,J ~9. 
Fix k, let ul, z+ ,... be a basis for V, , and for simplicity write,j;: =f(i), Then 
using the basis for TnV, consisting of all elements ui, @ ... @ ui, we see that 
and thus 
tr(T I T” V,) = tr(f, **. fn 1 V,) 
P(x, T) = Ctr(f, *a. fn / Vk)xnk = V(x",.fl ***fn>. 
k 
This proves the lemma in case u has just one orbit. 
Suppose now that n = n’ + n” where n’, n” are positive integers. Identify 
G,! x G,- with a subgroup of G, and V”’ 0 P” with V”. If T' E G,* and 
T" E G,” then setting T  = T'T" E G, we have T  j V” = (T' [ V”‘) @ (7" 1 V”“). 
Since 
we have 
v,n = @ v,“: @ v,“r 
k’+k”=k 
tr(7 I V,“) = C tr((7’ j V,“:) @ (7' j I$*)) 
k’+k”=k 
Thus 
= 7 
/’ 
+gsn- tr(7’ / V,“:) tr(7” / Vi:). 
F-(x, 7) = P’(x, 7’) P”(X, 7"). (2.7) 
If 7’ has type (&) and T" has type (a3 then u has type (aif) where aij = 
ajj + az . Thus using (2.7) and the induction hypothesis we get 
vyx, T)  = n V(xj, gp. 
i.i 
Since any element T  E G, for which the corresponding T  has more than one 
orbit may be decomposed as T'T" for suitable T', T" the proof is complete. 0 
If V, = 0 for positive k so that V is a finite-dimensional G module with no 
grading, then Lemma 2.6 amounts to formula (41) of Specht’s thesis [17]. In 
this form it may be traced back to Schur. Iff is constant, say f(i) = g for all 
ic!2,, then writing A = g 1 V (2.6) becomes 
tr(a . TnA) = tr(A)al tr(A2)+ ... tr(An)‘m, 
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where T”A is the nth tensor power of A and aj is the number of cr orbits with 
cardinality j. This is the formula which Schur [ 15, Hilfsatz 31 used to study the 
characters of S, and GL(V). 
3. POINCAR~ SERIES AND INFINITE PRODUCTS 
We say that a vector space is multigraded if it is a direct sum of finite- 
dimensional spaces which are indexed by m-tuples K = (k, ,..., k,) of non- 
negative integers. If V = Ok Vk is a graded vector space, then the mth tensor 
power TmV is multigraded by 
T”V = @(TV), (3.1) 
where 
(TmV)x = Vk, @ ... @ Vkm. (3.2) 
Sums over K are understood to be over the set K of ail m-tuples of nonnegative 
integers. If V is a graded G module we give T” V the G module structure 
g(v, @ ... @ urn) = gv, @ ... @ gv, ) g E G, vi E V. 
Let x1 ,...) x, be interdeterminates. Write x = (x1 ,..., xm)l and xK 
x$-. If g E G we define a formal power series (T” V)(x, g) by 
(3.3) 
k, . . . 
Xl 
It follows from (3.3) that 
Pm-% d = fi Wh 7 d. 
h=l 
If g = 1 we simply write 
(Tm V)(x) = 1 dim((T’“V),) xK 
K 
(3.4) 
(3.5) 
(3.4) 
for the Poincart series of the multigraded space Tm V. 
Let n be a positive integer and let V” = TnV be the n-fold tensor power of 
V. Give V” the grading (2.3) and the G,-module structure (2.4). We may 
apply the constructions of the preceding paragraph with G, in place of G and 
V” in place of V. Formula (3.5) is then replaced by 
(T”V”)(x, T) = fi WXh 9 4. 
h=l 
(3.7) 
1 There should be no confusion with the same letter x used as a single indeterminate in 
the Poincark series of a graded vector space. This is a convenient abuse of notation but 
the reader should be careful with some of the formulas in Sections 4 and 5. 
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If T has type (aij) it follows from (2.6) that 
(T” P)(X, T) = JJ V(Xhj, gp. (3.8) 
Let W be a G module of finite dimension. Then Waffords a character, say $, 
of G. Let Wn = Tn W and give Wn the G, module structure (2.4). If we apply 
(2.6) to the space V defined by V, = Wand V, = 0 for k > 0 we get 
Multigrade the space TmVn (B Wn by 
(T” V” @ wy, = (T” V”), cjjl W” 
and give it the G, module structure 
T(V @ W) = TV @ TW, VET~V”,WE W”,TEG,. 
It follows from (3.7), (3.8) and (3.9) that 
(TTnvn @ w”)(X, T)  = tr(T 1 wn) n vn(xh , T)  
h 
(3.10) 
If A4 is any G, module we say that an element a E M is invariant if ra = a 
for all 7 E G, . Let Z(M) denote the space of invariant elements of M. We 
suppress the dependence on the group G, in our notation and also let Z(M) 
denote the space of invariant elements in a G module M. Sums over T  (over 
g) are understood to range over all T  E G, ( g E G). The group will be clear 
from the context. If dim M is finite, it follows from the orthogonality relations 
for the characters that 
dim Z(M) = (l/l G, I) c tr(T I M). (3.11) 
If M is a graded (or multigraded) G, module then Z(M) is a graded (multi- 
graded) vector space with PoincarC series 
Z(M)(x) = U/l Gn I) c Mb, 4. (3.12) 
7 
If u E S,, let C(G) be the sign of u. Since the set of all elements (f, 1) is a normal 
subgroup of G, with factor group isomorphic to S, , we may view E as a 
representation of G, . We say that an element a E M is alternating if 
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~a = E(T) a for all T E G, . Let f(M) denote the space of alternating elements 
of M. If dim A4 is finite then 
dim Z(M) = (l/l G, I) 1 E(T) tr(-r j M). (3.13) 
If M is graded (or multigraded) then 
@%) = (l/l Gn i> 1 c(T) M(-% T>. (3.14) 
For notational convenience we agree that V” = C so Z(T” VO)(x) = 1 = 
f(T” P)(x). 
3.15. THEOREM. Let G be a finite group. Let V be a graded G module and 
let W be a finite-dimensional G module. Zf K is an m-tuple of nonnegative 
integers let 
e, = dim Z((TmV @ W),), (3.16) 
where Z denotes invariants under G. Define formal power series Q, and Qn in 
indeterminates x1 ,..., x, by 
(3.17) 
(3.18) 
where t is an indeterminate. Then Q,, is the Poincare’ series of Z(T”V” @ W”) 
and Q,, is the Poincare’ series of f(TmVn 0 Wn), where Z and f denote invariant 
and alternating elements under G, = G 1 S, . 
Proof: Let 7 E G, and suppose T  has type a = (a,J. Recall that we have 
chosen elements g, ,..., g, to represent the conjugacy classes of G. Let ci be 
the order of the centralizer of gi in G. Then [IO, Sect. 3.91 the order of the 
centralizer of T  in G, is 
c, = fl aii!( jcJai’. 
i.j 
(3.19) 
Let # be the character of G afforded by W. It follows from (3. lo), (3.12) and 
the remarks following (2.5) that 
Z(T”Vn @ W”)(x) = (l/i G, 1) c (TmV, @ W”)(x, T) 
156 
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Then 
1(7-P cg W”)(x) = c y, . (3.20) 
i%G.d, 
Let 28,, be the set of all sequences b = (6, , b, ,...) of nonnegative integers 
such that Cjbj = n. Let 
Pi,b = n (l/h’!)($j/j)b’, %,n = bz Pirb . 
i ” 
Let 4,?...Ja, be the set of all a E ~2’~ such that the ith row of u is in gla, for 
i=l ,*.., r. We may identify AC&,, .,,, n, with a,1 x -.- x an,. Then 
4 = u Jdz,,.....,, = u %A1 x ..* x grip ? 
n,+ . ..+n.=n nl,-“‘+n,=n 
where the union is taken over all r-tuples (n, ,..., n,) of nonnegative integers 
such that n, + ... + n, = IZ. If a E@‘,l x ... x Bn, then Pa =Pl+ ‘..Pr,a,, 
where Ui is the ith row of U. Thus 
c Pa = c c P1.q ... Pr.a, 
ad, nl+...+n,=n acL?,lX...XI, 
r 
c ql,nl ... G,n, . 
n,+. .+n,=-71 
Setting 
we have 
Since 
F,(t) = f qi,nfn, i = I,..., r 
n=O 
C &‘-Vn @ Wn)(x) t” = F,(t) *.. F,(t). 
n=o 
F,(t) = f ( c fi (l/b,!)(s,,ijy) t” 
n=O bd, j=l 
we have 
5 I(TnLVn @ W”)(X) in = exp i 2 (8,/j) t’ . 
n=o ( is1 jsl 1 
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It follows from (3.10) with n = 1 or from (3.5) that 
G-y 0 wx, g) = #(g) n %-* Id, g E G, 
h 
and thus 
where we write Jo = (jk, ,..., j/cm) if K = (k, ,..., km). Thus 
and 
(3.21) 
(3.22) 
f Z(TmVn @ W”)(x) tn = exp log fl(1 - .vvpe~ 
n=o 
= n (1 - :-t)? 
t( 
This proves (3.17). The proof of (3.18) is similar. Let ai = (-l)j+l. If T = 
(f, a) has type (adj) then u has xi aij cycles of length j so E(T) = ni,j Spj. Let 
Then (3.20) is replaced by 
(3.21) is replaced by 
and (3.22) is replaced by 
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4. GORDON'S THEOREM AND ITS RELATIVES 
Let A = C[X, ,..., X,] be a polynomial algebra. Let G be a finite group of 
C algebra automorphisms of A. In this section we apply the formulas of 
Section 3 to the graded G module A I=: Ok Al, where Al, is the space of 
homogeneous polynomials of degree k. The main result, Theorem 4.12, 
contains Gordon’s theorem [9, Sect. 21 on the coefficients in the expansion 
of nK (1 - ~t)-l, as the special case p = 1 and G = 1. 
We say that elements YI ,..., Y, of A are a basic set for (G, A) if each Yj is 
homogeneous, G invariant, and A is integral over C[Y, ,..., Y,]. The degrees 
d 1 ,..., d, of the elements in a basic set are not uniquely determined by (G, A) 
since, for example, if Y, ,..., Y, is a basic set then so is Y,“l..,.. Ykp for any 
positive integers k, ,..., k, . Theorem 4.12 and its corollaries are strongest 
when the degrees are small. Corollary 4.4 shows that we always have 
4 ...d, = Omod / G I. This gives a lower bound, which is in fact attained 
if and only if G, in its action on CX, + ... + CX, . is generated by unitary 
reflections [3, p. 115, Thtortime 41. 
4.1. LEMMA. There exists a basic set for (G, A). 
Proof Since G is finite we know [2, Sect. 1.9, p. 3231 that A is integral 
over Z(A), that Z(A) has transcendence degree p over C, and that Z(A) is a 
finitely generated C algebra. The generators of Z(A) may be chosen homo- 
geneous. The lemma is thus a consequence of the Noether normalization 
theorem [25, p, 2001. 0 
4.2. LEMMA. Suppose Y, ,.. , Y, is a basic set for (G, A) Let B = 
C[ Y, ,. . ., Y,]. Let dj = deg( Yi>. Then the Poincare’ series of B is 
B(x) = fi (1 - &)-‘. 
j-1 
Proof. Clear since Y, ,..., Y, are algebraically independent over C. 0 
4.3. LEMMA. Suppose Y, ,..., Y, is a basic set for (G, A). Let 
B = C[Y, ,..., Y,,]. Then there exists a finite-dimensional G submodule C of A 
which is spanned by homogeneous elements and such that A N B @ C as graded 
G modules. 
Proof. We argue as in [3, p. 107, ThBor&me 23. Since A is integral over B 
the ideal L = AY, + ... + AY, has finite codimension in A. Let LI, = 
L n Ak . Since L is a submodule of the semisimple G module Ak there exists 
a submodule Ck of Al, such that Al, = LI, @ CA . Let C = oli C, . Then C is 
a G module spanned by homogeneous elements and A = L @ C. Since A is 
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integral over B it follows [3, p. 137, Exercice 51 that A is a free B module. 
Let Z, , Z, ,... be a C basis for C consisting of homogeneous elements. Then 
by [3, p. 106, Remarque I] Z, , Z, ,.,., is a basis for A as B module and thus 
A=B@C. 0 
4.4. COROLLARY. Let dl ,..., d, be the degrees of a basic set,for (G, A) and 
let C be as in Lemma 4.3. Then dl ... d, = 0 mod 1 G 1 and C affords a direct 
sum of copies of the regular representation of G. 
Proof: Since A 31 B @ C and B consists of G invariants we have 
4x, g) = B(x) Ck d, g E G. 
Molien’s formula [3, p. 110, Lemme 21 states that 
(4.5) 
A(x, g) = det(1 - xg)-‘, (4.6) 
where det refers to the action of G on CX, + *.. + CX, . The module C 
affords a character, say y, of G. It follows from (4.2) that B(x) has the form 
l/(1 - x)pF(x) where F(x) is a polynomial and F(1) = dl ... d, . Setting 
x = 1 we see from (4.5) and (4.6) that 
y(g) = C(1, g) = ifl ... dQ ifg = 1, otherwise. (4.7) 
Write y = Ce c,& where the c, are integers and the sum is over all irredu- 
cible characters # of G. Then 
I G I c, = C4(d y(g-9 = 4 ..- G,Nl). 
g 
This formula shows, on taking zj = 1 the principal character, that dl **. d, = 
c1 1 G ] . It also shows that ] G 1 y = dl ... d, & #(l) tj is a multiple of the 
character of the regular representation. 0 
4.8. Remarks. If G, in its action on CX, + ..* + CA’, , is generated by 
unitary reflections, then theorems of Chevalley [3, p. 107, Thtoreme 21 and 
Shephard-Todd-Chevalley [3, p. 115, Theo&me 41 assert that one may 
choose a basic set Y, ,..., Y, such that I(A) = C[Y, ,..., Y,] = B and then C 
affords the regular representation of G. 
Corollary 4.4 is a refinement of Burnside’s theorem on tensor powers of a 
faithful representation of a finite group [5, p. 299, Theorem 41. To see this, 
let E be a vector space of finite dimension and let G be a finite subgroup of 
GL(E). Both the tensor algebra T(E) and the symmetric algebra S(E) are 
GL(E) modules and hence are G modules. If X, ,,.., X, is a basis for E then 
we may identify S(E) with A = C[X, ,..., X,]. Corollary 4.4 assures us that 
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every simple G module is isomorphic to a submodule of S(E) and hence, 
since we are in characteristic zero, to a submodule of T(E). 
Fix a positive integer n and let A” = TnA be the nth tensor power of A. 
The C algebra structure in A defines a C algebra structure in A”. For each 
i = l,..., n define a C algebra monomorphism v)i : A -+ An by 
c&(s) = 1 @ ... @ s 0 ... @ 1) JEA, (4.9) 
where s appears in the ith position. Let Zij = yi(Xj). Then A” = C[..., Zij ,...I 
is a polynomial algebra in np indeterminates. If s E A and k = l,..., n let 
where the sum is over all increasing sequences of k integers between 1 and n. 
Give An the grading (2.3). If G is a group of C algebra automorphisms of A, 
give A” the G, module structure (2.4). Then G, acts as a group of C algebra 
automorphisms of An. 
4.10. LEMMA. Let Y7. ,..., Y, be a basic set for (G, A). Then the elements 
ai(Yj)for 1 < i < n and 1 < j < p are a basic setfor (G, , A”). 
Proof. Since the Yj are homogeneous, so are the ai( Yj). If s E A then 
a,&) is invariant under all elements (1, a) where 0 E S, . Ifs E Z(A) is invariant 
under G then am is invariant under all (f, 1) wherefis any mapping of Q, 
into G. Thus ai( Yj) is invariant under all elements (1, 0) and (f, 1) and hence 
is invariant under G, . 
Let Bn = C[..., ai(Yj),. Since A is integral over B it follows that vi(A) 
is integral over q+(B) and thus A” is integral over C[..., yi(Yj),...]. Let Tbe an 
indeterminate. Then 
fj (T - dY,>> = go (-1Y ai T-i 
so T~( Yj) is integral over B”. Thus An is integral over Bn. q 
4.11. COROLLARY. The Poincur6 series of l3” is 
Ban(x) = fi fi (1 - xy-1. 
i=l j=l 
Proof. Since A” is integral over B* it follows that Bn has transcendence 
degree np over C. Thus the a{( Yj) are algebraically independent. El 
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4.12. THEOREM. Let A = C[X, ,..., X,] be a polynomial algebra and let G 
be a finite group of C algebra automorphisms of A. Let Y, ,..., Y, be a basic set 
for (G, A) and let dj = deg( Yj). Let W be a G module offinite dimension. For 
any m-tuple K of nonnegative integers let e, = dim I((T”Ai@ W),). Define 
formalpower series Q, and P, in indeterminates x, ,..., x, by 
n (1 - xKt)-eK = $ Qntn, 
K n=o 
P, = Qn fi fi fi (1 - ~7). 
h=li=l,=l 
(4.13) 
(4.14) 
Then P, is a polynomial with nonnegative integer coefficients. 
Proof Let B” = Cr..., ai(Yi),. Since the elements ai are a basic set 
for (G, , A”) it follows from Lemma 4.3 with the pair (G, A) replaced by 
(G, , An) that there exists a finite-dimensional G, submodtde C” of An which 
is spanned by homogeneous elements and such that An ‘v Bn @ C” as 
graded G, modules. Thus 
T”A” @ W” N T”B” @ TV” @ W”, 
where W” = Tn W. Since B” consists of G, invariants, so does T”B”. Thus 
there is an isomorphism 
I(TmAn @ Wn) N TmBn @ I(TmCn @,Wn) 
of graded vector spaces and a corresponding formula 
I(Tn”An @ W”)(x) = (TmBn)(x) . I(T’V @ Wn)(x) (4.15) 
for the PoincarC series in a single indeterminate X. It follows from (4.11) that 
the Poincare series of Tr”B” is 
(4.16) 
where x now stands for (x1 ,..., xm). It follows from the definition of P, and 
Theorem 3.15 that 
P, = I(TV” @ W”)(x) (4.17) 
is the Poincare series of a finite-dimensional multigraded vector space, and its 
coefficients are thus nonnegative integers. 0 
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If we define formal power series &,, and p,, by 
then the same argument shows that 
P, = f(Tvn @ W”)(x) 
is also a polynomial with nonnegative integer coefficients. If G 
Carlitz [6] proved form = 2 and Wright [24] proved for any m that 
&(x1 ,..., x;‘,..., xm) = (-1)” xErrQ,(xl ,..., xc ,..., x,J 
and thus 
&dXl ,.‘., Xl >.-*, xm) = x;(“-1)/2P,(x1 )..., XT1 )...) x,) 
(4.18) 
(4.19) 
(4.20) 
1 then 
(4.21) 
(4.22) 
for all I = l,..., m. Thus the P, determine the p, . We show following (4.30) 
that there are corresponding formulas for certain groups G. In (4.23)-(4.30) 
we confine our attention to the P, and simply remark here that there are 
corresponding formulas for the P, . 
4.23. COROLLARY. The polynomials P, have degree at most ~~=, Cp, 
(idi - 1) in each of the indeterminates x1 ,..., x,,, . 
Proof. Since A” ~sl Bn @ C” it follows from (4.11) that 
C”(x) = fj fi (1 + x + *** + x+1>. I-J (4.24) 
i-l j=l 
In Section 5 we shall compute the P, explicitly in certain cases, and this 
next corollary gives us a check on the computations. 
4.25. COROLLARY. For 1 < 1 < m de3ne a polynomial P,,l in m - 1 
indeterminates by 
Then 
pnz = Pnh ,a**, XI-1 , 1, XZfl ,***, &rJ. 
1 G /7L Pnz = (dim W)“(d, -.. d,)“(n!)p-l 17 C’$V~). 
h#Z 
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Proof. It follows from (4.17) and from (3.10) with C” in place of V” that 
1 G, 1 P,l = 1 tr(T I I+‘“) P(1, 7) n C”(x, , T). 
7 h#Z 
It follows from (4.7) with G, in place of G that C”(1, 7) = 0 for T # 1 and 
thus 1 G, / P,I = (dim IV)” C”(l) nh,l C”(x,). The assertion follows since 
P(l) = (dl ..* d,)” (n!)P by (4.24) and ) G, 1 = 1 G Is n!. 0 
Theorem 4.12 may be used to prove a generalization of Gordon’s theorem 
which does not involve any group invariants in its statement. 
4.26. THEOREM. Let r be a positive integer and let s be an integer, If 
K = (/Cl ,..., k,)isanm-tupleofnonnegativeintegerslet 1) K j/ = kl + ... + k,. 
Define formalpower series Qn and P, in indeterminates x1 ,..., x, b-v 
n 
ll~ll =smodr 
(1 - ~~f1-l = :. Qntn, 
h=l i=l 
Then P, is a polynomial with nonnegative integer coefficients. 
Proof. If r = 1, in which case s has no significance, this is Gordon’s 
theorem. Let G = (g) be a cyclic group of order r. Let 5 E C be a primitive 
rth root of unity. Let A = C[X] be a polynomial algebra in one indeterminate. 
Let G act on A by gP = IkXk. Then 1(A) = C[P] and we may choose {P} 
as a basic set for (G, A). Let W be the one-dimensional vector space C with 
the G module structure g . 1 = 5-*. For h = I,..., m define U, E TmA by 
lJ, = 1 @ .*. @X @ ... @ 1 where X appears in the hth position. Then 
T”A = C[U, ,..., U,] is a polynomial algebra in M indeterminates, multi- 
graded according to (3.2) by (FA), = CUK where UK = U$ **’ UEm. The 
G module structure (3.3) is given by gUK = [flKIfUK. The G module structure 
on (TmA @ W), is thus given by 
so that 
g( UK @ 1) = [“Kl@( UK @ 1) 
(T”A @ W)(x, g) = c c’IKII-S~K. 
I( 
It follows that 
I(TmA @ W)(x) = (l/r) 1 ~(II+S)XK = C ,p. 
i=l I/K~I =smodr 
Thus e, = 1 if Jj K IJ 3 s mod r and e, = 0 otherwise. The assertion follows 
now from Theorem 4.12. q 
582a/23/2-4 
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4.27. Remarks. Let G and A be as in the proof of Theorem 4.26. For 
i-1 ,..., n define Xi E A” as in (4.9) by X, = vi(X) = 1 @ .‘. @X @ 
... @ 1 where X appears in the ith position. Do not confuse Xi with the 
element Ui E A”’ defined in the proof of (4.26). The group G, acts on the first 
homogeneous component AIn =I CX, + ... + CX, of An according to (2.4). 
Thus 
(1, 0) xi = x,i , if, 1) xi =mxi. 
The corresponding group of n by n matrices consists of all monomial matrices 
whose nonzero entries are rth roots of unity. It is a unitary reflection group. 
The algebra Bn = C[a,(X$..., an(X defined in the proof of Lemma 4.10, 
consists of all symmetric polynomials in XiY,..., XnP and thus [16, Sect. 6(2)] 
Bn = I(AT2). Let Ln be the ideal of An generated by the homogeneous elements 
of positive degree in B”. Work of Steinberg 120, Theorems 1 and 21 and, in 
the special case r =: 1, Fischer-Schur [S, Sect. 51, shows that the space Cn 
spanned by the polynomial2 
and its partiat derivatives of ail orders, is a complement to Ln in A” and thus 
A” Y Bn @ C” by (4.3). In case r = 1 this space C” is the space Hn of 
S,-harmonic polynomials mentioned in the introduction to this paper. In 
case r = 1, Corollary 4.23 says that P, has degree at most n(n - 1)/2 in each 
of the indeterminates xi . Wright [24, Sect. 31 proved that the bound is 
attained. The element J, yields a different sort of bound. Since J, is alter- 
nating it follows that J, 0 ... @ J, , m factors, is symmetric if m is even and 
alternating if m is odd. Since J, is, up to a constant multiple, the unique 
homogeneous element of maximal degree in C” it follows from (4.17) that 
P, has total degree mn(n - I)/2 precisely when nz is even and pa has total 
degree mn(n - I)/2 precisely when m is odd. 
Finally, note in the situation of Theorem 4.26 that (4.25) becomes 
p,z = n fi (1 -+ Sh + . . . -L p). 
hfl i=l 
In particular 
P,(l,..., 1) = (rnnv)“-l . 3 
a formula of Carlitz and Wright in case r = I. 
(4.29) 
(4.30) 
We return now to the case of an arbitrary finite group G acting as a group 
of automorphisms of a polynomial algebra A = C[X, ,..., X,]. We will show, 
with some hypothesis on the action of G, that there are formulas analogous 
* There is a misprint in the formula for J, given on the last line of [20, p. 3941. 
PARTITION IDENTITIES AND INVARIANTS 165 
to (4.21) and (4.22) which have their origin in Molien’s formula (4.6). It 
follows from (4.6) that 
A(+, g-l) = (- l)p xp det( g) A(x, g), g E G, 
where det denotes the determinant of g as linear transformation of A, = 
cx, + *.. + CX, . Let T = (f, u) E G, . The map 8: G, -+ CX defined by 
O(T) = n detf(p) 
Pq 
is a homomorphism of groups. If T has type (Q) then 
d(7) = n det(g,)Q. 
i,i 
Let b = xi,? afj . Since n = xi,j ja,j we have E(T) = (-l)%+‘. It follows 
from (2.6) and the fact that x = h-l for any eigenvalue h of T or gi that 
k(X-‘, T-‘) = ( -l)b” X”“d(T) i@(X, T) 
= (--I)%* XnpC(T)’ e(T) A”@, T). 
Assume now that p is odd and that det g = 1 for all g E G. Then 8(T) = 1 
for all 7 and thus 
A”(+, T-‘) E(T-‘) = (-1)” X”“b(X, T). 
It follows from (3.7) by averaging over the group G, that 
i(T?4~)(x1 ,..., x;l )..., x,) = (- 1)” .r;~z(T”A”)(x, )...) Xl ,... ~ xm) 
for any I = I,..., m. If W = C with trivial G action, this is a generalization 
of (4.21) and leads to an analog of (4.22). I do not know if one can prove 
such formulas without the assumption that p is odd and det ( g) = 1. 
5. CHARACTER FORMULAS 
Let X1 ,..., X, be indeterminates and let si = Xii + ... $- Xni for i = 
1, 2, 3 ,.... Since s1 ,..., s, are algebraically independent there exist unique 
polynomials p1 = p&s, ,..., s,) such that 
where t is an indeterminate. We agree to write pl = 0 if 1~ 0. If h is a 
partition of some integer, with parts h, 3 h, 3 ... let 
@As1 ,.-, s,) = det(pAi-i+j> (5.2) 
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be the corresponding Schur function [18] where the size of the determinant is 
equal to the number of parts of A. 
In this section we derive a formula for the series Qn as a sum indexed by 
irreducible characters of G, , in which the summands are Schur functions. 
If G is cyclic and A = C[X] these Schur functions may be computed explicitly 
and we arrive at a formula for P, in terms of the hooks of certain partition 
diagrams. To avoid unnecessary complication we assume that the module W 
of (3.15) is W == C with trivial G action so that Qn = i(PV”)(x). 
We begin by summarizing the character theory of a wreath product 
G,& = G ‘I S, as given by Specht [ 171 in his thesis. Kerber [lo] has simplified 
part of Specht’s argument by using Clifford’s theorem on characters induced 
from a normal subgroup. There is a recent exposition by Williams [22] of 
Specht’s formula for the characters of G, in terms of Schur functions. 
Let #i ,..., &. be the irreducible characters of G. The irreducible characters 
of G, are indexed by r-tuples (A, ,..., A,), where A, is a partition of a non- 
negative integer n, and the integers nk satisfy n, + .‘. + n, = n. The charac- 
ter x corresponding to (A, ,..., A,) may be constructed as follows. Let Vk be a 
G module which affords I+!J~ Then TffkV1& has the structure of Gni, module 
given by (2.4) and affords a character, say & , of G,k. Let y,+, be the character 
of S,,.% corresponding to the partition A, . Since Gtir has Snk. as a factor group, 
characters of Snk may be viewed as characters of GDK. Thus fkvn, is a character 
of Gnk. We may view the direct product Gnl x ... x G, as a subgroup of G,. 
The character x of G, is induced by the character flqA, # ... # SrvA, of the 
subgroup Gnl :< ... x G,; where # as in f7, Sect. 431 denotes the outer 
tensor product. 
If a == (u,~) E JZ& let xa be the value of the character x on an element of 
type a and let c,, , given by (3.19) be the order of the centralizer of an element 
of type a. Let sij be indeterminates, where 1 < i < r and 1 <,j < n. Write 
s” = lJi,j sry. The polynomial 
@%. = c (1/4 X,JU (5.3) 
ned’, 
is called the characteristic of the character X. For 1 < k < r and 1 <,j < IZ 
define 
where ci , gi are as in (3.19). If x corresponds to the r-tuple (hi ,..., A,) of 
partitions then there is a remarkable formula [17, pp. 18-271 and [22, 
Theorem 2.21 
k=l 
(5.5) 
for the characteristic in terms of the Schur functions. 
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Let V = Ok Vk be a graded G module. If $ is an irreducible character of 
G let V, be the isotypic component of V of type #, by definition the sum of 
all simple submodules of V which afford #. Then V, is a graded vector space 
and has a Poincare series V,(x). Let vk be the character of G afforded by Vk 
and let (#, vk) be the multiplicity of # in vk . Then 
V,(x) = $4) c ($4 Vk) x”- (5.6) 
k 
Let F&V) = V,(x)/t/(l). Then 
Vdx, g> = $( 8 f?dx>, g 6 G. (5.7) 
It follows from the orthogonality relations for the characters that 
p&> = WI G I) 2 Kg) W, 8). (5.8) 
B 
Since V = @ V, , summed over all irreducible characters $, we have 
V(x, g) = c VJX, g) = 1 #(g) $w (5.9) 
4 * 
If V = A is a polynomial algebra on which G acts as a group of automor- 
phisms, write A” LH Bn @ Cn as in the proof of Theorem 4.3; this pre- 
supposes the choice of a basic set for (G, A) which is fixed once and for all. 
There are formulas analogous to (5.6)-(5.9) with G replaced by G, , # 
replaced by an irreducible character x of G, , and V replaced by a graded 
G, module, for example Vn, An, or 0’. Thus rXQ) and cXixn(x) are defined. 
5.10. THEOREM. Let x be the irreducible character of G, which corresponds 
to the r-tuple (A, ,..., A,.) of partitions. Then 
and 
k=l 
Proof. It follows from the analog of (5.8) for G, and from Lemma 2.6 
that 
&n(x) = c (l/&J 2, n V(xi, g&Q. 
a i.j 
Define a C algebra homomorphism 8: C[..., sij ,...I --f C&S]] by &r,J = 
V(xj, gJ. Extend complex conjugation to a semiautomorphism of C[..., 
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s<j ,...I by letting it fix the sij qnd use a bar to denote this semiautomorphism. 
It follows from (5.3) that pxn(x) = e(g). From (5.4) and (5.8) we have 
The formula for vxTL(x) follows now from (5.5). If V = A is a polynomial 
algebra then, since 3” consists of 6, invariants, we have A,” N B* @ Cxn. It 
follows that A,“(x) = P(x) Cxn(x) and thus ~$~(a) = P(x) Cx’Y,x). 0 
5.1 I. THEOREM. If x1 ,..., xrn are irreducible characters of G, let 
4x1....) xm) = (l/l G, I) C xl(~) .*. xm(d. 
Then 
Qn == 1 ... c c(x1 )...) xm) qc%> ..’ ~;m(%n)7 (5.12) 
Xl xm 
where each of x1 ,..., xm ranges over the set of irreducible characters of G, . If 
V = A is a polynomial algebra then 
P, = c ... cc<x l,..-, xm) cy-4 *** q$Gn~. (5.13) 
Xl xnz 
Proof. The analog of (5.9) for the pair (G, , V”) is 
VT% > T) = c X(T) QTXh), h = l,..., m, 
where the sum ranges over all irreducible characters x of G, . Since we are 
assuming in this section that W = C with trivial G action, Theorem 3.15 
says that Qn = I(T”V*)(x). Thus (5.12) follows from (3.7) and (3.12). We 
know from (4.17) that P, = I(TY?‘)(x) and thus (5.14) follows in the same 
way. q 
5.14. Remarks. Note that (5.10) and (5.11) taken together allow one to 
compute the Q, and P, in terms of Schur functions. Since the Cxn(x) are 
polynomials with nonnegative integer coefficients and the c(xl ,..., xm) are 
nonnegative integers, (5.13) is a refinement of Theorem 4.12. If m = 2 then 
the orthogonality relations for the characters may be used to simplify (5.12) 
and (5.13) and we get 
(5.13’) 
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where the sums are over all irreducible characters of G, . Suppose in particular 
that G = 1 and A = C[X]. Then G, is the symmetric group. The collapse of 
(5.12) into (5.12’) in this case is related to an observation of MacMahon 
[ll, Sect. 301-3021 who, although he did not have any formulas like (5.12) or 
(5.13), remarked nevertheless that the case m = 3 is “very complex and leads 
to no interesting results” while the case m = 2 “is, however, worth a 
moment’s consideration.” From the point of view of characters one sees 
good reason for his pessimism since c(xl , Xz , x3) is the multiplicity of x3 in 
XIXa and there is no closed formula for the decomposition of a product of 
irreducible characters of S, . When n = 3 the symmetric group S, has only 
three irreducible characters and one can use (5.13) to derive Wright’s formula 
for P3(x1 ,..., x,)[24, Sect. 41; the polynomials cx3(x) are given in (5.21). One 
could surely push the calculations further. 
In the rest of this section we let G = (g) be a cyclic group of order r, let 
A = C[X], and let G act on A by gXk = {“X”, where 5 is a primitive rth 
root of unity. This is the situation we studied in the proof of Theorem 4.23. 
We shall derive a formula for the cxn(x) and hence, by (5.13), a formula for 
P, which allows us to compute in concrete cases. Define Xi E A” as in (4.27) 
by Xi = 1 @ ... @ X @ ... @ 1, where X appears in the ith position. Then 
A” = C[X, ,.,., X,] is a polynomial algebra in IZ indeterminates, graded 
according to (2.3) so that Ak” is the space of homogeneous polynomials of 
degree k. The irreducible characters #r ,..., & of G are given by I,&( g) = 
<“-I. Since Z(A) = C[XV] and A4L, = Z(A) X”-l we have 
A”,,(x) = A,,(x) = xk-l/(1 - x’). (5.15) 
If k is a positive integer write (k) = 1 - xl and (k)! = (l)(2) 3.. (k). If h is a 
partition of n with parts A, > A, 3 ..* let 
F,(x) = xd/@,) -** &I), (5.16) 
where d = C Ui and the hi are the hook lengths of X. Formula (57) of [18] 
may be rewritten as 
x+F,,(x) = det(l/(A, - i + j)!), (5.17) 
where we agree that (0)! = 1 and l/(k) ! = 0 if k is negative. 
5.18.rTHEOREM. Suppose G is cyclic of order r and A = C[X]. Let x be 
the irreducible character qf G, which corresponds to the r-tuple (h, ,..., X,) of 
partitions, where h, is a partition of n, and n, + .‘. + n, = n. Let h,, > 
x2, 3 ... be the partS of hk and let h,, , hzk ,... be the hook lengths of xk . Let 
d = C i&, , e = CknK. 
i.k k 
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Let Cxn be the isotypic component of C” of type x and let 2;,‘Q) = C,“(x)/x( 1). 
Then 
Q+) = Xdr+e-nr-n 
Ii (3 / fil @ Ow9. 
i=l 
(5.19) 
Proof. Letp, = p& ,..., sn) be as in (5.1). Since s1 ,..., s, are algebraically 
independent there exists for each k = I,..., r a homomorphism 8, : C[s, ,..., 
s,] ---f C[[x]] of C algebras such that 
MSi) = A”,,W), i = l,..., n. 
Fix a positive integerj < n. Then [12, pp. 106-1081 
Pj = 1 (lica) SO> 
a 
where c, = a,! la1 ‘.. aj!jaj, .P = $1 ... syj and the sum is over all nonnegative 
integer solutions a = (a, ,..., aj) to a, + 2a, + ... + jai =j. Let ti = l/(ir) 
and let ta = @ ... ty*. Then by (5.15) 
e,( pi) = xj(lc-1) c ( l/Ca) P. 
a 
Let R, = C[X, r..., X,]. Let the symmetric group Si act as a group of algebra 
automorphisms of Ri by permuting X, ,..., Xj . Since Z(Rj) is generated by 
algebraically independent elements of degrees I, 2,...,j we have 
NW) = l/(j)!, 
where Z refers to Sj invariants. On the other hand, by Molien’s formula (4.6) 
applied with Rj in place of A we have 
Z(Rj)(x) = c l/ca(Qa1(2)c”” *-- (j)a’. 
a 
Replacing x by xr gives 
Thus 
C (l/c=) ta = l/(r)(2r) -*- (jr). 
a 
e,( pj) = xi(“-l)/(r)(2r) *** (jr). (5.20) 
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Let dk = xi i&, . Fix k and write v = hk and vi = hik . Then using (5.2), 
(5.20), (5.17), and (5.16) with v in place of h we get 
@“(A”,,(X), &,m...~ &(x9 
= M@“(~l se..> &LN 
= det(U&d 
= det(x (k-1)(vi-i+j)/(r)(2r) a.. ((vi - i + j) r)) 
= X(J-l-rhp”(X’) 
= X(k-l-dn,+rd, 
In 
nk Ow). 
i=l 
It follows from Theorem 5.10 that 
Since (4.11) says P(x) = l/(r)(2r) a-- (nr) the proof is complete. 0 
5.21. EXAMPLE. Let m = 2, n = 3, and r = 1. Then G, = S, and x is a 
character of S, corresponding to the partition h of 3. The pblynomials cX3(x) 
are given by 
X d e C3(x) 
3 3 3 1 
21 4 3 x -/- x2 
13 6 3 x3 
According to (5.13’) we have 
P3 = 1 + (Xl + Xl”)(X2 + xz2) + x,3x23. 
When m = 2 and r = 1 the polynomials Pa, P6, P, have been computed by 
Roselle [14] who proves Gordon’s theorem in this case by interpreting the 
coefficients of the P, in terms of rises and readings of permutations. Roselle 
states a formula [14, p. 146, line 93 which amounts to the case r = 1 of 
(5.13’). This formula is closely related to some work of Stanley [19, Sect. 51 
on plane partitions. 
5.22. EXAMPLE. Let m = 2, n = 3, and r = 2. Then G in its action on 
AI3 is the group of all 3 by 3 monomial matrices with nonzero entries equal 
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to &I. It is the symmetry group of the cube and has order 48. The character 
x corresponds to a pair of partitions X, , h of integers with sum equal to 3. 2 
The polynomials cx3(x) are given by 
d e 
2 
12 
21 
13 
3 3 
4 3 
6 3 
3 4 
4 4 
3 5 
4 5 
3 6 
4 6 
6 6 
xz + x1 
x6 
x + x3 + x5 
x3 + x” i- x7 
x2 + x4 + x6 
x3 + 9 + x8 
x3 
x5 + x7 
x3 
Since all characters of G are real we have x = jj in (5.13’) and thus P3 = 
C, cx3(x1) cx3(x,). Formula (4.26) serves as a check on the computations. In 
this case it says, setting x = x2 , that P,(l, x) = (2)(4)(6)/(l)(l)(l). 
6. THE POLYA-REDFIELD COUNTING FORMULA 
In Section 2 we’ chose V to be a graded G module. Assume now that V is 
multigraded by the set of all m-tuples K = (k, ,..., k,,) of nonnegative integers. 
Replace the definitions (2.1)-(2.3) by 
V(x) = C dim(V,) xK, 
K 
(6.1) 
(6.2) 
where x = (x1 ,..., x,,J and xK = x3 **a x2. There is a formula 
vyx, T) = n V(xj, gp TEG* (6.4) 
5.j 
analogous to (2.6) where 9 means (xrj,..., x,j). The proof is the same as the 
proof of (2.6). In particular, if T = (1, u) then 
P(X, T) = n Jqxy, (6.5) 
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where aj = q(u) is the number of cycles in u of lengthj. Let 
eK = dim V, . 
Define formal power series Qn and &* in indeterminates x1 , .  . . )  
n (1 - x’Y)-~ = c Q,P, 
K R 
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(6.6) 
xm by 
(6.7) 
(6.8) 
Polya [13, formulas 1.12 and 1.141 has shown, in a different language which 
does not involve the notion of graded vector space, that 
Qn = (l/n!) 1 (l/c& V(x)“l V(X~)“~ I.. V(X%)“~, (6.9) 
a 
& = (l//Z !) c (E&J V(x)Q V(x2)Q ..* V(x”)“n, (6.10) 
a 
where E, = (-l)az+aa+**-, c, = a,! 1”~ ... a,! I+ and the sum is over all 
solutions a = (aI ,..., an) to Cjq = n. Polya’s argument uses the logarithm- 
exponential trick as in the last lines of the proof of (3.17) and there is a formal 
similarity between (6.9), (6.10), and (3.17), (3.18), but I have not been able 
to exploit (6.9) and (6.10). The reasons are first, that there is group theoretic 
information contained in the eK of (3.16) while there is no group theory in the 
eK of (6.6); and second, that even in case G = 1 the formulas (6.9) and (6.10) 
do not lead to a proof of Gordon’s theorem because one cannot apply the 
tensor product lemma (4.3). 
In the hope that it may provide illumination for some reader, we show that 
(6.5) amounts to the Polya-Redfield counting formula [4,13] and hence that 
(6.4) is a generalization of this formula. Let R be a set. Suppose we are given 
a mapping w  called the weight, from R into the set of all monomials xK. Let 
R, = (r E R 1 w(r) = x}. Assume that R, is finite for all K. The series xK 
I R, I xK is called the figure counting series or store enumerator. Let V, be a 
vector space with basis R, and let V = 0, V, . The Poincart series 
V(x) = c dim( V,) xK = c 1 R, 1 xK 
K K 
of V is thus the figure counting series. Fix a positive integer n. Let D = 
u,..., n) and let F be the set of all functions from D to R. Iffs F define the 
weight w(f) offby 
a) = Ij Kfw>. 
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Let F, be the set of functions of weight x”. The group S, permutes F, by 
(uf)(d) = f(~-‘a). The mappingf+f(l) 0 ... @f(n) carries F into a basis 
for V” and commutes with the action of S, . This correspondence between 
functions and tensors has been exploited in connection with Polya’s theorem 
by Williamson [23]. If u E S, let FK,(I ={f~F,Iuj-=f}andletF,={fcF/ 
uf =f}. Then 1 FK,g 1 = tr(o / VKn). Since F,, is a disjoint union of the F,,, we 
have 
c w(f) = vyx, 0). 
fSF, 
It follows from (6.5) that 
w(f) = V(x)“’ v(xy *. . V(X”)a,, (6.11) 
where aj = aj(o). The Polya-Redfield formula for a permutation group 
follows from (6.11) by averaging over the group. 
REFERENCES 
1. G. ANDREWS, “The Theory of Partitions,” Addison-Wesley, Reading, Mass., 1976. 
2. N. BOURBAKI, “Commutative Algebra,” Chap. V, Addison-Wesley, Reading, Mass., 
1972. 
3. N. BOURBAKI, “Groupes et algebres de Lie,” Chapitre V, Hermarm, Paris, 1968. 
4. N. G. DE BRUIJN, Polya’s theory of counting, in “Applied Combinatorial Mathematics” 
E. F. Beckenbach, Ed., Chap 5, Wiley, New York, 1964. 
5. W. BURNSIDE, “Theory of Groups of Finite Order,” 2nd ed., Cambridge Univ. Press, 
Cambridge, 1911; reprinted by Dover, New York, 1955. 
6. L. CARLITZ, The expansion of certain products, Proc. Amer. Math. Sot. 7 (1956), 
558-564. 
7. C. W. CURTIS AND I. REINER, “Representation Theory of Finite Groups and Associative 
Algebras,” Wiley-Interscience, New York, 1962. 
8. E. FISCHER, Uber algebraische Modulsysteme und lineare homogene partielle Differen- 
tialgleichungen mit konstanten Koefhzienten, J. R&e Angew. Math. 140 (191 l), 
48-8 1. 
9. B. GORWN, Two theorems on multipartite partitions, J. London Math. Sot. 38 (196% 
459-464. 
10. A. KERBER, “Representations of Permutation Groups I,” Springer Lecture Notes 
No. 240, Springer-Verlag, New York, 1971. 
11. P. A. MACMAHON, “Combinatory Analysis,” Cambridge Univ. Press, Cambridge 
1915-1916; reprinted by Chelsea, New York, 1960. 
12. F. D. MURNAGHAN, “The Theory of Group Representations,” Johns Hopkins Univ. 
Press, Baltimore, 1938. 
13. G. POLYA, Kombinatorische Anzahlbestimmungen fur Gruppen, Graphen, und che- 
mische Verbindungen, Acta. Math. 68 (1937), 145-253. 
14. D. P. ROSELLE, Coefficients associated with the expansion of certain products, Proc. 
Amer. Mafh. Sot. 45 (1974), 144150. 
PARTITION IDENTITIES AND INVARIANTS 175 
15. I. SCHUR, Ukr die rationalen Darstellungen der allgemeinen linearen Gruppe, Sitz. 
Preuss. Akad. Wiss. Phys. Math. KI. (1927), 58-75; also “Gesammelte Abhandlungen,” 
Band III, pp. 68-85, Springer-Verlag, New York, 1973. 
16. G. C. SHEPHARD AND J. A. TODD, Finite unitary reflection groups, Canad. J. Math. 
6 (1954), 274304. 
17. W. SPECHT, Eine Verallgemeinerung der symmetrischen Gruppe, S&P. Math. Sem. 
Inst. Angew. Math. Univ. Berlin, 1, Heft 2 (1932) l-32, 
18. R. P. STANLEY, Theory and application of plane partitions, I, II, Stud. Appl. Math. 
50 (1971), 167-188; 259-279. 
19. R. P. STANLEY, The conjugate trace and trace of a plane partition, J. Combinatorial 
Theory (A) 14 (1973) 53-65. 
20. R. STEINBERG, Differential equations invariant under finite reflection groups, Trans. 
Amer. Math. Sot. 112 (1964), 392-400. 
21. K. TH. VAHLEN, Rationale Funktionen der Wurzeln; Symmetrische und Affektfunk- 
tionen, in “Encyklopldie der Math. Wiss.,” Teil I B 3b, Teubner, Stuttgart, 1898- 
1904. 
22. A. G. WILLIAMS, Characteristics of G Wr S, , Math. Proc. Cambridge Phil, Sot. 
79 (1976), 433441. 
23. S. G. WILLIAMSON, Symmetry operators of kranz products, J. Combinatorial Theory 
11 (1971), 122-138. 
24. E. M. WRIGHT, Partitions of multi-partite numbers, Proc. Amer. Math. Sot. 7 (1955), 
880-890. 
25. 0. ZARISKI AND P. SAMUEL, “Commutative Algebra,” Vol. II, Van Nostrand, 
Princeton, N.J., 1960; reprinted by Springer-Verlag, New York, 1976. 
