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The returns of assets are related to theirs conditional variance and covariance in
most of the assets pricing models. Most of empirical finance literatures suggest that
conditional variance and covariance vary random over time. Engle’s (1982)autoregres-
sive conditional heteroscedasticity (ARCH) models and Bollerslev’s (1986)generalized
autoregressive conditional heteroscedasticity (GARCH) models have a good descrip-
tion of the characteristics of variance changing. So the type models are widely ap-
plied in the modeling in macro economic and finance. Another type of conditional
heteroscedastic model–double autoregressive model which proposed by Weiss also at-
tracts the attention of the people. Ling and others have done some related research to
the structure and properties of the models. And Ling has estimated the parameters of
the models by MLE.
However, we know that the bayesian method develops quickly along with the ad-
vanced in statistical computing. In this paper, We develop a Markov chain Monte Carlo
method for a double autoregressive model. To generate a Monte Carlo sample from the
joint posterior distribution, we employ a Markov chain sampling with the Metropolis
Hastings algorithm. In this paper, we simulate to generate different time series data,
in order to estimate the parameters of the first order and second order of the double
autoregressive models. It is shown that the bayesian approach seems to lead to a more
reasonable point estimate as well as a more reliable confidence interval than the com-
mon classical answers based on MLE. An application to the US 90-day treasury bill
rate series is also given. The method is shown to be feasible and competitive compared
with the maximum likelihood method.
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其中：ω，αi > 0，t ∈ N ≡ {−max{p, q}, . . . , 0, 1, 2, . . .}，{ηt}是E(ηt) = 0以及
V ar(ηt) < ∞的独立同分布随机序列，当s ≤ 0时，ys独立于{ηt : t ≥ 1}。令Ft
































撑集为R；(c)ηt的二阶矩存在。显然，当模型残差ηt ∼ N(0, 1)或ηt ∼ t(v)，v >
2时，都满足(a)-(c)三个条件。以上的研究都是对p = q = 1时的情况。Ling[10]还









































































看，f(x, θ)在给定θ后是个条件密度函数，常记为f(x | θ)。我们一般称这个条件
密度给提供我们的有关的θ信息为总体信息。(b)给定θ后，从总体f(x | θ)中随机







基础上获得的样本x，和参数的联合密度函数f(x, θ) = f(x|θ)p(θ)。在这个联合






























定义 2.1: 设F = {f(x|θ) : θ ∈ Θ}是以Θ为参数的密度函数族，又设P =
{p(θ)}是θ的先验分布族，假如对于任意的f ∈ F和p ∈ P，所得后验分布仍
在族P中，称p(θ)为参数θ的共轭先验分布。先验分布在很多场合被采用，
其主要原因是计算较为方便简单，一般无需计算边际分布f(x)，而后验分
布p(θ | x)可从因式得到。因为在很多场合中，f(x)和p(θ | x)的具体计算都是相
当复杂困难的。但是我们在选用共轭先验分布时要注意先验的合理性。以下列
出几个常用的共轭先验分布：










定理 2.1: 给定先验分布p(θ)和二次损失函数L(θ, δ) = (δ − θ)2，θ的贝叶斯估计δ

























定义 2.2: 参数θ的后验分布为f(θ|x)，对给定的样本x和概率1− α(0 < α < 1)，
若存在这样的二个统计量θL和θU，使得P (θL ≤ θ ≤ θU |x) ≥ 1 − α，则称区
























































定义 2.3: 假定我们用如下方法产生一个随机变量序列{θ(0), θ(1), θ(2), . . .}：在任
一时刻t, (t ≥ 0)，序列中下一时刻t + 1处的θ(t+1)由条件分布p(θ | θ(t))产生，
它只依赖于时刻t处的当前状态而与时刻t以前的历史状态θ(0), θ(1), . . . , θ(t−1) 无
关，这样一个随机变量序列称为Markov链。表达式为：p(θ, θ̂) = p(θ → θ̂) =
p(θ(t+1) = θ̂|θ(t) = θ)，称p(·, ·)为转移核。
定义 2.4: 若π(θ)满足
∫
p(θ, θ∗)π(θ)dx = π(θ∗)，则称π(θ) 为转移核p(·, ·)的平稳
分布。
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