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Abstract
We construct a pseudo-multiplicative unitary from an inclusion of finite-dimensional C∗-
algebras when the inclusion satisfies certain conditions. We also study an example which
provides a non-trivial pseudo-multiplicative unitary. © 2002 Elsevier Science Inc. All rights
reserved.
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1. Introduction
Baaj and Skandalis [1] introduced a notion of a multiplicative unitary. It is a gen-
eralization of a Kac–Takesaki operator that appears in the duality theory for a locally
compact group. Vallin [13] generalized the notion of a multiplicative unitary when
he studied an analog of a Kac–Takesaki operator for a measured groupoid (see also
[12]). He called it a pseudo-multiplicative unitary. The author formulated a notion
of pseudo-multiplicative unitary in the framework of Hilbert C∗-modules in [9]. It
is well known that Jones studied the index theory for inclusions of von Neumann
algebras and that his theory has been a great success (see [6]). Multiplicative unitar-
ies and pseudo-multiplicative unitaries are closely related to inclusions of operator
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algebras and to Jones’ index theory. Enock and Nest [4] constructed a multiplicative
unitary from an irreducible depth 2 inclusion of factors and Enock and Vallin [5] con-
structed a pseudo-multiplicative unitary from a depth 2 inclusion of von Neumann
algebras. On the other hand, Watatani [15] studied the index theory for inclusions
of C∗-algebras in the framework of Hilbert C∗-modules. It is interesting to study
pseudo-multiplicative unitaries arising from inclusions of C∗-algebras.
In this paper, we construct a pseudo-multiplicative unitary from an inclusion of
finite-dimensional C∗-algebras when the inclusion satisfies certain conditions. To
do this, we formulate the argument of Enock and Vallin [5] in the framework of
Hilbert C∗-modules using Watatani’s index theory [15]. The aim of this paper is to
study the basic relations between a pseudo-multiplicative unitary and an inclusion
of C∗-algebras in the framework of Hilbert C∗-modules and the result of this pa-
per will be useful for studying a pseudo-multiplicative unitary arising from a more
general inclusion of C∗-algebras. The paper is organized as follows: Section 2 is a
preliminary section in which we summarize the results in [9]. Section 3 is a main
section in which we construct a pseudo-multiplicative unitary from an inclusion of
finite-dimensional C∗-algebras. In Section 4, we study an example which provides a
non-trivial pseudo-multiplicative unitary.
Pseudo-multiplicative unitaries in finite-dimension are also studied by Böhm and
Szlachányi [2] and by Vallin [14]. (See also [3] and [8] for related topics.) They
studied pseudo-multiplicative unitaries from the viewpoint of multiplicative isome-
tries. On the other hand, in this paper we study pseudo-multiplicative unitaries in the
framework of Hilbert C∗-modules. There are some difficulties when we study them
in the framework of Hilbert C∗-modules. For example, we do not have in general
the following objects: a flip on an interior tensor product of Hilbert C∗-modules, a
tensor product I ⊗ x as operator on an interior tensor product of Hilbert C∗-modules
for an adjointable operator x on a Hilbert C∗-module and a modular involution on a
Hilbert C∗-module. But it is necessary to study pseudo-multiplicative unitaries and
pentagonal equations in the framework of Hilbert C∗-modules when we investigate
the structure of inclusions of C∗-algebras in the framework of Watatani’s index the-
ory. In a forthcoming paper [10], we will study more general pentagonal equations
and multiplicative operators in the framework of Hilbert C∗-modules based on the
results in this paper.
2. Preliminaries
2.1. Tensor products of Hilbert C∗-modules
First, we recall some definitions and notations on HilbertC∗-modules. For details,
we refer the reader to [7]. Let A be a C∗-algebra. A Hilbert A-module is a right A-
module E with an A-valued inner product 〈· , ·〉 such that E is complete with respect
to the norm ‖ξ‖ = ‖〈ξ, ξ〉‖1/2. Note that the inner product is linear in its second
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variable. A Hilbert A-module E is said to be full if the closure of the linear span
of {〈ξ, η〉; ξ, η ∈ E} is all of A. Let E and F be Hilbert A-modules. We denote by
LA(E, F ) the set of bounded adjointable operators from E to F and we denote
by KA(E, F ) the closure of the linear span of {θξ,η; ξ ∈ F, η ∈ E}, where θξ,η is
the element of LA(E, F ) defined by θξ,η(ζ ) = ξ〈η, ζ 〉 for ζ ∈ E. We abbreviate
LA(E,E) and KA(E,E) to LA(E) and KA(E), respectively.
Let A and B be C∗-algebras. Suppose that E is a Hilbert A-module and that F
is a Hilbert B-module. Let φ be a ∗-homomorphism of A to LB(F ). Then we can
define the interior tensor product E ⊗φ F [7, Chapter 4]. For ξ ∈ E and η ∈ F ,
we denote by ξ ⊗ η the corresponding element of E ⊗φ F . Note that E ⊗φ F is a
Hilbert B-module with a B-valued inner product such that
〈ξ1 ⊗ η1, ξ2 ⊗ η2〉 = 〈η1, φ(〈ξ1, ξ2〉)η2〉
for ξ1, ξ2 ∈ E and η1, η2 ∈ F . For x ∈LA(E), we can define an element x ⊗ I of
LB(E ⊗φ F ) by (x ⊗ I )(ξ ⊗ η) = (xξ)⊗ η [7, Chapter 4]. Note that, in general,
we cannot define I ⊗ x for x ∈LB(F ) and that, when E = F , we cannot define a
flip on E ⊗φ E which sends ξ ⊗ η to η ⊗ ξ .
Let Ei be a Hilbert Ai-module for i = 1, 2, 3 and let φi be a ∗-homomorphism
of Ai−1 to LAi (Ei) for i = 2, 3. Define a ∗-homomorphism φ2 ⊗ ι of A1 to LA3
(E2 ⊗φ3 E3) by (φ2 ⊗ ι)(a) = φ2(a)⊗ I for a ∈ A1. Then we have
(E1 ⊗φ2 E2)⊗φ3 E3 = E1 ⊗φ2⊗ι (E2 ⊗φ3 E3).
We denote the above tensor product by E1 ⊗φ2 E2 ⊗φ3 E3.
Suppose that C is a commutative C∗-algebra and that E and F are Hilbert C-
modules. Then we can define a ∗-homomorphism ψ of C toLC(F ) by ψ(c)ξ = ξc
for c ∈ C and ξ ∈ F . We denote by E ⊗C F the interior tensor product E ⊗ψ F and,
for ξ ∈ E and η ∈ F , we denote by ξ ⊗C η the corresponding element of E ⊗C F .
Then E ⊗C F is a Hilbert C-module with a C-valued inner product such that
〈ξ1 ⊗C η1, ξ2 ⊗C η2〉 = 〈ξ1, ξ2〉〈η1, η2〉
for ξ1, ξ2 ∈ E and η1, η2 ∈ F . For x ∈LC(E) and y ∈LC(F ), we can define
an element x ⊗C y of LC(E ⊗C F) by (x ⊗C y)(ξ ⊗C η) = (xξ)⊗C (yη). When
E = F , there exists a flip σ in LC(E ⊗C E) such that σ(ξ ⊗ η) = η ⊗ ξ . For i =
1, 2, 3, let Ei be a Hilbert C-module. Then we have
(E1 ⊗C E2)⊗C E3 = E1 ⊗C (E2 ⊗C E3).
We denote the above tensor product by E1 ⊗C E2 ⊗C E3.
Let F1 and F2 be Hilbert B-modules and let φi be a ∗-homomorphism of A to
LB(Fi) for i = 1, 2. We denote by LB((F1, φ1), (F2, φ2)) the set of elements x of
LB(F1, F2) such that xφ1(a) = φ2(a)x for all a ∈ A. We abbreviate LB((F1, φ1),
(F1, φ1)) to LB(F1, φ1). We define KB((F1, φ1), (F2, φ2)) and KB(F1, φ1) simi-
larly. The following proposition is useful in later arguments.
Proposition 2.1 [9]. For i = 1, 2, let Ei be a Hilbert A-module, let Fi be a Hilbert B-
module and let φi be a ∗-homomorphism of A toLB(Fi). For x ∈LA(E1, E2) and
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y ∈LB((F1, φ1), (F2, φ2)), there exists an element x ⊗ y ofLB(E1 ⊗φ1 F1, E2 ⊗φ2
F2) such that (x ⊗ y)(ξ ⊗ η) = (xξ)⊗ (yη) for ξ ∈ E1 and y ∈ F1.
2.2. Definition of pseudo-multiplicative unitaries
Let C be a commutative C∗-algebra. For i = 1, 2, 3, let Ei be a Hilbert C-module
and let φi be a ∗-homomorphism of C to LC(Ei). We define a ∗-homomorphism
φi ⊗ ι of C to LC(Ei ⊗φj Ej ) by (φi ⊗ ι)(c) = φi(c)⊗ I for i, j = 1, 2, 3. Since
C is commutative, we can define a ∗-homomorphism ι⊗ φj of C toLC(Ei ⊗φj Ej )
by (ι⊗ φj )(c) = I ⊗ φj (c). Similarly we can define ∗-homomorphisms φi ⊗C ι and
ι⊗C φj of C to LC(Ei ⊗C Ej ). Then we have
(E1 ⊗φ2 E2)⊗C E3 = E1 ⊗φ2⊗Cι (E2 ⊗C E3).
We denote the above tensor product byE1 ⊗φ2 E2 ⊗C E3. Note that (E1 ⊗C E2)⊗φ3
E3 does not coincide with E1 ⊗C (E2 ⊗φ3 E3).
For i = 1, 2, 3, let ξi be an element of Ei . There exists an isomorphism σ1 of
E1 ⊗C (E2 ⊗φ3 E3) onto E2 ⊗ι⊗Cφ3 (E1 ⊗C E3) such that
σ1(ξ1 ⊗C (ξ2 ⊗ ξ3)) = ξ2 ⊗ (ξ1 ⊗C ξ3).
There exists an isomorphism σ2 of (E1 ⊗C E2)⊗φ3 E3 onto E2 ⊗ι⊗φ3 (E1 ⊗φ3 E3)
such that
σ2((ξ1 ⊗C ξ2)⊗ ξ3) = ξ2 ⊗ (ξ1 ⊗ ξ3).
We define several operators as follows:
(1) For T ∈LC((E1 ⊗C E3, ι⊗C φ3), (E1 ⊗φ3 E3, ι⊗ φ3)), define
T˜13 ∈LC(E2 ⊗ι⊗Cφ3 (E1 ⊗C E3), E2 ⊗ι⊗φ3 (E1 ⊗φ3 E3))
by T˜13(ξ2 ⊗ (ξ1 ⊗C ξ3)) = ξ2 ⊗ T (ξ1 ⊗C ξ3), and define
T13 ∈LC(E1 ⊗C (E2 ⊗φ3 E3), (E1 ⊗C E2)⊗φ3 E3)
by T13 = σ ∗2 T˜13σ1.
(2) For T ∈LC(E1 ⊗C E2, E1 ⊗φ2 E2), define
T ⊗ I ∈LC((E1 ⊗C E2)⊗φ3 E3, E1 ⊗φ2 E2 ⊗φ3 E3)
by (T ⊗ I )((ξ1 ⊗C ξ2)⊗ ξ3) = T (ξ1 ⊗C ξ2)⊗ ξ3, and define
T ⊗C I ∈LC(E1 ⊗C E2 ⊗C E3, E1 ⊗φ2 E2 ⊗C E3)
by (T ⊗C I)((ξ1 ⊗C ξ2)⊗C ξ3) = T (ξ1 ⊗C ξ2)⊗C ξ3.
(3) For T ∈LC(E2 ⊗C E3, E2 ⊗φ3 E3), define
I ⊗C T ∈LC(E1 ⊗C E2 ⊗C E3, E1 ⊗C (E2 ⊗φ3 E3))
by (I ⊗C T )(ξ1 ⊗C ξ2 ⊗C ξ3) = ξ1 ⊗C T (ξ2 ⊗C ξ3).
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(4) For T ∈LC((E2 ⊗C E3, φ2 ⊗C ι), (E2 ⊗φ3 E3, φ2 ⊗ ι)), define
I ⊗ T ∈LC(E1 ⊗φ2 E2 ⊗C E3, E1 ⊗φ2 E2 ⊗φ3 E3)
by (I ⊗ T )(ξ1 ⊗ ξ2 ⊗C ξ3) = ξ1 ⊗ T (ξ2 ⊗C ξ3).
In the following, we set E = E1 = E2 = E3 and φ = φ1 = φ2 = φ3. Then we
have a notion of a pseudo-multiplicative unitary for (E, φ). The following definition
is a Hilbert C∗-module version of the definition by Vallin [13].
Definition 2.2 [9]. Let V be a unitary operator in LC(E ⊗C E,E ⊗φ E) such that
V (ι⊗C φ)(c) = (ι⊗ φ)(c)V and V (φ ⊗C ι)(c) = (φ ⊗ ι)(c)V for every c ∈ C. The
operator V is called a pseudo-multiplicative unitary if it satisfies the generalized
pentagonal equation:
(V ⊗ I )V13(I ⊗C V ) = (I ⊗ V )(V ⊗C I).
2.3. Hopf C∗-algebras on Hilbert C∗-modules
We keep the notations in Section 2.2. We introduce a notion of Hopf C∗-algebras
on Hilbert C∗-modules. This is a modification of the definition of Hopf C∗-algebras
by Vallin [11].
Definition 2.3 (cf. [9]). Let δ be a non-degenerate injective ∗-homomorphism of
LC(E) to LC(E ⊗φ E, ι⊗ φ). The pair (LC(E), δ) is said to be a Hopf C∗-alge-
bra on (E, φ) if it satisfies the following conditions:
(1) For every a ∈LC(E, φ), δ(a) belongs to LC(E ⊗φ E, φ ⊗ ι).
(2) There exist unital injective ∗-homomorphisms
δ ⊗ id, id ⊗ δ :LC(E ⊗φ E, ι⊗ φ)→LC(E ⊗φ E ⊗φ E)
such that, for a ∈LC(E) and b ∈LC(E, φ), (δ ⊗ id)(a ⊗ b) = δ(a)⊗ b, (id ⊗
δ)(a ⊗ b) = a ⊗ δ(b) and such that (δ ⊗ id) ◦ δ = (id ⊗ δ) ◦ δ.
Then we have the following theorem.
Theorem 2.4 (cf. [9]). Let E be a full Hilbert C-module and φ : C →LC(E) be a
non-degenerate ∗-homomorphism. Suppose that there exists a pseudo-multiplicative
unitary V inLC(E ⊗C E,E ⊗φ E). Define a map δ :LC(E)→LC(E ⊗φ E) by
δ(a) = V (a ⊗C I)V ∗ for a ∈ A. Then (LC(E), δ) is a Hopf C∗-algebra on (E, φ).
The maps δ ⊗ id and id ⊗ δ are defined as follows:
(δ ⊗ id)(a)=Ad((V ⊗ I )σ ∗2 )(I ⊗ a),
(id ⊗ δ)(a)=Ad(I ⊗ V )(a ⊗C I)
for a ∈LC(E ⊗φ E, ι⊗ φ),where I ⊗ a ∈LC(E ⊗ι⊗φ (E ⊗φ E)) and a ⊗C I ∈
LC(E ⊗φ E ⊗C E).
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3. Inclusions of finite-dimensional C∗-algebras
In this section, we formulate the argument in [5] using Watatani’s index
theory for inclusions of finite-dimensional C∗-algebras. As for Watatani’s index
theory, we refer the reader to [15]. Let A1 be a finite-dimensional C∗-algebra, let A0
be a C∗-subalgebra of A1 which contains the identity of A1 and let P1 : A1 → A0
be a faithful positive conditional expectation. We assume that P1 is of index-finite
type, that is, there exists a family ui ∈ A1 (i = 1, . . . , n) such that
n∑
i=1
uiP1(u
∗
i a) = a =
n∑
i=1
P1(aui)u
∗
i
for every a ∈ A1 [15, 1.2.2, 2.1.6]. Then the index of P1 is given by Index P1 =∑
i uiu
∗
i , which is an element of the center of A1. We denote by E1 a right A0-
module A1 whose right A0-action is the product in A1. Define an A0-valued inner
product of E1 by 〈a, b〉 = P1(a∗b) for a, b ∈ E1. Then E1 is a Hilbert A0-mod-
ule. Set A2 =KA0(E1) (cf. [15, 2.1.2, 2.1.3]). Note that we have KA0(E1) =
LA0(E1). In fact,
∑n
i=1 θui ,ui is the identity operator inLA0(E1). Define a unital in-
jective ∗-homomorphism φ1 : A1 →KA0(E1) by φ1(a)b = ab for a ∈ A1 and b ∈
E1 = A1, where ab is the product in A1. We identify φ1(A1) with A1 and we have
inclusions A0 ⊂ A1 ⊂ A2, which is the basic construction ([15, 2.2.10], see also
[6, Chapter 2]). Let P2 : A2 → A1 be the dual conditional expectation of P1, that is,
P2(θa,b) = (IndexP1)−1ab∗ for a, b ∈ A1 [15, 2.3.3]. Note that P1 ◦ P2 : A2 → A0
is a conditional expectation of index-finite type [15, 1.7.1, 2.3.4]. We denote by E2
a right A0-module A2 whose right A0-action is the product in A2. Define an A0-
valued inner product of E2 by 〈a, b〉 = P1 ◦ P2(a∗b) for a, b ∈ E2. Then E2 is a
Hilbert A0-module. Define a unital injective ∗-homomorphism φ2 : A2 →KA0(E2)
by φ2(a)b = ab for a ∈ A2 and b ∈ E2 = A2, where ab is the product in A2. We
denote by φ01 the restriction of φ1 to A0. Define a linear map  : E1 ⊗φ01 E1 → E2
by
(a ⊗ b) = θa,b∗φ1
(
(Index P1)1/2
)
for a, b ∈ E1. Then  is an isomorphism between the Hilbert A0-modules. With the
quasi-basis {ui}ni=1 introduced above, the inverse of  has the following form:
−1(x) =
n∑
i=1
x(ui)⊗ (Index P1)−1/2u∗i
for x ∈ E2. We identify E2 with E1 ⊗φ01 E1 by means of .
We denote by φ2|A1 the restriction of φ2 to A1. Set
E =KA0((E1, φ1), (E2, φ2|A1)),
that is, E is the set of x ∈KA0(E1, E2) such that xφ1(a) = φ2(a)x for all a ∈
A1. Since we have x =∑ni=1 θx(ui ),ui for every x ∈LA0(E1, E2), we have E =
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LA0((E1, φ1), (E2, φ2|A1)). Set C =KA0(E1, φ1), that is, C is the set of c ∈ A2
such that cφ1(a) = φ1(a)c for all a ∈ A1. Then E is a right C-module with the
right C-action defined by (xc)(a) = x(c(a)) for x ∈ E, c ∈ C and a ∈ E1.
Define a C-valued inner product of E by 〈x, y〉 = x∗y for x, y ∈ E. Then E is
a Hilbert C-module. Define a unital ∗-homomorphism φ : C →LC(E) by (φ(c)x)
(a) = cx(a) for c ∈ C, x ∈ E and a ∈ E1, where cx(a) is the product of c and x(a)
in A2.
For a ∈ A′0 ∩ A1, define a map q(a) : E1 → E1 by q(a)b = ba for b ∈ E1. There
exists an automorphism θ of A′0 ∩ A1 such that P1(ab) = P1(bθ(a)) for a ∈ A′0 ∩
A1 and b ∈ A1 [15, Theorem 1.11.3]. Then q(a) is an element of C and we have
q(a)∗ = q(θ(a∗)). Moreover q is a bijection of A′0 ∩ A1 onto C.
Lemma 3.1.
(1) The Hilbert C-module E is full.
(2) As linear spaces, E and A′0 ∩ A2 are isomorphic.
Proof. (1) For every c ∈ C, there exists ac ∈ A′0 ∩ A1 such that c = q(ac). Define
elements x and y in E by x(a) = a and y(a) = aac for a ∈ E1, respectively. Note
that x∗(b) = P2(b) for b ∈ E2. Since we have 〈x, y〉 = c, E is full.
(2) For x ∈ E, set b = x(1), where 1 is the identity of A1. Then b ∈ A′0 ∩ A2 and
we have, for every a ∈ A1, x(a) = ab. Conversely, for every b ∈ A′0 ∩ A2, the map
a → ab =∑ θuib,ui (a) defines an element of E. 
From now on, we assume the following two conditions:
(A1) A′0 ∩ A1 is contained in the center of A′0 ∩ A2.
(A2) For every a ∈ A2, there exist bi ∈ A1 and di ∈ A′0 ∩ A2 (i = 1, . . . , m) such
that a =∑mi=1 bidi .
Remark. Condition (A1) is a technical one. We have to assume it to prove Lemma
3.5. By extending a notion of pentagonal equations, we can remove assumption (A1).
This will be done in a forthcoming paper [10]. In the same paper, we will prove
that (A2) is equivalent to the unitarity of U. It seems that (A2) is equivalent to the
condition that the inclusion A0 ⊂ A1 is of depth 2. The latter is assumed by Enock
and Vallin in [5]. But I cannot prove the equivalence yet.
Note that A′0 ∩ A1 and C are commutative by assumption (A1). In the rest of this
section, we prove the following theorem:
Theorem 3.2. Let (E, φ) be as above and assume that (A1) and (A2) hold. Then
there exists a pseudo-multiplicative unitary W in LC(E ⊗C E,E ⊗φ E) with the
following property: for every x, y ∈ E, there exist xi, yi ∈ E (i = 1, . . . k) such that
W(x ⊗C y)=
k∑
i=1
xi ⊗ yi,
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(IE1 ⊗ y)x=
k∑
i=1
(xi ⊗ IE1)yi ∈LA0(E1, E1 ⊗φ01 E1 ⊗φ01 E1).
By virtue of Theorem 2.4, we have the following corollary.
Corollary 3.3. Let W be a pseudo-multiplicative unitary as above. Define a map δ
of LC(E) to LC(E ⊗φ E) by δ(a) = W(a ⊗C I)W ∗. Then (LC(E), δ) is a Hopf
C∗-algebra on (E, φ).
We will construct a pseudo-multiplicative unitary W with the property stated in
Theorem 3.2. Let iC : C →KA0(E1) be the inclusion map.
Lemma 3.4.
(1) Assumption (A2) implies that, for every a ∈ A2, there exist bi ∈ A1 and xi ∈ E
(i = 1, . . . , m) such that a =∑i xi(bi).
(2) There exists a unitary operator U in LA0(E ⊗iC E1, E2) such that U(x ⊗
a) = x(a).
Proof. (1) It is enough to define xi by xi(b) = bdi for b ∈ E1, where di is the
element in (A2).
(2) Suppose that x = θb,d ∈ E with b ∈ E2 and d ∈ E1. Let a ∈ E1. The
C-valued inner product 〈x, x〉 = x∗x is θd〈b,b〉,d and we have iC(〈x, x〉)a =
d〈b, b〉〈d, a〉. Then we have
〈U(x ⊗ a), U(x ⊗ a)〉=〈d, a〉∗〈b, b〉〈d, a〉
=〈a, iC(〈x, x〉)a〉
=〈x ⊗ a, x ⊗ a〉.
This implies that U is an isometry. Let b ∈ E2. It follows from (1) that there exist
bi ∈ A1 and yi ∈ E (i = 1, . . . , m) such that b =∑ yi(bi). This means that b =
U(
∑
yi ⊗ bi). Therefore U is adjointable and we have U∗b =∑ yi ⊗ bi . This im-
plies that U is a unitary operator. 
We have identified E2 with E1 ⊗φ01 E1 and we consider that U is an element of
LA0(E ⊗iC E1, E1 ⊗φ01 E1). Recall that the ∗-homomorphism ψ : C →LC(E) is
defined by ψ(c)x = xc for c ∈ C and x ∈ E and that we have E ⊗C E = E ⊗ψ E
by definition. Then we have:
Lemma 3.5. Let U be the unitary operator in LA0(E ⊗iC E1, E1 ⊗φ01 E1) defined
above. Then U satisfies the following equations for c ∈ C:
U(φ(c)⊗ I ) = (c ⊗ I )U, U(ψ(c)⊗ I ) = (I ⊗ c)U.
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Proof. For c ∈ C and b1 ⊗ b2 ∈ E1 ⊗φ01 E1, we have c(b1 ⊗ b2) = (c(b1)⊗
b2), where c(b1 ⊗ b2) is the product in A2. Therefore we have cb = (c ⊗ I )b
for b ∈ E2 when we identify E2 with E1 ⊗φ01 E1. For x ∈ E and a ∈ E1, we have
U(φ(c)⊗ I )(x ⊗ a)) = cx(a) = (c ⊗ I )U(x ⊗ a).
Let c ∈ C, b1 ⊗ b2 ∈ E1 ⊗φ01 E1 and a ∈ E1. There exists ac ∈ A
′
0 ∩ A1 such
that q(ac) = c. We have
((b1 ⊗ b2)ac)(a)=(b1 ⊗ b2)(aca)
=b1〈b∗2, (Index P1)1/2aca〉
=b1〈(b2ac)∗, (Index P1)1/2a〉
=(b1 ⊗ c(b2))(a).
Therefore we have bac = (I ⊗ c)b for b ∈ E2 when we identify E2 with E1 ⊗φ01 E1.
Let x be an element of E. It follows from the proof of Lemma 3.1 that there exists an
element ax of A′0 ∩ A2 such that x(a) = aax for every a ∈ E1. By assumption (A1),
we have, for every a ∈ E1, x(c(a)) = aacax = aaxac = (I ⊗ c)x(a). Therefore,
we have U(ψ(c)⊗ I )(x ⊗ a) = x(c(a)) = (I ⊗ c)U(x ⊗ a). 
Then we can define the following unitary operators:
IE ⊗ U ∈LA0(E ⊗φ E ⊗iC E1, E ⊗iC E1 ⊗φ01 E1),
U ⊗ IE1 ∈LA0(E ⊗iC E1 ⊗φ01 E1, E1 ⊗φ01 E1 ⊗φ01 E1).
Since we have (E ⊗C E)⊗iC E1 = E ⊗ψ⊗ι (E ⊗iC E1), we can define a unitary
operator
IE ⊗C U ∈LA0((E ⊗C E)⊗iC E1, E ⊗ι⊗iC (E1 ⊗φ01 E1)).
Lemma 3.6. There exists a unitary operator
U(13) ∈LA0(E ⊗ι⊗iC (E1 ⊗φ01 E1), E1 ⊗φ01 E1 ⊗φ01 E1)
such that U(13)(x ⊗ (a ⊗ b)) = a ⊗ x(b) for x ∈ E and a, b ∈ E1.
Proof. Note that we have φ2(a) = φ1(a)⊗ I for a ∈ A1 when we identify E2 with
E1 ⊗φ01 E1. For x, y ∈ E and ai, bi ∈ E1 (i = 1, 2), we have
〈x ⊗ (a1 ⊗ a2), y ⊗ (b1 ⊗ b2)〉=〈a1 ⊗ a2, b1 ⊗ x∗y(b2)〉
=〈a2, φ01(〈a1, b1〉)x∗y(b2)〉
=〈x(a2), φ2(〈a1, b1〉)y(b2)〉
=〈x(a2), (φ01 ⊗ ι)(〈a1, b1〉)y(b2)〉
=〈a1 ⊗ x(a2), b1 ⊗ y(b2)〉.
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Therefore we can define an isometry U(13). Let a, b, d ∈ E1. It follows from
Lemma 3.4(1) that there exist elements ei ∈ E1 and xi ∈ E (i = 1, . . . , m) such
that b ⊗ d =∑i xi(ei). Then U(13) is adjointable and the adjoint (U(13))∗ satisfies
the equation (U(13))∗(a ⊗ b ⊗ d) =∑mi=1 xi ⊗ (a ⊗ ei). 
We define a unitary operator
V ∈LA0(E ⊗φ E ⊗iC E1, E1 ⊗φ01 E1 ⊗φ01 E1)
by V = (U ⊗ IE1)(IE ⊗ U) and define a unitary operator
V ′ ∈LA0((E ⊗C E)⊗iC E1, E1 ⊗φ01 E1 ⊗φ01 E1)
by V ′ = U(13)(IE ⊗C U)(σ ⊗ IE1), where σ is the flip on E ⊗C E defined in Sec-
tion 2.1. Note that we have, for x, y ∈ E and a ∈ E1,
V (x ⊗ y ⊗ a) = (x ⊗ IE1)y(a), V ′((x ⊗C y)⊗ a) = (IE1 ⊗ y)x(a).
Lemma 3.7. The unitary operator V ∗V ′ has the following properties:
(1) V ∗V ′(IE⊗CE ⊗ φ1(a)) = (IE⊗φE ⊗ φ1(a))V ∗V ′ for a ∈ A1.
(2) For every x, y ∈ E, there esist xi, yi ∈ E and ci ∈ A′0 ∩ A1 (i = 1, . . . , m)
such that
V ∗V ′((x ⊗C y)⊗ 1) =
m∑
i=1
xi ⊗ yi ⊗ ci,
where 1 is the identity of A1.
Proof. (1) The assertion follows from the equations
V (IE⊗φE ⊗ φ1(a)) = (φ2(a)⊗ IE1)V
and
V ′(IE⊗CE ⊗ φ1(a)) = (φ2(a)⊗ IE1)V ′.
(2) Since E and E1 are finite-dimensional, there exist xi, yi ∈ E and ai ∈ E1 (i =
1, . . . , m) such that
V ∗V ′((x ⊗C y)⊗ 1) =
m∑
i=1
xi ⊗ yi ⊗ ai ∈ (E ⊗φ E)⊗iC E1.
We set X = (〈xi ⊗ yi, xj ⊗ yj 〉) ∈ Mm(C) and a˜ = t(a1, . . . , am) ∈ Em1 , where tv
denotes the transpose of v. Note that X is positive [7, Lemma 4.2] and that X is an
element of LA0(Em1 ). Then we have
〈V ∗V ′((x ⊗C y)⊗ 1), V ∗V ′((x ⊗C y)⊗ 1)〉 = 〈X1/2a˜, X1/2a˜〉.
Let τ be a faithful trace on A0. Then E1 is a Hilbert space with respect to the inner
product defined by 〈a, b〉τ = τ(〈a, b〉). We may consider that Em1 is a Hilbert space
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which is the direct sum of m copies of the Hilbert space E1. The kernel K of X1/2 is a
closed subspace of Em1 and we have the orthogonal decomposition E
m
1 = K ⊕K⊥.
We have a˜ = b˜ + c˜ with b˜ ∈ K and c˜ ∈ K⊥. Let c˜ = t(c1, . . . , cm) with ci ∈ A1.
Then we have〈
m∑
i=1
xi ⊗ yi ⊗ (ai − ci),
m∑
i=1
xi ⊗ yi ⊗ (ai − ci)
〉
= 〈X1/2b˜, X1/2b˜〉 = 0.
Therefore we have V ∗V ′((x ⊗C y)⊗ 1) =∑mi=1 xi ⊗ yi ⊗ ci .
We will show that ci ∈ A′0 ∩ A1. For a0 ∈ A0, we have
m∑
i=1
xi ⊗ yi ⊗ (cia0)=((V ∗V ′)((x ⊗C y)⊗ 1))a0
=V ∗V ′((x ⊗C y)⊗ a0)
=(IE⊗φE ⊗ φ1(a0))V ∗V ′((x ⊗C y)⊗ 1))
=
m∑
i=1
xi ⊗ yi ⊗ (φ1(a0)ci).
Therefore we have
∑
xi ⊗ yi ⊗ (cia0 − φ1(a0)ci) = 0. This implies that c˜a0 − φ1
(a0)c˜ is an element of K. On the other hand, since c˜ ∈ K⊥, the element c˜a0 −
φ1(a0)c˜ belongs to K⊥. Thus we have c˜a0 = φ1(a0)c˜ and we have cia0 = a0ci for
i = 1, . . . , m. Hence ci is an element of A′0 ∩ A1. 
Now we can define the operator W.
Proposition 3.8. There exists a unitary operator W inLC(E ⊗C E,E ⊗φ E) such
that V ∗V ′ = W ⊗ I .
Proof. Let x, y ∈ E. It follows from Lemma 3.7 that there exist xi, yi ∈ E and
ci ∈ A′0 ∩ A1 (i = 1, . . . , m) such that V ∗V ′((x ⊗C y)⊗ 1) =
∑
xi ⊗ yi ⊗ ci . Set
zi = yiq(ci). Then we have xi ⊗ yi ⊗ ci = xi ⊗ zi ⊗ 1. Therefore, for every ξ ∈
E ⊗C E, there exists ξ ′ ∈ E ⊗φ E such that V ∗V ′(ξ ⊗ 1) = ξ ′ ⊗ 1. It follows from
Lemma 3.7 (1) that we have, for every a ∈ E1,
V ∗V ′(ξ ⊗ a)=V ∗V ′(IE⊗CE ⊗ φ1(a))(ξ ⊗ 1)
=(IE⊗φE ⊗ φ1(a))V ∗V ′(ξ ⊗ 1) = ξ ′ ⊗ a.
Therefore there exists a linear map W of E ⊗C E to E ⊗φ E such that V ∗V ′(ξ ⊗
a) = (Wξ)⊗ a for every ξ ∈ E ⊗C E and a ∈ E1. A similar argument applies to
(V ∗V ′)∗. Then there exists a linear mapW ′ ofE ⊗φ E toE ⊗C E such that (V ∗V ′)∗
(η ⊗ b) = (W ′η)⊗ b for every η ∈ E ⊗φ E and b ∈ E1. Then we have
〈a, 〈Wξ, η〉(b)〉=〈(Wξ)⊗ a, η ⊗ b〉
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=〈ξ ⊗ a, (W ′η)⊗ b〉
=〈a, 〈ξ,W ′η〉(b)〉.
Thus we have 〈Wξ, η〉 = 〈ξ,W ′η〉, which implies that W is adjointable and that
W ′ = W ∗. It is clear that W is unitary and that V ∗V ′ = W ⊗ I . 
Lemma 3.9. The following equations hold for every c ∈ C:
W(ι⊗C φ)(c) = (ι⊗ φ)(c)W, W((φ ⊗C ι)(c) = (φ ⊗ ι)(c)W.
Proof. Note that we have (ι⊗ φ)(c) = ψ(c)⊗ IE on E ⊗φ E. It follows from
Lemma 3.5 that we have
V ((ι⊗ φ)(c)⊗ IE1) = (IE1 ⊗ c ⊗ IE1)V .
Since we have U(13)(φ(c)⊗ (IE1 ⊗ IE1)) = (IE1 ⊗ c ⊗ IE1)U(13) by Lemma 3.5,
we have
V ′((ι⊗C φ)(c)⊗ IE1) = (IE1 ⊗ c ⊗ IE1)V ′.
Then we get the first equation. We can prove the second equation similarly. 
Since we have φ2(a) = φ1(a)⊗ I and we have E1 ⊗φ01 E1 ⊗φ01 E1 = E1 ⊗φ01⊗ι
(E1 ⊗φ01 E1), we can define for every x ∈ E an operator IE1 ⊗ x in LA0(E1 ⊗φ01
E1, E1 ⊗φ01 E1 ⊗φ01 E1). Similarly we can define an operator IE1 ⊗ IE1 ⊗ x.
Lemma 3.10.
(1) For every x, y ∈ E, there exist elements xi, yi of E (i = 1, . . . , m) such that
W(x ⊗C y) =
m∑
i=1
xi ⊗ yi, (IE1 ⊗ y)x =
m∑
i=1
(xi ⊗ IE1)yi .
(2) For every x, y, z ∈ E, there exist elements xi, yi, zi, x′j , y′j , z′j of E (i = 1, . . . ,
m, j = 1, . . . , n) such that
(W ⊗ I )W13(I ⊗C W)(x ⊗C y ⊗C z) =
m∑
i=1
xi ⊗ yi ⊗ zi,
(I ⊗W)(W ⊗C I)(x ⊗C y ⊗C z) =
n∑
j=1
x′j ⊗ y′j ⊗ z′j ,
(IE1 ⊗ IE1 ⊗ z)(IE1 ⊗ y)x
=
m∑
i=1
(xi ⊗ IE1 ⊗ IE1)(yi ⊗ IE1)zi
=
n∑
j=1
(x′j ⊗ IE1 ⊗ IE1)(y′j ⊗ IE1)z′j .
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Proof. (1) Since E is finite-dimensional, there exist elements xi, yi ∈ E (i = 1, . . .
k) such that W(x ⊗C y) =∑ xi ⊗ yi . For every a ∈ E1, we have
V ′((x ⊗C y)⊗ a) =
k∑
i=1
V (xi ⊗ yi ⊗ a).
This implies the second equation.
(2) Let y1i , z1i (i = 1, . . . , m1) be elements of E such that W(y ⊗C z) =
∑m1
i=1 y1i
⊗ z1i . It follows from (1) that we have (IE1 ⊗ z)y =
∑m1
i=1(y1i ⊗ IE1)z1i . Let x1ij , z1ij
(j = 1, . . . , m1i ) and x1ijk, y1ijk (k = 1, . . . , m1ij ) be elements of E such that
W(x ⊗C z1i ) =
m1i∑
j=1
x1ij ⊗ z1ij , W(x1ij ⊗C y1i ) =
m1ij∑
k=1
x1ijk ⊗ y1ijk.
Note that we have
(IE1 ⊗ z1i )x =
m1i∑
j=1
(x1ij ⊗ IE1)z1ij , (IE1 ⊗ y1i )x1ij =
m1ij∑
k=1
(x1ijk ⊗ IE1)y1ijk.
Then we have
(W ⊗ I )W13(I ⊗C W)(x ⊗C y ⊗C z)
=
m1∑
i=1
(W ⊗ I )W13(x ⊗C (y1i ⊗ z1i ))
=
m1∑
i=1
m1i∑
j=1
(W ⊗ I )((x1ij ⊗C y1i )⊗ z1ij )
=
m1∑
i=1
m1i∑
j=1
m1ij∑
k=1
x1ijk ⊗ y1ijk ⊗ z1ij .
Moreover, we have
(IE1 ⊗ IE1 ⊗ z)(IE1 ⊗ y)x
=
m1∑
i=1
(IE1 ⊗ y1i ⊗ IE1)(IE1 ⊗ z1i )x
=
m1∑
i=1
m1i∑
j=1
(IE1 ⊗ y1i ⊗ IE1)(x1ij ⊗ IE1)z1ij
=
m1∑
i=1
m1i∑
j=1
m1ij∑
k=1
(x1ijk ⊗ IE1 ⊗ IE1)(y1ijk ⊗ IE1)z1ij .
The other equations can be proved similarly. 
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Lemma 3.11. For every x, y, z ∈ E and a ∈ E1, the following equations hold:
(U ⊗ IE1 ⊗ IE1)(IE ⊗ U ⊗ IE1)(IE ⊗ IE ⊗ U)(x ⊗ y ⊗ z⊗ a)
= (x ⊗ IE1 ⊗ IE1)(y ⊗ IE1)za.
Proof. Let IE ⊗ U and U ⊗ IE1 be the unitary operators mentioned before
Lemma 3.6. Since we have (U ⊗ IE1)(y ⊗ a1 ⊗ a2) = (y ⊗ IE1)(a1 ⊗ a2) for every
a1, a2 ∈ E1, we have
(U ⊗ IE1)(IE ⊗ U)(y ⊗ z⊗ a) = (y ⊗ IE1)za.
Repeating a similar calculation, we get the equation of the lemma. 
Proof of Theorem 3.2. It is enough to prove that W satisfies the generalized pentag-
onal equation. We use the notation in Lemma 3.10(2). It follows from Lemma 3.11
that we have
m∑
i=1
xi ⊗ yi ⊗ zi =
n∑
j=1
x′j ⊗ y′j ⊗ z′j .
Therefore W satisfies the generalized pentagonal equation. This completes the proof
of the theorem. 
4. An example
Let A1 = M2(C) be the algebra of 2 × 2-matrices over the complex numbers C
and let A0 be the subalgebra consisting of diagonal matrices. For a, b ∈ Mn(C), we
define an element diag(a, b) of M2n(C) by
diag(a, b) =
(
a 0
0 b
)
.
The conditional expectation P1 : A1 → A0 is defined by P1(a) = diag(a11, a22) for
a = (aij ) ∈ A1. Note that the index of P1 is 2. The inclusion matrix (index ma-
trix) A1A0 is (1, 1) (see [6, p. 29]). Then we have 
A2
A1
= t(1, 1) and A2 = M2(C)⊕
M2(C), where tv denotes the transpose of v. The basic construction A0 ⊂ A1 ⊂ A2
satisfies assumptions (A1) and (A2). The dual conditional expectation P2 : A2 → A1
satisfies the equation
P2(a ⊕ b) = 2−1(a + b) for a, b ∈ M2(C).
In the following, elements of Cn are column vectors. The Hilbert A0-module E1
is isomorphic to C2 ⊕ C2. For ξi ∈ C2 (i = 1, 2), the right action of A0 on E1 is
defined by (ξ1 ⊕ ξ2)t(λ, µ) = λξ1 ⊕ µξ2, where we identify t(λ, µ) with diag(λ, µ).
The ∗-homomorphism φ1 of A1 toKA0(E1) is defined by φ1(a) = a ⊕ a, where we
identify E1 with C2 ⊕ C2. For ξi, ηi ∈ C2 (i = 1, 2), the A0-valued inner product
M. O’uchi / Linear Algebra and its Applications 341 (2002) 201–218 215
of E1 is defined by 〈ξ1 ⊕ ξ2, η1 ⊕ η2〉 = t(ξ∗1 η1, ξ∗2 η2), where ξ∗i = tξi . The Hil-
bert A0-module E2 is isomorphic to C4 ⊕ C4. For ξi ∈ C4 (i = 1, 2) and t(λ, µ) ∈
A0, the right action of A0 on E2 is defined by (ξ1 ⊕ ξ2)t(λ, µ) = λξ1 ⊕ µξ2. The
∗-homomorphism φ2 of A2 to KA0(E2) is defined by φ2(a ⊕ b) = diag(a, b)⊕
diag(a, b) for a ⊕ b ∈ A2. For ξi, ηi ∈ C4 (i = 1, 2), the A0-valued inner product
of E2 is defined by 〈ξ1 ⊕ ξ2, η1 ⊕ η2〉 = 2−1 t(ξ∗1 η1, ξ∗2 η2).
Then E is the set of 8 × 4-matrices with the following form:
x =


λ1I2 0
λ2I2 0
0 λ3I2
0 λ4I2

 ,
where I2 is the identity matrix of M2(C). The adjoint x∗ of x in E is given by
x∗ = 2−1
(
λ1I2 λ2I2 0 0
0 0 λ3I2 λ4I2
)
.
The factor “2−1” comes from that of the A0-valued inner product of E2. In fact, we
have
〈x(ξ1 ⊕ ξ2), η1 ⊕ η2〉E2
=
〈(
λ1ξ1
λ2ξ1
)
⊕
(
λ3ξ2
λ4ξ2
)
, η1 ⊕ η2
〉
E2
= 2−1
(
λ1ξ
∗
1 η11 + λ2ξ∗1 η12
λ3ξ∗2 η21 + λ4ξ∗2 η22
)
= 〈ξ1 ⊕ ξ2, 2−1{(λ1η11 + λ2η12)⊕ (λ3η21 + λ4η22)}〉E1
= 〈ξ1 ⊕ ξ2, x∗(η1 ⊕ η2)〉E1
for ξ1 ⊕ ξ2 ∈ E1 = C2 ⊕ C2 and η1 ⊕ η2 ∈ E2 = C4 ⊕ C4, where ηi =
(
ηi1
ηi2
)
with
ηij ∈ C2 (i, j = 1, 2). We identify x with t(λ1, λ2)⊕ t(λ3, λ4). Then we have E =
C2 ⊕ C2, and C = CI2 ⊕ CI2 ⊂ A2. For x = x1 ⊕ x2, y = y1 ⊕ y2 ∈ E and c =
λI2 ⊕ µI2 ∈ C, we have
xc=ψ(c)x = λx1 ⊕ µx2,
φ(c)x=diag(λ, µ)x1 ⊕ diag(λ, µ)x2,
〈x, y〉=x∗y = 2−1{(x∗1y1)I2 ⊕ (x∗2y2)I2}.
We identify elements λI2 ⊕ µI2 of C with elements t(λ, µ) of C2. Let x = x1 ⊕
x2, x′ = x′1 ⊕ x′2, y = y1 ⊕ y2, y′ = y′1 ⊕ y′2 be elements of E. The C-valued inner-
product of E ⊗C E is as follows:
〈x ⊗C y, x′ ⊗C y′〉 = 4−1
(
(x∗1x′1)(y∗1y′1)
(x∗2x′2)(y∗2y′2)
)
.
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The C-valued inner-product of E ⊗φ E is as follows:
〈x ⊗ y, x′ ⊗ y′〉 = 4−1
(
(x∗1x′1)µ1µ′1 + (x∗2x′2)µ2µ′2
(x∗1x′1)µ3µ′3 + (x∗2x′2)µ4µ′4
)
,
where y1 = t(µ1, µ2), y2 = t(µ3, µ4), y′1 = t(µ′1, µ′2), y′2 = t(µ′3, µ′4). For i =
1, . . . , 4, define an element ei of E by ei =
√
2{t(δ1i , δ2i )⊕ t(δ3i , δ4i )}, where δjk is
Kronecker’s delta. Then {ei}4i=1 is an orthonormal basis for E. Define an orthonormal
basis {fi}8i=1 for E ⊗C E by f1 = e1 ⊗C e1, f2 = e1 ⊗C e2, f3 = e2 ⊗C e1, f4 =
e2 ⊗C e2, f5 = e3 ⊗C e3, f6 = e3 ⊗C e4, f7 = e4 ⊗C e3, f8 = e4 ⊗C e4. Define
an orthonormal basis {gi}8i=1 for E ⊗φ E by g1 = e1 ⊗ e1, g2 = e3 ⊗ e2, g3 = e2 ⊗
e1, g4 = e4 ⊗ e2, g5 = e1 ⊗ e3, g6 = e3 ⊗ e4, g7 = e2 ⊗ e3, g8 = e4 ⊗ e4.
Then the pseudo-multiplicative unitary W of Theorem 3.2 is a map of E ⊗C E
onto E ⊗φ E given by Wfi = gi for i = 1, . . . , 8. The coproduct δ of Corollary 3.3
is a map of LC(E) to LC(E ⊗φ E). Note that LC(E) is isomorphic to M2(C)⊕
M2(C) and that LC(E ⊗φ E) is isomorphic to M4(C)⊕M4(C). For a = (aij ) ∈
M2(C), define d(a) ∈ M4(C) by
d(a) =
(
a11I2 a12I2
a21I2 a22I2
)
.
Using the above bases, for a ⊕ b ∈ M2(C)⊕M2(C), we have δ(a ⊕ b) = d(a)⊕
d(b). An orthonormal basis {hi}16i=1 for E ⊗φ E ⊗φ E is given by
h1=e1 ⊗ e1 ⊗ e1, h2 = e3 ⊗ e2 ⊗ e1, h3 = e2 ⊗ e1 ⊗ e1,
h4=e4 ⊗ e2 ⊗ e1, h5 = e1 ⊗ e3 ⊗ e2, h6 = e3 ⊗ e4 ⊗ e2,
h7=e2 ⊗ e3 ⊗ e2, h8 = e4 ⊗ e4 ⊗ e2, h9 = e1 ⊗ e1 ⊗ e3,
h10=e3 ⊗ e2 ⊗ e3, h11 = e2 ⊗ e1 ⊗ e3, h12 = e4 ⊗ e2 ⊗ e3,
h13=e1 ⊗ e3 ⊗ e4, h14 = e3 ⊗ e4 ⊗ e4, h15 = e2 ⊗ e3 ⊗ e4,
h16=e4 ⊗ e4 ⊗ e4.
Using these bases, we will give the explicit formulas for the maps δ ⊗ id and id ⊗ δ
of LC(E ⊗φ E, ι⊗ φ) to LC(E ⊗φ E ⊗φ E) defined in Theorem 2.4. Let A be
the subalgebra of M4(C) consisting of elements a = (aij ) with a12 = a14 = a21 =
a23 = a32 = a34 = a41 = a43 = 0. ThenLC(E ⊗φ E, ι⊗ φ) is isomorphic toA⊕
A. For a = (aij ) ∈A, define elements d1(a) and d2(a) of M4(C) by
d1(a) =
(
a11I2 a13I2
a31I2 a33I2
)
and d2(a) =
(
a22I2 a24I2
a42I2 a44I2
)
.
Then we have, for a ⊕ b ∈A⊕A,
(δ ⊗ id)(a ⊕ b)=diag(d1(a), d2(a))⊕ diag(d1(b), d2(b)),
(id ⊗ δ)(a ⊕ b)=diag(a, a)⊕ diag(b, b).
Then it is easy to see that (δ ⊗ id) ◦ δ = (id ⊗ δ) ◦ δ.
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Remark. The referee pointed out to the author that the inclusion studied in this
section is essentially the inclusion given by
3∞(Z2) ⊂ 3∞(Z2)αZ2,
where Z2 is the cyclic group of order 2 and α is the action of Z2 on itself by transla-
tion. This is a special case of an inclusion of the form
3∞(X) ⊂ 3∞(X)G, (Gr)
where X is a finite set and G is a finite group acting on X. It is interesting to study the
inclusions of this type. But the inclusions of the type (Gr) do not satisfy condition
(A1) in general: Let β be the action of the product group Z2 ⊕ Z2 on Z2 defined by
β(a,b) = αaαb for a, b ∈ Z2, where α is the above action of Z2. Then the inclusion
3∞(Z2) ⊂ 3∞(Z2)β(Z2 ⊕ Z2)
is isomorphic to the inclusion
C ⊕ C ⊂ M2(C)⊕M2(C)
with the inclusion matrix(
1 1
1 1
)
.
This inclusion does not satisfy (A1). Therefore we have to remove assumption (A1)
to study the inclusions of the type (Gr). This will be done in the forthcoming paper
[10]. In the same paper, we will also prove that the inclusions of the type (Gr) sat-
isfy condition (A2). In fact, by extending a notion of pentagonal equations, we will
develop in [10] a method for constructing “a multiplicative unitary operator” on a
Hilbert C∗-module from an inclusion of the form
A ⊂ AG,
where A is a unital (not necessarily finite-dimensional) C∗-algebra and G is a finite
group acting on A.
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