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ABSTRACT
We extend an existing Born approximation method for calculating the linear sensitivity of helioseismic
travel times to flows from Cartesian to spherical geometry. This development is necessary for using
the Born approximation for inferring large-scale flows in the deep solar interior. In a first sanity check,
we compare two f−mode kernels from our spherical method and from an existing Cartesian method.
The horizontal and total integrals agree to within 0.3 %. As a second consistency test, we consider a
uniformly rotating Sun and a travel distance of 42 degrees. The analytical travel-time difference agrees
with the forward-modelled travel-time difference to within 2 %. In addition, we evaluate the impact
of different choices of filter functions on the kernels for a meridional travel distance of 42 degrees. For
all filters, the sensitivity is found to be distributed over a large fraction of the convection zone. We
show that the kernels depend on the filter function employed in the data analysis process. If modes of
higher harmonic degree (90 . l . 170) are permitted, a noisy pattern of a spatial scale corresponding
to l ≈ 260 appears near the surface. When mainly low-degree modes are used (l . 70), the sensitivity
is concentrated in the deepest regions and it visually resembles a ray-path-like structure. Among the
different low-degree filters used, we find the kernel for phase-speed filtered measurements to be best
localized in depth.
Keywords: scattering — Sun: helioseismology — Sun: interior — Sun: oscillations — waves
1. INTRODUCTION
Accurate measurements of flows in the deep solar interior are important for understanding meridional circulation,
differential rotation, and giant convection cells. Time-distance helioseismology (Duvall et al. 1993) is one of several
methods capable of measuring flows in the solar interior. Inferences of deep flows have been obtained using local and
global helioseismology (e.g., Giles et al. 1997, Giles 2000, Beck et al. 2002, Basu & Antia 2003, Howe 2009, Schad
et al. 2012, Woodard et al. 2013, Schad et al. 2013).
For deep flow measurements using time-distance helioseismology, large travel distances of 40 degrees in heliocentric
angle and beyond are used (for recent results, see Zhao et al. 2013, Kholikov & Hill 2014, Kholikov et al. 2014,
Jackiewicz et al. 2015, Liang & Chou 2015a, Liang & Chou 2015b, Rajaguru & Antia 2015). The necessary forward
modelling in spherical geometry of the effect of a flow field on the measured travel times has, so far, always been done
using the ray approximation (Kosovichev 1996; Kosovichev & Duvall 1997). It is an infinite frequency approximation
in which travel times are only sensitive to flows along a ray path. For smaller travel distances, where the geometry
can be considered Cartesian, both ray and Born approximations have been used for the forward modelling (e.g., Zhao
et al. 2012, Sˇvanda et al. 2011).
In the context of helioseismology, the Born approximation was used by Birch & Kosovichev (2000) to obtain the
sensitivity of travel-time measurements to perturbations in sound speed. It assumes that the sensitivity of the travel
time of a wave packet to flows is caused by a scattering process which can take place at any location inside the Sun.
This scattering process is modelled at first order and takes a range of finite mode frequencies into account (Gizon &
Birch 2002; Sakurai & Napolitano 2011). A general recipe for calculating the sensitivity of helioseismic travel times to
any perturbative quantity using the Born approximation was developed by Gizon & Birch (2002). Sensitivity functions
(also known as kernels) for flows were obtained with this method by, e.g., Gizon et al. (2000), Birch & Gizon (2007),
Birch et al. (2007), Jackiewicz et al. (2007), and Burston et al. (2015), where the underlying geometry was assumed
to be Cartesian.
The accuracy of the Born and ray approximations has been studied by, e.g., Bogdan (1997), Birch & Felder (2004),
Couvidat et al. (2006), and Birch & Gizon (2007). The ray approximation is expected to be valid when the length
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scale of variations of the flow is larger than the width of the first Fresnel zone (e.g. Hung et al. 2000, Birch et al.
2001). In a uniform medium, the width of the first Fresnel zone is L ≈ √λ∆ (e.g., Gizon 2006), where λ is the
wavelength and ∆ is the travel distance. Using this simple approximation, we estimate L ≈ 200 Mm for a time-
distance measurement probing the base of the convection zone. It is not known if flows deep in the solar interior are
smooth on this length scale. It is thus important to carry out forward modelling (and eventually inversions) using
a finite wavelength approximation in place of the ray approximation (e.g., Zhao et al. 2013, Jackiewicz et al. 2015,
Rajaguru & Antia 2015).
First attempts to calculate Born approximation sensitivity functions for flows in spherical geometry have been made
by Roth et al. (2006), where preliminary results were presented. In this paper, we extend the method of Birch &
Gizon (2007) for calculating the linear sensitivity of helioseismic travel times to flows with the Born approximation
from Cartesian to spherical geometry. Similar to the work of Birch & Gizon (2007), our procedure is largely based on
Gizon & Birch (2002). We first introduce some notation necessary to describe the measurement process in Section 2
and present the derivation of the zero-order solution to the model in Section 3. In Section 4, we derive the first-order
solution and find a spherically geometric kernel formula, the numerical implementation of which is discussed in Section
5. Section 6 includes a comparison of results from our code to the Cartesian model of Birch & Gizon (2007), which
serves as a first sanity check of our computations. In Section 7, we present some example kernels for large travel
distances which could be used for measuring, e.g., the deep meridional flow. The results are tested for self-consistency
and used to evaluate different filtering schemes. Finally, we summarize and discuss our results in Section 8.
2. MODELLING TRAVEL-TIME MEASUREMENTS
The general procedure in time-distance helioseismology (Duvall et al. 1993) is to measure travel times of waves
travelling between two different locations on the Sun and to infer solar interior properties from shifts in these travel
times, δτ , with respect to a reference model. The measured travel-time shifts, δτ , which are modelled as stochastic
variables, can be split into their expectation value, E[δτ ], and in a noise component,  (see Couvidat et al. 2005),
δτ = E[δτ ] + . (1)
Whenever the travel-time shifts can be assumed to be caused by weak solar interior flows, we can assume a linear
relationship between a flow field v(r) in the solar interior and the expected travel-time shift,
E[δτ ] =
∫

K(r) ·v(r) d3r. (2)
It is the goal of this paper is to derive such a relationship using the Born approximation (Gizon & Birch 2002) and
thus to derive the travel-time sensitivity function K(r). Equation (2) may then be used to perform inversions of the
solar interior flow field using equation (1).
As this goal has been achieved in Cartesian geometry by Birch & Gizon (2007), we extend their work to spherical
geometry and largely follow their development including the use of the theoretical framework developed by Gizon &
Birch (2002). In our model, we thus incorporate the whole measurement process as well as the first-order perturbation
to the solar interior wave field caused by any weak and steady flow in the solar interior.
2.1. Modelling the Doppler Signal
Travel times are obtained from an observational Doppler signal Φ˜(r, t) at locations robs = (robs, θ, φ) at time t.
The arguments robs, θ, and φ denote distance to the center of the Sun, colatitude, and longitude, respectively, of the
location on the solar surface, where the signal is originating. We use a tilde for unfiltered variables and bold symbols
for vector quantities throughout this paper. The Doppler signal can be modelled as a line-of-sight projected velocity
of the surface oscillation,
Φ˜(robs, t) = lˆ(robs) · ξ˙(robs, t), (3)
where ξ(robs, t) is the oscillatory displacement vector and lˆ(robs) is unit vector in the line-of-sight direction at the same
location. The time derivative of a variable is denoted by a dot over the respective variable.
In this paper, we assume the line-of-sight operator to be radial, lˆ ≡ eˆ(r), where eˆ(k) is the unit vector in direction
k = r, θ, φ with components eˆ
(k)
j = δjk at location r and δjk is the Kronecker delta. This assumption simplifies our
computations although it is incorrect for observations from a fixed point-of-view especially in the case of large travel
distances. We choose this rather simple model since it is comparable to existing results of kernel calculations (Birch
& Gizon 2007) in terms of a radial line-of-sight projection.
The unfiltered signal is thus assumed to be Φ˜(robs, t) = ξ˙r(robs, t) or Φ˜(robs, ω) = −iωξr(robs, ω), where, in the time
and frequency domains, we use the Fourier transform convention of Gizon & Birch (2002) repeated in Appendix A.
Note that we indicate the Fourier transform of a function by the use of the Fourier space variable, in this case the
angular frequency ω. Following Gizon & Birch (2002), for a given observational time duration T , we assume all Fourier
transformed time-dependent quantities to be truncated to zero for |t| ≥ T/2. The time interval T is assumed to be
sufficiently large that the effect of the truncation can be neglected and that the expectation values considered in the
modelling process can attain the appropriate limits, see Gizon & Birch (2002) and Fournier et al. (2014).
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2.2. Filtering and Power Spectra
The signal Φ˜ is filtered in the data analysis process in order to, e.g., select specific waves which travel a similar
distance and to increase the signal-to-noise ratio for specific measurements, see, e.g., Couvidat & Birch (2006) and
Zharkov et al. (2006). This is done using the unfiltered spherical harmonic time series, which is obtained according to
a˜lm(t) =
∫
S2
Y ∗lm(Ω)Φ˜(robs,Ω, t) dΩ. (4)
Here, the integration domain is the unit sphere S2 parametrized by Ω = (θ, φ) and the Ylm(θ, φ) are spherical harmonics
of harmonic degree l and azimuthal order m. In equation (4), we make the simplifying assumption that the data are
available for all spatial positions and that they are observed everywhere at the same geometrical height robs. The filter
is applied by multiplying a filter function f(l, ω) ≥ 0 in the (l, ω) domain (see also Kholikov et al. 2014),
alm(ω) = f(l, ω)a˜lm(ω). (5)
The filtered signal is reconstructed from an inverse Fourier transform and an inverse spherical harmonic transform,
Φ(θ, φ, t) =
∑
l,m
alm(t)Ylm(φ, θ). (6)
Additionally, a filtered m-summed power spectrum can be obtained in the (l, ω) domain via
P(l, ω) = 2pi
T
l∑
m=−l
|alm(ω)|2 = f(l, ω)2 2pi
T
l∑
m=−l
|a˜lm(ω)|2 = f(l, ω)2 P˜(l, ω), (7)
where P˜(l, ω) is the unfiltered power spectrum.
2.3. Cross-Covariance Functions
From the filtered signal Φ at two observation points rj = (rj , θj , φj) = (rj ,Ωj), j = 1, 2, cross-covariance functions
are obtained from equation (3) in Gizon & Birch (2002) or equivalently in frequency space,
C(r1, r2, ω) =
2pi
T
Φ∗(r1, ω)Φ(r2, ω). (8)
In practice, before computing cross-covariance functions, the signal is usually averaged in space (e.g., Gizon &
Birch 2005). The cross-covariance function of spatially averaged signals can in turn be written as an average over
point-to-point cross-covariance functions. Therefore, we only consider point-to-point measurements in this paper.
2.4. Travel-Time Fitting
In order to obtain travel times from a cross-covariance function, we use the travel-time definition of Gizon & Birch
(2004, eq. B5), see also Gizon & Birch (2002, eqs. A6 and A8),
δτa(r1, r2) =
∫ ∞
−∞
Wa(∆1,2, t) [C(r1, r2, t)− Cref(∆1,2, t)] dt, (9)
where a ∈ {+,−,diff}. The weight functions W± are defined as
W±(∆, t) =
∓h(±t)C˙ref(∆, t)∫∞
−∞ h(±t′)[C˙ref(∆, t′)]2 dt′
. (10)
The symbol ∆1,2 = ∆(r1, r2) denotes the angular distance between the two observation points r1 and r2. The function
Cref(∆, t) is a direction-independent reference cross-covariance function. It is derived from our model in the following
section. The window function h is used to select a positive time part of the cross-covariance function, e.g. an interval
around the first bounce travel time (see Gizon & Birch 2002 or Birch & Gizon 2007). For measuring flows, we consider
δτdiff = δτ+ − δτ− and consequently Wdiff = W+ −W− in this paper (see also Gizon & Birch 2002).
3. EXPRESSIONS FOR ZERO-ORDER QUANTITIES
Before we can model the effect of a flow field on the solar interior wave field and thus on the travel times, we have
to solve for the wave field in zero order, that is in the absence of flows. Without a flow field, the expected travel-time
shift is zero, E[δτdiff] = 0. When flows are present, their first-order effect on the wave field, on the expectation value of
the cross-covariance function, and on the expectation value of the travel-time shift can then be modelled, see Section
4.
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3.1. Zero-Order Wave Equation
We assume a spherically symmetric, non-rotating Sun without interior flows as given by solar model S (Christensen-
Dalsgaard et al. 1996). The wave equation for stochastically excited and damped solar acoustic oscillations thus reads
(see also Gizon & Birch 2002 and Birch & Gizon 2007)
L[ξ] = S, (11)
where
L[ξ(r, ω)] ≡ ρ0(−ω2 − 2iωΓ +W)[ξ(r, ω)] (12)
and where S models the stochastic sources. Here, ξ(r, t) is the oscillatory displacement vector in the solar interior at
location r at time t, W is the linear wave operator, Γ describes the damping, and ρ0 denotes density.
The form of the wave operatorW is described by Aerts et al. (2010, F in eq. 3.245). The eigenfunctions of adiabatic
solar oscillations without damping, ξlmn(r), which correspond to standing waves in the solar interior, satisfy
W[ξlmn(r)] = ω2ln ξlmn(r), (13)
where l is the harmonic degree, m the azimuthal order, and n the radial order of the mode with unperturbed eigen-
frequency ωln. For the spherical kernels in this paper, eigenfunctions and eigenfrequencies were calculated with solar
model S (Christensen-Dalsgaard et al. 1996) and ADIPLS (Christensen-Dalsgaard 2008). We assumed the standard
ADIPLS surface boundary condition of a vanishing Lagrangian pressure perturbation at the surface during oscillations
(see Christensen-Dalsgaard 2008).
Birch et al. (2004) note that it is important that mode frequencies, damping rates and amplitudes in the model power
spectrum have to match those from observations. In order to incorporate the damping rates in an easy and accurate
manner into our model, we assume the damping operator Γ to have the same eigenmodes as the wave operator,
Γξlmn = γlnξ
lmn. (14)
In practice, damping rates γln are used from observations, see Sections 6 and 7.
We apply a source model similar to Gizon & Birch (2002), Birch et al. (2004), and Birch & Gizon (2007) and assume
that the source function S(r, t) can be modelled by a stationary stochastic process with source covariance
Mij(r
′, r′′;ω) =
2pi
T
E[S∗i (r′, ω)Sj(r′′, ω)]
(∗)∼= M(ω) δ(r′ − r′′)δi,rδj,rδ(|r′| − rs) 1
r2s
, (15)
where M(ω) is the spectral density function of the sources chosen according to Birch et al. (2004). Sources at two
different locations r′ 6= r′′ and two different directions i 6= j (i, j ∈ {r, θ, φ}) of a source are assumed to be uncorrelated.
Furthermore, the relation (*) is valid in the limit of a large time interval T , see Priestley (1980, eq. 4.7.5.). As the
multiplication of (15) by a constant factor does not alter the kernel result, we introduced a factor of 1/r2s in equation (15)
for simplicity in the following computations, where rs is the distance of the sources to the solar center.
3.2. Zero-Order Solution via Green’s Functions
The wave field which solves the zero-order problem can be written in terms of eigenmodes. The eigenfunctions
ξlmn(r) of solar oscillation from equation (13) can be written (see Aerts et al. 2010)
ξlmn(r) =
[
Rln(r)eˆ
(r) +
Hln(r)√
l(l + 1)
(
eˆ(θ)∂θ +
eˆ(φ)
sin θ
∂φ
)]
Ylm(θ, φ) (16)
≡
∑
k=r,θ,φ
eˆ(k)(r)Olnk (r) [Ylm(θ, φ)] , (17)
where Rln and Hln are radial and horizontal eigenfunctions, ∂θ and ∂φ are the derivatives with respect to θ and φ,
respectively, and we use Olnk to abbreviate the eigenfunction-dependent differential operators which act on the spherical
harmonics in equation (16). We use the normalization condition (e.g., Birch & Kosovichev 2000)∫

ρ0(r)ξ
lmn∗(r) · ξl′m′n′(r) d3r = δl,l′δm,m′δn,n′ . (18)
The solution is obtained with the help of Green’s functions Gk (see Birch & Gizon 2007) which satisfy
L [Gk(r|r′, ω)] = eˆ(k)(r′)δ(r− r′), (k = r, θ, φ). (19)
Equation (19) is written in frequency space and may differ by a factor of 2pi from what one may expect, see equa-
tion (B12). From equations (19) and (11), we obtain for the zero order solution ξ,
ξj(r, ω) =
∫

Gkj (r|r′, ω)Sk(r′, ω) d3r′, (j = r, θ, φ). (20)
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Note that throughout this work, we employ the convention that repeated indexes are summed over, in this case over
k = r, θ, φ. See Appendix B for a detailed derivation of the expression for the Green’s functions from equation (19),
from which we can obtain an expression for the filtered Green’s function,
Gk(robs|r′, ω) =
∑
lmn
f(l, ω)
ξlmn∗k (r
′)ξlmnr (robs)
σ2ln − ω2
, (21)
where we took advantage of our simplifying assumptions on the filtering procedure and used equation (B9). The
filtered Doppler signal due to solar oscillations can thus be modelled by
Φ(robs, ω) = −iω
∫

Gk(robs|r′, ω)Sk(r′, ω) d3r′. (22)
3.3. Zero-Order Power Spectrum
An expression for the zero-order power spectrum P0(l, ω) can be derived as an expectation value of the power
spectrum when no flows are present in the model. It is obtained from the zero-order Doppler signal, see Appendix C,
as
P0(l, ω) = ω2M(ω)f(l, ω)2(2l + 1)
∑
nn′
Rln(robs)Rln′(robs)Rln(rs)Rln′(rs)
(σ2∗ln − ω2)(σ2ln′ − ω2)
. (23)
In order to show that equation (23) reproduces power spectra from observations, we follow Birch et al. (2004) for an
approximation to this expression near a resonance peak. First, we have,
σ2ln − ω2 = −(ω − ω+ln)(ω − ω−ln), (24)
where ω±ln = −iγln ±
√
ω2ln − γ2ln. Commonly, ω2ln > γ2ln is valid. Near a resonance peak, we have ω ≈ ωln ≈ ω+ln, the
sum in (23) is thus dominated by the term with n′ = n, and we have
P0(l, ω) ≈ ω2M(ω)f(l, ω)2(2l + 1) 1
4ω2ln
R2ln(robs)R
2
ln(rs)
(ω − ωln)2 + γ2ln
. (25)
Equation (25) is very similar to equation (54) in Birch et al. (2004). We thus conclude that equation (23) can reproduce
observational power spectra equally well as Birch et al. (2004). An example zero-order power spectrum corresponding
to one of the kernels computed in Section 7 is shown in Figure 1 (left panel).
3.4. Zero-Order Cross-Covariance
The following expression for the zero-order cross-covariance function C0 is calculated in Appendix D, similarly to
the zero-order power spectrum, as an expectation value of the cross-covariance. It is also used as a reference cross-
covariance, Cref = C0. We find
C0(r1, r2, ω) =
ω2
4pi
M(ω)
∑
lnn′
(2l + 1)f(l, ω)2Rln(rs)Rln′(rs)
Rln(r1)Rln′(r2)Pl(cos ∆1,2)
(σ2∗ln − ω2)(σ2ln′ − ω2)
, (26)
where Pl is a Legendre polynomial of degree l, see Appendix D. Given two identical radial locations of observation,
r1 = r2 = robs, the following relation between the cross-covariance and the power spectrum holds,
C0(r1, r2, ω) =
1
4pi
∑
l
P0(l, ω)Pl(cos ∆1,2). (27)
Thus, if the zero-order power spectrum matches observations, this also applies to the zero-order cross-covariance
function. An example zero-order time-distance diagram C0(∆1,2, t) corresponding to one of the kernels computed in
Section 7 is shown in Figure 1 (right panel).
4. SPHERICAL KERNEL FORMULA
4.1. First-Order Problem
Weak flows result in a perturbation of the wave equation (11) which we treat with first-order perturbation theory.
All quantities q are perturbed by an amount δq. Solving the first-order problem is necessary for obtaining an expression
for the sensitivity functions, which represent a linear relationship between the travel-time shifts and the flow field as
in equation (2).
The equation for the single-scattering Born approximation to the perturbed wave equation in the presence of flows
is (see Gizon & Birch 2002)
(L+ δL)[ξ + δξ] = S+ δS. (28)
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Figure 1. Example zero-order power spectrum (left) and time-distance diagram (right). Both results were obtained with the same
parameters as for kernel K1, see Section 7, but with l ≤ 1000 and with the same optical transfer function as in Section 6 in order to better
match observations.
Jackiewicz et al. (2007) showed that the perturbation of the source and damping terms is negligible at first order, we
thus assume δS = δΓ = 0. We also neglect the second order term δL[δξ]. At first order, solving equation (28) is then
equivalent to solving
L[δξ] = −δL[ξ]. (29)
Following Birch & Gizon (2007), we assume that the perturbation to the wave operator is given by wave advection,
δL[ξ] = δW[ξ] = −2iωρ0(r) v(r) ·∇r [ξ(r, ω)] , (30)
where the index r in ∇r[·] denotes that ∇ works on the variable r of the function in square brackets.
As the structure of the first-order problem in equation (29) is identical to equation (11), we can use the Green’s
functions from equation (19) to express its solution, replacing ξ by δξ and S by −δL[ξ] (see Gizon & Birch 2002). The
result is
δξj(robs, ω) =
∫

Gkj (robs|r, ω) 2iωρ0(r)v(r) ·∇r [ξk(r, ω)] d3r. (31)
From the expression for the perturbation to the wave field in equation (31), we can model the perturbation to the
filtered Doppler signal via
δΦ(robs, ω) = −iω
∫

Gk(robs|r, ω) 2iωρ0(r)v(r) ·∇r [ξk(r, ω)] d3r. (32)
4.2. A General Kernel Formula
In order to obtain a spherical formula for our sensitivity kernels, we first closely follow Gizon & Birch (2002) and
Birch & Gizon (2007). We need to first establish a linear relationship between the perturbation to the cross-covariance,
δC0(r1, r2, ω) = E
[
2pi
T
(Φ + δΦ)∗(r1, ω) (Φ + δΦ)(r2, ω)
]
− E
[
2pi
T
Φ∗(r1, ω) Φ(r2, ω)
]
, (33)
and the flow v(r), which can be written as
δC(r1, r2, t) =
∫

C(r1, r2, t; r) ·v(r) d3r . (34)
Equation (34) then yields with equations (2) and (9)∫

K(r1, r2; r) ·v(r) d3r = E [δτdiff(r1, r2)] = 2pi
∫ ∞
−∞
Wdiff(r1, r2, ω) δC(r1, r2, ω) dt, (35)
where the sensitivity kernel K can be written as
K(r1, r2; r) = 2pi
∫ ∞
−∞
W ∗diff(r1, r2, ω)C(r1, r2, ω; r) dω (36)
and where we have applied Parseval’s theorem (see eq. A2, note also that Wdiff(r1, r2, t) is a real function).
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In Appendix E, we obtain an expression for C, see equation (E6), from which we deduce the general kernel formula
K(r1, r2; r) = 4pi ρ0(r)
∫ ∞
−∞
M(ω)ω3W ∗diff(r1, r2, ω)
×
(
iGk(r2|r, ω)
∫
S2
∇r[Grk(r|rs,Ω′, ω)]Gr∗(r1|rs,Ω′, ω) dΩ′ + (1↔ 2)∗
)
dω, (37)
where the term abbreviated with (1 ↔ 2)∗ is identical to the previous term in the big round brackets except for
complex conjugation and exchange of indices 1 and 2.
Equation (37) is in fact very similar to equations (10) and (11) in Birch & Gizon (2007), which were found for
Cartesian geometry. Birch & Gizon (2007) used their equivalent of equation (37) for an implemention into numerical
code. As is pointed out in Section 5, it is computationally preferable in our spherical case to first perform the integral
over ω, before the spatial integral in equation (37) is performed. This in turn requires us to expand the expressions
involving the Green’s functions Grk and Gk in (37).
4.3. The Specific Kernel Formula
Appendix F describes in detail how we obtain the following specific kernel formula from equation (37),
K(r1, r2; r) =
∑
j=(ln),i=(l¯n¯)
Jij(r1, r2)Z
ij(r1, r2; r) +
(
1↔ 2
)∗
, (38)
where
Zij(r1, r2; r) = ρ0(r)
∑
k=r,θ,φ
Ol¯n¯k (r)
[
Pl¯(cos ∆2)
]
∇r
[
Olnk (r)
[
Pl(cos ∆1)
]]
, (39)
Jij(r1, r2) = (2l + 1)(2l¯ + 1)Rln(rs)Rl¯n¯(r2)
×
∑
n′
Rln′(rs)Rln′(r1)
∫ ∞
−∞
iω3W ∗diff(r1, r2, ω)M(ω) f(l, ω)f(l¯, ω)
4pi (σ2ln − ω2)(σ2∗ln′ − ω2)(σ2l¯n¯ − ω2)
dω. (40)
We note that W ∗diff is the only term which is not complex conjugated in the (1↔ 2)∗ term.
According to Equation (38), the kernel is given by a sum over all pairs of modes (i, j). For each pair of modes
(i, j), the term Jij(r1, r2)Z
ij
d (r1, r2; r) describes the advection-induced scattering of mode j by a flow in direction
d ∈ {r, θ, φ}, which results in a perturbation of the travel time through a coupling with mode i. The quantity Jij
describes the observational signature of the coupling between mode i and j which depends on the background model
and the travel distance only. The term Zi,jd describes the observable strength of the scattering and the coupling, which
depends on the density-weighted scattering location in the solar interior relative to the observation points.
5. NUMERICAL IMPLEMENTATION
Equation (38) is used for the numerical implementation of the kernel formula. In order to reduce computation time,
the coupling between n and n′ was neglected in the evaluation of the kernel formula as well as in the computation of
the zero-order power spectrum and the zero-order cross-correlation. Thus, only terms with n′ = n were taken into
account in equations (23), (26), and (40). For a particular harmonic degree l, the coupling between two distinct ridges
in the power spectrum, n′ 6= n, is expected to be small because the frequencies of corresponding modes differ by an
amount much greater than the linewidth. However, this should be checked for any specific application. If necessary,
the full formulas can be used.
Equation (38) shows the complexity of the computation. If we denote the number of grid points in r, θ, φ with
Nr, Nθ, Nφ and the number of modes used in the model calculation with Ni, then the numerical performance of the
evaluation of the sum over (i, j) in equation (38) scales with
costK = NrNθNφ N
2
i . (41)
The computation of Jij as defined in equation (40), which can be performed prior to taking the sum over (i, j), scales
with
costJij = N
2
i NωNn′ (42)
where Nω is the number of points used in the ω grid and Nn′ is the number of ridges used in the computation of the
line asymmetry in Jij . The cost of computing Z
ij is included in the evaluation of the sum over (i, j) in equation (38).
Alternatively, it is possible to follow Birch & Gizon (2007) by using equation (37) for the implementation (see also
Burston et al. 2015). In this case, one evaluates equation (F4) for every frequency and then performs the frequency
integral in equation (37). The numerical cost would then scale with
costalternative = NrNθNφ Nω Ni. (43)
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From equations (41) and (43) (costJij ≤ costK for reasonable examples), it is clear that the alternative procedure is
faster if Nω < Ni, which is the case when high-degree modes are considered as in Birch & Gizon (2007). If we consider
low degree modes, e.g. for calculating kernels for large travel distances, this is no longer appropriate because low
degree modes have considerably smaller damping rates. In order to correctly evaluate the integral over ω in equations
(37) or (38), we therefore have to use a very fine frequency resolution, see also Section 7.2. We thus have Nω >> Ni
and the approach taken in this paper is computationally preferable.
6. SANITY CHECK: COMPARISON WITH CARTESIAN GEOMETRY
In this section, we perform a first sanity check of the derived kernel formula and its implementation. We perform
two kernel computations for an example travel distance of ∆ = 10 Mm using the same set of model parameters, one
with our spherical code and one with the existing Cartesian code developed by Birch & Gizon (2007), and we compare
the results.
6.1. Sanity Check: Model Parameters
We consider the f -mode example in Birch & Gizon (2007), which was also studied by Jackiewicz et al. (2007). In
order to facilitate the comparison, a number of changes were made to the model parameters. As our spherical code
does not take the line asymmetry in the power spectrum into account (see Section 5), both Cartesian and spherical
computations were performed using only the f -mode in the normal mode summation. Birch & Gizon (2007) also
used modes with higher radial orders n > 0 in their computation, where the cross-talk between, e.g., the p1 and the
f -mode has a contribution to the power spectrum. As the spherical code uses a grid in l, the resolution in k in the
Cartesian code was changed to correspond to our requirement of ∆l = 1. In the spherical code, we use lmin = 139
and lmax = 2053, the corresponding choice is made for k in the Cartesian code. Finally, we employ a frequency filter
such that only frequencies ν between 2 mHz and 4 mHz are taken into account in the computations. For the sake of
comparison with the kernels presented in the current paper, we included an additional multiplicative factor of ω2 to
the source covariance in the Cartesian code of Birch & Gizon (2007). This factor of ω2 comes from the difference in the
source covariance models employed. The source type was further changed (we here assume vertical momentum sources,
which corresponds to omitting the radial derivatives in equation (51) in Birch et al. 2004) and we use a different model
for the optical transfer function (Birch & Gizon 2007 actually used α = 1 Mm instead of the mentioned α = 1.75 Mm).
We note also that the code of Birch & Gizon (2007) uses eigenfunctions which were computed in Cartesian geometry,
while the eigenfunctions used in the spherical code were computed in spherical geometry.
6.2. Sanity Check: Comparison of Kernel Results
Figure 2 shows horizontal cuts through the kernels for zonal flows, Kφ (from our spherical code) and Kx (from the
Cartesian code used by Birch & Gizon 2007) at the source depth. The results are in good agreement. Regions of
positive and negative sensitivity are found at the same locations and the magnitude of the kernels is of similar order,
which we evaluate quantitatively in the following.
In Figure 3 and Table 1, the magnitudes of the two kernels are compared in more detail. The left panel of Figure 3
shows the horizontally integrated sensitivity to zonal flows as a function of depth from the spherical code (Kφ, solid
line) and from the Cartesian code (Kx, dashed line). The right panel shows cuts at the equator through the radial
integrals of the same kernels as a function of horizontal distance x in the W-E direction. The horizontal integrals are
in very good agreement, the relative difference of the negative peak values is found to be about 0.28 %. The total
integrals of the kernels, which correspond to the sensitivity to a uniform flow field, differ by only about 0.14 %.
We thus conclude for the given example that the spherical and the Cartesian approach give very similar travel-time
sensitivities to large-scale flows and that the average magnitude of the spherical kernel is thus plausible.
In the radial integrals presented in the right panel of Figure 3, the Cartesian kernel shows an oscillatory behaviour
with higher amplitude compared to the spherical one, for which the maximum absolute value in the radial integral in
Figure 3 (right panel) is lower by about 6.9 % at the peaks. Similarly, the maximum absolute value of the spherical
kernel is lower by 4.9 % compared to the Cartesian one.
As a reason for the remaining differences in the two kernel results, we exclude slight differences in the power spectra
due to differences in the damping model with the following test: Correcting the power spectrum from the spherical
code for the ratio of the two ω-integrated power spectra yields a slight change in the mean sensitivity but the more
oscillatory behaviour of the Cartesian kernels is not reproduced. Further possible reasons include the approximations
made in Cartesian geometry and the differences in the eigenfunction computation.
6.3. Sensitivity of Kernels to the Power Spectrum
Born approximation sensitivity kernels respond sensitively to changes in the power spectrum (e.g., Birch et al. 2004).
For interpreting data, model power spectra must be well matched to those from data. In order to demonstrate how
kernels respond to such changes, we note that the extremal value of the Cartesian f -mode kernel computed in this
paper differs by a relatively large factor of about five from that presented in Birch & Gizon (2007, Fig. 2a). This
factor is exclusively due to the different choice of parameters for the kernel computation in this paper (see Section
6.1) compared to the parameters used by Birch & Gizon (2007), especially the change of source type and a different
optical transfer function, and the resulting changes in the power spectrum. See also Table 1 for some key values for
the two Cartesian kernels compared here.
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Table 1
Key Characteristics of Kernels for the Sanity Check in Section 6
Kernel max(Kφ) min(Kφ)
∫
Kφ d
3r min(r2
∫
Kφ dΩ) Mean ν ν at max. power
[s2 Mm−3 km−1] [s2 Mm−3 km−1] [s2 m−1] [s2 m−2] [mHz] [mHz]
Birch & Gizon (2007, Fig. 2) 1.431 -4.421 -0.1887 -0.1067 2.77 2.70
Cartesian f -mode example 0.236 -0.848 -0.1193 -0.0446 2.55 2.41
Spherical f -mode example 0.233 -0.806 -0.1191 -0.0445 2.53 2.27
Note. — For the f-mode kernel presented in Birch & Gizon (2007, Fig. 2), as well as for the Cartesian and spherical kernels presented
in this paper, we show the maximum (second column) and minimum (third column) values, as well as the total integral (fourth column),
the minimum value of the horizontal integral (fifth column), the power-weighted mean frequency (sixth column), and the frequency at
maximum wavenumber-integrated power (seventh column). The values are for Kx or Kφ, respectively.
Figure 2. Sensitivity of travel-time differences to zonal flows. Displayed are horizontal cuts at the source depth through Kφ (left, spherical
code) and Kx (right, from the Cartesian code used by Birch & Gizon 2007). The two observation points are located on the equator (y = 0)
at x = ±5 Mm.
Figure 3. Comparison of integrated travel-time sensitivity to zonal flows from the spherical code (Kφ, solid lines) and from the Cartesian
code (Kx in Birch & Gizon 2007, dashed lines). The left panel shows the horizontally integrated sensitivity kernels as functions of depth,
the right panel shows cuts at the equator through the radial integrals of the same kernels as a function of x or φ, respectively.
7. EXAMPLE KERNELS FOR LARGE TRAVEL DISTANCES
The main application for the spherical kernels presented in this paper is to measure large-scale flows in the deep
solar interior. In this section, we test example kernels of such an application for self-consistency and we evaluate the
dependence of the kernels on the filters applied in the data analysis procedure. As an example, we consider a travel
distance of 42 degrees. In the ray approximation, this corresponds to a lower turning point near the bottom of the
convection zone (e.g., Zhao et al. 2013, Rajaguru & Antia 2015).
7.1. Testing Kernels in the Linear Regime
In this section, we test our results for self-consistency and follow the idea of Roth et al. (2006) by considering a
model Sun rotating uniformly with a small angular frequency Ω. In this case, we can analytically obtain a perturbed
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cross-covariance and thus reference values for travel times. Following Woodard (1989), we neglect the effect of the
Coriolis force on eigenfunctions. Furthermore, the first-order effect of rotation on eigenfunctions due to advection
vanishes according to Woodard (1989) when the rotation is uniform. We thus purely consider the effect of rotation on
mode frequencies, which are shifted in the non-rotating frame of the observer by (see, e.g., Section 3.8 and eq. [3.360]
in Aerts et al. 2010)
δωlmn = mβnlΩ (44)
due to advection and Coriolis forces. This frequency shift can be introduced in the cross-correlation if equation (26)
is rewritten in a more general form,
C0(r1, r2, ω) =
∑
lmn
f(l, ω)2dlmn(r1, r2, ω), (45)
where we have taken into account only terms with n′ = n (see Section 5). Equation (45) becomes in the case of uniform
rotation using Equation (44),
CΩ(r1, r2, ω) =
∑
lmn
f(l, ω)2dlmn(r1, r2, ω − δωlmn), (46)
where the filter was applied in the observer’s frame.
Figure 4 depicts travel times obtained analytically using equation (46) as a function of the equatorial surface flow
speed v = ΩR. For the computation of each CΩ, the observation points are assumed to be aligned in the W-E
direction on the equator. Travel time differences δτΩdiff in a westward minus eastward sense (W-E, crosses in Figure 4)
are then fitted to each analytically-obtained cross-covariance function using equation (9). A rotation with angular
frequency Ω corresponds to a flow field of v(r) = Ω r sin θ eˆ(φ)(r), which is used for obtaining the Born approximated
travel times for such a flow (solid line, δτKdiff) from equation (35). The travel times δτ
K
diff were obtained from a kernel
which was computed using the same parameters as for CΩ. Apart from the W-E-orientation, the parameters used for
producing Figure 4 are identical to those used for kernel K4 (see Section 7.2 and Table 2).
The travel times predicted from the kernel show a linear behaviour with increasing flow speed, while the analytically
obtained travel times show a non-linear behaviour (see also Jackiewicz et al. 2007). For small rotation rates, which
correspond to small-amplitude uniform flows, linearity is a good approximation.
If the kernel is a good linear approximation to the effect of the flow field on the travel times, both δτΩdiff and δτ
K
diff
will have the same derivative with respect to v at v = 0. In order to obtain a quantitative measure for the accuracy
of a kernel computation, we thus evaluate
a =
(
∂(δτKdiff)/∂v
)
v=0(
∂(δτΩdiff)/∂v
)
v=0
− 1. (47)
This value is a quantitative test of the numerical resolution and the extent of the spatial and frequency grids. For
the example shown in Figure 4, we have a = 0.012. Our kernel therefore gives an average sensitivity in the linear
regime which is 1.2 % larger than would be expected from the analytically obtained perturbed cross-covariance. At
v = 500 m s−1, the travel time obtained from the kernel is 1.8 % larger than the one from the analytically obtained
cross-covariance function. The assumption of small flows, equivalent to a linear relationship between δτ and v, is thus
valid to a sufficient degree for flow speeds up to 500 m s−1 (see Fig. 4) for this example.
7.2. Meridional Flow Kernels for Different Filters and ∆ = 42◦: Model Parameters
We calculate kernels for point-to-point southward minus northward (S-N) travel time differences with a travel
distance of ∆ = 42◦ and observation points which are centered at a latitude of 40◦ and located along the central
meridian (φ = 0◦). Figure 5 displays vertical cuts at the central meridian through the example kernels. First, we
show kernels for which the mode summation was truncated at l ≤ 170, l ≤ 99, l ≤ 79 (top row from left to right),
and l ≤ 49 (bottom left), respectively. For these kernels, apart from the truncation, no additional filters were applied.
In addition, we show one kernel which was computed with a phase-speed filter (bottom right, filter no. 9 in Kholikov
et al. 2014) and one kernel for which the modes were filtered with a Gaussian at a central angular degree of l0 = 45
(bottom center), which corresponds roughly to the central mode present in the phase-speed filter (see also Kholikov
et al. 2014). Table 2 summarizes some key characteristics of the kernels shown in this section.
The following parameters are the same for all kernels. As in Hartlep et al. (2013), we assume a source depth of
rs = R − 150 km and an observation height of r1 = r2 = robs = R + 300 km. The window function h(t) used in the
travel-time fit in equation (10) was chosen to select the first bounce, i.e. it is equal to 1 for 70 min ≤ t ≤ 120 min and
0 otherwise for the given travel distance. For the examples shown here, we do not use an optical transfer function.
Damping rates were supplied by Jesper Schou (2006, private communication).
While the selection of the above parameters is rather straightforward, the choice of the spatial and frequency grids
turns out to be more complicated. In order to guarantee a good accuracy, e.g., |a| ≤ 0.05, the grids in the spatial and
frequency domains have to be sufficiently fine. The resolution of the spatial grid has to be at least as fine as the critical
sampling of ∆θcrit = (1/2)pi/(2lmax) in the horizontal direction, where 2lmax is a rough estimate of the angular degree
of the finest horizontal structure in the kernel originating from the multiplication of two Legendre polynomials with
maximum degree lmax. We calculate the example kernels presented in this section in a volume which covers colatitudes
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Figure 4. Perturbations to the travel-time difference due to uniform rotation as a function of the corresponding equatorial surface flow
speed. The observation points are assumed to be aligned in the W-E direction on the equator at a distance of 42◦. We show forward-
modelled travel-time differences from the kernel (solid line) and from an analytically obtained perturbed cross-covariance function (crosses).
Table 2
Key Characteristics of ∆ = 42◦ Example Kernels
Kernel Filter Mean l Mean ν [mHz]
K1 l ≤ 170 84 2.933
K2 l ≤ 99 49 2.929
K3 l ≤ 79 39 2.928
K4 l ≤ 49 24 2.927
K5 Gaussian (l0 = 45, δl = 8), 15 ≤ l ≤ 75 45 2.928
K6 phase-speed (Kholikov et al. 2014), l ≤ 170 46 2.995
Note. — Mean l and mean ν are computed as power-weighted averages.
from 10 to 90 degrees, longitudes from −30 to +30 degrees, and depths from 0.7R (in some cases 0.6R) to the top
of the model at around R+ 500 km. We use 301 (or, if necessary to obtain an accuracy of |a| < 0.05, 601) grid points
in colatitude, 227 grid points in longitude, and 75 grid points in depth. This corresponds to a horizontal resolution
which is roughly twice as fine as the critical sampling.
The frequency grid is constrained by the low damping rates for low l or low ωln (for fixed n). In order to perform
an accurate integration in equation (40), we have to use a very fine resolution in ω (see also Section 5). As a rough
criterion, the peaks in the power spectrum with the largest contribution to total power should be well resolved. We
thus aim to use a resolution which is smaller than the smallest linewidth when considering modes with a mode energy
of Enl ∝ γnlP(l, ωnl) ≥ 10−3 maxl,n(γnlP(l, ωnl)), where P is the unfiltered power spectrum and l ≤ lmax = 170. This
is the case when ∆ω = 2pi/(∆tNt) with ∆t = 60 s and Nt = 512000. As a result, for modes with γnlP(l, ωnl) ≥
10−2 max(γnlP(l, ωnl)), there are at least 12 grid points within the line width of a peak in the power spectrum and
the most relevant part of the power spectrum is thus adequately covered.
In these considerations, a compromise had to be made between a good accuracy on the one hand and a reasonable
computation time on the other hand. A characteristic computation with the above parameters using a range of modes
with l ≤ 170 and 0 ≤ n ≤ 35 takes roughly 2.5 days on 31 CPU cores. For a practical use in meridional flow inversions,
where at least one kernel per travel distance has to be computed, an improvement concerning computation time seems
desirable and remains subject to further research.
7.3. Meridional Flow Kernels for Different Filters and ∆ = 42◦: Results
The use of different filters results in a different spatial distribution of sensitivity in the kernels, see Figure 5. KernelK1
shows a pattern of large amplitude sensitivity with alternating sign close to the surface especially near the observation
points. From kernel K2 to K4, where the higher-degree modes are successively filtered out, this ringing-like pattern
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Figure 5. Travel-time sensitivity kernels for meridional flow, Kθ, for a travel distance of ∆ = 42
◦. Displayed are vertical cuts at the
central meridian through kernels computed with six different filters, which are summarized in Table 2 and described in the text. The
locations of the observation points are marked with blue bars.
disappears. The pattern shows a horizontal spatial scale which corresponds to l ≈ 260. A multiplication of two
Legendre polynomials as in equation (39) results in a summation of the corresponding degrees l. The pattern is thus
produced by a range of modes of about 90 . l . 170. In addition to the kernels presented in Figure 5, we verified that
a kernel computed using exclusively higher-degree modes (140 ≤ l ≤ 170) shows a similar sensitivity pattern near the
surface as does K1. The ringing-like pattern may thus be attributed to the influence of higher-degree modes.
In the lower-degree kernels presented in the bottom row of Figure 5, for which predominantly modes with l . 70 were
used, the sensitivity is concentrated in deeper regions and the overall pattern is closer to a “ray-path-like” structure.
It is noteworthy that the dominant negative sensitivity pattern present in K5 at about 0.7 − 0.8R between the
observation points in Figure 5 is also visible in kernels K1 to K4. The sensitivity of the low degree modes to deep
flows can thus be similarly present in deeper regions of kernels calculated with a larger set of modes, which illustrates
the structure of the problem as a superposition of modes.
Furthermore, we find that the phase-speed filtered kernel K6 is best localized with respect to depth. Although it
shows the lowest amplitude, the integrated sensitivity has a magnitude comparable to the other kernels due to fewer
locations with a sign reversal in the sensitivity. The general pattern of its sensitivity distribution in the spatial domain
is found to be rather “rectangular” with distinct bands in radial direction. Such features have also been observed
in Cartesian kernels (see bottom left panel in Fig. 1 from Birch & Gizon 2007). Visually, the closest match to a
ray-path-like pattern is produced by applying a Gaussian band-pass filter in l (K5) or by applying a simple cut-off
filter in angular degree (l ≤ 49, K4).
8. SUMMARY AND DISCUSSION
In this paper, we have derived a formula for calculating the sensitivity of helioseismic travel times to flows with the
Born approximation in spherical geometry. Following Gizon & Birch (2002) and Birch & Gizon (2007), we solved the
zero- and first-order problems in spherical geometry via Green’s functions and expanded the kernel formula in a way
such that it was implementable into numerical code.
The kernels can be used for inferring flows, which are small and have a linear effect on the travel times (e.g.,
Jackiewicz et al. 2007) and where the influence of magnetic activity on the travel times can be neglected. In an
example study for unfiltered data and a travel distance of 42 degrees, we found that uniform flows up to 500 m s−1 can
be treated with this approximation. For studying, e.g., meridional flow, the assumption of linearity is thus adequate
as meridional flows are around 20 m s−1 at the surface.
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Our method was tested in two different ways. As a first sanity check, we considered an f -mode example for which
the assumption of Cartesian geometry is appropriate. Results from our computation were compared to results from
a Cartesian code used by Birch & Gizon (2007). We found a good qualitative and quantitative agreement between
both results. Horizontal and total integrals, which correspond to the sensitivity of travel times to a uniform flow field,
agree to within 0.3 %. However, the amplitude of the Cartesian kernel was found to be more oscillatory compared to
the kernel obtained in spherical geometry. This might be due to the approximations made in Cartesian geometry and
the differences in the eigenfunction computation.
Secondly, as a test for self-consistency in the case of deep flows, we considered a travel distance of 42 degrees and
uniform rotation. We found that the total integral of the kernel and the analytically-obtained reference value agree to
within 2 %. A high frequency resolution of ∆ω = 2.045 · 10−7 Hz, which is in the order of the lowest damping rates
with a substantial contribution to the total power, is needed to well resolve the peaks in the power spectrum where
the line widths are small. Due to this, the numerical implementation relied on a different approach compared to the
one used by Birch & Gizon (2007) for kernels in Cartesian geometry, where the power is concentrated on modes with
higher l and larger line widths.
Consequently, we used our method to evaluate the effect of different possible filters on the sensitivity of travel-time
measurements to meridional flow for a travel distance of 42 degrees. The sensitivity calculated using a wide range
of modes (l ≤ 170) was found to be largely concentrated near the surface. A ringing-like pattern of large amplitude
sensitivity with alternating sign was found especially between the observation points near the surface unlike in ray
theory. This pattern is due to the inclusion of higher-degree modes (roughly 90 . l . 170). This finding is in
accordance with the result of Bogdan (1997) who showed that the wave path of a wave packet can be extended over a
relatively large region from beneath the turning point of the corresponding ray path to the surface of the Sun.
When mainly lower-degree modes (l . 70) were used for obtaining filtered kernels, we found the sensitivity rather
to be concentrated in regions near the bottom of the convection zone and rather to show a “ray-path-like” spatial
distribution of the sensitivity. The ringing disappeared or it was significantly reduced. Among the filters presented
here, it is noteworthy that a simple cut-off filter (l ≤ 49) and a narrow Gaussian filter in angular degree yielded
sensitivity patterns which are visually most similar to a ray path. To our knowledge, a Gaussian filter in angular
degree has not yet been used in helioseismic data analysis and may be worth exploring (see also Jackiewicz et al.
2007). For phase-speed filtered measurements, kernels were found to be best localized in depth when compared to the
examples presented in this paper.
As a further consequence for interpreting observations, we note that travel times have to be interpreted with caution
(see also, e.g., DeGrave et al. 2014 and Sˇvanda 2015). Different filters used in the data analysis process may lead to
significant differences in the kernels. Similarly, we found for kernels computed in Cartesian geometry (Birch & Gizon
2007) that a number of changes in the parameters, which caused a change in the power-weighted mean frequency by
about 0.2 mHz, can cause the integrated sensitivity to change by a factor of 1.6 and extreme values to change by a
factor of five. It is an open question, however, how inversion results are affected by such changes in the kernels.
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APPENDIX
A. FOURIER TRANSFORM CONVENTION
In the time domain, we adopt the Fourier transform convention of Gizon & Birch (2002). The same symbol is used
for a function f(t) and its Fourier transform f(ω) indicating the Fourier transform by using the frequency variable ω.
The Fourier transform is defined as
f(ω) =
1
2pi
∫ ∞
−∞
f(t) eiωt dt. (A1)
For this convention, Parseval’s theorem reads∫ ∞
−∞
f(t) g∗(t) dt = 2pi
∫ ∞
−∞
f(ω) g∗(ω) dω. (A2)
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B. ZERO ORDER SOLUTION AND GREEN’S FUNCTIONS
We show first that the ansatz (20) solves the wave equation (12), provided the Green’s functions in turn satisfy
equation (19). We recall that the operator L acts only on the r-dependence of Gk(r|r′, ω) taking r′ and ω to be
constant. Assuming (19) to be fulfilled, we plug our ansatz (20) into the zero-order wave equation (12) and calculate
L[ξj(r, ω)] =
∫

L
[
Gkj (r|r′, ω)Sk(r′, ω)
]
d3r′ (B1)
=
∫

eˆ
(k)
j (r
′)δ(r− r′)Sk(r′, ω) d3r′ = Sj(r, ω), (B2)
which shows that indeed, the ansatz (20) solves the wave equation, provided equation (19) holds. In order to solve
equation (19) to obtain an expression for the Green’s function, we now expand G on the eigenfunction basis,
Gk(r|r′, ω) =
∑
lmn
cklmn(r
′, ω)ξlmn(r). (B3)
We start with the right-hand side of (19) and use (B3) and (14) on the left-hand side of (19), which yields for k = r, θ, φ,
eˆ(k)(r′)δ(r− r′) = L[Gk(r|r′, ω)] =
∑
l′m′n′
ckl′m′n′(r
′, ω)(−ω2 + ω2l′n′ − 2iωγl′n′)ρ0(r)ξl
′m′n′(r). (B4)
Multiplying both sides of this equation with ξlmn∗(r) and integrating over the whole volume of the Solar model in the
r domain, we obtain with (18),
ξlmn∗k (r
′) =
∑
l′m′n′
ckl′m′n′(r
′, ω)(−ω2 + ω2l′n′ − 2iωγl′n′)
∫

ρ0(r)ξ
lmn∗(r)ξl
′m′n′(r) d3r (B5)
= cklmn(r
′, ω)(−ω2 + ω2ln − 2iωγln), (B6)
from which we find
cklmn(r
′, ω) =
ξlmn∗k (r
′)
−ω2 + ω2ln − 2iωγln
. (B7)
From (B3), we obtain for the Green’s function,
Gkj (r|r′, ω) =
∑
lmn
ξlmn∗k (r
′)ξlmnj (r)
σ2ln − ω2
(B8)
and
Gkr (r|r′, ω) =
∑
lm
(∑
n
ξlmn∗k (r
′)
σ2ln − ω2
Rln(robs)
)
Ylm(θ, φ), (B9)
where
σ2ln = ω
2
ln − 2iωγln. (B10)
In the time domain, the Green’s functions
Gˆkj (r, r
′, t, t′) =
∫ ∞
−∞
Gkj (r|r′, ω) e−iω(t−t
′) dω (B11)
thus satisfy (see also equation [9] in Birch & Gizon 2007)
L[Gˆk(r, r′, t, t′)] = 2pi eˆ(k)(r′) δ(r− r′) δ(t− t′). (B12)
In addition to the Green’s functions fulfilling equation (19), or equivalently equation (B12), any zero-order solution
of the wave equation needs to fulfil spatial and temporal boundary conditions. For a detailed treatment of the
spatial boundary conditions for the eigenfunctions at the center of the Sun and at the outer boundary, we refer to
Christensen-Dalsgaard (2008), Aerts et al. (2010, section 3.3.2.2), and to Unno et al. (1989, chapters 14 and 18). The
spatial boundary conditions are satisfied by the Green’s functions Gkj and by any zero-order solution ξ obtained with
equation (20) due to the linearity of the problem if the eigenmodes fulfil the same spatial boundary conditions. In
addition, the condition ξ(r, t) = 0 needs to be satisfied for t ≤ −T/2 due to equation (11) as S(r, t) = 0 for t ≤ −T/2.
This is guaranteed by equation (20) and the Green’s functions, which satisfy Gkj (r|r′, t− t′) = 0 for t− t′ ≤ 0.
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C. ZERO-ORDER POWER SPECTRUM
Filtered spherical harmonic coefficients alm(ω) defined in equation (5) can be obtained from equations (4), (3), (20),
and (B9). We find
alm(ω) = −iωf(l, ω)
∑
n
Rln(robs)
σ2ln − ω2
∫

ξlmn∗k (r
′)Sk(r′, ω) d3r′, (C1)
from which we deduce the zero order power spectrum
P0(l, ω) = E[P(l, ω)] = 2pi
T
E[
l∑
m=−l
|alm(ω)|2] = 2pi
T
l∑
m=−l
E[a∗lm(ω)alm(ω)] (C2)
=
2pi
T
ω2f(l, ω)2
∑
mnn′
Rln(robs)Rln′(robs)
× E[
(∫

ξlmn∗j (r
′)
σ2ln − ω2
Sj(r
′, ω) d3r′
)∗(∫

ξlmn
′∗
k (r
′′)
σ2ln′ − ω2
Sk(r
′′, ω) d3r′′
)
] (C3)
= ω2f(l, ω)2
∑
mnn′
Rln(robs)Rln′(robs)
(σ2∗ln − ω2)(σ2ln′ − ω2)
×
∫

∫

ξlmnj (r
′)ξlmn
′∗
k (r
′′)
2pi
T
E[S∗j (r′, ω)Sk(r′′, ω)] d3r′d3r′′. (C4)
= ω2M(ω)f(l, ω)2
l∑
m=−l
∑
nn′
Rln(robs)Rln′(robs)Rln(rs)Rln′(rs)
(σ2∗ln − ω2)(σ2ln′ − ω2)
, (C5)
which yields equation (23) when performing the sum over m. In equation (C5), we used the relation∫

∫

ξlmnj (r
′)ξl
′m′n′∗
k (r
′′)
2pi
T
E[S∗j (r′, ω)Sk(r′′, ω)] d3r′d3r′′ (C6)
= M(ω)
∫
S2
r2s
r2s
Rln(rs)Rl′n′(rs)Ylm(Ω
′)Y ∗l′m′(Ω
′) dΩ′ (C7)
= M(ω)Rln(rs)Rln′(rs)δll′δmm′ , (C8)
which was deduced using the properties of the source covariance defined in equation (15) as well as d3r′ = r′2dr′dΩ′.
Equation (C8) will also be useful in the following derivations.
D. ZERO-ORDER CROSS-COVARIANCE
Using our convention for the cross-covariance function from equation (8) and the expression for the filtered observa-
tional Doppler signal from equation (22), we obtain
C0(r1, r2, ω) = E [C(r1, r2, ω)] =
2pi
T
E [Φ∗(r1, ω)Φ(r2, ω)] (D1)
=
2pi
T
E
[ (
−iω
∑
lmn
f(l, ω)
ξlmnr (r1)
σ2ln − ω2
∫

ξlmn∗i (r
′)Si(r′, ω) d3r′
)∗
×
(
−iω
∑
l′m′n′
f(l′, ω)
ξl
′m′n′
r (r2)
σ2l′n′ − ω2
∫

ξl
′m′n′∗
j (r
′′)Sj(r′′, ω) d3r′′
) ]
(D2)
= ω2
∑
ll′mm′nn′
f(l, ω)f(l′, ω)
ξlmn∗r (r1)
σ2∗ln − ω2
ξl
′m′n′
r (r2)
σ2l′n′ − ω2
×
∫

∫

ξlmni (r
′)ξl
′m′n′∗
j (r
′′)
2pi
T
E [ S∗i (r′, ω)Sj(r′′, ω)] d3r′ d3r′′ (D3)
= ω2M(ω)
∑
lnn′
f(l, ω)2
Rln(rs)
σ2∗ln − ω2
Rln′(rs)
σ2ln′ − ω2
∑
m
ξlmn∗r (r1)ξ
lmn′
r (r2) (D4)
=
ω2
4pi
M(ω)
∑
lnn′
(2l + 1)f(l, ω)2Rln(rs)Rln′(rs)
Rln(r1)Rln′(r2)Pl(cos ∆1,2)
(σ2∗ln − ω2)(σ2ln′ − ω2)
. (D5)
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In (D4), we used equation (C8). In equation (D5), we applied
∑
m
ξlmn∗r (r1)ξ
lmn′
r (r2) = Rln(r1)Rln′(r2)
∑
m
Y ∗lm(Ω1)Ylm(Ω2) (D6)
= Rln(r1)Rln′(r2)
2l + 1
4pi
Pl(cos ∆1,2), (D7)
where ∆1,2 = ∆(Ω1,Ω2) denotes the angular distance between positions Ω1 and Ω2 on the unit sphere, and Pl denotes
a Legendre polynomial of degree l.
E. GENERAL KERNEL FORMULA: DERIVATION
For deriving the general kernel formula, we use equation (31) for the first-order perturbed wave field and the
expression for the zero order wave field from equation (20),
δξj(r2, ω) = 2iω
∫

∫

ρ0(r)G
k
j (r2|r, ω)v(r) ·∇r[Gik(r|r′, ω)Si(r′, ω)] d3r d3r′, (E1)
from which we obtain for the filtered Doppler signal with equation (32),
δΦ(r2, ω) = 2ω
2
∫

∫

ρ0(r)Gk(r2|r, ω)v(r) ·∇r[Ghk(r|r′, ω)Sh(r′, ω)] d3r d3r′. (E2)
We can now deduce an expression for δC, neglecting the second-order term and using equation (22),
δC(r1, r2, ω) =
2pi
T
E
[
Φ∗(r1, ω)δΦ(r2, ω) + δΦ∗(r1, ω)Φ(r2, ω)
]
(E3)
=
2pi
T
E
[
iω
∫

Gj∗(r1|r′′, ω)S∗j (r′′, ω) d3r′′
× 2ω2
∫

∫

ρ0(r)Gk(r2|r, ω)v(r) ·∇r[Ghk(r|r′, ω)]Sh(r′, ω) d3r d3r′
]
+ (1↔ 2)∗ (E4)
=
∫

v(r) · C(r1, r2, ω; r) d3r, (E5)
where we indicate with (1 ↔ 2)∗ an additional term which is identical to the previous one except for complex
conjugation and exchange of indices 1 and 2, and where we obtain
C(r1, r2, ω; r) = 2iM(ω)ω3ρ0(r)Gk(r2|r, ω)
∫
S2
∇r[Grk(r|rs,Ω′, ω)]Gr∗(r1|rs,Ω′, ω) dΩ′ + (1↔ 2)∗. (E6)
Equation (E6) is deduced using the expression for the source covariance from equation (15) proceeding similarly as in
equation (C7) and indicating a particular source location with rs = (rs,Ω
′). Equation (E6) is used in Section 4.2 to
derive the general kernel formula (37).
F. SPECIFIC KERNEL FORMULA: DERIVATION
We first evaluate some terms in equation (37) using the expression for the filtered Green’s functions in equation (21).
Keeping in mind Oln∗k = Olnk , we find with r = (r,Ω) and r2 = (r2,Ω2),
Gk(r2|r, ω) =
∑
l¯m¯n¯
f(l¯, ω)
ξ l¯m¯n¯∗k (r)ξ
l¯m¯n¯
r (r2)
σ2
l¯n¯
− ω2 (F1)
=
∑
l¯n¯
f(l¯, ω)
Rl¯n¯(r2)
σ2
l¯n¯
− ω2O
l¯n¯∗
k (r)
[∑
m¯
Y ∗¯lm¯(Ω)Yl¯m¯(Ω2)
]
(F2)
=
∑
l¯n¯
f(l¯, ω)
2l¯ + 1
4pi
Rl¯n¯(r2)
σ2
l¯n¯
− ω2O
l¯n¯
k (r)
[
Pl¯(cos ∆2)
]
, (F3)
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where ∆2 = ∆(Ω,Ω2). Next, taking into account that both ∇r and Olnk (r) act on an r-dependence, we obtain from
equations (21) and (B8),∫
S2
∇r[Grk(r|rs,Ω′, ω)]Gr∗(r1|rs,Ω′, ω) dΩ′ (F4)
=
∑
ll′mm′nn′
∫
S2
∇r
[
ξlmn∗r (rs,Ω
′)ξlmnk (r)
σ2ln − ω2
]
f(l′, ω)
ξl
′m′n′
r (rs,Ω
′)ξl
′m′n′∗
r (r1)
σ2∗l′n′ − ω2
dΩ′ (F5)
=
∑
ll′mm′nn′
∫
S2
Ylm(Ω
′)Y ∗l′m′(Ω
′)dΩ′ f(l′, ω)Rln(rs)Rl′n′(rs)
∇r
[
ξlmnk (r)
]
ξl
′m′n′∗
r (r1)
(σ2ln − ω2)(σ2∗l′n′ − ω2)
(F6)
=
∑
lnn′
f(l, ω)
Rln(rs)Rln′(rs)
(σ2ln − ω2)(σ2∗ln′ − ω2)
∑
m
∇r
[
ξlmnk (r)
]
ξlmn
′∗
r (r1) (F7)
=
∑
lnn′
f(l, ω)
Rln(rs)Rln′(rs)Rln′(r1)
(σ2ln − ω2)(σ2∗ln′ − ω2)
∇r
[
Olnk (r)
[∑
m
Ylm(Ω)Y
∗
lm(Ω1)
]]
(F8)
=
∑
lnn′
f(l, ω)
2l + 1
4pi
Rln(rs)Rln′(rs)Rln′(r1)
(σ2ln − ω2)(σ2∗ln′ − ω2)
∇r
[
Olnk (r)
[
Pl(cos ∆1)
]]
. (F9)
Plugging now equations (F3) and (F9) into the general kernel formula (37) and rearranging terms, we obtain the
desired spherical kernel formula (38).
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