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Гладкий И.И., Головко В.А., Махнист Л.П. 
ОБУЧЕНИЕ НЕЙРОННЫХ СЕТЕЙ С ИСПОЛЬЗОВАНИЕМ  
МЕТОДА НАИСКОРЕЙШЕГО СПУСКА 
1. ВВЕДЕНИЕ 
Рассмотрим нейронную сеть, состоящую из n нейронных 
элементов распределительного слоя и m - выходного слоя 
(рисунок 1). 
 
    x1                     ω11                      S1                        y1 
              1                 ∑                 F      
                    ω21 
   x2                                                    S2                           y2 
              2                 ∑                 F      
                  ωn1 
  …                                   …                … 
 
   xn                                   Sm                         ym 
              n                 ∑                 F      
 
 
Рисунок 1 – Схема функционирования нейронной сети. 
 
Для данной сети каждый нейрон распределительного слоя 
имеет синаптические связи со всеми нейронами обрабаты-
вающего слоя. В качестве нейронов выходного слоя исполь-
зуются элементы с некоторой функцией активации F.  
Рассмотрим наиболее распространенные дифференцируе-
мые на всей числовой прямой функции активации, их произ-
водные первого и второго порядка:  
1). Линейная функция: ( ) cSSF = , ( ) 00 =F , 
( ) cSF =′ , ( ) cF =′ 0 , 
( ) 0=′′ SF , ( ) 00 =′′F . 
2). Сигмоидная функция с областью значений 
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( ) 00 =′′F . 
3). Биполярная сигмоидная функция с областью значений 





































































0 cF =′ , 





( ) 00 =′′F . 
4). Функция распределения Коши с областью значений 
( ) ( )10;FE = : 





+= , ( )
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10 =F , 
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( ) 00 =′′F . 
5). Обратная тригонометрическая функция арктангенс с 
областью значений ( ) ( )11;FE −= : 
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( ) 00 =′′F . 
6). Гиперболический тангенс с областью значений 
( ) ( )10;FE = :  
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( ) 00 =′′F . 
7). Гиперболический тангенс с областью значений 
( ) ( )11;FE −= : 







== , ( ) 00 =F , 
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( ) cF =′ 0 , 
( ) ( ) ( ) ( ) ( )( )SFSFcSFScFSF 22 122 −−=′−=′′ , 
( ) 00 =′′F . 
8). Обратная гиперболическая функция ареасинус: 
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ScSF , ( ) 00 =′′F . 
Легко доказать следующее утверждение, связывающее, 
например, производные n-ого порядка функций активации, 
приведенные в пунктах 2 и 3, 4 и 5, 6 и 7. 
Утверждение. Пусть ( )SF  − дифференцируемая функ-
ция активации с областью значений на интервале (a; b). То-
гда дифференцируемая функция 





SG  является функцией актива-
ции с областью значений на интервале (α; β) и имеют место 
соотношения для производных функций ( )SF  и ( )SG  n-го 








Замечание. Если известна функция H  такая, что 
( )( ) ( )( )SFHSF n = , то 


















Данное утверждение позволяет использовать, вместо про-
цедуры масштабирования выходных данных нейронной сети 
[1], построение функции активации с областью значений, 
которой принадлежат выходные данные нейронной сети. 
 
2. ВЫБОР АДАПТИВНОГО ШАГА ОБУЧЕНИЯ 
Получим выражение для адаптивного шага обучения ней-
ронной сети после подачи на вход сети нескольких образов 
( ) ( )L,kx,,xx knkk 11 ==  . 
Теорема. Для нейронной сети величина адаптивного шага 
обучения )t(α  в момент времени t определяется соотноше-
нием: 
( )( ) ( )( ) ( )






































































j 1,m, k 1,L= = . 
Модификация синаптических связей с использованием 
адаптивного шага обучения определяется выражениями:  








1 αωω  
i 1,n, j 1,m= =   (2) 
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1 α  
j 1,m= .  (3) 
Доказательство: Выходное значение j-ого нейрона сети 
для k-ого образа в момент времени t определяется выражени-
ем: 
( ) ( )( )tSFty kjkj = , 
где 






j 11 ==∑ −= ω . (4) 
Среднеквадратичная ошибка сети для всей обучающей 
выборки при групповом обучении равна: 













где kjt  - эталонное выходное значение j-ого нейрона сети для 
k-ого образа. 
Для определения адаптивного шага обучения с использо-
ванием метода наискорейшего спуска необходимо определить 
такой шаг обучения сети, который минимизирует среднеквад-
ратичную ошибку ( ) ( )∑∑ +=+
k j
k
jS tEtE 11 . 
Подставляя выражения для изменения весовых коэффи-
циентов  









и порогов нейронных элементов  






−=+ α , 
в соотношение (4) для момента времени t+1, получим:  
































































j 1,m, k 1,L= =  
Обозначим:  
















= ∑ ω  j 1,m, k 1,L= = .(5) 
Тогда 
( ) ( ) ( ) ( ),tattStS kjkjkj ⋅−=+ α1  j 1,m, k 1,L= = . (6) 
Ограничиваясь тремя членами разложения в ряд Тейлора 
в окрестности некоторой точки ( )tS kj  для ошибки сети 
( )1+tE kj  j-ого нейрона сети для k-ого образа, имеем  
( ) ( )( )
( )( ) ( )( ) ( )( ) ( ) ( )( )
2k k k
j j j
2k k k k k k k
j j j j j j j
1E t 1 y t 1 t
2
1 y t t y t t F S t S t 1 S t
2
+ = + − =
′= − + − + − +
 

















Подставляя (6) в последнее соотношение, получим 
( ) ( )( ) ( )( ) ( )( ) ( ) ( )( )







































или в сокращенном виде 
( ) ( ) ( ) ( )







































Для определения адаптивного шага обучения необходимо 
найти такое значение α, чтобы среднеквадратичная ошибка 
была минимальной: 
( ) ( )
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, то при таком α, достигается минимальное значение средне-
квадратичной ошибки. 
Так как 
( ) ( ) ( )
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то, подставляя эти соотношения в (5), имеем: 
( ) ( )
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  (10) 
Таким образом  
( )( ) ( )( ) ( )





































































j 1,m, k 1,L= = . 
Учитывая (8), (9), получим выражения для модификации 
синаптических связей с использованием адаптивного шага 
обучения (2) и (3) соответственно: 
( ) ( ) ( ) ( )




























i 1,n, j 1,m= =  
( ) ( ) ( ) ( )





























3. ВЫРАЖЕНИЕ ОПТИМАЛЬНОЙ ВЕЛИЧИНЫ ШАГА 
ОБУЧЕНИЯ С ИСПОЛЬЗОВАНИЕМ МЕТОДА НАИС-
КОРЕЙШЕГО СПУСКА 




















































































и матрицы Гессе вторых производных SE
2∇ . 
Разложим функцию в ряд Тейлора, ограничиваясь част-
ными производными второго порядка включительно: 
( ) ( ) ( ) ( ) ( )( )












где ( ) ( ) ( )( )tWtW,tES −+∇ 1  − скалярное произведение 
векторов ( )tES∇  и ( ) ( )tWtW −+ 1 , 
( ) ( ) ( )( ) ( ) ( )( )tWtW,tWtWtES −+−+⋅∇ 112  − ска-
лярное произведение векторов 
( ) ( ) ( )( )tWtWtES −+⋅∇ 12  и ( ) ( )( )tWtW −+ 1 , а 
( ) ( ) ( )( )tWtWtES −+⋅∇ 12  − произведение матрицы 
( )tES2∇  на вектор ( ) ( )( )tWtW −+ 1 . 
Учитывая, что в соответствии с идеей метода наискорейшего 
спуска 
( ) ( ) ( ) )t(EttWtW S∇⋅−=+ α1 , 
получим 
( ) ( ) ( ) ( )( )
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= 2α  
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или 










α . (11) 
Таким образом соотношения (1), (8), (9) можно получить, 
используя выражение оптимальной величины шага для мето-
да наискорейшего спуска (12). 
Используя последнее соотношение, получим (1).  
Действительно, учитывая что  
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 в противном случае; 
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 в противном случае; 
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 в противном случае. 
Тогда получим (12`) 
Вычислим отдельно слагаемые числителя:  
( ) ( )
( ) ( ) ( ) ( )
























































































































( ) ( )









































































































































































































































α  (12`) 
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α  (14) 
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j SFtySFty . 
Тогда числитель равен 
( ) ( ) ( ) ( )

















































































Вычисляя слагаемые знаменателя, получим 
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Таким образом  
( )( )









































1 1α , 



























= =j 1,m, k 1,L . 
Получим частные случаи соотношения (1), сформулиро-
ванные в виде следствий. 
Следствие 1. В случае одного j – ого выходного нейрон-
ного элемента, соотношение (1), примет вид:  
 
( )( )





































1α , (13) 



























Следствие 2. В случае одного образа, т.е. при 1=L , со-
отношение (1), принимает вид:  
( )( )






































определяется соотношением (14). 
Заметим, что соотношение (12) может быть использовано 
для получения выражений величины адаптивного шага обу-






jS tyE . 
 
4. ОЦЕНКИ ШАГА ОБУЧЕНИЯ НЕЙРОННОЙ СЕТИ 
Получим оценку величины адаптивного шага обучения. 
Рассмотрим матрицу Гессе функции ES. Учитывая выра-
жения для частных производных второго порядка, получен-
ные выше, имеем 






































































































































































Тогда в случае одного образа 






















































Заметим, что строки и столбцы матрицы ( )tE j2∇  про-
порциональны. Поэтому матрица ( )tE j2∇  является неотри-
цательно определенной, так как главные ее миноры 
)n,i(i 11 +=∆  неотрицательны  
( )( ) ( ) ( ) ,xSFtySF jjjj 02121 ≥


 ′′−+′=∆  
∆ = = +i 0 , ( i 2,n 1 ) . 
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( )( ) ( ) ( )jjjj SFtySFc ′′−+′= 2 . 
Тогда 































является наибольшим собственным значением ( )tE j2∇ . 
Поэтому, норма матрицы ( )tE j2∇ , связанная с метри-
кой ( )x,xx =  определяется соотношением 










 ′′−+′=∇ ∑ 1222
i
ijjjjj xSFtySFtE . 
Следовательно, для такой же нормы матрицы ( )tES2∇ , 
учитывая (15), выполняется 
( ) ( )




















Учитывая, что для скалярного произведения верно нера-
венство 
( )( ) ( ) ( ) 222 tEtE)t(E),t(EtE SSSSS ∇⋅∇≤∇∇⋅∇ , 
имеем 
( ) ( )( )( )
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Таким образом, имеет место следующая оценка адаптив-
ного шага обучения: 
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Рассмотрим случай группового обучения. Введем обозначе-
ния 












































































Тогда, учитывая, что 










































































Так как для любого k выполняется ( ) 02 ≥∇ tE kj , то 






tEtEtEmax 222 . 
Следовательно, 
( )( ) ( ) ( )

















































Тогда, учитывая (15), имеем 
( ) ( )
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Теорема 2. Для адаптивного шага обучения, определяемо-
го соотношением (1), верна следующая оценка снизу: 






























5. АЛГОРИТМ ОБУЧЕНИЯ НЕЙРОННОЙ СЕТИ И ЕГО 
МОДИФИКАЦИИ 
Приведем алгоритм обучения нейронной сети, исполь-
зующий соотношения (1)-(4): 
1. Задается минимальная среднеквадратичная ошибка сети 
mE , которой необходимо достичь в процессе обучения. 
2. Случайным образом инициализируются весовые коэф-
фициенты сети ( )m,j,n,iij 11 ==ω , и пороговые значе-
ния нейронных элементов ( )m,jT j 1= . 
3. Подаются входные образы 
( ) ( )L,kx,,xx knkk 11 == …  на нейронную сеть и вычис-
ляются векторы ( ) ( )L,ky,,yy kmkk 11 == …  выходной 
активности сети, определяемые соотношениями (4). 
4. Вычисляется величина адаптивного шага обучения 
)t(α , определяемая соотношением (1). 
5. Производится изменение весовых коэффициентов 
( ) ( )m,j,n,itij 111 ==+ω  и порогов нейронной сети 
( ) ( )m,jtT j 11 =+  согласно выражениям (2) и (3), соот-
ветственно. 
6. Алгоритм завершает свою работу, если суммарная 
















 не превосходит заданной вели-
чины mE , т.е. mS EE ≥ , в противном случае выполняется 
п. 2. 
В зависимости от решаемой задачи (п. 4, 5 алгоритма) 
можно комбинировать следующие методы изменения весовых 
коэффициентов и порогов нейронной сети: 
1. Метод координатной релаксации. На каждом шаге 
“ликвидируют” наибольшее по абсолютной величине значе-













 среднеквадратичной ошибки 
j – ого нейронного элемента выходного слоя путем исправле-
ния весовых коэффициентов ( ) ( )n,itij 11 =+ω  и порога 
нейронной сети ( )1+tT j  согласно выражениям (2) и (3), с 
учетом соотношения (13). 
2. Метод групповой релаксации. На каждом шаге “ликви-
дируют” наибольшее по абсолютной величине значение 













 путем исправления весовых ко-
эффициентов ( ) ( )m,j,n,itij 111 ==+ω  и порогов ней-
ронной сети ( ) ( )m,jtT j 11 =+  согласно выражениям (2), 
(3) и (14) для соответствующего k – ого образа. 
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