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Abstract
Intelligent reflecting surfaces (IRSs) have the potential to transform wireless communication channels into
smart reconfigurable propagation environments. To realize this new paradigm, the passive IRSs have to be large,
especially for communication in far-field scenarios, so that they can compensate for the large end-to-end path-loss,
which is caused by the multiplication of the individual path-losses of the transmitter-to-IRS and IRS-to-receiver
channels. However, optimizing a large number of sub-wavelength IRS elements imposes a significant challenge
for online transmission. To address this issue, in this paper, we develop a physics-based model and a scalable
optimization framework for large IRSs. The basic idea is to partition the IRS unit cells into several subsets,
referred to as tiles, model the impact of each tile on the wireless channel, and then optimize each tile in two
stages, namely an offline design stage and an online optimization stage. For physics-based modeling, we borrow
concepts from the radar literature, model each tile as an anomalous reflector, and derive its impact on the wireless
channel for a given phase shift by solving the corresponding integral equations for the electric and magnetic
vector fields. In the offline design stage, the IRS unit cells of each tile are jointly designed for the support of
different transmission modes, where each transmission mode effectively corresponds to a given configuration
of the phase shifts that the unit cells of the tile apply to an impinging electromagnetic wave. In the online
optimization stage, the best transmission mode of each tile is selected such that a desired quality-of-service
(QoS) criterion is maximized. We consider an exemplary downlink system and study the minimization of the
base station (BS) transmit power subject to QoS constraints for the users. Since the resulting mixed-integer
programming problem for joint optimization of the BS beamforming vectors and the tile transmission modes
is non-convex, we derive two efficient suboptimal solutions, which are based on alternating optimization and a
greedy approach, respectively. We show that the proposed modeling and optimization framework can be used to
efficiently optimize large IRSs comprising thousands of unit cells.
I. INTRODUCTION
Smart wireless environments are a newly emerging concept in wireless communications where intel-
ligent reflecting surfaces (IRSs) are deployed to influence the propagation characteristics of the wireless
This paper will be presented in part at the Asilomar Conference on Signals, Systems, and Computers 2020 [1].
M. Najafi, V. Jamali, and R. Schober are with the Institute for Digital Communications at Friedrich-Alexander University Erlangen-
Nu¨rnberg (FAU) (e-mail: marzieh.najafi@fau.de; vahid.jamali@fau.de; robert.schober@fau.de).
H. Vincent Poor is with the Department of Electrical Engineering, Princeton University, Princeton, NJ 08544 USA (e-mail:
poor@princeton.edu).
ar
X
iv
:2
00
4.
12
95
7v
2 
 [c
s.I
T]
  2
7 S
ep
 20
20
2channel [2]–[5]. IRSs consist of a large number of programmable sub-wavelength elements, so-called
unit cells or meta atoms, that can change the properties of an impinging electromagnetic (EM) wave
while reflecting it. For instance, a properly designed unit cell phase distribution across the surface enables
the IRS to alter the direction of the wavefront of the reflected wave, thereby realizing the generalized
Snell’s law [6], [7]. Moreover, since the unit cells are passive and cost-efficient, it is expected that large
IRSs comprising hundreds if not thousands of unit cells can be manufactured and deployed to assist a
link [8]–[10]. Proof-of-concept implementations confirming the benefits of IRSs have been reported in
[10]–[12].
A. State-of-the-Art Approach to IRS Optimization
Let us consider an IRS with Q unit cells. A widely-adopted model for IRSs in the literature is to
assume that each unit cell individually acts as a diffusive scatterer which is able to change the phase
of the impinging EM wave, i.e., Er,q = Et,qejβq , where Et,q and Er,q denote the incident and reflected
scalar electric fields of the q-th unit cell, respectively, and βq ∈ B ⊂ [0, 2pi) is the phase change applied
by the q-th unit cell taking values from set B [8], [9], [13]. The IRS is configured by optimizing the
βq which leads to non-convex optimization problems due to the unit-modulus constraint imposed by
|ejβq | = 1, see [8], [9], [13]–[18] for different approaches to cope with this non-convex constraint.
Unfortunately, these optimization methods are not scalable for large IRSs as the number of optimization
variables becomes unmanageably large. For example, assuming a unit-cell spacing of half a wavelength,
a 1 m-by-1 m IRS would comprise Q = 1100 unit cells for a carrier frequency of 5 GHz. Therefore,
the direct optimization of βq,∀q, may not be a feasible approach for the online design of large IRSs.
Moreover, as the physics-based models in [19]–[21] suggest, the path-loss of the end-to-end IRS-
assisted links is significant for far-field scenarios and indeed a very large IRS is needed to overcome
it in practice. To see this, let ρd, ρt, and ρr denote the transmitter-to-receiver, transmitter-to-IRS, and
IRS-to-receiver distances, respectively. Thereby, the smallest area of an IRS for which the free-space
path-loss of the end-to-end IRS-assisted link can be equal to the path-loss of the unobstructed direct link
is λρtρr
ρd
, where λ denotes the wavelength, see Corollaries 2 and 4 for details. For example, assuming
ρd = 200 m, ρt = ρr = 100 m, and a unit-cell spacing of half a wavelength, Q ∝ 200λ ≈ 3300 and 6600
unit cells are needed for carrier frequencies of 5 and 10 GHz, respectively. In fact, the need for such
large IRSs is confirmed by recent experimental systems [10] which feature large IRSs with 1700 and
10200 unit cells for a carrier frequency of 10.5 GHz. We note that the main reason why many existing
works, e.g., [8], [13], [22], report performance gains for IRSs with much smaller numbers of unit cells
(e.g., on the order of tens of unit cells) is the use of link models which do not include all the losses for
far-field scenarios and/or an exceedingly weak direct link, see also [19]. Other existing works consider a
3small number of IRS elements but assume that each element is able to provide an effective constant gain
that is implicitly incorporated in the channel gain [17], [18], [23]. Such elements, which we refer to as
tiles, can be realized and are larger than the wavelength or are comprised of several sub-wavelength unit
cells [17]. However, the gain provided by these tiles is not constant and depends on several factors such
as the angle of incident, the angle of reflection/observation, and the polarization of the impinging wave.
A physics-based model that accounts for these factors is essential to properly model the signals and
interference at the receivers of a wireless system. In particular, a large gain implies highly directive tiles
which means that a receiver that is not located close to the main lobe of the radiation pattern of these
tiles will receive negligible power. Hence, any further attempt to constructively combine the negligible
powers arriving from different tiles by configuring the phase shifts of the tiles will lead to an inefficient
solution. Therefore, the development of a physics-based end-to-end channel model for large IRSs that
accounts for all relevant effects and allows for the scalable optimization of the IRS configuration is of
utmost importance.
B. Proposed Modeling and Optimization Framework for IRS
In this paper, we develop a scalable optimization framework for large IRSs, which is rooted in a
physics-based IRS channel model and provides a tunable tradeoff between performance and complexity.
The basic idea is to partition the IRS unit cells into N  Q tiles. We then model the impact of a
tile on the wireless channel for a given phase-shift configuration of the unit cells of the tile. Using
this model, we optimize the tile configuration in two stages, namely an offline design and an online
optimization stage.
Physics-based Model for IRS-Assisted Channel: Borrowing an analogy from the radar literature,
we model each tile as an anomalous reflector. Hence, for a given configuration of the unit cell phase
shifts, which we refer to as a transmission mode, and assuming a far-field scenario, a tile is characterized
by a response function g(Ψt, Ψr). The tile response function is essentially a generalization of the radar
cross section (RCS) of an object [24] and accounts for both the amplitude and phase of the reflected
EM wave. More specifically, the tile response function determines how a plane wave impinging from
direction Ψt with a given polarization is reflected in direction Ψr for a given phase-shift configuration
of the unit cells of the tile. We derive g(Ψt, Ψr) by solving the corresponding integral equations for the
electric and magnetic vector fields [24]. In particular, we first derive g(Ψt, Ψr) for ideal continuous tiles
with programmable surface impedance. Exploiting this result, we then derive g(Ψt, Ψr) for discrete tiles
consisting of sub-wavelength unit cells. We show that discrete tiles with a unit-cell spacing of less than
λ/2 can accurately approximate continuous tiles. Furthermore, as an example, we consider a downlink
4communication system comprising a base station (BS), an IRS, and multiple users and model the end-
to-end channels of the users as functions of the response functions g(Ψt, Ψr) of all tiles of the IRS
where each tile can be configured to support a number of different transmission modes.
We note that the physics-based model derived in this paper generalizes the models in [19]–[21]
which provide interesting insights, but were obtained under more restrictive assumptions. For instance,
in [19], the scatter field was characterized for a specific polarization and the angles of the impinging
and reflected waves were in the same plane, see Remark 2. However, in practice, several waves may
impinge on the same IRS from different directions and with different polarizations and will be redirected
in different directions. In [20], the authors studied the power scaling laws for asymptotically large IRSs;
however, similar to [19], general incident and reflection directions were not considered. Furthermore,
in [21], the authors modeled an IRS in a two-dimensional system using the scalar theory of diffraction
and the Huygens-Fresnel principle. Moreover, an empirical path-loss model was derived in [10] and its
accuracy was verified via experimental data. However, this model employs an empirical response for the
IRS unit cells and was derived based on the scalar electric/magnetic field assumption [25], i.e., it does
not explicitly account for wave polarization. In contrast, in this paper, we consider a three-dimensional
system and by analyzing the electric and magnetic vector fields, we characterize the reflected wave
for all observation angles when a plane wave with arbitrary incident angle and arbitrary polarization
impinges on the IRS. We note that while in [10], [19]–[21] path-loss models for IRS-assisted links were
proposed, scalable end-to-end channel models that can be exploited for efficient optimization of large
IRSs were not provided.
Offline Design: The unit cells of each tile are jointly designed offline to provide M different
transmission modes, i.e., M different phase-shift configurations. In general, the capabilities of the
transmission modes may range from changing the direction of the wavefront to splitting the incoming
wave into multiple directions or scattering the wave. However, in this paper, we focus on transmission
modes that enable the generalized Snell’s law, i.e., change the direction of the reflected wavefront [6],
[7], [26]. To this end, we design an offline codebook of transmission modes, which is the product of
three component codebooks, namely two reflection codebooks that jointly enable the tile to reflect an
incident wave along desired elevation and azimuth angles and a wavefront phase codebook which enables
constructive/destructive superposition of the waves that arrive from different tiles at the receivers.
Online Optimization: In the online optimization stage, the objective is to select for each fading
realization the best transmission mode for each tile such that a desired performance criterion is maxi-
mized. The resulting optimization problems are in the form of mixed integer programming [27]–[29]. We
emphasize that, for a given channel realization, it may not be necessary to use all transmission modes in
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SYMBOLS USED FREQUENTLY THROUGHOUT THE PAPER AND THEIR DEFINITIONS.
Symbol Definition Symbol Definition
Ltotx ,L
tot
y Length of the IRS along x- and y-axes, respectively N Number of tiles
Lx,Ly Length of each tile along x- and y-axes, respectively M Number of transmission modes
Q Total number of IRS unit cells Bx,By,B0 Reflection codebooks along x- and y-axesand wavefront phase codebook, respectively
Qx,Qy
Number of tile unit cells along
x- and y-axes, respectively ρd, ρt, ρr
Distances of the BS-to-user, BS-to-IRS, and
IRS-to-user links, respectively
dx, dy Unit cell spacing along x- and y-axes, respectively θ,φ,ϕ Elevation, azimuth, and polarization angles, respectively
Luc Length and width of square unit cells g(Ψt, Ψr)
Tile response function along reflection direction Ψr
for an incident wave from direction Ψt
η Characteristic impedance gc, gd, g(nx,ny)
Response function for continuous tile, discrete tile, and
(nx,ny)-th unit cell of the discrete tile, respectively
Γ, τ , β
Reflection coefficient, its amplitude, and
its phase, respectively gn,m, gm
Tile response functions of the n-th tile and the reference
tile n = 0 for the m-th transmission mode, respectively
λ,κ Wavelength and wavenumber, respectively guc, g¯uc Unit-cell factor (in meter) and unit-less unit-cell factor
the offline codebook for online optimization. In fact, to reduce the complexity of online optimization, we
propose to select a subset M of the transmission modes, e.g., those modes that yield a non-negligible
signal power at the intended receivers. This reduces the search space for online optimization from |B|Q
for the naive approach which directly optimizes the phase shifts of the unit cells, βq ∈ B, ∀q, to |M|N ,
where the number of modes |M| and the number of tiles N are design parameters that can be selected
by the system designer to trade performance for complexity.
For concreteness, we focus on a downlink communication system where a multiple-antenna BS
serves multiple single-antenna users. We assume that the direct link exists but may be severely shad-
owed/blocked and hence an IRS is deployed to improve the communication. For this system, we jointly
optimize the IRS and the precoder at the BS to minimize the transmit power of the BS while guaranteeing
a minimum quality-of-service (QoS) for the users [8], [23]. Since the formulated problem is non-convex,
we develop two efficient suboptimal solutions. The first solution exploits well-known techniques such
as alternating optimization (AO) and semidefinite programming, whereas the second solution is greedy
and configures the tiles and the precoder in an iterative manner while ensuring that the transmit power
is reduced in each iteration. Finally, we use computer simulations to quantify the impact of the number
of unit cells, number of tiles, blockage of the direct link, and the position of the IRS on the system
performance. In particular, we show that the proposed optimization framework can be used to configure
IRSs with thousands of unit cells by grouping them into a small number of tiles (on the order of a few
tens) without significant performance degradation.
The remainder of this paper is organized as follows. In Section II, we present the proposed physics-
based model for continuous and discrete tiles as well as the end-to-end channel model for IRS-assisted
wireless systems. In Section III, we first design an offline codebook for the transmission modes of
the tiles. Subsequently, we formulate and solve an online optimization problem. Simulation results are
presented in Section IV, and conclusions are drawn in Section V. A list of symbols that are used
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Fig. 1. Schematic illustration of planar IRS of size Ltotx ×Ltoty partitioned into tiles of size Lx ×Ly. a) Each tile is composed of square
unit cells of size Luc ×Luc which are spaced by dx and dy along the x and y directions, respectively. b) Each tile may be approximated
as a continuous surface. c) Schematic illustration of tunable unit cells. d) Equivalent circuit model for the unit cells, see [7], [30], [31]
for various implementations of the tunable chip.
throughout the paper is provided in Table I.
II. END-TO-END CHANNEL MODEL FOR IRS-ASSISTED WIRELESS SYSTEMS
In this section, we first present the considered IRS structure and the proposed division into multiple
tiles. Subsequently, we focus on one IRS tile and derive the tile response functions for both continuous
and discrete tiles for a given transmission mode, incident wave (characterized by its incident and
polarization angles), and reflection direction. Exploiting these results, we then develop the proposed
end-to-end channel model for IRS-assisted wireless systems, which accounts for the impact of all IRS
tiles, the transmission modes of all tiles, and the incident, reflection, and polarization angles.
A. IRS Structure
We consider a large rectangular IRS of size Ltotx ×Ltoty placed in the x−y plane where Ltotx ,Ltoty  λ,
see Fig. 1. The IRS is composed of many sub-wavelength unit cells (also known as meta atoms) of size
Luc×Luc that are able to change the properties of an impinging EM wave when reflecting it. Typically,
each unit cell contains programmable components (such as tunable varactor diodes or switchable positive-
intrinsic-negative (PIN) diodes) that can change the reflection coefficient of the surface, which we denote
by Γ, see Fig. 1 c).
We assume that the IRS is partitioned into tiles of size Lx × Ly. For notational simplicity, let us
assume that Ltotx /Lx and L
tot
y /Ly are integers and in total, there are N = L
tot
x L
tot
y /(LxLy) tiles. Each
tile consists of several programmable sub-wavelength unit cells. Here, assuming a unit-cell spacing of
dx and dy along the x and y axes, respectively, the total number of unit cells of the IRS is given by
Q = NQxQy, where Qx = Lx/dx and Qy = Ly/dy. When dx = dy ≈ Luc  λ and Lx,Ly  λ, the
collection of all unit cells on one tile acts as a continuous programmable surface [32], [33], cf. Fig. 1 b).
In this paper, an ideal tile that acts as a continuous programmable surface is referred to as a continuous
7tile. In contrast, a practical tile that comprises a discrete number of unit cells is referred to as a discrete
tile. We use the notion of continuous tiles in Section II-C to rigorously analyze the reflected EM field.
B. Tile Response Function
We focus on the far-field scenario where the curvature of the wavefront originating from a distant
source on the tile can be neglected. Therefore, the incident EM wave can be modeled as a plane wave
impinging on the tile and is characterized by Ψt = (θt,φt,ϕt), see Fig. 2. Here, θt and φt denote
the elevation and azimuth angles of the direction from which the incident wave impinges on the IRS,
respectively, and ϕt determines the polarization of the incident wave. The unit cells of the tile act
as secondary sources and reflect the incident EM wave. The signal observed at a receiver in the far
field of the tile can be characterized by the overall complex tile response function g(Ψt, Ψr), where
Ψr = (θr,φr) denotes the reflection angle at which the receiver is located1. The square of the tile
response function, |g(Ψt, Ψr)|2 (in meter2), is referred to as the RCS of an object [24, p. 584]. Here,
to be able to model the superposition of multiple waves at a receiver in the far field, we generalize the
concept of RCS to also include the phase information, i.e.,
g(Ψt, Ψr) = lim
ρr→∞
√
4piρ2re
−jκρrEr(Ψr)
Et(Ψt)
, (1)
where κ = 2pi
λ
is the wave number, Et(Ψt) is a phasor denoting the complex amplitude of the incident
electric field impinging from angle Ψt on the tile center (i.e., (x, y) = (0, 0)), and Er(Ψr) is a phasor
denoting the complex amplitude of the reflected electric field in direction Ψr and at distance ρr from
the tile center.
Before further analyzing the tile response function g, we first derive the free-space path-loss of an
IRS-assisted link, denoted by PLIRS, for a given g. In principle, the free-space path-loss PL characterizes
the received power Prx for a given transmit power Ptx as PrxPtx = DtxDrxPL, where Dtx and Drx
denote the directivities of the transmit and receive antennas, respectively [34]. Let ρd, ρt, and ρr
denote the transmitter-to-receiver, transmitter-to-IRS, and IRS-to-receiver distances, respectively. For
an unobstructed direct link, the free-space path-loss is given by PLd =
(
λ
4piρd
)2
[34]. The following
lemma provides PLIRS in terms of g.
Lemma 1: The free-space path-loss of an IRS-assisted link with tile response function g is given by
PLIRS =
4pi|g|2
λ2
PLtPLr, (2)
1The polarization of the reflected wave with respect to the orientation of the receive antenna determines the amount of received power
induced at a receiver. However, since the orientations of the receivers are random, the power loss due to the mismatch between the receive
antenna orientation and the reflected wave polarization can be absorbed into the IRS-to-receiver channel gains. Hence, the polarization of
the reflected wave is not explicitly included in Ψr , although it can be derived from our analysis, see Appendix B.
8where PLt =
(
λ
4piρt
)2
and PLr =
(
λ
4piρr
)2
are the free-space path-losses of the transmitter-to-IRS and
IRS-to-receiver links, respectively.
Proof: The proof is provided in Appendix A.
Lemma 1 suggests that the end-to-end path-loss of an IRS-assisted link can be decomposed into
three parts, namely the path-loss of the transmitter-to-IRS link, PLt, the path-loss of the IRS-to-receiver
link, PLr, and the term
4pi|g|2
λ2
accounting for the impact of the IRS. We note that this observation is
in agreement with the path-loss model in [10] except that in [10], an empirical model was used for g,
whereas in this paper, we derive g from physical principles in Sections II-C and II-D.
In the following, we derive g(Ψt, Ψr) for both continuous and discrete tiles for a given transmission
mode. Whenever necessary, we use the superscripts c and d for the tile response function to distinguish
between continuous and discrete tiles, respectively.
C. Continuous Tiles
In order to study the impact of a continuous tile on an impinging EM wave, we first explicitly define
the incident electric and magnetic fields. Here, we assume the following incident fields with arbitrary
polarization and incident angle [24, Ch. 11]2
Et(Ψt) = E0e
jκat·(exx+eyy+ezz)aE and Ht(Ψt) =
E0
η
ejκat·(exx+eyy+ezz)aH , (3)
where E0 is the magnitude of the incident electric field, a · b denotes the inner product of vectors a
and b, η =
√
µ

is the characteristic impedance, µ is the magnetic permeability, and  is the electric
permittivity. Moreover, ex, ey, and ez denote the unit vectors in the x, y, and z directions, respectively,
and aE and aH denote the directions of the electric field and the magnetic field, respectively, and at
is the direction from which the wave impinges on the IRS. Note that aE , aH , and at are mutually
orthogonal. In spherical coordinates, the direction of the incident wave is defined as
at = (sin(θt) cos(φt), sin(θt) sin(φt), cos(θt)) , (Ax(Ψt),Ay(Ψt),Az(Ψt)). (4)
Note that aE and aH lie in the plane orthogonal to at. Let (Hx,Hy) denote the components of the
magnetic field in the x − y plane. Defining ϕt = tan−1(HyHx ), which determines the polarization of the
2In [24], the incident wave is always assumed to be in the y − z plane and the polarization is either transverse electric x (TEx) or
transverse magnetic x (TMx) to facilitate the analysis. While these assumptions are without loss of generality when analyzing one impinging
wave, in this paper, we deal with scenarios where multiple waves may arrive from different angles and with different polarizations, and
hence, these simplifying assumptions cannot simultaneously hold for all impinging waves. Therefore, we generalize the formulation of
the electric and magnetic fields in [24] to arbitrary incident angles.
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Fig. 2. Uniform plane wave impinges on a rectangular conducting tile with incident angle Ψt = (θt,φt,ϕt) and is reflected with a
desired reflection angle Ψr = (θr,φr).
wave, we obtain aE and aH as
aE = at × aH and aH = b
(
c(Ψt) cos(ϕt), c(Ψt) sin(ϕt),
√
1− c2(Ψt)
)
, (5)
where c(Ψt) =
Az(Ψt)√
A2x,y(Ψt)+A
2
z (Ψt)
, Ax,y(Ψt) = cos(ϕt)Ax(Ψt) + sin(ϕt)Ay(Ψt), b = sign
(
Hx
c(Ψt) cos(ϕt)
)
,
sign(·) denotes the sign of a real number, and a× b denotes the cross product between vectors a and
b. Note that the reference complex amplitude of the incident electric field in (1) can be obtained from
the electric vector field in (3) as Et(Ψt) = E0ejκat·(exx+eyy+ezz)
∣∣
(x,y,z)=(0,0,0)
= E0.
We assume that the surface impedance is suitably designed to realize reflection coefficient Γ =
τejβ(x,y), where β(x, y) is the phase shift applied at point (x, y) on the tile and τ is the amplitude of
the reflection coefficient which is assumed to be constant across the tile. We note that the exact value
of τ depends on the specific realization of the unit cells. For example, τ can be chosen to enforce
the passiveness of the surface (see Remark 1) and to account for potential power losses in the unit
cells [32], [33]. The tangential components of the scattered electric and magnetic fields are given by
Er = ΓEt and Hr = −ΓHt, respectively. In order to determine the scattered fields, we employ the
Electromagnetic Equivalence Theorem [24, Ch. 7] and assume that only scattered fields (Er, Hr) exist
in the environment and that the IRS is replaced by a perfectly magnetically conducting (PMC) surface.
To compensate for the field discontinuity across the boundaries, an electric current Jpmcr = n×Hr
∣∣
z=0
should be introduced on the surface, where n is the normal vector of the surface [24, Ch. 7, eq. (7.42)].
Next, using the Image Theory for large flat surfaces [24, Ch. 7.4], an equivalent obstacle-free system
is obtained by removing the PMC and replacing Jpmcr with an equivalent electric current Jr obtained
as [24, Ch. 7.4, 7.8]
Jr= 2J
pmc
r = 2n×Hr
∣∣
z=0
= −2Γn×Ht
∣∣
z=0
(a)
= −2τ E0
η
ejκ[Ax(Ψt)x+Ay(Ψt)y]+jβ(x,y)ez × aH (b)= ejκ[Ax(Ψt)x+Ay(Ψt)y]+jβ(x,y)(Jxex + Jyey), (6)
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where equality (a) follows from the assumption that the incident EM wave is a plane wave, and for
equality (b), we used the definitions Jx = 2E0η τc(Ψt) sin(ϕt) and Jy = −2E0η τc(Ψt) cos(ϕt). The
magnitude of the equivalent electric current is given by ‖Jr‖ =
√
J2x + J
2
y = 2τ
E0
η
c(Ψt), where
depending on the incident angle and the polarization, we have c(Ψt) ∈ [cos(θt), 1].
The reflected electric and magnetic fields induced by electric current Jr in an obstacle-free environ-
ment are found as follows [24, Ch. 6]
Er =
1
jω
∇×Hr and Hr = 1
µ
∇×V, (7)
where ∇× is the curl operator, ω = κ/√µ, and V is an auxiliary vector potential, which assuming a
far-field scenario is given by
V(Ψr) =
µe−jκρr
4piρr
∫ Lx/2
x=−Lx/2
∫ Ly/2
y=−Ly/2
Jr(x, y)e
jκ
√
x2+y2 cos(α)dxdy. (8)
Here, α is the angle between the vector specified by angle Ψr and the line that connects (x, y) with
the origin.
In order to solve the integral equation in (8), we have to assume a given phase-shift profile, β(x, y), for
the tile surface, i.e., a transmission mode. One criterion to design a tile transmission mode is to facilitate
reflection in a certain direction, i.e., the generalized Snell’s law [6], [7]. In particular, we design the tile
to reflect an EM wave impinging from direction Ψ∗t towards direction Ψ
∗
r and analyze the tile response
function g(Ψt, Ψr) caused by the corresponding phase-shift profile for an EM wave impinging from
an arbitrary direction Ψt (including Ψ∗t ) and observed at an arbitrary observation angle Ψr (including
Ψ∗r). For ease of presentation, let us define the amplitude and phase of g(Ψt, Ψr) as g||(Ψt, Ψr) and
g∠(Ψt, Ψr), respectively, up to a sign, i.e., g||(Ψt, Ψr) = ±|g(Ψt, Ψr)| and g∠(Ψt, Ψr) = ∠g(Ψt, Ψr)±
pi such that g(Ψt, Ψr) = g||(Ψt, Ψr)ejg∠(Ψt,Ψr). Here, | · | and ∠ denote the absolute value and phase of
a complex number, respectively. Moreover, let Ai(Ψt, Ψr) = Ai(Ψt) + Ai(Ψr), i ∈ {x, y}.
Proposition 1: For given Ψ∗t and Ψ
∗
r , let us impose the following linear phase-shift function β(x, y) =
β(x) + β(y) with
β(x) = −κAx(Ψ∗t , Ψ∗r)x+
β0
2
and β(y) = −κAy(Ψ∗t , Ψ∗r)y +
β0
2
. (9)
Then, the amplitude of the corresponding tile response function for an EM wave impinging from an
arbitrary direction Ψt and observed at arbitrary reflection direction Ψr is obtained as
gc||(Ψt, Ψr) =
√
4piτLxLy
λ
g˜(Ψt, Ψr)
11
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Fig. 3. Amplitude of response function, |gc(Ψt, Ψr)/λ|2, in dB vs. θr for an Lx×Ly continuous tile, (θt,φt,ϕt) = (15◦, 225◦, 22.5◦),
φr = 45
◦, and τ = 0.8. We assume (θ∗t ,φ∗t ) = (15◦, 225◦) and (θ∗r ,φ∗r) = (15◦, 45◦) for specular reflection and (θ∗t ,φ∗t ) = (15◦, 225◦)
and (θ∗r ,φ∗r) = (45◦, 45◦) for anomalous reflection.
×sinc
(
κLx[Ax(Ψt, Ψr)− Ax(Ψ∗t , Ψ∗r)]
2
)
sinc
(
κLy[Ay(Ψt, Ψr)− Ay(Ψ∗t , Ψ∗r)]
2
)
, (10)
where sinc(x) = sin(x)/x and
g˜(Ψt, Ψr) = c(Ψt)
∥∥∥∥∥∥
cos(ϕt) cos(θr) sin(φr)− sin(ϕt) cos(θr) cos(φr)
sin(ϕt) sin(φr) + cos(ϕt) cos(φr)
∥∥∥∥∥∥
2
. (11)
The phase of the tile response function is obtained as gc∠(Ψt, Ψr) =
pi
2
+ β0.
Proof: The proof is provided in Appendix B.
Corollary 1: Assuming large Lx,Ly  λ and Ψ∗t = Ψt, the maximum value of |g(Ψt, Ψr)| is
observed at Ψr = Ψ∗r and is given by
lim
Ψr→Ψ∗r
|gc(Ψt, Ψr)| =
√
4piτLxLy
λ
g˜(Ψ∗t , Ψ
∗
r)
(a)
≤
√
4piLxLy
λ
, (12)
where (a) holds with equality when θt = θr = 0 and τ = 1.
Proof: For Lx,Ly  λ, the sinc functions in (10) decay fast when |Ai(Ψt, Ψr) − Ai(Ψ∗t , Ψ∗r)| >
0, i ∈ {x, y}, whereas g˜(Ψt, Ψr) 6= 0, ∀Ψt, Ψr, is not a function of Lx,Ly and does not vary as quickly
as the sinc functions. Hence, |gc(Ψt, Ψr)| attains its maximum value when the sinc functions have their
maximum values, i.e., Ai(Ψt, Ψr) = Ai(Ψ∗t , Ψ
∗
r) or equivalently at Ψr = Ψ
∗
r for Ψt = Ψ
∗
t . Moreover,
for normal incident, we have c(Ψt) = 1 and for normal reflection, the norm term in (11) is one. This
implies that g˜(Ψ∗t , Ψ
∗
r) attains its maximum value, i.e., one, which leads to the inequality in (12).
Corollary 2: The smallest area of a continuous IRS, AIRS, for which the free-space path-loss of the
IRS-assisted link is equal to the path-loss of the unobstructed direct link is given by
Areq =
λρtρr
ρd
. (13)
Proof: In order to maximize the power received at the intended receiver, we assume that all IRS tiles
act as a single tile which leads to the effective IRS response function gIRS whose value is upper bounded
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by
√
4piNLxLy
λ
, cf. Corollary 1. Substituting gIRS in PLIRS given in (2), we obtain that AIRS = NLxLy
has to be equal to Areq = λρtρrρd for PLIRS = PLd to hold.
Fig. 3 shows the amplitude of the tile response function for both specular and anomalous reflections
for several tile sizes. We now highlight some insights from Proposition 1, Corollaries 1, 2, and Fig. 3:
i) Eq. (10) and Fig. 3 show that |gc(Ψt, Ψr)| becomes narrower as Lx and Ly increase. However,
even for large tiles of size Lx = Ly = 20λ, the 10-dB beamwidth3 is around 6 degree which can cause
significant interference to unintended receivers in far-field scenarios.
ii) Fig. 3 suggests that for a given tile size, the peak and beamwidth of |gc(Ψt, Ψr)| for anomalous
reflection are in general different from those for specular reflection.
iii) Let Ψ?r = argmaxΨr |gc(Ψt, Ψr)|. One expects to obtain Ψ?r = (θt, pi + φt) = Ψ∗r for specular
reflection; however, this is generally not true, see also [24, p. 596]. The reason for this behavior is that
although the sinc functions in (10) attain their maximum values at Ψr = Ψ∗r , this is not necessarily
the case for g˜(Ψt, Ψr) which can cause Ψ?r to deviate from Ψ
∗
r . For instance, Fig. 3 shows that for
Lx = Ly = 5λ, the maximum value of |gc(Ψt, Ψr)| occurs at θr = 14.98◦ instead of at θ∗r = θt = 15◦.
Nevertheless, for large Lx,Ly  λ, the width of the sinc functions decreases and eventually they become
the dominant factor for determining Ψ?r which leads to Ψ
?
r = Ψ
∗
r , cf. Corollary 1.
iv) For the phase-shift function in (9), the phase of gc(Ψt, Ψr) is equal to β0 up to a constant. In other
words, if we change the phase induced on the entire tile surface by a constant, |gc(Ψt, Ψr)| remains
the same and ∠gc(Ψt, Ψr) changes by that constant.
v) Corollary 2 reveals that for given ρt, ρr, and ρd, a smaller IRS is needed for higher frequencies
for the strength of the IRS-assisted link to be identical to that of the unobstructed direct link. Moreover,
for a given ρt + ρr, Corollary 2 suggests that deploying the IRS close to the receiver (or transmitter)
is advantageous as Areq becomes smaller, see [19]–[21] for similar conclusions. We further study the
impact of the position of the IRS on performance in Fig. 11 in Section IV.
Remark 1: As is shown in [32], [33], the value of τ can be set to ensure that the power of the incident
wave is identical to the power of the reflected wave, which makes the surface globally passive. If both the
incident and reflected waves are plane waves and the surface is large, the condition for surface passivity
is τ =
√
cos(θt)
cos(θ?r )
[32], [33]. For large tiles, the reflected wave is a plane wave for the linear phase-
shift design in (9) and we obtain θ?r = sin
−1(√(Ax(Ψ∗t , Ψ∗r)− Ax(Ψt))2 + (Ay(Ψ∗t , Ψ∗r)− Ay(Ψt))2 ).
Specifically, for Ψt = Ψ∗t , we obtain θ
?
r = θ
∗
r .
3Here, the 10-dB beamwidth is defined as the maximum range of θr around θ∗r for which |g(Ψt, Ψr)|2 is not more than 10 dB smaller
than its maximum value.
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Remark 2: The RCS derived in [24, Ch. 11.3.2] for specular reflection of TEx waves is a special
case of Proposition 1 with φt = 3pi2 , ϕt = 0, φ
∗
r =
pi
2
, τ = 1, and Ai(Ψ∗t , Ψ
∗
r) = β0 = 0, i ∈ {x, y},
which implies c(Ψt) = 1, g˜(Ψt, Ψr) =
√
cos2(θr) sin
2(φr) + cos2(φr), Ax(Ψt, Ψr) = sin(θr) cos(φr),
and Ay(Ψt, Ψr) = sin(θr) sin(φr) − sin(θt). Similarly, the result given in [19, Lemma 2] is a special
case of Proposition 1 with φt = 3pi2 , ϕt =
pi
2
, φ∗r = φr =
pi
2
, τ = 1, and Ai(Ψ∗t , Ψ
∗
r) = β0 = 0, i ∈ {x, y},
which implies g˜(Ψt, Ψr) = c(Ψt) = cos(θt), Ax(Ψt, Ψr) = 0 and Ay(Ψt, Ψr) = sin(θr)− sin(θt).
D. Discrete Tiles
Although Proposition 1 provides insights regarding the impact of the system parameters, a continuous
programmable tile surface is difficult to implement and, in practice, each tile is comprised of many
discrete sub-wavelength unit cells, see Fig. 1. Therefore, let us now assume that each tile consists of
QxQy unit cells of size Luc × Luc which are uniformly spaced along the x and y axes with a spacing
of dx and dy, respectively. For simplicity, we assume Qx and Qy are even numbers. Therefore, the
position of the (nx,ny)-th unit cell is given by (x, y) = (nxdx,nydy) for nx = −Qx2 + 1, . . . , Qx2 and
ny = −Qy2 + 1, . . . , Qy2 . Moreover, we assume that the (nx,ny)-th unit cell applies a phase shift βnx,ny to
the reflected electric field. Exploiting Proposition 1, we can characterize the response of an individual
unit cell, denoted by g(nx,ny)(Ψt, Ψr), ∀nx,ny, as
g(nx,ny)(Ψt, Ψr) = guc(Ψt, Ψr)e
jβnx,ny ejκdx[Ax(Ψt)+Ax(Ψr)]nx ejκdy[Ay(Ψt)+Ay(Ψr)]ny , (14)
where guc(Ψt, Ψr) =
j
√
4piτL2uc
λ
g˜(Ψt, Ψr)sinc
(
κLucAx(Ψt,Ψr)
2
)
sinc
(
κLucAy(Ψt,Ψr)
2
)
is referred to as the
unit-cell factor and characterizes the unit-cell radiation pattern as a function of the polarization of the
incident wave, the incident angle Ψt, the size of the unit cell, and the observation angle Ψr [24]. Exploit-
ing the identity limx→0 sinc(x) = 1, the unit-cell factor simplifies to guc(Ψt, Ψr) =
j
√
4piτL2uc
λ
g˜(Ψt, Ψr)
for Luc  λ. The tile response function of the entire tile, denoted by gd(Ψt, Ψr), is the superposition
of the responses of all unit cells of the tile [35, Ch. 3] and is obtained as
gd(Ψt, Ψr) =
Qx
2∑
nx=−Qx2 +1
Qy
2∑
ny=−Qy2 +1
g(nx,ny)(Ψt, Ψr). (15)
The following proposition presents the phase-shift design needed to realize the generalized Snell’s law
and the resulting tile response function.
Proposition 2: For given Ψ∗t and Ψ
∗
r , let us impose the constant phase shifts βnx,ny = βnx + βny with
βnx = −κdxAx(Ψ∗t , Ψ∗r)nx +
β0
2
and βny = −κdyAy(Ψ∗t , Ψ∗r)ny +
β0
2
. (16)
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Fig. 4. Amplitude of the tile response function, |gc,d(Ψt, Ψr)/λ|2, in dB vs. θr for (θt,φt,ϕt) = (0, 0, 22.5◦), φr = 45◦, (θ∗t ,φ∗t ) =
(0, 0), (θ∗r ,φ∗r) = (30◦, 45◦), dx = dy = d, and τ = 0.8. For a fair comparison, the sizes of the continuous and discrete tiles are identical
with Lx = Ly = 10λ. For discrete tiles, the number of unit cells along the x and y axes are Qx = Lxdx and Qy =
Ly
dy
, respectively, the
unit cell size is Luc × Luc, and we consider both ideal continuous and uniformly quantized phase shifts βnx and βny .
Then, the amplitude of the corresponding tile response function for an EM wave impinging from an
arbitrary direction Ψt and being observed at arbitrary reflection direction Ψr is given by
gd||(Ψt, Ψr) = |guc(Ψt, Ψr)|
×sin
(
piQxdx
λ
[Ax(Ψt, Ψr)− Ax(Ψ∗t , Ψ∗r)]
)
sin
(
pidx
λ
[Ax(Ψt, Ψr)− Ax(Ψ∗t , Ψ∗r)]
) × sin
(
piQydy
λ
[Ay(Ψt, Ψr)− Ay(Ψ∗t , Ψ∗r)]
)
sin
(
pidy
λ
[Ay(Ψt, Ψr)− Ay(Ψ∗t , Ψ∗r)]
) (17)
and the phase of the tile response function is given by
gd∠(Ψt, Ψr) = β0 +
pi
2
+
pidx [Ax(Ψt, Ψr)− Ax(Ψ∗t , Ψ∗r)]
λ
+
pidy [Ay(Ψt, Ψr)− Ay(Ψ∗t , Ψ∗r)]
λ
. (18)
Proof: The proof is provided in Appendix C.
Corollary 3: Assuming large Qx and Qy, and Ψ∗t = Ψt, the maximum value of |gd(Ψt, Ψr)| occurs
at Ψr = Ψ∗r and is obtained as
lim
Ψr→Ψ∗r
|gd(Ψt, Ψr)| = |guc(Ψ∗t , Ψ∗r)|QxQy
(a)
≤
√
4piL2uc
λ
QxQy, (19)
where (a) holds with equality when θt = θr = 0 and τ = 1.
Proof: The proof is similar to the proof for Corollary 1.
Corollary 4: For discrete IRSs, the minimum number of IRS unit cells, Q, for which the free-space
path-loss of the IRS-assisted link is equal to the path-loss of the unobstructed direct link is given by
Qreq =
λρtρr
L2ucρd
(a)
=
4ρtρr
λρd
, (20)
where equality (a) holds when Luc = dx = dy = λ2 .
Proof: The proof is similar to that given for Corollary 2 except that we now upper bound gIRS by
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√
4piL2ucNQxQy
λ
based on Corollary 3.
In Fig. 4, we plot |gd(Ψt, Ψr)/λ|2 obtained from Proposition 2 vs. θr for various scenarios and
compare it with |gc(Ψt, Ψr)/λ| obtained from Proposition 1. In the following, we highlight some insights
that Proposition 2, Corollaries 3 and 4, and Fig. 4 provide:
i) For dx, dy → 0 (extremely sub-wavelength unit cells) and Luc = dx = dy (compact deployment of
the unit cells), the tile response function of a discrete tile in Proposition 2 becomes identical to that of
a continuous tile in Proposition 1, i.e., gd(Ψt, Ψr) = gc(Ψt, Ψr).
ii) Fig. 4 shows that for a discrete tile to accurately approximate a continuous tile, it is sufficient that
Luc = dx = dy ≤ λ2 holds. In practice, there are gaps between the IRS unit cells, i.e., Luc < dx, dy. This
leads to a decrease of the effective size of the tile, see Fig. 4 for Luc = 0.8d.
iii) In both Propositions 1 and 2, we assumed that the phase shift introduced by the tile unit cells can
assume any real value which is an idealized assumption as finite resolution phase shifts are typically
applied in practice. Nevertheless, Fig. 4 suggests that a 3-bit uniform quantization of the phase shifts
βnx and βny yields a tile response function which is very close to the one obtained for ideal real-valued
phase shifts. Moreover, from Fig. 4, we also observe that even for a 1-bit phase shift quantization, the
tile response function has a shape similar to the ideal case although the peak is reduced and the side
lobes deviate from those for ideal real-valued phase shifts, which is consistent with [6].
iv) Assuming (ρd, ρt, ρr) = (200 m, 100 m, 100 m), τ = 1, dx = dy = Luc = λ2 , and carrier frequencies
of 5, 10, and 28 GHz, Corollary 4 reveals that at least Qreq = 3333, 6666, 18667 unit cells are needed,
respectively, for the IRS-assisted link to achieve the same free-space path-loss as the unobstructed
direct link. Moreover, while Corollary 2 shows that the required minimum IRS size Areq decreases with
the carrier frequency, Corollary 4 suggests that the required minimum number of IRS unit cells Qreq
increases with the carrier frequency.
E. End-to-End System Model
In this section, we first present the end-to-end system model that is widely used in the literature
and characterizes the IRS in terms of the phase shifts applied by the individual unit cells [8], [13],
[16]–[18], [22], [23], [36]. We refer to this model as the phase-shift model. Subsequently, we highlight
some drawbacks of the phase-shift model. To overcome these drawbacks, we develop a new model that
characterizes the IRS in terms of the tile response function g(Ψt, Ψr) and the corresponding transmission
modes. We refer to this new model as the transmission-mode model.
Phase-shift Model: Let us consider a system comprising a multiple-antenna BS, an IRS, and K
multiple-antenna users. The direct links between the transmitter and the users may exist but are severely
shadowed (e.g., by a blocking building). The downlink communication is assisted by an IRS that
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Building with IRS
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Impinging path on the IRS
Reflected path from the IRS
IRS
Fig. 5. Schematic illustration of an IRS-assisted wireless system. Only the IRS-guided paths are shown for clarity of presentation.
comprises Q unit cells. The end-to-end system model can be written as [8], [13], [16]–[18], [22],
[23], [36]
yk= (Hd,k + Hr,kΩHt)x + zk, k = 1, . . . ,K, (21)
where x ∈ CNt , yk ∈ CNr , and zk ∈ CNr denote the BS’s transmit signal, the received signal at the k-th
user, and the additive white Gaussian noise (AWGN) at the k-th user, respectively. Here, C denotes the set
of complex numbers and Nt and Nr denote the numbers of antennas at the BS and each user, respectively.
Moreover, Hd,k ∈ CNr×Nt , Ht ∈ CQ×Nt , and Hr,k ∈ CNr×Q denote the BS-to-user k, BS-to-IRS, and
IRS-to-user k channel matrices, respectively. Furthermore, Ω = diag(g¯ucejβ1 , . . . , g¯ucejβQ) ∈ CQ×Q is a
diagonal matrix with main diagonal entries g¯ucejβ1 , . . . , g¯ucejβQ , where βq is the phase-shift applied by
the q-th unit cell and g¯uc denotes the unit-less unit-cell factor. The relation between g¯uc and the unit-cell
factor guc (in unit of meters) defined after (14) is explained below.
The phase-shift model in (21) suffers from two drawbacks: i) In the literature, the elements of Hr,k
(and Ht) are typically modeled as independent random variables [8], [13], [16], [17], [22], [36]. However,
for large values of Q (which are needed to provide a sufficient link budget), the ranks of Hr,k and Ht
are limited by the number of channel scatterers leading to dependencies. ii) The model in (21) assumes
a constant unit-cell factor g¯uc [13], [16], [18], [22]. In fact, most works assume the ideal case and set
g¯uc = 1 [8], [17], [23], [36]. However, as will be shown below, g¯uc is related to guc, and hence, depends
on the physical properties of the unit cell (such as its area) as well as the incident and reflected angles
and the polarization of the waves. These two drawbacks of the phase-shift model are addressed in the
transmission-mode model developed in the following.
Transmission-Mode Model: In order to present the proposed model, we first need to establish the
following assumptions and notation:
• Low-Rank Channel: We assume there are multiple scatterers in the environment which cause the
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signal of a given transmitter to arrive at the IRS potentially via multiple paths and the signal reflected
from the IRS to potentially also arrive at a given receiver via multiple paths [37], [38]. This leads to
a low-rank channel model which allows us to decompose the channel matrices as Ht = AtΣtDHt ,
Hr,k = Ar,kΣr,kD
H
r,k, and Hd,k = Ad,kΣd,kD
H
d,k, respectively, where the components {At ∈ CQ×Lt ,
Ar,k ∈ CNr×Lr,k , Ad,k ∈ CNr×Ld,k}, {Dt ∈ CNt×Lt , Dr,k ∈ CQ×Lr,k , Dd,k ∈ CNt×Ld,k}, and {Σt ∈
CLt×Lt , Σr,k ∈ CLr,k×Lr,k , Σd,k ∈ CLd,k×Ld,k} represent the receive steering matrices (corresponding
to the angles-of-arrival (AoAs)), transmit steering matrices (corresponding to the angles-of-departure
(AoDs)), and channel gains of the scatters, respectively, where Lt,Lr,k, and Ld,k denote the numbers
of scatterers of the BS-to-IRS, IRS-to-user k, and BS-to-user k channels, respectively. Moreover,
(·)H denotes the Hermitian transpose. For future reference, let us define At = [AHt,1, . . . , AHt,N ]H
and Dr,k = [DHr,k,1, . . . , D
H
r,k,N ]
H, where At,n ∈ CQxQy×Lt and Dr,k,n ∈ CQxQy×Lr,k denote the
receive steering matrix for the n-th tile and the transmit steering matrix of the n-th tile to user k,
respectively.
• Transmission Modes: We assume that the IRS can select for each tile one of the possible
transmission modes corresponding to one set of unit-cell phase shifts in Proposition 2. The design
of a finite number of transmission modes, M , will be discussed in detail in Section III-A. Let
βq,n,m, q = 1, . . . ,QxQy,n = 1, . . . ,N ,m = 1, . . . ,M , denote the phase shift applied by unit
cell q of tile n for transmission mode m. Unlike the phase-shift model in (21), the amplitudes of
the entries of the phase-shift matrix depend on the AoAs and AoDs. Thus, we denote the phase-
shift matrix for tile n, transmission mode m, incident wave angle Ψt, and reflection angle Ψr
by Ωn,m(Ψt, Ψr) = diag(g¯uc(Ψt, Ψr)ejβ1,n,m , . . . , g¯uc(Ψt, Ψr)ejβQxQy,n,m) ∈ CQxQy×QxQy . Moreover,
using Lemma 1, the unit-less unit-cell factor g¯uc(Ψt, Ψr) is related to the unit-cell factor guc(Ψt, Ψr)
(in meters) defined in Section II-D as g¯uc(Ψt, Ψr) =
√
4pi
λ
guc(Ψt, Ψr).
• Selection Variable: Let sn,m ∈ {0, 1} denote a binary variable which is equal to one if the m-
th transmission mode is selected for the n-th tile; otherwise, it is equal to zero. Moreover, let
M⊂ {1, . . . ,M} denote the subset of transmission modes that is used for resource allocation in a
given frame. We will discuss the design of M in Section III-B. Since, at any given time, the IRS
can select only one transmission mode for each tile,
∑
m∈M sn,m = 1, ∀n, has to hold.
Using the above notation, the end-to-end channel model can be compactly written as follows
yk =
(
Ad,kΣd,kD
H
d,k + Ar,kΣr,kGkΣtD
H
t
)
x + zk, k = 1, . . . ,K, (22)
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where Gk ∈ CLr,k×Lt is given by
Gk =
N∑
n=1
∑
m∈M
sn,mGn,m,k. (23)
Here, the nr-th row and nt-th column of matrix Gn,m,k ∈ CLr,k×Lt is given by
[Gn,m,k]nr,nt = d
H
r,k,n(Ψ
(nr)
r )Ωn,m(Ψ
(nt)
t , Ψ
(nr)
r )at,n(Ψ
(nt)
t ) ,
√
4pi
λ
gn,m(Ψ
(nt)
t , Ψ
(nr)
r ), (24)
where at,n(Ψ
(nt)
t ) and dr,k,n(Ψ
(nr)
r ) are the nt-th column of At,n and the nr-th column of Dr,k,n,
respectively. In other words, gn,m(Ψ
(nt)
t , Ψ
(nr)
r ) denotes the response function of the n-th tile for the m-
th transmission mode evaluated at the nt-th AoA, specified by angle Ψ
(nt)
t , and the nr-th AoD, specified
by angle Ψ(nr)r . Assuming that the center of the n-th tile is placed at point (x, y) = (u
(n)
x Lx,u
(n)
y Ly),
where u(n)x and u
(n)
x are integer numbers, gn,m(Ψt, Ψr) for AoA Ψt and AoD Ψr can be expressed as
gn,m(Ψt, Ψr) = e
jκu
(n)
x LxAx(Ψt,Ψr)+jκu
(n)
y LyAy(Ψt,Ψr)gm(Ψt, Ψr), (25)
where gm(Ψt, Ψr) is the response function of the reference tile centered at the origin with u
(n)
x = u
(n)
y =
0. The value of gm(Ψt, Ψr) can be computed from the analytical expressions given in Proposition 1
and Proposition 2 for continuous and discrete tiles, respectively.
Defining H˜t = ΣtDH and H˜r,k = Ar,kΣr,k the channel model in (22) can be rewritten as follows
yk=
[
Hd,k +
N∑
n=1
∑
m∈M
sn,mHn,m,k
]
x + zk, k = 1, . . . ,K, (26)
where Hn,m,k = H˜r,kGn,m,kH˜t denotes the end-to-end channel for the n-th tile and the m-th transmission
mode. Furthermore, defining He2ek = Hd,k +
∑N
n=1
∑
m∈M sn,mHn,m,k as the effective IRS-assisted end-
to-end channel between the BS and user k, the channel model in (26) explicitly shows that unlike
conventional systems, for which the channel matrix is fixed, for IRS-assisted communications, we can
choose among |M|N different end-to-end channel matrices which implies the realization of a smart
reconfigurable wireless environment [2], [3].
III. TWO-STAGE OPTIMIZATION FRAMEWORK FOR IRS-ASSISTED COMMUNICATIONS
Based on the end-to-end model developed in Section II, in this section, we propose a two-stage
framework for IRS optimization, namely an offline design stage and an online optimization stage.
19
A. Offline Tile Transmission Mode Codebook Design
In the following, we design a tile transmission mode codebook comprised of a finite number of
predefined phase-shift configurations according to (16) in Proposition 2, i.e.,
ejβnx,ny = ej2piβ¯xnx × ej2piβ¯yny × ej2piβ¯0 , (27)
where β¯x = −dxAx(Ψ
∗
t ,Ψ
∗
r)
λ
, β¯y = −dyAy(Ψ
∗
t ,Ψ
∗
r)
λ
, and β¯0 = β02pi . The above phase-shift profile βnx,ny is
an affine function in variable (nx,ny). Thereby, the slope of the phase-shift function determines the
direction of the reflected wavefront and the affine constant β¯0 determines the phase of the wavefront. In
the following, instead of discretizing the expected angle of the incident EM wave, Ψ∗t , and the desired
angle of the reflected EM wave, Ψ∗r , to construct the codebook, we directly discretize β¯i, i ∈ {x, y}.
This is a more efficient design since different (Ψ∗t , Ψ
∗
r) may yield the same value of Ai(Ψ
∗
t , Ψ
∗
r) and
consequently the same β¯i, i ∈ {x, y}. From (4), we have Ai(Ψ∗t , Ψ∗r) ∈ [−2, 2]. Therefore, in principle,
we have β¯i ∈ [−2diλ , 2diλ ], ∀i ∈ {x, y}. However, due to the periodicity of the complex exponential
functions in (27), β¯i and β¯i + 1 yield the same tile response function, which leads to an effective
support of β¯i of [−β¯effi , β¯effi ], where β¯effi = min{2diλ , 12}, ∀i ∈ {x, y}. Similarly, we have β¯0 ∈ [−12 , 12 ].
For convenience, we represent the transmission mode codebook as the product of three component
codebooks, namely β¯x ∈ Bx, β¯y ∈ By, and β¯0 ∈ B0, where Bx and By are referred to as the reflection
codebooks and B0 is referred to as the wavefront phase codebook. Assuming that the size of the entire
codebook is M , we have M = |Bx| × |By| × |B0|.
Reflection Codebooks: We assume all tiles use the same reflection codebook Bi, i ∈ {x, y}. One sim-
ple option for construction of Bi is the uniform discretization of β¯i, i ∈ {x, y}, i.e., Bi = {β¯mini , β¯mini +
∆β¯i, . . . , β¯
max
i }, where ∆β¯i = β¯
max
i −β¯mini
|Bi|−1 and [β¯
min
i , β¯
max
i ] ⊂ [−β¯effi , β¯effi ] is the range of parameter β¯i.
In particular, choosing [β¯mini , β¯
max
i ] 6= [−β¯effi , β¯effi ] may be beneficial if the EM waves impinging and
reflected at the IRS exhibit a limited range of AoAs and AoDs, respectively. For example, the left-
hand side of Fig. 6 shows the distribution of β¯x and β¯y for unit-cell spacing of dx = dy = λ2 when the
elevation and azimuth angles are uniformly distributed in the intervals θ∗t , θ
∗
r ∈ [0, pi/4], φ∗t ∈ [0, pi/3], and
φ∗r ∈ [pi, pi+pi/3]. In this case, from (4) and the definitions of β¯x and β¯y, it follows that β¯maxx = −β¯minx =
sin(pi/4)
2
=
√
2
4
≈ 0.3536 and β¯maxy = −β¯miny = sin(pi/4) sin(pi/3)2 =
√
6
8
≈ 0.3062. Therefore, as an example
codebook, we may adopt |Bx| = |By| = 9 leading to codebooks Bx = {0,±
√
2
16
,±
√
2
8
,±3
√
2
16
,±
√
2
4
} and
By = {0,±
√
6
32
,±
√
6
16
, 3
√
6
32
,±
√
6
8
}. The right-hand side of Fig. 6 shows |gd(Ψt, Ψr)/λ|2 for the phase-shift
configurations generated by β¯x = 0,
√
2
16
,
√
2
8
, 3
√
2
16
,
√
2
4
and β¯y = 0 when the incident wave is normal to the
surface and the observation point lies in the x− z plane, i.e., (θt,φt,ϕt) = (0, 0, 0), φr = pi. As can be
observed from this figure, the resulting tile response functions cover the considered range of elevation
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Fig. 6. Left-hand side: Distribution of β¯x and β¯y and discretized values with ∆β¯x =
√
2
16
, β¯maxx = −β¯minx =
√
2
4
, ∆β¯y =
√
6
32
, and
β¯maxy = −β¯miny =
√
6
8
, where the elevation and azimuth angles are uniformly distributed in intervals θ∗t , θ∗r ∈ [0,pi/4], φ∗t ∈ [0,pi/3],
and φ∗r ∈ [pi,pi + pi/3], Right-hand side: |gd(Ψt, Ψr)| in dB vs. θr for (θt,φt,ϕt) = (0, 0, 0), φr = pi, β¯y = 0, Lx = Ly = 10λ,
dx = dy = Luc =
λ
2
, τ = 0.8, ∆β¯x =
√
2
16
, and β¯y = 0.
angles for the reflected EM wave, i.e., θr ∈ [0,pi/4].
Wavefront Phase Codebook: The role of β¯0 is to control the superposition of the waves reflected
from different tiles at the receiver. In particular, if different tiles employ the same β¯x and β¯y, they can
cancel the phase differences caused by their different positions by choosing appropriate values for β¯0, see
(25). In other words, for two tiles n and n′ 6= n to reflect an EM wave impinging from incident direction
Ψ∗t along reflection direction Ψ
∗
r , they not only have to choose appropriate and identical elements from
the reflection codebooks but also phase shifts, denoted by β¯(n)0 and β¯
(n′)
0 , respectively, that meet
β¯
(n)
0 −β¯(n
′)
0 =
1
2pi
mod
(
−κ
[
(u(n)x − u(n
′)
x )LxAx(Ψ
∗
t , Ψ
∗
r) + (u
(n)
y − u(n
′)
y )LyAy(Ψ
∗
t , Ψ
∗
r)
]
, 2pi
)
, ∀n′ 6= n,(28)
where mod(x, y) denotes the y-modulus of real number x which is needed due to the periodicity of
the complex exponential function in (27). Similar to the reflection codebooks, one simple option is to
employ uniform discretization, i.e., B0 = {β¯min0 , β¯min0 + ∆β¯0, . . . , β¯max0 }, where ∆β¯0 = β¯
max
0 −β¯min0
|B0|−1 and
[β¯min0 , β¯
max
0 ] ⊂ [−12 , 12 ] is the support of parameter β¯0, which can be chosen as a subset of [−12 , 12 ] if
prior knowledge about the range of (Ψ∗t , Ψ
∗
r) is available.
B. Mode Pre-selection for Online Optimization
For the end-to-end channel model in (26), a given channel realization corresponds to a given number
of scatterers in the environment. Therefore, due to the limited number of AoAs and AoDs pointing
from the IRS to these scatterers, especially at high frequencies, only a limited number of phase-shift
configurations in the reflection codebooks are suitable for reflecting the EM wave impinging from one
of the scatterers/transmitters towards one of the other scatterers/receivers, see Fig. 5. In other words,
for a given transmitter-receiver pair, the value of ‖Hn,m,k‖F , where ‖ · ‖F denotes the Frobenius norm,
is non-negligible only for a few of the transmission modes in the codebook. Therefore, before online
optimization, we can first pre-select a subset of the possible transmission modes, whose indices are
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Fig. 7. Illustration of codebook size reduction for online optimization. Channel gain |hn,m,k|2 for one tile and one channel realization
versus the transmission mode index. The same IRS parameters and reflection codebook as for Fig. 6 are assumed.
collected in set M. The exact criterion for this pre-selection depends on the application, of course. For
instance, one may determine M based on the strength of the corresponding channel, i.e.,
M = {m|∃(k,n) : ‖Hn,m,k‖F ≥ δ}, (29)
where δ is a threshold. The value of δ is a design parameter which can be chosen to trade performance
with complexity. In particular, the smaller δ is chosen, the more modes are selected, which implies
potentially higher performance at the cost of higher complexity of the subsequent online optimization.
Alternatively, one may consider more sophisticated criteria that account for the resulting interference at
other users (e.g., for multi-user communications) or the information leakage to eavesdroppers (e.g., for
secure communications).
Fig. 7 shows an example for transmission mode selection for a system consisting of one single-antenna
transmitter, an IRS, and two single-antenna receivers. The IRS parameters and the offline codebook are
identical to those used in Fig. 6, i.e., the reflection codebooks have 9 × 9 elements. We assume that
there exist two paths (e.g., the direct path and one path via a scatterer) for each of the transmitter-
to-IRS and IRS-to-receiver links. The channel gains are modeled as free space path-loss where the
transmitter-to-IRS and IRS-to-receiver distances are 1000λ (e.g., 60 m for carrier frequency 5 GHz).
Fig. 7 shows ‖Hn,m,k‖2F = |hn,m,k|2 of receiver k ∈ {1, 2} for one IRS tile versus the index of the
adopted transmission mode. For comparison, we also plot |hn,m,k|2 sorted in a descending order. Fig. 7
confirms that for a given channel realization, not all transmission modes corresponding to the 9×9 = 81
reflection codebook elements are useful. In fact, for threshold δ = −130 dB (almost 20 dB below the
maximum |hn,m,k|2), only 10 modes out of the 81 possible modes are included in M according to (29),
which significantly reduces the complexity of the subsequent online optimization stage.
C. Online Optimization
The online configuration of the IRS requires the optimization of the binary mode selection variables,
i.e., sn,m, ∀n,m. Moreover, there are typically other system parameters, e.g., the precoder at the
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transmitter, that have to be jointly optimized with sn,m, ∀n,m. Therefore, in general, the IRS online
optimization problem formulated based on the proposed channel model in (26) belongs to the class of
mixed integer programming problems [27]. For this class of optimization problems, efficient solution
methods have been developed in the literature [27]–[29]. Nevertheless, the specific solution approach
required for optimizing an IRS-assisted system depends on the considered system model and the adopted
QoS criterion, of course. Therefore, for concreteness, we focus on an IRS-assisted downlink system,
where K single-antenna users are served by a BS with Nt ≥ K antennas via linear precoding. For this
special case, the received signal of the k-th user in (26) simplifies as follows
yk =
N∑
n=0
∑
m∈M
sn,mh
H
n,m,kQu + zk, k = 1, . . . ,K, (30)
where u ∈ CNr contains the data for the K users and satisfies E{uuH} = IK with E{·} and In denoting
expectation and the n × n identity matrix, respectively. Moreover, Q = [q1, . . . , qK ] ∈ CNt×K is a
linear precoder matrix. Furthermore, zk ∼ CN (0,σ2) denotes AWGN with mean zero and variance σ2
impairing the k-th user and hn,m,k = HHn,m,k represents the effective end-to-end channel between the BS
and user k via the n-th tile of the IRS for the m-th transmission mode. With a slight abuse of notation,
we introduce the additional index n = 0 and set h0,m,k = HHd,k, ∀m, to include the channel gains of
the direct link.
Let us define S = [s1, . . . , sN ] where sn ∈ {0, 1}|M| is a binary vector with sn,m as its m-th entry. We
wish to find the optimal S and Q that minimize the BS transmit power while guaranteeing a minimum
signal-to-interference-noise ratio (SINR) for each user, i.e.,
minimize
S∈{0,1}|M|×N ,Q∈CNt×K
tr(QQH)
subject to C1 : γk(S, Q) ≥ γthrk , C2 :
∑
m∈M
sn,m = 1, ∀n, (31)
where tr(·) denotes the trace operator, γthrk is the minimum required SINR of the k-th user, and γk(S, Q)
denotes the SINR of the k-th user, which is given by
γk(S, Q) =
∣∣∣∑
n,m
sn,mh
H
n,m,kqk
∣∣∣2
∑
k′ 6=k
∣∣∣∑
n,m
sn,mh
H
n,m,kqk′
∣∣∣2 + σ2 . (32)
Problem (31) is non-convex due to 1) the product term sn,mqk, 2) the quadratic form of the de-
nominator and numerator of (32), and 3) the binary constraint sn,m ∈ {0, 1}. Nevertheless, various
approaches have been proposed in the literature to cope with such non-convex optimization problems
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[27]–[29]. In the following, we propose two efficient suboptimal solutions to (31). We note that, since we
assume Nt ≥ K, for AoAs, AoDs, and channel gains generated randomly from continuous probability
density functions, the problem in (31) is almost surely feasible since the end-to-end channel matrix
He2e = [h¯1, . . . , h¯K ], where h¯k =
∑
n,m sn,mhn,m,k, is full rank (i.e., rank(H
e2e) = K) with probability
one. Nevertheless, for ill-conditioned end-to-end channel matrices He2e, the required transmit power
may be high. In fact, IRSs provide a means to improve the well-conditioness of the end-to-end channel
matrix He2e.
1) Alternating Optimization-Based Solution: Hereby, we develop a suboptimal solution based on AO
of s1, . . . , sN , and Q. However, straightforward AO of sn, ∀n, and Q is not efficient as optimizing (31)
with respect to sn for a given Q returns the solution to which the problem was initialized. To address
this issue, we decompose the precoder as Q =
√
pQ˜, where p = tr(QQH), i.e., tr(Q˜Q˜H) = 1. Then, in
Subproblem 1, we solve (31) jointly in p and sn for given sn′ , ∀n′ 6= n and Q˜, and in Subproblem 2,
we solve (31) for Q (or equivalently jointly for p and Q˜) for given sn, ∀n. With this approach, transmit
power p is reduced in both subproblems while guaranteeing the users’ SINR requirements.
Subproblem 1 (Joint Power Minimization and Tile Configuration): First, we solve (31) jointly in
p and sn for given sn′ , ∀n′ 6= n, and Q˜. Exploiting the binary nature of sn,m and since sn′ , ∀n′ 6= n,
and Q˜ are fixed, the SINR in (32) can be reformulated in terms of sn,m and p as follows
γk(S, Q) =
∑
m sn,mpfn,m,k,k∑
k′ 6=k
∑
m sn,mpfn,m,k,k′ + σ
2
with fn,m,k,k′ =
∣∣∣hHn,m,kq˜k′ + ∑
n′ 6=n,m
sn′,mh
H
n′,m,kq˜k′
∣∣∣2.(33)
Using the above notations, constraint C1 is reformulated as
C˜1 :
∑
m
sn,mp
[
fn,m,k − γthrk
∑
k′ 6=k
fn,m,k′
]
≥ γthrk σ2. (34)
Therefore, the first subproblem is given by
P1: minimize
p≥0, sn∈{0,1}|M|
p subject to C˜1, C2. (35)
The solution of P1 is provided in the following lemma.
Lemma 2: The solution (p∗, s∗n) to P1 is given by
p∗ = max
k=1,...,K
pm∗,k and s∗n,m =
1, if m = m
∗
0, otherwise,
(36)
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where
m∗ = argmin
m∈M
max
k=1,...,K
pm,k, pm,k =

γthrk σ
2
fn,m,k−γthrk
∑
k′ 6=k fn,m,k′
, if fn,m,k > γ
thr
k
∑
k′ 6=k fn,m,k′
+∞, otherwise.
(37)
Proof: First, note that if fn,m,k ≤ γthrk
∑
k′ 6=k fn,m,k′ holds for any k, the considered transmission
mode does not provide a feasible solution. Hence, let us focus on transmission modes for which fn,m,k >
γthrk
∑
k′ 6=k fn,m,k′ holds for all k. The left-hand side of constraint C˜1 is a monotonically increasing
function in p. Thus, p = pm,k with pm,k given in (37) ensures that the inequality in C˜1 holds with
equality for user k using transmission mode m. The optimal m∗ is that m which minimizes the power
while ensuring that C˜1 holds for all users. This completes the proof.
Subproblem 2 (Joint Power Minimization and Beamforming Design): In this subproblem, we
solve (31) jointly for p and Q˜ (or equivalently Q) for given sn, ∀n. Defining the positive semi-definite
auxiliary matrix Qk = qkqHk , constraint C1 is reformulated as follows
C˜1 : tr
(
h¯kh¯
H
kQk
)− γthrk ∑
k′ 6=k
tr
(
h¯kh¯
H
kQk′
) ≥ γthrk σ2. (38)
Note that, by definition, Qk has rank one which imposes a non-convex constraint, i.e., rank(Qk) = 1, ∀k,
has to hold where rank(·) denotes the rank of a matrix. Nevertheless, the following lemma formally
states that we can recover the optimal solution after dropping the rank constraint.
Lemma 3: There exists a Qk, ∀k, as the solution to problem
P2: minimize
Qk∈CNt×Nt
K∑
k=1
tr(Qk) subject to C˜1, C3 : Qk  0, (39)
that has a rank equal to one, i.e., rank(Qk) = 1, ∀k.
Proof: The proof follows similar steps as that in [28, Appendix B] and is provided in Appendix D
for completeness.
The proposed AO-based online optimization is summarized in Algorithm 1. Note that the proof
of Lemma 3 shows that Qk as a solution of (39) has either a rank equal to one or facilitates the
construction of another feasible solution with identical objective function value that has rank one,
see line 6 of Algorithm 1. Moreover, since Lemmas 2 and 3 provide the globally-optimal solution
of Subproblems P1 and P2, respectively, Algorithm 1 produces a sequence of non-increasing transmit
powers p that converges to a locally-optimal solution of (31) [39]. We illustrate the convergence behavior
of Algorithm 1 in Fig. 8 in Section IV. However, for any AO-based algorithm, different locally-optimal
solutions may yield different performances. Therefore, starting from a “good” initial point is crucial. To
25
Algorithm 1 AO-based Online Optimization
1: input: Number of iterations N itr, initial point
(S(0), Q(0)), channel coefficients hn,m,k, ∀n,m, k,
and required SINRs γthrk , ∀k.
2: for i = 1, . . . ,N itr do
3: for n = 1, . . . ,N do
4: Find (s∗n, p∗) as the solution of P1 in (36) for
Q(i−1), s(i)n′ , ∀n′ < n, s(i−1)n′ , ∀n′ > n, and
update s(i)n = s∗n.
5: end for
6: Find Q∗k, ∀k, as the solution of P2 in (39) for S(i)
and update Q(i)k = Q
∗
k.
7: Set Q(i) = [q(i)1 , . . . , q
(i)
K ] with q
(i)
k =∑
j λjν, ∀k, where λj , ∀j, are the non-zero eigen-
values of Q(i)k and ν is the eigenvector correspond-
ing to the largest eigenvalue.
8: end for
9: output: Q = Q(N
itr) and S = S(N
itr).
Algorithm 2 Greedy Iterative Online Optimization
1: input: Channel coefficients hn,m,k, ∀n,m, k, and required SINRs
γthrk , ∀k.
2: Set [S]0,1 = 1 and [S]n,m = 0, ∀ (n,m) 6= (0, 1).
3: for n = 1, . . . ,N do
4: Find Q∗k,∀k, as the solution of P2 in (39) for S and update Q(n)k =
Q∗k.
5: Set Q(n) = [q(n)1 , . . . , q
(n)
K ] with q
(n)
k =
∑
j λjν, ∀k, where
λj , ∀j, are the non-zero eigenvalues of Q(n)k and ν is the eigenvector
corresponding to the largest eigenvalue.
6: Select user k∗ based on (40).
7: Select the transmission mode of the n-th tile as m∗ based on (41)
and set [S]n,m∗ = 1.
8: end for
9: Set S∗ = S and find Q∗j , ∀j, as the solution of P2 in (39) for S∗.
10: Set Q∗ = [q∗1, . . . , q∗K ] with q
∗
k =
∑
j λjν, ∀k, where λj , ∀j, are
the non-zero eigenvalues of Q∗k and ν is the eigenvector corresponding
to the largest eigenvalue.
11: output: Q∗ and S∗.
address this issue, in the following, we propose a greedy iterative algorithm for the optimization of S
that is not based on AO and always terminates after N iterations. The solution of the greedy algorithm
can provide an initial point for Algorithm 1.
2) Greedy Iterative Solution: The proposed greedy algorithm is performed in N iterations where
one tile is configured in each iteration. In particular, this algorithm involves the following stages:
Stage 1 (Precoder Design): In each iteration, we first solve P2 in (39) for a given S obtained from
the previous iteration. Note that in the first iteration, we use [S(0)]0,1 = 1 and [S(0)]n,m = 0, ∀ (n,m) 6=
(0, 1), i.e., only the direct link exists. Let Q(n) = [q(n)1 , . . . , q
(n)
K ] denote the precoder designed in the
n-th iteration.
Stage 2 (User Selection): In the n-th iteration, we configure the n-th tile such that it improves the
channel of one user. Since our goal is to minimize the BS’s transmit power, we choose the user which
contributes most to the power consumption of the BS, i.e.,
k∗ = argmax
k∈{1,...,K}
‖q(n)k ‖2. (40)
Stage 3 (IRS Configuration): Now, from the tile codebookM, we select that element which improves
the end-to-end channel gain of the selected user k∗ the most, i.e.,
m∗ = argmax
m∈M
∥∥∥hn,m,k∗ + n−1∑
n′=1
∑
m′∈M
sn′,m′hn′,m′,k∗
∥∥∥
2
. (41)
Then, we set [S]n,m∗ = 1.
After N iterations, we have readily determined S. Thereby, we solve P2 in (39) for the obtained S
to optimize Q. Algorithm 2 summarizes the proposed greedy algorithm.
26
3) Complexity Analysis: In the following, we analyze the complexities of Algorithms 1 and 2 and
then compare them with the complexities of benchmark schemes from the literature. The complexity
of Subproblem P1 in Algorithm 1 is linear in |M|, i.e., O(|M|), where O(·) is the big-O notation.
Subproblem P2 in Algorithm 1 is a semidefinite programming (SDP) problem. The complexity of an
SDP problem is O(√n(mn3 + m2n2 + m3)), where n and m denote the number of semidefinite cone
constraints and the dimension of the semidefinite cone, respectively [40]. For Subproblem P2, we have
m = K and n = Nt, which assuming Nt ≥ K (needed to separate the signals of single-antenna users
via linear precoding at the BS), leads to a complexity order of O(KN3.5t ). Hence, the overall complexity
order of Algorithm 1 is O(N itr(N |M| + KN3.5t )). Using a similar analysis, the complexity order of
Algorithm 2 is obtained as O(N(|M|+KN3.5t )).
The complexity of most IRS online optimization algorithms for IRS-assisted systems in the literature
that rely on the phase-shift model scales with the number of IRS unit cells Q. Thereby, regardless of the
specific algorithm used for IRS optimization, the scalability of the optimization framework developed
in this paper is readily reflected in reducing the size of the search space from |B|Q for the phase-shift
model to |M|N for the proposed transmission-mode model, where |M| and N are design parameters
that can be chosen to trade performance for complexity. Moreover, for the phase-shift model, various
suboptimal IRS optimization algorithms have been developed in the literature whose complexity scales
with Q but in a polynomial manner. For example, the IRS optimization algorithms proposed in [13],
[16], [17], [22], [31] have a complexity order which is at least cubic in Q, i.e., O(Q3). In contrast, the
complexities of the proposed online optimization algorithms do not directly depend on Q and instead
depend on the number of IRS tiles N and the size of the reduced offline codebook |M|. In Section IV,
we consider an IRS with Q = 3600 unit cells, which the algorithms in [13], [16], [17], [22], [31] may
not be able to handle. In contrast, we choose N = 9 and |M| = 32, which can be comfortably handled
by Algorithms 1 and 2.
D. Channel Estimation
A detailed treatment of the channel estimation problem is beyond the scope of this paper and is left for
future work, see e.g. [41], [42] for channel estimation schemes for IRS-assisted systems. Nevertheless,
we briefly explain how the proposed offline codebook design and the end-to-end channel model in
(26) can be exploited to simplify the channel acquisition problem. In particular, considering the model
in (26), the end-to-end channel has to be estimated only for the transmission modes contained in the
offline codebook. In other words, for each transmission mode, the IRS sets the unit cells according to
the transmission mode, the BS sends a pilot signal, and the user estimates the end-to-end channel (or
the related physical parameters). As a consequence, the channel estimation overhead and complexity
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TABLE II
DEFAULT VALUES OF SYSTEM PARAMETERS.
Parameter Nt K N Lx,Ly dx, dy Q Luc τ (|Bx|, |By|, |B0|) |M| γthrj N0 NF W
Value 16 (4× 4) 2 9 (3× 3) 10λ λ/2 3600 0.8dx 0.8 (10, 10, 4) 32 10 dB −174 dBm/Hz 6 dB 20 MHz
Parameter (ρd, ρt, ρr) (Ld,Lt,Lr) (hˆd, hˆt, hˆr) Range of φ and ϕ Range of θ
Value (4, 3.2, 0.8)× 103λ (e.g. (240, 192, 48) m at 5 GHz) (1, 2, 2) (−40, 0, 0) dB [0, 2pi] [0, pi/2]
scale with the number of transmission modes. Therefore, to reduce the channel estimation overhead
and to improve the channel estimation quality, the design of small-size offline codebooks is of high
importance. Preliminary work in this direction has been reported in [43]. In practice, for the proposed
model, it is not necessary to estimate the channel for all transmission modes and the channel estimation
procedure can be terminated as soon as a few satisfactory transmission modes have been identified,
according to e.g. (29). Furthermore, the overhead can be further reduced if instead of a naive brute-
force search, the relevant transmission modes are identified using an efficient search over hierarchical
multi-resolution codebooks, see e.g. [37] for the application of such codebooks for channel estimation
in millimeter wave communication systems. Nevertheless, as in conventional communication systems,
channel estimation errors are unavoidable. Therefore, the study of the minimum channel estimation
quality required to achieve a given QoS requirements and the design of robust transmission schemes
in the presence of channel estimation errors are interesting directions for future research, see e.g. [13],
[44], [45] for communication system design under imperfect channel state information.
IV. SIMULATION RESULTS
In this section, we evaluate the performance of the resource allocation schemes derived in Sec-
tion III-C. We assume that both the direct and IRS-assisted links exist; however, the direct link is
severely shadowed, which motivates the deployment of the IRS. The channel gain for each effective
path (i.e., the diagonal elements of Σ(j)d , Σt, and Σ
(j)
r ) is modeled as hi =
√
h¯ihˆih˜i, i ∈ {d, r, t}, where
h¯i =
(
λ
4piρi
)2, hˆi, and h˜i ∼ CN (0, 1) represent the free-space path-loss, large-scale shadowing/blockage,
and small-scale Rayleigh fading, respectively, and the subscripts d, t, and r refer to the BS-to-user,
BS-to-IRS, and IRS-to-user paths, respectively. The AoAs and AoDs at BS and IRS are generated
as uniformly distributed random variables. We assume that the noise power at the receiver is given
by σ2 = WN0NF where W is the bandwidth, N0 represents the noise power spectral density, and
NF denotes the noise figure. The simulation results shown in this section have been averaged over
103 random channel realizations. We focus on IRSs with discrete tiles and the phase shift design in
Proposition 2. The offline codebook is designed based on uniform discretization of β¯x, β¯y, and β¯0, as
discussed in Section III-A. For online optimization, we select a fixed number of transmission modes
from the reflection codebook, Bx×By, for each user k based on the strength of the corresponding end-
to-end channel gain ‖hn,m,k‖2. Moreover, we include the entire wavefront phase codebook B0 for online
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Fig. 8. Transmit power vs. iteration number of Algorithm 1.
Each iteration is further divided into ten sub-iterations (nine
points for configuring all IRS tiles and one point for the BS
precoder design) where the solutions obtained in lines 4 and 6
of Algorithm 1 are shown.
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Fig. 9. Transmit power for Algorithm 2 vs. the number of
configured tiles (iterations) for one channel realization. We note
that different channel realizations are used for Figs. 8 and 9.
optimization to allow for an efficient superposition of the signals arriving at the users from different tiles
and from the direct link. Unless otherwise stated, we adopt the default values of the system parameters
provided in Table II.
First, in Fig. 8, we study the convergence behavior of Algorithm 1, where for one channel realization,
the BS’s transmit power is shown vs. the iteration number. For each iteration, the intermediate solutions
obtained via Subproblem P1 (nine points corresponding to alternatingly configuring the nine IRS tiles, cf.
line 4 of Algorithm 1) and Subproblem P2 (one point corresponding to the BS precoder design, cf. line
6 of Algorithm 1) are also shown. Moreover, we consider two different initializations for Algorithm 1,
namely i) random initialization of S(0) and initializing Q(0) as the optimal precoder obtained from
problem P2 for the given S(0), and ii) initializing S(0) and Q(0) as the output of Algorithm 2. For
comparison, we also show the performance of Algorithm 2 and a benchmark scheme which does not
employ an IRS but uses the optimal precoder from Subproblem P2. As can be observed from Fig. 8,
while in general, the convergence behavior of Algorithm 1 depends on the initialization, Algorithm 1
converges within 1-3 iterations for all considered initializations. In fact, extensive computer simulations
revealed that Algorithm 1 typically converges within 1-5 iterations.
Next, to illustrate how the proposed greedy Algorithm 2 behaves, we show in Fig. 9 the corresponding
transmit power as a function of the number of iterations for one channel realization (note that different
channel realizations are used for Figs. 8 and 9). Fig. 9 confirms that a considerable power reduction
is achieved in each iteration by configuring an additional tile. Moreover, we observe from Fig. 9 that,
in each iteration, the power needed to serve the user that requires the higher BS transmit power to
satisfy its QoS is significantly reduced which is in-line with the user selection strategy in line 6 of
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Algorithm 2. For the considered channel realization, with the help Algorithm 2, an IRS with nine tiles
of size 10λ× 10λ can reduce the required transmit power by approximately 30 dBm compared to the
case when the IRS is absent. For comparison, in Fig. 9, we also show the transmit power required for
AO-based Algorithm 1, which employs the solution of the greedy scheme for initialization, as well as
two benchmark schemes, which do not use an IRS, namely i) a zero-forcing precoder at the BS [46] and
ii) the optimal precoder at the BS (according to problem P2), and two IRS-assisted benchmark schemes
employing iii) an IRS with random phase shifts [47] and iv) an IRS partitioned into tiles (similar to our
setup) but with identical phase shifts for unit cells belonging to the same tile [41]. For both IRS-assisted
benchmark schemes iii) and iv), the optimal precoder is used at the BS and for benchmark scheme iv),
Algorithm 2 is applied for optimization of the tile phase shifts. Moreover, for benchmark scheme iv),
since each tile is able to only change the phase of the reflected wavefront but not the direction of
the reflected wave, we refer to it as “specular”. We observe from Fig. 9 that to meet the users’ QoS
requirements without an IRS, the proposed optimal precoder requires a transmit power which is more
than 10 dBm lower than that needed by the ZF precoder. Moreover, Fig. 9 shows that an IRS-assisted
system employing random phase shifts or identical phase shifts for all unit-cells of a tile can reduce the
transmit power by less than 2 and 1 dB, respectively, compared to a system without IRS. The reason for
these small gains is that scattering the incident wave in all directions (as in the case of random unit-cell
phase shifts) or reflecting it along the specular direction where the receiver may not be located yields
negligible received power at the receivers. Finally, for this channel realization, less than 3 dB power
reduction is achieved by Algorithm 1 with respect to Algorithm 2. Nevertheless, extensive computer
simulations have revealed that, for most channel realizations, the performance gain of the AO-based
algorithm over the greedy algorithm is small. Therefore, in the remainder of this section, we adopt the
proposed greedy algorithm.
In Fig. 10, we show the cumulative density function (CDF) of the required BS transmit power. This
figure shows that the probability that the IRS can satisfy the users’ QoS requirements with a small
transmit power increases as the size of the IRS increases. For example, if the IRS is equipped with
N = 0, 2, 4, 6, 9 tiles (i.e., Q = 0, 800, 1600, 2400, 3600 elements), for 50% of the channel realizations,
the BS needs a transmit power of less than 42, 36, 34, 32, and 30 dBm, respectively, to satisfy the
users’ QoS requirements. Nevertheless, Fig. 10 also suggests that there still exist channel realizations
which require a high transmit power to meet the users’ QoS requirements due to faded IRS-assisted
links. This issue could be remedied by deploying more than one IRS and associating the users with the
IRS that yields the strongest end-to-end channel. Similar to Fig. 9, we observe from Fig. 10 that an IRS
employing random phase shifts and identical phase shifts for all unit-cells of a tile can only marginally
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Fig. 11. Required transmit power vs. the distance between the BS
and the IRS normalized to the distance between the BS and the
users.
reduce the required transmit power compared to a system without an IRS.
Next, we investigate the impact of the shadowing loss of the direct link, hˆd, and the position of
the IRS on performance, where we assume ρt + ρr = ρd = 4 × 103λ (e.g., 400, 240, 120, 42 m at
carrier frequencies of 3, 5, 10, 28 GHz, respectively). In Fig. 11, we show the required transmit power
vs. the distance between the BS and the IRS normalized to the distance between the BS and the users,
i.e., ρt/ρd, for several values of hˆd. We observe from this figure that the required transmit power is
minimized when the IRS is either close to the BS or close to the users, see [48] for a similar observation.
Moreover, Fig. 11 shows that the relative amount of power saved by the IRS-assisted system compared
to the system without IRS decreases as the direct link becomes stronger.
In Fig. 12, we show the required transmit power vs. the size of the offline reflection codebooks,
|Bx| = |By|, for different values of |M| (number of transmission modes used for online optimization)
and different sizes of wavefront phase codebook |B0|. We observe from Fig. 12 that for fixed |M|,
as the size of the reflection codebook increases, the required transmit power first decreases and then
increases. The reason for this behavior is that when |M| is fixed but |Bx| and |By| are large, only the
transmission modes that reflect the incident beam along angles around the AoD with the strongest path
to the users are selected and the transmission modes reflecting along other AoDs are removed by the
pre-selection of M and do not participate in the online optimization. This has a negative impact on the
system performance for large |Bx| and |By|. However, if the pre-selection is removed, i.e., |M| = M ,
then the required transmit power monotonically decreases as |Bx|, |By| increase. On the other hand, recall
that the pre-selection of M reduces the complexity of online optimization, cf. (39) and (41). In fact,
for |Bx| = |By| = 8 and |B0| = 4, using |M| = 24 transmission modes (out of the M = 8×8×4 = 256
entries of the offline codebook) causes no performance degradation and for |Bx| = |By| = 16 and
|B0| = 4, using |M| = 24 transmission modes (out of the M = 16×16×4 = 1024 entries of the offline
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codebooks |Bx| = |By| for different sizes of the selected online
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|B0|, different numbers of IRS tiles N while the total IRS area is
30λ× 30λ, and different numbers of scatterers Lt = Lr = L.
codebook) requires an approximately only two dB higher transmit power compared to the case when
all M = 1024 elements of the offline codebook are used for online optimization. Moreover, Fig. 12
suggests that an additional power reduction can be achieved by increasing the size of the wavefront
phase codebook from 4 to 8; nevertheless, this gain is small.
Finally, we study the impact of the tile size and the number of channel scatterers on the system
performance. Fig. 13 shows the required transmit power vs. the size of offline reflection codebooks
|Bx| = |By| for different numbers of tiles N while the total IRS size is kept fixed as 30λ × 30λ and
different numbers of channel scatterers for the BS-to-IRS link, Lt, and IRS-to-user links, Lr, where
we assumed Lt = Lr = L. As can be seen from Fig. 13, the required transmit power decreases as the
number of tiles increases; however, increasing the number of tiles beyond N = 9 yields only a small
power reduction particularly for large reflection codebook sizes. In other words, this figure confirms that
online optimization of the large number of sub-wavelength unit cells on the IRS (e.g., 3600 unit cells
for the example in Fig. 13) is not necessary and a much smaller number of tiles (e.g., N = 9 in Fig. 13)
is sufficient for efficient online optimization. Nevertheless, we emphasize that, in general, the number
of tiles required to achieve a certain performance depends on various system parameters including the
number of transmitters/receivers and the number of scatterers in the channel. Furthermore, we observe
from Fig. 13 that as the number of channel scatterers in the environment increases, the required transmit
power significantly decreases. This is due to the fact that as the number of scatterers increases, there
are more AoAs and AoDs for the IRS to exploit for selecting strong BS-to-IRS and IRS-to-user paths.
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V. CONCLUSIONS
In this paper, we have presented a scalable optimization framework for large IRSs based on a
physics-based channel model for IRS-assisted wireless systems. In particular, we partitioned the IRS
unit cells into several subsets, i.e., tiles, and derived the tile response function for both continuous
and discrete tiles. Furthermore, we have developed a physics-based end-to-end channel model for IRS-
assisted communications and proposed to optimize the IRS in two stages: an offline design stage and an
online optimization stage. For offline design, we jointly designed the unit cells of a tile for the support
of different transmission modes. For online optimization, we formulated a mixed-integer programming
problem, where for each fading realization, the objective is to select the best transmission mode for
each tile such that a desired QoS is maximized. Moreover, for an exemplary downlink system, we have
studied the minimization of the BS transmit power subject to QoS constraints for the users and derived
two corresponding algorithms employing AO and a greedy approach, respectively. Computer simulation
results have shown that the proposed modeling and optimization framework can be used to efficiently
configure large IRSs containing thousands of elements. Furthermore, we have shown that increasing
the number of tiles for a given IRS size beyond a certain number yields a negligible performance
improvement.
APPENDIX A
PROOF OF LEMMA 1
The radiation power intensity (Watt/m2) at the IRS is obtained as St = Utxρ2t =
PtxDtx
4piρ2t
, where Utx
is the radiation power intensity in Watt/solid angle [34]. Moreover, for plane waves, St is related
to the electric and magnetic fields through the time-averaged Poynting vector St = 12<{Et ×H∗t} by
St = ‖St‖ = |Et|22η , where Et and Ht denote the incident electric and magnetic vector fields, respectively,
η is the characteristic impedance, <{·} is the real part of a complex number, × denotes the cross product
between two vectors, and (·)∗ is the complex conjugate [24]. Furthermore, (1) relates the strength of
the incident electric field at the receiver to that at the IRS via tile response function g according to
|Er|2 = g24piρ2r |Et|
2. Finally, the power collected by the receiver can be obtained as Prx = SrArx, where
Sr =
|Er|2
2η
is the radiation power intensity (Watt/m2) at the receiver and Arx = Drxλ
2
4pi
is the effective
area of the receive antenna [34]. Combining these results yields Prx
Ptx
= DtxDrxPLIRS with PLIRS given
in (2). This completes the proof.
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APPENDIX B
PROOF OF PROPOSITION 1
The electric field Er is a vector that is defined for each point in space by (7) and (8). Using a
spherical coordinate system, at any point (ρ, θ,φ), the electric field Er (and the magnetic field Hr)
is a vector that in general has components in the radial eρ, elevation eθ, and azimuth eφ directions.
However, the elevation and azimuth components decay with 1/ρ whereas the radial component decays
faster. Therefore, in the far field, the impact of the radial component becomes negligible and the electric
and magnetic fields become perpendicular to the propagation direction [24, Ch. 6.7]. In addition, for
the elevation and azimuth components, Er and Hr in (7) simplify to
Er = −jωV and Hr = −jω
η
eρ ×V. (42)
To find the elevation and azimuth components of the electric and magnetic fields at the observation
point specified by (ρr, θr,φr), we first find the corresponding generating components of Jr using (6) as
Jθ= J˜θe
jκ[Ax(Ψt)x+Ay(Ψt)y]ejβ(x,y) and Jφ= J˜φejκ[Ax(Ψt)x+Ay(Ψt)y]ejβ(x,y), (43)
where J˜θ = Jx cos(θr) cos(φr) + Jy cos(θr) sin(φr) and J˜φ = −Jx sin(φr) + Jy cos(φr). Therefore, the
elevation and azimuth components of V(Ψr) in (8), denoted by Vθ(θr) and Vφ(φr), respectively, are
found as
Vθ(θr) =
µe−jκρr
4piρr
∫ Lx/2
x=−Lx/2
∫ Ly/2
y=−Ly/2
J˜θe
jκ[Ax(Ψt)x+Ay(Ψt)y]ejβ(x,y)ejκ
√
x2+y2 cos(α)dxdy (44a)
Vφ(φr) =
µe−jκρr
4piρr
∫ Lx/2
x=−Lx/2
∫ Ly/2
y=−Ly/2
J˜φe
jκ[Ax(Ψt)x+Ay(Ψt)y]ejβ(x,y)ejκ
√
x2+y2 cos(α)dxdy. (44b)
In the far field, we obtain cos(α) = (Ax(Ψr),Ay(Ψr),Az(Ψr)·(x,y,0)‖(x,y,0)‖ =
Ax(Ψr)x+Ay(Ψr)y√
x2+y2
. Using (42), (44a), and
the phase shift β(x, y) in (9), the elevation component of the electric vector field, denoted by Eθr (θr),
is obtained as
Eθr (θr)= E˜θ
∫ Lx/2
x=−Lx/2
ejκ[Ax(Ψt,Ψr)−Ax(Ψ
∗
t ,Ψ
∗
r)]xdx
∫ Ly/2
y=−Ly/2
ejκ[Ay(Ψt,Ψr)−Ay(Ψ
∗
t ,Ψ
∗
r)]ydy, (45)
where E˜θ = −jκηe
−jkρr+jβ0
4piρr
J˜θ. To solve the integrals in (45), we use the integral identity
∫ c/2
z=−c/2 e
jAzdz =
c sinc
(
Ac
2
)
[24, p. 593]. This leads to
Eθr (θr)=E˜θLxLy sinc
(
κLx[Ax(Ψt, Ψr)−Ax(Ψ∗t , Ψ∗r)]
2
)
sinc
(
κLy[Ay(Ψt, Ψr)−Ay(Ψ∗t , Ψ∗r)]
2
)
. (46)
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The azimuth component of the electric vector field, denoted by Eφr (φr), is obtained in a similar manner
as follows
Eφr (φr)= E˜φLxLy sinc
(
κLx[Ax(Ψt, Ψr)−Ax(Ψ∗t , Ψ∗r)]
2
)
sinc
(
κLy[Ay(Ψt, Ψr)−Ay(Ψ∗t , Ψ∗r)]
2
)
,(47)
where E˜φ = −jκηe
−jkρr+jβ0
4piρr
J˜φ. Recalling that the radial component is negligible, the magnitude of the
electric field (up to a sign since the sinc functions can be negative) is found as
‖Er(Ψr)‖ =
√
|Eθr (θr)|2 + |Eφr (φr)|2
= CLxLy
∣∣∣sinc(κLx[Ax(Ψt, Ψr)− Ax(Ψ∗t , Ψ∗r)]
2
)
sinc
(
κLy[Ay(Ψt, Ψr)− Ay(Ψ∗t , Ψ∗r)]
2
)∣∣∣, (48)
where C =
√
|E˜θ|2 + |E˜φ|2 = κη4piρr
√
J˜2θ + J˜
2
φ =
E0√
4piρ2r
√
4piρeff
λ
g˜(Ψt, Ψr) and g˜(Ψt, Ψr) is given in (11).
Substituting ‖Er(Ψr)‖ into (1) leads to the magnitude of g(Ψt, Ψr) given in (10). Moreover, the phase
of g(Ψt, Ψr) (up to a sign) is given by pi/2 + β0. This completes the proof.
APPENDIX C
PROOF OF PROPOSITION 2
The proof is similar to that provided in [34, p. 963] for the analysis of uniform planar arrays. In
particular, employing identities
N−1∑
n=0
an =
1− aN
1− a and sin(b) =
ejb − e−jb
2j
, (49)
and setting a = ejA, we have
N−1∑
n=0
ejAn =
1− ejNA
1− ejA =
ejNA/2
ejA/2
× e
−jNA/2 − ejNA/2
e−jA/2 − ejA/2 = e
j(N−1)A/2 × sin(NA/2)
sin(A/2)
. (50)
Now, using the above identity and the βnx,ny given in (16), we have
Qx
2∑
nx=−Qx2 +1
ejκdx[Ax(Ψt)+Ax(Ψr)]nx+jβnx
(a)
=
Qx−1∑
n˜x=0
ejκdx[Ax(Ψt,Ψr)−Ax(Ψ
∗
t ,Ψ
∗
r)](n˜x−Qx/2+1)+jβ0/2
= ejβ0/2e−jWx
(
Qx
2
−1
) Qx−1∑
nx=0
ejWxnx = ejβ0/2ejWx/2 × sin(QxWx/2)
sin(Wx/2)
, (51)
where Wx = κdx[Ax(Ψt, Ψr)−Ax(Ψ∗t , Ψ∗r)] and for equality (a), we used n˜x = nx + Qx2 − 1. Applying
the same approach to simplify to the second sum in (15), we obtain the amplitude of gd(Ψt, Ψr) (up
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to a sign) as
gd||(Ψt, Ψr) = |guc(Ψt, Ψr)| ×
sin(QxWx/2)
sin(Wx/2)
× sin(QyWy/2)
sin(Wy/2)
, (52)
where Wy = κdy[Ay(Ψt, Ψr)− Ay(Ψ∗t , Ψ∗r)]. The phase of gd(Ψt, Ψr) (up to a sign) can be found as
gd∠(Ψt, Ψr) = ∠guc(Ψt, Ψr) +
Wx
2
+
Wy
2
+ β0 =
pi
2
+
Wx
2
+
Wy
2
+ β0. (53)
This leads to the amplitude and phase functions given in Proposition 2 and concludes the proof.
APPENDIX D
PROOF OF LEMMA 3
The problem in (39) is jointly convex with respect to the optimization variables Qk and satisfies Slaters
constraint qualification [49]. Hence, strong duality holds and solving the dual problem of (39) yields
the optimal primal solution. The Lagrangian dual function of the problem in (39) can be formulated as
L(Qk,λk, Xk, ∀k) =
∑
k
tr
(
Qk
)−∑
k
tr
(
XkQk
)−∑
k
λkΥk(Qk,∀k), (54)
where Υk(Qk,∀k) =
∑
n,m,n′,m′
s˜n
′,m′
n,m
[
tr
(
hn,m,kh
H
n′,m′,kQk
)− γthrk ∑
k′ 6=k
tr
(
hn,m,kh
H
n′,m′,k′Qk′
)]− γthrk σ2, and λk
and Xk denote the associated Lagrange multipliers for constraints C˜1 and C3, respectively. Next, we
highlight the following Karush Kuhn Tucker (KKT) necessary optimality conditions that the optimal
solution Q∗k, λ
∗
k, and X
∗
k has to meet:
K1: Q∗k  0, X∗k  0,λ∗k ≥ 0, K2: X∗kQ∗k = 0,λ∗kΥk(Q∗k,∀k) = 0
K3: ∇QkL(Qk,λk, Xk,∀k) = 0 ⇒ X∗k = I−∆k, (55)
where ∆k =
∑
n,m,n′,m′
s˜n
′,m′
n,m
(
λ∗k−
∑
k′ 6=k
λ∗k′γ
thr
k′
)
hn,m,kh
H
n′,m′,k. First, note that for K2 to hold, the columns
of Q∗k should belong to the null space of X
∗
k, which implies that rank(Q
∗
k) ≤ Nt − rank(X∗k). Let
us rewrite ∆k =
∑
i δiuiu
H
i , where δi and ui are the eigenvalues and the corresponding eigenvectors
of ∆k, respectively. Moreover, we assume that the δi are arranged in a descending order and define
δmax = maxi δi = δ1. Notice that δmax > 1 cannot hold since we can conclude from K3 that at least
one eigenvalue of X∗k is negative which contradicts condition X
∗
k  0 in K1. On the other hand, if
δmax < 1 holds, we can conclude from K3 that X∗k has full rank, i.e., rank(X
∗
k) = Nt, which implies
that for K2 to hold, we must have rank(Q∗k) ≤ Nt − Nt = 0, i.e., Q∗j = 0, which violates C˜1 in (39)
for γthrk > 0. Finally, for δ
max = 1, we study the general case where there are r eigenvalues equal to
one, i.e., δ1 = · · · = δr = 1. For K2 to hold, we can write Q∗k =
∑r
i=1 ciuiu
H
i , where ci are some
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coefficients. In general, rank(Q∗k) ≤ r; however, we show in the following that for any Q∗k with rank
r > 1, we can construct another solution Q˜∗k =
(∑r
i=1 ci
)
u1u
H
1 which has rank one and does not affect
the Lagrangian function, i.e.,
L(Qk,λk, Xk,∀k) =
∑
k
tr
(
Qk
)−∑
k
tr
(
XkQk
)−∑
k
λk∆k(Qk,∀k) +
∑
k
λkγ
thr
k σ
2. (56)
We can readily confirm that tr
(
Q∗k
)
= tr
(
Q˜∗k
)
=
∑r
i=1 ci, XkQ
∗
k = XkQ˜
∗
k = 0, and tr
(
∆kQ
∗
k
)
=
tr
(
∆kQ˜
∗
k
)
=
∑r
i=1 ci. In summary, there always exists an optimal solution for (39) for which rank(Q
∗
k) =
1 holds. This completes the proof.
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