Abstract. The problem of input noise affecting the subpixel classification is examined in order to assess its relationship with the output noise. The approach followed in this study was to investigate the output noise level obtained with a least-squares subpixel classification algorithm applied to simulated spectra. The simulation of mixed pixel spectra took into account variable pixel composition and a selectable power of the superimposed noise. Noise was considered a zero-mean stochastic process over wavelength that was assumed to be jointly normal and uncorrelated. The paper outlines the structure and the mathematical properties of the performed unmixing simulations, and clearly shows the relationship between input and output noise. It is shown that a simple exponential law relates with substantial accuracy the standard deviation of input noise to that of the computed subpixel abundances for fully constrained unmixing. As expected, the cases of unconstrained and ͑abundances sum to one͒ partially constrained unmixing are controlled by a linear relationship between input and output noise amplitude. The paper also shows the dependence of unmixed abundances and output noise on the spectral similarity of end members involved in the unmixing. Three subpixel classification approaches ͑unconstrained, partially constrained, and fully constrained algorithms͒ were investigated. © 2005 Society of Photo-Optical Instrumentation Engineers.
Introduction
Pixels in hyperspectral and multispectral imagery generally are a mixture of different materials ͑mixed pixels͒, leading to observed spectra that are a weighted superposition of dissimilar signatures. The phenomenon of mixed pixels is due to intimate mixture of materials and the finite extension of the pixel projection on the ground, which allows the pixel pitch to integrate radiance contributions from different objects. Mixing is a major obstacle for any image classification purpose, and it can give rise to considerable errors when traditional pixel or material recognition is attempted.
Up to now, two alternative models of spectral mixture have been proposed, namely, the linear mixture model ͑LMM͒ 1 and the intimate spectral mixture model. 2, 3 The former is essentially able to account for a surface phenomenon in which different pure materials cover adjacent subpixel regions, each one yielding a fractional contribution to the reflected radiation that is proportional to the occupied area. The latter instead represents a nonlinear model for the superposition of pure materials found within a pixel, and takes into account volume backscattering that produces radiation reflection towards the sensor.
Image classification at subpixel scale ͑otherwise called spectral unmixing͒ is a viable strategy to correctly process mixed pixels in hyperspectral images. This is an essential aspect of hyperspectral data processing, the recognition capability of which is easily corrupted by the crosstalk arising from mixing. 1 Spectral unmixing is an emerging topic for many remote sensing applications, and appears as a relevant subject for other branches of physics and engineering. 1, 2, [4] [5] [6] [7] [8] [9] [10] [11] The rapid increase in investigations of this area is related to the current interest, within the remote sensing community, in the improvement of sensor capabilities. The availability of optical sensors with increased numbers of independent spectral bands demands more sophisticated algorithms and procedures of data processing 4 that can even be used for trace element detection and background rejection as in Refs. 12-14. In particular, the option to discriminate subpixel abundances permits a full exploitation of remote sensing data, and justifies the effort paid for sensor development and data acquisition.
Up to now a lot of different algorithms devoted to spectral unmixing and target detection and background rejection have been developed. As an example, orthogonal subspace projection ͑OSP; see Refs. 5, 9, 15, and 16͒ is used to isolate one or more features of interest in hyperspectral imagery, neglecting other cover types with different spectral signatures. Similar target detection may be performed by the generalized likelihood-ratio test, the constrained signal-detector algorithm, 14 and several matched-filter methods developed in recent years ͓e.g., constrained energy minimization ͑CEM͒ 17 ͔. Bosdogianni et al. 18 proposed an original approach to the problem of image classification of sets ͑spatial aggregations͒ of pixels, based on the use of higher-order moments of the local image statistics around the considered pixel. They observed that higher-order moments ͑variance, skewness, kurtosis, etc.͒ incorporate significant information pertaining to the different cover types included in the pixel field of view. Therefore, notwithstanding that the proposed procedure operates at a coarser spatial scale than usual unmixing methods, it can still accommodate the characteristics typical of mixed signals.
A recent attempt has been made to determine with good accuracy the target size at subpixel scale. 19 A particularly interesting method of spectral unmixing was proposed by Settle and Campbell, 20 relying on direct multivariate regression of ground-cover proportions on pixel values. Spectral unmixing has been attempted using derivatives of both observed spectra and end members, 21 leading to a procedure that, although sensitive to input noise, seems to have a good ability to discriminate spectral signatures.
The option to extend the unmixing application to multispectral images of the Earth, where the small band number precludes the recognition of the mixed end members, has been exploited by Chang et al. 22 with a method of dimensionality expansion based on the generalized OSP ͑GOSP͒. This research led to the development of the generalized CEM ͑GCEM͒.
Subpixel hyperspectral image classification has also been applied to target temperature estimation in the thermal infrared spectral range. 23, 24 For this purpose many different techniques have been realized and exploited in the past, which can be understood as belonging to the following three main groups:
1. The sensor signal can be modeled as a nonisothermal linear superposition of different targets, having different temperatures and emissivities. Algorithms that use this hypothesis are very complex and have few practical applications. 2. There is great interest in linear source models that use simpler isothermal mixing; 23 these algorithms are of immediate application to practical problems related to remote sensing. 3. The last group of processing methods consists of those algorithms that access subpixel information by resampling and deconvolution of the acquired images. Often these algorithms build up a synthetic high-resolution image taking advantage of misregistration of adjacent infrared spectral channels of the same sensor, assembling lower-resolution and mutually translated images of the same scene on a superlattice of higher spatial resolution. 24 Like traditional full-pixel image classification procedures, the different methods of subpixel classification have often been implemented as supervised or unsupervised procedures, and under or either, neither, or both of two common constraints: positivity and sum-to-one. Therefore, we may have fully constrained, partially constrained, and unconstrained versions of basically the same spectral unmixing algorithm, possibly in both supervised and unsupervised implementations. 7, 9, 12, 19, 25 The problem of subpixel classification has been aggravated by the lack of exhaustive knowledge of pure-material spectra ͑end members͒, by noise affecting the input data, and by the difficulty of reliable modeling and correction of atmospheric effects. Recent investigations 26 confirm that a residual atmospheric effect, due to imperfect correction, of 2.5% on the apparent target reflectance can cause up to a 15% error in estimated subpixel abundances. Another important problem is the selection of end members necessary to unmix pixels in a given image, which requires a priori knowledge of the observed scene that seldom is available. Recently, many authors have investigated this problem and provided novel approaches to signature extraction and separation that may help to overcome this trouble. 7, 9, 15, 17, 25, [27] [28] [29] Besides the standard principalcomponent analysis ͑PCA͒, new blind source separation procedures through the use of independent component analysis ͑ICA͒ seem to have a high potential ͓e.g., the noise-adjusted fast ICA ͑NAFICA͒ discussed in Ref. 25 , or the more standard fast ICA ͑FICA͒ implementation analyzed by Kuan and Healey 27 ͔. Another point to be investigated in more depth concerns the adoption of a linear or nonlinear mixture model. Guilfoyle et al. 30 have shown that this choice has a great impact on the unmixed abundances, at least for mixtures of more than two components, meaning that using the wrong model produces significant errors. In spite of that, the linear model is often employed to reduce mathematical complexity and processing time.
It is well known that the accuracy of computed pixel abundances strongly depends on the amplitude of the input noise 16 and on the number of unmixing end members as well as their spectral similarity. As a matter of fact, any attempt to perform pixel unmixing using two similar end members produces misleading results, often affected by random variability. The problem of end-member spectral similarity has been assessed by introducing suitable measures of how greatly two spectra resemble each other. These measures sometime are called metrics ͑distances͒ in the considered hyperspectral space. A number of metrics have been proposed, but only two of them have come into common use: the spectral angle ͑SA͒, which has been utilized for compression studies of multispectral imagery, 31 and the Euclidean distance ͑ED͒. 32 Despite their technical relevance, the effects of input noise and end-member similarity have rarely been investigated in depth. This is particularly true for the problem of random noise affecting the available input hyperspectral data.
In this paper the problem of input noise affecting the subpixel classification result is examined in order to assess its relationship with the output noise and unmixed abundances. The approach followed in this study was to investigate the output noise level obtained with a least-squares subpixel classification algorithm applied to simulated spectra. Simulation of mixed pixel spectra took into account variable pixel composition and a selectable power of the superimposed noise. Noise was considered as a zero-mean stochastic process over wavelength that was assumed to be jointly normal and uncorrelated. It is worth noting that experimental noise often obeys the normal distribution, with a few exceptions, among which we recall photonic noise, which has been proved to follow Poisson statistics. In spite of that, we have verified that changing the noise distribution to a uniform probability density function ͑pdf͒ has only small effects on the output noise estimated by means of simulations. We conclude that the actual input noise distribution does not significantly influence the investigated output noise of spectral unmixing.
Experimental noise is frequently correlated amongst nearby spectral channels, a phenomenon that involves overlapping between adjacent spectral bands, detector configuration ͑this is particularly important for imaging spectrometers operating in push broom mode, where charge-transfer errors, smear, and blooming lead to spatially and spectrally correlated noise͒, readout electronics, and so forth. Considering spectrally correlated noise notably increases the complexity of simulations, since different types of covariance matrices may need to be included in calculations. In contrast, considering mutually uncorrelated noise sources for the available spectral channels is equivalent to taking a simpler diagonal form for the noise covariance matrix, also lowering the computation burden of simulations. This is the main reason that drove our choice of spectrally uncorrelated noise. In our belief, partial spectral correlation of input noise does not have a large effect on the unmixing output noise, which can be investigated maintaining our simple assumption.
Each simulation started with an estimate of the ideal mixed spectrum of the simulated source, not perturbed by noise contributions. This ideal spectrum was then unmixed many times, each time superimposing on it a new realization of a random contribution at a fixed standard deviation. Output from this multiple unmixing has been used to estimate the mean and the dispersion of the output subpixel abundances; by changing the amplitude of the input noise, its link to the output noise has been investigated. Simulations were repeated for the three cases herein considered: fully constrained, partially constrained, and unconstrained unmixing. The usual linear superposition law modeled mixed pixels, while the unmixing was driven by leastsquares estimation. This paper thoroughly describes the structure and the mathematical properties of the performed unmixing simulations, and clearly shows the relationship between input and output noise thus discovered. It is shown that a simple exponential law relates with acceptable accuracy the standard deviation of the input noise to the dispersion of subpixel abundances computed with the fully constrained unmixing algorithm. Finally, the problem of spectral similarity of end members employed for unmixing is discussed.
The Unmixing Problem
It is assumed that any spectrum remotely sensed by an aerospace sensor is given by the weighted sum of the pure spectra of various materials, as stated from the following relationship: 
Here y͑͒ is the measured spectrum, n͑͒ the noise, and e k ͑͒ ͑k =1,2, ... ,m͒ are the spectra of m different pure materials ͑end members͒ that are summed using the weights a k . Equation ͑1͒ implicitly incorporates the LMM assumption, 7 where the coefficients a k take account of the relative surface extension of the corresponding end members e k ͑͒ in the concerned image pixel. For evident physical reasons these coefficients must obey the following constraints:
namely, the abundance sum-to-one constraint ͑ASC͒ and the abundance nonnegativity constraint ͑ANC͒. Similarly to Eq. ͑1͒, the reconstructed spectrum u͑͒ estimated by means of the unmixing algorithm is written as
␣ k being the estimated abundances. 6, 8 An important difficulty in unmixing is connected with the choice of the end members necessary to get a reliable approximation of the observed spectrum y͑͒. It is generally required that all the end members included in the righthand side of Eq. ͑1͒ also be included in Eq. ͑3͒.
Any method of calculation of abundance values incorporates an unmixing model ͑algorithm͒, i.e., a method to find out the best ␣ k . A useful algorithm is the least-squares estimator ͑LSE͒, which chooses the abundance set that minimizes the following quadratic cost function Q:
where d͑·, ·͒ is the ED operator in the vector space to which the elements y͑͒ and u͑͒ belong. It can be shown that the LSE provides the maximum likelihood ͑ML͒ estimate ␣ k of abundances a k as long as the noise is a normal stochastic process in wavelength, stationary in the wide or the strict sense. 8 A nonstationary noise process can evidently be taken into account by using a similar 2 estimator, still obtaining a ML estimate, provided that the noise is white ͑i.e., its covariance matrix is diagonal͒.
In Eq. ͑4͒ as well as in what follows, we are adopting a continuous-wavelength mathematical representation instead of the discrete-wavelength formalism characteristic of sampled imagers. For both formal representations the observed signal ͓Eq. ͑1͔͒ should be integrated over a finite spectral interval around the considered central wavelength in order to allow for the finite channel bandwidths. This is roughly equivalent to taking the convolution of the signal y͑͒ in Eq. ͑1͒ with the channel spectral sensitivity rather than y͑͒ itself, or a more general superposition integral for non-wavelength-invariant systems. In fact, some noise components ͑e.g., photonic noise͒ should be included in the spectral superposition, while the remaining ones ͑e.g., electronic noise͒ should be added independently. In any case, it is easy to show that spectral convolution or superposition introduces, or augments, spectral autocorrelation for both the deterministic ͑ideal͒ and the random parts of the signal in Eq. ͑1͒, while changing the original pdf of the convolved input noise component to quasinormal statistics. However, both these phenomena can be allowed for independently of what particular formal representation was selected ͑sampled or continuous signals͒. To sum up, we assume that for the purposes of this paper the two representations are reasonably equivalent, and the passage from one to the other is straightforward.
Noise affecting the measured spectrum y͑͒ introduces uncertainty into the computed abundances ␣ k , a circumstance that is relevant for any application of the subpixel image classification scheme. 6, 9, 10 When pixel unmixing is attempted, any modeled spectral radiance that on average departs from the input spectrum by less than the noise standard deviation has to be considered as a reliable approximation to the measured data. However, the larger is the noise dispersion, the greater is the number of independent end-member combinations that reproduce the measured spectrum y͑͒ within the experimental error limits. In this situation, the most important aspect to be investigated is the link between input and output noise, in order to unveil how the input noise may corrupt the diagnostic ability of the employed unmixing model. This problem is carefully addressed in the next four subsections.
Theory of Linear Unmixing: Unconstrained LSE
In order to investigate in more depth the problem of unmixing and its mathematical implications, let us introduce a more compact notation to represent wavelength integrals or summations:
where ʈ·ʈ is the norm of a function ͑vector͒, and yu is the spectral angle ͑SA͒ between y͑͒ and u͑͒. 12 This notation is coherent with the idea that a wavelength function can be thought as a vector in a high-dimensional space; hence wavelength integrals ͑summations͒ are useful to compute the inner ͑scalar͒ product ϫ. The distance d͑·, ·͒ defined in Eq. ͑4͒ is consistent with the norm definition in Eq. ͑5͒. In view of Eq. ͑4͒ and using the formal notation of Eq. ͑5͒, the conditions for Q optimality ͑minimum͒ are promptly deduced:
The system of equations ͑6͒ can also be written in a standard vector-matrix representation, after introducing the matrix S whose generic element s ij is the inner ͑scalar͒ product of vectors e i ͑͒ and e j ͑͒:
where ␣ is the vector of estimated abundances, and is the vector given by the inner product of any end-member spectrum with the measured feature y͑͒. This equation also shows that the LSE fed with the LMM ͓see Eq. ͑3͔͒ leads to a linear equation system for the optimal estimate ␣ that solves the unmixing problem. [4] [5] [6] [7] [8] [9] [10] 15, 28 The sole exception to this general rule is found when the LSE is applied to any nonlinear expression of the original signal y͑͒, rather than to y͑͒ itself. This circumstance is equivalent to a change in metric in the hyperspectral space that deforms the plain ED of Eqs. ͑4͒ and ͑6͒.
The solution of Eqs. ͑6͒ and ͑7͒ can be found by utilizing one of the standard and well-known algorithms for solving linear equation systems ͑e.g., Kramer's rule͒, from which a linear link between input and output noise can be drawn. The general solution of this kind of linear problem is well known; 7 nonetheless it is interesting to note some characteristics:
͑8͒
Here ⌬ is the determinant of the matrix S, while ⌬ k is the determinant of matrix obtained from S after replacing the k'th column with the vector . It is worth noting that every minor S ij , as well as its determinant det͓S ij ͔, is independent of y͑͒, and that the dependence of ␣ k on y͑͒ is entirely in the term e i ͑͒ ϫ y͑͒ on the right-hand side of Eq. ͑8͒.
Let us now introduce the function
defined as the numerator of Eq. ͑8͒ deprived of its last inner-product term. Thus Eq. ͑8͒ may be rewritten in a simpler form:
shows that the abundances ␣ k estimated by the LSE are linearly related to the input mixed spectrum y͑͒ and to the true abundances a k . Recalling that the vector v k ͑͒ is perpendicular to any end-member vector ͑spec-trum͒ e i ͑͒ with i k,
Equation ͑10͒ is the basic relationship that can be used to investigate the functional dependence of output noise on input noise. To this purpose we accept the random signal n͑͒ as a zero-mean, wavelength-stationary, white-noiselike stochastic process. The first of these three assumed properties of n͑͒ means that the LSE provides an unbiased estimate of the abundance ␣ k , as pointed out by various authors. 7, 8 More interesting is the effect of input noise on the variability of computed abundances, which can be evaluated on assuming the three properties. It can easily be shown that
where k is the angle between the vectors v k ͑͒ and e k ͑͒. Equation ͑11͒ represents the link between input and output noise for the unconstrained pixel unmixing, a result that has also been pointed out in previous researches. 9, 16 It is important to appreciate the following insights.
The output noise affecting subpixel abundances estimated with an unconstrained LSE in the LMM is linearly related to the input noise, provided that the latter is a zeromean stationary stochastic process having the characteristics of white noise. This result can be directly deduced from the linearity of Eqs. ͑6͒ and ͑7͒, a consequence of the LMM employed with Eq. ͑3͒.
The previous model, and Eq. ͑11͒ in particular, is not valid when the unmixing problem becomes ill posed, i.e., the determinant ⌬ of the matrix S is null or vanishing. In this case, in fact, the preceding equations are generally not useful and the problem itself has to be addressed as a limit problem, starting from a finite ⌬.
When the input noise n͑͒ is autocorrelated ͑nondiago-nal autocovariance matrix͒ or nonstationary, the factor n 2 becomes a function of the wavelength , and Eq. ͑11͒ changes to one of the two following forms:
͑12͒
where we have introduced the autocorrelation coefficient r͑ − ͒ of the input noise. It is worth noting that when the noise no longer is stationary, or it is partially correlated, a suitable error operator should be employed in place of the simple squared residual ͓e.g., the 2 for a nonstationary input noise with null autocorrelation ͑diagonal covariance matrix͔͒; otherwise non-ML estimates are obtained. In the case of a signal corrupted by a nonstationary input noise that is unmixed, optimizing a 2 -like cost function can be accomplished in closed form, yielding an output noise model close to the first relationship in Eq. ͑12͒. For this purpose it is sufficient to put e k ͑͒ / n ͑͒ and y͑͒ / n ͑͒ for e k ͑͒ and y͑͒, respectively ͑for any index k͒, in each previous equation after Eq. ͑6͒.
Theory of Linear Unmixing: Partially
Constrained LSE An important question affecting the unmixing concerns the inclusion or exclusion of constraints. As detailed in Eq. ͑4͒, subpixel classification is performed by optimizing a cost function, a task that may or may not allow for constraints on the free parameters ␣ k . When analyzing the link between input and output noise, the inclusion of constraints is a relevant aspect, since it heavily limits the variability of the estimated abundances ␣ k .
Partially constrained unmixing is obtained when only one of the two constraints ͑ASC and ANC͒ is applied to the minimization of the selected cost function ͑in our case the LSE͒. The more common case of partially constrained LSE is when only the ASC is applied, thus producing a mathematical problem that can still be solved in closed form. In contrast, the case of ANC applied to LSE is seldom utilized, because it yields a nonlinear problem whose solution can only be computed numerically. Due to this background, we investigate only the ASC-LSE algorithm.
As noted by Heinz and Chang, 7 the solution of the ASC-LSE can be obtained from the general solution of the unconstrained LSE problem ͓e.g., our Eq. ͑10͔͒ by introducing a simple correction term. In the formal representation we have adopted, the ASC-LSE problem can be addressed by using the theory of Lagrange multipliers with the constraint g͑␣͒ = ͚ k=1 m ␣ k −1=0, and looking for the minimum of Q = Q + l · g͑␣͒, l being the multiplier. The analytical solution for the ASC-LSE, similar to Eq. ͑10͒, is easily obtained as
where the last term in the right hand-side is the aforementioned error correction term. In fact, since ‫ץ‬g͑␣͒ / ‫␣ץ‬ k =1 ∀k, it follows that dQ /d␣ k =dQ /d␣ k + l =0 ∀k. For a simpler calculation the perturbation term l may be included in the noise contribution n͑͒ of y͑͒. Namely, the modified random term ñ͑͒ = n͑͒ − ͓e k ͑͒ /2ʈe k ͑͒ʈ 2 ͔l should be considered in lieu of n͑͒ for any index k, thus obtaining a modified observed spectrum ỹ͑͒ = ͚ k=1 m a k e k ͑͒ + ñ͑͒. Introducing the modified spectrum ỹ͑͒ into Eq. ͑6͒ yields exactly the derivative equation dQ /d␣ k =dQ /d␣ k + l =0 ∀k, typical of the investigated ASC-LSE problem. But its formal solution can now be promptly derived from Eqs. ͑9͒ and ͑10͒, hence deriving a new expression for the abundances ␣ k that depends on l. The final step is the substitution of this updated expression into the constraint equation g͑␣͒ = ͚ k=1 m ␣ k −1=0 and solving for l: this gives rise to the ASC-LSE solution reported in Eq. ͑13͒. As a consequence of this result the abundance standard deviation ␣ k for the ASC-LSE algorithm is directly proportional, through a factor k , to that of the input noise:
Comparison of Eqs. ͑13͒ and ͑14͒ with the corresponding relationships found for the unconstrained unmixing shows that unconstrained LSE and ASC-LSE behave quite similarly with respect to the input noise effects. Both produce, taking a zero-mean stationary white input noise, an unbiased estimate of the true cover-type abundance with an output random error whose amplitude is proportional to that of the input noise. Following the mathematical steps that led to Eq. ͑12͒, the output noise corresponding to nonstationary or correlated input noise can be obtained for the ASC-LSE. In any case, the norm of the output noise affecting the computed abundances is proportional to that degrading the input spectrum:
Theory of Linear Unmixing: Extension to Fully
Constrained LSE The fully constrained linear unmixing produces too complex mathematical relationships to be investigated by means of closed-form analytical methods only; hence any extension of Eqs. ͑10͒-͑14͒ to the case of fully constrained unmixing has to be described empirically, with the support of numerical simulations.
The constraints of Eq. ͑2͒ imposed on the LSE procedure lead to retrieved abundances within the range ͓0,1͔; hence for any fully constrained unmixing problem the difference ͉␣ k − E͓␣ k ͔͉ is always bounded by unity. Due to this property, we deduce that the standard deviation of the output noise grows asymptotically to a less-than-one limit with increasing input noise dispersion ͑in the limit of large input noise͒. This property is stated in the following equation, where k is the saturation limit toward which the output noise standard deviation asymptotically tends:
More complex behavior of the abundance statistical variability is expected in the limit of small input-noise standard deviation. The remarkable result for this range of input noise is that the ANC has no effect, since, Eqs. ͑12͒ and ͑13͒ guarantee that for small enough input noise the ASC partially constrained output-noise standard deviation ␣ k falls far below the minimal abundance in the unmixed spectrum, ␣ k ഛ min͕E͓␣ k ͔ , k =1,2, ...͖, provided that the latter is nontrivial. Therefore, in the limit of a tiny input noise, the fully constrained unmixing solution equals the ASC partially constrained one, and the standard deviation of the abundance ␣ k ͑for fully constrained LSE͒ is proportional to the input noise dispersion:
The true input-output relationship of noise would have a more complex form that reduces to Eq. ͑16͒ whenever the noise standard deviation is small, and that obeys Eq. ͑15͒ in the opposite limit. A suitable function that complies with these properties is the negative exponential in the following equation:
͑17͒
The ability of Eq. ͑17͒ to correctly account for the noise input-output characteristic of the fully constrained linear unmixing procedure is proved in Sec. 3. As a last remark we note that the asymptotic standard deviation k for the estimated abundance ␣ k is itself bounded by the two abundance constraints, so that we can write in approximate form
Theory of Linear Unmixing: Effects of
End-Member Similarity on LSE An important problem in spectral unmixing is the choice of the end members to be included in the unmixing itself, a choice aimed to get a complete representation of materials Fig. 1 Structure of the simulation procedure. In the first block the ideal spectrum is computed and communicated to the loop for output noise estimation. For each iteration in this loop a noise trial is computed at a fixed standard deviation inp ; then it is superimposed on the ideal spectrum y id ͑͒. The simulated spectrum is unmixed with three different LSE algorithms, and the retrieved pixel abundances collected. After N iteration cycles the statistics of output free parameters ␣ k are computed. The dashed line outlines the loop of output noise amplitude estimation, i being its integer index.
encountered in the remotely sensed image considered. It is often found experimentally that the use of a large set of end members may lead to increased variability of the obtained unmixing result that deprives the obtained completeness of any usefulness. Reasons for this apparently strange behavior can be inferred from Eqs. ͑10͒-͑13͒, recalling that any increase in the number of utilized end members increases the probability of being able to represent one them accurately as a weighted average of the others, thus reducing the end-member separability 29 and lowering the determinant of the matrix S.
For the unconstrained LSE, a large number of end members generally decreases the value of the factor cos k in the denominator of Eqs. ͑11͒ and ͑12͒, giving rise to amplified abundance variability. Let us suppose that the k 'th end member can be written as
where ␤ i ͑i k͒ are m − 1 real coefficients that give rise to the best approximation of e k ͑͒, k ͑͒ being the remainder.
Recalling that the vector v k is perpendicular to every e i ͑͒ ∀i k, one can write ⌬ = v k ͑͒ ϫ k ͑͒, a relationship that transforms Eq. ͑11͒ to
As a rule of thumb, any substantial growth of the number of utilized end members leads to a decrease in the amplitude k ͑͒, which in its turn lowers the determinant ⌬, thus increasing the standard deviation k ͑͒ of the related abundance ␣ k . The same behavior is inferred for abundances computed by the ASC-LSE algorithm.
As a final remark we highlight the importance of unique absorption features that may characterize any of the considered end members. When the end-member spectra possess such spectral lines, and these features are different for each end member, then the residual k ͑͒ in the previous equations can be represented as the composition of a certain number of spectral lines superimposed on a continuous contribution k ͑c͒ ͑͒:
In Eq. ͑21͒ ik is the wavelength position of one of the given set of spectral lines of power p ik , whose ideal spectral profile is Dirac's delta function. It is interesting to note that even if the continuous contribution k ͑c͒ ͑͒ is vanishing, spectral lines always make a finite power contribution. This means that the norm of the residual k ͑͒ never is vanishing, provided that the end members involved have unique spectral features of small width. Hence, in view of Eq. ͑20͒, we can conclude that the presence of localized spectral features makes the unmixing outcome more stable by reducing Table 1͒ . ͑a͒ Unconstrained unmixing. ͑b͒ ASC partially constrained unmixing. ͑c͒ Fully constrained unmixing. Note that Eq. ͑17͒ gives an accurate representation of the output noise behavior.
the spectral similarity of end members. In this sense localized spectral features are preferable to delocalized ones ͓e.g., k ͑c͒ ͔͑͒.
Spectral Unmixing Simulations
The effect of noise on the abundances ␣ k retrieved by means of the LSE in the LMM was investigated by simulating the entire process, mixing and unmixing, under controlled experimental conditions. Initially, Eq. ͑1͒ was utilized in order to compute a starting observed spectrum y id ͑͒, not yet affected by noise. This spectrum y id ͑͒ is the result of an ideal measurement process not influenced by any experimental error. Simulations were carried out by converting each atground reflectance spectrum ͑͒ to an at-sensor spectral radiance y͑͒. In our simulations, the atmospheric transparency was calculated by means of the MODTRAN 4 code, 33 using a rural midlatitude summer model of the atmosphere with 20 km of visibility. Data for the exoatmospheric solar irradiance spectrum were taken from a previously published work, 34 and effects of atmospheric scattering were disregarded.
End-member spectra for both mixing and unmixing calculations were taken from external libraries of data from the U.S. Geological Survey and the Jet Propulsion Laboratory. Spectra were undersampled using the same sampling lattice of the AVIRIS sensor in order to obtain simulation results comparable with pertinent remote sensing applications. Spectral undersampling included filtering and decimation, producing final end-member spectra sampled with about 10-nm spectral step in the range 400 to 2500 nm. Undersampled end-member spectra were composed of 197 spectral samples. We note that using the at-sensor radiance rather than the at-ground reflectance in the formal representation gives to the performed simulations a higher likelihood. In a real measurement, in fact, most noise contributions originate at the sensor level and corrupt a radiance signal already affected by atmospheric effects and solar lighting. Moreover, superposition of noise does not produce the same effect if executed on the mixed at-ground reflectance as on the at-sensor radiance, due to the strong spectral signatures of both atmospheric transparency and solar irradiance.
After the conversion to at-sensor radiance, the ideal spectrum y id ͑͒ was contaminated with additive noise ͓see Eq. ͑1͔͒ and unmixed N times, using for each trial an independent noise estimate at fixed standard deviation. In this way a statistical population of retrieved abundances was computed, allowing us to estimate its dispersion. The first and second moments of the output noise were computed and compared with the corresponding parameters of the input noise, thus obtaining valuable information concerning their relation. Simulations were repeated for several amplitudes of input noise that was jointly normal, wavelengthstationary, and uncorrelated ͑white noise͒.
The structure of the simulation procedure is sketched in Fig. 1 . Three unmixing problems ͑fully constrained, ASC partially constrained, and unconstrained͒ were addressed, taking into account several combinations of end members for the mixing and the unmixing tasks. The option of using different spectrum sets for the two phases of simulation was also exploited. The fully constrained and the ASC partially constrained unmixing procedures were implemented using a nonlinear local optimization code named Solvopt, 35 de- veloped at University of Graz ͑Au͒. Based on a software implementation of Shor's algorithm, Solvopt is able to solve min-max problems, possibly concerned with nonsmooth cost functions and nonlinear modeling, and taking into account constraints by the so-called method of exact penalization. At the beginning of the research the performance of Solvopt was compared with that of the wellknown simplex algorithm, 36 with the result that Solvopt finds the cost-function minimum with less iterations and higher accuracy than simplex. In order to assure finding the absolute minimum, each unmixing trial was repeated up to five times, randomly changing the start point suggested to Solvopt.
Main results of simulations are summarized in Figs. 2-9, which report several output unmixing parameters versus the imposed input noise standard deviation. Each point in these plots was computed after N = 400 independent unmixing trials, which allowed us to estimate the dispersion of the output abundances. The input noise was varied over a wide range of values ͑input SNR from 1400 down to values lower than 1͒ with the aim to investigate in depth the validity of the theoretical deductions in previous sections. We recall that usual SNR values for remotely sensed spectra are in the range 10 to 200, 37, 38 depending on the instrument's sensitivity, the channel's central wavelength and bandwidth, the scene illumination ͑influenced by the season, date, local time, and geographical location͒, the soil slope, and the cover type. When evaluating the simulation results shown in this paper, this point should always be carefully taken into account.
In order to assess the likelihood of the assumed exponential behavior for the abundance noise of fully constrained LSE unmixing, a 2 fit of the parametric function ͑17͒ to the simulated output noise data was performed. The standard-deviation estimation error, inferred from a population of N unmixed abundances, was computed as
and fitting results were evaluated considering the relative 2 value
C being the number of degrees of freedom of the fit. The same 2 fit was also attempted for two alternative parametric representations, which always provided worse results: 4 Second simulation: results from the fully constrained procedure. The input spectral mixture utilized for this simulation was generated using the five end members shown in Fig. 11 ͑see Table 2͒ , but only three end members were employed for the unmixing. The input noise standard deviation was limited to 40 W / ͑sr m 2 m͒ in order to appreciate the unmixing behavior for a realistic although large noise. ͑a͒ Output noise versus input noise amplitude. ͑b͒ Unmixed abundances versus input noise amplitude ͑logarithmic scale͒. Notice the bias that affects the fully constrained unmixed abundances for large input noise levels.
Fig. 5
Second simulation: output noise ratio ͑fully constrained to ASC partially constrained unmixing͒ versus input-noise standard deviation ͑logarithmic scale͒ for each of the three end members, and their rms average. This result confirms that for a tiny input noise the fully constrained solution equals the ASC partially constrained one. 
͑25͒
The rel 2 produced by fitting Eqs. ͑24͒ and ͑25͒ to abundance noise simulated data was as high as 100, roughly two orders of magnitude greater than for the parametric function of Eq. ͑17͒. Due to this unacceptable outcome, only the results obtained with Eq. ͑17͒ are discussed here.
Results for unconstrained unmixing have been analyzed and presented for the first simulation only, since they agreed well with theoretical expectations. For the same reason, also the outcome of the ASC partially constrained unmixing has often been excluded from the presentation. Hence, simulations 2 to 5 are mainly dedicated to analyzing and discussing results obtained for partially and fully constrained unmixing.
Let us note that we are going to show only a part of simulations so far carried out, with the aim of minimizing the length of the exposition without omitting necessary information. In our research, simulations were executed considering up to ten end members and a lot of different mixing ratios, every time obtaining outcomes comparable or equal to those shown in the next five subsections. Here we show simulation results obtained with three to five end members, with only a few mixing combinations. In all five independent simulations are described and discussed.
Simulations 1 and 2 were devoted to investigating the effects of using different mixing and unmixing end-member sets. Simulation 1 took into account a pixel composition typical of urban areas, whose three mixing end members exhibit different spectral signatures. Unmixing was performed considering five pure spectra, including those employed for the calculation of the input mixture. Simulation 2 is a special case of vegetation recognition in which the ideal spectrum was composed of a blend of five end members, and unmixing was executed taking into account only three pure spectra belonging to the mixing set. Simulations 3 to 5 adopted perfectly balanced mixing and unmixing matrices made up of five end members, and were aimed to study geological application of hyperspectral unmixing. In simulations 3 and 4 we adopted the same set of end members for both mixing and unmixing phases, but utilized two different abundance combinations. The last simulation was designed to investigate the effect of end-member similarity.
As shown in the next five subsections, all simulations verified the property hypothesized in Sec. 2.3, that fully constrained unmixing behaves exactly like the ASC partially constrained unmixing in the limit of a small or vanishing input noise. Simulations show that this property is also obeyed for any single noise realization.
First Simulation
In the first simulation, ideal radiance spectra were composed using three end members, and five end members were employed for the unmixing phase. The end-member selection was oriented to investigate the problem of sub- Table 3 were utilized for both mixing and unmixing. Only the outcome of the fully constrained algorithm is shown. ͑a͒ Fully constrained unmixing output noise versus input noise amplitude. ͑b͒ Fully constrained unmixed abundances versus input noise amplitude; note the bias affecting the computed abundances. ͑c͒ Ratio of fully constrained to ASC partially constrained abundance versus the input SNR ͑logarithmic scale͒: Note that the fully constrained solution diverges from the ASC partially constrained one for input SNR roughly less than 20.
pixel classification of urban areas, where a number of different materials occur and may contribute to the observed spectra. Table 1 details the materials and the fractional abundances utilized for this simulation, together with its principal results. The related input reflectance spectra are shown in Fig. 10 . It is worth noting that this simulation includes pure materials whose spectra are rather different from each other, hence constituting a relatively easy case of subpixel classification given the complication of using different numbers of end members for mixing and for unmixing. We recall that LSE-as well as OSP-based classifiers require a priori and exact knowledge of the material signatures present in the processed image. 22, 25 Therefore, investigation of the effects of using different mixing and unmixing matrices in linear unmixing is relevant. Figure 2͑a͒ -2͑c͒ show the results of the performed simulations ͑output noise standard deviation͒ versus the imposed input noise standard deviation, for the case of the fully constrained, ASC partially constrained, and unconstrained unmixing, respectively. As predicted from theory, the link between input and output noise clearly is linear for the unconstrained and for the ASC partially constrained unmixing. The fully constrained unmixing exhibited a functional dependence on input noise standard deviation that has been closely accounted for by the semiempirical model of Eq. ͑17͒. The output noise fit for the two end members not considered in the mixing phase yielded an unacceptable rel 2 value around 7, while the other three end-members utilized for mixing the ideal spectrum produced a mean rel 2 of 1.4. This should be considered as a fair to good representation for the noise input-output relationship. We point out that this result also means that the output noise is linearly related to the input noise for low values of its standard deviation.
We also note that the noise standard deviation at the output of the fully constrained subpixel classification is less than or roughly equal to its true abundance fixed in the mixing phase. This circumstance proves that the supposed upper bound expressed by Eq. ͑18͒ for the output standard deviation of the fully constrained unmixing holds true.
We point out that the output noise for the case of fully constrained unmixing is up to three times less than the ASC Fig. 8 Fourth simulation, with the same five end-members utilized in the third simulation, as shown in Fig. 12 . A summary of the simulation is given in Table 4 . ͑a͒ Fully constrained abundances versus the output statistical variability ͑logarithmic scale͒. It is worth noting that points in the plot do not distribute randomly in the plane, revealing a deterministic link between computed abundances and output noise. ͑b͒ Output SNR versus input SNR for the fully constrained procedure; both axes are drawn on logarithmic scales.
Fig. 9
Output noise for the unmixed abundances of the five geological end members used in the fifth simulation. End-member spectra are shown in Fig. 13 , and Table 5 summarizes the obtained principal results. The output noise ͑logarithmic scale͒ was plotted versus the spectral distance ͑ED͒ between end members 4 and 5, in order to investigate the effect of end-member similarity. The case of the ASC partially constrained algorithm is not shown, since its results are analogous to those of unconstrained unmixing. ͑a͒ Case of unconstrained unmixing: The behavior of the output noise is well reproduced by Eq. ͑20͒. ͑b͒ Case of fully constrained unmixing. partially constrained output noise, which in its turn is roughly one-sixth of the output-noise standard deviation for unconstrained unmixing. This is a very important aspect to be carefully considered when hyperspectral image classification at subpixel scale is attempted.
Unmixed abundances are plotted versus the input noise standard deviation in Fig. 3 for the unconstrained, ASC partially constrained, and fully constrained unmixing cases. According to theoretical predictions, unconstrained and ASC partially constrained unmixing ͓Fig. 3͑a͒ and 3͑b͒, respectively͔ should yield unbiased abundance estimates, a property violated by the fully constrained estimate ͓see Fig.  3͑c͔͒ . Although the mathematical origin of the bias was clear, we were unable to give a quantitative interpretation ͑theoretical model͒ of it and of its oscillations with increasing input noise amplitude. We remark that this bias is often negligible for input signal-to-noise ratio ͑SNR͒ greater than 100, a signal range in which even the fully constrained unmixing provides quasi-unbiased estimates, in view of the reduced statistical variability.
Since the adopted input noise is expressed in radiance units and does not have a direct interpretation, we added to the plots the graph of the input SNR, which is referred to the second vertical axis. Hence, for any given input noise this additional curve gives the input SNR level, which can be used to evaluate the effect of the computed output noise.
Comparison of the ASC partially constrained and the fully constrained unmixing results ͑output noise and abundances͒ proved the assumption of Sec. 2.3 about the equivalence of fully constrained and ASC partially constrained unmixing for a small input noise level.
Second Simulation
The second simulation was devoted to investigating the option of recognizing different types of vegetation, including grass, aspen, maple, and olive, as reported in Table 2 . Spectra of these kinds of vegetation are depicted in Fig. 11 , which also shows the high similarity among the end members involved. As an additional complication the unmixing was performed with only three of the five end members used for mixing, hence creating unavoidable errors in the unmixed abundances. Evidently, this circumstance is rather usual when processing remotely sensed hyperspectral images, partly due to incomplete knowledge of the observed area, and partly to the natural variability of rocks and vegetation types. As noted in the previous subsection, the study of this possibility is important for those algorithms that require complete a priori information of end members characterizing the involved images.
Results of this simulation are detailed in Fig. 4͑a͒ and 4͑b͒ for the fully constrained unmixing; results for ASC Table 1 Composition and outcome of the first simulation, for which the selected end members reflect typical conditions encountered in urban areas. This simulation utilizes two different sets of end members for mixing ͑three end members͒ and unmixing ͑five end members͒. For each unmixed end member the parameters k and k of the fitted exponential function ͓see Eq. ͑17͔͒ are shown together with the computed rel 2 value. Table 2 Second simulation: The selected end members illustrate the unmixing of different cover types with high spectral similarity ͑various types of crop and vegetation͒. This simulation utilizes two different end-member sets for mixing and unmixing, containing five and three end members, respectively. For each end member included in the unmixing, the parameters k and k of the fitted exponential function ͓see Eq. ͑17͔͒ are shown together with the computed rel 2 value. Figure 4͑a͒ shows the output abundance noise obtained with the fully constrained spectral unmixing. The unmixed fully constrained abundances obtained at different input noise levels instead are shown in Fig. 4͑b͒ . Also, in Fig. 4 , we added the graph of the input SNR, which is referred to the second vertical axis. The first remark is that using a smaller number of end members to unmix the input noisy spectrum is better than using a wider selection, as seen experimentally in the previous simulation 1. This circumstance improved the stability ͑lowered the output noise͒ of the unconstrained and ASC partially constrained algorithms, while leaving untouched the output noise of the fully constrained one.
We computed the root-mean-square output noise ͑aver-aging the noise of the three end members here considered͒, at different levels of input-noise standard deviation. Then the ratio of fully constrained to ASC partially constrained rms output noise was calculated, and is plotted versus input-noise standard deviation in Fig. 5 . It can be seen that ratio shows two regions with homogeneous behavior. Initially, the ratio is insensitive to input noise and substantially equals one, confirming the theoretical assumption in previous sections of a direct relationship between these quantities for low input noise. On increasing the input-noise standard deviation, the behavior of the output-noise ratio suddenly changes to a fast decay, which on a log-scale plot resembles a linear dependence.
It should be noted that in this particular case the unconstrained algorithm predicts abundances that do not sum to one, violating the sum-to-one constraint. This fact is clearly shown in Fig. 6 , where the unconstrained abundance sum is plotted versus the input noise standard deviation. Table 2 sketches the fit of Eq. ͑17͒ to the computed output abundance noise. The obtained mean rel 2 value, averaged over the three unmixing end members, reaches the excellent value of 0.71, making it unlikely that there is an alternative parametric representation of the input-output noise characteristic for fully constrained unmixing. We suppose that this improvement in confidence of the rel 2 test was largely connected with the fact that lower input noise levels have been included in the fit than in simulation 1. We emphasize that the bias affecting the fully constrained abundance estimate in the presence of large input noise also may influence the asymptotic limit of the output noise, according to Eq. ͑18͒.
Third Simulation
This simulation was aimed to study hyperspectral classification at subpixel scale of rocks and pure minerals relevant to geological inspection and investigation. The input ideal spectrum was a mixture of the five pure minerals listed in Table 3 , the unmixing of which was executed considering the same five end members as in the ideal spectrum. Figure  12 shows the spectra of the considered materials that are characterized by absorption bands located in the short wave infrared. Let us note that these absorption features give to these materials a unique spectral signature, making their unmixing easier ͓see Eqs. ͑20͒ and ͑21͔͒. Figure 3͑a͒ shows the output-noise standard deviation of the fully constrained subpixel classification algorithm. In this case there is a small gain of simulation output stability; the output noise falls to a maximum of 0.15 for an input noise level of 40 W m −2 sr −1 m −1 . The fully constrained unmixed abundances are plotted in Fig. 3͑b͒ versus the input-noise standard deviation. The bias of the abundances computed with the fully constrained algorithm also is confirmed, and is seen to be large in this simulation. Probably this large bias is due to the circumstance that simulation 3 extends to low input SNR values ͑below 1͒. This strong abundance bias should significantly affect the asymptotic value of the output noise, corrupting the fit of Eq. ͑17͒. This point is further addressed in Sec. 3.4. As can be seen in Table 3 the obtained rel 2 reaches on average the high value of 3.7. Figure 3͑c͒ shows the ratio of fully constrained to ASC partially constrained abundance versus the input SNR. As can be seen, the two algorithms attain exactly the same solution as long as the noise is small.
Fourth Simulation
The fourth simulation was aimed to deeply investigate the slight drift with increasing input noise, which affected the output abundances computed with the fully constrained unmixing ͑as shown in Figs. 3͑c͒, 4͑b͒ , and 7͑b͒. In this simulation the ideal spectrum was computed stemming from the same five end members as in simulation 3, but with a different mixture of the five cover types as outlined in Table 4 . The unmixing was performed considering the same five end members as in the ideal spectrum ͑see Fig. 12͒ .
The results found from this simulation are depicted in Fig. 8͑a͒ and 8͑b͒ , which only show the outcome from the fully constrained algorithm. The dependence of the computed subpixel abundances on the obtained output-noise standard deviation is shown in Fig. 8͑a͒ , which clearly proves the existence of an unknown functional dependence between the two considered quantities ͑the scatterplot points are not randomly distributed on the graph͒. If the asymptotic noise standard deviation k depends on the actual mean value of the unmixed abundance,
then Eq. ͑17͒ should be modified as in the following equation:
and the simple fit we have computed with a fixed k may give rise to unpredictably large rel 2 . Unfortunately, our analysis is not sufficient to infer an analytical expression for the sought relation of Eq. ͑26͒. The rel 2 fit for the fully constrained output noise attained the fair result shown in Table 3 , with a mean rel 2 around 1.4. Figure 8͑b͒ shows instead the correlation between input and output SNR, an almost linear correspondence for the most part of the exploited range.
Fifth Simulation
This last simulation was devoted to studying the effect of end-member similarity on the unmixing outcome. Our theoretical deductions regarding this subject were outlined in Sec. 2.4, where Eqs. ͑20͒ and ͑21͒ state that the output noise should grow with increasing end-member similarity ͑decreasing spectral difference ͒. For this simulation also we employed end members typical of geological applications, as shown in Fig. 13 and Table 5 . We repeated this simulation, changing each time the last end member ẽ 5 ͑͒, which was set to a linear superposition of end members 4 and 5 of Table 5 , as shown by the following equation:
The weight ␥ for computing the current spectrum of end member 5 was varied from 0 to 0.999, in order to fully exploit the dependence of unmixing output on end-member similarity. Differently from previous simulations, the input- Table 5 and plotted in Fig. 9 . Table 5 shows the excellent ability of Eq. ͑17͒ to represent the output noise behavior for natural input noise levels, meaning that the rel 2 obtained in this simulation always is less than unity, with an average value of 0.3. It should be noted that this outstanding performance was not reached in the previous five simulations, in which, however, huge input noise levels were taken into account. Figure 9 shows the output noise as a function of ED between end members 4 and 5. The spectral ED was computed taking into account only the reflectance spectra of the two end members, following the definition in Eq. ͑4͒. The use of the reflectance ED rather than a distance computed in the at-sensor radiance domain may help in the theoretical interpretation of the obtained data. It can easily be shown that the ED separating end members ẽ 5 ͑͒ of Eq. ͑28͒ and e 4 ͑͒ is
͑29͒
In Fig. 9͑a͒ the output noise for the unconstrained subpixel classification of the five involved end members is plotted versus the spectral distance between the end members e 4 ͑͒ and ẽ 5 ͑͒. The figure also shows the graph of the parametric representation of Eq. ͑20͒ fitted to the obtained data; let us note that the remainder k ͑͒ is simply proportional to 1 − ␥, or to the distance d͑e 4 ͑͒ , ẽ 4 ͑͒͒. We point out that this relationship agrees well with the simulated output noise for the mixed end member, the fourth end member exhibiting instead a different behavior for a greater ED ͑lesser ␥͒. In this range of ␥ values the output noise of this end member seems insensitive to ␥ itself, while for ␥ values less than 0.3 ͑greater similarity͒ it undergoes the same sharp growth as end member 5.
From Fig. 8͑b͒ it can be noted that the fully constrained unmixing is less affected by noise than the unconstrained unmixing, and that the output noise growth foreseen from Eq. ͑20͒ does not occur in the case of fully constrained subpixel classification. The unmixed abundances do not show any particular behavior on varying the spectral distance ␥, with exception of the effects of amplified noise.
Conclusions
The problem of spectral unmixing was reexamined in order to investigate the link between the input and output noise characteristics of fully constrained, ASC partially constrained, and unconstrained LSEs in the LMM. The relation of output to input noise was first deduced from theoretical considerations; then it was analyzed by means of simulations, performed considering a zero-mean, additive, uncorrelated, normal noise disturbing the ideal measurement of a pixel of known composition.
The ideal spectrum was unmixed 400 times, each time superimposing on it a new approximation of the random contribution at a fixed standard deviation. Output from this multiple unmixing was utilized to estimate the mean and the dispersion of the subpixel abundances so far retrieved at a given standard deviation of the input noise. Eventually, by repeating the simulations for various input-noise standard deviations, the complete relation of output to input noise was assessed. We thoroughly described the structure and the mathematical properties of the performed unmixing simulations, and clearly showed the relationship between Fig. 13 Reflectance spectra of the five geological end members used for the fifth simulation. Table 5 End members of simulation 5 describe another combination of geological minerals. The fifth end member was set to a linear combination of end members 4 and 5 to deeply investigate the effect of similarity. The weight for the linear-superposition calculation ranged from 0 to 0.999, and the entire simulation was performed ten times for ten increasing values in the range. For each end member included in this simulation, the parameters k and k of the fitted exponential function ͓see Eq. ͑17͔͒ are shown together with the computed rel 2 value.
No. input and output noise so far investigated. The principal characteristics unveiled or confirmed by our research are here summarized:
End-member description
• The output noise amplitude is linearly related to the standard deviation of the input noise for both ASC partially constrained and unconstrained unmixing.
• Results from numerical simulations gave evidence that for any given mixing-unmixing problem and for any amplitude of the input noise, the output SNR of the fully constrained algorithm generally is more than 3 times greater than the input SNR. The output SNR drops to 2.7 times the input SNR for the ASC partially constrained algorithm, and ends around 0.5 times the input SNR for the unconstrained algorithm. This means that for most hyperspectral sensors like AVIRIS and MIVIS, which have an SNR less than 100 in the far infrared ͑from 1.5 to 2.5 m͒, the unconstrained algorithm is not a viable option for image classification at subpixel scale. In this case only the fully constrained algorithm can give to the unmixed abundances the accuracy required from most applications.
• A simple negative-exponential law relates with high accuracy the standard deviation of the input noise to the dispersion of the computed subpixel abundances for the fully constrained unmixing. The ability of this law to represent the input-output noise characteristic is maintained for any combination of mixing and unmixing end members, but it is partially hindered by a very large ͑unrealistic͒ input noise level.
• We found that for a large enough input noise the fully constrained solution ͑unmixed abundances͒ drifts towards a wrong value as an effect of the input noise growth. We were not able to elaborate quantitative predictions of this bias. We argued that the rise of this bias affects the output noise saturation limit intrinsic to the discovered negative-exponential law, and that it is connected with the precision loss experienced by this relationship when attempting to fit noisy results.
• We gave evidence that in the limit of a tiny input noise, and if all unmixing end members have a nontrivial mean abundance, the fully constrained and the ASC partially constrained algorithm give rise to exactly the same solution. We proposed a theoretical interpretation for this interesting behavior.
• The sum-to-one constraint indeed may be violated by the outcome of the unconstrained unmixing when different end-member sets are employed for the mixing and the unmixing phases. Violation of the constraint also occurred for a tiny input noise. This circumstance should have great relevance for practical applications, since the true mixing end members are never known in advance when remotely sensed data are considered.
• We found from numerical simulations and theoretical predictions that high spectral similarity of end members included in the unmixing leads to output-noise amplification. This point must be carefully evaluated when applying the subpixel classification scheme to remotely sensed hyperspectral images. Particularly, the option to distinguish different species of a given end member ͑e.g., similar plants, or a given rock or mineral with slightly different alterations͒ appears nowadays as a complex end.
• We also pointed out that the presence of localized spectral features ͑unique absorption lines͒ in the spectra of the considered end members gives higher stability to the unmixing, because of the lower end-member similarity.
