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The aim of this thesis is to study the ergodic properties (power boundedness,
mean ergodicity and uniform mean ergodicity) of some operators defined on sev-
eral spaces of functions. In a locally convex Hausdorff space E, an operator
T ∈ L(E) is called power bounded if the set of its iterates is equicontinuous. The






Tm, n ∈ N.
The operator T is called mean ergodic if the sequence (T[n])n converges pointwise
and it is called uniformly mean ergodic if the sequence converges uniformly on
bounded sets.
In Chapter 1, the multiplication operator is studied when defined on weighted
spaces of continuous functions and their inductive and projective limits. We
work with a Hausdorff, normal, locally compact topological space X. Given a
continuous function ϕ (a symbol), the multiplication operator is Mϕ : f 7→ ϕf .
A continuous function v is a weight if it is strictly positive. The weighted
(Banach) spaces of continuous functions are





v (X) = {f ∈ C(X) : vf vanishes at infinity},
with the norm ‖ · ‖v.
We show that power boundedness of the multiplication operator on these
spaces is equivalent to the multiplier being bounded by 1. In Section 1.2 we see
that this is however only a necessary condition for mean ergodicity. In C0v adding
the condition of the pre-image of 1 by the symbol to be an open set suffices to
obtain mean ergodicity. This is not enough for Cv, but including the condition of
the symbol to be bounded away from 1 gives mean ergodicity and even uniform
mean ergodicity on both spaces.
The Sections 1.3 and 1.4 are devoted to inductive and projective limits of the
spaces in Section 1.2. If V = (vn)n is a decreasing family of weights, the weighted
viii
inductive limits of continuous functions are V C = indnCvn and V0C = indnC
0
vn .
If A = (an)n is an increasing family of weights, the weighted projective limits
of continuous functions are CA = projnCan and CA0 = projnC
0
an . The ergodic
properties are characterized in terms of the family of weights and of the so-called
Nachbin family V associated to V or A. The behaviour is different for the limits





In Section 1.5 the spectrum and the Waelbroeck spectrum of the multiplica-
tion operator are completely determined. In the final Section 1.6 the topology of
the set of multipliers between projective limits is compared with the one induced
by the operator topology of uniform convergence on bounded sets.
The work of Chapter 2 is devoted to weighted sequence spaces and their
inductive and projective limits. A sequence v = (v(i))i ∈ CN is called a weight
if it is strictly positive. The weighted Banach spaces of sequences considered are
`p(v), 1 ≤ p ≤ ∞ and c0(v).
Given A = (an)n, a Ko¨the matrix (i.e. an is a weight and an(i) ≤ an+1(i) for
all i, n ∈ N), the echelon space of order 1 ≤ p ≤ ∞ is defined by
λp(A) := proj
n∈N
`p(an) and λ0(A) = proj
n∈N
c0(an).
The co-echelon space of order 1 ≤ p ≤ ∞ is defined, for a decreasing family of
weights V = (vn)n, by
κp(A) := ind
n∈N
`p(vn) and κ0(A) := ind
n∈N
c0(vn).
In the Sections 2.2 and 2.3 ergodic and spectral properties of the multiplication
operator are studied. The cases p = ∞ and p = 0 are particular cases of Cv
and C0v and their limits and the results are deduced from Chapter 1. In the case
1 ≤ p <∞ the results coincide with those of p = 0.
In Section 2.4 it is characterized when the multiplication operator is bounded
or compact, in similar terms than continuity. In Section 2.5, as in Section 1.6, the
topology of the set of multipliers between echelon spaces is compared with the
one induced by the operator topology of uniform convergence on bounded sets.
Also the topology of the set of bounded multiplication operators is studied. In
the final Section 2.6, the results of the previous sections are applied to the power
series spaces, as particular cases of echelon spaces.
Chapter 3 deals with the composition operator given by a holomorphic self-
map of the complex open unit disc, when considered between different Banach
spaces of holomorphic functions. If ϕ : D −→ D is holomorphic, the composition
operator is Cϕ : f 7→ f ◦ ϕ.
In Section 3.2 necessary and sufficient conditions are given for ergodic proper-
ties of a composition operator defined on a general Banach space of holomorphic
functions under the assumption of one or many of given properties.
ix
The results of Section 3.2 are applied in Section 3.3 to classical spaces of
holomorphic functions, particularly, Bergman spaces of infinite type Hv and H
0
v ,
Bloch spaces Bp and B0p, weighted Bergman spaces Ap and Hardy spaces Hp.
First, it is shown that Cϕ is power bounded precisely when ϕ has one fixed point
in the unit disc. Also, if ϕ is a periodic automorphism then Cϕ is uniformly mean
ergodic and if it is a non-periodic automorphism then Cϕ is mean ergodic and not
uniformly mean ergodic. On H0v , B0p, Ap and Hp mean ergodicity is equivalent
to ϕ having a fixed point and if ϕ is not an automorphism, then mean ergodicity
is even equivalent to the weak convergence of the iterates of the operator. On
Hv and Bp mean ergodicity is equivalent to uniform mean ergodicity. If ϕ is not
an automorphism and has a fixed point z0 ∈ D, then, on all the spaces, Cϕ is
uniformly mean ergodic if, and only if, the operator is quasicompact if, and only
if, the iterates converge in norm to the evaluation at the fixed point.

Resumen
El objetivo de esta tesis es estudiar las propiedades ergo´dicas (acotacio´n en poten-
cias, ergodicidad media y ergodicidad media uniforme) de operadores definidos
en varios espacios de funciones. En un espacio Hausdorff localmente convexo E,
un operador T ∈ L(E) es llamado acotado en potencias si el conjunto de sus






Tm, n ∈ N.
El operador T se dice ergo´dico en media si la sucesio´n (T[n])n converge pun-
tualmente y se dice uniformemente ergo´dico en media si la sucesio´n converge
uniformemente en conjuntos acotados.
En el Cap´ıtulo 1 se estudia el operador de multiplicacio´n cuando esta´ definido
sobre espacios ponderados de funciones continuas y sobre sus l´ımites inductivos y
proyectivos. Trabajamos sobre un espacio topolo´gico Hausdorff, normal y local-
mente compacto X. Dada una funcio´n continua ϕ, el operador de multiplicacion
se define como Mϕ : f 7→ ϕf .
Una funcio´n continua v se llama peso si es estrictamente positiva. Los espacios
(de Banach) ponderados de funciones continuas son





v (X) = {f ∈ C(X) : vf se anula en infinito},
con la norma ‖ · ‖v.
Mostramos que la acotacio´n en potencias del operador de multiplicacio´n en
estos espacios es equivalente a que ϕ este´ acotado por 1. En la Seccio´n 1.2 vemos
que esto es, sin embargo, so´lo una condicio´n necesaria para la ergodicidad media.
Para C0v , an˜adir la condicio´n de que la antiimagen de 1 por el s´ımbolo sea un
abierto es suficiente para tener ergodicidad media. Esto no es suficiente para Cv,
pero incluir la condicio´n de que el s´ımbolo este´ alejado de 1 da ergodicidad media
e incluso da ergodicidad en media uniforme en los dos espacios.
xii
En las Secciones 1.3 y 1.4 se centra la atencio´n en l´ımites indutivos y proyec-
tivos de los espacios de la Seccio´n 1.2. Si V = (vn)n es una familia decreciente
de pesos, entonces los limites inductivos ponderados de funciones continuas son
V C = indnCvn y V0C = indnC
0
vn . Si A = (an)n es una familia creciente de pesos,
los l´ımites proyectivos ponderados de funciones continuas son CA = projnCan y
CA0 = projnC
0
an . Las propiedades ergo´dicas son caracterizadas en funcio´n de la
familia de pesos y de la llamada familia de Nachbin V asociada a V o a A. El
comportamiento es diferente para los l´ımites de los Cvn (resp. Can) del de los
l´ımites de los C0vn (resp. C
0
an).
En la Seccio´n 1.5 se determinan completamente el espectro y el espectro de
Waelbroeck del operador de multiplicacio´n. En la u´ltima Seccio´n 1.6 se com-
para la topolog´ıa del conjunto de multiplicadores entre l´ımites proyectivos con la
inducida por la topolog´ıa de operadores de convergencia uniforme en acotados.
El Cap´ıtulo 2 se centra en estudiar espacios ponderados de sucesiones y sus
l´ımites inductivos y proyectivos. Una sucesio´n v = (v(i))i ∈ CN se llama peso
si es estrictamente positiva. Los espacios de Banach ponderados de sucesiones
considerados son `p(v), 1 ≤ p ≤ ∞ y c0(v).
Dada una matriz de Ko¨the A = (an)n (i.e. an es un peso y an(i) ≤ an+1(i)
para todo i, n ∈ N), el espacio escalonado de orden 1 ≤ p ≤ ∞ se define como
λp(A) := proj
n∈N
`p(an) y λ0(A) = proj
n∈N
c0(an).
El espacio co-escalonado de orden 1 ≤ p ≤ ∞ se define, para una familia decre-
ciente de pesos V = (vn)n, como
κp(A) := ind
n∈N
`p(vn) y κ0(A) := ind
n∈N
c0(vn).
En las Secciones 2.2 y 2.3 se estudian las propiedades ergo´dicas y espectrales
del operador de multiplicacio´n. Los casos p = ∞ y p = 0 son casos particulares
de Cv y C
0
v y de sus l´ımites y los resultados se deducen del Cap´ıtulo 1. En el
caso 1 ≤ p <∞, los resultados coinciden con los de p = 0.
En la Seccio´n 2.4 se caracteriza cua´ndo el operador de multiplicacio´n es aco-
tado o compacto, de manera similar a la continuidad. En la Seccio´n 2.5, como
en la Seccio´n 1.6, la topolog´ıa del conjunto de multiplicadores entre espacios
escalonados se compara con la inducida por la topolog´ıa de operadores de con-
vergencia uniforme en acotados. Tambie´n se estudia la topolog´ıa del conjunto
de operadores acotados. En la u´ltima Seccio´n 2.6, los resultados de las secciones
anteriores se aplican a los espacios de series de potencias, como casos particulares
de los espacios escalonados.
El Cap´ıtulo 3 trata el operador de composicio´n dado por una aplicacio´n holo-
morfa del disco unidad abierto complejo en s´ı mismo, considerado entre diferentes
espacios de Banach de funciones holomorfas. Si ϕ : D −→ D es holomorfa, el ope-
rador de composicio´n es Cϕ : f 7→ f ◦ ϕ.
xiii
En la Seccio´n 3.2 se dan condiciones necesarias y suficientes para las propie-
dades ergo´dicas del operador de composicio´n definido en un espacio de Banach
de funciones holomorfas general asumiendo una o varias propiedades dadas.
Los resultados de la Seccio´n 3.2 se aplican en la Seccio´n 3.3 a espacios cla´sicos
de funciones holomorfas, en particular, espacios ponderados de Bergman de tipo
infinito Hv y H
0
v , espacios de Bloch Bp y B0p, espacios de Bergman Ap y espacios
de Hardy Hp. Primero se prueba que Cϕ es acotado en potencias precisamente
cuando ϕ tiene un punto fijo en el disco unidad. Tambie´n se muestra que si ϕ
es un automorfismo perio´dico del disco, entonces Cϕ es uniformemente ergo´dico
en media y que si es un automorfismo no perio´dico, entonces Cϕ es ergo´dico
en media pero no uniformemente ergo´dico en media. En H0v , B0p, Ap y Hp la
ergodicidad media es equivalente a que ϕ tenga un punto fijo y si adema´s ϕ
no es un automorfismo, entonces la ergodicidad media es equivalente a que las
iteradas del operador converjan de´bilmente. En Hv y Bp la ergodicidad media es
equivalente a la ergodicidad en media uniforme. Si ϕ no es un automorfismo y
tiene un punto fijo z0 ∈ D, entonces, en todos los espacios, Cϕ es uniformemente
ergo´dico si, y so´lo si, el operador es quasicompacto si, y so´lo si, las iteradas
convergen en norma a la evaluacio´n en el punto fijo.

Resum
L’objectiu d’aquesta tesi e´s estudiar les propietats ergo`diques (fitacio´ en pote`n-
cies, ergodicitat mitjana i ergodicitat mitjana uniforme) d’operadors definits en
diversos espais de funcions. En un espai Hausdorff localment convex E, un ope-
rador T ∈ L(E) s’anomena fitat en pote`ncies si el conjunt de les seues iterades






Tm, n ∈ N.
L’operador T e´s ergo`dic en mitjana si la successio´ (T[n])n convergeix puntualment
i e´s uniformement ergo`dic en mitjana si la successio´ convergeix uniformement en
conjunts fitats.
Al Cap´ıtol 1 s’estudia l’operador de multiplicacio´ quan esta` definit sobre espais
ponderats de funcions cont´ınues i sobre els seus l´ımits inductius i projectius.
Treballem sobre un espai topolo`gic Hausdorff, normal i localment compacte X.
Donada una funcio´ cont´ınua ϕ, l’operador de multiplicacio´ es defineix com a
Mϕ : f 7→ ϕf .
Una funcio´ cont´ınua v s’anomena pes si e´s estrictament positiva. Els espais
(de Banach) ponderats de funcions cont´ınues so´n





v (X) = {f ∈ C(X) : vf s’anul·la a l’infinit},
amb la norma ‖ · ‖v.
Provem que la fitacio´ en pote`ncies de l’operador de multiplicacio´ en aquestos
espais e´s equivalent a provar que ϕ estiga fitada per 1. No obstant aixo`, a la Seccio´
1.2 veiem que e´s nome´s una condicio´ necessa`ria per a l’ergodicitat mitjana. Per
a C0v , afegir la condicio´ que l’antiimatge de 1 pel s´ımbol siga un conjunt obert e´s
suficient per obtindre ergodicitat mitjana. Aquesta no e´s suficient per a Cv, pero`
incloure la condicio´ que el s´ımbol es trobe lluny de 1 do´na l’ergodicitat mitjana
i, inclu´s, do´na l’ergodicitat en mitjana uniforme en els dos espais.
xvi
A les Seccions 1.3 i 1.4 es para atencio´ als l´ımits inductius i projectius dels
espais de la Seccio´ 1.2. Si V = (vn)n e´s una famı´lia decreixent de pesos, aleshores
els l´ımits inductius ponderats de funcions cont´ınues so´n V C = indnCvn i V0C =
indnC
0
vn . Si A = (an)n e´s una famı´lia creixent de pesos, aleshores els l´ımits pro-
jectius ponderats de funcions cont´ınues so´n CA = projnCan i CA0 = projnC
0
an .
Les propietats ergo`diques estan caracteritzades en funcio´ de la famı´lia de pesos i
de l’anomenada famı´lia de Nachbin V associada a V o a A. El comportament e´s





A la Seccio´ 1.5 es determinen completament l’espectre i l’espectre de Wael-
broeck de l’operador de multiplicacio´. A la darrera Seccio´ 1.6 es compara la
topologia del conjunt de multiplicadors entre l´ımits projectius amb la indu¨ıda
per la topologia d’operadors de converge`ncia uniforme en fitats.
Al Cap´ıtol 2 es dedica l’estudi d’espais ponderats de successions i els seus
l´ımits inductius i projectius. Una successio´ v = (v(i))i ∈ CN s’anomena pes si e´s
estrictament positiva. Els espais de Banach ponderats de successions considerats
so´n `p(v), 1 ≤ p ≤ ∞ i c0(v).
Donada una matriu de Ko¨the A = (an)n (i.e. an e´s un pes i an(i) ≤ an+1(i)
per a tot i, n ∈ N), l’espai esglaonat d’ordre 1 ≤ p ≤ ∞ es defineix com a
λp(A) := proj
n∈N
`p(an) i λ0(A) = proj
n∈N
c0(an).
L’espai co-esglaonat d’ordre 1 ≤ p ≤ ∞ es defineix, per a una famı´lia decreixent
de pesos V = (vn)n, com a
κp(A) := ind
n∈N
`p(vn) i κ0(A) := ind
n∈N
c0(vn).
A les Seccions 2.2 i 2.3 s’estudien les propietats ergo`diques i espectrals de
l’operador de multiplicacio´. Els casos p = ∞ i p = 0 so´n casos particulars de
Cv i C
0
v i dels seus l´ımits i els resultats es dedueixen del Cap´ıtol 1. En el cas
1 ≤ p <∞, els resultats coincideixen amb els de p = 0.
A la Seccio´ 2.4 es caracteritza quan l’operador de multiplicacio´ e´s fitat o
compacte, d’un mode similar a la continu¨ıtat. A la Seccio´ 2.5, com a la Seccio´ 1.6,
la topologia del conjunt de multiplicadors entre espais esglaonats es compara amb
la indu¨ıda per la topologia d’operadors de converge`ncia uniforme en fitats. Tambe´
s’estudia la topologia del conjunt d’operadors fitats. A la darrera Seccio´ 2.6, els
resultats de les seccions anteriors s’apliquen als espais de se`ries de pote`ncies, com
casos particulars dels espais esglaonats.
El Cap´ıtol 3 estudia l’operador de composicio´ donat per una aplicacio´ holo-
morfa del disc unitat obert complex en s´ı mateix, considerat entre diferents es-
pais de Banach de funcions holomorfes. Si ϕ : D −→ D e´s holomorfa, aleshores
l’operador de composicio´ e´s Cϕ : f 7→ f ◦ ϕ.
xvii
A la Seccio´ 3.2 es donen condicions necessa`ries i suficients per a les propietats
ergo`diques de l’operador de composicio´ definit en un espai de Banach de funcions
holomorfes general assumint una o me´s propietats donades.
Els resultats de la Seccio´ 3.2 s’apliquen a la Seccio´ 3.3 per a espais cla`ssics de
funcions holomorfes, en particular, espais ponderats de Bergman de tipus infinit
Hv i H
0
v , espais de Bloch Bp i B0p, espais de Bergman Ap i espais de Hardy Hp.
Primer es prova que Cϕ e´s fitat en pote`ncies precisament quan ϕ te´ un punt fix
al disc unitat. Tambe´ es prova que si ϕ e´s un automorfisme perio`dic del disc,
aleshores Cϕ e´s uniformement ergo`dic en mitjana i que si e´s un automorfisme no
perio`dic, aleshores Cϕ e´s ergo`dic en mitjana pero` no uniformement ergo`dic en
mitjana. En H0v , B0p, Ap i Hp la ergodicitat mitjana e´s equivalent que ϕ tinga un
punt fix i si a me´s a me´s ϕ no e´s un automorfisme, aleshores l’ergodicitat mitjana
e´s equivalent que les iterades de l’operador convergisquen feblement. En Hv i Bp
l’ergodicitat mitjana e´s equivalent a l’ergodicitat en mitjana uniforme. Si ϕ no
e´s un automorfisme i te´ un punt fix z0 ∈ D, aleshores, a tots els espais, Cϕ e´s
uniformement ergo`dic si i nome´s si l’operador e´s quasi-compacte si i nome´s si les
iterades convergeixen en norma a l’avaluacio´ al punt fixe.
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The aim of this thesis is to study different dynamical properties of some (linear
and continuous) operators defined on several spaces of functions. The dynami-
cal properties we consider are mainly power boundedness, mean ergodicity and
uniform mean ergodicity. In a locally convex Hausdorff space E, an operator
T ∈ L(E) is called power bounded if the set of its iterates is equicontinuous. The






Tm, n ∈ N.
The operator T is called mean ergodic if the sequence (T[n])n converges pointwise
and it is called uniformly mean ergodic if the sequence converges uniformly on
bounded sets.
Many authors have worked in this topic along the last century, starting with
the seminal work of von Neumann in 1931 [66], where he proved that an unitary
operator on a Hilbert space is always mean ergodic. Yosida in 1938 [89] showed
that, under some conditions, the weak convergence of the averages of the iterates
of an operator on a Banach space is a sufficient condition for pointwise conver-
gence, i.e. for mean ergodicity. Later in 1941 Kakutani and Yosida [91] proved
that a power bounded operator on a Banach spaces is uniformly mean ergodic
precisely when there exists an iterate which is “close” to a compact operator.
Dunford (1943) [42] and Lin (1974) [53] related the uniform mean ergodicity of
operators on Banach spaces with the behaviour of 1 in their spectrum. Lotz
stated in 1985 [56] that mean ergodicity and uniform mean ergodicity are equiv-
alent for power bounded operators on a Banach Grothendieck space with the
Dunford-Pettis property. The book of Krengel of 1985 [52, Chapter 2] contains
an excellent compilation of some of these results. In 2009 Albanese, Bonet and
Ricker [2] extended some of the results by Yosida and Lin to operators on Fre´chet
spaces. In Section A.2 we state these results, since they are of great importance
in our work.
The relationship between power boundedness and (uniform) mean ergodicity
has also been of interest. In 1938 Riesz [72] proved that on all Lp spaces with
1 < p < ∞ power boundedness implies mean ergodicity. Lorch [55] extended
4this result to any reflexive Banach space in 1939, although this result is a direct
consequence of the work by Yosida. Much more recently in 2001 Fonf, Lin and
Wojtaszczyk [43] proved the converse of this result for Banach spaces with a
Schauder basis. They found an operator on each non-reflexive Banach space with
a Schauder basis which is power bounded and not mean ergodic and another
which is power bounded and mean ergodic but not uniformly mean ergodic.
In this thesis we study the ergodic properties of different operators on various
spaces. In Chapter 1 we consider the multiplication operator defined on weighted
spaces of continuous functions and on inductive and projective limits of them.
In Chapter 2 we also study the behaviour of multiplication operators (diagonal
operators) on weighted spaces of sequences and their projective and inductive
limits (Ko¨the echelon and co-echelon spaces). The work of Chapter 3 is signifi-
cantly different, we study the composition operator on plenty of classical spaces
of holomorphic functions on the complex open unit disc. There is no original
work in Chapter A. It contains definitions and a compilation of classical results
used in the rest of chapters. Its purpose is to ease the reading of the thesis.
The results in Sections 1.2 and 1.3 are contained in the paper [29] by the
author and the advisers. The parts of Sections 2.2, 2.3 and 2.5 dealing with
Ko¨the echelon spaces are included in the paper [73] by the author. The entirety
of Chapter 3 is in the article [48] by the adviser Jorda´ and the author.
In Chapter 1 we study the multiplication operator defined on weighted spaces
of continuous functions and their inductive and projective limits. We work with
a Hausdorff, normal, locally compact topological space X. Given a continuous
function ϕ, the multiplication operator is Mϕ : f 7→ ϕf .
A continuous function v is a weight if it is strictly positive. The (Banach)
weighted spaces of continuous functions are





v (X) = {f ∈ C(X) : vf vanishes at infinity},
with the norm ‖ · ‖v. The space C1 is precisely the space CB(X) of continuous
and bounded functions of X with the norm ‖·‖∞ and C01 is the space of functions
vanishing at infinity.
If V = (vn)n is a decreasing family of weights, the weighted inductive limits
of continuous functions are V C = indnCvn and V0C = indnC
0
vn . If A = (an)n
is an increasing family of weights, the weighted projective limits of continuous
functions are CA = projnCan and CA0 = projnC
0
an . The ergodic properties
are characterized in terms of the family of weights and of the so-called Nachbin
5family, defined as
V := {v : X −→ (0,∞) : v is upper semicontinuous and for each k ∈ N,
v
vk
is bounded on X}.
Multiplication operators on weighted spaces of (vector valued) continuous
functions have been investigated by Manhas [59], [60], Singh and Manhas [61],
[77], [79], Oubbi [67], [68] and Klilou and Oubbi [50] among others. See also the
book by Singh and Manhas [78]. Weighted inductive limits of spaces of continuous
functions have been thoroughly investigated since the seminal work of Bierstedt,
Meise and Summers [23] and [24]; see [15], [16], [18], [20], [19] and the references
therein.
We show that power boundedness of the multiplication operator on these
spaces is equivalent to ‖ϕ‖∞ ≤ 1. In Section 1.2 we see that this is, in general,
only a necessary condition for mean ergodicity. In C0v adding the condition of
ϕ−1(1) to be an open set suffices to have mean ergodicity. This is not enough for
Cv, but including the condition inf{|1 − ϕ(x)| : x /∈ ϕ−1(1)} > 0, gives mean
ergodicity for Cv and even uniform mean ergodicity on both spaces. The main
results are Theorem 1.2.7 and Theorem 1.2.8.
In Section 1.3 we study weighted inductive limits of spaces of continuous func-
tions. We find characterizations for mean ergodicity and uniform mean ergodicity
in terms of the multiplier and the so-called Nachbin family associated to the fam-
ily of weights, which depend deeply on properties of the family of weights. Again
the mean ergodicity of Mϕ on V0C is equivalent to ‖ϕ‖∞ ≤ 1 and ϕ−1(1) being
open. The uniform mean ergodicity on V0C follows from mean ergodicity adding









|1− ϕ(x)| = 0.
For the case of V C, mean ergodicity and uniform mean ergodicity are equiv-
alent. Assuming the property (D) on V (Theorem A.3.5), we show that uniform
mean ergodicity for V0C is equivalent to uniform mean ergodicity on V C. We
find some refinements of these results, to avoid the Nachbin family V . The main
results are Proposition 1.3.5 and Theorem 1.3.7 with its corollaries.
In Section 1.4 we see similar results for weighted projective limits of spaces
of continuous functions. In this section we assume that X is even a σ-compact
topological space. The mean ergodicity of Mϕ on CA0 is equivalent to ‖ϕ‖∞ ≤ 1
and ϕ−1(1) being open. The operator Mϕ is mean ergodic on CA if, and only if,
it is uniformly mean ergodic on CA if, and only if, it is uniformly mean ergodic
on CA0 if, and only if, ‖ϕ‖∞ ≤ 1 and ϕ−1(1) is open and or every k ∈ N and






|1− ϕ(x)| = 0.
The main result of the section is Theorem 1.4.6.
In Section 1.5 the point spectrum, the spectrum and the Waelbroeck spectrum
of the multiplication operator are completely determined. In all the spaces of this
chapter we have
σpt(Mϕ) ⊆ {ϕ(x) : x ∈ X} ⊆ σ(Mϕ).
In Cv and C
0
v we find {ϕ(x) : x ∈ X} = σ(Mϕ), while for the rest of spaces,
{ϕ(x) : x ∈ X} = σ(Mϕ) = σ∗(Mϕ),
where σ∗(Mϕ) is the Waelbroeck spectrum. In V C and V0C, µ 6∈ σ(Mϕ) if, and





· 1|ϕ(x)− µ| <∞.
The case of CA and CA0 is similar: µ 6∈ σ(Mϕ) if, and only if, for each k, there





· 1|ϕ(x)− µ| <∞.
In the final Section 1.6 we see that the (PLB)–topology of the set of multipliers
between projective limits coincides with the one induced by the operator topology
of uniform convergence on bounded sets.
The aim of Chapter 2 is to study diagonal operators defined on weighted
sequence spaces and on their inductive and projective limits. Given a sequence
ϕ = (ϕi)i ∈ CN, the multiplication (or diagonal) operator is
Mϕ : x = (xi)i 7→ (ϕixi).
A sequence v = (vi)i ∈ CN is a weight if it is strictly positive. The weighted
sequence spaces are defined by
`p(v) := {x = (xi)i ∈ CN : pv(x) := ‖(v(i)xi)i‖p <∞}, 1 ≤ p ≤ ∞,
c0(v) := {x = (xi)i ∈ CN : lim
i→∞
v(i)xi = 0},
where ‖ · ‖p denotes the usual `p norm and c0(v) has the `∞(v) norm.
Given A = (an)n, a Ko¨the matrix (i.e. an is a weight and an(i) ≤ an+1(i) for
all i, n ∈ N), the echelon space of order 1 ≤ p ≤ ∞ is defined by
λp(A) := proj
n∈N
`p(an) and λ0(A) = proj
n∈N
c0(an).
7The co-echelon space of order 1 ≤ p ≤ ∞ is defined, for a decreasing family of
weights V = (vn)n = (1/an)n, by
κp(A) := ind
n∈N
`p(vn) and κ0(A) := ind
n∈N
c0(vn).
The relevance of echelon spaces is that they characterize a large class of
Fre´chet spaces, those with an absolute basis (see [63, Chapter 27]). Spaces of
sequences and their operators have been investigated by many authors. We men-
tion here [5], [4], [13], [14] and [49]. In the context of Ko¨the echelon spaces,
diagonal operators were investigated by Crofts [38].
Our results for `∞(v) and c0(v) follow directly from the results of Chapter 1.
As we see in Section 2.2, it happens that the `p(v) spaces, with 1 ≤ p < ∞,
behave just like c0(v). The same behaviour is observed for projective limits
(echelon spaces) and inductive limits (co-echelon spaces).
We have that, on all the spaces, Mϕ is power bounded if, and only if, ‖ϕ‖∞ ≤
1. If p 6= ∞, Mϕ is mean ergodic if, and only if, it is power bounded. If p = ∞,
uniform mean ergodicity is equivalent to mean ergodicity, in all the spaces. If
p 6= ∞, Mϕ is uniformly mean ergodic on λp(A) if, and only if, it is uniformly
mean ergodic on κp(A) if, and only if, ‖ϕ‖∞ ≤ 1 and for each n ∈ N and each








|1− ϕi| = 0,
where J = {i ∈ N : ϕi = 1}. These three assertions are also equivalent to the
operator being uniformly mean ergodic on λ∞(A). Under the assumption that V
has property (D), they are also equivalent to the operator being uniformly mean
ergodic on κ∞(V ).
The main results about the ergodic properties are Theorems 2.2.6 and 2.2.8
and Theorems 2.2.11 and 2.2.13.
The spectrum of diagonal operators is characterized in Section 2.3. In all the
spaces we have
σpt(Mϕ) = {ϕ : i ∈ N}.
In `p(v) and c0(v) we have σ(Mϕ) = {ϕ : i ∈ N}, while for λp(A) and κp(A) we
have σ(Mϕ) = {ϕ : i ∈ N} = σ∗(Mϕ). Also for λp(A) and κp(A), we have that






|ϕi − µ| <∞.
In Section 2.4 we study the boundedness and the compactness of the diagonal
operator defined between different spaces. If A and B are Ko¨the matrices, we
find that Mϕ : λp(A) −→ λp(B) is continuous if, and only if, for each n ∈ N
8there exists m ∈ N such that supi∈N an(i)|ϕi|am(i) < ∞. It is bounded if, and only if,
there exists m ∈ N such that for every n ∈ N, supi bn(i)|ϕi|am(i) <∞. It is compact if,
and only if, there exists m ∈ N such that for every n ∈ N, limi→∞ bn(i)|ϕi|am(i) = 0.
The result for continuity is analogous for Mϕ : κp(A) −→ κp(B). The result for
boundedness also holds for κp with p 6= 0, but it holds for p = 0 if B is regularly
decreasing. The result for compactness holds for κp, if B is regularly decreasing.
The main results are Proposition 2.4.8 for echelon spaces and Propositions 2.4.10
and 2.4.14 for co-echelon spaces.
We also study the topology of the set of multipliers of echelon spaces in
Section 2.5, but we consider as well the topology of the set of bounded multipli-
cation operators. These results are in Theorem 2.5.1 and Theorem 2.5.3. Lastly
in Section 2.6 we apply the results of the previous sections to a particular case
of echelon spaces called power series spaces. They are defined in terms of an
increasing non-negative sequence α = (αj)j with limj→∞ αj =∞, r ∈ R∪{+∞}
and 1 ≤ p <∞, as
Λpr(α) =
x ∈ CN : ‖x‖pt := ∑
j∈N




x ∈ CN : ‖x‖t := sup
j∈N
|xj |etαj <∞, for all t < r
}
.
The relevance of the power series spaces appears in the characterization of nuclear
locally convex spaces and nuclear Fre´chet spaces (see [63, Chapter 29]).
In Chapter 3 we work with the composition operator given by a holomorphic
self-map of the complex open unit disc, when considered between different Banach
spaces of holomorphic functions. Given a holomorphic function ϕ : D −→ D, the
composition operator is defined by Cϕ : f 7→ f ◦ ϕ.
In Section 3.2 we define some properties on a general Banach space of holo-
morphic functions. We deduce necessary and sufficient conditions for the ergodic
properties of the composition operator on these spaces under the assumption of
one or many of these properties. We apply these results in Section 3.3 to classical
spaces of holomorphic functions.
The properties of the composition operator acting between various spaces
of holomorphic functions have been thoroughly studied, especially relating the
properties of Cϕ to those of ϕ. See the books of Cowen and McCluer [37] and
Shapiro [74]. We study power boundedness, mean ergodicity and uniform mean
ergodicity for composition operators defined on different spaces of holomorphic
functions on the disc. This research for composition operators was firstly studied
by Bonet and Doman´ski in [26] when they studied the operator acting on H(U),
9with U a domain in a Stein manifold. Later in [84], Wolf considered the compo-
sition operator on the general weighted Bergman spaces of infinite order H∞v (D).
Bonet and Ricker [32] characterized the power boundedness and mean ergodicity
of the multiplication operator on the general weighted Bergman spaces of infinite
type Hv(D) and H0v (D). More recently, Beltra´n-Meneu, Go´mez-Collado, Jorda´
and Jornet considered in [11] and [12] the ergodic properties of the composition
operator on the algebra of the disc A(D) and on the space of holomorphic and
bounded functions on the disc H∞(D) and the weighted composition operators
in the space of holomorphic functions H(D). Arendt, Chalendar, Kummar and
Srivastava extended the results of [11] to the convergence of the sequence of pow-
ers of operators besides the Cesa´ro means, including A(D), H∞(D) and also the
Wiener algebra W (D) [6]. The article [7] by the same authors includes some
results close to ours. In [45], Han and Zhou also give some results contained in
this thesis, obtained independently from [7] and ourselves.
We work with weighted Bergman spaces of infinite type Hv and H
0
v , Bloch
spaces Bp and B0p, Bergman spaces Ap and Hardy spaces Hp. For p > 0, the
space of Bloch functions or Bloch space of order p is
Bp := {f ∈ H(D) : ‖f‖Bp := sup
z∈D
(1− |z|2)p|f ′(z)| <∞}.
It is a Banach space when endowed with the norm ‖f‖ := |f(0)| + ‖f‖Bp . The
closed subspace
B0p := {f ∈ H(D) : lim|z|→1(1− |z|
2)p|f ′(z)| = 0}
is called the little Bloch space of order p and is also a Banach space with the
norm ‖ · ‖. The spaces B1 and B01 are nothing but the classical Bloch spaces. Our
study in Bloch spaces is focused on the case p ≥ 1.
A holomorphic function v : D −→]0,∞[ is called a weight. Associated to a
weight v the weighted Bergman spaces of infinite type are
Hv := {f ∈ H(D) : ‖f‖v := sup
z∈D
v(z)|f(z)| <∞},
H0v := {f ∈ H(D) : lim|z|→1 v(z)|f(z)| = 0}.
Both of these are Banach spaces with the norm ‖ · ‖v. A weight v is called typical
if v is radial (i.e. v(z) = v(|z|)) and decreasing (i.e. v(z) ≤ v(w) if |z| ≥ |w|) and
lim|z|→1 v(z) = 0. The associated weight is defined by
v˜(z) := 1/‖δz‖H∗v .




v˜(1− 2−(n−1)) > 0.
10
For p ≥ 1, the Bergman space of order p is




where dA is the normalized Lebesgue measure on D. This is a Banach space with
the norm ‖ · ‖Ap .
For p ≥ 1, the Hardy space of order p is





which is a Banach space with the norm ‖ · ‖Hp .
In Section 3.2, we deduce necessary and sufficient conditions for the ergodic
properties of the composition operator on general spaces under the assumption
of one or many properties. We also study the concept of quasicompactness,
introduced as far as we know by Yosida and Kakutani [91]. An operator T is
quasicompact if there exist n ∈ N and a compact operator K such that ‖Tn −
K‖ < 1. We show that quasicompactness is equivalent to re(T ) < 1, where re(T )
is the essential spectral radius, i.e. the spectral radius of the projection of T to
the Calkin algebra.
In Section 3.3 we apply these results in Section 3.2 to classical spaces of holo-
morphic functions. These results depend deeply on the Denjoy–Wolff point of
ϕ and on quasicompactness. First we show that Cϕ is power bounded precisely
when ϕ has one fixed point in the disc. We deduce that if ϕ is a periodic automor-
phism then Cϕ is uniformly mean ergodic and if it is a non-periodic automorphism
then Cϕ is mean ergodic and not uniformly mean ergodic. On H
0
v , B0p, Ap and Hp
mean ergodicity is equivalent to ϕ having a fixed point z0 ∈ D and if ϕ is not an
automorphism (i.e. z0 is an interior Denjoy–Wolff point), then mean ergodicity
is even equivalent to the weak convergence of the iterates of the operator, i.e. Cnϕ
converges to Cz0 in the weak operator topology. On Hv and Bp mean ergodicity
is equivalent to uniform mean ergodicity. If ϕ is not an automorphism and has a
Denjoy–Wolff point z0 ∈ D, then, on all the spaces, Cϕ is uniformly mean ergodic
if, and only if, the operator is quasicompact if, and only if, the iterates converge
in norm to the evaluation at the fixed point, i.e. ‖Cnϕ − Cz0‖ → 0. The main
results of this chapter are Theorem 3.3.7 and Theorem 3.3.8.
Chapter 1
Weighted spaces of continuous
functions
1.1 Introduction and notation
We fix the notation for weighted spaces of continuous functions. Throughout
this chapter X denotes a Hausdorff, normal, locally compact topological space.
Examples of such an X are open subsets of Rn or discrete spaces, i.e. index sets
(this particular case is studied in Chapter 2). The space of continuous functions
from X to C is denoted by C(X) and the locally convex topology on C(X) of
pointwise convergence is denoted by τp. A function v ∈ C(X) is called a weight
if it is strictly positive. A function f ∈ C(X) vanishes at infinity if for every
ε > 0 there exists a compact set K ⊂ X such that |f(x)| < ε if x ∈ X \K. The
weighted spaces of continuous functions are defined by





v (X) = {f ∈ C(X) : vf vanishes at infinity},
and are Banach spaces when endowed with the norm ‖ · ‖v. Clearly C0v ⊆ Cv
and every continuous function with compact support on X is contained in C0v .
Note that for v ≡ 1, Cv coincides with the Banach space CB(X) of bounded
continuous functions endowed with the supremum norm and C0v coincides with the
space C0(X) of continuous functions vanishing at infinity, also endowed with the
supremum norm. Given ϕ ∈ C(X), the multiplication operator Mϕ ∈ L(C(X))
is defined by Mϕ : f 7→ ϕf .
Multiplication operators on weighted spaces of (vector valued) continuous
functions have been investigated by Manhas [59], [60], Singh and Manhas [61],
[77], [79], Oubbi [67], [68] and Klilou and Oubbi [50] among others. See also the
book by Singh and Manhas [78].
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1.2 Weighted Banach spaces of continuous
functions
The aim of this section is to characterise the ergodic properties of the multi-
plication operator on the weighted spaces Cv and C
0
v defined above. To ease
the reading, the multiplication operator is denoted differently for each space as
follows:
Tϕ := Mϕ|Cv : Cv(X) −→ C(X)
and
Sϕ := Mϕ|C0v : C
0
v (X) −→ C(X).
First we see when the operators satisfy Tϕ ∈ L(Cv) and Sϕ ∈ L(C0v ). More general
results can be seen in [67, Theorem 4], [77, Theorem 2.1] and [79, Theorem 3.1]
for example.
Proposition 1.2.1 Let v, w be weights and ϕ ∈ C(X). The following assertions
hold:
(i) The operator Mϕ : Cv −→ Cw is continuous if, and only if, wv ϕ is bounded
if, and only if, Mϕ : C
0






(ii) Tϕ ∈ L(Cv) if, and only if, Sϕ ∈ L(C0v ) if, and only if, ϕ is bounded.
Moreover,
‖Tϕ‖ = ‖Sϕ‖ = ‖ϕ‖∞.
The following lemma gives us the first necessary condition for both power
boundedness and mean ergodicity.
Lemma 1.2.2 Let E be a locally convex space containing the functions with com-
pact support on X such that E is continuously included in (C(X), τp). Assume
that Mϕ ∈ L(E). If limn(Mnϕf)(x)/n = 0 for every f ∈ E, then |ϕ(x)| ≤ 1. In
particular if Mϕ is either power bounded or mean ergodic, then ‖ϕ‖∞ ≤ 1.
Proof. If Mϕ is power bounded, then limn(M
n
ϕf)(x)/n = 0 for every f ∈ E and
every x ∈ X. The functional equation Mnϕ/n = (Mϕ)[n] − n−1n (Mϕ)[n−1] gives us
that if Mϕ is mean ergodic, then also limn(M
n
ϕf)(x)/n = 0 for every f ∈ E and
every x ∈ X.
Given x ∈ X, select a function g with compact support with g(x) = 1. We
have 0 = limn
∣∣(Mnϕg)(x)∣∣ /n = limn |ϕ(x)|n /n. This yields |ϕ(x)| ≤ 1.
2
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Since compactly supported functions are included in C0v ⊆ Cv, we get imme-
diately the following result.
Corollary 1.2.3 Let ϕ ∈ CB(X). Then, Tϕ ∈ L(Cv) is power bounded if, and
only if, Sϕ ∈ L(C0v ) is power bounded if, and only if, ‖ϕ‖∞ ≤ 1.
Remark 1.2.4 Let E be a locally convex space containing the functions with
compact support on X such that E is continuously included in (C(X), τp) and
assume that Mϕ ∈ L(E). From the very definition of mean ergodicity we get that













1− ϕ(x) , x ∈ X \ ϕ
−1(1). (1.2.2)
In the case ‖ϕ‖∞ ≤ 1, these formulas imply the convergence of (Mϕ)[n]f uniformly




f(x) if ϕ(x) = 1
0 if ϕ(x) 6= 1. (1.2.3)
Proposition 1.2.5 Let E be a locally convex space containing the functions with
compact support on X such that E is continuously included in (C(X), τp). If
Mϕ ∈ L(E) and it is mean ergodic, then ϕ−1(1) is open.
Proof. By Lemma 1.2.2, ‖ϕ‖∞ ≤ 1. Now suppose ϕ−1(1) is not open, then there
exists x ∈ X such that ϕ(x) = 1 but it is not in the interior of ϕ−1(1). Therefore,
for each U ⊂ X open with x ∈ U , there exists xU ∈ U with ϕ(xU ) 6= 1. These
xU form a net converging to x. Select a function g with compact support such
that g(x) = 1. By assumption g ∈ E. Since Mϕ is mean ergodic, the function hg
defined in Remark 1.2.4 is continuous. However, hg(x) = 1 and hg(xU ) = 0, for
every U , which is a contradiction, and ϕ−1(1) is open. 2
Remark 1.2.6 Let ϕ ∈ CB(X) and consider Sϕ ∈ L(C0v ). Assume that Z =
ϕ−1(1) is open. Since Z is also a closed set, then Z and X \ Z are both open
and closed sets and thus C0v (X) = C
0
v (Z)⊕ C0v (X \ Z). The restriction of Sϕ to
the first space is the identity operator, therefore we can restrict the proofs to the
case Z = ∅ in X. This also holds for Cv.
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The next two theorems are the main results of this section. In them the mean
ergodicity and the uniform mean ergodicity of Tϕ and Sϕ are fully characterised.
Theorem 1.2.7 Let ϕ ∈ CB(X). Then, Sϕ ∈ L(C0v ) is mean ergodic if, and
only if, ‖ϕ‖∞ ≤ 1 and ϕ−1(1) is open.
Proof. If Sϕ is mean ergodic, the conclusion follows from Lemma 1.2.2 and
Proposition 1.2.5.
To prove the converse, assume that ‖ϕ‖∞ ≤ 1 and that ϕ−1(1) is open. By
Remark 1.2.6, we may assume ϕ 6= 1 in X. From the formula (1.2.2) it follows
that (v (Sϕ)[n]f)n is pointwise convergent to 0 for each f ∈ C0v (even for the
compact topology). If X̂ is the Alexandroff compactification of X, the isometry
C0v (X) ↪→ C(X̂), f 7→ vf , together with Riesz’s representation theorem yield
that actually ((Sϕ)[n]f)n is weakly convergent to 0 for every f ∈ C0v . Now, since
Sϕ is power bounded, it follows from the classical mean ergodic theorem (see
Corollary A.2.2.(i)) that Sϕ is mean ergodic. 2
Theorem 1.2.8 Let ϕ ∈ C(X) with ‖ϕ‖∞ ≤ 1. Then the following assertions
are equivalent:
(1) Tϕ ∈ L(Cv) is uniformly mean ergodic,
(2) Sϕ ∈ L(C0v ) is uniformly mean ergodic,
(3) inf{|ϕ(x)− 1| : x ∈ X \ ϕ−1(1)} > 0, and
(4) Tϕ ∈ L(Cv) is mean ergodic.
Proof. Clearly (1) implies (2) and (4).
To see that (2) implies (3) suppose that Sϕ is uniformly mean ergodic. Then,
Sϕ is mean ergodic and by Theorem 1.2.7, ‖ϕ‖∞ ≤ 1 and ϕ−1(1) is open. Thus,
by Remark 1.2.6, we may assume ϕ 6= 1 in X. In that case it is easy to see
that I − Sϕ is injective. Since Sϕ is uniformly mean ergodic, we can apply a
theorem by Lin (see Theorem A.2.3) to conclude that I − Sϕ is also surjective.
The continuous operator I − Sϕ is bijective if, and only if, 11−ϕ is bounded. This
implies inf{|ϕ(x)− 1| : x ∈ X} > 0.
We show that (3) implies (1). The assumption implies that ϕ−1(1) is open
by the continuity of ϕ, therefore it is enough to consider the case ϕ 6= 1 in X.
The assumption (3) and the formula (1.2.2) imply that there is C > 0 such
that for each f ∈ Cv and each n ∈ N we have
∥∥(Tϕ)[n]f∥∥v ≤ C‖f‖v/n. Thus,∥∥(Tϕ)[n]∥∥→ 0 as n→∞, and Tϕ is uniformly mean ergodic.
Finally we prove that (4) implies (3). If Tϕ is mean ergodic, also Sϕ is mean
ergodic and then ‖ϕ‖∞ ≤ 1 and ϕ−1(1) is open. Again we can restrict ourselves
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zm, z ∈ C, n ∈ N.
Clearly limz→1 Pn(z) = 1 for all n ∈ N. Therefore, for each n ∈ N, there exists
xn ∈ X such that |Pn(ϕ(xn))− 1| ≤ 1/2. Thus,
|Pn(ϕ(xn))| ≥ 1− |Pn(ϕ(xn))− 1| ≥ 1
2
.
Let f = 1/v ∈ Cv. We have hf = 0 in (1.2.3). Then, for n ∈ N,
‖(Tϕ)[n]f − hf‖v = sup
x∈X
v(x)|f(x)||Pn(ϕ(x))| ≥ |Pn(ϕ(xn))| ≥ 1
2
.
Therefore, Tϕ is not mean ergodic, which is a contradiction. 2
Remark 1.2.9 We provide here an alternative topological proof of (4) implies
(3) in Theorem 1.2.8.
If Tϕ is mean ergodic, also Sϕ is mean ergodic and then ‖ϕ‖∞ ≤ 1 and ϕ−1(1)
is open. Again we can restrict ourselves to the case ϕ 6= 1 in X.
Let βX be the Stone-Cˇech compactification of X and denote by ĝ the unique
extension of a function g ∈ CB(X) to βX. Consider the isomorphisms Cv(X) −→
CB(X), f 7→ vf and CB(X) −→ C(βX), h 7→ ĥ. Also note that, since βX
is compact, C(βX) coincides with the space of functions vanishing at infinity
C0(βX). Thus we have an isomorphism between Cv(X) and C0(βX). Apply
Theorem 1.2.7 to Sϕ̂ ∈ L(C0(βX)) to find that (ϕ̂)−1(1) is open in βX. Since we
have assumed that ϕ 6= 1 in X, we must have (ϕ̂)−1(1) ⊂ βX\X. But βX\X has
empty interior and thus (ϕ̂)−1(1) = ∅. From this follows that infx∈X |1−ϕ(x)| >
0.
Remark 1.2.10 If X is discrete, then Cv = l∞(v) is a Grothendieck Banach
space with the Dunford–Pettis property. In this case a theorem of Lotz (see
Theorem A.2.8) implies that Tϕ is mean ergodic if, and only if, it is uniformly
mean ergodic. This argument cannot be used to prove Theorem 1.2.8 in full
generality, since not all Cv(X) spaces have the GDP property.
Example 1.2.11 This example shows a multiplication operator which is
mean ergodic but not uniformly mean ergodic: Define ϕ : N −→ N as ϕ(2n) = 1,
ϕ(2n + 1) = (1 − 1/n). Let v be a weight on N and denote c0(v) = C0v (N)
and l∞(v) = Cv(N). We have that Sϕ : c0(v) −→ c0(v), (an) 7→ (ϕ(n)an)n
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is mean ergodic by Theorem 1.2.7, since ‖ϕ‖∞ ≤ 1 (and ϕ−1(1) is always
open in N). However Sϕ is not uniformly mean ergodic by Theorem 1.2.8 since
inf{|ϕ(2n+ 1)− 1| : n ∈ N} = 0. For the same reason, Tϕ : l∞(v) → l∞(v),
(an) 7→ (ϕ(n)an) is not even mean ergodic.
1.3 Weighted inductive limits of spaces of
continuous functions
Weighted inductive limits of spaces of continuous and holomorphic functions have
been thoroughly investigated since the seminal work of Bierstedt, Meise and Sum-
mers [23] and [24]; see [15], [16], [18], [20] and the references therein. In this sec-
tion we characterize power bounded and (uniformly) mean ergodic multiplication
operators defined on weighted inductive limits of spaces of continuous functions
defined on a normal locally compact Hausdorff topological space X.
Throughout this section V = (vk)k denotes a decreasing sequence of continu-
ous strictly positive weights. The weighted inductive limits associated to V are
V C = V C(X) := indk Cvk and V0C = V0C(X) := indk C
0
vk
. They are Hausdorff
(LB)-spaces and V0C ⊂ V C is a topological subspace of V C by [23, Theorem
1.3]. In case X is discrete, these spaces are precisely Ko¨the co-echelon spaces of
order infnity and zero, [24] (also Chapter 2).
The Nachbin family associated to V is
V := {v : X −→ (0,∞) : v is upper semicontinuous and for each k ∈ N,
v
vk
is bounded on X}.
The weighted spaces of continuous functions associated with V C and V0C are
defined as follows.
CV = {f ∈ C(X) : pv(f) := sup
x∈X
v(x) |f(x)| <∞,∀v ∈ V }.
CV 0 = {f ∈ C(X) : vf vanishes at infinity, ∀v ∈ V }.
They are endowed with the locally convex topology generated by the seminorms
pv, v ∈ V . It is well known that V C = CV algebraically and the topology in
CV is in general coarser, but they share bounded sets; in fact every bounded
subset of CV is contained and bounded in a step Cvn . Moreover, CV 0 is a closed
subspace of CV and V0C is a topological subspace of CV 0, hence of V C. We
refer the reader to [23] for these results. More relations between these spaces
arise when extra properties are assumed on V . These properties can be seen in
the references already mentioned and are summarized in Section A.3.
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Proposition 1.3.1 The following assertions are equivalent:
(1) Mϕ : V C(X) −→ V C(X) is continuous.
(2) For every k, there exists l, such that Mϕ : Cvk −→ Cvl is continuous.
(3) For every k, there exists l, such that vlvkϕ is bounded on X,
(4) Mϕ : V0C(X) −→ V0C(X) is continuous,
(5) for every k, there exists l, such that Mϕ : C
0
vk
−→ C0vl is continuous.
Proof. The equivalence of (2), (3) and (5) follows from Proposition 1.2.1.
We show (1) ⇐⇒ (2) Let ik : Cvk −→ V C be the natural continuous in-
jections. We claim that Mϕ : V C −→ V C is continuous if, and only if, for all
k ∈ N, Mϕ ◦ ik : Cvk −→ V C is continuous. Indeed, if Mϕ is continuous, then
Mϕ ◦ ik is continuous for all k ∈ N. Conversely, assume Mϕ ◦ ik is continuous, for
all k ∈ N. Fix an absolutely convex neighbourhood W ⊆ V C of 0. Then for each
k ∈ N there exists an absolutely convex neighbourhood Uk ⊆ Cvk of 0 such that
T ◦ ik(Uk) = T (Uk) ⊆ W . Let U = Γ(
⋃
k∈N Uk) be the absolutely convex hull of
the union of the Uk. Then U is an absolutely convex neighbourhood of 0 in V C
and T (U) ⊆W , therefore T : V C −→ V C is continuous.
Now, for each k ∈ N, Mϕ ◦ ik : Cvk −→ V C is continuous if, and only if,
there exists l = l(k) ∈ N such that Mϕ ◦ ik(Cvk) ⊆ Cvl and such that even
Mϕ ◦ ik : Cvk −→ Cvl is continuous, by Grothendieck’s factorization theorem.
The equivalence of (4) and (5) is similar. 2
Proposition 1.3.2 Mϕ ∈ L(V C) is power bounded if, and only if, the operator
Mϕ ∈ L(V0C) is power bounded, if, and only if, ‖ϕ‖∞ ≤ 1.
Proof. The necessity of ‖ϕ‖∞ ≤ 1 for both V C and V0C follows from Lemma
1.2.2. For the sufficiency assume ‖ϕ‖∞ ≤ 1. Since both V0C and V C are barrelled
spaces, by the Banach–Steinhaus theorem it is enough to show that every orbit
((Mϕ)
nf)n is bounded for each f in the space. Fix f ∈ V0C. There exist k
and λ > 0 such that f ∈ λBk, where Bk is the closed unit ball of Cvk . This
implies (Mϕ)
nf ∈ λBk ∩ V0C for each n. Now it is enough to keep in mind that
(kBk ∩ V0C)k is a fundamental system of bounded sets of V0C by [23, Theorem
1.3]. The case of V C is similar. 2
Proposition 1.3.3 Mϕ ∈ L(V0C) is mean ergodic if, and only if, ‖ϕ‖∞ ≤ 1 and
ϕ−1(1) is open.
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Proof. If Mϕ ∈ L(V0C) is mean ergodic, then by Lemma 1.2.2 and Proposi-
tion 1.2.5, we get the necessary conditions.
Conversely, if ‖ϕ‖∞ ≤ 1 and ϕ−1(1) is open, then Sϕ ∈ L(C0vk) is mean
ergodic for every k ∈ N by Theorem 1.2.7. By the properties of inductive limits,
it follows that Mϕ ∈ L(V0C) is mean ergodic. 2
The next technical lemma was proved in [19, Proposition 3] and it is very
useful in our setting.
Lemma 1.3.4 There is a fundamental system U of neighbourhoods of 0 for V C
such that if U ∈ U and f ∈ U , then, for every g ∈ V C with |g| ≤ |f |, one gets
g ∈ U .
Proposition 1.3.5 The following assertions are equivalent:
(1) Mϕ ∈ L(V C) is mean ergodic.
(2) Mϕ ∈ L(V C) is uniformly mean ergodic.
Furthermore, if these equivalent conditions hold, then ‖ϕ‖∞ ≤ 1, ϕ−1(1) is open,
hf as in (1.2.3) belongs to V C for each f ∈ V C, and (Mϕ)[n] → P in Lb(V C),
where P ∈ L(V C) with P (f) = hf .
Proof. It suffices to show that Mϕ is uniformly mean ergodic whenever it is mean
ergodic. Let Bk denote the closed unit ball of Cvk . By [23] every bounded set
of V C is contained in a multiple of some Bk (see Definition A.3.3). Since Mϕ is
mean ergodic, hg belongs to V C for each g ∈ V C. Fix k. We have to show that
(Mϕ)[n]g − hg converges to 0 uniformly on g ∈ Bk. Set f := 1/vk. If U ∈ U ,
where U is the basis of neighbourhoods of V C in Lemma 1.3.4, there exists n0
such that for n ≥ n0, (Mϕ)[n]f−hf ∈ U , since Mϕ is mean ergodic. Every g ∈ Bk
satisfies |g| ≤ f , therefore |(Mϕ)[n]g| ≤ |(Mϕ)[n]f | and we have, for x 6∈ ϕ−1(1),
|((Mϕ)[n]g)(x)− hg(x)| = |((Mϕ)[n]g)(x)|
≤ |((Mϕ)[n]f)(x)| = |((Mϕ)[n]f)(x)− hf (x)|,
and for x ∈ ϕ−1(1),
|((Mϕ)[n]g)(x)− hg(x)| = |g(x)− g(x)| = 0 = |((Mϕ)[n]f)(x)− hf (x)|.
Therefore |(Mϕ)[n]g−hg| ≤ |(Mϕ)[n]f−hf | and Lemma 1.3.4 yields (Mϕ)[n]g−
hg ∈ U , for n ≥ n0.
The consequences of conditions (1) and (2) in the statement now follow from
arguments in Lemma 1.2.2, Remark 1.2.4 and Proposition 1.2.5. 2
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Although Mϕ is mean ergodic if, and only if, it is uniformly mean ergodic on
V C, these conditions do not necessarily imply
inf{|ϕ(x)− 1| : x ∈ X \ ϕ−1(1)} > 0.
Compare with Theorem 1.2.8. The first examples can be obtained assuming
a condition on the sequence V . This condition is called (S) and characterizes
V C = V0C (see Theorem A.3.1 and [23]).
Corollary 1.3.6 Assume that the sequence V satisfies condition (S). The fol-
lowing conditions are equivalent for Mϕ ∈ L(V C):
(1) Mϕ ∈ L(V C) is uniformly mean ergodic.
(2) Mϕ ∈ L(V C) is mean ergodic.
(3) ‖ϕ‖∞ ≤ 1 and ϕ−1(1) is open.
Proof. It is a consequence of Proposition 1.3.3 and Proposition 1.3.5, considering
Theorem A.3.1. 2
Now we characterize when Mϕ is uniformly mean ergodic on V0C.
Theorem 1.3.7 The following assertions are equivalent:
(1) Mϕ ∈ L(V0C) is uniformly mean ergodic.









|1− ϕ(x)| = 0,
where Y = X \ ϕ−1(1).
Proof. It is enough to prove the result when ϕ(x) 6= 1 for each x ∈ X. Thus we









Assume first that condition (2) holds. Fix k ∈ N. For each f ∈ V0C such that
|f | ≤ 1/vk and each v ∈ V we have
v(x)
∣∣(Mϕ)[n]f(x)∣∣ ≤ Rk,vn (x),
for each n ∈ N and each x ∈ X. Given ε > 0 we apply (2) to find n(0) ∈ N such
that Rk,vn (x) < ε for each x ∈ X and each n ≥ n(0). Hence v(x)
∣∣(Mϕ)[n]f(x)∣∣ < ε
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for each x ∈ X,n ≥ n(0) and each f ∈ V0C such that |f | ≤ 1/vk. By [23,
Theorem 1.3] V0C is a topological subspace of CV 0 and every bounded set of
V0C is contained in a multiple of {f ∈ V0C : |f | ≤ 1/vk} for some k. Therefore
((Mϕ)[n])n converges to 0 in Lb(V0C), and Mϕ is uniformly mean ergodic.
To prove the converse, suppose that Mϕ ∈ L(V0C) is uniformly mean er-
godic. Fix k ∈ N and v ∈ V . Given ε > 0 there is n(0) ∈ N such that
v(x)
∣∣(Mϕ)[n]f(x)∣∣ < ε for each x ∈ X,n ≥ n(0) and each f ∈ V0C such that
|f | ≤ 1/vk. Now, for an arbitrary z ∈ X, there is a continuous function with com-
pact support h ∈ C(X) such that 0 ≤ h ≤ 1 and h(z) = 1. Then g := h/vk ∈ V0C





Since z ∈ X is arbitrary, we have shown that limn→∞ supz∈X Rk,vn (z) = 0. The
other statements in condition (2) follow from Proposition 1.3.3. 2
In general, working with V to check the uniform mean ergodicity of specific
examples might be complicated. Our aim for the rest of the section is to solve
this problem, replacing the Nachbin family by the easier known family of weights
V . This leads to the following characterization in terms of the family of weights,
under the assumption that V is regularly decreasing (see Theorem A.3.4).
Corollary 1.3.8 If ‖ϕ‖∞ ≤ 1, ϕ−1(1) is open in X and for every k ∈ N there









|1− ϕ(x)| = 0,
then Mϕ ∈ L(V0C) is uniformly mean ergodic. Furthermore, if V is regularly
decreasing, the converse also holds.
Proof. This is a consequence of Theorem 1.3.7 since, for every v ∈ V and each
l ∈ N, there exists αl > 0 such that v ≤ αlvl.
For the converse, assume that V is regularly decreasing. As in Theorem 1.3.7,
consider the bounded sets Ak = {f ∈ V0C : |f | ≤ 1/vk}, k ∈ N. Since V0C is
strongly boundedly rectractive by Theorem A.3.4 and for each k, Ak is bounded
in Cvk we have that, for each k, there exists l ≥ k such that uniform convergence
in Ak for the topology of V0C and for the topology of Cvl is the same. Then,
since Mϕ is uniformly mean ergodic, for each k there exists l ≥ k such that
for each ε > 0 there exists n(0) ∈ N such that vl(x)|(Mϕ)[n]f(x)| < ε, for each
x ∈ X,n ≥ n(0) and each f ∈ Ak. To conclude, use compactly supported
functions in Ak as in the proof of Theorem 1.3.7. 2
For further results we may consider the topological identity V C = CV . This
condition is characterized by the property (D) on V (see Theorem A.3.5).
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Corollary 1.3.9 Assume that V C = CV holds topologically. Then the operator
Mϕ ∈ L(V C) is uniformly mean ergodic if, and only if, condition (2) of Theorem
1.3.7 holds.
Proof. IfMϕ ∈ L(V C) is uniformly mean ergodic, thenMϕ ∈ L(V0C) is uniformly
mean ergodic, since V0C is a topological subspace of V C. We can apply Theorem
1.3.7 to conclude that condition (2) in this theorem holds.
Conversely, assume V C = CV algebraically and topologically. The topology
of CV is given by the family {pv : v ∈ V }, therefore Mϕ is uniformly mean
ergodic if for each bounded set B ⊆ V C and each v ∈ V ,
lim
n→∞ supf∈B
pv((Mϕ)[n]f − hf ) = 0.
Let B ⊆ V C be a bounded set, then by the regularity of V C (Defini-
tion A.3.3), there exist k ∈ N and M > 0 such that
B ⊆ {f ∈ Cvk : vk|f | ≤M}.
For n ∈ N and v ∈ V , we have
sup
f∈B




























Then by condition (2) in Theorem 1.3.7, we deduce the uniform mean ergodicity
of Mϕ.
2
Corollary 1.3.10 Assume that ‖ϕ‖∞ ≤ 1 and ϕ(x) 6= 1 for each x ∈ X.







then Mϕ ∈ L(V0C) is uniformly mean ergodic.
(ii) If inf{|1− ϕ(x)| : x ∈ X} > 0, then Mϕ ∈ L(V0C) is uniformly mean
ergodic.
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Proof. The hypothesis of part (i) implies the assumption in Corollary 1.3.8. Part
(ii) follows from (i). 2
Examples 1.3.11 We mention two examples of sequences V = (vn)n which do
not satisfy condition (S) and uniformly mean ergodic multiplication operators
Mϕ ∈ L(V0C) such that inf{|1− ϕ(x)| : x ∈ X \ ϕ−1(1)} > 0 is not satisfied.
These examples show that the converse of Corollary 1.3.10 does not hold and
they should be compared with Theorem 1.2.8 and Corollary 1.3.6.
(1) Let X = D be the complex unit disc. Consider V = (vk)k with vk(z) =
min(1, |1− z|k). The sequence V does not satisfy condition (S), since vk(−1+a) =
1 for each a ∈]0, 1[. Take ϕ(z) = z. Clearly ϕ(z) 6= 1 for each z ∈ D, but
inf{|1− ϕ(x)| : x ∈ X} = 0.
On the other hand, for any n ∈ N we have, for |1− z| ≤ 1,
vk+1(z)
vk(z)
· 1|1− ϕ(z)| =
|1− ϕ(z)|k+1
|1− ϕ(z)|k+1 = 1,
and for |1− z| ≥ 1,
vk+1(z)
vk(z)
· 1|1− ϕ(z)| =
1
|1− z| ≤ 1.
We can apply Corollary 1.3.10.(i) to conclude that Mϕ is uniformly mean ergodic
in V0C.
(2) Let X = {z ∈ C : Imz > 0} be the upper half plane in C. Define
vk(z) := exp(−kImz), z ∈ X, k ∈ N, and V = (vk)k. It is easy to check that the
sequence V does not satisfy condition (S). The function ϕ(z) = 1 − eiz, z ∈ X,




· 1|1− ϕ(z)| = 1.
Therefore Mϕ is uniformly mean ergodic in V C by Corollary 1.3.10 (i).
(3) It is not hard to show that both sequences V in the examples above are
regularly decreasing in the sense of [23, Definition 2.1] (see Theorem A.3.4). This
implies that V C = CV holds topologically and the multiplication operators Mϕ
are also uniformly mean ergodic on V C.
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1.4 Weighted projective limits of spaces of continuous
functions
Throughout this section A = (ak)k denotes an increasing family of continuous
strictly positive weights on a normal locally compact Hausdorff topological space
X and V = (1/ak)k denotes the corresponding decreasing family. The weighted
projective limits associated to A are CA = CA(X) := projk Cak and CA0 =
CA0(X) := projk C
0
ak
. They are Fre´chet spaces, where the seminorms are ‖ ·‖k =
‖ · ‖ak and CA0 ⊂ CA is a topological subspace of CA.
The Nachbin family V associated to A is the one associated to V (Section 1.3).
As in Section 1.3, we start with the continuity of the multiplication operator
Mϕ, with ϕ ∈ C(X) a continuous function.
Proposition 1.4.1 The following assertions are equivalent:
(1) Mϕ : CA(X) −→ CA(X) is continuous.
(2) For every k, there exists l such that Mϕ : Cal −→ Cak is continuous.
(3) For every k, there exists l such that akal ϕ is bounded on X.
(4) Mϕ : CA0(X) −→ CA0(X) is continuous.
(5) For every k, there exists l such that Mϕ : C
0
al
−→ C0ak is continuous.
Proof. The equivalence of (2), (3) and (5) is a consequence of Proposition 1.2.1.
Now assume (3) holds, we prove (1). Fix k and let l as in (3), then ak|ϕ| ≤






for every f ∈ CA. This shows (1).
Assume (1), we show (4). Denote by H ⊆ CA(X) the set of compactly
supported functions. Then H = CA0. Since ϕf ∈ H for every f ∈ H, we have
MϕH ⊆ H. From the continuity of Mϕ on CA, we deduce
Mϕ(CA0) = Mϕ(H) ⊆MϕH ⊆ H = CA0,
and the continuity of Mϕ on CA0.
We conclude assuming (4) and proving (5). We have that for every k, there
exists l such that
‖Mϕf‖k ≤M‖f‖l,




) ⊆ C0ak since the set of compactly supported functions is dense in every
C0al . This concludes the proof using the closed graph theorem. 2
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Proposition 1.4.2 Mϕ ∈ L(CA) is power bounded if, and only if, the operator
Mϕ ∈ L(CA0) is power bounded, if, and only if, ‖ϕ‖∞ ≤ 1.
Proof. The necessity of ‖ϕ‖∞ ≤ 1 for both CA and CA0 follows from Lemma
1.2.2. For the sufficiency, assume ‖ϕ‖∞ ≤ 1, then ‖Mnϕf‖k ≤ ‖f‖k for every
n, k ∈ N, thus {Mnϕ}∞n=1 is an equicontinuous set of L(X), and Mϕ is power
bounded. 2
Proposition 1.4.3 Mϕ ∈ L(CA0) is mean ergodic if, and only if, ‖ϕ‖∞ ≤ 1
and ϕ−1(1) is open.
Proof. If Mϕ ∈ L(CA0) is mean ergodic, then by Lemma 1.2.2 and Proposi-
tion 1.2.5, we get the necessary conditions.
Conversely, if ‖ϕ‖∞ ≤ 1 and ϕ−1(1) is open, then Sϕ ∈ L(C0ak) is mean ergodic
for every k ∈ N by Theorem 1.2.7. Then, for each f ∈ CA0, limn ‖(Mϕ)[n]f −
hf‖k = limn ‖(Sϕ)[n]f − hf‖ak = 0, for each k, where hf ∈ CA0 is as in (1.2.3).
This implies the mean ergodicity of Mϕ. 2
Next we introduce known results regarding the Nachbin family V . They are
used later in the characterizations of uniform mean ergodicity.
Lemma 1.4.4 If X is also σ-compact, then for each v ∈ V there exists v˜ ∈
C(X) ∩ V such that v ≤ v˜.
Proof. The proof can be found in [23], we include it here for completeness. Fix
v ∈ V . By the very definition of V , there is a sequence (αn)n ⊂ R with αn > 0
and such that v ≤ αnvn, for n = 1, 2, . . . Since X is σ-compact, there exists a
family {Km : m ∈ N} of compact sets of X satisfying Km ⊂ K◦m+1, where K◦m+1
denotes the interior of Km+1, and X =
⋃
m∈NKm.
Inductively choose positive numbers βn ≥ αn by β1 = α1 and for every
n = 2, 3, . . .,
βn inf{vn(x) : x ∈ Kn} ≥ sup{βjvj(x) : x ∈ Kn−1, j = 1, . . . , n− 1}.
Now define v˜ := infn∈N βnvn. Clearly v˜ ∈ V and v ≤ v˜. We prove it is even
continuous. Fix m ∈ N, then for n = m+ 1,m+ 2, . . ., we have
inf
x∈Km
βnvn(x) ≥ βn inf
x∈Kn
vn(x)
≥ sup{βjvj(x) : x ∈ Kn−1, j = 1, . . . , n− 1}
≥ sup{βjvj(x) : x ∈ Km, j = 1, . . . , n− 1}.
Therefore, for x ∈ Km we have βnvn(x) ≥ βmvm(x), for n = m + 1,m + 2, . . .,
and thus v˜|Km = infj=1,...,m βjvj . Since all the weights vj are continuous, v˜ is
continuous on Km. As m ∈ N was arbitrary, we conclude the proof. 2
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Lemma 1.4.5 A set B ⊂ CA is bounded if, and only if, there exists v0 ∈ V such
that B ⊂ Bv0 := {f ∈ C(X) : |f | ≤ v0} .
Proof. Let I denote X but with the discrete topology (as a set of indices). Then
λ∞(I, A) :=
⋂
k `∞(ak)(I) and CA is a topological subspace of λ∞(I, A). By [24,
Proposition 2.5] (see also Lemma 2.2.7), a set B is bounded in λ∞(I, A) if, and
only if, there exists
v1 ∈ λ∞(I, A)+ := {v ∈ λ∞(I, A) : v ≥ 0}
such that B ⊂ Bv1 . Thus, assume B ⊂ CA is bounded, then it is bounded in
λ∞(I, A) and therefore B ⊂ Bv1 , for some v1 ∈ λ∞(I, A)+. Hence, there are
αn > 0 such that v1an < αn, for n ∈ N. Let v0 = infn αn/an. Then v0 is in V as
it is upper semicontinuous. Since v1 ≤ v0, we deduce B ⊆ Bv1 ⊆ Bv0 .
For the other implication, fix v0 ∈ V and let B ⊂ Bv0 . Let k ∈ N, x ∈ X and
b ∈ B, then ak(x)|b(x)| ≤ ak(x)v0(x), which is bounded by the definition of V .
Then B is bounded in CA. 2
The next result characterizes uniform mean ergodicity in the projective case
and should be compared with Proposition 1.3.5, Theorem 1.3.7 and, more pre-
cisely, with Corollary 1.3.9.
Theorem 1.4.6 If X is also σ-compact, then the following assertions are equiv-
alent:
(1) Mϕ ∈ L(CA) is mean ergodic,
(2) Mϕ ∈ L(CA) is uniformly mean ergodic,
(3) Mϕ ∈ L(CA0) is uniformly mean ergodic,







|1− ϕ(x)| = 0,
where Y = X \ ϕ−1(1).
Proof. Clearly (2) implies (1) and (3). Assume (1), we show (4). Fix k ∈ N
and v ∈ V . By Lemma 1.4.4, there exists v˜ ∈ C(X) ∩ V such that v ≤ v˜. Since














|1− ϕ(x)| = 0,
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and we conclude.
Now, assume (4) to deduce (2). Let B ⊂ CA be bounded and let v0 ∈ V be
as in Lemma 1.4.5. Define P ∈ L(CA) by Pf = hf , where hf is as in (1.2.3).
Fix k, n, then
sup
f∈B
















which converges to 0 by assumption and thus Mϕ is uniformly mean ergodic.
It only remains to show that (3) implies (4). To do so fix k and v ∈ V . For
each x ∈ Y define a compactly supported function fx with fx(x) = v(x) and
0 ≤ fx ≤ v(x), then fx ∈ B0v := Bv ∩ CA0 for each x ∈ Y . By uniform mean
ergodicity, for each ε > 0 there exists n(0) such that for n ≥ n(0),
sup
f∈B0v
‖(Mϕ)nf − Pf‖k < ε.





|1− ϕ(x)| = ‖(Mϕ)nfx − Pfx‖k < ε.
2
Corollary 1.4.7 If X is also σ-compact, ‖ϕ‖∞ ≤ 1, ϕ−1(1) is open in X and









|1− ϕ(x)| = 0,
then Mϕ ∈ L(CA0) is uniformly mean ergodic.
Proof. This is a consequence of Theorem 1.4.6 since, for every v ∈ V and each
l ∈ N, there exists αl > 0 such that v ≤ αlvl = αlal . 2
Corollary 1.4.8 Assume that X is also σ-compact, ‖ϕ‖∞ ≤ 1 and ϕ(x) 6= 1 for
each x ∈ X.







then Mϕ ∈ L(CA0) is uniformly mean ergodic.
(ii) If inf{|1− ϕ(x)| : x ∈ X} > 0, then Mϕ ∈ L(CA0) is uniformly mean
ergodic.
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Proof. The hypothesis of part (i) implies the assumption in Corollary 1.4.7. Part
(ii) follows from (i). 2
Example 1.4.9 Set X = N, an(i) = in and A = (an)n. Then (see Chapter 2),
CA(N) = λ∞(A) = Λ∞∞((log i)i) is the space of all rapidly decreasing functions.
Let ϕ(i) = 1 − 2−i. Then Mϕ ∈ L(CA(N)). In [2, Example 2.17] the authors
show that Mϕ is uniformly mean ergodic. However a simple computation shows
that the equation in Corollary 1.4.8.(i) does not hold. Indeed, for all k ∈ N and








the converse of 1.4.8.(ii) does not hold either.
1.5 Spectrum of the multiplication operator
We devote this section to compute the pointwise spectrum, the spectrum and
the Waelbroeck spectrum of the multiplication operator defined on the spaces
considered in the previous sections.
Let V = (vk)k be a decreasing family of weights and denote the corresponding
increasing family by A = (ak)k = (1/vk)k. Along this section ϕ is a continuous
function. The results of this section hold when Mϕ is a continuous operator on
the spaces considered.
Lemma 1.5.1 Let E be either Cv, C
0
v , V C, V0C, CA or CA0, for a weight v.
Then
σpt(Mϕ, E) ⊂ {ϕ(x) : x ∈ X} ⊂ σ(Mϕ, E).
Proof. The first inclusion is clear since the equation Mϕf(x) = λf(x) holds, for
f ∈ E with f 6≡ 0, only if there exists x ∈ X such that ϕ(x) = λ whenever
f(x) 6= 0.
For the second one, fix x ∈ X then the inverse of Mϕ − ϕ(x)I = Mϕ−ϕ(x) (if
it exists) is M 1
ϕ−ϕ(x)
, but 1ϕ−ϕ(x) is not continuous and thus Mϕ − ϕ(x)I is not
invertible. 2
Example 1.5.2 Regarding the first inclusion in Lemma 1.5.1, we see examples
concerning the (non)existence of an f satisfying the equations.
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(1) Let X = R and v ≡ 1, and thus, Cv = CB(R) is the space of bounded
and continuous functions. Define the multiplier by ϕ(x) = x. Then λ ∈ σpt(Mϕ)
if xf(x) = ϕ(x)f(x) = λf(x). Then λ = x for every x ∈ X with f(x) 6= 0. That
would imply that f is 0 everywhere except at λ, which is impossible by continuity.
Then σpt(Mϕ) = ∅.
(2) Let X = [0, 1] and v ≡ 1. Define the multiplier by
ϕ(x) =

0, 0 ≤ x ≤ 1/4
2x− 12 , 1/4 ≤ x ≤ 3/4
1, 3/4 ≤ x ≤ 1.
3/4 11/40
1
Figure: The multiplier ϕ.
Let f be a continuous function supported in 0 ≤ x ≤ 1/4, then we have
Mϕf(x) = ϕ(x)f(x) = 0 = 0f(x), for every x ∈ X. Therefore, 0 ∈ σpt(Mϕ). The
same can be done in 3/4 ≤ x ≤ 1 to obtain 1 ∈ σpt(Mϕ). Similarly as in the
first example, we can see that ϕ(x) 6∈ σpt(Mϕ) for any 1/4 < x < 3/4. Hence,
σpt(Mϕ) = {0, 1}.
(3) Let X = [0, 1] and v ≡ 1. Following the idea of the second example, we
can deduce that λ ∈ σpt(Mϕ) if ϕ ≡ λ in an open set of X. The extreme example
of this being taking ϕ a constant. This idea can actually be extended to any
Hausdorff, locally compact, normal topological space X, since the functions with
compact support are contained in any Cv(X).
(4) The case X = N gives us the equality ϕ(N) = σpt(Mϕ) since every point
in N is an open and compact set itself. More precisely, we have that Mϕ(ej) =
(ϕ(i)eji )i = ϕ(j)e
j , where ej = (δij)i for every j ∈ N, and then ϕ(j) ∈ σpt(Mϕ).
See Section 2.3.
Proposition 1.5.3 Let E be either Cv or C
0
v , for a weight v. Then
σ(Mϕ, E) = {ϕ(x) : x ∈ X}.
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Proof. Since E is a Banach space, σ(Mϕ, E) must be a compact set, and thus,
using Lemma 1.5.1, {ϕ(x) : x ∈ X} ⊂ σ(Mϕ, E).
For the other inclusion let µ ∈ C \ {ϕ(x) : x ∈ X}. Then, there exists ε > 0
such that for every x ∈ X, |ϕ(x) − µ| ≥ ε. Define φ ∈ C(X) by φ(x) = 1ϕ(x)−µ ,
x ∈ X. Thus, φ ∈ CB is a bounded function and Mφ ∈ L(E) by Lemma 1.2.1.
Clearly Mφ is the continuous inverse of Mϕ − µI, therefore, µ 6∈ σ(Mϕ, E). 2
Proposition 1.5.4 Let E be either V C, V0C, CA or CA0. Then the following
assertions are equivalent:
(1) µ ∈ ρ(Mϕ, E),





· 1|ϕ(x)− µ| = supx∈X
ak(x)
al(x)
· 1|ϕ(x)− µ| <∞.
Proof. Set φ = 1ϕ−µ . Since Mφ is the inverse of Mϕ − µI, whenever it exists, the
equivalence of (1) and (2) is a consequence of Proposition 1.3.1 for V C and V0C
and of Proposition 1.4.1 for CA and CA0. 2
Corollary 1.5.5 Let E be either V C, V0C, CA or CA0. Then,
σ(Mϕ, E) = {ϕ(x) : x ∈ X}.
Proof. By Lemma 1.5.1, we have
{ϕ(x) : x ∈ X} ⊂ σ(Mϕ, E).
For the other inclusion let µ ∈ C \ {ϕ(x) : x ∈ X}. Then there is δ > 0 such
that |µ− ϕ(x)| > 2δ, for x ∈ X. Proposition 1.5.4 yields µ ∈ ρ(Mϕ, E). Assume
µ ∈ σ(Mϕ, E). Then we must actually have µ ∈ ∂σ(Mϕ, E). Thus, there exists
λ ∈ σ(Mϕ, E) such that |µ− λ| < δ and therefore, for every x ∈ X, we have
|λ− ϕ(x)| ≥ |µ− ϕ(x)| − |µ− λ| > 2δ − δ = δ.
From this we deduce, again by Proposition 1.5.4, that λ ∈ ρ(Mϕ, E), which is a
contradiction. Hence, µ 6∈ σ(Mϕ, E).
2
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Example 1.5.6 Recall that in general the spectrum is not a closed set of C.
This example shows that in our case. Let X = D be the complex unit disc.






· 1|1− ϕ(z)| = 1,
for every k. Then, 1 ∈ ρ(Mϕ), by Proposition 1.5.4. However, if λ ∈ ∂D with
λ 6= 1, it can easily be checked that λ ∈ σ(Mϕ). Clearly C \ D ⊂ ρ(Mϕ) and
D = ϕ(D) ⊂ σ(Mϕ). Then, σ(Mϕ, V C) = σ(Mϕ, V0C) = D \ {1}.
Proposition 1.5.7 Let E be either V C, V0C, CA or CA0. Then
σ∗(E,Mϕ) = σ(E,Mϕ) = {ϕ(x) : x ∈ X}.
Proof. By the definitions one deduces that σ∗(E,Mϕ) is closed and also that
σ(E,Mϕ) ⊂ σ∗(E,Mϕ). From this it follows that σ(E,Mϕ) ⊂ σ∗(E,Mϕ).
For the other inclusion, let λ ∈ C \ σ(E,Mϕ). We show that we also have
λ ∈ ρ∗(E,Mϕ). There exists δ > 0 such that if |µ− λ| ≤ 2δ, then µ ∈ ρ(Mϕ, X).
We show that the set
{(Mϕ − µI)−1 : |λ− µ| ≤ δ}
is equicontinuous. By Lemma 1.5.1, we know that ϕ(x) ∈ σ(E,Mϕ), and thus
|ϕ(x)− λ| > 2δ, for all x ∈ X. Therefore we have, for x ∈ X,
|ϕ(x)− µ| ≥ |ϕ(x)− λ| − |µ− λ| > 2δ − δ = δ.
Now let f ∈ E . We have, for each µ ∈ C with |λ− µ| ≤ δ,
|((Mϕ − µI)−1f)(x)| =
∣∣∣∣ f(x)ϕ(x)− µ
∣∣∣∣ ≤ 1δ |f(x)|. (1.5.1)
Now, if E is either CA or CA0, we deduce that ‖(Mϕ − µI)−1f‖k ≤ 1δ‖f‖k,
for each k ∈ N, and the set is equicontinuous.
Lastly, consider the case in which E is either V C or V0C. From the existence
of a fundamental system of solid neighbourhoods given in Lemma 1.3.4, we deduce
the equicontinuity. Indeed, if U is as in Lemma 1.3.4, U ∈ U and f ∈ U , we get
((Mϕ − µI)−1f) ∈ (1/δ)U , for every µ ∈ C with |λ− µ| ≤ δ.
2
To conclude this section we show some relation between the spectral properties
of Mϕ and its ergodic properties. The following result must be compared with
the results by Dunford and Lin stated in Theorem A.2.5.
§1.6. Topology of the set of multipliers 31
Corollary 1.5.8 Let ϕ ∈ C(X) satisfy ‖ϕ‖∞ ≤ 1 and ϕ−1(1) = ∅. Then the
following assertions hold:
(i) The operator Mϕ is uniformly mean ergodic on Cv and C
0
v if, and only if,
1 ∈ ρ(Mϕ).
(ii) If 1 ∈ ρ(Mϕ), then Mϕ is uniformly mean ergodic on V0C. If V satisfies
the property (D), then also Mϕ is uniformly mean ergodic on V C.
(iii) If 1 ∈ ρ(Mϕ) and X is σ-compact, then Mϕ is uniformly mean ergodic on
CA and CA0.
Proof. (i) Since ϕ(x) 6= 1 for all x ∈ X, we have that 1 ∈ ρ(Mϕ) if, and only if,
infx∈X |1 − ϕ(x)| > 0, according to Proposition 1.5.3. But this is precisely the
condition for uniform mean ergodicity given in Theorem 1.2.8.





· 1|ϕ(x)− 1| <∞,
by Proposition 1.5.4. The assertion holds by Corollary 1.3.10 for V0C. If (D)
holds for V , then the assertion is also satisfied by V C, due to Corollary 1.3.9.





· 1|ϕ(x)− 1| <∞,
by Proposition 1.5.4. We deduce the uniform mean ergodicity on CA0 by Corol-
lary 1.4.8. From this we see it also holds for CA using Corollary 1.4.6.
2
1.6 Topology of the set of multipliers
Let A = (am)m and B = (bn)n be increasing families of weights on a Hausdorff,
normal locally compact topological space X. Define
CA = proj
m∈N






C0am(X), CB0 = proj
n∈N
C0bn(X).
In this subsection E and F denote either the pair CA and CB or the pair
CA0 and CB0.
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By Proposition 1.4.1, Mϕ is continuous from E to F , that is ϕ is a multiplier,























Then EAB is a countable projective limit of countable inductive limits of
Banach spaces. These spaces are called (PLB)-spaces. We refer the reader to
Wengenroth lecture notes [82] for more information about these spaces.










is a decreasing family of weights for each n ∈ N. Now let
V = (1/am)m, then we have VnC(X) ' V C(X), for each n ∈ N. Furthermore,
if we assume the property (D) holds for V (see Theorem A.3.5), then VnC(X) '




bn(x)v(x)|f(x)|, f ∈ VnC(X), v ∈ V .
Then the fundamental system of seminorms of EAB is
qn,v(f) = sup
x∈X
bn(x)v(x)|f(x)|, f ∈ VnC(X), n ∈ N, v ∈ V .
On the other hand, the topology of the space Lb(E,F ) can be described as
follows. Denote the seminorms of F by qn, then the seminorms defining the
topology of Lb(E,F ) are
rn,B(M) := sup
f∈B
qn(Mf), M ∈ Lb(E,F ), n ∈ N, B ⊂ E bounded.
The following theorem is the main result and ensures that the topology of the
space Lb(E,F ) induces on the space of multipliers EAB from E into F the natural
(PLB)-topology defined above.
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Theorem 1.6.1 Assume the property (D) holds for V = (1/am)m. Then the
map T : EAB −→ Lb(E,F ), ϕ 7→ Mϕ is a topological isomorphism into. Hence
Lb(E,F ) induces on the set of multipliers the (PLB)-topology.
Proof. The injectivity is easy.
1. Continuity of T : Fix n ∈ N and let B be a bounded set in E. Apply
Lemma 1.4.5 to find v ∈ V such that B ⊂ Bv. For ϕ ∈ EAB, we have









2. Continuity of T−1: Fix n ∈ N and v ∈ V . For each x ∈ X denote by fx a
function with compact support in E such that 0 ≤ fx ≤ 1 and fx(x) = 1. Then,




≥ qn(Mϕ(fx · v))
= qn(v · ϕ · fx)
≥ bn(x)v(x)|ϕ(x)|.
Since x ∈ X is arbitrary, we have qn,v(ϕ) ≤ rn,Bv(Mϕ). 2

Chapter 2
Echelon and Co-Echelon spaces
2.1 Introduction and notation
Our notation for Ko¨the echelon and co-echelon sequence spaces is as in [24] and
[63]. We recall here the terminology needed below. A complex sequence v =
(v(i))i ∈ CN is called a weight if it is strictly positive. The weighted Banach
spaces of sequences are defined by
`p(v) := {x = (xi)i ∈ CN : pv(x) := ‖(v(i)xi)i‖p <∞}, 1 ≤ p ≤ ∞,
c0(v) := {x = (xi)i ∈ CN : lim
i→∞
v(i)xi = 0},
where ‖ · ‖p denotes the usual `p norm. These spaces are Banach spaces with the
corresponding norm pv, and c0(v) is a Banach space with the norm of `∞(v).
Now, given A = (an)n, a Ko¨the matrix (i.e. each an is a weight and an(i) ≤








endowed with the projective topologies
λp(A) := proj
n∈N
`p(an) and λ0(A) := proj
n∈N
c0(an).
These spaces are Fre´chet spaces with the topology defined by the corresponding
seminorms pn := pan , with n = 1, 2, . . . Observe that we only consider here Ko¨the
echelon spaces with a continuous norm. It is easy to extend our results to the
general case, since every Ko¨the echelon space is the countable product of Ko¨the
echelon spaces with a continuous norm; see [24] and [15].
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From the same Ko¨the matrix A = (an)n, define V = (vn)n = ((1/an(i))i)n.
The co-echelon space of order 1 ≤ p ≤ ∞ is defined by
κp(A) = κp(V ) :=
⋃
n∈N




endowed with the inductive topologies
κp(A) := ind
n∈N
`p(vn) and κ0(A) := proj
n∈N
c0(vn).
The corresponding Nachbin family V , defined in Section 1.3, is, in the discrete
case, just V = λ∞(A)+ := {v ∈ λ∞(A) : v ≥ 0}. We denote
Kp(A) := proj
v∈V
`p(v), K0(A) := proj
v∈V
c0(v),
for 1 ≤ p ≤ ∞. The topology is the one given by the family of seminorms
{pv : v ∈ V }. The relations between κp(A) and Kp(A) are well known and can
be seen in Section A.4.
Along this chapter we work with diagonal (multiplication) operators on these
echelon and co-echelon spaces. Given a sequence ϕ = (ϕi)i, we define the mul-
tiplication (or diagonal) operator as Mϕ : CN −→ CN, (xi)i 7→ (ϕixi)i. These
operators have been investigated by many authors. We mention here [5] [13],
[14] and [49]. In the context of Ko¨the echelon spaces, diagonal operators were
investigated by Crofts [38].
Many of the properties we study for the multiplication operator are mere
corollaries of the results in Chapter 1, since we have CA(N) = λ∞(A), CA0(N) =
λ0(A), V C(N) = κ∞(A) and V0C(N) = κ0(A). Therefore we focus mainly in the
cases 1 ≤ p <∞. It turns out that those cases behave usually like the case p = 0.
2.2 Ergodic properties of diagonal operators
The aim of this section is to characterize the power boundedness, the mean
ergodicity and the uniform mean ergodicity of the diagonal operators defined
on Ko¨the echelon and co-echelon spaces.
First we characterize the multipliers acting on echelon and co-echelon spaces.
The following result is well known and can be easily deduced from [38]. See also
Propositions 1.2.1, 1.3.1 and 1.4.1.
Lemma 2.2.1 Let v, w ∈ CN be weights and let A = (am)m and B = (bn)n be
Ko¨the matrices. The following assertions hold for 1 ≤ p ≤ ∞ and p = 0,
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(ii) Mϕ : λp(A) −→ λp(B) is continuous if, and only if, for each n ∈ N there






(iii) Mϕ : κp(A) −→ κp(B) is continuous if, and only if, for each m ∈ N there






(iv) If A = B, then Mϕ : λp(A) −→ λp(A) is continuous if, and only if, Mϕ :
κp(A) −→ κp(A) is continuous if, and only if, for each n ∈ N there exists






Proof. (i) First note that MΦ : `p −→ `p is continuous if, and only if, Φ is
bounded. The operators Mv : `p(v) −→ `p and Mw : `p(w) −→ `p are isomor-
phisms. Therefore Mϕ : `p(v) −→ `p(w) is continuous if, and only if, MΦ is
continuous, where Φ = w(i)ϕiv(i) , since MΦ = MwMϕM
−1
v .
(ii) This proof mimics the one of Proposition 1.4.1, using that Mϕ is continu-
ous if, and only if, for each n ∈ N there existsm ∈ N such that pbn(Mϕx) ≤ pan(x),
for all x ∈ λp(A).
(iii) According to Grothendieck’s factorization theorem [63, Theorem 24.33],
Mϕ is continuous if, and only if, for each m ∈ N there exists n ∈ N such that
Mϕ : `p((1/am(i))i) −→ `p((1/bn(i))i) is continuous. The conclusion follows
from assertion (i).
(iv) This is a particular case of (ii) and (iii). 2
Lemma 2.2.2 Let X be λp(A) or κp(A) for 1 ≤ p ≤ ∞ or p = 0 or be `p for
1 ≤ p ≤ ∞ or c0. If T := Mϕ ∈ L(X) satisfies that Tkxk → 0 as k →∞ for each
x ∈ X, then ‖ϕ‖∞ ≤ 1. This holds in particular if T is power bounded or mean
ergodic.
Proof. This is a particular case of Lemma 1.2.2 for the cases p = 0,∞ and c0.
We include it here in the general case for the sake of completeness.










with (T kej)j the j-th coordinate of T
kej . This implies |ϕj | ≤ 1.
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clearly converges to 0 in Ls(X). On the
other hand, if T is mean ergodic, then T
kx
k = T[k]x − k−1k T[k−1]x converges to 0
as k →∞ for each x ∈ X. 2
Remark 2.2.3 Let v be a weight and let A be the Ko¨the matrix (v)n. Then,
for 1 ≤ p ≤ ∞, λp(A) = `p(v) and λ0(A) = c0(v) algebraically and topologically.
Therefore the ergodic properties of the Banach sequence spaces are not explicitly
proved, as they are particular cases of the echelon spaces.
2.2.1 Echelon Spaces
Throughout this section A = (an)n is a Ko¨the matrix and the corresponding
decreasing family is V = (vn)n = (1/an)n.
Proposition 2.2.4 For 1 ≤ p ≤ ∞ and p = 0, Mϕ ∈ L(λp(A)) is power bounded
if, and only if, ‖ϕ‖∞ ≤ 1.
Proof. Necessity follows from Lemma 2.2.2. Conversely, if ‖ϕ‖∞ ≤ 1, then
pn(M
k
ϕx) ≤ pn(x) for every k, n ∈ N and x ∈ λp(A). Thus Mϕ is power bounded.
2
The following lemma follows from a more general argument, we give however
a direct proof.
Lemma 2.2.5 Let (yk)k ⊂ λ0(A) be bounded with limk yki = 0 for each i ∈ N.
Then (yk)k converges to 0 for the weak topology σ(λ0(A), (λ0(A))
′).
Proof. Let u = (ui)i ∈ λ0(A)′. There is m ∈ N such that (ui/am(i))i ∈ `1. Since
(yk)k is bounded, there is M > 0 such that am(i)|yki | ≤ M for each i, k ∈ N.









Now, there is k0 ∈ N such that for all k ≥ k(0) and i = 1, ..., i(0), we have















Therefore (yk)k converges to 0 for the weak topology σ(λ0(A), (λ0(A))
′). 2
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Theorem 2.2.6 For 1 ≤ p < ∞ or p = 0, Mϕ ∈ L(λp(A)) is mean ergodic if,
and only if, ‖ϕ‖∞ ≤ 1.
Proof. If Mϕ is mean ergodic, by Lemma 2.2.2, ‖ϕ‖∞ ≤ 1.
Now we assume that ‖ϕ‖∞ ≤ 1 and distinguish three cases.
1. If 1 < p < ∞, the space λp(A) is reflexive. By Corollary A.2.2.(ii), every
power bounded operator in λp(A), 1 < p < ∞ is mean ergodic. The conclusion
follows from Proposition 2.2.4.
For the rest of the proof, we may assume without loss of generality that
ϕi 6= 1 for all i ∈ N. Otherwise we split the space into two sectional subspaces
and observe that in the subspace in which ϕi = 1, the diagonal operator acts as
the identity.
Under this assumption, the following expression of the i-th coordinate of the
means (Mϕ)[k]x of the iterates evaluated at x ∈ λp(A) is useful.
((Mϕ)[k]x)i =







2. For the case p = 1. Fix x ∈ λ1(A). We want to show that (Mϕ)[k]x
converges to 0 in λ1(A). Let ε > 0 and fix n ∈ N. Since x ∈ λ1(A), there exists


















|1− ϕi| = 0.
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By Proposition 2.2.4, Mϕ is power bounded and, in particular, (y
k)k is bounded.
Clearly, for each i ∈ N, limk yki = 0. Apply Lemma 2.2.5 to deduce that (yk) con-
verges to 0 for the weak topology σ(λ0(A), (λ0(A))
′). By Yosida’s mean ergodic
theorem (see Corollary A.2.2.(i)) we conclude that Mϕ is mean ergodic. 2
The following useful description of the bounded sets in a Ko¨the echelon space
is due to Bierstedt, Meise and Summers [23].
Lemma 2.2.7 Let 1 ≤ p ≤ ∞ or p = 0, then B ⊂ λp(A) is bounded if, and only
if, there exists v0 ∈ V , with v0 > 0, such that
B ⊂ Bv0 :=
{









In the following result the equivalence of (1)− (3) and (5) is a particular case
of Theorem 1.4.6. However we give a direct proof.
Theorem 2.2.8 The following assertions are equivalent:
(1) Mϕ ∈ L(λ∞(A)) is mean ergodic,
(2) Mϕ ∈ L(λ∞(A)) is uniformly mean ergodic,
(3) Mϕ ∈ L(λ0(A)) is uniformly mean ergodic,
(4) for 1 ≤ p <∞, Mϕ ∈ L(λp(A)) is uniformly mean ergodic,








|1− ϕi| = 0,
where J = {i ∈ N : ϕi = 1}.
Proof. Clearly (2) implies (1) and (3).
We prove that (1) implies (5). Clearly ‖ϕ‖∞ ≤ 1, by Lemma 2.2.2. For
the rest assume that ϕi 6= 1 for all i ∈ N, i.e. J = ∅, and let n ∈ N and
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and we conclude.
We assume (5) and show (2) and (4) simultaneously. Assume that ϕi 6= 1 for
all i ∈ N. Fix 1 ≤ p ≤ ∞, let B ⊂ λp(A) be bounded and let v0 ∈ V be as in



























which converges to 0 by assumption.
Now we show that both (3) and (4) imply (5). Assume that ϕi 6= 1 for all
i ∈ N. Let 1 ≤ p < ∞ or p = 0 and fix n ∈ N and v ∈ V . Let B = {x ∈
λp(A) : |xi| ≤ v(i),∀i ∈ N} and ε > 0. By uniform mean ergodicity, there exists
k0 ∈ N such that for k ≥ k0, pn((Mϕ)[k]x) < ε for every x ∈ B. For each s ∈ N,
let xs = (δisv(s))i. Note that x





|1− ϕs| = pn((Mϕ)[k]x
s) < ε.
2
The following result is a consequence of [2, Propositon 2.9].
Proposition 2.2.9 Let 1 ≤ p < ∞ or p = 0 and let A = (an)n be a Ko¨the
matrix. The space λp(A) is Montel if, and only if, every mean ergodic diagonal
operator Mϕ on λp(A) is uniformly mean ergodic.
Proof. Every power bounded operator on a Fre´chet Montel space is uniformly
mean ergodic by Corollary A.2.2.(iii). Also Mϕ is mean ergodic if, and only if, it
is power bounded.
If λp(A) is not Montel, then it contains a sectional subspace which is diag-
onally isomorphic to `p (or to c0 if p = 0) by [30, proof of Proposition 2.5].
The conclusion follows, since there are mean ergodic not uniformly mean ergodic
diagonal operators on `p, by [88, Example 2.4].
2
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2.2.2 Co-Echelon Spaces
Throughout this section A = (an)n is a Ko¨the matrix and the corresponding
decreasing family is V = (vn)n = (1/an)n.
Lemma 2.2.10 For 1 ≤ p ≤ ∞ and p = 0, Mϕ ∈ L(κp(A)) is power bounded if,
and only if, ‖ϕ‖∞ ≤ 1 .
Proof. The cases p = 0,∞ are particular cases of Proposition 1.3.2. We prove
the case 1 ≤ p <∞.
Necessity of ‖ϕ‖∞ ≤ 1 follows directly from Lemma 1.2.2. Assume now
‖ϕ‖∞ ≤ 1, then for each v ∈ V , pv(Mkϕx) ≤ pv(x), for every k ∈ N and x ∈ κp.
By Theorem A.4.2, the topology of κp is actually given by the seminorms pv.
Thus, we conclude. 2
Theorem 2.2.11 For 1 ≤ p < ∞ and p = 0, Mϕ ∈ L(κp) is mean ergodic if,
and only if, ‖ϕ‖∞ ≤ 1.
Proof. The case p = 0 follows from Lemma 1.3.3. The case 1 < p < ∞ is clear
using reflexivity of κp, as in Theorem 2.2.6.
For the case p = 1, necessity is seen as usual. For the converse, assume
‖ϕ‖∞ ≤ 1. This implies mean ergodicity of Mϕ on any `1(vn) (as a consequence of
Theorem 2.2.6 and Remark 2.2.3). Then, for any x ∈ κ1, there exists n ∈ N such
that x ∈ `1(vn) and (Mϕ)[k]x converges there. By continuity of `1(vn) ↪→ κp(V ),
we conclude. 2
Theorem 2.2.12 Mϕ ∈ L(κ∞) is uniformly mean ergodic if, and only if, it is
mean ergodic.
Proof. It is a particular case of Proposition 1.3.5. 2
Theorem 2.2.13 The following assertions are equivalent:
(1) Mϕ ∈ L(κ0) is uniformly mean ergodic,
(2) for 1 ≤ p <∞, Mϕ ∈ L(κp) is uniformly mean ergodic,








|1− ϕi| = 0,
where J = {i ∈ N : ϕi = 1}.
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Proof. (1) ⇐⇒ (3) follows from Theorem 1.3.7.
For (3) ⇒ (2) let B ⊂ κp be bounded. By regularity (Definition A.3.3,
Theorem A.4.2), there exist n ∈ N and M > 0 such that B ⊂MBn, where Bn is





pv((Mϕ)[k]x− Px) = 0,
for each v ∈ V , where P is as usual. Fix v ∈ V and k ∈ N, we have,
sup
x∈B


























For (2) ⇒ (3) assume Mϕ is uniformly mean ergodic and fix k, n ∈ N and

























which converges to 0 by assumption. 2
We would like to connect the results of Theorem 2.2.11 with those of Theo-
rem 2.2.13, as we did in Section 1.3. To do so, we consider the topological identity
κ∞ = K∞. See Theorem A.4.3.
Theorem 2.2.14 Assume κ∞ = K∞. Then Mϕ ∈ L(κ∞) is uniformly mean
ergodic if, and only if, condition (3) of Theorem 2.2.13 holds.
Proof. It is a particular case of Corollary 1.3.9. 2
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2.3 Spectrum of diagonal operators
We start with the point spectrum. This result should be compared with Lemma
1.5.1 and the examples after.
Lemma 2.3.1 Let E be λp(A) or κp(A) for 1 ≤ p ≤ ∞ or p = 0 or be `p for
1 ≤ p ≤ ∞ or c0. Then,
σpt(Mϕ, E) = {ϕi : i ∈ N}.
Proof. If λ ∈ σpt(Mϕ, E), then there exists 0 6= x ∈ E such that ϕixi = λxi,
for all i ∈ N. Since x 6= 0, there is i ∈ N such that ϕi = λ, and therefore
σpt(Mϕ, E) ⊆ {ϕi : i ∈ N}.




i )i = ϕje
j ,
thus, ϕj ∈ σpt(Mϕ, E) and {ϕi : i ∈ N} ⊆ σpt(Mϕ, E). 2
Proposition 2.3.2 Let v be a weight and let E be `p(v) for 1 ≤ p ≤ ∞ or c0(v).
Then,
σ(Mϕ, E) = {ϕi : i ∈ N}.
Proof. The proof mimics the one of Proposition 1.5.3 using Lemma 2.2.1. Indeed,
since the spectrum is a closed set of C and {ϕi : i ∈ N} ⊆ σ(Mϕ, E) by
Lemma 2.3.1, we deduce {ϕi : i ∈ N} ⊆ σ(Mϕ, E).
For the other inclusion let µ ∈ C\{ϕi : i ∈ N}. Then, there exists ε > 0 such
that for every i ∈ N, |ϕi − µ| ≥ ε. Define φ = (φi)i ∈ CN by φi = 1ϕi−µ . Thus,
φ is a bounded sequence and Mφ ∈ L(E) by Lemma 2.2.1.(i). Clearly Mφ is the
continuous inverse of Mϕ − µI, therefore, µ 6∈ σ(Mϕ, E). 2
Proposition 2.3.3 Let E be λp(A) or κp(A) for 1 ≤ p ≤ ∞ or p = 0. Then the
following assertions are equivalent:
(1) µ ∈ ρ(Mϕ, E),






|ϕi − µ| <∞.
Proof. The equivalence follows from Lemma 2.2.1. 2
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Example 2.3.4 Recall Example 1.4.9. Set A = (an)n, with an(i) = i
n and
ϕ(i) = 1− 2−i. Condition (2) in Proposition 2.3.3 does not hold for µ = 1, since




Therefore, 1 ∈ σ(λp(A)). Since 1− 2−i ∈ σ(λp(A)) for all i ∈ N as well, then 1 is
an accumulation point of the spectrum. In [2, Example 2.17] the authors show
that Mϕ is uniformly mean ergodic. These facts show that the Theorem A.2.5
by Dunford and Lin does not necessarily hold for spaces which are not Banach.
Lemma 2.3.5 Let E be λp(A) or κp(A) for 1 ≤ p ≤ ∞ or p = 0. Then
σ∗(Mϕ, E) = σ(Mϕ, E) = {ϕi : i ∈ N}.
Proof. The second equality can be proved in similar manner than that of Corol-
lary 1.5.5.
The cases p = 0,∞ are a particular case of Proposition 1.5.7. The proof of
the cases with 1 ≤ p < ∞ is analogous to Proposition 1.5.7. We include it here
with the notation for sequence spaces. Let 1 ≤ p < ∞. By the very definition,
we have σ(Mϕ, E) ⊂ σ∗(Mϕ, E).
It remains to prove the other inclusion. Let λ ∈ C \ {ϕi : i ∈ N}. There
exists δ > 0 such that if |µ− λ| ≤ 2δ, then µ ∈ ρ(Mϕ, E). We show that the set
{(Mϕ − µI)−1 : |λ− µ| ≤ δ}
is equicontinuous. By Lemma 2.3.1, we know that ϕi ∈ σ(Mϕ, E), and thus
|ϕi − λ| > 2δ. Therefore, if µ ∈ C satisfies |λ − µ| ≤ δ, then for every i ∈ N we
have
|ϕi − µ| ≥ |ϕi − λ| − |λ− µ| > 2δ − δ = δ.




x, for each µ ∈ C with
|λ− µ| ≤ δ. Then for every i ∈ N we have
|yµi | =
∣∣∣∣ xiϕi − µ
∣∣∣∣ ≤ 1δ |xi|.
From this we deduce for E = λp(A) that
pn((Mϕ − µI)−1x) ≤ 1
δ
pn(x),
for all n ∈ N and for all µ with |λ − µ| ≤ δ. Therefore the set {(Mϕ − µI)−1 :
|λ− µ| ≤ δ} is equicontinuous, hence λ ∈ ρ∗(Mϕ, λp(A)).
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Now if E = κp(A), by Theorem A.4.2, the topology of κp is given by the
seminorms pv and
pv((Mϕ − µI)−1x) ≤ 1
δ
pv(x),
for all n ∈ N and for all µ with |λ − µ| ≤ δ. We conclude as well that the set
{(Mϕ − µI)−1 : |λ− µ| ≤ δ} is equicontinuous. 2
2.4 Compactness and boundedness of
diagonal operators
The first result of this section is well-known, we include a proof.
Lemma 2.4.1 Let X be a Banach space with a Schauder basis {em : m ∈ N} and
let Pn be the projection into the subspace generated by {e1, . . . , en}, for n ∈ N.
Then a bounded set K ⊂ X is relatively compact if, and only if, (I − Pn)n
converges to 0 uniformly in K.
Proof. Assume first that K is a compact set. By the very definition of a basis,
(I − Pn)n converges to 0 pointwise in X. Therefore the set {I − Pn : n ∈ N} is
equicontinuous. The compact-open topology coincides with the one of Ls(X) for
equicontinuous sets. Therefore, (I − Pn)n converges to 0 uniformly in K.
For the converse fix ε > 0. Then there exists n0 ∈ N such that for each x ∈ K
and for each n ≥ n0, we have
‖(I − Pn)x‖ < ε
2
.
Now, each x ∈ K can be written as x = Pnx + (I − Pn)x. Therefore, if we fix
n ≥ n0 we have
K ⊆ PnK +B(0, ε
2
).
Since PnK is a bounded set with finite dimension, it is already precompact (which
is equivalent to relatively compact in metric complete spaces) by Heine-Borel
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implies that K is precompact. 2
The following result is well known and can be found as an exercise in [63,
Chapter 15].
Lemma 2.4.2 Let 1 ≤ p <∞, then the following assertions hold:
(i) A bounded set K ⊂ `p is relatively compact if, and only if, for each ε > 0
there exists N ∈ N such that for every x ∈ K,
∞∑
j=N+1
|xj |p < εp, and
(ii) A bounded set K ⊂ c0 is relatively compact if, and only if, for each ε > 0
there exists N ∈ N such that for every x ∈ K,
sup
j≥N+1
|xj | < ε.
Proof. Apply Lemma 2.4.1 computing the ‖(I − Pn)x‖ with the corresponding
norm. 2
Lemma 2.4.3 The multiplication operator Mφ : c0 −→ c0 is compact if, and
only if, φ ∈ c0.
Proof. Assume Mφ is compact, then, if B0 is the closed unit ball of c0, MφB0 is
relatively compact in c0. Let ε > 0, then by Lemma 2.4.2, there exists N ∈ N
such that for every x ∈ B0 and every j > N , |φjxj | < ε. This holds in particular
for x = ej ∈ B0, and thus for every j > N , |φj | < ε and φ ∈ c0.
Now assume φ ∈ c0. First note that, since φ ∈ `∞, MφB0 ∈ c0. It remains to
show that it is relatively compact. To do so, let ε > 0. Then there exists N ∈ N










|φjxj | < ε,
and we conclude using Lemma 2.4.2. 2
Lemma 2.4.4 If 1 ≤ p < ∞, then the multiplication operator Mφ : `p −→ `p is
compact if, and only if, φ ∈ c0.
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Proof. Assume Mφ is compact, then, if Bp is the closed unit ball of `p, MφBp is
relatively compact in `p. Let ε > 0, then by Lemma 2.4.2, there exists N ∈ N
such that for every x ∈ B0,
∞∑
j=N+1
|φjxj |p < εp.
This holds in particular for x = ej ∈ Bp, and thus for every j > N , |φj |p < εp
and φ ∈ c0.
Now assume φ ∈ c0. First note that, since φ ∈ `∞, MφBp ∈ `p. It remains to
show that it is relatively compact. To do so, let ε > 0. Then there exists N ∈ N
such that if j > N , |φj | < ε. We have, for x ∈ Bp
∞∑
j=N+1
|φjxj |p < εp
∞∑
j=N+1
|xj |p < εp.
Conclusion follows by Lemma 2.4.2. 2
Lemma 2.4.5 Let v, w : N −→ C, with v, w > 0 and 1 ≤ p < ∞. Then, the
following assertions are equivalent:
(1) The multiplication operator Mϕ : c0(v) −→ c0(w) is compact.





Proof. We show (1) ⇐⇒ (3). Consider the isometries Mv : co(v) −→ c0,






Mφ = Mw ◦Mϕ ◦M−1v . Thus, Mϕ is compact if, and only if, Mφ is compact.
Apply Lemma 2.4.3.
For (2) ⇐⇒ (3) follow the same reasoning, with Lemma 2.4.4. 2
2.4.1 Projective limits





n Fn and endow them with the projective topologies
E = projmEm and F = projn Fn. Let pim : E −→ Em and pin : F −→ Fn be the
natural continuous injections.
Lemma 2.4.6 A set K ⊂ E is relatively compact in E if, and only if, pim(K) is
relatively compact in Em for every m ∈ N.
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Proof. The direct implication follows since pim is continuous, and thus pim(K) is
relatively compact.
Now assume pim(K) is relatively compact for every m ∈ N. Then by Tijonov’s
theorem,
∏
m pim(K) is relatively compact in
∏
mEm. But K ⊂ E, then K ⊂
E ∩∏m pim(K) is relatively compact in E ∩∏mEm = E. 2
This lemma is a well-known result and can be seen, for example, in [5, Lemma
25].
Lemma 2.4.7 Assume E is dense in Em for all m ∈ N. Let T : E −→ F be a
continuous linear operator. Then
(i) T is bounded if, and only if, there is m ∈ N such that for each n ∈ N, T
has a unique continuous linear extension Tm,n : Em −→ Fn.
(ii) T is compact if, and only if, there is m ∈ N such that for each n ∈ N, T
has a unique compact linear extension Tm,n : Em −→ Fn.
Proof. Only the proof for the compact case is shown, since both are quite similar.
Denote by Bm the unit ball of Em. Assume there is m ∈ N such that for each
n ∈ N, T has a unique compact linear extension Tm,n : Em −→ Fn. We have
T (Bm ∩ E) ⊂ Tm,n(Bm) ⊂ Fn, and thus T (Bm ∩ E) is relatively compact in Fn
for each n ∈ N. This fact together with Lemma 2.4.6 and noting that Bm ∩E is
a neighbourhood of 0 in E gives us that T is compact.
Assume now that T is compact, then there exists a neighbourhood of 0 U
such that T (U) is relatively compact in F . There exist m ∈ N and α > 0 such
that Bm ∩ E ⊂ αU . Thus T (Bm ∩ E) is relatively compact in F , and therefore,
in each Fn. If pm is the norm of Em, then (E, pm) is a normed space and the
operator T : (E, pm) −→ Fn is compact for each n ∈ N, since Bm ∩E is the unit
ball of (E, pm). Now, since (E, pm) is dense in Em, there exists a unique linear
continuous extension Tm,n : Em −→ Fn, which is also compact, for each n ∈ N.
2
Proposition 2.4.8 For 1 ≤ p < ∞ or p = 0 and A = (am)m and B = (bn)n
Ko¨the matrices, then
(i) Mϕ : λp(A) −→ λp(B) is bounded if, and only if, there exists m ∈ N such
that for every n ∈ N, supi bn(i)|ϕi|am(i) <∞.
(ii) Mϕ : λp(A) −→ λp(B) is compact if, and only if, there exists m ∈ N such
that for every n ∈ N, limi→∞ bn(i)|ϕi|am(i) = 0.
Proof. For both cases apply Lemma 2.4.7, since the dense space of null se-
quences is inside of λp(A). For compactness use it with Lemma 2.4.5.(1) or
Lemma 2.4.5.(2), for each case and with v = am and w = bn. 2
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2.4.2 Inductive limits
Lemma 2.4.9 Let E = indmEm and F = indn Fn be inductive limits of Banach
spaces. Assume F is regular. Then the continuous and linear operator T : E −→
F is bounded if, and only if, there exists n ∈ N such that for all m ∈ N the
restriction T : Em −→ Fn is continuous.
Proof. Denote by Bm and Cn the unit balls of Em and Fn respectively. By
regularity the condition of T being bounded is equivalent to the condition
there are a 0-neighbourhood U , n and λ > 0 such that T (U) ⊂ λCn. (∗)
Thus we prove that (∗) is equivalent to the restrictions being continuous. First
assume (∗) and let m ∈ N. Since Bm is bounded, there exists λm > 0 such that
Bm ⊂ λmU . Thus T (Bm) ⊂ λT (U) ⊂ λλmT (Cn), and therefore T : Em −→ Fn
is continuous.
Now we assume that there exists n ∈ N such that T : Em −→ Fn is continuous
for each m ∈ N. For each m ∈ N there exists a λm > 0 such that T (Bm) ⊂ λmCn.




m Bm), where Γ denotes the absolutely convex hull of the







for some s ∈ N, bj ∈ Bj and with







Since λ−1j Tbj ∈ Cn and Cn is absolutely convex, we have Tx ∈ Cn and TU ⊂ Cn
and thus, (∗). 2
Proposition 2.4.10 Let 1 ≤ p < ∞ and A = (am)m and B = (bn)n Ko¨the
matrices, then Mϕ : κp(A) −→ κp(B) is bounded if, and only if, there exists
n ∈ N such that for all m ∈ N, supi bn(i)|ϕi|am(i) <∞.
The result also holds for p = 0 if the Ko¨the matrix B is regularly decreasing.
Proof. Apply Lemma 2.4.9. The regularity of κp(B), for 1 ≤ p <∞ and also for
p = 0, follows from Theorem A.4.2. 2
Let E = indmEm. Recall that E is precompactly retractive if for each compact
K ⊂ E, there exists m such that K ⊂ Em and it is compact there. Furthermore,
E is called sequentially retractive if for each null sequence in E there exists m
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such that the sequence is contained in Em and is null there. It is well-known
that these two concepts are equivalent and they are even equivalent to E being
strongly boundedly retractive (Definition A.3.3) [35, Theorem 16] or [80]. For
our case we have the following lemma, which can be found in [15, Theorem 4.11].
Lemma 2.4.11 Let 1 ≤ p ≤ ∞ or p = 0, then κp(A) is precompactly retractive
if, and only if, A is regularly decreasing.
Lemma 2.4.12 If (Kn)n is a sequence of precompact sets in a Fre´chet space X,




Proof. Let (Un) be a decreasing basis of neighbourhoods of 0. Then for each n ∈
N, there exists λn > 0 such that Kn ⊂ λnUn. Let µn = λ−1n and K =
⋃
n µnKn.
Fix a 0-neighbourhood U , then there is s ∈ N with Us ⊂ U . Then, for n ≥ s,







Un ⊂ Us ⊂ U.





is a finite union of precompact sets and thus precompact itself, then there exist






K = K1 ∪K2 ⊂
t⋃
n=1
(xi + U) ∪ U,
and K is precompact. 2
Note that in our inductive limits, since they are complete, precompactness
and relative compactness are the same.
Lemma 2.4.13 Let E = indmEm and F = indn Fn be inductive limits of Banach
spaces. Assume F is precompactly retractive. Then the continuous and linear
operator T : E −→ F is compact if, and only if, there exists n ∈ N such that for
all m ∈ N the restriction T : Em −→ Fn is compact.
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Proof. Assume T is compact, then there exists a 0-neighbourhood U such that
T (U) is relatively compact in F . Since F is precompactly retractive, there exists
n ∈ N such that T (U) ⊂ Fn and it is relatively compact. For each m ∈ N
there exists λm such that the unit ball Bm is inside of λmU , and thus T (Bm) is
relatively compact in Fn and T : Em −→ Fn is compact.
Now assume the other assertion, then T (Bm) is relatively compact in Fn
for every m ∈ N. By Lemma 2.4.12, there exists a sequence (µm)m such that⋃
m µmT (Bm) is relatively compact. Let U = Γ(
⋃
m µmBm) be the absolutely
convex hull of that union, which is a 0-neighbourhood in E. Now,




which is the absolutely convex hull of a relatively compact set, and thus relatively
compact and T : E −→ F is compact. 2
Proposition 2.4.14 Let 1 ≤ p ≤ ∞ or p = 0, let A = (am)m be a Ko¨the matrix
and let B = (bn)n be a regularly decreasing Ko¨the matrix. Then Mϕ : κp(A) −→





Proof. Apply Lemma 2.4.13, Lemma 2.4.11 and Lemma 2.4.5. 2
2.5 About the topology of sets of symbols
2.5.1 Topology of the set of multipliers
The results given in Section 1.6 relating to the topology of the set of multipli-
ers between projective limits of Banach spaces of continuous functions can be
stated also for Ko¨the echelon spaces. The notation used in this section is that of
Section 1.6, we recall it here.
Let A = (am)m and B = (bn)n be Ko¨the matrices, let 1 ≤ p ≤ ∞ or p = 0
and let ϕ ∈ CN.
By Lemma 2.2.1, Mϕ is continuous from λp(A) to λp(A), that is ϕ is a mul-
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is a decreasing family of weights for each n ∈ N. Now let
V = (1/am)m, then we have κp(Vn) ' κp(V ), for each n ∈ N.
Now assume that κp(V ) = Kp(V ). This condition is characterized in Sec-
tion A.4. Then κp(Vn) ' Kp(V ), for each n ∈ N. This way, the topology of
κp(Vn) is given by the seminorms
pv(x) := bn(i)v(i)|xi|, x ∈ κp(Vn), v ∈ V .
Then the fundamental system of seminorms of EAB is
qn,v(x) = sup
i∈N
bn(i)v(i)|xi|, x ∈ κp(Vn), n ∈ N, v ∈ V .
On the other hand, the topology of the space Lb(λp(A), λp(B)) can be de-
scribed as follows. Denote the seminorms of λp(B) by qn, where
qn(x) = ‖(an(i)xi)i‖p, x ∈ λp(B), n ∈ N.




where M ∈ Lb(λp(A), λp(B)), n ∈ N, B ⊂ λp(A) bounded.
The condition κp(V ) = Kp(V ) holds directly for 1 ≤ p < ∞. The condition
κ0(V ) = K0(V ) is equivalent to V being regularly decreasing. Finally, κ∞(V ) =
K∞(V ) holds if, and only if, V has the property (D) if, and only if, λ1(V ) is
distinguished.
Theorem 2.5.1 Let 1 ≤ p ≤ ∞ or p = 0. Assume κp(V ) = Kp(V ). Then the
map T : EAB −→ Lb(λp(A), λp(B)), ϕ 7→Mϕ, is a topological isomorphism into.
Proof. The injectivity of T is easy.
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1. Continuity of T : Fix n ∈ N and let B ⊂ λp(A) be bounded. Apply
Lemma 2.2.7 to find v ∈ V such that B ⊂ Bv. For ϕ ∈ EAB we have




















2. Continuity of T−1: Fix n ∈ N and v ∈ V . For j ∈ N let ej = (δij)i. Thus,
ejv(j) ∈ Bv. For j ∈ N we have







Since j ∈ N is arbitrary, we have qn,v(ϕ) ≤ rn,Bv(Mϕ). 2
The following result about the locally convex properties of the space EAB of
multipliers is a direct consequence of [1]. We refer the reader to this article and
to [82] for the relevance of the technical conditions (Q) and (wQ).









(i) Assume (VN )N satisfies condition (Q), i.e.













Then EAB is barrelled.
(ii) If EAB is barrelled, then (VN )N satisfies condition (wQ), i.e.
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2.5.2 Topology of the set of bounded multiplication operators
Let A = (am)m and B = (bn)n be Ko¨the matrices. Let 1 ≤ p <∞ or p = 0 and
E = λp(A) and F = λp(B). By Proposition 2.4.8, the operator Mϕ is bounded




























and we get an (LF)-space. Clearly FAB ⊂ EAB, the next result gives the equality
(even topological).
Theorem 2.5.3 The following assertions hold for FAB and EAB:
(i) FAB = EAB algebraically if, and only if, condition (B) holds, i.e.







(ii) If FAB = EAB algebraically and A satisfies condition (Q), then the equality
holds also topologically, where













(iii) If FAB = EAB algebraically and topologically, then A satisfies condition
(wQ), i.e.
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2.6 Power series spaces
In this section we consider a particular case of Ko¨the echelon spaces, the power
series spaces, and state the results obtained for the general case for them. Given
α = (αj)j an increasing non-negative sequence such that limj αj = ∞, r ∈
R ∪ {+∞} and 1 ≤ p <∞, we define
Λpr(α) =
x ∈ CN : ‖x‖pt := ∑
j∈N




x ∈ CN : ‖x‖t := sup
j∈N
|xj |etαj <∞, for all t < r
}
.
These spaces are the so-called power series spaces. General results on these
spaces can be extracted from chapter 29 in [63] and will be stated without proof.
The relevance of the power series spaces appears in the characterization of nuclear
locally convex spaces and nuclear Fre´chet spaces.
For a fixed 1 ≤ p ≤ ∞ we have Λpr(α) = Λp0(α), for each r <∞. Furthermore,
a definition like the one above could be done to define Λ00(α) and Λ
0∞(α), but
those spaces coincide, even topologically, with Λ∞0 (α) and Λ∞∞(α). Hence, the
only spaces of our interest are Λp0(α) and Λ
p∞(α). Both of these spaces are Montel
spaces.
This first result shows that the power series spaces are, indeed, special cases
of echelon spaces.
Lemma 2.6.1 Let 1 ≤ p ≤ ∞. If α = (αj)j is an increasing non-negative
sequence with limj→∞ αj =∞, then
(i) A = (an)n = ((e
−αj




(ii) A = (an)n = ((e




Proposition 2.6.2 Let 1 ≤ p ≤ ∞. Then Mϕ : Λp0(α) −→ Λp0(α) is continuous






where log+(a) = max{0, log(a)}.
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Proof. First let us assume that Mϕ is continuous, then, by Lemma 2.2.1, for each














































Now, let ε > 0 and choose n ∈ N such that n > 2/ε. Then there exists i0 ∈ N
such that for i ≥ i0, logMαi < ε/2. Then, for i ≥ i0,
log+ |ϕi|
αi
< ε/2 + ε/2 = ε.




For the other implication let n ∈ N and let m = n + 1. Then there exists
















We conclude by Lemma 2.2.1. 2
Proposition 2.6.3 Let 1 ≤ p ≤ ∞. Then, Mϕ : Λp∞(α) −→ Λp∞(α) is continu-
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Proof. Assume that Mϕ is continuous, then, by Lemma 2.2.1, for each n ∈ N,












where M and m are in this case fixed, thus we finish.




Now for each n ∈ N let m ≥ n+K, and we get
enαi
emαi
|ϕi| = e(n−m)αi+log |ϕi| ≤ elog |ϕi|−Kαi ≤ 1 =: M.
We conclude using Lemma 2.2.1. 2
Proposition 2.6.4 Let 1 ≤ p ≤ ∞. Then, Mϕ : Λp0(α) −→ Λp0(α) is compact if,
and only if, it is bounded if, and only if, there exists n ∈ N such that ϕ = (ϕi)i ∈
Λ∞1/n(α).
Proof. The equivalence between compactness and boundedness is straightforward
since the space is Montel.









Apply Proposition 2.4.8 with A = (e−αi/n). 2
Proposition 2.6.5 Let 1 ≤ p ≤ ∞. Then, Mϕ : Λp∞(α) −→ Λp∞(α) is compact






Proof. The equivalence between compactness and boundedness is straightforward
since the space is Montel.




= −∞. Fix n = 1, let m ∈ N and ε ∈ (0, 1). Then there
exists i0 ∈ N such that for i ≥ i0, αi > 1 and
log |ϕi|
αi
< n−m+ log ε < n−m+ log ε
αi
.






with an(i) = e
nαi . Apply Proposition 2.4.8 to deduce the operator is compact
(and thus, bounded).
Assume Mϕ is bounded. Then there exists n ∈ N such that for every m ∈ N
there exists Mm > 1 with e

















Due to Proposition 2.2.9, the ergodic properties of these operators are direct.
Theorem 2.6.6 Let 1 ≤ p ≤ ∞. The following assertions are equivalent:
(1) Mϕ ∈ L(Λp0(α)) is mean ergodic,
(2) Mϕ ∈ L(Λp0(α)) is uniformly mean ergodic,
(3) Mϕ ∈ L(Λp0(α)) is power bounded,
(4) ‖ϕ‖∞ ≤ 1.
Proof. Since the space is Montel, the operator is mean ergodic if, and only if, it
is uniformly mean ergodic, by Proposition 2.2.9. The equivalence with (3) and
(4) follows from Proposition 2.2.4 and Theorem 2.2.6. 2
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Theorem 2.6.7 Let 1 ≤ p ≤ ∞. The following assertions are equivalent:
(1) Mϕ ∈ L(Λp∞(α)) is mean ergodic,
(2) Mϕ ∈ L(Λp∞(α)) is uniformly mean ergodic,
(3) Mϕ ∈ L(Λp∞(α)) is power bounded,
(4) ‖ϕ‖∞ ≤ 1.
The spectral properties of diagonal operators on power series spaces follow
directly from those of the Ko¨the echelon spaces in Section 2.3. In particular the
following result gives a characterization of the spectrum.
Proposition 2.6.8 Let 1 ≤ p ≤ ∞. Then
(i) µ ∈ ρ(Mϕ,Λp0(α)) if, and only if,
lim
i→∞
log+ |ϕi − µ|
αi
= 0,
(ii) µ ∈ ρ(Mϕ,Λp∞(α)) if, and only if,
sup
i∈N
− log |ϕi − µ|
αi
<∞.
Proof. This is a consequence of Proposition 2.3.3 and the continuity formulas in
Propositions 2.6.2 and 2.6.3. 2
Chapter 3
Banach spaces of analytic
functions
3.1 Introduction and notation
3.1.1 Introduction
The properties of the composition operator acting between various spaces of holo-
morphic functions have been thoroughly studied, especially relating the properties
of Cϕ to those of ϕ. See the books of Cowen and McCluer [37] and Shapiro [74].
We study power boundedness, mean ergodicity and uniform mean ergodicity for
composition operators defined on different spaces of holomorphic functions on
the disc. This research for composition operators was firstly studied by Bonet
and Doman´ski in [26] when they studied the operator acting on H(U), with U a
domain in a Stein manifold. Later in [84], Wolf considered the composition op-
erator on the general weighted Bergman spaces of infinite order H∞v (D). Bonet
and Ricker [32] characterized the power boundedness and mean ergodicity of
the multiplication operator on the general weighted Bergman spaces of infinite
type Hv(D) and H0v (D). More recently, Beltra´n-Meneu, Go´mez-Collado, Jorda´
and Jornet considered in [11] and [12] the ergodic properties of the composition
operator on the algebra of the disc A(D) and on the space of holomorphic and
bounded functions on the disc H∞(D) and the weighted composition operators
in the space of holomorphic functions H(D). Arendt, Chalendar, Kummar and
Srivastava extended the results of [11] to the convergence of the sequence of pow-
ers of operators besides the Cesa´ro means, including A(D), H∞(D) and also the
Wiener algebra W (D) [6]. The article [7] by the same authors includes some
results close to ours, see Propositions 3.3.12 and 3.3.13. Independently from [7]
and ourselves, Han and Zhou [45] characterized (uniform) mean ergodicity of
composition operators on the Hardy spaces Hp, 1 ≤ p <∞.
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Some of the spaces we focus on here share analogies with A(D) and H∞(D). In
this chapter we consider composition operators on Bp, B0p (Bloch spaces of order
p ≥ 1), Hv, H0v (weighted Bergman space of infinite order, for appropriate weights
v), Ap (Bergman space of order p ≥ 1) and Hp (Hardy space of order p ≥ 1). We
prove (Theorem 3.3.7) that on these spaces power bounded composition operators
(whenever they are well defined) are precisely those defined by a symbol with an
interior fixed point. In the case of B0p, H0v , Ap and Hp, power boundedness is even
equivalent to mean ergodicity. The study of uniform mean ergodicity on all these
spaces depends deeply on the concept of quasicompactness (Definition 3.1.3). We
show a full characterization in Theorem 3.3.8.
3.1.2 Notation and preliminaries
Our interest falls on composition operators defined on Banach spaces of analytic
functions on the disc. Let D denote the open unit disc of the complex plane C
and H(D) the space of all holomorphic functions on D with the topology τc of
uniform convergence on compact sets. Given a holomorphic function ϕ : D −→ D,
the composition operator Cϕ : H(D) −→ H(D) is defined by Cϕf = f ◦ ϕ. Let
X ↪→ H(D) be a Banach space with continuous inclusion. A holomorphic self-
map ϕ : D −→ D is said to be a symbol for X if Cϕ(X) ⊂ X. As a consequence
of the Closed Graph Theorem this is equivalent to Cϕ ∈ L(X).
Since clearly Cnϕ = Cϕn , where ϕn := ϕ◦
(n)· · · ◦ϕ, the study of the iterates of
the operator shifts to the study of the iterates of the symbol ϕ. The behaviour of
ϕ and its iterates has been deeply investigated and it has great importance in our
study (see for example [37] or [74]). The self-map ϕ is called elliptic if it has a
fixed point p. The holomorphic automorphism of the disc φp(z) := (p−z)/(1−pz)
interchanges the fixed point p of ϕ with 0 and Φ = φp◦ϕ◦φp defines a holomorphic
function with fixed point 0 satisfying that CΦ = CφpCϕCφp and Cϕ have the
dynamical properties. We say ϕ is equivalent to Φ.
If ϕ is elliptic, then by the Schwarz Lemma, |ϕ′(p)| ≤ 1. Furthermore, if
|ϕ′(p)| = 1, then ϕ is an automorphism. When ϕ is an elliptic automorphism,
then Φ(z) = λz. In this case Φ is called a rational rotation if there exists n ∈ N
such that λn = 1 and it is called an irrational rotation otherwise.
The results shown in this chapter depend deeply on the well known Denjoy-
Wolff Theorem [39, 86, 85, 87] (see [37, Theorem 2.51]).
Theorem 3.1.1 (Denjoy–Wolff) If ϕ : D −→ D is holomorphic and not an
elliptic automorphism, then there exists a unique point p ∈ D (called the Denjoy-
Wolff point of ϕ) such that the sequence (ϕn)n of the iterates converges to p
uniformly on compact sets of D.
If the Denjoy-Wolff point of ϕ is in D, it is clearly also a fixed point and as
stated before, we may always consider it is 0. If it is on the boundary of D, then,
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using a rotation, we may consider it is 1 for simplicity, keeping the dynamical
properties of Cϕ as in the elliptic case.
The next classical result is due to Koenigs [51] (see also [75]) and related to
the Schroeder equation. We state a particular case of this theorem, whose general
case completely characterizes the point spectrum of Cϕ from a functional analytic
point of view.
Theorem 3.1.2 (Koenigs) Let ϕ : D −→ D be holomorphic with an interior
Denjoy-Wolff point. The composition operator Cϕ : H(D) −→ H(D) satisfies
σp(Cϕ) ∩ ∂D = {1}.
We recall here the concept of spectral radius of an operator T on a Banach
space X, which is defined as r(T ) := sup{|λ| : λ ∈ σ(T )}. Furthermore, if
K(X) ⊂ L(X) denotes the space of compact operators on X, then the essential
norm ‖T‖e := inf{‖T −K‖ : K ∈ K(X)} defines indeed a norm on the Calkin
algebra L(X)/K(X). Denote by re(T ) the essential spectral radius, i.e. the
spectral radius of the projection of the operator T to L(X)/K(X). We write
re(T,X) if we need to stress the space X.
Following the work of Yosida and Kakutani in [91] we give the following
definition. See also [47, Chapter 51, Exercise 4].
Definition 3.1.3 We say an operator T ∈ L(X) is quasicompact if there exists
n ∈ N such that ‖Tn‖e < 1.
Notice that re(T ) < 1 holds precisely when T is quasicompact. Indeed, if T






n0 < 1 for each k ∈ N. Since the limit re(T ) = limn ‖Tn‖1/ne exists, we get
re(T ) < 1. The other implication is trivial.
The following result permits us to show that condition (c) in [6, Proposition
3.1] can be substituted by power boundedness.
Proposition 3.1.4 The following conditions are equivalent for T ∈ L(X):
(1) (Tn)n converges in Lb(X) to a finite rank projection P .
(2) T is power bounded, quasicompact and σp(T ) ∩ ∂D ⊆ {1}.
(3) re(T ) < 1, σp(T )∩ ∂D ⊆ {1} and if 1 is in the spectrum then it is a pole of
order 1.
Proof. The equivalence between (1) and (3) is [6, Proposition 3.1] . If (1) is
satisfied then T is power bounded and quasicompact. Hence the equivalence
between (1) and (2) is due to [91, Theorem 3.4, Corollary (ii), (iii)]. 2
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Considering the spaces A(D) and H∞(D), summarizing the results of [11] and
[6] we get the following characterization for uniformly mean ergodic composition
operators. InH∞(D) uniform mean ergodicity is equivalent to mean ergodicity for
power bounded operators because it is a Grothendieck space with the Dunford–
Pettis property and composition operators on it have norm 1 (see Theorem A.2.8).
Theorem A Let ϕ : D −→ D be holomorphic (resp. and also uniformly contin-
uous). Then Cϕ : H
∞(D) −→ H∞(D) (resp. Cϕ : A(D) −→ A(D)) is uniformly
mean ergodic if, and only if, either ϕ is equivalent to a rational rotation or one
of the following equivalent conditions is satisfied:
(1) There exists z0 ∈ D such that limϕn(z) = z0 uniformly on D.
(2) Cϕ is quasicompact.
(3) There exists n0 ∈ N such that Cn0ϕ is a compact operator.
(4) There exists z0 ∈ D such that limn ‖Cnϕ − Cz0‖ = 0, with Cz0(f) = f(z0).
In our work on Bloch spaces, weighted Bergman spaces of infinite type,
Bergman spaces and Hardy spaces (in these last two cases restricting to univalent
symbols), we prove (Theorem 3.3.8) that uniform mean ergodicity of composition
operators whose symbol not equivalent to a rational rotation can be characterized
by having an interior Denjoy–Wolff point together with condition (2), which is
actually equivalent to (4) in Theorem A as a consequence of [6, Theorem 3.4]. We
provide examples showing that conditions (1) an (3) are sufficient but not neces-
sary for uniform mean ergodicity. Briefly, the converse of the Yosida–Kakutani
Mean Ergodic Theorem (Theorem A.2.4) is also true in the spaces we consider,
but here the condition of Tn being compact for some n ∈ N is only sufficient.
The classical spaces of holomorphic functions on the unit disc we consider in
this chapter are defined next.
For p > 0, the space of Bloch functions or Bloch space of order p is
Bp := {f ∈ H(D) : ‖f‖Bp := sup
z∈D
(1− |z|2)p|f ′(z)| <∞}.
It is a Banach space when endowed with the norm ‖f‖ := |f(0)| + ‖f‖Bp . The
closed subspace
B0p := {f ∈ H(D) : lim|z|→1(1− |z|
2)p|f ′(z)| = 0}
is called the little Bloch space of order p and is also a Banach space with the same
norm ‖ · ‖. The spaces B1 and B01 are nothing but the classical Bloch spaces.
All these spaces are continuously included in H(D). We have Cϕ ∈ L(Bp)
for every ϕ : D −→ D analytic, with ‖Cϕf‖Bp ≤ ‖f‖Bp as a consequence of the
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Schwarz-Pick Lemma. On the other hand C0ϕ := Cϕ|B0p ∈ L(B
0
p) if, and only if,
ϕ ∈ B0p.
We restrict our study to Bloch spaces of order p ≥ 1 as each Bp with 0 < p < 1
is a space of Lipschitz functions and hence included in A(D), see [92].
A continuous function v : D −→]0,∞[ is called a weight. Associated to a
weight v the weighted Bergman spaces of infinite type are defined as follows
Hv := {f ∈ H(D) : ‖f‖v := sup
z∈D
v(z)|f(z)| <∞},
H0v := {f ∈ H(D) : lim|z|→1 v(z)|f(z)| = 0}.
Both of these are Banach spaces with the norm ‖ · ‖v. A weight v is called typical
if v is radial (i.e. v(z) = v(|z|)), decreasing (i.e. v(z) ≤ v(w) if |z| ≥ |w|) and
satisfies lim|z|→1 v(z) = 0.
A composition operator Cϕ is well-defined and continuous on each of Hv and




vˆ(1− 2−(n−1)) > 0,
where vˆ(z) := 1‖δz‖H∗v
(z ∈ D) is the associated weight, see [27, Theorem 2.3].
For p ≥ 1, the Bergman space of order p is




where dA is the normalized Lebesgue measure on D. This is a Banach space with
the norm ‖ · ‖Ap .
For p ≥ 1, the Hardy space of order p is








which is a Banach space with the norm ‖ · ‖Hp .
For every ϕ : D −→ D analytic the operator Cϕ is in L(Ap) and L(Hp), see
[37].
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3.2 Ergodic theorems on general Banach
spaces of analytic functions
We consider the following conditions on a Banach spaceX continuously embedded
in H(D).
(PB1) Automorphisms are symbols for X.
(PB2) If α ∈ ∂D then there is f ∈ X such that limz→α Re f(z) = +∞.
(PB3) If ψ is a symbol with ψ(0) = 0, then Cψ is power bounded.
(ME) If (fn)n is a bounded sequence in X, which is pointwise convergent
to f ∈ X, then (fn)n is weakly convergent to f .
(UME)
If ψ is a symbol with Denjoy-Wolff point 0, then
B(0, re(Cψ, X)) ⊆ σ(Cψ, X).
In this section we give results about power boundedness, (uniform) mean er-
godicity and asymptotic behaviour of the powers of composition operators on
spaces satisfying (some of) these conditions. Examples of such spaces are consid-
ered in Section 3.3.
The relevance of these conditions can be seen in the results of this section.
However some explanation is given here. The condition (PB1) is not difficult
to satisfy, and allows us to shift the Denjoy–Wolff point of the symbol to either
0 or 1. The condition (PB2) shows the difference in the dynamics given by an
interior or a boundary Denjoy–Wolff point. It can actually be relaxed to an easier
condition (PB2’) in some cases.
(PB2’) If α ∈ ∂D then there is f ∈ X such that limz→α |f(z)| = +∞.
The condition (PB3), in combination with (PB1) simplifies the study of quasi-
compactness, in order to use Proposition 3.1.4.
The aim of condition (ME) is bringing pointwise convergence to weak conver-
gence and from there, to mean ergodicity, using Theorem A.2.2. We remark here
that since X ↪→ H(D) and this space is Montel (even nuclear), the topology of
pointwise convergence and the compact–open topology coincide on bounded sets.
Hence condition (ME) is in fact equivalent to requiring any bounded sequence
(fn) in X to be weakly convergent whenever it converges in the compact–open
topology.
Finally the condition (UME) is used with Theorem A.2.5 to deduce uniform
mean ergodicity.
Along this section we consider also other conditions on the space X, regarding
the set P(D) of all polynomials. These conditions are, however, explicitly assumed
in each result.
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Proposition 3.2.1 Let X be a Banach space continuously embedded in H(D)
and containing the constants. Let ϕ be a symbol for X. Then:
(i) If (PB1) and (PB3) hold for X and ϕ is elliptic, then Cϕ is power bounded.
(ii) If (PB2’) holds for X and Cϕ is power bounded, then ϕ is elliptic.
Proof. (i) Assume that ϕ has an interior fixed point z0 ∈ D. Then there are
holomorphic self-maps φ, ψ : D −→ D with φ automorphism and with φ(z0) = 0
and ψ(0) = 0 such that ϕ = φ−1 ◦ ψ ◦ φ. By (PB1), φ and ψ are symbols
for X. Since ‖Cnϕ‖ = ‖Cφ−1CnψCφ‖ ≤ ‖Cφ−1‖‖Cnψ‖‖Cφ‖, we deduce the power
boundedness from (PB3).
(ii) If ϕ is not elliptic, then it has a Denjoy–Wolff α on the boundary. Take f
as in (PB2’). Define δ0 ∈ X ′ by δ0(f) = f(0). We have that (δ0(Cnϕ(f)))n is not
bounded since
lim
n→∞ |Cϕn(f)(0)| = +∞.
Thus, (Cnϕ(f))n is not bounded for the weak topology of X and therefore (C
n
ϕ(f))n
is not bounded in X, since the bounded sets of both topologies coincide. 2
Now we consider the mean ergodicity of Cϕ giving a characterization in the
case when the symbol is an elliptic automorphism.
Proposition 3.2.2 Let X be a Banach space continuously embedded in H(D)
and containing the constants. Further assume (PB1) and (PB3) hold for X. Let
ϕ be an automorphism with fixed point z0 ∈ D. Then,
(i) if ϕ is equivalent to a rational rotation, then Cϕ is uniformly mean ergodic
with
(Cϕ)[n] −→ 1k (Cϕ + · · ·+ Ckϕ) for some k ∈ N,
(ii) if ϕ is equivalent to an irrational rotation and P(D) ⊆ X, then Cϕ is not
uniformly mean ergodic,
(iii) if ϕ is equivalent to an irrational rotation and P(D)X = X, then Cϕ is
mean ergodic, with (Cϕ)[n] −→ Cz0, where Cz0(f) = f(z0).
Proof. We may restrict ourselves to the case when ϕ(z) = λz is a rotation.
(i) If it is a rational rotation, i.e., there exists k ∈ N such that λk = 1, then
Cϕ is periodic with period k (take the smallest k). Then, (see [11, Theorem 2.2]
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(ii) In case ϕ(z) = λz and λn 6= 1 for every n ∈ N, we see that λn ∈ σ(Cϕ)
for all n ∈ N. This is clear since
Cϕ(fn) = λ
nfn,
where fn(z) := z
n, with n = 1, 2, . . ..
By Kronecker’s Theorem (see [71, Theorem 2.2.4] or [46, Section 23.1]), {λn :
n ∈ N} is dense in ∂D, therefore 1 is an accumulation point of the spectrum and
by Theorem A.2.5, Cϕ is not uniformly mean ergodic.
(iii) Again, if ϕ(z) = λz and λn 6= 1 for every n ∈ N, we proceed as in [11,
Theorem 2.2 (ii)] to see that the operator is mean ergodic. Let fk(z) := z
k, with






∥∥∥∥∥∥ ≤ 2n|1− λk|‖fk‖,
and therefore, limn(Cϕ)[n] = C0 on the monomials. For k = 0, we have
(Cϕ)[n](1) = I(1) = 1.
Since we are assuming (PB1) and (PB3), the sequence (Cϕ)[n] is equicontinuous.
By density, we deduce the mean ergodicity of Cϕ. 2
Proposition 3.2.3 Let X be a Banach space continuously embedded in H(D)
and containing the constants. Assume (PB1) and (PB3) hold for X. Let ϕ be a
symbol for X. Then we have:
(i) If (PB2) holds for X and Cϕ is mean ergodic, then ϕ is elliptic.
(ii) If ϕ is elliptic, X satisfies (ME) and P(D)X = X, then Cϕ is mean ergodic.
In case ϕ has a Denjoy-Wolff point z0 ∈ D, then we even have that (Cnϕ)n
converges to Cz0 in the weak operator topology.
Proof. (i) If ϕ were not elliptic, it would have a boundary Denjoy-Wolff point α.
Take f as in (PB2). We have
lim
n→∞ReCϕn(f)(0) = +∞.
From this it also follows
lim
n→∞Re ((Cϕ)[n]f)(0) = +∞,
and hence ((Cϕ)[n](f))n is not a bounded sequence in X since (δ0((Cϕ)[n](f)))n
is not bounded. Therefore Cϕ is not mean ergodic. This shows (i).
§3.2. General Banach spaces of analytic functions 69
(ii) Now assume that (ME) holds and that ϕ is elliptic. If ϕ is a rotation the
mean ergodicity follows from Proposition 3.2.2. If z0 is the Denjoy-Wolff point of
ϕ then Cnϕ(f) converges pointwise to f(z0) for every f ∈ X. Furthermore, (ME)
ensures that Cnϕ(f) converges weakly to f(z0) for every f ∈ X. Apply the Mean
Ergodic Theorem (Corollary A.2.2) [70, Theorem 1.3] to obtain (ii). 2
Corollary 3.2.4 Let X be a Banach space continuously embedded in H(D) with
P(D)X = X. Assume (PB1)–(PB3) and (ME) hold for X. Let ϕ be a symbol for
X. Then, the operator Cϕ is power bounded if, and only if, it is mean ergodic if,
and only if, ϕ is elliptic.
Proof. It is a direct consequence of Theorem 3.2.1, Proposition 3.2.2 and Theo-
rem 3.2.3. 2
The following result is helpful for the characterization of uniform mean er-
godicity. It should be compared with Theorem A.2.4.
Proposition 3.2.5 Let X be a Banach space continuously embedded in H(D)
with P(X) ⊂ X. Assume (PB1) and (PB3) hold for X. Let ϕ be a symbol for X
with Denjoy–Wolff point z0 ∈ D. Then the following assertions are equivalent:
(1) limn ‖Cϕn − Cz0‖ = 0, and
(2) Cϕ is quasicompact.
Proof. Since ϕ is elliptic, Cϕ is power bounded by Proposition 3.2.1. Recall that
by Theorem 3.1.2, σp(Cϕ, X)∩ ∂D ⊆ {1}. Therefore the equivalence between (1)
and (2) follows directly from Proposition 3.1.4, since the only possible limit for
(Cnϕ)n is Cz0 . 2
Theorem 3.2.6 Let X be a Banach space continuously embedded in H(D) with
P(X) ⊂ X. Assume (PB1)–(PB3) and (UME) hold for X. Let ϕ be a symbol
for X. Then Cϕ is uniformly mean ergodic if, and only if, either
(i) ϕ is equivalent to a rational rotation, or
(ii) the Denjoy–Wolff point of ϕ is z0 ∈ D and Cϕ is quasicompact, or, equiva-
lently, limn ‖Cϕn − Cz0‖ = 0.
Proof. The equivalence in (ii) is Proposition 3.2.5.
If (i) holds, then Cϕ is uniformly mean ergodic by Proposition 3.2.2.(i).
If (ii) holds, the uniform convergence of the iterates implies the uniform con-
vergence of the means and Cϕ is uniformly mean ergodic.
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Assume Cϕ is uniformly mean ergodic, then by Proposition 3.2.3.(i), ϕ has a
fixed point. If ϕ is equivalent to a rotation, it must be a rational rotation because
of Proposition 3.2.2.(ii).
Assume Cϕ is uniformly mean ergodic and suppose that ϕ is not equivalent to
a rotation. Then ϕ has a Denjoy–Wolff point z0 ∈ D. Without loss of generality,
we assume z0 = 0.
If Cϕ is not quasicompact, then ‖Cnϕ‖e ≥ 1 for all n ∈ N. Furthermore
we have by (PB3) that ‖Cnϕ‖e ≤ ‖Cnϕ‖ ≤ M for all n ∈ N and some M > 0.
Then re,X(Cϕ) = limn→∞ ‖Cnϕ‖1/ne = 1. Hence (UME) implies that 1 is an
accumulation point in σ(Cϕ, X). Therefore Cϕ is not uniformly mean ergodic by
Theorem A.2.5, which is a contradiction. 2
Remark 3.2.7 In the proof of Theorem 3.2.6, the condition (PB2) is only used
to ensure the symbol to be elliptic when the operator is uniformly mean ergodic.
3.3 Ergodic theorems on concrete spaces of analytic
functions
In this section we apply the results of Section 3.2 to some classical spaces of
holomorphic functions on the unit disc D. We first study whether the spaces
satisfy the properties defined in Section 3.2. These results are summarized below.
Hv H
0
v Bp B0p, p > 1 B01 Ap, p > 1 A1 Hp, p > 1 H1
(PB1) X X X X X X X X X
(PB2) ∗ ∗ X X X X X X X
(PB3) X X X X X X X X X
(ME) 7 X 7 X X X 7 X 7
(UME) X X X X X ∗∗ ∗∗ ∗∗ ∗∗
∗: (PB2) holds if v is convenient (Definition 3.3.2).
∗∗: (UME) holds if ψ is univalent.
Lemma 3.3.1 The properties (PB1) and (PB3) hold for the following spaces:
(1) Hv and H
0
v , for a typical weight v satisfying the Lusky condition,
(2) Bp and B0p, for p ≥ 1,
(3) Ap and Hp, for p ≥ 1.
Proof. The fact that ‖Cψ‖ ≤ 1 if ψ(0) = 0 follows for Hv and H0v from the
formulas for Cψ for typical weights (see [27]). For the Bloch spaces it follows
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from the Schwarz-Pick lemma (see [58]). The case of Ap and Hp is a consequence
of Littlewood subordination principle [54, 37]. 2
We introduce a subset of typical weights in order to state our results for a
wide class of these spaces.
Definition 3.3.2 A typical weight v is said to be convenient if it satisfies the
Lusky condition and there exists f ∈ H0v such that limz→1 Re (f) = +∞.
We remark that all the standard weights vp(z) = (1−|z|)p satisfy that f(z) =
log(1− z) ∈ H0vp , and also the Lusky condition, hence they are convenient. Also
if v is a typical weight satisfying the Lusky condition with v = O(vp) as |z| → 1
then v is convenient.
Lemma 3.3.3 The property (PB2) holds for the following spaces:
(1) Hv and H
0
v , for a convenient weight v,
(2) Bp, for p ≥ 1,
(3) B0p, for p ≥ 1,
(4) Ap and Hp, for p ≥ 1.
Proof. The case of (1) is clear by the definition of convenient weight. For the rest
of cases note that f(z) = log(1 − z) is in all of the spaces considered except for
B01. For the case of B01 fix α ∈ ∂D and define
Ω = D ∪ {z ∈ C : Re z > 0, 0 < Im z < e−Re z}.
There exists a Riemann map f : D −→ Ω with f(0) = 0 and f(α) =∞. Therefore
(see [44, Theorem A]) we have f ∈ B01, since
lim
ω∈Ω, |ω|→∞
d(ω, ∂Ω) = 0,
where d(·, ·) denotes the distance in C. Since limz→α Re f(z) +∞, the space B01
satisfies the property (PB2). 2
Lemma 3.3.4 The property (ME) holds for the following spaces:
(1) H0v , for a typical weight v satisfying the Lusky condition,
(2) B0p, for p ≥ 1,
(3) Ap and Hp, for p > 1.
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Proof. (1) By means of g 7→ vg, H0v is isometric to a subspace of C(D̂), where D̂
is the Alexandroff compactification of D. We denote by H this subspace, which
is formed of functions vanishing at infinity. Therefore, if (fn)n ⊂ H0v is pointwise
convergent to f in D then (vfn)n is a bounded sequence in C(D̂) which is pointwise
convergent in D̂ to vf ∈ H. For every functional u ∈ C(D̂)∗ there is a finite
Radon measure µ on D̂ such that u(g) =
∫
D̂ gdµ for every g ∈ C(D̂). Lebesgue’s
dominated convergence theorem implies that (vfn)n is weakly convergent to vf
in C(D̂), and hence (fn)n is weakly convergent to f in H0v .
(2) Let us now consider the case of B0p. Assume (fn)n is pointwise convergent
to f in D. Since B0p ↪→ (H(D), τc), we get that (fn)n is relatively compact in H(D)
and hence (fn)n is actually convergent to f in (H(D), τc). We have the isometric
identification B0p = H0vp ⊕l1 C, g 7→ (g′, g(0)). Since (fn)n is τc convergent to f
and the differentiation operator g 7→ g′ is continuous on (H(D), τc) we get that
(f ′n)n is a bounded sequence in H0vp which is pointwise convergent to f
′. Thus
we conclude by the previous case that (f ′n)n is weakly convergent to f ′. Since
(fn(0))n converges to f(0) by hypothesis, the isometric identification gives us
that (fn)n is weakly convergent to f in B0p.
(3) When p > 1 the spaces considered are reflexive and therefore (ME) holds
since the pointwise topology in D is Hausdorff and bounded sets are relatively
weakly compact in reflexive spaces. 2
Proposition 3.3.5 The property (ME) does not hold for the following spaces:
(1) A1, H1,
(2) Bp, for p ≥ 1,
(3) Hv, for any typical weight v.
Proof. (1) For v(z) := (1− |z|) it follows from [76] that (H0v )∗ = A1 and (A1)∗ =
Hv. Via the dual pairing defined in [76] we have that, for w ∈ D, the evaluations
δw can be identified with Kw(z) =
2
(1−wz)2 , and Kw is in H
0
v . The topology
of pointwise convergence is then a Hausdorff topology weaker than the weak∗
topology. Hence these topologies agree on bounded sets of A1. From this we
conclude that the bounded sequences (fn) in A
1 which are pointwise convergent
to some f ∈ A1 are precisely those which are weak∗–convergent. This set of
sequences is strictly contained in that of (bounded) sequences which are weakly
convergent because H0v is not a Grothendieck space, since it is separable and not
reflexive.
The same argument holds for H1, since VMOA∗ = H1 and (H1)∗ = BMOA,
where BMOA is the space of functions in H1 with bounded mean oscillation on
∂D and VMOA is the closure of the polynomials in BMOA.
§3.3. Concrete spaces of analytic functions 73
(2) and (3) The case for Hv and Bp is similar, and both are analogous to
that of A1. We only give the proof for Hv. In [25] it is shown that the subspace
X of H∗v formed by functionals which are continuous on the unit ball Bv of Hv
for the compact–open topology satisfies X∗ = Hv. X contains the span of the
evaluations H := {δz : z ∈ D} as a separable subspace which is separating in Hv,
i.e. H is dense in X. Hence the bounded sequences in Hv which are pointwise
(σ(Hv, H)-)convergent are precisely those which are weak
∗–convergent, and X is
not a Grothendieck space since it is separable and not reflexive. 2
Lemma 3.3.6 The property (UME) holds for the following spaces:
(1) Hv and H
0
v , for a typical weight v satisfying the Lusky condition,
(2) Bp and B0p, for p ≥ 1,
(3) Ap and Hp, for p ≥ 1, whenever ψ is univalent.
Proof. It is a consequence of the spectral radii formulas given in [9, 28, 36, 62],
which, summarized, are
σ(Cψ, X) = B(0, re(Cψ)) ∪ {ψ′(0)n : n ∈ N ∪ {0}},
where X is any of the above spaces and ψ any symbol of X with Denjoy–Wolff
point 0. 2
Theorem 3.3.7 Let v be a convenient weight and p ≥ 1. Let X0 stand for
H0v ,B0p, Ap or Hp and let X stand for Hv or Bp. Let ϕ : D −→ D be holomorphic.
Then the following assertions hold:
(i) Cϕ ∈ L(X) is power bounded if, and only if, ϕ is elliptic.
(ii) Cϕ ∈ L(X0) is power bounded if, and only if, it is mean ergodic if, and only
if, ϕ is elliptic.
(iii) If Cϕ ∈ L(X0) and ϕ has a Denjoy-Wolff point z0 ∈ D, then (Cnϕ)n con-
verges weakly to Cz0 on X
0, and consequently Cϕ is mean ergodic.
Proof. (i) By Lemmata 3.3.1 and 3.3.3, the properties (PB1), (PB2) and (PB3)
hold for X. The assertion follows by Proposition 3.2.1.
(ii) and (iii) By Lemma 3.3.1, X0 satisfies the properties (PB1), (PB2) and
(PB3). Also, property (ME) holds for X0, if X0 6= A1, H1, by Lemma 3.3.4 .
• If X0 6= A1, H1, then Corollary 3.2.4 implies (ii) and we can deduce (iii)
from Proposition 3.2.3.(ii).
• If X0 is A1 or H1, then Cϕ is power bounded if, and only if, ϕ is elliptic, by
Proposition 3.2.1. If Cϕ is mean ergodic, then ϕ is elliptic, by Proposition 3.2.1.
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If ϕ is a similar to a rotation, then Cϕ is mean ergodic, by Proposition 3.2.2. If
ϕ is not similar to a rotation, then it has a Denjoy–Wolff point z0 ∈ D, and Cϕ
is mean ergodic, by assertion (iii). We show assertion (iii).
If ϕ has a Denjoy–Wolff point z0 ∈ D, then assertion (iii) holds for A2 and H2.
The continuous inclusions A2 ↪→ A1 and H2 ↪→ H1 have dense range, therefore
(Cnϕ)n is an equicontinuous sequence, which is convergent to Cz0 in the weak
operator topology on a dense subspace. Thus (Cnϕ)n also converges in the weak
operator topology to Cz0 in L(A1) and L(H1). 2
Theorem 3.3.8 Let X0, X and ϕ be as in Theorem 3.3.7. Further assume ϕ to
be univalent if X0 = Hp or X0 = Ap. Then the following assertions hold:
(i) Cϕ ∈ L(X0) is uniformly mean ergodic if, and only if, either
(a) ϕ is equivalent to a rational rotation, or
(b) ϕ has a Denjoy-Wolff point z0 ∈ D and Cϕ is quasicompact, or, equiv-
alently, limn ‖Cnϕ − Cz0‖ = 0.
(ii) Cϕ ∈ L(X) is uniformly mean ergodic if, and only if, it is mean ergodic if,
and only if, either
(a) ϕ is equivalent to a rational rotation, or
(b) ϕ has a Denjoy-Wolff point z0 ∈ D and Cϕ is quasicompact, or, equiv-
alently, limn ‖Cnϕ − Cz0‖ = 0.
Proof. For (ii), we use Lotz’s Theorem A.2.8 to deduce the equivalence of mean
ergodicity and uniform mean ergodicity, considering that the spaces Hv and Bp
are isomorphic to either l∞ or H∞ by [57, Theorem 1.1], and are therefore
Grothendieck spaces with the Dunford–Pettis property.
The properties (PB1), (PB2), (PB3) and (UME) hold for X and X0 by Lem-
mata 3.3.1 and 3.3.6. Then, for X and X0, the assertions hold by Theorem 3.2.6.
2
Corollary 3.3.9 Let v be a convenient weight and p ≥ 1. Let ϕ : D −→ D be
holomorphic. The following assertions hold:
(i) Cϕ is mean ergodic on Hv if, and only if, Cϕ is uniformly mean ergodic on
Hv if, and only if, Cϕ is uniformly mean ergodic on H
0
v .
(ii) If ϕ ∈ B0p, then Cϕ is mean ergodic on Bp if, and only if, Cϕ is uniformly
mean ergodic on Bp if, and only if, Cϕ is uniformly mean ergodic on B0p.
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We provide here an extension of [6, Theorem 4.10, Theorem 4.12], where the
authors prove that if ϕ has an interior Denjoy-Wolff point then the sequence of
iterates (Cnϕ)n is convergent in Lb(Hp) if, and only if, ϕ is not inner for 1 ≤ p <∞.
We see below that for the Hardy case we can drop the hypothesis of ϕ being
univalent in Theorem 3.3.8.(i). Also this Theorem extends [45, Theorem 8].
Theorem 3.3.10 Let 1 ≤ p < ∞. Let ϕ : D −→ D be holomorphic and not
an elliptic automorphism. Then Cϕ ∈ L(Hp) is uniformly mean ergodic if, and
only if, ϕ has a Denjoy–Wolff point z0 ∈ D, and it is not inner if, and only if,
‖Cnϕ − Cz0‖ −→ 0.
Proof. By Proposition 3.2.3 (i) we restrict ourselves to the case when ϕ has an
interior Denjoy Wolff point, which we can as usual assume to be 0. If ϕ is not
inner the sequence of iterates is norm convergent by [33, Theorem 3.1] .
Let us assume that ϕ is inner. If ϕ is univalent, since ϕ(0) = 0, then ϕ
is an elliptic automorphism ([37, Corollary 3.28]). If ϕ is not univalent, then
σ(Cϕ) = σe(Cϕ) = D (see [37, Theorem 7.43]), thus Cϕ is not uniformly mean
ergodic by Theorem A.2.5. 2
Example 3.3.11 Next we show examples of composition operators on Hvp and
Bp which are uniformly mean ergodic but such that none of its iterates is compact.
Compare this with condition (iii) in Theorem A to see the difference with H∞(D)
and A(D).
Let vp(z) = (1− |z|)p and let us consider the operator Cϕ : Hvp −→ Hvp with
ϕ(z) = az+ (1− a)z2 for 0 < a < 1. From [27], since 0 is a fixed point, it follows
‖Cϕ‖ = 1. From [65, Theorem 2.1] we get
















1− |z| = ϕ
′
n(1).
Further, since 1 is a fixed point of ϕ, we have
ϕ′n(1) = ϕ
′
n−1(ϕ(1)) · ϕ′(1) = · · · = (ϕ′(1))n = (2− a)n.
Therefore, ‖Cϕn‖e = (2− a)−np.
This yields that Cϕ is quasicompact, since ‖Cϕn‖e < 1, but Cϕn is not compact
for any n ∈ N, since ‖Cϕn‖e > 0.
Corollary 10 in [9] gives that Cϕ : Bp −→ Bp for ϕ(z) = sz/(1 − sz) also
satisfies 0 < ‖Cϕn‖e < 1 for each n ∈ N.
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In [7], Arendt, Chalendar, Kumar and Srivastava obtained some results, which
are similar to those presented by us. They show that in H0vp , Hvp for p > 0, Bp,
for p > 1 and Ap, for p ≥ 1, mean ergodicity is equivalent to uniform convergence
of the iterates of the operator. One of the tools they use is Proposition 3.3.12
below. Using this proposition and Theorem 3.3.8 we can also deduce the same
result.
Proposition 3.3.12 Let X be either H0vp, Hvp for p > 0, Bp, B0p, for p > 1
or Ap, for p ≥ 1. Let ϕ : D −→ D be holomorphic with ϕ(0) = 0. Assume
Cϕ ∈ L(X). If ϕ is not a rotation, then
re(Cϕ) < 1.
Proof. The proof of the cases of H0vp , Hvp , B0p and Bp can be found in [7, Theorems
4.10, 5.1].










By [34, Proposition 2.1], if Cϕ is considered in A






Proposition 3.3.13 Let X be either H0vp, Hvp for p > 0, Bp, B0p, for p > 1
or Ap, for p ≥ 1. Let ϕ : D −→ D be holomorphic and not an automorphism.
Assume Cϕ ∈ L(X). Then, Cϕ is mean ergodic if, and only if, the Denjoy–Wolff
of ϕ is z0 ∈ D and ‖Cnϕ − Cz0‖ −→ 0.
Proof. If Cϕ is mean ergodic, then ϕ is elliptic, and therefore by Proposi-
tion 3.3.12, Cϕ is quasicompact. Apply Theorem 3.3.8. 2
We see below that the situation of Proposition 3.3.13 differs for H0v for a
typical weight v, and also for Bloch spaces (with p = 1). We show operators that
are mean ergodic but whose iterates do not converge in norm.
Proposition 3.3.14 Let ϕ : D −→ D be holomorphic with ϕ(0) = 0. As-
sume ϕ is not a rotation and ϕ([0, 1)) ⊆ [0, 1). Further assume the restriction
g(x) := ϕ|[0,1)(x) admits a continuous extension to 1, with g(1) = 1, which is
left differentiable at 1 and such that g′ is left continuous at 1. The following
assertions hold:
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(i) If v(z) := (1− log(1− |z|))−t, with t > 0, then re(Cϕ, H0v ) = 1.
(ii) If, in addition, ϕ ∈ B01, then re(Cϕ,B01) = 1.
Proof. We show ‖Cnϕ‖e = 1, for n ∈ N and thus re(Cϕ) = limn ‖Cnϕ‖1/ne = 1.
If ϕ satisfies the assumptions, so do its iterates ϕn. Hence, we only write the
computation for ‖Cϕ‖e = 1.
First we prove (i). Consider Cϕ : H
0
v −→ H0v . By [65, Theorem 2.1],





where v˜ is the so-called associated weight. However by [21, Corollary 1.6], we
have v = v˜. Therefore, using L’Hoˆpital’s rule






























In order to prove (ii), we use [64, Prop. 2.2],










Corollary 3.3.15 Set the weight v(z) := (1− log(1− |z|))−t and let the symbol
be ϕ(z) := az + (1− a)zn, 0 ≤ a < 1. Then Cnϕ converges weakly to C0 (hence is
mean ergodic) on H0v and on B01, but Cϕ is not uniformly mean ergodic on these
spaces. Therefore it is not mean ergodic on Hv or B1.
Corollary 3.3.15 above contradicts [84, Theorem 10], since ϕ has an attracting
fixed point, but Cϕ is not uniformly mean ergodic.
The next example shows that we can easily get mean ergodic operators on B01
whose sequence of iterates converges weakly but not pointwise.
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This implies that, for ϕ(z) := e2(z) = z






but Cϕ : B01 −→ B01 is not an isometry since





Then neither Cϕ : B1 −→ B1 is an isometry. This shows that [8, Theorem 1.1] is
not correct.
The results in [7, Section 3] derived from this wrong assertion are unfortu-
nately also not correct, particularly [7, Theorem 3.11], which states that in B01
weak convergence of the iterates of Cϕ implies uniform convergence. Here by
Theorem 3.3.7, if ϕ(z) = z2, then Cnϕ converges weakly to C0. However the
operator Cϕ is not uniformly mean ergodic by Theorem 3.3.8, since re(Cϕ) = 1
by Proposition 3.3.14. Furthermore Cnϕ does not even converge pointwise, since










A.1 Notation and definitions
We devote this section to fix the notation for sets and define the properties used
in the thesis. For undefined notation about set theory we refer the reader to [83].
We denote by N = {1, 2, 3, . . .} the set of natural numbers, by R the set of real
numbers, by C the set of complex numbers and by D the open unit disc of C.
The notation for functional analysis and locally convex spaces is standard
(see [69], [63] and [90]). If E is a Banach space, a Fre´chet space, or in general a
locally convex Hausdorff space, we denote by E′ its topological dual space. The
weak topology of E is denoted by σ(E,E′).
The set of all linear and continuous operators between two locally convex
Hausdorff spaces E and F is denoted by L(E,F ) and if E = F , we denote it
by L(E). If L(E,F ) has the topology of pointwise convergence (strong operator
topology) then it is denoted by Ls(E,F ). If the space is endowed with the
topology of uniform convergence on bounded sets of E, then we denote it by
Lb(E,F ). We denote by I ∈ L(E) the identity operator and by T ′ ∈ L(F ′, E′)
the adjoint operator of T ∈ L(E,F ).
Let T ∈ L(E) be an operator on a locally convex Hausdorff space. We use
the notation
Tn = T◦ (n)· · · ◦T
for the n-th iterate of the operator, with n ∈ N. We say T is power bounded if
the set {Tn : n ∈ N} is equicontinuous. Particularly, if E is a Banach space,
then T is power bounded if the set {‖Tn‖ : n ∈ N} is bounded in R.






Tm, n ∈ N,
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for the averages of the iterates or Cesa`ro means of T ∈ L(E). We say T ∈ L(E)
is mean ergodic if the sequence (T[n])n converges in Ls(E). We say the operator
is uniformly mean ergodic if the sequence converges in Lb(E). The standard text
for mean ergodic operators is [52]. See also [90].
We define the pointwise spectrum of an operator T ∈ L(E) as the set σpt(T,E)
of its eigenvalues, i.e. the set of all λ ∈ C such that T − λI is not injective. The
spectrum is defined as the set σ(T,E) of those λ ∈ C such that T − λI is not
invertible (does not have a continuous inverse). The resolvent set ρ(T,E) =
C \ σ(T,E) is the complement of the spectrum in C. We drop the E in the
notation when the space is clear to σpt(T ), σ(T ) and ρ(T ).
Whenever E is a Banach space, the spectrum is a compact set, hence the
resolvent is an open set of C. This is not, in general, the case for Fre´chet spaces
and leads to the definition of the set ρ∗(T,E). A point λ ∈ C is in ρ∗(T,E) if
there exists δ > 0 such that if |λ−µ| < δ, then µ ∈ ρ(T,E) and such that the set
{(T − µI)−1 : |λ − µ| < δ} is equicontinuous. The set ρ∗(T,E) is open and its
complement in C is the spectrum of Waelbroeck σ∗(T,E), which coincides with
σ(T,E) when E is a Banach space. See [81, Chapter III, Sect.3].
We refer the reader to [15] and [16] for the theory of inductive and projective
limits. Let (En)n be a sequence of Banach spaces satisfying En ⊆ En+1 with







endowed with the finest locally convex topology making all the natural injections
En ↪→ E continuous. In what follows we assume that this topology is always
Hausdorff.
We include here a famous result by Grothendieck [63, Theorem 24.33] regard-
ing operators and inductive limits.
Grothendieck’s Factorization Theorem Let F be a Fre´chet space and E =
indn∈NEn be an inductive limit of Banach spaces. If T ∈ L(F,E), then there
exists n0 ∈ N such that T (F ) ⊆ En0 and T ∈ L(F,En0).
Let (En)n be a sequence of Banach spaces satisfying En+1 ⊆ En with contin-







endowed with the coarsest locally convex topology making all the natural injec-
tions E ↪→ En continuous.
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A.2 Ergodic properties of operators
In this section we state classical results of the theory of mean ergodic operators
on locally convex spaces and, in particular, on Banach and Fre´chet spaces.
The following result is an extension given by Albanese, Bonet and Ricker [2]
of a classical theorem by Yosida for Banach spaces [89] (see also page 72 in [52]).
Theorem A.2.1 Let X be a barrelled locally convex Hausdorff space and let
T ∈ L(X). Then T is mean ergodic if, and only if, limn Tnx/n = 0, for all
x ∈ X and the set T[n]x := 1n
n∑
j=1
T j(x) : n ∈ N

is relatively sequentially σ(X,X ′)-compact, for all x ∈ X. Furthermore, if T is
mean ergodic and P = limn→∞ T[n] (in Ls(X)), then P (X) = ker(I − T ) and
kerP = (I − T )X, with
X = (I − T )X ⊕ ker(I − T ).
Some consequences of this theorem, which are corollaries in the same paper,
are stated next.
Corollary A.2.2
(i) If X is a barrelled locally convex Hausdorff space and T ∈ L(X) satisfies
that the sequence (T[n]x)n converges for the weak topology σ(X,X
′), for all
x ∈ X, then T is mean ergodic.
(ii) If X is a reflexive locally convex Hausdorff space, which is a (DF)- or a
(LF)-space, then every power bounded operator on X is mean ergodic.
(iii) If X is a (DF)- or a (LF)-space, which is Montel, then every power bounded
operator on X is uniformly mean ergodic.
The next result is due to Lin [53] (see also [52, Theorem 2.1]) and characterizes
uniform mean ergodicity on Banach spaces.
Theorem A.2.3 Let X be a Banach space and T ∈ L(X). Then T is uniformly
mean ergodic if, and only if, limn ‖Tn‖/n = 0 and (I − T )X is closed. Conse-
quently, if T is uniformly mean ergodic, then
X = (I − T )X ⊕ ker(I − T ).
Another way to ensure uniform mean ergodicity in terms of quasicompact
operators (see Chapter 3) was given by Yosida and Kakutani in [91].
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Theorem A.2.4 An operator T on a Banach space X is uniformly mean ergodic
if it is power bounded and there exist n ∈ N and a compact operator K such that
‖Tn −K‖ < 1.
The necessity of the condition in next theorem is due to Dunford [42, Theorem
3.16] and the sufficiency goes back to Lin [53]. The result connects spectral
properties with the uniform mean ergodicity. In [52, Theorem 2.7] it is stated for
power bounded operators.
Theorem A.2.5 An operator T on a Banach space X is uniformly mean ergodic
if and only if both (‖Tn‖/n)n converges to 0 and, either 1 ∈ C\σ(T ) or 1 is a pole
of order 1 of the resolvent RT : C \ σ(T ) −→ L(X), where RT (λ) := (T − λI)−1.
Consequently if 1 is an accumulation point of σ(T ), then T is not uniformly mean
ergodic.
Next we state a result by Lotz [56], which deals with uniform mean ergodicity
on Banach spaces which are Grothendieck spaces with the Dunford–Pettis prop-
erty (GDP spaces). We only consider here Banach GDP spaces, even if the theory
has developed to Fre´chet [31] and locally convex Hausdorff spaces [3]. Known ex-
amples include L∞, H∞(D), injective Banach spaces (e.g. `∞) and certain C(K)
spaces. See [41, Section VI.5] and [40].
Definition A.2.6 A Banach space X is a Grothendieck space if any sequence
(x′j) ⊂ X ′ which is convergent to 0 for the weak* topology σ(X ′, X) is also con-
vergent to 0 for the weak topology σ(X ′, X ′′).
Definition A.2.7 A Banach space X has the Dunford–Pettis property if for any
sequence (xj) ⊂ X which is convergent to 0 for the weak topology σ(X,X ′) and




〈xj , x′j〉 = 0.
Theorem A.2.8 If X is a Banach GDP space and T ∈ L(X) is power bounded,
then T is mean ergodic if, and only if, it is uniformly mean ergodic.
A.3 Properties of weighted inductive limits of spaces
of continuous functions
In this section further results of the ones given in Section 1.3 about weighted
inductive limits of spaces of continuous functions are stated. They concern the
implications of extra assumptions on the family of weights defining the inductive
limit. Let us start with a normal locally compact Hausdorff topological space
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X. Let V = (vk)k be a family of strictly positive weights on X and let V C =




The Nachbin family associated to V is
V := {v : X −→ (0,∞) : v is upper semicontinuous and for each k ∈ N,
v
vk
is bounded on X}.
The weighted spaces of continuous functions associated with V C and V0C are
defined as follows:
CV = {f ∈ C(X) : pv(f) := sup
x∈X
v(x) |f(x)| <∞,∀v ∈ V },
CV 0 = {f ∈ C(X) : vf vanishes at infinity, ∀v ∈ V }.
They are endowed with the locally convex topology generated by the seminorms
pv, v ∈ V . It is well known that V C = CV algebraically and the topology in
CV is in general coarser, but they share bounded sets; in fact every bounded
subset of CV is contained and bounded in a step Cvn . Moreover, CV 0 is a closed
subspace of CV and V0C is a topological subspace of CV 0, hence of V C. We
refer the reader to [23] and [16] for these results. More relations between these
spaces arise when extra properties are assumed on V .
The following characterization was given by Bierstedt, Meise and Summers
in [23, Theorem 1.3].
Theorem A.3.1 The following assertions are equivalent:
(1) V possesses property (S): for each n ∈ N there exists m > n such that
vm/vn vanishes at infinity on X, and
(2) V C = V0C = CV 0 = CV algebraically and topologically.
Example A.3.2 If X = D, then the sequence of weights V = (vn)n, where
vn(z) := (1− |z|)n, n ∈ N, z ∈ D, posseses property (S).
We refer the reader to [23] for the relevance and more examples of condition
(S).
Definition A.3.3 An inductive limit (E, τ) = indn(En, τn)n is
(i) regular if for every bounded set B, there exists n ∈ N such that B ⊂ En
and B is bounded for τn.
(ii) strongly boundedly retractive if it is regular and for each k ∈ N, there
exists l ≥ k such that (E, τ) and (El, τl) induce the same topology on each
bounded set of (Ek, τk).
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Note that V C is always a regular inductive limit. V0C is also regular under the
assumption that V is regularly decreasing. This assumption actually characterizes
the property of being strongly boundedly retractive, as stated next. See Section
3 in [23], in particular Theorem 2.3 and Theorem 2.6 for these results.
Theorem A.3.4 The following assertions are equivalent:
(1) V is regularly decreasing, i.e. for each n ∈ N, there exists m ≥ n such that,









> 0, for all k > m,
(2) V C is strongly boundedly retractive,
(3) V0C is strongly boundedly retractive, and
(4) V0C = CV 0 algebraically and topologically.
The property of being regularly decreasing is less restrictive than property
(S). Even less restrictive than regularly decreasing is property (D), stated next.
This result was given by Bierstedt and Meise in [22, Theorem 6.9]. See also [18,
Proposition 7].
Theorem A.3.5 Assume V possesses property (D), i.e. there exists an increas-
ing sequence J = (Xm)m of subsets of X such that,






for all k > nm, while
(M,J) for each n ∈ N and each subset Y ⊂ X with Y ∩ (X \Xm) 6= ∅ for all






Then, V C = CV algebraically and topologically.
In [22, Appendix] Bierstedt and Meise gave a counterexample of the converse
of this Theorem. Later Bastin in [10] found that the converse holds under the
assumption that every weight in V is dominated by a continuous weight in V ∩
C(X). This is always satisfied if the space X is also assumed to be σ-compact
(see Lemma 1.4.4 in this thesis). See also [18, Theorem 11].
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A.4 Properties of Echelon spaces and
Co-Echelon spaces
We state in this section general known results for echelon and co-echelon spaces.
They are mostly extracted from [24].
Definition A.4.1 We say a Ko¨the matrix A = (an)n is regularly decreasing if
V = (1/an)n is regularly decreasing.
The assertions in the following theorem can be found in [24] (particularly in
Theorem 2.3.(a), in the proof of Theorem 2.7 and in Theorem 3.7, respectively).
Theorem A.4.2 For 1 ≤ p <∞, κp(A) = Kp(A) algebraically and topologically.
Furthermore, κp(A) is a regular inductive limit. If the Ko¨the matrix A is regularly
decreasing, then also κ0(A) is regular.
The equivalence of (1), (2) and (4) in the next theorem is in [24, Corollary
2.8.(f)]. The implication (3)⇒(2) is due to Bierstedt and Meise [22, Theorem
2.3]. The converse is due to Bierstedt and Bonet [17, Theorems 2.4 and 2.6].
Theorem A.4.3 The following assertions are equivalent:
(1) κ∞(A) = (λ1(A))′b,
(2) λ1(A) is distinguished,
(3) V possesses property (D) in Theorem A.3.5 and
(4) κ∞ = K∞ algebraically and topologically.
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