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ABSTRACT 
The primary objectives of this research were to develop a numerical research simulator with chemical rheology, 
kinetics and thermal modelling capabilities for modelling the mechanical entrapment of BrightWater at a pore 
network level. The paper reports the development and use of this simulator to simulate BrightWater (BW) at 
unconsolidated and consolidated states of multi-Darcy sand and turbidite rock respectively. 
This paper describes a routine procedure for calibrating the effect of flow rate on relative permeabilities 
obtained by the dynamic micro-phase system during BW deployment. This effect is ascribed to a form of periodic 
channelling by pore throat class in the capillary system. Agreement between the experimental and numerical 
Residual Resistance Factors and effluent viscosities is very encouraging and supports the validity of the mathematical 
model used in the simulator. 
This is the first time that the fundamental mechanisms, especially the dominant effect of a multi-phase system 
through a pore throat restriction, have been proposed in a dedicated simulator at a pore network level for the 
simulation of BrightWater. 
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ABSTRACT 
The primary objectives of this research were to develop a 
numerical research simulator with chemical rheology, 
kinetics and thermal modelling capabilities for modelling 
the mechanical entrapment of BrightWater at a pore 
network level. The paper reports the development and use 
of this simulator to simulate BrightWater (BW) at 
unconsolidated and consolidated states of multi-Darcy 
sand and turbidite rock respectively. 
This paper describes a routine procedure for 
calibrating the effect of flow rate on relative 
permeabilities obtained by the dynamic micro-phase 
system during BW deployment. This effect is ascribed to a 
form of periodic channelling by pore throat class in the 
capillary system. Agreement between the experimental 
and numerical Residual Resistance Factors and effluent 
viscosities is very encouraging and supports the validity of 
the mathematical model used in the simulator. 
This is the first time that the fundamental 
mechanisms, especially the dominant effect of a multi-
phase system through a pore throat restriction, have been 
proposed in a dedicated simulator at a pore network level 
for the simulation of BrightWater. 
 
INTRODUCTION 
A very common condition with secondary and tertiary 
recovery of turbidite reservoirs relates to porous media 
being hierarchical in nature; that is, being characterised by 
more than one length-scale of heterogeneity.  When 
injected fluid mobility is higher than that of the 
hydrocarbon in place, various mobility control processes 
have limited use to improve oil recovery, especially when 
high permeability zones, called thief zones, exist within the 
rock.  In this situation, the injected fluid has a low 
resistance route from injection to the production well. 
Critically, it is a contrast in the absolute permeability 
between the thief zone and adjacent lower permeability 
zones that generally determines the case of whether 
injected fluid does or does not effectively sweep the 
hydrocarbon from the adjacent volume. Furthermore, it 
is an enormously complex process to optimise water- 
 
flood design as there is not a single, unique sand 
deposition rate (or grain sorting) in a turbidite. In fact 
there is a range of different sand deposition rates, 
depending on particle size, position in basin turbidity flow 
currents and whether parts of the formation are 
associated with erosion rather than deposition. This is 
what gives rise to very complex structures, knowledge of 
which has evolved with field development, data 
acquisition and water/tracer break-through. 
When screening for potential Relative Permeability 
Modifiers (RPM), a number of Deep Diverting Gel 
Processes (Birchardt et al. 1997) and a polymeric micro-
particle, called BrightWater (BW), are identified as 
candidates to increase the resistance in the thief zone(s), 
as the thief zone(s) and the lower permeability adjacent 
zones are thought not to be sealed by an impermeable 
barrier and are thought to be in wide-spread contact with 
each other. Near wellbore treatments were calculated to 
not likely succeed in significantly improving recovery due 
to cross-flow of injected fluids between zones away from 
the wellbore. A major challenge in applying Deep Diverting 
Gel Processes to a turbidite field is that the treatment is a 
two component formulation; that is, the different axial 
dispersion rates of the monomer and cross-linker 
components through the poorly sorted, angular sand grain 
distribution of the thief zone suggests that this is not a 
suitable means of isolating the watered out zone at depth. 
Capillary electrophoresis implicit of this difference in 
dispersion rates is predicted to influence the mechanical 
stability post-treatment of a deployed gel at exceptional 
permeability units of the thief zone.  
In order to provide a unique low permeability 
barrier across the thief zone so that the treatment will 
build upstream of that point and not bypass, it is critical 
that longitudinal resistance of the largest pore throat class 
in these units is increased at late times during the 
deployment. A single particle solution, i.e. BrightWater 
(BW), is designed for this purpose, such that it targets the 
goal of creating a lasting resistance factor in the largest 
pore throat class at late times during the deployment. 
It is the apparent ability of BW to achieve this goal which 
should be examined in detail for this type of high-
permeability, consolidated turbidite rock system. In order 
to achieve this objective, there exists a demand for a 
dedicated simulator which can accurately and precisely 
describe the way BW works during deployment at a pore 
scale, explained as follows. 
BW laboratory datasets are generally limited to 
experiments that employ a 12m section of unconsolidated 
porous media (i.e. sandpack) and that are carried out at 
low volumetric flowrates. Established RE workflows that 
are matched to these datasets currently employ a thermal 
adsorption isotherm or thermal stripping model which is of 
poor accuracy and precision given the dynamic state of the 
transport and physical properties during deployment and 
that there are multiple realisations of the grain sorting 
along a consolidated turbidite thief zone to consider. A 
premising concept taken forward is that local 
thermodynamic equilibrium (Pope, Lake et al. 1991) at a 
microscopic level is likely inaccurate for modelling BW in a 
turbidite thief zone. A simulator was therefore written 
under this premise to standardise a robust sensitivity 
analysis workflow which considers the transport and 
physical conditions as dynamic and as a function of sand 
grain sorting The degree of pressure build-up from 
increasing RRF within the turbidite thief zone could be 
investigated, incorporating traverse and longitudinal 
dispersion, molecular and intrinsic diffusivity and a 
multiphase system within pore throat restrictions.  
Figure 1 examines the Residual Resistance Factor 
(RRF) along the length of such an experiment, which is 
commonly seen to build greatest towards the tube end. 
BW particles swell through contact with the reservoir brine 
and the increased temperature from heat of the 
formation. This swelling is intended to principally decrease 
the conductivity-mobility within the thief zone. 
Experimental literature published on BW is centred around 
sandpack experiments, such that a long, thin tube (12m x 
9mm2) is initially saturated with water and then charged 
with the BW polymer solution. With time and heat these 
particles are displaced along the pressure gradient and at 
some pore throats become trapped as a residual phase 
creating a Residual Resistance Factor (shown in Figure 1). 
There is also a resistance created by the increase in 
viscosity, and what this paper proposes, also a decrease in 
the microscopic relative permeability of a micro-phase 
system. It is this function of relative permeability of the 
microsystem that the research examines in terms of how 
this influences the selective  
propagation and entrapment of mature polymer.  
Macroscopic experimental data of Residual 
Resistance Factor (RRF) and Resistance Factor (RF) along 
the length of a sand-pack could therefore be investigated 
in terms of the underlying microscopic mass transfer 
processes. This provided a means to identify key 
laboratory research experiments to constrain internal 
functions of the simulator (relative permeability tie-points 
of the micro-system by pore throat class) for upscaling 
predictions to consolidated turbidite systems with 
exceptional permeability. Functional objectives of the 
simulator from this initial development iteration include 
the ability to: 
(i) Examine the residual phase saturation distribution 
and micro-phase system content as a function of 
time, temperature and salinity for four rock types 
of different permeability and grain sorting. 
(ii) Analyse how this tool could be applied to a 
number of higher permeability sands by 
identifying a range of experimental data that 
would be useful to acquire. 
 
CRITICAL LITERATURE REVIEW 
Pritchett et al. (2003), Frampton & Morgan et al. (2009), 
Mustoni et al. (2010) and Husband et al. (2010) have 
shown that the performance of the Bright Water (BW) 
process depends on achieving significant Residual 
Resistance Factors (RRF) during and critically post injection 
of the polymeric system. In US Patent 6,984,705 B2, 
Morgan et al. (2004) examines the RRF increase during 
deployment in example 12, whereby a steep rise in 
pressure drop is observed when between 3.9 and 4.5 pore 
volumes (PV) of polymeric solution are injected into the 
sandpack experiment.  
Morgan et al. (2004) discuss that mobility control 
during the experiments leads to higher residence time of 
the polymeric solution for a given pressure drop. This 
mobility ratio or Resistance Factor (RF) increase is 
discussed as primarily an observation of the effluent 
viscosity increase and the relative permeability of polymer 
to water at a macroscopic level is assumed constant. RRF is 
the ratio of change in the absolute permeability of the 
rock and RF is the mobility ratio of water to polymer 
shown in Eq- 1 (Kf
t is absolute permeability) and Eq-
2Error! Reference source not found. respectively (Kw
t is 
the relative permeability of water to polymer and KP
t is 
the relative permeability of polymer to water, μP and μW 
is polymer and water phase viscosity respectively). 
RRF =
Kf
t
Kf
t=0                     Eq-1 
RF =
Kw
t
KP
t ×
μP
t
μWt
      Eq-2 
 
Morgan et al. (2004) identify that the time delay before 
the injected particles begin to expand, is based on 
Figure 1: schematic of a sandpack experiment with Residual 
Resistance Factors increasing as the polymer content matures along 
the direction of flow 
temperature both near the injection well and deeper into 
the formation, the expected rate of movement of injected 
particles through the thief zone and the ease at which 
water can crossflow out of the thief zone into adjacent, 
lower permeability, hydrocarbon containing zones. The 
first point presents a case for the research simulator 
defining an explicit kinetic model of BW particle radius as a 
function of local temperature and particle residence time 
(another aspect is salinity referenced here) and this is now 
looked at in detail. 
Morgan et al. (2006) identify that the diameter of 
the expanded polymeric microparticle is preferred to be 
greater than one tenth of the controlling pore throat 
radius of the rock. It is this function of controlling pore 
throat radius to RRF and RF that this study aims to 
investigate in terms of the underlying microscopic mass 
transfer processes. An expansion limit of the polymeric 
microparticle as a function of temperature is discussed 
from example 1. Chang et al. (2002) identify that the 
average particle size diameter prior to swelling is optimal 
from 0.1μm to 1.0μm. Frampton & Morgan et al. (2004) 
present scanning electron micrograph of the polymeric 
system this swelling limit has been reached, whereby the 
base particles expanded to 2μm to 4μm dried down size 
and interactions are observable over a scale of 15μm to  
 
20μm or more. Figure 3 and Figure  present scanning 
electron micrographs of the film and expanded structure 
of such swollen particles. These observations clearly show 
that the chains of the polymer particle expand to the point 
at which there is significant voidage within the structure. 
An observation from Figure 3 is that the expanded particle 
structure forms a distinct internal phase (white) within the 
bulk, diffuse, external phase (dark). An examination of 
molecular diffusion literature is required to calculate (i) 
the potential for mass transfer of external polymer species 
to into this internal structure and (ii) the potential for mass 
transfer of groups of these internal structures into the bulk 
diffuse phase. 
 Hutchinson et al. (1952) presented a methodology 
for measurement of inter-diffusion of polyvinyl acetate 
with a series of solvents at intermediate concentration. 
They identified that in systems where solute and solvent 
have considerable difference in molecular size, the true 
rate of diffusion should be much smaller for larger 
molecules (e.g. mature BWP) than for smaller molecules 
(immature BWP). In concentrated solutions and/or 
solutions that the molecular sizes of the solute and solvent 
are significantly different, convective currents are created 
which affect viscosity.  
 Li & Gainer (1968) developed correlations on the 
basis of molecular theory and propose an inverse 
relationship between diffusivity and viscosity, such as 
DAB = αμ
−β. Viscosity was shown to dramatically change 
as a function of solvent concentration. The modified 
Akgerman-Gainer equation, developed by Osmers & 
Melzner (1972), was used to predict diffusion coefficients 
of liquid-liquid polymeric systems as a function of 
concentration. This is shown in Eq-3, where εA is the 
number of solvent molecules around the central solute 
molecule A and considering a system of spherical 
molecules or spherical force fields (N is Avogardro’s 
number). 
DAB = (
kT
εAμB
) (
N
VB
)
1
3 (
MB
MA
)
1
2 exp (
EμB−EDAB
RT
) Eq-3 
Where the geometrical configuration of the diffusing 
molecule to its nearest neighbours (which can be 
interpreted as the number of “bonds” formed between 
the diffusing molecule and its neighbouring molecules) is 
described by: 
εA = π/ sin
−1 (VB
1 3⁄ /(VA
1 3⁄ + VB
1 3⁄ )) 
 
EμB − EDAB =
EμB
2
− (
εA
εB
) (
EμAEμB
4
)
1 2⁄
{[(
rAArBB
rAB2
) γAγB]
1 2⁄
+ [(
rAArBB
rAB2
)
12
(1 − γA)(1 − γB)]
1 2⁄
} 
 
Figure 2 Scanning electron micrograph of a film cast from 
swollen polymeric particles. After Framton & Morgan et al. 
(2004) 
Figure 2: scanning electron micrograph of dried down 
polymeric particles showing approximate dimensions of the 
expanded structure. After Frampton & Morgan et al. (2004) 
In which VA =
4
3
π(r|int)3 is the volume of the diffusing 
molecule. EμB − EDAB is a key control on diffusivity of 
solute molecule A in solvent molecule B and this activation 
energy difference is given by the equation from Osmers & 
Melzner (1972). In which the intermolecular distances are 
defined by: 
rAA = (
VA
N
)
1 3⁄
;  rBB = (
VB
N
)
1 3⁄
;  rAB =
rAA + rBB
2
 
γ denotes the fraction of the total jumping 
activation energy to be associated with particle-particle 
attraction, 1 − γ being the fraction of the energy 
associated with dispersion forces. A large uncertainty is 
held within estimates of this parameter. Given this link of 
viscosity and concentration to diffusivity a kinetic model is 
needed to predict the distribution of particle sizes with 
respect to time and temperature. 
Morgan et al. (2004) examine the effect of liable 
crosslinker concentration on polymer microparticle 
volume, such that viscosity measurement is used as an 
approximation of particle volume (US 6,729,402 B2). 
Chang et al. (2002) identify that this effect is likely related 
to the atomic distance between cationic monomers 
(Pentasodium DTPA) and anionic monomers (2-
acrylamido-2-methyl propane sulfonic acid) within the 
expanding BW particle. These two units of the BW particle 
exist to pull chains of the polymer that are drifting apart 
back together. This process shall be referenced as the 
stabiliser and is discussed in Appendix I. Morgan et al. 
(2004) discusses the opposing dispersive force that is 
driving these chains apart and swelling the particle by 
indicating that the preferred average concentration of the 
liable crosslinker (Polyethyleneglycol diacrylate, PEG) is as 
between 3000 and 9000 ppm. This range indicated that 
the rate of decrosslinking and the total amount of 
crosslinking is likely behind the rate of particle diameter 
expansion and that the stabiliser is needed to prevent the 
BW particle from dissociating or unfolding at the extremes 
of this range respectively. 
Mandal et al. (2011) show experimentally that 
varying the molecular mass of PEG from 200 to 600 has an 
effect on the hydrolysis reaction of tris(1,10-
phenanthroline)iron(II) in a non-ionic polymer (PEG) and 
surfactant (anionic, cationic and non-ionic systems). 
Experimental observations showed that the gradual 
addition of more PEG to the reaction system, resulted in 
more free micelles being transformed into bound micelles. 
Hence, it was shown to decrease the mobility of the 
surfactant molecules. Mandal et al. (2011) presented 
experimental results of viscosity co-efficient Ƞ versus the 
polymer content (Figure 4), claiming that viscosity of a 
polymer solution depends on concentration and size (i.e. 
relative molecular mass) of the dissolved polymer. As the 
polymer concentration increases, the polymer chains 
become more entangled with each other and chain 
mobility decreases, thus viscosity increases. This 
relationship between viscosity co-efficient and PEG 
concentration is taken as a basis to linearize the 
relationship between particle volume and viscosity for BW. 
Morgan et al. (2004) present activation of the polymeric 
microparticle using heat by observing measuring viscosity 
at 75F in table 4 of US 6,984,705 B2 and shown in Figure 5 
below. The kinetic model developed in Appendix I is 
calibrated to these two data sets and provides a 
mechanism to update the distribution of polymeric 
particles across an explicit time-step of 0.1 days. 
 
RESEARCH METHODS 
The underlying microscopic mass transfer processes that 
yield a controlling pore throat radius suggest that a basis 
that chemical adsobtion to the rock surface of Bright 
Water Particles (BWPs) is a second order driving force 
behind where the Bright Water selectively agglomerates 
within a Pore Network. It is rather the mechanical 
entrapment of swollen clusters of particles by mobility 
control of two micro-phases (named internal and external) 
that exist within a BrightWater Pseudo Phase (BWPP).  
Figure 3: Viscosity co-efficient, versus PEG 400 content 
in the CTAB/PEG/water mixed system.  
After Mandal, 2011 
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Figure 4: Viscosity of BW particles with aging time; initial 
PEG concentration of 8.27208E+23 mol/m
3
.  
After Morgan et al. 2004 
The external microphase within BWPP is a continuum of 
space that is of constant composition and viscosity 
between the upstream and downstream pore elements. 
This external phase (BWEXT), shown in cream in Figure 6, 
is in equilibrium with a more viscous internal phase 
(BWINT, shown in green in Figure 6) that is initially 
travelling at the same advection velocity as the BWEXT. 
(Sint + Sext = 1) 
 
As mass is transferred from the external phase 
into the internal phase the internal phase swells and the 
internal phase saturation increases. This increase in 
internal phase saturation leads to a reduction in the 
relative permeability of the external phase from initially 
0.91 to 0.42 in the example of Figure 6. This reduction in 
Kext results in a decreased advection velocity of the 
external phase relative to the mature (or large particle size 
distribution) internal phase. The heavier components of 
the internal phase can start to form their own distinct 
agglomerated phase (BWAP, shown in red in Figure 6) in 
equilibrium with the internal phase (SAP = 0.15). 
(SAP + SPP = 1) 
As the BWAP increases in saturation the traverse 
dispersion of the BWAP dominates over longitudinal 
dispersion within the pore throat system. At this point the 
relative permeability of the external phase reduces to 0.1 
at SAP = 0.3 and Sint = 0.63. The RRF increases 
significantly at this point. It is the limit of molecular 
diffusivity within this BWAP that binds this viscous phase 
together around the periphery of the pore throat and 
allows the higher mobility Bright Water Pseudo Phase 
(BWPP) to flow through the pore throat centre. 
As the mobility of the external phase tends to 0, the 
internal phase relative permeability increases, but the  
viscosity is also increasing. The reduction in absolute 
permeability through this pore throat reaches a limit. It is a 
research question as to whether this limit is 0 or whether 
the controlling pore throat radius is sufficiently large to 
allow RF to dominate the pore throat, shutting off the 
transfer of mature polymer prior to attaining an RRF of 1. 
The study of this potentially discontinuous supply 
of mature polymer to a specific pore throat requires a pore 
network model to predict the distribution of polymer 
species upstream and downstream of an array of pore 
throats that are constantly changing in their macroscopic 
resistivity and microscopic composition.  
 
FORMULATION OF EQUATIONS 
This is a complex system to simulate with precision and 
accuracy. There are four implicit dynamic variables 
[Pressure, Volumetric Flow-rate, Resistivity, Viscosity: 
P(t), Q(t), R(t), μ(t)] and 42 explicit dynamic variables 
changing with respect to time at two different length 
scales. Each pore or each element has a maximum of 14 
connections that material can exchange with upstream, 
downstream or adjacent elements.  
 There are 15 polymer classes ranging from 0.1μm 
to 12μm and their physical properties are presented in 
Appendix II. Viscosities of the 15 polymer classes are a 
function of polymer size and critically the location of that 
polymer in the external or internal micro-phase. 
The designed maximum simulation time is 
between 5 days to 45 days and the designed maximum 
simulated sand pack dimensions are 12m x 9mm2. Along 
the length of 12m, there are up to 14000 K-sections that 
consist of a maximum of 200 pore elements. A typical K-
section is representative of approximately 0.7mm x 9mm2. 
The numerical research simulator developed 
comprises of three components: 
I. Static Component 
II. Macroscopic Component 
III. Microscopic Component 
A summary of the implicit and explicit variables by 
component is presented in Appendix III. Figure 8 presents 
these three components of the simulator.  
 
I. Static Component 
At first a pore network grid generator is required to create 
an array of pore throats connected to each element. The 
explicit definition of pore radius and intra-pore length are 
sufficient to calculate pore throat diameter (rij) implicitly 
(after Joekar-Niasar (2008)). Appendix IV reviews the pore 
network grid generator. Figure 7 shows the cross section 
of a well sorted K-section (0.55mm x 9mm2 synthetic grid). 
This can be calibrated to core using Numerical RocksTM 
and/or mercury injection data. Approximately 14000 of 
these K-sections are stacked in the direction of flow to 
simulate the 12m sandpack experiment. 
Ideally a number of pore network models will be 
calibrated to mercury injection capillary pressure data 
considering the gradation in macroscopic permeability  
Figure 5: Concept of the BrightWater mechanical 
entrapment process within a pore throat: black area is the 
rock restriction 
from the thief zone to the boundary of the adjacent zone. 
 
 
II. Macroscopic Component 
In considering two pore bodies i and j the permeability 
through a pore throat that contains wetting fluid only is 
referenced to Azzam and Dullien (1997): 
𝐾𝑖𝑗
𝐵𝑊𝑃𝑃 =
𝜋
8𝜇𝑖𝑗
𝐵𝑊𝑃𝑃𝑙𝑖𝑗
(𝑟𝑖𝑗
𝑒𝑓𝑓)
4
  
𝑟𝑖𝑗
𝑒𝑓𝑓 = √
4
𝜋
𝑟𝑖𝑗  
 The effect of changing fluid viscosity (𝜇𝑖𝑗
𝐵𝑊𝑃𝑃) at 
the microscale has a direct impact on the permeability of 
the pseudo phase through a pore throat. Hence an 
increase in the internal phase saturation of the 
pseudophase, which is more viscous than the external  
microphase, will reduce the absolute permeability of the 
bulk pseudophase within this pore throat (𝐾𝑖𝑗
𝐵𝑊𝑃𝑃). At a 
macroscopic scale, the increment in resistivity of this pore 
throat implies that the fluid distribution upstream of this 
pore throat will need to be resolved taking this to account. 
In the simulator, this is done not on an individual pore throat 
level, but across the pore throats that have the greatest 
rate of change in resistance within a particular K-section.  
The pore network model is therefore required to 
reinitialise the pore pressure, pore throat rates, 
saturations and inlet compositions every 0.1 days to tie 
into the microscopic model running at approximately 
0.001 day time-steps. This is outlined as follows. 
 
2.0 Initialisation of pore pressure and pore throat rates, 
saturations and inlet composition 
In order to initialise the flux at the start of the 0.1 day 
time-step we require knowledge of the total volumetric 
flux through the network. As the network has a no-flow 
boundary condition at the x-y edge of the network, the 
total volumetric flow-rate is assumed constant over a 
given time-step for a K-section, given the premises that 
the fluid is incompressible at a macroscopic level and that 
swelling of the BWP does not contribute to a gross density 
change of the macroscopic fluid phases. 
The scheme contains a number of linear iterations 
to converge the material balance residual error in the K-
dimension to zero. Details of this scheme are provided in 
Appendix V. 
 Composition of the downstream pore body is 
updated from the volumetric flow-rate of a specific pore 
throat 𝑄𝑖𝑗,𝑋𝐹 the respective micro-phase saturation 𝑆𝑖𝑛𝑡 or 
𝑆𝑒𝑥𝑡 and the concentrations of a specific polymer class 
output from the Pore Throat Model 𝐶𝑖𝑗,𝑃
𝑃𝑇𝑀. This is done for 
all 30 polymer generations. 
𝐶𝑃
𝑁 =
∑ 𝐶𝑖𝑗,𝑃
𝑃𝑇𝑀 × 𝑆𝑖𝑛𝑡/𝑒𝑥𝑡 × 𝑄𝑖𝑗,𝑋𝐹
𝑋𝐹=14
1
∑ 𝑄𝑖𝑗,𝑋𝐹
𝑋𝐹=14
1
 𝐼𝐹 𝑄𝑖𝑗,𝑋𝐹 < 0 
 
2.1 Call RPM Model  
After solving for the saturation of internal phase within the 
BWPP and independently solving for the saturation of 
BWAP at each flowing pore throat this routine updates the 
relative permeability tie-point 𝐾𝑒𝑥𝑡
∗(𝑆𝐴𝑃),  and saturation 
tie-point Sext
∗(SAP) along the external phase relative 
permeability line.  
The default permeability and saturation tie-points 
are Kext
+ = 0.9 and Sext
+ = 0.7 respectively and are set 
at the start of simulation. If SAP increases beyond 0.1 
within a specific pore throat at the end of the microscopic 
iterations, then the 𝐾𝑒𝑥𝑡
∗, Sext
∗ tie- points of the external 
phase are linearly interpolated as a function of SAP to the 
end tie-points at SAP = 0.3 which are set at Kext
− = 0.2 
and Sext
− = 0.3. These endpoint can give the user ability 
to tune the model to specific sandpack  
Figure 6: Output from a 3D Pore Network Simulator showing the 
2D connectivity of a 550μm thin-slice; triangle points are a 
function of the sand grain z-dimension extent. 
 
 
Figure 7: schematic of the flow of information between the three 
main components of the research numerical simulator 
data sets or as is recommended in the discussion section, 
for particular pore throat classes. 
 
2.2 Call kinetic model to update particle size distribution 
A Shell Core Model (SCM) is called to implicitly calculate 
the BW particle size as a function of the time-step of 0.1 
days and temperature and implicitly calculate the BW 
particle shell PEG saturation. This is extensively discussed 
in Appendix I. The particle viscosity of the pore body is 
updated from the correlations in Appendix II as a function 
of temperature using the following equation: 
μi
N = (
∑ μ𝐶(T)×Ci,C
NC=30
1
∑ Ci,C
NXC=30
1
)     
 
2.3 Pore network implicit pressure, explicit saturation 
solver 
Resistivity Rij
N is recalculated based on the updated 
viscosity μij
t+∆tand the effective pore throat radius 
∆𝑟𝑖𝑗
𝑒𝑓𝑓
(Sij,AP
N  ). The reduced diameter of the minimum 
restriction across the pore throat is calculated from (𝛽 is a 
user defined argument < 1): 
𝑟𝑖𝑗
𝑡+∆𝑡 = (1 − Sij,AP
N )
𝛽
× (𝑟𝑖𝑗
𝑡=0) 
And the updated viscosity is calculated from: 
μij
t+∆t = (μij
PTM + μi
t) 2⁄   IF 
  Qij
N×∆t
Vij,
< 0.5  
μij
t+∆t = μij
PTM  IF 
  Qij
N×∆t
Vij,
> 0.5  
where μij
t+∆t is the viscosity at the end of the local time-
step at the exit of pore throat ij, Vij,is the volume of the 
pore throat, Qij
N is the volumetric flow-rate at the start of 
the newton iteration through pore throat ij and μij
t  is the 
viscosity at the beginning of the local time-step through 
pore throat ij. Viscosity is also updated for pore body 
(μj
t+∆t) after calculating μij
t+∆t for all pores: 
μj
t+∆t =
1
2
(
∑ μij
t+∆t × Qij
NXF
1
∑ Qij
NXF
1
)    for   Qij
N < 0 
The same numerical scheme is then called as per 2.0 with 
updated μi
N, μij
N, Rij,AP
N . The resulting concentration fronts 
of the external and internal polymer species are 
numerically stable and shown in Figure 10. 
 
III. Microscopic Component 
The Pore Throat Model (PTM) is called for simulating 100 local 
time-steps of 0.001 days from node i to j if: 
 𝑆𝑃𝑃 is greater of equal to 0.01 
 Qij
N > 0 
 
Boundary Conditions are updated to the PTM:  
 𝐶𝑃,𝑗𝑖
𝑡  
 𝐶𝑃,𝑖𝑗
𝑡  
 𝜇𝑗𝑖
𝑡  
 𝜇𝑖𝑗
𝑡  
 𝑇𝑁𝐴
𝐼𝑇  
 𝑉𝐴𝑃
𝑡  
 𝑉𝐴𝑃
𝑡+1 
 
3.0 Solve for microphase saturation and composition 
within a pore throat and calculate base solvent molecule 
for mass transfer process 
At each time-step of 0.1 days the change in saturation of 
the internal phase ∆𝑆𝑖𝑛𝑡 and concentration ∆𝐶𝑖𝑗,𝑃 within 
this pore throat is calculated from the transfer of mass 
through diffusion in a 2-phase boundary layer model 
(which comprises of 5 layers λ=1,5 and where 𝑑𝑉𝜆,𝐴
𝑖𝑛𝑡,𝑡 is the 
volume increment per ∆𝑡 ≈ 0.001 day time-step in the 
PTM). 
∆𝑆𝑖𝑛𝑡 =
∑ ∑ 𝑑𝑉𝜆,𝐴
𝑖𝑛𝑡,𝑡𝑡=100
1
𝜆=5
1
𝑉𝑖𝑗 × (1 − 𝑆𝐴𝑃)
 
 
Composition is assumed constant for the external phase as 
the longitudinal dispersion through this more continuous 
phase is assumed to dominate relative to traverse 
dispersion. The opposite is assumed for the internal phase, 
whereby composition is updated at downstream pore 
throat exit: 
 
𝐶𝑖𝑗,𝑃
𝑃𝑇𝑀 =
𝐶𝑖𝑗,𝑃
𝑖𝑛𝑡,𝑡 × 𝑉𝜆,𝐴
𝑖𝑛𝑡,𝑡 +× ∑ 𝐶𝜆=1,𝑖𝑗,𝑃
𝑒𝑥𝑡,𝑡 × 𝑑𝑉𝜆,𝐴
𝑖𝑛𝑡,𝑡𝑡+∆𝑡
𝑡
𝑉𝜆,𝐴
𝑖𝑛𝑡,𝑡+∆𝑡
 
 
The solvent base molecule of the internal phase for this 
pore throat at this time are calculated to be the maximum 
product of concentration across polymer classes 16-30 (i.e. 
internally micelle bound) multiplied by the fraction of the 
total jumping activation energy to be associated with 
particle-particle attraction of that polymer class (γP). This 
fraction is discussed in detail in the critical literature 
review and references work by Osmers & Melzner (1972). 
“A” denotes the solvent particle index. The top five species 
are ranked A(1,2,3,4,5) and updated to the PTM from: 
A = P    IF    CP,ji
t × γP  = max
16≤P≤30
CP,ji
t × γP  
Out of the top five solvent base molecules (CP,ji
t × γP), the 
most micelle bound is placed at λ=1 and the least micelle 
bound placed at λ=5. 
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3.1 Numerical scheme to solve for advection velocity and 
the microscopic component of mass transfer in the Pore 
Throat Model 
Within the two-phase boundary layer of the pore throat 
model there are five layers discretised in space into 5x20 
elements. An advection velocity (z) profile exists through 
this system from the external surface of the diffusion layer 
in contact with the external phase (λ=5) to the internal 
surface in contact with the internal, higher viscosity phase 
(λ=1).  Velocities of the boundary layers 2, 3 and 4 are 
linearly interpolated between these two velocities. 
 
𝑧𝜆=5 = −𝐾𝑟,𝑒𝑥𝑡
𝑡 × 𝐾𝑖𝑗
𝐵𝑊𝑃𝑃 × ∆𝑃𝑖𝑗
𝑁 𝑟𝑖𝑗
2⁄  
𝑧𝜆=1 = −𝐾𝑟,𝑖𝑛𝑡
𝑡 × 𝐾𝑖𝑗
𝐵𝑊𝑃𝑃 × ∆𝑃𝑖𝑗
𝑁 𝑟𝑖𝑗
2⁄  
 
An explicit solver forward in time, central in space is now 
called with a user specified CFL limit. The length of one 
local time step is calculated from, and an example value 
for this would be ∆𝑡 ≈ 0.001 days: 
∆𝑡 =
2 × 𝑟𝑖𝑗 × 𝐶𝐹𝐿
(𝑧𝜆=5 + 𝑧𝜆=1)
 
𝛼(𝜆) = ∆𝑡 × 𝑧𝜆 𝑟𝑖𝑗⁄  
𝑈𝑉𝐼𝐼 = 𝐶𝐼𝑋,𝑡−1,𝑃,𝜆 
𝑈𝑉𝐼𝑀 = 𝐶𝐼𝑋−1,𝑡−1,𝑃,𝜆 
𝑈𝑉𝐼𝑃 = 𝐶𝐼𝑋+1,𝑡−1,𝑃,𝜆 
𝑑𝑈(𝜆)
𝑑𝑥
= 𝛼(𝜆) × (𝑈𝑉𝐼𝐼 − 𝑈𝑉𝐼𝑀)  IF  𝛼(𝜆) > 0 
𝐶𝐼𝑋,𝑡,𝑃,𝜆 = 𝑈𝑉𝐼𝐼 −
𝑑𝑈(𝜆)
𝑑𝑥
 
 
This is progressed along the length of the pore throat (IX=1 
to 20). A schematic of the initialised at t=1 is shown in 
Figure 9. The coloured elements represent control 
volumes that have a concentrated base solvent molecule 
A(λ) (calculated in 3.1). The white elements are control 
volumes that cannot partake in mass transfer initially. 
Initially there is not external species in the layers λ=1 to 4. 
Smaller molecular weight mass is to be transferred from 
λ=5 to λ=1 as solute particles through a heavier solvent 
particle calculated in 3.0. 
As the PTM simulator steps forward these blocks 
move at different advection velocities from IX=1 towards 
IX=20 according to 𝑧𝜆. Critically at each time step, the 
mass transferred is calculated from λ= λ(y) to λ=λ(y+∆𝑦), 
where y is the traverse distance perpendicular to the 
advection velocity and 𝐷𝐴𝑃,𝜆 is the diffusivity of external 
solute species P in solvent A and is a function of pore  
throat temperature (𝑇𝑁𝐴
𝐼𝑇 ): 
𝐶𝐼𝑋,𝑡,𝑃,𝜆−1 = 𝐶𝐼𝑋,𝑡,𝑃,𝜆−1 +
𝐶𝐼𝑋,𝑡,𝑃,𝜆−𝐶𝐼𝑋,𝑡,𝑃,𝜆−1
2 × (∆𝑦)2
× ∆𝑡
× (𝐷𝐴𝑃,𝜆−1 + 𝐷𝐴𝑃,𝜆) 
There is also an accompanying term to account for the 
mass transferred over this time step for the concentration 
at λ. 𝜑 is 0 for λ=5 and 𝜑 < 1 for λ<5. This could be 
improved as an implicit function of CP,ji
t × (1 − γP) but for 
the simplified for this scheme.  
𝐶𝐼𝑋,𝑡,𝑃,𝜆 = 𝐶𝐼𝑋,𝑡,𝑃,𝜆 −
𝐶𝐼𝑋,𝑡,𝑃,𝜆−𝐶𝐼𝑋,𝑡,𝑃,𝜆−1
2 × (∆𝑦)2
× ∆𝑡
× (𝐷𝐴𝑃,𝜆−1 + 𝐷𝐴𝑃,𝜆) × 𝜑 
At the end of the local time-step the volume increment of 
the internal phase, which is now swollen with resident 
solute particles that have been transferred from the 
external phase, is calculated for the next time-step. 
𝑑𝑉𝑥,𝐴(1)
𝑖𝑛𝑡,𝑡+∆𝑡 = ∑ {𝑁 × 𝑣𝑃 × ∆𝐶𝐼𝑋,𝑡,𝑃,𝜆=1}
𝑃=15
1
 
𝑁=constant 
𝑣𝑃=molar volume of polymer species P 
 
3.2 Update internal phase relative permeability and 
saturation and call BWAP flux model to update 
agglomerated phase saturation within a pore throat 
A new relative permeability of the internal phase is 
calculated from this internal phase saturation change 
during the local time steps. As the saturation of the 
agglomerated phase increases, the likelihood of 
discontinuity of the external phase is assumed to increase, 
and the ability of the external phase to flow through the 
pore throat therefore decreases. 
𝐾𝑟,𝑖𝑛𝑡
𝑡+∆𝑡 = 𝐾𝑟,𝑖𝑛𝑡
𝑡 (∆𝑆𝑖𝑛𝑡) 
𝐾𝑟,𝑒𝑥𝑡
𝑡+∆𝑡 = 𝐾𝑟,𝑒𝑥𝑡
𝑡 (∆𝑆𝑖𝑛𝑡 , 𝑆𝐵𝑊𝐴𝑃) 
𝑆𝑖𝑛𝑡 + 𝑆𝑒𝑥𝑡 = 1 
There is no change in the agglomerated phase saturation 
across the sum of these local time-steps, for only after the 
PTM has run to 1 global time step (0.1 days) is the 
agglomerated flux calculated.  
After the PTM has reached one global time-step, a 
similar model is called, this time comprising of three 
boundary layers: λ=3 is the external phase and λ=2 is the 
internal phase travelling at the average velocity from the 
PTM and λ=1 is the agglomerated phase: 
zλ=3̅̅ ̅̅ ̅̅ =
1
2
(zλ=5(Sint ) + zλ=5(Sint + ∆Sint )) 
zλ=2̅̅ ̅̅ ̅̅ =
1
2
(zλ=1(Sint ) + zλ=1(Sint + ∆Sint )) 
zλ=1̅̅ ̅̅ ̅̅ = zλ=2̅̅ ̅̅ ̅̅    IF   SAP < 0.5 
zλ=1̅̅ ̅̅ ̅̅ = 0   IF   SAP > 0.5 
The advection velocity of the agglomerated phase zλ=1̅̅ ̅̅ ̅̅   is 
a function that could be developed further in future work. 
Figure 8: Schematic of five layer system of the diffusion layer 
comprising a total of 100 finite elements 
λ=1 
λ=5 
IX=1,20 
RESULTS OF EXPERIMENTS AND SIMULATIONS 
The concentration profiles of a specific polymer class (2.1 
microns) across the first 50mm of the simulated sand-pack 
experiment are plotted in Figure 10. Prior to 0.05 days this 
polymer is observed to exist only within the external 
phase. The external phase is observed to break-through 
just after 0.05 days and the internal phase is observed to 
break-through just after 0.07 days. A second observation is 
that the concentration of this polymer class is higher in the 
external phase than the internal phase. If a largest 
polymer class (12 microns) is plotted, the inverse 
relationship would be seen, albeit at later times. There are 
15 polymer concentration plots for each micro-phase at 
this macroscopic scale. Each data point represents the 
arithmetic average of microscopic concentration for a 
specific polymer class of the specific micro-phase across all 
of the pore throats within a 9mm2x420μm K-section. 
Examination of Figure 12 shows that for the smaller 
diameter pore throats (i.e. 𝑟𝑖𝑗 < 13𝜇𝑚) the internal phase 
saturation is greater than 10% by 4.0 simulated days after 
the external phase first reached this segment. At this time, 
most of the larger diameter pore throats (i.e. 𝑟𝑖𝑗 > 30𝜇𝑚) 
have internal phase saturations less than 1%. The relative 
permeability of external phase 𝐾𝑟,𝑒𝑥𝑡
𝑡 (∆𝑆𝑖𝑛𝑡, 𝑆𝐵𝑊𝐴𝑃) 
therefore decreases fastest in the smaller pore throat class 
than the mid or larger pore throat class. At this point in 
time (4.0 days) there is no agglomerated phase as the 
kinetics of reaction do not yield mature polymer until mid-
late polymer residence times. The RRF within the smaller 
pore throat class will  
remain at 0 if 𝑆𝑖𝑛𝑡 → 1 and 𝑆𝐵𝑊𝐴𝑃 = 0. At that point in 
time and temperature of the pore throat the velocity of 
the external phase through the pore throat zλ=3̅̅ ̅̅ ̅̅ = 0.  As 
the external phase is the least viscous micro-phase, the 
rate of mass into the diffusion layer between the internal 
micro-phase and the agglomerated phase is now entirely 
dominated by the content of the higher viscosity internal 
micro-phase. This influences a low RRF for this pore throat 
class at late times. For the larger pore throat class, at mid-
late times a different behaviour is observed whereby  
𝑆𝑖𝑛𝑡 < 1 and therefore the rate of growth of the 
agglomerated phase is dominated by the content of the 
lower viscosity external micro-phase. Critically, this is 
advantageous to a point, i.e. a greater flux of mature 
polymer class is delivered to the boundary layer system 
through the external micro-phase, generating the 
agglomerated phase and RRF if 𝑆𝑖𝑛𝑡 < 1 at late times.  
Figure 11 shows the effect of increasing 
macroscopic permeability on the statistical spread in the 
volumetric flux by pore throat diameter. The model, as is 
expected of a physically correct representation of porous 
media, shows a broad spread in flux over all classes of pore 
throat size irrespective of the grain sorting. This strategy of 
statistical analysis by pore throat diameter could tie into 
mercury capillary injection techniques to calibrate the 
pore network grid for consolidated turbidite core. 
Figure 9: Polymer Concentration along the first 50mm of the sand 
pack experiment for polymer class 6 (2.1 microns); breakthrough = 
0.05 days for external phase and 0.08 days for internal phase 
Figure 10: Effect of grain sorting on volumetric flow-rate for a 
specific, fixed pressure drop within a 9mm
2
x420μm K-section 
Figure 11: Internal Phase Saturation by pore throat diameter across 
a 9mm
2
x420μm K-Segment. Times are days after break-through of 
BWPP 
Figure 13 examines the saturation of the 
Agglomerated Phase at 10m into the simulated sand-pack 
experiment. Macroscopic permeability of this sample is 
4.854x10-13 m2 (WELL SORTED). Most of the flowing pore 
throats are fully saturated with BWAP at 4.5 days after 
BWPP break-through. 
 
ANALYSIS 
In comparing the 0.836 Darcy to the 0.523 Darcy Sorted 
Sands of Figure 14, the proportion of flowing pore throats 
for the higher permeability network is almost half of those 
that are flowing in the lower permeability network. This 
indicates that the connectivity of lower resistance paths 
upstream and downstream of this segment is greater for 
the higher permeability sorted sand than the lower 
permeability sorted sand. In comparing these two Sorted 
Sands to the higher permeability unsorted sand, two 
observations can be made: the larger diameter pore 
throats are utilized more frequently than in the unsorted 
sands; a greater number of pore throats are flowing at any 
given time-step than in the unsorted sands. The impact of 
these two observations link to an independent observation 
in Figure 15 whereby the saturation of the Agglomerated 
Phase at 4.5 days is close to 1 for most of the pore throats 
in the sorted sands, but on average lower than 0.5 for the 
unsorted sand. This change in distribution is highlighted 
also by the red plots of 1.0 days being spread  
in the sorted sands, but close to 0.0 for the unsorted 
sands. 
If the volumetric flow-rate is increased by an order of 
magnitude in the unsorted sandstone, there is a significant 
reduction in the number of pore throats that are at RRF=1 
at 5.0 days. This is shown statistically in Figure 16 where 
one pore volume is approximately 3.1 days for the base 
volumetric flowrate (Q_1). There is therefore an inverse 
relationship in the simulator between volumetric flowrate 
and macroscopic RRF for this BW grade at this range of 
macroscopic conditions (flowrate, permeability, 
temperature). In a full field simulation, composite 
heterogeneity that arises from a vertical gradational 
transition of sand quality, from an underlying exceptionally 
high permeability multi-Darcy rock to an overlying mid-
permeability rock (2 Darcy) is anticipated to exhibit a 
velocity profile of Q_10 to Q_1. This flow-regime transition 
might yield a build-up of RRF  
Figure 12: Saturation of the Agglomerated Phase at 10m with 
respect to time after BWPP break-through at 12m, within a 
9mm
2
x420μm K-section 
Figure 14: Saturation of Agglomerated Phase for different rock types 
at 10m into sand-pack experiment, within a 9mm
2
x420μm: top=0.523 
Darcy (SORTED); middle=0.836 Darcy (SORTED); bottom=1.363 Darcy 
(UNSORTED). Time is from after BWPP break-through at 12m  
Figure 13: Flowing Pore Throat Diameter Distribution across 
all pore throats within a 0.7mm x 9mm
2
 K-section 
in a periodic pattern with influence on the selectivity of 
volumetric flowrate between the exceptionally high-
permeability and mid-permeability layers. In discretising a 
laterally extensive thief zone (vertical extent of 0.8m) into 
5 coupled pore network models across the transition in 
permeability, a workflow is created to reduce uncertainty 
and improve decision making in deployment of Bright-
Water to candidate injector-producer groups. Critically, 
this 2D workflow can examine the likelihood of achieving 
sufficient RRF in the exceptionally high-permeability rock 
at late-times or across a range in treatment volumes and 
grades. This supplies a detailed estimate on risk, i.e. the 
probability of failing to achieve significant permeability 
reduction in the most permeable rock. 
A range of grain sorting transition in the vertical axis 
can be identified through petrophysical analysis of core 
and logs; however a number of geological options for the 
lateral map of this transition are required through 
extrapolation or interpolation. This could be improved by 
discretising the 0.8m thick thief zone transition laterally 
and coupling to an existing chemical flood simulator such 
as UTCHEM. 
The macroscopic RRF and RF are examined along the 
length of the 12m sand-pack experiment in Figure 17. 
Here, the graphs show that there is significant build-up of 
RF at 2.25 PV prior to the RRF increasing to 1. This 
resistance is due to the relative permeability of the 
external phase decreasing and the effluent viscosity 
increasing substantially towards the end of the sand-pack 
experiment. These macroscopic calculated data are the 
key inputs to field-scale simulation. 
Finally, the tool can be used to plot RRF as a function of 
rock permeability and grain sorting as shown in Figure 18. 
The poorer the degree of sorting is observed as a positive 
influence on RRF for this BW grade at this range of 
macroscopic conditions. 
 
DISCUSSION 
For the smaller diameter pore throats, their relative 
conductivity compared to the mid- and larger- diameter 
class is significantly reduced by the time the large pore 
throats reach 10% internal phase saturation. The viscosity 
in the smaller throats is also significantly higher. This 
implies that a greater proportion of the flow will be 
through the larger pore bodies at late times, and hence 
deliver a mature residual phase during the period that the 
external phase still has a high relative permeability to  
Figure 15: Order of magnitude sensitivity analysis of injection rate. 
Time is from after BWPP break-through at this K-segment. Q_1 is 
0.035ml/min and Q_10 is 0.35ml/min 
Figure 16: An examination of the macroscopic RRF and RF along 
the 12m length of the sand-pack experiment 
Figure 17: A comparison of different rock types on the calculated 
RRF at 10m into the 12m sandpack experiment 
the internal phase. This is observed for a studied 
permeability range of 0.523 to 1.363 Darcy. This 
mechanism of targeted delivery of BWAP mass to the 
larger pore throats at late times is likely to be a valid for 
this range of permeability in a consolidated system. This 
claim considers premise that the ratio of longitudinal to 
traverse dispersion should as a function of increasing 
cementation factor not vary more than an order of 
magnitude within the pore network model. 
However this mechanism might have limitation in 
higher permeability sands. As the grain sorting reduces, 
the average pore element increases in diameter and hence 
the average pore throat increases in diameter. The ratio of 
longitudinal to traverse dispersion and therefore 
concentration front propagation is affected on a 
macroscopic level.  
 Review of the degree of sorting and permeability 
in Figure 18 suggests that the concentration front (Figure 
10) might change depending on the rock structure.  
 Application of the PNM for prediction of this 
integrated micro-macro system at reservoir conditions 
would ideally require calibration of the PNM static 
component to mercury capillary injection data and a 
scanned CT-network of consolidated reservoir core. 
 Calibration of the PNM micro-macro components 
to an array experimental data would enable the project to 
constrain the predictive error of the simulator. Future 
analysis might include: 
 Measurement of the viscosity ratio versus the 
fraction of jumping activation energy associated 
with particle-particle attraction (γA) or measuring 
the diffusivity constants as a function of viscosity 
for select solvent species 
 Multivariate analysis of flowing pore throat index 
Figure 14 to microscopic viscosity ratio or mobility 
ratio between the two microphases from cell 
experimental data 
 Examine the underlying factors that control the 
traverse and longitudinal dispersion processes 
within a pore throat through a series of micro-
channel experiments. Scanning electron 
micrography might be used to investigate the 
internal phase surface area per volume according 
to advection velocity through this system. This 
could be used to calibrate the relative 
permeability tie-points as a function of PTR or 
micro-channel diameter class and temperature.  
 Examine sensitivity of kinetic model, across a 
number of grades of BW by varying inlet 
composition and experiment salinity/temperature. 
 Examining the measure of prediction success 
when estimating of entrapment rate across multi-
Darcy rock or sand-pack with residual oil 
saturation: 
∇𝜗 =
𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝐸𝑟𝑟𝑜𝑟𝑠 − 𝑂𝑏𝑠𝑒𝑟𝑣𝑒𝑑 𝐸𝑟𝑟𝑜𝑟𝑠
𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝐸𝑟𝑟𝑜𝑟𝑠
 
 
The limitations of the research tool that require future 
development work are: 
 The wettability of small pore throats is not 
accounted for in terms of a residual oil saturation. 
This could be developed in the Newton Iteration 
Scheme and might reference work done by 
Valvatne and Blunt 
 The underlying chemistry is important, hence it is 
important to parameterise interaction potentials 
of polymer species using DPD or MD.  
Additional concepts that could be looked at are:  
 inaccessible pore volume 
 Snap-off of BWAP 
 𝑧𝜆=1̅̅ ̅̅ ̅̅  function of 𝐾𝑖𝑗
𝐵𝑊𝐴𝑃 in utilizing a three phase 
macroscopic solver 
 
CONCLUSIONS 
This paper has presented an overview of prediction 
analysis methods for, and the key variables associated 
with, simulating the mechanical entrapment of 
BrightWater in different sand qualities. A large proportion 
of the paper was devoted to developing and interpreting 
some standard measures of mechanical entrapment at a 
pore network level and at an individual pore throat level.  
 The project achieved the goal of developing a 
reservoir engineering workflow for extrapolating 
BrightWater behaviour to a consolidated turbidite 
reservoir system. This workflow is designed for multi-Darcy 
systems. The tool developed provides a means to reduce 
uncertainty and improve decision making in deployment of 
Bright-Water to candidate injector-producer groups. 
 The method used to fit pore structure was seen to 
have a direct influence over where the mature polymer 
selectively agglomerates per pore throat class. The 
mechanism of modelling BrightWater as a two phase 
system with one phase divided into two micro-phases was 
also clearly presented. 
The implicit formulation of the simulator can 
predict a number of microscopic and macroscopic 
quantities that could be used for investigating the use of 
BrightWater at significantly higher permeability. Further 
experiments are identified to calibrate the kinetic and 
mass transfer in the simulation of higher permeability 
systems and the effects of temperature and salinity. 
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Appendix I. Details of the Kinetic Model 
Due to the nature of how water is reacted in the manufacture of BrightWater, the final product delivered to the well site comprises 
of approximately 50% water species by mole. This water content is a chemical species is tightly bound to the particle through 
ionic or covalent bonding. It is clear that with an exceptional shelf life of the product, there is likely very few water molecules 
held by low energy intermolecular forces and not chemical bonding internal of the particle. The key components of a BW particle 
comprise of a stabiliser (2-acrylamido-2-methyl propane sulfonic acid & Pentasodium DTPA), an esterified monomer 
(Acrylamide) and a primer (Polyethyleneglycol diacrylate (PEG)). These components prior to phase inversion, in creating the final 
product, are shown in Figure 18. Phase inversion techniques discussed by Morgan et al. (2004) lead to the following assumptions 
for the final composition of the BW particle. 
 
Product assumptions: 
I. PEG evenly distributed throughout particle 
II. PEG carbon number of 4 
III. 1.26x106 monomer units per BWP 
IV. BWP MW=189x106 g/mol 
V. BWP dispersed at SG=1.2 
VI. 50 mol% water 
 
Morgan et al. (2004) discuss the concentration of the primer as a first order effect on the kinetics of hydrolysis, such that the rate 
of reaction of liable cross-linker has a direct relationship: 
 
𝑟 = 𝑘 × 𝑉 × [𝑃𝐸𝐺] 
 
A sensitivity of rate constants is uncertain and the kinetics of this first order equation are imprecise in despite the uniform 
properties of the composition of the product. Rate constants between 0.00000001s
-1
 to 0.000001s
-1
 can be used to match 
experimental data, however there is inherent uncertainty in this approach. A premise that the kinetic model adopts is that a volume 
at the core of the particle is likely limited by mass transfer of reacted PEG away from reaction sites if there is insufficient free 
water present to act as a solvent. Hence on contact with reservoir brine and with progressive thermal reaction of the primer at the 
shell of the particle, an osmotic gradient exists whereby there is a forward osmosis from a high concentration of free water at the 
surface of the particle to the zero concentration of free water at the core of the particle. Critically the kinetic model assumes that 
the concentration of the reacted cross-linker in the core of the particle is sufficiently high to prevent further reaction occurring. 
Only though swelling of the shell of the particle can there be sufficient gradient of free water to allow the reacted cross-linker 
concentration to reduce. 
Therefore the particle is assumed to comprise of a shell where there is significant free water and a core where there is an excessive 
amount of reacted primer present. Thus the rate of reaction is integrated with respect to volume only for the shell of the particle. 
𝑟 = 𝑘 ∫
𝜕[𝑃𝐸𝐺]
𝜕𝑟
× 𝑉𝑟𝑖  𝑑𝑟
𝑟=𝑟𝑠
𝑟=𝑟𝑐
 
 
The surface charge concentration is assumed net neutral on first contact with reservoir brine, however the charge density per unit 
weight might change with H+ adsorption. A question from this is as to how close the stabiliser components are within the 
expanding polymer chains. The distance of the forces between the Na+ tied to the –ve charge of AMPS depends on the 
environment. In low salinity environments there is likely a large separation between Na+ and SO2-, leading to a greater ability of 
the particle to swell. pH therefore is taken to not directly affect viscosity but changes the degree of protonation. We therefore 
eliminate the pH from dynamic calculations of the microscopic variables and incorporate it implicitly into the kinetic model. At 
this stage pH is not implicitly written into the code and is future development work of this research project. 
 
DISPERSED PHASE POLYMERIC MICROPARTICLES 
5 to 90 mol% (AMPS) C7H13NO4S 
375g => 1.8mol 
 
 2-acrylamido-2-methyl propane sulfonic acid 
 log 𝑃𝑜/𝑤 = -1.494 (hydrophilic) 
 Melting Point = 383 oF 
 MW: 207.2 g/mol 
 H acceptor: 5 
 H donor: 2 
MONOMER = (ACRYLAMIDE) C3H5NO 
164g => 2.3 mol 
 
 Acrylamide 
 Melting Point = 184oF 
 Solubility in Water = 2.04 kg/l 
 MW: 71.08 g/mol 
 95 to 10 mol% 
0.5g => 0.001mol 
 
 Pentasodium DTPA 
 Melting Point: 32 oF  
 Water Soluble 
 MW: 503.26 g/mol 
 Density 1.2 g/ml at 25 oC 
LIABLE CROSS-LINKER 
36.4g => 0.00633 mol 
 
 Polyethyleneglycol diacrylate (PEG) 
 Melting Point:  
 Water Soluble 
 MW: 330 g/mol 
 Viscosity = 57 cP (25 oC) 
 PEG hydrogels are an emerging scaffold for microparticle 
stability since polymerisation can occur rapidly at room 
temperature and requires low energy input, it has a high 
water content, is elastic and can be customised to include 
a variety of polymer micro-structures 
Figure 18: Dispersed Phase Polymeric Microparticles prior to phase inversion 
The kinetic constants used are monotonically increasing with temperature: 0.0000002 (140F), 0.0000006 (175F), 0.0000002 
(210F). The time it takes for the particle to promote to the next particle class is then calculated. This is carried out at every 0.1 
days within 1 newton iteration and the concentration for every pore and pore throat is updated accordingly for polymer class 1 to 
15. 
  
From the initial moles of PEG reactant within the shell of the particle, we calculate an equivalent saturation of PEG within the 
structure of the particle shell. The formulation is linear and is given by equations : 
𝑆𝑃𝐸𝐺 = 0.5 ×
𝑛𝑟𝑖
𝑡
𝑛𝑟15
𝑡    (external microphase) I-1 
𝑆𝑃𝐸𝐺 = 0.5 ×
𝑛𝑟𝑖
𝑡
𝑛𝑟15
𝑡    (internal microphase) I-2 
With reference to Colloids and Surfaces A: Physicochem. Eng. Aspects 380 (2011) 300–307, we calculate particle class viscosity 
for the PEG saturation and temperature using Figure 20. These are presented in Figure 20. 
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Figure 19: Dependence of particle viscosity on the saturation of PEG in the Shell of the particle 
 
Figure 20: particle specific basis for viscosity and time-to-particle-expansion (input into kinetic model)
Saturation of PEG Radius of Shell [um] Radius of Core [um] ∆ Shell VOL m3
SPEG [PEG] mol/m3 | Initial Shell mol | Init PEG mol/BWP
0.1 0.1 0.09 1.13516E-21 8.27208E+23 939.015 375.606
0.244244244 0.3 0.24 5.51915E-20 3.06373E+22 1690.92 526.1256
0.289351852 0.6 0.45 5.23075E-19 3.82967E+21 2003.203125 861.48909
0.328828829 1 0.7 2.75204E-18 8.27208E+20 2276.505 205.313724
0.363050551 1.5 0.975 1.02547E-17 2.45099E+20 2513.424375 217.9559844
0.392392392 2.1 1.26 3.04132E-17 8.93217E+19 2716.56 212.0278406
0.41722973 2.8 1.54 7.66538E-17 3.76826E+19 2888.510625 195.9969544
0.437937938 3.6 1.8 1.71003E-16 1.77299E+19 3031.875 174.9439226
0.454892392 4.5 2.025 3.46921E-16 9.07773E+18 3149.251875 151.9171036
0.468468468 5.5 2.2 6.52308E-16 4.97195E+18 3243.24 128.7455121
0.479041542 6.6 2.31 1.15263E-15 2.87728E+18 3316.438125 106.5265573
0.486986987 7.8 2.34 1.93413E-15 1.74313E+18 3371.445 85.91868437
0.49268018 9.1 2.275 3.10723E-15 1.09772E+18 3410.859375 67.31696062
0.496496496 10.5 2.1 4.81026E-15 7.14573E+17 3437.28 50.95842637
0.5 12 1.2 7.23099E-15 4.78708E+17 3461.535 40.27705582
Concentration profile of PEG reactant
 @ 75F  @ 75F  @ 75F
k [s-1] rPEG mol/s day cumu day Ƞ|int [Pa.s] k [s-1] rPEG mol/s day cumu day Ƞ|int [Pa.s]k [s-1] rPEG mol/s day cumu day Ƞ|int [Pa.s]
0.0000002 0.000187803 23.1 23.1 2833.333333 0.0000006 0.000563409 7.7 7.7 6833.333 0.0000012 0.001126818 3.9 3.9 11833.33
0.0000002 0.000338184 18.0 41.2 6920.253587 0.0000006 0.001014552 6.0 13.7 16690.02 0.0000012 0.002029104 3.0 6.9 28902.24
0.0000002 0.000400641 24.9 66.0 8198.302469 0.0000006 0.001201922 8.3 22.0 19772.38 0.0000012 0.002403844 4.1 11.0 34239.97
0.0000002 0.000455301 5.2 71.3 9316.816817 0.0000006 0.001365903 1.7 23.8 22469.97 0.0000012 0.002731806 0.9 11.9 38911.41
0.0000002 0.000502685 5.0 76.3 10286.43227 0.0000006 0.001508055 1.7 25.4 24808.45 0.0000012 0.003016109 0.8 12.7 42960.98
0.0000002 0.000543312 4.5 80.8 11117.78445 0.0000006 0.001629936 1.5 26.9 26813.48 0.0000012 0.003259872 0.8 13.5 46433.1
0.0000002 0.000577702 3.9 84.7 11821.50901 0.0000006 0.001733106 1.3 28.2 28510.7 0.0000012 0.003466213 0.7 14.1 49372.18
0.0000002 0.000606375 3.3 88.1 12408.24157 0.0000006 0.001819125 1.1 29.4 29925.76 0.0000012 0.00363825 0.6 14.7 51822.66
0.0000002 0.00062985 2.8 90.9 12888.61778 0.0000006 0.001889551 0.9 30.3 31084.31 0.0000012 0.003779102 0.5 15.1 53828.93
0.0000002 0.000648648 2.3 93.2 13273.27327 0.0000006 0.001945944 0.8 31.1 32012.01 0.0000012 0.003891888 0.4 15.5 55435.44
0.0000002 0.000663288 1.9 95.0 13572.84368 0.0000006 0.001989863 0.6 31.7 32734.51 0.0000012 0.003979726 0.3 15.8 56686.58
0.0000002 0.000674289 1.5 96.5 13797.96463 0.0000006 0.002022867 0.5 32.2 33277.44 0.0000012 0.004045734 0.2 16.1 57626.79
0.0000002 0.000682172 1.1 97.6 13959.27177 0.0000006 0.002046516 0.4 32.5 33666.48 0.0000012 0.004093031 0.2 16.3 58300.49
0.0000002 0.000687456 0.9 98.5 14067.40073 0.0000006 0.002062368 0.3 32.8 33927.26 0.0000012 0.004124736 0.1 16.4 58752.09
0.0000002 0.000692307 0.7 99.2 14166.66667 0.0000006 0.002076921 0.2 33.1 34166.67 0.0000012 0.004153842 0.1 16.5 59166.67
T=140F T=175F T=210F
  
 
Figure 21: Model predictions of phase viscosity as a function of temperature and time.  
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 Appendix II. Physical properties of polymeric particles by polymer class 
 
 
  
Polymer Class Polymer Radius 
[microns] Molar Density 
molecule / um3 MW g/molecule 
Mass Density 
g/um3 
Viscous 
Activation 
Energy γP 
1 0.1 2.39E+02 3.13953E-16 7.50E-14 0.2 
2 0.3 8.84E+00 3.13982E-16 2.78E-15 0.35 
3 0.6 1.11E+00 3.14032E-16 3.47E-16 0.4 
4 1 2.39E-01 3.14092E-16 7.50E-17 0.45 
5 1.5 7.07E-02 3.1416E-16 2.22E-17 0.5 
6 2.1 2.58E-02 3.14235E-16 8.10E-18 0.55 
7 2.8 1.09E-02 3.14316E-16 3.42E-18 0.6 
8 3.6 5.12E-03 3.14403E-16 1.61E-18 0.65 
9 4.5 2.62E-03 3.14493E-16 8.24E-19 0.7 
10 5.5 1.43E-03 3.14588E-16 4.51E-19 0.7 
11 6.6 8.30E-04 3.14685E-16 2.61E-19 0.7 
12 7.8 5.03E-04 3.14784E-16 1.58E-19 0.7 
13 9.1 3.17E-04 3.14885E-16 9.98E-20 0.7 
14 10.5 2.06E-04 3.14987E-16 6.50E-20 0.7 
15 12 1.38E-04 3.15089E-16 4.35E-20 0.7 
 Appendix III. Implicit and explicit components of the research numerical simulator 
Component Implicit Variables Explicit Variables 
Static Component: Pore throat radius 𝑟𝑖𝑗  Pore Radius 𝑟𝑖, intra-pore length 𝑙𝑖𝑗 , pore 
throat connectivity index 𝐼𝑖𝑗  
Macroscopic 
Component: 
Pore throat permeability 𝐾𝑖𝑗 , Pore 
throat pseudo viscosity 𝜇𝑖𝑗, Effective 
pore throat radius 𝑟𝑖𝑗,𝑒𝑓𝑓  
Pore throat pressure diffusivity 𝐷𝑖𝑗 
Microscopic 
Component: 
Pore throat internal phase advection 
velocity 𝑉𝜆=1,5,𝑖𝑗(𝑡) 
 
 
The runspec file is outlined as follows: 
MXSIMT    50 Maximum simulation time (days) 
SEGMENT   100 Number of K-Segments 
RTEMP     200 Reservoir temperature (F) 
RPMTUNE   0.3 Tuning parameter of PTM solver 
QRPM      .TRUE. Implicit calculation of BWAP Flag 
RPMS1     10 Lower Tie Point for BWAP Saturation % (Kr,ext=0.9) 
RPMS2     30 Upper Tie Point for BWAP Saturation % (Kr,ext=0.1) 
QRESTART  2 Restart Flag, 0=numerical grid generator; 1=initialization of dynamic 
data; 2=simulation over specified maximum simulation time 
NA        10 Number of K-Sections in one K-Segment 
VARDNZ    17 Number of thin-slices per K-Section 
MXNEWT    3 Maximum number of newton iterations in saturation solver 
LINEAR    12 Maximum number of linear iterations in pressure solver 
CONST     25  
MBTOLL    10000 Residual Error Tolerance of Material Balance Solver (μm3/d) 
TDELTA    0.1  
TOLL      1  
MIDDNZ    4  
QRATE     0.000079  
PRADXM    0.6  
PRADUB    400  
PORPRM    70  
PDTUNE    0.5  
PGRADI    2.76  
INITVS    1000  
LMAX      12192  
INITPD    0  
QINIT     .FALSE.  
QSORT     .FALSE.  
SATUNE    1  
V1TUNE    0.3  
V2TUNE    0.22  
V3TUNE    0.15  
CNCINJ1 0.006349206  
CNCINJ2 0.006349206  
CNCINJ3 0.006349206  
CNCINJ4 0.006349206  
CNCINJ5 0.006349206  
CNCINJ6 0.006349206  
CNCINJ7 0.006349206  
CNCINJ8 0  
CNCINJ9 0  
CNCINJ10 0  
CNCINJ11 0  
CNCINJ12 0  
CNCINJ13 0  
CNCINJ14 0  
CNCINJ15 0  
CNCINJ16 0.006349206  
CNCINJ17 0.0064  
CNCINJ18 0  
CNCINJ19 0  
CNCINJ20 0  
CNCINJ21 0  
CNCINJ22 0  
CNCINJ23 0  
CNCINJ24 0  
CNCINJ25 0.0062  
CNCINJ26 0.006349206  
CNCINJ27 0.006349206  
CNCINJ28 0.007  
CNCINJ29 0.071  
CNCINJ30 0  
 
 
  
Appendix IV. Details of the Pore Network Grid Generator 
In the sphere-and-tube network, the length of a pore throat is equal to the spacing of the lattice points minus the sum of radii of the 
two neighbouring pore bodies. The static component of generating the pore network grid and hence pore throat radius 𝑟𝑖𝑗requires 
the user to specify controls for the distribution of pore radii. Figure 22: Pore network model of a thin slice. Pore throats are 
indicated by the connections between pore elements shown by circles on the left graphic. Their respective area at 
maximum pore radius is shown on the right graphic by the white areas.shows the pore network of a 0.5mm x 3mm x 3mm 
K-segment which contains 140 pores. 
 
 
Figure 22: Pore network model of a thin slice. Pore throats are indicated by the connections between pore elements shown by circles on the 
left graphic. Their respective area at maximum pore radius is shown on the right graphic by the white areas. 
 
The macroscopic permeability of the K-segment can be increased through employing a larger pore diameter and hence a large 
implicitly calculated pore throat diameter. The grain sorting can also be defined in terms of employing similar cross sections along 
the length of the sand pack, or alternating between low permeability and high permeability cross-sections. The results of 
generating three different sand units by these two controls on the grid set-up is shown in Figure 23. 
 
 
Figure 23: permeability-pore throat diameter plot for three sand types 
  
0.00E+00
5.00E-12
1.00E-11
1.50E-11
2.00E-11
2.50E-11
3.00E-11
0.00E+00 2.00E+01 4.00E+01 6.00E+01
P
e
rm
e
ab
ili
ty
 m
2
 
Pore Throat Diameter 
Permeability, Pore Throat Plot 
K=1.26E-12 m2 (POORLY
SORTED)
K=7.7626E-13 m2 (WELL
SORTED)
K=4.85E-13 m2 (WELL
SORTED)
Appendix V. Details of Initialisation of pore pressure and pore throat rates, saturations and inlet 
compositions 
 
MATERIAL BALACNE – Newton Iterations [Subroutine name: PNNEWT.f] 
 
MATERIAL BALANCE - Linear Iterations [Subroutine name: PNLIN.f] 
 
 
This routine is used to converge the material balance error by first finding the upper and lower estimated maximum residual error 
given the pressure, viscosity and resistance for each pore throat at initialisation. Residual error of a specific pore body is 
calculated by summing the individual pore throat volumetric rates: 
Ri
−/+ = ∑ Qij
N(L=1)
 
ij=14
1   
Qij
N(L=1)
 =
∆Pij
N
μij × Rij
 
The top 15 (positive) and bottom 15 (negative) pore material balance error are calculated at every K-slice (apart from the end K=1 
and K=170). These nodes are labelled with a flag of 1 and -1 respectively and the first element in the linear iteration scheme takes 
node with a flag of -1 at K=K and searches for a downstream node with a flag of +1 at K=K+1. Residual material is transmitted 
into the down-stream pore body with an extent limited to the minimum residual error between these two pores. Ultimately there 
will come a time where the number of connections between pores with a flag of -1 and 1 reduces to zero and a second and third 
scheme are required to solve for the residuals outside of solving a select few out of the extreme 30 nodes. These two additional 
schemes are explored further in appendix xx. 
IF (Ri
− > Ri
+) => qij
L+1 = qij
L − Ri
−,          Ri
+ = Ri
+ + qij
L+1   ,         Ri
− = 0 
IF (Ri
− < Ri
+) => qij
L+1 = qij
L + Ri
+, Ri
− = Ri
− + qij
L+1 , Ri
+ = 0 
As the number of linear iterations is increased within a newton loop, beyond 100, the material balance error propagates to the 
point where there are extremes reached at late iterations. Figure 24 examines the accuracy of the linear solver. As the number of 
linear iterations increases above 100, the material balance error after calling the newton scheme increases exponentially.  
 
 
Figure 24: An examination of the stability of the linear solver with respect to material balance error (μm3/d) 
Given the solution of volumetric flux in the linear iterations, we update the pressure field from knowledge of the flux Qij
N(L)
 at 
newton iteration N: 
 
∆Pij
N+1  = Qij
N(L)
× μij
N(L)
× Rij
N 
 
∆Pij
N can be summed for all of the pore throats connected to that individual pore body to update the pore pressure that was 
previously calculated from initialisation or the previous newton iteration: 
 
Pi = ∑ ∆Pij
Np,K
1
 
These individual pore pressures are input as boundary conditions into the pressure diffusivity equation across one k slice in the x-y 
dimension. Pressure diffusion is assumed negligible in the direction of preferential flow with the premise that the viscous pressure 
loss is assumed as dominating. The values of ∆Pijare therefore updated and new Qij
N+1 are calculated. 
- 
+ 
𝑞𝑖𝑗
𝐿 → 𝑞𝑖𝑗
𝐿+1 
Qij
N+1 =
∆Pij
μij × Rij
 
 
Due to the nature of dynamic displacements, the pressure in a connected phase is not necessarily uniform, i.e. the viscous pressure 
drop in each phase is significant. Once the pressures in each pore are estimated, the computation of dynamic displacement 
redistributes fluid saturations in a particular area of the network. Critically, the computational model estimates the pressure field in 
each phase not only at the flood front, but throughout the entire network, given the volumetric flow-rate explicitly defined. 
  
The function of the algorithm is to discern the maximum positive and negative fluxes between pore elements and solve for 
pressure given the rate updated from the linear iterations and imposing mass conservation at every pore i. A good test for if the 
algorithm functions to deliver mature polymer along new flow paths upstream of a region of the network that has built up in RRF 
or RF, is to identify new pore throat connections that begin to show an agglomerated phase at the end of a newton iteration and 
once the microscopic and macroscopic components have been called. These observations are shown in Figure 26. 
 
Figure 25: Agglomerated Phase Saturation by Pore Throat Diameter 
