Abstract. The definition of a Q m -normal family, m ∈ N, is a geometrical extension of the notion of normality. In this paper we extend three conditions of normality and derive three other conditions for Q m -normality.
Introduction
We require some notation and definitions before presenting the notion of Q m -normality and introducing our results.
We denote ∆ = {z ∈ C : |z| < 1}. For z 0 ∈ C and r > 0, ∆(z 0 , r) = {z ∈ C : |z − z 0 | < r}, ∆ (z 0 , r) = {z ∈ C : 0 < |z − z 0 | < r}, ∆(z 0 , r) = {z ∈ C : |z − z 0 | ≤ r}. D is defined to be E. We write f n χ ⇒ f on D to indicate that the sequence {f n } of meromorphic functions on D converges to f uniformly on compact subsets of D in the spherical metric χ. We write f n ⇒ f on D if the convergence is already in the Euclidean metric.
The theory of Q m -normal families was developed by X.T. Chuang [Ch] . We consider three (types of) normal families (on some domain D), all of which are defined by some condition, and each of which is extended to be a Q m -normal family by letting each member of the family not satisfy the condition in some restricted set in D. (B 1 ) r < η 1 .
(C 1 ) The function f takes the value a in ∆ 0 .
We say that ∆ 0 is an (a) 2 -disk of the function f in D if ∆ 0 has property (A 1 ) as well as the following properties:
(B 2 ) r < η 2 .
(C 2 ) The function f has at least I 2 strongly disjoint (a) 1 -disks compactly contained in ∆ 0 .
In general, if m ≥ 2 is an integer, we say that ∆ 0 is an (a) m -disk of the function f in D if ∆ 0 has property (A 1 ) as well as the following properties:
(C m ) The function f has at least I m strongly disjoint (a) m−1 -disks compactly contained in ∆ 0 .
Our three main results are:
family of order at most ν in D. Moreover, if the functions in F are holomorphic, the assertion is true for n ≥ 2. 
Then F is a Q m -normal family of at most order ν 1 + ν 2 on D.
Theorem 1.4. Let F be a family of meromorphic functions on a domain D, and let a 1 and a 2 be distinct complex numbers. Assume that for each f ∈ F and each j = 1, 2 any
The paper is organized as follows. Section 2 contains preliminary results. In Section 3, we give background on the normal version of Theorem 1.2 and give its proof. In Section 4, we do the same with relation to Theorem 1.3 and in Section 5 with relation to Theorem 1.4.
Preliminary results
First we give some definitions that lead us to alter definitions of Q m -normal family.
All definitions are taken from Chuang's book [Ch, Chapter 8] . 
If m ≥ 1 and ν ≥ 1 are integers and S can always be taken to have at most ν non C m−1 -points in D, then F is said to be Q m -normal of order at most ν in D.
It turns out that a Q 0 -normal family is just a normal family, and that a Q 1 -normal family is a quasi-normal family. The latter notion was introduced by P. Montel [Mo] who developed also the classical notion of normality. In [Ch] , these definitions were given successively in Chapters 1, 5 and 8 to Q 0 -normality, Q 1 -normality and to general Q m -normality, respectively.
The equivalence of the definition that we first gave for Q m -normal family and Definition 2.3 follows from the following lemma. We shall also use the following lemmas. 
The interested reader is referred also to [Ne1] for a brief and concise background of Q m -normality.
The following important lemma due to L. Zalcman is a very useful tool in the research of normal families. 
(c) functions f n ∈ F; and
where g is a nonconstant meromorphic (entire) function on C.
Moreover, g(ζ)
can be taken to satisfy the normalization g
For applications of Zalcman's Lemma, see [Za2] and [Be] .
In [Ne1], Zalcman's Lemma was extended to be a criterion for non Q m -normality or non Q m -normality of order ν as in the following.
Lemma 2.8. Let F be a family of meromorphic functions in a domain D, and m ≥ 1.
In order that F not be a Q m -normal family in D, it is necessary and sufficient that
there exist
Lemma 2.9. Let F be a family of meromorphic functions in a domain D, and m, ν ≥ 1
integers. In order that F not be a Q m -normal family of order at most ν in D, it is necessary and sufficient that there exist
(a) a sequence of functions of F, S = {f n } ∞ n=1 ; (b) a set E ⊂ D satisfying |E (m−1) D | ≥ ν + 1, such that to each point z ∈ E correspond; (c) a sequence of points {ω n,z } ∞ n=1 belonging to D such that ω n,z → z; (d) a sequence ρ n,z → 0 + ; and (e) a nonconstant function g z (ζ), meromorphic on C, such that (f) f n (ω n,z + ρ n,z ζ) χ ⇒ g z (ζ) on C.
Theorem 1.2 and its background
Let a, b ∈ C, a = 0 and n ∈ N. Let F = F(a, b, n) be the family of meromorphic functions defined on ∆ by the rule that f ∈ F if and only if f − af n = b on ∆. Over the past thirty years, the question of the normality of F (depending on the value of n and on whether the functions of F are meromorphic or holomorphic) has been thoroughly investigated. The starting point was Hayman's paper [Ha] , where he proved that a meromorphic function on C which satisfies f − af n = b must be constant if n ≥ 5; when f is entire, n ≥ 3 suffices. For analytic functions, the normality result corresponding to Hayman's theorem was proved by Drasin [Dr] . The corresponding result for meromorphic functions was established (independently) by Langley [La] , Song-ying Li [LiS] , and Xianjin Li [LiX] ; cf. Li and Xie [LX] . More recently, based on the Zalcman-Pang Lemma, Pang [Pa] proved that the condition f − af 4 = b implies normality for families of meromorphic functions. The sufficiency of the condition f − af 2 = b for normality of families of analytic functions follows in a similar way, cf. [Ye] . Finally, from the (independently obtained) results of Chen and Fang [CF] , Bergweiler and Eremenko [BE] , and Zalcman [Za2] , it follows that the family of meromorphic functions which satisfies f − af 3 = b is a normal family.
To summarize, we can formulate 
. By passing to a subsequence if necessary, we can assume that (1) and (2), it follows that for large enough k
Assume the correctness of the theorem for m and consider the family F = F m+1,ν (a, b, n) .
Suppose that F is not a Q m+1 -normal family of order at most ν in D. By Lemma 2.9,
D | ≥ ν + 1 and for every z ∈ E corresponding sequences {f k }, {ρ k,z }, and {ω k,z } as in Lemma 2.9 such that
where g z is a non-constant meromorphic function on C.
for large enough k. Indeed, suppose this is not true. Then there exists a subsequence 
Applying Lemma 2.8, we see that {f k } is not a Q m -normal family on ∆ i , a contradiction. Therefore, there is some k 0 ≥ 1 such that for any
compactly contained in D, and we get a contradiction to the assumption for m + 1.
This completes the proof.
Remark. Compare this proof to the proof of Lemma 1.52 [Ch, , which of course makes no use of the extensions of Zalcman's Lemma.
From Theorem 1.2 we deduce 
where E ⊂ D satisfies E 
Background to Theorem 1.3 and its proof
The following theorem was first proved by Yang Le [Ya] (for ψ analytic) and later generalized by W. Schwick [Sc1] to meromorphic ψ. In [Ne2] a somewhat different proof is given. The proof of Theorem 1.3 is based on this theorem.
Theorem 4.1. Let F be a family of meromorphic functions in a domain D, and let k be a positive integer. Suppose that ψ is a meromorphic function in D, and the following conditions hold:
(1) ψ ≡ 0;
(4) no f ∈ F has poles in common with ψ in D.
Then F is a normal family on D.
Proof of Theorem 1.3. Induction on m. (For convenience, we write F = F m at the m-th step of the induction ). m = 1. Let {f n } be a sequence of F = F 1 .
As in the proof of Theorem 1.2, we can assume without loss of generality that for
Consider the domain
It follows from Theorem 4.1 that {f n } is normal in D 0 . Hence it has a subsequence {f n } with at most N 1 + N 2 non C 0 -points in D, N 1 + N 2 ≤ ν 1 + ν 2 ; and so we are done. In the case N 1 = N 2 = 0, {f n } is a C 0 -sequence in D (cf. the proof for m = 1 in Theorem 1.2.
Assume now that the theorem is correct for m and let us prove it for m + 1. Suppose, to the contrary, that F = F m+1 is not a Q m+1 -normal family of order at most ν 1 + ν 2 in D. By Lemma 2.9, we have
n − ψ, which is a contradiction to the assumption for m + 1 and therefore proves the theorem. Indeed, suppose that this is not the case. Then {f n } has a subsequence {f n } such that for each
n − ψ. By Definition 1.1, there are at most I m+1 − 1 strongly disjoint (0) m -disks of f n compactly contained in ∆ i and
We then get a contradiction to (5.5) via Lemma 2.7 (cf. Theorem 1.2).
In the same fashion that Theorem 3.2 was derived from Theorem 1.2, we can derive from Theorem 1.3 the following result. 
Then F is a Q m -normal family on D.
Remark. Assume we omit condition (4) 
Schwick seems to have been the first to draw a connection between normality criteria and shared values. He proved [Sc2] Theorem 5.1. Let F be a family of meromorphic functions on the domain D and let a 1 , a 2 , and a 3 be distinct complex numbers. If f and f share a 1 , a 2 , a 3 for every f ∈ F,
Later, Pang and Zalcman [PZ] improved this result. They proved We now prove 
Proof. Let S = {f k } be a sequence in F. By passing to a subsequence, if necessary, we can assume, without loss of generality, that for each k, n f k = N, 0 ≤ N ≤ ν. This means that for each k ≥ 1, f k and f k share a and b in the domain D\{ζ
, in which case {f k } is normal according to Theorem 5.2). We can also assume that for each 1
S is normal in ∆(ζ 0 , r). Since normality is a local property, we deduce that S is normal in D 0 , so it has a subsequence S which is a C 0 -sequence in D 0 . Evidently, S has at most ν non C 0 -points in D; so by Definition 2.3, F is a Q 1 -normal family of order at most ν in D.
We now are almost in a position to prove Theorem 1.4. But first we need the following lemma. We have r ≥ 0; and since the number of points with W is finite (by conditions (1) and (3) On the other hand, if Γ 1 contains at least k points with B, we cut from Γ 1 a small enough piece that contains only z 0 from all the colored points which lie on Γ 1 and create an arc Γ 2 ⊂ Γ 1 that contains − 1 points with W and at least k points with B.
In a fashion similar to the construction of ∆ W , construct an open disk ∆ B , compactly contained in ∆, which contains Γ 2 ∪ ∆(ir, r 1 ), and no colored points except those of this union. The disk ∆ B evidently satisfies condition (II). This completes the proof of the lemma.
Proof of Theorem 1.4. Suppose, to the contrary, that F is not Q 1 -normal. Using Lemma 2.8, we get a sequence S = {f k } of F and a sequence of distinct points in
for every n ≥ 1, z n is a non C 0 -point for each subsequence of S.
Take ρ,
(see Definition 1.1 for η 2 ) such that
In view of (8), there are two alternatives.
(I) For infinitely many values of k, one of the following four possibilities holds.
So, in any case, there exists a subsequence S = {f k } of S satisfying (9) or (10). If, say,
, which again contradicts (6). (II) There exists k 0 ≥ 1, such that for each k ≥ k 0 and j = 1, 2, f k and f k assume the value a j only finitely often in ∆(ζ 0 , ρ). Now take z ∈ ∆(ζ 0 , ρ). If z satisfies (13), we say that z is a W -point. If z satisfies f N 1 (z) = a 1 , f N 1 (z) = a 1 , we say that z is a B-point. If z satisfies f N 1 (z) = f N 1 (z) = a 1 , we say that z is a BW -point.
By the assumption and (14), all the conditions of Lemma 5.4 are fulfilled (with n = I 2 ). Therefore, its conclusion must hold, too. Assume, without loss of generality, Translating the meaning of colors, together with (7) and Definition 1.1 for m = 1, 2, we see that ∆ * ⊂ D is an (a 1 ) 2 -disk of f N 1 , but not an (a 1 ) 2 -disk of f N 1 . This contradicts the assumption of the theorem, and so the proof is complete.
With the aid of Lemma 2.9 for m = 2, we can derive the following result from Theorem 1.4. 
