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ABSTRAK
Pengelasan tahap kesukaran soalan merupakan aspek yang penting dalam menentukan
soalan-soalan yang hendak dikeluarkan dalam peperiksain. iinap klsukaran yan! iinggi
atau rendah memberikan kesan.terhadap pencafaian seseorang petilar. Soalan y"nj't"rraru
sukar menyulitkan pelajar untuk mempeiolehi harkah yang ti;jgi, 'begitu ;uga seo"aliinya.Oleh. itu, sebuah prototaip dibangunkan untuk mengfaji pJnggunaan kaedah indekskesukaran dan rangkaian neural rambatan balik dalam -menentutan kelas sesuatu soalan.Data. input yang digunakan ditukar kepada nilai pemberat menggunakan teknik indekskesukaran yang kemudiannya digunakan sebagai nilai input tepaoa iingkaian neural. proses
rangkaian neural rambatan balik akan menghJsilkan tigi penjelasan s-oalan sebagai ouputiaitu soalan pada tahap sukar, sederhana d"an muoah.- o'eng"an ;oanya kajian pJiggun"an
rangkaian neural ini diharap dapat membantu para pensyarai dalam membina ioaiair yanglebih sesuai mengikut tahap dan kemampuan piltalar.
PENGENALAN
Seseorang pelajar telah didedahkan dengan format penilaian berasaskan soalan peperiksaan
sejak.di bangku sekolah Ie$.ah sehinggilah ke institusi p"ngi;Lnlinggi. Ujian pdniiaian itaupeperiksaan boleh didefinisikan sebagai satu prosedur siltematit -ving'oiglnakan u;tuk
melihat satu perbandingql oencapaiariseseorang petajar dengan pencafaiai serasa yang
sepatutnya dicapai(Mgld Najib, 1997). Pencapailn seieorang- petdar aican dinitai Jaripaoa
markah yang diperolehi selepas keputusan peperiksaan dikeiahui. - Namun begitu, sj"arakeseluruhannya, keputusan peperikbaan 1mi*'atr) yang diperolehi oletr seseoffi p"r"j"ttidak mengambarkan secara tepat keseluiutran p6n-capiian perajar tersebut. luarr-an yangdiperolehi bergantung_ kepada jenis soalan dan iahap'kesutaiai soalan yang oitelua*andalam peperiksaan. Situasi ini sebenamya boleh m'enjadi sJtu masatah'keiada p"ruin"
soalan.(pensyarah). seseorang pensyarah yang inginhembina soalan peperiksaan harusmengetahui keseluruhan. pencapaian pelajirnyi dlngan tahap kesukiran soatan yanghendak dikeluarkan. Sekiranya.lahap'kesut<aian soa'in v"ng'oitetr"rk; 
"d;l;h'tiiigi,maka keputusan yang diperolehi oleh pelajar adalah rendah.'ae6itu juga sebaliknya !
Bagi menghuraikan masalah ini, satu kaedah perlu diperolehi bagi mengimbangi pencapaianqetail dengan tahap dan jenis soalan yang akan' ditanya Jitam plperit<sidn. oenlandemikian' pencapaian sgsgolalg pelajar aiau leseturutran ieta;ar oi oir"h satu k;h; aa-patdinilaidengan lebih tepat lagi. oleh itu, kami mencadangkan pdnggunaan kaedah rangialan
neural rambatan balik dalam mengkelaskan tahap kesuliaran ioai"*n berdasarkan tepituianpeperiksaan pelajar. Kajian yang dilakukan menggunakan setiap soalan yang berada didalam bank. soalan yang pernah dikeluarkan dalJri peperiksaan sahaja. tvtanaiata Gntut
soalan objektif. gahqja yang digunakan dan subjek y"Lg renj"oi rayian kes iaitu roji"npeperiksaan subjek pemikiran Kritis dan Kreatif seii zobgDo04 sLmester lt.
KAJIAN LITERATUR
!{ajia1 yang dijalankan ini tertumpu kepada dua kaedah yang digunakan iaitu kaedah indekskesukaran dan rangkaian neuralrambatan balik. indeks tiesu-farjn digunakan untuk menuiardata mentah kepada data baru yang dapat digunakan oleh rangkaian neural.
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lndeks Kesukaran
Terdapat dua kaedah dalam menentukan tahap kesukaran setiap soalan' fge.Oa! pertama
iatah penentr"n i"n"p kesukaran bagi soalan berbentuk objektif dan betul salah. Manakala
kaedah kedua ialah fenentuan tahap kesukaran bagi soalan berbentuk struktur dan esei.
Namun begitu, disini'akan diterangkan kaedah yang pertama sahaja. Indeks kesukaran akan
digunakan bagi menentukan sami ada sesuatu soalan itu sukar, sederhana atau senang.
Indeks kesukaran ini merujuk kepada kesukaran pelajar menjawab soalan berdasarkan
feiUanOingan di antara sesima pelajar. Sebelum menggunakan formula indeks kesukaran,
data jawapan pelajar dan markah pertu Oifumpulkan terlebih dahulu untuk dianalisis dengan
menggunakan-proiedur analisis item. Berikut merupakan jadual susunan analisis item :
1. Membuat jadual susunan pelajar yang mendapat jumlah markah tertinggi hingga ke
terendah.
2. Susunan-susunan ini nanti akan dibahagikan kepada tiga kumpulan iaitu kumpulan
pelajar yang mendapat markah tinggi, kumpulan pelajar yang mendap_at markah
sederhana |an kumpulan pelajar ying mendapat markah rendah. Berikut adalah
peratusan yang disediakan untdf tetiga-tiga kumpulan tersebut (Mohd Najib, 1997) :
a. Kuhpulan pelajar mendapat markah tinggi- 27 peratus
b.Kumpulanpe|ajarmendapatmarkahsederhana-46peratus
c. Kumpulan pelajar mendapat markah rendah - 27 peratus
penentuan markah tinggi, sederhana dan rendah ini dibuat berdasarkan
pertimbangan pensyarl-h itu sendiri. Contohnya, pelaiar yang mendapat.markah di
bawah +O-peratus diikelaskan sebagai pelajar kumpulan rendah dan pelajar yang
mendapat markah 80 peratus ke atas adalah pelajar dalam kumpulan tinggi.
Se|ebihnyaada|ahpe|ajaryangmendapatmarkahsederhana.
3. Seterusnya, untuk ietiap sbalan, bilangan petajar yang menjawab dengan betul akan
dikira bajisetiap kumpulan (kumpulan tinggidan rendah sahaja). Bagipengiraan
indeks kjsukaran, data dari kumpulan sederhana tidak diperlukan. lni kerana data
dari kumpulan sederhana tidak diperlukan dalam pengiraan indeks kesukaran.
lndeks kesukaran ini akan dikira berdasarkan pelajar dari kedua-dua kumpulan yang
mendapat jawapan betul ( kumpulan pelajar tinggi dan kumpulan pelajar rendah). Berikut
adalah formula pengiraan indeks kesukaran :
f T^ + R^l - ^^^.tndekskesukaran = A = Ltffiytoo*
laitu,f = jumlah pelajar kumpulan berpencapaian tinggift = jumlah pelajar kumpulan berpencapaian rendah
Tu = bilangan pelajar kumpulan tinggi menjawab dengan betul
Ra = bilangan pelajar kumpulan rendah menjawab dengan betul
Namun begitu, dalam prototaip ini, hasil pengiraan indeks. kesukaran tidak akan didarabkan
dengan seratus peratus. Hasiljawapan akan dikekalkan dalam bentuk nombor perpuluhan'
Rangkaian Neural
Setelah selesai proses indeks kesukaran, hasil yang diperolehi akan digunakan pula oleh
rangkaian neurai. Rangkaian neural merupakan satu teknik dalam kepintaran buatan yang
ditiir daripada proses -pemikiran otak manusia. Dalam kajian yang dijalankan. ini' teknik
rambatan balik dipilih sebagai tunjang utama proses lqtihgn rangkaian n-e_ural. Kaedah ini
telah diperkenatkan oen RLl.Witli6mJ pada tahun 1986.(Negnevitsky,2OO2). Kaedah ini
merupai<an jenis rangkaian neural yang paling baik. Shukturnya adalah sama seperti multi-
tayer-percepf.ron dan'menggunakan atgbritma pembelajaran.rambatan balik. Fungsi keaktifan
yjng 'Oigunakan ialah sliimoid. Kiedah ini perlu diselia ketika proses pembelajaran
lij"iant ai. Berikut merupakan algoritma pembelajaran rambatan balik:
1. Dapatkan bentuk set pola latihan'
2. Bina model rangkaian neural : bilangan neuron dalam aras input, aras tersembunyi
dan aras outPut.
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3' Tentukan kekerapan pemberajaran (q) dan kekerapan momentum/ arpha(o).
t Kenalpastisemua sambungan .(Wx)dan bias pemberat (0;, 01) untuk nilai'rawakan.5. Tentukan kesilapan yang minima, Er6.6' Mulakan pembelajaran dengan memisukkan pola input merambat kesemua aras dankemudian mengira jumlah ralat.
7 ' Rambat balik ralat melalui aras output dan aras tersembunyi dan selaraskanpemberat, Wsdan 0p.8. Rambat balik ralat melalui lapisan tersembunyi dan lapisan input dan selaraskanpemberat, W;idan e,.9' pema! jika ialat I E''n . sekiranya ya, hentikan pembelajaran. Jika tidak, ulangilangkah 6 hingga 9.




.kerja bagi kajian ini. Terdapat dua bahagian dalam rangkakerja iniiaitu bahagian latih-an.dan pengllian. Bahagian latilian akan digu-narcan uitireiitit
rangkaian dalam proses pembelajaran manakala bihagian pengujian it<an oiguniran bigi
mengyji.input y.ang dimasukan dengan menggunakan -nitai peniuer"t yang tetah ditentukanpada bahagian latihan.
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REKABENTUK RAMBATAN BALIK
Rajah 2 menunjukkan rekabentuk rambatan balik yang digunakan'
Rafah 2: Rekabentuk rambatan balikyang digunakan
penentuan saiz rangkaian merupakan perkara yang begitu rumit dan sukar untuk dilakukan
(Negnevitsky, ZOO2I. Dalam algoritma rambatan balik yang digunakan, terdapat tiga aras
n"rion yang'perlu ditentukan bilangan neuron yang digunakan. Bagi aras input, bilangan
neuron 5.rg;ntung kepada bilangan data yang dimasukka.n.. Walaubagaimanapun, sekiranya
melibatkan data ybng besar, beikemungkinan satu teknik lain perlu digunakan. lni kerana
Jati yang Oanyat riemerlukan keperluan ruang storan yang besar. Dalam prototaip ini'
Uif"nSi"n input iang digunakan ialah sebanyak empat nod. Bilangan ini berdasarkan kepada
Oil"n6an seksyen- kuliah yang digunakan. Setiap soalan dari setiap seksyen akan
menjhasilkan iatu nilai input selepas melalui proses indeks kesukaran. Oleh yang demikian'
lumtitr nod input yang diietapkan ialah empat nod. Bagi aras tersembunyi pula, bilangan
h"rron yang'digunalian akan dilakukan melalui kaedah cuba jaya. Namun,begitu,.bagi
sesetengah-pakir, mengatakan melalui kajian mereka, saiz aras tersembunyi yang dapat
membei'kan'jangkaan y?ng baik ialah di antara 50 peratus hingga 75 peratus.daripada
jumlah bitangan neuron-pada aras input (Nik Nailah, 2000). Bagi prototaip ini, terdapat tiga
neuron aral tersembunyi yang digunakan. Ini ditentukan dengan menggunakan formulaberikut: 
_





= Bilangan neuron inPut
= Bilangan neuron outPut
Aras output pula melibatkan tiga neuron sahaja. Ini kerana hasil.output dibahagikan kepada
tila-fategori, iaitu difategorikan kepada soalan sukar, soalan sederhana dan soalan mudah.
R-{ah 3 irenunjuk hasil output menggunakan penghampiran nilai kepada 1 dan 0'
Raiah 3: Output rangkaian yang dikehendaki
DATA AWAL
Bagi pembangunan prototaip ini, maklumat data yang dikehendaki ialah soalan-soalan
U"6"ntuf oOj6ftif yahg pernah dikeluarkan dalam peperiksaan berserta dengan jawapan
yang diberikan orcn pefa.i'ar. Oleh itu, kami telah memilih ujian Pemikiran Kritis Dan Kreatif
SesiZOOSIZO04 semestei lt. Kesemua data-data yang diperlukan sepertijawapan-jawapan
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Terdapat dua bahagian data yang digunakan dalam rangkaian neural iaitu data untukbahagian latihan dan data untuk b-hagian pengujian. seua"nyax empat puluh soalan yangdigunakan dalam prototaip ini. Tiga putuh ioatin pertama itan digunakan pada bahagianlatihan, 66n6ftafa selebihnya digunakan pada bahagian pengujian. Se'banyak empat
seksyen kuliah digunakan dalam prototlip ini. Hasil lawipan'UagI setiap soalan olen setiapPllajar dijadikan sebagai data awalan. Data-data awitan ini oianitisis dengan menglunakanteknik indeks kesukaran untuk mendapatkan input bagi model rangkaiari neural.Jadual 1
menunjukkan contoh data mentah yang digunakan.
Jadual 1: Susunan data-data awal
Da-ripada jadual 1, analisa akan dibuat untuk mendapatkan data-data bagi bilangan pelajardalam kelas tinggi, bilangan pelajar dalam kelas iendah, bilangan pelajar kelas tinggimenjawab dengan betul untuk setiip soalan dan bilang"n b"ral"r retai renoan meniawaodengan betul untuk setiap soalan. Datadata disusun r"-ngkliiun lah soalan. Baris mewakilibilangan-pelajar, manakala lajur pula mewakili bilangan ioalan. Lajur pertama oitetakian
nama pelajar dan diikuti dengan jawapa,n- jawapan yang diberikan oleh petalar tersebut Jntursetiap.soalan.pada lajur.seterushya.' Diai<trir taluriao-uat 1 dit;taikan'iur1"r' r"*"t l""gdiperolehi oleh setiap pelajar. 
.tumtan markah ini atan menentukan pelilar catam tumputanpelajar berpencapaian tinggi atau rendah. Setiap pelajar aran ueiaoi dalam kumpuran vangberbeza. mengikut pencapaian mereka berdasaikan liepada had markah tinggi dan r.enoattyang telah ditetapkan. Seterusnya setiap jawapan pelajar it<in oibanoi"gd oenganjawapan sebenar (skema jawapani untuk menentukan sama ada betul atau salah. Hasildaripada pengumpulan maklumat yang diperolehi digunakan uagi mengira nilai indekskesukaran soalan tersebut.
HASIL I(A'IAN
Oleh kerana terdapat dua peringkat kaedah yang digunakan, maka hasil yang diperolehidibahagikan kepada dua bahagian, iaitu hasil untu-r oihagi"n bro""r indeks kesukaran danhasil untuk proses rangkaian neuraf.
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Hasil Proses Indeks Kesukaran
Jadual 2 menunjukkan hasil yang diperolehi daripada proses indeks kesukaran'
Sebagaiman" V"nd telah dijelastah piOa subtopik indeks kesukaran, hasil yang diperolehi
adalah dalam bentuk nombor perpuluhan.
Jadual 2: contoh data yang terhasil selepas proses indeks kesukaran
Soalan Seksven 01 Seksven 02 Seksyen 03 Seksven 04
Soalan 1 0.791667 0.631579 0.611 111 0.769231
Soalan 2 0.70E333 o.68/.211 0.555556 0.500000
Qaalnn 1 0.250000 0.157895 0.222222 0.076923
Soalan 4 0.041667 0.000000 0.055556 0.000000
Soalan 5 0.000000 0.000000 0.055556 0.076923
Soalan 6 0.000000 0.000000 0.000000 0.000000
Soalan 7 0.291667 0.421053 o.444444 0.307692
Soalan 8 0.125000 0.052632 o.1111'11 0.038462











Soalan 12 0.000000 0.000000 0.000000 0.000000
Soalan 13 1.000000 0.94736E o.944444 1.000000
Hasil Rangkaian Neural
ff"iil r.ng["ian neural terbahagi kepada dua bahagian, iaitu bahagian latihan dan bahagian
pengujian
Latihan
!"Uanyaf.40 soalan digunakan dalam kajian ini. Dalam proses latihan, sebanyak 30 soalan
Oigun"i 
"n. 
Bilangan soalan lebih banyak digunakan pada.bahagian latihan kerana proses
taiihan memerlukin variasi input yang ielbagai untuk membina nilai-nilai pemberat rangkaian
dan momentum nod dengan lebih baik'
30 soalan pertama dari kertas ujian yang diambildigunakan untuk bahagian latihan manakala
10 soalan terakhir digunakan untuk bahagian pengujian'
Hasil Penguiian
n"ijn + irenunjukkan graf perbezaan (ralat) di antara. output sebenar dengan output
rangkaian yang diperoleii nadit daripada pengujian yang dilakukan untuk soalan 31 hingga
+O."OiiipdOalrai terseOut didapati terdapat tiga soalan menghasilkan nilai yang agak lauh
daripada'sasarin sebenar. Soalan-soalan tersebut ialah soalan 31, soalan 37 dan soalan 38.
Hiri.rrn begitu, nilai yang diperolehi bagi soalan tersebut masih lagi tepat untuk mentakrif
kedudukan tahap kesukaran soalan tersebut-
31n$34353€37383940
Rajah 4: Graf perbezaan antara (ralat ) output sebenar dengan output rangkaian
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KESIMPULAN
Di dalam prototaip ini, terdapat dua bahagian yang utama. Bahagian pertama iaitu berkaitandengan penggunaan teknik indeks kesuliaran, dJn bahagian kedua ialah berkaitan clenganpenggunaan rangkaian neural rambatan balik. Indeks kesukaran merupakan teknik asasdalam menentukan tahap kesukaran soalan. Dalam teknik ini, sebenarnya terOapat Ouaformula yang utama, iaitu formula untuk soalan objektif dan betul/salah dan formula untuk
soalan struktur dan esei.
Seperti yang telah dijelaskan, dalam model prototaip ini, hanya formula bagi soalan objektifdan betul sahaja yang digunakan. Ini disebabkan oleh penetapan skop-kajian dan jugapenggunaan soalan-so_alan objektif sahaja. Apabila digunakan bersama ciengan tetcn-it<
rangkaian neural, teknik ini akan berfungsi sebagai age-n penukaran di antara datadata
mentah kepada data yang dapat digunakan oreh rangraiain neurar.
Begitu juga dengan penggunaan rangkaian neural. Dalam teknik rangkaian neural
sebenarnya, terdapat baly?.I kaedah yang boleh diimplemenkan. Tetapi di da'iam kajian ini,hanya teknik rambatan balik sahaja -aigu-nakan. Ini'kerani disebabi<an oefirapa faktor.Antaranya ialah fa.ktor kekangan masa yJng menghadkan kajian menyeluruh terhadap teknik-teknik lain selain daripada rambatan oaiiK oan k6kurangan iengetatr'uan yang renylbabkankamiterpaksa mempelajari teknik rangkaian neural ini oiri p6rinjtcat asas'ning-gi i"i"ir"ny".
Bagi setiap model rambatan balik, cara untuk mengimplementasikan modelnya adalahberbeza-beza mengikut kesesuaian. Demikian luga oen-ga; rekabentuk y"ng Jiiril;menkanini' Model rambalan balik ini menggunakan emplt nod input, tiga nod t6rsjmounyi dan tiganod output. Sebenarnya bilangan-bilangan nod ini' mewikili penumpuan' terhadippembelajaran dalam rangkaian neural. teOin-eUin hgi nod yani Oera'6" p"ol atastersembunyi' Sekiranya melibatkan data yang banyak, noi pada oitralian ini perti ditamuatr
mengikut kesesuaian. Dengan ini kadar pembelajaran dapaidipercepaikan tagi.
Selain daripada penambahan bilangan nod, faktor-faktor berkaitan dengan penggunaan nilaikadar pembelajaran dan.momentum luga memainkan peranan penting. 'seklianya kadarpembelajaran disetkan terlalu tinggi nileinta, algoritma mungkin tioik aka-n staOit. eegitu lugasekiranya disetkan terlal.u rendah nilainya,-algoiitlg mungkin mengambil m"sa y"ngianjang
u-ntuk menumpu Demuth, H. & Beat6, M.-(2001). editu jugalengan nitai mimentum.Kesemua ini perlu disesuaikan dengan bentuk 'moO6t O6n- ;umtali data yanj hendakdigunakan.
Selain itu, bilangan !a!a yqng digunakan turut memainkan peranan dalam memberi impak keatas pemberat ran-gkaian dan momentum setiap nod. lni tbtan oiUutcikan dalam hasil kajianyang dijalankan. Di mana sekiranya bilangan data terlalu kecil atau tidak mewakili semuakemungkinan keadaan 
..ilqut. yarig wujui, maka hasil yang pemberat rangkaian danmomentum setiap nod tidak dapat berfungsi dengan baik dalim' menghasilkari keputusanyang tepat. Sebagai mengatrasi masalah ini, proses latihan menggunaian data yang samaperlu ditambah dengan menambah bilangan lelaran bagi latihan data tersebut.
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