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Many problems that we encountered are temporal sequential in nature. How can 
temporal information be stored, processed and retrieved in a connectionist model in order to 
perform tasks with temporal extent? We have investigated various connectionist approaches 
(chapter one) for processing temporal information and found that recurrent networks are more 
suitable for dynamic problems in comparison with the other commonly used methods like the 
Time Delay Neural Network (TDNN) and the context units approach. However the biggest 
problem in recurrent networks is to develop an efficient algorithm for training the network to 
encode temporal information. Our work is to devise a practically useful learning algorithm 
for recurrent models taking into considerations some important aspects like efficiency, 
representational power, possibility of local computations and flexibility for parallelization. 
We have conducted a survey on various training algorithms for recurrent networks 
and compared the advantages and disadvantages between them (chapter two). In our design, 
we abandon the fully connected architecture and consider one in which every hidden unit is 
connected only to a number of its neighbours and we call it a "locally connected recurrent 
network". We have derived an on-line learning rule for this new recurrent model in such a way 
that only significant effects are propagated forward through time (chapter three). This new 
learning rule has a much lower computational complexity in both time and space in 
comparison with the Real Time Recurrent Learning Rule (RTRL). We have also compared it 
with RTRL in two tasks, sequence recognition and time series prediction, and found that the 
performance of both are similar although the training time is much shorter for the locally 
connected recurrent network. 
In order to demonstrate the representational power of this new model, we have studied 
the simplest kind of the locally connected recurrent networks, called the Ring-Structured 
Recurrent Network (RNN), in three different applications, temporal sequence recognition 
(recognition), time series prediction (reproduction) and chaotic series generation (generation). 
The experimental results were all very satisfactory and encouraging. The network showed a 
strong temporal memorizing power in the recognition task and its performance on time warped 
sequences was especially good (chapter four). In time series prediction, we trained the network 
to model both non-linear mathematical systems and real life examples like the sunspots 
numbers and the Hong Kong Hang Seng index. We had also compared its performance with a 
statistical approach and another feedforward connectionist approach in modelling the sunspots 
numbers and RRN showed itself to be a strong contender with the other two methods in these 
tasks (chapter five). Finally, we trained the network to learn two complex chaotic systems, the 
Henon model and the Lorenz model，and the network, after training, could indeed generate 
chaotic series exhibiting the characteristic features of chaos (chapter six). 
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in Connectionist Models 
1.1 Introduction 
Time is inevitably important for an organism or machine that interacts with a 
dynamic environment A large class of problems that we encounter are temporal 
sequential in nature. As our everyday language can adequately illustrate: the meaning 
of a single word in a sentence is strongly dependent on the context provided by the 
preceding words. The understanding of speech，the control of arm movements, and 
even the formation of a train of thoughts all involve the generation and recognition of 
temporal sequential signals. Indeed it is difficult to know how one can accomplish 
such basic tasks without some way of representing time. 
The challenge of connectionist models to emulate intelligent behaviours has 
been successful in several problems. However most learning algorithms for neural 
networks have focused on pattern classification, function mapping and memory 
addressing tasks which are all time invariant. One of the most elementary facts about 
human activity, that it has temporal extent, is sometimes ignored and is often 
problematic in connectionist models. 
In connectionist approach, the processing of temporal data has been 
accomplished in a few ways. The simplest method is to "parallelize time" by giving it a 
spatial representation. This explicit transformation of time is inflexible and ultimately 
unsatisfactory. Elman [Elraan90] had suggested to represent time implicitly, i.e. time 
was represented by the effect it had on processing and not as an additional dimension 
in the input. We explore along this line and consider a network with trainable 
recurrent links. Recurrent neural networks are powerful because they can preserve 
information through time. The feedback connections in the network bring its previous 
state back to itself and shape its future behaviour. The output of the network at any 
instant is thus a complex function of all its previous input This capability of 
preserving and manipulating temporal information is important for solving problems 
with temporal extent like speech and language processing. 
Many different kinds of algorithms have been proposed for training recurrent 
neural networks and we will have a detailed literature review on each of them in 
1 
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chapter two. This chapter begins with an overview of some problems in recognition, 
generation and reproduction of temporal sequences. We will then discuss about 
discrete time modelling and continuous time modelling. Section 1.4 and section 1.5 
describe two traditional methods to process temporal information in connectionist 
models. Section 1.6 introduces recurrent neural networks and several examples are 
included to illustrate its strength in handling temporal input At last but not least, we 
wil l describe our objective of doing this research project in section 1.7. 
1.2 Temporal Sequences [Nielsen89, Ghahraniani91] 
In traditional pattern theory, a "pattern" is simply an n-dimensional feature 
vector X g A "temporal sequence" is, instead, a function h : [to, t j — from a 
closed interval of time [to, t J to an n-dimensional Euclidean space In other words, 
a temporal sequence is a trajectory in an n-dimensional space, parameterized by time. 
There are basically three kinds of possible operations on the processing of temporal 
sequences, they are the recognition, reproduction and generation tasks. 
1.2.1 Recognition Tasks 
In the recognition tasks, the typical goal is to provide a classification for each 
temporal sequence after the entire sequence has been entered into the system. There 
are three main difficulties involving temporal sequence recognition: 
• Event Order Discrimination 
Given a sequence of patterns, a temporal classifier should, at least, be able to 
determine their relative orders. Different temporal combinations of patterns can vary 
greatly in their implications and interpretations. A more difficult type of order 
discrimination task involves more than one channel. Given several channels a temporal 
classifier is needed to determine the relative orders of events within and across the 
channels. This is akin to binaural experiments where the perceived order of two 
sounds is studied [Allen83]. 
• Shift Invariance 
An ideal temporal classifier should be time invariant once it has learned a 
sequence. That is, the representation of a sequence is similar, if not identical to, that 
of the same sequence shifted in time. This task can be accomplished more easily with 
"cueing", each sequence is entered into the system on cue, starting from the exact 
beginning of the sequence and progressing through until the end - at which point the 
system is told that the sequence has ended. A temporal classifier of this type is called a 
2 
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cued classifier. An uncued classifier is essentially provided with a continuous stream 
of patterns and the system itself must figure out when a sequence of interest begins 
and ends before the actual classification operation can start. An uncued classifier is 
usually considered as more complicated than a cued one. 
• Constancy under Temporal Warping 
Temporal warping has the effect of speeding up or slowing down the 
movement of the pattern along its trajectory in Rn. This phenomenon occurs in human 
speech recognition where the duration of a recognizable sound may vary over a wide 
range. In general, except for some very simple and relatively uninteresting 
applications, temporal classifiers are required to be robust to temporal warping. 
Actually, in the case of no temporal warping transformation, a sequence of length N 
could be，in principle, viewed as a single point in a nN-dimensional space and thus can 
be treated exclusively of time vignettes. 
1.2.2 Reproduction Tasks 
In reproduction, the goal is to generate the rest of a sequence when only a part 
of it is seen. This is the generalization of auto-association or pattern completion to 
temporal sequences. These tasks would be appropriate for predicting the future 
elements of a sequence, or simulating a dynamic system. There are three basic criteria 
for reproduction of temporal sequences: 
“ Delayed Reproduction 
To reproduce a temporal sequence, the system should, at least, be able to 
receive, store and reproduce a sequence after some delay. There may be limits on the 
length of the sequence that it can remember but the performance should be gracefully, 
if at all, degraded with increased delay. 
• Deep Structure Reproduction 
The "deep structure" of a temporal sequence is a hierarchical structure which 
allows the sequence to be encoded more efficiently. An ideal temporal processor is 
required to discover the deep structure of a temporal sequence and reproduce it. This 
is similar to the method of "chunking" found in the memorization process of human 
beings. 
• Translation 
Simple translation tasks involve taking a temporal sequence, operating 
deterministically on it via a set of rewriting rules, and reproducing the resulted 
3 
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derivation. This is analogous with the static mapping of spatial patterns but it can be 
more complicated in real life applications, like natural language understanding, where 
the rewriting rules are sensitive to the context. 
1.2.3 Generation Tasks 
Here one wants to have a pure generation of a particular output sequence in 
response to a specific input signal. The system is needed to generate temporal 
sequences indefinitely and this corresponds to many temporal behaviours in the motor 
system, e.g. chewing and locomotion, and also has parallels at the cognitive level. 
1.3 Discrete Time v>s. Continuous Time 
In our work，we are mainly concerned with discrete time networks. Al l the 
learning procedures are described by the dynamics at discrete time steps, as in 
equation (1.1): 
y,{t + \)^(5{x,{t)) + I,{t) (1.1) 
However the learning algorithms can be applied equally well to continuous time 
systems by rewriting them into some differential equations like : 
字二 1 + G ⑷ + /�• (1.2) 
at 
Continuous time units tend to retain their state through time. Thus a 
continuous time network is certainly advantageous if the task being performed is also 
temporally continuous. However discrete time has advantages for expository purposes 
and easy visualization of the system dynamics. We cannot have a true continuous time 
system in a digital computer. A continuous time network can only be simulated on a 
computer by converting the differential equations into a set of simple first order 
difference equations or by solving them with more sophisticated and faster techniques 
and this will, on the other hand, complicate the learning process. 
1.4 Time Delay Neural Network TDNN [Hertz91] 
One obvious way of dealing with temporal sequences is to represent time 
explicitly as additional dimensions in the input. The first temporal event is represented 
by the first element in the input vector, the second event by the second element, and 
so on. The entire pattern is then processed in parallel by the system. In a practical 
network, the input vector can be obtained by feeding individual event into a delay line 
that is tapped at various intervals, as shown in Figure 1.1，to keep several "old" values 
4 
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Figure 1.1 A Time Delay Neural Network 
Delays exist in the input layer. Only one input is shown 
and all its delayed values are fed into each hidden unit. 
This tapped delay line scheme had been widely applied to the problem of 
speech recognition [McClelland86, Elman88, Tank87]. Here the signal at a particular 
time was a set of spectral coefficients, so with a set of different time delays one had 
input patterns in a two dimensional time-frequency plane. Different phonemes showed 
different patterns in this plane and could be learned by a TDNN network. Similar 
approaches can be applied to other units of speech or written language, such as 
syllabus, letters and words. 




delays in hidden/output 
』 t > - l ~ > - * , ~ ~ > r > - ' ~ c o n n e c t i o n s 
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input 
Figure 1.2 TDNN with Delay Elements in the Connections 
Delays exist in both the input and hidden layer. The number of delays in 
each connection can be different from each other. 
5 
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The hidden neurons in a multilayer network form internal representations of 
the input data while the output neurons, in turn, form their own representations of the 
hidden activations. A limitation to the simple TDNN is that temporal sequences of the 
patterns in the hidden layer cannot be seen by the output neurons. It is therefore 
useful to also have delay elements in all of the connections between the neurons in the 
network (Figure 1.2). 
This network had been trained by Waibel [Waibel89] for speech recognition 
tasks. In that research, integral multiples of unit delays were used and the network 
was trained with error backpropagation by unfolding its temporal structure spatially. 
More recently, Wan [Wan90] had designed a temporal backpropagation algorithm 
which did not require the spatial expansion. The network structure and its state could 
be specified as: 
v^V {t) = Weight of the k也 connection from unit j to unit i at time t 
x..^  = Delay of the k也 connection from unit j to unit i 
y-(t) = Output of unit i at time t 
Cijf^it) = = Input to unit i from connection k of unit j at time t. 
而 0) 二 Cijk (t) = Total input to unit i at time t 
A simple example is shown in Figure 1.3. Note that there could be more than 
one connection between any two neurons i and j , each with a different weight and 
delay. The Wan's algorithm was limited to discrete time presentation of input patterns 
and integral multiples of unit delays. Day and Camporese [Day91] presented a 
continuous time generalization of this algorithm to allow for arbitrary delay elements 
so that the delays could be fine-tuned for different individual problems. 
hidden 
units 
Figure 1.3 Connections in a TDNN with Delays in all the Weights 
The network does not have delaying gates. Information is carried explicitly in each 
linking. The connections between two nodes are different in weight and length of 
delay. 
6 
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1.4.2 NETtalk : An Application of TDNN [Sejnowski87] 
The NETtalk project aimed at training a time-delay neural network to 
pronounce English text. The architecture was a three-layer TDNN with 7x29 input 
units, 80 hidden units and 26 output units. The input units encoded seven consecutive 
characters from some English text while the output units gave a corresponding 
phoneme code. As shown in Figure 1.4，the moving window in the input layer scanned 
the text gradually and the phoneme code obtained in the output unit was directed to a 
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Figure 1.4 Architecture of NETtalk 
The network has 7x29 input units, 80 hidden units and 26 output 
units. The input layer has a window of length 7 and the outputs 
represent a phoneme code of the letter at the center of the moving 
window. 
The network was trained with 1024 words from a side-by-side 
English/phoneme source, obtaining 95% accuracy after fifty epochs. Some hidden 
units were found to be representing some meaningful properties of the input, such as 
the distinction between vowels and consonants. After training, the network was tested 
with the remaining non-trained portion of the side-by-side source and achieved a 
satisfactory accuracy of 78%. Damaging the network by adding random noise to the 
connecting weights, or by removing some units would degrade the performance 
continuously but the network could recover rather rapidly upon retraining. 
There is no doubt that NETtalk is not comparable with some commercially 
available product like DEC-talk which is based on some hand-coded linguistic rules. 
However NETtalk simply leams from examples but the rules embodied in DEC-talk 
are the results of about a decade of analysis by many linguists. Rule-based algorithms 
can usually out-perform connectionist approach when enough understanding is 
available. However our realm is so complex that most of the problems that we 
7 
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encounter are not fully understood. Neural network is praised for its providing a mean 
to tackle these problems although the laws behind them are still mysterious to us. 
1.4.3 Drawbacks of TDNN 
There are several drawbacks to this approach, which basically uses a spatial 
metaphor for time. Firstly the delay lines are fixed in length, so we cannot work with 
temporal sequences of arbitrary length. This problem is particularly troublesome in 
some domains like speech recognition in which the input signals may have a 
nondeterministic extent in time. Secondly the length of the delay lines must be chosen 
in advance to accommodate the longest possible sequence. The large number of input 
units leads to slow computation and requires a lot of training examples for successful 
learning and generalization. 
Finally, such an approach cannot easily recognize the similarity structure of 
temporally displaced patterns. For example, consider the following two pattern 
vectors in a tapped delay line : 
[ 0 0 0 1 1 0 1 0 ] 
[ 0 1 1 0 1 0 0 0 ] 
These two vectors are instances of the same basic pattern, but displaced in time. 
However, their geometric interpretations are quite dissimilar and spatially distant. The 
network much be trained explicitly to treat them as similar. But the similarity is a 
consequence of an external teacher and not of the similarity structure in the patterns 
themselves, and this desired knowledge of similarity thus cannot be generalized to 
other novel patterns. 
1.5 Networks with Context Units 
Parallelizing time by giving it a spatial representation is a cognitively 
implausible model The tapped-delay line approach, as described above，has several 
drawbacks and a well trained TDNN may not generalize well to the testing data. 
Some connectionist architectures have specifically address this problem in a more 
elegant way: giving memory to the network. This can be achieved by augmenting the 
network with a set of "context units" or "state units". The context units copy the 
previous states of some selected units in the network at each time step which are then 
fed into the network along with other external inputs, so the processing at time t-1 
can affect the processing at time t. The set of context units encode the sequence of 
states that the network has traversed and provide the system with memory in the form 
of a trace of processing at the previous time slice. 
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The network structure is essentially feedforward but includes some feedback 
connections which map some units in the original network with the context units one 
by one. The feedback connections are usually fixed at one and not trainable. At a 
specific time t, the context units, that encode the previous activations of a particular 
set of units, and the current external inputs are fed into the network. These inputs are 
propagated forward to produce the output and the error is propagated backward to 
train the feedforward connections only. After this training step，the activations of 
those particularly chosen units are sent back through the feedback links to the context 
units and saved there for the next training step at time t+L 
This novel idea of recording the network states with some "copying" units was 
originated from Jordan [Jordan86]. In the original Jordan's net, the state units copied 
from the output layer and Elman [Elman90] had modified it by feeding back from the 
hidden units. Elman's network was quite popular and many researchers had applied it 
in numerous problems like simulation of finite state machines, representation of 
grammatical structures and modelling of dynamic systems, e.tx. There were still 
several new models formulated by modifying the Jordan's net but all of them were 
stemmed from the same basic idea: using a set of copying nodes to record the past 
network states. 
1.5.1 Jordan's Network 
A 
output 
A output units 
A 
/ hidden units J , 
c ^ — context units input units 
Cy t 
^ z input 
Figure 1.5 Jordan's Net The context units in the Jordan's net have 
feedbacks from the outputs and also have self-feedbacks. 
Figure 1.5 shows the Jordan's architecture. The context units in the network 
feedback from the outputs and also have self feedback loops. These feedback links let 
the hidden layer see the previous network output and these connections provide the 
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network with memory. It is more interesting to look at the self-connections in the 
context units. Their updating rule is: 
C.a + l ) = a q ( 0 + O..(0 oc<l (1.3) 
where (：丨⑴ is the activation of context unit i at time t，0丨(0 is the i也 output at time t 
and a is the rate of decay. The value of the parameter a determines the behaviour of 
the network: by making a closer to one the memory can be extended further back into 
the past, at the expense of a loss of sensitivity to new changes. In general the value of 
a should be chosen such that the decay rate matches the characteristic time scale of 
the input sequences. However in a problem with a wide range of time scales, it may be 
useful to have several context units for every output unit, each with a different 
decaying rate. 
I f the output value O^  was fixed, the context unit would converge to 0 / ( l - a ) , 
gradually forgetting its previous value. Therefore such kind of units are also called 
"decay units", "integrating units" or "capacitive units". I f we expand equation 1.3 
recursively, we wil l get 
C. (^ + 1) = O.⑴ + a(9, + a'O, (t - 2)+…… （1.4) 
The context units are, in fact, accumulating a weighted moving average of the past 
output values. This architecture should thus, in principle, be able to model any linear 
dynamic system of arbitrary order. The Jordan's network can be trained for 
recognition, reproduction or generation tasks. Anderson et al [Anderson89] had used 
it to categorize a class of English syllables，and found that a network trained by one 
group of speakers could be successfully generalized to another group. 





context units input units 
input 
Figure 1.6 Elman's Net The context units in the Elman's net have 
feedbacks from the hidden units only. 
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The Elman's network is shown in Figure 1.6. It differs from the Jordan's net by 
having the context units fed from the hidden layer only. The result is that the context 
units, at each time step, combine with the external inputs to activate the hidden units 
which, in turn, activate the output units. Since the activations of the hidden nodes will 
be copied back into the context units for processing at the next time step, the hidden 
nodes must develop an internal representation to facilitate this input/output mapping 
and also, at the same time, to encode the states in the input sequences. 
In a feedforward networks, the hidden units function by encoding the inputs to 
some internal representations which, in turn, enable the network to give the correct 
outputs. These internal representations correspond to the inputs being partially 
processed into some features relevant to the task. Unlike the output units which are 
constrained by the targets, the hidden nodes are allowed to build their own 
representations freely. Therefore the context units in the Jordan's net, which receive 
feedbacks from the outputs，may not be able to represent the temporal states 
adequately while the context units in the Elman's network, which copy from the 
hidden layer, can have a greater freedom to encode the temporal properties in the 
inputs. The Elman's net is thus believed to be more suitable for representing time. 
This simple architecture, also known as "simple recurrent network" SRN, is 
able to recognize sequences, and even to produce short continuations of know 
sequences. Many researchers [Pham92, Elman91, Schreiber91] had applied this model 
to a number of problems that had temporal extent in nature. The following paragraphs 
describe two interesting applications to illustrate the strength of SRN in processing 
temporal sequences. 
• Mimicking a Finite State Machine [Schreiber91] 
Schreiber, Cleereraans and McGlelland had trained the SRN to mimic a finite 
state automaton. The network had a three-layer architecture as shown in Figure 1.7. 
In each trial, one element of the input sequence was fed into the network and the 
network was supposed to predict the next element at the output unit. Each letter was 
represented by a single unit, thus we needed five units to encode the five different 
possible letters. In additional to two extra units coding the signals "begin" and "end", 
there were totally seven units in the input and the output layer. The size of the hidden 
layer, and so the context layer, was arbitrary chosen as three or fifteen in the 
experiments. 
The network was trained with 60,000 strings generated randomly from the 
Rebel's finite state grammar ( Figure 1.8 ) and of length ranging from three to thirty 
letters. The trained network was tested on 20,000 new strings derived arbitrarily from 
the grammar and it correctly accepted all the strings presented. To verify the 
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correctness of the network, it was presented with another 130,000 strings generated 
from the same pool of letters but in a random manner, i.e. mostly non-grammatical. Of 
the 130,000 strings, 0.2% happened to be grammatical, and 99.7% were non-
grammatical. It was surprising that the network could performed flawlessly, accepting 
all the grammatical strings and rejecting the others. 
[j][T|[T]�x IIV ![?][¥] 
z hidden units o / / V R 
I c o n t e x t : I B B B B E B B I T(J 
Figure 1.7 Elman's Net to Mimic the FSA Figure 1.8 Rebber's Grammar 
There are seven units in both the input and the 
output layer to encode the five terminals ( T, S, X， 
V, P)as well as the signals "begin" ( B ) a n d "end" 
( E ). The hidden layer has either three or fifteen 
units which are copied to the context units at each 
epoch. 
We can see that the SRN can learn to mimic closely a finite state machine. The 
context units, which copy from the hidden layer, can be trained to encode and 
.describe the states in the automaton. However the activations in the context units are 
continuous and not discrete, the SRN is, in fact, a "graded state machine" rather than 
a finite state automata of the usual kind. This enables the SRN to possess a strong 
representational power, e.g. fifteen context units with four possible values: 0.0，0.25, 
0.75,1.0 can support more than one billion of graded states (4i5 = 1,073,741,824). 
• Distributed Representations of Grammatical Structures [Elman91] 
The connectionist approach is new and attractive to language processing. 
Oman had trained the SRN on raulticlausal sentences to study the ability of the 
network to (i) infer the abstract structure implicitly encoded in the training sentences, 
and (ii) represent this structure internally to accomplish the appropriate tasks. The 
architecture employed is shown in Figure 1.9. The training and the testing sets were 
generated from a phrase structure grammar given in Table 1.1. The resulting 
sentences were formed from a lexicon of twenty-three items, including eight nouns, 
twelve verbs, the relative pronoun "who" and the end-of-sentence indicator. Each 
word was randomly assigned a twenty-six-bit vector in which only one single bit was 
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on. At each point in time, a word was presented to the network and its target was 
simply the next word in the sentence. 
I 26 I output 
A 
I 10 I 
1 
I 70 h ^ hidden 
I 10 I I 70 I context 
个 
I 26 I input 
Figure 1.9 Network Architecture 
Additional hidden units between the input and main hidden layer, 
and between the main hidden layer and output, serve as transducers 
which compress the input and output vectors. 
S - > N P V P 
NP PropN I N I N RC 
VP — V (NP) 
RC — who NP VP 丨 who VP (NP) 
N — boy I girl I cat I dog I boys 丨 girls I cats 丨 dogs 
PropN — John I Mary 
V — chase I feed I see I hear 丨 walk I live I chases I feeds I sees I hears I walks I lives 
Table 1.1 The Phase Structure Grammar used to Generate the Sentences 
The whole training process was divided into four phases and the difficulty of 
the training sets increased from one stage to another. In each phase, a corpus of 
10,000 sentences were presented to the network five times and the network 
performance was measured by how closely the network approximated the statistical 
likelihood of the occurrence of each word in every sentence. After training, the 
network was tested on a novel set of sentences and the error was quite low: 0.177 ( 
minimal error for equal activation of all units would be 1.92 ). The network could 
infer and represent some grammar rules implicitly encoded in the training examples, 
e.g. noun/verb agreement, verb/argument agreement and correct embedding of 
relative clauses, by developing some complex distributed representations in the hidden 
layer to encode the relevant grammatical structures. 
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In traditional approaches for language processing, some abstract linguistic 
representations are explicitly implanted into the model and the results are strongly 
dependent on the validity of these representations. In connectionist models, the inputs 
and outputs are, in the contrary, directly observable from the environment and they do 
not depend on a preexisting conception about the linguistic representations. Instead, 
the connectionist model is expected to develop its own representations and it may be 
able to gain some theoretical insights which are too complex to be resolved by the 
limited computational power of human brains. 
1.5.3 Other Architectures 
个 个 
output output 
output unit» output mrit^  
A hidden units hidden units 
O context units input units context units 
^ 广 ) I 
input Vv y input 
(a) (b) 
Figure 1.10 Others Architectures with Context Units 
The architecture in (a) is obtained by adding self-feedbacks in the context layer of 
the Elman's net. The network in (b) has self-feedbacks in tbe context units only 
and the external inputs are preprocessed before reaching the rest of the network. 
There are still several other kinds of possible architectures and particular , 
problems might be better suited to one rather than the other. Pham and l i m [Pham92] 
had used the architecture shown in Figure 1.10(a) to model linear dynamic systems. It 
differed from the Elman's net by having self-feedbacks of fixed gain a in the context 
units: 
C.(t + l) = H.(t)-haC.(t) (1.5) 
Pham and Lim found that the original Elman's net could only model first order linear 
dynamic systems while the modified architecture could model up to the third order. 
By following the same reasoning in Section 1.5.1 and expanding equation 1.5 
recursively, we can see that the context units are, in fact，accumulating the weighted 
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moving averages of the past values in the hidden units. Thus we expect this network 
to be capable of modelling a linear dynamic system of arbitrary order. 
Figure 1.10(b) shows another architecture, due to Stometta et al. 
[Stometta88], which has only self-feedbacks in the context units. The external inputs 
now can only reach the rest of the network through the context units. In effect the 
inputs are "preprocessed" by the context units and this preprocessing step serves to 
include past features of the input signals into the present context values before feeding 
into the hidden layer, thus allowing the network to distinguish different sequences. 
However, this architecture is less suitable for sequence generation and sequence 
reproduction. 
Other architectures, not described above, are also possible and some may be 
more suitable for a particular task than the others. Shimohara et al [Shimohara88] had 
categorized the possibilities and examined several. 
1.5.4 Drawbacks of Using Context Units 
The context units approach appears to be promising for recording temporal 
structures in connectionist models. However from a theoretical point of view, it is 
inexact because the feedback connections do not have learning and mistakes cannot 
be corrected at even one time step back. It is even more troublesome if the target 
does not come until several time steps after the input is fed in. Since error is not 
propagated backward through the feedback connections, any correction for mistakes 
can only be done after several time steps of unconstrained processing and some input 
information may actually be lost. This problem of having untrained "don't care" cycles 
makes inference of temporal input/output relations spanning over several time steps 
difficult. Ghahramani and Allen [Ghahramani91] had suggested a solution to this 
problem. 
- Internal Target Generation (ITG) 
Internal Target Generation ITG generates targets, in an unsupervised fashion, 
during the "don't care" cycles. When the environment provides no target to the 
network, each output unit generates for itself a target equal to its own activation at 
one time step later: 
, if environmental target exists 
d “卜 1 y.^ otherwise 
where is the target of the i也 output unit at time t-1, di ^ .i is the i也 environmental 
target at time t-1, and y-^  ^  is the activation of the i也 output unit at time t. The idea of 
this algorithm comes from the assumption that the network's output at a later time 
step is more correct than its current output. Therefore, by computing a one time step 
difference, each output unit can produce an error measure for itself. 
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The validity of the above target generation algorithm is dependent on an 
optimistic assumption that the network is moving towards a solution. However, this 
may not be true in practice and the most reasonable and correct approach is, indeed, 
allowing the error to be propagated backward through time. Thus mistakes occurring 
in the past can still be corrected and there will not be any "don't care" cycle. 
Unfortunately, conventional backpropagation does not consider modifiable backward 
connections and we now need a new learning rule. In the following section, we will 
describe such kind of connectionist models, those in which the backward connections 
are also trained. They are known as "fully recurrent networks", in contrast with the 
"partially recurrent networks" described in this section. 
1.6 Recurrent Neural Networks 
A recurrent neural network is one in which the connections can be 
bidirectional and all the connecting weights, irrespective of their directions, are 
trainable. There can be a wide range of configurations in recurrent neural networks: 
continuous time or discrete time dynamics, synchronous or asynchronous updates, 
continuous or discrete neuron activities, stable end points and trajectory dynamics. 
- Stable End Points 
In this kind of recurrent models, we are only interested in the final stable state 
while the intermediate targets along the trajectory are unimportant. The output 
neurons are examined only after the network has stabilized. One typical example of 
this kind is the Hopfield network. In a Hopfield net，the connecting weights are 
adjusted in such a way that the network's activation pattern can eventually converge 
to a stable attractor and settle down there. Alternatively, we can also have the 
network going through a predetermined sequence in a closed limit cycle, i.e. sequence 
generation. Both of them will be discussed in the following under the topic of 
Hopfield models. 
• Trajectory Dynamics 
In many cases, we are also interested in the intermediate targets along a 
trajectory. The output neurons are constantly read and are expected to provide a 
particular trajectory for each input signal or input vector. This is a more general 
purpose model as we must know or control the trajectory dynamics in many real life 
applications, like time series prediction, dynamic system modelling and speech signals 
processing, e.tx. In this project, we are mainly concerned with this category of 
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models. There are many different kinds of training algorithms to shape the trajectory 
dynamics and a detailed review on each of them will be found in Chapter two. 
The above two kinds of networks differ in their nature and in the set of tasks 
to which they are applicable. However we can view the former as a special case of the 
latter by defining some "don't care" intermediate targets. 
1.6.1 Hopfield Models [Hopfield82] 
The Hopfield model is usually related to the associative memory problems: 
store a set of p patterns \ i= l ,2,…，p in such a way that when presented with a 
new pattern (，the network responds by producing whichever one of the stored 
patterns most closely resembles Thus it acts essentially as a content addressable 
memory. Content addressable memory is very useful and its applications include 
recognition and reconstruction of images, retrieval of information from partial 
references and many others. 
In a Hopfield network, a set of N units, labelled by i = 1，2，…，N，are 
interconnected and each can have an activation value of either +1 ( firing ) or -1 ( not 
firing ). The stored patterns ^^ and the testing pattern ( are also encoded as N-bit 
vectors with either a +1 or -1 at each of the positions. The stored patterns ^^ are 
embedded into the connections by assigning each weight w j^, running from unit j to 
unit i, as: 
⑶ (1.6) 
Therefore the weights are symmetrical w-- = Wj^ . 
When presented with a testing pattern ；，the network activation evolves 




‘ 1 ifx>0 
where sgn(x) = unchange ifx = 0 
-1 ifx<Q 
and Si is the value ( +1 or -1 ) of unit i. To see whether the stored patterns are 
themselves stable and whether the network can correct minor errors as it evolves, we 




= 熙 ） 
八；=1 
乂 V ； = 1 乂 V ^^ v 
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= 去 (1.8) 
w h e r e i s one of the stored pattern. The second term on the right hand side of 
equation (1.8) is called the "crosstalk term". We can see that if the crosstalk term is 
small enough, i.e. the stored patterns are uncorrelated, Sj is equal to and the stored 
pattern ^^ is stable. Furthermore a small fraction of bits different from a stored pattern 
can also be corrected since the erroneous bits will be overwhelmed in the sum 
N 
^ w‘)( j by the vast majority of correct bits. Therefore the stored patterns are, in fact, 
；=1 
the attractors in the system and the model works as expected as a content-addressable 
memory. 
We can also discuss the network dynamics from the point of view of an energy 
function: 
恥 ) = (1.9) 
The central idea is to let the energy decrease as the system evolves according to its 
dynamic rule. The attractors correspond to some local minima on the energy surface 
and the network dynamics can be viewed as a particle moving down the surface under 
gravity until settling down in a local minimum closest to its starting point 
To show that the dynamic rule (1.7) can only decrease the energy, we must 





where C =——^w^^ is a constant obtained by extracting the terms along the 
diagonal. 
Let Sk' be the new value at unit k: 
N 
容"(Z 〒；） （i.n) 
；=1 




= 〒 乂 
N 
= 〜 左 厂 2 w 狄 (1.12) 
The first term is negative from equation (1.11) and the second terra is also negative, 
thus the energy decreases every time an unit changes its value. The system must then 
converge to a final stable state. 
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If we assume that the stored patterns are arbitrarily chosen, the maximum 
capacity is 0.138N when the chance of giving an error is 0.36%. However if we insist 
on perfect recalls, the maximum capacity is proportional to N / log N [Hopfield82, 
Hertz91]. 
• Sequence Generation in Hopfield Models 
The Hopfield models have so far been related to content addressable 
memories. We are only concerned with the final stable state of an evolution while the 
trajectory traversed is of little interest to us. Here we also want to study the possibility 
of embedding a sequence of patterns into the connections so that the network can, 
instead of settling down to an attractor, go through a predetermined sequence. 
Suppose that we want to produce a sequence of patterns { }, | i = l , 2 ,…，p 
in order, with pattern one following pattern p, Hopfield [Hopfield82] suggested that 
the following asymmetric connections might be able to archive this: 
where is a constant that governs the relative strength of symmetric and asymmetric 




1�j=i =^1 八；=1 1^=1 
= + 人 《 V 广 + 去 i i ： 耽 冗 + 吾 i z e r i 熙 ） 
=sgni^l + + cross terms) 
If we assume that the patterns are uncorrelated, the cross terms will be very small and 
can be omitted. The next state of unit k wil l then depend on the magnitude of A,: if X is 
smaller than one, the original pattern ^^ is stable, but if 入 is greater than one, the 
second term dominates and the system tends to move to the next pattern《•+、 
Unfortunately, this model does not work well in practice. The asynchronous 
updates tend to dephase the system, so several consecutive patterns can easily overlap 
with one another and the sequence is soon lost. Sompolinsky and Kanter 
[Sompolinsky86] suggested to control the value of X so that the system remained in a 
particular state for some time before moving to the next one. This could be done by 
keeping the parameter X, small when each new state was entered, and then increasing 
it steadily until the next state was provoked. 
• • 
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1.6.2 Fully Recurrent Neural Networks 
A fully recurrent network has a set of functional units interconnected with one 
another and information can flow in all possible directions. Unlike the Hopfield 
models, the connections in a recurrent network are not predefined and the network 
leams temporal sequences incrementally from examples. All the weights are thus, 
irrespective of their directions, modifiable during the training process. The networks 
can be trained to recognize, reproduce or generate sequences, so they are applicable 
in many different areas like speech signal processing, dynamic system modelling and 
natural language understanding, e.t.c. Furthermore the interconnected nature in a fully 
recurrent network makes it biologically more plausible than the traditional 
feedforward models which have only a single direction of information flow. Some 
researchers had trained the fully recurrent networks to mimic the basic features of 
short term memory [Zipser91] and the dynamic activities in the recurrent models were 
found to be matching those in some real memory neurons. 
However the biggest problem in recurrent networks is an efficient and exact 
algorithm for training. Traditional methods like error backpropagation are not 
applicable here since information can now flow in all directions and errors can also be 
propagated in all directions. Many researchers have studied the training method for 
recurrent networks [Rumelhart86, Williams89, Schmidhurber92, Pearlmutter88] and 
most of the proposed algorithms are based upon a direct modification of the weight 
matrix with a reduction of a cost function related to the problem. Unfortunately, these 
methods usually suffer from a very long training procedure or an extensive memory 
requirements. These constraints in computational speed and storage space have 
limited the use of recurrent networks in many potential applicable areas. 
• Network Architecture 
The topology of a fully recurrent network is shown in Figure 1.11. The 
network has N functional units of which m serve as output and ( N-m ) are hidden. 
The N functional units are all interconnected and their outputs at time t are fed back 
to themselves as inputs at the next time step t+L Each of the N units will also receive 
p external inputs and a bias input which is always fixed at one. 
The outputs of the network at time t are the activations yi(t), y2(t)，…，yni(t) 
of the m output units. For simplicity, lets define 
J I j ⑴ 
⑴ = ( 卜 1) ( p+ l )< ;< ( iV+ /7 ) (1.1。） 
where p is the number of inputs, n the number of hidden units and m the number of 
outputs, N is the total number of non-input units, i.e. ra+n, and Zj(t) is the j也 input to 
any one of the processing units at time t. The training procedure involves two passes. 
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The first pass is the "output calculation" in which each unit i calculates its output y^it) 
according to the formula: 
N+p 
yi(t) = g( I w ^ j Z j i t ) ) (1.16) 
where g(x) is a bounded and continuously increasing function at each unit i. The 
second pass, called the "training" pass, does weight updates according to some 
learning algorithms described in the next chapter. The two passes interleave with one 
another until the network can accomplish the task satisfactorily. 
o u t p u t s 
A A A 
: | Q Q Q . . … 旧 |c!) ( j ) 赤 
雷-
Q Q Q 0 Q input layer 
i n p u t s 
Figure 1.11 A Fully Recurrent Neural Network 
All functional units (within the dotted line rectangle) are inter-
connected with one another. These units are divided into two 
groups, output units which interact with the environment and 
non-output units for internal processing only. Each functional 
unit receives all external inputs and has a bias input. 
• Network Mechanism 
To understand the mechanism in a fully recurrent network, let us examine its 
operations when an input sequence { x( l) , x(2),…，x(T) } is presented to it. Suppose 
that the system starts at t = 1 and the initial internal state of the network is denoted by 
y(0). The inputs { x(l), x(2),…，x(T) } are fed into the system one after another and 
the system runs forward in time to give an output sequence { y(l), y(2), y(T) }. 
The whole operation can thus be viewed as a mapping from the set of inputs: 
x={y(0)，{x(l)，x(2)，.”，x(T)} } (1.7) 
into the set of outputs: 
y={y(i)，y(2)，...，y(T)} (1.8) 
To be concrete, let us define the input space A of the system to be the set of all 
possible X and the output space B to be the set of all possible y. The overall purpose 
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of a fully recurrent network is thus to approximate a mapping: h : A B in the most 
accurate manner, given that the inputs x are chosen randomly from A in accordance 
with a probability density function p(x). Thus the ultimate goal of training a recurrent 
network is to minimize the average error between y and h(x)，where the average is 
weighted by the probability density function p(x). 
• Measure of Performance 
As described above, the goal of a fully recurrent network is to approximate a 
spatiotemporal mapping h. The performance of the network can thus be measured by 
the difference between the output trajectory { y( l) , y(2),…，y(T) } and the target 
trajectory h(x). The targets may be unknown at some points in time during a run. Let 
us define here a set of T bits u : {u(l), u(2),…，u(T)} where u⑴ equals one if the 
target at time t exists and zero otherwise. For there to be useful training, we must 
have at least a "1" bit in u. Given the above notations, we can measure the 




G(w) = E ———I E(w, t) 
L r=l -
where 取 � = | | i [ • ， i f u ( t ) = l 
0 ifu(t) = 0 
Here dk(t) is the target of unit k at time t and w is the weight matrix of the network. 
E[] is an expectation operator taken over a large number of input examples chosen 
randomly from the input space A according to the probability density function p(x). 
Since the value of the weight matrix w is fixed in each training cycle, we will drop this 
parameter in the notations of G(w), E(w，t)，y^ Cw,!) and di^(w,t). 
A. EXAMPLES OF USING RECURRENT NETWORKS 
• Emulating a Turing Machine 
Williams and Zipser [William88] had taught a fully recurrent network to 
simulate a Turing machine ( TM ). The network fed in the input tape of the TM and 
was required to give the TM's actions and outputs. The TM simulated was a 
parentheses parser: given a tape marked with left and right parentheses of arbitrary 
length, the TM must decide whether the string consisted entirely of balanced 
parentheses. The TM had only four internal states and operated according to the rules 
in Table 1.2. 
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In the experiments, a new training tape was generated randomly in each cycle, 
using a particular set of rules and distributions. Most of the tapes were short to allow 
frequent final decision events, while still providing some long ones to prevent 
idiosyncratic solution that only worked for tapes less than some maximum length. 
Once a length was chosen a balanced string of this length was formed. One third of 
the time this string was used, while in the rest it was randomly altered to produce an 
unbalanced tape. The network was trained until the error drops below a 0.5 threshold, 
and was then tested on some new tapes, up to ten times longer than the maximum 
length used in training. The network was considered to have emulated the TM 
successfully if no error occurred, using a 0.5 threshold, in at least 50,000 TM cycles. 
The results showed that a fifteen unit network could always learn the task in less than 
100,000 TM cycles. 
State Input Next State Function Direction 
0 00 1 00 00 
0 01 1 00 00 
0 lO(impossible) 
0 11 (impossible) 
1 00 3 00 10 
1 01 1 00 01 
1 10 2 11 10 
1 11 1 00 01 
2 00 0 10 11 
2 01 1 11 01 
2 10 2 00 10 
2 11 2 00 10 
3 00 0 01 00 
3 01 0 10 00 
3 10 3 00 10 
3 U 3 I 00 I 10 
Code: 
Input: 00 = blank; 01 = "(”； 10 =")" ; 11 = "*"• 
Function: 00 = nothing; 01 = balanced; 10 = unbalanced; 11 = write *• 
Direction: 00 = no movement; 01 = right; 10 = left. 
Table 1.2 The State Transition Table for the TM Used to Train the Network 
Analysis of the internal representations showed that the weight patterns were 
extremely complex with relatively few large weights and many recurrent connections. 
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The activity patterns in the functional units were used extensively but there was no 
simple way to explain its capability from its internal states. These experimental results 
are encouraging as, all of us know, Turing machines are indeed the basic models of all 
the computers nowadays. 
雇 Modelling a Chemical Plant 
Lambert and Nielsen [Lambert91] had used a fully recurrent network to model 
the dynamics in a chemical plant. An accurate predictive model for the plant variables 
was useful for building both a warning system and a good controller. However, 
traditional methods for building plant state predictors have been restricted to linear 
methods and neural networks provide a more general situation for predictive 
modelling. 
The network was trained to predict the molar fraction of Ar04 in the output 
product under the effect of disturbances of two key plant parameters FrOl and Z l . 
The two variables FrOl and Z l underwent step changes of random amplitude every N 
time steps and the network was required to predict the future values of the output 
variable Ar04. The two inputs did not change simultaneously and they were chosen 
randomly in accordance with the fixed probabilities, 60% for Z l and 40% for FrOl. A 
total of 1700 samples were used of which the first 400 samples were for training while 
the remaining 1400 were testing samples. A recurrent network with eight hidden units 
and one output unit learned the task after 1200 training cycles and it was then tested 
with the remaining 1400 non-trained samples. 
The network yielded excellent prediction results and acquired accurate 
representations of the process dynamics. Lambert and Nielsen had also compared the 
results with that obtained from TDNN and the recurrent networks were found to be 
more accurate and had substantially fewer weights than the feedforward networks. 
These results suggest the potential of using recurrent networks as powerful tools for 
predicting time series. They provide a very general purpose situation in, say, degree 
and dimension, for system modelling. 
• Modelling the Neural Mechanism of Short-term Activity Memory 
The study of monkey performance in some short-term memory tasks showed 
that information could be stored as sustained neural activity. The words "short-term 
memory" refer to the memory phenomena lasting up to a few tens of seconds and they 
can be observed in some experiments like the "delayed saccade" task where a flashing 
spatial location must be remembered, and the "delayed match to sample" task where 
two separated stimuli are compared and matched. Two decades of recordings in 
monkeys indicated that information was being stored as patterns of neural activity: the 
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activity increased abruptly at the start of a memory task and returned to background 
at the end. The magnitude of the sustained response depended on the direction and 
magnitude of the stimuli, showing that a neuron was coding some quantitative 
information in its firing rate. 
Zipser tried to account for the observed firing patterns by mimicking the basic 
features of short-term memory with a recurrent network model. The network had two 
inputs, one carrying the analog value to be stored and one acting as a gate. The gate 
was a "hypothesized" control signal indicating the start and the end of the delay 
period. The output of one unit in the network represented the stored value, while the 
rest were hidden nodes. The analog input was set to a different randomly chosen value 
between 0.0 and 1.0 at each epoch and the gate input toggled between 0 and 1 for 
randomly chosen intervals of four time steps in average. In the learning process, the 
network was trained to maintain the value of the analog input in the output node 
when the gate moved from one to zero. This output must be maintained in spite of 
any changes in the analog input until the gate signalled again. A network with nine 
functional units learned the task after 200,000 training cycles. The network was then 
tested and the activity patterns in the output and hidden units were recorded for 
comparison with that obtained from real memory neurons. 
In the tests, the network was reset by gating in a low analog value. Then a 
value representing the stimulus to be remembered was gated in. After a period 
corresponding to the memory delay, the network was reset again to the initial resting 
state. Analysis of the activity patterns showed that the nodes could roughly be divided 
into three classes: storage units, gating units and units that mixed storage and gating. 
The activity patterns of these hidden units closely resembled those of real neurons and 
a match between a real neuron and a model unit could always be found for the 
majority of the hidden nodes. Furthermore the homology between the gate-related 
activity in the model and the cue-related firing in real neurons suggested the existence 
of gate-like signals in the brain that were present to load and clear the memory when 
memory tasks were performed. 
1.1 Our Objective 
Time is important in many real life phenomena. But how to represent time in a 
connectionist model? How can the temporal information be stored and retrieved in the 
nodes and connections so that it can be made used of during processing? This chapter 
has introduced several common approaches for processing time in connectionist 
models of which the most novel and promising one is undoubtedly the fully recurrent 
approach. The recurrent topology provides a very general situation for the model to 
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build its own internal representation. The bidirectional links bring past information 
back to the present, so references can be made to many time steps back. This 
advantage, unfortunately, also imposes a great burden on the learning speed of such 
kind of networks. Any information and effect can now be propagated infinitely 
through time, and how can we do real time update for these models efficiently? 
Many researchers have proposed their learning algorithms for recurrent 
networks. These methods will be described and compared in the next chapter. The 
most exact and commonly employed method is called the "Real Time Recurrent 
Learning" rule ( RTRL ) [Williams89] but it is too inefficient to be practically useful 
We develop along this line and try to work from RTRL to a new and efficient learning 
rule. Our objective is an efficient, powerful and flexible algorithm for training 
recurrent networks: 
Efficiency - A neural network can have hundreds or thousands of hidden units in 
some practical real life applications. Will the computational time increase 
. rapidly with the network size? 
Representational Power - Can the network be trained for the tasks of sequence 
recognition, reproduction as well as generation? 
Flexibility - Parallel computers are, undoubtedly, the future of computer science. Can 
the algorithm be easily modified for running on different parallel 
computer architectures? 
We try to answer these questions by working on the network topology and learning 
rules. The resultant network model is known as locally connected recurrent 
network and we will have a detailed derivation for it in chapter three. 
In the second part of our work, we have used the locally connected recurrent 
networks in three different applications to demonstrate its strength in efficiency and 
representational power. The first application is a sequence recognition task: we 
trained the network to recognize alphabet sequences. Emphasis is put on processing 
time warped sequences and erroneous sequences. The second one is a sequence 
reproduction task: the network is used for modelling non-linear dynamic system. Both 
real-life examples, like the sunspots number and the Hang Seng Index, and 
mathematical models are used as training data. The last one is an interesting and novel 
application in sequence generation: we trained the network to generate chaotic series. 
The chaotic behaviours of the network is studied and compared with the results of 
some classical mathematical analysis. The details and results of these experiments will 




for Recurrent Neural Networks 
2.1 Introduction 
Recurrent neural networks are powerful because they can preserve 
information through time. The recurrent links in the networks can bring past 
information back to itself so that the state of the network at time t, state(t), depends 
on both the current input, input(t), and its previous state at time t-1: 
state(t) = gj( state(t-1), Input(t)) 
=g2( state(t-2), Input(t-1), Input(t)) 
= g / state(O), Input(l), Input(2), Input(3),…，Input(t)) 
where the g/s are functions mapping the network's previous states and inputs into the 
next state. The activity of the network at time t is thus a complex function of all its 
previous inputs and its initial state. We expect this kind of network to be a better 
candidate for dynamic problems in comparison with the static feedforward networks. 
The biggest problem in recurrent networks is to develop an efficient learning 
algorithm to tap the full computational power of the network. In additional to some 
general aspects like computational complexity and storage space, the biological 
plausibility is also an important issue. As far as we know today, biological systems use 
completely local computations to accomplish complex tasks. There are two kinds of 
local computations in connectionist models, they are the "local in space" and "local in 
time" [Schmidhuber90]. The term "local in space" means that the change in a unit's 
weight vector depends solely on the activations of the unit itself and those connected 
to it. The update complexity of a single weight is thus proportional to the dimension 
of the weight vector, Le. 0(N), where N is the total number of non-input units in a 
fully recurrent network. On the other hand, the expression "local in time" corresponds 
to the notion of "on-line" learning. It means that weight changes at a given time 
depend on the information of the units and weights in a fixed recent time interval only. 
0 
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This contrasts to weight changes taking place after externally defined boundaries, 
which usually requires prior knowledge of the input and targets. 
The learning algorithms of recurrent networks can basically be classified into 
two groups: gradient descent and non-gradient descent. The former approach is 
generally based upon the minimization of an energy function. The fundamental 
requirement is to compute the gradient of this energy function with respect to some 
parameters in the neural architecture. The Back Propagation Through Time (BPTT) 
by Rumelhart, Williams and Hinton [Rumelhart86] is a very efficient one among the 
gradient descent methods and its computational complexity is only of order 0(N2). 
Unfortunately this learning algorithm is not local in time and the amount of storage 
needed varies with the length of the training samples. BPTT will be a good choice if 
the training sequences are known, in advance, to be short in length. For training 
sequences of unknown lengths and for on-line learning one may like to have an 
algorithm with upper bounds for storage space and computational time. The Real 
Time Recurrent Learning Rule (RTRL) by William and Zipser [Williams89] is such an 
algorithm. It is local in time and needs only a fixed size storage of order 0(N3). 
However this method is extremely computationally expensive ( 0(N4) ) and its low 
efficiency has made it practically useless in many large scale problems. Some 
researchers have attempted to modify RTRL by various techniques like subgrouping 
and blocking to improve the learning speed [Zipser90, Schmidhurber92] and these 
variants will also be discussed in this chapter. 
Besides the gradient descent technique, there is another class of learning 
procedures which considers only the most recent unit activations, but still can bridge 
arbitrary time delays for credit assignment These algorithms learn from the 
discrepancies between successive expectations about the future success or failures. 
The basic idea was originated from the Samuel Principle [Samuel59] which was then 
extended by Holland [Holland85] and Sutton [Sutton88]. Schmidhuber had applied 
the above principles in training recurrent networks, creating the Neural Bucket 
Brigade method (NBB) and the Temporal Difference method (TD) [Schinidhuber90]. 
Both of them are non-gradient-based methods and require local on-line computations 
only. 
In this chapter, we will have a detailed review on both the gradient descent 
and non-gradient descent methods. In the gradient descent part, we will first discuss 
BPTT in section 2.2.1, then RTRL, RTRL with teacher forcing and some variations 
of RTRL in section 2.2.2 and 2.2.3. In the second part, we wil l study the non-gradient 
descent methods NBB and TD in section 2.3.1 and 2.3.2 respectively. Section 2.4 is a 
comparison between all the methods mentioned above and the final conclusion will 
appear in section 2.5. 
28 
Learning Algorithms for Recurrent Neural Networks •？2 
2.2 Gradient Descent Methods 
2.2.1 Backpropagation Through Time (BPTT) 
One way to learn the weights in a recurrent network is to convert it from a 
feedback system into a purely feedforward one by unfolding it over time. This 
approach is known as Backpropagation Through Time (BPTT), by Rumelhart, Hinton 
and Williams [Ruraelhart86]. The basic idea is that if the system processes signals of 
maximum length T time steps, we simply copy all units T times so that a separate unit 
Ui(t) holds the state of u^  at time t. The feedback connections are now duplicated so 
that they become feedforward connections from one layer to another layer. 
Figure 2.1 shows the idea for a two unit recurrent network when T is equal to 
four. It is easy to see that the two nets will behave identically for T time steps. The 
unfolded one can then be trained as if it is a giant feedforward network with the 
copied weights being treated as identical, i.e. the connection from Uj(t) to u^Ct+l) is 
independent of t and the same value is used in each layer. Gradient descent can then 
be done as usual by error backpropagation with some slight modifications: 
• Error signals may now be produced in any layer, not just the last one, and are 
propagated backwards from the layer in which they originate. 
• All copies of each weight w j^ are identical, so we can simply add together the 
individual changes and then update all copies of w-j by the same total amount. 
(ui(3U (u2(3) t = 3 
Wii W22 
Wi ( ) W22 Wn W22 
Wn W22 
t = 0 
Figure 2.1 Backpropagation Through Time 
The feedforward network on the right is obtained by unfolding the 
recurrent network on the left over four time steps. 
The advantages of this learning algorithm are that the computation is simple, 
since normal backpropagation with weight sharing can be used for the unfolded 
network. However the biggest problem is the need of large computer resources. For 
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long input sequences, or for sequences of unknown length, this approach becomes 
impractical. In addition a weight at time t is updated by adding up all the individual 
changes at T different time steps, this algorithm cannot be run on-line. 
A. TRUNCATED BACKPROPAGATION THROUGH TIME 
Another approach, called the Truncated Backpropagation Through Time, tries 
to approximate the true gradient by unfolding the network over the last m time steps. 
In this case, only m copies of the network are kept and training can be done similarly 
as that in the BPTT. However we do not estimate the maximum length of the input 
signals now and the network is, instead, unfolded continuously with only the last m 
layers receiving feedback signals for training. The input is fed in one after another and 
the network runs continuously. This method is efficient in both time and space but for 
some kinds of problems, performance may be scarified if the critical information 
occurs at more than m time steps in the past. 
2.2.2 Real Time Recurrent Learning Rule (RTRL) 
William and Zipser [Williaras89] had shown how to construct a learning rule 
for general recurrent networks. This algorithm, known as the Real Time Recurrent 
Learning Rule (RTRL), is powerful because it performs exact gradient descent in 
recurrent networks in an on-line manner. Unlike the error backpropagation rule in 
static feedforward nets, it calculates the effect of weight changes by accumulating a 
sensitivity matrix forward through time. This rule can thus be run on-line, i.e. learning 
takes place while sequences are being presented rather than after they are completed, 
and can deal with sequences of arbitrary length. 
Suppose there are p input units, m output units and n hidden units. At every 
time step, each unit computes its output according to the following rule: 
yi{t) = g(x,{t)) l<i<m+n 
m+/i+/7 
=溶（ Y ^ ^ i j Z j ( t ) ) (2.1) 
f y j i t - l ) 1< j<m->rn 
where z / (0 = ^ r “ 、 ，， , , 
and ig can be any differentiable function. 
Xi(t) is the total input of unit i at time t. 
Wjj is the weight running from unit j to unit i if j ^ + n and from the (j-ra-n)^ 
input to unit i in the otherwise case 
ig can be any differentiable function but it is usually taken as the sigmoid function g(x) = (1+e"*)'^ 
because in this case, g'(x) can easily be computed from g(x) as g'(x) = g(x)(l-g(x)). 
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Hidden units and output units are identical except that the latter contribute to 
the error function: 
p l<k<m (22) 
1 m+n . 
I Ekitf (2.3) 
2 jk=i 
G= iE(t) (2.4) 
f = 0 
where dk(t) is the k也 target output at time t. 
Ek⑴ is the error of the 砂 unit at time t. 
E(t) is the error of the whole network at time t. 
G is the total error after running from t = 0 to t = T. 
X is a fixed time delay. 
Minimizing G will teach the network to have y-s imitating d/s. This can be 
done using gradient descent: 
A w , � ) = - r j ^ ^ + o A w “卜 1) 
Mj 
= E , OAW,(卜 1) (2.5) 
where T] is the learning rate. 
a is the momentum coefficient 
Aw-j(t) is the change in w j^ at time t. 
The derivative in (2.5) can be obtained by differentiating the dynamic rule 
(2.1) as: 
A) =作洲)[5 口)(卜 + (2.7) 
where S — J J t : r L e 
This relates the derivatives By /^dWij at time t to those at time t-1. We can thus 
iterate it forward from a reasonable initial condition: 
^ = 0 (2.8) 
Mj 
Aw(0) = 0 (2.9) 
The derivatives and weight changes can thus be calculated at each epoch along the 
way and do gradient descent by taking the full change in w j^ as the time-sura of Aw-(t) 
finally. 
In this derivation, only the output units cause direct weight changes. It can be 
seen from (2.5) and (2.3) that: 
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A w , ⑴ = E k oAw,(卜 1) 
•(卜 1) 
fef Mj 
because if unit k is hidden. However the hidden units cause effect by 
propagating the derivative 9y,/3wij forward to the output units in subsequent steps. 
This learning algorithm is attractive because it is local in time and training can 
be done on-line. Unfortunately the time and memory requirement are enormous. For a 
fully recurrent network with N units, there are ISP derivatives to be maintained ( space 
complexity of CKJSP) )，and updating all takes a total time of N^ time steps ( time 
complexity of 0(N4))! 
A. RTRL WITH TEACHER FORCING 
There is also an interesting variant of the RTRL algorithm. The basic idea is to 
replace the activations yk(t) of the output units by the teacher signals di,(t-x) in 
subsequent computations whenever such values are needed. This technique is known 
as teacher forcing and is introduced by Williams and Zipser together with their RTRL 
algorithm [Williams89]. The dynamics of the network in the training phase is now 
changed slightly as: 
m+n+ p 
yi( t) = g( 1 wyzj{t)) (2.10) 
7=1 
d j ( t - x - l ) l < j < m 
where = — m + l < 7 < m + n 
Ij-nt-n(t) rn+n + l<j<m+n-hp 
The first term above corresponds to the teacher forced signals in the output units. The 
activity of the network now is thus dependent on the teacher forced state rather than 
the free running state. 
The learning algorithm with teacher forcing is also altered in such a way that 
the update of the sensitivity matrix is done by: 
= 作 “ ( 卜 1)+ T w 以 ( 2 . 1 1 ) 
OWij /=m4-l OWij 
They are obtained from equation (2.7) by assigning zero to dy^itydw- for any output 
unit Uj. This is reasonable as the output units now carry the target signals which are 
independent of any connecting weight 
Therefore in the teacher forced RTRL, we perform essentially the same 
computations, except that we set the appropriate 3y,(t)/3Wij values to zero after they 
have been used to compute the weight updates but before accumulating these values 
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for the next time step. Williams and Zipser found that the teacher forcing technique 
could improve the quality of the network dynamics and it was also crucial for training 
networks to oscillate. 
B. TERMINAL TEACHER FORCING 
Toomarian and Barhen [Tooraarian91] had suggested another kind of teacher 
forcing, known as the terminal teacher forcing, to improve the quality and the speed 
of training in recurrent networks. In their derivation, a time dependent teacher signal 
Jn(t) is incorporated into the input of each output unit l y 
J nit) 二 X K ⑴ ] i - P [ 《 ⑴ ( 2 . 1 2 ) 
where X, and p are positive constants. 
This teacher forcing term will vamish when learning is successfully completed 
and the network dynamics will become equivalent to that in a conventional recurrent 
networks again. To ensure that the contribution from the teacher forcing term will 
vamish completely at the end of the learning, we can decrease its intervention 
gradually through the learning process by varying X in time as a function of the 
energy: 
？ t ⑴ = 1 - 严） （2.13) 
Toomarian and Barhen found that a significant reduction in learning time 
could be achieved by this terminal teacher forcing scheme. The quality of the results 
was also improved and the trajectories obtained were much closer to the targets in 
comparison with that of the conventional RTRL. 
C. CONTINUOUS TIME RTRL 
Pearlmutter [Pearlmutter88] had worked out the counterpart of the RTRL 
algorithm in a continuous time recurrent network. Such networks are governed by the 
following differential equation: 
T,•字= +客 + (2.14) 
at 
where x. = is the total recurrent input to unit i, y^  is the state of unit i, Xj is 
j 
the time constant of unit i, g is a continuously increasing differentiable function, w^ is 
the weight running from unit j to unit i and is the external input to unit i. 
The goal is to minimize the deviation of the actual trajectory y(t) from the 
target trajectory 3(f) in the time interval between to and t^ 
G = j;:E(Odt 
= ^ j ; i ( d ( t ) - n O f d t (2.16) 
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Using the same technique of Williams and Zipser, we can define the sensitivity 
matrix as: 
= ^ (2.17) 
Note that 
# = ! 〉 ( I ^ e “ t _ ) d t (2.18) 
dwij � k J � 
where e � ⑴ = = 一(式⑴—y^t (0) 
To derive the differential equation for p、, we can start with equation (2.14)， 
substitute k for i and take the partial derivative with respect to w^ j： 
务 二 一 ⑷ 力 ] 
dt dWij dWij I owij 
= 一 A) + 容 , U 众 ) [ S + yj ] (2.19) 
at I 
To do on-line training, we can start from an initial configuration，y(0) and p^ = 0， 
and simulate the systems y and p forward through time by equation (2.14) and (2.19) 
respectively. The weights can then be continuously updated by spreading the gradient 
term in equation (2.18) across time as: 
# = - (2.20) 
似 k 
where e is a small positive constant. 
2.2.3 Variants of RTRL 




Figure 2.2 Subgrouped RTRL 
The network in (a) is a fully recurrent model with four units and that in (b) is a 
subgrouped recurrent model with two groups and two nodes in each group. The 
solid lines are recurrent links while the dotted lines are non-recurrent. 
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David Zipser had suggested a subgrouped RTRL [Zipser90] to speed up 
learning in a recurrent network. It is a new twist of the old RTRL algorithm and has a 
much low computational complexity. Instead of have one fully recurrent network with 
N units, we now have g subnets, with N/g units in each ( assuming that g is a factor of 
N ). The new topology is shown in Figure 2.2. Each subnet is fully recurrent and 
RTRL can be applied as usual. Each unit will also receive input signals from all units 
in the other subnets but the connections between different subnets are fixed to one 
and non-trainable. Thus the number of p-terras for each weight is reduced from N to 
N/g and the complexity becomes 0(wN2/g2) instead of 0(wN2). Furthermore if g is 
increased in proportional to N, i.e. keeping the size of each subnet unchanged, Wlg^ 
is a constant and the complexity becomes 0(w). 
B. A FIXED SIZE STORAGE 0(]SP) TIME COMPLEXITY LEARNING RULE 
Schmidhuber [Schraidhuber92] had proposed a hybrid between the BPTT and 
the RTRL algorithm. The new method requires a fixed size storage of 0(N3) and an 
average time complexity of CKN^). The basic idea is to decompose the whole stack of 
calculation into blocks, each covering h time steps. In each block, the network simply 
runs forward as in a h-layer feedforward net and this requires 0(N2) operations per 
epoch. At the end of each block, the network accumulates the sensitivity matrix by 
performing some RTRL-like calculations and this requires another 0(N4) operations. 
Thus the algorithm needs 0(N4) computations every h time steps. I f h is proportional 
to N，the 0(N4) operations will be spread over 0(N) time steps, giving an average 
computational complexity of O(N^). 
Using the same notations in Section 2.2.2, we define another term similar to 
the sensitivity matrix as: 
= ^ = (2.21) 
awy tr^dwyik) 
The variable Wjj(k) denotes the instance of w j^ at time k. However w j^Ck) = w j^ for all k 
to be considered and this notation is just for convenience. We also define another 
term giving the error in the time interval from t’ to t: 
E(t，，t)= f^E(k) (2.22) 
k=t'+l 
The algorithm starts by setting the variables ^-.(O) = 0 and ^〒，⑴=0 for all 
Mj 
i, j , and 1. At the beginning of a particular block from^ to to (to+h), the quantities 
dE iOjo)肌d qUt^) for all i, j and 1 are assumed to be known already. To update a 
weight Wjj at the end of this block, we need to compute the gradient: 
t^o is zero in the first block. 
35 
Learning Algorithms for Recurrent Neural Networks •？2 
Aw.^  {t, +/!) = - a — ^ ~ - = -ocX ‘ ° , (2.23) 
The last term in equation (2.23) can be written into three parts: 
dw：； dw：! dw. 
y V V 
awy n 如 ( / ⑷ 
二 dE(0,t,) + 1 卿 0 " 0 + " ) , y dE{t,,t, + h) (2.24) 
The first terra in the above equation is already known. Lets consider the third term 
first: 
:。玄 ^ ^1^:」。永•( ） (2.25) 
k=t,+i OWij(k) k=t,+i 
, 5；,、 dE(to,to+h) 
where W = ^ ^ ^ ~ 
oxiik) 
Like the backward BPTT, all 5j(k) can be computed in a single h-step pass with 
0(hN2) operations: 
[ g\Xi{k))Eiik) k^to+h 
各 ‘ • ⑷ 二 《 ' O c i ⑷ ) [ 五 / ⑷ 众 + 1)] t o < k < t Q + h (2.26) 
I /=1 
What remains is the second term which can be computed by writing it as: 
今 dE(t,"0 + 办）二今宁 dEUoao + h)dxi (t,) 
S MjW dxM dw,{k) 
t r t^iMjW 
m+w 
= - £ 帥 0 )灿 0) (2.27) 
/=1 
The work has not finished yet as the ql must be updated for the next block. To 
compute qlj (tQ+h) for all possible i, j , 1，we can rewrite it as: 
‘ t ? MjW 
二免权 “ o + Z Q I dx,(t,+h) 
h ' k dwyik) Jfc会 1 dx,(k) dw.j(k) 
m+n , tf^+h 
= I yih(to)ql(h)+ s yii(k)Zj(k-1) (2.28) 
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dx州 
Similar to equation (2.25), all the y^ik) for a particular unit U| can be computed in a h-
step backward pass with 0(hN2) operations: f 
1 ifk = tQ+h and 1 = h 
Y//iW = i o ifk = to+handl^h (2.29) 
a=l 
After computing all in 0(hN3) operations, we can go back to equation (2.28) to 
calculate qlj{tQ +h). From equation (2.28), we need 0(N) operations for each ql and 
a total of 0(N4) operations are needed for all possible combinations of 1，i and j. 
Therefore the computational complexity is 0(N4) at its peak. However these 0(N4) 
operations are done every h time steps. This implies an average of O ( I S P ) 
computations per time step i f h = 0(N). 
This algorithm computes exact gradient like RTRL. However the biggest 
drawback is the loss of the good on-line property as the weights are updated only 
every 0(N) time steps. I f N is large ( otherwise, it is preferable to use RTRL )，this 
algorithm is almost degraded to an off-line method. 
2.3 Non-Gradient Descent Methods 
2.3.1 Neural Bucket Brigade (NBB) 
The gradient descent methods rely on some global computations to calculate 
the gradients of the error function with respect to some system parameters. These 
global computations are biologically implausible and are also spatially and 
computationally expensive. Schmidhuber [Schmidhuber90] had proposed a new local 
learning algorithm for recurrent neural networks called the Neural Bucket Brigade 
(NBB). This is a non-gradient descent method and the principle is based on Holland's 
bucket brigade algorithm [Holland85] for classifier systems. The learning mechanism 
considers only the recent unit activations but still can establish recursive dependencies 
through time. 
Unlike most other approaches, a NBB network is not made up of simple 
nodes but winner-take-all subsets, each of which has at least two processing units. All 
non-input units synchronously calculate their activations by summing the weighted 
input at each time step. However units within the same subset will laterally inhibit 
each other by competing for being active in the "winner-take-all" mechanism. A unit 
Uj gets activated at time t, i.e. yi(t) = 1 ( 0 otherwise )，if it is an input unit and 
receives a perception, or if it has the largest total input, ^ C y ( t ) , among the units in 
j 
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the same subset. Each active unit at time t will take away a fraction of its outgoing 
connecting weights that lead to winners at time t+1, and distribute this "weight 
substance" proportionally to the incoming connections from the winners at time (t-1): 
A w “ t ) = - X r “ 0 + > ^ “ 。 ^ X c , . ( t - ^ l ) + Ext.j(t) 0 < X < 1 (2.30) 
〉.C“ { t ) k wins at 
j time (t+1) 
where unit i is an active non-input unit at time t. 
Cij(t) is the contribution to unit i from unit j at time t, i.e. c--(i) = Wij(M)yj(t-l). 
X determines the proportion of a weight that has to be paid to those 
connections setting up the state at the previous time step. 
Extij(t) is the "external payoff given to w j^ from the environment at time t and 
is non-zero only if some useful behaviour has taken place. 
We can see that the weight substance, initially provided by the environment, is 
shifted from the outgoing to the incoming connections to bridge dependence through 
time. Since the input units do not have any incoming connection, they represent holes 
through which the weight substance is leaking. The sum of all weights in the system 
thus remains constant, except for the weight substance leaking through the input units 
and the new substance entering the system in the case of payoff Ext^(t). The system 
becomes stable and the training process is completed when every connection at any 
time is giving back as much weight substance as it is receiving during the next time 
step. 
It is interesting to look at the local characteristics of this method from 
equation (2.30). For any particular connection, all information needed at a given time 
is its last and its current contribution while for any particular unit, all information 
needed is its current activation, the total contribution it receives at the last time step 
and the total successful contribution it gives at the current time step. Each weight and 
each unit performs the same operation at each time tick and there is no such thing as 
"epoch boundary" required during training. 
The NBB algorithm has many desirable features but, unfortunately, it is 
unlikely that it performs anything likes the gradient descent in any sensible global 
error measure. The competitive element introduced by the winner-take-all mechanism 
makes analysis of this algorithm difficult and nobody so far has proven that the NBB 
approach must work as desired. 
2.3.2 Temporal Driven Method (TD) 
There is another non gradient descent algorithm [Schmidhuber90] developed 
basing on Sutton's TD-raethod [Sutton88]. This method can be thought of as learning 
from the discrepancies between successive expectations about the future successes or 
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failures. Unlike the other approaches, the system is made up of two network 
structures, a completely recurrent net called the primary network，and an ordinary 
feedforward "self-supervised" net called the critic. The primary network has linear 
input units and binary probabilistic non-input units. The critic observes the state 
transitions in the primary network and the differences between successive state 
evaluations made by the critic provide update information for the primary network. 
At each time step, every non-input unit i in the primary network sums its 
weighted inputs and passes this total to the sigmoid function to give the probability of 
its activation y|(t) being equal to one. The critic, meanwhile, receives as input the 
complete activation vector y{t) of the primary network and gives a one dimensional 
output r(t), which is interpreted as a prediction of the final reinforcement to be 
received in the future. However if there is indeed an external reinforcement R 
received at this epoch, this expectation r(t) will be defined to be equal to R. Both the 
critic and the primary network learn from the discrepancies between these 
expectations, thus transporting the expectations back in time for one time step. The 
critic's "self-supervised" error is given by r(t)-r(M) and its weight vector is updated 
accordingly. On the other hand, each directed weight w-j in the primary network is 
modified by: 
Awy ⑴=Ur{t) - r(t -1))力(t)yj(t-l) X>0 (2.31) 
thus encouraging or discouraging the last transition. 
This method is, again, local in both time and space. We only need to consider 
the current and the last unit activation at each time tick to update the weights. 
However we assume that the expectation at the next time step is always better than 
the current one but this assumption may not be true in some cases. The situation is 
worse if the states of the primary network are moving away from the targets and the 
external reinforcement comes only after many "self-supervised" cycles. 
2.4 Comparison between Different Approaches 
In the above sections, we have described several learning algorithms for 
recurrent networks. Here we want to compare and discuss the advantages and 
disadvantages between these different approaches. The analysis will be focused on 
"fully" recurrent models with discrete time dynamics. We compare the approaches on 
five important aspects: computational complexity, storage complexity, local 
computation in time, local computation in space and possibility for on-line training. 
Table 2.1 gives a summary of the comparisons. 
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In order to have a more precise description on the degree of local 
computations, we have defined two measures, time boundary {¥) and space boundary 
Time Boundary ( J): A discrete time learning algorithm is said to have a 
time boundary of U(k) if and only ifk is the smallest positive integer in such 
a way that every weight update at each time tick t depends on the network 
states in, at most, the time interval of[t-k, t+k] inclusively. 
Space Boundary (§): A discrete time algorithm is said to have a space 
boundary of §(k) if and only if k is the smallest positive integer in such a 
way that every weight update at each time tick t depends directly on the node 
information of unit i itself and (k-1) other units directly connected to unit L 
This two measures can give a more accurate description on the degree of local 
computations. It is easy to see that the space boundary of a learning rule for a fully 
recurrent network with N non-input units is at most §(N) while the time boundary 
has no upper limit and can be infinitely large. 
Computational Storage Time Space On-line 
Time Space Boundary Boundary Learning 
BPTT 0(LN2) 0(LN2) T(L) No 
Truncated BPTT 0(n2) OCN^) T (k i ) S(2) No 
RTRL 0(n4) 0 (n3) T ( l ) W Yes 
Blocked 3 r t R L O(N^) 0 (n3) T(N) §(N) No 
Subgrouped ^RTRL 0(n2) 0 (n2) T ⑴ S(k2) Yes 
NBB 0(n2) 0 (n2) T ⑴ S(2) Yes 
TP-Method 0(n2) 0 (n2) T(1) S(2) Yes 
Key: 
L = Maximum length of the input signals 
N = Number of non-input units 
k j , k2 = Positive constants 
Table 2.1 Comparisons between Different Learning Algorithms for Fully 
Recurrent Networks 
The first column of Table 2.1 compares the computational complexity of 
various methods and the RTRL algorithm, having a complexity of order O(N^), is the 
most inefficient one. Actually a fully recurrent network with N non-input units has N^ 
connections and updating all in one epoch needs at least O(N^) operations. Thus a 
^Assuming that the size of a block is of order 0(N) 
^Assuming that each group is of fixed size 
40 
Learning Algorithms for Recurrent Neural Networks •？2 
computational time of order 0(N2) is already an optimum. We can see that all the 
methods, except BPTT, RTRL and the blocked RTRL, can attain this optimal speed. 
BPTT is task-dependent while RTRL algorithm is the slowest ( 0(N4) ) and the 
blocked RTRL is something in between ( 0(]SP) )• Similarly a storage space of order 
0(N2) is the minimum requirement for a fully recurrent model to store, at least, the 
N^ connections. We can see from the second column of the table that all the methods, 
except RTRL and the blocked RTRL, are optimal in storage requirement. Both 
RTRL and the blocked RTRL need extra space of order 0(N3) to accumulate the 
sensitivity matrix. Up till now, RTRL and the blocked RTRL seem to be the worst 
among all the others! 
When speaking of local computations in time, the RTRL algorithm is, on the 
contrary, than the others. We can see from the middle column of Table 2.1 that only 
RTRL, the subgrouped RTRL and the non-gradient descent methods are local in 
time. All the other methods have to wait for some feedback from the future to do 
weight updates and this feature is highly undesirable for on-line training ( the last 
column ). The second last column in the table compares the methods on local 
computations in space. Al l the methods, except RTRL, the subgrouped RTRL and the 
blocked RTRL, are local in space. RTRL and its variants must thus be some 
biologically implausible models. 
In this comparison, the non-gradient descent methods seem to be the best 
among the others. They are optimal in both computational time and storage 
requirement, local in both time and space and can be run on-line. However their 
biggest drawback is that we do not know whether they will work as desired. Unlike 
gradient descent, there is not guarantee for its convergence towards a minimum. It is 
difficult to say which algorithm is the best among all the methods since all of them 
have some kinds of drawbacks. However we are usually more concerned with the 
issue of on-line training and convergence. Therefore the RTRL approach is still the 
most promising one although it is comparatively slow and non-local in space. 
2.5 Conclusion 
In this chapter, we have described several learning algorithms for fully 
recurrent networks. We have compared them in terms of some important features like 
computational complexity, storage requirement, e.tx. Unfortunately every of them 
has some kinds of drawbacks and none can provide a satisfactory solution to the 
problem. For training purpose, we are usually more concerned with the issues of on-
line learning and convergence and the RTRL approach is believed to be the most 
promising one from this point of view. Actually the subgrouped RTRL has already 
41 
Learning Algorithms for Recurrent Neural Networks •？2 
made a big improvement to the original RTRL in terras of computational time, 
storage requirement, local computations in space. However the subgrouped RTRL is 
weak in representational power because of the lack of feedback connections between 
the subgroups. 
We believe that the fully connected architecture of the model has imposed a 
great problem on the learning process. One way to improve the learning process is 
thus to modify the network topology. In the next chapter, we have devised a new 
network architecture called the "locally connected recurrent network" and derived an 
efficient and powerful learning algorithm for it. We start with the original RTRL 
algorithm and try to improve it on its computational complexity, storage requirement 






Recurrent neural network is an attractive model because it can, theoretically 
speaking, carry information infinitely through time but the problem of training 
recurrent models to encode temporal information has not been solved satisfactorily. 
To make it popular in real life applications, we need an efficient and powerful 
training method to tap the ful l use of a recurrent network. Many researchers are 
working on this problem in the past decades and there are certainly some important 
breakthroughs in the training procedures. Unfortunately, there is still no satisfactory 
solution to tackle the problem and each of them has some kinds of unresolvable 
drawbacks. BPTT is efficient but it cannot be run on-line and is impractical for tasks 
with input signals of unknown lengths. RTRL is a powerful on-line learning 
algorithm but it is extremely inefficient and is also non-local in space. Other variants 
of RTRL, still，have some kinds of weaknesses. The non-gradient descent methods 
like NBB and TD have many desirable features but they do not guarantee 
convergence. The challenge of devising new learning algorithms for recurrent 
models is still an attractive, interesting and open problem. 
We usually consider a fully connected architecture for a recurrent model as 
this very general architecture provides the model a great freedom to build its own 
internal representations for encoding temporal information. This general 
architecture, on the other hand, has imposed a great burden on the training process. 
In a fully recurrent network, any weight Wjj can affect the activation of any unit u^ 
within one time step since unit Uj is connected to unit Uj^ . directly. Therefore the 
weight Wij is "temporally" close to unit Uj^  although it may not be "spatially". 
Actually we need to have some information from every other unit in order to update 
the weight v/-- in RTRL. This inherited property of being fully connected has slowed 
down the training process and has also made the process being non-local in space. 
The fully connected architecture is also unnatural in neurosystem since every 
unit can now affect every other unit directly within one time step. Furthermore this 
architecture is not suitable for parallelization. The communication time wil l be long 
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as we need each processing unit to communicate with every other at each epoch. In 
our work，we abandon the fully connected architecture and consider one in which 
every hidden unit is connected to only a number of its neighbours and we call it a 
"locally connected" recurrent network. We have devised an on-line learning 
algorithm for this new kind of network model such that information can be carried 
infinitely through time although effect is not all propagated forward. The new 
learning process has a much lower computational complexity in both time and space 
in comparison with the other approaches and is also more local in space in the sense 
that a weight update needs only the information from those units in its vicinity. 
Besides this algorithm has much flexibility for mapping into different parallel 
architectures and the parameters can be chosen in such a way that the computational 
process is totally local in space, i.e. the computations in a processing unit rely only 
on those units directly connected to it. 
This chapter is on this new kind of recurrent model called the locally 
connected recurrent network. We wil l first describe the network architecture in 
section 3.2. Then we wil l describe the learning algorithm and discuss about its 
computational complexity, storage complexity and other important aspects in section 
3.3. Section 3.4 is on parallelization of the learning algorithm. Section 3.5 describes 
the simplest kind of the locally connected recurrent models called the ring-structured 
recurrent network (RRN). Section 3.6 and 3.7 compare RRN with RTRL in the tasks 
of sequence recognition and time series prediction respectively in terms of their 
performance in both training and testing. 
3.2 Locally Connected Recurrent Networks 
3.2.1 Network Topology 
input i m i t s ^ o u t p u t units 
I I 
hidden units 
Figure 3.1 Architecture of a Locally Connected Recurrent Network 
The network is consisted of three layers, input layer, hidden layer and output layer. The 
inter-layer connections are ordinary feedforward links and recurrent connections exist 
in the hidden layer only. 
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Figure 3.2 Connections in the Hidden Layer of a Locally Connected 
Recurrent Network 
The hidden units can be arranged in many different ways, e.g. (a) a ring, (b) a grid or 
(c) a 3-dimeiisional cube. The solid-line links are 2-way, i.e. each represents two 
separate links running in opposite directions with different weights. The curved lines 
represent the self-feedbacks in each hidden unit. The whole structure is symmetrical 
and all units are identical in terms of connection, thus the units at the back are 
connected to those at the front, the right to the left, the top to the bottom and vice 
versa as indicated by the dotted-line arrows. 
The model is made up of three layers of units, input layer，hidden layer and 
output layer. Each hidden node is connected with every input unit and every output 
unit as shown in Figure 3.1. The inter-layer connections are all running forward and 
recurrent links exist in the hidden layer only. In the hidden layer, each unit is 
connected to some other hidden units only forming a partially connected structure. 
Different structures can be formed depending on the way the nodes are connected. 
For simplicity, we consider only symmetrical structures, so every unit in the 
structure is identical in terms of connections. Three common examples are shown in 
Figure 3.2 and they are different from each other in the degree of connectivity. For 
example, each unit in a ring is connected to two others while that in a grid is four 
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and that in an n dimensional cube (hypercube) is n. We call it a q-net i f each hidden 
unit has q incoming connections ( including the self-feedback loop ). Therefore a 
ring is a 3-net, a grid is a 5-net and an n dimensional cube is a (n+l)-net. Here we 
should define the term "neighbourhood" of a hidden unit Uj： 
Neighbourhood of unit Uj, Qj = / m,- I is a hidden unit and u^ is 
connected to Uj directly } 
. The neighbourhood of a hidden node is thus a set of all hidden units having a direct 
connection to that node. Figure 3.3 shows the connections in a 3-net and a 5-net after 
unfolding. 
3.2.2 Subgrouping 
We divide the hidden units into overlapping subgroups such that each unit Uj 
is at the center of one subgroup Gj ^ - q： 
Gj工q = / M J Ui is a hidden unit in a q-net and u^ affects Uj in at most X 
time steps ) 
X is a parameter which determines how far an effect propagates among the units. 
Figure 3.4 gives an example of a subgroup in a 3-net and a 5-net when x is equal to 
two. These subgroups have the following properties: 
• The subgroups are overlapping with one another. 
• Al l subgroups have the same size depending on x and the degree of 
connectivity q. If we assume that q is less than the number of hidden units n: 
Size of one subgroup, r = q + (q-lX^ -1) 
• There are totally n subgroups where n is the number of hidden units. 
• Each hidden unit belongs to r subgroups where r is the size of one subgroup 
and it is the center of exactly one of them. 
Since x and q are fixed in a particular network model, we wil l drop these subscripts 
from Gjiq in the following derivation. 
• • 
• • 
…..O O O O t : 2 . . … O O O JP t : 2 





Figure 3.3 Locally Connected Recurrent Networks after Unfolding 
After unfolding, (a) a 3-net and (b) a 5-net behave like an ordinary feedforward 
network with an infinite number of hidden layers. 
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Figure 3.4 Subgrouping in Locally Connected Recurrent Networks 
The units within the dotted-line rectangle belong to the same subgroup centered at the 
blackened unit. The parameter i is set to two in tbese two examples, i.e. a unit belongs to 
the subgroup centered at the blackened unit if and only if it can affect this unit within two 
time steps. 
3.2.3 Learning Algorithm 
Information of the dotted-line 
weight is kept in these five units. 
〇 o O 0 Q ‘ The blackened unit keeps 
； \ ^ / { _ y_ \ information of the solid weights only. 
。 ^ y 。 。 K x x x x ) ^ • ‘ 6 6 6 6 6 6 6 
/ 
/ 
o 6 o o o 
(a) (b) 
Figure 3.5 Effect Propagation in a Locally Connected Recurrent 
Network 
When the parameter t is set to two, the dotted-line weight in (a) can only affect the units 
in the dotted-line subgroup and all the update information for this weight will tbus be 
kept by these units. Similarly, the blackened unit in (b) will only be affected by the solid-
line weights, i.e. the weights impinging on the units in the subgroup centered at itself, 
and it thus needs to keep information of these weights only. 
The training algorithm obeys the following rule: 
• If a weight w^j can only affect the activation of a unit Uj^ after at least X+1 time 
steps, its effect on Uj^ is neglected 
where x is the fixed parameter as described above. This rule is justified i f the 
connection weights are small as the multiplicative factor, y( l -y) in each step is 0.25 
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at maximum and the effect of Aw j^ is diminishing as it is being propagated through 
time. Therefore Awjj wi l l only affect a fixed set of units: 
{ UK I UK E GI } 
and Uk is only affected by a fixed set of weights: 
{ Wij I Ui € Gk } 
Please refer to Figure 3.5 for a more figurative description of these basic ideas. 
Suppose there are p input units, n hidden units and m output units in a q-net 
and we use capital letters P, N and M to denote the set of input units, the set of 
hidden units and the set of output units respectively. Each hidden unit is connected 
with all input units and all output units while the hidden units themselves are 
interconnected as described above. 
At time step t, each hidden unit Uj computes its output as: 
=g{ ⑴） （3.1) 
UjeQiUP 
{ y j i t - l ) uJ e Qi 
w h e r e 勺 ⑴ 认 
and g can be any differentiable function 
Xi(t) is the total input to u^  at time t 
W" is the weight running from u： to u^  
J ‘ 
Q- is the neighbourhood of u! 
Ik(t) is the k也 input at time t 
There is no direct connection between the input layer and the output layer. Each 
output unit Uj simply computes its activation at time t as: 
yi(t) = 8iXi{t)) u,eM 
UjSN 
Only the output units contribute to the cost function: 
G = 'LE(t) (3.3) 
t 
= (3.4) 
Ek(0 = d k ⑴ - y k ( 0 (3.5) 
where G is the total error 
E(t) is the error of the whole network at time t 
Ek(t) is the error of the k^ output unit at time t 
dk(t) is the k^ target output at time t 
Minimizing G wil l teach the network to have y/s imitating d/s. This can be done 
using gradient descent: 
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Aw,⑴=-T1 ^ ^ + o A w “ 卜 1) 
=Ti S (3.6) 
oWij 
where is the learning rate 
a is the momentum coefficient 
AWij(t) is the change in w j^ at time t 
The weights between the hidden layer and the output layer are non-recurrent 
and updates can easily be done by error backpropagation as in ordinary feedforward 
networks: 
A w ‘ y ⑴ = t l丑 /⑴容•（而⑴)力⑴(卜 1) U i G M m d u j e N (3.7) 
For the incoming connections to the hidden units, we can propagate the error terms 
one step back from the output layer to the hidden layer as in equation (3.8) and 
update the weights according to equation (3.9): 
， = 一 2；丑z⑴容’ U/⑴)w仪⑴ “一 iV (3.8) 
oyk 
Aw. (0 = -Ti I (3.9) 
since w j^ can only affect the units in Gj. 
The derivative in equation (3.9) can be obtained by differentiating the 
dynamic rule in equation (3.1): 
= I u j ^GGimdUieN (3.10) 
M j _ 
where = H 二 “众 
以 \0 Ui * uj^ 
This relates the derivatives 3yk(t)/3wij at time t to those at time t-1. We can thus 
iterate it forward from the initial conditions: 
Mj 
Aw(0) = 0 
The derivatives and weight changes can be calculated at each epoch along the way 
and take the full change in w j^ as the time-sum of AWij(t) at the end of the training 
sequence. 
iThe learning rate and the momentum coefficient will undergo adaptive training. 
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3.2.4 Continuous Time Learning Algorithm 
The continuous time version of the above learning algorithm for a locally 
connected recurrent model can be obtained in a similar way as the continuous time 
RTRL described in chapter two. In a locally connected continuous time recurrent 
model, we describe the dynamics in the hidden units, using the same notations as 
above, by the following differential equation: 
T丨华兄• + 你 u . e N 
at 
=一乂 + 容（E^y^P (3*11) 
UjSQi^P 
[y； if My e iV 
where i f ^ . ^ P 
and Xi is the time constant of unit u^ . The output units receive from the hidden nodes 
only and its dynamics can be described as: 




The error is the deviation of the actual trajectory y(t) from the target 
trajectory d{t) throughout the whole training epoch from time to to t^: 
lE.itfdt 
K d k i O - y k i O f d t (3.13) 
2 、 e M 




= Tij;> I 丑 “ ( 3 . 1 4 ) 
Similarly pfj is the sensitivity matrix defined by: 
p^- (t) = ^ ^ UkSNuMandu； e N (3.15) 
J dwij 
The dynamics of Py can be found by taking the partial derivative of equation (3.11) 
and (3.12) with respect to w^ j： 
= S (3.16) 
、 字 = - • ⑷ S ^kiPlj-^^ikyj 从k^M (3.17) 
at • 
Therefore we can start from a reasonable initial conditions, y = 0 and pfj = 0, and 
simulate the dynamics of y and p forward according to the above equations. The 
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weights can then be updated continuously by spreading the gradient terms in 
equation (3.14) across time as: 
^ ^ = Pij where e is a small positive constant. (3.18) 
dt m eM 
3.3 Analysis ； 
3.3.1 Time Complexity 
In the whole training process, the most time consuming operation is the 
update of the sensitivity matrix according to equation (3.10). For each element p j^ in 
the matrix, we need to go through equation (3.10) once in each time step to update 
its value and this requires q operations to calculate the summation on the right where 
q is the degree of connectivity. Since there are n(q+p) weights in the hidden layer 
and each weight has r such p-terms, where r is the size of one subgroup, there are 
totally nr(q+p) p-terras. Updating the sensitivity matrix in each epoch thus needs a 
total computational complexity of order 0(nqr(q+p)) operations. 
In a locally connected recurrent network, q and r are constants which are 
much smaller than n, so the computational complexity of the above algorithm is 
greatly improved in comparison with the O(N^) of RTRL, where N is equal to m+n. 
It is true that the n here may be different from that in RTRL, i.e. we may need more 
hidden units in a locally connected recurrent model but experimental results show 
that this increase is just too small to counterbalance the 0(N4) in RTRL. 
Taking into account the other operations, the total computational complexity 
is of order 0(ran+nqr(p+q)) in each epoch. If we assume that the parameters q and r 
are fixed in a recurrent model, the complexity becomes 0(mn+np) which is optimal 
since we have already had this order of number of connection weights. 
3.3.2 Space Complexity 
We have a p,J-term for a particular weight w j^ i f and only i f the unit u^ is in 
the subgroup Gj centered at the unit u^ . Since there are r units in each subgroup and 
there are totally n(q+p) weights in the hidden layer, the total amount of storage 
needed is 0(nr(q+p)). This space complexity is again smaller than the 0(NP) of 
RTRL. 
3.3.3 Local Computations in Time and Space 
This learning algorithm is also local in time since the computations at time t 
is dependent only on the information at time t and time (t-1). Therefore the time 
boundary of this algorithm is T ( l ) and training can be done on-line. Furthermore this 
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algorithm is more local in space than RTRL as the update of a weight w〗』according 
to equation (3.10) needs only the p-terms from those units u^ which are in the 
vicinity of unit Uj, i.e. u^ € G .^ Thus unlike RTRL in which updating a weight needs 
some information from every other unit in the network, Le. §(N), only those units in 
the proximity are involved here，i.e. §(r). 
3>4 Running on Parallel Architectures 
3.4.1 Mapping the Algorithm to Parallel Architectures 
The learning algorithm has much flexibility for running in a interconnected 
SIMD computers. The most straight forward approach is simply by mapping each 
node into one processing element and representing the connections physically by the 
communicating circuits between the processing elements. Thus the structure of the 
hidden layer in the recurrent model resembles that of the network architecture. 
However all the hidden nodes in the recurrent model are identical, we require the 
network architecture to also be symmetrical. Some common examples are shown in 
Figure 3.6. 
P(0’0) P(0，1) P(0’2) P(0,3) 
^ ~ ~ 0 0 ~ ~ 0 P(i,o) p(i,i) P(U) Pa，3) 
(a) A Linear Array pJ—, p-1—, r-1—, r-L-, 
P(2,0) P(2’l) P(2，2) P(2,3) 
P(3,0) P(3,l) P(3,2) P(3，3) 
(b) A Mesh Connection 
j l L i l l 1 1 1 j i l ~ I r r ~ ~ i i r t i r f n 
Pill PlO PlOl PlOO poll POlO pool POOO 
(c) A Cube Connection 
Figure 3.6 Interconnected SIMD Computers 
The structure in the hidden layer of a locally connected recurrent 
network can be mapped directly into the architecture of a parallel 
computer. 
The algorithm uses n processors Pp P^，..…，P^  and each stands for one 
hidden unit in the locally connected recurrent model. Each processor holds its own 
local parameters and a copy of some global variables. There is no processor to 
represent the input nodes or the output nodes explicitly and each hidden unit, instead, 
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holds a copy of the input vector { Ij }，i^<p and the error vector { E^  }，1 空细 to 
update the weights and the sensitivity matrix. In each step, the external input is 
copied into the input vector of each processor and their output values are collected to 
calculate the activations in the output layer. This output is compared with the target 
to obtain an error vector which is then copied back to each processor to update their 
own connection weights and p-terms in parallel before another epoch starts. 
3.4.2 Parallel Learning Algorithm 
The descriptions below outlines the method of implementing the learning 
algorithm in a SIMD computer of linear array connection. We assume that the 
communication lines are two-way and there are totally n processors, P ” P!，•.…，P ,^ 
corresponding to the n hidden units in the recurrent model. Each processor holds its 
own local variables and a copy of some global variables. The former are specific to 
each processor while the latter are duplicates of some globally-used data. 
Processor Pi： 
CAnhal variables: Local vambks： 
T : input vector x: total input to 尸/ 
e : error vector y •• output of Pi 
Tj : learning rate e : total error of Pi 
a : momentum coefficient p[]: array ofsensivity vectors 
q ： degree of connectivity Q[] ： locations of Pi's neighbouring processors 
g ： size of one subgroup G[ ] : locations of the processors in P^'s subgroup 
O : output vector from P^ 
W^j^t : output weight vector from Pi 
Win ••邮认t weight vector to P^ 
W : incoming weight vector to 尸, 
^^out •• change in W^^； 
‘ : change in 
AW : change in W 
tmp: temporary storage 
The followings describe briefly the computational procedure in each epoch: 
procedure TRAINING 
1. for processor P^ where i = 1, 2 , n do in parallel _ 
1.1 Copy the current input into the input vector: I = l{t) 
1.2 x = 0 
1.3 for j = l toq do 
1.3.1 Receive the previous output y from Qlj] 
1.3.2 x = x + WjX Received( Q[j], y ) where Wj is the weight connecting Q[j] to P, 
1.4 Calculate the total input to 尸厂 x = x+Win-T 
1.5 Calculate the output of Pi： y = g{x) 
1.6 Calculate the output vector ofPj： O-yx W^^t 
2. jc(O = 0 
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3. for i = 1 ton do 
3.1 Collect the results from 尸厂 = x{t) + Received ( Pi, O ) 
4. Calculate the activations in the output layer: y(t) = g(x(t)) 
5. Compare %t) with the target dit) to obtain the error vector: 
Ciit) = (diit)-yi(t))yi(0(1 - ( 0 ) / = l，2，.，m 
6. For processor P^ where i = 1, 2 , n do in parallel 
6.1 Copy the global error vector: e =e{t) 
6.2 Calculate the change in the output weight vector: Aw^ut - ^y^ + CfA^out 
6.3 Calculate the total error ofP^: e = e-
6.4 tmp = 0 
6.5 for j-1 tor do 
6.5.1 Receive the total error and the sensitivity vector from G[j] 
6.5.2 Accumulate the weight changes: 
= imp + Re ceived{G[j], e) x R&ceived(G[jl p[Pi ]) 
6.6 Calculate the total weight change: AW = r\tmp+oAW 
6.7 for j = 1 to q do 
6.7.1 Receive the sensitivity vectors from Q[j] 
6.7.2 Update the array of sensitivity vectors in P,- _ 
6.8 Update the weights: W^^t = Kut + ； W=W + AW 
6.9 Update the input weight vector Wi^ from W 
We can see that there are two kinds of communications between the processors. 
One is between processors of the same subgroup ( step 6.5 ) while the other one is 
between adjacent processors ( step 1.3 and 6.7 ). The latter is more efficient as 
neighbouring processors are interconnected and messages can be sent directly. 
However i f the parameter z is fixed to one, Gj = Qi for all unit u^  and all 
communications will be among adjacent processors only and the algorithm becomes 
completely local in space. 
3.4.3 Analysis 
The first step is done in parallel by all processors and requires a total of 
0(m+p+q) operations. Step two to step five are done by only one control processor 
to collect the results from each processing element and it needs another 0(ra+n) 
operations. Step six is a long sequence of operations done in parallel by all 
processors to update the weights and the sensitivity matrix. Step 6.7.2 is not stated 
concisely because its detailed implementation depends on the ordering of processors 
in one's subgroup. However it needs at most rx(p+q) operations and step six thus can 
be done in 0(ra+qr(p+q)) time steps. As a result the total running time of the 
procedure TRAINING is 0(m+n+qr(p+q)). 
In a recurrent model, the parameters q and r are fixed and the computational 
complexity thus becomes 0(m+n+p). This is highly desirable as the training time 
increases only linearly with the total number of units in the model. However we have 
used 0(n) processors, so the total cost is 0(mn+n2+np) which is again the 
unavoidable quadratic order! 
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3.5 Ring-Structured Recurrent Network (RRN) 
A ring-structured recurrent network (RRN) is a model with degree of 
connectivity equalling to three and t equalling to one. It is the simplest kind of 
locally connected recurrent network as each hidden unit is connected to itself and its 
two nearest neighbours only. The 3-net in Figure 3.2(a) shows its connection in the 
hidden layer. In spite of its simplicity, it becomes more powerful as long as we keep 
on increasing the number of hidden units. To explain it intuitively, we may imagine 
an analogy between a fully connected recurrent network and a RRN by tracing out 
the Hamiltonian circuit in the former model (Figure 3.7). One unit in the former is 
represented by several in the latter. Increasing the number of hidden units in a RRN 
acts as i f increasing the number of units in a fully connected recurrent model which 
wil l eventually increase the memory capacity of the network. Another advantage of 
using RRN is that its simplicity reduces the computational complexity to the 
minimum of 0(mn+27n) since q and r are now both equal to three. 
• ^ ^ c 
E 4 D B 
(a) . (b) 
Figure 3.7 Analog between a Fully Recurrent Network and a Ring-
Structured Recurrent Network 
Each unit in the fully recurrent network in (a) is represented by several units in the ring-
structured recurrent network in (b) but the number of recurrent links in both are the same. 
3.6 Comparison between RRN and RTRL in Sequence 
Recognition 
We had compared the performance of RRN and RTRL in sequence 
recognition. We trained both networks to leam a set of alphabet sequences and 
compared their training speed and recalling power. The letters in a sequence were 
input into the network one at a time and the network was required to recognize the 
sequence after seeing all the alphabets. In each training cycle, all the sequences were 
fed into the network once and this repeated until the mean square error dropped 
55 
Locally Connected Recurrent Networks ^^ 
below a small threshold. We then tested the trained network with a long stream of 
letters which was made up of words that had already been learned. However the 
embedded words might be time warped to make recalling more difficult. We wil l 
compare RRN and RTRL on both the training speed and recalling power. ( Please 
refer to Chapter four for more experimental details in sequence recognition.) 
3.6.1 Training Sets and Testing Sequences 
We had used nine sets of training data (Table 3.1 ) of which three contained 
time warped sequences and we had used the following alphabet streams to compare 
the recalling power of RRN and RTRL: 
















The first six training sets aimed at testing the network's temporal memorizing 
power. There were six to twenty-four words in each set and the average word length 
varied from 3 to 5.9. The third training set was the most difficult one as it contained 
all twenty-four possible combinations of "a", "b"，"c" and "d". A network would 
have a strong temporal memorizing power if it were successful in recalling this 
training set. The corresponding testing sequences were formed by concatenating all 
the words in the training set together, with each word separated by a dot which was 
the reset signal. 
The remaining three tests aimed at testing the network's time warping 
performance. We had added several time warped samples into the training set, to see 
whether the network could generalize them to other .arbitrarily time warped 
sequences. The seventh and the eighth test were more difficult since the training 
sequences were just permutations of the same set of alphabets. A network must have 
both a strong temporal memorizing power and a good time warping performance in 
order to be successful in these tests. The testing alphabet streams were formed by 
concatenating a number of time warped words together, again separated by dots and 
each character in a word might persist for one to three time steps unexpectantly. 
56 
Locally Connected Recurrent Networks ^^ 
Test Training Sets 
1 ^ ^ ^ ^ 
cab c ^ ： : 
a ^ d ^ acM 
2 bacd d ^ bead d t o 
caM d c ^ cbda dcba 
abed abdc acbd acdb 
a ^ a ^ bacd bade 
3 b c ^ b c ^ bdac bdca 
cabd cadb chad cbda 
cdab cdba dabc dacb 
dbac dbca d c ^ d d ^ 
cat ^ m 
4 hen to ^ Oy 
^ ^ fish bird 
cock seqm sheep ： 
iTM irag niger swedan 
5 norway poland ireland iceland 
algeria nigeria ： : 
alpha b ^ gamma delta 
6 epsilon z ^ theta lambda 
^ ^ ^ omicron 
21 Sigma ： 
^ acb ^ ^ 
7* c ^ aaaaabbbbbccccc aaaaacccccbbbbb 
bbbbbaaaaaccccc bbbbbcccccaaaaa cccccaaaaabbbbb cccccbbbbbaaaaa 
8* sto2 ^ s^ot 
ssstttoooppp tttooopppsss ssspppooottt pppoootttsss 
kick jump cla^ n ^ 
9* flit ^ walk swim 
kkkiiiccckkk iiiuuummmppp ccclllaaappp miiidddeee 
fffllliiittt bbbeeeaaattt wwwaaalllkkk ssswwwiiiinmm 
Table 3.1 Training Sets for Comparing RRN and RTRL in Sequence 
Recognition 
Nine training sets were used and those with asterisks had time warped training samples. 
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3.6.2 Comparison in Training Speed 
The performance of RRN and RTRL in the training phase are summarized in 
the following two tables: 
Test No. of No. of No. of Time Taken Final rais 
Hidden Units Recurrent Links Iterations ( s ^ Error 
1 10 30 9 0.136733 
2 n 54 1008 ^ 0.044699 
3 ^ 105 123 0.044699 
4 5 15 30000 0.258267 
5 30 798 0.224450 
6 10 30 528 294 0.115412 
7 10 _30 106 0.141280 
8 10 30 155 50 0.140819 
9 6 I 73 I 44 0.139700 
Table 3.2 Performance of RRN in the Training Phase of Sequence Recognition 
Test No. of No. of No. of Time Taken Final rms 
Hidden Units Recurrent Links Iterations ( s ^ Error 
1 10 100 62 201 0.127389 
2 n 324 ^ 37846 0.044565 
. _ 3 35 1221 : ： -
4 5 25 45 1705 0.134082 
5 10 100 m 9 44063 0.223678 
6 10 100 76 7149 0.135713 
7 10 m 3334 64456 0.141421 
8 10 m 6703 0.139743 
9 I 6 36 I 62 1556 0.137040 
Table 3.3 Performance of RTRL in the Training Phase of Sequence Recognition 
We could see that the training time of RRN was always much shorter than 
that of RTRL although the number of iterations taken by RRN might be greater. The 
low efficiency of RTRL was most apparent in test three which was a difficult 
training set with all twenty-four possible combinations of "a", "b"，"c" and "d". We 
could not even train the network to learn the sequences by RTRL within a 
reasonable amount of time (about 3.2 days for 100 iterations). 
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3.6.3 Comparison in Recalling Power 
The performance of RRN and RTRL in the testing phase is summarized in 
the following table: 
Test Percentage of Successful Percentage of Successful 
Recalls (%) in RRN Recalls (%) in RTRL 
1 100 100 
2 100 100 
3 100 ： 
4 93.3 100 
5 90 90 
6 100 
7 95J 91J 
8 m m 
9 I 100 
Table 3.4 Performance of RRN and RTRL in the Recalling Phase 
It could be shown that both RRN and RTRL performed very satisfactorily in 
all these tests and the percentage of successful recalls was greater than 90% in all 
cases. The network can be trained to have both a strong temporal memorizing power 
and a good time warping performance with either learning algorithm. However 
sequence recognition is just a simple task and we cannot conclude, at this stage, that 
RRN can be as powerful as RTRL. But at least one can turn to RRN when RTRL is 
just too slow to be useful especially in some big but simpler problems. 
3.7 Comparison between RRN and RTRL in Time Series 
Prediction 
Time series prediction is to forecast the future values of a series based on the 
history of that series. Predicting the future is important in a variety of fields and the 
non-linear signal processing of neural networks has been a new and promising 
approach for this purpose. Recurrent networks have an advantage over feedforward 
nets in this problem as the recurrent links in the network can bring the appropriate 
previous values back to itself in order to forecast the next one. Detailed descriptions 
of using RRN to perform time series prediction can be found in chapter five and this 
section compares the performance of RRN and RTRL in these tasks. We had used 
three different examples for comparisons: 
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- A periodic series with white noise ( series 1 ) - This series was generated 
from discrete time points on a sine curve, having a unit magnitude, and 
adding to it at each step a uniformly distributed random variable in the 
interval [-0.5,+0.5]: 
y(t) = sm{l0t)-¥random[-0.5,-\0,5] t = 0，1，2”. 
This series was periodic (Graph 3.1) but the regularities were masked by 
noise. The whole series had 120 data points (Appendix A), the first 100 
points were for training while the remaining twenty were for testing. 
眉 A deterministic chaotic series ( series 2)- K chaotic series looks completely 
random although it is produced by a deterministic and noise-free system. 
Chaos has many interesting and ridiculous properties which wil l be explained 
in chapter six in details. A simple example of deterministic chaos is: 
y^  r = l，2，3，… 
All the values generated by this iterative quadratic formula lie within the unit 
interval if the initial value is between -1 and +1 (Graph 3.2). Again the 
whole series had 120 data points (Appendix B), the first 100 points were 
training data and the remaining twenty were for testing. 
雇 The sunspots numbers ( series 3 ) - Sunspots are dark blotches on the sun. 
They were first observed around 1610 and yearly averages have been 
recorded since 1700. This sunspots series is usually used as a yardstick to 
compare new modelling and forecasting methods. We had used the data from 
1700 to 1979 (Graph 3.3) and those from 1700 through 1920 was for training 
while the remaining was for testing (Appendix C). 
The comparison would emphasize on both the training speed and the 
predictive power. In order to have a fair comparison, RTRL was slightly modified 
such that only the hidden layer was fully connected. The inter-layers connections 
were just ordinary feedforward links. Figure 3.8 shows the network topology of 
RRN and the modified RTRL in these time series prediction tasks. In additions the 
output units in these models were linear since a sigmoid function gave only values 
between zero and one. They computed their activations as the weighted sum of their 
input from the hidden layer and non-linearity in these models were due to the 
sigmoid hidden units only. 
In the training phase, the data points were fed into the input unit one by one 
consecutively and network forecasted the next value in the series at the output unit. 
The training series was fed into the network repeatedly until the root mean square 
error of the predictions dropped below a very small threshold. The testing data was 
then used to evaluate the network's predictive power. There could be two ways to do 
prediction, single-step prediction and multi-step prediction: 
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T training testing 
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Graph 3.1 Series 1 - Sine Function with White Noise 
The whole series had 120 points of which the first 100 were for 
training while the last 20 were for testing. 
testing 
1 丁 
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Graph 3.2 Series 2 - Iterative Quadratic Series 
Similar to series 1, the whole series had 120 points of which the first 
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time step 
Graph 3.3 Series 3 - Sunspots Activity from 1700 to 1979 
The whole sunspots series had 280 data points. The first 221 points were for 
training while the last 59 points were for testing. 
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• Single-step prediction. The input unit is given values of the observed time 
series. 
• Multi-step prediction. The predicted output is fed back as input for the next 
prediction. Hence the input is consisted of predicted values as opposed to 
actual observations of the original time series. 
We wi l l compare RRN and RTRL in both their training speed and their 
performance in single-step prediction and multi-step prediction. 
尸 广 ___ 
森 A . . 
input V . . ； / output input \ • �力 output 
W w 
hidden units are fully connected hidden units are in a ring-structure 
(a) (b) 
Figure 3.8 RTRL and RRN for Time Series Prediction 
In the time series prediction tasks, the network architecture in RTRL and 
RRN were similar except that the units in the hidden layer of the former 
were fully connected while that of the latter were arranged in a ring 
structured as described in section 3.5. 
3.7.1 Comparison in Training Speed 
The performance of RRN and RTRL in the training phase is shown in the 
following two tables 3.4 and 3.5. The learning speed of RRN was again much 
greater than that of RTRL and the speedup was even more obvious in comparison 
with that in sequence recognition. It was because the large training set ( at least 100 
data points, 220 in the sunspots data ) increased the computational complexity of 
RTRL significantly. Training RTRL to learn the sunspots numbers needed about 
four days while RRN needed only about nine hours. RRN was thus practically more 
useful then RTRL for large-scale problems. However the final root mean square 
error of RTRL was smaller than that of RRN and we might expect RTRL to have a 
stronger predictive power. 
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Series No. of No. of No. of Time Final 
Hidden Units Recurrent Links Iterations Taken (sec) rms Error 
1 \0 ^ 90000 25675 0.129985 
2 10 ^ 60000 24194 0.005099 
3 10 I 30 82800 33103 11.37013 
Table 3.5 Performance of RRN in the Training Phase of Time Series Prediction 
Series No. of No. of No. of Time Final 
Hidden Units Recurrent Links Iterations Taken (sec) rms Error 
1 10 100 30000 430451 0.128996 
2 30000 148575 0.004899 
3 I 10 I 100 30000 336922 10.229369 
Table 3.6 Performance of RTRL in the Training Phase of Time Series Prediction 
3.7.2 Comparison in Predictive Power 
The following table compares the predictive power of RRN and RTRL in 
single-step prediction: 
Series rms Error of RRN rms Error of RTRL 
1 0.179148 0.160873 
2 0.005387 0.005004 
3 17.807 17.5308 
Table 3.7 Performance of RRN and RTRL in Single-step Prediction 
The performance of RTRL was slightly better than that of RRN in single-
step prediction. This was expectable because RTRL had more recurrent links and it 
could actually do more work than RRN. However there were still many factors 
affecting the results. One obvious factor was that the number of hidden units used, 
i.e. ten in this case, might not be optimal for RRN or RTRL. 
To compare RRN and RTRL in multi-step prediction, we had plotted the 
correlation coefficient^ against prediction time for both methods on the same graph 
^The correlation coefficient measures the resemblance between the predicted series and the 
observed series. Please refer to section 6.5 in Chapter six for more detailed explanation of this 
measure. 
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(Graph 3.4，3.5 and 3.6) and it could be shown that the correlation coefficient of 
RTRL dropped slower than that of RRN. Hence RTRL could predict slightly further 
into the future than RRN in multi-step prediction. 
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Graph 3.4 RRN v.s. RTRL in Multi-step Prediction of Series 1 
Except the initial drop, both RRN and RTRL could forecast the periodic series 
satisfactorily and their performance in this experiment was similar. 
1] ^ 
0.9 - - V ^ solid line : R R N ; dot ted line R T R L 
0.8 .-
.i �� - _ - 一、 
^ 0.7 -- \ X . ' � 
1 \ ^ 、、 
S 0.6 • • \ 、 - • 、 
卜 . \ 、：-、、、… 
g 0.4 •• V - V 
1 - \ 
0.1 •• 
0 1 1 1 1 1 H~I 1 1 1 1 1 1 1 H 1 1 1 ‘ 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
pre dictioa t ime 
Graph 3.5 RRN v.s. RTRL in Multi-step Prediction of Series 2 
The absolute correlation coefficient of RTRL dropped slower than that of RRN, 
thus RTRL could predict more accurately into the future than RRN in this 
experiment. 
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Graph 3.6 RRN v.s. RTRL in Multi-step Prediction of Series 3 
The two curves dropped slowly with time at a similar rate, thus both method 
could forecast the sunspots numbers quite accurately in multi-step prediction. 
3.8 Conclusion 
Recurrent networks are powerful in solving problems with temporal extent as 
the recurrent links in the network can carry past information through time. 
Unfortunately, there is still no satisfactory algorithm for training recurrent models. 
The Real Time Recurrent Learning Rule (RTRL) by Williams and Zipser 
[Williams89] is powerful as it performs exact gradient descent for a fully recurrent 
network in an on-line manner. However RTRL is very inefficient ( O(N^) where N is 
the total number of non-input units) and is practically not useful at all. Here we start 
from RTRL and try to devise a new learning procedure for a locally connected 
recurrent network. This new on-line learning rule has a much lower computational 
complexity 0(ran+np) and storage complexity 0(np) then RTRL where m, n and p 
are the number of input units, hidden units and output units respectively. In 
additions this algorithm has much flexibility for implementation on parallel 
architectures, giving a computational complexity that increases only linearly with 
the total number of units in the network 0(ra+n+p). The algorithm is local in space 
if the parameter x in the model is fixed to one and each processing element in this 
case needs to communicate only with the directly connected processing elements. 
We had compared RTRL with the simplest kind of locally connected 
recurrent networks, called the ring-structured recurrent network RRN, in temporal 
sequence recognition. It could be shown that RRN was much more efficient than 
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RTRL and there were even some large-scale problems which could not be solved by 
RTRL within an acceptable amount of time. However both methods performed 
satisfactorily in recalling and the percentage of successful recalls was above 90% in 
all trials. Thus RRN could perform as good as RTRL in these sequence recognition 
tasks although the training time was much shorter than that of RTRL. 
We had also compared RRN with RTRL in time series prediction. Three 
typical examples were used in our experiments, a periodic series with white noise, a 
deterministic chaotic series and the sunspots activity data. We could see that RRN, 
again, needed a much smaller amount of training time but RTRL, after training, had 
a stronger predictive power and could perform better than RRN in both the single-
step prediction and multi-step prediction. However there were indeed more recurrent 
links in RTRL than in RRN for the same number of hidden units used, so we would 
expect RTRL to have a stronger capability than RRN in preserving temporal 
information for processing. 
To sum up，RRN can be run at a much faster speed than RTRL although it is 
not as powerful as the latter in some complex tasks. However RRN is only the 
simplest kind of locally connected recurrent models and we can increase the number 
of recurrent links by using a more densely connected network. Indeed the new 
learning algorithm introduced in this chapter is 0(N2) times faster than RTRL and it 
should be preferred in general. At least one can turn to a locally connected recurrent 
network if RTRL is just too slow for some large-scale tasks. 
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Applications 
Sequence Recognition by 
Ring-Structured Recurrent Networks 
4.1 Introduction 
Neural networks have been applied in a wide variety of tasks and many of 
these applications have focused on the static relationship between input and output 
pairs, such as associative memories, encoding and decoding problems. In real life, 
many perceptual problems have a substantially dynamic characteristic. This is 
especially true in speech recognition and language processing, in which the 
relationship between time and frequency is wonderfully complex. We need a 
detection system that can recognize and continuously process input speech signals. 
The system should also be speaker independent and able to withstand fluctuating 
presentation speed (time warping) and possible phonetic variation (fault tolerance). 
Recurrent neural networks, with feedback connections between the 
processing elements, can preserve information through time. This characteristics is 
essential to most perceptual problems in which historical information is required for 
current computation. In recent years, the applications of recurrent neural networks in 
various linguistic tasks [Smith89, Bauer90, Watrons87, Shamma87, Nolfi90] are 
widely studied. Most are concerned with extracting the phonetic features of the 
speech date while some apply recurrent networks in processing of sequential time 
varying input signals. 
In this chapter，we want to study the power of ring-structured recurrent 
networks in recognition of alphabet sequences. In sequence recognition, we want the 
network to produce a particular output pattern after a specific temporal sequence is 
seen. This is appropriate for speech recognition, where the output might indicate the 
word just spoken. A network that can successfully do so can further be applied in 
speech recognition to identify sequences of phonetic symbols. To carry out this task, 
the network must be able to develop internal representations to encode past events. It 
must also be invariant to time warped input signals and has fault tolerance to a 
certain extent to cope with the additional problems in speech recognition. We wil l 
concentrate on these aspects in our study. 
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In the following sections, we wil l first describe two closely related works on 
sequence recognition. Section three describes about the details of the experiments 
done in our study. A large portion of this chapter wil l present the results of these 
experiments and we wil l analyze and discuss the results before coming to the 
conclusion in section 4.6. 
4.2 Related Works 
4.2.1 Feedback Multilayer Perceptron (FMLP) [Bauer90] 
In Bauer's work，the whole network was formed by connecting several 
subnets together. Each subnet was called a Feedback Multilayer Perceptron FMLP, 
which was a multilayer perceptron with feedback loops from the output units to the 
input units. Figure 4.1 shows the architecture of a FMLP. The feedback connections 
brought the subnet's outputs at the previous time step back to the input layer. These 
feedback inputs represented the historical information which was useful for current 
computations. 
output 
A A A 
hiddenlayek； CT O ^ ^ Q ^ Q 
input layeD Q Q P Q 
actual input feedback input 
Figure 4.1 A Single Feedback Multilayer Perceptron (FMLP) 
Three FMPL's were integrated to form a large hierarchy. Figure 4.2 shows 
the hierarchical structure of the whole network. Each subnet was trained individually 
with an Open Loop Learning Algorithm to detect different letter fragments e.g. if the 
training set consisted of only two words, "clip" and "book", the first subnet would be 
trained to detect the set S^  : { "c"，"1"，"i"，"p"，"b”，"o"，"k", "cl", "li"，"ip", "bo"， 
"00", "ok" } the second subnet would be trained to detect S! = S! + { "cli"，"lip", 
"boo", "ook" } and the last subnet would be trained to detect S3 = S】+ { "clip", 
"book" }. They were then put together for the detection of a complete word in a 
68 
Sequence Recognition by Ring-Structured Recurrent Networks 7(5 
random letter sequence. In the Open Loop Learning Algorithm, the feedback input, 
instead of using the output at the previous time step, carried the training target 
signals ( teacher forcing ). The recurrent model was thus reduced to a simple 
feedforward subnet and the error backpropagation algorithm could be used as usual. 
The FMLPs showed a good performance in processing inputs with time 
warping invariance, e.g. sequence like "ccccccllliiiiiiiiippppp" could still be detected 
as "clip". However all unexpected word fragments were rejected by the network, and 
would even reset the whole network. As a result the network could not withstand 
even a slight error in the input sequence, e.g. "ccccccUliiiciiiiippppp" could not be 
recognized as "clip" because the unexpected "ic" fragment in the middle had reset the 
whole network. 
In additions the network architecture depended strongly on the training set 
and showed no flexibility in dealing with words of varying length. The distribution 
of subtasks among the subnets should also be done in a more self-organized way. In 
conclusion FMLPs is a good method to handle the time warping problem. However 
some important features like fault tolerance and flexibility are lost and FMLPs is 
thus not a satisfactory solution to the recognition tasks of speech signals. 
output 
A A A 
8-20-3 FMLP 
I I I I 1 1 1 i 
— J > ‘ “ “ i < “ 
”、,…、， 11-20-5 FMLP 
、…丫TLIj 111 丨鼎>14 
V �f ^r ^f，' 10 - 20 - 6 FMLP 
" " “ " " “ 个 个 个 
actual input 
Figure 4.2 An Integration of Three FMLPs 
Three FMLPs are connected together to form a huge 
hierarchical structure. Each single FMLP is trained to identify 
alphabet fragments of particular lengths. 
4.2.2 Back Propagation Unfolded Recurrent Rule (BURR) [Chow91] 
The work in this chapter was a continuation of [Chow91]. The network used 
in their work consisted of only two layers, the input layer and the output layer. The 
feedback connections, running from the output units to the input units, brought the 
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output of the network at the previous time step back to the input layer. Figure 4.3 
shows the architecture of the whole network. 
output 
个 个 “ 
Q Q O output layer 
“ t \ i \ “ “ ‘ ^ 
feedback input 
actual input 
Figure 4.3 Network Architecture in BURR 
The network consists of two layers only, the input layer and 
the output layer, and all the output units are interconnected. 
The weights in this simple recurrent model were trained by a new learning 
algorithm called the Back Propagation Unfolded Recurrent Rule BURR [Chan91]. 
This was an extension of the static backpropagation rule for recurrent models. But, 
unfortunately, the resulting performance of BURR in sequence recognition was not 
successful at all. The network had placed too much emphasis on the last character of 
a sequence. Graph 4.1 demonstrates the responses of the network on testing sequence 
"spring" after it has been trained to recognize the four words, "spring", "summer", 
"autumn" and "winter". 
Output 
1 T Mtm *nng 
、 / 
�.… / y 
丨 丨 八 人 八 
Graph 4.1 Responses of BURR on Input Sequence "spring" 
The network recognized a word by looking at the last character only. When an "n" was 
fed in, it recalled the word "autumn" but when a "g" was fed in，it recalled the word 
"spring". 
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The network actually made use of the last character as the detection key of a 
sequence, i.e. ”n" for "autumn", "g" for "spring". Thus when the training set was 
made up of words of identical trailing character, e.g. "bite", "cape", "rose" and 
"duke", the performance would be extremely confusing: 
::「 厂 、 
/ \ 二： 
OA - A / \ ~«»~dute 
0 -I 1 1 1 i" ； ： » I "T'' t i 
Input Sequence 
Graph 4.2 Responses of BURR on Sequences of Identical Trailing Character 
Since the network recognized a word by looking at the last character only, it failed completely in a 
training set with sequences of identical trailing character. 
In BURR, training was done only after the whole sequence was presented. 
This was probably the reason for the network's awkward behaviour. In addition, 
hidden units, which represent the internal states of a network, can increase the 
memorizing power and the network used in BURR, with only the input and output 
layers, might be too simple to accomplish with the recognition tasks. 
4.3 Experimental Details 
We had studied the power of the ring-structured recurrent networks in the 
sequence recognition tasks. We trained a RRN to leam a set of alphabet sequences 
and then tested its recalling ability. Training sets with varying sizes and difficulties 
were used and the results wil l be given and discussed in the next section. 
4.3.1 Network Architecture 
The model used in our study was the ring-structured recurrent network 
described in the last chapter. The network had three kinds of units, input units, 
hidden units and output units. In the input layer, there were at most 27 nodes of 
which 26 represented the alphabets from "a" to "z" and the remaining one 
represented the bias. However we would use as little number of input units as 
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possible by encoding only those alphabets appearing in the training set in order to 
reduce the network size. The number of hidden units was, on the other hand, 
dependent on the size and complexity of the training set. Ten hidden nodes were 
usually used in the experiments unless we found it impossible to train the network to 
learn the task in this configuration. Each output unit corresponded to one target 
sequence, so there were as many number of units in the output layer as the number of 
target classes in the training set. 
target sequences 
A A A 
t t t t bias 
alphabets appearing in the training set 
Figure 4.4 A Ring-Structured Recurrent Network for Sequence Recognition 
The input units encoded the possible alphabets appearing in the training set while the output units 
encoded the target sequences. A simple example for the training set { stop, pots, spot, tops } would 
have four input units, corresponding to the alphabets "o", "p"，"s" and "t"，and four output units, 
corresponding to the target sequences "stop", "pots", "spot" and "tops". 
Please refer to the last chapter for more details about the structure and 
connections in a ring-structured recurrent network. 
4.3.2 Input/Output Representations 
The letters in an alphabet sequence were fed into the network one at a time. 
Each alphabet was represented by having one input unit on and, except the bias 
which was always on, all the others off. Similarly each output unit corresponded to 
one target sequence in the training set. Examples of the input and output 
representations are shown in Table 4.1 
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Suppose the training set was { stop, pots, spot, tops } 
Input Representation Output Representation 
0 0 0 0 1 stop 0 0 0 1 
p 00 10 pots 00 10 
s 0 100 spot 0 100 
t 1 0 0 0 tops 1 0 0 0 
(a) Input Representations (b) Output Representations 
Table 4.1 Input/Output Representations 
Each alphabet was represented by having one unit on and the others off in the input 
layer while each target sequence was represented by one output node. Only four 
alphabets "o"，"p", "s" and "t" were encoded in the input layer as they were the 
only alphabets appearing in the training set. 
4.3.3 Training Phase 
The learning rate and the momentum coefficient were initially set to 0.2 and 
0.8 respectively. These parameters, however, would undergo adaptive training 
[Chan87] and the overall performance was insensitive to these initial values. Al l 
weights were randomized from -1 to +1 and the feedback terms were initialized to 
zero. In the training phase, the sequences were fed into the network one letter at a 
time and the network's output was compared with a delayed teacher signal. The 
trainable weights were then updated according to the learning algorithm described in 
chapter three. The time delay between the input signals and the teacher signals was 
usually set to zero or one which varied from one training set to another. In each 
cycle, all sequences in the training set were fed into the network once. This ensured 
that the network did not unlearn a previously learned sequence in order to learn a 
new one. Training stopped when the mean square error dropped below a threshold or 
when the number of iterations had exceeded an upper bound. 
4.3.4 Recalling Phase 
After training, we tested the network with a long stream of letters. The 
testing sequence was made up of words that had already been learned. However the 
embedded words might be warped or spelt wrongly to make recalling more difficult. 
The network was reset between words. This ensured that the previous word's effect 
did not prolong to the next one. The network recalled a word when the output of that 
word exceeded 0.5 and none of the others did. 
73 
Sequence Recognition by Ring-Structured Recurrent Networks 7(5 
4.4 Experimental Results 
In the experiments, we had used eight sets of training data to demonstrate the 
strength in different aspects like temporal memorizing power, time warping 
performance, fault tolerance and learning rate. The results wil l be discussed in the 
following under relating subtopics. 
4.4.1 Temporal Memorizing Power 
We had used four sets of training data to study the temporal memorizing 
power of the network 
Data set one: 
No. of words = 15 
Average word length = 3.5 
No. of hidden units = 5 
No. of output units = 15 
Time delay = 0 
Mean square error - 0.258267 
i )ata set: 
cat £}£ man hen 
hat cow fj^ ^ duck 
fish bird cock swam sheep 
Testing sequence ( Test one ): 
cat. dog.pig. man, hen, bat. cowfly, tod.duck.fish. bird, cockswam.sheep. 
Data set two: 
No. of 二 10 
Average word length = 5.9 
No. of hidden units = 10 
No. of output units = 10 
Time delay = 0 
Mean square error - 0.224450 
Data set: 
iran iraq niger swedan norway 
Poland ireland | iceland algeria nigeria 
Testing sequence ( Test two ): 
iran. iraq.niger.swedan.norway.poland. ireland, iceland.algeria,nigeria 
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Data set three: 
No. of words = 15 
Average word length = 4,3 
No. of hidden units = 10 
No. of output units = 15 
Time delay = 0 
Mean square error = 0.115412 
Data set: 
alpha beta gamma delta epsilon 
zeta theta lambda mu nu 
xi omicron pi rho sigma 
Testing sequence ( Test three): 
alphcLbeta.gamma.delta.epsilon.zeta.thetaJambda.mu.nu.xLomicrcm.pi.rho.si 
gma. 
Data set four: 
No, of words = 24 
Average word length - 4 
No. of hidden units = 35 
No. of output units = 24 
Time delay = 0 
Mean square error = 0.044699 
Data set: 
abed abdc acbd acdb adbc adcb 
bacd bade bead bcda bdac bdca 
cabd cadb chad cbda cdab cdha 
dahc dacb dbac dbca 厂 dcab dcba 
Testing sequence ( Test four ): 
abed. abdc. acbd, acdb. adbc： adcb. bacd, bade. bead. bcda. bdac. bdca. cabd. cadb. 
chad, cbda, cdab. cdba, dabc. dacb. dbac. dbca. dcab. dcba. 
These training sets focused on the network's temporal memorizing power. 
There were ten to fifteen words in each set and the average word length varied from 
3.5 to 5.9. The training sequences were quite similar in some data sets. This was 
especially true for the last one which contained all 24 possible combinations of "a"， 
"b", "c" and "d". The testing sequences were formed by concatenating all the words 
in the training set together, with each word separated by a dot which was the reset 
signal. The testing results are given in Graph 4.3，4.4，4.5 and 4.6. 
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For clarity, we have omitted the key in the following graphs.. The target 
output corresponding to each line is, instead, marked directly above the line. 
Output cat dog pig man hen bat cow fly tod duck bird code swam sheep 
1 q — - - — 一 - “ 
I 
0.9 - - I ' 
0.8 -- ‘ _ 
I I 
0.7 -. < , 
I I 
0.6 - , I丨 
‘ fish 
! f |! I 
0 - i !丨I丨I丨;M I m I I ;;丨I丨i f I丨丨丨! I 1丨i I I丨1丨"I I丨I I丨I丨丨I I I丨丄丨I丨丨I丨丄I j — 
cat .dog. pi g . m a n . h e n . b a t . cow. f I y . tod. duck . f i sh . b i r d. c o c k . swarn. sheep 
Graph 4.3 Results of Test 1 
All, except the word "fish", could be recalled correctly by the network in test one. 
Output jjajj iraq swedan norway poland ireland iceland algeria n^ eria 
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Input 
Graph 4.4 Results of Test 2 
All, except the word "niger", could be recalled correctly by the network in test two. 
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Graph 4.5 Results of Test 3 
All words could be recalled correctly by the network in test three. 
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Graph 4.6 Results of Test 4 
All words could be recalled correctly by the network in test four. 
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Except the word "fish" in test one and the word "niger" in test two, each 
word could be recalled correctly with a strong output signal in all cases: 
Test No. of No. of Correct Percentage of 
Words Recalls Successful Recalls 
1 15 14 93.3% 
2 m 9 9 m 
3 15 15 100% 
4 I 24 I 24 100% 
Table 4.2 Percentage of Successful Recall in Test 1，2，3 and 4 
We noticed that i f a word was very distinct in a training set, it could be 
recognized when its first character was fed in. However i f there existed some other 
words that looked similar to it, its output signal would rise gradually until the input 
could uniquely identify it. This behaviour is reasonable and can be illustrated by the 
following example from data set one: 
Input "cat" "cow" "cock" 
c m S ^ 0>333 
0 0.001 i fe^Oft 
c 0.004 0.002 QMS 
k 0.002 0.003 I. QM6 
Table 4.3 Responses on Testing Sequence "cock" from Test 1 
An even better example could be found from test two: 
Input "iran" "iraq" "ireland" "iceland" 
r i 0.333 / 0333 0.000 
a r 議 0 細 、 0.006 0.000 
n h \ 0.007 0.005 0.000 
Table 4.4 Responses on Testing Sequence "iran" from Test 2 
Thus the network eliminated the unmatching words successively until the input 
could uniquely identify a target. The network's responses were very stable and the 
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sum of all currently active output signals was approximately equal to one in almost 
every case. 
However once an unmatching word was eliminated, its output signal could 
hardly rise to a high value even if the subsequent input matched its trailing part very 
closely: 
i . 
Input "Poland" "ireland" "iceland" 
i 0.001 - ^ ^ m 
r 0.000 ‘ - 0.000 
e 0.000 • d 總 0.001 
1 0.001 - ‘ 0.002 
a Q.QOQ ‘ • 0.003 
n 0.000 ‘ 0.004 
d 0.001 &鄉？ 0.002 
Table 4.5 Responses on Testing Sequence "ireland" from Test 2 
Roughly speaking, the first "distinct" character of a word was an important 
hint for its identification. This explained why the network could not recall the word 
"niger" in data set two. It was because the word "niger" was completely embedded in 
the leading part of another word "nigeria". There was no distinct character that could 
identify "niger" uniquely. As a result, the output signals of these two words always 
changed simultaneously and there was no way to distinguish them when the input 
was only "n"，"i”，"g"，"e" and V . 
Input "niger" "ni^eria" 
n 0.333 0.333 
i 0.500 0.500 
g 0.500 0.500 
e 0.500 0.500 
r 0.500 0.500 
Table 4.6 Responses on Testing Sequence "niger" from Test 2 
The results of test three was very good. This could be understood i f we 
noticed the first character of each word in the training set. They were all distinct, so 
the network could correctly recalled a word when only its first character was fed in. 
The last data set was the most difficult one. It contained all 24 possible combinations 
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of "a", "b", "c" and "d". Surprisingly all of them could be recalled successfully and 
the network's response was very regular and stable. The following example 
demonstrated a typical output pattern: 
Input "dabc" "dacb" "dbac" "dbca" "dcab" "dcba" 
d QM6 \\ 0.166 GJM ' &166 ！. QMS . i>JM 
a ；gjOO j 0A99 / 0.012 0.001 0.013 0.000 
b ‘ Q.96Q i 0.018 0.021 0.000 0.015 0.000 
c i \ 0.016 0.003 I 0.003 0.001 0.000 
Table 4.7 Responses on Testing Sequence "dabc" from Test 4 
Up till now, it can be said that the network has a good temporal memorial 
power. However it has difficulties in recognizing words that are prefixes of the 
others. It can be solved by adding a time delay and this wil l be discussed in detail in 
the next section. 
4.4.2 Time Warping Performance 
We had used three training sets to study the time warping performance of the 
network 
Data set five: 
No. of words - 16 
Average word length = 8 
No, of hidden units = 6 
No. of output units = 8 
Time delay = 0 
Mean square error = 0.139700 
Data set: 
kick jump clap n^ 
flit beat walk swim 
kkkiiiccckkk ijjuuummmppp ccclllaaappp rrriiidddeee 
fffllliiittt bbbeeeaaattt wwwaaalllkkk \^swwwiiimmm 
Data set six: 
No. of words = 8 
Average word length = 8 
No. of hidden units = 10 
No. of output units = 4 
Time delay = 0 
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Mean square error = 0.140819 
1 Oata set: 
stop tops spot pots 
ssstttoooppp tttooopppsss ssspppoootttt pppoootttsss 
Data set seven: 
•• . 
No. of words = 72 
Average word length = 9 
No. of hidden units = 10 
No. of output units = 6 
Time delay = 0 
Mean square error = 0.141280 
Data set: 
abc qcb bac 
bca cab c^ 
aaaaahhhhhccccc aaaaacccccbbbbh bbbbbaaaaaccccc 
bbbbbcccccaaaaa cccccaaaaabbhbb cccccbbbbbaaaaa 
These data sets aimed at training the network to recognize time warped 
patterns. We had added several time warped sequences to each training set. However 
these sequences were relatively small in number and they were, to a certain extent, 
quite regular. We wanted to see whether the network could generalize this to any 
other arbitrary time warped patterns in the recalling phase. The words in data set six 
and seven were very similar. Actually the latter contained all six possible 
combinations of "a", "b" and "c". I f the network was to be successful in these tests, it 
must have both a strong temporal memorizing power and a good time warping 
performance. 
The testing sequences were formed by concatenating a large number of time 
warped words together, again separated by dots. Each character in a word might 
persist for one to nine time steps unexpectantly. The responses of the network on 
some words in these testing sequences are shown in Graph 4.7,4.8 and 4.9. 
Table 4.8 summarizes the percentage of successful recalls in these three tests. 
We could see that the results of test five was the best and the recognition rate was as 
high as 93.95% even if each letter might repeat one to nine time steps arbitrarily. 
This could be understood as the alphabet sequences in data set five, unlike those in 
data set six and seven, were very dissimilar. To conclude, the time warping 
performance of the network was very good as we could see from Table 4.8 that the 
percentage of successful recalls was above 94% in all of the above three tests when 
the number of repetitions of each alphabet in the testing sequences was five time 
steps at maximum, 
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Output 
1 T kick Clap ride Hit beat 
T 、 ./-I 〜 r \ r ^ > , 广 ~ walk swim 
0 “ / / V 




0.4 --:: A 
k k i i c c k k . j j - j u u m m p . c c l I a p p p . r r r i i d d e e e . f f I I i i i t . b b b e e a t . w w a a a l I I k . s $ s w w i i i mm 
Graph 4.7 Responses of the Network on some Testing Words in Test 5 
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Graph 4.8 Responses of the Network on some Testing Words in Test 6 
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Graph 4.9 Responses of the Network on some Testing Words in Test 7 
Maximum Time Total No. of Testing No. of Successful Successful 
Warping (x) Sequences (x'^xS) Recalls Percentage 
9 52488 49314 93.95% 
8 32768 31137 95.02% 
7 19208 18497 96.30% 
6 10368 10142 97.82% 
5 5000 4997 99.94% 
4 ^ 2048 100.00% 
(a) Percentage of Successful Recalls in Test 5 
Maximum Time Total No. of Testing No. of Successful Successful 
Warping (x) Sequences (x4x4) Recalls Percentage 
9 26244 15903 60.60% 
8 16384 11099 67.74% 
7 9604 7£Zi 77.79% 
6 5184 4593 88.60% 
5 2500 2471 98.84% 
4 1024 99.71% 
3 L 324 324 100.00% 
(b) Percentage of Successful Recalls in Test 6 
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Maximum Time Total No. of Testing No. of Successful Successful 
Warping (x) Sequences (x^x6) Recalls Percentage 
9 , 4374 3997 91.38% 
8 2897 94.30% 
7 2058 1938 94.63% 
6 V m i m 93.90% 
5 750 701 94.67% 
4 93.23% 
3 162 152 93.83% 
2 ^ £7 97.92% 
1 6 6 100.00% 
(c) Percentage of Successful Recalls in Test 7 
Table 4.8 Percentage of Successful Recalls in Test 5，6 and 7 
We generated all possible testing sequences in such a way that all alphabets in 
each could repeat x time steps at maximum and then tested the network on 
these sequences to see how many it could recall correctly. 
(a) Test 5 
Maximum Time Warping in Total No. of No. of Successful Successful 
each Testing Sequence (x) Testing Sequences Recalls Percentage 
9 18177 19720 92.18% 
8 12640 13560 93.22% 
7 ^ S m 94.51% 
6 5145 536S 95.85% 
5 29^ 2952 99.90% 
4 1400 i m 100.00% 
(b) Test 6 “ 
Maximum Time Warping in Total No. of No. of Successful Successful 
each Testing Sequence (x) Testing Sequences Recalls Percentage 
9 4804 98^ 48.72% 
g 6780 53.51% 
7 4420 65.11% 
_ 6 2122 2 m 79.06% 
5 ^ 98.24% 
4 m 700 99.57% 
3 I 260 ^ 100.00% 
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(c) Test 7 - _ 
Maximum Time Warping in Total No. of No. of Successful Successful 
each Testing Sequence (x) Testing Sequences Recalls Percentage 
9 n ^ 1302 84.49% 
8 959 94.58% 
7 IJA 94.62% 
6 516 546 94.51% 
5 343 93.72% 
4 ^ 92.79% 
3 114 92.11% 
2 11 41 97.62% 
1 6 6 100% 
Table 4.9 Percentage of Successful Recalls in Test 5，6 and 7 
The percentage of successful recalls calculated in each row referred to those testing 
strings which had "at least" one alphabet that repeated the maximum number of time 
steps, i.e. x. 
Table 4.9 presented the results in an alternative way. The recognition rate 
calculated in each row referred to those testing strings which had "at least" one 
alphabet that repeated the maximum number of time steps. It could be shown that 
the recognition rate, as what we had expected, dropped rapidly with the degree of 
time warping in the testing sequences. 
4.4.3 Fault Tolerance 
To study the network's performance on erroneous alphabet sequences, we 
had used data set five and six again allowing the alphabets in each testing sequence 
to repeat four time steps at maximum in the former and three in the latter arbitrarily. 
These two testing sets were chosen because the recognition rate in both were 100% 
if the testing streams contained no error. To produce an error in a testing sequence, 
we randomly chose a position in the sequence and replaced the alphabet in it with 
another alphabet in the sequence. We had tested the network with a large number of 
erroneous sequences and its performance on sequences with different number of 
errors in both data sets are summarized in Table 4.10. 
The network performed very satisfactorily in data set five and the recognition 
rate was above 87% even when each testing sequence contained five erroneous 
signals. Nevertheless the performance of the network on data set five dropped very 
rapidly to below 50% when there were only two errors in the input. This could be 
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understood as the sequences in this data set were very similar and an erroneous 
signal in the testing sequence could easily mask its identification. 
(a) Test 5 
No. of Errors in each Total No. of No. of Successful Successful 
Testing Sequence Testing Sequences Recalls Percentage 
1 ^ 1977 96.53% 
2 2048 1902 92.87% 
3 2048 88.92% 
J . ^ 88.33% 
5 2048 1793 87.55% 
(a) Test 6 
No. of Errors in each Total No. of No. of Successful Successful 
Testing Sequence Testing Sequences Recalls Percentage 
1 324 ^ 69.14% 
2 324 153 47.22% 
3 118 36.42% 
4 ^ 97 29.94% 
5 324 ^ 18.83% 
Table 4.10 Percentage of Successful Recalls on Erroneous Input 
Sequences 
The erroneous testing sequences were formed by replacing some alphabets in a time warped 
sequence, which could be recalled correctly if no error existed, by other alphabets in the 
same sequence. We tested the network on these erroneous sequences to demonstrate its 
performance in fault tolerance with different number of errors in the input. 
Inpu "algeria" "iceland" "ireland" 
十 0.000 
a 0.031 0.000 0.000 
a 「 0 . 0 0 1 0.000 
1 丨•細：0.001 0.000 
a 丨 w m ： 0.001 0.000 
n i i 厕 0.001 O.QOQ 
d m m 0.001 0.000 
Table 4.11 Responses on Testing Sequence ,’iaaland” from Test 2 
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The network's performance on erroneous input was unstable. As mentioned 
above, the first distinct character of a sequence was an important hint for its 
identification. Thus if the first distinct character was blurred by an error signal, the 
network could hardly recall the target successfully. The example in Table 4.11 could 
adequately illustrate this point. The network was thus not a good pattern matcher 
and its performance in fault tolerance was dependent on the training data set. 
4.4.4 Learning Rate 
Data Set Total Training Time No. of Iterations Average Duration of 
(Tsec)l each Iteration ( t sec) 
1 7631 30000 0 .2544 
2 798 0 .4323 
3 0 .5568 
4 255 m 2 .0732 
5 ^ 73 0 .6027 
6 50 155 0 .3226 
7 I . 106 319 0.3323 
Table 4.12 Learning Rate of Each Training Set 
Data Set No. of Hidden No. of Training Ave. Length of the t/(ii(xP) 
Units (n) Sequences (a) Training Sequences (P) 
1 5 15 1 5 9.69x10-4 
2 \0 10 7.33x10-4 
3 10 15 ±3 8.63x10-4 
4 35 74 4 6.17x10-^ 
5 6 ： 16 8 7.85x10-4 
6 10 8 8 5.04x10-4 
7 I 10 I 12 I 9 I 3.08x10-4 
Table 4.13 Factors Affecting the Learning Rate 
Table 4.12 and 4.13 summarize the learning rate in each of the above 
experiments. The learning rate could be described in two ways, the number of 
iterations and the duration of each iteration. The former depended on the difficulty 
^Running on DECstation 5125 with clock speed of 25 MHz and processing rate of 25.8 MIPS 
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of the training set, which would be big i f the training set contained some difficult 
words like the words "niger" and "nigeria" in data set two. The latter depended on 
the size of the training set. It could be verified from Table 4.13 that the duration of 
each iteration, t, was roughly proportional to the number of hidden units and the 
training set size (the inconsistency was due to backtrackings in adaptive training )• 
4.5 Time Delay 
In the previous experiments, the time delay was always fixed at zero. 
However there are some problems that can only be solved with a non-zero time 
delay. The following is an example: 
Input Output 
be 0 1 
bee I 1 0 
Table 4.14 An Example that Can Only Be Solved 
with a Non-zero Time Delay 
This problem was a miniature of the prefix problem in data set two. We found that 
this problem could be solved if the time delay was non-zero. Table 4.15 compares 
the responses of the network on testing sequence "bee" when the time delay was (a) 
zero and (b) one. We could see from Graph 4.10 that the output of the word "be" in 
(b) rose slightly higher than that of "bee" when only the first two alphabets were 
seen and the network could thus recognize the word correctly. When another "e" was 
fed in later, the output of "bee" increased immediately and the network would then 
recall this word. However this was not the case in (a), the output signals of both 
words always changed simultaneously until the last "e" was seen and there was no 
way to distinguish them when the input was only "be". 
Time Delay = 0 Time Delay = 1 
Input "be" "bee" "be" "bee" 
b 0.500 0.500 t 0<517 : 0.483 
e 0.500 0.500 L , ‘‘ 0.466 
e I 0.001 I", 二 -I 0.039 l ^ M 
Table 4.15 Responses on Sequence "bee" with and without a Time Delay 
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The results of test two after adding one time delay is shown in Graph 4.11. 
The responses of the network on input sequence "nigeria" with and without a time 
delay were illustrated clearly in Table 4.16. We could see that the same thing 
occurred when only the sequence "niger" was fed in and when the additional string 
"ia" was fed in later. 
Output 
0.9 “ 
0.8 - _ 








0 -1- 1 1 _ 
b e e 
Graph 4.10 Responses of the Network on "bee" with a Time Delay 
The network could recall both words，"be" and "bee", correctly after adding a time delay 
Output swedan aorway poland ireiand iceland algeria 







i r a n . i r a q . n i g ^ r . s w « d a n . n o r w a y . p o I a n d . i r 0 I a n d . i c © l a n d . a l g ® � i a . n i g » f i a 
Graph 4.11 Responses of the Network in Test 2 after Adding a Time Delay 
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Time Delay = 0 Time Delay = 1 
Input "niger" "nigeria" "niger" "nigeria" 
n 0.333 0.333 0.371 0.311 
i 0 .500 0.500 0.438 0.518 
a 0.500 0.500 0.491 0.528 
e 0.500 0.500 - ‘ 03QS 0.494 
r 0.500 0.500 - ‘ 0 脚 ‘ “ 0.449 
i 0.006 I. . . 0 3 9 1 0.079 ： ‘ 0 ,900 “ 。 
a 0.005 ^ m ^ ‘ 0.045 h ^ ^ / ‘‘ 
Table 4.16 Responses on Testing Sequence "nigeria" with 
and without a Time Delay 
last training done here 
A A A 
A 6 p last training done here 
1 I 、 
. 爛 • 
a a 
Figure 4.5 Interpretation of a Time Delay by Unfolding the Network 
A non-zero time delay acts as if adding an extra hidden layer at the last epoch to encode and 
process the last input signal. Some problems can only be solved if the time delay is non-zero.. 
Figure 4.5 illustrates the difference between a time delay of one and zero. 
Addition of a time delay can be visualized as adding a hidden layer to the network at 
the last epoch. Without this, the last input signal cannot pass through a hidden layer 
for recoding and the network thus cannot leam the examples. A time delay of two or 
above wil l also work. However a longer time delay wil l simply increase the 
processing time, without any gain in learning capability. 
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4.6 Conclusion 
In this chapter, we had studied the power of ring-structured recurrent 
networks in sequence recognitions. We trained the network to learn a set of alphabet 
sequences and tested its recalling power and its performance in recognizing time 
warped sequences and erroneous sequences. 
Experimental results showed that the network could have a strong temporal 
memorizing power. The recognition rate was above 90% in four different training 
data sets and it could learn to identify all twenty-four possible combinations of "a”， 
"b"，"c" and "d" in five minutes time. The network's performance on time warped 
sequences was also very good and the recognition rate was as high as 94% in three 
different tests when each input signal was allowed to repeat five time steps at 
maximum. However the network's performance in fault tolerance was unstable and 
the results was strongly dependent on the training data set. For data set five which 
contained only dissimilar words, the recognition rate was above 90% when each 
testing sequence had at most two erroneous positions, but the recognition rate 
dropped very rapidly to below 50% in data set six which contained different 
combinations of the same set of alphabets. Finally the learning rate of the network in 
these sequence recognition tasks was also high. Except data set one and two which 
needed about 168 rains and 95 rains respectively, all the other tasks could be done 
within five minutes time. This improvement could be seen more obviously if we 
compared this learning rate with that of RTRL reported in [Young92]. 
We had also discovered an interesting characteristics of the network: a non-
zero time delay was crucial for solving some problems like the prefix problem in 
data set two. A non-zero time delay constructs an extra hidden layer at the last epoch 
to let the last input signal to pass through and be recoded. 
In conclusion the ring-structured recurrent network is a good candidate for 
the sequence recognition tasks. It can have a strong temporal memorizing power, a 
good time warping performance and also a satisfactory performance in fault 
tolerance ( especially when the training sequences are dissimilar ). The most 
important thing is that, unlike RTRL, the learning speed is very fast and k can be 
trained to learn some large-scale sequence recognition tasks. 
91 
Time Series Prediction 
* . 
5.1 Introduction 
A time series is a sequence of values measured over time, in discrete or 
continuous time units. Until 1925, a time series was regarded as generated 
deterministically and the departures from "trends" were regarded as "errors". It was in 
1927 that Udny Yule broke new ground by a fertile idea that perturbations, instead of 
leading to evanescent error, provided a series of shocks which were "incorporated into 
the future motion of the system". This concept leads to the theory of stochastic time 
series. We work on the assumption that even when the underlying mechanism of a system 
is unknown to us, its future behaviour can be predicted from its past. 
There are many reasons for studying time series. Forecasting the future is one of 
the prime motivations. We may require to control the system, either by throwing up 
warning signals or examining the effect of altering some parameters in the system. Time 
series analysis is thus an important issue in a variety of areas ranging from economics, 
engineering, biological science and meteorology to agriculture. 
In time series analysis, we rely on the strong regularities in the available data to 
build a model to describe the system. There are problems, however, since periodicities are 
often masked by noise. There are even phenomena that, although deterministic, seems 
random and without apparent periodicities. The methods involved constitute an important 
area in statistics. Widely used is a linear modelling approach called the autoregressive 
moving average [Box70]. This approach is well established and computationally 
inexpensive. However in real world, many observations do not exhibit simple regularities 
and a linear model is often inadequate to describe the behaviour of such data. Therefore it 
seems necessary to use nonlinear models to analysis real world data. Prominent examples 
are the bilinear models [Granger87] and the threshold autoregressive models [Tong83]. 
Nonlinear functions are indeed more useful for tracing temporal sequences. Unfortunately 
formulation of reasonable nonlinear models is an extremely difficult task. Hence we resort 
to the new and promising concept of nonlinear signal processing using neural networks. 
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Neural networks are data-driven approaches, as opposed to the model-driven 
approaches mentioned in the above paragraph. An essentially similar architecture can 
quickly be modified and trained for a variety of different phenomena. Lapades 
[Lapades87] had shown in an empirical study that neural networks could be used for 
modelling and forecasting nonlinear time series. Many studies are now on using 
feedforward connectionist nets in modelling time series. Results show that the neural 
network approach can outperform those using conventional techniques and costs are also 
expected to be lower. In additions it is believed that recurrent networks are more suitable 
for learning temporal data. However recurrent nets are rarely used in modelling time 
series. The main reason is that implementing an exact fully recurrent network is 
computationally expensive and training such a network to learn a real world complex 
series is extremely time consuming. In this chapter we want to study a simpler recurrent 
model, a ring-structured recurrent network, in predicting univariate time series. We will 
study the predictive power of RRN in four different examples, a quasiperiodic series with 
white noise, a chaotic series and two real life examples. The next section will describe 
briefly the method of modelling in feedforward connectionist nets. Section 5.3 presents 
our methodology and section 5.4 describes the training paradigms. The experimental 
results and discussions wil l be given in section 5.5 and the conclusion in section 5.6. 
5.2 Modelling in Feedforward Networks 
Many researchers have reported their works on applying connectionist models in 
time series prediction [Weigend90, Wong90, Elsner91, Groot91, Chakraboity92]. The 
models they used are often simple d-n-1 feedforward network with d input units, n hidden 
units and one output unit ( Figure 5.1 ). The inputs are the components of a state space 
with dimension d constructed by successive time-delayed values of the series. For 
example if we represent the series as x(t) where t = 1，2，…，T, then using a 10 
dimensional state space, the first input set is {x( l ) , x(2),…，x(10)} and the target output 
is x ( l l ) . Similarly the second input set is {x(2), x(3),…，x(ll)} and the target output is 
x(12). 
A feedforward net, however, has problems in model construction. It involves 
studying the structure of the time series to determine in prior the inputs to the network. 
Using too few inputs can result in inadequate modelling, whereas too many can 
excessively complicate the model, resulting in slower training and convergence. Many 
approaches use the values at time t-1, t - 2 , t - d to predict the value at time t where d is 
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to be determined. This task of constructing the model is difficult because the 
dependencies between the observed values are not obvious. 
prediction for x(t) 
个 
C ) one output unit 
A -
. d input units 
x(t-d) 
x(t-l)、 x(t-2) 
Figure 5.1 A d-n-1 Feedforward Net for Time Series Prediction 
The values at time t-1, t - 2， t - d are fed into tbe input units and the network predicts 
the next value x(t) at the output unit. 
5.3 Methodology with Recurrent Networks 
It has generally been held that recurrent networks are more suitable for processing 
temporal information. Moreover the problem of model construction does not occur in the 
recurrent modelling approach because we always use the value at time t-1 to predict the 
next value at time t in a recurrent network. We expect the feedback links in the net to 
bring the appropriate past information back to itself in order to forecast the next one. The 
number of input unit is thus reduced from d to one and the modelling process is 
simplified. 
5.3.1 Network Structure 
The model was a simple 1-n-l ring-structured recurrent network as shown in 
Figure 5.2. Both the input layer and the output layer had only one unit because the target 
series was univariate. The current value x(t) was fed into the input unit and the prediction 
for the next value x(t+l) was made at the output unit The size of the hidden layer was 
adjustable but, for regularity, we had fixed k to ten in all of the following experiments. 
Since a sigmoid function could only give values between zero and one, the output 
unit was changed to linear and it computed its activation as the weighted sum of its inputs 
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from the hidden units. Nonlinearities were due to the sigmoid hidden units only and these 
nonlinearities made a connectionist approach different from other statistical linear models. 
prediction for x(t+l) 
A 
O one output unit 
‘ Q Q O ‘ a ring of n hidden units 
Q one input unit 
x(t) 
Figure 5.2 A 1-n-l RRN for Time Series Prediction 
The current value x(t) was fed into tbe input unit and the prediction 
for the next value x(t+l) was made at the output unit. 
5.3.2 Model Building - Training 
The training procedure in the connectionist approach corresponded to the process 
of model construction in traditional time series analysis. To train a network to leam a 
univariate time series {x(t)}， l<t^ we divided the whole series into two parts, a training 
part { x ( t ) } ， a n d a testing part {叉⑴}’ r < t灯. I n each step of the training phrase, 
the value at time t, x(t) where l< t< r , was fed into the input unit and the network was 
supposed to predict the next value x(t+l) at the output unit The error between the value 
predicted and the target value was measured and propagated backwards. The connecting 
weights between the nodes were then updated according to the training algorithm in 
Chapter four. Learning continued over the whole training sequence for several thousand 
iterations until the mean square error of the predictions on the training samples dropped 
below a very small threshold. 
5.3.3 Model Diagnosis - Testing 
To test the predictive power of RRN after training, we fed the original series into 
the network and tested how well its predictions were on the remaining non-trained part 
{x(t)}，r<t^. The mechanism was similar to that in training, the value at time t, x⑴ 
where l<t<T, was fed into the input unit and the network predicted the next value x(t+l) 
at the output unit. However to predict x(t+l) in the testing part, we might either feed the 
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true value x(t) into the input unit ( single-step prediction ) or feed the network's previous 
prediction back into itself ( multi-step prediction ). We will evaluate the predictive power 
of the network model based on its performance on the testing samples in both the single-
step and multi-step prediction. 
5.4 Training Paradigms 
We had studied four different examples, a quasiperiodic series with white noise, a 
chaotic time series and two real life examples. They are described as follows: 
5.4.1 A Quasiperiodic Series with White Noise 
A quasiperiodic signal has more than one fundamental frequencies. In order to 
demonstrate the potential of RRN in modeling time series, we had trained it on a 
quasiperiodic series with white noise : 
x(t) = 0.5sin TCWjf+ 0.5sin 7tW2^ + 0,3randoni-h+l] ^ = 1,2,...,120 (5.1) 
where w! = 0.2 and w〗=0.3, 
This series has two periods, T j = 10 and T2 = 6.6. Thus the whole sequence with 
120 data points will contain 12 big ripples and 36 smaller ones. The last term on the right 
hand side adds to the sequence at each time step a uniformly distributed random variable 
lying between -0.3 and +0.3. The shape of the resultant series is shown in Graph 5.1. 
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Graph 5.1 The Quasiperiodic Series with White Noise 
The solid line is the quasiperiodic series with white noise while the dotted line is 
the pure signal obtained by removing the noise from the original series. 
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This series was quasiperiodic but the regularities were masked by noise and it 
displayed characters similar to a chaotic system. The whole series had 120 data points 
(Appendix D) of which the first 100 data points constituted the training set and the last 
20 were for testing. 
5.4.2 A Chaotic Series 
A chaotic system is "intuitively" random but deterministic. It has three 
characteristic features: 
眉 vlpparew玄 Randomness. Despite being produced by a completely deterministic, 
noise-free system, the series looks random. The apparent randomness is intrinsic 
to the system, not caused by external sources. 
• Short-term predictability. Despite looking random, very accurate prediction of 
the next value is possible by fitting a function through the past values. 
• Long-term unpredictability. Deterministic chaos is characterized by an 
exponential divergence of nearby trajectories. The uncertainty in prediction 
increases exponentially with time and any long-term predictability is precluded. 
Many conventional tests like correlation function cannot distinguish deterministic 
chaotic behaviour from stochastic noise. Predictions are thus particularly difficult in 
chaotic systems. A good example of deterministic chaos is : 
x{t) = \-2x{t-\f t = 1，2”"，120 (5.2) 
All values generated by this iterative quadratic formula lie within the unit interval if the 
initial value is between-1 and +1. Graph 5.2 shows that the series looks random although 
it is completely deterministic and noise-free. 
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Graph 5.2 The Logistic Map 
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We wanted to study the predictive power of RRN in such an interesting and 
unpredictable phenomenon. Again the whole series had 120 data points ( Appendix B ). 
The first 100 points were training data while the remaining 20 points were for testing. 
5.4.3 Sunspots Numbers 
The sunspots series has been serving as a benchmark for time series prediction. 
Sunspots are dark blotches on the sun. They were first observed around 1610 and yearly 
averages have been recorded since 1700. It is believed that the statistical mechanism by 
which the sunspots numbers are generated is nonlinear and nonstationary and the series 
has been used as a yardstick to compare new modelling and forecasting methods. It opens 
up the area of autoregressive modelling and many attempts have been undertaken to 
model the data by a linear ARMA process. Recent study shows that a better modelling 
can be done by a nonlinear process. We will compare the performance of RRN with a 
nonlinear statistical model called the threshold autoregressive model TAR [Tong83], and 
a feedforward connectionist model called the feedforward autoregressive connectionist 
net CNAR [Groot91]. 
We used the data from 1700 to 1979 ( Appendix C ). Graph 5.3 shows that the 
series has a cyclical behaviour with a mean cycle of 11.2 years. In order to be consistent 
with other models, we used the data from 1700 through 1920 for training and the 
remaining data for evaluation of the prediction. 
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Graph 5.3 The Sunspots Numbers from 1700 to 1979 
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5.4.4 Hang Seng Index 
Predicting economical data is one of the biggest concern in time series analysis. In 
order to study the strength of RRN in predicting real life phenomena, we have trained it 
on a very practical example, the daily closing index of the Hang Seng Bank in Hong 
Kong. We have collected about 1400 data from 1986 to 1991. However we do not 
expect the index values to change under the same rule throughout the five years. Thus 
only the last one hundred data were used for modelling and forecasting (Appendix E )• 
I t can be shown from Graph 5.4 that the series changes abruptly and there is no 
obvious periodicity in the data. Modelling such an "unnatural" phenomena is a difficult 
and challenging task. It is interesting to see the predictive power of RRN in such an 
unpredictable system. Like what we had done in the previous examples, we trained the 
network on the first ninety data and allowed it to predict the remaining ten. 
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Graph 5.4 The Hang Seng Daily Closing Index in 1991 
5.5 Experimental Results and Discussions 
Before we discuss the experimental results, let us have a brief review on the basic 
terminology used in the analysis part. We will use two different measures for evaluations, 
residual variance and correlation coefficient 
“ Residual Variance, 
The residual is the departure between the observed value and the predicted value. 
The variance of these residuals gives some measure on the goodness of fitting the 
model to the observed data : 
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residualj = q = (predicted value){- (observed value)[ 
n 
2 5 1 
residual variance = 8 = """7 (5.3) 
n — 1 
' Correlation Coefficient，r. 
The correlation coefficient between the actual and the predicted values is widely 
used as a measure of predictive skill. I f we have a sample of n pairs of values, 
{(Xi，yj)}, i = 1，2，…’ n on two variables X and Y, then an estimate of the 
association between X and Y is given by the correlation coefficient r which is a 
dimensionless quantity defined as the covariance between X and Y divided by the 
product of their standard deviations : 
— 叉 一 歹 ） 
r = - j _ ^ = _ ^ _ _ (5.4) 
^ n - 1 i V ' ^ - l i 
• 1 1 
where x = — Y x and 歹 = 乂 are the sample means of X and Y respectively, 
n f ' n i 
It can be shown that r satisfies the inequalities and that Irl = 1 if and only if 
all of the n sample points lie on a straight line. The further from unity is the 
absolute value of r，the further do the values depart from this linear relationship. 
We will compare there two measures in both the training period and the 
forecasting period. There are two ways to do prediction, single-step prediction and multi-
step prediction. 
• Single-Step Prediction, 
The term single-step prediction is used when all input units are given values of the 
observed time series. Since the predictive ability is now independent of the 
number of step into which prediction is made, we are interested in the residual 
variance and correlation coefficient of both the whole training period ( 5(2 and r^) 
and the whole forecasting period (5p2 and ip). 
垂 Multi-Step Prediction. 
To achieve predictions several steps into the future, the predicted output is fed 
back as input for the next prediction. Hence the input is consisted of the predicted 
values as opposed to the actual observations of the original time series. The 
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prediction error is now dependent on the time lagged after the prediction period is 
started. We are now interested in the maximum number of steps into which 
predictions can be made accurately and this can be obtained by computing the 
correlation coefficient or the residual variance as a function of the prediction time. 
5.5.1 A Quasiperiodic Series with White Noise 
We had trained a RRN with ten hidden units to leam the quasiperiodic series. The 
root mean square error dropped to 0.090089 after training for 40000 cycles. The 
connecting weights and the unit thresholds in the resultant network was shown in 
Appendix F. Table 5.1 summarizes the performance of the network in both the training 
and forecasting period: 
Residual Variance Correlation Coefficient 
Training 0.008281 0.984174 
Single-Step Prediction 0.011444 0.976022 
Multi-step Prediction 0.011322 0.977284 
Table 5.1 Overall Performance of RRN on the Quasiperiodic Series 
• Single-Step Prediction 
Graph 5.5 plots the original time series and the predicted values in the single-step 
prediction. We could see that the predicted values did not fit the original series very well. 
It was because the noise, which was a random number from -0.3 to +0.3，was too large in 
comparison with the pure quasiperiodic signal. The network could not optimize its 
weights and thresholds to fit the series at all points perfectly. However the performance 
was still satisfactory and the correlation coefficient was above 0.97 in both the training 
and forecasting period. 
• Multi-Step Prediction 
Graph 5.6 gives the results in multi-step prediction. It could be shown that the 
predicted values followed quite closely the shape of the pure quasiperiodic series. The 
network seemed to neglect the noise in its multi-step prediction. Graph 5.7 plots the 
correlation coefficient against the prediction time. The correlation coefficient was well 
above 0.95 throughout the forecasting period. This suggested an independence of 
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predictive skill with time. The error remained almost the same regardless of how far into 
the future one tried to predict. 
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Graph 5.5 Single-step Prediction of the Quasiperiodic Series 
The predictions ( dots ) did not fit the original series ( solid line ) accurately at all 
points because the noise term was large in comparison with the pure quasiperiodic 
signal. 
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Graph 5.6 Multi-step Prediction of the Quasiperiodic Series 
The predictions ( dots) did not fit the original series ( solid line ) very well but instead, 
they followed quite closely the pure quasiperiodic signal (dotted line). 
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Graph 5.7 Correlation Coefficient in Multi-step Prediction of the 
Quasiperiodic Series 
The correlation coefficient was almost unchanged with time in multi-step 
prediction of the quasiperiodic series. 
5.5.2 Logistic Map 
We had used a RRN with ten hidden units to learn the chaotic logistic map. After 
training for 60000 cycle, the root mean square error dropped to 0.005099. The 
connecting weights and the unit thresholds of the resultant network was given in 
Appendix G. The overall performance of the model is summarized in Table 5.2. 
Residual Variance Correlation Coefficient 
Training 0.000026 0.999974 
Single-Step Prediction 0.000031 0.999972 
Multi-step Prediction 0.684929 0.0848 
Table 5.2 Overall Performance of RRN on the Chaotic Logistic Map 
• Single-Step Prediction 
The original time series and the predicted values are shown in Graph 5.8. We 
could see a very good fitting between the observations and the predictions. The network 
could extract the deterministic behaviour of the series although it appeared to be chaotic. 
In addition, the correlation coefficients in both periods were very close to one. The 
network could predict so perfectly because the series was deterministic and noise free. 
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• Multi-Step Prediction 
Graph 5.9 shows the original time series and the predicted values. We found that 
the network could predict six to seven steps into the future quite accurately. This is 
shown more clearly in Graph 5.10 which plots the correlation coefficient against the 
prediction time. We could see that the correlation coefficient was very close to one in the 
first six to seven steps, then it dropped to a small value and remained almost unchanged 
there. We could not expect accurate predictions too far into the future because the 
original series was chaotic and a small prediction error would increase exponentially with 
time. However it is interesting to compare Graph 5.10 with Graph 5.7. We found that the 
correlation coefficient dropped with time in a chaotic series while that in a non-chaotic 
series remained almost unchanged regardless of the prediction length. This suggests a 
method to distinguish chaos from noise in time series records. It is also possible to 
quantitatively compare the rates of degradation in predictive skill as an indication of the 
amount of chaos in a system. 
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Graph 5.8 Single-step Prediction of the Chaotic Logistic Map 
The predictions ( dots ) could fit the original time series ( solid line ) accurately since 
the series was deterministic and noise free. 
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Graph 5.9 Multi-step Prediction of the Chaotic Logistic Map 
The dots are the predictions while the solid line is the original time series. The network 
could only predict six to seven steps into the future quite accurately. 
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Graph 5.10 Correlation Coefficient in Multi-step Prediction 
of the Chaotic Logistic Map 
The correlation coefficient dropped with time in multi-step prediction of a 
chaotic system 
5.5.3 Sunspots Numbers 
The magnitude of the sunspots numbers lies between 0.0 and 190.2 in the years 
from 1700 to 1979. In order to avoid large values in training and testing, we had 
normalized the number by a scaling factor of 200. A RRN with ten hidden units were 
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trained on the first 221 normalized data and the root mean square error dropped to 
11.370136 after iterating 82800 training cycles. The configuration of the resultant model 
is shown in Appendix H. Table 5.3 summarizes its performance in both the training and 
forecasting period. 
Residual Variance Correlation Coefficient 
Tmining 130.44 0.942749 
Single-Step Prediction 322.56 0.944605 
Multi-step Prediction 1199.92 0.813568 
Table 5.3 Overall Performance of RRN on the Sunspots Numbers 
« Single-Step Prediction 
The result of the single-step prediction in sunspots data is shown in Graph 5.11. 
Although the testing set included the highest cycle ever observed and so a situation not 
contained in the training set, the predictions fitted the original series very accurately. 
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Graph 5.11 Single-step Prediction of the Sunspots Numbers 
The predictions ( dots ) fitted the original series ( solid line ) quite accurately although 
the prediction period included the highest cycle in tbe series. 
• Multi-Step Prediction 
Graph 5.12 shows the result of the multi-step prediction in sunspots data. It was 
found that the predictions were no longer fitting the original series accurately but the 
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predicted values could still follow the observed series cycle by cycle. Graph 5.13 plots the 
correlation coefficient against the prediction time and we could see that the correlation 
coefficient dropped very slowly with the prediction length. 
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Graph 5.12 Multi-step Prediction of the Sunspots Numbers 
The predictions (dots) could only follow the observations (solid line ) cycle by cycle. 
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Graph 5.13 Correlation Coefficient in Multi-step Prediction 
of the Sunspots Numbers 
The correlation coefficient dropped slowly with time in multi-step prediction 
of the sunspots numbers 
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• Comparisons with Other Models 
The sunspots numbers have been a benchmark in time series analysis and many 
other researchers have diagnosed their new modelling and forecasting methods with the 
sunspots series. Thus to evaluate the predictive power of RRN, we can also compare its 
performance on the sunspots numbers with the results of the other models. As a first 
model we can look at a nonlinear statistical approach, the threshold autoregressive model 
TAR by Tong and Lim [TongSO]: 
x^ = 1 0 . 5 4 5 0 + 1.6920JC卜 1 -U 5 9 2 A - ,一 2 +0.2 3 6 7 x卜 3 +0.1503J:, 一斗 
<36.6 (5.5) 
7.8041 + 0.7432JC卜 1 -0.0409JI卜2 -0.2020X卜3 +0.173(^—4 
x^  = "0.2266JC卜5 +0.0189JC卜6 +0.1612x^7 -0.2564x^_g +0.3195x卜9 
"0.3891X 卜 10+0.4306X 卜 U-0.0397X 卜 12+已) 
X卜3 >36.6 (5.6) 
where et⑴ and et⑵ are the white noise terms. This model was fitted to the first 221 
observations of the years from 1700 to 1920 and the residual variance was 149. 
The second one is a feedforward connectionist approach, the connectionist 
autoregressive model CNAR introduced by Groot and Wurtz [Groot91]: 
4 




input-hidden weights 1.95575 -0.06428 101.76955 1.82967 
-4.12351 0.04963 -95.01116 -3.81542 
-1.67623 0.03712 -337.20693 -1.67185 
-0.56631 0.30910 -255.65407 -0.44530 
hidden thresholds -3.91501 1.87073 -152.91035 -3.98863 
hidden-output weights-131.32026 29.62116 -0.06048 211.95243 
output threshold 52.14442 
The estimations with this connectionist model were better, giving a residual 
variance of 137. The performance of the three model, TAR, CNAR and RRN, are given 
in Table 5.4. We could see from Table 5.4 that the best modelling was done by RRN, 
followed by CNAR and then by TAR. For forecasting we compared one step ahead for 
35 points and 55 steps ahead. These are the usual measures chosen for comparison in 
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previous investigations. Considering the one step ahead for 35 points, we had for the 
residual variance : CNAR = 141，RRN = 144 and TAR = 152. Thus the best was 
achieved by CNAR, followed closely by RRN and then by TAR. For the multiple steps 
ahead forecasting, the residual variance of RRN was 1200 whereas TAR was 1302 and 
CNAR was 2016. Therefore only RRN and TAR could forecast the series in multiple 
steps ahead fairly well in terms of the residual variance. To sum up the recurrent model is 
a strong contender with the statistical modelling approach and the feedforward 
connectionist approach in this experiment of analyzing the sunspots numbers. 
52 in Modelling the in Forecasting 1 Step in Forecasting 55 
First 221 Data ahead for 35 Points Steps ahead 
TAR 149 1302 
CNAR 137 141 2016 
RRN 130 144 1200 
Table 5.4 Performance of TAR, CNAR and RRN on the Sunspots Numbers 
5.5.4 Hang Seng Index 
The Hang Seng closing index used in our experiments lay between 3848 and 
4253. In order to avoid large values that would make training difficult, we had 
normalized the data in the experiment A RRN with ten hidden units was trained to learn 
the first ninety normalized data and the root mean square error dropped to 36.539889 
after 30000 training cycles. The connection weights and the unit thresholds of the 
resultant network was given in Appendix I. 
It was interesting to note that the number of training cycles in this experiment, 
which was believed to be the most difficult one among the four, was the smallest The 
fact was that the estimation error did not drop even if we kept on training the network. 
The net might have fallen into a local trough. However the predictive power of the 
resultant network was already quite satisfactory and we could see its good performance 
from Table 5.5 which gives a summary for both the training and forecasting period : 
Residual Variance Correlation Coefficient 
Training 1359.603225 0.946224 
Single-Step Prediction 827.01405 0.739899 
Multi-step Prediction 1218.541725 0.655975 
Table 5.5 Overall Performance of RRN on the Hang Seng Index 
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• Single-Step Prediction 
The results of the single-step prediction is shown in Graph 5.14. We could see 
that the predicted values did not fit the original series very well. We did not expect very 
accurate predictions in this real life example since there were many unknown factors 
which could cause "abrupt" changes in the index values. However the network could 
model the big trend of the whole series and it could predict the drops and rises in most of 
the cases. 
It seemed strange that the residual variance in training was even greater than that 
in forecasting. The large residual in training was due to the sharp and big drop at the 
beginning of that period. The network could not model such a sudden change precisely. 
However we could conclude more reasonably from the measures of the correlation 
coefficient that the predictions in the training period could actually resemble the original 
series more closely than that in the forecasting period. 
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Graph 5.14 Single-step Prediction of the Hang Seng Index 
The predictions (dots) could follow the big trends in the original series (solid line). 
• Multi-Step Prediction 
Graph 5.15 shows the original series and the predicted values in multi-step 
prediction. Although the model could not predict the index values pointwise exactly, it 
correctly forecasted the rising trend in the that period. Its performance could further be 
shown by Graph 5.16 which plots the correlation coefficient against the prediction time. 
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We could see that the network could predict the Hang Seng index two to three time steps 
into the future with a correlation coefficient with the original series greater than 0.7. 
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Graph 5.15 Multi-step Prediction of the Hang Seng Index 
The dots were the predictions and the solid line was the original time series. The 
network could predict the rising trend in the forecasting period. 
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Graph 5.16 Multi-step Prediction of the Hang Seng Index 
The network could predict the Hang Seng index two to three time steps into 
the future with a correlation coefficient with the original series greater than 
0.7. 
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5.6 Conclusion 
Predicting the future is the driving force behind many scientific research. However 
the real world phenomena are often so complex that it is sometimes impossible to 
theorize and generate statistical models to describe them. A great deal of domain specific 
knowledge is required to formulate an adequate model for each separate phenomenon. It 
is even worse if the number of parameters involved are large: it is difficult to estimate the 
parametric values even when the laws generating the behaviour are known. 
In connectionist approach, we do not expect to uncover the theory or the law 
producing the phenomenon. Instead we allow the network to leam the law by training it 
on the past values in the series. Many researches are now on studying feedforward 
connectionist nets in time series analysis [Weigend90, Wong90, Elsner91, Groot91, 
Chakraborty92] and their results are found to be better than that obtained from traditional 
statistical methods. 
It is generally believed that recurrent networks are more suitable for processing 
temporal information. However the exact algorithm for error backpropagation in a fully 
recurrent network is so computationally expensive that few researchers are using 
recurrent networks for time series analysis practically. In this chapter, we tried to use a 
simpler recurrent model, the ring-structured recurrent network, to model and forecast 
time series. We had applied it to four typical examples, a quasiperiodic series with white 
noise, a deterministic chaotic series, the sunspots activity data and the Hang Seng index 
in Hong Kong. In the first series, the network could extract the noise from the series and 
the predictive skill remained unchanged regardless of how many steps ahead into the 
future the prediction was made. In the second series, the network showed excellent 
forecasting ability in single-step prediction but the predictive skill dropped after 
forecasting six to seven steps ahead into the future. This marked difference between a 
chaotic and a non-chaotic series can serve as a way to distinguish chaos from noise. In 
the third series, the network could model the complex features inherent in the sunspots 
data quite satisfactorily and it showed itself to be a strong contender with the threshold 
autoregressive model TAR and the feedforward autoregressive connectionist net CNAR 
in both the single-step and multi-step prediction. Finally the network could model the big 
trends of the Hang Seng index in both the training and forecasting period. The model 
could predict two to three time steps ahead into the future with a correlation coefficient 
with the original series greater than 0.7. 
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In consistent with what we have expected, the recurrent model offers a better 
alternative to the traditional statistical approach and the feedforward connectionist 
approach in time series analysis. However there are still a lot of problems to be 
overcomed, e.g. the choice of an appropriate network size, the problem of overtraining 
the network to learn the noise in the data series, e.t.c. Nevertheless the results of our 
work suggest that recurrent network is a new and promising approach for modelling and 
forecasting time series and more in-depth studies in this direction may be able to lead to 





Chaos has changed our traditional view upon randomness. Until recently it 
was believed that randomness came from either an extremely complicated 
environment or sampling errors. The studying of chaos shows that apparent 
randomness can also be found in a simple and deterministic dynamic system. The 
randomness comes from the sensitive dependence on initial conditions of chaos, i.e. a 
small initial perturbation is turned into a large one at a later time. As a result any 
imperceptible measurement error or external noise is exaggerated exponentially to a 
macroscopic deviation in a finite time, making the chaotic trajectory look random and 
unpredictable. 
Chaos puts limits on long term prediction. In a chaotic regime, any arbitrarily 
close initial conditions can lead to widely divergent trajectories after a sufficiently 
. l o n g time. Thus any long term prediction is forbidden in a chaotic system even if the 
model is simple and all the parameters are known exactly. In meteorology, this is 
called "butterfly effect" [Lorenz64] which means that even if a deterministic model 
with all the parameters known can describe the atmosphere correctly, the fluttering of 
a butterfly's wings can change the initial conditions and thus the long term prediction. 
Evidences of chaos can be found in many real life phenomena. One classical 
example comes from fluid turbulence in which the dynamics is described by a set of 
deterministic equations called the Navier-Stokes equations. Tuning of a parameter, 
the Reynolds number, causes the motion to undergo an abrupt transition from a stable 
configuration to an apparently chaotic regime. Chaotic dynamics is also biologically 
important [Yao90, Babloyantz85, Skarda87, Guevara83]. Skarda and Freeman 
[Skarda87] had studied the biological role of chaos in pattern recognition by 
computer simulation of the olfactory system of animals. In their model the dynamics 
was chaotic in the absence of a recognized odor but upon intake of a previously 
learned one，the dynamics bifurcated into the attracting cycle of that odor. Chaos 
provided the system with a ready state so that the system needed not to wake up from 
or return to a dormant equilibrium state whenever an input was given. 
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Linear modelling is the most commonly used method for forecasting but chaos 
cannot be described by any linear model. Farmer and Sidorowich [Farmer87] had 
suggested a forecasting technique for chaotic data by embedding the series in a state 
space using delay coordinates and learning the nonlinear mapping using a local 
approximation. In this chapter, we will study the chaotic behaviour in recurrent 
networks and investigate the predictive power of recurrent networks on chaotic data, 
section 6.2 will give a brief review on some interesting features of chaos, section 6.3 
and 6.4 describe the experiments and the results to demonstrate the chaotic behaviour 
of recurrent networks and their predictive power on chaotic series. 
6.2 Important Features of Chaos 
6.2.1 First Return Map 
The first return map of a series { x j， l < t ^ is a graph plotting x^+i against x^  
for t = 1，2，...，n-1. To illustrate that such a map can account for the chaotic 
behaviour of a series, lets consider the logistic parabola as an example: 
= l + ^  l<t<n-l ( 6 . 1 ) 
Figure 6.1 shows the first return maps of the logistic function when a=l, a=-0.5 and 
a=-2. Successive iterates can be constructed effectively with the help of the identity 
map x^+i = Xt, by repeatedly drawing vertical lines and horizontal lines between the 
logistic map and the identity map. It is clear that any intersecting point between the 
two maps，e.g. Q and P in Figure 6.1(b)，is its own iterate and thus a "fixed point" of 
the logistic function. A fixed point is stable, e.g. Q, if the iteration converges towards 
it from any close initial point. In contrast a fixed point is "unstable", e.g. P, if any 
arbitrarily small displacement from it will be amplified by the iteration. Graphically 
speaking if the slope to the first return map at a fixed point is smaller than one in 
absolute value, that fixed point is stable and otherwise, it is unstable. 
It is obvious that if all the fixed points on a first return map are unstable, the 
trajectory can hardly converge. The behaviour of the above logistic function can be 
summarized as follows 
• If a> 0.25, there is no fixed point and the trajectory is divergent for all x. 
• If -0.75 < a < 0.25, one stable fixed point occurs at x^ and one unstable fixed point 
a t 、 . The trajectory is convergent towards x基 for - r a a x { l x j , l x j } ^ 
+max{lxj，lxbl}. 
• If X < -0.75, two unstable fixed points occur at x^ and x^. The trajectory is chaotic 
for -niax{ Ixjjxbl }^<+max{ Ixjjxbl}. 
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One stable fixed point occurs at x = 0.732 and one unstable 
fixed point occurs at x = -2.732. The trajectory converges to 
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(c) Xt^ i = 1 - 2 x2 
Two unstable fixed points occur at x = 0.5 and x = -1. The 
trajectory is chaotic for-l < x < 1. 
Figure 6.1 First Return Maps 
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6.2.2 Long Term Unpredictability 
In a chaotic system, the forecasting error depends strongly on the 
extrapolating time. Here we want to demonstrate the long term unpredictability of 
chaos by showing that the forecasting error E(T) will grow exponentially with the 
extrapolating time T [Lee88], 
E{T) oc (6.2) 
where 隨 is the largest Lyapunov exponent. 
For simplicity, we consider only the one-dimensional nonlinear mapping 
Xt+i=f(Xt). The q也 order Lyapunov exponent is defined as: 
？I⑷=lira 丄 log jc,⑷ （6.3) 
— t 
j q f t ( X ) 
where ⑷ is the q也 derivative of the t也 iterate, i.e. 。. 
If the probability density function of x is p(x), Equation 6.3 can be rewritten 
/ as: 
；I⑷=lim i / l o g ；Cr⑷)=lim - j l o g p(x)dx (6.4) 
f-»oo t \ / t dx^ 
By interchanging the average and the logarithm in Equation 6.4，we define a new set 
of exponents: 
/⑷=to!log〈|;c;叫〉 （6.5) 
As a rough approximation we find that 
I⑷-X、吸、 ( 6 . 6 ) 
and 
X⑷ - qk⑴ (6.7) 
Suppose that we approximate f by a function h and the approximation error at 
T=1 is: 
S(x) = h(x)-f(x) (6.8) 
Similarly, the approximation error at time T is 
Aj,(x) = h ^ { x ) - f { x ) (6.9) 
From equation 6.8 and 6.9 we get 
AtM = f(JiT-i ( x ) ) + W ) - f i x ) (6.10) 
Expand f(hT](x)) and 5(hT-i(x)) to first order in a Taylor series about the point 
F-i(x)，assuming that 5 and f are both smooth, i.e. f =0{1) and 5"=0(1), and the 
approximation is good enough so that Aj(x) is bounded above by A ^ : 
Ar (X) = / ( /T- i (Jc))Ar-i (X)+S(产一 1 ⑴ ) + ) (6.11) 
Substitute recursively, we get 
A r W = i n/(/0c))S(/々x))+CKA2m3^) (6.12) 
；=0/=7+l 
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By chain rule, we can rewrite equation 6.12 as 
T d f T _ j ( X ) 
A , U ) = t / ^ ) + 0(A2麗) (6.13) 
Take absolute values and average over x, we get 
〈 I M 力 ( 〜 - 1 ) 〉 + 一 咖 ） (6.14) 
df^'Ux.) / \ 
I f L and 5(jc _i) are uncorrelated and ( is independent of j , 
dx \ ‘ 
equation 6.14 becomes: 
(6.15) 
i=0 
where L = e叩）and ( 財 ⑷ ) = = V according to the definition in equation 6.5. 
\ dx / 
Summing the series gives 
(6.16) 
Thus the approximation error at time T grows linearly with U 
EiT) oc J (6.17) 
Approximate 1(1) by X,(l) and bound by the largest Lyapunov exponent 腿： 
EiT) oc (6.18) 
To sura up, the forecasting error grows exponentially with the extrapolation 
time and long term predictions are thus impossible in any chaotic system satisfying the 
above assumptions. 
6.2.3 Sensitivity to Initial Conditions (SIC) 
厂 -
、 I 、 
Figure 6.2 Divergence of Two Initially Very Close Trajectories 
When we speak of the sensitivity to initial conditions of a chaotic regime, we 
mean that a set of arbitrarily close initial states can lead to very different final states 
after a sufficiently long time. Thus two trajectories which are initially very close will 
diverge in a finite time ( Figure 6.2 ) resulting in a loss of similarity. SIC is an 
important property of chaos caused by an exponential amplification of the 
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imperceptible error or initial uncertainty as described in the last section. Conversely, if 
a regime is represented by an attractor ( to be explained in the next subsection ) on 
which neighboring trajectories diverge, then the regime is chaotic. 
6.2.4 Strange Attractor [Berge84] 
An attractor is an object in a phase space towards which all trajectories 
passing through a certain domain of the phase space, called the basin of attraction, 
will be attracted. A simple example is the oscillation of a driven pendulum. The 
pendulum oscillates irregularly until an amplitude is attained such that the energy 
supplied can exactly compensate for the energy dissipated. A steady state is then 
reached and the trajectory follows a limit cycle which is the attractor of this simple 
dissipative system (Figure 6.3). Any perturbed trajectory will converge rapidly 
towards this limit cycle. 
angular velocity 
A 
/ 、 \ angular 
/ * \ displacement 
limit cycle C “ — 
Figure 6.3 Attraction of Trajectories Towards a Limit Cycle C 
The phase space is defined by the angle between the pendulum and the vertical, 
and the angular velocity. Trajectories ( dotted lines ) passing through the basic of 
attraction will converge towards the limit cycle ( solid line ) which is the attractor 
of the driven pendulum, (from Order within Chaos) 
The idea of an attractor in a chaotic system is highly nonintuitive. The paradox 
resides in the apparent contradiction between attraction which implies the 
convergence of trajectories, and SIC which implies their divergence. But in fact, such 
attractors do really exist and Figure 6.4 has shown one to help us figuring them out by 
imagination. They are constructed by two parts, stretching for divergence of 
trajectories and folding to confine the trajectories in a bounded space. The conflicting 
demands of attraction and SIC are reconciled by converging in one direction and 
I 
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diverging in another. They are called strange attractors because their dimensions, 
unlike limit cycles, are nonintegers, i.e. fractal dimensions. 
Figure 6.4 A Strange Attractor 
Trajectories emerge from the horizontal plane，"cross" without 
"intersecting" and return to the spiral, (from Order within Chaos) 
To sura up, the essential properties of a strange attractor are : 
• Trajectories passing through the basin of attraction are attracted towards it. 
• Pairs of neighbouring trajectories diverge on i t 
• Fractal dimension. 
6.3 Chaotic Behaviour in Recurrent Networks 
One of the features which most artificial neurons lack is the chaotic behaviour 
experimentally observed in biological neurons [Yao90, Babloyantz85, Skarda87, 
Guevara83, Babloyantz86, Holden82, King84]. In artificial models, we usually 
emphasize on either stable or cyclic behaviour because these characteristics are useful 
in most applications. Some interesting models have been proposed to illustrate the 
chaotic behaviour in neural networks [Aihara90, Choi83, Han90, Yu90, Riedel88, 
Elsner92, Ghauvet92, Groot90]. Most of them are recurrent models with bidirectional 
connections. One example was found in [Sandler90] where the Hopfield network was 
generalized in such a way that for certain initial states the asymptotic behaviour of the 
network was quasi-chaotic. Another common property of chaotic networks is the 
existence of non-discrete states. Aihara, Takabe and Toyoda [Aihara90] had shown 
experimentally that a continuously increasing function, e.g. a sigmoid function, at the 
processing units was a key factor for giving chaotic responses. This can be 
understood because a discrete state network of finite size can only have a finite 
number of possible states. Thus we can find a period T such that the state at time t is 
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the same as that at time t+T as t tends to infinity. Therefore only cycles can exist in 
this system unless when the network is infinitely large. 
Although there exist network models with interesting chaotic behaviour, the 
equations governing these models are usually very complex. In addition there is no 
systematic method to determine the parametric values for chaotic evolutions in these 
models. It is thus difficult for generalization to other chaotic series or network 
architectures. In this chapter, we want to study the chaotic behaviour in recurrent 
backpropagation networks. We trained the network to leam chaotic series by tuning 
its parameters with error backpropagation. We then studied its chaotic behaviour in 
the newly generated series. 
6.3.1 Network Structure 
The network used was a simple ring-structured recurrent model as described 
in chapter three. Figure 6.5 shows an example with three input units, ten hidden units 
and three output units and this architecture was for modelling the Lorenz mapping to 
be discussed in the next section. The input units and the output units were usually 
equal in number and this value corresponded to the dimension of the chaotic series. 
The size of the hidden layer was adjustable but, for regularity, we had fixed it to ten in 
all of the following experiments. 
！^ $ X 
3 output units O O C ^ 
3 input units Q Q Q 
X(t-l) Y(t-1) Z(t>l) 
Figure 6.5 A 3-10-3 RRN for Modelling the Lorenz Mapping 
6.3.2 Dynamics in Training 
In the training phase，a chaotic series was fed into the input layer and the 
network made predictions at its output. The prediction was compared with the next 
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value in the chaotic series and the weights were updated according to the learning 
algorithm in chapter four. A slight modification was made at the output units because 
the target values might not necessarily be lying between zero and one. Thus we 
removed the sigmoid function from their calculations and the activation was now 
simply a weighted sum of the inputs at these units. The dynamics in a n-m-n RRN 
could thus be described by the following equations in training: 
I i ( t) = Siit) u^eP (6.19) 
⑴ = 容 （ 2 > 存 力 （ 卜 + 2>办力⑴）u^eN (6.20) 
Uj^Qi “J 沙 
y i ( t ) = ⑴ u ^ e M (6.21) 
UjGN 
Using the same notations in section 3.2.3, P, N and M are the sets of input units, 
hidden units and output units respectively; Qi is the neighbourhood of unit u ;^ S^ Ct) is 
the i也 dimensional value of the chaotic series at time t; I/s are the values of the input 
units and y/s the non-input units; w j^'s are the connecting weights running from Uj to 
U-； Gj is the threshold of unit U| and g is a continuously increasing function which is 
often the sigmoid function. 
The chaotic series was fed into the network repeatedly until the mean square 
error of the predictions dropped below a very small threshold. We then stopped 
training and tested the network on its chaotic behaviour in the output signals. 
6.3.3 Dynamics in Testing 
In testing, we wanted the network to receive no external effect and all 
evolutions were produced intrinsically within the model. Thus the network's output at 
time t was fed back into itself as input at the next epoch and the dynamics could be 
described as: 
= (6.22) 
yi{t) = g{ l w i j y j { t - l ) + e i+ I w i j i j i t ) ) UiGN (6.23) 
y i ( t ) = I . W i j y j { t ) + B i U i ^ M (6.24) 
UjGN 
A value chosen arbitrarily was fed into the network as an excitation to start 
the evolution of an entirely new series. We analyzed these generated series to study 
the chaotic behaviour of the network. Alternatively, in order to demonstrate the 
property of long term unpredictability, we would also feed the original training series 
back into the network to see how well its predictions were on the remaining non-
trained part. The experimental results will be given and discussed in the next section. 
It was exciting to find that a recurrent network could learn to perform chaotically and 
its behaviour after training agreed reasonably with the results of some theoretical 
studies of chaos. 
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6.4 Experiments and Discussions 
We had studied the network on two classical deterministic chaos, the Henon 
model and the Lorenz model. The experiments and the results will be discussed with 
details in the following two sections. 
6.4.1 Henon Model [Henon76] 
The Henon model is a discrete time mapping in a two dimensional phase space 
of X(t) against X(t- l) : 
+ = (广-l) + l - a X ⑴ 2 (6.25) 
The parameter a controls the nonlineaiity of the mapping and P the degree of 
dissipation. We had assigned a = 1.4 and p = 0.3 in the experiments and these were 
the usual values chosen in the other studies. Although the dynamics was completely 
deterministic, the trajectories in the model followed an irregular and unpredictable 
fashion. The disordered evolution in Graph 6.1 is one example started at the initial 
point (-0.361938，0.816601). 
x(t) 
1.5 丁 Irdring pxeddion 
. : i i i i i i l 
_。,. p I I \ \ \ \ \ m 1 ! 
-1 - I 
-1.5 1 
Graph 6.1 An Irregular and Disordered Evolution of the Henon Model 
This trajectory was evolved from the starting point (-0.361938, 0.816601). It consisted of 550 
data points of which the first 500 were for training and the remaining 500 were for testing. 
The trajectory in Graph 6.1 consisted of 550 data points ( Appendix J ) of 
which the first 500 were used to train a 1-10-1 RRN to learn the Henon mapping. The 
architecture of the network, making up of one input unit, ten hidden units and one 
output unit, is shown in Figure 6.6. At time t in the training phase, X(t) was fed into 
the network as input and the network predicted the next value X(t+1) at its output. In 
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five different trials, the root mean square error of the predictions dropped to 0.004472 
after about 120000 training cycles. Appendix K shows the result of one of these trials 
and all the analysis done in the rest of this section will be based on this model. 
f 
1 output unit 
aringof ' ' Q Q Q Q Q Q Q Q Q Q " 
10 hidden units^v X X Y \ / / / X • 
1 input unit 
X(t-l) 
Figure 6.6 A 1-10-1 RRN for the Henon Model 
(i) First Return Map 
The first return map of the Henon model is shown in Graph 6.2. Its structure 
repeated at different level of magnifications, so it was difficult to verify whether all the 
fixed points were unstable. However we could see other evidences of its chaotic 
behaviour in the coming sections. 
x<t) 
/ - ^ ^ 、 
/ ， ^ \ \ 卞 7 ^ 
Graph 6.2 First Return Map of the Henon Model 
The dots show the mapping between X(t) and X(t-l). The data was obtained from a 
trajectory evolved by the network model started at (-0.361938，0.816601) 
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(ii) Long Term Unpredictability 
Section 6.2.2 has already shown by calculation that the approximation error at 
time t will increase exponentially with the prediction time t in a chaotic regime. In 
order to demonstrate this property in our network model, we fed the original training 
series back into the net and allowed it to predict the remaining fifty data points. The 
result is shown in Graph 6.3 which plots the logarithms of the approximation error 
against the prediction time. On the average the error increased exponentially with 
time, in agreement with the relationship E(T) oc e^ maxT where X隨 was the largest 
Lyapunov exponent. A rough estimation of the gradient in Graph 6.3 gave « 0.5， 
a reasonable approximation to that obtained from numerical calculations (0.602). 
* 
.J- z 
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3 5 7 9 15 \ l7 n9 2A £3 25 33 39 41 43 4p\47 49 ； / ^ v V 
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Graph 6.3 Evolution of the Prediction Error with Time in Henon Model 
The slope is approximately equal to 0.5, in reasonable agreement with that obtained from 
numerical calculations (0.602). 
It was interesting that the graph levelled off after about thirteen time steps, i.e. 
the approximation error had an upper bound. This was due to the limited size of the 
attractor. Since a trajectory could not escape from the fixed size attractor, the 
approximation error would not increase infinitely with time. 
(Hi) Sensitivity to Initial Conditions (SIC) 
To illustrate the property of SIC in the network model, we excited the 
network with two very close initial values ( an initial difference of 10.6) and watched 
the distance between the two trajectories evolved in time. We tested the network with 
eight different pairs of initial values and their results are shown in Graph 6.4. The 
vertical lines in these graphs represent the distances between the two initially very 
close trajectories. We could see that the two evolutions were indistinguishable in the 
first twenty time steps. Then they diverged very rapidly from each other, resulting in a 
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loss of all resemblance after a finite time. This diagnosis of SIC showed that the 
network model could indeed behave chaotically. 
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(c) One started at 0.4 and one at 0.400001 (d) One started at 0.2 and one at 0.200001 
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(e) One started at -0.2 and one at -0.200001 (f) One started at -0.4 and one at -0.400001 
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(g) One started at -0.6 and one at -0.600001 (h) One started at -0.8 and one at -0.800001 
Graph 6.4 SIC for Henon Mapping 
The vertical lines represented the distances between two initially very close 
trajectories (an initial separation of 10"^  ). 
(iv) Henon Attractor 
The Henon attractor could be shown by tracing a trajectory on a two 
dimensional phase space. The bow-shape object in Graph 6.5 is the Henon attractor 
obtained by plotting X(t) against X(t-l). It is an interesting object with a Hausdorff 
dimension of D=1.26. Careful observations showed that the structure of the attractor 
was repeated at successive levels of magnifications, an important characteristic of a 
fractal object. 
X(t) 
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Graph 6.5 Henon Attractor 
The Henon attractor is obtained by plotting the trajectory on a two 
dimensional phase space, X � against X(t+1). This trajectory was 
evolved by the network model from a starting point of -0.361938. 
To calculate the dimension experimentally, we can plot the logarithms of C(r) 
against r where C(r) is defined as: 
C(r) = lira - V x [ number of pairs i, j whose distance 叉i 一xj < r ] 
/n 一 rn 
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= l i m ^ Z H ( r - X i - X j ) (6.26) 
m-^oo m i j - i 
The indices i and j order the points on a trajectory with totally m points and H is a 
function defined by H(x) = 1 for positive x and 0 otherwise. For small value of r: 
C(r) oc (6.27) 
where d is a good approximation to the Hausdorff dimension. The straight line in 
Graph 6.6 was obtained by plotting the logarithms of C(r) against r. A rough 
estimation of its gradient gave d = 1.4，acceptable in comparison with the true value 
(D = 1.26). 
Inr h 0--
. 0 - > . > -> -> -1 - > -1 -I (• 
^ — 
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Graph 6.6 In C(r) v.s. In r in Henon Mapping 
C(r) oc r^ where d is a good approximation to the Hausdorff dimension. A 
rough estimation of the gradient gave d= 1.4. The data was obtained from 
a trajectory of 1000 points with a starting point of -0.361938. 
6.4.2 Lorenz Model [Lorenz63] 
The Lorenz model describes the dynamic behaviour of a convecting fluid in a 
three dimensional phase space. The model is made up of three ordinary differential 
equations with variables X，Y and Z: 
X=a(Y-X) (6.28) 
Y = -XY + rX-Y (6.29) 
Z=XY'-bZ (6.30) 
The values of the parameters a, b and r were fixed at a = 10, b = 8/3 and r = 28 in the 
following discussions. This o.d.e. system looks simple but it is analytically non-
integrable. However it can be solved numerically by starting at an initial point and 
computing the successive values step by step. The three dimensional series in 
Appendix L was one example obtained by solving the above system using the fourth 
order Runge Kutta method with a stepsize of 0.01. Graph 6.7 shows the time 
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evolution of X(t) in this series. We could see that the variable X oscillated about two 
unstable fixed points at approximately +8 and -8 and the trajectory exhibited the 
irregular appearance of chaotic behaviour. 
The series in Appendix L had 550 points of which the first 500 were used to 
train a 3-10-3 RRN to leam the Lorenz mapping. The network architecture, with 
three input units, ten hidden units and three output units, Has already been shown in 
Figure 6.5. At time t in the training phase, (X(t), Y(t)，Z(t)) was fed into the network 
as input and the network predicted the next value (X(t+1),Y(t+1),Z(t+1)) at its 
output. Again in five different trials, the root mean square error dropped to 2.065103 
after about 130000 training cycles. Appendix M shows one of these results and all the 
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Graph 6.7 An Irregular Evolution from the Lorenz Model in the X Direction 
The graph shows the X values of a trajectory evolved from (-0.014177,-0.029373,-0.008488). It 
consisted of 550 data points of which the first 500 were for training and the remaining 50 for testing. 
(i) First Return Map 
Some properties of the Lorenz model can be found from its one variable first 
return map. Lorenz himself had defined such a mapping by plotting successive 
maxima of Z，i.e. the (k+1)议 maximum against the k也.These are actually the Z values 
of the three dimensional trajectory when it cuts the surface XY-bZ = 0. Graph 6.8 is 
one such mapping of a trajectory evolved by the network model. 
According to what we have discussed in section 6.2.1，the dynamics is chaotic 
if the slope of the first return map is everywhere greater than one. Unfortunately the 
dots in Graph 6.8 do not shown this phenomenon clearly although its shape is close to 
the curve obtained by numerical calculations (approximated by the dotted line )• 
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Graph 6.8 First Return Map of the Lorenz Model 
The dots show the mapping between Zr+i and Zj^-： Zr+i = f( Zj^  ) where Zj are the 
successive maxima of Z. The data was obtained from a trajectory evolved by the 
network model started at (-0.014177, -0.029373, -0.008488 ) 
(ii) Long Term Unpredictability 
To illustrate the property of long term unpredictability, we fed the original training 
series back into the network to see how well its predictions were on the remaining non-
trained data points. The result is shown in Graph 6.9 which plots the logarithms of the 
approximation error against the prediction time. The curve oscillates irregularly but，on the 
average, the error increased exponentially with time. 
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Graph 6.9 Evolution of the Prediction Error with Time in Lorenz Model 
130 
Chaos in Recurrent Networks ^^^ 
Xfl) 
20 - • 
丨丨11丨丨丨丨_丨B_H丨iiHimmmllyHiwm丨丨HiiminyiH丨11丨1_丨丨11丨丨1丨丨丨丨1»丨丨丨丨丨丨丨uiiiHHum丨丨呢組HI iiiiiiiimmim BMiiiftiiim • 
‘ II 21 31 « 41 61 061 71 SI 01 ,01 •、” 121 'j|l I � _• •• V ！�， 
” o k 
• . • I 〜 
•30 _ _ 
Evolution in the X direction 
"T , I • 
«b J - • • • • - ji I' y J]. * j • , • • •漏 • • • • i • T B J 
0.iiniiiiHiHintSiiyiiiiiiHTiMMiBjiiiin gyHHHww, 想•霸 • • • ••囑 • • • • , fi 1 “ * 
“ “ 7 • ， ， 叫 \ I H I ¥ 
• • 1 • •； •• …•• I- •，J 
• • , i • _ i • * • 
• fc • 睡 舊 • 
• 0 llHmMIHIIIIHHIIIIIIIIMIIIIIHHHHIIHIIHIHIininilHIIMimHniinilim t 
I n 2f 41 51 61 71 81 lot 111 121 131 141 
Evolution in the Y direction Evolution in the Z direction 
(a) One started at (0，0，0,5) and one at (0.000001，0.000001，0.500001 ) 
X® 
X T 1 
• • • • •  ^^ 
::: 、 ！ . 關 [ ； 
•a • • • 
-as •-




。 . ^ ^ ^ ^ • . r ；. ： •• •• •• •• •• • •，: I ^ ^ l j ^ 、 
• • 
I II 21 41 ftl 41 n tl 91 101 in 121 131 141 
Evolution in the Y direction Evolution in the Z direction 
(b) One started at (-0.2, -0.4,0,4) and one at (-0.200001, -0.400001,0.400001) 
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Graph 6.10 SIC for Lorenz Mapping 
The vertical lines represent the distances between two initially very close trajectories (initial 
separation of 10"^  in each of the three directions). 
(Hi) Sensitivity to Initial Conditions (SIC) 
We demonstrated the property of SIC of the network model by feeding in two 
very close initial points ( a separation of 10-6 in each of the three dimensions ) and 
watching the distance between the two trajectories evolved in time. We tested the 
network with three different pairs of initial values and the result can be found in 
Graph 6.10. We could see that the separation between the two trajectories was 
almost undetectable in the first eighty steps. After that, the separation increased and 
the two trajectories diverged away from each rapidly. 
(iv) Lorenz Attractor 
The Lorenz attractor is the first strange attractor discovered and studied. To 
display the Lorenz attractor in a two dimensional space, we could project the 
trajectories onto the (Y，Z) plane. The spiral-like object in Graph 6.11 was the Lorenz 
attractor obtained by plotting Z⑴ against Y⑴ in a trajectory evolved by the network 
model. It was a very complex structure with irregular orbits revolving about two 
unstable fixed points. The Lorenz attractor is indeed something between a surface and 
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a volume. If we calculate its Hausdorff dimension, we find a number very close to 
two, but slightly greater: D = 2.06. This result confirms the idea that the Lorenz 
attractor is a strange attractor. 
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Graph 6.11 Lorenz Attractor 
The Lorenz attractor was obtained by projecting a trajectory onto the (Y，Z) 
plane. This trajectory was evolved by the network model from a starting 
point (-0.014177, -0.029373，-0.008488 ) 
To calculate the dimension experimentally, we had plotted the logarithms of 
C(r) against r and the results is shown in Graph 6.12. A rough estimation of the slope 
gave d = 2,1, very close to the true value D = 2.06. 
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Graph 6.12 In C(r) v.s. In r in Lorenz Mapping 
C(r) oc rd where d is a good approximation to the Hausdorff dimension. A rough 
estimation of the gradient gave d = 2.1. The data was obtained from a trajectory of 
1000 points with a starting point of (-0.014177, -0.029373, -0.008488 ) 
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6.5 Conclusion 
Chaos can be observed in biological neurons [Yao90, Babloyantz85, 
SkardaST, Guevara83, Babloyantz86, Holden82, King84] and an indepth study by 
Skarda and Freeman [Skarda87] supports the hypothesis that neural dynamics is 
heavily dependent on chaotic activities. Chaos keeps the brain primed to receive 
capricious and unpredictable new input. Nevertheless chaotic activity is rarely 
included in connectonist models. This may due to the traditional view on chaotic 
behaviour that it is an undesirable phenomenon and something to be eliminated. Most 
applications require a network to converge either to a stable or an oscillatory state. 
In this chapter, we tried to induce chaotic behaviour in recurrent neural 
networks. Several issues on similar topics had already been reported by other 
researchers [Aihara90, Choi83, Han90, Yu90, Riedel88, Ghauvet92, Groot90]. 
However our work was different from theirs in that we trained a network to "learn" a 
particular chaotic model while the chaos produced in the previous models can hardly 
be under control. We had trained a ring-structured recurrent network to learn two 
classical chaotic system by error backpropagation, the Henon model and the Lorenz 
model. It was exciting to find that a recurrent network could indeed learn to generate 
chaotic series and its behaviour after training did exhibit some characteristic features 
of chaos, like long term unpredictability, sensitivity to initial conditions and 
convergence to strange attractor, e.t.c. 
Although the importance of chaotic activities in connectionist models is still 
unknown to us at the present stage, it is an interesting area for future research. More 
intellectual studies in this direction may be able to shed some light on tackling some 
currently unresolvable problems in artificial neural networks. 
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In this project, we have devised and implemented an efficient learning 
algorithm for a new kind of recurrent models called the locally connected recurrent 
network. Traditionally we use to consider a fully connected architecture for recurrent 
networks but this general structure has imposed a great burden on the speed of the 
training process. The Real Time Recurrent Learning Rule (RTRL) by Williams and 
Zipser [Willams89] is currently the most commonly used method for training fully 
connected recurrent networks but this learning rule is, as expected, very inefficient 
and is practically with very limited usefulness. The computational complexity of 
RTRL is of order 0(N4) where N is the total number of non-input units, thus the 
training time will soar up very rapidly in some large scale applications which may 
involve more than a hundred of processing elements. The locally connected recurrent 
network is, on the other hand, simpler in structure since each unit in the network is 
connected to a number of its neighbours only. The new on-line learning rule has a 
much lower complexity in both time 0(ran+np) and space 0(np) (space complexity of 
RTRL is 0(N3))，where m, n and p are the number of output units, hidden units and 
input units respectively. It is also more local in space than RTRL in the sense that 
updating the weight vector of a unit needs only the information from those units in its 
vicinity. The comparisons between the new learning rule and RTRL in the tasks of 
sequence recognition and time series prediction have shown that the locally connected 
recurrent network can leam a task in a much shorter time (an average speedup of fifty 
times) although both can perform equally well in the recalling and testing phase. 
The experiments reported in the second part of this thesis show that the Ring-
Structure Recurrent Network (RRN), which is the simplest kind of the locally 
connected recurrent models, has a strong representational power for sequence 
recognition, reproduction and generation, the three basic operations for processing 
temporal sequences. In (i) sequence recognition, the network showed a strong 
temporal memorizing power. The recognition rate was above 90% in four different 
training sets and it could leam to identify all twenty-four possible combinations of "a", 
"b", "c" and "d" in less than five minutes time. The network's performance on time 
warped sequences was especially good and the recognition rate was as high as 94% in 
three different tests in which each input signal might repeat one to five time steps 
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arbitrarily. In (ii) sequence reproduction, we trained the network to model and predict 
four non-linear dynamic systems including a quasiperiodic series with white noise, a 
chaotic series and two real life examples, the sunspots numbers and the Hong Kong 
Hang Seng Index. The network could model the first three systems fairly accurately 
and the correlation coefficient between predictions and observations in one-step ahead 
forecasting of the four series are 0.97，0.99, 0.94 and 0.73 respectively. We had also 
compared RRN with a statistical approach, called the threshold autoregressive model 
t a r , and another feedforward connectionist approach, called the autoregressive 
connectionist net CNAR, in modelling the sunspots numbers and RRN showed itself 
to be a strong contender with the other two approaches in this modelling task. In (Hi) 
sequence generation, we trained the network to learn two classical chaotic systems, 
the Henon model and the Lorenz model, and the network, after training, could indeed 
generate chaotic series exhibiting the characteristic features of chaos. 
The experimental results show that the locally connected recurrent networks 
have strong representational power for sequence recognition, reproduction and 
generation. Besides it has another advantage that its design has much flexibility for 
running on interconnected parallel computers, giving a computational complexity of 
order 0(m+n+p), i.e. the training time increases only linearly with the network size. 
Each processing element in the computer network needs only to communicate with 
those elements directly connected to it if the parameter x in the model is set to one. In 
conclusion, the locally connected recurrent model with the new on-line learning rule 
has many good features and is much better that the commonly used RTRL algorithm 
in many important aspects like computational complexity, storage complexity and 
local computations. Therefore it should be preferred in general for tackling problems 
with temporal extent and is especially useful for those large-scale applications 
involving a large number of processing units. 
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Series 1 
Sine Function with White Noise 
No, of points = 120 
(The data is read row by row from left to right.) 
-0.180969 0.118930 0.104944 0.736404 0.651928 0.793800 
0.736448 0.836757 1.158834 0.760773 0.773535 0.907375 
0.996656 0.594429 0.861232 0.713821 0.315226 0.153873 
0.083206 -0.069858 -0.463144 -0.467545 -0.854290 -0.878212 
-0.796415 -1.164622 -0.848104 -0.916595 -1.054434 -1.154399 
-0.967679 -0.899223 -0.859234 -0.352646 -0.302317 -0.302570 
-0.180420 0.252078 0.448496 0.389984 0.826687 0.726951 
0.630018 0.928172 1.204885 0.780823 0.978140 0.958980 
0.735303 0.738670 0.586788 0.545670 0.567881 0.343784 
-0.057404 -0.002979 -0.092661 -0.636261 -0.484829 -0.993721 
-0.733427 -0.975734 -1.062399 -0.854645 -1.158682 -1.168651 
-0.656782 -0.717048 -0.423931 -0.648926 -0.575388 -0.012576 
-0.024948 -0.008221 0.249567 0.438400 0.670177 0.788780 
0.822141 0.822993 1.211248 1.146667 0.834951 1.156276 
1.012342 0.969902 0.542720 0.456512 0.388605 0.121295 
0.203217 -0.269397 -0.351587 -0.315704 -0.426189 -0.730614 
-07469^^1 -0.947063 -1.001821 -1.202011 -0.902334 -1.089580 
-0.850614 -0.949760 -0.516674 -0.335022 -0.504969 -0.172168 
-0.165695 0.388431 0.519587 0.568085 0.672344 0.757164 
0.691617 0.896541 0.813024 0.950531 1.122350 1.103511 
137 
�…•…… Series 2 
Logistic Map 
No. of points = 120 
(The data is read row by row from left to right.) 
-0.361938 0.738001 -0.089291 0.984054 -0.936725__-0.754908 
.0,139772 no^ nQOR -0 R46763 -0.434017 0.623259 0.223097 
0.900455 一0.621640 0.227127 0.896827 -0.608596__0.259222 
0.865608 " ^ . 4 9 8 5 5 4 0-502887 0.494209 0 . 5 1 1 5 1 5 _ _ 0 . 4 7 6 7 0 5 
0.545504 ~ . 4 0 4 8 5 0 0^79192 0-096315 0 .981447__-0 .926476 
-0.716717 一0-027366 n QQRS09. -0.994013 -0.976125___-0.905639 
-0.640364 ~0.179869 -0.749551 -0.123652__0.969420 
.0.879552 -o《〜力9 n d m 0 . 6 7 8 2 4 5 0.079967____0.987211 
-0.949170 一0-801846 0.836506 -0.399486__0.680822 
0.072964 O o g Q i 《 ， - 0 . 8 3 4 1 3 6 -0.391565___0.693354 
0.038520 ~ . Q 9 7 0 3 2 -0.952870 -0.815922____-0.331459 
0.780270 —0-217642 n Qns964 -0.639006 0 . 1 8 3 3 4 4 _ _ 0 . 9 3 2 7 7 0 
•0.740121 ~ 0 9 5 5 5 8 nQ«l7^7 -0.927617 -0.720945-0.039523 
0.996876 "^-987523 -H Q^ OdO^  -0.806533 -0.300992__0.818807 
•0.340890 "~0-767588 -H 0.936360 -0.753540___-0.135644 
0.963201 -n 0-569766 0350734___0 .753972 
,0.136947 ~ Q62491 -H «^777Q -0.454463 0 . 5 8 6 9 2 7 _ _ 0 3 1 1 0 3 4 
0.806516 ~Q.30Q936 0-818874 -0.341111 0 7 6 7 ^ - 0 . 1 7 7 4 5 8 
0.937017 ^ . 7 5 6 0 0 2 -H l ^^ORO 0-959056 -0 . 839579_ _-0 . 409785 
0.664153 0.117803 0.972245 -0.890^91 -0.586055 0.313078 
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Sunspots Numbers from 1700 to 1979 
No. of points = 280 
(The data is read row by row from left to right and is normalized by a factor of 200.) 
0 .025000 0 .055000 0 .080000 0 .115000 0 .180000 0 .290000 
0 .145000 0 .100000 0 .050000 0 .040000 0 .015000 0 .000000 
0 .000000 0 .010000 0 .055000 0 .135000 0 .235000 0 .315000 
0 .300000 0 .195000 0 .140000 0 .130000 0 .110000 0 .055000 
0.1Q5QQ0 0 .200000 0 .390000 0 .610000 0 .515000 0 .365000 
0 .235000 0 .175000 0 .055000 0 .025000 0 .080000 0 .170000 
0 .350000 0 .405000 0 .555000 0 .505000 0 .365000 0 .200000 
0 .100000 0 .080000 0 .025000 0 .055000 0 .110000 0 .200000 
0 .300000 0 .404500 0 .417000 0 .238500 0 .239000 0 .153500 
0 .061000 0 .048000 0 .051000 0 .162000 0 .238000 0 .270000 
0 .314500 0 .429500 0 .306000 0 .225500 0 .182000 0 .104500 
0 .057000 0 .189000 0 .349000 0 .530500 0 .504000 0 .408000 
0 .332500 0 .174000 0 .153000 0 .035000 0 .099000 0 .462500 
0 779000 0.62Q500 0.424000 0 .340500 0 .192500 0 .114000 
0 .051000 0 .120500 0 .414500 0 .660000 0 .654500 0 .590500 
0 .449500 0 .333000 0 .300000 0 .234500 0 .205000 0 .106500 
0 OROOOO 0.032000 0 .020500 0 .034000 0 .072500 0 .170000 
0 .225000 0 .215500 0 .237500 0 .211000 0 .140500 0 .050500 
0 .040500 0 .012500 0.000000 0 .007000 0 .025000 0 .061000 
n n 6 Q 5 0 0 0 .177000 0 .229000 0 .205500 0 .150500 0 .119500 
0 .078000 0 .033000 0.020000 0 .009000 0 .042500 0 .083000 
0 .181500 0 .248000 0 .321000 0 .335000 0 .354500 0 .239000 
0 .137500 0 .042500 0.066000 0 .284500 0 .607500 0 .691500 
0 ,516000 0.4285Q0 0.323000 0 .183500 0 .121000 0 .053500 
0 .075000 0 .200500 0.307500 0 .492500 0 .623500 0 .481500 
0.333000 0.322500 0.270500 0.195000 0.103000 0.033500 
0.021500 0.113500 0.274000 0.469000 0.479000 0.386000 
0,295500 0.22QQQQ 0.235000 0.152500 0.081500 0.036500 
0.188000 0.370000 0.695000 0.556000 0.508000 0.331000 
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0.223500 0.085000 0.056500 0.062000 0.017000 0.030000 
0.161500 0.271500 0.298500 0.318500 0.317500 0.261000 
0.127000 0.065500 0.034000 0.031500 0.035500 0.178000 
0.365000 0.425500 0.390000 0.320000 0.209000 0.131000 
0.133500 0.060500 0.047500 0.013500 0.025000 0.122000 
0.210000 0.317500 0.269000 0.310000 0.242500 0.219500 
0.093000 0.028500 0.018000 0.007000 0.048000 0.237000 
0.285500 0.519500 0.403000 0.318000 0.188000 0.130500 
0.071000 0.029000 0.083500 0.221500 0.319500 0.345000 
0 补 QOOO 0.324500 0.178500 0.106000 0.055500 0.028500 
0.043500 0.180500 0.398500 0.572000 0.548000 0.444000 
0.339000 0.237500 0.153000 0.081500 0.048000 0.166000 
0.463000 0.758000 0.681500 0.673500 0.419500 0.347000 
0.157500 0.069500 0.022000 0.190000 0.708500 0.951000 
0.924000 0.795000 0.561500 0.269500 0.187500 0 .139500 
0.051000 0 075500 0.235000 0.469000 0.529500 0.527500 
0.522500 0.333000 0.344500 0.190000 0.172500 0.077500 
0.063000 0.137500 0.462500 0.777000 
I 
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A Quasiperiodic Series with White Noise 
No. of points = 120 
(The data is read row by row from left to right.) 
-0.108582 0 .665570 0.808811 0 .771879 0 .005484 -0.483347 
-0.665532 -0.382781 0 .104416 -0.032921 -0.126764 -0.130007 
0.Q7R378 0.218050 0.718852 0.628293 -0.016077 -0.641902 
-0.901133 -0.636127 -0.072675 0 .717874 0 .824155 0 .562736 
0 .041766 -0.634958 -0.505763 -0.270977 -0.041776 -0.018208 
-0.060992 -0.190523 -0.129868 0 .409432 0 .611607 0 .422647 
-0.108252 -0.582979 -0.887171 -0.764411 0 .110339 0 .674945 
0 .809452 0 .623125 0.132047 -0.631506 -0.591786 -0.309447 
-0.078433 0 .094191 -0.033600 -0.083214 0 .135516 0 .423101 
0 .553343 0 .602402 0.149615 -0.711793 -0.856281 -0.835007 
0 .079559 0 .676776 0 .904502 0 .717250 -0.104324 -0.637375 
-0,462239 -0.291622 0.131314 0.021260 -0.140021 -0.013973 
-nOMQfSQ 0 ,211898 0.532313 0 .463040 0 .016434 -0.616395 
-0.977387 -0.768421 0.135864 0.786402 0.861143 0.759987 
0.087790 -0.377686 -0.647826 -0.347112 0.027951 0.079204 
0.121930 -0.168065 -0.005740 0.431597 0.717744 0.521259 
0.071457 -0.634459 -0.961265 -0.819608 0.049484 0.608469 
0,960303 0 .519807 0.075668 -0.401013 -0.685554 -0.320132 
-0.099417 0 .239486 0.106540 -0.069765 0 .017734 0.315691 
0 .483140 0 .474109 -0.103070 -0.659718 -0.868531 -0.600110 
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Hang Seng Daily Closing Index in 1991 
No. of points = 100 
(The data is read row by row from left to right and is offset by 3846 and then normalized by a factor 
of 405，i.e. normalized data = [ original data - 3848 ] + 405.) 
0.434568 0.548148 0.503704 0.570370 0.555556 0.530864 
-0.311111 0.000000 0.037037 0.486420 0.427161 0.328395 
0.296296 0.276543 0.370370 0.432099 0.437037 0.390123 
0.350617 0.301235 0.227160 0.274074 0.291358 0.301235 
0.311111 0.259259 0.222222 0.128395 0.037037 0.153086 
0.138272 0.130864 0.195062 0.222222 0.266667 0.432099 
0.528395 0.604938 0.540741 0.523457 0.538272 0.562963 
0.513580 0.417284 0.429630 0.456790 0.419753 0.412346 
0.370370 0.328395 0.427161 0.348148 0.303704 0.345679 
0.387654 0.424691 0.469136 0.345679 0.375309 0.424691 
0.469136 0.466667 0.580247 0.728395 0.713580 0.837037 
nQSRn?5 094^210 1.000000 0.967901 0.896296 1.044444 
0.864198 1.019753 0.869136 0.953086 0.975309 0.918519 
0.874074 0-R172R4 0.733333 0.743210 0.614815 0.681481 
0.772839 0.762963 0.844444 0.876543 0.691358 0.614815 
0.612346 0.758025 0 .797531 0.832099 0 .812346 0.824691 
0.725926 0.735802 0.849383 0.958025 
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Network Model for the 
Quasiperiodic Series with White Noise 
No. of input units = 3 
No. of hidden units = 10 
No. of output units = 3 
Connections in the hidden layer: 
Hidden Bias Connection from Feedback Connection from Input 
Unit the Last Unit Connection the Next Unit Connection 
1 -0.312331 0.073599 -0.265839 0.907467 0.556653 
2 -1.460855 -1.272940 0.298654 -0.856938 0.354605 
3 0.958811 -0.996356 2.851776 -5.241494 0.521465 
4 -1.856934 2.134002 1.399899 -0.732952 0.155088 
5 -0.759924 0.005309 2.412179 -4.921244 0.020957 
6 -2.460710 4.408292 7.014471 -1.513050 0.038880 
7 9.142141 0.735754 3.238613 1.918720 -0.383751 
8 -0.151487 -0.685599 0.298356 0.026449 0.936334 
9 0.330932 -0.002404 -0.475628 -0.036942 -0.080425 
10 -0.434981 0.043561 -0.018478 -0.203853 0.070259 
Connections to the output unit: 
Bias = 0.200338 
Weights: 
-0.713373 -0.652478 2.185980 -0.954231 2.243113 
0.948691 -1.328742 -0.446346 0.125699 0.293394 
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Network Model 
for the Logistic Map 
No. of input units = 1 
No. of hidden units =10 
No. of output units = 1 
Connections in the hidden layer: 
Hidden Bias Connection from Feedback Connection from Input 
Unit the Last Unit Connection the Next Unit Connection 
1 1.980330 0.184396 0.705929 0.799247 2.994597 
2 1.709818 0.273246 0.669937 0.566537 -2.543525 
3 -0.380420 -0074755 0.074676 -0.551319 0.777363 
4 0.385096 0.390299 1.225864 0.598481 0.259598 
5 0.002263 -0.498826 -0.747738 -0.379266 -0.042256 
6 -1.248197 0.077136 0.588396 -0.196661 -1.327744 
7 0.026603 0.149445 0.278969 0.621209 0.350518 
8 -0.190564 -0.447076 0.129589 0.044202 0.597976 
9 -1.089629 -0.192015 -0.108046 -0.060708 -1.380654 
10 -0.523850 -0.440365 -0.121344 -0.586432 0.208088 
Connections to the output unit: 
Bias = -3.515890 
Weights: 
3.762543 6.022471 -0.60^391 -3.058022 0.390343 
-1.838826 -1.548232 -0.718744 -1.966202 0.086944 
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Network Model 
for the Sunspots Numbers 
No. of input units = 3 
No. of hidden units = 10 
No. of output units = 3 
Connections in the hidden layer: 
Hidden Bias Connection from Feedback Connection from Input 
Unit the Last Unit Connection the Next Unit Connection 
1 0.962939 0.283108 1.211662 -2.704405 0.248782 
2 2.401614 -3.469070 -0.988734 5.057779 -2.237493 
3 1,724426 -3.454445 0.936260 -0.233852 5.377007 
4 -3.741828 3.702961 4.213234 -2.043765 3.087049 
5 -1.214396 -0.623088 -0.411276 -0.377749 -0.346784 
6 -0.410666 0.521009 -0.295586 -0.181584 0.647869 
7 -0.185550 -0.418113 -0.887666 0.042225 -0.065636 
8 -0.320788 -0.454860 0.139603 0.125893 0.275152 
9 -0.595480 •0.173468 1.181663 -0.902475 2.328758 
10 -1.130727 0.655427 1.443032 1.916778 1.166934 
Connections to the output unit: 
Bias = 0.073388 
Weights: 
1.596474 -2.439226 0.602158 0.311827 1.027577 
0,742259 -0.190473 0.035007 -1.280313 2.128978 
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Network Model 
for the Hang Seng Index 
No. of input units = 3 
No. of hidden units = 10 
No. of output units = 3 
Connections in the hidden layer: 
Hidden Bias Connection from Feedback Connection from Input 
Unit the Last Unit Connection the Next Unit Connection 
1 0.520241 0.355129 -3.041545 2366807 0.821677 
2 2.655379 -3.351483 -7.292053 0.087110 -2.890137 
3 -5.477821 -1.527509 -40.080776 16.343527 124.693970 
4 0.555068 2.092120 1.063174 0.998318 2.222167 
0AS5548 -1.267736 -0.309767 -1.698031 0.082617 
6 0.814632 -0.674187 -0.124783 -0.617283 -0.416657 
7 1 0.181257 -1.448989 1.500891 -0.981088 
8 1.036800 -2.210096 -2.059482 -0.053082 -0.113616 
9 0.338695 -0.158019 -0.602587 -0.216617 0.483054 
10 -0.876504 0.155658 0.080272 0.950576 1.330993 
Connections to the output unit: 
Bias = 0.881448 
Weights: 
-0.483542 -3.264710 -0.012048 -1.570879 2.350639 




No. of points = 550 
(The data is read row by row from left to right.) 
-0.361938 0 .816601 -0.042153 1.242493 -1.173949 -0.556670 
0.213981 0 .768896 0 .236513 1.152355 -0.788137 0 .476082 
0 ,446243 0 .864039 0.088685 1.248201 -1.154602 -0.491888 
0.314885 0 .713620 0 .381510 1.010317 -0.314583 1.164547 
-0.993014 -0.031142 0 .700738 0 .303210 1.081511 -0.546569 
n Q06221 -0.313701 1.134095 -0.894749 0 .219422 0 .664171 
0.448255 0 .917946 -0.045198 1.272524 -1.280603 -0.914164 
-0.554156 0 .295827 0.711235 0 .380552 1.010623 -0.315737 
1.163621 -0.990340 -0.023997 0 .702092 0 .302695 1.082354 
-0.549277 0 .902319 -0.304636 1.140772 -0.913295 0 .174480 
0.683391 0 .398512 0.982681 -0.232374 1.219208 -1.150767 
-0 dRR907 0 , ^21085 0 .709204 0 .392167 0 .997448 -0.275214 
1.193195 -1.075763 -0.262214 0 .581012 0 .448730 0 .892401 
0 .019687 1.267178 -1.242130 -0.779887 -0.224152 0 .695692 
0.255171 1-117550 -0.671935 0 .703171 0.106191 1.195164 
-0.967927 0 .046914 0.706541 0 .315195 1.072875 -0.516928 
0 .947763 -0.412634 1.045956 -0.655422 0 .712377 0 .092900 
1.201630 -0.993612 -0.021682 0 .701258 0 .305027 1.080119 
-0.541813 0 .913050 -0.329669 1.121761 -0.860588 0 .299673 
0.616098 0 .558494 0.748148 0 .383932 1.018080 -0.335901 
1.147462 -0.944108 0 .096364 0 .703767 0.335505 1.053541 
-0.453276 1.028420 -0.616689 0 .776098 -0.028266 1.231711 
-1.132436 -0.425862 0.406368 0 .641053 0 .546582 0 .774064 
0 .325130 1.084226 -0.548225 0 .904497 -0.309827 1.136959 
-0.902693 0 .200290 0 .673029 0 .425931 0.947925 -0.130207 
1.260642 -1.263968 -0.858469 -0.410947 0.506031 0.518221 
0.775835 0.312780 1.095787 -0.587214 0.845987 -0.178136 
1.209371 -1.101049 -0.334421 0.513112 0.531075 0.759076 
0.352647 1.053619 -0.448364 1.034644 -0.633191 0.749089 
0.024454 1.223890 H o 8 9 7 3 2 -0.295355 0 .550952 0 .486426 
147 
Appendix L Lorenz Model 148 
0.834031 0.172077 1.208754 -0.993899 -0.020343 0.701251 
0.305443 1.079762 -0.540606 0.914772 -0.333712 1.118522 
-0.851642 0.320144 0.601018 0.590332 0.692417 0.505881 
0.849443 0.141589 1.226767 -1.064462 -0.218281 0.613956 
0.406797 0.952510 -0.148145 1.255027 -1.249574 -0.809500 
-0.292278 0.637553 0.343253 1.026315 -0.371675 1.114496 
-0.850443 0.321794 0.599895 0.592714 0.688134 0.514874 
0.835308 0.177627 1.206420 -0.984341 0.005427 0.704656 
0.306471 1.079902 -0.540723 0.914637 -0.333401 1.118772 
-0.852332 0.318573 0.602216 0.587843 0.696882 0.496450 
0.864017 0.103800 1.244121 -1.135832 -0.432923 0.396859 
0.649627 0.528236 0.804242 0.252944 1.151700 -0.781094 
0.491359 0.427665 0.891351 0.015990 1.267047 -1.242775 
-0.782172 -0.229343 0.691711 0.261348 1.111890 -0.652414 
0 7^7665 0.042466 1.218775 -1.066838 -0.227767 0.607320 
0.415298 0.940735 -0.114386 1.263903 -1.270745 -0.881541 
-0.469183 0.427352 0.603564 0.618201 0.646028 0.601168 
0.6R7R44 0.517969 0.830744 0.189200 1.199108 -0.956243 
0 07Q571 0.704263 0.329491 1.059289 -0.472084 1.005779 
-0.557852 0.866055 -0.217428 1.193632 -1.059888 -0.214619 
0.617548 0.401703 0.959353 -0.167990 1.248297 -1.231940 
-0.750257 -0.157622 0.740141 0.185782 1.173721 -0.872935 
0.285295 0.624169 0.540166 0.778759 0.312998 1.096473 
-0.589255 0.842832 -0.171289 1.211774 -1.107141 -0.352533 
0.493866 0.552775 0.720376 0.439314 0.945917 -0.120869 
1.263322 -1.270637 -0.881328 -0.468624 0.428149 0.602776 
0.619770 0.643072 0.606973 0.677138 0.540170 0.794644 
0.278007 1.130190 -0.704859 0.643499 0.208814 1.132005 
-0.731366 0.590748 0.292014 1.057843 -0.479041 0.996081 
-0.532760 0.901458 -0.297505 1.146524 -0.929577 0.134199 
0.695914 n.:^62245 1.025064 -0.362384 1.123668 -0.876396 
0.261802 0.641125 0.503083 0.838007 0.167767 1.211998 
-1.006186 -0.053775 0.694096 0.309391 1.074217 -0.522701 
0.939762 -0.393224 1.065454 -0.707236 0.619381 0.250744 
1.097793 -0.611984 0.805003 -0.090837 1.229949 -1.145135 
-0.466884 0.351286 0.687172 0.444299 0.929789 -0.077022 
1.270631 -1.283413 1 ^ 9 2 4 8 1 8 -0.582426 0 .247646 0.739412 
148 
Appendix L Lorenz Model 149 
0.308872 1.088261 -0.565376 0.878968 -0.251232 1.175326 
-1.009317 -0.073611 0.689619 0.312113 1.070505 -0.510741 
0.955953 -0.432606 1.024778 -0.600021 0.803399 -0.083635 
1.231227 -1.147378 -0.473698 0.341641 0.694485 0.427260 
0.952774 -0.142711 1.257319 -1.256006 -0.831374 -0.344458 
0.584476 0.418405 0.930255 -0.086002 1.268721 -1.279317 
-nQ106Q5 -0.544906 0.311100 0.701031 0.405307 0.980326 
-0.223863 1.223937 -1.164390 -0.530946 0.256018 0.748953 
0.291503 1.105722 -0.624219 0.786208 -0.052638 1.231983 
-1.140687 -0.452039 0.371718 0.670944 0.481284 0.876995 
0.067616 1.256698 -1.190721 -0.607933 0.125369 0.795616 
0.151404 1.206592 -0.992790 -0.017907 0.701714 0.305264 
1.080054 -0.541543 0.913440 -0.330585 1.121031 -0.858571 
0.304308 0.565586 0.735993 0.411315 0.983946 
-0.232015 1.219820 -1.152751 -0.494424 0.311938 0.715446 
0.376974 1.015680 -0.331157 1.151173 -0.954626 0.069516 
0.706R47 0.321370 1.067464 -0.498860 0.971834 -0.471903 
0.979781 -0.485530 0.963899 -0.446402 1.010185 -0.562584 
0.859954 -0.204105 1.199664 -1.076102 -0.261295 0.581584 
0.448076 0.893395 0.017006 1.267614 -1.244480 -0.787938 
-0.242528 0.681271 0 .277460 1.096604 -0.600317 0.824448 
-0.131695 明 -1-^3712 -0.432507 0.397999 0.648484 
0.530656 OSDfmi n.262501 1.143624 -0.752276 0.550801 
0.349583 0.994148 -0.278788 1.189433 -1.064286 -0.228957 
0.607324 0.414933 0.941161 -0.115617 
148 
Network Model 
for the Henon Map 
No. of input units = 3 
No. of hidden units = 10 
No. of output units = 3 
Connections in the hidden layer: 
Hidden Bias Connection from Feedback Connection from Input 
Unit the Last Unit Connection the Next Unit Connection 
1 -1.554813 -0.181006 -0.322118 0.878253 -1.609807 
2 0.714692 0.213477 -0.325132 0.655632 -2.329634 
^ 似 0,209961 1.064234 0.339907 2.671202 
d 0 0.253904 0.378007 0.430828 -0.058434 
5 -0.153184 -0.084667 -0.402211 -0.391434 0.180586 
6 -0.289625 0.372016 0.207151 -0.044645 0-624299 
7 -0.169447 -0.553966 0.482345 0.883503 -0.605349 
8 0.049229 -0.233898 -0.028210 0.480355 -0.490446 
9 -3.187051 -0.365383 -1.581013 -1.026021 2.526550 
10 -0.147158 -0.421734 -0.117228 0.394317 0.336123 
Connections to the output unit: 
Bias = -1.756079 
Weights: 
-2.949195 2.069855 3.677021 -1.242954 0.011128 




No. of points = 550 
(The data is read row by row from left to right for x, y and then z repeatedly and is normalized by a 
factor of 40.) 
-n 014177 -0.029373 -0.008488 -0.045067 -0.098381 -0.000255 
-0.145285 -0.310980 0 .065074 -0.396173 -0.688708 0.560183 
-0.419703 -0.086982 1.204391 -0.045257 0 .237100 0.837368 
0 .124190 0 .212474 0 .686771 0 .179947 0 .217103 0.643263 
0 .211466 0 .238614 0 .651074 0 .231426 0 .241622 0 .689132 
0 .228856 0 .214208 0 .714595 0.208061 0 .185376 0 .699282 
0 .191035 0 .182208 0 .661629 0 .192506 0 .203980 0.634933 
0 .211058 0 .234076 0 .641933 0.231415 0 .245107 0.681263 
0 .232664 0 970R6R 0 .714992 0 .212283 0 .187570 0 .706412 
0 .191776 0 .178694 0 .668110 0.189371 0 .197792 0 .635472 
0.206455 0 .229927 0 .635239 0 .229488 0 .247844 0.672547 
0 .235790 n 9 9 R 9 4 « 0 - 7 n 6 R l 0 .217057 0 .191161 0.713355 
0 .193378 0 .175882 0 .675727 0 .186659 0 .191379 0.637513 
0 .201493 0 .224552 0.629361 0 .226497 0 .249180 0 .662724 
0 .238220 0 .235980 0 .710224 0.222341 0 .196280 0.719703 
0 .195961 0 .173995 0 .684390 0 .184536 0 .184916 0 .641180 
0 .196323 0.218041 0 .624637 0 .222430 0 .248834 0.652139 
0 .239680 0 .243656 0 .704362 0.227965 0 .203037 0.724981 
n i Q Q ^ i 7 O 0.183181 0 .178605 0 .646579 
0.191120 0.210531 0.6214QO 0.217329 0.246587 0.641236 
0.239900 0.250757 0.695942 0.233678 0.211462 0.728612 
0.204410 0.174112 0.704222 0.182783 0.172676 0.653785 
0.186082 0.202205 0.619962 0.211293 0.242309 0.630542 
0.238629 0.256671 0.684974 0.239143 0.221452 0.729928 
0.210361 0.176781 0-714841 0.183552 0.167399 0.662843 
0.181435 0 0 . 6 2 0 6 1 4 0.204479 0.235975 0.620641 
0.235670 0.260738 0.671674 0.243928 0.232709 0.728202 
0.217419 0.181698 0.725336 0.185710 0.163101 0.673752 
0.177433 0.184014 0.623621 | 0.197103 0.227672 0.612148 
151 
Appendix L Lorenz Model 152 
0.230903 0.262311 0.656506 0.247518 0.244679 0.722712 
0.225427 0.189259 0.735013 0.189486 0.160191 0.686442 
0.174362 0.174685 0.629222 0.189431 0.217594 0.605677 
0.224315 0.260834 0.640186 0.249339 0.256494 0.712855 
0.234071 0.199801 0.742917 0.195108 0.159194 0.700741 
0.172554 0.165624 0.637631 0.181784 0.206029 0.601825 
n,216Q17 0.255926 0.623660 0.248812 0.266977 0.698304 
0.242826 0.213478 0.747775 0.202761 0.160783 0.716296 
0.172392 0.157224 0.649035 0.174536 0.193343 0.601151 
0.206251 0.247442 0.608055 0.245426 0.274703 0.679193 
0.250908 0.230074 0.748002 0.212535 0.165811 0.732468 
0.174328 0.149985 0.663578 0.168120 0.179961 0.604177 
0.195393 0.235513 0.594592 0.238835 0.278173 0.656274 
0.257255 0.248745 0.741809 0.224321 0.175298 0.748149 
0.178885 0.144589 0.681329 0.163052 0.166359 0.611394 
0.183941 0.220537 0.584507 0.228946 0.276069 0.631013 
0.260566 0.267751 0.727511 0.237649 0.190312 0.761509 
014901^ 0.702200 0.159964 0.153082 0.623273 
m79<;riQ 0.578979 0.215994 0.267550 0.605528 
n^^QdSS 0.704084 0.251466 0.211624 0.769703 
0.198178 0.143729 0.725755 0.159656 0.140799 0.640285 
0.161829 0 1^4101 0.579097 0.200569 0.252493 0.582390 
0.252728 n 9Q4R74 0.671901 0.263897 0.238979 0.768714 
0.213872 0.151847 0.750827 0.163163 0.130447 0.662885 
0.152787 0.164298 0.585868 0.183594 0.231576 0.564312 
0.239757 0.295758 0.633392 0.272121 0.269929 0.753741 
n?飞 ni6Q94n 0.774756 0.171821 0.123536 0.691429 
0.146511 0.144663 0-600278 0.166275 0.206171 0.553855 
0.220817 0.284430 0.593179 0.272643 0.298641 0.720777 
0.255545 0.198997 0.792106 0.187234 0.122725 0.725857 
0.144543 0.126270 0.623386 0.150069 0.178080 0.553252 
0.197239 0.260564 0.557377 0.262243 0.315965 0.669631 
0.275917 0.242235 0.793221 0.210900 0.132799 0.764687 
0.149134 0.110684 0.656425 0.136755 0.149206 0.564460 
0.171288 0.226422 0.532275 0.239539 0.312386 0.607042 
0.287255 0.764786 0.242841 0.161644 0.802249 
0.163640 0 .100983 0.700725 0.128750 0 .121362 0 .589449 
148 
Appendix L Lorenz Model 153 
0.145851 0.186148 0.523130 0.206341 0.283441 0.546661 
0.280148 0.332852 0.697290 0.278134 0.218382 0.822494 
0.192591 0.104406 0.756680 0.129901 0.096565 0.630741 
0.124283 0.144349 0.533854 0.167637 0.233456 0.504249 
0.248612 0.334618 0.600279 0.301468 0.299706 0.792535 
0.239443 0.137779 0.818155 0.147093 0.079003 0.692038 
nilOQQ^ 0.104797 0.567959 0.130101 0.173446 0.491671 
0.196836 0.285057 0.508326 0.287891 0.361142 0.681294 
0.295499 0.228591 0.850919 0.192098 0.083178 0.777100 
0.114004 0.070554 0.630799 0.100853 0.114712 0.515537 
0.138886 0.201497 0.459669 0.225529 0.331403 0.525223 
0.315842 0-359831 0.760867 0.273802 0.158638 0.868753 
0.152148 n o s n 5 4 0.733273 0.089955 0.063575 0.582455 
0.090655 0 115651 0.472727 0.139706 0.214660 0.427401 
0.241100 0.524631 0.334394 0.360598 0.808577 
0.260719 0.115567 0.879645 0.126269 0.026427 0.711749 
0.068142 0.045545 0.555203 0.069710 0.092550 0.440814 
0.114497 0.184272 0.381147 0.216087 0.349031 0.447890 
0.343843 0.421911 0.763098 0.296059 0.136853 0.931049 
017QQ?1 -0,003314 0.749556 0.046890 0.005892 0.573254 
n m o Q i ^ 0 m n 7 7 ^ 0.441211 0 .043214 0 .069239 0 .344036 
0.087586 0.155639 0.288536 0-193627 0.343711 0.343410 
0.363305 n ^01179 0 79.0107 0.333057 0.132591 1.006434 
0.113028 -0.064076 0.780061 0.001060 -0.060356 0.587104 
-n moQ^^n - f i r m snQ 0 454^41 -0.078673 -0.130648 0.369086 
-0.156716 -0.266923 0.363802 -0.297170 -0.448300 0.578497 
-0.360973 -0.288530 Q.942469 -0.195289 -0.005390 0.851711 
-0.058438 0.022913 0.645295 -0.013114 0.007135 0.492555 
-0.003361 -0.000141 0.377178 -0.002708 -0.003879 0.288911 
.0.005444 -0.010063 0.221380 -0.013477 -0.026288 0.170140 
-0.035937 -0.072107 0.134398 -0.099754 -0.202088 0.134282 
-0.266306 -0.501214 0330068 -0.455882 -0.461564 1.018954 
-0.218670 0.114630 0.971631 0.019729 0.160446 0.704177 
0.108092 0.166599 0.579997 0.165350 0.228544 0.539346 
0.236402 0.309253 0.607879 0.284706 0.292693 0.759857 
0.243710 0.166016 0.800026 0.166551 0.104471 0.702893 
0.131445 0.123370 0.593553 | 0.147662 0.186852 0.528115 
153 
Appendix L Lorenz Model 153 
0.206598 0.281596 0.550983 0.278130 0.329057 0.696670 
0.276422 0.219168 0.817928 0.193879 0.108235 0.755300 
0.132694 0.100021 0.632465 0.127371 0.147498 0.537865 
0.1704R1 0.235540 0.510712 0.249514 0.332135 0.607190 
0.2QR546 0.294029 0.791568 0.237040 0.138691 0.812434 
0.148313 0.083305 0.689415 0.114466 0.109915 0.568829 
0.134999 0.179583 0.496824 0.202232 0.289512 0.519926 
0.2SQ051 0.354454 0.693724 0.289244 0.218910 0.846378 
0.188171 0.085215 0.767495 0.115748 0.076947 0.625577 
n. 106403 0.123611 0.515640 0.147795 0.213646 0.468511 
0.235692 0.338798 0.548859 0.315237 0.341506 0.780597 
0.260875 0.144462 0.855165 0.146267 0.056080 0.716831 
nOQ^OQ6 0.073849 0.572853 0.100147 0.131449 0.471675 
0.156196 0.238449 0.443187 0.260613 0.375581 0.572112 
0.330056 0.319488 0.841311 0.235451 0.093300 0.850275 
n i 1 6 1 Q 6 0.034930 0.682572 0.072870 0.061578 0.536639 
ooRdQ-^n 0 n S Q 4 0 0.434691 0.143656 0.230240 0.401696 
0.258690 0.392545 0.534474 0.348216 0.347548 0.857110 
0.241819 0.074420 0.877854 0.102001 0.007202 0.688726 
n 0 09RR00 0.531132 0.049049 0.066494 0.414382 
0 0R4CT 0.140456 0.340789 0.171936 0.296569 0.358244 
0.323674 0 479.07'^ 0.632R00 0.353017 0.227899 0.9753% 
0.162373 -0.023234 0.821112 0.037178 -0.033220 0.618309 
-000明 99 -0.024175 0.472319 -0.019346 -0.035217 0.362996 
-0 074Q4R 0.2R3789 -0.095749 -0.177759 0.246986 
-0.223309 -0.401174 0.351371 -0.399621 -0.495182 0.835128 
M ？ - 0 m补7?. 0.QQ7687 -0.064939 0.092022 0.736943 
0.086835 0.562357 0.076537 0.121907 0.450869 
0.138079 0.221851 0.409275 0.248631 0.379040 0.522875 
0.343970 0.360201 0.833608 0.253309 0.093009 0.884157 
0.112526 0.012781 0.701711 0.055375 0.033002 0.542691 
0.054965 0.073333 0.425190 0.092427 0.152092 0.353880 
0.184027 0.311738 0.382905 0331008 0.461948 0.671916 
0.337508 0.199231 0.965544 0.152596 -0.017379 0.800318 
0.040191 -0.021358 0.605509 0.006696 -0.008238 0.462749 
-0 001406 -n 005777 0 .354392 -0.005526 -0.010446 0 .271538 
-0.013298 -0.025253 0.208548 -0.033805 -0.066409 0.163368 
154 
Appendix L Lorenz Model 153 
I -0.090592 I -0.181033 0.151089 -0.238992 -0.453247 0.298530 
I -0.442948 I -0.518638 0.930951 -0.261778 0.065891 1.009174 
-0.008076 I 0 .150143 0 .724001 0 .089772 0.150885 0 .580750 
0.146643 0.208577 0.519563 0.220794 0.304229 0.566323 
0.289670 0 . 3 2 4 4 Q ~ 0.735137 0.264833 0.186625 0.824770 
0.174853 0 . 0 9 4 0 1 ~ 0.731988 0.122996 0.101143 0.606779 
0.127732 0.157286"" 0.518933 0.180267 0.254598 0.507945 
0.265055 0.346288 0.634095 0.299948 0.271065 0.819176 
0.219736 0 . 1 1 4 4 ; 0.800863 0.133962 0.077646 0.665812 
0.108980 0.112566— 0.547285 0.137164 0.189433 0.482409 
0.212394 0.307107— 0.523247 0.300531 0.357236 0.722407 
0.283050 0.193293 0.856908 0.172861 0.070968 0.752350 
0.105478 0.072995"" 0.606705 0.101574 0.123388 0.498098 
0.147623 0.218734 0 454781 0.241749 0.351249 0.547957 
0.322676 n7QSSQ2 0.256209 0.128013 0.860312 
0.136034 0.045464 0.708897 0.083943 0.065952 0.561517 
0.091394 0.122236 0.457400 0.146807 0.229041 0.422422 
0.254926 0 . 3 7 9 4 2 ~ 0.544666 0.338878 0.341810 0.839940 
0.244621 0 . 0 9 1 1 3 ~ 0.869359 0.113008 0.021560 0.692409 
0.062064 0 . 0 4 4 5 6 7 " 0.538718 0.067003 0.092034 0.427097 
0.113847 0 . 1 8 6 0 ^ 0.370069 0.218977 0.356636 0.443320 
0.349755 0.425873 0 774Q3?, 0-293657 0.124439 0.936036 
0.122590 -0.011234 0 745065 0.039R68 -0.001092 0.568116 
0.021538 0 . 0 1 9 3 4 ~ 0.435954 0.029274 0.046571 0.336682 
‘ 0.059697 n 10791^ 0 ^ 7 3 2 2 0.253834 0.267349 
0.301327 0 . 4 9 7 4 7 ! " 0.506129 0.400855 0.320122 1.006425 
0.186942 - 0 . 0 5 7 0 ^ -0.885845 0.016225 -0.084004 0.654942 
-0.046724 -0.088618 0.507941 -0.090546 -0.144363 0.416874 
-0.167370 - 0 . 2 7 1 8 ^ 0.412867 -0.293058 -0.419767 0.611295 
-0.340036 - 0 . 2 7 3 0 ^ 0.909073 -0.198331 -0.036071 0.831568 
-0.079712 - 0 . 0 0 9 0 ^ 0.643122 -0.044112 -0.035552 0.496602 
-0.053007 - 0 . 0 7 8 0 ^ 0.389470 -0.097723 -0.166521 0.329717 
-0.202015 - m q Q i -Q.354793 -0.468381 0.736853 
-0.318708 -0.137724 nQ746S7 -0.122063 0.037265 0.769391 
-0.021406 0.032128 0.581067 0.009988 0.028487 0.444803 
0.027606 0 . 0 4 8 3 ‘ 0.343229 0.059384 0.106931 0.274393 
I 0.136266 I 0.251257 0.270242 0.298280 0.492875 0.502251 
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I 0 400451 0.326664 1.000096 0.191027 -0.052419 0.888811 
I g O ^ O -0.081767 0.657151 -0.043750 -0.085129 0.508567 
-0.086304 -0.138107 0.414810 -0.160599 -0.262526 0.403752 
-0.286593 -0.419103 0.590135 -0.345690 -0.291671 0.905008 
L j j j O ^ T T -0.038856 0.844379 -0.081284 -0.004518 0.652446 
- 0 . 0 4 1 1 8 ~ -0.029147 0.502602 -0.046339 -0.066783 0.391839 
^^^g^Qgjg^ -0.143806 0.323498 -0.177035 -0.308805 0.350578 
-0.335083 -0.483828 0.653471 -0.350163 -0.202542 0.989216 
L p ^ ^ a T " 0.037265 0.810505 -0.025881 0.042024 0.609003 
0.014543 0.038677 0.466245 0.037464 0.064347 0.361818 
I a 0 7 8 0 7 ~ 0.138118 0.297099 0.172013 0.307204 0.324062 
0.33898(7" 0.501868 0.639769 0.359838 0.202600 1.009256 
0.143161— -0.054588 0.817179 0.013343 -0.059201 0.611789 
-0.032390 -0.063789 0.471495 -0.066883 -0.110952 0.376164 
- 0 . 1 3 3 1 ^ -0.228219 0.346597 -0.263753 -0.421692 0.498498 
- 0 . 3 7 2 0 5 ~ -0.368804 0.894761 -0.237758 -0.034814 0.901540 
- 0 . 0 7 5 7 ^ 0.029743 0.685537 -0.014374 0.015185 0.521880 
O.OOlSlT" 0.010241 0.399529 0.008979 0.016796 0.306274 
O.O2O833"" 0.038725 or^SQSQ 0.051030 0.098474 0.189078 
0 . 1 3 1 5 ^ 0.256346 0.199947 0.315345 0.542626 0.479278 
0 . 4 2 3 4 ^ 0.305771 1.069093 0.162248 -0.112260 0.888474 
-0.021789 -0.127006 -0.091490 -0.143806 0.532753 
-0.150047 -0.237785 -0.335534 0.566172 
- 0 . 3 0 9 1 ^ -0.327931 0.781123 -0.254908 -0.145985 0.841957 
- 0 . 1 4 8 9 ^ -0.066200 0.710866 -0.101077 -0.085624 0.574076 
- 0 . 1 1 1 8 ^ -0.147061 0.481062 -0.171772 -0.256853 0.468001 
- 0 . 2 7 2 6 ^ -0.373799 0.615773 -0.318192 -0.282759 0.849975 
- 0 . 2 1 7 6 ^ -0.087981 0.821331 -0.115095 -0.049435 0.662103 
- 0 . 0 8 3 9 ^ -0.082604 0.527793 -0.106380 -0.152236 0.441861 
- 0 . 1 7 8 6 ^ -0.278625 0.445560 -0.293650 -0.401918 0.640257 
-0.324480 -0.254071 n«Qn4.1 -0.194778 -0.051389 0.811838 
-0.0907叾-0.029857 0.636949 -0.063313 -0.063177 0.498971 
-0.083977" -0.125505 0.405464 -0.151677 -0.249538 0.386923 
-0.278344 -0.419341 0.559447 -0.354334 -0.317894 0.900697 
L O . 2 1 8 2 ^ -0.039971 0.863295 -0.081275 0 .004814 0 .664684 
-0.03422~ -0.016562 0.509799 -0.032857 -0.044801 0.393783 
I -0.058015 -0.098929 0.312640 -0.124768 -0.224692 0.290122 
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-0.268628 -0.449806 0.461084 -0.395473 -0.387594 0.934506 
-0.230724 0.007477 0.920485 -0.048331 0.066200 0.683740 
0.020857 0.060602 0.522254 0.054729 0.090792 0.410188 
0.106199 0.179478 0.351562 0.212960 0.354857 0.419752 
‘ 0.353878 0.444317 0.764439 0.302717 0.125517 0.952742 
0.120199 -0.023636 0.753395 0.030568 -0.015396 0.571694 
0.006545 -0.003206 0.437362 0.002269 0.001384 0.334977 
0.002936 0.004946 0.256595 0.006672 0.012698 0.196676 
0.017161 0.033963 0.151574 0.046837 0.094826 0.123010 
0.131272 0.265419 0.148494 0.333850 0.586267 0.476775 
0.435061 0.265344 1.124346 0.131815 -0.157847 0.878819 
-0.055286 -0.159763 0.662277 -0.126044 -0.180979 0.563691 
-0.185510 -0.253158 0.551112 -0.255404 -0.317166 0.651631 
-0.280222 -0.257689 0.787547 -0.220044 -0.139937 0.776540 
-0.152819 -0.107460 0.669139 -0.134072 -0.140867 0.571297 
- 0 - 0 . 2 1 4 6 2 7 0.528524 -0.230299 -0.305730 0.588312 
-0.287017 -0.306974 0.748007 -0.253510 -0.176043 0.810662 
-0.171039 -0.100808 0.716501 -0.128430 -0.113989 0.600588 
-0.139265 -0.173920 0.525012 -0.195282 -0.270172 0.532466 
- n m n M 0.670575 -0.286933 -0.240838 0.819863 
-0.204753 -0.110749 0.774621 -0.133398 -0.090952 0.646846 
-0.119821 -0.132895 0.542011 -0.156677 -0.216690 0.498198 
-0.235217 -0.324882 0.572066 -0.301961 -0.322146 0.768633 
-n 755576 -0 . 157410 0.832698 -0.156963 -0.077514 0.714009 
-0.094911 0.583207 -0.121161 -0.156743 0.495475 
-0.180717 -0.263628 0.490159 -0.274733 -0.363355 0.638452 
- m 0 7 4 1 1 -0.265224 0.842327 -0.211599 -0.094262 0.803998 
-0.120386 -0.063444 0.654955 -0.095979 -0.100309 0.530031 
-0.124617 -0,177498 0.457927 -0.202936 -0.305114 0.490097 
-0.305474 -0.381464 0.704977 -0.298061 -0.203162 0.879770 
-0,17^^456 -0.054R65 0.769618 -0.093481 -0.052162 0.610094 
-0.081884 -0.095907 0.488250 -0.118927 -0.180331 0.421160 
-0.208540 -0.325366 0.468832 -0.323650 -0.402524 0.729888 
-0.299263 -0.174326 0.907116 -0.153534 -0.026204 0.761510 
-0.071391 -0.030524 0.591512 -0.058312 -0.067960 0.463206 
-0.087418 -0.137558 0.380071 -0.166195 -0.277933 0.382560 
-0.303772 -0.444023 0.608579 -0.350487 -0.264450 0.9397(52 
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-0 1R6671 -0.008950 0.834289 -0.060841 0.012416 0.635137 
-0.021657 -0.006798 0.485965 -0.018866 -0.025359 0.373250 
-0.033778 -0.058623 0.289602 -0.075581 -0.140233 0.240266 
-0.179933 -0.332983 0.288578 -0.367170 -0.538977 0.680837 
-0.355319 -0.139654 1.045169 -0.107500 0.094287 0.798395 
0.020352 0.091947 0.601353 0.071618 0.115856 0.478235 
0 . 1 2 7 4 1 ^ 0.201461 0.421042 0.227161 0.349808 0.496873 
0.333199 0.383594 0.779731 0.277655 0.135627 0.896042 
0,135155 0.022755 0.732068 0.066741 0.036433 0.568859 
0.061651 0.077859 0.447553 0.098079 0.157207 0.374662 
0.188066 0.311938 0.404344 0.326938 0.446518 0.680860 
0.329632 0.199437 0.949042 0.156572 -0.003355 0.794436 
0.050463 -0.007082 0.604835 0.021551 0.012928 0.463487 
0.023799 0 356777 0.045760 0.080842 0.280090 
0.103934 0.192820 0.249423 0.240085 0.425459 0.379132 
0.406155 nM叫Od 0 RR4766 0.268039 0.005322 0.974692 
0.051905 -n nQO^si 0 717065 -0.035504 -0.086610 0.549467 
-0.079438 -0.126189 0.442502 -0.143990 -0.232150 0.408369 
-0.258492 -0.390016 0.539656 -0.345528 -0.343986 0.854277 
-0.241323 -0.077761 0.874273 -0.104371 -0.011287 0.688310 
-0.052457 -0.033592 0.532060 -0.054411 -0.074438 0.416934 
-0.093585 -0.155327 0.348244 -0.1R8047 -0.319301 0 .383469 
-0.336670 0 -0.^33725 -0.184966 0.968906 
-0.145434 0.022323 0.793086^ -0.035824 0.023634 0.599593 
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Network Model 
for the Lorenz Map 
No. of input units = 3 
No. of hidden units = 10 
No. of output units = 3 
Connections in the hidden layer: 
Hidden Bias Connection Feedback Connection Connection Connection Connection 
Unit from the Connection from the from Input from Input from Input 
Last Unit Next Unit x X I 
1 -1.065765 -0.306270 -1.170553 -0.179831 0.927498 4.289391 
2 -0.994293 2.145492 -2.181087 -OQimO 2.179160 5.032290 -3.876495 
3 0.469934 -0.317055 0.673503 -0-461059 -0.441838 1.068624 0.499706 
4 -0.188019 -1355038 -0.930388 0^-^4485 -1.809163 -1.207263 3.780205 
5 0,046936 1.256523 Q紹明 1 -1.858542 -2.001573 -3.231350 
6 0.302623 -0.543896 -0.204957 0-205251 0.634212 0.991137 0.542872 
7 0.120310 1.047645 0.126899 -1 1.296069 -0.294714 -1.014650 
8 -0.670003 0.585527 0.057667 2.241667 -0.024537 0.547748 1.602607 
— 9 0.569745 0.018174 -0.005448 -0.796149 0.195646 2.578889 -3.316093 
10 -0.284019 -1.447538 0.362191 1.549066 1.695619 2.808220 -3.434524 
Connections to output units: 
Output for X: 
Bias = -1.055853 
Weights: 
-0.284965 -0.277108 0.055598 0.621847 -0.675700 
0.644549 -0.169613 0.323201 0.457405 1.264682 
Ou 中 ut for y: 
Bias = -0.706594 
Weights: 
-2.046511 -1.182890 -0.545749 3.303661 -2.466523 
-1.124961 -1.856696 1.286115 1.103803 4.966098 
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Output for z: 
Bias = -0.351156 
Weights: 
-0.363361 3.819203 -0.951031 0.486235 1.753436 
0.253893 -0.423773 2.044828 -2.550320 -0.184180 
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