For a stochastic differential equation driven by a fractional Brownian motion with Hurst parameter H > 1 2 it is known that the existing (naive) Euler scheme has the rate of convergence n 1−2H , which means no convergence to zero of the error when H is formally set to 1 2 (the standard Brownian motion case). In this paper we introduce a new (modified Euler) approximation scheme which is closer to the classical Euler scheme for diffusion processes and it has the rate of convergence γ , we show the L p convergence of n(X n t − X t ) and the limiting process is identified as the solution of a linear stochastic differential equation driven by a matrix-valued Rosenblatt process. The rate of weak convergence is also deduced for this scheme. We also apply our approach to the naive Euler scheme. The main tools are fractional calculus, Malliavin calculus, and the fourth moment theorem.
Introduction
Consider the following stochastic differential equation (SDE) on R d Lipschitz, then equation (1.1) has a unique solution which is Hölder continuous of order γ for any 0 < γ < H. This result was first proved by Lyons in [13] using Young integrals (see [30] ) and p-variation estimates, and later by Nualart and Rascanu in [22] using fractional calculus (see [31] ).
We are interested in numerical approximations for the solution to equation (1.1) . For simplicity of the presentation we consider uniform partitions of the interval [0, T ], t i = iT n , i = 0, . . . , n. For every positive integer n, we define η(t) = t i when t i ≤ t < t i + T n . The following naive Euler numerical approximation scheme has been previously studied This scheme can also be written as
), t k ≤ t ≤ t k+1 , k = 0, 1, . . . , n − 1 ,
It was proved by Mishura [16] that for any real number > 0 there exists a random variable C such that almost surely, sup 0≤t≤T |X n t − X t | ≤ C n 1−2H+ .
Moreover, the convergence rate n 1−2H is sharp for this scheme, in the sense that n 2H−1 [X n t − X t ] converges almost surely to a finite and nonzero limit. This has been proved in the one-dimensional case by Nourdin and Neuenkirch in [17] using the Doss representation of the solution (see also Theorem 10.1 below). Notice that if H = 1 2 , then 2H − 1 = 0. This shows that the numerical scheme (1.2) has a rate of convergence different from the Euler-Maruyama scheme (see [6, 11] ) for the classical Brownian motion. This is not surprising because for H = 1 2 the sequence X n t converges to the solution of the corresponding Itô equation. It is then natural to ask the following question: Can we find a numerical scheme that generalizes the Euler-Maruyama scheme to the fBm case?
In this paper we introduce a new approximation scheme that we call modified Euler scheme: (∇σ j σ j )(X n t k
for any t ∈ [t k , t k+1 ]. Here ∇σ j denotes the d×d matrix Notice that if we formally set H = (∇σ j σ j )(X s )ds.
In the above and throughout this paper, d denotes the Stratonovich integral and δ denotes the Itô (or Skorohod) integral. where x denotes the integer part of a real number x. The weighted quadratic variation term provides the desired rate of convergence in L p . To further study this new scheme and compare it to the classical Brownian motion case, it is natural to ask the questions: Is the above rate of convergence (1.4) exact or not? Namely, does the quantity γ n (X t − X n t ) have a non-zero limit? If yes, how to identify the limit, and is there a similarity to the classical Brownian motion case? In the second part of the paper, we give a complete answer to these questions. The weighted variation term in (1.6) is still a key ingredient in our study of the scheme. As it happens in the Breuer-Major theorem, there is a different behavior in the cases H ∈ ( ], we show that γ n (X t − X n t ) converges stably to the solution of a linear stochastic differential equation driven by a matrix-valued Brownian motion W independent of B. The main tools in this case are Malliavin Calculus and the fourth moment theorem. We will also make use of a recent limit theorem in law for weighted sums proved in [3] . In the case H ∈ ( 3 4 , 1), we show the convergence of γ n (X t − X n t ) in L p to the solution of a linear stochastic differential equation driven by a matrix-valued Rosenblatt process. Again we use the technique of Malliavin calculus and the convergence in L p of weighted sums, which is obtained applying the approach introduced in [3] . We refer to [18] for a discussion on the asymptotic behavior of some weighted Hermite variations of one-dimensional fBm, which are related with the results proved here.
We also consider a weak approximation result for our new numerical scheme. In this case, the rate is n −1 for all values of H. More precisely, we are able to show that n [E(f (X t )) − E(f (X n t ))] converges to a finite non zero limit which can be explicitly computed. Let us mention that the techniques of Malliavin calculus also allow us to provide an alternative and simpler proof of the fact that the rate of convergence of the numerical scheme (1.2) is of the order n 1−2H and this rate is optimal, extending to the multidimensional case the results by Neuenkirch and Nourdin in [17] .
If the driven process is a standard Brownian motion, similar problems have been studied in [9, 12] and the references therein. See also [2] for the precise L 2 -limit and also for a discussion on the "best" partition. In the case 1 4 < H < 1 2 the SDE (1.1) can be solved using the theory of rough paths introduced by Lyons (see [14] ). There are also a number of results on the rate of convergence of Euler-type numerical schemes in this case (see, for instance, the paper by Deya, Neuenkirch and Tindel [4] for a Milstein-type scheme without Lévy area in the case 1 3 < H < 1 2 , and the monograph by Friz and Victoir [5] ).
The paper is organized as follows. The next section contains some basic materials on fractional calculus and Malliavin calculus that will be used along the paper, and introduces a matrix-valued Brownian motion and a generalized Rosenblatt process, both of which are key ingredients in our results on the asymptotic behavior of the error (see Section 6 and Section 8). In Section 3, we derive the necessary estimates for the uniform norms and Hölder seminorms of the processes X, X n and their Malliavin derivatives. In Section 4, we prove our result on the rate of convergence in L p for the numerical scheme (1.3) . In Section 5, we prove a central limit theorem for weighted quadratic sums, and then in Section 6 we apply this result to the study of the asymptotic behavior of the error γ n (X t − X n t ) in case H ∈ ( ]. In Section 7, we study the L p -convergence of some weighted random sums. In Section 8, we apply the results of Section 7 to establish the L p -limit of n(X t − X n t ) in case H ∈ ( 3 4 , 1). The weak approximation result is discussed in Section 9. In Section 10, we deal with the numerical scheme (1.2). In Section 11, we prove some auxiliary results. In Section 12, we compare some simulation results by using the Euler scheme and the modified Euler scheme.
Preliminaries and notations
Throughout the paper we consider a fixed time interval [0, T ]. To simplify the presentation we only deal with the uniform partition of this interval, that is, for each n ≥ 1 and i = 0, 1, . . . , n we set t i = iT n . We use C and K to represent constants that are independent of n and whose values may change from line to line.
Elements of fractional calculus
In this subsection we introduce the definitions of the fractional integral and derivative operators and we review some properties of these operators.
Let a, b ∈ [0, T ] with a < b and let β ∈ (0, 1). We denote by C β (a, b) the space of β-Hölder continuous functions on the interval [a, b] . For a function x : [0, T ] → R, x a,b,β denotes the β-Hölder seminorm of x on [a, b] , that is,
We will also make use of the following seminorm:
Recall that for each n ≥ 1 and i = 0, 1, . . . , n, t i = iT n , and η(t) = t i when t i ≤ t < t i + T n . We will denote the uniform norm of x on the interval [a, b] as x a,b,∞ . When a = 0 and b = T , we will simply write x ∞ for x 0,T,∞ and x β for x 0,T,β .
Let f ∈ L 1 ([a, b]) and α > 0. The left-sided and right-sided fractional Riemann-Liouville integrals of f of order α are defined, for almost all t ∈ (a, b), by
respectively, where (−1) α = e −iπα and Γ(α) =
b− (L p )) and 0 < α < 1 then the fractional Weyl derivatives are defined as
and
where a < t < b.
Suppose that f ∈ C λ (a, b) and g ∈ C µ (a, b) with λ + µ > 1. Then, according to [30] , the Riemann-Stieltjes integral b a f dg exists. The following proposition can be regarded as a fractional integration by parts formula, and provides an explicit expression for the integral b a f dg in terms of fractional derivatives. We refer to [31] for additional details.
Proposition 2.1 Suppose that f ∈ C λ (a, b) and g ∈ C µ (a, b) with λ + µ > 1. Let λ > α and µ > 1 − α. Then the Riemann-Stieltjes integral b a f dg exists and it can be expressed as
where
The notion of Hölder continuity and the above result on the existence of Riemann-Stieltjes integrals can be generalized to functions taking values in some normed spaces. We fix a probability space (Ω, F , P ) and denote by · p the norm in the space L p := L p (Ω), where p ≥ 1.
The following result shows that with proper Hölder continuity assumptions on f and g the Riemann-Stieltjes integral 
Hölder continuous stochastic processes of order µ and λ in L p 0 p and L p 0 q , respectively, and f (0) ∈ L p 0 p . Let π : 0 = t 0 < t 1 < · · · < t N = T be a partition on [0, T ], and ξ i : 
Elements of Malliavin Calculus
We briefly recall some basic facts about the stochastic calculus of variations with respect to a fBm. We refer the reader to [19] for further details. Let B = {(B 1 t , . . . , B m t ), t ∈ [0, T ]} be an m-dimensional fBm with Hurst parameter H ∈ ( 1 2 , 1), defined on some complete probability space (Ω, F , P ). Namely, B is a mean zero Gaussian process with covariance
for all s, t ∈ [0, T ], where δ ij is the Kronecker symbol. Let H be the Hilbert space defined as the closure of the set of step functions on [0, T ] with respect to the scalar product
It is easy to see that the covariance of fBm can be written as
where α H = H(2H − 1). This implies that
for any pair of step functions φ and ψ on [0, T ]. The elements of the Hilbert space H, or more generally, of the space H ⊗l may not be functions but distributions (see [26] and [27] ). We can find a linear space of functions contained in H ⊗l in the following way. Let |H| ⊗l be the linear space of measurable functions φ on [0, T ] l ⊂ R l such that
The following estimate holds
for some constant b H,l > 0 (the case l = 1 was proved in [15] and the extension to general case is easy, see [8, equation (2.5) ].
The mapping
. . , B m tm ) can be extended to a linear isometry between H m and the Gaussian space spanned by B. We denote this isometry by h → B(h). In this way, {B(h), h ∈ H m } is an isonormal Gaussian process indexed by the Hilbert space H m .
Let S be the set of smooth and cylindrical random variables of the form
where N ≥ 1 and f ∈ C ∞ b R m×N . For each j = 1, . . . , m and t ∈ [0, T ], the derivative operator D j F on F ∈ S is defined as the H-valued random variable
We can iterate this procedure to define higher order derivatives D j 1 ,...,j l F which take values on H ⊗l . For any p ≥ 1 and any integer k ≥ 1, we define the Sobolev space D k,p as the closure of S with respect to the norm
If V is a Hilbert space, D k,p (V ) denotes the corresponding Sobolev space of V -valued random variables. For any j = 1, . . . , m we denote by δ j the adjoint of the derivative operator D j . We say u ∈ Domδ j if there is a δ j (u) ∈ L 2 (Ω) such that for any F ∈ D 1,2 the following duality relationship holds
The random variable δ j (u) is also called the Skorohod integral of u with respect to the fBm B j and we use the notation δ j (u) = T 0 u t δB j t . Let F ∈ D 1,2 and u be in the domain of δ j such that F u ∈ L 2 (Ω; H). Then (see [20] ) F u belongs to the domain of δ j and the following equality holds 
T 0 u t δB j t exists and we have the following relationship between these two stochastic integrals
The following result is Meyer's inequality for the Skorohod integral (see, for example, Proposition 1.5.7 of [20] ). Given p > 1 and an integer k ≥ 1, there is a constant c k,p such that
Applying (2.6) and then the Minkowski inequality to the right-hand side of (2.10) yields
Stable convergence
Let Y n , n ∈ N be a sequence of random variables defined on a probability space (Ω, F , P ) with values in a Polish space (E, E ). We say that Y n converges stably to the limit Y , where Y is defined on an extension of the original probability space (Ω , F , P ), if and only if for any bounded F -measurable random variable Z it holds that
as n → ∞, where ⇒ denotes the convergence in law. Note that stable convergence is stronger than weak convergence but weaker than convergence in probability. We refer to [10] and [1] for more details on this concept.
A matrix-valued Brownian motion
The aim of this subsection is to define a matrix-valued Brownian motion that will play a fundamental role in our central limit theorem. First, we introduce two constants Q and R which depend on H.
Denote by µ the measure on R 2 with density |s − t| 2H−2 . Define, for each p ∈ Z
It is not difficult to check that for 4 , they diverge at the rate log n. Then we set (we omit the explicit dependence of Q and R on H to simplify the notation)
(2.12)
The constants Q and R satisfy R ≤ Q.
, we see from (2.12) that these two constants are both equal to
which converges to 2(Q − R) as n tends to infinity. Therefore, Q ≥ R. 2 
Notice that this definition makes sense because R ≤ Q. 
where δ is the Kronecker function.
In the following plot and table, we consider two quantities for H ∈ (
We see that the values of q and r approach 0.5 and 0 as H tends to 1 2 , respectively, and both of them tend to infinity when H gets closer to 
A matrix-valued generalized Rosenblatt process
In this subsection we introduce a generalized Rosenblatt process which will appear in the limiting result proved in Section 8 when H > 
where H 2 (x) = x 2 − 1 is the second degree Hermite polynomial and ξ n,i
. It is well known (see [18] ) that for each i = 1, . . . , m, the process Z i,i n (t) converges in L 2 to the Rosenblatt process R(t). We refer the reader to [28] and [29] for further details on the Rosenblatt process.
When i 1 = i 2 , the stochastic integral
s cannot be written as the second Hermite polynomial of a Gaussian random variable. Nevertheless, the process Z
Indeed, for any positive integers n and n , we have
for any p ≥ 2 and s, t ∈ [0, T ]. By the Kolmogorov continuity criterion this implies that Z i 1 i 2 has a Hölder continuous version of exponent λ for any λ < 2H − 1.
Estimates for solutions of some SDE's
The purpose of this section is to provide upper bounds for the Hölder seminorms of solutions of two types of SDE's. The first type (see (3.1)) covers equation (1.1) and its Malliavin derivatives, as well as all the other SDE's involving only continuous integrands which we will encounter in this paper. The second type (see (3.13) ) deals with the case where the integrands are step processes. These SDE's arise from the approximation schemes such as (1.2) and (1.3).
For any integers k, N, M ≥ 1, we denote by C k b (R M ; R N ) the space of k times continuously differentiable functions f : R M → R N which are bounded together with their first k partial derivatives. If N = 1 we simply write C k b (R M ). In order to simplify the notation we only consider the case when the fBm is one-dimensional, that is, m = 1. All results of this section can be generalized to the case m > 1. Throughout the remaining part of the paper we let β be any number satisfying 1 2 < β < H. The first two lemmas are path-wise results and they will still hold when B is replaced by general Hölder continuous functions of index γ > β. The constants appearing in the lemmas depend on β, H, T , and the uniform and Hölder seminorms of the coefficients. We fix a time interval [τ, T ], and to simplify we omit the dependence on τ and T of the uniform norm and β-Hölder seminorm on the interval [τ, T ].
, and S = {S t , ∈ [τ, T ]} are R M ×M -valued and R M -valued processes, respectively. We assume that S has β-Hölder continuous trajectories, and the processes U i , i = 1, 2, are uniformly bounded by a constant C.
(ii) Suppose that there exist constants K 0 and K 0 such that
Then there exists a positive constant K such that
Applying Lemma 11.1(ii) to the vector valued function f : (u, v) → g 2 (v) + uv and the integrator z = B and taking β = β yield
(3.5)
Step 1.
In the case U 1 = U 2 = 0 (which means that we can take C = 0 and U 2 s,t,β = 0), dividing both sides of (3.5) by (t − s) β and taking the Hölder seminorm on the left-hand side, we obtain
where and throughout this section we denote
which implies (i).
Step 2.
As in Step 1, we divide (3.5) by (t − s) β and then take the Hölder seminorm on the left-hand side to obtain
, then the coefficient of V s,t,β on the right-hand side of (3.8) is less or equal than 1 2 . Thus, we obtain
On the other hand, assuming (t − s) β B β ≤ K 0 and applying (3.2), we obtain
for some constant C 1 . This implies
.
(3.10)
+ 1 subintervals and denote by s 1 , s 2 , . . . , s N the left endpoints of these intervals and s N +1 = T . Applying the inequality (3.10) to each interval [s i , s i+1 ] for i = 1, . . . , N yields
From the definition of ∆ we get
for some constants C 2 and C 3 . From inequalities (3.11) and (3.12) we obtain the desired estimate for V ∞ .
and from the upper bound of V ∞ we can estimate Vt−Vs (t−s) β by the right-hand side of (3.3) for some constant K. On the other hand, if t − s > ∆, then
We can obtain a similar estimate from the upper bound of V ∞ and from the definition of ∆. This gives then the desired estimate for V β and hence we complete the proof of (ii). 2
For the second lemma we fix n and consider the partition of [0, T ] given by
} be an R M -valued processes satisfying the equation
(3.14)
Then, there exists a constant K such that
Remark 3.3
The proof of this result is similar to that of Lemma 3.1. Nevertheless, since the integral is discrete, we need to replace the Hölder seminorm · s,t,β by the seminorm · s,t,β,n introduced in (2.1).
Proof: Let s, t ∈ [τ, T ] be such that s < t and s = η(s). This implies s ≥ (τ ). As in the proof of (3.5), applying Lemma 11.1(i) (instead of Lemma 11.1(ii)) yields
Dividing both sides of the above inequality by (t − s) β and taking the Hölder seminorm on the left-hand side we obtain
(3.15)
Step 1. In the case
This completes the proof of (i).
In the general case, we follow the proof of Lemma 3.1, except that we assume s = η(s) and use the seminorm · s,t,β,n instead of · s,t,β . We also apply (3.14) instead of (3.2). In this way we obtain the inequality (3.9) with V s,t,β replaced by V s,t,β,n , that is,
for some constant C 1 . The inequality (3.10) remains the same
provided s = η(s) and both t − s and (t − s) β B β are bounded by some constant
We are going to consider two cases depending on the relation between ∆ and
Since the length of each of these subintervals is larger than T n , we are able to choose N points s 1 , s 2 , . . . , s N from each of these intervals such that s 1 = (τ ) and η(s i ) = s i , i = 1, 2, . . . , N . On the other hand, we have s i+1 − s i ≤ ∆ for all i = 1, . . . , N − 1. Applying the inequality (3.17) to each of the intervals:
From the definition of ∆ we have
for some constant K depending on T and C 4 . From (3.18) and (3.19) and taking into account that 20) we obtain the desired estimate for
β , then by equation (3.13) we have
, where
Iterating this estimate, we obtain
for some constant K independent of n, where we have used the inequality
and the fact that n ≤ K + K B 1/β β for some constant K. Taking into account (3.20), we obtain the desired upper bound for V ∞ .
In order to show the upper bound for V τ,T,β , we notice that if 0 ≤ t − s ≤ ∆, then from (3.16) and from the upper bound of V τ,T,∞ we have
we can obtain the upper bound of V β by a similar argument as in the proof of Lemma 3.1. The proof of (ii) is now complete.
2
The following result gives upper bounds for the norm of Malliavin derivatives of the solutions of the two types of SDE's (3.1) and (3.13). Given a process P = {P t , t ∈ [τ, T ]} such that P t ∈ D N,2 for each t and some N ≥ 1, we use the notation D * N P to denote the random variable
and we use D N P to denote
If N = 0 we simply write D * 0 P = P ∞ and D 0 P = max ( P ∞ , P β ). 
Suppose that S, U 1 , U 2 ∈ D N,2 , where N ≥ 0 is an integer, and D r S t = D r U i t = 0, i=1,2, if 0 ≤ t < r ≤ T , and suppose that there exists a constant K > 0 such that the random variables D N S, 
and D r V t = 0 otherwise, where
r,T,β + 1) .
Therefore, to obtain the desired upper bound it suffices to show that there exists a constant K independent of r such that both S (1) r,T,∞ and S (1) r,T,β are less than or equal to Ke ∞ is bounded by Ke K B 1/β β . On the other hand, in order to show the upper bound for S (1) r,T,β , we calculate
Now we can estimate each term of the above right-hand side as before. Taking the supremum over s, t ∈ [r, T ] yields the upper bound of S (1) r,T,β . We turn to the second derivative. As before, we are able to find the equation of D 2 r 1 ,r 2 V t (see Proposition 7 in [23] ). The estimates of D 2 r 1 ,r 2 V t can then be obtained in the same way as above by applying Lemma 3.1(ii) and the estimates that we just obtained for V t and D s V t , as well as the assumptions on S and U i . The estimates of the higher order derivatives of V can be obtained analogously.
The proof of (ii) follows the same lines except that we use Lemma 3.2(ii) and Lemma 11.1(i) instead of Lemma 3.1(ii) and Lemma 11.1(ii). has finite moments of any order. So Lemma 3.4 implies that the uniform norms and Hölder seminorms of the solutions of (3.1) and (3.13) and their Malliavin derivatives have finite moments of any order. We will need this fact in many of our arguments. 
Proof :
We first consider the process X, the solution to equation (1.1). The upper bounds for X ∞ and X β follow from Lemma 3.1(ii). The Malliavin derivative D r X t satisfies the following linear stochastic differential equation
while 0 < r ≤ t ≤ T , and D r X t = 0 otherwise. Then, it suffices to show that 27) for M = N −1. We can prove estimate (3.27) by induction on N ≥ 1. Set S t = σ(X r ), U 1 t = ∇b(X t ) and U 2 t = ∇σ(X t ). Applying Lemma 3.1(i) to X we obtain that U 2 satisfies (3.24). Therefore, Lemma 3.4 implies that (3.27) holds for M = 0. Now we assume that
It is then easy to see that
, which enables us to apply Lemma 3.4 to (3.26) to obtain the upper bound of sup
The estimates of the Euler scheme and the modified Euler scheme and their derivatives can be obtained in the same way. We omit the proof and we only point out that one more derivative of σ is needed for the modified Euler scheme because the function ∇σ is involved in its equation. 
Rate of convergence for the modified Euler scheme and related processes
The main result of this section is the convergence rate of the scheme defined by (1.3) to the solution of the SDE (1.1). Recall that γ n is the function of n defined in (1.5).
Theorem 4.1 Let X and X n be solutions to equations (1.1) and (1.3), respectively. We assume
Then for any p ≥ 1 there exists a constant C independent of n (but dependent on p) such that
Proof:
Denote Y := X − X n . Notice that Y depends on n, but for notational simplicity we shall omit the explicit dependence on n for Y and some other processes when there is no ambiguity. The idea of the proof is to decompose Y into seven terms (see (4.7) below), and then study their convergence rate individually.
Step 1. By the definitions of the processes X and X n , we can write where I is the d × d identity matrix. Applying the chain rule for the Young's integral to Γ n t Λ n t , where Γ n = {Γ n t , t ∈ [0, T ]} is the unique solution of the equation
we see that Γ n t Λ n t = Λ n t Γ n t = I for all t ∈ [0, T ]. Therefore, (Λ n t ) −1 exists and coincides with Γ n t . We can express the process Y t in terms of Λ n t as follows
3)
The first two terms in the right-hand side of equation (4.3) can be further decomposed as follows:
where Step 2.
Denote by (Λ n ) i , i = 1, . . . d, the i-th columns of Λ n . We claim that (Λ n ) i satisfy the conditions in Lemma 3.4 with M = d, τ = 0, U 1 t = b 1 (t), U 2 t = σ j 1 (t) and N = 2. We first show that U 2 satisfies (3.24). Taking into account that
, it suffices to show that both X and X n satisfy (3.24) . This is clear for X because of Lemma 3.1 (i). It follows from Lemma 3.2 (i) that there exist constants K and
Notice that
, where we recall that (s) = t k+1 when s ∈ (t k , t k+1 ]. Therefore, to verify (3.
In the same way we can show that the columns of Γ n satisfy the assumptions of Lemma 3.4. As a consequence, it follows from Lemma 3.4 that
Step 3. From (4.8) and from the fact that
Notice that n −1 and n −2H are bounded by γ −1 n . Applying estimates (11.4) and (11.5), inequality (4.8), and Proposition 3.6, we have for any j
Now to complete the proof of the theorem it suffices to show that for any j, E(|
n . For any fixed j we make the decomposition
Applying (4.8), it is easy to see that E(|E 3,j (t)| p )
On the other hand, applying estimate (11.14) from Lemma 11.5 to E 1,j we obtain E(|E 1,j (t)| p ) 1 p ≤ Cn 1−3β for any 1 2 < β < H. Notice that the exponents n 1−2H−β and n 1−3β are bounded by γ −1 n if β is sufficiently close to H.
Taking into account the relationship between the Skorohod and path-wise integral, we can express the term E 2,j as follows
for t ∈ [0, T ], where F n,i,j t = Γ n t (∇σ j σ i )(X n t ), and we define t n+1 = (n + 1) T n . From (4.
Hence, applying estimate (11.7) from Lemma 11.4 to E 2,j (t) we obtain E(|E 2,j (t)| p )
The proof is now complete.
2 The following result provides a rate of convergence for the Malliavin derivatives of the modified scheme and some related processes. Recall that β satisfies 1 2 < β < H. Lemma 4.2 Let X and X n be the processes defined by (1.1) and (1.3), respectively. Suppose that
Then, (i) There exists a constant C such that for all u, r, s, t ∈ [0, T ] and n ∈ N,
(ii) Let V and V n be d-dimensional processes satisfying the equations
16)
Then there exists a constant C such that for all r, s, t ∈ [0, T ] and n ∈ N,
Remark 4.3 The above results still hold when the approximation process X n is replaced by the one defined by the recursive scheme (1.2). The proof follows exactly the same lines.
Proof. (i) Taking the Malliavin derivative in both sides of (4.3), we obtain 
where Υ = {Υ t , t ∈ [0, T ]} is the R d×d -valued process that satisfies
Lemma 3.4 implies that there exists a constant K such that for all n ∈ N, u, r, s, t ∈ [0, T ], we have
Therefore, applying estimate (11.4) to the second integral in (4.18) with ν = 0 and taking into account (4.15), we obtain
Taking the Malliavin derivative on both sides of (4.18), and then applying estimates (11.4) from Lemma 11.3 and (4.15) as before, we can obtain the desired estimate for
We define {Λ t , t ∈ [0, T ]} as the solution of the limiting equation of (4.1), that is,
The inverse of the matrix Λ t , denoted by Γ t , exists and satisfies
It follows from Lemma 4.2 that if we assume that
, then estimate (4.17) holds with the pair (V, V n ) being replaced by (Γ i , Γ n i ) or (Λ i , Λ n i ), i = 1, . . . , d, where the subindex i denotes the i-th column of each matrix.
Central limit theorem for weighted sums
Our goal in this section is to prove a central limit result for weighted sums (see Proposition 5.6 below) that will play a fundamental role in the proof of Theorem 6.1 in the next section. This result has an independent interest and we devote this entire section to it.
We recall that B = {B t , t ∈ [0, T ]} is an m-dimensional fBm and we assume that the Hurst parameter satisfies H ∈ 
where we denote {t} = nt T for t ∈ [0, T ) and {T } = t n−1 .
Proposition 5.1
The following stable convergence holds as n tends to infinity
where W = {W t , t ∈ [0, T ]} is the matrix-valued Brownian motion, introduced in Section 2.4, and we assume that W and B are independent.
Proof From the inequality (11.7) in Lemma 11.4 it follows
for any j ≤ k. This implies the tightness of (Ξ n , B). Then, it remains to show the convergence of the finite dimensional distributions of (Ξ n , B) to that of (W, B). To do this, we fix a finite set of points r 1 , . . . , r L+1 ∈ [0, T ] such that 0 = r 1 < r 2 < · · · < r L+1 ≤ T and define the random vectors
. We claim that as n tends to infinity the following convergence in law holds
For notational simplicity, we add one term to each component of Ξ n L and we define
Then Slutsky's lemma implies that the convergence in law in (5.2) is equivalent to
According to [25] (see also Theorem 6.2.3 in [24] ), to show the convergence in law of (Θ n L , B L ), it suffices to show the convergence of each component of (Θ n L , B L ) to the correspondent component of (W L , B L ) and the convergence of the covariance matrix.
The convergence of the covariance matrix of Θ n L follows from Propositions 5.2 and 5.3 below. The convergence in law of each component to a Gaussian distribution follows from Proposition 5.5 below and the fourth moment theorem (see [21] and also Theorem 5.2.7 in [24] ). This completes the proof.
In order to show the convergence of the covariance matrix and the fourth moment of Θ n we first introduce the following notation.
The next two propositions provide the convergence of the covariance E[Θ n l (i , j )Θ n l (i, j)] in the cases l = l and l = l , respectively. We denote β k
Here δ ii is the Kronecker function, α H = H(2H − 1) and Q and R are the constants defined in (2.12).
Proof: The proof will be done in several steps.
Step 1. Applying twice the integration by parts formula (2.7), we have
where we recall that {t} = nt T for t ∈ [0, T ) and {T } = t n−1 , and D k is defined in (5.4). Since
the left-hand side of (5.5) equals
In the next two steps, we compute the limits of γ 2 n G 1 and γ 2 n G 2 as n tends to infinity in the case H ∈ ( Step 2. In this step, we consider the case H ∈ ( 
which is independent of n, where the set D k 1 ,k 2 is defined in (5.4). We can express γ 2 n G 1 in terms of Q(p) as follows
The term Ψ n l (p) is uniformly bounded and converges to r l+1 −r l T as n tends to infinity for any fixed p. Therefore, taking into account that ∞ p=−∞ Q(p) = Q < ∞, the dominated convergence theorem implies
Similarly, we can show that
Step 3. In the case H = 3 4 , we can write
Taking into account that Q(p) behaves like 1/|p| as |p| tends to infinity, it is then easy to see that G 12 converges to zero. On the other hand, recall that Q = lim
. This implies that G 11 converges to Q T (r l+1 − r l ). This gives the limit of γ 2 n G 1 . The limit of γ 2 n G 2 can be obtained similarly.
2 Proposition 5.3 Let l, l ∈ {1, . . . , L} be such that l = l . Let Θ n be defined as in (5.3). Then
Proof: Without any loss of generality, we assume l < l. As in (5.6) we have
Taking into account (5.7), we can write
In the case H ∈ (
The term Φ n l (p) is uniformly bounded and converges to 0 as n tends to infinity for any fixed p because l < l . Therefore, taking into account that ∞ p=−∞ Q(p) = Q < ∞, the dominated convergence theorem implies that γ 2 n G 1 converges to zero as n tends to infinity. Similarly, we can show that γ 2 n G 2 converges to zero as n tends to infinity.
In the case H = 3 4 we can write
The above last inequality follows from Q(p) = O( 1 |p| ). This shows that γ 2 n G 1 converges to zero as n tends to infinity. In the same way we can show that γ 2 n G 2 converges to zero. 2
The following estimate is needed in the calculation of the fourth moment of Θ n l (i, j) in Proposition 5.5.
]. We have the following estimate.
Proof: Since the indices k 1 , k 2 , k 3 , k 4 are symmetric, we only need to consider the case
By definition of the inner product we can write
Then the above sum is bounded by
which is again bounded by
In the case H ∈ ( 2 The following proposition contains a result on the convergence of the fourth moment of Θ l n (i, j).
Proposition 5.5
The fourth moment of Θ n l (i, j) and 3E(|Θ n l (i, j)| 2 ) 2 converge to the same limit as n → ∞.
Proof: Applying the integration by parts formula (2.7) yields
] is deterministic, it is easy to see that
We have shown the convergence of E(|Θ l n (i, j)| 2 ) in Proposition 5.2. It remains to show that G 2 → 0 as n → ∞. Applying again the integration by parts formula (2.7) yields
Using equation (5.7) we can derive the inequalities
The convergence of G 2 to zero now follows from Lemma 5.4.
2 We can now establish a central limit theorem for weighted sums based on the previous proposition. Recall that ζ 
Then, the following stable convergence in the space D([0, T ]) holds as n tends to infinity,
where W is a matrix-valued Brownian motion independent of B with the covariance introduced in Section 2.4.
Proof: This proposition is an immediate consequence of the central limit result for weighted random sums proved in [3] . In fact, the process Ψ The following central limit type result shows that in the case H ∈ ( ], the process γ n (X − X n ) converges stably to the solution of a linear stochastic differential equation driven by a matrix-valued Brownian motion independent of B as n tends to infinity.
] and let X, X n be the solutions of the SDE (1.1) and recursive scheme (1.3), respectively. Let W = {W t , t ∈ [0, T ]} be the matrix-valued Brownian motion introduced in Section 2.4.
Then the following stable convergence in the space C([0, T ]) holds as n tends to infinity,
Remark 6.2 It follows from [12] that when B is replaced by a standard Brownian motion and b = 0, the process √ n(X − X n ) converges in law to the unique solution of the d-dimensional SDE:
Here W ij , i, j = 1, . . . , m, are independent one-dimensional Brownian motions, independent of B.
To compare our theorem 6.1 with this result, we let the Hurst parameter H converge to 1 2 . Then the constant R will converge to 0 and
This formally recovers equation (6.3).
Remark 6.3
The process U defined in (6.2) is given by
where we recall that Λ is defined in (4.20) and Γ is its inverse.
Proof of Theorem 6.1. Recall that Y t = X t − X n t . We would like to show that the process
To do this, it suffices to prove the following two statements:
(ii) Tightness of the process
We first show (i). Recall the decomposition of Y t given in (4.7) and (4.11) and recall the estimates obtained for each term in the decomposition of Y t . Since the other terms converge to zero in L p for p ≥ 1, from the Slutsky theorem it suffices to consider the convergence of the finite dimensional distributions of {γ n m j=1 E 2,j (t), B t , t ∈ [0, T ]}, where E 2,j is defined by (4.12). Set 
for t ∈ [0, T ), and E 2,j (T ) = E 2,j (T −). Then applying Lemma 11.4 (11.8) with F i,j defined by (6.5), we obtain that
which converges to zero as n → ∞ since β can be taken as close as possible to H. By Slutsky theorem again, it suffices to consider the convergence of the finite dimensional distributions of
Applying Proposition 5.6 to the family of processes f i,j t = Γ t (∇σ j σ i )(X t ), we obtain the convergence of the finite dimensional distributions of {γ n m j=1 Γ t E 2,j (t), B t , t ∈ [0, T ]} to those of {Γ t U t , B t , t ∈ [0, T ]}. This implies the convergence of the finite dimensional distributions of
To show (ii), we prove the following tightness condition
Taking into account of (4.7) and (4.11), we only need to show the above inequality for γ n I 11 , γ n I 12,j , γ n I 13 , γ n I 2,j , γ n I 4,j , γ n E 1,j , γ n E 2,j and γ n E 3,j . The tightness for the terms γ n I 11 , γ n I 13 and γ n E 3,j is clear. Now we consider the tightness of the term I 2,j . We write
Then it follows from Lemma 11.3 (11.4) that
Lemma 11.3 (11.4) also implies that the fourth moment of the second term is bounded by C(t−s) 4H .
The tightness for γ n I 12,j , γ n I 4,j , γ n E 1,j , γ n E 2,j can be obtained in a similar way by applying the estimates (11.5) and (11.4) from Lemma 11.3, (11.14) from lemma 11.5, and (11.7) from Lemma 11.4, respectively. 2
A limit theorem in L p for weighted sums
Following the methodology used in [3] , we can show the following limit result for random weighted sums. The proof uses the techniques of fractional calculus and the classical decompositions in large and small blocks. Consider a double sequence of random variables ζ = {ζ k,n , n ∈ N, k = 0, 1, . . . , n} and for each t ∈ [0, T ], we denote
Proposition 7.1 Fix λ > 1−β, where 0 < β < 1. Let p ≥ 1 and p , q > 1 such that
λ . Let g n be the sequence of processes defined in (7.1). Suppose that the following conditions hold true:
(ii) For any j, k = 0, 1, . . . , n we have 
Because of condition (i) and the assumption that E(|f (t)| pp ) ≤ C for all t ∈ [0, T ], the first term on the right-hand side of the above expression converges in L p , as n tends to infinity, to
Applying Proposition 2.3 to f and z we obtain that the above Riemann-Stieltjes sum converges to the Young integral t 0 f (s)dz(s) in L p as m tends to infinity. To show the convergence (7.2) it suffices to show that
Notice that k belongs to I m (l) if and only if u l ≤ t k < (u l+1 ) and t k ≤ η(t). Recall that (u) = t k+1 if t k < u ≤ t k+1 and η(u) = t k if t k ≤ u < t k+1 . As a consequence, we can write
where a l = u l and b l = (u l+1 ) ∧ η(t) + T n . By the fractional integration by parts formula,
where we take α ∈ (1 − λ, β). By (2.2), it is easy to show that
On the other hand, by (2.3) we have
We can calculate the integral in the above equation explicitly.
(7.8) Substituting (7.6), (7.7) and (7.8) into (7.5), we obtain
We denote the first term in the right-hand side of the above expression by A 1,l and the second one by A 2,l .
Applying the Minkowski inequality, we have
where in the second inequality we used the assumption that α > 1 − λ and the fact that the number of partition points {t k , k = 0, 1, . . . , n} in η(a l ), b l − T n is bounded by n m . Thus, the inequality (7.9) implies that
Using an argument similar to the proof of inequality (7.9), it can be shown that
The summand on the above right hand side can be estimated as follows.
Substituting the above estimate into (7.11) yields
The above convergence and the equality (7.10) together imply the convergence (7.4). The proof is now complete. 2
This result has the following two consequences. for i, j = 1, . . . , m and k = 0, . . . , n − 1, where we recall that t k = kT n . Set also ζ n,n = 0. Let λ = 1 2 , and β, p, p , q , f satisfy the assumptions in Proposition 7.1. Then
where Z ij is the generalized Rosenblatt process defined in Section 2.5.
Proof:
To prove the corollary, it suffices to show that the conditions in Proposition 7.1 are all satisfied here. We have shown in Section 2.5 the L 2 convergence of g n (t) = nt T k=0 ζ ij k,n to Z ij t . This convergence also holds in L p due to the equivalence of all the L p -norms in a finite Wiener chaos. Applying (11.7) in Lemma 11.4 with F ≡ 1 and taking into account that γ n = n when H > The following result will also be useful later.
Corollary 7.5 Let B = {B t , t ∈ [0, T ]} be one-dimensional fBm B with Hurst parameter H ∈ ( 12) for k = 0, . . . , n − 1. Set also ζ n,n = 0. Let λ = H, and β, p, p , q , f satisfy the assumptions in Proposition 7.1. Then for each t ∈ [0, T ],
in L p , as n tends to infinity. This convergence still holds true when we replace the above ζ k,n bỹ
Proof: As before, to prove the corollary it suffices to show that the conditions in Proposition 7.1 are all satisfied here. Let us first consider the convergence for ζ k,n . Set
where ζ k,n is defined in (7.12) . Condition (ii) follows from estimate (11.4) in Lemma 11.3 by taking F ≡ 1 and ν = 1. The covariance of the process g n is given by
as n, n → ∞, which implies that g n (t) is a Cauchy sequence in L 2 . Here η n (t) = T n i when
. In fact, we can also calculate the kernel of the limit of z n (t). Suppose that φ n ∈ H satisfies g n (t) = δ(φ n (t)). Then for any ψ ∈ H
as n → +∞. This implies that the kernel of the limit of g n (t) is
, in other words, the random variable g n (t) converges in L 2 to T 2 B t . The convergence result forζ k,n can be shown by noticing that
This completes the proof of the corollary. 2
8 Asymptotic error of the modified Euler scheme in case H ∈ ( 3 4 , 1)
The limit theorems for weighted sums proved in the previous section allow us to derive the L p -limit of the quantity n(X t − X n t ) in the case H ∈ ( 3 4 , 1).
. Suppose that X and X n are defined by (1.1) and (1.3), respectively. Let Z ij , i, j = 1, . . . , m, be the matrix-valued generalized Rosenblatt process defined in Section 2.5.
as n tends to infinity, where {Ū t , t ∈ [0, T ]} is the solution of the following linear stochastic differential equation
(8.1)
Recall the decomposition Y t = X t − X n t given in (4.7) and (4.11). We have shown that nI 13 (t), nI 4,j (t), nE 1,j (t) and nE 3,j (t) converge in L p to zero for each t ∈ [0, T ]. It remains to show the L p convergence of nI 11 (t), nI 12,j (t), nI 2,j (t) and nE 2,j (t) and identify their limits.
Step 1. Recall E 2,j (t) is defined in (6.6). It has been shown in the proof of Theorem 6.1 that n(E 2,j (t) − E 2,j (t)) converges to zero in L p . On the other hand, applying Corollary 7.4 to n E 2,j (t) yields
Therefore, nE 2,j (t) converges in L p and the limit is the same as n E 2,j (t).
Step 2. DenoteĨ
for t ∈ [0, T ] (as before, we define t n+1 = T n (n + 1)). Applying Corollary 7.5 to nĨ 2,j (t) yields
We want to show that nI 2,j (t) and nĨ 2,j (t) have the same limit in L p . Write
It suffices to show that the two terms in the right-hand side of (8.2) both converge to zero in L p . The convergence of the second term follows from estimate (11.15) of Lemma 11.5. Lemma 4.2 implies that the L p -norms of Λ n t Γ n s b j 2 (s) − Λ t Γ sb j 2 (s) and its Malliavin derivative converge to zero as n → ∞. So applying Lemma 11.3 (11.4) with ν = 1 and
we obtain the convergence of the first term.
Step 3. Following the lines in Step 2 we can show that nI 12,j (t) converges in L p to
Instead of (11.4) and (11.15) in Step 2, we need to use the estimates (11.5) and (11.14) here. Similarly, it can be shown that nI 11 converges in L p to
Step 4. We have shown that n(X t − X n t ) converges in L p to U t , where we define, for each t ∈ [0, T ],
The theorem follows from the fact that the process U satisfies the equation (8.1). 2
Weak approximation of the modified Euler scheme
The next result provides the weak rate of convergence for the modified Euler scheme (1.3).
Theorem 9.1 Let X and X n be the solution to equations (1.1) and (1.3), respectively. Suppose
If we assume that b ∈ C 4 , σ ∈ C 5 and f ∈ C 4 , then for each
Proof:
We use again the decompositions (4.7) and (4.11) of Y t = X t − X n t , t ∈ [0, T ] and we continue to use the notations there. Given a function f ∈ C 3 b (R d ), we can write
where we denote Z θ t = θX t + (1 − θ)X n t , 0 ≤ t ≤ T .
Step 1. In this step, we show that sup 0≤t≤T E ∇f (Z θ t )Y t ≤ Cn −1 , which implies (9.1). From the estimates (4.9) and (4.10) it follows that this inequality is true when Y is replaced by I 11 , I 13 , I 12,j , I 2,j or I 4,j . Therefore, it suffices to show that E ∇f (Z θ t )E i,j (t) ≤ Cn −1 for i = 1, 2, 3 and j = 1, . . . , m, where E ij (t) are defined by (4.12). Consider first the term i = 2. The use of the expression (4.13) and an application of the integration by parts formula yield
where we recall that F n,i,j t = Γ n t (∇σ j σ i )(X n t ) (as before, in the above equation we set t n+1 = T n (n + 1)). Therefore,
For the term containing E 1,j we can write
) . An application of the relation between the Skorohod and path-wise integral (2.9) yields
For the term A 1 we obtain by the integration by parts
≤ Cn −β for any 1 2 < β < H we obtain
On the other hand, it is easy to show that E H n,i,j s ≤ Cn −1 , which implies
10 Rate of convergence for the Euler scheme
In this section, we apply our approach based on Malliavin calculus developed in Section 4 to study the rate of convergence of the naive Euler scheme defined in (1.2). Our first result is the rate of the strong convergence of the naive Euler scheme. As we will see, the weak rate of convergence and the rate of strong convergence are the same for the naive Euler scheme. We still use X n to represent the naive Euler scheme (1.2). This will not cause confusion since we will only deal with this scheme in this section.
Theorem 10.1 Let X and X n be the processes defined in (1.1) and (1.2), respectively. Suppose that b ∈ C 1 b (R d ; R d ) and σ ∈ C 2 b (R d ; R d×m ). Then for each p ≥ 1, we have
If we assume b ∈ C 3 b (R d ; R d ) and σ ∈ C 4 b (R d ; R d×m ), then as n tends to infinity, 
in L p for all p ≥ 1. 2
As a consequence of the above theorem, we can deduce the following result.
Corollary 10.2 Let X and X n be the processes defined in (1.1) and (1.2), respectively. Suppose
Let Λ be the process defined in (4.20). Then as n tends to infinity,
in L p for all p ≥ 1.
Proof: We can write
where we denote Z θ t = θX t + (1 − θ)X n t , t ∈ [0, T ]. Then the result follows from Theorem 10.1, the convergence of X n t to X t and the assumption on f . E[∇f (X t )Λ t Γ s (∇σ j σ j )(X s )]ds.
Appendix

Estimates of a Young integral
In this section, we give an estimate on pathwise integral using fractional calculus.
and K 4 is the constant in Lemma 11.2. This completes the proof. 
Proof:
Without loss of generality, we let T = 1. Note that when η(s) = s < t ≤ η(s) + 1 n , the double integral equals zero. In the following we will assume t > η(s) + The lemma is now proved. 
Estimates for some special Young and Skorohod integrals
In this section we derive estimates for some specific Young and Skorohod integrals. We fix n ∈ N and consider the uniform partition on [0, T ]. Then there exists a constant C (independent of F ) such that the following inequalities hold for all 0 ≤ s < t ≤ T It follows from (2.11) that the L p -norm of the first integral of the right-hand side of (11.6) is bounded by Cn −ν (t − s) H F 1,p . On the other hand, from Minkowski's inequality it follows that the L p -norm of the second integral is less than or equal to Cn −ν (t − s)F 1,p . These estimates imply (11.4) because (t − s) ≤ (t − s) H T 1−H .
Proof of (11.5): If t − s ≤ 1 n , we can write 
where κ β (F, G) = ( F ∞ + F β ) G β B 2 β . In the general case, we can write ≤ Cκ β (F, G)n 1−3β (t − s) β , (11.17) where the first inequality follows from (11.16).
Proof of (11.15) : This estimate can be proved by following the lines of the proof of (11.14) and noticing the fact that (u−η(u)) ν has finite ν-Hölder seminorm on (t k , t k+1 ) for each k = 1, . . . , n−1. In the left Figure, the black curve is a sample path of the solution of the equation dX t = X t dt + X t dB t , t ∈ [0, 1], obtained from the explicit form of the solution, where B is a fBm with Hurst parameter H = 0.55, the blue curve is a sample path obtained by the naive Euler scheme, while the red curve is a sample path obtained by the modified Euler scheme from the same simulation of the fractional Brownian motion. The modified Euler scheme produces a much better approximation than the naive Euler scheme.
