The anti-Ramsey numbers are a fundamental notion in graph theory, introduced in 1978, by Erdös, Simonovits and Sós. For given graphs G and H the anti-Ramsey number ar(G, H) is defined to be the maximum number k such that there exists an assignment of k colors to the edges of G in which every copy of H in G has at least two edges with the same color.
Introduction
For given graphs G and H, the anti-Ramsey number ar(G, H) is defined to be the maximum number k such that there exists an assignment of k colors to the edges of G in which every copy of H in G has at least two edges with the same color. Classically, the graph G is a large complete graph and the graph H is from a particular graph class.
The study of anti-Ramsey numbers was initiated by Erdös, Simonovits and Sós in 1975 [9] . Since then, there have been a large number of papers on the topic. There are papers that study the case when G = K n and H is a: cycle, e.g., [4, 9, 22] , tree, e.g., [19, 20] , clique, e.g., [5, 9, 13] , matching, e.g., [7, 16, 25] and others, e.g., [3, 9] .
The anti-Ramsey numbers are connected with the rainbow number [14] rb(G, H), which is defined as the minimum number k such that in any coloring of the edges of G with k colors, there exists a rainbow copy of H. Thus, ar(G, H) = rb(G, H) − 1. We call a coloring without a rainbow copy of H, an H-free coloring.
Various combinatorial works studied the case when H is a path or a cycle, for instance, the work of Simonovits and Sos [27] shows that there exists a constant c such that for a sufficiently long path ar(K n , P t ) ∈ O(t · n), the combinatorial analysis of the problem is extremely difficult when instead of K n we use an arbitrary graph as the host graph. For a more detailed exposition of the combinatorial results on anti-Ramsey numbers, we refer the reader to the following surveys: [14, 26] .
Besides the extremal results, the anti-Ramsey numbers have been studied from the computational point of view in several papers. The anti-Ramsey numbers when G is an arbitrary graph was studied for the case when H is a star. The problem was introduced by Feng et al. [10, 11, 12] , motivated by applications in wireless mesh networks and was termed the maximum edge q-coloring. The maximum edge q-coloring models interference in a new type of wireless mesh network where each computer has q interface cards. Thus, the nodes of the graph correspond to computers, the edges with the communication links and the colors with the frequencies on which two computers communicate (see more details in [10, 11, 12] ).
They provide a 2-approximation algorithm for q = 2 and a (1 + 4q−2 3q 2 −5q+2 )-approximation for q > 2. They show that the problem is solvable in polynomial time for trees and complete graphs in the case q = 2. Later, Adamaszek and Popa [1] show that the problem is APX-hard and present a 5/3-approximation algorithm for graphs with a perfect matching. For more results related to the maximum edge q-coloring, the reader can refer to [2] .
Our general goal is to develop the understanding of the anti-Ramsey numbers by focusing on the computational complexity of the problem. It is intriguing that the problem has been studied extensively in the combinatorics community, while in the algorithms community the problem has been considered only recently. Due to its practical applications in networking [10, 11, 12, 23, 24] and its success in combinatorics community, the problem is interesting to study from the computational point of view.
To study the problem, we continue the line of previous works; we restrict H to a specific class of graphs, namely, paths. On the other hand, G is either an arbitrary graph or a restricted class of graphs such as trees or bipartite graphs. We obtain both algorithmic and hardness results.
Our Results
We provide a big picture on what is tractable and what is not tractable when we are dealing with anti Ramsey numbers on paths. Namely we prove the followings.
1. First, we show that computing the value of ar(G, P k ) for every k > 2 is NP-hard via a reduction from the maximum independent set problem. Namely, we prove the following theorem.
Theorem 1. For every k > 2, P k -free coloring problem is NP-hard.
The above theorem basically states that there is no XP algorithm, parameterized by k, for the problem unless P = N P . The reduction is multi stage: firstly we distinguish between the odd and even values of k. Then for each parity of k, given an instance of independent set, we construct an auxiliary graph and prove several structural lemmas on that graph to establish a one to one mapping between the maximum independent set in the original graph and the maximum anti-Ramsey coloring on the auxiliary graph.
We push further and by a more careful analysis of the above proof for the special case of k = 3, we show the problem is inapproximable by a factor n −1/2− , even on 3-partite graphs. The inapproximability holds under the condition N P = ZP P . Similarly it works under P = N P with a slightly worse factor.
Given the hardness of the problem, it is natural to investigate what would be the best exponential algorithm for the problem. Along this line, we study the running time of the exact algorithm for a slight variant of the problem, namely, Precolored P 3 -free coloring. We prove that the problem does not admit an exact algorithm with running time 2 o(|E(G)|) assuming ETH.
Theorem 2. There is no 2 o(|E(G)|) algorithm for Precolored ar(G, P 3 ) unless ETH fails.
To obtain such a reduction, we provide a graph construction with low edge density gadgets. This is unlike standard hardness proofs where it is possible to blow up the graph by any polynomially bounded size.
2. Given the above hardness results, even for small values of k, namely constants, it is natural to explore the tractability of the problem when the host graph has a nice structural property. We first introduce a generic algorithmic idea, which we named color connected coloring and we exploit this to develop a linear time algorithm on trees.
Theorem 3. For a tree T , there is an exact linear time algorithm that computes ar(T, P k ) for every constant integer k; the algorithm runs in time O(|V (T )|k 4 ).
There are known combinatorial results for cycles of length three on outerplanar graphs [15] and the algorithm for trees for 3-consecutive coloring of [6] . Our algorithm is independent of the latter; however, if we set k = 3 our algorithm solves the aforementioned problem, while the other direction does not work. For k > 3, we introduced several ideas other than color connected coloring. We believe that our techniques are useful in providing approximation algorithms on larger classes of graphs.
The paper is organized as follows. In Section 2, we introduce preliminaries. Then, we prove the NP-hardness of computing ar(G, P k ) in Section 3 and next, we show the hardness of inapproximability for P 3 -free coloring. In Section 5 we show the exact complexity result for Precolored P 3 -free coloring. In Section 6, we provide an exact polynomial time algorithm for trees. Finally, in Section 7, we summarize the results and present directions for future work.
Preliminaries
We use N to denote the set of natural numbers and we write [n] to denote the set {1, . . . , n}. We refer the reader to [8] for basic notions related to graph theory. All the graphs considered in this paper are simple and undirected.
Let G be a graph, we write V (G) for its vertices and E(G) for its edges. For any vertex
For k ∈ N + we denote by P k a path with k + 1 vertices. The length of P k is k, the number of its edges. Also let p be a P k , depending on the context we may write p = (e 1 , . . . , e k ) where e i ∈ E(p) or p
Definition 4 (Coloring). Given an undirected graph G = (V, E), the coloring of the edges of G is a function c : E → N. Similarly for any subset A ⊆ E we define c(A) = e∈A c(e).
We call a coloring of the edges of a graph G a rainbow coloring if for every pair of edges e = e ∈ E we have c(e) = c(e ). Let G, H be two graphs, an edge coloring c of G is H-free coloring if there is no rainbow subgraph of G isomorphic to H. We denote the number of distinct colors used in c by c G,H . Let C be the set of all H-free colorings of G. The anti-H number of G is ar(G, H) = max c∈C c G,H . We observe that if k is part of the input, then the problem of computing ar(G, P k ) is at least as hard as finding a Hamiltonian path.
Observation 5. Let G be a graph then computing ar(G, P |V (G)|−1 ) is NP-hard.
Proof. ar(G, P |V (G)|−1 ) = |E| if and only if G does not have a Hamiltonian Path.
In the above we can replace Hamiltonian Path in the proof with longest path and in addition use the length of this path as parameter to prove the hardness for large values of k.
Hardness of P k Anti-Ramsey Coloring
In this section for every k > 2, we prove the hardness by a reduction from the maximum independent set (MIS) problem.
Proof Sketch: The idea is to construct a new graph G from G such that from a maximum P k -free coloring of G , we can derive the size of the maximum independent set of G. To obtain the desired result, we divide the problem into three subproblems. We do the reduction with different approaches for k = 4, every even k > 4, and every odd k > 1.
The generic idea of the proof is as follows. We replace every vertex and edge with certain gadgets, this depends on the parity of k and the gadgets are quite different. Afterward, in each case, intuitively, we prove that if a vertex belongs to an independent set, its corresponding gadget can be colored with more distinct colors than a vertex which does not belong to an independent set. On the other hand, for each case, we design edge gadgets such that their coloring can be (almost) fixed in advance in polynomial time, despite the choice of coloring for the vertex gadgets.
The crucial part of the rest of proof, after the construction, lies on the analysis of a maximum P k -free coloring in G . We perform this analysis mostly based on the structure of G and the mutual relation between vertex gadgets. So in each case, we provide certain structural lemmas to overcome the challenges of these parts.
Hardness of the Problem for Odd k > 1
Assumption I: In this part we assume k > 1 is an odd integer.
In the following, we first present an upper bound on the number of colors when the graph H is a path. For certain technical reasons that we will see in the proofs, we define a constant c k depending only on k with a particular lower bound.
Proof. Let c be a P k -free coloring of G with the maximum number of colors; we take the maximum size set of edges of distinct colors w.r.t. c. The resulting graph has no P k as a subgraph and hence it does not have any P k as a minor so by Mader's theorem [8, 21] it has
Assumptions II: In this section, c k is what we used in Lemma 6. Whenever we write I it means the maximum independent set in the graph G.
Given an undirected graph G, we construct a graph G as follows:
Later in Lemma 12 we determine the value of f k .
For each edge
{s v , s u }. Let us define the union of all such edges in the entire graph G as E s t , more
An edge coloring is valid if it is a P k -free coloring. We start by providing some lemmas and observations on the structure of valid colorings of G to establish a connection between such a coloring and an independent set in G.
Lemma 7. In any P k -free coloring of G the edges in E s t will receive at most 2c k |V (G)| distinct colors.
Proof. The subgraph of G induced on endpoints of edges in E s t has exactly 2|V (G)| vertices hence the lemma follows from Lemma 6.
The next lemma bounds the number of distinct colors of each individual P v .
Proof. First of all, we provide a coloring scheme for a cycle of length 2(k − 1) with 2(k − 2) distinct colors. Consider two vertices s, v of this cycle which are at distance k − 1. There are two internally vertex disjoint paths P and P each of length k − 1 between s and v. Recall that k > 1 is an odd number hence k − 1 = 2t, t > 0. Let suppose the edges of P and P in order of their appearance from s to t are e 1 , . . . , e 2t and e 1 , . . . , e 2t accordingly. Then our coloring function c as follows:
otherwise.
c colors the graph with 2(k − 3) + 2 = 2(k − 2) colors. On the other hand, every path of length k contains either both of e t , e t+1 or both of e t , e t+1 , hence, as such pairs have the same color, every path of length k will have at most k − 1 distinct colors. Thus c defines a P k -free coloring on the cycle of length 2(k − 1). Now we prove that ar(G, P k ) ≤ 2(k − 2) by contradiction. Assume we have more than 2(k − 2) distinct colors so either P or P has (k − 1) distinct colors, let's say it is P , then two edges of P that are incident to this P should be colored by one of the colors that is already in color set of P . So P has at most (k − 1) − 2 colors not in the color set of P , hence we have at most (k − 1) + (k − 1 − 2) = 2(k − 2) distinct colors.
Proof. Color each path of H with k − 2 colors: color two middle edges of the path P i by color i, color the rest of edges by colors ki + j for j ∈ [k − 3]. By Lemma 8 this is a valid coloring. The number of distinct colors follows from the number of paths and the number of distinct colors of each path. Such a scheme is depicted in the lower set of paths of the Figure 2 
Proof. For the sake of contradiction suppose there is a valid coloring of G so that P v is colored with more than (k − 2) · (f k + 1)c k |V (G)| colors. By Pigeonhole Principle, at least one of the P v i 's has (k − 1) edges with distinct colors c 1 , . . ., c k−1 . By Lemma 8 all other edges in P v should be colored with at most (k − 3) · ((f k + 1)c k |V (G)| − 1) other colors, contradicting that P v has more than (k − 2) · (f k + 1)c k |V (G)| distinct colors.
Definition 11 (Family of Distinct Colored Paths). A set of paths P is a family of distinct colored paths if the following conditions hold:
1. Their union is a graph with a valid P k -free coloring.
2. For every P = Q ∈ P and, for every e ∈ P, e ∈ Q we have that c(e) = c(e ).
Note that from the above Definition 11, it is clear that the set of paths should be pairwise edge disjoint (otherwise it does not meet the second condition), also one path may repeat some of its own colors.
The following lemma, basically states that we cannot have two adjacent nodes u, v in G such that their corresponding paths receive many distinct colors in G . We employ this key property later in the hardness proof to obtain an MIS based on the size of the family of distinct colored paths. Proof. We set f k = k + 2 and prove the lemma by contradiction. Suppose |P| , |Q| ≥ f k . Each path P in P has at least k − 2 distinct colors, if we divide it into two equal sized subpaths, one of them is rainbow. There are k + 2 such subpaths in P, so w.l.o.g. at least half of them are incident to s v . Let us call them the set P = {P 1 , . . . , P t }, where t = k+2 2 = k−1 2 + 2. Similarly there are t rainbow subpaths Q = {Q 1 , . . . , Q t } in P u such that w.l.o.g. they have s u as one of their endpoints and length of each of them is k−1 2 . Let c 1 be the color of the edge {s u , s v }. As both of P, Q are families of distinct color paths, the same holds for P , Q . Then, we have at least t − 1 paths P ⊆ P and at least t − 1 paths Q ⊆ Q such that none of their edges are colored with c 1 . Length of a path P ∈ P is t − 2 so it can have common color with at most t − 2 paths in Q . Hence, as the number of paths in Q is t − 1, there are at least two paths P ∈ P , Q ∈ Q such that union of P and Q and {s u , s v } is a rainbow path of length k. A contradiction to the assumption of the lemma, hence, the claim of lemma follows.
For a better understanding of the above lemma see Figure 1 and Figure 2 . The following establishes a lower bound on the number of distinct colors w.r.t. the size of a maximum independent set I. 
In the rest it is enough to show that the mentioned coloring is P k -free.
By Lemma 9 we do not have a rainbow P k in P v for any v ∈ I. Also, we do not have a rainbow P k in P v for any v / ∈ I, since every P k must contain two middle edges of one of the P v ∈ P v which have the same color c. Let suppose P is a path of length k that is not entirely in P v , for any v ∈ V (G). Thus, P has at least an edge of E s t . If P contains more than one edge of E s t then it is not a rainbow, since all edges of E s t have the same color c. Hence, P contains exactly one edge e of E s t connecting paths in P u and paths in P v . If P contains two middle edges of P v ∈ P v (similarly P u ∈ P u ) we are done: these middle edges have the same color so P is not a rainbow path. Otherwise, P has exactly one middle edge e of P u and a middle edge e of P v ; we know that one of u or v is not in I, hence one of e or e has the color c, the same color as e. Therefore, P is not a rainbow path. See Figure 2 for an illustration of the explained coloring in the proof. Now we can prove the hardness for every odd k > 1.
Lemma 14. For every odd k > 1, P k -free coloring problem is NP-hard.
Proof. We show that we can find the maximum independent set of G if we have a maximum P k -free coloring of G . By Lemma 13, we can color the graph with at least
Let c be a maximum P k -free coloring of G , by the above argument we know that there are at least A distinct colors in c. Now, let us define a set X = {v ∈ G | P v has more than (k−3)(f k + 1)c k |V (G)| + 2f k distinct colors in c}. The following claim enables us to employ Lemma 12 and relate the size of X to the size of I and therefore conclude the lemma.
Claim 14.1. For any v ∈ X, P v has at least f k paths such that they form a family of distinct color paths and in addition each of these paths has at least k − 2 distinct colors.
Proof. of Claim 14.1. Let v ∈ X, we define a set Y = ∅, then add some paths of P v to Y as follows: In the iteration i take a path P i ∈ P v − Y which satisfies the following two conditions: 1) it has maximum number of distinct colors, 2) it has at least k − 2 distinct colors w.r.t. the colors of paths that are already in Y . The procedure of constructing Y will terminate whenever there does not exist any path in P v − Y which satisfies the second condition.
We claim the size of Y is at least f k . Toward the contradiction, suppose that |Y | < f k . There are at most |Y |(k − 1) distinct colors in the set of edges in Y , and by the construction
Adding the two together we get that the number of distinct colors in P v is bounded
This is a contradiction to definition of X, therefore Y contains at least f k paths.
In the remaining, we claim Y is a family of distinct colored paths. It is enough to show there does not exist two different paths P i and P j in Y such that c(E(P i )) ∩ c(E(P j )) = ∅. For the sake of contradiction, suppose there are two paths, let say P i , P j ∈ Y, i < j, such that there are edges e ∈ P i , e ∈ P j with c(e) = c(e ). As i < j we know that there is at most one edge in P j of color c(e) otherwise P j would have at most k − 3 distinct colors w.r.t. P i which violates the construction of Y . On the other hand P j is rainbow, since if there are two edges e 1 , e 2 ∈ P j of the same color, then given that the color of e is already in P i , P j will have at most k − 3 distinct colors w.r.t. P i , a contradiction to the construction of Y . Hence, P j is a rainbow path of length k − 1.
Now we perform a case distinction on colors of P i = ({e 1 , . . . , e k−1 ) to arrive at a contradiction.
1. c(e 1 ) = c(e) or c(e k−1 ) = c(e), let suppose the former. Then by concatenating e 1 and P j we get a rainbow path of length k a contradiction to the fact that c was a P k -free coloring.
2. The only remaining case is that c(e 1 ) = c(e k−1 ) = c(e), but this is not possible, because at the iteration i we would have chosen P j over P i as it has more distinct colors than P i , since P j is rainbow.
Given the above case distinction, we conclude that Y is a family of distinct colored paths as claimed.
By the above claim and Lemma 12, we know that X is an independent set so |X| ≤ |I|.
In the rest of the proof, we show |X| = |I|, by the above it is enough to show that |X| ≥ |I|. Note that it is easy to find X once the coloring is given, so the lemma follows.
To aim a contradiction suppose |X| < |I|. We count the number of distinct colors w.r.t. c and prove that it is less than A, a contradiction to the fact that c has at least A distinct colors. We count the maximum number of possible colors in c based on type of edges of G :
1. B = the number of distinct colors for edges in P v for v ∈ X: we have it by Lemma 10 ,
Edges in
3. For edges in E s t : by Lemma 7 we have at most D = 2c k |V (G)| distinct colors.
So to arrive at a contradiction, we just need to prove B +C +D < A, if we put the numbers together we will get: |V (G)| − |X| ≤ c k |V (G)|, but, this inequality holds for k ≤ n, c k ≥ 1, which concludes the contradiction as it shows B + C + D < A. 
Hardness of the Problem for Even Values of k > 4
Assumption: In this part we assume k = 2t, t > 2.
Definition 15 (S(d)). For an integer d ≥ 1, let S(d) be a subdivided star, i.e., S(d) is obtained by subdividing every edge of K 1,d . We call the corresponding vertex of K 1,d in the partition with size one, as the center of S(d). Every subdivided edge of K 1,d is a branch. Therefore, S(d) has exactly d branches.
Definition 16 (wasted edge). In a coloring of G, we choose one arbitrary edge from each color and call each unchosen edge of G a wasted edge. Therefore, if D is a set of all wasted edges of a maximum H-free coloring of G, then |D| + ar(G, H) = |E(G)|.
Definition 17 (D l,w ). We construct an edge gadget D l,w as follows. Let u 1 , u 2 , ..., u l+1 be l + 1 distinct vertices. Then for every i ∈ [l], we connect u i to u i+1 by w internally disjoint paths each of length two. We call u 1 head and u l+1 tail of D l,w .
Graph Construction Given a graph G, we construct a graph G as follows.
For each vertex
2. For every edge e = {u, v} ∈ E(G), we add a D t−2,4|E(G)|+8 to G , named D e , such that its head is the leaf of the corresponding branch of e in S u and its tail is the leaf of the corresponding branch of e in S v .
For a better understanding of the graph construction see Figure 3 .
Lemma 18. In any maximum P k -free coloring c of G , for every D e , e ∈ E(G), there exists at least eight edge disjoint paths, each of length 2t − 4 between its head and tail such that their union is rainbow.
Proof. We prove the lemma by contradiction. Suppose that there exists e ∈ E(G) such that D e does not satisfy the above condition. There exists a set of edge disjoint paths Q of size 4|E(G)| + 8 in D e , such that each of its paths has length 2t − 4 and they all start from the head of D e and end in the tail of D e . Let P be the maximum size subset of Q such that union of its paths is a rainbow. By the assumption, we have |P| < 8. Note that for every P ∈ Q \ P, we know that either P is not a rainbow or c(E(P )) ∩ c(E(P)) = ∅. Therefore, there are at least 4|E(G)| + 1 wasted edges in D e w.r.t. c.
To arrive to a contradiction, we construct a coloring c , that has more distinct colors than c. In c we color all edges of S v for each v ∈ V (G) with the same color c 1 , and color remaining edges e , i.e. e ∈ E(G ) \ E( v∈V (G) S v ), with a new color c e . c has 4|E(G)| − 1 wasted edges which is less than the number of wasted edges in D e w.r.t. the coloring c.
It is enough to show that c is a valid coloring. Every path that is entirely in D e has length at most 2t − 2, therefore every path of length 2t has at least two edges in v∈V (G) E(S v ), hence c is a P k -free coloring and has more distinct colors than c, a contradiction.
Proof. If d v = 1 the lemma is obvious. We prove the lemma for d v > 1, by contradiction. Suppose we can color S v with at most d v −2 wasted edges. Hence, we have at least two branches
. Therefore, concatenation of b 2 , b 1 and Q creates a rainbow path of length 2t, a contradiction. So we need at least d v − 1 wasted edges.
wasted edges, then its coloring has the following properties: 1) all incident edges of the center vertex of S v have the same color and 2) each remaining edge of S v has a distinct color.
Proof. First we prove the following claim.
Claim 20.1. In any maximum P k -free coloring of G , for any e ∈ E(G), there exist four edge disjoint rainbow paths each of length 2t − 3 in D e such that their union is rainbow and they all start from the head of D e . Similarly, there exist four rainbow paths each of length 2t − 3 in D e such that their union is rainbow and they all start from the tail of D e .
Proof. of Claim 20.1. By Lemma 18, there exists eight disjoint paths P 1 , P 2 , . . . , P 8 , connecting the head of D e to its tail without any wasted edges. For i ∈ {1, 3, 5, 7}, by concatenating P i with the starting edge of P i+1 , we get a rainbow path of length 2t − 3 which starts from the tail of D e . A similar argument holds for the head of D e and the claim follows.
Let w be the center vertex of S v . We prove that in any valid coloring c of S v with d v − 1 wasted edges all edges incident to w have the same color. Otherwise, there are at least two edges e 1 , e 2 incident to w such that c(e 1 ) = c(e 2 ). Let suppose e 1 , e 1 belong to the same branch b e of S v . If c(e 1 ) / ∈ {c(e 1 ), c(e 2 )} then e 2 , e 1 , e 1 and one of the 4 rainbow paths in D e from the above claim, form a rainbow path of length k, a contradiction. Hence, c(e 1 ) is used in the coloring of incident edges of w. With a similar argument, every edge in S v which is not incident to w, has the same color as one of the incident edges of w. Therefore, the total number of distinct colors in S v is at most d v , a contradiction that there are at most d v − 1 wasted edges in S v . Hence, incident edges of w have the same color; then every remaining edge must have a new distinct color otherwise there would be more than d v − 1 wasted edges in S v , thus the lemma follows. Lemma 21. Let u, v ∈ V (G) and e = {u, v} ∈ E(G). In any maximum P k -free coloring of G , S v has at least d v wasted edges or S u has at least d u wasted edges.
Proof. Suppose that S u has d u −1 wasted edges and S v has d v −1 wasted edges. By Lemma 19,  we know that the edges in S u ∪ S v that are not connected to the center vertices of these two subdivided stars will receive distinct colors and those that are incident to the center vertices will receive new colors c v (edges incident to the center of S v ) and c u respectively. Then by Lemma 18, we know that there is a rainbow path of length 2t − 4, P , between the head and the tail of D e . Let b u , b v be the corresponding branches of u, v w.r.t. e. By concatenation of b u , P , and b v , we get a rainbow path of length k = 2t, a contradiction to the assumption of the lemma. First, we claim that c is a maximum P k -free coloring of G and then we show that |I| can be derived from the size of c, or equivalently from ar(G , P k ).
To show that c is a P k -free coloring we perform a case distinction for every path of length k in G , in the following u, v are two arbitrary adjacent vertices in the graph G:
1. A path P between the center of S u to the center of S v for {u, v} ∈ E(G).
A path P that contains center of S v as one of its non-leaf vertices.
For the first case, as e = {u, v} by Lemma 21 w.l.o.g. we can suppose S u has been colored with at least d u wasted edges. Therefore, the first two edges of P starting from the center of S u belongs to a branch b of S u , and have the same color c u b in c, so P is not a rainbow path.
For the second case, the path P has at least one branch, b, of S v and at least one incident edge to the center of S v in another branch b of S v . Hence, if we colored S v with d v − 1 wasted edges, then by Lemma 20 two edges of P that are incident to the center of S v have the same color. Otherwise, if S v is colored with d v wasted edges, both edges of b have the same color c v b , therefore P is not a rainbow path. Now we show that c is a maximum P k -free coloring of G . Note that by Lemma 19, the minimum number of wasted edges in an individual
Moreover, in c, number of such S v 's is exactly |I| which is the maximum possible number of them. Also, for each remaining vertex, v ∈ V (G) , S v has exactly d v wasted edges (the minimum number of possible wasted edges other than d v − 1). Also, c does not have any wasted edge in the rest of G . Therefore, c has the least number of wasted edges. Hence, c has the maximum number of distinct colors in any P k -free coloring of G .
Total number of wasted edges in c is
Hence, we get that |I| = 2|E(G)| − |D| as claimed.
Lemma 23. For every even k > 4, P k -free coloring problem is NP-hard.
Proof. By Lemma 22, we know that solving the maximum P k -free coloring of G results in the size of the maximum independent set of G which is NP-hard.
Hardness of the Problem for k = 4
First we show that for k = 4, P k -free coloring problem is NP-hard.
Each branch of S v corresponds to one of the incident edges of v.
2. For each edge e = {u, v} ∈ E(G), we merge the leaf of the corresponding branch of e in S u with the leaf of the corresponding branch of e in S v and call the merged vertex v e . In addition, we add 4|E(G)| + 4 new vertices and connect them to v e . We call the set of edges between v e and them L e .
Lemma 24. In any maximum P 4 -free coloring of G , for each e ∈ E(G), there exist at least four edges in L e such that their union is rainbow.
Proof. We prove the lemma by contradiction. Suppose that in a maximum P 4 -free coloring c of G there exists e ∈ E(G) such that L e does not contain four edges which their union is a rainbow. Let F ⊆ L e be a maximum size subset of L e such that union of its edges is rainbow. By the assumption we have |F | < 4. Therefore, there are at least 4|E(G)| + 1 wasted edges in L e . For the sake of a contradiction, consider a coloring of G such that each edge of S v for every v ∈ V (G) have the same color and all other edges of G have a distinct color. The proposed coloring has exactly 4|E(G)| − 1 wasted edges which is less than the number of wasted edges in L e . Inside each L e , the length of the longest path is at most 2. Hence our coloring is a P 4 -free coloring and has more distinct colors than c, a contradiction. Proof. If d v = 1 the lemma is obvious, therefore we prove the lemma for d v > 1. For the sake of contradiction, suppose we can color S v with at most d v − 2 wasted edges. Hence, we have at least two branches b 1 , b 2 of S v such that union of their edges is a rainbow. Therefore, concatenation of b 1 and b 2 creates a rainbow path of length 4, a contradiction. Hence, we need at least d v − 1 wasted edges. Lemma 26. In any maximum P 4 -free coloring of G , for any v ∈ V (G) if S v has exactly d v − 1 wasted edges, then its coloring has the following properties: 1) all incident edges of the center vertex of S v have the same color and 2) each remaining edge of S v has a distinct color.
Proof. We prove that the coloring of S v with d v − 1 wasted edges should have the two properties that mentioned in the statement of the lemma.
Let w be the center vertex of S v . For the sake of contradiction, suppose there are at least two edges e 1 , e 2 , such that they have distinct colors and they are incident to w. Let suppose e 1 belongs to a branch b e of S v . Let the other edge of b e be e 1 . If e 1 does not have the same color as either of e 1 or e 2 , then e 2 , e 1 , e 1 and one of the 4 rainbow edges in L e from the Lemma 24, form a rainbow path of length 4, a contradiction to assumption that our coloring is a P k -free coloring. Hence, c(e 1 ) is also used in the incident edges of w. With a similar approach, each edge in S v which is not incident to w, has a common color to one of incident edge of w. Therefore, the total number of distinct colors in S v is at most d v . Hence, there are at least d v wasted edges in S v , a contradiction. Lemma 27. Let u, v ∈ V (G) and e = {u, v} ∈ E(G). In any maximum P 4 -free coloring of G , S v has at least d v wasted edges or S u has at least d u wasted edges.
Proof. Suppose that S u has d u − 1 wasted edges and S v has d v − 1 wasted edges. By the Lemma 26, we know that the coloring of S v and S u must have the mentioned properties in the Lemma 26 statement. Let b u , b v be the branches of u, v that corresponds to e. Note that c(E(b u )) ∩ c(E(b v )) = ∅, otherwise S v has at least d v wasted edges or S u has at least d u wasted edges, a contradiction. Hence, by concatenation of b u , and b v , we get a rainbow path of length 4, a contradiction.
Lemma 28. Let I be a maximum independent set of G and D the set of all wasted edges in a maximum P 4 -free coloring of G , then |I| = 2|E(G)| − |D|.
Proof. For every v ∈ I, we color S v with d v − 1 wasted edges as explained in the Lemma 26. For every u ∈ V (G) \ I, for each branch b of S u , we color both of its edges with a new color, c v b . For every e ∈ E(G), we color L e as a rainbow with new colors.
We claim that the above coloring is a maximum P 4 -free coloring of G and show that |I| can be derived from ar(G , P 4 ).
First, we prove it is a P 4 -free coloring. There are two cases for any P 4 in G :
1. A path between the center of S u to the center of S v for {u, v} ∈ E(G).
A path that contains the center of S v as one of its non-leaf vertices.
For the first case, at least one of u and v are not in I for {u, v} ∈ E(G). Assume, w.l.o.g. u / ∈ I, hence S u has been colored with d u wasted edges. Therefore, the two first edges of this P k starting from the center of S u are a branch, b, in S u , then these two edges have same color c u b , so this P 4 is not a rainbow.
For the second case, the path has at least one branch b of S v and at least one incident edge to the center of S v in another branch of S v , since k = 4. Hence, if we colored S v with d v − 1 wasted edges, then two edges of the path that are incident to the center of S v have the same color. Otherwise, we colored S v with d v wasted edges and both edges of b have same color c v b , so the path is not rainbow. Now we prove that the mentioned coloring is a maximum P 4 -free coloring of G . Note that by Lemma 27, the number of S v 's for v ∈ V (G) with d v − 1 wasted edges is at most |I| and in our coloring it is exactly |I| and all others have at least d v wasted edges and in our coloring they have exactly d v wasted edges. Also, we do not have any wasted edge in the rest of G . So our coloring has the least number of wasted edges. Hence, our coloring has the most number of distinct colors.
The total number of wasted edges in our coloring is:
Lemma 29. For k = 4, P k -free coloring problem is NP-hard.
Proof. We know that finding the size of the maximum independent set is NP-hard and by Lemma 28 we know that solving the maximum P 4 -free coloring of G results in the size of the maximum independent set of G.
Proof of Theorem 1. By the Lemma 14, Lemma 23, and Lemma 29 we show that for every integer k > 2 the problem is hard.
Inapproximability of P 3 Anti-Ramsey Coloring
In this section, we show that for every ε > 0 there is no polynomial time 1 √ |V (G)| 1−εapproximation for P 3 -free coloring unless N P = ZP P [17] , or similarly there is no polynomial
1− -approximation to estimate ar(G, P 3 ) unless P = N P . We use basic building blocks from the previous sections and prove the hardness via a gap preserving reduction from the maximum independent set problem.
We need this helper lemma later.
Lemma 30. In any P 3 -free coloring of G there are at most |V (G)| distinct colors.
Proof. Let c be a P 3 -free coloring of G with maximum number of distinct colors and let G ⊆ G be an edge minimal subgraph of G which is colored by ar(G, P 3 ) distinct colors w.r.t. c and let
, is rainbow colored otherwise it contradicts to the edge minimality condition of our choice of G . We prove that the number of edges in each G i is at most |V (G i )| and thus, the lemma follows. In particular, we prove that for all t ∈ [k], it holds that G t is either a star or a triangle.
Fix t and let v be a vertex of maximum degree in
If |N (v)| = 2, then G t is a star, otherwise there exists an edge e = {v 1 , u} or e = {v 2 , u}. Assume w.l.o.g. that e = {v 1 , u}. If u = v 2 , it's a triangle. Otherwise we have path of length 3: (v 2 , v, v 1 , u).
If |N (v)| ≥ 3, then G t is star. Otherwise, there are two possibilities: a) there is an edge
If G i is a star then |E(G i )| + 1 = |V (G i )|. If G i is a triangle then |E(G i )| = |V (G i )| = 3. Thus, the lemma follows.
Graph Construction Given an undirected graph G, we construct a 3-partite graph G as follows:
We call this set of edges E s t .
Similar to the previous sections, we say that an edge coloring is valid if it is a P 3 -free coloring. The following lemmas are similar to the ones for P k when k is odd, however, there are minor differences in some cases, so we repeat some of them customized for P 3 .
Lemma 31. There is no valid coloring of G with more than 4|V (G)| colors in P v for any v ∈ V (G).
Proof. The proof of this lemma is similar to the proof of Lemma 10.
Lemma 32. Let {v, u} ∈ E(G). In any P 3 -free coloring of G , if there are at least three distinct colors in P v then P u is colored with at most two colors.
Proof. Firstly, we claim that if P v is colored with at least three distinct colors then s v and t v are incidents to three edges with distinct colors. Assume the contrary, then w.l.o.g. s v is incident to two edges e 1 = {s v , w 1 }, e 2 = {s v , w 2 } of distinct colors and there is an edge e 3 = {t v , w 3 } incident to t v such that c(e 1 ) = c(e 2 ) = c(e 3 ). Then, it holds that w 3 = w 2 as otherwise we get a rainbow colored path (t v , w 2 , s v , w 1 ), similarly w 3 = w 1 . Consider an edge e = {w 3 , s v }. We show that c(e ) = c(e 3 ) and thus we obtain a contradiction.
Assume that c(e ) ∈ {c(e 1 ), c(e 2 )}. If c(e ) = c(e 1 ) (or c(e ) = c(e 2 )) the path (t v , w 3 , s v , w 2 ) (or (t v , w 3 , s v , w 1 )) is a rainbow colored path, hence c(e ) = c(e 3 ). Thus there are three edges of distinct colors incident to s v and follows there are at least three edges of distinct colors incident to t v . Now suppose P u has at least three distinct colors then both of its endpoints (s u and t u ) are incident to three edges of distinct colors but those edges with edge e = {s u , t v } (or {s v , t u }) and three edges of distinct colors incident to s v and t v will result in a rainbow path of length three. Proof. First of all, note that the graph G constructed above is a 3-partite graph: put every s v for v ∈ V (G) in part 1, every t v in part 2 and every other vertex in part 3. We provide a reduction from the independent set problem. More precisely we know there is no polynomial time 1 |V (G)| 1−ε -approximation for MIS for any fixed ε > 0 [17] unless N P = ZP P . We show that if there is a 3 √ |V (G)| 1−ε -approximation for P 3 -free coloring (for any constant ε ) then there is a 1 |V (G)| 1−ε -approximation for MIS in polynomial time. Assume that there is a 3 √ |V (G )| 1−ε -approximation for P 3 -free coloring. The graph G has 4|V (G)| 2 + 2|V (G)| vertices. By Lemma 33, we conclude that we have at least
Let X = {v ∈ G | P v has more than 2 colors}. By Lemma 32, we know that X is an independent set. Now we just need to show that |X| ≥ 1 |V (G)| 1−ε · |I| . To aim contradiction assume |X| < 1 |V (G)| 1−ε · |I| . We calculate the maximum number of colors and prove that it is less than a 3 √ 4|V (G)| 2 +2|V (G)| 1−ε · |I| · 4|V (G)| . We have at most 4|V (G)| · |X| colors for P v s in X, 2(|V (G)| − |X|) colors for other P v s and 2|V (G)| for the remaining edges by Lemma 30. So we have:
This completes the proof that there is no
1−ε -approximation for the problem, now if we let the n be big enough we can conclude that there is no 1 √ |V (G)| 1−δ -approximation as well by replacing approperiate ε with ε .
Precoloring ar(G, P k ) Has No Subexponential Algorithm for k = 3
In this section, we study the complexity of exact algorithms computing the anti-Ramsey number ar(G, P k ) where P k is a path with k edges. For any connected graph ar(G, P 2 ) is always 1 as we cannot color two consecutive edges of G with different colors. We now consider a variant of the problem for the exact time complexity of the problem.
Problem 35 (Precolored ar(G, H) ). The input consists of a graph G = (V, E) where E = E 1 ∪ E 2 . The edges in E 1 have assigned a color while the edges in E 2 are uncolored. The goal is to color the edges in E 2 with as many colors as possible such that there is no rainbow copy of H in G.
In the following, we provide a fine grained reduction from 3SAT to show the hardness of the problem. That is, we provide an instance of Precolored ar(G, P 3 ) problem, i.e., a graph G where some of the edges are precolored, that asymptotically has the same size as the instance of the 3SAT problem, and if there is a 2 o(|E|) algorithm to compute precolored ar(G, P 3 ) then there is a subexponential algorithm to solve the 3SAT problem and this is impossible unless ETH fails. The main technical contribution of this section is the following lemma, in which we construct the aforementioned sparse graph.
Lemma 36. The Precolored ar(G, P 3 ) is NP-hard.
Proof. We show the hardness using a reduction from the 3-SAT problem. Given a Boolean formula φ with n variables and m clauses, we create a graph G = (V, E) as follows. To simplify the understanding, with abuse of notation, we color some edges with colors T or F -one may assume T, F are two distinct integers.
• For each variable X i ∈ φ we create two vertices in V , namely x i andx i as corresponding literals of X i . Moreover, we add the edge (x i ,x i ) ∈ E and we do not precolor it. In the next step, we construct the clause gadgets and connect them to the literal gadgets.
• For a clause C i = (z 1 ∨ z 2 ∨ z 3 ) we distinguish two cases: See Figure 4 for a sketch of the construction of the gadgets. W.l.o.g., we assume that for every i ∈ [n] both variable x i and its negation appear in some clauses as literals. Otherwise, if a variable appears only negated or non-negated, we can simply satisfy all the clauses that contain that variable. The above assumption enforces the following observation.
Observation 37. In a P 3 -free coloring, {x i ,x i } is colored with either T or F . This follows from the construction, i.e., all the incident edges of x i andx i , except for {x i ,x i }, are precolored with T and F respectively.
We claim that the formula φ is satisfiable if and only if ar(G, P 3 ) = m + 2, that is there is a coloring of the edges of G with m + 2 colors (T ,F and another new m colors, one for each clause).
For the direct implication, if the formula φ is satisfiable, we color the edges of G as follows. For each variable x i , if x i is assigned to True, then we color the edge {x i ,x i } with T , otherwise we color this edge with F .
Let C i = (z 1 ∨ z 2 ∨ z 3 ). Assume without loss of generality that C i is satisfied by the literal z 1 . Then we color the edge {c 0 , c 1 } with a new color (or the edge {c 0 , c 1 }). Then, if z 1 corresponds to a negation of a variable, we color all the other edges in the clause gadget with F . Otherwise, we color all the other edges with T .
We show now that the coloring is valid. We claim that as soon as the Observation37 is satisfied, there cannot be a rainbow P 3 starting from one clause gadget and ending up in another one. For the sake of contradiction assume that Q is a rainbow P 3 that starts from a clause C 1 and ends up at C 2 . To avoid abuse of notation, let c j i be the so called vertex c i in clause gadget of C j . Moreover, w.l.o.g. let c 1 1 and c 2 1 be the associated vertices to the variable x i . By our construction, there are two cases for Q (other cases are symmetric).
• Q := (c 1 1 , x i ,x i , c 2 1 ). This is not a rainbow path since all the edges are colored or precolored with T or F.
This cannot be rainbow since {c 1 1 , x i } and {x i , c 2 1 } are precolored with T (or F in case ofx i ).
The latter enables us to check the validity of the coloring in each clause gadget independently. Thus we have two cases:
1. All the literals in a clause are either negated variables or non-negated variables. Assume w.l.o.g., that C i is satisfied by z 1 and this is the non-negated form of x i . Then all of the edges of the clause gadget get the same color T except for {c 0 , c 1 }. Hence any rainbow P 3 that contains more than 2 edges of this clause gadget must have {c 0 , c 1 } and at most one edge from the rest of the clause gadget. Thus the only possible path is (c 0 , c 1 , z 1 ,x i ), but {c 1 , z 1 } and {z 1 ,x i } are colored with T .
2. Two of the literals in a clause are false and the other is true, or vice-versa. The same argument as in the previous case holds. We distinguish two cases. First, assume that the clause is satisfied by the literal that is different from the other two, i.e. For the reverse implication, assume that we are given a coloring of G with m + 2 colors. We show how to recover a satisfying assignment for φ. First of all, notice that in a clause gadget we can add at most one new color. Assume, for the sake of contradiction that there are two edges from a clause gadget that have two distinct new colors. If these two edges are incident, then they form a rainbow path with another incident edge since the edges {c i , z i } have either color T or F . If these two edges are not incident (e.g., {c 0 , z 1 }, {c 0 , z 3 } ) then either the edge incident between them has a different color as well, and thus we have a rainbow path, or the edges between them have one of the two new colors and then, we have the contradiction from the previous case.
Thus, we construct a satisfying assignment as follows. If the edge {x i ,x i } is set to T then we set x i to True, otherwise we set x i to False. Note that Observation 37 ensures that the latter is possible.
Finally, we show that this is a satisfying assignment for φ. We have two cases:
1. If {c 0 , c i } or {c 0 , c i } is the edge colored with the new color. Then the color of {c i , z i } is equal to the color of {z i ,z i }, since otherwise we would have a rainbow path. However, this implies that z i satisfies C i .
2. The edge {c 0 , c 0 } is colored with the new color. Assume by contradiction that the clause is not satisfied. Then {c 0 , c 1 }, {c 0 , c 2 }, {c 0 , c 3 } are colored with the same color as {c 1 , z 1 }, {c 2 , z 2 }, {c 3 , z 3 }, respectively (otherwise we have a rainbow path). However, since {c 1 , z 1 } has a different color than {c 3 , z 3 } (this is how the clause was constructed), then (c 1 , c 0 , c 0 , c 3 ) is a rainbow path, leading to a contradiction.
Given the above lemma and sparsification lemma we conclude the following theorem.
Theorem 2 There is no 2 o(|E(G)|) algorithm for Precolored ar(G, P 3 ) unless ETH fails.
Proof. We may assume the 3SAT instance used in the construction of the graph G in the proof of Lemma 36 is sparse, that is the number of clauses m is in the order of number of variables n, i.e. m ∈ O(n). Thus by sparsification lemma [18] there is no 2 o(n) algorithm to solve 3SAT (unless ETH fails).
On the other hand in the construction of the graph G for each variable we have one edge and for each clause, we have at most 7 edges so in total the number of edges in the graph is bounded above by 7m + n hence |E(G)| ∈ O(n) therefore there is no 2 o(|E(G)|) algorithm for Precolored ar(G, P 3 ) unless ETH fails.
Color Connected Coloring and its Applications
In this section, we introduce the notion of color connected coloring and using that we provide a polynomial time algorithm to compute ar(T, P k ), where T is a tree. Roughly speaking, in a color connected coloring we try to color the graph with the maximum number of colors so that the set of edges of every color class induces a connected subgraph. The main result of this section is the following theorem. In the rest of this section, we assume that T is a rooted tree with r T as its root. We define T v as the largest subtree with v ∈ V (T ) as its root. Depth of a vertex v ∈ V (T ), H v , is the number of edges between v and the root. Furthermore, we define C(v) as the set of children of v in a rooted tree. As we can color the graph with at most |E| many colors, in this proof we use a palette of colors C = {c e | e ∈ E(T )}. That is whenever we color an edge e with a new color, its color will be c e , otherwise, e will get a color of one of the already colored edges.
Lemma 39. There exists a maximum P k -free coloring of T , which is color connected.
Proof. Let c be a maximum P k -free coloring of T with the minimum number of color connected components. If for every c i , T [c i ] has one connected component we are done. Otherwise, towards the contradiction, let c 1 be a color used in c which T [c 1 ] has more than one connected components, {T 1 , . . . , T r } for some r > 1. W.l.o.g. suppose T 1 is the component of T [c 1 ] with the deepest root, in other words argmax i∈[r] min u∈V (T i ) H u equals to one. Since r > 1, the root of subtree T 1 , v, has a parent. Let e be the edge between v and its parent. We recolor all of E(T 1 ) with color c(e). This clearly creates a new coloring c with the same set of colors as c; however, it has one less color connected component than c which contradicts our minimality assumption on c. To complete the contradiction, it is sufficient to show that c is a P k -free coloring.
Towards the contradiction, let P be a rainbow P k in c . We perform a case distinction on |E(P ) ∩ E(T 1 )| to derive a contradiction.
1. |E(P ) ∩ E(T 1 )| = 0: In this case, the coloring of P in c and c is identical. Moreover, P is not rainbow in c, hence P is not rainbow in c either, a contradiction.
2. |E(P ) ∩ E(T 1 )| = 1: In this case, let e ∈ E(P ) ∩ E(T 1 ) be the only edge of P that is recolored in c . There must exist another edge e of P which is colored by c 1 . We know that e ∈ E(T 1 ), so e is not incident to v. We claim that e ∈ E(T v ). Suppose by contradiction, e ∈ E(T v ). Since e ∈ E(T 1 ), w.l.o.g. assume e ∈ E(T 2 ). Since T 1 and T 2 are two disjoint connected components in T v and v ∈ V (T 1 ), min u∈V (T 1 ) H u < min u∈V (T 2 ) H u which contradicts the fact that T 1 is the component of T [c 1 ] with deepest root. We showed that e ∈ E(T v ). Since |E(P ) ∩ E(T 1 )| = 1, its obvious that e ∈ E(P ). c (e) = c (e ), a contradiction.
3. |E(P ) ∩ E(T 1 )| > 1: In this case, at least two edges of P have the same color c(e), hence P is not rainbow, a contradiction.
The purpose of our algorithm is to find a maximum P k -free color connected coloring of a tree, T , since by the Lemma 39 it is a maximum P k -free coloring of T .
. For a color connected coloring c of T , we define L v 1 to be a longest rainbow path in T v starting from v. Moreover, let L v 2 be the longest rainbow path such that L v 1 and L v 2 are edge disjoint and L v 1 ∪ L v 2 is also rainbow.
Lemma 41. A color connected coloring c of T is P k -free if and only if |E(
is a rainbow path. To prove the other direction of the lemma, first we need to prove the following claim.
Proof. of Claim 41.1. We prove the claim by contradiction, suppose there is a rainbow path which can be partitioned as L 3 ∪ L 4 , each starting from v, such that |E(
|. Hence, L 3 and L 4 must have a common color with L v 1 . We know that the incident edge of v in each path L v 1 , L 3 , L 4 must have the same color, since c is a color connected coloring. But we assumed that L 3 ∪ L 4 is rainbow, a contradiction. Hence, the claim is proved. Now we can prove the remaining direction of the lemma. Suppose P is a rainbow path in T v . Thus, P can be partitioned as P 1 ∪ P 2 , each starting from u ∈ V (T v ). Note that |E(L u 1 )| + |E(L u 2 )| < k by the lemma statement. Also, by the above claim, we know |E(P )| ≤ |E(L u 1 )| + |E(L u 2 )|. Therefore, |E(P )| < k for any arbitrary rainbow path in T v .
Definition 42 (D(v, i, j)). Let i ≥ j, i + j < k, and v ∈ V (T ), we define D(v, i, j) to be the number of distinct colors in a color connected maximum P k -free coloring of T v such that
For e = {u, v} where v is the parent of u, we define T e to be a subgraph of T v with E(T u ) ∪ e as its edge set, that is a subgraph of T v that is hanging from e. Proof. First we define two arrays A , B of length n as follow:
Now the problem is reduced to finding m = max{A i + B
For i > 1, we can obtain L i by iterating from 2 to n and calculating L i = max{L i−1 , B i }. Similarly, we can obtain R i by iterating from n to 1. This can be done in O(n). Now we should find max{A i + max{L i−1 , R i+1 } 1 ≤ i ≤ n} which can be done in O(n) by checking all possible values of i.
Proof of Theorem 3. By Definition 42, we know that ar(T, P k ) = max{D(r T , i, j)|i + j < k}. We show that D(v, i, j) can be computed using the values of D(u, ·) for u ∈ V (T v ) \ {v}. Hence, D(·) can be computed by a post-order traversal of T .
To compute D(v, i, j), if v is a leaf of T , the only valid case is D(v, 0, 0), since there is no edge in T v . Hence, in the remaining, we suppose that v is not a leaf. We proceed by case distinction based on types of children of v. A child u of v is of the following types:
Now for each child u of v and z ∈ [3] , such that e = {v, u} ∈ E(T ), we define A u,z as the maximum number of distinct colors in T e if u belongs to case z, such that it does not violate the definition of D(v, i, j). Note that only one child of v belongs to the first case. Also, for j > 0, there is only one child of v in the second case. Moreover, for j = 0 there is not any child in the second case. All other children of v belong to the third case. Therefore, we can compute D(v, i, j) by the Equation (2) and Equation (3), for j > 0 and j = 0, respectively.
In what follows, we show how to compute the value of A u,z .
a) u ∈ L v 1 : Let suppose e = {u, v} ∈ E(T ) and u ∈ L v 1 . Then we have that E(L v 1 ) \ {{v, u}} is a rainbow path of length i − 1. Observe that, since c(e) is in at most one of c(E(L u 1 )) or c(E(L u 2 )), hence by appending e to their tails, at least one of the two paths, L u 1 or L u 2 , extends to a longer rainbow path. If L u 1 extends to a longer rainbow path, we have |E(L u 1 )| = i − 1. Otherwise, c(e) ∈ c(E(L 1 u )) and by Definition 40 every rainbow path with greater length than L 2 u starting from u in T u has a common color with L u 1 . Moreover the common color is c(e), since the coloring is color connected. Hence, L u 2 is the longest rainbow path in T u that extends to a longer rainbow path which results in |E(L u 2 )| = i − 1. Therefore, |E(L u 1 )| = i − 1 or |E(L u 2 )| = i − 1. Thus, A u,1 equals to the maximum value obtained from these two cases.
1. |E(L u 1 )| = i − 1: In this case, e can get a new color c e . Hence, the maximum number of distinct colors used in T e for D(v, i, j) is max x<i D(u, i − 1, x) + 1.
|E(L u
2 )| = i − 1, |E(L u 1 )| > i − 1 : Then c({v, u}) ∈ c(E(L u 1 )), since the length of the longest rainbow path must not exceed i. Also, e must have the same color as the incident edge of u in L u 1 , since the coloring is color connected. However, in this case, P := L u 2 ∪ e forms a rainbow path, since c(e) ∈ c(E(L u 1 )) and |c(E(L u 1 )) ∩ c(E(L u 2 ))| = 0. Moreover, P is the longest rainbow path of T v starting with e, since every other path with longer length has a common color with L u 1 and we are looking for a color connected coloring, thus this color is c(e). So the maximum number of distinct colors used in T e for D(v, i, j) in this case is max x≥i D(u, x, i − 1). b) u ∈ L v 2 : A u,2 can be computed similar to the previous case.
In the following let suppose e 1 = {v, u 1 } ∈ L v 1 and e 2 = {v, u 2 } ∈ L v 2 . For every child u of v such that u / ∈ {u 1 , u 2 }, suppose that x = |E(L u 1 )|, y = |E(L u 2 )|. Also, let e = {u, v}. Hence, A u,3 is equal to the maximum value obtained from the following cases by iterating over all combination of x and y such that x + y < k and x ≥ y.
1. x < j: In this case, e can get a new color c e . Therefore, the optimal solution for this case of T e is D(u, x, y) + 1.
2. j ≤ x < i: In this case, e can not get the new color c e . For the contradiction, suppose that e has the new color c e . Therefore, L u 1 will extend to a longer rainbow path with length x + 1 which starts from v. Moreover, we are looking for color connected coloring, thus the extended path has not any common color with L 1 v . Since x + 1 > j, it leads to a contradiction to the assumption that L v 2 is the longest path such that L v 1 ∪ L v 2 is rainbow. Thus, e cannot have a new color c e . Hence, the optimal solution for this case of T e is at most D(u, x, y). Let c(e) = c(e 1 ), then any rainbow path starting from e in T e has length less than or equal to L v 1 and has a common color with L v 1 . Therefore, the optimal solution for this case of T e is exactly D(u, x, y).
3.
i ≤ x and y < j: In this case, c(e) ∈ c(E(L u 1 )), otherwise the concatenation of e and L u 1 creates a rainbow path of length x + 1 which is larger than length of L v 1 . Hence, e must have the same color as the first edge of the path L u 1 starting from u, since the coloring is color connected. Therefore, the optimal solution for this case of T e is D(u, x, y).
4.
i ≤ x and j ≤ y < i: In this case, c(e) ∈ c(E(L u 1 )), otherwise the concatenation of e and L u 1 creates a rainbow path longer than L v 1 , a contradiction. Let suppose e 3 be the first edge of the path L u 1 which is incident to u. Hence, e must have the same color as e 3 , since we are looking for a color connected coloring. In addition, e must have the same color as e 1 , otherwise, L u 2 extends to a rainbow path of length y + 1 which is longer that L v 2 and it does not have any common color with L v 1 , a contradiction.
Hence, e, e 1 , and e 3 must have the same color. We have counted the color of e 1 as a distinct color before. On the other hand, we count the color of e 3 in the calculation of D(u, x, y). Therefore, we have to subtract it by one to avoid duplication. Hence, the optimal solution for this case is at most D(u, x, y) − 1. Consider the coloring of T u that results D(u, x, y) distinct colors. Let recolor all edges in T u [c(e 3 )] by c(e 1 ). Also, let c(e) = c(e 1 ). Length of the longest rainbow path starting from v in T e in the proposed coloring is y + 1 which is not more than i. Furthermore, all rainbow paths starting from v in T e have a common color with L v 1 , hence they do not violate the definition of L v 2 . Therefore, the optimal solution for this case of T e is exactly D(u, x, y) − 1.
5.
i ≤ x and i ≤ y: In this case, as i < y + 1, at least one of the L u 1 ∪ {e} or L u 2 ∪ {e} is a longer rainbow path than L v 1 , a contradiction to the choice of L v 1 . Therefore, this case is not possible and does not take part in the calculation of the value of the D(v, i, j).
Notice that we only defined D(v, i, j) for i + j < k. Hence, by the Lemma 41, our coloring for every D(v, i, j) is P k -free color connected coloring.
According to the previous cases, we can compute A u,z for all z ∈ [3] and u ∈ C(v) in O(k 2 ). Moreover, by Equation (2), Equation (3), and the Lemma 43 we can compute D(v, i, j) in O(deg(v)), if we use dynamic programming approach. Therefore, the total time complexity of our algorithm is O(|V (T )|k 4 ), since there are O(|V (T )|k 2 ) values of D(·) that we need to compute.
Conclusions and Open Problems
We studied the complexity of computing the anti-Ramsey number for simple paths. We proved that computing the ar(G, P k ) is hard for every constant integer k > 2, and for k = 3, the problem is hard to approximate to a factor of n −1/2− . To analyze the exact complexity of the problem we provided a fine grain reduction, for a slight variation of it. It remains unanswered whether the inapproximability result extends to all paths of length at least 3.
On the positive side, we provided a linear time algorithm for trees. Color connected coloring does not apply to bounded treewidth graphs, however, we believe our techniques can be extended to provide an approximation algorithm for these graphs. We covered paths in depth, another natural class of graphs to be considered might be complete graphs or cycles.
