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Die Ergebnisse des DFG-geförderten Projektes PubFlow werden präsentiert. PubFlow
zielt darauf ab, Publikationsprozesse für Forschungsdaten von der Erhebung und der
Verarbeitung bis hin zur Archivierung und Publikation zu unterstützen. Die exemplari-
sche Implementierung von PubFlow orientiert sich an etablierten Arbeitsabläufen des
Forschungsdatenmanagements in den Meereswissenschaften.
1 Einleitung
Die Bedeutung von Datenbeständen nimmt für die wissenschaftliche Arbeit stetig zu. Insbeson-
dere ein vereinfachter Zugang zur Erhebung, Verarbeitung und Veröffentlichung dieser Daten ist
hierbei ein wichtiger Aspekt. Um Daten, die im wissenschaftlichen Arbeitsprozess entstehen oder
verwendet werden, nachnutzbar zu gestalten ist es erforderlich diese zu publizieren. So können
Ergebnisse leichter nachvollzogen und auf den vorhandenen Daten aufgebaut werden. Der Nut-
zen von Datenpublikationen zeigt sich in vielerlei Aspekten. Beispielsweise können die Daten
aggregiert werden, um neue Erkenntnisse zu erlangen. Aufgrund der geteilten Verantwortung
für die Datenakkumulation, ist es einfacher große Mengen an aktuellen Daten als Grundlage
für eigene Forschungsaktivitäten zu gewinnen [Kel+15]. Weiterhin hat die Datenpublikation di-
rekte Auswirkungen auf Autorinnen und Autoren. Studien zeigen, dass Arbeiten, die zusammen
mit ihren Daten veröffentlicht werden, öfter zitiert werden als vergleichbare Paper ohne Daten
[PDF07].
Für die Überprüfung der publizierten Erkenntnisse und deren Reproduktion stellen Datenpu-
blikationen wie auch die Veröffentlichung von Software-Code eine unabdingbare Voraussetzung
dar. [DTA86] haben bereits 1986 für die empirischen Wirtschaftswissenschaften ernstzunehmen-
de Hinweise auf die Nichtreproduzierbarkeit von Forschungsergebnissen veröffentlicht, die viel-
fach von Studien neueren Datums, auch für andere Fachrichtungen, bestätigt wurden [AW08;
Sci11].
Der Prozess zur Forschungsdatenpublikation besteht aus mehreren Teilschritten. Am Anfang
steht die Erhebung der Daten. Diese werden in so genannten Scientiﬁc Workﬂows verarbeitet und
analysiert. Am Ende des Vorgangs werden die Daten bei Forschungsdatendiensten oder World
Data Center, wie Pangaea1, publiziert. Diese ermöglichen einen einfachen Zugang, vergeben
eindeutige, zitierfähige Identiﬁkatoren und archivieren Forschungsdaten.
Eine wesentliche Voraussetzung für PubFlow stellt die Etablierung des Kieler Datenmana-
gementteams2 dar, welches als gemeinsame Einrichtung des GEOMAR, des Exzellenzclusters
„Ozean der Zukunft“, sowie der Sonderforschungsbereiche 574 (Fluide und Volatile in Subdukti-
onszonen: Klima – Rückkopplungen und Auslösemechanismen von Naturkatastrophen) und 754
(Klima – Biogeochemische Wechselwirkungen im tropischen Ozean) gebildet wurde.
Der primäre Beitrag des PubFlow-Projektes besteht in der workﬂowbasierten Verknüpfung
der temporären Datenhaltung (z.B. in lokalen Repositorien) und der Datenarchivierung und -
publikation aus dem Blickwinkel wissenschaftlicher Einrichtungen. Für die Datenverarbeitungs-
prozesse kann auf umfangreiche Vorarbeiten zurück gegriffen werden. Im D-Grid-I–Projekt WI-
SENT3 wurden Scientiﬁc Workﬂows für auf dem Weather Research and Forecasting Model
(WRF)4 [Has+06; Has09] basierende Wettervorhersagen im D-Grid [Plo+09] entwickelt. Dabei
gibt es eine Pre-, Haupt- und Postprozessierungsphase, sowie eine anschließende Visualisie-







gine6 eine auf WS-BPEL7 basierende, Grid-kompatible Workﬂow-Engine entwickelt, die sowohl
Business Workﬂows als auch Scientiﬁc Workﬂows sicher und zuverlässig ausführen kann [SH11;
SH10; Gud+10; Sch+10; Gud+08c; Gud+08a].
In Abschnitt 2 wird zunächst über die Entwicklung des ersten PubFlow-Prototypen berichtet,
bevor in Abschnitt 3 in PubFlow entwickelte Scientiﬁc Workﬂows exemplarisch vorgestellt werden.
Die Architekturmodernisierung von PubFlow hin zu einer Microservice-Architektur, die auf Basis
der Erfahrungen mit dem ersten Prototypen erfolgte, wird in Abschnitt 4 vorgestellt. Konzepte
zur persistenten Identiﬁzierung von Autoren in PubFlow werden in Abschnitt 5 präsentiert. In
Abschnitt 6 wird über die Erfahrungen mit den eingesetzten Systemen berichtet, um dann in
Abschnitt 7 diesen Bericht zusammenzufassen.
2 Entwicklung des ersten PubFlow-Prototypen
In der ersten Projektphase von PubFlow wurde zunächst ein Konzept geschaffen. Außerdem
wurde eine Pilotanwendung für die Meereswissenschaften am Standort Kiel umgesetzt. Dies
wurde mit dem Ziel umgesetzt, eine ﬂexible und verlässliche Plattform zu bieten, mit der die For-
schungsdaten primär für die eigene Organisation verwaltet werden. Die Langzeitarchivierung ist
über eine Anbindung des World Data Center for Marine Environmental Sciences (WDC-MARE,
Pangaea) realisiert.
Begonnen wurde mit einer Anforderungsanalyse um zu klären, welche Funktionalitäten das
spätere Produkt bieten muss, um die Akzeptanz des Produktes zu maximieren. In diese Analyse
sind die Vorarbeiten des Kieler Datenmanagementteams eingeﬂossen, welches ähnliche Arbei-
ten bereits für deren sogenannte OCN-Plattform durchgeführt hatte. Zeitgleich wurden verschie-
dene Workﬂow-Plattformen evaluiert um zu ermitteln, welche der Plattformen für das Projekt am
geeignetsten ist.
Basierend auf diesem Entwurf wurde mit der Bereitstellung der technischen Infrastruktur für
das Projekt PubFlow und der Implementierung des Prototypen für ein erstes Evaluationsbeispiel
begonnen. Die aktuelle Version des Prototypen implementiert u. a. einen Workﬂow zum Trans-
fer sogenannter Bottle-Daten aus einem Instituts-Repository des GEOMAR zu Pangaea. Dabei
handelt es sich um Messdaten einer CTD-Rosette.8 Ein Beispiel für einen solchen Workﬂow ist
in Abbildung 1 dargestellt (siehe auch Abschnitt 3).
Die in der Datenbank enthaltenen Daten werden dabei den einzelnen Mess-Events zugeord-
net. Die Beschreibung der Methoden und die Parameter-Bezeichnung werden auf die Pangaea-
Parameter abgebildet und dann in ein Austauschformat übertragen, in Form von 4D-Files. Ne-
ben diesem Prototypen wurde wurde ein technischer Prototyp für ein konﬁgurierbares Frame-
work zum Monitoring von Business Workﬂows entwickelt [Bra14; BFH14]. Dieses Monitoring-
Framework erlaubt es, Zustandsänderungen eines Workﬂows zu erfassen, der in einer Workﬂow-
Engine ausgeführt wird. Dieses Framework soll eingesetzt werden, um während der Ausführung
eines Workﬂows anfallende Provenienz-Informationen automatisch zu erfassen und diese zu ag-
gregieren. Die umgesetzten Workﬂows sind Scientiﬁc Workﬂows. In PubFlow umfassen diese die
Datenerhebungs- und -publikationsprozesse.
Zu Beginn des Projektes hat es sich in Gesprächen mit den assoziierten Partnern als sehr
wichtig herausgestellt, die Komplexität der Workﬂows vor den Nutzern des System weitgehend
zu verbergen. Es wurden daher verschiedenen Nutzerrollen (z.B. Datenmanager, Wissenschaft-
ler der Fachdomäne, ...) verschiedene Sichten auf das System zugeordnet. Wissenschaftlern
der Fachdomäne wurden die Funktionen des PubFlow-Systems in Form eines Plugins angebo-
ten, das in das Ticketsystem Jira am GEOMAR integriert wurde. Datenmanager hingegen konn-
ten dort neue Publikationsworkﬂows anlegen und bestehende Workﬂows bearbeiten. Weiterhin














































































Abbildung 1: Datenpublikation von Daten aus der OCN-Datenbank auf PANGAEA.
werden sollte. Hier zeigte sich, dass die Apache ODE BPEL Engine am geeignetsten ist. Die
Gründe hierfür waren zum einen, dass sich ODE nahtlos in den Apache ServiceMix integrieren
lässt und es sich zum anderen um einen erprobten Industriestandart handelt. In Abbildung 2
ist die Architektur [Has06] des ersten Prototypen von PubFlow während der ersten Projektphase
dargestellt. Hierbei handelt es sich um eine service-orientierte Integrationsarchitekur [Con+05;
Has00].
Die erste prototypische Realisierung des PubFlow-Frameworks wurde in den ersten zwei Pro-
jektjahren erfolgreich realisiert und bereits durch das Datenmanagementteam am GEOMAR ge-
nutzt und evaluiert. In der darauf folgenden Version wurde die Nutzeroberﬂäche durch die Ein-
bindung des Ticketsystems Jira9 ersetzt um die Akzeptanz des Tools zu fördern. Die Nutzer und
Nutzerinnen interagieren mit PubFlow nur über die Tickets. Diesen wird immer ein Workﬂow zu-
geordnet und Zustände zwischen denen mittels vorgegebener Transitionen gewechselt werden
kann. An bestimmten Punkten bzw. Zuständen im Workﬂow werden automatisierte Prozesse
angestoßen, zum Beispiel um Datensätze aus lokalen Datenbanken zu laden.
3 Scientiﬁc Workﬂows in PubFlow
In der ersten Projektphase von PubFlow wurde der vom GEOMAR zur Verfügung gestellte An-
wendungsfall diskutiert und analysiert. Dieser bestand im Wesentlichen aus der Veröffentlichung
von Daten, die im Rahmen von zwei Projekten gesammelt wurden und beim GEOMAR lokal
gespeichert waren, im Weltdatenzentrum Pangaea. Dabei werden die Daten aus der lokalen





























































Abbildung 2: Architektur von PubFlow während der ersten Projektphase
Verde Ocean Observatory -Datenbank, kurz CVOO) und für die Publikation vorbereitet. Am En-
de wird eine Datei erzeugt, die dem Datenformat für den 4D-Client von Pangaea entspricht,
und diese wird dann interaktiv über den Client hochgeladen. In Abbildung 1 ist das Ergebnis
dieser Modellierung abgebildet. Dieser Vorgang wurde zunächst, wie abgebildet, als ein großer
Workﬂow betrachtet und implementiert. Später wurde er in zwei zeitlich versetzte Workﬂows
aufgeteilt. Der erste Teil beinhaltet die Übermittlung der Daten vom Wissenschaftler an die insti-
tutsinterne Datenbank und die Bereitstellung von Metadaten. Er wird von den verantwortlichen
Wissenschaftlern und Wissenschaftlerinnen angestoßen. Der zweite Teil beinhaltet die eigentli-
che Datenpublikation, die von Datenmanagerinnen und Datenmanagern angestoßen wird.
Die Modellierung in Abbildung 1 stellt alle Schritte des Workﬂows dar, wobei nur der Teil des
Modells, der von der Rolle Data Processor übernommen wird, von der BPMN-Engine automati-
siert ausgeführt wird. Alle anderen Schritte sind in den Workﬂows in der Jira-Oberﬂäche imple-
mentiert oder sind manuelle Aufgaben, die sich in diesen Zuständen ergeben.
Der Vorgang beginnt mit einer Nutzerin oder einem Nutzer aus der Gruppe Scientist. Sie eröff-
nen ein Ticket im Ticketmanagementsystem Jira. In diesem Ticket ergänzen sie ihre Daten und
entsprechende Metadaten, wie z.B. die zugehörige Fahrt oder das Projekt. Sobald dies erledigt
ist, übermitteln sie das Ticket den Mitgliedern der Gruppe Data Manager. Die Data Manager
unterziehen die übermittelten (Meta-)Daten einer ersten Prüfung. Bei Unklarheiten wird mit den
Mitteln des Ticketsystems nachgefragt und der Status entsprechend zurückgesetzt. Wenn die
Qualitätskriterien eingehalten wurden, werden die Daten in die lokale Datenbank übernommen,
hier die OCN-Datenbank. Abbildung 3 zeigt wie die Metadaten über die Eingabemaske von Jira
gesammelt werden. Diese Daten werden dann intern von Jira mit dem Ticket gespeichert und für
PubFlow Seite 5
Abbildung 3: Eingabemaske für Metadaten in Jira.
die automatisierte Verarbeitung später ausgelesen. Nicht alle Felder müssen ausgefüllt werden
um ein valides Ergebnis zu erhalten.
Nach dieser ersten Phase beginnt der eigentliche Publikationsprozess, der gleichzeitig auch
der zweite Teil des aufgeteilten Workﬂows ist. Dieser zweite Teil wird von der Gruppe Data Mana-
ger gestartet. Hier werden die Daten zunächst manuell um weitere Metadaten angereichert, die
nicht in der Datenbank hinterlegt wurden. Sobald die Daten auf diese Weise für die Verarbeitung
vorbereitet wurden, werden sie per Knopfdruck an den Data Processor übermittelt. Die Rolle
des Data Processor repräsentiert die automatisierte Datenverarbeitung in PubFlow. In diesem
Workﬂow sind drei wesentliche Prozesse automatisiert, die hintereinander ausgeführt werden.
Zunächst werden die Daten aus der Datenbak geladen. Anschließend werden die Daten über-
prüft und quality ﬂags hinzugefügt. Dabei bleiben die Rohdaten erhalten. Potentielle Messfehler,
wie z.B. eine negative Salinität, erhalten eine Markierung. Am Ende werden die Metadaten und
die Daten aus dem Schritt davor zu einer Datei im 4D-Format aggregiert. In jedem Schritt wird
durch Kommentare und Anhänge an das entsprechende Ticket im Ticketsystem der Fortschritt
dokumentiert. Sollten Fehler auftreten wird entsprechendes Feedback generiert und der Sta-
tus des Tickets entsprechend gesetzt. Die erstellte 4D-Datei wird dann an den Data Manager
geschickt. Diese Datei wird als letzter Schritt über den 4D-Client von PANGAEA in das WDC





























Abbildung 4: PubFlow – Erste Projektphase, Jira-Plugin – monolithische Schichtenarchitektur
erfolgen, die bisher noch nicht zur Verfügung steht, aber in Aussicht gestellt wurde.
Für Datenpublikationen sollten die Daten in allen Schritten um relevante Metadaten angerei-
chert werden, um zum Beispiel deren Herkunft, Verarbeitung, Qualität nachvollziehen zu können.
Gleichzeitig müssen sie in die von den Datenzentren vorgegebenen Formate gebracht werden.
Auch Maßnahmen, wie Qualitätskontrollen, können dabei auftreten. Häuﬁg werden diese Schrit-
te von den Wissenschaftlern oder Datenkuratoren ausgeführt. Da gleiche Datenarten die gleiche
Behandlung erfordern, resultiert dies in repetitiven, häuﬁg manuellen Aufgaben. Das Ziel von
PubFlow ist es, Scientiﬁc Workﬂows zu betrachten, die die Teilbereiche der Datenerhebung, der
Datenverarbeitung und -analyse, sowie der Datenarchivierung und -publikation unterstützen. Ins-
besondere soll durch PubFlow die workﬂowbasierte Datenpublikation ermöglicht werden. Dazu
sollten leicht konﬁgurierbare Workﬂows genutzt werden. Anwendern sollte es möglich sein, diese
anzupassen oder neue zu erzeugen. Das Vorbild war dabei der Industriestandard BPMN.
Zusätzlich zu den bereits erwähnten Metadaten ist auch die Provenienz der Daten wichtig, um
ihre Herkunft und Verarbeitung nachvollziehbar darzustellen. In PubFlow wurden hierzu konzep-
tionelle Arbeiten durchgeführt [BH13a; BCH14; BH13b; Bra12c; BH12] und technische Prototy-
pen entwickelt [Bra14; BFH14; Bra12b; Bra12a].
Abbildung 4 zeigt die installierte Architektur von PubFlow zum Ende der ersten Projektphase.
Hier sind alle Bestandteile der Software in einem großen Paket zusammengesetzt, das als Plugin
für das Ticketmanagementsystem Jira konzipiert ist. Alle anfallenden Aufgaben werden innerhalb
des Plugins verarbeitet. Zusätzlich gibt verschiedene externe Komponenten, wie Datenbanken
oder den EPrints-Server des GEOMAR. Diese dienen entweder als Datenquellen oder können
über APIs Workﬂows extern initiieren und bearbeiten.
Innerhalb vom PubFlow-Plugin gibt es zwei Unterteilungen. Zum einen gibt es den ”Core”-
Bereich, in dem die Schnittstellen zu Jira und alle damit zusammenhängenden Aufgaben um-
gesetzt werden. Dies beinhaltet das Anlegen des PubFlow-Projektes und alle seiner zugehö-
rigen Workﬂows zum System-/Pluginstart. Außerdem werden vom Core die externen APIs zur
Manipulation von Tickets innerhalb des PubFlow-Projektes bereitgestellt. Zum anderen ist der
”Workﬂow”-Teil allein für die Umsetzung und Ausführung der automatisierten Workﬂows zustän-
dig. Diese Workﬂows können zum Beispiel aus dem automatischen Lesen von Daten aus einer
Datenbank, dem anschließenden Einfügen von quality ﬂags und dem Export als Datei bestehen.
Sie sind unabhängig von den Workﬂows der Jira-Tickets implementiert. Der Kontrollﬂuss geht
dabei von den Tickets aus, die über das Plugin die verschiedenen automatisierten Workﬂows
aufrufen. Daraus ergibt sich eine Komposition der Ticket-Workﬂows in Jira und der automati-
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schen BPMN-Workﬂows. In Jira werden die einzelnen Schritte manuell vom Nutzer ausgelöst
und dabei von verschiedenen Rollen mit Informationen angereichert. An vorher deﬁnierten Stel-
len können die automatisierten Abläufe gestartet werden. Die Ergebnisse werden dann direkt im
Ticket festgehalten, so dass der Bearbeiter oder die Bearbeiterin über die Oberﬂäche von Jira
den Vorgang kontrollieren und fortführen kann.
4 Architekturmodernisierung von PubFlow
In der zweiten Projektphase wurden die bereits fertig gestellten Komponenten aus der ersten
Projektphase von PubFlow weiter genutzt, angepasst und evaluiert. Der erste Arbeitsabschnitt im
Projektzeitraum war die Modernisierung der Softwarearchitektur, die im Rahmen des Projektes
entwickelt und genutzt wurde. Der Ausgangspunkt unserer Entwicklung war dabei die “monoli-
thische” Architektur aus der ersten Projektphase. Die Einarbeitung des neuen Mitarbeiters, die
Planung und der Umbau haben die erste Hälfte des bewilligten Jahres in Anspruch genommen.
Durch die längere Pause zwischen den beiden Projektphasen entstand Modernisierungsbe-
darf. Insbesondere war es in der inzwischen erschienenen Jira-Version 7 nicht mehr möglich
das Plugin der älteren Jira-Version zu verwenden. Eine Überarbeitung des existierenden Plug-
ins war nicht efﬁzient durchführbar [AH16]. Deshalb wurde die Software-Architektur von einer
Komponenten-Architektur [Has02] zu einer Microservice-Architektur [HS17; Has16; New15] um-
strukturiert. Abbildung 5 zeigt die überarbeitete Microservice-basierte Architektur von PubFlow.
Die monolithische Struktur, in der alle Aufgaben innerhalb des Jira-Plugins gekapselt waren,
wurde aufgebrochen und auf verschiedene unabhängig installierbare Services verteilt.
In dieser Architektur übernimmt das Jira-Plugin nur die Aufgaben, die zur Verwendung von Ji-
ra notwendig sind. Alle weiteren Aufgaben werden über REST-Schnittstellen an entsprechende
Services verteilt. Die zweite relevante Komponente ist der Workﬂow Provider. Dieses eigenstän-
dige Programm bietet verschiedene Schnittstellen an, über die unterschiedliche Services genutzt
werden können. Das System ist dabei nicht nur auf einen solchen Provider beschränkt. Es ist
möglich, weitere Services zu nutzen. Da jegliche Kommunikation standardisiert über REST er-
folgt, können auch externe Services ohne größere Anpassungen verwendet werden. Updates,
Statusänderungen, Kommentare, etc. werden über die API des Jira-Plugins in die Tickets über-
tragen.
Die von uns gestalteten Workﬂows im Workﬂow Provider werden in der Business Process
Model and Notation (BPMN) entworfen und abgespeichert. Da die reine Beschreibung der Work-
ﬂows als BPMN nicht ausreicht, um sie ausführbar zu machen, wurden sie mit Java-Code anno-
tiert. In PubFlow nutzen wir dafür jBPM10. Diese Workﬂows beinhalten keine manuellen Aufga-
ben, da die manuellen Aufgaben über das Ticketsystem von Jira erledigt werden.
Innerhalb der Workﬂows können wiederum andere Services aufgerufen werden. In unseren
Beispielanwendungen geschieht dies um Daten aus Datenbanken (CVOO oder OCN) abzu-
fragen oder Daten zu verarbeiten. Der EPrints-Workﬂow Service andererseits wird nicht von
PubFlow aufgerufen, sondern stößt seinerseits das Erzeugen von neuen Tickets im PubFlow-
Jira-Plugin an. Zusätzlich werden bestehende Programme, wie Datenbanken oder der EPrints-
Server genutzt. Außerdem besteht auch die Möglichkeit einen weiteren Service zu nutzen, um
die Kommunikation und Lastverteilung zwischen einzelnen Service Providern zu ermöglichen. In
der Abbildung ist diese Komponente mit gestrichelten Außenlinien dargestellt und als Workﬂow
Distributor gekennzeichnet.
Abbildung 6 zeigt wie die einzelnen Komponenten von PubFlow im echten Betrieb physikalisch
am GEOMAR verteilt sind. Die Graﬁk repräsentiert den Zustand des Systems zum Projektende.
Die Komponenten, die in dunkelgrau eingezeichnet sind, stellen die für PubFlow erstellten Kom-
ponenten dar. Die in Abbildung 5 diskutierten Teile der Architektur ﬁnden sich auch in diesem




















































































































































































































































































































































































































































































Abbildung 5: PubFlow – Zweite Projektphase – Microservice Architektur
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Abbildung 6: PubFlow - Deployment am GEOMAR und Verbindung zu PANGAEA
innerhalb des GEOMAR-Computernetzwerks. Da sie als Microservices konzipiert wurden, könn-
ten sie aber auch auf verschiedenen Servern verteilt installiert werden. Alle Services laufen in
einer separaten Laufzeitumgebung. Alle Services beruhen auf Java. Deshalb stellt die Java Virtu-
al Machine (JVM) die Laufzeitumgebung dar. Das PubFlow-Jira-Plugin wird wiederum innerhalb
von Jira ausgeführt. Da auch Jira ein Java-Programm ist, wird hier ebenfalls die JVM genutzt.
Der EPrints-Service und die beiden Datenbankserver für die OCN- und CVOO-Datenbank
werden nicht auf dem selben Server ausgeführt. Allerdings beﬁnden sie sich auch innerhalb des
Netzwerkes vom GEOMAR.
5 Persistente Identiﬁzierung von Autoren in PubFlow
PubFlow zielt darauf ab den Prozess der Veröffentlichung von Forschungsdaten auf geeigneten
Repositorien zu unterstützen. Da die Forschungsdaten Grundlage für Publikationen sind, wur-
de in der zweiten Projektphase das ursprüngliche Vorhaben um den Aufbau bibliothekarischer
Dienstleistungen erweitert. Konkret geplant sind die Einführung von persistenten Identiﬁkatoren
für Personen sowie die Nachnutzung der beschreibenden Metadaten, die im PubFlow-Prozess
entstehen, für die Verknüpfung von Publikationen und zu Grunde liegenden Daten. Darauf auf-
bauend kann ein Nachweis der Ergebnisse von Forschungstätigkeit in geeigneten lokalen, regio-
nalen oder fachspeziﬁschen Systemen erfolgen. An der CAU und am GEOMAR wurden zum Zeit-
punkt der Antragsstellung mit den Repositorien bereits einige lokale Systeme, die Forschungser-
gebnisse veröffentlichen betrieben. Ein Forschungsinformationssystem (FIS) und die Hochschul-
bibliographie beﬁnden sich an der CAU im Aufbau. Schnittstellen und Prozesse zum Austausch
von Daten zwischen Bibliothek und FIS sind bereits konzipiert und teilweise eingerichtet.
Ein wichtiges Ziel ist die Unterstützung der Autorenidentiﬁkation innerhalb der Prozesse von
PubFlow. Mit dieser Funktionalität soll die Zuordnung von Klarnamen bzw. internen Identiﬁkati-
onsmerkmalen zu globalen, eindeutigen Identiﬁkatoren geleistet werden. Durch die Kombination
der fachlichen Kompetenz der UB und der angewandten Methoden der Bibliothek des GEOMAR
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kommen zwei Identiﬁkationssysteme für das Projekt in Frage.
Die erste Möglichkeit ist die Nutzung der Gemeinsamen Normdatei(GND)11. Die GND wird
von der Deutschen Nationalbibliothek (DNB) verwaltet. Durch die Einbeziehung der Universitäts-
bibliothek kann direkt auf das System Einﬂuss genommen werden und ggf. Einträge angelegt
oder aktualisiert werden. Allerdings ist die GND vor allem im deutschsprachigen Raum relevant
und wird bisher nicht für Forschungsdaten verwendet. Ein GND-Eintrag erfolgt nach den aktuel-
len Regeln der DNB erst dann, wenn eine Publikation vorliegt.
Forschungsdaten, die bei PANGAEA12 veröffentlicht wurden, können Autoren zugeordnet wer-
den, um die Herkunft der Daten eindeutig zu identiﬁzieren. Da sowohl das GEOMAR als auch der
bisherige PubFlow-Kontext PANGAEA nutzen, bietet sich ORCID13 als Alternative zur GND an.
ORCID besitzt eine wachsende, internationale Nutzergruppe. Gerade bei internationalen Pro-
jekten und Kooperationen am GEOMAR erhöht die Nutzung der ORCID die Sichtbarkeit der
Autoren. In diesem System gibt es bisher allerdings weder für die Universitätsbibliothek noch für
die Bibliothek des GEOMAR eine Möglichkeit zur Kuration der Autorendaten. Jeder Nutzer und
jede Nutzerin ist eigenverantwortlich für die Erstellung, Aktualisierung und die Sichtbarkeit der
eigenen Daten. Duplikate oder falsche bzw. ungenügende Informationen werden nicht korrigiert.
Dies erschwert sowohl die automatisierte, als auch die manuelle Suche.
In unserem Prototypen werden die Autorinnen und Autoren mit ihrer ORCID verknüpft, sofern
eine ORCID existiert und zugeordnet werden kann. Die ORCID wird am Ende zu PANGAEA
übermittelt und dort in den internen Personendatensatz aufgenommen. Pangaea verknüpft in
der Anzeige bei vorliegenden ORCID’s die Autorennamen mit dem ORCID-Proﬁl. Abbildung 7
zeigt die erste Erweiterung eines unserer Workﬂows um die Autorenidentiﬁkation. Der gesamte
Vorgang ist in BPMN dargestellt. Für diese Aufgabe wird die neue Rolle des Librarian hinzuge-
fügt. Der Grundgedanke dabei ist, dass Angestellte mit bibliothekarischer Fachkompetenz, die
geeignetsten Ansprechpartner für die Zuordnung von Namen und Identiﬁkatoren sind.
Am Anfang erstellt eine Datenmanagerin oder ein Datenmanager ein Ticket zu diesem Work-
ﬂow. Anschließend werden die Namen der Autoren und Autorinnen hinzugefügt, für die eine
Zuordnung zu einem Identiﬁkator erforderlich ist. Als nächstes wird das Ticket an die Gruppe Li-
brarian weitergeleitet. An diesem Punkt soll die Zuordnung zwischen Namen und Identiﬁkatoren
stattﬁnden. In unserem ersten Ansatz ist dies eine rein manuelle Aufgabe. Sobald dieser Schritt
fertig ist, wird das Ticket wieder der Gruppe Data Manager zugeordnet. Unsere Erweiterung ist
damit abgeschlossen und der restliche Vorgang erfolgt wie bisher. In den nächsten Schritten wer-
den weitere Metadaten zu dem Ticket hinzugefügt und für die automatische Weiterverarbeitung
an den Data Processor geleitet. Das Ergebnis oder auftretende Fehler werden an die zustän-
digen Datenmanager und -managerinnen gemeldet. Diese laden die entstandenen Dateien am
Ende bei PANGAEA hoch und vermerken unter welcher DOI sie zu ﬁnden sind.
Unser Ansatz kann in dieser Form beliebig erweitert werden. Dabei ist es möglich, automa-
tisierte Unterstützung bei der Identiﬁkatorensuche und Zuordnung zu geben. Weiterhin ist es
auch denkbar, dass bereits gefundene Zuordnungen abgespeichert und nachhaltig weiterver-
wendet werden. Dabei stellen sich allerdings Probleme zur Aktualität der gespeicherten Daten
ein, zum Beispiel, falls ein Wissenschaftler oder eine Wissenschaftlerin das Institut verlassen hat
und eine andere Person mit dem selben Namen bzw. lokalen Identiﬁkator eingestellt wurde.
Die Aufgabe der Autorenidentiﬁkation auf Grundlage lokal gespeicherter Daten erscheint uns
als großes Problemfeld, dass noch weiterer Arbeit bedarf. Im Rahmen von PubFlow wurden
weitere und auch komplexere Lösungskonzepte konzeptionell entworfen. Mit Blick auf den Da-
tenaustausch und die Nutzung von APIs ist vom Zeitpunkt der Antragstellung und über die Pro-
jektphase hinweg eine hohe Dynamik zu beobachten. So ist es heute nicht mehr möglich, dass
Einrichtungen für ihre Angehörigen ORCIDs anlegen, sie können aber bestehende Datensät-
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Abbildung 7: Workﬂow zur Veröffentlichung von Daten aus einer Datenbank (CVOO) in dem
World Data Center PANGAEA
Konsortium ORCID beizutreten und die DNB arbeitet an der Verbindung von GND- und ORCID-
Datensätzen. Pangaea entwickelt zurzeit eine neue Schnittstelle über die PubFlow automatisiert
auf Autoreninformationen zugreifen und diese nachnutzen könnte. Diese Entwicklungen waren
zum Zeitpunkt der Antragstellung nicht absehbar. Es war zwar möglich sie in den erstellten Kon-
zepten zu berücksichtigen, eine Implementierung war hingegen ausgeschlossen.
Der Einsatz von Persistenten Identiﬁkatoren zur eindeutigen Identiﬁzierung von Personen ist
von hoher Relevanz. Diese Aussage wird insbesondere mit Blick auf die Integration der ORCID
durch die Fortschritte untermauert, die in der Zusammenarbeit von Pangaea mit dem Projekt
Thor während der Projektlaufzeit von PubFlow erreicht wurden.14 Das aktuell laufende DFG-
Projekt ORCID-DE bestätigt zudem die Beschäftigung mit der Verbindung von ORCID und der
im Bereich der Bibliotheken genutzten GND.15 Im PubFlow-Projekt wurde die ORCID als bevor-
zugter Identiﬁkator gewählt.
Es wird die Rolle des ‘Librarian’ in den Ablieferungsprozess integriert, wobei diese Rolle derzeit
noch weitgehend auf die manuelle Mitwirkung von Bibliothekaren beschränkt ist. Der neu einge-
führte ‘Librarian’ übernimmt in Zukunft die Aufgabe Personennamen eindeutig ORCID-Identiﬁern
zuzuordnen. Abhängig von den Vereinbarungen innerhalb einer Einrichtung prüft und pﬂegt er
dabei die Proﬁldaten der Angehörigen der eigenen Einrichtung. Autoren ohne ORCID werden
um die Erstellung einer ORCID gebeten und dabei unterstützt.
Während der auf ein Jahr beschränkten zweiten Projektphase wurden die Arbeitsabläufe in
PubFlow mit besonderem Augenmerk auf die Integration der Personenidentiﬁkation und deren
Nutzung beim Management sowie der Veröffentlichung der Forschungsdaten analysiert und mo-
14vgl. ORCID-Integration, https://project-thor.eu/2016/08/10/orcid-integration-in-pangaea/ (Stand
27.09.2017)
15vgl. ORCID-DE Projekt, http://www.orcid-de.org/projekt/ (Stand 27.09.2017)
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delliert. Innerhalb der kurzen Projektlaufzeit war es nicht möglich, diese Ergebnisse im PubFlow
System zu implementieren. Die Ergebnisse der Analyse und die darauf aufbauenden Konzepte
werden im Folgenden vorgestellt.
5.1 Auswahl des Identiﬁkationssystems
Beim Entwurf des Projektantrags für die zweite Projektphase wurde ein Arbeitspaket zur Integra-
tion der Autorenidentiﬁkation in das PubFlow System entwickelt, das auf die Verwendung der in
der Gemeinsamen Normdatei (GND) enthaltenen Personennormsätze abzielte. Bis zur Aufnah-
me der Projektarbeit hatte mit Blick auf den Einsatz und die Verbreitung von ORCID in Deutsch-
land eine dynamische Entwicklung stattgefunden. Ausdruck dafür waren das absehbar starten-
de DFG-Projekt ORCID-DE und die auf Kieler Vorschlag geschaffene Möglichkeit Personen-IDs
aus Fremdsystemen in der GND zur besseren Verknüpfung von Daten nachzuweisen. Durch
diese Entwicklungen angestoßen, wurde der Ansatz zum Einsatz der GND überprüft. Der ex-
emplarische Anwendungsfall aus den Meereswissenschaften lieferte wichtige Hinweise, die in
der Überprüfung die Tauglichkeit der GND als primäres System zur Autorenidentiﬁkation eben-
falls in Frage stellten. So ist die GND weitgehend auf den deutschsprachigen Raum beschränkt
und Autoren erhalten erst eine GND, wenn Sie bereits publiziert haben. Aktualisierungen der
GND-Daten können nur durch Bibliothekare erfolgen, die häuﬁg erst mit langer Verzögerung von
Änderungen, wie einem Wechsel der institutionellen Zugehörigkeit, Kenntnis erlangen. Entschei-
dend für den Wechsel zur ORCID als primäre Personen-ID in Forschungsdatenprozessen waren
insbesondere die internationale Verbreitung, die Erwartung einer rascheren Aktualisierung durch
den Autor sowie deren Unabhängigkeit von der Existenz von Publikationen. Um eine nachträgli-
che Verknüpfung von Forschungsdaten und Publikationen zu erleichtern, wurde an der UB Kiel
eine Konkordanz zwischen ORCID und GND erstellt. Eine kommentierte Veröffentlichung der
Konkordanz ist derzeit in Vorbereitung.
5.2 Autorenidentiﬁkation im Publikationsprozess von PubFlow
PubFlow erfüllt prototypisch wichtige Anforderungen einer halbautomatisierten Vorbereitung und
Veröffentlichungen von Forschungsdaten in ein deﬁniertes Zielrepositorium (PANGAEA). PubFlow
ist keine durchgängig automatisierte Lösung, sondern integriert auch manuelle, teilweise außer-
halb von PubFlow organisierte Prozesse. Ziel ist, die gemeinsame Publikation von Forschungs-
daten und der persönlichen ORCID-Identiﬁer beteiligter Autoren zu ermöglichen. So sind Pu-
blikationen und ihre Autoren eindeutig zuzuordnen und nach ihrer Veröffentlichung eindeutig
identiﬁzier- und verknüpfbar. Abbildung 8 zeigt die implementierte PubFlow-Lösung im Zusam-
menwirken von Prozessen, beteiligten Rollen und heterogenen Infrastruktur-Bestandteilen.
Die einzelnen Bestandteile derAbbildung 8 wurden in vorangegangen Abschnitten bereits er-
läutert und werden an dieser Stelle nicht im Einzelnen beschrieben. Neu hinzugekommen sind
als Folge der Analyse und Modellierung in der zweiten Projektphase die Rollen des „co-authors“
und des „librarian“ sowie die Datenquelle „ORCID“.
5.3 Modelle zur Erfassung und Integration von Autoren-IDs
Die Rolle des „co-authors“, steht für alle Co-Autoren, die an der Datenpublikation beteiligt sind.
Gilt die Anforderung alle im System erfassten Autoren mit einem eindeutigen Identiﬁer zu erfas-
sen, bedeutet der Anspruch, diese Verpﬂichtung auch für die Co-Autoren einzuhalten, für den
abliefernden Autor und / oder den „librarian“ einen erheblichen Mehraufwand, da die ORCIDs in
aller Regel erst ermittelt werden müssen. In der Konzeption wurde versucht, diesem Anspruch
gerecht zu werden und im Hinblick auf den Aufwand akzeptable Lösungen zu entwerfen. Um die
anfangs noch als möglich erachtete Referenzimplementierung nicht völlig auszuschließen, wur-
de ein Modell mit drei verschiedenen Entwicklungsstufen erarbeitet. In der ersten Stufe werden
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Abbildung 8: Die Publikationsprozesse in PubFlow und periphäre Anwendungen und
Datenquellen
die Personen-IDs von Autoren vom abliefernden Autor, soweit bekannt, eingetragen und vom
„librarian“ ergänzt, soweit ermittelbar (vgl. Abbildung 9).
Das zweite Modell sieht eine Autorenidentiﬁkation über Schnittstellen vor (vgl. Abbildung 10).
Dabei wird im Moment der Datenerfassung eine Suche über die ORCID-API durchgeführt, die
anhand von Namen und E-Mailadressen Vorschlagslisten zur Auswahl von ORCIDs an den ab-
liefernden Autor zurückliefert. In diesem Modell kann die Kommunikation mit den Co-Autoren
voraussichtlich erheblich reduziert werden. Es ist außerdem zu erwarten, dass der Anteil von
nachträglich durch den „librarian“ zu ermittelnden Personen-IDs s deutlich geringer ausfällt.
Beide bisher dargestellten Modellen erfordern die sich wiederholende Erfassung von Auto-
reninformationen, einschließlich ihrer Personen-IDs, bei jeder Ablieferung von Forschungsdaten.
Vorteil dieses Ansatzes ist, dass, eine sorgfältige Ermittlung der Daten vorausgesetzt, aktuelle
Personendaten erfasst werden. Nachteil ist, dass die Autoren bei der efﬁzienten Ablieferung von
qualitativ hochwertigen Metadaten, einer von ihnen häuﬁg als unbeliebt angesehenen Tätigkeit,
nicht optimal unterstützt werden. Um diesem Umstand Rechnung zu tragen, wurde ein weiterer
Lösungsvorschlag entwickelt (vgl. Abbildung 11). In diesem Modell werden einmal erhobene und
vom „librarian“ überprüfte und angereicherte Autoreninformationen in einer Datenbank gespei-
chert. Bei der zukünftigen Ablieferung von Forschungsdaten werden die vorhandenen Autorenda-
ten dem abliefernden Autor über einen Suchindex angeboten und können so beispielsweise auch
für Autovervollständigungsvorschläge genutzt werden. Die große Herausforderung in diesem Mo-
dell ist, dass die einmal erhobenen Daten veralten. So können insbesondere E-Mailadressen und
institutionelle Zugehörigkeit („afﬁliation“) im wissenschaftlichen Umfeld in rascher Folge wech-
seln. Namensänderungen sind vergleichsweise seltener, kommen aber ebenfalls vor. Um die
erforderliche Aktualität der Daten zu gewährleisten, sieht das Modell daher einen regelmäßigen
Abgleich der Daten anhand der gespeicherten Personen-IDs mit dem Quellsystem (ORCID) vor.
Der Abgleich erfolgt vollautomatisch über Batch-Prozesse.
Aufgrund der in der zweiten Projektphase verfügbaren Entwicklerkapazitäten und der Priori-
sierung der Projektaufgaben konnten die erweiterten Modelle nicht implementiert werden. Das
aktuelle PubFlow System entspricht heute weitgehend dem in Abbildung 9 dargestellten Modell.
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Abbildung 9: Schematischer Ablauf der Autorenidentiﬁkation im PubFlow System, ohne Abfra-
ge von Daten über technische Schnittstellen (API). Die Darstellung stellt im Ver-
gleich zum gewählten Ansatz eine Verallgemeinerung dar, da auch die Erfassung
von GNDs berücksichtigt ist.
Abbildung 10: Schematischer Ablauf der Autorenidentiﬁkation im PubFlow System unter Nutzung
von Schnittstellen zur Abfrage von Personen-IDs. Die Darstellung stellt im Ver-
gleich zum gewählten Ansatz eine Verallgemeinerung dar, da auch die Abfrage
und Erfassung von GNDs berücksichtigt ist.
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Abbildung 11: Schematischer Ablauf der Autorenidentiﬁkation im PubFlow System unter Nutzung
von Schnittstellen zur Abfrage von Personen-IDs. Als zusätzliche Komponenten
enthält dieser Lösungsvorschlag eine Datenbank zur Zwischenspeicherung von
bereits bekannten Autoreninformationen. Die Darstellung stellt im Vergleich zum
gewählten Ansatz eine Verallgemeinerung dar, da auch die Abfrage und Erfassung
von GNDs berücksichtigt ist.
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6 Erfahrungen mit den eingesetzten Systemen
Das im Rahmen des Projektes genutzte Ticketsystem wurde gut von den Nutzerinnen und Nut-
zern angenommen. Dadurch, dass jeder Vorgang durch ein einzelnes Ticket repräsentiert wird,
sind alle relevanten Informationen an einem Ort gebündelt und der Verlauf und potentielle Fehler
können leicht nachvollzogen werden. Zusätzlich ist der Ablauf klar deﬁniert und kann jederzeit
überprüft werden. Bei Jira ist es einfach möglich, neue Workﬂows hinzuzufügen. Allerdings ist es
in unserem Prototypen für die normalen Nutzer und Nutzerinnen nicht möglich neue Workﬂows
anzulegen, die andere Services und Funktionen nutzen, als die von Jira schon vorgegebenen.
In der ersten Version des Prototypen wurde die Kommunikation über einen Nachrichtenbus,
bestehend aus ActiveMQ16 und Apache Camel17, realisiert. Diese wurden später entfernt, da die
Komplexität des Systems den Nutzen negiert hat. In dieser ersten Version war weiterhin die Ziel-
setzung die Workﬂows von den Datenmanagerinnen und Datenmanagern in BPMN generieren
zu lassen und diese dann in ausführbare BPEL-Modelle zu übersetzen [SH10]. Dieses Feature
wurde bei der Umstellung auf Jira nicht mit migriert. Bei der Umstellung wurden für die manuellen
Schritte der Workﬂows, die von den Nutzerinnen und Nutzern umgesetzt werden, Jira-Workﬂows
modelliert. Zusätzliche wurde ein großer Teil der vorher bestehenden Software in ein Plugin für
Jira migriert. Außerdem wurden Webservices für die Verbindung zu den lokalen institutionellen
Datenbanken angelegt. Die von PubFlow automatisierten Teile der Workﬂows werden weiterhin
in BPMN modelliert. Dabei werden die einzelnen Schritte per Hand um Java-Code angereichert
und dann über die BPMN-Engine jBPM von jBoss ausgeführt. Das führt zum einen dazu, dass für
neue Workﬂows in vielen Fällen neuer Java-Code erzeugt werden muss. Zum anderen existieren
ab diesem Zeitpunkt zwei verschiedene Komponenten die Workﬂows ausführen.
Die Entscheidung, den größten Teil des PubFlow-Prototypen als Jira-Plugin zu implementie-
ren, führte zu starken Abhängigkeiten zu den Updatezyklen von JIRA und dessen Schnittstellen.
Dies führte zu komplexen Anpassungsarbeiten um den Prototypen von der älteren Jira-Version
für die Nutzung von Jira 7 anzupassen.
Durch die Modernisierung der Architektur des PubFlow-Prototypen wurde die Wartung der
Software spürbar einfacher. Sobald ein neuer Service benötigt wird, kann dieser einfach im-
plementiert werden, ohne andere Komponenten zwangsläuﬁg zu verändern. Allerdings müssen
verschiedene Elemente des Systems angefasst werden, sobald ein neuer, komplexer Workﬂow
eingeführt werden soll. Ein weiterer inhärenter Vorteil der Microservice-Architektur ist es, dass
wir verschiedene Technologien für verschiedene Services wählen können. Dies birgt auch das
Potential für die vereinfachte Zusammenarbeit mit den Kooperationspartnern. So ist es auch ein-
fach möglich, Schnittstellen zu deﬁnieren und Services von verschiedenen Partnern erstellen zu
lassen. Dadurch konnte zum Beispiel der Datenimport in die Datenbank des GEOMAR von ei-
nem Webservice übernommen werden, der vom dortigen Datenmanagementteam erstellt wurde.
Die Aufspaltung des Monolithen in mehrere Microservices erwies sich als aufwändig. Besser
wäre es gewesen die Architektur von vorn herein als Microservice-Architektur zu planen und mit
einzelnen Services zu starten [HS17].
Eine Herausforderung verteilter Systeme ist es das System und die übermittelten Informa-
tionen abzusichern. Da die unterschiedlichen Komponenten auf verschiedenen Rechnern ver-
teilt sein können, müssen auch klare Regeln für die Zugriffsberechtigung der einzelnen Service-
schnittstellen geschaffen werden. Des weiteren sollen auch die versendeten Nachrichten nicht
für Dritte lesbar sein. In unserem Prototypen benutzen wir deshalb eine Kombination aus Port-
regeln und OAuth18. Dabei sind alle Komponenten, bis auf Jira, nur innerhalb des Netzwerkes







In der ersten Projektphase von PubFlow wurde zunächst ein Konzept für Publikationsprozesse für
Forschungsdaten geschaffen und eine Pilotanwendung für die Meereswissenschaften am Stand-
ort Kiel umgesetzt. Dies wurde mit dem Ziel umgesetzt eine ﬂexible und verlässliche Plattform
zu bieten, mit der die Forschungsdaten primär für die eigene Organisation verwaltet werden. Die
Langzeitarchivierung ist über eine Anbindung des World Data Center for Marine Environmental
Sciences (WDC-MARE) ermöglicht, welches über PANGAEA zugänglich ist. Zu Beginn des Pro-
jektes hat es sich in Gesprächen als sehr wichtig herausgestellt, die Komplexität der Workﬂows
vor den Nutzern des Systems zu verbergen. Es wurde daher entschieden verschiedenen Nutzer-
rollen (z.B. Datenmanager, Wissenschaftler der Fachdomäne, ...) verschiedene Sichten auf das
System zu zuordnen. Wissenschaftlern der Fachdomäne wurden die Funktionen des PubFlow-
Systems in Form eines Plugins angeboten. Datenmanager hingegen konnten dort neue Publika-
tionsworkﬂows anlegen und bestehende Workﬂows bearbeiten. Weiterhin wurden verschiedene
Workﬂow-Plattformen evaluiert, auf denen das PubFlow-System realisiert werden sollte. Die ers-
te prototypische Realisierung des PubFlow-Frameworks wurde in den ersten Projektjahren er-
folgreich realisiert und bereits durch das Datenmanagementteam am GEOMAR evaluiert. In der
darauf folgenden Version wurde die Nutzeroberﬂäche durch die Einbindung des Ticketsystems
Jira ersetzt um die Akzeptanz des Tools zu fördern.
In der zweiten Projektphase des PubFlow Projektes konnten wir, aufbauend auf der ersten Pro-
jektphase, die Architektur unseres Prototypen modernisieren und einen ersten Ansatz zur Auto-
renidentiﬁkation während der Publikation von wissenschaftlichen Daten umsetzen. Die Änderung
der Architektur von einer klassischen Schichtenarchitektur hin zu einer Microservice-Architektur
erhöht insbesondere die Wartbarkeit, als auch die Möglichkeit das System partiell zu erweitern
und anzupassen. Dadurch ist es weiterhin einfacher für andere Parteien den Prototypen, als ein
Ergebnis des Projektes, weiter zu nutzen und selbst weiter zu entwickeln. Gegebenenfalls kön-
nen so auch nur einzelne Systemteile oder Services für andere Kontexte genutzt werden. Erste
Ansätze zur automatisierten, workﬂowbasierten Provenienzdatenerhebung wurden erarbeitet.
In umfangreichen Diskussionen mit den Projektpartnern, Anwendern und Bibliotheken konn-
ten wir Ansätze zur Autorenidentiﬁzierung erarbeiten. Insbesondere soll es einer Organisation
möglich sein Autoren und Autorinnen aus dem eigenen, lokalen Datenbeständen mit globalen,
eindeutigen Identiﬁkatoren zu verknüpfen. Da es durchaus vorkommen kann, dass im Rahmen
von Kooperationen Beteiligte aus anderen Organisationen mit beachtet werden müssen, spie-
len verschiedene Faktoren eine Rolle: Beispielsweise die Wahl des Identiﬁkators, der Anspruch
auf Nachnutzbarkeit bereits ermittelter IDs, mögliche ID-Dopplungen, Namensgleichheiten und
-änderungen, Aktualität der eigenen Daten, etc. In unserem Prototypen konnten wir einen ers-
ten Entwurf zur Identiﬁzierung umsetzen. Dabei wird insbesondere die Rolle des Librarian ein-
geführt, die mit nötigem Fachwissen die Identiﬁzierung vornehmen soll. Das entwickelte Kon-
zept zur Integration der Autorenidentiﬁkation basiert im Kern auf einer umfassenden Analyse
der bestehenden Prozesse und einem Verständnis der Rollen, Prozesse und Anforderungen das
PubFlow-System. Das Konzept ist mehrstuﬁg angelegt, so dass abhängig von den Implementie-
rungsschritten verschiedene Integrations- und Automatisierungsgrade erreicht werden können.
Es gibt verschiedene Punkte in denen das in diesem Projekt entwickelte Vorgehen und der Pro-
totyp verbessert und weiterentwickelt werden können. Es ist beabsichtigt, die entwickelten Kon-
zepte zur Integration der Personenidentiﬁkation in die Forschungsdatenmanagement-Workﬂows
zu veröffentlichen. Die Konzepte ﬂießen in den Aufbau und die Erweiterung von bibliothekari-
schen Dienstleistungen zur Erstellung und Pﬂege von Personenproﬁlen und Personennormdaten
mit ein. Weiterhin gibt es Überlegungen PubFlow auch im Projekt GeRDI zu nutzen [Gru+17].
Die Homepage zum PubFlow-Projekt ist unter http://www.pubflow.uni-kiel.de zu ﬁnden.
Für Testzwecke stellen wir unter http://maui.se.informatik.uni-kiel.de:48080/jira eine
Live-Demo zur Verfügung. Das Jira-Plugin und alle im Projekt erstellten Services sind unter
https://github.com/pubflow zu ﬁnden. Die Software steht unter der Apache 2.0 License.
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