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Abstract
Work on network analysis has exploded recently, driven by readily available electronic data, more powerful computers to analyze 
the data, and hundreds of person-years of effort. Detecting community structure – usually thought of as decomposing a network 
graph into subgraphs with more internal links and fewer external links than expected – is a lively research area. This paper argues 
that research on community detection should be more engaged with applications to real-world problems, rather than primarily 
focused on technical advances. Such applications require more than using real data; end users – whether academics in the social 
sciences or other areas, government users in the military or intelligence community, or industrial users concerned with marketing 
or customer service – have various problems to be addressed, and community detection should therefore be part of a heuristic 
problem-solving process, not an end in itself. Active interaction with real user problems will also drive further theory 
development, as it does in many other fields. The paper concludes with some specific suggestions of research areas and 
approaches that could further progress toward this goal.
© 2015The Authors.Published by Elsevier B.V.
Peer-review under responsibility of AHFE Conference.
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1. Introduction
This paper argues that work on community detection should shift from a focus on methodology development and 
technical enhancements to a more balanced, problem-oriented approach. In brief, I advocate the position taken in 
[1], a paper on clustering from political science: “[T]he choice [of clustering method] is the researcher’s and should 
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be based on what he or she finds to convey useful information” (p. 4, italics added). This emphasizes a pragmatic, 
problem-driven stance. Such a shift would lead to work that is more valuable to users of the technology and, 
therefore, to those who fund it. This is not to say that methodology is unimportant; indeed, “good” methodologies –
appropriately defined – are essential. But their application to real – and, therefore, typically messy – problems in the 
world is needed to drive the field forward.
Most users of community detection methods seek to apply community detection as part of a heuristic process of 
understanding complex phenomena; their primary interest is in the phenomena, not the methods used to analyze 
them. This perspective drives my emphasis on enhancing the utility of community detection. I suggest ways to 
pursue that goal, which will also lead to interesting new technical problems.
In the abstract, following [2], one can say that detecting communities is a problem of partitioning a group of 
objects into equivalence classes: a set of mutually exclusive and collectively exhaustive subsets (which assumes that 
each node is in exactly one community, a frequent, although unrealistic, simplifying assumption in much of the 
literature).  Such partitioning is inherently difficult due to the combinatorics. The number of partitions of a set into 
disjoint subsets is the Bell number (Bn), which grows super-exponentially. For n=10, Bn§5, but for n=75, Bn§
1080, the approximate number of atoms in the universe. Thus, approximation methods must be used. 
To oversimplify only slightly, most of the work is concerned with determining which community detection 
methodology is “best,” typically by showing that the new method presented by the author(s) is “better” than existing 
methods, either because it finds the same results with less computational overhead, because it does well on various 
test sets and when measured by various criteria, or, less frequently, because it finds a “better” community structure. 
Few papers attempt to address a related question: “Which community detection method is best for a particular kind 
of problem?” Many authors acknowledge that such an analysis would be useful, a point I return to, but few of them 
attempt it. The right question is yet more general: “Which community detection methodsare best suited for 
particular kinds of problems?” (Note plurals.) This formulation has two important implications: First, it requires a 
problem typology. And second, it suggests use of multiple methods, at least for some problems.
In the first section below, I give a brief (and necessarily selective) history of major methodological concerns and 
developments in the field. In the second, I focus on several examples. The third section presents a number of 
suggestions for specific ways in which the field might proceed toward the objective of enhancing the utility of 
community detection research and its applications.
2. (Very) brief history
This section does not attempt to review the literature, or even the reviews of the literature, the most useful of 
which is [3], published in 2010 and therefore already somewhat dated. My intention is not to assess, or even discuss, 
the many different approaches, and the many variations of most of them, in the rapidly growing literature, merely to 
provide some intellectual context for the rest of my discussion.
Social scientists have long been interested in how people interact, and important early work comes from the 
social sciences. A key early paper [4],published in1956, was a collaboration of a social scientist and a 
mathematician to formally address and generalize Fritz Heider’s “balance theory,” from 1946 [5], which essentially 
says that people seek “balanced triangles,” or, colloquially, that “the enemy of my enemy is my friend” (although 
those who follow the news from the Middle East know that this is not always true). This made the applications of 
graph theory to networks of social interactions obviously interesting, and many researchers pursued this line. In 
1959, with the introduction of Erdos-Renyi (ER) graphs in which any pair of nodes has the same probability of 
being linked[6], the domain of relevant mathematics expanded, due to the close correspondence of such graphs to 
models of percolation in statistical mechanics, even though ER graphs are rare, as shown in [7], which found that a 
wide variety of important real-world networks have a power law degree distribution, and thus are “scale-free.”
The most famous example of community detection in a social network comes from the late 1970’s, in work by 
Wayne Zachery, an anthropologist, who published an empirical study of the “fission” of 34 members of a karate 
club into two groups because of conflict between its president and its instructor[8]. “Zachary's karate club is by far 
the most investigated system.” [3, p. 148] It has been cited close to 2000 times, used in many papers as a test case, 
and taught in countless courses and tutorials; the data are available even now, almost 40 years later, on many SNA 
and related websites. 
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Zachery represented friendship data as a simple unweighted, undirected graph and applied a simplelabeling 
algorithm to divide the graph into two “communities” that perfectly captured the actual split. This canonical 
example used the Ford-Fulkerson [9]labelling algorithm, a simple flow-based approach based on the idea of a 
minimal cut in graph theory, which can be implemented as an “efficient hand computed procedure,” ([9], p. 399),
thus far from the complex stochastic methods typically applied to the much larger datasets – often four or five orders 
of magnitude larger– now used.
Work on network analysis in the mathematics, physics, and computer science communities took off with two 
publications in the early 2000’s by Michelle Givran and Mark Newman [10, 11], each cited over 6000 times.  They 
introduced a standard measure of the quality of a community decomposition (modularity, or Q), an approach to 
computing it, and an algorithm to implement that approach. Q was intended to embody the “natural” idea of 
community; the associated methods were designed to find community decompositions for which to calculate Q and 
a stop rule to determine when Q was close enough to its maximum, associated with the “best” partition. 
They also provided the most frequently used definition of communities: “subsets of vertices within which vertex–
vertex connections are dense, but between which connections are less dense.” [10, p. 1] Similarly, they say that 
communities are “natural divisions of network nodes into densely connected subgroups.” [11, p. 1]Terms like 
“natural” recur in the literature; though undefined they seem intended to make a strong claim to both plausibility and 
importance.
Some researchers have broadened the idea of community, sometimes considerably. For example, [2] said: “A 
community structure, in general terms, is an assignment of nodes into classes. Community detection aims at 
partitioning nodes into homogeneous classes, according to similarity or proximity considerations.” (p. 11433, italics 
added) “Homogeneity,” “similarity,” and “proximity” are quite general, making no reference to connections or, 
indeed, to structure of any kind. It could be the definition of clustering, which of course has extremely broad 
applications. Operationally, however, the definition most authors implicitly use is instrumental, even antitheoretical: 
“[I]n most cases, communities are algorithmically defined, i. e. they are just the final product of the algorithm, 
without a precise a priori definition.” [3, p. 84]
Q was shown to have a resolution limit depending on both the “total size of the network and on the degree of 
interconnectedness of the modules.”  [12, p. 36]  Furthermore, decompositions with Q’s within an arbitrarily small 
distance of Q-max could differ from each other in major respects structurally and, thus, in their substantive 
implications. [13] Modifications to how Q was computed were intended to address these issues, but [14] showed 
that a serious resolution problem necessarily persisted – any set of parameter values would tend to either merge 
small modules or split large ones – and argued that this is “likely to be a general problem of methods based on 
global optimization.” [p.1] Summarizing this result,[3] argues that: “The large structural inhomogeneity of the high-
modularity partitions implies that one cannot rely on any of them, at least in principle, in the absence of additional 
information on the particular system at hand and its structure.” If optimization methods are fundamentally flawed, 
that poses a major difficulty for community detection, given the combinatorics, and suggests that the vast efforts to 
develop alternative maximization criteria (reviewed in [3]) may be a misallocation of effort.
Another trend in recent literature is developing better methods for benchmarking: test sets with known 
community structure with which results can be compared. [12, 15, 16] This shifts analysis of methods from abstract 
criteria to empirical tests, a good thing, although debate continues about how to measure goodness-of-fit between 
results and the benchmark, how to deal with methods that produce non-deterministic results (as most do, given their 
use of random seeds and other stochastic elements), and other technical issues. 
3. A few examples
[8]initially attracted attention because it actually revealed an interesting phenomenon in the world: the split of 
the karate club under stress corresponded to subgroups of members based on friendship ties. That made the method 
in particular, and the larger approach of graph partitioning in general, prima facie interesting and potentially 
valuable. (The Ford-Fulkerson method [9]Zachery used has been supplanted, but its fundamental ideas are embodied 
in current flow-based approaches, such as [17] and both of those used in [18].)
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The second example was introduced in [10]: the conference organization of Division I NCAA college football in 
2000, using teams’ schedules represented as a network with 115 nodes and about 600 links. The idea was to see if 
the algorithm could recover the conference structure from the schedule information. The algorithm did well but  
misclassified a few teams. However, “the few cases in which the algorithm seems to fail actually correspond to 
nuances in the scheduling of games. For example, the Sunbelt conference is broken into two pieces and grouped 
with members of the Western Athletic conference. This happens because the Sunbelt teams played nearly as many 
games against Western Athletic teams as they did against teams in their own conference. Naturally, our 
algorithmfails in cases like this where the network structure genuinelydoes not correspond to the conference 
structure.” ([10], p. 7824, italics added.) Note how the authors figured out the source of the problem the old-
fashioned way: They looked at the data in detail, down to the specific schedules of the Sunbelt and Western Athletic 
conferences. 
Other researchers who used the same dataset naturally experienced the same problems. For example, [19] reports 
that: “Of the 12 actual groups [i.e., conferences], only members from group-12 are distributed to other groups (with 
good reasons, because actually there are very few direct interactions between the five members of this cluster).” It 
goes on to claim that: “The organization of the different teams suggested by the present algorithm seems to be even 
better than the original organization.” (p. 4,italics added) The method of [20]has the same problem as [10, 19], for 
the same reasons. They make a claim similar to [19]: “The community structure found by our method seems to 
suggest a more precise organization than the original conferences” (p. 6,italics added). A number of other authors 
(not cited here) also use this test set, although they typically compare their results only with[10]’sand note that they 
do as well, not mentioning the actual conference structure.
The contrast between these two examples reveals a problem which can be called “inverted ontological primacy.” 
[8]used a new method to study a real-world phenomenon, and found out something interesting about it. The 
discovery about the world attracted interest in the methodology. But [19] and [20]privilege the results of community 
detection over the facts in the world, as if the results of their methods were somehow better or “more precise” than 
the complex financial (and perhaps other) considerations that shape the schedules of top-tier college football teams.
Recent work on failure cascades in interdependent networks provides an instructive example of the mutually 
enriching interplay of theory and application. It began with a groundbreaking paper in 2010 [21], highlighted on the 
cover of Nature and since cited almost 1000 times, that analyzed the failure of the Italian electrical grid in 2003 as a 
cascade of failures within and between the interacting power and computer networks. Computers control nodes in 
the electrical system, and those computers need electricity to operate, thus creating mutually interacting 
dependencies between the electrical and computer networks which led to the failure cascade.
[22]used both theoretical analysis (based on percolation theory) and numerical simulations, which told exactly 
the same story: “[F]ailure of a very small fraction of nodes in one network may lead to the complete fragmentation 
of a system of several interdependent networks.” (p. 1025) That basic story of linked dependencies leading to a 
failure cascade was also intuitively accessible and prima faciecompelling. Aside from its theoretical interest and 
potential applied relevance, the paper had an important specific substantive result: a broad degree distribution in 
such an interacting network decreased robustness, the opposite of the situation in single networks, where breadth 
increases robustness. Therefore, assumptions about the robustness of real-world interacting networks to either 
random failures or targeted attacks were wrong, with potentially significant consequences for the design and 
management of many kinds of coupled infrastructure networks (e.g., power grids, financial systems, 
communications networks, transportation, food supply, and the cardio-vascular system). 
Havlin, Stanley and their collaborators, as well as other research groups, have since extended both the theoryand 
the applications (see [22] for a review), in fields such as economics [23] and epidemiology [24]. Of particular 
relevance to this paper, the rapid advances in this area are characterized by the active interplay of theory and 
application, each building on the other. Indeed, [23] explicitly calls for work along these lines: “Further studies of 
interdependent networks should focus on an analysis of real data from many different interdependent systems and on 
the development of mathematical tools for studying real-world interdependent systems.”(p. 46)
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4. Conclusions
This paper’s overall conclusion is that community detection researchers should focus more of their efforts on 
increasing the utility of its work, and spend less of it energy on purely methodological work. One could argue that 
the field has reached a point of diminishing returns for the massive effort invested. From thirty thousands feet, one 
could even argue that it is due for a “paradigm shift.” 
Thomas Kuhn stressed the importance of a “scientific community,” with similar training, values and goals, and a
shared sense of what constitutes “good problems” in the incremental advances characteristic of the “puzzle-solving” 
of “normal science.” One can view the proliferation of alternative methods for finding community structure in 
networks as such puzzle solving. With only a little stretch, one can even see most refinements and enhancements of 
existing methods – e.g., spectral approaches, multilayer community detection, the introduction of additional 
parameters – as analogous to Kuhn’s argument that old ways of thinking are hard to replace, and that a period of 
extension and elaborationtypically precedes their breakdown. Their replacement requires what he called, in certainly 
the most widely quoted phrase to come out of the analysis of scientific progress, a “paradigm shift,” when the nature 
of what constitutes suitable problems changes, as well as, of course, methods used to understand them. [25]A
version of such a shift may be needed now to significantly advance the field, although the change I recommend is 
not nearly as radical as Kuhn’s examples, nor would it put the existing community detection community out of 
business.
This shift in emphasis would meanmore engagement with applied problems, with potential end users and the 
often messy data they deal with. This will enhance the application and value of community detection in particular 
and network analytics in general. Such a problem-driven focus will also help to identify new theoretical problems, 
and, therefore, will enhance theory development, in an on-going dialectical process.
This is not a new idea. Near the end of the second volume of his autobiography[26], published in 1956, Norbert 
Wiener described how, in one of his last papers, he applied ideas about Brownian motion to a problem in cardiology 
concering irregular heartbeats. His earliest papers, forty years before, had dealt with Brownian motion; he stayed 
interested in it and wrote a number of papers over the years that both extended the theory and applied it to a range of 
problems. Wiener used this example to argue strongly for the vital importance of problem-driven theory 
development, and attributed much of his professional success to that approach. More recently, as quoted above, 
[22]explicitly calls for work on real-world interdependent networks, and for active interplay between theory 
development and applications. 
The authors of [18] seek to “explore a range of network community detection methods in order to compare them 
and to understand their relative performance and the systematic biases in the clusters they identify,”and note that 
“depending on the particular application and the properties of the network being analyzed, one might prefer to 
identify specific types of clusters. Understanding structural properties of clusters identified by various algorithmic 
methods and various objective functions can guide in selecting the most appropriate graph clustering method in the 
context of a given network and target application” (p.1, italics added),thus explicitly acknowledging that different 
methods can be best for different uses. However, the paper does not quite deliver on this promise.
This general conclusion leads to more specific recommendation for particular areas of research and application, 
briefly discussed below. I begin with recommendations with a theoretical focus, followed by those concerning the 
interplay of theory and application.
Many real-world datasets are available (not cited here due to space constraints), far larger and more complex than 
Zachery’s karate club or the NCAA Division I football conference structure. And a number of benchmark graphs –
artificial networks with known structures and combinations of properties – have also been developed, the best-
known of which are the LFR benchmarks [12, 15, 16]. Graphs can be generated with known structures that vary 
along several parameters, such as degree and community size distributions. Many, although not all, of the 
recommendations below might suitably be pursued using such available datasets, rather than requiring collaboration 
with end users and the actual collection and analysis of real-world data. Note, however, that using real-world data is 
not the same as addressing real-world problems; the former activity ceases when communities are identified, while 
the latter requires making inferences about interesting phenomena based (at least in part) on the communities
discovered, and may well involve iterative, and perhaps exploratory, applications of community detection methods 
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and other analytic techniques. Therefore, the goal of such developments should be to apply them; real-
worldcollaboration, data collection, and analysis are essential for the field to move forward effectively.
Comparison of community detection methods has attracted considerable attention, primarily focused on 
determining which method(s) is (are) “better” than others. Such work can be extended to focus on characterizing 
how the results of the methods differ, in terms of what kinds of clusters they tend to find and what kinds of 
decompositions they tend to deliver in terms of mathematical and structural attributes. 
A further natural extension is developing vectors of measures to characterize the network being decomposed, the 
resulting community decompositions, and specific communities themselves. The relevant measures will be related 
but not identical. (The following lists are intended to be illustrative, not exhaustive.) For example, networks are often 
described by their average degree and degree distributions, their diameter, and a few other attributes, some of which 
can be captured by single parameters, such as the exponent for a graph with a power law degree distribution or the 
percolation threshold. A community decomposition, for example, can be characterized by its size distribution, by the 
percentage of nodes in the largest few modules (or the number of modules required to cover certain percentages of 
nodes); by the percentage of singleton modules; by the distributions of diameters, densities, and other graph 
attributes across communities. Individual modules can be characterized by many of the same attributes used for 
entire graphs. Such work can provide key building blocks for the more challenging applied tasks of associating such 
abstract features with aspects of real-world graphs and real-world problems in graph decomposition.
A more specific suggestion concerns the development of ways to convey and assess the importance of the 
variability of outcomes which rely on decomposition methods using iterated runs with stochastic components, as 
many do, given the use of approximation techniques, random seeds, and variations in initialization parameters. 
A more complex problem is analogous to one frequently addressed in many approaches to and applications of 
clustering in general, particularly in machine learning: How can a decomposition generate hypotheses that can then 
be tested (on a reserved part of the dataset, on a “similar” dataset, etc.)? 
Another rich problem concerns combining the results of different community decompositions, both using the same 
overall algorithm but very different initialization parameters and using different decomposition methods themselves. 
The notion is that such a combination might be more useful than its parts, especially when the results differ. 
Developing principled methods to combine clusterings and assess their merits is a complex challenge and can best 
be conducted in collaboration with end users, to ensure that the work is not too abstract.
A particularly powerful and general approach to combining the results of multiple clusterings is presented in [1];
although focused on text documents, the method can be generalized to clusterings of any type. Thisthorough 
methodology might be quite valuable when applied to community detection, particularly when dealing with real-
world data. It shows how to locate multiple clusterings as points in a multi-dimensional space; how to measure 
similarity between clusterings, thus defining a distance metric; how to create a metric space and a lower-dimension 
Euclidian projection of it; how to present a visualization of that projection that is conceptually tractable for users; 
and how to zoom from a clustering and clusters in it to the underlying data (although the zooming method might 
need modification to deal with very large datasets). The paper also explicitly notes that the methodology can be used 
to examine and combine the results of multiple iterations of the same clustering method on the same data using 
different random seeds, initializations, and parameters, thus potentially addressing a related important 
methodological concern. 
Work in community detection typically deals with unweighted, undirected, unlabeled graphs, often assuming that 
each node belongs to exactly one community; these assumptions substantially facilitate analysis and computation. 
Many authors acknowledge that real-world networks often do not adhere to them, but note that even with such 
simplifications the analysis is informative. Some also explain how their methods can be extended to networks with a 
hierarchical community structure or multiple community membership more generally, or to directed and/or weighted 
graphs. Throwing away data – such as the direction and “size” of links, and attributes of nodes and/or links –makes 
analysis easier but is unlikely to make it more useful; similarly, unrealistic assumptions about node membership in a 
unique community facilitate analysis at the potential cost of its depth and utility. Therefore, an important area for 
applications of community detection is to real-world problems involving networks with such complications, 
including labeled nodes and nodes with attributes. See [2]and other papers byBianconi and her collaboratorsfor an 
approach to calculating entropy of networks and their decompositions in terms of node attributes that could 
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potentially serve as the basis for powerful and systematic methods to incorporate such information and thereby 
enhance the utility of community decompositions.
Rather than combining results into a single community decomposition, different – perhaps very different –
decompositions may reveal different interesting aspects of a network. Some methods tend to find a few large 
clusters, while others (such as InfoMap [27]) tend to find many smaller clusters. The idea is not to resolve the 
resolution problem [12] in a single community detection method but to investigate what very different 
decompositions of the same network might reveal. For example, [28] analyzed a network of over 300,000 nodes and 
about a million links consisting of tweets from Egypt right before and after the overthrow of President Morsi in June 
of 2013. It used several different community detection algorithms; leading eigenvector [29], label propagation [30],
and InfoMap [27],and found thatthey needed, respectively, .06%, .07%, and 46% of the largest modules to cover 
90% of the nodes. For the first two methods, the two largest modules (covering 96% and 89% of the  nodes 
respectively) were strongly associated with use of language specific to either pro- or anti-Morsi factions. For 
InfoMap, about half of the 100 largest modules showed very strong factional language use but the others did not, 
perhaps suggesting other important organizing principles.
Another area where collaboration between theoretical and applied researchers could be extremely valuable would 
be the development of a problem typology. This is challenging because it must combine concerns with abstract, 
mathematical features of the network; attributes of nodes and links – Labeled nodes or links? Weighted and/or 
directed links? Can one node be a member of multiple communities? – and aspects of the phenomena being 
investigated and question being asked. For example, the structure-function mappings of protein networks might be 
different in some important ways from those of social organizations, ecosystems, financial institutions, etc. 
The relationships between vectors of measures of networks and community decompositions with real-world 
aspects of problems could also be a fruitful area of investigation, as [18] acknowledge in the passage quoted 
previously. Note that the relationships can go both ways: Knowing the problem and some of the measures of the 
associated network can suggest choices of decomposition methods to use; finding some features of the network and 
its community decomposition(s) can support substantive inferences about the phenomena of interest.
This is related to the idea of developing and understanding the uses of heuristics for interpreting community 
decompositions. For example, [18]usesthe “network community profile,” a plot of the maximum conductance of a 
community at each size, to characterize the “quality” of a decomposition. It might also be useful as an aid to 
investigating community decompositions more broadly, suggesting a size range to focus on or even particular 
communities for detailed investigation (depending in part, of course, on the particular questions of interest). 
Similarly, [31]uses a link density map to determine if there is a resolution problem with a community 
decomposition, but such a map can also be used as a heuristic to help focus analysis. More generally, some of the 
“quality” metrics used to analyze community decompositions may be heuristically useful. Whether they are is an 
empirical question.
Finally, and much more speculatively, work that applies community detection methods to real-world problems of 
varied kinds may help to address the issue of whether there are specific attributes of methods and how they are used 
that  contribute to their utility. [1]seems skeptical: researchers “are typically optimizing a (mathematically ill-
defined) goal of ‘insightful’ or ‘useful’ conceptualizations; the definition of ‘insightful’ differs to some degree by 
user; and codifying human creativity in a mathematical function is either logically impossible or well beyond current 
technology.” (p. 1) That sounds right, but pursuing increased insight, utility, and creativity is certainly worthwhile, 
even though they cannot be formally optimized.
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