Abstract: Hysteresis is a nonlinear effect that shows up in a wide variety of engineering and scientific fields. The identification of hysteretic systems from input-output data is an important but challenging question, which has been studied by using both tailored parametric white-box identification methods as by using black-box identification methods. The white-box modeling approach is by far the most common in identifying hysteretic systems, and has the advantage of resulting into an interpretable model, but it requires to be adjusted to a specific hysteresis model. A black-box approach can be used more universally, but results in models containing many parameters that cannot easily be interpreted. In the current paper, we propose a two-step identification procedure that combines the best of the two approaches. We employ the Bouc-Wen hysteretic model to generate data that is used for identification. The system is identified using a black-box polynomial nonlinear state-space identification procedure. We reduce the number of parameters in this model by applying a polynomial decoupling method that results in a more parsimonious representation. We compare the full black-box model with the decoupled model and show that the proposed method results in a comparable performance, while significantly reducing the number of parameters.
INTRODUCTION
Hysteresis is encountered in a variety of science and engineering fields, such as electromagnetism, aerodynamics, structural engineering, and even biology, ecology and psychology (Oh et al., 2009; Bernstein, 2007; Noël et al., 2017) . The effect of hysteresis is caused by the property of multistability, and is typically expressed in a nonlinear memory effect (Oh et al., 2009; Noël et al., 2017) .
System identification of hysteretic systems is challenging because dynamic nonlinearities act upon non-measurable internal state variables (Noël et al., 2017) . So far, identification methods for hysteretic systems have mostly been limited to white-box techniques, which assume that the data satisfy a specific model for hysteresis (Noël et al., 2017) . The main limitation of white-box identification procedures is that they need to be tailored to a certain (hysteresis) model structure, whereas a real-life identification task may require a prohibitively complicated model description. Recently, a black-box identification approach has been proposed in Noël et al. (2017) , which tackles the task by employing a polynomial nonlinear state-space identification procedure. This approach can be applied without requiring a hysteresis model assumption, as it directly aims at minimizing a cost function that involves the (possibly weighted) distance between the model outputs and the measured data. A disadvantage of the black-box approach is that one loses physical intuition, since the parameters cannot be given a meaningful interpretation, and moreover, often a (very) large number of parameters needs to be estimated.
The approach we develop in this paper tries to combine the benefits of black-box and white-box approaches. We start from a polynomial nonlinear state-space (PNLSS) identification approach to identify a hysteretic system (Noël et al., 2017) . Since the number of parameters in a PNLSS model increases quickly, it is beneficial to reduce this by including prior knowledge, which can be done for instance by transferring the nonlinearity into the feedback loop (Noël and Kerschen, 2013) , or by employing other basis functions, such as splines, radial basis functions, or neural networks (Marconato et al., 2014 ). In the current paper, we will transform the PNLSS model into a simpler description by applying the approach of Dreesen et al. (2015b) to decouple the nonlinear part of the PNLSS model using a tensor decomposition method. This results in a state-space description in which the nonlinearities are contained into univariate (one-to-one) polynomials that operate on a linear combination of the state variables and the input, rather than multivariate polynomials from all state variables and the input to all state updates and the output.
The remainder of this paper is organized as follows. In Section 2 an algorithm for PNLSS estimation is presented. The decoupling method is presented in Section 3. The results for PNLSS and decoupling methods are compared in Section 4. In Section 5 we draw the conclusions and point out open questions for future work.
POLYNOMIAL NONLINEAR STATE-SPACE (PNLSS)
Polynomial nonlinear state-space system identification was introduced in Paduart et al. (2010) (2014) . The PNLSS algorithm is introduced in detail in Paduart (2007) ; Paduart et al. (2010) . Here the algorithm is reviewed in brief.
PNLSS model
For a single-input single-output system, the PNLSS model is given by the equations
polynomials in x and u
where u(t) ∈ R, y(t) ∈ R and x(t) ∈ R n denote the input, output and state vector at time instance t, respectively. The linear part of the state-space model is defined by A ∈ R n×n (the state transition matrix), b ∈ R n , c ∈ R n , and d ∈ R. The matrix E ∈ R n×n ζ and vector f ∈ R nη represent the polynomial part of the model and contain the coefficients of state-input monomials in the state and output equation, respectively. The number of monomials in ζ and η are denoted by n ζ and n η , respectively. The nonlinear part is represented by polynomials containing all possible monomials of degree d or less, not including constant terms nor linear terms, as they are already captured by the linear state-space part. For example, for a second-order system with one input the monomials of degree two are
and the elements of E and f are the corresponding coefficients. It can be verified (Paduart et al., 2010 ) that the total number of coefficients of nonlinear terms is given by
where it is assumed that ζ and η contain the same monomials, and both constants and linear terms are discarded.
Identification
The identification of the polynomial nonlinear state-space model is as follows (Paduart et al., 2010 ):
1. Find the best linear approximation (BLA) Schoukens et al., 2012) of the system under test as the transfer functionĜ BLA and its total covarianceσ G BLA . 2. Based on this BLA, calculate the initial estimates of A, b, c, and d by using a linear subspace system identification procedure (Pintelon, 2002) . 3. The parameters A, b, c, d, E, and f are tuned by running a Levenberg-Marquardt optimization (Paduart et al., 2010) .
DECOUPLING POLYNOMIAL FUNCTIONS
Polynomial nonlinear state-space models are flexible and can capture severe nonlinear effects. However, the number of parameters to be estimated is often very high as it grows combinatorially with the polynomial degree and the number of variables (see (3)). Therefore, attributing physical intuition to PNLSS models is not straightforward.
A decoupled PNLSS model
A simpler PNLSS model may be obtained by decoupling the polynomial functions, that is, by linearly transforming states and input in such a way that the multivariate polynomials in the PNLSS model are decoupled into univariate polynomials. The decoupling method of Dreesen et al. (2015a) computes such a decoupled representation by means of the canonical polyadic decomposition (CPD) of a 3-dimensional matrix or tensor (see Carrol and Chang (1970); Harshman (1970) ; Kolda and Bader (2009) ).
The polynomial decoupling method results in a new polynomial nonlinear state-space as
where W x and w T y are the linear transformation matrices (more precisely, matrix and vector) for transforming the nonlinear polynomial functions in the PNLSS equation and V is the transformation matrix for transforming states and inputs. For self-containment, the following paragraphs review the algorithm of Dreesen et al. (2015a) using the notation of the PNLSS model.
Notice that the procedure of Section 2.2 results in an n + 1 to n multivariate polynomial vector function (represented by E) as well as an n + 1 to 1 multivariate polynomial vector function (represented by f ). From here on, we treat them jointly as a single n + 1 to n + 1 multivariate polynomial vector function as
where p is a function that maps n + 1 variables to n + 1 outputs. Furthermore, let the vector s be defined as . . , g r , and another linear transformation W .
where s ∈ R (n+1)×1 . We denote by p(s) the original multivariate polynomial function, which is decoupled into r univariate polynomials as
where
with the univariate functions g 1 (s 1 ), . . . , g r (s r ) operate on the transformed variabless i = v T i s and the functions g i have a fixed user-chosen degree d. Fig. 1 shows the result of the decoupling algorithm. Corresponding to the definition of s, the matrix W is defined as
such that
The decoupling method of Dreesen et al. (2015b) relies on the fact that the Jacobian of p is given by the expression:
where v i denotes the ith column of V . By considering (11) in a set of sampling points s (k) , the question of finding the transformation matrices V and W amounts to solving a simultaneous matrix diagonalization problem, which is essentially what the CPD computes.
Summary of decoupling algorithm
The decoupling algorithm is adopted from Dreesen et al. (2015b) and is briefly summarized here.
1. The Jacobian of the polynomial vector function p is evaluated in a set of N sampling points s (k) , for k = 1, 2, . . . N , which are drawn from a random normal distribution. 2. The Jacobian matrices are stacked into an (n + 1) × (n + 1) × N tensor (see Fig. 2 ). We have thus
3. This tensor is decoupled using the CPD as follows (also see Fig. 2 )
where W and V follow immediately from the CPD and
is the derivative of the univariate function g evaluated in sampling pointss (k) , for k = 1, . . . , N .
4. For the th branch g (s ), we solve the following polynomial fitting 
. . .
leading to the coefficients of g . Notice that, again, the constant and linear terms are not considered. 5. Solving the symbolic integration
determines the functions g up to the correct value of the integration constants.
The result of this algorithm is a decoupled nonlinear state space model with (2n+d+1)r nonlinear parameters. Notice that the number of parameters now increases linearly with the degree as opposed to the combinatorial increase for the multivariate polynomials in (3).
This decoupled model can be used as an initialization for further tuning V , W and the coefficients of the g in order to minimize the output error. Furthermore, the degree d of the nonlinearity can now be increased without introducing a prohibitively large number of parameters.
It should be noted that the decoupling algorithm does not guarantee that the decoupled PNLSS model is stable. If the decoupled model would be unstable for the estimation data set, the optimization of the model parameters cannot be done as the Jacobians needed for the LevenbergMarquardt optimization routine are obtained by simulating nonlinear state-space models with the same dynamics as the PNLSS model (Paduart et al., 2010) . A practical workaround for this problem is to either re-initialize the decoupling algorithm by regenerating a collection of N sampling points, or to initialize the elements of W x or the coefficients of the polynomials g as zeros. In the latter case, the dynamics in the state equation are linear and can be guaranteed to be stable in bounded-input, boundedoutput sense.
RESULTS
This section illustrates the decoupling approach presented in the previous section on a Bouc-Wen hysteretic system. Decoupling multivariate polynomials is done by collecting the Jacobian matrices in a set of sampling points and stacking them into a 3D tensor. The simultaneous matrix diagonalization of the Jacobian matrices is equivalent to the CPD of this 3D tensor, and returns the transformation matrices V, W and information about the internal functions g .
In Noël et al. (2017) the system is introduced and the reason why the PNLSS model is needed is introduced in detail. The system is introduced briefly here and the results of the PNLSS model on the Bouc-Wen hysteretic benchmark (Noël and Schoukens, 2016) with and without applying the decoupling approach are compared.
The system under test
The hysteretic system under study is simulated through Bouc-Wen model which is described by the following differential equations
where c L , and k L are the parameters of the linear restoring force contribution, and α, β, γ, δ, and ν are the parameters of the Bouc-Wen hysteresis loop (Bouc, 1967; Wen, 1976) , and (Roberts and Spanos, 1990) .
Comparison
The benchmark provides two test data sets, one with a random phase multisine input and the other one with a swept sine input. The Bouc-Wen model is excited with random phase multisine input force (u(t)) with standard deviation levels of 50 N and 55 N. The latter is used for generating the Full PNLSS model to avoid extrapolation problem which results usually to an unstable model (either the Full PNLSS or the decoupled model). The final goal is to achieve a good model performance for a 50 N excitation.
The excitation signal has twenty phase realizations and seven periods and flat power spectrum in the frequency band [5 150] Hz. The first two periods are discarded for transient removal, and just the last five periods are taken into account for estimation. The BLA analysis of the system proposes to have third order dynamics (Noël et al., 2017) .
For the Full PNLSS model the nonlinearities are of second and third degree. The nonlinearity in the output equation is zero (F = 0). The decoupled model has three branches (r = 3) and the degree of the polynomials is increased to eleven (d = 11) in each branch. The extracted models (Full PNLSS and decoupled PNLSS) are tested on the test data set from the benchmark data (Noël and Schoukens, 2016) .
The estimated models are compared based on their RMS error on the test data: (Noël and Schoukens, 2016) , where y mod (t) is the output of the model, y t (t) is the output of the test data and N t is the number of samples in the last period of the test data (N t = 8192 for the multisine and N t = 15300 for the swept sine). Both models are tested on the test data and the RMS errors (e RM St ) are 1.8703 × 10 −5 (multisine) and 1.2024 × 10 −5 (swept sine) for the Full PNLSS model and 1.8996 × 10 −5 (multisine) and 1.4019 × 10 −5 (swept sine) for the decoupled model. The decoupled model has a slightly higher RMS error than that of the PNLSS model on the test data, but the decoupled model only has 67 parameters, while the Full PNLSS model has 106.
The results on the test data are plotted in Fig. 3 and Fig. 4 . Fig. 3 shows the output spectrum (blue), error of linear model (cyan), the error of the PNLSS model (green) and the error of the decoupled model (red) in the frequency domain. The decoupled model shows a slightly higher error than Full PNLSS near the resonance frequency, while in other frequencies it shows more or less the same error as Full PNLSS. A comparison of RMS error of the multisine excitation for both models also shows the decoupled model error is slightly worse, but negligible (1.57 %).
In Fig. 4 both models are tested on the swept sine data. The swept sine frequency band is [20 50] Hz, with sweep rate of 10 Hz/min. The figure shows errors of linear (blue), PNLSS (green) and decoupled (red) models in the time domain. The decoupled model error time series is almost the same as Full PNLSS error time series, even in the transient region.
CONCLUSION
The Bouc-Wen system's behavior is captured by the Full PNLSS model. A decoupled PNLSS model reaches a similar accuracy (1.57 % higher than the RMS error of PNLSS model) for the random phase multisine excitation with lower amplitude data, while the number of parameters in the decoupled model is less than two third of the number of parameters in the Full PNLSS model (67 instead of 106). The order of the polynomials in the decoupled model can also be increased without having the problem of blowing up the number of parameters, as it is the case for the Full PNLSS model. The connection between the hysteresis loop's characteristics and the properties of univariate polynomial (g i ) functions can be a part of future study. 
