Abstract. The notion of "closed systems" in Quantum Mechanics is discussed. For this purpose, we study two models of a quantum-mechanical system P spatially far separated from the "rest of the universe" Q. Under reasonable assumptions on the interaction between P and Q, we show that the system P behaves as a closed system if the initial state of P ∨ Q belongs to a large class of states, including ones exhibiting entanglement between P and Q. We use our results to illustrate the non-deterministic nature of quantum mechanics. Studying a specific example, we show that assigning an initial state and a unitary time evolution to a quantum system is generally not sufficient to predict the results of a measurement with certainty.
Introduction
A key reason why, in science, we are able to successfully describe natural processes quantitatively is that if some process of interest is far isolated from the rest of the world it can be described as if nothing else were present in the universe; i.e., it can be viewed as a process happening in a "closed system". This means, for example, that a condensed-matter experimentalist studying a magnetic material does not have to worry about astrophysical processes inside the sun, in order to understand the magnetic properties of the material in his earthly laboratory. Nor, for that matter, does he have to worry about what his colleague in the laboratory next door is doing, provided he is not experimenting with strong magnetic fields. It is the purpose of our paper to show that the notion of "closed systems", in the sense just sketched, makes sense in quantum mechanics -in spite of the phenomena of entanglement and of the "non-locality" of Bell correlations.
Rather than engaging in a general, abstract discussion, we propose to study some concrete models of quantum systems, S := P ∨ Q ∨ E, composed of two spatially far separated subsystems P and Q coupled to a common environment E (that can be empty). We discuss various sufficient conditions implying that, for a large class of initial states of S including ones exhibiting entanglement between P and Q, the time-evolution of expectation values of observables, O P , of the subsystem P behaves as if the subsystem Q were absent. The interesting ones among our sufficient conditions turn out to be uniform in the number of degrees of freedom of the subsystem Q. Our results can be interpreted as saying that there is "no signaling" between P and Q, provided that these subsystems are spatially far separated from one another, independently of whether the initial state of P ∨ Q is entangled, or not, and independently of the number of degrees of freedom of Q. In other words, our conditions guarantee that P can be considered to be a "closed system". (Absence of signaling has previously been discussed, e.g., in [27, 8, 25] .)
We will discuss two models. In a first model, we choose P to describe a quantum particle moving away from a system Q that may have very many degrees of freedom; the environment E is absent. It will be assumed that, in a sense to be made precise below, interactions between P and Q become weaker and weaker, as the distance between the two subsystems increases. One purpose of our discussion of this model is to show that quantum mechanics does not admit a realistic interpretation -in the sense that knowing the unitary time evolution of a system and its initial state does not enable one to predict what happens in the future -and that it is intrinsically probabilistic. In a second, more elaborate model, the subsystems P and Q are allowed to exchange quanta of a quantum field (such as photons or phonons), i.e., P and Q can"communicate" by emitting and absorbing field quanta; accordingly, the environment E is chosen to consist of a quantum field, e.g., the electromagnetic field or a field of lattice vibrations. The goal of our discussion is to isolate conditions that enable us to derive an "effective dynamics" of the subsystem P that does not explicitly involve the environment E and is independent of Q.
To keep our analysis down to earth, we will only study systems P and Q (with finitely many, albeit arbitrarily many degrees of freedom) that can be described in the usual Hilbert-space framework of non-relativistic quantum mechanics, with the time evolution given by a unitary one-parameter group. The "observables" are taken to be bounded selfadjoint operators on a Hilbert space. (For simplicity, the environment E will be assumed to have temperature zero, with pure states corresponding to unit rays in Fock space.)
Concretely, the Hilbert space of pure state vectors of the system S = P ∨ Q ∨ E is given by
where H P , H Q and H E are separable Hilbert spaces. General states of S are given by density matrices, i.e, positive trace-class operators, ρ, of trace 1 acting on H. General observables of the entire system S = P ∨ Q ∨ E are self-adjoint operators in B(H P ⊗ H Q ⊗ H E ), where B(H) is the algebra of all bounded operators on the Hilbert space H. Observables refering to the subsystem P are selfadjoint operators of the form
A state ρ of the entire system S determines a state ρ P of the subsystem P (a reduced density matrix) by T r H P (ρ P A) := T r(ρ(A ⊗ 1 H Q∨E )), (1.3) for an arbitrary operator A ∈ B(H P ).
Time evolution of S is given by a unitary one-parameter group (U (t)) t∈R on H.
We are now ready to clarify what we mean by "closed systems": Informally, P can be viewed as a closed subsystem of S if there exists a one-parameter unitary group (U P (t)) t∈R on H P such that T r(ρU (t) * (A ⊗ 1 H Q∨E )U (t)) ≈ T r H P (ρ P U P (t) * AU P (t)), (1.4) for a suitably chosen subset of density matrices ρ and all times in some compact interval contained in R. Mathematically precise notions of "closed subsystems" will be proposed in the context of the two models analyzed in this paper, and we will subsequently present sufficient conditions for P to be a closed subsystem of S.
The plan of our article is as follows. In subsections 2.1.1 and 2.2.1 we introduce the models analyzed in this paper. The first model describes a quantum particle, P , with spin 1/2 interacting with a large quantum system Q and moving away from Q. (The subsystem Q may consist of another quantum particle entangled with P and a "detector". The two particles are prepared in an initial state chosen such that they move away from each other, with P moving away from the detector.) This example will be useful in a discussion of some aspects of the foundations of quantum mechanics, in particular of the intrinsically probabilistic nature of quantum mechanics. The second model describes a neutral atom P with a nonvanishing electric dipole moment that interacts with a large quantum system Q. Both P and Q are coupled to the quantized electromagnetic field, E. In this model, S corresponds to the composition P ∨ Q ∨ E. The point is to identify an effective dynamics for P that does not make explicit reference to the electromagnetic field E. Our results on these models are stated and interpreted in subsections 2.1.2 and 2.2.3, respectively. In subsection 2.1.3, we sketch some concrete experimental situations described, at least approximately, by our models.
Proofs of our main results are presented in section 3. Many of the techniques used in our proofs are inspired by ones used in previous works on scattering theory; see, e.g., [26, 7, 15, 16, 11, 12] . Some technical lemmas are proven in two appendices.
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Summary and interpretation of main results
2.1. Model 1: A quantum particle P interacting with a large quantum system Q.
2.1.1. Description of the model. We consider a quantum particle, P , of mass m = 1 and spin 1/2; (throughout this paper, we employ units where = c = 1). The particle interacts with a large quantum system, Q, which we keep as general as possible. The pure states of the composed system, P ∨ Q, correspond to unit rays in the Hilbert space H = H P H Q , where
and H Q is a separable Hilbert space. The dynamics of P ∨ Q is specified by a selfadjoint Hamiltonian
defined on a dense domain D(H) ⊂ H. In (2.1),
The operator H P and H Q , defined on their respective domains, are self-adjoint.
Remark. It is not important to exclude the presence of external fields or potentials acting on the particle. All that matters is that the propagation of the particle approaches the one of a free particle as time tends to ∞. To keep our analysis simple we assume that if the interaction between P and Q is turned off then P propagates freely.
To identify P as a closed subsystem of S = P ∨ Q, one assumes that
(1) the strength of the interaction between P and Q (described by the operator H P,Q ) decays to zero rapidly as the "distance" between P and Q tends to ∞; and (2) the initial state of the system is chosen such that the particle P propagates away from Q, the distance between P and Q growing ever larger. (We will actually choose the initial state such that, with very high probability, the particle P is scattered into a cone far separated from the subsystem Q.)
A graphical illustration of Assumptions (1) and (2) is given below. Figure 1 . The system Q is localized inside the domain Ω. The particle P scatters inside the grey colored set with a probability very close to 1.
Next, we reformulate Assumptions (1) and (2) in mathematically precise terms. It is convenient to identify L 2 (R 3 ) ⊗ C 2 ⊗ H Q with L 2 (R 3 ; C 2 ⊗ H Q ). We denote by ( e x , e y , e z ) three orthonormal vectors in R 3 .
(A1) (Location of Q and properties of the interaction Hamiltonian) There is an open subset Ω ⊂ R 3 (possibly unbounded), the "spatial location" of the subsystem Q, separated from the cone
with π/4 > θ 0 > 0, by a distance d > 0, and a covering
of Ω by open cubes Ω n of uniformly bounded diameter such that (i) the interaction Hamiltonian H P,Q can be written as a strongly convergent sum of operators,
The operator H P,Qn encodes the interaction between the particle P and the subsystem of Q located in the cube Ω n . The distance between Ω n and the cone C 2θ 0 is denoted by d n and is supposed to tends to +∞, as n tends to ∞;
(ii) there is a constant α > 3/2 and a sequence {N n } n∈I of operators on H Q with the properties that
for all n ∈ I and for all Ψ ∈ D(H P ) ⊗ D(H Q ), and
(A2) (Choice of initial state) The initial state Ψ 0 ∈ S(R 3 ; C 2 ⊗ H Q ), Ψ 0 = 1, is a smooth function of x of rapid decay with values in C 2 ⊗ H Q . Its Fourier transform, 6) has support in the conical region C θ 0 ;v defined by
for some v > 0.
(A3) (Bound on the number of particles in Ω n )
Remarks. Assumption (A2) guarantees that the distance between P and Q grows in time with very high probability. The hypotheses (A1) and (A3) are mathematical reformulations of Assumption (1) . The operator N n can be thought of as counting the number of "particles" of the system Q contained in the subset Ω n , for all n ∈ I. If the system Q is composed of identical particles, H Q is the bosonic/fermionic Fock space over L 2 (R 3 ; C p ), (p = 1, 2, ...) and the operator N n is the second quantization of the multiplication operator by the characteristic function 1 Ωn . The decomposition of Ω into cubes is used to get bounds that are uniform in the number of degrees of freedom of the system Q.
We observe that the decay in (2.4) is faster than the one of the Coulomb potential. To justify (2.4) one would have to invoke screening.
2.1.2.
Result. The reduced density matrix, ρ P , of the particle P corresponding to the state Ψ 0 ∈ L 2 (R 3 ; C 2 ⊗ H Q ) of the entire system S is defined by
where ϕ 1 , ϕ 2 are arbitrary vectors in L 2 (R 3 ; C 2 ) and {e j } j∈J is an orthonormal basis in H Q . Lemma 2.1. We require assumptions (A1), (A2) and (A3). Then, for all η > 0, there exists a length d(η, v) > 0 such that, for any d > d(η, v),
for all O P ∈ B(L 2 (R 3 ; C 2 )) and for all t ≥ 0.
Lemma 2.1 justifies considering P as a closed subsystem: any observable of the subsystem P evolves as if Q were absent, up to an error term that can be made arbitrarily small by increasing the separation between P and Q. A similar result was already discussed in [26] , but with a finite range interaction between P and Q. The proof of Lemma 2.1 is given in Appendix B.
2.1.3.
A concrete example where Lemma 2.1 can be applied. We choose Q to be composed of a particle P ′ of spin 1/2 (electron) and of a spin filter D. The particles P and P ′ are scattered into opposite cones, and the spin filter D selects the particle P ′ according to its spin component along the axis corresponding to a unit vector n. A Stern-Gerlach-type experiment is added to the setup to measure a component of the spin of the particle P .
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Spin filter
We assume that the initial state is an entangled state of the form
.., n. We assume that Assumptions (A1), (A2) and (A3) of Section 2.1.1 are fulfilled by the Hamiltonian H and by the initial state Ψ 0 of the composed system S = P ∨ Q, with Q = P ′ ∨ D. For simplicity, we neglect interactions between P ′ and P . However, it is not hard to generalize Lemma 2.1 to a situation where P and P ′ interact via a repulsive two-body potential, assuming that the momentum space support of the wave function ψ j is contained in a cone opposit to C 2θ 0 , for all j = 1, ...n. We denote by S P = (σ x , σ y , σ z ) the spin operator of the particle P , where σ x , σ y , σ z are the Pauli matrices. The next corollary is a direct consequence of Lemma 2.1. 
For sufficiently large values of d, Corollary 2.2 shows that the mean value of the spin operator of the particle P very nearly vanishes for all times t, regardless of the initial state vectors {χ i } of the filter D. In particular, the expectation value of the spin operator of P is independent of the kind of measurement on P ′ performed by the spin filter D. Here we assume that a particle P ′ with S P ′ · n = /2 passes the filter, while a particle with S P ′ · n = − /2 is absorbed by D, with probability very close to 1. A realistic interpretation of quantum mechanics, in the sense that the time evolution of pure states in the Schrödinger picture would completely predict what will happen, necessary fails. It would lead to the prediction that
for sufficiently large times t if the particle P ′ has passed the filter D. This contradicts Eq. (2.11). It shows that choosing a unitary time evolution and specifying an initial state does not predict the results of measurement, but only probabilities for the outcomes of such measurement. Our conclusion remains valid if the particles P and P ′ are indistinguishable particles; see [18, 26] .
Model 2:
A neutral atom coupled to a quantum system Q and to the quantized electromagnetic field.
2.2.1. The model. We consider a neutral atom P that interacts with a quantum system Q and the quantized electromagnetic field. The atom either moves freely or moves in a slowly varying external potential. We assume that, initially, it is localized (with a probability close to one) far away from the system Q, and we allow the system Q to create and annihilate photons. Our aim is to prove a result of the form of (1.4). Our estimates for this model are however not uniform in the number of degrees of freedom of the subsystem Q. This problem could be solved by decomposing Q into small subsystems. This complication is avoided to keep our exposition as simple as possible. We do not specify the nature of Q, but we emphasize that it could represent another atom or a molecule. The internal degrees of freedom of the atom P are described by a two-level system. The total Hilbert space of the system S is the tensor product space
where
and
are the Hilbert spaces associated to the atom and to the electromagnetic field, respectively. Here
. We use the notation
). The Hamiltonian of the total system is written as
is the free atomic Hamiltonian, with ω 0 the energy of the excited internal state of the atom, H Q the Hamiltonian for the system Q, and
is the second quantized Hamiltonian of the free electromagnetic field. The operator-valued distributions a(k) := a λ ( k) and a * (k) := a * λ ( k) are the photon annihilation and creation operators. We suppose that H Q is a semi-bounded self-adjoint operator on H Q . In what follows, we write H P for H P ⊗ 1 H Q ⊗ 1 H E , and likewise for H Q and H E , unless confusion may arise.
The interaction Hamiltonians, H P,E , H P,Q and H Q,E describe the interactions between the atom, the system Q, and the quantized field. The atom-field interaction is of the form H P,E = − d · E, where d = λ 0 σ is the dipole moment of the atom, σ is the vector of Pauli matrices, and E is the quantized electric field, i.e.,
, and ε(k) := ε λ ( k) are polarization vectors of the electromagnetic field in the Coulomb gauge. With the usual notations, H P,E can be rewritten in the form
By standard estimates (see Lemma A.4), H P,E is H P + H E bounded with relative bound 0. We suppose that H P,Q and H Q,E are symmetric operators relatively bounded with respect to H P + H Q and H Q + H E , respectively, and that H is a self-adjoint operator with domain
Further technical assumptions on H P,Q and H Q,E needed to state our main theorem will be described below.
Assumptions. We assume that:
(1) The support of the initial atomic wave function is contained inside a ball of radius R centered at the origin.
(2) The interaction Hamiltonian H P,Q 1 | x|≤d between the atom and Q, restricted to the ball of radius d ≫ R centered at the origin, is bounded by Cd −β , for some constants C and β > 0.
(3) With very high probability, the subsystem Q does not emit nor absorb photons inside the ball of radius 3d centered at the origin.
Assumptions (2) and (3) imply that the system Q does not penetrate into the ball of radius 3d centered at the origin. This hypothesis can be weakened for concrete choices of the subsystem Q.
We recall the definition of the scattering identification operator (see [23] , [7] or [16] for more details) and a few other standard tools from scattering theory to rewrite Assumptions (1) through (3) in mathematically precise terms. Let F fin denote the set of all vectors Φ = (
) such that Φ (n) = 0 for all but finitely many n's. The map I : F fin ⊗ F fin → F fin is defined as the extension by linearity of the map
. The closure of I on H E ⊗ H E is denoted by the same symbol and is called the scattering identification operator. Observe that I is unbounded. Let
The Hilbert space H 0 corresponds to the atom together with photons located near the origin, whereas H ∞ corresponds to the system Q together with photons located far from the origin. We extend the operator I to the space H 0 ⊗ H ∞ by setting
We use I to "amalgamate" H 0 with H ∞ . We recall that the Hamiltonian H P ∨E on H 0 = H P ⊗ H E associated with the atom and the quantized radiation field, H P ∨E := H P + H E + H P,E , is translation-invariant, in the sense that H P ∨E commutes with each component of the total momentum operator
This implies (see e.g. [2] or [10] for more details) that there exists a unitary map
For any fixed total momentum p ∈ R 3 , the Hamiltonian H( p) is a self-adjoint, semi-bounded operator on C 2 ⊗H E . Its expression is given in Appendix A.1. It turns out that, for | p| < 1 and for small coupling λ 0 , H( p) has a ground state with associated eigenvalue E( p), and that this ground state, ψ( p), is real analytic in p, for | p| < 1; see [10] and Theorem A.1 for a more precise statement. Given 0 < ν < 1, we introduce a dressing transformation J :
and for a.e. x ∈ R 3 , by the expression
. The state J (u) describes a dressed singleatom state. We recall that, for any operator a on L 2 (R 3 ), the second quantization of a, Γ(a), is the operator defined on H E by its restriction to the n-photons Hilbert space, which is given by
and ⊗ 0 a = 1. We denote by
the photon number operator on Fock Space. We are ready to state our main assumptions.
The initial orbital wave function of the atom is supposed to be of the form
for some R ≥ 1. In particular,
(B2) (Initial state of photons far from the atom) The state
for some d > 0, where y := i ∇ k denotes the "photon position variable", and
for some δ > 0.
(B3) (Interaction P − Q) The interaction Hamiltonian between the atom and the subsystem Q, H P,Q , is a symmetric operator on H P ⊗ H Q , relatively bounded with respect to H, and satisfying
for some constants C and β > 0.
(B4) (Interaction Q − E) The interaction Hamiltonian between the subsystem Q and the radiation field, H Q,E , is a symmetric operator on
Moreover, in the sense of quadratic forms,
, where a ♯ stands for a or a * .
(B5) (Number of photons emitted by Q) The initial state ϕ satisfies e −itH Q∨E ϕ ∈ D(N ) for all times t ≥ 0, and 20) for some c > 1, where C is a positive constant depending on ϕ and t := (1 + t 2 ) 1/2 .
Remarks. (B1), (B3) and (B4) are direct mathematical reformulations of the hypotheses (1), (2) and (3) above. In (B2), we assume that, initially, photons in contact with Q are "localized" outside the ball of radius 3d centered at the origin. The constant C in (2.18) depends a priori on the number of degrees of freedom of the subsystem Q. This problem could be circumvented by decomposing Q into subsystems located ever further away from P , as we did for the first model. Assumption (2.19) is very strong and can be relaxed in concrete examples for the subsystem Q. For instance, if H Q,E is linear in annihilation and creation operators, Eq. (2.19) is not relevant and the estimate of the norm of the commutator of H Q,E with other operators on Fock space can be carried out directly. The calculations are the same as for the operator H P,E .
Assumption (B5) implies that the number of photons created by Q does not grow faster than linearly in time. Indeed, using Hardy's inequality and the fact that D(H Q∨E ) ⊂ D(H E ), we have that
(2.20) says that the number of photons emitted by Q and traveling faster than light grows at most linearly in time. Eq. (2.20) could be weakened by a polynomial growth. This would lead to worse estimates in Theorem 2.3 below. Assumption (B5) is not fully satisfactory, since the upper bound may depend on the number of degrees of freedom of Q. The main reason why we impose (2.20) is that photons are massless. The operator N is not H E -bounded, and some of our estimates cannot be proven if we do not control the time evolution of the total number of photons.
For massive particles, the dispersion law
, where m > 0 is the mass of the particles of the field. Since N is H E -bounded, and since, under our assumptions,
Hypothesis (B5) is therefore obviously satisfied for massive particles. To simplify our presentation, we only state and prove our main result for photons.
Main Result.
Our aim is to show that, under Assumptions (B1)-(B5), P behaves as a closed system over a finite interval of times. For a, b > 0, we write a = O(b) if there is a constant C > 0 independent of t, d and R, such that a ≤ Cb.
Theorem 2.3. Consider an initial state ψ ∈ H of the form
where u i and ϕ i satisfy Assumptions (B1), (B2) and (B5) with d > R 2 ≥ 1, for i = 1, . . . , l, and ϕ i , ϕ j = δ ij for all i, j = 1, . . . , l. We introduce the density matrix
Suppose, moreover, that Asumptions (B3) and (B4) are satisfied. Then
for all 0 < γ ≤ 1, all t ≥ 0, and all O P ∈ B(H P ).
2.2.4.
A corollary: the dressed atom in a slowly varying external potential. We now assume that the atom is placed in a slowly varying external potential,
. We set
We define the effective Hamiltonian H ε P,eff on H P as
where E( p) is the ground state energy of the fiber Hamiltonian H( p). Since V ε is bounded, H ε P , H ε P ∨E , and H ε are self-adjoint on D(H P ), D(H P ∨E ) and D(H), respectively.
, and
Under the assumptions of Theorem 2.3, we have thaẗ
This result is similar to the one proven in [2] . To keep consistent notations, we prove Theorem 2.3 with H replaced by H ε and H P ∨E by H ε P ∨E . In Section 3.3, we prove that, in the dressed atom state J (u), with u as in Hypothesis (B1), most photons are localized in the ball of radius d ≫ R centered at the origin. Using the fact that the propagation velocity of photons is finite, we show, in addition, that after time t, for the dynamics generated by the atom-field Hamiltonian H ε P ∨E , most photons in the state e −itH ε P ∨E J (u) remain localized in the ball of radius d centered at the origin.
In Section 3.4, we introduce a partition of unity in Fock space (see [7] ) separating photons localized near the origin from photons localized near infinity. We rewrite the Hamiltonian H ε in the factorization of the Fock space determined by this partition of unity.
In Section 3.5, we prove Theorem 2.3, using Cook's method, the partition of unity of Section 3.4 and the localization lemmas of Section 3.3.
Proofs of some technical lemmas are postponed to the appendix.
Notations and conventions.
We remind the reader that for a, b > 0, we write
if there is a constant C > 0 independent of t, d and R such that a ≤ Cb. In our proof, we will encounter such a commutator that extends continuously to some suitable domain. The corresponding extension will be denoted by the same symbol, unless confusion may arise. In the same spirit, we will often make use of "Cook's method" to compare two different dynamics. Suppose, for instance, that B is A-bounded. Then we will write
for u ∈ D(A). A proper justification of the previous inequality would be
the last equality being a consequence of the fact that A−B extends to an A-bounded operator.
We will proceed similarly to estimate quantities like Be −itA u = e itA Be −itA u assuming for instance that B is bounded and that the commutator [A, B] extends to an A-bounded operator. Since such arguments are standard, we will not repeat them in the rest of the paper.
3.3. Localization of photons. In this section, we begin by verifying that in the dressed atom state
(with u ∈ L 2 (R 3 ) as in Hypothesis (B1)), most photons are localized near the origin. Here ψ( p) is a non-degenerate ground state of H( p), and p → ψ( p) is real analytic on { p ∈ R 3 , | p| < ν}, for any 0 < ν < 1; see Theorem A.1 of Appendix A.1 for more details. Next, we consider the evolution of the state J (u) under the dynamics generated by H ε P ∨E ; (we recall that H ε P ∨E is the Hamiltonian for the atom in the external potential V ε and interacting with the photon field). Using that the propagation velocity of photons is finite, we are able to prove that, for times not too large, most photons remain localized in the ball of radius d ≫ 1 centered at the origin. This property will be important in the proof of our main theorem (see Section 3.5), since it will allow us to show that the interaction between photons close to the atom and the system Q remains small for times not too large.
We begin with three lemmas whose proofs are postponed to Appendix A.1. The first one establishes polynomial decay in | x| in the state J (u)
)).
In what follows, we use the identification
for all µ ≥ 0, where C µ is a positive constant independent of R > 1.
In the next lemma, we control the number of photons in the fibered ground state ψ( p). Based on the pull-through formula, the proof of Lemma 3.2 follows the one of Lemma 1.5 in [13] . Lemma 3.2. Let 0 < ν < 1. For all p ∈ R 3 such that | p| < ν and δ ∈ R, we have that
Moreover, sup
Next, using Lemmas 3.1 and 3.2, we prove that, in the dressed atom state J (u) (with u as in Hypothesis (B1)), most photons are localized in the ball { y ∈ R 3 , | y| ≤ d}.
The next lemma is another, related consequence of Lemmas 3.1 and 3.2. Considering the dynamics generated by H ε P ∨E and the initial state J (u), with u as in Hypothesis (B1), Lemma 3.4 shows that, after times t such that 0 ≤ t ≪ d/R, most photons remain localized in the ball { y ∈ R 3 , | y| ≤ d}. This is a consequence of the fact that the propagation velocity of photons is finite.
where we recall the notation t := (1 + t 2 ) 1/2 .
Proof. We begin with establishing two preliminary estimates.
Step 1. We have that N e
By Lemma 3.2, we know that J (u) ∈ D(N ). To see that e
Here we use the notation
s V for all n, and Φ (n) = 0 for all but finitely many n}.
Since the commutator
is both H ε P ∨E -and N -relatively bounded, we deduce from [20, Lemma 2] that e
To prove (3.3), we use that
E -relatively bounded, we deduce from (3.4) that there are positive constants a and b such that
, this concludes the proof of Step 1.
Step 2. We have that | x|e
The proof of this estimate is similar to Step 1. The only differences are that | x|J (u) = O(R) by Lemma 3.1, and that the commutator [| x|,
is relatively bounded with respect to (−∆ x + 1) 1/2 . The latter property follows from the computation
and the fact that | x| −1 is relatively bounded with respect to (−∆ x +1) 1/2 by Hardy's inequality in R 3 .
Step 3. Now we proceed to the proof of Lemma 3.4. We introduce a smooth function χ ·≤d ∈ C ∞ 0 ([0, ∞); [0, 1]) satisfying χ r≤d 1 r≤d/2 = 1 r≤d/2 and χ r≤d 1 r≥d = 0. We observe that, to prove (3.2), it is sufficient to establish that
The proof of (3.5) relies on the following argument:
The first term on the right side of this inequality is of order O((d/R) −2+2γ ) for all 0 < γ ≤ 1, by Lemma 3.3. Here we choose γ = 1/2. To estimate the second term, we compute the commutator
and estimate each term separately. In Appendix A.4 (see Lemma A.10), we verify that
Together with Step 1, this shows that
Using again Appendix A.4 (see Lemma A.8), we have that
Combined with Step 1 and
Step 2, this implies that
This estimate and (3.6) imply (3.5), which concludes the proof of the lemma.
We conclude this subsection with another localization lemma that will be useful in the proof of Theorem 2.3. In spirit, Lemma 3.5 is similar to Lemma 3.4 and follows from the fact that the propagation velocity of photons is finite. For the dynamics generated by H Q∨E , it shows that, if in the initial state ϕ all photons are localized in the region { y ∈ R 3 , | y| ≥ 3d}, then in the evolved state e −itH Q∨E ϕ, with t ≪ d, most photons are localized in { y ∈ R 3 , | y| ≥ 2d}.
Lemma 3.5. Let ϕ ∈ H ∞ = H Q ⊗ H E be as in Hypothesis (B2) and suppose that Hypotheses (B4) and (B5) hold. For all d > 0 and t ≥ 0,
Proof. Let χ r≥2d ∈ C ∞ 0 ([0, ∞); [0, 1]) be a smooth function satisfying χ r≥2d 1 r≥3d = 1 r≥3d and χ r≥2d 1 r≤2d = 0. With this definition, we see that, in order to prove (3.7), it is sufficient to show that
As in Lemma 3.4, we use that
We have that [Γ(χ | y|≥2d ), H Q ] = 0, and it follows from Hypothesis (B4)
the last estimate being proven in Appendix A.4 (see Lemma A.10). By Hypothesis (B5) together with the assumption that ϕ ∈ D(N ), we have that
Equations (3.9) and (3.10) imply (3.8), which concludes the proof of the lemma.
Factorization of Fock space.
We introduce a factorization of Fock space (see [7] or [16] for more details), which will be used to factorize e −itH ǫ into a tensor product of the form e −itH ǫ P ∨E ⊗ e −itH Q∨E plus an error term. This factorization is carried out in Section 3.5 and is one of the main ingredients of our proof.
, and let j ∞ be defined by the relation j 2 0 + j 2 ∞ ≡ 1. Recall that y := i ∇ k denote the "photon position variable". Given d > 0, we introduce the bounded operators j 0 := j 0 (| y|/d) and
Next we lift the operator j to the Fock space
with Γ(j) defined as in (2.17). Let
be the unitary operator defined by
The factorization of Fock space that we consider is defined by
Using the relation j 2 0 + j 2 ∞ ≡ 1, one can verify thatΓ(j) is a partial isometry. The adjoint of Γ(j) can be represented asΓ
where I denotes the identification operator defined in (2.15). On the total Hilbert space H = H P ⊗ H Q ⊗ H E , we denote by the same symbol the operatoř
where, recall, H 0 = H P ⊗ H E and H ∞ = H Q ⊗ H E . We introduce the bounded operator
on L 2 (R 3 ). As in Section 3.3, it corresponds to a smooth version of the projection
and χ | y|≤d 1 | y|≥d = 0. We begin with a localization lemma for the initial state IJ (u) ⊗ ϕ, which will be useful in the sequel. For the convenience of the reader, the proof of Lemma 3.6 is deferred to Appendix A.1. Lemma 3.6. Let u ∈ L 2 (R 3 ) be as in Hypothesis (B1) and ϕ ∈ H Q ⊗ H E be as in Hypothesis (B2), with d > R ≥ 1. Then J (u) ⊗ ϕ ∈ D(I) and, for all 0 < γ ≤ 1, we have that
).
A few remarks concerning the statement of Lemma 3.6 are in order. In more precise terms, the lemma means that
where C is a positive constant depending on γ, v (v being the function of Hypothesis (B1)) and ϕ, but not on R and d such that d > R. We mention that the exponent (−1 + γ)/2 is presumably not sharp. We do not make any attempt to optimize it. We also observe that the fact that J (u) ⊗ ϕ ∈ D(I) follows from Lemma 3.2 and Hypothesis (B2). The fact that
is a consequence of (3.13). More precisely, since j 0 ≡ 1 on [0, 1] and j ∞ ≡ 1 on [3, ∞), (3.13) implies that
and therefore the boundedness ofΓ(j) * yields
In what follows, we denote byH ε the total Hamiltonian on H where the interaction between the atom P and the system Q has been removed, that is
Moreover, to shorten notations, we introduce the definition
We prove in Lemma 3.7 that, if the system is initially in the (non-normalized) state ψ loc , the contribution of the interaction between the atom and the subsystem Q, H P,Q , to the dynamics, remains small for times not too large.
Lemma 3.7. Let u ∈ L 2 (R 3 ) be as in Hypothesis (B1) and ϕ ∈ H Q ⊗ H E be as in Hypothesis (B2), with d > R ≥ 1. Assume Hypothesis (B3). For all times t ≥ 0, we have that
Proof. We estimate the norm of
Using unitarity of e −itH ε , we compute
By Hypothesis (B3), we have that
To estimate the second term on the right side of (3.18), we compute
Here we used that ψ loc belongs to D(H ε ). Indeed, by Hypothesis (B3), H P,Q is H ε -relatively bounded, and henceH ε is also H ε -relatively bounded. Moreover D(H ε ) = D(H P + H Q + H E ) by assumption, and it is not difficult to verify that ψ loc ∈ D(H P + H Q + H E ). We now introduce χ | x|≥d := 1 − χ | x|≤d . We estimate the second term in the right side of (3.17) by using
The first term on the right side of (3.22) is estimated as follows. The definition (3.16) of ψ loc gives
Applying Lemma 3.1 we then find that
The second term in the right side of (3.22) has been already estimated in (3.21) above and the first term in the right side of (3.17) is estimated by (3.23) . Equations (3.18), (3.19) , (3.21) , (3.22) and (3.23) prove the statement of the lemma.
On the Hilbert space H 0 ⊗ H ∞ , we abbreviate
where, recall, N is the photon-number operator on Fock space. In the next lemma, we rewrite the HamiltonianH ε defined in (3.15) (total Hamiltonian without the interaction between the atom and the system Q) in the representation corresponding to the factorization of Fock space given byΓ(j). Combined with Lemma 3.7, Lemma 3.8 will allow us to compare the dynamics e −itH ε on H with the tensor product e −itH ε P ∨E ⊗ e −itH Q∨E on H 0 ⊗ H ∞ . The proof of Lemma 3.8 is somewhat technical. It will be given in Appendix A.2.
with
for all 0 < δ ≤ 2, where we used the usual notation
3.5. Proof of Theorem 2.3. In this section, we prove our main result, Theorem 2.3.
Proof of Theorem 2.3. To simplify the exposition, we assume that the initial (non-normalized) state ψ is given by ψ = IJ (u) ⊗ ϕ. The more general initial condition presented in the statement of Theorem 2.3 can be directly deduced from this special case. We begin by applying Lemma 3.6. Using unitarity of e −itH ε , this gives
, for all 0 < γ ≤ 1, with ψ loc defined in (3.16). Lemma 3.7 then implies that
whereH ε is defined in (3.15). Next, we show thať
We begin by using the localization lemmas established above in order to rewrite the tensor product (e −itH ε P ∨E J (u)) ⊗ (e −itH Q∨E ϕ). Applying Lemma 3.4 and Lemma 3.5, we obtain that
We observe that, sinceΓ(j) is a partial isometry, we have the relatioň 27) where 1 Ran(Γ(j)) stands for the projection onto the (closed) subspace Ran(Γ(j)) of H 0 ⊗ H ∞ .
Moreover it is not difficult to verify that Ran(Γ(1 | y|≤d ) ⊗ Γ(1 | y|≥2d )) ⊂ Ran(Γ(j)). Thus we deduce from (3.26) and (3.27) that
Next we rewrite
for all 0 < γ ≤ 1, the last equality being a consequence of Lemma 3.3 and Hypothesis (B2).
To shorten notations, we set
so that ψ loc =Γ(j) * ψ loc according to (3.16) . Remark thatψ loc ∈ D(H P ∨E ) ⊗ D(H Q∨E ) because χ |·|≤d is a smooth function with compact support. Combining (3.28) and (3.29) (with 0 < γ ≤ 1/2), we obtain that
Now we prove (3.25). It follows from (3.30) and ψ loc =Γ(j) * ψ loc that
We compute
where we used thatΓ(j)Γ(j) * ψ loc =ψ loc and thatΓ(j) * Γ (j) = 1 H . Applying Lemma 3.8 with δ = 3/2, we obtain that
Adapting in a straightforward way the proof of Lemma 3.4 and using that
By Hypothesis (B5), we also have that
Equations (3.33), (3.34) and (3.35) yield that
Integrating this estimate and using again thatΓ(j) is isometric, we deduce from (3.32) that
Putting together (3.31) and (3.36), we obtain (3.25).
To conclude the proof, it suffices to combine (3.24) and (3.25), which giveš
for all 0 < γ ≤ 1. SinceΓ(j) is an isometry commuting with any bounded operator O P on H P , the last equation directly implies the statement of the theorem.
Appendix A. Appendix for Section 3
In this Appendix, we gather the proofs of several technical lemmas that were used in the proof of our main results. In Section A.1, we prove Lemmas 3.1, 3.2, 3.3 and 3.6. In Section A.2 we prove Lemma 3.8. Section A.3 is devoted to the proof of Corollary 2.4. Finally, in Section A.4, we recall a few well-known relative bounds for operators on Fock space, and we estimate some commutators.
A.1. Proofs of the localization lemmas. We begin with recalling the expression of the fibre Hamiltonian H( p). The unitary map
is the "generalized Fourier transform", defined by
for all ϕ ∈ H P ⊗ H E such that each ϕ (n) decays sufficiently rapidly at infinity. Introducing the notations
one verifies that
It follows from the Kato-Rellich theorem that the fiber Hamiltonians H( p) are self-adjoint operators on D(H E + P 2 f ). We recall the main result of [10] , which is used in our proofs.
Theorem A.1 (Real analyticity of p → E( p) [10] ). Let 0 < ν < 1. There exists a constant λ c (ν) > 0 such that, for any coupling constant λ 0 ≥ 0 satisfying λ 0 < λ c (ν), the ground state energy E( p) of H( p) is a non-degenerate eigenvalue of H( p), and the map p → E( p) and its associated eigenprojection p → π( p) are real analytic on B ν := { p ∈ R 3 , | p| < ν}.
We mention that, in [10] , for simplicity, we have used a sharp ultraviolet cutoff 1 |·|≤1 ( k) instead of the smooth ultraviolet cutoff χ( k) used in the present paper. This modification, however, does not affect the proof given in [10] .
We also observe that the uncoupled Hamiltonian
has a unique ground state (up to a phase) associated with the eigenvalue p 2 /2, given by
where Ω denotes the vacuum Fock state. It is not difficult to verify that the ground state of H( p) overlaps with the ground state of H 0 ( p), in the sense that
is a (non-normalized) ground state of H( p), and the map p → ψ( p) is real analytic on B ν . In what follows, we keep the notation ψ( p) for π( p)ψ 0 . We now prove Lemma 3.1.
A.1.1. Proof of Lemma 3.1.
Proof. By an interpolation argument, we see that it suffices to establish the statement of the lemma for µ = N ∈ N ∪ {0}. Recall from Hypothesis (B1) that u( x) = R −3/2 v( x/R) where v is a function independent of R such that Supp(v) ⊂ { x ∈ R 3 , | x| ≤ 1}. Using (3.1), we compute
Since v is compactly supported,v ∈ C ∞ (R 3 ), and hence, since in addition χB ν/2 ∈ C ∞ 0 (R 3 ) and since p → ψ( p) is smooth on the support of χB ν/2 by Theorem A.1, we deduce that
The result then follows from standard properties of the Fourier transform, using in particular that |∂ α pv (R p)| ≤ C α R |α| for all multi-index α.
To prove Lemma 3.2, we need to establish a preliminary lemma. Let 0 < ν < 1. It is shown in [10] , Section 5.1, that there is a critical coupling constant λ c (ν) > 0 such that the map k → E( k) is analytic on the open set
for all | p| < ν and all 0 ≤ λ 0 < λ c (ν). Moreover, in the proof of Lemma 4.4. in [10] , we show that the choice made for λ c (ν) implies that
Lemma A.2. Let 0 < ν < 1. We assume that 0 ≤ λ 0 < λ c (ν). Then
for all p ∈ B ν and for all k ∈ B (1−ν)/6 .
Proof. Let p ∈ B ν = { p ∈ R 3 | | p| < ν}. We set
SinceẼ is analytic on U [ p], we have that
for all complex vectors k with | k| < (1 − ν)/2. Let now ξ = (ξ 1 , ξ 2 , ξ 3 ) ∈ C 3 with | p − ξ| < (1 − ν)/6. Using Cauchy formula for holomorphic functions of several complex variables and Eq.(A.4), we get that
is the complex open disk of radius (1 − ν)/6 centered at ξ 1 ∈ C and ∂ z 1Ẽ denotes the partial derivative ofẼ with respect to the first component z 1 . Similar bounds hold for the partial derivatives with respect to z 2 and z 3 , which implies that
for all k ∈ C 3 with | k| < (1 − ν)/6. The right side of (A.7) is independent of p for all | p| < ν. Therefore,
We now proceed to the proof of Lemma 3. 
for any measurable function g : R 4 → R. We do not present all the details.
A.1.2. Proof of Lemma 3.2.
Proof. Let p ∈ R 3 , | p| < ν < 1. We denote by E( k) the bottom of the spectrum of H( k) for all k ∈ R 3 . It is not difficult to show that there exists λ c (ν) > 0 such that
for all k ∈ R 3 \ B (1−ν)/6 and for any 0 ≤ λ 0 < λ c (ν), where C(ν) > 0. Indeed, H I is form-bounded by H 0 ( k) and therefore there exists c > 0 such that
for all k ∈ R 3 . Formula (A.10) follows by a direct calculation since E( p) ≤ p 2 /2. Using Lemma A.2, (A.9) and (A.10), and adapting the proof of [13, Lemma 1.5] in a straightforward way, we deduce that there exists a constant D( p) > 0 such that, for any n ∈ N,
The projection of ψ( p) onto the n-photons sector in Fock space is given by
from which we obtain that
Taking the square and integrating over R 3n , a direct computation then gives
and therefore
This shows that ψ( p) ∈ D(e δN ). Moreover, one can verify that the constant D( p) can be chosen to be uniformly bounded onB ν/2 := { p ∈ R 3 , | p| ≤ ν/2}, and hence
This concludes the assertion of the proof of the lemma.
Next we prove Lemma 3.3.
A.1.3. Proof of Lemma 3.3.
Proof. Since Γ(1 | y|≤d ) is a projection, we can write
It remains to show that J (u) ∈ D(dΓ(| y| 2−2γ ) 1/2 ) and thaẗ
Using (3.1) and the fact that
we obtain
The inequality | y + x| 2−2γ ≤ c γ (| y| 2−2γ + | x| 2−2γ ) then gives
The two terms appearing on the right side of the previous inequality are estimated separately.
For the second one, we use that dΓ(| x| 2−2γ ) = | x| 2−2γ N and estimate, thanks to the CauchySchwarz inequality,
By Lemma 3.2, sup p ∈B ν/2 N ψ( p) < ∞ and, by Lemma 3.1,
This proves that
It remains to estimate the first term on the right side of (A.12). Using the pull-through formula (A.9) and setting f (k) :
(A.14)
A direct application of (A.14) then yields 15) and by Lemma A.2, this implies
where C is a positive constant. Differentiating (A.15) with respect to k, we obtain that
Equations (A.16) and (A.17), together with an interpolation argument, yield
Therefore we have proven that
Together with (A.11), (A.12) and (A.13), this concludes the proof.
We conclude this paragraph with the proof of Lemma 3.6.
A.1.4. Proof of Lemma 3.6.
Proof. We begin with justifying that J (u) ⊗ ϕ ∈ D(I). It is not difficult to verify that, for any 0 ≤ a, b ≤ 1 such that a 2 + b 2 ≤ 1, the operator IΓ(a1) ⊗ Γ(b1) extends to a bounded operator satisfying
Since ϕ satisfies Hypothesis (B2), there is δ > 0 such that ϕ ∈ D(e δN ). Choosing δ ′ > 0 such that e −2δ ′ + e −2δ ≤ 1, we deduce that
the fact that e δ ′ N J (u) < ∞ being a consequence of Lemma 3.2. Hence J (u) ⊗ ϕ ∈ D(I). Now we prove that
for 0 < γ ≤ 1. Since Γ(1 | y|≥3d )ϕ = ϕ by Hypothesis (B2), we have that
We observe that all the terms of the previous equations are well-defined, as follows from the fact that J (u) ⊗ ϕ ∈ D(I) and the remark after the statement of Lemma 3.6. Therefore we have to prove that
Proceeding as above, we estimate
Next, since e δ ′ N commutes with Γ(χ | y|≤d ), we deduce that
It follows from Lemma 3.2 that e 2δ ′ N J (u) < ∞, and by Lemma 3.3, we have that 20) for all 0 < γ ≤ 1. The last three estimates prove (A.19), which concludes the proof of the lemma.
with 
Then there exists a constant C > 0 such that
for all 0 < ε < 1 and for all t ≥ 0.
Proof. We define
P,eff u) is differentiable with respect to s, and we find that
for all u ∈ H 2 (R 3 ), where u s := e −isH ε P,eff u. We remind the reader that ψ( p) is the ground state of the Hamiltonian H( p) = U H P ∨E U −1 with corresponding eigenvalue E( p), where U :
and we have that
where E( p) is the self-energy of the atom. Furthermore,
We observe that (A.35) and (A.36) imply that (A.33) is equal to
Since e −itH ε P ∨E is an isometry, it is sufficient to bound the norm of
We have that
which can be rewritten as
Since U is an isometry,
for all p ∈ R 3 . As χ is smooth and ψ is real analytic, Ψ is smooth with compact support and is consequently Lipschitz continuous in R 3 : There exists a constant M ν > 0 such that
for all p, q ∈ R 3 . Introducing the function
we get that
where we have used Young's inequality in the last line. Since Supp(V ) ⊂ B 1 (0), A.4. Relative bounds in Fock space and commutator estimates. We begin this appendix with some useful estimates concerning creation and annihilation operators on Fock space and second quantized operators. We introduce the notation
We recall the following standard result (see e.g. [15, Lemma 17] ).
Lemma A.4. Let f i ∈ L 2 (R 3 ) for i = 1, . . . , n. Then
where a # stands for a or a * . If in addition f i ∈ h 0 for i = 1, . . . , n (where h 0 is defined in (A.45)), then
The following lemma was used (sometimes implicitly) several times in the main text. Its proof can be found in [ 
Combining Lemmas A.4 and A.6, we obtain the following estimates that have been used in the proof of Lemma 3.8. Recall that the operators j 0 , j ∞ are defined at the beginning of Section 3.4 and that the coupling function h x was defined in (2.14).
Lemma A.7. For all 0 < δ ≤ 2, we have that
Proof. The proofs of the two stated estimates being the same, we only consider the first one. Applying Lemma A. 4 , we obtain that, for all ϕ ∈ H P ⊗ H E ≃ L 2 (R 3 ; C 2 ⊗ H E ), Φ(j ∞ h x ) x −2+δ (N + 1) Another related consequence of Lemmas A.4 and A.6 is given by the following commutator estimate used in the proof of Lemma 3.4. Recall that χ | y|≤d = j 0 (2| y|/d) and that H P,E = Φ(h x ) = a * (h x ) + a(h x ).
Lemma A.8. For all 0 < δ ≤ 2, we have that Since the estimate for a * (h x ) instead of a(h x ) follows in the same way, the lemma is proven.
The next lemma is similar to [5, Lemma 5.2] and relies on Helffer-Sjöstrand functional calculus. We refer the reader to [5] for the proof. B.1. Free evolution. We control the free evolution with a stationary phase argument in Lemma B.1.
Lemma B.1. Let p ∈ N, p ≥ 4, and Ψ 0 ∈ H be as in (A1). Then
for all y / ∈ C 2θ 0 , where
(B.6) C 1 is a positive constant that does not depend on v, d and θ 0 , but does depend on p.
Proof. Let t ≥ 0 and let y / ∈ D t . We introduce the linear differential operator d y,t : S(C θ 0 ;v ; C 2 ⊗ H Q ) → S(C θ 0 ;v ; C 2 ⊗ H Q ), defined by
for all Ψ ∈ S(C θ 0 ;v , C 2 ⊗ H Q ) and for all k ∈ C θ 0 ;v . An easy calculation shows that
Iterating (B.8), we get that
where β is a multi index, and f (p) ( k, y, t) is a positive function of the form Collecting the estimates (B.17) and (B.19), we find that
