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In der Literatur ist das Problem der gewiihnlichen Exponential approxi- 
mation in der T-Norm sehr ausftihrlich betrachtet worden [3, 4, 13, 15, 17, 
21, 221. Die Autoren gingen dabei von der Funktionenklasse 
und I = [a, b] aus. Da man leicht zeigen kann, daB nicht fur jedesfe C(I) 
in En0 eine beste T-Approximierende existiert, betrachteten die Autoren 
deshalb die Funktionenklasse 
E, = ]Y E C(1) 1 J(X) = i Pj(x> et{‘, tj , Pj Polynom, 2 (SP, + 1) < n/ 
3=1 i=l 
und konnten die aus der zitierten Literatur bekannten Existenz- und 
Charakterisierungsaussagen verifizieren. 
Aus Medizin, Physik, Chemie und Biologie sind sind jedoch Aufgaben 
bekannt, die eine Verallgemeinerung dieser Theorie erforderlich machen: 
z.B. denke man an Approximationsaufgaben, bei denen Summen von GauD- 
verteilungen an experimentell gewonnene MeBdaten angepal3t werden sollen. 
Wir gehen daher von der Funktionenklasse 
E0 n,m - 
I 
y E C(Z): y(x) = 5 DlieQJs)) Qi Polynom, SQi < m, OIi E R, k < n 
i=l I 
aus, die sogar im Sinne der Topologie der gleichmSiDigen Konvergenz dicht in 
E n,m = I 
y E C(Z): y(x) = 5 P,(x) e-), 
i=l 
liegt. (JanDen [lo]). 
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Hier sol1 gezeigt werden, da13 aus jeder beschrankten Folge aus Ensm. eine 
Teilfolge gewonnen werden kann, die von endlich vielen Punkten Z abgesehen 
konvergiert und in jedem abgeschlossenen Intervall, das keinen Ausnahme- 
punkt enthalt, die Konvergenz sogar gleichmal3ig ist. 
Zu diesem Zweck wird zunachst fiir jedes y E E,,, ein annullierender 
Differentialoperator entwickelt, der selbst ein Produkt von Faktoren der 
Form (D - Q) mit Q Polynom und D := d/dx ist. Die Losungsmenge der 
homogenen Differentialgleichungen enthalt also die Menge E,,, . Betrachtet 
man nun die Differentialoperatoren, die im wesentlichen aus der Permutation 
der Einzelfaktoren hervorgehen, so erhalt man als Durchschnitt der Losungs- 
mengen der zugehbrigen homogenen Differentialgleichungen die Menge 
E n,,, . (Der Losungsmengendurchschnitt mul3 betrachtet werden, weil das 
Produkt der Einzelfaktoren nicht kommutativ ist). 
AuBerdem kbnnen fur die Anzahl der Nullstellen jeder Funktion aus E,,,, 
sowie ihrer Ableitungen bis zu einer Ordnung r < co nur von n, m und r 
abhangige Schranken angegeben werden, was schliel3lich zu der Aussage 
fiihrt, da13 fur jede, auf einem reellen Interval1 Z in der Tschebyscheff-Norm 
beschrankten Teilmenge von E,,, eine Teilfolge und eine endliche Punkt- 
menge Z C Z ausgewahlt werden kann, so dal3 die Teilfolge auf Z - Z 
punktweise gegen ein y E E,,, konvergiert. Diese Aussage ftihrt nach be- 
kannten Schliissen zum Existenznachweis der besten Approximation fur 
jedesfE C(Z). Die zuletzt genannten Ergebnisse sind in meiner Dissertation [l] 
enthalten. 
Herrn Prof. Dr. H. Werner sei an dieser Stelle ganz herzlich fur seine 
Unterstiitzung und Diskussionsbereitschaft wahrend der Anfertigung dieser 
Arbeit gedankt. 
Bezeichnungen: 
Z abgeschlossenes reelles Interval1 
‘$3, Raum der Polynome m-ten Grades 
ec: C(Z) + C(Z) fur Q E C(Z) mit (e”f)(x) = f(x) ec(“) 
D: Cl(Z) --f C(Z) mit (Df)(x) = f’(x). 
1. ENTWICKLUNG EINES ANNULLIERENDEN DIFFERENTIALOPERATORS 
In den Lemmata 1 und 2 werden zunachst die annullierenden Differential- 
operatoren fiir Funktionen aus El,m bestimmt 
LEMMA 1. Ftirf, y E C’(Z), r E N, x EZgiZt: 
(D - f’)’ y = efD’(e-fy), 
Beweis. Durch Induktion und Differenzieren zu ftihren. 1 
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LEMMA 2. Die Difirentialgleichung (D - f ‘)’ y = 0 wird genau von den 
Funktionen Pef mit P E (lprM1 gel&t. 
Beweis. Aus (D - f ‘)’ y = 0, efD’(e-fy) = 0 folgert man die Behaup- 
tung. 1 
Im Hinblick auf das Problem, ftir die Funktionen aus E,,, einen annul- 
lierenden Differentialoperator zu finden, zeigt Lemma 3 die Wirkung des 
in Lemma 1 u. 2 entwickelten Differentialoperators auf beliebige Summanden 
der Funktionen von E,,,. 
LEMMA 3. Seien P, Q, R Polynome mit 6P =: n, 6(R’ - Q’) =: m - 1, 
dann gilt: 
(D - Q’)” PeR =: ZeR mit 6Z = n + (m - 1)r. 
Beweis. 
(D - Q’)r PeR = eQD’(eR-QP) 
= eQ St0 (:) !eR-Oyo f’(“--iI 
=: ZieR-Q mit SZi = i(m - 1) 
=: ZeR mit 6Z = r(m - 1) + n. 1 
Nachdem wir bisher nur Differentialgleichungen mit einem Faktor 
(D - Q’y betrachtet haben, wenden wir uns jetzt Differentialoperatoren zu, 
die aus mehreren Faktoren der obigen Form zusammengesetzt sind. 
Wir definieren dazu 
Q := (121 , Qz ,..., Qd> 
s := (Sl ) s2 )...) Sk), 
k 
und fiir I < k den Operator 
L(Q, s, I): C’(Z) 
mit 
L(Q, S, I) = l”r (D - Q;)“i y 
id 
= (D - Q;)‘l .a. (D - Q;)‘l y 
d.h. der Ausdruck sol1 stets von “rechts nach links” abgearbeitet werden. 
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Analog zur Fragestellung des Lemmas 3, beantwortet das folgende Lemma 
die Fragc, zu welchem Ergebnis die Anwendung eines Differentialoperators 
der Form (1.1) auf beliebige Summanden von Funktionen aus E,,, fiihrt. 
LEMMA 4. Seien ..fr, Qi E pm, Ql # R’ fiir i = I,..., I; P E pnml und 
Sl := II, si := n + CiZ: sj(m - 1) fiir i = 2,..., I + 1 dunn gilt: 
L(Q, S, I)P * eR = Z . eR mit 2 E %h,,+,-1 * 
Beweis. Man wende Lemma 3 I-ma1 an. 1 
Wir kiinnen nun einen Differentialoperator der Form (1 .l), der eine 
Funktion der Form y(x) = &, P,(x) cod(z) (Pi E ‘@3n,-1 , Qi G ‘?&, , Qi # Qi 
fur i # j) annulliert, mit Hilfe der Lemmata 2 und 4 rekursiv aufbauen. 
Sei ndmlich 
i-l 
Sl := n, , si:=ni+ &+?z- 1) fiir i = 2,..., k 
j=l 
dann gilt fur 1 < k nach Lemma 4: 
1-l 
L(Q, S, I- 1) PleQZ = ZEeoZ mit 62, < n, - 1 + 1 s&9 - 1) = s1 
j=l 
Da sz > 6Z1 folgt wegen Lemma 2: 
QB, S, 0 Pie ‘I = (D - Q;)“’ Z,eoL = 0, 
so dab erst recht 
L(Q, S, k) P,e*” = 0 ist, fiir I = l,..., k. 
Damit ist der folgende Satz bewiesen: 
SATZ 1. Sei k, n E N, , Qi E (pnz fiir i = l,..., k, Qa # Qi fiir i # j 
i-l 
Sl := n, ) Si := ni + C Sj(m - 1) ,fiir i = 2,..., k; 
j=l 
dann hat die Differentialgleichung 
Liisungen der Form 
L(Q,S,k)y =0 
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Fur m = 1 ist Qi(x) = tix, wobei ti # tj fur i # j sein mug, weil Q: f Q> 
fur i # j vorausgesetzt worden ist. Somit lautet der Satz 1 fur m = 1: 
Die Differentialgleichung L(Q, S, k) y = I’$=, (D - @d v(x) = 0 besitzt 
Liisungen der Form v(x) = CF=, P,(x) et@ mit 6Pi < ni - I, ti E R. 
Bei den Exponentialsummen mit linearen Exponenten, d.h. m = 1, gilt 
sogar die Umkehrung von Satz 1 (Werner [23]). Versucht man dieses 
Ergebnis such auf die Differentialgleichung (1.3) zu iibertragen, so stellt man 
fest, da13 L(Q, S, k) y = nf=, (D - Q;)“du = 0 Losungen besitzt, die sich 
nicht mit der Formel (1.4) beschreiben lassen. Andererseits macht man sich 
leicht klar, daI3 Funktionen der Form (1.4) durch k! in der Regel verschiedene 
Differentialgleichungen der Form (1.3), die man durch Permutation der Qi 
aufbauen kann, annulliert werden. Das legt die Vermutung nahe, da13 die 
Funktionen der Form (1.4) den Durchschnitt der Losungsmengen gewisser 
Differentialgleichungen der Form (1.3) darstellen. 
Dazu wird zunachst im Lemma 5 ein Fundamentalsystem zu den Differen- 
tialoperatoren nzF=, (ZI - Q;) y angegeben. 
LEMMA 5. Seien m, n E N und Qi E !j$,, fiir i = l,..., n. Dann besitzt 
Dlyerentialoperator L = I”‘Iy=, (D - Q;) das folgende Fundamentalsystem 
h,(x) = eol(“), h,(x) = e%(“) ’ eh(t)-ol(t) dt,..., 
s %l 
h,(x) = ,4(r) ef”w . . . 4, 
der 
mitfi(t) = Qi+,(t) - Qi(t) fiir i = l,..., n - 1. 
Beweis. Durch Differentiation und Nachweis der linearen Unabhangig- 
keit. 1 
Sei (D - Q’)+: C(Z) -+ C’(Z) durch 
[(D - Q’)-T y](x) = eo’z) ’ a.. s s 
h-1 





L-l(Q, 5, k) : = fl (D - Q;-i)-sk-f : = (D - Q;)-“’ .-a (D - Q;)-““, 
i=O 
dann besitzt L(p, S, k) = &=I (D - Qj)“i das folgende Fundamentalsystem 
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wie man sich leicht mit Hilfe von Lemma 5 unter Benutzung der expliziten 
Schreibweise klarmacht: 




v = z. si +j(l), SO = 0, j(f) E N und 0 <j(l) < ~1 
Fur den nachsten Satz beniitigen wir das Ergebnis von 
LEMMA 6. Seien m, nl, n2, s1 , s2 c N, mit s1 < n, + nz(m - 1) und 
s2 < n2 + nl(m - 1), (~l~ E R fiir i = 0 ,..., s1 und pi E [w fiir i = 0 ,..., s$, 
Qi E (Pm fiir i = I,2 und Q; # Qi . Dunn gilt: 




= z. pi(D - Q;)-“z(D - Q;)-” eol (2) 
genau dann, wenn y = 0 ist. 
Beweis. Sei y # 0, dann kiinnen wir 0.B.d.A. annehmen, dalj /Is,+ # 0 
ist. Damit gilt 
(D - Q;)$“(D - Q;)lll y = 0, wenn man fur y die Formel (1) einsetzt. 
Weiter gilt mit Rj := eOl-OzDi(eoa-ol) E ‘@j(,-r) unter Benutzung des 
Binomialtheorems: 
(D - Q;)““(D - Q;)“l y = e~ZDS”(e~l-~2Dn’(e~“-~‘[e-~2y])) 
+(m-1) 
= z. (“I”) % (y) D’R,[(D - QB)““+“‘-i-zy]. 
Setzt man nun fur y die Formel 2 ein, so erhalt man 
s,-1 n,(m-1) 
0 = C 2 
i=O I=0 
(y) ,$(y) . jliDz~j . (D - Q;)nlm-i-z(~ - Qy ,a 
=: Zeol. 
=: Bile*‘, 6B,, = n,m(m - 1) - Im + i 
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Der ftirende Koefhzient von Z ist gleichzeitig der ftihrende KoefEzient von 
Bs+, . Da Z verschwindet, mu8 also insbesondere der ftihrende Koefhzient 
von 
Bs,-1.0 = B,+ . i (3, Ri(D - Q;)““-“(D - Q;)-‘I+’ eel 
= A-1 ~ . eO’-~zDn’((e+“~) . (D _ Q;)“““-“(D _ Q;)-,+I @) \/ / 
#O 
=o 
sein, d.h. flslel = 0. Widerspruch! a 
Wir kommen nun zu dem angekiindigten Satz, der den Zusammenhang 
zwischen den Differentialoperatoren der Form (1.3) und der Funktionen- 
familie E,,, angibt. 
SATZ 2. Es seien n, m, k, n, ,..., n,ENmitk <nundCz~=,(ni-- 1 +m) < 
nm, Qi E !$JPmmit Qi # Qjfiirj # i. AuJerdemseiG, := {TT = (r(l),..., rr(k)): 
T Permutation der Zahlen von 1 bis k) und !@, E C(I) sei die Liisungsmenge der 
DifSeren tialgleichung : 
wobei 
L,@, S, , k) := fi (D - Q:(#-‘i) y(x) = 0, 
i=l 
i-l 




Beweis. Wir miissen nur noch nneok ‘%RJz, C E,,, beweisen, da E,,, auf- 
grund von Satz 1 in finsoK !l&, enthalten ist. 
Induktion iiber k: 
k = 1: Nach Lemma 2 gilt fur (D - Q&v))~~ y(x) = 0, dal3 y(x) = 
Pi(x) eel(*) ist, mit P, E 5&l-l . 
k = 2: Mit k = n2 + nl(m - 1) und I = It1 + nz(m - 1) gilt: 
(D - Q;)“(D - Q;)“’ y = (D - Q;)“(D - Qan2 y = 0. 
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Dann gilt wegen Lemma 5 und (1.6) 
y = pleQl + (D - Q;)-“l ZzeQZ 
= P2e02 + (D - Q3-“z Z,e@ 
mit geeignet gewahlten P, E !j3,+ , Pz E (Pn,-1 , Z, E ‘$3-, und Z, E (Vkpl . 
Fiir 
Dn2(P,e WZ) =: ple4-4 
und 
DR’(P,e Qz-01) =: J5e4-02 
gilt dann 
z = (D - Q;)-“l(Z, - &) eoz = (D - Q;)-“2(Zl - PI;>. 
Aus Lemma 6 folgt nun sofort, da13 (Z, - pr) = 0 gilt, so da13 y = 
P,e@ + PzeQ2 ist, d.h. y hat die geforderte Gestalt. Fur k < r setzen 
wir nun voraus, dal3 y = xi”=, PieQi mit 6Pi < iti - 1 gilt, falls 
& (D - Q:&n(i) y = 0 ist, ftir T E G1, . 
Sei a eine (r - 1)-elementige Permutation, dann ist T : = (r,o(l),...,a(r - 1)) 
eine r-elementige Permutation. Es gilt: 
0 = fi (D - Q;ti#n’f’ y 
i=l 
mit 
S&+1) = %(i+.l) + f: &T(i) . cm - 1) 
j=l 
i-l 
=: (%(,) + ff,(m - I)) + c x&)(??Z - 1). 
j=l 
Da s,,(~+~) = fc(i) , so dal.3 insbesondere gilt: 
T-l 
woraus nach Induktionsvoraussetzung folgt: 
V-l 






Js = pTeQr + C (D - Q:)-“r Z,e: 
i=l -4 
=: hi 
mit geeignet gewahltem P, E 4$$+ . 
Man rechnet nun einerseits leicht nach, da13 
(D _ Q;)ni+n+l)(D _ Q;)“? hi = 0 ist fur i = I,..., r - 1; 
und zeigt andererseits wie in dem Beweis zu Lemma 6, daB 
(D _ Q;)~,+~&-1) (D - Qi>“$ hi =: CieQi gilt. 
Mit geeignet gewahlten si , j = l,..., r - 1, gilt dann 
r-1 




= E (D - Q;)“’ C Cie”, 
i=l 
j+i 
woraus Ci = 0 wegen Lemma 4 folgt. 
Also gilt nach Lemma 6: hi = P:eQr + PieQi mit P,i E ‘$Jfil-r und Pi E ‘$n,-l 
fur i = l,..., r, was zur Folge hat, daD 
T-l r-1 
JJ = P, + 1 P,i eQ’ + C Pieor E E,,, ist. 1 
id i=l 
Urn die Existenz einer besten T-Approximatierenden aus En,m fur jedes 
f E C(Z) zu zeigen, miissen wir uns nun der Frage zuwenden, wie sich 
zusammenfallende Exponentenpolynomfolgen auf eine Grenzfunktion 
auswirken. 
LEMMA 7. Ftir i = l,..., 
und fiir yl = Ct=, Pileoil 
k sei {Pi&N C $6, , {Qd C Pm mit limz+m Qa = Q 
gelte 11 y1 11, < K < co, wobei Z ein zusammen- 
hlingendes reelles Interval sei. 
Dann gibt es eine Teilfolge { y,JseN C { yl}I.N und ein Polynom D* E $$n+(k--l)n, 
so daJ lim,,, ys = D*eQ j?ir alle x E R gilt. 
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Beweis. Fur k = 1 ist nichts zu zeigen. Die Behauptung sei richtig fiir 
k < Y, dann gilt: 
so daf3 mit [I &, PileQic [iI < K, such ein R E RL existiert, fur das 
11 PIl + eQlzC 11, < R ist. 
Da limL+, eQ2 = 1 ist, folgt nun: Fur eine Teilfolge, die wieder mit (yl}la~ 
bezeichnet werde, existiert ein KI E [Wf mit /j P,, + zz III < KI fur alle 1 E N. 
Wegen PI1 + zLeQz = (PIl + ZJ + z,(eQc - 1) = (PII + ZJ + zlQleslQz mit 
6,(x) E [0, l] und 11 PI1 + ZI 11, < KI , folgt Ij zlQl III < K, fur ein K, E (w+ und 
fur alle Ze N, d.h. [I zLQI II1 = II ~~~, P,,QteQi2-Qal II1 < Kz , woraus nach 
Induktionsvoraussetzung folgt: Es gibt eine Teilfolge { yJselhrC { y& und 
Polynome b und D, die in (Pn--l+(r--l)m enthalten sind, mit 
und 
so dal3 
l&y, = (d + D) eQ =: D*eg in [w gilt. 1 
2. NULLSTELLENZ~~HLUNG 
Mit Hilfe des Satzes 2 kiinnen wir fur jedes y E E,,, einen Differential- 
operator L angeben, so daB L(y) verschwindet. Dies und der Satz von Rolle 
liefern uns eine obere Schranke fur die Nullstellenzahl von y. 
SATZ 3. Sei y = &, PieQi E E,., mit 8qi = ni - 1 fiir i = l,..., k; 
Q; #Qifiir i#j, s 1 :== n, und si = ni + CiIi sj(m - 1) fiir i = 2,..., k. 
Dann hat y # 0 hiichstens &, si - 1 Nullstellen. 
Beweis. (a) Cfzt (D - Q;)“i y = ZkeQ* 
k-l 
6z = nk - 1 + c (m - 1) si = Sk - 1, 
i=l 
besitzt hiichstens Sk - 1 Nullstellen. 
k-l 
d.h. n (D - Q;)siy 
i=l 
640126/3-4 
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(b) Sei Ndie Anzahl der Nullstellen von y, dann besitzt ni”=;’ (II--Q:)“dy 
mindestens N - Cfi. si Nullstellen, wie man durch (CfIf si)-fache An- 
wendung des Satzes von Rolle unter Benutzung von Lemma 1 beweist. 
(c) Sei NI die Anzahl der Nullstellen von nk-l (D - Q# y, dann folgt 
aus (a) und (b) 
C-1 
N - 2 si < Nl < sk - 1, also N < tl si - 1. 1 
Da D’ = &, DT(Pieoz) =: x:,“=, Z,eQi mit SZi = r(m - 1) + SPi ist, 
folgt mit Hilfe von Satz 3 sofort, da13 such fiir jedes r E N ein K(n, m, r) 
existiert, so dab Dry hijchstens K(n, m, r) Nullstellen hat fur jedes y E E,,, . 
3. DER EXISTENZSATZ Fii~ DAS T-APPROXIMATIONSPROBLEM 
Urn zu zeigen, da13 fur jedes f E C(I) eine beste T-Approximierende 
existiert, benbtigen wir noch einige Hilfsaussagen, denen eine Arbeit von 
H. Werner [in 81 zugrunde liegt. 
LEMMA 8. Sei y E CV+l(Z), d > 0, R = i - f (Rand des Intervals Z), 
{x E I: D”(y(x)) = 0} falfs D’ # 0 
sonst 
und 1 Zi(y)/ < coj%r i = l,..., r. 
Dann gilt : 




x E Z,( y, d) : = x E I: I x - z j > rdflr z E u Z&Y) u R . 
i=l I 
Beweis. r = 0: klar 
r > 0: Die Aussage sei richtig ftir r - 1. 
Fur z(x) : = D7-l( y(x)) und K,-, = dl-” II y I(, gilt: I z(x)] d K,-, in Z&y, d). 
Da fur z(x) = 0 oder D(z(x)) = 0 nichts zu beweisen ist, nehmen wir an z(x), 
D(z(x)) # 0 in I,(y, d). Nach Voraussetzung besteht Z,+l(y) aus hijchstens 
endlich vielen Punkten. Zerlegt man mit diesen Punkten 17--1(y, d) in Teil- 
intervalle Ji , so ist D(z(x)) in jedem dieser Teilintervalle monoton ohne 
Vorzeichenwechsel und nimmt das betragsmabige Maximum in einem 
Randpunkt u von Ji an, der entweder zu Z,+,(y) oder zu I,.-,(y, d) geh6rt. 
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Damit ist K,-, 3 1 z(u) - z(x)1 = 1 Jz D(z(t)) dt I B j u - x / [ D(z(x))/. 
GehSrt x zu I,( y, d), dann ist 1 x - u / > d und dann gilt: I D’( y(x))1 = 
I ~(z(x))I < d-K-1 = d-‘/I Y III. I 
Sei nun { yn}neN eine in der T-Norm beschrankte Folge aus P+-*(I), deren 
Folgenglieder den Voraussetzungen des Lemmas 6 gentigen, d.h. /j y, III < K, 
1 Zj(y)l < co fur i = O,..., r + 2. Da Zi(yJ C I, gibt es eine Teilfolge 
{ yn} C { yn}, fur die 
z&J xg+ zi strebt fur i = O,..., r + 2 
(d.h. VE > 0 3,0 E N, so da13 &(yJ C Zi + E : = {x + E: x E Z,}). Sei Z = 
UT:,” Zi u R, Z(d) = (x E I: 1 x - z / > (r + 1)d fur z E Z} und 0.B.d.A. 
{ mneN = { Y?JneN 9 dann gilt fur fast alle n: 1 Oi(ylI(x))l < (2/d)” * K fur 
i = O,..., r + 1 und x E Z(d), so da13 wieder eine Teilfolge { yn} C { yn} aus- 
gewahlt werden kann, mit limn+m P( y,Jx)) =: IY( y(x)) fur i = O,..., r, 
wobei y(x) eine r-ma1 stetig differenzierbare Funktion in Z(0) ist. Diesen 
Sachverhalt fassen wir in dem folgenden Lemma zusammen. 
LEMMA 9. Sei{y,},,y eine Folge aus CYf2(Z), Ij y, 11 < K und I Zi(yn)I < co 
fur alle n E N und i = O,..., r + 2, dann gibt es eine Teilfolge { yn}ncN C { Y*},,~~ 
und eine endliche Punktmenge Z, so daJ lim,,, P(y,(x)) = I?( y(x)) fur 
i = l,..., r und x E Z(0) = Z - Z gilt, wobei 9 eine r-ma1 stetig dtj-erenzierbare 
Funktion in Z(0) ist. 
Wir haben jetzt alle Hilfsmittel bereitgestellt, urn den fur die Existenz- 
aussage wesentlichen Satz beweisen zu k(innen. 
SATZ 4. Sei {Y,},,~ eine Folge aus E,,, und es gelte 11 yt 11, < K fur 
K E (w+, dann gibt es eine endliche Punktmenge Z und eine Teirfolge { yn}neN C 
{YlLN 3 die in Z - Z pukntweise gegen ein y* E E,,m konvergiert, d.h. es gilt: 
$5 yn(x) = y*(x) ,fiir x E Z - Z. 
Beweis. Da wir im folgenden sehr haufig Teilfolgen aus der Menge 
{ YhY auswahlen miissen, nehmen wir zur Vereinfachung der Schreibweise 
an, daB die ausgewahlte Teilfolge jeweils mit {yl}lpN zusammenfallt. Wir 
stellen also fest, da13 nach mehrfachem fjbergang zu einer Teilfolge die 
folgenden Eigenschaften vorliegen: 
(i) Es gibt Zahlen k, n, E N, so da13 fur alle IE N gilt: 
und 0.B.d.A. &(O) = 0 ist. 
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(ii) Weiter gilt 
jQ% II Qiz II, = 1: < co ;: ; 1 27 ;,‘., k (4.1) 
und 
j$ Qil = Qi E (Pm fiir i < 7. 
(Die Sonderfalle 7 = 0 und T = k sind im Beweisgang enthalten, es entfallt 
dann der erste bzw. zweite Teil von (4.1).) 
(iii) AuBerdem seien die Indizes von Qil (i = l,..., T) so gewahlt, da13 
lim,,, Q& = QF’ fiir i = a(j) ,..., a(j + 1) - 1 und j = l,..., T*, wobei 
j-1 
a(1) : = 1, a(j) := 1 dj + 1 fur j = 2 ,..., T* und f di = T gilt. 
i=l 3.4 
(Mit anderen Worten: Es gibt T* verschiedene Limiten Q: fur i = l,..., 7, 
wobei die Indizes i der Qi2 , die zum gleichen Limes gehoren, aufeinander 
folgen sollen.) 
Man beachte, dal3 wegen Qil(0) = 0, aus lim,,, Qi, = Q; such 
liml,, Qig = Qi folgt 
(iv) Sei s 1 : = n, - 1, si : = ni + &: sj(m - 1) fur i = 2 ,,.., k und 
? : = &, si , dann gibt es wegen Lemma 9 eine endliche Punktmenge 2, so 
da13 { y2}leN in I(0) : = I - Z punktweise gegen ein y* E C’(I(O)), konvergiert. 
Der Beweis gliedert sich nun in folgende Schritte: 
(a) Fiir jedesj = l,..., T* gilt: Es gibt ein KE IV, so da13 
aG+1)-1 
C Pile’“” < K fur fast alle I E N gilt. (4.2) 
i=a(j) I(O) 
In einem zusammenhangenden Teilintervall J C 1(O) und evtl. nach Teil- 
folgenauswahl gilt dann wegen Lemma 7 und limr,, Qil = Q* fiir 
i = a(j),..., a(,j$ 1) - 1: 
(b) Fur j = l,..., T* gibt es Polynome 0: E ‘p,*, mit 
und 
n+ -= 3 . i=a(j),...,a(j+l) (% - ‘) + (d - lh max 
a(i+1)-1 
(c) Im ndchsten Schritt beweist man 
.!J*(X) = I,~+~J’,(x) = 2 Dj*(x) eO@) 
j=l 
fir x E Z(0) (4.4) 
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und wegen (b) folgt: 
fur x E Z(0) 
und wegen & (n? + m) < n * m ist y* E En,lll. 
Da sich (b) aus (a) leicht folgern la& bleiben nur noch (4.2) und (4.4) zu 
zeigen, urn den Beweis zu vervollstandigen. 
zu (4.2): Nach Satz 1 gilt: & (D - Qj#i yr = 0, wobei die Si wie in (iv) 
berechnet werden. 
Sei bit fur i > T so gewahlt, dab die Quadratsumme der Koehizienten von 
(I/&,) Q:, zu 1 normiert ist, dann definieren wir: 
W, := I”r (bi,)-“i . I”r (D - Q;#“. 
i=r+l i=7+1 
Wenn dann fur ZI E CT(Z) mit r = C,;,,, si gilt lim,,, Z,(x) = z*(x) 
punktweise fur x E Z(O), so erhalt man punktweise in Z(0) 
= p,i j (- & Q:L)’ Z1 =: R*z*, 
2=r+l 
\ 
-. -. R* ’ 
weil einerseits I/& fur i > T divergiert, wahrend (l/&J Qi2 auf Zgleichmabig 
konvergiert. Insbesondere ist R* # 0. Fiirj = l,..., T* sei 





‘,‘z Lly, = ‘,‘z LL --f + i .& piLe*dL 
z 
Ii 
(D - Qi”‘)“’ y* =: L*y* 
i=l 
punktweise in Z(O), so da13 
aG+1)-1 
py W&l C PileQiz = R*L*y* < co in Z(0) folgt. (4.6) 
i=a(j) 
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(Die Summationsgrenzen i = a(j) bis i = a(j + 1) - 1 werden im folgenden 
weggelassen.) 
Fur Nt := 11 C PiceQil /II(0) , nehmen wir an, es gebe eine Teilfolge mit 
lim l+m NI = co, dann gibt es nach Lemma 7 ein Polynom D* fur das 
liml,, (l/N,) C PieQi = D*eQf ist, wobei wegen 11 D*eQ; Ilr(o) = 1 ins- 
besondere D* nicht verschwindet. Nach Lemma 4 gilt dann: 
kit W,L, (kc PileoiL) = R*L*(D*e”T) # 0 in Z(O). 
2 
Aus lim,,, Nr = co und (4.6) folgt andererseits 
F+i W,L, ($1 Pileoii) = 0 in Z(0). 
Widerspruch! Daher gibt es ein K E R+ mit I/ Cyzi;-’ PileQir I/ < K fur fast 
alle ZE N. 
zu (4.4): (Es werden jetzt (a) und (b) als bewiesen vorausgesetzt.) Wegen 
7% aG+1)-1 
yL - C C Pileoil = 
j=l i=a(j) 
igl Pileoi” 
und lim,,, yr(x) = y*(x) und 
7* a&+1)-1 
liIiI ,s; Jj, moil = g1 D,*eoT 
punktweise in Z(O), mu13 such lim,,, xF=7+1 PieQd punktweise in Z(0) 
existieren. 
Dann gilt wegen (4.5) mit Lt = ZCZ punktweise in Z(0): 
Wegen R # 0, mu13 y* = C;I, DfeQf in Z(0) gelten. I 
Der eben bewiesene Satz besagt, daB jede auf Z bexchrankte Teilmenge 
van En,, , eine Teilfolge besitzt, die punktweise gegen ein y aus En3, auf 
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einer Punktmenge J C Z konvergiert, wobei J hiichstens endlich viele Punkte 
von Znicht enthglt. Somit kann man mit den iiblichen Methoden die Existenz 
einer besten Approximierenden folgern. 
KOROLLAR 1. I sei ein abgeschlossenes reelles Interval Dann besitzt jede 
Funktion f E C(I) eine beste Tschebyschef-Approximierende aus E,,, . 
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