Abstract. We give a new proof of the duality of multiple zeta values, which makes no use of the iterated integrals. The same method is also applicable to Ohno's relation for (q-)multiple zeta values.
Introduction
We call a tuple of positive integers k = (k 1 , . . . , k r ) an index and define its weight wt(k) to be k 1 +· · ·+k r . An index k is called admissible when k r ≥ 2. For an admissible index k, the multiple zeta value ζ(k) is defined as a convergent series ζ(k) := 
The following relation is one of the most famous relations among multiple zeta values. Theorem 1.1 (Duality). Let k be an admissible index and k † its dual. Then we have
The duality, conjectured by Hoffman [3] , was proved by making change of variables in the iterated integral representation of the multiple zeta value (see Zagier [5] ). In this note, we give a new proof of the duality without using iterated integrals. The proof is described briefly as follows. We introduce the connected sum
for indices k = (k 1 , . . . , k r ) and l = (l 1 , . . . , l s ) (the name "connected sum" means that the two series ; it is not related to the notion of the same name in topology). Then, by using an identity
, where a and n are positive integers and m is a non-negative integer. For example, Euler's relation ζ(1, 2) = ζ(3) which is the simplest non-trivial case of the duality is proved through the following steps:
By the same argument, we can obtain new proofs of Ohno's relation [4] and its q-analog due to Bradley [1] . To recall the statements, we introduce some notation. Let q be a real number satisfying 0 < q < 1. For an admissible index k = (k 1 , . . . , k r ), we define the q-multiple zeta value ζ q (k) by
where the q-integer [m] q is defined to be
for a positive integer m. Then we have lim q→1 ζ q (k) = ζ(k). For a non-negative integer c and an admissible index k = (k 1 , . . . , k r ), we consider a linear combination of q-multiple zeta values
Then the q-analog of Ohno's relation is the following:
. Let c be a non-negative integer, k an admissible index and k † its dual. Then S q (k; c) = S q (k † ; c).
By taking the limit q → 1, one obtains Ohno's relation. The duality is the case c = 0 of Ohno's relation.
2. New proof of Theorem 1.2 Definition 2.1 (Connected sum). Let k = (k 1 , . . . , k r ) and l = (l 1 , . . . , l s ) be (possibly non-admissible or empty) indices and let x be a real number satisfying |x| < 1. We define a series Z q (k; l; x) by
where
for a non-negative integer m. Since this is a nonempty series of positive terms, its value is well-defined as a positive real number (if convergent) or as positive infinity +∞ (if divergent), independently of the order of the terms.
Note that there is a symmetry Z q (k; l; x) = Z q (l; k; x). We also remark that, letting q → 1 and x → 0, we recover the series Z(k; l) defined in (1). Proof. The first equality follows from the telescoping sum
applied to m = m r , n = n s and a = m r+1 in the definition of Z q (k 1 , . . . , k r , 1; l 1 , . . . , l s ; x). The second equality is equivalent to the first by the symmetry of Z q .
Corollary 2.3. For an admissible index k, put
This is convergent, and we have
Proof. When 0 < x < 1, we have
and hence
When x ≤ 0, we readily see that Z q (k; x) ≤ ζ q (k) < +∞. Thus Z q (k; x) is convergent. Moreover, by applying equalities in Theorem 2.2 wt(k) times, we see that
holds by the definitions of Z q (k; x) and the dual index.
Proof of Theorem 1.2. Let us expand Z q (k; x) into a power series with respect to x. First, fix a sequence 0 < m 1 < · · · < m r and i = 1, . . . , r. Then one has
Taking the sum of products 0<m 1 <···<mr r i=1 of this equality, we see that
Hence, we get S q (k; c) = S q (k † ; c) by comparing the coefficients of x c in (2). Essentially the same series appears in the beginning of Granville's proof of the sum formula [2] . We note that, however, our argument specialized to this case gives another proof of the sum formula:
Z 1 ({1} r−1 , 2; x) = Z 1 ({1} r−1 , 2; ∅; x) = Z 1 ({1} r ; 1; x) = · · · = Z 1 ({1} r−j ; j + 1; x) = · · · = Z 1 (∅; r + 1; x) = Z 1 (r + 1; x).
Here the connected sums Z 1 ({1} r−j ; j + 1; x) are the new ingredients.
