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PARTIAL DIFFERENTIAL EQUATIONS 
AND MATHEMATICAL MORPHOLOGY 
By Frederic CA0 
ABSTRACT. - In the past few years, nonlinear parabolic PDEs have been introduced in image analysis. A complete 
classification of these equations is now established with the geometrical invariance properties that may be required. 
An important result is that there exists a unique second order parabolic equation which is invariant with respect 
to contrast changes and affine distorsions. On the other hand, a classical result by Matheron yields a complete 
classification of morphological operators that is monotone, translation invariant and contrast invariant functions 
operators. In this paper, we prove that any adequately scaled and iterated affine invariant, morphological operator 
converges to the semi-group associated with the unique affine invariant PDE of the classification. In a second 
part, by using again Matheron’s characterization, we give a new proof of the convergence of other morphological 
operators, the weighted median filters, towards the Mean Curvature Motion. 0 Elsevier, Paris 
Keywords: Morphological operators, scale space, structuring elements, viscosity solutions, Mean Curvature 
Motion. 
RBsuME. - Les EDP non lineaires ont Cte introduites recemment dans I’analyse des images. Une classification 
de ces equations fondee sur leur invariance geometrique existe maintenant. Un resultat important est qu’il existe 
une seule equation parabolique du second ordre invariante par changement de contraste et par des transformations 
affines. Un resultat de Matheron clarifie tous les ope’rateurs morphologiques, c’est-h-dire les operateurs monotones 
invariants par translation et invariants par changement de contraste. Dans cet article on montre que sous un 
changement d’tchelle convenable tout operateur morphologique invariant par affinitt converge vers le semi- 
groupe associt a I’unique PDE de la classification invariante par transformations affines. Dans la seconde partie, 
utilisant la caracterisation de Matheron, nous donnons une nouvelle preuve de la convergence d’autres operateurs 
morphologiques, les jltres d midiaiane ponde’re’e, vers le mouvement a courbure moyenne. 0 Elsevier, Paris 
1. Introduction 
1.1. Mathematical morphology 
In image analysis, one of the most basic tasks is to smooth an image Q(Z) for noise 
removal and shape simplification. Such a smoothing should preserve as much as possible 
the essential features of an image. This requirement is most easily formalized in terms 
of invariance. Two invariance requirements are basic in this context: given a smoothing 
operator T, it should commute with contrast changes, that is, increasing functions. Indeed, 
for physical and technological reasons, most digital images are known up to a contrast 
change. The second obvious requirement is geometric invariance: since the position of 
the camera is in general arbitrary or unknown, the operator T should commute with 
translations, rotations, and, when possible, with affine and even projective transforms of 
the image plane. 
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DEFINITION 1.1. - Let 3 he a set of,functions on RAv containing continuous ,fimctions 
and characteristics functions of level sets of elements of 3. We say that T : 3 4 3 is 
morphological if and only if T is monotone (that is 11 < 11 on RAv implies TU 5 T~I on RA’), 
commutes with translations and continuous nondecreasing ,functions (contrast changes). 
One of the basic results of Mathematical Morphology is the following result: 
THEOREM 1.2 (Matheron). - Let T be an operator dejned on a set of functions 3 as in 
Dejinition I. 1. Then T is morphological if and only if there exists a family B of subsets of 
R” called structuring elements, such that. 
(1.1) Tu(x) = inf sup U(X + y) 
BtB YEB 
In the same way there exists an other,family B’ such that 
(1.2) Tu(x) = suy inf u(x + y). 
BEB’ yEB 
1.2. Partial differential equations in image processing 
One of the first and decisive attempts to explain the phenomenons involved in vision 
process were developed in Marr’s book Vision ([ 151). From his work, Witkin ([ 191) and 
Koenderink ([14]) introduced in 1983 the concept of Scale Space. It consists in a family 
of operators (T ) t tzo over real valued functions in RN (N 2 2). In image processing, an 
image is modeled by a function u. : RN -+ R representing the grey level at each point 
of the space. Let ut = T,uO: it corresponds to smoothed versions of the image depending 
upon a scale parameter t. A complete axiomatization was presented in [l] and all scale 
spaces were classified with respect to their geometrical invariance properties. It is then 
proved that ut is solution of a second order parabolic PDE. Among the relevant PDEs, 
we find the Mean Curvature Motion (IMCA&): 
(1.3) 
_ = nlL _ (D’srDw, Du) ih 
at (Du(* 
Another important result is that there exists a single Affine Morphological Scale Space 
(AMSS), i.e. commuting with nondecreasing functions, invariant by translation, grey 
level shift and affine mappings of R”. Moreover, this scale space is not projective 
invariant. Thus, in the frame of scale space theory, projective invariance is impossible. 
The corresponding PDE in the N-dimensional space is 
(1.4) 
where X; is the ith principal curvature of the level surface of u(. : t) at x and H is equal 
to 1 if and only if the X; are all strictly positive, to -1 if they are strictly negative and 0 
otherwise. The principal curvatures of II. are the eigenvalues of the second derivative D2u 
restricted to the hyperplane orthogonal to Du, divided by 1 DuJ. Of course, these curvatures 
are only defined when the gradient is different from 0. 
TOME 77 - 1998 No Y 
PARTIAL DIFFERENTIAL EQUATIONS AND MATHEMATICAL MORPHOLOGY 911 
1.3. Main results 
In this paper, we prove that if we adequately scale Matheron morphological operators, 
then the iterated associated operators converge to the semi-group of a geometrical evolution 
PDE of the classification established in [l]. More precisely, from Matheron’s theorem 1.2, 
we can also deduce (although this is not completely obvious) that T is affine invariant if 
and only if the family IEI is also affine invariant. Let B be a family of structuring elements, 
let us introduce a scale parameter s and consider the family of structuring elements B,q 
obtained from B by a simple dilation: B, = s ‘iNB (N being the space dimension). The 
real s is thus a scale parameter linked to the size of the structuring elements. Let us now 
introduce the operator 
(1.5) IS,u(x) = inf sup z1(x + y) 
BEB, YCB 
and the dual operator 
(1.6) Sl,u(x) = sup inf u(x+ y). 
BEB, YEB 
THEOREM 1.3. - Let B an affine invariant closed (with respect to the Hausdofldistance) 
family of structuring elements which are closed, convex, symmetric with respect to 0, with 
measure 1 and let u : R” + R be a C3 function. Then we have: 
(l-7) linl 1s3u(x) - u(X) = celpl(X+. . . X&-l)N+l, s-0 -a- 1 s N+l 
where p = IDzl(x)I and X1,. . . , AN-~ are the principal curvatures of the level suface 
going through x. 
We have a similar result by replacing IS, by SI, (obtained by swapping inf and sup) 
nnd the A+ by A;. 
We shall need consistency results on the alternate operator Sl,IS,. To this end, we 
prove that except at critical points, consistency is uniform. We then establish the link 
between consistency and convergence. Let h = s~/(~+‘) and Th = SIJS,. 
THEOREM 1.4. - Let ug E BUC(RN) (bounded and uniformly continuous). The 
approximate solutions Uh dejined by 
(1.8) ‘dn E N, V’t E [(n - l)h,nh[, uh(x, t) = T:uO(x) 
converge towards the unique solution in BUC(RN) of 
(1.9) 
with initial data ILO. Here H(X1,. . . , AN-~) = -1 if the Xi are all negative, 1 if they are 
all positive and 0 otherwise. Convergence is uniform on every compact set of RN x R+. 
This result will be shown in Sections 2, 3 and 4, first by proving consistency in the 
three-dimensional case. We then generalize this result to any dimension and prove the 
convergence. 
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The last sections are devoted to a new proof that all properly resealed and iterated 
weighted medianJilters, a class of isotropic morphological operators widely used in image 
processing, converge to Mean Curvature Motion. This result has already been proved by 
Ishii (see [13]), generalizing the proof by Barles and Georgelin ([2]) and Evans ([lo]) and 
answering a conjecture of Bence, Merriman and Osher ([4]), but the tools used here are 
different and perharps better adapted to the mathematical morphology theory. Precisely, 
let k: a continuous radial probability density that decreases fast enough at infinity and 
define OEB = {B c RN, mea@ > $}. Let also define the weighted median filter associated 
with the density Ic by 
medkrJ(x) = inf sup U(X + y). 
BEE! yEB 
Scale k in kl, by h,(x) = h-“k(h-lx), let TI, = medk,, and define 
uh(x, t) = TLuo(x) if nh* < t < (n, + l)h*. 
We then prove that uh converge uniformly on every compact set towards the solution of 
the Mean Curvature Motion defined by 
and with initial condition ~0. Except in [13], the proof of the convergence relies on 
consistency arguments (see [4], [lo], [2] and [ 121 for Mean Curvature Motion and [ 121 
for the affine invariant case). 
In [7], Cat& Dibos and Koepfler already established a link between both point of views 
(Matheron’s Mathematical Morphology and geometrical PDEs) by proving that if B is 
an isotropic family of segments centered at the origin with equal length, then adequately 
resealed iterated Matheron filters converge to the viscosity solution of the Mean Curvature 
Equation. A more general result was presented in [ 181, where structuring elements were 
exhibited to approximate equations of the type 
$ = ID?rl( curv’u)y 
in the plane, for all y > 0. The affine invariant case in R* was studied by Guichard and 
Morel ([ 121) and CattC ([6]) for the AMSS curvature equation. A very fast morphological 
and affine invariant algorithm (but not relying on inf-sup schemes) is presented by Moisan 
in [17] to compute the solution of the AMSS Equation in the two-dimensional case. The 
extension of Guichard and Morel’s result to any dimension is interesting because three- 
dimensional images and even movies of three dimensional images are already available 
in the medical domain. These last ones can be considered as four-dimensional images, 
whereas two-dimensional movies can also be seen as three-dimensional images. 
Thanks to [3], it is well known that convergence of iterated schemes to viscosity solutions 
of PDEs essentially relies on a consistency proof. The essential part of this paper is therefore 
dedicated to consistency of Matheron’s inf sup operators. The two major difficulties are 
that the operators are a priori non local and that we wish some uniform consistency results. 
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2. The three-dimensional case 
Most of the time we will use only the IS, operator (cf Equation (1 S)), the S1,9 operator 
being deduced by the obvious relation 
SIsu = -IS,(-U) 
2.1. Pointwise consistency 
In this Section, we will prove that the inf sup morphological operators are local. As 
a consequence, we will be able to estimate their action on regular functions by Taylor 
expansion. The technique will be similar to the two-dimensional case, except that we will 
have to assume that the used functions are more regular. We first examine the effect of IS, 
on quadratic forms (the same results for S1, will be deduced from Sl,u, = -1S,(--u)). 
A quadratic form equal to 0 at the origin can always be written in an orthonormal base of 
R3 in the form pz + ux2 + by* + cz2 + dzy + ezz with p > 0. Indeed, it suffices to choose 
the first axis in the direction of the gradient and to diagonalize the second derivative in 
the hypersurface orthogonal to the gradient. If p > 0, the real numbers f and % represent 
the principal curvatures of the level surface passing through the origin. In order to prove 
consistency results, we shall proceed as follows: 
1. We assume p = 0 (the gradient is equal to 0). 
2. In the following p # 0 and we may assume p > 0 without loss of generality. We 
assume that one curvature at least in nonpositive that is b 5 0 or c 5 0. 
3. We assume that both curvatures are positive. 
(a) We study IS,(z + y2 + 2”). 
(b) Thanks to affine invariance, we extend the last result to IS,(px + by2 + a”). 
(c) Finally, we study the most general case that is IS,(px + ax2 + by2 + cz2 + 
dxy + exz). 
In these three cases, we shall approach the inf sup with localized structuring elements. 
4. Thanks to Taylor expansion and the locality of the structuring elements used for 
quadratic forms, we shall use the preceding results for C3 functions. 
In the following, we assume that B is globally invariant by SL(R3) (linear mappings 
with determinant l), and that the structuring elements are closed, convex, symmetric with 
respect to the origin and with volume 1. 
2.1.1. Study of IS,T for quadratic forms 
In order to simplify the notations we shall write IS(px+ax2+by2+cz2+dxy+exz+fyz) 
instead of IS((z, y, 2) H px + ax2 + by2 + c.z2 + dxy + exz + fyz)(O). In the case n = 3, 
we set: 
We shall see in the next section how to choose the right exponent for any dimension. 
1. Case of zero gradient. Let us first consider a quadratic form with zero gradient at 
the origin. 
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LEMMA 2.1. - There exists a constant R such that ,for all s, we have 
(2.1) IS&m2 + by2 + a”) 5 R2sQal + Jbl + ICI). 
Proof - Let us choose B in B, let be R its diameter and set B, = .si B. 
The result is then obvious. Indeed, we have: 
Ls,9(a22 + by2 + cz2) < sup(n:c2 + by2 + CZ') < (Ial + Ibl + Icl)R?d. 
XEB, 
Note that when s tends to 0, this element is strictly contained in the ball with radius 
r = s*. It will be relevant in the following. 0 
2. Case of a negative curvature. From now on, we will assume that the gradient is different 
from 0 at the origin. By choosing the first frame vector equal to Du/jDu( where u is here 
the quadratic form, we can assume that p = IDul > 0. 
LEMMA 2.2. - Let assume p > 0 and b 2 0 (or equivalently the curvature in the y 
direction is nonpositive at 0). Then, we obtain: 
(2.2) Is,s(px + ax* + by2 + a2 + dzy + exz) = O(&). 
Remark. - We have obviously the same result if c 5 0. 
Pro@ - Let B E B and let us call B; the structuring element defined by: 
B%; = 
s 
0 
4 
- 
r I B. 
We remark that (:)* = r+ = o(r) ( since s = r’). We can choose B such that B; is 
contained in D(0, r) for s small enough. The fact that B-c E B,? is obvious. We then have 
(2.3) IS,9(pz + ax2 + by* + cz2 + dlcy + e:r:z) 5 K f 
0 
i 
, 
where K depends on B, a, c, d, e but not upon s. As s = r5, we have (P)* = ST% 
and the Lemma is proved. q 
3. From now on, we will assume that the gradient is not equal to 0 at the origin and that 
both curvatures are strictly positive. We shall see that this case will give the asymptotic 
behavior of the inf sup operator. 
(a) The study of ~S,(X + y2 + z2) will be interesting. We first extend a result true in 
the two-dimensional case. 
LEMMA 2.3. - Let cg = infBEB~~pxEB (X + y2 + 2”). If the elements C# B are convex, 
closed, symmetric with respect to 0, and with measure I, then cs > 0. 
Proof. - The measure of elements of 5 being 1, we can choose 0 < a < 1 small enough 
such that B E B yields B tl aD(O, u) # 0. This is possible as soon as the measure of 
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D(0, u) is smaller than 1. At an intersection point, we have z 2 0 (we use the symmetry 
with respect to 0). Moreover, on D(O,a), 1x1 > x2 since n < 1. Thus, 
(2.4) inf sup(x + y2 + 2”) 2 a2 > 0. 
BEB XEB 
This constant (which we denote cn) only depends on the shape of El. 0 
Remark. - The inf above is attained for a Bc E 5. Indeed, we remark that for any 
structuring elements, the sup of n: + y2 + z2 is attained at a point with 5 > 0 since 
the elements are symmetric with respect to the origin. Moreover .7: + y2 -t .z~ tends to 
infinity when 1x1 + 00 and .7: > 0. Thus, a minimizing sequence of structuring elements is 
uniformly bounded (completely contained in a single ball). Since the structuring elements 
are closed, we can extract from any minimizing sequence a subsequence converging 
towards B0 E El in the sense of Hausdorff distance (without any restriction, we assume 
that El is closed for the Hausdorff distance). In the following, we shall always denote 13” 
such an element (not unique a priori). 
(b) In this paragraph, we shall see that affine invariance allows us to generalize the 
preceding result to -TS,(pz + by2 + CZ’). 
LEMMA 2.4. - We have 
t 
Is,s(px + by2 + a’) = WJJ 
( > 
; f s - . 
Moreover, the inf sup is attained for a structuring element included in the ball with radius 
T = si for small enough scales. 
Proof. - Let Q(x) = px + by2 + cz2, C(x) = x + y2 + .z~ and finally A,(p, b, c) the 
diagonal matrix (I): 
(2.6) 
We remark that det A, = s. Moreover;,;he mapping B H A,9B is bijective. A simple 
calculation yields Q(Ax) = ps1j2 ($) C(x). Thus, we have: 
(2.7) 
(2.8) 
inf sup Q(x) = Ecfs s”,p, Q(x) 
BEIt.5 xEB s 
= inf sup Q(A,x) 
BEB XEB 
(2.9) 
(2.10) 
(‘) Sometimes, we will write A(x), or A(D’u(x), h(x)); we will precise when necessary. 
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If Ba realizes the min of supXEB C(x), then A,& minimizes supXEB Q(x). We conclude 
that we can only consider a very well localized structuring element whose shape is well 
known when s -+ 0. It is thinner and thinner in the gradient direction and is included in 
D(0, 7.) when the scale is small enough (it is due to the asymptotic behavior of the matrix 
A when the scale tends to 0). 0 
(c) Case of general quadratic forms. Until now we have only considered very specific 
quadratic forms. By diagonalizing the curvature tensor in the hypersurface orthogonal to 
the gradient, we can assume that there is no yz term so that the most general case will be 
IS, (pz + ax2 + by2 + cx2 + &ry + ezz). From now on, we will need the localized version 
of the inf sup operator. It will give a geometrical interpretation to the parameter T. 
DEFINITION 2.5. - We define the localized operator IS-z by: 
(2.11) IS%2L(x) = inf sup 4x + Y). 
BEB XEBrlD(0.T) 
We can define in the same way SI~r by: 
(2.12) SI,‘u(x) = sup inf ‘U(X + y). 
BE~xtBlD(O,r) 
We have the obvious relation 
(2.13) Is,yu(x) 5 IS,u(x). 
It is also obvious that 1s: is local; we shall prove that IS, and 1s; are asymptotically 
equivalent when the scale tends to 0. 
LEMMA 2.6. - There exists a function G(p, a, b, c, d, e, s) bounded on every bounded 
subset of R+ x R5 x [0, l] such that for all p > 0, b, c > 0 and s small enough, we have: 
s-+Is,(px + ax2 + by2 + cz2 + dxy + ezz) = cB(b+c+)+pi + G(p, a, b> c, d, e, ,+& 
Proof. - First, by using the symmetry of the structuring elements with respect to the 
origin, we can assume that ISs(px+ax2+by2+cz2+dxy+exz) is attained for z > 0 (since 
p > 0). Let s 5 1. If x E D(O,r) = D(0, ) st an since we can assume z 2 0, we have d 
x(p - si (Ial + IdI + [e[) + by2 + c.z2) i: px + ax2 + by2 + cz2 + dxy + exz 
< x(p + s*(lal + ldl + lel)) + by2 + cx2. 
so that 
IS,(px + ux2 + by2 + cz2 + dxy + exz) 
2 IS,‘(px + ax2 + by2 + cz2 + dxy + exz) from (2.13) 
2 IS,T(x(p - si( Ial + IdI + IeI) + by2 + ~2”) since x E D(0, r) 
= ce(p - si(IaI + IdI + IeI))“(b+c+)*si from Lemma 2.4, 
the last equality being true, since for small enough s, the used structuring element is 
included in D(0, r). The function s -h((p - sb(]a] + (dl + ]e]))$ - pi) is bounded on 
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every bounded subset of its definition domain. Indeed, for fixed (a, d, e, s), it is a decreasing 
function of p and the value in p = sk(]a] -t Id] + ]e]) is -(]a] + Id] + ]e]). 
Conversely, if we choose the particular structuring element A,&, where A, is here the 
matrix A,@ + ai (]a] + Id] + ]e]), b, c) and B a is always the same minimizing element, we 
obtain an element contained in D(0, r) for s small enough, and 
IfT5(px + ax2 + by2 + c.z2 + dxy + exz) 
5 sup (px + ax2 + by2 + cz2 + dxy + exz) 
XEA, Ba 
5 sup (x(p + si(luI + Id\ + lel)) + by2 + cz”) since x E D(0, r). 
~~24, Bo 
Thus, we have: 
IS,(yx + ax2 + by2 + cz2 + dxy + exz) < c~(p + si(lal + IdI + IeI))“(b+c+)ae* 
which is the announced result since s-h((p+si(]a] + IdI + ]e]))i --pi) is also bounded 
on every bounded subset of R+ x R5 x [0, 11. 0 
2.1.2. Asymptotic behavior of IS, on a C3 function 
We obtained results concerning the effect of the inf sup operator on quadratic forms. Let 
us note that in [ 121, the point of view is different: thanks to a localizability property specific 
to dimension 2, it was proved that the element attaining the inf sup was close to a well 
localized element and the sup on this second element is studied. With our method, we do 
not have this localization property, but we exhibited well localized elements approaching 
the inf sup. Using Taylor expansion, it is now quite easy to prove the following theorem. 
THEOREM 2.7. - Let B a family of structuring elements which are closed, convex, symmetric 
with respect to 0, with measure equal to I and invariant by SL(R3). Let u be a C”,function. 
There exists a strictly positive constant cg depending only on B such that: 
(2.14) lim Is’u(x) - u(X) = CaJPI(X+X+)a 
s-0 + 12’ SL 
where p = IDu(x)I, X 1 and X2 are the principal curvatures of the level suqace of u going 
through x. 
Proof - We can choose the frame axes such that for x0 E R3, we have in a neighborhood 
of 0: 
(2.15) U(XO + x) = U(XO) + px + ax2 + by2 + cz2 + dxy + exz + O(r3) 
Indeed, we choose the first basis vector in the direction of the gradient if it is not zero. 
Then, we diagonalize the second derivative of ‘11 on the hypersurface orthogonal to the 
first chosen vector. If the gradient is null at x, we choose the frame axes such that the 
second derivative relative to this frame is diagonal. Using the translation invariance and 
the invariance by addition of constants, we may assume that x0 = 0 and u(xo) = 0. If the 
gradient is null at x then Lemma 2.1 gives the result. Indeed, the structuring element used 
is included in D(0, r) for small enough s, and the O(r3) term due to Taylor expansion 
gives a O(s315) term, which is negligible in front of si. In the same way, if one of the 
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curvatures is negative, Lemma 2.2 ensures Equation (2.14), since the structuring element 
is again well localized. 
Let us now assume that the gradient is non zero and that both curvatures are strictly 
positive. Let us take a minimizing element B0 of supXGo(~~: + 1~’ + z’), and use the same 
il,s matrix as in Lemma 2.6: 
(2.16) IS,?7L(O) 5 sup u(x) 
XEA,& 
F sup (pc + ml? + by2 + c.2 + dq + em) + O(?““), 
XEA,BO 
since A,&, is contained in D(0, r) for small enough s. By using Lemma 2.6, we obtain 
(2.17) IS,u(O) 5 cs(x~x~)+h(o)~s~ + O(G) + o(s”++q. 
where Xi and As are the principal curvatures of the level surface going through the origin. 
In order to get a lower bound, we localize the IS, operator and obtain: 
and by using again the localization of the structuring elements of Lemma 2.6, we can 
conclude. Finally we have 
IS,u(O) = cap $ 
( > 
t 
s+ + O(s3) 
yielding the result. 0 
2.1.3. Locality results 
We cannot expect some locality results as strong as in the two-dimensional case. Some 
interesting and useful results are still true for smooth functions. 
The following Corollary proves that the operator IS, (a priori non local) and the 
localized operator 1s~; are asymptotically close to each other when the scale tends to 0. 
COROLLARY 2.8. - There exists a constant H > 0 such thatfor any C”@nction IL : R3 + R 
and s small enough, 
(2.20) Is,su(o) = rs;740) + O&s++“). 
where 0 > 0. 
Proof. - The result is an obvious consequence of Lemma 2.6 and of Theorem 2.7. In 
the three different cases (zero gradient, a negative curvature, and non zero gradient and 
strictly positive curvatures), we know that we can find tJ > 0 such that 
b+c+ a IS,7L(O) = c&p 2 ( > P2 
,3 + qs3+@). 
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If pb+c+ = 0, the fact that 0 5 IS,Tz1(0) 5 JS,U(O) = O(.s~+‘) yields the result. If 
pb+c+ # 0, we saw in the proof of Theorem 2.7, that: 
c&qf p+r:t)“& + O(G) 5 Ifqu(O) 5 Is,9w(o) 5 cslplqb+c+)b~ + O(6) 
and we conclude. 0 
We now give a version of a locality lemma, proved in [12] for Lipschitz functions in 
the two-dimensional case, but no longer true in higher dimensions. In higher dimensions, 
we need a little bit more of regularity. 
COROLLARY 2.9 (Locality). - Let u be a C” function and ‘u a Lipschitz function such that 
in the neighborhood of 0, we have, 
Iu(x) - w(x)1 5 Clxl”. 
Then we have: 
(2.21) pJL(O) - IS,$J(O)l = o(d+“). 
Proof. - Indeed, we know by Equation (2.20) that: 
IS,sw(0) >1S~v(O) from (2.13) 
2 ISiz1(0) + O(r”) by hypothesis 
= IS,Y~(0) + O(si+“) + O(sg) from Theorem 2.7. 
To find the reverse inequality, we choose structuring elements well adapted to U. 
Is,5w(o) 5 sup u(x) 
xE&Bo 
5 sup U(X) + O(s$ 
xEA,Bo 
5 IS,7L(O) + o(s++“) + O(s$. 
where Ba is still the same element and A, is chosen as in the proof of Lemma 2.6 and 
Theorem 2.7. We used Equation (2.20) and Theorem 2.7 to get the result. 0 
We also have a maximum principle for functions, if one at least is regular. 
COROLLARY 2.10 (local comparison principle). - Let II, be a C3 function and let ‘u 
1. 
Lipschitz such that in D(O,r), U(X) 5 U(X). Then, 
(2.22) IS,u(O) 5 IS,w(O) + O(.&fO 
Conversely, V(X) 5 U(X) in D(O,r) yields 
(2.23) IS,w(O) 5 IS,u(O) + o(&+” 1. 
Proof. - The proof is already given by the preceding results. In the first case, we compare 
IS,Y~(0) and 1S,‘v(O) by inequality (2.13). Since we only consider points inside D(O,r), 
U, 5 ‘u. We can expand u by Taylor’s Formula and apply Lemma 2.6. 
In the second case, we can choose structuring elements adapted to u as in the proof 
of Lemma 2.6. Since these elements are localized for small scales, we can compare PL 
and 71 and get the result. 0 
Remark. - All these results are obviously valid for the S1,? operator. 
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Remurk. - Our consistency results cannot follow the lines of ]12] because they 
essentially use a locality property of affine invariant Matheron operators which is specific 
of dimension 2. We give in 1.51 a counterexample to this property in dimension 3. 
2.2. Uniform consistency of inf sup operators 
We proved that the IS, is pointwise consistent with a differential operator. More 
precisely. for x E R”, 
s-~(Is.&(x) - 1/>(X)) = c~lDu(x)p~A~)f + o(1). 
when s tends to 0. The function o(l) depends u priori on x, so that the consistency may 
be nonuniform in x. We shall see that consistency is uniform as soon as x is biregular, 
that is to say that neither the gradient nor the curvatures are zero at x. In other cases, 
we will not be able to give better results than pointwise consistency. Uniform consistency 
shall be useful in the next subsection concerning alternate operators. 
LEMMA 2.1 I (Uniform consistency). - Let ‘u n C’3,function and assume that x0 is biregufar. 
Then IS., (or SI,<) is unifbrmly consistent in a neighborhood of ~(1. 
Proqf: - As 7~ is C”, if we take x E D(xo. 7) with a small enough q, we can ensure 
that Du is different from 0 and that both curvatures taken at x have the same sign as at xi). 
1. We assume that one curvature is negative. We take a structuring element B transformed 
by the linear mapping 
2s ( > - 7 
where 7’ is chosen such that 7’ 5 7’ cl. It is not hard to see that we can choose B such 
that, when it is transformed by the above matrix, we get an element B~z E IEB,9 contained 
in D(0. Zj). When we center this element at x E D(xo. $), we still obtain an element 
included in D(xo,r). Thus, if x E D(xo, $) we have: 
(2.24) IS,u(x) < sup u(y) 
ym+B: 
5 u(x) + ;;;,((Dql.(x), y) + ;(D”lrjx)y. y) + Cl(?). 
The term O(r3) is uniform over D(xoYro) since u is C 3 Using again the same arguments . 
as in the proof of Lemma 2.2, we deduce the uniform consistency of the scheme. 
2. Let us now assume that both principal curvatures are strictly positive. As 71 is 
C”, we can choose r. small enough such that for any x E D(x0, ?f), we have 
IDu(x)I > ;IDu(xo)l > 0. W e can assume a relation of the same kind for the 
curvatures. By Lemma 2.6, there exists a scale 0 < SO < (q/2)” such that for all 
x E 0(x0, T) and for all s 5 s so, the useful structuring elements at x are included in 
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x + D(O,r) c x + D(0, 3) c D( x0, ro). We use again Equation (2.24) with a uniform 
O(r3) term. Lemma 2.6 yields the conclusion, and uniform consistency of IS, is proved 
for biregular points. 0 
Uniform consistency gives a stronger version of the local comparison principle as soon 
as the considered point is biregular. 
LEMMA 2.12. - Let %I, a C3 function and ‘u Lipschitz. Let xg be a biregular point of u. 
Assume that in D(xo, rO), u < 11. Then, for any x in a neighborhood of x0, 
IS,&(X) 5 IS,w(x) + O(s++8), 
the term O(sg) being uniform with respect to x in the neighborhood of x0. 
In the same way, if u 2 u in 0(x0: TO), then 
IS,?J(x) < Is,qu(x) + o(s++8). 
the term O(sa ) being uniform with respect to x near x0. 
Proof. - Let us assume that u < w in D(xo, TO). As x0 is a biregular point, we can also 
assume that in 0(x0, TO), DU is nonzero and the curvatures have the same sign as at x0. 
1. If one of the curvatures is negative all over D(xo, Q), we choose 0 < so < (T) 1’5 
such that for any x E D(xo, %) the structuring element element used in Lemma 2.2 
tranlated by x is uniformly included in D(xo, TO). We can conclude as in Corollary 2.10. 
2. We now assume that both curvatures are positive. As above, we choose x E D(xo, 7) 
and 0 < so < (~~/2)l’~ such that for any s < SO the adapted structuring element for 71, 
at point x is included in x + D(O,r) n D(xo, rO). 
IS,Yv(x) > 15’~‘“v(x) from (2.13) 
2 1Sgo’2~(~) by hypothesis 
2 u(x) + Isy2(p:1: + ax2 + by2 + c.z2 + dn:y + elm) + O(d) 
by expanding u by Taylor’s Formula 
= u(x) + Isp’2 (z(p - s+(lal + Jdl + lel)) + by2 + a”) + O(d) 
from Lemma 2.6 
= IS,u(x) + o(s+++q + O(d) 
In the last inequality, both approximation terms are uniform thanks to Lemma 2.6 and 
to the good localization of the used structuring elements. Of course i + & = i, but we 
prefer to keep two different terms in order to show that they do not come from the same 
approximation. This arithmetic coincidence will no longer be true in higher dimensions. 
If we assume ‘u 5 ?I,, we take again the elements A,& where A, = A, (p + s $ (/a( + 
IdI + l4L 4 c). W e o bt ain elements uniformly contained in D(0, 51/S) near x0 because 
this point is biregular. Hence, 
IS,w(x) 5 SUP 4Y) 
y~x+.-L.,Bn 
< - sup U(Y) 
ye+--LB,, 
= Is,97L(x) + O(s”f~) + O(&), 
with uniform O(si+h) and O(ss) terms, 0 
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2.3. Alternate schemes 
The alternate operator Sl,sIS, is useful because it is tangent to the AMSS differential 
operator and it is morphological. The proof of its consistency needs the uniform consistency 
of IS,s which is true near biregular points. So we can expect a good result of consistency 
for the alternate scheme near such points. 
THEOREM 2.13. - Let u be a C” ,function and x0 a biresular point qf II,. Then, 
where g(u)(x) = sigrL(X1)(G(TL)(x)+)a, where G( )( ) ’ h G u x 1s t e aussian curvature of the 
level surface of u passing through x. 
Moreover the consistency of the scheme is uniform near x0. 
Proof. - It is clear that we shall use Uniform Comparison Principle (Lemma 2.12). 
There exists so and a x0 centered ball (say D(xo, 7)) such that for any s 5 SO and 
x E D(xo, y) we have: 
Is&(x) = u(x) + c&lu(x)I(x~x~)~s~ + H(D3u(x), D2u(x). h(x). x, .++f”: 
the function H being bounded on a neighborhood of x0. We now choose s such that 
s < 1 and sk 5 F and set: 
-(i) M(s) = SUP IH(Y 
yEB(xo.r) 
(ii) /II(S) = 
(iii) /Q(s) = YEi;J,I r.) csIDw(y)I(X~(y)X~(y))$s). 
We obtain 
h2(s) - Msf+” + u(x) I: Is,3u(x) 5 u(x) + h,(s) + A4s~+e 
for x close to x0. By using the Uniform Comparison Principle (Lemma 2.12) for SI, 
near xo,we obtain: 
hz(s) + sI,5u(xo) + O(s++H) 5 sIsIs,u(xo) 5 h,(s) + SI,u(xo) + O(sf+“), 
the 0( si ) term still being uniform with respect to s in a neighborhood of x0. When s 
tends to 0, we get 
By using Slsu = -IS,(-u), we deduce 
lim SL?~(Xo) - 4x0) 
.s--ro i = -c&lu(xo)(x~x~)~. s - 
We take the sum of the two preceding equalities and we obtain the result. With our proof, 
uniform consistency is obvious. 0 
TOME77- iY!%-No ‘) 
PARTIAL DIFFERENTIAL EQUATIONS AND MATHEMATICAL MORPHOLOGY 923 
2.4. Summary 
We obtained pointwise consistency results for IS,9 and 5’1, applied to C” functions. 
Moreover, near a biregular point, the consistency is uniform. At such a point, we also proved 
that the S1JS, operator is consistent, and this consistency is also uniform. When the point 
is not biregular, we have not prove any result for the alternate scheme. The advantage of 
the alternate scheme is that it is fully morphological and tangent to the AMSS operator. 
Furthermore, this operator is invariant by the transformation u H -w,, contrary to the 
differential operator associated to IS, and S1s. This transformation corresponds to a 
contrast inversion of the image. Therefore the invariance property of the AMSS operator 
may be interesting. It is also clear that the following operator 
is also tangent to the differential operator AMSS but it is not morphological. It has been 
used for instance in [7] to construct a scheme converging to Mean Curvature Motion. 
3. The N-dimensional case 
We shall now extend the results obtained in R3 to any dimension. The proof is 
essentially the same as in the three dimensional case, so we just indicate how to choose 
the localization parameters. The main consistency result is: 
THEOREM 3.1. - Let B an afine invariant family of structuring elements which are closed, 
convex, symmetric with respect to 0, with measure I and let u, : RN + R be a C3 
function. Then 
lim lssu(x) - u(X) = celpl(X+. . . A+. 
s-0 2 1 
)7&i 
iv-1 ( 
s N+l 
where p = IDu(x)( and X1,. . , XN-~ are the principal curvatures of the level surface 
going through x. 
Proof. - The proof will be based on the same arguments as in the three dimensional 
case. We start studying IS, on quadratic forms. We first assume that the gradient is zero 
at the origin, then that one of the N - 1 principal curvatures is nonpositive. Next, we 
study IS, (Z + y; + . . . + yg-,,> IS&z + by; + ... + b~-iy&-i) and the case of a 
general quadratic form. Each time, we shall construct well localized structuring elements 
approaching the inf sup. Finally, we will be able to extend these results to C3 functions. 
Let s = T~+~. The proof of the following Lemmas are the same as in Section 2. 
LEMMA 3.2 (Lemma 2.1 bis) 
(3.2) IS,&i? + bly; + . . . + bN-ly$-l) = O(& = o(&). 
This estimate is obtained for a structuring element with a diameter similar to sk = 
o(s”+“) = o(r). 
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LEMMA 3.3 (Lemma 2.2 bis). - Ler us assume that [II 5 0. then: 
(3.3) IS,(px + bly; + . ” + h.&~L1~&l) = O(.s~) = o(.s2’n’+1). 
The irzf sup is again approachedfor a structuring element asymptotically included in D( 0, r.). 
Prooj: - We change the matrix used in Lemma 2.2 into 
I 
s 
0 
* 
- 
‘/‘ 
7 
s t 
0 
- 
7’ 
s ’ 
0 
T 
- 
r 
and the result follows. q 
LEMMA 3.4 (Lemma 2.3 bis). - Set 
cg = Is,s(:r + yy: + . . . + yg-1): 
if the structuring elements are closed, convex, symmetric with respect to the origin and 
with measure 1, then cg > 0. 
Let BO a minimizing structuring element attaining cn. 
LEMMA 3.5 (Lemma 2.4 bis). - Assume that p > 0 and bl, . . . bnr-1 > 0. Then, 
(3.4) Is,s(pn: + b1yf + . . + b,\--_&J = c~p&qxl . . . xnlL1)*. 
where X; = 2h;/p is the it” principal curvature. Moreover, the inf sup is attained ,for a 
localized structuring element. 
Proof. - We change the term of the matrix -4, of Lemma 2.4 corresponding to the 
gradient direction into 
The term corresponding to the jtll curvature (1 < j -. < N - 1) becomes 
A minimizing structuring element is A,?& (it is not unique a priori). We easily check that 
this element is asymptotically included in D(O,r). q 
LEMMA 3.6 (Lemma 2.6 bis). - There exists a junction G(p, (b;), (ci)) bounded on every 
compact subset of R$ x RN-l x R”-l such that: 
PARTIAL DIFFERENTIAL EQUATIONS AND MATHEMATICAL MORPHOLOGY 925 
The proof is exactly the same as in Lemma 2.6. Uniform consistency near a biregular 
point is also a direct consequence. We extend the preceding results to CY3 functions thanks 
to Taylor expansion. Indeed, the structuring elements involved in the preceding Lemmas 
are all included in D(O,r) when the scale tends to 0. We check that a function O(?) is 
C’(S 2/(N+‘)); it is obvious since T = s l/(T+2) 0 
All the locality results are easily extended. Uniform consistency near a biregular point is 
proven in the same way. We also get the same results for the alternate operator S1,+1S,. 
THEOREM 3.7 (Lemma 2.13 bis). - Let B a jtimily of structuring elements invariant 64 
SL(RN) with elements that are closed, convex symmetric with respect to the origin and 
with Lebesgue measure equal to 1. There exists cg > 0 such thut,for any C3 function 71, 
where the (Xi) are the principal curvatures qf the level sut-face passing through x. 
4. Convergence of the Affine inf sup Scheme 
4.1. Notations 
From now on, we set h = s2/(‘v+l) and write Tr, instead of TILth +, 1,:‘. Here TtL stands 
for SII,IS~. The aim of this section is the following: We want to prove that by letting 
II//, + t while n, -P +oo, the iterated filtered function (T’L)71r~ converges towards the 
viscosity solution of the parabolic equation 
114.1) 
where H = -1 if the curvatures are all strictly negative, H = 1 if they are all strictly 
positive and H = 0 otherwise. We eliminate the power of t on the right-hand side of 
Equation (1.4) by setting t’ = t” with an appropriate o > 0. In the following discussion, 
we prefer to write Equation (4.1) in its generic form 
(4.2) $(X! t) = F(D27r(x, t), Du,(x, t)). 
It will simplify the statements. From the result exposed in Section 3, the operator !I’,, is 
tangent to the differential operator F(D2?h(x, t): D~L(x: t)), that is 
lirrl T~“(x) - I 
h-0 h 
= F(D2u(x, t), Du(x: t)). 
This relation is true for the alternate operator only at biregular points. Let ‘Q) be an 
original image, and for h > 0 define the approximate solution 1~1, (x. t) of (4.2) with initial 
condition QJ E BUC(R”) by 
(4.3) ‘dn E N. t/t E [(n - l)h,nh[, Uh(X. “) = ((~h)‘kl)(X). 
We shall prove that, up to a resealing, the approximate solutions UI, converge towards the 
unique viscosity solution of the AMSS Equation (4.1). 
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We recall the definition of viscosity solution. An overview of this theory is available 
in [9]. In the following definition, we denote by Cc,- the space of infinitely differentiable 
compactly supported functions. 
DEFINITION 4. I. - Let u a continuous ,function. We say that *CL is a viscosity subsolution 
(resp. supersolution) c!f: 
(4.4) $(x, t) - F(D2u(x, t), Du(x, t)) = 0, 
if and only if for any ‘p E C,?, if 71, - cp has a strict maximum at (x, t) (resp. strict 
minimum) then 
2(x, t) - F(D’p(x, t). Dp(x,t)) 2 0 (resp. > 0). 
We say that u is viscosity solution if u is both sub and supersolution. 
Remark. - The notion of viscosity solution is local. There are many variants to the 
definition above; for instance we can replace strict maximum by local maximum or local 
strict maximum, and C,? by C2 (in the case of second order equations) without changing 
the results. For further details, see [9]. 
In [l2], it was proved that the solution of (4.1) is unique in BUC(RN) (bounded 
and uniformly continuous). Thus, in this paper, we are not concerned with problems of 
existence and uniqueness. Convergence will be deduced from consistency but problems 
at critical points will prevent us to use directly the results in [3]. For these points, we 
need some particular results. 
LEMMA 4.2. - Let u(x) = /xl’. Then, 
(4.6) 
Iill ThdX) - 4x1 = 0, 
(x./1)-(0,O) h 
The main point here is that the limit is taken for x + 0 and h -+ 0 independently, The Th 
operator can either be ISh, SI, or SIh IS,,. 
Proof. - First, it suffices to study I&n. Indeed, SI,?a = a, so the lemma is obvious if 
T,, = SI,q. If we prove the result for IS,s, then it is true for the alternate operator. Indeed, 
IS,,a > a. Thus, SIsIS,a 2 S&CL = a, since SI, is monotone and ST,a = a. Moreover, 
SI,JS,a < IS,n. Hence, it suffices to prove the result for IS,. 
First, we prove in the following Lemma that we can assume that the elements of B are 
all hypercubes with the same volume. Indeed, if B E B, we can find a minimum hypercube 
containing B such that on each side of the cube, there is at least a point belonging to B. 
Thus, the inf sup on this new family, is larger than the inf sup on the original family. 
LEMMA 4.3. - There exists KA- > 0 only depending upon the dimension N, such that for 
any structuring element B E B, B is included in a hypercube whose measure is KN, and 
on each side of the cube, there is a point qf B. 
Proof. - This Lemma is very intuitive. Let al E B such that Iall is maximal. This is 
possible since B is closed convex with Lebesgue measure equal to 1, so it is bounded. We 
choose the first frame axis in the direction of al. Next, in the N - l-dimensional affine 
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spaces orthogonal to al, we choose a2 E B such that the norm of the component of a2 
orthogonal to al is maximal. We choose the second axis in the direction of the component 
of a2 orthogonal to al. We choose a3 in the same way: In all the N - 2-dimensional 
affine spaces we take the point of B with the largest component orthogonal to the space 
spanned by a1 and the component of a2 orthogonal to al. This process ends when we 
have chosen exactly N points al,. . . : a~. The polyhedron 0~1 . . . aN is included in B by 
convexity. Its Lebesgue measure is l-I;“_, lail up to a multiplicative constant depending 
on the dimension N. Thus, n:!, lail < c,,. To conclude, we note that the hypercube 
whose sides have the directions of the frame and contain a,,, . . . aN contains B and has 
Lebesgue Measure nf, lail up to a multiplicative constant depending on the dimension 
IV. So the lemma is proved. 0 
As we only need an upper bound for IS,9a, we shall replace the family of elements IEI 
by the family of rectangles constructed in Lemma 4.3. By an adapted scaling, we shall 
also assume that their Lebesgue measure is s 1/N By using the radial symmetry, we see . 
that studying IS,u(x) is just the same as studying: 
IS,42rz + x2 + yf +. . . + yg-,), 
where r’ = 1x1. When T = 0, the symmetry implies that the structuring element attaining 
the Inf-Sup is also symmetric. Thus, the structuring element realizing the inf sup is the 
cube with side length equal to s UN When r > 0, the symmetry implies that the cube . 
reaching the inf sup is symmetric with respect to directions yl, . . . . yj&i and that its axes 
coincide with the frame axes. We also see that the gradient term implies that the element 
is thinner in the gradient direction than in the N - 1 other directions. More precisely, we 
assume this width equal to z, so the lengths in the N - 1 other directions are given by 
:GY N-1 = $. Then, the Sup of 27-z + x2 + yf + . . + y$-, on this element is given by: 
A simple calculation shows that the derivative of this function with respect to z is strictly 
positive for z 2 $sh. Hence, we can assume that 0 < z 5 is h, that is the element is 
thinner than the cube in the direction of the gradient. Thus, 
N-l 
pEisunp 2rz + x2 + C yf 
1 > 
N-l 
= inf 
BEB 
27-z + x2 + C y: 
1 > 
where KN is a constant that only depends on the dimension. Hence, we have 
o < ms~(X) -  +> 
-  h 
5 li\-(&+ ;h*)* 
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and the Lemma is proved, since the term on the right-hand side of the inequality tends to 
0 when T and h tend to 0 independently. 0 
We now use the preceding Lemma to find a kind of consistency result when the gradient 
of the analysed function is equal to 0. 
LEMMA 4.4. - Let cp E C” and bounded such that Dp(O) = 0. Then, 
lirl, ~JN(X) - 4x1 = () 
(x,h)--1(0.0) h, 
In this equation, the limit is taken for x --) 0 and h ---f 0 independently. 
Proof. - Since cp is C3 and bounded, we can find K > 0 such that for all y 
cp(Y + x) I P(X) + P + KIY12. 
where p = lDg~(x)l, and as usual, we chose the .7: direction as the direction of the gradient 
at x (we also denote y = (:r, 71~. . . . :?jAv-i)). If p = 0 then we know that we can find 
a constant C such that 
(the structuring element attaining the inf sup is a “cube” see Lemma 4.2). 
If p # 0, then Lemma 4.2 tells us that 
Indeed, x + 0 and cp is regular, thus p -+ 0 when h tends to 0. Thus, 
limsup It(TIIy^(x) - p(x)) < 0. 
(x.ft)+(o,o) 
Conversely, we write 
dY + x) 2 P(X) + Pn: - KlY12. 
In order to apply SI,9, we use again Lemma 4.2, the identity S1,s(-~) = -US,, and 
the symmetry of the structuring elements with respect to the origin. More precisely, 
SI,IS,cp(x) 2 $0(x) - Is,%(-p: + KIy12) = q(x) - Is,!(pz + K(y12). 
From Lemma 4.2, we get: 
lim inf Thcp(X) - v(x) > 0. 
(x,h)*(OA)) h - 
Finally, 
lim zd&L) - (P(Xh) =o. 0 
(x,h)+(W) h 
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4.2. Main convergence theorem 
We now prove the convergence result, by using the results in [3] saying that any 
monotone, stable and consistent scheme converges to the unique solution of the associated 
PDE if it satisfies a strong maximum principle. This last condition is satisfied for the 
I~IVSS equation. 
THEOREM 4.5. - Let ug in BUC(RN). The approximate solutions uh (with T,, = SIhIS,,) 
d$ned by Equation (4.3) converge towards the unique solution of 
(4.8) 
311. 
&i 
3t= 
H(X1,. . . . X&l)> 
with initial data ~0. Here, H(X1, . . ’ , XN-1) = -1 if the Xi are all negative, I if they are 
~111 positive and 0 otherwise. Convergence is uniform on every compact set of RN x R+. 
Proof. - We directly use the results in [3]. The hypotheses are satisfied thanks to 
consistency and Lemma 4.4. We have no consistency results for the alternate scheme if the 
gradient is different from zero and one principal curvature is null but this is easily solved 
by locally adding a small quadratic form to the test functions and using the continuity of 
J’ with respect to its first argument. 0 
5. Motion by mean curvature 
We saw in the first sections the use of Matheron’s formalism to approximate the solution 
of the AMSS. By using inf sup operators, we shall now recover some results already 
proved by Ishii in [13]. The purpose is to generate Mean Curvature Motion (MCM). It 
is again described by a parabolic equation and associated to a scale space, much used 
in image processing 
(5.1) 
The initial interest of MCM is the problem of minimal surfaces. In the two dimensional 
case, ATI,- (D*uDu, Du)/]Du]* can also be written (D*uDu’, Du~)//Du]*, where Dul 
is a direction orthogonal to the gradient. This expression is the curvature of the level line 
of u at the considered point. Therefore, the level lines of u move according to their Mean 
Curvature. The reader may find complementary information about Mean Curvature Motion 
in [4], [7], [S], [lo], [ll], [13]. In [7], inf sup operators were already used to construct Mean 
Curvature Motion: The structuring elements where segments centered at the origin with 
length proportionnal to the scale. Another algorithm was proposed by Bence, Merriman 
and Osher in [4] to move sets by Mean Curvature and the convergence was also proved 
in [lo] and [2]. The main idea is to use the Heat Kernel. Indeed, let C a subset of RN 
(N > 2). If we compute the solution of the heat equation for t E [O: h]: 
1 ’ $(x, t) = Au(x, t) 
I 4x, 0) = xc(x) 
JOURNAL DE MATHBMATIQUES PURES ET APPLIQUBES 
930 F. CA0 
and define 
T,,C = x E R” : u(x: h) 2 ; 
-1 
; 
then if we let h + 0 and nh + t, the set T,“C “tends” to a set C,. This set is the image 
of the initial set C by Mean Curvature Motion in the viscosity sense (see 191). In [13], 
Ishii proposed a generalized scheme using a more general kernel. This kernel is assumed 
to be “decreasing” at infinity, but it does not need to decrease as fast as the Gaussian. 
The same scheme as above, used with this new kernel, is also proved to converge towards 
MCM. We shall interpret these kernels as morphological operators. Indeed, let k a radial, 
nonnegative, continuous function satisfying 
(5.2) 
I 
k(x)dx = 1, 
. R.Y 
associated with the probability measure 
(5.3) meask = 
I 
k(x)dx. 
.E 
We assume as well that k is small at infinity, that is 
(5.4) 
/ 
IxlVc(x) dx < sm. 
. R,” 
where ?; > 3. Of course, this condition is easily satisfied for the Heat kernel. We then 
define the weighted median jilter associated with the probability measure k by: 
(5.5) medku(x) = inf X, meask.{qh(x) 5 X} > i 
1 1 
. 
It is easy to see that this operator is morphological (monotone, contrast invariant and 
translation invariant). Therefore, according to Matheron’s Theorem 1.2 (see [16]), there 
exists a family of structuring elements B such that 
(5.6) medk.u(x) = inf sup u(x + y). 
BEB YEB 
The family is explicited in [ 121. Set 
(5.7) 
In [ 121, it is proved that 
(5.8) medl,rJ(x) = inf sup U(X + y). 
BEB YEB 
Since the probability measure k is radial, the family B is isotropic invariant and so is 
medl,. Let introduce a scale parameter h and shrink the weight function Ic into /Q with 
h(x) = j-g;); 
so that kh, still defines a probability measure but its variance tends to 0 when the scale 
tends to 0. We can define Bh by replacing k by k:h in Equation (5.7); in other terms, 
Bh = hf3. Eventhough we shrink the weight function, the process is a priori non local 
since the elements of Bh are unbounded. We shall prove in the following, that when the 
scale tends to 0, the operator applied to C3 functions is local. The locality of the operator 
will be guaranteed by the fact that the weight function k: is small at infinity. As in the 
case of the AMSS, we shall first prove that the inf sup operator is consistent with the 
differential operator of Mean Curvature Motion. Next, we shall prove the convergence. 
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6. Consistency of the weighted median filter 
First, we will describe more precisely the action of the TrL defined by Equation (5.8) on 
some specific quadratic forms. We will then introduce two local operators 1; and SL such 
that 1;; 5 T,, < S;. We shall prove that for quadratic forms, 1; and S;l are asymptotically 
equivalent when h --+ 0. By applying these results on Taylor expansion of C” functions, 
we shall obtain the final consistency result: 
TILu(x) = u(x) + c(k)~(u)h,~ + o(h2); if Du(x) # 0. 
6.1. Preliminary heuristic study 
We suppose that the weight function k is radial. Let introduce the real function f 
such that k(x) = f(lx]). It is interesting to search minimal conditions on /G to get Mean 
Curvature Motion. In [ 131, Ishii makes the only assumption that p is summable and that 
d’ fw-” + rNP2 dr < +oo. In this paper, we suppose that k is continuous, and that it is 1 
decreasing outside a ball that is: there exists R > 0 such that f is decreasing over [R, +oo[. 
Theses hypotheses may seem strong enough, but in fact they are not very restrictive. From 
a technical point of view, these assumptions will allow to apply Lebesgue’s dominated 
convergence theorem. When h tends to 0 what is the asymptotic behavior of (*): 
Tl(x + hblyf + . + h,bN-1y;--1) ? 
With a simple heuristic argument, we shall see that isotropic invariance implies that this 
quantity only depends on the mean curvature of the quadratic form. Indeed, let us denote 
rt~( h) the inf sup and follow the argumentation developed in [ 121. By definition the level 
set x + hbiyf + ... + hbN--ly&-l = m(h) separates R” into two parts with the same 
measure with respect to the probability measure so that for all h > 0, we have 
(6.1) . 
.I I 
m(h)-h(h,yf+...+bnr_I!/L,-1) 1 
k(x) dzdy1 . . . dyy,-, = -. 
RN-1 . -czxz 2 
When h = 0, the symmetry of Ic implies m(h) = 0, and the level surface associated with 
the inf sup is the hypersurface z = 0. We then define two functions cp(m, h) and $(m: h) 
depending of the N - 1 parameters bl,. . . . blh7-l, by 
(6.2) 
and 
(6.3) 
cp(m h) = 
N-l 
rr- h c biy&;.. , YA-1 dY1 . ..dYK-l 
1=1 
N-l 
m - h c biy?,yl,...,yN-l 
i=l 
By using the radial symmetry of k, if we differentiate formally Equation (6.1), we find 
m’(h)$(m(h), h) - 
(2) To simplify the notations, for a quadratic form Q we will note ThQ instead of Th(2(()) as we already did 
it above. 
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We take h, = 0 and set 
F. CA0 
I 
.+OC 
c(k) = gv - 1) 
r”.f(r) dr 
(6.4) ’ & 
I’ 
r’v-2f(r) dr 
. 0 
We obtain an explicit expression of m’(0) 
(6.5) b;. 
Note that the term after c(k) in Equation (6.5) is by definition the mean curvature of 
the quadratic form, so that 
m’(0) = c(k)/%;. 
where 6 is the mean curvature of the quadratic form at the origin. The formal differentiation 
we made to compute m’(0) is now to be justified. Let us consider the ordinary differential 
equation 
(6.6) 
where cp and 11, are defined in (6.2) and (6.3) and the bi are considered as parameters. 
These two functions are continuous and near 0, $J is strictly positive: This is a consequence 
of the hypotheses upon h. We separate the integrals in the definition of ‘p and li, into two 
parts; if we choose R > 0 large enough. we can make the integral outside D(0, R) as 
small as we want, since we assumed that f is nonincreasing far from the origin and that it 
is small at infinity. Inside D(0, R). continuity is a consequence of Lebesgue’s convergence 
Theorem. By Peano’s Theorem, we then know that Equation (6.6) admits a solution, and 
by the definition of m, we know that it is unique so that et = nl. Thus, 
(6.7) m(h) = C(k)& 
6.2. Notations, introduction of two local operators 
We saw in the preceding section that the behavior of the filter Th is quite simple on 
very specific quadratic forms: The second derivative is zero in the direction of the gradient 
and there are no cross-terms zyi involving the gradient direction (the other ones 9iy.j can 
always be eliminated by diagonalizing the second derivative in the hypersurface orthogonal 
to the gradient). Unfortunately, it will not be as easy as soon as the quadratic form contains 
cross-terms. One way to solve this problem is to find local versions of the filter Tt, that 
can be more easily described than TI, itself. We set r = h” where $ < r? < 1 will be 
determined later in the analysis. Let 
(6.8) I;Iu(x) = inf SUP 
BEBh yGBrD(0.r) 
‘4X + Y) 
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and 
(6.9) S;;u(x) = d’Ff& sup u(x + y). 
BCD(O,r) YEB 
The notation is redundant since T can be expressed as a function of h, but as in the 
AMSS case, it aims at insisting on the geometric interpretation of this parameter. It is 
obvious that for any x E R” 
(6.10) I;u(x) 5 T/&(x) < q&(x) 
since in 1;, we take the sup on smaller elements, and in S;l we take the inf on a smaller 
family of structuring elements. 
6.3. Generalization to any quadratic form 
Let us define a quadratic form 
N-l N-l 
Q(x) = px + ax2 + C hyz + C CixYi, 
i=l i=l 
where x = (x,yi,... , yN-i) E RN. The case where the gradient equal to 0 will be 
treated separetely. The case with a gradient term will be studied via 1; and S;l. Each time, 
we shall assume without any restriction, that the gradient term p is strictly positive. Let 
N-l 
Q(X) = PX + /XX2 + C,“y’ bi$ + x,=1 CiXyi. 
LEMMA 6.1. - Let p > 0. 
(6.11) IL (PX + UX2 + Ne biyz + *e CiXyi) 2 C(k)PGh2 + 0(h2), 
i=l i=l 
where IC. is the mean curvature at the origin. 
Proof - First, we get rid with the N - 1 cross-terms xyi by remarking that 
X2 
CiXYi L -ICil F + ElJP > ( > 
where E = he, 0 being a small parameter that will be determined later. Thus, 
N-l N-l N-l 
PX + ax2 + C big: + C CiXyi > PX + a(E)X2 + C bi(E)yz> 
i=l i=l i=l 
where 
(l(E) = n - &Cl c ICiJ 
i 
hi(E) = bi + EjCil 1<1:<N-1. 
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As in [ 121 we eliminate the x2 term by using morphological invariance. Let T](S) the 
real function 
g(s) = s - ;s2. 
(where a stands for G(E)). For s < (2n)-‘p” = O(E), 9 is increasing so we can use it as a 
contrast change. Indeed, in the ball with radius ‘r, we have: 
!V - 1 
If we choose 0 small enough, 1‘ = O(E) when h tends to 0, and the quadratic form takes 
its values in an interval where .y is inversible. We then have 
> ,y-‘(I;;(g(px + o~(E):r:‘) + 1 h&):1/f))). 
(6.13) using morphological invariance 
2 g-‘(I;,‘(pz + c h$f - J$x? + c h,yF)” - 2+2 + c b;y,2))), 
I I I 
(in the last inequality, we did not write the dependence of n and b; upon E). In the ball 
of radius r, we have 
and 
We now choose H small enough such that 30 - 26 > 2, yielding ~~‘7s = I. This is 
feasible since we assume o > $. We are then led to study 
I;;(p:r: + c bi(E)Yf). 
,  I  I  
= g-‘(l&m + c bi(E)yf) + o(h2)). 1 
We use the same kind of arguments as in our preliminary study. Indeed, 
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Here hbi stands in fact for hbi(e) = hbi - h’+‘Ic;I. D e fi ne ml(h) by Equation (6.1) where 
bi is replaced by bi(&). We can also define two functions pl and $J~ as in Equations (6.2) 
and (6.3) with bi = bi(&). Note that the first derivative of the function hbi(e) at h = 0 is 
equal to bi. By the same argument as above, we prove that cpl and $1 are continuous so 
that by Peano’s Theorem, ml is solution of the ordinary differential equation 
&(h) = dmdh), h, 
4lMhL h) 
and ml(O) = 0. 
We then find that ml(h) = c(k)prch + o(h) w h ere K is the mean curvature of the quadratic 
form at the origin. Since h = O(T), this value is attained inside D(0, r). To see this, we 
take y1 = . . . = yN-l = 0. The Inf-Sup is attained for 2 = ml/p. Thus Equation (6.12) 
becomes 
I;(Q) 2 g-l(c(k)Kph2 + ~(h,~)). 
Remarking that g-‘(s) = s + O(E-‘s~), we conclude that 
I;(Q) > c(k)tsph’ + o(h’) q . 
Conversely, to find an upper bound of ThQ, we study S;lQ. 
LEMMA 6.2. - We have 
(6.14) 
K-1 N-l 
5’; PZ + UZJT~ + 1 biyz + C CiZyi 5 C(k)6 . h2 + o(h2). 
i=l i=l 
Proof. - We use the same argument as for the study of 1;. We first eliminate the 
cross-terms by using 
The same calculation as above with the constrast change eliminates the x2 term and, after 
a short computation, we are led to study 
S;l(prc + h c b&)y;). 
The used structuring elements are included in D(0, T), but this ball is bigger and bigger 
for the shrinking probability measure &. In fact, there is less and less difference between 
the whole space and D(0, T) when we shrink the probability measure. More precisely, 
(6.15) 
For h > 0, denote mz(h) the Inf-Sup attained in Equation (6.15). By definition, for any h 
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that is 
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XD(O,f+(X) dx= ;. 
We now use the fact that k is small at infinity to minimize the effect of x~(~,~). 
Since K = 
I 
IslYk(x) dx < t-cc, 
. R” 
(6.16) I k(x) dx < g. 
Jlxl>n 
Then, for any h > 0 
(6.17) f = / I’ 
p-‘(m2(h-h c, b,(h)?/: 
, RN-’ . -m 
(6.18) 
.p-+~>(h--h-j-~ br(h)y; 
‘1 
XD(O,;)~(X) dx by definition 
‘) 
k(x) dx since k is nonnegative 
i 
from Equation (6.16) 
= ; + Khd-“), 
Formally, if $1 - CI) > 1, the first derivative of the function defined on the right-hand 
side of (6.18) at h = 0 must be equal to 0. As we assumed Q > f, this implies y > 3. 
We are led again to 
m2(h) = c(k)+ + o(h). 
Again, we made a formal differentiation in Equation (6.18) that we now justify. We can 
define two functions (p2 and 4~~ by: 
and 
(6.20) cp2(mz, h) = .I’ 
N-l 
Y/“k RN-’ 
( m - h c bi(h)$, yl, . . , YN-1 xl,@,,;) dyl . . . dyN-l 
i-l 
and by 
and 
cpdm, 0) = dk(m, ~1,. . .,a--l)&l...&/N-1. , 
TOME 77 - 1998 - No 9 
PARTIAL DIFFERENTIAL EQUATIONS AND MATHEMATICAL MORPHOLOGY 937 
By using Lebesgue’s theorem and the hypotheses on lo, it is easy to check that these 
functions are continuous; we finally use Peano’s theorem to prove that rn2 has a derivative 
at 0 and that it verifies 
m;(h) = cpZbG)> f4 
@2(m2(% f4 
and mz(O) = 0. 
Moreover b;(h) has a derivative at 0 and b:(O) = b;. Then the differentiation we made in 
Equation (6.18) is justified and m;(O) = c(k)~. We conclude exactly as in Lemma 6.1 that 
N-l 
s; px + 1 b,(h)yj = c(k)h2 + o(h2) 
and we compose by the inverse of the contrast change g as above. q 
N-l N-1 
COROLLARY 6.3. - Let Q(x) = pz + ax2 + 1 biy? + c cixyi. Let p > 0 and K. be the 
i=l i=l 
mean curvature of Q at the origin that is K = 2p-1 c; b;. Then, 
(6.21) T,,Q = c(k)p&h2 + o(h2). 
Proof. - It is a direct consequence of Lemmas 6.1 and 6.2. Indeed, as soon as y > 3, 
we can choose $ < a < 1 such that y( 1 - o) > 1. From Lemmas 6.1 and 6.2, we obtain 
c(k)prch2 + o(h2) 5 I;;Q 
5 ThQ 
5 S;lQ 
5 c(k)pr;h2 + O(h2) 
and the proof is complete. 0 
6.4. Case of a C3 function 
Thanks to 1; and SL, we proved that the weighted median filter applied to quadratic 
forms is local when the scale tends to 0. The result is also true for C3 functions. 
THEOREM 6.4. - Assume that the probability measure k verifies J (xIYk(x) dx < +cc 
with y > 3. We also assume that r = h” with $ < a: < 1. Then, 
(6.22) Thu(x) = U(X) + c(k)+)h2 + o(h2) zfDu(x) # 0: 
where c(k) is a constant only depending on k. 
Proof. - First, by translation invariance and grey level shift invariance, we can assume 
that x = 0 and U(X) = 0. The result is a simple consequence of Taylor expansion. As II, 
is C3, we can write for x E D(0, T) 
N-l N-l 
u(x) = px + ax2 + c biy; + c c+zy, + 0(r3), 
i=l i=l 
with well chosen axes. We also have O(r3) = o(h2). We then use our two local operators 
ri and S;l and we immediately get the result from Corollary 6.3. 0 
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It is clear that if Du(0) # 0, then the consistency is uniform around 0. This means that 
Equation (6.22) is true with a o(h2) term independent of x when x is close enough to 
0: indeed the inverse of p = &(O) appeared only because of the contrast change used 
in the proof of Lemmas 6.1 and 6.2. As u is a smooth function, in a neighborhood of 0 
we can find c > 0 such that [D’LL/ > c > 0 in this neighborhood, and the estimations we 
found are then uniform. When the gradient is equal to 0, we will not have a uniform result, 
but thanks to Lemma 7.1 below and proved in [2], the following lemma will provide a 
sufficient result to establish the convergence of the iterated median filter. 
LEMMA 6.5. - Let cp a C” function. Let x0 E R” such that 
{ 
&(x0) = 0 
D2p(x()) = 0. 
and let xh + x0 when h -+ 0. Then, 
,inl T~cP(xh) -  dxd = o 
/Ii0 h2 
Proof. - Let assume 1x1 < ‘r. By Taylor expansion, we have 
(P(X/, + X) = (p(xh) + (&(xh). x) + (D2p(xh)x> x, + ‘(+ 
the last term O(?) being uniform with respect to h. Set Dv(xh) = ph. We write 
dxh + x) i (p(xh) + Y/LX + K/i /Xl2 + o(T3). 
with well chosen frame axes. From the hypotheses, we can also assume that ph 2 0 and 
Kh > 0 and also ph -+ 0 and Kh + 0 when h tends to 0. Then, 
(6.23) Th(P(xh) - dxh) 
h2 
< $S’/,,(p~,x + K&l”) + 0 
We remark that the level surfaces of phx + Khlx12 are spheres centered at the point 
The zero level surface is completely included in the half-space {X 2 0} and its interior has 
a k-measure strictly less than i. Thus, we can assume that the inf sup of the right-hand 
term in (6.23) is attained with cx 2 0. We are then led to study 
since we do not change the operator (for this particular function) by restricting the 
structuring element to the half space {X > 0). As z 2 0 and 1x1 5 T, we have x2 5 T.Z. 
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By replacing r by its value h” where Q: is chosen as above, we find 
inf 
BEBh 
BcD(O,T) 
< inf 
BEBh 
BcD(O.T) 
XE;;~~w&(~h + Khh”>x + WY: + . . + y;pl)) 
= h(m + Khh”) EEL xEBy;kol x + 
BCD(O,E) 2 
( 
Khh (yf+-.+y;-l) 
ph + Khjla > 
= h(ph + Khh”) 
Ck(N - 1)&h 
Ph + haKh 
+ o( ph :ktKh)) (see Lemma 6.2) 
= h’(c&V - 1)Kh + o(Kh)). 
We can then divide by h2 and let h, tend to 0. As Kh tends to 0, 
(6.24) 
Conversely, 
(6.25) 
,imsup Thdxh) -  dxh) < o 
hi0 h2 
Th(P(xh) - dxh) 
h2 
2 j&(“h:” - KhtXi2) + 0 
with the same hypotheses on ph and Kh as above. We remark that the level surfaces of 
the quadratic form now considered are spheres centered at ($$, 0, . . . , 0). As the zero 
level sphere is included in {x > 0) and its interior has a k-measure strictly less then i, 
we can assume that the Inf-Sup is attained with x < 0. 
In D(O,r) and when z 5 0, we have --x2 > TX. This allows us to eliminate the x2 
term in the quadratic form, we get: 
$h(PhX - &&I”) + 0 $ ( > 
2 +h((ph + Khh*)x - K&f +. . . + y$el)) + 0 
1 
= - inf sup ((Ph+Khha)~-Kh(y;+...+y$--l))+O 
h2 BE5h x~BnD(0,:) 
X<O 
= Ph + K/b” &h 
h 
inf sup X- 
BEB x~BnD(0,;) ph + Khh” 
x50 
= -CL@ - 1)&t + O(Kh) + o(l). 
We let IL tend to 0 and get 
(6.26) 
liminf Thdxh) - dxh) > 0 
h.+O h2 
Finally, from (6.24) and (6.26) 
lim Th(Pcxh) - dxh) 
=o. cl 
h-0 h2 
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7. Convergence of the weighted iterated median filter 
We know that Tt, is consistent with the differential operator of Mean Curvature. We 
shall now prove that the iterated operator T{ tends to the nonlinear semi-group generated 
by Mean Curvature Motion (MC&f). Precisely, if ?~a is a bounded Lipschitz function 
mapping R N in R for h > 0, we define the approximate solutions *u/, as , 
(7.1) suh(x: t) = T;‘u(x) if &I,’ 5 f < (rt, + l)h’. 
We prove the convergence of the scheme. The existence is proved by semi-group theory 
in [lo]. As in the case of the AMSS equation, we use consistency to prove the convergence. 
Problems at critical points are treated with Lemma 6.5, thanks to the following Lemma 
proved in [2], saying that at a critical point, the second derivative of the test function 
can also be assumed equal to 0. 
LEMMA 7.1. - Let u a continuous ,function. Then 11, is subsolution (resp supersolution) of 
ij and only if for all cp E C2(RlY x R+) and x such that %I, - cp has a maximum (resp. 
a minimum) at x, 
g(x) 5 0 (resp. > 0) if Dp(x) = 0 and D’p(x) = 0. 
In other terms, nothing is required at points where the gradient is equal to 0. 
THEOREM 7.2. - Let utg be the approximate solutions dejined as above. Then these 
solutions converge uniformly on every compact set qf R” x R+ towards a function u which 
is solution of the Mean Curvature Motion. 
Prooj: - The proof is exactly the same as in the AMSS case, using consistency at 
noncritical points and Lemmas 6.5 and 7.1 at critical points. Again convergence is a 
consequence of [3]. I7 
Acknowledgments 
The author is grateful to Jean-Michel Morel and Vicent Caselles for all valuable 
conversations we had. 
TOMEi?- 1998~No 9 
PARTIAL DIFFERENTIAL EQUATIONS AND MATHEMATICAL MORPHOLOGY 941 
REFERENCES 
[ I] L. ALVAREZ, F. GUICHARD, P. LIONS and J. MOREL, Axiomatisation et nouveaux opCrateurs de la morphologie 
mathkmatique, Comptes rendus de l’ilcudkmie des Sciences de Paris, 1, 1992, pp. 265-268. 
121 G. BARLES and C. GEORGELIN, A simple proof of convergence for an approximation scheme for computing 
motions by mean curvature, SIAM J. Numer. Anal., 32, 1995, pp. 484-500. 
[3] G. BARLES and P. SOUCANIDIS, Convergence of approximation schemes for fully nonlinear second order 
equations, Asymptoric Analysis, 4, 1991, pp. 27 l-283. 
[4] J. BENCE, B. MERRIMAN and S. OSHER, Diflusion motion generuted by mean curvature, CAM Report 92-18. 
Dept of Mathematics. University of California Los Angeles, April 1992. 
151 F. CAO, Afine invariant semi-groups in image processing, Tech. Rep. 9725, CEREMADE, UniversitC Paris 
Dauphine, Place du Mar&ha1 de Lattre de Tassigny - 75775 PARIS Cedex 16, June 1997. 
[6] F. CAT&, Convergence of iterated afine and morphological,filrers by nonlinear semi-groups theory, Proceedings 
of ICAOS-96 INRIA-CEREMADE, 1996. 
[7] F. CATTB, F. DIBOS and G. KOEPFLER, A morphological scheme for mean curvature motion and application to 
anisotropic diffusion and motion of level sets, S/AM Jour. of Numer. Anal., 32, 1995, pp. 1895-1909. 
[8] Y. CHEN, Y. GICA and S. GOTO, Uniqueness and existence of viscosity solutions of generalized mean curvature 
flow equations, J. Difl Geometry, 33, 1991, pp. 749-786. 
[9] M. CRANDALL, H. ISHII and P. LIONS, User’s guide to viscosity solution of second order partial differential 
equations, Bulletin of the American Mathematical Society, 27, 1992. 
[IO] L. EVANS, Convergence of an algorithm for mean curvature motion, lndiana Univ. Math. Journal, 42. 1993, 
pp. 533-557. 
[ 1 I] L. EVANS and J. SPRUCK, Motion of level sets by mean curvature I, J. of Differential Geometry, 33, 1991, 
pp. 635-68 I, 
[ 121 F. GUICHARD and J. MOREL, Parfial D@erenfial &u&ions and image Iterative Filtering, Tutorial of ICIP95, 
Washington D.C., 1995. 
1131 H. bHII, A generalization of the Bence, Merriman and Osher algorithm for motion by mean curvature, in 
Curvature flows and related topics, GAKUTO, ed., 5, Levico, 1994, pp. 11 l-127. 
[14] J. KOENDERINK, The structure of images, Biol. Cybern., 50, 1984, pp. 363-370. 
[IS] D. MARR, Vision, N.York, W.H. and Co, 1982. 
[ 161 G. MATHERON, Random Sets and lnfegrul Geomerty, John Wiley N.Y., 1975. 
1171 L. MOISAN, Ajjke plane curve evolution: a fully consistent scheme, Tech. Rep. 9628, Cahiers du Ceremade, 
1996. 
1181 D. PASQUIGNON, Approximafion of viscosity solufions by morphological filters, Preprint, 1997. 
[19] A. WITKIN, Scale space,filtering, in Proc. of IJCAI, Karlsruhe, 1983, pp. 1019-1021. 
(Manuscript received July 30, 1997; 
revised May 12, 1998.) 
F. CA0 
Centre de MathCmatiques et leurs Applications, 
Ecole Normale SupCrieure de Cachan, 
61 Avenue du Prisident Wilson, 
94235 Cachan Cedex France, 
E-mail: cao@cmla.ens-cachan.fr 
IOURNAL DE MATHBMATIQUES PURES ET APPLIQ&ES 
