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Introduction 
Let X be a G-space where G is a finite group. The homology and cohomology 
groups H*(X; R) and H*(X; R) admit an induced RG-module structure, where R 
is a commutative ring with identity. In this paper we study the homological proper- 
ties of such modules. In particular, we prove: 
Theorem. Suppose that X is a connected G-space such that cd,(X/G) < 03 or X is 
compact. Assume that for each maximal p-elementary abelian subgroup A G G and 
for each p / IGI, the cohomology spectral sequence of EA XA X+ BA degenerates. 
Then A*(X; R) is RG-projective if and only if A*(X; R) 1 RC is RC-projective for 
each subgroup CL G of prime order. 
This theorem is a refinement of the theorems of Rim [17] and Chouinard [9] 
which assert that projectivity of G-modules may be detected by restriction to the 
Sylow subgroups, respectively, the family of p-elementary abelian subgroups. The 
condition on the spectral sequence cannot be altogether removed. This is shown in 
Section 3. We apply such projectivity criteria to study the question of which G- 
modules arise as the homology (cohomology) of such G-spaces. In particular, ap- 
plications to the Steenrod problem and its generalizations are discussed in Section 3. 
Corollary. Suppose G does not have periodic cohomology. Then there exists a 
ZG-module M which is not isomorphic to the cohomology (homology) of a finite- 
dimensional Moore space with G-action. We may choose M to be Z-free, ZG- 
finitely generated, indecomposable, and with periodic cohomology. 
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Corollary. There exist ZG-modules M and M’ such that M, M’, or MOM are not 
isomorphic to the homology of a Moore space with G-action, but there exists a 
G-space Y such that I?* ( Y) = H,, (Y) @ H,, + , ( Y) =M@M’. Further, Y does not 
have an equivariant homology decomposition (via equivariant Moore spaces). 
The assumption on the dimension of X is not necessary for the conclusion, but 
only for the method of proof. In [l], we indicate how to remove these dimension 
conditions by introducing some recently developed tools from modular representa- 
tion theory. The aim of the present paper is to give the proofs of these less general 
cases using a minimum of machinery from the cohomological aspect of finite trans- 
formation groups and group cohomology. For the convenience of the reader, we 
collect some of these preliminaries in Section 1. Section 2 proves the main results 
of the paper, and Section 3 contains the above-mentioned applications. Further 
applications of these ideas appear in [l-3]. 
1. Preliminaries 
Z denotes the integers and Zp or Fp denote the integers modulo a prime p. 
Let M be a finitely generated RG-module, where R is a commutative ring with 
identity. M is called cohomologically trivial over G, if for all subgroups G’c G, 
A*(G’; M) = 0, where A* is the Tate cohomology. Recall that Ai= H’= Ext$, R) 
for i > 0, and that A*= 0 if and only if A’= Ai+’ = 0 for any i. M is a projective 
RG-module if and only if M is cohomologically trivial over G and R-free. (The 
proof of [17] for R =Z works in general.) In the fundamental paper [17], Rim 
proved that M is ZG-projective if and only if M 1 Zip is ZP-projective for all Sylow 
subgroups PC G. This theorem has proved to be very useful in several areas of 
topology, algebra, and number theory. In this thesis [9] Chouinard improved Rim’s 
theorem (see [12] also for a topological proof): 
1.1. Theorem (Chouinard [9]). M is RG-projective if and only if MIRE is RE- 
projective for all maximal p-elementary abelian subgroups E c G, i.e. E= (i&)” for 
some n. 
This is a great improvement of Rim’s theorem since the cohomological questions 
regarding p-elementary abelian groups are less complicated than similar questions 
about general finite groups whose cohomology rings are not well-understood. On 
the other hand, if G = &)“, the cohomological triviality of a Z-free ZG-module M 
is equivalent to A*(G’; k&M) = 0, where k is any field of characteristic p. In 
fact, since kG is a local ring, cohomologically trivial modules (hence projective and 
injective modules also) are kc-free. The cohomology of (&)” is as follows: 
H*((Z& k)r k[t,, 1.. , tn] @A(s,, . . . ,s,) 
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where Il(si , . . . , s,) is the exterior algebra over k with one-dimensional generators si E 
HI@:; k) and k[t,, . . . , t,] is the polynomial algebra with generators tjEH2(ZJ; k) 
(cf. [8] for details on group cohomology and Tate cohomology). 
We need a few facts from finite transformation groups whose details may be 
found in [5] or [l I]. Let G act on a paracompact topological space X. Then the 
p-singular set of X, denoted by &(X), is the union of all fixed sets of p-subgroups 
of G : Yp(X) = U lK, + XK. Henceforth, we assume that all G-spaces are paracom- 
pact. For paracompact spaces, Tech cohomology, singular cohomology, and co- 
homology with coefficients in a constant sheaf all coincide. 
The cohomological dimension modulo p of a paracompact space Y is defined by 
cd,(Y) =sup, min{n: H’(Y; 9) =0 for all i>n}, where the supremum is taken 
over all sheaves @ over Y. If dim Y< 03, then cd,(Y)< 03 for all p. 
The Smith theorem asserts: If cd,(X) < 03 and G is a p-group, and X is a G-space 
such that H*(X; Zp) = 0, then H*(X’; Z,) = 0. A far reaching generalization of this 
is the localization theorem of Bore1 [5] and its generalizations by Quillen and Hsiang 
[ll]. Let Eo + BG be the universal principal G-fibration and let Eo xc X-% BG be 
the Bore1 construction. Then the equivariant cohomology HG(X; R) =H*(Eo xc X; R) 
is a functor from the category of G-spaces to the category of R-modules. Moreover, 
Hg(X; R) is a module over H*(G; R)sH*(BG; R) via the induced homomor- 
phism n*. If S is a multiplicative subset of H*(G; R) generated by an element t, then 
we denote the localization S-‘W:(X; R)= S-‘H*(G; R)@,,(,; RJ HG(X; R) by 
H;(X; R)[l/t]. 
1.2. Theorem. Let G= (ZP)” and let r be the product of the non-zero classes in 
H’(G; k), where k = FP is the field of characteristic p. Suppose X is a paracompact 
G-space such that cd,(X/G) < 03. Then the inclusion j : Xc 4 X induces an isomor- 
phism j* : Hg(X; k)[l/t]+Hg(X’; k)[l/t]. 
For G = &, , we need to consider T = t E H2(ZP; k) the polynomial generator in 
H*(&; k) = k[t] @A(s). In this case, the Tate cohomology and the localization for 
G-modules are related by the following proposition whose proof follows by inspec- 
tion of the definitions: 
1.3. Proposition. Let M be a k&-module. Then 
ff*(&,; M) f &*(q,; M). Ll 
Thus, the Tate cohomology and the localization in equivariant cohomology are 
intimately related. In particular, since localization is an exact functor, we may 
localize the E2-term of the Serre spectral sequence of Eo xo X-t BG. Using Pro- 
position 1.3, the E2-term becomes I?*(G; H*(X; k)) and the spectral sequence 
converges to Hg(X; k)[l/t]. Since Hz(XG; k) = H*(G; k) Ok H*(XG; k), an appli- 
cation of the localization theorem to Proposition 1.3 yields: 
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1.4. Proposition. Let X be a G-space, where G = ZP and let H* be cohomology with 
k-coefficients, and cd,(X/G)< M. Then there is a spectral sequence whose E2-term 
is Ei j=I?‘(G; HJ(X)), iE Z, jz 0, and it converges to the associated graded 
module of A*(G) Ok H*(X’). 
According to the above, the abutment of the spectral sequence is a free A*(G)- 
module, so that H*(XG) = Hz(X)[l/t] O&*(o) k in terms of the equivariant co- 
homology. A particular case is noteworthy: A connected topological space X is 
called a mod k Moore space if A’(X; k) = 0 except for one dimension i = m, say. If 
x E Xc # 0, G = &, then the spectral sequence of the fibration pair E, xG (X, x) -+ BG 
consists of one line, and we have the following corollary of Proposition 1.4: 
1.5. Proposition. Suppose X is a Moore space on which G = L, acts with XGfO, 
and cd,(X/G) < 03. Then we have 
fl*(X’; k)z.E)*(G; I?*(X; k))@g*(G) k. 
2. Projectivity criteria 
In this section, we present a variation on the Smith theorem as a consequence of 
the localization theorem in equivariant cohomology. The following theorem extends 
the well-known Smith theorem to non-acyclic G-spaces: 
2.1. Theorem. Let G be a finite group, and let X be a connected G-space which is 
either compact, or cd,(X/G) < 03 for a fixed prime p I ICI. Assume that for each 
subgroup CC G of order p, H’(X; FP) is a cohomologically trivial FPC-module for 
each i > 0. Then thep-singular set of X, gP(X), is F,,-acyclic, i.e. Q*(YP(X); iFP) = 0. 
Proof. We may assume that XG#O. If not, consider the suspension ZX together 
with the suspended action on ZX. It is easily verified that 9p(ZX)=ZY’D(X). 
Therefore the conclusion of the theorem about .ZX implies A*($(X); Fp) = 0. Let 
x E Xc be a fixed base point. In the Serre spectral sequence of the Bore1 construction 
(X,x)+E,x,(X,x)+BC, 
we have EiJ = H’(BC, Hj(X, x); FP) = 0 for i > 0 and all j 2 0. Hence this spectral 
sequence collapses. As in Propositions 1.4 and 1.5, let t E H2(C; FP)= FP be a 
generator. Then localization with respect to t yields 
=H*(C; H*(X,x)) 
using the hypothesis on cohomological triviality. By Theorem 1.2, 
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Since Hc*(X’,x; E~)[l/t]=~*(XC,x; E,)OE,A*(C; Fp), it follows that 
H*(X’,x; Fp) = 0. By induction, it follows that for any subgroup Kc G such that 
IX1 =pr and K> C, A*(XK; ffP) = 0. Since the above argument holds for all sub- 
groups of order p, we conclude A*(XK; Ep) = 0 for all p-subgroups Kc G. A 
Mayer-Vietoris argument yields the desired conclusion. 0 
The relative version of the above theorem is also useful. Recall that for a G-map 
f :X+ Y, the mapping cone C, is a G-space, and H,(f)=HH,(Cf) and similarly 
H*(f; R) =H*(Cf; R). Hence H*(f) naturally has a G-module structure. 
2.2. Corollary. Let f: X-t Y be a G-map between G-spaces uch that X and Y are 
either compact or satisfy cdp (X/G) < 03, cd,( Y/G) < 00. Assume that for each sub- 
group CCG, ICI=p, H’(f; FP) IS a cohomologically trivial FPC-module for all 
ir0. Then f j.40p(xj : yP (X) -+ PP ( Y) induces an isomorphism : 
f* : H*G$p-1; Fp,> -+ ff*(&(V; FJ = 0. 0 
From the above, it becomes apparent that the cohomological properties of the 
fixed-point sets of G-spaces may be studied in the context of cohomology of groups. 
The following theorem establishes a converse: 
2.3. Theorem. Let p be a prime divisor of jG ~, and let X be a G-space which is either 
compact or cd,(X/G) < 00. Assume that : 
(1) For each maximalp-elementary abelian subgroup A c G, the spectal sequence 
of X-t E,, xA X+ BA degenerates. 
(2) The p-singular set yP(X) satisfies: yP(X) ZB, and I?*(PP(X); FP) = 0. Then 
H’(X; EP) is cohomologically trivial as an F,, G-module for each i > 0. 
Proof. To prove the conclusion of the theorem, we need to restrict our attention 
to p-elementary abelian subgroups A c G of maximal rank, due to Chouinard’s 
theorem (see Section 1). Thus, we may assume that G is p-elementary abelian. Let 
r be the product of non-zero 2-dimensional classes in H2(G’; FP) where G’c G. 
Since (2) implies that H*(X’: x; 5P) = 0, where XE Xc’ is a base point as before. By 
the localization theorem, H&(X,x; lF,_,)[l/t] = 0. In the Serre spectral sequence 
of (X, x) --t Eo, XG’ (X,x) -, BG’, we may localize E$, * [ 1 /t] = E$ * [l/r] = 0, since 
Ez * [l/r] is the associated graded object corresponding to H&(X,x; 5P) by the 
exactness of the localization (see Propositions 1.4 and 1.5). On the other hand, 
H*(G’; H*(X,x; 1F,)) ; &*(G’; H*(X,x; EP)) 
[I 
and G’c G is any subgroup. The conclusion follows. 0 
220 A. H. Assadi 
Combining the above, we obtain the projectivity criterion below: 
2.4. Theorem. Suppose that X is a connected G-space such that cd,(X/G) < oi, or 
X is compact. Assume that for each maximal p-elementary abelian subgroup A c_ G 
and for each p ( ICI, the spectral sequence of EA XA X + BA degenerates. Then 
R*(X) is UG-projective if and only if R*(X) ) ZC is ZC-projective for each sub- 
group CC G of prime order. 
Proof. Since ZG-projective modules are also ZC-projective, by Theorem 2.1 and 2.3 
we need to show the converse only. The cohomological triviality of A*(X) over G 
is equivalent to the cohomological triviality of A*(X) over C for each prime order 
Cc G. On the other hand, a G-module is LG-projective if and only if it is Z-free 
and G-cohomologically trivial [17]. 0 
We mention a corollary of the relative version. Let R be any commutative ring 
with 1. 
2.5. Corollary. Let f: X+ Y be a G-map between G-spaces as in Corollary 2.2. 
Assume that H,,(f; R) is the only non-vanishing homology. Then H,,(f; R) is RG- 
projective if and only if f * : H*(C; H*( Y; R)) + H*(C; H*(X; R)) is an isomor- 
phism for each Cc G of prime order and H,,( f; R) is R-free. 
Proof. The mapping cone C’ satisfies the hypotheses of the above theorem when 
projectivity is replaced by cohomological triviality. 0 
2.6. Corollary. Let X be a Moore space with G-action such that cd,(X/G) < 00 for 
each p 1 JGI (or X is compact). Let M= n,(X; R). Then M is RG-projective if and 
only if M is RC-projective for each prime order subgroup Cc G. 
Proof. We may assume that XG#O and XE Xc as before. The Serre spectral se- 
quence of EGxGJ (X,x) --f BG’ collapses for each G’c_ G since it has only one row. 
Theorem 2.5 applies. 0 
2.7. Corollary. Suppose X1 and X, are connected G-spaces, and let f: X, +X, be 
a G-map such that EA XA Cf-+ BA has a degenerate spectral sequence for each 
maximal p-elementary abelian subgroup A c G, where CJ is the mapping cone off. 
Assume that H*(Xi; R) are R-free for i= 1,2. Then there exist RG-projective 
modules P, and P, such that H*(X,; R)@ P, = H*(X,; R)@ P2 if and only if 
f * : A*(C; H*(X,; R)) -fi*(C; H*(X,; R)) is an isomorphism for each prime 
order subgroup CL G. 
Proof. We need the following lemma: 
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2.8. Lemma. Let M, and M2 be R-free RG-modules and let v, : MI + M, be an RG- 
homomorphism which induces isomorphisms p* : I?*(G’; MI) --f fi*(G’; M,) for 
all G’ c G. Then there are projective RG-modules P, and P2 such that M, @P, z 
MzOP,. 
Proof. By adding a projective RG-module to M,, we may assume that we have a 
surjective RG-homomorphism ~1’ : M, BP, -+ M2. Pz = Ker p’ is R-free and RG- 
cohomologically trivial, hence RG-projective. Since RG is a Frobenius algebra 
(reflexive), the exact sequence 
splits over RG since it is R-split. Therefore, MI @PI GM,@ P,. 0 
We conclude the proof of the corollary as follows: 
Without loss of generality, assume that XF#0+XF (otherwise suspend the G- 
spaces, the actions, and the map). For each n 2 1, G, AS” is a bouquet of IG( 
n-spheres on which G operates freely off the base point, and H,(G+ AS”; R)= RG. 
Here G, is the disjoint union of G with a fixed extra point. The one-point union 
of X, with sufficiently many copies of G, AS” for each n, called Xi, can be induc- 
tively mapped (equivariantly) to X, such that f’ : Xi -+X, induces a surjection in 
homology in all dimensions. The mapping cone CY is a G-space satisfying the 
hypotheses of Theorem 2.4. Hence we have exact sequences 
O+H’(X,; R)-H’(X;; R)+H’(CY; R)-tO 
in which all modules are R-free, Hi(CY; R) is RG-projective, and #(Xi; R)= 
H’(X,; R)@(RG)“’ for some n;. The desired conclusion follows from the above 
lemma. 0 
2.9. Remark. The hypotheses about the degeneration of the spectral sequences of 
the Bore1 constructions in the above results are necessary as will be pointed out in 
the examples of the next section. 
3. Applications 
Since the projectivity criterion and other similar cohomological statements con- 
cern G-modules arising from cohomology of G-spaces, it is worthwhile to see how 
much these results extend to general G-modules. We begin with some algebraic con- 
structions of G-modules which are cohomologically trivial as C-modules for each 
Cc_ G, /C( =p. 
3.1. Lemma. Let M be a ZG-module, where GE (Z$,)“. Then M is ZG-projective if 
and only if M is Z-free and k&M is kG-free for any field k of characteristic p. 
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Proof. If k is a field of characteristic p, then kG is a local ring. Hence the notions 
free, projective, and cohomologically trivial all coincide [17]. On the other hand, 
k@M is kG-free if and only if EP @M is [F,,G-free. The cohomology long exact 
sequence of 0 +MXP’M+ lF,,@M+ 0 shows that FppOM is cohomologically 
trivial if and only if M is cohomologically trivial, since A*(G’, M) is p-torsion for 
all G’CG. q 
Let k> [F,, be a non-trivial field extension, e.g. k= EPpm where m> 1. Let O+I+ 
kA 5 k + 0 be the augmentation sequence, where A E (x1, . . . ,x, > is a p-elementary 
abelian group with generators {x1, .,. , x,]. Then I has kA-module generators 
{x,-l,... ,x,-l}. Let a=(at ,..., a,)Ek”, and consider u,=l+C:=,a,(xj-l)~kA. 
It is easily seen that u:= 1 so that U, generates a cyclic subgroup S= (u,} of order 
p in kA provided that o ~0. We always assume a#0 in the sequel unless the con- 
trary is stated explicitly. 
3.2. Lemma. (i) kA is a free kS-algebra. 
(ii) If a$[F,“Ck”, then StlA={l}. 
Proof. This is included in [lo] and [6]. See also [15]. We include a sketch of the 
proof for the convenience of the reader. Let a =,& and choose (Pz, . . . , ,!I, _ , } such 
that {&...,Pn) are linearly independent vectors in k”. Set pj = (a{, . . . , ct,‘) and 
choose elements Uj= 1 + Cr=, a,/(Xi- 1). It turns out that {u,, . . . , u,} generate kA 
as a k-algebra if and only if det(cx() #O, i.e. { /3,, . . . , p,} are linearly independent. 
It follows that kA is free as a kS-algebra with basis represented by { P2, . . . , j3, }. 
(ii) Clear. q 
3.3. Lemma. (i) Let k be the trivial S-module. Then for all CC G of orderp the kA- 
module kA &s k is kc-free upon restriction to kc, provided that a $ Ei c k”. 
(ii) The kA-module kA OkS k is not kA-free. 
Proof. From Lemma 3.2(i), it follows that we can perform homological algebra 
(as far as restriction and induction are considered) with respect to the subgroups 
S of Lemma 3.2 (called shifted cyclic subgroups, see [6,15]) as if they were sub- 
groups of G itself. Therefore we can apply the Mackey formula (cf. [S]). Thus 
kAOks k j kC is isomorphic to the direct sum of the induced representations 
indh )(k) =I kc. Hence it is free over kc. 
(ii) Follows from the Shapiro Lemma which is valid due to Lemma 3.2(i). 
H*(A; kA @JkS k) zH*(S; k) #O. (A dimension count also yields: dim, kA gkS k 
=P ‘- ’ while dim, kA =p”). q 
3.4. Proposition. Let G be a finite group such that I?*(G; F,,) is not periodic. Then 
there exists a finitely generated Z-free UG-module M such that M is ZC-projective 
for all prime order subgroups CC G, but M is not ZG-projective. Further, we may 
Integral representations I 223 
choose M such that l?*(G; M) is periodic of period two if p = odd, and of period 
one if p = 2. M may be chosen to be indecomposable. There are infinitely many non- 
isomorphic such M. 
Proof. The hypothesis implies that G contains a subgroup A E(&)” for n22. Let 
k be a Galois field, say k = F,, q =pm, m > 1, and choose SC kA C kG as in Lemma 
3.2. Let N= kG@,s k. Since N= kGOkA (kA OkS k), from the above lemmas it 
follows that the kG-module N is not kS-free, but it is kc-free for all CC G of prime 
order. Since H*(S; k) is periodic (of period 2 if p=odd and of period 1 if p=2), 
H*(G; N)zH*(S; k) is also periodic. To obtain M, choose an exact sequence 
0 --f M’+ (ZG)‘+ N-t 0 for some appropriate 1, since dimFy N< 00. It is clear that 
M’ satisfies all the required properties. Furthermore, any indecomposable summand 
of M’ is either ZG-projective or it has non-vanishing periodic Tate cohomology 
which are ZC-projective for each prime order CC G. There is at least one indecom- 
posable summand A4 which is not ZG-projective, and satisfies all the asserted pro- 
perties of the proposition. The rest is also clear. 0 
We apply the above proposition to see that the degeneration hypothesis on the 
Serre spectral sequence of EA xA X 4 BA in theorems and related corollaries of 
Section 2 cannot be removed. For example, let G = Z,, x Zp and consider a module 
M as in Proposition 3.4 with is not G-projective, but M ) ZC is ZC-projective for 
all CCG, ICI =p. If there exists a connected G-space X for which A*(X)=:, it 
follows that Eo xc X-* BG has non-zero differentials in its Serre spectral sequence. 
Moreover, by arranging Xc #0, we conclude that Eo xo (X,x) + BG also must 
have non-zero differentials in its Serre spectral sequence, XEX’. In particular, if 
M is G-indecomposable, then there cannot exist such a G-space, because in this case 
the spectral sequence of Eo xG (X,x) -+ BG must have only one row. This gives us 
the following corollary: 
3.5. Corollary. Suppose G does not have periodic cohomology. Then there exists a 
ZG-module M which is not isomorphic to the cohomology (homology) of a finite- 
dimensional Moore space with G-action. We may choose M to be U-free, ZG- 
finitely generated, indecomposable, and with periodic cohomology. 
Proof. G must contain a subgroup A 3 &)“, YI 2 2. Then take M as in Proposition 
3.4. The assertion about homology follows similarly, using the universal coefficients 
formula for a L-free M. 17 
This corollary provides a negative answer to the Steenrod problem [16] and 
an alternate proof of a theorem of Carlsson [7] for G = Z$_, x ZP. The finite- 
dimensionality condition is not necessary in the above theorem, but we have to use 
more sophisticated results from modular representation theory as in [l]. For discus- 
sions and related results on the Steenrod problem see [4,7,14,18,20] and their 
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references. For G = Q(2”) = the generalized quaternionic group of order 2”, Vogel 
[21] constructed a counterexample to the Steenrod problem. A simplification of 
Vogel’s argument has been published in [4]. We point out a more elementary proof 
for the finite-dimensional case, and we refer the reader to [l] for the general case. 
Let 0~ Q(2”) be the central element, so that (0) is of order 2 and D= Q(2”)/(o) 
is the dihedral group of order 2”- ‘. Then D > Zz x Z2 and we may choose an in- 
decomposable Z-free ZD-module N and regard it as a Q-module, using Proposition 
3.4, where Q = Q(2”). Now suppose that X is a connected Q-space, dim X< 03 (or 
just cd#/Q)) and I?*(X) ZN as ZQ-modules. Let XQ#O, and x,XQ, without 
loss of generality. From the localization theorem, it follows that if we localize with 
respect to s~H’((o); iFZ), t#O (see also Proposition 1.4 and 1.5), then: 
qg~‘? =H*((o); N@[F2) 
=l?*((a>; N@ 5,)&0((a); NO 5,)@fi*((a>; ff,) 
z [(NO IF,)O/(l + a>(N@ 1F,)] @A*(@>; F,). 
Hence H*(J?“, x; IF,) EN@ [F,. Since we arranged for this module to be ff,[D]- 
indecomposable, X(O) must be a (mod 2) Moore space on which D acts. This con- 
tradicts the projectivity criterion (Corollary 2.5), since N@ [F, is not F,[D]- 
projective, although it is [F,[C]-projective for all CCD of order 2. Thus we have 
proved 
3.6. Corollary. Let G= the generalized quaternion group of order 2”~ 8. Then 
there exist ZG-modules M such that M is not isomorphic to the homology of any 
finite-dimensional Moore space with G-action. 
See [I] for another proof without the finite-dimensionality hypothesis. 
When the G-module M is not indecomposable, we may still have a G-space X such 
that A,(X)=M as ZG-modules, and M would satisfy the properties asserted in 
Proposition 2.4. As mentioned above, the differentials in the Serre spectral sequence 
of EG xc (X,x) --t BG will not be all zero. To see an example, let M be a G-module 
as in Corollary 3.5 and 3.6. Consider the following exact sequence: 
Let X1 = Vi’= t (G, AS”); and X, = Vy= t (G, AS”)~, the bouquets of n-spheres which 
are freely permuted off the base point. The homomorphism v,: (ZG) 2 (ZG)$ is 
seen to be the induced homomorphism f* : Hn(X,) + H,(X,) via an appropriately 
chosen G-map f: X, +X2. The mapping cone of f, say Y, is a G-space with 
H,(Y) = M and H,+,(Y) = M’, and without the G-action, Y is homotopy equivalent 
to a bouquet of n-spheres and (n + 1)-spheres for n L 2. Since M’ also satisfies the 
same properties as M (in fact M’= M@ P, where P is ZG-projective), we conclude 
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that MOM’ is ZC-projective for all prime order subgroups Cc G while it is not 
ZG-projective. Hence we have 
3.7. Corollary. There exist ZG-modules M and M’ such that M, M’, or MOM’ are 
not isomorphic to the homology of a Moore space with G-action, but there exists 
a G-space Y such that 8,(Y) = H,,( Y) 0 H, + ,( Y) zM@M’. Further, Y does not 
have an equivariant homology decomposition (via equivariant Moore spaces). 
Using the technique of Proposition 3.4, we can construct decomposable ZG- 
modules which are not realizable by any G-space. Let G = &, x Zp, and consider the 
modules M, and M, as in Proposition 3.4, corresponding to /3, = (a:, ai) and 
p2 = (a:, ai) with the notation of Lemma 3.2. Choose PI and p2 to be linearly in- 
dependent in k2, and such that M, = kG OkS, k and M2 = kG@,s, k be the cor- 
responding induced modules, where Sj = (Uj) C kG, Uj = 1 + Et= 1 r~{(~i - 1). We may 
assume that M, and M2 are kc-projective for all CC G, /Cl =p while Mi and 
M, @M2 are not kG-projective. Let H*(S;; k)= k[t;] @A@,), where t;=P(s;), 
p: H1(Si : k) + H2(Si; k) is the isomorphism induced by the Bockstein. 
3.8. Lemma. Any H*(G; k)-homomorphism of any degree rr0, d: Hj(G; n/r,)+ 
Hj(G; M2) vanishes for all j >O. 
Proof. Since {p,, p2} are linearly independent elements of k2, the elements { ur, u2} 
generate kG as a k-algebra. Hence k(u,, u2> g kG and H*(G; k) E k[t,, t2] @A(sl, s2). 
The annihilating ideals of H*(G; Ml)= H*(S1; k)zk[t,] @A@,) and H*(G; M2)z 
H*(&; k)= k[t2] @A(s2) (as k[t,, t2] @A(s,,s,)-modules) are generated respectively 
by k[t2] @A(s,) and k[t,] @A(+). Therefore, any k[t,, t2] @A(s,,s,)-homomorphism 
d as above vanishes for all j>O. q 
3.9. Theorem. There does not exist a finite-dimensional connected G-space X such 
that I?*(X; k) EM, @ M2 as kG-modules. 
Proof. Since M, and M2 are kG-indecomposable by construction, any G-space X 
for which R*(X; k) zMM, @M2 must satisfy H”(X; k) EM, and Hm(X; k) =M2 for 
n I m > 0. If n = m, then we are done by Corollary 3.5. Consider the Serre spectral 
sequence of EG xc (X,x) + BG where we arrange XEX’ # 0. The only possible 
non-zero differential is d :,,I$im+ 1 +,l$+~p+~j+mpn+ ’ (n > m) and it is an H*(G; k)- 
homomorphism. Since E:i,+, GE;/ and E~~~~~~j’m-n’l~E~i”-“~j’M~n” are 
non-zero only for j=n, and they are isomorphic to H*(G; M,) and H*(G; M,) 
respectively, we conclude that d must be zero by the above lemma. Hence, the spec- 
tral sequence degenerates and we may apply the projectivity criterion, Corollary 2.5. 
Since Ml @M2 is not kG-projective, but kc-projective for all CL G, ICI =p, we get 
a contradiction. 0 
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It is clear that we may generalize the above theorem to M,@ ... @M,. cor- 
responding to {pi, . . . , /I,.}, where PjEk” (~222, G=&)“) are such that {pi,pj} 
are linearly independent for each pair i#j. The condition on finite-dimensionality 
may be dropped and we can also choose Z-free ZG-modules Mj in the above. These 
are indicated in [l] and require more sophisticated tools. 
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