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5Средства декомпозиции предикатов разрабаты
вались в работах Ю.Н. Павловского, М.Ф. Бонда
ренко, Ю.П. ШабановаКушнаренко, А.И. Маль
цева [1–4]. Однако обзор работ этих авторов пока
зал, что в области аппарата декомпозиции обнару
живается недостаток обоснованных, не требующих
проверки эквивалентности полученного результата
исходному предикату, и в то же время рациональ
ных методов, позволяющих получать компактное
бинарное представление. Следует отметить, что
почти все имеющиеся формальные средства деком
позиции предикатов в указанных работах не учи
тывают зависимости между переменными. Учет та
ких особенностей в строении предиката позволяет
выполнять его декомпозицию более рациональ
ным путем. Между тем теория реляционных баз
данных предлагает средства декомпозиции отно
шений в виде утверждений о зависимостях между
атрибутами. Если взять во внимание наличие связи
между реляционными отношениями и предиката
ми, то можно использовать средства декомпозиции
отношений для декомпозиции предикатов. Как по
казал анализ литературы, такие средства в аппарате
алгебры предикатов на данный момент отсутству
ют.
Целью данной статьи является разработка би
нарной конъюнктивной декомпозиции функцио
нальных предикатов.
Функциональным (однозначным) назовем пре
дикат P∈Pre(S) с функциональной зависимостью
X→Y, для которого X∪Y=V. Иначе говоря, в функ
циональном предикате должна содержаться функ
циональная зависимость, которая охватывает все
его переменные. Предикат P∈Pre(S) может содер
жать функциональную зависимость X→Y, но при
этом не быть функциональным. Это возможно
в случае, когда X∪Y≠V, т. е. когда функциональная
зависимость охватывает не все переменные преди
ката P.
Для постановки задачи вводим обозначения, харак
теризующие предметное пространство. Пусть задан
остов T⊆V×U, а конечное множество V состоит из двух
непересекающихся групп переменных: X={x1,x2,…,xm}
и Z={z1,z2,…,zn}, т. е. V={x1,x2,…,xm,z1,z2,…,zn}. В качестве
универсума предметов выбирается произвольное
непустое не более чем счетное множество U, эл
ементы которого называются предметами. Пусть
предметное пространство S размерности n образу
ется с помощью остова T как декартово произведе
ние областей изменения переменных из V.
Теперь задан произвольный конечный предикат
P∈Pre(S) с функциональной зависимостью X→Z.
Необходимо выполнить бинарную декомпозицию
предиката P(X,Z) с помощью одной вспомогатель
ной переменной.
С точки зрения дальнейшей реализации модели
важно, чтобы результат декомпозиции получился
как можно более компактным (формулы получен
ных предикатов должны быть простыми, как и вы
ражаемые ими отношения). Для этого надо, чтобы
число значений вспомогательной переменной
в пределах предикатов, полученных в результате
декомпозиции, было минимальным.
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ной декомпозиции предикатов, гарантирующим
корректность результата, является, декартова де
композиция [1], которая позволяет выполнять де
композицию любых конечных предикатов,
а не только функциональных. Хотя недостатки
этого метода и обсуждались ранее, рассмотрим де
картову декомпозицию как отправную точку для
поиска более рационального метода в смысле эко
номии аппаратных ресурсов.
Для выполнения декартовой декомпозиции
предиката P∈Pre(S) необходимо в явном виде
представить его область истинности. В качестве та
кого вида можно использовать совершенную нор
мальную дизъюнктивную форму, предиката P.
Пусть PT – область истинности предиката P, PT⊆S.
Тогда
где r – количество кортежей отношения PT (кото
рое будет конечно в силу конечности предиката P).
Согласно методу декартовой декомпозиции вво
дится вспомогательная переменная y со значения
ми B={b1,b2,…,br}, которые интерпретируются как
уникальные имена кортежей отношения PT. Каждо
му кортежу из PT произвольным образом взаимно
однозначно сопоставляется уникальное имя:
(1)
На основе системы (1) определяется вспомога
тельный предикат Py:
(2)
Так как предикат Py(X,Z,y) выражает взаимно од
нозначное соответствие между каждым кортежем
(X,Z) и его именем y, то он удовлетворяет паре функ
циональных зависимостей y↔{x1,x2,…,xm,z1,z2,…,zn}.
Тогда в силу следствия из теоремы Хеза предикат
Py(X,Z,y) удовлетворяет зависимости конъюнкции
^{{x1,y},{x2,y},…,{xm,y}, {z1,y},{z2,y},…,{zn,y}}. Бинар
ная декомпозиция предиката Py выполняется с по
мощью кванторов существования в соответствии
с последней зависимостью.
Предикат Py связан с исходным P равенством
(3)
Действительно, последовательно применяя к
правой части (3) тождество (2) и равенство (1),
имеем
Таким образом, декартова декомпозиция P(X,Z)
выполняется путем построения вспомогательного
предиката Py(X,Z,y) в соответствии с равенствами
(1), (2) и последующей бинарной декомпозицией
Py(X,Z,y) с помощью кванторов существования.
Равенство (3) позволяет вернуться к исходному
предикату P(X,Z).
Недостатком такой декомпозиции является то,
что переменная y принимает столько же значений
в рамках предиката Py и его проекций, сколько
кортежей содержит область истинности предиката
P. Будем считать, что это максимальное количество
значений вспомогательной переменной, которое
требуется для бинарной декомпозиции предиката,
поскольку такого количества всегда достаточно.
Кроме того, при декартовой декомпозиции не учи
тываются характерные особенности строения пре
диката для того, чтобы уменьшить число значений
вспомогательной переменной.
Задача состоит в том, чтобы, используя функ
циональную зависимость (и другие зависимости
при их наличии в предикате), выполнить бинар
ную декомпозицию либо непосредственно с помо
щью кванторов существования, либо с предвари
тельным введением одной вспомогательной пере
менной с минимальным количеством значений.
Введем несколько обозначений. Через PT обоз
начим область истинности предиката P∈Pre (S),
PT⊆S. Предикат P(X,Z) с зависимостью X→Z мож
но рассматривать как сюръективную функцию p:
A→C, где
A=PT[X]⊆DomX,C=PT[Z]⊆DomZ. (4)
Пусть r – число кортежей отношения A, l – чи
сло кортежей отношения C. Т. к. для любого с–∈C
найдется a–∈A такой, что с–=p(a–), то p:A→C – сю
ръекция. Для любого предиката P(X,Z) с зависимо
стью X→Z справедливо неравенство r≥l, поскольку
в разных кортежах (a–,с–)∈PT значения с могут пов
торяться, а значения a– – нет. Учитывая зависи
мость X→Z, число кортежей в отношении PT будет
равно r, т. е. числу кортежей отношения A.
При декартовой декомпозиции предиката
P(X,Z) число значений вспомогательной перемен
ной y в рамках полученных формул будет равно ко
личеству всех кортежей отношения PT, которое
совпадает с количеством элементов области опре
деления функции p:A→C, т. е. k=r.
В силу принципа однозначности [3] все морфо
логические модели, построенные на его основе,
являются функциями [2, 3]. При этом оказывается,
что количество элементов области определения та
ких функций сильно превосходит количество эл
ементов области значений.
Рассмотрим модель флексии как функцию
p:A→C. Область определения такой функции – это
различные наборы признаков, характеризующие
влияние контекста на флексию (окончание),
область значений – множество всех флексий. Ко
личество элементов множества A лежит в пределах
от 103 до 104, тогда как количество элементов мно
жества C составляет от 101 до 102.1 2 1 2
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Смысл предлагаемого ниже метода состоит в том,
чтобы соотнести вспомогательную переменную, ко
торая вводится с целью бинарной декомпозиции
предиката P(X,Z) не с областью определения функ
ции p:A→C (как это происходит при декартовой де
композиции), а с областью ее значений или со вспо
могательной областью, которая строится на ее осно
ве. Кроме того, предлагаемый метод учитывает функ
циональную зависимость в исходном предикате. Тем
самым предполагается сократить количество значе
ний вспомогательной переменной до минимума.
В предлагаемом методе будут повсеместно ис
пользоваться зависимости конъюнкции вида
X→>x1|x2|…|xn, которые являются мощным инстру
ментом декомпозиции предикатов. Непосред
ственными операторами декомпозиции в данном
методе являются кванторы существования.
Перейдем к описанию метода бинарной деком
позиции предиката P(X,Z) с функциональной зави
симостью X→Z, где X={x1,x2,…,xm}, Z={z1,z2,…,zn}.
Прежде всего, рассмотрим тривиальную ситуа
цию – когда группа переменных  состоит только
из одной переменной, т. е. m=1. Тогда на основании
следствия из теоремы Хеза функциональная зависи
мость x→{z1,z2,…,zn} влечет зависимость конъюнк
ции ^{{x,z1},{x,z2},…{x,zn}}. Бинарная декомпозиция
P(x,Z) выполняется на основе последней зависимо
сти с помощью кванторов существования. Вспомо
гательная переменная не требуется. Но это триви
альный случай, не характерный для задач реальной
сложности, поэтому будем полагать, что m≥2.
С точки зрения строения исходного функцио
нального предиката возможны три разные ситуа
ции, которые определяют последовательность дей
ствий для достижения бинарной декомпозиции
минимальной ценой. Рассмотрим каждый случай
в порядке возрастания сложности.
При бинарной декомпозиции функционального
предиката P(X,Z) прежде всего надо проверить, яв
ляются ли аргументы {x1,x2,…,xm} описываемой
функции p: A→C независимыми друг от друга. Вза
имная независимость переменных x1,x2,…,xm в пре
дикате P(X,Z) означает выполнение зависимости
Z→>x1|x2|…|xm. Для строгой проверки предиката P(X,Z)
на наличие зависимости Z→>x1|x2|…|xm необходимо
выполнить дизъюнктивное разложение предиката
P(X,Z) по переменным Z. После этого c помощью
утверждения этого разложения можно точно устано
вить, выполняется зависимость Z→>x1|x2|…|xm в пре
дикате P(X,Z) или нет. Если предикат P(X,Z) удовле
творяет зависимости Z→>x1|x2|…|xm, то бинарная де
композиция выполняется достаточно просто. При
этом возможны две ситуации.
Первая ситуация имеет место, когда группа пе
ременных Z состоит из одной переменной – z. Тогда
вспомогательная переменная не требуется: бинар
ная декомпозиция P(X,z) выполняется с помощью
кванторов существования непосредственно на ос
нове данной зависимости конъюнкции, которую
можно представить в виде ^ {{x1,z},{x2,z},…,{xm,z}}. Это
самый простой случай. Чуть более сложный слу
чай – когда группа Z состоит из двух и более пере
менных; тогда имеет место вторая ситуация.
Во второй ситуации надо заменить группу пере
менных Z одной вспомогательной переменной y,
после чего осуществить переход к двум вспомога
тельным предикатам – P1(X,y) и P2(y,Z), – которые
являются результатом промежуточной декомпози
ции предиката P(X,Z). Бинарная декомпозиция
предикатов P1(X,y) и P2(y,Z) осуществляется с по
мощью кванторов существования на основе зави
симостей конъюнкции ^{{y,x1},{y,x2},…,{y,xm} и
^{{y,z1},{y,z2},…,{y,zn}} соответственно, которые, как
будет показано далее, выполняются в силу постро
ения этих предикатов.
Если P(X,Z) не удовлетворяет зависимости
Z→>x1|x2|…|xm, то имеет место самая сложная ситуа
ция из трех возможных. Здесь так же происходит
переход к вспомогательным предикатам P1(X,y) и
P2(y,Z) с последующей бинарной декомпозицией
последних. Однако способ образования данных
вспомогательных предикатов в этом случае гораздо
сложнее.
В первой ситуации ясно как проводить бинарную
декомпозицию функционального предиката P(X,Z).
Ситуация, когда предикат P(X,Z) удовлетворяет
зависимости Z→>x1|x2|…|xm и группа переменных Z
включает более одной переменной, является до
вольно распространенной, поскольку аргументы
функции, как правило, не зависят друг от друга.
Однако если предикат P(X,Z) выражает частичную,
а не определенную всюду функцию из DomX
в DomZ, то указанная зависимость может не вы
полняться.
Выполним дизъюнктивное разложение преди
ката P по переменным Z:
(5)
где множество C определяется выражением (4),
а l – число кортежей отношения C. Тогда функцию
p:A→C, описываемую уравнением P(X,Z)=1, в яв
ном виде можно выразить системой вида
(6)
где (ci1,ci2,…,cin)∈C, i=1,2,…,l.
Выполним декомпозицию этих уравнений
за счет введения вспомогательной переменной y
со значениями B={b1,b2,…,bl}, которые будем пони
мать как уникальные имена кортежей отношения
C. Каждому кортежу (ci1,ci2,…,cin)∈C произвольным
образом ставим во взаимно однозначное соответ
ствие его уникальное имя b∈B с помощью следую
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(7)
На основании (7) образуем вспомогательный
предикат P2:
(8)
В силу такого построения предикат P2(y,Z) со
держит пару функциональных зависимостей
y↔{z1,z2,…,zn}.
Преобразуя систему (6) на основе уравнений
(7), получим
(9)
С помощью выражения (9) образуем вспомога
тельный предикат P1:
(10)
Т. к. P1(X,y) был образован из P(X,Z) с зависимо
стью {z1,z2,…,zn}→>x1|x2|…|xm путем взаимно одноз
начной замены каждого значения переменной Z
значением переменной y, то предикат P1(X,y) будет
содержать зависимость y→>x1|x2|…|xm.
Нетрудно показать, что предикат P выражается
через P1 и P2 в виде
(11)
Применив тождество (2) к правой части равен
ства (11) и пользуясь законами для операций под
становки, получим
Последнее выражение представляет собой
дизъюнктивное разложение предиката P в виде (5),
из чего следует справедливость (11).
После построения предикатов P1 и P2 можно
выполнить их бинарную декомпозицию. Бинар
ная декомпозиция предиката P1(X,y) выполняется
с помощью кванторов существования на основе
зависимости конъюнкции ^{{x1,y},{x2,y},...,{xm,y}},
бинарная декомпозиция P2(y,Z) – на основе зави
симости ^{{y,z1},{y,z2},...,{y,zn}}, которая имеет ме
сто в силу функциональной зависимости
y→{z1,z2,…,zn} и следствия из теоремы Хеза. Таким
образом, бинарная декомпозиция предиката
P(X,Z) выполнена.
Определим границы, в пределах которых дол
жно находиться количество значений вспомога
тельной переменной, введенной с целью бинарной
декомпозиции функционального предиката.
Пусть k – число значений вспомогательной пере
менной y. Когда предикат P(X,Z) с зависимостью
X→Z так же удовлетворяет зависимости Z→>x1|x2|…|xm,
то при его бинарной декомпозиции описанным
выше способом имеем k=l, где l – количество эл
ементов множества C=PT[Z]. Это минимальное ко
личество значений вспомогательной переменной,
так как оно равно количеству элементов области
значений функции p:A→C. Поэтому данная ситуа
ция устанавливает нижний предел для параметра k.
Как показано выше, верхним пределом параме
тра k является r – количество элементов множества
A=PT[X] (когда вспомогательная переменная y вво
дится на основе декартовой декомпозиции преди
ката P(X,Z) и количество ее значений равно коли
честву элементов области определения функции
p:A→C. Следовательно, при выполнении бинарной
декомпозиции функционального предиката с по
мощью одной вспомогательной переменной пара
метр k должен лежать в пределах l≤k≤r.
Последняя и самая сложная ситуация с точки
зрения бинарной декомпозиции функционального
предиката P(X,Z) имеет место тогда, когда зависи
мость Z→>x1|x2|…|xm не выполняется. В данном слу
чае так же требуется вспомогательная переменная.
Она будет введена после того, как будет сформиро
вана система специальных подмножеств множе
ства A, определяемого выражением (4). Значения
вспомогательной переменной в данном случае бу
дут выступать в качестве имен этих подмножеств.
При таком подходе, с одной стороны, во вспомога
тельных предикатах будут выстроены зависимости,
которые позволят выполнить их бинарную деком
позицию. С другой стороны, будет образовано ми
нимально необходимое количество указанных под
множеств, что сведет количество значений вспомо
гательной переменной к минимуму.
Введем обозначения: c–i=(ci1,ci2,…,cin), Z c
–
i=z1ci1,z2ci2,…zncin
i=1,2,…,l. Предикат P(X,c–i) описывает полный про
образ {X|(X,c–i)=1} элемента c
–
i∈C при отображении
p:A→C. Обозначим множество {X |(X,c–i)=1} через





l)} является разбиением множества
A[M]. Элементы разбиения называют слоями. Каж
дый элемент c–i=(ci1,ci2,…,cin)∈C можно рассматри
вать как составное имя соответствующего ему слоя
s(c–i), поскольку данное соответствие взаимно од
нозначно (это так называемое каноническое ото
бражение [4]).
Чтобы выполнить бинарную декомпозицию
предиката P(X,Z), используя минимум значений
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Для каждого слоя s(c–i)={X |P(X(c
–
i)=1}, i=1,2,…,l,





Amg⊆Domxm, i=1,2,…,l, q=1,2,…,ki выбирается про
извольно в пределах своего домена. Множества
D1i,D2i,…,Diki назовем параллелепипедами слоя s(c
–
i)
(по аналогии с термином из функционального
анализа). В силу условия (12) семейство паралле
лепипедов {D1i,D2i,…,Diki} является покрытием слоя
s(c–i).
Таким образом, предлагается для каждого слоя s
(c–i) подобрать минимальное количество mмерных
параллелепипедов пространства Dom X, которые
совместно покрывают этот слой.
Для выполнения декомпозиции вводим вспомо
гательную переменную y со значениями b1,b2,…,bk,
которые будем понимать как имена всех паралле
лепипедов, построенных в рамках данной модели;
k – общее число построенных параллелепипедов,
k=k1+k2+…+kl, {b1,b2,…,bk}=B. Мы стремимся сде
лать множество значений вспомогательной пере
менной y минимальным, поэтому задача состоит
в том, чтобы количество элементов ki в каждом се
мействе {D1i,D2i,…,Diki}, удовлетворяющем условию
(12), было минимальным.
Определим границы, в пределах которых будет
колебаться количество значений k вспомогатель
ной переменной y при указанном способе ее зада
ния.
Пусть ri – количество всех кортежей слоя s(c
–
i)
разбиения множества A, i=1,2,…,l. Тогда
r1+r2+…+rl=r, r – число кортежей множества A.
Так как отдельно взятый кортеж (a1, a2,…, am)∈A
можно рассмотреть как параллелепипед
{a1}×{a2}×…×{am}⊂A, то для каждого слоя всегда
можно подобрать покрытие, состоящее из таких
одноэлементных параллелепипедов. Число таких
параллелепипедов для слоя s(c–i) совпадает с числом
всех кортежей этого слоя и равно ri, i=1,2,…,l. Поэ
тому число ri возьмем в качестве максимального
значения для параметра ki.
Минимально возможное значение параметра ki
равно 1, когда слой s(c–i) сам по себе является па
раллелепипедом пространства Dom X. Но этот слу
чай возможен не для всех полных прообразов s (c–i),
иначе, выполнялась бы зависимость Z→>x1|x2|…|xm.
Следовательно, каждое число ki, i=1,2,…,l удовле
творяет неравенству 1≤ki≤ri. Так как k1+k2+…+kl=k,
то, выполнив суммирование по всем индексам
i=1,2,…,l, получим предельные значения параметра
k:l≤k≤r.
В силу построения покрытий каждое значение
ki будет минимальным, i=1,2,…,l, поэтому и сумма
k1+k2+…+kl=k будет минимальной.
Тогда в ситуации, когда зависимость
Z→>x1|x2|…|xm в функциональном предикате P(X,Z)
не выполняется, количество значений вспомога
тельной переменной, введенной для бинарной де
композиции, будет находиться в допустимых пре
делах от l до r и при этом будет минимальным.





После того как для каждого слоя P(X,c–i),
i=1,2,…,l, построено минимальное покрытие (13)
можно перейти к построению вспомогательных
предикатов.
Каждому параллелепипеду произвольным обра
зом взаимно однозначно сопоставим уникальное
имя b∈B (уникальное для всей модели, а не только
в пределах данного слоя). Последовательно рас
сматривая каждый слой P(X,c–i), i=1,2,…,l, поло
жим, что
(14)
На основании (14) образуем вспомогательный
предикат P1:
(15)
Так как k1+k2+…+kl=k, то P1 можно представить
в более удобном виде:
В соответствии с утверждением X→>Y и
Y∪Z→>W, X∪Z→>W\(Y∪Z), предикат P1(X,y) удо
влетворяет зависимости y→>x1|x2|…|xm, т. к. для
каждого bj∈B
Благодаря тому, что покрытие каждого слоя со
стоит только из параллелепипедов, вспомогатель
ный предикат P1(X,y) удовлетворяет зависимости
y→>x1|x2|…|xm или, что то же самое, ^{{x1,y},
{x2,y},…,{xm,y}}. На основе этой зависимости можно
выполнить бинарную декомпозицию P1.
Заметим, что система уравнений (14), i=1,2,…, l,
равносильна одному уравнению P1(X,y)=1.
Строим второй вспомогательный предикат.
Как говорилось выше, функцию p:A→C, опи
сываемую уравнением P(X,Z)=1, в явном виде
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можно выразить системой равенств (6). С учетом
(13) и (14) каждое уравнение из системы (6) можно
представить в виде:
(16)
Уравнения (16), i=1,2,…, l, связывают имена па
раллелепипедов с именем слоя, покрытие которого
они образуют.
На основании (16) образуем вспомогательный
предикат P2:
(17)
Система уравнений (16), i=1,2,…,l, равносильна
одному уравнению P2(y,Z)=1.
Заметим, что предикат P1(X,y) описывает всюду
определенное многозначное отображение из мно
жества A во множество B, т. к. параллелепипеды, по
крывающие один и тот же слой, могут пересекаться,
а значит, кортеж a–∈A может входить в разные па
раллелепипеды. Но параллелепипеды, покрываю
щие разные слои разбиения пересекаться не могут,
поэтому каждый параллелепипед является подмно
жеством только одного слоя. Следовательно, преди
кат P2(y,Z) описывает функцию из множества B
во множество C, т. е. содержит функциональную за
висимость y→{z1,z2,…,zn}. Тогда в силу следствия
из теоремы Хеза предикат P2(y,Z) удовлетворяет за
висимости конъюнкции ^{{y,z1},{y,z2},…,{y,zn}}, кото
рая позволяет выполнить его бинарную декомпо
зицию.
Предикаты P1 и P2 образованы так, что предста
вляют собой результат декомпозиции исходного
предиката P. Покажем, что P выражается через P1 и
P2 в виде (11).
Действительно, пользуясь тождеством 
и законами для операций подстановки, имеем
Далее, используя (13) и (5), получим
что и требовалось.
После того, как вспомогательные предикаты
построены, остается выполнить их бинарную де
композицию. Бинарная декомпозиция предиката
P1(X,y) выполняется с помощью кванторов суще
ствования на основе зависимости конъюнкции
^{{x1,y},{x2,y},…,{xm,y}}, P2(y,Z) – на основе зависи
мости ^{{y,z1},{y,z2},…,{y,zn}}. Тем самым бинарная
декомпозиция исходного предиката P(X,Z) выпол
нена; при этом k – число значений переменной y
в полученных предикатах – является минималь
ным и лежит в пределах l≤k≤r.
На основе описанного метода разработан алго
ритм выполнения бинарной декомпозиции функ
циональных предикатов.
Пусть задан конечный предикат P(X,Z) с функ
циональной зависимостью X→Z. Для выполнения
его бинарной декомпозиции с помощью одной
вспомогательной переменной, принимающей ми
нимально возможное количество значений, надо
выполнить следующие шаги.
1. Выполнить дизъюнктивное разложение предика
та P(X,Z) по переменным Z(5). С помощью утвер
ждения: X→>Y и Y∪Z→>W, X∪Z→>W\(Y∪Z),
по виду разложения проверить, выполняется
зависимость Z→>x1|x2|…|xm в предикате P(X,Z)
или нет.
Если указанная зависимость выполняется,
то дальнейшие шаги зависят от количества пере
менных Z={z1,z2,…,zn}: если n=1, то перейти к
пункту 2; если n>1, то перейти к п. 3. Если зави
симость Z→>x1|x2|…|xm не выполняется, то перей
ти к п. 5.
2. В данном случае предикат P(X,z) удовлетворяет
зависимости конъюнкции ^{{z,x1},{z,x2},…,{z,xm}}.
C помощью кванторов существования на основе
данной зависимости выполнить бинарную де
композицию P (X,z). Бинарная декомпозиция
предиката P (X,Z) выполнена.
3. По формулам (7) ввести вспомогательную пере
менную.
4. По формулам (8) образовать вспомогательный
предикат P2(y,Z). По формулам (9), (10) образо
вать вспомогательный предикат P1(X,y). Перей
ти к пункту 7.
5. Каждый предикат P(X,c–), i=1,2,…,l представить
в виде выражения (13) так, чтобы число слага
емых было минимальным. Ввести вспомога
тельную переменную по формулам (14).
6. По формулам (15) образовать вспомогательный
предикат P1(X,y). По формулам (16), (17) обра
зовать вспомогательный предикат P2(y,Z).
7. Выполнить бинарную декомпозицию вспомо
гательных предикатов на основе содержащихся
в них зависимостей конъюнкции с помощью
кванторов существования: декомпозицию пре
диката P1(X,y) выполнить на основе зависимо
сти ^{{x1,y},{x2,y},…,{xm,y}} декомпозицию пре
диката P2(y,Z) выполнить на основе зависимо
сти ^{{y,z1},{y,z2},…,{y, zn}}. Так как равенство1 2
1
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(11) выражает неэквивалентную декомпозицию
предиката P(X,Z) на предикаты P1(X,y) и P2(y,Z),
то бинарная декомпозиция предиката P(X,Z),
выполнена.
Отметим некоторые достоинства и недостатки
предложенного метода для декомпозиции функ
циональных предикатов.
Приведенный выше алгоритм является скорее
инструкцией, чем алгоритмом в строгом смысле,
поскольку пункт 5 является далеко не тривиальной
задачей. Возможность полной алгоритмизации
этой инструкции зависит от того, является ли зада
ча, которая определяется пятым пунктом, алгорит
мически разрешимой.
Достоинством данного метода является воз
можность обрабатывать формулу или отношение
не целиком, а по частям: для каждого полного про
образа его минимальное покрытие параллелепипе
дами подбирается отдельно.
В дальнейшем, на основе предложенного мето
да предполагается построить модель логической
сети для морфологической модели путем бинарной
декомпозиции последней. Полученняе при этом
результаты исследований будут опубликованы до
полнительно.
Выводы
1. Проведен анализ единственного обоснованного
метода бинарной декомпозиции конечных пре
дикатов – метода декартовой декомпозиции.
2. Впервые разработан и обоснован частный ме
тод бинарной декомпозиции для функциональ
ных предикатов, который отличается от общего
метода декартовой декомпозиции тем, что
он основан на анализе зависимостей и количе
ство значений вспомогательной переменной
сведено к минимуму.
3. На основе предложенного метода разработан
алгоритм бинарной декомпозиции функцио
нальных предикатов.
Управление, вычислительная техника и информатика
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