Abstract In this note, we will survey the existing convergence results for random variables under sublinear expectations, and prove some new results. Concretely, under the assumption that the sublinear expectation has the monotone continuity property, we will prove that L p convergence is stronger than convergence in capacity, convergence in capacity is stronger than convergence in distribution, and give some equivalent characterizations of convergence in distribution. In addition, we give a dominated convergence theorem under sublinear expectations, which may have its own interest.
Introduction
It is well known that limit theory plays an important role in probability theory and statistics. Let (Ω, F , P ) be a probability space and {X, X n , n ≥ 1} be a sequence of random varialbes. Then we have the following convergences:
• {X n , n ≥ 1} is said to almost surely converge to X, if there exists a set N ∈ F such that P (N) = 0 and ∀ω ∈ Ω\N, lim n→∞ X n (ω) = X(ω), which is denoted by X n a.s.
−→ X or X n → X a.s.
• {X n , n ≥ 1} is said to converge to X in probability, if for any ε > 0, lim n→∞ P ({|X n − X| ≥ ε}) = 0, which is denoted by X n P −→ X.
• {X n , n ≥ 1} is said to L p converge to X (p > 0) if lim n→∞ E[|X n − X| p ] = 0, which is denoted by X n L p −→ X.
• {X n , n ≥ 1} is said to converge to X in distribution, if for any bounded continuous function f , lim n→∞ E[f (X n )] = E[f (X)], which is denoted by X n d −→ X.
• {X n , n ≥ 1} is said to completely converge to X, if for any ε > 0, ∞ n=1 P ({|X n − X| ≥ ε}) < ∞, which is denoted by X n c.c.
−→ X (see [4] ).
• {X n , n ≥ 1} is said to s-L r converge to X (r > 0) if −→ X as k → ∞;
• if X n d −→ C, where C is a constant, then X n P −→ C;
• if X n d −→ X, then by Skorokhod's theorem, there exist a sequence of random variables {Y, Y n , n ≥ 1} such that for any n ≥ 1, X n and Y n have the same distribution, X and Y have the same distribution, and Y n a.s.
−→ Y .
Recently, motivated by the risk measures, superhedge pricing and modeling uncertain in finance, Peng [6] - [12] initiated the notion of independent and identically distributed (IID) random variables under sublinear expectations, proved the weak law of large numbers and the central limit theorems, defined the G-expectations, G-Brownian motions and built Itô's type stochastic calculus.
In this note, we will survey the existing convergence results for random variables under sublinear expectations, and prove some new results. Concretely, under the assumption that the sublinear expectation has the monotone continuity property, we will prove that L p convergence is stronger than convergence in capacity, convergence in capacity is stronger than convergence in distribution, and give some equivalent characterizations of convergence in distribution. In addition, a dominated convergence theorem under sublinear expectations is given, which may have its own interest.
Sublinear expectations
In this section, we present some basic settings about sublinear expectations. Please refer to Peng [6] - [12] for more details.
Let Ω be a given set and let H be a linear space of real functions defined on Ω such that for any constant number c, c ∈ H; if X ∈ H, then |X| ∈ H; if X 1 , . . . , X n ∈ H, then for any
for some C > 0, m ∈ N depending on ϕ.
Definition 2.1 A sublinear expectationÊ on H is a functionalÊ : H → R satisfying the following properties:
For simplicity, we assume that Ω is a complete separable metric space, and use B(Ω) to denote the Borel σ-algebra of Ω. Further, we assume that there exists a family P of probability measures on (Ω, B(Ω)) such thatÊ
[X] = sup
Suppose that for any A ∈ B(Ω), I A ∈ H. Define
Obviously, V (∅) = 0, V (Ω) = 1. 
3 Convergences under sublinear expectations Let (Ω, H,Ê) be a sublinear space introduced in Section 2. We further suppose that for any X ∈ H and any bounded continuous function f , f (X) ∈ H. In this section, we consider the convergences of random variables under sublinear expectations. Let {X, X n , n ≥ 1} be a sequence of random varialbes in H. We have the following convergences:
• {X n , n ≥ 1} is said to quasi-surely converge to X, if there exists a set N ⊂ Ω such that E[I N ] = 0 and ∀ω ∈ Ω\N, lim n→∞ X n (ω) = X(ω), which is denoted by X n q.s.
−→ X or X n → X q.s.
• {X n , n ≥ 1} is said to converge to X in capacity, if for any ε > 0, lim n→∞ V ({|X n − X| ≥ ε}) = 0, which is denoted by X n V −→ X.
• {X n , n ≥ 1} is said to converge to X in distribution, if for any bounded continuous function
• {X n , n ≥ 1} is said to completely converge to X, if for any ε > 0, 
Without the monotone continuity property
In general, we do not have "X n q.s.
−→ X ⇒ X n V −→ X" and the dominated convergence theorem as in the classic probability space.
By using the idea in the sufficiency proof of [2, Theorem 3.2], we give the following dominated convergence theorem.
Proof. The idea comes from the sufficiency proof of [2, Theorem 3.2] . For the reader's convenience, we spell out the details.
By Definition 2.5 and Lemma 2.7, and the assumption that
b for all n ≥ 1 and {X n } is uniformly integrable. For any c > 0, we havê
For any fixed ǫ > 0, as {X n } is uniformly integrable and X ∈ L 1 b , there exists c > 0 such that
Since {X n } converges to X in capacity, there exists N such that for any n ≥ N,Ê[I {|Xn−X|>ǫ/4} ] < ǫ/8c. Obviously, |X n − X|I {|Xn|≤c,|X|≤c} ≤ 2c. Hence, for any n ≥ N, we havê
by Theorem 2.8 and the monotonicity ofÊ, we get that for any
(3.4) 
By (3.4) (setting
By (3.4) , (3.5) , the fact that {X n k } is uniformly integrable and [2, 
With the monotone continuity property
Throughout the rest of the paper, we assume thatÊ has the monotone continuity property ([2, Definition 2.2(vii)]), i.e. for any X n ↓ 0 on Ω, we haveÊ[X n ] ↓ 0. Then we have
By [2, Lemma 3.7], we know that X n q.s.
−→ X. Thus, by Remark 3.2 we can rewrite Theorem 3.1 in this case as follows.
Convergence in capacity
In this subsection, we give some discussions of convergence in capacity. 
Proof. (Necessity) Suppose that {X n ′ } is a subsequence of {X n }. Then X ′ n V −→ X, and thus by [2, Lemma 3.7] , there exists a subsequence
(Sufficiency) We use proof by contradiction. We assume that {X n } does not converge to X in capacity. Then by the definition, there exist ε > 0 and δ > 0 such that
But for any m ≥ n, we have
It contradicts with (3.6). Hence we obtain that {X n } converges to X in capacity. 
Proof. Suppose that {f (X n k )} is a subsequence of {f (X n )}. Then by the assumption and Proposition 3.5, there exists a subsequence
−→ f (X). By Proposition 3.5 again, we obtain that
Convergence in distribution
In this subsection, we discuss convergence in distribution. At first, we prove that convergence in capacity is stronger than convergence in distribution.
Proof. Suppose that X n V −→ X and f is a bounded continuous function. By Corollary 3.6, we get that f (X n ) V −→ f (X). Then by the dominated convergence theorem (see Theorem 3.4 above), we obtain that lim
Now we have the following relations under sublinear expectations as in the classic setting:
In order to state next result, we introduce one notion and one assumption.
Definition 3.8 Let X be a random variable in H. Define a set function C X on (R, B(R)) as follows:
Then C X is a continuous capacity, and we call it the distribution capacity of X.
For simplicity, we define
Assumption (A):
The set {x ∈ R :Ê[I {X=x} ] > 0} is at most countable.
Remark 3.9 Let X be a random variable in H and C X be its distribution capacity. Suppose that C X is 2-monotone, i.e.
It follows that if
{A k , k = 1, 2, . . . , n} satisfies that A i ∩ A j = ∅, ∀i = j, then C X (∪ n k=1 A k ) ≥ n k=1 C X (A k ).
It follows that X satisfies Assumption (A) in this case.
Theorem 3.10 Suppose that {X, X n , n ≥ 1} is a sequence of random variables in the sublinear expectation space (Ω, H,Ê). Define the following six claims:
(2) For any bounded lower semi-continuous function f :
)], and for any bounded upper semi-continuous function
Then we have 
Further, if Assumption (A) holds, then (6) ⇒ (1). Hence, in this case, (1)-(6) are equivalent.
Suppose that f is a bounded lower semi-continuous function, then there exists a sequence {f n } of increasing bounded continuous functions such that f n ↑ f . By (3.7) and the monotone convergence theorem (see Theorem 2.8 above), we get that
If g ′ ≥ g and g ′ is a bounded continuous function, then by (1), we have lim sup
Suppose that g is a bounded upper semi-continuous function, then there exists a sequence {g n } of decreasing bounded continuous functions such that g n ↓ g. By (3.8), we get that
Since g m ↓ g, we have g m (X) − g(X) ↓ 0, and thus
It follows that lim
which together with (3.9) implies that lim sup
Hence (2) holds.
(2) ⇒ (3): Suppose that f is a function in (3). Define
where B(x, 1/n) stands for the open ball {y ∈ R : |y−x| < 1/n}. Then f is a bounded lower semicontinuous function, f is a bounded upper semi-continuous function,
and if x is a continuous point of f , f (x) = f (x) = f (x). By the assumption on f , we havê
which together with (2) implies that
Hence (3) 
It follows that (5) holds. Similarly, we can prove (5) ⇒ (4). 
and lim inf
. By Assumption (A), we get that B is at most countable. For any ε > 0, we construct a partition
, and sup i (t i − t i−1 ) < ε, i = 1, 2, . . . , j. Define B i = {x : t i ≤ f (x) < t i+1 }, i = 0, 1, . . . , j − 1, then B i is an X-q.s. continuous set, and for any X ∈ H,|f (X) − j−1 i=0 t i I B i (X)| < ε. By (6), we know that
(3.10)
By the triangle inequality and the sublinear property, we have
which together with (3.10) implies that lim sup
By the arbitrariness of ε, we get
Hence (1) holds.
Definition 3.11 Let X be a random variable in the sublinear expectation space (Ω, H,Ê).
For any x ∈ R, define
where {X ≤ x} := {ω ∈ Ω|X(ω) ≤ x}. We call (F , F ) the distribution function pair of X. In the following, we only prove the results for F and the proofs for F are similar.
( Theorem 3.13 Suppose that {X, X n , n ≥ 1} is a sequence of random variables in the sublinear expectation space (Ω, H,Ê) and the distribution function pairs are (F , F ), (F n , F n ), n ≥ 1, respectively. Define the following three claims:
(2) for a sequence {a k , b k , k = 1, 2, . . . , n} satisfying a 1 < b 1 < a 2 < b 2 < · · · < a n < b n and
(3) for any point x withÊ[I {X=x} ] = 0, it holds that lim n→∞ F n (x) = F (x) and lim n→∞ F n (x) = F (x).
(1) ⇒ (2) and (1) ⇒ (3).
If X satisfies Assumption (A), then (2) ⇒ (1).
Proof. 
Given ε > 0. For any k, by Assumption (A) and the monotone continuity property of the sublinear expectation, there exists a sub-interval (
, and
It follows that for any m ≥ 1, we have
By (3.11), the monotone property ofÊ, the condition (2), (3.13) and the monotone convergence theorem (Theorem 2.8), we obtain that lim inf
By the arbitrariness of ε, we get that (3.15) and by (3.12), we have By (3.14), (3.18) and Theorem 3.10, we obtain that (1) holds.
Proposition 3.14 Suppose that {X, X n , n ≥ 1} is a sequence of random variables in the sublinear expectation space (Ω, H,Ê) and X n d −→ C, where C is a constant. Then X n V −→ C.
Proof. Denote by (F , F ) the distribution function pairs of X, and by (F n , F n ) the distribution function pairs of X n for any n ≥ 1. We have 
