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TOPOLOGICAL RAMSEY SPACES FROM FRAI¨SSE´ CLASSES,
RAMSEY-CLASSIFICATION THEOREMS, AND INITIAL STRUCTURES IN THE
TUKEY TYPES OF P-POINTS
NATASHA DOBRINEN, JOSE´ G. MIJARES, AND TIMOTHY TRUJILLO
Dedicated to James Baumgartner, whose depth and insight continue to inspire
Abstract. A general method for constructing a new class of topological Ramsey spaces is presented. Mem-
bers of such spaces are infinite sequences of products of Fra¨ısse´ classes of finite relational structures satisfying
the Ramsey property. The Product Ramsey Theorem of Sokicˇ is extended to equivalence relations for finite
products of structures from Fra¨ısse´ classes of finite relational structures satisfying the Ramsey property and
the Order-Prescribed Free Amalgamation Property. This is essential to proving Ramsey-classification theo-
rems for equivalence relations on fronts, generalizing the Pudla´k-Ro¨dl Theorem to this class of topological
Ramsey spaces.
To each topological Ramsey space in this framework corresponds an associated ultrafilter satisfying some
weak partition property. By using the correct Fra¨ısse´ classes, we construct topological Ramsey spaces which
are dense in the partial orders of Baumgartner and Taylor in [2] generating p-points which are k-arrow but
not k + 1-arrow, and in a partial order of Blass in [3] producing a diamond shape in the Rudin-Keisler
structure of p-points. Any space in our framework in which blocks are products of n many structures
produces ultrafilters with initial Tukey structure exactly the Boolean algebra P(n). If the number of Fra¨ısse´
classes on each block grows without bound, then the Tukey types of the p-points below the space’s associated
ultrafilter have the structure exactly [ω]<ω. In contrast, the set of isomorphism types of any product of
finitely many Fra¨ısse´ classes of finite relational structures satisfying the Ramsey property and the OPFAP,
partially ordered by embedding, is realized as the initial Rudin-Keisler structure of some p-point generated
by a space constructed from our template.
1. Introduction
The Tukey theory of ultrafilters has recently seen much progress, developing into a full-fledged area of
research drawing on set theory, topology, and Ramsey theory. Interest in Tukey reducibility on ultrafilters
stems both from the fact that it is a weakening of the well-known Rudin-Keisler reducibility as well as the
fact that it is a useful tool for classifying partial orderings.
Given ultrafilters U ,V , we say that U is Tukey reducible to V (written U ≤T V) if there is a function
f : V → U which sends filter bases of V to filter bases of U . We say that U and V are Tukey equivalent if
both U ≤T V and V ≤T U . The collection of all ultrafilters Tukey equivalent to U is called the Tukey type
of U .
The question of which structures embed into the Tukey types of ultrafilters on the natural numbers was
addressed to some extent in [9]. In that paper, the following were shown to be consistent with ZFC: chains
of length c embed into the Tukey types of p-points; diamond configurations embed into the Tukey types of
p-points; and there are 2c many Tukey-incomparable selective ultrafilters. However, [9] left open the question
of which structures appear as initial Tukey structures in the Tukey types of ultrafilters, where by an initial
Tukey structure we mean a collection of Tukey types of nonprincipal ultrafilters which is closed under Tukey
reducibility.
The first progress in this direction was made in [23], where applying a canonical Ramsey theorem of
Pudla´k and Ro¨dl (see Theorem 13), Todorcevic showed that every nonprincipal ultrafilter Tukey reducible
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to a Ramsey ultrafilter is in fact Tukey equivalent to that Ramsey ultrafilter. Thus, the initial Tukey
structure below a Ramsey ultrafilter is simply a singleton.
Further progress on initial Tukey structures was made by Dobrinen and Todorcevic in [10] and [11].
To each topological Ramsey space, there is a naturally associated ultrafilter obtained by forcing with the
topological Ramsey space partially ordered modulo finite initial segments. The properties of the associated
ultrafilters are inherited from the properties of the topological Ramsey space (see Section 4). In [10], a dense
subset of a partial ordering of Laflamme from [16] which forces a weakly Ramsey ultrafilter was pared down
to reveal the inner structure responsible for the desired properties to be that of a topological Ramsey space,
R1. In fact, Laflamme’s partial ordering is exactly that of an earlier example of Baumgartner and Taylor
in [2] (see Example 21). By proving and applying a new Ramsey classification theorem, generalizing the
Pudla´k-Ro¨dl Theorem for canonical equivalence relations on barriers, it was shown in [10] that the ultrafilter
associated with R1 has exactly one Tukey type of nonprincipal ultrafilters strictly below it, namely that
of the projected Ramsey ultrafilter, and similarly for Rudin-Keisler reduction. Thus, the initial Tukey and
Rudin-Keisler structures of nonprincipal ultrafilters reducible to the ultrafilter associated with R1 are both
exactly a chain of length 2.
In [11], this work was extended to a new class of topological Ramsey spaces Rα, which are obtained
as particular dense sets of forcings of Laflamme in [16]. In [11], it was proved that the structure of the
Tukey types of ultrafilters Tukey reducible to the ultrafilter associated with Rα is exactly a decreasing chain
of order-type α + 1. Likewise for the initial Rudin-Keisler structure. As before, this result was obtained
by proving new Ramsey-classification theorems for canonical equivalence relations on barriers and applying
them to deduce the Tukey and Rudin-Keisler structures below the ultrafilter associated with Rα.
All of the results in [23], [10] and [11] produced initial Tukey and Rudin-Keisler structures which are linear
orders, precisely, decreasing chains of some countable successor ordinal length. This led to the following
questions, which motivated the present and forthcoming work.
Question 1. What are the possible initial Tukey structures for ultrafilters on a countable base set?
Question 2. What are the possible initial Rudin-Keisler structures for ultrafilters on a countable base set?
Question 3. For a given ultrafilter U , what is the structure of the Rudin-Keisler ordering of the isomorphism
classes of ultrafilters Tukey reducible to U?
Question 3 was answered in [23], [10] and [11] by showing that each Tukey type below the associated
ultrafilter consists of iterated Fubini products of p-points obtained from projections of the ultrafilter forced
by the space.
Related to these questions are the following two motivating questions. Before [11], there were relatively few
examples in the literature of topological Ramsey spaces. The constructions in that paper led to considering
what other new topological Ramsey spaces can be formed. Our general construction method presented in
Section 3 is a step toward answering the following larger question.
Question 4. What general construction schemes are there for constructing new topological Ramsey spaces?
We point out some recent work in this vein constructing new types of topological Ramsey spaces. In
[18], Mijares and Padilla construct new spaces of infinite polyhedra, and in [19], Mijares and Torrealba
construct spaces whose members are countable metric spaces with rational valued metrics. These spaces
answer questions in Ramsey theory regarding homogeneous structures and random objects. One of aims
of the present work is to find a general framework for ultrafilters satisfying partition properties in terms of
topological Ramsey spaces. See also [7] for a new construction scheme.
Question 5. Is each ultrafilter on some countable base satisfying some partition relations actually an
ultrafilter associated with some topological Ramsey space (or something close to a topological Ramsey
space)? Is there some general framework of topological Ramsey spaces into which many or all examples of
ultrafilters with partition properties fit?
Some recent work of Dobrinen in [7] constructs high-dimensional extensions of the Ellentuck space. These
topological Ramsey spaces generate ultrafilters which are not p-points but which have strong partition
properties; precisely these spaces yield the ultrafilters generic for the forcings P(ωn)/Fin⊗n, 2 ≤ n < ω. The
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structure of the spaces aids in finding their initial Tukey structures via new extensions of the Pudla´k-Ro¨dl
Theorem for these spaces.
It turns out that whenever an ultrafilter is associated with some topological Ramsey space, the ultrafilter
has complete combinatorics, meaning that in the presence of a supercompact cardinal, the ultrafilter is
generic over L(R). This was proved by Di Prisco, Mijares, and Nieto in [4], building on work of Todorcevic
in [14] for the Ellentuck space. Thus, finding a general framework for ultrafilters with partition properties
in terms of ultrafilters associated with topological Ramsey spaces has the benefit of providing a large class
of forcings with complete combinatorics.
In this paper we provide a general scheme for constructing new topological Ramsey spaces. This con-
struction scheme uses products of finite ordered relational structures from Fra¨ısse´ classes with the Ramsey
property. The details are set out in Section 3. The goal of this construction scheme is several-fold. We
aim to construct topological Ramsey spaces with associated ultrafilters which have initial Tukey structures
which are not simply linear orders. This is achieved by allowing “blocks” of the members of the Ramsey
space to consist of products of structures, rather than trees as was the case in [11]. In particular, for each
n < ω, we construct a hypercube spaceHn which produces an ultrafilter with initial Tukey and Rudin-Keisler
structures exactly that of the Boolean algebra P(n). See Example 24 and Theorems 60 and 67.
We also seek to use topological Ramsey spaces to provide a unifying framework for p-points satisfying
weak partition properties. This is the focus in Section 4. All of the p-points of Baumgartner and Taylor in
[2] fit into our scheme, in particular, the k-arrow, not (k + 1)-arrow p-points which they construct. In the
other direction, for many collections of weak partition properties, we show there is a topological Ramsey
space with associated ultrafilter simultaneously satisfying those properties.
The general Ramsey-classification Theorem 38 in Section 6 hinges on Theorem 31 in Section 5, which
generalizes the Erdo˝s-Rado Theorem (see Theorem 11) in two ways: by extending it from finite linear orders
to Fra¨ısse´ classes of finite ordered relational structures with the Ramsey property and the Order-Prescribed
Free Amalgamation Property (see Definition 29), and by extending it to finite products of members of
such classes. Theorem 31 also extends the Product Ramsey Theorem of Sokicˇ (see Theorem 14) from finite
colorings to equivalence relations, but at the expense of restricting to a certain subclass of those Fra¨ısse´ classes
for which his theorem holds. Theorem 31 is applied in Section 6 to prove Theorem 38, which generalizes
the Ramsey-classification theorems in [10] for equivalence relations on fronts to the setting of the topological
Ramsey spaces in this paper. Furthermore, we show that the Abstract Nash-Williams Theorem (as opposed
to the Abstract Ellentuck Theorem) suffices for the proof.
Section 7 contains theorems general to all topological Ramsey spaces (R,≤, r), not just those constructed
from a generating sequence. In this section, general notions of a filter being selective or Ramsey for the space
R are put forth. The main result of this section, Theorem 56, shows that Tukey reductions for ultrafilters
Ramsey for a topological Ramsey space can be assumed to be continuous with respect to the metric topology
on the Ramsey space. In particular, it is shown that any cofinal map from an ultrafilter Ramsey for R is
continuous on some base for that ultrafilter, and even better, is basic (see Definition 48). This section also
contains a general method for analyzing ultrafilters Tukey reducible to some ultrafilter Ramsey for R in
terms of fronts and canonical functions. (See Proposition 50 and neighboring text.)
Theorems 38 and 56 are applied in Section 8 to answer Questions 1 - 3. All initial Tukey and Rudin-Keisler
structures associated with the ultrafilters generated by the class of topological Ramsey spaces constructed in
this paper are found. Theorem 60, shows that whenever n Fra¨ısse´ classes are used to generate a topological
Ramsey space, then the initial Tukey structure below the associated ultrafilter is exactly the Boolean algebra
P(n). When infinitely many Fra¨ısse´ classes are used, then the initial Tukey structure of the p-points below
the associated forced filter is exactly ([ω]<ω,⊆). In Theorem 66, we find the exact structure of the Rudin-
Keisler types inside the Tukey types of ultrafilters reducible to the associated filter. Theorem 67 shows that
if R is a topological Ramsey space constructed from some Fra¨ısse´ classes Kj , j ∈ J , and C is a Ramsey
filter on (R,≤), then the Rudin-Keisler ordering of the p-points Tukey reducible to C is isomorphic to the
collection of all (equivalence classes of) finite products of members of the classes Kj , partially ordered under
embeddability.
Attributions. The work in Sections 3 - 5 is due to Dobrinen. Section 6 comprises joint work of Dobrinen and
Mijares. Sections 7 and 8 are joint work of Dobrinen and Trujillo, building on some of the work in Trujillo’s
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thesis. The main results in this paper for the special case of the space H2 constitute work of Trujillo in his
PhD thesis [27].
Acknowledgments. The authors gratefully acknowledge input from the first anonymous referee pointing out
an oversight in the first draft which led us to formulate the OPFAP. We also thank the second anonymous
referee for pointing out some typos. Many thanks go to Miodrag Sockicˇ for his thorough reading of previous
drafts, catching typos and some errors which have been fixed.
2. Background on topological Ramsey spaces, notation,
and classical canonization theorems
In [25], Todorcevic distills the key properties of the Ellentuck space into four axioms which guarantee
that a space is a topological Ramsey space. For the sake of clarity, we reproduce his definitions here. The
following can all be found at the beginning of Chapter 5 in [25].
The axioms A.1 - A.4 are defined for triples (R,≤, r) of objects with the following properties. R is
a nonempty set, ≤ is a quasi-ordering on R, and r : R × ω → AR is a mapping giving us the sequence
(rn(·) = r(·, n)) of approximation mappings, where AR is the collection of all finite approximations to
members of R. For a ∈ AR and A,B ∈ R,
(1) [a,B] = {A ∈ R : A ≤ B and (∃n) rn(A) = a}.
For a ∈ AR, let |a| denote the length of the sequence a. Thus, |a| equals the integer k for which a = rk(a).
For a, b ∈ AR, a ⊑ b if and only if a = rm(b) for some m ≤ |b|. a ⊏ b if and only if a = rm(b) for some
m < |b|. For each n < ω, ARn = {rn(A) : A ∈ R}.
A.1 (a) r0(A) = ∅ for all A ∈ R.
(b) A 6= B implies rn(A) 6= rn(B) for some n.
(c) rn(A) = rm(B) implies n = m and rk(A) = rk(B) for all k < n.
A.2 There is a quasi-ordering ≤fin on AR such that
(a) {a ∈ AR : a ≤fin b} is finite for all b ∈ AR,
(b) A ≤ B iff (∀n)(∃m) rn(A) ≤fin rm(B),
(c) ∀a, b, c ∈ AR[a ⊏ b ∧ b ≤fin c→ ∃d ⊏ c a ≤fin d].
We abuse notation and for a ∈ AR and A ∈ R, we write a ≤fin A to denote that there is some n < ω
such that a ≤fin rn(A). depthB(a) denotes the least n, if it exists, such that a ≤fin rn(B). If such an n does
not exist, then we write depthB(a) =∞. If depthB(a) = n <∞, then [depthB(a), B] denotes [rn(B), B].
A.3 (a) If depthB(a) <∞ then [a,A] 6= ∅ for all A ∈ [depthB(a), B].
(b) A ≤ B and [a,A] 6= ∅ imply that there is A′ ∈ [depthB(a), B] such that ∅ 6= [a,A
′] ⊆ [a,A].
If n > |a|, then rn[a,A] denotes the collection of all b ∈ ARn such that a ⊏ b and b ≤fin A.
A.4 If depthB(a) < ∞ and if O ⊆ AR|a|+1, then there is A ∈ [depthB(a), B] such that r|a|+1[a,A] ⊆ O
or r|a|+1[a,A] ⊆ O
c.
The topology on R is given by the basic open sets [a,B]. This topology is called the Ellentuck topology
on R; it extends the usual metrizable topology on R when we consider R as a subspace of the Tychonoff
cube ARN. Given the Ellentuck topology on R, the notions of nowhere dense, and hence of meager are
defined in the natural way. Thus, we may say that a subset X of R has the property of Baire iff X = O∩M
for some Ellentuck open set O ⊆ R and Ellentuck meager set M⊆ R.
Definition 6 ([25]). A subset X of R is Ramsey if for every ∅ 6= [a,A], there is a B ∈ [a,A] such that
[a,B] ⊆ X or [a,B] ∩ X = ∅. X ⊆ R is Ramsey null if for every ∅ 6= [a,A], there is a B ∈ [a,A] such that
[a,B] ∩ X = ∅.
A triple (R,≤, r) is a topological Ramsey space if every property of Baire subset of R is Ramsey and if
every meager subset of R is Ramsey null.
The following result can be found as Theorem 5.4 in [25].
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Theorem 7 (Abstract Ellentuck Theorem). If (R,≤, r) is closed (as a subspace of ARN) and satisfies
axioms A.1, A.2, A.3, and A.4, then every property of Baire subset of R is Ramsey, and every meager
subset is Ramsey null; in other words, the triple (R,≤, r) forms a topological Ramsey space.
For a topological Ramsey space, certain types of subsets of the collection of approximations AR have the
Ramsey property.
Definition 8 ([25]). A family F ⊆ AR of finite approximations is
(1) Nash-Williams if a 6⊑ b for all a 6= b ∈ F ;
(2) Sperner if a 6≤fin b for all a 6= b ∈ F ;
(3) Ramsey if for every partition F = F0 ∪ F1 and every X ∈ R, there are Y ≤ X and i ∈ {0, 1} such
that Fi|Y = ∅.
The Abstract Nash-Williams Theorem (Theorem 5.17 in [25]), which follows from the Abstract Ellentuck
Theorem, will suffice for the arguments in this paper.
Theorem 9 (Abstract Nash-Williams Theorem). Suppose (R,≤, r) is a closed triple that satisfies A.1 -
A.4. Then every Nash-Williams family of finite approximations is Ramsey.
Definition 10. Suppose (R,≤, r) is a closed triple that satisfies A.1 - A.4. Let X ∈ R. A family F ⊆ AR
is a front on [0, X ] if
(1) For each Y ∈ [0, X ], there is an a ∈ F such that a ⊏ Y ; and
(2) F is Nash-Williams.
F is a barrier if (1) and (2′) hold, where
(2′) F is Sperner.
The quintessential example of a topological Ramsey space is the Ellentuck space, which is the triple
([ω]ω,⊆, r). Members X ∈ [ω]ω are considered as infinite increasing sequences of natural numbers, X =
{x0, x1, x2, . . . }. For each n < ω, the n-th approximation to X is rn(X) = {xi : i < n}; in particular,
r0(X) = ∅. The basic open sets of the Ellentuck topology are sets of the form [a,X ] = {Y ∈ [ω]ω : a ⊏ Y
and Y ⊆ X}. Notice that the Ellentuck topology is finer than the metric topology on [ω]ω.
In the case of the Ellentuck space, the Abstract Ellentuck Theorem says the following: Whenever a subset
X ⊆ [ω]ω has the property of Baire in the Ellentuck topology, then that set is Ramsey, meaning that every
open set contains a basic open set either contained in X or else disjoint from X . This was proved by Ellentuck
in [12].
The first theorem to extend Ramsey’s Theorem from finite-valued functions to countably infinite-valued
functions was a theorem of Erdo˝s and Rado. They found that in fact, given any equivalence relation on [ω]n,
there is an infinite subset on which the equivalence relation is canonical - one of exactly 2n many equivalence
relations. We shall state the finite version of their theorem, as it is all that is used in this paper (see Section
5).
Let n ≤ l. For each I ⊆ n, the equivalence relation EI on [l]n is defined as follows: For b, c ∈ [l]n,
b EI c⇐⇒ ∀i ∈ I(bi = ci),
where {b0, . . . , bn−1} and {c0, . . . , cn−1} are the strictly increasing enumerations of b and c, respectively. An
equivalence relation E on [l]n is canonical if and only if there is some I ⊆ n for which E = EI .
Theorem 11 (Finite Erdo˝s-Rado Theorem, [13]). Given n ≤ l, there is an m > l such that for each
equivalence relation E on [m]n, there is a subset s ⊆ m of cardinality l such that E ↾ [s]n is canonical; that
is, there is a set I ⊆ n such that E ↾ [s]n = EI ↾ [s]n.
Pudla´k and Ro¨dl later extended this theorem to equivalence relations on general barriers on the Ellentuck
space. To state their theorem, we need the following definition.
Definition 12. A map ϕ from a front F on the Ellentuck space into ω is called irreducible if
(1) ϕ is inner, meaning that ϕ(a) ⊆ a for all a ∈ F ; and
(2) ϕ is Nash-Williams, meaning that ϕ(a) 6⊏ ϕ(b) for all a, b ∈ F such that ϕ(a) 6= ϕ(b).
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Given a front F and an X ∈ [ω]ω, we let F ↾ X denote {a ∈ F : a ⊆ X}. Given an equivalence relation
E on a barrier F , we say that an irreducible map ϕ represents E on F ↾ X if for all a, b ∈ F ↾ X , we have
a E b↔ ϕ(a) = ϕ(b).
The following theorem of Pudla´k and Ro¨dl is the basis for all subsequent canonization theorems for fronts
on the general topological Ramsey spaces considered in the papers [10] and [11].
Theorem 13 (Pudla´k/Ro¨dl, [22]). For any barrier F on the Ellentuck space and any equivalence relation
on F , there is an X ∈ [ω]ω and an irreducible map ϕ such that the equivalence relation restricted to F ↾ X
is represented by ϕ.
Theorem 13 was generalized to a class of topological Ramsey spaces whose members are trees in [10] and
[11]. In Section 6, we shall generalize this theorem to the broad class of topological Ramsey spaces defined
in the next section.
3. A general method for constructing topological Ramsey spaces
using Fra¨ısse´ theory
We review only the facts of Fra¨ısse´ theory for ordered relational structures which are necessary to this
article. More general background on Fra¨ısse´ theory can be found in [15]. We shall call L = {<} ∪ {Ri}i∈I
an ordered relational signature if it consists of the order relation symbol < and a (countable) collection of
relation symbols Ri, where for each i ∈ I, we let n(i) denote the arity of Ri. A structure for L is of the form
A = 〈|A|, <A, {RAi }i∈I〉, where |A| 6= ∅ is the universe of A, <
A is a linear ordering of |A|, and for each
i ∈ I, RAi ⊆ A
n(i). An embedding between structures A,B for L is an injection ι : |A| → |B| such that for
any two a, a′ ∈ |A|, a <A a′ ↔ ι(a) <B ι(a′), and for all i ∈ I, R
|A|
i (a1, . . . , an(i))↔ R
|B|
i (ι(a1), . . . , ι(an(i))).
If ι is the identity map, then we say that A is a substructure of B. We say that ι is an isomorphism if ι is
an onto embedding. We write A ≤ B to denote that A can be embedded into B; and we write A ∼= B to
denote that A and B are isomorphic.
A class K of finite structures for an ordered relational signature L is called hereditary if whenever B ∈ K
and A ≤ B, then also A ∈ K. K satisfies the joint embedding property if for any A,B ∈ K, there is a C ∈ K
such that A ≤ C and B ≤ C. We say that K satisfies the amalgamation property if for any embeddings
f : A → B and g : A → C, with A,B,C ∈ K, there is a D ∈ K and there are embeddings r : B → D
and s : C → D such that r ◦ f = s ◦ g. K satisfies the strong amalgamation property there are embeddings
r : B → D and s : C → D such that r ◦ f = s ◦ g and additionally, r(B) ∩ s(C) = r ◦ f(A) = s ◦ g(A). A
class of finite structures K is called a Fra¨ısse´ class of ordered relational structures for an ordered relational
signature L if it is hereditary, satisfies the joint embedding and amalgamation properties, contains (up to
isomorphism) only countably many structures, and contains structures of arbitrarily large finite cardinality.
Let K be a hereditary class of finite structures for an ordered relational signature L. For A,B ∈ K with
A ≤ B, we use
(
B
A
)
to denote the set of all substructures of B which are isomorphic to A. Given structures
A ≤ B ≤ C in K, we write
C → (B)Ak
to denote that for each coloring of
(
C
A
)
into k colors, there is a B′ ∈
(
C
B
)
such that
(
B
′
A
)
is homogeneous,
i.e. monochromatic, meaning that every member of
(
B
′
A
)
has the same color. We say that K has the Ramsey
property if and only if for any two structures A ≤ B in K and any natural number k ≥ 2, there is a C ∈ K
with B ≤ C such that C → (B)Ak .
For finitely many Fra¨ısse´ classes Kj , j ∈ J for some J < ω, we write
((Bj)j∈J
(Aj)j∈J
)
to denote the set of all
sequences (Dj)j∈J such that for each j ∈ J , Dj ∈
(
Bj
Aj
)
. For structures Aj ≤ Bj ≤ Cj ∈ Kj , j ∈ J , we
write
(Cj)j∈J → ((Bj)j∈J )
(Aj)j∈J
k
to denote that for each coloring of the members of
((Cj)j∈J
(Aj)j∈J
)
into k colors, there is (B′j)j∈J ∈
((Cj)j∈J
(Bj)j∈J
)
such
that all members of
((B′j)j∈J
(Aj)j∈J
)
have the same color; that is, the set
((B′j)j∈J
(Aj)j∈J
)
is homogeneous. We subscribe
to the usual convention that when no k appears in the expression, it is assumed that k = 2.
We point out that by Theorem A of Nesˇetrˇil and Ro¨dl in [20], there is a large class of Fra¨ısse´ classes of
finite ordered relational structures with the Ramsey property. In particular, the collection of all finite linear
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orderings, the collection of all finite ordered n-clique free graphs, and the collection of all finite ordered
complete graphs are examples of Fra¨ısse´ classes fulfilling our requirements. Moreover, finite products of
members of such classes preserve the Ramsey property, as we now see. The following theorem for products
of Ramsey classes of finite objects is due to Sokic´ and can be found in his PhD thesis.
Theorem 14 (Product Ramsey Theorem, Sokic´ [24]). Let s and k be fixed natural numbers and let Kj ,
j ∈ s, be a sequence of Ramsey classes of finite objects. Fix two sequences (Bj)j∈s and (Aj)j∈s such that
for each j ∈ s, we have Aj ,Bj ∈ Kj and Aj ≤ Bj. Then there is a sequence (Cj)j∈s such that Cj ∈ Kj
for each j ∈ s, and
(Cj)j∈s → ((B)j∈s)
(Aj)j∈s
k .
We now present our notion of a generating sequence. Such sequences will be used to generate new
topological Ramsey spaces.
Definition 15 (Generating Sequence). Let 1 ≤ J ≤ ω and Kj , j ∈ J , be a collection of Fra¨ısse´ classes of
finite ordered relational structures with the Ramsey property. For each k ∈ ω, if J < ω then let Jk = J , and
if J = ω then let Jk = k + 1.
For each k < ω and j ∈ Jk, suppose Ak,j is some fixed member of Kj , and let Ak denote the sequence
(Ak,j)j∈Jk . We say that 〈Ak : k < ω〉 is a generating sequence if and only if
(1) For each j ∈ J0, |A0,j | = 1.
(2) For each k < ω and all j ∈ Jk, Ak,j is a substructure of Ak+1,j .
(3) For each j ∈ J and each structure B ∈ Kj , there is a k such that B ≤ Ak,j .
(4) (Pigeonhole) For each pair k < m < ω, there is an n > m such that
(An,j)j∈Jk → (Am,j)j∈Jk
(Ak,j)j∈Jk .
Remark. Note that (3) implies that for each j ∈ J and each B ∈ Kj , B ≤ Ak,j for all but finitely many k.
We now define the new class of topological Ramsey spaces which are the focus of this article.
Definition 16 (The spaces R(〈Ak : k < ω〉)). Let 1 ≤ J ≤ ω and Kj , j ∈ J , be a collection of Fra¨ısse´
classes of finite ordered relational structures with the Ramsey property. Let 〈Ak : k < ω〉 be any generating
sequence. Let A = 〈〈k,Ak〉 : k < ω〉. A is the maximal member of R(〈Ak : k < ω〉).
We define B to be a member of R(〈Ak : k < ω〉) if and only if B = 〈〈nk,Bk〉 : k < ω〉, where
(1) (nk)k<ω is some strictly increasing sequence of natural numbers; and
(2) For each k < ω, Bk is some sequence (Bk,j)j∈Jk , where for each j ∈ Jk, Bk,j ∈
(
Ank,j
Ak,j
)
.
We use B(k) to denote 〈nk,Bk〉, the k-th block of B. Let R(k) denote {B(k) : B ∈ R(〈Ak : k < ω〉)},
the collection of all k-th blocks of members of R(〈Ak : k < ω〉). The n-th approximation of B is rn(B) :=
〈B(0), . . . , B(n − 1)〉. In particular, r0(B) = ∅. Let ARn = {rn(B) : B ∈ R(〈Ak : k < ω〉)}, the collection
of all n-th approximations to members of R(〈Ak : k < ω〉). Let AR =
⋃
n<ωARn, the collection of all finite
approximations to members of R(〈Ak : k < ω〉).
Define the partial order ≤ on R(〈Ak : k < ω〉) as follows. For B = 〈〈mk,Bk〉 : k < ω〉 and C =
〈〈nk,Ck〉 : k < ω〉, define C ≤ B if and only if for each k there is an lk such that nk = mlk and for all
j ∈ Jk, Ck,j ∈
(
Blk,j
Ak,j
)
.
Define the partial order ≤fin on AR as follows: For b = 〈〈mk,Bk〉 : k < p〉 and c = 〈〈nk,Ck〉 : k < q〉,
define c ≤fin b if and only if there are C ≤ B and k ≤ l such that c = rq(C), b = rp(B), and for each k < q,
nk = mlk for some lk < p.
For c ∈ AR and B ∈ R, depthB(c) denotes the minimal d such that c ≤fin rd(B), if such a d exists;
otherwise depthB(c) =∞. Note that for c = 〈〈nk,Ck〉 : k < q〉, depthA(c) is equal to nq−1 + 1. The length
of c, denoted by |c|, is the minimal q such that c = rq(c). For b, c ∈ AR, we write b ⊑ c if and only if there
is a p ≤ |c| such that b = rp(c). In this case, we say that b is an initial segment of c. We use b ⊏ c to denote
that b is a proper initial segment of c; that is b ⊑ c and b 6= c.
Remark. The members of R(〈Ak : k < ω〉) are infinite squences B which are isomorphic to the maximal
member A, in the sense that for each k-th block B(k) = 〈nk,Bk〉, each of the structures Bk,j is isomorphic
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to Ak,j . This idea, of forming a topological Ramsey space by taking the collection of all infinite sequences
coming from within some fixed sequence and preserving the same form as this fixed sequence, is extracted
from the Ellentuck space itself, and was first extended to more generality in [10].
The above method of construction yields a new class of topological Ramsey spaces. The proof below is
jointly written with Trujillo.
Theorem 17. Let 1 ≤ J ≤ ω and Kj , j ∈ J , be a collection of Fra¨ısse´ classes of finite ordered relational
structures with the Ramsey property. For each generating sequence 〈Ak : k < ω〉, the space (R(〈Ak : k <
ω〉),≤, r) satisfies axioms A.1 - A.4 and is closed in ARω, and hence, is a topological Ramsey space.
Proof. Let R denote R(〈Ak : k < ω〉). R is identified with the subspace of the Tychonov power AR
ω
consisting of all sequences 〈an, n < ω〉 for which there is a B ∈ R such that for each n < ω, an = rn(B). R
forms a closed subspace of ARω, since for each sequence 〈an, n < ω〉 with the properties that each an ∈ ARn
and an ⊏ an+1, then 〈〈depthA(an+1), an+1(n)〉 : n < ω〉 is a member of R. It is routine to check that axioms
A.1 and A.2 hold.
A.3 (1) If depthB(a) = n < ω, then a ≤fin rn(B). If C ∈ [depthB(a), B], then rn(B) = rn(C) and
for each k > n, there is an mk such that (Cmk,j)j∈Jk ≤ (Bk,j)j∈Jk . For each i ≥ |a|, let D(i) be an
element of R(i) such that (Di,j)j∈Ji is a substructure of (Ci,j)j∈Ji isomorphic to (Ai,j)j∈Ji . Let D =
a⌢ 〈D(i) : |a| ≤ i < ω〉 ∈ R. Then D ∈ [a,B], so [a,B] 6= ∅.
(2) Suppose that B ≤ C and [a,B] 6= ∅. Let n = depthC(a). Then n < ∞ since B ≤ C. Let
D = rn(C)
⌢ 〈B(n+ i) : i < ω〉. Then D ∈ [depthC(a), C] and ∅ 6= [a,D] ⊆ [a,B].
A.4 Suppose that B = 〈(nk,Bk) : k < ω〉, depthB(a) < ∞, and O ⊆ AR|a|+1. Let n = |a|. By
(4) in the definition of a generating sequence, there is a strictly increasing sequence (ki)i≥n such that
(Aki,j)j∈Jn →
((Ai,j)j∈Jn
(An,j)j∈Jn
)
, for each i ≥ n. For each i ≥ n, choose some (Ci,j)j∈Ji in
((Bki,j)j∈Ji
(Ai,j)j∈Ji
)
such that
the collection
{〈nki , (Xi,j)j∈Jn〉 : (X i,j)j∈Jn ∈
(
(Ci,j)j∈Jn
(An,j)j∈Jn
)
}
is homogeneous forO. Infinitely many of these (Ci,j)j∈Ji will agree about being in or out ofO. Thus, for some
subsequence (kil )l≥n, there are (Dl,j)j∈Jl ∈
((Cil,j)j∈Jl
(Al,j)j∈Jl
)
such that letting D = a⌢〈〈nkil , (Dl,j)j∈Jl〉 : l ≥ n〉,
we have that rn+1[a,D] is either contained in or disjoint from O. 
We fix the following notation, which is used throughout this paper.
Notation 1. For a ∈ AR and B ∈ R, we write a ≤fin B to mean that there is some A ∈ R such that A ≤ B
and a = rn(A) for some n. For H ⊆ AR and B ∈ R, let H|B denote the collection of all a ∈ H such that
a ≤fin B.
For n < ω, R(n) = {C(n) : C ∈ R}, and R(n)|B = {C(n) : C ≤ B}. B/a denotes the tail of B which is
above every block in a. R(n)|B/a denotes the members of R(n)|B which are above a.
4. Ultrafilters associated with topological Ramsey spaces constructed from
generating sequences and their partition properties
In this section, we show that many examples of ultrafilters satisfying partition properties can be seen to
arise as ultrafilters associated with some topological Ramsey spaces constructed from a generating sequence.
In particular, the ultrafilters of Baumgartner and Taylor in Section 4 of [2] arising from norms fit into this
framework. We begin by reviewing some important types of ultrafilters. All of the following definitions
can found in [1]. Recall the standard notation ⊆∗, where for X,Y ⊆ ω, we write X ⊆∗ Y to denote that
|X \ Y | < ω.
Definition 18. Let U be a nonprincipal ultrafilter.
(1) U is selective if for every function f : ω → ω, there is an X ∈ U such that either f ↾ X is constant
or f ↾ X is one-to-one.
(2) U is Ramsey if for each 2-coloring f : [ω]2 → 2, there is an X ∈ U such that f ↾ [X ]2 takes on exactly
one color. This is denoted by ω → (U)2.
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(3) U is a p-point if for every family {Xn : n < ω} ⊆ U there is an X ∈ U such that X ⊆∗ Xn for each
n < ω.
(4) U is a q-point if for each partition of ω into finite pieces {In : n < ω}, there is an X ∈ U such that
|X ∩ In| ≤ 1 for each n < ω.
(5) U is rapid if for each function f : ω → ω, there exists an X ∈ U such that |X ∩ f(n)| ≤ n for each
n < ω.
It is well-known that for ultrafilters on ω, being Ramsey is equivalent to being selective, and that an
ultrafilter is Ramsey if and only if it is both a p-point and a q-point. Every q-point is rapid.
Let (R,≤, r) be any topological Ramsey space. Recall that a subset C ⊆ R is a filter on (R,≤) if C is
closed upwards, meaning that whenever X ∈ C and X ≤ Y , then also Y ∈ C; and for every pair X,Y ∈ C,
there is a Z ∈ C such that Z ≤ X,Y .
Definition 19. A filter C on a topological Ramsey space R is called Ramsey for R if C is a maximal filter
and for each n < ω and each H ⊆ ARn, there is a member C ∈ C such that either ARn|C ⊆ H or else
ARn|C ∩H = ∅.
Note that a filter which is Ramsey for R is a maximal filter on (R,≤), meaning that for each X ∈ R \ C,
the filter generated by C ∪ {X} is all of R.
Fact 20. Let 〈An : n < ω〉 be any generating sequence with 1 ≤ J < ω. Each filter C which is Ramsey for
R(〈An : n < ω〉) generates an ultrafilter on the base set AR1, namely the ultrafilter, denoted UR, generated
by the collection {AR1|C : C ∈ C}.
Proof. Let U denote the collection of G ⊆ AR1 such that G ⊇ AR1|C for some C ∈ C. Certainly U is a filter
on AR1, since C is a filter on R(〈An : n < ω〉). To see that U is an ultrafilter, let H ⊆ AR1 be given. Since
C is Ramsey for R(〈An : n < ω〉), there is a C ∈ C such that either AR1|C ⊆ H or else AR1|C ∩H = ∅. In
the first case, H ∈ U ; in the second case, AR1 \ H ∈ U . 
One of the motivations for generating sequences was to provide a construction scheme for ultrafilters which
are p-points satisfying some partition relations. At this point, we show how some historic examples of such
ultrafilters can be seen to arise as ultrafilters associated with some topological Ramsey space constructed
from a generating sequence, thus providing a general framework for such ultrafilters.
Example 21 (A weakly Ramsey, non-Ramsey ultrafilter, [2], [16]). In [10] a topological Ramsey space called
R1 was extracted from a forcing of Laflamme which forces a weakly Ramsey ultrafilter which is not Ramsey.
That forcing of Laflamme is the same as the example of Baumgartner and Taylor in Theorems 4.8 and 4.9
in [2]. R1 is exactly R(〈An : n < ω〉), where each An = 〈n,<〉, the linear order of cardinality n. R1 is dense
in the forcing given by Baumgartner and Taylor. Thus, their ultrafilter can be seen to be generated by the
topological Ramsey space R1.
The next set of examples of ultrafilters which are generated by our topological Ramsey spaces are the
n-arrow, not (n+ 1)-arrow ultrafilters of Baumgartner and Taylor.
Definition 22 ([2]). An ultrafilter U is n-arrow if 3 ≤ n < ω and for every function f : [ω]2 → 2, either
there exists a set X ∈ U such that f([X ]2) = {0}, or else there is a set Y ∈ [ω]n such that f([Y ]2) = {1}. U
is an arrow ultrafilter if U is n-arrow for each n ≤ 3 < ω.
Theorem 4.11 in [2] of Baumgartner and Taylor shows that for each 2 ≤ n < ω, there are p-points
which are n-arrow but not (n + 1)-arrow. (By default, every ultrafilter is 2-arrow.) As the ultrafilters of
Laflamme in [16] with partition relations had led to the formation of new topological Ramsey spaces and their
analogues of the Pudla´k-Ro¨dl Theorem in [10] and [11], Todorcevic suggested that these arrow ultrafilters
with asymmetric partition relations might lead to interesting new Ramsey-classification theorems. It turns
out that the constructions of Baumgartner and Taylor can be thinned to see that there is a generating
sequence with associated topological Ramsey space producing their ultrafilters. In fact, our idea of using
Fra¨ısse´ classes of relational structures to construct topological Ramsey spaces was gleaned from their theorem.
Example 23 (Spaces An, generating n-arrow, not (n+1)-arrow p-points). For a fixed n ≥ 2, let J = 1 and
K = K0 denote the Fra¨ısse´ class of all finite (n + 1)-clique-free ordered graphs. By Theorem A of Nesˇetrˇil
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and Ro¨dl in [20], K has the Ramsey property. Choose any generating sequence 〈Ak : k < ω〉. One can check,
by a proof similar to that given in Theorem 4.11 of [2], that any ultrafilter on AR1 which is Ramsey for
R(〈Ak : k < ω〉) is an n-arrow p-point which is not (n+ 1)-arrow.
Let UAn denote any ultrafilter on AR1 which is Ramsey for An. It will follow from Theorem 67 that
the initial Rudin-Keisler structure of the p-points Tukey reducible to UAn is exactly that of the collection
of isomorphism classes of members of K0, partially ordered by embedability. Further, Theorem 60 will show
that the initial Tukey structure below UAn is exactly a chain of length 2.
Remark. In fact, Theorem A in [20] of Nesˇetrˇil and Ro¨dl provides a large collection of Fra¨ısse´ classes of
finite ordered relational structures which omit subobjects which are irreducible. Generating sequences can
be taken from any of these, resulting in new topological Ramsey spaces and associated ultrafilters. (See [20]
for the relevant definitions.)
The next collection of topological Ramsey spaces we will call hypercube spaces, Hn, 1 ≤ n < ω. The idea
for the space H2 was gleaned from Theorem 9 of Blass in [3], where he shows that, assuming Martin’s Axiom,
there is a p-point with two Rudin-Keisler incomparable p-points Rudin-Keisler reducible to it. The partial
ordering he uses has members which are infinite unions of n-squares. That example was enhanced in [9] to
show that, assuming CH, there is a p-point with two Tukey-incomparable p-points Tukey reducible to it. A
closer look at the partial ordering of Blass reveals inside essentially a product of two copies of the topological
Ramsey space R1 from [10]. Our space H2 was constructed in order to construct or force a p-point which
has initial Tukey structure exactly the Boolean algebra P(2). The spaces Hn were then the logical next step
in constructing p-points with initial Tukey structure exactly P(n).
We point out that the space H1 is exactly the space R1 in [10].
Remark. The space H2 was investigated in [27]. All the results in this paper pertaining to the space H2 are
due to Trujillo.
Example 24 (Hypercube Spaces Hn, 1 ≤ n < ω). Fix 1 ≤ n < ω, and let J = n. For each k < ω and
j ∈ n, let Ak,j be any linearly ordered set of size k + 1. Letting Ak denote the sequence (Ak,j)j∈n, we see
that 〈Ak : k < ω〉 is a generating sequence, where each Kj is the class of finite linearly ordered sets. Let
Hn denote R(〈Ak : k < ω〉). It will follow from Theorem 60 that the initial Tukey structure below UHn is
exactly that of the Boolean algebra P(n).
Many other examples of topological Ramsey spaces are obtained in this manner, simply letting Kn be a
Fra¨ısse´ class of finite ordered relational structures with the Ramsey property.
We now look at the most basic example of a topological Ramsey space generated by infinitely many Fra¨ısse´
classes. When J = ω, AR1 no longer suffices as a base for an ultrafilter. In fact, any filter which is Ramsey
for this kind of space codes a Fubini product of the ultrafilters associated with Kj for each index j ∈ ω.
However, the notion of a filter Ramsey for such a space is still well-defined.
Example 25 (The infinite Hypercube Space Hω). Let J = ω. For each k < ω and j ∈ k, let Ak,j be any
linearly ordered set of size k+1. Letting Ak denote the sequence (Ak,j)j∈k+1, we see that 〈Ak : k < ω〉 is a
generating sequence for the Fra¨ısse´ classes Kj being the class of finite linearly ordered sets. Let Hω denote
R(〈Ak : k < ω〉). It will be shown in Theorem 60 that the structure of the Tukey types of p-points Tukey
reducible to any filter CHω which is Ramsey for Hω is exactly [ω]<ω. The space Hω is the first example of a
topological Ramsey space which has associated filter CHω with infinitely many Tukey-incomparable Ramsey
ultrafilters Tukey reducible to it.
We point out that, taking J = ω and each Kj , j ∈ ω, to be the Fra¨ısse´ class of finite ordered (j + 3)-
clique-free graphs, the resulting topological Ramsey space codes the Fubini product seen in Theorem 3.12
in [2] of Baumgartner and Taylor which produces an ultrafilter which is n-arrow for all n.
We conclude this section by showing how the partition properties of ultrafilters Ramsey for some space
constructed from a generating sequence can be read off from the Fra¨ısse´ classes. Recall the following notation
for partition relations. For k > l, any m ≥ 2, and an ultrafilter U ,
(2) U → (U)mk,l
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denotes that for any U ∈ U and any partition of [U ]m into k pieces, there is a subset V ⊆ U in U such that
[V ]m is contained in at most l pieces of the partition. We shall say that the Ramsey degree for m-tuples for
U is l, denoted R(U ,m) = l, if U → (U)mk,l for each k ≥ l, but U 6→ (U)
m
k,l−1.
It is straightforward to calculate the Ramsey degrees of ultrafilters Ramsey for topological Ramsey spaces
constructed from a generating sequence, given knowledge of the Fra¨ısse´ classes used in the construction. For a
given Fra¨ısse´ class K, for each s ≥ 1, let Iso(K, s) denote the number of isomorphism classes in K of structures
with universe of size s. Let S(m) denote the collection of all finite sequences ~s = 〈s0, . . . , sl−1〉 ∈ (ω \ {0})<ω
such that s0 + · · ·+ sl−1 = m.
Fact 26. Let J = 1, K be a Fra¨ısse´ class of finite ordered relational structures with the Ramsey property,
and UK be an ultrafilter Ramsey for R(〈Ak : k < ω〉) for some generating sequence for K. Then for each
m ≥ 2,
(3) R(UK,m) = Σs∈S(m)Πi<|s| Iso(K, si).
Examples 27. For an ultrafilter UH1 Ramsey for the space H
1, we have R(UH1 , 2) = 2, R(UH1 , 3) = 4,
R(UH1 , 4) = 8, and in general, R(UH1 ,m) = 2
m−1.
For an ultrafilter UA2 Ramsey for the space A2, we have R(UA2 , 2) = 3, R(UA2 , 3) = 12, and R(UA2 , 4) =
35. In fact, for each n ≥ 3, R(UAn , 2) = 3, since the only relation is the edge relation. The numbers
R(UAn ,m) can be calculated from the recursive formula in Fact 26, but as they grow quickly, we leave this
to the interested reader.
When J = 2, the Ramsey degrees are again calculated from knowledge of the Fra¨ısse´ classes K0 and K1.
Fact 28. For R a topological Ramsey space constructed from a generating sequence for Fra¨ısse´ classes Kj ,
j ∈ 2, letting UR be an ultrafilter Ramsey for R, we have
(4) R(UR, 2) = 1 + Iso(K0, 2) + Iso(K1, 2) + 2 Iso(K0, 2) · Iso(K1, 2).
The 1 comes from the fact that a pair can come from different blocks; for a pair coming from the same
block, Iso(K0, 2) takes care of the case when the pair has the same second dimensional coordinate, Iso(K1, 2)
takes care of the case when the pair has the same first dimensional coordinate, and 2 Iso(K0, 2) · Iso(K1, 2)
is the number of possible different colors for pairs which are diagonal to each other.
For larger J and m, the Ramsey degrees can be obtained in a similar manner as above. For example,
R(UH2 , 3) = 24. We leave the reader with the following: R(UH2 , 2) = 5, R(UH3 , 2) = 14, and we conjecture
that in general, R(UHn , 2) =
3n−1
2 + 1.
5. Canonical equivalence relations for products of structures
from Fra¨ısse´ classes of finite ordered relational structures
In the main theorem of this section, Theorem 31, we extend the finite Erdo˝s-Rado Theorem 11 to finite
products of sets as well as finite products of members of Fra¨ısse´ classes of finite ordered relational structures
with the Ramsey property and an additional property which we shall call the Order-prescribed Free Amal-
gamation Property, defined below. In particular, this extends the Product Ramsey Theorem 14 from finite
colorings to equivalence relations for Fra¨ısse´ classes with the aforementioned properties. Theorem 31 will fol-
low from Theorem 32, which gives canonical equivalence relations for blocks from topological Ramsey spaces
constructed from generating sequences for these special types of Fra¨ısse´ classes. We proceed in this manner
for two reasons. First, the strength of topological Ramsey space theory, and in particular the availability
of the Abstract Nash-Williams Theorem, greatly streamlines the proof. Second, our desired application of
Theorem 31 is in the proof of Theorem 38 in Section 6 to find the canonical equivalence relations on fronts
for topological Ramsey spaces constructed from a generating sequence.
Recall that |B| denotes the universe of the structure B, and ‖B‖ denotes the cardinality of the universe
of B. For a structure Xj ∈ Kj , we shall let {x
p
j : p < ‖Xj‖} denote the members of the universe |Xj | of
Xj , enumerated in <-increasing order.
Definition 29 (Order-Prescribed Free Amalgamation Property (OPFAP)). An ordered relational Fra¨ısse´
class K has the Order-Prescribed Free Amalgamation Property if the following holds. Suppose X,Y ,Z are
structures in K with embeddings e : Z → X and f : Z → Y . Let K = ‖X‖, L = ‖Y ‖, and M = ‖Z‖.
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Let {xk : k ∈ K} denote |X| and {yl : l ∈ L} denote |Y |, the universes of X and Y , respectively. Let
K ′ = {k′m : m ∈ M} ⊆ K and L
′ = {l′m : m ∈ M} ⊆ L be the subsets such that X ↾ K
′ = e(Z) and
Y ↾ L′ = f(Z).
Let ~ρ : K × L→ {<,=, >} be any function such that
(a) For each m ∈M , ~ρ(k′m, l
′
m) ==;
(b) For each m ∈M , k < k′m and l > l
′
m implies ~ρ(k, l) =<; and k > k
′
m and l < l
′
m implies ~ρ(k, l) =>;
(c) For all (k, l) ∈ (K \K ′)× (L \ L′), ~ρ(k, l) 6==;
(d) ~ρ(k, l) =< implies for all l′ > l and k′ < k, ~ρ(k′, l′) =<;
and ~ρ(k, l) => implies for all l′ < l and k′ > k, ~ρ(k′, l′) =>.
Then there is a free amalgamation (g, h,W ) of (Z, e,X, f,Y ) and there is a function σ : K +L→ ‖W‖
such that the following hold:
(1) σ ↾ K and σ ↾ [K,K + L) are strictly increasing;
(2) W ↾ σ′′K = g(X) and W ↾ σ′′[K,K + L) = h(Y );
(3) For all m ∈ M , σ(k′m) = σ(K + l
′
m), and W ↾ σ
′′{k′m : m ∈ M} = W ↾ σ
′′{K + l′m : m ∈ M} =
g ◦ e(Z) = h ◦ f(Z) ∼= Z;
(4) For all (k, l) ∈ K × L, wσ(k) ~ρwσ(K+l).
Hence, W contains copies of X and Y which appear as substructures of W in the order prescribed by ~ρ.
In words, the Order-Prescribed Free Amalgamation Property says that given any structure Z appearing
as a substructure of both X and Y , one can find a strong amalgamationW of X and Y so that the members
of the universes of the copies of X and Y in W lying between the members of the universe of the copy of
Z can lie in any order which we prescribed ahead of time, and the only relations between members of the
copies of X and Y in W are those in Z, that is, the amalgamation is free.
Remark. Note that (3) in Definition 29 implies that there are no transitive relations on K. Thus, any Fra¨ısse´
class which has a transitive relation does not satisfy the OPFAP. We point out that the classes of ordered
finite graphs, ordered finite Kn-free graphs, and more generally, the classes of ordered set-systems omitting
some collection of irreducible structures (see [20]) all satisfy the OPFAP.
Definition 30. Let Kj , j ∈ J < ω be Fra¨ısse´ classes of finite ordered relational structures with the Ramsey
property and the OPFAP. For each j ∈ J , let Aj ,Bj ∈ Kj such that Aj ≤ Bj . Given a subset Ij ⊆ ‖Aj‖
and Xj ,Y j ∈
(
Bj
Aj
)
, we write |Xj |EIj |Y j | if and only if for all i ∈ Ij , x
i
j = y
i
j .
An equivalence relation E on
((Bj)j∈J
(Aj)j∈J
)
is canonical if and only if for each j ∈ J , there is a set Ij ⊆ ‖Aj‖
such that for all (Xj)j∈J , (Y j)j∈J ∈
((Bj)j∈J
(Aj)j∈J
)
,
(5) (Xj)j∈J E (Y j)j∈J ←→ ∀j ∈ J, |Xj |EIj |Y j |.
When E is canonical, given by EIj , j ∈ J , then we shall write E = E(Ij)j∈J .
Theorem 31. Let Kj, j ∈ J < ω, be Fra¨ısse´ classes of ordered relational structures with the Ramsey property
and the OPFAP. For each j ∈ J , let Aj ,Bj ∈ Kj be such that Aj ≤ Bj. Then for each j ∈ J , there is
a Cj ∈ Kj such that for each equivalence relation E on
((Cj)j∈J
(Aj)j∈J
)
, there is a sequence (B′j)j∈J ∈
((Cj)j∈J
(Bj)j∈J
)
such that E restricted to
((B′j)j∈J
(Aj)j∈J
)
is canonical.
Theorem 31 will follow immediately from the next theorem.
Theorem 32. Let 〈Ak : k < ω〉 be a generating sequence associated to some Fra¨ısse´ classes of finite ordered
relational structures Kj , j ∈ J , each satisfying the Ramsey property and the OPFAP. Let n < ω and L ⊆ Jn be
given, and let E be an equivalence relation on
⋃
k≥n
((Ak,j)j∈L
(An,j)j∈L
)
such that E ⊆
⋃
k≥n
((Ak,j)j∈L
(An,j)j∈L
)
×
((Ak,j)j∈L
(An,j)j∈L
)
.
Then there is a C ∈ R(〈Ak : k < ω〉) and there are index sets Ij ⊆ ‖An,j‖ such that for all k ≥ n,
E = E(Ij)j∈L when restricted to
((Ck,j)j∈L
(An,j)j∈L
)
. That is, for each k ≥ n, and each pair (Xn,j)j∈L, (Y n,j)j∈L ∈((Ck,j)j∈L
(An,j)j∈L
)
, (
(Xn,j)j∈L E (Y n,j)j∈L ←→ ∀j ∈ L, |Xn,j|EIj |Y n,j |
)
.
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Proof. Let J ≤ ω and Kj , j ∈ J , be a collection of Fra¨ısse´ classes of finite ordered relational structures
with the Ramsey property and the Order-Prescribed Free Amalgamation Property. Let 〈Ak : k < ω〉
be a generating sequence associated with the Kj , j ∈ J , and let R denote the topological Ramsey space
R(〈Ak : k < ω〉). Recall that Jn = J if J < ω, and Jn = n if J = ω.
Before beginning the inductive proof, we establish some terminology and notation, and Lemma 33 below.
Given n < ω, for each j ∈ Jn let Kj denote ‖An,j‖, the cardinality of the universe of the structure An,j .
For a given structure X ∈ Kj , let {x0, . . . , x‖X‖−1} denote |X|, the universe of X, enumerated in increasing
order. For M ⊆ ‖X‖, let X ↾ M denote the substructure of X on universe {xk : k ∈ M}. For each j ∈ Jn,
let Amalg(n, j) denote the collection of all X ∈ Kj such that X is an amalgamation of two copies of An,j .
By this we mean precisely that there are set of indices M0,M1 ⊆ ‖X‖ such that M0 and M1 each have
cardinality Kj , M0 ∪M1 = ‖X‖, and X ↾M0 ∼= X ↾M1 ∼= An,j .
By the definition of a generating sequence, given n < ω there is an m > n such that for each j ∈ Jn, every
structure X ∈ Amalg(n, j) embeds into Am,j. Define Ij to be the collection of functions ιj : 2Kj → ‖Am,j‖
such that ιj ↾ Kj and ιj ↾ [Kj, 2Kj) are strictly increasing, the substructure Am,j ↾ ι
′′2Kj is in Amalg(n, j),
and moreover, Am,j ↾ ι
′′Kj ∼= Am,j ↾ ι′′[Kj , 2Kj) ∼= An,j . For each ιj ∈ Ij and X ∼= Am,j , fix the notation
ιj(X) := (X ↾ ι
′′Kj,X ↾ ι
′′[Kj, 2Kj)) = ({x
ιj(0), . . . , xιj(Kj−1)}, {xιj(Kj), . . . , xιj(2Kj−1)}),
the pair of structures in
(
X
An,j
)
determined by ιj .
Throughout the poof of this theorem, given any structure D which embeds An,j , for any X,Y ∈
(
D
An,j
)
,
the pair (X,Y ) is considered both as an ordered pair of structures isomorphic to An,j as well as the
substructure of D ↾ (|X| ∪ |Y |) with all inherited relations.
Claim 1. Let j ∈ Jn. There is a structure B ∈ Kj with a substructure C ∈
(
B
Am,j
)
such that for each ι ∈ Ij ,
for each τ ∈ Ij such that τ(Am,j) ∼= ι(C) there is a V ∈
(
B
Am,j
)
such that τ(V ) = ι(C).
Proof. Let p = |Ij | − 1 and enumerate Ij as 〈ιi : i ≤ p〉. The proof proceeds by amalgamation in p stages,
each stage i ≤ p proceeding inductively by amalgamating to obtaining a Bi which satisfies the claim for the
structure ιi(Am,j).
Let W 0 denote the substructure ι0(Am,j). Let I0 denote the set of τ ∈ Ij such that τ(Am,j) ∼= W
0,
and enumerate I0 as 〈τ0,k : k ≤ q0〉. Let e0,0 : W 0 → Am,j be the identity injection on W
0, so that
e0,0(W 0) = ι0(Am,j). Let f
0,0 : W 0 → V 0,0 be an embedding of W 0 into a copy V 0,0 of Am,j such
that f0,0(W 0) = τ0,0(V 0,0). Let (g0,0, h0,0,B0,0) be a free amalgamation of (W 0, e0,0,Am,j , f
0,0,V 0,0),
and let e0,1 = g0,0 ◦ e0,0. Thus, e0,1 : W 0 → B0,0. Let f0,1 : W 0 → V 0,1 be an embedding of W 0 into
a copy V 0,1 of Am,j such that f
0,1(W 0) = τ0,1(V 0,1). Let (g0,1, h0,1,B0,1) be a free amalgamation of
(W 0, e0,1,B0,0, f0,1,V 0,1), and let e0,2 = g0,1 ◦ e0,1, so that e0,2 : W 0 → B0,1.
Given e0,k+1 : W 0 → B0,k, let f0,k+1 : W 0 → V 0,k+1 be an embedding of W 0 into a copy V 0,k+1
of Am,j such that f
0,k+1(W 0) = τ0,k+1(V 0,k+1). Let (g0,k+1, h0,k+1,B0,k+1) be a free amalgamation of
(W 0, e0,k+1,B0,k, f0,k1 ,V 0,k+1), and let e0,k+2 = g0,k+1 ◦ e0,k+1, so that e0,k+2 : W 0 → B0,k+1. At the end
of the q0 many stages of the construction, let h0 = h0,q
0
◦ · · · ◦ h0,0 and let B0 = B0,q
0
, so that h0 embeds
the original copy of Am,j into B
0. This concludes the 0-th stage of constructing B.
For the i-th stage, suppose that 0 < i ≤ p and hi−1 : Am,j → B
i−1 are given. Let Ii denote the set of
τ ∈ Ij such that τ(Am,j) ∼= W
i := ιi(Am,j), and enumerate these as 〈τ i,k : k ≤ qi〉. Let ei,0 : W
i → Bi−1
be the embedding such that ei,0(W i) = ιi(hi−1(Am,j)). Let f
i,0 : W i → V i,0 be an embedding of W i
into a copy V i,0 of Am,j such that f
i,0(W i) = τ i,0(V i,0). Let (gi,0, hi,0,Bi,0) be a free amalgamation of
(W i, ei,0,Bi−1, f
i,0,V i,0), and let ei,1 = gi,0 ◦ ei,0.
For 0 < k ≤ qi suppose ei,k : W i → Bi,k−1 is given. Let f i,k : W i → V i,k be an embedding of W i
into a copy V i,k of Am,j such that f
i,k(W i) = τ i,k(V i,k). Let (gi,k, hi,k,Bi,k) be a free amalgamation of
(W i, ei,k,Bi,k−1, f i,k,V i,k), and let ei,k+1 = gi,k ◦ei,k. At the end of the qi many stages of the construction,
let Bi = Bi,q
i
and hi = hi,q
i
◦ · · · ◦ hi,0. This concludes the i-th stage.
Repeating the procedure for all i ≤ p, we obtain a structure B := Bp satisfying the claim. 
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Claim 2. Let B ∈ R, n < ω and L ⊆ Jn be given. There is a C ≤ B such that for all k ≥ m, for
each pair (Xj)j∈L, (Y j)j∈L ∈
((Ck,j)j∈L
(An,j)j∈L
)
and for each (ιj : j ∈ L) ∈
∏
j∈L Ij such that for each j ∈ L,
ιj(Am,j) ∼= (Xj ,Y j), there is a (Zj)j∈L ∈
((Bk′,j)j∈L
(Am,j)j∈L
)
such that each ιj(Zj) = (Xj ,Y j), where k
′ is such
that Ck,j is a substructure of Bk′,j.
Proof. By Claim 1, for each p ≥ m and each j ∈ L, there is a structure B∗p,j ∈ Kj containing a substructure
C
∗
p,j ∈
(
B
∗
p,j
Ap,j
)
with the following property: Given U j ∈
(
C
∗
p,j
Am,j
)
and ιj ∈ Ij , for each τj ∈ Ij such that
τj(Am,j) ∼= (Xj ,Y j), there is a V j ∈
(
B
∗
p,j
Am,j
)
such that τj(V j) = ιj(U j). Since for a generating sequence,
each structure in Kj embeds into all but finitely many Ak,j , there is a subsequence (kp)p≥m such that each
B
∗
p,j embeds as a substructure of Akp,j .
Thinning through this subsequence, for each p ≥ m, take Cp,j to be a substructure of Bkp,j isomorphic
to Ap,j satisfying Claim 1, and let Cp,j = Bp,j for each p < m. Then we obtain a C ≤ B which satisfies the
claim. 
For fixed n and L ⊆ Jn, we shall let I denote the set of all sequences (ιj)j∈L ∈
∏
j∈L Ij . Given a sequence
ι = (ιj : j ∈ L) ∈ I and X(m) ∈ R(m), fix the notation
ι(X(m)) := ((Xm,j ↾ ι
′′
jKn,j)j∈L, (Xm,j ↾ ι
′′
j [Kn,j, 2Kn,j))j∈L).
Thus, ι(X(m)) is a pair of sequences of structures, each sequence of which is isomorphic to (An,j)j∈L.
Moreover, for each j ∈ L, the pair (Xm,j ↾ ι′′jKn,j ,Xm,j ↾ ι
′′
j [Kn,j, 2Kn,j)) also determines a substructure
of Xm,j which is an amalgamation of two copies of An,j .
Lemma 33. Let n < ω and L ⊆ Jn be given. Let E be an equivalence relation on
⋃
k≥n
((Ak,j)j∈L
(An,j)j∈L
)
×((Ak,j)j∈L
(An,j)j∈L
)
. Let m be large enough that for each j ∈ L, all members of Amalg(n, j) embed into Am,j. Then
there are C ≤ B ∈ R and a subset I ′ ⊆ I such that C ≤ B satisfy Claim 2 and for all k ≥ n and all
X(n), Y (n) ∈ R(n)|C(k),
(6) (Xn,j)j∈L E (Y n,j)j∈L ←→ ∃U(m) ∈ R(m)|B ∃ι ∈ I
′ ι(U(m)) = ((Xn,j)j∈L, (Y n,j)j∈L)).
Proof. For each ι ∈ I, define
Hι = {rm+1(X) : X ∈ R and E(ι(X(m)))}.
Each Hι is a subset of the Nash-Williams family ARm+1. Hence, by the Abstract Nash-Williams Theorem,
there is a B ∈ R which is homogeneous for Hι, for all ι ∈ I. That is, for each ι ∈ I, either ARm+1|B ⊆ Hι
or else ARm+1|B ∩ Hι = ∅. Let I
′ = {ι ∈ I : E(ι(B(m)))}. Finally, take C ≤ B satisfying the conclusion
of Claim 2 for each j ∈ L. 
We will prove the following statement by induction onM ≥ 1: Given any n such that Jn ≥M , L ∈ [Jn]
M ,
and an equivalence relation E on
⋃
k≥n
((Ak,j)j∈L
(An,j)j∈L
)
×
((Ak,j)j∈L
(An,j)j∈L
)
, there is a C ∈ R and there are index sets
Ij ⊆ Kj such that for all k ≥ n and all (Xn,j)j∈L, (Y n)j∈L ∈
((Ck,j)j∈L
(An,j)j∈L
)
,
(Xn,j)j∈L E (Y n,j)j∈L if and only if ∀j ∈ L, |Xn,j |EIj |Y n,j|.
Base Case. M = 1. Let n < ω, j ∈ Jn, and L = {j}. Let E be an equivalence relation such that
E ⊆
⋃
k≥n
((Ak,j)
(An,j)
)
×
((Ak,j)
(An,j)
)
. Let C ≤ B ∈ R and I ′j satisfy Lemma 33. Define
Ij = {i ∈ Kj : ∀ι ∈ I
′, ιj(i) = ιj(Kj + i)}.
Since each ι ∈ I ′j is a sequence consisting of only a single entry, (ιj), we shall abuse notation for the base
case and use ι in place of ιj . We make the convention that for each k < ω, k
′ denotes the number such that
Ck,j is a substructure of Bk′,j .
Claim 3. If ι ∈ I ′j, τ ∈ Ij, and τ(Am,j)
∼= ι(Am,j), then τ ∈ I ′j.
14
Proof. Let ι and τ be as in the hypothesis. Let (X,Y ) = ι(Cm,j). By Claim 2, there is an m
′ ≥ m and a
V ∈
(
Bm′,j
Am,j
)
such that τ(V ) = (X ,Y ). Since ι ∈ I ′j , Lemma 33 implies that X E Y . Therefore, by Lemma
33, τ is also in I ′j . 
Claim 4. Let i ∈ Kj \ Ij For each l ≥ m there are X,Y ∈
(
Cl,j
An,j
)
such that for each k ∈ Kj \ {i}, xk = yk,
xi 6= yi, and Cl,j ↾ (|X| ∪ |Y |) is a free amalgamation of X and Y . Let ι be any map in Ij such that
ι(Am,j) ∼= (X ,Y ). Then ι ∈ I ′j.
Proof. First we prove a general fact. Let σ ∈ Ij and i ∈ Kj be such that σ(i) < σ(Kj + i). Let V =
(X,Y ) = σ(Am,j). Let k ∈ ‖V ‖ be such that vk = xi. Take another copy W = (Z,Y
′) ∼= σ(Am,j). Let
e : Y → V be the identity embedding and f : Y → W be such that f(Y ) equals Y ′. By the OPFAP, we
may freely amalgamate (Y , e,V , f,W ) to some (g, h,U) so that the following hold: V ∼= U ↾ (‖U‖ \ {k})
and W ∼= U ↾ (‖U‖ \ {k + 1}). In words, U consists exactly of copies of the substructures (X ,Y ) and
(Z,Y ′) where the copies of Y and Y ′ coincide, and the copies of X and Z in W differ only on their i-th
coordinates. Thus, by an argument similar to Claim 2, possibly thinning C again, we may assume that for
each σ ∈ Ij and i ∈ Kj such that σ(i) < σ(Kj + i) and (X,Y ) = σ(Cm,j), there are substructures Z and
W as above coming from Bm′,j . That is, there is a z
k in Bm′,j so that the substructure of Bm′,j restricted
to universe of σ(Cm,j) ∪ {zk} is isomorphic to W .
To prove the claim, first note that since i is in Kj \ Ij , there is a σ ∈ I
′
j such that σ(i) 6= σ(Kj + i).
Let (X,Y ) = σ(Cm,j). Since σ is in I ′j , it follows that X E Y , by Lemma 33. Without loss of generality,
assume that xi < yi. By the previous paragraph, there are structures Z ∈
(
Bm′,j
An,j
)
and W ∈
(
Bm′,j
Am,j
)
such
that
(1) for each k ∈ Kj \ {i}, zk = xk,
(2) zi < xi,
(3) Bm′,j ↾ (|X | ∪ |Z|) is the free amalgamation of X and Z, and
(4) σ(W ) = (Z ,Y ).
Since σ is in I ′j , it follows that Z E Y . Hence, X EZ.
Now let ι ∈ Ij be any map such that ι(Am,j) ∼= (X ,Z); that is, the free amalgamation of two copies of
An,j where only their i-th coordinates differ. Then ι must be in I
′
j by Lemma 33, since X EZ and there is
a D ∈
(
Bm′,j
Am,j
)
such that ι(D) = (X,Z). 
Claim 5. Let ι, τ ∈ I ′j and k ≥ m be given. Suppose there are V ,W ∈
(
Bk′,j
Am,j
)
such that ι(V ) = (X ,Y )
and τ(W ) = (X ,Z), where X,Y ,Z ∈
(
Ck,j
An,j
)
. Then for each σ ∈ Ij such that there is a U ∈
(
Bk′,j
Am,j
)
such
that σ(U) = (Y ,Z), σ is in I ′j.
Likewise, if there are V ,W ∈
(
Bk′,j
Am,j
)
such that ι(V ) = (X,Y ) and τ(W ) = (Y ,Z), then for each σ ∈ Ij
for which there is a U ∈
(
Bk′,j
Am,j
)
such that σ(U ) = (X,Z), σ is in I ′j.
Proof. The proof is immediate from Lemma 33, the definition of I ′j and the fact that E is an equivalence
relation. 
Our strategy at this point is to find an η ∈ I ′j such that for each interval between two points of Ij , for
(X,Y ) = η(Am,j), all the members of X in that interval are less than all the members of Y in that interval.
This will be done in Claim 7. That claim will set us up to show that every map in Ij which fixes the members
of Ij is actually in I ′j .
We now give a few more definitions which will aid in the remaining proofs. Let q = |Ij | and enumerate
Ij in increasing order as {ip : p < q}. Fix the following notation for the intervals of Kj determined by the
members of Ij : Let I
0 = [0, i0), for each p < q − 1 let Ip+1 = (ip, ip+1), and let Iq = (iq−1,Kj). Thus, Kj
is the disjoint union of Ij and the intervals I
p, p ≤ q. Given ι ∈ I ′j and (X ,Y ) = ι(Am,j), for p ≤ q and
k, l ∈ Ip, we say that (k, l) is the maximal switching pair of ι in Ip if the following holds:
(a) l = max{i ∈ Ip : ∃i′ ∈ Ip ι(i′) > ι(Kj + i)} and
(b) k = min{i′ ∈ Ip : ι(i′) > ι(Kj + l)}.
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In words, xk > yl in (X,Y ), there are no other members of (X,Y ) between them, and for every t > l in
Ip, yt is greater than every member of X in the interval Ip. We point out that xmax(I
p) < ymin(I
p) in the
structure (X ,Y ) = ι(Am,j) if and only if there is no maximal switching pair for ι in the interval I
p. This
is the configuration we are heading for in Claim 7 below.
For ι ∈ I ′j , define the order relation induced by ι, ρι : Kj×Kj → {<,=, >}, as follows: For (k, l) ∈ Kj×Kj
and ρ ∈ {<,=, >}, define ~ρι(k, l) = ρ if and only if (ι(k), ι(Kj + l)) = ρ.
Claim 6 (Maximal switching pair can be switched). Let τ ∈ I ′j and p ≤ q, and let (k, l) be the maximal
switching pair in Ip. Then there is a σ ∈ I ′j such that for all (s, t) ∈ Kj ×Kj \ {(k, l)}, ~ρσ(s, t) = ~ρτ (s, t),
and ~ρσ(k, l) =<.
Proof. Let τ ∈ I ′j , let p ≤ q, and let (k, l) be the maximal switching pair for τ in I
p. Let (X ,Y ) = τ(Am,j).
Since l 6∈ Ij , Claim 4 implies there is an ι ∈ I ′j such that ι(k) = ι(Kj + k) for all k ∈ Kj \ {l}, and
ι(l) < ι(Kj + l). Let (Y ∗,Z) = ι(Am,j). Let e : Y → (X ,Y ) be the identity map on Y , and let
f : Y ∗ → (Y ∗,Z) be the identity map on Y ∗.
By the OPFAP, there is a free amalgamation of (X ,Y ) and (Y ∗,Z) with the order prescribed by the
order relation ~ρ, which is now described. Let U denote (X,Y ) and V denote (Y ∗,Z). In words, since
the only difference between Y ∗ and Z in V is at their l-th members, we identify Y ∗ with Y and define ~ρ
between U and Y ∗ as ~ρτ , and additionally we order x
k < zl and zl less than the least member of U above
xk. Precisely, for (s, t) ∈ |U | × |V | such that us = yi and vt = yi∗ for the same i ∈ Kj, define ~ρ(s, t) ==.
This induces the relation ~ρ(s′, t) = ~ρτ (s
′, t) for all s′ ∈ |U | and t ∈ Kj + 1 \ {l + 1}. Let sk be the number
in |U | such that usk = xk. Note that |V | = Kj + 1 and v
l+1 = zl. Define ~ρ(sk, l + 1) =<, and define
~ρ(sk + 1, l + 1) =>. The rest of ~ρ is completely determined by the above relations, since we require ~ρ to
respect the linear orders on |U | and Kj + 1. That is, we require that if ~ρ(s, t) =<, then ~ρ(s′, t′) =< for all
s′ ≤ s and t′ ≥ t; and if ~ρ(s, t) =>, then ~ρ(s′, t′) => for all s′ ≥ s and t′ ≤ t.
By the OPFAP, there is a free amalgamation (g, h,W ) of (Y , e,U , f,V ) respecting the order ~ρ. There
is a copy W ′ ∼= W which is a substructure of Ci,j for some i, since each member of Kj embeds into
all but finitely many Ci,j . Slightly abusing notation, we have that (g, h,W
′) is a free amalgamation of
(Y , e,U , f,V ) respecting the order ~ρ.
LetU ′ = (X ′,Y ′) denote g(U) = g(X,Y ) and let V ′ = (Y ′∗,Z
′) denote h(V ) = h(Y ∗,Z), substructures
of W ′. By choosing C small enough within B, similarly to the proof in Claim 2, we may assume that there
are Dm,j,Em,j ∈
(
Bi′,j
Am,j
)
such that τ(Dm,j) = U
′ and ι(Em,j) = V
′. Since τ ∈ I ′j and U
′ = τ(Dm,j) it
follows that X ′E Y ′. Likewise, ι ∈ I ′j and V
′ = ι(Em,j) imply that Y
′
∗EZ
′. Since Y ′ and Y ′∗ are the
same substructure of W ′ and E is an equivalence relation, we have X ′EZ ′.
Let σ be any member of Ij such that σ(Am,j) ∼= (X
′,Z ′). Again, by choosing C small enough within
B, similarly to the proof in Claim 2, we may assume that there is an Fm,j ∈
(
Bi′,j
Am,j
)
such that σ(Fm,j) =
(X ′,Z ′). Then σ is in I ′j , since X
′EZ ′. Note that for any such σ, ~ρσ is the same as ~ρτ except at the pair
(k, l), where now ~ρσ(k, l) =<. Thus, there is a σ ∈ I ′j satisfies the claim. 
Claim 7. There is an η ∈ I ′j such that for each p ≤ q, max(η
′′Ip) < min(η′′{Kj + i : i ∈ Ip}), and there
are no relations between Am,j ↾ η
′′(Kj \ Ij) and Am,j ↾ η′′{Kj + k : k ∈ Kj \ Ij}.
Proof. Let p ≤ q be given and assume that Ip is nonempty. Let τ ∈ I ′j and (k, l) be the maximal switching
pair for τ in the interval Ip. By finitely many applications of Claim 6, there is a τl ∈ I ′j such that for all
(s, t) ∈ Kj × (Kj \ {l}), ~ρτl(s, t) = ~ρτ (s, t); for all s ≤ max(I
p), ~ρτl(s, l) =<; and for all s > max(I
p),
~ρτl(s, l) =>. If l > min(I
p), then the applications of Claim 6 constructed τl so that τl(k) > τl(l − 1).
Thus, there is some k1 ≤ k such that (k1, l − 1) is the maximal switching pair for τl in the interval Ip. By
finitely many applications of Claim 6, we obtain a τl−1 ∈ I
′
j such that for all (s, t) ∈ Kj × (Kj \ {l − 1}),
~ρτl−1(s, t) = ~ρτl(s, t); for all s ≤ max(I
p), ~ρτl−1(s, l − 1) =<; and for all s > max(I
p), ~ρτl−1(s, l − 1) =>.
Continuing in this manner, we eventually obtain a σp ∈ I ′j such that for all (s, t) ∈ Kj × Kj \ I
p × Ip,
~ρσp(s, t) = ~ρτ (s, t); and for all (s, t) ∈ Ip × Ip, ~ρσp(s, t) =<.
By induction on the intervals to build an η as in the claim as follows: Starting with any τ ∈ I ′j , by the
previous paragraph, there is a σ0 ∈ I ′j such that for all (s, t) ∈ Kj ×Kj \ I
0 × I0, ~ρσ0(s, t) = ~ρτ (s, t); and
for all (s, t) ∈ Ip × Ip, ~ρσ0(s, t) =<. Given p < q and σ
p, by the previous paragraph, there is a σp+1 ∈ I ′j
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such that for all (s, t) ∈ Kj × Kj \ Ip+1 × Ip+1, ~ρσp+1(s, t) = ~ρσp(s, t); and for all (s, t) ∈ I
p+1 × Ip+1,
~ρσp+1(s, t) =<.
Let σ denote σq. Then σ ∈ I ′j and for each p ≤ q, max(σ
′′Ip) < min(σ′′{Kj + i : i ∈ Ip}). However,
σ(Am,j) might not be the free amalgamation of Am,j ↾ σ
′′Kj and Am,j ↾ σ
′′[Kj, 2Kj) over the structure
Am,j ↾ σ
′′Ij . Take structures (X,Y ) ∼= (X
′,Z) ∼= σ(Am,j). By the OPFAP, there is a free amalgamation
W of (X,Y ) and (X ′,Z) with the following properties: X and X ′ are sent to the same substructure, call
it X∗ of W (hence X ↾ Ij is sent to the same substructure as X
′ ↾ Ij). Moreover, letting Y ∗,Z∗ denote
the copies of Y and Z in W , we have that for all p ≤ q, for all i, k, l ∈ Ip, xi∗ < y
k
∗ < z
l
∗. Thus, Y ∗ ↾ Kj \ Ij
and Z∗ ↾ Kj \ Ij have no relations between them in W . Thus, the substructure (Y ∗,Z∗) in W , is the free
amalgamation of two copies of An,j over the substructure An,j ↾ Ij , and for each p ≤ q, all the members
of Y ∗ in the interval I
p are less than all the members of Z∗ in I
p. Since the structure (Y ∗,Z∗) is an
amalgamation of two copies of An,j , there is an η ∈ Ij such that η(Am,j) ∼= (Y ∗,Z∗). Since σ ∈ I ′j , we
have that X∗E Y ∗ and Y ∗EZ∗. Thus, Y ∗EZ∗. Therefore, η is in I ′j , by Lemma 33. This η satisfies the
claim. 
Claim 8. Let k ≥ m. Given any X,Y ∈
(
Ck,j
An,j
)
such that for all i ∈ In, xi = yi, there is a τ ∈ I ′j such that
for some W ∈
(
Bk′,j
Am,j
)
, τ(W ) = (X ,Y ).
Proof. Let X,Y ∈
(
Ck,j
An,j
)
be such that for all i ∈ Ij , x
i = yi. Take Z ∈
(
Bk′,j
An,j
)
such that for each i ∈ Ij ,
zi = xi, and for each p ≤ q, maxZ ↾ Ip < min(X ↾ Ip,Y ↾ Ip), and any relations between Z and X and
any relations between Z and Y involve only members of their universes with indices in Ij . (By the OPFAP
and possibly thinning C again below B, such a Z exists.) Let V be the substructure of Bk′,j determined
by the universe |X| ∪ |Z |; and let W be the substructure of Bk′,j determined by the universe |Y | ∪ |Z |. Let
η be the member of I ′j from Claim 7. Then both V and W are isomorphic to the structure η(Am,j). Since
η ∈ I ′j , we have Z EX and Z E Y . Since E is an equivalence relation, it follows that X E Y . It follows
that any τ ∈ Ij for which there is a D ∈
(
Bk′,j
Am,j
)
such that τ(D) = (X,Y ) is in I ′j . Therefore, each τ ∈ Ij
which is fixed on indices in Ij is also in I ′j . 
By Claim 8, the following is immediate.
Claim 9. For each k ≥ n, for all X(n), Y (n) ∈ R(n)|C(k), we have Xn,j E Y n,j if and only Xn,j EIj Y n,j.
Proof. Let k ≥ n and X(n), Y (n) ∈ R(n)|C(k). If Xn,j E Y n,j, then there is an ι ∈ I ′j and a U ∈
(
Bk′,j
Am,j
)
such that (Xn,j ,Y n,j) = ι(U ), by Lemma 33. Since ι ∈ I ′j , we have that for each i ∈ Ij , ι(i) = ι(Kn,j + i);
hence, for each i ∈ Ij , x
i
n,j = y
i
n,j . Therefore, Xn,j EIj Y n,j . Conversely, suppose Xn,j EIj Y n,j. Let ι ∈ Ij
and Wm,j ∈
(
Bk′,j
Am,j
)
be such that ι(Wm,j) = (Xn,j,Y n,j). By Claim 8, ι ∈ I ′j . Thus, Xn,j E Y n,j . 
It follows from Claim 9 and Lemma 33 that for each τ ∈ Ij , τ is in I ′j if and only if for all i ∈ Ij ,
τ(i) = τ(Kj + 1). This completes the Base Case.
Induction Hypothesis. Given n such that Jn ≥ M , N ≤ M , and L ∈ [Jn]N , letting E be an equivalence
relation such that E ⊆
⋃
k≥n
((Ak,j)j∈L
(An,j)j∈L
)
×
((Ak,j)j∈L
(An,j)j∈L
)
, the following hold. Fix any m large enough that for
each j ∈ L, all amalgamations of two copies of An,j can be embedded into Am,j , and let C ≤ B and I ′ ⊆ I
be obtained as in Lemma 33 and similarly as in Claims 1 and 2. Letting, for j ∈ L,
(7) Ij = {i ∈ Kj : ∀ιj ∈ I
′
j , ιj(i) = ιj(Kj + i)},
the following hold:
(a) I ′ = Πj∈LI ′j , where for each j ∈ L, I
′
j = {ιj : ι ∈ I
′}.
(b) When restricted below C, E = E(Ij)j∈L .
Induction Step. M + 1. Let n < ω be such that M + 1 ≥ Jn. Let L ∈ [Jn]M+1, and let E be an
equivalence relation such that E ⊆
⋃
k≥n
((Ak,j)j∈L
(An,j)j∈L
)
×
((Ak,j)j∈L
(An,j)j∈L
)
. Let m be large enough that for each
j ∈ L, all amalgamations of two copies of An,j can be embedded into Am,j. Let l = max(L), and let
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L′ = L \ {l}. We start by fixing B,C ∈ R, with C ≤ B, and I ′ satisfying Lemma 33. For each j ∈ L, let I ′j
denote the collection of those ιj ∈ Ij for which there exists a τ = (τk : k ∈ L) ∈ I ′ such that ιj = τj .
For each W ∈ R and each Kl ⊆ Ml := ‖Am,l‖ such that Am,l ↾ Kl ∼= An,l, by the induction hypothesis
there is a V ≤W such that for each X ≤ V , E restricted to the copies of (An,j)j∈L in (Xm,j)j∈L′⌢(Xm,l ↾
Kl) is canonical. By the OPFAP and the definition of generating sequence, for any Kl,K
′
l ⊆ Ml satisfying
Am,l ↾ Kl ∼= Am,l ↾ K ′l
∼= An,l, there is a p large enough so that there are structures Y m,l,Zm,l in
(
Ap,l
Am,l
)
with Y m,l ↾ Kl = Zm,l ↾ K
′
l . Thus, possibly thinning B, we have that the canonical equivalence relation on((Bp,j)j∈L′⌢(Dn,l)
(An,j)j∈L
)
is the same for all p ≥ m and each fixed Dn,l ∈
(
Bp,l
An,l
)
.
Let TL′ denote the collection of τ = (τj : j ∈ L′) (where each τj ∈ Ij) which give the canonical equivalence
relation on
((Bp,j)j∈L′⌢(Cn,l)
(An,j)j∈L
)
, for each p ≥ m and Cn,l ∈
(
Bp,l
An,l
)
. By (a) of the induction hypothesis,
TL′ = Πj∈L′Tj , where for each j ∈ L′, Tj = {τj : τ ∈ TL′}. For each j ∈ L′, let Hj = {i ∈ Kj : ∀τ ∈
TL′ , τj(i) = τj(Kj + i)}. By (b) of the induction hypothesis, below B the canonical equivalence relation
when the l-th coordinate is fixed is E(Hj)j∈L′ .
Likewise, for each W ∈ R and each collection Kj ⊆Mj := ‖Am,j‖ (j ∈ L′) such that Am,j ↾ Kj ∼= An,j ,
by the induction hypothesis, there is a V ≤ W such that for each X ≤ V , E restricted to the copies of
(An,j)j∈L in (Xm,j ↾ Kj)j∈L′
⌢(Xm,l) is canonical. By the OPFAP and the definition of a generating
sequence, it follows that for each W ∈ R, there is a V ≤W such that for all j ∈ L′, whenever Kj,K ′j ⊆Mj
satisfy Am,j ↾ Kj ∼= Am,j ↾ K ′j
∼= An,j , then there are Y m,j,Zm,j ∈
(
W p,j
An,j
)
, for some p ≥ m, such that
Y m,j ↾ Kj = Zm,j ↾ K
′
j. Thus, possibly thinning B, we may assume that the equivalence relation is the
same canonical one on each set
((Dn,j)j∈L′⌢(Bp,l)
(An,j)j∈L
)
for all p ≥ m and each fixed (Dn,j)j∈L′ ∈
((Bp,j)j∈L′
(An,j)j∈L′
)
.
Let Tl denote the collection of τl ∈ Il which give the canonical equivalence relation on the copies of
(An,j)j∈L in
((Dn,j)j∈L′⌢(Bp,l)
(An,j)j∈L
)
for all p ≥ m and each fixed (Dn,j)j∈L′ ∈
((Bp,j)j∈L′
(An,j)j∈L′
)
. Let Hl = {i ∈ Kl :
∀τl ∈ Tl, τl(i) = τl(Kl + i)}. Thus, below B, the canonical equivalence relation when the l-th coordinate is
fixed is EHl .
By the induction hypothesis, TL′ =
∏
j∈L′ Tj . Thus, TL′ × Tl =
∏
j∈L Tj . Moreover, each Ij must be
contained in Hj , for each j ∈ L.
Claim 10.
∏
j∈L Tj ⊆ I
′. Hence, below C, E(Hj)j∈L ⊆ E.
Proof. Given any τ = (τj : j ∈ L) ∈
∏
j∈L Tj and ((Xn,j)j∈L, (Y n,j)j∈L) = τ((Cm,j)j∈L), we see that
(Xn,j)j∈L E (Xn,j)j∈L′
⌢
Y n,lE (Y n,j)j∈L. Thus, τ ∈ I ′.
Suppose that (Xn,j)j∈L, (Y n,j)j∈L ∈
((Cp,j)j∈L
(An,j)j∈L
)
satisfy (Xn,j)j∈L E(Hj)j∈L (Y n,j)j∈L, where p ≥ n. Let
Zn,j = Xn,j for each j ∈ L′, and let Zn,l = Y n,l. Then (Xn,j)j∈L E (Zn,j)j∈L, and (Zn,j)j∈L E (Y n,j)j∈L.
Thus, (Xn,j)j∈L E (Y n,j)j∈L, by transitivity of E. 
Claim 11. Below C, I ′ ⊆
∏
j∈L Tj.
Proof. Let ι := (ιj : j ∈ L) ∈ I ′ and let ((Xn,j)j∈L, (Y n,j)j∈L) = ι((Cm,j)j∈L). Then (Xn,j)j∈L E (Y n,j)j∈L.
Fixing ((Xn,j)j∈L′ , (Y n,j)j∈L′) and running the arguments for the Base Case on coordinate l, we obtain
Claim 7 on Cm,l. Take ηl ∈ Tl as in Claim 7. Take a Zn,l ∈
(
Bm′,l
An,l
)
such that both (Xn,l,Zn,l) = ηl(V m,l)
and (Y n,l,Zn,l) = η(Wm,l) for some V m,l,Wm,l ∈
(
Bm′,l
An,l
)
. In particular, Xn,l ↾ Hl = Zn,l ↾ Hl =
Y n,l ↾ Hl. It follows that (Xn,j)j∈L′ E (Xn,j)j∈L′
⌢
Zn,l, and (Y n,j)j∈L′ E (Y n,j)j∈L′
⌢
Zn,l. Therefore,
(Xn,j)j∈L′
⌢
Zn,lE (Y n,j)j∈L′
⌢
Zn,l, which implies that (ιj : j ∈ L′) ∈ TL′ . Hence, for each j ∈ L′, ιj is in
Tj .
By a similar argument, say fixing ((Xn,j)j∈L\{0}, (Y n,j)j∈L\{0}), we find that ιl is in Tl. Therefore,
ι ∈
∏
j∈L Tj . 
Therefore, I ′ =
∏
j∈L Tj . Hence, below C, E is given by E(Hj)j∈L . We conclude by showing that the
induction hypotheses (a) and (b) are satisfied for this stage.
If ιj is in I ′, then there was some τ = (τl : l ∈ L) ∈ I ′ such that ιj = τj . Since I ′ =
∏
j∈L Tj , ιj must be
in Tj . Conversely, if τj ∈ Tj , then taking any τl ∈ Tl for l ∈ L \ {j}, we have that (τl : l ∈ L) is in I ′. Thus,
τj is in I ′j . Therefore, I
′ =
∏
l∈L I
′
l , so (a) holds.
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Define Ij to be the set of all i ∈ Kj such that for all ιj ∈ I ′j , ιj(i) = ιj(Kj + i). It was shown above that
each Ij ⊆ Hj . Suppose there is an i ∈ Hj \ Ij . There is an (ιl : l ∈ L) ∈ I ′ such that ιj(i) 6= Kj + i. Every
(τl : l ∈ L) ∈
∏
l∈L Tl must have τj(i) = τj(Kj + i). But
∏
l∈L Tl equals I
′, a contradiction. Therefore, each
Ij = Hj , hence (b) holds.
This finishes the proof of the theorem. 
Remark. Sokicˇ has pointed out that it seems to be sufficient to assume the weaker Order-preserving Strong
Amalgamation Property, the same definition as OPFAP except only requiring the amalgamations to be
strong, not necessarily free.
6. General Ramsey-classification theorem for topological Ramsey spaces constructed
from generating sequences
We prove a general Ramsey-classification theorem, Theorem 38, for equivalence relations on fronts for the
class of the topolgical Ramsey spaces introduced in Section 3, where the Fra¨ısse´ classes have the OPFAP.
Theorem 38 extends Theorem 4.14 from [10] for canonical equivalence relations on the space R1 to the more
general class of topological Ramsey spaces constructed from a generating sequence. As the proof here closely
follows that in [10], we shall omit those proofs which follow by straightforward modifications of arguments in
that paper. The essential new ingredient here is that the building blocks for Theorem 38 are the canonical
equivalence relations from Theorem 31, and handling this shall require some care.
Throughout this section, let 1 ≤ J ≤ ω, and Kj , j ∈ J , be Fra¨ısse´ classes of finite ordered relational
structures with the Ramsey property and the Order-Prescribed Free Amalgamation Property. Let 〈Ak : k <
ω〉 be a fixed generating sequence, and let R denote the topological Ramsey space R(〈Ak : k < ω〉). Recall
that for j ∈ Jk, Kk,j denotes the cardinality of the structure Ak,j , and for any structure Bk,j ∼= Ak,j , we
let {bik,j : i < Kk,j} denote the enumeration of the universe of Bk,j in increasing order.
Definition 34 (Canonical projection maps on blocks). Let k < ω be given. For Bk,j ∈
(
An,j
Ak,j
)
and I ⊆ Kk,j ,
let πI(Bk,j) = Bk,j ↾ {bik,j : i ∈ I}, the substructure of Bk,j with universe {b
i
k,j : i ∈ I}.
For B(k) = 〈n, (Bk,j)j∈Jk〉 ∈ R(k), we define the following projection maps. Given Ik,j ⊆ Kk,j , j ∈ Jk,
let
(8) π(Ik,j)j∈Jk (B(k)) = 〈n, (πIk,j (Bk,j))j∈Jk〉,
and let
(9) π<>(B(k)) = 〈〉,
where 〈〉 denotes the empty sequence.
We slightly abuse notation by associating 〈n, (∅)j∈Jk〉 with 〈n〉. We define the depth projection map as
(10) πdepth(B(k)) = 〈n〉,
the depth of B(k) in A. Then when Ik,j = ∅ for all j ∈ Jk, we associate π(Ik,j)j∈Jk (B(k)) with πdepth(B(k)).
Let
(11) Π(k) = {π<>} ∪ {π(Ik,j)j∈Jk : ∀j ∈ Jk, Ik,j ⊆ Kk,j}.
The canonical equivalence relations on blocks are induced by the canonical projection maps as follows.
Definition 35 (Canonical equivalence relations on blocks). Let k < ω, and B(k), C(k) ∈ R(k). For
Ik,j ⊆ Kk,j, j ∈ Jk, define
(12) B(k)E(Ik,j)j∈Jk C(k)←→ π(Ik,j)j∈Jk (B(k)) = π(Ik,j)j∈Jk (C(k)).
Define
(13) B(k)E<> C(k)←→ π<>(B(k)) = π<>(C(k)).
Thus, E<> = R(k) ×R(k). We also define
(14) B(k)EdepthC(k)←→ πdepth(B(k)) = πdepth(C(k)).
When Ik,j = ∅ for all j ∈ Jk, then Edepth is a simplified notation for E(Ik,j)j∈Jk , as in this case, they are the
same equivalence relation.
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The collection of canonical equivalence relations on R(k) is
(15) E(k) = {E<>} ∪ {E(Ik,j)j∈Jk : ∀j ∈ Jk, Ik,j ⊆ Kk,j}.
For the following definitions, let X ∈ R, F be a front on [∅, X ], and ϕ be a function on F .
Definition 36. We shall say that ϕ is inner if for each b ∈ F , ϕ(b) =
⋃
i<|b| πri(b)(b(i)), where each πri(b)
is some member of Π(i).
Thus, for b = 〈〈n0, (B0,j)j∈J0〉, . . . , 〈nk−1, (Bk−1,j)j∈Jk−1〉〉, ϕ(b) = {〈〉} ∪ {〈nl, (Cl,j)j∈Jl〉 : l ∈ L}, for
some subset L ⊆ k, and some (possibly empty) substructures Cl,j of Bl,j . That is, ϕ is inner if it picks out
a subsequence of substructures from a given b.
For l < |b|, let ϕ(b) ↾ rl(b) denote
⋃
i<l πri(b)(b(i)), the initial segment of ϕ(b) which is obtained from
rl(b). For b, c ∈ F , we shall say that ϕ(c) is a proper initial segment of ϕ(b), and write ϕ(c) ⊏ ϕ(b), if there
is an l < |b| such that ϕ(c) = ϕ(b) ↾ rl(b) 6= ϕ(b).
Definition 37. An inner map ϕ is Nash-Williams if whenever b, c ∈ F and ϕ(b) 6= ϕ(c), then ϕ(c) 6⊏ ϕ(b).
An equivalence relation R on F is canonical if there is an inner, Nash-Williams map ϕ on F such that for
all b, c ∈ F , bE c⇐⇒ ϕ(b) = ϕ(c).
Remark. As for the topological Ramsey spaces considered in [10] and [11], here too there can be different
inner, Nash-Williams maps which represent the same canonical equivalence relation. However, there will
be one maximal such map, maximality being with respect to the embedding relation on the Fra¨ısse´ classes.
(See Remark 4.23 and Example 4.24 in [10].) As the maximal such map is the one useful for classifying the
initial Tukey structures below an ultrafilter associated with a Ramsey space, we consider the maximal inner
Nash-Williams map to be the canonizing map.
We fix the following notation, useful in this and subsequent sections.
Notation. For X ∈ R and b, s, t ∈ AR, fix the following notation. If s ⊑ b, write b \ s ≤fin X if the blocks
in b not in s all come from blocks of X ; precisely, if b \ s = 〈〈nl, (Bl,j)j∈Jl〉 : k ≤ l < m〉, then for each
k ≤ l < m, there is a block 〈nl, (Xp,j)j∈Jp〉 = X(p), for some p, such that (Bl,j)j∈Jl ≤ (Xp,j)j∈Jl . For a
set F ⊆ AR, define the following. Let Fs = {b ∈ F : s ⊑ b}, Fs|X = {b ∈ Fs : b \ s ≤fin X}.
For b(k) = 〈nk, (Bk,j)j∈Jk〉 ∈ R(k), we let depthA(b(k)) = nk, the depth of the block b(k) in A. For
F ⊆ AR, define Fs|X/t = {b ∈ Fs|X : depthA(b(|s|)) > depthA(t)}. Similarly, let r|s|+1[s,X ]/t = {b ∈
r|s|+1[s,X ] : depthA(b(|s|)) > depthA(t)}.
It is important to note that b being in Fs|X or Fs|X/t does not imply that b ≤fin X ; it only means that
the blocks of b above s comes from within X .
The next theorem is the main result of this section.
Theorem 38. Let 1 ≤ J ≤ ω, and Kj, j ∈ J , be Fra¨ısse´ classes of finite ordered relational structures with
the Ramsey property and the Order-Prescribed Free Amalgamation Property. Let 〈Ak : k < ω〉 be a fixed
generating sequence, and let R denote the topological Ramsey space R(〈Ak : k < ω〉).
Suppose A ∈ R, F is a front on [∅, A], and R is an equivalence relation on F . Then there exists C ≤ A
such that R is canonical on F|C.
Proof. Let f : F → N be any map which induces R. We begin by reviewing the concepts of mixing
and separating, first introduced in [21] and used in a more general form in [10] and [11]. Let Fˆ denote
{rn(b) : b ∈ F , n ≤ |b|}, the collection of all initial segments of members of F . For s, t ∈ Fˆ , we shall say that
X separates s and t if and only for all b ∈ Fs|X/t and c ∈ Ft|X/s, f(b) 6= f(c). X mixes s and t if and only
if there is no Y ≤ X which separates s and t. X decides for s and t if and only if either X separates s and
t, or else X mixes s and t.
The proofs of the following Lemmas 39 - 41 are omitted, as they are the same as the proofs of the analogous
statements in [10].
Lemma 39 (Transitivity of mixing). For every X ∈ R and every s, t, u ∈ Fˆ , if X mixes s and t and X
mixes t and u, then X mixes s and u.
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Since mixing is trivially reflexive and symmetric, it is an equivalence relation. We shall say that a property
P (s,X) (s ∈ AR, X ∈ R) is hereditary if whenever P (s,X) holds, then P (s, Y ) holds for all Y ≤ X . Likewise,
P (s, t,X) is hereditary if whenever P (s, t,X) holds, then P (s, t, Y ) holds for all Y ≤ X .
Lemma 40 (Diagonalization for Hereditary Properties). (1) Suppose P (·, ·) is a hereditary property,
and that for every X ∈ R and every s ∈ AR|X, there exists Y ≤ X such that P (s, Y ). Then
for every X ∈ R there exists Y ≤ X such that P (s, Z) holds, for every s ∈ AR|Y and every Z ≤ Y .
(2) Suppose P (·, ·, ·) is a hereditary property, and that for every X ∈ R and all s, t ∈ AR|X, there exists
Y ≤ X such that P (s, t, Y ) holds. Then, for every X ∈ R there exists Y ≤ X such that P (s, t, Z)
holds, for all s, t ∈ AR|Y and every Z ≤ Y .
Lemma 41. For each A ∈ R there is a B ≤ A such that B decides for all s, t ∈ Fˆ|B.
Possibly shrinking A, we may assume that A ∈ R satisfies Lemma 41. We now introduce some notation
useful for arguments applying the Nash-Williams Theorem.
Notation. For i ≤ k < ω, we define the projection map πAi : R(k) → R(i) as follows. For X(k) =
〈nk, (Xk,j)j∈Jk〉 ∈ R(k), let πAi(X(k)) denote 〈nk, (Y i,j)j∈Ji〉, where for each j ∈ Ji, Y i,j is the projection
of Xk,j to the lexicographic leftmost copy of Ai,j within Xk,j .
Claim 12. For each s ∈ (Fˆ \F)|A and each X ≤ A, there is a Z ≤ X and an equivalence relation Es ∈ E(|s|)
such that the following holds: Whenever x, y ∈ R(|s|)|Z/s, letting a = s⌢x and b = s⌢y, we have that Z
mixes a and b if and only if xEs y.
Proof. Let n = |s| and X ≤ A be given. Let Rs be the following relation on R(n)|A/s. For all x, y ∈
R(n)|A/s,
(16) xRs y ⇐⇒ A mixes s
⌢x and s⌢y.
Define X = {Y ≤ X : A mixes s⌢Y (n) and s⌢πAn(Y (n+ 1))}. By the Abstract Nash-Williams Theorem,
there is a Y ≤ X such that [∅, Y ] ⊆ X or [∅, Y ] ∩ X = ∅.
Suppose [∅, Y ] ⊆ X . Then for all x, y ∈ R(n)|Y/s, we have xRs y. Fix x, y ∈ R(n)|Y/s, let a = s⌢x,
b = s⌢y, and take Z1, Z2 ≤ Y such that Z1(n) = x, Z2(n) = y, and Z1(n + 1) = Z2(n + 1). Then xRs y
follows from the fact that Z1, Z2 ∈ X and by transitivity of mixing. In this case the proof of the claim
finishes by taking Z = Y and Es = E<>.
Suppose now that [∅, Y ]∩X = ∅. Then for all x, y ∈ R(n)|Y/s, we have xRs y → depthA(x) = depthA(y).
Let m be large enough that all possible configurations of isomorphic copies of (An,j)j∈Jn can be embedded
into (Am,j)j∈Jn . Let In denote the collection of all sequences (In,j)j∈Jn , where each In,j ⊆ Kn,j . (Recall
that Kn,j is the cardinality of the structure An,j from the fixed generating sequence.) For each I ∈ In,
define
(17) YI = {Z ≤ Y : ∀x, y ∈ R(n)|Z(m)/s (A mixes s
⌢x and s⌢y ↔ πI(x) = πI(y))}
Let Y = [∅, Y ] \
⋃
I
YI. Notice that Y along with the YI, I ∈ In, form a finite clopen cover of [∅, Y ]. By
the Abstract Nash-Williams Theorem, there is Z ≤ Y such that either [∅, Z] ⊆ YI for some I ∈ In, or else
[∅, Z] ⊆ Y. By Theorem 31, the latter case is impossible. Thus, fix Z ≤ Y and I ∈ In such that [∅, Z] ⊆ YI.
If at least one of the In,j ’s is nonempty then Es = EI. Otherwise, Es = Edepth. 
The following is obtained from Claim 12 and Lemma 40.
Claim 13. There is a B ≤ A such that for each s ∈ (Fˆ \ F)|B, there is an equivalence relation Es ∈ E(|s|)
satisfying the following: For all a, b ∈ r|s|+1[s,B], B mixes a and b if and only if a(|s|)Es b(|s|).
Fix B as in Claim 13. For s ∈ (Fˆ \ F)|B and n = |s|, let Es denote the member of E(n) as guaranteed
by Claim 13. We say that s is Es-mixed by B; that is, for all a, b ∈ rn+1[s,B], B mixes a and b if and only
if a(n)Es b(n). Let πs denote the projection which defines Es. Given a ∈ F|B, define
(18) ϕ(a) =
⋃
i<|a|
πri(a)(a(i)).
The proof of the next claim follows in a straightforward manner from the definitions. We omit the proof,
as it is essentially the same as the proof of Claim 4.17 of [10].
21
Claim 14. The following are true for all X ≤ B and all s, t ∈ Fˆ|B.
(1) Suppose s /∈ F . Given a, b ∈ r|s|+1[s,X ], if X mixes a and t, and X also mixes b and t, then
a(|s|)Es b(|s|).
(2) If X separates s and t, then for every a ∈ Fˆ ∩ r|s|+1[s,X ]/t and every b ∈ F ∩ r|t|+1[t,X ]/s, X
separates a and b.
(3) Suppose s /∈ F . Then πs = π<> if and only if X mixes s and a, for all a ∈ Fˆ ∩ r|s|+1[s,X ].
(4) Suppose s /∈ F . Then πs = πdepth if and only if for all a, b ∈ Fˆ ∩ r|s|+1[s,X ], if X mixes a and b
then depthX(a) = depthX(b).
(5) If s ⊑ t and ϕ(s) = ϕ(t), then X mixes s and t.
The next proposition is the crucial step in the proof of the theorem. It follows the same outline as Claim
4.18 of [10], but more needs to be checked for the general setting of topological Ramsey spaces constructed
from a generating sequence. The key to this proof is that blocks are composed of sequences of members of
Fra¨ısse´ classes, and the definition of generating sequence allows us to find blocks where all possible order
configurations of some fixed finite collection of structures occur.
Proposition 42. Assume that s, t ∈ (Fˆ \ F)|B are mixed by B. Let k = |s| and l = |t|. Then the following
hold.
(a) πs = π<> if and only if πt = π<>.
(b) πs = πdepth if and only if πt = πdepth.
(c) πs = π(Is,j)j∈Jk if and only if πt = π(It,j)j∈Jl .
In the case of (c), the set {j ∈ Jk : Is,j 6= ∅} must equal {j ∈ Jl : It,j 6= ∅}, and the projected substructures are
isomorphic. That is, if 〈i, (Sk,j)j∈Jk〉 = πs(Z(k)) and 〈i
′, (T |t|,j)j∈Jl〉 = πt(Z
′(l)), then for each j ∈ Jk ∩Jl,
the structures Sk,j and T l,j are isomorphic; in addition, for each j ∈ Jk \ Jl, Sk,j = ∅, and for each
j ∈ Jl \ Jk, T l,j = ∅.
Furthermore, there is a C ≤ B such that for all s, t ∈ Fˆ|C, if C mixes s and t, then for every a ∈
Fˆ ∩ rk+1[s, C]/t and every b ∈ Fˆ ∩ rl+1[t, C]/s, C mixes a and b if and only if πs(a(k)) = πt(b(l)).
Proof. Suppose s, t ∈ (Fˆ \ F)|B are mixed by B, and let k = |s| and l = |t|.
(a) Suppose πs = π<> and πt 6= π<>. By (1) of Claim 14, B mixes s with at most one Et equivalence
class of extensions of t. Since πt 6= π<>, there is a Y ∈ [max(k, l), B] such that for every b ∈ rl+1[t, Y ]/s, Y
separates s and b. But then Y separates s and t, contradiction. Thus, πt must also be π<>. By a similar
argument, we conclude that πs = π<> if and only if πt = π<>.
(b) will follow from the argument for (c), in the case when all Is,j and It,j are empty.
(c) Suppose now that both πs and πt are not π<>. Let m = max(k, l), and let n > m be large enough
that all amalgamations of two copies of (Am,j)j∈Jm can be embedded into (An,j)j∈Jm . Let
Z0 = {X ∈ [m,B] : B separates s
⌢X(k) and t⌢πAl(X(n))}
and
Z1 = {X ∈ [m,B] : B separates s
⌢πAk(X(n)) and t
⌢X(l)}.
Applying the Abstract Nash-Williams Theorem twice, we obtain an X ∈ [m,B] such that [m,X ] is homo-
geneous for both Z0 and Z1. Since we are assuming that both πs and πt are different from π<>, it must be
the case that [m,X ] ⊆ Z0 ∩ Z1. Thus, for all a ∈ rk+1[s,X ]/t and b ∈ rl+1[t,X ]/s, if a and b are mixed by
B, then depthB(a) = depthB(b).
Let Ik denote the collection of all sequences of the form (Ij)j∈Jk , where each Ij ⊆ Kn,j and π(Ij)j∈Jk (B(n)) ∈
R(k). Likewise, let Il denote the collection of all sequences of the form (Ij)j∈Jl , where each Ij ⊆ Kn,j and
π(Ij)j∈Jl (B(n)) ∈ R(l).
For each pair S ∈ Ik and T ∈ Il, let
(19) XS,T = {Y ≤ X : B mixes s
⌢πS(Y (n)) and t
⌢πT(Y (n))}.
Applying the Abstract Nash-Williams Theorem finitely-many times, we find a Y ≤ X which is homogeneous
for XS,T, for all pairs (S,T) ∈ Ik × Il.
Subclaim. For each pair (S,T) ∈ Ik × Il, if πs ◦ πS(Y (n)) 6= πt ◦ πT(Y (n)), then [∅, Y ] ∩ XS,T = ∅.
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Proof. Suppose πs◦πS(Y (n)) 6= πt◦πT(Y (n)). Let S(k) denote πS(Y (n)) which is inR(k), and let T (l) denote
πT(Y (n)) which is in R(l). Then there is a d and there are some substructures Sk,j ∈
(
Y n,j
Ak,j
)
, j ∈ Jk, and
T l,j ∈
(
Y n,j
Al,j
)
, j ∈ Jl such that S(k) = 〈d, (Sk,j)j∈Jk〉 and T (l) = 〈d, (T l,j)j∈Jl〉. πs ◦ πS(Y (n)) = πs(S(k)) =
〈d, (S′k,j)j∈Jk〉 for some substructures S
′
k,j ≤ Sk,j ; likewise, πt ◦ πT(Y (n)) = πt(T (l)) = 〈d, (T
′
l,j)j∈Jl〉 for
some substructures T ′l,j ≤ T l,j . Since πs ◦ πS(Y (n)) 6= πt ◦ πT(Y (n)), one of the following must happen: (i)
there is some j ∈ Jk ∩ Jl such that S
′
k,j 6= T
′
k,j ; or (ii) there is a j ∈ Jk \ Jl such that S
′
k,j 6= ∅; or (iii) there
is a j ∈ Jl \ Jk such that T
′
k,j 6= ∅.
In case (i), without loss of generality, assume that |S′k,j | \ |T
′
l,j | 6= ∅ for some j ∈ Jk ∩ Jl; that is, the
universe of S′k,j is not contained within the universe of T
′
l,j . Since S
′
k,j and T
′
k,j are substructures of Y n,j ,
their universes are subsets of the universe of Y n,j . Recall that Kn,j is the cardinality of the universe of
Y n,j , and that we enumerate the members of the universe |Y n,j | in increasing order as {yin,j : i ∈ Kn,j}.
Let p ∈ Kn,j be such that y
p
n,j ∈ |S
′
k,j | \ |T
′
k,j |. Take q large enough that there are W (n), V (n) ∈ R(n)|Y (q)
such that for all i ∈ Jn \ {j}, W n,i = V n,i, and the universes of W n,j and V n,j differ only on the members
wpn,j and v
p
n,j . This is possible by the definition of a generating sequence; in particular, because Kj is a
Fra¨ısse´ class.
Let U(k) = πS(W (n)), U
′(k) = πS(V (n)), Z(l) = πT(W (n)), and Z
′(l) = πT(V (n)). Then πt(Z(l)) =
πt(Z
′(l)), which implies that B mixes t⌢Z(l) and t⌢Z ′(l). If [∅, Y ] ⊆ XS,T, then it follows that B mixes
s⌢U(k) and t⌢Z(l), and B mixes s⌢U ′(k) and t⌢Z ′(l). By transitivity of mixing, B mixes s⌢U(k) and
s⌢U ′(k). But πs(U(k)) 6= πs(U ′(k)), since w
p
n,j ∈ πs(U(k))\πs(U
′(k)) (and also vpn,j ∈ πs(U
′(k))\πs(U(k))).
Thus, U(k) is not Es related to U
′(k), so B does not mix s⌢U(k) and s⌢U ′(k), by Claim 13, a contradiction.
Therefore, it must be the case that [∅, Y ] ∩ XS,T = ∅.
In case (ii), if there is a j ∈ Jk \ Jl with S
′
k,j 6= ∅, then this implies that Jk > Jl. Take W (n), V (n) ∈
R(n)|Y (q), for some q large enough, such that W n,j and V n,j have disjoint universes, and for all i ∈ Jn\{j},
W n,i = V n,i. Let U(k) = πS(W (n)), U
′(k) = πS(V (n)), Z(l) = πT(W (n)), and Z
′(l) = πT(V (n)). Then
Z(l) = Z ′(l); so in particular, B mixes t⌢πt ◦ πT(W (n)) and t
⌢πt ◦ πT(V (n)). Again, if [∅, Y ] ⊆ XS,T,
then B mixes s⌢U(k) and t⌢Z(l), and B mixes s⌢U ′(k) and t⌢Z ′(l). By transitivity of mixing, B mixes
s⌢U(k) and s⌢U ′(k). But πs(U(k)) 6= πs(U ′(k)), since the universes of W n,j and V n,j are disjoint, and
the j-th structures in πs(U(k)) and πs(U
′(k)) are not empty and not equal. Thus, B does not mix s⌢U(k)
and s⌢U ′(k), by Claim 13, a contradiction. Therefore, [∅, Y ] ∩ XS,T = ∅.
By a similar argument as in Case (ii), we conclude that [∅, Y ]∩XS,T = ∅ in Case (iii) as well. Thus, in all
cases, [∅, Y ] ∩ XS,T = ∅ . 
It follows from the Subclaim that whenever a ∈ rk+1[s, Y ]/t, b ∈ rl+1[t, Y ]/s and B mixes a and b, then
πs(a(k)) = πt(b(l)). Thus, (b) and (c) follow.
Now we prove there is a C ≤ Y such that for all s, t ∈ Fˆ|C, if C mixes s and t, then for every a ∈
Fˆ ∩ rk+1[s, C]/t and every b ∈ Fˆ ∩ rl+1[t, C]/s, C mixes a and b if and only if πs(a(k)) = πt(b(l)). Since
the forward direction holds below Y , it only remains to find a C ≤ Y such that, below C, whenever
πs(a(k)) = πt(b(l)), then C mixes a and b.
Let (S,T) ∈ Ik×Il be a pair such that πs◦πS(Y (n)) = πt◦πT(Y (n)). It suffices to show that [∅, Y ] ⊆ XS,T.
Assume also, towards a contradiction, that [∅, Y ] ∩ XS,T = ∅. Let S′,T′ be a pair in Ik × Il satisfying
πs ◦ πS′(Y (n)) = πt ◦ πT′(Y (n)). We will prove that [∅, Y ] ∩ XS′,T′ = ∅. Take V (n),W (n) ∈ R(n)|Y
such that πs ◦ πS(V (n)) = πs ◦ πS′(W (n)) and πt ◦ πT(V (n)) = πt ◦ πT′(W (n)). This is possible since
all Kj are Fra¨ısse´ classes with the OPFAP and we are assuming that πs ◦ πS(Y (n)) = πt ◦ πT(Y (n)) and
πs ◦ πS′(Y (n)) = πt ◦ πT′(Y (n)). Then Y mixes s⌢πS(V (n)) and s⌢πS′(W (n)); and Y mixes t⌢πT(V (n))
and t⌢πT′(W (n)). Since Y separates s
⌢πS(V (n)) and t
⌢πT(V (n)), and since mixing is transitive, it follows
that Y must separate s⌢πS′ (W (n)) and t
⌢πT′(W (n)). Thus, [∅, Y ] ∩ XS′,T′ = ∅.
This, along with the Subclaim, implies that for all pairs (S,B) in Ik×Il, [∅, Y ]∩XS,T = ∅. But this implies
that Y separates s and t, a contradiction. Therefore, for all pairs (S,T) ∈ Ik ×Il such that πs ◦ πS(Y (n)) =
πt ◦ πT(Y (n)), we have [∅, Y ] ⊆ XS,T. Thus, whenever U(k) ∈ R(k)|Y/(s, t) and V (l) ∈ R(l)|Y/(s, t) satisfy
πs(U(k)) = πt(V (l)), then Y mixes s
⌢U(k) and t⌢V (l). By Lemma 41, we get C ≤ Y for which the
Proposition holds. 
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By very slight, straightforward modifications to the proofs of Claims 4.19 - 4.21 in [10], we obtain the
following claim.
Claim 15. For all a, b ∈ F|C, aR b if and only if ϕ(a) = ϕ(b). Moreover, ϕ(a) 6⊏ ϕ(b).
By its definition, ϕ is inner, and by Claim 15, ϕ is Nash-Williams and canonizes the equivalence relation
R. 
Remark. We point out that the entire proof of Theorem 38 used only instances of the Abstract Nash-Williams
Theorem, and not the full power of the Abstract Ellentuck Theorem.
The following corollary of Theorem 38 is proved in exactly the same way as Theorem 4.3 in [10].
Corollary 43. Let 1 ≤ J ≤ ω, and Kj, j ∈ J , be Fra¨ısse´ classes of finite ordered relational structures with
the Ramsey property and the Order-Prescribed Free Amalgamation Property. Let 〈Ak : k < ω〉 be a fixed
generating sequence, and let R denote the topological Ramsey space R(〈Ak : k < ω〉).
For any n, A ∈ R, and equivalence relation R on ARn|A, there is a B ≤ A such that R is canonical on
ARn|B. This means there are equivalence relations Ei ∈ E(i), i < n, such that for all a, b ∈ ARn|B
aRb if and only if ∀i < n, a(i)Ei b(i).
7. Basic Tukey reductions for selective and Ramsey filters
on general topological Ramsey spaces
We first remind the reader of the basic definitions of the Tukey theory of ultrafilters. Suppose that U
and V are ultrafilters. A function f from U to V is cofinal if every cofinal subset of (U ,⊇) is mapped by
f to a cofinal subset of (V ,⊇). We say that V is Tukey reducible to U and write V ≤T U if there exists a
cofinal map f : U → V . If U ≤T V and V ≤T U then we write V ≡T U and say that U and V are Tukey
equivalent. The relation ≡T is an equivalence relation and ≤T is a partial order on its equivalence classes.
The equivalence classes are called Tukey types. (See the recent survey paper [8] for more background on
Tukey types of ultrafilters.)
When restricted to ultrafilters, the Tukey reducibility relation is a coarsening of the Rudin-Keisler re-
ducibility relation. If h(U) = V , then the map sending X ∈ U to h′′X ∈ V witnesses Tukey reducibility.
Thus, if V ≤RK U , then V ≤T U .
The work in this section will set up some of the machinery for answering this and Questions 1, 2, and 3
from the Introduction; we do that in the next section. The main results in this section, Proposition 55 and
Theorem 56, are proved for general topological Ramsey spaces, in the hope that they may be more generally
applied in the future.
An ultrafilter U on a countable base X has continuous Tukey reductions if whenever a non-principal
ultrafilter V is Tukey reducible to U , then every monotone cofinal map f : U → V is continuous with respect
to the subspace topologies on U and V inherited from 2X when restricted to some cofinal subset of U . The
next theorem has become an important tool in the study of the Tukey structure of ultrafilters Tukey reducible
to some p-point ultrafilter.
Theorem 44 (Dobrinen and Todorcevic, [9]). If U is a p-point ultrafilter on ω, then U has continuous Tukey
reductions.
In fact, by results of Dobrinen (see Theorem 2.7 in [6], which first appeared in the unpublished [5]), every
ultrafilter Tukey reducible to some p-point has continuous Tukey reductions.
In the previous sections of this paper we restricted consideration to spaces constructed from generating
sequences. In this section we consider all topological Ramsey spaces R such that R is closed in ARN, (R,≤)
is a partial order, and (R,≤, r) satisfies axioms A.1 −A.4. In Theorem 56, we generalize Theorem 44 to
filters selective for a topological Ramsey space.
Notation. In order to avoid repeating certain phrases, we let (R,≤, r) denote a fixed triple satisfying
axioms A.1−A.4 which is closed in the subspace topology it inherits from ARN. Furthermore, we assume
that (R,≤) is a partial order and has a top element which we denote by A. By the Abstract Ellentuck
Theorem, R forms a topological Ramsey space. If C is a subset of R we let C ≥T V denote the statement
(C,≥) ≥T (V ,⊇).
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We omit the proof of the next fact since if follows by a straightforward generalization of the proof of Fact
6 from [9].
Fact 45. Assume that C ⊆ R and V is an ultrafilter on ω. If C ≥T V, then there is monotone cofinal map
f : C → V.
The notion of a selective filter for a topological Ramsey space was introduced along with the relation
of almost-reduction by Mijares in [17]. The notion of almost reduction on a topological Ramsey space was
introduced by Mijares in [17]. The relation of almost reduction generalizes the relation of almost inclusion
⊆∗ on P(ω) to arbitrary topological Ramsey spaces. The relation of almost reduction on R is defined as
follows: X ≤∗ Y if and only if there exists a ∈ AR such that ∅ 6= [a,X ] ⊆ [a, Y ]. Fix the following notation:
For any fixed A ∈ R, for n < ω and X,Y ≤ A, define X/n ≤ Y if and only if there exists an a ∈ AR|Y with
depthA(a) ≤ n, ∅ 6= [a,X ] ⊆ [a, Y ]. In particular, if X/n ≤ Y , then X ≤
∗ Y . If a topological Ramsey space
has a maximum member, we let A denote that member. Otherwise, we may without loss of generality fix
some A ∈ R and work below A.
Fact 46. For each X and Y in R, X ≤∗ Y if and only if there exists i < ω such that X/ri(X) ≤ Y .
Definition 47. A subset C ⊆ R is a selective filter on (R,≤) if C is a maximal filter on (R,≤) and for
each decreasing sequence X0 ≥ X1 ≥ X2 ≥ . . . of elements of C there exists X ∈ C such that for all i < ω,
X/ri(X) ≤ Xi.
Axiom A.3 implies that for each decreasing sequence X0 ≥ X1 ≥ X2 ≥ . . . of elements of R there exists
X ∈ R such that for all i < ω, X/ri(X) ≤ Xi. Thus, assuming MA or CH it is possible to construct
a selective filter on (R,≤). Forcing with R using almost reduction adjoins a filter on (R,≤) satisfying a
localized version of the Abstract Nash-Williams theorem for R. By work of Mijares in [17] every ultrafilter
generic for this forcing is a selective filter on (R,≤).
Recall thatR is assumed to be closed in the subspace topology it inherits from ARN. A sequence (Xn)n<ω
of elements of R converges to an element X ∈ R if and only if for each k < ω there is an m < ω such that
for each n ≥ m, rk(Xn) = rk(X). A function f : R → P(ω) is continuous if and only if for each convergent
sequence (Xn)n<ω in R with Xn → X , we also have f(Xn)→ f(X) in the topology obtained by identifying
P(ω) with 2N. A function f : C → V is said to be continuous if it is continuous with respect to the topologies
on C and V taken as subspaces of ARN and 2N, respectively. The next definition is a generalization of notion
of basic Tukey reductions for an ultrafilter on ω, (see Definition 2.2 and Lemma 2.5 in [6]), to filters on R.
Definition 48. Assume that C ⊆ R is a filter on (R,≤). C has basic Tukey reductions if whenever V is a
non-principal ultrafilter on ω and f : C → V is a monotone cofinal map, there is an X ∈ C and a monotone
map f˜ : R → P(ω) such that
(1) f˜ is continuous with respect to the metric topology on ARN;
(2) f˜ ↾ (C ↾ X) = f ↾ (C ↾ X);
(3) f˜ is generated by a finitary map fˆ : AR→ [ω]<ω satisfying
(a) For each k < ω and each s ∈ AR, if depthA(s) ≤ k then fˆ(s) ⊆ k;
(b) s ⊑ t ∈ AR implies that fˆ(s) ⊑ fˆ(t);
(c) fˆ is monotone, that is, if s, t ∈ AR with s ≤fin t, then fˆ(s) ⊆ fˆ(t); and
(d) For each Y ∈ R, f˜(Y ) =
⋃
k<ω fˆ(rk(Y )).
The next proposition provides an important application of the notion of basic Tukey reductions for C and
helps reduce the characterization of the ultrafilters on ω Tukey reducible to (C,≥) to the study of canonical
equivalence relations for fronts on C. It is the generalization of Proposition 5.5 from [10] to our current
setting.
Definition 49. If C ⊆ R and F ⊆ AR then we will say that F is a front on C if and only if for each C ∈ C,
there exists s ∈ F such that s ⊑ X ; and for all pairs s 6= t in F , s 6⊏ t.
Proposition 50. Assume that C ⊆ R is a filter on (R,≤) which has basic Tukey reductions, and suppose
V is a non-principal ultrafilter on ω with V ≤T C. Then there is a front F on C and a function f : F → ω
such that for each Y ∈ V, there exists X ∈ C such that f(F|X) ⊆ Y . Furthermore, if C ↾ F is a base for an
ultrafilter on F , then V = f(〈C ↾ F〉).
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Proof. Suppose that C and V are given and satisfy the assumptions of the proposition. By Fact 45, there
is a monotone map g : C → V . Since C has basic Tukey reductions, there is a continuous monotone cofinal
map g′ : C → V and a function gˆ : AR → [ω]<ω satisfying (1)-(3) in the definition of basic Tukey reductions.
Let F consist of all rn(Y ) such that Y ∈ C and n is minimal such that gˆ(rn(Y )) 6= ∅. By the properties of
gˆ, min(gˆ(rn(Y ))) = min(g(Y )). By its definition F is a front on C. Define a new function f : F → ω by
f(b) = min(gˆ(b)), for each b ∈ F .
Since g′ is a monotone cofinal map, the g′-image of C in V is a base for V . From the construction of f ,
we see that for each X ∈ C, f(F|X) = {f(a) : a ∈ F|X} ⊆ g′(X). Therefore, for each Y ∈ V there exists
X ∈ C such that f(F|X) ⊆ Y . We remind the reader of the following useful fact (see Fact 5.4 from [10]).
Fact 51. Suppose V and U are proper ultrafilters on the same countable base set, and for each V ∈ V there
is a U ∈ U such that U ⊆ V . Then U = V.
Suppose that C ↾ F generates an ultrafilter on F , and let 〈C ↾ F〉 denote the ultrafilter it generates. Then
the Rudin-Keisler image f(〈F ↾ C〉) is an ultrafilter on ω generated by the base {f(F|X) : X ∈ X}. Hence,
Fact 51 implies that f(〈F ↾ C〉) = V . 
If a selective filter C on (R,≤) has the property that, for each front F on C, C ↾ F generates an ultrafilter
on F , then Proposition 50 shows that every nonprincipal ultrafilter Tukey-reducible to C is a Rudin-Keisler
image of C ↾ F , for some front on C. This provides motivation for studying the notion of a Nash-Williams
filter on (R,≤). The next definition is an adaptation of Definition 5.1 (1) from [10] to our current setting.
Definition 52. A maximal filter C ⊆ R is a Nash-Williams filter on (R,≤) if for each front F on C and
each H ⊆ F , there is a C ∈ C such that either F|C ⊆ H or else F|C ∩H = ∅.
It is clear that any Nash-Williams filter is also a Ramsey filter on (R,≤) (recall Definition 19), and hence
is a maximal filter. The Abstract Nash-Williams Theorem for R can be used in conjunction with MA or CH
to construct a Nash-Williams filter on (R,≤). Furthermore, forcing with R using almost reduction adjoins
a Nash-Williams filter on (R,≤). By work of Mijares in [17], any Ramsey filter on (R,≤) is a selective
filter on (R,≤). Thus, any Nash-Williams filter is a selective filter on (R,≤). Trujillo in [26] has shown
that (assuming CH or MA, or by forcing) there are topological Ramsey spaces for which there are maximal
filters which are selective but not Ramsey for those spaces. We omit the proof of the next theorem as it
follows from a straightforward generalization of the proof of Trujillo in [27] for the special case of the space
R1 (recall Example 21 in Section 4).
Theorem 53. Let 1 ≤ J ≤ ω and Kj , j ∈ J , be a collection of Fra¨ısse´ classes of finite ordered relational
structures such that each Kj satisfies the Ramsey property. Let 〈Ak : k < ω〉 be a generating sequence, and
let R denote R(〈Ak : k < ω〉). Suppose that C is a filter on (R,≤). Then C is Nash-Williams for R if and
only if C is Ramsey for R.
The next fact is the analogue of Fact 5.3 from [10]. We omit the proof as it follows by similar arguments.
Fact 54. Suppose C ⊆ R is a Nash-Williams filter on (R,≤). If C′ is any cofinal subset of C, and F ⊆ AR
is any front on C′, then C′ ↾ F generates an ultrafilter on F .
The next proposition is one of the keys in the general mechanism for classifying initial Tukey structures
and the Rudin-Keisler structures within them. We only sketch the proof here, as it is the same proof as that
of Proposition 5.5 in [10].
Proposition 55. Assume that that C ⊆ R is a Nash-Williams filter on (R,≤). Suppose C has basic Tukey
reductions and V is a non-principal an ultrafilter on ω with C ≥T V. Then there is a front F on C and a
function f : F → ω such that V = f(〈C ↾ F〉).
Proof. Suppose that V is Tukey reducible to some Nash-Williams filter C on (R,≤). Assume that C has Basic
Tukey reductions. Theorem 50 and Fact 54 imply that there is a front F on C and a function f : F → ω
such that V = f(〈C ↾ F〉). 
We now introduce some notation needed for its definition and for the proof of the main theorem of this
section.
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Notation. If there is a maximum member of R, let A denote it. Otherwise, fix some A ∈ R and relative
everything that follows to [0,A]. For each X,Y ≤ A, define
(20) d(X) = {depthA(ri(X)) : i < ω}.
Define ρ : [0,A]×ω → AR to be the map such that for each X ≤ A and each n < ω, ρ(X,n) = ri(X), where
i is the unique natural number such that depthA(ri(X)) ≤ n < depthA(ri+1(X)).
By A.1 (c) and A.2 (b), for each X ≤ A, d(X) is infinite. Also note that for each s ∈ AR|X , X/s ≤ Y if
and only if depthX(s) = i and X/ri(X) ≤ Y . In particular, X/ri(X) ≤ Y if and only if X/ depthA(ri(X)) ≤
Y .
The next theorem is the main result of this section. It extends to all topological Ramsey spaces previous
results in [9] for the Milliken space FIN[∞] and in [10] and [11] for the Rα spaces (1 ≤ α < ω1). It will be
used in conjunction with Proposition 55 in the next section to identify initial structures in the Tukey types
of ultrafilters.
Theorem 56. If C is a selective filter on (R,≤) and {d(X) : X ∈ C} generates a nonprincipal ultrafilter on
ω then, C has basic Tukey reductions.
Proof. Suppose that V is an ultrafilter on ω Tukey reducible to C, and f : C → V is a monotone cofinal
map witnessing C ≥T V . For each k < ω, let Pk(·, ·) be the following proposition: For s ∈ AR and X ∈ R,
Pk(s,X) holds if and only if for each Z ∈ C such that s ⊑ Z and Z/s ≤ X , k 6∈ f(Z). Let C be a selective
filter for (R,≤). Assume that {d(X) : X ∈ C} generates an nonprincipal ultrafilter on ω.
Claim 16. There is an X¯ ∈ C such that f ↾ (C ↾ X¯) : C ↾ X¯ → V is continuous.
Proof. We begin by constructing a decreasing sequence in (C,≤). Let X0 = A. Given n > 0 and Xi ∈ C for
all i < n, we will choose Xn ∈ C such that
(1) Xn ≤ Xn−1,
(2) ρ(Xn, n) = ∅,
(3) For each s in AR with depthA(s) ≤ n and each k ≤ n, if there exists Y
′ ∈ C such that ρ(Y ′, n) = s
and k 6∈ f(Y ′), then Pk(s,Xn) holds.
By axiom A.2 (a), the set {s ∈ AR : depthA(s) ≤ n} is finite. Let s1, s2, . . . sin be an enumeration of
{s ∈ AR : depthA(s) ≤ n}. Since C is a maximal filter and {d(X) : X ∈ C} forms a nonprincipal ultrafilter
on ω, there exists a W0 ∈ C such that W0 ≤ Xn−1 and ρ(W0, n) = ∅. Now suppose that there exists Y ∈ C
such that ρ(Y, n) = s1 and k 6∈ f(Y ). Take Y1 to be in C such that ρ(Y1, n) = s1 and k 6∈ f(Y1). Since C is a
filter on (C,≤) there exists W1 ∈ C such that W1 ≤ Y1,W0. If there is no Y ∈ C such that ρ(X,n) = s1 and
k 6∈ f(Y ), then let W1 = W0. For the induction step, suppose that for 1 ≤ l < in and W0 ≥ W1 ≥ · · · ≥Wl
are given and in C. If there is a Y ∈ C such that sl+1 = ρ(Y, n) and k 6∈ f(Y ), then take some Yl ∈ C and
let Wl+1 ∈ C such that Wl+1 ≤Wl, Yl+1. Otherwise, let Wl+1 =Wl. After in many steps let Xn = Win .
We check that Xn satisfies properties (1) - (3). (1) By construction Xn ≤ Xn−1. (2) Since ρ(W0, n) = ∅
and Xn ≤ W0, we have ρ(Xn, n) = ∅. (3) Let s be an element of AR such that depthA(s) ≤ n. It follows
that there exists 1 ≤ l ≤ in such that s = sl. If there is a Y
′ ∈ C such that s = sl = ρ(Y
′, n) and k 6∈ f(Y ′)
then Wl was taken so that Wl ≤ Wl−1, Y ′l . Hence, if Z ∈ C, s ⊑ Z and Z/s ≤ Xn then Z ≤ Y
′
l . Since f is
monotone and k 6∈ f(Y ′l ), it must be the case that Pk(s,Xn) holds.
Since C is selective for (R,≤), there exists Y ∈ C such that for each i < ω, Y/ri(Y ) ≤ Xi. Let {y0, y1, . . . }
denote the increasing enumeration of d(Y ). Let A =
⋃
[y2i+1, y2i+2). Without loss of generality, assume
that A is not in the ultrafilter generated by {d(X) : X ∈ C}. Let X¯ be an element of C such that X¯ ≤ Y
and d(X¯) ⊆ ω \ A. We show that f ↾ (C ↾ X¯) is continuous by showing that there is a strictly increasing
sequence (mk)k<ω such that for each Z ∈ C ↾ X¯ , the initial segment f(Z)∩ (k+1) of f(Z) is determined by
the initial segment ρ(Z,mk) of Z.
For each k < ω, let ik denote the least i for which y2i+1 ≥ k. Let W ∈ C ↾ X¯ be given and let
s = ρ(W, y2ik+1). Since d(X¯) ∩ [y2ik+1, y2ik+2) = ∅, it follows that ρ(X¯, y2ik+1) = ρ(X¯, y2ik+2). Notice
that W ≤ X¯, X¯/y2ik+2 ≤ Y , Y/y2ik+2 ≤ X2ik+1 and ρ(X¯, y2ik+1) = ρ(X¯, y2ik+2) From this it follows that
k 6∈ f(W ) if and only if Pk(s,X2ik+1), which holds if and only if Pk(s, X¯) holds. Let mk = y2ik+2. Then
f ↾ (C ↾ X¯) is continuous, since the question of whether or not k ∈ f(W ) is determined by the finite initial
segment ρ(W,mk) along with X¯ . 
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Extend f ↾ (C ↾ X¯) to a function f ′ : C → V by defining f ′(X) =
⋃
{f(Y ) : Y ∈ C ↾ X¯ and Y ≤ X},
for X ∈ C. Notice that f ′ : C → V is monotone and f ′ ↾ (C ↾ X¯) = f ↾ (C ↾ X¯). Further, for each X ∈ C
and k < ω, k 6∈ f ′(X) if and only if for all Y ∈ C ↾ X¯ with Y ≤ X , k 6∈ f ′(X), and this holds if and only
if Pk(ρ(X,mk), X¯) holds. Thus, f
′ : C → V is continuous, as whether k ∈ f(X) is determined by the finite
initial segment ρ(X,mk) along with X¯ . Now define fˆ : AR→ [ω]
<ω by fˇ(s) = {k ≤ depthA(s) : ¬Pk(s, X¯)},
for s ∈ AR; and define f˜ : R → P(ω) by f˜(Y ) =
⋃
n<ω fˆ(rn(Y )), for Y ∈ R. Then fˆ satisfies (3) in
Definition 48 and f˜ is continuous. Notice that f ′(Y ) =
⋃
n<ω fˆ(rn(Y )), for Y ∈ C, hence implying that
f˜ ↾ C = f ′ ↾ C. Thus, f˜ ↾ (C ↾ X¯) = f ′ ↾ (C ↾ X¯). 
Corollary 57. Let 〈Ak : k < ω〉 be a generating sequence as in Definition 15. If C is a selective filter on
(R(〈Ak : k < ω〉),≤) such that {d(X) : X ∈ C} generates a nonprincipal ultrafilter on ω, then for each
ultrafilter V Tukey reducible to C, V has basic Tukey reductions.
Proof. This follows from Theorem 56 and the proof of Theorem 2.6 in [6]. 
The next result will be used in Section 8 to identify initial structures in the Tukey types of p-point
ultrafilters.
Theorem 58. Suppose C ⊆ R is a Nash-Williams filter on (R,≤) and {d(X) : X ∈ C} generates an
ultrafilter on ω. Then an ultrafilter V on ω is Tukey reducible to C if and only if V = f(〈C ↾ F〉) for some
front F on C and some function f : F → ω.
Proof. (⇒) Suppose that C is Ramsey for R. Proposition 55 and Theorem 56 show that if V is a non-
principal ultrafilter on ω Tukey reducible to C then there is a front F on C and a function f : F → ω such
that V = f(〈C ↾ F〉).
(⇐) Suppose that F is a front on C, f : F → ω and V = f(〈C ↾ F〉). The map sending X ∈ C to f ′′F|X
is a monotone cofinal map from (C,≥) to (V ,⊇). Thus, V ≤T C. 
When R is a topological Ramsey space constructed from a generating sequence, Theorem 53 implies that
the hypotheses of Theorem 58 can be weakened to assuming that C is Ramsey.
The next fact shows that many topological Ramsey spaces give rise to selective filters with basic Tukey
reductions.
Fact 59. Suppose that R has the property that for each X ∈ R and each A ⊆ ω there exists Y ≤ X in R such
that either d(Y ) ⊆ A or d(Y ) ⊆ ω \ A. Then assuming CH, MA or forcing with R using almost reduction,
there exists a selective filter on (R,≤) with the property that {d(X) : X ∈ C} generates a nonprincipal
ultrafilter on ω.
In [10] and [11], Dobrinen and Todorcevic introduced topological Ramsey spaces Rα, α < ω1, which distill
key properties of forcings of Laflamme in [16] and with associated ultrafilters with initial Tukey structure
exactly that of a decreasing chain of order type α + 1. For 1 ≤ n < ω, the space Rn is constructed from
a certain tree of height n+ 1 which forms the top element of the space. When n > 1, these spaces are not
constructed from generating sequences.
Trujillo has shown in [26] that there is a topological Ramsey space R⋆n constructed from Rn, such that
forcing with R⋆n using almost reduction adjoins a selective filter C on (Rn,≤) which is not a Ramsey filter
on (Rn,≤). Furthermore, it can be shown that {d(X) : X ∈ C} generates an ultrafilter on ω. Forcing with
the space R⋆n using almost reduction, or assuming CH or MA, one can construct a selective but not Ramsey
maximal filter on (Rn,≤). Such a filter has the property that {d(X) : X ∈ C} generates an ultrafilter on ω.
Theorem 56 implies that these non-Ramsey filters on (Rn,≤) have basic Tukey reductions. Using a similar
argument, the work of Trujillo in [26] shows that for each positive n, using forcing or assuming CH or MA,
there is a selective but not Ramsey filter on (Hn,≤) with basic Tukey reductions. (Recall Hn from Example
24.)
If R is constructed from some generating sequence then Theorems 56 and 58 reduce the identification
of ultrafilters on ω which are Tukey reducible to a Ramsey filter C associated with (R,≤) to the study of
Rudin-Keisler reduction on ultrafilters on base sets which are fronts on C. In the next section we show that
the Ramsey-classification Theorem 38 can be localized to equivalence relations on fronts on a Ramsey filter
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on (C,≤). We then use it identify initial structures in the Tukey types of ultrafilters Tukey reducible to any
Ramsey filter associated with a Ramsey space constructed from a generating sequence.
8. Initial structures in the Tukey and Rudin-Keisler types of p-points
The structure of the Tukey types of ultrafilters (partially ordered by ⊇) was studied in [9]. In that paper,
it is shown that large chains, large antichains, and diamond configurations embed into the Tukey types of
p-points. However, this left open the question of what the exact structure of all Tukey types below a given
p-point is. Recall that we use the terminology initial Tukey structure below an ultrafilter U to refer to the
structure of the Tukey types of all nonprincipal ultrafilters Tukey reducible to U (including U).
In [23], Todorcevic showed that the initial Tukey structure below a Ramsey ultrafilter on ω consists exactly
of one Tukey type, namely that of the Ramsey ultrafilter. In [10] and [11], Dobrinen and Todorcevic showed
that for each 1 ≤ α < ω1, there are Ramsey spaces with associated ultrafilters which have initial Tukey and
initial Rudin-Keisler structures which are decreasing chains of order type α+1. This left open the following
questions from the Introduction, which we restate here.
Question 1. What are the possible initial Tukey structures for ultrafilters on a countable base set?
Question 2. What are the possible initial Rudin-Keisler structures for ultrafilters on a countable base set?
Question 3. For a given ultrafilter U , what is the structure of the Rudin-Keisler ordering of the isomorphism
classes of ultrafilters Tukey reducible to U?
In this section, we answer Questions 1 - 3 for all Ramsey filters associated with a Ramsey space constructed
from a generating sequence with Fra¨ısse´ classes which have the Order-Prescribed Free Amalgamation Prop-
erty. The results in Theorems 60 and 67 show the surprising fact that the structure of the Fra¨ısse´ classes
used for the generating sequence have bearing on the initial Rudin-Keisler structures, but not on the intial
Tukey structures.
In this section we use topological Ramsey spaces constructed from generating sequences to identify some
initial structures in the Tukey types of p-points. The next theorem is one of the main results, and will be
proved at the end of this section.
Theorem 60. Let C be a Ramsey filter on a Ramsey space constructed from a generating sequence for Fra¨ısse´
classes of ordered relational structures with the Ramsey property and the OPFAP.
(1) If J < ω, then the initial Tukey structure of all ultrafilters Tukey reducible to C is exactly P(J).
(2) If J ≤ ω, then the Tukey ordering of the p-points Tukey reducible to C is isomorphic to the partial
order ([J ]<ω ,⊆).
From Theorem 60, the following corollary is immediate.
Corollary 61. It is consistent with ZFC that the following statements hold.
(1) Every finite Boolean algebra appears as the initial Tukey structure below some p-point.
(2) The structure of the Tukey types of p-points contains the partial order ([ω]<ω ,⊆) as an initial struc-
ture.
The archetype for the proofs and results in this section comes from work in [10] showing that the initial
Tukey structure below the ultrafilter associated with the space R1 is exactly a chain of length 2. (See
Theorem 5.18 in [10] and results leading up to it.) The outline of that proof is now presented, as it will be
followed in this section in more generality.
Outline of Proof of Theorem Theorem 5.18 in [10]. Recall that the space R1 in [10] is exactly
the topological Ramsey space R(〈Ak : k < ω〉) where J = 1 and for each k < ω, Ak,0 is a linear order of
cardinality k. Let C be a maximal filter Ramsey for R1 and U1 be the ultrafilter it generates on the leaves
of the base tree.
Theorem 5.18 in [10] was obtained in six main steps. (1) Theorem 20 from [9], every p-point has basic
monotone reductions, was used to show that all ultrafilters Tukey reducible to U1 are of the form f(〈C ↾ F〉)
for some front on C. (2) A localized version of the Ramsey-classifcation theorem for equivalence relations on
fronts on C was shown to hold. (3) For each n < ω, it was shown that the filter Yn+1 on the base set R1(n)
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generated by C ↾ R1(n) is a p-point ultrafilter. Furthermore, it was shown that Y1 <RK Y2 <RK . . . . (4)
The localized Ramsey-classification theorem and the canonical equivalence relations were used to show that
all ultrafilters Tukey reducible to U1 are isomorphic to an ultrafilter of ~W-trees, where Sˆ \S is a well-founded
tree, ~W = (Ws : s ∈ Sˆ \ S), and each Ws is isomorphic to Yn+1 for some n < ω or isomoprhic to U0. (5)
The theory of uniform fronts was used to show that each ultrafilter generated by a ~W-tree is isomorphic to a
countable Fubini product from among the ultrafilters Yn, n < ω. (6) The result on Fubini products was used
to show that the Tukey structure of the non-principal ultrafilters on ω Tukey reducible to U1 is isomorphic
to the two element Boolean algebra and that the p-points Tukey reducible to U1 are exactly {Yn : n < ω}.
In order to avoid repeating phrases we fix some notation for the remainder of the section. Fix 1 ≤ J ≤ ω
and Kj , j ∈ J , a collection of Fra¨ısse´ classes of finite ordered relational structures such that each Kj satisfies
the Ramsey property and the OPFAP. Let K denote (Kj)j∈J . Let 〈Ak : k < ω〉 be a generating sequence,
and let R denote the topological Ramsey space R(〈Ak : k < ω〉).
Theorem 58 verifies that step (1) can be carried out for any Ramsey filter on (R,≤). In the remainder
of this section, we show that analogues of steps (2) - (6) can be carried out for any Ramsey filter on (R,≤).
The first part of step (2), proving the Ramsey-classifiication theorem for R, was obtained in Theorem 38.
We complete step (2) by showing that a localized version of Theorem 38 holds for Ramsey filters on (R,≤).
The analogue of step (3) is not as straightforward. First we introduce Kfin and then associate to each
B ∈ Kfin a p-point ultrafilter UB (see Notation 2). Then we show that the Rudin-Keisler structure of these
p-points is isomorphic to K˜fin, the collection of equivalence classes of members of Kfin, partially ordered
by embeddability. Steps (4) and (5) are then generalized, the only difference being that the nodes of the
~W-trees are taken to be the p-points UB, B ∈ Kfin, from step (3). Step (6) will be completed at the end of
the section by proving Theorem 60 and identifying initial structures in the Tukey types of ultrafilters.
The next theorem completes step (2) for topological Ramsey spaces constructed from generating sequences.
Theorem 62. Let C be a Ramsey filter on a Ramsey space constructed from a generating sequence for Fra¨ısse´
classes of ordered relational structures with the Ramsey property and the OPFAP. If C is a Ramsey filter on
(R,≤), then for any front F on R and any equivalence relation R on F , there exists a C ∈ C such that R
is canonical on F|C.
Proof. Since C satisfies the Abstract Nash-Williams Theorem for R, and C is also selective for R, by Lemma
3.8 in [17]. Thus, the proof of Theorem 38 can be relativized to C. 
Next we complete step (3) for the general case by first identifying the p-points to be used as the nodes
of the ~W-trees we encounter in step (4), and then determining the Rudin-Keisler structure among these
p-points.
Fact 63. If C ⊆ R is a Ramsey filter on (R,≤), then for each n < ω, C ↾ R(n) = {R(n)|C : C ∈ C}
generates an ultrafilter on base set R(n).
Notation 2. Suppose that C ⊆ R is a Ramsey filter on (R,≤). For each n < ω, define Yn+1 to be the
ultrafilter on R(n) generated by C ↾ R(n). Define Y0 = πdepth(Y1) and Y〈〉 = π〈〉(Y1). Let
(21) Kfin = {(Bj)j∈K : K ∈ [J ]
<ω and (Bj)j∈K ∈ (Kj)j∈K}.
For B = (Bj)j∈K and C = (Cj)j∈L in Kfin, define B ≤ C if and only if K ⊆ L and for all j ∈ K, Bj ≤ Cj .
Let K˜fin denote the collection of equivalence classes of members of Kfin. Then K˜fin is partially ordered by ≤.
For B = (Bj)j∈K ∈ Kfin with K 6= ∅, define the following.
(1) Define JB to be K and define
B(B) =
⋃
n<ω
{
〈n, (Cj)j∈JB〉 : ∀j ∈ JB,Cj ∈
(
An,j
Bj
)}
.
(2) Applying the joint embedding property once for each j ∈ JB and using the definition of generating
sequence, there is an n such that for each j ∈ K, Bj ≤ An,j . Define n(B) to be the smallest natural
number n such that for each j ∈ JB, Bj ≤ An,j .
30
(3) Let I(B) denote the sequence (Ij)j∈Jn(B) such that πI(B)(A(n(B))) = 〈n(B),C〉, where C is the
lexicographical-least element of
((An(B),j)j∈JB
B
)
.
(4) We use the slightly more compact notation πB to denote the map πI(B).
(5) Let UB denote the ultrafilter πB(Yn(B)+1) on the base set B(B).
We let ∅ denote the sequence in Kfin with K = ∅.
The next proposition describes the configuration of the ultrafilters UB with B ∈ Kfin and the projection
ultrafilters πI(Yi) with i < ω and πI a projection map on R(i), with respect to the Rudin-Keisler ordering.
For the remainder of the section, if πI is a projection map on R(i) with I = (Ij)j∈Ji , then we let JI denote
the set {j ∈ Ji : Ij 6= ∅}. Recall that we write U ∼= V to denote that the two ultrafilters are Rudin-Keisler
equivalent.
Proposition 64. Suppose that C ⊆ R is a Ramsey filter on (R,≤).
(1) Y0 is a Ramsey ultrafilter and Y1 is not a Ramsey ultrafilter.
(2) For each n < ω, Yn+1 = UAn .
(3) For each m < ω and each projection map πI with domain R(m), there exists B ∈ Kfin such that
πI(Ym+1) ∼= UB.
(4) For each B ∈ Kfin, UB is a rapid p-point.
(5) For B and C in Kfin, UB ≤RK UC if and only if B ≤ C in Kfin.
Proof. (1) Y0 = πdepth(Y1) is a Ramsey ultrafilter since {π′′depthR(0) ↾ C : C ∈ R} is identical to the
Ellentuck space. Y1 is not Ramsey since the map πdepth is not one-to-one on any element of Y1. (2) For
each n < ω, n(An) = n and πAn is the identity map on B(An). Thus, UAn = πAn(Yn+1) = Yn+1.
(3) Suppose that πI is a projection map with domain R(m). Let B = (Bi)i∈JI be the substructure of
(Am,j)j∈JI such that πI(A(m)) = 〈m,B〉. Let n = n(B), and let C = (Ci)i∈JI be the substructure of
(An,j)j∈JI such that πB(A(n)) = 〈n,C〉. We will show that UB = πB(Yn+1)
∼= πI(Ym+1).
Let f : B → (Am,j)j∈JI be the embedding with range B and g : B → (An,j)j∈JI be the embedding
with range C. By the amalgamation property for Kj , j ∈ JI, and the definition of generating sequence,
there exist k < ω and embeddings r : (An,j)j∈JI → (Ak,j)j∈JI and s : (Am,j)j∈JI → (Ak,j)j∈JI such that
r ◦ f = s ◦ g. Let F, G and H denote the substructures of (Ak,j)j∈JI generated by the ranges of r ◦ f , s,
and r, respectively. Let πM, πN and πF denote projection maps on R(k) such that JM = JN = JF = JI,
πM(A(k)) = 〈k,G〉, πN(A(k)) = 〈k,H〉 and πF(A(k)) = 〈k,F〉. Since r ◦ f = s ◦ g, it follows that for all
y ∈ ARk+1, πB ◦ πN(y(k)) = πI ◦ πM(y(k)) = πF(y(k)).
Let X ∈ C and consider the set G = {x ∈ ARn+1 : ∃y ∈ R(k)|X, πF(y) = πB(x(n))}. Since C
satisfies the Abstract Nash-Williams Theorem it follows that there exists a Y ≤ X in C such that either
G ∩ ARn+1|Y = ∅ or ARn+1|Y ⊆ G. Since there exists z ∈ ARn+1|Y such that πF(Y (k)) = πB(z(n)) it
must be the case that ARn+1|Y ⊆ G. By Fact 51 it follows that πF(Yk) ∼= πB(Yn). By a similar argument,
we also have πF(Yk) ∼= πI(Ym). Thus, UB = πB(Yn) ∼= πI(Ym).
(4) Let K be a finite subset of J and B = (Bj)j∈K ∈ Kfin. Suppose that X0 ⊇ X1 ⊇ X2 ⊇ · · · is a
sequence of sets in UB. Then there exists a sequence C0 ≥ C1 ≥ C2 ≥ · · · of elements of C such that for each
i < ω, π′′
B
(R(n(B)) ↾ Ci) ⊆ Xi. Since every Ramsey filter on (R,≤) is also a selective filter for (R,≤), there
exists C ∈ C such that for each i < ω, C/ri(C) ≤ Ci. Since each Kj , j ∈ K, consists of finite structures and
K is finite, it follows that for each i < ω, π′′
B
(R(n) ↾ C) ⊆∗ π′′
B
(R(n) ↾ Ci). Therefore UB is a p-point.
Let h : ω → ω be a strictly increasing function. Linearly order B(B) so that 〈i,C〉 comes before 〈j,D〉
whenever i < j. For each B ∈ R, there is a C ≤ B such that πdepth(C(n − 1)) > h(1), πdepth(C(n(B))) >
h(1 + |B(B) ↾
〈
n(B),An(B)
〉
|), and in general, for k > n(B),
(22) πdepth(C(k)) > h(
k∑
i=n
|B(B) ↾ 〈i,Ai〉 |).
Since C is selective for R, there is a C ∈ C with this property, which yields that UB is rapid.
(5) (⇐) Suppose that B = (Bj)j∈K and C = (Cj)j∈L are elements of Kfin and B ≤ C. Let I(C) =
(Ij)j∈Jn(C) . Then K ⊆ L and there is a sequence I = (I
′
j)j∈Jn(C) such that for each j ∈ Jn(C), I
′
j ⊆ Ij ,
and the structure D in Kfin such that πI(A(n(C))) = 〈n(C),D〉 is isomorphic to B. By the work in part
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(3) of this proposition, πI(Yn(C)+1) ∼= πB(Yn(B)+1) = UB. Since for each j ∈ Jn(C), I
′
j ⊆ Ij , we have
πI(Yn(C)+1) ≤RK πC(Yn(C)+1) = UC. Hence, UB ≤RK UC.
(5) (⇒) Next suppose that (Bj)j∈K and (Cj)j∈L are elements of Kfin and UB ≤RK UC.
Lemma 65. For each nonprincipal ultrafilter V on ω with V ≤RK UC, there exists D ∈ Kfin such that
D ≤ C and V ∼= UD. Furthermore, if V ∼= UC then JD = JC and for all j ∈ JC, Cj ∼= Dj.
Proof. Suppose that V is a nonprincipal ultrafilter on ω such that V ≤RK UC. Then there is a function
θ : B(C) → ω such that θ(UC) = V . Since θ ◦ πC : R(n(C)) → ω, Theorem 62 implies that there exist an
X ∈ C and a projection map πI on R(n(C)) such that for all y, z ∈ R(n(C)) ↾ X ,
(23) θ ◦ πC(y) = θ ◦ πC(z) if and only if πI(y) = πI(z).
Suppose I = (Ij)j∈Jn(C) and I(C) = (I
′
j)j∈Jn(C) . Let D ∈ Kfin such that πI(A(n(C))) = 〈n(C),D〉. If
there exists j ∈ Jn(C) such that I
′
j 6⊆ Ij or there exists j ∈ JI such that Dj 6≤ Cj , then there exist
s, t ∈ R(n(C)) ↾ X such that πI(s) 6= πI(t) and πC(s) = πC(t). However, this is a contradiction to equation
(23). Therefore, JD ⊆ JC and for all j ∈ Jn(D), Dj ≤ Cj , i.e. D ≤ C. Additionally, equation (23) shows
that UD ∼= θ(UC) = V .
Next suppose that V ∼= UC. Then there exists Y ∈ C such that Y ≤ X and θ is injective on π′′C(R(n(C)) ↾
Y ). If there is a j ∈ Jn(C) such that Ij 6⊆ I
′
j or there is a j ∈ JI such that Cj 6≤ Dj , then there are
s, t ∈ R(n(C)) ↾ Y such that πI(s) = πI(t) and πC(s) 6= πC(t). However, this contradicts the fact that θ is
injective on π′′
C
(R(n(C)) ↾ Y ). Therefore, JC ⊆ JD and for all j ∈ Jn(C), Cj ≤ Dj , that is, C ≤ D. Thus,
JD = JC and for all j ∈ JC, Cj ∼= Dj . 
Since UB ≤RK UC, Lemma 65 shows that B ≤ C. 
In what follows, we omit any proofs of results which follow the exact same argument as their counterparts
in the proof of Theorem 5.10 in [10]. The following makes use of the correspondence between iterated Fubini
products of ultrafilters and so-called ultrafilters of ~W-trees on a flat-top front, (see Definition 3.2 and Facts
3.4 and 3.4 in [6]). A uniform front is, in particular, a flat-top front, and the projection of the uniform front
C|C in the next theorem to Sˆ will also be a flat-top front.
Theorem 66. Suppose that C is a Ramsey filter on (R,≤). If V is a non-principal ultrafilter and C ≥T V,
then V is isomorphic to a Fubini iterate of p-points from among UB, B ∈ Kfin. Precisely, V is isomorphic
to an ultrafilter of ~W-trees, where Sˆ \ S is a well-founded tree, ~W = (Ws : s ∈ Sˆ \ S), and each Ws is
isomorphic to UB, for some B ∈ Kfin.
Proof. Suppose that C and V are given and satisfy the assumptions of the theorem. By Proposition 50 and
Lemma 62 there are a front F on C, a function f : F → ω, and a C ∈ C such that the following hold:
(1) The equivalence relation induced by f on F|C is canonical.
(2) V = f(〈C ↾ F〉).
A straightforward induction argument on the rank of fronts, along with the fact that F is Ramsey, shows
that there is a C′ ≤ C ∈ C such that F|C′ is a uniform front on C|C′. From now on, we will abuse notation
and let F denote F|C′ and C denote C|C′.
Let S = {ϕ(t) : t ∈ F}, where ϕ is the inner Nash-Williams map from Theorem 38 which represents the
canonical equivalence relation. The filter W on the base set S generated by ϕ(C ↾ F) is an ultrafilter, and
W ∼= V . We omit the proof of this fact, since it follows from exactly the same argument as its counterpart
in the proof of Theorem 5.10 in [10].
Recall from the proof of Theorem 38 that for each t ∈ F and i < |t|, there is a projection map πri(t)
defined on R(i) such that ϕ(t) =
⋃
i<|t| πri(t)(t(i)). We now extend ϕ to a map on all of Fˆ by defining
ϕ(rj(t)) =
⋃
i<j πri(t)(t(i)), for t ∈ F and j ≤ |t|.
Let Sˆ denote the collection of all initial segments of elements of S. Thus, Sˆ = {ϕ(w) : w ∈ Fˆ}. Sˆ
forms a well-founded tree under the ordering ⊑. For s ∈ Sˆ \ S, define Ws to be the filter on the base set
{πrj(t)(u) : u ∈ R(j)} generated by the sets {πrj(t)(u) : u ∈ R(j)|X/rj(t)}, X ∈ C, for any (all) t ∈ F such
that s ⊑ ϕ(t) and j < |t| maximal such that ϕ(rj(t)) = s. The proof of the next claim follows exactly as in
[10].
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Claim 17. For each s ∈ Sˆ \ S, Ws is an ultrafilter which is generated by the collection of {πrj(t)(u) : u ∈
R(j)|X}, X ∈ C, for any t ∈ F and j < |t| maximal such that ϕ(rj(t)) = s.
The proof of the next claim is included, as it differs from its counterpart in the proof of Theorem 5.1 in
[10].
Claim 18. Let s ∈ Sˆ \ S. Then Ws is isomorphic to UB for some B ∈ Kfin.
Proof. Fix t ∈ F and j < |t| with j maximal such that ϕ(rj(t)) = s. Suppose that πrj(t) = πdepth. Then for
each X ∈ C, {πrj(t)(u) : u ∈ R(j)|X} = πdepth(R(j)|X) ∈ Y0. Since Ws is non-principal, Ws = Y0 = U∅, by
Fact 51. If πrj(t) = πI, then for each X ∈ C, {πrj(t)(u) : u ∈ R(j)|X/t} ⊆ {πI(u) : u ∈ R(j)|X} ∈ πI(Yj+1).
Thus, by Fact 51, Ws = πI(Yj+1). By Proposition 64 (3), there exists B ∈ Kfin such that Ws ∼= UB. 
The proof of the next claim follows as in [10].
Claim 19. W is the ultrafilter generated by ~W-trees, where ~W = (Ws : s ∈ Sˆ \ S).
The previous claims show that V is isomorphic to the ultrafilterW on the base S generated by the ~W-trees,
where for each s ∈ Sˆ \S, Ws is isomorphic to UB for some B ∈ Kfin. By the correspondence of ultrafilters of
~W-trees on S and iterated Fubini products, we conclude that V is isomorphic to a Fubini iterate of p-points
from among UB, B ∈ Kfin. 
Theorem 67. Suppose that C is a Ramsey filter on (R,≤). The Rudin-Keisler ordering of the p-points
Tukey reducible to C is isomorphic to the partial order (K˜fin,≤). In particular, if |J | < ω, then the initial
Rudin-Keisler structure below C is isomorphic to the partial order (K˜fin,≤).
Proof. The first statement follows from Theorem 66, the correspondence between and iterated Fubini prod-
ucts of ultrafilters (see Facts 3.4 and 3.4 in [6]), and the fact that a Fubini product of ultrafilters is never a
p-point. If |J | < ω, then {AR1|X : X ∈ C} generates a p-point on the base set AR1, and in this case, every
ultrafilter Rudin-Keisler reducible to C is a p-point. 
Proposition 68. Suppose that B and C are in Kfin. Then UB ≤T UC if and only if JB ⊆ JC. Hence,
UB ≡T UC if and only if JB = JC.
Proof. Assume JB ⊆ JC. By Proposition 64, U(A0,j)j∈JB ≤T UB, since (A0,j)j∈JB ≤ B. Define g : C ↾
B((A0,j)j∈JB) → C ↾ B(B) by g(B((A0,j)j∈JB) ↾ X) = B(B) ↾ X . g is well-defined on a cofinal subset of
U(A0,j)j∈JB , since from the set B((A0,j)j∈JB) ↾ X one can reconstruct {〈kn, (Xn,j)j∈JB〉 : n < ω}. Since
g is a monotone cofinal map from a cofinal subset of U(A0,j)j∈JB into a cofinal subset of UB, we have
UB ≤T U(A0,j)j∈JB . Hence UB ≡T U(A0,j)j∈JB . By a similar argument, UC ≡T U(A0,j)j∈JC . Since JB ⊆ JC,
Proposition 64 implies that U(A0,j)j∈JB ≤T U(A0,j)j∈JC . Therefore UB ≤T UC.
Now suppose that JB 6⊆ JC. Since JC is finite, the p-point ultrafilter U(A0,j)j∈JC is Tukey equivalent to
a Ramsey filter on (R(〈(Ak,j)j∈JC : k < ω〉),≤). By Theorem 66, if V is a p-point and V ≤T U(A0,j)j∈JC
then V is isomorphic to some UD for some D ∈
⋃
L⊆JC
(Kj)j∈L or isomorphic to Y0. By Proposition 64
(5), U(A0,j)j∈JB 6≤RK UD for each D ∈
⋃
J′⊆JC
(Kj)j∈J′ , and also U(A0,j)j∈JB 6≤RK Y0. So U(A0,j)j∈JB 6≤T
U(A0,j)j∈JC . Therefore UB 6≤T UC. 
Final Argument for Proof of Theorem 60. For now, let J be either finite or ω. We prove (2) first. Let V be
any p-point Tukey reducible to C. Since a Fubini product of ultrafilters is never a p-point, it follows from
Theorem 67 that V is isomorphic to UB for some B ∈ Kfin. In particular, V is Tukey equivalent to UB.
Proposition 68 shows that the Tukey type of UB is completely determined by the index set JB. Therefore,
(2) holds.
Now suppose J is finite. By Theorem 67, each ultrafilter V Tukey reducible to C is isomorphic to a Fubini
iterate of ultrafilters from among UB, B ∈ Kfin. Since J is finite, it follows from Proposition 68 that there
are only finitely many Tukey types of p-points Tukey reducible to C. By Corollary 37 in [9], for each UB, its
Tukey type is the same as the Tukey type of any Fubini power of itself, since UB is a rapid p-point. Thus,
each Fubini iterate from among the UB, B ∈ Kfin, has Tukey type equal to some such UB. Therefore, the
initial Tukey structure below C is exactly P(J). 
33
We finish by pointing out the implications the theorems in this section have for the specific examples in
Section 4.
Example 69 (n-arrow, not (n+1)-arrow ultrafilters). Let J = 1 and fix n ≥ 2. Recall that the space An is
defined to be the space R(〈Ak : k < ω〉), where 〈Ak : k < ω〉 is some generating sequence for K0, the class
of all finite (n+ 1)-clique-free ordered graphs.
Suppose C is a Ramsey filter on (An,≤). Then UAn , defined to be the filter on base set R(0) generated by
the sets R(0)|C, C ∈ C, is a p-point ultrafilter which is Tukey equivalent to C. By Theorem 67, the Rudin-
Keisler structure of the p-points Tukey reducible to UAn is isomorphic to the collection of all equivalence
classes of members of K0, partially ordered by embedability. By Theorem 60, the initial Tukey structure
below UAn is exactly a chain of length 2.
Example 70 (Hypercube spaces). Let J ≤ ω and for each j ∈ J , let Kj be the class of finite linear orders.
Let 〈Ak : k < ω〉 be a generating sequence such that for each k < ω and each j ∈ Jk, Ak,j is a k-element
linear order. Recall that the space HJ is defined to be the space R(〈Ak : k < ω〉).
If C is a Ramsey filter on (HJ ,≤) then by Theorem 67, the Rudin-Keisler structure of the p-points Tukey
reducible to C is isomorphic to the partial order (K˜fin,≤).
If J < ω then (K˜fin,≤) is isomorphic to the partial order (ωJ ,≤) via the map sendingB 7→ (‖B0‖, ‖B1‖, . . . ,
‖BJ−1‖). (If j 6∈ JB, then we assume ‖Bj‖ = 0.) Moreover, the initial Tukey structure below C is exactly
P(J).
Let C0(ω) denote the collection of sequences of natural numbers which are eventually zero. (For (xi)i<ω
and (yi)i<ω in C0(ω), (xi)i<ω ≤ (yi)i<ω iff for all i < ω, xi ≤ yi.) If J = ω, then (K˜fin,≤) is isomorphic to
the partial order (C0(ω),≤) via the map B 7→ (‖B0‖, ‖B1‖, . . . , ‖BJB‖, 0, 0, 0, . . . ). Further, the structure
of the Tukey types of the p-points Tukey reducible to C is exactly [ω]<ω.
These examples are just prototypes of what can be achieved by topological Ramsey spaces constructed
from generating sequences. Based on the work in this paper, many examples of topological Ramsey spaces
can be constructed, with associated ultrafilters having a wide range of partition properties and initial Rudin-
Keisler and Tukey structures.
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