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Permutation symmetries of multipartite quantum states are defined only when the constituent
subsystems are of equal dimensions. In this work we extend this notion of permutation symmetry to
heterogenous systems, that is, systems composed of subsystems having unequal dimensions. Given a
tensor product space of k subsystems (of arbitrary dimensions) and a permutation operation σ over k
symbols, these states are such that they have identical decompositions (up to an overall phase) in the
given tensor product space and the tensor product space obtained by the permuting the subsystems
by σ. Towards this, we construct a matrix whose action is to simultaneously permute the subsystem
label and subsystem dimension of a given state according to permutation σ. Eigenvectors of this
matrix have the required symmetry. We then examine entanglement of states in the eigenspaces
of these matrices. It is found that all nonsymmetric eigenspaces of such matrices are completely
entangled subspaces, with states being equally entangled in both the given tensor product space
and the permuted tensor product space.
I. INTRODUCTION
Quantum theory is usually formulated in terms of
states vectors which are considered as elements of a suit-
able Hilbert space. For each classical degree of free-
dom, the quantum formulation requires a corresponding
Hilbert space. Thus, a system of two 1D oscillators re-
quires two Hilbert spaces. If there are quantum degrees
of freedom such as the spin of a particle, they too will
have their respective Hibert spaces. The right way of de-
scribing the system with more than one degree of freedom
turns out to be the tensor product of the Hilbert spaces
corresponding to the various degrees of freedom relevant
to the system, so such tensor product spaces are central
for the description of multipartite quantum states. While
pure states of multipartite quantum systems could also
be represented as a ray in CN for an appropriate N , the
counterintutive features of such states, like the nonlocal-
ity, entanglement etc, do not manifest in this unfactored
space CN but will manifest only in the tensor product of
the Hilbert spaces of the constituent systems.
A tensor product space (TPS) is homogeneous if the
constituent subsystems are of equal dimension. Other-
wise, it is said to be heterogenous [1]. In the homoge-
nous k−partite TPS having d dimensional subsystems,
the “symmetric subspace” of CN (where N = dk) consists
of states that remain invariant under arbitrary permu-
tation of their subsystem labels. The symmetric sub-
space is interesting because its dimension scales with k
like the binomial coefficient (d+k−1)Ck, while the dimen-
sion of the composite system increases exponentially like
dk. In the case of qubits (d = 2), the symmetric sub-
space is spanned by the Dicke basis [2]. Symmetric states
of homogeneous systems, particularly of the multipartite
qubits, have been extensively studied both experimen-
tally [3–7] and theoretically [8–12], with respect to their
tomography [13–15], entanglement [16–19] etc. Though
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heterogeneous systems also have been studied theoreti-
cally [20–25], and experimentally [26, 27], the notion of
permutation symmetry is not readily extendable to them.
In this work, we demonstrate that there is a natural way
to extend the conventional notion of permutation sym-
metry to heterogeneous systems.
To motivate such a construction, consider a quantum
system S, whose Hilbert space is HS of dimension dS .
Assume that S is allowed to interact with the environ-
ment E, whose Hilbert space is HE of dimension dE . The
state of the composite system (S + E) can be represented
in the tensor product space HS⊗HE or the tensor prod-
uct space HE ⊗ HS . Consider an arbitrary state |ψSE〉
in the TPS HS ⊗HE :
|ψSE〉 =
∑
i,j
αij |i〉 ⊗ |j〉 (1)
where {|i〉}dS−1i=0 and {|j〉}dE−1j=0 are orthornomal bases for
the system and reservior respectively. The state “physi-
cally equivalent” to |ψSE〉, in the TPS HE ⊗HS , is
|ψES〉 =
∑
i,j
αij |j〉 ⊗ |i〉 (2)
State |ψES〉 is physically equivalent to |ψSE〉 in
the sense that the expecation value of any operator
Mˆ of the system S is identical in both the states:〈
ψSE |Mˆ ⊗ IˆE |ψSE
〉
=
〈
ψES |IˆE ⊗ Mˆ |ψES
〉
, where IˆE
is the identity HE . Similarly, reduced density matrices
corresponding to S, obtained by tracing out the second
subsystem from |ψSE〉 〈ψSE | or the first subsystem from
|ψES〉 〈ψES | are identical. Further, the numerical mea-
sure of entanglement of the state |ψSE〉 in the tensor
product space HS ⊗HE is identical to that of the state
|ψES〉 in the tensor product space HE ⊗HS .
However, as tensor product operation is not commu-
tative, |j〉 ⊗ |i〉 is not necessarily equal to |i〉 ⊗ |j〉, and
hence states |ψSE〉 and |ψES〉 can be distinct when seen
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2as states in CN . A state |ψSE〉 is called exchange invari-
ant if it is identical to |ψES〉, upto an overall phase factor.
In other words, a state |ψ〉 ∈ CN is exchange invaraint if
it remains invariant under the transformation
|i〉 ⊗ |j〉 → |j〉 ⊗ |i〉 (3)
for all i = 0, · · · dS − 1 and j = 0, · · · dE − 1, where
{|i〉}dS−1i=0 and {|j〉}dE−1j=0 are two arbitrary orthonormal
basis of the two subsystems.
For example, consider dS = 2 and dE = 3. Consider
the computational basis state |3〉 in C6. This state in the
C2 ⊗ C3 tensor product space is |1〉 ⊗ |0〉. The physical
equivalent state of this in C3⊗C2 is |0〉⊗|1〉. But |0〉⊗|1〉
in C3⊗C2 corresponds to the state |1〉 in C6, rather than
|3〉 we began with. So state |3〉 is not symmetric in the
qubit-qutrit decomposition. Consider, on the other hand,
the computational basis state |5〉. This state in C2 ⊗ C3
is |1〉 ⊗ |2〉. The physical equivalent state of this in the
C3⊗C2 is |2〉⊗|1〉. Since |2〉⊗|1〉 in C3⊗C2 corresponds
to the same state |5〉 in C6, state|5〉 is a symmetric state.
Similarly, consider the state 1√
3
(|1〉+ |2〉+ |4〉) in C8.
This state in the C2 ⊗ C4 is 1√
3
(|01〉+ |02〉+ |10〉).
The physical equivalent state to this in the C4 ⊗
C2 is 1√
3
(|10〉+ |20〉+ |01〉). This state also corre-
sponds to the same state 1√
3
(|2〉+ |4〉+ |1〉) in C8, so
1√
3
(|1〉+ |2〉+ |4〉) is a symmetric state in the qubit-
ququart bipartite system.
This notion of exchange symmetry in heterogenous bi-
partite systems can be extended to permutation symme-
try of multipartite heterogenous systems as well. First,
notations to be used subsequently are explained. A mul-
tiplicative partition of N is represented by the k−tuple
d = [d1, d2, · · · , dk], where dis are positive integers
greater than 1 such that
∏
i
di = N . The number of ele-
ments in d is denoted by n (d). Corresponding to this d,
the k−partite TPS Cd1 ⊗ Cd2 ⊗ · · ·⊗Cdk is represented
by Cd.
Let σ be one of the elements of Sn(d), the group of
permutations over n (d)−symbols. Given d and a σ,
another multiplicative partition σ (d) of N is obtained
by permuting the entries in d by σ, that is, σ (d) =[
dσ−1(1), dσ−1(2), · · · , dσ−1(k)
]
. The TPS corresponding
to this partition is Cσ(d). As in the bipartite case, the
state of a multipartite composite system can be repre-
sented equally well in any of the TPS, Cσ(d) for any
σ ∈ Sn(d), although the number of subsystems n(d) and
the dimension di of each subsystem are decided by the
experiment.
Given the k−partite TPS Cd, a basis for CN is
constructed from the tensor product of the k bases
Bd1 ,Bd2 , · · · ,Bdk , of the individual subsystems where
Bdr = {|ir〉}dr−1ir=0 is an orthonormal basis for Cdr . This
tensor product basis is denoted by Bd. An element in Bd
is of the form |i1〉 ⊗ |i2〉 ⊗ · · · ⊗ |ik〉, where |ir〉 ∈ Bdr .
This state is expressed in short notation as |i1i2 · · · ik〉d.
Similarly, another basis for CN could be the tensor
product of the bases in the permuted order: Bdσ−1(1) ⊗
Bdσ−1(2) ⊗ · · · ⊗ Bdσ−1(k) . This basis is denoted as Bσ(d),
suffix indicating that it has been obtained by a per-
mutation of another basis. An element in Bσ(d) is of
the form
∣∣iσ−1(1)〉 ⊗ ∣∣iσ−1(2)〉 ⊗ · · · ⊗ ∣∣iσ−1(k)〉 where
|ir〉 ∈ Bdr . A short notation for this state is as∣∣iσ−1(1)iσ−1(2) · · · iσ−1(k)〉σ(d).
Given a TPS Cd and a permutation σ ∈ Sn(d), a state
|ψ〉 is invariant under permutation σ if it remains invari-
ant under the mapping
|i1i2 · · · ik〉d →
∣∣iσ−1(1)iσ−1(2) · · · iσ−1(k)〉σ(d) , (4)
for all 0 ≤ ir ≤ dr − 1 and 1 ≤ r ≤ k where k = n (d).
In the bipartite case, σ is the permutation (1, 2).
Towards achieving this mapping we construct an oper-
ator Tˆd,σ:Bd → Bσ(d), such that
Tˆd,σ |i1i2 · · · ik〉d =
∣∣iσ−1(1)iσ−1(2) · · · iσ−1(k)〉σ(d) . (5)
Eigenvectors of Tˆd,σ are the states satisfying the de-
sired mapping defined in Eqn. 4. Being a a unitary
transformation in CN , its eigenvalues are complex num-
bers of unit modulii. Given a TPS Cd and a permutation
σ, the Hilbert space of the composite systems CN thus
splits into disjoint eigenspaces of Tˆd,σ:
CN '
⊕
η
Sηd,σ. (6)
Here Sηd,σ is a subspace of CN , composed of eigenstates of
Tˆd,σ with eigenvalue η. States in the subspaces Sηd,σ are
such that the reduced density matrix of the rth subsystem
in TPS d is identical to the reduced density matrix of
the σ (r)th subsystem in TPS σ (d). This work provides
a prescription for obtaining the dimensions and bases of
these subspaces.
The paper is organized as follows. A procedure for con-
structing bipartite exchange invariant states is detailed
in Section II. A multipartite extension of this construc-
tion to obtain states that are invariant under an arbitrary
permutation of subsystems is provided in Section III. In
Section IV, we examine the entanglement of states in the
subspaces Sηd,σ, with respect to both the TPSs, Cd and
Cσ(d). In recent years, it has been argued that entangle-
ment needs to be defined with respect to a distinguished
set of observables rather than with respect to a distin-
guished tensor product space [28–32]. However, in this
paper we stick to the conventional notion of entangle-
ment, but examine it in different tensor product spaces.
Results are summarized in Section V.
We provide a list of symbols appearing in this paper
along with their brief description in Tables VII and VIII.
3II. BIPARTITE EXCHANGE SYMMETRY
In the bipartite case, the action of the matrix Tˆ[d1,d2]
on the product state |i〉 ⊗ |j〉 ∈ Bd1 ⊗ Bd2 is given by
Tˆ[d1,d2] (|i〉 ⊗ |j〉) = |j〉 ⊗ |i〉 . (7)
The matrix representation of Tˆ[d1,d2] is the tensor commu-
tator matrix (TCM) [33]. The subscript [d1, d2] indicates
that Tˆ[d1,d2] maps product states in Cd1 ⊗Cd2 to the cor-
responding product states in Cd2⊗Cd1 . The eigenvectors
of Tˆ[d1,d2]are the states that are exchange invariant.
The explicit form of Tˆ[d1,d2] defined as a mapping on
the span of Bd1 ⊗ Bd2 is
Tˆ[d1,d2] =
d1−1∑
i=0
d2−1∑
j=0
(|j〉 ⊗ |i〉) (〈i| ⊗ 〈j|) , (8)
where {|i〉}d1−1i=0 and {|j〉}d2−1j=0 are arbitrary bases for
Cd1and Cd2 respectively. In the computational basis of
CN the matrix elements of Tˆ[d1,d2] are:
[
Tˆ[d1,d2]
]
m,n
= 1 if
⌊
m−1
d1
⌋
= mod (n− 1, d2)
and⌊
n−1
d2
⌋
= mod (m− 1, d1)
= 0, otherwise. (9)
Here 1 ≤ m,n ≤ N and bxc denotes the largest integer
less than or equal to x. If d1 = d2 = d, Eqn. 8 simplifies
to the familiar permutation operator
Tˆ[d,d] =
d−1∑
i,j=0
|j〉 〈i| ⊗ |i〉 〈j| . (10)
Exchange symmetric states are the eigenstates of this
operator on CN , N = d1d2.
For instance, if d1 = d2 = 2, then
Tˆ[2,2] =
 1 0 0 00 0 1 00 1 0 0
0 0 0 1
 . (11)
The eigenvalues of Tˆ[2,2] are {±1}, with the sym-
metric subspace being three-dimensional spanned by{
|0〉 , 1√
2
(|1〉+ |2〉) , |3〉
}
, which in C2 ⊗ C2 notation is{
|00〉 , 1√
2
(|01〉+ |10〉) , |11〉
}
. The anti-symmetric sub-
space is one-dimensional, spanned by 1√
2
(|1〉 − |2〉) which
in C2 ⊗ C2 is 1√
2
(|01〉 − |10〉), the singlet Bell state.
Similarly, the matrix representation of Tˆ[2,3] is
Tˆ[2,3] =

1 0 0 0 0 0
0 0 1 0 0 0
0 0 0 0 1 0
0 1 0 0 0 0
0 0 0 1 0 0
0 0 0 0 0 1
 , (12)
whose eigenvalues are {±1,±i}. The subspace associated
with eigenvalue 1 is three-dimensional,
S1[2,3] = span
{
|0〉 , 1
2
(|1〉+ |2〉+ |3〉+ |4〉) , |5〉
}
,
where Sη[d1,d2],(1,2) is denoted by S
η
[d1,d2]
. It is easy to
see that every vector in S1[2,3] is indeed exchange invari-
ant. The subspace associated with eigenvalue −1 is one-
dimensional,
S−1[2,3] = span
{
1
2
(|1〉 − |2〉 − |3〉+ |4〉)
}
(13)
The eigenvectors of Tˆ[2,3] have been expressed in the
basis for C6. To see their exchange symmetry, the states
are expressed in the B[2,3] and B[3,2] bases. This requires
to establish a correspondence between the states in B and
those in B[d1,d2]. Given one of the computational basis
states |m〉 in BN , its representation in the tensor product
basis B[d1,d2] is
|m〉 = |i〉d1 ⊗ |j〉d2 ≡ |i, j〉[d1,d2] , (14)
where i =
⌊
m
d2
⌋
, j = mod (m, d2). Conversely, given a
state |i, j〉[d1,d2] ∈ Cd1 ⊗ Cd2 , its representation in CN is
|i, j〉[d1,d2] = |i× d2 + j〉 (15)
S−1[2,3] expressed in C
2 ⊗ C3 is
1√
2
(
|0〉 ⊗ 1√
2
(|1〉 − |2〉)− |1〉 ⊗ 1√
2
(|0〉 − |1〉)
)
,
whereas in C3 ⊗ C2 this is
1√
2
(
1√
2
(|0〉 − |1〉)⊗ |1〉 − 1√
2
(|1〉 − |2〉)⊗ |0〉
)
which
acquires an overall negative sign under simultaneous
exchange of subsystem states and dimensions. The
respective reduced density matrices are also identical,
[2,3]ρ1 = [3,2]ρ2 =
1
4
[
2 1
1 2
]
,
and
4[2,3]ρ2 = [3,2]ρ1 =
1
4
 1 −1 0−1 2 −1
0 −1 1
 .
where [d1,d2]ρi, i = 1, 2 refers to the reduced density ma-
trix of the ith subsystem after tracing out the other sub-
system for a state |ψ〉 in the Cd1 ⊗ Cd2 decomposition.
The corresponding reduced density matrices are identi-
cal for exchange symmetric states. However, an arbitrary
state |ψ〉 ∈ C6 need not yield identical reduced density
matrices as in this example
For instance, consider the state
|ψ (p)〉 = √p |0〉+
√
1− p
(
1
2
(|1〉 − |2〉 − |3〉+ |4〉)
)
,
(16)
which is a linear combination of one of the symmetric
states |0〉 and anti-symmetric state of Eqn. 13. This
state is not exchange symmetric unless p = 0, 1. Other
values of p correspond to the state being asymmetric.
The relevant reduced density matrices of suitable dimen-
sions are compared using trace distance. Denoting the
trace distance between the 2× 2 density matrices [2,3]ρ1
and [3,2]ρ2 by d2 (p) and that between the 3 × 3 density
matrices [2,3]ρ2 and [3,2]ρ1 by d3 (p), we have
d2 (p) =
1
2
∑
i
|λ2,i| , d3 (p) = 1
2
∑
i
|λ3,i| (17)
where λ2,i are eigenvalues of
(
[2,3]ρ1 − [3,2]ρ2
)
and λ3,i
are eigenvalues of
(
[2,3]ρ2 − [3,2]ρ1
)
. Figure 1 shows the
variation of d2 (p) (blue plot) and d3 (p) (green plot) as
a function of p.
Figure 1. Trace distances d2 (p)(blue plot) and d3 (p) (green
plot) as function of p, for |ψ (p)〉 given in Eqn. 16.
The trace distances are symmetric about p = 1/2,
which corresponds to the most asymmetric state. Any
deviation from p = 1/2 takes the state |ψ (p)〉 closer to
either symmetric (p < 1/2) or antisymmetric (p > 1/2)
state. The trace distance peaks at p = 1/2, for which the
3× 3 reduced density matrices [2,3]ρ2 and [3,2]ρ1 orthog-
onal to each-other:
[2,3]ρ2 =
1
2
 1 0 00 0 0
0 0 1
 , [3,2]ρ1 =
 0 0 00 1 0
0 0 0
 .
It is to be noted that [2,3]ρ2 is a mixed state whereas
[3,2]ρ1 is a pure state. This implies that the state
|ψ (p = 0.5)〉 is entangled in [2, 3] partition but separa-
ble in [3, 2] partition.
The other two eigenvectors of Tˆ[2,3] also give identi-
cal reduced density matrices in both the decompositions.
One marked difference between the case d = [2, 2] dis-
cussed earlier and d = [2, 3] case is the emergence of
eigenstates which acquire a phase 6= 0, pi under subsys-
tem exchange operation. It will be demonstrated, for
every heteogeneous bipartite decomposition (d1 6= d2),
there are subspaces spanned by those states that acquire
a phase eiφ, φ 6= 0, pi under exchange of subsystems.
A. Tˆ[d1,d2] as a permutation matrix
Rules for relating the vectors in B, and the TPS Bd
are already given in Eqs. 14 and 15. Vectors in the basis
B[d1,d2] and B[d2,d1] are related by the mapping Tˆ[d1,d2],
whose matrix representation in the computational basis
is a permutation matrix. Here, the permutation effected
by this matrix on the basis states is identified.
Figure 2. Schematic of the procedure employed to obtain
the permutation corresponding to the permutation matrix
Tˆ[d1,d2].
Towards this, begin with a state |Ln〉 ∈ B where
0 ≤ Ln ≤ d1d2 − 1. Let the representation of this
state in Cd1 ⊗ Cd2 partition be |i, j〉[d1,d2] (refer Eqn.
14). The action of Tˆ[d1,d2] is to map this state into
the state |j, i〉[d2,d1] ∈ Cd2 ⊗ Cd1 . This corresponds to
a state say |Ln+1〉 in the unpartitioned space, where
Ln+1 = j × d1 + i (refer Eqn 15). See Fig. 2 for the
sequence of operations. This |Ln+1〉 can once again be
expressed in the [d1, d2] partition from which Ln+2 can
be obtained by swapping the indices along with the di-
mensions as was done for Ln+1. This process is repeated
until Ln+m+1 becomes Ln for some m, which is guaran-
teed since Tˆ[d1,d2] is one-to-one and, therefore, invertible.
States (|Ln〉 , |Ln+1〉 , · · · , |Ln+m〉) form one cycle. This
cycle is called an m−cycle as it has m states.
5It is seen that index numbers Ln+1 can be obtained
from Ln using the relation:
Ln+1 = d1Ln −
⌊
Ln
d2
⌋
(N − 1) . (18)
To generate another cycle, pickup another state from
B not already present in any cycle as |Ln〉 and generate
another cycle in the same manner as above (or using
Eqn. 18). Repeat the process until every state in B is
accommodated in some cycle. It may be noted that the
sum of the lengths of the cycles equals the dimension of
B.
The action of Tˆ[d1,d2] is to group the basis vectors of B
into disjoint sets corresponding to each cycle. The vec-
tors in a given disjoint set are in the orbit of the mapping
Tˆ[d1,d2]. Hence, this cycle decomposition represents the
permutation pi (d1, d2) corresponding to the permutation
matrix Tˆ[d1,d2].
As an illustration, pi (2, 3) is explicitly constructed.
Here, B is {|0〉 , |1〉 , |2〉 , |3〉 , |4〉 ,|5〉}. Consider state |0〉
of B. Its representation in C2⊗C3 is |0〉⊗|0〉 which under
the action of Tˆ[2,3] goes over to |0〉⊗ |0〉 in C3⊗C2 which
again corresponds to |0〉 in C6. Similarly, |1〉 in C6 corre-
sponds to |0〉 ⊗ |1〉 in C2 ⊗C3 which under the action of
Tˆ[2,3] goes to |1〉⊗|0〉 in C3⊗C2 which corresponds to |2〉
in C6. This is illustrated in Table I. One this is done, the
cycles can be obtained easily: |0〉 in the left-most column
is getting mapped to |0〉 in the right-most column, so
(0) is a 1−cycle. Similarly we have a sequence of states
|1〉 → |2〉 → |4〉 → |3〉 → |1〉 so (1, 2, 4, 3) is another cycle.
And |5〉 is another 1−cycle. So the cycle decomposition
corresponding to Tˆ[2,3] is pi (2, 3) = ((0) , (1, 2, 4, 3) , (5)).
B
⇔
B[2,3]
⇒
Tˆ[2,3]
⇒
B[3,2]
⇔
B
|0〉 |0〉 ⊗ |0〉 |0〉 ⊗ |0〉 |0〉
|1〉 |0〉 ⊗ |1〉 |1〉 ⊗ |0〉 |2〉
|2〉 |0〉 ⊗ |2〉 |2〉 ⊗ |0〉 |4〉
|4〉 |1〉 ⊗ |1〉 |1〉 ⊗ |1〉 |3〉
|3〉 |1〉 ⊗ |0〉 |0〉 ⊗ |1〉 |1〉
|5〉 |1〉 ⊗ |2〉 |2〉 ⊗ |1〉 |5〉
Table I. Procedure for obtaining the action of Tˆ[2,3], and the
cycle decomposition pi (2, 3).
Conventionally, 1−cycles are not represented in the cy-
cle decomposition of a permutation. For clarity we shall
include 1−cycles also in pi (d1, d2). Cycle decomposition
pi (d1, d2) for some values of d1 and d2 are listed in Table
II for illustration.
B. Eigenvectors and Eigenvalues of Tˆ[d1,d2]
Eigenvectors and eigenvalues of Tˆ[d1,d2] are obtained
readily if the cycle pi (d1, d2) is known. Let the number
of cycles be p and and their respective cycle lengths be
[d1, d2] pi (d1, d2)
[2, 4] ((0) , (1, 2, 4) , (3, 6, 5) , (7))
[2, 5] ((0) , (1, 2, 4, 8, 7, 5) , (3, 6) , (9))
[2, 6] ((0) , (1, 2, 4, 8, 5, 10, 9, 7, 3, 6) , (11))
[3, 3] ((0) , (1, 3) , (2, 6) , (4) , (5, 7) , (8))
[3, 4] ((0) , (1, 3, 9, 5, 4) , (2, 6, 7, 10, 8) , (11))
[3, 5] ((0) , (1, 3, 9, 13, 11, 5) , (2, 6, 4, 12, 8, 10) , (7) , (14))
Table II. pi (d1, d2) for some values of d1 and d2
{l1, l2, · · · , lp}. Let ωlp be the primitive lthp root of unity.
Then the eigenvalues of Tˆ[d1,d2] are given as [34]:
eig
(
T[d1,d2]
)
=
p⋃
q=1
{(
ωlq
)j
: 1 ≤ j ≤ lq
}
(19)
Eigenvalues depend only on the lengths of the cycles in
pi (d1, d2) and not their elements. An l−cycle contributes
l eigenvalues
{
e
2pii
l m, m = 0, · · · , l − 1
}
to Tˆ[d1,d2].
Now, consider an l−cycle (L1, L2, · · ·Ll). Let one of
the eigenvalues contributed by this cycle be λm = e
2pii
l m.
As Tˆ[d1,d2] generates the sequence |L1〉 → |L2〉 → · · · →
|Ll〉 → |L1〉, it is easy to see that its action on a state
|ψ〉λm will be equal to λm |ψ〉λm if |ψ〉λm is [35]:
|ψ〉λm =
1√
l
(
λ−1m |L1〉+ λ−2m |L2〉+ · · ·+ λ−lm |Ll〉
)
(20)
Eigenvectors corresponding to the same eigenvalue λm
span a subspace called eigenspace. That the cycles are
disjoint implies that the eigenspaces corresponding to dif-
ferent eigvalues furnish a direct sum decomposition of
the composite Hilbert space, of the form Eqn 6. The
eigenspace corresponding to the eigenvalue +1, repre-
sented here as S1[d1,d2], is the symmetric subspace and
that corresponding to −1, represented here as S−1[d1,d2],
is the anti-symmetric subspace. It is evident that there
are as many symmetric eigenvectors as there are cycles
in pi (d1, d2) and as many anti-symmetric eigenvectors as
the number of cycles of even length in pi (d1, d2).
For illustration, consider d1 = 2 and d2 = 4. Since
pi (2, 4) = ((0) , (1, 2, 4) , (3, 6, 5) , (7)), eigenvalues of Tˆ[2,4]
are
{
1, ω, ω2
}
where ω is the primitive cube root of unity,
e
2pii
3 . The symmetric subspace S1[2,4] is four-dimensional,
given by:
span
{
|0〉 , 1√
3
(|1〉+ |2〉+ |4〉) , 1√
3
(|3〉+ |6〉+ |5〉) , |7〉
}
Similarly, eigenspaces corresponding to eigenvalues ω and
ω2, Sω[2,3] and S
ω2
[2,4] are given by
span
{
1√
3
(
ω2 |1〉+ ω |2〉+ |4〉) , 1√
3
(
ω2 |3〉+ ω |5〉+ |6〉)} ,
6and
span
{
1√
3
(
ω |1〉+ ω2 |2〉+ |4〉) , 1√
3
(
ω |3〉+ ω2 |5〉+ |6〉)}
respectively. As there are no cycles of even length in
pi (2, 4), there is no anti-symmetric subspace here.
When d1 = d2 = d, the matrix Tˆ[d,d] is involutory
and its eigenvalues are {±1}. Consequently, there are
only symmetric and anti-symmetric states. This feature
is brought out in pi (d, d) as well: it has d fixed points
(cycles of unit length) corresponding to the states |(d +
1)i〉 ∈ B, i = 0 · · · d − 1 and the rest are 2-cycles. For
example, pi (3, 3) in Table II is seen to have these features.
The dimensions of symmetric and anti-symmetric sub-
spaces do not necessarily increase with increasingN when
d1 6= d2. This is also evident from Table II where the
number of cycles in pi (d1, d2) does not necessarily in-
crease with d1 or d2. Figure 3 shows the dimensions
of the symmetric and anti-symmetric subspaces for Tˆ[2,d]
for d = 2 to 29.
Figure 3. Dimension of the symmetric (diamond) and anti-
symmetric ( star) subspaces of T[2,d], for different values of
d.
The symmetric subspace of any Tˆ[d1,d2] is atleast three-
dimensional, as any pi (d1, d2) has atleast three cycles:
two cycles corresponding to states |0〉 and |N − 1〉 and
another cycle comprising of the rest of the states. Note
that from Eqn. 18 it follows that (0) and (N − 1) are
two fixed points in pi (d1, d2) for all d1 and d2.
Given d1 and d2, the eigenstates of Tˆ[d1,d2] furnish a
special basis for CN . These basis vectors have identical
decompositions in Cd1 ⊗ Cd2 and Cd2 ⊗ Cd2 partitions.
This special basis is denoted by BT[d1,d2].
From Eqn. 7, it is seen that Tˆ[d1,d2] is the inverse of
Tˆ[d2,d1]. The eigenvalues of Tˆ[d1,d2] come in complex con-
jugate pairs. Hence Tˆ[d1,d2] and Tˆ[d2,d1] share the same
set of eigenvalues. Further, the eigenspace corresponding
to an eigenvalue η of Tˆ[d1,d2] will correspond to that of
η−1 for Tˆ[d2,d1] matrix and vice-versa:
Sη[d1,d2] = S
η−1
[d2,d1]
∀ eigenvalues η of Tˆ[d1,d2]
This is reflected in the cycle decomposition also.
By interchanging d1 and d2 in Eqn. 18, the
cycles will be generated in the reverse order so
that pi (d2, d1) = pi−1 (d1, d2). For example,
pi (2, 4) = ((0) , (1, 2, 4) , (3, 6, 5) , (7)) implies pi (4, 2) =
((0) , (1, 4, 2) , (3, 5, 6) , (7)).
If m is the order of the cycle pi (d1, d2), then Tˆm[d1,d2] =
I. More insights about cycle structure of pi (d1, d2) can
be obtained by examining the characteristic equation of
Tˆ[d1,d2] derived in reference [36]. A cycle of length l exists
in pi (d1, d2) if l divides l∗, where
l∗ = min {p|dp2 ≡ 1 (mod N − 1)} (21)
The number of cycles of length l in pi (d1, d2), denoted
by σ (l), is given by
σ(l) = gcd(d2 − 1, N − 1) + 1 if l = 1
=
1
l
∑
d|l
µ
(
l
d
)
gcd
(
dd2 − 1, N − 1
)
if l > 1 (22)
Here µ is the Mobius function defined on integers,
µ(n) =

1 if n=1,
(−1)k if n is the product of k distinct primes
0 otherwise
(23)
and a|b stands for a is divisor of b.
There is no anti-symmetric subspace when l∗ is odd,
as there are no cycles of even length, a consequence of
the fact that the factors of odd number are odd. For ex-
ample, l∗ in the [2, 12] decomposition is 11, so there is no
anti-symmetric subspace for Tˆ[2,12] (see figure 3). Fur-
ther, when d1 = d2 = d, l∗ is always 2, giving σ (1) = d
and σ (2) = d(d−1)2 , so that symmetric subspace is
d(d+1)
2
dimensional and anti-symmetric subspace is d(d−1)2 di-
mensional.
III. EXTENSION TO MULTIPARTITE QUDIT
STATES
In the previous section, the notion of exchange sym-
metry for heterogeneous bipartite systems has been dis-
cussed. In this section, the question of generalizing
this notion to multi-partite heterogeneous systems is ad-
dressed.
7Figure 4. Schematic of the procedure employed to obtain the
permutation corresponding to the permutation matrix Tˆd,σ.
A. Multipartite subsystem permutation
The first requirement is to identify a map between the
computation basis vectors of B of CN to those in the Bd
partition, akin to Eqn. 14 for the bipartite case. Given
any vector |L〉 in B, its representation in Bd partition is
|i1i2 · · · ik〉d where each ir can be obtained successively
as
ir =

L−
r−1∑
j=1
ij
(
k∏
l=j+1
dl
)
k∏
m=r+1
dm
 , (24)
where bxc represents the integer part of x.
Conversely, given a basis state in |i1i2 · · · ik〉d ∈ Bd,
the corresponding state in B is |L〉 where
L =
k∑
r=1
ir ×
 k∏
j=r+1
dj
 . (25)
Note that in Eqns. 24 and 25, the product of empty set
is taken to be 1.
As in the bipartite case, the matrix representation of
the mapping Tˆd,σ in the computational basis of CN yields
a permutation matrix.
The schematic for this construction given in figure 4,
is explained here. Start with one of the states |Ln〉 of
B, 0 ≤ Ln ≤ N − 1. Its representation of in d par-
tition is |i1i2 · · · ik〉d which is obtained from Eqn. 24.
The action of Tˆd,σ is to map this state to the state∣∣iσ−1(1)iσ−1(2) · · · iσ−1(k)〉σ(d). Let |Ln+1〉 be the repre-
sentation of this state in the unpartitioned space, ob-
tained through Eqn. 25 but using permuted djs. Now
|Ln+1〉 is expressed in d partition (using Eqn. 24), its
labels and subsystems permuted and the new state is
represented again in the unpartitioned space using Eqn.
25. Let that state be |Ln+2〉. This process is repeated
until Ln+m+1 becomes equal to Ln for some m, which is
guaranteed since Tˆd,σ is one-to-one and invertible. This
way we have a mapping of states: |Ln〉 → |Ln+1〉 →
· · · → |Ln+m+1〉 → |Ln〉, which we shall indicate as an
m−cycle (Ln, Ln+1, · · · , Ln+m). To proceed, pick-up an-
other vector from B not already appearing in cycles as Ln
and generate another cycle of states as above. The pro-
cess is repeated until every vector in B is accommodated
in some cycle. The permutation pi ∈ SN corresponding
to the permutation matrix Tˆd,σ is denoted by pi(d, σ).
To illustrate the scheme, pi ([2, 2, 3] , (1, 2, 3)) is con-
structed. Towards this, begin with the computational
basis B of C12. Consider one of the states of B, say |1〉.
This state in [2, 2, 3] is |001〉[2,2,3]. Under (1, 2, 3) per-
mutation, this state goes over to the state |100〉[3,2,2] in
[3, 2, 2] decomposition, which corresponds to state |4〉 in
B. Similarly, the mapping for all the elements of B can
be found as given in Table III.
B
⇔
B[2,2,3]
⇒
Tˆ([2,2,3],(1,2,3))
⇒
B[3,2,2]
⇔
B
|0〉 |000〉 |000〉 |0〉
|1〉 |001〉 |100〉 |4〉
|2〉 |002〉 |200〉 |8〉
|3〉 |010〉 |001〉 |1〉
|4〉 |011〉 |101〉 |5〉
|5〉 |012〉 |201〉 |9〉
|6〉 |100〉 |010〉 |2〉
|7〉 |101〉 |110〉 |6〉
|8〉 |102〉 |210〉 |10〉
|9〉 |110〉 |011〉 |3〉
|10〉 |111〉 |111〉 |7〉
|11〉 |112〉 |211〉 |11〉
Table III. Procedure for obtaining the permutation
pi ([2, 2, 3] , (1, 2, 3))
To generate the cycle, start with any element, say
|1〉, in the left-most column B . This state is mapped
to state|4〉 of the right most column B. State|4〉 on
the left most column is mapped to|5〉 on the right-
most column and so on. This generates an orbit |1〉 →
|4〉 → |5〉 → |9〉 → |3〉 → |1〉 so one of the cycles is
(1, 4, 5, 9, 3). Similarly starting with |2〉 one generates
another orbit|2〉 → |8〉 → |10〉 → |4〉 → |7〉 → |6〉 → |2〉,
yeilding a cycle (2, 8, 10, 4, 7, 6). Further, there are two
1−cycles, (0) and (11), so that pi ([2, 2, 3] , (1, 2, 3)) =
((0) , (1, 4, 5, 9, 3) , (2, 8, 10, 4, 7, 6) , (11)).
Using the same symbol pi for bipartite and multi-
partite cases should not lead to any confusion, as the
arguments of pi are different in the two cases. In fact,
pi (d1, d2) is a shorthand notation for pi ([d1, d2] , (1, 2)).
Also, note that σ represents one of the permutations of
the subsystems, whereas pi refers to one of the permu-
tations on the computational basis vector labels: σ ∈
Sn(d) while pi ∈ SN . When σ is the identity permu-
tation over k−symbols, σ = ((1) , (2) , · · · , (k)) where
k = n (d), pi(d, σ) is the identity permutation of N sym-
bols: pi(d, σ) = ((1) , (2) , · · · , (N)).
For illustration, possible cycle decompositions
pi ([2, 2, 3] , σ) for all non-trivial permutations σ ∈ S3 are
8given in Table IV.
σ pi(d, σ)
((1, 2) , (3)) ((0), (1), (2), (3, 6), (4, 7), (5, 8), (9), (10), (11))
((1, 3) , (2)) ((0), (1, 4, 6), (2, 8, 9, 3), (5, 10, 7), (11))
((1) , (2, 3)) ((0), (1, 2, 4, 3), (5), (6), (7, 8, 10, 9), (11))
(1, 2, 3) ((0), (1, 4, 5, 9, 3), (2, 8, 10, 7, 6), (11))
(1, 3, 2) ((0), (1, 2, 4, 8, 5, 10, 9, 7, 3, 6), (11))
Table IV. Permutation symmetries of [2, 2, 3] decomposition
of N = 12.
Once the cycle decomposition is available, obtaining
eigenstates and eigenvalues proceeds as in the bipartite
case. For example, consider the second entry of Table
IV corresponding to the exchange of first and third sub-
systems in the [2, 2, 3] decomposition. One of the cycles
in pi ([2, 2, 3] , ((1, 3) , (2))) is (1, 4, 6). It contributes three
eigenstates to Tˆ[2,2,3],((1,3),(2)), one of which is the sym-
metric state
1√
3
(|1〉+ |4〉+ |6〉) ≡ 1√
3
(|001〉+ |011〉+ |100〉)[2,2,3]
≡ 1√
3
(|001〉+ |100〉+ |110〉)[3,2,2] .
Many of the observations made in bipartite case hold
in the multipartite case as well. When σ is transposition
of two subsystems of same dimensions, there are no cy-
cles beyond two-cycles in pi (d, σ), as exemplified by the
entry corresponding to pi ([2, 2, 3] , ((1, 2) , (3))) in Table
IV. Next, the inverse of Tˆd,σ is not Tˆd,σ−1 but Tˆσ(d),σ−1 :
Tˆd,σ = Tˆ
−1
σ(d),σ−1 , (26)
from which it follows that pi
(
σ (d) , σ−1
)
is the inverse of
pi (d, σ) rather than pi
(
d, σ−1
)
. Finally, given two per-
mutations σ1, σ2 ∈ Sn(d) the following relation holds:
pi(d, σ1 ◦ σ2) = pi(σ2 (d) , σ1) ◦ pi(d, σ2) (27)
where ◦ denotes the composition of permutations.
B. Projection to the completely symmetric and
antisymmetric subspaces
For a homogenous k−partite partition d, the com-
pletely symmetric projector Sˆd and completely antisym-
metric projector Aˆd are defined as
Sˆd =
1
k!
∑
σ
Tˆd,σ, (28)
and
Aˆd =
1
k!
∑
σ
(−1)sgn(σ) Tˆd,σ, (29)
where summation is over all σ ∈ Sk (including the iden-
tity element, for which Tˆd,σ is the identity matrix) and
sgn (σ) is the parity of the permutation σ. It is evident
that in the homogenous case both Sˆd and Aˆd are pro-
jection operators, i.e., their eigenvalues are +1 and 0.
Indeed, (d+k−1)Ck eigenvalues of Sˆd are +1 and rest of
them are 0. Similarly, Aˆd has dCk eigenvalues as +1 and
the other eigenvalues are 0. If the eigenspaces of these
operators corresponding to eigenvalue +1 and −1 are Sd
and Ad respectively, then
|ψ〉 ∈ Sd =⇒ Tˆd,σ |ψ〉 = |ψ〉 , ∀σ ∈ Sn(d), (30)
and
|ψ〉 ∈ Ad =⇒ Tˆd,σ |ψ〉 = (−1)sgn(σ) |ψ〉 , ∀σ ∈ Sn(d).
(31)
When k > d, Aˆd is a zero matrix and there is no com-
pletely antisymmetric subspace in that case [19].
From the projectors Sˆd and Aˆd, two (mixed) states ρS
and ρA are defined to be
ρS =
1
(d+k−1)Ck
Sˆd,
ρA =
1
dCk
Aˆd. (32)
The density matrix ρA is called the “antisymmetric state”
and its entanglement is studied in [37]. ρA is found to
be maximally steerable for all dimensions [38]. A one pa-
rameter family of states is constructed using these states
as
ρ (p) = pρS + (1− p) ρA, (33)
where p ∈ [0, 1]. The states ρ (p) are such that they
remain invariant under any local unitary transformation
acting identically on all the subsystems:
ρ (p) =
Ud ⊗ Ud · · · ⊗ Ud︸ ︷︷ ︸
k times
 ρ (p)
U†d ⊗ U†d · · · ⊗ U†d︸ ︷︷ ︸
k times

(34)
where Ud is a d × d unitary matrix. In the bipartite
setting, k = 2, ρ (p) are the well-known Werner states
[39]. Separability of the these states in the tripartite
case is discussed in [40].
For heterogenous d, Sˆd is no longer a projector since
some of its eigenvalues are different from 0 and 1.
Eigenspace of Sˆd corresponding to an eigenvalue +1
is three-dimensional, with three eigenvectors being |0〉,
|N − 1〉 and |ΓN 〉, for all d ∈ SN , where |ΓN 〉 is defined
as
|ΓN 〉 = 1√
N − 2
(
N−2∑
n=1
|n〉
)
, (35)
9where |n〉 is the (n+ 1)th computational basis for CN .
We refer to the subspace spanned by the three vectors
|0〉, |N − 1〉 and |ΓN 〉 as the “generalized symmetric sub-
space”, as it belongs to the symmetric subspace corre-
sponding to any permutation in any TPS:
span {|0〉 , |N − 1〉 , |ΓN 〉} ⊆ S1d,σ∀d ∈ P (N) , σ ∈ Sn(d)
(36)
Similarly, Aˆd is not a projection operator in the heteroge-
nous case and its eigenvalues are of magnitude strictly
less than one.
C. Equivalent decompositions and Coarse-graining
Given a state in CN , there could be different tensor
product spaces Cd1 and Cd2 consistent with N , but d1
and d2 not related by any permutation symmetry. For
example, N = 8 may be realized in two ways: d1 =
[2, 2, 2] and d2 = [2, 4]. How are the cycle decompsotions
pi (d1, σ) and pi (d2, σ) related?
We represent all the multiplicative partitions of N (in-
cluding those that differ in the order of subsystems) as
P (N):
P (N) =
{
d :
∏
di = N
}
(37)
For example, N = 12 allows for the following seven mul-
tiplicative partitions:
P (12) = {[2, 2, 3] , [2, 3, 2] , [2, 6] , [3, 2, 2] , [3, 4] , [4, 3] , [6, 2]} .
Among these, let Pk (N) denote the set of all partitions
d ∈ P (N) having n (d) = k. For example,
P2 (12) = {[2, 6] , [3, 4] , [4, 3] , [6, 2]}
and
P3 (12) = {[2, 2, 3] , [2, 3, 2] , [3, 2, 2]} .
The largest value of n (d) is equal to Ω (N), the number
of prime factors of N (allowing for repetitions). Given a
partition d and a permutation σ ∈ Sn(d), define σ (d) as
the k−tuple [dσ−1(1), dσ−1(2), · · · , dσ−1(k)]. Further, we
denote the equivalence class (under permutation) of set
of all decompositions connected to a partition de by E
E (de) =
{
d′ ∈ Pn(d) (N) |∃σ ∈ Sn(d),d′ = σ (de)
}
(38)
For example, in case of N = 12, we have three distinct
classes
E ([2, 6]) = {[2, 6] , [6, 2]}
E ([3, 4]) = {[3, 4] , [4, 3]}
E ([2, 2, 3]) = {[2, 2, 3] , [2, 3, 2] , [3, 2, 2]}
Here an equivalence class is labeled by one of its members
de whose entries are arranged in increasing order: di ≤
dj , if i < j. We call de a representative partition of the
class to which it belongs.
Among the representative partitions of N , we iden-
tify one which contains only prime dis. We call this,
the “primitive decomposition” and represent it by dp.
For example, for N = 24, the primitive partition is
dp = [2, 2, 2, 3]. Further, we call partitions d ∈ E (dp),
the prime partitions. By the uniqueness of prime factor-
ization we have E (dp) = PΩ(N) (N).
If the cycle-decomposition pi (de, σ) of the representa-
tive partitions de is obtained for all σ ∈ Sn(de), the de-
compositions pi (d, σ2), corresponding to any other parti-
tion d belonging to the same class E (de) can be obtained.
Permutations pi (d, σ2), for d ∈ E (de) and σ2 ∈ Sn(de),
can be obtained from the permutations corresponding to
the representative partition de through the relation
pi (d, σ2) = pi (σ1 (de) , σ2) = pi (de, σ2 ◦ σ1) ◦ pi−1 (de, σ1)
(39)
This relation is obtained by just rearranging the Eqn. 27.
As σ2 ◦ σ1 is another permutation belonging to Sn(de),
it follows that permutation symmetries of every tensor
product space can be obtained using the permutation
symmetries of representative decomposition de alone.
Now, consider a TPS Cd′ , where d′ ∈ Pk′ (N) for
k′ < Ω (N). Such partitions with fewer number of subsys-
tems than the prime partition are called coarse-grained
partitions. It is important to know whether the permuta-
tions pi (d′, σ′) of the coarse grained partitions are related
to those of the primitive decomposition, pi (dp, σ).
As a coarse-grained partition d′ involves a fewer num-
ber of tensor products to generate CN than the max-
imal number of tensor products ΩN in dp. Therefore
the coarse-grained partition can be expressed by com-
bining (via tensoring) some of the prime dimensional
Hilbert spaces. Each of the dimensions d′r in d′ is a
product of one or more di’s of dp. Hence, the cycle
decomposition pi (d′, σ′) is identical to that of pi (d, σ2)
for some d ∈ E (dp) and σ2 ∈ Sn(dp). In essence, given
pi (d′, σ′), it is always possible to find two permutations
σ1, σ2 ∈ Sn(dp) such that
pi (d′, σ′) = pi (σ1 (dp) , σ2) (40)
For example, consider N = 24. Its primitive decom-
position is dp = [2, 2, 2, 3]. Consider a coarse-grained
decomposition of N , say, d′ = [4, 3, 2] and the permuta-
tion operation to be the anti-cyclic rotation σ
′
= (1, 3, 2).
In this case, pi (d′, σ′) is:
pi (d′, σ′) =
 (0) ,(1, 4, 16, 18, 3, 12, 2, 8, 9, 13, 6) ,(5, 20, 11, 21, 15, 14, 10, 17, 22, 19, 7) ,
(23) .
 .
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Permutations σ1, σ2 ∈ S4 such that pi (σ1 (dp) , σ2) =
pi ([4, 3, 2] , (1, 3, 2)) is σ1 = ((1) , (2) , (3, 4)) and σ2 =
((1, 3) , (2, 4)).
If attention is restricted to bipartite partitioning d
′
=[
d
′
1, d
′
2
]
, where the only non-trivial permutation is the
subsystem exchange σ′ = (2, 1), it is possible to find suit-
abe σ1, σ2 ∈ SΩ(N) such that pi (σ1 (dp) , σ2) = pi (d′1, d′2)
where σ (d′1, d′2) is the permutation corresponding to the
bipartite exchange. This is illustrated with an example.
If N = 24, the allowed bipartite partitions are
P2 (24) = {[2, 12] , [3, 8] , [4, 6] , [6, 4] , [8, 3] , [12, 2]}
The primitive decomposition dp for N = 24 is dp =
[2, 2, 2, 3]. For every d′ ∈P2 (24), Table V shows
possible σ1, σ2 ∈ S4 satisfying Eqn. 40, that is
pi (σ1 ([2, 2, 2, 3]) , σ2) = pi (d
′, (1, 2)).
d
′
σ1 σ1 (dp) σ2
[2, 12] ((1) , (2) , (3) , (4)) [2, 2, 2, 3] (1, 4, 3, 2)
[3, 8] (1, 2, 3, 4) [3, 2, 2, 2] (1, 4, 3, 2)
[4, 6] ((1) , (2) , (3, 4)) [2, 2, 3, 2] ((1, 3) , (2, 4))
[6, 4] ((1) , (2, 3, 4)) [2, 3, 2, 2] ((1, 3) , (2, 4))
[8, 3] ((1) , (2) , (3) , (4)) [2, 2, 2, 3] (1, 2, 3, 4)
[12, 2] ((1) , (2) , (3, 4)) [2, 2, 3, 2] (1, 2, 3, 4)
Table V. σ1 and σ2 values satisfying Eqn. 40 for exchange
symmetry in all bipartite decompositions of N = 24.
The cycle decomposition corresponding to cyclic
shift of subsystems, σc = (1, 2, · · · , k) is re-
lated to that of bipartite exchange symmetry by
pi ([d1, d2, · · · dk] , σc) = pi
(
d
′
, dk
)
where d
′
=
k−1∏
i=1
di.
Similarly, pi
(
[d1, d2, · · · dk] , σ−1c
)
= pi (d1, d) where d =
k∏
i=2
di.
D. Cyclic invariance in equi-dimensional
multipartitioning
It may appear that the eigenvalues of Tˆd,σ not equal to
±1 exist only when σ (d) 6= d, that is, only when subsys-
tems of distinct dimensions are permuted. However, this
is not the case. Consider an k−partite decomposition d
where all the subsystems are of equal dimensions d, such
that N = dk. Given a TPS Cd, consider the permuta-
tion σc = (1, 2, · · · , k) which is the cyclic permutation of
k−subsystems where k = n (d):
σc (i) = (i+ 1) mod k, for i = 1, · · · , k. (41)
Given k qudits, and k parties A1, A2, · · · , Ak, the
eigenstates of Tˆd,σc are such that their interpretation re-
mains identical irrespective of which qudit each party
makes the measurement on, as long as the measurements
are done in the order A1, A2, · · · , Ak. Now, since Tˆd,σc
and Tˆd,σ−1c share same eigenvectors, these states have
identical interpretation when the measurements are car-
ried out even in the anticyclic order A1, Ak, Ak−1 · · · , A2.
For example, consider d = 2 and k = 4, so that d =
[2, 2, 2, 2] and σc = (1, 2, 3, 4). The cycle decomposition
pi ([2, 2, 2, 2] , (1, 2, 3, 4)) is
((0) , (1, 8, 4, 2) , (3, 9, 12, 6) , (5, 10) , (7, 11, 13, 14) , (15)) ,
from which the cyclic shift invariant states can be ob-
tained. For example, the 4−cycle (1, 8, 4, 2) contributes
4 eigenstates: a symmetric state
1
2
(|0001〉+ |1000〉+ |0100〉+ |0010〉) ,
an anti-symmetric state
1
2
(− |0001〉+ |1000〉 − |0100〉+ |0010〉) ,
an eigenstate with eigenvalue i :
1
2
(−i |0001〉 − |1000〉+ i |0100〉+ |0010〉) ,
and an eigenstate with eigenvalue −i:
1
2
(i |0001〉 − |1000〉 − i |0100〉+ |0010〉) .
Symmetric subspace S1d,σ is six-dimensional and the
anti-symmetric subspace S−1d,σ is four-dimensional. The
other two eigenspaces Sid,σ and S
−i
d,σ are both three-
dimensional.
The eigenvalues of the cyclic shift operator and di-
mensions for the corresponding eigenspaces for few d are
shown in Table VI for illustration.
d k d σc Eigenvalues e Dimension of Sed,σc
2 3 [2, 2, 2] (1, 2, 3) 1, e
2pii
3 , e
4pii
3 4, 2, 2
2 4 [2, 2, 2, 2] (1, 2, 3, 4) 1, i,−1,−i 6, 3, 4, 3
3 3 [3, 3, 3] (1, 2, 3) 1, e
2pii
3 , e
4pii
3 11, 8, 8
3 4 [3, 3, 3, 3] (1, 2, 3, 4) 1, i,−1,−i 24, 18, 21, 18
4 3 [4, 4, 4] (1, 2, 3) 1, e
2pii
3 , e
4pii
3 24, 20,20
4 4 [4, 4, 4, 4] (1, 2, 3, 4) 1, i,−1,−i 70, 60, 66, 60
Table VI. Eigenvalues and dimensions of eigenspaces of circu-
lar permutation invariant states of different k and d.
The eigenvalues of these permutations remain inde-
pendent of d and depend only on k. Further, the cy-
cle lengths in the cycle decomposition pi (d, σc) are fac-
tors of k, so there is no anti-symmetric subspace when k
is odd. It also follows that if k is prime then pi (d, σc)
contains mod(dk − 2, k) + 2 number of 1−cycles and⌊
dk−2
k
⌋
number of k−cycles and no other cycles. Hence,
the dimension of the symmetric subspace in this case is⌊
dk−2
k
⌋
+mod(dk − 2, k) + 2.
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IV. PERMUTATION SYMMETRY AND
ENTANGLEMENT
Entanglement of multipartite heterogenous states have
been extensively studied in the recent years. The stan-
dard notion of entanglement presupposes an underlying
TPS Cd. Given a TPS Cd, a pure state |ψ〉 is separa-
ble if it is of the form |ψ1〉 ⊗ |ψ2〉 ⊗ · · · ⊗ |ψk〉, where
|ψi〉 ∈ Cdi . Otherwise, the state is entangled. It is easy
to see that entangled states in a TPS need not be entan-
gled in another. For instance, consider 1√
2
(|1〉+ |2〉) ∈
C6. Using the rule of association given in Section (??),
this is identified as |0〉2 ⊗ 1√2 (|1〉3 + |2〉3) ∈ C2 ⊗ C3,
which is A poduct state. The corresponding state is
1√
2
(|0〉3 ⊗ |1〉2 + |1〉3 ⊗ |0〉2) ∈ C3 ⊗ C2, which is entan-
gled.
As the focus of this work is on extending the notion
of permutation symmetry to heterogeneous systems, a
suitable measure of entanglement is required. Most of the
multipartite entanglement measures exist only in case of
d1 = d1 = · · · = dk = 2, that is, they are defined only
for k−partite qubit states. A recently proposed measure
[41], based on the degree of the mixedness of the reduced
density matrices, is
Et (|ψ〉) = min|A|=t
√
d
d− 1 (1− tr (ρ
2
A)) , d =
∏
i∈A
di (42)
where |ψ〉 is an arbitrary k-qudit pure state belonging to
Cd1 ⊗ Cd2 · · ·Cdk and t = 1, 2, · · · , ⌊k2 ⌋ where ⌊k2 ⌋ is the
integral part of k2 and A is an arbitrary set of t qudits
among the k of them. Here ρA = TrA¯ (|ψ〉 〈ψ|) is the
reduced density matrix of the subsystem A. The quan-
tity
√
d
d−1 (1− tr (ρ2A)) measures the degree of mixedness
associated with a specific bipartition
{
A|A} where A is
the complement of A. Et (|ψ〉) refers to the minimum
of this quantity among all possible bipartitions
{
A|A}
where |A| = t. For example, E2 (|ψ〉) refers to the mini-
mum of the entanglement existing every pair of systems
considered as a unit and the rest.
The maximally entangled state for a equi-dimensional
k−partite system is the generalized GHZ state,
|GHZk,d〉 = 1√
d
d−1∑
i=0
∣∣∣∣∣∣ii · · · i︸ ︷︷ ︸
k
〉
d, d, · · · , d︸ ︷︷ ︸
k

=
1√
d
d−1∑
i=0
|αi〉 ,
(43)
where α = d
k−1
d−1 . The prefactors of Eqn. This state has
an entanglement equal to 1, with respect to the measure
defined in Eqn 42. In the case of heterogeneous Cd, a
state of the form of Eqn. 43, with d = min(d) is consid-
ered as a possible generalization. Entanglement of this
state is
E1 (|GHZk,dmin〉) =
√
dmax(dmin − 1)
dmin(dmax − 1) , (44)
where dmin = min(d) and dmax = max(d). This state
is maximally entangled state when k = 2, though the
numerical value of E1 (|GHZk,dmin〉) measure is less than
1. Further, the entanglement of this state is identical in
all decompositions σ (d), for σ ∈ Sn(d).
A. Bipartite exchange symmetry and entanglement
1. A measure of entanglement
As t = 1 for bipartite (k = 2) decompositions, the
entanglement measure is denoted as E, without the sub-
script t. However, E (|ψ〉) depends on the decomposition
[d1, d2], which is indicated with a suitable subscript as in
E (|ψ〉). For example for the [d1, d2] bipartition,
[d1,d2]E (|ψ〉) =
√
dmax
dmax − 1 (1− Tr (ρ
2
i )), (45)
where dmin = max(d1, d2) and ρi could be either of the
reduced density matrices with |ψ〉 expressed in [d1, d2]
partition. Similarly, [d1,d2]E (|ψ〉) can be calculated. The
entanglements differ in the way the reduced density ma-
trices are computed. The reduced density matrix of the
first subsystem after tracing over the second subsystem
from Cd1 ⊗ Cd2 is:
[d1,d2]ρ1 =
d2−1∑
j=0
(Id1 ⊗ 〈j|) |ψ〉 〈ψ| (Id1 ⊗ |j〉) (46)
where {|j〉}d2−1j=0 is a basis for Cd2 and Id1 is the identity
matrix in Cd1 . In [d1,d2]ρ1 notation, the prefix indicates
the tensor product space and the suffix indicates the sub-
system in the factorization. The three other relevant re-
duced density matrices are
[d2,d1]ρ2 =
d2−1∑
j=0
(〈j| ⊗ Id1) |ψ〉 〈ψ| (|j〉 ⊗ Id1) , (47)
[d1,d2]ρ2 =
d1−1∑
i=0
(〈i| ⊗ Id2) |ψ〉 〈ψ| (|i〉 ⊗ Id2) , (48)
[d2,d1]ρ1 =
d1−1∑
i=0
(Id2 ⊗ 〈i|) |ψ〉 〈ψ| (Id2 ⊗ |i〉) . (49)
Of these four reduced density matrices, [d1,d2]ρ1
and [d2,d1]ρ2 are d1−dimensional whereas [d2,d1]ρ2 and
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[d1,d2]ρ2 are d2−dimensional. For a generic |ψ〉, [d1,d2]ρ1
need not be equal to [d2,d1]ρ2 and [d1,d2]ρ2 need not
be equal to [d2,d1]ρ1. Therefore, entanglement of these
states, namely,
[d1,d2]
E (|ψ〉) and [d2,d1]E (|ψ〉) are differ-
ent. Nevertheless, if the state is exchange invariant, it
follows that
[d1,d2]E (|ψ〉) =[d2,d1] E
(
Tˆ[d1,d2] |ψ〉
)
. (50)
One consequence of Eqn. 50 when d1 = d2 = d is that
the states |ψ〉 and Tˆ[d,d] |ψ〉 are equally entangled, for
arbitrary |ψ〉. Further, when d1 6= d2, the eigenstates
of Tˆ[d1,d2] are equally entangled in both the partitions.
This is a special case of more general result. If |ψ〉 and
Tˆ[d1,d2] |ψ〉 are related as
Tˆ[d1,d2] |ψ〉 = Uˆd2 ⊗ Uˆd1 |ψ〉 , (51)
where Uˆdi is a local unitary operator of dimension di,
Eqn. 50 yields
[d1,d2]E (|ψ〉) =[d2,d1] E
(
Uˆd2 ⊗ Uˆd1 |ψ〉
)
=[d2,d1] E (|ψ〉) .
(52)
not all the computational basis vectors are eigenstates
of Tˆ[d1,d2] However they satisfy. 51 and therefore, they
have equal entanglement (= 0) in both [d1, d2] and [d2, d1]
bipartitions. It may be remarked that the eigenstates of
Tˆ[d1,d2] satisfy Eqn. and are equally entangled in both
the partitions. Thus, being an eigenstate of the operator
Tˆ[d1,d2] is sufficient but not necessary for equally entan-
gled in both the partitions.
Given a partition Cd1 ⊗ Cd2 , a basis set is defined as
being of type (p, q) if p of the vectors are entangled and
the rest q = N − p basis vectors are product states [42].
We could examine the type of the privileged basis BT[d1,d2]
defined earlier. Since the elements of BT[d1,d2] are equally
entangled in both the partitions, its type would be same
in Cd1 ⊗ Cd2and Cd2 ⊗ Cd1 bipartitions. In the special
case of qubit-qudit composite system, it can be seen that
BT[2,d] is always of the type (2d− 2, 2). Further, BT[d,d] is
of
(
d2 − d, d) type.
2. Entanglement in the symmetric subspace
The entanglement of the state |ΓN 〉, defined in Eqn.
35, in [d1, d2] partition is
[d1,d2]E (|ΓN 〉) =
√
d
d− 1
4 (d1 − 1) (d2 − 1)− 2
(d1d2 − 2)2
6= 0
(53)
where d = max(d1, d2). Therefore, |ΓN 〉 is entangled
in every bipartition. For example, |Γ4〉 is one of the Bell
states, 1√
2
(|01〉+ |10〉)[2,2], which is maximally entangled
in C2 ⊗ C2.
Product states in the symmetric subspace:
Product states completely residing in the symmet-
ric subspace of multipartite qubit states are extensively
studied in various contexts such as the geometric mea-
sure of entanglement [43], qubit spin coherent states in
Majorana representation [44], etc. Here conditions on
product state in Cd1 ⊗ Cd2 to belong to the symmetric
subspace of Tˆ[d1,d2] are derived.
It is easy to see that product states |0〉 and |N − 1〉
belong to the symmetric subspace for every bipartition
of N . Consider the uniform state |ΣN 〉, defined as
|ΣN 〉 = 1√
N
(
N−1∑
n=0
|n〉
)
, (54)
where {|n〉}N−1n=0 is the computational basis for CN [45].
This state differs from |ΓN 〉 defined in Eqn. 35, in that
the summation in |ΣN 〉 includes |0〉 and |N − 1〉 also.
This state also belongs to the symmetric subspace (as
it is a superposition of symmetric states |0〉, |ΓN 〉 and
|N − 1〉), and is a product state in any bipartition [d1, d2]
as
|ΣN 〉 =
(
1√
d1
d1−1∑
i=0
|i〉
)
⊗
 1√
d2
d2−1∑
j=0
|j〉
 , (55)
where {|i〉}d1−1i=0 and {|j〉}d2−1j=0 are the computational
bases of dimensions d1 and d2 respectively. Hence states
|ΣN 〉 , |0〉 and |N − 1〉 are symmetric product states in
every partition. These product states in the symmetric
subspace are refered as trivial product states. It would be
interesting to see whether there are other product states
in the symmetric subspace apart from these trivial ones.
That is, states |φ〉 ∈ Cd1 and |ψ〉 ∈ Cd2 satisfying:
|φ〉 ⊗ |ψ〉 = |ψ〉 ⊗ |φ〉 . (56)
In case of d1 = d2 = d, symmetric product states are of
the form
∣∣ψsymsep 〉 = |〉 ⊗ |〉 , (57)
where |〉 ∈ Cd. When d1 6= d2, finding states satisfying
Eqn. 56 is more involved [46]. Cycle decomposition will
aid in identifying the symmetric product states.
An arbitrary product state in the [d1, d2] bipartition
can be written in the computation basis as:
|φ〉 =
(
d1−1∑
i=0
αi |i〉
)
⊗
d2−1∑
j=0
βj |j〉
 = ∑
i,j
αiβj |ij〉[d1,d2]
(58)
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where αi and βj are complex numbers, such that
d1−1∑
i=0
|αi|2 = 1 and
d2−1∑
i=0
|βi|2 = 1. For |φ〉 to be an eigen-
state of T[d1,d2], αi and βj need to satisfy constraints aris-
ing due to each cycle in pi (d1, d2). Consider one of the cy-
cles (L1, L2, · · · , Ll) in pi (d1, d2). Recall that L1, L2.., Ll
are all integers between 0 and d1d2 − 1. For notational
convenience, we use the following symbols x̂ ≡
⌊
x
d2
⌋
and
x ≡ mod (x, d2) so that the state |Lr〉 in [d1, d2] de-
composition is
∣∣∣L̂r, Lr〉
[d1,d2]
, and from Eqn. 58 it can
be seen that in the expansion of |φ〉, the coefficient of∣∣∣L̂r, Lr〉
[d1,d2]
is α
L̂r
βLr . For the state |φ〉 to remain in-
variant under Tˆ[d1,d2], the complex coefficients αi and βj
of Eqn. 58 have to satisfy the following constraints:
α
L̂1
βL1 = αL̂2βL2 = · · · = αL̂lβLl . (59)
For every cycle of length l greater than 1, there are(
l
2
)
similar such equalities on the coefficients αi and
βj . For example, consider the [2, 3] partition which has
pi (2, 3) = ((0) , (1, 2, 4, 3) , (5)). Consider one of the cy-
cles of pi (2, 3), say (1, 2, 4, 3). For product state|φ〉 to be
a symmetric state, the coefficients αi and βj are required
to satisfy (see Eqn. 59) the following three independent
constraints:
α0β1 = α0β2 = α1β1 = α1β0. (60)
The other two cycles (0) and (5) correspond to symmet-
ric eigenstates by themselves and do not yeild any addi-
tional constraints. The only state satisfying these three
constraints is |Σ6〉. There are no other symmetric prod-
uct states in C2 ⊗ C3 apart from |0〉 , |5〉 and |Σ6〉. In
fact, for situations where pi (d1, d2) has only three cycles
(that is two 1−cycles and one d1d2 − 2 cycle; see for ex-
ample pi (2, 6) in Table II), it is easy to see that there are
no other symmetric product states apart from the trivial
ones.
On the other hand, C2 ⊗ C4 has pi (2, 4) =
((0) , (1, 2, 4) , (3, 6, 5) , (7)). The cycle (1, 2, 4) offers
three constraints α0β1 = α0β2 = α1β0 and the cy-
cle (3, 6, 5) contributes three more constraints, α0β3 =
α1β1 = α1β2. These six constraints are satisfied pro-
vided β1 = β2, α0β1 = α1β0 and α0β3 = α1β1.
States appearing as fixed-points are symmetric prod-
uct states. For example, pi (3, 5) (see Table II) has state
|7〉 appearing as a 1−cycle, which in C3 ⊗ C5 decom-
position is |1〉3 ⊗ |2〉5 and in C5 ⊗ C3 decomposition is|2〉5⊗|1〉3. Incidentally, C3⊗C5 is the smallest (in terms
of N) heterogenous bipartitite TPS where pi (d1, d2) has
1−cycles other than |0〉 and |d1d2 − 1〉: in other words
smallest d1 and d2 (6= d1) for which the matrix Tˆ[d1,d2]
has trace greater than two. It follows from Eqn. 22 that
when d1 or d2 is 2, σ (1) is 2. In that case, there are
only two fixed points in pi (2, d) and pi (d, 2). Similarly,
cycle decomposition pi (3, 4) also has no cycle of length
one apart from (0) and (11), see Table II.
When N is of the form dk, where d is a prime num-
ber, then recall that the symmetric product states in
the homogenous k−partite decomposition are of the form
|〉⊗|〉⊗· · · |〉, where |〉 ∈ Cd is a normalized pure state.
Now, it is easy to see these states would remain symmet-
ric product states in any coarse grained decomposition
Cd, where d ∈ P (N).
3. Entanglement in the non-symmetric eigenspaces of
Tˆ[d1,d2]
The central result of this paper is the observation that
the non-symmetric eigenspaces of Tˆ[d1,d2], S
η
Ξ,σ, η 6= 1 are
completely entangled. There are no product states in ei-
ther partitioning in these subspaces. To see this, assume
on the contrary that a [d1, d2] product state |ψ〉⊗ |φ〉 be-
longs to the non-symmetric eigenspace of Tˆ[d1,d2]. Then
Tˆ[d1,d2] (|ψ〉 ⊗ |φ〉) = e
2piik
n |ψ〉 ⊗ |φ〉, for some integers n
and k such that 0 < k < n. But this is impossible as the
real matrix Tˆ[d1,d2] only permutes the entries of |ψ〉⊗ |φ〉
and cannot introduce a complex phase. It is known that
non-symmetric eigenspaces of T[d,d] are completely en-
tangled [17]. Our result generalization to heterogenous
systems.
As eigenstates of Tˆ[d1,d2] have equal entanglement in
both Cd1 ⊗ Cd2 and Cd2 ⊗ Cd1 , the non-symmetric
eigenspaces of Tˆ[d1,d2] are completely entangled subspaces
in both of them. This way, given d1 and d2, one obtains
as many completely entangled subspaces as there are dis-
tinct non-unit eigenvalues of Tˆ[d1,d2], given by Eqn. 19.
The largest subspace of a TPS where every vector is
entangled is discussed in [47] and an explicit construction
of a basis for such a subspace is provided in [48]. Given
d1 and d2, the largest completely entangled subspaces
(CES) in Cd1 ⊗ Cd2 and Cd2 ⊗ Cd1 are (d1 − 1) (d2 − 1)
dimensional[47].
Given Cd1⊗Cd2 , the largest CES is the one orthogonal
to R⊥ given as [48]:
R⊥ = span
{
P
∑
i1+i2=n
|i1〉 ⊗ |i2〉 ,n = 0, · · · , nmax
}
,
(61)
where {|i1〉}d1−1i1=0 is an orthonormal basis in Cd1 ,
{|i2〉}d2−1i2=0 is an orthonormal basis in Cd2 , nmax = d1 +
d2 − 2 and P is the normalization constant.
The largest CES R[d1,d2] and R[d2,d1] are related as
R[d2,d1] = Tˆ[d1,d2]R[d1,d2], (62)
where Tˆ[d1,d2]R[d1,d2] stands for the subspace spanned
by the vectors of the form Tˆ[d1,d2] |ψ〉 where {|ψ〉} span
R[d1,d2]. A subscript is used to R to denote the TPS in
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which it is completely entangled. Note that vectors in
R[d1,d2] need not be entangled when viewed as states in
[d2, d1] partition and vice-versa.
Given two CES R[d1,d2] and R[d2,d1], their intersection
R[d1,d2]∩R[d2,d1] is also a CES in which every vector is en-
tangled in both Cd1⊗Cd2 and Cd2⊗Cd1 . The states in the
intersection, however, generally have different entangle-
ment in the two TPSs. The non-symmetric eigenspaces
of T[d1,d2], on the other hand, are CES in which every
vector is equally entangled in both the partitions.
Again, to make progress we study qubit-qudit bipar-
tite TPS. The largest CES subspaces in [2, d] and [d, 2]
partitions are both d− 1 dimensional, given by
R[2,d] = span
{
1√
2
(|0.i〉 − |1.(i− 1)〉)[2,d]
}
, (63)
R[d,2] = span
{
1√
2
(|(i− 1).1〉 − |i.0〉)[d,2]
}
, (64)
where i runs from 1 to d− 1.
The basis vectors of R[2,d]
(
resp R[d,2]
)
are all equally
entangled in the [2, d] (resp [d, 2]) partition with
E =
√
d
2d−2 , which is the maximum entanglement in
the [2, d] (resp [d, 2]) partition (see Eqn. 44). The di-
mension of the intersection of R[2,d] and R[d,2] subspaces
depends on whether d is odd or even. If d is odd, the
intersection is d−12 dimensional, and it is the span of{
1
2 (|2i− 1〉 − |2i〉 − |d+ 2i− 2〉+ |d+ 2i− 1〉)
}
, for i =
1, 2, ..., d−12 . If d is even, it is one-dimensional, spanned
by
R[2,d] ∩R[d,2] = 1√
2(d− 1)
2(d−1)∑
i=1
(−1)i+1 |i〉
 , even d
(65)
When d1 = d2 = d, there is only one non-symmetric
eigenspace, the 12d (d− 1) dimensional anti-symmetric
subspace A[d,d] given by:
A[d,d] = span
{
1√
2
(|i〉 ⊗ |j〉 − |j〉 ⊗ |i〉)
}
, (66)
for i, j ∈ (0, · · · , d − 1) and i > j. In this case, A[d,d] ⊆
R[d,d] with the equality holding only when d = 2.
All the basis vectors of A[d,d] listed above have
Tr
(
ρ2A
)
= 12 , for all d. Hence, entanglement of any of
the basis vectors is
√
d
2(d−1) . Further, it has been nu-
merically verified (for over 104 states, sampled randomly
with respect to Haar measure [49]) that the lowest en-
tanglement in the anti-symmetric subspace of Cd⊗Cd is√
d
2(d−1) .
B. Multipartite permutation symmetry and
Entanglement
For a general state |ψ〉, a decomposition d and a per-
mutation σ, analogous to Eqn. 50, the following relation
holds:
dE (|ψ〉) =σ(d) E
(
Tˆd,σ |ψ〉
)
, (67)
for all t = 1, 2, · · · , ⌊k2 ⌋ in Eqn. 42. As in the bipartite
case (Eqn. 51), if |ψ〉 and Tˆd,σ |ψ〉 are related as:
Tˆd,σ |ψ〉 = ⊗
i
Uˆσ−1(i) |ψ〉 , (68)
where Uˆr is the local unitary transformation of dimension
dr, then eqn. 67 is satisfied.
For a given N , the states |0〉, |N − 1〉, |ΓN 〉 and |ΣN 〉
belong to the symmetric subspace in Cd, for any d ∈
P (N) and any σ ∈ Sn(d). Of these, states |0〉, |N − 1〉
and |ΣN 〉 are product states in every partition d, whereas
|ΓN 〉 is entangled. The entanglement in the later is given
by
dE (|ΓN 〉) =
√
d
d− 1
4 (d− 1) (d′ − 1)− 2
(N − 2)2 , (69)
where d = max (d) and d′ = Nd .
It will be instructive to examine entanglement of states
in the generalized symmetric subspace, defined in Eqn 36,
in all representative partitions de. Consider two families
of states:
|χ1 (p)〉 = √p 1√
2
(|0〉+ |N − 1〉) +
√
1− p |ΓN 〉
|χ2 (p)〉 = √p |0〉+ eiφ(p)
√
1− p |ΓN 〉 (70)
where relative phase φ (p) is a random variable between
0 to 2pi. Figure 5 shows the variation of entanglement
of these two families of states for 0 ≤ p ≤ 1 and N =
24. These states belong to the symmetric subspace for
all permutations σ, therefore it enough to study their
entanglement in the representative decompositions of N .
There are six representative factorizations of C24:
three bipartite, two tripartite, and the four-partite prim-
itive decomposition. Variation of entanglement with p of
these families of states is given in Fig 5. Entanglement
is largest in the primitive decomposition dp = [2, 2, 2, 3]
and least in the [2, 12] decomposition for both |χ1 (p)〉
and |χ2 (p)〉, for all values of p.
For p = 0,|χ1〉 is |ΓN 〉, which is entangled in every
partition of N (see Eqn. 69). At p = 1, it corresponds
to the GHZ-like state having equal superposition of two
product states |0〉 and |N − 1〉. From Fig. 5(a) it is seen
that this state is more entangled than |ΓN 〉. At p = 2N ,
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b)
Figure 5. Entanglement of the states a) |χ1 (p)〉 and b)
|χ2 (p)〉 of Eqn. 70 as function of p, in all representative de-
compositions in P (24).
the state |χ1〉 is |
∑
N 〉 of Eqn. 54, which is a product
state in every decomposition d, which explains the dip
at p = 112 for N = 24 in all the plots of Fig. 5(a).
Fig. 5(b) is plot of entanglement in the states |χ2 (p)〉,
which are superpositions of the product state |0〉 and
|ΓN 〉 with a random relative phase. It is evident that
entanglement of |χ2 (p)〉 shows identical variation with p
in all TPSs. These observations are independent of N .
Here N = 24 was chosen only because it has a number
of ditinct partitions.
So far, entanglement in the symmetric subspace has
been discussed. Now, entanglement in the nonsymmetric
eigenspaces Sηd,σ, η 6= 1 of Tˆd,σ will be examined. As an
illustration, consider d = [2, 2, 3] and σ = ((1, 2) , (3)).
There are three cycles of even lengths in the cycle de-
composition pi ([2, 2, 3] , ((1, 2) , (3))) (see the first row of
Table IV). This implies that the anti-symmetric subspace
is three dimensional:
S−1d,σ = span

1√
2
(|010〉 − |100〉)[2,2,3]
1√
2
(|011〉 − |101〉)[2,2,3]
1√
2
(|012〉 − |102〉)[2,2,3]

Subspace S−1d,σ is a CES in the sense that there are no
product state of the form |α1〉 ⊗ |α2〉 ⊗ |β〉 in this sub-
space where |αi〉 ∈ C2 and |β〉 ∈ C3. But states in S−1d,σ
are entangled only with respect to the first and second
subsystems. Therefore, there is no genuine tripartite en-
tanglement in this subspace. Indeed, the entanglement of
states in this subspace with respect to the measure Eqn.
42 is zero:
E1 (|ψ〉) = 0 ∀ |ψ〉 ∈ S−1d,σ (71)
Similarly, there is no genuine tripartite entangle-
ment in subspaces S−1d,σ for σ = ((1, 3) , (2)) and σ =
((1) , (2, 3)). It can be inferred from this example that
if σ involves permutation of only a subset of subsys-
tems, the corresponding non-symmetric eigenspaces will
be genuinely entangled only with respect to those subsys-
tems. The states in the subspace will be separable with
respect to the rest of the subsystems.
Now, consider a permutation σ such that σ (i) 6= i for
i = 1, · · · , k. In this case, the non-symmetric eigenspaces
of Td,σ are all completely entangled in both d and σ (d)
partitions. For example, pi ([2, 2, 3] , (1, 3, 2)) (see last row
of Table IV) has one even length cycle. The correspond-
ing anti-symmetric state is genuienly entangled. For this
state, the quantum of entanglement with respect to the
measure defined in Eqn. 42 is 0.9. Permutation σc dis-
cussed in section IIID is another example where the non-
symmetric eigenspaces are genuinely multipartite entan-
gled. To the best of our knowledge, there is no other
prescription for generating genuinely completely entan-
gled subspaces. For example, the construction discussed
in [48], in case of k partite qubit system, generates the
subspace orthogonal to the conventional symmetric sub-
space (the space spanned by the Dicke basis). This CES
is 2k − (k + 1) dimensional, but it has states which do
not have genuine entanglement.
V. SUMMARY
Symmetry is one of the fundamental notions in physics,
and its role in quantum mechanics cannot be overstated.
In multipartite quantum systems, a natural symmetry
operation is permutation symmetry. For homogenous
k−partite systems, one identifies the “symmetric sub-
space” as the span of the states that remain invariant
under any permutation of the subsystem labels.
Permutation symmetry of multipartite quantum states
is generally considered only in the homogenous setting.
A way of extending this symmetry to the case when sub-
systems are of unequal dimensions has been established
here. This extension has been achieved via the natu-
ral isomorphism existing between the unfactored Hilbert
space and the tensor product of the heterogeneous sub-
systems taken in different ordering. This extension recov-
ers the conventional definition of permutation symmetry
in the homogenous case. This has been accomplished
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by extending the idea of permutation matrix in the bi-
partite homogeneous case to multipartite heterogenous
case. In the computational basis of CN , these matrices
are permutation matrices. An algorithm for obtaining
the permutations pi ∈ SN , corresponding to these ma-
trices has been provided. The eigenvectors of Tˆd,σ are
such that they have identical representation in both the
tensor product spaces Cd and Cσ(d). The eigenspaces of
Tˆd,σ corresponding to eigenvalue +1 are symmetric sub-
spaces and eigenvalue −1 are anti-symmetric subspaces.
This definition is meaningful as it gives rise to the con-
ventional notions of symmetric and anti-symmetric states
when d = σ (d), which is possible if the system is homo-
geneous or the permutation is among the subsystems of
equal dimensions. Moreover, this extension gives rise to
classes of states other than the symmetric and antisym-
metric ones. These are states which acquire a global com-
plex phase ( 6= ±1) under action of Tˆd,σ. A procedure to
obtain the dimension of each of these eigenspaces of Tˆd,σ
by examining the corresponding permutation pi (d, σ) has
been discussed. Further, it has been shown that all the
nonsymmetric eigenspaces (i.e., eigenspaces correspond-
ing to eigenvalues 6= 1) of Tˆd,σ are completely entangled
subspaces. There are no product states in these sub-
spaces. Further, these states have equal entanglement
in both Cd and Cσ(d). These completely entangled sub-
spaces are distinct from those discussed by Bhat [48]. If
σ is such that it has no cycles of length one, the states in
these completely entangled subspaces are also genuinely
entangled in the sense they remain entangled under ar-
bitrary bipartitions.
For a given unfactored space of dimension N , we have
identified a unique tensor product space composed of sub-
spaces whose dimensions are the prime factors of N , ten-
sored in the order of increasing subsystem dimensions.
This unique tensor product space has the maximum num-
ber of subsystems and every other coarse-grained tensor
product space consistent with N can be obtained by per-
mutation (if needed) and merging of the subsystems of
this unique factorzation. It has been established that
the permutation symmetries of such coarse-grained ten-
sor product spaces are expressible in terms of the permu-
tation symmetries of this unique tensor product space.
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Symbol Description
CN Complex vector space of dimension N
[d1, d2] A bipartite decomposition of N = d1, d2.
|i〉d1
(i+ 1)th computational basis vector in Cd1 . A d1−dimensional column vector having 1 in (i+ 1)th
position and 0 everywhere else.
Bdj Computational basis of Cdj .
B Computational basis of CN .
Tˆ[d1,d2] Subsystem permutation operator mapping product state |a〉 ⊗ |b〉 in Cd1 ⊗ Cd2 to |b〉 ⊗ |a〉 in Cd2 ⊗ Cd1 .
B[di,dj ] Bdi ⊗ Bdj , tensor product of the computational bases of C
di and Cdj .
|ij〉[d1,d2] An element of B[di,dj ], stands for the state |i〉d1 ⊗ |j〉d2 .
[di,,dj ]ρj (χ)
dj-dimensional reduced density matrix corresponding to the second subsystem, after tracing out
di−dimensional first subsystem from a state |χ〉 in Cdi ⊗ Cdj tensor product space.
[di,,dj ]ρi (χ)
di-dimensional reduced density matrix corresponding to the first subsystem, after tracing out
dj−dimensional second subsystem from a state |χ〉 in Cdi ⊗ Cdj tensor product space.
SN Permutation group of N−symbols.
pi (d1, d2) Permutation corresponding to the permutation matrix Tˆ[d1,d2]. Element of the permutation SN=d1d2 .
BT[di,dj ]
Set of eigenvectors of Tˆ[d1,d2], seen as a basis for C
N . Not related to B[di,dj ] (except through a unitary
transformation).
Sη[d1,d2]
Eigenspace of Tˆ[d1,d2] corresponding to eigenvalue η. S
1
[d1,d2]
is the symmetric subspace and S−1[d1,d2] is the
anti-symmetric subspace.
R[d1,d2] Completely entangled subspace in the C
d1 ⊗ Cd2 tensor product space according to Bhat.
Table VII. List of symbols relevant to the bipartite decomposition.
Symbol Description
d = [d1, d2, · · · , dk] A multiplication decomposition of N . Positive integers > 1 such that
∏
di = N .
P (N) All multiplicative partitions of N , [1, N ] and [N, 1] are not included in the definition.
Pk (N) All multiplicative partitions of N having k terms.
E (d) Set of all partitions of N which are connected to d by a permutation.
k = n (d) Number of elements in d. Number of subsystems in the tensor product space Cd.
σ Appears along with d. Refers to any permutation of k symbols, where k = n (d).
σ (d) Shorthand notation for
[
dσ−1(1), dσ−1(2), · · · , dσ−1(k)
]
.
Cd Tensor product space Cd1 ⊗ Cd1 ⊗ · · · ⊗ Cdk .
Cσ(d) Tensor product space Cdσ−1(1) ⊗ Cdσ−1(2) ⊗ · · ·⊗Cdσ−1(k) .
Bd Tensor product of the k computational bases Bd1 ,Bd2 , · · · ,Bdk in that order.
|i1i2 · · · ik〉d An element of Bd. Shorthand notation for |i1〉 ⊗ |i2〉 ⊗ · · · ⊗ |ik〉 where each |ir〉 ∈ Bdr .
Tˆd,σ A mapping between states |i1i2 · · · ik〉d and |σ (i1)σ (i2) · · ·σ (ik)〉σ(d).
Sηd,σ
Eigenspace of Tˆd,σ corresponding to an eigenvalue η. S1d,σ is the symmetric subspace and S−1d,σ represents
the anti-symmetric subspace.
pi (d, σ) Permutation matrix corresponding to the permutation Tˆd,σ.
Ω (N) Number of prime factors of N , allowing for repetition.
dp A prime partition
[
d1, d2, · · · , dΩ(N)
]
, such that all dis are prime and di ≤ dj if i < j.
d
′
A coarse-grained partition. d with n (d) < Ω (N)
σ
′
Appears along with d
′
. Permutation ∈ Sn(d′).
σc Given along with a d, refers to the cyclic shift of subsystems, (1, 2, · · · k) where k = n (d).
Table VIII. List of symbols relevant to multipartite decomposition.
