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ABSTRACT
We perform a simulation with Galacticus, a semi-analytical galaxy formation model, to
predict the number counts of H α and [O III] emitting galaxies. With a state-of-the-art N-body
simulation, UNIT, we first calibrate Galacticus with the current observation of H α luminosity
function. The resulting model coupled with a dust attenuation model, can reproduce the current
observations, including the H α luminosity function from HiZELS and number density from
WISP. We extrapolate the model prediction to higher redshift and the result is found to be
consistent with previous investigations. We then use the same galaxy formation model to predict
the number counts for [O III] emitting galaxies. The result provides further validation of our
galaxy formation model and dust model. We present number counts of H α and [O III] emission
line galaxies for three different line flux limits: 5 × 10−17erg s−1 cm−2, 1 × 10−16 erg s−1 cm−2
(6.5σ nominal depth for WFIRST GRS), and 2 × 10−16 erg s−1 cm−2 (3.5σ depth of Euclid
GRS). At redshift 2 < z < 3, our model predicts that WFIRST can observe hundreds of [O III]
emission line galaxies per square degree with a line flux limit of 1 × 10−16 erg s−1 cm−2.
This will provide accurate measurement of large-scale structure to probe dark energy over
a huge cosmic volume to an unprecedented high redshift. Finally, we compare the flux ratio
of H α/[O III] within the redshift range of 0 < z < 3. Our results show the known trend of
increasing H α/[O III] flux ratio with H α flux at low redshift, which becomes a weaker trend
at higher redshifts.
Key words: methods: numerical – methods: statistical – galaxies: formation – large-scale
structure of universe.
1 IN T RO D U C T I O N
Understanding the nature of the cosmic acceleration is one of the
prominent questions in modern cosmology. This phenomenon was
first discovered through the observation of type Ia supernovae
(SNe Ia, Riess et al. 1998; Perlmutter et al. 1999). Its unknown
cause is known as dark energy, which could be a negative-pressure
component in the Universe, or the modification of general relativity.
The simplest model of dark energy is the cosmological constant.
However, its value inferred from cosmological observations differs
from the prediction of quantum field theory by ∼120 orders of mag-
nitude (Weinberg 1989). This discrepancy has motivated theorists to
develop many different models of dark energy, as well as alternative
 E-mail: zhai@ipac.caltech.edu
theories of gravity. However, current cosmological measurements
are insufficiently accurate to rule out many of these models. For
instance, galaxy redshift surveys like BOSS (Dawson et al. 2013),
eBOSS (Dawson et al. 2016), and WiggleZ (Drinkwater et al. 2010)
are designed to measure the expansion history of the Universe and
the growth rate of the large-scale structure through the baryon
acoustic oscillation (BAO) and redshift space distortions (RSD).
These measurements can provide important information to constrain
dark energy and modified gravity models (Wang 2008c,a,b; Wang
et al. 2010). However, the possible parameter space is still large and
therefore more powerful surveys with larger area and deeper fields
are needed.
Examples of such future surveys include LSST (LSST Science
Collaboration et al. 2009), DESI (DESI Collaboration et al. 2016),
4MOST (de Jong et al. 2016), and PFS (Takada et al. 2014) from the
ground, and two space missions: ESA’s Euclid (Laureijs et al. 2011,
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2012) and NASA’s WFIRST (Dressler et al. 2012; Green et al. 2012;
Spergel et al. 2015). Euclid and WFIRST will use near-IR grism
spectroscopy to measure tens of millions of emission line galaxies
(ELGs) at intermediate redshifts. The resulting data can provide
measurement of the BAO signal and RSD effect (Glazebrook et al.
2005), as well as galaxy evolution and star formation histories.
The main target of these surveys will be H α and [O III] λ5007
emission line galaxies (ELGs). The Euclid survey will observe the
H α ELGs in the redshift range 0.9 < z < 1.8, while WFIRST has a
slightly different redshift coverage 1.0  z  2.0. The [O III] ELGs
for both surveys will be targeted at z> 2.0. The Euclid and WFIRST
surveys are designed to have similar but complementary strategies
in the sense that Euclid has a much wider survey area and relatively
shallow H α flux limit, while WFIRST has smaller area and greater
depth. This will enable a cross check of the systematic effects and
lead to more robust constraints on dark energy.
One of the important tasks for these future surveys is to optimize
the survey designs and evaluate their performance in constraining
dark energy. Among the quantities that can shape the capability of
the future surveys, the number density of the target galaxies (as a
function of redshift) is of critical importance. Therefore, realistic
predictions are necessary to prepare for future surveys like Euclid
and WFIRST. This can be done through numerical simulations
to produce highly realistic synthetic galaxy mock catalogues. In
order to do so, it is necessary to populate high-resolution N-body
simulations with galaxies of particular types.
This can be achieved in several ways, including using a halo
occupation distribution (HOD; Benson et al. 2000; Peacock &
Smith 2000; Seljak 2000; White, Hernquist & Springel 2001;
Berlind & Weinberg 2002; Cooray & Sheth 2002) approach, direct
hydro-dynamical simulation (Pearce et al. 2001; Springel, White
& Hernquist 2001; Somerville & Dave´ 2015) with modelling of
nebular emission lines (Hirschmann et al. 2017, 2019), or by
using semi-analytical galaxy formation models (SAM; White &
Frenk 1991; Kauffmann, White & Guiderdoni 1993; Somerville &
Primack 1999; Cole et al. 2000; Bower et al. 2006; Orsi et al. 2010;
Benson 2012; Stothert et al. 2018; Izquierdo-Villalba et al. 2019). In
this paper, we present our work using the SAM approach, which uses
parametrized prescriptions to describe the various astrophysical
processes governing the formation of galaxies within the cosmic
large-scale structure. Our choice of using an SAM for this work
is driven by the fact that the empirical HOD approach depends
on observations which are not available for the WFIRST mission,
and the hydro-dynamical simulation is far too slow to generate
sufficient numbers of galaxies to populate such a large volume with
the required resolution.
However, we note that there are several investigations attempting
to estimate the number densities of target galaxies based on
current observations, which can provide useful input for Euclid
and WFIRST. For instance, Colbert et al. (2013) and Mehta et al.
(2015) measure the number density of H α emitters based on
the data collected from Wide Field Camera 3 (WFC3) Infrared
Spectroscopic Parallels survey (WISP; Atek et al. 2010, 2011).
Although the survey area of WISP is small and the redshift coverage
does not match that of Euclid or WFIRST completely, the similarity
in the observational mode (slitless grism) and the larger overlap
in wavelength coverage make the WISP results highly relevant
for such future surveys. Pozzetti et al. (2016) uses empirically
motivated models to describe the H α luminosity function based on
the current observational data. In addition, Colbert et al. (2013) and
Valentino et al. (2017) estimate the number densities of [O III] ELGs.
The redshift ranges of these estimates are lower than the redshift
ranges spanned by Euclid and WFIRST, but they can nevertheless
provide a low-redshift anchor for the predictions presented in this
work. The analysis in this paper is similar in approach to that of
Merson et al. (2018) which provides a detailed prediction for the
H α ELGs, and the redshift dependence at different flux limits for
Euclid and WFIRST. We will focus on the [O III] ELGs in this paper,
presenting the first model predictions for their number counts with
redshift ranges and flux limits relevant to Euclid and WFIRST. Since
we base our calculation on a state-of-the-art N-body simulation,
which provides more accurate and better statistics for the relevant
observables, we present updated number counts of H α ELGs
as well.
Our paper is organized as follows: in Section 2, we introduce the
galaxy formation model and its calibration with current observa-
tions. Section 3 presents our calculation and prediction for the H α
emission line galaxies. The results for [O III] are shown in Section 4.
Finally we discuss and conclude in Section 5.
2 G A L A X Y F O R M AT I O N MO D E L A N D
CALI BRATI ON
In this work, we apply Galacticus (Benson 2012) – a semi-analytical
galaxy formation model to perform the prediction and analysis.1
This section describes the details of the model, including the input
merger tree catalogue and the model calibration.
2.1 Galaxy formation model: Galacticus
Galacticus forms and evolves model galaxies using an approach
similar to other SAMs. The input to the model is a set of hierarchical
merger trees of dark matter haloes, which can be constructed by
the Press–Schechter formalism or through cosmological N-body
simulations. The baryonic processes related to galaxy formation
and evolution within these dark matter haloes are parametrized
by a set of coupled ordinary differential equations (ODEs). These
include the rate of gas cooling, the star formation rate, the chemical
enrichment of the stellar and gaseous component, feedback pro-
cesses from supernovae and active galactic nuclei, the evolution of
supermassive black holes and so on. The output from Galacticus
is a set of properties of the galaxies, including the redshift, stellar
mass, size, metallicity, morphology, star formation history and so
on. In addition, Galacticus can also calculate the spectral energy
distribution (SED) for each galaxy, given models for the stellar
initial mass function (IMF) and a set of simple stellar population
spectra. An analysis of the SEDs of these galaxies, as well as their
evolution with redshift will be presented in a future paper.
The emission line luminosity of the galaxies from Galacticus is
computed using the CLOUDY photoionization code (Ferland et al.
2013). The details of the method are fully described in Merson
et al. (2018). The key step is to generate and interpolate tabulated
libraries of emission line luminosities using CLOUDY as a function
of the number of ionizing photons for various species (H I, He I, and
O II), the metallicity of the interstellar medium (ISM), the hydrogen
gas density and the volume filling factor of H II regions, which can
be computed for the galaxies from Galacticus.
Galacticus is designed to be highly modular and flexible such
that new physical ingredients can be easily added in the model. In
1We use the version 0.9.6 of Galacticus, which is publicly available at
https://github.com/galacticusorg/galacticus. The hash ID for this version is
95b99550c9cc85ceb0ea8d0f63a2c8a9c7a32fe8.
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Figure 1. Calibration of the galaxy formation model: comparison of luminosity functions from HiZELS (Sobral et al. 2013) and our calibrated model. The
redshifts at which the luminosity function are calculated are chosen to match the WFIRST and Euclid observation strategy, as shown in the upper-right corner
of each panel. The dashed line indicates the dust-free result from the Galacticus model, while the solid line denotes the dust-attenuated result which is obtained
with the best-fitting optical depth at the particular redshift. The green dot–dashed line is dust-attenuated by assuming a constant optical depth fitted across all
the redshifts of HiZELS observation, while the red dotted line corresponds to the optical depth fitted with three high-redshift measurements.
our analysis, we adopt the stable branch v0.9.6. The parameters of
the models are described in more detail in Section 2.3.
Galacticus, like other SAMs, can be calibrated to reproduce
various statistics of a galaxy population. The comparison with
observational facts has enabled such galaxy formation models to
provide useful evidence for the underlying physics. This includes
the examination of galaxy stellar mass function, star formation rate
density, galactic conformity, gas-phase metallicity and so on, see
e.g. Power, Baugh & Lacey 2010; Lu et al. 2011; Kauffmann et al.
2013; Fu et al. 2013; Somerville, Popping & Trager 2015; Knebe
et al. 2015; Croton et al. 2016 and references therein. In this analysis,
we focus on the reproduction of luminosity function covered in a
wide redshift range and the implication for future galaxy surveys.
2.2 Merger tree catalogues
The dark matter halo merger trees used as input for Galacitus
are extracted from one of the latest N-body simulations, UNIT2
(Chuang et al. 2019), which is designed to focus on characterizing
statistics relevant to emission line and luminous red galaxies in large
galaxy surveys. UNIT adopts suppressed variance methods and
consists of a suite of fully N-body simulations (GADGET, Springel
2005) and particle mesh simulations (FastPM, Feng et al. 2016). In
particular, we use the full N-body calculation (i.e. GADGET) in our
analysis. The simulation is started from redshift z = 99 and is run
to z = 0.
It assumes a spatially flat  cold dark matter model with the
parameters: m = 0.3089, h = H0/(km s−1 Mpc−3)/100 = 0.6774,
ns = 0.9667, and σ 8 = 0.8147, consistent with the Planck 2016
measurement (Planck Collaboration XIII 2016). The simulation
contains 40963 particles with a box-size of 1 h−1 Gpc. The resulting
particle mass is ∼109 h−1 M. For more details of the simulation,
we refer the reader to Chuang et al. (2019).
Dark matter haloes are identified using the publicly available
ROCKSTAR halo finder (Behroozi, Wechsler & Wu 2013a), and
merger trees are constructed using the Consistent Trees software
(Behroozi, Wechsler & Wu 2013b). Due to the high resolution of this
simulation, the total number of the merger trees is approximately
160 million.
In order to forecast the number counts of H α and [O III] emitting
galaxies, we must first build a light-cone catalog. The Galacticus
2http://www.unitsims.org
model implements light-cone construction with the method from
Kitzbichler & White (2007). The resulting catalogue in our analysis
has a survey area of 4 deg2 in the redshift range 0 < z < 3. This
redshift range is chosen to match the observations of the WFIRST
and Euclid missions, as well as follow-up investigations for the
distribution and properties of the SEDs of the galaxies.
2.3 Calibration with Hα luminosity function
As with all semi-analytical models, Galacticus must be calibrated
to reproduce some statistics of the galaxy population in the local
universe, or at higher redshifts where relevant observational data is
available. Since the UNIT simulation has a new set of cosmological
parameters and mass resolution, the parameters of Galacticus in the
previous studies (such as Merson et al. 2018) are not appropriate.
Therefore we must find a new calibration of model parameters for
the UNIT simulation and verify that Galacticus can then reproduce
the statistics of interest.
In this analysis, we do not limit ourselves to the local universe
to calibrate the model. Instead, we focus on observational data in
the relevant redshift range for Euclid and WFIRST. In particular,
we choose the high redshift H α luminosity function (LF) mea-
surements by the ground-based narrow-band High-z Emission Line
Survey (HiZELS; Geach et al. 2008; Sobral et al. 2009, 2013), from
table 4 of Sobral et al. (2013), as shown in Fig. 1. Note that in their
table 4, Sobral et al. (2013) corrected the H α luminosity by 1 mag to
account for dust extinction; thus we need to undo that by subtracting
0.4 from log10 L, in order to obtain the observed LF without dust
extinction correction, to compare with predictions by Galacticus
assuming a dust model. Dust extinction cannot be determined from
the observations, thus it is most useful to compare dust obscured
LF, as our methodology is to vary the dust model in Galacticus to
match the observed LF.
The luminosity function, as well as many other properties of
galaxies, can depend on the many astrophysical processes and
parameters modelled in Galacticus. In our calibration, we allow
the tuning of these processes: cooling of gas, star formation
process, SNe feedback, black hole feedback, galaxy merging and
morphology, metal yield and dust attenuation. The parameter input
file of this work is made available online as a supplementary
data set.
Given the high-dimensional parameter space and the size of the
simulation, it is not practical to explore the parameter space with
a Monte Carlo Markov chain (MCMC)-like approach. A possible
MNRAS 490, 3667–3678 (2019)
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solution is the emulator technique as presented in Bower et al.
(2010) to quickly evaluate the model prediction at any point in the
parameter space. Due to large uncertainties in the measurement of
the luminosity function, and our goal of searching for a reasonable
parameter set instead of accurate statistical inference, we adopt a
simpler method in the calibration. We first choose a subsample of
the merger trees that can represent the whole simulation, and then
use a Latin hypercube method to define hundreds of models that
uniformly sample the parameter space. We note that this method
has been widely used in the design of cosmological simulations
(Heitmann et al. 2009; Garrison et al. 2018; DeRose et al. 2019)
and building emulators for statistics of dark matter (haloes) and
galaxies (Heitmann et al. 2010; Lawrence et al. 2010; McClintock
et al. 2019; Zhai et al. 2019). We then use Galacticus to generate
galaxy populations for each such parameter set. From the resulting
galaxy output we calculate the H α luminosity functions of the
galaxies at the same redshifts as HiZELS observations and evaluate
a χ2 measure of the goodness of fit of the Galacticus model to
the data:
χ2 = (φobs,i,z − φpre,i,z)C−1(φobs,i,z − φpre,i,z), (1)
where φ is the luminosity function, the subscript ‘pre’ and ‘obs’
refer to model prediction and HiZELS observation respectively, ‘i’
and ‘z’ denote the luminosity and redshift bin respectively, and C is
the covariance matrix of the measurement. We then search for the
model that has the minimum χ2 and choose its parameter set as our
calibrated model.
An important component in the calibration process is the dust
attenuation model. Merson et al. (2018) applied three different
dust models in their analysis: Ferrara et al. (1999), Charlot & Fall
(2000), and Calzetti et al. (2000). The prediction of the H α number
counts based on these three dust models are roughly consistent,
with the Calzetti et al. (2000) model giving predictions that are in
best agreement with observations. Thus we adopt the Calzetti et al.
(2000) dust model in our analysis, since it is also the most economic
computationally.
The Calzetti et al. (2000) model is an empirical approach and
has been widely used in observational analyses. We express the
attenuation of luminosity by dust in this model as
Latt = L010−0.4C(λ)Av , (2)
where Latt is the dust attenuated luminosity and L0 is the dust-
free, intrinsic luminosity, C(λ) is related to the extinction curve
and depends only on wavelength, Av is a free parameter to be
determined by data. Once the value of Av is determined, this dust
model is complete and applicable to all emission lines. We note that
the luminosity function measurements from HiZELS cover a wide
redshift range, so it is possible that a single value of Av is only a
rough approximation to represent the dust attenuation. In particular,
Galacticus has implemented an analysis module to compare the
output galaxies with the given observational constraints which in
this paper, is the dust-attenuated luminosity function from HiZELS.
Therefore the parameter in the dust model is also a parameter in our
Latin hypercube design and can depend on redshift. So we choose
the physical parameters at redshift z = 1.47 that can reproduce the
observed HiZELS luminosity function measurement at the same
redshift with a minimum of χ2, as our optimized model to generate
the mock galaxies. We also note that this redshift is the most
relevant for the WFIRST and Euclid observing strategies. In order
to calibrate the dust model within the whole HiZELS redshift range,
we model the effect of dust on the luminosity function through the
Figure 2. Calibration of the dust model: optical depth of H α emission
line luminosity measured to match the observed luminosity function. The
horizontal solid and dashed lines are average of all four measurements and
three high-z measurements, respectively.
optical depth at H α wavelength as defined by Merson et al. (2018)
τH α = − ln
(
LattH α
L0H α
)
, (3)
where the LH α is the H α luminosity, and the superscript ‘att’ and
‘0’ denote the dust-attenuation and dust-free, respectively. With
the Galacticus galaxies, we apply this model to find the dust-
attenuated H α luminosity by searching for a value of τH α that
results in a prediction for the H α luminosity function closest to
the HiZELS measurement at each redshift. This can be done by a
simple χ2 computation as in Equation (1) and the result is shown in
Fig. 2. The dust-attenuated luminosity function from our calibrated
Galacticus model is shown in Fig. 1 and is consistent with the
HiZELS measurements.
Fig. 2 shows that the optical depth varies significantly with
redshift. In order to assess the effect of the dust model on the
resulting prediction of the galaxy distribution, we assume a constant
optical depth fit to measurements at all four redshifts and only at
the three highest redshifts, and compare the prediction of the galaxy
number counts. With these constrained optical depths, we show the
dust attenuated luminosity function in Fig. 1. Since the average
optical depth of all four measurements is higher than the average
value of three high-z data points, the resulting luminosity function is
lower, but can provide a reasonable fit to the HiZELS observations
in the WFIRST redshift window. On the other hand, the optical
depth fitted with the three high-z measurements (dotted red line)
shows some deviation compared with HiZELS, we can see that this
dust model can give more consistent result with WISP measurement
in the next section. In addition, the optical depth is related to the
parameter Av in the Calzetti et al. (2000) model through
Av = − log10(− exp(τH α))/(0.4C(λ = H α)). (4)
We then apply this value of Av in the dust model to obtain the
luminosities of the other emission lines. In other words, at a
particular redshift, the dust extinction still obeys the Calzetti et al.
(2000) law to model the wavelength dependence. We also apply
this dust model in the following calculation for the prediction of the
number counts of H α and [O III] emission line galaxies. We note
that the dust correction in our calibration is only an approximate
method, especially the assumption of constant optical depth across
redshift. The uncertainty in the following calculation based on this
MNRAS 490, 3667–3678 (2019)
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Figure 3. The distribution of the cumulative H α flux counts as predicted
by Galacticus. The dashed line is the dust-free result for comparison, while
the solid lines adopt our calibrated dust models with optical depth fitted
at all redshift or just high redshift respectively. The uncertainty of the
measurement is obtained by the jackknife resampling method combined
with the cosmic variance. Note that the cosmic variance is estimated to
match the redshift range 0.7 < z < 1.5, which is approximately a 7.9 per cent
variation. The squares with errorbars are measurements from WISP (Mehta
et al. 2015) in the same redshift range. The vertical grey lines indicate the
flux limits of 1 and 2 × 10−16 erg s−1 cm−2, corresponding to 6.5σ nominal
depth for WFIRST and 3.5σ depth for Euclid, respectively.
implicitly absorbs uncertainties from other sources, such as any
intrinsic excess of emitters in the SAM with respect to observations,
or the difference in cosmologies assumed by HiZELS and the N-
body simulation we use. Other statistics of the resulting galaxy
catalog are presented in the appendix.
3 PR E D I C T I O N S F O R H α EMISSION LINE
G A L A X I E S
With the above-calibrated Galaticus and dust models, we first
estimate the number density of the H α emission line galaxies and
compare with previous studies.
Fig. 3 shows the number counts of the H α emitters as a function
of flux limit within the redshift range 0.7 < z < 1.5, for both
the dust free and dust attenuated luminosity, respectively. The
significant difference between the dust free and dust attenuated
results shows that the dust model is necessary in the modelling
of galaxy distribution. The uncertainty of the measurements in
our analysis are obtained by subsampling. In particular, we split
the galaxies according to their right ascension and declination
into 25 subregions, each has an area of 0.16 deg2 and contains
a similar number of galaxies. We then compute the number counts
by excluding one of the subregions and estimate the uncertainties
using the jackknife approach. Given the 4 deg2 light-cone, we also
estimate the cosmic variance using the fitting formula as presented
in Driver & Robotham (2010). For a WFIRST like survey with
redshift 1 < z < 3, the cosmic variance is at 4.9 per cent level
for the estimated number counts. We then add these two error
budgets in quadrature as our total uncertainty. The final uncertainties
estimated in this way are shown as the shaded area in the figure. For
comparison, we also show the estimate from the WISP survey by
Mehta et al. (2015) in the same redshift range. Although the WISP-
based analysis has a total area of only approximately 0.051 deg2, it
still carries important information as a reference.
Figure 4. Predictions for the galaxy redshift distribution of the H α emitting
galaxies. The results are shown for different flux limits as indicated in the
legend, which correspond to WFIRST and Euclid survey strategies. The
shaded area shows 1σ uncertainty estimated by jackknife resampling and
cosmic variance. The solid lines are obtained with dust model fitted with the
entire HiZELS redshifts, while the dashed lines are from the high redshift
fit only.
When we apply the dust model fit to the optical depth at high
redshifts, the prediction from our analysis is consistent with the
WISP measurements. However, when we adopt the average value
of the optical depth that can fit the HiZELS observations across
all redshifts, the number counts are lower than the WISP results,
especially at higher flux limit. With the flux limit of a WFIRST-
like survey of 1 × 10−16 erg s−1cm−2, the mean number counts
that we have predicted are higher than the WISP measurements by
20–30 per cent, which is a similar amount of variation given the
survey area. In addition, the consistency between our prediction
and the WISP measurement also implies consistency with the
previous investigation in Merson et al. (2018), thereby validating
our calibration of the galaxy formation model.
In Fig. 4 and Table 1, we present the prediction for the redshift
distribution of H α number counts for different flux limits and
different dust models. Note that in Fig. 4, we have added a
brighter flux limit case for comparison with Euclid and WFIRST,
to demonstrate the importance of a sufficiently faint flux limit to
probe the higher redshifts. In Table 1, we have added a fainter flux
limit case to illustrate the gain in deeper surveys. The uncertainties
are obtained by the same jackknife resampling method and cosmic
variance as described above. We restrict the prediction to the redshift
range of 0.5 < z < 2.0 since this spans the entire redshift range for
H α ELGs relevant to both WFIRST and Euclid. The results show
an overall decline of H α number density with redshift, regardless
of the flux limit, but the rate of decline increases at brighter fluxes.
This is a reflection of the LF of H α ELGs, which declines sharply
at the bright end (see Fig. 1). The apparent peaks and troughs in the
redshift distribution are likely caused by sample variance.
As expected based on the H α LF, the redshift distribution of H α
number counts is very sensitive to the line flux limit. WFIRST has a
flux limit of 1 × 10−16 erg s−1 cm−2 (6.5σ ), while Euclid has a flux
limit of 2 × 10−16 erg s−1cm−2 (3.5σ ). From Fig. 4, we can see that
WFIRST can observe more than twice as many galaxies than Euclid
due to its fainter flux limit. This will have a direct consequence for
data analysis. The shot noise in the galaxy clustering measurement
is set by the inverse of nP (with nP ∼ 1 being the ‘rule of thumb’
survey design goal), where n is the space density of the target galaxy
MNRAS 490, 3667–3678 (2019)
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Table 1. Predicted redshift distribution of the number counts of H α-emitting galaxies, dN/dz, per square degree for three survey
strategies with line flux limits of 5 × 10−17, 1 × 10−16, and 2 × 10−16 erg s−1cm−2, respectively. In each case we show the mean counts
and 1σ uncertainty from the jackknife resampling method, as well as the cosmic variance for the dust model. We present results for two
different dust models respectively. The last two rows give the cumulative counts for surveys with 1 < z < 2 and 0.5 < z < 2. Note that
the observational efficiency is not included here.
Dust model fit at all redshifts Dust model fit at high redshifts
Redshift Flux limit (erg s−1cm−2) Flux limit (erg s−1cm−2)
From To (5 × 10−17) (1 × 10−16) (2 × 10−16) (5 × 10−17) (1 × 10−16) (2 × 10−16)
0.5 0.6 29787 ± 2363 16642 ± 1311 7732 ± 610 34725 ± 2775 19912 ± 1550 9820 ± 775
0.6 0.7 36100 ± 2481 18820 ± 1308 7820 ± 591 42560 ± 2922 23110 ± 1600 10420 ± 770
0.7 0.8 29610 ± 1734 14985 ± 879 5815 ± 354 34850 ± 2025 18567 ± 1088 7802 ± 470
0.8 0.9 29992 ± 1859 14072 ± 874 4920 ± 341 35750 ± 2205 17942 ± 1132 6897 ± 459
0.9 1.0 27007 ± 1531 11812 ± 673 3960 ± 261 32662 ± 1836 15570 ± 892 5527 ± 340
1.0 1.1 29597 ± 1828 12120 ± 759 3667 ± 242 36517 ± 2225 16235 ± 1013 5340 ± 337
1.1 1.2 27627 ± 1595 10620 ± 622 2865 ± 182 34552 ± 1983 14312 ± 847 4260 ± 266
1.2 1.3 20987 ± 1646 7537 ± 607 1990 ± 172 26615 ± 2061 10377 ± 840 3055 ± 262
1.3 1.4 24215 ± 1550 8217 ± 521 1835 ± 128 31170 ± 2009 11615 ± 740 3025 ± 200
1.4 1.5 20185 ± 1309 6410 ± 454 1327 ± 115 26380 ± 1708 9270 ± 632 2247 ± 172
1.5 1.6 16742 ± 1116 4790 ± 345 800 ± 59 22125 ± 1442 7190 ± 505 1355 ± 100
1.6 1.7 14670 ± 869 3887 ± 254 667 ± 56 19727 ± 1144 6075 ± 373 1050 ± 78
1.7 1.8 12645 ± 848 2997 ± 212 542 ± 54 17817 ± 1174 4705 ± 322 832 ± 70
1.8 1.9 8095 ± 661 1640 ± 140 310 ± 34 11732 ± 957 2792 ± 233 477 ± 51
1.9 2.0 6792 ± 388 1367 ± 96 255 ± 22 9955 ± 547 2232 ± 139 390 ± 32
1.0 2.0 18155 ± 924 5958 ± 303 1426 ± 75 23659 ± 1201 8480 ± 432 2203 ± 114
0.5 2.0 22270 ± 1125 9061 ± 461 2967 ± 156 27809 ± 1404 11993 ± 610 4166 ± 217
and P is the amplitude of the power spectrum in the region of interest
(DESI Collaboration et al. 2016). Therefore WFIST will have large
enough number density to enable better modelling of systematic
uncertainties, while Euclid will achieve high statistical precision
due to its larger survey volume.
4 PR E D I C T I O N S F O R [O I I I] EMISSION LINE
G A L A X I E S
4.1 Comparison with observations
At redshift z > 2, both WFIRST and Euclid are able to detect
the [O III] emission lines. Therefore it is necessary to forecast the
number counts and redshift distributions of [O III]-selected galaxies
given the survey strategies.
Fig. 5 compares our calculation with current observations. Based
on the WISP program with 29 fields observed using the G102 and
G141 grism, Colbert et al. (2013) presented the number counts
and luminosity function for both H α and [O III] emitters. We plot
their results for the [O III] emitters on top of our analysis in the
same redshift ranges. The left-hand panel of Fig. 5 shows the
number counts as a function of flux limit. Similar to the result for
H α emitters (Fig. 3), the dust model has a significant effect. Our
result is roughly consistent with Colbert et al. (2013). However,
we notice discrepancies at some flux limits. With the WFIRST flux
limit of ∼1 × 10−16 erg s−1cm−2, our calculation shows a lower
number count than Colbert et al. (2013) especially for the low-
redshift galaxies. This can be partially attributed to the dust model
we employed in the analysis. At the Euclid flux limit or higher
(e.g. 3 × 10−16 erg s−1cm−2), our model predicts similar numbers
of galaxies as the WISP measurement, especially for redshift z >
1.5. This indicates that our analysis can be extrapolated to provide
reasonable prediction for WFIRST and Euclid at high redshifts.
The right-hand panel of Fig. 5 presents the luminosity function
of [O III] ELGs as well as the comparison with WISP measurements
(Colbert et al. 2013). This result provides further evidence of the
consistency between the two. The luminosity function of our [O III]
prediction also has a Schechter-like shape and similar amplitude as
the observations. The discrepancy is primarily seen in the lowest
luminosity bin for both redshift ranges. This indicates a possible
incompleteness in the WISP analysis which can be caused by the
number of misidentified single-line [O III] ELGs at the faint end
(Colbert et al. 2013), thus this point was not used in their Schechter
fit or further analysis. Excluding this point, we find our luminosity
function is comparable with the WISP measurement.
The results shown in Fig. 5 shows that the number distribution of
the [O III] ELGs is roughly consistent with observations to date. This
further validates our galaxy formation and dust models. Together,
they form a physically motivated and observationally consistent
model useful for future work on galaxy formation and evolution.
4.2 Predictions for future surveys
We present the forecast for [O III] ELGs in Fig. 6 and Table 2, in
the same format and flux limits as Fig. 4 and Table 1. The left-
hand panel shows the number counts as a function of flux limit
within different redshift ranges, and the right-hand panel shows the
redshift distribution of the number density with different flux limits
for different dust models. From this result, we can see that the flux
limit is an important factor in shaping the survey strategy. A lower
flux limit can enable detection of more faint galaxies, which reflects
the fact that the number density distribution of the galaxies or dark
matter haloes obeys a Schechter-like function. Thus WFIRST will
have a denser sampling of the [O III] galaxies than Euclid, similar
to the result for H α. With the WFIRST flux limit of 1 × 10−16 erg
s−1cm−2, we find that the number density of [O III] galaxies does
not decline significantly with increasing redshift. From redshift 1
to 2.5, the number density with unit redshift is several thousand per
square degree. Thus the [O III] emitters will increasingly dominate
the observed galaxy distribution at high redshifts. Combined with
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Figure 5. Comparison of [O III] emitting galaxies as predicted by Galacticus and as currently observed. Left: cumulative number counts with different flux
limits in the redshift ranges of Colbert et al. (2013). The dotted line is the dust-free result, while the solid line applies our dust attenuation model fitted with
the optical depths at all HiZELS redshifts, and the dashed line adopts the average optical depth at high redshift only. The observational data is based on WISP
observations. Right: The luminosity function of [O III] compared with WISP measurements (squares). Both the dust-free (dashed) and dust-attenuated (solid
and dashed) results are shown. The uncertainty in our calculation is ignored for plotting purpose.
Figure 6. Prediction of [O III] emission line galaxies in the redshift range 1 < z < 3. Left: the cumulative flux counts as a function of flux limit for different
redshift ranges as shown in the legend. Right: Redshift distribution of the number density of the [O III] emitting galaxies. The results are shown for different
flux limits. The errors are estimated from jackknife resampling method and cosmic variance. The solid line assumes an average optical depth fit to the entire
HiZELS redshift range, while the dashed line just uses the high redshift measurements.
the large survey area, it is expected that the observation of [O III]
galaxies will provide accurate measurements of large-scale structure
at redshifts up to 3. In particular, it is possible that the clustering
signal can have comparable significance and accuracy as the H α
galaxies at lower redshifts, which can provide important information
for the assembly history of galaxies when the Universe is only ∼2
Gyr old.
In addition, the redshift distribution of [O III] galaxies shown in
the right-hand panel of Fig. 5 shows a noticeable decline at high
redshift for bright galaxies. This is also revealed by the result for the
2.5 < z < 3.0 galaxies in the left-hand panel. This can potentially
have an impact on the statistical properties of massive galaxies or
even galaxy clusters at this redshift.
4.3 Hα/[O III] ratio
WFIRST and Euclid can observe both the H α and [O III] ELGs
over a wide redshift range. In order to avoid double counting in
the statistical analysis of the galaxy properties, we split the galaxy
population at z = 2. However we note that many of the galaxies can
have both emission lines detected and it is worthwhile to examine the
relationship between the strength of the emission lines. Therefore
we compute the flux ratio of H α/[O III] for the model galaxies
from our Galacticus simulation. We split the galaxy population into
several redshift bins and present results for both dust-free and dust-
attenuated in Fig. 7.
The top row in the figure shows the dust-free result, which
reveals the intrinsic relation between the two emission line fluxes.
The middle and bottom rows adopt the dust models described in
Section 2.3. In order to capture the overall trend of the statistics, we
split the data in the panel into small bins of H α flux, and plot the
median (solid lines) with the 25 per cent and 75 per cent (dashed
lines) percentile on top of the scatter plot. We find that the results
show similar patterns of redshift and H α flux dependence of the
flux ratio except that the dust extinction brings the overall galaxy
population to the faint end. Thus we can expect that the dust model
will not significantly impact the observed relation in future surveys.
At redshift z < 1.5, the figure clearly shows the trend of increasing
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Table 2. Predicted redshift distribution of the number counts of [O III]-emitting galaxies, dN/dz, per square degree for three survey
strategies with line flux limits of 5 × 10−17, 1 × 10−16, and 2 × 10−16 erg s−1cm−2, respectively. In each case we show the mean counts
and 1σ uncertainty from the jackknife resampling method, as well as the cosmic variance for the dust model. We present results for two
different dust models respectively. The last two rows show the cumulative counts for surveys with 1 < z < 2 and 2 < z < 3, respectively.
Note that the observational efficiency is not included here.
Dust model fit at all redshifts Dust model fit at high redshifts
Redshift Flux limit (erg s−1cm−2) Flux limit (erg s−1cm−2)
From To (5 × 10−17) (1 × 10−16) (2 × 10−16) (5 × 10−17) (1 × 10−16) (2 × 10−16)
1.0 1.1 6880 ± 426 2117 ± 140 610 ± 58 10437 ± 617 3440 ± 230 977 ± 74
1.1 1.2 6590 ± 400 1942 ± 131 557 ± 47 10212 ± 589 3167 ± 204 922 ± 72
1.2 1.3 5362 ± 387 1562 ± 132 427 ± 48 8360 ± 609 2560 ± 191 697 ± 67
1.3 1.4 6442 ± 388 1967 ± 128 572 ± 45 10027 ± 616 3095 ± 189 875 ± 64
1.4 1.5 5752 ± 394 1677 ± 139 482 ± 49 8987 ± 578 2732 ± 196 752 ± 67
1.5 1.6 5155 ± 328 1350 ± 99 340 ± 33 7900 ± 484 2355 ± 163 562 ± 50
1.6 1.7 5377 ± 335 1315 ± 93 290 ± 29 8365 ± 495 2355 ± 150 490 ± 45
1.7 1.8 4362 ± 286 1110 ± 77 310 ± 37 6957 ± 460 1930 ± 134 455 ± 44
1.8 1.9 3252 ± 266 682 ± 66 167 ± 22 5412 ± 415 1305 ± 122 262 ± 31
1.9 2.0 2680 ± 161 605 ± 40 180 ± 17 4442 ± 251 1052 ± 68 275 ± 28
2.0 2.1 1962 ± 152 555 ± 62 235 ± 32 3055 ± 237 875 ± 85 302 ± 37
2.1 2.2 1422 ± 160 345 ± 45 137 ± 23 2265 ± 243 597 ± 69 190 ± 30
2.2 2.3 1872 ± 175 395 ± 46 175 ± 22 3210 ± 287 715 ± 79 227 ± 31
2.3 2.4 1845 ± 137 522 ± 41 265 ± 26 3170 ± 230 820 ± 69 302 ± 32
2.4 2.5 1547 ± 114 267 ± 33 97 ± 17 2722 ± 219 520 ± 54 122 ± 21
2.5 2.6 1297 ± 103 275 ± 32 120 ± 19 2360 ± 169 477 ± 50 162 ± 21
2.6 2.7 1067 ± 93 160 ± 23 30 ± 8 2090 ± 169 312 ± 33 67 ± 12
2.7 2.8 960 ± 78 140 ± 19 35 ± 8 1932 ± 149 295 ± 33 60 ± 11
2.8 2.9 1045 ± 106 195 ± 29 67 ± 11 1942 ± 187 337 ± 46 105 ± 20
2.9 3.0 625 ± 66 122 ± 18 35 ± 11 1337 ± 117 222 ± 29 67 ± 15
1.0 2.0 5185 ± 258 1433 ± 72 393 ± 20 8110 ± 406 2399 ± 121 627 ± 32
2.0 3.0 1364 ± 74 297 ± 18 119 ± 7 2408 ± 127 517 ± 30 160 ± 10
Figure 7. Distribution of the flux ratio of H α/[O III] as a function of H α flux, for both dust-free (top row) and dust-attenuated (middle and bottom row)
results. For each panel, we split the galaxy population into small H α bins, and estimate the median (solid line), and 25 per cent and 75 per cent (dashed line)
percentile of the flux ratio to represent the overall distribution.
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H α/[O III] ratio with H α flux. This is consistent with the analysis
based on WISP (Colbert et al. 2013), and earlier analysis reported
by Domı´nguez et al. (2013). With increasing redshift, this trend
becomes weaker and the ratio approaches a constant across the H α
flux distribution. In addition, we find that with increasing redshfit,
the [O III] flux starts to be stronger than H α and dominates the
observation. Due to the correlation of the metallicity, stellar mass
and luminosity (Kobulnicky & Kewley 2004; Tremonti et al. 2004),
the dependence of the H α/[O III] flux ratio on the galaxy properties
can be non-trivial. A thorough investigation of the galaxy formation
model using all available observational data is necessary in future
analyses.
The result presented in Fig. 7 is a model prediction based on
ideal conditions. The only observational effect considered here is
the dust extinction model calibrated on the H α luminosity function.
Thus we should note the caveat that future observations can be
complicated by multiple factors which can affect the H α/[O III]
flux ratio distribution. This includes the completeness of the survey,
the number of galaxies that have both emission lines detected, the
dust extinction model adopted, contamination from other emission
lines (e.g. [N II] for H α Masters et al. 2014; Masters, Faisst & Capak
2016; Faisst et al. 2016, 2018) and so on.
5 D ISC U SSION AND CONCLUSION
WFIRST and Euclid missions, as cosmological surveys of the next
generation, will play important roles in the investigation of dark
energy in the universe by observing a huge cosmic volume over a
wide redshift range. Optimizing and evaluating their survey strategy
and performance is necessary to forecast the science return. This
requires realistic simulation to model the galaxies that they will
be able to observe. In this work, we use a semi-analytical galaxy
formation model, Galacticus, with a large N-body simulation to
predict the number counts and redshift distributions of the H α and
[O III] ELGs for a Euclid-like survey, a WFIRST-like survey, as well
as a deeper survey for comparison.
We first calibrate the galaxy formation model and the dust atten-
uation model to match the observed H α luminosity function. The
emission line luminosity of the mock galaxies is computed by the
CLOUDY code. We calibrate the model parameters of Galacticus by
exploring the parameter space through a Latin-hypercube method.
We note that this method is only a simplified and approximate
method but can serve as an sufficient modelling for the forecast
of galaxy surveys at relevant redshifts. More robust calibration
can use method like emulator based on Gaussian Process or other
machine learning method (Bower et al. 2010). This can not only
find reasonable parameter set for the galaxy formation model based
on certain observational datasets, but also enable the examination of
possible tensions between the astrophysical processes implemented
and thus improve the model building.
In the calibration of the dust model, we employ a method
equivalent to the Calzetti et al. (2000) dust model and measure
the optical depth at the H α wavelength to match the observed
luminosity function from HiZELS. Then we adopt a dust attenuation
model which has a constant optical depth over the entire redshift
range or only at high redshift and compare the resulting distribution
of our galaxy sample. This results a physically motivated and
observationally consistent model for galaxy population. We then
apply this model to process the dark matter halo merger trees
from the UNIT simulation and construct a 4 deg2 light-cone
galaxy catalogue. We compare the model prediction of the H α
emission line luminosity and number counts with observations from
HiZELS and WISP, and find consistent results. Next, we perform
an analysis for the [O III]-emitting galaxies which are also target
galaxies of WFIRST and Euclid at redshift z > 2. The number
counts and luminosity function of [O III] emitting galaxies are found
to be roughly consistent with current observations from WISP.
We then use Galacticus to extrapolate our prediction to higher
redshifts that WFIRST and Euclid can probe and estimate the
number density of the galaxies. The results show that at redshift
up to 3, the observation of [O III] galaxies from WFIRST can
have a surface density of thousands per square degree, which will
significantly extend the redshift reach of WFIRST in probing dark
energy.
We examine the relationship between the H α flux and [O III] flux
of the galaxies by computing the flux ratio as a function of H α flux.
At low redshift, we find the trend of increasing ratio with H α flux,
as reported in earlier studies. The result also approves that galaxies
at high redshift are more likely to have [O III] emission rather than
H α emission. In addition, we also notice that applying the dust
model doesn’t change the overall behaviour significantly. This can
avoid introducing extra bias in the analysis with observational data.
However, we should note that the dust extinction in the real universe
can be more complicated than modeled here.
Although the results presented in this paper are consistent with
current observations and earlier work in Merson et al. (2018), it
should be noted that they are expectations under somewhat ideal
conditions where the only observational effect is the dust attenua-
tion. In real observation, the number counts and redshift distribution
of the emission line galaxies can be affected by multiple factors,
such as the redshift failures, survey completeness, contamination
from other emission lines and so on.
The number counts prediction for galaxies is one of the first
steps in the assessment of future surveys like WFIRST or Euclid.
The analysis of galaxy clustering (correlation function or power
spectrum) can be the next step. For instance, Merson et al. (2019)
employ a HOD approach to simulate a WFIRST-like and Euclid-
like galaxy survey, measure the clustering and estimate the linear
bias. The semi-analytical galaxy formation model, Galacticus we
used in this analysis is also able to produce galaxy catalogues
with large survey area and accuracy. We will present the clustering
analysis based on this approach, including both galaxy correla-
tion function, power spectrum and higher order statistics in a
future work.
AC K N OW L E D G E M E N T S
We thank the anonymous referee for the valuable comments and
suggestions that have helped us improve the contents of this paper.
We thank James Colbert for providing the WISP measurements in
the analysis, and Alex Merson for helpful discussions. This work is
supported in part by NASA grant 15-WFIRST15-0008, Cosmology
with the High Latitude Survey WFIRST Science Investigation
Team (SIT). GY would like to thank MINECO/FEDER (Spains)
for financial support under project grants AYA2015-63810-P and
PGC2018-094975-B-C21. The UNIT simulations have been done in
the MareNostrum Supercomputer at the Barcelona Supercomputing
Center (Spain) thanks to the cpu time awarded by PRACE under
project grant number 2016163937. This work used the Extreme
Science and Engineering Discovery Environment (XSEDE), which
is supported by National Science Foundation grant number ACI-
1548562 (Towns et al. 2014) Software: PYTHON, MATPLOTLIB
(Hunter 2007), NUMPY (van der Walt, Colbert & Varoquaux 2011),
SCIPY (Jones et al. 2001).
MNRAS 490, 3667–3678 (2019)
D
ow
nloaded from
 https://academ
ic.oup.com
/m
nras/article-abstract/490/3/3667/5585425 by C
alifornia Institute of Technology user on 09 January 2020
3676 Z. Zhai et al.
R EFEREN C ES
Atek H. et al., 2010, ApJ, 723, 104
Atek H. et al., 2011, ApJ, 743, 121
Behroozi P. S., Wechsler R. H., Wu H.-Y., 2013a, ApJ, 762, 109
Behroozi P. S., Wechsler R. H., Wu H.-Y., 2013b, ApJ, 762, 109
Benson A. J., 2012, New Astron., 17, 175
Benson A. J., Cole S., Frenk C. S., Baugh C. M., Lacey C. G., 2000, MNRAS,
311, 793
Berlind A. A., Weinberg D. H., 2002, ApJ, 575, 587
Bower R. G., Benson A. J., Malbon R., Helly J. C., Frenk C. S., Baugh C.
M., Cole S., Lacey C. G., 2006, MNRAS, 370, 645
Bower R. G., Vernon I., Goldstein M., Benson A. J., Lacey C. G., Baugh C.
M., Cole S., Frenk C. S., 2010, MNRAS, 407, 2017
Calzetti D., Armus L., Bohlin R. C., Kinney A. L., Koornneef J., Storchi-
Bergmann T., 2000, ApJ, 533, 682
Charlot S., Fall S. M., 2000, ApJ, 539, 718
Chuang C.-H. et al., 2019, MNRAS, 487, 48
Colbert J. W. et al., 2013, ApJ, 779, 34
Cole S., Lacey C. G., Baugh C. M., Frenk C. S., 2000, MNRAS, 319, 168
Cooray A., Sheth R., 2002, Phys. Rep., 372, 1
Croton D. J. et al., 2016, ApJS, 222, 22
Dawson K. S. et al., 2013, AJ, 145, 10
Dawson K. S. et al., 2016, AJ, 151, 44
de Jong R. S. et al., 2016, in Proc. SPIE Conf. Ser. Vol. 9908, Ground-based
and Airborne Instrumentation for Astronomy VI. SPIE, Bellingham, p.
99081O, Available at: http://adsabs.harvard.edu/abs/2016SPIE.9908E.
.10D
DeRose J. et al., 2019, ApJ, 875, 69
DESI Collaboration, 2016, preprint (arXiv:1611.00036)
Domı´nguez A. et al., 2013, ApJ, 763, 145
Dressler A. et al., 2012, preprint (arXiv:1210.7809)
Drinkwater M. J. et al., 2010, MNRAS, 401, 1429
Driver S. P., Robotham A. S. G., 2010, MNRAS, 407, 2131
Faisst A. L. et al., 2016, ApJ, 821, 122
Faisst A. L., Masters D., Wang Y., Merson A., Capak P., Malhotra S., Rhoads
J. E., 2018, ApJ, 855, 132
Feng Y., Chu M.-Y., Seljak U., McDonald P., 2016, MNRAS, 463, 2273
Ferland G. J. et al., 2013, Rev. Mex. Astron. Astrofis., 49, 137
Ferrara A., Bianchi S., Cimatti A., Giovanardi C., 1999, ApJS, 123, 437
Fu J. et al., 2013, MNRAS, 434, 1531
Garrison L. H., Eisenstein D. J., Ferrer D., Tinker J. L., Pinto P. A., Weinberg
D. H., 2018, ApJS, 236, 43
Geach J. E., Smail I., Best P. N., Kurk J., Casali M., Ivison R. J., Coppin K.,
2008, MNRAS, 388, 1473
Glazebrook K., Baldry I., Moos W., Kruk J., McCandliss S., 2005, New
Astron. Rev., 49, 374
Green J. et al., 2012, preprint (arXiv:1208.4012)
Heitmann K., Higdon D., White M., Habib S., Williams B. J., Lawrence E.,
Wagner C., 2009, ApJ, 705, 156
Heitmann K., White M., Wagner C., Habib S., Higdon D., 2010, ApJ, 715,
104
Hirschmann M., Charlot S., Feltre A., Naab T., Choi E., Ostriker J. P.,
Somerville R. S., 2017, MNRAS, 472, 2468
Hirschmann M., Charlot S., Feltre A., Naab T., Somerville R. S., Choi E.,
2019, MNRAS, 487, 333
Hunter J. D., 2007, Comput. Sci. Eng., 9, 90
Izquierdo-Villalba D. et al., 2019, preprint (arXiv:1907.02111)
Jones E., Oliphant T., Peterson P. et al., 2001, SciPy: Open source scientific
tools for Python. http://www.scipy.org/
Kauffmann G., White S. D. M., Guiderdoni B., 1993, MNRAS, 264, 201
Kauffmann G., Li C., Zhang W., Weinmann S., 2013, MNRAS, 430,
1447
Kitzbichler M. G., White S. D. M., 2007, MNRAS, 376, 2
Knebe A. et al., 2015, MNRAS, 451, 4029
Kobulnicky H. A., Kewley L. J., 2004, ApJ, 617, 240
Laureijs R. et al., 2011, preprint (arXiv:1110.3193)
Laureijs R. et al., 2012, in Proc. SPIE Conf. Ser. Vol. 8442, Space Telescopes
and Instrumentation 2012: Optical, Infrared, and Millimeter Wave. SPIE,
Bellingham, p. 84420T, Available at: http://adsabs.harvard.edu/abs/201
2SPIE.8442E..0TL
Lawrence E., Heitmann K., White M., Higdon D., Wagner C., Habib S.,
Williams B., 2010, ApJ, 713, 1322
LSST Science Collaboration, 2009, preprint (arXiv:0912.0201)
Lu Y., Mo H. J., Weinberg M. D., Katz N., 2011, MNRAS, 416, 1949
Madau P., Dickinson M., 2014, ARA&A, 52, 415
Masters D. et al., 2014, ApJ, 785, 153
Masters D., Faisst A., Capak P., 2016, ApJ, 828, 18
McClintock T. et al., 2019, ApJ, 872, 53
Mehta V. et al., 2015, ApJ, 811, 141
Merson A., Wang Y., Benson A., Faisst A., Masters D., Kiessling A., Rhodes
J., 2018, MNRAS, 474, 177
Merson A., Smith A., Benson A., Wang Y., Baugh C., 2019, MNRAS, 486,
5737
Orsi A., Baugh C. M., Lacey C. G., Cimatti A., Wang Y., Zamorani G.,
2010, MNRAS, 405, 1006
Orsi ´A., Padilla N., Groves B., Cora S., Tecce T., Gargiulo I., Ruiz A., 2014,
MNRAS, 443, 799
Peacock J. A., Smith R. E., 2000, MNRAS, 318, 1144
Pearce F. R., Jenkins A., Frenk C. S., White S. D. M., Thomas P. A.,
Couchman H. M. P., Peacock J. A., Efstathiou G., 2001, MNRAS, 326,
649
Perlmutter S. et al., 1999, ApJ, 517, 565
Planck Collaboration et al., 2016, A&A, 594, A13
Power C., Baugh C. M., Lacey C. G., 2010, MNRAS, 406, 43
Pozzetti L. et al., 2016, A&A, 590, A3
Riess A. G. et al., 1998, AJ, 116, 1009
Seljak U., 2000, MNRAS, 318, 203
Sobral D. et al., 2009, MNRAS, 398, 75
Sobral D., Smail I., Best P. N., Geach J. E., Matsuda Y., Stott J. P., Cirasuolo
M., Kurk J., 2013, MNRAS, 428, 1128
Somerville R. S., Dave´ R., 2015, ARA&A, 53, 51
Somerville R. S., Primack J. R., 1999, MNRAS, 310, 1087
Somerville R. S., Popping G., Trager S. C., 2015, MNRAS, 453, 4337
Spergel D. et al., 2015, preprint (arXiv:1503.03757)
Springel V., 2005, MNRAS, 364, 1105
Springel V., White M., Hernquist L., 2001, ApJ, 549, 681
Stothert L. et al., 2018, MNRAS, 481, 4221
Takada M. et al., 2014, PASJ, 66, R1
Tomczak A. R. et al., 2014, ApJ, 783, 85
Towns J. et al., 2014, Comput. Sci. Eng., 16, 62
Tremonti C. A. et al., 2004, ApJ, 613, 898
Valentino F. et al., 2017, MNRAS, 472, 4878
van der Walt S., Colbert S. C., Varoquaux G., 2011, Comput. Sci. Eng., 13,
22
Wang Y., 2008a, Phys. Rev. D, 77, 123525
Wang Y., 2008b, Phys. Rev. D, 77, 123525
Wang Y., 2008c, J. Cosmol. Astropart. Phys., 2008, 021
Wang Y. et al., 2010, MNRAS, 409, 737
Weinberg S., 1989, Rev. Mod. Phys., 61, 1
White S. D. M., Frenk C. S., 1991, ApJ, 379, 52
White M., Hernquist L., Springel V., 2001, ApJ, 550, L129
Zhai Z. et al., 2019, ApJ, 874, 95
SUPPORTI NG INFORMATI ON
Supplementary data are available at MNRAS online.
Please note: Oxford University Press is not responsible for the
content or functionality of any supporting materials supplied by
the authors. Any queries (other than missing material) should be
directed to the corresponding author for the article.
MNRAS 490, 3667–3678 (2019)
D
ow
nloaded from
 https://academ
ic.oup.com
/m
nras/article-abstract/490/3/3667/5585425 by C
alifornia Institute of Technology user on 09 January 2020
Prediction of emission line galaxy surveys 3677
APPEN D IX A : G ALAXY PROPERTIES FRO M
C A L I B R AT I O N
In the left panel of Fig. A1, we show the stellar mass function
at z = 1 and 2 for the whole galaxy catalog and a brighter
subsample. The result shows a Schechter-like shape as expected
and correct redshift dependence, e.g. the stellar mass function
at lower redshift has higher amplitude due to the hierarchical
growth of the dark matter structure. After applying the flux cut
at 1 × 10−16 erg s−1 cm−2 of H α emission line, most of the less
massive galaxies are removed. The remaining galaxies are due to
the scatter between the stellar mass and luminosity. For comparison,
we also show the measurements from the FourStar Galaxy Evolution
Survey (ZFOUGRE, Tomczak et al. 2014) at similar redshift range.
Our prediction has roughly consistent amplitude as the observation,
but there is discrepancy at low-mass and high-mass end. We should
note that the galaxy model we used is calibrated on the luminosity
function measurements, therefore the measurement of stellar mass
function has minimal weight in the analysis. The right-hand panel of
Fig. A1 shows the star formation rate density in the redshift range
1 < z < 3, as well as a compilation of the latest observational
data from Madau & Dickinson (2014). The peak value in this
redshift range is close but lower than observations. Given the
large uncertainties from observations, our result is still consistent
within ∼1σ . In addition, the star formation history model which
Madau & Dickinson (2014) fit to these data predicts a stellar mass
density higher than many observations (by around ∼0.2 dex on
average), which may indicate that star formation rate densities
are overestimated observationally. Taking this factor into account
would bring our prediction into very good agreement with current
observations.
Figure A1. Left: The stellar mass function of our mock galaxy catalog. Solid lines are from the raw galaxy, while the dashed and dotted lines are obtained by
only selecting galaxies with dust-attenuated H α flux higher than 1 × 10−16 erg s cm−2. For comparison, we also plot the observational measurements from
ZFOURGE (Tomczak et al. 2014), in the similar redshift range. Right: the star formation rate density as a function of redshift z. Solid line is for the whole
galaxy sample, the dashed and dotted lines correspond to a brighter subsample. The red dots with errorbars are from a compilation of Madau & Dickinson
(2014) in the same redshift range. The shaded area in both panels is the uncertainties from jackknife resampling method and cosmic variance. The dust models
used here correspond to the optical depth averaged in the entire HiZELS redshift range (dashed) and only the high-z measurements (dotted).
Figure A2. The dark matter halo mass as a function of dust-attenuated line luminosities in different redshift ranges (dust model adopts a constant optical depth
at the H α wavelength for the high-z measurements). The solid red line represents the median in the distribution, while the dashed red lines are inner 95 per cent
percentile. The grey squares show density distribution of galaxies on the halo mass versus emission line luminosity panel, with deeper grey indicating greater
concentration (see the scale on the top). Left: H α; Right: [O III].
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As in Orsi et al. (2014), we present the relation between dark
matter halo mass and dust-attenuated emission line luminosity in
Fig. A2, for H α (left) and [O III] (right), respectively. We show only
results obtained by assuming a constant dust optical depth at the
H α wavelength fitted with high-z LF measurements. Results using
our alternative dust model are similar. It is clear that there is a strong
positive correlation between the emission line luminosity and dark
matter halo mass and the relation is close to linear in log space when
the emission line luminosity is lower than 1042/erg s−1 at redshifts
higher than 0.5. Therefore observations of the bright emission line
galaxies can provide important information for the massive dark
matter haloes and their clustering properties.
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