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This article extends previous eﬀorts on genetic algorithms (GAs) applied to a nuclear power plant (NPP) auxiliary feedwater system
(AFWS) surveillance tests policy optimization. We introduce the application of a niching genetic algorithm (NGA) to this problem and
compare its performance to previous results. The NGA maintains a populational diversity during the search process, thus promoting a
greater exploration of the search space. The optimization problem consists in maximizing the system’s average availability for a given
period of time, considering realistic features such as: (i) aging eﬀects on standby components during the tests; (ii) revealing failures in
the tests implies on corrective maintenance, increasing outage times; (iii) components have distinct test parameters (outage time, aging
factors, etc.) and (iv) tests are not necessarily periodic. We ﬁnd that the NGA performs better than the conventional GA and the island
GA due to a greater exploration of the search space.
 2006 Elsevier Ltd. All rights reserved.1. Introduction
This article extends previous eﬀorts in surveillance tests
policy optimization based on the genetic algorithm (Hol-
land, 1975). First, Lapa et al. (2002) applied the standard
genetic algorithm (SGA) to this problem, which was fol-
lowed by the use of the island genetic algorithm (IGA,
Cantu´-Paz, 2000) with even better results (Pereira and
Lapa, 2003). In this work we apply a niching genetic algo-
rithm (NGA, Mahfoud, 1995) to the same problem. NGAs
were designed to promote a greater exploration of the
search space than the SGA, locating multiple optimal solu-
tions within a single population. In the ﬁeld of nuclear
engineering, a niching genetic algorithm was applied to a
nuclear reactor core design optimization problem (Sacco
et al., 2004), with better results than the conventional GA.0306-4549/$ - see front matter  2006 Elsevier Ltd. All rights reserved.
doi:10.1016/j.anucene.2006.03.010
* Corresponding author. Tel.: +1 404 385 4928; fax: +1 404 894 3733.
E-mail addresses: wagner.sacco@me.gatech.edu (W.F. Sacco),
c.oliveira@gatech.edu (C.R.E. de Oliveira).The motivation of this work is the application of the
NGA in another practical problem, as although it has been
thoroughly tested using specially designed functions (Mah-
foud, 1995; Sareni and Kra¨henbu¨hl, 1998; Watson, 1999),
it has not been widely used for real-world applications.
The remainder of this paper is organized as follows. Firstly,
niching methods are brieﬂy introduced and the method
used in this article is exposed in detail. In Section 3, the
problem to be optimized and the system implementation
are described. This is followed in Section 4 by the compar-
ison of the NGA with the SGA and the IGA applied to the
optimization of a nuclear power plant auxiliary feedwater
system surveillance tests policy. Finally, the conclusive
remarks are made.
2. The niching genetic algorithm (NGA)
The canonical genetic algorithm has proven to be eﬃ-
cient in a great variety of areas of application, due to the
population of candidate solutions converging to a single
optimum. However, in multimodal domains, it may be
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functions with equal optima. The convergence to a single
optimum in this case is the result of the phenomenon
known as genetic drift (Goldberg, 1989).
Many populational diversity mechanisms have been
proposed to force the GA to maintain a heterogeneous
population throughout the evolutionary process, thus
avoiding the convergence to a single optimum. These
mechanisms, called niching methods, allow the GA to iden-
tify, along with the global optimum, the local optima in a
multimodal domain.
The analogy with nature is straightforward, as in an eco-
system there are diﬀerent subsystems (niches) that contain
many diverse species (subpopulations). The number of ele-
ments in a niche is determined by its resources and by the eﬃ-
ciency of each individual in taking proﬁt of these resources.
Using this analogy, it is possible for the GA to maintain
the populational diversity of its members in a multimodal
domain. Each peak of the multimodal function can be seen
as a niche that supports a number of individuals directly
proportional to its ‘‘fertility’’, which is measured by the ﬁt-
ness of this peak relatively to the ﬁtnesses of the other
peaks of the domain.
The diﬃculty in implementing niching methods lies in
the fact that the peaks in real-world problems are obviously
not known beforehand. This complicates the process of
populating each niche correctly according to its ﬁtness.
The niching method applied to the genetic algorithm in
this article is a modiﬁcation of clearing (Pe´trowski, 1996)
that was introduced by Sacco et al. (2004) called fuzzy
clearing.
In clearing, each subpopulation contains a dominant
individual(s): the one(s) with the best ﬁtness. The domi-
nant’s ﬁtness is preserved and all the others individuals
within radius r have their ﬁtnesses zeroed (in the case of
a maximization problem). Pe´trowski (1996) obtained the
best results with a single dominant per subpopulation.i
Fig. 1. Fuzzy clearinInstead of clearing’s domination within a radius r, in
fuzzy clearing the population is ﬁrst clustered using fuzzy
clustering means (FCM, Bezdek, 1981) and then submitted
to clearing with dominance within each cluster.
FCM became a popular algorithm exactly because it did
not require, at each iteration, the total allocation of an
individual to a certain cluster. This algorithm borrowed
from fuzzy logic the concept of pertinence (Zadeh, 1965),
that denotes the degree of association of an individual to
a given class.
A cluster or class i is represented by its centroid ci given
by (Krishnapuram and Keller, 1993):
ci ¼
PN
k¼1l
m
ikxkPN
k¼1l
m
ik
; i ¼ 1; . . . ;C ð1Þ
with xk = (xk1,xk2, . . . ,xkj). In the equation above, j is the
number of variables, xkj is the value of the jth variable of
the kth individual, xk is the kth individual and m is the neb-
ulosity degree, that can be varied between 1 and 1. Hall
et al. (1999) recommend for the latter variable m = 2.
Each individual k belongs to the class i with lik, which is
given by (Bezdek, 1981):
lik ¼
1
PC
l¼1
dik
dlk
  2
m1
: ð2Þ
This equation quantiﬁes the pertinence of the kth individual
to the ith class. Notice that it takes into account not only the
distance of the kth individual to the ith class, but also the
distance of this individual to all the other classes.
The FCM algorithm is, basically, the following:
1. ﬁx a number of classes C; ﬁx m, 1 < m <1 (generally
m = 2);
2. set the iteration counter value to l = 1;
3. initialize the C-partition fuzzy matrix U(0);
4. repeatg’s pseudo code.
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update the elements of U(l) using Eq. (2);
increment l;
Until (i(U(l1)  U(l))i) < e.
Fig. 1 shows fuzzy clearing’s pseudo-code for a maximi-
zation problem with k dominants or winners per cluster.
For a minimization problem, the non-dominant individuals
receive a high ﬁtness value instead of having it zeroed.
3. Problem description and implementation
3.1. The problem
The auxiliary feed water system (AFWS) consists of
two subsystems, as shown in Fig. 2. One of them usesFig. 2. The auxiliary fa single turbine-driven pump (TDP) to supply both
steam generators (SGs). The other one has two electrical
motor-driven pumps (MDP1 and MDP2) and each one
supplies one of the SGs. Under normal conditions, all
pumps use water from the auxiliary feed water tank
(AFWT). Whenever the AFWT fails, other sources are
used.
A typical nuclear power plant AFWS should perform
the following basic functions:
(i) supply the SGs in case of loss of the main feed water
system (FWS) to remove the residual heat until the
residual heat removal system starts;
(ii) maintain the water level in the SGs to remove heat
generated by the reactor while at low power level
(<10%) or while the reactor is in hot standby.eed water system.
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tests are performed to reveal possible failures.
In order to simplify the analysis, some assumptions were
considered:
(i) water is fed from the AFWT only;
(ii) valve groups are represented by a single valve only;
(iii) components of redundant groups have the same
structural and operational characteristics.
Fig. 3 displays the basic block diagram considering the
components that need to undergo such tests and consider-
ing assumptions (i)–(iii) above.
The system probabilistic analysis was developed consid-
ering that the AFWS failure event was insuﬃcient water
supply to both steam generators.
Our objective is to ﬁnd the optimum surveillance tests
policy for the system above for a period of 480 days. Based
on expert knowledge, it was considered that a time step of
10 days is enough to comprise the practical application (a
higher resolution is possible, however it implies in an
increasing diﬃculty for the search, leading to extra compu-
tational eﬀort).
The test and maintenance outage times that were
adopted for each component of the AFWS (Table 1) are
similar to those published by Harunuzzaman and Aldemir
(1996) considering similar components.V2
AFWT V3TDP
SG1
MDP2
V4
V1
MDP1
SG2
Fig. 3. Simpliﬁed scheme of the AFWS.
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Fig. 4. Example of genot3.2. Implementation
Our tests were performed using the GENESIS GA
(Greﬀenstette, 1990) with a module containing the niching
method attached. This GA uses double-point crossover
(Goldberg, 1989), stochastic universal sampling as selection
scheme (Baker, 1987), and elitism (Goldberg, 1989).
In our problem, the genotype must encode all possible
scheduling combinations for all system components. Let
us explain our codiﬁcation using a simpliﬁed example.
Consider a three-component system that must operate for
30 months. The genotype is a discrete representation of
the time axis. For each component, each of the 30 possible
months is represented by one bit. ‘‘1’’ means that the com-
ponent is on line and ready to start, and ‘‘0’’ means that it
was selected to undergo testing at the corresponding
month. Fig. 4 illustrates the genotype and its decoding
(phenotype) for each component, which is represented by
a vector whose elements are the times when the tests occur.
Note that this codiﬁcation allows the representation of
non-periodic test schedules with a variable number of sur-
veillance tests (in this example each component may have
from 0 to 30 tests in the period).
To allow diﬀerent components to undergo a surveillance
test at diﬀerent days but at the same time step, an extra
term is included in the genotype codiﬁcation – the oﬀset
term – which introduces a shift between 0 and 7 days over
the base time (multiples of the time step), providing a ﬁne
tuning in the optimization. For example, if valves V1 and
V2 are scheduled to be tested at the 4-th time step, the base
time for intervention in both will be the 40th day (4 · 10).
If the oﬀset of V1 is 0 and the oﬀset of V2 is 2, V1 will stopTable 1
Outage times of the AFWS components
Component Description Test outage
time (h)
Maintenance
outage time (h)
V1 Valve 1 1 8
V2 Valve 2 1 8
V3 Valve 3 1 8
V4 Valve 4 1 8
MDP1 Motor-driven pump 1 4 72
MDP2 Motor-driven pump 2 4 72
TDP Turbo-driven pump 4 96
1111101111111    111111011101111111101111111111
}                                             {7, 11, 22}
Genotype
Phenotype
nt 2  Component 3
ype and its decoding.
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(40 + 2) day.
In our real case, the structure which encodes the test
scheduling for each component has 48 bits [number of
bits = (480/10)  1]. Note that at times 0 and 480 tests
are not allowed for the base times plus 3 bits to encode
the oﬀset (a number between 0 and 7). Since there are 7
components in the system, the genotype length is 350
[(47 + 3) · 7].
The distance between individuals required by the FCM
algorithm (Section 2) was computed using the Hamming
distance (Hamming, 1950) as metric. It ‘‘can be interpreted
as the number of bits which need to be changed (corrupted)
to turn one string into the other’’ (Black, 2004).
The objective function used to evaluate the ﬁtness of
each individual is the average system unavailability consid-
ering the surveillance test scheduling policy predicted in the
phenotype and calculated according to the probabilistic
model previously described:
Fit ¼ 1
Tmis
Z Tmis
t¼0
½AðtÞsys dt; ð3Þ
where Tmis is the mission time, and AðtÞsys is the system
instantaneous unavailability, given by:
AðtÞsys ¼ 1 AðtÞsys
¼ f fA1t ½t; T tðkÞ;A2t ½t; T tðkÞ; . . . ;Axt ½t; T tðkÞg: ð4Þ
The system availability may be represented as a function of
the failure probabilities of its components (Eq. (5)), which
depend directly on the components test and repair policies:At½t; T tðkÞ ¼ 1 A½t  T tðkÞ þ Ar½kDtðkÞA½t  T tðkÞ
1 if T tðkÞ 6 t 6 T tðkÞ þ fDtðkÞ þ ½1 Atðt  T tðkÞ  1ÞDrðkÞ;

ð5Þwhere k = 1, . . . ,N, At(t) is the availability of a repairable
component that is in a cold standby redundancy and sub-
ject to a testing policy, t is the time burned since of startTable 2
Comparative results for the SGA, IGA and NGA
Experiment SGAa IGAa
120 ind. 300 ind. 8 · 15 ind. 2 · 60 in
#1 5.20E  05 5.16E  05 5.11E  05 5.17E 
#2 5.21E  05 5.17E  05 5.12E  05 5.20E 
#3 5.23E  05 5.19E  05 5.12E  05 5.24E 
#4 5.24E  05 5.20E  05 5.13E  05 5.24E 
#5 5.28E  05 5.20E  05 5.15E  05 5.25E 
#6 5.28E  05 5.26E  05 5.15E  05 5.25E 
#7 5.29E  05 5.27E  05 5.15E  05 5.27E 
#8 5.30E  05 5.28E  05 5.17E  05 5.29E 
#9 5.31E  05 5.29E  05 5.17E  05 5.29E 
#10 5.32E  05 5.30E  05 5.18E  05 5.30E 
Average 5.27E  05 5.23E  05 5.15E  05 5.25E 
SD 4.27E  07 5.31E  07 2.42E  07 4.11E 
a Ten best results from Pereira and Lapa (2003).of the operation system, Tt(k) is the time of the Kth surveil-
lance test, Dr(k) is the time to perform a repair, Dt(k) is the
time to perform a test.
For more details on this formulation, please refer to
Lapa et al. (2002).
4. Results
Our experiments with the NGA were performed using
the following parameters: population size = 100, number
of generations = 10,000 (as in Lapa et al., 2002; Pereira
and Lapa, 2003), crossover rate = 1.0 (as recommended
by Sareni and Kra¨henbu¨hl, 1998), mutation rate = 0.01,
and elitism. For fuzzy clearing’s FCM, a rule-of-thumb
was used to obtain the number of classes or clusters C:
C = n1/2, where n is the number of objects in the data set
(McBratney and Moore, 1985). To verify the algorithm’s
robustness, 20 classes were also employed.
Table 2 shows the results obtained by the NGA com-
pared to those obtained by Pereira and Lapa (2003) using
the SGA and the IGA. The authors tested several conﬁgu-
rations of both GAs, but we only included those with 120
individuals, which required the closest computational eﬀort
to our NGA (1,200,000 and 1,000,000 ﬁtness evaluations,
respectively), and with 300 individuals, which yielded their
best results. For the IGA, there are two splittings for each
population, with larger and smaller fractioning,
respectively.
The best result was obtained both by the NGA with 10
classes and by the IGA with 300 individuals split in ﬁveislands (5.10E  05). But note that the NGA with 20 clas-
ses also performed well. The NGA and the IGA outper-
formed the canonical GA, showing that both methodsNGA
d. 20 · 15 ind. 5 · 60 ind. 10 classes 20 classes
05 5.15E  05 5.10E  05 5.21E  05 5.17E  05
05 5.15E  05 5.15E  05 5.16E  05 5.19E  05
05 5.15E  05 5.15E  05 5.16E  05 5.24E  05
05 5.15E  05 5.17E  05 5.10E  05 5.20E  05
05 5.16E  05 5.18E  05 5.11E  05 5.18E  05
05 5.16E  05 5.19E  05 5.17E  05 5.20E  05
05 5.17E  05 5.19E  05 5.20E  05 5.16E  05
05 5.17E  05 5.20E  05 5.24E  05 5.21E  05
05 5.17E  05 5.20E  05 5.20E  05 5.17E  05
05 5.17E  05 5.21E  05 5.17E  05 5.26E  05
05 5.16E  05 5.17E  05 5.17E  05 5.20E  05
07 9.43E  08 3.31E  07 4.34E  07 3.19E  07
Table 3
Comparative results
Policy Average system unavailability
Plant technical speciﬁcationa 5.90E  04
SGAb 5.16E  05
IGAb 5.10E  05
NGA 5.10E  05
a Lapa et al. (2002).
b Pereira and Lapa (2003).
Table 6
Schedule proposed by the NGA’s best result in 100,000 generations
(5.0923E  05) for each component of the AFWS
Component Surveillance tests scheduling
(vector of dates from the starting date)
V1 {20, 40, 50, 60, 70, 80, 100, 110, 120, 130, 140, 150, 170,
190, 200, 210, 230, 240, 250, 260, 270, 280, 290, 300, 310,
320, 330, 340, 350, 360, 370, 380, 390, 400, 410, 420, 430,
440, 450, 460, 470}
MDP1 {37, 87, 127, 167, 197, 227, 257, 287, 327, 347, 367, 387,
407, 427, 447, 457, 467}
V2 {32, 92, 132, 172, 222, 252, 282, 302, 332, 352, 372, 392,
412, 432, 452, 462, 472}
V3 {23, 33, 43, 53, 63, 73, 83, 103, 123, 133, 143, 153, 173,
183, 193, 203, 213, 223, 233, 243, 253, 263, 273, 283, 293,
303, 313, 323, 333, 343, 353, 363, 373, 383, 393, 403, 413,
423, 433, 443, 453, 463, 473}
TDP {40, 70, 110, 140, 190, 230, 260, 290, 310, 340, 360, 380,
400, 420, 440, 460}
V4 {53, 103, 133, 173, 203, 243, 263, 303, 333, 353, 373, 393,
413, 433, 453, 463}
MDP2 {84, 154, 214, 274, 324, 364, 394, 424, 454}
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avoid genetic drift, but in diﬀerent ways: the NGA by ﬁt-
ness penalization using a boundary criterion and the IGA
by reproduction of isolated subpopulations and periodic
exchanges by migration (Cantu´-Paz, 2000).
Table 3 shows the best results achieved by each genetic
algorithm variety in comparison to the average system
unavailability obtained following the plant technical
speciﬁcation.
Table 4 displays the schedule proposed by the best result
obtained using the niching genetic algorithm.As observedby
Lapa et al. (2002) and Pereira and Lapa (2003), even though
there are no heuristics associated with the genetic algorithm,
it was capable tomeet the requirements contained inTable 1.
For example: as valves require four times less outage time
than pumps, the former were scheduled to undergo more
tests. Moreover, the GA takes into account the fact that
redundant components cannot stop simultaneously.Table 4
Schedule proposed by the NGA’s best result in 10,000 generations
(5.1028E  05) for each component of the AFWS
Component Surveillance tests scheduling
(vector of dates from the starting date)
V1 {20, 40, 50, 60, 70, 80, 100, 110, 120, 130, 140, 150, 170,
190, 200, 210, 230, 240, 250, 260, 270, 280, 290, 300, 310,
320, 330, 340, 350, 360, 370, 380, 390, 400, 410, 420, 430,
440, 450, 460, 470}
MDP1 {37, 97, 127, 167, 197, 227, 257, 287, 327, 247, 367, 387,
407, 427, 447, 457, 467}
V2 {33, 83, 123, 163, 183, 223, 253, 283, 323, 353, 373, 393,
413, 433, 453, 463}
V3 {24, 34, 44, 54, 64, 74, 84, 104, 124, 134, 144, 154, 174,
184, 194, 204, 214, 224, 234, 244, 254, 264, 274, 284, 294,
304, 314, 324, 334, 344, 354, 364, 374, 384, 394, 404, 414,
424, 434, 444, 454, 464}
TDP {40, 70, 110, 140, 190, 230, 260, 290, 310, 340, 360, 380,
400, 420, 440, 460}
V4 {54, 104, 134, 174, 204, 244, 264, 304, 334, 354, 374, 394,
414, 434, 454}
MDP2 {85, 155, 215, 275, 325, 365, 395, 425, 455}
Table 5
Results for the NGA’s long-runs (100,000 generations)
Experiment No. of classes Average system unavailability
#1 10 5.092E  05
#2 10 5.099E  05
#3 20 5.106E  05As NGAs are supposed to maintain the populational
diversity along the evolutionary process, we performed
100,000-generation long-runs with the random seeds that
yielded the two best results for 10 classes (experiments #4
and #5) and the best for 20 classes (experiment #7). The
results (Table 5) suggest that the NGA and the IGA must
have already reached the global-optimum region and that
in more generations the NGA with 20 classes also managed
to reach the same region.
Table 6 shows the schedule proposed by experiment #1.
5. Conclusions
With this work, we ratify the conclusion of Sacco et al.
(2004), who recommended the application of niching
genetic algorithms to real-world optimization problems.
Of course, the diﬃculty of ﬁnding a suitable metric to each
speciﬁc problem must be overcome, but it is a promising
research area.
The results obtained in this article and by Pereira and
Lapa (2003) lead to the application of a hybrid GA, which
we could call NIGA (niched-island genetic algorithm), to
the same problem. This algorithm would promote a great
populational diversity because of the NGA in each island,
plus the diversity generated by inter-island migration and
all that with the signiﬁcant time gains of parallel
computation.
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