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Abstract
Universal physics manifests in low-energy phenomena over a large array of different systems from
nuclear to atomic physics.
Here, two interesting aspects of universality are studied using the Gaussian Expansion Method
(GEM). This is a variational method that uses products of Gaussians as basis functions. Gaussian
potentials are used as a short-range potential. The first aspect is the behaviour close to the dimer +
atom breakup threshold of Efimov states and associated universal tetramers in ultra-cold mixtures
of alkali atoms. These can be treated as bosons here. It is shown that trimer and tetramer vanish
into the threshold at almost the same point.
The predictions of effective Efimov states in the vicinity of the dimer + atom breakup threshold
are addressed, but the results are inconclusive.
The second aspect is the interplay between universal states of up to four bosons and the Coulomb
interaction. This is interesting because it opens up nuclear physics to the investigation.
First, the effect of the Coulomb interaction on universal states is studied in natural units. This
introduces a scale for the Coulomb potential’s strength relative to the strength of the short-range
Gaussian potential. A generalised Efimov plot of the binding energies of states of charged bosons
versus the Coulomb-modified scattering length is shown. This plot illustrates the impact of different
relative strengths of the Coulomb potential on universal states.
To complement this analysis, the structure is also calculated via root mean square (rms) radius
calculations and contour plots.
The results are then applied to the excited state of 17F, which has a proton halo. The binding
energy of this state can be reproduced after fixing the effective range of the potential to the physical
value.
The Nα system proved more problematic. It was found that the ground state of 12C was too
deep to be described within the framework used and the highest excited state of 16O below the 4α
breakup threshold proved difficult to describe. I discuss possible reasons for this.
In the last part I studied the zero-range limit in the presence of the Coulomb interaction. I show
that my results for the dimer and trimer can be rescaled to coincide with the zero-range result. An
extrapolation towards the zero-range limit for the tetramer ground state is also presented.

Zusammenfassung
Universelle Physik zeigt sich in Niedrigenergiephänomenen in vielen verschiedenen Systemen von
Kern- bis Atomphysik.
Hier werden zwei interessante Aspekte der Universalität mit der GEM (Gauß-Funktion-Entwick-
lungs-Methode) untersucht. Dies ist eine Methode mit Produkten von Gaußschen Funktionen als
Basisfunktionen, die das Variationsprinzip benutzt. Dabei werden Gauß-Potentiale als kurzreich-
weitige Potentiale benutzt. Der erste Aspekt ist das Verhalten von Efimovzuständen und dazuge-
hörigen universellen Tetrameren in ultrakalten Mischungen von Alkaliatomen in der Nähe der
Dimer-Atom-Zerfalls-Schwelle. Die Alkaliatome können hier als Bosonen behandelt werden. Es
wird gezeigt, dass Trimer and Tetramer fast im selben Punkt in die Schwelle verschwinden.
Die Vorhersagen bezüglich effektiver Efimovzustände in der Nähe der Dimer-Atom-Zerfalls-Schwelle
werden diskutiert, aber die Ergebnisse sind nicht eindeutig.
Der zweite Aspekt ist das Zusammenspiel von universellen Zuständen von bis zu vier Bosonen
mit der Coulomb-Wechselwirkung. Dadurch können auch kernphysikalische Systeme untersucht
werden.
Als erstes werden die Auswirkungen der Coulomb-Wechselwirkung auf universelle Zustände in
natürlichen Einheiten untersucht. Dadurch wird eine Skala für die Stärke der Coulomb-Wech-
selwirkung relativ zur Stärke des kurzreichweitigen Gauß-Potentials eingeführt. Ein generalisier-
ter Efimovplot der Bindungsenergie von Systemen geladener Bosonen als Funktion der Coulomb-
modifizierten Streulänge wird gezeigt. Dies illustriert den Einfluss von verschieden starken Coulomb-
Potentialen auf die universellen Zustände. Dabei ist stark oder schwach relativ zum kurzreichweit-
igen Potential zu verstehen.
Um diese Untersuchung zu ergänzen, wird außerdem die Struktur der Zustände über quadratische
Mittelwertsradien und Konturenplots ermittelt.
Die Ergebnisse werden dann auf den angeregten Zustand von 17F, einen Protonhalokern, ange-
wandt. Die Bindungsenergie konnte reproduziert werden, nachdem die effektive Reichweite des
kurzreichweitigen Potentials auf den physikalischen Wert festgelegt wurde.
Das Nα-System stellte sich als problematischer heraus. Der Grundzustand von 12C erwies sich
als zu tief für die Beschreibung innerhalb des hier vorgestellten Rahmens. Der höchste angeregte
Zustand von 16O unter der 4α-Schwelle war schwer zu beschreiben. Dafür werden mögliche Gründe
diskutiert.
Im letzten Teil wurde der Null-Reichweiten-Grenzwert in Anwesenheit der Coulomb-Wechselwir-
kung untersucht. Es wird gezeigt, dass die Ergebnisse für den Dimer und Trimer reskaliert werden
können, sodass sie mit dem Null-Reichweiten-Ergebnis übereinstimmen. Außerdem wird eine Ex-
trapolation zum Null-Reichweiten-Grenzwert für den Tetramergrundzustand präsentiert.
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1 Introduction
Universality is an intriguing aspect of physics, because it means that regardless of the specifics of
the short-range interaction, the same universal bound states can form as long as the scattering
length is large compared to the range of the potential.
This has implications for several fields where there are short-range interactions, notably nuclear
physics, which has the short-ranged nuclear force, atomic physics, with the van-der-Waals force
that falls off very quickly and effective short-range interactions between polarons.
Unsurprisingly, this has spurred a lot of research into many aspects of universal phenomena, the
earliest of which is probably the universal dimer which was found by Wigner [1]. Thomas [2] showed
in 1935 that three particles interacting with a zero-range pair interaction have a binding energy
that is unbounded from below, which is known as the “Thomas collapse”. This was a first step in
a series of investigations that led to Efimov’s formulation of the “Efimov effect” in [3], where he
showed that a resonant two-body interaction in a system of three bosons leads to a tower of three-
body bound states with a fixed scaling factor. In the limit where the scattering length becomes
infinite, he even found infinitely many states. He notes that this “effect does not depend on the
form of two-body forces – it is only their resonant character” that is required [3].
Interesting in this light were also the findings of Phillips and Tjon around this time, which connected
the atom-dimer scattering length and the three-body binding energy [4] and the four-body and
three-body binding energy [5] in a system of nuclons when calculated with different potentials
that have the same scattering length and effective range. This also hinted at physics that were
completely determined by a few parameters and only required one further three-body parameter to
completely determine, which is also the case for the Efimov effect that features a discrete scaling
that can be anchored by one three-body parameter.
Efimov tried to apply his findings qualitatively to nuclear physics, namely the three α system and
the three nucleon system in [3], which he noted have both resonant interactions. He concluded
however that more exact calculations were needed to ascertain whether the Efimov effect could be
found in these systems.
After Efimov led the way, many investigations into universal physics followed. Amado & Greenwood
investigated the four-body system and found no comparable effect [6]. Efimov himself further
investigated and refined his formulations [7, 8]. Braaten et al. found a univeral equation for Efimov
states [9].
Several authors pursued the idea of universal physics in nuclear physics further, Efimov himself
and others for the N -nucleon problem [10–13], some for the three-α problem [14–16], some for halo
nuclei [17–19], and some even on the boundary to particle physics, taking into account mesons [20].
Other authors proposed to investigate atomic physics systems, for example 4He [21, 22] and loss
rates in Bose-Einstein Condensates [23–25]. Using Feshbach-resonances [26, 27] to tune the scatter-
ing length to the unitary limit in experiments enabled the experimental discovery of Efimov states
[28–31]. This spurred even more investigation, especially into experimentally accessible systems
such as alkali atoms [32] and mixtures thereof [33–38].
Another direction that has been taken was to investigate universal states in systems of N bosons
[39–50]. While not a true Efimov effect, interesting universal N -body states attached to each
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Efimov trimer have been found in these studies.
Even effective Efimov trimers made up of a dimer and two atoms have been proposed [35, 51–53].
Experiments have kept up with this developement, investigating mixtures [54–59] and higher N -
body universal states [60]. Imaging techniques have also been used to investigate Efimov states
[61].
This thesis aims to contribute to this growing field in two main regions:
1. Mass-imbalanced cold-atom systems near the dimer threshold, where the aforementioned
effective Efimov trimers have been predicted to arise, and
2. Revisiting the interplay of the Coulomb interaction with universal states in order to better
understand them in the context of nuclear physics.
To this end, I will first introduce some general concepts in Chapter 2 and the methods I have used
for the calculations in Chapter 3.
Then I will present my results for the mass-imbalanced cold-atoms systems in Chapter 4 and for
the univeral aspects with the Coulomb interaction in Chapter 5. The results presented here were
obtained in collaboration with H.-W. Hammer, E. Hiyama and in part A. G. Volosniev, and were
published in [62–66].
2
2 General Concepts
In the following, some concepts are introduced that are important for the understanding of the
topics presented in this thesis. The scattering length and how to calculate it will be explained,
also for the case that a Coulomb interaction is present. Then I give a very short introduction into
Effective Theories and Universality, and present the physical systems that will be important for
the applications.
2.1 Scattering Length
The scattering length is an important parameter when treating low-energy physics. It describes
scattering off a short-range potential at zero energy and is often the only parameter needed to
describe universal phenomena, see Section 2.3.
It is related to the scattering phase shift through the effective range expansion
k cot δ0 = −
1
a
+ 12reffk
2, (2.1)
where δ0 is the s-wave phase shift, k is the momentum, a is the s-wave scattering length and reff
is the effective range[67]. Only the s-wave scattering length is treated here, because it is the only
one that is needed in the following.
Taking only the leading order of Eq. (2.1) gives
k cot δ0 = −
1
a
, (2.2)
which can be rearranged to
a = −tan δ0
k
. (2.3)
So, to find the scattering length for any given short-range potential one has to calculate the phase
shift.
2.1.1 Calculation of the Scattering Length for a Given Short-Range Potential
To this end, one can divide space into an outside part (r > R0), where the short-range potential
has fallen off sufficiently to disregard it, and an inside part (r ≤ R0), where the potential has a
significant impact. Since we consider s-wave scattering, we only have to treat the radial part.
So we consider the following Schrödinger Equation1:
Eϕ(r) =



(
− ~22µ ∂
2
∂r2 + V (r)
)
ϕ(r), for r ≤ R0
− ~22µ ∂
2
∂r2ϕ(r), for r > R0
(2.4)
1For s-waves, the one-dimensional Schrödinger Equation can be shown to be equivalent to the radial part of the
three-dimensional equation, see Appendix A.
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A solution for the wave function in the outside region is
ϕ(r) = A(sin(kr) + tan δ cos(kr)) (2.5)
with
E = ~
2k2
2µ (2.6)
and A an overall amplitude. Taking the derivative of the wave function yields
ϕ′(r) = A(k cos(kr) − k tan δ sin(kr)). (2.7)
Equating the logarithmic derivative of the outside wave function to that of the inside wave function
ψ(r) at the boundary R0 leads to the following equation:
ψ′(R0)
ψ(R0)
= k cos(kR0) − k tan δ sin(kR0)sin(kR0) + tan δ cos(kR0)
. (2.8)
Rearranging this and solving for tan δ/k yields
tan δ
k
=
ψ(R0) cos(kR0) − ψ′(R0) sin(kR0)k
ψ′(R0) cos(kR0) + ψ(R0)k sin(kR0)
. (2.9)
Taking the zero-energy limit k → 0 one can replace cos(kR0) by 1 and sin(kR0) by kR0. This yields
tan δ
k
= ψ(R0) − ψ
′(R0)R0
ψ′(R0)
, (2.10)
where k2 ≈ 0 has been used.
It can be shown that the δ in Eqs. (2.5) and (2.10) is consistent with other definitions of the phase
shift and thus the δ0 from Eq. (2.1), see Appendix A.1, which means that the left hand side of
Eq. (2.10) is −a.
Therefore, to obtain the scattering length a one needs ψ(R0) and ψ′(R0). Since the inside and
outside wave functions should be smooth at R0, one can calculate the inside wave functions at R0
numerically and by setting
ψin(R0) = ψ(R0) (2.11)
ψ′in(R0) = ψ′(R0) (2.12)
one obtains the final formula
a = ψ
′
in(R0)R0 − ψin(R0)
ψ′in(R0)
. (2.13)
2.1.2 Coulomb-Modified Scattering Length
The Coulomb potential cannot be treated as a short-range potential because it only drops off as 1/r.
Because of this, the scattering length as presented above is ill-defined when a Coulomb potential
is present. There is, however, an alternative way to define a scattering length in this case.
Instead of considering an outside solution of free waves, which as already mentioned cannot be
done in the Coulomb case, one can consider Coulomb wave functions as the outside solutions and
then calculate the scattering length in the same way as before.
This will yield a Coulomb-modified scattering length (aC) and a Coulomb-modified effective range
(rCeff).
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To illustrate, I introduce the Coulomb potential as follows
H = − ~
2
2µ
∂2
∂r2
+ Vs(r) + ~cZ1Z2
α
r
, (2.14)
where µ is the reduced mass of the two scattered particles, Vs(r) is the short-range potential
present in addition to the Coulomb potential, c is the speed of light, Zi are the charge numbers of
the particle i and α is the fine-structure constant.
The Coulomb-modified effective range expansion for s-waves, i.e. the analogue of Eq. (2.1), is
C2η,0k cot δ̃0(k) + γh(η) = −
1
aC
+ 12r
C
effk
2 + . . . , (2.15)
where
C2η,0 =
2πη
e2πη − 1 (2.16)
is the Sommerfeld factor with the dimensionless variable
η = γ2k =
µc
~
Z1Z2
α
k
. (2.17)
The constant γ is
γ = 2µc
~
αZ1Z2 (2.18)
and has the dimension [length−1]. The function h(η) is
h(η) = Re
(Γ′(iη)
Γ(iη)
)
− log(η), (2.19)
which contains the Γ function and its derivative. More detail about the derivation can be found in
[68–70].
From these formulae it can be easily seen that taking k → 0 as in the previous calculation of the
scattering length will introduce complications.
This necessitates calculating for k close to zero and then extrapolating to k → 0. To find the
Coulomb-modified scattering length and the Coulomb-modified effective range, one can calculate
the left-hand side of Eq. (2.15) for different k2 and then fit a straight line through the resulting
points, which yields rC/2 as the slope and − 1aC as y-axis intercept. This is illustrated in Fig. 2.1.
To calculate the left-hand side of Eq. (2.15), the phase shift has to be calculated. This can be done
much in the same way as described for the case without Coulomb interaction.
To this end, one can consider the radial Schrödinger equation
Eϕ(r) =



(
− ~22µ ∂
2
∂r2 + V (r) + ~cZ1Z2
α
r
)
ϕ(r), for r ≤ R0(
− ~22µ ∂
2
∂r2 + ~cZ1Z2
α
r
)
ϕ(r), for r > R0
(2.20)
with an inside region where the short-range potential has some effect and an outside region where
it is 0.
The outside solution is known to be composed of the Coulomb wave functions, F0(r) and G0(r),
where F0(r) cannot be the solution for the free Coulomb case, because that would lead to a singu-
larity at r = 0.
But with a short-range potential added, the outside wave function can be shifted
ϕ(r) ∝ cot δ̃0(k)F0(r) +G0(r), (2.21)
where δ̃0 is the phase shift. It can be expressed as
cot δ̃0(k) = −
G0(rzero)
F0(rzero)
, (2.22)
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Figure 2.1: Example of the procedure to calculate the Coulomb-modified scattering length and
the Coulomb-modified effective range expansion from Eq. (2.15). The calculations are for c̃ = 0.7,
V0 = −0.00219 and r0 = 40 in dimensionless units where ~ = 1, c = 1 and m = 1.
with rzero a zero of ϕ(r).
With this connection in place, all that is left to be done is calculate ϕ(r) for r < nR0 numerically
(where n can be adjusted during the calculation but is typically of order 500 to make sure that
direct effects of the short-range potential have tapered off at the upper limit) and find a zero of
ϕ(r) outside of the range of the short-range potential R0 to be able to calculate the phase shift.
Repeating these steps for different k allows one to extract aC and rCeff for each set of V0, r0, which
are parameters for the short-range Gaussian potential which will be introduced in Section 3.3, and
cc, which is defined as
cc = ~cZ1Z2α. (2.23)
The Coulomb-modified effective range expansion parameters aC and rCeff can be extracted with very
high accuracy, with errors which are negligible in comparison to other uncertainties arising in the
calculations presented in the main part. They will therefore not be discussed in the following.
2.2 Effective Theories
One of the underlying principles of physics is that for a specific domain, it is possible to find a theory
that describes phenomena in this domain correctly without any knowledge about what happens
outside this domain. Historically this behaviour has made possible the development of theories that
were later found to be approximations of more complex theories for a specific domain. To name
a few examples, Newtonian mechanics can be regarded as a low-velocity approximation of special
relativity, or the theory of atomic nuclei consisting of nucleons instead of just being “elementary”
particles as they are treated in chemistry, where energies that are sufficiently high to resolve this
are not reached.
One interesting aspect of such theories is that they usually contain constants that cannot be further
explained within the theory, but can be calculated from underlying principles when such principles
become known. For example when considering atomic nuclei as “elementary” particles one has to
include constants in the theory describing the masses and other properties, which can in principle
be calculated from the masses and interactions of nucleons.
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In the history of physics, the direction has usually been going from specialised theory to more
complex underlying theory. This has often been due to the fact that new experiments probing new
domains showed that the theory is not sufficient to describe everything.
However, as the complexity of underlying theories increases and surpasses computational capabil-
ities, as with QCD, the other direction, going from underlying theory to specialised theory that
is easier to calculate, has gained interest. This has led to the development of effective field theo-
ries, which provide a systematic way of deriving a low-energy theory from an underlying theory,
especially QCD. Crucial for the success of this approach is the fact that they also provide a way
to quantify approximation errors. Successful examples include the pionless EFT[51] and chiral
perturbation theory[71].
An important step when deriving an effective theory is to identify the energy scales of the problem.
One has to identify the low-energy scale which should be taken into account explicitly and also a
high-energy scale at which the theory should break down. These scales often correspond to the
masses of the particles in the problem.
All other values in this system are then described in terms of the scales and constants via dimen-
sional analysis.
An important feature of effective theories are that values can be expanded in the expansion pa-
rameter, which is the low-energy scale divided by the high-energy scale. This allows expressions
to be calculated order by order, and errors made by omitting the higher orders to be estimated.
The coefficients are assumed by the naturalness argument to be of order 1. If that is not the case,
usually fine-tuning is involved, i.e. some mechanism that explains why a certain value is much
larger or smaller than its natural value would be.
If the scales are chosen correctly and an approximate picture is sought after, often the leading order
already suffices to describe the physics.
For some applications it is also possible to derive quantum mechanical descriptions that follow these
ideas. For example representing an arbitrary short-range potential simply by a Gaussian potential
V (r) = V0e
− r
2
r20 (2.24)
is equivalent to a contact term with Gaussian smearing. This represents the leading order term
of an effective description of a short-range potential with large scattering length 2 and is therefore
only valid for energies well below the natural energy scale
Es =
~2
2µr20
. (2.25)
To illustrate the point about scales from above, r0 is the short-range scale, which corresponds to
the high-energy scale. Things smaller than r0 cannot be resolved in this theory.
2.3 Universality
As already discussed above in Section 2.1, with short-range potentials it is possible to describe the
physics of the outside wave function knowing only the phase shift that is caused by the short-range
potential, but not any more detail about it. Shallow and large bound states, that live mostly outside
the range of the short-range potential, can be described by this outside wave function as long as a
few short-range parameters (most importantly the scattering length) are correctly reproduced[51].
This is also reflected by the fact that a Gaussian potential can be used to describe an arbitrary
short-range potential in leading order for this kind of states, as discussed in Section 2.2.
2The scattering length has to be large to ensure the separation of scales between the short range physics of order
of r0, which corresponds to the high-energy scale, and the long-range physics of order of the scattering length a,
which corresponds to the low-energy scale
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This phenomenon, that low-energy physics is independent of the details of the interaction in these
cases, is called universality. There are several interesting examples of this.
2.3.1 Universal Dimer
If the scattering length a is large compared to the short-range length scale R0, a dimer can be
formed that is determined only by the scattering length. With µ the reduced mass of the two
particles, it has the binding energy
B2 =
~2
2µa2 (2.26)
and exists only when the scattering length is positive. This connection was first recognised by
Wigner[1]. To see where this binding energy comes from, we look again at the Schrödinger Equation
for the outside part of the wave function Eq. (2.4).
Since we are considering a bound state now, we know the outside radial wave function to be
proportional to e−κr with κ > 0. On the other hand, for k → 0 the outside Schrödinger Equation
just becomes
∂2ϕ(r)
∂r2
= 0, (2.27)
which can be solved by
ϕ(r) = N(r − a), (2.28)
as discussed in Appendix B, with N a normalisation constant and a the scattering length. For
κr → 0 the wave function should go to this limit, so expanding the wave function for the outside
part yields
Ñe−κr ≈ Ñ(1 − κr) = N(r − a), (2.29)
with Ñ a new normalisation constant. Comparing coefficients of r and 1 one arrives at
κ ≈ 1
a
(2.30)
for positive a, because κ is positive, which translates into a binding energy of
B2 =
~2κ2
2µ ≈
~2
2µa2 , (2.31)
as claimed above. This relation holds for κr small enough, where the smallest r that can be input
here is R0, the range of the short-range potential, because this discussion is only valid for the
outside part of the wave function. This leads to the condition
1  κR0 ≈
R0
a
. (2.32)
So if the scattering length is large compared to the range R0 of the potential and positive, the
universal dimer is expected to form regardless of the details of the interaction.
Although the universal dimer is often discussed in the context of the deuteron, probably the best
example for the universal dimer in nature is the Helium dimer. It is bound very weakly by van-
der-Waals forces between the Helium atoms. Different calculations give different scattering lengths
of around 190 a.u. [43]. Taking this value, the universal estimate for the binding energy is
B2 =
~2
2µa2 =
~2
mHea2
≈ 1.2 mK, (2.33)
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Figure 2.2: Illustration of the Efimov effect in a so-called Efimov plot of the square root of the
energy versus the inverse scattering length. The Efimov states are the solid red lines and the
universal dimer is shown as a dotted blue line. The scaling factor shown is much smaller than in
the identical bosons case, in order to make more states visible.
where
~2
mHe
= 43.281307(a.u.)2K (2.34)
from [43] has been used. Literature values for the Helium dimer range from 1.1 mK [72] for a
model-dependent experimental extraction, over ≈ 1.3 mK for calculations with comparatively sim-
ple models [43] to ≈ 1.6 mK from a very involved numerical calculation [73]. Thus, the universal
dimer value is very close to the binding energy for each of these results.
2.3.2 Efimov Effect
The Efimov effect is a universal effect that can arise in three-body systems. It leads to a distinctive
spectrum of states which can be shown in a plot of energy versus the scattering length, see Fig. 2.2.
This type of plot is known as the Efimov plot.
Interesting to note are the following features of the Efimov plot:
1. The binding energy in the unitary limit (where a → ±∞) of the nth state is related to the
binding energy of the next state by a simple factor, called the scaling factor:
En = λ2En+1 (2.35)
2. The points on the 1/a-axis where the Efimov states vanish are also governed by the same
scaling factor:
a
(−)
n+1 = λa(−)n (2.36)
3. Since this pattern theoretically holds for a → ±∞, it follows that at unitarity there is an
accumulation point with infinitely many infinitely shallow states.3
3However, since the size of the states is also governed by the same scaling law, the states eventually reach sizes
that are larger than the known universe, which means that at some point the theory will break down.
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The effect is caused by the emergence of a 1/r2 potential in the hyperradius [3]
R2123 =
2
3(r
2
12 + r223 + r231) (2.37)
for resonant (a → ±∞) two-body interaction. For a detailed derivation see [74]. The potential
derived in the hyperspherical formalism starting from a zero-range two-body potential has the form
V0(R123) = −
s20 + 14
R2123
(2.38)
with s0 = 1.00624 in the case of three identical bosons. Note that for consistency with other
coefficients sn, s0 is sometimes (for example in [74]) defined as s0 = 1.00624i, i.e. purely imaginary.
The whole Schrödinger equation is then
(
− ∂
2
∂R2123
+ V0(R123) − k2
)
√
R123F0(R123) = 0, (2.39)
where F0(R123) is a hyper-radial function, which connects back to the wave function that solves
the original three-body Schrödinger equation via the hyperspherical formalism.
Scaling R123 by a factor 1/λ,
R123 = λR (2.40)
and defining u(r) =
√
rF0(r), we get
1
λ2
(
− ∂
2
∂R2
+ V0(R) − λ2k2
)
u(λR) = 0. (2.41)
Defining ũ(r) = u(λr) and k̃ = λk, we have the same equation as before, which is solved by a scaled
wave function ũ(R) for an energy scaled by λ2. The λ can be pulled out of the equation because
the kinetic energy and V0(R) scale in the same way.
Since this is possible for any λ, there is no lowest bound state. This is known as the Thomas
collapse [2]. Setting a boundary condition to remedy this yields a new scale, which is called the
three-body parameter. The three-body parameter encapsulates the high-energy physics that occurs
for small hyperradii and is connected to the boundary condition, because the boundary condition
contains some information about the physics at small hyperradii.
Going back to Eq. (2.39), and imposing a boundary condition on F0(R) for a small hyperradius,
gives a solution proportional to
F0(R) = NF cos(s0 ln(ΛR)), (2.42)
where NF is a normalisation constant and Λ is an inverse length scale. For a detailed derivation
see [51][74]. From this one can easily see that scaling R by a factor λ = es̃ yields
F0(λR) = NF cos(s0 ln(ΛλR)) = NF cos(s0(lnλ+ ln(ΛR)) = NF cos(s0s̃+ s0 ln(ΛR)), (2.43)
which equals ±F0(R) if
s0s̃ = nπ (2.44)
for any integer n. The scaling factor λ is therefore
λn = en
π
s0 . (2.45)
This leads to a discrete scaling symmetry and consequently to the properties of the Efimov states
described at the beginning of this section.
Apart from the three identical particle scenario described here, the Efimov effect also occurs for
mixtures of particles, albeit with different scaling factors [75]. Particularly, for two heavy bosons and
one light particle, the scaling factor is substantially smaller, which makes experimental detection
of several consecutive states feasible [51].
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Figure 2.3: Figure 2.2 with added universal tetramer states (shown as a dashed green line) and
the two-dimer threshold (dark-blue dotted line). The scaling factors are again not realistic for the
identical bosons case in this picture.
2.3.3 Universal N-Body States
After the original discovery of the Efimov effect by Efimov [3], there have been attempts to find a
similar effect in higher N -body systems. Amado & Greenwood found that there is no Efimov effect
in the four-body system[6], but other universal effects have been found [39][41][76][43]. Platter,
Hammer & Meißner showed that for identical bosons there are two universal tetramers attached to
the lowest Efimov trimer and von Stecher, D’Incao & Greene showed that these states exist even
above the atom-trimer breakup threshold as resonances and suggested they could be detected as
loss-features in ultra-cold atom systems. Deltuva finally calculated the ratios in the unitary limit
to be
B
(4)
n,1
B
(3)
n
= 4.610(1) and (2.46)
B
(4)
n,2
B
(3)
n
= 1.00227(1) (2.47)
for high n [45]. The results for the lowest n are usually tainted by the specifics of the potential
that was used for the calculation, but higher resonances eventually converge on the universal value.
Gattobigio, Kievsky & Viviani further calculated states for five- and six-body systems, where they
found that there are also two N -body states attached to each (N−1)-body ground state [43]. Going
in a slightly different direction, for mixtures of particles of different mass, there are also universal
tetramers [35][36]. The number of universal tetramers that can be found for a specific scattering
length depends on the mass ratio.
2.3.4 Finite-Range Effects
The relations that have been enumerated in this chapter do not always hold perfectly. In cases
where the scattering length is not much larger than the range of the short-range potential or where
the energies are so high that some short-range information of the potential can be resolved, so-called
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Figure 2.4: Illustration of a halo state consisting of a proton and a tightly bound core.
finite range effects4 arise.
This means that some dependence on the details of the short-range interaction can be expected, but
often, the universal behaviour is preserved in first approximation. However, to accurately predict
the outcome of experiments, which are often not carried out in the perfectly universal regime, finite
range effects have to be calculated[77, 78].
2.4 Nuclear Structure
Some nuclei will be discussed in the main part, which is why I will introduce some special cases
of nuclear structure. Since I concentrate on universal physics, only nuclear states that are weakly
bound are of interest.
2.4.1 Halo States
Halo states are nuclei that have a strongly bound core and one or two protons or neutrons that
are weakly bound to the core. Examples are 11Be for a one-neutron halo or 6He for a two-neutron
halo. An example of a proton halo is 17F, which consists of an 16O core and a proton[79], see the
illustration shown in Fig. 2.4. A good overview is presented in [18][19].
Treating the core as one particle, these states can be regarded as few-body systems and calculated
using few-body methods. A specialised method is halo effective field theory, used for example in
[79][80][81].
2.4.2 α-Clustering
Another interesting aspect of nuclear structure that opens up the possibility to use few-body meth-
ods are cluster structures. These form due to the fact that some nuclei are much more deeply
bound than others, so that these more tightly bound units can form inside an overall more weakly
bound nucleus.
Examples of this include the Hoyle state, an excited state of 12C that is approximately 0.38 MeV
above the 3α threshold, and which has received much interest because of its role in the formation
of 12C and consequently other elements. It can be described as a cluster of three α particles [7][82]
[83][84][85]. An illustration is shown in Fig. 2.5.
Clusters of more α particles have also been proposed [86][87][88][89]. For heavier nuclei, 12C or
16O can also be treated as one particle in a clustering approach, because they are also very deeply
bound, but here the focus is on α-clusters.
2.5 Cold Atom Physics
The development of techniques in cold atom physics has played a major role in bringing about
progress in the field of Efimov physics. After a way to observe Efimov states via loss features was
pointed out [23][90], the first experimental observation of Efimov states in 2006[28] spurred a lot
4The name comes from using finite range potentials to calculate these effects as opposed to zero-range potentials
which by design to not contain these effects and give purely universal results.
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Figure 2.5: Illustration of a dilute state consisting of three α particles.
of investigation into Efimov physics. This approach relies on Feshbach resonances [26, 27], which
are tunable by a magnetic field, to change the scattering length. This makes it possible to scan
loss rates for a range of scattering lengths and see loss peaks caused by Efimov physics at specific
values of the scattering length.
Shortly after the first breakthrough, experiments improved and found Efimov resonances for a
variety of atom species and mixtures thereof [54][30], culminating in the observation of more than
one Efimov resonance in one experiment, making it possible to confirm the theoretically predicted
scaling [31][91][56]. Universal four-body states were also investigated and observed [92]. This in
turn motivated theorists to calculate finite range effects that affect the Efimov states away from
unitarity and bridge the gap between theory and experimental observation [77][78].
Other recent experimental approaches include imaging techniques [93] and bound state spectroscopy
[94].
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3 Methods
In this chapter, the methods used in this thesis are introduced. First the Jacobi Coordinates
will be introduced, because they form the basis of the understanding of the Gaussian Expansion
Method (GEM). Then the GEM will be explained in some detail. At the end I will explain why
the Gaussian potential is used in all the calculations presented in this thesis.
3.1 Jacobi Coordinates
Jacobi coordinates are a set of relative coordinates that are useful for the description of few-body
systems. They separate the center of mass from the relative coordinates. For a two-body system,
the spatial coordinates x1 and x2 are replaced by the center of mass coordinates S and the relative
coordinate r12, where
S = m1x1 +m2x2
m1 +m2
(3.1)
r12 = x1 − x2. (3.2)
For the three-body system this can easily be generalised:
S =
3∑
i=1
mixi
M
, M =
3∑
i=1
mi, (3.3)
r12 = x1 − x2, (3.4)
R12,3 =
1
m1 +m2
(m1x1 +m2x2) − x3, (3.5)
i.e. the third coordinate points from the center of mass of the first two particles to the third
particle.
In the four-body system, there are two different ways to assign coordinates. The Jacobi coordinates
in the usual sense just follow the pattern and add a third vector that points from the center of
mass of the three-body system to the fourth particle (often called K-configuration):
S =
3∑
i=1
mixi
M
, M =
4∑
i=1
mi, (3.6)
r12 = x1 − x2, (3.7)
R12,3 =
1
m1 +m2
(m1x1 +m2x2) − x3, (3.8)
ρ123,4 =
1
m1 +m2 +m3
(m1x1 +m2x2 +m3x3) − x4. (3.9)
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Figure 3.1: Illustration of Jacobi coordinate sets.
But there is also a second way to introduce relative coordinates in the four-body system, which
is to form two dimers and connect them by connecting their centers of mass (often called H-
configuration):
S =
3∑
i=1
mixi
M
, M =
4∑
i=1
mi, (3.10)
r12 = x1 − x2, (3.11)
R34 = x3 − x4, (3.12)
ρ12,34 =
1
m1 +m2
(m1x1 +m2x2) −
1
m3 +m4
(m3x3 +m4x4). (3.13)
These configurations can be represented pictorially as shown in Fig. 3.1. Except permutations of
the particles, these are the only configurations possible in the two-, three-, and four-body systems.
Reduced masses corresponding to different Jacobi coordinate sets can be introduced.
For the two-body system, there is obviously only
µr12 =
m1m2
m1 +m2
. (3.14)
For three particles, there is an additional
µRij,k =
(mi +mj)mk
mi +mj +mk
, (3.15)
and the dimer reduced mass can be defined for all particle pairs
µrij =
mimj
mi +mj
. (3.16)
In the four-body system two distinct configurations are possible as explained above, so the reduced
masses corresponding to the different Jacobi coordinates are
µρijk,l =
(mi +mj +mk)ml
mi +mj +mk +ml
(3.17)
for the K-configuration in addition to the reduced masses defined for the three-body case and
µRkl =
mkml
mk +ml
(3.18)
µρij,kl =
(mi +mj)(mk +ml)
mi +mj +mk +ml
(3.19)
for the H-configuration. In the following, the indices of r,R, ρ are omitted when one set of Jacobi
coordinates has been chosen to avoid cluttering of the equations.
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3.2 Gaussian Expansion Method
The GEM [95] is a specific iteration of stochastic variational methods that use Gaussian basis
functions.
There have been many successful applications, e.g. in hypernuclear systems [96–101] and in atomic
systems [102–104].
3.2.1 Variational Methods
The underlying principle of variational methods is that when calculating the energy eigenvalue of
a Hamiltonian with an approximate eigenfunction the resulting energy will be higher than that
calculated with the exact function[105–108].
This is known as the Ritz variational principle[108–111]:
E0 =
〈Ψ0|H |Ψ0〉
〈Ψ0 | Ψ0〉
≥ Eexact, (3.20)
where Ψ0 is the test function, H is the Hamiltonian and E0 is the approximated energy.
This can be exploited to find a good numerical approximation of the lowest eigenfunctions by
simply starting from a generic set of functions and finding the function that gives the lowest energy
value. This can be done iteratively, modifying the current best function in random ways to find an
increasingly better approximation of the wave function.
There are many different methods based on this idea, which differ mainly in their choice of basis
functions. For example explicitly correlated Gaussians use basis functions of the form
e−x
T Ax = exp

−
N∑
j>i=1
αij(ri − rj)2 −
N∑
i=1
βir2i

 , (3.21)
where A is an n× n symmetric positive-definite matrix of variational parameters and x is a vector
containing ri, the positions of particles i in space. The variational parameters αij and βi can be
related back to Aij . Here, αij are connected explicitly to the pair correlations between particles i
and j, which is where the name “explicitly correlated Gaussians” comes from[106, 108].
Sums and/or products of Gaussian functions with several coefficients are a popular choice for the
basis functions. A difference between methods is also how many iterations are typically needed to
reach convergence and how much knowledge about the state is input a priori.
On one side of the spectrum are methods that start with very few basis functions and increase
the number in each step [105–108, 112] and on the other side are methods that give a very good
initial result when the parameters are chosen well and do not require many iterations to ascertain
convergence if the precision that is needed is not too high. The GEM that I used here falls into
the latter category.
3.2.2 Basis Functions for the Gaussian Expansion Method
The basis functions are constructed by taking a Jacobi coordinate configuration (or several) and
representing each Jacobi coordinate by a Gaussian function. This yields a total wave function Ψ
as explained in the following.
For each Jacobi coordinate, the basis functions are
φnlm(r) = φGnl(r)Ylm(r̂), φGnl(r) = Nnl rle−(r/rn)
2
, (3.22)
ψNLM (R) = ψGNL(R)YLM (R̂), ψGNL(R) = NNLRLe−(R/RN )
2
, (3.23)
ξνλµ(ρ) = ξGνλµ(ρ)Yλµ(ρ̂), ξGνλ(ρ) = Nνλ ρλe−(ρ/ρν)
2
, (3.24)
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where Nnl, NNL, Nνλ denote the normalization constants. The range parameters of the Gaussians
are given as shown in the following, which leads to a geometric progression:
rn = rmin an−1, a =
(
rmax
rmin
) 1
nmax−1 (n = 1, ..., nmax), (3.25)
Rn = RminAN−1, A =
(
Rmax
Rmin
) 1
Nmax−1 (N = 1, ..., Nmax), (3.26)
ρn = ρmin αν−1, α =
(
ρmax
ρmin
) 1
νmax−1 (ν = 1, ..., νmax). (3.27)
The geometric progression ensures that short-range and long-range correlations can both be de-
scribed very well at the same time. This property is important for both applications presented here
(see Chapter 4 and Chapter 5).
The total wave function is then
ΨtrimerJM =
∑
c
∑
nc
∑
Nc
∑
`c
∑
Lc
C
(c)
nc`cNcLc
∑
b∈p(c)
[φ(c)nc`c(rb)ψ
(c)
NcLc
(Rb)]JM , (3.28)
ΨtetramerJM =
∑
c
∑
nc
∑
Nc
∑
νc
∑
`c
∑
Lc
∑
λc
C
(c)
nc`cNcLcνcλc
∑
b∈p(c)
[[φ(c)nc`c(rb)ψ
(c)
NcLc
(Rb)]Iξ(c)νcλc(ρb)]JM , (3.29)
where c is the so-called configuration channel (illustrated in Fig. 3.1) and p(c) are all possible
permutations of particles in a given channel. C(c)nc`cNcLc and C
(c)
nc`cNcLcνcλc
are coefficients.
The basis functions presented here are not orthogonal, which necessitates some care to be taken
when calculating matrix elements and eigenvalues, as described in Section 3.2.4 and Section 3.2.5.
All calculations here are in leading order and all states of interest have zero total angular momentum
which means that all angular momentum quantum numbers (`, L, λ) are taken to be zero. Due to the
construction of the total wave function, identical bosons are automatically symmetrized under these
conditions. The symmetric construction of the wave function also leads to the implicit inclusion of
some higher partial wave contributions. As discussed in Section 3.2.5, this is enough to treat the
Coulomb potential accurately, even though higher partial wave contributions are expected in this
case.
3.2.3 Schrödinger Equation
To calculate energies and wave functions, the Schrödinger equation has to be solved. Starting from
the Schrödinger equation
Hψ := (T + V )ψ = Eψ, (3.30)
where H is the Hamiltonian, T is the kinetic energy term and V is the potential, while E is an
energy eigenstate corresponding to the eigenfunction ψ of H.
Within the method of the GEM, the Schrödinger equation is expanded in the Gaussian basis. The
Schrödinger equation for the three-body system then becomes
∑
c
∑
nclcNcLc
∑
b∈p(c)
∑
b′∈p(c′)
C
(c)
nclcNcLc
(3.31)
×
〈
[φ(c
′)
nc′ `c′
(rb′)ψ(c
′)
Nc′ Lc′
(Rb′)]JM
∣∣∣ (H − E)
∣∣∣[φ(c)nc`c(rb)ψ
(c)
NcLc
(Rb)]JM
〉
= 0. (3.32)
The three-body system is taken as an example here. Two- and four-body systems can be treated
analogously. The coefficients introduced in Eq. (3.29) then correspond to an eigenvector of the
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Hamiltonian, which becomes a matrix when expanded in the Gaussian basis. The last equation
can be rewritten as a matrix equation:
∑
ñ
(Hñ′ñ − ENñ′ñ)Cñ = 0, (3.33)
where Hñ′ñ and Nñ′ñ are matrix elements and will be discussed in more detail in Section 3.2.4 and
ñ and ñ′ are a shorthand for all undashed / dashed indices. The Cñ are the eigenvector elements
that can be used to reconstruct the wave function after solving the equation.
Because the basis functions are not orthogonal, Nñ′ñ is a normalization matrix and not the identity
matrix. This means that Eq. (3.33) is a general eigenvalue problem which can be solved by standard
linear algebra methods. Here, LAPACK’s DSPGVX routine was used[113].
3.2.4 Matrix Elements
A strong advantage of the GEM is that matrix elements can be calculated analytically for many
widely used potentials. This eliminates potential numerical problems that might arise when cal-
culating matrix elements numerically and enables high precision calculations. All potentials used
here were calculated analytically.
To illustrate the method, three-body matrix elements will be shown. The step from three- to
four-body is straightforward.
In order to simplify the equations and because the results shown in Chapter 4 and Chapter 5 do
not make use of higher angular momenta, the angular momenta l, L are taken to be zero. This
eliminates the spherical harmonics.
The full calculations were however done using infinitesimally shifted Gaussians, which are mathe-
matically equivalent to spherical harmonics, but easier to handle in the matrix element calculations.
A detailed description of the calculations involved can be found in the appendix of [95].
General Steps
Calculating the matrix elements can be divided into two steps, separating out all prefactors and
simplifying the exponents, and then integrating the expression. Starting from
〈
[φ(c
′)
nc′ `c′
(ra)ψ(c
′)
Nc′ Lc′
(Ra)]JM
∣∣∣X(rd, Rd)
∣∣∣[φ(c)nc`c(rb)ψ
(c)
NcLc
(Rb)]JM
〉
, (3.34)
where X(rd,Rd) is some function of rd and Rd, which are associated to Jacobi coordinate configu-
ration d. This is necessary in order to be able to sum over all configurations for the wave functions
on the left and right side and for the inner part separately.
Inserting the definitions of φnlm and ψNLM yields
Nnc′ 0NNc′ 0Nnc0NNc0
1
(4π)2
〈
e−νc′ r
2
ae−λc′ R
2
a
∣∣∣X(rd, Rd)
∣∣∣e−νcr2b e−λcR2b
〉
, (3.35)
where
νc =
1
r2nc
and λc =
1
R2Nc
. (3.36)
In order to reduce this to one r that can be integrated over, the Jacobi coordinates are all trans-
formed into the same configuration.
ra = αadrd + βadRd rb = αbdrd + βbdRd (3.37)
Ra = α′adrd + β′adRd Rb = α′bdrd + β′bdRd (3.38)
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The factors αad, βad etc are easily worked out by replacing ra by the appropriate xi − xj (see the
definition of Jacobi coordinates in Section 3.1), and seeing how to combine these to find Jacobi
coordinates based on a different pairing of particles.
Taking out the prefactor Nnc′ 0NNc′ 0Nnc0NNc0
1
(4π)2 this yields
〈
e−νc′ (αadrd+βadRd)
2
e−λc′ (α
′
adrd+β
′
adRd)
2
∣∣∣X(rd, Rd)
∣∣∣e−νc(αbdrd+βbdRd)2e−λc(α′bdrd+β′bdRd)2
〉
. (3.39)
As a short-hand notation, I introduce
〈a|X(r,R) |b〉 (3.40)
for the previous equation. Equation 3.39 can now be rewritten as an integral, where the index d
was dropped to simplify the notation:
∫
d3rd3Re−νc′ (αadr+βadR)2e−λc′ (α′adr+β′adR)2X(r,R)e−νc(αbdr+βbdR)2e−λc(α′bdr+β′bdR)2 . (3.41)
At this point, the calculation diverges for different X(r,R).
Normalization Matrix
Since the basis is not orthogonal, the matrix elements of the identity have to be calculated as well.
To calculate the normalization matrix, Eq. (3.41) for X(r,R) = 1 has to be solved.
This is a special case of the matrix element for a Gaussian potential
X(r,R) = V0e−ur
2
, (3.42)
with u = 0 and V0 = 1. It will therefore be treated in Section 3.2.4. The result is
〈a| 1 |b〉 = e−A
(
π
C
) 3
2
(
π
B + D2C
) 3
2
, (3.43)
with A,B,C,D defined in Eqs. (3.53) to (3.56).
Kinetic Energy Matrix
The kinetic energy term contains derivatives which have to be carried out first:
X(r,R) = − ~
2
2µr
∂2
∂r2
− ~
2
2µR
∂2
∂R2
. (3.44)
Taking the derivatives is straightforward:
∂2
∂r2
e−νc(αbdr+βbdR)
2
e−λc(α
′
bdr+β
′
bdR)
2 = (E + Fr2 +GR2)e−νc(αbdr+βbdR)2e−λc(α′bdr+β′bdR)2 , (3.45)
E = −6(νcα2bd + λcα′2bd), (3.46)
F = 4(νcα2bd + λcα′2bd)2, (3.47)
G = 36(νcαbdβbd + λcα′bdβ′bd)2, (3.48)
where terms proportional to r and R have been omitted because they will vanish in the integral.
The derivative in R gives the same result with β ↔ α. This means that to calculate the kinetic
energy matrix element, one needs the matrix elements for
X(r,R) = 1, (3.49)
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which is the same as for the normalization matrix,
X(r,R) = r2, (3.50)
which is the same matrix element that needs to be solved to calculate the root mean square (rms)
radius, and
X(r,R) = R2, (3.51)
which is the same as the matrix element for r2 with β ↔ α. This, together with the appropriate
prefactors, will form the matrix element for the kinetic energy T .
So, only X(r,R) = r2 has to be calculated (X(r,R) = 1 will be shown in Section 3.2.4):
Plugging this in in Eq. (3.41) and sorting the terms in the exponent one obtains
〈
a
∣∣∣ r2
∣∣∣b
〉
= e−A
∫
d3rd3Re−Br2e−CR2e−2DrRr2, (3.52)
A = 0, (3.53)
B = νc′α2ad + λc′α′2ad + νcα2bd + λcα′2bd, (3.54)
C = νc′β2ad + λc′β′2ad + νcβ2bd + λcβ′2bd, (3.55)
D = νc′αadβad + λc′α′adβ′ad + νcαbdβbd + λcα′bdβ′bd. (3.56)
Integrating first over R, one can shift R → R − DC r and obtain
〈
a
∣∣∣ r2
∣∣∣b
〉
= e−A
(
π
C
) 3
2
∫
d3re−(B+
D2
C
)r2r2. (3.57)
Now the angles can be integrated out and the well-known Gaussian integral can be solved:
〈
a
∣∣∣ r2
∣∣∣b
〉
= e−A
(
π
C
) 3
2
(
π
B + D2C
) 3
2 3
2(B + D2C )
. (3.58)
So,
〈a|T |b〉 =
(
− ~
2
2µr
E − ~
2
2µR
Ẽ
)
e−A
(
π
C
) 3
2
(
π
B + D2C
) 3
2
+
(
− ~
2
2µr
F − ~
2
2µR
G̃
)
e−A
(
π
C
) 3
2
(
π
B + D2C
) 3
2 3
2(B + D2C )
+
(
− ~
2
2µr
G− ~
2
2µR
F̃
)
e−A
(
π
B
) 3
2
(
π
C + D2B
) 3
2 3
2(C + D2B )
(3.59)
where advantage has been taken of the fact that
〈
a
∣∣R2
∣∣b
〉
is the same as
〈
a
∣∣ r2
∣∣b
〉
with B ↔ C.
Ẽ, F̃ , and G̃ are the same as E,F,G with α ↔ β.
Gaussian Potential Matrix
The Gaussian potential has the form
VG(r) = V0e−ur
2
, (3.60)
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which can be easily plugged in in Eq. (3.41) and calculated. Sorting the terms in the exponent one
obtains
〈
a
∣∣∣V0e−ur
2
∣∣∣b
〉
= V0e−A
∫
d3rd3Re−B̃r2e−CR2e−2DrR, (3.61)
B̃ = B + u. (3.62)
Integrating over R first by shifting it as before (R → R − DC r) and then solving the well-known
Gaussian integral yields
〈a|VG(r) |b〉 = V0e−A
(
π
C
) 3
2
(
π
B̃ + D2C
) 3
2
. (3.63)
Since in practice the interaction is between several particle pairs, this has to be summed over the
appropriate rij . This can be achieved by picking the appropriate Jacobi coordinate configurations
p̃(c) in a given configuration channel and summing over d ∈ p̃(c).
Gaussian Three-body Potential Matrix
Building the three-body potential is a bit more tricky, because it is
V3(rij , rjk, rki) = W0e−w(r
2
ij+r
2
ji+r
2
ki). (3.64)
Using the properties of Jacobi coordinates, this can be rewritten as
V3(rd, re, rf ) = W0e−w(r
2
d+r
2
e+r2f ), (3.65)
with configurations d, e, f chosen appropriately to form a triangle. In the three-body case there is
only one triangle that can be formed, but in the four-body case, a sum has to be taken over all
possible triangles.
Like ra and rb, re and rf can also be rewritten in terms of rd using αed, βed etc., see Eq. (3.37).
This yields the following integral that has to be solved:
〈a|V3(r) |b〉 = W0e−A
∫
d3rd3Re−B3r2e−C3R2e−2D3rR, (3.66)
B3 = B + w(1 + α2ed + α2fd), (3.67)
C3 = C + w(β2ed + β2fd), (3.68)
D3 = D + w(αedβed + αfdβfd). (3.69)
This has the same form as Eq. (3.61), and therefore the solution is
〈a|V3(r) |b〉 = W0e−A
(
π
C3
) 3
2

 π
B3 + D
2
3
C3


3
2
. (3.70)
As already mentioned, in the four-body case this has to be summed over appropriate combinations
of d, e, and f .
Coulomb Potential Matrix
Using the definition in Eq. (2.23), in this case
X(r,R) = cc
r
. (3.71)
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Plugging this in in Eq. (3.41) and sorting the terms in the exponent one obtains
cce
−A
∫
d3rd3Re−Br2e−CR2e−2DrR 1
r
. (3.72)
For R, this is the same integral as before, which leads to
cce
−A
(
π
C
) 3
2
∫
d3re−(B−
D2
C
)r2 1
r
. (3.73)
This is now spherically symmetrical again, so the angles can be integrated out. Using well-known
formulae for Gaussian integrals, the resulting matrix element is
〈a|Vc(r) |b〉 = cce−A
(
π
C
) 3
2
4π 1
2(B − D2C )
. (3.74)
Of course, the note about having to sum over the appropiate Jacobi configurations in order to
introduce interactions between all desired pairings that was made in Section 3.2.4 also applies here.
Root Mean Square Radius
To calculate the rms radius one has to calculate the following expression
rrms =
√√√√ 1
Np
Np∑
i
〈r2i 〉, (3.75)
where Np is the number of pairs, i.e. the square root of the mean of all pair distances ri squared.
To achieve this the matrix element
〈
a
∣∣∣ r2
∣∣∣b
〉
(3.76)
is needed. This was already calculated in Section 3.2.4 and the result is (Eq. (3.58))
〈
a
∣∣∣ r2
∣∣∣b
〉
= e−A
(
π
C
) 3
2
(
π
B + D2C
) 3
2 3
2(B + D2C )
. (3.77)
These matrix elements can be used when the Cñ (see 3.33) have been found to calculate the rms
radius using Eq. (3.75).
3.2.5 Implementation
I implemented a program for two-body systems that I used for all two-body calculations. For three-
and four-body calculations I adapted code provided by E. Hiyama [114] for the different systems
and interactions, because it is well-tested, fast and deals with numerical issues that might arise
during calculations.
The input provided to the programs are the configuration channels, which are based on possible
Jacobi coordinate configurations as discussed in Section 3.1. Depending on the number of particles
and the number of distinct particles, there can be for example up to 18 different configuration chan-
nels in the four-body system, without considering angular momentum quantum numbers. Including
these might increase the number further.
One important step when using the GEM is therefore to identify all configuration channels that
contribute within the desired accuracy. Analysing which configuration channels produce the largest
effects in turn can provide information about the structure of the calculated state.
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Numerical Issues
A limitation is of course the matrix size which can become quite large with the GEM in comparison
with other variational methods. This is because the strict geometrical spacing between consecutive
basis states inevitably leads to the inclusion of “unneeded” basis states. On the other hand, the
GEM gives a very good first estimate when physically sensible parameters are chosen.
The potentially large basis size can also lead to numerical problems of overcompleteness. These
can usually be avoided by using slightly different parameters. Of course, this limits the number of
configuration channels that can be incorporated in a calculation.
To discard overcomplete basis sets I set a deepest energy threshold , discarding all basis sets that
lead to results below this threshold. The threshold is typically two or three times the expected
energy to make sure no valid basis sets are discarded.
In addition, checking the behaviour of the state under slight variations of the potential depth also
helps rule out overcomplete basis sets, which show jumping instead of smooth progression when
the potential depth is varied.
Parameter Optimization
To find improved basis sets I wrote scripts in perl that start the programs with several randomly
chosen parameters and then keep the parameters that give the lowest result for the energy (which,
barring numerical issues is the most accurate estimate, see Section 3.2.1). This procedure can be
done for the ground state and excited states, where care has to be taken that the lower states stay
separated from the state of interest.
The workflow to optimize parameters for a specific state is therefore to first find good starting
parameters by using physically motivated estimates about the size and shape of the state. “Good”
starting parameters here means that the state is bound and the size of the state is reasonable. It is
also advisable to start with a medium-sized basis, i.e. where computation time is relatively short
while not any increase in the basis size gives a significant improvement in the energy.
For deep states it can be very easy to find a set of starting parameters. States that are close to some
threshold are usually harder to find. If starting parameters cannot be found by simply guessing, it
can help to start with a deeper or shallower potential (depending on how the state approaches the
threshold), optimize there and use the optimized basis set as a starting point. Sometimes this has
to be done in several steps, optimizing again at intermediate points. This approach has been used
extensively in Section 4.3.
Once a starting parameter set is input in the optimization scripts, they will start the calculation
with slightly varied parameter sets in parallel. Slightly varied means that one parameter (one of
n, rmin, rmax for one Jacobi coordinate in one configuration channel) at a time is changed within
a predefined range, which was chosen to be very large to make sure nothing was omitted. The
number of calculations that run in parallel depends on the available computing resources. For the
trimer and dimer systems, the parallelisation was omitted because they run very fast.
When one of the calculations returns an energy that is lower than the lowest one to date, the
parameter set will be set as the starting point for the next round of optimization. If there are
several runs that return lower energy values, the lowest of these is chosen. Calculations that still
run for more than two minutes after a lower energy candidate has been found are aborted.
This gives slight preference to smaller basis sizes, which run faster, and ensures that the optimization
can go through as many rounds as possible in a limited time. It does not rule out that the basis
size grows, but rather it tends to optimize at a fixed basis size until that does not yield significant
improvements any more and then increase the basis size.
The optimization scripts check for numerical issues. They discard results that are below a predefined
threshold, which can arise because an overcomplete basis set was chosen. They also check if the
ground state is still there if optimizing the excited state (otherwise the ground and excited states
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W0/Es
√
E03/Es
√
E03/E
1
3
our result [36] our result [36]
0.00 0.314347 0.314348 3.9341 3.9326
0.16 0.188463 0.188467 4.1225 4.1205
2.56 0.031410 0.031417 4.8955 4.8968
9.60 0.025999 0.026004 4.9023 4.9025
Table 3.1: Comparison of results from [63] with [36]. Shown are results for the mass ratio M/m =
133/6. The numbers were provided by D. Blume [115], and are shown in Fig. 2 of the supplement of
[36]. In the first column the strength parameter of the three-body potential is listed in units of the
natural energy scale Es (Eq. (2.25)). The next two columns show the results for the trimer ground
state energy in units of Es. The last two columns show the ratio between the binding energies of
the trimer ground and excited states. Table taken from [63]. © 2017 American Physical Society
might become mixed up). Of course, they also discard the run if an error is returned.
The scripts keep track of the improvements and send an alert when no improvements above a
predefined threshold could be found for several rounds. This means that the result is converged.
One potential problem with this approach is that the local minimum the optimization finds might
not be the global minimum. This can be mitigated by starting the optimization process from several
different starting parameter sets and by checking the physical assumptions put into the starting
parameter sets by comparing them with the outcome.
Cross-checking and Benchmarks
I checked my implementations of the potentials by comparing them to values available in the
literature in [36, 43, 107].
In addition, it is also possible to compare the code for the N -body problem to the code for the
corresponding (N −1)-body problem, by restricting the Nth particle to be very far away. This way
it is possible to do for example three-body calculations with the four-body code and compare the
two implementations.
For the Coulomb potential with a short-range Gaussian potential I also compared to results for
the trimer provided to me by Artem Volosniev that were calculated with his Stochastic Variational
Method (SVM) code. This was mainly to see whether higher partial waves, which are included
in the SVM but only indirectly and partially included in the GEM as it was used here1, made a
significant contribution to the binding energy. Our results agreed within approximately one percent
for the parameter sets we tested. Since this is more accurate than what is needed in the part that
deals with the Coulomb force (Chapter 5), this was not pursued more rigorously.
I was also able to reproduce the value −0.62 MeV from [107] for the trimer binding energy with
the Ali-Bodmer potential (the sum of two Gaussians) and a Coulomb force to the precision given
in their article. There, also the SVM was used, which also means that the higher partial wave
contributions that are omitted in the GEM as used here do not play a big role. In addition to that,
their value for the rms radius (2.64 fm) was also reproduced.
For the part that investigated the threshold behaviour of mass-imbalanced trimers and tetramers
very close to the dimer + (2 atom) threshold (4.3), much higher accuracy is needed.
To benchmark the calculations, I tried to reproduce the results of Blume & Yan[36], which were
provided with several significant digits. The results are shown in Table 3.1 and Table 3.2, which were
1It is possible to include higher partial waves explicitly in GEM calculations, but this was not done throughout
this work.
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W0/Es
√
E0,04 /E
0
3
√
E0,14 /E
0
3
our result [36] our result [36]
0.00 1.89891 1.89890
2.56 1.51452 1.51425 1.0119 1.0116
9.60 1.51121 1.51119 1.0110 1.0106
Table 3.2: Same as Table 3.1, but with the results for the four-body system in the form of ratios
between the tetramer and the trimer ground state binding energies and between the binding energies
of the excited tetramer and trimer ground state. Table taken from [63]. © 2017 American Physical
Society
taken from [63]. The results shown are close to the unitary limit for the mass ratio M/m = 133/6.
My own calculations were carried out at |a|/r0 ≈ 1010.
As one can see in the Tables 3.1 and 3.2, the agreement is three digits or more, which is very good.
3.3 Gaussian Potentials
As described in Section 2.2 and Section 2.3, if one wants to calculate universal effects, it does
not matter which potential is chosen as long as it reproduces the correct scattering length and
three-body parameter.
Therefore, one is free to choose a potential with which it is easy to do calculations, like the Gaussian
potential, and adjust it to produce the desired scattering length.
Examples of this approach in the literature can be easily found. Here, the same potential as in
[43][36] has been used.
The two-body potential is
V (rij) = V0e
−
r2
ij
2r20 , (3.78)
where rij is the distance between two particles and V0 is a parameter governing the strength of the
potential. The length scale r0 is also a measure for the range of the potential.
Sometimes a three-body force is needed to move the whole spectrum up or down in energy. In this
case
V3(rij , rjk, rki) = W0e
−
r2
ij
+r2
jk
+r2
ki
16r20 (3.79)
for i , j , k , i. W0 is the strength of the three-body potential. The choice of the range parameter
ρ0 =
√
8r0 is made for consistency with [36], but Gattobigio, Kievsky & Viviani showed that it
does not make a large difference for the four-body states [43]. For three-body states, W0 can be
changed to fit them, so for a given three-body state there are many possible (W0, ρ0) pairs that
reproduce the binding energy.
Both the two- and three-body potentials presented here are a standard approach in ultra-cold-atom
physics when universal properties are of interest.
In nuclear physics, which is the focus of the second part of this thesis, the more standard approach
is using the Ali-Bodmer potential, which correctly reproduces the α-α phase shifts.
However, since the focus is on universal properties, a phenomenological potential is not desirable.
Instead, a Gaussian potential that correctly reproduces the α-α Coulomb modified s-wave scattering
length is used together with the Coulomb potential. A goal of this investigation is to learn how
much of the spectrum of α clusters could be explained by universal physics.
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4 Mass-Imbalanced Systems
In this chapter, I will present the results obtained for the case of mixtures of two different atomic
species with different masses. This has been investigated in part by Wang et al.[35] and Blume
& Yan[36]. Wang et al. used the Born-Oppenheimer approximation and calculated for very large
mass ratios. Blume & Yan used Gaussian potentials together with a correlated Gaussians method
to study atom mixtures with experimentally relevant mass ratios in the unitary limit and near the
three-body breakup threshold. The results here confirm and complement the results of Blume &
Yan, and shed some light on claims made in [35].
I will refer to the heavier species with mass M as H and to the lighter species with mass m as
L in the following. Due to the favourable scaling factor, systems of N heavy and one light atom
have been calculated as illustrated in Fig. 4.1. In all calculations it is assumed that the interaction
between unlike atoms is resonant or near-resonant, while the interaction between atoms of the same
species is non-resonant and can be neglected. This assumption is generally sound, because for a
resonant interaction, the scattering length has to be fine-tuned to a large value, and it is unlikely
that two independent fine-tunings happen at the same time.
However, for some combinations of atom species, it is indeed the case that the intraspecies inter-
action is comparatively strong when the interspecies interaction is resonant. So, in order to fully
compare the presented results with experiment, this would have to be considered in addition to
finite-range effects.
The assumption of no interaction between like particles also means that there is no two-dimer
threshold (as can be seen in Fig. 2.3), because two heavy particles cannot form a dimer without
an interaction between them, so the only possible dimer in the system is a HL dimer. The results
have been published in [62] and [63].
m
M M
M
MM
m
Figure 4.1: Illustration of the heteronuclear systems under investigation. The small black dot
represents the light atom L of mass m and the big white circles the heavy atoms H of mass M .
The lines connecting the atoms represent interaction; where there is no line, there is no interaction
built into the Hamiltonian that was used.
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4.1 Interaction
For the reasons outlined in Section 3.3, Gaussian potentials are used here to represent the inter-
action. Since there is only interaction between H and L particles and not among H particles, the
potentials are not summed over all pairs:
VG =
∑
i<N
V0e
−
r2
iN
2r20 , (4.1)
V3 =
∑
i,j<N
W0e
−
r2
ij
+r2
iN
+r2
jN
16r20 , (4.2)
where rij is the distance between particles i and j, and the light particle L is the Nth particle. All
other particles are heavy (H). This potential was also used by [36].
Using the (repulsive) three-body potential it is ensured that the energies stay in the universal
window of E  Es (cf. Eq. (2.25)), which means that finite-range effects are negligible [36]. Es
here is
Es =
~2
2µr20
, (4.3)
with µ the reduced mass of the HL-dimer. In practice, E ≤ 0.13Es for all calculations in this
chapter. This requires W0/Es ≈ 9.6.
The full Hamiltonians solved here are
H2 = −
~2
2µ
∂2
∂r2
+ VG, (4.4)
H3 = −
~2
2µr
∇2r −
~2
2µR
∇2R + VG + V3, (4.5)
H4 = −
~2
2µr
∇2r −
~2
2µR
∇2R −
~2
2µρ
∇2ρ + VG + V3, (4.6)
where µr,R,ρ are defined in Section 3.1.
4.2 Efimov Plot
To depict the behaviour of the Efimov trimers and the attached universal tetramers for different
mass ratios, the Efimov plot is shown in Fig. 4.2. Since the behaviour of the Efimov trimers is
well-known in these cases, the focus here is to show the tetramer behaviour.
In Fig. 4.2, the lowest Efimov trimer and the attached universal tetramer(s) are shown for two
different mass ratios, M/m = 133/6 and M/m = 7/6. These correspond to mixtures of either
133Cs or 7Li with 6Li, which are both accessible to experiments.
The units are chosen in such a way that the universal dimer aligns for both cases, i.e. the reduced
mass of the HL dimer is chosen to be
µHL =
mM
M +m = 1. (4.7)
To be able to rescale the plot without distorting it, the units H and ξ are introduced as
r0
a
= H cos ξ (4.8)
−
√
|E|
Es
= H sin ξ, (4.9)
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Figure 4.2: Lowest states in the Efimov plot of H2L trimers and H3L tetramers in a mixture of
133Cs and 6Li for the lower group of lines and 7Li and 6Li for the upper group of lines. The dashed
blue line is the HL dimer for both cases and the red solid lines are the lowest Efimov trimer for each
system. They represent the dimer + 2H threshold and the trimer + H threshold, respectively. The
green long-dashed line is the tetramer ground state and the black dot-dashed line is the excited
tetramer. The radial variable H has been rescaled by taking the fourth root. This makes the
features at the tail end near the dimer threshold more visible. The calculated dimer threshold
is replaced by the universal threshold and the difference to the dimer threshold is plotted on the
positive scattering length side to make the two mass ratios more easily comparable, see text. This
plot first appeared in [63]. © 2017 American Physical Society
where r0 is the range of the Gaussian potential and therefore a measure for the interaction range,
a is the HL scattering length, and Es is the natural energy scale discussed in Eq. (2.25). These
units have also been used in [51].
The dimer has been replaced by the universal dimer and the difference between the dimer and the
trimer and tetramer states are plotted in the positive scattering length side of the plot, because the
rescaling magnifies the small deviations of the dimer from the universal dimer and makes it more
difficult to compare the two mass ratio cases.
As can be seen from Fig. 4.2, there are two tetramer states attached to the Efimov trimer for the
high mass ratio, but only one tetramer for the low mass ratio. Also note that the excited tetramer
vanishes for the higher mass ratio at some scattering length a+4 into the trimer + atom threshold.
Calculations for other mass ratios, especially M/m = 87/7 which is not shown in Fig. 4.2 because
it would overlap with the lines for M/m = 133/6, and comparison to the data for different mass
ratios in the unitary limit from [36] suggest that 1/a+4 becomes smaller and eventually negative for
decreasing mass ratio until it vanishes completely.
The results are completely consistent with [36] as well as [58]. In the latter study, the 23Na-87Rb-
system has been investigated, which corresponds to a mass ratio of about 3.8.
The values shown in the plot are all well within the window for universality, i.e. the conditions
E  Es and r0  a (4.10)
are fulfilled.
Another important thing to note is that the trimer and tetramer states seem to vanish at exactly
the same point into the dimer threshold, which was not clear a priori. Wang et al. also found the
same behaviour for the 23Na-87Rb mixture they studied [58]. This behaviour will be investigated
more closely in the following section.
In addition, the slope of the curve for the 7Li-6Li mixture is much smaller than the slope of the
133Cs-6Li mixture. This behaviour persists when the three-body potential is changed to make the
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Figure 4.3: Binding energies of H2L trimer (red solid line) and H3L tetramer (green dashed line)
relative to the HL dimer + 2H threshold, for the mass ratio of 133/6 corresponding to a 133Cs-6Li
mixture. The dimer threshold is shown as a dotted blue line. The inset shows a larger region, and
the large plot shows the portion of the inset that is marked by a black rectangle. A slightly modified
version of this figure first appeared in [62]. Reprinted by permission from Springer Nature Customer
Service Centre GmbH: Springer Nature, Few-Body Systems 58, 22, “Trimer and Tetramer Bound
States in Heteronuclear Systems”, C. H. Schmickler, H.-W. Hammer and E. Hiyama, © Springer-
Verlag Wien 2016 (2017).
trimers for both mixtures vanish at the same point.
4.3 Behaviour Close to the HL Dimer Threshold
Here, the behaviour of the H3L tetramer and the H2L trimer close to the HL dimer + H atom
threshold is studied. This is an interesting region for a number of reasons. Firstly, it is possible to
directly investigate experimentally the scattering length for which the Efimov states and universal
tetramers vanish because of loss features that are caused by this. Secondly there is a prediction that
a special kind of Efimov trimers could form near the threshold. Braaten & Hammer argued that
close to the dimer threshold, the dimer is much more deeply bound than the trimer and tetramer
and thus can be regarded as one particle. It then follows that “effective Efimov trimers” consisting
of a dimer + 2H should form, with a large scaling factor that corresponds to the mass ratio of
the HL dimer and the H atom, because the atom-dimer scattering length becomes large at the
threshold [51]. This will be explained in more detail in the next section. The behaviour of the
tetramer near the dimer-atom-atom threshold has not been studied previously in a full four-body
approach, except for the study [58], which investigated the spectrum for the specific case of a
23Na-87Rb mixture.
4.3.1 Trimer and Tetramer States
The calculations were carried out to very high precision in an effort to find a resolution at which
a difference could be discerned between the point where the tetramer vanishes into the dimer
threshold and the point where the trimer vanishes and to ascertain that the tetramer does not
vanish through the trimer + atom threshold. The results can be seen in Figs. 4.3 to 4.5. The
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Figure 4.4: Binding energies of H2L trimer (red solid line) and H3L tetramer (green dashed line)
relative to the HL dimer + 2H threshold, for the mass ratio of 87/7 corresponding to a 87Rb-7Li
mixture. The dimer threshold is shown as a dotted blue line. The inset shows a larger region,
and the large plot shows the portion of the inset that is marked by a black rectangle. A modified
version of this figure first appeared in [63].
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Figure 4.5: Binding energies of H2L trimer (red solid line) and H3L tetramer (green dashed line)
relative to the HL dimer + 2H threshold, for the mass ratio of 7/6 corresponding to a 7Li-6Li
mixture. The dimer threshold is shown as a dotted blue line. The inset shows a larger region, and
the large plot shows the portion of the inset that is marked by a black rectangle. A slightly modified
version of this figure first appeared in [62]. Reprinted by permission from Springer Nature Customer
Service Centre GmbH: Springer Nature, Few-Body Systems 58, 22, “Trimer and Tetramer Bound
States in Heteronuclear Systems”, C. H. Schmickler, H.-W. Hammer and E. Hiyama, © Springer-
Verlag Wien 2016 (2017).
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Figure 4.6: Demonstration of cd for the example of mass ratio 133/6. For a description of the
figure, see Fig. 4.3. The figure first appeared in [62]. Reprinted by permission from Springer
Nature Customer Service Centre GmbH: Springer Nature, Few-Body Systems 58, 22, “Trimer
and Tetramer Bound States in Heteronuclear Systems”, C. H. Schmickler, H.-W. Hammer and E.
Hiyama, © Springer-Verlag Wien 2016 (2017).
main conclusion that can be drawn here is that the trimer and tetramer states vanish at almost
exactly the same point. Comparing the results for different mass ratios, one can see that the plots
for the mass ratios 133/6 ≈ 22 (Fig. 4.3) and 87/7 ≈ 12 (Fig. 4.4) are very similar. This may also
explain why they would overlap in Fig. 4.2. On the other hand, Fig. 4.5 is qualitatively different,
because even at the high resolution that was chosen here, still no difference between the trimer and
tetramer vanishing points can be seen.
To quantify the difference between the vanishing points, the methodology as demonstrated in
Fig. 4.6 was used, i.e. a parameter cd was defined as
cd = c4 − c3, (4.11)
where c4 is the point on the r0/a axis where the tetramer vanishes, and c3 is the point on the r0/a
axis where the trimer vanishes. Errors were estimated for c3 and c4 by taking into account possible
variations in slope near the threshold, based on the convergence of the calculated points and the
distance to the threshold. The error for cd is then calculated by error propagation.
The resulting cd with error bars for different mass ratios is shown in Fig. 4.7. It can be observed
that the relation is not linear. However, the error bars are quite large because of uncertainties in
the extrapolation, so the functional dependency remains unclear. To understand these data points,
an effective model was used to calculate the expected mass ratio dependence. For the model, it was
assumed that the dimer is much more deeply bound than the trimer and tetramer and therefore
can be regarded as a single particle. This makes it possible to use three-body calculations to solve
this problem.
The EFT formalism from [34] was used to calculate a three-body system consisting of the dimer
with mass m+M and two heavy bosons of mass M .1
In line with the original system, an interaction was assumed only between the dimer and the bosons,
and not between the bosons. The dimer inherits the interaction from the interaction between the
light and heavy atoms. From the calculations one gets a functional dependency of cd from the
1The code for this calculation was provided by the authors of [34], to whom I extend my thanks.
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Figure 4.7: Difference cd between the points where the trimer (c3) and tetramer (c4) vanish for
different mass ratios, in units of r0/a and normalised by c3 in order to capture only relative effects.
The points with error bars are extracted from Figs. 4.3 to 4.5 and the lines are from effective
calculations of a three-body system with a HL dimer and two H atoms. The dashed line was
fitted to reproduce the point for M/m = 87/7 and the solid line was fitted to reproduce the point
for M/m = 133/6. The figure first appeared in [62]. Reprinted by permission from Springer
Nature Customer Service Centre GmbH: Springer Nature, Few-Body Systems 58, 22, “Trimer
and Tetramer Bound States in Heteronuclear Systems”, C. H. Schmickler, H.-W. Hammer and E.
Hiyama, © Springer-Verlag Wien 2016 (2017).
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Figure 4.8: Illustration of the effective roles of the dimer, trimer and tetramer, by mirroring Fig. 4.3
and adding new labels. As explained in the text, the trimer (red line) becomes the effective (HL)H
dimer, and the tetramer becomes the effective (HL)H2 trimer. The illustration is such that it can
be easily compared to the Efimov plot (Fig. 2.2).
mass ratio M/m, but there is an undetermined free parameter, which is the three-body parameter.
The two curves shown in Fig. 4.7 are thus fits of the three-body parameter to either reproduce
the cd value for M/m = 87/7 or for M/m = 133/6. Both curves show that cd approaches zero as
M/m → 0 and has a small but non-zero value at M = m.
As can be seen, the fits result in different lines and it is difficult to argue that all points are
represented by one fit without increasing the error bars. It should be noted, however, that the
effective theory approach is strictly only valid for very large atom-dimer scattering length and
therefore for cd ≈ 0. The atom-dimer scattering length at the point where the tetramer (or in the
model, the HL−H −H trimer) vanishes can be inferred from Eq. (2.26) as follows:
aHL−H =
~√
2µBHL−H
. (4.12)
Now, the dimer binding energy BHL−H that should be input here is estimated by taking the length
cd, and subtracting it from c3 (instead of adding it to get c4). If one assumes the r0/aHL−H
dependence from r0/a to be approximately linear in a small range around c3, r0/aHL−H at the
point c3 − cd should be the same value with the opposite sign as r0/aHL−H at the point c4. Thus,
if we take the value for BHL−H , i.e. with respect to the HL dimer threshold, at the point c3 − cd,
and input it to Eq. (4.12), we should get a rough estimate for the HL − H scattering length at
point c4, by multiplying the result by −1. This is illustrated in Fig. 4.8.
For larger mass ratios the estimated atom-dimer scattering length was two orders of magnitude
smaller than for the mass ratio 7/6, which means that the results should be more accurate for the
smallest mass ratio.
Deltuva calculated similar values for the case of four identical bosons in [52]. He found cd/c3 <
1.2 × 10−6 for equal masses, whereas the value for M/m = 7/6 found here is cd/c3 = 5.8 × 10−5.
Taking into account that the two different system are not directly comparable, these values are
consistent. In the identical bosons case there are obviously interactions between all particles, while
here the interactions are only between heavy and light atoms. This should however not have a very
large effect, because while the atom-dimer interaction is resonant near c3, the atom-atom interaction
is not resonant away from the unitary limit, so close enough to c3, it should be negligible.
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In the effective three-body calculations at the point of equal masses, values between 10−8 and 10−7
were obtained for the three-body parameters that were used. Deltuva did effective three-body
calculations with the same approximation used here as well and shows that the approximation is
valid close to the dimer-atom-atom threshold [52].
However, since scattering lengths in all cases are quite large, it is more probable that either the error
bars are underestimated, due to missing higher partial wave contributions or numerical problems
that went undetected in spite of rigorous checks, or some important four-body physics is missing
in the EFT description that would modify the mass ratio dependence. As will be discussed in the
next section, there are different approximation schemes that lead to different effective three-body
systems. This may point to missing four-body physics in one or both cases.
4.3.2 A Note on Precision
For the calculations shown in this section, optimization time has been much longer than for the
results presented in Section 3.2.5, Tables 3.1 and 3.2 (about 20 times as long), and an approximately
twice as large basis has been used. This ensures that the results here are converged to 8 digits, or
a precision of 10−8
√
Es, where Es is the natural energy scale defined in Eq. (2.25).
In order to make sure that no important contributions are neglected, as many configurations as
numerically possible were included in the calculations. As discussed earlier in Section 3.2, higher
partial wave contributions are not fully contained in the Gaussian Expansion Method (GEM),
because only a finite number of configurations and relative angular momenta can be included.
However, they are also not expected to be important for the very shallow states near the threshold.
The inclusion of relative angular momentum L = 1 and λ = 1 in the tetramer calculations, where
L is the relative angular momentum between the dimer and the third particle (associated to Jacobi
coordinate R) and λ is the relative angular momentum between the trimer and the fourth particle
(associated to Jacobi coordinate ρ, compare Fig. 3.1), leads to a correction of the order of 10−7Es.
This is the configuration that is expected to contribute the most, so that including higher relative
angular momenta should not contribute significantly at the accuracy that was reached.
4.4 Effective Efimov States of Dimer + 2H Atoms
As mentioned above, it has been predicted by Braaten & Hammer that near the dimer-atom-atom
threshold there should be effective Efimov states that consist of the dimer plus two atoms. They
argue that since the HL dimer is much more deeply bound than either the trimer or the tetramer,
it could be regarded as one particle [51]. One then has the situation of a heavy particle (the dimer,
with mass M +m) and two “light” bosons H, with mass M , near the point where the atom-dimer
scattering length becomes large, which is the Efimov scenario. An intuitive argument for why the
scattering length becomes large has been given in the last section. For more in-depth information
on calculations of scattering lengths at various points in the Efimov spectrum, see [51].
Thus, the expectation is to find an effective HL−H dimer, consisting of the HL dimer plus one H
atom, which behaves like the universal dimer, and effective HL−H−H Efimov trimers, consisting
of the HL dimer plus two H atoms.
4.4.1 Expected Region of Occurence
This is expected to happen close to the region where the HHL trimer vanishes into the HL dimer
threshold as illustrated in Fig. 4.10. Since the tetramer ground state also vanishes into the HL
dimer threshold, it confines this region to above the tetramer state. This tetramer (or, in the
effective three-body picture, the HL−H −H trimer) can be seen as the lowest “effective Efimov”
state, which however might be strongly influenced by finite range effects, as is often the case with
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the lowest Efimov state. The size of the region where the “effective Efimov” effect may occur is
therefore determined by cd, which was already shown to be very small.
Since the interaction between the dimer and the atoms is inherited from the H −L interaction and
there is still no interaction between the H bosons, it is the same scenario as discussed in Section 4.2,
only with a mass ratio less than 1. The expected scaling factor is therefore very large [51].
Deltuva studied this effect for four identical bosons [52]. He estimated the scaling factor to be
5 × 105 for the effective Efimov states [52]. This is in line with the prediction from [51].
However, one study that tackled this problem in the heteronuclear case for higher mass ratios
(M/m = 30 and 50) using the Born-Oppenheimer approximation concluded that the scaling factor
should be much smaller, around 20 [35]. They used the Born-Oppenheimer approximation to
calculate the H2L trimer as a two-body system and the H3L tetramer and the HL − H − H
effective Efimov states as an effective three-body system. Wang et al. also checked some of their
results with correlated Gaussian calculations [35].
They also included a sketch showing where the dimer-atom-atom Efimov states should appear.
Compared to the results presented here, the cd shown in this sketch is significantly larger. It can
also be extracted from Fig. 2 of [35] and is
cd
c3
≈ 0.03 (4.13)
for M/m = 30. Extrapolating via the effective three-body calculations plotted in Fig. 4.7, the value
should be around 10−3 to be consistent, which is significantly smaller than the value from [35]. So,
while the sketch may only be misleading as it is a qualitative one, the scaling factors that were
found are several orders of magnitude smaller than the estimate by Braaten & Hammer[51] and
cd/c3 is much larger than in estimates based on the calculations presented here. Using the data
from the previous calculations, I attempt to solve this puzzle.
There are a few possible reasons for the different results. One possibility is that cd/c3 depends on
the potential between the H and L atoms and is not universal as was assumed here. This could
be because while here, a Gaussian potential was used, in [35] Wang et al. used a Yamaguchi type
separable potential [116].
To answer this question definitively, one would have to redo the calculations with a different poten-
tial. This may be an interesting question that could be answered in the future. One can however try
to estimate whether non-universal effects should play a role, by observing the reff/aHL dependence.
If different results for different values of reff/aHL were found that would be an indication that the
effects are not universal.
For the calculations from [35] it is stated that aHL  rch, where rch is a “characteristic two-body
interaction range”, is not well satisfied. It can be safely assumed that rch ≈ reff, at least regarding
the order of magnitude. Also, reading off cd/c3 for the excited and ground state trimers they show,
it can be noted that they are both very similar, even though reff/aHL is different in these cases.
In the calculations carried out here, r0/aHL ≈ 1/4 for the larger mass ratios M/m = 87/7 and
M/m = 133/6, and r0/aHL ≈ 1/13 for the small mass ratio M/m = 7/6. Typically reff ≈ 2r0 for
the calculations here. cd/c3 is roughly of the same order of magnitude for all these cases. This
means that in both cases the reff/aHL dependence is small and therefore it is not very probable
that non-universal effects are the issue here.
A second possibility is that using the Born-Oppenheimer (BO) approximation might be problematic
near the dimer-atom-atom threshold and/or for this relatively small (for applications of the BO
approximation) mass ratio. The scaling factor between (normal) Efimov states was calculated to
be 5.5, which is almost 1.5 times the universal value 3.96 [51].
Following in this vein, the effective three-body calculations shown in the previous section also did
not agree too well with the data. This might point to four-body physics that are missing in both
effective three-body approaches.
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Lastly, it is possible that for the effective three-body calculation used here, which is valid only in
the region around cd/c3 ≈ 0, the mass ratio M/m = 30 is too far away from the region of validity
and therefore the extrapolation to this mass ratio using the effective three-body calculation should
not be made. However, since M/m ≈ 12 and M/m ≈ 22 have datapoints and the atom-dimer
scattering length a(HL)H & 107r0 for both points, the extrapolation to M/m = 30 should at least
yield the correct order of magnitude.
4.4.2 Scaling Factor
As mentioned above, the effective Efimov trimer was predicted to be governed by the scaling factor
for a system with one heavy and two light bosons, with no interaction between the light particles
and a resonant interaction between the light and heavy particles [51].
This is illustrated in Fig. 4.9 a). Since the mass of the dimer is M + m and the mass of the H
bosons is M , the relevant mass ratio here is
M
M +m < 1. (4.14)
This means that the scaling factor is very large,
λ > 1986.1, (4.15)
which is the limit for M/m → ∞ (and therefore M/(M +m) → 1) [51].
However, a different picture emerged in [35] from the BO approximation. This competing picture
is shown in Fig. 4.9 b). In the BO picture, the light atom L is mediating the interaction between
the H bosons by moving between them. This means that in this picture, the light atom L is not
bound to one of the H bosons thereby forming a dimer, but rather, it temporarily forms dimers
with all the H bosons equally. This symmetric picture then leads to an interaction between all
three H bosons with an associated effective scattering length a∗HH which in turn leads to the Efimov
scenario of three identical particles, which has a scaling factor of λ ≈ 22.7 [35][51]. It was shown in
[35] that a∗HH diverges when the H2L Efimov trimer becomes unbound, so it diverges at the same
point as a(HL)H .
The separation of scales in both pictures is the key difference here. While in the first picture the
separation is between scales of binding energies with a deeply bound dimer and shallowly bound
trimer and tetramer relative to the dimer, the BO picture separates the time scales of the heavy
atoms and the light atom, which is assumed to move much faster than the heavy atoms. Then,
the movement of the light atom is integrated out assuming stationary heavy atoms and becomes
an effective interaction between the heavy atoms. Whether this separation is equally justified in
the present case is unclear, because when the light atom is deeply bound to one heavy atom it
is unclear whether its motion towards the other heavy atoms is on a shorter time-scale than the
motion of the heavy atoms. This could mean that an interaction is only induced between two out
of three pairs of heavy atoms because the light atom is localised on one of the heavy atoms.
The separation of energies on the other hand is clear since |ED|/|E03 − ED| > 300 for the region
shown in Fig. 4.3.
Another interpretation of the discrepancy is that the different pictures should be applied to slightly
different scenarios. The BO picture from [35] does not assume a deeply bound dimer so it would
be suitable for the situation where dimer and trimer are similarly shallowly bound. The picture
brought forward by Braaten & Hammer on the other hand should apply in the situation where the
dimer is very deeply bound and the trimer is very weakly bound with respect to the dimer.
Between these points, a transition is to be expected, going from a very large scaling factor in the
infinitely-deep-dimer-case towards a much smaller scaling factor that was found in the BO case.
For the region of interest here, this would mean that the scaling factor could be slightly smaller
than predicted by Braaten & Hammer, because the dimer is not infinitely deep.
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a) b)
Figure 4.9: Two predicted dimer-atom-atom state scenarios. The prediction of [51] is illustrated in
a), the prediction of [35] in b). The empty large circles are the H bosons and the black small circle
the L atom. The solid lines denote the interaction between dimer and H boson that is inherited
from the H-L-interaction. The dashed circle signifies that the dimer is to be treated as a single
particle. The dashed lines denote the interaction between the H bosons that is mediated by the L
atom.
Within the framework of the BO approximation, Wang et al. have found some evidence for an
excited tetramer which is located at 14.3 times the a∗HH scattering length where the ground state
vanishes into the trimer+atom threshold on the positive a∗HH scattering length side. On the negative
a∗HH scattering length side the scaling factor was found to be 19.3, which agrees reasonably well
with their estimated scaling factor of 22.7, because the lowest tetramer state is not expected to be
fully universal. However, this result was obtained from an effective three-body calculation using
the BO approximation, so its validity depends on the validity of the BO approach in this case.
The calculations here yielded no excited tetramer at the precision that was possible to reach with
the chosen method.
However, the results for the mass ratio M/m = 133/6 can be used to try to evaluate which one
of these scenarios is correct. The largest mass ratio is best suited for this because in this case
the scaling factor for the first scenario is favourable. In the second scenario, the scaling factor is
predicted to be the same in principle for all mass ratios, but the BO approximation is valid only
for large mass ratios, so of the ratios calculated it should also work best in the M/m = 133/6 case.
Assuming that the tetramer state that can be seen in Fig. 4.3 is the lowest of the presumed effective
Efimov trimers it is possible to estimate where the next effective Efimov trimer should be with a
specified scaling factor. This assumption was apparently also made in [35], even though it is not
spelled out explicitly. To assess whether it should have appeared for the case of a small scaling
factor of ≈ 20 as was proposed in [35] with the resolution that was reached, the tetramer was
scaled accordingly in Fig. 4.10. This additionally assumes that the shape of the curve of the
excited tetramer is similar to that of the ground state tetramer, which is a reasonable assumption
when dealing with (suspected) Efimov states. As can be seen the estimated state is just in the
energy region where the ground state tetramer ends, which corresponds to the resolution reached.
Consequently, while it might be possible to find this state if it were there, it is so close to the
resolution limit that not finding it does not exclude the existence of the state.
Finding states with an even larger scaling factor, especially if it is around 2000, is simply not
possible within this approach.
Therefore, from the results presented here, a verdict on the existence and the scaling factor of the
effective Efimov states cannot be made.
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Figure 4.10: Fig. 4.3 with an estimate of where the next tetramer state should be according to [35],
with a scaling factor of 20. The estimate is plotted as a black line. The calculations yielded no such
state. For the prediction of [51] it would not be visible on this plot, as it would be much closer to
the trimer (red line), where it vanishes into the dimer + atom + atom threshold (blue dotted line).
As discussed in the text, finding a state with such a large scaling factor is not possible within the
precision reached here. This figure first appeared in [63]. © 2017 American Physical Society
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5 Universality and the Coulomb Force
In this chapter I will discuss how the Coulomb force affects the universal states, especially the
universal dimer and the Efimov trimers.
This is an important question, because in many systems that have large scattering lengths between
some or all of their constituents there is also the Coulomb force present, most importantly nuclear
systems. The question of possible universal states in nuclear spectra has been in the focus of
Efimov physics from the beginning [3]. But the long-range nature of the Coulomb interaction leads
to complications that have long prevented an in-depth analysis of the interplay between universal
effects and the Coulomb interaction.
Here, I present results divided into two categories. In the first category, the results are presented
in terms of dimensionless quantities, which is achieved by dividing out natural values for those
quantities. In the second category, results for specific systems are presented in terms of MeV and
fm. These systems include 17F, 12C and 16O. In these cases, subunits of the nucleus in question are
regarded as particles, which makes it possible to treat these large systems (from the perspective of
few-body physics) as two-, three- or four-body systems.
5.1 Natural Units
To calculate universal effects when a Coulomb interaction is present, a Gaussian potential, which
is suitable to capture universal effects as discussed in Section 3.3, was combined with the Coulomb
potential.
These kinds of potentials, i.e. a combination of short-range potentials with a Coulomb potential,
are often used in nuclear physics in cluster models [17, 79, 117, 118] and to calculate interactions
between charged polarons (quasi-particles) in solid-state physics [119–123].
The resulting two-body Hamiltonian is
H2 = −
~2
2µ
∂2
∂r2
+ V0e
− r
2
2r20 + ~cZ1Z2
α
r
(5.1)
with µ the effective mass, which is µ = m2 for identical particles, r the distance between the two
particles, r0 the width of the Gaussian potential and V0 the depth, Z1 and Z2 the charge numbers
of the particles, which are taken to be identical in the following, and α = 1137 is the fine structure
constant.
This Hamiltonian can easily be generalised to three- and four-body systems:
H3 = −
~2
2µr
∇2r −
~2
2µR
∇2R + V0
3∑
i<j
e
−
r2
ij
2r20 + ~c
3∑
i<j
ZiZj
α
rij
(5.2)
H4 = −
~2
2µr
∇2r −
~2
2µR
∇2R −
~2
2µρ
∇2ρ + V0
4∑
i<j
e
−
r2
ij
2r20 + ~c
4∑
i<j
ZiZj
α
rij
(5.3)
41
Here, rij is the distance between particles i and j, and r, R and ρ are Jacobi coordinates as
introduced in Fig. 3.1. The reduced masses µr, µR and µρ are determined by the Jacobi coordinate
set that is chosen, see Eqs. (3.14) to (3.17) and (3.19).
The only length scale included here is r0, which can be used to derive a natural energy scale and
a “natural charge” scale.
By dimensional analysis, the natural energy scale for identical particles of mass m is
Es =
~2
mr20
. (5.4)
The Hamiltonian can then be divided by the natural energy scale Es to derive the Hamiltonian in
natural units H̃. For the two-body case this leads to
H̃ = −∇2r̃ + Ṽ0e−
r̃2
2 + c̃
r̃
(5.5)
with
r̃ = r
r0
, (5.6)
Ṽ0 =
V0
Es
and (5.7)
c̃ = cc
cs
, with cc = ~cZiZjα and cs =
~2
mr0
. (5.8)
This can be extended trivially to the three- and four-body cases. With the Hamiltonian in this
form, it is clear that c̃ is the relevant parameter when discussing the universal behaviour. The
solution of the Schrödinger equation for two different r0 will be the same functionally, i.e. except
for scaling, if c̃ is the same in both cases. The parameter cs is in this case a kind of natural strength
of the Coulomb potential akin to the natural energy scale Es. It gauges the Coulomb potential
strength or barrier height against the depth and width of the Gaussian potential.
The charge of the particles can be expressed in terms of c̃ in order to connect this universal
calculation back to physical systems:
ZiZj = c̃
~
cαmr0
. (5.9)
In this expression r0 is contained, which provides an easy way to see that universal scaling is broken
with the inclusion of the Coulomb interaction unless the Coulomb interaction strength is scaled
accordingly.
On the flip side of this expression, when trying to describe a physical system with specific charges of
the particles, r0 has to be chosen in order to determine c̃, which can then be used to do calculations.
The problems that arise from this and the procedure that was chosen here will be discussed in the
relevant section (Section 5.6).
First, however, the focus will be on results for different c̃ that can be seen as representing different
universality classes which the universal scaling is broken into.
5.2 Generalised Efimov Plot
The term “Generalised Efimov Plot” was introduced in [65] to describe Efimov plots that do not
have 1a on the x-axis, but are plotted vs
1
aC
instead.
As discussed in the previous section, the Hamiltonian can be solved in natural units, which leads to
the introduction of c̃, a dimensionless quantity that describes the strength of the Coulomb potential
relative to a natural length scale which is dictated by the short-range potential.
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Figure 5.1: Generalised Efimov plots in natural units with different strengths of the Coulomb
potential c̃. The dimer is shown by a dotted blue line, the trimer by solid red lines and the
tetramers by dashed green lines. To make comparison between the plots easier, the scale on the x-
and y-axes are the same in all plots. This figure was first published in [65]. © Società Italiana di
Fisica / Springer-Verlag GmbH Germany, part of Springer Nature, 2019
Figure 5.1 shows the generalised Efimov plot for different values of c̃. The values were chosen to be
inside the range accessible for calculations and such that they showed qualitatively different results.
The region shown in Fig. 5.1 is the region where |E| < Es, which is the maximum range where
the effective theory that underlies the choice of the Gaussian potential is expected to hold. This is
discussed in more detail in Section 2.2.
For relatively small values of c̃, the Efimov plot is almost unaltered. The Coulomb interaction only
has a significant effect very close to the threshold, which leads to an increased slope of the curves
near the threshold. This is noticeable when comparing the shape of the curve for the dimer in
Fig. 5.1 a) to a straight line, which is the functional dependence for neutral particles.
It is also possible to see this in Fig. 5.2 when comparing the solid and the dashed lines.
This is the behaviour one would expect. Near the threshold the states are more dilute, as can be
seen in Fig. 5.3, which means that the long-ranged Coulomb interaction will have more influence
here. For more deeply-bound states, which are also smaller, the short-range interaction has a bigger
influence.
As can be seen in Fig. 5.2, the energies of the states are pushed towards the threshold due to the
Coulomb interaction, but near the threshold this effect becomes stronger.
Excited states are affected more by the Coulomb interaction as can be seen in Fig. 5.1 b). While
they are still there in Fig. 5.1 a), in panel b) they have already almost vanished completely from
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Figure 5.2: The Generalised Efimov Plot in terms of V0 in order to show how the states are affected
on an absolute scale. The solid lines are for the case without Coulomb interaction, the dashed lines
are for c̃ = 0.007, the dotted lines for c̃ = 0.07 and the dash-dotted lines for c̃ = 0.7. The blue
lines represent the dimers, the red lines the trimer ground states and the green lines the tetramer
ground states. To avoid confusion, excited states are not shown. This figure was first published in
[65]. © Società Italiana di Fisica / Springer-Verlag GmbH Germany, part of Springer Nature, 2019
the region that is shown. Near the N -body breakup threshold they vanish first. This fits into the
explanation because excited states are typically larger than ground states.
There is only one excited state discernible even in the case without Coulomb interaction, because
the scaling factor in the identical boson case is very large (λ = 22.7).
One interesting feature to note here is that the tetramer excited state is more affected than the
trimer excited state. This can be explained when reminding oneself that near the trimer+atom
threhold or the dimer+atom threshold, excited states typically have the structure of a more deeply
bound cluster (trimer or dimer) with the last particle only weakly bound to it and typically farther
away. When the threshold is approached, this weakly bound particle detaches and becomes a free
particle, leaving the cluster as a bound state.
If the particles involved are charged and repulse each other, there is effectively a particle with
Z1 = 1 and a cluster with charge Z2 = 2 or 3, for the trimer and tetramer case, respectively.
Thus, one would expect that the case with the higher charge is affected more by the presence of
the Coulomb interaction than the state with less charges involved. This is exactly what can be
observed in Fig. 5.1 b).
This is also corroborated by the root mean square (rms) radii calculated for different N , c̃ and
binding energies, shown in Fig. 5.3. 1 There, the rms distance between two particles,
√〈
r2ij
〉
, is
shown versus the binding energy relative to the N -particle breakup threshold. Since the particles
are identical, which means that no pair can be singled out, the rms radius is averaged over all pairs
and therefore represents a general size of the bound state.
The excited states (dashed lines) close to the point where they vanish can be seen becoming larger
than their less charged and non-vanishing counterparts. Interesting to note here is that the trimer
can sustain to become larger than the tetramer before it breaks up, because the effective Coulomb
repulsion is less in this case.
Another interesting point to note here is that the ground state is generally smaller than the excited
state at the same binding energies. This is due to the ground state not being fully universal. For
any given binding energy it is farther away from unitarity than the corresponding excited state.
1For details on how the rms radius is calculated, see Section 3.2.4.
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In panel c) of Fig. 5.1 the trends described before continue. The excited states have completely
vanished and the curves become increasingly steep and are being pushed closer together. After
this, there is no qualitative change anymore. The steepness of the curves is also reflected in the
rms radius calculations. As shown in Fig. 5.3 the rms radii for c̃ = 0.7 stay almost constant while
approaching the breakup threshold. The rms radius can be interpreted to be close to the maximum
supported distance given the Coulomb interaction strength. Making the short-range interaction
just slightly weaker which leads to a bigger rms radius makes the binding energy decrease rapidly
because the balance is shifted towards the repulsive Coulomb interaction which does not decrease
as much as the short-range interaction when the distance becomes larger.
5.3 Scaling Factors of the Three-Body States
To further assess how Efimov state characteristica are affected by the presence of the Coulomb
force, I analysed the scaling factors that can be extracted from the generalised Efimov plots in
Fig. 5.1.
There are two easy ways to calculate the scaling factor, which are dividing the square roots of the
energies of the ground and excited states in the universal limit (1/aC = 0), and dividing the 1/aC
where the energy becomes zero of the ground and excited states. This scattering length is usually
called a− in the literature. For clarity, I will call the ratio between energies
λE =
√
|E3|√
|E∗3 |
∣∣∣∣∣∣
1
aC
=0
(5.10)
and the ratio between scattering lengths
λa =
a−∗C
a−C
, (5.11)
where symbols with an asterisk pertain to the excited state and the others to the ground state.
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c̃ λE λa
0 23 ± 1 18 ± 1
0.007 32 ± 3 55 ± 5
Table 5.1: Ratios λE and λa as defined in the text for c̃ = 0 and c̃ = 0.007. For stronger Coulomb
force there is no excited state any more and therefore also no ratios of this kind.
c̃ a−
√
m|E3|/~ a−∗
√
m|E∗3 |/~
0 2.1(1) 1.6(1)
0.007 2.3(1) 4(1)
0.07 4 -
0.7 40 -
Table 5.2: Values for the ratio of inverse scattering length and binding energy for the ground and
excited states (where applicable) for different values of c̃.
These two ratios both give the scaling factor λ in the Efimov scenario, provided that the states are
not affected by finite-range effects.
For the case without Coulomb, λE = 23 ± 1 and λa = 18 ± 1, which is reasonably close to the ideal
case of λ = 22.7. The differences come from the fact that the ground state is too far away from the
universal limit and therefore subject to finite range effects.
Comparing this now to the case with (weak) Coulomb, these ratios become much larger and more
dissimilar, see Table 5.1. This means that the characteristical discrete scaling of Efimov states
is disturbed very quickly, even for the weak-Coulomb case. When looking closely at the plots,
one can see that this drastic change in the ratios λE and λa stem from a strong bending of the
excited state curve near the three-particle breakup threshold. This is to be expected, because - as
explained before - the states have the largest size close to the three-particle breakup threshold and
this is where the Coulomb interaction is expected to play the largest role. The ground state is less
affected, because it is more compact and therefore the short-range interaction is more important
in this case.
Comparing the ratios for even stronger Coulomb interaction is not possible because the excited
state does not exist any more close to the three-particle breakup threshold in that case.
One thing that can be compared, however, is the ratio between the binding energy in the unitary
limit |E3| and the scattering length a−C for the corresponding state.
From the literature this value is known for identical bosons [124]:
a−n
√
m|En3 |/~ = −1.5077(1), (5.12)
where the n refers to the nth excited state. Being closer to the unitary limit, the higher excited
states are expected to approach the universal value that is presented in [124].
The results for the trimers shown in Fig. 5.1 are summarized in Table 5.2. The result without
Coulomb for the excited state is consistent with the literature value Eq. (5.12). The ground state
has a slightly larger ratio which is to be expected given that it is not very close to the unitary limit
and therefore affected by finite range effects.
Comparing the values for cc = 0.007 to the no-Coulomb case, it is interesting to note that the
values for the ground states are almost the same, whereas the value for the excited state changes
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c̃
B0,n4
Bn3
a−4,n
a−3,n
0 ([45, 124]) 4.610(1) 0.4254(2)
0 5.8(5) 0.43(1)
0.007 5.3(5) 0.45(3)
0.07 (4.4(4)) 0.50(3)
0.7 (3.6(4)) 0.59(4)
Table 5.3: Ratios between binding energies and scattering lengths extracted from Fig. 5.1 and
Fig. 5.2 for different c̃ compared to literature values. Values in parentheses are outside the range
where |E| < Es.
significantly. This is further proof for the claim above that the changed scaling factors λE and λa
are mostly due to the excited state changing.
Going to larger values of cc, the ratio changes very drastically even for the ground state and is very
far away from the universal number (Eq. (5.12)). This aspect of the Efimov states is therefore not
very robust to adding a Coulomb force.
5.4 Scaling Factors of the Four-body States
In addition to the scaling factors pertaining to the three-body states, there are also universal factors
that connect the tetramer and the trimer.
Deltuva [45, 124] calculated these values to be
B0,n4
Bn3
= 4.610(1) and (5.13)
a−4,n
a−3,n
= 0.4254(2). (5.14)
For the case without the Coulomb interaction the results for these values are 5.8±0.5 and 0.43±0.01,
respectively. The ratio of the scattering lengths agrees very well, but the ratio of the binding energies
does not. One has to keep in mind, however, that the binding energies are almost of the order of
Es in the unitary limit, so they are not expected to be fully universal any more.
Adding a weak Coulomb interaction decreases the ratio between the trimer and tetramer binding
energies slightly, to 5.3(5). For stronger Coulomb interaction (c̃ = 0.07), the tetramer binding
energy is outside the range of validity of the underlying effective theory at unitarity. Extracting
the value nevertheless yields 4.4(4), which is still rather close to the value for c̃ = 0.007. For the
strong Coulomb case, the factor becomes even smaller but still not too far off from the universal
value. However, the same caveat applies as to the previous value, but more strongly, because the
binding energy for the tetramer at unitarity in the strong Coulomb case is even farther away from
the natural energy scale Es.
This means that the tetramer is not very strongly affected by the presence of the Coulomb force, or
more precisely that the tetramer is affected almost in the same way as the trimer. This is probably
due to both the trimer and tetramer ground states having a similar size as can be seen in Fig. 5.3.
Comparing the ratios of the scattering lengths where the tetramer and trimer vanishes, respectively,
the trend is similar, see Table 5.3. The ratio stays almost the same, and increases slightly. The
slight increase is due to the tetramer becoming unbound at slightly larger scattering lengths, which
agrees well with the analysis in Section 5.2.
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Figure 5.4: Contour plot of the ground state of the trimer at the binding energy E3 = 0.05Es for
different c̃ (from left to right c̃ = 0, 0.007, 0.07, 0.7). It shows the probability distribution of the
particles after ordering the configurations in space to bring out the structure. How this plot is
produced is described in detail in Appendix C. The red bar shows the size of the rms radius for
comparison. On each plot, the highest probability to find a particle is shown in dark green, while
zero probability is shown in white. This plot was first published in [65]. © Società Italiana di Fisica
/ Springer-Verlag GmbH Germany, part of Springer Nature, 2019
However, the scaling between trimer and tetramer stays remarkably intact given that the plot in
Fig. 5.1c) hardly resembles the Efimov plot any more.
5.5 Additional Remarks on the Structure of Three-Body States
In addition to explaining features of the generalised Efimov plot (Fig. 5.1), analysing the structure
is interesting in its own right.
To this end I processed the wave functions such that the overall structure of the state became
visible. This complements and helps understand the rms radius calculations that are presented in
Fig. 5.3.
The steps involved in that process are described in detail in Appendix C.
The main steps are to
1. sample three particles at randomly generated positions,
2. calculate the probability of this configuration of particles using the wave function that is
produced as a byproduct of the GEM calculations of the binding energies,
3. rotate and mirror this configuration in space to align similar configurations and expose prob-
able shapes,
4. and repeat this process until a clear picture emerges.
The result from this process using wave functions of the ground state of the trimer for c̃ =
0, 0.007, 0.07, and 0.7 at the point where the binding energy equals 0.05Es is shown in Fig. 5.4. A
fixed energy was chosen because the size and structure depends a lot on the energy as shown in
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Figure 5.5: The same as Fig. 5.4, but for the excited state of the trimer, again at the binding energy
E
(1)
3 = 0.05Es. Since there is no excited state near the threshold for c̃ = 0.07 and c̃ = 0.7, only
c̃ = 0 and c̃ = 0.007 are shown (from left to right). This plot was first published in [65]. © Società
Italiana di Fisica / Springer-Verlag GmbH Germany, part of Springer Nature, 2019
Fig. 5.3, so using a fixed energy is the best way to compare. Of course, this leads to different values
of 1/aC for each plot, but this has a minor effect compared to the binding energy. Additionally, a
very small binding energy was chosen in order to have as little finite-range contributions as pos-
sible and in order to be able to observe the changes that take place close to the N -body breakup
threshold.
For the excited state of the trimer, there are only figures for the case of c̃ = 0 and 0.007, because
for higher c̃ the excited state does not exist. The results for the excited state are shown in Fig. 5.5.
What can be seen on Fig. 5.4 is not only that the states become smaller as the Coulomb interaction
strength becomes larger, which is expected and could also be discerned from the rms radius calcu-
lations. But it can in addition be seen that it is primarily the particle in the upper right quadrant,
which moves closer to the other two particles, that is causing the shrinking rms radius.
In the case without Coulomb interaction, the ground state has a slightly elongated shape. This is
expected for Efimov states, which were characterised in [74] as states with a diffuse geometry that
favour configurations that resemble elongated triangles. For the ground state, which is expected
to be distorted by finite-range effects, the shape is not as pronounced, but the diffuseness is still
present.
As the Coulomb interaction is added and increased, the shape becomes less elongated and starts
to resemble more an equilateral triangle, enlarging the deviation from the Efimov scenario.
In addition to that, the probability distribution of all particles becomes more concentrated in one
point and less diffuse compared with the distribution without the Coulomb interaction. Thereby
the states lose the other structural Efimov characteristic.
The excited state (Fig. 5.5) is a much more pronounced elongated triangle. The two particles on
the lower half of the plot are very close together.
As can be seen in Fig. 5.5, adding a weak Coulomb interaction does not disturb the Efimov state
structural characteristics described above.
This was also investigated in the context of the Hoyle state by Fedorov et al.[82]. They used the Ali-
Bodmer potential together with a three-body force and found an equilateral triangle configuration
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for the ground state of 12C and a more dilute and elongated one for the Hoyle state. So they
found a very similar result for a different potential which points to the universality of the results
presented here.
Another widely used criterion for Efimov states is that the size of the trimer should be much larger
than the interaction range[76]. As an estimate for the short-range interaction range, one can take
r0. Then it is easy to see in Fig. 5.3 that the rms radius is pushed closer to r0 for increasing
Coulomb interaction strength and therefore out of the universal region where rrms  r0.
For c̃ = 0.007 this criterion is still fullfilled quite well as can be seen in Fig. 5.3, but for stronger
Coulomb interaction it breaks down.
To summarize, it can be said that while adding a weak Coulomb interaction does not disturb the
key characteristics of Efimov states much, the addition of a strong Coulomb interaction, comparable
for example to α particles, destroys those characteristics, at least in the bound state sector, that is
accessible here.
5.6 Application to Nuclear Physics
In order to assess whether universal effects can be seen in nuclear systems the results presented
will be transferred to 17F and 16O in the following section.
However, as mentioned before, there is some ambiguity due to the two competing scales of r0 and
cc. The formula for calculating the charge from c̃ and r0 (Eq. (5.9)) can be reversed to give
c̃ = ZiZjαmr0
c
~
= cc
cs
. (5.15)
This means that there will be different c̃ possible for the same charge and mass of particles, as long
as r0 is not fixed.
However, c̃ is the parameter that determines how strongly a system is affected by the Coulomb
interaction as shown in the previous sections.
To solve this problem, r0 has to be determined. To this end, there are two obvious ways of
determining r0.
In the spirit of the effective range expansion (Eq. (2.15)), one could argue that one has to go to
the next order and not only fix the scattering length to the one that is observed for the particles
in question (for example the αα scattering length aαα ≈ 1920 fm [80], which was determined from
scattering data from [125] compiled in [126] and a measurement of the 8Be ground state from [127]),
but also the effective range.
Another approach would be to eliminate r0 by going to the zero-range limit. Using a zero-range
potential that produced the correct scattering length is a standard approach of universal physics[7,
128–130] and widely used in nuclear [17, 19, 131–133] and atomic physics[25, 50, 51, 58, 74, 90,
134, 135].
In the context of the applications proposed here, if done naively it might yield worse results than
the other approach, because the approach of fixing r0 involves more data input which will probably
lead to the indirect inclusion of finite-range effects to some extent. Finite-range effects are expected
to have more effects in charged systems, because the Coulomb barrier forces the particles to spend
more time inside the short-range potential [136]. Nevertheless, the zero-range approach might also
prove to be an interesting starting point for investigating realistic few-body systems of charged
particles.
However, Volosniev has suggested in [66] that one finite-range parameter can be introduced to
account for finite-range corrections to the binding energy. He proves this analytically for shallow
two-body bound states. For three- and four-body systems I provided numerical calculations which
were also published in [66].
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Figure 5.6: Plots for the 17F system. Left panel: Efimov plot in physical units with different ranges
r0 of the Gaussian potential (see legend). Only the dimer is shown (blue lines). The physical value of
the 16O-p scattering length is shown as a vertical orange line, and the binding energy of the excited
state 17F (12
+) is shown as a horizontal dashed orange line. Right panel: The Coulomb-modified
effective range as a function of r0 for fixed scattering length. The physical value is shown as a
horizontal green line. The inset shows the region close to the physical value. This figure was first
published in [64]. Reprinted by permission from Springer Nature Customer Service Centre GmbH:
Springer, Cham, Universality and the Coulomb Interaction. In: Orr N., Ploszajczak M., Marqués
F., Carbonell J. (eds) Recent Progress in Few-Body Physics. FB22 2018. Springer Proceedings in
Physics, vol 238. by C. H. Schmickler © Springer Nature Switzerland AG 2020 (2020).
In the following I will first present results for the first approach of fixing r0. The example systems
used are the first excited state of 17F calculated as a dimer consisting of 16O + p, and the Nα2
system in the bound state sector. The results shown were first presented in [64] for 17F and [65]
for Nα.
Then I will briefly discuss going to the zero-range limit and show results which were first shown in
[66].
5.6.1 17F as a Dimer
As mentioned before, in this section the method of fixing the range of the short-range Gaussian
potential r0 such that the Coulomb-modified effective range rCeff is reproduced is applied to the first
excited state of 17F, which is 17F(12
+). This is a well-known proton halo nucleus[79, 118], so it
should be possible to describe it within the theory developed here as dimer of a proton and the
16O core.
Values for the proton-16O Coulomb-modified scattering length aCOp and the effective range were
extracted from [79] using the formulae derived there and plugging in the binding momentum γ =
13.6 MeV and the asymptotic normalization coefficient (ANC) A ≈ 80 fm− 12 :
aCOp = 4476 fm (5.16)
rCeff = 1.187 fm. (5.17)
To illustrate the point that r0 has to be fixed, curves for different r0 are shown in the left panel of
Fig. 5.6. There, Z1 = 1, Z2 = 8 and µ = 873 MeV have been plugged in, and the location of the
17F(12
+) state in question is marked by a vertical line where the scattering length has the physical
value aCOp.
2The N here stands for 2, 3, or 4, not for “nucleon”.
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It is easy to see that different r0 give wildly different results for the binding energy of 17F(12
+)
relative to the 16O + p threshold, which can be read off from the left panel of Fig. 5.6 at the
intersection of the dimer curve with the vertical line representing the physical scattering length
aCOp.
To resolve this ambiguity, r0 is chosen in such a way as to reproduce the physical effective range rCeff.
Following the description in Section 2.1.2, the Coulomb-modified effective range was calculated for
different r0 with the condition that the scattering length be within 80 fm of the physical scattering
length. This condition was chosen such that the value for aC within that interval would not have
a larger effect on rCeff than the aimed-for precision of r0.
The result is shown in the right panel of Fig. 5.6. The green horizontal line shows the physical
value rCeff = 1.187 fm. Since rCeff rises monotonically with r0, r0 can be uniquely determined. The
value for r0 that was extracted from this is 2.75 fm.
Using this value for r0 reproduces the binding energy of 17F(12
+) well, as can be seen in the left
panel of Fig. 5.6.
One might argue that since the binding momentum and the ANC was used as an input to compute
aCOp and rCeff, this is only a consistency check. However, the method (Halo effective field theory
(EFT)) used in [79] to connect these values with the binding energy is different from what is
used here and as such it is irrelevant where the values for aCOp and rCeff came from. Some of the
underlying ideas are however similar in Halo EFT and the Hamiltonian used here, so the results
are not completely independent.
5.6.2 Nα System
The Nα system has sparked a lot of interest, because of its simplicity and symmetry, and also
due to the central role of 8Be, 12C and 16O in the formation of elements inside stars[86–88, 137,
138]. The ground states of these systems are 0+ states which makes it conceivable that they could
be described as clusters of α particles. 12C and 16O are however very tightly bound, so that the
ground state contains significant contributions from more compact configurations.
For excited 0+ states, especially those near the Nα breakup threshold or above it, the α cluster
contribution might become dominant.
For the calculations, which follow the same procedure as for 17F, we used the Coulomb-modified
α− α scattering length and effective range from [80]:
aαα = (−1920 ± 90) fm (5.18)
reff = (1.098 ± 0.005) fm (5.19)
In Fig. 5.7 the reff resulting from calculations with Z1 = Z2 = 2, ~
2
2µ = 10.525 MeVfm
2 (from [139])
and different r0 are presented. Only results for which the scattering length3 was calculated to be
within the error margin in Eq. (5.18) are shown.
In this case, r0 = 2.3 fm. For comparison with the calculations in Section 5.2, c̃ = 1.27 with this
value for r0. Using this value to calculate the dimer, trimer and tetramer consisting of α particles
reveals that the results do not immediately fit with the physical states in this region. It can be
seen in the left panel of Fig. 5.8 that the ground state of 12C is below Es, the natural energy scale
associated with r0. This means that this state is not accessible with this approach.
There is a three-body state for the physical scattering length aαα which is much closer to the Nα
breakup threshold than the ground state of 12C. This points to a three-body force being needed to
accurately represent the physics. Introducing a three-body force is a standard procedure and has
been found to be necessary in many cases [51].
3The scattering length in these calculations is a function of the range and depth of the Gaussian potential, r0 and
V0, and cc, the strength of the Coulomb potential as defined in Eq. (2.23)
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Figure 5.7: The same figure as the right panel of Fig. 5.6 for the Nα system. The physical value
of the Coulomb-modified effective range is shown as a green line with an error band (values from
[80]). The points shown are for the aαα within the error band quoted in Eq. (5.18). This figure first
appeared in [65]. © Società Italiana di Fisica / Springer-Verlag GmbH Germany, part of Springer
Nature, 2019
Here, the following three-body force is used (compare Eq. (3.79) and Eq. (4.2)):
V3 = W0
N∑
i,j,k,i
e
r2
ij
+r2
jk
+r2
ki
16r20 . (5.20)
What is interesting is that even with a three-body force, the bound states or absence thereof cannot
be accurately represented within this approach. This is illustrated in the middle and right panel of
Fig. 5.8: In the right panel it can be seen that adding a three-body force strong enough to eliminate
the trimer also eliminates the tetramer.
There is however a tetramer in the accessible region between Es and the Nα breakup threshold. It
is an excited state of 16O, usually referred to as 16O (0+5 ), which lies at 14032 keV above the ground
state according to [140], which translates to approximately 0.4 MeV below the four-α breakup
threshold. It is included in Fig. 5.8 with its width indicated as a shaded band. Since this state is
in the accessible region, near the Nα threshold and has the appropriate quantum numbers, it is
not unreasonable to expect that it should be possible to describe it within the chosen approach at
least in first approximation.
So the fact that it does not appear at all is a puzzle. When fitting the three-body force such that
the tetramer is reproduced, as shown in the middle panel of Fig. 5.8, there is also a trimer, which
does not exist in nature.
This might point to the approach not being valid any more for such high c̃, or to a four-body force
being needed. It could also mean that the short-range non-α-cluster contributions to this state are
much larger than anticipated.
The rms radius for the tetramer without three-body force at the αα scattering length is only
3.1 fm, not much larger than r0 = 2.3 fm. This is not substantially changed by adding a three-body
force: rrms = 3.4 fm in the case of a three-body force that reproduces the 16O (0+5 ) binding energy,
corresponding to the middle panel in Fig. 5.8. At such a small size, large short-range contributions
are to be expected and might explain the discrepancy between experiment and universal description.
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Figure 5.8: Left panel: Results for the Nα system as plot of the square root of the binding
energy versus the inverse of the Coulomb-modified scattering length, with the dimer shown in blue,
the trimer in red and the tetramer in green. Selected 0+ states of the Nα system are shown as
horizontal lines, with values taken from [140–142]. The width, if visible, is shown as a band. Middle
panel: Zoomed-in version of the left panel, with a three-body force tuned such that the tetramer
reproduces the shallowest 16O 0+ state with respect to the 4α breakup threshold. Right panel:
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at the physical α-α scattering length. This figure has first been published in [65]. © Società Italiana
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Further investigation is needed to definitively solve this. Calculating resonance states such as the
Hoyle state or the 8Be ground state might help in this endeavour.
5.6.3 Zero-Range Limit
Since fixing the range of the Gaussian potential, r0, such that the effective range is reproduced
leads to unsatisfactory results, the alternative way of eliminating r0 by letting it go to zero will be
explored in the following.
Dimer
Focussing on the two-body system first, Volosniev derived an identity for the relation between the
scattering length and the binding energy [66] in the zero-range limit (as an analogue to Eq. (2.26)):
2ηΓ
′(η)
Γ(η) − 2η ln(η) + 1 = −
1
κaC
, (5.21)
where η is the Sommerfeld parameter as defined in Eq. (2.17), but now for negative energy:
η = µc
~
Z1Z2
α
κ
, (5.22)
κ = ik is the wave number connected to the binding energy as in Eq. (2.6):
E = −~
2κ2
2µ , (5.23)
and Γ(η) is the gamma function. This relation (Eq. (5.21)) is shown in Fig. 5.9b), together with the
results for the Gaussian range r0 = 1 fm (cyan circles) and r0 = 0.0002 fm (dark-cyan triangles).
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Figure 5.9: Zero-range limit of the dimer binding wave number versus the inverse scattering length.
The universal limit is shown as a solid curve. The mass and charge are those of α particles. Panel
a): κ as function of the rescaled scattering length as discussed in the text. The results for finite
r0 are shown as points with values for r0 given in the legend. Panel b): The same as panel a),
without the rescaling, and with additional points for r0 = 0.0002 fm shown as dark-cyan triangles.
Panel c): The case without Coulomb as a comparison, while all other parameters are the same.
This figure was adapted from [66] (published under CC-BY 4.0 [143]) by adjusting notation and
adding points in panel b).
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Figure 5.10: The trimer energies in the 3α system for different values of the range of the Gaussian
potential r0. The curves are color-coded according to the size of r0. The inset shows the results
without rescaling of aC , the outer figure shows the same results with rescaled Coulomb-modified
scattering length. A three-body force was used to fit the trimer to the 12C ground state at the
α-α scattering length. The figure was first published in [66] under CC-BY 4.0 [143] with different
notation.
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As such it is essentially the same figure as the left panel of Fig. 5.6, with the mass and charge of
α particles instead of 16O and a proton. The universal curve lies on top of the points for small r0
(dark cyan triangles). For large r0, the binding energies do not match those of the universal curve
even very close to the unitary limit, where aC → ∞.
Introducing a length scale
D = 1
κη
= ~
αµcZ1Z2
, (5.24)
that characterises the Coulomb potential, Volosniev found that Eq. (5.21) led to
κ2 ≈ 6
DaC
+ 185a2C
(5.25)
in the limit of a strong Coulomb interaction (aC  D). Comparing this to the case for neutral
particles, for which the expression is
κ2 ∝ 1
a2C
, (5.26)
it is interesting to note that in the limit of a strong Coulomb force, κ2 has a different dependence
on aC for aC → ∞.
In order to incorporate finite-range corrections in Eq. (5.21), one can replace a−1C in this equation
by
1
aC
+ 12r
C
effκ
2, (5.27)
which corresponds to the next term in the Coulomb-modified effective range expansion (compare
Eq. (2.15)).
This yields [66]
2ηΓ
′(η)
Γ(η) − 2η ln(η) + 1 = −
1
κ
(
1
aC
+ r
C
effκ
2
2
)
. (5.28)
This will lead to a leading order expression for κ2 for aC  D that contains rCeff:
κ2 ≈ 6
aCD
1
1 − 3 r
C
eff
D
. (5.29)
This means that if one corrects aC by this additional factor
(1 − 3r
C
eff
D
), (5.30)
the results for different r0 should coincide for small κ. This is shown in Fig. 5.9a). It can be seen
that this is actually the case even for fairly large r0 that are comparable to the size of the system.
From this equation it is also very clear that rCeff contributes at leading order in this case, which
explains why r0 had to be fixed to reproduce rCeff in Section 5.6.1 and Section 5.6.2 in order to make
comparisons to experimental values.
Trimer
Moving on to the three-body system, Fig. 5.10 shows the convergence of the binding energy of the
trimer of three α-particles for r0 → 0, which coincides with rCeff → 0 as has been shown in the right
panel of Fig. 5.6 and in Fig. 5.7. The trimer has been fixed to the ground state of 12C at the α-α
scattering length aαα, which is very close to a−1C = 0, using a three-body force (Eq. (3.79)). This
leads to a different three-body potential strength W0 for each r0.
In the inset of Fig. 5.10 results for different r0 between 0.003 fm and 0.3 fm are shown. It is easy
to see that for r0 → 0 the curves converge. This converged curve is also shown in Fig. 5.12.
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Figure 5.11: Extrapolation of the tetramer results. Panel a) shows the extrapolation with fixed
scattering length for several different scattering lengths, corresponding to the vertical grid lines
in panel c), while panel b) shows the extrapolation with fixed binding energy for several different
binding energies corresponding to the horizontal grid lines in panel c). Panel c) shows the results
for the tetramer binding energy for different r0 with the three-body force fixed in the same way
as the corresponding trimer. It also shows the result of the extrapolation in black, alongside the
zero-range limit for the trimer (dashed red line) and for the dimer (dash-dotted blue line). This
figure was modified from the version published in the supplementary material of [66] under CC-BY
4.0 [143] by adjusting the notation.
Similarly to the rescaling of aC for the dimer, one can also rescale aC for the trimer and finds
coinciding curves for small energies. However, this has been done in Fig. 5.10 simply by extracting
a−C , the point where the trimer vanishes at the 3α breakup threshold, and dividing by a
−
C for each
curve. In future work, it would be interesting to find an expression like Eq. (5.30) for the rescaling
factor in the three-body sector.
In addition to that, the inset of Fig. 5.12 shows that instead of tuning the three-body force to a
specific value, as has been done here, one can also just scale the binding energy by a three-body
parameter κ3, while at the same time scaling aC appropriately, to obtain matching curves. This
means that the results shown here are not specific to the way the three-body force was tuned and
very similar results are expected when tuning the three-body force to a different trimer binding
energy.
Tetramer
In the four-body sector, an interesting question to answer is whether the tetramer binding energy
curve converges for rCeff → 0 if the same three-body force as for the trimer is used for each r0.
The curves for the smallest r0 accessible numerically (r0 = 0.0075 fm, 0.0150 fm, 0.0212 fm and
0.0374 fm) are shown in Fig. 5.11c). Since they are not quite converged in the accessible r0 range,
an extrapolation is needed to estimate the results in the zero-range limit.
To extrapolate, points read off from Fig. 5.11c) for several fixed aC (shown in Fig. 5.11a)) and
several fixed E (shown in Fig. 5.11b)) were fitted by
f(rCeff) = a1rCeff + c1(rCeff)2 + b1, (5.31)
with potentially different a1, c1, b1 for each set of points. This function was chosen because one
would expect an analytic function near rCeff = 0. This fit yields b1 with an associtated error e1 that
comes from the fitting procedure.
In order to obtain an error estimate, a second fit was done using one more term in the rCeff expansion:
f(reff) = a2rCeff + c2(rCeff)2 + d2(rCeff)3 + b2. (5.32)
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Figure 5.12: Zero range limit of the binding energies of the dimer (dotted blue line), trimer (solid
red line) and tetramer (green points with errorbars). The mass and charge of the bosons are given
by the α particle values. As for Fig. 5.10, a three-body force was used to fit the trimer to the
binding energy of 12C at 1/aC ≈ 0. The inset shows trimer results for the same r0 with different
three-body forces. The energy is rescaled such that both curves coincide for 1/aC = 0 and the
scattering length is rescaled such that both curves also coincide for E = 0. This figure was first
published in [66] under CC-BY 4.0 [143].
Since there are four parameters for four points now, this will yield b2 with the error e2 = 0.
The difference between b1 and b2 together with the error e1 can be used to make a conservative
error estimate.
As result of this extrapolation the average of b1 and b2 is plotted together with error bars that have
the lower end at mini(bi − ei) and the upper end at maxi(bi + ei). This is shown in Fig. 5.11c) and
Fig. 5.10.
The two extrapolation directions (for fixed aC and for fixed E) agree well.
Regarding the value for the 16O ground state binding energy that was obtained in this way in the
zero-range limit, which is approximately 30 MeV, it is noted that it is very overbound as the binding
energy of 16O relative to the 4α breakup threshold is ≈ 14 MeV[140]. However, the zero-range limit
is not expected to yield directly applicable results for charged particles. To make comparisons to
physical systems, one would have to find a way to incorporate finite-range corrections similar to
the two-body case, where the factor Eq. (5.30) was found.
58
6 Conclusions and Outlook
In this thesis I investigated two aspects of universality: The behaviour of trimer and tetramer
states close to the dimer plus atom (plus atom) threshold in mixtures of heavy and light bosons
and the influence of the Coulomb interaction on universal states. For both parts I used the GEM
with Gaussian potentials for almost all calculations.
In the first part (Chapter 4), I investigated the experimentally relevant mass ratios M/m = 7/6,
87/7, and 133/6, which correspond to mixtures of 7Li, 6Li, 87Rb and 133Cs. I found that the trimer
and tetramer vanish at almost the same point into the dimer + atom(s) threshold for all mass
ratios investigated. This was not known a priori. In fact, it was not anticipated that the states
vanish at the same point to such high accuracy.
This made the next part of that project, investigating the predictions about effective dimer-atom-
atom Efimov states near the dimer-atom-atom threshold by [35, 51], more difficult. I extracted
the difference between the points where the trimer and the tetramer vanish and interpreted them
with the help of H.-W. Hammer in the three-body picture of the effective Efimov states. Some
deviations from that picture where found, and it would be a worthwhile future project to calculate
for more mass ratios and maybe a different potential to shed more light on these deviations.
Finding a second effective Efimov state in the region near the threshold proved impossible due to
the high accuracy that would have had to be reached. It was even impossible to rule out the claim
by [35] that the scaling factor λ is only 23 and not ≈ 2000 as was predicted in [51]. The future
work outlined above might help to find a more favourable mass ratio where this would be possible.
In the second part (Chapter 5), I studied the interplay between the Coulomb interaction and the
universal states. First, I introduced and used natural units and found that for a weak (in terms
of the natural Coulomb scale) Coulomb potential strength the universal states are only subtly
affected. The scaling factor between consecutive states is changed the most, while other aspects
like the structure are relatively unaffected.
For stronger Coulomb force, more effects can be found. The excited trimer that was present in the
weak-Coulomb case vanishes slowly from the breakup threshold downwards. The excited tetramer
also vanishes in the same way. Looking at the structure of the trimers, the states become less dilute
and are bounded by the Coulomb barrier. The rms radius approaches the range of the short-range
potential r0, which means that the states cease to be universal.
The applications to physical systems were successful for 17F, but proved more challenging for 16O
and 12C. The highest excited state of 16O below the Nα threshold (16O (0+5 )) could not be described
within our framework, and further study is needed to find out why. A step in this direction would
be to investigate resonances, i.e. states above the Nα breakup threshold, of 12C and 16O. There,
the universal aspects might survive longer and work in this region could point to ways to improve
the description in order to describe 16O (0+5 ). It was however shown that finite-range corrections
are important and that therefore the effective range has to be fitted in addition to the scattering
length, even in leading order.
This finding was formalised by A. G. Volosniev and I used this to present my results in a new light.
Scaling the scattering length for the dimer using his correction factor, the results for different ranges
of the short-range potential r0 coincided and were shown to be universal near the threshold.
59
I also presented my results for the zero-range limit for the trimer and tetramer, where the latter
had to be extrapolated because of slow convergence. It was shown that the trimer, too, could be
brought to coincide for different r0 if the scattering length was scaled appropriately.
It would be interesting to further investigate this and study whether a similar rescaling is possible
for the tetramer.
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A Radial Equation for S-Waves
Starting from the well-known radial Schrödinger equation
(
− ~
2
2mr2
d
dr
(
r2
d
dr
)
+ ~
2l(l + 1)
2mr2 + V (r)
)
R(r) = ER(r) (A.1)
with R(r) the radial part of the wave function
ψ(r,Ω) = R(r)Ylm(Ω), (A.2)
we can define a new radial wave function
u(r) = rR(r). (A.3)
For l = 0 this yields the equation
− ~
2
2mr2
d
dr r
2d
dr
u(r)
r
+ V (r)u(r)
r
= Eu(r)
r
. (A.4)
Working out the derivative, this can be rewritten as
− ~
2
2mr
d2
dr2u(r) + V (r)
u(r)
r
= Eu(r)
r
. (A.5)
Multiplying by r then results in
− ~
2
2m
d2
dr2u(r) + V (r)u(r) = Eu(r), (A.6)
which is the Schrödinger equation in one dimension. If we are not interested in the actual wave-
functions, but just in the phase shift, we can use the one-dimensional Schrödinger equation for the
calculation. It is of course also possible to get back R(r) by using Eq. (A.3).
A.1 The Scattering Amplitude
To show the relationship of the phase shift defined through the scattering amplitude, like it is done
in [67], with the more intuitive definition of the s-wave phase shift presented in Section 2.1, one
has to calculate f(θ), the scattering amplitude. It is connected to the phase shifts through
f(θ) = 1
k
∑
l
(2l + 1)eiδl sin δlPl(cosθ), (A.7)
f(θ) =
∑
l
(2l + 1)flPl(cosθ), (A.8)
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where θ is the angle between the incoming and outgoing momenta and Pl(cosθ) are the Legendre
Polynomials. The partial-wave scattering amplitude fl is
fl =
eiδl sin δl
k
= 1
k cot δl − ik
. (A.9)
Here, the widely used definition that can be found in [67] is used.
The scattering amplitude describes the scattering of the outgoing wave. For an incident plane wave,
the total wave function is:
Φ(r) = eikz + f(θ)e
ikr
r
. (A.10)
To get an expression for the partial-wave scattering amplitude in terms of the wave function one has
to expand this expression on both sides in terms of partial waves using spherical Bessel functions
(jl(x)):
∑
l
(2l + 1)
(
iljl(kr) + fl
eikr
r
)
Pl(cos θ) =
∑
l
Al(2l + 1)
φl(r)
r
Pl(cos θ), (A.11)
with Al a prefactor. Because of the orthogonality of the Legendre polynomials, the equation has
to hold for each l separately. For l = 0, the equation becomes
j0(kr) + f0
eikr
r
= A0
φ0(r)
r
. (A.12)
For φ0(r) we take
φ0(r) = sin(kr + δ), (A.13)
which is a general solution of the outside part of Eq. (2.4) and corresponds to Eq. (2.5) via
sin(kr + δ) = cos δ sin(kr) + sin δ cos(kr) (A.14)
= cos δ(sin(kr) + tan δ cos(kr)). (A.15)
Eq. (A.12) then becomes
r
sin(kr)
kr
+ f0eikr = A0 sin(kr + δ). (A.16)
This can be rewritten as
1
2ik (e
ikr − e−ikr) + f0eikr =
A0
2i (e
ikreiδ − e−ikre−iδ). (A.17)
Comparing coefficients for eikr and e−ikr yields
1
2ik + f0 =
A0
2i e
iδ and (A.18)
− 12ik = −
A0
2i e
−iδ. (A.19)
A0 is then
A0 =
1
k
eiδ (A.20)
and f0 can be expressed as
f0 = −
1
2ik +
1
2ik e
2iδ = 12ik (e
2iδ − 1) = e
iδ
2ik (e
iδ − e−iδ), (A.21)
which corresponds exactly to the expression for f0 from Eq. (A.9) and thus,
δ = δ0, (A.22)
the s-wave scattering phase shift.
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B Scattering Length and Phase Shift
One intuitive way presented in [67] to see the connection between scattering length and phase shift
is considering that the solution for the outside wave function Eq. (2.5) can be rewritten as
cos δ(sin(kr) + tan δ cos(kr)) = cos δ sin(kr) + sin δ cos(kr) (B.1)
= sin(kr + δ) = φ(r). (B.2)
The phase shift the δ describes is the difference between the phase of the free solution sin(kr) and
the solution taking into account a non-zero short-range potential. Taking the low-energy limit, i.e.
k → 0, Eq. (2.4) for the outside wave function becomes
∂2ϕ(r)
∂r2
= 0, (B.3)
which can be solved by
ϕ(r) = N(r − a), (B.4)
where N is a normalisation coefficient and a will turn out to be the scattering length. Taking the
logarithmic derivative of φ(r), one finds
φ′(r)
φ(r) =
k cos(kr + δ)
sin(kr + δ) = k cot(kr + δ), (B.5)
while for ϕ(r) we get
ϕ′(r)
ϕ(r) =
N
N(r − a) . (B.6)
At r = 0 the last two equations, which should be the same in the limit k → 0, yield
lim
k→0
k cot δ = −1
a
, (B.7)
which corresponds to Eq. (2.1).
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C Contourplot
In order to visualise the structure of three-body states without noise that comes from different
spatial orientations of apart from this the same configurations, the following procedure is used.
We sample triplets of points (r1, r2, r3) in a box of size L, with the constraint that the center of
mass is at the origin of the box. This does not exclude any sampled configuration, because it can
just be shifted accordingly, and is the easiest way to handle this, because our wave function is also
in the center of mass frame.
To illustrate, we use some example triplets. As a first step, the determined points are rotated into
the xy-plane. Since there are only three points, this is always possible.
r1
r2
r3
r1
r2
r3
r1
r2
r3 r1
r2 r3
To determine the probability of the three particles being in that spatial configuration, we calculate
the square of the total wave function for these parameters.
P (r1, r2, r3) = Ψ(r1, r2, r3)2, (C.1)
where Ψ is defined in Eq. 3.29.
Now, to be able to discern an overall structure, it is important to sort the
configurations in some way. Otherwise the different spatial orientations
will wash out much of the structure.
Note that in the figure here the probabilities have not been taken into
account yet, but for example assuming that the black, orange and green
configurations were all equally probable being elongated triangles, and
the blue one was less probable, one could not discern that elongated
triangles were favoured from a plot aggregated from the orange, black
and green points without further processing.
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In the sorting scheme employed here, the principal axis with the smallest
moment of inertia is determined and the points are rotated about the
origin such that it lies on the y-axis.
In the figure the principal axis about which the points have to be ro-
tated to have the smallest moment of inertia are shown as lines in the
same colour as the points they belong to. The angles about which the
configurations are rotated are also shown where possible. The line for
the orange points already lies on the y-axis, so the orange points will
not be rotated.
δδ
As a result, a somewhat elongated shape already crystallises, but ag-
gregated into a plot at this stage, nothing could be said beyond that.
It should be noted that at this stage, even though there are only two
requirements (center of mass frame plus principal axis with smallest
moment of inertia on y-axis), we already achieved that there is only at
most one particle of each configuration in a given quadrant.
Now, what remains to be done is mirrorring the
points on the x- and y-axis to empty the left up-
per quadrant and to achieve a situation where
exactly one particle is in each of the other quad-
rants.
If the configuration already fulfills the condi-
tion, the mirrorring steps are skipped (for ex-
ample the blue points, and for the second step
the green points). 1
2
0
3
The last step is now to define a grid and place
the points into bins. When the bin the point
belongs in is identified, the probability that was
calculated in the beginning for the configuration
the point belongs to is added to this bin.
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Since the probability is added to three bins (one for each point that
belongs to the configuration), the sum over each quadrant should give
the same total probability. Normalising appropriately the sum for each
quadrant should be 1, corresponding to the one particle that can be
found in each quadrant.
The figure shows the simplistic case of each sampled configuration being
equally probable, leading to a distribution of equal probability P (black
squares) and one square shown in red that has a probability 2P .
To understand better what can and cannot be seen on this kind of plot,
it helps to visualise forbidden regions, where because of the constraints
that were introduced no particle can be located.
Using a larger sample size and plotting which bins received at least one
particle from any configuration, it is revealed that in addition to the
explicitly forbidden region in the left upper quadrant, there is a second
forbidden region which is formed by
yb >
√
3xb and yc < −
xc√
3
, (C.2)
where we named the particle in the left lower quadrant particle a with
coordinates xa, ya and the particles in the right upper and lower quad-
rants b and c, respectively.
An additional point that should be made is that around the edges of
such a plot, shapes arise that are due to sampling points coming from
within a box of a certain size L. The treatment described in this section
then leads to the aforementioned peculiar shapes.
This means that when using this kind of plot one should take care
that the areas of high probability are far away from the edges, such
that missing contributions from points outside the sampling box can be
ruled out.
One should also keep in mind that the hard edges in general result
from tipping points, where were a particle to cross over that edge, the
resulting configuration would be treated differently in the process.
An example would be if the particle in the lower left quadrant crosses
over continuously into the upper left quadrant. In that case, during
the step where the whole configuration is mirrored along the x-axis
depending on the presence of a particle in the upper left quadrant,
an additional flip would take place, if the particle is in the upper left
quadrant, placing the particle back in the lower left quadrant.
After considering the constraints the process poses on the resulting figure, it is now much more
clear what one would expect to see.
The general size of the state can easily be seen by looking at the regions of highest probability for
each particle, provided the size of the sampling box L is large enough.
In addition, if elongated triangles are preferred, then the regions of highest probability will appear
near the y-axis.
If an equilateral triangle is the configuration with the highest probability, then this will appear
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as prominent regions of high probability in the respective middle of the allowed region for each
particle.
In general, it is useful to remember that the process to produce these plots does not include anything
that distorts the configurations of particles; it only sorts them to make preferred shapes visible.
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