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Abstract
The goal of these lectures is to survey some of the recent progress on the description of large–scale
structure of random trees. We use the framework of Markov–Branching sequences of trees and discuss
several applications.
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1 Introduction
The goal of these lectures is to survey some of the recent progress on the description of large–scale
structure of random trees. Describing the structure of large (random) trees, and more generally large
graphs, is an important goal of modern probabilities and combinatorics. Beyond the purely probabilistic
or combinatorial aspects, motivations come from the study of models from biology, theoretical computer
science or mathematical physics.
The question we will typically be interested in is the following. For (Tn, n ≥ 1) a sequence of random
trees, where, for each n, Tn is a tree of size n (the size of a tree may be its number of vertices or its
number of leaves, for example): does there exist a deterministic sequence (an, n ≥ 1) and a continuous
random tree T such that
Tn
an
−→
n→∞ T ?
To make sense of this question, we will view Tn as a metric space by “replacing” its edges with segments
of length 1, and then use the notion of Gromov–Hausdorff distance to compare compact metric spaces.
When such a convergence holds, the continuous limit highlights some properties of the discrete objects
that approximate it, and vice–versa.
As a first example, consider Tn a tree picked uniformly at random in the set of trees with n vertices
labelled by {1, . . . , n}. The tree Tn has to be understood as a typical element of this set of trees. In this
case the answer to the previous question dates back to a series of works by Aldous in the beginning of the
90’s [8, 9, 10]: Aldous showed that
Tn
2
√
n
(d)−→
n→∞ TBr (1)
where the limiting tree is called the Brownian Continuum Random Tree (CRT), and can be constructed
from a standard Brownian excursion. This result has various interesting consequences, e.g. its gives the
asymptotics in distribution of the diameter, the height (if we consider rooted versions of the trees) and
several other statistics related to the tree Tn. Consequently it also gives the asymptotic proportion of
trees with n labelled vertices that have a diameter larger than x
√
n or/and a height larger than y
√
n,
etc. Some of these questions on statistics of uniform trees were already treated in previous works, the
strength of Aldous’ result is that it describes the asymptotic of the whole tree Tn.
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Aldous has actually established a version of the convergence (1) in a much broader context, that of
conditioned Galton–Watson trees with finite variance. In this situation, Tn is the genealogical tree of
a Galton–Watson process (with a given, fixed offspring distribution with mean one and finite variance)
conditioned on having a total number of vertices equal to n, n ≥ 1. Multiplied by 1/√n, this tree con-
verges in distribution to the Brownian CRT multiplied by a constant that only depends on the variance of
the offspring distribution. This should be compared with (and is related to) the convergence of rescaled
sums of i.i.d. random variables towards the normal distribution and its functional analog, the conver-
gence of rescaled random walks towards the Brownian motion. It turns out that the above sequence of
uniform labelled trees can be seen as a sequence of conditioned Galton–Watson trees (when the offspring
distribution is a Poisson distribution) and more generally that several sequences of combinatorial trees
reduce to conditioned Galton–Watson trees. In the early 2000s, Duquesne [44] extended Aldous’s result
to conditioned Galton–Watson trees with offspring distributions in the domain of attraction of a stable
law. We also refer to [46, 70] for related results. In most of these cases the scaling sequences (an) are
asymptotically much smaller, i.e. an 
√
n, and other continuous trees arise in the limit, the so–called
family of stable Le´vy trees. All these results on conditioned Galton–Watson trees are now well–established,
and have a lot of applications in the study of large random graphs (see e.g. Miermont’s book [76] for the
connections with random maps and Addario–Berry et al. [4] for connections with Erdo˝s–Re´nyi random
graphs in the critical window).
The classical proofs to establish the scaling limits of Galton–Watson trees rely on a careful study of their
so–called contour functions. It is indeed a common approach to encode trees into functions (similarly
to the encoding of the Brownian tree by the Brownian excursion), which are more familiar objects. It
turns out that for Galton–Watson trees, the contour functions are closely related to random walks, whose
scaling limits are well–known. Let us also mention that another common approach to study large random
combinatorial structures is to use technics of analytic combinatorics, see [54] for a complete overview of
the topic. None of these two methods will be used here.
In these lectures, we will focus on another point of view, that of sequences of random trees that satisfy
a certain Markov–Branching property, which appears naturally in a large set of models and includes
conditioned Galton–Watson trees. This property is a sort of discrete fragmentation property which roughly
says that in each tree of the sequence, the subtrees above a given height are independent with a law that
depends only on their total size. Under appropriate assumptions, we will see that Markov–Branching
sequences of trees, suitably rescaled, converge to a family of continuous fractal trees, called the self–similar
fragmentation trees. These continuous trees are related to the self–similar fragmentation processes studied
by Bertoin in the 2000s [14], which are models used to describe the evolution of objects that randomly split
as times passes. The main results on Markov–Branching trees presented here were developed in the paper
[59], which has its roots in the earlier paper [60]. Several applications have been developed in these two
papers, and in more recent works [15, 64, 90]: to Galton–Watson trees with arbitrary degree constraints,
to several combinatorial trees families, including the Po´lya trees (i.e. trees uniformly distributed in the
set of rooted, unlabelled, unordered trees with n vertices, n ≥ 1), to several examples of dynamical models
of tree growth and to sequence of cut–trees, which describe the genealogy of some deletion procedure of
edges in trees. The objective of these notes is to survey and gather these results, as well as further related
results.
In Section 2 below, we will start with a series of definitions related to discrete trees and then present several
classical examples of sequences of random trees. We will also introduce there the Markov–Branching
property. In Section 3 we set up the topological framework in which we will work, by introducing the
notions of real trees and Gromov–Hausdorff topology. We also recall there the classical results of Aldous
[9] and Duquesne [44] on large conditioned Galton–Watson trees. Section 4 is the core of these lectures.
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We present there the results on scaling limits of Markov–Branching trees, and give the main ideas of
the proofs. The key ingredient is the study of an integer–valued Markov chain describing the sizes of
the subtrees containing a typical leaf of the tree. Section 5 is devoted to the applications mentioned
above. Last, Section 6 concerns further perspectives and related models (multi–type trees, local limits,
applications to other random graphs).
All the sequences of trees we will encounter here have a power growth. There is however a large set of
random trees that naturally arise in applications that do not have such a behavior. In particular, many
models of trees arising in the analysis of algorithms have a logarithmic growth. See e.g. Drmota’s book
[42] for an overview of the most classical models. These examples do not fit into our framework.
Acknowledgements. I would like to thank the organizers of the XII Simposio de Probabilidad y Procesos
Estoca´sticos, held in Me´rida, as well as my collaborators on the topic of Markov–Branching trees, Gre´gory
Miermont, Jim Pitman, Robin Stephenson and Matthias Winkel.
2 Discrete trees, examples and motivations
2.1 Discrete trees
A discrete tree (or graph–theoretic tree) is a finite or countable graph (V,E) that is connected and has
no cycle. Here V denotes the set of vertices of the graph and E its set of edges. Note that two vertices
are then connected by exactly one path and that #V = #E + 1 when the tree is finite.
In the following, we will often denote a (discrete) tree by the letter t, and for t = (V,E) we will use the
slight abuse of notation v ∈ t to mean v ∈ V .
A tree t can be seen as a metric space, when endowed with the graph distance dgr: given two vertices
u, v ∈ t, dgr(u, v) is defined as the number of edges of the path from u to v.
A rooted tree (t, ρ) is an ordered pair where t is a tree and ρ ∈ t. The vertex ρ is then called the
root of t. This gives a genealogical structure to the tree. The root corresponds to the generation 0, its
neighbors can be interpreted as its children and form the generation 1, the children of its children form
the generation 2, etc. We will usually call the height of a vertex its generation, and denote it by ht(v)
(the height of a vertex is therefore its distance to the root). The height of the tree is then
ht(t) = sup
v∈t
ht(v)
and its diameter
diam(t) = sup
u,v∈t
dgr(u, v).
The degree of a vertex v ∈ t is the number of connected components obtained when removing v (in
other words, it is the number of neighbors of v). A vertex v different from the root and of degree 1 is
called a leaf. In a rooted tree, the out–degree of a vertex v is the number of children of v. A (full)
binary tree is a rooted tree where all vertices but the leaves have out–degree 2. A branch–point is a
vertex of degree at least 3.
In these lectures, we will mainly work with rooted trees. Moreover we will consider, unless specifically
mentioned, that two isomorphic trees are equal, or, when the trees are rooted, that two root–preserving
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isomorphic trees are equal. Such trees can be considered as unordered unlabelled trees, in opposition
to the following definitions.
Ordered or/and labelled trees. In the context of rooted trees, it may happen that one needs to order
the children of the root, and then, recursively, the children of each vertex in the tree. This gives an
ordered (or planar) tree. Formally, we generally see such a tree as a subset of the infinite Ulam–Harris
tree
U =
∞⋃
n=0
Nn
where N := {1, 2, . . .} and N0 = {∅}. The element ∅ is the root of the Ulam–Harris tree, and all other
u = u1u2 . . . un ∈ U\{∅} is connected to the root via the unique shortest path
∅→ u1 → u1u2 → . . .→ u1 . . . un.
The height (or generation) of such a sequence u is therefore its length, n. We then say that t ⊂ U is a
(finite or infinite) rooted ordered tree if:
• ∅ ∈ t
• if u = u1 . . . un ∈ t\{∅}, then u = u1 . . . un−1 ∈ t (the parent of an individual in t that is not the
root is also in t)
• if u = u1 . . . un ∈ t, there exists an integer cu(t) ≥ 0 such that the element u1 . . . unj ∈ t if and only
if 1 ≤ j ≤ cu(t).
The number cu(t) corresponds the number of children of u in t.
We will also sometimes consider labelled trees. In these cases, the vertices are labelled, typically by
{1, . . . , n} if there are n vertices (whereas in an unlabelled tree, the vertices but the root are indistin-
guishable). Partial labelling is also possible, e.g. by labelling only the leaves of the tree.
In the following we will always specified when a tree is ordered or/and labelled. When not
specified, it is implicitly unlabelled, unordered.
Counting trees. It is sometimes possible, but not always, to have explicit formulæ for the number of
trees of a specific structure. For example, it is known that the number of trees with n labelled vertices is
nn−2 (Cayley formula),
and consequently, the number of rooted trees with n labelled vertices is
nn−1.
The number of rooted ordered binary trees with n+ 1 leaves is
1
n+ 1
(
2n
n
)
(this number is called the nth Catalan number) and the number of rooted ordered with with n vertices is
1
n
(
2n− 2
n− 1
)
.
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On the other hand, there is no explicit formula for the number of rooted (unlabelled, unordered) trees.
Otter [80] shows that this number is asymptotically proportional to
cκnn−3/2
where c ∼ 0.4399 and κ ∼ 2.9557. This should be compared to the asymptotic expansion of the nth
Catalan number, which is proportional (by Stirling’s formula) to pi−1/24nn−3/2.
We refer to the book of Drmota [42] for more details and technics, essentially based on generating functions.
2.2 First examples
We now present a first series of classical families of random trees. Our goal will be to describe their scaling
limits when the sizes of the trees grow, as discussed in the Introduction. This will be done in Section 5.
Most of these families (but not all) share a common property, the Markov–Branching property that will
be introduced in the next section.
Combinatorial trees. Let Tn denote a finite set of trees with n vertices, all sharing some structural
properties. E.g. Tn may be the set of all rooted trees with n vertices, or the set of all rooted ordered trees
with n vertices, or the set of all binary trees with n vertices, etc. We are interested in the asymptotic
behavior of a “typical element” of Tn as n → ∞. That is, we pick a tree uniformly at random in Tn,
denote it by Tn and study its scaling limit. The global behavior of Tn as n→∞ will represent some of the
features shared by most of the trees. For example, if the probability that the height of Tn is larger than
n
1
2 +ε tends to 0 as n → ∞, this means that the proportion of trees in the set that have a height larger
than n
1
2 +ε is asymptotically negligeable, etc. We will more specifically be interested in the following cases:
• Tn is a uniform rooted tree with n vertices
• Tn is a uniform rooted ordered tree with n vertices
• Tn is a uniform tree with n labelled vertices
• Tn is a uniform rooted ordered binary tree with n vertices (n odd)
• Tn is a uniform rooted binary tree with n vertices (n odd),
etc. Many variations are of course possible, in particular one may consider trees picked uniformly amongst
sets of trees with a given structure and n leaves, or more general degree constraints. Some of these uniform
trees will appear again in the next example.
Galton–Watson trees. Galton–Watson trees are random trees describing the genealogical structure of
Galton–Watson processes. These are simple mathematical models for the evolution of a population that
continue to play un important role in probability theory and in applications. Let η be a probability on
Z+ – η is called the offspring distribution – and let m :=
∑
i≥1 iη(i) ∈ [0,∞] denote its mean. Informally,
in a Galton–Watson tree with offspring distribution η, each vertex has a random number of children
distributed according to η, independently. We will always assume that η(1) < 1 in order to avoid the
trivial case where each individual has a unique child. Formally, a η–Galton–Watson tree T η is usually
seen as an ordered rooted tree and defined as follows (recall the Ulam–Harris notation U):
• c∅(T η) is distributed according to η
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• conditionally on c∅(T η) = p, the p ordered subtrees τi = {u ∈ U : iu ∈ T η} descending from
i = 1, . . . , p are independent and distributed as T η.
From this construction, one sees that the distribution of T η is given by:
P (T η = t) =
∏
v∈t
ηcv(t) (2)
for all rooted ordered tree t. This definition of Galton–Watson trees as ordered trees is the simplest, avoid-
ing any symmetry problems. However in the following we will mainly see these trees up to isomorphism,
which roughly means that we can “forget the order”.
Clearly, if we call Zk the number of individuals at height k, then (Zk, k ≥ 1) is a Galton–Watson process
starting from Z0 = 1. It is well-known that the extinction time of this process,
inf{k ≥ 0 : Zk = 0}
if finite with probability 1 when m ≤ 1 and with a probability ∈ [0, 1) when m > 1. The offspring
distribution η and the tree T η are said to be subcritical when m < 1, critical when m = 1 and supercritical
when m > 1. From now on, we assume that
m = 1
and for integers n such that P(#T η = n) > 0, we let T η,vn denote a non–ordered version of the Galton–
Watson tree T η conditioned to have n vertices. Sometimes, we will need to keep the order and we will let
T η,v,ordn denote this ordered conditioned version. We point out that in most cases, but not all, a subcritical
or a supercritical Galton–Watson tree conditioned to have n vertices is distributed as a critical Galton–
Watson tree conditioned to have n vertices with a different offspring distribution. So the assumption
m = 1 is not too restrictive. We refer to [66] for details on that point.
It turns out that conditioned Galton–Watson trees are closely related to combinatorial trees. Indeed, one
can easily check with (2) that:
• if η ∼ Geo(1/2), T η,v,ordn is uniform amongst the set of rooted ordered trees with n vertices
• if η ∼ Poisson(1), T η,vn is uniform amongst the set of rooted trees with n labelled vertices
• if η ∼ 12 (δ0 + δ2), T η,v,ordn is uniform amongst the set of rooted ordered binary trees with n vertices.
We refer e.g. to Aldous [9] for additional examples.
Hence, studying the large–scale structure of conditioned Galton–Watson trees will also lead to results in
the context of combinatorial trees. As mentioned in the Introduction, the scaling limits of large conditioned
Galton–Watson trees are now well–known. Their study has been initiated by Aldous [8, 9, 10] and then
expanded by Duquesne [44]. This will be reviewed in Section 3. However, there are some sequences of
combinatorial trees that cannot be reinterpreted as Galton–Watson trees, starting with the example of
the uniform rooted tree with n vertices or the uniform rooted binary tree with n vertices. Studying the
scaling limits of these tree remained open for a while, because of the absence of symmetry properties.
There scaling limits are presented in Section 5.2.
In another direction, one may also wonder what happens when considering versions of Galton–Watson
trees conditioned to have n leaves, instead of n vertices, or more general degree constraints. This is
discussed in Section 5.1.2.
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Dynamical models of tree growth. We now turn to several sequences of finite rooted random trees
that are built recursively by adding at each step new edges on the pre–existing tree. We start with a
well–known algorithm that Re´my [89] introduced to generate uniform binary trees with n leaves.
Re´my’s algorithm. The sequence (Tn(R), n ≥ 1) is constructed recursively as follows:
• Step 1: T1(R) is the tree with one edge and two vertices: one root, one leaf
• Step n: given Tn−1(R), choose uniformly at random one of its edges and graft on “its middle” one
new edge-leaf, that is split the selected edge into two so as to obtain two edges separated by a new
vertex, and then add a new edge-leaf to the new vertex. This gives Tn(R).
It turns out (see e.g. [73]) that the tree Tn(R), to which has been subtracted the edge between the root
and the first branch point, is distributed as a binary critical Galton–Watson tree conditioned to have
2n− 1 vertices, or equivalently n leaves (after forgetting the order in the GW–tree). As so, we deduce its
asymptotic behavior from that of Galton–Watson trees. However this model can be extended in several
directions, most of which are not related to Galton–Watson trees. We detail three of them.
Ford’s α-model [55]. Let α ∈ [0, 1]. We construct a sequence (Tn(α), n ≥ 1) by modifying Re´my’s
algorithm as follows:
• Step 1: T1(α) is the tree with one edge and two vertices: one root, one leaf
• Step n: given Tn−1(α), give a weight 1−α to each edge connected to a leaf, and α to all other edges
(the internal edges). The total weight is n − α. Now choose an edge at random with a probability
proportional to its weight and graft on “its middle” one new edge-leaf. This gives Tn(α).
Note that when α = 1/2 the weights are the same on all edges and we recover Re´my’s algorithm. When
α = 0, the new edge is always grafted uniformly on an edge–leaf, which gives a tree Tn(0) known as the
Yule tree with n leaves. When α = 1, we obtain a deterministic tree called the comb tree. This family
of trees indexed by α ∈ [0, 1] was introduced by Ford [55] in order to interpolate between the Yule, the
uniform and the comb models. His goal was to propose new models for phylogenetic trees.
k–ary growing trees [64]. This is another extension of Re´my’s algorithm, where now several edges are
added at each step. Consider an integer k ≥ 2. The sequence (Tn(k), n ≥ 1) is constructed recursively as
follows:
• Step 1: T1(k) is the tree with one edge and two vertices: one root, one leaf
• Step n: given Tn−1(k), choose uniformly at random one of its edges and graft on “its middle” k − 1
new edges–leaf. This gives Tn(k).
When k = 2, we recover Re´my’s algorithm. For larger k, there is no connection with Galton–Watson
trees.
Marginals of stable trees – Marchal’s algorithm. In [74], Marchal considered the following algo-
rithm, that attributes weights also to the vertices. Fix a parameter β ∈ (1, 2] and construct the sequence
(Tn(β), n ≥ 1) as follows:
• Step 1: T1(β) is the tree with one edge and two vertices: one root, one leaf
• Step n: given Tn−1(β), attribute the weight
◦ β − 1 on each edge
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◦ d− 1− β on each vertex of degree d ≥ 3.
The total weight is nβ−1. Then select at random an edge or vertex with a probability proportional
to its weight and graft on it a new edge-leaf. This gives Tn(β).
The reason why Marchal introduced this algorithm is that Tn(β) is actually distributed as the shape of a
tree with edge–lengths that is obtained by sampling n leaves at random in the stable Le´vy tree with index
β. The class of stable Le´vy trees plays in important role in the theory of random trees. It is introduced
in Section 3.2 below.
Note that when β = 2, vertices of degree 3 are never selected (their weight is 0). So the trees Tn(β), n ≥ 1
are all binary, and we recover Re´my’s algorithm.
Of course, several other extensions of trees built by adding edges recursively may be considered, some of
which are mentioned in Section 5.3.3 and Section 6.1.
Remark. In these dynamical models of tree growth, we build on a same probability space the sequence
of trees, contrary to the examples of Galton–Watson trees or combinatorial trees that give sequences of
distributions of trees. In this situation, one may expect to have more than a convergence in distribution
for the rescaled sequences of trees. We will see in Section 5.3 that it is indeed the case.
2.3 The Markov–Branching property
Markov–Branching trees were introduced by Aldous [11] as a class of random binary trees for phylogenetic
models and later extended to non–binary cases in Broutin & al. [26], and Haas & al. [60]. It turns out that
many natural models of sequence of trees satisfy the Markov–Branching property (MB–property
for short), starting with the example of conditioned Galton–Watson trees and most of the examples of
the previous section.
Consider (
Tn, n ≥ 1
)
a sequence of trees where Tn is a rooted (unordered, unlabelled) tree with n leaves. The MB–property is
a property of the sequence of distributions of Tn, n ≥ 1. Informally, the MB–property says that for each
tree Tn, given that
“the root of Tn splits in p subtrees with respectively λ1 ≥ . . . ≥ λp leaves”,
then Tn is distributed as the tree obtained by gluing on a common root p independent trees with respective
distributions those of Tλ1 , . . . , Tλp . The way the leaves are distributed in the sub–trees above the root, in
each Tn, for n ≥ 1, will then allow to fully describe the distributions of the Tn, n ≥ 1.
We now explain rigorously how to build such sequences of trees. We start with a sequence of probabilities
(qn, n ≥ 1), where for each n, qn is a probability on the set of partitions of the integer n. If n ≥ 2, this
set is defined by
Pn :=
{
λ = (λ1, . . . , λp), λi ∈ N, λ1 ≥ . . . ≥ λp ≥ 1 :
p∑
i=1
λi = n
}
,
whereas if n = 1, P1 := {(1), ∅} (we need to have a cemetery point). For a partition λ ∈ Pn, we denote
by p(λ) its length, i.e. the number of terms in the sequence λ. The probability qn will determine how
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the n leaves of Tn are distributed into the subtrees above its root. We call such a probability a splitting
distribution. In order that effective splittings occur, we will always assume that
qn((n)) < 1, ∀n ≥ 1.
We need to define a notion of gluing of trees. Consider t1, . . . , tp, p discrete rooted (unordered) trees.
Informally, we want to glue them on a same common root in order to form a tree 〈t1, . . . , tp〉 whose root
splits into the p subtrees t1, . . . , tp. Formally, this can e.g. be done as follows. Consider first ordered
versions of the trees tord1 , . . . , t
ord
p seen as subsets of the Ulam–Harris tree U and then define a new ordered
tree by
〈tord1 , . . . , tordp 〉 := {∅} ∪pi=1 itordi .
The tree 〈t1, . . . , tp〉 is then defined as the unordered version of 〈tord1 , . . . , tordp 〉.
Definition 2.1. For each n ≥ 1, let qn be a probability on Pn such that qn((n)) < 1. From the sequence
(qn, n ≥ 1) we construct recursively a sequence of distributions (Lqn) such that for all n ≥ 1, Lqn is carried
by the set of rooted trees with n leaves, as follows:
• Lq1 is the distribution of a line–tree with G+ 1 vertices and G edges where G is a geometric distri-
bution:
P(G = k) = q1(∅)(1− q1(∅))k, k ≥ 0,
• for n ≥ 2, Lqn is the distribution of
〈T1, . . . , Tp(Λ)〉
where Λ is a partition of n distributed according to qn, and given Λ, T1, . . . , Tp(Λ) are independent
trees with respective distributions LqΛ1 , . . . , L
q
Λp(Λ)
.
A sequence (Tn, n ≥ 1) of random rooted trees such that Tn ∼ Lqn for each n ∈ N is called a MB–sequence
of trees indexed by the leaves, with splitting distributions (qn, n ≥ 1).
This construction may be re–interpreted as follows: we start from a collection of n indistinguishable
balls, and with probability qn(λ1, . . . , λp), split the collection into p sub–collections with λ1, . . . , λp balls.
Note that there is a chance qn((n)) < 1 that the collection remains unchanged during this step of the
procedure. Then, re-iterate the splitting operation independently for each sub-collection using this time
the probability distributions qλ1 , . . . , qλp . If a sub-collection consists of a single ball, it can remain single
with probability q1((1)) or get wiped out with probability q1(∅). We continue the procedure until all the
balls are wiped out. The tree Tn is then the genealogical tree associated with this process: it is rooted
at the initial collection of n balls and its n leaves correspond to the n isolated balls just before they are
wiped out, See Figure 1 for an illustration.
We can define similarly MB–sequences of (distributions) of trees indexed by their number of vertices.
Consider here a sequence (pn, n ≥ 1) such that pn is a probability on Pn with no restriction but
p1((1)) = 1.
Mimicking the previous balls in urns construction and starting from a collection of n indistinguishable
balls, we first remove a ball, split the n − 1 remaining balls in sub-collections with λ1, . . . , λp balls
with probability pn−1((λ1, . . . , λp)), and iterate independently on sub-collections until no ball remains.
Formally, this gives:
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Figure 1: A sample tree T11. The first splitting arises with probability q11(4, 4, 3).
Definition 2.2. For each n ≥ 1, let pn be a probability on Pn, such that p1((1)) = 1. From the sequence
(pn, n ≥ 1) we construct recursively a sequence of distributions (Vpn ) such that for all n ≥ 1, Vpn is carried
by the set of trees with n vertices, as follows:
• Vp1 is the deterministic distribution of the tree reduced to one vertex,
• for n ≥ 2, Vpn is the distribution of
〈T1, . . . , Tp(Λ)〉
where Λ is a partition of n − 1 distributed according to pn−1, and given Λ, T1, . . . , Tp(Λ) are inde-
pendent trees with respective distributions VpΛ1 , . . . ,V
p
Λp(Λ)
.
A sequence (Tn, n ≥ 1) of random rooted trees such that Tn ∼ Vpn for each n ∈ N is called a MB–sequence
of trees indexed by the vertices, with splitting distributions (pn, n ≥ 1).
More generally, the MB–property can be extended to sequences of trees (Tn, n ≥ 1) with arbitrary degree
constraints, i.e. such that for all n, Tn has n vertices in A, where A is a given subset of Z+. We will not
develop this here and refer the interested reader to [90] for more details.
Some examples. 1. A deterministic example. Consider the splitting distributions on Pn
qn(dn/2e, bn/2c) = 1, n ≥ 2,
as well as q1(∅) = 1. Let (Tn, n ≥ 1) the corresponding MB–sequence indexed by leaves. Then Tn is a
deterministic discrete binary tree, whose root splits in two subtrees with both n/2 leaves when n is even,
and respectively (n + 1)/2, (n − 1)/2 leaves when n is odd. Clearly, when n = 2k, the height of Tn is
exactly k, and more generally for large n, ht(Tn) ∼ ln(n)/ ln(2).
2. A basic example. For n ≥ 2, let qn be the probability on Pn defined by
qn((n)) = 1− 1
nα
and qn(dn/2e, bn/2c) = 1
nα
for some α > 0,
and let q1(∅) = 1. Let (Tn, n ≥ 1) be a MB–sequence indexed by leaves with splitting distributions (qn).
Then Tn is a discrete tree with vertices with degrees ∈ {1, 2, 3} where the distance between the root and
the first branch point (i.e. the first vertex of degree 3) is a Geometric distribution on Z+ with success
parameter n−α. The two subtrees above this branch point are independent subtrees, independent of the
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Geometric r.v. just mentioned, and whose respective distances between the root and first branch point
are Geometric distributions with respectively (dn/2e)−α and (bn/2c)−α parameters. Noticing the weak
convergence
Geo(n−α)
nα
(d)−→
n→∞ Exp(1)
one may expect that n−αTn has a limit in distribution. We will later see that it is indeed the case.
3. Conditioned Galton–Watson trees. Let T η,ln be a Galton–Watson tree with offspring distribution
η, conditioned on having n leaves, for integers n for which this is possible. The branching property is
then preserved by conditioning and the sequence (T η,ln , n : P(#leavesT η) > 0) is Markov–Branching, with
splitting distributions
qGW,ηn (λ) = η(p)×
p!∏p
i=1mi(λ)!
×
∏p
i=1 P(#leavesT η = λi)
P(#leavesT η = n)
for all λ ∈ Pn, n ≥ 2, where #leavesT η is the number of leaves of the unconditioned Galton–Watson tree
T η, and mi(λ) = #{1 ≤ j ≤ p : λj = i}. The probability qGW,η1 is given by qGW,η1 ((1)) = η(1).
Similarly, if T η,vn denotes a Galton–Watson tree with offspring distribution η, conditioned on having n
vertices, the sequence (T η,vn ,P(#verticesT η) > 0) is MB, with splitting distributions
pGW,ηn−1 (λ) = η(p)×
p!∏p
i=1mi(λ)!
×
∏p
i=1 P(#verticesT η = λi)
P(#verticesT η = n)
(3)
for all λ ∈ Pn−1, n ≥ 3 where #verticesT η is the number of leaves of the unconditioned GW–tree T η.
Details can be found in [59, Section 5].
4. Dynamical models of tree growth. Re´my’s, Ford’s, Marchal’s and the k–ary algorithms all lead
to MB–sequences of trees indexed by leaves. To be precise, we have to remove in each of these trees
the edge adjacent to the root to obtain MB–sequences of trees (the roots have all a unique child). The
MB–property can be proved by induction on n. By construction, the distribution of the leaves in the
subtrees above the root is closely connected to urns models. We have the following expressions for the
splitting distributions:
Ford’s α–model. For k ≥ n2 , n ≥ 2,
qFord,αn (k, n− k) =
(
1 + 1k 6=n2
) Γ(k − α)Γ(n− k − α)
Γ(n− α)Γ(1− α)
(
α
2
(
n
k
)
+ (1− 2α)
(
n− 2
k − 1
))
,
and q1(∅) = 1. See [55] for details. In particular, taking α = 1/2 one sees that
qRe´myn (k, n− k) =
1
4
(
1 + 1k 6=n2
) Γ(k − 1/2)Γ(n− k − 1/2)
Γ(n− 1/2)Γ(1− 1/2)
(
n
k
)
, k ≥ n
2
, n ≥ 2.
k-ary growing trees. Note that in these models, there are 1 + (k − 1)(n − 1) leaves in the tree Tn(k),
so that the indices do not exactly correspond to the definitions of the Markov–Branching properties seen
in the previous section. However, by relabelling, defining for m = 1 + (k − 1)(n − 1) the tree Tm(k) to
be the tree Tn(k) to which the edge adjacent to the root has been removed, we obtain a MB–sequence
(Tm(k),m ∈ (k−1)N+2−k). The splitting distributions are defined for m = 1+(k−1)(n−1), n ≥ 2 and
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λ = (λ1, . . . , λk) ∈ Pm such that λi = 1 + (k− 1)`i, for some `i ∈ Z+ for all i (note that
∑k
i=1 `i = n− 2)
by
qkm(λ) =
∑
n=(n1,...,nk)∈Nk:n↓=λ
qm(n)
where n↓ is the decreasing rearrangement of the elements of n and
qm(n) =
1
k(Γ( 1k ))
k−1
(
k∏
i=1
Γ( 1k + ni)
ni!
)
(n− 2)!
Γ( 1k + n− 1)
n1+1∑
j=1
n1!
(n1 − j + 1)!
(n− j − 1)!
(n− 2)!
 .
See [64, Section 3].
Marchal’s algorithm. For λ = (λ1, . . . , λp) ∈ Pn, n ≥ 2,
qMarchal,βn (λ) =
n!
λ1! . . . λp!m1(λ)! . . .mn(λ)!
β2−pΓ(2− β−1)Γ(p− β)
Γ(n− β−1)Γ(2− β)
p∏
i=1
Γ(λj − β−1)
Γ(1− β−1)
where mi(λ) = #{1 ≤ j ≤ p : λj = i}. This is a consequence of [46, Theorem 3.2.1] and [77, Lemma 5].
5. Cut–trees. Cut–tree of a uniform Cayley tree. Consider Cn a uniform Cayley tree of size n, i.e. a
tree picked uniformly at random amongst the set of rooted tree with n labelled vertices. This tree has the
following recursive property (see Pitman [86, Theorem 5]): removing an edge uniformly at random in Cn
gives two trees, which given their numbers of vertices, k, n−k say, are independent uniform Cayley trees of
respective sizes k, n−k. Now, consider the following deletion procedure: remove in Cn one edge uniformly
at random, then remove another edge in the remaining set of n− 2 edges uniformly at random and so on
until all edges have been removed. It was shown by Janson [65] and Panholzer [84] that the number of
steps needed to isolate the root divided by
√
n converges in distribution to a Rayleigh distribution (i.e.
with density x exp(−x2/2) on R+). Bertoin [15] was more generally interested in the number of steps
needed to isolate ` distinguished vertices, and in that aim he introduced the cut–tree T cutn of Cn. The
tree T cutn is the genealogical tree of the above deletion procedure, i.e. it describes the genealogy of the
connected components, see Figure 2 for an illustration and [15] for a precise construction of T cutn . Let us
just mention here that T cutn is a rooted binary tree with n leaves, and that Pitman’s recursive property
implies that (T cutn , n ≥ 1) is MB. The corresponding splitting probabilities are:
qCut,Cayleyn (k, n− k) =
(n− k)n−k−1
(n− k)!
kk−1
k!
(n− 2)!
nn−3
, n/2 < k ≤ n− 1,
the calculations are detailed in [15, 85].
Cut–tree of a uniform recursive tree. A recursive tree with n vertices is a tree with vertices labelled by
1, . . . , n, rooted at 1, such that the sequence of labels of vertices along any branch from the root to a
leaf is increasing. It turns out that the cut–tree of a uniform recursive tree is also MB and with splitting
probabilities
qCut,Recursiven (k, n− k) =
n
(n− 1)
(
1
k(k + 1)
+
1
(n− k)(n− k + 1)
)
n/2 < k ≤ n− 1,
see [16].
Remark. The first example is a simple example of models where macroscopic branchings are frequent,
unlike the second example where macroscopic branchings are rare (they occur with probability n−α → 0).
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Figure 2: On the left, a version of the tree C7, with edges labelled in order of deletion. On the
right the associated cut–tree T cut7 , whose vertices are the different connected components arising in
the deletion procedure.
By macroscopic branchings, we mean that the way that the n leaves (or vertices) are distributed above
the root gives at least two subtrees with a size proportional to n. Although it is not completely obvious
yet, nearly all other examples above have rare macroscopic branchings (in a sense that will be specified
later) and this is typically the context in which we will study the scaling limits of MB–trees. Typically
the tree Tn will then grow as a power of n. When macroscopic branchings are frequent, there is no scaling
limit in general for the Gromov–Hausdorff topology, a topology introduced in the next section. However
it is known that the height of the tree Tn is then often of order c ln(n). This case has been studied in [26].
3 The example of Galton–Watson trees and topological frame-
work
We start with an informal version of the prototype result of Aldous on the description of the scaling
limits of conditioned Galton–Watson trees. Let η be a critical offspring distribution with finite variance
σ2 ∈ (0,∞), and let T η,vn denote a Galton–Watson tree with offspring distribution η, conditioned to have
n vertices (in the following it is implicit that we only consider integers n such that this conditioning is
possible). Aldous [10] showed that
σ
2
× T
η,v
n√
n
(d)−→
n→∞ TBr (4)
where the continuous tree TBr arising in the limit is the Brownian Continuum Random Tree, sometimes
simply called the Brownian tree. Note that the limit only depends on η via its variance σ2.
This result by Aldous was a breakthrough in the study of large random trees, since it was the first to
describe the behavior of the tree as a whole. We will discuss this in more details in Section 3.2. Let us
first introduce the topological framework in order to make sense of this convergence.
3.1 Real Trees and the Gromov–Hausdorff topology
Since the pioneering works of Evans, Pitman and Winter [51] in 2003 and Duquesne and Le Gall [47] in
2005, the theory of real trees (or R-trees) has been intensively used in probability. These trees are metric
spaces having a “tree property” (roughly, this means that for each pair of points x, y in the metric space,
there is a unique path going from x to y – see below for a precise definition). This point of view allows
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behavior such as infinite total length of the tree, vertices with infinite degree, and density of the set of
leaves.
In these lectures, all the real trees we will deal with are compact metric spaces. For this reason, we restrict
ourselves to the theory of compact real trees. We now briefly recall background on real trees and the
Gromov–Hausdorff and Gromov–Hausdorff–Prokhorov distances, and refer to [52, 71] for more details on
this topic.
Real trees. A real tree is a metric space (T , d) such that, for any points x and y in T ,
• there is an isometry ϕx,y : [0, d(x, y)]→ T such that ϕx,y(0) = x and ϕx,y(d(x, y)) = y
• for every continuous, injective function c : [0, 1] → T with c(0) = x, c(1) = y, one has c([0, 1]) =
ϕx,y([0, d(x, y)]).
Note that a discrete tree may be seen as a real tree by “replacing” its edges by line segments. Unless
specified, it will be implicit in all these notes that these line segments are all of length 1.
We denote by [[x, y]] the line segment ϕx,y([0, d(x, y)]) between x and y. A rooted real tree is an ordered
pair ((T , d), ρ) such that (T , d) is a real tree and ρ ∈ T . This distinguished point ρ is called the root.
The height of a point x ∈ T is defined by
ht(x) = d(ρ, x)
and the height of the tree itself is the supremum of the heights of its points, while the diameter is the
supremum of the distance between two points:
ht(T ) = sup
x∈T
d(ρ, x) diam(T ) = sup
x,y∈T
d(x, y).
The degree of a point x is the number of connected components of T \{x}. We call leaves of T all the
points which have degree 1, excluding the root. Given two points x and y, we define x ∧ y as the unique
point of T such that [[ρ, x]] ∩ [[ρ, y]] = [[ρ, x ∧ y]]. It is called the branch point of x and y if its degree is
larger or equal to 3. For a > 0, we define the rescaled tree aT as (T , ad) (the metric d thus being implicit
and dropped from the notation).
As mentioned above, we will only consider compact real trees. We now want to measure how close two
such metric spaces are. We start by recalling the definition of Hausdorff distance between compact subsets
of a metric space.
Hausdorff distance. If A and B are two nonempty compact subsets of a metric space (E, d), the
Hausdorff distance between A and B is defined by
dE,H(A,B) = inf
{
ε > 0 ; A ⊂ Bε and B ⊂ Aε},
where Aε and Bε are the closed ε-enlargements of A and B, i.e. Aε = {x ∈ E : d(x,A) ≤ ε} and similarly
for Bε.
The Gromov–Hausdorff extends this concept to compact real trees (or more generally compact metric
spaces) that are not necessarily compact subsets of a single metric space, by considering embeddings in
common metric spaces.
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Gromov–Hausdorff distance. Given two compact rooted trees (T , d, ρ) and (T ′, d′, ρ′), let
dGH(T , T ′) = inf
{
max
(
dZ,H(φ(T ), φ′(T ′)), dZ(φ(ρ), φ′(ρ′))
)}
,
where the infimum is taken over all pairs of isometric embeddings φ and φ′ of T and T ′ in the same metric
space (Z, dZ), for all choices of metric spaces (Z, dZ).
We will also be concerned with measured trees, that are real trees equipped with a probability measure
on their Borel sigma–field. To this effect, recall first the definition of the Prokhorov distance between two
probability measures µ and µ′ on a metric space (E, d):
dE,P(µ, µ
′) = inf
{
ε > 0 ; ∀A ∈ B(E), µ(A) ≤ µ′(Aε) + ε and µ′(A) ≤ µ(Aε) + ε}.
This distance metrizes the weak convergence on the set of probability measures on (E, d).
Gromov–Hausdorff–Prokhorov distance. Given two measured compact rooted trees (T , d, ρ, µ) and
(T ′, d′, ρ′, µ′), we let
dGHP(T , T ′) = inf
{
max
(
dZ,H(φ(T ), φ′(T ′)), dZ(φ(ρ), φ′(ρ′)), dZ,P(φ∗µ, φ′∗µ′)
)}
,
where the infimum is taken on the same space as before and φ∗µ, φ′∗µ
′ are the push-forwards of µ, µ′ by
φ, φ′.
The Gromov–Hausdorff distance dGH indeed defined a distance on the set of compact rooted real trees
taken up to root–preserving isomorphisms. Similarly, The Gromov–Hausdorff–Prokhorov distance dGHP
is a distance on the set of compact measured rooted real trees taken up to root–preserving and measure–
preserving isomorphisms. Moreover these two metric spaces are Polish, see [51] and [3]. We will always
identify two (measured) rooted R-trees when their are isometric and still use the notation (T , d) (or T
when the metric is clear) to design their isometry class.
Statistics. It is easy to check that the function that associates to a compact rooted tree its diameter
is continuous (with respect to the GH–topology on the set of compact rooted real trees and the usual
topology on R). Similarly, the function that associates to a compact rooted tree its height is continuous.
The function that associates to a compact rooted measured tree the distribution of the height of a leaf
chosen according to the probability on the tree is continuous as well (with respect to the GHP–topology
on the set of compact rooted measured real trees and the weak topology on the set of probability measures
on R). Consequently, the existence of scaling limits with respect to the GHP–topology will directly imply
scaling limits for the height, the diameter and the height of a typical vertex of the trees.
3.2 Scaling limits of conditioned Galton–Watson trees
We can now turn to rigorous statements on the scaling limits of conditioned Galton–Watson trees. We re-
formulate the above result (4) by Aldous in the finite variance case and also present the result by Duquesne
[44] when the offspring distribution η is heavy tailed, in the domain of attraction of a stable distribution.
In the following, η always denotes a critical offspring distribution, T η,vn is a η-GW tree conditoned to have
n vertices, and µη,vn is the uniform probability on its vertices. The following convergences hold for the
Gromov–Hausdorff–Prokhorov topology.
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Theorem 3.1. (i) (Aldous [10]) Assume that η has a finite variance σ2. Then, there exists a random
compact real tree, called the Brownian tree and denoted TBr, endowed with a probability measure µBr
supported by its set of leaves, such that as n→∞(
σT η,vn
2
√
n
, µη,vn
)
(d)−→
GHP
(TBr, µBr) .
(ii) (Duquesne [44]) If ηk ∼ κk−1−α as k → ∞ for α ∈ (1, 2), then there exists a random compact real
tree Tα, called the stable Le´vy tree with index α, endowed with a probability measure µα supported
by its set of leaves, such that as n→∞(
T η,vn
n1−1/α
, µη,vn
)
(d)−→
GHP
((
α(α− 1)
κΓ(2− α)
)1/α
α1/α−1 · Tα, µα
)
.
The result by Duquesne actually extends to cases where the offspring distribution η is in the domain of
attraction of a stable distribution with index α ∈ (1, 2]. See [44] for details.
The Brownian tree was first introduced by Aldous in the early 90s in the series of papers [9, 8, 10]. This
tree can be constructed in several ways, the most common being the following. Let (e(t), t ∈ [0, 1]) be a
normalized Brownian excursion, which, formally, can be defined from a standard Brownian motion B by
letting
e(t) =
∣∣Bg+t(d−g)∣∣√
d− g , 0 ≤ t ≤ 1,
where g := sup{s ≤ 1 : Bs = 0} and d = inf{s ≥ 1 : Bs = 0} (note that d− g > 0 a.s. since B1 6= 0 a.s.).
Then consider for x, y ∈ [0, 1], x ≤ y, the non–negative quantity
de(x, y) = e(x) + e(y)− 2 inf
z∈[x,y]
{e(z)},
and then the equivalent relation x ∼e y ⇔ de(x, y) = 0. It turns out that the quotient space [0, 1]/ ∼e
endowed with the metric induced by de (which indeed gives a true metric) is a compact real tree. The
Brownian excursion e is called the contour function of this tree. Equipped with the measure µe, which
is the push–forward of the Lebesgue measure on [0, 1], this gives a version ([0, 1]/ ∼e, de, µe) of the
measured tree (TBr, µBr). To get a better intuition of what this means, as well as more details and other
constructions of the Brownian tree, we refer to the three papers by Aldous [9, 8, 10] and to the survey by
Le Gall [71].
In the early 2000s, the family of stable Le´vy trees (Tα, α ∈ (1, 2)] – where by convention T2 is
√
2 · TBr –
was introduced by Duquesne and Le Gall [46, 47] in the more general framework of Le´vy trees, building
on earlier work of Le Gall and Le Jan [72]. These trees can be constructed in a way similar as above
from continuous functions built from the stable Le´vy processes. This construction is complex and we will
not detail it here. Others constructions are possible, see e.g. [50, 56]. The stable trees are important
objects of the theory of random trees. They are intimately related to continuous state branching processes,
fragmentation and coalescence processes. They appear as scaling limits of various models of trees and
graphs, starting with the Galton–Watson examples above and some other examples discussed in Section
5. In particular, it is noted that it was only proved recently that Galton–Watson trees conditioned by
their number of leaves or more general arbitrary degree restrictions also converge in the scaling limit to
stable trees, see Section 5.1.2 and the references therein.
In the last few years, the geometric and fractal aspects of stable trees have been studied in great de-
tail: Hausdorff and packing dimensions and measures [47, 48, 45, 57]; spectral dimension [34]; spinal
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decompositions and invariance under uniform re-rooting [61, 49]; fragmentation into subtrees [77, 78];
and embeddings of stable trees into each other [36]. We simply point out here that the Brownian tree is
binary, in the sense that all its points have their degree in {1, 2, 3} almost surely, whereas the stable trees
Tα, α ∈ (1, 2) have only points with degree in {1, 2,∞} almost surely (every branch point has an infinite
number of children).
Applications to combinatorial trees. Using the connections between some families of combinatorial
trees and Galton–Watson trees mentioned in Section 2.1, we obtain the following scaling limits (in all
cases, µn denotes the uniform probability on the vertices of the tree Tn):
• If Tn is uniform amongst the set of rooted ordered trees with n vertices,(
Tn√
n
, µn
)
(d)−→
GHP
(TBr , µBr) .
• If Tn is uniform amongst the set of rooted trees with n labelled vertices,(
Tn√
n
, µn
)
(d)−→
GHP
(2TBr , µBr) .
• If Tn is uniform amongst the set of rooted binary ordered trees with n vertices,(
Tn√
n
, µn
)
(d)−→
GHP
(2TBr , µBr) .
As a consequence, this provides the behavior of several statistics of the trees, that first interested combi-
natorists.
We will not present the proofs of Aldous [10] and Duquesne [44] of their results, but will rather focus on
the fact that they may be recovered by using the MB–property. This is the goal of the next two sections,
where we will present in a general setting some results on the scaling limits for MB–sequences of trees.
As already mentioned, the main idea of the proofs of Aldous [10] and Duquesne [44] is rather based on
the study of the so–called contour functions of the trees. We refer to Aldous and Duquesne papers, as
well as Le Gall’s survey [71] for details. See also Duquesne and Le Gall [46] and Kortchemski [69, 70] for
further related results.
4 Scaling limits of Markov–Branching trees
Our goal is to set up an asymptotic criterion on the splitting probabilities (qn) of a MB–sequence of trees
so that this sequence, suitably normalized, converges to a non–trivial continuous limit. We follow here
the approach of the paper [59] that found its roots in the previous work [60] were similar results where
proved under stronger assumptions. A remark on these previous results is made at the end of this section.
The splitting probability qn corresponds to a“discrete” fragmentation of the integer n into smaller integers.
To set up the desired criterion, we first need to introduce a continuous counterpart for these partitions of
integers, namely
S↓ =
s = (s1, s2, . . .) : s1 ≥ s2 ≥ ... ≥ 0 and ∑
i≥1
si = 1

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which is endowed with the distance dS↓(s, s′) = supi≥1 |si − s′i|. Our main hypothesis on (qn) then reads:
Hypothesis (H): there exist γ > 0 and ν a non–trivial σ−finite measure on S↓ satisfying∫
S↓(1− s1)ν(ds) <∞ and ν(1, 0, . . .) = 0, such that
nγ
∑
λ∈Pn
qn (λ)
(
1− λ1
n
)
f
(λ1
n
, . . . ,
λp
n
, 0, . . .
)
−→
n→∞
∫
S↓
(1− s1)f(s)ν(ds).
for all continuous f : S↓ → R.
We will see in Section 5 that most of the examples of splitting probabilities introduced in Section 2.3
satisfy this hypothesis. As a first, easy, example, consider the “basic example” introduced there (Example
2): qn((n)) = 1− n−α and qn(dn/2e, bn/2c) = n−α, α > 0. Then, clearly, (H) is satisfied with
γ = α and ν(ds) = δ( 12 ,
1
2 ,0,...)
.
The interpretation of the hypothesis (H) is that macroscopic branchings are rare, in the sense that the
macroscopic splitting events n 7→ ns, s ∈ S↓ with s1 < 1 − ε occur with a probability asymptotically
proportional to n−γ1{s1<1−ε}ν(ds), for a.e. fixed ε ∈ (0, 1).
The main result on the scaling limits of MB–trees indexed by the leaves is the following.
Theorem 4.1 ([59]). Let (Tn, n ≥ 1) be a MB–sequence indexed by the leaves and assume that its splitting
probabilities satisfy (H). Then there exists a compact, measured real tree (Tγ,ν , µγ,ν) such that(
Tn
nγ
, µn
)
(d)−→
GHP
(Tγ,ν , µγ,ν),
where µn is the uniform probability on the leaves of Tn.
The goal of this section is to detail the main steps of the proof of this result and to discuss some properties
of the limiting measured tree, which belongs to the so–called family of self–similar fragmentation trees
(the distribution of such a tree is entirely characterized by the parameters γ and ν). In that aim we will
first study how the height of a leaf chosen uniformly at random in Tn grows (Section 4.1 and Section 4.2).
Then we will review some results on self–similar fragmentation trees (Section 4.3). Last we will explain
how one can use the scaling limit of the height of a leaf chosen at random to obtain, by induction, the
scaling limit of the subtree spanned by k leaves chosen independently, for all k, and then finish the proof
of Theorem 4.1 with a tightness criterion (Section 4.4).
There is a similar result for MB–sequences indexed by the vertices.
Theorem 4.2 ([59]). Let (Tn, n ≥ 1) be a MB–sequence indexed by the vertices and assume that its
splitting probabilities satisfy (H) for some 0 < γ < 1. Then there exists a compact, measured real tree
(Tγ,ν , µγ,ν) such that (
Tn
nγ
, µn
)
(d)−→
GHP
(Tγ,ν , µγ,ν),
where µn is the uniform probability on the vertices of Tn.
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Theorem 4.2 is actually a direct corollary of Theorem 4.1, for the following reason. Consider a MB–
sequence indexed by the vertices with splitting probabilities (pn) and for all n, branch on each internal
vertex of the tree Tn an edge with a leaf. This gives a tree Tn with n vertices. It is then obvious that
(Tn, n ≥ 1) is a MB–sequence indexed by the leaves, with splitting probabilities (qn) defined by
qn(λ1, . . . , λp, 1) = pn−1(λ1, . . . , λp), for all (λ1, . . . , λp) ∈ Pn−1
(and qn(λ) = 0 for all other λ ∈ Pn). It is moreover easy to see that (qn) satisfies (H) with parameters
(γ, ν), 0 < γ < 1, if and only if (pn) does. Hence Theorem 4.1 implies Theorem 4.2.
We will present in Section 5 several applications of these two theorems. Let us just consider here the
“basic example” of Section 2.3 (Example 2). We have already noticed that its splitting probabilities satisfy
Hypothesis (H), with parameters α and δ(1/2,1/2,...). Hence in this case, the corresponding sequence of
MB–trees Tn divided by n
α and endowed with the uniform probability measure on its leaves converges
for the GHP–topology towards a (α, δ(1/2,1/2,...))–self–similar fragmentation tree.
Remark. These two statements are also valid when replacing in (H) and in the theorems the power
sequence nγ by any regularly varying sequence with index γ > 0. We recall that a sequence (an) is said
to vary regularly with index γ > 0 if for all c > 0,
abcnc
an
−→
n→∞ c
γ .
We refer to [24] for backgrounds on that topic. For simplicity, in the following we will only works with
power sequences, but the reader should have in mind that everything holds similarly for regularly varying
sequences.
Convergence in probability. In [60], scaling limits are established for some MB–sequences that more-
over satisfy a property of sampling consistency, namely that for all n, Tn is distributed as the tree with n
leaves obtained by removing a leaf picked uniformly at random in Tn+1, as well as the adjacent edge. This
consistency property is demanding and the approach developed in [59] allows to do without it. However a
strengthened version of the consistency property has also a significant advantage, leading to convergence
in probability. Indeed, if the MB–sequence is strongly sampling consistent, which means that versions of
the trees can be built on a same probability space so that if T ◦n denotes the tree with n leaves obtained by
removing a leaf picked uniformly at in Tn+1, as well as the adjacent edge, then (Tn, Tn+1) is distributed as
(T ◦n , Tn+1), then one can establish under suitable conditions the convergence in probability of the rescaled
trees. See [60] for details.
4.1 A Markov chain in the Markov–Branching sequence of trees
Consider (Tn, n ≥ 1) a MB–sequence of trees indexed by the leaves, with splitting distribution (qn, n ≥ 1).
Before studying the scaling limit of the trees in their whole, we start by studying the scaling limit of a
typical leaf. I.e., in each Tn, we mark one of the n leaves uniformly at random and we want to determine
how the height of the marked leaf behaves as n → ∞. In that aim, let ?n denote this marked leaf and
?n(k) denote its ancestor at generation k, 0 ≤ k ≤ n (so that ?n(0) is the root of Tn and ?n(ht(?n)) = ?n).
Let also T ?n(k) be the subtree composed by the descendants of ?n(k) in Tn, formally,
T ?n(k) := {v ∈ Tn : ?n(k) ∈ [[ρ, v]]} , k ≤ ht(?)
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Figure 3: A Markov chain in the Markov–Branching trees: here, n = 9 and X9(0) = 9, X9(1) = 5,
X9(2) = 3, X9(3) = 2, X9(4) = 1 and X9(i) = 0, ∀i ≥ 5.
and T ?n(k) := ∅ if k > ht(?). We then set
Xn(k) := # {leaves of T ?n(k)} , ∀k ∈ Z+ (5)
with the convention that Xn(k) = 0 for k > ht(?).
Proposition 4.3. The process (Xn(k), k ≥ 0) is a Z+–valued non–increasing Markov chain starting from
Xn(0) = n, with transition probabilities
p(i, j) =
∑
λ∈Pi
qi(λ)mj(λ)
j
i
for all 1 ≤ j ≤ i, with i ≥ 1 (6)
and p(1, 0) = q1(∅) = 1− p(1, 1).
Proof. The Markov property is a direct consequence of the Markov branching property. Indeed, given
Xn(1) = i1, . . . , Xn(k − 1) = ik−1, the tree T ?n(k − 1) is distributed as Tik−1 if ik−1 ≥ 1 and is the
emptyset otherwise. In particular, when ik−1 = 0, the conditional distribution of Xn(k) is the Dirac
mass at 0. When ik−1 ≥ 1, we use the fact that ?n is in T ?n(k − 1), hence, still conditioning on the
same event, we have that ?n is uniformly distributed amongst the ik−1 leaves of Tik−1 . Otherwise said,
given Xn(1) = i1, . . . , Xn(k − 1) = ik−1 with ik−1 ≥ 1, (T ?n(k − 1), ?n) is distributed as (Tik−1 , ?ik−1) and
consequently Xn(k) is distributed as Xik−1(1). Hence the Markov property of the chain (Xn(k), k ≥ 0).
It remains to compute the transition probabilities:
p(n, k) = P(Xn(1) = k) =
∑
λ∈Pn
qn(λ)P (Xn(1) = k|Λn = λ)
where Λn denotes the partition of n corresponding to the distribution of the leaves in the subtrees of Tn
above the root. Since ?n is chosen uniformly amongst the set of leaves, we clearly have that
P (Xn(1) = k|Λn = λ) = k
n
×#{j : λj = k}, ∀k ≥ 1.
Hence studying the scaling limit of the height of the marked leaf in the tree Tn reduces to studying the
scaling limit of the absorption time An of the Markov chain (Xn(k), k ≥ 0) at 0:
An := inf
{
k ≥ 0 : Xn(k) = 0
}
(to be precise, this absorption time is equal to the height of the marked leaf +1). The study of the scaling
limit of ((Xn(k), k ≥ 1), An) as n → ∞ is the goal of the next section. Before getting in there, let us
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notice that the Hypothesis (H) on the splitting probabilities (qn, n ≥ 1) of (Tn, n ≥ 1), together with (6),
implies the following behavior of the transition probabilities (p(n, k), k ≤ n):
nγ
n∑
k=0
p(n, k)
(
1− k
n
)
g
(
k
n
)
−→
n→∞
∫
[0,1]
g(x)µ(dx) (7)
for all continuous functions g : [0, 1]→ R, where the measure µ in the limit is a finite, non–zero measure
on [0, 1] defined by ∫
[0,1]
g(x)µ(dx) =
∫
S↓
∑
i≥1
si(1− si)g(si)ν(ds). (8)
To see this, apply (H) to the continuous function defined by
f(s) =
∑
i≥1 si(1− si)g(si)
1− s1 for s 6= (1, 0, . . .)
and f(1, 0, . . .) = g(1) + g(0).
4.2 Scaling limits of non–increasing Markov chains
As discussed in the previous section, studying the height of a typical leaf in MB–trees amounts to studying
the absorption time at 0 of a Z+–valued non-increasing Markov chain. In this section, we study in a general
framework the scaling limits of Z+–valued non–increasing Markov chains, under appropriate assumptions
on the transition probabilities. At the end of the section we will see how this applies to the height of a
typical leaf in a MB–sequence. In the following,
(Xn(k), k ≥ 0)
denotes a non–increasing Z+–valued Markov chain starting from n (Xn(0) = n), with transition proba-
bilities (p(i, j), 0 ≤ j ≤ i) such that
Hypothesis (H′): ∃ γ > 0 and µ a non–trivial finite measure on [0, 1] such that
nγ
n∑
k=0
p(n, k)
(
1− k
n
)
f
(
k
n
)
−→
n→∞
∫
[0,1]
f(x)µ(dx)
for all continuous functions f : [0, 1]→ R.
This hypothesis implies that starting from n, macroscopic jumps (i.e. with size proportional to n) are
rare, since for a.e. 0 < ε ≤ 1, the probability to do a jump larger than εn is of order cεn−γ where
cε =
∫
[0,1−ε](1− x)−1µ(dx) (note that this may tend to ∞ when ε tends to 0).
Now, let
An := inf
{
k ≥ 0 : Xn(i) = Xn(k), ∀i ≥ k
}
be the first time at which the chain enters an absorption state (note that An < ∞ a.s. since the chain
is non-increasing and Z+–valued). In the next theorem, D([0,∞), [0,∞)) denotes the set of non–negative
ca`dla`g processes, endowed with the Skorokhod topology.
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Theorem 4.4 ([58]). Assume (H′).
(i) Then, in D([0,∞), [0,∞)),(
Xn (bnγtc)
n
, t ≥ 0
)
(d)−→
n→∞
(
exp(−ξτ(t)), t ≥ 0
)
,
where ξ is a subordinator, i.e. a non–decreasing Le´vy process, and τ the time–change (acceleration of
time)
τ(t) := inf
{
u ≥ 0 :
∫ u
0
exp(−γξr)dr ≥ t
}
, t ≥ 0.
The distribution of ξ is characterized by its Laplace transform E[exp(−λξt)] = exp(−tφ(λ)), with
φ(λ) = µ({0}) + µ({1})λ+
∫
(0,1)
(1− xλ)µ(dx)
1− x , λ ≥ 0.
(ii) Moreover, jointly with the above convergence,
An
nγ
(d)−→
n→∞
∫ ∞
0
exp(−γξr)dr = inf
{
t ≥ 0 : exp(−ξτ(t)) = 0
}
.
Comments. For background on Le´vy processes, we refer to [12]. Let us simply recall here that the law
of a subordinator is characterized by three parameters: a measure on (0,∞) that codes its jumps (which
here is the push–forward of µ(dx)(1 − x)1{x∈(0,1)} by the application x 7→ − ln(x)), a linear drift (here
µ({1})) and a killing rate at which the process jumps to +∞ (here µ({0})).
Main ideas of the proof of Theorem 4.4. (i) Let Yn(t) := n
−1Xn(bnγtc), for t ≥ 0, n ∈ N. First,
using Aldous’ tightness criterion [23, Theorem 16.10] and (H′), one can check that the sequence (Yn, n ≥ 1)
is tight. It is then sufficient to prove that every possible limit in distribution of subsequences of (Yn) are
distributed as exp(−ξτ ). Let Y ′ be such a limit and (nk, k ≥ 1) a sequence such that Ynk converges to Y ′
in distribution. In the limit, we actually prefer to deal with ξ than with ξτ , and for this reason we start
by changing time in Yn by setting
τYn(t) := inf
{
u ≥ 0 :
∫ u
0
Y −γn (r)dr > t
}
and Zn(t) := Yn (τYn(t)) , t ≥ 0.
One can then easily check that (Znk) converges in distribution to Z
′ where Z ′ = Y ′ ◦ τY ′ , with τY ′(t) :=
inf
{
u ≥ 0 : ∫ u
0
(Y ′(r))−γdr > t
}
. It is also easy to reverse the time–change and get that
Y ′(t) = Z ′
(
τ−1Y ′ (t)
)
= Z ′
(
inf
{
u ≥ 0 :
∫ u
0
Z ′γ(r)dr > t
})
, t ≥ 0.
With this last equality, we see that it just remains to prove that Z ′ is distributed as exp(−ξ). This can
be done in three steps:
(a) Observe the following (easy!) fact: if P is the transition function of a Markov chain M with
countable state space ⊂ R, then for any positive function f such that f−1({0}) is absorbing,
f(M(k))
k−1∏
i=0
f(M(i))
Pf(M(i))
, k ≥ 0
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is a martingale. As a consequence: for all λ ≥ 0 and n ≥ 1, if we let Gn(λ) := E
[
(Xn(1)/n)
λ
]
, then,
M
(λ)
n (t) := Z
λ
n(t)
bnγτYn (t)c−1∏
i=0
GXn(i)(λ)
−1 , t ≥ 0
is a martingale.
(b) Under (H′), 1−Gn(λ) ∼
n→∞ n
−γφ(λ). Together with the convergence in distribution of (Znk) to
Z ′ and the definition of M (λ)n , this leads to the convergence (this is the most technical part)
M (λ)nk
(d)−→
k→∞
(Z ′)λ exp(φ(λ)·),
and the martingale property passes to the limit.
(c) Hence (Z ′)λ exp(φ(λ)·) is a martingale for all λ ≥ 0. Using Laplace transforms, it is then easy to
see that this implies in turn that − lnZ ′ is a non–decreasing process with independent and stationary
increments (hence a subordinator), with Laplace exponent φ.
Hence Z ′
(d)
= exp(−ξ).
(ii) We do not detail this part and refer to [58, Section 4.3]. Let us simply point out that it is not a direct
consequence of the convergence of (Yn) to exp(−ξτ ) since convergence of functions in D([0,∞), [0,∞))
does not lead, in general, to the convergence of their absorption times (when they exist). 
This result leads to the following corollary.
Corollary 4.5. Let (Tn, n ≥ 1) be a MB-sequence indexed by the leaves, with splitting probabilities
satisfying (H) with parameters (γ, ν). For each n, let ?n be a leaf chosen uniformly amongst the n leaves
of Tn. Then,
ht(?n)
nγ
(d)−→
n→∞
∫ ∞
0
exp(−γξr)dr
where ξ is a subordinator with Laplace exponent φ(λ) =
∫
S↓
∑
i≥1
(
1− sλi
)
siν(ds), λ ≥ 0.
Proof. As seen at the end of the previous section, under (H) the transition probabilities of the Markov
chain (5) satisfy assumption (H′) with parameters γ and µ, with µ defined by (8). The conclusion follows
with Theorem 4.4 (ii).
Further reading. Apart from applications to Markov–Branching trees, Theorem 4.4 can be used to
describe the scaling limits of various stochastic processes, e.g. random walks with a barrier or the number of
collisions in Λ–coalescent processes, see [58]. Recently, Bertoin and Kortchemski [19] set up results similar
to Theorem 4.4 for non–monotone Markov chains and develop several applications, to random walks
conditioned to stay positive, to the number of particles in some coagulation–fragmentations processes,
to random planar maps (see [18] for this last point). Also in [62] (in preparation) similar convergences
for bivariate Markov chains towards time–changed Markov additive processes are studied. This will have
applications to dynamical models of tree growth in a broader context than the one presented in Section
5.3, and more generally to multi–type MB–trees.
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4.3 Self–similar fragmentation trees
Self–similar fragmentation trees are random compact measured real trees that describe the genealogical
structure of self–similar fragmentation processes with a negative index. It turns out that this set of
trees is closely related to the set of trees arising as scaling limits of MB–trees. We start by introducing
the self–similar fragmentation processes, following Bertoin [14], and then turn to the description of their
genealogical trees, which were first introduced in [57] and then in [92] in a broader context.
4.3.1 Self–similar fragmentation processes
Fragmentation processes are continuous–time processes that describe the evolution of an object that splits
repeatedly and randomly as time passes. In the models we are interested in, the fragments are charac-
terized by their mass alone, other characteristics, such as their shape, do not come into account. Many
researchers have been working on such models. From a historical perspective, it seems that Kolmogorov
[68] was the first in 1941. Since the early 2000s, there has been a full treatment of fragmentation processes
satisfying a self–similarity property. We refer to Bertoin’s book [14] for an overview of work in this area
and a deepening of the results presented here.
We will work on the space of masses
S↓− =
s = (s1, s2, . . .) : s1 ≥ s2 ≥ ... ≥ 0 and ∑
i≥1
si ≤ 1
,
which contains the set S↓, and which is equipped with the same metric dS↓ .
Definition 4.6. Let α ∈ R. An α−self–similar fragmentation process is a S↓−–valued Markov process
(F (t), t ≥ 0) which is continuous in probability and such that, for all t0 ≥ 0, given that F (t0) =
(s1, s2, . . .), the process (F (t0 + t), t ≥ 0) is distributed as the process G obtained by considering a se-
quence (F (i), i ≥ 1) of i.i.d. copies of F and then defining G(t) to be the decreasing rearrangement of the
sequences siF
(i)(sαi t), i ≥ 1, for all t ≥ 0.
In the following, we will always consider processes starting from a unique mass equal to 1, i.e. F (0) =
(1, 0, . . .). At time t, the sequence F (t) should be understood as the decreasing sequence of the masses of
fragments present at that time.
It turns out that such processes indeed exist and that their distributions are characterized by three
parameters: the index of self–similarity α ∈ R, an erosion coefficient c ≥ 0 that codes a continuous melt
of the fragment (when c = 0 there is no erosion) and a dislocation measure ν, which is a measure ν on
S↓− such that
∫
S↓−(1− s1)ν(ds) <∞. The role of the parameters α and ν can be specified as follows when
c = 0 and ν is finite: then, each fragment with mass m waits a random time with exponential distribution
with parameter ν(S↓−) and then splits in fragments with masses mS, where S is distributed according to
ν/ν(S↓−), independently of the splitting time. When ν is infinite, the fragments split immediately, see [14,
Chapter3] for further details.
The index α as an enormous influence on the behavior of the process: when α = 0, all fragments split at
the same rate, whereas when α > 0 fragments with small masses split slower and when α < 0 fragments
with small masses split faster. In this last case the fragments split so quickly that the whole initial object
is reduced to “dust” in a finite time, almost surely, i.e. inf{t ≥ 0 : F (t) = (0, . . .)} <∞ a.s.
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The tagged fragment process. We turn to a connection with the results seen in the previous section.
Pick a point uniformly at random in the initial object (this object can be seen as an interval of length
1, for example), independently of the evolution of the process and let F∗(t) be the mass of the fragment
containing this marked point at time t. The process F∗(t) is non–increasing and more precisely,
Theorem 4.7 (Bertoin [14], Theorem 3.2 & Corollary 3.1). The process F∗ can be written as
F∗(t) = exp(−ξτ(t)), ∀t ≥ 0,
where ξ is a subordinator with Laplace exponent
φ(λ) = c+
∫
S↓−
(
1−
∑
i≥1
si
)
ν(ds) + cλ+
∫
S↓−
∑
i≥1
(1− sλi )siν(ds), λ ≥ 0
and τ is a time–change depending on the parameter α, τ(t) = inf
{
u ≥ 0 : ∫ u
0
exp(αξt)dr > t
}
.
4.3.2 Self–similar fragmentation trees
It was shown in [57] that to every self–similar fragmentation process with a negative index α = −γ < 0, no
erosion (c = 0) and a dislocation measure ν satisfying ν(
∑
i≥1 si < 1) = 0 (we say that ν is conservative),
there is an associated compact rooted measured tree that describes its genealogy. We denote such a
tree by (Tγ,ν , µγ,ν) and precise that the measure µγ,ν is fully supported by the set of leaves of Tγ,ν and
non–atomic. In [92], Stephenson more generally constructed and studied compact rooted measured trees
that describe the genealogy of any self–similar fragmentation process with a negative index, however in
this survey, we restrict ourselves to the family of trees (Tγ,ν , µγ,ν), with γ > 0 and ν conservative.
The connection between a tree (Tγ,ν , µγ,ν) and the fragmentation process it is related to can be summarized
as follows: for all t ≥ 0, consider the connected components of {v ∈ Tγ,ν : ht(v) > t}, the set of points
in Tγ,ν that have a height strictly larger than t, and let F (t) denote the decreasing rearrangement of the
µγ,ν–masses of these components. Then F is a fragmentation process, with index of self–similarly −γ,
dislocation measure ν and no erosion. Besides, we note that Tγ,ν possesses a fractal property, in the sense
that if we fix a t ≥ 0 (deterministic) and consider a point x at height t, then any subtree of Tγ,ν descending
from this point x (i.e. any connected component of {v ∈ Tγ,ν : x ∈ [[ρ, v]]}), having, say, a µγ,ν–mass m,
is distributed as mγTγ,ν .
First examples. The Brownian tree and the α–stable trees that arise as scaling limits of Galton–Watson
trees all belong to the family of self–similar fragmentation trees. More precisely,
• Bertoin [13] notices that the Brownian tree (TBr, µBr) is a self–similar fragmentation tree and calculates
its characteristics: γ = 1/2 and νBr(s1 + s2 < 1) = 0 and
νBr(s1 ∈ dx) =
√
2√
pix3/2(1− x)3/2 , 1/2 < x < 1.
The fact that νBr(s1 + s2 < 1) = 0 corresponds to the fact the tree is binary: every branch point has two
descendants trees, and in the corresponding fragmentation, every splitting events give two fragments.
• Miermont [77] proves that each stable tree Tα is self–similar and calculates its characteristics when
α ∈ (1, 2): γ = 1− 1/α and ∫
S↓
f(s)να(ds) = CαE
[
T1f
(
Ξi
T1
, i ≥ 1
)]
,
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where
Cα =
α(α− 1)Γ(1− 1/α)
Γ(2− α)
and (Ξi, i ≥ 1) is the sequence of lengths, ranked in the decreasing order, of intervals between successive
atoms of a Poisson measure on R+ with intensity (αΓ(1− 1/α))−1dr/r1+1/α, and T1 =
∑
i Ξi.
Hausdorff dimension. We first quickly recall the definition of Hausdorff dimension, which is a quantity
that measures the “size” of metric spaces. We refer to the book of Falconer [53] for more details on that
topic and for an introduction to fractal geometry in general. For all r > 0, the r–dimensional Hausdorff
measure of a metric space (Z, dZ) is defined by
Mr(Z) := lim
ε→0
inf
{(Ci)i∈N:diamCi≤ε}
∑
i≥1
diam(Ci)
r : Z ⊂ ∪i≥1Ci
 .
where the infimum is taken over all coverings of Z by countable families of subsets Ci ⊂ Z, i ∈ N, all with
a diameter smaller than ε. The function r > 0 7→ Mr(Z) ∈ [0,∞] is finite, non–zero at most one point.
The Hausdorff dimension of Z is then given by
dimH(Z) = inf
{
r > 0 :Mr(Z) = 0} = sup{r > 0 :Mr(Z) =∞}.
The Hausdorff dimension of a fragmentation tree depends mainly on its index of self–similarity. Let
L(Tγ,ν) denote the set of leaves of Tγ,ν . Then we know that,
Theorem 4.8 ([57]). If
∫
S↓(s
−1
1 − 1)ν(ds) <∞, then almost surely
dimH(L (Tγ,ν)) = 1
γ
and dimH(Tγ,ν) = max
(
1
γ
, 1
)
.
In particular, the Hausdorff dimension of the Brownian tree is 2, and more generally the Hausdorff
dimension of the α-stable tree, α ∈ (1, 2), is α/(α − 1). This recovers a result of Duquesne and Le Gall
[47] proved in the framework of Le´vy trees (we note that the intersection between the set of Le´vy trees
and that of self–similar fragmentation trees is exactly the set of stable Le´vy trees).
Height of a typical leaf. The measured tree (Tγ,ν , µγ,ν) has been constructed in such a way that if we
pick a leaf L at random in Tγ,ν according to µγ,ν and we consider for each t ≥ 0 the µγ,ν-mass of the
connected component of
{
v ∈ Tγ,ν : ht(v) > t
}
that contains this marked leaf (with the convention that
this mass is 0 if ht(L) ≤ t), then we obtain a process which is distributed as the tagged fragment of the
corresponding fragmentation process, as defined in the previous section. In particular, the height of L is
distributed as the absorption time of the process exp(−ξτ ) introduced in Theorem 4.7, i.e.
ht(L)
(d)
=
∫ ∞
0
exp(−γξr)dr (9)
where ξ is a subordinator with Laplace exponent φ(λ) =
∫
S↓
∑
i≥1(1− sλi )siν(ds), λ ≥ 0. This is exactly
the distribution of the limit appearing in Corollary 4.5.
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4.4 Scaling limits of Markov–Branching trees
We can now explain the main steps of the proof of Theorem 4.1. In that aim, let (Tn, n ≥ 1) denote a
MB–sequence indexed by the leaves with splitting probabilities satisfying (H), with parameters (γ, ν) in
the limit. We actually only give here a hint of the proof of the convergence of the rescaled trees and refer
to [59, Section 4.4] to see how to incorporate the measures. The proof of the convergence of the rescaled
trees proceeds in three main steps:
First step: convergence of the height of a typical leaf. Keeping the notations previously introduced,
ht(?n) for the height of a typical leaf in Tn and ht(L) for the height of a typical leaf in a fragmentation
tree (Tγ,ν , µγ,ν), we get by (9) and Corollary 4.5 that
ht(?n)
nγ
(d)−→
n→∞ ht(L).
Second step: convergence of finite–dimensional marginals. For all integers k ≥ 2, let Tn(k) be
the subtree of Tn spanned by the root and k (different) leaves picked independently, uniformly at random.
Similarly, let Tγ,ν(k) be the subtree of Tγ,ν spanned by the root and k leaves picked independently at
random according to the measure µγ,ν . Then (under (H)),
Tn(k)
nγ
(d)−→
n→∞ Tγ,ν(k). (10)
This can be proved by induction on k. For k = 1, this is Step 1 above. For k ≥ 2, we use the induction
hypothesis and the MB–property. Here is the main idea. Consider the decomposition of Tn into subtrees
above its first branch point in Tn(k) and take only into account the subtrees having marked leaves. We
obtain m ≥ 2 subtrees with, say, n1, . . . , nm leaves respectively (
∑m
i=1 ni ≤ n), and each of these trees
have k1 ≥ 1, . . . km ≥ 1 marked leaves (
∑m
i=1 ki = k). Given m, n1, . . . , nm, k1, . . . km, the MB–property
ensures that the m subtrees are independent with respective distributions that of Tn1(k1), . . . , Tnm(km).
An application of the induction hypothesis to these subtrees leads to the expected result. We refer to [59,
Section 4.2] for details.
Third step: a tightness criterion. To get the convergence for the GH–topology, the previous result
must be completed with a tightness criterion. The idea is to use the following well–known result.
Theorem 4.9 ([23], Theorem 3.2). If Xn, X,Xn(k), X(k) are r.v. in a metric space (E, d) such that
Xn(k)
(d)−→
n→∞ X(k), ∀k and X(k)
(d)−→
k→∞
X and for all ε > 0,
lim
k→∞
lim sup
n→∞
P (d(Xn, Xn(k)) > ε) = 0 (11)
then Xn
(d)−→
n→∞ X.
In our context, the finite–dimensional convergence (10) has already been checked. Moreover, since µγ,ν is
fully supported on the set of leaves of Tγ,ν , we see by picking an infinite sequence of i.i.d. leaves according
to µγ,ν , that there exist versions of the Tγ,ν(k), k ≥ 1 that converge almost surely to Tγ,ν as k → ∞. It
remains to establish the tightness criterion (11) for Tn, Tn(k), with respect to the distance dGH. The main
tool is the following bounds:
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Proposition 4.10. Under (H), for all p > 0, there exists a finite constant Cp such that
P
(
ht(Tn)
nγ
≥ x
)
≤ Cp
xp
, ∀x > 0,∀n ≥ 1.
The proof holds by induction on n, using (H) and the MB–property. We refer to [59, Section 4.3] for
details and to see how, using again the MB–property, this helps to control the distance between Tn and
Tn(k), to get that for ε > 0:
lim
k→∞
lim sup
n→∞
P
(
dGH
(
Tn(k)
nγ
,
Tn
nγ
)
≥ ε
)
= 0
as required.
5 Applications
We now turn to the description of the scaling limits of various models of random trees that are closely
linked to the MB–property.
5.1 Galton–Watson trees
5.1.1 Galton–Watson trees with n vertices
A first application of Theorem 4.2 is that it permits to recover the classical results of Aldous and Duquesne
(grouped together in Theorem 3.1) on the scaling limits of Galton–Watson trees conditioned to have n
vertices. To see this, one just has to check the two following lemmas, for η a critical offspring distribution,
η(1) 6= 1, and (pGW,ηn ) the associated splitting distributions defined in (3).
Lemma 5.1. If η has a finite variance σ2, then (pGW,ηn ) satisfies (H) with
γ = 1/2 and ν =
σ
2
νBr.
Lemma 5.2. If η(k) ∼ κk−α−1 for some α ∈ (1, 2), then (pGW,ηn ) satisfies (H) with
γ = 1− 1/α and ν = (κΓ(2− α)α−1(α− 1)−1)1/α να.
The measures νBr and να are the dislocation measures of the Brownian and α–stable tree, respectively,
and are defined in Section 4.3.2. Together with the scaling limit results on MB–trees, this gives Theorem
3.1 (i) and (ii) respectively. The proofs of these lemmas are not completely obvious. We give here a rough
idea of the main steps of the proof of Lemma 5.1, and refer to [59, Section 5] for more details and for the
proof of Lemma 5.2.
Sketch of the main steps of the proof of Lemma 5.1. Recall that T η denotes a Galton–Watson
tree with offspring distribution η. To simplify, we assume that the support of η generates Z, so that
P(#verticesT η = n) > 0 for all n large enough. The Otter–Dwass formula (or cyclic lemma) [87, Chapter
6] then implies that
P(#verticesT η = n) = n−1P(Sn = −1)
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where Sn is a random walk with i.i.d. increments of law (η(i+ 1), i ≥ −1). Together with the local limit
Theorem, which ensures that P(Sn = −1) ∼
n→∞ (2piσ
2n)−1/2, this leads to
P(#verticesT η = n) ∼
n→∞ (2piσ
2)−1/2n−3/2.
(We note that this argument is also fundamental in the study of large Galton–Watson trees via their
contour functions). Then the idea is to use this approximation in the definition of pGW,ηn to show that
the two sums
√
n
∑
λ∈Pn
pGW,ηn (λ)
(
1− λ1
n
)
f
(
λ
n
)
and
σ√
2pi
1
n
n∑
λ1=dn/2e
f
(
λ1
n
,
n− λ1
n
, . . .
)(
λ1
n
)−3/2(
n− λ1
n
)−3/2
are asymptotically equivalent (this is the technical part), for all continuous functions f : S↓ → R. The con-
clusion follows, since the second sum is a Riemann sum that converges to
σ(
√
2pi)−1
∫ 1
1/2
f(x, 1− x, . . .)x−3/2(1− x)−3/2dx.
5.1.2 Galton–Watson trees with arbitrary degree constraints
One may then naturally wonder if Theorem 4.1 could also be used to get the scaling limits of Galton–
Watson trees conditioned to have n leaves. The answer is yes, and moreover this can be done in a larger
context, using a simple generalization of Theorem 4.1 and Theorem 4.2 to MB–trees with arbitrary degree
constraints. This generalization was done by Rizzolo [90] using an idea similar to the one presented below
Theorem 4.2 to get this theorem from Theorem 4.1. It is quite heavy to state neatly, so we let the reader
see the paper [90] and focus here on the applications developed in this paper to Galton–Watson trees.
The classical theorems of Aldous and Duquesne on conditioned Galton–Watson trees can be extended to
Galton–Watson trees conditioned to have a number of vertices with out–degree in a given set. To be more
precise, fix A ⊂ Z+ and consider an offspring distribution η with mean 1 and variance 0 < σ2 <∞. For
integers n for which such a conditioning is possible, let T η,An denote a version of a η−Galton–Watson tree
conditioned to have n vertices with out–degree in A. For example, if A = Z+, this is the model of the
previous section, whereas if A = {0}, T η,An is a η−Galton–Watson tree conditioned to have n leaves.
Theorem 5.3 (Kortchemski [69] and Rizzolo [90]). As n→∞,(
T η,An√
n
, µη,An
)
(d)−→
GHP
(
2
σ
√
η(A)
TBr, µBr
)
.
The proof of Rizzolo [90] relies on his theorem on scaling limits of MB–trees with arbitrary degree con-
straints. The most technical part is to evaluate the splitting probabilities, which is done by generalizing
the Otter–Dwass formula. The proof of Kortchemski [69] is more in the spirit of the proofs of Aldous and
Duquesne and consists in studying the contour functions of the conditioned trees. We note that [69] also
includes cases where η has an infinite variance, and is in the domain of attraction of a stable distribution
(the limit is then a multiple of a stable tree). It should be possible to recover this more general case via
the approach of Rizzolo.
An example of application to combinatorial trees indexed by the number of leaves. Let Tn
be a tree uniformly distributed amongst the set of rooted ordered trees with n leaves with no vertex with
out–degree 1. One checks, using (2), that Tn is distributed as a η–Galton–Watson tree conditioned to
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have n leaves, with η defined by η(i) = (1− 2−1/2)i−1, i ≥ 2, η(1) = 0 and η(0) = 2− 21/2. The variance
of η is 4(
√
2− 1), so that finally,(
Tn√
n
, µn
)
(d)−→
GHP
(
1
21/4(
√
2− 1)TBr, µBr
)
where µn is the uniform probability on the leaves of Tn.
5.2 Po´lya trees
The above results on conditioned Galton–Watson trees give the scaling limits of several sequences of
combinatorial trees, as already mentioned. There is however a significant case which does not fall within
the Galton–Watson framework, that of uniform Po´lya trees. By Po´lya trees we simply mean rooted
finite trees (non–ordered, non–labelled). They are named after Po´lya [88] who developed an analytical
treatment of this family of trees, based on generating functions. In this section, we let Tn(P) be uniformly
distributed amongst the set of Po´lya trees with n vertices.
These trees are more complicated to study than uniform rooted trees with labelled vertices, or uniform
rooted, ordered trees, because of their lack of symmetry. In this direction, Drmota and Gittenberger [43]
showed that the shape of Tn(P) is not a conditioned Galton–Watson tree. However Aldous [9] conjectured
in 1991 that the scaling limit of (Tn(P)) should nevertheless be the Brownian tree, up to a multiplicative
constant. Quite recently, several papers studied the scaling limits of Po´lya trees, with different points of
view. Using techniques of analytic combinatorics, Broutin and Flajolet [27] studied the scaling limit of
the height of a uniform binary Po´lya tree with n vertices, whereas Drmota and Gittenberger [43] studied
the profil of Tn(P) (the profile is the sequence of the sizes of each generation of the tree) and showed
that it converges after an appropriate rescaling to the local time of a Brownian excursion. Marckert
and Miermont [75] obtained a full scaling limit picture of uniform binary Po´lya trees: by appropriate
trimming procedures, they showed that rescaled by
√
n, they converge in distribution towards a multiple
of the Brownian tree.
More recently, with different methods, the following result was proved.
Theorem 5.4 (Haas–Miermont [59] and Panagiotou–Stufler [82]). As n→∞,(
Tn(P)√
n
, µn(P)
)
(d)−→
GHP
(
cPTBr, µBr
)
, cP ∼ 1.491
where µn(P) denotes the uniform probability on the vertices of Tn(P).
The proof of [59] uses connections with MB–trees, whereas that of [82] uses, still, connections with Galton–
Watson trees. Let us first quickly discuss the MB point of view. It is easy to check that the sequence
(Tn(P)) is not Markov–Branching (this is left as an exercise!), however it is not far from being so. It is
actually possible to couple this sequence with a Markov–Branching sequence (T ′n(P)) such that
E
[
dGHP(n
−εTn(P), n−εT ′n(P))
] −→
n→∞ 0, ∀ε > 0
and (Tn(P)) and (T
′
n(P)) have the same splitting probabilities (pn) (by splitting probabilities for trees
that are not MB, we mean the distribution of the sizes of the subtrees above the root). These splitting
probabilities are given here by
pn−1(λ) =
∏n−1
j=1 #Fj(mj(λ))
#Tn
, for λ ∈ Pn−1
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where mj(λ) = {i : λi = j}, #Tn is the number of rooted trees with n vertices and Fj(k) denotes the
set of multisets with k elements in Tj (with the convention Fj(0) := {∅}). It remains to check that these
splitting probabilities satisfy (H) with appropriate parameters and to do this, we use the result of Otter
[80]:
#Tn ∼
n→∞ c
κn
n3/2
, for some c > 0, κ > 1.
Very roughly, this allows to conclude that the two following sums
√
n
∑
λ∈Pn
pn(λ)
(
1− λ1
n
)
f
(
λ
n
)
and
c
n
n−1∑
λ1=d(n−1)/2e
f
(
λ1
n
,
n− λ1
n
, 0, . . .
)(
λ1
n
)−3/2(
n− λ1
n
)−3/2
are asymptotically equivalent, so that finally, using that the second sum is a Riemann sum, (H) holds with
parameters γ = 1/2 and ν = νBr/cP , with cP =
√
2/(c
√
pi). The method of [82] is different. It consists in
showing that asymptotically Tn(P) can be seen as a large finite–variance critical Galton–Watson tree of
random size concentrated around a constant times n on which small subtrees of size O(log(n)) are attached.
The conclusion then follows from the classical result by Aldous on scaling limits of Galton–Watson trees.
Both methods can be adapted to Po´lya trees with other degree constraints. In [59] uniform Po´lya trees
with n vertices having out–degree in {0,m} for some fixed integer m, or out–degree at most m, are
considered. More generally, in [82], uniform Po´lya trees with n vertices having out–degree in a fixed set
A (containing at least 0 and an integer larger than 2) are studied. In all cases, the trees rescaled by
√
n
converge in distribution towards a multiple of the Brownian tree.
Further result. To complete the picture on combinatorial trees asymptotics, we mention a recent result
by Stufler on unrooted trees, that was conjectured by Aldous, but remained open for a while.
Theorem 5.5 (Stufler [93]). Let T ∗n(P) be uniform amongst the set of unrooted trees with n vertices
(unordered, unlabelled). Then,
T ∗n(P)√
n
(d)−→
GH
cPTBr
(with the same cP as in Theorem 5.4).
The main idea to prove this scaling limit of unrooted uniform trees consists in using a decomposition due
to Bodirsky, Fusy, Kang and Vigerske [25] to approximate T ∗n(P) by uniform rooted Po´lya trees and then
use Theorem 5.4. This result more generally holds for unrooted trees with very general degree constraints.
5.3 Dynamical models of tree growth
As mentioned in Section 2.2, the prototype example of Re´my’s algorithm (Tn(R), n ≥ 1) is strongly
connected to Galton–Watson trees since the shape of Tn(R) (to which has been subtracted the edge
between the root and the first branch point) is distributed as the shape of a binary critical Galton–
Watson tree conditioned to have 2n− 1 vertices. This implies that(
Tn(R)√
n
, µn(R)
)
(d)−→
GHP
(
2
√
2TBr, µBr
)
.
Similar scaling limits results actually extends to most of the tree–growth models seen in Section 2.2. To see
this, it suffices to check that their splitting probabilities satisfy Hypothesis (H). Technically, this mainly
relies on Stirling’s formula and/or balls in urns schemes. Note however that the convergence in distribution
is not fully satisfactory in these cases, since the trees are recursively built on a same probability space,
and we may hope to have convergence in a stronger sense. We will see below that this is indeed the case.
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5.3.1 Ford’s alpha model
For Ford’s α-model, with α ∈ (0, 1), it is easy to check (see [60]) that the splitting probabilities qFord,αn sat-
isfy hypothesis (H) with γ = α and ν = νFord,α, where νFord,α is a binary measure on S↓
(νFord,α(s1 + s2 < 1) = 0) defined by
νFord,α(s1 ∈ dx) =
1{1/2≤x≤1}
Γ(1− α)
(
α(x(1− x))−α−1 + (2− 4α)(x(1− x))−α) dx.
This, together with Theorem 4.2 leads for α ∈ (0, 1) to the convergence:
Theorem 5.6 ([60] and [59]). For all α ∈ (0, 1),(
Tn(α)
nα
, µn(α)
)
(d)−→
GHP
(Tα,νFord,α , µα,νFord,α) .
This result was actually first proved in [60], using the fact that the sequence (Tn(α)) is Markov–Branching
and consistant. Chen and Winkel [33] then improved this result by showing that the convergence holds
in probability.
For α = 1/2 (Re´my’s algorithm), note that we recover the result obtained via the Galton–Watson ap-
proach. Note also that the case α = 1 is not included in the hypotheses of the above theorem, however
the trees Tn(α) are then deterministic (comb trees) and it is clear that they converge after rescaling by
n to a segment of length 1, equipped with the Lebesgue measure. This tree is a general fragmentation
tree as introduced by Stephenson [92], with pure erosion (and no dislocation). When α = 0, we observe a
different regime, the height of a typical leaf in the tree growth logarithmically, and there is no convergence
in the GH–sense of the whole tree.
5.3.2 k–ary growing trees
Observing the asymptotic behavior of the sequence of trees constructed via Re´my’s algorithm, it is natural
to wonder how this may change when deciding to branch at each step k− 1 branches on the pre–existing
tree, instead of one. For this k−ary model, it was shown in [64] that qkn satisfies (H) with γ = 1/k and
ν = νk where
νk(ds) =
(k − 1)!
k(Γ( 1k ))
k−1
k∏
i=1
s
−(1−1/k)
i
(
k∑
i=1
1
1− si
)
1{s1≥s2≥...≥sk}ds,
is supported on the simplex of dimension k − 1. Together with Theorem 4.1 this gives the limit in
distribution of the sequence (Tn(k), n ≥ 1). Besides, using some connections with the Chinese Restaurant
Processes of Dubins and Pitman (see [87, Chapter3] for a definition) and more general urns schemes,
it was shown that these models converge in probability (however this second approach did not give the
distribution of the limiting tree.) Together, these two methods lead to:
Theorem 5.7 ([64]). Let µn(k) be the uniform measure on the leaves of Tn(k). Then,(
Tn(k)
n1/k
, µn(k)
)
P−→
GHP
(Tk, µk)
where (Tk, µk) is a self–similar fragmentation tree, with index of self–similarity 1/k and dislocation mea-
sure νk.
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Interestingly, using the approximation by discrete trees, it is possible to show that randomized versions of
the limiting trees Tk, k ≥ 2 – note that T2 is the Brownian tree up to a scaling factor – can be embedded
into each other so as to form an increasing (in k) sequence of trees [64, Section 5].
In Section 6.1 we will discuss a generalization of this model. Here, we glue at each step star–trees with
k − 1 branches. However more general results are available when deciding to glue more general tree
structures, with possibly a random number of leaves.
5.3.3 Marginals of stable trees
For β ∈ (1, 2], the sequence (Tn(β), n ≥ 1) built by Marchal’s algorithm provides, for each n, a tree that
is distributed as the shape of the subtree of the stable tree Tβ spanned by n leaves taken independently
according to µβ . Duquesne and Le Gall [46] showed that Tn(β) is distributed as a Galton–Watson tree
whose offspring distribution has probability generating function z + β−1(1 − z)β , conditioned to have n
leaves. As so, it is not surprising that appropriately rescaled it should converge to the β–stable tree.
Marchal [74] proved an almost–sure finite–dimensional convergence, whereas the results of [60] give the
convergence in probability for the GHP–topology. Additional manipulations even lead to an almost–sure
convergence for the GHP–topology:
Theorem 5.8 ([36]). Let µn(β) be the uniform measure on the leaves of Tn(β). Then(
Tn(β)
nβ
, µn(β)
)
a.s.−→
GHP
(βTβ , µβ)
Using this convergence, it was shown in [36] that randomized versions of the stable trees Tβ , 1 < β ≤ 2
can be embedded into each other so as to form a decreasing (in β) sequence of trees.
To complete these results, we mention that Chen, Ford and Winkel [32] propose a model that interpolate
between the α–model of Ford and Marchal’s recursive construction of the marginals of stable trees, and
determine there scaling limits, relying on the results of [60].
5.4 Cut–trees
The notion of the cut–trees was introduced in Example 5 of Section 2.3.
Cut–tree of a uniform Cayley tree. We use the notation of Example 5, Section 2.3 and let Cn
be a uniform Cayley tree and T cutn its cut–tree. Relying essentially on Stirling’s formula, one gets that
qCut,Cayleyn satisfies (H) with γ = 1/2 and ν = νBr/2, which shows that the rescaled cut–tree T
cut
n /
√
n
endowed with the uniform measure on its leaves converges in distribution to (2TBr, µBr). This was noticed
in [15] and used to determine the scaling limits of the number of steps needed to isolated by edges delation
a fixed number of vertices in Cn. Actually, Bertoin and Miermont [20] improve this result by showing the
joint convergence
Theorem 5.9 (Bertoin–Miermont [20]).(
Cn√
n
,
T cutn√
n
)
(d)−→
GHP
(
2TBr, 2TBr
)
where TBr is a tree constructed from TBr, that can be interpreted as its cut–tree, and that is distributed as
TBr.
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Bertoin and Miermont [20] actually more generally extend this result to cut–trees of Galton–Watson trees
with a critical offspring distribution with finite variance. This in turn was generalized by Dieuleveut [41]
to Galton–Watson trees with a critical offspring distribution in the domain of attraction of a stable law.
See also [6, 30, 29] for related results.
Cut–tree of a uniform recursive tree. On the other hand, note that qCut,Recursiven does not satisfy
(H). However, Bertoin showed in [17] that in this case, the cut–tree Tn rescaled by n/ ln(n) converges for
the GHP–topology to a segment of length 1, equipped with the Lebesgue measure.
6 Further perspectives
6.1 Multi–type Markov–Branching trees and applications
It is possible to enrich trees with types, by deciding that each vertex of a tree carries a type, which is
an element of a finite or countable set. This multi–type setting is often used in the context of branching
processes, where individuals with different types may evolve differently, and had been widely studied.
For the trees point of view, scaling limits of multi–type Galton–Watson trees conditioned to have a given
number of vertices have been studied by Miermont [79] when both the set of types and the covariance
matrix of the offspring distributions are finite, by Berzunza [21] when the set of types is finite with
offspring distributions in the domain of attraction of a stable distribution and by de Raphe´lis [40] when
the number of type is infinite, under a finite variance–type assumption. The Brownian and stable trees
appear in the scaling limits.
One may more generally be interested in multi–type Markov–Branching trees, which are sequences of
trees with vertices carrying types, where, roughly, the subtrees above the root are independent and with
distributions that only depend on their size and on the type of their root. In a work in progress [63], results
similar to Theorem 4.1 and Theorem 4.2 are set up for multi–type MB–trees, when the set of types is finite.
Interestingly, different regimes appear in the scaling limits (multi–type or standard fragmentation trees),
according to whether the rate of type change is faster or equal or slower than the rate of macroscopic
branchings.
This should lead to new proofs of the results obtained in [79, 21]. This should also lead to other interesting
applications, in particular to dynamical models of tree growth. In these growing models one starts from
a finite alphabet of trees and then glues recursively trees by choosing at each step one tree at random
in the alphabet and grafting it uniformly on an edge of the pre–existing tree. This generalizes the k–ary
construction studied in Section 2.2 and Section 5.3.2, and is connected to multi–type MB–trees. In this
general setting multi–type fragmentation trees will appear in the scaling limits.
6.2 Local limits
This survey deals with scaling limits of random trees. There is another classical way to consider limits
of sequences of trees (or graphs), that of local limits. This approach is quite different and provides other
information on the asymptotics of the trees (e.g. on the limiting behavior of the degrees of vertices).
Roughly, a sequence of finite rooted trees (tn) is said to converge locally to a limit t if for all R > 0, the
restriction of tn to a ball of radius R centered at the root converges to the restriction of t to a ball of
radius R centered at the root. The trees are therefore not rescaled and the limit is still a discrete object.
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For results on the local limits of random models related to the ones considered here, we refer to: Abraham
and Delmas [1, 2] and the references therein for Galton–Watson trees, Stefa´nsson [91] for Ford’s α–model
and Pagnard [81] for general MB–sequences and the study of the volume growth of their local limits.
We also mention the related work by Broutin and Mailler [28] that uses local limits of some models of
MB–trees to study asymptotics of And/Or trees, that code boolean functions.
6.3 Related random geometric structures
The discrete trees form a subclass of graphs and are generally simpler to study. There exist however
several models of graphs (that are not trees) whose asymptotic study can be conducted by using trees.
Different approaches are possible and it is not our purpose to present them here. However we still give
some references that are related to some models of trees presented here (in particular Galton–Watson
trees) to the interested reader (the list is not exhaustive):
• on random graphs converging to the Brownian tree: [7, 22, 31, 37, 67, 83, 94]
• on random graphs converging to tree–like structures: [38, 39, 35]
• on the Erdo˝s–Re´nyi random graph in the critical window and application to the minimum spanning
tree of the complete graph: [4, 5]
• on random maps (which are strongly connected to labeled trees): [76] and all the references therein.
In most of these works the Brownian tree intervenes in the construction of the continuous limit.
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