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Abstract
The entropy of probability distribution defined by Shannon has several extensions. Rényi
entropy is one of the general extensions of Shannon entropy and is widely used in engineering,
physics, and so on. On the other hand, the quantum analogue of Shannon entropy is von
Neumann entropy. Furthermore, the formulation of this entropy was extended to on C∗-
algebras by Ohya (S-mixing entropy). In this paper, we formulate Renyi entropy on C∗-
algebras based on S-mixing entropy and prove several inequalities for the uncertainties of
states in various reference systems.
Key words: Quantum Information Theory; Quantum Entropy; S-mixing entropy; Rényi
Entropy; Quantum Statistical Mechanics; Operator Algebras.
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1 Introduction
Shannon introduced the entropy as the information amount of information systems repre-
sented by probability spaces [13]. Rényi defined a general extension of Shannon entropy on
probability spaces which is called Rényi entropy [11]. Rényi entropy is more general than
Shannon entropy in the sense of a positive number α, and it corresponds to Shannon entropy
when α → 1. This entropy is useful and widely used in physics, engineering, and so on [3],
[4].
On the other hand, von Neumann entropy measures the complexity (or the information
amount) of a quantum system [15]. In 1984, Ohya formulated the general extension of von
Neumann entropy which is called S-mixing entropy on C∗-algebras [6],[7], [8], [16]. S-mixing
entropy depends on choosing subset (reference system) of the set of all states on the C∗-
algebra. Thanks to the property, one can measures the uncertainty of the state depending on
reference systems. Mukhamedov and Watanabe formulated an extension of S-mixing entropy
by taking the set of all quantum channels as the reference system. Moreover, they showed
that the entropy can apply to detect entangled states and calculated the complexities of qubit
and phase-damping channels [5].
In this paper, we formulate Rényi entropy on C∗-algebras based on S-mixing entropy and
show that the introduced entropy corresponds to S-mixing entropy when α → 1. Further-
more, we prove that our Rényi entropy is a general extension of quantum Rényi entropy [9],
[14] if α > 1. Moreover, by using our Rényi entropy, we investigate the uncertainties of states
measured from various reference systems.
We organize the paper as follows: In Section 2, we recall the notations and some properties
of the Rényi entropy on probability spaces. Furthermore, we review the decomposition theory
of states on C∗-algebras and the definition of S-mixing entropy. In Section 3, we formulate
Rényi entropy on C∗-algebras based on the definition of S-mixing entropy and show several
properties of it. Furthermore, by using the introduced entropy, we prove the equalities or
inequalities of the complexities of states measured from different reference systems.
2 Preliminaries
In this section, we review the definitions of Rényi entropy and S-mixing entropy, and those
several properties.
2.1 Rényi Entropy
In this chapter, log denotes the logarithm of base 2.
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Definition 1 Let {p1, p2, · · · , pn} be the probability distribution of a random variable X. The
Rényi entropy is defined by
Sα(X) :=
1
1− α
log
n∑
k=1
pαk , α ∈ [0,+∞)\{1}. (1)
This entropy corresponds to the Shannon entropy when α → 1. Namely, the following
theorem holds.
Theorem 1 Under the above assumptioms,
lim
α→1
Sα(X) = −
n∑
k=1
pk log pk (2)
is satisfied.
Furthermore, Rényi entropy has the additivity.
Theorem 2 If X and Y are independent random variables,
Sα(X, Y ) = Sα(X) + Sα(Y ). (3)
Moreover, since
∂
∂α
Sα ≤ 0,
one can see that this entropy is a decreasing function with respect to the parameter α.
Rényi entropy has important roles for the coding theory. For instance, the following theorem
exists for the entropy [2], [9].
Let X be a finite alphabet set and X be a rondam variable of X . Let C be a source code,
that is, a map from X to the set of finite-length strings of symbols of a binary alphabet.
Then C(x) denotes the codeword of x ∈ X and l(x) denotes the length of C(x). Now we
define the cost of the coding:
Lβ(C) :=
1
β
log
∑
x
p(x)2βl(x)
where p(x) is the pbability of x and β > −1.
Theorem 3 Let α = 1/(1+β). For a uniquely decodable code, the following inequality holds:
Lβ(C) ≥ Sα(X). (4)
Furthermore, there exists a uniquely decodable code C satisfying
Lβ(C) ≤ Sα(X) + 1. (5)
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2.2 Decomposition Theory
A quantum state can be decomposed into simpler components. In this section, we recall the
mathematical theory on the decompositions of states [1], [14] that we need below.
Let (A,S, θ(G)) be a C∗-dynamical system, that is, A is a C∗-algebra, S is the set of all
states ϕ on A, and θ(G) is the set of all *-automorphisms on A associated with a group G.
The triplet (A,S, θ(G)) describes the dynamics of a quantum system [14].
Moreover, let I(θ) be the set of all θ-invariant states (i.e. ϕ ◦ θg = ϕ , ∀g ∈ G), and
Kβ(θ) (G = R) be the set of all states statisfying KMS condition with respect to θt (t ∈ R).
Definition 2 The decomposition from an θ-invariant state into extremal θ-invariant states
is called ergodic decomposition.
Since I(θ) and Kβ(θ) are weak*-compact and convex subset of S, we deal with the case
where spaces have such conditions.
Let S be a compact and convex subspace of a locally convex Hausdorff space. Moreover,
let exS be the set of all extreme points of S. According to the Krein-Mil’man theorem [10],
exS 6= φ and the weak*-closure of convex hull of exS equals to S, i.e. cow
∗
exS = S.
Definition 3 The decomposition from S into exS is called extremal decomposition.
Let M(S) be the set of all normal Borel measures on S. Furthermore, define
M1(S) := {µ ∈M(S), µ(S) = 1}. (6)
Definition 4 For any µ ∈M(S),
b(µ) :=
∫
S
ωdµ(ω) (7)
is called the barycenter of µ.
Moreover, let CR(S) be the set of all real continuous functions on S and
K(S) := {f ∈ CR(S) ; f are convex functions}.
For two measures µ, ν ∈M(S), define “≺” as below :
µ ≺ ν
def
⇐⇒ µ(f) ≤ ν(f), ∀f ∈ K(S).
Then ≺ gives an ordering onM(S). Let us denote Mm(S) as the set of all maximal elements
with respect to the ordering.
Furthermore, we recall the following theorems.
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Theorem 4 If S is a metricable compact convex set ;
1. exS is a Gδ set.
2. µ ∈Mm1 (S) iff µ(exS) = 1.
3. For any ϕ ∈ S, there exist µ ∈Mm1 (S) such that ϕ = b(µ).
Theorem 5 If S is a compact convex set ;
1. Any µ ∈ Mm1 (S) has exS as their pseudo-support (i.e. for any Bair sets Q such that
exS ⊂ Q ⊂ S, µ(Q) = 1).
2. For any ϕ ∈ S, there exist µ which satisfy (1) such that ϕ = b(µ).
Moreover, we have the following theorem for uniqueness of maximal measure µ.
Let X be a locally convex Hausdorff space, S be a compact convex subset of X , and K be a
convex cone whose vortex is 0. Furthermore, let S be the base of K, i.e.
K = {λω ; λ ≥ 0, ω ∈ S}.
Then K is the convex cone generated by {1} × S. Defining
ω1 ≥ ω2
def
⇐⇒ ω1 − ω2 ∈ K,
then ≥ gives an ordering on K.
Definition 5 If K is the lattice with respect to the above ≥, S is called Choquet simplex.
Theorem 6 If S is compact convex, the followings are equivalence:
1. S is a Choquet simplex.
2. For any ϕ ∈ S, there exists a unique maximal probability measure µ.
Let Mϕ(S) be the set of all µ which is its barycenter equals to the state ϕ on the C
∗-algebra,
i.e.
Mϕ(S) := {µ ∈ M1(S), b(µ) = ϕ}. (8)
For ϕ satisfying (8), one obtain the integral representation of ϕ:
ϕ =
∫
S
ωdµ(ω). (9)
It is called the barycentric decomposition of ϕ. According to Theorem 6, this dcomposition
is not unique unless S is a Choquet simplex.
Furthermore, we review the orthogonality of states. Let {Hϕ, piϕ, xϕ} be the GNS represen-
tation defined by ϕ. For ϕ1, ϕ2 ∈ S, set ϕ := ϕ1 + ϕ2 ∈ A
∗
+. Then the followings are
euivalence:
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1. Let ψ ∈ A∗+. If ψ ≤ ϕ1 and ψ ≤ ϕ2, ψ = 0.
2. There exists a projection E ∈ piϕ(A)
′ such that
ϕ1(A) = 〈xϕ, Epiϕ(A)xϕ〉,
ϕ2(A) = 〈xϕ, (I −E)piϕ(A)xϕ〉.
3. Hϕ = Hϕ1 ⊕Hϕ2, piϕ = piϕ1 ⊕ piϕ2 , xϕ = xϕ1 ⊕ xϕ2 .
Definition 6 The states ϕ1, ϕ2 satisfying the above conditions are called mutually orthogonal
and denoted by ϕ1 ⊥ ϕ2.
Definition 7 For any Borel sets Q ⊂ S (i.e. Q ∈ B(S)), µ ∈M(S) satisfying(∫
Q
ωdµ
)
⊥
(∫
S\Q
ωdµ
)
is called orthogonal measure on S.
We define Oϕ(S) as the set of all orthogonal probability measures whose barycenters are ϕ.
2.3 S-Mixing Entropy
If µ ∈Mϕ(S) has countable supports, that is, (9) can be written as
ϕ =
∑
λkϕk (10)
where λk > 0 ;
∑
λk = 1 and {ϕk} ⊂ exS, we denote the set of all such measures as Dϕ(S).
Definition 8 Under the above assumptions, the entropy of ϕ ∈ S is given by
SS(ϕ) :=
{
inf{−
∑
λk log λk; µ = {λk} ∈ Dϕ(S)}
+∞ (µ /∈ Dϕ(S))
(11)
The above entropy is called S-mixing entropy. Since one can regard the complexity of the
system is +∞ if ϕ has uncountable states, Ohya defined SS(ϕ) := +∞ (µ /∈ Dϕ(S)).
SS(ϕ) depends on the set S chosen, thus it represents the amount of complexity of the state
measured from the reference system S. That is, this entropy takes measuring the uncertainty
of states from various reference systems into account.
Furthermore, if ϕ is faithful normal and S = S, this entropy corresponds to von Neumann
entropy [6], [14].
By the way, since one can regard the complexities of real physical systems are finite, we
denote the subset of S as
Sr := {ϕ ∈ S ; S
S(ϕ) <∞}.
Since S = cow
∗
exS, then the following proposition holds.
Proposition 1
S¯w
∗
r = S. (12)
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3 Rényi Entropy on C∗-Algebras
In this section, we define Rényi entropy on C∗-algebras based on S-mixing entropy and show
that the introduced entropy includes S-mixing entropy and quantum Rényi entropy as the
spesial cases. Furthermore, by using our Rényi entropy, we investigate the uncertainty of
states in different reference systems.
Definition 9 Under the same assumptions and notations with Definition 8, we define:
SSα (ϕ) := inf
{
(1− α)−1 log
∑
k
λαk
}
; α ∈ [0,+∞)\{1} (13)
where the infimum is taken over all µ = {λk} ∈ Dϕ(S). Moreover, if µ /∈ Dϕ(S), S
S
α (ϕ) :=
∞.
We call (13) S-mixing Rényi entropy.
From the analogue of classical case, one can see the following theorem:
Theorem 7 SSα (ϕ) is monotone decreasing with respect to the parameter α.
Furthermore, in analogy with the classical case, we have the following theorem.
Theorem 8 For any ϕ ∈ S,
lim
α→1
SSα (ϕ) = S
S(ϕ) (14)
holds.
Proof According to the classical case, for µ ∈ Dϕ(S),
lim
α→1
(1− α)−1 log
∑
k
λαk = −
∑
k
λk log λk (15)
holds. We shall denote S˜Sα (ϕ) := (1 − α)
−1 log
∑
k λ
α
k , S˜
S(ϕ) := −
∑
k λk log λk. Then we
have
0 ≤ inf
{λk}
S˜S(ϕ)− inf
{λ′
k
}
S˜Sα (ϕ) = sup(−S˜
S
α (ϕ))− sup(−S˜
S(ϕ))
≤ sup(S˜S(ϕ)− S˜Sα (ϕ)) , ∀α > 1. (16)
0 ≤ inf
{λ′
k
}
S˜Sα (ϕ)− inf
{λk}
S˜S(ϕ) ≤ sup(S˜Sα (ϕ)− S˜
S(ϕ)) , 0 ≤ ∀α < 1. (17)
Due to (15), the right hand sides of (16) and (17) go to 0 when α→ 1. Therefore we obtain
the theorem.
Now we prove that our S-mixing Rényi entropy includes the density case [9], [14]. Let
T(H) be the set of all trace class operators on a Hilbert space H, and T(H)+,1 := {A ∈
T(H) ; TrA = 1}.
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Definition 10 For any ρ ∈ T(H)+,1 and any α ∈ [0,+∞)\{1}, the quantum Rényi entropy
is defined by
Sα(ρ) := (1− α)
−1 log Trρα. (18)
Lemma 1 Let ρ =
∑
n λnρn be the decomposition into pure states (i.e. dim(ranρn) = 1).
For any α > 1,
Sα(ρ) ≤ (1− α)
−1 log
∑
n
λαn (19)
holds. If ρn ⊥ ρm (n 6= m), one obtain the equality.
Proof Let ρ =
∑
k pkEk be the Schatten decomposition [12] of ρ. Then for any n ∈ N,
n∑
k=1
pk ≥
n∑
k=1
λn
is satisfied [14]. Therefore we have
∑n
k=1 p
α
k ≥
∑n
k=1 λ
α
n (∀α ∈ [0,+∞)\{1}). Moreover,
according to the monotonicity of log,
(1− α)−1 log
n∑
k=1
pαk ≤ (1− α)
−1 log
n∑
k=1
λαk , ∀α > 1.
Since 0 ≤
∑n
k=1 p
α
k < 1 (resp. 0 ≤
∑n
k=1 λ
α
n < 1), there exists the limit : lim
n→∞
log
n∑
k=1
pαk
(resp. lim
n→∞
log
n∑
k=1
λαk ). Thus we have
(1− α)−1 log
∞∑
k=1
pαk ≤ (1− α)
−1 log
∞∑
k=1
λαk , ∀α > 1.
This gives the inequality (19).
Moreover, if ρn ⊥ ρm (n 6= m), ρ =
∑
n λnρn becomes the Schatten decomposition of ρ. Thus
λn = pn. Therefore
Sα(ρ) = (1− α)
−1 log
∑
n
λαn.
Using this lemma, we prove the following theorem.
Theorem 9 Let A be a C∗-algebra. If a state ϕ can be written as ϕ(A) = TrρA (∀A ∈ A),
SSα (ϕ) = Sα(ρ) , ∀α > 1, (20)
where S is the set of all states on A.
8
Proof Let ρ =
∑
k λkρk be the decomposition into pure states ρk (i.e. ρ
2
k = ρk, ∀k).
Denoting
ϕk(A) = TrρkA (∀A ∈ A),
then ϕ =
∑
λkϕk is the extremal decomposition. Furthermore, if ϕ ∈ exS, ρ is a pure state
(i.e. ρ = ρ2). Therefore according to Lemma 1,
Sα(ϕ) = inf{(1− α)
−1 log
∑
λαk} = Sα(ρ)
holds.
Therefore, if α > 1, S-mixing Rényi entropy includes the quantum Rényi entropy as the
special case. If 0 ≤ α < 1, the following inequality holds.
Theorem 10 Under the above settings, for any 0 ≤ α < 1,
SSα (ϕ) ≤ Sα(ρ). (21)
Proof If 0 ≤ α < 1, there holds
(1− α)−1 log
∑
n
λαn ≤ (1− α)
−1 log
∑
n
pαn.
This result induces the inequality (21).
3.1 Density Case
Since S-mixing Rényi entropy depends on S, we can consider the complexity of the state
measured from the reference system S. In this chapter, we study the complexities of density
operators by taking different reference systems.
Let C(H) be the set of all compact operators on H. Then A := C(H) +CI is a C∗-algebra.
Now let θ(R) be the set of all 1-parameter strongly continious automorphisms on A and let
θt(·) := Ut · U−t , θt ∈ θ(R)
where Ut is a unitary operator on A.
Furthermore, when S = S, we simpley denote SSα (ϕ) by Sα(ϕ).
Theorem 11 If ϕ is faithful and θ-invariant, and if eigenvalues of ρ is non-degenerate,
SI(θ)α (ϕ) = Sα(ϕ) (22)
holds.
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Proof Since ϕ ∈ I(θ), for any t ∈ R and unitaries Ut, [Ut, ρ] = 0 holds. Moreover, if ϕ
is faithful, ρ > 0 is satisfied. Furthermore, since the eigenvalues of ρ are nondegenerate, we
can put ρ = |xk〉〈xk| where xk are any eigenvectors of ρ.
Therefore, for any t ∈ R and any k,
[Ut, ρk] = 0
holds. Hence ρk ∈ I(θ). Thus we obtain the following inequality:
Sα(ϕ) ≥ S
I(θ)
α (ϕ).
Next, we show the opposite inequality. Let ϕ =
∑
λkϕk be the ergodic decomposition (i.e.
ϕk ∈ exI(θ)), and ρk be a density adjusted ϕk. Then ρk is a pure state. Therefore ϕk ∈ exS.
Hence
Sα(ϕ) ≤ S
I(θ)
α (ϕ).
Theorem 12 If ϕ ∈ Kβ(θ), S
K(θ)
α = 0.
Proof Let H be a Hamiltonian of a physical system, and β := 1/kT (k ; the Boltzmann
constant, T ; the temperarture). Denote
ρ =
e−βH
Tre−βH
, e−βH ∈ T(H)
and
ϕ(A) := TrρA , A ∈ A.
Then ϕ is a unique KMS state for β and θt(A) := utAu−t (ut := exp(itH)). Therefore, if
ϕ ∈ Kβ(θ), from uniqueness of a state,
SK(θ)α (ϕ) = 0.
3.2 General Case
In this section, we study the complexities of general states by taking different S.
Theorem 13 For any KMS states ϕ ∈ Kβ(θ), the following inequalities hold:
1. S
I(θ)
α (ϕ) ≥ S
K(θ)
α (ϕ).
2. Sα(ϕ) ≥ S
K(θ)
α (ϕ).
Proof 1. The decomposition from ϕ ∈ Kβ(θ) into exKβ(θ) is unique [1]. We put the
decomposition ϕ =
∑
λnϕn. Then ϕn ⊥ ϕm (n 6= m) holds. On the other hand, since
exKβ(θ) ⊂ I(θ), ϕn can be decomposed into the elements of exI(θ), that is, ergodic states.
Let ϕn =
∑
µ
(n)
k ψk (ψk ∈ exI(θ)) be the ergodic decomposition. Because of the uniqueness of
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the decomposition into ϕn, we can regard (1−α)
−1 log
∑
n(λn)
α as the constant. Furthermore,
0 ≤
∑
k(µ
(n)
k )
α < 1 holds. Therefore we have
(1− α)−1 log
∑
k,n
(λnµ
(n)
k )
α = (1− α)−1 log
∑
n
(λn)
α
∑
k
(µ
(n)
k )
α
=
1
α− 1
{
− log
∑
n
λαn +
(
− log
∑
n,k
(µ
(n)
k )
α
)}
≥ (1− α)−1 log
∑
n
λαn = S
K(θ)
α (ϕ).
By taking the infimum over all {µ
(n)
k }, we obtain S
I(θ)
α (ϕ) ≥ S
K(θ)
α (ϕ).
2. Since exKβ(θ) ⊂ S, we obtain the inequality in the same way as 1.
Moreover, in order to investigate the inequality between S
I(θ)
α (ϕ) and Sα(ϕ), we need G-
commutativity of (A, θ(G)). Thus, we recall the definition.
Let (Hϕ, piϕ, xϕ) be the GNS-representation defined by ϕ and {u
ϕ
g ; g ∈ G} be the stlongly
continuous unitary group on Hϕ.
Definition 11 Let Eϕ be a projection fromHϕ to the set of u
ϕ
g -invariant vectors. If Eϕpiϕ(A)
′′Eϕ
is a commutative von Neumann algebra, (A, θ(G)) is called G-commutative for ϕ.
Furthermore, we mention the following theorem.
Theorem 14 For ϕ ∈ I(θ), the followings are satisfied:
1. There exists µ ∈ Oϕ(I(θ)) whose pseudo-support is exI(θ).
2. If (A, θ(G)) is G-commutative, I(θ) is a Choquet simplex. Therefore, then the above µ
is a unique maximal measure.
Now we prove the following inequalities.
Theorem 15 If (A, θ(R)) is G-commutative for ϕ,
Sα(ϕ) ≥ S
I(θ)
α (ϕ) ≥ S
K(θ)
α (ϕ). (23)
Proof According to Theorem 14, the ergodic decomposition of ϕ is unique. Hence the first
inequality is satisfied. The second one holds from Theorem 13.
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