. We collect an extensive dataset of reference and distorted images together with user markings that indicate which local and possibly nonhomogeneous distortions are visible. The dataset lets us train existing visibility metrics and develop a new one based on a custom CNN architecture. We demonstrate that the metric performance can be improved significantly when such localized training data are used.
INTRODUCTION
A large number of applications in graphics and imaging can benefit from knowing whether introduced changes in images are visible to the human eye or not. Existing visibility metrics provide such predictions (Alakuijala et al. 2017; Mantiuk et al. 2011 ) but achieve only moderate success. They work well for simple stimuli, but their performance is worse for complex images. They can predict lowlevel visual phenomena, such as luminance and contrast masking, but they do not account for higher-level effects due to image content. We show that such higher-level effects have a significant role in detecting visible distortions.
To create a robust predictor of visible distortions, we collect a large dataset with locally marked distortions. The dataset includes 557 image pairs, 296 of which were manually marked by 15 to 20 observers and the remaining 261 pairs that were generated from existing TID2013 datasets. In comparison, the next largest dataset contains just 37 marked images (Čadík et al. 2012) . Moreover, our dataset contains more extensive variations in both type and magnitude of image artifacts. We use our dataset to calibrate popular visible difference metrics and show improvements in their performance. Then, we use the dataset to train a novel metric based on a convolutional neural network (CNN) architecture, which improves the prediction accuracy over existing metrics by a substantial factor. Figure 1 depicts the aforementioned steps.
We demonstrate that the new CNN metric can not only predict subjective data but also enables many relevant applications. In the first example, we show that the CNN metric can reduce the size of JPEG images by about 60%, while achieving visually lossless compression. In the second application example, we demonstrate that the metric can determine maximum downsampling factor for which a single-image super-resolution algorithm can reconstruct a visually equivalent image. Finally, in the third application, we show how the CNN-based metric can be used to introduce to an image an invisible watermark.
The main contributions of the article are as follows:
• The largest publicly available dataset 1 of manually marked and generated visible distortions (Section 3).
• A statistical inference model allowing robust fits to noisy subjective data (Section 4).
• Retraining of a number of popular metrics, which has significantly improved their predictions (Section 5).
• A CNN-based visibility metric, which outperforms all existing metrics in cross-validation (Section 6).
• The utility of the visibility metrics is demonstrated in three practical applications: visually lossless JPEG compression, superresolution, and watermarking (Section 8).
The supplementary materials, code, and the dataset can be found at http://visibility-metrics.mpi-inf.mpg.de/.
RELATED WORK
Image metrics can be divided into quality and visibility metrics, both addressing different applications. Image quality metrics (IQMs) predict a single global quality score for the entire image. These metrics usually are trained and evaluated on mean opinion scores (MOS) (Ponomarenko et al. 2015; Sheikh et al. 2006 ) that are obtained in user experiments for each distorted image. In contrast, visibility metrics (Aydin et al. 2008; Daly 1992; Mantiuk et al. 2011) predict the probability that a human observer will detect differences between a pair of images. They provide localized 1 The dataset is available at: https://doi.org/10.17863/CAM.21484. information in the form of visibility maps, in which each value represents a probability of detection. Visibility metrics tend to be more accurate for small and barely noticeable distortions but are unable to assess the severity of distortion. Visibility metrics are often more relevant for graphics applications whose goal is to maximize performance without introducing any visible artifacts.
This work focuses on visibility metrics that are suitable for computer graphics applications. In this section, we provide an overview of previous quality and visibility metrics with a focus on the latter ones. Since we use machine-learning techniques to derive our metric, we also discuss relevant literature in this area.
Quality Metrics
The vast majority of IQMs are full reference (FR) techniques that take as input both reference and distorted images and compute local differences, which are then pooled across the entire image into a single, global quality score. The simplest approach to compute such local differences is pixelwise absolute difference (ABS), or the Euclidean distance (ΔE) between RGB components. The latter is employed in the popular Root Mean Square Error (RMSE) and Peak Signal-to-Noise Ratio (PSNR) metrics. A better approximation to the perceived differences is achieved when pixel RGB values are converted to a perceptually uniform color space and a color difference formula, such as CIE ΔE 2000 (CIEDE2000), is used.
More advanced quality measures such as the Structural Similarity Index Metric (SSIM) (Wang and Bovik 2006, Ch. 3 .2) account for spatial information by computing differences in the local mean intensity and contrast, as well as cross-correlation between pixel values. The Visual Saliency-Induced Index (VSI) employs a similar framework but contributes to the local difference map four components: the visual saliency, the gradient magnitude, and two chrominance channels (Zhang et al. 2014) . The Feature Similarity Index (FSIM) also employs the gradient magnitude, this time complemented by the phase congruency, to derive the local difference map (Zhang et al. 2011) . VSI employs a saliency map, and FSIM the phase congruency map, as a weighting function used for pooling the final score. While VSI and FSIM produce local difference maps at intermediate processing stages, their utility as local visibility predictors has not been tested. Although global IQMs, such as SSIM, VSI, and FSIM were not intended to predict visibility, in this article we demonstrate that they can be trained as such.
For a complete overview of IQMs, we refer the reader to numerous surveys (Chandler 2013; Lin and Kuo 2011) , which also provide information on over 20 image quality databases with MOS data, including the popular LIVE (Sheikh et al. 2006 ) and TID2013 (Ponomarenko et al. 2015) datasets. The distortion types covered in those datasets correspond to most prominent applications of IQMs and include various image compression and transmission artifacts, as well as different types of noise, blur, and ringing.
Visibility Metrics
Visibility metrics address a challenging problem of predicting the visibility of distortions for each pixel location. Since it is more difficult to collect sufficient data for training such visibility metrics, they often rely on the low-level models of the visual system. The models help to constrain a space of possible solutions and reduce the number of parameters that need to be trained.
Early works on visibility predictors often focused on modeling spatial contrast sensitivity. For example, the sCIELab (Zhang and Wandell 1997) metric prefiltered CIELab encoded pixels with a spatio-chromatic contrast sensitivity function prior to computing the visibility map. This simple approach has limited success in predicting distortions in complex images, as it ignores important aspects of supra-threshold perception, such as contrast constancy or contrast masking. Those issues are addressed by a family of more complex metrics, inspired by the models of low-level vision. Some examples of those are the Visual Discrimination Model (VDM) (Lubin 1995) , the Visible Differences Predictor (VDP) (Daly 1993) , and HDR-VDP (Mantiuk et al. 2011) . Those metrics consider luminance adaptation, contrast sensitivity, contrast masking, and frequency-selective visual channels (Chandler 2013 ). However, their predictions are less accurate for complex images (Čadík et al. 2012) .
A different approach was taken by metrics based on feature maps, such as Butteraugli, which is the core part of Google's perceptually guided JPEG encoder project "Guetzli" (Alakuijala et al. 2017) . Butteraugli transforms an input image pair into a set of feature maps, such as an edge detection map, and a low-frequency map, which are then combined to form the final difference map prediction. The maximum value in the difference map is taken as the score of JPEG compression quality. As the metric was intended for JPEG artifacts, it is not clear how this metric performs for computer graphics applications that are notoriously difficult for other visibility metrics (Čadík et al. 2012 ).
Here we support the observation that the key problem that hinders the development of better quality metrics is limited training data, which must be locally annotated and represent a great variety of distortions with sub-threshold, near-threshold, and suprathreshold magnitudes (Chandler 2013) . In an attempt to fill this gap, Alam et al. (2014) measured local discrimination thresholds for over 3,000 patches but in only 30 images. The measurement of discrimination thresholds is a very tedious task, which is not well suited for collecting large datasets. Therefore, in this work we use a more efficient experimental procedure of marking visible distortions (Čadík et al. 2013 .
We extend the range of collected data not only by considering a much larger set of images and distortions but also by measuring different levels of these distortions, which we found to be essential for successful training. We propose an efficient experimental setup to reduce the within-subject variance in such systematic distortion marking, which further improves the consistency of our training data. We capitalize on the availability of such massive training data to improve the performance of existing visibility metrics such as sCIELab, HDR-VDP, and Butteraugli. Also, we attempt to further improve the accuracy of local visibility predictions with a new CNN-based metric. We expect that through extensive training, relevant characteristics of the human visual system (HVS) can be learned, including higher-level effects related to the image content, its complexity, and distortion type.
CNN-based Quality Metrics
Although the utility of CNN-based methods has not been demonstrated in the context of visibility metrics so far, several solutions for IQMs have been proposed. We discuss here selected IQMs that show some similarities to our method regarding the architecture or training methodology. Since in all cases huge volumes of training data are required, those metrics are trained on small patches extracted from image pairs (Bianco et al. 2016; Bosse et al. 2016a Bosse et al. , 2016b Kang et al. 2014) . The key problem is that all patches derived from an image share the same MOS value. Although this seems to be a reasonable assumption for homogeneous distortions, such as compression or noise, even in such cases the artifact visibility varies across the image due to complex HVS effects such as contrast masking (Chandler 2013; Mantiuk et al. 2011) . Furthermore, when dealing with spatially varying distortions, which are common for computer graphics applications, using a single value per image is not an option. In our training, we avoid this problem by using dense visibility maps from the marking experiment.
Recently, it has been demonstrated that machine-learning techniques can significantly improve the performance of IQMs. While early approaches used predefined features such as SIFT and HOG (Moorthy and Bovik 2010; Narwaria and Lin 2010; Saad et al. 2012; Tang et al. 2011) , the best performance has been reported when learning techniques are applied to both feature design and regression at the same time. In such a case, one can train a metric without any domain-specific knowledge. The dominant trend here is to derive no-reference (NR) IQMs that do not require any reference image as an input. Inspired by previous observations that low-level features should be able to capture natural scene statistics (Wang and Bovik 2006) , Kang et al. (2014) designed a shallow CNN architecture consisting of five layers and including only one convolutional layer with 50 filter kernels. Although the complexity of the architecture is similar to the traditional quality metrics, the key difference is that in the case of CNN-based metrics, the kernels are learned. Despite the good performance of shallow architectures, it has been demonstrated that a much deeper 12-layer CNN can achieve further improvements (Amirshahi et al. 2016; Bosse et al. 2018 ). This suggests that higher-level features encoding locally invariant information important for object recognition may contribute to the image quality evaluation. A similar architecture was applied in the context of FR-IQMs (Bosse et al. 2018) . The key idea was to duplicate the previous architecture for both the reference and distorted images and then submit the resulting feature vectors to a two-layer fully connected network to learn a regression function that estimates the aggregated MOS rating. To address the spatial variance of relative image quality, a second branch is integrated into the regression module to learn the importance of patches, i.e., their relative weight in the aggregated MOS rating. This is an attempt to correct for the assumption of the same MOS rating for all patches in a distorted image, which was made for the training data.
In this work, we propose a CNN-based visibility metric that greatly benefits from our adequate training data and features a novel CNN architecture that significantly departs from architectures considered so far in image quality evaluation. In our loss function, we explicitly account for the stochastic nature of training data due to differences between subjects as well as the combined effect of distortion search and actual detection in complex images. 25 261 n/a n/a 512×384 Kodak image dataset (Ponomarenko et al. 2015) 3
DATASET OF VISIBLE DISTORTIONS
The aim of the experiment is to collect data on distortion visibility in each image location. This serves to distinguish between distortions that are below the visibility threshold and cannot be detected, and those that are well visible. Such visibility thresholds are typically collected in threshold experiments, using constant stimuli, adjustment, or adaptive methods, which can measure a single image location at a time, making such procedures highly inefficient. For example, the largest dataset collected using such methods (Alam et al. 2014 ) contains just 30 images, 216×216 pixels each, and it required tens of experiment hours to collect it. Instead, we refine the procedure from Čadík et al. (2012) to obtain the largest dataset of local visible distortions. In addition, we also included images from the TID2013 quality datasets with automatically generated markings, as described in the supplemental material.
Stimuli
The dataset consists of 557 images with 170 unique scenes. Many of them are generated for up to three distortion levels, for example, different quality settings of image compression. The scenes were selected to cover many common and specialized computer graphic artifacts such as noise, image compression, shadow acne, peterpanning, warping artifacts from image-based rendering methods, and deghosting due to HDR merging. This variety makes our data challenging for existing visibility metrics. The images used in our dataset come from many previous studies. We organize them into the following subsets. mixed (59 images) is an extended LOCCG dataset from Čadík et al. (2012) where we generate images at several distortion levels by blending or extrapolating difference between the distorted and the reference images. The distortions include high-frequency and structured noise, virtual point light (VPL) clamping, light leaking artifacts, local changes of brightness, aliasing, and tone mapping artifacts. perceptionpatterns (34 images) from Čadík et al. (2013) are artificial patterns designed to expose well-known perceptual phenomena, such as luminance masking, contrast masking, and contrast sensitivity. Datasets aliasing (22 images), peterpanning (10 images), shadowacne (9 images), downsampling (27 images), and zfighting (10 images) are derived from Piórkowski et al. (2017) and contain real-time rendering artifacts. Those images were created using popular game engines (i.e., Unreal Engine 4, Unity), and they contain both near-threshold (e.g., aliasing) and supra-threshold distortions (e.g., z-fighting, peter-panning). compression (71 images) contains distortions due to experimental low-complexity image compression, operating at several bit-rates. This set is an important source of near-threshold distortions. deghosting (12 images) contains artifacts due to HDR merging, which exposes shortcomings of popular deghosting methods (Karađuzović-Hadžiabdić et al. 2017) . ibr (36 images) and cgibr (6 images) contain artifacts produced by view-interpolation and image-based rendering methods, which come from Adhikarla et al. (2017) . tid2013 (261 images) contains a subset of images from TID2013 image quality dataset (Ponomarenko et al. 2015) in which images were selected so that the distortions are visible in the entire image (the entire marking map set to 1) or are invisible (the entire marking map set to 0). More details about all dataset categories may be found in the supplemental material. A terse summary of our dataset is provided in Table 1 , and examples of selected images are shown in Figure 2. 
Experimental Procedure and Apparatus
In this section, we present our experimental procedure for marking visible distortions.
Comparison Method. The visibility of image differences can be measured using different presentation methods, such as flickering between distorted and reference images, the same with a short blank screen in between, a side-by-side presentation, or noreference presentation (Čadík et al. 2012 ). Different presentation methods will result in different sensitivity to distortions. Observers are extremely sensitive to differences in flicker presentation, resulting in overly conservative estimates of visible differences for most applications, in which a reference image is rarely presented or available. For that reason, we opted for side-by-side presentation, which is also more relevant for many graphics applications.
Experiment Software. For the purpose of collecting training data, we designed a web application for marking visible distortions. To increase comfort and accuracy of marking, we provided ability to change brush size, erase, clear all marking, and a "lazy mouse" modifier. The "lazy mouse" function makes the brush follow slowly the cursor and let the observer to paint smooth strokes without using advanced devices while significantly increasing marking precision. Figure 3 depicts the application layout.
Multiple Levels of Distortion Magnitude. To increase the efficiency of collecting data and consistency, the images were presented with gradually increasing distortion magnitude. Up to three distortion levels were generated, depending on the distortion type. The marking map was copied from the previous distortion level so that only newly visible distortions had to be marked. Moving back to the previous distortion level was not allowed. Figure 4 shows a sample scene with three distortion levels and the corresponding observer markings.
Viewing Conditions. The experimental room had dimmed lights, and the monitor was positioned to minimize screen reflections. The observers sat 60cm from a 23 , 1920×1200 resolution Acer GD235Hz display, resulting in the angular resolution of 40 pixels per visual degree. The measured peak luminance of the display was 110cd/m 2 , and the black level was 0.35cd/m 2 . For compression and deghosting sets, the distance was changed to the one corresponding to 60 pixels per visual degree to reduce the visibility of distortions.
Observers. Different groups of observers were asked to complete each subset of the dataset. At least 15 and at most 20 observers completed each subset. In total, 46 observers (age 23 to 29) were recruited from among computer science students and researchers. The observers were paid for their participation. All observers had normal or corrected-to-normal vision and were also naive to the purpose of the experiment. To reduce the effect of fatigue, the experiment was split into several sessions, where each session lasted less than 1 hour. The post-experiment interviews indicated that the session length was acceptable and did not cause excessive fatigue.
MODELING EXPERIMENTAL DATA
When fitting a visibility prediction model to the collected data, it is important to note that the data are the result of a stochastic process that is affected by noise and cannot be considered as the ground truth. The visibility threshold is not constant as the detection can vary substantially between observers or even for the same observer when the measurements are repeated. Moreover, we collect binary data (visible or not) in a marking experiment, which is affected by more factors than the detection performance. If we had tried to fit the metrics directly to the data, then we would have trained them to predict the data with all noise and irrelevant effects collected in the experiment. Therefore, we found it necessary to model the stochastic process and introduce such a model into the loss function used for calibrating the metrics.
But let us first consider what kind of process we want to model. Most of the existing visibility metrics, including VDP and HDR-VDP, attempt to predict a detection threshold for an average observer. This is done by measuring detection thresholds for each observer and then predicting the average of that data. The problem with this approach is that the visual performance of most observers is different from that of an average observer. For many applications, it is arguably more important to predict the performance of a population of observers rather than an average observer. Therefore, our goal is to predict the proportion of the entire population that is going to perceive a difference. For that reason, we involve more observers (15-20) than typically found in discrimination experiments (2-5), but we expect fewer precise measurements for each observer.
Let us model the likelihood of observing collected marking data given that we know the true probability of detection (p det ). We will later use such likelihood as a loss function. First, we need to account for observers making a mistake and marking or not marking pixels regardless whether they see a difference or not. We denote the probability of a mistake as p mis and assume that markings are due to a mistake in 1% of the cases (p mis = 0.01), which are mostly caused by inaccurate marking of a selected region. Such a probability of a mistake is a common element of many statistical models of psychophysical procedures, which prevent strongly penalizing the outcome of on experiment if an observer did not act as expected. Second, we observed that many clearly visible distortions were not marked, because the observers were not attending to a particular part of an image. Finding localized differences, in particular for computer graphics distortions, is a challenging task and not every detectable difference is going to be attended and spotted Fig. 5 . The statistical process modeling observed data, given the probability of observer making a mistake (p mis ), the probability of attending (p at t ), and detecting (p det ) differences in images.
every time. Therefore, for a pixel to be marked, an observer needs to both attend a particular image location (the observer must look at the spot) and must be able to detect the difference (the difference must be visible). Given that the probability of attending an image location is p at t and the probability of detecting a difference is p det , the entire process of marking for a single observer can be modeled statistically as shown in Figure 5 . If we have multiple observers marking an image location, then the probability of observing an outcome of an experiment in which k of N observers mark a patch is described by the Bernoulli process with an adjustment for the mistakes:
In most practical applications, we are mostly interested in predicting p det -the probability that the difference is visible to an observer assuming that he or she is paying attention to every part of an image. However, we cannot infer p det without knowing p at t . Even worse, p at t is likely to be different between observers, distortion types, and images. Therefore, it is a random variable rather than a constant. However, we can estimate the distribution of p at t . We found that the distribution of p at t depends mostly on the type of the artifact. Therefore, we split our data into datasets with similar distortion types and estimate p at t for each one. In every dataset, there are some image parts with very large differences in pixel values between distorted and reference images. If the difference is large enough (20/255 for our datasets), then we can assume that the difference is going to be always detectable when observed. Since this corresponds to p det = 1, p at t is distributed as
where Ω is a set of all pixels (x,y) with large pixel value differences and |Ω| is the cardinality of that set. For simplicity, we ignore p mis in the above estimate. An example distribution of p at t for two datasets is plotted in Figure 6 . Now we can incorporate the random variable p at t (p) into our statistical model of the marking process and compute the log-likelihood that a set of p det values predicted by a metric describes the marking data collected in the Fig. 6 . The probability that the probability of attending a difference is equal to p, plotted separately for two datasets. Fig. 7 . The probability of detecting the difference for two datasets.
experiment:
where Θ is the set of all pixels with coordinates x, y. The second line of the equation is the expected value of observing the outcome given the distribution of p at t . Equation (3) gives a probabilistic loss function, which we use when fitting the visibility models.
To better understand the importance of modeling probability of attending (p at t ), let us consider the expected likelihood value (the integral in Equation (3)) for two different datasets and for a single pixel instead of the entire image. The plots in Figure 7 show the probability that p det is equal to a certain value if exactly k observers of 20 have marked the pixel. It can be noted that when k = 10 observers mark the pixel in the IBR dataset (upper plot), the probability of detection can range from about 0.5 to 1. This means that if only half of the observers mark a pixel, the difference could still be perfectly detectable (p det = 1) with high likelihood and that the lower number of markings could be attributed to the difficulty in spotting the differences (p at t ≈ 0.5). In the compression dataset (lower plot), the probability for k = 10 is concentrated around p det = 0.55, suggesting that almost half of the observers could not detect the difference even if they attended the corresponding spot in the image.
Instead of fitting quality metrics directly to the noisy raw data, the likelihood function from Equation (3) lets us fit the probabilistic estimate of what the true detection thresholds are most likely to be. Furthermore, we do not assume a single estimate of the true detection probability (e.g., mean, mode, or expected value), but the distribution of such probabilities, accounting for uncertainty in the data, for example, due to a limited number of observers.
VISIBILITY METRICS
We adapt several popular image quality metrics to predict visibility and then use our dataset to train them. To train the metrics with a large number of images, we used a customized version of OpenTuner 2 optimization software. We extended the software so that it could be run on a compute cluster, and computing metric predictions was distributed to a large number of nodes. Such parallelization was necessary for more complex metrics, such as HDR-VDP or SSIM. We calibrated the following metrics (refer to Section 2 for a short description of each metric):
[ABS]. The absolute differences (D) between pixel values were divided by the threshold value t and then put into an expression for a psychometric function:
where x, y are pixel coordinates. The two optimized parameters were t and β. The absolute difference D was computed between luma values of distorted and reference images. The predicted p det (x, y) values can be used with Equation (3) to compute the probabilistic loss function.
[SSIM]. We found that the values predicted by the SSIM metric are non-linearly related to the magnitude of visibility and benefit from the following transformation:
where ϵ = 10 and M SS I M is the original SSIM difference map. The transformation makes the D SS I M values positive, in the range 0-1, and increasing with higher image differences. The D SS I M (x, y) values are then processed by the psychometric function from Equation (4). The optimized parameters were t, β, and two parameters of the SSIM metric, C 1 and C 2 (refer to Equation (3.13) in Wang and Bovik (2006) ).
[ VSI, FSIM] . After transforming the difference maps D V SI and D F SI M into increasing values in the range 0-1, Equation (4) can directly be applied. The fitted parameters were t, β, and three parameters of the VSI metric, C 1 , C 2 , and C 3 (refer to Equations (4)-(6) in Zhang et al. (2014) ) or, respectively, two parameters of the Fig. 8 . Two-branch fully convolutional CNN architecture with the difference branch. The difference branch takes a difference between the distorted and reference images as the input, while the other branch accepts the reference image. The output is a visibility map, achieved by regression, with the same size as the input patch. Each branch contains two convolution layers with 11×11 kernel and stride 4 followed by another layer with 5×5 kernel and stride 1. The deconvolution section uses convolution layers with 3×3 kernel and stride 1.
FSIM metric, T 1 and T 2 (refer to Equations (4)-(5) in Zhang et al. (2011)).
[CIEDE2000]. The distorted and reference images were transformed into linear XYZ space assuming Rec. 709 color primaries and using a gain-gamma-offset display model simulating our experimental display. The predicted ΔE were transformed into probabilities using the psychometric function (Equation (4)). The calibrated parameters were t and β.
[sCIELab]. Our adaptation of sCIELab was identical to the one we used for CIEDE2000, except that the metric was also supplied with the image angular resolution in pixels per visual degree.
[Butteraugli]. In the original Butteraugli implementation the threshold for visible distortions is determined by a constant "good_quality." However, we found that this constant does not correlate well with human experiment results, and better results can be achieved if the map is transformed by the psychophysical function from Equation (4).
[HDR-VDP]. We modified HDR-VDP (v2.2) to better predict our datasets. First, we observed that including orientation-selective bands did not improve predictions for any of our datasets; therefore, we simplified the multi-scale decomposition to allorientations spatial-frequency bands. Second, we improved spatial probability pooling. The original HDR-VDP was calibrated to detection datasets in which one distortion was visible at a time. This enabled using a simplified spatial pooling, in which all differences in an image were added together. However, this resulted in inaccurate results for our datasets, in which distortions vary in their magnitude across an image. We replaced the original pooling with spatial probability summation
where P (x, y) is the original probability of detection map (Equation (20) in Mantiuk et al. (2011) ), ϵ is a small constant, and д σ is the Gaussian kernel. The fitted parameters were the peak sensitivity, a self masking factor (mask_self), a cross-band masking factor (mask_xn), the p-exponent of the band difference (mask_p), and the standard deviation of the spatial pooling kernel (si_sigma) in visual degrees.
In the following sections, we add the prefix "T-", e.g., TButteraugli, to distinguish between the metrics trained by us and their original counterparts.
CNN-BASED METRIC
Inspired by the success of convolutional neural networks (CNNs) in many applications, we designed a fully convolutional architecture as a visibility metric and trained it on our dataset.
Two-Branch Fully Convoluted Architecture
Siamese networks gained popularity among tasks that involve difference comparison or a relationship between two images. A Siamese CNN consists of two identical branches that share weights but have distinct inputs and outputs. For example, Bosse et al. (2016) use Siamese architecture to encode distorted and reference patches in the features space, take the difference in that space, and input it to the fully connected layers to predict per-patch quality. After having experimented with such an architecture, we found that better performance can be achieved when (a) the difference between distorted and reference patches is computed in image space rather than feature space, and (b) fully connected layers are replaced with convolutional layers. Figure 8 illustrates our modified architecture, in which one branch is responsible for encoding the difference between distorted and reference patches and the other for encoding a reference patch. Unlike the Siamese architecture, our approach uses separate weights for each branch, as each branch encodes different information. Both branches are concatenated to preserve all features. The visibility map is reconstructed from the feature-space representation using three deconvolution layers. Using convolutional layers instead of fully connected layers reduced the number of parameters and improved the ability of the metric to generalize to different datasets.
Formally, we denote R as the reference patch and D as the distorted patch. We also define two mapping functions 
Convolutional Layers. Since our training dataset does not contain the necessary amount of images to perform a full training, we perform a fine-tuning of our network by initializing the weights via transfer learning from AlexNet implementation (Krizhevsky et al. 2012) . We found that the feature maps generated with two convolutional layers achieve similar results as with five layers, and consequently, we remove the last three convolutional layers. The two convolution layers alternate with pooling layers. We use the rectified linear unit (ReLU) as the activation function. In addition, to avoid overfitting, we set the dropout value to 0.5.
Deconvolutional Layers. The concatenation is followed by the deconvolution layers, which reconstruct the final visibility map. To prevent checker-board patterns, each deconvolution is performed as a sequence of upsampling and convolution operations. Such patterns are a common problem if deconvolution is realized as a transposed convolution. Further refinement is achieved by skipconnections, which concatenate feature maps from the convolution layers of the difference branch with the deconvolution layers. Such skip-connections create new paths inside the neural network and help to avoid the issue of vanishing or exploding gradients.
Training and Testing
The network is trained by minimizing the likelihood function from Equation (3). The images are split into patches of 48×48 pixels, without overlapping parts. We found that patches of that size better preserve high-frequency details in the visibility maps. To increase the size of dataset and prevent overfitting, we augment the data by horizontal and vertical flips the rotations of 90 • , 180 • , and 270 • . We also ignore all the patches for which there is no difference between their distorted and reference versions. The total number of patches is approximately 400,000. We train the network in 50,000 iterations, with a learning rate of 0.00001 and a learning decay rate of 0.9. To speed up the training process, we use a mini-batch technique with 48 batch size. The network is trained using Adaptive Moment Estimation (Adam), which calculates adaptive learning rates for the parameters. The CNN architecture is implemented in TensorFlow 1.4. 3 We perform training and testing exploiting Tensorflow GPU support on an NVIDIA GeForce GTX 980 Ti.
To predict a visibility map for a full-size image, we split it into 48×48 patches with 42-pixel overlap, infer a visibility map for each patch, and, finally, assemble the complete map by averaging each pixel shared by the overlapping patches. Prediction for an 800×600 pixel distorted image takes approximately 3.5s.
METRIC RESULTS
To compare metric predictions, we computed the results for fivefold cross-validation with an 80:20 split between training and testing sets. The split ensured that the testing set did not contain any of 3 https://www.tensorflow.org/. Fig. 9 . The results of cross-validation of the quality metrics for each dataset and for all datasets together. The error bars denote standard error when averaging across images in the dataset. the scenes used for training, regardless of the distortion level. The results for all metrics, shown in Figure 9 , indicate the CNN metric compares favorably to other metrics, where good performance can also be observed for T-Butteraugli and T-HDR-VDP. We did not find any evidence in our dataset that the color difference formula (T-CIEDE2000) offers an improvement over T-ABS computed between luma values. T-sCIELab performed slightly better than T-ABS, but for many datasets they are quite comparable. It is worth noting that some datasets are more difficult to predict (lower likelihood) than the others; notably, compression was the most difficult dataset, followed by perceptionpatterns.
It must be noted that the metrics have been retrained and modified or extended to better predict our dataset. In Figure 10 , we show the predictions of the original metrics compared to the predictions of the newly retrained metrics. In general, the original metrics were too sensitive and predicted mostly invisible distortions. The code and the parameters of the retrained metrics can be found in the supplementary materials. Figure 11 shows metric predictions for a few selected interesting cases from our dataset. The complete set of predictions can be found in the supplementary materials. Image uncorrelated noise contains three noisy circular patterns modulated by a Gaussian envelope presented on the background of a lower amplitude noise. The reference image contains only the background pattern, without the circular patterns, but the random seed used to generate the background noise was different than in the distorted image. While observers could not spot the difference in the background noise pattern in a side-by-side presentation, such a difference triggered detection for all metrics. T-Butteraugli and CNN performed better, partially ignoring the difference in background noise.
The gorilla image was distorted by image compression. It contains complex masking patterns, which modulate the visibility of the distortions. The simple metrics, such as T-SSIM, T-FSIM, and T-VSI, failed to predict such masking. More advanced metrics, CNN, T-Butteraugli, and T-HDR-VDP, were more accurate in indicating the higher visibility of distortions on the gorilla's face while for the chest area was marked correctly only by CNN.
The peter panning image contains distortion caused by shadow mapping where the shadow is detached from an object casting it Piórkowski et al. (2017) . The images also contain small differences in pixel values due to shading and post-processing effects in the game engine. T-FSIM metric failed to mask such small differences (best seen in the electronic version), while other metrics correctly ignore the visibility of those small differences. T-Butteraugli and T-HDR-VDP tend to excessively expand the region with the difference.
The car image contains distortion on the body of the car, but there is also a readily visible noise pattern in the bottom right corner. Very few observers marked that noise pattern in the corner, as most people were paying attention to the car. This is an example of a case in which we cannot treat observers' markings as ground truth, and we need the statistical model from Section 4 to correctly model uncertainty in the data. It is worth noting that all metrics correctly predicted the visibility of the noise pattern.
The classroom image contains a rendering of the same scene but from a slightly different camera position in the distorted and reference images. While the observers could not notice any differences, such pixel misalignment triggered a lot of false positives for most metrics. CNN could only partially compensate for pixel misalignment.
APPLICATIONS
In this section, we present three applications that demonstrate the utility of the best-performing visibility metrics. In Section 8.1, we investigate visually lossless JPEG compression controlled by the metrics. In Section 8.2, the metrics are used to determine maximum subsampling level for a single-image super-resolution. In Section 8.3, we use a CNN metric to adjust content-dependent watermarks so that their intensity is maximized while they remain imperceptible.
Visually Lossless Image Compression
The objective of visually lossless image compression is to compress an image to the lowest bit rate while ensuring that compression artifacts remain invisible. JPEG quality setting is rarely manually fine-tuned, and most images are saved using the default quality setting, which is typically set to 90 (of 100) in a majority of software, producing much larger files than needed. In this section, we show that visibility metrics can be used to automatically find the JPEG quality setting for visually lossless compression, which can significantly reduce the file size.
To validate metrics' performance in this application, we conducted an additional experiment, in which observers indicated the lowest JPEG quality setting for which distortions remained invisible in a side-by-side presentation. In the experiment, we use the standard JPEG codec (libjpeg). 4 To avoid using the same images for training, we used Rawzor's free dataset 5 that contains a rich set of image content. The images are cropped to 960 × 600 pixels to fit on our screen. The images are distorted by compression with a standard JPEG codec using a range compression qualities. The experimental procedure involved selecting a distorted image from four presented, where only one image was distorted (fouralternative-forced-choice protocol). The quality setting was adaptively adjusted using the QUEST method. Between 20 and 30 trials were collected per image to find the quality settings at which an observer could select a distorted image with 75% confidence probability level in the QUEST procedure. Ten observers completed the experiment. To predict the visually lossless quality setting for JPEG compression, we take the maximum value of the metrics' predicted visibility map, which gives a conservative estimate. A similar approach was in Alakuijala et al. (2017) . We search the quality settings from 0 to 98 and chose the lowest quality setting that produced the visibility map of maximum value less than 0.5, which corresponds to 50% of observers spotting the difference. We select the best three metrics, CNN, T-HDR-VDP, and T-Butteraugli, and their original versions, HDR-VDP and Butteraugli, for evaluation.
The results of the experiment and the predictions of the topperforming visibility metrics are shown in Figure 12 . The blue line denotes the median value computed across observers, and the blue shaded area represents the range between the 20th and 80th percentiles. CNN, T-HDR-VDP, and T-Butteraugli correlate reasonably well with the experiment results, although the distortions in scenes 9 and 11 were under-predicted by the trained metrics. The most visible distortions in those images are due to contouring in smoothly shaded regions. Such distortion types were missing in our training set, which could lead to the worse-than-expected performance.
We quantify the accuracy of metrics' predictions as the mean squared error (MSE) between the predictions and levels found in 4 https://github.com/LuaDist/libjpeg. 5 http://imagecompression.info/test_images/. the experiment. Among the top three metrics, CNN's performance is the best with an MSE of 367.7 followed by T-HDR-VDP with a MSE of 467.5 and T-Butteraugli with a MSE of 479.4. The original (untrained) versions of HDR-VDP and Butteraugli resulted in strongly over-predicted visibility of JPEG artifacts. This result confirms that, with our proposed dataset, the trained metrics could generalize well to different distortion types (we did not include JPEG distortions in the dataset) and different content. Compared with the common practice of setting the quality to a fixed value of 90, the best CNN metric could help to reduce file size on average by 60% for the selected set of images.
Super-Resolution from Downsampled Images
Super-resolution (SR) methods reconstruct a higher-resolution image from a low resolution (LR) image or images. In this section, we consider a single-image super-resolution, where the method is used to reduce image resolution in a such a way that visually indistinguishable full-resolution image can be reconstructed from a low-resolution image.
We consider three scenes generated with Arnold renderer 6 (Figure 13) . The scenes depict objects on a quasi-uniform background with small amount of noise, caused by global illumination approximation. Simple scenes were selected to make easier for observers to find the distortions in an experiment.
We employ the traditional projection onto convex set (POCS (Panda et al. 2011)) algorithm for reconstructing the SR image from a single LR image. We use a MATLAB implementation, generating LR images by applying downsampling factors from 1.1 to 6.0.
To validate the metric performance, we collected the user data on the distortion visibility for various downsampling levels with respect to the full resolution reference. We ran the same 4AFC QUEST procedure as in Section 8.1. Between 20 and 40 QUEST 6 https://www.solidangle.com/arnold/. trials were collected per scene and per observer to find the detection threshold for level of downsampling factor. Twenty observers completed the experiment.
The blue line in Figure 13 shows the percentage of the population that selected lower downsampling than the one shown on the x-axis. The smooth shape of that line was estimated by fitting a normal distribution to the collected thresholds and then plotting the cumulative of that distribution. To plot metric predictions, we take the maximum value in the visibility difference map to account for the most visually critical distortion, similarly as in the JPEG application. To compare metric performance, we compute MSE between each metric prediction and the user data for all downsampling levels. After averaging the MSE values for all three scenes, CNN resulted in the smallest error of 19.95, followed by T-Butteraugli with the error of 96.96.
Content-adaptive Watermarking
Watermarking is the technique of changing the signal to embed information about the data. For visual media, the watermark is usually a logo or text superimposed on an image that remains imperceptible. Our application is inspired by watermarking techniques and its objective is to show that our metric is able to detect correctly the areas where contrast masking lowers the visibility of a watermark. Contrast masking is an important characteristic of the HVS that results in the reduced visibility of a distortion that is imposed on the image pattern with similar spatial frequencies and orientations (Chandler 2013; Mantiuk et al. 2011) . Contrast masking becomes stronger with increasing contrast of the masker, which we employ to increase the watermark intensity.
To add a watermark, we add a grid of small gray-shaded watermark patches (64×64 pixels) to the reference image. We start with high-intensity watermarks so that the differences are clearly visible. Then, we employ the CNN metric to generate the distortion visibility map and to determine which watermark patches result in visible difference (we use a custom threshold of 6%). The intensity of all watermark patches in which at least one pixel contains visible difference is reduced by 1 (the minimum step). This process is repeated until the metric does not detect any visible difference. Note that this procedure is equivalent to pooling the maximum value per patch, rather than per image as was done for JPEG and super-resolution applications.
Although our metric was not trained for this particular distortion type, the watermarks optimized by our metric remain imperceptible in side-by-side comparison with their references (Figure 14) . This result demonstrates that our metric can deal with distortion types not present in the training dataset. For a better illustration, we also provide the watermarks multiplied by a constant, which show that our metric is able to correctly detect the areas that mask distortions. For example in the rocks area (top row) and city lights (bottom row), which contain high frequencies of relatively high contrast, visual masking becomes stronger and our metric allows for higher intensity of the watermark. The watermark intensity remains small in the smooth gradient regions.
LIMITATIONS
Our approach to data collection and modeling is not free from limitations. The experimental task, although intuitive and very efficient, leads to ambiguity between the ability to find and to detect distortion. We address this problem by inferring the likely probability of observing a particular distortion. However, we also found that using smaller images, such as the 512×512-pixel crops used in the compression set, greatly reduces the effect of visual search and allows us to collect more consistent data. Finally, our dataset does not capture variation of visibility with the viewing distance and absolute luminance level, the effects that are modeled by some visibility metrics, such as HDR-VDP. The data on the effects of both factors still needs to be collected.
CONCLUSIONS
Prediction of visible distortions in images is a challenging task, and no existing visibility metric can provide robust predictions. The challenge comes from the complexity of human visual perception but also from the lack of sufficiently large datasets that could be used to train and validate visibility metrics. This work contributes towards creating such a large dataset. We propose to use an efficient experimental method, which, however, can misrepresent the true detection performance when the observers are not able to locate all visible distortions. For that reason, we create a statistical model, which can describe uncertainty in the data and serve as a loss function for training metrics.
We use the dataset to train the existing visibility metrics and demonstrate that their performance can be much improved. We also train a new CNN-based metric, which vastly outperforms existing metrics. We demonstrate the utility of our CNN metric in three practical applications: visually lossless JPEG compression, superresolution, and watermarking. In future work, we would like to investigate other applications, such as automatic simplification of 3D scene complexity (textures, geometry, shading) while ensuring no loss of quality or comparison of rendering methods while ignoring differences below the visibility threshold.
