Abstract. In the paper, effective filtering for a type of slow-fast data assimilation systems in Hilbert spaces is considered. Firstly, the system is reduced to a system on a random invariant manifold. Secondly, nonlinear filtering of the origin system can be approximated by that of the reduction system.
Introduction
Give a probability space (Ω, F , P) (Specialized in Section 3) and fix two separable Hilbert spaces H 1 , H 2 with the inner products ·, · H 1 , ·, · H 2 and the norms · H 1 , · H 2 , respectively. Consider a stochastic slow-fast system on
where A, B are two linear operators on H 1 , H 2 , respectively, and the interaction functions F : H 1 × H 2 → H 1 and G : H 1 × H 2 → H 2 are Borel measurable. Moreover, V, W are mutually independent standard 1-dimensional Brownian motions, x εV is an Itô differential, σ is nonzero H 1 -valued noise intensity, and ε is a small positive parameter representing the ratio of the two time scales. The type of systems (1) have appeared in many fields, such as engineering and science( [14] ). For example, the climate evolution consists of fast atmospheric and slow oceanic dynamics, and state dynamic in electric power systems include fast-and slowly-varying elements.
The research for systems (1) is various. When H 1 , H 2 are finite dimensional, WangRobert [12] and Schmalfuß-Schneider [15] observed the invariant manifold for systems (1) . In [6] Fu-Liu-Duan also studied the invariant manifold of systems (1) [9] also studied this convergence problem by independent version technique and then applied it to statistical inference. When jumps processes are added in the system (1), the author proved the convergence by weak convergence technique. Besides, in [11] and [17] , the author and two coauthors reduced the system (1) to a system on a random invariant manifold, and showed that E[φ(x ε t )|R ε t ] converges to the filter of the reduction system. Thus, a new method to study the nonlinear filtering problem for multiscale systems is offered.
In the paper, we consider effective filtering for the system (1) in general Hilbert spaces by following up the line in [11] and [17] . Firstly, the system is reduced to a system on a random invariant manifold. Secondly, nonlinear filtering of the origin system can be approximated by that of the reduction system. This paper is arranged as follows. In Section 2, we introduce basic concepts about random dynamical systems, stationary solutions and random invariant manifolds. The framework for our method for reduced filtering is placed in Section 3. In Section 4, the nonlinear filtering problem is introduced and the approximation theorem of the filtering is proved.
The following convention will be used throughout the paper: C with or without indices will denote different positive constants (depending on the indices) whose values may change from one place to another.
Preliminaries
In the section, we introduce some notations and basic concepts in random dynamical systems. |φ(x)| + max
Random dynamical systems ([1]
). Let (Ω, F , P) be a probability space, and (θ t ) t∈R a family of measurable transformations from Ω to Ω satisfying for s, t ∈ R,
If for each t ∈ R, θ t preserves the probability measure P, i.e., θ * t P = P, (Ω, F , P; (θ t ) t∈R ) is called a metric dynamical system. Definition 2.1. Let (X, X ) be a measurable space. A mapping
is called a measurable random dynamical system (RDS), or in short, a cocycle, if these following properties hold:
(ii) Cocycle property: ϕ(t, ω) satisfies the following conditions ϕ(0, ω) = id X , and for ω ∈ Ω and all s, t ∈ R ϕ(t + s, ω) = ϕ(t, θ s ω) • ϕ(s, ω), (iii) Continuity: ϕ(t, ω) is continuous for t ∈ R.
Stationary solutions and random invariant manifolds ([15]
). Let ϕ be a random dynamical system on the normed space (X, · X ) . Then we introduce a stationary solution and a random invariant manifold with respect to ϕ.
A random variable ζ is called a random fixed point in the sense of random dynamical systems if for t 0 ϕ(t, ω, ζ(ω)) = ζ(θ t ω), a.s.ω. If ϕ is defined by the solution mapping of a stochastic/random differential equation, (t, ω) → ζ(θ t ω) is a stationary solution of a stochastic/random differential equation.
A family of nonempty sets M = {M(ω)} ω∈Ω is called a random set in X if for ω ∈ Ω, M(ω) is a closed set in X and for every y ∈ X, the mapping
M is called (positively) invariant with respect to ϕ.
In the sequel, we consider random sets defined by a Lipschitz continuous function. And then define a function by
and then (Ω, F , P, θ t ) is a metric dynamical system that is used in the sequel.
Consider the slow-fast system (1) on
We make the following hypotheses: (H 1
and
Under the assumptions (H 3 ), the system (1) has a global unique solution (x ε (t), y ε (t)), with a given initial value (x 0 , y 0 ). Set ϕ ε t (x 0 , y 0 ) := (x ε (t), y ε (t)), and then ϕ ε is called a solution operator of the system (1). Next, we will study some properties of ϕ ε . To do this, we introduce two auxiliary systems dη = Aηdt + ηdV, 
and then by (H 2 ), ξ ε is well defined. So, it holds that
Moreover, one can justify that ξ ε (θ Next, setx
, and then (x ε ,ȳ ε ) satisfy the following system 
where for ω ∈ Ω, the Lipschitz constant of
and α is a positive number satisfying γ 2 − α > L.
Based on the relation between ϕ ε andφ ε , it holds that ϕ ε is also a random dynamical system and has a random invariant manifold
By the same deduction as [6, Theorem 4.4], we could get a reduction system on M ε .
Theorem 3.3. (A reduced system on the random invariant manifold)
Assume that ε > 0 is sufficiently small and (H 1 )-(H 4 ) hold. Then for the system (1), there exists the following system on the random invariant manifold:
such that for t > 0 and almost all ω,
) is the solution of the system (5) with the initial valuez ε (0) = (x 0 ,ỹ 0 ) and C L,γ 2 ,α > 0 is a constant depending on L, γ 2 and α.
An approximate filter on the invariant manifold
In the section we introduce nonlinear filtering problems for the system (1) and the reduced system (5) on the random invariant manifold, and then study their relation. 4.1. Nonlinear filtering problems. In the subsection we introduce nonlinear filtering problems for the system (1) and the reduced system (5).
Let {β i (t, ω)} i 1 be a family of mutual independent one-dimensional Brownian motions on (Ω, F , P). Construct a cylindrical Brownian motion on H 3 with respect to (Ω, F , P) by
where {e i } i 1 is a complete orthonormal basis for H 3 . It is easy to justify that the covariance operator of the cylindrical Brownian motion U is the identity operator I on H 3 . Note that U is not a process on H 3 . It is convenient to realize U as a continuous process on an enlarged Hilbert spaceH 3 , the completion of H 3 under the inner product
Furthermore, fix a Borel measurable function h(x, y) :
For h, we make the following additional hypothesis:
(H 5 ) There exists a M > 0 such that sup
h(x, y) H 3 M and h(x, y) is Lipschitz continuous in (x, y) whose Lipschitz constant is denoted by h Lip . Next, for T > 0, an observation system is given by
Under the assumption (H 5 ), r ε is well defined. Set
and then by [3, Proposition 10.17] , (Λ ε t ) −1 is an exponential martingale under P. Thus, [3, Theorem 10.14] admits us to obtain that r ε is a cylindrical Brownian motion under a new probability measure P ε via dP
where E ε stands for the expectation under P ε , R ε t σ(r ε s : 0 s t) ∨ N and N is the collection of all P-measure zero sets. And set
and then by the Kallianpur-Striebel formula it holds that
. 
, and study the nonlinear filtering problem forx ε . Set 
