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 ABSTRACT 
Most short distance travel, less than three miles, is being completed by single 
occupancy vehicles in North America, which leads to many negative effects on the 
physical environment and citizens’ quality of life.  Therefore, understanding influences 
on travel behavior, more specifically non-automotive travel behavior, is crucial.  Many 
researchers and city planners have touted specific factors for encouraging walking and 
biking, but the body of work to support such notions remains small and fragmented.  This 
study was developed to test all previously identified motivating factors for walking and 
biking and their relative influence over one’s choice.  The Mount Pleasant neighborhood 
in Vancouver, B.C., Canada was chosen as the location for this study because all of the 
motivating factors were present.  Data was collected through a questionnaire-based 
survey, which also contained demographic and behavioral clarifying questions.  In the 
end, all previous factors were shown to have some influence over one’s decision, but 
some relationships were stronger than others.  This work provides a basic outline for 
future travel behavior studies, and highlights important factors that need further 
exploration. 
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 CHAPTER 1: INTRODUCTION 
PURPOSE OF STUDY  
Urban transportation is at a crossroads.  In one direction the perpetuation of 
auto-dominance continues unabated, and in the other direction we find increases in 
non-automotive based modes of transport such as walking and biking.  The problem 
in North America today, particularly the United States and Canada, is the utilization 
of the automobile for short distance travel.  Nearly all trips are completed by single 
occupancy automobiles, and half of those trips are 3 miles or less.  This contributes to 
climate change, consumption of non-renewable resources, pollution, decreases in 
urban quality of life, health problems, sprawl, and loss of community.  All of these 
effects could be abated through the use of non-automotive based transportation for 
short distance travel.   
The potential for increasing use of alternative forms of transportation, such as 
walking and bicycling, seems enormous, given the fact that people frequently use an 
automobile for short distance travel (0-3 miles) that could be completed on foot or 
bicycle.  According to the National Household Transportation Survey conducted in 
2009 by the United States Department of Transportation Federal Highway 
Administration 49 percent of all trips taken were three miles or less in length, 39 
percent of all trips taken were two miles or less, and 24 percent of those trips were 
less than one mile.  Of those trips, 80 percent were made by single occupancy 
vehicles.  In 2001, motorized transport to work accounted for 91.2% of the modes in 
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Canada where over a quarter of the trips made in Canadian cities are less than two 
miles exemplifying a very similar story (Pucher and Buehler, 2005). 
Therefore, it is important to understand and implement measures to encourage 
the higher shares of non-motorized transport.  However, current research remains 
fragmented and highly varied.  Many previous studies have drawn conclusions from 
the correlation of travel statistics with neighborhood form, or by surveying a small 
portion of the population with regard to one specific influence such as urban form.  
This study examines previously identified mode choice influences and asks 
pedestrians and cyclists to rate the influence these factors have on their decision for 
non-motorized transportation.  A better understanding of these dynamic influences 
can guide efforts to encourage non-automotive based modes of transport, and guide 
future studies related to walking and biking. 
 
EVOLUTION OF THE AUTO-CENTRIC METROPOLIS 
It’s no big surprise that many of North America’s travel demands are met by 
automobiles, “car use remains cheap and transportation policy remains dominated by 
motoring” (Pucher et al, 625).  However, the paths that each country followed in 
terms of development are quite different, therefore it is important to look at the 
United States and Canada separately in terms of the evolution of the auto-centric 
metropolis. 
This auto centric trend began to take shape in the U.S. when two federal 
highway planning reports, Toll Roads and Free Roads (1939) and Interstate regional 
Highways (1944), were released (Ellis, 1996).  “These documents provided the 
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blueprints for the insertion of freeways into the old industrial city, (Ellis, 268).”  
Freeway construction began to take shape during the mid 1940s as the mass produced 
automobile started to become the preferred method of transportation.  Many early 
plans for arterial modes of transportation to and from a city center that solely focused 
on the automobile were met with opposition from planners.  For example, Lewis 
Mumford argued, “central cities would be destroyed as livable public spaces if 
freeways were thrust into the center, disgorging rivers of cars, (Ellis, 275).”  Such 
criticism was ignored, and in 1956, the approval of the Federal-Aid Highway Act, or 
National Interstate and Defense Highways Act, provided large amounts of funding to 
construct a large cross country highway system.  These highways, or freeways, also 
tied urban centers with outlying areas, which allowed for the rapid expansion of 
dispersed suburban developments.  The main idea of a city was eroded as a result of 
polycentric metropolises and suburban downtowns.  
Another contributing factor to the eventual dominance of the automobile was 
the National Housing Act of 1934, which established the Federal Housing 
Administration.  This act encouraged suburban growth by providing a federal 
guarantee to lenders who offered twenty-year home loans with a rating system that 
preferred single-family units and suburban properties.  Also, loans for repair were 
almost non-existent during this time and the ones that did exist were short term 
creating an environment where it made more economic sense to purchase a new home 
rather than repair an existing one.  The basic policies created by this act were later 
adopted by the Housing Act of 1949.  This meant the post-war housing boom would 
occur on greenfields and in an auto-centric form (Harris, 2009). 
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The trend of constructing auto-oriented cities and heavily investing in 
highway infrastructure continued unabated until 1991 when Congress passed the 
Intermodal Surface Transportation Efficiency Act (ISTEA) which stated, “The 
National Intermodal Transportation System shall consist of all forms of transportation 
in a unified, interconnected manner, including the transportation systems of the 
future, to reduce energy consumption and air pollution while promoting economic 
development and supporting the nation's preeminent position in international 
commerce” (Intermodal Surface Transportation Efficiency Act, Section 2).  In 1998 
Congress passed the Transportation Equity Act for the 21st Century (TEA-21).  TEA-
21 states, “Bicycle transportation facilities and pedestrian walkways shall be 
considered, where appropriate, in conjunction with all new construction” 
(Transportation Equity Act for the 21st Century, Section 1202).  These acts brought 
non-motorized forms of transportation back into the spotlight and allowed for federal 
transportation funds to be utilized for projects involving alternative forms of 
transportation such as walking and biking, which many states and cities have begun 
developing. 
Canada’s evolution is much more subtle than the United States.  Entering into 
the 1940’s, cities in the two countries were almost identical in terms of urban form.  
Condon (2004) points out that, “the city of the 600 foot by 300 grid was the standard 
in both countries.  Urban densities were similar, as was the land use mix” (p. 7).  As 
both countries entered into the freeway-building era we began to see a change in 
terms of city form.  This can be attributed to different styles of government, funding, 
and involvement throughout the transportation and housing sector.  Goldberg and 
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Mercer (1986) sum up the slow beginnings of Canada’s auto-centric metropolis, 
which began around the same time the U.S. began building freeways:  
Canada too was experiencing suburbanization of its population and resulting 
traffic congestion.  The freeway solution was speedily proposed.  However, 
conditions in Canada were very different from those in the United States.  
Financing arrangements, for example, did not include any significant 
Canadian federal funding, in contrast to the U.S. where 90 percent of 
construction and planning cost were federally funded (p. xv). 
 
“From the earliest days of the confederation, the role of the federal government in 
transport has been mostly limited to aspects of the inter-provincial and international 
movement of passengers and freight, and construction regulations for vehicles” 
(Banister, 27).  Since local municipal and provincial governments were responsible 
for funding highway building projects Canada saw much less highway construction 
when compared to the U.S.   
 Canada also saw less suburbanization as a result of their housing policies 
because once again, local and provincial governments were primarily in charge.  They 
have, “the responsibility and authority to regulate land use and urban development by 
their respective provinces, public officials can act directly to regulate pace and 
character of urban growth without having to circumvent constitutional protection of 
individually vested real property rights” (Goldberg and Mercer, 92).  Leaving public 
infrastructure and services in the hands of local governments has allowed Canadian 
cities to remain intact in comparison to the suburbanization of American cities.  
However, recent trends have resulted in, “the proliferation of low-density, sprawling 
suburbs spreading out around virtually every Canadian city – usually outside the local 
governmental jurisdiction of the central city” (Pucher and Buehler, 57).   
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 To summarize, Canada’s evolution, as an auto-centric metropolis, cannot be 
attributed to specific federal acts since control has always been located in the hands of 
provincial and local officials.  An analysis within each metropolitan area throughout 
the country would be required to draw direct correlations to the U.S.  Regardless, 
highways were built and we saw a suburbanization of Canadian cities although it 
happened at a slower rate and on a lesser scale.  It is interesting though that Canada 
still has much lower utilization of non-automotive modes of transport when compared 
to European countries, and it is not that much higher than the United States (Pucher 
and Buehler, 2005).  This can be attributed to Canada’s lack of restrictions on car use.  
Pucher and Buehler (2005) point out that: 
Canadian cities – much like their American neighbors to the south – have 
been quite hesitant to impose restrictions on car use or to increase its price.  
Traffic calming of residential neighborhoods, car-free zones, parking 
restrictions and supply limitations are not nearly as extensive in most 
European cities.  Moreover, gasoline prices, motor vehicle registration fees, 
sales taxes on car, roadway tolls, and parking prices are generally only a 
fraction of European levels (p. 57-58). 
 
So after seventy plus years of different transportation and housing policies both 
Canada and the United States appear very similar in terms utilization of the 
automobile for short distance travel. 
 
CONSEQUENCES OF THE AUTO-CENTRIC METROPOLIS 
The continued prevalence of short distance trips by automobile remains a 
common problem in US and Canadian cities, which leads to many adverse effects on 
the environment such as pollution, increased energy consumption, injuries and deaths, 
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and health problems.  The following are some brief examples of problems associated 
with auto-centric transportation trends. 
All types of pollution, especially air pollution, could be curtailed dramatically 
if a significant portion of these trips (three miles or less) were taken on foot or bike.  
The United States Environmental Protection Agency’s Office of Transportation and 
Air Quality (2010) determined that the transportation sector is responsible for 51% of 
all carbon monoxide emissions, 29% of all hydrocarbon emissions, 34% of all 
nitrogen oxide emissions, 10% of all fine particulate matter emissions, 29% of all 
greenhouse gas emissions, and several air toxics considered to be probable human 
carcinogens. 
Utilization of automobiles for travel also involves a large consumption of non-
renewable resources that could be curtailed through alternative transportation.  
According to the United States Energy Information Administration in 2009 
Americans consumed on average 8,999,000 barrels of finished motor gasoline per 
day.  The transportation sector alone accounted for 72% of all petroleum consumption 
in the United States in 2009 (United States Energy Information Administration, 
2009).   
Safety is another major problem facing pedestrians and cyclists today since 
the prevailing urban infrastructure caters to automobiles.  Cities need to begin 
planning for efficient infrastructure that encourages them and allows them to 
complete their trip safely.  According to the Pedestrian and Bicycle Information 
Center (2010): 
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4,749 pedestrians were reported to have been killed in motor vehicle crashes 
in the United States in 2003.  These deaths accounted for 11 percent of the 
42,643 motor vehicle deaths nationwide that year. An estimated 70,000 
pedestrians were injured or killed in motor vehicle collisions, which 
represents 2 percent of the 2.9 million total persons injured in traffic crashes.  
  
Health is also a major issue or problem regarding auto dependency in our 
country.  Lack of access to such amenities as walkable or bikeable streets often leads 
to health problems such as obesity, diabetes, and heart problems.  Evidence exists 
within literature that illustrates how increases in physical activity through walking or 
biking create healthier and safer urban environments (Rasciute and Downward, 
2010).  “The built environment influences opportunities for physical activity through 
access to trails, parks, recreation centers, and walkable streets” (Krieger, et al, 593). 
Increases in alternative forms of transportation, such as walking and biking, 
would have a positive influence on the urban quality of life.  The potential for 
decreasing pollution levels and energy consumption while increasing safety and 
supporting healthier lifestyles would be significant.  Therefore, it is imperative to plan 
for these alternative forms, raising the question as to what encourages residents to 
walk or bike.  This understanding is crucial for two reasons: 1) It will provide clues as 
to what factors encourage individuals to switch to non-automotive based modes of 
transportation, and 2) Urban planners would be able to initiate policy and programs 
for sustainable forms of transportation.  The main goal of this research is to uncover 
the relative importance of different influences that encourage residents to walk or 
bike. 
 
 
 
 9 
STUDY AREA 
The study area focuses on the Mount Pleasant Neighborhood located in 
Vancouver, B.C., Canada.  Figure 1.1 shows the location of the Mount Pleasant 
neighborhood within the City of Vancouver.  The City of Vancouver was chosen 
because of its proximity, ease of access, city form, and large number of pedestrians 
and cyclists.  It is located in the lower part of British Columbia on the coast just north 
of the border between Canada and the United States.  The City of Vancouver’s 
population was 578,041 in 2006 according to census data.  The city has set a very 
progressive agenda for itself, as is evident when viewing an action plan issued in late 
2009 titled, “Vancouver 2020 A Bright Green Future: An Action Plan for Becoming 
the World’s Greenest City by 2020” (Boyd, 2009).  The fourth goal in the action plan, 
green mobility, is to make the majority of trips by walking, biking, or public transit.  
Canadian census data illustrates that overall levels for non-motorized transportation to 
work are relatively high.  In fact, Pucher and Buehler (2005) point out that in 2001 
1.2% of work trips were completed by bicycle in Canada compared to 0.4% in the 
United States.  Still these numbers are low. 
The Mount Pleasant neighborhood, as shown in figure 1.1, was specifically 
chosen because it exhibits many of the factors that have been suggested by major 
planning research to encourage pedestrian and bicycle traffic within a major urban 
center.  By choosing such a neighborhood, a “good” neighborhood, this study will be 
able to address all these factors and measure and compare the differences and 
relationships that exist among them. 
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Figure 1.1 Vancouver, B.C. 
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Figure 1.2 Mount Pleasant Neighborhood, Vancouver, B.C. 
 
Figure 1.2 provides a detailed map of the neighborhood and existing 
infrastructure.  The neighborhood is structured by highly connected traditional grid 
layout which research suggests promotes walking and biking (Handy, 1996, Handy et 
al, 2002, Hess, 1997, Hess et al, 1999, and Southworth, 2005).  It also possesses 
many other characteristics, which are considered to encourage pedestrian and bicycle 
traffic.  For example, a range of land-uses, housing types, population densities, and 
demographics groups are located within walking distance of a transit stop (Chang-
Moo and Ahn, 2003, Grant and Bohdanow, 2008, Handy et al, 2002, Mehta, 2008, 
Pucher and Buehler, 2005, and Southworth, 2005).  Figure 1.3 details the various land 
uses contained within the neighborhood and Figure 1.4 highlights the various 
demographics. 
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Figure 1.3 Mount Pleasant neighborhood Zoning Districts 
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Table 1.1 Mount Pleasant Neighborhood Demographic Data, Canadian Census 
The neighborhood also contains excellent pedestrian infrastructure that many 
consider to encourage walking and biking, including complete sidewalks, street 
furniture, marked crosswalks with sensors, on-street bike lanes, and many bike 
parking facilities (Hess et al, 1999, Pucher and Dijkstra, 2003, Pucher and Buehler, 
2005, and Southworth, 2005).  The neighborhood was also chosen because it exhibits 
high levels of pedestrian activity.  When compared to the rest of the city, except for 
downtown Vancouver, Mount Pleasant exhibits above average levels of walking and 
cycling to work.  Please refer to Figure 1.5 for a comparison of the City of 
Vancouver’s neighborhoods and their respective walking and biking to work figures. 
HOUSEHOLDS   
Number of private households 12,790 
One-person households 50.9% 
Average size of household 1.8 
Median household income $37,782  
Population in low income households 31.7% 
TYPE OF DWELLING   
Single-detached house 3.8% 
Semi-detached house 2.2% 
Detached duplex 9.2% 
Row house 1.4% 
Apartment, under 5 stories 74.4% 
Apartment, 5 or more stories 8.9% 
MODE OF TRAVEL TO WORK 
Car, truck van as driver 40.9% 
Car, truck, van as passenger 3.9% 
Public transit 36.2% 
Walked to work 9.7% 
Bicycle 8.3% 
Other method 1.0% 
AREA OF LAND   
 Hectares 364 
POPULATION   
Census Population 23,615 
Age Groups   
19 and under 13.7% 
20-39 44.8% 
40-64 33.4% 
65 and over 8.2% 
LANGUAGE   
English 62.0% 
French 2.2% 
Chinese 10.0% 
Tagalog (Pilipino) 5.1% 
Vietnamese 2.8% 
Spanish 1.7% 
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Figure 1.4 City of Vancouver Neighborhoods, Travel to Work Statistics 
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RESEARCH QUESTIONS AND OBJECTIVES 
 The purpose of this research is to provide insight into pedestrian behavior to 
better understand short distance travel dynamics.  Previous studies regarding 
pedestrians have been inconclusive, and have relied heavily on the correlation of 
travel statistics with neighborhood characteristics.  This study will attempt to account 
for all of the previous factors determined to influence pedestrian travel to assess the 
relationships and amount of influence that each provides by surveying pedestrians 
and cyclists directly.  The guiding research question is: What is the relative 
importance of different factors influencing pedestrians and cyclists to utilize these 
modes of transportation, and does the importance of these factors vary among 
demographic groups? 
Analyses of the factors motivating pedestrians and cyclists will enable us to 
understand this behavioral phenomenon and develop policies that will encourage 
others to choose these modes.  This research will also provide a general framework 
for future studies involving pedestrian behavior in other urban communities.  
 
THESIS OVERVIEW 
 The rest of the thesis is divided into four sections.  The next chapter provides 
a literature review of related and guiding research.  Chapter three discusses the 
methods and application of the study.  Chapters four provides analysis of the results 
and discussion.  Lastly, chapter five addresses the conclusion, and future 
recommendations. 
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 CHAPTER 2: LITERATURE REVIEW 
OVERVIEW 
In recent decades, there has been a surge of interest in pedestrian and bicycle 
planning throughout North America.  Perhaps this is due to, “a major shift in policy 
away from auto-centric planning, to mandated accommodation of the pedestrian and 
the bicycle in federally supported transportation projects.  Walking and bicycling are 
now viewed as valid modes of transport” (Southworth, 246).  In the United States 
garnered interest can be attributed to several push factors including federal funding 
and the fact that large cities are now required to plan for pedestrians and cyclists as 
stated in the Intermodal Surface Transportation Efficiency Act: 
metropolitan planning organizations, in cooperation with the State, shall 
develop transportation plans and programs for urbanized areas of the State. 
Such plans and programs shall provide for the development of transportation 
facilities (including pedestrian walkways and bicycle transportation facilities) 
which will function as an intermodal transportation system for the State, the 
metropolitan areas, and the Nation. The process for developing such plans and 
programs shall provide for consideration of all modes of transportation and 
shall be continuing, cooperative, and comprehensive to the degree appropriate, 
based on the complexity of the transportation problems (Section 1024).  
 
In Canada, capital funding provided by provincial governments has accommodated 
cyclists in road building projects throughout the country and led to increased use and 
interest (Pucher and Buehler, 2005).  This increased attention to non-motorized 
transportation is also evident in research, as the number of scholarly journal articles 
that focus on walking and biking has steadily increased, and many colleges and 
universities are now beginning to offer courses that focus primarily on alternative 
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forms of transportation (Balsas, 2002).  Still, pedestrian and bicycle planning is a 
relatively new field in North America.  There is a deficiency and an urgency 
regarding relative research. 
 This study is built upon previous research that has suggested positive 
influences for short distance non-automotive travel as a basis for understanding travel 
behavior.  A better understanding of the influences individuals face will offer 
suggestions for encouraging non-automotive based modes of travel. 
 The remainder of this section will provide an overview of the guiding research 
that has served as the foundation for this thesis.  It will be divided into four sections.  
The first will provide a brief overview of general articles related both to walking and 
biking influences, the second will specifically address walking influences, the third 
section will discuss cycling influences in greater detail, and the last section will 
highlight research to date that has utilized different survey methods to understand 
travel behavior. 
 
RELEVANT LITERATURE 
When discussing urban alternative forms of transportation, such as walking 
and biking, perhaps the most important thing to consider is distance to destination 
because it can play a major part in one’s choice to walk or bike.  Atash (1994) noted 
that 400 meters is considered by many planners and architects to be the maximum 
distance one will consider walking before utilizing automotive-based modes of 
transport.  Aultman-Hall et al (1997) also referenced this distance as the maximum 
distance one will consider walking for transit stops.  In order to create shorter 
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distances for walkers and cyclists many planners have been focusing on improving 
the connectivity of urban environments. 
Randall and Baetz (2001) define connectivity as: “an indicator of how 
accessible, with regards to walking, a neighborhood is to its residents” (p. 3).  This 
definition can apply to cycling as well.  Southworth (2005) demonstrates that, 
“connectivity of the path network is determined by the presence of sidewalks and 
other pedestrian paths and by the degree of path continuity and absence of significant 
barriers” (p. 249).  Connectivity is extremely important when considering walking 
and biking as viable forms of transportation within the urban context because a highly 
connected environment allows for shorter travel times between locations.  Dill (2004) 
illustrates, “an additional benefit of increased connectivity…is having a wider range 
of routes from which to choose.  A cyclist, for example, might choose a slightly 
longer route if he or she can use a bicycle lane, a street with less traffic, or a less steep 
hill” (p. 1).  
There are several ways to measure connectivity.  The simplest is actual route 
distance between two locations.  The shorter the distance the more connected the 
environment will be.  According to Dill (2004) block length, block size, block 
density, intersection density, street density, connected node ratio, link node ratio, grid 
pattern, effective walking area, and pedestrian route directness can all be used to 
measure connectivity (p. 2-4).  Studies have shown that high levels of connectivity 
coincide with higher levels of pedestrian activity (Cervero and Duncan, 2003, Handy, 
1996, Hess, 1997, Hess et al 1999). 
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 Since distance plays a significant role in the choice to walk or bike it seems 
logical that mixed-use neighborhoods would encourage such transportation 
alternatives by providing varied land uses within walking or biking distance of one’s 
residence.  Cervero and Duncan (2003) concluded in their study that, “mixed land 
uses, and close proximity to retail activities were shown to induce nonmotorized 
transport” (p. 1482).  McCormack et al (2001) discovered that residents of mixed-use 
neighborhoods walked more and that most of their travels were closer to home.  
Handy et al (2002) stated that, “efforts to increase the pedestrian orientation of the 
built environment through mixed-use development, street connectivity, and good 
design, among other strategies, can enhance both the feasibility and the attractiveness 
of walking and bicycling” (p. 72).  Southworth (2005) also discusses several actions 
necessary to improve walkability, including zoning for mixed land use. 
 Continuing on with the theory that varied land uses influence transportation 
habits it is important to look at housing densities.  Higher densities of housing have 
long been believed to encourage non-motorized transport habits.  However, Kitamura 
et al (1997) pointed out, “that certain types of land use patterns attract residents with 
certain demographic and socio-economic attributes, attitudes and values, and that 
these attributes of residents are the true determinants of their travel behavior” (p. 
126).  This personal choice allows each person to choose an environment that enables 
his or her travel mode preferences.  Krizek (2003) does provide some merit for the 
higher density land use belief.  He discovered, although not conclusively, that when 
families of suburban neighborhoods re-located to traditional urban neighborhoods 
overall vehicle miles traveled decreased.  He attributed this to the fact that families 
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were now located within walking distance of some commercial businesses, such as 
the corner store, but he concluded that more research needs to be completed to better 
understand travel behavior. 
 Another important factor that ties non-automotive based modes of 
transportation into the larger transportation fabric is linkages with transit.  Proximity 
or distance between residences and transit stops has proven to be an influence in 
one’s choice to walk (Greenwald and Boarnet, 2001).  “A complete pedestrian 
network will offer full connectivity between all modes so that one can navigate 
seamlessly from foot to trolley or subway to train or without difficult breaks” 
(Southworth, p. 250).  On the other hand, McCormack et al (2001) discovered that, 
“neighborhood design may not be the most important factor influencing transit use.  
Other factors such as stop location and route frequencies may matter more” (p.29).  
This gives credence to the distance factor once again.  Regardless, such a connected 
intermodal system would make it easier for pedestrians and cyclists further 
encouraging walking and biking. 
 Moving beyond related infrastructure, there are several important personal 
perceptions that appear to be motivating individuals to walk or bike.  First, it has been 
suggested that recent pro-environmental attitudes are encouraging non-automotive 
travel (Nilsson and Kuller, 2000).  Second, health benefits related to walking or 
biking have surfaced in a multitude of research journals.  Most of these studies have 
focused on the benefits, but there is some evidence that exercise could be a 
motivating factor in non-automotive travel (Owen et al, 2004 and Suminski et al, 
2005).  Third, perceptions of terrain or weather also appear to influence mode choice, 
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but have rarely been tested (Cervero and Duncan, 2003, Dill, 2004, Humpel et al, 
2004, and Pucher and Buehler).  Fourth, personal finances appear to be influencing 
mode choice.  However, previous literature has only illustrated how increased costs of 
owning and operating an automobile correlate with higher levels of walking and 
biking (Hess et al, 1999 and Pucher and Buehler, 2006). 
  
WALKING 
 Walking, once man’s main mode of transportation has fallen into the realm of 
recreation in the past century with the advent of the automobile.  As mentioned before 
non-motorized transport has almost come full circle and is now close to being 
considered a valid mode of transportation.  Realigning our transportation 
infrastructure to support all modes has become a difficult task because there are many 
factors that influence travelers in their choices. 
 Perhaps it is best to start with the criteria of a walkable city, and then discuss 
the relevant supporting research.  Southworth (2005) outlines the criteria: 
1. Connectivity of a path network, both locally and in the larger urban 
setting; 
2. Linkage with other modes: bus, streetcar, subway, train; 
3. Fine grained and varied land use patterns, especially for local serving 
uses; 
4. Safety, both from traffic and social crime; 
5. Quality of path, including street design, visual interest of the built 
environment, transparency, spatial definition, landscape, and overall 
explorability (p. 249). 
 
Connectivity, linkage with other modes, varied land use patterns have all been 
previously discussed, but there is a lot of evidence to uncover in the remaining 
criteria. 
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 Perhaps one of the most important criteria is path quality.  Path quality 
revolves around a continuous sidewalk system and can include things such as marked 
crosswalks with signals, street furniture, landscaping, and buffering from automobile 
traffic.  Hess (1997) demonstrates in his comparison of suburban and urban 
neighborhoods how disproportionate the amount of sidewalks can be when analysis 
reveals 15 miles of sidewalks in suburban Crossroads and over 65 miles of sidewalks 
in urban Wallingford.  “Given the lack of streets and sidewalks, indirect pedestrian 
routes and generally hostile pedestrian environment in Crossroads, it should not be 
surprising the neighborhood has many fewer pedestrians walking to its commercial 
district than Wallingford does” (Hess, 64).  Hess et al (1999) discovered in another 
comparison of urban and suburban form that, “the volume of pedestrian trips is three 
times higher in urban sites with small street blocks and continuous sidewalks than in 
suburban sites with large blocks and discontinuous sidewalks” (p. 1674). 
 Path quality also incorporates marked crosswalks and signals when pedestrian 
pathways come into contact with streets, railways, and other various intersections.  
According to Powell et al (2003) pedestrians are more likely to walk if there are safe 
places to walk, which pedestrian accommodations at various intersections could 
provide. 
Criteria have been formulated for safety from traffic and street crime 
including crossing times for people of varied mobility, handicapped needs, 
placement and length of crosswalks, traffic speeds, pedestrian and traffic 
control signing and signals, sidewalk width, sidewalk condition, path 
surveillance or “eyes on the street,” and night lighting (Southworth, 250). 
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Such specialized attention in the pedestrian realm has created safer more accessible 
environments that many have argued increase pedestrian activity (Dumbaugh and 
Rae, 2009, Hess et al, 1999, Hess 1997, and Southworth, 2005). 
 Many other factors also play a part in path quality, such as street furniture, 
landscaping, and buffering from automobile traffic, but have not been fully tested as 
to the effectiveness of encouraging pedestrians.  Buffering from auto traffic ties into 
to the safety aspect, similar to the purpose of crosswalks and dedicated signals.  By 
creating a buffer or sense of a boundary pedestrians may be more inclined to walk 
because of the feeling of safety or distance it provides.  Planners and developers often 
utilize larger easements, allow for on street parking, or various other techniques to 
create a buffer.  These are also considered traffic calming techniques in that they tend 
to slow down traffic.  Pucher and Dijkstra (2003) discovered that traffic calming in 
the Netherlands resulted in a 20 to 70% decrease in accidents.  By creating a safer 
environment residents may be more apt to utilizing non-automotive based modes of 
transportation. 
 Things such as landscaping, street furniture, architecture, and public art can 
also add to path quality by creating an interesting place to walk.  This concept 
represents a deficiency in research and understanding, and begins to dive into the 
psychological influences of travel behavior.  Many of the topics have rarely been 
researched, and those that have covered it only do so in minor detail.  For example, 
Corti et al (1996) discovered that aesthetics such as street trees and other greenery 
played a role in influencing physical activity, but greater influence came from 
previously discussed concepts such as continuous sidewalks and traffic control 
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measures.  Also, Wright (1996) determined that attractive areas and parks encouraged 
physical activity such as walking.  Hawthorne’s (1989) results also tell a similar 
story.  Pikora et al (2003) summarizes her findings: 
In Canada, Hawthorne found that the most appealing features of the walking 
environment included: trees, parks, open space and landscaping; the 
availability of shade on hot days; the presence of benches and other places to 
rest; the presence of historic neighborhoods and buildings; and safety from 
crime (p.1695). 
 
Hawthorne’s findings highlight the variability that exists regarding urban design’s 
influence over travel behavior.  Many researchers have provided results that justify 
current planning paradigms, but many are inconclusive.  Also, many fail to couple 
personal attitudes with travel statistics and urban design. 
 Moving beyond specific pedestrian infrastructure factors it is important to 
address personal attitudes.  These personal influences can play a role in how an 
individual responds to different urban designs.  Isaacs (2000) brings up an interesting 
theory that relates to these personal interpretations.  The ‘Urban Picturesque Theory,’ 
states that, “a universal aesthetic of urban form consistent with picturesque concepts 
exists that is appealing to pedestrians, and that this aesthetic appeal can encourage 
more pedestrian activity” (Isaacs, 146).  In his study he discovered that certain design 
features such as open spaces, beginning and ending points, controlled views, well 
defined spaces, landmarks, and coherent architecture provided a heightened aesthetic 
experience.  Essentially, these urban design features evoke a personal response from 
residents, which in turn may encourage non-motorized transport. 
 Some researchers have solely focused on personal attitudes towards travel 
behavior when researching different influences, but these often provide the same 
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results as research based in design.  Mehta (2008) proposed that feasibility and 
accessibility, usefulness, safety, comfort, sensory pleasure, and sense of belonging 
affected one’s choice to walk.  Feasibility and accessibility relate back to present 
infrastructure and connectivity.  If there is nowhere to walk a resident will not even 
consider the option.  Second, usefulness relates back to land use, “the ability for the 
environment to satisfy the individual’s basic day-to-day needs for shopping, eating, 
entertainment, and so on; and this ability or lack thereof affects walking behavior” 
(Mehta, 220).  Third, safety contributes to one’s personal attitude toward walking in 
the form of safety from other persons or safety from traffic.  Sense of safety has been 
shown to increase pedestrian traffic (Dumbaugh and Rae, 2009, Hess et al, 1999, 
Hess 1997, Jacobsen, 2009, and Southworth, 2005).  Fourth, comfort, “may be 
affected by myriad factors including weather, physical conditions, perceived levels of 
safety, familiarity of the setting and people, convenience and so on” (Mehta, 221).  
Fifth, sensory pleasure, relates back to aesthetics in that various design elements 
create an interesting environment that encourage walking through stimulation.  Last, a 
sense of belonging “is the ability for a person to belong to a group, to be accepted in 
it and to feel a sense of attachment to it” (Mehta, 222).  By creating communal places 
or walkable environments that foster interaction one may be encouraged to walk 
instead of drive. 
 As evident, many factors may be responsible in one’s choice to walk.  Highly 
varied studies have provided mixed results.  It is widely accepted that much research 
remains incomplete in the realm of travel behavior.  Handy (1996) points out that, 
“the best way, ultimately, to understand the link between urban form and travel 
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behavior is to begin to ask residents how and why they make particular travel 
choices” (Handy, 197).  Southworth (2005) states, “research on walking behavior in 
varied urban environments and among different social groups is needed to understand 
which design factors are most effective in promoting walking” (Southworth 255). 
 
BIKING 
 Biking, even more so then walking, lacks strong research regarding the 
different influences that encourage residents to bike.  As discussed earlier, not until 
recently has biking been considered a valid mode of transport as opposed to a dated 
view of recreation only.  This portion of the literature review will follow the same 
format as the walking section.  It will first discuss various design aspects specifically 
related to cycling and move onto personal attitudes.  Before moving on, it is 
important to re-state that connectivity, mixed land uses, and higher densities, have 
been shown to encourage cycling (Pucher and Buehler, 2006). 
 Infrastructure perhaps plays a more significant role in cycling than in walking 
because of the amount of facilities that exist in support of cyclists.  Bicycle 
infrastructure varies widely from on-street bike lanes to off-street paths, separated on-
street bike-lanes to traffic intermingling.  Some bike routes are only designated by 
small signage indicating route.  Recent trends have resulted in complex and more 
available bike parking options, monitored or secure parking areas, showers for 
bicycle commuters, and repair/rental facilities on site.  Dill and Carr (2003) 
discovered, when comparing 40 U.S. cities that for each additional mile of bike lanes 
that were added commuting ridership increased by one percentage point.  Vernez-
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Moudon et al (2005) uncovered that residents were more likely to bike if they lived 
within close proximity of a bike lane.  Pucher et al (2010) points out that most bicycle 
studies show; “both cyclists and non-cyclists preferred having bike lanes to riding in 
mixed traffic” (p. 5111).  Few studies have been conducted on the importance or 
influence that available bike parking provides because it is considered an integral part 
of cycling.  Without it cyclists simply wouldn’t ride for fear of their bicycle being 
stolen.  Finally, regarding infrastructure, studies have shown increased ridership when 
parking facilities that link with other modes are present (Martens, 2007).  According 
to Pucher et al (2010) North America has the largest number of buses equipped with 
bicycle racks. 
 However, as is the case with walking, infrastructure is not the only piece to 
the puzzle.  Cyclists face many other influences when deciding whether to bike or 
drive.  One major factor is safety.  As Pucher et al (1999) determined, “around 800 
cyclists are killed and 500,000 injured annually in the United States” (p. 628).  This 
statistic is very high when compared to other countries especially Europe which even 
has a higher number of cyclists (Pucher et al 1999).  Schimek (1996) points out that 
cyclists often have to use arterials that may be inhospitable, use narrow lanes on 
major roads, or encounter drain grates that may catch a tire and throw a rider from his 
or her bike.  These are just some of the dilemmas that cyclists face in the United 
States.  All of which create an unsafe environment, which may deter residents from 
using such a mode.  Pucher and Buehler (2006) attribute Canada’s larger number of 
cyclists to their safety record, which may be, “attributable to more extensive training 
courses, more extensive cycling facilities, stricter police enforcement or traffic 
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regulations, or considerate driving behavior” (p. 277).  All of the conditions create 
safer environments for cyclists, which may be perceived as more accessible as a 
result.   
 Financial status may also affect one’s choice to bike.  For example, Pucher 
and Buehler (2006) point out that that the cost of owning and operating a car is much 
cheaper in the United States than in other parts of the world, such as Canada where 
the cost is 27% higher.  Clearly, if one cannot afford to own a car they will seek out 
alternatives such as walking or biking, but in the United States where the costs are 
significantly lower the automobile remains the preferred method of transport. 
 Temperature and precipitation have also been shown to influence one’s choice 
to bike.  “Either excessively high or low temperatures can deter cycling, while 
precipitation of any amount, whether rain or snow, generally discourages cycling” 
(Pucher and Buehler, p. 271).  Few researchers have studied inclement weather’s 
influence on cyclists, but those that have reported a negative correlation (Dill and 
Carr, 2003, and Pucher and Buehler, 2006). 
 Clearly, much more research is needed to fully understand the different 
influences that cyclists face because there are many other factors that have not been 
accounted for, and research that does exist has only begun to uncover these 
relationships.  It appears that in order to measure such things one must look at the 
neighborhood level, the residents who live there, and uncover the relationships that 
exist.  The only way to uncover these things is through direct interaction with the 
residents.  This can only be accomplished through surveys or interviews. 
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 SURVEYS 
 Many researchers have uncovered travel behavior influences through travel 
statistics and neighborhood design correlation, travel diaries, census data, and other 
surveys.  All of these methods have positive and negative aspects, but most provide a 
wealth of information.  The problem once again is the lack of research and the highly 
varied results. 
 One of the more common themes that exist among non-motorized transport 
research is coupling of travel statistics with neighborhood design.  Researchers 
essentially utilize previously collected and available databases, such as citywide 
travel statistics, census data, or other transportation surveys, and then compare the 
results to varying neighborhood designs to draw conclusions regarding travel 
behavior and the influences at work (Hess, 1997, and McCormack et al, 2001).  
Others use readily available datasets and execute specific analysis (Cervero and 
Duncan, 2003, Greenwald and Boarnet, 2001, and Pucher and Dijkstra, 2003). 
 Others have compared simple pedestrian counts, or the amount of pedestrians 
entering an area per hour, to differing urban design themes (Hess et al, 1999, and 
Mehta, 2008).  Often these methods are coupled with other demographic data to draw 
conclusions on the different influences at work. 
 Some researchers attempt in person interviews or surveys to draw even more 
conclusions about pedestrian behavior and influences.  Mehta (2008) posted flyers for 
volunteers throughout the neighborhood of study, and then conducted in-person 
interviews with 51 volunteers.  Isaacs (2000) surveyed 18 architecture students and 
24 random volunteers from the population at large to test the urban picturesque 
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theory.  Handy (1996) conducted a case study of a neighborhood in which she 
recruited pedestrian volunteers for her survey.  Shriver (1997) utilized an intercept 
survey method where she surveyed pedestrians who were entering her area of study 
by soliciting them directly.  She collected a total of 214 surveys from 4 different 
neighborhoods to better understand varied urban design and its influence on 
pedestrian behavior (Shriver, 1997). 
 Many different methods have been used to better understand non-motorized 
transportation influences and pedestrian behavior.  As is evident, some have simply 
coupled statistics with observation, which allows for conclusions to be drawn 
regarding large geographic areas.  Some of the better results have come from in-
person surveys.  However, this method limits potential responses and the area covered 
can often be a direct relation to the funds available to complete the survey.  The 
following section will discuss in greater detail the methods of this study, and how an 
in-person survey was developed and implemented drawing from previous research. 
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 CHAPTER 3: METHODS 
INTRODUCTION 
 In order to better understand walking and cycling travel dynamics this study 
employed direct interaction with walkers and cyclists utilizing a survey questionnaire.  
The questionnaire was built upon previous research in an attempt to account for all 
previous influences determined to bear weight on individuals’ travel choices.  
Statistical analysis was utilized to draw conclusions from the individual walking and 
biking datasets, and then to draw conclusions from the comparisons of the two.  The 
rest of this section is divided into four parts.  The first and second parts reassert the 
specific reasons behind choosing the study area as well as the objectives of the study.  
The third part describes the construction of the survey questionnaire and details how 
data was collected.  Lastly, part four describes the statistical tests used to analyze the 
data. 
 
MOUNT PLEASANT NEIGHBORHOOD 
The Mount Pleasant neighborhood was chosen for various reasons in order to 
complete this study.  First and foremost, it was chosen because of its proximity and 
ease of access.  Time and financial restrictions limited the reach of this study to the 
Northwest area of the United States or the Southwest area of Canada primarily along 
the Pacific coast.  Because of these restrictions the City of Vancouver was chosen as 
the most logical place to conduct the study.  The city itself houses all of the 
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previously determined influences that affect non-automotive travel choice.  It also 
exhibits traditional city form, high levels of pedestrian activity, and progressive 
government involvement.  The Mount Pleasant neighborhood was chosen after 
careful comparisons of all twenty-three neighborhood communities.  It exhibited all 
of the previous factors discussed in the literature review section that influence 
walking and biking, and it contained various types of housing, income levels, land 
uses, and transportation infrastructure. 
 
SURVEY DESIGN AND DATA COLLECTION 
Once again, due to time and financial constraints, it was determined that direct 
interaction with walkers and cyclists in form of a survey questionnaire would yield 
the most responses.  By interacting with individuals who have already made the 
choice to walk or bike within a neighborhood that contains all of the influences 
previously determined to encourage walking and biking this study assessed which 
influences carry the most weight and how they fluctuate across different variables. 
The first step in this process was designing an executable, easily 
understandable survey.  The main goals were to create a survey that is easy to 
understand, could be completed in five minutes or less, and includes all factors 
previously determined to influence travel.  Two different surveys were created, one 
for walkers and one for cyclists.  Though very similar overall, each was tailored to 
consider influences specifically associated with that mode.  For example, when 
walkers were asked to rate how the presence of sidewalks affected them cyclists were 
asked how the presence of bike lanes affected them.   
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After the survey was in draft form it was tested twice in the field to gather 
comments.  Several questions were re-worded, and a few questions were added to 
consider additional demographic factors.  Also, the rating system wording was 
changed after several participants noted the difficulty in differentiating some of the 
response choices, i.e. “A lot of influence,” versus “Highly influenced.”  Seven socio-
demographic and behavioral factors were included in the survey: residency, age, 
gender, gross yearly income, education level, car ownership, and purpose of trip.  
Two additional variables in this section were included to determine the distance of 
their place of residence to Mount Pleasant in the event that the individual surveyed 
was not a resident of Mount Pleasant, and the average number of trips made by 
walking or biking per week.  Fifteen influential factors were created to assess the 
levels of influence that each played on one’s decision to walk or bike.  The survey 
asked individuals to rate the different influences by circling either no, little, some, or 
highly influenced.  The final socio-demographic behavioral factor questions are: 
1. Are you a resident of the Mount Pleasant Neighborhood?  Yes or No 
2. If no, how far do you live from this neighborhood?  0-5 km or 5+ km 
3. Age?  18-19, 20-34, 35-64, or 65+ 
4. Gender?  Male or Female 
5. Gross yearly income?  <50,000, 50,000-100,000, or 100,000+ 
6. Education?  Some High School/Diploma, Some College, Bachelors, or 
Post Graduate 
7. Do you own a car?  Yes or No 
8. Purpose of today’s trip?  Work, Shopping/Eating, Bus Stop, Recreation, or 
Exercise 
9. On average, how many trips do you make by walking per week?  0-5, 6-
10, or 11+  
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The final influential variable questions utilized for the walking survey are as follows: 
1. Distance to destination 
2. Presence of sidewalks 
3. Marked crosswalks with signals 
4. Buffering from automobile traffic 
5. Sense of personal security 
6. Availability for shopping/eating/recreational opportunities 
7. Cleanliness of neighborhood and streets 
8. Opportunities to talk or meet with friends or neighbors 
9. Enforcement of speeding and other traffic laws 
10. Concern for the natural environment or “being green” 
11. Weather on a given day 
12. Ease of terrain 
13. Saving money 
14. Opportunities for exercise 
15. A visually appealing environment 
 
The final influential variable questions utilized for the biking survey are as follows: 
1. Distance to destination 
2. Presence of bike lanes 
3. Presence of bike signals at intersections 
4. Buffering from automobile traffic 
5. Sense of personal security 
6. Availability for shopping/eating/recreational opportunities 
7. Cleanliness of neighborhood and streets 
8. Opportunities to talk or meet with friends or other cyclists 
9. Enforcement of speeding and other traffic laws 
10. Concern for the natural environment or “being green” 
11. Weather on a given day 
12. Ease of terrain 
13. Saving money 
14. Opportunities for exercise 
15. A visually appealing environment 
 
Figures 3.1 and 3.2 show the actual surveys used.  They were constructed to be tri-
fold brochures with questions on the inside and pertinent information on the outside.
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Figure 3.1 Walking Survey 
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Figure 3.2 Biking Survey 
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 Once the surveys were finalized it was time to determine where and when to 
collect data within the neighborhood.  Again, having only a limited amount of 
financial support and manpower dictated the overall reach of the survey.  Four student 
researchers volunteered to assist with the project, which allowed for four collection 
locations with myself acting as a supervisor.  After three days of field observations 
and numerous comparisons of zoning maps and aerial photos four different collection 
points were selected.  Figure 3.3 highlights the four collection points titled: A, B, C, 
and D. 
 
 
Figure 3.3 Mount Pleasant Survey Locations 
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The collection points consisted of intersections where large amounts of 
pedestrians and cyclists had been observed during the field observations, they were 
located along designated bike routes, contained pedestrian signage and signals, and 
represented a mix of land uses.  Location A, is situated on the Eastern boundary of the 
neighborhood in a mixed residential area containing single family houses, multi-
family houses, and apartments with a large park on the southwest corner of the 
intersection.  The intersection is a three-way intersection for automobiles and a four-
way intersection for pedestrians and cyclists.  Figures 3.4, 3.5, 3.6, and 3.7 provide 
views of each corner of the intersection. 
 
Figure 3.4 Location A Northeast Corner 
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Figure 3.5 Location A Southeast Corner 
 
  
Figure 3.6 Location A Northwest Corner 
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Figure 3.7 Location A Southwest Corner 
 
Location B is in a predominantly commercial area bordered by mixed 
residential.  The majority of the area surrounding the intersection consists of small-
scale one and two story commercial and mixed used buildings abutting the sidewalk.  
The area to the north and south of the intersection consists of mostly single family 
and multi-family houses.  Initially, location B was along the same designated bike 
route as the other collection points, but was moved one block north of the bike route 
due to the lack of pedestrian activity.  Regardless, there were still a fair amount of 
cyclists and a large amount of walkers.  The following figures, 3.8, 3.9, 3.10, and 3.11 
provide views of each corner of the intersection. 
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Figure 3.8 Location B Northeast Corner 
 
  
Figure 3.9 Location B Southeast Corner 
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Figure 3.10 Location B Northwest Corner 
 
  
Figure 3.11 Location B Southwest Corner 
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Location C is at a main intersection containing mixed-use buildings, 
commercial properties, and it is surrounded by mixed residential, and some 
institutional properties.  This location is made up of several different types of 
buildings including large apartments, one and two story commercial properties, and 
mixed-use buildings with businesses on the first floor and apartments above.  It was 
also located along a designated bike route.  Figures 3.12, 3.13, 3.14, and 3.15 provide 
views of each corner of the intersection. 
  
Figure 3.12 Location C Northeast Corner 
 
 
 
 44 
  
Figure 3.13 Location C Southeast Corner 
 
  
Figure 3.14 Location C Northwest Corner	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Figure 3.15 Location C Southwest Corner 
 
Location D, located along the Western boundary of the neighborhood, 
contains various institutions, including City Hall, as well as large commercial 
properties and mixed residential.  As is evident in the figures below varying city form 
is located along this intersection.  City hall has a much larger setback from the street, 
a form not represented at any other survey location, creating an area of green space.  
There are also a large number of office buildings surrounding the intersection.  It to is 
located along a designated bike route.  The following figures, 3.16, 3.17, 3.18, and 
3.19 provide views of each corner of the intersection. 
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Figure 3.16 Location D Northeast Corner 
 
  
Figure 3.17 Location D Southeast Corner 
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Figure 3.18 Location D Northwest Corner 
 
  
Figure 3.19 Location D Southwest Corner 
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After the locations were finalized the times when the data would be collected 
were determined.  Based on Shriver’s (1997) intercept survey method the hours 
between 3:30 pm and 8:00 pm Pacific Time was designated as the data collection 
times.  This time span encountered pedestrian and cyclists traveling for various 
utilitarian and non-utilitarian reasons.  The only difference was that Shriver’s survey 
utilized a larger sampling time throughout the day.  Shriver’s survey was also limited 
to days when the weather was moderate, and this survey followed the same rationale.  
Initially, this survey was designed to collect data on each of the seven weekdays, but 
due to scheduling conflicts it was limited to specific days.  An online survey 
matching the in person walking and biking surveys was set up in the event that 
willing participants did not have enough time to complete the survey in person.  
Lastly, an email survey was sent out via the Vancouver Area Cycling Coalition in an 
attempt to gain even more willing participants. 
 Once the survey was under way no changes were made concerning the 
collection times or locations.  The student researchers had the ability to alternate 
between the four corners of their assigned intersection depending on pedestrian traffic 
volumes, which fluctuated throughout the sampling times.  Also, the same student 
researchers were present at the same location every time.  In other words, they did not 
alternate between the four data collection locations only the corners where they were 
stationed.  During the collection times student researchers attempted to interact with 
as many cyclists and pedestrians as possible since the overall idea of the survey was 
to choose a “good” neighborhood, and interact with as many walkers and cyclists, 
who had already made the decision to walk or bike.  The following table provides a 
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breakdown of the data collected during the intercept survey process and highlights 
pertinent details. 
DATE A-WALK B-WALK C-WALK D-WALK TIME AVG. TEMP 
7/22/10 11 29 13 18 3:30-8 65 
7/25/10 7 18 18 30 3:30-8 66 
7/27/10 n/a 28 16 29 3:30-8 70 
8/1/10 15 n/a n/a n/a 3:30-8 63 
8/3/10 16 27 16 24 3:30-8 66 
TOTAL 
WALK 315 ONLINE 4    
DATE A-BIKE B-BIKE C-BIKE D-BIKE TIME AVG. TEMP 
7/22/10 19 2 19 18 3:30-8 65 
7/25/10 28 2 23 12 3:30-8 66 
7/27/10 n/a 6 31 24 3:30-8 70 
8/1/10 20 n/a n/a n/a 3:30-8 63 
8/3/10 27 0 22 21 3:30-8 66 
TOTAL 
BIKE 274 ONLINE 48    
EMAIL 
(BIKE 
ONLY) 
133      
TOTAL 774      
 
Table 3.1 Completed Survey Totals 
As evident, data was collected a total of four days from each of the four 
locations.  A scheduling conflict prevented data from being collected at location A on 
July 27th, but a make-up day was scheduled for August 1st.  Three hundred and fifteen 
walking surveys were completed in person, and four were completed online.  Two 
hundred and seventy-four cycling surveys were completed in person, and forty-eight 
were completed online.  Lastly, the Vancouver Area Cycling Coalition email survey 
yielded one hundred and thirty-three complete surveys bringing the overall total of 
complete surveys to seven hundred and seventy-four. 
During data collection and entry two survey design flaws became apparent.  
First, question number six in the influence section, availability of 
shopping/eating/recreational opportunities, proved to be too ambiguous.  The 
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question attempted to gauge the influence of mixed-use neighborhoods, but as written 
it was more of an indicator for making a trip.  In other words, it did not relate to a 
specific mode choice, such as walking or biking, only reasons for making a trip.  
Therefore, no conclusions can be drawn from the answers to this question.  Second, 
question number eight in the socio-demographic behavioral section, purpose of 
today’s trip, was not clearly written.  The question was supposed to directly relate to 
the rated influences.  However, the overall survey asked participants to rate what 
influences them to walk or bike, not what influenced them to walk or bike for that 
particular trip they made when intercepted.  Therefore, no conclusions can be drawn 
from these results.  The data from both of these questions was eliminated from the 
analysis. 
 
STATISTICAL ANALYSIS 
This section will discuss in detail the analytical tools utilized to dissect the 
survey data and provide a grounds for the discussion section.  The basic format for 
the following analysis section starts by comparing the average general responses.  
Next, the Wilcoxon Signed Ranks Test and the Friedman test are utilized to highlight 
possible groupings among the averages, which can be used for further discussion.  
Thirdly, the Mann-Whitney U Test and Kruskal-Wallis H Test are employed to test 
for significant differences when the influences are compared to socio-demographic 
groups.  Lastly, mean ranks provides by the Mann Whitney and Kruskal-Wallis 
highlight which socio-demographic group were more influenced by the variable 
shown to be significant.  The remainder of this section provides introductions to the 
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Wilcoxon Signed Ranks Test, the Friedman Test, the Mann-Whitney U Test, and the 
Kruskal-Wallis H Test, 
 
WILCOXON SIGNED RANKS TEST 
Before jumping into the heart of the analysis it is important to analyze some 
basic characteristics of the dataset, such as basic averages.  Going in order from 
highest to lowest, based on averages, the Wilcoxon Signed Ranks Test will be 
employed to test each pairing for significant differences, and to provide groupings of 
similarities.  This will aid further analysis and steer the remaining discussion portion 
of this research project.   
The Wilcoxon Signed Ranks Test is calculated as follows: 
W = Σ R(+) 
Equation 4.1 Wilcoxon Signed Ranks Test 
Where W is equal to the sum of positive ranks.  The level of significance chosen for 
this test is 0.05. 
 
FRIEDMAN TEST 
The Friedman test will be employed to further highlight groupings and test for 
significance among the ranked averages of the different variables.  The Friedman test 
is calculated as follows: 
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M = 1/nk(k+1) ΣRj 2 – 3n(k+1) 
Equation 4.2 Friedman Test 
Where k represents the number of columns, n represents the number of rows, and Rj 
represents the sum of ranks in column j.  The level of significance chosen for this test 
is 0.05. 
 
MANN-WHITNEY U TEST 
 In order to provide a more in depth analysis this study utilizes the Mann-
Whitney U Test, which allows for further dissection regarding the range of influences 
amongst the different demographic groups.  By comparing the frequency of responses 
this test will highlight possible differences or relationships that exist among different 
socio-demographics or independent variables.   
The Mann Whitney U Test is calculated as follows: 
Ux = nxny + nx(nx+1)/2 - Σrx 
Uy = nxny + ny(ny+1)/2 - Σry 
Equation 4.3 Mann-Whitney U Test 
Where U represents Mann Whitney, n represents the number of values, and Σrx & Σry 
represent the sum of each ranking.  The Mann-Whitney U Test assumes that the 
expected frequency for each variable will be randomly distributed indicating no 
consistent difference.  Once the test is performed, a level of significance smaller than 
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0.05 will indicate a difference among the independent variable or socioeconomic 
factor.  If this is the case, the null hypothesis, which assumes randomly distributed 
frequencies across each variable, is rejected, and we can accept the alternate 
hypothesis.   
In terms of this research, accepting the alternate hypothesis would warrant 
further analysis because this would mean a significant relationship exists among the 
demographic variables.  The next step would be to determine what type of 
relationship exists.   
Lastly, the mean ranks provided by the Mann-Whitney U-test allow for a 
quick comparison to determine which group was more influenced by the given 
variable.  The only drawback to the Mann-Whitney U Test is that it can only compare 
two variables at a time, and that is why the Kruskal-Wallis H Test will be utilized for 
variables with more than two categories or populations. 
 
KRUSKAL-WALLIS H TEST 
The Kruskal-Wallis H Test employs the same logic, as the Mann-Whitney U 
Test in that it assumes the sample distributions will be the same.  If the data or 
samples from three or more categories are different then the null hypothesis of 
similarity is rejected and the alternate hypothesis of difference is accepted indicating 
a significant relationship.  For example, when comparing different age groups the 
data may indicate that participants with a higher level of education are more 
influenced by distance.  This test also utilizes a 0.05 level of significance, and 
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provides mean ranks, which can be used to determine which group was more 
influenced by each variable.  The Kruskal-Wallis H Test is calculated as follows: 
H = 12/N(N+1) Σ R2/n – 3(N+1)  
Equation 4.4 Kruskal-Wallis H Test 
Where N represents the total number of individuals, R is the sum of ranks within a 
sample, n is the number of individuals in that sample, and Σ R2/n means that the sum 
of all the values of R2/n must be determined. 
 The next chapter provides a detailed account of the results provided by the 
statistical tests discussed in this section.  It dissects the walking dataset first followed 
by the biking dataset. 
 
 
 55 
 CHAPTER 4: ANALYSIS & DISCUSSION 
INTRODUCTION 
After completing the analysis it became clear that all of the variables had 
some influence over one’s decision to walk or bike.  The questions that remain are to 
what extent, are there commonalities among the variables, and how do they relate to 
the different socio-behavioral factors?  The end product will aid future planning 
practices and research involved with encouraging non-motorized transport. 
The following sections provide analysis for both the walking and biking 
survey data.  First, basic statistics and ranked averages were provided for both 
walking and biking, and the Wilcoxon and Friedman tests were utilized to test for 
significance and highlight groups among the ranked averages.  Second, the Mann 
Whitney or the Kruskal-Wallis test was employed to both datasets, depending on the 
number of groups in each variable, to test for differences among age groups, genders, 
incomes, levels of education, car ownership, and number or trips.  The significance 
level for all comparisons was 0.05.  Lastly, the mean ranks were compared to 
determine which group within each socio-behavioral factor was more influenced. 
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WALKING SURVEY: RANKING AND GROUPING 
ORDINAL RANKING OF MOTIVES 
 Initially, the walking survey yielded 315 responses, but after completing the 
data entry it was obvious that several responses were incomplete and therefore 
removed.  The final dataset totaled 293 complete surveys.  The survey responses were 
assigned an ordinal value for statistical analysis.  No influence = 1, little influence = 
2, some influence = 3, and highly influenced = 4.  After eliminating unusable data, 
the various means were calculated.  Table 4.1 illustrates the calculated arithmetic 
mean for all of the different influences ranked highest to lowest.  
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Opportunities for exercise 3.17 3.00 3 0.051 0.872 1 
Concern for the natural 
environment 3.04 3.00 3 0.053 0.915 2 
A visually appealing environment 3.01 3.00 3 0.052 0.884 3 
Distance to destination 2.90 3.00 3 0.058 0.984 4 
Weather on a given day 2.84 3.00 3 0.057 0.970 5 
Sense of personal security 2.63 3.00 3 0.063 1.082 6 
Saving money 2.58 3.00 3 0.064 1.103 7 
Cleanliness of neighborhood 2.54 3.00 3 0.057 0.977 8 
Buffering from automobile traffic 2.50 3.00 3 0.063 1.081 9 
Presence of sidewalks 2.48 3.00 3 0.065 1.106 10 
Opportunities to talk or meet with 
friends or neighbors 2.40 3.00 3 0.058 0.997 11 
Ease of terrain 2.32 2.00 3 0.057 0.975 12 
Marked crosswalks with signals 2.25 2.00 1 0.061 1.047 13 
Enforcement of speeding and other 
traffic laws 2.16 2.00 1 0.065 1.108 14 
 
Table 4.1 Averages, Walking 
For convenience, the results are organized by the arithmetic mean and given a 
rank in relation to the mean.  Interestingly, all of the variables appear to have 
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influence over one’s decision to walk.  The means ranged from 2.16 to 3.17 
illustrating a very small range among all fourteen variables.  This is important to note 
because not only does it show that no single variable is the key-motivating factor for 
walking, but it also supports previous research that has shown how all of the variables 
are influential as will be discussed below.  The research becomes even more 
interesting as non-parametric tests are employed to test for significant differences 
among adjacent ranked variables.  
 
NON-PARAMETRIC TESTS 
The results of the Wilcoxon Signed Ranks test and the Friedman test will be 
used to highlight which variables are similar in terms of their influence.  By placing 
them into groups of similar influence it will show which variables are similar and 
which groups have a stronger influence.  The Wilcoxon test was applied first to test 
each adjacent variable.  Table 4.2 highlights these groupings.  For complete analysis 
see Appendix B. 
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COMPARISON  SIG. 
Opportunities for exercise Concern for the natural environment 0.022 
Concern for the natural environment A visually appealing environment 0.486 
A visually appealing environment Distance to destination 0.195 
Distance to destination Weather on a given day 0.403 
Weather on a given day Sense of personal security 0.009 
Sense of personal security Saving money 0.576 
Saving money Cleanliness of neighborhood 0.608 
Cleanliness of neighborhood Buffering from automobile traffic 0.461 
Buffering from automobile traffic Presence of sidewalks 0.872 
Presence of sidewalks Opportunities to talk or meet with friends or neighbors 0.281 
Opportunities to talk or meet with friends or 
neighbors Ease of terrain 0.278 
Ease of terrain Marked crosswalks with signals 0.402 
Marked crosswalks with signals Enforcement of speeding and other traffic laws 0.234 
 
Table 4.2 Wilcoxon Signed Ranks Test, Walking 
As is evident, only two comparisons of adjacent variables were significantly 
different indicating three basic groupings of influence.  Interestingly, opportunities 
for exercise stood out among the rest of the variables as a strong motivating factor in 
one’s choice to walk.  The other two groupings consisted of concern for the 
environment through weather on a given day, and sense of personal security through 
the enforcement of speeding and other traffic laws. 
 The Friedman Test was employed next to highlight other possible differences 
among variables and provide a more focused grouping.  Unlike the Wilcoxon, the 
Friedman test allows for the comparison of groups of variables.  By moving through 
the rankings, variables were added one at a time until their comparison proved to be 
significant.  Table 4.3 highlights the results, or see Appendix C for complete analysis.  
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VARIABLE GROUPS RANK MEAN GROUP SIG. 
Opportunities for exercise 1 3.17 1  
Concern for the natural environment 2 3.04 2 0.022 
A visually appealing environment 3 3.01 2 0.688 
Distance to destination 4 2.90 2 0.358 
Weather on a given day 5 2.84 2 0.054 
Sense of personal security 6 2.63 3 0.000 
Saving money 7 2.58 3 0.618 
Cleanliness of neighborhood 8 2.54 3 0.293 
Buffering from automobile traffic 9 2.50 3 0.276 
Presence of sidewalks 10 2.48 3 0.237 
Opportunities to talk or meet with friends 
or neighbors 11 2.40 4 0.016 
Ease of terrain 12 2.32 4 0.884 
Marked crosswalks with signals 13 2.25 4 0.084 
Enforcement of speeding and other traffic 
laws 14 2.16 5 0.004 
 
Table 4.3 Friedman Test, Walking 
The results of the Friedman Test highlighted three different groupings of 
variables, and two variables, group numbers one and five, that are significant in their 
own regard when compared with the other adjacent variables.  The assigned group 
numbers represent variables of similar levels of influence.  The remaining portions of 
the walking section will discuss each grouping of influence, and then discuss the 
socio-demographic and behavioral factor relationships.   
 
GROUP ONE: WALKING 
Opportunities for exercise was the only variable contained within group one, 
and it had an average ranging from 3.17 for the mean to 3 for the median and mode.  
It was shown to have the most influence considering the arithmetic mean and results 
provided by the Wilcoxon and Friedman test, which place it in a group of its own in 
terms of influence.  Interestingly, previous literature has focused on ways to increase 
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levels of walking for the benefit of the individual’s health.  These results show that 
many people are walking for these purposes above any other reason, and they support 
earlier research that has shown the role opportunities for exercise plays in 
encouraging walking (Owen et al 2004). 
The survey was conducted on days of moderate weather where the average 
temperature was sixty-six degrees Fahrenheit during the months of July and August 
between the hours of 3:30 – 8:00 pm.  It is highly likely that opportunities for 
exercise held the most influence in this survey because the time of year and day that it 
was conducted.  The climatic conditions were simply more comfortable and 
attractive.   
It is also possible that since the neighborhood contained previously 
determined positive influences, respondents were more encouraged to walk for the 
benefit of their health.  For example, Owen et al (2004) discovered during a review of 
previous travel behavior research that one’s perception of aesthetics, which will be 
discussed further in group two, was related to walking for exercise.  Also, Suminski 
et al (2005) showed that, “Greater neighborhood safety resulted in a 4.5-fold and 
threefold in the odds of women who reported walking in their neighborhood for 
exercise” (p. 153).  Safety, or one’s sense of personal security, will be discussed later 
in group three, and how it relates to gender will be discussed in the socio-
demographic behavioral factor section.  Clearly, people will choose to walk in an 
environment that contains factors that positively influences them, such as a visually 
interesting or safe environment, for the added benefit of exercise.  If this is the case, 
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creating a pedestrian friendly environment could encourage more users to utilize the 
space for exercise. 
 
GROUP TWO: WALKING 
Group two included the four following variables:  
• Concern for the natural environment 
• A visually appealing environment 
• Distance to destination 
• Weather on a given day 
 
This represents the next most influential group of motivating factors.  The averages 
consisted of a mean that ranged from 3.04 to 2.84 and a median and mode of 3.  
Interestingly, this group contains some elements that city planners and officials have 
no control over.  For example, concern for the natural environment and weather on a 
given day are primarily subject to personal commitments or perceptions.  On the other 
hand, a visually appealing environment and distance to destination can somewhat be 
manipulated by city planners.  Regardless, all four variables demonstrated a similar 
level of influence. 
Concern for the natural environment demonstrates that personal feelings can 
play a significant role.  This notion supports earlier research.  For example, Nilsson 
and Kuller (2000) discovered in their study that, “environmental attitudes were more 
potent than factual knowledge in promoting pro-environmental travel behavior” (p. 
229).  In their study, factual knowledge referred to the respondent’s actual knowledge 
of the impact their car had on the environment.   
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Further support is provided by the notion that even though automobiles, or 
other forms of automotive-based transport, are readily accessible people are choosing 
to walk.  They see walking as beneficial for the natural environment.  This notion will 
be discussed later in the socio-demographic behavioral section in which car 
ownership is compared with different influential variables. 
A visually appealing environment blurs the line between personal feelings or 
thought, and factors that may be manipulated through planning.  It is an interesting 
variable that still has some influence over one’s choice to walk.  Previous studies 
have concluded that such environments would encourage walking (Isaacs, 2000, 
Mehta, 2008, and Southworth, 2005).  For example, Southworth (2005) illustrates 
that, “many aspects of the path context can contribute to a positive walking 
experience: visual interest of the built environment, design of the street as a whole, 
transparency of fronting structures, visible activity, street trees, and other landscape 
elements, lighting, and views” (p. 251).  By creating such an environment that 
engages and caters to the pedestrian instead of the automobile people may be more 
encouraged to walk. 
 Distance to destination is another variable that can be manipulated through 
planning practices.  For example, the connectivity of a neighborhood, mixed-use 
zoning, and higher densities can encourage shorter distances between destinations.  
As shown in chapter three, the Mount Pleasant neighborhood exhibited all of these 
features. 
Increased connectivity creates shorter distances and multiple routes for 
pedestrians to use.  For example, Hess et al (1999) discovered that, “the volume of 
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pedestrian trips is three times higher in urban sites with small street blocks and 
continuous sidewalks than in suburban sites with large blocks and discontinuous 
sidewalks” (p. 18).  Also, by creating mixed-use areas within a city, distances that one 
has to travel can be shortened by locating various commercial and recreational 
opportunities within shorter distances of residential areas.  McCormack et al (2001) 
showed in his research that residents of mixed-use neighborhoods walked more than 
residents of non mixed-use neighborhoods, which supports this notion.  Higher 
density residential areas also allow for more people to live within shorter distances of 
key travel destinations.  Cervero and Duncan (2003) discovered that density did hold 
influence over one’s decision to walk further supporting the idea that shorter 
distances created by higher densities can encourage walking.   
Weather on a given day represents another factor that cannot be controlled in 
terms of its behavioral linkage.  Regardless, it is something to keep in mind as it 
relates to planning, especially in different geographical areas where extreme weather 
is commonplace.  When reviewing literature for this study it appeared as if there was 
very little research to date specifically dealing with weather and travel behavior.  
However, Humpel et al (2004) did determine that weather was significant when 
walking for exercise and not from place to place. 
During the pleasant summer days and afternoons when the data was collected 
for this study the temperatures were moderately warm, there was no precipitation, and 
cloud cover was minimal.  This does highlight that if a similar study were performed 
at a different time of year or day the results could be different.   
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GROUP THREE: WALKING 
The third group included five different variables.  Their means ranged from 
2.63 to 2.48, and their median and mode were both 3. Once again the group contains a 
mixture of variables.  In other words, some are easily manipulated or implemented 
and some hinge solely upon personal attitudes or perceptions.  These variables are: 
• Sense of personal security 
• Saving money 
• Cleanliness of the neighborhood 
• Buffering from automobile traffic 
• Presence of sidewalks 
 
What’s most interesting about sense of personal security is that the question 
was somewhat ambiguous on purpose in an attempt to contain and summarize many 
factors.  One’s personal security could be perceived as safety from other individuals, 
animals, crime, or automobiles.  If it had been more specific, or if more related 
questions had been included in the survey, the results may have been different.  
Regardless, the fact that it proved influential warrants discussion and future research, 
and these results reaffirm the notion that one’s personal safety plays a critical role in 
deciding whether or not to walk instead of drive (Dumbaugh and Rae, 2009, Hess et 
al, 1999, Hess, 1997, Powell, 2003, and Southworth, 2005). 
Saving money represents another variable that depends upon one’s attitude, 
and little travel behavior research to date has measured its influence.  Regardless, it 
has been suggested that higher income, which allows greater access to an automobile, 
is associated with a decline in pedestrian travel (Hess et al, 1999).  As will be shown 
in the next section, these results support this notion since saving money was more 
influential with respondents who did not own an automobile. 
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 Cleanliness of the neighborhood can be easily implemented and maintained by 
city planners and officials.  It makes sense that one would prefer to walk in clean 
cityscape instead of a garbage-strewn area.  In fact, Pikora et al (2003) demonstrated 
in their study that cleanliness had a high level of influence when it came to walking 
for transport or recreation.  These results support this notion, and previous research 
that has stated such (Mehta, 2008). 
 Buffering from automobile traffic was also included within group three.  
When applied this design consideration can create an environment where the 
pedestrian feels more comfortable and safe in relation to automobile traffic, especially 
at higher speeds.  Buffers are also considered traffic calming techniques because they 
tend to slow down traffic.  Hess et al (1999) suggested that, “Buffers between 
sidewalks and streets need to be created wherever the speed of traffic constitutes a 
perceived danger to pedestrians” (p. 18).  The results of this survey support this 
notion that such design practices can encourage walking (Hess et al 1999, Pucher and 
Dijkstra, 2003, and Southworth 2005). 
 The presence of sidewalks also proved to have a similar level of influence 
with the other variables within group three.  By creating a connected pedestrian 
infrastructure through a complete sidewalk system it becomes easier to walk because 
of the shorter distances, alternative routes, and elimination of dead-ends.  In fact, 
when Hess (1997) compared urban and suburban pedestrian networks he found 
incomplete sidewalk systems to be a major deterrent for walking.  The results of this 
study reaffirm conclusions of past research showing the importance of a complete 
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sidewalk system (Corti et al, 1996, Hess, 1997, Hess et al 1999, Randall and Baetz, 
2001, and Southworth, 2005). 
 
GROUP FOUR: WALKING 
The fourth grouping included the following variables:  
• Opportunities to talk or meet with friends or neighbors 
• Ease of terrain 
• Marked crosswalks with signals 
 
Their averages included a mean ranging from 2.40 to 2.25, a median ranging from 3 
to 2, and mode ranging from 3 to 1. 
Opportunities to talk or meet with friends and neighbors represents another 
factor that is susceptible to personal attitudes or perception.  However, it has been 
shown through previous research that creating neighborhoods with a sense of 
community or belonging can encourage walking, and these results support this idea 
(Mehta, 2008).  By removing the necessity of the automobile a neighborhood can 
become a place of interaction afforded by choosing to walk instead of drive.  In 
support, Mehta (2008) discovered that survey participants often chose, “destinations 
to meet neighbors, friends, and sometimes strangers” (p. 239).   
Ease of terrain represents another variable that hinges solely upon personal 
attitudes vis-à-vis the physical geography of the neighborhood.  Interestingly, in a 
study conducted by Cervero and Duncan (2003) of the San Francisco Bay area they 
discovered that topography had far greater influence then connectivity, mixed land 
uses, etc.  This highlights how physical geography can have great influence on 
walking.  Perhaps the ease of terrain proved to be less influential because this study 
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was conducted in a relatively flat area with small changes in elevation.  Regardless, 
the results of this study support previous research indicating terrain as an influential 
factor in walking (Cervero and Duncan, 2003, and Dill, 2004). 
Marked crosswalks with signals was the last variable contained within group 
four, and represents another factor that relates to a safe walking environment.  
Previous literature has suggested that infrastructure which provides a safer 
environment will encourage more walking (Hess, 1997 and Powell, 2003).  However, 
if such amenities are overlooked or ignored by motorists or if perhaps they are not 
maintained their usefulness is diminished.  This was not the case with the Mount 
Pleasant neighborhood.  In fact, there were functioning signals and marked 
crosswalks at every intersection utilized in this study.  Perhaps this is why marked 
crosswalks with signals proved to have less influence; pedestrians were simply taking 
the safety provided for granted. 
 
GROUP FIVE: WALKING 
The last group contained only one variable, the enforcement of speeding and 
other traffic laws, which held the least influence.  It had a mean of 2.16, a median of 
2, and a mode of 1.  This study does not show exactly why this variable had little 
influence over respondents.  Perhaps pedestrians are taking the significance of such 
enforcement for granted.  Unlike cyclists, pedestrians rarely travel on the same 
pathway as cars except for when they are crossing the street.  As discussed above, 
when pedestrians were crossing the street in the Mount Pleasant neighborhood they 
had fully functional crossing signals.  The enforcement of traffic laws seems to have 
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little effect in such a pedestrian friendly environment.  Further implications and 
research needs will be discussed fully at the conclusion of the biking section. 
 
WALKING SURVEY: SOCIO-DEMOGRAPHIC AND BEHAVIORAL FACTORS 
 Survey participants were asked to complete the following seven socio-
demographic and behavioral factor questions: 
• Residency status of the Mount Pleasant neighborhood 
• Age 
• Gender 
• Income 
• Education level 
• Car ownership 
• Number of trips made per week on average 
 
The answers were used to create subcategories of respondents that were then analyzed 
for any differences using the Mann Whitney U Test and the Kruskal-Wallis H Test.  
Table 4.4 highlights the response rate from each demographic group. 
DEMOGRAPHIC GROUP RESPONSE 
Resident 199 
Non-Resident 94 
18-34 Year-Olds 165 
35-65+ Year-Olds 128 
Male 162 
Female 131 
<50,000 per Year 185 
50-100,000+ per Year 108 
Some HS/Diploma 35 
Some College 96 
Bachelors 92 
Post Graduate 70 
Car Owner 131 
No Car 162 
0-5 Trips per Week 41 
6-10 Trips per Week 90 
11+ Trips per Week 162 
 
Table 4.4 Demographic Group Response Rate, Walking 
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RESIDENCY 
 Participants were first asked to indicate whether or not they were a resident of 
the Mount Pleasant neighborhood.  There was a higher response rate from individuals 
who lived within neighborhood.  The neighborhood contained examples of all of the 
influential variables that previous research has shown to encourage walking; therefore 
it was important to differentiate between residents and non-residents to highlight any 
possible differences.  Interestingly, only distance to destination proved to be 
significant.  Table 4.5 shows that respondents who did not reside in the Mount 
Pleasant neighborhood were more influenced by distance according to the mean rank 
provided by the Mann Whitney test.  For complete analysis see Appendix D. 
VARIABLE SIG. RESIDENT N MEAN RANK 
Yes 199 140.17 
No 94 161.47 Distance to destination 0.032 Total 293   
 
Table 4.5 Residency, Walking 
 Distance played a more significant role among respondents who did not reside 
in the Mount Pleasant neighborhood.  It is plausible that some of these respondents 
reside in less pedestrian friendly neighborhoods.  If so, distance could play a major 
role in their decision to walk because it would take more time and effort to get to their 
destination.  Also, since they were intercepted in a neighborhood in which they did 
not reside they could have already traveled further then other respondents.  Those 
who did reside in the Mount Pleasant neighborhood, which exhibits mixed-land use, a 
highly connected environment, and higher densities, could be faced with shorter 
distances afforded by these qualities.  Krizek and Johnson (2006) found that people 
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were more likely to walk to a given destination if the distance was shorter than 200 
meters.  Other studies have also determined that distance plays a major role in one’s 
decision to walk (Cervero and Duncan 2003, Hess et al 1999, Krizek and Johnson 
2006, and McCormack et al 2001).  
 
AGE 
 Before discussing age it is important to note that 18-19 year old responses 
were combined with 20-34 year olds, and 35-64 year olds and 65+ year olds were 
combined for analysis since the number of responses from 18-19 and 65+ year olds 
were low.  Overall, there were a higher number of younger respondents.  The 
significant results are displayed in table 4.6 below, or see Appendix E for the 
complete analysis.  As shown, older respondents were more influenced by all of the 
significant variables except for weather on a given day.   
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VARIABLE SIG. AGE N MEAN RANK 
18-34 165 135.60 
35-65+ 128 161.69 A visually appealing environment 0.005 Total 293   
18-34 165 156.41 
35-65+ 128 134.87 Weather on a given day 0.023 
Total 293   
18-34 165 133.29 
35-65+ 128 164.68 Cleanliness of neighborhood 0.001 
Total 293   
18-34 165 133.41 
35-65+ 128 164.52 Buffering from automobile traffic 0.001 Total 293   
18-34 165 138.32 
35-65+ 128 158.19 Presence of sidewalks 0.039 
Total 293   
18-34 165 137.28 
35-65+ 128 159.53 Marked crosswalks with signals 0.020 Total 293   
18-34 165 134.61 
35-65+ 128 162.97 Enforcement of speeding and other traffic laws 0.003 Total 293   
 
Table 4.6 Age, Walking 
What’s most interesting about these results is that 35-65+ year olds were more 
influenced by factors that planning can affect such as, a visually appealing 
environment, cleanliness of the neighborhood, buffering from auto traffic, the 
presence of sidewalks, marked crosswalks with signals, and the enforcement of 
speeding and other traffic laws.  This influence appears to be a result of the safety or 
comfort provided by these factors appealing to the older respondents’ perception or 
needs.  Yvonne et al (2006) discovered that traffic and lack of pedestrian 
infrastructure often made older adults feel unsafe while a neighborhood’s 
attractiveness encouraged walking.  On the other hand, 18-34 year olds were more 
influenced by an uncontrollable factor, weather.  It is unclear why this is the case, and 
therefore warrants more study. 
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GENDER 
 The results provided by the comparison of gender painted a very interesting 
picture.  In fact, five different influences proved to be significant, and in all cases 
females were more influenced by them than males, who had a higher response rate.  
The results are provided in table 4.7, or see Appendix F for the complete analysis. 
VARIABLE SIG. GENDER N MEAN RANK 
Male 162 137.08 
Female 131 159.27 Opportunities for exercise 0.016 
Total 293   
Male 162 135.45 
Female 131 161.28 Concern for the natural environment 0.005 Total 293   
Male 162 122.65 
Female 131 177.11 Sense of personal security 0.000 
Total 293   
Male 162 133.05 
Female 131 164.25 Ease of terrain 0.001 
Total 293   
Male 162 136.88 
Female 131 159.51 Enforcement of speeding and other traffic laws 0.017 Total 293   
 
Table 4.7 Gender, Walking 
 These results reaffirm the previous notion of gender specific travel influences.  
For example, Suminski et al (2005) discovered that women were more likely to walk 
if they felt safe, which is further supported by the evidence presented here.  The data 
clearly shows that women are more concerned with safety than men.  
 There is little to no direct support that was reviewed during this study that 
associated gender with opportunities for exercise, concern for the natural 
environment, ease of terrain, and the enforcement of speeding and other traffic laws.  
However, the enforcement of speeding and other traffic laws could be tied into one’s 
sense of personal security because it often creates a safer environment for walking.  
The remaining three relationships warrant further study. 
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INCOME  
 Before discussing income it is important to note that respondents who made 
more than 100,000 per year were combined with the respondents who made 50-
100,000 per year because of the small representation of the original group.  In total, 
there was a higher response from the lower income group.  After analysis was 
complete, only one significant relationship surfaced.  As shown in table 4.8, the 
presence of sidewalks corresponded with one’s income.  In fact, according to the 
mean rank respondents who made 50-100,000+ per year were more influenced than 
respondents who made less than 50,000 per year.  For the complete results see 
Appendix G. 
VARIABLE SIG. INCOME N MEAN RANK 
<50,000 185 139.24 
50-100,000+ 108 160.30 Presence of sidewalks 0.033 Total 293   
 
Table 4.8 Income, Walking 
 It’s hard to say exactly why respondents who made more money were more 
influenced by the presence sidewalks, but if we are to encourage more walking it is 
important to have a complete sidewalk system.  These results support previous 
research that has stated the importance of sidewalks (Corti et al, 1996, Hess, 1997, 
Hess et al 1999, Randall and Baetz, 2001, and Southworth, 2005). 
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EDUCATION 
 Respondents were further subcategorized by their level of education, which 
included the following groups: 
• Some High School/Diploma 
• Some College 
• Bachelors 
• Post Graduate 
 
The results were analyzed using the Kruskal-Wallis H Test, which allows for 
comparison of more than two variables.  As shown in table 4.9, post graduates related 
to a visually appealing environment, and those respondents with a bachelors degree 
related to distance to destination, and sense of personal security.  Appendix H 
contains the complete analysis. 
VARIABLE SIG. EDUCATION N MEAN RANK 
Some HS/Diploma 35 126.14 
Some College 96 138.13 
Bachelors 92 148.57 
Post Graduate 70 167.53 
A Visually 
Appealing 
Environment 
0.037 
Total 293   
Some HS/Diploma 35 144.43 
Some College 96 127.36 
Bachelors 92 160.71 
Post Graduate 70 157.19 
Distance to 
destination 0.021 
Total 293   
Some HS/Diploma 35 154.06 
Some College 96 127.02 
Bachelors 92 158.29 
Post Graduate 70 156.04 
Sense of 
personal security 0.034 
Total 293   
 
Table 4.9 Education, Walking 
 Interestingly, the data collected indicated that the majority of respondents had 
some college education.  However, not many conclusions can be drawn from the 
results other than the fact that highly educated individuals relate more to a visually 
appealing environment, distance, and personal security.  More study is needed in 
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relation to these influences and education, but they do support previous research 
illustrating their importance (Cervero and Duncan, 2003, Dumbaugh and Rae, 2009, 
Hess et al, 1999, Hess, 1997, McCormack et al, 2001, Powell, 2003, and Southworth, 
2005, and Suminski et al, 2005). 
 
CAR OWNERSHIP 
 Car ownership represents one of the simpler socio-demographic behavioral 
factors from which to draw conclusions.  For example, the results listed below in 
table 4.10 clearly show that distance to destination, the cleanliness of the 
neighborhood, and the presence of sidewalks matter more to automobile owners.  On 
the other hand, saving money proved to be more significant with those respondents 
who did own an automobile.  Of the survey participants, there were more individuals 
who did not own an automobile.  For the complete analysis see Appendix I. 
VARIABLE SIG. CAR N MEAN RANK 
Yes 131 157.77 
No 162 138.29 Distance to destination 0.037 Total 293   
Yes 131 136.52 
No 162 155.48 Saving money 0.048 
Total 293   
Yes 131 158.90 
No 162 137.37 Cleanliness of neighborhood 0.023 Total 293   
Yes 131 163.55 
No 162 133.62 Presence of sidewalks 0.002 Total 293   
 
Table 4.10 Car Ownership, Walking 
These results are interesting because they show that the cost benefits of not 
owning an automobile are important to some respondents.  On the other hand, they 
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highlight factors that encourage auto owners to walk, which if fully implemented 
could lead to less auto use. 
 
NUMBER OF TRIPS 
 The number of trips respondents made on average per week was the last 
socio-demographic behavioral factor analyzed.  It proved to have two significant 
relationships as shown below in table 4.11, or in Appendix J, which reveals the total 
results.  Interestingly, those who were making fewer trips per week were more 
influenced by distance and weather.  The majority of respondents completed eleven 
or more trips on average per week. 
VARIABLE SIG. TRIPS N MEAN RANK 
0-5 41 162.98 
6-10 90 161.27 
11+ 162 135.03 
Distance to 
destination 0.016 
Total 293   
0-5 41 179.26 
6-10 90 153.70 
11+ 162 135.11 
Weather on a 
given day 0.004 
Total 293   
 
Table 4.11 Number of Trips, Walking 
Once again these results affirm previous research, although not directly 
related to the number of trips an individual makes, that has indicated distance and 
weather as an influential factor in one’s decision to walk (Cervero and Duncan, 2003, 
Hess et al, 1999, Humpel et al, 2004, and McCormack et al, 2001).  The next section 
will analyze and discuss the biking dataset before moving onto conclusions, 
deficiencies, and suggestions. 
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BIKING SURVEY: RANKING AND GROUPING 
ORDINAL RANKING OF MOTIVES  
The biking survey yielded a total of 455 responses, and after completing the 
data entry it was apparent that 38 responses were incomplete and needed to be 
removed.  The final dataset totaled 417 complete surveys.  Table 4.12 provides a 
breakdown of the rankings, relative to the arithmetic means, for the fourteen different 
influences measured.  Once again, the survey responses were assigned an ordinal 
value for statistical analysis.  No influence = 1, little influence = 2, some influence = 
3, and highly influenced = 4.   
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Opportunities for exercise 3.44 4 4 0.038 0.773 1 
Concern for the natural environment 3.35 4 4 0.041 0.847 2 
A visually appealing environment 2.91 3 3 0.043 0.879 3 
Buffering from automobile traffic 2.89 3 3 0.047 0.965 4 
Presence of bike lanes 2.88 3 3 0.047 0.956 5 
Sense of personal security 2.82 3 3 0.048 0.982 6 
Saving money 2.75 3 3 0.052 1.054 7 
Distance to destination 2.62 3 3 0.043 0.874 8 
Presence of bike signals at intersections 2.6 3 3 0.05 1.017 9 
Weather on a given day 2.59 3 3 0.049 1.008 10 
Ease of terrain 2.41 3 3 0.046 0.937 11 
Enforcement of speeding and other 
traffic laws 2.27 2 3 0.05 1.020 12 
Cleanliness of neighborhood 2.15 2 2 0.046 0.932 13 
Opportunities to talk or meet with friends 
or other cyclists 1.97 2 1 0.046 0.930 14 
 
Table 4.12 Averages, Biking 
Interestingly, the top three variables, according to their arithmetic means, 
were exactly the same as the walking dataset.  Also, all of the variables proved to 
hold some influence over one’s decision to bike.  However, a mean range of 3.44 to 
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1.97, a median range of 4 to 2, and a mode range of 4 to 1 indicate a wider range of 
influence than the walking dataset.  The wider range is highlighted by the highest and 
lowest ranking variables.  For example, opportunities for exercise and concern for the 
natural environment proved to have a very strong influence while the cleanliness of 
the neighborhood and opportunities to talk or meet with friends and other cyclists was 
shown to have a relatively weak influence. 
 
NON-PARAMETRIC TESTS 
The Wilcoxon Signed Ranks Test was once again employed to each adjacent 
variable to focus the study by grouping variables of similar influence.  Table 4.13 
details the results, or see Appendix L for complete analysis. 
COMPARISON  SIG. 
Opportunities for exercise Concern for the natural environment 0.048 
Concern for the natural environment A visually appealing environment 0.000 
A visually appealing environment Buffering from automobile traffic 0.662 
Buffering from automobile traffic Presence of bike lanes 0.990 
Presence of bike lanes Sense of personal security 0.196 
Sense of personal security Saving money 0.270 
Saving money Distance to destination 0.070 
Distance to destination Presence of bike signals at intersections 0.630 
Presence of bike signals at intersections Weather on a given day 0.727 
Weather on a given day Ease of terrain 0.000 
Ease of terrain Enforcement of speeding and other traffic laws 0.033 
Enforcement of speeding and other traffic 
laws Cleanliness of neighborhood 0.040 
Cleanliness of neighborhood Opportunities to talk or meet with friends or other cyclists 0.001 
 
Table 4.13 Wilcoxon Signed Ranks Test, Biking 
 As is evident, there are several points of significant difference within the 
ranked means.  This highlights how some of the adjacent variables are relatively 
stronger than others.  These results also correspond with the median and modes 
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displayed in Table 4.12.  The Friedman test results, as shown in table 4.14, further 
highlight variables of similar influence by allowing the comparison of groups of 
variables.  Variables were added to the analysis one at a time until they proved to be 
significant.  See Appendix M for complete results. 
VARIABLE GROUPS RANK MEAN GROUP SIG. 
Opportunities for exercise 1 3.44 1  
Concern for the natural environment 2 3.35 2 0.043 
A visually appealing environment 3 2.91 3 0.000 
Buffering from automobile traffic 4 2.89 3 0.950 
Presence of bike lanes 5 2.88 3 0.985 
Sense of personal security 6 2.82 3 0.369 
Saving money 7 2.75 3 0.188 
Distance to destination 8 2.62 4 0.000 
Presence of bike signals at intersections 9 2.6 4 0.809 
Weather on a given day 10 2.59 4 0.858 
Ease of terrain 11 2.41 5 0.000 
Enforcement of speeding and other traffic laws 12 2.27 6 0.033 
Cleanliness of neighborhood 13 2.15 7* 0.142 
Opportunities to talk or meet with friends or other 
cyclists 14 1.97 8 0.000 
*Significance originally shown by Wilcoxon test results 
Table 4.14 Friedman Test, Biking 
As is evident, there were a total of eight groups, each representing a similar 
level of influence among the included variables.  Group seven was added to the 
groupings since Wilcoxon test demonstrated significance through the comparison of 
the enforcement of speeding and other traffic laws and the cleanliness of the 
neighborhood.  Once again, opportunities for exercise proved to have the most 
influence, and unlike the walking dataset, concern for the natural environment was 
significant in its own regard.  These results provide a clearer picture of how the 
ranked averages for each variable compare with one another in terms of influence.   
Moving on, each grouping will be discussed separately followed by a 
discussion of significant relationships that exist within the socio-demographic and 
behavioral factors.  The Mann Whitney U-Test and Kruskal-Wallis H Test will once 
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again be utilized to test for significance between the different variables and socio-
demographic factors. 
 
GROUP ONE: BIKING 
Like the walking dataset, opportunities for exercise proved to have the most 
influence, and it was the only variable in group one.  It had a very high average that 
ranged from a mean of 3.44 to a median and mode of 4.  Most likely, opportunities 
for exercise was rated highly because the survey was administered during the summer 
months on days of moderate temperatures and no precipitation.  People were outside 
taking advantage of the nice weather.  Conducting the same survey during colder 
months or on days of extreme weather may yield different results. 
There is little research directly linking opportunities for exercise and its 
influence over cycling, but there are many studies that have touted the positive health 
effects.  In fact, Pucher et al (2010) found that: 
higher rates of walking and cycling to work were associated with a higher 
percentage of adults who achieved recommended levels of physical activity, a 
lower percentage of adults with obesity, and a lower percentage of adults with 
diabetes (p. 1990). 
 
There is clearly a linkage between one’s health and choosing to bike, and these results 
show the concern exists among survey participants. 
As discussed above, previous research has only mentioned the health benefits 
provided by cycling, but these results suggest that people are cycling for these reasons 
above any other variable tested.  It is plausible that this could be a result of the survey 
taking place in a neighborhood where cycle friendly measures exist.  In fact, 
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examples of all the influences discussed in this study can be found within the Mount 
Pleasant Neighborhood.  In contrast, Litman (2002) shows how an auto-dependent 
non-cycle friendly environment can affect one’s opportunities for exercise: 
Automobile dependency discourages non-motorized travel by dominating 
transport resources (money, land, roadway design), by creating low-density 
land use patterns with dispersed destinations, and because roads with heavy, 
high-speed traffic create barriers to walking and cycling. At first glance this 
may seem to be a minor problem. After all, people can walk or cycle for 
exercise in automobile dependent communities, even if it requires driving to a 
suitable location. But it can be a major cost to both individuals and society 
because in practice, the total amount of active transport declines. Children, 
elderly and disabled people are particularly disadvantaged in this way (p. 9). 
 
Therefore, it seems logical that in a cycle friendly environment there would be more 
cycling for travel and exercise.  More study is needed to determine if opportunities 
for exercise was ranked highly because of the time of year, the area of study, or 
something else.  Regardless, it was highly influential among participants. 
  
GROUP TWO: BIKING 
The next group also contained a singular variable, concern for the natural 
environment, which had an average that ranged from a mean of 3.35 to a median and 
mode of 4.  In relation to the walking dataset, this variable was also ranked second 
according to the arithmetic mean.  This is interesting because this variable represents 
an influence that has been rarely tested in past travel behavior studies, and the results 
show that personal attitudes or perception play a significant role in one’s choice to 
bike.   
In terms of pro-environment behavior, Nilsson and Kuller (2000) discovered 
that, “the intention to behave in an environmentally responsible way to a considerable 
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degree may depend on attitudes related to the environment, the car and to the hazards 
of traffic.  Factual knowledge seemed to play a subordinate role” (p. 228).  These 
results support the notion that one’s concern for the environment is encouraging non-
automotive travel behavior.  Whether or not this was due to perception or factual 
knowledge is not known.   
The recent trend of critical mass rides also provides evidence that one’s 
concern for the natural environment is fueling decisions to bike.  K.G. (1994) sums 
up the reasons, “Critical Mass rides, which have attracted as many as 500 bikers, 
broadcast the many reasons to oppose cars, including fatalities, emissions of 
pollutants and greenhouse gases, and the physical impacts on roads and psychological 
impacts on motorists” (p. 24).  The results of this study support the idea that concern 
for the natural environment is influencing travel behavior, and perhaps with more 
education or awareness ridership will increase. 
 
GROUP THREE: BIKING 
The third group contained five different variables, all of which had a similar 
level of influence over one’s decision to bike.  Their averages ranged from a mean of 
2.91 to 2.75, and 3 for the median and mode.  The following variables are included in 
the third group: 
• A visually appealing environment 
• Buffering from automobile traffic 
• Presence of bike lanes 
• Sense of personal security 
• Saving money 
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Similar to the walking dataset, the first variable in this grouping was also ranked third 
according the arithmetic means.  Beyond the third variable differences between the 
rankings ensue when comparing both the walking and biking results. 
 A visually appealing environment was the first variable contained within 
group three.  This represents an interesting linkage between pedestrians and cyclists 
because one would assume that a visually appealing environment would be more 
important for a pedestrian who experiences his or her environment at a slower pace.  
However, these results show that it is equally important to cyclists. 
 There was little research uncovered during this study that provided a direct 
link between a visually interesting environment and cycling, but it has been suggested 
through other non-motorized transport articles.  Mehta (2008) found that, “people 
prefer public open spaces that provide a moderate level of culturally acceptable 
sensory stimuli” (p. 222).  Lindsey et al (2008) discovered that recreational trail use, 
“correlated positively and significantly with trail segments that have larger, more 
open viewsheds, are greener than the neighbourhoods that surround them, and have 
greater land-use diversity within viewsheds” (p. 76).  These results support such 
research. 
 Buffering from automobile traffic and the presence of bike lanes were also 
contained in the third group.  This is where the biking dataset analysis begins to differ 
from the walking dataset because the rankings begin to change.  They are being 
discussed jointly because of the similarities they shared throughout the analysis, and 
in their real life application.  
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 Buffering from auto traffic and the presence of bike lanes is one area of 
cycling literature for which there is much support.  For example, Dill and Carr (2003) 
showed that, “Higher levels of bicycle infrastructure are positively and significantly 
correlated with higher rates of bicycle commuting.  Achieving consistent results with 
a larger, more uniform (e.g., no small or college towns) set of cities lends strength to 
this finding” (p. 7).  More specifically, they found that every additional mile of bike 
lanes accounted for a one percent increase in the number cyclists commuting to work.  
Pucher et al (1999) suggested that in order to increase levels of cycling in North 
American bicycle facilities would need to be expanded, and all roads should be 
bikeable.  These results affirm the importance of bike related infrastructure, and 
concur with earlier research (Dill and Carr, 2003, Pucher et al, 2010, and Vernez-
Moudon et al, 2005). 
 Continuing on, the next variable contained in the third group is sense of 
personal security.  As mentioned earlier in the walking section, this variable was 
meant to be a one size fits all solution meaning one’s sense of personal security could 
include threats from other individuals, animals, and automobiles.  Therefore, there is 
a chance that this variable could have been stronger or weaker in terms of influence if 
the question had been more specific.  Regardless, these results do support previous 
research that has shown personal security as an influential factor in one’s decision to 
bike (Jacobsen, 2003, Pucher et al, 1999, and Pucher and Buehler, 2006).  For 
example, Jacobsen (2003) found that levels of cycling increased in conjunction with 
one’s safety.  “Safer cycling encourages more people to cycle, and as more people 
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cycle, there are more cycling facilities, more cycle training, and more consideration 
by motorists of cyclists, all making cycling safer” (Pucher and Buehler, 268). 
The last variable in the third group was saving money.  This is yet again 
another influence that hasn’t been tested extensively in previous literature.  However, 
it has been suggested that it may be a motivating factor for non-motorized transport, 
especially in times of financial stress or when the cost of owning or operating an 
automobile is too high.  Regardless, the results of this study are indicating that it has 
some influence over one’s decision.  Perhaps the influence could be greater, as is the 
case in some European countries where the cost of owning and maintaining an 
automobile is much higher than in North America (Pucher and Buehler, 2006).  
 
GROUP FOUR: BIKING 
The fourth group contained the following variables, which had relatively the 
same level of influence according to the results provided by the Friedman test.    
• Distance to destination  
• The presence of bike signals at intersections  
• Weather on a given day 
 
Their averages ranged from a mean of 2.62 to 2.59, to a median and mode of 3.  
These results further support previous research, as discussed below, that identified 
these variables as influential. 
 Distance to destination proved to be less influential for cyclists than 
pedestrians.  This is most likely because cyclists have an overall longer range than 
pedestrians.  Regardless, it did prove to be influential suggesting that shorter 
distances, often created by highly connected environments, mixed land uses, and 
 
 
 86 
higher densities, can be influential (Pucher and Buehler, 2006).  For example, Pucher 
et al (2010) found in their review of international transportation studies that, “By 
promoting compact, mixed use development, European land use policies generate 
shorter trips distances, which are readily more covered by bicycle” (p. 121).  These 
results continue to support the idea that shorter distances encourage more cycling 
(Dill 2004, Pucher et al, 2010, and Pucher and Buehler, 2006). 
 The presence of bike signals at intersections represents another design factor 
that can be easily implemented, much like bike lanes.  Within the neighborhood 
studied there were several busy intersections that contained bicycle specific sensors 
and buttons that could be engaged to trigger a traffic signal allowing for safe passage.  
Vancouver had about 170 bicycle specific signals as of 2004 (Pucher and Buehler, 
2005).  These results support previous research highlighting their importance (Pucher 
and Buehler, 2006 and Pucher and Buehler, 2005). 
 The last variable contained within group four is weather on a given day.  This 
represents another area that has rarely been studied according to the literature 
reviewed.  Pucher and Buehler (2006) discovered in their review of United States and 
Canadian census data that, “excessively high or low temperatures can deter cycling, 
while precipitation of any amount, whether rain or snow, generally discourages 
cycling” (p. 270-71).  It is understandable that weather would deter cycling since the 
rider is subject to the elements, but what’s interesting about these results is the fact 
that seven different variables proved to be more influential then weather at 
encouraging cycling.  Perhaps it would have been more influential during a time of 
year of more extreme weather changes.  Regardless, these results support previous 
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research highlighting its influence (Dill and Carr, 2003, and Pucher and Buehler, 
2006).   
 
GROUP FIVE: BIKING 
Ease of terrain was the singular variable in group five, and its average ranged 
from a mean of 2.41 to 3 for the median and mode.  In relation to cycling, this 
variable represents another research deficient area.   
Most studies do not account for topographical factors, but instead have 
focused on things such as inhospitable roads that contain narrow lanes or large drain 
gates (Schimek, 1996).  However, Dill (2004) suggests that, “A cyclist, for example, 
might choose a slightly longer route if he or she can use a bicycle lane, a street with 
less traffic, or a less steep hill” (p. 1).  The latter of these issues relate to ease of 
terrain.  The Mount Pleasant neighborhood is relatively flat with gradual elevation 
change, which makes traveling by bicycle easier.  Perhaps the results would have 
been different if the study was conducted in an area of extreme topography.  
Regardless, these results support previous literature that has attested to the influence 
ease of terrain has over a cyclist’s decision (Dill, 2004 and Schimek, 1996). 
 
GROUP SIX: BIKING 
Group six also contained a single variable, the enforcement of speeding and 
other traffic laws, which had a mean of 2.27, a median of 2, and a mode of 3.  This 
variable has often been touted as a means for encouraging cycling, but its influence 
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has rarely been tested.  Schimek (1996) suggested that enforcing traffic laws evenly 
between cyclists and motorists would encourage cycling.  These results do provide 
some support to this notion.  In fact, while data was being collected for this study the 
Vancouver police department was observed stopping and ticketing numerous cyclists 
for failure to wear a helmet.    Pucher and Buehler (2006) attribute Canada’s higher 
rates of cycling partially to, “stricter police enforcement of traffic regulations, or to 
more considerate driving behavior of motorists in Canada” (p. 277).  The results lend 
some support to this idea. 
 
GROUP SEVEN: BIKING 
The only variable contained in group seven was the cleanliness of the 
neighborhood.  It had a mean of 2.15 and a median and mode of 2.  What’s most 
interesting about this variable is that it showed more influence with walkers than 
cyclists.  Perhaps this relates to the fact that cyclists are experiencing the environment 
at a quicker pace, and often on a completely different pathway or surface.  However, 
one would assume that obstacles created by trash, for example broken glass, would 
deter cycling.  Previous literature has only shown the influence it holds over walking, 
but these results do warrant further study with respect to cycling (Mehta, 2008). 
 
GROUP EIGHT: BIKING 
The last group only included one variable, opportunities to talk or meet with 
friends or other cyclists, which represents the weakest influence over one’s decision 
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to bike in comparison with all the other variables.  The averages consisted of a mean 
of 1.97, a median of 2, and a mode of 1.  Interestingly, this variable held more 
influence over pedestrians than cyclists.  Granted, even with leisurely bike riding, it is 
hard to converse with other cyclists.  In the Mount Pleasant neighborhood most 
cyclists were observed traveling in single file and rarely side-by-side unless spaced 
permitted, thus making it difficult to hold a conversation.  Perhaps the results would 
have been different if the study was conducted on a recreational trail.  Regardless, 
these results do show some influence over one’s decision to bike, and they support 
previous research indicating a relationship between sense of community and non-
motorized transport (Mehta, 2008). 
 
BIKING SURVEY: SOCIO-DEMOGRAPHIC AND BEHAVIORAL FACTORS 
 Like the walking survey, there were seven different socio-demographic 
behavioral questions that asked participants to identify the following: 
• Residency status of the Mount Pleasant neighborhood 
• Age 
• Gender 
• Income 
• Education level 
• Car ownership 
• Number of trips made per week on average 
 
The Mann Whitney U Test and the Kruskal-Wallis H Test were used to compare the 
answers and highlight any possible significant relationships.  Table 4.15 shows the 
various demographic groups and their response rates.  Like the walking section, the 
results are discussed below in the order they were asked on the survey form. 
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DEMOGRAPHIC GROUP RESPONSE 
Resident 167 
Non-Resident 250 
18-34 Year-Olds 220 
35-65+ Year-Olds 197 
Male 209 
Female 208 
<50,000 per Year 225 
50-100,000+ per Year 192 
Some HS/Diploma 23 
Some College 93 
Bachelors 164 
Post Graduate 137 
Car Owner 210 
No Car 207 
0-5 Trips per Week 104 
6-10 Trips per Week 146 
11+ Trips per Week 167 
 
Table 4.15 Demographic Group Response Rate, Biking 
 
RESIDENCY 
 Interestingly, residency was shown to have no significant relationships in 
relation to the different influences tested.  See Appendix N for results.  The survey 
response rate was higher for non-residents, and there was really no difference of 
opinion in terms of response between cyclists who lived in the Mount Pleasant 
neighborhood and those who did not.  This could be a result of the range that a 
bicycle has, which allows a cyclist to travel further and faster, or it could be a result 
of some other unknown or unaccounted for factor.  It is still highly interesting that no 
difference exists between the two groups.  In comparison, the walking survey yielded 
more responses from residents of the neighborhood. 
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AGE 
 Like the walking dataset the 18-19 year olds and 20-34 year olds responses 
were combined, and so were the 35-64 year olds and the 65+ year olds.  This allowed 
for analysis since the number of responses in the younger and elderly groups was low.  
The significant relationships that surfaced are detailed below in table 4.16, or see 
Appendix O for complete analysis.  As shown, there were a higher number of 
younger participants. 
VARIABLE SIG. AGE N MEAN RANK 
18-34 220 227.75 
35-65+ 197 188.06 Saving money 0.000 
Total 417   
18-34 220 222.84 
35-65+ 197 193.55 Weather on a given day 0.010 Total 417   
18-34 220 222.95 
35-65+ 197 193.42 Ease of terrain 0.009 
Total 417   
 
Table 4.16 Age, Biking 
 Age proved to be significant in relation to three different influences, and in all 
three cases the younger respondents were more influenced, according to the mean 
ranks.  These results do not show explicitly why this is the case, but do add support to 
previous studies that have shown how weather and terrain influence bicycle use 
(Pucher et al, 1999).  More research is needed in relation to age. 
 
GENDER 
 One’s gender proved the have the most significant relationships out of all of 
the socio-demographic behavioral factors tested, and in every single case females 
were more influenced by the given variable.  Clearly, there is a contrast between men 
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and women when it comes to factors influencing cycling.  The results are shown 
below in table 4.17, or see Appendix P for complete results.  Interestingly, the 
number of female and male participants was almost equal unlike the walking survey, 
which had a larger number of males. 
VARIABLE SIG. GENDER N MEAN RANK 
Male 209 196.43 
Female 208 221.63 Opportunities for exercise 0.015 Total 417   
Male 209 186.81 
Female 208 231.30 
Concern for the 
natural 
environment 
0.000 
Total 417   
Male 209 186.38 
Female 208 231.73 Buffering from automobile traffic 0.000 Total 417   
Male 209 190.68 
Female 208 227.41 Presence of bike lanes 0.001 Total 417   
Male 209 191.39 
Female 208 226.70 Sense of personal security 0.002 Total 417   
Male 209 192.13 
Female 208 225.95 Saving money 0.003 
Total 417   
Male 209 191.49 
Female 208 226.60 
Presence of bike 
signals at 
intersections 
0.002 
Total 417   
Male 209 190.14 
Female 208 227.95 Weather on a given day 0.001 Total 417   
Male 209 184.35 
Female 208 233.77 Ease of terrain 0.000 
Total 417   
 
Table 4.17 Gender, Biking 
 Most of the results show that personal safety or comforts are strong 
motivating factors.  Buffering from auto traffic, the presence of bike lanes, and the 
presence of bike signals at intersections, which relate to personal security, are easily 
more implementable.  The other five variables, opportunities for exercise, concern for 
the environment, saving money, weather, and the ease of terrain are subject to 
personal attitudes.   
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The evidence presented here supports previous literature that has found 
differences of preference between men and women, especially in relation to safety 
(Garrard et al, 2008, and Krizek et al, 2005).  For example, Krizek et al (2005) found 
that, “women demonstrate a stronger preference for safer forms of cycling 
infrastructure” (p. 38), and Garrard et al (2008), discovered, “females preferring a 
higher degree of separation from motor vehicle traffic” (p. 58).  The results presented 
in this study suggest that females are influenced by variables other than infrastructure, 
which are worth further study. 
 
INCOME 
 Income was the next socio-demographic behavioral factor that was asked on 
the survey form.  Like the walking dataset, respondents with a gross yearly income of 
more than 100,000 were combined with the 50,000-100,000 responses to allow for 
analysis since the response rate was low.  There were a larger number of participants 
who made less than 50,000 per year like the walking survey.  The results of the 
analysis are displayed below in table 4.18, or see Appendix Q for complete results.  
As is evident, only two influences proved to have significant differences. 
VARIABLE SIG. INCOME N MEAN RANK 
<50,000 225 224.76 
50-100,000+ 192 190.53 
Concern for the 
natural 
environment 
0.001 
Total 417   
<50,000 225 235.79 
50-100,000+ 192 177.61 Saving money 0.000 
Total 417   
 
Table 4.18 Income, Biking 
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 Both variables held more influence over respondents who made less than 
50,000 dollars per year according to the mean ranks.  More research is needed, but 
some speculation can be made regarding saving money because riding a bike is 
clearly less expensive than other motorized transportation alternatives.  Participants 
see the cost benefits of cycling. 
 
EDUCATION 
 There has been very little research to date directly linking levels of education 
with cycling, but these results do show that it is worth studying.  In fact, three 
different variables proved to have significant differences in terms of one’s education.  
The details are provided in 4.19, or Appendix R for total results.  The majority of 
respondents indicated a high level of education.  As shown below, those with a post 
graduate education were more influenced by opportunities for exercise, one’s sense of 
personal security, and distance to destination. 
VARIABLE SIG. EDUCATION N MEAN RANK 
Some High School/Diploma 23 211.74 
Some College 93 190.11 
Bachelors 164 200.54 
Post Graduate 137 231.49 
Opportunities 
for exercise 0.017 
Total 417  
Some High School/Diploma 23 204.57 
Some College 93 177.02 
Bachelors 164 214.21 
Post Graduate 137 225.22 
Sense of 
personal security 0.017 
Total 417  
Some High School/Diploma 23 163.93 
Some College 93 173.82 
Bachelors 164 221.87 
Post Graduate 137 225.04 
Distance to 
destination 0.000 
Total 417  
 
Table 4.19 Education, Biking 
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 These results do not show why they are more influential among highly 
educated individuals, but they do support previous research indicating their 
importance (Cervero and Duncan, 2003, Dumbaugh and Rae, 2009, Hess et al, 1999, 
Hess, 1997, McCormack et al, 2001, Owen et al, 2004, Powell, 2003, and 
Southworth, 2005, and Suminski et al, 2005).  Clearly, there is much more research 
and analysis needed with respect to education. 
 
CAR OWNERSHIP 
 This socio-demographic behavioral factor once again provides a black and 
white comparison between those who do and do not own an automobile and how it 
affects their decision to bike.  In total, four different influences proved to be 
significant.  The results are provided below in Table 4.20, or see Appendix S for 
complete analysis.  Interestingly, the number of participants who did own or who did 
not own an automobile was almost identical. 
VARIABLE SIG. CAR N MEAN RANK 
Yes 210 223.14 
No 207 194.65 Opportunities for exercise 0.006 Total 417   
Yes 210 195.10 
No 207 223.10 Saving money 0.013 
Total 417   
Yes 210 224.19 
No 207 193.59 Distance to destination 0.005 Total 417   
Yes 210 220.85 
No 207 196.98 Weather on a given day 0.035 Total 417   
 
Table 4.20 Car Ownership, Biking 
 Of the four variables, opportunities for exercise, distance to destination, and 
the weather were more influential among automobiles owners.  This is interesting 
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because it highlights three different influences that could encourage people to cycle 
instead of drive.  Pucher et al (1999) also found through comparison of North 
American and European cities that shorter distances encourage bicycle use: 
Small, compact cities are more amenable to cycling since more destinations 
are accessible within a short bike ride, motor traffic volumes are lower, and 
there are less likely to be obstacles such as expressways or bridges.  Indeed, to 
our knowledge, no very large city in either Europe or North America has bike 
use exceeding 10% of trips.  Europe has many more small, dense cities where 
biking is convenient for reaching many destinations (p. 22). 
 
Continuing on, it’s completely logical that respondents who could drive would be 
more influenced by weather and opportunities for exercise.  If the weather is bad 
driving allows transport to their destination without being exposed to the elements.  
Also, cycling provides them with a means of transport and exercise at the same time, 
which the auto does not afford.  These results support earlier research with the same 
findings (Cervero and Duncan, 2003, Hess et al, 1999, Humpel et al, 2004, and 
McCormack et al, 2001). 
 Saving money was the singular variable that proved to be more influential 
among respondents who did not own an automobile.  More research is needed, but 
respondents could be indicating that the costs saving benefits of riding a bike as 
opposed to other motorized forms of transit as influential.  These results support 
previous research (Pucher and Buehler, 2006). 
 
NUMBER OF TRIPS 
 The number of trips that respondents made on average during a week was the 
last socio-demographic behavioral question asked.  The majority of respondents made 
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eleven or more trips on average per week.  As is evident below in table 4.21, there 
were a large number of significant influences.  See Appendix T for total analysis. 
VARIABLE SIG. TRIPS N MEAN RANK 
0-5 104 188.22 
6-10 146 222.40 
11+ 167 210.23 
Concern for the 
natural 
environment 
0.048 
Total 417   
0-5 104 231.57 
6-10 146 212.21 
11+ 167 192.13 
Buffering from 
automobile 
traffic 
0.021 
Total 417   
0-5 104 240.37 
6-10 146 213.50 
11+ 167 185.54 
Presence of bike 
lanes 0.001 
Total 417   
0-5 104 237.13 
6-10 146 212.66 
11+ 167 188.28 
Distance to 
destination 0.002 
Total 417   
0-5 104 231.80 
6-10 146 211.56 
11+ 167 192.56 
Presence of bike 
signals at 
intersections 
0.023 
Total 417   
0-5 104 286.44 
6-10 146 201.37 
11+ 167 167.44 
Weather on a 
given day 0.000 
Total 417   
0-5 104 260.13 
6-10 146 211.25 
11+ 167 175.19 Ease of terrain 0.000 
Total 417   
 
Table 4.21 Number of Trips, Biking 
 These results show six different influences that matter more to marginal users 
who make fewer trips on average per week.  Therefore, if we are to encourage cycling 
city planners should pay special attention to such infrastructure improvements as 
buffering from auto traffic, the presence of bike lanes, distance to destination, and the 
presence of bike signals at intersections.  These results support previous research that 
has identified these factors as influential (Dill and Carr, 2003, Pucher et al, 2010, 
Pucher et al, 2006, Pucher et al, 1999, and Schimek, 1996). 
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 These results also provide more insight into the idea that one’s concern for the 
natural environment is influencing their choice to seek non-automotive means of 
transportation.  As shown above, respondents who made an average of 6-10 tips per 
week by bicycle were more influenced by this variable.  No specific research relating 
to cycling and one’s concern for the environment was uncovered during the review 
for this study, but others have suggested that pro-environmental behavior is 
associated with lower auto use (Nilsson and Kuller, 2000). 
 The following section will provide a summary of the results of this study.  It 
will discuss the general conclusions in conjunction with the shortfalls of this research.  
Implications and suggestions for future studies will be reviewed last. 
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 CHAPTER 5: CONCLUSION 
 This study was developed to better understand the influences that individuals 
face when deciding whether or not to walk or bike.  By understanding these 
influences planners can shape environments and design policy to increase non-
automotive travel.  The motivation behind this study was North America’s 
automobile reliance/dominance, which ultimately leads to environmental degradation, 
natural resource depletion, decreased public health, and loss of social capital.  The 
fact that nearly half of all trips taken are three miles or less, and eighty percent of 
them are made by single occupancy automobiles highlighted the need to better 
understand such behavior.  It seemed as if encouraging non-automotive transportation 
for short distance travel could easily assuage many of the aforementioned negative 
impacts. 
 Therefore, this study was created to test the influence of factors that 
encourage non-automotive transport such as walking and biking.  It differed from 
other studies because it attempted to comprehensively assess the relative importance 
of factors previously identified as encouraging walking and biking.   
This study built on previous research to provide answers regarding the relative 
influence of motives of pedestrians and cyclists, and though it provided some answers 
it seems to have created more questions.  This study did not provide irrefutable 
evidence regarding the relative strength of different influences, but it did provide 
results that are worth taking note of, and there are four main points worth discussing. 
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 First, all of the variables tested were shown to have some influence over one’s 
choice to walk or bike, which further supports the conclusions of previous studies.  
However, some were weaker than others.  In relation to walking, marked crosswalks 
with signals, and the enforcement of speeding and other traffic laws, were shown to 
have a very weak influence.  Within the biking dataset, the enforcement of speeding 
and other traffic laws, cleanliness of the neighborhood, and opportunities to talk or 
meet with friends or other cyclists were all shown to have weak influence as well.  
These results do not support earlier research demonstrating strong influence with 
regard to these things.   
 Unfortunately, this study does not provide enough evidence to demonstrate 
why these specific variables held a relatively weak influence.  In regard to walking, 
perhaps marked crosswalks with signals weren’t as important to pedestrians because 
the urban environment, for the most part, was made up of lower speed streets with a 
large numbers of pedestrians.  Perhaps most motorists were accustomed to the 
pedestrian traffic.  The story could be different in an area of higher speed auto traffic 
without proper pedestrian signals.  This could also relate to the weakness of the 
enforcement of speeding and other traffic laws.  Perhaps pedestrians do not feel as 
threatened by the automobile in this specific neighborhood.  It is hard to draw 
conclusions or speculations as to why the weaker biking influences exist, and clearly 
much more information is needed. 
Second, opportunities for exercise stood out among all other factors in both 
the walking and biking results as a strong motivating factor.  This is interesting given 
the fact that previous studies have pointed out the health benefits of walking and 
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biking, but have rarely shown them to be motivating factor.  These results show that 
people are walking and biking for personal health above any other reason.  Perhaps 
good infrastructure and good weather are viewed as prerequisites.  In this case, the 
residents see health benefits as their main motive for walking or biking, and de-
emphasize the built environment as mere necessary infrastructure.  Yet, in a 
neighborhood, where infrastructure is inadequate, those walking might cite this a 
significant motive for not walking or biking.  The weather may have similar effects.  
Much more research is needed. 
 Third, there were several strong relationships between the variables and socio-
demographic/behavioral factors.  Though the reasons for these relationships are not 
always clear, inviting further research, some general conclusions can be made.  For 
example, automobile owners were proven time and time again throughout this study 
to be more influenced by factors like distance, cleanliness, presence of sidewalks, 
opportunities for exercise, and weather.  This means that if we want to encourage 
more walking and cycling in our cities we need to implement things like greater 
connectivity, cleaner streets and sidewalks, and complete sidewalks.  In the future it 
would be advantageous to perform such a similar study in two different 
neighborhoods, one with the aforementioned amenities present and the other without. 
 Fourth, gender in all the cases tested highlighted that females were more 
influenced than males with respect to the significant variables.  Further study is 
needed to draw solid conclusions, but in both the walking and biking datasets females 
were always more concerned with personal security.  This highlights the importance 
of personal safety with respect to gender.   
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 In fact, the main thing this study accomplished was highlighting the lack of 
understanding and need for more research in the field of non-automotive 
transportation and travel behavior.  Moving forward, researchers and city planners 
utilizing survey techniques will benefit from this study by tearing it apart and 
rebuilding it.   
First of all, more focused attention is needed with respect to each variable and 
the way the questions are proposed.  This study attempted to account for many facets 
influencing decisions to walk and bike.  It tried to accomplish this task through a 
quick and easy in-person survey.  This is where the weakness lies.  More specific 
focused studies are needed in all of the areas highlighted throughout this study.  
Additional surveys with more specific questions, perhaps utilizing clarifying 
questions to make sure the respondent understands the purpose of the question would 
reduce potential misunderstandings.  Also, future research should allow for more than 
four responses, which would allow stronger statistical analysis. 
Second, socio-demographic and behavioral factors need to be explored in 
more depth.  In-depth interviews on specific themes with individual pedestrians and 
bicyclists or perhaps focus groups would provide greater understanding of particular 
influences and their relationships to other factors.  This would likely yield stronger 
conclusions and more concrete evidence.   
Third, future studies are needed in differing areas of geography, infrastructure, 
and socio-demographic make-up.  It is also important to look at differences in travel 
behavior in relation to the time of day and year.  This will allow for more comparison 
across a wider range of cities, design, and demographics. 
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Finally, this study provided new evidence on the relative importance of 
different motivations for pedestrians and cyclists, but it did not provide definitive 
conclusions.  With an increase in non-motorized transportation, there is much to be 
gained for the overall urban quality of life, including less pollution, more physical 
activity, less sprawl, a stronger sense of community, and increased safety for 
pedestrians and cyclists.  It is extremely important to continue on with similar studies 
so that we can better design our physical environments to support alternative forms of 
transportation.  Only then can we begin to understand the gravity of human behavior 
as it relates to walking and biking. 
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 APPENDICES 
WALKING DATA AND STATISTICS 
APPENDIX - A WALKING DATASET STATISTICS 
 Q1 Q2 Q3 Q4 Q5 Q7 Q8 Q9 Q10 Q11 Q12 Q13 Q14 Q15 
M
EA
N 2.90 2.48 2.25 2.50 2.63 2.54 2.40 2.16 3.04 2.84 2.32 2.58 3.17 3.01 
S
TD. E
R
R
O
R
 
O
F M
EA
N 
.058 .065 .061 .063 .063 .057 .058 .065 .053 .057 .057 .064 .051 .052 
M
ED
IA
N 
3.00 3.00 2.00 3.00 3.00 3.00 3.00 2.00 3.00 3.00 2.00 3.00 3.00 3.00 
M
O
D
E 3 3 1 3 3 3 3 1 3 3 3 3 3 3 
S
TD. 
D
EV
IA
TIO
N 
.984 1.106 1.047 1.081 1.082 .977 .997 1.108 .915 .970 .975 1.103 .872 .884 
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APPENDIX – B WALKING DATASET WILCOXON TEST RESULTS 
 N Mean Rank Sum of Ranks 
Negative Ranks 95 82.11 7800.00 
Positive Ranks 66 79.41 5241.00 
Ties 132   Q10 - Q14 
Total 293   
Negative Ranks 80 80.16 6413.00 
Positive Ranks 75 75.69 5677.00 
Ties 138   Q15 - Q10 
Total 293   
Negative Ranks 104 98.28 10221.50 
Positive Ranks 88 94.39 8306.50 
Ties 101   Q1 - Q15 
Total 293   
Negative Ranks 92 81.65 7512.00 
Positive Ranks 75 86.88 6516.00 
Ties 126   Q11 - Q1 
Total 293   
Negative Ranks 113 98.39 11118.00 
Positive Ranks 78 92.54 7218.00 
Ties 102   Q5 - Q11 
Total 293   
Negative Ranks 102 99.87 10186.50 
Positive Ranks 95 98.07 9316.50 
Ties 96   Q13 - Q5 
Total 293   
Negative Ranks 103 101.54 10459.00 
Positive Ranks 97 99.39 9641.00 
Ties 93   Q7 - Q13 
Total 293   
Negative Ranks 94 94.94 8924.00 
Positive Ranks 89 88.90 7912.00 
Ties 110   Q4 - Q7 
Total 293   
Negative Ranks 88 95.87 8436.50 
Positive Ranks 94 87.41 8216.50 
Ties 111   Q2 - Q4 
Total 293   
Negative Ranks 107 100.98 10804.50 
Positive Ranks 92 98.86 9095.50 
Ties 94   Q8 - Q2 
Total 293   
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 Q10 - Q14 Q15 - Q10 Q1 - Q15 Q11 - Q1 Q5 - Q11 Q13 - Q5 Q7 - Q13 Q4 - Q7 
Z -2.292 -.696 -1.295 -.836 -2.620 -.559 -.513 -.738 
Asymp. 
Sig. (2-
tailed) 
.022 .486 .195 .403 .009 .576 .608 .461 
 
 Q2 - Q4 Q8 - Q2 Q12 - Q8 Q3 - Q12 Q9 - Q3 
Z -.161 -1.078 -1.085 -.837 -1.189 
Asymp. 
Sig. (2-
tailed) 
.872 .281 .278 .402 .234 
 
 
Negative Ranks 95 101.81 9671.50 
Positive Ranks 93 87.04 8094.50 
Ties 105   Q12 - Q8 
Total 293   
Negative Ranks 108 87.84 9486.50 
Positive Ranks 80 103.49 8279.50 
Ties 105   Q3 - Q12 
Total 293   
Negative Ranks 89 76.11 6773.50 
Positive Ranks 67 81.68 5472.50 
Ties 137   Q9 - Q3 
Total 293   
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APPENDIX – C WALKING DATASET FRIEDMAN TEST RESULTS 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Mean Rank 
Q10 2.59 
Q15 2.56 
Q1 2.47 
Q11 2.37 
 
 
 
 
 
 
 
 
 
 
 
 
N 293 
Chi-Square 5.224 
df 1 
Asymp. Sig. .022 
 Mean Rank 
Q14 1.55 
Q10 1.45 
 Mean Rank 
Q10 1.51 
Q15 1.49 
N 293 
Chi-Square .161 
df 1 
Asymp. Sig. .688 
 Mean Rank 
Q10 2.04 
Q15 2.02 
Q1 1.95 
N 293 
Chi-Square 2.057 
df 2 
Asymp. Sig. .358 
N 293 
Chi-Square 7.638 
df 3 
Asymp. Sig. .054 
 Mean Rank 
Q10 3.21 
Q15 3.15 
Q1 3.05 
Q11 2.93 
Q5 2.66 
N 293 
Chi-Square 31.599 
df 4 
Asymp. Sig. .000 
 Mean Rank 
Q5 1.51 
Q13 1.49 
N 293 
Chi-Square .249 
df 1 
Asymp. Sig. .618 
 Mean Rank 
Q5 2.05 
Q13 2.00 
Q7 1.95 
N 293 
Chi-Square 2.455 
df 2 
Asymp. Sig. .293 
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 Mean Rank 
Q5 2.59 
Q13 2.52 
Q7 2.46 
Q4 2.43 
N 293 
Chi-Square 3.865 
df 3 
Asymp. Sig. .276 
 Mean Rank 
Q5 3.14 
Q13 3.04 
Q7 2.97 
Q4 2.92 
Q2 2.93 
N 293 
Chi-Square 5.532 
df 4 
Asymp. Sig. .237 
 Mean Rank 
Q5 3.72 
Q13 3.60 
Q7 3.52 
Q4 3.46 
Q2 3.46 
Q8 3.25 
N 293 
Chi-Square 14.009 
df 5 
Asymp. Sig. .016 
 Mean Rank 
Q8 1.50 
Q12 1.50 
N 293 
Chi-Square .021 
df 1 
Asymp. Sig. .884 
 Mean Rank 
Q8 2.04 
Q12 2.04 
Q3 1.91 
N 293 
Chi-Square 4.965 
df 2 
Asymp. Sig. .084 
 Mean Rank 
Q8 2.61 
Q12 2.60 
Q3 2.45 
Q9 2.34 
N 293 
Chi-Square 13.096 
df 3 
Asymp. Sig. .004 
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APPENDIX – D WALKING DATASET MANN WHITNEY U TEST RESULTS, RESIDENT 
 Q1 Q2 Q3 Q4 Q5 Q7 
Mann-Whitney U 7993.000 9179.500 8988.000 8868.000 9326.500 8612.500 
Wilcoxon W 27893.000 29079.500 28888.000 13333.000 13791.500 28512.500 
Z -2.139 -.266 -.562 -.745 -.041 -1.152 
Asymp. Sig. (2-
tailed) .032 .791 .574 .456 .968 .249 
 
 Q8 Q9 Q10 Q11 Q12 Q13 
Mann-Whitney U 9219.500 8878.000 8788.000 9319.500 9095.500 9087.000 
Wilcoxon W 13684.500 13343.000 13253.000 29219.500 28995.500 28987.000 
Z -.207 -.735 -.895 -.052 -.399 -.408 
Asymp. Sig. (2-
tailed) .836 .463 .371 .958 .690 .684 
 
 Q14 Q15 
Mann-Whitney U 8740.500 9214.500 
Wilcoxon W 13205.500 13679.500 
Z -.978 -.221 
Asymp. Sig. (2-
tailed) .328 .825 
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APPENDIX – E WALKING DATASET MANN WHITNEY U TEST RESULTS, AGE 
 Q1 Q2 Q3 Q4 Q5 Q7 
Mann-Whitney U 9743.500 9127.500 8956.000 8318.000 10328.00 8297.500 
Wilcoxon W 17999.50 22822.50 22651.00 22013.00 18584.00 21992.50 
Z -1.209 -2.063 -2.324 -3.241 -.336 -3.313 
Asymp. Sig. (2-
tailed) .227 .039 .020 .001 .737 .001 
 
 Q8 Q9 Q10 Q11 Q12 Q13 
Mann-Whitney U 10512.500 8516.000 9725.000 9007.500 10184.500 9251.000 
Wilcoxon W 18768.500 22211.000 23420.000 17263.500 23879.500 17507.000 
Z -.069 -2.975 -1.245 -2.282 -.547 -1.888 
Asymp. Sig. (2-
tailed) .945 .003 .213 .023 .584 .059 
 
 Q14 Q15 
Mann-Whitney U 9281.000 8679.500 
Wilcoxon W 22976.000 22374.500 
Z -1.922 -2.820 
Asymp. Sig. (2-
tailed) .055 .005 
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APPENDIX – F WALKING DATASET MANN WHITNEY U TEST RESULTS, GENDER 
 Q1 Q2 Q3 Q4 Q5 Q7 
Mann-Whitney U 10187.500 10421.500 9792.000 9735.500 6667.000 9655.000 
Wilcoxon W 23390.500 23624.500 22995.000 22938.500 19870.000 22858.000 
Z -.625 -.272 -1.184 -1.263 -5.691 -1.396 
Asymp. Sig. (2-
tailed) .532 .785 .237 .207 .000 .163 
 
 Q8 Q9 Q10 Q11 Q12 Q13 
Mann-Whitney U 10339.000 8972.000 8740.500 9870.000 8351.500 9590.500 
Wilcoxon W 23542.000 22175.000 21943.500 23073.000 21554.500 22793.500 
Z -.396 -2.380 -2.781 -1.086 -3.284 -1.468 
Asymp. Sig. (2-
tailed) .692 .017 .005 .277 .001 .142 
 
 Q14 Q15 
Mann-Whitney U 9003.500 9755.500 
Wilcoxon W 22206.500 22958.500 
Z -2.410 -1.280 
Asymp. Sig. (2-
tailed) .016 .201 
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APPENDIX – G WALKING DATASET MANN WHITNEY U TEST RESULTS, INCOME 
 Q1 Q2 Q3 Q4 Q5 Q7 
Mann-Whitney U 9210.500 8554.000 9617.500 9929.000 9418.500 9081.500 
Wilcoxon W 26415.500 25759.000 26822.500 15815.000 26623.500 26286.500 
Z -1.186 -2.126 -.555 -.091 -.850 -1.368 
Asymp. Sig. (2-
tailed) .236 .033 .579 .928 .395 .171 
 
 Q8 Q9 Q10 Q11 Q12 Q13 
Mann-Whitney U 9878.000 9171.000 9615.500 9832.500 9651.500 9128.000 
Wilcoxon W 15764.000 26376.000 26820.500 15718.500 26856.500 15014.000 
Z -.168 -1.226 -.574 -.238 -.507 -1.278 
Asymp. Sig. (2-
tailed) .866 .220 .566 .812 .612 .201 
 
 Q14 Q15 
Mann-Whitney U 9837.500 9811.000 
Wilcoxon W 15723.500 27016.000 
Z -.236 -.276 
Asymp. Sig. (2-
tailed) .814 .783 
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APPENDIX – H WALKING DATASET KRUSKAL WALLIS H TEST RESULTS, EDUCATION 
 Q1 Q2 Q3 Q4 Q5 Q7 Q8 Q9 Q10 
Chi-
Square 9.763 2.043 .663 4.482 8.675 .380 2.663 .379 6.027 
df 3 3 3 3 3 3 3 3 3 
Asymp
. Sig. .021 .563 .882 .214 .034 .944 .447 .945 .110 
 
 Q11 Q12 Q13 Q14 Q15 
Chi-
Square .470 6.462 1.928 5.203 8.513 
df 3 3 3 3 3 
Asymp
. Sig. .925 .091 .588 .158 .037 
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APPENDIX – I WALKING DATASET MANN WHITNEY U TEST RESULTS, CAR 
OWNERSHIP 
 Q1 Q2 Q3 Q4 Q5 Q7 
Mann-Whitney U 9200.000 8443.000 10059.500 9902.000 9870.000 9051.500 
Wilcoxon W 22403.000 21646.000 23262.500 23105.000 23073.000 22254.500 
Z -2.084 -3.115 -.797 -1.023 -1.069 -2.278 
Asymp. Sig. (2-
tailed) .037 .002 .425 .307 .285 .023 
 
 Q8 Q9 Q10 Q11 Q12 Q13 
Mann-Whitney U 10308.500 10179.000 10116.500 10109.500 10137.500 9238.000 
Wilcoxon W 18954.500 23382.000 23319.500 18755.500 23340.500 17884.000 
Z -.441 -.627 -.735 -.735 -.688 -1.976 
Asymp. Sig. (2-
tailed) .659 .530 .462 .462 .491 .048 
 
 Q14 Q15 
Mann-Whitney U 10599.500 10555.000 
Wilcoxon W 19245.500 23758.000 
Z -.017 -.084 
Asymp. Sig. (2-
tailed) .986 .933 
 
 
 
 
 121 
APPENDIX – J WALKING DATASET KRUSKAL WALLIS H TEST RESULTS, NUMBER OF 
TRIPS 
 Q1 Q2 Q3 Q4 Q5 Q7 Q8 Q9 Q10 
Chi-
Square 8.215 5.647 2.791 .102 .816 4.040 .517 2.762 .476 
df 2 2 2 2 2 2 2 2 2 
Asymp
. Sig. .016 .059 .248 .950 .665 .133 .772 .251 .788 
 
 Q11 Q12 Q13 Q14 Q15 
Chi-
Square 10.832 5.463 1.067 2.116 4.036 
df 2 2 2 2 2 
Asymp
. Sig. .004 .065 .587 .347 .133 
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BIKING DATA AND STATISTICS 
APPENDIX – K BIKING DATASET STATISTICS 
 
Q1 Q2 Q3 Q4 Q5 Q7 Q8 Q9 Q10 Q11 Q12 Q13 Q14 Q15 
M
EA
N 2.62 2.88 2.60 2.89 2.82 2.15 1.97 2.27 3.35 2.59 2.41 2.75 3.44 2.91 
S
TD. E
R
R
O
R
 
O
F M
EA
N 
.043 .047 .050 .047 .048 .046 .046 .050 .041 .049 .046 .052 .038 .043 
M
ED
IA
N 
3.00 3.00 3.00 3.00 3.00 2.00 2.00 2.00 4.00 3.00 3.00 3.00 4.00 3.00 
S
TD. 
D
EV
IA
TIO
N 
.874 .957 1.017 .965 .982 .932 .930 1.020 .847 1.008 .937 1.054 .773 .879 
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APPENDIX – L BIKING DATASET WILCOXON TEST RESULTS 
 N Mean Rank Sum of Ranks 
Negative Ranks 117 103.72 12135.00 
Positive Ranks 88 102.05 8980.00 
Ties 212   Q10 - Q14 
Total 417   
Negative Ranks 189 132.40 25024.50 
Positive Ranks 69 121.54 8386.50 
Ties 159   Q15 - Q10 
Total 417   
Negative Ranks 130 133.36 17337.00 
Positive Ranks 129 126.61 16333.00 
Ties 158   Q4 - Q15 
Total 417   
Negative Ranks 87 86.59 7533.50 
Positive Ranks 86 87.41 7517.50 
Ties 244   Q2 - Q4 
Total 417   
Negative Ranks 121 111.95 13545.50 
Positive Ranks 101 110.97 11207.50 
Ties 195   Q5 - Q2 
Total 417   
Negative Ranks 148 149.74 22162.00 
Positive Ranks 139 137.88 19166.00 
Ties 130   Q13 - Q5 
Total 417   
Negative Ranks 161 142.60 22958.50 
Positive Ranks 125 144.66 18082.50 
Ties 131   Q1 - Q13 
Total 417   
Negative Ranks 139 139.89 19445.00 
Positive Ranks 135 135.04 18230.00 
Ties 143   Q3 - Q1 
Total 417   
Negative Ranks 136 140.74 19140.50 
Positive Ranks 13 133.29 18260.50 
Ties 144   Q11 - Q3 
Total 417   
Negative Ranks 132 100.71 13294.00 
Positive Ranks 71 104.39 7412.00 
Ties 214   Q12 - Q11 
Total 417   
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 Q10 - Q14 Q15 - Q10 Q4 - Q15 Q2 - Q4 Q5 - Q2 Q13 - Q5 Q1 - Q13 Q3 - Q1 
Z -1.979 -7.242 -.436 -.013 -1.293 -1.102 -1.810 -.482 
Asymp. Sig. 
(2-tailed) .048 .000 .662 .990 .196 .270 .070 .630 
 
 Q11 - Q3 Q12 - Q11 Q9 - Q12 Q7 - Q9 Q8 - Q7 
Z -.349 -3.710 -2.134 -2.052 -3.283 
Asymp. Sig. 
(2-tailed) .727 .000 .033 .040 .001 
 
Negative Ranks 152 136.80 20793.00 
Positive Ranks 117 132.67 15522.00 
Ties 148   Q9 - Q12 
Total 417   
Negative Ranks 134 128.75 17252.50 
Positive Ranks 111 116.06 12882.50 
Ties 172   Q7 - Q9 
Total 417   
Negative Ranks 143 117.16 16754.00 
Positive Ranks 89 115.44 10274.00 
Ties 185   Q8 - Q7 
Total 417   
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APPENDIX – M BIKING DATASET FRIEDMAN TEST RESULTS 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Mean Rank 
Q15 2.53 
Q4 2.53 
Q2 2.52 
Q5 2.42 
 
 
 
 
 
 
 
 
 
 
 
 Mean Rank 
Q14 1.53 
Q10 1.47 
N 417 
Chi-Square 4.102 
df 1 
Asymp. Sig. .043 
 Mean Rank 
Q10 1.64 
Q15 1.36 
N 417 
Chi-Square 55.814 
df 1 
Asymp. Sig. .000 
 Mean Rank 
Q15 1.50 
Q4 1.50 
N 417 
Chi-Square .004 
df 1 
Asymp. Sig. .950 
 Mean Rank 
Q15 2.00 
Q4 2.00 
Q2 2.00 
N 417 
Chi-Square .031 
df 2 
Asymp. Sig. .985 
N 417 
Chi-Square 3.152 
df 3 
Asymp. Sig. .369 
 Mean Rank 
Q15 3.07 
Q4 3.05 
Q2 3.06 
Q5 2.93 
Q13 2.89 
N 417 
Chi-Square 6.155 
df 4 
Asymp. Sig. .188 
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 Mean Rank 
Q15 3.66 
Q4 3.63 
Q2 3.62 
Q5 3.50 
Q13 3.44 
Q1 3.15 
 
 
                      
  
     
 
 
 
 
 
 
 
 Mean Rank 
Q1 2.60 
Q3 2.57 
Q11 2.56 
Q12 2.27 
 
 
 Mean Rank 
Q12 1.54 
Q9 1.46 
 
 
 
 
 
 
N 417 
Chi-Square 29.708 
df 5 
Asymp. Sig. .000 
 Mean Rank 
Q1 1.50 
Q3 1.50 
N 417 
Chi-Square .058 
df 1 
Asymp. Sig. .809 
 Mean Rank 
Q1 2.02 
Q3 1.99 
Q11 1.99 
N 417 
Chi-Square .307 
df 2 
Asymp. Sig. .858 
N 417 
Chi-Square 26.883 
df 3 
Asymp. Sig. .000 
N 417 
Chi-Square 4.554 
df 1 
Asymp. Sig. .033 
 Mean Rank 
Q9 1.53 
Q7 1.47 
N 417 
Chi-Square 2.159 
df 1 
Asymp. Sig. .142 
 Mean Rank 
Q9 2.12 
Q7 2.04 
Q8 1.84 
N 417 
Chi-Square 28.126 
df 2 
Asymp. Sig. .000 
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APPENDIX – N BIKING DATASET MANN WHITNEY U TEST RESULTS, RESIDENT 
 Q1 Q2 Q3 Q4 Q5 Q7 
Mann-Whitney U 20130.000 19592.500 19409.500 19803.000 20472.500 19869.500 
Wilcoxon W 51505.000 33620.500 33437.500 33831.000 51847.500 33897.500 
Z -.670 -1.121 -1.268 -.934 -.349 -.874 
Asymp. Sig. (2-
tailed) .503 .262 .205 .350 .727 .382 
 
 Q8 Q9 Q10 Q11 Q12 Q13 
Mann-Whitney U 20503.500 20130.500 19456.000 19848.000 20836.000 20698.500 
Wilcoxon W 51878.500 34158.500 33484.000 51223.000 34864.000 52073.500 
Z -.325 -.643 -1.307 -.886 -.034 -.153 
Asymp. Sig. (2-
tailed) .745 .520 .191 .375 .973 .879 
 
 Q14 Q15 
Mann-Whitney U 20840.500 19996.000 
Wilcoxon W 52215.500 51371.000 
Z -.032 -.778 
Asymp. Sig. (2-
tailed) .974 .436 
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APPENDIX – O BIKING DATASET MANN WHITNEY U TEST RESULTS, AGE 
 Q1 Q2 Q3 Q4 Q5 Q7 
Mann-Whitney U 20888.000 21121.500 21398.000 21295.500 21497.000 21654.000 
Wilcoxon W 40391.000 40624.500 45708.000 40798.500 45807.000 41157.000 
Z -.690 -.470 -.231 -.320 -.147 -.014 
Asymp. Sig. (2-
tailed) .490 .638 .817 .749 .883 .989 
 
 Q8 Q9 Q10 Q11 Q12 Q13 
Mann-Whitney U 20193.000 19078.500 19976.500 18626.000 18601.000 17544.000 
Wilcoxon W 44503.000 43388.500 39479.500 38129.000 38104.000 37047.000 
Z -1.270 -2.196 -1.531 -2.579 -2.624 -3.499 
Asymp. Sig. (2-
tailed) .204 .028 .126 .010 .009 .000 
 
 Q14 Q15 
Mann-Whitney U 20829.000 20518.500 
Wilcoxon W 40332.000 40021.500 
Z -.777 -1.001 
Asymp. Sig. (2-
tailed) .437 .317 
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APPENDIX – P BIKING DATASET MANN WHITNEY U TEST RESULTS, GENDER 
 Q1 Q2 Q3 Q4 Q5 Q7 
Mann-Whitney U 19548.500 17906.500 18076.000 17009.000 18054.500 19512.000 
Wilcoxon W 41493.500 39851.500 40021.000 38954.000 39999.500 41457.000 
Z -1.927 -3.279 -3.104 -4.036 -3.129 -1.894 
Asymp. Sig. (2-
tailed) .054 .001 .002 .000 .002 .058 
 
 Q8 Q9 Q10 Q11 Q12 Q13 
Mann-Whitney U 20573.000 20360.000 17097.500 17795.000 16584.500 18210.000 
Wilcoxon W 42309.000 42305.000 39042.500 39740.000 38529.500 40155.000 
Z -.998 -1.164 -4.188 -3.334 -4.399 -2.986 
Asymp. Sig. (2-
tailed) .318 .244 .000 .001 .000 .003 
 
 Q14 Q15 
Mann-Whitney U 19109.000 20587.000 
Wilcoxon W 41054.000 42532.000 
Z -2.424 -.997 
Asymp. Sig. (2-
tailed) .015 .319 
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APPENDIX – Q BIKING DATASET MANN WHITNEY U TEST RESULTS, INCOME 
 Q1 Q2 Q3 Q4 Q5 Q7 
Mann-Whitney U 21114.500 20349.500 19604.000 19668.000 20636.500 21032.000 
Wilcoxon W 46539.500 45774.500 45029.000 45093.000 46061.500 46457.000 
Z -.429 -1.074 -1.698 -1.655 -.821 -.485 
Asymp. Sig. (2-
tailed) .668 .283 .089 .098 .411 .628 
 
 Q8 Q9 Q10 Q11 Q12 Q13 
Mann-Whitney U 18962.500 21579.500 18053.000 20635.500 20478.500 15573.000 
Wilcoxon W 37490.500 40107.500 36581.000 39163.500 39006.500 34101.000 
Z -2.271 -.017 -3.212 -.818 -.961 -5.119 
Asymp. Sig. (2-
tailed) .023 .986 .001 .413 .337 .000 
 
 Q14 Q15 
Mann-Whitney U 20895.500 21372.000 
Wilcoxon W 39423.500 39900.000 
Z -.652 -.198 
Asymp. Sig. (2-
tailed) .514 .843 
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APPENDIX – R BIKING DATASET KRUSKAL WALLIS H TEST RESULTS, EDUCATION 
 Q1 Q2 Q3 Q4 Q5 Q7 Q8 Q9 Q10 
Chi-
Square 18.145 2.483 5.575 4.119 10.248 2.324 4.649 2.233 5.204 
df 3 3 3 3 3 3 3 3 3 
Asymp
. Sig. .000 .478 .134 .249 .017 .508 .199 .525 .157 
 
 Q11 Q12 Q13 Q14 Q15 
Chi-
Square 4.694 7.700 4.274 10.153 1.625 
df 3 3 3 3 3 
Asymp. 
Sig. .196 .053 .233 .017 .654 
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APPENDIX – S BIKING DATASET MANN WHITNEY U TEST RESULTS, CAR OWNERSHIP 
 Q1 Q2 Q3 Q4 Q5 Q7 
Mann-Whitney U 18544.500 20769.000 21517.500 20826.000 20998.500 20932.500 
Wilcoxon W 40072.500 42297.000 43045.500 42354.000 43153.500 43087.500 
Z -2.811 -.827 -.184 -.776 -.626 -.683 
Asymp. Sig. (2-
tailed) .005 .408 .854 .438 .531 .494 
 
 Q8 Q9 Q10 Q11 Q12 Q13 
Mann-Whitney U 18491.500 20262.500 20024.000 19246.000 20251.000 18816.000 
Wilcoxon W 40646.500 41790.500 42179.000 40774.000 41779.000 40971.000 
Z -2.784 -1.246 -1.545 -2.105 -1.267 -2.472 
Asymp. Sig. (2-
tailed) .005 .213 .122 .035 .205 .013 
 
 Q14 Q15 
Mann-Whitney U 18765.500 21659.500 
Wilcoxon W 40293.500 43814.500 
Z -2.740 -.066 
Asymp. Sig. (2-
tailed) .006 .948 
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APPENDIX – T BIKING DATASET KRUSKAL WALLIS H TEST RESULTS, NUMBER OF 
TRIPS 
 Q1 Q2 Q3 Q4 Q5 Q7 Q8 Q9 Q10 
Chi-
Square 12.622 15.076 7.510 7.751 1.506 5.882 5.639 1.519 6.066 
df 2 2 2 2 2 2 2 2 2 
Asymp
. Sig. .002 .001 .023 .021 .471 .053 .060 .468 .048 
 
 Q11 Q12 Q13 Q14 Q15 
Chi-
Square 68.675 35.234 1.269 5.538 4.695 
df 2 2 2 2 2 
Asymp. 
Sig. .000 .000 .530 .063 .096 
 
 
