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A coarse-grained model is developed to allow large-scale molecular dynamics simulations of
a branched polyetherimide derived from two backbone monomers [4,4’-bisphenol A dianhydride
(BPADA) and m-phenylenediamine (MPD)], a chain terminator [phthalic anhydride (PA)], and a
branching agent [tris[4-(4-aminophenoxy)phenyl] ethane (TAPE)]. An atomistic model is first built
for the branched polyetherimide. A systematic protocol based on chemistry-informed grouping of
atoms, derivation of bond and angle interaction by fitting bond and angle distributions to Gaus-
sian functions, and parameterization of nonbonded interactions by potential of mean force (PMF)
calculations, is used to construct the coarse-grained model. A six-pair geometry, with one atomic
group fixed at center and six replicates of another atomic group placed surrounding the central
group in a NaCl structure, has been demonstrated to significantly speed up the PMF calculations.
Furthermore, we propose a universal entropic correction term to the PMFs that can make the re-
sulting coarse-grained model transferable temperature-wise, by enabling the model to capture the
thermal expansion property of the polymer. The coarse-grained model has been applied to explore
the mechanical, structural, and rheological properties of the branched polyetherimide.
I. INTRODUCTION
Polyetherimides, as a special class of polyimide poly-
mers, are the products of condensation reactions among
bifunctional carboxylic anhydrides containing ether link-
ages and primary diamines.[1] They are an important
type of engineering thermoplastics with broad applica-
tions in industry, agriculture, transport, and health-
care because of their high heat resistance and stabil-
ity, high mechanical strength, excellent electrical prop-
erties over a wide range of temperature and frequen-
cies, improved melt processability, good adhesive proper-
ties, and good chemical and environmental stability.[1–6]
For example, Ultem is a family of polyetherimide prod-
ucts derived from the BPADA dianhydride and MPD
diamine[7] that has superior heat, solvent, and flame re-
sistance and has been widely used in automotive industry,
medical and chemical instrumentation, and aerospace
engineering.[2, 8, 9] To simplify the discussion, all ab-
breviations and acronyms of chemical formulae used in
this paper are summarized in Ref. [7]. Since the devel-
opment of Ultem, there has been a strong interest in dis-
covering and synthesizing new polyetherimides that pos-
sess improved existing or desirable new properties and
functions.[10–17] A laboratory trial and error, Edisonian
approach is of course possible but becomes expensive and
time-consuming when there is a need to scan a wide range
of potential chemical formulae. To expedite materials
discovery, computational approaches including molecular
dynamics (MD) simulations have evolved into indispens-
able tools.[18]
∗ chengsf@vt.edu
Over the past several decades, all-atom MD simula-
tions with various force fields have been applied to inves-
tigate polyetherimides.[19–48] Young et al. computed the
dielectric relaxation strength of polyetherimides based on
the ODPA dianhydride and APB diamine or its nitrile
substituted version using atomistic MD simulations.[19]
Qi et al. simulated a composite of carbon nanotubes
(CNTs) and the LARC-SI polyimide, which is a copoly-
mer based on two dianhydrides (ODPA and BPDA) and
the 3,4’-ODA diamine, and computed its glass transition
temperature, and stress-strain curves, Young’s moduli,
densities, and Poisson ratios at various temperatures.[20]
Eichinger et al. computed the solubility parameter of
Ultem and evaluated the interfacial interactions between
Ultem and a variety of low molecular liquids.[21] In a se-
ries of papers, Lyulin and collaborators have performed
all-atom MD simulations on a range of polytherimides,
including those based on the dianhydride R and various
diamines (e.g., BAPS, BAPO, and BAPB),[22–25, 28–
30], Ultem and Extem (a polyetherimide based on the
BPADA dianhydride and DDS diamine)[26, 27], and the
ODPA-P3 polyetherimide and BPDA-P3 and aBPDA-
P3 polyimides based on the P3 diamine.[31] They have
demonstrated a two-step protocol that allows microsec-
ond all-atom MD simulations for the equilibration of
polyimides,[22, 23] computed the thermal properties of
bulk R-BAPS and Extem,[24] and identified the ordering
behavior of R-BAPS and R-BAPB at the surface of a
single-walled CNT[25] and a graphene sheet.[28] They
also investigated the influence of electrostatic interac-
tions on the thermophysical properties of Ultem and Ex-
tem [26, 27] and R-BAPS.[29] Furthermore, they simu-
lated the mechanical deformation and computed the elas-
ticity modulus of various polyimides.[30, 31]
Minelli combined MD simulations and the perturbed
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solubility of various gases in Ultem and Kapton (a
PMDA-ODA polyimide).[32] Lim et al. simulated the
diffusion and sorption of CO2 and CH4 in amorphous
Ultem and a CNT-Ultem composite.[33, 34] Luchinsky
et al. computed the vibrational and infrared spectra
and the thermodynamic and rheological properties of a
mixture of Ultem and polycarbonate via all-atom MD
simulations.[35] They also investigated the diffusion and
reptation dynamics of polymer chains at a polymer-
polymer interface in the mixture.[36] Pinel, Brown, Ney-
ertz et al. used MD simulations to probe the effect of
the rigidity of the dianhydride monomer (ODPA versus
BCDA) and the addition of trifluoromethyl or methoxy
substituents to the diamine monomer on the structure of
the ODPA-ODA-b-BCDA-ODA copolyimides.[37] Subse-
quently, Neyertz, Brown, and collaborators simulated
the permeation and sorption of various gases, includ-
ing helium and oxygen, in polyimides and copolyimides
based on the ODPA and/or BCDA dianhydride and ODA
diamine.[38–41] Pan et al. simulated the ODPA-MPD-
b-ODPA-ODA copolyimides with biphenyl side chains,
which contains different numbers of methylene spacing
groups, attached to the MPD monomers.[42] They fur-
ther applied a similar simulation model to investigate
how the length of the alkyl side chains tethered to the
MPD monomers influences the properties of Ultem.[43]
Xia et al. computed the fractional accessible volume of
Extem, Ultem, and polysulfone.[44] Zhang et al. used
MD simulations to study the miscibility of Ultem and
polycarbonate.[45] Zhao et al. employed MD simula-
tions to reveal the effects of various silane coupling
agents on the interface between silica and a ODPA-ODA
polyetherimide.[46] Wen et al. computed the glass tran-
sition temperature of various polyetherimides based on
the BPADA dianhydride and different diamines with all-
atom MD simulations and derived a predictive model of
their glass transition temperature using machine-learning
algorithms.[47] Additionally, Hamm et al. used the
ReaxFF reactive force field to model the pyrolysis process
of Ultem.[48]
All-atom MD simulations have significantly deepened
our understanding of polyimides and polyetherimides at
the molecular level. However, they are still limited to
relatively small systems and short time scales.[22, 49]
To access larger size and longer time scales, we have
to resort to other computational techniques. One ap-
proach is to employ a coarse-grained description of a
polymer system to get rid of fast degrees of freedom
that play a less important role in the physical proper-
ties and processes of interest.[50, 51] The typical prac-
tice, called “coarse-graining”, is to group atoms into
coarse-grained beads and parameterize the interactions
between the coarse-grained beads on the basis of all-atom
simulations or available experimental data on material
properties.[50, 51]
Several methods of deriving coarse-grained potentials,
including bottom-up approaches such as iterative Boltz-
mann inversion (IBI),[52–54] inverse Monte Carlo,[55,
56] force matching,[57–59], the relative entropy,[60, 61]
and the reversible work,[62] and various top-down or
mixed approaches,[63–66] have been developed. Sev-
eral groups have applied these methods to construct
coarse-grained MD models of polyimides[67–73] and
polyetherimides.[74–76] Clancy et al. coarse-grained
polyimides based on the BPDA dianhydride and three
different APB diamine isomers into chains of linked vec-
tors and used such linked-vector chains to quickly ob-
tain relaxed configurations of the polymers that can be
reverse-mapped to atomistic systems.[67, 68] Odegard
et al. used this technique to build all-atom configura-
tions for the representative volume elements of the sil-
ica nanoparticle/BPDA-APB polyimide composites with
various interfacial treatments.[69] Pandiyan et al. used
the IBI method to construct coarse-grained models of
a high-temperature polyimide (HFPE-30) based on the
6FDA dianhydride and PPD diamine, terminated by the
4-PEPA anhydride, at different levels of detail.[70] Ku-
mar et al. constructed a coarse-grained model of PMR-
15, which is a polyimide based on the BTDA dianhydride
and MDA diamine with the NA anhydride as the chain
terminator, and studied its adhesion property on a ru-
tile surface.[71] Sudarkodi et al. further used these types
of coarse-grained models to simulate the uniaxial tensile
deformation of PMR-15 and HFPE-52 polyimides.[72]
A few coarse-graining attempts are also reported on
polyetherimides. Chakrabarty and Cagin developed an
atomistically informed coarse-grained model of a piezo-
electric polyetherimide based on the (β-CN)APB di-
amine and ODPA dianhydride and used this model to
study the thermal, mechanical, and electrical properties
of the polymer.[74] Markina et al. developed coarse-
grained models of two polyetherimides based on the dian-
hydride R and BAPS or BPAB diamine using the dissipa-
tive particle dynamics method and showed that the chain
stiffness has a profound influence on their crystallization
behavior.[75] Volgin et al. developed two coarse-gained
models of a polyetherimide based on the dianhydride R
and BAPS diamine using the IBI method and studied the
effects of coarse-graining level on the diffusion of a C60
nanoparticle in the polymer matrix.[76]
A typical challenge faced by most coarse-grained
models of molecular systems is that the models
are usually thermodynamic state-dependent and not
transferable.[50] Recently, Hu et al. constructed a trans-
ferable coarse-grained MD model based on the IBI ap-
proach combined with the density correction method to
predict the thermodynamic, structural, and mechanical
properties of Kapton.[73] Clearly, more efforts are needed
along this direction for polyimide and polyetherimide
polymers. In this paper, we aim to develop a coarse-
grained model for a branched polyetherimide that is not
only transferable but also expandable. Being transfer-
able means that the model can be used at different ther-
modynamic state points, such as different temperatures.
The expandability requirement indicates that when a new
3functional group (e.g., a side group, an ionic group, etc.)
is added to a polyetherimide for which a coarse-grained
model is already available, we just need to expand the
existing coarse-grained model by adding new beads cor-
responding to the newly added groups. The task then be-
comes parameterizing the interactions between these new
beads and the existing beads. We demonstrate in this
paper that by combining a chemistry-informed group-
ing method, potential of mean force calculations, and an
entropic correction of the resulting coarse-grained force
field, it is possible to construct a transferable and expand-
able coarse-grained model of a branched polyetherimide
based on the BPADA dianhydride and MPD diamine,
with the PA anhydride as chain terminators and TAPE
as branching agents.
This paper is organized as follows. The general the-
ory of coarse-graining, first systematically discussed by
Noid and coworkers,[77, 78] and how it can be practi-
cally approximated and implemented, are introduced in
Sec. II. Then we apply this theory to develop a coarse-
grained model of the branched polyetherimide, as de-
tailed in Sec. III. In Sec. IV, the coarse-grained model is
applied to compute mechanical, structural, and rheolog-
ical properties of the branched polyetherimide and the
results are compared to those from all-atom MD simula-
tions and experiments. Finally, conclusions are included
in Sec. V.
II. GENERAL THEORY OF
COARSE-GRAINING
In this paper, the term “coarse-graining” refers to
the process of deriving a coarse-grained description of
a polymeric system from a fine-grained, atomistic model
of the same system. In other words, atoms in the de-
tailed description are grouped into coarse-grained beads
(i.e., pseudo-atoms) with some fine details smoothed
over. The coarse-graining procedure thus involves two
key steps: the mapping from groups of atoms to coarse-
grained beads and the determination of interactions be-
tween the coarse-grained beads. We are motivated by the
consideration that the final coarse-grained model being
developed for the prototypical branched polyetherimide
should be transferable, reusable, and expandable when a
new formula of polyetherimide is the target of modeling.
We will delay the discussion on the coarse-graining
mapping to Sec.III A, where our coarse-grained model
of the branched polyetherimide is introduced. In this
section, we introduce the general theory underlying the
coarse-graining approach adopted here to determine the
coarse-grained force field (i.e., the interaction potentials
between the coarse-grained beads), which was originally
proposed by Noid and coworkers.[77, 78] We then dis-
cuss the implementation of this theory through potential
of mean force (PMF) calculations for a pair of atomic
groups. Technical issues in the implementation, includ-
ing many-body effects on the coarse-grained potentials
and how to fix the center of mass of a group of atoms
in the PMF calculations, are discussed in detail. Finally,
we present a test case with a pair of benzene molecules
to validate the coarse-graining approach.
A. Theory of Noid and Coworkers
We first briefly summarize the theory of coarse-
graining formulated by Noid and coworkers.[77] Our goal
is to map an atomistic system with n atoms to a sys-
tem of N coarse-grained beads through a mapping func-
tion RI (r
n) for coordinates and MPI (p
n) for momenta,
where RI and PI are coordinates and momenta of the
I-th coarse-grained beads while ri and pi are atomistic
coordinates and momenta. Usually, linear mappings are
used such as
MRI (r
n) =
n∑
i=1
cIiri , (1)
and
MPI (p
n) = MI
n∑
i=1
cIipi/mi , (2)
where I runs from 1 to N , the notation rn (pn) represents
the collection of atomistic coordinates (momenta), cIi are
coefficients in the linear mapping, mi is the mass of the
i-th atom, and MI is the mass of the I-th coarse-grained
bead.
The Hamiltonian of the atomistic system is
h(rn, pn) =
n∑
i=1
1
2mi
p2i + u(r
n) , (3)
where u(rn) is the potential energy of the atomistic sys-
tem. The coarse-grained Hamiltonian is
H(RN , PN ) =
N∑
I=1
1
2MI
P 2I + U(R
N ) , (4)
where RN (PN ) represents the collection of coarse-
grained coordinates (momenta) and U(RN ) is the po-
tential energy of the coarse-grained system. The main
task of coarse-graining is therefore to determine U(RN ).
For a perfect coarse-grained model, which yields iden-
tical equilibrium properties as the atomistic model, the
coarse-grained potential can be written as [77]
U(RN ) = −kBT ln z(RN ) + const , (5)
where
z(RN ) ≡
∫
drnexp
(
−u(r
n)
kBT
)
δ
(
MNR (r
n)−RN) . (6)
4The coarse-grained force field, FI(R
N ) ≡ −∂U(RN )∂RI , is
then given by
FI(R
N ) =
kBT
z(RN )
∫
drnexp
(
−u(r
n)
kBT
)
×
∏
J 6=I
δ (MRJ(r
n)−RJ)
∂
∂RI
δ
(∑
i∈II
cIiri −RI
)
, (7)
where the set II consists of the indices of a group of atoms
that are mapped into the I-th coarse-grained bead. For
the partial derivative, the following identity holds,
∂
∂RI
δ
∑
i∈II
cIiri −RI
 = − ∂
cIk∂rk
δ
∑
i∈II
cIiri −RI
 ,
(8)
where k ∈ II . After this transformation, we can do the
integral on the right side of Eq.(7) by parts and the fol-
lowing partial derivative will emerge,
∂
∂rk
exp(−u(rn)
kBT
)∏
J 6=I
δ
(
MRJ(r
n)−RJ
) .
This partial derivative can be greatly simplified if we fo-
cus on atoms that are only mapped to the I-th coarse-
grained bead but not other beads. That is, the index k
is limited to all k ∈ II but k /∈ IJ for J 6= I. For such
indices, we can introduce a nonzero factor dIk such that∑
k∈SI
dIk = 1 for all I , (9)
where SI is the set of indices for the atoms that only
belong to the I-th coarse-grained bead in the coarse-
graining mapping. The combination of Eq. (8) and
Eq. (9) yields the following identity,
∂
∂RI
δ
∑
i∈II
cIiri −RI
 = ∑
k∈SI
dIk
cIk
∂
∂rk
δ
∑
i∈II
cIiri −RI
 .
(10)
Using Eq. (10), we can rewrite Eq. (7) as
FI(R
N ) =−
∑
k∈SI
dIk
cIk
kBT
z(RN )
∫
drn−1
k
∏
J 6=I
δ(MRJ(r
n)−RJ)
∫
drkexp
(−u(rn)
kBT
)
∂
∂rk
δ
∑
i∈II
cIiri −RI
 ,
(11)
where drn−1
k
≡ ∏nj=1,j 6=k drj . An integration by parts
yields
FI(R
N ) =
1
z(RN )
∫
drnexp
(−u(rn)
kBT
)
δ
(
MRN (r
n)−RN
)
∑
k∈SI
(
−dIk
cIk
)
∂u(rn)
∂rk
=〈
∑
k∈SI
dIk
cIk
fk(r
n)〉RN , (12)
where fk(r
n) ≡ ∂u(rn)∂rk representing the force on the k-th
atom from all other atoms in the system and 〈· · · 〉RN in-
dicates an ensemble average performed under the coarse-
graining mapping summarized in Eq. (1).
Equation (12) is the theoretical foundation of com-
puting the coarse-grained force field. In the mapping
adopted here, all atoms are separated into nonoverlap-
ping groups, each of which is mapped to one and only one
coarse-grained bead. Furthermore, the coarse-grained
bead is placed at the center of mass of the group of atoms
that it represents. In this case, cIk =
mk∑
k∈SI mk
and if
k ∈ SI , then k /∈ SJ for all J 6= I. A natural choice
is dIk = cIk, which indicates that the force on the I-th
coarse-grained bead is the ensemble average of the forces
on atoms with indices in SI from all other atoms in the
system, subjected to the mapping from atoms to beads.
Noid et al. further proved that this scheme also guaran-
tees that the momentum part of the phase-space prob-
ability distribution function in the coarse-grained model
matches that in the atomistic model.[77]
To summarize, the derivation in this section shows that
the coarse-grained model and the atomistic model have
consistent probability distribution functions of thermo-
dynamic states in the phase space as long as
• One group of atoms is mapped to one coarse-
grained bead.
• No atom is shared by more than one group.
• A coarse-grained bead is placed at the center of
mass of the group of atoms that the bead repre-
sents.
• The force on a coarse-grained bead is the ensem-
ble average of the forces exerted on all atoms in
the group, which the bead represents, by all other
atoms in the atomistic system.
The coarse-graining method on the basis of these con-
straints is called force matching coarse-graining.[57–59]
B. Pairwise Nonbonded Coarse-Grained Force
Field
The general theory of coarse-graining presented in
the previous section is valid for any molecular system.
However, the resulting coarse-grained force field is a
5many-body force field, which is very difficult to com-
pute in general. Furthermore, the coarse-grained model
is state-dependent as the coarse-grained force field is
computed for a given thermodynamic state, as indicated
by Eq. (12). Therefore, the coarse-grained model devel-
oped using the general theory is actually not transferable,
though it is proved to be self-consistent and rigorous from
the perspective of thermodynamics.[58, 59, 77]
One approximate coarse-graining scheme was pro-
posed by Wang and collaborators.[79] Their effective-
force coarse-graining (EF-CG) method results in a pair-
wise coarse-grained force field. In EF-CG, an atomic sys-
tem is divided into groups of atoms, with each group
mapped to a coarse-grained bead. The interaction be-
tween a pair of beads is computed from the average
force between the corresponding atomic groups, under
the presence of all other atoms in the atomistic system.
The advantage of this scheme is that the many-body na-
ture of the coarse-grained force field is naturally cap-
tured. However, the implementation of EF-CG requires
MD simulations of the entire atomistic system and non-
trivial constraints on the pair of atomic groups under
consideration. As a result, the resulting coarse-grained
model is still not transferable.
In this paper, we aim to develop a coarse-grained model
for a branched polyetherimide that is transferable and
expandable. In particular, the former feature indicates
that the model can be used to simulate the polyether-
imide under different temperatures and the latter means
that when a new polyetherimide containing one or sev-
eral new functional groups is dealt with, the same num-
ber of new coarse-grained beads will be added to the
coarse-grained model. The only parameterization that
is needed to update the coarse-grained model is to com-
pute the interactions between the new beads and all the
existing beads. In this sense, the coarse-grained force
field is expanded with the newly added beads. We term
this method a library-like approach, which is obviously
appealing as it avoids the need to construct a new coarse-
grained model every time when the polymer of interest is
updated. However, the theoretical foundation of such an
approach is not well understood at the moment.[50] In
this paper we provide evidences demonstrating that such
an approach may be viable.
The simplest system is one that can be divided into
two groups of atoms and can be coarse-grained into two
beads. The force on one bead is then the sum of the
forces on all atoms in the group this bead represents by
all atoms in the other group. If the center of mass of
each group is chosen as the location of the correspond-
ing coarse-grained bead, then the coarse-grained model
with a pairwise interaction is fully consistent with the
general theory of coarse-graining discussed by Noid et
al..[77] This is easy to understand as in such a simplified
system, there is no many-body effect since there are only
two coarse-grained beads anyway. In a more general case,
there are of course more than two beads in the coarse-
grained model. Then parameterizing the coarse-grained
force field in a pairwise fashion assumes the force field
is additive and automatically neglects its intrinsic many-
body nature as required by the thermodynamic consis-
tency between the atomistic and coarse-grained models.
In this paper we show that an entropic correction term
can be added to the pairwise coarse-grained force field de-
rived with PMF calculations to not only make the model
transferable but also effectively compensate for the error
introduced by neglecting the many-body effects,
C. Fixing the Center of Mass of a Group of Atoms
When computing the force between two groups of
atoms, one technical key is to fix the center of mass of
each group, which will then allow the separation between
the two centers of mass to be used as a coarse-grained
coordinate. Fritz et al. used the LINCS constraint algo-
rithm to fix the center of mass of a group of atoms and
compute the coarse-grained force field between atomic
groups.[80] Here we adopt a different approach imple-
mented in LAMMPS. In the starting configuration, the
velocity of the center of mass of each group of atoms is set
to zero (i.e., the total momentum of the group is set to
zero). When a group of atoms interact with atoms from
other groups, all atoms first move according to the New-
tonian equation of motion. After one time step in MD
simulations, the atomic coordinates are updated and the
new location of the center of mass of each group is com-
puted. The displacement vector, ~dc, of a group’s center
of mass from its original location to the new one is de-
termined as well as its velocity, ~vc. Then all atoms in
that group are displaced by −~dc such that the center of
mass of the group is shifted back to its original location.
At the same time, ~vc is subtracted from the velocity of
each atom in the group to ensure that the velocity of
the group’s center of mass is restored to zero. To justify
this “recentering” approach, in the Supporting Informa-
tion we prove that it is equivalent to the method where
a constraint force is added to each atom in a group such
that the group’s center of mass does not move (i.e., the
total force on the group, including the constraint forces
applied to all the atoms in the group, is always zero) and
the group does not exhibit any artificial rotation (i.e.,
the net torque from the constraint forces on the group is
zero but there can be torques from interactions with other
groups). Herein we employ the “recentering” approach
to constrain the center of mass of a group of atoms.
D. Sampling Configurations at a Fixed
Center-to-Center Distance: Test
To demonstrate the method of using PMF calculations
to approximate the ensemble average in Eq. (12) that
connects a coarse-grained force field to an atomistic one,
we utilize a model system that consists of one benzene
molecule and one oxygen atom, as shown in Fig. 1(a). A
6configuration of this model system can be approximately
characterized by three parameters, the magnitude of the
vector ~r pointing from the benzene’s center of mass to the
oxygen and two angles that describe the orientation of ~r
relative to the benzene molecule. A Cartesian coordinate
system can be set up using the benzene’s center of mass
as its origin and three orthonormal vectors, ~v1, ~v2, and
~v3 as the axes. Among these, ~v1 and ~v2 define the plane
in which the benzene molecule lies in and ~v3 is normal to
this plane. At a finite temperature, the six carbon atoms
and six hydrogen atoms in the benzene molecule actually
have a three-dimensional conformation. However, we can
always define a plane that captures the planar nature of
the benzene molecule. For example, a plane that min-
imizes the sum of square distances or has zero average
distance for all the carbon atoms from this plane can be
used. The location of the oxygen atom in this coordinate
system is therefore given by the vector ~r, i.e., its length
r ≡ |~r| as well as two angles: the polar angle ω and the
azimuthal angle φ, as shown in Fig. 1(a).
FIG. 1. (a) A snapshot of a model system consisting of one
benzene molecule and one oxygen atom. (b) A snapshot of
a model system consisting of one benzene molecule at center
and six surrounding oxygen atoms in the +x, −x, +y, −y,
+z, and −z directions, respectively.
We built all atomistic systems using MAPs.[81] The
bond increment method was used to set atomic charges
[82] and the PCFF force field was adopted for all-atom
MD simulations.[83] The equation of motion was in-
tegrated using the velocity-Verlet algorithm with the
time step set as 1 fs. The cutoff of both van der
Waals and Coulomb interactions was set as 12 A˚. The
particle-particle particle-mesh (PPPM) method was used
to calculate the long-range part of Coulomb interactions.
When needed, a Langevin thermostat and a Berendsen
barostat were used to control temperature and pressure,
respectively.
The “recentering” method of fixing a center of mass
discussed previously is applied to the benzene-oxygen
system and used to fix r at any chosen value that is
physically allowed. At a given r, we use all-atom MD
simulations to sample various configurations parameter-
ized by ω and φ and compute the probability density,
P (ω, φ), of a given configuration. Considering the ro-
tational symmetry of a benzene molecule around ~v3, we
investigate the probability density integrated over φ, i.e.,
P (ω) ≡ 12pi
∫ 2pi
0
P (ω, φ)dφ.
We compute P (ω) in five different ways. First, it is di-
rectly estimated using the trajectory (i.e., a series of con-
figurations) generated by a MD simulation at a constant
temperature T . Namely, P (ω)dω = #[ω,ω+dω]total number of states ,
where #[ω, ω + dω] is the number of states with the po-
lar angle in [ω, ω + dω]. Secondly, the energy of each
configuration, (ω, φ), from the MD simulation is used
to compute P (ω) through the canonical distribution,
P (ω) =
∑
φ e
−β(φ,ω) sinω∑
ω
∑
φ e
−β(φ,ω) sinω , where β = 1/(kBT ) and kB
is the Boltzmann constant. Thirdly, we compute (φ, ω)
for a series of static configurations of the benzene-oxygen
system. Noting the symmetry of the system, the po-
lar angle ω is varied from 0 to pi/2 in steps of pi/90.
For each ω, the azimuthal angle φ is varied from 0 to pi
in increments of pi/90. For each configuration, the ben-
zene molecule is in its ground-state conformation (i.e., a
planar hexagonal configuration) and the interaction en-
ergy between the benzene molecule and the oxygen atom,
(ω, φ), is computed. The canonical distribution is then
used to determine P (ω). Additionally, P (ω) is deter-
mined with the trajectory or energy generated from a
MD simulation of a model system that consists of one
benzene molecule at the origin of a Cartesian coordinate
system and six oxygen atoms surrounding it at the same
separation in the positive and negative directions of the
three axes, as shown in Fig. 1(b). This system is designed
to speed up the sampling of various configurations, in
particular, rare configurations that may have significant
contributions to an ensemble average when r is small. In
this case, extremely long MD simulations are needed if
a single pair of benzene and oxygen is used. Later in
this paper we show that this strategy of using six pairs
simultaneously is practically useful when PMF calcula-
tions are performed for groups of atoms of which the
conformations deviate significantly from a sphere, such
as aromatic rings.
The results of P (ω) at r = 5 A˚ are shown in Fig. 2.
For both one benzene-oxygen pair and one benzene/six
oxygen system, the results based on the MD trajectory
(circles and triangles in Fig. 2) and the corresponding
energy (squares and pluses in Fig. 2) are close but differ
slightly around ω = 60◦, 90◦, and 120◦. This difference
is likely due to the limited number of configurations sam-
pled in the MD simulation as it can be noted that the
difference between the two (triangles and pluses in Fig. 2)
is much smaller for the one benzene/six oxygen system
in Fig. 1(b), which can sample more configurations in the
same number of MD time steps. The results computed
using the energies of uniformly-scanned static configura-
tions (solid line in Fig. 2), on the other hand, show a
very good agreement with those based on the MD tra-
jectory of one benzene-oxygen pair. However, this agree-
ment may just be a coincidence as the energy of a static
configuration is essentially the energy of the system in
that configuration at 0 K and it is unclear why it seems
to produce reasonable results when that energy is used
to compute the Boltzmann factor at 300 K. The results
of the system with six benzene-oxygen pairs are in rea-
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FIG. 2. Comparison of the probability density, P (ω), calcu-
lated in five different ways for a benzene-oxygen system at
r = 5 A˚. The data are based on MD trajectory (©) and
energy () of one benzene-oxygen pair at T = 300 K, MD
trajectory (4) and energy (+) of the one benzene/six oxygen
system at T = 300 K, and static configuration energy (solid
line) of one benzene-oxygen pair (effectively at T = 0 K).
sonable agreement with those from one pair, though the
former seem to slightly overestimate (oversample) con-
figurations for 30◦ . ω . 60◦ and 120◦ . ω . 150◦,
while underestimate (undersample) configurations in the
other ranges of ω. Although the discrepancy is noted, we
will utilize the six-pair setup in Fig. 1(b) to speed up the
calculation of pairwise nonbonded interactions between
coarse-grained beads when developing the coarse-grained
model of the branched polyetherimide below. The error
introduced by this choice will be balanced out when en-
tropic corrections are included in the coarse-grained force
field, as discussed later.
III. DEVELOPMENT OF A COARSE-GRAINED
MODEL OF A BRANCHED POLYETHERIMIDE
We employ the methodology discussed in the pre-
vious section to develop a coarse-grained model of a
branched polyetherimide and use this model to com-
pute its mechanical, structural, and rheological proper-
ties. The protocol of developing such a model is outlined
in Fig. 3, which mainly includes three steps: the grouping
of atoms into coarse-grained beads, the parameterization
of bonded (i.e., bond, angle, dihedral, etc.) interactions,
and the parameterization of nonbonded interactions be-
tween the coarse-grained beads. In the following sections
we describe each step in detail.
A. Mapping Groups of Atoms into Coarse-Grained
Beads
The branched polyetherimide dealt with in this paper
is polymerized from two backbone monomers, BPADA
and MPD, a chain terminator, PA, and a tri-functional
branching agent, TAPE. One short branch, terminated
on one end with PA and connected to TAPE on its other
end, is shown in Fig. 4. After several attempts, we set-
tle with using 5 types of coarse-grained beads for such a
system: type-A beads for the phthalimide groups, type-B
beads for the oxygen atoms in the flexible ether linkages,
type-C beads for the bisphenol A groups, type-D beads
for the aromatic rings in the phenylenediamine groups,
and type-E beads for the core parts of TAPEs. The
groupings are shown schematically in Fig. 4. In total
there are 10 atomic groups in this short branch. Group
1 is chemically almost the same as groups 3 and 7 except
that there is one extra hydrogen atom in group 1 since it
is at the end of the branch. The mass and charge of group
1 are therefore slightly different from those of groups 3
and 7. However, we map all three groups to type-A beads
(with slightly different masses and charges) to simplify
the non-Coulombic part of their nonbonded interactions
with other coarse-grained beads. The error of this treat-
ment is partially compensated for by the entropic cor-
rection of the coarse-grained force field introduced later.
Groups 2 and 8 are chemically almost identical except
for the location of one hydrogen atom. As a result, they
have the same mass but their charges are somewhat dif-
ferent. For simplicity, we map these groups into type-D
beads with different charges. The charges and masses of
all atomic groups are summarized in Table I.
TABLE I. Charges and masses of atomic groups (AG) defined
in Fig. 4 and their mapping to coarse-grained (CG) beads.
CG Bead AG Index Charge (e) Mass (10−25 g)
type-A
1 0.05 2426.46
3, 7 0.0765 2409.72
type-B 4, 6, 9 -0.053 265.67
type-C 5 0.053 3226.05
type-D
2 -0.1
1263.64
8 -0.0235
type-E 10 0.0795 4240.02
We adopt the chemistry-informed mapping scheme in
Fig. 4 because it leads to unimodal distributions for all
the bonds and angles between the coarse-grained beads
and therefore a Gaussian approximation can be used to
derive the stiffness constants of bonds and angles, as dis-
cussed below. Other mapping schemes, including those
more coarsened, usually cause the angle potential to have
two or more local minima, which is not desirable for the
parameterization of the bond and angle interactions be-
tween the coarse-grained beads. We also notice that it
is necessary to keep the oxygen atoms in the ether link-
8FIG. 3. The coarse-graining flowchart.
FIG. 4. Mapping atomic groups into five types of coarse-
grained beads. For clarity, only one short branch connected
to TAPE and terminated with PA is shown.
ages as a distinct type of coarse-grained beads. This ob-
servation is consistent with the understanding that the
inclusion of ether groups in polyetherimides is responsi-
ble for their enhanced chain flexibility and improved melt
processability compared to other polyimides.[1]
B. Parameterization of Coarse-Grained Bonded
Interactions
The second step of coarse-graining is to parameter-
ize the bond and angle interactions in the coarse-grained
chain using results from all-atom MD simulations. For
two neighboring groups of atoms, each mapped to a
coarse-grained bead, we compute the distance between
their centers of mass and examine the probability distri-
bution of the distances. For three consecutive groups of
atoms, we compute the angle formed by the correspond-
ing centers of mass and examine the probability distri-
bution of the angles. All probability distributions based
on the grouping scheme in Fig. 4 are well approximated
by Gaussian distributions, indicating that the bonds and
angles can be described by a harmonic potential,
U(x) =
1
2
kx(x− x0)2 , (13)
and the corresponding probability density is
p(x) =
√
kx
2pikBT
e
−U(x)kBT , (14)
where x is the length r for a bond or the angle θ for an
angle, x0 the equilibrium bond length or angle, kx the
corresponding stiffness, and U(x) the harmonic bond or
angle potential.
Figure 5 shows the probability distributions of the 2-3-
4 angle and the 6-7-8 angle (see Fig. 4 for the definition
of bead types and atomic group indices), which are both
D-A-B type angles and are well fit by Gaussian distribu-
tions. The fitting allows us to extract a spring constant
and an equilibrium angle for the harmonic angle poten-
tial. The spring constants and equilibrium values for the
same type angles are very close, as shown in the example
in Fig. 5. Similar results are obtained for all bonds and
angles. The spring constants, equilibrium bond lengths,
and equilibrium angles for all bonds and angles are sum-
marized in Table II and Table III. The results validate
the usage of harmonic potentials for the bond and an-
gle interactions in the coarse-grained force field. For the
same type bonds and angles appearing more than once
even in one branched chain, they all have similar stiff-
nesses and equilibrium values. This finding justifies the
simplification of mapping 10 atomic groups into 5 types
of coarse-grained beads. We further confirm that the pa-
rameters of the coarse-grained bond and angle potentials
are insensitive to temperature for the range of tempera-
tures of interest here.
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FIG. 5. The probability distribution of the 2-3-4 angle at
T = 450 K: all-atom MD data (circles) and a Gaussian fit
(solid line) with kθ=427 kcal/mol/rad
2 and θ0=2.62 rad; the
probability distribution of the 6-7-8 angle at the same T : all-
atom MD data (squares) and a Gaussian fit (dashed line) with
kθ=425 kcal/mol/rad
2 and θ0=2.61 rad.
TABLE II. Coarse-grained bond parameters.
Bond Bonds kr r0 (A˚) kr r0 (A˚)
Type (kcal/mol/A˚2) (kcal/mol/A˚2)
A-D
1-2 267 4.86
270 4.882-3 255 4.87
7-8 286 4.91
A-B
3-4 381 4.09
391 4.08
6-7 400 4.07
B-C
4-5 88 4.99
86 5.02
5-6 83 5.04
B-D 8-9 505 2.80 505 2.80
B-E 9-10 80 5.58 80 5.58
C. Parameterization of Coarse-Grained
Nonbonded Interactions
1. Potential of Mean Force Calculations
The next step of constructing the coarse-grained model
is to parameterize the nonbonded interaction between a
pair of beads that belong to the same chain but are sep-
arated by at least three bonds or that belong to different
chains. In each PMF calculation, the center of mass of
each group of atoms is fixed but the atoms in the group
are still mobile, causing the group to rotate and vibrate
around its center of mass. A Langevin thermostat is
used to keep the system at a target temperature. By
sufficiently sampling the relative configurations and ori-
entations of the two groups with their centers of mass
separated at a given distance, we calculate the average
TABLE III. Coarse-grained angle parameters.
Angle Angles kθ θ0 kθ θ0
Type (kcal/mol/rad2) (rad) (kcal/mol/rad2) (rad)
A-D-A 1-2-3 254 2.10 254 2.10
D-A-B
2-3-4 427 2.62
426 2.62
8-7-6 425 2.61
A-B-C
3-4-5 74 2.17
59 2.12
7-6-5 44 2.07
B-C-B 4-5-6 124 1.70 124 1.70
A-D-B 7-8-9 108 2.23 108 2.23
D-B-E 8-9-10 507 3.11 507 3.11
B-E-B 9-10-9 79 2.20 79 2.20
force between them as a function of the separation. The
results show that the average force is along the vector
connecting the two centers of mass. Therefore the sep-
aration between the centers of mass can be used as a
coarse-graining coordinate. Integrating the average force
over separation, we obtain the coarse-grained potential
for each pair of coarse-grained beads.
Since atoms carry charges in an all-atom model, we
split the coarse-grained potential into two parts: the
Coulomb component and the van der Waals component.
The Coulomb interaction between two atomic groups is
included in the coarse-grained force field using the to-
tal charge of a group as the charge of the corresponding
coarse-grained bead. The charges of all atomic groups for
the branched polyetherimide can be found in Table I. If
one or two groups from the pair being parameterized are
charged, the Coulomb force is subtracted from the mean
force between the two groups and the remaining part is
designated as the van der Waals component, which is still
along the vector connecting the centers of mass. The in-
tegration of this component over separation is called the
nonbonded, van der Waals PMF. Its mathematical ex-
pression is
U(r) = −
∫ r
rm
〈fc〉sds, (15)
where rm is a large separation at which U(rm) ' 0,
and 〈fc〉s is the force between the two groups at sep-
aration s with the Coulomb force between them sub-
tracted. Hereafter we reserve PMF specifically for the
van der Waals component of the nonbonded interactions
between two atomic groups. Other researchers have also
used Equation (15) to compute the mean potentials be-
tween ions,[84, 85] molecules,[86] and nanoparticles.[87–
89]
As an example, Fig. 6 shows the PMF for a pair of ben-
zene molecules. Two sets of results are included. One
is computed from all-atom MD simulations with a sin-
gle pair of atomic groups, similar to the setup shown
in Fig. 1(a). The data show the typical feature of inter-
molecular interactions, i.e., the force is attractive at large
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and repulsive at short separations, with a well-defined
minimum at an equilibrium separation around 5 to 6 A˚.
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FIG. 6. The van der Waals PMF, U(r), as a function of
separation r for a pair of benzene molecules. The results are
from all-atom MD simulations with a single pair (©) and
a system with one molecule at center and six surrounding
molecules (, see Fig. 1(b) for the setup). The lines are guides
to the eye.
Using the setup in Fig. 1(a), we have parameterized the
PMFs for all 15 pairs of atomic groups for the branched
polyetherimide. For atomic groups carrying different
charges but mapped to the same type of coarse-grained
beads (with the corresponding different charges), the re-
sults show that after the subtraction of Coulomb inter-
actions, the van der Waals PMFs are similar. This is
the reason that only 15 PMFs are included in the coarse-
grained force field. However, a large discrepancy is ob-
served between the coarse-grained model and the all-
atom model. Under standard conditions for temperature
and pressure, the mass density of the branched polyether-
imide is 1.209 g/cm3 but the density from the coarse-
grained model, without any modification as discussed be-
low, is much higher at 1.622 g/cm3. This difference re-
flects a generic “softness” issue of a coarse-grained model
constructed via a bottom-up approach on the basis of
PMF calculations,[90] i.e., the coarse-grained potentials
are usually much softer than the atomistic ones, mak-
ing the coarse-grained system denser than the atomistic
system.
We can illustrate the “softness” issue more clearly with
benzene. Under standard conditions, the mass density of
benzene at 300 K is 0.795 g/cm3 from all-atom MD simu-
lations, which is only slightly lower than the experimen-
tal value of 0.876 g/cm3. During coarse-graining, each
benzene is grouped into a bead and the van der Waals
PMF between two beads serves as the coarse-grained
force field. If this PMF is computed with a setup similar
to Fig. 1(a) where only a single pair of benzene molecules
is utilized, we find that the mass density from the coarse-
grained model is much higher at 1.579 g/cm3. This soft
PMF is shown as circles in Fig. 6
The “softness” issue is related to the insufficient sam-
pling of relative configurations in a PMF calculation. For
a benzene pair at large separations, their conformations
are not strongly correlated and an all-atom MD simu-
lation can sufficiently sample all possible configurations.
However, when they get close, the two benzene molecules
prefer to be in the T-shaped or parallel-displaced con-
figurations, which are energetically favored.[91] In the
PMF calculation of benzene-benzene interactions with a
benzene pair, the contributions of these configurations
dominate, where the two benzene molecules are close to
each other. However, in a real benzene system, the lo-
cal packing of two benzene molecules is affected by other
surrounding molecules and cannot all assume the lowest-
energy configurations. As a result, the average separation
between adjacent benzene molecules is larger than the
separation at which the PMF calculated with a single pair
reaches a minimum. Furthermore, in a polymeric mate-
rial containing aromatic rings, the rings are connected to
other atomic groups. The T-shaped or parallel-displaced
configurations are still favored by the aromatic rings but
are subjected to the constraints set by the presence of
other groups. As a result, a pair of aromatic rings cannot
be as close as in the situation where only the two rings
are present. In this sense, the “softness” issue is the out-
come of using pairwise nonbonded interactions between
coarse-grained beads to approximate the many-body in-
teractions among atomistic groups.
To overcome the “softness” problem, we resort to the
setup illustrated in Fig. 1(b). To compute the PMF be-
tween a pair of atomic groups, we place the center of
mass of one group at the origin of a Cartesian coordinate
system (xyz), replicate the other group six times, and
place the six groups around the central group on the x,
−x, y, −y, z, and −z axes with their centers of mass at
equal distance from the origin. In each snapshot, there
are therefore six possible configurations between the cen-
tral group and the surrounding groups, i.e., there are
six pairs simultaneously but all in different configura-
tions. In this approach, the sampling of unfavorite and
rare configurations of the pair is enhanced and the sys-
tem is more suitable to capture the many-body nature
of nonbonded interactions between atomic groups in the
full-atom model being coarse-grained. For the benzene-
benzene pair, the PMF calculated with this six-pair ge-
ometry is included in Fig. 6, which is obviously more
repulsive at short distances compared to the PMF calcu-
lated with only one pair. The location where the poten-
tial reaches its minimum from the six-pair setup has also
shifted to a larger value. As a result, the density of ben-
zene from the coarse-grained model based on nonbonded
PMFs calculated with the six-pair geometry is reduced
to 0.914 g/cm3, much closer to the result of the atomistic
model.
If more simultaneous pairs are used in a PMF calcula-
tion, we expect the resulting coarse-grained nonbonded
potentials to become even more repulsive at short sepa-
11
rations and the corresponding polymer density from the
coarse-grained model to be reduced further. We have
tested a setup in which twelve groups of atoms, all be-
ing replicates of the same group, are placed around one
central group. The placement is similar to the arrange-
ment of twelve nearest neighbors around one atom in a
face-centered-cubic crystal. Indeed, the resulting PMF
is more repulsive at small distances. For benzene, the
density from the corresponding PMF is reduced to 0.692
g/cm3, which is smaller than the density from the atom-
istic model. Later on, we will show that the twelve-pair
setup makes it harder to introduce a uniform entropic-
correction term to the coarse-grained force field for the
branched polyetherimide. Therefore, we settle with the
six-pair setup for PMF calculations. It should also be
pointed out that with atomic groups that have shapes
resembling spheres, the results from the one-pair and
six-pair setup are very close. In this regard, benzene
molecules, which are almost planar, are an ideal model
system illustrating the difficulty of developing coarse-
grained models for molecular and polymeric systems.
For the 5 types of coarse-grained beads defined in
Fig. 4 for the branched polyetherimide, We have per-
formed PMF calculations for all the 15 pairs. Two ex-
amples, for the D-D and A-D pair, are shown in Fig. 7.
As expected, the results for the D-D pair are quite sim-
ilar to those for the benzene pair since the D bead rep-
resents an aromatic ring. The PMF from the six-pair
setup is slightly more repulsive than that from the one-
pair setup at short separations. However, for the A-D
pair, the correction introduced by the six-pair setup is
quite significant. The location of the PMF minimum
shifts from about 4 A˚ to about 6 A˚, which indicates that
the PMF from the six-pair set up is much more repul-
sive than that from the one-pair set up when the two
corresponding atomic groups approach each other. The
PMFs for other pairs also show shifts comparable to those
shown in Figs. 7(a) and (b).
2. Entropic Corrections of Coarse-Grained Nonbonded
Interactions
The six-pair setup discussed above has improved the
PMF calculations and enabled the resulting coarse-
grained force field to better capture the many-body na-
ture of nonbonded interactions between atomic groups.
However, the coarse-grained force field is still too attrac-
tive, leading to a polymer density higher than that from
the atomistic model. An entropic correction can be in-
troduced to the nonbonded, van der Waals PMF,[80, 92]
U(r) = −
∫ r
rm
[
〈fc〉s + 2kBT
s
]
ds
= −
∫ r
rm
〈fc〉sds− 2kBT ln (r/rm) , (16)
where the term 2kBT ln (r/rm) is included to account for
the entropic volume contribution. This contribution can
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FIG. 7. The van der Waals PMF, U(r), as a function of
separation r for (a) the D-D pair and (b) the A-D pair. The
types of coarse-grained beads are defined in Fig. 4. The results
are from all-atom MD simulations with a single pair (©) and
a six-pair setup (). The lines are guides to the eye.
be written as 2kB ln r as the volume sampled by the two
atomic groups, which have a fixed center-to-center sep-
aration, r, and can rotate around each other, scales as
r2.[80, 92] Correspondingly, an entropic correction term,
δ〈fc〉r = kBT 2
r
, (17)
should be added to the force between the two groups
from the directly computed PMF. Note that the factor
2 in the above expression only reflects the fact that the
sampled volume scales with r2. In practice there is a
prefactor in the expression of the sampled volume and
therefore the entropic correction term in the force can be
more generally written as
δ〈fc〉r = kBT α
r
, (18)
where α is treated as a fitting parameter that can be
tuned to render the coarse-grained force field to better
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match the atomistic one. In this paper, a coarse-grained
force field including an entropic correction term as shown
in Eq. (18) is termed a CGα model.
To find the optimized value of α, we built an atomistic
system consisting of 64 branched polyetherimide chains
using MAPs.[81] The system was first heated to 800K
and relaxed at that temperature for 5 ns. Then the sys-
tem was cooled down to 300K within 5 ns. During these
steps, the pressure of the system was kept to be one at-
mosphere. The configuration of the system during the
cooling process at a given temperature (between 300 K
and 800 K) was taken as a starting state for comput-
ing the density of the branched polyetherimide. At each
temperature, the system was first relaxed for 3 ns and its
density was calculated in the subsequent 2 ns using an
NPT ensemble. For the coarse-grained system, the same
protocol was followed but the system consisted of 1000
branched polyetherimide chains and the time step of the
MD simulations was set to 2 fs.
We find that a single value of α is sufficient to cause
the density of the branched polyetherimide from the CGα
model to match that from all-atom MD simulations at a
given T . For example, α = 1.97 for T = 300 K, as
shown in Fig. 8. However, when temperature is raised,
the CGα model predicts a more compressible polymer
system than the atomistic model. For example, at T =
600 K, the CGα model gives a density 1.031 g/cm
3 for
the branched polyetherimide, while the density from the
atomistic model at this temperature is higher at 1.150
g/cm3.
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FIG. 8. Density (ρ) of the branched polyetherimide as a func-
tion of temperature (T ) from all-atom MD simulations (©),
the CGα model (), and the CGnα model (4).
Later we will discuss the results on the mechanical
properties of the branched polyetherimide from the CGα
model, which are significantly different from those from
the all-atom model as well as experimental values. In
order to improve the coarse-grained model, we find out
that the entropic correction term in the force should be
modified as
δ〈fc〉r = kBT α
r
(r0
r
)n
, (19)
where n is an additional fitting parameter and r0 is the
separation between a pair of atomic groups at which their
mutual force from the PMF calculation reaches minimum
(i.e., where the force is most attractive). The rationale
behind this modification is that the entropic correction
should be more significant at small separations between a
pair of atomic groups, where all-atom MD simulations are
limited in terms of efficiently and sufficiently sampling
all possible configurations of the pair. The form of the
entropic correction term in Eq. (19) guarantees that it
is negligible if r  r0 and its importance grows in a
power law for r < r0. The coarse-grained force field with
Eq. (18) as the entropic correction term is designated as
the CGnα model.
Since the CGnα model has two fitting parameters, α
and n, we can tune the model to have a density match
with the atomistic model at two temperatures. As shown
in Fig. 8, with α = 0.395 and n = 15, the density of the
branched polyetherimide from the CGnα model matches
that from the all-atom model at both T = 300 K and
600 K. Furthermore, without further tuning the densities
at other intermediate temperatures also match between
the CGnα and all-atom model. That is, the CG
n
α model
captures the thermal expansion property of the branched
polyetherimide from the atomistic model. This turns out
to be a key point of making the coarse-grained model to
better capture the mechanical properties of the branched
polyetherimide, as discussed below.
It should be clarified that the six-pair setup for PMF
calculations and the entropic correction in either Eq. (18)
or Eq. (19) are both needed as complementary steps to
improve a coarse-grained model. If the six-pair setup
was not used, then we would need to have a separate α
or (α, n) combination for each pair of atomic groups (i.e.,
for each PMF) in order to achieve a density match (at
one temperature for the CGα model or a range of tem-
peratures for the CGnα model). The number of fitting pa-
rameters would be too many for an optimization process
to quickly converge. With the six-pair setup, just one
α or one (α, n) combination is needed for all the PMFs
in the CGα model or the CG
n
α model, respectively. The
data for all the 15 PMFs based on the CGnα model are
included in the Supporting Information.
IV. APPLICATIONS OF THE
COARSE-GRAINED MODEL OF THE
BRANCHED POLYETHERIMIDE
In this section we apply the coarse-grained models de-
veloped previously to study the mechanical, structural,
and rheological properties of the branched polyetherim-
ide. We show that the CGnα model reasonably captures
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these properties. More applications of this model to other
polyetherimides will be reported in the future.
A. Mechanical Moduli
We compute the mechanical moduli of the branched
polyetherimide with both atomistic and coarse-grained
models. The setup of such simulations is shown in Fig. 9.
A system of polyetherimide chains (64 atomistic chains
or 1000 coarse-grained chains; each chain contains 3
branches with one branch shown in Fig. 4) is first equi-
librated in a NPT ensemble at 300 K and 1 atmosphere.
Periodic boundary conditions are used in all directions.
After equilibration, the simulation box size is 62.2 A˚ ×
62.2 A˚ × 62.2 A˚ for the atomistic system and 155.7 A˚ ×
155.7 A˚ × 155.7 A˚ for the coarse-grained system. A NVT
ensemble is used from this point forward and the stress
tensor of the equilibrated system is computed as a ref-
erence. Then either a tensile or shear strain is applied
to deform the simulation box, as shown in Fig. 9. After
deformation, the system is relaxed to remove transient
effects and the stress tensor under the given strain is
computed. The change of the stress tensor is analyzed as
a function of the applied strain, which yields the mechan-
ical moduli as well as Poisson’s ratio of the materials.
FIG. 9. Setup of simulations used to compute the mechanical
moduli of the branched polyetherimide. The polymer domain
undergoes either a tensile deformation [(a)→(b)] and a simple
shear [(a)→(c)].
For an isotropic material, its mechanical moduli are
determined by only two independent parameters, λ and
µ, where λ is Lame´’s first parameter and µ is Lame´’s
second parameter or the shear modulus of the material.
The mechanical moduli are then given by
K = λ+
2
3
µ ,
G = µ ,
E = µ
(
3λ+ 2µ
λ+ µ
)
,
ν =
λ
2(λ+ µ)
, (20)
where K is the bulk modulus, G is the shear modulus, E
is Young’s modulus, and ν is Poisson’s ratio.
Lame´’s parameters can be determined by computing
the stiffness tensor,
C =

λ+ 2µ λ λ 0 0 0
λ λ+ 2µ λ 0 0 0
λ λ λ+ 2µ 0 0 0
0 0 0 µ 0 0
0 0 0 0 µ 0
0 0 0 0 0 µ

. (21)
The matrix element Cij can be computed from Cij =
σi/j , where j is a component of the strain tensor and
σi is a component of the corresponding stress tensor with
both tensors expressed in a vector form. The subindices,
i and j, each running from 1 to 6, denote the xx, yy, zz,
yz, xz, and xy components, respectively, of the strain or
stress tensor expressed in a 3× 3 matrix form in a three-
dimensional Cartesian system. In particular, σ1 = σxx,
σ2 = σyy, σ3 = σzz, σ4 = σyz, σ5 = σxz, and σ6 = σxy
for the stress tensor. For the strain tensor, 1 = xx,
2 = yy, 3 = zz, 4 = 2yz, 5 = 2xz, and 6 = 2xy.
Therefore, 1 is a tensile strain along the x-axis while 4
is twice the shear strain applied along the y-axis on a
surface perpendicular to the z-axis, and so on.
We first use tensile deformations to compute the top-
left block of the stiffness tensor. Then Lame´’s parameters
are computed via
λ =
1
6
(C12 + C13 + C21 + C23 + C31 + C32) (22)
µ =
1
6
(C11 + C22 + C33 − 3λ). (23)
Shear deformations are also simulated to determine µ and
the results are consistent with those from tensile defor-
mations.
TABLE IV. Mechanical moduli and Poisson’s ratio of the
branched polyetherimide at 300 K. The unit of K, G, E, and
λ is GPa. The row of ν and the column for the parameter w
are dimensionless.
Atomistic CGα CG
n
α Experimental w
K 4.185 0.727 2.110 4.297–4.942 0.50
G 0.770 0.120 0.469 1.059-1.070 0.61
E 2.178 0.342 1.311 2.965 0.60
λ 3.671 0.647 1.797 3.584-4.236 0.49
ν 0.413 0.422 0.397 0.385-0.400
The results on the mechanical moduli of the branched
polyetherimide are computed with the atomistic, CGα,
and CGnα models and are summarized in Table IV for
T = 300 K and in Table V for T = 400 K. The experi-
mental values at T = 300 K are also included in Table IV.
All models yield very good results on Poisson’s ratio that
match with the experimental value. Regarding the me-
chanical moduli, the data further show that the results
14
FIG. 10. Comparison of pair correlation functions, g(r), from the atomistic model (black solid line) and the CGnα model (blue
dashed line) for all pairs of atomic groups or corresponding coarse-grained beads. The types of coarse-grained beads are defined
in Fig. 4.
TABLE V. Mechanical moduli and Poisson’s ratio of the
branched polyetherimide at 400 K. The unit of K, G, E, and
λ is GPa. The row of ν and the column for the parameter w
are dimensionless.
Atomistic CGα CG
n
α w
K 3.754 0.345 1.724 0.46
G 0.653 0.0167 0.310 0.47
E 1.852 0.0491 0.879 0.47
λ 3.319 0.334 1.517 0.46
ν 0.418 0.476 0.415
from the atomistic model are close to the experimental
ones and the CGnα model is significantly improved from
the CGα model in terms of matching the atomistic model.
It is also interesting to notice that if we define w as the
ratio between the value of a mechanical modulus from
the CGnα model and that from the atomistic model, then
its value is around 0.5 for all mechanical moduli at either
T = 300 K or 400 K. This comparison indicates that the
CGnα model developed in this paper is able to capture
the mechanical properties of the branched polyetherim-
ide with an almost constant scaling factor about 0.5 and
is transferable temperature-wise.
The much improved performance, including tempera-
ture transferability, of the CGnα model is due to the fact
that it captures the thermal expansion property of the
branched polyetherimide when compared to the atom-
istic model. This behavior can be explained with the
Gru¨neisen law that uses a parameter, γ, to describe the
effect of a changing temperature on the size and dynam-
ics of a crystal lattice. One expression of γ is
γ =
αVK
CV ρ
, (24)
where αV is the volume thermal expansion coefficient and
CV is the constant-volume heat capacity of the crystal.
The physical implication of the Gru¨neisen law is that the
thermal expansion behavior of a crystal, or more gener-
ally a solid, is intrinsically connected to its mechanical
properties.[93–97] If we assume the Gru¨neisen law also
applies to polyetherimides, then the law indicates that
the ratio γCV /K should be the same for the atomistic
and the CGnα model as they yield matching polymer den-
sities as well as volume thermal expansion coefficients.
The fact that the value of K from the CGnα model is
about 50% of that from the atomistic model thus indi-
cates that γCV should scale similarly between the two
models.
B. Pair Correlation Functions
We have computed the pair correlation functions, g(r),
of all the 15 pairs of the atomic groups defined in Fig. 4
with all-atom MD simulations and the corresponding
coarse-grained beads with the CGnα model. The com-
parison is shown in Fig. 10. The locations of peaks in
g(r) generally match well but their heights differ signifi-
15
cantly. The results of g(r) from the atomistic model in-
dicates that the arrangement of the atomic groups in the
branched polyetherimide are rather structureless, partic-
ularly beyond the first peak of g(r). On the other hand,
the coarse-grained beads show more local ordering as ev-
idenced by a strong first peak in g(r) for almost all the
pairs. Beyond the first peak, the pair correlation func-
tions of the coarse-grained beads match reasonably well
with those of the corresponding atomic groups. The re-
sults in Fig. 10 are not surprising as g(r) never enters the
process when the coarse-grained model is constructed.
The discrepancy, which is acceptable from our perspec-
tive, is the price that has to be paid since our goal is to
make the coarse-grained model transferable and expand-
able.
C. Shear Rheology
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FIG. 11. Shear viscosity as a function of shear rate from
experiments (4 for a branched polyetherimide with Mn =
18.8 kDa and  for a linear polyetherimide with Mn = 20
kDa, by courtesy of Long and Wolfgang) and MD simulations
(© for a branched polyetherimide with Mn = 2.74 kDa). For
all systems, T = 563 K.
Finally, we apply the CGnα model discussed above
to study the rheological properties of the branched
polyetherimide. The simple-shear setup shown in Fig. 9
was used to compute the viscosity of the polymer in a
triclinic simulation box under a given shear rate. The
system consisted of 8000 branched polyetherimide chains
with Mn = 2.74 kDa initially in a cubic simulation box
with side length 315.38 A˚. The temperature was fixed
at T = 563 K, at which the branched polyetherim-
ide formed a melt. This was also the temperature at
which the experimental data on viscosity were obtained.
At a fixed shear rate, the shear stress in the melt was
computed in MD simulations with the CGnα force field
and used to determine the viscosity. The MD data for
shear rates ranging from 106 s−1 to 1011 s−1 are shown
in Fig. 11, together with the experimental data for a
branched polyetherimide with Mn = 18.8 kDa and a
linear polyetherimide with Mn = 20 kDa. The shear
thinning behavior is obvious from both MD and exper-
imental results. Furthermore, the upper range of the
experimentally-probed shear rates is about 104 s−1 to
105 s−1. The CGnα model enables us to approach the ex-
perimental range of shear rates as well as the range of
low shear rates where the Newtonian plateau occurs.
V. CONCLUSIONS
We have developed a coarse-grained model of a
branched polyetherimide on the basis of chemistry-
informed grouping of atoms, parameterization of bond
and angle interactions by fitting the distributions of bond
lengths and angles to Gaussian functions, and parameter-
ization of nonbonded interactions via potential of mean
force calculations. Our results show that a six-pair setup,
in which one atomic group is placed at the origin and six
replicates of another atomic group are placed around the
central group in a NaCl structure, can be used to im-
prove configuration sampling in the potential of mean
force calculations and an entropic correction term can be
introduced to make the coarse-grained model to capture
the thermal expansion property of the polymer. This
latter strategy turns out to be the key to making the
coarse-grained model transferable temperature-wise and
a physical argument is provided to explain this observa-
tion. As a result, the coarse-grained model has captured
the mechanical moduli of the branched polyetherimide
within a (temperature-independent) constant scaling fac-
tor, which is around 0.5 here. The coarse-grained model
further enables us to approach the range of shear rates
accessible to rheology experiments and probe the poly-
mer’s rheological behavior such as shear thinning. The
coarse-grained model only fairly captures the structural
property of the polymer and future improvements are
still needed in this respect.
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SI-1
SUPPORTING INFORMATION
S1. Equivalence between the “Recentering” and Constraint-Force Schemes of Fixing a Center of Mass
Here we prove the equivalence between the “recentering” and constraint-force schemes of fixing the center of mass of
a group of atoms. We first examine the movement of each atom in the “recentering” approach. We use ~fi to denote
the total force on the i-th atom in a group from its interactions with all other atoms in the system. Then after an
infinitesimal time dt, the velocity of this atom becomes
~vi(t+ dt) = ~vi +
~fi
mi
dt , (25)
and the displacement of this atom is
d~ri = ~vidt+
1
2
~fi
mi
(dt)2 , (26)
where ~vi is the velocity of the i-th atom at time t, and mi is its mass. To fix the center of mass, we require ~vi to
satisfy
∑
imi~vi = 0, where the summation is over all atoms in the group under consideration. The displacement of
the group’s center of mass before “recentering” is therefore
d~R ≡
∑
imid~ri∑
imi
=
∑
imi~vi +
1
2dt
∑
i
~fi∑
imi
dt
=
1
2
∑
i
~fi∑
imi
(dt)2. (27)
During “recentering”, each atom in the group is displaced by −d~R to move the group’s center of mass back to its
starting location and the renormalized displacement of the i-th atom becomes
d~ri,R = d~ri − d~R = ~vidt+ 1
2
~fi
mi
(dt)2 − 1
2
∑
i
~fi∑
imi
(dt)2 . (28)
It is easy to prove that
∑
i(mi × d~ri,R) = 0, indicating that the center of mass is fixed. The velocity of the center of
mass, ~vc, before “recentering” is
~vc =
∑
i
~fi∑
imi
dt . (29)
When this velocity is subtracted from the velocity of each atom in the group, the renormalized velocity of the i-th
atom becomes
~vi,R(t+ dt) = ~vi(t+ dt)− ~vc = ~vi +
~fi
mi
dt−
∑
i
~fi∑
imi
dt. (30)
The velocity of the group’s center of mass after “recentering” is reduced to zero, i.e.,
∑
i[mi × ~vi,R(t + dt)] = 0. As
expected, “recentering” renders the center of mass of the group fixed.
Next, we consider the constraint-force approach by applying an extra constraining force, ~fi,C , to the i-th atom in
the group. The velocity of the i-th atom after an infinitesimal time dt is
~vi,C(t+ dt) = ~vi +
~fi + ~fi,C
mi
dt , (31)
and its corresponding displacement is
d~ri,C = ~vidt+
1
2
~fi + ~fi,C
mi
(dt)2 . (32)
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It is easy to show that if
~fi,C ≡ −mi
∑
j
~fj∑
jmj
, (33)
then
d~ri,C = d~ri,R and ~vi,C(t+ dt) = ~vi,R(t+ dt) . (34)
This proves that the “recentering” and constraint-force schemes are equivalent. Furthermore, it can be noted that∑
i
~fi,C = −
∑
i
~fi , (35)
and ∑
i
~ri × ~fi,C = 0 , (36)
where ~ri is the position vector of the i-th atom relative to the group’s center of mass. Eqs. (35) and (36) are two
natural requirements of the constraint-force scheme of fixing a center of mass. That is, the total force from the
constraints should balance the total force exerted on all atoms in the group by other atoms in the system, which
makes the acceleration of the center of mass to be zero. When the initial velocity of the center of mass is zero, it is
naturally fixed. Furthermore, the constraint forces should have zero torque on the group to which they are applied.
The rotation of the group around its center of mass is purely determined by the interactions with atoms in other
groups.
S2. Additional Results on the Potential of Mean Force
Here we include additional results on the potential of mean force (PMF) among atomic groups mapped to the same
coarse-grained beads in terms of van der Waals interactions but carrying different charges. As discussed in the main
text, atomic group 1 is mapped to the same coarse-grained bead as groups 3 and 7 in terms of pairwise van der Waals
interactions but the former carries a different charge from the latter two and a slightly higher mass (by ∼ 0.7%) as
well. Similarly, atomic groups 2 and 8, mapped to the same coarse-grained beads, have the same mass but different
charges. In Fig. S1, the van der Waals PMF between a pair of #1 atomic groups is compared to that between a pair
of #3 atomic groups. The PMF between a pair of #2 atomic groups is compared to that between a pair of #8 atomic
groups. The PMF between #1 atomic group and #8 atomic group is compared to that between #3 atomic group
and #2 atomic group. The results show that after the subtraction of the Coulombic part, the resulting van der Waals
PMF is almost the same among the atomic groups mapped to the same coarse-grained beads, justifying the usage of
only 5 types of coarse-grained beads for the nonbonded van der Waals interactions as discussed in the main text.
S3: Coarse-Grained Force Field of the Branched Polyetherimide
The following two files are available upon request: (1) The final coarse-grained force field of the branched polyether-
imide, which can be read directly by LAMMPS; (2) A sample input script, which can be added to a LAMMPS script
to read in this coarse-grained force field.
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FIG. S1. The van der Waals PMF, U(r), as a function of separation r, (a) for a pair of #1 atomic groups (circles) and a pair of
#3 atomic groups (squares); (b) for a pair of #2 atomic groups (circles) and a pair of #8 atomic groups (squares); (c) between
#1 atomic group and #8 atomic group (circles) and between #3 atomic group and #2 atomic group (squares). In (d), the
mean force, F (r), between #1 atomic group and #8 atomic group (circles) and between #3 atomic group and #2 atomic group
(squares) is plotted against r. The atomic groups are defined in Table I of the main text.
