



















ORDERED GROUPOIDS AND THE HOLOMORPH OF AN INVERSE
SEMIGROUP
N.D. GILBERT AND E.A. MCDOUGALL
ABSTRACT. We present a construction for the holomorph of an inverse semi-
group, derived from the cartesian closed structure of the category of ordered
groupoids. We compare the holomorph with the monoid of mappings that pre-
serve the ternary heap operation on an inverse semigroup: for groups these
two constructions coincide. We present detailed calculations for semilattices
of groups and for the polycyclic monoids.
INTRODUCTION
The holomorph of a group G is the semidirect product of Hol(G) = Aut(G) ⋉G
of G and its automorphism group (with the natural action of Aut(G) on G). The
embedding of Aut(G) into the symmetric group ΣG on G extends to an embedding
of Hol(G) into ΣG where g ∈ G is identified with its (right) Cayley representation
ρg : a 7→ ag. Then Hol(G) is the normalizer of G in ΣG ([15, Theorem 9.17]). A
second interesting characterization of Hol(G) is due to Baer [1] (see also [3] and
[15, Exercise 520]). The heap operation on G is the ternary operation defined by
〈a, b, c〉 = ab−1c. Baer shows that a subset of G is closed under the heap operation
if and only if it is a coset of some subgroup, and that the subset of ΣG that preserves
〈· · ·〉 is precisely Hol(G): that is, if σ ∈ ΣG, then for all a, b, c,∈ G we have
〈a, b, c〉σ = 〈aσ, bσ, cσ〉
if and only if σ ∈ Hol(G).
The holomorph also arises naturally from category-theoretic considerations. The
category of groups embeds in the category Gpd of groupoids, which is cartesian
closed. We therefore have a bifunctor GPD that associates to any two groupoids
A,B a groupoid GPD(A,B), whose objects are the functors A → B and whose
arrows are natural transformations between functors. It follows that to any group
G we may associate the groupoid GPD(G,G) and this will be an internal monoid
in the category of groupoids, whose objects are the endomorphisms G → G. The
full subgroupoid on the automorphism group Aut(G) is then an internal group in
groupoids, and its group structure is precisely the holomorph Hol(G).
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Our aim in this paper is to produce a candidate for the holomorph of an inverse
semigroup S. Because of the close connections between inverse semigroups and
ordered groupoids we follow the category-theoretic approach that we have just
outlined, embedding the category of inverse semigroups into the category OGpd
of ordered groupoids and so obtaining from an inverse semigroup S an ordered
groupoid ~S, and using the cartesian closed structure there to produce an inter-
nal monoid OGPD(~S, ~S) in the category of ordered groupoids. The objects of
OGPD(~S, ~S) are the ordered functors ~S → ~S and the arrows are natural transfor-
mations. We identify Hol(S) as the monoid OGPD(~S, ~S). This is a semidirect
product of the monoid of premorphisms of S (introduced by McAlister [11] as
v–prehomomorphisms) and a monoid of ordered functions on the semilattice of
idempotents E(S), related to the flow monoid of [5]. We compare Hol(S) with the
collection X(S) of functions that preserve the heap operation on S, and discuss in
detail the cases when S is a semilattice of groups and a polycyclic monoid.
1. PREMORPHISMS
Let S be an inverse semigroup. We denote by E(S) the set of all idempotents of
S. Recall that the natural partial order 6 on S is defined by
s 6 t⇔ (∃e ∈ E(S))(s = te) .
It is well known that (E(S),6) forms a semilattice.
Lemma 1.1. Let S be an inverse semigroup and a, b ∈ S. Then the following are
equivalent:
(i) a 6 b,
(ii) there exists f ∈ E(S) such that a = bf ,
(iii) a = aa−1b,
(iv) a = ba−1a.
Lemma 1.2. If S is an inverse semigroup and x ∈ S satisfies x 6 x2 then x = x2:
that is, x is an idempotent.
Proof. By Lemma 1.1, x 6 x2 implies that x = xx−1x2: but xx−1x2 = (xx−1x)x =
x2. 
Let S and T be inverse semigroups. A function θ : S → T is a premorphism
if, for all a, b ∈ S, (ab)θ 6 aθbθ. Premorphisms were introduced by McAlister,
under the name v–prehomomorphisms, in [11]. We collect some useful facts about
premorphisms from in the next two results.
Lemma 1.3. Let θ : S → T be a premorphism. Then:
(a) if e ∈ E(S) then eθ ∈ E(T ),
(b) for all a ∈ S we have a−1θ = (aθ)−1.
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Proof. (a) For e ∈ E(S), eθ = e2θ 6 eθeθ and so by Lemma 1.2 we have
eθ ∈ E(T ).
(b) Since a = aa−1a we have aθ 6 aθa−1θaθ and so aθa−1θ 6 aθa−1θaθa−1θ.
Again by Lemma 1.2, aθa−1θ is an idempotent, and so aθa−1θ = aθa−1θaθa−1θ.
Multiplying in the right by aθ, we deduce that
aθ = aθa−1θaθ = aθa−1θaθ.
Similarly
a−1θ = a−1θaθa−1θ = a−1θaθa−1θ
and hence a−1θ = (aθ)−1. 
Proposition 1.4. Let S and T be inverse semigroups. A function θ : S → T is a
premorphism if and only if
• θ is ordered,
• if a−1a = bb−1 then (ab)θ = aθbθ.
Proof. Suppose that θ has the two properties stated in the Proposition. Set x =
abb−1 and y = a−1ab. Then ab = xy with x 6 a, y 6 b, and
x−1x = bb−1a−1abb−1 = a−1abb−1 = yy−1.
Hence (ab)θ = (xy)θ = xθyθ 6 aθbθ and θ is a premorphism.
Conversely, suppose that θ is a premorphism. If a, s ∈ S with a 6 s then a = es
for some e ∈ E(S) and so
aθ = (es)θ 6 (eθ)(sθ) 6 sθ
since eθ ∈ E(T ) by Lemma 1.3(a). Hence θ is ordered. Now if a, b ∈ S with
a−1a = bb−1 we have
aθbθ = aθ(bb−1b)θ = aθ(a−1ab)θ
6 aθa−1θ(ab)θ
= aθ(aθ)−1(ab)θ 6 (ab)θ .

The property that a−1θ = (aθ)−1 was included in the original definition of a pre-
morphism in [11]: its redundancy was noted in [12]. Proposition 1.4 is stated as
part of Theorem 3.1.5 in [10].
Corollary 1.5. If θ : S → T is a premorphism then for all s ∈ S, (ss−1)θ =
sθ (s−1)θ = sθ (sθ)−1.
Proof. This follows from Lemma 1.3(b) and Proposition 1.4. 
We record from [11] the following generalisation of part of Proposition 1.4: the
proof of that result is easily adapted.
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Proposition 1.6. [11, Lemma 1.4] Let θ : S → T be a premorphism and suppose
that a, b ∈ S satisfy either that a−1a > bb−1 or that a−1a 6 bb−1. Then (ab)θ =
aθbθ.
The set of all premorphisms S → T is denoted by Prem(S, T ): we write Prem(S)
for Prem(S, S). It is clear that the composition of two premorphisms is a premor-
phism, and so Prem(S) is a monoid.
2. INVERSE SEMIGROUPS AND ORDERED GROUPOIDS
A groupoid G is a small category in which every morphism is invertible. We con-
sider a groupoid as an algebraic structure following [6]: the elements are the mor-
phisms, and composition is an associative partial binary operation. The set of iden-
tities in G is denoted E(G), and an element g ∈ G has domain gd = gg−1 and
range gr = g−1g. For each x ∈ E(G) the set G(x) = {g ∈ G : gd = x = gr}
is a subgroup of G, called the local subgroup at x. A groupoid G is connected if,
for any x, y ∈ E(G) there exists g ∈ G with gd = x and gr = y. In a connected
groupoid, all local subgroups are isomorphic, and for any such local subgroup L
there is an isomorphism E(G)×L×E(G), where the latter set carries the groupoid
composition (x, k, y)(y, l, z) = (x, kl, z).
An ordered groupoid (G,6) is a groupoid G with a partial order 6 satisfying the
following axioms:
OG1 for all g, h ∈ G, if g 6 h then g−1 6 h−1,
OG2 if g1 6 g2 , h1 6 h2 and if the compositions g1h1 and g2h2 are defined,
then g1h1 6 g2h2,
OG3 if g ∈ G and x is an identity of G with x 6 gd, there exists a unique
element (x|g), called the restriction of g to x, such that (x|g)d = x and
(x|g) 6 g,
As a consequence of [OG3] we also have:
OG3* if g ∈ G and y is an identity of G with y 6 gr, there exists a unique
element (g|y), called the corestriction of g to y, such that (g|y)r = y and
(g|y) 6 g,
since the corestriction of g to y may be defined as (y|g−1)−1.
Let G be an ordered groupoid and let a, b ∈ G. If ar and bd have a greatest
lower bound ℓ ∈ E(G), then we may define the pseudoproduct of a and b in G
as a ⊗ b = (a|ℓ)(ℓ|b), where the right-hand side is now a composition defined in
G. As Lawson shows in Lemma 4.1.6 of [10], this is a partially defined associative
operation on G.
If E(G) is a meet semilattice then G is called an inductive groupoid. The pseu-
doproduct is then everywhere defined and (G,⊗) is an inverse semigroup. On the
other hand, given an inverse semigroup S with semilattice of idempotents E(S),
4
then S is a poset under the natural partial order, and the restriction of its multipli-
cation to the partial composition
a · b = ab ∈ S defined when a−1a = bb−1
gives S the structure of an ordered groupoid, which we denote by ~S. These con-
structions give an isomorphism between the categories of inverse semigroups and
inductive groupoids: this is the Ehresmann-Schein-Nambooripad Theorem [10,
Theorem 4.1.8].
Proposition 1.4 above records the details of the correspondence between mor-
phisms in the Ehresmann-Schein-Nambooripad Theorem: ordered functors be-
tween inductive groupoids correspond to premorphisms of inverse semigroups.
3. THE CATEGORY OF ORDERED GROUPOIDS IS CARTESIAN CLOSED
We can now use constructions for ordered groupoids to derive constructions for
inverse semigroups, and the key construction for this paper will be the cartesian
closed structure on the category OGpd of ordered groupoids. This gives, for any
two ordered groupoids A,B an internal hom functor OGPD(A,B) that is again an
ordered groupoid. If A,B are inductive then OGPD(A,B) need not be inductive,
and so to obtain a construction applicable to inverse semigroups we need to use the
larger category of ordered groupoids. This is analogous to the construction of the
holomorph of a group via the internal hom functor on the category of groupoids
described in the introduction.
The cartesian closed structure on OGpd is just the ordered version of the well-
known cartesian closed structure on Gpd, but we give a detailed account of it here
to clarify the later application to inverse semigroups. An informative and more
detailed discussion, including further applications of these ideas,may be found in
[2, Appendix C].
Let A,B be ordered groupoids. The objects of OGPD(A,B) are the ordered
functors A → B. Given two such ordered functors f, g : A → B, an arrow in
OGPD(A,B) from f to g is an ordered natural transformation τ from f to g: that
is, τ is an ordered function obj(A) → B such that, for each arrow a ∈ A with











in B commutes. We write τ : f =⇒ g. Note that for all x ∈ obj(A) we have
(xτ)d = (xτ)(xτ)−1 = xf . Now f and τ determine g, since for any a ∈ A
we have ag = ((ad)τ)−1(af)((ar)τ). Given ordered natural transformations τ :
f =⇒ g and σ : g =⇒ h their composition is the ordered natural transformation
τ ·σ : f =⇒ h defined by x(τ ·σ) = (xτ)(xσ). (Note that (xσ)d = xg = (xτ)r.)
5
This makes OGPD(A,B) a groupoid, since an ordered natural transformation τ
has inverse τ : x 7→ (xτ)−1.
If p, x ∈ obj(A) and p 6 x then pf 6 xf and pτ 6 xτ with (pτ)d = pf . Hence
we have pτ = (pf |xτ) and, if every object of A is below a maximal object, then τ
is determined by its values on the maximal objects of obj(A). In the special case
that obj(A) has a maximum m, then τ is determined by mτ and for all x ∈ obj(A)
we have xτ = (xf |mτ).
Lemma 3.1. If A,B are ordered groupoids then OGPD(A,B) is also an ordered
groupoid.
Proof. We have already described the underlying groupoid structure. For the or-
dering on OGPD(A,B), suppose that f, g : A → B are ordered functors and that
f 6 g: that is, for all a ∈ A we have af 6 ag. Suppose that σ : g =⇒ h, so
that for all x ∈ obj(A) we have (xσ)d = xg. Then xf 6 xg and so xσ has a
unique restriction (xf |xσ) to xf in B. The restriction of σ to f is then defined
by x(f |σ) = (xf |xσ). This is an ordered function obj(A) → B and defines an
ordered natural transformation from f . Moreover, suppose that τ : f =⇒ k and
that τ 6 σ. Then for all x ∈ obj(A), we have (xτ)d = xf and xτ 6 xσ. Hence
xτ = (xf |xσ) and so τ = (f |σ). 
We shall now identify an arrow in OGPD(A,B) with a pair (f, τ) where f : A→
B is an ordered functor and τ : f =⇒ g is an ordered natural transformation.
As already remarked, f and τ determine g. We now have an ordered functor ε :
A× OGPD(A,B)→ B given by
ε : (a, (f, τ)) 7→ (af)(ar)τ.
Lemma 3.2. Given ordered groupoids A,B and C and an ordered functor γ :











Proof. For b ∈ B with bd = p and br = q, we define pλ to be the ordered
morphism A → C given by a(pλ) = (a, p)γ, and bλ is the ordered natural trans-
formation pλ =⇒ qλ given by x(bλ) = (x, b)γ for all x ∈ obj(A). Hence if












in C . Then
(a, b)(1A × λ)ε = (a, (pλ, bλ))ε
= a(pλ)y(bλ)
= (a, p)γ(y, b)γ = (a, b)γ.

The mapping ν : γ 7→ λ defined in the lemma defines a function
ν : OGpd(A×B,C)→ OGpd(B,OGPD(A,C)) .
Now given any η : B → OGPD(A,C) we can compose 1A × η : A × B →









and the mapping η 7→ δ is inverse to ν. Hence we have a natural bijection
ν : OGpd(A×B,C)→ OGpd(B,OGPD(A,C)) .
Corollary 3.3. The bijection ν extends to a natural isomorphism of ordered groupoids
ν : OGPD(A×B,C)→ OGPD(B,OGPD(A,C)) .
3.1. The endomorphism groupoid. The ordered functor
A×OGPD(A,B)× OGPD(B,C)
ε×1
−→ B × OGPD(B,C)
ε
→ C
corresponds, under the isomorphism of Proposition 3.3, to an ordered functor
µ : OGPD(A,B)×OGPD(B,C)→ OGPD(A,C)
called composition. On objects, this is just the composition of ordered functors: if
f : A→ B and g : B → C then (f, g)µ = fg. Now given arrows (f, τ) and (g, σ)
in OGPD(A,B) and OGPD(B,C) respectively, their composition ((f, τ), (g, σ))µ =
(fg, φ) where, for x ∈ obj(A), we have xφ = (xτ)g((xτ)r)σ.
Of particular interest is the case when A = B = C . We then denote OGPD(A,A)
by END(A): the functor µ : END(A)×END(A)→ END(A) then makes END(A)
into a monoid in the category of groupoids. In detail, we have
END(A) = {(f, τ) : f ∈ OGpd(A,A), τ : obj(A)→ A, (xτ)d = xf} .
with the monoid operation given by (f, τ) ⋄ (g, σ) = (fg, τg ∗ σ), where for
x ∈ obj(A), x(τg ∗ σ) = (xτ)g((xτ)r)σ.
The fact that this is a monoid in the category of groupoids implies that for any four
arrows (f, τ), (g, σ), (h, ψ), (k, φ) ∈ END(A) with (f, τ)(g, σ) and (h, ψ)(k, φ)
defined in the groupoid composition on END(A), we have the interchange law:
(3.1) ((f, τ)(g, σ)) ⋄ ((h, ψ)(k, φ)) = ((f, τ) ⋄ (h, ψ))((g, σ) ⋄ (k, φ)) .
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It is worth seeing why this works in the current setting. On the left-hand side we
have
((f, τ)(g, σ)) ⋄ ((h, ψ)(k, φ)) = (f, τ · σ) ⋄ (h, ψ · φ)
= (fh, (τ · σ)h ∗ (ψ · φ))
= (fh, (τh · σh) ∗ (ψ · φ)).
On the right-hand side we have
((f, τ) ⋄ (h, ψ))((g, σ) ⋄ (k, φ)) = (fh, τh ∗ ψ)(gk, σk ∗ φ)
= (fh, (τh ∗ ψ) · (σk ∗ φ)).
Since τ : f =⇒ g and ψ : h =⇒ k, it is easy to see that τh ∗ ψ : fh =⇒ gk and
the composition here is defined. Now for x ∈ obj(A),
x(τh · σh) ∗ (ψ · φ) = (xτh)(xσh)(xσr)ψ(xσr)φ
whilst
x(τh ∗ ψ) · (σk ∗ φ) = (xτh)(xτr)ψ(xσk)(xσr)φ.
Because ψ is a natural transformation h =⇒ k we have the following commutative











But here xgh = (xτh)r = (xτr)h, and so xgψ = (xτr)ψ, so that
(xσh)(xσr)ψ = (xτr)ψ(xσk)
and the interchange law (3.1) does hold.
The projection (f, τ) 7→ f is a monoid homomorphism END(A)→ OGpd(A,A),
and is split by the map f 7→ (f, f |obj(A)).
Mappings τ : obj(A) → A satisfying (xτ)d = x were studied in [5] and called
flows on A: the idea of studying flows on a category originates, however, in [4].
Flows are called arrow fields in [7] and its sequels, where they are used in a
category-theoretic approach to quantisation. The set of all flows on A is a monoid
Φ(A): the composition of two flows τ, σ is the flow τ ∗ σ : x 7→ (xτ)((xτ)r)σ.
The structure of the flow monoid of a connected groupoid A is easy to describe
using the isomorphism between A and E(A) × L × E(A) for any local subgroup
L of A. We first recall that for a set X and a group L, the wreath product L ≀ T (X)
of L with the full transformation semigroup T (X) is a semigroup defined as fol-
lows. The underlying set is {(λ, θ) : θ ∈ T (X), λ : X → L} and the semigroup
operation is (λ1, θ1)(λ2, θ2) = (λ, θ1θ2) where xλ = (xλ1)((xθ1)λ2)). Then [4,
Theorem 6.16] essentially etablishes the following result.
Theorem 3.4. Let A be a groupoid.
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(1) If A is the union of connected components Ai , i ∈ I , then Φ(A) is isomor-
phic to the direct product
∏
i∈I Φ(Ai).
(2) The flow semigroup of a connected groupoid A with local subgroup L is
isomorphic to the wreath product L ≀ T (obj(A)).
For the identity functor idA, we have (idA, τ) ∈ END(A) if and only if τ :
obj(A) → A is an ordered mapping satisfying (xτ)d = x. Therefore τ is an
ordered flow on A, and the set Φ6(A) of ordered flows on A is a submonoid of
Φ(A). The the map φ 7→ (idA, φ) embeds Φ6(A) as a submonoid of END(A),
but the structure of Φ6(A) does not seem to be apparent from Theorem 3.4, since
E(A)× L× E(A) does not carry the product ordering.
4. THE HOLOMORPH
Generalising the construction of the holomorph Hol(G) of a group G, it is now
natural to define the holomorph Hol(S) of an inverse semigroup S to be the ordered
groupoid END(~S). Identifying OGpd(~S, ~S) as Prem(S) by Proposition 1.4, we
obtain:
Hol(S) = {(α, τ) : α ∈ Prem(S), τ : E(S)
6
−→ S with (eτ)(eτ)−1 = eα}.
We summarise the outcome of the constructions from section 3.
Theorem 4.1. (a) For an inverse semigroup S, its holomorph Hol(S) is a monoidal
groupoid in the cartesian closed category of ordered groupoids.
(b) The groupoid composition of (α, τ) and (β, σ) is given by
(α, τ)(β, σ) = (α,ψ) ,
defined when, for all s ∈ S, sβ = (ss−1)τ−1(sα)(s−1s)τ , and where for all
e ∈ E(S), eψ = eτeσ.
(c) The monoid composition of (α, τ) and (β, σ) is given by
(α, τ) ⋄ (β, σ) = (αβ, τβ + σ) ,
where, for all e ∈ E(S), e(τβ + σ) = (eτβ)((eτ)−1(eτ))σ.
(d) There is a monoid action of Hol(S) on S defined, for all s ∈ S, by
s⊳ (α, τ) = sα(s−1s)τ .
4.1. The heap operation. We now consider the heap ternary operation on an in-
verse semigroup S, defined for all a, b, c ∈ S by 〈a, b, c〉 = ab−1c. Suppose
that η : S → S is an ordered function that preserves 〈· · ·〉 on S, so that for
all a, b, c ∈ S we have (ab−1c)η = (aη)(bη)−1(cη). Now ab = a(a−1a)b
and so (ab)η = (aη)((a−1a)η)−1(bη). We define a function φ : S → S by
aφ = aη((a−1a)η)−1. We note that φ is ordered. Take a, b ∈ S with a−1a = bb−1.
Then
(ab)φ = (ab)η((b−1a−1ab)η)−1 = (aη)((a−1a)η)−1(bη)((b−1b)η)−1 = aφbφ.
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Hence φ is a premorphism. Moreover,
(a−1a)φ = (aφ)−1(aφ) = (a−1a)η(aη)−1aη((a−1a)η)−1
= (a−1aa−1a)η((a−1a)η)−1
= (a−1a)η((a−1a)η)−1
so that (φ, η) ∈ Hol(S) and, for all s ∈ S we have
sη = 〈s, s−1s, s−1s〉η = sη((s−1s)η)−1(s−1s)η = sφ(s−1s)η
so that sη = s⊳ (φ, η). These considerations establish the following result.
Proposition 4.2. Let X(S) denote the monoid of all ordered functions S → S that
preserve the heap operation. Then the mapping X(S) → Hol(S) given by η 7→
(φη, η|E(S)) is an embedding, and for all s ∈ S we have aη = a⊳ (φη, η|E(S)).
4.2. Inverse monoids. Let M be an inverse monoid with identity element 1M . A
premorphism M → M need not preserve 1M but we do have eθ 6 1Mθ for all
e ∈ E(S). As noted in section 3, if (α, τ) ∈ Hol(M) then τ : E(M) → M is
determined by 1Mτ : if m = 1Mτ and e ∈ E(M) then eτ = (eα)m. We can then
replace τ with m. The definition of the holomorph of M then becomes
Hol(M) = {(α,m) : α ∈ Prem(M),m ∈M,mm−1 = 1Mα}.
The groupoid composition is given by (α,m)(β, n) = (α,mn), defined when
tβ = m−1(tα)m for all t ∈ M , and the monoid composition is given by (α,m) ⋄
(β, n) = (αβ, (mβ)n). This looks like an example of the semidirect product of
monoids (see [13]) but involving an action by premorphisms rather than by endo-
morphisms. The associativity of ⋄ is guaranteed by the considerations in section 3
but can be verified directly: for (α,m), (β, n), (γ, p) ∈ Hol(M) we have:
(α,m) ⋄ [(β, n) ⋄ (γ, p)] = (αβγ, (mβγ)(nγ)p)
whereas
[(α,m) ⋄ (β, n)] ⋄ (γ, p) = (αβγ, ((mβ)n)γ)p).
But here nn−1 = 1Mβ > (m−1m)β = (mβ)−1mβ and so by Lemma 1.6
(mβγ)nγ = ((mβ)n)γ. The action of Hol(M) on M is given by t ⊳ (α,m) =
(tα)m.
Proposition 4.3. For an inverse monoid M , the monoid X(M) is isomorphic to
the submonoid End(M)⋉M of Hol(M).
Proof. By Proposition 4.2 we have an embedding X(M) → Hol(M) such that
the action of η ∈ X(M) on M is given by the action of the image (φη, η|E(S)) of
η in Hol(M). Now suppose that (α,m) preserves the heap operation, so that for
all a, b, c ∈M we have





(ab−1c)α = (ab−1c)α1Mα = (ab
−1c)αmm−1 = aα(bα)−1cα ·mm−1
= aα(bα)−1cα · 1Mα = aα(bα)
−1cα ,
and so α ∈ X(M). But then
(ac)α = 〈a, a−1a, c〉α = 〈aα, (a−1a)α, bα〉 = (aα)((a−1a)α)−1(bα) .
But ((a−1a)θ)−1 = (a−1a)θ (by Lemma 1.3(a)) and then (aθ)((a−1a)θ) = (aa−1a)θ =
aθ by Proposition 1.4. So(ac)θ = (aθ)(cθ) and α ∈ End(M). 
5. EXAMPLES
5.1. Semilattices of groups. Let E be a semilattice and S = (G , E) be a semilat-
tice of groups, with linking maps αef for e 6 f in E. Here G assigns a group Ge
to each e ∈ E and αef is a group homomorphism Ge → Gf . We have αee = id for
all e ∈ E, and whenever e 6 f 6 k in E then αkfα
f
e = αke . The product in S of
g ∈ Gx and h ∈ Gy is gαxxyhα
y
xy ∈ Gxy . The inductive groupoid ~S is a disjoint
union of groups and is ordered by g > gαef whenever e, f ∈ E with e > f and
g ∈ Ge.
A premorphism of ~S is specified by an order-preserving map λ : E → E and





fφf . A construction of McAlister [11, Proposition 4.6] shows that
premorphisms from S to an inverse semigroup T are in one-to-one correspon-
dence with idempotent separating homomorphisms from S to a certain semilattice
of groups (K , E) constructed from T . Suppose that (λ, φ) specifies a premor-
phism ~S → ~S. Then (K , E) obtained as follows: Ke = Geλ and the linking
map βef is equal to αeλfλ. Then we obtain an idempotent separating homomorphism
σ : S → U as follows: we set σe = φe : Ge → Ke, which is clearly idempotent



















Endomorphisms of S are specified by pairs (λ, φ) in which λ is meet-preserving.
We have
Hol(G , E) = {(λ, φ, τ) : (λ, φ) ∈ Prem(G , E), τ : E → (G , E), eτ ∈ Geλ}.
Since τ is ordered, it determines a compatible family of elements of the groups
Geλ, in the sense that if e > f in E then fτ = (eτ)αeλfλ.
11
Let (λ, φ, τ) ∈ Hol(G , E) and take a ∈ Gx, b ∈ Gy and c ∈ Gz . Then 〈a, b, c〉 ⊳
(λ, φ, τ) ∈ G(xyz)λ whereas 〈a⊳(λ, φ, τ), b⊳(λ, φ, τ), c⊳(λ, φ, τ)〉 ∈ G(xλ)(yλ)(zλ).
Hence if (λ, φ, τ) ∈ X(G , E) then λ is meet-preserving and (λ, φ) ∈ End(G , E),
and so the action of (λ, φ) preserves 〈· · ·〉. But then































= 〈a, b, c〉 ⊳ (λ, φ, τ).
Therefore we have
X(G , E) = {(λ, φ, τ) : (λ, φ) ∈ End(G , E), τ : E → (G , E), eτ ∈ Geλ}.
5.2. The bicyclic monoid. The bicyclic monoid B is the inverse monoid pre-
sented by 〈a : aa−1 = 1〉. Its idempotents are the elements of the form a−nan, n >
0, and as a semilattice is an infinite descending chain. By Proposition 1.6 every
premorphism of B is an endomorphism, and the endomorphisms of B were de-
scribed in [16]. Each endomorphism ν of B is determined by the image of a. If
aν = a−paq then 1ν = (aa−1)ν = a−pap and (a−1a)ν = a−qaq. Since 1 > a−1a
we must have p 6 q. It then follows that
(a−iaj)ν = (a−paq)−i(a−paq)j = a−i(q−p)−paj(q−p)+p = a−ik−pajk+p
where k = q−p, and so k > 0, p > 0. Hence End(B) is isomorphic to the monoid
Aff(N) of affine transformations of N. If (ν, a−lam) ∈ Hol(B) then a−lal = 1ν =
a−pap, so that l = p but m ∈ N is arbitrary. It follows that
Hol(B) ∼= Aff(N)⋉N .
5.3. Polycyclic monoids. The polycyclic monoids Pn for n > 2 were introduced
by Nivat and Perrot in [14]. Set A = {a1, . . . , an}. Then Pn is the inverse semi-
group with zero presented by
〈A : aia
−1
i = 1, aia
−1
j = 0 (i 6= j)〉 ,
and its non-zero elements are uniquely representable in the form u−1v for u, v ∈
A∗. We shall generalise the description of Hol(B) above by computing Prem(Pn).
Affine transformations of N generalise to affine maps of a monoid M . An affine
map on M is the composition of an endomorphism of M and a right translation:
if α is affine then there exists an endomorphism σ and an element m ∈ M such
that, for all x ∈ M , α : x 7→ (xσ)m. The set of affine maps Aff(M) is then a
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monoid, and if M is right cancellative it is isomorphic to the semidirect product
End(M)⋉M of End(M) and M (with the natural action of End(M) on M ).
The ordered groupoid ~Pn can be identified as ~Pn = ∆A∗ ∪ {0}, where ∆A∗ is
the simplicial groupoid A∗ × A∗ in which a composition (p, q)(u, v) is defined
if and only if q = u, and then (p, q)(q, v) = (p, v). Identity arrows in ∆A∗
(corresponding to non-zero idempotents in Pn) have the form (u, u), u ∈ A∗ and
so we identify E(Pn) as A∗ ∪ {0}. The ordering on A∗ is the suffix ordering:
w 6 u if and only if w = pu for some p ∈ A∗
with, of course, 0 6 u for all u ∈ A∗. The ordering on ∆A∗ is then (pu, pv) 6
(u, v) for all p, u, v ∈ A∗. Since simplicial groupoids are free [6], a functor ~Pn →
~Pn is determined by a mapping E(Pn)→ E(Pn).
If an ordered functor φ maps some u ∈ A∗ to 0 then it must map the connected
component ∆A∗ to 0. So we may assume that φ : A∗ → A∗. For φ to be an ordered
mapping it must be suffix-preserving on A∗: that is, if w = pu then wφ = q(uφ)
for some q ∈ A∗, where q is uniquely determined by p, u and φ. The assignment
p 7→ q gives another function u⊲ φ : A∗ → A∗ that is also suffix-preserving.
Let S be the monoid of all suffix-preserving maps A∗ → A∗. Then we have a
map X∗ × S → S , (u, φ) 7→ u ⊲ φ, and the natural (right) action of S on A∗
giving a map A∗ ×S → A∗.
Proposition 5.1. For all u, v ∈ A+ and φ,ψ ∈ S we have:
• (uv)⊲ φ = u⊲ (v ⊲ φ),
• u⊲ φψ = (u⊲ φ)(uφ⊲ ψ),
• u(fg) = (uf)g,
• (uv)φ = u(v ⊲ φ)(vψ).
It follows that the set S ×A∗ is a semigroup with composition
(φ, u)(ψ, v) = (φ(u ⊲ ψ), (uψ)v) .
We denote the semigroup in Proposition 5.1 by S ⊲⊳ A∗. It is an example of a
Zappa product of semigroups [9]. Now X∗ embeds in S as the submonoid of
right-multiplication maps: w 7→ ρw ∈ S where uρw = uw, and for all v,w ∈ A∗
we have v ⊲ ρw = 1S .
Lemma 5.2. The mapping µ : S ⊲⊳ A∗ → S given by (φ, u) 7→ φρu is a
semigroup homomorphism.
Now the functor ~Pn → ~Pn determined by φ maps (u, v) ∈ ∆A∗ to (uφ, vφ). If
this is an ordered functor, then for all p, u, v ∈ A∗,
((pu)φ, (pv)φ) = (q(uφ), q(vφ)) for some q ∈ A∗ .
But q = p(u ⊲ φ) = p(v ⊲ φ) and so, for all u, v ∈ A∗ we have u ⊲ φ = v ⊲ φ.
In particular, all the maps w ⊲ φ are equal to 1 ⊲ φ, where 1 ⊲ φ maps p ∈ A∗ to
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the prefix to 1φ in pφ:
pφ = p(1⊲ φ)(1φ)
and so w ⊲ (1 ⊲ φ) = w ⊲ φ = 1 ⊲ φ. It follows that 1⊲ φ is an endomorphism
of A∗:
(uv)(1 ⊲ φ) = u(v ⊲ φ) · v(1 ⊲ φ) = u(1⊲ φ) · v(1 ⊲ φ).
Suppose that φ : 0 7→ w ∈ A∗. Then for all u ∈ A∗ we have w 6 uφ 6 1φ.
Suppose that for some v ∈ A∗ we have vφ 6= 1φ, and so v(1 ⊲ φ) 6= 1. But then,
for m > 1,
(vm)φ = (vvm−1)φ = v(vm−1 ⊲ φ)(vm−1)φ = v(1⊲ φ)(vm−1)φ.
Hence the sequence of lengths (|(vm)φ|) is strictly increasing, but also bounded
below by |w|. This is a contradiction, and so for all v ∈ A∗ we have vφ = 1φ.
Therefore, there are three types of ordered functors ~Pn → ~Pn determined by the
following three types of ordered function φ : A∗ ∪ {0} → A∗ ∪ {0}:
• the constant function c0 with value 0,
• functions cw,t that map 0 7→ w ∈ A∗ and with ucw,t = t for all u ∈ A∗
and some fixed t ∈ A∗ with w 6 t,
• functions φ that map 0 7→ 0 and map A∗ φ→ A∗. In this case uφ = u(1 ⊲
φ)(1φ) withw⊲φ = 1⊲φ an endomorphism of A∗, and so φ = (1⊲φ)ρ1φ.
Hence we have the monoid
Aff(A∗) = {σρu : σ ∈ End(A
∗), u ∈ A∗} ⊂ S ,
and the restriction of the map µ in Lemma 5.2 to the semidirect product
End(A∗)⋉A∗ ⊂ S ⊲⊳ A∗ is an isomorphism.
The functor determined by c0 is constant at 0 and acts as a zero in S , and the
composition rule for the cv,t is cu,scv,t = ct,t. Hence the mappings cw,t, c0 de-
termine a subsemigroup C of Prem(Pn), and C is an ideal of Prem(Pn) since
cv,tσρw = c(vσ)w,(tσ)w and σρwcv,t = cv,t.
Proposition 5.3. The monoid Prem(Pn) of ordered premorphisms of the poly-
cyclic monoid Pn is an ideal extension of the subsemigroup C by the monoid of
affine maps Aff(A∗).
Elements of Hol(Pn) are also of one of three types, determined by the types of
elements of Prem(S). These types are:
• the element (c0, 0),
• elements (cw,s, (s, t)) for w, s, t ∈ A∗ with s a suffix of w,
• elements (σρu, (u, v)) with σ ∈ End(A∗) and u, v ∈ A∗.
Certainly (c0, 0) preserves the heap ternary operation, and by Proposition 4.3,
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Now for all (u, v) ∈ A∗ we have (u, v) ⊳ (cw,s, (s, t)) = (s, s)(s, t) = (s, t) and
so
〈(u1, v1)⊳ (cw,s, (s, t)), (u2, v2)⊳ (cw,s, (s, t)), (u3, v3)⊳ (cw,s, (s, t))〉
= 〈(s, t), (s, t), (s, t)〉 = (s, t).
Hence non-zero values of 〈. . .〉 are preserved by (cw,s, (s, t)), but since 0⊳(cw,s, (s, t)) =
(w,w) then instances of 〈. . .〉 evaluating to 0 are preserved by (cw,s, (s, t)) if and
only if w = s = t. However, (cw,w, (w,w)) acts on Pn in the same way as
(c1, (w,w)) ∈ End(Pn)⋉ Pn, where c1 is constant at 1.
We may also determine which premorphisms of Pn are endomorphisms.
Proposition 5.4. Let α be an endomorphism of Pn, (n > 2). Then either:
• α is a constant map cw to some idempotent w ∈ E(Pn), or:
• α : 0 7→ 0 and (u, v) 7→ (uφ, vφ), where φ = σρw : A∗ → A∗ and σ is an
injective endomorphism A∗ → A∗ such that Aσ is a suffix code.
Proof. The Ehresmann-Schein-Nambooripad Theorem (see section 2) shows that
the endomorphisms of an inverse semigroup S are in one-to-one correspondence
with the inductive functors ~S → ~S, that is, the ordered functors that preserve
the meet operation on E(S). Hence endomorphisms of Pn correspond to ordered
functors ~Pn → ~Pn that preserve the meet in the suffix order on A∗ ∪ {0}:
(i) 0 · u = 0 for all u ∈ A∗ ∪ {0},
(ii) u · v = 0 if u, v ∈ A∗ are incomparable in the suffix order,
(iii) u · v = v if u, v ∈ A∗ and v is a suffix of u.
Clearly c0 determines the constant endomorphism to 0 ∈ Pn. Now a map cw,s
preserves the meet in cases (i) and (iii) but in case (ii) we require s · s = w. Hence
s = w, and the corresponding endomorphism of Pn is constant at w.
Now σρw ∈ Aff(A∗) yields an ordered functor mapping 0 7→ 0 and u 7→ (uσ)w, u ∈
A∗. Again such a map preserves the meet in cases (i) and (iii) but in case (ii) we
require that (uσ)w and (vσ)w are incomparable in the suffix order if and only if
u, v are incomparable. Equivalently, we require u, v to be comparable in the suffix
order if and only if uσ, vσ are. Since σ is an endomorphism of A∗, if u, v are
comparable then so are uσ, vσ. For the converse, we call on [8, Proposition 2.2]
re-stated for the suffix order on A∗: that uσ 6 vσ implying that u 6 v is equivalent
to σ being injective with Aσ a suffix code in A∗. 
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