Positive and sign-changing clusters around saddle points of the
  potential for nonlinear elliptic problems by D'Aprile, Teresa & Ruiz, David
ar
X
iv
:0
90
7.
05
58
v1
  [
ma
th.
AP
]  
3 J
ul 
20
09
POSITIVE AND SIGN-CHANGING CLUSTERS AROUND SADDLE POINTS
OF THE POTENTIAL FOR NONLINEAR ELLIPTIC PROBLEMS
TERESA D’APRILE AND DAVID RUIZ
Abstract. We study the existence and asymptotic behavior of positive and sign-changing multipeak
solutions for the equation
−ε2∆v + V (x)v = f(v) in RN ,
where ε is a small positive parameter, f is a superlinear, subcritical and odd nonlinearity, V is a uniformly
positive potential. No symmetry on V is assumed. It is known ([19]) that this equation has positive
multipeak solutions with all peaks approaching a local maximum of V . It is also proved that solutions
alternating positive and negative spikes exist in the case of a minimum (see [9]). The aim of this paper
is to show the existence of both positive and sign-changing multipeak solutions around a nondegenerate
saddle point of V .
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1. Introduction
This paper deals with the following nonlinear perturbed elliptic equation
(1.1) − ε2∆v + V (x)v = |v|p−2v in RN
where N ≥ 2, ε is a small parameter, the potential V ∈ C1(RN ,R) is bounded from below away from
zero, the exponent p satisfies 2 < p < 2NN−2 if N ≥ 3 and p > 2 if N = 2. This equation arises when one
looks for standing waves of the nonlinear Schro¨dinger equation
iε
∂ψ
∂t
= −ε2∆ψ + V (x)ψ − |ψ|p−2ψ,
which appears in different problems in nonlinear optics, in plasma physics, etc.
Equation (1.1) has attracted much attention: a large number of works are concerned with the question
of semiclassical limit, that is, the behaviour of solutions when ε tends to zero. This has an important
physical interest since letting ε go to zero formally describes the transition from Quantum Mechanics to
Classical Mechanics. It has been shown that if P0 is a nondegenerate or, more generally, a topologically
nontrivial critical point of V , there exists a family of solutions vε which develops a single spike near P0
as ε→ 0 ([2], [4], [10], [12], [17], [20], [23], see [3] for further references). Also, when V has several critical
points, multi-peaks have been constructed with each peak concentrating at a separate critical point (see
[11], [14], [18], [22] and references therein).
T.D. has been supported by the Italian PRIN Research Project 2007 Metodi variazionali e topologici nello studio di
fenomeni non lineari .
D.R. has been supported by the Spanish Ministry of Science and Innovation under Grant MTM2008-00988 and by J.
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In this paper we are interested in a special kind of solution for equation (1.1), the so called cluster,
i.e. a combination of several interacting peaks concentrating at the same point as ε→ 0+. In [19] Kang
and Wei construct this kind of solution: more precisely, given ℓ ≥ 1 and P0 a strict local maximum of
V , there exists a positive cluster with ℓ peaks concentrating at P0. They also prove that such solutions
do not exist around nondegenerate minimum points of V . After that, several papers have addressed the
question of existence of multibump solutions concentrating around a minimum of V . This result has
become known first for exactly one positive and one negative peak ([1], [5]), and later under polygonal
symmetries of V ([8]), or in the one-dimensional case ([13]). In a recent paper clusters with at most 6
mixed positive and negative peaks have been found, see [9].
All previous results are concerned with the existence of a clustered solution localized around a minimum
or a maximum point of V . So the question of whether other critical points of V may generate a cluster
or not arises naturally. The aim of this paper is to construct both positive and sign-changing clusters
around a nondegenerate saddle point of V .
In order to provide the exact formulation of our results let us fix some notation. We point out that
most of the results contained in the aforementioned papers can be extended to equations where |v|p−2v
is replaced by a more general nonlinear term. Then we will consider the more general equation
(1.2) ε2∆v − V (x)v + f(v) = 0 in RN
where we assume the following hypotheses on f :
(f1) f ∈ C1+σloc (R) ∩ C2(0,+∞) with
√
2− 1 < σ < 1; f(0) = f ′(0) = 0; f(t) = −f(−t) for all t ∈ R;
(f2) f(t) = O(tp−1) as t→ +∞ for some 2 < p < 2NN−2 if N ≥ 3 and p > 2 if N = 2;
(f3) the following limiting problem
(1.3)

∆w − w + f(w) = 0, w > 0 in RN ,
w(0) = max
x∈RN
w(x), lim
|x|→+∞
w(x) = 0
has a unique solution w, which is nondegenerate, i.e., denoting by L the linearized operator
L : H2(RN )→ L2(RN ), L[u] := ∆u− u+ f ′(w)u,
then
(1.4) Kernel(L) = span
{
∂w
∂x1
, . . . ,
∂w
∂xN
}
.
By the well-known result of Gidas, Ni and Nirenberg ([16]) w is radially symmetric and strictly decreasing
in r = |x|. Moreover, by classical regularity results, the following asymptotic behavior holds:
(1.5)
w(r), w′′(r) =
A
r(N−1)/2
e−r
(
1 +O
(1
r
))
,
w′(r) = − A
r(N−1)/2
e−r
(
1 +O
(1
r
))
,
where A > 0 is a suitable positive constant.
The class of nonlinearities f satisfying (f1)-(f3) includes, and it is not restricted to, the model f(v) =
|v|p−2v with p > 1 + √2 if N = 1, 2 and p ∈
(
1 +
√
2, 2NN−2
)
if N ∈ [3, 11] (if N ≥ 12 the interval is
empty). Other nonlinearities can be found in [6].
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Let us now state the hypotheses on the potential V that will be used.
(V1) V ∈ C2(RN ,R) and infRN V > 0.
(V2) V has a nondegenerate saddle point at P0, and, without loss of generality, we may assume
V (P0) = 1. We define r ∈ {1, . . . , N − 1} as the number of positive eigenvalues of D2V (P0),
counted with their multiplicity.
As already mentioned, in this paper we give two results. First, for any fixed positive integer ℓ there
exists a ℓ-peak positive clustered solution concentrating at P0. Furthermore each peak has a profile similar
to w suitably rescaled. More precisely we will prove the following theorem.
Theorem 1.1. Assume that hypotheses (f1)–(f3) and (V1)–(V2) hold and let ℓ ≥ 1 be fixed. Then, for
ε > 0 sufficiently small, the equation (1.2) has a positive solution vε ∈ H1(RN ).
Furthermore there exist P ε1 , . . . , P
ε
ℓ ∈ RN such that, as ε→ 0+,
(i) vε(x) =
∑ℓ
i=1 w
(x−P εi
ε
)
+ o(ε) uniformly for x ∈ RN ;
(ii) |P εi − P εj | ≥ 2βε log 1ε (i 6= j) and |P εi − P0| ≤ εβ for any fixed β ∈ (0, 1).
Secondly, we prove that the equation (1.2) possesses a cluster with h positive peaks and k negative
peaks approaching P0, where h and k are integers under some restrictions. The exact formulation of the
result is the following.
Theorem 1.2. Assume that N ≥ 2 and hypotheses (f1)–(f3) and (V1)–(V2) hold. Let h, k satisfying
h, k ≥ 1, ℓ := h+ k ≤ 6.
(i) If r ≥ 2, then, for ε > 0 sufficiently small, the equation (1.2) has a solution vε ∈ H1(RN ).
Furthermore there exist P ε1 , . . . , P
ε
ℓ ∈ RN such that, as ε→ 0+,
• vε(x) =
∑h
i=1 w
(x−P εi
ε
)−∑ℓi=h+1 w(x−P εiε )+ o(ε) uniformly for x ∈ RN ;
• |P εi − P εj | ≥ 2βε log 1ε (i 6= j) and |P εi − P0| ≤ εβ for any fixed β ∈ (0, 1).
(ii) If r = 1, the same result as (i) holds with the additional assumption k ∈ {h− 1, h, h+ 1}.
We point out that positive clustered solutions have also been found for the following equation
−ε2∆v + v = Q(x)|v|p−2v in RN
around critical points of Q ([7], [21]). In particular, as far as we know, the only work regarding clusters
concentrating near a saddle point is [7]. However we are unaware of cluster phenomena with mixed
positive and negative peaks near a saddle point. Theorem 1.2 seems to be the first result in this line.
The proofs of Theorem 1.1 and 1.2 rely on perturbation arguments, which combine the variational
approach with a Lyapunov-Schmidt type procedure. A sketch of this procedure is given in Section 2.
Throughout the paper we will need some asymptotic estimates, made in detail in Appendix A. With this
estimates in hand and thanks to the non-degeneracy condition (1.4), we can use the contraction mapping
principle to solve the auxiliary equation. Since the computations are quite technical, they have been
postponed to Appendix B.
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In Section 3 we are concerned with the finite dimensional bifurcation equation. Alternatively, we look
for critical points of an associated reduced functional. This is the main difficulty of our problem; here
the reduced functional has a quite involved behaviour due to the different interactions of the potential
and the bumps.
It seems not easy to find the exact position of the bumps in a direct way, if no symmetry assumptions
are made. In this paper we use a max-min technique applied to the reduced functional in the spirit of
[9]. This max-min argument is far from obvious, specially in the case of sign-changing solutions. It takes
into account the interaction among the bumps (which depends on their respective sign) and the effect of
V on each bump (which depends on its spatial displacement).
NOTATION: Throughout the paper we will often use the notation C to denote generic positive con-
stants. The value of C is allowed to vary from place to place.
2. The reduction process: sketch of the proof
In this section we outline the main steps of the so called finite dimensional reduction, which reduces
the problem to finding a critical point for a functional on a finite dimensional space. We postpone the
proofs and details to Appendix A and Appendix B.
Associated to (1.2) is the following energy functional:
(2.6) Iε : H
1
V (R
N )→ R, Iε[v] := 1
2
∫
RN
(
ε2|∇v|2 + V (x)|v|2)dx− ∫
RN
F (v)dx.
where F (t) =
∫ t
0
f(s)ds and
H1V (R
N ) =
{
v ∈ H1(RN )
∣∣∣ ∫
RN
V (x)|v|2dx <∞
}
.
Let us equip H1V (R
N ) with the following scalar product:
(u, v)ε =
∫
RN
(
ε2∇u∇v + V (x)uv)dx.
It is well known that Iε ∈ C2(H1V (RN ),R) and the critical points of Iε are the finite-energy solutions of
(1.2).
Without loss of generality we assume throughout the paper that P0 = 0. Moreover, after suitably
rotating the coordinate system, we may assume that in a small neighborhood of 0 the following expansion
holds:
V (x) = 1 +
1
2
N∑
n=1
λnx
2
n + o(|x|2) as x→ 0,
where λn > 0 for n = 1, . . . , r, λn < 0 for n = r + 1, . . . , N .
Consider M+, M− ∈ RN2 the following diagonal matrices
M+ = diag(λ1, . . . , λr , 0, . . . , 0) M
− = diag(0, . . . , 0, |λr+1|, . . . , |λN |),
and set
M =M+ −M− = D2V (0) = diag(λ1, . . . , λN ), M =M+ +M− = diag(|λ1|, . . . , |λN |).
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Next for ℓ ≥ 2 define the configuration space:
Γε =
{
P = (P1, . . . , Pℓ) ∈ RNℓ
∣∣∣∣M [Pi]2 < ε2β ∀i, w(Pi − Pjε ) < ε2β for i 6= j
}
,
where β ∈ (σ, 1) is a number sufficiently close to 11. Observe that, according to (1.5),
(2.7) Γε ⊂
{
P = (P1, . . . , Pℓ) ∈ RNℓ
∣∣∣∣ |Pi| ≤ (mini |λi|)−1/2 εβ ∀i, |Pi − Pj | ≥ 2β2ε log 1ε for i 6= j
}
.
For P = (P1, . . . , Pℓ) ∈ Γε set
wPi(x) = w
(x− Pi
ε
)
, wP =
ℓ∑
i=1
τiwPi , τi ∈ {−1,+1}.
Let χ ∈ C∞0 (RN ) be a cut-off function such that χ(x) = 1 if |x| < 1, so that one has χwPi , χwP ∈ H1V (RN ).
We look for a solution to (1.2) in a small neighbourhood of the first approximation χwP, i.e. a solution
of the form as v := χwP + φ, where the rest term φ is small. To this aim we introduce the following
functions:
ZPi,n = (V (x) − ε2∆)
∂(χwPi)
∂xn
, i ∈ {1, . . . , ℓ}, n ∈ {1, . . . , N}.
The object is to solve the following nonlinear problem: given P = (P1, . . . , Pℓ) ∈ Γε, find (φ, αin) such
that
(2.8)

Sε[χwP + φ] =
∑
i,n
αinZPi,n,
φ ∈ H2(RN ) ∩H1V (RN ),
∫
RN
φZPi,n dx = 0, i = 1, . . . , ℓ, n = 1, . . . , N,
where
(2.9) Sε[v] = ε2∆v − V (x)v + f(v).
Lemma 2.1. Set η = β2(1 + σ). Provided that ε > 0 is sufficiently small, for every P ∈ Γε there is a
pair (φP, αin(P)) ∈
(
H2(RN ) ∩H1V (RN )
)× RNℓ satisfying (2.8) and
(2.10) ‖φP‖∞ ≤ Cεη, (φP, φP)ε ≤ CεN+2η, |αin(P)| ≤ Cε1+η.
Moreover the map P ∈ Γε 7→ φP ∈ H1V (RN ) is C1.
We refer to Appendix B for the proof.
For ε > 0 sufficiently small consider the reduced functional
Jε : Γε → R, Jε[P] := ε−NIε[χwP + φP]− c1,
where φP has been constructed in Lemma 2.1 and c1 =
ℓ
2
∫
RN
(|∇w|2 +w2)dx− ℓ ∫
RN
F (w)dx. The next
proposition contains the key expansions of Jε and ∇Jε (see Appendix B for the proof).
1 Observe that Γε is nonempty, since for ε sufficiently small {P | |Pi| ≤ ε log
2 1
ε
, |Pi − Pj | ≥ 2βε log
1
ε
for i 6= j} ⊂ Γε
thanks to assumption (V2) and (1.5).
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Proposition 2.2. The following expansions hold:
(2.11) Jε[P] =
c2
2
ℓ∑
i=1
M [Pi]
2 − 1
2
ε−N
∑
i6=j
τiτj
∫
RN
f(wPi)wPjdx+ o(ε
2β),
(2.12)
∂Jε
∂Pi
[P] = c2M [Pi]− ε−N
∑
j, j 6=i
τiτj
∂
∂Pi
[ ∫
RN
f(wPi )wPj dx
]
+ o(εβ), i = 1, . . . , ℓ
uniformly for P ∈ Γε, where c2 = 12
∫
RN
w2dx.
By Lemma A.2 (see Appendix A), we have also the following expansion:
(2.13) Jε[P] =
c2
2
ℓ∑
i=1
M [Pi]
2 − c3
2
∑
i6=j
τiτjw
(Pi − Pj
ε
)
+ o(ε2β),
uniformly for P ∈ Γε, where c3 =
∫
RN
f(w)ex1dx.
Finally the next lemma concerns the relation between the critical points of Jε and those of Iε. It is quite
standard in singular perturbation theory; its proof can be found in [3], for instance.
Lemma 2.3. Let Pε ∈ Γε be a critical point of Jε. Then, provided that ε > 0 is sufficiently small, the
corresponding function vε = χwPε + φPε is a solution of (1.2).
So, we conclude the proof by showing the existence of a critical point of Jε. This will be accomplished
in next section.
3. A max-min argument: proof of Theorem 1.1 and Theorem 1.2
In this section we apply a max-min argument to characterize a topologically nontrivial critical value
of Jε. More precisely we will construct sets Dε, K, K0 ⊂ RNℓ satisfying the following properties:
(P1) Dε is an open set, K0 and K are compact sets, K is connected and
K0 ⊂ K ⊂ Dε ⊂ Dε ⊂ Γε;
(P2) if we define the complete metric space F by
F = {η : K → Dε | η continuous, η(P) = P ∀P ∈ K0},
then
(3.14) J∗ε := sup
η∈F
min
P∈K
Jε[η(P)] < min
P∈K0
Jε[P].
(P3) For every P ∈ ∂Dε such that Jε[P] = J∗ε , we have that ∂Dε is smooth at P and there exists a
vector τP tangent to ∂Dε at P so that J ′ε[P](τP) 6= 0.
Under these assumptions a critical point Pε ∈ Dε of Jε with Jε[Pε] = J∗ε exists, as a standard
deformation argument involving the gradient flow of Jε shows.
We define
Dε =
{
P ∈ RNℓ
∣∣∣∣ c2 ℓ∑
i=1
M [Pi]
2 + c3
∑
i6=j
w
(Pi − Pj
ε
)
< c4ε
2β
}
.
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where c4 = min{c2, c3}. We immediately get Dε ⊂ Γε. In the following we will denote by A and B the
subspaces associated to the positive and negative eigenvalues of M respectively, whose direct sum is RN ,
i.e.
A = span{e1, . . . , er}, B = span{er+1, . . . , eN},
where e1, . . . , eN is the standard basis in R
N .
3.1. Definition of K, K0, and proof of (P1)-(P2). In this subsection we define the sets K, K0 for
which properties (P1)-(P2) hold. In addition, we will prove that
(3.15) J∗ε = o(ε
2β).
For the sake of clarity we distinguish the case of positive peaks from that of mixed positive and negative
peaks.
3.1.1. I case: k = 0, ℓ = h ≥ 1. We have τi = 1 for all i = 1, . . . , ℓ. Let us fix b1, . . . , bℓ ∈ B such that
|bi| ≤ 2ℓε log 1
ε
, ∀i, |bi − bj| ≥ 2ε log 1
ε
for i 6= j,
and define the following convex open set U of Aℓ:
U =
{
(a1, . . . , aℓ) ∈ Aℓ
∣∣∣∣ c2 ℓ∑
i=1
M+[ai]
2 <
c4
2
ε2β
}
,
and
K =
{
P = (a1 + b1, . . . , aℓ + bℓ) ∈ RNℓ
∣∣∣ (a1, . . . , aℓ) ∈ U},
K0 :=
{
P = (a1 + b1, . . . , aℓ + bℓ) ∈ RNℓ
∣∣∣∣ (a1, . . . , aℓ) ∈ ∂U}.
K is clearly isomorphic to U by the immediate isomorphism
(a1 + b1, . . . , aℓ + bℓ) ∈ K ←→ (a1, . . . , aℓ) ∈ U
andK0 ≈ ∂U . K0 andK are compact sets, K is connected (since U is convex) and K0 ⊂ K. Furthermore
M [ai+bi]
2 =M+[ai]
2−M−[bi]2 =M+[ai]2+O(ε2 log2 1ε ), analogouslyM [ai+bi]2 =M+[ai]2+M−[bi]2 =
M+[ai]
2 + O(ε2 log2 1ε ) and, since w is decreasing in |x|, w(ai+bi−aj−bjε ) ≤ w( bi−bjε ) = o(ε2) for i 6= j.
Then we deduce K ⊂ Dε and, by Proposition 2.2,
(3.16) Jε(P) =
c2
2
ℓ∑
i=1
M+[ai]
2 + o(ε2β) uniformly on K,
by which, since c2
∑ℓ
i=1M
+[ai]
2 = c42 ε
2β if (a1, . . . , aℓ) ∈ ∂U ,
(3.17) Jε[P] =
c4
4
(1 + o(1))ε2β uniformly on K0.
Let η ∈ F , namely η : K → Dε is a continuous function such that η(P) = P for any P ∈ K0. Then we
can compose the following maps
Aℓ ⊃ U ←→ K η−→ η(K) ⊂ Dε (πA)
ℓ
−→ Aℓ,
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denoting by πA the orthogonal projection of R
N ontoA, and we call T : U → Aℓ the resulting composition.
T is a continuous map. We claim that T = id on ∂U . Indeed, if (a1, . . . , aℓ) ∈ ∂U , then (a1+ b1, . . . , aℓ+
bℓ) ∈ K0, consequently η(a1 + b1, . . . , aℓ + bℓ) = a1 + b1, . . . , aℓ + bℓ, by which
T (a1, . . . , aℓ) = (πA)
ℓ(a1 + b1, . . . , aℓ + bℓ) = (a1, . . . , aℓ).
Since 0 = (0, . . . , 0) ∈ U , hence the theory of the topological degree ensures that deg(T, U, 0) =
deg(id, U, 0) = 1. Then there exists (a¯1, . . . , a¯ℓ) ∈ U such that T (a¯1, . . . , a¯ℓ) = 0, i.e. Pη := η(a¯1 +
b1, . . . , a¯ℓ + bℓ) ∈ Bℓ. Using Proposition 2.2 we get
min
P∈K
Jε[η(P)] ≤ Jε[Pη] = −c2
2
ℓ∑
i=1
M−[P ηi ]
2 − c3
2
∑
i6=j
w
(P ηi − P ηj
ε
)
+ o(ε2β) ≤ o(ε2β).
Hence
J∗ε = sup
η∈F
min
P∈K
Jε[η(P)] ≤ o(ε2β).
On the other hand, by taking η = id and using (3.16),
J∗ε ≥ min
P∈K
Jε[P] ≥ o(ε2β).
Combining last two estimates we get (3.15). Finally comparing (3.15) with (3.17), the max-min inequality
(3.14) follows.
3.1.2. II case: h, k ≥ 1, ℓ : h + k ≤ 6. For the sake of simplicity assume h ≥ k. In order to define K
and K0, we need to consider special type of configurations P(a, r) ∈ RNℓ. To this aim it is convenient to
distinguish three cases.
(i) k = h or k = h− 1.
We set τi = (−1)i+1. Let us fix v ∈ A such that |v| = 1. Then we consider the configurations
P which lie in A and are aligned in the direction v with alternating sign, i.e. configurations of
the form
(3.18) P = P(a, r) =

a
a+ r2v
a+ (r2 + r3)v
. . .
a+ (r2 + . . .+ rℓ)v
 ∈ RNℓ,
where a ∈ A and r = (r2, . . . , rℓ) ∈ (0,+∞)ℓ−1. Observe that by construction we have |Pi−Pj | =
rj+1 + rj+2 + . . .+ ri if i > j, therefore
(3.19) ri = |Pi − Pi−1| = min
j<i
|Pi − Pj | = min
j<i, τj=−τi
|Pi − Pj | ∀i = 2, . . . , ℓ.
Moreover, if i > j and τiτj = 1, then i ≥ j + 2, and consequently |Pi − Pj | ≥ ri + ri−1, by which
(3.20) |Pi − Pj | ≥ 2 min
2≤s≤ℓ
rs if τiτj = 1, i 6= j.
(ii) k = 1, 2 ≤ h ≤ 5, r ≥ 2
We set τ1 = −1, τi = 1 for i = 2, . . . , ℓ. Let us fix v2, . . . ,vℓ ∈ A such that |vi| = 1 and each
vi points at the vertex of a regular h polygon. Then we consider the configurations P which lie
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in A and such that Pi for i ≥ 2 is located on the half-line starting from P1 in the vi direction;
more precisely
(3.21) P = P(a, r) =

a
a+ r2v2
a+ r3v3
. . .
a+ rℓvℓ
 ∈ RNℓ,
where a ∈ A and r = (r2, . . . , rℓ) ∈ (0,+∞)ℓ−1. We point out that
(3.22) ri = |Pi − P1| = min
j<i, τj=−τi
|Pi − Pj | ∀i = 2, . . . , ℓ.
Moreover, if τiτj = 1, then i, j ≥ 2 and we have |Pi − Pj |2 = r2i + r2j − 2rirj cos 2π(i−j)h , which
implies
(3.23) |Pi − Pj | ≥
√
2− 2 cos 2π
h
min
2≤s≤ℓ
rs if τiτj = 1, i 6= j.
Taking into account that
√
2− 2 cos 2πh > 1 if 2 ≤ h ≤ 5, by (3.22) and (3.23) we immediately
get
(3.24) |Pi − Pj | ≥ min
2≤s≤ℓ
rs if i 6= j.
(iii) h = 4, k = 2, r ≥ 2
We set τ1 = τ3 = −1, τ2 = τ4 = τ5 = τ6 = 1. Let us fix two orthogonal vectors v, w ∈ A such
that |v| = |w| = 1. Then consider the configurations of the type
(3.25) P(a, r) =

a
a+ r2v
a+ (r2 + r3)v
a+ (r2 + r3 + r4)v
a+ r5w
a− r6w
 ∈ R
Nℓ,
where a ∈ A and r = (r2, . . . , rℓ) ∈ (0,+∞)ℓ−1. It is immediate to check that
(3.26) ri = min
j<i
|Pi − Pj | = min
j<i, τj=−τi
|Pi − Pj |
and
(3.27) |Pi − Pj | ≥
√
2 min
2≤s≤ℓ
rs if τiτj = 1, i 6= j.
Observe that (i)-(ii)-(iii) cover all cases (h, k) with the assumptions of Theorem 1.2.
We now define:
S =
P ∈ RNℓ
∣∣∣∣∣ c2
ℓ∑
i=1
M [Pi]
2 + c3
∑
i6=j
w
(Pi − Pj
ε
)
<
c4
2
ε2β

and
U˜ =
{
(a, r) ∈ A× (0,+∞)ℓ−1 : P(a, r) ∈ S} .
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U˜ is an open set. In principle, we do not know whether U˜ is connected or not, so we will define U
as a conveniently chosen connected component. We claim that (0, rε) ∈ U˜ , where rε is defined as:
rε =
(
2ε log 1ε , . . . , 2ε log
1
ε
) ∈ Rℓ−1.
Indeed, setting P(0, rε) = (P
0
1 , . . . , P
0
ℓ ), according to (3.19), (3.24) and (3.26) we have |P 0i − P 0j | ≥
2ε log 1ε for i 6= j and, by (1.5), we immediately check w(
P 0i −P
0
j
ε ) = o(ε
2) for i 6= j. Furthermore, according
to (3.18)-(3.21)-(3.25) one has |P 0i | ≤ 2ℓε log 1ε ; then we infer M [P 0i ]2 =M+[P 0i ]2 = O(ε2 log2 1ε ).
Now we are in conditions of defining U , K and K0:
U = the connected component of U˜ containing (0, rε),
K =
{
P(a, r) ∈ RNℓ : (a, r) ∈ U} ,
K0 =
{
P(a, r) ∈ RNℓ : (a, r) ∈ ∂U} .
K is clearly isomorphic to U by the obvious isomorphism, and K0 ≈ ∂U . In particular K and K0 are
compact sets and K is connected. Moreover we have K0 ⊂ K ⊂ Dε.
If P = P(a, r) ∈ K, by (2.7) and (3.19), (3.22), (3.26) we get ri ≥ 2β2ε log 1ε for all i = 2, . . . , ℓ; then
(3.20), (3.23), (3.27) imply |Pi − Pj | ≥ 2ε log 1ε if τiτj = 1 and i 6= j for β sufficiently close to 1 (observe
that
√
2− 2 cos 2πh > 1 if 2 ≤ h ≤ 5). Then by (1.5) it follows that
w
(Pi − Pj
ε
)
= o(ε2) if τiτj = 1, i 6= j, uniformly on K.
Roughly speaking, the configurations in K have the crucial property that the mutual distance between
the points Pi, Pj with τi = τj , i 6= j, is sufficiently large so that their interaction term w(Pi−Pjε ) becomes
negligible; moreover, since K ⊂ Aℓ, then M [Pi]2 = M+[Pi]2, and consequently the main terms which
appear in Jε are positive. Indeed by Proposition 2.2 we deduce
(3.28) Jε[P] =
c2
2
ℓ∑
i=1
M+[Pi]
2 +
c3
2
∑
i6=j
w
(Pi − Pj
ε
)
+ o(ε2β) uniformly on K,
by which, since c2
∑ℓ
i=1M
+[Pi]
2 + c3
∑
i6=j w
(Pi−Pj
ε
)
= c42 ε
2β if P ∈ K0,
(3.29) Jε[P] =
c4
4
(1 + o(1))ε2β uniformly on K0.
Let η ∈ F , namely η : K → Dε is a continuous function such that η(P) = P for any P ∈ K0. Then we
can compose the following maps
A× (0,+∞)ℓ−1 ⊃ U ←→ K η−→ η(K) ⊂ Dε H−→ A× (0,+∞)ℓ−1
where H = (H1, . . . ,Hℓ) : RNℓ → A× (0,+∞)ℓ−1 is defined by
H1(P1, . . . , Pℓ) = πA(P1), Hi(P1, . . . , Pℓ) = min
j<i, τj=−τi
|Pi − Pj | for i ≥ 2,
denoting by πA the orthogonal projection of R
N onto A. We set
T : U → A× (0,+∞)ℓ−1
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the resulting composition. Clearly T is a continuous map. We claim that T = id on ∂U . Indeed, if
(a, r) ∈ ∂U , then by construction P(a, r) ∈ K0; consequently η(P(a, r)) = P(a, r), by which, using the
definitions (3.18)-(3.21)-(3.25),
H1(P(a, r)) = πA(a) = a
while, using (3.19)-(3.22)-(3.26),
Hi(P(a, r)) = ri for i ≥ 2.
This proves that T = id on ∂U .
The theory of the topological degree assures that deg(T, U, (0, rε)) = deg(id, U, (0, rε)) = 1; then there
exists (aη, rη) ∈ U such that T (aη, rη) = (0, rε), i.e., setting Pη := η(P(aη, rη)) ∈ η(K),
(3.30) πA(P
η
1 ) = 0, min
j<i, τj=−τi
|P ηj − P ηi | = 2ε log
1
ε
for i ≥ 2.
In particular this implies
P η1 ∈ B, |P ηj − P ηi | ≥ 2ε log
1
ε
if τi = −τj ,
which gives
w
(P ηi − P ηj
ε
)
= o(ε2) if τi = −τj .
Moreover, by the second of (3.30), recalling that τ1 = −τ2, it is not difficult to check that |P ηi − P η1 | ≤
2ℓε log 1ε for all i; then |πA(P ηi )| = |πA(P ηi − P η1 )| ≤ 2ℓε log 1ε and consequently
M [P ηi ]
2 = −M−[P ηi ]2 +O
(
ε2 log2
1
ε
)
.
By Proposition 2.2 we infer
min
P∈K
Jε[η(P)] ≤ Jε[Pη] = −c2
2
ℓ∑
i=1
M−[P ηi ]
2 − c3
2
∑
i6=j, τi=τj
w
(P ηi − P ηj
ε
)
+ o(ε2β) ≤ o(ε2β).
By taking the supremum for all the maps η ∈ F we obtain
J∗ε = sup
η∈F
min
P∈K
Jε[η(P)] ≤ o(ε2β).
On the other hand, by taking η = id and using (3.28),
J∗ε ≥ min
P∈K
Jε[P] ≥ o(ε2β).
Last two estimates yield (3.15). Finally, comparing (3.15) with (3.29), the max-min inequality (3.14)
follows.
3.2. Proof of (P3). Let us define
Φε : Γε → R, Φε(P) = c2
2
ℓ∑
i=1
M [Pi]
2 +
c3
2
∑
i6=j
w
(Pi − Pj
ε
)
.
We shall prove (P3) by contradiction: assume that there exist εn → 0, Pεn = (P εn1 , . . . , P εnℓ ) ∈ ∂Dεn
and a vector (µεn,1, µεn,2) in the unit circle, i.e. µ
2
εn,1 + µ
2
εn,2 = 1, such that:
Φεn(Pεn) =
c4
2
ε2βn ,
Jεn [Pεn ] = J
∗
εn ,
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µεn,1J
′
εn [Pεn ] + µεn,2Φ
′
εn [Pεn ] = 0.
Last expression can be read as J ′εn [Pεn ] and Φ
′
εn [Pεn ] are linearly dependent. Observe that this
contradicts either the smoothness of ∂Dεn or the nondegeneracy of J ′εn [Pεn ] on the tangent space.
For the sake of clarity, in what follows we will drop the subscript n. Moreover, at many steps of the
arguments we will pass to a subsequence, without further notice. By using Proposition 2.2 and (3.15),
we have:
(3.31)
c2
2
ℓ∑
i=1
M [P εi ]
2 +
c3
2
∑
i6=j
w
(P εi − P εj
ε
)
=
c4
2
ε2β ,
(3.32)
c2
2
ℓ∑
i=1
M [P εi ]
2 − c3
2
∑
i6=j
τiτjw
(P εi − P εj
ε
)
= o(ε2β)
(3.33)
c2
(
(µε,2 + µε,1)M
+[P εi ] + (µε,2 − µε,1)M−[P εi ]
)
+µε,2
c3
ε
∑
j, j 6=i
w′
( |P εi − P εj |
ε
) P εi − P εj
|P εi − P εj |
− µε,1
∑
j, j 6=i
τiτj
εN
∂
∂Pi
∫
RN
f(wP εi )wP εj dx = o(ε
β), i = 1, . . . , ℓ.
Combining (3.31) and (3.32) we obtain:
(3.34) c2
ℓ∑
i=1
M+[P εi ]
2 + c3
∑
τi=−τj
w
(P εi − P εj
ε
)
=
c4
2
ε2β + o(ε2β),
(3.35) c2
ℓ∑
i=1
M−[P εi ]
2 + c3
∑
τi=τj
w
(P εi − P εj
ε
)
=
c4
2
ε2β + o(ε2β).
Motivated by (3.33), we distinguish two cases:
Case 1: There exists C > 0 independent of ε such that
∑ℓ
i=1 |µε,2+µε,1|M+[P εi ]2+|µε,2−µε,1|M−[P εi ]2 ≥
Cε2β .
For instance, we can assume that
∑ℓ
i=1 |µε,2 + µε,1|M+[P εi ]2 ≥ Cε2β. In particular, recalling that
M+[P εi ]
2 < ε2β , this implies that |µε,2 + µε,1|9 0 and there exists i0 ∈ {1, . . . , ℓ} such that M+[P εi0 ]2 ≥
Cε2β .
The idea is the following: we make the derivative µε,1J
′
ε[Pε] + µε,2Φ
′
ε[Pε] along the same direction for
all points “close” to P εi0 . Since the direction is the same, the derivative of the interaction among those
points should be zero. And this direction will be chosen conveniently to get a contradiction.
Take β′ ∈ (β, 1) fixed; let us define
I = {i = 1, . . . , ℓ : |P εi − P εi0 | = o(εβ
′
)}.
We take P εi0
+ = (P εi0,1, . . . P
ε
i0,r
, 0, . . . , 0) the projection of P εi0 onto A (here P
ε
i0,n
denotes the n-th
component of P εi0). Recall that |P εi | = O(εβ). By multiplying (3.33) by P εi0+ and adding in i ∈ I, we
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have:
(3.36)
∑
i∈I
c2(µε,2 + µε,1)M
+[P εi , P
ε
i0 ]
+
∑
i∈I
∑
j 6=i
[
µε,2
c3
ε
w′
( |P εi − P εj |
ε
) P εi − P εj
|P εi − P εj |
− µε,1 τiτj
εN
∂
∂Pi
∫
RN
f(wP εi )wP εj dx
]
· P εi0+= o(ε2β).
We now estimate each of the above terms in order to get a contradiction. First, observe that
M+[P εi , P
ε
i0 ] = M
+[P εi0 , P
ε
i0 ] +M
+[P εi − P εi0 , P εi0 ] ≥ Cε2β + o(εβ+β
′
). Recall also that |µε,2 + µε,1| 9 0.
So, it suffices to show that the rest of the terms in (3.36) are negligible to obtain a contradiction.
We split the second sum in two terms; those with j ∈ I and those with j /∈ I. Let us start with the
latter; by using Lemma A.2 we have:
(3.37)
∑
i∈I
∑
j /∈I
[
µε,2
c3
ε
w′
( |P εi − P εj |
ε
) P εi − P εj
|P εi − P εj |
− µε,1 c3 + o(1)
ε
τiτjw
′
( |P εi − P εj |
ε
) P εi − P εj
|P εi − P εj |
]
· P εi0+.
Observe that, by definition of I, |P εj − P εi | ≥ Cεβ
′
for i ∈ I, j /∈ I. This implies that w′( |P εi −P εj |ε ) =
o(e−Cε
−1+β′
), and then (3.37) is negligible.
We now consider the following sum in j ∈ I:∑
i∈I
∑
j∈I, j 6=i
[
µε,2c3
∂
∂Pi
w
( |Pi − Pj |
ε
)
− µε,1 τiτj
εN
∂
∂Pi
∫
RN
f(wPi)wPjdx
]
.
By a change of variables we deduce that
∫
RN
f(wPi)wPjdx is a function of |Pi − Pj |. And it is easy to
conclude that for any ξ ∈ C1(R),∑
i∈I
∑
j∈I, j 6=i
∂
∂Pi
ξ(|Pi − Pj |) =
∑
i∈I
∑
j∈I, j 6=i
ξ′(|Pi − Pj |) Pi − Pj|Pi − Pj | = 0.
So we get a contradiction in Case 1.
Case 2:
∑ℓ
i=1 |µε,2 + µε,1|M+[P εi ]2 + |µε,2 − µε,1|M−[P εi ]2 = o(ε2β).
In a sense, here the effect of M [P εi ]
2 is negligible and the interaction among the bumps is important.
But in [9] it was proved that the bumps cannot reach an equilibrium by themselves (see Lemma 3.1), and
this gives us the desired contradiction.
Since µ2ε,1 + µ
2
ε,2 = 1, then at least one between µε,1 + µε,2 and µε,1 − µε,2 does not go to 0. If
µε,2 + µε,1 6→ 0 ⇒
∑
iM
+[P εi ]
2 = o(ε2β), and by (3.34),
∑
τi=−τj
w
(P εi −P εj
ε
) ≥ Cε2β . Analogously, if
µε,2 − µε,1 9 0 we can use (3.35) to conclude
∑
τi=τj
w
(P εi −P εj
ε
) ≥ Cε2β .
In any case, we have: ∑
i6=j
|µε,2 − µε,1τiτj |w
(P εi − P εj
ε
)
≥ Cε2β .
So, there exist i0 6= j0 so that
|µε,2 − µε,1τi0τj0 |w
(P εi0 − P εj0
ε
)
≥ Cε2β.
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Define:
I =
{
i = 1, . . . , ℓ :
|P εi − P εi0 |
ε log(1/ε)
is bounded
}
.
Observe that, at least, i0, j0 ∈ I. For any i ∈ I, we can pass to the limit on the following expressions:
P εi − P εi0
2βε log(1/ε)
−→ Qi ∈ RN ,
and
ε−2β(µε,2 − µε,1τiτj)w
(P εi − P εj
ε
)
−→ ai,j ∈ R, j = 1, . . . , ℓ.
We point out that Qi0 = 0 and ai0,j0 6= 0. We recall that w
(P εi −P εj
ε
)
= O(ε2β); hence, from (1.5), we
obtain:
(3.38) Qi −Qj = lim
ε→0
P εi − P εj
2βε log(1/ε)
=⇒ |Qi −Qj| ≥ 1, i, j ∈ I.
Before going on, we are interested in extracting consequences from ai,j 6= 0, with i ∈ I. In such case
there exist c, c′ positive constants such that c ε2β ≥ w(P εi −P εjε ) ≥ c′ε2β. Then,
|P εi − P εj |
2βε log(1/ε)
−→ 1.
In particular, j ∈ I. Moreover, similarly as in (3.38), we obtain that |Qi −Qj | = 1.
By using (3.33) together with Lemma A.2, we get:
c2
(
(µε,2 + µε,1)M
+[P εi ] + (µε,2 − µε,1)M−[P εi ]
)
+
c3
ε
∑
j, j 6=i
(
µε,2 − µε,1(1 + o(1))τiτj
)
w′
( |P εi − P εj |
ε
) P εi − P εj
|P εi − P εj |
= o(εβ), i ∈ I.
We multiply by ε1−2β and use (1.5) to obtain
c3
∑
j, j 6=i
ε−2β(µε,2 − µε,1τiτj)w
(P εi − P εj
ε
) P εi − P εj
|P εi − P εj |
= o(1), i ∈ I.
Recall that ai,j = 0 for any j /∈ I. Passing to the limit:
(3.39)
∑
j∈I, j 6=i
ai,j
Qi −Qj
|Qi −Qj | = 0, i ∈ I.
In other words, the points Qi ∈ RN , i ∈ I, satisfy that Qi0 = 0, |Qi −Qj | ≥ 1 and (Qi)i∈I is a critical
point of the function:
(3.40) (Zi)i∈I 7−→
∑
i,j∈I, i6=j
ai,j |Zi − Zj |, Zi ∈ RN .
where ai,j = aj,i, ai,j = 0 for points Qi, Qj such that |Qi −Qj| > 1, and ai0,j0 6= 0.
We finish the proof by showing that this is impossible. For that we need to distinguish between the
case of positive peaks and the case of mixed positive and negative peaks.
In the first case τi = 1 for all i = 1, . . . , ℓ. By the definition of ai,j and the fact ai0,j0 6= 0, we conclude
that µε,2 − µε,1 9 0. Moreover, ai,j have all the same sign as µε,2 − µε,1. Assume, for instance, that
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ai,j ≥ 0. But in such case (Qi)i∈I cannot be a critical point of the map given by (3.40), as can be seen
using dilatations. More specifically, if we multiply (3.39) by Qi and make the addition, we get:∑
i∈I
∑
j∈I, j 6=i
ai,j
Qi −Qj
|Qi −Qj | ·Qi =
∑
i<j
ai,j |Qi −Qj | ≥ ai0,j0 > 0.
The case in which there are peaks of different sign is excluded thanks to the next lemma, proved in
[9]. We point out that the restriction ℓ ≤ 6 is needed only at this point.
Lemma 3.1. Let ℓ ≥ 2 and consider the function:
Φ : (Z1, . . . , Zℓ) ∈ RNℓ →
∑
i6=j
aij |Zi − Zj |.
where aij = aji. Suppose that Φ is not identically zero and that there exists a critical point (Q1, . . . , Qℓ)
of Φ satisfying:
|Qi −Qj | ≥ 1 for i 6= j and |Qi −Qj| = 1 if ai,j 6= 0.
Then ℓ ≥ 7.
Proof of Theorems 1.1 and 1.2 completed. According to Lemma 2.3, for ε > 0 sufficiently small
χwPε + φPε solves the equation (1.2), where Pε = (P
ε
1 , . . . , P
ε
ℓ ) ∈ Γε is the critical point of Jε with
critical value J∗ε . The construction of the family Pε depends on the particular β ∈ (0, 1) chosen at the
beginning of Section 2. To emphasize this fact we denote this family as Pε,β . Let βk ⊂ (0, 1) be any
sequence such that βk → 1. Then there is a decreasing sequence of positive numbers εk such that for all
0 < ε < εk one has:
(1) χwPε,βk + φPε,βk solves (1.2),
(2) by (2.7), |P ε,βki | ≤ (mini |λi|)−1/2 εβk , |P ε,βki − P ε,βkj | ≥ 2β2kε log 1ε for i 6= j, and
(3) |φPε,βk | ≤ εβ
2
k(1+σ).
We define Pε = Pε,βk and vε = χwPε,βk + φPε,βk if εk+1 < ε < εk and we clearly have that the theses of
Theorem 1.1 and Theorem 1.2 hold.
Appendix A. Key energy estimate
Consider the configuration set Γε and the approximate solutions χwP defined in Section 2. In this
Appendix we will derive some crucial estimates. We note that by assumption (V2) and (2.7) we have
|∇V (Pi)| ≤ Cεβ for P ∈ Γε; then by (1.5) we deduce
|V (x)χwPi − V (Pi)wPi | ≤ |∇V (Pi)||x− Pi|wPi + C|x− Pi|2wPi ≤ Cε1+βw2/3Pi ,
by which
(A.41) V (x)χwPi − V (Pi)wPi = O(ε1+β)w2/3Pi , V (x)χwPi − wPi = O(ε2β)w
2/3
Pi
uniformly for P ∈ Γε.
Remark A.1. Observe that by (1.5) it follows that
w(z + ξ)
w(ξ)
≤ C
( |ξ|
1 + |z + ξ|
)N−1
2
e|z| ∀z, ξ ∈ RN .
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Since |ξ|1+|z+ξ| ≤ 2(1 + |z|), we deduce
(A.42) w(z)
w(z + ξ)
w(ξ)
≤ C ∀z, ξ ∈ RN .
By taking z = x−Piε and ξ =
Pi−Pj
ε , (A.42) yields
(A.43) wPiwPj ≤ Cw
(Pi − Pj
ε
)
≤ Cε2β ∀i 6= j
uniformly for P ∈ Γε.
The next two lemmas are devoted to estimate some integrals associated to wPi ’s.
Lemma A.2. For i 6= j the following expansions hold uniformly for P ∈ Γε:∫
RN
f(wPi)wPj dx = c3ε
N (1 + o(1))w
(Pi − Pj
ε
)
,
∂
∂Pi
[∫
RN
f(wPi)wPj dx
]
= c3ε
N−1(1 + o(1))w′
( |Pi − Pj |
ε
) Pi − Pj
|Pi − Pj | .
where c3 =
∫
RN
f(w)ex1dx.
Proof. First consider the function
ξ(ρ) =
∫
RN
f(w)w(x + ρe1)dx, ρ > 0,
where e1 is the first vector of the standard basis of R
N , i.e. e1 = (1, 0, . . . , 0). According to (1.5) for
every x ∈ RN we have
(A.44) lim
ρ→∞
w(x + ρe1)
w(ρ)
= lim
ρ→∞
e−|x+ρe1|+ρ = e−x1 .
Thanks to (A.42) the Dominated Convergence Theorem applies and gives ξ(ρ)w(ρ) →
∫
RN
f(w)e−x1dx. Next
compute
ξ′(ρ) =
∫
RN
f(w)w′(x+ ρe1)
x1 + ρ
|x+ ρe1|dx.
Using (1.5) and proceeding as above we get
ξ′(ρ)
w′(ρ)
→
∫
RN
f(w)e−x1dx.
Since ∫
RN
f(wPi)wPjdx = ε
N
∫
RN
f(w)w
(
x+
Pi − Pj
ε
)
dx = εNξ
( |Pi − Pj |
ε
)
,
and
∂
∂Pi
[ ∫
RN
f(wPi)wPjdx
]
= εN−1ξ′
( |Pi − Pj |
ε
) Pi − Pj
|Pi − Pj | ,
then the thesis follows. ✷
Lemma A.3. For every i = 1, . . . , ℓ the following asymptotic expansion holds uniformly for P ∈ Γε:∫
RN
V (x)χ2wPi∇wPidx = −
εN
2
M [Pi]
∫
RN
w2dx+ o(εN+β).
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Proof. Observe that
|∇(χ2V (x)) −∇V (Pi)−D2V (Pi)(x − Pi)|wPi ≤ C|x− Pi|2wPi ≤ Cε2w1/2Pi
by which, using that
∫
RN
D2V (Pi)(x− Pi)w2Pidx = εN
∫
RN
D2V (Pi)yw
2(y)dy = 0,
2
∫
RN
V (x)χ2wPi∇wPidx = −
∫
RN
∇(χ2V )(x)w2Pidx = −
∫
RN
∇V (Pi)w2Pidx+O(εN+2)
= −εN∇V (Pi)
∫
RN
w2dx+O(εN+2)
uniformly for P ∈ Γε, and, since ∇V (P ) =M [P ] + o(|P |) as P → 0, we obtain the thesis. ✷
The next proposition provides an estimate of the error up to which the functions χwP satisfy (1.2).
Lemma A.4. There exists a constant C > 0 such that for every ε > 0 and P ∈ Γε:∣∣Sε[χwP]| ≤ Cεβ(β+σ) ℓ∑
i=1
w1−βPi
where Sε is the operator defined in (2.9).
Proof. By (A.41) we deduce
ε2∆(χwP)− V (x)χwP + f(χwP) = ε2∆wP − wP + f(wP) +O(ε2β)
ℓ∑
i=1
w
2/3
Pi
= f(wP)−
ℓ∑
i=1
τif(wPi) +O(ε
2β)
ℓ∑
i=1
w
2/3
Pi
uniformly for P ∈ Γε. Given P ∈ Γε, in the following we will make use of the following sets Aε,i
Aε,i =
{
x ∈ RN
∣∣∣wPi > aεβ}
where a > 0 is chosen such that, according to (A.43),
Aε,i ∩ Aε,j = ∅ ∀i 6= j.
Observe that
(A.45) wPj ≤ aεβ ≤ wPi on Aε,i for j 6= i.
Then, by using assumption (f1), we get∣∣∣f(wP)− τif(wPi)∣∣∣ ≤ CwσPi∑
j 6=i
wPj on Aε,i,
by which ∣∣∣f(wP)− τif(wPi)∣∣∣ ≤ Cεβ(β−σ)∑
j 6=i
(wPiwPj )
σw1−βPj ≤ Cεβ(β+σ)
∑
j 6=i
w1−βj on Aε,i.
On the other hand
|f(wPi)| ≤ C|wPi |1+σ ≤ Cεβ(β+σ)w1−βPi on RN \Aε,i,
|f(wP)| ≤ C
ℓ∑
j=1
|wPj |1+σ ≤ Cεβ(β+σ)
ℓ∑
j=1
w1−βPj on R
N \ ∪ℓj=1Aε,j .
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Since β(β + σ) < 2β we obtain the thesis. ✷
With the help of Lemma A.2 and Lemma A.3 we derive the following key energy estimate.
Proposition A.5. The following asymptotic expansions hold uniformly for P = (P1, . . . , Pℓ) ∈ Γε:
(A.46) Iε[χwP] =c1ε
N +
c2
2
εN
ℓ∑
i=1
M [Pi]
2 − 1
2
∑
i6=j
τiτj
∫
RN
f(wPi)wPjdx+ o(ε
N+2β),
∂
∂Pi
(
Iε[χwP]
)
= c2ε
NM [Pi]−
∑
j, j 6=i
τiτj
∂
∂Pi
(∫
RN
f(wPi)wPjdx
)
+ o(εN+β), i = 1, . . . , ℓ,
where the constants c1, c2 are given by
c1 =
ℓ
2
∫
RN
(|∇w|2 + w2)dx− ℓ ∫
RN
F (w)dx, c2 =
1
2
∫
RN
w2dx.
Proof. We begin by estimating the potential term: by (A.41) we derive
(A.47)
∫
RN
V (x)|χwP|2dx =
ℓ∑
i=1
∫
RN
V (x)|χwPi |2dx+
∑
i6=j
τiτj
∫
RN
V (x)χwPiχwPjdx
=
ℓ∑
i=1
V (Pi)ε
N
∫
RN
w2dx+
∑
i6=j
τiτjV (Pi)
∫
RN
wPiwPjdx+ o
(
εN+2β
)
=
ℓ∑
i=1
(
1 +
1
2
M [Pi]
2
)
εN
∫
RN
w2dx+
∑
i6=j
τiτj
∫
RN
wPiwPjdx+ o
(
εN+2β
)
uniformly for P ∈ Γε, where the last equality follows by assumption (V2) and (A.43).
Next we compute
(A.48)
ε2
2
∫
RN
|∇(χwP)|2dx−
∫
RN
F (χwP)dx =
ε2
2
∫
RN
|∇wP|2dx−
∫
RN
F (wP)dx + o(ε
N+2)
= ℓ
εN
2
∫
RN
|∇w|2dx− ℓεN
∫
RN
F (w)dx
+
ε2
2
∑
i6=j
τiτj
∫
RN
∇wPi∇wPjdx−
∫
RN
(
F (wP)−
ℓ∑
j=1
F (wPj )
)
dx+ o(εN+2)
uniformly for P ∈ Γε.
Combining (A.47) with (A.48), and using equation (1.3), we get
(A.49)
Iε[χwP] = c1ε
N +
c2
2
εN
ℓ∑
i=1
M [Pi]
2 +
1
2
∑
i6=j
τiτj
∫
RN
f(wPi)wPjdx
−
∫
RN
(
F (wP)−
ℓ∑
i=1
F (wPi)
)
dx+ o(εN+2β)
= c1ε
N +
c2
2
εN
ℓ∑
i=1
M [Pi]
2 − 1
2
∑
i6=j
τiτj
∫
RN
f(wPi)wPjdx−H(P) + o(εN+2β),
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uniformly for P ∈ Γε, where we have set
H(P) =
∫
RN
F (wP)dx −
ℓ∑
i=1
∫
RN
F (wPi)dx −
∑
i6=j
τiτj
∫
RN
f(wPi)wPjdx, P ∈ Γε.
Consider the sets Aε,i defined in Lemma A.4; by assumption (f1) we have
|H(P)| ≤
ℓ∑
i=1
∫
Aε,i
∣∣∣∣F (wP)− F (wPi)− f(wPi)∑
j 6=i
τiτjwPj
∣∣∣∣dx+ C ℓ∑
i=1
∫
RN\Aε,i
(
w2+σPi + w
1+σ
Pi
∑
j 6=i
wPj
)
dx.
By (A.45) we get∣∣∣F (wP)− F (wPi)− f(wPi)∑
j 6=i
τiτjwPj
∣∣∣ ≤ CwσPi ∑
j 6=i
w2Pj = C
∑
j 6=i
(wPiwPj )
σw2−σPj on Aε,i.
Taking into account of (A.43) and (A.45), the above inequalities imply H(P) = o(εN+2) uniformly for
P ∈ Γε. Then by (A.49) we obtain (A.46).
We now estimate the error term o(εN+2β) in (A.46) in the C1 sense. To this aim, fix i ∈ {1, . . . , ℓ}; by
definition we have ∂wP∂Pi = −τiχ∇wPi . Then, by using Lemma A.3, we can compute
τi
∂Iε[χwP]
∂Pi
= −〈I ′ε[χwP], χ∇wPi〉 = ∫
RN
(
ε2∆(χwP)− V (x)χwP + f(χwP)
)
χ∇wPidx
= c2τiε
NM [Pi] +
∫
RN
(
ε2
ℓ∑
j=1
τj∆wPj −
∑
j 6=i
τjχV (x)wPj + f(wP)
)
∇wPidx+ o(εN+β)
uniformly for P ∈ Γε. Since |∇wPi | ≤ Cε−1wPi , using (A.41) and (A.43), for i 6= j we have∫
RN
χV (x)wPj∇wPi dx =
∫
RN
wPj∇wPi + o(εN+β),
while
∫
RN
wPi∇wPidx = 12
∫
RN
∇w2Pidx = 0. Then, using (1.3) we arrive to
τi
∂Iε[χwP]
∂Pi
= c2τiε
NM [Pi] +
∫
RN
(
ε2
ℓ∑
j=1
τj∆wPj −
ℓ∑
j=1
τjwPj + f(wP)
)
∇wPidx+ o(εN+β)
= c2τiε
NM [Pi] +
∫
RN
(
f(wP)−
ℓ∑
j=1
τjf(wPj )
)
∇wPidx+ o(εN+β)
= c2τiε
NM [Pi] +
∑
j 6=i
τj
∫
RN
f ′(wPi)wPj∇wPidx+K(P) + o(εN+β)
uniformly for P ∈ Γε, where we have set
K(P) =
∫
RN
(
f(wP)−
ℓ∑
j=1
τjf(wPj )− f ′(wPi)
∑
j 6=i
τjwPj
)
∇wPidx.
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By assumption (f1) it follows
(A.50)
|K(P)| ≤
∫
Aε,i
∣∣∣∣f(wP)− τif(wPi)− f ′(wPi)∑
j 6=i
τjwPj
∣∣∣∣∣∣∇wPi ∣∣dx
+
∑
j 6=i
∫
Aε,j
∣∣f(wP)− τjf(wPj )∣∣∣∣∇wPi ∣∣ dx
+ C
ℓ∑
j=1
∫
RN\Aε,j
w1+σPj
∣∣∇wPi ∣∣+ C∑
j 6=i
∫
RN\Aε,i
wσPiwPj
∣∣∇wPi ∣∣dx.
Observe that
(A.51)
∣∣∣f(wP)− τif(wPi)− f ′(wPi)∑
j 6=i
τjwPj
∣∣∣∣∣∇wPi ∣∣ ≤ Cε−1∑
j 6=i
w1+σPj wPi = Cε
−1
∑
j 6=i
(wPiwPj )w
σ
Pj .
Next fix j 6= i: by (A.45) we have
(A.52) |f(wP)− τjf(wPj )|
∣∣∇wPi ∣∣ ≤ Cε−1wσPjwPi∑
k 6=j
wPk = Cε
−1(wPiwPj )
σw1−σPi
∑
k 6=j
wPk on Aε,j .
Inserting (A.51)-(A.52) into (A.50), and using (A.43) and (A.45), we deduce K(P) = o(εN+1) uniformly
for P ∈ Γε. Thus we have obtained
∂Iε[χwP]
∂Pi
= c2ε
NM [Pi] +
∑
j 6=i
τiτj
∫
RN
f ′(wPi )wPj∇wPidx+ o(εN+β)
= c2ε
NM [Pi]−
∑
j 6=i
τiτj
∂
∂Pi
∫
RN
f(wPi)wPjdx+ o(ε
N+β)
uniformly for P ∈ Γε, and the second part of the thesis follows. ✷
Appendix B. Lyapunov-Schmidt Reduction
In this appendix we carry out the reduction procedure sketched in Section 3. In particular we will
prove Lemma 2.1 and Proposition 2.2. A large part of the proofs follows in a standard way but we include
some details here for completeness.
B.1. The linearized equation. Consider the functions ZPi,n defined in Section 2. Observe that by
proceeding as in the proof of (A.41) we deduce
(B.53) ZPi,n = (1− ε2∆)
∂wPi
∂xn
+O(ε2β−1)w
2/3
Pi
= f ′(wPi )
∂wPi
∂xn
+O(ε2β−1)w
2/3
Pi
uniformly for P ∈ Γε. After integration by parts it is immediate to prove that
(B.54)
(
φ,
∂(χwPi)
∂xn
)
ε
=
∫
RN
φZPi,n dx ∀φ ∈ H1V (RN ),
then orthogonality to the functions
∂(χwPi )
∂xn
in H1V (R
N ) with respect to the scalar product (·, ·)ε is equiv-
alent to orthogonality to ZPi,n in L
2(RN ). Hence we easily get
(B.55)
∫
RN
ZPi,n
∂(χwPj )
∂xm
dx = δijδnmε
N−2
∥∥∥ ∂w
∂x1
∥∥∥2
H1(RN )
+ o(εN−2).
uniformly for P ∈ Γε (δij and δnm denoting the Kronecker’s symbols), where ‖v‖2H1(RN ) :=
∫
RN
(|∇v|2 +
|v|2)dx.
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Let µ ∈ (0, σ) be a sufficiently small number and introduce the following weighted norm:
(B.56) ‖φ‖∗,P := sup
x∈RN
( ℓ∑
i=1
wPi(x)
)−µ
|φ(x)|.
We first consider a linear problem: given P ∈ Γε and θ ∈ L2(RN ), find a function φ and constants αin
satisfying
(B.57)

LP[φ] = θ +
∑
i,n
αinZPi,n,
φ ∈ H2(RN ) ∩H1V (RN ),
∫
RN
φZPi,n dx = 0 for i = 1, . . . , ℓ, n = 1, . . . , N,
where
LP[φ] := ε2∆φ− V (x)φ + f ′(χwP)φ.
Lemma B.1. There exists a constant C > 0 such that, provided that ε is sufficiently small, if P ∈ Γε
and (φ, θ, αin) satisfies (B.57), then
|αin| ≤ C(ε1+σ‖φ‖∗,P + ε‖θ‖∗,P).
Proof. By multiplying the equation in (B.57) by
∂(χwPj )
∂xm
and integrating over RN , we get
(B.58)
∑
i,n
αin
∫
RN
ZPi,n
∂(χwPj )
∂xm
dx = −
∫
RN
θ
∂(χwPj )
∂xm
dx+
∫
RN
LP[φ]
∂(χwPj )
∂xm
dx.
First examine the left hand side of (B.58). By using (B.55)
(B.59)
∣∣∣∣∑
i,n
αin
∫
RN
ZPi,n
∂(χwPj )
∂xm
dx
∣∣∣∣ ≥ CεN−2|αjm|+ o(εN−2)∑
i,n
|αi,n|.
The first term on the right hand side of (B.58) can be estimated as
(B.60)
∫
RN
∣∣∣θ∂(χwPj )
∂xm
∣∣∣dx ≤ C‖θ‖∗,P ∫
RN
|∇wPj |dx ≤ CεN−1‖θ‖∗,P.
Finally, by using (B.53),∣∣∣∣ ∫
RN
LP[φ]
∂(χwPj )
∂xm
dx
∣∣∣∣ = ∣∣∣∣ ∫
RN
φ
[
− ZPj ,m + f ′(χwP)
∂(χwPj )
∂xm
]
dx
∣∣∣∣
≤ C‖φ‖∗,P
∫
RN
∣∣∣(f ′(wP)− f ′(wPj ))∂wPj∂xm
∣∣∣ dx+ CεN+2β−2‖φ‖∗,P
≤ Cε−1‖φ‖∗,P
∑
i6=j
∫
RN
wσPiwPj dx+ Cε
N+2β−2‖φ‖∗,P
≤ C‖φ‖∗,P(εN+2βσ−1 + εN+2β−2).
where last inequality follows from (A.43). Combining this with (B.58), (B.59) and (B.60), we achieve the
thesis. ✷
Now we prove the following a priori estimate for (B.57).
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Lemma B.2. There exists a constant C > 0 such that, provided that ε is sufficiently small, if P ∈ Γε
and (φ, θ, αin) satisfies (B.57), the following holds:
‖φ‖∗,P ≤ C‖θ‖∗,P.
Proof. We argue by contradiction. Assume the existence of a sequence εk → 0+, Pk ∈ Γεk and
(φk, θk, α
k
in) satisfying (B.57) such that
‖φk‖∗,Pk = 1, ‖θk‖∗,Pk = o(1).
By Lemma B.1 we deduce αkin = o(ε) for every (i, n), by which ‖θk +
∑
i,n α
k
inZPki ,n‖∗,Pk = o(1) and,
consequently,
(B.61) ‖ε2k∆φk − V (x)φk + f ′(χwPk)φk‖∗,Pk = o(1).
We claim that
(B.62) ‖φk‖L∞(∪ℓi=1BRεk (Pki )) = o(1) ∀R > 0.
Otherwise, we may assume that ‖φk‖L∞(BRεk (Pk1 )) ≥ c > 0 for some R > 0. By multiplying the equation
in (B.57) by φk and integrating by parts we immediately get that the sequence φk(εkx+P
k
1 ) is bounded
in H1(RN ). Therefore, possibly passing to a subsequence, φk(εkx + P
k
1 ) ⇀ φ0 weakly in H
1(RN ) and
a.e. in RN , and φ0 satisfies
∆φ0 − φ0 + f ′(w)φ0 = 0, |φ0(x)| ≤ wµ(x).
According to elliptic regularity theory we may assume φk(εkx + P
k
1 ) → φ0 uniformly on compact sets,
then ‖φ0‖∞ ≥ c. By assumption (f3) φ0 =
∑N
n=1 an
∂w
∂xn
. On the other hand for m = 1, . . . , N , using
(B.53), 0 =
∫
RN
φk(εkx+P
k
1 )ZPk
1
,m(εkx+P
k
1 )→
∑N
n=1 an
∫
RN
∂w
∂xn
(1−∆) ∂w∂xm = am‖ ∂w∂x1 ‖2H1(RN ), which
implies am = 0, that is φ0 = 0. The contradiction follows.
Hence we have proved (B.62), by which we immediately obtain∥∥f ′(χwPk)φk∥∥∗,Pk = o(1)
and, by (B.61),
‖ε2k∆φk − V (x)φk‖∗,Pk = o(1)
Observe that by (1.5), if we set Φk(x) =
1
2
(∑ℓ
i=1 wPik
)µ
, it follows that, provided that µ is chosen
sufficiently small, for every k:
ε2k∆Φk − V (x)Φk ≤ −
infRN V
2
Φk in R
N .
Then one has
ε2k∆(Φk ± φk)− V (x)(Φk ± φk) ≤ 0 in RN .
By the comparison principle it follows that Φk ±φk ≥ 0. Then we have |φk| ≤ 12
(∑ℓ
i=1 wPik
)µ
, by which
‖φk‖∗,Pk ≤ 12 , in contradiction with ‖φk‖∗,Pk = 1. ✷
Now we are in position to provide the existence of a solution for the system (B.57).
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Lemma B.3. For ε > 0 sufficiently small, for every P ∈ Γε and θ ∈ L2(RN ), there exists a unique pair
(φ, αin) solving (B.57). Furthermore
‖φ‖∗,P ≤ C‖θ‖∗,P, |αin| ≤ C(ε1+σ‖θ‖∗,P + ε‖θ‖∗,P).
Proof. The existence follows from Fredholm’s alternative. For every P ∈ Γε let us consider HP the closed
subset of H1V (R
N ) defined by
HP =
{
φ ∈ H1V (RN )
∣∣∣ (φ, ∂(χwPi)
∂xn
)
ε
= 0 ∀i = 1, . . . , ℓ, ∀n = 1, . . .N
}
.
Notice that, by (B.54), φ ∈ HP solves the equation LP[φ] = θ +
∑
i,n αinZPi,n if and only if
(B.63) (φ, ψ)ε −
∫
RN
f ′(χwP)φψdx = −
∫
RN
θψ dx ∀ψ ∈ HP.
Indeed, once we know φ, we can determine the unique αin from the linear system of equations∫
RN
f ′(χwP)φ
∂(χwPj )
∂xm
dx =
∫
RN
θ
∂(χwPj )
∂xm
dx+
∑
i,n
αin
∫
RN
ZPi,n
∂(χwPj )
∂xm
dx,
for j = 1, . . . , ℓ, m = 1, . . . , N, which is uniquely solvable according to (B.55). By standard elliptic
regularity, φ ∈ H2(RN ).
Thus it remains to solve (B.63). According to Riesz’s representation theorem, take KP(φ), θ ∈ HP
such that
(KP(φ), ψ)ε = −
∫
RN
f ′(χwP)φψ dx (θ, ψ)ε = −
∫
RN
θψ dx ∀ψ ∈ HP.
Then problem (B.63) consists in finding φ ∈ HP such that
(B.64) φ+KP(φ) = θ.
It is easy to prove that KP is a linear compact operator from HP to HP. Using Fredholm’s alternatives,
(B.64) has a unique solution for each θ, if and only if (B.64) has a unique solution for θ = 0. Let φ ∈ HP
be a solution of φ + KP(φ) = 0; then φ solves the system (B.57) with θ = 0 for some αin ∈ R. Lemma
B.2 implies φ ≡ 0. The remaining part of the Lemma follow by Lemma B.1 and Lemma B.2. ✷
B.2. Lyapunov-Schmidt Reduction. To complete the Lyapunov-Schmidt Reduction, it remains to
prove Lemma 2.1 and Proposition 2.2.
Proof of Lemma 2.1. We write the equation in (2.8) in the following form:
(B.65) LP[φ] = −Sε[χwP]−NP[φ] +
∑
i,n
αinZPi,n
and use contraction mapping theorem. Here
NP[φ] = f(χwP + φ)− f(χwP)− f ′(χwP)φ.
Consider the metric space BP = {φ ∈ L2(RN ) | ‖φ‖∗,P ≤ εη} endowed with the norm ‖ · ‖∗,P. Given φ1,
φ2 ∈ BP, by assumption (f1) we have
(B.66) ‖NP[φ1]−NP[φ2]‖∗,P ≤ Cεση‖φ1 − φ2‖∗,P.
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For every φ ∈ BP we define AP[φ] ∈ H2(RN ) ∩H1V (RN ) to be the unique solution to the system (B.57)
given by Lemma B.3 with θ = θP[φ] := −Sε[χwP]−NP[φ]. By (B.66), Lemma A.4, Lemma B.3
‖AP[φ]‖∗,P ≤ C‖θP[φ]‖∗,P ≤ C(εβ(β+σ) + ε(1+σ)η) < εη
at least for small ε, and hence AP[φ] ∈ BP. Moreover, since AP[φ1] − AP[φ2] solves the system (B.57)
with θ = −NP[φ1] +NP[φ2], by (B.66) and Lemma B.3 we also have that
‖AP[φ1]−AP[φ2]‖∗,P ≤ C‖NP[φ1]−NP[φ2]‖∗,P < ‖φ1 − φ2‖∗,P ∀φ1, φ2 ∈ BP, ∀P ∈ Γε,
i.e. the map AP is a contraction map from BP to BP. By the contraction mapping theorem, (2.8) has a
unique solution (φP, αin(P)) ∈ BP × RNℓ.
Finally, by multiplying the equation in (B.65) by φP and integrating over R
N we immediately obtain
(φP, φP)ε ≤ CεN+2η. By Lemma B.1 we get
|αin(P)| ≤ C(ε1+σ‖φP‖∗,P + ε‖θP[φP]‖∗,P) ≤ Cε1+η.
The fact that the map P ∈ Γε → φP ∈ H1V (RN ) is C1 follows from the Implicit Function Theorem.
See [3], for instance.
Proof of Proposition 2.2. We compute
Iε[χwP + φP] =
1
2
∫
RN
(
ε2|∇(χwP + φP)|2 + V (x)(χwP + φP)2
)
dx−
∫
RN
F (χwP + φP)dx
= Iε[χwP]−
∫
RN
Sε[χwP]φPdx+ 1
2
(φP, φP)ε
−
∫
RN
(
F (χwP + φP)− F (χwP)− f(χwP)φP
)
dx.
By Lemma A.4 we have |Sε[χwP]| ≤ εη
∑ℓ
i=1 w
1−β2
Pi
for small ε, while |F (χwP + φP) − F (χwP) −
f(χwP)φP| ≤ C|φP|2; hence, by using (2.10) we get
Iε[χwP + φP] = Iε[χwP] +O(ε
N+2)
uniformly for P ∈ Γε. (2.11) follows from Proposition A.5. Next, denoting by Pi,n the n-th component
of Pi, since
∂wP
∂Pni
= −τi ∂wPi∂xn , we compute
∂
∂Pi,n
Iε[χwP + φP] = −
∫
RN
Sε[χwP + φP]∂(χwP + φP)
∂Pi,n
dx
=
∂
∂Pi,n
Iε[χwP]− τi
(
φP,
∂(χwPi)
∂xn
)
ε
−
∫
RN
Sε[χwP + φP] ∂φP
∂Pi,n
−
∫
RN
(f(χwP + φP)− f(χwP))∂(χwP)
∂Pi,n
=
∂
∂Pi,n
Iε[χwP]−
∑
j,m
αjm(P)
∫
RN
ZPj ,m
∂φP
∂Pi,n
+ τi
∫
RN
(f(χwP + φP)− f(χwP))χ∂wPi
∂xn
.
Since
∫
RN
ZPj ,mφP dx = 0, by differentiation we get
2
(B.67)
∫
RN
ZPj ,m
∂φP
∂Pi,n
dx = −
∫
RN
∂ZPj,m
∂Pi,n
φP = O(ε
N+η−2),
2Observe that |
∂ZPj,m
∂Pi,n
| = δij |(V (x)− ε2∆)
`
∂
∂xn
`
χ
∂wPi
∂xm
´´
| ≤ Cε−2wPi by (1.5).
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by which, using Lemma 2.1,
(B.68)
∑
j,m
αjm(P)
∫
RN
ZPj ,m
∂φP
∂Pi,n
dx = O(εN+2η−1).
By assumption (f1) we have |f(χwP + φP)− f(χwP)− f ′(χwP)φP| ≤ C|φP|1+σ; consequently
(B.69)
∫
RN
(f(χwP + φP)− f(χwP)− f ′(χwP)φP)χ∂wPi
∂xn
= O(εN+η(1+σ)−1).
Finally, by (A.43) and (B.53),
(B.70)
∣∣∣∣ ∫
RN
f ′(χwP)φPχ
∂wPi
∂xn
∣∣∣∣ = ∣∣∣∣ ∫
RN
(
f ′(χwP)χ
∂wPi
∂xn
− ZPi,n
)
φPdx
∣∣∣∣
≤ Cεη
∫
RN
|f ′(wP)− f ′(wPi )|
∣∣∣∂wPi
∂xn
∣∣∣dx+ CεN+2β+η−1
≤ Cεη
∑
j 6=i
∫
RN
wσPj
∣∣∣∂wPi
∂xn
∣∣∣dx + CεN+2β+η−1 ≤ CεN+2βσ+η−1
where in the last inequality we have used (A.43). Combining (B.68)-(B.69)-(B.70), we deduce
∂
∂Pi,n
Iε[χwP + φP] =
∂
∂Pi,n
Iε[χwP] +O(ε
N+β(1+σ)2−1)
uniformly for P ∈ Γε. By applying Proposition A.5 we obtain (2.12), using that β(1+σ)2−1 > β thanks
to assumption (f1) if β is close to 1. ✷
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