Abstract-Nowadays all kinds of constraint solver support the same level of local consistency on all problems. The authors proposed a new adaptive pa rameterized consistency algorithm which adjusted the level of consistency depending on the depth of their supports in there domain. To this end, the authors gave the notion of the improved distance to the end of a value, which is the dynamic distance, and it reflected the current state of the assignment. If the size of the variable domain reached its given threshold or the ratio to the original size reached its given threshold, the constraint solving process used the stronger consistency technique to propagate the assigned value. The faster deletion of invalid value, the easier cause backtracking. It is more likely to find the problem as soon as possible. Finally the authors carry on the experiments on some benchmark instances, the results showed that the new algorithm can outperform original parameterized consistency algorithm on many problems and is a promising method.
INTRODUCTION
Constraint programming (CP) is a powerful paradigm for solving combinatorial search problems that draws on a wide range of techniques from artificial intelligence, computer science, databases, programming languages, and operations research. Constraint programming is currently applied with success to many domains, such as scheduling, planning, vehicle routing, configuration, networks, and bioinformatics [1] . Constraint satisfaction problems (CSPs) are the central problems in CP, which are mathemat ical problems defined as a set of objects whose state must satisfy a number of constraints or limitations. CSPs represent the entities in a problem as a homogeneous collection of fin ite constraints over variables, which were solved by constraint satisfaction methods. CSPs are the subject of intense research in both art ificial intelligence and operations research, since the regularity in their formulat ion provides a co mmon basis to analyze and solve problems of many unrelated families. CSPs often exhibit h igh co mplexity, requiring a co mbination of heuristics and combinatorial search methods to be solved in a reasonable time.
Backt racking and constraint propagation are two main and basic constraint solving methods [1] . Arc consistency is the oldest and most famous way of constraint propagation. It can be used to prune infeasible values in the preprocessing and backtracking phase. Arc consistency is the standard level of consistency supported in constraint solvers. In addition, several other local consistencies stronger than arc consistency have been proposed, such as max restricted path consistency [3] or singleton arc consistency [4] and their variants [6, 7, 8] . Unfortunately, these new consistency techniques do not play the important role in current constraint solvers because of the high co mputational cost of maintain ing them during search.
Stergiou [9] found that choosing the right level o f local consistency for solving a problem required making the trade-off between the ab ility of removing inconsistent values and the cost of the algorithm. And he also suggested take advantage of the power of strong consistencies to reduce the search space while avoid ing the high maintain ing cost in the whole netwo rk. His paper presented a heuristic approach based on the monitoring of propagation events to dynamically adapt the level of local consistency (arc consistency or max restricted path consistency) to individual constraints. This pruned more values than arc consistency and less than max restricted path consistency, but it was more efficient than the arc consistency and max restricted path consistency.
Recently, Balafrej [10] proposed an original
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parameterized consistency method. The paper introduced the notion of stability of values for arc consistency, a notion based on the depth of their supports in their do main. The technique allowed defining levels of local consistency of increasing strength between arc consistency and a given strong local consistency. It has instantiated the generic parameterized consistency approach to max restricted path consistency. The experiments showed that the parameterized consistency technique is viable and adapting the level of local consistency during search using the parameterized consistency is a promising approach that can outperform both MAC and a strong local consistency on many problems. In this paper the authors define the notion of the improved distance to end of a value. It was the improved notion of the notion in the Balafrej's paper. The authors have observe that the distance to end of a value keeping the same value during the whole constraint solving process, it can't reflect the accurate informat ion guiding the weak or strong consistencies enforcement. The improved distance to end of a value and corresponding thresholds resulted the new p-maxRPC imp algorithm could enforce the strong consistency when needed, so it could increase the constant solving efficiency. The experiments results showed that the new proposed method was more efficient than the original algorithm.
The remainder of this paper is structured as followes. In Section 2, the authors introduced the background of the CSP and constraint propagation. In section 3, the authors discussed the parameterized consistency notion and the algorithm. In Section 4, the authors define the notion of the improved distance to end of a value and presented the pmaxRPC imp algorithm. In Section 5, the authors gave the results and analysis of the experiments. In Section 6, the authors brief summarized the whole paper and pointed out the future work.
II. BACKGROUND
A constraint network N is defined as set of n variables X={x 1 ,x 2 , … ,x n }, a set of ordered domain D={D(x 1 ),D(x 2 ), … ,D(x n )},and a set of e constraints The problem of finding the solution of a constraint network is called constrain solving, and it is NP-complete. The basic solving method is backtrack search combined with the some level of consistency.
III. PARAMETERIZED CONSISTENCY
Parameterized consistency was based on the concept of stability of values. Balafrej introduce the notion of the distance to end of a values in a domain.This captured how far a value was fro m the last in its domain. In the following, the definition and the theorem came from [10] .
Definit ion 1.(Distance to end of a value).The distance to end of a value v i D(x i ) is the ratio 
Where, D cu (x i ) is the current domain of x i . During the process of solving the variable universe, the authors have the priority to imp lement the princip le of priority in the process of the current domain size to reach a certain limit. According to the experimental data summarized the threshold set to a and b. That |D cu (x j ) |≤a or |D cu (x i ) / |D o (x i ) | ≤ b, the b is measure the current on the domain size of the standard, the current on the domain size and initial on the domain size, the ratio is less than beta determine when the domain of the variable value up to standard, does not have to perform comparison (x i , v i ) with P, direct use of strong consistency checking algorithm, thus ensuring more backtracking to the premise with minimal overhead were judged. Therefore, it is easier to produce a dead node so as to lead to backtracking and improve the efficiency of solving. The fo llowed were the pseudo code of p-maxRPC3 i mp algorithms. All the instances in TABLE I are belong to the SAT (satisfaction type), where each instance including 100 variables and 900 constraints. The experiments showed that the improved algorithms have advantage both in solving time and visited nodes. Compared with the classical maxRPC algorithm, the adaptive version of maxRPC algorith ms were not as good as the classical maxRPC on the most instances. It showed that the adaptive version algorithm increase the computational cost though they decreased the strong consistency cost. The authors could observe the data about p-maxRPC, apc-maxRPC, ap x-maxRPC algorith m, and could find that apx-maxRPC was the best one.It was because that this algorithm adjusted threshold p using variable-based method, the value of p became bigger and bigger with the domain reduced, thus it enforced strong consistency more frequently and got the solution more quickly.The improved p-maxRPC, apc-maxRPC, ap x-maxRPC had stable advantage both on the CPU time and number of the visited node. The execution time is generally less than the original algorith ms, and the number of nodes is the same as those of the original algorithms.
In the original three parameters of the algorithm can be seen based on the adaptive variable is a absolute advantage, the reasons above have given analysis. By comparison, the new three parameter ap x-maxRPC imp algorithm is more efficient than the algorithm based on variable in the same optimization algorithm. Although the overall execution time is less than before optimization, most of the algorithms and the visit to the number of nodes is minimized, but ap x-maxRPC imp in based on the method of adaptive variable optimizat ion is not perfect. This is mainly because the idea is to optimize the value of the idea is to update the value of the end of the distance, while the variable is also the variable adaptive and it is worth to cut and continue to change. Based on the variation of the threshold parameters of the variable is by all variables where the median constraint deletion caused, but terminal distance changes indeed within the limited scope changes, this range is the initial do main size. Therefore, change from the end of distance speed to change the parameters of the threshold p value range. The imp lementation of the algorithm is less than the value of the p value of the implementation of the strong compatibility check. In front of the initial domain value because of distance is greater than the threshold; it is not strong compatibility check. However, due to the rapid increase of P value, it is not required to perform the strong compatibility check of the value of the end of the scale is less than P, which makes a partial value of the early implementation of the strong compatibility check. As a result, the strong consistency checks led to the increase in the implementation of the time.
VI. CONCLUSIONS State-of-the-art constraint solvers uniformly maintain the same level of local consistency on all the instances.
The authors proposed a new parameterized local consistency based on the notion of the improved distance to the end of a value, which is the dynamic distance, and it reflected the current state of the assignment. If the size of the variable do main reached its given threshold or the ratio to the original size reached its given threshold, the constraint solving process used the stronger consistency technique to propagate the assigned value. The faster deletion of invalid value, the easier cause backtracking. It is more likely to find the problem as soon as possible. Finally the authors carry on the experiments on some benchmark instances, the results showed that the new algorithm can outperform original parameterized consistency algorithm on many problems and is a promising method.
