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1. INTRODUCTION
The human brain is among the most complex systems known to man. In neuroscience
research, countless number of studies have attempted to comprehend the mechanism
of brain functions through detailed analysis of neuronal excitability and synaptic
transmission. Many theories of brain functions have been proposed over the last
century. Only in the last few years has it become feasible to capture simultaneous
responses from large enough numbers of neurons to empirically test those
long-standing hypotheses about brain function. However, most neuro-scientific
experiments have resulted in massive datasets, in a form of multi-dimensional time
series data. These data contain both spatial and temporal properties of brain functions.
Making sense of such massive data requires very efficient and sophisticated
techniques that are capable of capturing both spatial and temporal properties
simultaneously. Current research studies in data mining and classification are mostly
focused on the data with only spatial or temporal properties. In addition, very few
studies in quantitative neuroscience are not tailored to exploit both spatial and
temporal properties of this relentless flood of information.
In this study, epilepsy will be a case point. Epilepsy is the second most common brain
disorder after stroke, yet the most devastating one. The most disabling aspect of epilepsy is
the uncertainty of recurrent seizures, which can be characterized by a chronic medical
condition produced by temporary changes in the electrical function of the brain. Most
epilepsy studies employ electroencephalograms (EEGs) as a tool for capturing the electrical
changes and evaluating physiological states (normal and abnormal) of the brain. Although
EEGs offer excellent spatial and temporal resolution of brain activity, EEG data are so
enormous, in a form of long-term multi-dimensional time series, that neuroscientists
understand very little about the dynamical transitions to neurological dysfunctions of
seizures. A necessary first step to advance epilepsy research is to develop a seizure
prediction/warning system. Therefore, the main goal of this study to employ techniques in
data mining and optimization to discover seizure-precursor patterns encrypted in the
enormous EEGs. In order to validate the reliability of a seizure prediction/warning system,
one has to test the hypothesis that the EEGs during the normal period differ from the EEGs
during the seizure-precursor. This will, in turn, lead to a classical classification problem.
However, the data used in this classification problem has spatio-temporal properties. We
herein propose an efficient and effective spatio-temporal data mining/classification method
for multi-dimensional time series classification of brain activity.
The organization of the succeeding sections of this paper is as follows. The
background of this work including classification techniques in the literature and previous
studies in seizure prediction and classification will be discussed in Sec. 2. Subsequently
in Sec. 3, basic concepts and standard classification procedure of support vector
machines are discussed. The methods employed in this study including the quantification
of the brain dynamics, the EEG data acquisition, the support vector machines with dynamic
ISSN 0023-1274. Êèáåðíåòèêà è ñèñòåìíûé àíàëèç, 2008, ¹ 1 159
1Research was partially supported by Rutgers Research Council grant-202018, the NSF grants
CCF-0546574, DBI-980821, EIA-9872509, CCF 0546574, and NIH grant R01-NS-39687-01A1.
 W.A. Chaovalitwongse, P.M. Pardalos, 2008
time warping kernel are given in Sec. 4. The design of experiments and the details of the
empirical study are described in Sec. 5. The results on the statistical evaluation and the
performance characteristics of the proposed classification method are provided in Sec. 6.
The concluding remarks and future works are then later discussed in Sec. 7.
2. BACKGROUND
In this section, we give an overview of classification techniques in the literature. We
will subsequently focus on optimization-based classification techniques like support
vector machines. Later in this section, we give a brief background about epilepsy and
the significance of this work to epilepsy research.
2.1. Classification Techniques. Generally, classification techniques are
combinatorial in nature as they are involved with discrete decisions. Thus, classification
problems can be naturally posted as discrete optimization problems [3, 6, 15, 18, 19, 22,
34]. There have been enormous number of optimization techniques for classification
problems developed during the past few decades including classification tree, support
vector machines (SVMs), linear discriminant analysis, logic regression, least squares,
nearest neighbors, etc. Most optimization methods in classification have been applied to
SVMs. A number of linear programming formulations for SVMs have been used to
explore the properties of the structure of the optimization problem and solve large-scale
problems [5, 35]. The SVM technique proposed in [35] was also demonstrated to be
applicable to the generation of complex space partitions similar to those obtained by C4.5
[39] and CART [7]. Current SVM research mainly focuses on extending SVMs to
multi-class problems [20, 31, 45]. Nevertheless, there have been very few studies in the
literature that address the use of SVMs for time series classification. Moreover, most of
the existing studies are only focused on pattern recognition and similarity search [12,
13, 17, 29, 27, 28] or the use of kernel functions for single time series transformation like
speech recognition [47, 43, 50, 4, 52].
Multi-dimensional time series classification (MDTSC) has to deal with massive time
series data with both spatial and temporal properties (e.g., EEGs). However, to our
knowledge, almost all of SVM studies only address either spatial or temporal
classification problem. None of current SVM studies attempts to simultaneously consider
both problems. In this study, a novel SVM approach for MDTSC is developed based on
the improved kernel of finding a separating plane of SVMs in time series sample as well
as the idea of projecting the data from the temporal properties. This technique represents
a bridge between the parametric techniques that require a priori knowledge of the
distributions underlying the data and nonparametric techniques, which presuppose the
functional form of the discriminant surfaces separating the different pattern classes.
2.2. Epilepsy Research. Epilepsy will be a case in point in this proposal. Epilepsy is
the second most common brain disorder, currently afflicting at least 2 million Americans.
The diagnosis and treatment of epilepsy is complicated by the disabling aspect that
seizures occur spontaneously and unpredictably. A major epilepsy research lies in the
study of how neuronal circuitries of the brain support these electrical changes. Most
epilepsy studies use EEGs as a tool for capturing the electrical changes and evaluating
physiological states (normal and abnormal) of the brain. Although EEGs have been
widely used for the past few decades, neuro-scientists understand very little about the
dynamical transitions to neurological dysfunctions of seizures [21]. In some types of
epilepsy (e.g., focal or partial epilepsy), there is a localized structural change in neuronal
circuitry within the cerebrum which produces organized quasi-rhythmic discharges,
which spread from the region of origin (epileptogenic zone) to activate other areas of the
cerebral hemisphere. The development of the epileptic state can be considered as changes
in network circuitry of neurons in the brain that produce changes in voltage potential,
which can be captured by EEG recordings. These changes are reflected by wriggling
lines along the time axis in a typical EEG recording. A typical electrode montage for
intracranial EEG recordings in our study is shown in Fig. 1. The 10-second EEG profiles
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during the normal and pre-seizure periods of patient 1
are illustrated in Figs. 2a and 2b. The EEG onset of a
typical epileptic seizure is illustrated in Fig. 2c. Fig. 2d
shows the post-seizure state of a typical epileptic
seizure, respectively.
2.3. Seizure Prediction and Brain Activity
Classification. If seizures could be predicted, it would
lead to the development of completely novel diagnostic
and therapeutic advances in controlling epileptic
seizures. This will tremendously improve the quality of
life for those patients who currently suffer from
epilepsy. There is growing evidence that human epileptic
seizures are preceded by physiological changes that are
reflected in the dynamical characteristics of the EEG
signals. Our group reported pre-seizure convergence of
STLmax values (calculated from intracranial or scalp
electrode EEG recordings) which occurred tens of
minutes prior to epileptic seizures [24]. Subsequently,
Elger and Lehnertz [14, 32] reported reductions in the
effective correlation dimension (D
2
eff , a measure of the
complexity of the EEG signals) that were more
prominent in pre-seizure EEG samples than at times more distant from a seizure. They
estimated that a detectable change in dynamics could be observed at least 2 minutes
before a seizure in most cases [14]. Martinerie and coworkers [36] also reported
significant differences between dimension measures obtained in pre-seizure versus normal EEG
samples. They found an abrupt decrease in dimension during the pre-seizure transition. This
study also employed relatively brief (40 minutes) samples of pre-seizure and normal data. More
recently, this group reported changes in brain dynamics obtained from scalp electrode
recordings of the EEG. By comparing pre-seizure EEG samples to a reference sample selected
from normal data, they found evidence for dynamical changes that anticipated temporal lobe
seizures by periods of up to 15 minutes [40]. Recently, Litt and coworkers [33] reported sus-
tained bursts of energy in some EEG channels visually selected by one of the investigators.
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Fig. 1. Inferior transverse views of the
brain, illustrating approximate depth
and subdural electrode placement for
EEG recordings are depicted. Sub-
dural electrode strips are placed over
the left orbitofrontal (LOF), right
orbitofrontal (ROF), left subtemporal
(LST), and right subtemporal (RST)
cortex. Depth electrodes are placed in
the left temporal depth (LTD) and
right temporal depth (RTD) to record
hippocampal activity.
Fig. 2. Twenty-second EEG recordings of (a) normal activity (b) pre-seizure activity (c) seizure onset activity
(d) post-seizure activity from patient 1 obtained from 32 electrodes. Each horizontal trace represents the volt-
age recorded from electrode sites listed in the left column (see Fig. 1 for anatomical location of electrodes).
c d
a b
During the past decade, seizure predictability has been demonstrated through the
above-mentioned studies including our previous studies in [9,10,25,38]. These studies
were motivated by mathematical models used to analyze multidimensional complex
systems (e.g., neuronal network in the brain) based on the chaos theory and optimization
techniques. The results of those studies demonstrated that a seizure is essentially a
reflecting transition of progressive changes of hidden dynamical patterns in EEG. Such
transitions have been shown to be detectable through the quantitative analysis of the
brain dynamics [9,10,38]. However, in order for one to validate the seizure predictability,
one would have to demonstrate, qualitatively and quantitatively, that the normal EEGs
differ from the pre-seizure (abnormal) EEGs. The discriminant ability to differentiate and
classify a pre-seizure EEG signal is logically a prerequisite and a necessary first step of
seizure prediction/warning development. Thus far, to our knowledge, none of current
epilepsy studies in the literature is undertaken to test this hypothesis. Our group has
attempted to apply data mining techniques using hidden dynamical characteristics to
differentiate normal and pre-seizure EEGs [11].
3. SUPPORT VECTOR MACHINES (SVMs)
In this section, we discuss some basic concepts of SVMs. Then, we explain a general
classification procedure of SVMs. Later, we address the use of kernel functions, the
most widely used trick of SVMs.
3.1. Basic Concepts. SVMs is one of the classification techniques widely used in
practice. The essence of support vector machines is to construct separating surfaces that
will minimize the upper bound on the out-of-sample error. In the case of one linear
surface (plane) separating the elements from two classes, this approach will choose the
plane that maximizes the sum of the distances between the plane and the closest elements
from each class (i.e., the “gap” between the elements from different classes). The
mathematical definition of support vector machines can be described as follows. Let all
the data elements be represented as n-dimensional vectors (or points in the n-dimensional
space), then these elements can be separated geometrically by constructing the surfaces
that serve as the “borders” between different groups of points. One of the common
approaches is to use linear surfaces (planes) for this purpose, however, different types of
nonlinear (e.g., quadratic) separating surfaces can be considered in certain applications.
Note that, in practice, it is not possible to find a surface that would “perfectly” separate
the points according to the value of some attribute. In other words, data points with
different values of the given attribute may not necessarily lie at the different sides of the
surface. However, in general, the number these errors should be small enough. The
classification problem of support vector machines can be represented as the problem of
finding geometrical parameters of the separating surface(s). As it will be described
below, these parameters can be found by solving the optimization problem of minimizing
the misclassification error for the elements in the training dataset (so-called “in-sample
error”). After determining these parameters, every new data element will be automatically
assigned to a certain class, according to its geometrical location in the elements space.
The procedure of using the existing dataset for classifying new elements is often called
“training the classifier” (and the corresponding dataset is referred to as the “training
dataset”). It means that the parameters of separating surfaces are “tuned” (or, “trained”)
to fit the attributes of the existing elements to minimize the number of errors in their
classification. However, a crucial issue in this procedure is not to “overtrain” the model,
so that it would have enough flexibility to classify new elements, which is the primal
purpose of constructing the classifier. An example of hyperplanes separating the brain’s
pre-seizure, normal, and post-seizure states is illustrated in Fig. 3.
3.2. SVMs Mathematical Formulation. The main idea of applying SVMs to the
classification of EEG time series is to embed EEG data (both normal and pre-seizure)
into higher dimensional space and try to find a hyperplane to separate the data. The
problem can be formally defined as follows. Let all the EEG data samples be represented
162 ISSN 0023-1274. Êèáåðíåòèêà è ñèñòåìíûé àíàëèç, 2008, ¹ 1
as n-dimensional vectors (or
points in the n-dimensional
space). A very common SVM
approach is to find a plane
which would separate all the
vectors (points) in the
n-dimensional space defined
in A from the vectors in B. If
a plane is defined by the
standard expression xT   ,
where    ( ,... , )1 n
T is
an n-dimensional vector of
real numbers, and  is a
scalar, then this plane will
separate all the elements from
A and B. Thus, the discrimination rules can be formulated as an optimization problem to
determine vectors  and  such that the separating hyperplane defines two open half
spaces,
{ | , }x x xn T R  
and
{ | , }x x xn T R   ,
which contain most data points in A and B respectively. However, in practice it is
usually not possible to perfectly separate two sets of elements by a plane. For this
reason, one should try to minimize the average measure of misclassifications. The
violations of these constraints are modeled by introducing nonnegative variables u
and . The most common mathematical model for SVMs that minimizes the total
average measure of misclassification errors is given by:
min
, , ,  

u
i
i
m
j
j
k
m
u
k
1 1
1 1 
 
 (1)
s.t. A u e e  	  , (2)
A e e  
  
 , (3)
u 	 	0 0,  . (4)
As one can see, this is a linear programming problem, and the decision variables
here are the geometrical parameters of the separating plane  and , as well as the
variables representing misclassification error u and . Although in many cases this type of
problems may involve high dimensionality of data, they can be efficiently solved by
available LP solvers, for instance Matlab, Xpress-MP, or CPLEX.
3.3. Time Series Kernel Functions. In this section, we will discuss the use of
kernel functions in time series classification, one of the most widely used technique in
SVM learning. Generally, kernel functions are used to extend the decision functions of
SVMs to the nonlinear separation case. The main idea of kernel functions is to map the
data from the input space X into a high dimensional feature space  by a function
 X: 
and solving the linear learning problem to find a separating hyperplane in . The
actual kernel function  does not need to be known, it suffices to have a kernel
function k, which calculates the inner product in the feature space
k x y x y( , ) ( ) ( )   .
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Fig. 3. Example of hyperplanes separating different brain’s states.
The kernel function can be viewed as a similarity (distance) measure in the input
space [46]. The similarity between the samples x and y can be shown as the kernel
function k x y( , ) as the following:
d x y x y k x x k x y k y y2 2 2( , ) ( ( ) ( )) ( , ) ( , ) ( , ) 
  
   .
3.3.1. Linear Kernel. The most simple kernel function is the linear kernel,
k x y x y( , )   . The decision function takes the formula, f x wx b( )   . In time series
prediction, the linear kernel can be interpreted as an statistical autoregressive model of
the order k (AR[k]). This can be shown by x f x x w x bT T T k t T t
t
k
  

 
 



( ,... , )1
1
. The
interpretation of this kernel function is that the time series are considered to be similar if
they are generated by the same AR-model.
3.3.2. Radial Basis Function Kernel. Another commonly used kernel function is
the radial basis function (RBF) kernel, k x y x y ( , ) exp( ) 
 

2
. The similarity of two
samples in the RBF kernel can be interpreted as their euclidian distance. In time series
prediction, the RBF kernel, in turn, has a parallel in the phase space representation. This
can be explained as follows. Assume the time series is generated by a function f such
that x f x xT T T k 
 
( ,... , )1 . If one takes the time series x1 ,... , x xk N,... , and plots it in
the (k  1)-dimensional phase space. It can be easily observed that the resulting plot is a
part of the graph of f , so the function f can be estimated from the time series. Especially,
assuming that the function is linear and the time series is generated by
x f x xT T T k 
 
( ,... , )1 , where  is a Gaussian noise. Clearly, the time series model is
AR[1]) and it can be shown that most of the time series data points lies in an ellipsoid
defined by the mean of the time series and the variance of . The interpretation of this
kernel function is that the time series are considered to be similar in means of the
euclidian distance in the phase space.
3.3.3. Fourier Kernel. Fourier transform is among the most common transformation in
time series analysis. The Fourier kernel function is advantageous when the information or
pattern of the time series does not lie in the individual values at each time point but in the
frequency of some events. The inner product of the Fourier expansion of two time series can be
directly calculated by the regularized kernel function, k x y
q
q x y q
F ( , )
( cos ( ))




 
 
1
2 1 2
2
2
,
where 0 1 q and X n [ , ]0 2 [49].
4. METHODS
In this section, we describe the methods used in each step of multi-dimensional EEG
classification starting from quantifying the brain dynamics from EEG signals to
implementing the dynamic time warping kernel with SVMs to analyze the
multidimensional time series of the brain dynamics.
4.1. Quantification of the Brain Dynamics. Quantification of the brain dynamics
from EEGs in this study is suitable to the investigation of a nonstationary system such as
the brain because it is capable of automatically identifying and appropriately weighing
existing transients in the data. This technique is motivated by mathematical models from
chaos theory used to characterize multi-dimensional complex systems and reduce the
dimensionality of EEGs [1, 26, 37, 42, 48]. To quantify the brain dynamics, we divide
EEG signals into sequential 10.24-second epochs (non-overlapping windows) to properly
account for possible nonstationarities in the epileptic EEG. For each epoch of each
channel of EEG signals, we estimate the measures of chaos to quantify the chaoticity of
the attractor. These measures include Short-Term Maximum Lyapunov Exponent and
Angular Frequency. A chaotic system like human brain is a system in which orbits that
originate from similar initial conditions or nearby points in the phase space diverge
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exponentially in expansion process. The rate of divergence is an important aspect of the
dynamical system and is reflected in the value of Lyapunov exponents and Angular
Frequency. In other words, the Lyapunov exponents and Angular Frequency measure the
average uncertainty along the local eigenvectors and phase differences of an attractor in the
phase space, respectively. Next, we will give a short overview of mathematical models
used in the estimation of the Short-Term Maximum Lyapunov Exponent and Angular
Frequency from EEG signals.
4.1.1. EEG Time Series Embedding. In the study of the brain dynamics, the initial
step in analyzing the dynamical properties of EEG signals is to embed it in a higher
dimensional space of dimension p, which enables us to capture the behavior in time of
the p variables that are primarily responsible for the dynamics of the EEG. We can now
construct p-dimensional vectors X t( ) , whose components consist of values of the
recorded EEG signal x t( ) at p points in time separated by a time delay. Construction of
the embedding phase space from a data segment x t( ) of duration T is made with the
method of delays. The vectors X i in the phase space are constructed as:
X x t x t x t pi i i i   
( ( ), ( )... ( ( )* )) 1 ,
where  is the selected time lag between the components of each vector in the phase
space, p is the selected dimension of the embedding phase space, and t T pi  
 
[ , ( ) ]1 1  .
The vectors X i in the phase space are illustrated in Fig. 4.
4.1.2. Estimation of Short-Term Maximum Lyapunov Exponent (STLmax ). The
method for estimation of STLmax for nonstationary data (e.g., EEG time series) is
previously explained in [23, 51]. In this section, we will only give a short description and
basic notation of our mathematical models used to estimate STLmax . First, let us define
the following notation:
— t is the evolution time for X i j, , that is, the time one allows X i j, to evolve in
the phase space. If the evolution time t is given in second, then L is in bits per second.
ISSN 0023-1274. Êèáåðíåòèêà è ñèñòåìíûé àíàëèç, 2008, ¹ 1 165
Fig. 4. Diagram illustrating an EEG epoch embedded in phase space for the quantification of brain dynamics:
assume p  4. The fiducial trajectory, the first three local Lyapunov exponents (L1, L2, L3), is shown.
— t0 is the initial time point of the fiducial trajectory and coincides with the time
point of the first data in the data segment of analysis. In the estimation of STLmax , for a
complete scan of the attractor, t0 should move within [ , ]0 t .
— N a is the number of local STLmax ’s that will be estimated within a duration T
data segment. Therefore, if Dt is the sampling period of the time domain data,
T N D N t pt a 
   
( ) ( )1 1 .
— X t i( ) is the point of the fiducial trajectory 	 t X t( ( ))0 with t t i ,
X t x t( ) ( ( ),...0 0 x t p( ( )* ))0 1 
  , and X t j( ) is a properly chosen vector adjacent to
X t i( ) in the phase space.
— X i j, ( )0  X t i( )
 X t j( ) is the displacement vector at t i , that is, a perturbation
of the fiducial orbit at t i , and X ti j, ( )  X t ti( ) 
 X t tj( )  is the evolution of
this perturbation after time t.
— t t i ti   
0 1( )*  and t t j tj   
0 1( )*  , where i N a[ , ]1 and j N[ , ]1 with
j i .
STLmax is defined as the average of local Lyapunov exponents in the state space and
can be calculated by the following equation:
STL
N ta i
N a
max log


1
2
1
| ( )|
| ( )|
,
,


X t
X
i j
i j

0
.
4.1.3. Estimation of Angular Frequency (). Similar to the estimation of STLmax ,
the estimation of the Angular Frequency, , is motivated by the representation of a state as
a vector in the state space.  is merely an average uncertainty along the phase differences
of an attractor in the phase space. First, let us define the difference in phase between two
evolved states X t i( ) and X t ti( )  as i . Then, denoting with () the average of the
local phase differences i between the vectors in the state space, we have
 


1
1N a i
N a
i ,
where N a is the total number of phase differences estimated from the evolution of
X t i( ) to X t ti( )  in the state space, according to



i
i i
i i
X t X t t
X t X t t

 
 
arccos
( ) ( )
( ) ( )
.
Then, the average angular frequency  is defined as
 



t
 .
If t is given in second, then  is given in rad/sec. Thus, while STLmax measures
the local stability of the state of the system on average,  measures how fast a local state
of the system changes on average (e.g., dividing  by 2, the rate of the change of the
state of the system is expressed in sec
 1 Hz).
4.2. Dynamic Time Warping Kernel. Give two time series (or vector sequences) X
and Y of equal length | | | |X Y n  , pattern similarity is determined by aligning time series
X with time series Y with the distortion of alignment D X Yalign ( , ) . Dynamic time
warping (DTW) is used to compute the best possible alignment warp between two time
series by selecting the one with the minimum distortion. In other words, The DTW distance
is a distance measure (or similarity measure) between two time series by computing the
best possible alignment or the minimum mapping (aligning) distance between two time
series. In this study, all our EEG data samples are equal in length; however, the DTW can
be extended to the case where the lengths of the two time series are not equal. DTW has
been widely used in many contexts including data mining [30, 2], gesture recognition [16],
robotics [44], speech processing [41, 47, 50], and medicine [8].
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The problem of calculating the DTW
distance can be solved by a dynamic
programming approach. The basic
concept can be described as follows. First,
construct an alignment in an n n matrix
so that each vector (data points) in X is
matched with a corresponding vector in
Y . Typically, the Euclidean distance is
used as the local distance between two
vectors, d x y x yi j i j( , ) ( ) 

2 , where
the (ith, jth) element of the matrix is the
distance d x yi j( , ) between the ith point
of time series X , and the jth point of time
series Y . Then, we construct a warp path
W w wK 1 , ... , , where K is the length of
the warp path and max(| | , | | )X Y 
  K X Y| | | | . The kth element of the warp path represents the matching point of two
time series, w i jk  ( , ) , where ( , )i j corresponds to index i from time series X , and index
j from time series Y (see Fig. 5). The warp path must start at the beginning of each time
series and finish at the end of both time series. In other words, the path starts from the
beginning of each time series, w1 1 1 ( , ) , and finishes at the end of both time series,
w n nK  ( , ) . The warp path can actually be calculated in reverse order starting at the end
of both time series. There is also a constraint on the warp path that forces indices i and j
to be monotonically increasing in the warp path; that is, w i jk  ( , ) and w i jk   1 ( , )
where i i i    1 and j j j    1. Note that there can be an exponential number of
warping paths that satisfy the above conditions. However, the optimal warp path is the
one with a minimum warping (distortion) cost defined by
D X Y
K
d w wki kj
k
K
align ( , ) min ( , )


1
1
.
In a dynamic programming approach, the warp path must either be incremented by
one unit (adjacent) or stay at the same i or j axes. Therefore, we only need to evaluate the
recurrence of the cumulative distance found in the adjacent elements:
D i j d x y
D i j
D i j
D i j
i j( , ) ( , ) min
( , ),
( , ),
( , ).
 





 



1
1
1 1



4.3. SVMs with DTW Kernel. The essence of the SVMs framework with DTW
kernel in this application can be described as follows. Based on the concept of DTW, one
employ a Euclidean distance measure to find the optimal path that minimizes the
accumulated distance of the warping path. The SVMs with DTW uses inner product or
kernel function to find the optimal path that maximize the accumulated similarity (or
minimize the distance) as follows:
k x y
M
m k x yDTW k k
k
L
I J
I J
( , ) max ( )
,
( ) ( )



 
 


 

1
1
, (5)
s.t. 1 1   
 
I k I k L( ) ( ) , (6)
1 1   
 
J k J k L( ) ( ) , (7)
where L X Y | | | | , 
 I k( ) and 
J k( ) are linear warping functions, m k( ) is a
nonnegative (path) weighting coefficient, and M
 is a (path) normalizing factor [47].
The linear discriminant function of SVMs with DTW kernel for time series
classification can be then expressed the same way as the original linear SVMs
function except using the DTW kernel. It is important to note that, in our case, we
have multiple time series; therefore, the similarity of the DTW kernel will be based
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Fig. 5. A warping matrix with the minimum-distance
warp path of two time series X and Y .
on a pair-wise manner. In other words, if we let N be the total number of electrodes,
then we have to calculate a total of
N N( )
1
2
kernel functions or similarity indices.
These similarity indices can, in turn, be considered as the attributes of the input data.
Finally, note that the same algorithms used to solve a standard SVMs can be used to
solve the SVMs with DTW kernel as well.
5. EMPIRICAL STUDY
The underlying hypothesis in this empirical study is that the proposed SVMs with
DTW kernel is capable of discriminating/classifying different physiological stages
(normal and pre-seizure) of the brain. The features of input data are in a form of
time series of the the brain dynamics measure (i.e., STLmax and ). In this section,
we discuss in detail each step of our empirical study.
5.1. EEG Data Acquisition. The datasets in this study consisted of continuous
long-term (3 to 9 days) multichannel intracranial EEG recordings from bilaterally,
surgically implanted macroelectrodes in the hippocampus, temporal and frontal lobe
cortexes of 3 epileptic patients with
medically intractable temporal lobe
epilepsy (outlined in Table 1). The
recordings were obtained as part of
a pre-surgical clinical evaluation,
using a Nicolet BMSI 4000
recording system with amplifiers of
an input range of 0.6 mV, sampling
rate of 200 Hz and filters with a
frequency range of a 0.5–70Hz.
Each recording included a total of
28 to 32 intracranial electrodes
(8 subdural and 6 hippocampal depth electrodes for each cerebral hemisphere, and a strip
of 4 additional electrodes if deemed necessary by the neurologist). Note that we only use
the EEG recording from 26 electrodes in this study as those electrodes are most
commonly used. The recorded EEG signals were digitized and stored on magnetic media
for subsequent off-line analysis. These EEG recordings were viewed by two independent
electroencephalographers to determine the number and type of recorded seizures, seizure
onset and end times, and seizure onset zones.
5.2. Data Sampling and Pre-Processing. In this study, the classification will be
performed separately for each subject. Per individual, we use the Monte-Carlo sampling
technique to randomly select EEG data from 2 groups (normal and pre-seizure states)
from the continuous recordings. Each data sample contains a 5-minute epoch of EEG
data from 26 electrodes. Note that in this analysis we only consider clinical seizures and
un-clustered seizures. From the data set, we consider 22, 7, and 15 seizures in the EEG
data from Patients 1, 2, and 3, respectively. Since the data set of each patient is very
much different in length and the total number of seizures, for each patient we randomly
select three epochs of pre-seizure EEG data per seizure. In other words, 66, 21, and
45 epochs of the EEG data are selected from the group of pre-seizure EEG data in
Patients 1, 2 and 3, respectively. Per patient, 200 epochs of EEG data from the normal
state are randomly and uniformly sampled. The criteria used in determining normal and
pre-seizure states of EEG data is as follows. Normal EEG samples are selected from EEG
recordings that is more than 8 hours apart from a seizure. Pre-seizure EEG samples are
selected from EEG recordings during the 30-minute interval before. For instance, we
analyze 22 seizures from Patient 1’s data; therefore, 266 EEG epochs (200 normal and 66
pre-seizure) are sampled. After EEG data are sampled, we first calculate measures of the
brain dynamics (i.e., STLmax and ) from the EEG data using the methods described in
Sec. 4. Each measure is calculated continuously for each non-overlapping 10.24-second
segment of EEG data; therefore, each of EEG epoch contains 30 data points of the brain
dynamical time series.
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Patient
ID
Gender Age
Seizure
Types
Duration
of EEG,
days
Number of
Seizure
1 F 41 CP 9.06 24
2 M 45 CP, SC 3.63 9
3 M 29 CP, SP 6.07 19
Total 18.76 59
CP — Complex Partial; SC — Subclinical
T a b l e 1 . EEG dataset characteristics
5.3. Classification Procedure. The input data consist of 66, 21, and 45 of
N m* -dimensional time series, where N is the number of electrodes and m is the length of
each EEG epoch times two (2 dynamical measures). We then calculate a pair-wise kernel
function for every electrode pair of multi-dimensional EEG time series. Therefore, the total
number of feature vectors corresponding to Patients 1, 2, and 3 is
N N( )
*



1
2
2 650. The
method used to calculate the kernel function is described in Sec. 4. Subsequently, we employ
SVMs to classify these EEG data. We then use Matlab to solve the constructed SVMs model
is to find a plane which would separate all the vectors of normal and pre-seizure EEGs.
5.4. Training and Testing. In this section, we describe the step of how the SVMs
are trained and tested. There are many choices of how to divide the data into training and
test sets. In order to reduce the bias of training and test data, we propose to implement a
leave-one-out cross validation scheme, extensively used as a method to estimate the
generalization error based on “resampling”. It is important to note that the classification
techniques will be trained and tested individually for each patient. To train the SVMs, it
is important to note that, in general, the training of support vectors machines is optimized
when the number of pre-seizure and normal samples are comparable. Otherwise, the
SVMs will be biased to classify most samples to the physiological state with larger size
samples. To adequately implement the SVMs, we train the classifier with the same
number of pre-seizure and normal samples by implementing Monte Carlo sampling
simulation. First, we shuffle (random order) the pre-seizure and normal samples
individually. Since the size of pre-seizure samples is much larger than the size of normal
samples, the number of pre-seizure samples will be used to determine the size of the
training and testing sets. Then, we divide the first of pre-seizure samples for the training
and the other half for the testing. After that, we randomly select training data (with the
same size) from normal samples. For individual patient, we run the simulation 100 times.
6. RESULTS
To evaluate the performance characteristics of the proposed classification technique,
we calculate the sensitivity and specificity of the proposed classification technique.
These results will be discussed in this section.
6.1. Performance Evaluation of Classification Schemes. In general, to evaluate
the classifier, we categorize the classification into two classes: positive (pre-seizure) and
negative (normal). Then we consider four subsets of classification results: 1. True
positives (TP) — denoting correct classifications of positive cases. 2. True negatives
(TN) — denoting correct classifications of negative cases. 3. False positives (FP) —
denoting incorrect classifications of negative cases into class positive. 4. False negatives
(FN) — denoting incorrect classifications of positive cases into class negative.
To better explain the concept of the evaluation of classifiers, let us consider in the
case of the detection of pre-seizure EEG data (see Fig. 6). A classification result was
considered to be true positive if we classify a pre-seizure EEG sample as a pre-seizure
sample. A classification result was
considered to be true negative if we
classify a normal EEG sample as a
normal sample. A classification result
was considered to be false positive
when we classify a normal EEG sample
as a pre-seizure sample. A classification
result was considered to be false
negative when we classify a pre-seizure
EEG sample as a normal sample.
Sensitivity and specificity are widely used in the medical domain as classification
performance measures Sensitivity measures the fraction of positive cases that are classified as
positive. Specificity measures the fraction of negative cases classified as negative. The
sensitivity and specificity are defined as follows:
Sensitivity 

TP
TP FN
, Specificity 

TN
TN FP
.
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Fig. 6. The evaluation concept of classification results.
Note that we use “pre-seizure” and “abnormal” inter-
changeably.
In fact, the sensitivity can be considered as a probability of accurately classifying
EEG samples in the pre-seizure case. The specificity can be considered as a probability of
accurately classifying EEG samples in the normal case. In general, a good classifier is the
one with high sensitivity and specificity.
6.2. Performance Characteristics of the Proposed Classification Methods. After
running 100 simulations, we then report the average classification performance in this
section. Figure 7 illustrates the overall classification results of the proposed SVMs-DTW
algorithm. Table 2 and Fig. 8 illustrate a performance comparison of the standard SVMs
for EEG classification proposed in [11] versus the results from the proposed SVMs with
DTW proposed in this paper tested on 3 patients. For all cases, the incorporation of the
DTW kernel function, we can achieve substantially better classification results (about 8%
better on average). In Patient 1, the proposed algorithm achieve about 92% sensitivity
and over 93% specificity on average. This result demonstrates the improvement in
classification performance of almost 8% on average. In Patient 2, the proposed algorithm
achieve about 80% sensitivity and about 78% specificity on average. This result
demonstrates the improvement in classification performance of almost 5% on average. In
Patient 3, the proposed algorithm achieve about 84% sensitivity and over 85% specificity
on average. This result demonstrates the improvement in classification performance of
over 10% on average. Overall, the proposed SVMs-DTW can achieve the sensitivity of
correctly classifying pre-seizure of 83.91%, and the specificity of correctly classifying
normal EEGs of 85.52%, respectively. This reflects to almost 8% accurate classification
improvement. In Fig. 8, we observe that the incorporation of the DTW kernel function
can improve the classification performance of SVMs in every case.
It is very interesting to note that the classification performance of our algorithm for
each patient is consistent with the standard SVMs [11]. Specifically, the EEG data from
Patient 1 tend to be more classifiable than those of Patients 2 and 3. We speculate that the
number of seizures in the EEG data set could play a very important role in terms of
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T a b l e 2 . Performance characteristics of the support vector machine classifier for
individual patient
Patient
SVMs [11] SVMs-DTW
Sensitivity, % Specificity, % Overall, % Sensitivity, % Specificity, % Overall, %
1 81.21 87.46 84.34 92.15 93.84 92.99
2 71.18 76.85 74.02 79.45 78.07 78.76
3 74.13 70.60 72.37 80.13 84.66 82.39
Average 75.51 78.30 76.91 83.91 85.52 84.72
Fig. 7. Average classification results among all 3 patients using leave-one-out cross validation to train and test
the algorithm over 100 simulations.
providing more training data for abnormal (pre-seizure) EEGs. Because our algorithm
yields the worst classification results in Patient 2 among all 3 cases, it is very intuitive to
claim that there is so much the classifier can learn from 7 seizure samples as apposed to
22 and 15 samples. Nonetheless, these results confirm our hypothesis that the brain’s states
are classifiable based on the brain dynamics measures and data mining techniques applied
to EEG signals. The framework of classifiers proposed in this study can be extended to
development of an abnormal brain activity classifier or an online brain activity monitoring.
7. CONCLUDING REMARKS
This study addresses the open question of the classifiability of the brain’s preseizure
and normal EEGs. The results of this study is another proof concept of the application
of the quantification of the brain dynamics and data mining techniques. This framework
was proved successful in providing insights and characterizing different states of brain
activities reflected from pathological dynamical interactions of brain network. In
addition, these results also confirm our hypothesis that it is possible to differentiate and
classify the brain’s pre-seizure and normal activities based on optimization, data
mining, and dynamical system approaches in multichannel intracranial EEG recordings.
Also, the incorporation of DTW kernel function with SVMs is very straightforward and
not difficult to implement. The optimization problems in the framework of support
vector machines can be solved in reasonable time. All of the programming was done in
Matlab environment on a desktop computer Pentium IV 2.4 GHz with 1 GB of RAM.
The proposed technique very fast and scalable. The running time for statistical
cross-validation technique is less than 5 minutes on average. In the future, more cases
(patients and seizures) will be studied to validate the observation across patients as well
as the development of multi-class classifier based on support vector machines
framework. In addition, the feature selection study will be possible in the future. This
study will help us to select electrodes that show prominent changes, which might lead
us to the solution to the epileptogenic zone localization problem.
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