On a 2D profile of subsurface permittivity structure derived from guided GPR pulses recorded in the Kuparuk River watershed, Alaska, the transition from a stream channel to a peat layer is interpreted. Although multichannel data are used, guided waves are analyzed using single-channel analysis, which sidesteps assumptions regarding lateral homogeneity within receiver arrays. As a result, 2D structure is obtained along a profile using an inversion procedure. These data were processed in three steps: (1) picking group traveltimes, (2) performing tomography in the lateral direction, and (3) inverting local group-velocity dispersion curves. When the permittivity profile obtained from the guided waves is compared to a GPR reflection profile, it is clear that the guided waves capture shallow structure near a stream channel that is not imaged accurately on the reflection profile. This demonstrates the utility of using guided waves to provide information on shallow structure that cannot be obtained from reflections.
Introduction
Knowledge of the permittivity structure of the near surface is valuable for understanding hydrology of the vadose zone (Strobbia and Cassiani, 2007) and the hyporheic zone (Brosten et al., 2009b) . This is because permittivity is a reliable diagnostic of material type and water content. Moveout analysis, such as reflection tomography (Brosten et al., 2009b) , must accompany GPR reflection surveys to determine this structure. In the presence of guided waves, moveout analysis can be difficult because guided waves act as a type of unwanted source-generated noise. In this study, instead of treating the guided waves as noise, we exploit their properties along a single transect. We develop a methodology for processing and interpretation based entirely on the unique characteristics of guided waves in GPR data.
Guided waves are a well-documented phenomenon that occurs over a wide variety of length scales in the earth. Seismologists have benefited greatly from the sensitivity to the structure of the crust and upper mantle of low-frequency guided waves produced by large earthquakes (Dorman and Ewing, 1962; Aki and Richards, 1980) . At higher source frequencies, tube waves excited in borehole experiments, for example, sense only rock formations in the immediate vicinity of a well. Regardless of scale, a hallmark of guided-wave propagation is dispersion -the dependence of velocity on frequency. Because, for guided waves, this property arises as a result of lower frequencies penetrating deeper into the earth, the behavior is described as geometric dispersion (Socco and Strobbia, 2004) in contrast to, for instance, anelastic dispersion. For dispersive waves, phase and group velocities are generally unequal: The discrepancy between the velocities leads to an appearance commonly referred to as "shingling" in seismic shot gathers.
Recently, evidence of guided-wave propagation has been found to exist for ground-penetrating-radar (GPR) reflection surveys (Arcone, 1984; Arcone et al., 2003b; van der Kruk et al., 2006; van der Kruk et al., 2007; van der Kruk et al., 2009 ). Ground-penetrating-radar guided waves are advantageous because they have a high signalto-noise ratio (S/N) and can travel laterally relatively far compared to other wave types such as reflected and refracted waves. In the subsurface, GPR guided waves propagate at speeds dictated in large part by permittivity. Because permittivity values are determined by chemical composition and water content, features of geologic interest such as stratigraphic layers and water-saturated zones are often evident in GPR data.
Several similarities besides the occurrence of guided waves exist between GPR and seismic data. For instance, GPR data can be collected to enhance wide-angle reflection and refraction (WARR) energy by increasing the distance between the transmitting and receiving antennae (Fisher et al., 1992) . Furthermore, the governing equations of seismic and electromagnetic wave propagation can be shown to have a one-to-one correspondence (Carcione and Cavallini, 1995) .
Two distinctive cases of lossless and lossy waveguides exist for GPR guided waves (Arcone et al., 2003b; van der Kruk et al., 2007) . Here, we use the terms guided waves exclusively for lossless waveguides and leaky waves for lossy waveguides. For a simple layer at the surface, the presence of guided waves implies that the substrate has a relatively lower permittivity than the layer. In this case, total internal reflection occurs at the air-surface interface and between the surface layer and the lower permittivity medium below it when the angle of incidence exceeds the critical angle at both interfaces (Arcone et al., 2003b; van der Kruk et al., 2007) . In the case of leaky waves, the substrate has a higher permittivity and can be a strong reflector. A common example of leaky waves is found where ice has formed over water. The higher permittivity of water results in a strong radar reflection; however, some of the energy is transmitted into the lower layer. Ground-penetrating-radar guided waves can exist in a simple high-permittivity surface layer model.
In general, GPR guided waves can exist whenever the permittivity of a layered structure decreases with depth. Because of this requirement, GPR guided waves are not commonly encountered in GPR data; that is, permittivity usually increases with depth (Fisher et al., 1992; Becht et al., 2006; Strobbia and Cassiani, 2007) . However, permittivity does decrease with depth in certain geologic environments (for instance, when unfrozen sediments cover a layer of permafrost). Note that the typical "negative velocity gradient" encountered in GPR studies is therefore the opposite of the commonly observed increase of velocity with depth in seismology. For this reason, guided waves historically have been used in seismology. In addition, a prominent type of guided wave in seismology, the Rayleigh wave, can exist regardless of whether the velocity gradient is positive or negative. There is no analogy to the Rayleigh wave in GPR; GPR guided waves are most similar to Love waves in seismology.
Many techniques exist to analyze guided seismic waves. When dense arrays of receivers are available, phase velocity can be measured by transforming time traces into the frequency domain and then plotting the spectral amplitudes from a suite of stacks with different linear delays (Park et al., 1999) . Because stacking is applied over a receiver array, it is a multichannel method. In contrast, group velocity can be measured with single-channel methods. For example, frequency-time analysis, or FTAN (Ritzwoller and Levshin, 2002; Abbott et al., 2006; Bussat and Kugler, 2009) , decomposes the signal with a cascade of narrowband filters that allows the frequency dependence of the envelope peak over the suite of narrowband signals to be measured. Frequency-time analysis thus leads to construction of group-velocity dispersion curves, which can be inverted for an average layered structure between a sourcereceiver pair.
Another technique for guided-wave analysis is known as group-velocity tomography (Ritzwoller and Levshin, 2002; Abbott et al., 2006; Gerstoft et al., 2006; Bussat and Kugler, 2009; Masterlark et al., 2010) . For a narrowband signal, group velocity determined from FTAN applied to a source-receiver pair can be converted to group traveltime because the source-receiver offset is known. By measuring group traveltime between many source-receiver pairs, a lateral map of local group velocity can be produced through application of tomography.
The distinction between single-channel methods used to measure group-velocity and multichannel methods used to measure phase velocity is an important one. Previous research on guided waves in GPR data emphasizes the analysis applied to single profiles (Arcone, 1984; Arcone et al., 2003b; van der Kruk et al., 2006; van der Kruk et al., 2007; van der Kruk et al., 2009) . A single phase-velocity spectrum can be computed for a profile, and a layered model can be found that explains the observed phase-velocity dispersion. Implicit in this approach is the assumption of lateral homogeneity beneath the profile. However, detection of lateral variations of the waveguide within a profile is straightforward using single-channel methods based on group velocity. A 2D subsurface model resulting from this analysis would provide structure within a wavelength of the surface, depths which are inaccessible in GPR reflection profiles. Such information could be useful for statics corrections applied to GPR reflections from deeper interfaces.
In this study, our objective is to develop a methodology that exploits GPR pulses when strong permittivity contrasts act as waveguides. The approach is based on the analysis of GPR data collected by using a roll-along survey approach.
Emphasis is placed on resolving the laterally varying properties of the guided waves, with the result being a 2D model of subsurface permittivity. We apply group-velocity tomography to obtain local group-velocity dispersion curves followed by the inversion of local dispersion curves for defining depth structure. Our application is a natural extension of methods originally developed in seismology. We provide details of this approach in later sections.
Previous Work on GPR Guided Waves
Dispersive guided and leaky waves are not discussed commonly in GPR reflection surveys. However, they occur for specific conditions that are of great interest. Collin (1960) is responsible for some of the pioneering work on guided-wave phenomena in electromagnetics. Application to geophysical investigations originates in the work of Annan (1973) . Several subsequent studies shed light on guided-wave phenomena in GPR data sets and use dispersion to determine characteristics of the subsurface. Most of these studies focus on guided waves in single profiles. Few studies highlight the analysis of guided-wave phenomena in a roll-along profile, as is done by Arcone et al. (2003a) to estimate attenuation rates. Here, we briefly review previous research on GPR guided waves. Arcone (1984) provides one of the earliest accounts of GPR guided-wave propagation. In that study, the author observed GPR guided waves using 200-MHz antennae with a bandwidth from 100 to 300 MHz. The data were collected with WARR (moveout) profiles over three highpermittivity layers to study the dielectric behavior of the materials. Two profiles were collected over ice that had formed on lakes, and the third was collected over a body of granite divided into two layers by a section of joints filled by water. The dielectric constants and layer thicknesses for each case were well constrained. At all three sites, both transverse-electric (TE) and transverse-magnetic (TM) configurations were attempted; however, only the TE surveys provided useful data, possibly because of a lack of a cutoff frequency for the lowest-order TM mode. This might have resulted in sensitivity to small-scale variations in the layers, effectively breaking up the waveguide. An alternative explanation, discovered in later studies and described below, was that direct airwaves were excited more strongly than guided waves. Liu and Arcone (2003) numerically model electromagnetic energy in waveguides by the finite-difference time-domain (FDTD) method. The authors also simulate field GPR data from Fort Richardson, Alaska, and Hanover, New Hampshire. The study found that GPR guided waves occurred because of total internal reflection at the site in Alaska, where a sandy material with a relatively low dielectric constant overlaid a sandy silt layer with a higher dielectric constant. At the New Hampshire site, the top layer was sandy, with a silty layer beneath it. The contrast in dielectric constant for the New Hampshire site was low enough that total reflection did not occur at the lower boundary and the waveguide was leaky. It was found that the generation of ground waves mostly occurred for TE mode, although the airwave was generated most successfully for the TM mode for all geologic conditions, supporting the earlier field observations by Arcone (1984) . Arcone et al. (2003b) compare field observations of GPR guided waves to predicted results from FDTD modeling. Using a field site in Anchorage, Alaska, GPR data were collected using 100-and 400-MHz antennae aligned in the TE mode, although actual center frequencies were lower than the manufacturer-designated values. The survey was conducted over an area known to have stratified gravels. A well log showed that the surface layer was relatively thin and composed of wet cobbles, silty sand, and organics. Beneath the surface layer was a thicker layer of moist gravel mixed with sand. Further below was a dry sand layer with a thin, perched water table at its base. A 1200-MHz antenna was used to obtain estimates of dielectric constants by gathering reflection profiles on boulders of material expected to have electrical properties identical to those of the gravel in the subsurface. The theoretical calculations yielded the fundamental TE mode propagating at low frequencies, with higher modes appearing at higher frequencies. Values of permittivity deduced from theoretical predictions of the cutoff frequency were close to those observed in the field data. Arcone et al. (2003b) conclude that dispersive waves found in GPR data sets under the right conditions provide useful information about subsurface electrical properties.
Extending the analysis of GPR guided waves, van der Kruk et al. (2006) test the joint inversion of TE and TM modes of propagation. To obtain layer thickness and permittivity, van der Kruk et al. (2006) computed phase-velocity spectra by transforming data from the time-distance domain into the phase velocity-frequency domain. Then they constructed dispersion curves from the spectra, which they inverted for the desired properties. Both separate and joint TE and TM inversion were performed on dispersion curves extracted from field data taken in New Zealand over braided river-channel sediments and in close proximity to the Alpine Fault zone. The separate TE and TM inversions produced models that fit the data poorly; however, joint TE-TM inversion produced a more consistent model. The authors conclude that joint inversion of TE and TM data provides a wider bandwidth of frequencies and more realistic models, especially for the case in which some degree of heterogeneity exists.
In the case of leaky waves, van der Kruk et al. (2007) show that TE modes propagate with less loss than TM modes, and the authors develop an inversion technique involving the higher-order modes of TE and TM propagation for increased accuracy. The authors collected GPR data in both TE and TM configurations using 700-MHz antennae over a smooth, bare-ice layer at a pond in New Hampshire. Results for the leaky waves demonstrated that the electrical properties of the ice could be determined using the same guided-wave techniques and inversion scheme as used previously for GPR guided waves. Applications of both GPR guided waves and leaky waves are described further by van der Kruk et al. (2009) .
Equipment and Field Procedures
The GPR data analyzed in the present study were acquired with similar techniques and during the same field experiments described in Brosten et al. (2006) and Brosten et al. (2009b) . We briefly review the equipment and procedures here. The GPR system was a Pulse EKKO 100-MHz antenna, which in the field had a center frequency set to approximately 70 MHz (Brosten et al., 2006) . The need for a center frequency of 70 MHz is reflected in the fact that, as described later, we analyze guided waves over the frequency band from 20 to 120 MHz, which is centered +50 MHz on either side of 70 MHz. We specifically chose to analyze GPR data acquired with this antenna because of its relatively low frequency compared to other available data sets. For guided waves, lower frequencies imply deeper resolution. The GPR data were acquired using the TE configuration and had the following acquisition parameters: 0.9-m (3-ft) near offset, 0.6-m (2-ft) source spacing, and 0.3-m (1-ft) receiver spacing. Time sampling was set at 0.8 ns, and the total recording time was 200 ns. Each of the 62 total transmitter locations had a maximum of 48 receivers. Multioffset data were acquired by leaving the transmitter in a fixed position and progressively moving the receiver. Once an entire common-source gather was obtained, the transmitter was moved and the process was repeated. An important detail of the acquisition scheme concerned stream-channel traverses. Boards 25 to 30 cm wide were extended across stream channels to provide an accurate base elevation for the survey.
Methodology
We build on previous studies of GPR guided waves to produce a method that inverts for a 2D subsurface model of permittivity, instead of an average 1D depth profile. In this and the following five sections, we describe the processing and inversion steps for constructing a 2D model from observations of GPR guided waves. The entire procedure is the same as that described in Abbott et al. (2006) and by Masterlark et al. (2010) for seismic waves except that here we specialize to sources and receivers distributed along a line instead of over an area. The approach is based on the assumption that lateral propagation properties of the guided waves and their velocity dispersion from depth structure are decoupled (Aki and Richards, 1980) . This means that the propagation of guided waves at a particular location are determined by a local 1D depth model. The complete procedure consists of three steps: 1) Apply frequency-time analysis and assemble a table of group traveltime as a function of source, receiver, and frequency: t u (x s , x r , f ). 2) Perform group-velocity tomography in the lateral direction at each frequency to produce local group-velocity dispersion curves: u(x, f ). 3) Invert dispersion curves at each lateral point for a depth model of permittivity: e(x, z).
Of these three steps, the third is by far the most computationally intensive. For the GPR field data analyzed in a later section, the three steps had compute times of seven minutes, 15 seconds, and three hours, respectively, on a desktop computer with a 2.66-GHz processor. The first step is more demanding than the second because of the need for Fourier transforms in FTAN. The computational demand of the third step originates in its use of an eigenvector and eigenvalue solver.
Group traveltimes
The construction of a group-traveltime table as a function of source, receiver, and frequency requires the picking of group traveltimes and a set of selection criteria for quality control. Because selection criteria are inherently ad hoc and survey dependent, we delay the discussion of the criteria until we fully introduce the GPR field data. Here, we discuss and demonstrate how group-traveltime measurements are made using FTAN.
To illustrate FTAN, we show the process on two GPR traces from the field data set. The first 39 shot gathers (out of 62 total) from the field data set are plotted in Figure 1 . Figure 2 shows more detailed evidence for dispersion and shingling on two shot gathers. Evidence for the existence of GPR guided waves comes from the strong, late-arriving energy beginning at approximately trace number 1300. Prior to trace number 1300, it is likely that GPR leaky waves exist instead of guided waves. To investigate this, we applied FTAN (Ritzwoller and Levshin, 2002; Abbott et al., 2006 ) to obtain path-averaged group-velocity dispersion curves for traces nos. 640 and 1555 (Figures 3 and 4) . Note that these dispersion curves represent the average velocity structure between the source and receiver. In contrast, we invert local dispersion curves that have had propagation effects removed by group-velocity tomography in the third step of the procedure described above.
In Figure 3a , there is a large amplitude arrival with a traveltime of approximately 100 ns. By decomposing the GPR recording with FTAN, we observe the dispersive character of this arrival. Figure 3b shows the output of FTAN, called an energy diagram. The energy diagram is a surface defined by the envelopes of a series of narrowband filtered versions of the signal in Figure 3a . However, instead of plotting the surface as a function of traveltime and frequency, the traveltime axis is transformed to a velocity axis because the source-receiver distance is known. The group-velocity dispersion curve is found by tracing the peak power in the energy diagram across the frequency band. To build a group-traveltime table, the group-velocity dispersion curve can be transformed to group traveltime as a function of frequency, again because the source-receiver distance is known. For trace number 1555, we find a dispersion curve ( Figure 3b ) consistent with the existence of GPR guided waves: higher velocities for lower frequencies and vice versa. Therefore, we can conclude that GPR guided waves do exist at trace number 1555.
In contrast, the dispersion curve extracted for trace number 640 has a velocity dispersion characteristic of a leaky wave. Figure 4 shows how FTAN recovers a dispersion curve with lower velocities for lower frequencies. Moreover, the amplitude of the dispersive arrival at approximately 100 ns is considerably smaller than observed for the guided wave in Figure 3 . This comparison is valid given the offset for the two traces: 5.5 m (number 640) and 6.4 m (number 1555). The offset for the dispersive arrival in trace number 640 is weaker than in trace number 1555, even though the offset is smaller for trace number 640. As a result, we conclude that the dispersive arrival in trace number 640 is a leaky wave. It should be noted that because of the usual negative velocity gradient encountered in GPR, leaky waves, as in trace number 640, are more common than guided waves (Fisher et al., 1992; Becht et al., 2006; Strobbia and Cassiani, 2007) . Because we are interested in the inversion of GPR guided waves and not leaky waves, we chose to analyze traces beyond trace number 1300 in Figure 1 . A more robust version of the three-step procedure outlined previously, which could accept leaky and guided waves on an equal footing, is an area of active research. This issue arises because of the fundamentally different behavior and sensitivity to subsurface structure for guided versus leaky waves.
Group-velocity tomography
The group traveltimes measured using FTAN reflect the average group slowness (the inverse of group velocity u) between source-receiver pairs. To resolve lateral heterogeneity in group velocity at a particular frequency, a tomographic inversion of the group traveltimes is necessary. By tomography, we mean the estimation of a lateral groupvelocity model that is consistent with the set of grouptraveltime measurements between sources and receivers. Note that the tomography is applied independently for each frequency. This problem is similar to the inversion of arrival times in a VSP seismic experiment for a layered velocity structure (van Wijk et al., 2002) . However, instead of a single source at the surface and an array of seismometers in a well, GPR surveys typically involve many source locations and a receiver array that shifts location along with the source.
Unlike tomography in higher dimensions, group-velocity tomography for surface waves along an acquisition line does not require ray tracing -the guided waves are assumed to propagate within the vertical plane defined by the acquisition line. After defining the lateral characteristics of a 2D permittivity model, we construct the tomography kernel K dt to group slowness perturbations ds for each frequency under consideration such that
In this equation, dt À ! u is the vector of group-traveltime perturbations from an initial model for each source-receiver pair, ds À ! is the vector of group slowness perturbations for each frequency, and K t s is the matrix kernel relating group slowness (subscript s) to group traveltime (superscript t ). This linear matrix relation is inverted with a weighted-damped leastsquares scheme described below. Note that in contrast to the inversion of group-velocity dispersion curves, this inverse problem is linear. In Figure 5 , we show an example of the tomography kernel for the GPR field data discussed in a later section. The lateral model we use consists of 60 cells each 0.3 m (1 ft) in extent. The tomography kernel K t s in this case is simple -it takes on one of two values depending on whether the path between source and receiver included a cell or not. The structure of K t s shows which source-receiver pairs had group traveltimes that satisfied certain selection criteria, which is why not all sourcereceiver pairs are evident in Figure 5 .
For the inversion of equation 1, data covariance C d and model covariance C m matrices are chosen, as in Gerstoft et al. (2006) . The data covariance matrix is assumed to be diagonal such that
where I is the identity matrix and s d is the data standard deviation. For simplicity, the standard deviation is assumed to be the same for all data points. The model covariance matrix has the form
where s m is the model standard deviation, x i and x j are the lateral locations of the ith and jth cells, and l is a smoothing length.
With the covariance matrices so chosen, the inversion proceeds by forming the augmented system of equations (Snieder and Trampert, 1999; Aster et al., 2004) :
wheret is the vector of group traveltimes,s 1 is the inverted group-slowness model, ands 0 is the initial guess. The augmented matrix-vector relation can be passed to a conjugate gradient solver -for instance, the implementation of sparse least squares, known as LSQR (Paige and Saunders, 1982). Because the relation in equation 1 is linear for this 1D geometry, the augmented matrix-vector relation is inverted once instead of being solved and updated iteratively, as for the case of nonlinear inversion.
Forward modeling of GPR guided waves
Before discussing the inversion of group-velocity dispersion curves, the forward modeling of the modal properties of GPR guided waves needs to be described because it is not trivial. We have developed a forward-modeling code using a technique first applied in seismology for modeling Rayleigh waves (Lysmer, 1970) and recently extended to the inverse problem (Haney, 2009; Masterlark et al., 2010) . The method has been referred to as the "thin-layer method" (TLM) in civil engineering (Kausel, 2005) . A type of finite-element method, the thin-layer method takes its name from the requirement that individual elements (or layers) be much smaller than a wavelength to ensure numerical accuracy. As discussed later, we quantify the requirement of elements being much smaller than a wavelength in practice to mean that they are smaller than onetenth of a wavelength.
In a Cartesian-coordinate system, GPR guided waves have the property of vanishing amplitude at infinite depth because past the critical angle, the wave in the substrate is evanescent. However, with a grid-based method, such as TLM, it is impossible to set the GPR guided waves to zero at an infinite depth. A good approximation assumes that the model extends sufficiently far in the vertical direction and sets the GPR guided waves to zero at the edges (Dirichlet condition). This approximation can be made without introducing significant error and is called the lockedmode approximation (Nolet et al., 1989) . This approximation makes it possible to model GPR guided waves with high accuracy using TLM. Moreover, as we describe below, the main workhorse of TLM is an eigenvector and eigenvalue solver; such codes are widely available (e.g., eigs in MATLAB). This is in contrast to the classical method of analyzing guided waves by finding the roots of a polynomial (Kausel, 2005) . Kausel (2005, p. 19) points out that "in general, solving the transcendental eigenvalue problem . . . for an arbitrarily layered system is very difficult." We avoid this difficulty here by applying TLM to the transverse electric case of electromagnetic wave propagation. We analyze the TE case because we process GPR data acquired in TE mode in a later section.
We used a model of GPR wave propagation that ignores material conductivity and takes permittivity e and magnetic permeability m to be dependent on depth: e ¼ e(z) and m ¼ m(z). In this case, Maxwell's equations can be reduced to a single equation in terms of the transverse electric field component e y as e @ 2 e y @t 2 ¼ 1 m
Note that no sources are present in equation 5 because we are considering normal mode solutions, such as guided waves, that exist without the presence of sources. Fourier transformation of equation 5 over time and lateral distance turns the partial differential equation into a real-valued, ordinary differential equation in terms of the Fourier transform of e y (denoted E y ) as
This equation can be shown to correspond directly with equations governing SH-component seismic waves (Carcione and Cavallini, 1995) and acoustic sound waves (Haney, 2009 ) in layered media. We discretize the depth dependence of E y using a finite set of basis functions. This makes the ordinary differential equation into an algebraic equation. The transverse-electric field component E y is discretized as
Here, we use linear basis functions as in Lysmer (1970) . For a nonuniform 1D spatial discretization with element thicknesses h W spanning the interval ½z 0 , z Nþ1 , these basis functions are defined mathematically as
otherwise:
We expand the depth-dependent material properties in terms of normalized boxcar functions P
The normalized boxcar function is defined as
Advances in Near-surface Seismology and Ground-penetrating Radar Figure 6 shows the linear and boxcar functions graphically. Note that there are N þ 1 elements and N þ 2 nodes in the 1D finite-element mesh. However, the nodes at the upper and lower edges, z 0 and z Nþ1 , respectively, are fixed to be zero and therefore are not included in the vector of unknown nodal displacements. This yields a total of N nodes for the numerical model.
An important difference between GPR waves and seismic waves evident in Figure 6 is that the numerical model for GPR waves includes nodes and elements in the air layer above the earth. In the seismic case, the earth's surface is treated as a stress-free surface, and no energy is exchanged between the earth and the atmosphere. This means that the numerical model for the GPR case must be approximately twice as large as for seismic waves. Although the air layer must be included for forward modeling GPR guided waves, the inversion step does not attempt to improve the model in the air layer, as described in a later section.
The Galerkin formulation of the finite-element method seeks to minimize the weighted average error induced by the incompleteness of the finite set of basis functions in equation 8. The Galerkin method weighs the errors with the same basis functions used in the approximation of E y . This gives the following relation for the Wth element located within the interval z W to z Wþ1 :
where J ¼ W and W þ 1. Inserting equations 7, 9, and 10 into equation 12 leads to a matrix equation for the unknown coefficients E W y and E Wþ1 y . Note that integration by parts is used in the evaluation of the last term in the integrand of equation 12. For an interior element (one not at the upper or lower edge of the model), this boundary term gives the lateral, in-plane component of the magnetic field H x at the upper and lower edges of the element. Assuming H x and E y are continuous from element to element, the elemental matrices resulting from equation 12 are assembled over the entire model to form the complete matrices. This process is described in Appendix A and is illustrated in Figure A-1 ; it also is discussed by Lysmer (1970) . For exterior elements, the vanishing Dirichlet boundary condition at the top and bottom of the model removes the boundary terms resulting from the integration by parts.
By organizing the vector of unknown nodal displacements with increasing depth as
the complete system resulting from equation 12 gives a generalized linear eigenvalue problem in terms of the squared wavenumber k 2 :
The stiffness matrices B 2 and B 0 are dependent only on the magnetic permeability m, whereas the mass matrix M depends only on permittivity e. These matrices are discussed further in Appendix A. All three matrices are real valued and symmetric (Lysmer, 1970) , a property that takes on an important role in the development of the inverse problem. Note that the adopted terminology referring to mass and stiffness matrices is a holdover from studies of elasticity in finite-element modeling. Once equation 14 has been solved for the eigenvalue and eigenvector corresponding to the fundamental mode, the group velocity u can be calculated as
Appendix B gives a derivation of this equation. We expect to observe the fundamental mode in studies of GPR guided waves. Efficiently finding the eigenvalue and eigenvector of the fundamental mode takes care in using the method described above. For fixed frequency, the fundamental mode corresponds to the largest eigenvalue in equation 14. This can be seen from the relation k ¼ v=c:
The fundamental mode has the lowest phase velocity and thus the largest value of k. One approach for a finiteelement grid with N nodes would be to solve for all N eigenvalues and eigenvectors of equation 14 and search for the largest eigenvalue. In the interest of computational speed, it would be ideal if instead the eigenvalue/eigenvector solver could be asked to find only the fundamental mode. (In MATLAB, this can be accomplished using the function eigs, a solver based on the ARPACK linear solver [Lehoucq et al., 1998] ). This solver can find an eigenvalue (or group of eigenvalues) closest to a particular value. Because the fundamental mode corresponds to the largest k eigenvalue, this feature can be used once an upper bound on the fundamental mode eigenvalue is known.
The upper bound can be obtained by simply selecting the minimum value for wave speed in the model c low . This gives an upper bound on the wavenumber, k up ¼ v/ c low . Asking the eigensolver to find the closest eigenvalue/eigenvector to this upper bound results in the eigensolver returning the fundamental mode. Assuming a linear scaling for finding any number of eigenvalues, this approach offers a factor of N speedup compared to finding the maximum after calculating all eigenvalues and eigenvectors. Such a speedup is important given that the calculation of the eigenvalues/eigenvectors is the main workhorse for the inverse problem.
Accuracy
The final consideration for forward modeling is one of accuracy. There are two factors important for the finiteelement method described here: the extent of the model in the vertical direction L away from the waveguide and the thickness of the elements h k . The model must extend sufficiently far into the air layer and sufficiently deep into the subsurface such that the Dirichlet boundary conditions at the top and bottom of the model reasonably approximate the vanishing condition at infinity. This requires that the eigenvector of the fundamental mode be small at the upper and lower edges of the model. Lysmer (1970) discusses this issue and, given an estimate of the maximum desired wavelength for a model l max , the condition L . l max (16) is sufficient. Regarding the thickness of the elements, the principle guiding accuracy is simply one of sufficiently sampling the eigenvector, similar to dispersion considerations for time-domain wave-propagation algorithms. A good rule of thumb, given a minimum desired wavelength l min , is
In Figure 7 , an example of the GPR guided-wave forward-modeling code is shown for a smooth model whose highest permittivities (lowest velocities) are located at the surface. The velocity model is plotted in Figure 7b . The smooth model is in fact used as the initial guess for the inversion of the GPR field data described in a later section. Figure 7a shows all the eigenvectors modeled over the frequency range from 40 to 120 MHz. Note that the eigenvectors decay to a value close to zero near the edges of the model, at depths of À2 m (in the air layer) and 4 m. This ensures that the modeling adequately emulates a whole space, one in which the eigenvectors decay exponentially away from the waveguide. Figure 7c shows the modeled phase and group velocities over the frequency range, with lower velocities occurring at higher frequencies.
Inversion of Group-velocity Dispersion Curves
The matrix-vector formulation of the forward problem for GPR guided waves in the previous section is well suited for developing the inverse problem using straightforward perturbation theory. As shown in Appendix C, the perturbation in phase velocity arising from perturbations in permittivity at fixed frequency is given by
We have derived the inverse relation in equation 18 assuming only perturbations in permittivity; that is, we take the magnetic permeability in the subsurface to be the same as the initial guess. Note that for the application discussed here, the eigenvectorṽ and wavenumber k correspond to the fundamental mode; however, equation 18 applies individually to each mode and therefore is useful for the inversion of higher modes. The matrices appearing in equation 18 are the same as those in the forward problem, equation 14. Thus, the connection between the forward and inverse problems is clear using the matrix-vector notation. Evaluated over many frequencies, equation 18 results in a linear matrix-vector relation between the perturbed phase velocities and the perturbations in permittivity, such that
where K c e is the phase-velocity kernel for permittivity. Equation 19 is the linearized relation between phase velocity and permittivity. Because we measure group velocities, we require the linearized relation between group velocity and permittivity. The sensitivity kernel for group velocities is related to the phase-velocity kernel (Rodi et al., 1975) as
A linear relation similar to equation 19 thus can be set up for group velocity, as
which is the basis for group-velocity inversion. For absolute perturbations (e.g., de À ! ) instead of relative perturbations (e.g., 
where diag(ũ) is a matrix with the vectorũ placed on the main diagonal and off-diagonal entries equal to zero.
The air layer
A final detail of the inversion concerns perturbations in the air layer. Recall that the air layer is needed to accurately forward-model GPR guided waves. However, the properties of the air layer are well known (e ¼ 1) and do not need to be taken into account in the inversion. Thus, kernel G and model de À ! in the linearized relation can be broken into their proportions within the air layer and subsurface as
Assuming no perturbations in the air layer ( de
which is the relation used to invert for subsurface permittivity from group-velocity dispersion curves. The inversion of group-velocity dispersion curves uses data covariance and model covariance matrices C d and C m , respectively, with the same form as for the group-velocity tomography, as shown in equations 2 and 3. With the covariance matrices so chosen, depth inversion proceeds using the algorithm of total inversion (Tarantola and Valette, 1982; Muyzert, 2007) . We use an iterative algorithm for depth inversion because unlike group-velocity tomography, it is a nonlinear inverse problem. The nth model updateẽ E n is calculated by forming the augmented system of equations (Snieder and Trampert, 1999; Aster et al., 2004) , such that
whereũ 0 is the group-velocity data, f is the (nonlinear) forward-modeling operator, and n ranges from 1 to the value at which the stopping criterion is met or the maximum allowed number of iterations is reached. The stopping criterion used here is (Gouveia and Scales, 1998) :
where F is the number of measurements of local group velocity (number of frequencies where the group velocity has been measured). The augmented matrix-vector relation can be passed to a conjugate gradient solver, for instance LSQR. The inversion given by equation 25 then is iterated to convergence, except for the case when the maximum allowed number of iterations is reached.
Case Study: Kuparuk River, Alaska
We analyzed a GPR data set collected over two stream channels in August 2005 on the North Slope of Alaska, near the Kuparuk River (see Figure 8) . Beneath the streambeds, an area of thaw that varies seasonally and spatially in depth overlies permafrost (Figure 9 ). In addition to the two active stream channels, the site consists of a gravel bar to the west and a peat layer to the east. An estimate of the depth to the permafrost is known a priori to be deeper beneath the gravel bar and gradually shallowing toward the peat layer (Figure 9 ). We could not obtain a clearly interpretable image of the permafrost or reach the permafrost with a probe beneath the stream or on the gravel bank. As a result, the sketch is based on analogy with similar sites (Brosten et al., 2009a; Brosten et al., 2009b) . The relatively high permittivity of the thawed moist gravel and peat were amenable to guided-wave propagation. The active stream channels also had the potential to act as waveguides. The GPR moveout survey was acquired using the TE configuration with acquisition parameters described in an earlier section. Each of the 62 shots in the survey had a maximum of 48 receivers; a diagram showing the source-receiver layout is given in Figure 10 .
Guided waves occurred only from 20 to 38 m (Figure 10 ). This range was determined by interactively analyzing selected energy diagrams, such as those in Figures 3  and 4 , over the entire survey. Over this range, we applied an automated procedure for picking group traveltimes, performing group-velocity tomography, and inverting local dispersion curves for depth structure. The automated process began by eliminating all traces with clipped amplitude. Clipping mostly affected the near-offset traces. We then scanned over all source-receiver pairs and formed energy diagrams using FTAN with frequencies from 20 to 120 MHz. For a single energy diagram from a sourcereceiver pair, we selected the maximum value in the energy diagram (the maximum the 2D surface shown in color in Figure 3b ). From this point, the maximum at each frequency was found in the increasing and decreasing frequency direction away from the global maximum until the amplitude of the maxima was one-fourth of the global maximum value. This defines a possible dispersion curve, but to be acceptable, the dispersion curve must satisfy the following criteria:
1) The derivative of the dispersion curve with frequency never exceeds 0.002 m/ns/MHz. 2) The dispersion curve extends over at least 40 MHz.
3) The mean of the dispersion curve is less than 0.08 m/ns and greater than 0.04 m/s.
The dispersion curve then was transformed to group traveltime as a function of frequency and was saved for eventual input into group-traveltime tomography. The criteria reflect the properties of a desired dispersion curve: It is relatively smooth, extends over a broad frequency band, and has group velocities similar to those commonly observed over the entire survey during interactive data analysis. The group traveltimes are assumed to reflect the fundamental-mode GPR guided wave. Group-velocity tomography requires a complete grouptraveltime table as a function of source, receiver, and frequency. We performed the tomography from 20 to 120 MHz in steps of 1 MHz. Detailed parameters for the inversion are given in Table 1 . The initial guess for the groupvelocity structure was taken to be laterally homogeneous with a value equal to the average of all group-velocity measurements (computed from group traveltime) at a particular frequency. The model was broken into 60 cells laterally, each with a length of 0.3 m (1 ft). We chose the length of the cells based on the assumption that we could not resolve velocity variations on a scale smaller than the receiver spacing of the survey (1 ft). The output of the tomography is the pseudodepth section shown in Figure 11a -a matrix of local group velocity at all lateral locations as a function of frequency. By plotting the matrix with high frequencies on top, as in Figure 11a , the depthlike qualities of the section stand out because high frequencies are sensitive to shallower structure.
Because each vertical slice of the pseudodepth section represents a local group-velocity dispersion curve, a full 2D image of the relative permittivity in the subsurface is obtained by inverting all the dispersion curves. Figure 11b shows the predicted pseudodepth section based on the full 2D image in Figure 12 . Excellent agreement, up to the expected noise, is seen to exist between the two pseudodepth sections in Figure 11 . The detailed parameters for the depth-inversion step are given in Table 2 . The initial guess for the permittivity structure with depth is the same smooth model shown in Figure 7b . The 2D image of relative permittivity in Figure 12 demonstrates that the GPR guided waves sense structure to depths of 1 to 2 m in the subsurface. Significant 2D structure is evident in the shallow parts of the permittivity model, with relative permittivities exceeding 50.
Discussion
From the 2D permittivity profile shown in Figure 12 , we observe the strongest waveguide structure at depths of Figure 9 , this strong waveguide is interpreted to be the easternmost active stream channel. Relative permittivities in excess of five are on the same order of magnitude as the permittivity of 80 expected for freshwater (Davis and Annan, 1989) . The lateral velocity contrast at a distance of approximately 30 m represents the transition from the active stream channel to the peat layer. Whereas water is the dominant waveguide above the stream channel, we interpret the moist peat above a shallow permafrost layer to be responsible for the guided waves to the east of the stream channel.
We add to the interpretation by analyzing a stacked GPR reflection profile for the same data set, shown in Figure 13 . Whereas the guided-wave profile exists only over half of the survey (where the guided waves exist), the GPR reflection profile extends over the entire survey. From Figure 13 , the quality of the reflection profile away from the two stream channels is evident. Between distances Grid spacing in depth h 2 cm of 17 and 30 m, where the stream channels exist, the presence of strong guided waves presents difficulties for reflection profiling. The guided waves are so strong that the stacking process inherent in reflection profiling is unable to dampen the amplitudes of the guided waves coming through the stack adequately. The result is a degraded profile beneath the stream channels, where high-amplitude and steeply dipping events crisscross the reflections from the layer boundaries. Therefore, the best areas for imaging with guided waves exist where the GPR reflection profile becomes most unreliable. In addition to the degraded quality of the reflection profile, the velocity "push-down" effect from the presence of a stream channel is evident at a time of approximately 50 ns for distances between 25 and 30 m. The shallowest reflections observed in Figure 13 are still deeper than shallow depths (, 0:5 m) imaged by the guided waves shown in Figure 12 . Therefore, the guided waves can resolve shallow structure within a wavelength of the surface, which is not possible to resolve in a GPR reflection profile. Knowledge of the shallow structure should be valuable for applying statics corrections to the GPR reflection data. However, we have demonstrated the value of analysis based on guided waves in its own right for mapping shallow 2D permittivity structure.
Conclusions
The inversion of guided-wave group velocities for a 2D image of subsurface permittivity structure provides a starting point for further analysis of guided-wave properties. Because the GPR data we analyze are sampled densely in offset, phase velocities of the GPR guided waves should provide additional constraints on subsurface structure. Phase velocities, once measured, can be combined with group velocities in a joint inversion. Full-waveform GPR modeling, such as time-domain finite-difference modeling, should be performed using the 2D permittivity image to gauge how well the model predicts other wave types, particularly the direct wave and any wide-angle refracted waves. Accuracy of the 2D permittivity image also can be tested in the field using the invasive method, which involves pressing a metal probe into the ground until it meets resistance from the frozen layer.
We plan to develop further the analysis of these guided waves to account for higher modes, conductivity, and TM configuration. The inclusion of higher modes improves the depth resolution of guided-wave inversions because higher modes have a greater depth of penetration. Producing 2D conductivity profiles, in addition to permittivity profiles, allows for better diagnostic tests to distinguish among different material types. Joint inversions of GPR data acquired in both TE and TM configurations have been shown to improve the uniqueness of the inverted models.
A major challenge for future research will focus on the inversion of leaky waves in addition to guided waves. The ability to treat leaky and guided waves on an equal footing would make the entire process more robust and model independent. In addition, our methodology can be extended easily to wide-azimuth GPR surveys to invert for 3D permittivity structure. Such an extension simply relies on the use of 2D tomography for sources and receivers over an area instead of 1D tomography for sources and receivers along a line. We have presented and applied successfully a methodology for imaging shallow permittivity structure based on guided waves in GPR data. The methodology is an extension of group-velocity techniques that have been developed within seismology for the analysis of Rayleigh and Love waves.
Although the extension is straightforward, some aspects (such as the importance of the air layer and the presence of leaky waves) are unique to GPR waves. The existence of guided waves allows more information to be derived from the recorded GPR wavefield, particularly information on shallow structure within a wavelength of the surface. This is an important zone because it often includes the interface between sediments and permafrost and is subject to strong seasonal variability. Extent of guided-wave profile Figure 13 . A stacked GPR reflection profile for the same data as used for the guided-wave imaging.
Appendix A
Mass and Stiffness Matrices
Matrices B 2 , B 0 , and M (appearing in equation 14) are understood best as being assembled from fundamental 2 Â 2 matrices known as elemental matrices. The elemental matrices are added together recursively in the manner shown in Figure A-1 to give the full matrices. For instance, from the discussion of Lysmer (1970) The process known as "mass lumping" replaces this matrix by a diagonal matrix whose entries are equal to the row sum.
The full mass matrix M is assembled from this 2 Â 2 matrix by adding individual 2 Â 2 matrices in the manner shown in Figure A -1. A similar procedure applies for the stiffness matrices B 0 , and B 2 , although the 2 Â 2 matrices in these cases are not lumped prior to assembly as in the case of mass matrix M. Once these matrices are constructed, the phase velocity, group velocity, and eigenvector shapes of the guided waves can be forward-modeled by solving the eigenvalue/eigenvector problem in equation 14.
Appendix B Group Velocity
As shown by Lysmer (1970) , the group velocity at a single frequency can be obtained without numerical differentiation of the phase-velocity dispersion curve once the phase velocity and eigenfunction are known. This result is given here but also, because it provides an introduction to perturbational techniques, it is developed further in Appendix C for the inverse problem.
From equation 14, the generalized quadratic eigenvalue problem for Rayleigh waves can be written as
where
To find an expression for group velocity, we perturb the wavenumber k and frequency v while keeping the material properties constant. This leads to the following perturbed equation:
Given the equality in equation B-1, this perturbed equation gives, to first order,
We now multiply equation B-3 from the left byṽ T . The first term on the left-hand side of equation B-3 vanishes because B k and M are both symmetric matrices and as a result yields The assembly of the complete mass and stiffness matrices from the elemental matrices. The individual 2 Â 2 elemental matrices are added recursively to form the complete N Â N matrices. The entries of the elemental matrices at the top and bottom edges, which extend past the complete matrix, are not used. Lysmer (1970) and Kausel (2005) discuss this procedure in the seismic case for Rayleigh waves.
