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Abstract. This paper relates the indices of conflict to the development of socioeconomic 
structure. The data banks for six countries have been used for factor analyzing. The 
factor scores have been used as a regression on the indices of conflict. If a good re- 
lationship is established, then it can be used for predicting conflict situations on the 
basis of a given level of socio-economic development. 
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INTRODUCTION 22. Gross Domestic Product per Capita 
One conclusion often made in analyzing conflict 
situations in developing countries is that the de- 
clining socioeconomic conditions, high level of 
population growth, inequality in the distribution 
of income, tribal rivalry, etc., lead to the es- 
calation of domestic conflict. One general con- 
sensus is that as the standard of living improves, 
education spreads, news media develop,'and the 
number of conflicts declines. The objective of 
this paper is to test the above hypothesis with a 
small number of countries and a limited set of 
variables. The countries selected for this study 
are the following: 1. Afghanistan, 2. Burma, 3. 
Ceylon (Sri Lanka), 4. India, 5. Indonesia, 6. 
Nepal, and 7. Pakistan. 
B. Political Stability Variables 
1. 
2. 
3. 
4. 
65: 
:: 
Number of Coups d'Etat 
Number of Major Constitutional Changes 
Type of Government (Premier of Not) 
Effective Executive (Type) 
Effective Executive (Selection) 
Degree of Parliamentary Responsibility 
Changes of Effective Executive 
Legislative Effectiveness 
Quite frankly, this selection shows countries for 
which data was readily comparable. We excluded 
India from our analysis because of its industrial 
infrastructure. For these countries, the data for 
the following variables were collected for the 
years 1950-65. 
C. Conflict Variables 
:: 
Assassinations 
General Strikes 
3. Guerilla Warfare 
4. Government Crises 
5. Purges 
6. Riots 
7. Revolutions 
RELATIONSHIP OF SOCIAL,INFRASTRUCTURE 
VARIABLES WITH POPULATION AND INCOME 
A. Socioeconomic Variables 
:: 
3. 
:: 
6. 
7. 
9": 
;:: 
;:: 
14. 
;165: 
ii: 
19. 
20. 
21. 
Area 
Population 
Population Density 
Number of Telephones 
Number of Telephones per Capita 
Radios 
Number of Newspapers 
Primary School Enrollments 
Primary School Enrollment (per 10,000 
population) 
Secondary School Enrollment 
Secondary School Enrollment (per 10,000 
population) 
Primary and Secondary School Enrollment 
Primary and Secondary School Enrollment 
per 10,000 population) 
Primary School Enrollment Divided by Pri- 
mary and Secondary School Enrollments 
University Enrollment 
University Enrollment per 10,000 popu- 
lation 
All School Enrollments 
All School Enrollments per 10,000 popu- 
latioo 
Percent Literate 
Inhabitants per Physician 
Physicians per Inhahitant 
To study the relationship of social infrastructure 
such as education, growth in mass media, etc., 
with income and population for each country we es- 
timated the following regression for the time 
period 1950-65. 
Y = a + b,x, + b2x2 + e ill 
where Y denotes a social infrastructure, and x 
and x2 stand for population (V3) and per capit 'a 
gross domestic product (V23),respectively. 
The dependent variable Y in successive equations 
was 
Variable Variable 
Number Name 
v5 <I Number of Telephones 
V7 Number of Radios 
;9" 
Number of Newspapers 
Primary School Enrollment 
Vll Secondary School Enrollment 
V16 University Enrollment 
v22 Physicians per Head 
Let us discuss the regression results of each 
country separately. The estimated regression 
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equations for Afghanistan are given in Table 1. 
From this table it is seen that the regression co- 
efficient for population is mostly positive and 
statistically significant. The exceptions are for 
newspapers and university enrollment where they 
are negative and insignificant. This implies that 
in those cases, population cannot be taken as a 
good predictor. The probable reason is that the 
literacy factor is important, and university edu- 
cation is relatively expensive. To test this, we 
regressed the nutier of newspapers variable with 
income and for literacy. We obtained meaningful 
results for Pakistan, Indonesia and Ceylon only. 
TABLE 1 Regression Equations--Afghanistan 
--------_-------_-----______________-______________ 
Domestic 
Dependent Population Product* -2 
Variables bl bz_________"_____ ________________________--________ 
Number of 
Telephones 
0.0019 
(0.0053) 
2.2818 0.91 
(0.9820) 
Number of 0.0529 
Radios (0.0173) 
Number of 
Newspapers 
-0.0118 
(0.0066) 
Primary School 
Enrollment 
0.1075 
(0.0261) 
Secondary School 
Enrollment 
0.0142 
(0.0034) 
University 
Enrollment 
-0.00037 
(0.0003) 
Physicians 0.0066 
(0.0024) 
-2.1240 0.89 
(3.2185) 
5.2974 0.91 
(1.2338) 
-0.2359 0.96 
(4.8512) 
-0.3528 0.95 
(0.6335) 
0.2164 0.90 
(0.0602) 
0.7049 0.96 
(0.4483) 
When we consider the impact of income, we have 
mostly the right signs,but the coefficients are 
not statistically significant, indicating that in- 
come has not been a crucial factor. The exceptions 
are university enrollment, as mentioned before, and 
the number of newspapers, since both of them are 
responsive to increases in income. The conclusion 
which emerges from Table 1 and other regression 
results not presented there is that population 
alone has been the driving force, and income has 
negligible impact, It appears that there has been 
a decline or at best a status quo in the socio- 
economic infrastructureinghanistan. 
If we study the regression equations for Burma (not 
shown here), we find that all the regression co- 
efficients with respect to population have proper 
signs and are significant except for newspaper. In 
that case, population is not a good predictor, but 
income is, since it is significant. As before. the 
income regression coefficients for university edu- 
cation and physicians are highly significant. How- 
ever, the statistical results show that population 
alone explains 90 percent of the variability in all 
the regressions. 
In the case of Ceylon (Table 2), the regression co- 
efficients for population have right signs and are 
significant, except the number of telephones and 
the number of physicians, where the income vari- 
ables are significant. In most cases, the income 
variables are either non-significant or have wrong 
signs, indicating that the population alone is the 
basic predic,ting variable. The same conclusion 
follows from Table 3, which gives the regression 
equations for 'Indonesia. The population regression 
coefficients are significant with the exception of 
number of newspapers. Population is the dominating 
variable, explaining about 93 percent of the 
variability. The information about Nepal (not 
shown here) is interesting. Here income plays a 
more important part since the socioeconomic con- 
ditions in Nepal are much worse and have not 
changed significantly over time. The regression 
equations for Pakistan (not shown here) support 
the claim for the population as the dominant vari- 
able. Thus, on the basis of regression analysis 
we conclude that socioeconomic conditions did not 
change much. 
TABLE 2 Regression Equations--Ceylon (Sri Lanka) 
_____--_^_--________~~~~~~~~__~~~~______~~~~______ 
Domestic 
Dependent Population Product* -2 
Variable bl b2 R ____________________~~~~~~~~___~~~~______~~~_______ 
Number of 
Telephones 
-0.0334 
(0.0285) 
6.9370 0.76 
(2.6784) 
Number of 
Radios 
Number of 
Newspapers 
Primary School 
Enrollment 
Secondary School 
Enrollment 
University 
Enrollment 
Physicians 
0.0032 
(0.0217) 
0.0556 
(0.0039) 
0.1313 
(0.0240) 
0.2028 
(0.0190) 
0.0077 
(0.0006) 
-0.0789 
(0.0090) 
9.8392 0.97 
(2.0433) 
-4.3348 0.95 
(0.3690) 
5.0983 0.99 
(2.2588) 
-3.0682 0.99 
(1.8754) 
-0.4364 0.98 
(0.0538) 
8.0907 0.87 
(0.8473) 
TABLE 3 .-- Regression Equations--Indonesia 
-_~______~~_________~~~~~~~_______~_~______________ 
Domestic 
Dependent Population Product* -2 
Variable bl b2 R _________________________--_______________________ 
Number of 
Telephones 
Number of 
Radios 
Number of 
Newspapers 
Primary School 
Enrollment 
Secondary School 
Enrollment 
University 
Enrollment 
Physicians 
0.0471 
(0.0059) 
0.0021 
(0.0002) 
-0.0021 
(0.0001) 
0.2666 
(0.0227) 
-0.0061 
(0.0038) 
0.0033 
(0.0001) 
0.0008 
(0.0003) 
-2.9212 0.93 
(4.9528) 
0.6945 0.97 
(0.1994) 
2.2639 0.94 
(0.1515) 
-23.6252 0.96 
(18.9440) 
22.4354 0.88 
(3.1608) 
-0.0718 
(0.0906) 
0.995 
-0.1637 0.99 
(0.0222) 
l 
Per capita ____--- ________________________________-_-_______ 
The fact that a change in the socioeconomic 
structure has only one dimension, namely, demo- 
graphy, has also been substantiated by P-factor 
analysis. Factor analysis is a data reduction 
technique applied to a correlation coefficient 
matrix between different variables. The objective 
is to group similar variables into one "composite 
variable" called the factor so that these factors 
(usually much less than the number of variables) 
convey the same information as the variables,i.e., 
the factors generate approximately the same 
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correlation coefficient matrix as the variables 
themselves. In symbols: 
Zji = ajiFli + . . . + . . . + ajmFmi + ajUji 12) 
where j - 1.2, . . . N refer to the variables (in 
our case--socioeconomic variables), and i = 1,2..N 
refer to the number of cases (in our case-- 
countries). The idea is that the value of each 
variable for any individual is expressed as a 
linear function of a set of m factors. The basic 
problem is to determine the "a'." coefficients. 
In Equation (2) it can be ass&d that all the 
variables and factors are measured in standard 
units (zero mean, unit standard deviation). When 
the factors are orthogonal (i.e.,independent) the 
total variance of the jth variable is denoted by 
Oj 
2_ 2, 
- ajl 
,.... + ajm 2 2+ + aj 
The quantity 
hj2 = aj12 + . . . . t ajm 
is2known as the communality of the variable j, and 
is known as the uniqueness which indicates the 
&ent the common factors in Equation (2) fail to 
account for the total unit variance of the vari- 
ables. It can be shown that for orthogonal factors 
the estimated coefficient (called loading) ajp is 
equal to the correlation coefficient between the 
jth variable and pth factor, i.e., 
rZjFp 
= ajp ; (j = 1,2,...n; p = 1,2, . . . m) 
(5) 
There are many methods of choosing the factor 
loadings. The widely used principal component 
method starts with the pattern 
Zji = aj,Fli + . . . . . + a. F 
jn ni 
i.e., each of the n observed variables is des- 
cribed linearly in terms of 'n" new uncorrelated 
variables (factors). Usually a much smaller num- 
ber of factors (m < n) is chosen since they explain 
most of the variation in the data. It is to be 
noted that Equation (6) is different from Equation 
(2) with respect to the uniqueness. After the 
factor loadings are estimated for each case 
(country), a factor score is computed using 
fi = aliz + . . . anizn; (i = 1 . . ..N) (7) 
Although the factors score can be used to rank the 
cases (countries) according to variable status 
(socioeconomic conditions), this cannot be done 
with the original variables, which may be large in 
number and correlated. 
Typical data used in factor analysis refer to vari- 
able (say, socioeconomic) value for a number of 
cases (say, countries) for a given year or for a 
number of years. R-factor analysis reduces the 
nutier of variables, through factor, relates the 
variables to the factors through loadings, and 
then gives a factor score for each (country). This 
may be repeated for each year separately. Q-factor 
analysis reduces the number of cases (treated as 
variable) into a small number of underlying types 
of cases (countries). P-factor analysis considers 
the data for a single country over a number of 
years and looks for any pattern of change in the 
factor loadings. In our case, we performed 
P-factor analysis for each of the six countries 
separately over the period 1950-65. Instead of 
taking all the socioeconomic variables listed be- 
fore. we divided the variables into these groups 
as follows: 
Group l--Demographic-economic 
z2 
Population aensity 
Physicians per inhabitant 
V23 Gross Domestic Product per capita 
Group 2--Communication 
V6 Number of telephones per inhabitant 
v7 Number of radios 
V8 Number of newspapers 
v20 Percent literate 
Group 3--Education 
VlO Primary school enrollment per inhabitant 
v12 Secondary school enrollment per inhabitant 
v17 University enrollment per inhabitant 
For each of these sets, P-factor analysis Using 
principal component was conducted, and in each 
case only one factor almost completely explained 
the total variance. 
If we study the factor loadings in Table 4, it is 
clear that all the variables are loaded heavily 
with the factor, indicating there has not been any 
significant changes in the socioeconomic structure 
over time. The results are true for all countries 
in question. 
To substantiate this conclusion further we con- 
ducted factor analysis for each year for the three 
sets of variables mentioned before. For each set, 
a single factor was extracted. They can be termed 
demographic-economic, comnunication, and education 
factors,respectively. With only the exception of 
university enrollment (V17) the correlation of the 
factor with the variables is quite high. For each 
year and for each country, we also obtained the 
factor scores. They are shown in Table 5. It is 
interesting to note the factor scores of each 
country over time. They have not changed signi- 
ficantly. Also, note the ranking of the countries 
with respect to socioeconomic factor scores with 
the real situation. Ceylon (Sri Lanka) is at the 
top, then comes Pakistan. They are followed by 
Indonesia, Afghanistan and Nepal. 
TABLE 4 Factor Loadings for.P-Factor Analysis -__I_ 
___________________________-_-____________-__--__ 
v4 v22 V23 
Country Demograpnic-Economic 
1. 4fghanistan .96 .96 .95 
2. Burma .93 .98 .58 
3. Ceylon .94 .52 .99 
5. Indonesia -99 .95 .87 
6. Nepal .95 .98 .96 
7. Pakistan .99 .99 .98 
va V7 V6 v20 
Country Communication 
1. Afghanistan .97 .86 .93 .99 
2. Burma .63 .97 .92 .90 
3. Ceylon .70 .94 .70 .99 
5. Indonesia .15 .99 .93 .99 
6. Nepal .99 .57 .91 .93 
7. Pakistan .98 .98 .99 .98 
-__----_____________-___-__---_____________________ 
Our next objective was to relate the incidence of 
conflict with the socioeconomic factor scores for 
each country. It is difficult to define precisely 
conflict and its measurements. Also, it is even 
harder to monitor it over time Further, conflict 
does not follow a continuous time path. For a 
particular year, the number of conflicts may 
suddently jump with no apparent reasons. So it 
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TABLE 5 Factor Scores (All Years Not Shown) 
________________________~~___~~~~_____~~~~~~~~__~~ 
Demographic- 
Economic Comnunication Education ______________________________________--_____-__-_ 
Year 15 (1963) 
Country 1 -0.83 -0.43 -0.73 
Country 2 -0.73 -0.33 -0.03 
Country 3 1.78 1.91 1.92 
Country 5 -0.01 0.08 -0.60 
Country 6 -0.62 -0.88 -0.61 
Country 7 0.41 -0.34 0.07 
Year 16 (1964) 
Country 1 -0.81 -0.44 -0.78 
Country 2 -0.93 -0.48 -0.00 
Country 3 1.71 1.90 1.87 
Country 5 -0.07 0.16 -0.56 
Country 6 -0.44 -0.90 -0.62 
Country 7 0.55 -0.22 0.10 
Year 17 (1965) 
Country 1 -0.93 -0.47 -0.75 
Country 2 -0.92 -0.59 0.03 
Country 3 1.66 1.90 1.88 
Country 5 -0.16 0.21 -0.68 
Country 6 -0.23 -0.88 -0.60 
Country 7 0.59 -0.16 0.12 
____________________~~~~_~___~~~~~~~~~~~~~~~~~___~ 
will not be proper to relate the number of con- 
flicts for each year with the socioeconomic struc- 
ture score for that year even if such data were 
available. For this reason, we have cotiined 
(with weights) the data of all the conflict vari- 
ables listed before into one group. The weights 
are: 
Assassinations 25 
General Strikes 5 
Guerilla Warfare 10 
Government Crises 5 
Purges 
Riots 1; 
Revolutions 30 
Antigovernment 
Demonstrations 5 
TOTAL 100 
Since it is not easy to decide the weights from 
any objective criteria, we selected the weights 
subjectively, e.g., giving more weights to con- 
flicts which lead to violence and bloodshed. The 
higher the value of this index the more intense is 
the conflict. Besides socioeconomic variables. 
political stability variables (5) listed before 
also influence the number of conflicts. The fol- 
lowing sets of weights are adopted depending upon 
the existence or non-existence of some stability 
characteristics. 
Number of Coups d"Etat If No = 0 
If Yes = 30 
Number of Major Constitutional 
Changes If No = 0 
If Yes = 25 
Premier If No = 20 
If Yes = 0 
Effective Executive (Type) If (1) = 10 
(2) = D 
143; : 10" 
Effective Executive (Selection) If (2) = 0 
(3) = 5 
Degree of Parliamentary 
Responsibility If I?,' 1 $10) 
(;) : (Z) 
Total possible score = 100 
Since the number of countries is small, to gene- 
rate more degrees of freedom, a pooled time series 
cross-section analysis approach is adopted. For 
each country, two time periods, namely, 1953-55 
and 1957-59, are chosen for the conflict variate 
(Y). The dates for the corresponding factor score 
(F) are 1950 and 1954, respectively. A three-year 
lag was taken to consider the fact it takes time 
for the worsening socioeconomic condition to have 
any impact on conflict. A three-year period was 
chosen due to the availability of data. The cor- 
responding dates for the political stability (S) 
variate are 1950-54 and 1955-59. This type of 
overlapping time period was taken due to data 
availability and also because lag effect and the 
current political stability variable affect con- 
flict. On the basis of twelve observations for 
the variate Y (conflict), Fl (demographic-economic 
i;;:;:], F$ (communication factor-, F3 (education 
a d S (political stability), a linear 
regression equation was computed: 
Y = 2.0974 + 2.1032 F, - 189.9251 F2 
(10.6961) (88.7831) 
- 52.1338 F3 - 1.2950 S (8) 
(85.5544) (.0501) 
R2 = .5753 
It is interesting to note from the above equation 
that both mass communication and education factor 
scores have negative signs, thus implying higher 
factor scores will lead to lower conflict. The 
political stability variate alsohas negative signs. 
It implies that when we have more authoritative 
dictatorial political structure, the incidence of 
conflict decreases. The sign of F is positive. 
This apparently inconsistent resul can be ex- L 
plained in the following way. As mentioned before, 
for all the countries in question, the regression 
analysis, P-factor analysis, and R-factor analysis 
all emphasized the importance of population. The 
income variable was weak. So if we have a high 
factor score (Fl). it means for that country popu- 
lation is quite important. From the above equation, 
it follows that the higher the population factor, 
the higher will be the conflict 
2 
The value of the 
coefficient of determination (R ) is not too low. 
considering cross-section observations. The stand- 
ard errors are given in parenthesis under each co- 
efficient. It is interesting to note that the 
political stability variable is highly significant. 
Thus, from the results presented before, we can 
tentatively conclude that worsening socioeconomic 
conditions do lead to conflict. It does not, of 
course, follow that improvements in the quality of 
life will change the situation. This depends upon 
the country in question, its value system, and the 
nature of the conflict. For example, in the 
Western societies, although the socioeconomic con- 
ditions have changed considerably, domestic con- 
flict in terms of crime did not decrease. Another 
important variable not considered is international 
intervention. 
It is true that our conclusion was based on a small 
sample and a limited number of variables. The ob- 
jective has been to present a prototypical struc- 
ture of analysis. We hope it will be of some value 
to more comprehensive studies in the future. 
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