Abstract: A model for prediction of the outcome indicators of e-Learning
Introduction
Recently the use of e-Learning in higher education is increasingly expanding. The assessment of its efficiency allows the identification of the gaps of high schools activities and the measures for their reduction. This contributes to the increase of their efficiency and competitiveness on the market of educational services.
On the other hand, it is also necessary to evaluate the final results of e-Learning, namely the graduation marks of the students, their competitiveness on the labour market and their motivation for further training.
For prediction of the outcome efficiency indicators of e-Learning on the basis of data from BSC, a Neural Network (NN) method is chosen.
NN are becoming still more widely used for analysis, modeling and predicting, in solving specific problems in management processes -risk assessment, forecasting of stock indices, control of operations with credit cards, forecasting of exchange rates, prices of securities, etc. [1, 2, 3] . The prognoses in these areas are characterized by a high level of errors. The contemporary theoretical and practical achievements in the area of neural networks allow the development of predicting models with high accuracy.
Predicting the efficiency of e-Learning by NN
The neural network method was applied to predict various aspects of e-Learningefficiency, probability of successful completion of the training course, quality, satisfaction of the participants in training, etc.
L y k o u r e n t z o u, G i a n n o u k o s, M p a r d i s, N i k o l o p o u l o s and L o u m o s [4] recognize that the growing use of e-Learning requires the establishment of a mechanism for predicting the marks of the students at an early stage of the course. The authors apply a method for predicting the marks of the students in an online course lasting 10 weeks. In the method proposed a multilayer neural network without a feedback is used, in order to predict the marks of the students. The students are divided into two groups according to their graduation marks. The results of the multiple choice tests were used as input data for the model. The obtained results show that the creation of an accurate prognosis is possible after the third week of the 10-weeks course. The low levels of the false prognosis demonstrate the adequacy of the chosen method. The prognosis by NN is compared to a prognosis made by linear regression applied to the same problem. The conclusion is that NN are more efficient at all stages of forecasting. The proposed methodology can assist the instructors in providing better educational services and indicate which students need specific support.
In order to predict the indicator "students, that have dropped out of e-Learning", L y k o u r e n t z o u, G i a n n o u k o s a, N i k o l o p o u l o s a, M p a r d i s a and L o u m o s a [5] develop a method based on three different types of neural network architectures. The architectures of NN which are used are as follows: a neural network without a feedback: Support Vector Machine, and SFAM (Simplified Fuzzy ArtMap (Adaptive Resonance Theory Mapping)) by K a s u b a [6] . The authors note that a NN architecture may fail to accurately classify some of the students, and offer three different schemes of taking decision, which combine the results of three NN architectures. They compare the results obtained by other methods used on similar problems and find that the solution obtained by NN is significantly better.
B a k e r and R i c h a r d s [7] predict the costs for the education of the students in USA by NN and compare them with a prognosis prepared by a multivariate regression model, developed by the National Center for Educational Statistics. They found out that the prognosis is more accurate when prepared by a linear neural network in comparison to the statistic model. Z h o n g, H e and N a n [8] propose a nonlinear estimation method and use NN as a tool for nonlinear modeling to assess the quality of education of the graduating students.
3. Assessment of the efficiency of e-Learning by Вalanced Scorecard R o b e r t K a p l a n and D a v i d N o r t o n [9] have created a strategic model for assessment of the efficiency named Вalanced SCorecard (BSC).
The application of BSC by the educational institutions starts at a later stage, compared with the use of BSC in business organizations. However, universities in USA, Great Britain, Australia and Russia implement successfully BSC for assessment and management of their activities [10] [11] [12] [13] .
The basic components of a BSC model are the Key Performance Indicators (KPI). These are qualitative and quantitative indicators, which serve to assess the efficiency of the activity of the organization and to show the degree of achievement of its tactical and strategic goals. The key indicators are used also to assess the difficulty to measure the activities, such as satisfaction of the concerned parties, staff motivation, competitiveness of the offered service, etc. A set of KPI for assessment of the efficiency of e-Learning at a Bulgarian university with e-Learning is presented in Table 1 . The data is from a master course for the period 2001-2009. (Table 1) , a comprehensive neural network model is offered in the present paper.
The selected e-Learning efficiency indicators are:
• average graduation marks;
• ratio of graduated students to enrolled students;
• ratio of PhD students to graduates;
• proportion of graduates working within their field of study.
Neural network model for predicting the efficiency of e-Learning
The purpose of the present paper is to build an adequate and accurate model for practical application in forecasting the efficiency of e-Learning by the tools of NN. The training by NN is carried out by submitting KPI at its input (Table 1) 
Data needed for the creation of a NN model
The sample of the actual data is gathered for the period 2001-2009 at a Bulgarian university that applies e-Learning. The sample data has the following characteristics:
• the number of the examples is less than the number of variables,
• the investigated period of time is relatively short.
NN in conjunction with Principal Component Analysis (PCA) are used in order to solve the above mentioned problems.
According to B r a c e [14] , "The number of tested examples has to exceed the number of predictor variables", i.e., for application of Principal Component Analysis (PCA) more examples than the number of variables are needed. In this case the available data are for 9 years (9 examples), 25 input and 4 outcome variables. This requires interpolation of the data.
Stages in the development of a NN model
The development of a predictive NN model comprises the following stages:
• centering and normalization of the data;
• correlation analysis of the data. At this step the indicators which have big correlation coefficients between them are removed (these are the indicators, marked by the symbol * in the third and fourth column of Table 1 );
• interpolation of the data using the Hermite method;
• correlation analysis of the data in order to examine to what extent the correlation coefficients between the separate indicators are preserved after the interpolation;
• principal Component Analysis of the KPI;
• development of NN. During the development the steps are as follows:
• NN is trained by data;
• a prognosis for the values of the outcome indicators for 2009 is prepared;
• the error is calculated.
Step 6 is repeated with the following NN architectures:
• linear NN is developed;
• linear NN is developed with Optimal Brain Damage;
• nonlinear NN is developed;
• nonlinear NN is developed with Optimal Brain Damage. NN architecture with the smallest prognosis error is selected as appropriate.
Construction of a predictive model 4.3.1. Data centering and normalization
The application of PCA requires that the data it is applied on must be centered and normalized [15] . For centering of a variable a standard formula is used, by determining its arithmetic average and for normalization -a formula by its dispersion.
Correlation analysis of the data in order to reduce the dimension
When performing PCA it is necessary to analyze the correlation coefficients between the variables and to eliminate those variables which correlation with other variables is greater than 0.9. During the statistical processing of data when two variables have a correlation coefficient greater than 0.9, it is assumed that they measure the same indicator and only one of them must remain in the dataset. In Table 1 the symbol * marks the variables which are removed from the dataset due to their high correlation. The correlation analysis of the output indicators shows that the correlation coefficients between the e-Learning efficiency indicators do not exceed 0.85 and therefore no removal is required.
Data interpolation
According to the type of function f(x) in the sections between the interpolation nodes, the type of interpolation can be linear, parabolic, bilinear, bi-cubic, and others, depending on the chosen function. Bi-cubic spline in the form of Hermite is a suitable function, since the interpolates will not exceed the maximum value of the reference data, nor descend below their minimum value (such as the "graduate mark" key indicator).
The interpolation of the input and output data is preceded by determination of the necessary number of interpolators. Typical for the interpolation is that in the data noise, which increases in direct proportion to the increase of the number of interpolants "is introduced".
In order to reduce the noise to minimum levels, it is necessary to select a minimum number of points, sufficient for PCA. The requirement towards the data is that the number of examples must be greater than the number of variables. The accomplishment of the necessary calculations shows that for interpolation of the variables it is sufficient to create one intermediate point for each data point. After this step the sample contains 17 examples (9 points, 8 intermediate intervals with one interpolated point in each of them).
Correlation data analysis to verify the result of the interpolation
To verify to what extent the data dependencies are preserved, it is necessary to make correlation analysis of the input and output variables before and after interpolation, and to compare the results. If the data dependencies are preserved, the difference in correlation coefficients before and after interpolation is minimal. The average change of the correlation coefficients after interpolation of the input indicators is within the range of 0.01 -0.03%, and that of the outcome indicators is zero.
It can be concluded that the correlations between the variables before and after interpolation is preserved within normal limits.
Principal Component Analysis
The method Principal Component Analysis is offered by Pearson and serves to reduce the dimensionality of the data.
The principal components (results of PCA) are new independent variables, describing the whole sample. From a mathematical point of view PCA is an orthogonal linear transformation that transforms the data into a new coordinate system so that the projection of data with greatest variance lies on the first coordinate axis (called the first principle component), data with second largest variance lie on the second coordinate axis, etc. [17] .
After conducting PCA using statistical software, 4 principal components are obtained, which together reflect 90.239 % of the variance in original data. 5 . Numerical experiments through simulation of NN in order to predict the efficiency of e-Learning NN simulation proceeds as follows:
• NN is trained with data by the method Leave one out [18] ;
• prognosis of the values of the outcome indicators for 2009 is prepared;
Linear neural network simulation
The outcomes of training a linear NN with data for 2001-2008 and its testing by passing the input data for 2009, are presented in Table 2 . The average error from a linear NN is 13.39 % of the total width of the intervals of the outcome variables. From a statistical point of view it seems too large; to improve the accuracy of the prognosis a method for optimization of NN is applied. The optimization of a linear NN is done by the algorithm OBD (Optimal Brain Damage) [19] . OBD is a method for optimizing the structure of the NN that works by removing unimportant neural connections. By removing the unimportant connections from a network, several improvements can be expected: better generalization and fewer training examples required. The basic idea is to use second-derivate information to reduce the network complexity and the training set error. The neural networks structure that is obtained is presented in Fig. 1 , where the synaptic weights that drop out of the NN structure are marked by dotted lines: The average outcomes are presented in Table 2 . The error of 6.63 % shows improvement of the predicting capabilities of the optimized NN compared to the non-optimized.
• Simulation of the nonlinear network. It is necessary to determine the number of hidden layers and the number of neurons in each of them in a nonlinear network.
In terms of the calculation capabilities only one hidden layer is sufficient. It is proven that a nonlinear neural network with one hidden layer has universal approximation capabilities [20] [21] [22] .
The references research reveals that no rule for determining the number of the neurons in the hidden layers exists [23] . In order to calculate the number of neurons K r u g l o v at al. [24] proposes a formula. The calculations with the help of this formula show that five is a reasonable number for the neurons in the hidden layer. Therefore a neural network with five neurons in the hidden layer is selected.
The activation function that is used by the neurons in the hidden layer is sigmoidal. The graph of this function is in the shape of letter "S". This is the most The activation function used in the output layer is linear. The results of the simulation of a nonlinear NN built with these considerations in mind are presented in Table 2 .
The average prognosis error amounts to 15.06 % of the total width of the interval of outcome indicators.
The method OBD is applied on the nonlinear NN. The NN obtained as a result is presented in Fig. 3 . The dotted lines denote the synaptic weights dropped out by OBD method.
The average result of the training of an optimized nonlinear neural network is presented in Table 2 .
From a statistical point of view the error rate is within the tolerance of 5 %. The accuracy of the prognosis of an optimized nonlinear NN is higher than that of a linear NN. The error in the prognosis, expressed as a percentage of the width of the interval of the efficient variables is 3.71 % ( Table 2 ). This is the lowest level of error and seems satisfactory from a statistical point of view. The data in Table 2 
Conclusion
A model of a neural network for obtaining accurate predicting structure with small data samples is proposed in the present paper. The data is processed in advance by correlation analysis, interpolation and PCA. In this case the outcome indicators for e-Learning efficiency are predicted on the basis of key performance indicators from BSC.
The proper selection of the number of neurons in the hidden layer and the optimization algorithm maximize the prognosis accuracy. The nonlinear NN reaches acceptable prognosis accuracy only after optimization. Reducing the number of synaptic weights in the neural networks is useful in practice, because it increases the prognosis accuracy.
The results of prediction by a nonlinear network are closer to the real values, compared with the results of prediction by a linear NN. Therefore a conclusion could be made for the presence of nonlinear relationships in the data.
The performed numerical experiments on the basis of real data show an acceptable from a practical point of view (3-4 %) prognosis error. Thus the efficiency and the practical applicability of the proposed mathematical model for predicting the outcome indicators of e-Learning efficiency on the base of neural networks and PCA, are proved. This paper does not claim to discuss and resolve the whole spectrum of problems in assessing and predicting the efficiency of e-Learning in higher education. Its purpose is to give some recommendations and conclusions related to the various aspects of e-Learning evaluation. In such context this paper could be seen as a step towards our further studies in the area of the topical problem.
