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Abstract
In this paper we describe a computational approach
to the optimal output feedback control of multi-model
systems by means of a unique constant output feed-
back matrix. Extension of the method to output feed-
back control of multi-model periodic systems is also pre-
sented. The power of the proposed approach is illus-
trated by the simultaneous stabilization and optimiza-
tion of a helicopter multi-model.
1. Introduction
Dynamical system models of plants operating around
particular operating conditions are often obtained as
multi-model representations of the form
λx(t) = Aix(t) +Biu(t)
y(t) = Cix(t) +Diu(t)
, (1)
where x(t) ∈ IRn, u(t) ∈ IRm, y(t) ∈ IRp; Ai, Bi, Ci,
Di, for i = 1, . . . , N are real matrices of appropriate di-
mensions; and where λx(t) = x˙(t) for a continuous-time
system or λx(t) = x(t + 1) for a discrete-time system.
The multi-model (1) can be alternatively specified by
the sequence of system matrices
Si =
[
Ai Bi
Ci Di
]
, i = 1, . . . , N.
Such a model belongs to the more general class of so-
called polytopic models
λx(t) = A(t)x(t) +B(t)u(t)
y(t) = C(t)x(t) +D(t)u(t) , (2)
whose time-varying system matrix S(t) =
[
A(t) B(t)
C(t) D(t)
]
varies within a fixed polytope of matrices
S(t) ∈ Co {S1, . . . , SN} :=
{
N∑
i=1
αiSi : αi ≥ 0,
N∑
i=1
αi = 1
}
.
The systems S1, . . ., SN are called vertex systems.
Let J be a quadratic performance index of the form
J = E
{∫ ∞
0
[x(t)TQx(t) + u(t)TRu(t) ]dt
}
(3)
in the continuous-time case, or
J = E
{ ∞∑
k=0
[x(t)TQx(t) + u(t)TRu(t) ]
}
(4)
in the discrete-time case, where Q and R are symmetric
matrices with Q ≥ 0 and R > 0. In this paper we
address the problem to determine the optimal output-
feedback control law
u∗(t) = Fy(t) (5)
which, according to the type of the system, minimizes
either the performance index (3) or (4), and simultane-
ously stabilizes all N systems in (1). In what follows we
assume that such a matrix exists.
The simultaneous stabilization by output feedback is
not a convex problem, thus techniques based on solv-
ing linear matrix inequalities (LMIs) [1] are not directly
applicable to solve this problem. The solution which
we propose relies on using gradient search techniques to
find only a local minima of a modified performance in-
dex. The computational approach for the optimal out-
put feedback control of a multi-model system is solved
by turning the original problem into a large order highly
structured standard output feedback problem with a
modified performance index. Explicit expressions for
evaluating the modified function and its gradient are
derived. These computations involve successive solu-
tion of low order Lyapunov equations which can be done
in parallel. The proposed approach is illustrated on a
24th order helicopter multi-model with 41 vertex sys-
tems. Extension of the proposed approach to solve the
periodic output feedback control of multi-model peri-
odic systems is also discussed.
2. Single-Model Optimal Output Feedback
Control
Let us first review some results for the standard case of
a single model (see also [2, 3])
λx(t) = Ax(t) +Bu(t)
y(t) = Cx(t) +Du(t) , (6)
for which we want to determine an optimal output feed-
back controller of the form (5) which minimizes either
the performance index (3) or (4), according to the type
of the system. Without loss of generality we assume
D = 0. It is easy to see that if D 6= 0 and F˜ is the so-
lution of the above problem for D set to zero, then the
solution for nonzero D is F = (I + F˜D)−1F˜ , provided
I + F˜D is invertible.
To solve the optimal output feedback problem descent
methods based on gradient search techniques are usu-
ally employed. This approach involves the evaluation of
the performance index and its gradient for a given sta-
bilizing value of the output gain matrix F . We assume
that the initial state at t = 0 is a random variable with
covariance matrix E{x(0)xT (0)} = G. We denote in
what follows A = A+BKC and Q = Q+CTFTRFC.
With these notations the values of function and its gra-
dient can be computed for a continuous-time system as
J(F ) = tr (PG)
∇FJ(F ) = 2(BTP +RFC)SCT , (7)
where P and S satisfies the continuous-time Lyapunov
equations
A
T
P + PA+Q = 0
AS + SA
T
+G = 0.
(8)
The corresponding expressions for a discrete-time sys-
tem are
J(F ) = tr (PG)
∇FJ(F ) = 2(BTPA+RFC)SCT (9)
and P and S satisfies the discrete-time Lyapunov equa-
tions
P = A
T
PA+Q
S = ASA
T
+G
(10)
Having explicit analytical expressions for the function
and its gradient it is easy to employ any gradient based
technique to minimize J , provided an initial stabilizing
output feedback gain is available.
An important aspect for what follows is to cope with
structured feedback gain matrices. How structure en-
ters in computations has been shown in [4] in the con-
text of optimal decentralized control. By assuming that
some elements of F are fixed (for instance set to zero),
we can solve the output feedback optimization prob-
lem by using straightforward mapping mechanisms to
extract the active set of components of F and of the
gradient ∇FJ(F ) before employing them by the mini-
mization routine. Notice that although the parameter
search is performed on a reduced set of elements of F ,
the above expressions of function and gradient are still
valid.
As mentioned before, to use gradient search methods,
an important subproblem in solving an optimal out-
put feedback control problem is the initialization of the
search process in the case of a given unstable system.
An initial stabilizing output feedback gain F can be
computed by several search techniques [2]. Probably
the simplest and most convenient approach is to use the
minimization procedure itself to find a stabilizing feed-
back. This can be done by solving a sequence of modi-
fied problems which finally lead to a stabilizing gain ma-
trix if one exists. For instance in the continuous-time
case we can solve the optimal output feedback prob-
lem repeatedly for systems with A replaced by A+αjI,
j = 1, 2, . . . , to compute the corresponding Fj , where
F0 = 0 and the strictly increasing sequence {αj} is cho-
sen such that Reλi(A+BFj−1C+αjI) < 0. A stabiliz-
ing output gain has been found when αj ≥ 0 at a certain
moment. This technique can be even used to achieve
eventually a prescribed stability degree for the closed-
loop system. A similar approach can be employed for
stabilizing of a discrete-time system. This time we re-
place the pair (A,B) with (αjA,αjB) to compute the
corresponding optimal Fj , where as before F0 = 0 and
the strictly increasing sequence {αj} is chosen such that
αj |λi(A+BFj−1C)| < 1. A stabilizing output gain has
been found when αj ≥ 1 at a certain moment.
3. Multi-Model Optimal Output Feedback
Control
Consider now the optimal output feedback problem for-
mulated in the Introduction. For the following develop-
ments we assume then for all vertex systems Di = D,
for i = 1, . . . , N , that is the feedthrough matrix is a
constant matrix. Moreover without further loss of gen-
erality we can also assume D = 0. We consider the
following large system consisting of N subsystems
λxi(t) = Aixi(t) +Biui(t)
yi(t) = Cixi(t)
, i = 1, . . . , N, (11)
where xi(t) ∈ IRn, ui(t) ∈ IRm, yi(t) ∈ IRp. The overall
system is described by
λx(t) = Ax(t) +Bu(t)
y(t) = Cx(t) , (12)
with x(t) ∈ IRnN , u(t) ∈ IRmN , y(t) ∈ IRpN and the ma-
trices A = diag(A1, . . . , AN ), B = diag(B1, . . . , BN ),
C = diag(C1, . . . , CN ). We consider the decentralized
linear control law of the form
ui(t) = Fiyi(t), i = 1, . . . , N
and we introduce the block-diagonal feedback gain ma-
trix F = diag(F1, . . . , FN ) for the overall system (12).
We define also the corresponding performance indices
(3) or (4), where Q = diag(β1Q, . . . , βNQ) and R =
diag(β1R, . . . , βNR) and βi are weightings satisfying∑N
i=1 βi = 1. By starting with the expressions for the
decentralized output feedback derived in [4], it can be
shown that for a given set of gain matrices {Fi} in the
continuous-time case the performance index and its gra-
dient can be computed for i = 1, . . . , N as
J({Fi}) =
∑N
i=1 βitr (PiG)
∇FiJ({Fi}) = 2βi(BTi Pi +RiFiCi)SiCTi ,
where Pi and Si satisfy the following continuous-time
Lyapunov equations
A
T
i Pi + PiAi +Qi = 0
AiSi + SiA
T
i +G = 0
(13)
with Ai = Ai + BiFiCi, Qi = Q + CTi F
T
i RFiCi and
G = E{x(0)xT (0)}. The corresponding expressions for
a discrete-time system are
J({Fi}) =
∑N
i=1 βitr (PiG)
∇FiJ({Fi}) = 2βi(BTi PiAi +RFiCi)SiCTi ,
and Pi and Si satisfy the following discrete-time Lya-
punov equations
Pi = A
T
i PiAi +Qi
Si = AiSiA
T
i +G.
(14)
By imposing that all feedback components are equal
F1 = · · · = FN = F we further obtain
J(F ) =
∑N
i=1 βitr (PiG)
∇FJ(F ) = 2
∑N
i=1 βi(B
T
i Pi +RFCi)SiC
T
i
for a continuous-time system and
J(F ) =
∑N
i=1 βitr (PiG)
∇FJ(F ) = 2
∑N
i=1 βi(B
T
i PiAi +RFCi)SiC
T
i
for a discrete-time system, where Ai = Ai + BiFCi.
The matrices Pi and Si, according to the type of the
system, satisfy the Lyapunov equations (13) or (14),
where Qi = Q+ CTi F
TRFCi.
It is apparent that the evaluation of function and gra-
dient values implies the independent computation of N
function and gradient values for each vertex subsystem.
This can be done in parallel and thus the evaluation
of function and gradient is potentially very efficient on
parallel architecture machines.
The use of weights is a convenient means to experiment
with sub-collection of systems. Weights can be also use-
ful to put more emphasis on the performances of some
particular instances of parameter values (for instance
on nominal values).
In the case of a polytopic model, even if a particular
optimization led to a stabilizing output feedback matrix
for all vertex systems, there is still no guaranty that
the polytopic system is stable, that is any system in the
convex hull Co {S1, . . . , SN} is stable for the computed
F . In order to check the stability in this case we can try
to solve simultaneously for i = 1, . . . , N the following
LMIs of the form
(Ai +BiFCi)X +X(Ai +BiFCi)T < 0,
X > 0
in continuous-time case or
(Ai +BiFCi)X(Ai +BiFCi)T −X < 0,
X > 0
in the discrete-time case. Notice that if the above sta-
bility check is positive, then the polytopic model is sta-
ble for arbitrarily fast time variations within the convex
hull, which indicates a certain conservatism of such kind
of results.
Having analytical expressions for function and gradi-
ents, we can employ in principle any gradient based min-
imization technique to solve the optimization problem.
It is however advisable to use search methods where the
user has some control on choosing the step lengths be-
cause too large step lengths can lead to feedback gains
which destabilize one or more vertex systems and thus
can lead to failures because of unavailability of func-
tion and gradient values. An example of a method well
suited for complex optimization purposes is the lim-
ited memory BFGS method [5] using the line search
procedure with guaranteed decrease described in [6].
Both methods are implemented within the MINPACK-
2 project ( the successor of MINPACK-1 [7]) offering
a convenient reverse communication interface which al-
lows a complete separation between the optimization
routines and the routines implementing the complex
computations for function and gradient evaluations.
4. Multi-Model Optimal Periodic Output
Feedback Control
The approach presented in the previous section can be
readily extended to the case of periodic multi-models.
Consider the periodic discrete-time systems
x(t+ 1) = Ai(t)x(t) +Bi(t)u(t)
y(t) = Ci(t)x(t)
, (15)
where Ai(t) = Ai(t + K), Bi(t) = Bi(t + K), Ci(t) =
Ci(t+K) for i = 1, . . . , N are periodic real matrices of
period K. We want to compute a periodic output feed-
back matrix F (t) such that the output feedback control
law
y(t) = F (t)u(t)
stabilizes simultaneously all N periodic systems (15)
and minimizes the performance index
J = E
{ ∞∑
k=0
[x(t)TQ(t)x(t) + u(t)TR(t)u(t) ]
}
, (16)
where Q(t) and R(t) are periodic symmetric non-
negative definite matrices.
To simplify notations we introduce the script notation
X which associates the block-diagonal matrix
X = diag (X(0), X(1), . . . , X(K−1))
to the cyclic sequence of matrices X(t), t = 0, . . . ,K−1.
This notation is consistent with the standard matrix
operations. We denote with σX the K-cyclic shift
σX = diag (X(1), . . . , X(K−1), X(0))
applied to the cyclic sequence X(t), t = 0, . . . ,K−1.
By using a similar approach as in the previous section,
we can derive the expressions of the function and gra-
dient by using the results of [8]. For each vertex system
the computations involve the solution of two discrete
periodic Lyapunov equations: one in reverse time
Pi = ATi σPiAi +Qi, (17)
and one in forward time
σSi = AiSiATi + G, (18)
where Ai = Ai + BiFCi, Qi = Q + CTi FTRFCi, and
G = diag (0, 0, . . . , E{x(0)xT (0)}). For the expression
of the function and its gradient we obtain
J(F) = ∑Ni=1 βitr (σPiG)
∇FJ(F) = 2
∑N
i=1 βi(BTi σPiAi +RFCi)SiCTi .
Efficient algorithms to solve the discrete periodic Lya-
punov equations (17) and (18) have been recently de-
veloped in [9] and can be used to evaluate efficiently the
above expressions for function and gradient.
To check the stability we can try to solve simultaneously
for i = 1, . . . , N the following LMIs
(Ai + BiFCi)X (Ai + BiFCi)T − σX < 0,
X > 0.
If a solution to the above LMIs exits then the periodic
output feedback F is stabilizing over the convex hull of
all periodic vertex systems.
It is interesting to explore the possibility to stabilize
constant multi-model systems by using time-varying pe-
riodic output feedback gains. A trivial necessary con-
dition that the optimal multi-model output feedback
problem has a solution for a time-invariant multi-model
system of the form (1) is that there exists a stabiliz-
ing output feedback gain which simultaneously stabi-
lizes all vertex systems. It is a well know fact that not
all systems are stabilizable by output feedback thus the
approach proposed in Section 3 is not generally appli-
cable. However, analogously as in the single model case
[8] we can try to employ periodic output feedback for
the control of constant systems which are not output
stabilizable. We conjecture that provided the period K
is chosen sufficiently high every constant multi-model
system can be stabilized by using periodic output feed-
back. Moreover, each multi-model system can not only
be stabilized by the periodic output feedback but even
an arbitrary fast dynamics can be achieved simultane-
ously for all vertex systems. Thus the periodic output
feedback could be a very promising approach for prac-
tical multi-model applications.
5. Application to Helicopter Ground
Resonance Stabilization
Due to the wide range of helicopter operating condi-
tions, payload configurations, and flight regimes, sev-
eral specific helicopter control tasks, as for instance
ground or air resonance stabilization [10, 11], lead to a
natural multi-model formulation of the underlying con-
trol problem. To show the potential of the proposed
multi-model approach for output feedback control, we
consider the active control for augmenting rotor/body
damping and to improve aeromechanical stability in
case of the ground resonance problem. The active con-
trol could become a viable cheap alternative to the use
passive technique based on mechanical or elastomeric
blade dampers.
The nonlinear dynamics of a helicopter on ground over
a wide range of rotor speeds and thrust values can be
alternatively described as a multi-model linear system
of the form (1), where each vertex system corresponds
to a pair of rotor-speed–thrust values (Ω, T ). For nu-
merical experimentations we employed models obtained
with the help of CAMRAD/JA software for a generic
helicopter model for 31 rotor speed values ranging from
80% to 110% of the nominal rotor speed Ω0 and for 11
thrust values at 98%Ω0 (the rotor speed for ground res-
onance) ranging from 0 to 100% of the maximum thrust
(Tmax). The system has two control inputs, four mea-
surable outputs and 24 state variables. The dynamics of
each model includes also two first order models of actua-
tors and two second order low pass filters. The filters are
intended to limit the control effects to a frequency do-
main around and bellow the resonance frequency (about
8580
0.02
0.01
0
-0.01
 Rotor Speed (%)
90
0.05
0.04
0.03
0.06
Minimal damping vs. rotor speed
10095 105 110
Open-loop system
Closed-loop system
0
Da
mp
ing
0.005
0
-0.005
-0.01
 Thrust (%)
4020
Da
mp
ing
0.02
0.015
0.01
0.025
Minimal damping vs. thrust
60 80 100
Open-loop system
Closed-loop system
Figure 1: Damping vs. rotor speed and thrust (uniform performance weighting)
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10 Hz). The plots of values of the minimum damping for
frequencies under 10Hz over all rotor speeds and thrust
values show the essential aeromechanical instability of
the open loop helicopter dynamics in the region around
the 98%Ω0 virtually for all thrust values (see Figure 1).
The control problem consists in determining, if possi-
ble, a single output feedback controller which is able
to suppress the ground resonance at all rotor speeds
and for all thrust values and produce an augmentation
of rotor/body damping to values which correspond to
those usually obtained by using passive techniques. The
feasibility of designing a unique controller which stabi-
lizes all systems over all rotor speeds at nominal thrust
was evidenced in [11, 12], by using a carefully designed
controller for the (98%Ω0,Tmax) model. By averaging
all controllers over all rotor speeds and thrust values it
was possible even to stabilize all vertex systems [12]. Al-
though these techniques are rather heuristic, they rise
the question of existence of a systematic approach to
solve the simultaneous stabilization and optimization
problem. Such an approach is precisely that proposed
in this paper.
As it could be expected, in order to stabilize all sys-
tems, it is enough to stabilize a representative subsets
of models. The stabilization of all models was achieved
by using only 7 models (for 5 rotor speeds: 80%Ω0,
90%Ω0, 98%Ω0, 104%Ω0, 110%Ω0, and 2 thrust val-
ues: 30%Tmax, 50%Tmax) from a total of 41 distinct
available models. The curves for minimal damping in
the open-loop and the closed-loop systems for uniformly
weighted performance indexes (βi = 1/N) are shown
in Figure 1. By adding more models the interpolation
properties of the resulting controller are usually bet-
ter. The choice of models to be added can be done
by looking at the non-smooth parts on the curves. By
adding just those models where the non-smooth behav-
ior manifests the damping characteristic can be locally
improved leading finally to a satisfactory smooth global
characteristic.
Another aspect studied was the use of non-uniform
weightings of the individual performance indexes. Al-
though it was shown that it is possible to stabilize all
systems with a unique controller, the damping proper-
ties shown in Figure 1 are unsatisfactory for rotor speeds
greater than Ω0. We can try to use a gain scheduling
approach with respect to thrust in the hope that for
each thrust value we can achieve a satisfactory damp-
ing over all corresponding rotor speed values. For such
an approach, by means of appropriately chosen weight-
ings, we can put more emphasis on enforcing better per-
formance over all rotor speed values for a given thrust
than on the simultaneous stabilization over the rest of
thrust values. The stabilization over all thrust values is
still necessary in order to guarantee the global stability
of each controller. In Figure 2 are shown the results
obtained by using a non-uniform weighting to optimize
the performance at maximum thrust. For the multi-
model output feedback optimization we used 15 vertex
systems. For comparison purpose the values for uniform
weighting for the same set of models are also presented.
It can be seen that the damping performance over all
rotor speed values is significantly better than that ob-
tained by using a uniform weighting but the values over
the thrust values are sensibly worse at low thrust. A
similar behavior is to be expected for performance op-
timization at other thrust values. It seems that this
behavior is an intrinsic limitation of the helicopter dy-
namics. A possibility to be further investigated is the
use of alternative filters or of alternative higher order
output feedback controllers.
6. Conclusions
We described a possible computational approach based
on nonlinear programming techniques for the simulta-
neous stabilization and optimization of a multi-model
system. The proposed approach has been extended to
solve a similar problem for multi-model discrete periodic
systems. The new multi-model optimization technique
was employed to derive a systematic approach for the
stabilization of non-linear helicopter models over a wide
range of rotor speed and thrust values. The provision to
achieve increased performance for particular subset of
model was demonstrated by the use of non-uniform per-
formance weightings. LAPACK [13] based FORTRAN
77 routines to evaluate function and gradient for the
proposed multi-model output feedback optimization ap-
proach have been implemented. A versatile interactive
user interface for this approach has been developed as a
computational module within the computer aided con-
trol engineering environment ANDECS of DLR. This
module allows an easy manipulation of multi-model sys-
tems via a specialized database and a simple, straight-
forward operation to perform optimization studies. Sev-
eral supplementary features (prescribed stability degree,
structured feedback) add useful operational facilities.
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