Abstract. We consider the Stokes problem with slip type boundary conditions in the half-space R n + , with n 2. The weighted Sobolev spaces yield the functional framework. We study generalized and strong solutions and then the case with very low regularity of data on the boundary. We apply the method of decomposition introduced in our previous work (see [7] ), where it is necessary to solve particular problems for harmonic and biharmonic operators with very weak data. We also envisage a wide class of behaviour at innity for data and solutions.
Introduction and preliminaries. The motion of a viscous incompressible
uid is described by the Navier-Stokes equations, which are non-linear. The Stokes system is a linear approximation of this model, available for slow motions. For the stationary Stokes problem −∆u + ∇π = f and div u = h in Ω,
where Ω is a domain of R n , there are several possibilities of boundary conditions.
Under the hypothesis of impermeability of the boundary, the velocity eld u satises u · n = 0 on ∂Ω, (1.1) where n stands for the outer normal vector. According to the idea that the uid cannot slip on the wall due to its viscosity, we get the no-slip condition u τ = 0 on ∂Ω, (1.2) where u τ = u − (u · n) n denotes as usual the tangential component of u. The Dirichlet boundary value problem, which was suggested by Stokes, is the combination of (1.1) and (1.2) . Concerning this problem, the bibliography is well known and extensive. Especially in the case of the half-space, we would like to mention the works of Cattabriga [12] , Tanaka [25] , Farwig and Sohr [15] and Galdi [16] where the solution of problem is investigated in homogeneous Sobolev spaces. Whereas in the works of Maz'ya et al. [21] and Boulmezaoud [11] , we can found results in weighted Sobolev spaces. This is also the functional framework of our previous work (see [7] ).
The correctness of the no-slip hypothesis has been subjected to discussion for over two centuries by many distinguished scientists. Instead of (1.2), Navier had already proposed a condition saying that the velocity on the boundary is proportional to the tangential component of the stress:
where T denotes the viscous stress tensor and β is a friction coecient. For the incompressible isotropic uids the viscous stress tensor is given by T = −π I + ν (∇u + ∇u T ).
The case β = 0 is termed complete slip, while (1.3) reduces to (1.2) in the asymptotic limit β → ∞.
Recent developments in micro and nanouidic technologies have renewed interest in the inuence of surface roughness on the slip behaviour of viscous uids (see Priezjev and Troian [23] ). Intuitively much closer to the observed reality, the Navier slip conditions have been often replaced by (1.2) as the slip length is likely to be too small to inuence the motion on the macroscopic scale. However, numerous experiments and simulations as well as theoretical studies have shown that the classical no-slip assumption can fail when the walls are suciently smooth (see Einzel et al. [13] , Lauga et al. [20] , Priezjev et al. [22] , Qian et al. [24] , Zhu and Granick [27] ). Strictly speaking, the slip length characterizing the contact between a uid and a solid wall in relative motion is inuenced by many dierent factors, among which the intrinsic anity and commensurability between the liquid and solid molecular size as well as the macroscopic surface roughness caused by imperfections and tiny asperities play a signicant role. Navier's boundary conditions have been considered by many authors. Let us quote Jäger and Mikeli¢ [18] and Zaj aczkowski [26] . In the three dimensional case, we can nd other boundary conditions in the work of Ladyzhenskaya and Solonnikov [19] and then intensively studied by Babin, Mahalov and Nicolaenko [8, 9, 10] . These conditions can be expressed by (1.1) combined with the equations curl u × n = 0, (1.4) In the half space R n + , where n = (0, . . . , 0, −1), Navier's conditions (1.1) and (1.3) with β = 0 can be written in u n = 0, ∂ n u = 0 on Γ = ∂R n + .
Let us remark that in the case of R 3 + , we would get the same boundary conditions from (1.1) and (1.4) .
The aim of this paper is to investigate the Stokes problem in the half-space with this type of slip boundary conditions:
−∆u + ∇π = f and div u = h in R n + , u n = g n and ∂ n u = g on Γ.
This paper is organized as follows. The second part of this section is devoted to the notations, functional setting and useful results. In Section 2, we establish the existence of generalized solutions in the central case of weight zero. In Section 3, we extend this result to a wide class of weights and we also deal with strong solutions. Last, in Section 4, we are interested in the case of very low regularity at the boundary which yields very weak solutions.
For any real number p > 1, we always take p to be the Hölder conjugate of p, that is
For any integer n 2, writing a typical point x ∈ R n as x = (x , x n ), we denote by R n + the upper half-space of R n and Γ ≡ R n−1 its boundary. We will use the two basic weights = (1 + |x| 2 ) 1/2 and lg = ln(2 + |x| 2 ), where |x| is the Euclidean norm of x.
For any integer q, P q stands for the space of polynomials of degree smaller than or equal to q; P ∆ q (resp. P ∆ 2 q ) is the subspace of harmonic (resp. biharmonic) polynomials of P q ; A ∆ q (resp. N ∆ q ) is the subspace of polynomials of P ∆ q , odd (resp. even) with respect to x n , or equivalently, which satisfy the condition ϕ(x , 0) = 0 (resp. ∂ n ϕ(x , 0) = 0); with the convention that these spaces are reduced to {0} if q < 0. For any real number s, we denote by [s] the integer part of s.
Given a Banach space B, with dual space B and a closed subspace X of B, we denote by B ⊥ X the subspace of B orthogonal to X. For any k ∈ Z, we will denote by {1, . . . , k} the set of the rst k positive integers, with the convention that this set is empty if k is nonpositive.
In the whole text, bold characters are used for the vector elds depending on the context, f ∈ X stands for f = (f 1 , . . . , f n ) ∈ X = X n and g ∈ X stands for g = (g 1 , . . . , g n−1 ) ∈ X = X n−1 .
About weighted Sobolev spaces, we refer the reader to Hanouzet's classical article [17] and more especially to [2] for logarithmic weights. Let Ω be an open set of R n .
For any m ∈ N, p ∈ ]1, ∞[, (α, β) ∈ R 2 , we dene the following space: 
We also dene the semi-norm:
The weights in the denition (1.5) are chosen so that D R n + is dense in W m, p α, β (R n + ) and so that the following Poincaré-type inequality holds in W m, p α, β (R n + ) (see [3] ): Let q * = inf(q, m − 1), where q is the highest degree of the polynomials contained in W
α, β (R n + ) and we notice that it is a space of distributions. If n/p + α / ∈ {1, . . . , m}, we have the imbeddings:
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If n/p + α = j ∈ {1, . . . , m}, then we have:
In order to dene the traces of functions of W m, p α (R n + ) (here we don't consider the case β = 0), for any σ ∈ ]0, 1[, we introduce the space:
In the same way, we dene, for any real number β, the space W 
If n/p + α = j ∈ {σ, . . . , σ + [s] − 1}, then we have:
If u is a function on R n + , we denote its trace of order j on the hyperplane Γ by:
Let us recall the following trace lemma due to Hanouzet (see [17] ) and extended by Amrouche and Ne£asová (see [3] ) to the critical values with logarithmic weights: Lemma 1.1 (The Trace Lemma). For any integer m 1 and real number α, we have the linear continuous mapping
Moreover γ is surjective and Kerγ = −∆u + ∇π = f and div u = h in R n , let us recall the fundamental results on which we are based in the sequel. First, for any k ∈ Z, we introduce the space
(See Alliot and Amrouche [1] .) Let ∈ Z and assume that n/p / ∈ {1, . . . , } and n/p / ∈ {1, . . . , − }.
(See Alliot and Amrouche [1] .) Let ∈ Z and m 1 be two integers and assume that n/p / ∈ {1, . . . , + 1} and n/p / ∈ {1, . . . , − − m}.
2. Generalized solutions for the weight zero. In this section, we will concentrate on the central case of weight zero that is solutions (u, π) which belong to W 1, p
. This restriction allows us to avoid the questions of kernel and above all of compatibility conditions for the data. However, in the next section, we will rest on this construction to envisage a wide class of weights.
First, we will establish the result about the generalized solutions to (S ) in the homogeneous case. The method is similar to the one employed for the Dirichlet conditions (see [7] ), but the auxiliary problems and the arguments for their resolution are appreciably dierent.
2.1. The homogeneous case. Here, we assume that f = 0 and h = 0.
if n p , the Stokes problem 
In addition, from (2.1d), we take out
hence, the boundary condition
where ∆ = n−1 j=1 ∂ 2 j . So, we get the following biharmonic problem (B) :
Moreover, we have two Neumann problems
(ii) Now, we will solve these three problems.
Step 1: We deal with problem (B). Denoting z n = ∆u n , we can split our problem in the following two Dirichlet problems:
(Γ), then we can apply the result on the singular boundary conditions for the homogeneous Dirichlet problem (see [7, Theorem 3.5] ), provided the following orthogonality condition is satised: 
Step 2: Next, we study problem (N 1). Since ∆u n ∈ W −1, p 0 (R n + ), it is necessary to check that the trace of ∆u n has meaning. We have both ∆u n ∈ W
(Γ) (see [7, Lemma 3.7] ). Next, the result on the singular boundary conditions for the homogeneous Neumann problem (see [4] or [7, Theorem 3.3] ) holds, provided the following orthogonality condition is satised: 
Step 3: Finally, we are dealing with problem (N 2). We split it in two parts:
and
(2.5)
To solve (2.4), we introduce the auxiliary problem [4] ). Next, it suces to put v = ∇ w to obtain a solution (non-unique) v ∈ W 
(iii) Conversely, it is necessary to show that from u n , π, u , we get a solution (u, π) of the original problem (2.1).
From previous it is clear that
It remains to prove that
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and nally, the relation (2.1b).
For (2.7), thanks to the rst equations of (B) and (N 1), we get
With the boundary condition of (N 1), it follows that ∆u n − ∂ n π satises the problem
, then by a uniqueness argument, we necessarily
For (2.1b), the boundary conditions of (N 2) imply ∂ n div u = div g on Γ.
Besides, from the boundary conditions of (B), we get ∂
So, div u satises the problem [4] or [7, Theorem 3.3] ).
(iv) Concerning the uniqueness question, we have notice that u n and π are unique.
Finally, the estimate of Proposition 2.1 is a straightforward consequence of the Banach Theorem. Let us notice that we also can get it from the estimates of the auxiliary problems as we showed in [7] for the no-slip boundary conditions. 2.2. The nonhomogeneous case. Resting on the previous result, we now can deal with the complete problem.
if n p, with the estimate
if n p, and the same without ξ if n > p.
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Proof. We can give a proof quite similar to the one of the nonhomogeneous case for the Stokes system with Dirichlet boundary conditions, by extension of the data f and h to the whole space (see [7] ). But another way is to combine this result with the homogeneous case for the Stokes system with Navier boundary conditions. We will follow this one. Firstly, we introduce the auxiliary problem
With the assumption n p = 1, we know that problem (2.11) admits a unique solution
In addition, we can notice that we have the imbeddings W 2, p
Indeed, we can break it down into
The rst imbedding holds without condition. By duality, the second one is equivalent
(Γ), which allows us to consider the second auxiliary problem
is satised if n < p . Now, we must write this condition by only means of data. It suces to notice that we have for all ϕ ∈ R n−1 × {0},
, to deduce that the condition (2.13) is written ∀ϕ ∈ R n−1 ,
, that is, more simply, the compatibility condition (2.10).
Then, the pair (u, π) = (v + z, ϑ + η) which belongs to W 1, p
Finally, the uniqueness of solutions to (S ) is a straightforward consequence of 
. Indeed, with such data for problem (2.11) we should get the velocity eld z in the space W 1, p 0 (R n + ) and we cannot give a sense to the trace of ∂ n z in that case without ad hoc assumption.
This limitation is not due to the method employed here, it is the same situation as in the Neumann problem for the Laplacian (see [4] ).
3. A wide class of behaviour at innity. Naturally, this question will be solved by the consideration of a scale of weights which extends the weight zero of the previous section. After the study of the kernel of the operator associated to this problem, we will show that the method established for the homogeneous system with the weight zero works in fact for any weight. The main diculty is to get the compatibility conditions in all the auxiliary problems from the one of the original problem. Next, the treatment of the nonhomogeneous system will be noticeably dierent.
3.1. The kernel. In the half-space, a key for this question is the reection principle. We can nd an extensive study of this principle in the work of Farwig (see [14] ). With these boundary conditions, the reection principle is simpler than the one for the Dirichlet conditions and it can be deduced from the classical Schwarz reection principle for the harmonic functions.
be an element of the kernel of the Stokes operator with Navier boundary conditions that is a solution of (2.1) with homogeneous boundary conditions , then the unique extention (ũ,π) of (u, π) to the whole space, satisfying
is given by the continuation formulae:
, where x * = (x , −x n ).
Moreover, suchπ andũ are respectively harmonic and biharmonic tempered distributions in R n , thus polynomials. For all k ∈ Z, let us denote
According to the maximum degre of polynomials in weighted Sobolev spaces (see [2] ), we can characterize this kernel as follows: Corollary 3.1. Let ∈ Z with hypothesis (1.6), then the kernel of the Stokes operator with Navier boundary conditions in W
In fact this kernel does not depend on the regularity according to the Sobolev imbbedings. More precisely, we have the following result: Corollary 3.2. Let ∈ Z and m ∈ N * with (1.7), then the kernel of the Stokes operator with Navier boundary conditions in W m+1, p m+
Using an idea due to T. Z. Boulmezaoud (see [11] ), we also can express this space from the polynomials spaces A For any f ∈ W 0, p
satisfying the compatibility condition
.
Since the kernel has been characterized before, now it remains to show the necessity of condition (3.4) and above all the existence of a solution, that is the surjectivity of this operator. As for the weight zero, we will start with the homogeneous problem, then we will consider more regular data on the boundary, to nish by this theorem.
3.3. The compatibility condition. If (u, π) is a solution to (S ), then we have the following Green formula:
Hence a rst formulation of the compatibility condition for data f , h, g n , g :
Now, in order to use Proposition 3.3, we can observe that
On the other hand, for the trace terms, we have λ = ϕ and ∂ n λ n − µ = ∂ n ϕ n on Γ.
According to Proposition 3.3 and introducing these identities in (3.5), we get (3.4) as second formulation for the compatibility condition.
3.4. Weak and strong solutions in the homogeneous case. Here again, we start with the homogeneous Stokes system (2.1). In fact the method of Subsection 2.1 works for any weight. The extra trouble comes from the compatibility conditions for the auxiliary problems. Following step by step the proof of Proposition 2.1, we throw light on this question.
Proof of Proposition 2.1 revisited. Point (i) is unchanged.
(ii) The compatibility condition (3.4) adapted to problem (2.1) is written
Step 1: Problem (B). For (2.2), the compatibility condition is
(see [7, Theorem 3.5] ). By means of Green formulae, we can rewrite it
Now, to see that it is a consequence of (3.6), it suces to remark that 
where Π D which is the equivalent for the odd harmonic polynomials with respect to x n of the operator Π N for the even harmonic polynomials with respect to x n is dened as follows: [7, Lemma 3.7] for the justication),
= z n , ∆ζ = ∆z n , ζ = 0.
So (3.8) is proved and we get
Step 2: Problem (N1). Here ∆u n ∈ W −1−1/p, p (Γ) (see [7, Lemma 3.7] ) and for this problem, the compatibility condition is ψ(x , t) dt, this yields ψ = ∂ n ζ with ζ ∈ A ∆ [3+ −n/p ] . Since ∆u n = ∆ g n − div g on Γ, we see that (3.10) is exactly written as the condition (3.7), which is satised.
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So, we get π ∈ W 0, p (R 
is solution to problem (2.4). Finally, for problem (2.5), the compatibility condition is
(see [7, Theorem 3.4] ). It is clear that (3.12) is include in (3.6) and then we get
Remark 3.6. The set of critical values for all these auxiliary problems is given by hypothesis (1.6). This is the good set of critical values for the homogeneous problem (2.1) and the supplementary value n/p = + 1 will only appear in the nonhomogeneous problem (S ).
(iii) To recover the n th component of (2.1a) that is (2.7) and (2.1b) from (B), (N 1) and (N 2), we will use the nonuniqueness of their respective solutions u n , π and u constructed in (ii), to select a good one. Since ∆u n − ∂ n π satises (2.8) and belongs to W −1, p (R n + ), we can deduce that ∆u n −∂ n π ∈ A To nish this proof, let us notice that the characterization of the kernel answers to point (iv).
So we have established the existence of weak solutions to the homogeneous problem and we can sum up that in the following result: Proposition 3.7. Let ∈ Z with hypothesis (1.6). For any g n ∈ W 1−1/p, p (Γ) and g ∈ W −1/p, p (Γ), satisfying the compatibility condition (3.6), problem (2.1) admits a solution (u 
Now, always for the homogeneous problem, we will consider the case of more regular boundary conditions, which yields strong solutions. Proposition 3.8. Let ∈ Z and assume that n/p / ∈ {1, . . . , + 1} and n/p / ∈ {1, . . . , − − 1}. Proof. We simply resume the proof of Proposition 3.7 which we named Proof of Proposition 2.1 revisited at the begining of Subsection 3.4, using the regularity results for the harmonic and biharmonic operators.
In order, for the biharmonic problem (B), split in the Dirichlet problems (2.2) and (2.3), we nd z n ∈ W 0, p +1 (R n + ) solution to (2.2) (see [7, Theorem 3.8] ); as well we nd u n ∈ W Moreover, all these results hold under hypothesis (3.13), which yields the optimal set of critical values for such data.
Remark 3.9. We also can get Proposition 3.8 as a regularity result from Proposition 3.7. Indeed, we have W 
Then, as in [7, Corollary 5 .5], we can show by regularity arguments that in fact 
Proof. It suces to show the existence. We will naturally use the result in the homogeneous case established above and rst, we consider the lifted problem
Indeed, according to Lemma 1.1, there exists a lifting function u g ∈ W 2, p +1 (R n + ) of g such that ∂ n u g = g on Γ and there also exists u gn ∈ W 2, p +1 (R n + ) such that u gn = g n on Γ. Then, if we put u g = (u g , u gn ), F = f + ∆u g , H = h − div u g and v = u − u g , the two problems (S ) and (S ) are equivalent. In addition, by means of Green formulae, we can easily verify that condition (3.5) i.e. the alternative form of (3.4) becomes for (S ):
Next, we extend F and H to the whole space byF ∈ W 0, p
as follows:
where ψ * (x) = ψ(x * ) for any x = (x , x n ) ∈ R n with x * = (x , −x n ). That is, to give the functional writing to this extension:
Now, by Theorem 1.3, with hypothesis (3.13), we know that there exists (w,
Thanks to (3.15), we can write (3.16) as
, the condition (3.17) and thus (3.16) is a simple consequence of (3.14). Then, the pair of
and, by a straightforward calculation, we can see that it satises (S ). 
In addition, by Theorem 3.10, there exists (w, ζ) ∈ W 2, p
and ∂ n w = 0 on Γ.
The pair (u, π) = (v + w, ϑ + ζ) answers to the question.
(ii) Assume that n p < + 1. We cannot directly construct a solution as above.
Indeed, the compatibility conditions which are now non-trivial of the auxiliary and initial problems must coincide. Let N be the dimension of the subspace 
, which extends the dual basis of the dual space S [1+ −n/p ] . First, we can give a more compact writing of the compatibility condition (3.5) which is equivalent to (3.4) as:
, where g = (g , g n ). We denote the corresponding trace mapping by
and ε i = κ(e i ). With a suitable numbering of the family, {ε 1 , . . . , ε d } form a basis of the subspace κ
(Γ) and ε i = 0 for i ∈ {d + 1, . . . , N }. Here again, according to HahnBanach Theorem, there exists a family {ε *
(Γ) which extends the dual basis of {ε 1 , . . . , ε d }. Now, let us consider the functions dened by
By Theorem 3.10, there exists (v, ϑ) ∈ W 2, p
By Theorem 3.10, there exists (z, η) ∈ W 2, p
Finally, the pair (u, π) = (v + w + z, ϑ + ζ + η) answers to the question.
To end this section, we can give a global regularity result which extends the strong solutions of Theorem 3.10.
Corollary 3.11. Let ∈ Z and m 1 be two integers and assume (1.7) . For
satisfying the compatibility condition (3.4) 
Proof. The case m = 1 corresponds to Theorem 3.10. We suppose that m 2.
(1) Assuming that −2, hypothesis (1.7) which yields the set of critical values is reduced to n/p / ∈ {1, . . . , − − m}. We begin to establish the result for the homogeneous problem, as in Proposition 3.8. The arguments are the same, using the regularity results for the Laplacian with Dirichlet and Neumann boundary conditions (see [3, 5] ). Next, for the complete problem, we apply the method of the proof of Theorem 3.10 with an ad hoc extention for F and H in this case, there is no compatibility condition .
(2) Assuming that −1 and n/p / ∈ {1, . . . , + 1}, we can adapt the proof by induction of the regularity result for the Stokes system with Dirichlet boundary conditions (see [7, Corollary 5.5] ).
4. Very weak solutions. The aim of this section is to return to the homogeneous problem (2.1) in which we envisage now very singular data on the boundary, that is more precisely
First, we will establish two preliminary lemmas. The second one yields a Green formula in order to solve this new problem by a duality argument. Let us denote by
the Stokes operator. For any ∈ Z, we introduce the space
which is a reexive Banach space equipped with the graph-norm. Then we have the following density result:
Lemma 4.1. Let ∈ Z and assume that n/p / ∈ {1, . . . , − 1} and n/p / ∈ {1, . . . , − + 1}, (4.1) then the space 
Proof. For every continuous linear form
. Letṽ,ζ,w,θ be respectively the zero extensions of v, ζ, w, ϑ to R n . By (4.2), it is clear that we have
and thus T (w,θ) ∈ W 0, p
. Besides, we have the following Green formula: for any ( 
T (w,θ), (ϕ, ψ) = (w,θ), T (ϕ, ψ) . On the other hand, we have both With this orthogonality condition, we can apply Theorem 1.3 and it follows that
Sincew andθ are the zero extensions of w and ϑ, it follows that (w, ϑ) ∈ 
Moreover, we have the following Green formula:
such that ϕ n = 0, ∂ n ϕ = 0 and div ϕ = 0 on Γ,
Proof. Let us make two remarks to start. Firstly, the left-hand term in (4.4) is nothing but the integral
Secondly, the reason for the logarithmic factor in the denition of T
hold without supplementary critical value with respect to (4.1) whereas the imbedding W
So we can write the following Green formula:
We can deduce the following estimate:
According to Lemma 1.1, for any µ = (µ , µ n )
i.e. (ϕ , ψ − ∂ n ϕ n ) = µ with ϕ n = 0, ∂ n ϕ = 0 and div ϕ = 0 on Γ , satisfying
, where C is a constant not depending on (ϕ, ψ) and µ. Then we can deduce that
Thus the linear mapping γ : 
Thanks to this lemma, we now can give the result for singular boundary conditions. Theorem 4.3. Let ∈ Z with hypothesis (4.1). For any g = (g , g n ) ∈
, and there exists a constant C such that
Proof. To start with, let us observe that such a pair (u, π) belongs to T .
Then, we can conclude that the pair (u, π) satises (4.7) and moreover the kernel of the associated operator is S [1− −n/p] .
To end this study, using the method of the proof of the existence in Theorem 3.5, we can establish the existence of very weak solutions to the nonhomogeneous problem with very singular boundary conditions. .
