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Abstract
We investigate the spectral theory of the following general nonautonomous evolution equation
∂tu(t, x) =A
(
u(t, ·))(x)+ h(t, x)u(t, x), x ∈ D,
where D is a bounded subset of RN which can be a smooth domain or a discrete set, A is a general
linear dispersal operator (for example a Laplacian operator, an integral operator with positive kernel or a
cooperative discrete operator) and h(t, x) is a smooth function on R × D¯. We first study the influence of
time dependence on the principal spectrum of dispersal equations and show that the principal Lyapunov
exponent of a time-dependent dispersal equation is always greater than or equal to that of the time-averaged
one. Several results about the principal eigenvalue of time-periodic parabolic equations are extended to
general time-periodic dispersal ones. Finally, the investigation is generalized to random time-dependent
dispersal equations.
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There are many disparate approaches to the problem of modelling diffusion. Such models
may be local (pre-eminently, the Laplacian) or nonlocal (an integral operator) or discrete (lattice
and cellular models, also any discrete numerical method). See [2–4,6,8,12–15,17,18,21,22,30]
(amongst many others) for examples in biology and the theory of phase transition. Regardless
of the details of the model, a common requirement is to investigate the spectral problem for an
associated linear evolution problem. This is often required as a tool for nonlinear problems, for
example when considering stability or invasion (in the ecological context). Specifically, we shall
investigate the spectral theory of the following general nonautonomous evolution equation
∂tu(t, x) =A
(
u(t, ·))(x)+ h(t, x)u(t, x), x ∈ D, (1.1)
where D is a bounded subset of RN . HereA is a linear operator satisfying certain conditions (see
(A1)–(A3) below) which are sufficiently weak to include all three of the above types of models.
The function h(t, x) will, in the first instance, be a function from R × D to R satisfying rather
weak conditions (see (H1)–(H2) in Section 4) but later it will be taken to be periodic and then
generalised to the random dynamical system
∂tu(t, x) =A
(
u(t, ·))(x)+ h(θtω, x)u(t, x), x ∈ D. (1.2)
A full explanation of the notation in (1.2) is given in Section 7.
To be more specific, we shall be able to consider each of the following cases (more examples
are given in Section 2).
• Local models which are generalisations of the Laplacian;
A(u)(x) =
N∑
i,j=1
∂
∂xj
(
ai j (x)
∂u
∂xi
(x)
)
+
N∑
j=1
bj (x)
∂u
∂xj
(x), x ∈ D, (1.3)
with ∂u
∂n
= 0 for x ∈ ∂D (here D is a smooth domain of RN , ai j , bi are smooth function on
D¯, and (ai j (x)) is a symmetric positive-definite matrix for each x).
• Nonlocal models based upon an integral operator;
A(u)(x) =
∫
D
K(x, y)u(y) dy, x ∈ D, (1.4)
where K(x,y) is a nonnegative continuous function on D¯ × D¯ (here D is also a smooth
domain of RN ).
• Discrete models;
A(u)(i) = u(i + 1)− 2u(i)+ u(i − 1) for i = 1, . . . ,m, (1.5)
where u(0) = u(m) and u(m+ 1) = u(1) (here D = {1,2, . . . ,m}); or more generally,
A(u)(i) =
m∑
aiju(j) for i = 1,2, . . . ,m, (1.6)
j=1
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terms), here D = {1,2, . . . ,m}.
Spectral theory is well understood for several kinds of time-independent evolution equations.
For example, when A is the elliptic operator in (1.3) and h(t, x) = h(x) is independent of t , it is
well known that the eigenvalue λmax to the eigenvalue problem
⎧⎨
⎩
A(u)(x)+ h(x)u(x) = λu(x), x ∈ D,
∂u
∂n
(x) = 0, x ∈ ∂D
having the largest real part (called the principal eigenvalue) is real, simple, and an eigenfunction
v corresponding to it (called the principal eigenfunction) can be chosen so that v(x) > 0 for
x ∈ D¯. The concepts of principal eigenvalue and principal eigenfunction were extended in [19]
to time-periodic parabolic equations. Recently the study of the spectrum for nonautonomous,
random and stochastic evolution equations has been gaining more and more attention. Many au-
thors have explored the spectrum theory for various time-periodic, time almost-periodic, general
nonautonomous and even random evolution equations; see for example [10,11,20,23,27–29,32]
for the parabolic problems, [24] for nonlocal dispersal operators, [9,33] for general linear semi-
groups in Banach spaces and [7] for general linear semigroups and evolution families. However,
there has been little study of the spectrum for general nonautonomous and random dispersal evo-
lution equations. In this paper we shall mainly focus on the investigation of principal spectral
theory for such equations, in particular, the effect of time dependence or randomness on the prin-
cipal spectrum of dispersal equations and investigate the extension of the principal eigenvalue
theory for time-periodic parabolic problems to general dispersal ones.
In what follows, (X,‖ · ‖X) (X = ∅) denotes a Banach space of complex-valued functions
on D¯ satisfying
(X) X ⊂ C(D¯,C) (i.e. X is a subspace of C(D¯,C) with usual maximum norm ‖ · ‖∞); u ≡ 1 ∈
IntX+, cl(IntX+) = X+, where X+ = {u ∈ X | u(x) 0 for x ∈ D¯}; and uv ∈ X if u,v ∈ X
and u/v ∈ X if u,v ∈ X and v(x) > 0 for x ∈ D¯.
A function u ∈ X is called positive if u ∈ X+ and strictly positive if u ∈ IntX+. For u,v ∈ X,
we write u  v if u − v ∈ X+, u > v if u  v and u = v, and u 
 v if u − v ∈ IntX+. The
following three properties of the operator A are of crucial importance.
(A1) A is a linear operator in X and generates a strongly continuous or C0-continuous semi-
group φ(t) on X, ‖φ(t)‖Meαt for constants M,α and t  0 (sometimes we may denote
φ(t) by eAt ).
(A2) If u0 ∈ IntX+, then φ(t)u0 ∈ IntX+ for t > 0.
(A3) Let Y = D(A), the domain of A, with the graph norm, ‖u‖Y = ‖u‖X + ‖A(u)‖X . If
u(t, ·) ∈ Y and ‖u(t, ·)‖Y is integrable, then
t∫
u(τ, ·) dτ ∈D(A)
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A
( t∫
u(τ, ·) dτ
)
=
t∫
A(u(τ, ·))dτ.
Furthermore if u(t, ·) ∈ IntX+∩Y is piecewise continuous in t in the Y -norm, then w(x) =
exp( 1
t
∫ t
0 lnu(τ, x) dτ) ∈ Y .
Observe that the properties of the space X and the domain D(A) of A reflect associated
boundary conditions of the systems. It follows from [31, Theorem 5.3 of Chapter 1] that a dis-
persal operator A satisfies (A1) iff (i) A is closed and D(A) is dense in X, (ii) the resolvent set
ρ(A) of A contains the ray (α,∞) and∥∥R(λ;A)n∥∥M/(λ− α)n for λ > α, n = 1,2, . . . .
Assumption (A2) represents the positivity of the semigroup φ(t) and (A3) denotes the exchange-
ability of the operator A and the integration operator in time t variable.
(A1)–(A3) are assumed almost everywhere in the paper and are satisfied whenA is the elliptic
operator in (1.3) or the convolution operator in (1.4) or the discrete operator in (1.5) or (1.6)
(see Sections 2.1–2.3). Sometimes we may assume a stronger positivity condition (A2)′ instead
of (A2).
(A2)′ If u0 ∈ X+ \ {0}, then φ(t)u0 ∈ IntX+ for t > 0.
For convenience, we abbreviate the notation and write (1.1) and (1.2) as
∂tu =Au+Hu
and
∂tu =Au+H(ω)u
respectively, where Au(t, x) = A(u(t, ·))(x), Hu(t, x) = h(t, x)u(t, x), and H(ω)u(t, x) =
h(θtω, x)u(t, x).
Note that for general h, there appears to be no analogue of spectrum and principal eigenvalue
(PEV for short) of time-periodic parabolic problems for (1.1). A partial analogue of spectrum is
the dynamical spectrum Σ(A,H) of −∂t +A+ H (see Definition 4.7) and a partial analogue
of a PEV is the principal dynamical spectrum point, λs(A,H) := supλ∈Σ(A,H) λ, which is an
upper bound for the growth rates of solutions of (1.1). This same upper bound is also given by
the principal Lyapunov exponent λL(A,H) (see Definition 4.7). We always have
λL(A,H) = λs(A,H)
(see Proposition 4.8). It is proved in [23] that the principal eigenvalue of a periodic-parabolic
equation is greater than or equal to that of the associated time-averaged equation. Similar re-
sults can be proved for time almost-periodic parabolic equations (see [23]), for general time-
dependent and random parabolic equations (see [28]), and for time-periodic convolution equa-
tions (see [24]). We extend this result to general nonautonomous dispersal equations and prove
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cipal Lyapunov exponent of (1.1) is greater than or equal to that of the associated time-
averaged equation (see Theorem 5.1).
This result shows that time dependence cannot reduce the principal Lyapunov exponent and
indeed it will be increased except in degenerate cases. In the biological context this means that
invasion by a new species (see [6, p. 220]) is always easier in the time-dependent case.
When h(t, x) in (1.1) is periodic in t with period T , the spectrum and PEV of periodic par-
abolic problems can be extended as follows. Let A˜ and H˜ be the natural extensions of A and H
on the space X˜ of T -periodic functions (see Section 5 for more detail),
X˜ = {u(·, ·) ∈ C(R,X) ∣∣ u(t + T ,x) = u(t, x)}. (1.7)
Consider −∂t + A˜+ H˜ on X˜. Denote by σ(A,H) the spectrum of the closure of this operator.
We call s(A,H) := supλ∈σ(A,H) Re(λ) the principal spectrum point of (1.1). An eigenvalue λ
of the closure of −∂t + A˜+ H˜ with a positive eigenfunction belonging to D(A˜) ∩D(−∂t ) and
satisfying λ  s(A,H) is called principal eigenvalue (PEV). Clearly if the PEV λ exists, then
λ = s(A,H). For a time-periodic parabolic equation, the principal eigenvalue always exists and
equals the principal Lyapunov exponent. But the PEV may not exist for general time-periodic
dispersal equations. We inquire to what extent principal eigenvalue theory for periodic parabolic
problems can be extended to (1.1) when h(t, x) is periodic in t . Among other results, we prove
the following.
• AssumeA satisfies (A1), (A2) and H satisfies (H1), (H2). Then s(A,H) = λL(A,H) (hence
s(A,H) is an upper bound of growth rate of the solutions of (1.1)) (see Theorem 6.3).
• Assume A satisfies (A1)–(A3) and H satisfies (H1), (H2). If the principal eigenvalue λ of
(1.1) and the principal eigenvalue λ∗ of its associated time-averaged equation exist, then
λ λ∗ (see Theorem 6.5). Moreover ifA also satisfies (A2)′ and (A4) (defined in Section 2),
then λ = λ∗ iff h(t, x) = hˆ(x)+ g(t) (see Theorem 6.6).
• Assume A satisfies (A1), (A2) and H satisfies (H1), (H2). If A is a sufficiently ‘large’
dispersal operator (e.g.A is unbounded and generates a compact semigroup orA= κB with
B being strictly positive and compact and κ 
 1), then s(A,H) is PEV (hence PEV exists)
(see Theorem 6.7).
The above results extend those for time-periodic parabolic equations in [23] and the results
for time-periodic convolution equations in [24]. We note that in general a PEV may not exist. For
example, let A = κB, where B(u)(x) = ∫
D
K(x, y)u(y) dy, K(x,y) is continuous for (x, y) ∈
D¯ × D¯ and K(x,y) > 0. Then s(A,H) is an isolated PEV for any κ > 0 if D ⊂ R1 (see [24]).
But if D ⊂ RN with N  2, s(A,H) may not be a PEV if κ > 0 is small. However s(A,H) is
an isolated PEV if κ > 0 is sufficient large (see [24] for more discussion on this example).
To generalize the investigation of spectral theory on nonautonomous dispersal equations to
random ones, we consider the random dispersal equation (1.2). WhenA is the Laplacian operator,
it is shown in [28] that the estimate of the principal Lyapunov exponent of (1.2) in terms of that
of the associated averaged one still holds, i.e. the principal Lyapunov exponent of the averaged
equation is a lower bound of the principal Lyapunov exponent of the nonaveraged one. This result
is also extended to general dispersal operator A in this paper and the following is proved.
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cipal Lyapunov exponent of (1.2) is greater than or equal to that of the associated time-
averaged equation (see Theorem 7.5).
We remark that the principal Lyapunov exponent of the nonautonomous (random) dispersal
evolution equation (1.1) ((1.2)) serves as a partial analogue of the principal or largest eigenvalue
of a linear elliptic equation. As is well known, associated with the principal eigenvalue of a
linear elliptic equation there is a principal or positive eigenfunction. In [20] (see also [28,32]),
it is shown that there is a so-called principal Floquet bundle for quite general nonautonomous,
linear parabolic equations, which is a time-dependent analogue of the concept of principal eigen-
functions of elliptic equations. In terms of the principal Floquet bundles, many properties for
principal eigenvalues of elliptic equations are extended to principal Lyapunov exponents of
nonautonomous and random parabolic equations in [28] (see also [23]). In the present paper,
it is shown that the concept of principal eigenfunctions for elliptic equations can be extended to
time-periodic, dispersal evolution equations of the form (1.1) provided that the dispersal opera-
tor A is sufficiently ‘large’ in some sense (see Theorem 6.7). However, in general, it is not yet
clear when there is a time-dependent analogue of the principal eigenfunction. In spite of this,
in the present paper, we extend several important properties of principal eigenvalues of elliptic
equations to principal Lyapunov exponents of general dispersal evolution equations.
The rest of the paper is organized as follows. In Section 2 we explore some basic properties of
dispersal operators satisfying (A1)–(A3). These properties will be used in later sections and are
also of great interest on their own. Section 2 also gives several disparate examples of operators
satisfying (A1)–(A3) which demonstrate that the spectrum theory to be established has diverse
applications. In Section 3, we present some properties of A which are tangential to the main
purpose of this work, including that the rather weak conditions imposed uponA lead to the usual
smoothing behaviour of dispersal operators and hence A satisfying these conditions may indeed
be regarded as a dispersal operator. Then from Sections 4 to 6, we investigate the principal spec-
trum of (1.1). The spectral theory is extended from nonautonomous dispersal evolution equations
to random ones in Section 7.
2. Dispersal operators: Properties and examples
In this section, we explore some basic properties of several dispersal operatorsAwhich satisfy
(A1)–(A3). Throughout this section we assume that X satisfies (X).
The following lemma gives some basic properties of φ(t), the continuous semigroup gener-
ated by A.
Lemma 2.1. Assume A satisfies (A1)–(A3).
(1) A generates a positive continuous semigroup φ(t), i.e. if u0 ∈ X+, then φ(t)u0 ∈ X+ for
t > 0.
(2) If θ(·) ∈D(A)∩X+ and θ(x∗) = 0 then A(θ)(x∗) 0.
Proof. (1) It follows from (A2) and the continuity of φ(t)u in u.
(2) Given θ(·) ∈D(A)∩X+, by (1), φ(t)θ ∈ X+ for t > 0. Since θ(·) ∈D(A),
lim
φ(t)θ(·)− θ(·) =A(θ)(·)t→0+ t
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lim
t→0+
φ(t)θ(x)− θ(x)
t
=A(θ)(x).
Now if x∗ ∈ D¯ is such that θ(x∗) = 0, then limt→0+ φ(t)θ(x∗)−θ(x∗)t  0. This implies thatA(θ)(x∗) 0. 
Proposition 2.2. Assume A satisfies (A1)–(A3). If v(t, x) ∈ IntX+ ∩D(A) (0 t  T ) is con-
tinuous in t with respect to the Y -norm, and
w(x) = exp
(
1
T
T∫
0
ln
[
v(t, x)
]
dt
)
(2.1)
then
1
T
T∫
0
A(v(t, ·))(x)
v(t, x)
dt  A(w)(x)
w(x)
∀x ∈ D. (2.2)
Proof. Firstly, by (A3), we have w ∈D(A) and A( 1
T
∫ T
0 v(t, ·) dt) = 1T
∫ T
0 A(v(t, ·)) dt .
From Jensen’s inequality, we have that
1
T
T∫
0
f (t) dt  exp
(
1
T
T∫
0
ln
[
f (t)
]
dt
)
(2.3)
for any positive, continuous function f defined on [0, T ] with equality if and only if f is a
constant function. By (2.3), for any v(t, ·) ∈ IntX+ ∩ D(A) (0  t  T ) which is continuous
in t , we have
1
T
T∫
0
v(t, x)
v(t, y)
dt  w(x)
w(y)
for any x, y ∈ D¯ (2.4)
where w is given by (2.1), and for some x0, y0 ∈ D¯
1
T
T∫
0
v(t, x0)
v(t, y0)
dt = w(x0)
w(y0)
iff
v(t, x0)
v(t, y0)
is independent of t. (2.5)
Given v(t, x) > 0, choose any x∗ ∈ D and set
θ(x, x∗) = 1
T
T∫
v(t, x)
v(t, x∗)
dt − w(x)
w(x∗)
.0
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A(θ(·, x∗))(x∗) 0 and this implies that
1
T
T∫
0
A(v(t, ·))(x∗)
v(t, x∗)
dt  A(w)(x
∗)
w(x∗)
.
Since x∗ is arbitrary, we have the required result. 
We remark that if A(u)(x) = ∑Ni=1 ki(x) ∂u(x)∂xi + k(x)u(x) (recall x ∈ RN ), then equality
in (2.2) holds for any v. However, this operator does not satisfy (A2)′. Determining when there
is equality in (2.2) is necessary when resolving marginal cases (see Theorem 6.6) and to this end
we introduce the following additional assumption.
(A4) For v(t, ·) ∈ IntX+ ∩D(A) (0 t  T ) which is continuous in t in the Y -norm, if
1
T
T∫
0
A(v(t, ·))(x)
v(t, x)
dt = A(w)(x)
w(x)
∀x ∈ D¯, (2.6)
where w is given by (2.1), then v(t, x) is of form v(t, x) = φ(t)w(x) for all x ∈ D¯ and
t ∈ [0, T ].
We suggest that (A4) follows from (A1), (A2)′ and (A3) but are unable to justify this statement.
However, we shall show later in this section that all three types of models mentioned in the
introduction (see Eqs. (1.3)–(1.6)) satisfy (A4).
Proposition 2.3. Let A satisfy (A1)–(A3). If u,v ∈ IntX+ ∩D(A) and
A(u)(x)
u(x)
− A(v)(x)
v(x)
 0 ∀x ∈ D¯, (2.7)
then there is equality in (2.7) for some x ∈ D¯.
Proof. Suppose that u and v are strictly positive and satisfy (2.7). Since u and v are positive
and continuous on a compact set, v/u is bounded and attains its bounds. Let the least value of
v/u (for x ∈ D¯) occur at x∗, set α = v(x∗)/u(x∗) and θ = v − αu. Then θ(x) 0 ∀x ∈ D¯ and
θ(x∗) = 0. By direct computations, we have
A(θ)(x) =A(v)(x)− αA(u)(x) = v(x)
(A(v)(x)
v(x)
− A(u)(x)
u(x)
)
+ θ(x)A(u)(x)
u(x)
for any x ∈ D¯. This implies that A(θ)(x∗)  0. But by Lemma 2.1, A(θ)(x∗)  0 and so
A(θ)(x∗) = 0. Hence there is equality in (2.7) at x∗. 
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u,v ∈ IntX+ ∩D(A) ⇒
∫
D
[
vA(u)− uA(v)]dx = 0
in the case that D is a smooth domain and
∑
x∈D[vA(u) − uA(v)] = 0 in the case that D is a
discrete subset) then there is equality in (2.7) for every x ∈ D¯. In general, equality in (2.7) may
not hold for all x ∈ D. For example, let D = {1,2} and X = C(D,C). Define A(u)(1) = u(2)
and A(u)(2) = 0 for any u ∈ X. Then X satisfies (X) and A satisfies (A1)–(A3). Take u ∈ X
such that u(1) = 1 and u(2) = 2 and v ∈ X such that v(1) = 1 and v(2) = 1. Then we have
A(u)(1)
u(1)
= 2 > A(v)(1)
v(1)
= 1 and A(u)(2)
u(2)
= 0 = A(v)(2)
v(2)
.
Hence equality in (2.7) does not hold for x = 1. But we have
Proposition 2.4. Let A satisfy (A1), (A2)′ and (A3). If u,v ∈ IntX+ ∩D(A) and
A(u)(x)
u(x)
− A(v)(x)
v(x)
 0 ∀x ∈ D¯, (2.8)
then there is equality in (2.8) for every x ∈ D¯ and there is a constant c such that v(x) = cu(x).
Proof. Let h(x) = A(u)(x)
u(x)
, u(t, x) ≡ u(x), and v(t, x) ≡ v(x) for t  0 and x ∈ D¯. Then we
have
(0 =)∂tu(t, x) =A
(
u(t, ·))(x)− h(x)u(t, x), t > 0, x ∈ D¯,
and
(0 =)∂tv(t, x)A
(
v(t, ·))(x)− h(x)v(t, x), t > 0, x ∈ D¯.
Set c = minx∈D¯ v(x)u(x) and w(x) = v(x)− cu(x). Then w(x) 0 for x ∈ D¯ and there is x0 ∈ D¯
such that w(x0) = 0. Let w(t, x) ≡ w(x) for t  0 and x ∈ D¯. Then
(0 =)∂tw(t, x)A
(
w(t, ·))(x)− h(x)w(t, x), t > 0, x ∈ D¯.
By (A2)′ and the comparison principle for positive semigroups (see Proposition 4.5 in Section 4),
we have either w(t, x) > 0 for all t > 0 and x ∈ D¯ or w(0, x) = w(x) ≡ 0. Note w(t, x0) =
w(x0) = 0 for all t > 0. Hence we must have w(x) ≡ 0 and then v(x) = cu(x) for all x ∈ D¯ and
there is equality in (2.8) for every x ∈ D¯. 
In the rest of this section, we provide examples of dispersal operators satisfying (A1)–(A3).
For simplicity in notation, we take D to be a subset of R1. We denote ∂
∂x
and ∂2
∂x2
by ∂x and ∂2xx ,
respectively. All the statements in the following examples can be extended to the case that D is
a subset of RN (N  2).
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Let D = {1,2, . . . ,m} so that Au(x) =∑mj=1 aijuj . In order that this operator shall satisfy
(A1)–(A3) it is only necessary that aij  0 whenever i = j which is just the definition of a
cooperative matrix A = (aij ).
It is now shown2 that if A also satisfies (A2)′ then A = (aij ) is irreducible (that is, for any
two nonempty subsets S and S′ ⊂ D which partition D, there exist i ∈ S and j ∈ S′ such that
|aij | > 0). Assume that A is not irreducible. Then there are S and S′ ⊂ D for which S,S′ = ∅,
S ∩ S′ = ∅, S ∪ S′ = D and aij = 0 for any i ∈ S, j ∈ S′. Let v ∈ Rm be such that vi = 0 when
i ∈ S and vi = 1 when i ∈ S′. Then
A(v)(i) =
m∑
j=1
aij vj =
∑
j∈S′
aij = 0 ∀i ∈ S.
This, together with induction, implies that
An(v)(i) =A(An−1(v))(i) = ∑
j∈S′
aijAn−1(v)(i) = 0 ∀i ∈ S (n ∈ N). (2.9)
Let ui(t) be the solution to
∂tu =Au, ui(0) = vi.
Then, by (2.9),
ui(t) =
∞∑
n=0
tnAn(v)(i)
n! = 0 ∀i ∈ S and t > 0,
which contradicts (A2)′.
Conversely, it is known that if A = (aij ) is cooperative and irreducible, then A satisfies (A1),
(A2)′, and (A3) (see [35]).
Next we show that when A satisfies (A1), (A2)′ and (A3) (so that A is cooperative and irre-
ducible) it also satisfies (A4). Let v(t, ·) ∈ IntX+ ∪D(A) (0 t  T ) be continuous in t and let
w(·) be defined as in (2.1). Suppose that
1
T
T∫
0
A(v(t, ·))(i)
v(t, i)
dt = A(w)(i)
w(i)
∀i ∈ D. (2.10)
Then
0 =
m∑
j=1
aij
(
1
T
T∫
0
v(t, j)
v(t, i)
dt − w(j)
w(i)
)
for i = 1,2, . . . ,m. (2.11)
2 The argument is due to Vivian Hutson.
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1
T
T∫
0
v(t, j)
v(t, i)
dt  w(j)
w(i)
for i, j = 1,2, . . . ,m. (2.12)
Let S = {1} and S′ = D \ S. By the irreducibility of A, there is j0 ∈ S′ such that a1j0 = 0.
Then by (2.11) and (2.12), we have
1
T
T∫
0
v(t, j0)
v(t,1)
dt = w(j0)
w(1)
(2.13)
and by (2.5), v(t, j0)/v(t,1) is independent of t . Let
D0 =
{
j ∈ D
∣∣∣ v(t, j)
v(t,1)
is independent of t
}
.
Clearly 1, j0 ∈ D0. We claim that D0 = D. For otherwise, let S = D0, S′ = D \ D0 and, using
the irreducibility of A again, there are I ∈ S and J ∈ S′ such that aIJ = 0. The results (2.11) and
(2.12) imply that
1
T
T∫
0
v(t, J )
v(t, I )
dt = w(J )
w(I)
and so v(t, J )/v(t, I ) is independent of t . But
v(t, J )
v(t,1)
= v(t, J )
v(t, I )
v(t, I )
v(t,1)
and so J ∈ S, which is a contradiction and D0 = D as claimed. Now let χ(t) = v(t,1) and
u(i) = v(t, i)/χ(t) so that v(t, i) = χ(t)u(i) and
w(i) = exp
(
1
T
T∫
0
ln
[
v(t, i)
]
dt
)
= u(i) exp
(
1
T
T∫
0
ln
[
χ(t)
]
dt
)
= Cu(i).
Hence, setting χ˜ (t) = χ(t)/C, we have v(t, i) = w(i)χ˜(t) as required.
The above shows that simple discretizations of the Laplacian satisfy our conditions. For ex-
ample
B(u)(i) = ui+1 − 2ui + ui−1 for 1 i m
together with
u0 = um and um+1 = u1
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u0 = u2 and um+1 = um−1
for Neumann boundary conditions.
2.2. Integral operators
Let D = (0,1) and define C1 and C2 by
C1(u) =
1∫
0
K(x,y)u(y) dy
and
C2(u) =
1∫
0
K(x,y)
[
u(y)− u(x)]dy,
where K(x,y) is a nonnegative continuous function on D¯ × D¯. Then C1 and C2 are bounded
operators in C([0,1]) and hence A = C1 or C2 satisfies (A1)–(A3) with X = C([0,1]). It is
also clear that if K(x,y) > 0, then A = C1 or C2 satisfies (A2)′ and (A4). We remark that by
arguments similar to those used in the matrix case, we can prove that A satisfies (A1)–(A4) if
K(x,y) satisfies the following irreducibility assumption.
(AK) K(x,y) is a nonnegative continuous function on D¯× D¯ and for any measurable set S ⊂ D¯
with 0 <M(S) <M(D), where M(·) denotes the Lebesgue measure, there is a measurable
set S′ ⊂ D¯ \ S with M(S′) > 0 such that
∫
S′
( ∫
S
K(x, y) dy
)
dx > 0.
But (AK) does not imply (A2)′. For example, if K(x,y) is such that there is x0 ∈ D¯ satisfying
K(x0, y) = 0 for all y ∈ D¯ and K(x,y) > 0 for x ∈ D¯ \ {x0} and y ∈ D¯, then K(x,y) satisfies
(AK), but A dose not satisfy (A2)′.
2.3. Differential operators
Let D = (0,1). Let M1 and M2 be the operators defined by
M1(u) = k∂xu and M2(u) = ∂x(ku)
with
D(M1) =
{
u ∈ C1([0,1]) ∣∣ u(0) = u(1), ∂xu(0) = ∂xu(1)}
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D(M2) =
{
u ∈ C([0,1]) ∣∣ ku ∈ C1([0,1]), u(0) = u(1), ∂x(ku)(0) = ∂x(ku)(1)},
where k is a positive continuous function of x with k(0) = k(1). Let
X = {u ∣∣ u ∈ C([0,1]), u(0) = u(1)}.
Then X satisfies (X) and M1 and M2 satisfy (A1)–(A3). Both M1 and M2 give equality
in (2.2).
Now let D = (0,1), b(x) be a smooth function on D¯, and
L(u) = ∂2xxu+ b(x)∂xu, 0 < x < 1,
together with the extra conditions that
∂xu(0) = ∂xu(1) = 0
(for Neumann boundary conditions, denote such L by LN ), or the extra conditions that
u(0) = u(1), ∂xu(0) = ∂xu(1)
(to model a periodic environment, denote such L by LP ). Let
XN = C
([0,1]) and XP = {u ∈ C([0,1]) ∣∣ u(0) = u(1)}.
Then A = LN or LP satisfies (A1)–(A4) and (A2)′ with X = XN or XP . We remark that the
general Laplacian operator in (1.3) also satisfies (A1)–(A4) and (A2)′.
To see A satisfies (A4), let Y =D(A) with the graph norm ‖ · ‖Y , ‖u‖Y = ‖u‖X + ‖A(u)‖X .
Let v(t, ·) ∈ IntX+ ∩D(A) (0  t  T ) which is continuous in t in the Y -norm, and w(x) be
defined as in (2.1). Assume
1
T
T∫
0
A(v(t, ·))(x)
v(t, x)
dt = A(w)(x)
w(x)
∀x ∈ D¯. (2.14)
Let θ(x, y) be defined by
θ(x, y) = 1
T
T∫
0
v(t, y)
v(t, x)
dt − w(y)
w(x)
.
Then A(θ(x, ·))(x) = 0 for all x ∈ D¯. By direct computations, we have
A(θ(x, ·))(x) = −
(
1
T
T∫
∂xv(t, x)
v(t, x)
dt
)2
+ 1
T
T∫ (
∂xv(t, x)
v(t, x)
)2
dt.0 0
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(
1
T
T∫
0
∂xv(t, x)
v(t, x)
dt
)2
= 1
T
T∫
0
(
∂xv(t, x)
v(t, x)
)2
dt
for x ∈ D¯. By Schwarz’s inequality, we have ∂xv(t, x)
v(t, x)
is independent of t . This implies that
v(t, x) is of form v(t, x) = φ˜(t)u(x).
By the definition of w (see (2.1)), we have w(x) = c˜u(x) and hence v(t, x) = φ(t)w(x) for
1 t  T and x ∈ D¯, where φ(t) = φ˜(t)/c˜ and c˜ = exp( 1
T
∫ T
0 ln φ˜(t) dt).
2.4. Systems of differential operators
Many cooperative systems of dispersal equations satisfy (A1)–(A4). For an example, con-
sider the following cooperative diffusion operators (modelling cooperative system of diffusion
equations),
(A(u))
i
(x) = ∂2xxui(x)+
m∑
j=1
aij (x)uj (x), x ∈ D0, (2.15)
with boundary condition
∂xui(x) = 0, x ∈ ∂D0, (2.16)
where i = 1,2, . . . ,m, D0 = (0,1), aij (x) are smooth functions of x (x ∈ D¯0) and for each
x ∈ D¯0, A(x) = (aij (x)) is cooperative and irreducible.
Let D = {1,2, . . . ,m} ×D0 ⊂ R2 and X = C(D¯). We can rewrite (2.15) + (2.16) as follows,
A(u)(i, x) = ∂2xxu(i, x)+
m∑
j=1
aij (x)u(j, x), (i, x) ∈ D, (2.17)
with
D(A) = {u ∈ X ∣∣ u(i, ·) ∈ C2([0,1]), ∂xu(i,0) = ∂xu(i,1) = 0}.
It then follows from comparison principle for parabolic equations and the cooperativity and
irreducibility of A(x) that A satisfies (A1)–(A3) and (A2)′.
Moreover, combining the arguments used for matrix and differential operators, we can prove
that A also satisfies (A4).
3. The smoothing property of dispersal
The results in this section are tangential to the main purpose of this work. They are included to
show that the rather weak conditions that have been imposed uponA lead to the usual smoothing
behaviour of dispersal operators and hence that these conditions imply that A may indeed be
regarded as a dispersal operator.
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φ :D → R such that
A(φ)(x) = 0 ∀x ∈ D.
If f :R → R is a C1 convex function (i.e. it always lies above its tangent) then
f ′(u)A(φu)A(φf (u))
whenever φu and φf (u) belong to the domain of A.
Proof. The convexity of f implies that
f (t) f (t∗)+ (t − t∗)f ′(t∗).
Choose any x∗ ∈ D and define θ : D → R by
θ(x) = φ(x){f (u)− f (u∗)− (u− u∗)f ′(u∗)},
where u = u(x) and u∗ = u(x∗). Then θ(x)  0 (x ∈ D) and θ(x∗) = 0. Hence A(θ)(x∗) 0.
But
A(θ) =A(φf (u))− f ′(u∗)A(φu),
and so
A(φf (u))(x∗) f ′(u∗)A(φu)(x∗).
Since x∗ is arbitrary, the assertion is proved. 
In particular, setting f (u) = u2 gives the following corollary.
Corollary 3.2. With φ as defined in the last proposition,
A(φu2) 2uA(φu).
Proposition 3.3. Let A satisfy (A1)–(A3) together with the following additional conditions.
(i) Let there be a positive function φ :D → R such that
A(φ)(x) = 0 ∀x ∈ D,
∫
D
φ(x)dx = 1.
(ii) Whenever u belongs to the domain of A, let ∫ A(u)(x) dx = 0.
D
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V (t) =
∫
D
1
φ(x)
[
u(t, x)− φ(x)u¯(t)]2 dx,
is nonincreasing in t , where u(t, x) is a solution of
∂u
∂t
=A(u),
u(t, ·), u2(t, ·), u2(t, ·)φ(·) ∈D(A), and u¯ = ∫
D
u(t, x) dx with ‖ ∂u
∂t
(t, ·)‖ and ‖u(t, ·) − u¯‖ be-
ing bounded in t .
We remark that the conditions on A are natural conditions for a dispersal operator; φ is the
equilibrium distribution and the second condition ensures that, under the action of dispersal
alone, material is conserved.
Proof. Define v(t, x) by
v(t, x) = u(t, x)− φ(x)u¯(t)
φ(x)
⇒
∫
D
φv dx = 0 ∀t.
Now
V (t) =
∫
D
1
φ
(u− φu¯)2 dx =
∫
D
φv2 dx
and so
dV
dt
=
∫
D
φ2v
∂v
∂t
dx =
∫
D
2v
(
∂u
∂t
− φ du¯
dt
)
dx
=
∫
D
2vAudx − 2du¯
dt
∫
D
φv dx
=
∫
D
2vA(φv + φu¯) dx =
∫
D
2vA(φv)dx

∫
D
A(φv2)dx (by Corollary 3.2)
= 0 (by the conservation condition)
which gives the required result. 
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and if the only solutions to
2uA(φu)−A(φu2)= 0 (3.1)
are u being a constant.
Let u be a solution of (3.1). Since the addition of a constant to u does not affect the value of
the lhs, we may suppose the u(x) is always positive and so
1
2
A(φu2)
φu2
+ 1
2
A(φ)
φ
= A(φu)
φu
.
Hence, if A satisfies the discrete form of (A4) then V is strictly decreasing for all t  0 unless
u(0, x) is an equilibrium solution.
4. Evolution equations: definitions and basic properties
In this section, we start to consider the nonautonomous dispersal evolution equation (1.1).
We first introduce the evolution system generated by (1.1) and prove a basic comparison prop-
erty. Then we introduce the concepts of principal dynamical spectrum and principal Lyapunov
exponent and prove equivalence of those two concepts. We assume
(H1) h(t, x) and ∂th(t, x) are continuous in t ∈ R and x ∈ D¯ and h(t, ·), ∂th(t, ·) ∈ X for each
t ∈ R.
(H2) h(t, x) is uniformly Lipschitz continuous in x ∈ D¯ and ‖h‖∞ = supt∈R,x∈D¯ |h(t, x)| < ∞.
Note that (H1) implies that for any u ∈ X, H(t)u := h(t, ·)u ∈ X and t → H(t)u is continu-
ously differentiable in t in the X-norm.
4.1. Evolution system
Consider (1.1), i.e.
∂tu(t, x) =A
(
u(t, ·))(x)+ h(t, x)u(t, x). (4.1)
Let X be a Banach space satisfying (X), assume that A satisfies (A1), (A2) and that h(t, x)
satisfies (H1).
By (A1),A generates a strong continuous semigroup φ(t) on X. Let Y =D(A) with the graph
norm ‖u‖Y = ‖u‖X + ‖A(u)‖X . The following lemma follows from Theorem 4.8 in Chapter 5
of [31].
Lemma 4.1. Assume A satisfies (A1) and (A2). Given any h(t, x) satisfying (H1), Eq. (4.1)
generates an evolution system Φh(t, s) :X → X satisfies
(1) ∂+
∂t
Φh(t, s)v|t=s =A(v)+H(s)v for any v ∈ Y and s ∈ R.
(2) ∂
∂s
Φh(t, s)v = −Φh(t, s)(A(v)+H(s)v) for v ∈ Y , s  t .
(3) Φh(t, s)Y ⊂ Y for s  t .
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If h also satisfies (H2), then
(5) ‖Φh(t, s‖Me(α+‖h‖∞M)(t−s) for s  t .
If no confusion occurs, we write Φh(t, s) as Φ(t, s). Note that Φ0(t, s) = φ(t − s). And for
any u0 ∈ X,
Φh(t, s)u0 = Φ0(t, s)u0 +
t∫
s
Φ0(t, τ )h(τ, ·)Φh(τ, s)u0 dτ. (4.2)
A function u(t, ·; s, u0) ∈ C[(s,∞),X] is called a classical or Y -solution of (4.1) with
u(s, ·; s, u0) = u0 if u(t, ·; s, u0) ∈ Y for t  s and satisfies (4.1) for t > s. The following lemma
follows from Theorem 4.3 in Chapter 5 of [31].
Lemma 4.2. Assume A satisfies (A1), (A2), and h(t, x) satisfies (H1). If u0 ∈ Y , then
u(t, ·;u0, s) := Φh(t, s)u0 is a classical solution of (4.1) with u(s, ·;u0, s) = u0.
Consider
∂tu(t, x) =A
(
u(t, ·))(x)+ h(t, x)u(t, x)+ f (t, x). (4.3)
Assume that f (t, ·) ∈ C([s, T ],X). u(t, ·; s, u0, f ) ∈ C([s, T ],X) is called a classical or
Y -solution of (4.3) with u(s, ·; s, u0, f ) = u0 on [s, T ] if u(t, ·; s, u0, f ) ∈ Y for s  t  T and
satisfies (4.3) for s < t  T .
Lemma 4.3. Assume that A satisfies (A1), (A2) and h(t, x) satisfies (H1). If f ∈ C([s, T ], Y ) or
f ∈ C1([s, T ],X), then for each u0 ∈ Y , Eq. (4.3) has a unique classical solution u(t, ·; s, u0, f )
given by
u(t, ·; s, u0, f ) = Φh(t, s)u0 +
t∫
s
Φh(τ, s)f (s, ·) dτ. (4.4)
Proof. See Theorems 5.2 and 5.3 in Chapter 5 of [31]. 
We remark that the right-hand side of (4.4) is well defined for any f ∈ C(R,X). In the fol-
lowing we denote it by u(t, ·;u0, s, f ) for any such f .
Proposition 4.4. Assume A satisfies (A1) and (A2) and h, h1, h2 satisfy (H1). Let f (t, ·) ∈ X be
continuous in t with respect to the X-norm. Then
(1) Φh(t, s)u2 Φh(t, s)u1 for t > s and u2  u1.
(2) If f (t, ·) ∈ X+, then Φh(t, s)u0  u(t, x; s, u0, f ) for t > s and u0  0.
(3) If h2(t, x) h1(t, x), then Φh2(t, s)u0 Φh1(t, s)u0 for t > s and u0  0.
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Φh+M0(t, s) = eM0(t−s)Φh(t, s)
for any constant M0. By (H1), for any fixed t > s, there is M0 > 0 such that h+M0 is a positive
function on [s, t] × D¯. Hence we only need to prove the lemma for the case h(t, x) 0 and this
is assumed in the following.
We first prove that Φh(t, s)u0 
 0 for t > s and u0 ∈ IntX+.
First of all, note that for given u0 ∈ IntX+, u(t, ·; s, u0) := (Φh(t, s)u0)(·) ∈ IntX+ for t > s
with t − s  0. Assume that there is t0 > s such that u(t, x; s, u0) > 0 for s < t < t0 and
u(t0, x0; s, u0) = 0 for some x0 ∈ D¯. By the variation of parameters formula we have
u(t, ·; s, u0) = Φ0(t, s)u0 +
t∫
s
Φ0(t, τ )h(τ, ·)u(τ, ·; s, u0) dτ.
By (A2), Φ0(t, s)u0 
 0 and
∫ t0
s
Φ0(t, τ )h(τ, ·)u(τ, ·; s, u0) dτ  0. This implies that
0 = u(t0, x0; s, u0)
(
Φ0(t0, s)u0
)
(x0) > 0,
a contradiction. Therefore, Φh(t, s)u0 
 0 for any t > s and u0 
 0.
Next it follows from the above arguments and the continuity of Φh(t, s)u in u that for any
u0  0, Φh(t, s)u0  0 for t > s.
Now for any u2  u1, Φh(t, s)(u2 − u1) 0 for t > s. This proves (1).
(2) Observe that
u(t, ·; s, u0, f ) = Φh(t, s)u0 +
t∫
s
Φh(t, τ )f (τ, ·) dτ.
It then follows from (1) that u(t, ·; s, u0, f ) 0 for t > s.
(3) Let v(t, ·; s, u0) = Φh2(t, s)u0 −Φh1(t, s)u0. Then v(t, ·; s, u0) satisfies
∂tv =Av + h2(t, ·)v +
(
h2(t, ·)− h1(t, ·)
)
Φh1(t, s)u0
and the result follows from (2). 
Proposition 4.5. AssumeA satisfies (A1) and (A2)′ and h(t, x) satisfies (H1). Then Φh(t, s)u2 

Φh(t, s)u1 for t > s and u2  u1, u2 = u1.
Proof. Without loss of generality, we may assume that h(t, x)  0. By Proposition 4.4(1), for
u0 ∈ X+ \ {0}, u(t, x; s, u0) 0 for t > s. Note that
u(t, ·; s, u0) = Φ0(t, s)u0 +
t∫
Φ0(t, τ )h(τ, ·)u(τ, ·; s, u0) dτ.s
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∫ t
s
Φ0(t, τ )h(τ, ·)u(τ, ·; s, u0) dτ  0 for t > s.
Therefore u(t, ·; s, u0) 
 0 for t > s. The proposition then follows from Φh(t, s)(u2 − u1) 
 0
for t > s. 
4.2. Exponential dichotomy and dynamical spectrum
In this subsection, we still let X be a Banach space satisfying (X) and assume that A satisfies
(A1) and (A2). We assume h(t, x) satisfies (H1) and (H2).
Let Φh(s, t) be the evolution semiflow generated by (4.1). For given λ ∈ R, define
Φhλ(t, s) = e−λ(t−s)Φh(t, s).
If no confusion occurs, we write Φhλ(t, s) and Φh(s, t) as Φλ(t, s) and Φ(t, s), respectively.
Definition 4.6. Given λ ∈ R, {Φλ(t, s)}s,t∈R,st is said to admit an exponential dichotomy (ED
for short) if there exist δ > 0 and C > 0 and continuous projections P(s) :X → X (s ∈ R) such
that for any s, t ∈ R with s  t the following holds:
(1) Φλ(t, s)P (s) = P(t)Φλ(t, s);
(2) Φλ(t, s)|R(P (s)) :R(P (s)) → R(P (t)) is an isomorphism for t  s (hence Φλ(s, t) :=
Φλ(t, s)
−1 :R(P (t)) → R(P (s)) is well defined);
(3) ‖Φλ(t, s)(I − P(s))‖Ce−δ(t−s) for t  s; ‖Φλ(t, s)P (s)‖ Ceδ(t−s) for t  s.
Definition 4.7.
(1) λ ∈ R is said to be in the dynamical spectrum of {Φh(t, s)} or (4.1), denoted by Σ(A,H) if
Φλ(t, s) does not admit an ED.
(2) λs(A,H) := sup{λ ∈ Σ(A,H)} is called the principal dynamical spectrum point of
{Φh(t, s)} or (4.1).
(3) λL(A,H) := lim supt−s→∞ ln‖Φ(t,s)‖t−s is called the principal Lyapunov exponent of
{Φh(t, s)} or (4.1).
Proposition 4.8. AssumeA satisfies (A1), (A2) and h(t, x) satisfies (H1), (H2). Then λs(A,H) =
λL(A,H).
Proof. It can be proved by arguments similar to those in [34, Proposition 3.1] (see also [24,
Proposition 2.5]). 
Remark 4.9. If h(t, x) is periodic in t with period T , then λL(A,H) = 1T ln r(Φh(T ,0)), where
r(ΦH (T ,0)) is the spectral radius of the operator Φh(T ,0).
Proposition 4.10. Assume A satisfies (A1), (A2), and h1 and h2 satisfy (H1) and (H2). If
h1(t, x)  h2(t, x) for t ∈ R and x ∈ D, then λL(A,H1)  λL(A,H2) where (Hiu)(t, x) =
hi(t, x)u(t, x), i = 1,2.
Proof. It follows from Proposition 4.4(3) directly. 
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In this section, we assume that A satisfies (A1)–(A3) and h satisfies (H1)–(H2). Let H¯ be
defined as follows
H¯=
{
hˆ(·)
∣∣∣ ∃{sn}, {tn} such that hˆ(x) = lim
tn−sn→∞
1
tn − sn
tn∫
sn
h(τ, x) dτ in X
}
.
By (H2), H¯ = ∅ and for any hˆ ∈ H¯, hˆ(x) satisfies (H1) and (H2). We may call H¯ the time-
averaged hull of H . If
lim
t−s→∞
1
t − s
t∫
s
h(τ, x) dτ
exists, denoted by h¯, then H¯ = {h¯}. Note that if h(t, x) is almost periodic in t uniformly in x,
then this limit does exist.
For given hˆ ∈ H¯, Hˆ denotes (Hˆu)(x) = hˆ(x)u(x). The following is the main result of this
section.
Theorem 5.1. Assume A satisfies (A1)–(A3) and h satisfies (H1)–(H2). If hˆ ∈ H¯ then
λs(A,H) λs(A, Hˆ ).
Proof. First of all, for any α > 0, there are C > 0 and β > 0 such that
∥∥e−(λs(A,H)+α)(t−s)Φh(A,H)∥∥ Ce−β(t−s) (5.1)
for t > s. Clearly, β  α. For otherwise, Φh
λs(A,H)(t, s) admits an exponential dichotomy, a con-
tradiction.
Next for given α > 0, let u(t, ·; s) = e−(λs (A,H)+α)(t−s)Φh(t, s)u∗0, where u∗0(x) ≡ 1
(∈ IntX+ ∩ D(A)). By Lemma 4.1, u(t, ·; s) is continuous in t  s in the Y -norm. By the
arguments of Proposition 4.4, u(t, ·; s) ∈ IntX+. Clearly, u(t, x; s) satisfies
∂tu =A(u)+Hu−
(
λs(A,H)+ α
)
u.
Hence
λs(A,H)+ α = −∂tu(t, x)
u(t, x)
+ A(u(t, ·))(x)
u(t, x)
+ h(t, x) ∀x ∈ D and t > s.
Therefore for any T > 0,
λs(A,H)+ α = − 1
T
s+T∫
∂tu
u
dt + 1
T
s+T∫ A(u)
u
dt + 1
T
s+T∫
h(t, ·) dt.s s s
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ln(u(s + T ,x; s))
T
−β + lnC
T
∀x ∈ D.
Hence
λs(A,H)+ α  β − lnC
T
+ 1
T
s+T∫
s
A(u)
u
dt + 1
T
s+T∫
s
h(t, ·) dt.
By hˆ ∈ H¯, for any  > 0, there is s0 ∈ R and T0 > 0 such that
− lnC
T0
+ 1
T0
s0+T0∫
s0
h(t, x) dx  hˆ(x)−  ∀x ∈ D.
It then follows that
λs(A,H)+ α  β + 1
T0
s0+T0∫
s0
A(u)
u
dt + hˆ(·)− .
Now let
w(x) = exp
(
1
T0
s0+T0∫
s0
ln
[
u(t, x; s0)
]
dt
)
.
By Proposition 2.2,
1
T0
s0+T0∫
s0
A(u(t, ·; s0))(x)
u(t, x; s0) dt 
A(w)(x)
w(x)
∀x ∈ D
and it follows that
λs(A,H)+ α  β + A(w)
w
+ hˆ(·)− .
Hence
0A(w)+ hˆ(·)w − (λs(A,H)+ α − β + )w.
Therefore, v(t, x) ≡ w(x) is a super-solution of
∂v =A(v)+ Hˆv − (λs(A,H)+ α − β + )v.
∂t
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e−(λs(A,H)+α−β+)(t−s)Φhˆ(t, s)w w ∀t > s.
Since w(·) ∈ IntX+, there is δ > 0 such that w(x) δu∗0. This implies that
∥∥e−(λs (A,H)+α−β+)(t−s)Φhˆ(t, s)∥∥ ‖w‖
δ
∀t > s.
Therefore
λs(A, Hˆ ) λs(A,H)+ α − β + .
Since α > 0 and  > 0 are arbitrary and 0 < β  α, we must have
λs(A, Hˆ ) λs(A,H). 
Corollary 5.2. Assume A satisfies (A1)–(A3) and h1, h2 satisfy (H1), (H2). If hˆ1  h2, where
hˆ1 ∈ H¯1 (the time-averaged hull of h1), then λs(A,H1) λs(A,H2).
Proof. This follows from Proposition 4.10 and Theorem 5.1. 
6. The periodic case
In this section in addition to the assumptions that A satisfies (A1)–(A2) and h satisfies (H1)
and (H2), we also assume that h(t, x) is T -periodic in t and denote hˆ(x) as its averaged function.
We shall see to what extent the principal eigenvalue theory for periodic parabolic problems holds
for (1.1).
Let X˜ be as in (1.7), i.e.,
X˜ = {u(·, ·) ∈ C(R,X) ∣∣ u(t + T ,x) = u(t, x)}.
Define A˜ and H˜ by
(A˜u)(t, x) =A(u(t, ·))(x)
for u ∈D(A˜) = {u ∈ X˜ | u(t, ·) ∈D(A) for any t ∈ R and Au(t, ·) ∈ X˜} and
(H˜u)(t, x) = h(t, x)u(t, x)
for u ∈ X˜, respectively.
Note that −∂t + A˜ is closable (see [7, p. 30]). We denote the closure of −∂t + A˜
by cl(−∂t + A˜). If A is bounded, then cl(−∂t + A˜) = −∂t + A˜. Since H˜ is bounded,
cl(−∂t + A˜)+ H˜ is closed.
λ ∈ C is said to be in the resolvent set of cl(−∂t + A˜) + H˜ or (1.1), denoted by ρ(A,H), if
there is an M > 0 such that for any v(·, ·) ∈ X˜, there is a unique solution u ∈ X˜ of
cl(−∂t + A˜)u+ H˜u− λu = v (6.1)
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λ /∈ ρ(A,H). Let s(A,H) = supμ∈σ(A,H) Re(μ), called the principal spectrum point. λ is an
eigenvalue of cl(−∂t + A˜)+ H˜ or (1.1) if there is a nontrivial solution u ∈ X˜ of the equation
cl(−∂t + A˜)u+ H˜u = λu. (6.2)
An eigenvalue λ is called the principal eigenvalue (PEV) if there is a corresponding positive
eigenfunction (PEF) φ, φ(t, x)  0 (x ∈ D, t ∈ R), φ(·, ·) ∈ D(A˜) ∩D(−∂t ), and the inequal-
ity Re(μ)  λ ∀μ ∈ σ(A,H) holds. We note that if A satisfies (A2)′, then positive principal
eigenfunction is necessary strictly positive and unique. More precisely, we have
Proposition 6.1. Assume A satisfies (A1), (A2)′ and h satisfies (H1), (H2). If λ is a PEV with a
positive PEF v, then v(t, x) > 0 for any t ∈ R and x ∈ D¯ and the PEF is unique up to a constant
multiple.
To prove this proposition, we first prove the following lemma.
Lemma 6.2. AssumeA satisfies (A1), (A2) and h satisfies (H1), (H2). cl(−∂t +A˜)+H˜ generates
a positive C0-continuous semigroup Φ˜(s) (s  0) in X˜. If in addition (A2)′ is satisfied, then
(Φ˜(s)u)(t, ·) 
 0 for s > 0 provided u(t − s, ·) > 0.
Proof. First for any s > 0 and u ∈ X˜, define φ˜(s)u by(
φ˜(s)u
)
(t, x) = (φ(s)(u(t − s, ·)))(x).
Then φ˜(s) is a C0-continuous semigroup generated by cl(−∂t +A˜) (see [7, p. 38]). By (A2), φ˜(s)
is positive. Hence cl(−∂t + A˜) generates a positive C0-continuous semigroup in X˜. Moreover if
(A2)′ is satisfied, then (φ˜(s)u)(t, ·) 
 0 for s > 0 provided u(t − s, ·) > 0.
Next, by the similar arguments in Lemma 4.1 and in Proposition 4.4(1), cl(−∂t + A˜) + H˜
generates a positive C0-continuous semigroup Φ˜(s) in X˜.
Now it follows from the above arguments and the arguments of Proposition 4.5 that if (A2)′
is satisfied, then (Φ˜(s)u)(t, ·) 
 0 for s > 0 provided u(t − s, ·) > 0. 
Proof of Proposition 6.1. First note that v(t, x) = e−λs(Φ˜(s)v)(t − s, x) for any s > 0, t ∈ R,
and x ∈ D¯. Also note that for any t ∈ R, there is s ∈ R such that u(t − s, ·) > 0. Hence by
Lemma 6.2, we must have v(t, x) > 0 for t ∈ R and x ∈ D¯.
Now assume that w is another eigenfunction. Then there is α ∈ R such that v − αw is a
nonnegative eigenfunction and there is t0, x0 such that
v(t0, x0)− αw(t0, x0) = 0. (6.3)
By the above arguments, we have either v−αw ≡ 0 or v−αw is strictly positive. It then follows
from (6.3) that v − αw ≡ 0. Hence v = αw. 
Obviously if a PEV λ exists, then λ = s(A,H). However, a PEV will not always exist.
In the following, we shall first explore the equivalence of principal dynamical spectrum point
and principal spectrum point. We then discuss the lower bound of the principal eigenvalue. Fi-
nally we investigate the existence of a principal eigenvalue.
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In this subsection we show the equivalence of principal dynamical spectrum and principal
spectrum. The following theorem is the main result of this subsection.
Theorem 6.3. Assume A satisfies (A1), (A2) and h satisfies (H1), (H2). λs(A,H) = s(A,H).
Proof. We first prove λs(A,H)  s(A,H). Assume that λs(A,H) < s(A,H). Then
s(A,H) > −∞ and there are λn > s(A,H) with λn → s(A,H) and v˜n ∈ X˜ with ‖v˜n‖ = 1 such
that ‖(λn − (cl(−∂t + A˜) + H˜ ))−1v˜n‖ → ∞. Hence there are vn ∈ X˜ with 1/2 < ‖vn‖ < 3/2
such that (λn − (cl(−∂t + A˜) + H˜ ))−1vn ∈ D(A˜) ∩ D(−∂t ) and ‖(λn − (cl(−∂t + A˜) +
H˜ ))−1vn‖ → ∞. Let un = (λn − (cl(−∂t + A˜)+ H˜ ))−1vn. Then ‖un‖ → ∞ and
∂tun = (A˜+ H˜ − λn)un + vn.
Since λn > s(A,H) > λs(A,H), we have ‖Φλn(t, s)‖ = ‖e−λn(t−s)Φ(t, s)‖ → 0 exponentially
as (t − s) → ∞ uniformly in n. This implies that
un(t, ·) =
t∫
−∞
Φλn(t, s)vn(s, ·) ds
and ‖un‖ is bounded, a contradiction. Therefore we have λs(A,H) s(A,H).
Next we prove λs(A,H)  s(A,H). Suppose the contrary, i.e. λs(A,H) > s(A,H). Then
λs(A,H) > −∞. Note that for any λ > s(A,H) and any function v ∈ X˜, there is a unique
solution u of (6.1). Let v∗λ ∈ Int X˜+ with v∗λ  1/2 and uλ ∈ D(A˜) ∩ D(−∂t ), where uλ is
the unique solution of (6.1) with v = −v∗λ (such v∗λ exists for λ > s(A,H)). By Lemma 6.2,
cl(−∂t + A˜)+ H˜ generates a positive C0-continuous semigroup on X˜. It then follows from [16,
Theorem 1.1] that for λ > s(A,H), (λ − (cl(−∂t + A˜) + H˜ ))−1 is a positive operator. Hence
uλ  0 for λ > s(A,H).
We claim that uλ(t, ·) 
 0 for λ > s(A,H). To prove the claim, for any fixed λ > s(A,H),
let M > 0 be such that M > −h(t, x)+ λ and let v(t, x) = eMtuλ(t, x). Then v  0 and satisfies
∂tv =Av +
(
M + h(t, ·)− λ)v + eMtv∗λ(t, ·).
By the variation of parameters formula, we have
v(t, ·) = Φ0(t,0)v(0, ·)+
t∫
0
Φ0(t, τ )
(
M + h(t, ·)− λ)v(τ, ·) dτ +
t∫
0
Φ0(t, τ )eMτ v∗λ(τ, ·) dτ.
By (A2),
Φ0(t,0)v(0, ·) 0,
t∫
Φ0(t, τ )(M + h− λ)v(τ, ·) dτ  0,0
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Φ0(t, τ )eMτ v∗λ(τ, ·) 
 0.
Hence we have v(t, ·) 
 0 and then uλ(t, ·) 
 0 for λ > s(A,H).
Now for any  > 0 with λs(A,H)−  > s(A,H), let λ = λs(A,H)− . Note that u(t, x) =
uλ (t, x) is a solution of
∂tu =Au+ h(t, ·)u− λu+ v∗λ (t, ·).
Hence it is a super-solution of
∂tu =Au+ h(t, ·)u− λu.
Since uλ (t, x) > 0, there is δ > 0 such that uλ (t, x)  δ. It then follows from Proposition 4.4
that Φλ (t,0)δv∗  uλ (t, ·) for t > 0, where v∗ ≡ 1. This implies that
∥∥Φλ (t,0)∥∥ ‖uλ (t, ·)‖δ
for t > 0. Therefore
lim sup
t→∞
ln‖Φ(t,0)‖
t
= λ + lim
t→∞
ln‖Φλ (t,0)‖
t
= λ = λs(A,H)− .
This contradicts to the fact that
λs(A,H) = λL(A,H) = lim sup
t→∞
ln‖Φ(t,0)‖
t
.
Hence we must have λs(A,H) s(A,H). It then follows that λs(A,H) = s(A,H). 
Corollary 6.4. Assume A satisfies (A1)–(A3) and h1 and h2 satisfy (H1) and (H2).
(1) If h1  h2, then s(A,H1) s(A,H2).
(2) If hˆ1  h2, then s(A,H1) s(A,H2).
Proof. The first part follows from Proposition 4.10 and Theorem 6.3. The proof of the second
uses Theorem 5.1 and the first result. 
6.2. Lower bound of principal eigenvalue
In this subsection we discuss the lower bound of principal eigenvalue if it exists. We may call
(1.1) with h being replaced by hˆ the time-averaged equation of (1.1). First, we have
Theorem 6.5. Assume A satisfies (A1)–(A3) and h, h1, h2 satisfy (H1), (H2).
(1) If principal eigenvalue λ of (1.1) and principal eigenvalue λ∗ of its averaged equation exist,
then λ λ∗.
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of (1.1) with h = h2 exist, then λ1  λ2.
(3) If hˆ1  h2 and principal eigenvalue λ1 of (1.1) with h = h1 and principal eigenvalue λ2
of (1.1) with h = h2 exist, then λ1  λ2.
Proof. The first result follows from Theorems 5.1 and 6.3. The second is from Theorem 5.1 and
Corollary 6.4. Finally, the last result follows from Theorem 5.1 and Corollary 6.4. 
It is proved in [23,24] that if A is the elliptic operator in (1.3) or the convolution operator in
(1.4) with K(x,y) > 0, then λ = λ∗ in Theorem 6.5(1) iff h(t, x) is of form h(t, x) = hˆ(x)+g(t).
The following theorem is an extension of this result.
Theorem 6.6. Assume A satisfies (A1), (A2)′, (A3) and (A4), and let h satisfy (H1), (H2).
Assume also the principal eigenvalue λ of (1.1) and the principal eigenvalue λ∗ of its averaged
equation exist. Then λ = λ∗ iff h(t, x) = hˆ(x)+ g(t).
Proof. First it is clear that if h(t, x) = hˆ(x)+ g(t), then λ = λ∗.
Conversely, assume that λ = λ∗. Let v and u be principal eigenfunctions corresponding to λ
and λ∗, respectively. By (A2)′ and Proposition 6.1, v and u are strictly positive. Then
−1
v
∂v
∂t
+ A(v)
v
+ h = λ ⇒ 1
T
T∫
0
A(v)(t, x)
v(t, x)
dt + hˆ(x) = λ ∀x ∈ D¯
and
0 = λ∗ − λ = A(u)(x)
u(x)
− 1
T
T∫
0
A(v)(t, x)
v(t, x)
dt ∀x ∈ D¯.
This together with Proposition 2.2 implies that
A(w)(x)
w(x)
 A(u)(x)
u(x)
∀x ∈ D¯,
where w(x) = exp( 1
T
∫ T
0 ln(v(t, x)) dt). Then by (A2)′ and Proposition 2.4, w(x) = cu(x) for
x ∈ D¯ and some constant c. Therefore,
A(w)(x)
w(x)
= A(u)(x)
u(x)
∀x ∈ D¯
and then
1
T
T∫ A(v)(t, x)
v(t, x)
dt = A(w)(x)
w(x)
∀x ∈ D¯.
0
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− 1
φ(t)
dφ(t)
dt
+ A(u)(x)
u(x)
+ h(t, x) = λ
and hence h(t, x) is of form h(t, x) = hˆ(x)+ g(t). 
6.3. Existence of a principal eigenvalue
In this subsection we investigate the existence of principal eigenvalue. We will show that if A
is a sufficiently ‘large’ dispersal operator, then s(A,H) is an isolated principal eigenvalue. More
precisely, we have
Theorem 6.7. Assume A satisfies (A1), (A2) and h satisfies (H1), (H2).
(1) If A is of form A= κ1A1 + κ2A2 (κ1 > 0, κ2  0), where A1 generates a positive compact
C0-continuous semigroup and A2 is bounded, then s(A,H) is a principal eigenvalue of
cl(−∂t + A˜)+ H˜ .
(2) IfA is of formA= κ1A1 +κ2A2 (κ1 > 0, κ2  0), whereA1 is compact and strictly positive
and A2 is bounded and generates a positive C0-continuous semigroup of contractions, then
there is M > 0 such that s(A,H) is a principal eigenvalue of −∂t + A˜+ H˜ for κ1 M .
To prove Theorem 6.7, we need the following lemmas.
Lemma 6.8. Assume h satisfies (H1), (H2). If A2 generates a positive C0-continuous semi-
group of contractions on X and h(t, x)  0, then cl(−∂t + κ2A˜2) + H˜ generates a positive
C0-continuous semigroup of contractions on X˜, where κ2 is a positive constant.
Proof. First by Lemma 6.2, cl(−∂t + κ2A˜2)+ H˜ generates a positive C0-continuous semigroup
Φ˜2(s) on X˜. Moreover by the arguments of Lemma 6.2, ifA2 generates a positive C0-continuous
semigroup φ2(t) of contractions on X, then cl(−∂t + κ2A˜2) generates a positive C0-continuous
semigroup φ˜2(s) of contractions on X˜,(
φ˜2(s)u
)
(t, x) = (φ2(κ2s)u)(t − s, x).
Now assume h(t, x) 0. By the arguments of Proposition 4.4, 0 Φ˜2(s)u φ˜2(s)u for any
s > 0 and u ∈ X˜, u  0. It then follows that ‖Φ˜2(s)‖  ‖φ˜2(s)‖ for s  0. Hence cl(−∂t +
κ2A˜2)+ H˜ generates a positive C0-continuous semigroup of contractions on X˜. 
In the following, we denote r(·) as the spectral radius of an operator.
Lemma 6.9. Assume h satisfies (H1), (H2). If A1 is strictly positive and compact and A2
is bounded and generates a positive C0-continuous semigroup on X, then A˜1(−∂t + κ2A˜2 +
H˜ − α)−1 (κ2 > 0) is compact and for any α > s(κ2A2,H) there is K > 0 such that
r
(
κ1A˜1(−∂t + κ2A˜2 + H˜ − α)−1
)
> 1
for κ1 K .
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λL(κ2A2,0) > −∞. Hence s(κ2A2,0) > −∞. This together with the boundedness of H implies
that s(κ2A2,H) > −∞. It then follows from [16, Theorem] that (α − (−∂t + κ2A˜2 + H˜ ))−1 is
a positive operator for α > s(κ2A2,H) and
r
((
α − (−∂t + κ2A˜2 + H˜ )
)−1)= 1
α − s(κ2A2,H) > 0. (6.4)
Next, for any bounded sequence un ∈ X˜, let
wn = A˜1
(
α − (−∂t + κ2A˜2 + H˜ )
)−1
un
and
vn =
(
α − (−∂t + κ2A˜2 + H˜ )
)−1
un.
Then
wn = A˜1vn.
By the boundedness of A˜2 and H˜ , both {vn} and {∂tvn} are bounded sequence in X˜. We can then
show that {wn} = {A˜1vn} has a convergent subsequence. In fact, by the compactness of A1, we
may assume that for any t ∈ Q (the set of rational numbers), limn→∞ wn(t, x) = w∗(t, x) exists.
This together with the boundedness of ∂tvn and A1 implies that for any  > 0 there is 0 < δ ∈ Q
such that for |t − s| < δ we have∣∣(A1vn(t, ·))(x)− (A1vn(s, ·))(x)∣∣< 
for all n 1 and x ∈ D, and there is N > 0 such that for n,mN we have∣∣(A1vn(tk, ·))(x)− (A1vm(tk, ·))(x)∣∣< 
for 0 tk = kδ  T (k = 0,1,2, . . . , [Tδ ] + 1) and x ∈ D. It then follows that for any n,mN
and 0 t  T , x ∈ D,
∣∣(A1vn(t, ·))(x)− (A1vm(t, ·))(x)∣∣ ∣∣(A1vn(t, ·))(x)− (A1vn(s, ·))(x)∣∣
+ ∣∣(A1vn(s, ·))(x)− (A1vm(s, ·))(x)∣∣
+ ∣∣(A1vm(s, ·))(x)− (A1vm(t, ·))(x)∣∣
 3
where s = kδ with |t − s| < δ. This implies that {wn} = {A˜1vn} is a Cauchy sequence and hence
A˜1(α − (−∂t + κ2A˜2 + H˜ ))−1 is compact.
Now fix any α > s(κ2A1,H). By the Krein–Rutman theorem (see [26, Theorem 4.1.4]),
r(A˜1(−∂t + κ2A˜2 + H˜ −α)−1) is an eigenvalue with a positive eigenfunction φ∗. By the strictly
positivity of A1 and (6.4), we have
r
(A˜1(α − (−∂t + κ2A˜2 + H˜ ))−1) δ∗ > 0.
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r
(
κ1A˜1(−∂t + κ2A˜2 + H˜ − α)−1
)
 κ1δ∗ > 1
for κ1 
 1. 
Lemma 6.10. Let T˜ , U˜ be linear operators on X˜. Assume
(1) T˜ is closed with dense domain and generates a positive C0-continuous semigroup of con-
tractions on X˜.
(2) U˜ is positive and bounded and U˜ (T˜ − α)−1 is compact.
Then if rα := r(U˜ (T˜ −α)−1) > 1 for some α > s(T˜ ), there is a unique α0 > s(T˜ ) with rα0 = 1
such that α0 = s(U˜ , T˜ ) and is an isolated eigenvalue of U˜ + T˜ of finite multiplicity with a positive
eigenfunction, where s(T˜ ) = sup
λ∈σ(T˜ ) Reλ and s(U˜ , T˜ ) = supλ∈σ(U˜+T˜ ) Reλ and σ(T˜ ) and
σ(U˜, T˜ ) are the spectrum of T˜ and U˜ + T˜ , respectively.
Proof. It follows from [5, Theorem 2.2 and Remark 2.1]. 
Proof of Theorem 6.7. (1) First it is not difficult to see that Φ(T ,0) is a positive compact oper-
ator. Then by the Krein–Rutman theorem (see [26, Theorem 4.1.4]), r(Φ(T ,0)) is an eigenvalue
of Φ(T ,0) with a positive eigenfunction u∗. Let λ ∈ R be such that r(Φ(T ,0)) = eλT and let
v∗(t, x) = e−λt (Φ(t,0)u∗(0, ·))(x). Then we see that λ is an eigenvalue with positive eigenfunc-
tion v∗. Since λ = λs(A,H), by Theorem 6.3, we have λ = s(A,H). Therefore λ is PEV.
(2) First we may assume that h(t, x)  0. Then by Lemma 6.8, −∂t + κ2A˜2 + H˜ generates
a positive C0-continuous semigroup of contractions. Let α = s(κ2A2,H) + 1. By Lemma 6.9,
there is M > 0 such that r(κ1A˜1(−∂t + κ2A˜2 + H˜ −α)−1) > 1 for κ1 M . It then follows from
Lemma 6.10 that s(κ1A1 + κ2A2, H˜ ) is an isolated eigenvalue of −∂t + κ1A˜1 + κ2A˜2 + H˜ with
a positive eigenfunction. 
Proposition 6.11. Assume A satisfies (A1), (A2) and h satisfies (H1), (H2).
(1) If λ is an eigenvalue with an eigenfunction φ(t, ·) ∈ IntX+, then λ = s(A,H).
(2) If λ, λ˜ are eigenvalues with eigenfunctions φ(t, ·), φ˜(t, ·) ∈ IntX+, then λ = λ˜.
Proof. (1) Clearly, we have λs(A,H)  λ and s(A,H)  λ. Fix v∗ ≡ 1 ∈ IntX+. Then
φ(t, ·) δv∗ for t ∈ R and some δ > 0 (since φ(t, x) is periodic in t). Note that for any u0 ∈ X
with ‖u0‖∞ = 1,
−φ(0, x)
δ
 u0(x)
φ(0, x)
δ
∀x ∈ D¯.
Therefore,
−e
λtφ(t, ·) Φ(t,0)u0  e
λtφ(t, ·)
.δ δ
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λs = lim
t→∞
ln‖Φ(t,0)‖
t
 λ.
Therefore, λ = λs(A,H). By Theorem 6.3, λ = s(A,H).
(2) It follows from (1). 
Corollary 6.12. Assume A satisfies (A1), (A2)′ and h satisfies (H1), (H2). If λ is an eigenvalue
with a positive continuous eigenfunction, then λ = s(A,H).
Proof. It follows from Propositions 6.1 and 6.11. 
7. Random case
The purpose of this section is to extend the estimate of the principal dynamical spectrum or
Lyapunov exponent for nonautonomous dispersal evolution equations to random ones. We first
introduce the random dynamical system generated by (1.2) and then introduce the concept of
principal Lyapunov exponent and provide a similar estimate as in the nonautonomous case.
7.1. Random dynamical systems
Let (Ω,F ,P) be a probability space and θt :Ω → Ω be a random process on (Ω,F ,P),
i.e. θ0 = id, θs ◦ θt = θt+s , θt (ω) is measurable in t and ω, and P(θtF ) = P(F ) for any F ∈ F
and t ∈ R. In the following we always assume that ((Ω,F ,P), {θt }t∈R) is ergodic, that is, for
any F ∈F , if θtF = F for t ∈ R, then either P(F ) = 1 or P(F ) = 0.
Consider (1.2), i.e.
∂tu(t, x) =A
(
u(t, ·))(x)+ h(θtω, x)u(t, x), (7.1)
where h satisfies
(R1) h :Ω ×R → R is measurable. For each ω ∈ Ω , hω(t, x) = h(θtω, x) satisfies (H1).
(R2) There is integrable h˜ :Ω → R such that |h(ω,x)| h˜(ω) for any x ∈ D and ω ∈ Ω .
(R3) hˆ(·) ∈ X (hˆ(x) ≡ ∫
Ω
h(ω,x)dP(ω)) and there is Ω0 ⊂ Ω with P(Ω0) = 1 such that for
any ω ∈ Ω0, the limit limt→∞
∫ t
0 h(θτ ω,x) dτ
t
exists and
lim
t→∞
∫ t
0 h(θτω,x) dτ
t
= hˆ(x) ∀x ∈ D.
We remark that (R2) means that h(ω,x) is bounded by a spatially homogeneous integrable
function h˜(ω). We also remark that if h(ω,x) is continuous in x ∈ D uniformly with respect to
ω ∈ Ω , then (R3) is satisfied.
For ω ∈ Ω and u0 ∈ X, by (R1) and Lemma 4.1, Φhω(t, s)u0 is well defined. Let
Ψ h(t,ω)u0 = Φhω(t,0)u0.
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Πht (u0,ω) =
(
Ψ h(t,ω)u0, θtω
)
. (7.2)
Then Πht is a random dynamical system over ((Ω,F ,P), {θt }t∈R) (see [1]). If no confusion
occurs, we will write Ψ (t,ω) and Πt for Ψ h(t,ω) and Πht , respectively.
Lemma 7.1. Assume A satisfies (A1), (A2) and h satisfies (R1). Ψ (t,ω)u2  Ψ (t,ω)u1 for any
t > 0, ω ∈ Ω , and u2  u1.
Proof. It follows from Proposition 4.4(1). 
Lemma 7.2. Assume A satisfies (A1), (A2) and h satisfies (R1), (R2). For any ω ∈ Ω and t  0,
the following holds,
∥∥Φ0(t,0)∥∥e− ∫ t0 h˜(θτ ω)dτ  ∥∥Ψ (t,ω)∥∥ ∥∥Φ0(t,0)∥∥e∫ t0 h˜(θτ ω)dτ .
Proof. Let u(t, x) = Ψ (t,ω)u∗ where u∗ ≡ 1. Then ‖Ψ (t,ω)‖ = ‖Ψ (t,ω)u∗‖ = ‖u(t, ·)‖. By
Lemma 7.1, u(t, x) 0. Hence by (R2) u satisfies
Au− h˜(θtω)u ∂tuAu+ h˜(θtω)u.
This implies that
e−
∫ t
0 h˜(θτ ) dτΦ0(t,0)u∗  u(t, x) e
∫ t
0 h˜(θτ ) dτΦ0(t,0)u∗
for t > 0. The lemma then follows. 
7.2. Principal Lyapunov exponent
Definition 7.3. λ defined by
λ = ess sup
ω∈Ω
λ(ω),
where
λ(ω) = lim sup
t→∞
ln‖Ψ (t,ω)‖
t
,
is called the principal Lyapunov exponent of (1.2).
Proposition 7.4. Assume A satisfies (A1), (A2), and h satisfies (R1)–(R3). There is Ω1 ⊂ Ω
with P(Ω1) = 1 such that for any ω ∈ Ω1,
λ(ω) = lim
t→∞
ln‖Ψ (t,ω)‖
t
= λ.
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Theorem 7.5. Assume A satisfies (A1)–(A3) and h satisfies (R1)–(R3). λ λ∗, where λ∗ is the
principal Lyapunov exponent of (1.2) with h being replaced by hˆ.
Proof. First of all, by Proposition 7.4 and the assumption (R3), there is Ω∗0 ⊂ Ω with P(Ω∗0 ) = 1
such that for any ω ∈ Ω∗0 ,
λ = lim
t→∞
ln‖Ψ (t,ω)‖
t
and hˆ(x) = lim
t→∞
∫ t
0 h(θτω,x) dτ
t
.
Now fix ω∗0 ∈ Ω∗0 . We can then apply the arguments of Theorem 5.1 to (1.2) with ω = ω∗0 to get
the estimate λ λ∗. To be more precise, for any given α > 0, let u(t, x) = e−(λ+α)tΨ h(t,ω∗0)u∗0,
where u∗0(x) ≡ 1. Then by the arguments of Proposition 4.4 and Lemma 7.1, u(t, x) > 0. Clearly,
u(t, x) satisfies
∂tu =A(u)+ h
(
θtω
∗
0, ·
)
u− (λ+ α)u.
Hence
λ+ α = −1
u
∂u
∂t
+ A(u)
u
+ h(θtω∗0, ·).
Therefore for any T > 0,
λ+ α = − 1
T
T∫
0
1
u
∂u
∂t
dt + 1
T
T∫
0
A(u)
u
dt + 1
T
T∫
0
h
(
θtω
∗
0, ·
)
dt.
Since limt→∞
ln‖Ψ (t,ω∗0)‖
t
= λ and ‖Ψ (t,ω∗0)‖ = ‖Ψ (t,ω∗0)u∗0‖, we have
lim
t→∞
‖u(t, ·)‖
t
= −α.
Hence there is T1 > 0 such that
ln(u(T , x))
T
−α/2
and then
λ+ α  α/2 + 1
T
T∫ A(u)
u
dt + 1
T
T∫
h
(
θtω
∗
0, ·
)
dt0 0
W. Shen, G.T. Vickers / J. Differential Equations 235 (2007) 262–297 295for T  T1. By hˆ(x) = limT→∞ 1T
∫ T
0 h(θtω
∗
0, x) dt , for any  > 0, there is T0 > T1 such that
1
T0
T0∫
0
h
(
θtω
∗
0, x
)
dx  hˆ(x)− .
It then follows that
λ+ α  α/2 + 1
T0
T0∫
0
A(u)
u
dt + hˆ(·)− .
Now let
w(x) = exp
(
1
T0
T0∫
0
ln
[
u(t, x)
]
dt
)
.
By Proposition 2.2,
1
T0
T0∫
0
A(u(t, ·))(x)
u(t, x)
dt  A(w)(x)
w(x)
.
It then follows that
λ+ α  α/2 + A(w)
w
+ hˆ(·)− .
Hence
0A(w)+ hˆ(·)w − (λ+ α/2 + )w.
Therefore, v(t, x) = w(x) is a super-solution of
∂tv =A(v)+ hˆ(·)v − (λ+ α/2 + )v.
By the same reason as the arguments of Theorem 5.1, we have λ∗  λ + α/2 + . Since α > 0
and  > 0 are arbitrary, we must have λ∗  λ. 
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