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Abstract
Understanding the nature of the mysterious pseudogap phenomenon is one of the most important is-
sues associated with cuprate high-Tc superconductors. Here, we report 17O nuclear magnetic resonance
(NMR) studies on two planar oxygen sites in stoichiometric cuprate YBa2Cu4O8 to investigate the sym-
metry breaking inside the pseudogap phase. We observe that the Knight shifts of the two oxygen sites are
identical at high temperatures but different below Tnem ∼ 185 K, which is close to the pseudogap tempera-
ture T ∗. Our result provides a microscopic evidence for intra-unit-cell electronic nematicity. The difference
in quadrupole resonance frequency between the two oxygen sites is unchanged below Tnem, which suggests
that the observed nematicity does not directly stem from the local charge density modulation. Furthermore,
a short-range charge density wave (CDW) order is observed below T ' 150 K. The additional broadening
in the 17O-NMR spectra because of this CDW order is determined to be inequivalent for the two oxygen
sites, which is similar to that observed in case of nematicity. These results suggest a possible connection
between nematicity, CDW order, and pseudogap.
PACS numbers: 74.72.Bk, 76.60.-k, 74.25.Jb
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I. INTRODUCTION
The origin of the pseudogap is essential for understanding the mechanism of high-Tc supercon-
ductivity in cuprates. Various orders have been found within the pseudogap phase. One major issue
is to identify the reported orders (broken symmetries) inside the pseudogap phase and elucidate the
manner in which they are interrelated1,2. Recently, a nematic state, i.e., an electron-correlated state
exhibiting spontaneous rotational symmetry breaking, has become an emerging research topic3–7.
In particular, in the most studied cuprate system, YBa2Cu3Oy (YBCO), the breaking of the C4
symmetry was identified via various bulk measurements. The spin structure factor centered at the
Ne´el ordering vector becomes elliptical8, and the in-plane Nernst effect and magnetic susceptibil-
ity become anisotropic9,10 below the onset temperature Tnem, which coincides with the pseudogap
opening temperature T ∗.
However, the microscopic origin of nematicity has not yet been understood. Further, it has
not yet been determined whether the observed nematicity is an intrinsic phenomenon of the CuO2
plane because the crystal structure of YBa2Cu3Oy breaks the C4 symmetry because of the presence
of the CuO chain. Even if nematicity is intrinsic to the CuO2 planes, it has not yet been determined
whether it is a consequence of the symmetry breaking field with large nematic susceptibility or a
long-range ordered state. In addition, although the scaling behavior of the nematic order param-
eter was observed10,11, the question whether the C4 symmetry breaking is the primary cause or
secondary effect of the pseudogap still remains. This is considerably important because nematic
quantum fluctuation was recently proposed as a new candidate for the pairing mechanism and
strange metallic behavior in cuprates12,13. Furthermore, the relation between nematicity and other
orders, such as antiferromagnetic order14 and charge density wave order15–18, remains unclear. To
resolve these issues, the microscopic studies on a suitable system are needed.
NMR is a powerful local probe for studying nematicity, as demonstrated in Fe-based
superconductors19–23. The oxygen-stoichiometric YBa2Cu4O8 is a unique cuprate superconduc-
tor with the same bilayer CuO2 planes as YBa2Cu3Oy but with double fully-filled CuO chains. In
contrast to YBa2Cu3Oy24, as will be shown later, no additional NMR lines related to fractional
oxygen stoichiometry in the chains are observed, indicating that such kind of disorders is almost
absent. This makes it an ideal compound to study the nature of nematicity and CDW and their
relation with the pseudogap.
In this study, we report the result of 17O-NMR measurements on YBa2Cu4O8 to shed new light
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FIG. 1: (Color online) (a) Typical 17O-NMR spectrum of YBa2Cu4O8 at T = 90 K and B0 = 16.05 T
applied parallel to the c-axis. O(2) and O(3) are the sites in CuO2 planes lying in bonds oriented along the
crystalline a and b axes, as shown in the insert. HF1 (HF2) represents the first (second) high-frequency
satellites, and LF1 (LF2) represents the first (second) low-frequency satellites. The five small peaks close
to the O(2,3) central peak correspond to the O(1) site of CuO chains, as labeled using yellow arrows. The
central line from the apical oxygen site is also observed, as labeled by O(4). (b) and (c) are the magnified
view of LF2 and HF2 with fits by three Lorentzian functions. The small gray peak is from the misaligned
part of the powder sample.
on the nature of nematicity. The Knight shift at the two planar oxygen sites becomes inequiv-
alent below Tnem ∼ 185 K, which is close to the pseudogap temperature T ∗. The difference in
quadrupole frequency between the two sites remains unchanged below Tnem. These results pro-
vide microscopic evidence of intra-unit-cell electronic nematicity and indicate that it is not directly
related to the local charge density between the two oxygen sites. We further revealed a short-range
nematic CDW order below TCDW ∼ 150 K, below which the 17O-NMR linewidth is anomalously
broadened. Our observations indicate that nematicity and short-range CDW order are intrinsic to
the CuO2 plane and are likely linked to each other.
II. EXPERIMENTAL RESULTS
The polycrystalline sample of YBa2Cu4O8 used for NMR measurements was grown under high
oxygen pressure25. The powder sample was magnetically aligned along the c-axis. Details regard-
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ing sample synthesis, 17O substitution, and magnetic alignment can be found in ref. 26. The super-
conducting transition temperature Tc of our sample is 80 K, as measured by AC susceptibility27,
which is among the highest values for this compound, indicating its high quality. We identify dop-
ing in YBa2Cu4O8 in the same way as in YBa2Cu3Oy28, namely p = 0.135. The 17O-NMR spectra
were obtained by adding Fourier transforms of the spin-echo signal recorded for regularly spaced
frequency values.
A. Intra-unit-cell nematicity
Figure 1 shows the typical NMR spectrum in the field parallel to the c-axis, where five sets of
peaks originate from different nuclear transitions of the nuclear spin I = 5/2. Two peaks are clearly
observed for all the satellites; these peaks correspond to the planar oxygen sites, O(2) and O(3),
lying in bonds oriented along the crystalline a and b axes, respectively. Because of the presence of
CuO chains, the electric field gradients (EFG) at the O(2) and O(3) nuclear sites are not identical.
Thus, the separation between the adjacent quadrupole satellites, i.e., nuclear quadrupole frequency
νc, is different between the two planar oxygens. In YBa2Cu3Oy, the νc of O(2) is determined to be
larger than that of O(3) by performing the experiment on de-twined single crystals29. In the same
way, we assign O(2) and O(3), as labeled in Fig. 1.
The separation between O(2) and O(3) in case of the first low-frequency satellite (LF1) is
much smaller than the linewidth below 150 K; thus, the two sites cannot be easily distinguished.
Therefore, we focus on the second high-frequency (HF2) and second low-frequency (LF2) satellite
lines, as shown in Fig. 1 (b) and (c). For all the satellite lines, a tail is observed toward the central
line position. This occurs because a small portion of the sample is not aligned well. We fitted the
peaks using three Lorentzian functions, as shown by the solid areas in Fig. 1 (b) and (c). Kc is
defined as Kc = ( f − f2nd − γB0) /γB0. Here, f is the averaging resonance frequency of LF2 and
HF2 and γ is the gyromagnetic ratio of 17O. f2nd is the second-order quadrupole shift, which is
very small in case of high fields and T -independent because the νc values of O(2) and O(3) are
nearly T -independent, as shown in the inset of Fig. 3. Therefore, f2nd will not be discussed further.
In Fig. 2 (a), we plot the temperature dependence of Kc for O(2) and O(3). At high temperatures,
KO(2)c and K
O(3)
c are identical. They begin becoming inequivalent below T ∼ 185 K. Such tendency
can also be inferred from a previous study at a lower field of B0 = 11 T30. In Fig. 2 (b), we
show a comparison of the temperature dependence of ∆K = KO(2)c − KO(3)c between our work and a
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FIG. 2: (Color online) (a) T -dependent Knight shift of the O(2) and O(3) sites. The dashed line indicates the
value of Korb = 0.008 %36. Solid lines are the guide to the eye. The error bars are the standard deviation in
fitting the NMR spectra, as shown in Fig. 1 b and c, and are smaller than the symbol size. (b) Superposition
of ∆K = KO(2)c −KO(3)c and 1/T1T of the planar Cu site as a function of temperature. The red circles are from
the previous report measured at 11 T30. The 1/T1T result is from a previous study that used NQR31. The
solid line is a fit of 1/T1T above T = 150 K obtained using the Curie–Weiss law as (1/T1T ) = a + b/(T+θ).
previous study30. The two sets of data with different applied fields are entirely consistent with each
other. This indicates that ∆K is field independent and, thus, cannot be ascribed to the second-order
quadrupole shift. Furthermore, we compare ∆K and 1/T1T of planar Cu in Fig. 2 (b)31. Previously,
in the NMR community, the pseudogap opening temperature was defined as T ∗max ∼ 150 K at
which 1/T1T is the maximum31,32. The T ∗max obtained in this manner is lower than the pseudogap
temperature T ∗ ∼ 170 K obtained through transport measurements33. 1/T1T at high temperatures
is related to the antiferromagnetic spin fluctuations; thus, the 1/T1T above 150 K is fitted using
a Curie-Weiss function as a + b/(T+θ). Then one can also choose the onset temperature T ∗CW of
the pseudogap opening at which 1/T1T starts to deviate from the Curie-Weiss function, which is
around 180 K as shown in Fig. 2 (b). In any case, we find that the onset temperature of ∆K, which
becomes nonzero, is very close to the pseudogap temperature T ∗, indicating that the Knight shift
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FIG. 3: (Color online) Comparison of the oxygen site differentiation in the Knight shift de-
fined as
(
KO(2)c − KO(3)c
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/
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KO(2)c + K
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c
)
with that in the quadrupole frequency νc defined as(
νO(2)c − νO(3)c
)
/
(
νO(2)c + ν
O(3)
c
)
. The inset shows the T -dependence of νO(2)c and ν
O(3)
c . Solid lines are the
guide to the eye.
of the two planar oxygen sites is inequivalent in the pseudogap phase.
One apparent possibility for the non-zero ∆K is related to the orthorhombic structure or the
CuO chains, which can affect the local properties of the planar oxygen sites, but such effect should
not have a temperature dependence. However, the discrepancy between KO(2)c and K
O(3)
c defined
as
(
KO(2)c − KO(3)c
)
/
(
KO(2)c + K
O(3)
c
)
exhibits a strong temperature dependence below T ∗, as shown
in Fig. 3. These results indicate that the T -dependence of ∆K is not related to the orthorhombic
structure or CuO chains. The νc values of O(2) and O(3) are also different; however, the discrep-
ancy between νO(2)c and ν
O(3)
c defined as
(
νO(2)c − νO(3)c
)
/
(
νO(2)c + ν
O(3)
c
)
is T -independent, as shown
in Fig. 3, which is an effect of the orthorhombic structure or the presence of CuO chains.
We note that the difference in hyperfine coupling between O(2) and O(3) because of different
local crystal environments would not be able to account for the observed ∆K, as elaborated below.
The Knight shift Kc is related to the static, uniform, magnetic susceptibility as Kc = K
spin
c +
Korbc = A
spin
c χ
spin
cc + Aorbc χ
orb
cc . Here, χ
spin
cc and χorbcc are the spin and orbital (Van Vleck) susceptibility,
respectively. Aspinc and Aorbc are the hyperfine constants related to the spin and orbital susceptibility,
respectively. If one assumes that the ∆K at low temperatures is due to ∆K =(AO(2) - AO(3))χ =
∆A χ, then ∆K at T = 280 K will be nearly five times larger than that at T = 50 K because χ is
larger at high temperatures. However, ∆K = 0 for T > 180 K was observed experimentally. One
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might further argue that ∆A can be temperature dependent. However, to be fully consistent with
the observed ∆K, the anisotropy between AO(2) and AO(3), (AO(2) - AO(3)) / (AO(2) + AO(3)), would
need to change from 0 at 280 K to 0.15 at 50 K. Such a large change is impossible because the
anisotropy of the in-plane lattice parameters, (a−b)/(a+b), only changes by a few percent between
280 K and 50 K34. Finally, the difference in Korb between O(2) and O(3) cannot explain the result.
If ∆K is due to the difference in Korb, the slope of KO(3) vs. KO(2) plot must not be dependent on
the temperature. However, as seen in Supplementary Figure S3, the slope changes below Tnem27.
Then, we consider the electronic nematicity in the pseudogap phase35. The magnetic field is
applied along the c-axis in our study, which does not introduce an additional symmetry breaking
force. Thus, we can assess that χO(2) > χO(3). The inequivalence of magnetic susceptibility is most
likely from the spin part because the averaging Korb of O(2) and O(3) is only -0.008 %36, which is
much smaller than Kspin, and should be T -independent. Thus, the local spin susceptibility is larger
for O(2) than for O(3), meaning that the electronic C4 symmetry is broken within each CuO2 unit
cell. This is consistent with the observation obtained via scanning tunneling microscopy (STM)
in Bi2Sr2CaCu2O8+δ (Bi2212), where the electronic states along the a- and b-axis are found to
be inequivalent3. The C4 symmetry breaking in the pseudogap phase has been observed through
various bulk measurements in YBa2Cu3Oy8–10. In particular, a similar observation indicating that
χaa > χbb has been reported by a recent torque measurement10. Because O(2) lies in the Cu-O-Cu
bond along the a-axis, our data show that the origin of the anisotropy of magnetic susceptibility is
the inequivalence of the local magnetic susceptibility of the O(2) and O(3) sites. The obtained Tnem
is plotted in Fig. 5, which enriches the global phase diagram of the YBCO systems10. In passing,
we note that the spin susceptibility is expected to be reduced below Tc leading to a decrease of ∆K,
if the main contribution to it is from the spin part. However, due to the line broadening from the
formation of vortices, ∆K cannot be obtained below 50 K27,37. Therefore, studying the behavior
of ∆K below Tc is an important task in the future.
B. Short-range CDW order
Next, we search for the CDW order in YBa2Cu4O8. In the charge-ordered state, both local
spin susceptibility and EFG will become site-dependent because of charge modulation. When the
local charge density changes, the magnetic and quadrupole shifts will also change38. Therefore,
in a long-range CDW state, the NMR lines will split39,40. The splitting ∆ f will be different for
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FIG. 4: (Color online) Evidence of the short-range charge density wave order. Panels (a) and (b) show the
temperature dependence of the full width at half maximum (FWHM) of HF2 and LF2 for O(2) and O(3),
which was measured in a magnetic field of 16.05 T. Solid lines are the guide to the eye.
the high- and low-frequency satellite peaks because the change in the quadrupole shift will make
the high- and low-frequency satellites move in opposite directions. For HF2 and LF2, the splitting
will be ∆m+2∆Q and ∆m-2∆Q, respectively. Here, ∆m and ∆Q are the splitting due to the Knight and
quadrupole shifts, respectively. For a static short-range CDW state, spectrum broadening will oc-
cur instead of line splitting41. For HF2 and LF2, the broadening will be
∣∣∣δm + 2δQ∣∣∣ and ∣∣∣δm − 2δQ∣∣∣,
respectively. Here, δm and δQ are the broadening due to the CDW order contributed by the mag-
netic and quadrupole parts, respectively. If δm and δQ are comparable, a similar T -dependent
broadening but with a distinct magnitude can be observed for HF2 and LF2 upon cooling. The
doping-induced inhomogeneity can result in δm and δQ; however, they must be T -independent and
appear at high temperatures.
Figure 4 panels (a) and (b) show the comparison of FWHM of HF2 and LF2 for the O(2) and
O(3) sites. At high temperatures, the FWHM of HF2 and LF2 is identical for both the O(2) and
O(3) sites, implying small doping inhomogeneity in our sample. However, below T ∼ 150 K, the
FWHM of O(2) HF2 begins to increase, whereas the FWHM of LF2 is almost T -independent.
The distinct T -dependent behavior of HF2 and LF2 implies that δm and δQ start to increase below
T ∼ 150 K. This clearly demonstrates that a static short-range CDW order occurs because the time
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FIG. 5: (Color online) The results obtained in this work are plotted in the global phase diagram. The red
circle is the onset temperature Tnem of nematicity in YBa2Cu4O8 determined based on the emergence of ∆K.
The red square is the onset temperature TCDW of short-range CDW in YBa2Cu4O8 determined from the T -
dependence of the 17O-NMR linewidth. The blue circle is the nematic transition temperature Tnem reported
using torque magnetometry in YBa2Cu3Oy10. The open red and solid green squares are TCDW reported by
NMR42 and through the resonant X-ray scattering measurements in YBa2Cu3Oy43,44, respectively. AF and
SC denote the antiferromagnetic ordered and superconducting phase, respectively.
scale of NMR spectroscopy is in MHz. Moreover, as discussed above, if δLF2 =
∣∣∣δm − 2δQ∣∣∣, then
the T -independent behavior of the FWHM of LF2 indicates that δm is approximately twice as large
as δQ. For O(3), LF2 and HF2 are broadened with a similar amplitude upon cooling below TCDW,
which implies that either δm or δQ is very small. Because the broadening at HF1 is much smaller
than that at HF227, the T -dependent FWHM for O(3) suggests that δm is almost zero. Therefore,
the δm of O(2) is much larger than that of O(3). A similar behavior has also been observed in
YBa2Cu3Oy, which suggests that the observed CDW is uniaxial or biaxial with d-symmetry42.
Overall, our results indicate that the same short-range nematic CDW order appears in YBa2Cu4O8
below TCDW ∼ 150 K, as summarized in Fig. 5, which coincides with the T ∗max obtained at which
1/T1T shows the maximum, as has been previously observed in YBa2Cu3Oy43. Our results further
suggest that Fermi surface reconstruction by quantum oscillations can be attributed to the CDW
order45,46. Noting that there are much less oxygen vacancies in the chains in our case, we speculate
that the observed static short-range CDW is due to the small amount of defects in the CuO2 planes
that pin the CDW fluctuations.
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III. DISCUSSION
As observed in case of YBa2Cu3Oy, the onset temperature of the nematic order of YBa2Cu4O8
is very close to the pseudogap temperature T ∗ but higher than TCDW, as shown in Fig. 5, suggesting
that such intra-unit-cell electronic nematicity can exist by itself. This also suggests that nematicity
may be directly related to the pseudogap. Therefore, nematicity is essential to understand the na-
ture of pseudogap. Our results provide new information for the theoretical modeling of nematicity
inside the pseudogap phase. Several proposals relating nematicity to various competing orders
in the pseudogap phase have been introduced previously35,47–50. The first proposal is the melting
of the uniaxial-density wave order such as stripe order35. In our study, an intrinsic short-range
CDW order, which exhibited different charge modulation at O(2) and O(3) sites, is observed at
a lower temperature than Tnem, Another proposal is that nematicity is linked to antiferromagnetic
fluctuations near the Mott phase48,50. In this scenario, the local charge densities at O(2) and O(3)
are predicted to be inequivalent48,50. However, this contradicts our observation that the difference
in EFG at O(2) and O(3) remains unchanged below T ∗, as shown in Fig. 3. Apparently, more
theoretical studies have to be done in these regards.
IV. CONCLUSIONS
In summary, we performed 17O-NMR measurements at two planar oxygen sites in YBa2Cu4O8.
We observed that the difference in the Knight shift of the two oxygen sites begins to emerge below
Tnem ' 185 K, which is very close to the pseudogap temperature T ∗ and provides microscopic
evidence for intra-unit-cell electronic nematicity. Further, the inequivalence of the quadrupole fre-
quency νc between two oxygen sites is T -independent, indicating that electronic nematicity is not
directly related to the charge difference between two planar oxygens. At lower temperatures, the
static short-range nematic CDW order can be observed below TCDW ' 150 K, which implies that
the observed nematicity may be related to the nematic CDW order. Our work adds new insights to
the global phase diagram of cuprates and provides important constraints for the theoretical mod-
eling of nematic order in cuprates. We hope that these results will stimulate further experimental
work on cuprates and Fe-based superconductors.
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