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Abstract 
The purpose of this paper is to calculate the minimal disk which contains all the eigenvalues of matrices. In order to 
obtain the minimal disk which contains all the eigenvalues of matrices, an algorithm is presented. 
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1. Introduction 
Let  be an  complex matrix with eigenvalues . Let ( ijA a= ) n n× ( )1, ,i i nλ = L ( )nM C be the 
collections of all  complex matrices. Denote  n×n
( )1* 2FA trAA= , [ , .]A B AB BA= −
The estimation and location of eigenvalues are always hot topics of matrix analysis. It plays an 
important role in many fields of applied science. 
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In the paper of Gu [1], it is proved that all the eigenvalues of any complex matrix  are located in 
the following disk  
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−⎪ ⎪
∈ − ≤ ⎜ − ⎟⎨ ⎬⎜ ⎟⎪ ⎪⎝ ⎠⎩ ⎭
.                                               (1) 
Meanwhile, the other result is obtained, it was shown by Liang [2] that 
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Let ( )nM M C∈  be an  complex matrix partitioned as n n×
( )
( ) ( ) ( )
k k k n k
n k k n k n k
A B
M
C D
× × −
− × − × −
⎛ ⎞
⎜ ⎟= ⎜ ⎟⎝ ⎠
,
where  is a k  principal submatrix of k kA × k× M ,1 1.k n≤ ≤ −
Recently, Zou and Jiang [5] obtained that all the eigenvalues of M  are located in the following disk 
( ) ( )( )2 22 1 11: max k n k n k kF k n F FtrMtrM nz C z M B Cn n n × − − ×≤ ≤ −
⎧ ⎫⎛ ⎞
−⎪ ⎪
∈ − ≤ ⎜ − − − ⎟⎨ ⎬⎜ ⎟⎪ ⎪⎝ ⎠⎩ ⎭
.         (3) 
2. The algorithm for calculating the minimal disk  
Now, we want to obtain a minimal disk which contains all the eigenvalues of matrix. How can we 
find this disk? It is a natural idea that we compute the intersection of every disk which contains all the 
eigenvalues of matrix . However, we note that it is quite difficult. We now turn attention to the minimal 
disk. It follows from Theorem 2.1 that all the eigenvalues of  are located in one disk. We can get a 
square region by the centre and diameter of the circle obtained by Theorem 2.1. See Fig 2.1.
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Fig 2.1 The disk which contains all the eigenvalues of matrix
It is obvious that the centre of minimal disk which contains all the eigenvalues of matrix must lie in 
this region. Using grid method, we can obtain many iteration points. One can calculate the maximum 
distance between each point and all the eigenvalues of matrix. The maximum distance can be obtained by 
the following optimization model 
( )
max
. . 0
p
s t f
λ
λ
⎧ −⎪⎨
=⎪⎩
,                                                              （☆）
where 
p C∈ ， ( ) 11 1n n n nf E A c c cλ λ λ λ λ− −= − = + + + +L
and
( ) ( )
1
1
1
1 det , , , 1, 2, ,
k
k
k k
i i n
c A i i k
≤ < < ≤
= − =∑
L
L L n .
After that, we find the minimal value among these maximum distances. Then, the algorithm for minimal 
disk is presented and described in the following pseudo-code. 
Algorithm 2.1 
Input an arbitrary complex matrix , , and( ) ( )ij nA a M C= ∈ 1ε 2ε
1. Find a square region ( ){ }, | ,G x y a x b c y d= ≤ ≤ ≤ ≤ by (1) or other theorems 
2. Select one initial iteration coordinate ( )0 0,x y . Now we assume, without loss of generality, 
that )( ) (0 0, ,x y a c= .
3. for（ 0x x= ; 1 ;x x ε= + x b≤ ）
for（ 0y y= ; ; 2y y ε= + y d≤ ）
Calculate the maximum distance iR  in optimization model （☆） 
end for 
end for 
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4. Find the centre O  and the minimal value min iR R= .
Now, let us consider some examples. 
Example 2.1  Let
2 3 2
10 3 4
3 6 1
A
⎛ ⎞
⎜ ⎟
= ⎜ ⎟⎜ ⎟⎝ ⎠
.
The eigenvalues of  are , , and . If one chooses 
 and . By (1), we find a square region 
A
2ε
1 11.0000λ =
0.1000
2 -2.0000λ = 3 -3.0000λ =
1 0.1000ε = =
( ){ }, | 7.2839 11.2839, 7.2839 11.2839G x y x y= − ≤ ≤ − ≤ ≤ .
Using Algorithm 2.1, one obtains that all the eigenvalues of  are located in the following disk A
( ){ }: 4.0161 +0.0161i 7.0161z C z∈ − ≤ .
If one chooses 
( ){ }, | 7.3000 11.3000, 7.3000 11.3000G x y x y= − ≤ ≤ − ≤ ≤ ,
one can obtain that all the eigenvalues of  are located in the following disk A
{ }: 4.0000 7.0000z C z∈ − ≤ .
Example 2.2  Let
1 1 2
1 2 2 0
2 1 3
2 0 3 0
i i i
i i
A
i i
i i
+⎛ ⎞
⎜ ⎟
− − −⎜ ⎟
= ⎜ ⎟
− + − −⎜ ⎟
− +⎝ ⎠
i 1
0.0010ε =,  and .2 0.0010ε =
Then A is a Hermitian matrix. By (1), we find a square region 
( ){ }, | 5.5622 6.5622,0.0000 0.0000G x y x y= − ≤ ≤ ≤ ≤ .
Using Algorithm 2.1, we obtain the minimal disk around  of radius . The 
eigenvalues of 
0.1822O = − 4.7303R =
A  are , , , and . It is not hard 
to see that the estimation is very sharp. 
1 4.9125λ = − 2 2.2041λ = − 3 0.5686λ = 4λ = 4.5481
Example 2.3  Let
1 2 3
3 2 1
2 3 1
A
⎛ ⎞
⎜ ⎟
= ⎜ ⎟⎜ ⎟⎝ ⎠
,  and .1 0.0500ε = 2 0.0500ε =
By (1), we find a square region 
( ){ }, | 3.5429 6.2096, 3.5429 6.2096G x y x y= − ≤ ≤ − ≤ ≤ .
Using Algorithm 2.1, we obtain the minimal disk around of radius 
. The eigenvalues of  are , , and .
2.4071 + 0.0071iO =
1 i= − + 3 1 iλ = − −3.5929R = A 1 6λ = 2λ
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( )
In Example 2.3, we obtain that the minimal disk isn’t the most accurate minimal disk. By geometry, 
we obtain that the accurate minimal disk is 
{ }: 2.4286 3.5714G A z C z= ∈ − ≤ .
If we let  and , we can obtain this disk. In Example 2.1, if we let 
 and . Then we obtain the minimal disk around  of radius 
. Therefore, for different requirements, one can select proper  and . It is clear from 
this section that the advantages are over other ways for the location of eigenvalues and the actual 
computation for the application would be convenient. By this way, we can get the estimation of spectral 
radius of matrices and the determining for positive definite matrices. 
1 0.0010ε =
2 0.0100ε =
2 0.0010ε =
1 0.0100ε =
4.7325R =
-0.1800o =
2ε1ε
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