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Arbitrary linear transformations are of crucial importance in a plethora of photonic applications
spanning classical signal processing, communication systems, quantum information processing and
machine learning. Here, we present a new photonic architecture to achieve arbitrary linear trans-
formations by harnessing the synthetic frequency dimension of photons. Our structure consists of
dynamically modulated micro-ring resonators that implement tunable couplings between multiple
frequency modes carried by a single waveguide. By inverse design of these short- and long-range
couplings using automatic differentiation, we realize arbitrary scattering matrices in synthetic space
between the input and output frequency modes with near-unity fidelity and favorable scaling. We
show that the same physical structure can be reconfigured to implement a wide variety of manip-
ulations including single-frequency conversion, nonreciprocal frequency translations, and unitary as
well as non-unitary transformations. Our approach enables compact, scalable and reconfigurable
integrated photonic architectures to achieve arbitrary linear transformations in both the classical
and quantum domains using current state-of-the-art technology.
INTRODUCTION
Arbitrary linear transformations in photonics [1–3] are
of central importance for optical quantum computing [4],
classical signal processing and deep learning [5–10]. A
variety of architectures are being actively studied to im-
plement linear transformations for quantum computa-
tion and photonic neural networks, including those based
on Mach-Zender interferometers (MZI) [4, 5], microring
weight banks [6, 7, 11], phase-change materials [8, 9],
and diffractive metasurfaces [10]. All such approaches
use path encoding of photons in real space. By con-
trast, implementing such linear transformations in the
frequency space would open avenues beyond those pos-
sible with previously reported architectures, which are
inherently time-invariant. For example, frequency-space
transformations allow spectrotemporal shaping of light
and generation of new frequencies, with wide-ranging ap-
plications in frequency metrology, spectroscopy, commu-
nication networks, classical signal processing [12–14] and
linear optical quantum information processing [15–24].
Nonlinear optics has traditionally been the workhorse
for such spectrotemporal shaping, but the requirement
of high-power fields and the difficulty of implementing
arbitrary linear transformations motivates new architec-
tures for manipulating states in the frequency domain.
To that end, photonic synthetic dimensions offer an at-
tractive solution to implement linear transformations in
a single physical waveguide by harnessing the internal de-
grees of freedom of a photon [25–32]. Synthetic frequency
dimensions in particular offer a small spatial footprint
and inherent reconfigurability since multiple frequency
modes can be addressed simultaneously, and the short-
and long-range coupling [29, 30, 33, 34] between them can
be controlled by applying an appropriate time-domain
signal to a modulator.
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FIG. 1. (a) Schematic of an array of dynamically modulated
rings (orange) coupled to an external waveguide in order to
achieve arbitrary linear transformations in frequency space.
The green blocks represent electro-optic modulators (EOMs)
and the black line is an external waveguide coupling to each
of the rings. The output spectrum on the right is the result of
the transformation implemented by the system on the input
spectrum (left). (b) Detailed view of a single ring depicting
the waveguide port inputs and outputs s±m. The smaller pur-
ple circles indicate auxiliary rings that couple selectively to
modes am of the larger orange ring to implement frequency-
dimension truncation to the ring spectrum. The time-periodic
voltage profile applied to the EOM is a result of the inverse-
design algorithm.
Here, we show that arbitrary linear transformations
can be performed directly in the synthetic space spanned
by the different frequency modes carried by a single phys-
ical waveguide. We use gradient-based inverse design to
automate the process of designing the linear transforma-
tions, and demonstrate that a wide variety of transfor-
mations can be realized. As examples, we show single
frequency conversion, nonreciprocal frequency transla-
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2tions as well as general arbitrary unitary and non-unitary
transformations, all achieved with high fidelities in a fully
reconfigurable fashion.
Our work is in contrast to previous works where differ-
ent frequency channels were used in parallel but without
frequency conversions among them [6, 7, 9, 11] by de-
multiplexing the different frequencies into separate spa-
tial channels. Additionally, optimized fast modulation
has been used for tailoring single photon spectra from
two-level quantum emitters [35], or for quantum fre-
quency conversion [15] and linear optical quantum com-
putation [17, 36], where the modulator is used as a gen-
eralized beam splitter in synthetic frequency dimensions.
However, the design of an entire scattering matrix that
implements an arbitrary N ×N linear transformation in
synthetic space, which is essential for many applications
in quantum information processing and neural networks,
is unique to our work.
THEORY
Consider a ring of radius R formed by a single mode
waveguide with a refractive index n. The ring is coupled
to an external waveguide of the same refractive index.
Assuming sufficiently weak coupling between the ring and
the external waveguide and neglecting group-velocity dis-
persion, the eigenmodes of the ring occur at frequencies
ωm = ω0 + mΩR, where ω0 is the central frequency, m
is an integer and ΩR = c/nR is the free spectral range
(FSR) of the ring with c being the speed of light in vac-
uum. These eigenmodes take the form e−i(m0+m)φ, where
m0 denotes the angular momentum of the 0th mode and
φ is the azimuthal coordinate of the ring. Correspond-
ing to these eigenmodes, we define am(t)eiωmt to be the
amplitude of the mode centered at ωm, normalized such
that |am(t)|2 corresponds to the photon number in the
mth mode. Likewise, we define s±m(t)eiωmt to be the am-
plitudes of the modes of the external waveguide at the
input and output ports, respectively, as shown in Fig.
1(b). The coupling between the ring modes and waveg-
uide modes at frequency ωm is described by an external
coupling rate γem, while other losses occurring in the ring,
such as absorption or bending loss, are captured by an
internal decay rate γim. Lastly, we assume that the dielec-
tric constant of the ring is modulated using an electro-
optic modulator in the form
∑Nf
l=1 δl(φ) cos(lΩRt + θl),
where δl is the depth of the modulation and θl is the
phase of the modulation at frequency lΩR. The angular
dependence δl(φ) occurs due to the physical localization
of the electro-optic modulator to a specific range of φ, as
shown in Fig. 1. The dynamics of the coupled ring-
waveguide system can be described by a coupled-mode
theory (see Supplementary Material, Sec. I) given by:
−idtam = i
(
γem + γ
i
m
)
am +
√
2γems
+
m
+
Nf∑
l=1
(κlam−l + κ−lam+l) , (1)
s−m = s
+
m + i
√
2γemam, (2)
where
κ±l = − αl
4n2
e∓iθl
∫ 2pi
0
e∓ilφδl(φ)dφ (3)
is the modulation-induced coupling between the modes
of the ring, with αl describing the radial and zenith-
angle overlap of the eigenmodes of the ring with the
electro-optic modulator (see Supplementary Material,
Sec. I).
If the δl’s are real, i.e., only the real part of the
refractive-index is modulated, then κ∗l = κ−l. There-
fore, the modulation conserves the total photon number
summed across all frequency channels. Further, if γim are
negligible, then no photons are lost to absorption or radi-
ation. Under these conditions, the setup of Eqs. (1)-(2)
implements a unitary transformation between the fields
s+m at the input ports and the fields s−m at the output
ports. This unitary transformation can be obtained by
first converting Eq. (1) to the frequency domain, result-
ing in
a = [∆ω − iΓ−K]−1
√
2Γs+, (4)
where a = {...a−1, a0, a1, ...}t, s± = {...s±−1, s±0 , s±1 , ...}t,
Γ = diag(...γe−1, γe0 , γe1 , ...), ∆ω is a constant detuning
of the equally-spaced frequencies of input comb s+ from
the ring’s resonant frequencies, and Kmm′ ≡ κm−m′ as
defined by Eq. (3). Then, from Eq. (2), we obtain
s− =Ms+, where
M =
[
I + i
√
2Γ [∆ω − iΓ−K]−1
√
2Γ
]
. (5)
A direct verification of the unitarity ofM is included in
the Supplementary Material (Sec. II). In the idealized
situation as described above, where the ring-waveguide
system is assumed to be single-moded over a broad
bandwidth and is free from group velocity dispersion,
the matrix M is infinite-dimensional. In practice,
the dimensionality of the scattering matrix can be
controlled by introducing a “truncation” along the
frequency dimension. Such a truncation can be im-
plemented using one or more auxiliary rings coupled
to the main ring (see Supplementary Material, Sec.
III). The auxiliary rings couple to and perturb a few
modes immediately outside the (2Nsb +1) modes around
the 0th mode, dispersively shifting and splitting them.
These perturbed modes have frequencies such that the
3modulation tones of lΩR cannot couple these modes to
the (2Nsb + 1) modes of interest. Therefore, the total
number of modes under consideration in the coupled
ring-waveguide system is 2Nsb + 1, and the scattering
matrix defined in Eq. (5) is of size (2Nsb+1)×(2Nsb+1).
The main objective of our paper is to show that an
arbitrary scattering matrix of size (2Nsb+1)×(2Nsb+1)
can be created. To that end, we first note that the num-
ber of real degrees of freedom in the scattering matrix
(Eq. (5)) of a single ring under modulation is equal
to twice the number of distinct modulation tones, 2Nf,
provided the modulation amplitudes δl and phases θl
are independently controllable. Since the system is trun-
cated to have 2Nsb + 1 frequencies, the largest harmonic
of ΩR that will result in nonzero coupling between any
two modes is 2Nsb, i.e., Nf ≤ 2Nsb. Since an arbitrary
unitary matrix of size (2Nsb + 1) × (2Nsb + 1) has
(2Nsb + 1)
2 real degrees of freedom whereas Nf ≤ 2Nsb,
we conclude that a single modulated ring is insufficient
to approximate an arbitrary unitary matrix to a high
degree of accuracy, even if all modulation tones up to
2NsbΩR are used. To overcome this problem, notice that
products of unitary transformations are also unitary [37].
Therefore, as shown in Fig. 1(a), instead of a single
ring, we consider a sequence of Nr number of rings with
each ring providing Nf complex degrees of freedom.
Thus, if the total degrees of freedom in series of rings
coupled to the waveguide, given by 2NfNr, exceeds
(2Nsb + 1)
2, then the setup of Fig. 1(a) should be able
to approximate an arbitrary unitary transformation to a
high degree of accuracy.
Below, we optimize these 2NfNr degrees of freedom to
enable physical approximation of arbitrary unitary and
certain non-unitary transformations. For unitary trans-
formations or parts thereof, we use as the objective func-
tion the fidelity, which measures the accuracy of an ap-
proximation V to a unitary transformation U :
F(U, V ) = |〈U, V 〉|√||U ||F ||V ||F , (6)
where 〈U, V 〉 = ∑ij U∗ijVij is the element-wise inner
product and ||U ||F =
√∑
ij |Uij |2 is the Frobenius norm.
The use of an absolute value in Eq. (6) allows for the
tolerance of a single global phase, i.e., if f(U, V ) = 1,
then the transformation V achieved by the architecture
is equal to UeiΦ for some phase Φ. To achieve a high
fidelity for a given target matrix we use gradient-based
inverse design to optimize the parameters of the modu-
lated system. To enable such optimization, we imple-
mented a numerical model of the unitary transforma-
tions defined by Eq. (5) in an automatic differentiation
framework [38]. While explicitly defined adjoint vari-
able methods have been widely used for photonic inverse
design [39], automatic differentiation is the generaliza-
tion of the adjoint variable methods to arbitrary compu-
tational graphs. Automatic differentiation has recently
been successfully applied to the inverse design of photonic
band structures [40] as well as photonic neural networks
[41], where explicit adjoint methods are challenging to
implement. Here, automatic differentiation enables the
efficient computation of the gradients of a scalar objec-
tive function with respect to complex control parame-
ters, which in this case are the coupling constants κ±l as
defined in Eq. (3). The advantage of using automatic
differentiation is that one needs only to implement the
computational model as described above, while the au-
tomatic differentiation framework manages the gradient
computation through an efficient reverse-mode differen-
tiation. Using the gradients from automatic differenti-
ation, the Limited-memory Broyden-Fletcher-Goldfarb-
Shanno (LBFGS) algorithm [42] is used for optimization.
RESULTS
For the results in this section, we assume that the
ring-waveguide system under consideration operates
with Nsb = 2, i.e., 5 equally-spaced lines followed by at
least 4 perturbed lines on each side. The five relevant
modes are indexed {−2,−1, 0, 1, 2}. For simplicity, we
assume that all five ring modes couple to the waveguide
with equal strength, i.e., γem ≡ γ ∀m. We also assume
that the source frequencies in the waveguide are on
resonance with the ring, i.e., ∆ω = 0 in Eq. (5). Note
that under these assumptions, the transformations in
Eq. (5) are completely determined by the ratios κl/γ.
First, we consider the application of such ring-
waveguide networks to implement high-fidelity frequency
translation that is useful for frequency-domain beam-
splitters or single-qubit gates. As an example, we show
a design where an input signal in mode 0, after forward
propagation through the network, results in a complete
conversion to mode +2. Using our inverse-design
framework, such a frequency translation corresponds to
designing only one column of a unitary transformation
and can be achieved with a fidelity exceeding 99.999%
using just two rings and two modulation tones per ring,
as shown in Fig. 2(a)-2(b). In Fig. 2(c), we present
the error function versus the number of iterations. The
error function is defined as 1 − F+2, where F+2 is the
normalized output photon flux in the mode +2. After a
few iterations, almost all the photon flux is converted to
frequency ω+2 at the output.
In addition to such high-fidelity frequency conversion
implemented in forward propagation through the net-
work, the transformations achieved in this architecture
can be different in forward and reverse propagation due
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FIG. 2. A two-ring system (Nr = 2) with two modulation
tones per ring (Nf = 2) demonstrating over 99.999% conver-
sion efficiency from mode 0 to +2. The bar plots show log-
scale photon flux in each mode at (a) the input, and (b) the
output. (c) The error function as a function of the number of
iterations of the optimization algorithm to achieve the con-
version efficiency of (b). Modulation parameters are provided
in the Supplementary Material (Sec. IV).
to the relative phase shift between the modulation tones
across the different rings and the explicit time-varying
nature of the dynamically modulated system [43]. This
is in sharp contrast with MZI-based architectures, which
are inherently reciprocal. As an example, we show in Fig.
3 that we can simultaneously realize with a fidelity ex-
ceeding 99.999% a frequency shift, say, 0→ 2, in forward
propagation (Fig. 3(a)) and a different shift, say, 2→ 1,
in reverse propagation (Fig. 3(b)) with three modulated
rings.
Achieving frequency shifts using modulated rings, as
shown in Fig. 2 and Fig. 3, requires designing only
one and two columns of the 5 × 5 unitary matrix, re-
spectively. On the other hand, if the number of mod-
ulation tones Nf and/or the number of rings Nr are
increased, an arbitrary unitary transformation can be
achieved with a high fidelity. As an example, we depict
in Fig. 4(a) a 5 × 5 permutation matrix U , defined by
U21 = U32 = U43 = U54 = U15 = 1, and zero otherwise.
In Fig. 4(b), we present the amplitudes of the matrix
achieved using one ring and three modulation tones, re-
sulting in a fidelity of 92.03%. With just one ring but four
modulation tones, the fidelity is boosted to over 99.999%,
as shown by the amplitudes in Fig. 4(c). In Fig. 4(d), we
tabulate as a function of Nr and Nf the maximum fidelity
obtained in approximating the 5×5 permutation matrix,
showing that a fidelity exceeding 99% can be achieved
using a wide variety of Nr and Nf combinations.
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FIG. 3. A three-ring system with three modulation tones
per ring demonstrating (a) 99.999% conversion efficiency from
mode 0 to mode +2 in forward propagation. The input and
output field profiles are indicated by sL and sR, respectively.
(b) The complex-conjugated output profile, s∗R, injected back
into the output port results in a 99.999% conversion efficiency
from mode +2 to +1 instead of mode 0 in backward propa-
gation through the same system, indicating highly efficient
nonreciprocal frequency shifts. Modulation parameters are
provided in the Supplementary Material (Sec. IV).
In Fig. 4, we considered only the accuracy of the
amplitudes achieved by our inverse-design approach.
We now show that our architecture can also capture
the phase of an arbitrary unitary transformation with
a high fidelity. To demonstrate this, we consider a
normalized 5× 5 Vandermonde matrix, which is used to
implement the discrete Fourier transform. This unitary
transformation, defined by Umn = e−2piimn/5/
√
5, has
a constant amplitude across its matrix elements but
significantly varying phase, as shown in Fig. 5(a). With
the use of one ring and four modulation tones, the
inverse-design algorithm is able to achieve a fidelity of
79.999%, with the corresponding phase profile shown in
Fig. 5(b) up to a global phase of 0.0099pi. As depicted in
Fig. 5(c), a significantly better performance is possible
with the use of 4 rings and 4 modulation tones per ring,
achieving a fidelity exceeding 99.999% with a global
phase of 0.596pi. A map of maximum fidelities achieved
by our inverse design approach as a function of the
number of rings and modulation tones is shown in Fig.
5(d).
While unitary transformations are usually required for
quantum information processing, matrices used in classi-
cal signal processing and in neural networks are in gen-
eral non-unitary. The architecture presented thus far can
also be used to implement non-unitary matrices with sin-
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FIG. 4. (a) A 5 × 5 permutation matrix to be implemented
by the ring-waveguide system. The amplitudes of the ma-
trix elements are indicated along with a green colormap. (b)
Element-wise amplitudes of the optimized result using one
ring (Nr = 1) and (b) three modulation tones (Nf = 3),
achieving a 92.03% fidelity, and (c) four modulation tones
(Nf = 4), achieving a fidelity exceeding 99.999%. (d) Max-
imum fidelities reported by the inverse-design algorithm as
a function of Nr and Nf. An entry of 1.0000 indicates a fi-
delity exceeding 99.995%. Modulation parameters for (c) are
provided in the Supplementary Material (Sec. IV).
gular values less than or equal to one using one of two
techniques. First, such non-unitary matrices can prov-
ably be embedded in larger unitary matrices [44] using
their singular value decomposition. Subsequently, the
larger unitaries can be implemented using refractive in-
dex modulation as discussed thus far. As an example,
we consider the following 3 × 3 non-unitary matrix that
was randomly generated subject to the constraint that
its largest singular value is equal to one:
M =
0.4993ei0.2483pi 0.3135ei0.3251pi 0.3150ei0.1519pi0.2580ei0.4129pi 0.2888ei0.1608pi 0.4420ei0.0492pi
0.5277ei0.2319pi 0.2382ei0.1053pi 0.1992ei0.4087pi
 .
The singular values of M are 1, 0.3755 and 0.1421, re-
spectively. Since there are two singular values less than
1, M can be extended into a unitary matrix by adding
two dimensions. The element-wise amplitude and phase
corresponding to the extended 5 × 5 unitary matrix are
shown in Fig. 6(a) and Fig. 6(c), respectively. Using
four rings (Nr = 4) and four modulation tones per ring
(Nf = 4), our inverse-design algorithm achieves the ex-
tended unitary matrix with a fidelity exceeding 99.999%,
as shown in Fig. 6(b) and Fig. 6(d). Notice that the
phase of element (5,4) is significantly different between
Fig. 6(c) and Fig. 6(d), but this is because the tar-
get amplitude for this element is zero. As an alterna-
Rings (Nr)
Fr
eq
ue
nc
ies
 (N
f)
(a) (b)
(d)(c)
FIG. 5. Element-wise phase as a fraction of pi of the 5 × 5
Vandermonde matrix implementing the discrete Fourier trans-
form. Element-wise phase achieved by the inverse-design al-
gorithm for (b) Nr = 1 and Nf = 4, with a fidelity of 79.999%
and global phase of 0.099pi and (c) Nr = 4 and Nf = 4, with a
fidelity of 99.999% and global phase 0.596pi. (d) Maximum fi-
delities reported by the inverse-design algorithm as a function
of Nr and Nf. Modulation parameters for (c) are provided in
the Supplementary Material (Sec. IV).
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FIG. 6. Achieving non-unitary transformations by embedding
in a larger unitary matrix. The target non-unitary matrix, lo-
cated in the upper-left 3× 3 section of the matrix, is first ex-
tended to a unitary 5×5 target matrix. The element-wise (a)
target amplitude, (b) achieved amplitude, (c) target phase,
and (d) achieved phase as a fraction of pi are shown. A near
ideal implementation was achieved using Nr = 4 and Nf = 4
with a fidelity exceeding 99.999%. Modulation parameters
are provided in the Supplementary Material (Sec. IV).
6tive approach, amplitude modulation, where the imagi-
nary part of the refractive index is also modulated, can
also be used to directly implement non-unitary matrices
since the transformation of Eq. (5) is non-unitary under
modulation of the imaginary part of the refractive index.
Lastly, in order to implement matrices with singular val-
ues greater than 1, a gain element is necessary. For such
matrices, a scaled version such that the singular values
are below 1 can first be implemented using the meth-
ods outlined above, after which a uniform amplification
for all frequency channels can rescale the matrix to its
intended form.
DISCUSSION
We have shown that combining the concepts of syn-
thetic dimensions and inverse design enables the imple-
mentation of versatile linear transformations in photon-
ics. A major advantage of using synthetic frequency di-
mensions for implementing an N ×N linear transforma-
tion is that only O(N) photonic elements (modulators in
our case) need to be electrically controlled. This is in
contrast to real-space dimensions using path-encoding,
such as MZI meshes or crossbar arrays, where the full
O(N2) degrees of freedom need to be electrically con-
trolled. Such control is nontrivial both from a scala-
bility perspective as well as from a practical geometri-
cal perspective of connecting N2 tunable elements (e.g.
phase-shifters) to their driving electronics off-chip. The
reduction in the number of individually controlled ele-
ments from O(N2) to O(N) in our scheme comes from
the fact that the driving signal on each of the Nr EOMs
can simultaneously address Nf frequency modes in the
synthetic dimension.
Future work could leverage synthetic frequency dimen-
sions for complicated quantum information protocols be-
yond single-qudit unitary transformations, such as realiz-
ing probabilistic entangling gates for linear optical quan-
tum computing (LOQC) [17, 36]. In particular, spectral
LOQC using EOMs and pulse shapers has been shown
to be universal for quantum computation [17]. How-
ever, pulse shapers involve demultiplexing the frequency
modes into distinct spatial channels using gratings to ap-
ply mode-by-mode phase shifts, and limit the number of
modes that can be accommodated within the modulator
bandwidth due to a finite spectral resolution, thus reduc-
ing the benefit of using synthetic frequency dimensions.
Such pulse shapers are also lossy and challenging to inte-
grate on chip. Our architecture obviates the pulse shaper
by exclusively using EOMs. The advent of ultralow-loss
nanophotonic EOMs in lithium niobate [45, 46], as well
as progress in silicon [47, 48] and aluminum nitride [49]
makes our architecture fully compatible with on-chip in-
tegration, since modulation at frequencies exceeding the
ring’s FSR have been demonstrated [14, 47, 50].
For applications in neural networks, the performance
of our architecture in terms of the speed, compute density
and energy consumption for multiply-and-accumulate
(MAC) operations is important [51]. Assuming we need
N modulation tones and N rings with FSR ∆f = Ωr/2pi
to implement a matrix, we can input information encoded
in theN frequencies and read out the matrix-vector prod-
uct, which amounts to N2 MAC operations. Since we
need a frequency-resolved measurement, the fastest read-
out bandwidth is ∆f . We assume that the input data can
be prepared at speed comparable to or faster than the
readout speed. Then, the computational speed in MACs
per second is given by
C = N2∆f. (7)
The maximum number of channels is limited by the FSR
and the modulation bandwidth. If we utilize the whole
available bandwidth, B = N∆f , then the speed is
C = NB. (8)
For a modulation bandwidth of 100 GHz and an FSR
of 100 MHz (such that N = 1, 000), this yields a speed
C = 1014 MACs/s or 100 TMAC/s, which is compa-
rable with MZI meshes [5, 51, 52]. Although achieving
such small FSRs on chip is challenging, recent progress
in integrating low-loss delay lines on chip [53, 54] holds
promise, since meter-scale delays were reported in an 8
mm2 footprint using spiral resonators, corresponding to
an equivalent FSR of ∼350 MHz [53]. These design tech-
niques can be extended to lithium niobate rings with high
modulation bandwidths [14, 46].
To optimize for computation density, i.e. MACs/s per
unit area [51], one can use a larger FSR ∆f = 1 GHz,
in a 1-mm2 footprint, and combine synthetic frequency
dimensions within each 100-GHz modulation bandwidth
with wavelength-division multiplexed channels separated
by 100 GHz-wide stopbands, to parallelize several un-
coupled MAC operations across the 5 THz telecom-
munications band, as has been done for crossbar ar-
rays [6, 7, 9, 51]. This leads to a compute density of
∼10 TMAC/s/mm2, which is much better than MZI
meshes and comparable with standard silicon microring
crossbar arrays [51], with the added advantage of only
O(N) electronically controlled elements. We anticipate
that future progress in modulation speed and power us-
ing high-confinement integrated photonic platforms will
push these current estimates further, leading to exper-
imental implementations of MAC operations using the
architecture proposed here with improvements in com-
plexity, speed, power and footprint.
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9SUPPLEMENTARY MATERIAL
I. Derivation of coupled-mode theory
Here, we derive the temporal coupled-mode theory formalism of Eqs. (1)-(3). We start with equation for the electric
field E(r, t) as derived from Maxwell’s equations:
∇×∇×E(r, t) = 1
c2
∂2
∂t2
[
(n(r)2 + δ(r, t))E(r, t)
]
. (S1)
Here, n(r) is the time-independent refractive index of the ring-waveguide structure and δ(r, t) is the time-dependent
dielectric constant change induced by the electro-optic modulators in the form
δ(r, t) =
Nf∑
l=1
δl(r) cos(lΩRt+ θl). (S2)
The modes of the unmodulated ring are separated by the free spectral range (FSR) ΩR = c/ngR, where R is the
radius of the ring and ng is the group index of the waveguide forming the ring. In the presence of weak modulation,
the electric field can be expanded in the basis of the unmodulated modes:
E(r, t) =
∑
m
am(t)Em(r)eiωmt, (S3)
where am(t) are the time-dependent amplitudes and Em(r) are the modal profiles for the mth modes at frequencies
ω0 +mΩR. Substituting Eq. (S3) into Eq. (S1), we obtain∑
m
am(t)e
iωmt∇×∇×Em = n
2
c2
∑
m
Em
(
∂2
∂t2
am(t)e
iωmt
)
+
∑
m,l
δl
c2
Em
(
∂2
∂t2
am(t)e
iωmt cos(lΩRt+ θl)
)
(S4)
Using the fact that the unmodulated modes obey Maxwell’s equations, i.e., ∇×∇× Em = (n2(r)ω2m/c2)Em as well
as the slowly varying envelope approximation where we ignore terms involving the second derivative of am, we obtain
2in2
∑
m
ωmEm∂tameiωmt −
∑
m
ω2m
2
Nf∑
l=1
δl
(
am−lEm−leiωmt+θl + am+lEm+leiωmt−θl
)
= 0. (S5)
Using the rotating wave approximation, taking a dot product with E∗m(r) on both sides, and integrating with the
normalization
∫
E∗m(r) ·Em(r)dr = ωm, we get
− i∂tam =
Nf∑
l=1
κlam−l + κ−lam+l, (S6)
where
κ±l = − 1
4n2
e∓iθl
∫
E∗m(r) · δl(r)Em±l(r)dr (S7)
' − 1
4n2
∫ 2pi
0
e∓i(lφ+θl)δl(φ)dφ
∫
r2 sin θe∗(r, θ)δl(r, θ)e(r, θ)drdθ (S8)
= − αl
4n2
∫ 2pi
0
e∓i(lφ+θl)δl(φ)dφ, (S9)
with αl =
∫
r2 sin θe∗(r, θ)δl(r, θ)e(r, θ)drdθ. Here we assume that all modes in the ring are of the form Em(r) '
e(r, θ)e−imφ, i.e., the m-dependence of the modes under consideration of the unmodulated ring is predominantly from
the azimuthal field profile.
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II. Unitarity of Eq. (5)
The transformation implemented by the ring-waveguide system from the input ports s+ to the output ports s− is
given byM, where
M = I + i
√
2Γ [∆ω − iΓ−K]−1
√
2Γ
= I + 2i
[
∆ωΓ−1 − iI −
√
Γ
−1K
√
Γ
−1]−1
(S10)
= I + 2i
[
∆ωΓ−1 − iI − K˜
]−1
(S11)
where K˜ = √Γ−1K√Γ−1. To show that M is unitary, we write the first term of Eq. (S11) as I =[
∆ωΓ−1 − iI − K˜
] [
∆ωΓ−1 − iI − K˜
]−1
, obtaining
M =
[
∆ωΓ−1 + iI − K˜
] [
∆ωΓ−1 − iI − K˜
]−1
(S12)
By writing the first term of Eq. (S11) as I =
[
∆ωΓ−1 − iI − K˜
]−1 [
∆ωΓ−1 − iI − K˜
]
we get another equivalent
expression forM as
M =
[
∆ωΓ−1 − iI − K˜
]−1 [
∆ωΓ−1 + iI − K˜
]
(S13)
To verify thatM is unitary, we use the expression forM from Eq. (S12) and forM† from Eq. (S13):
M†M =
[
∆ωΓ−1 − iI − K˜
] [
∆ωΓ−1 + iI − K˜
]−1 [
∆ωΓ−1 + iI − K˜
] [
∆ωΓ−1 − iI − K˜
]−1
=
[
∆ωΓ−1 − iI − K˜
]
I
[
∆ωΓ−1 − iI − K˜
]−1
= I. (S14)
In this derivation, we have used the fact that K is Hermitian for a real refractive-index modulation δ(r, t) and that
Γ is Hermitian.
III. Truncation of modes in the synthetic frequency dimension
A ring resonator with a large circumference L = 2piR supports a large number of resonant modes spaced approxi-
mately equally by the FSR. To achieve the high fidelities presented in this work, it is necessary to truncate the number
of modes into which the input photons can couple so as to prevent the leakage of photons into undesired modes out-
side the 2Nsb + 1-mode-wide band of interest. Here, we discuss in detail one method to achieve this truncation and
numerically show its performance using a scattering matrix (S-matrix) analysis. For this purpose, consider a small
auxiliary ring of length L1 coupled to the main ring with a frequency-independent strength t1, as shown in Fig. S1(a).
We first discuss the unmodulated system. The S-matrices linking the fields at various points in the ring can be written
as (
a3
a4
)
= S0
(
a1
a2
)
(S15)(
a2e
−iθ0/2
a6e
−iθ1
)
= S1
(
a5e
iθ0/2
a6
)
(S16)
where θ0 = β(ω)L+ iαL incorporates the effect of phase accumulation and amplitude attenuation as light propagates
around the ring and θ1 = β(ω)L1 + iαL1 describes similar effects in the auxiliary ring. α is the propagation loss per
unit length such that αL/TR = γi, where TR = 2pi/ΩR is the round-trip time. The matrices S0 and S1, which describe
the directional couplers coupling the main ring to the external waveguide and to the auxiliary ring, respectively, have
the form:
S0 =
(√
1− t2e ite
ite
√
1− t2e
)
; S1 =
(√
1− t21 it1
it1
√
1− t21
)
(S17)
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FIG. S1. Construction of boundaries in synthetic dimensions using auxiliary rings. (a) Schematic for S-matrix calculations,
showing fields at various locations within the resonator. The ring-waveguide coupling is γe = t2e/2TR, and the coupling between
the main ring and the auxiliary ring is γ1 = t21/2TR. The length of the main and auxiliary rings are L and L1 respectively. (b)
Steady-state transmission spectrum of the unmodulated ring without coupling to the auxiliary ring (t1 = 0). Uniformly spaced
modes separated by ΩR are seen. (c) Output spectrum for a modulated ring excited by a single input frequency at mode m0
with no boundary t1 = 0. The input spreads out into a large number of frequency modes since there is no boundary. (d) and
(e) Same as (b) and (c) but with a boundary at modes ω0 ± 3ΩR, created by choosing L1 = L/6 and t1 = te. In (d), the ±3
modes are split by the coupling to the auxiliary ring, as indicated by the purple arrows. In (e), we see that the output spectrum
is localized to the five modes centered around m0, since the modulation at the FSR is not able to couple across the boundary.
99.98% of the input power stays within the five modes defined by the boundaries. Note that in (b) and (d) we used an intrinsic
loss γi = γe for ease of visualization of resonant dips in transmission. In (c) and (e) we choose γe  γi.
In the absence of modulation, a5 = a4. For a single frequency continuous wave excitation, we can solve Eqs. (S15)
and (S16) by assuming a1 = 1 and calculating a3. The transmission spectrum T at the through-port of the ring
is plotted in Fig. S1(b) and (d) without (t1 = 0) and with (t1 = te) the auxiliary ring, respectively. Without the
auxiliary ring, the modes are equally spaced, showing resonances for (ω−ω0)/ΩR being an integer. In the presence of
an auxiliary ring with a length L1 = L/6, every sixth mode is split into a doublet. Hence, a set of 5 modes are equally
spaced, which can be coupled by the modulation at the FSR, but the split doublets at every sixth mode cannot be
coupled by the modulation. This creates a one-mode boundary separating sets of 5 modes. We confirmed in our
simulations that boundaries consisting of a larger number of modes can be formed by choosing a non-integer L1/L
and/or by using additional auxiliary rings. Note that for these calculations we assumed an intrinsic loss rate γi = γe
only to observe resonant dips in the transmission, but for high fidelity linear transformations, we set γe  γi, i.e. the
ring is strongly over-coupled to the external waveguide. In this case, the transmission spectrum is near unity for both
on and off resonance, but there are large on-resonance group delays.
In the presence of modulation, the fields a5 and a4 are coupled by the electro-optic modulator. In this case, each of
the fields consists of multiple frequency components denoted as Floquet side bands, where the frequency of the Floquet
sidebands are determined both by the input frequency ωin and the modulation frequency Ωmod: ω′m = ωin +mΩmod.
Thus, the propagation phases θ0(ω) and θ1(ω) are dependent on the order of the Floquet sideband. The relation
between the fields before and after the modulator in the S-matrix formalism can be obtained by exponentiating the
K matrix (see the discussion around Eq. (4) in the main text) from the coupled-mode theory:
SK = e
iKTR (S18)
a5,m =
∑
n
[SK ]m,n a4,n (S19)
Using a large enough number of Floquet sidebands for calculations, the form of the matrix SK for a single modulation
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frequency Ωmod = ΩR (such that only κ1 is nonzero) is:
SK ≈

. . .
...
...
...
· · · J0(κ1TR) J1(κ1TR) J2(κ1TR) · · ·
· · · J−1(κ1TR) J0(κ1TR) J1(κ1TR) · · ·
· · · J−2(κ1TR) J−1(κ1TR) J0(κ1TR) · · ·
...
...
...
. . .
 (S20)
Using such a construction, we can calculate the steady state output frequency content for a certain input. In
particular, we can check if the creation of boundaries in the synthetic dimension restricts the propagation of light to
within the bounded set of modes without causing additional loss. We show this in Fig. S1(c) and (e) for the cases
without a boundary and with a boundary respectively. In the absence of coupling to the auxiliary ring, the input
at m0 spreads out into a large number of modes (Fig. S1(c)), whereas in the presence of the boundary created by
coupling to the auxiliary ring, 99.98% of the power stays localized within the 5 modes of interest (Fig. S1(e)). As
in the unmodulated case, we checked that this behavior can be extended for multiple modulation tones by using
non-integer values of L1/L and/or by using additional auxiliary rings.
IV. Parameters of the optimized systems
In this section, we list the parameters κl/γ found by the inverse-design algorithm that we use in Figs. 2-6.
Fig. 2(b) Ring 1 Ring 2
κ1/γ 1.3508e
0.2499pi 3.8269e0.2500pi
κ2/γ 2.3574e
i0.0pi 0.4878eipi
Fig. 3 Ring 1 Ring 2 Ring 3
κ1/γ 0.39e
i0.3334pi 0.1469ei0.3331pi 0.6757ei0.3334pi
κ2/γ 0.0001e
i0.0pi 0.5152ei0.1666pi 0.0144ei0.1661pi
κ3/γ 1.1031e
i0.0pi 0.359ei0.0pi 1.0308ei0.0pi
Fig. 4(c) Ring 1
κ1/γ 0.9992e
i0.5004pi
κ2/γ 0.9990e
−i0.5004pi
κ3/γ 0.9999e
i0.5004pi
κ4/γ 0.9992e
−i0.4996pi
Fig. 5(c) Ring 1 Ring 2 Ring 3 Ring 4
κ1/γ 0.5937e
i0.2269pi 0.4273ei0.5323pi 0.8302ei0.3744pi 0.3750ei0.2093pi
κ2/γ 0.5712e
i0.3739pi 1.1299ei0pi 0.3310ei0pi 0.6499ei0.3417pi
κ3/γ 0.8369e
i0.2066pi 0.5694e−i0.6669pi 0.6474e−i0.6793pi 0.3388ei0.0561pi
κ4/γ 1.4019e
i0.3548pi 0.0756ei0.0pi 0.2493e−i0.776pi 1.0957ei0.0814pi
Fig. 6 Ring 1 Ring 2 Ring 3 Ring 4
κ1/γ 0.6023e
i0.6613pi 0.9449ei0.4425pi 0.1696e−i0.6438pi 1.208ei0.481pi
κ2/γ 0.145e
i0.9533pi 0.3338e−i0.8814pi 0.2973ei0.0pi 0.2441e−i0.2564pi
κ3/γ 0.8391e
−i0.3493pi 0.8065e−i0.954pi 0.4546ei0.4662pi 1.0546ei0.2438pi
κ4/γ 0.4252e
−i0.3689pi 1.7639ei0.1285pi 1.0045ei0.7818pi 0.6614ei0.6218pi
