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Quantum principal component analysis (qPCA) is the quantum version of principal component
analysis (PCA). In this paper, based on the quantum singular value threshold (qSVT), we propose an
exact quantum principal component analysis algorithm, which screens the data components through
the threshold, rather than output all components of data. Compared with other improved qPCA
algorithms, our proposed algorithm does not require to adjust the parameters to obtain estimated
results. Instead, it yields exact results directly, and the quantum circuit designed is simpler because
almost half of the quantum gates are reduced. We implemented our qPCA algorithm on the IBM
quantum computing platform: IBM Quantum Experience, and the experimental results verified
correctness of our algorithm.
I. INTRODUCTION
Principal component analysis (PCA) [1, 2], a dimen-
sion reduction method [3–5], is a very important algo-
rithm for signal processing and machine learning. How-
ever, the time complexity of PCA is O(N3), where
N is the dimension of the data. It is clear that
when the dimension is large, the classical PCA is not
tractable. Because of the quantum computer’s paral-
lelism [6], quantum PCA (qPCA) can reduce the com-
plexity to O(Nploy(logN)) [7–9]. The qPCA outputs
all eigenvalues and then obtains the top-r eigenvalues
by sampling, its core algorithm is the phase estimation
eigendecomposition [10] which can also be applied to
quantum singular value threshold (qSVT) [11], quantum
singular value decomposition (qSVD) [12].
Recent work has shown that qPCA [7] can extract all
the eigenvalues of the data. Suppose a matrix A0 ∈ R
p×q
with singular value decomposition
|ψA0〉 =
T∑
k=1
σk |uk〉 |vk〉 , (1)
where T is the rank of matrix A0, σk are the singular
values, uk, vk are left and right singular vectors. Then
we define A = A0A
+
0 with decomposition
|ψA〉 =
T∑
k=1
λk |uk〉 |uk〉 , (2)
where A+0 is the conjugate transpose of matrix A0, λk =
σ2k are the eigenvalues of the A. The qPCA [7] showed
that phase estimation can be used to extract all eigen-
values of the matrix A in the form of
|ψ0〉 =
T∑
k=1
λk |uk〉 〈uk| ⊗ |λk〉 〈λk| . (3)
∗ chenhe@nwu.edu.cn, chenh@ece.ubc.ca; Northwest University,
Xi’an, China, and the University of British Columbia, Vancou-
ver, BC, Canada.
† Northwest University, Xi’an, China.
The qSVT [11] showed that the matrix A0 can be de-
composed into the form of
|ψS〉 =
r∑
k=1
(σk − τ)+ |uk〉 |vk〉 , (4)
where τ is the threshold and (σk− τ)+ = max(0, σk− τ).
The |ψS〉 can be estimated by qSVT as∣∣∣ψ′S〉 = r∑
k=1
σksin(ykα) |uk〉 |vk〉 , (5)
where yk = (1 −
τ
σk
)+ ∈ (0, 1], α is the parameter of
controlled rotation operation Ry(α) [11] in Fig. 2, and
the parameter can be adjusted to improve the success
probability and fidelity of the algorithm [11]. Appar-
ently, compared with qPCA algorithm, a threshold τ is
required in qSVT. After that an improved qPCA based
on qSVT [13] was proposed and showed that the eigen-
values greater than the threshold can be extracted, the
ideal improved qPCA should yield∣∣∣ψ̂A0〉 = r∑
k=1
σk |uk〉 |vk〉 , (6)
which can be estimated by∣∣∣ψ′A0〉 = r∑
k=1
σk(sin ykα+ 2 sin
y
′
kα
2
) |uk〉 |vk〉 (7)
≈
r∑
k=1
σk |uk〉 |vk〉 , (8)
where yk = 1−
τ
σk
, y
′
k = 1 +
τ
σk
. The eigenvalues |λk〉 of
A in improved qPCA can be obtained by
|ψA1〉 =
r∑
k=1
σk |λk〉 |uk〉 |vk〉 , (9)
where λk = σ
2
k.
Clear, although the principal eigenvalues are further
filtered and extracted through the threshold in the im-
proved qPCA [13], there are still two concerns. One is
2that it needs to continuously adjust the parameters α to
get the closest estimate, the other is that the quantum
circuit of the algorithm is complicated.
In this paper, we propose an exact qPCA algorithm
based on qSVT. We replace the controlled rotation oper-
ation Ry(α) of qSVT with another controlled operation
to generate qPCA algorithm. Compared with previous
improved qPCA [13], which obtains |ψA1〉 via its estima-
tion
∣∣∣ψ′A0〉, our algorithm, however, can yield the exact
principal eigenvalues directly in the form of∣∣∣ψ′A〉 = r∑
k=1
λk |uk〉 |uk〉 , (10)
∣∣∣ψ′A1〉 = r∑
k=1
λk |λk〉 |uk〉 |uk〉 , (11)
where r < T, λ1 < λ2 < ... < λk < ... < λT . Unlike the
algorithm in [13], where we need to adjust the parameter
α, our algorithm does not involve any parameter adjust-
ment, therefore the eigendecomposition yielded by our al-
gorithm is the exact result, instead of an estimated one,
i.e., it is more precise. Moreover, the quantum circuit
of our algorithm is considerably simplified as it require
much less quantum gates.
The paper is organized as follows: In Section II, we
briefly review the previous qSVT-based qPCA algorithm
in [13], then we propose the exact qSVT-based qPCA
algorithm. In Section III, we implement our qPCA al-
gorithm on IBM Quantum Experience, and verify our
algorithm based on the experimental results. Finally we
conclude this work in Section IV.
II. EXACT QPCA ALGORITHM BASED ON
QSVT
In this section, first, we provide a review on qSVT and
the previous qSVT-based qPCA algorithm proposed in
[13], then we propose the exact qSVT-based qPCA al-
gorithm. The fundamental difference between the qPCA
we proposed and the qPCA in [13] is that, the input is the
covariance matrix A instead of A0, and the output is an
exact value rather than an estimation. In addition, our
algorithm require much less quantum gates: the number
of quantum gates require is almost reduced by half.
A. The previous qSVT-based qPCA algorithm
The qSVT-based qPCA algorithm in [13] consists of
two major parts as shown in Fig. 1. The first part is the
qSVT algorithm, and the second part is MqSVT algo-
rithm [14].
The qSVT algorithm is illustrated in Procedure 2 of
Algorithm 1, and the corresponding quantum circuit is
shown in Fig. 2. The matrix A0 can be represented in
a quantum form of |ψA0〉, whose SVT in quantum form
is given by |ψS〉. To obtain qSVT of A0, the first step
is the phase estimation that yields singular values |σk〉.
The second step is the unitary operation Uσ,τ , which is
mainly realized by Newton iteration [11, 15], mapping
the singular values |σk〉 to the |yk〉 =
∣∣∣1− τσk 〉. Conse-
quently, |σk〉 , |τ〉 , |yk〉 are saved in Reg. A, B, and C,
respectively. The third step is performing the controlled
rotation Ry(α), which extracts |yk〉 to the probability
amplitude of the top ancillary qubit. The fourth step is
resetting Reg. A and C by inverse unitary operations.
The last step is measurement. If the measurement result
of the top ancillary qubit is |1〉, the final quantum state
of qSVT will collapse to
∣∣∣ψ′S〉, an estimation of |ψS〉.
MqSVT is very similar to qSVT. Compared with
qSVT, MqSVT replaces the parameters yk by y
′
k and α
by α
2
, as a result, the output of MqSVT is given by
∣∣∣ψ′′S〉 = r∑
k=1
σk sin
(
y
′
kα
2
)
|uk〉 |vk〉 . (12)
As shown in Fig. 1, if the control bit is set to 0,
the qSVT is performed, otherwise, the MqSVT is per-
formed. When the top two qubits project on |+〉 |1〉,
the final quantum state will collapse to
∣∣∣ψ′A0〉, an esti-
mation of
∣∣∣ψ̂A0〉, where the singular values are greater
than the threshold τ . To extract |λk〉 of the covariance
matrix A, we perform the phase estimation to obtain
|ψA1〉 =
∑r
k=1 σk |λk〉 |uk〉 |vk〉, and consequently |λk〉’s
can be obtained by measuring |ψA1〉.
B. Our algorithm: an exact qSVT-based qPCA
Fig. 3 shows the quantum circuit of the exact qSVT-
based qPCA we proposed. It is achieved by replacing a
controlled operation of qSVT, and the procedure of the
algorithm is shown in Algorithm 2. The input of our
qPCA is the matrix A. The first step is preparing the
quantum state |ψA〉. The second step is the phase esti-
mation yielding eigenvalues |λk〉. The third step is con-
verting |λk〉 to |yk〉 =
∣∣∣1− τλk 〉 by the unitary operation
Uλ,τ . For the fourth step, since our algorithm should
yield |σk〉 instead of |σk − τ 〉, we employ the new con-
trolled operation as shown in Fig. 3(a) instead of Ry(α)
in Fig. 2. The fifth step is resetting the Reg A, C by
the inverse operation U+. The sixth step is the measure-
ment. If the measurement result of the top qubit is |1〉,
the quantum state will collapse to
∣∣∣ψ′A〉, whose eigenval-
ues λk are all greater than the given threshold τ . For
the last step, by performing the phase estimation we can
obtain
∣∣∣ψ′A1〉 =∑rk=1 λk |λk〉 |uk〉 |uk〉, and consequently
|λk〉s’ can be obtained by measuring
∣∣∣ψ′A1〉.
3Algorithm 1 The improved qPCA proposed in [13].
Input:
A quantum state |ψA0〉;
A unitary operation UPE = e
iAt, where A = A0A
+
0 ;
A threshold constant τ .
Output:
A quantum state |ψA1〉.
Procedure:
1: Prepare quantum state
|ψ1〉 = (a |0〉+ b |1〉) |0〉 |0〉 |0〉 |ψA0〉.
2: If the top control qubit is set to 0, the qSVT is performed,
then obtain
|ψ2〉 = (a |0〉+ b |1〉)
∑r
k=1 σk sin(ykα) |uk〉 |vk〉.
The process of qSVT is as follows.
• Perform the phase estimation UPE to obtain
|φ1〉 = |0〉 |0〉
∑T
k=1
σk
∣∣σ2k〉 |uk〉 |vk〉.
• Perform the unitary operation Uσ,τ to obtain
|φ2〉 = |0〉
∑r
k=1
σk |yk〉
∣∣σ2k〉 |uk〉 |vk〉.
• Perform the controlled rotation Ry(α) to obtain
|φ3〉 =
∑r
k=1
σk[sin(ykα) |1〉 +
cos(ykα) |0〉] |yk〉
∣∣σ2k〉 |uk〉 |vk〉.
• Inverse unitary operations to obtain
|φ4〉 =
∑r
k=1
σk[sin(ykα) |1〉 +
cos(ykα) |0〉] |uk〉 |vk〉.
• Measurement. when the measurement result of the
top qubit is |1〉, the quantum state will collapse to
|φ4〉 =
∣∣∣ψ′S
〉
=
∑r
k=1
σk sin(ykα) |uk〉 |vk〉.
3: If the top control qubit is 1, the MqSVT is performed,
then obtain
|ψ3〉 = (a |0〉+ b |1〉)
∑r
k=1 σk sin
(
y
′
k
α
2
)
|uk〉 |vk〉.
4: Measurement. If the measurement result of the first two
qubits is |+〉 |1〉, the quantum state will collapse to∣∣∣ψ′A0
〉
=
∑r
k=1 σk(sin ykα+ 2 sin
y
′
k
α
2
) |uk〉 |vk〉.
5: Phase estimation to obtain
|ψA1〉 =
∑r
k=1 σk |λk〉 |uk〉 |vk〉.
Both our exact qPCA and the one in [13] extract the
eigenvalues greater than the threshold from the covari-
ance matrix A. The difference is that, for our algorithm,
the input matrix is A, and the circuit is directly designed
by changing a quantum gate on qSVT. Therefore com-
paring with the qPCA algorithm proposed in [13], the
number of quantum gates of our algorithm is reduced by
half, and the parameters of the overall unitary opera-
tions are also reduced. In addition, unlike the algorithm
in [13], our algorithm does not involve any parameter
adjustment, so it yields an exact result rather than an
estimation.
a|0〉+b|1〉 |+〉
|0〉
qSV T MqSV T
|1〉
|0〉 |0〉
|τ〉 |τ〉
|0〉 |0〉
|ψA0〉
∣∣∣ψ′A0
〉
(a) The qSVT and MqSVT parts of the quantum circuit of the
qSVT-based qPCA algorithm in [13].
|0〉
UPE |ψA1〉∣∣∣ψ′A0
〉
(b) The phase estimation part, where the input
∣∣∣ψ′A0
〉
is the output
of Fig. 1(a).
FIG. 1. The quantum circuit of the qSVT-based qPCA algo-
rithm in [13].
Anc.|0〉 Ry(α) |1〉
Reg.C|0〉
Uσ,τ
U+
|0〉
Reg.B|τ〉 |τ〉
Reg.A|0〉
UPE
|0〉
Reg.M|ψA0〉
∣∣∣ψ′S
〉
FIG. 2. The quantum circuit of qSVT algorithm in [11].
III. EXPERIEMENT
In this section, we perform experiments for our exact
qPCA algorithm on the IBM quantum computing plat-
form: IBM Quantum Experience [16–18], and verify our
algorithm.
A. The experiment for the 2× 2 matrix
Frist, we take the 2× 2 matrix
A =
[
1.5 0.5
0.5 1.5
]
, (13)
4Algorithm 2 The exact qSVT-based qPCA algorithm
proposed in this paper.
Input:
A quantum state |ψA〉;
A unitary operation UPE = e
iAt;
A threshold constant τ .
Output:
A quantum state
∣∣∣ψ′A1
〉
.
Procedure:
1: Prepare quantum state
|ψ1〉 = |0〉 |0〉 |0〉 |ψA〉.
2: Perform the phase estimation UPE to obtain
|ψ2〉 = |0〉 |0〉
∑T
1
λk |λk〉 |uk〉 |uk〉.
3: Perform the unitary operation Uλ,τ to obtain
|ψ3〉 = |0〉
∑r
k=1
λk |yk〉 |λk〉 |uk〉 |uk〉 +
|0〉
∑T
k=r+1
λk |0〉 |λk〉 |uk〉 |uk〉;
4: Perform the controlled operation as shown in Fig. 3(a) to
obtain
|ψ4〉 =
∑r
k=1
λk |1〉 |yk〉 |λk〉 |uk〉 |uk〉 +∑T
k=r+1
λk |0〉 |0〉 |λk〉 |uk〉 |uk〉.
5: Inverse unitary operation to obtain
|ψ4〉 =
∑r
k=1
λk |1〉 |uk〉 |uk〉+
∑T
k=r+1
λk |0〉 |uk〉 |uk〉.
6: Measurement. When the measurement result of the top
qubit is |1〉, the quantum state will collapse to∣∣∣ψ′A
〉
=
∑r
k=1 λk |uk〉 |uk〉;
7: To extract the eigenvalues |λk〉, perform the phase esti-
mation to get∣∣∣ψ′A1
〉
=
∑r
k=1 λk |λk〉 |uk〉 |uk〉.
as an example. The corresponding initial quantum state
[19] is given by
|ψA〉 = [0.6708, 0.2236, 0.2236, 0.6708]. (14)
We set the threshold τ = 1, and the implementation of
the quantum circuit of our qPCA algorithm on the IBM
Quantum Experience is shown in Fig. 4. Five qubits
are required in total. The first qubit q[0] is used as an
ancillary qubit. The second to third qubits q[1-2] are used
to save eigenvalues |λk〉 and |yk〉, and the qubits q[3-4]
are used to initialize the quantum state |ψA〉. When the
measurement result of q[0] is |1〉, q[3-4] will collapse into
the quantum state |ψ′A〉.
Circuit Composer on IBM Quantum Experience lets us
see how quantum circuits affect the state of a collection
of qubits through the measurement probabilities visual-
izations [20]. As shown in Fig. 5(a), the result of the
visualization is given by
|ψ1〉 = [0.5, 0.5, 0.5, 0.5]. (15)
The quantum simulator simulates the execution of
quantum circuits and returns counts in histogram, then
we run the quantum circuit on the the qasm simulator,
and the result as shown in Fig. 5(b) is given by
|ψ2〉 = [0.4859, 0.5245, 0.5143, 0.4735]. (16)
controlled operation
Anc.|0〉 X |1〉
Reg.C|0〉
Uλ,τ
U+
|0〉
Reg.B|τ〉 |τ〉
Reg.A|0〉
UPE
|0〉
Reg.M|ψA〉
∣∣∣ψ′A
〉
(a) The major part of the quantum circuit of the exact qSVT-based
qPCA that we proposed.
|0〉
UPE
∣∣∣ψ′A1
〉
∣∣∣ψ′A
〉
(b) The quantum circuit of the phase estimation, where the input∣∣∣ψ′A
〉
is the output of the Fig. 3(a)
FIG. 3. The quantum circuit of the exact qSVT-based qPCA
we proposed.
Notice that the classical PCA should yield
λ1 = 2, u1 = [0.70710678, 0.70710678],
λ2 = 1, u2 = [−0.70710678, 0.70710678],
|ψ′A〉 =
λ1 |u1〉 |u1〉√
λ21
= [0.5, 0.5, 0.5, 0.5]. (17)
The accuracy of our quantum algorithm can be evaluated
by the inner product, i.e.
f1 = 〈ψ
′
A|ψ1〉 = 1.0000 (18)
is the accuracy of theoretical result by our exact qPCA
algorithm, and
f2 = 〈ψ
′
A|ψ2〉 = 0.9991 (19)
is the accuracy for the quantum simulator result by our
exact qPCA algorithm.
Similarly, when we set the threshold τ = 0.8, the result
of the visualization of qubit states is given by
|ψ3〉 = [0.6708, 0.2236, 0.2236, 0.6708], (20)
and the result of quantum simulator is given by
|ψ4〉 = [0.6651, 0.2296, 0.2119, 0.6782]. (21)
The classical PCA should yield
|ψ′′A〉 = [0.6708, 0.2236, 0.2236, 0.6708]. (22)
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FIG. 4. The experimental circuit of our qPCA for the 2× 2 matrix A with threshold τ = 1 on IBM Quantum Experience. The
qubit q[0] is the ancillary qubit. Before the first dash line of the quantum circuit, the qubits q[3-4] are used to initialize the
quantum state |ψA〉. Between the first dash and the second dash lines in the quantum circuit, the qubits q[1-2] are used to save
eigenvalues from the phase estimation. Between the second and the third dash lines in the quantum circuit, the eigenvalues
|λk〉 are converted to |yk〉 on q[1-2]. Between the third and the fourth dash lines is the controlled operation. The rest of the
quantum circuit are the inverse operations and the measurement.
Therefore the corresponding the accuracy of theoretical
result by our exact qPCA algorithm is given by
f3 = 〈ψ
′′
A|ψ3〉 = 1.0000, (23)
and the accuracy for the quantum simulator result by our
exact qPCA algorithm is given by
f4 = 〈ψ
′′
A|ψ4〉 = 0.9998. (24)
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(a) The visualization of qubit states of our qPCA algorithm from
IBM Quantum Experience.
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(b) The probability histogram of our qPCA algorithm in the quantum
simulator from IBM Quantum Experience.
FIG. 5. The visualization (theoretical) result and the ex-
perimental result of our qPCA for the 2 × 2 matrix A with
threshold τ = 1 from IBM Quantum Experience.
B. The experiment for the 4× 4 matrix
Now we take the 4× 4 matrix
C =
 0 0 0 00 1 0 00 0 2 0
0 0 0 3
 (25)
as another example. The corresponding initial quantum
state is given by
|ψC〉 = [0 0 0 0 0 0.2673 0 0 0 0 0.5345 0 0 0 0 0.8018]. (26)
The quantum circuit of our exact qPCA algorithm for
the matrix C requires eight qubits in total, as shown
in Fig. 6. The qubits q[0] and q[7] are the ancillary
qubits. The qubits q[3-6] are used to prepare the ini-
tial quantum state |ψC〉, which is not straightforward to
construct. Therefore we design the binary tree to prepare
the state, as shown in Fig. 8 of the Appendix A, and the
corresponding quantum circuit for preparing the state is
shown in Fig. 9. The quantum circuit of phase estimation
for |ψC〉 is shown in Fig. 10 of the Appendix B, where
the output eigenvalues of the phase estimation operation
are saved in q[1-2].
As shown in Fig. 7, when we set the threshold τ = 1.8,
the result of the visualization of qubit states is given by
|ψ5〉 = [0 0 0 0 0 0 0 0 0 0 0.5547 0 0 0 0 0.8321], (27)
and the result of the quantum simulator is given by
|ψ6〉 = [0 0 0 0 0 0 0 0 0 0 0.5294 0 0 0 0 0.8004]. (28)
Notice that the classical PCA should yield
λ1 = 0, u1 = [1 0 0 0],
λ2 = 1, u2 = [0 1 0 0],
λ3 = 2, u2 = [0 0 1 0],
λ4 = 3, u2 = [0 0 0 1],
|ψ′C〉 = [0 0 0 0 0 0 0 0 0 0 0.5547 0 0 0 0 0.8321]. (29)
The accuracy of our quantum algorithm can be evaluated
by the inner product, i.e.
f5 = 〈ψ
′
C |ψ5〉 = 1.0000 (30)
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FIG. 6. The experimental circuit of our qPCA for the 4 × 4 matrix C with threshold τ = 1.8 on IBM Quantum Experience.
The qubits The q[0] and q[7] are the ancillary qubits. Before the first dash line of the quantum circuit, the qubits q[3-6] are
used to initialize the quantum state |ψC〉. Between the first and the second dash lines in the quantum circuit, the qubits q[1-2]
in are used to save eigenvalues from the phase estimation. Between the second and the third dash lines in the quantum circuit,
the eigenvalues |λk〉 is converted to |yk〉 on q[1-2]. Between the third and the fourth dash lines is the controlled operation. The
rest of the quantum circuit are the inverse operations and the measurement.
is the accuracy of theoretical result by our exact qPCA
algorithm, and
f6 = 〈ψ
′
C |ψ6〉 = 0.9597 (31)
is the accuracy for the quantum simulator result by our
exact qPCA algorithm.
Similarly, when we set the threshold τ = 0.5, the result
of the visualization of qubit states is given by
|ψ7〉 = [0 0 0 0 0 0.2673 0 0 0 0 0.5345 0 0 0 0 0.8018], (32)
and the result of the quantum simulator is given by
|ψ8〉 = [0 0 0 0 0 0.2500 0 0 0 0 0.5484 0 0 0 0 0.7979]. (33)
The classical PCA should yield
|ψ′′C〉 = [0 0 0 0 0 0.2673 0 0 0 0 0.5345 0 0 0 0 0.8018]. (34)
Therefore the corresponding the accuracy of theoretical
result by our exact qPCA algorithm is given by
f7 = 〈ψ
′′
C |ψ7〉 = 1.0000, (35)
and the accuracy for the quantum simulator result by our
exact qPCA algorithm is given by
f8 = 〈ψ
′′
C |ψ8〉 = 0.9997. (36)
Based on the the experimental results of 2 × 2 and
4 × 4 matrices, we can see that the theoretical results
yielded by our qPCA algorithm are exactly the same as
that of classical PCA. For the results yield by quantum
computer simulation, our algorithm can also obtain high
accuracy. The experimental results are in line with our
expectations.
IV. CONCLUSION
In this paper, we proposed an exact qSVT-based qPCA
algorithm. Compared with the previous qSVT-based
qPCA [13] algorithm, which needs to continuously ad-
just parameters and yields estimated results, our algo-
rithm does not involve any parameter adjustment, and
the eigenvalues yield by our algorithm are the exact re-
sults, instead of an estimated one. Moreover, our qPCA
algorithm is much simpler in terms of implementation,
i.e. it requires much less quantum gates. The experi-
mental results on IBM Quantum Experience verified the
proposed algorithm, and are in line with our expecta-
tions.
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(a) The visualization of qubit states of our qPCA algorithm from
IBM Quanutm Experience.
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(b) The probability histogram of our qPCA alogrithm in quantum
simulator from IBM Quantum Experience.
FIG. 7. The visualization (theoretical) result and the ex-
perimental result of our qPCA for the 4 × 4 matrix C with
threshold τ = 1.8 from IBM Quantum Experience.
Appendix A: The preparation of state |ψC〉
The initial state |ψC〉 in Eqs. (26) is not straightfor-
ward to prepare on IBM Quantum Experience. Therefore
we design the binary tree [21, 22] as shown in Fig. 8 to
prepare the quantum state, whose leaf nodes are the vec-
tors of the quantum state, and each branch is a Ry(θ)
unitary operation, where
Ry(θ) =
[
cos
(
θ
2
)
− sin
(
θ
2
)
sin
(
θ
2
)
cos
(
θ
2
) ], (A1)
y = {0, 00, 10, 000, 010, 100, 110, 0000, (A2)
0010, 0100, 1000, 1010, 1100, 1110}.
The corresponding quantum circuit of the binary tree is
shown in Fig. 9.
Appendix B: The phase estimation of matrix C
The quantum circuit of the phase estimation on the
matrix C is not straightforward to design on IBM Quan-
tum Experience. Therefore we decompose the phase esti-
71
√
(13)∕
√
(14)
3∕
√
(14)
3∕
√
(14)
3∕
√
(14)
0푅1110
0
0
0푅1100
푅 1
10
2∕
√
(14)
2∕
√
(14)
0
2∕
√
(14)푅1010
0
0
0푅1000
푅 1
00
푅
10
√
(1)∕
√
(14)
1∕
√
(14)
0
0
0푅0110
1∕
√
(14)
1∕
√
(14)
0푅0100
푅 0
10
0
0
0
0푅0010
0
0
0푅0000
푅 0
00
푅
00
푅
0
FIG. 8. The binary tree to prepare the state |ψC0〉.
R0 • • • • • • •
R00 R01 • • • • •
R000 R010 R100 R110 • • •
R0000 R0010 R0100 R1000 R1010 R1100 R1110
FIG. 9. The quantum circuit to prepare the state |ψC0〉.
mation into several unitary operations which can be im-
plemented by simple quantum gates [23, 24]. The unitary
matrices in the phase estimation of C are U1 = e
iC2pi
4 ,
U1 U2
=
B2
A1 B1
(a) Unitary decomposition of C − U .
A1
= X X
U1(
pi
4
) U1(−
pi
4
) U1(
pi
4
)
(b) Unitary decomposition of A1.
B1
=
Y X X Y Y X U1(
pi
4
) U1(−
pi
4
) U1(
pi
4
)
(c) Unitary decomposition of B1.
B2
=
Y X X Y Y X
(d) Unitary decomposition of B2.
FIG. 10. The unitary operation of phase estimation in 4× 4
matrix C.
U2 = e
iC2pi
2 [25, 26], where
U1 =
0 0 0 00 i 0 00 0 −1 0
0 0 0 −i
 , U2 =
0 0 0 00 −1 0 00 0 1 0
0 0 0 −1
 (B1)
The corresponding quantum circuits of C − U1, C − U2
are show in Fig. 10.
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