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Abstract
This paper demonstrates the application of Bayesian simulation-based estimation
to a class of interest rate models known as Aﬃne Term Structure (ATS) models. The
technique used is based on a Markov Chain Monte Carlo algorithm, with the dis-
crete observations on yields augmented by additional higher frequency latent data.
The introduction of augmented yield data reduces the bias associated with estimating
a continuous time model using discretely observed data. The technique is demon-
strated using a one-factor ATS model, with the latent factor process that underlies the
yields sampled via a single-move algorithm. Numerical application of the method is
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11 Introduction
In this paper we apply Bayesian simulation techniques to the estimation of Aﬃne Term
Structure (ATS) models. These models have become popular because of their tractability
in asset and derivative pricing. A comprehensive speciﬁcation framework for ATS models
has been developed by Dai and Singleton (2000), under which all variants can be classiﬁed.
Within this framework, parameter restrictions suﬃcient to ensure model stability and econo-
metric identiﬁcation are also described. We adopt the Dai and Singleton (DS) framework in
this paper.
Two of the main diﬃculties associated with estimating ATS models are 1) the presence
of unobservable latent factors; and 2) the bias introduced when estimating the parameters of
the continuous-time speciﬁcation with data observed only at discrete intervals. We overcome
both problems by adopting a Bayesian approach to estimation, based on Markov Chain
Monte Carlo (MCMC) simulation. The bias in estimation is reduced by augmenting the set
of unknowns by higher frequency latent data placed at ﬁnite intervals between the observed
yields. This aspect of the methodology extends into the term structure framework, the
methods developed independently by Jones (1998), Elerian, Chib, and Shephard (2001) and
Eraker (2001).
Bayesian approaches to estimating term structure models have been adopted by Frühwirth-
Schnatter and Geyer (1998), Mikkelsen (2002) and Polson, Stroud and Müller (2002). None
of these analyses however use data augmentation to approximate the underlying continuous
time latent factor process. Frühwirth-Schnatter and Geyer and Mikkelsen use more restricted
models for the factor process, such that exact solutions are produced, whilst Polson, Stroud
and Müller adopt an Euler discretization of the continuous time process without adjustment
for the induced bias.
The remainder of the paper proceeds as follows. Section 2 describes the general ATS
speciﬁcation that is adopted in the paper. Section 3 looks speciﬁcally at the one-factor ATS
model and provides a discrete approximation to that model. Section 4 outlines the estimation
methodology, including details of both the data augmentation and the algorithm used to
sample from the joint posterior of the full set of unknowns. Section 5 reports the estimation
results based both on yield data simulated from the assumed model and on empirical data
on the Australian yield curve. Extension of the methodology to a three-factor ATS model
is discussed in Section 6. In Section 7, a modiﬁcation of the algorithm to incorporate multi-
2move sampling of the latent state vector, based on the application of a Kalman Filtering and
Smoothing algorithm to a state-space representation of the model, is discussed. Conclusions
are provided in Section 8.
2A ﬃne Term Structure Models
In this section we describe ATS models using the general DS framework. ATS models
assume that the instantaneous short rate at time t, rt, is a linear function of an (N × 1)
vector of latent factors, Xt =( X1,t,...,XN,t)
0. This function is described by the following
linear equation,
rt = δ0 + δ
0
XXt,( 1 )
where δ0 is a scalar and δX =( δ1,...,δN)
0 is an (N × 1) vector of coeﬃcients relating rt to the
f a c t o r sa tt i m et.T h ev a l u eo frt is eﬀectively the return on an asset over an inﬁnitesimally
short time period, and is therefore unobservable. The dynamics of rt are determined by the
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The process in (2) comprises a drift component, KQ¡
ΘQ − Xt
¢





t .T h es u p e r s c r i p tQ indicates that the parameters are deﬁned under the risk
neutral measure. The risk neutral probability measure ensures that the future price of an
asset, discounted by the risk free rate, will equate to its current price. The model parame-
ters consist of KQ,a n(N × N) matrix of mean reversion parameters, Σ,a n(N × N) scaling
matrix for the diﬀusion component, and ΘQ,a n(N × 1) vector of the long-term means of
the N latent factor processes. Both KQ and Σ may be nondiagonal and asymmetric. The
matrix St is an (N × N) diagonal matrix with the ith diagonal element given by
[St]ii = αi + β
0
iXt,( 3 )
where the parameter αi is a scalar and βi is an (N×1) vector, i =1 ,2,...,N.The components
of βi determine which of the latent factors in Xt inﬂuence the conditional variance of the N-
factor process. Finally, dW
Q
t in (2) represents the instantaneous change in an N-dimensional
independent standard Brownian motion. As can be seen from equations (2) and (3), the drift
and volatility are aﬃne in Xt.










A c c o r d i n gt o( 4 )t h ep r i c eo faz e r oc o u p o nb o n da tt i m et is the expected value under a
risk neutral probability measure of the value of $1 discounted by the risk free instantaneous
rate between t and t + τ. For the ATS models, the price of a zero coupon bond at time t
maturing at time t + τ and paying $1 is related to the latent factors Xt by the following
pricing equation,
P (τ,Xt)=e x p
¡




where A(τ) is a scalar and B (τ)=( B1 (τ),B 2 (τ),...,B N (τ))0 is an (N × 1) vector of
coeﬃcients. The functions A(τ) and B (τ) represent the solutions to two ordinary diﬀerential
equations that are functions of the parameters of the risk neutral latent factor process (2)































βi + δX,( 7 )
with initial conditions A(0) = 0 and Bi(0) = 0 for all i =1 ,2,...,N. In some speciﬁc
examples of ATS models, equations (6) and (7) have analytical solutions. However, numerical
methods are needed in most cases to solve for A(τ) and B (τ); see Dai and Singleton (2000)
and Bolder (2001) for further details. We employ a numerical solution in the case of the
model that is used in this paper.
In this paper, we do not model the bond prices but rather their yields. Zero coupon bond
prices and their continuously compounded yields are related by the identity,
P (τ,Xt)exp(τy(τ,Xt)) = 1,( 8 )
where y(τ,Xt) is the yield at time t of a zero coupon bond priced at P (τ,Xt) that pays $1




lnP (τ,Xt),( 9 )
4and substituting (5) into (9), results in the following linear relation between the yield and









.( 1 0 )
The link between the risk-neutral process in (2) and the physical process, which captures
the actual time series dynamics of the latent factor process, occurs via incorporation of the
market price of risk, Λt. The form of the market price of risk adopted by DS is given by the
(N × 1) vector
Λt =
p
Stλ,( 1 1 )












.( 1 2 )
The vector Λt is an adjustment made to the drift of the physical process to ensure that
bonds of varying term to maturity, combined in a portfolio whose instantaneous payoﬀ is
known with certainty, has a return that is equivalent to the riskless return. This is therefore
an environment where arbitrage opportunities are excluded. In equation (11), λ is a vector
of static parameters that must also be estimated. The physical and risk neutral Wiener
processes, dWt and dW
Q
t respectively, are related as (see Maes, 2003),
dW
Q
t = dWt + Λtdt.( 1 3 )
Modifying the representation of the risk-neutral process as shown in equation (2) to make










StdWt,( 1 4 )
which then yields the physical process as,
dXt = K (Θ − Xt)dt + Σ
p
StdWt.( 1 5 )
The physical mean reversion parameter, K, and physical long term mean, Θ, are related to
the risk-neutral parameters by the relationships,
K = K




Q + ΣΨ, (17)
where Φ is an (N × N) matrix given by
Φ =















    

(18)
and Ψ is an (N × 1) vector given by
Ψ =









    

.( 1 9 )
Here λi is the ith element of λ in (12) and αi and βi are as deﬁn e di n( 3 ) . T h ec o m p l e t e
derivation of K and KΘ is provided in the Appendix.1
Adopting the DS terminology, Am(N) identiﬁes an N-factor ATS model in which m of
the latent factors determine the covariance of the latent process via the diﬀusion component







,w h e r eXC
t is the (m × 1) vector
of factors at time t that are included in the diﬀusion component of the model, whilst XD
t
is the ((N − m) × 1) vector of factors at time t that do not enter the diﬀusion component.


















.( 2 1 )
The mean reversion matrix K, is partitioned into four components. The sub-matrix KCC
identiﬁes those mean reversion parameters that relate to XC
t , and that appear in the stochas-
1We note that more ﬂexible forms for Λt have been suggested in the recent ATS model literature, including
the ‘Semi-Aﬃne’ models of Duarte (2000), and the ‘Essentially Aﬃne’ models of Duﬀee (2000). However we
retain the simpler Λt speciﬁcation of DS to limit computational complexities, with the generalization of the
representation in (11) left for future research.
6tic diﬀerential equations that describe the dynamics of XC
t . The sub-matrix KDD identiﬁes
those mean reversion parameters related to XD
t , that appear in the stochastic diﬀerential
equations that describe the dynamics of XD
t . Finally, the sub-matrix KCD,i d e n t i ﬁes those
mean reversion parameters related to XC
t ,w h e nXC
t appears in the stochastic diﬀerential
equations that describe the dynamics of XD
t . The sub-vector ΘC contains the long term
means for the components XC
t in the stochastic diﬀerential equations that describe the dy-
namics of XC
t . The zero restrictions in both (20) and (21) are imposed to ensure econometric
identiﬁcation of the unrestricted elements of Θ and K, as described in the DS paper.
Other parameters of the latent factor process are also restricted to ensure identiﬁca-
tion. Deﬁning the (N × 1) vector α =( α1,α 2,...,α N)0 and the (N × N) matrix Γ =


























.( 2 4 )
Each β
CD
j ≥ 0,j= m +1 ,m+2 ,...,N, in (24) is an (m × 1) vector representing the
parameters of the latent factors XC
t that enter the diﬀusion components of the processes for
XD
t . We also impose the restriction that Σ = IN. Other restrictions are expressed in terms
of the following inequalities,




Ki,jΘj > 0 where 1 ≤ i ≤ m, (26)
Ki,j ≤ 0 where 1 ≤ j ≤ m and j 6= i, (27)
Θi ≥ 0 where 1 ≤ i ≤ m. (28)
The restrictions (25), (26), (27) and (28) are deﬁned in terms of parameters that relate to
XC
t and those that relate to XD
t , by reference to the relevant indices, where the XC
t factors
7correspond to the indices 1 to m inclusive, and the XD
t factors correspond to the indices
m +1to N inclusive. To illustrate, restriction (25) states that the factors XD
t must have
coeﬃcients δi that are strictly non-negative in the instantaneous short rate process as shown
in equation (1). The restriction (26) requires that the product of the mean reversion and
long term mean parameters should be strictly positive, but only in the case of the parameters
that relate to the XC
t factors. Restriction (27) requires that all oﬀ-diagonal components of




In this paper we demonstrate the application of Bayesian simulation techniques, including
the techniques of data augmentation, to term structure models of the ATS form. We begin by
demonstrating the methodology with reference to a one-factor model, denoted by A1(1), in
which the single factor represents the instantaneous short rate. The A1(1) model is detailed
in this section. In Section 4 we then outline the simulation algorithm that is applied to
the model, in which the latent factor vector is sampled one element at a time. Since the
extended algorithm presented in Section 7, based on the multi-move sampling of the latent
vector, exploits the nonlinear state-space structure of the ATS model, we use that format to
present the A1(1) model. Accordingly, the yield equation in (10) is viewed as the expected
value of the observation equation of the state-space model, and the physical latent factor
equation viewed as the system, or state equation; see also Mikkelsen (2002) and Polson,
Stroud and Müller (2002).
3.2 State Equation
The physical latent factor process of the A1 (1) model, where m =1and N =1 ,h a st h e
following form,
dXt =( µ − kXt)dt +
p
XtdWt.( 2 9 )
The parameters of the physical process in (29) are re-deﬁned as the mean reversion parameter
k and parameter µ = kθ, where the scalar θ represents the long-run mean of Xt. With
reference to (22), (29) implies that α1 =0and β
0
1 =1 .W ea p p r o x i m a t et h ec o n t i n u o u s - t i m e
2See Dai and Singleton (2000) for more motivation of the restrictions outlined here.
8speciﬁcation in (29) using an Euler scheme,
Xt+∆ = µ∆ +( 1− k∆)Xt +
p
Xt∆εt+∆.( 3 0 )
Under this discrete time approximation, the time between observations is denoted by ∆
and the Wiener increments dWt in (29) are approximated by multiplying a standard normal
innovation term εt ∼ N (0,1) by
√
∆ to give a random variable εt
√
∆ ∼ N (0,∆).T h e
system equation in (30) approximates that in (29) for suﬃciently small ∆.T h e (T × 1)
vector X =( X1,X 2,....X T)0 denotes the vector of all values of the scalar factor Xt at times
t =1 ,2,...,T.
The parameters deﬁning the process for the instantaneous short rate in (1), δX and δ0,
a r eb o t hs c a l a r s ,a si st h em a r k e tp r i c eo fr i s kp a r a m e t e r ,λ, in (11). The restrictions δ0 =0
and δX =1are imposed, with these restrictions implying that the factor Xt is equivalent
to the instantaneous short rate, rt, in (1). Due to the particular deﬁnition of the market
price of risk that is adopted in the paper, λ inﬂuences the yield equation, which we deﬁne
in the next subsection below, only via the risk-neutral parameters. Given the values for the
diﬀusion component parameters, α1 and β1, as described above, Φ and Ψ deﬁn e di n( 1 6 )a n d
(17) are equal to λ and zero respectively. Further substituting Σ =1into equations (16)
and (17) produces the parameters of the risk-neutral process as
k





Q = kθ = µ. (32)
Using (31) and (32), the long-run mean of the risk-neutral process, θ







The model speciﬁcation is completed by the inclusion of the yield equation (10), which
provides the link between the observed term structure and the underlying latent factors and
parameters. The observed yields comprise a panel consisting of J yields on zero coupon bonds
of diﬀerent terms to maturity, τj, j =1 ,...,J. The number of terms used for estimation
9are such that J>1. The observed yield with maturity j at time period t is denoted by yj,t.
The cross section of yields at time t is a (J × 1) vector, y.,t =
£
y1,t ... y J,t
¤0 , with y.,t






τ1[A(τ1) − B (τ1)Xt]
. . .
− 1
τJ[A(τJ) − B (τJ)Xt]


.( 3 3 )
The coeﬃcients A(.) and B (.) are the solutions to the ordinary diﬀerential equations deﬁned
in equations (6) and (7) and are indexed by τj, j =1 ,2,...,J. For the one-factor model,
A(.) and B (.) are both scalars.
We deﬁne the observation equation as
y.,t = d + ZXt + η.,t,( 3 4 )















































,( 3 7 )
where
η.,t ∼ MN(0,H), (38)
with η.,t independent of η.,s for t 6= s. The matrix H in (38) is speciﬁed as a (J × J) time-















.( 3 9 )
10The rational for adding an error term to the observation equation, which until this point has
been a deterministic function of the latent factors, is, in part, to allow for market related
pricing errors. It can also be viewed as reﬂecting the fact that the assumed model is only an
approximation to the process that determines interests rates in practice; see also Mikkelsen
(2002) on this point.3 The allowance for maturity speciﬁc variances in (39) accommodates
the fact that trading activity will vary across diﬀerent terms to maturity, thereby impacting
on the maturity speciﬁc bid-ask spreads; see Geyer and Pichler (1996).
4 Methodology
4.1 Data Augmentation
A Bayesian approach to estimating continuous-time processes with discretely observed data
is presented in Jones (1998), Elerian, Chib, and Shephard (2001) and Eraker (2001). The
method derives its theoretical foundations from Pedersen (1995), who proves that a stochastic
diﬀerential equation for which the likelihood function is unknown or intractable, can be
estimated using an approximate conditional Gaussian process, provided the time between
observations is suﬃciently small. Elerian (1999) provides a demonstration of the advantages
of introducing auxiliary points between observations. The demonstration uses a Ornstein-
Uhlenbeck (OU) process, which, given its analytical tractability, allows a comparison to be
made between the closed-form solution and the augmented approximation. The expected
path between ﬁxed points approaches the true expected path of the OU process as the
number of augmented points is increased. Hence, the discretization bias associated with
using a discrete time approximation to estimate the parameters of the continuous time
process, can, in principle, be reduced by increasing the degree of augmentation.
The approach adopted in the present paper involves simulating augmented data points
between the observed data in the yield curve itself. The inclusion of augmented data points
reduces the time between observations, rendering the discrete time approximation to the
continuous time ATS model more accurate. In addition to the augmented yield data, addi-
tional values of the latent factor are also introduced. The augmented yield data is treated
as a set of latent variables which is ultimately integrated out of the joint posterior via the
MCMC algorithm. Due to the assumption of conditional independence for y.,t in (34), the
3Other papers that have introduced pricing errors into a term structure model include Chen and Scott
(1995), Jegadeesh and Pennacchi (1996), Babbs and Nowman (1999) and Duﬀee and Stanton (2001).
11augmented data points are independent of the remaining yields, given the augmented values
of the latent factor Xt.












,( 4 0 )
where yo
.,t, t =1 ,..., ˜ T, represents a (J × 1) vector of continuously compounded yields that
have been observed at time t, on a set of J zero coupon bonds of diﬀerent terms to maturity
τ1,...,τJ. Hence yo is a matrix of order (J × ˜ T).W e d e ﬁne a quantity h as the number
of augmented observations added between each pair of actual observations. We denote this
augmented yield data set using the following (J × [
³











































where y is of dimension (J × T), with T = ˜ T +
³
˜ T − 1
´



















where the n subscript in (43) indicates the nth (J × 1) vector element in y, with n =
1,2,...,T.For the purposes of estimation, it is not always necessary to distinguish between
the observed and augmented data sets explicitly. We therefore drop the superscripts to the
panels for the complete data set y, and refer to each column vector as y.,t only, unless there
is a need to identify the observed or augmented sets of data explicitly.
4.2 Bayesian Inference and MCMC
In Bayesian analysis, Bayes Theorem is applied to produce the posterior distribution of a
set of unknowns in a model, conditional on the observed data. In order to characterize
the properties of a particular parameter in the model, integration over the joint posterior is
required to remove any ‘nuisance’ parameters or latent structure. In the case of the present
model there are many nuisance parameters, in the form of the augmented yield data and
12the unobserved latent factors. These nuisance parameters are integrated out of the joint
posterior by using a hybrid Gibbs/Metropolis-Hastings MCMC algorithm.
To apply the Gibbs Sampler, it is necessary to derive the full conditional distributions
for the model parameters and latent variables. The full conditional is the posterior of the
unknown quantity of interest, conditioned on speciﬁed values for all other model parameters
and latent factors. The joint posterior density function for ϕ =( k,µ)
0 ,H ,λ , the vector of




o) ∝ p(y | X,ϕ,H,λ) × p(X | ϕ)
×p(ϕ) × p(H) × p(λ).( 4 4 )
Note that the component p(X | ϕ) in equation (44) is independent of λ and H. The functions
p(ϕ), p(H) and p(λ) represent the prior distributions of ϕ, λ and H respectively, where all
three (sets of) parameters are assumed to be ap r i o r iindependent. Certain components on
the right hand side of equation (44) are expanded below, the ﬁrst being the density for the
















where p(X1) is speciﬁed as a diﬀuse Gaussian density. Given the distributional assump-
tion for y.,t in equation (34), the component densities in (45), p(y.,t | Xt,ϕ,H,λ), are
J−dimensional Gaussian densities. The component densities in (46), p(Xt | Xt−1,ϕ), are
univariate Gaussian, due to the assumption of normality for the error term in (30). The priors
in (44) are standard noninformative priors, to be described fully in the following section.
From the joint probability distribution in equation (44), the full conditional posterior
distribution can be derived up to the normalizing constant for each of the parameters and
latent factors. The full conditional posterior for the latent factor vector X is given by












× p(X1).( 4 7 )
The full conditional for the latent process parameters ϕ is given by












×p(ϕ).( 4 8 )
Similarly, the full conditional posteriors for λ and H respectively are deﬁned as














× p(H).( 5 0 )


































Xt = d + ZX
a
t ,( 5 2 )
with parameters d and Z as previously deﬁned in (35) and (36). The notation Xa
t is used to
denote the latent factor associated with an augmented data point, ya
.,t.
T h es t e p st a k e ni ni m p l e m e n t i n gt h eG i b b sc h a i na r ea sf o l l o w s :
1. Specify initial values (i =0 )for the latent factors, X(i), the latent process parameters,
ϕ(i), the pricing equation variance matrix, H(i), and the market price of risk parameter,
λ
(i);
142. Iteration i = i +1 , proceeding through steps 3 − 8;
3. Generate the augmented data set based on current simulated values for X(i−1), ϕ(i−1),
H(i−1) and λ










; t =1 ,2,...,
³
˜ T − 1
´
× h.
As noted earlier, the independence assumption adopted for η.,t in (34) means that
the generation of the augmented data set does not depend directly on the observed
data set, yo. Nor does it depend on any values of the latent factor other than those
associated with the augmented data points.






















6. Sample the pricing equation variance matrix from the full conditional
p
³








(i) | X(i),ϕ (i),H(i),y a,(i),y o
´
8. Repeat from Step 2 until convergence.
In the cases where the conditionals are nonstandard and, hence, cannot be drawn from
directly, a Metropolis-Hasting (MH) algorithm is used. The MH draws are inserted into the
outer Gibbs algorithm, with convergence of the hybrid chain ensured as long as the usual
convergence criteria are satisﬁed; see Chib and Greenberg (1996).
A summary of the marginal posterior distributions for each unknown can be produced
using the simulated draws. For example, the marginal posterior mean and variance of the
















(i) − ¯ k
¢2
(54)
respectively. Here L represents the total number of iterations of the outer Gibbs chain, whilst
q represents the number of iterations required for ‘burn in’ of the Markov chain. Marginal
posteriors for the parameters can be estimated as averages of the conditional posteriors. For





p(k | .),( 5 5 )
where p(k|.) is the normalized full conditional density for the parameter k.
Simulation eﬃciency can be assessed by calculating the ineﬃciency factor as described
in Kim, Shephard and Chib (1998). The approach adopted therein is to calculate the ratio
of the variance of the mean, taking into account the correlation within the sample, and the












where ˆ ρ(i) is the sample estimate of the autocorrelations at lag i.T h e t e r m B is used to
denote the bandwidth, and K(.) is the Parzen kernel function
















=0 ,o t h e r w i s e .
For the empirical investigation, we set the bandwidth to B =2 0 0 0for all parameters. The
numerical Monte Carlo (MC) error of the mean for each of the parameters is calculated as
MC Error = S.E. ×
q
ˆ RB,( 5 8 )






164.3 Priors and Constraints
Bayesian analysis requires speciﬁcation of the prior distributions for all parameters. In order
to allow the data to dominate the results, we have chosen standard noninformative priors
for estimation of the A1 (1) model. The priors for the latent process parameters ϕ, and the
market price of risk λ, are all assumed to be independent and proportional to a constant.
The priors for the pricing equation standard deviations, σ1,σ 2,...,σJ, are also assumed to




.( 5 9 )
The parameter constraints described for the general Am(N) model reduce to
k>0,θ> 0 and µ = kθ > 0 (60)
for the A1 (1) case. In order to impose these constraints, we discard all draws that do not
fall into the admissible regions. In the numerical applications of the method described in
Section 5, we ﬁnd that these constraints are not particularly binding, with very few discards
occurring.
4.4 Generating Augmented Yields
As described in (51), the augmented yields ya
.,t have a multivariate normal density, conditional
on ϕ, H, λ and the latent factor Xa
t associated with the augmented data point. Hence, ya
.,t can
be generated using a standard simulation algorithm, for each of the
³




4.5 Sampling the Latent Factor Vector X
Sampling of the latent factor vector X is performed using a random walk MH algorithm,
with the vector sampled one element at a time. That is, a single-move sampler is used




Xt), where the mean is the current value for the tth latent factor at iteration
(i − 1) in the outer Gibbs chain, namely X
(i−1)
t , and the variance, σ2
Xt , is chosen to tune
sampler so that the acceptance rate of the chain is approximately 50-80%. The conditional
posterior for Xt is given by
17p(Xt | Xt−1,X t+1,ϕ,H,λ,y .,t) ∝ p(y.,t | Xt,ϕ,H,λ)
×p(Xt | Xt−1,ϕ)
×p(Xt+1 | Xt,ϕ). (61)
For the initial time point t =1 , the posterior for X1 is reduced to
p(X1 | X2,ϕ,H,λ,y .,t) ∝ p(y.,1 | X1,ϕ,H,λ)
×p(X2 | X1,ϕ) × p(X1), (62)
whilst at time t = T, the posterior for XT is
p(XT | XT−1,ϕ,H,λ,y .,t) ∝ p(y.,T | XT,ϕ,H,λ)
×p(XT | XT−1,ϕ). (63)
Given the relevant distributional assumptions, the density in (61) is given by





























MXt = d + ZXt (65)
and d and Z are as deﬁned in (35) and (36). The densities in (62) and (63) are appropriately
modiﬁed versions of (64).
4.6 Sampling the Parameter Vector ϕ
As with the sampling of the latent factor vector X, a random walk MH algorithm is used to





























The proposal density used is bivariate normal with mean set at ϕ(i−1). A tuning covariance
matrix is selected to ensure that the acceptance rates are approximately 15-25%.
4.7 Sampling the Parameter λ
A random walk MH algorithm is again used to draw from the conditional posterior for λ.
















The proposal density used is normal with mean set at λ
(i−1). A tuning variance is selected
to ensure that the acceptance rates are approximately 15-25%.
4.8 Sampling the Yield Equation Variance Matrix H
As H is assumed to be a diagonal variance matrix, we can sample the components of H
individually. Having assumed a normal distribution for the pricing equation innovations, a
noninformative prior for each element of H and a-priori independence between H and the
remaining parameters in the pricing equation, the posterior distribution of each standard
deviation component is inverted gamma,































The posterior distribution for σj in (66) is dependent only on yj,., which denotes the (T ×1)




To test the performance of the estimation approach described in the previous section, we
use data simulated from the model described in equations (30) and (34). Three sets of
experiments are conducted, associated with diﬀerent values for the parameters of the model.
The impact of the degree of augmentation on the accuracy with which the true parameter
values are estimated is gauged by varying the value of h in (41). The simulated yields
are generated in the following manner. Values for the parameters of the factor process in
(30) are chosen to reﬂect those found in the current empirical term structure literature.
In the ﬁrst two sets of experiments, for which the results are reported in Tables 1 and 2,
the mean reversion parameter k in (30) is assigned a value of 2.5, for a set of simulated
monthly observations. This value of k implies a daily persistence in rt of approximately
(1 − 2.5/30) = 0.92.T h es p e c i ﬁed value for k, along with the value of 5% assigned to the
long-run mean of rt,θ ,imply a value of (5 × 2.5) = 12.5 for µ. The market price of risk
parameter, λ, is set equal to −0.04. The negative value chosen for λ is in line with empirical
estimates of this parameter in one-factor models. In the third set of experiments, reported
in Table 3, parameter settings that are consistent with a model for weekly observations are
used. The selected value for k implies a daily persistence for rt of (1 − 0.092/5) = 0.98.
This high degree of persistence is speciﬁed in order to reﬂect the near unit root behaviour
that is often characteristic of observed interest rate data.
We begin by generating a time series for the latent factor Xt, based on the parameter
settings described above, using ∆ =1 /30.T h i st i m ei n t e r v a li sc o n s i d e r e ds u ﬃciently small
for εt
√
∆ in (30) to approximate a Wiener process. From the process in (30), 30 realizations
of the latent factor are generated, based on successive increments of size ∆, with the 30th
being stored as the value of the latent factor at time t. We repeat this 500 times until we
have a time series of consisting of 500 values for Xt. Using the simulated values of the latent
factor Xt,w et h e ns i m u l a t e500 monthly (weekly) observed yield curves, based on ﬁve terms
to maturity, expressed as a proportion of a year, τj =0 .25,0.5,1.0,3.0,5.0. This simulation
is performed using equation (34). Values for A(τ) and B (τ) in (6) and (7) respectively are
calculated using the annualised parameter settings described above, in addition to δ0 =0 ,
20δX =1 ,Σ =1 , α1 =0and β
0
1 =1 .T h eode45 MATLAB
R °
function is used to solve the
ordinary diﬀerential equations in (6) and (7).4
5.1.2 Initializing the Factors and Parameters
The parameters and latent factors need to be assigned initial values in order to implement
the MCMC algorithm. To initialize the parameters, parameter values are used that diﬀer
from those used to generate the simulated yields. Even if these parameters are not close to
those which underlie the artiﬁcial data, the MCMC algorithm should eventually reach the
area of parameter space which corresponds to the true parameter settings. Furthermore, by
using perturbed initial values, it gives some indication of how the algorithm performs when
initial parameter values do not match those of the data generating process. The parameter
restrictions detailed in (60) are imposed by discarding those simulated values that violate
the restrictions. Initial augmentation of the yield data is carried out by linear interpolation
between the observed data points. This approach is considered reasonable given that the
simulated yields are highly persistent through time.
5.1.3 Numerical Results
The aim of the simulation exercise is to determine how well the MCMC algorithm performs
in estimating the true parameters of the A1(1) model, as well as to gauge the impact on
the performance of the scheme of the extent of data augmentation that is adopted. The
simulation experiments are based respectively on h =0(no augmentation), h =1and h =3
in (41). The results of the ﬁrst set of experiments are reported in Table 1. The actual
values for the parameters are given in the second column, with the starting values used
for the algorithm reported in the third column. The fourth and ﬁfth columns respectively
report the marginal posterior mean and standard deviation for each parameter, associated
with the three diﬀerent values of h. The number of iterations used in the experiments varies
from approximately 100,000 to over 1,000,000, depending on the convergence speed of the
algorithm in each case. Since only every tenth iterate is saved in order to reduce the degree of
correlation in the draws, the posterior estimates are based on a number of iterates that varies
between approximately 10,000 and 100,000. Convergence is monitored via the computation
of the cumulative means of the simulated values for each of the parameters; see Eraker, 2001.
4All computations are performed using MATLAB
R °
.
21As is evident from the values reported in Table 1, an increase in the degree of augmenta-
tion of the yields produces an improvement, overall, in the accuracy of the posterior means
as point estimates of the model parameters. The posterior interval estimates of certain of
the parameters are marginally wider for the larger values of h, reﬂecting, in part, the added
degree of uncertainty that is introduced as a consequence of using the artiﬁcially augmented
data. However, the improved accuracy of the location of the marginal posterior densities, for
the larger values of h, outweighs the impact of the slight increase in the posterior variation.
In Table 2 the results for the second set of experiments are reported. In this case, the
values for the parameters as used in the ﬁrst set of experiments are retained, except for the
reduction of the values of all pricing error variances in (39) to 0.01. The eﬀect of this change
is seen to be negligible on the (relative) accuracy of the posterior mean estimates of all of the
parameters. However, the associated reduction in the degree of uncertainly associated with
the augmented data serves to decrease the posterior standard deviations associated with all
parameters in virtually all cases.
In Table 3 the third set of results are reported, based on weekly observation parameter
settings. As is evident, in the case of the parameters k, µ and λ, the proportionate diﬀerence
between the true parameter value and the posterior mean is substantially lower than the
corresponding diﬀerence associated with the results in Table 2, for any value of h. Also, even
taking into account the diﬀerent magnitudes of the parameters estimated in the two cases,
the posterior standard deviations reported in Table 3 indicate much more precise estimation
of the true parameters in the case of the weekly model, compared with the monthly model.
These results reﬂect the fact that a given degree of augmentation of weekly observations pro-
duces more accurate estimates of the parameters of the underlying (approximate) continuous
time process than does the same degree of augmentation of monthly observations.5 There
are negligible diﬀerences between the corresponding results in the two tables that relate to
the pricing error variances.
<< Insert Table 1 here>>
5The method of simulating the approximate continuous time process, whereby an observation is recorded
after 30 increments of ∆t =1 /30, means that the process whose parameters are being estimated using
(augmented) weekly data is based on a ﬁner discretization than that estimated using the monthly data.
22<< Insert Table 2 here>>
<< Insert Table 3 here>>
5.2 Empirical Data: the Australian Yield Curve
5.2.1 Data Description
In this section the parameters of an A1 (1) model are estimated using weekly observations
o nt h e9 0d a y ,1 8 0d a y ,1y e a r ,3y e a ra n d5y e a ry i e l d so nA u s t r a l i a nT r e a s u r yB o n d s ,f o r
the period January, 1990 to July, 2000. The dataset constitutes 552 observations and is
displayed in Figure 1. Figure 1 shows that during this period, interest rates in Australia
declined from historically high levels in the order of 18% during the early 1990’s, to rates as
low as 5% in the more recent period. The high degree of persistence in each time series is
also evident.
<< Insert Figure 1 here>>
5.2.2 Empirical Results
The empirical results are summarized in Table 4. The MCMC algorithm is based on a burn-
in of 100,000, with latent and parameter values taken every tenth iteration. With a total
number of 300,000 iterations produced, the results are thus based on 20,000 iterations. The
acceptance rates of the Metropolis-Hastings algorithms are 72%, 18% and 18% for the latent
factors, latent factor process parameters, and market price of risk parameter respectively.
23Referring to Table 4, the estimated low mean reversion value is consistent with the high
degree of persistence in the observed data. The estimated values for k and µ also suggest
a value for the long term mean θ of approximately 5%, which corresponds closely with
the sample average of approximately 6% calculated for the observed 3 month yields. The
estimates of k and λ in particular, are consistent with those produced by related empirical
studies, based on variants of the one-factor term structure model used here; see, for example,
Martin and Pagan (1995), Fruhwirth-Schattner and Geyer (1998), Bolder (2001) and Nath
a n dN o w m a n( 2 0 0 1 ) .
Simulation output associated with the empirical application is displayed in Figures 2 to
5, as well as being reported in Table 4. The high autocorrelations at large lags and the
high ineﬃciency factors for some parameters suggest that the single-move sampling of the
latent factors may have had an adverse impact on the convergence performance of the chain.
With this in mind, we demonstrate in Section 7 the modiﬁcation of the algorithm required
to sample the latent factor vector X in multi-move blocks.
<< Insert Table 4 here >>
<< Insert Figure 2 here >>
<< Insert Figure 3 here >>
<< Insert Figure 4 here >>
24<< Insert Figure 5 here >>
A short-coming of the one-factor model, as evidenced by the high posterior standard
deviations for the pricing errors shown in Table 4, is that it does not accurately price the
longer term yields. This issue is also discussed by Mikkelsen (2001), who comments that the
one-factor model is not suﬃciently ﬂexible to represent all the shapes that the yield curve can
assume at both ends of the maturity spectrum. In related work, Litterman and Scheinkman
(1991) show that 99% of the variation in a term structure can be accounted for by the
ﬁrst three principle components, namely the level, slope and curvature, thereby indicating
the need for a three-factor model; see also Duﬀee (2000) and Duﬀee and Stanton (2001).
Motivated by these ﬁndings, in the following section we demonstrate the modiﬁcations to
the sampling algorithm outlined for the A1 (1) model required to estimate the three-factor
A1 (3) model.
6 Extension 1: a Three-Factor Model
6.1 State Equation for the A1(3) Model
The physical latent factor process of the A1 (3) model has the following form,
dX1,t =( µ1 − k11X1,t)dt +
p
X1,tdW1,t








With reference to the notation used in Section 2, the physical process parameters in (68)

























,( 7 1 )
where θ1 in (70) denotes the long-run mean of X1,t. Note that the values for θ2 and θ3 are
both set to zero. This is required under the DS framework for econometric identiﬁcation, to
allow θ1 and δ0 to be free parameters. Also note that the partitioning of the mean reversion
parameter matrix K in (69), and long term mean vector Θ in (70), are consistent with the
















For the purposes of simulation, we block the parameters in K, µ and Γ together as ϕ =
(k11,k 21,k 22,k 23,k 31,k 32,k 33,µ 0,β12,β13)0.
The Euler approximation of the continuous-time speciﬁcation in (68) is,
X1,t+∆ = µ1∆ +( 1− k11∆)X1,t +
p
X1,t∆ε1,t+∆
X2,t+∆ = µ2∆ − k21∆X1,t +( 1− k22∆)X2,t − k23∆X3,t
+
q
(1 + β12X1,t)∆ε2,t+∆ (73)




Once again, under this discrete time approximation the time between observations is denoted
by ∆ and the Wiener process increments, dWi,t, in (68) are approximated by multiplying a
standard normal innovation term, εi,t, by
√
∆ to give a random variable εi,t
√
∆ ∼ N (0,∆),
i =1 ,2,3. The system equation in (73) will approximate that in (68) for suﬃciently small
∆. Hereafter the cross section of latent factors in 68) at time t,i sa(3 × 1) column vector,
represented by X.,t =[ X1,t,X 2,t,X 3,t]
0 for each t =1 ,...,T. The entire time series of all
f a c t o r si st h e r e f o r ea(3 × T) matrix deﬁned as X =[ X.,1,...,X.,T]. Individual factor time
series are a (1 × T) row vector, denoted as Xi,. =[ Xi,1,...,X i,T] for i =1 ,2,3.
The parameters deﬁning the process for the instantaneous short rate in (1) and market















,( 7 4 )
with δ0 in (1) a scalar. Whilst the parameters in (1) were held ﬁx e di nt h eo u t l i n eo ft h e
algorithm for the A1 (1) model, and the single factor Xt identiﬁed with rt as a consequence,
in the A1 (3) model δ0 and δX are treated as free parameters. For the purposes of simulation,
we block δ0, δX and λ together as ψ =( δ0,δ
0
X,λ
0)0. With reference to (18) and (19), for the















,( 7 5 )
with the diﬀusion matrix Σ set to the identity matrix I. The parameters of the risk-neutral
process can be recovered from the physical process parameters using the identities (16) and
(17).
6.2 Observation Equation for the A1 (3) Model
The observation equation of the A1 (3) model is given by
y.,t = d + ZX.,t + η.,t,( 7 6 )
















with B (τj)=( B1 (τj),B 2 (τj),B 3 (τj))0, j =1 ,...,J,a (3×1) vector of parameter functions
produced as the solution to the (vector) diﬀerential equation in (7). All other terms in (76)
a r ea sp r e v i o u s l yd e ﬁned.
6.3 Priors and Constraints for A1(3) Model
As with the A1 (1) model, the priors for the latent process parameters, ϕ,a n dt h em a r k e t
price of risk and instantaneous short rate parameters, ψ, are all assumed, for computational
convenience, to be independent, and proportional to a constant. The priors for the pricing
27equation standard deviations remain as in (59). The parameter constraints described in
equations (25), (26), (27) and (28) for the general Am(N) model are now to be interpreted
with reference to the parameter matrices and vectors as deﬁned above for the A1(3) model.
6.4 Sampling Algorithm for the A1(3) Model
An MCMC algorithm along the same lines as that outlined for the A1(1) model is applicable
to the A1(3) model, apart from certain obvious modiﬁcations to cater for the increase in the
number of factors. With regard to the details of the algorithm outlined in Section 4, we note
that sampling the augmented yields in the three-factor model proceeds exactly as detailed
for the one-factor case, except for the re-deﬁnition of Ma
Xt in (51) as
MX.,t = d + ZX.,t,( 7 8 )
where Z in (78) is as deﬁned in (77) above. The sampling of the pricing equation standard
deviations for the three-factor model is also the same as described in Section 4.8, apart
from the replacement of Xt with X.,t and the scalar B(τj) with the corresponding three-
dimensional vector, in (66). Details of the changes required to the algorithms for the latent
factors and the parameter vectors, ϕ and ψ, are provided in the following sub-sections.
6.4.1 Sampling the Latent Factors in the A1(3) Model
A single-move random walk MH algorithm along the lines of that described for the A1(1)
model can be adopted to sample the latent factors of the A1(3) model. In this case, an
appropriate proposal distribution for X
(i)
.,t , the vector of the three latent factors at time
point t, is a three-dimensional normal distribution, with mean equal to the current value for
the tth latent vector at iteration i − 1 in the outer Gibbs chain, X
(i−1)
.,t , and the covariance
matrix, ΣX, chosen so as to produce an appropriate acceptance rate for the sampler. The
conditional posterior of X.,t,t=2 ,3,...,T− 1, is given by



































.,t (X.,t − M.,t)
¶
, (79)




µ1∆ +( 1− k11∆)X1,t−1
µ2∆ − k21∆X1,t−1 +( 1− k22∆)X2,t−1 − k23∆X3,t−1








0( 1 + β12X1,t−1)∆ 0
00 ( 1 + β13X1,t−1)∆

, (81)
with M.,t+1 and V.,t+1 deﬁned correspondingly. The conditional posteriors for X.,1 and X.,T
are appropriately modiﬁed versions of (79).
6.4.2 Sampling the parameters ϕ.




























.,t (X.,t − M.,t)
¶
,
where MX.,t is as deﬁn e di n( 7 8 ) ,M.,t is as deﬁn e di n( 8 0 ) ,a n dV.,t is as deﬁn e di n( 8 1 ) .T h e
proposal density used is multivariate normal with mean set at ϕ(i−1).At u n i n gc o v a r i a n c e
matrix is selected to ensure that reasonable acceptance rates are achieved.
6.4.3 Sampling the parameters ψ

















with MX,.t as deﬁned in (78). The proposal density used is multivariate normal with mean
set at ψ
(i−1). Again, a tuning covariance matrix is selected to ensure that the chain produces
reasonable acceptance rates.
297 Extension 2: a Multi-Move Sampler
Thus far, the sampling of the latent factors has been described in terms of a single-move
blocking scheme, with that scheme underlying the numerical results in Section 5. As is
well-known, the correlation between successive values of the latent factors can impinge on
the performance of such algorithms; see for example, Kim, Shepherd and Chib (1998). This
is substantiated by our own results for the empirical application, as reported in Section 5.
A multi-move sampler can be applied to the ATS models using the Kalman Filtering and
Smoothing algorithm to generate candidate latent values for all time periods. This approach
takes advantage of the state space form described in equations (33) and (34) for the A1 (1)
model and equations (68) and (76) for the A1 (3) model. These models are not standard
linear state space models, due to the state dependent variance components. However, by
approximating the variance of the system equation so as to remove the state dependence,
the Kalman Filtering and Smoothing algorithm can be used to generate a block sample, with
an MH step applied to ensure that the samples are drawn from the actual state dependent
variance model. With reference to the system equations (68) for the A1 (3) model, one
possible approximation involves replacing the state dependent variance component, X1,t, at
iteration i in the Gibbs sampler, with the mean of the latent factor time series, ¯ X
(i−1)
1 , based











Alternatives to the mean include the ﬁrst or last X
(i−1)
1,t ,o ra n yv a l u e so fX
(i−1)
1,t within
the series that are considered representative. This approach can be described as a globally
linear approximation to the target model, which can be contrasted with the locally linear
approximation used by Polson, Stroud and Müller (2002), based on the introduction of an
additional latent multinominal random variable. Along the lines suggested in Shephard and
Pitt (1997), amongst others, the acceptance rate of the MH algorithm may be improved by
sampling the full latent factor vector in sub-blocks.
The Kalman Filtering and Smoothing algorithm can also be applied to sample the entire
time series of a latent factor when the latent factor process is not state dependent, that is,
when the model is conditionally linear in the state vector. In the case of the A1(3) model,
this applies to the sampling of the second and third factors, whereby the Kalman Filtering
30and Smoothing algorithm can be used to simulate these state vectors directly from their full
conditionals, without the need for the additional MH step.
8C o n c l u s i o n s
This paper has extended the concept of data augmentation to the estimation of ATS models.
An MCMC algorithm that incorporates the augmented yield data has been outlined and
applied both to data simulated from a one-factor ATS model, and to empirical data for
the Australian yield curve. Evidence has been produced to indicate that increasing the
degree of augmentation in the yield equation does increase estimation accuracy. The results
based on application of the methodology to the Australian yield curve data appear to be
most reasonable, although do highlight the limitations of using a one-factor model in an
empirical setting. The way in which the algorithm can be extended to cater for the more
empirically relevant three-factor model has been detailed. In addition, a potentially more
eﬃcient multi-move sampler based on the application of the Kalman Filter and Smoother to
an approximation to the state space representation of the ATS model has been proposed.
AD e r i v a t i o n o f KQ and uQ
This Appendix provides details of the relationship between the physical and risk-neutral




t = dWt + Λtdt,
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= ΣΨ + ΣΦXt.
Hence, we can derive the relationships between the risk neutral parameters and physical





































as in (16) and (17).
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35Table 1: Simulation Experiment: Varying Degrees of Augmentation of the Yield Curve;
Monthly Observations (T=500)
Actual Initial Posterior Posterior
Value Value Mean Standard Deviation
h =0 h =1 h =3 h =0 h =1 h =3
k 2.5 2.6 1.238 2.160 2.821 0.0202 0.0397 0.0485
µ 12.5 15.6 6.205 10.649 14.034 0.0960 0.1830 0.2353
λ −0.04 −0.06 −0.020 −0.067 −0.062 0.0064 0.0156 0.0253
σ2
1 0.05 1.0 0.010 0.035 0.054 0.0088 0.0049 0.0045
σ2
2 0.04 1.0 0.054 0.044 0.042 0.0046 0.0032 0.0029
σ2
3 0.03 1.0 0.033 0.031 0.032 0.0022 0.0021 0.0021
σ2
4 0.02 1.0 0.021 0.021 0.020 0.0013 0.0013 0.0013
σ2
5 0.01 1.0 0.010 0.010 0.010 0.0006 0.0005 0.0006
Table 2: Simulation Experiment: Varying Degrees of Augmentation of the Yield Curve with
Reduced Pricing Variances; Monthly Observations (T=500)
Actual Initial Posterior Posterior
Value Value Mean Standard Deviation
h =0 h =1 h =3 h =0 h =1 h =3
k 2.5 2.6 1.402 2.133 2.877 0.0187 0.0289 0.0279
µ 12.5 15.6 7.056 10.399 14.338 0.1062 0.1506 0.1274
λ −0.04 −0.06 −0.017 −0.089 −0.058 0.0040 0.0099 0.0146
σ2
1 0.01 1.0 0.0003 0.001 0.011 0.0011 0.0013 0.0015
σ2
2 0.01 1.0 0.014 0.013 0.011 0.0009 0.0009 0.0008
σ2
3 0.01 1.0 0.011 0.010 0.010 0.0007 0.0007 0.0007
σ2
4 0.01 1.0 0.010 0.010 0.010 0.0007 0.0006 0.0007
σ2
5 0.01 1.0 0.010 0.009 0.010 0.0006 0.0006 0.0006
36Table 3: Simulation Experiment: Varying Degrees of Augmentation of the Yield Curve;
Weekly Observations (T=500)
Actual Initial Posterior Posterior
Value Value Mean Standard Deviation
h =0 h =1 h =3 h =0 h =1 h =3
k 0.092 0.100 0.0979 0.0940 0.0940 0.0008 0.0016 0.0006
µ 0.54 0.600 0.5767 0.5789 0.5806 0.0050 0.0039 0.0037
λ −0.046 −0.050 −0.0495 −0.0441 −0.0452 0.0007 0.0015 0.0004
σ2
1 0.01 0.01 0.0103 0.0106 0.0109 0.0020 0.0020 0.0021
σ2
2 0.01 0.01 0.0119 0.0118 0.0117 0.0013 0.0013 0.0013
σ2
3 0.01 0.01 0.0108 0.0109 0.0109 0.0008 0.0008 0.0008
σ2
4 0.01 0.01 0.0104 0.0104 0.0104 0.0007 0.0007 0.0007
σ2
5 0.01 0.01 0.0096 0.0096 0.0096 0.0006 0.0006 0.0006
Figure 1: Weekly Australian Yield Curve Data from January 1990 to July 2000.
37Table 4: Empirical Estimates Based on Weekly Australian Yeld Curve Data.
Parameter Posterior Posterior Ineﬀ. MC 25th 50th 75th
Mean Std. Dev. Factor Error Perc. Perc. Perc.
k 0.1017 0.0030 828.2 0.0003 0.0997 0.1018 0.1038
µ 0.5872 0.0085 1440.1 0.0010 0.5806 0.5870 0.5935
λ −0.0331 0.0027 588.4 0.0002 −0.0350 −0.0331 −0.0315
σ2
1 1.3634 0.1063 9.3 0.0010 1.2902 1.3598 1.4328
σ2
2 0.3029 0.0250 52.0 0.0005 0.2854 0.3018 0.3191
σ2
3 1.6527 0.1094 79.9 0.0030 1.5774 1.6485 1.7242
σ2
4 4.2992 0.2603 9.1 0.0024 4.1207 4.2911 4.4687
σ2
5 4.8177 0.2921 7.7 0.0024 4.6174 4.8079 5.0090











































Figure 2: Empirical results for mean reversion parameter k. Time series (Top Left), Cumu-
lative Mean (Top Right), Histogram (Bottom Left), Autocorrelations (Bottom Right)














































Figure 3: Empirical results for parameter µ. Time series (Top Left), Cumulative Mean (Top
Right), Histogram (Bottom Left), Autocorrelations (Bottom Right)







































Figure 4: Empirical results for market price of risk parameter λ. Time series (Top Left),
Cumulative Mean (Top Right), Histogram (Bottom Left), Autocorrelations (Bottom Right)







































Figure 5: Empirical results for 90 day yield equation variance σ2
1. Time series (Top Left),
Cumulative Mean (Top Right), Histogram (Bottom Left), Autocorrelations (Bottom Right)
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