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ABSTRACT
This paper proposes a new method to compute the seman-
tic distance among items in collaborative filtering based on
k-nearest neighbors. This approach predicts the rating that
a user u would give to an item i calculating the similarity
between i and other items rated by u. This items’ simila-
rity is obtained using a semantic distance metric proposed
in this paper. The technique exploits ontologies available on
the Web through the Linked Open Data. This is possible be-
cause they have semantic descriptions, structured by links,
that define a knowledge domain. The equation to calculate
the semantic distance is an extension of a related work. We
propose to assign weight to links to show the specificity of
item’s categories. Our proposal was evaluated with a movies
dataset and it was shown that significant improvements can
be achieved when compared to the baseline without weigh-
ted links.
Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Information
Search and Retrieval - Information filtering, retrieval models
General Terms
Algorithms, Design
Keywords
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1. INTRODUÇÃO
A fim de auxiliar usua´rios durante o consumo de produ-
tos, sistemas Web passaram a incorporar mo´dulos de reco-
mendac¸a˜o de itens. As abordagens mais populares sa˜o a
baseada em conteu´do, que recomenda itens com caracter´ıs-
ticas/metadados que sa˜o do interesse do usua´rio alvo, e a
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colaborativa, que recomenda itens similares a`queles que fo-
ram apreciados anteriormente pelo usua´rio, ou alternativa-
mente, recomenda itens apreciados por outros usua´rios com
prefereˆncias similares ao usua´rio alvo [5][2].
Apesar da variedade de te´cnicas dispon´ıveis [9], um pro-
blema comum existente na maioria das abordagens e´ a falta
de informac¸o˜es semaˆnticas para representar os itens do acervo
e as prefereˆncias dos usua´rios do sistema. Trabalhos recen-
tes na a´rea de Sistemas de Recomendac¸a˜o teˆm estudado a
possibilidade de usar bases de conhecimento da Web como
fonte de informac¸o˜es semaˆnticas [3][6][7]. Este artigo mos-
tra os primeiros resultados obtidos na investigac¸a˜o de como
informac¸o˜es semaˆnticas provenientes de bases de conheci-
mento podem beneficiar sistemas de recomendac¸a˜o atrave´s
da descric¸a˜o semaˆntica das entidades envolvidas.
A pro´xima sec¸a˜o relaciona trabalhos que seguem a mesma
linha de pesquisa deste projeto. A sec¸a˜o 3 apresenta algu-
mas abordagens de sistemas de recomendac¸a˜o, enquanto a
sec¸a˜o 4 discute como elas podem se beneficiar das ontolo-
gias criadas em bases de conhecimento. A te´cnica proposta
neste artigo e´ detalhada na sec¸a˜o 5. Na sec¸a˜o 6 sa˜o apresen-
tados os experimentos realizados com uma base de dados no
domı´nio de filmes. Por fim, a sec¸a˜o 7 expo˜e as concluso˜es
alcanc¸adas e sugesto˜es para trabalhos futuros.
2. TRABALHOS RELACIONADOS
Atualmente pode-se observar um nu´mero crescente de tra-
balhos de sistemas de recomendac¸a˜o usando descric¸o˜es se-
maˆnticas extra´ıdas de bases de conhecimento.
Ostuni et al. [6] apresenta um aplicativo para dispositi-
vos mo´veis que recomenda filmes e pec¸as de teatro, o Cine-
mappy. O sistema de recomendac¸a˜o usa informac¸o˜es extra´ı-
das da DBpedia1 para construir as descric¸o˜es dos filmes e
calcular a similaridade entre os filmes e o perfil do usua´rio.
Di Noia et al. [3] criaram um sistema de recomendac¸a˜o ba-
seado em conteu´do que usa bases de conhecimento pu´blicas
inter-relacionadas, a Linked Open Data (LOD)2. O trabalho
propo˜e o modelo espac¸o vetorial para calcular a similaridade
entre os recursos nas bases de conhecimento DBpedia, Lin-
kedMDB3 e Freebase4.
Passant [7] descreve um sistema de recomendac¸a˜o de mu´-
sicas, dbrec. O sistema tem o apoio de uma ontologia para
1http://wiki.dbpedia.org/
2http://www.w3.org/wiki/SweoIG/TaskForces/
CommunityProjects/LinkingOpenData
3http://www.linkedmdb.org/
4https://www.freebase.com/
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obter a descric¸a˜o dos artistas e bandas. A similaridade en-
tre artistas e´ calculada por meio da distaˆncia semaˆntica e o
sistema retorna uma lista ranqueada com as mu´sicas dos ar-
tistas e bandas mais semelhantes a`s prefereˆncias do usua´rio.
Os estudos apresentados por Lees-Miller et al. [4] mos-
tram que a semelhanc¸a entre os itens de um acervo pode ser
estimada a partir da unia˜o ponderada de valores obtidos em
diferentes te´cnicas de ca´lculo de similaridade.
O sistema proposto neste artigo difere dos trabalhos de
Ostuni et al. [6] e Di Noia et al. [3] uma vez que eles usam
vetores para representar as caracter´ısticas dos itens e a dis-
taˆncia de cosseno para calcular a similaridade entre eles. Por
outro lado, a proposta assemelha-se a de Passant [7], ja´ que
ambos calculam a similaridade entre itens usando uma me´-
trica de distaˆncia semaˆntica que explora as ontologias das
bases de conhecimento. A diferenc¸a do sistema proposto
para o trabalho de Passant [7] e´ a distinc¸a˜o, e consequente
ponderac¸a˜o diferenciada, de links entre dois recursos que es-
ta˜o em n´ıveis diferentes na estrutura da ontologia utilizada.
Futuramente, pretende-se mesclar te´cnicas de ca´lculo de si-
milaridade como em Lees-Miller et al. [4].
3. FILTRAGEM COLABORATIVA
A filtragem colaborativa, em particular a baseada em vi-
zinhanc¸a, calcula uma lista de itens ainda na˜o acessados por
um usua´rio u, com base na opinia˜o de outros usua´rios, com
prefereˆncias semelhantes a`s do usua´rio u, sobre tais itens.
De forma similar, a filtragem colaborativa tambe´m pode re-
comendar um item i para o usua´rio u baseando-se nas ava-
liac¸o˜es dele sobre outros itens que sa˜o similares a i. Nesse
u´ltimo caso, o sistema prediz uma nota, rˆui, para um item
i, ainda na˜o avaliado pelo usua´rio u, calculando uma me´dia
das notas que o usua´rio u atribuiu aos itens similares a i [2].
O ca´lculo de similaridade entre itens ou entre usua´rios, geral-
mente, e´ realizado a partir de me´tricas de distaˆncia vetorial
aplicadas diretamente no vetor de notas de cada entidade.
Exemplos dessas me´tricas sa˜o a distaˆncia de cosseno, corre-
lac¸a˜o de Pearson e distaˆncia Euclideana [2]. O ca´lculo de rˆui
considera apenas os k vizinhos mais pro´ximos (k-NN) [2].
Tambe´m e´ poss´ıvel calcular a similaridade entre itens base-
ando-se nas caracter´ısticas dos mesmos, ao inve´s de calcula´-
la a partir apenas das notas atribu´ıdas pelos usua´rios. Ape-
sar de ser uma alternativa para o problema do novo usua´-
rio/item, tal abordagem pode na˜o ser eficiente quando na˜o
sa˜o considerados relacionamentos semaˆnticos, como equiva-
leˆncia ou especificidade, entre as caracter´ısticas que descre-
vem os itens.
Uma alternativa e´ obter as descric¸o˜es dos itens de forma
colaborativa e estruturada em sistemas da Web Semaˆntica.
Essa alternativa tambe´m ameniza o problema relacionado a
itens novos no acervo, que impede a recomendac¸a˜o de um
item enquanto ele na˜o for avaliado por um nu´mero conside-
ra´vel de usua´rios [5].
4. WEB SEMÂNTICA
Para viabilizar o desenvolvimento de aplicativos mais efi-
cientes, integrados e com maior carga semaˆntica, desenvol-
vedores e pesquisadores teˆm demonstrado um crescente in-
teresse em explorar os benef´ıcios advindos da Web Semaˆn-
tica. O propo´sito da Web Semaˆntica e´ o desenvolvimento
de estruturas de dados interpreta´veis e compartilha´veis por
ma´quinas para representar os dados na Web [1].
O principal interesse na Web Semaˆntica para o sistema
de recomendac¸a˜o descrito neste artigo e´ obter descric¸o˜es se-
maˆnticas dos itens do seu acervo a partir da ontologia que
estrutura os dados de cada base de conhecimento.
Uma ontologia e´ uma especificac¸a˜o expl´ıcita e formal de
uma conceitualizac¸a˜o compartilhada [1]. A cieˆncia da com-
putac¸a˜o e informac¸a˜o tem demonstrado especial interesse
no uso de ontologias nas u´ltimas de´cadas visando, principal-
mente, representar e compartilhar o conhecimento de domı´-
nios. A OWL e´ a linguagem comumente usada para definir
ontologias de forma a representar a semaˆntica de um domı´-
nio de conhecimento.
Bases de conhecimento, por sua vez, sa˜o aplicac¸o˜es da
Web Semaˆntica que armazenam e recuperam informac¸o˜es
descritas no formato RDF, assim como realizam interpre-
tac¸o˜es semaˆnticas definidas por OWL. Um sistema de re-
comendac¸a˜o pode, por exemplo, encontrar informac¸o˜es em
uma base de conhecimento que representem itens do seu
acervo e explorar a estrutura da ontologia, sob a qual as in-
formac¸o˜es esta˜o organizadas, para encontrar relacionamen-
tos entre tais itens. Esses relacionamentos podem ser medi-
dos por meio do ca´lculo da distaˆncia semaˆntica [8], a fim de
se estimar a similaridade entre dois itens:
LDSDi(ra, rb) =
1
1 + Cio(n, ra, rb) + Cii(n, ra, rb)
(1)
onde ra e rb sa˜o dois recursos a serem comparados, n repre-
senta o nu´mero de links distintos que ligam os dois recursos.
Cio e Cii contabilizam os links distintos e indiretos (com
outros recursos no meio do caminho) encontrados entre os
dois recursos. Cio contabiliza os links em que ra e rb sa˜o su-
jeitos em instruc¸o˜es RDF, enquanto Cii contabiliza os links
em que ra e rb sa˜o objetos em instruc¸o˜es RDF [8].
Um problema da me´trica de distaˆncia semaˆntica apresen-
tada na Equac¸a˜o 1 e´ que na˜o ha´ uma distinc¸a˜o dos links de
forma a atribuir maior relevaˆncia aos relacionamentos pro´-
ximos em detrimento dos mais distantes. Dessa maneira, a
pro´xima sec¸a˜o propo˜e uma nova me´trica que visa melhorar
o ca´lculo da distaˆncia semaˆntica entre os itens.
5. SISTEMA PROPOSTO
O sistema proposto consiste, basicamente, em uma te´cnica
de filtragem colaborativa que utiliza a ontologia de uma ou
mais bases de conhecimento para construir a representac¸a˜o
dos itens dispon´ıveis e os perfis dos usua´rios do sistema com
maior carga semaˆntica. Inicialmente neste artigo e´ explo-
rada apenas a similaridade entre itens, mas em trabalhos
futuros, pretende-se alcanc¸ar melhor desempenho ao com-
parar itens entre si, perfis de itens com perfis de usua´rios,
e/ou usua´rios entre si, devido ao alto n´ıvel de detalhes sobre
os elementos dispon´ıveis. O sistema e´ adapta´vel a outros do-
mı´nios como o de Livros e Mu´sicas, pore´m, os experimentos
iniciais descritos neste trabalho foram focados no domı´nio
de filmes.
5.1 Obtenção de Descrições Semânticas
O sistema proposto precisa de uma base de dados, na qual
sejam armazenados os dados referentes aos filmes dispon´ı-
veis, aos usua´rios que acessam os filmes e a`s notas atribu´ıdas
aos filmes por cada um desses usua´rios. Ale´m dessa base de
dados, o sistema tambe´m depende de uma base de conheci-
mento, cujos dados estejam estruturados e relacionados sob
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as regras de uma ontologia de forma a comporem recursos
que representara˜o entidades do domı´nio trabalhado. As ba-
ses de conhecimento devem ser abrangentes para que o maior
nu´mero de itens poss´ıvel seja representado por um recurso.
Assim, foi criado um banco de dados MySQL5 para ar-
mazenar informac¸o˜es sobre filmes e notas atribu´ıdas por
usua´rios, que foram importadas da base HetRec 2011, com
2.113 usua´rios e 10.197 filmes, uma me´dia de avaliac¸o˜es igual
a 404.921 por usua´rio e 84.637 por filme, disponibilizada
pelo GroupLens6. Ale´m disso, uma triple store local foi cri-
ada, visando um maior desempenho em tempo de execuc¸a˜o,
usando Blazegraph7. Foram inseridas somente as instruc¸o˜es
RDF de interesse para o domı´nio trabalhado. Essas ins-
truc¸o˜es foram importadas de documentos gerados por um
sistema auxiliar que obtem tais instruc¸o˜es por meio de con-
sultas SPARQL a` DBpedia8.
O sistema realiza buscas na triple store local por recur-
sos que representem os filmes cadastrados na banco MySQL.
Quando os recursos sa˜o encontrados, as respectivas catego-
rias associadas a eles sa˜o usadas para descrever semaˆntica-
mente o filme. Ale´m dessas categorias, diretamente ligadas
aos recursos, as categorias superiores na estrutura hiera´r-
quica, mais gene´ricas, tambe´m sa˜o consideradas. As cate-
gorias gene´ricas sa˜o obtidas por meio do link “skos:broader”
em consultas SPARQL como segue:
SELECT DISTINCT ?entity WHERE
<http://dbpedia.org/resource/
Category:Horror films> skos:broader ?entity.
Quando na˜o sa˜o encontradas descric¸o˜es semaˆnticas sobre
determinados itens, a comparac¸a˜o deles com outros itens
do acervo resulta em ma´xima dissimilaridade. Pretende-se
usar outras te´cnicas de ca´lculo de similaridade nesses casos
em trabalhos futuros.
5.2 Cálculo da Distância Semântica
Apo´s associar os itens aos recursos, e´ aplicada uma me´-
trica de distaˆncia semaˆntica que explora a hierarquia das
categorias associadas a cada recurso. No caso do domı´nio
de filmes, cada filme sera´ associado a um recurso descrito
na base de conhecimento e cada recurso estara´ relacionado
a uma ou va´rias categorias. Um exemplo e´ quando utiliza-se
a base DBpedia, conforme ilustrado na Figura 1, onde sa˜o
obtidas categorias como “Space adventure films” ou “Extra-
terrestrial life in popular culture”. A explorac¸a˜o sobre a hie-
rarquia dessas categorias pode ser realizada por meio do link
“skos:broader” revelando a especificidade de cada categoria
e permitindo encontrar ancestrais comuns entre categorias
distintas. A Figura 1 exemplifica como dois filmes (Alien
e Lost in Space) podem estar relacionados explorando-se a
estrutura hiera´rquica de seus geˆneros.
A proposta apresentada neste artigo propo˜e a contagem de
quantos relacionamentos indiretos existem entre dois filmes
para calcular a distaˆncia semaˆntica entre eles, realizando
uma alterac¸a˜o na Equac¸a˜o 1 [8]. Cada ancestral comum
encontrado entre categorias associadas a filmes diferentes
tambe´m sa˜o contabilizados como links indiretos, pore´m, es-
ses links tera˜o pesos diferentes dependendo do n´ıvel em que
5https://www.mysql.com/
6http://grouplens.org/
7http://www.blazegraph.com/
8http://wiki.dbpedia.org/
Figure 1: O ancestral comum “Space in fiction”
das categorias “Space adventure films” e “Extrater-
restrial life in popular culture” revelam um relacio-
namento entre o filme Alien e o episo´dio Lost in
Space.
se encontram na hierarquia das categorias, conforme obser-
vado nas Equac¸o˜es 2 e 3:
C′io(n, ra, rb) =
∑
n∈Nio(ra,rb)
1
1 + log2 kn
(2)
LDSDiExt(ra, rb) =
1
1 + C′io(n, ra, rb)
(3)
onde Nio(ra, rb) e´ o conjunto de links indiretos e distintos,
n, que saem de ra e rb em direc¸a˜o ao ancestral comum mais
pro´ximo; e kn e´ o nu´mero de categorias existentes em cada
link. A equac¸a˜o original apresentada por Passant [8] conta-
biliza tambe´m os links Cii, que tambe´m representam liga-
c¸o˜es indiretas, mas no sentido contra´rio. Nenhum link desse
tipo foi explorado nos experimentos atuais. Desse modo, Cii
foi omitido, pois sempre resultara´ em zero.
Assim, o link ilustrado na Figura 1 incrementa Cio(n, ra, rb)
em 1, ao passo que C′io(n, ra, rb) e´ incrementado em≈ 0,3868,
pois existem 3 categorias entre os dois filmes.
O ca´lculo da distaˆncia semaˆntica entre dois recursos re-
vela a similaridade entre eles. Portanto, a proposta consiste
em calcular a similaridade entre itens a partir da distaˆn-
cia semaˆntica (Equac¸a˜o 3), ao inve´s de buscar usua´rios com
perfis semelhantes ou usua´rios que ja´ avaliaram o item candi-
dato a` recomendac¸a˜o para observar os itens que receberam
a mesma nota. A partir deste ponto, a nota predita para
cada item i ainda na˜o avaliado pelo usua´rio alvo e´ calculada
considerando-se apenas os k itens mais similares a i, ja´ ava-
liados, conforme descrito na sec¸a˜o 3, filtragem colaborativa
baseada em vizinhanc¸a de itens [2].
6. AVALIAÇÃO
O framework Lenskit9 foi usado para viabilizar o desen-
volvimento, execuc¸a˜o e comparac¸a˜o de treˆs sistemas que teˆm
como base o mesmo algoritmo de sistema de recomendac¸a˜o.
Os resultados obtidos pela proposta foram comparados com
os resultados das outras duas abordagens baselines que tam-
be´m sa˜o baseadas em vizinhanc¸a com a predic¸a˜o de notas.
Sa˜o eles: i) ItemItemLDSDi, que realiza o ca´lculo da simila-
ridade semaˆntica por meio da me´trica proposta por Passant
[8] (Equac¸a˜o 1); e ii) ItemItemDefault, que realiza o ca´lculo
de similaridade com base apenas nas notas [2], utilizando a
implementac¸a˜o padra˜o do framework Lenskit. Os sistemas
foram submetidos ao me´todo de validac¸a˜o cruzada com 5
partic¸o˜es e comparados em mais de um cena´rio, nos quais o
9http://lenskit.org/
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nu´mero de vizinhos foi alterado em cada bateria de experi-
mentos. A base de dados usada foi a HetRec 2011, conforme
mencionado na sec¸a˜o 5.1, e a me´trica utilizada para anali-
sar os resultados dos treˆs sistemas foi a RMSE (Root Mean
Square Error) [10].
Comparando o sistema proposto (ItemItemLDSDiExt) com
o ItemItemLDSDi, pode-se observar um desempenho supe-
rior, estatisticamente significativo (p-value < 0,05) na me´-
trica RMSE (Figura 2 e Tabela 1). Isso comprova que existe
uma relevaˆncia maior quando o link que une dois recursos
indiretamente em uma base de conhecimentos possui poucos
recursos entre eles na estrutura hiera´rquica.
Figure 2: Representac¸a˜o gra´fica dos valores de
RMSE a partir dos resultados obtidos por cada sis-
tema comparado.
Table 1: Resultados obtidos. Os valores sa˜o estatis-
ticamente significativos em relac¸a˜o ao crite´rio con-
vencional (p-value < 0,05).
Algoritmo RMSE
ItemItemLDSDi 0,877435± 0,005524
ItemItemLDSDiExt 0,870366± 0,006035
Pore´m, quando comparamos a proposta com o ItemItem-
Default, observa-se que o desempenho e´ inferior. Isso sugere
que a utilizac¸a˜o de notas para ca´lculo de similaridade entre
itens ainda e´ um fator predominante para o correto funci-
onamento da filtragem colaborativa baseada em vizinhanc¸a
de itens. O baixo desempenho das abordagens que usam
apenas a distaˆncia semaˆntica pode ser atribu´ıdo ao fato de
uma quantidade significativa de filmes do acervo na˜o ter uma
entidade correspondente na triple store, ou seja, o sistema
na˜o encontrou descric¸o˜es semaˆnticas para um nu´mero de fil-
mes e a distaˆncia semaˆntica entre esses filmes e os demais
na˜o poˆde ser calculada. Levando em considerac¸a˜o esses re-
sultados, pretende-se, como pro´ximo passo, desenvolver uma
te´cnica que ira´ combinar as notas dispon´ıveis com a distaˆn-
cia semaˆntica entre os itens, quando estes apresentarem os
recursos na triple store.
Apesar do sistema proposto na˜o superar o desempenho do
sistema convencional (ItemItemDefault), que tem o ca´lculo de
similaridade baseado em notas, ele obteve resultados melho-
res que o ItemItemLDSDi, cujo ca´lculo da similaridade e´ tam-
be´m baseado na distaˆncia semaˆntica. Isso demonstra que a
ponderac¸a˜o dos links indiretos entre dois recursos, conforme
o n´ıvel de especializac¸a˜o em que a ligac¸a˜o ocorre, influencia
positivamente o ca´lculo da similaridade entre esses recursos.
7. CONCLUSÃO
Este artigo apresentou um sistema de filtragem colabora-
tiva baseada em vizinhanc¸a que calcula a similaridade entre
itens usando uma me´trica de distaˆncia semaˆntica usando on-
tologias disponibilizadas pela Linked Open Data. A me´trica
e´ uma extensa˜o de um trabalho relacionado, e os resulta-
dos mostraram que a ponderac¸a˜o de links indiretos entre
recursos e´ uma funcionalidade que pode melhorar o ca´lculo
de similaridade. Apesar da te´cnica proposta gerar resulta-
dos inferiores a` abordagem tradicional, que calcula a simi-
laridade de itens a partir das notas de usua´rios, o presente
artigo representa um passo inicial em direc¸a˜o ao desenvolvi-
mento de te´cnicas semaˆnticas mais eficientes para melhorar
a acura´cia da recomendac¸a˜o.
Em trabalhos futuros, pretende-se utilizar o ca´lculo da
similaridade baseada em notas em conjunto com o ca´lculo
baseado em descric¸o˜es semaˆnticas para melhorar os resulta-
dos, de modo a reduzir problemas como os casos em que na˜o
foram encontradas descric¸o˜es semaˆnticas para determinados
itens.
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