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Resumo
Pesquisas recentes na a´rea de arquiteturas reconfigura´veis mostram que elas oferecem
um desempenho melhor que os processadores de propo´sito geral (GPPs – General Purpose
Processors), aliado a uma maior flexibilidade que os ASICs (Application Specific Integrated
Circuits). Uma mesma arquitetura reconfigura´vel pode ser adaptada para implementar
aplicac¸o˜es diferentes, permitindo a especializac¸a˜o do hardware de acordo com a demanda
computacional da aplicac¸a˜o.
Neste trabalho, no´s estudamos o projeto de sistemas dedicados baseado em uma
arquitetura reconfigura´vel. Adotamos a abordagem de extensa˜o do conjunto de instruc¸o˜es,
na qual o conjunto de instruc¸o˜es de um GPP e´ acrescido de instruc¸o˜es especializadas para
uma aplicac¸a˜o. Estas instruc¸o˜es correspondem a trechos da aplicac¸a˜o e sa˜o executadas
em um datapath dinamicamente reconfigura´vel, adicionado ao hardware do GPP.
O tema central desta tese e´ o problema de compartilhamento de recursos no projeto
do datapath reconfigura´vel. Dado que os trechos da aplicac¸a˜o sa˜o modelados como grafos
de fluxo de dados e controle (Control/Data-Flow Graphs – CDFGs), o problema de
combinac¸a˜o de CDFGs consiste em projetar um datapath reconfigura´vel com a´rea mı´nima.
No´s apresentamos uma demonstrac¸a˜o de que este problema e´ NP-completo.
Nossas principais contribuic¸o˜es sa˜o dois algoritmos heur´ısticos para o problema de
combinac¸a˜o de CDFGs. O primeiro tem o objetivo de minimizar a a´rea das interconexo˜es
do datapath reconfigura´vel, enquanto que o segundo visa a minimizac¸a˜o da a´rea total.
Avaliac¸o˜es experimentais mostram que nossa primeira heur´ıstica resultou em uma reduc¸a˜o
me´dia de 26,2% na a´rea das interconexo˜es, em relac¸a˜o ao me´todo mais utilizado na
literatura. O erro ma´ximo de nossas soluc¸o˜es foi em me´dia 4,1% e algumas soluc¸o˜es
o´timas foram obtidas. Nosso segundo algoritmo teve tempos de execuc¸a˜o compara´veis
ao me´todo mais ra´pido conhecido, obtendo uma reduc¸a˜o me´dia de 20% na a´rea. Em
relac¸a˜o ao melhor me´todo para a´rea conhecido, nossa heur´ıstica produziu a´reas um pouco
menores, alcanc¸ando um speedup me´dio de 2500. O algoritmo proposto tambe´m produziu
a´reas menores, quando comparado a uma ferramenta de s´ıntese comercial.
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Abstract
Recent work in reconfigurable architectures shows that they offer a better performance
than general purpose processors (GPPs), while offering more flexibility than ASICs
(Application Specific Integrated Circuits). A reconfigurable architecture can be adapted
to implement different applications, thus allowing the specialization of the hardware
according to the computational demands.
In this work we describe an embedded systems project based on a reconfigurable
architecture. We adopt an instruction set extension technique, where specialized
instructions for an application are included into the instruction set of a GPP. These
instructions correspond to sections of the application, and are executed in a dynamically
reconfigurable datapath, added to the GPP’s hardware.
The central focus of this theses is the resource sharing problem in the design of
reconfigurable datapaths. Since the application sections are modeled as control/data-flow
graphs (CDFGs), the CDFG merging problem consists in designing a reconfigurable
datapath with minimum area. We prove that this problem is NP-complete.
Our main contributions are two heuristic algorithms to the CDFG merging problem.
The first has the goal of minimizing the reconfigurable datapath interconnection area,
while the second minimizes its total area.
Experimental evaluation showed that our first heuristic produced an average 26.2%
area reduction, with respect to the most used method. The maximum error of our
solutions was on average 4.1%, and some optimal solutions were found. Our second
algorithm approached, in execution times, the fastest previous solution, and produced
datapaths with an average area reduction of 20%. When compared to the best known
area solution, our approach produced slightly better areas, while achieving an average
speedup of 2500. The proposed algorithm also produced smaller areas, when compared
to an industry synthesis tool.
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Cap´ıtulo 1
Introduc¸a˜o
1.1 Sistemas Dedicados e Computac¸a˜o
Reconfigura´vel
Como o mercado de sistemas dedicados tem crescido drasticamente nos u´ltimos anos,
programas executados nestes sistemas oferecem grandes desafios para projetistas de
compiladores e arquiteturas. Alto desempenho, baixo consumo de energia, baixo custo,
curto tempo de desenvolvimento e capacidade de manipular grandes volumes de dados
sa˜o alguns dos requisitos impostos no desenvolvimento destas aplicac¸o˜es [85]. Diferentes
arquiteturas teˆm sido utilizadas na implementac¸a˜o de sistemas dedicados, incluindo
processadores de propo´sito geral (GPPs – General Purpose Processors), plataformas de
computac¸a˜o reconfigura´vel e Application Specific Integrated Circuits (ASICs) [30]. Cada
uma destas abordagens traz compromissos entre flexibilidade e desempenho do sistema.
Os GPPs representam as arquiteturas mais flex´ıveis, pois implementam um
determinado conjunto de instruc¸o˜es e permitem a execuc¸a˜o de programas descritos a
partir destas instruc¸o˜es. Alterando-se simplesmente o software, diferentes aplicac¸o˜es
podem ser executadas. No entanto, esta flexibilidade compromete seu desempenho. O
processador precisa ler cada instruc¸a˜o da memo´ria, decodifica´-la e so´ enta˜o executa´-la.
Ale´m disso, o conjunto de instruc¸o˜es de um GPP e´ imuta´vel a partir do momento em que
o processador e´ projetado. Assim, qualquer outra operac¸a˜o necessa´ria para uma aplicac¸a˜o
precisa ser implementada usando apenas as instruc¸o˜es existentes, o que pode resultar em
um alto overhead de execuc¸a˜o considerando-se cada operac¸a˜o individual. Para obter um
desempenho razoa´vel em uma grande diversidade de aplicac¸o˜es, os GPPs gastam uma
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Desempenho
Flexibilidade
ASIC
Arquitetura
reconfigura´vel
GPP
Figura 1.1: Compromisso entre flexibilidade e desempenho
a´rea substancial do chip com memo´rias cache de instruc¸o˜es e de dados e mecanismos
complexos para execuc¸a˜o especulativa e predic¸a˜o de desvios.
Na outra extremidade do espectro esta˜o os ASICs que implementam toda a aplicac¸a˜o
em hardware. ASICs possuem um melhor desempenho quando comparados aos GPPs,
pois a arquitetura e´ especializada para uma determinada aplicac¸a˜o. Assim, sa˜o capazes
de extrair da aplicac¸a˜o bastante paralelismo de granularidade fina, e implementar de
forma eficiente operac¸o˜es espec´ıficas desta. No entanto, implementac¸o˜es em ASIC na˜o
sa˜o flex´ıveis, pois apo´s a fabricac¸a˜o o circuito na˜o pode ser alterado. Se for necessa´ria a
modificac¸a˜o de alguma parte do circuito, ele deve ser reprojetado e fabricado novamente.
Ale´m disso, custos elevados de projeto e fabricac¸a˜o e a pressa˜o por lanc¸ar produtos no
mercado em tempos cada vez menores tornam a utilizac¸a˜o de ASICs via´vel apenas para
aplicac¸o˜es muito bem definidas e amplamente utilizadas, onde os altos custos possam ser
amortizados pela grande quantidade de unidades vendidas [80].
Um novo paradigma em Computac¸a˜o vem surgindo [28, 67], no qual arquiteturas
reconfigura´veis permitem um compromisso intermedia´rio entre flexibilidade e desempenho.
Tal compromisso possibilita um desempenho melhor que aquele de programas executados
em GPPs, aliado a uma maior flexibilidade que as implementac¸o˜es em hardware dos ASICs
[21], como ilustrado na Figura 1.1. Computac¸a˜o reconfigura´vel utiliza uma arquitetura que
pode ser adaptada para realizar diferentes computac¸o˜es. A capacidade de reconfigurac¸a˜o
permite que os recursos da arquitetura sejam reutilizados, simplesmente configurando o
hardware novamente apo´s o fim de uma computac¸a˜o. A reconfigurac¸a˜o pode ser definida
estaticamente ou ser baseada em resultados intermedia´rios gerados pelas computac¸o˜es
anteriores [6].
Arquiteturas reconfigura´veis permitem, com sua maior flexibilidade, executar
1.2. Objetivos e Contribuic¸o˜es do Trabalho 3
diferentes classes de aplicac¸a˜o em uma u´nica plataforma. Devido a` sua adaptabilidade,
elas tambe´m permitem a explorac¸a˜o do paralelismo de granularidade fina e grossa,
atrave´s da adaptac¸a˜o do hardware para computac¸o˜es espec´ıficas de cada aplicac¸a˜o.
Arquiteturas reconfigura´veis oferecem o que e´ denominado density advantage, por obterem
um desempenho maior por unidade de a´rea de sil´ıcio que os GPPs [27].
Reconfigurac¸a˜o dinaˆmica permite tambe´m a alterac¸a˜o da configurac¸a˜o da arquitetura
em tempo de execuc¸a˜o, durante a operac¸a˜o do sistema. Assim, o hardware pode ser
especializado na˜o somente para cada aplicac¸a˜o mas tambe´m para diferentes partes de
uma aplicac¸a˜o. De maneira similar ao mecanismo de memo´ria virtual em GPPs, uma
arquitetura dinamicamente reconfigura´vel pode ser vista como um “hardware virtual”,
em que configurac¸o˜es de hardware sa˜o carregadas e retiradas da arquitetura quando
necessa´rio, permitindo inclusive que implementac¸o˜es maiores que o hardware dispon´ıvel
possam ser realizadas [21].
Algumas arquiteturas reconfigura´veis foram projetadas e veˆm sendo pesquisadas [13,
31, 35, 43, 65, 72]. Estas arquiteturas foram utilizadas para implementar aplicac¸o˜es de
diversos domı´nios e algumas permitem um ganho significativo de desempenho quando
comparadas aos GPPs. Alguns exemplos destas aplicac¸o˜es sa˜o: seguranc¸a, criptografia,
compressa˜o de dados, comunicac¸o˜es, algoritmos gene´ticos, emparelhamento de padro˜es,
processamento de imagens, processamento de sinais e operac¸o˜es aritme´ticas complexas.
1.2 Objetivos e Contribuic¸o˜es do Trabalho
Este trabalho faz parte de um projeto desenvolvido no Laborato´rio de Sistemas de
Computac¸a˜o (LSC) do Instituto de Computac¸a˜o da UNICAMP, cujo objetivo e´ o estudo
e desenvolvimento de sistemas dedicados e arquiteturas reconfigura´veis.
O propo´sito final do projeto e´ desenvolver um processador com conjunto de
instruc¸o˜es espec´ıfico para a aplicac¸a˜o (ASIP – Application-Specific Instruction Set
Processor), empregando-se a abordagem de especializac¸a˜o do conjunto de instruc¸o˜es.
Nesta abordagem, o conjunto de instruc¸o˜es de um GPP e´ estendido com instruc¸o˜es
espec´ıficas para um domı´nio ou aplicac¸a˜o. O problema consiste em detectar trechos
na aplicac¸a˜o que, quando implementados em hardware como instruc¸o˜es especializadas,
maximizem o desempenho da aplicac¸a˜o. Tais instruc¸o˜es sa˜o implementadas em unidades
funcionais espec´ıficas, adicionadas ao hardware do GPP, formando assim um processador
especializado.
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A contribuic¸a˜o deste trabalho ao projeto do LSC e´ pesquisar te´cnicas que permitam
sintetizar um datapath reconfigura´vel capaz de implementar uma unidade funcional
especializada. O datapath deve poder ser reconfigurado dinamicamente realizando a
computac¸a˜o correspondente a cada instruc¸a˜o espec´ıfica. Para isso, os trechos da aplicac¸a˜o
correspondentes a`s novas instruc¸o˜es sa˜o representados como grafos de fluxo de dados e
controle (Control/Data-Flow Graphs – CDFGs).
A alocac¸a˜o e o compartilhamento de recursos no projeto do datapath reconfigura´vel sa˜o
os principais objetos de estudo deste trabalho. Mais especificamente, deseja-se desenvolver
te´cnicas para um problema denominado “Combinac¸a˜o de CDFGs”, que consiste em
encontrar um datapath com a´rea mı´nima.
As principais contribuic¸o˜es do presente trabalho sa˜o:
• A estruturac¸a˜o das etapas do fluxo de projeto de sistemas dedicados, baseado em
um modelo de arquitetura reconfigura´vel.
• Uma demonstrac¸a˜o de que o problema de combinac¸a˜o de CDFGs para o projeto de
um datapath reconfigura´vel, e´ NP-completo.
• O desenvolvimento de um algoritmo heur´ıstico para este problema, visando
minimizar a a´rea das interconexo˜es do datapath reconfigura´vel. Experimentos
mostraram que esta heur´ıstica obteve uma reduc¸a˜o me´dia da a´rea das interconexo˜es
de 26,2%, em relac¸a˜o ao me´todo mais utilizado na literatura. O erro ma´ximo das
soluc¸o˜es geradas foi em me´dia 4,1% e algumas soluc¸o˜es o´timas foram encontradas.
• O desenvolvimento de um segundo algoritmo heur´ıstico para o problema, com o
objetivo de minimizar a a´rea total do datapath. Nos experimentos, esta heur´ıstica
teve tempos de execuc¸a˜o compara´veis ao me´todo mais ra´pido conhecido, obtendo
uma reduc¸a˜o me´dia da a´rea de 20%. Em relac¸a˜o ao melhor me´todo para a´rea
conhecido, o algoritmo proposto produziu datapaths com a´reas um pouco melhores,
com speedups significativos. Quando analisado em relac¸a˜o a uma ferramenta de
s´ıntese comercial, a heur´ıstica proposta tambe´m produziu datapaths com a´rea menor.
1.2.1 Publicac¸o˜es
Este texto organiza os resultados parciais divulgados nas seguintes revistas,
confereˆncias e relato´rio te´cnico:
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• Efficient Datapath Merging for Partially Reconfigurable Architectures,
N. Moreano, E. Borin, C. Souza e G. Araujo,
IEEE Transactions on Computer-Aided Design of Integrated Circuits and Systems
(TCAD), volume 24, nu´mero 7, pp. 969-980, Julho 2005.
• Fast Instruction Set Customization,
E. Borin, F. Klein, N. Moreano, R. Azevedo e G. Araujo,
Proceedings of the Second IEEE Workshop on Embedded Systems for Real-Time
Multimedia (ESTIMEDIA), pp. 53-58, Setembro 2004.
• The Design of Dynamically Reconfigurable Datapath Coprocessors,
Z. Huang, S. Malik, N. Moreano e G. Araujo,
ACM Transactions on Embedded Computing Systems (TECS), volume 3, nu´mero 2,
pp. 361-384, Maio 2004.
• The Datapath Merging Problem in Reconfigurable Systems: Lower Bounds and
Heuristic Evaluation,
C. Souza, A. Lima, N. Moreano e G. Araujo,
Proceedings of the Third International Workshop on Experimental and Efficient
Algorithms (WEA), Lecture Notes in Computer Science, volume 3059, pp. 545-558,
Maio 2004.
• Datapath Merging and Interconnection Sharing for Reconfigurable Architectures,
N. Moreano, G. Araujo, Z. Huang e S. Malik,
Proceedings of the 15th ACM International Symposium on System Synthesis (ISSS),
pp. 38-43, Outubro 2002.
• CDFG Merging for Reconfigurable Architectures,
N. Moreano, G. Araujo e C. Souza,
Relato´rio Te´cnico nu´mero 18/2003, Instituto de Computac¸a˜o – UNICAMP, 2003.
1.3 Organizac¸a˜o do Texto
Este texto esta´ dividido em sete cap´ıtulos. O Cap´ıtulo 2 apresenta uma introduc¸a˜o a`
a´rea de arquiteturas reconfigura´veis. Crite´rios para classificac¸a˜o destas arquiteturas e os
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desafios relacionados ao seu projeto sa˜o abordados. Ale´m disso, sa˜o descritas arquiteturas
propostas em alguns trabalhos desenvolvidos na a´rea de computac¸a˜o reconfigura´vel.
O Cap´ıtulo 3 apresenta uma plataforma para o projeto de sistemas dedicados,
baseada em uma arquitetura reconfigura´vel. A abordagem de especializac¸a˜o do conjunto
de instruc¸o˜es adotada neste trabalho e´ descrita, assim como as etapas do fluxo de
desenvolvimento de um sistema dedicado. O modelo de arquitetura reconfigura´vel
utilizado tambe´m e´ apresentado.
O problema de combinac¸a˜o de CDFGs para o projeto de um datapath reconfigura´vel e´
tratado no Cap´ıtulo 4. Uma descric¸a˜o formal deste problema e´ apresentada, juntamente
com uma prova de que ele e´ NP-completo. Sa˜o tambe´m descritas diversas soluc¸o˜es ja´
propostas para este problema, encontradas na literatura.
Os Cap´ıtulos 5 e 6 apresentam os dois algoritmos heur´ısticos propostos neste trabalho
para o problema de combinac¸a˜o de CDFGs. O primeiro tem o objetivo de minimizar a a´rea
das interconexo˜es do datapath reconfigura´vel, enquanto que o segundo visa a minimizac¸a˜o
da a´rea total. Cada algoritmo e´ descrito e avaliado atrave´s de uma se´rie de experimentos.
Finalmente, o Cap´ıtulo 7 apresenta as principais contribuic¸o˜es deste trabalho e aponta
poss´ıveis trabalhos futuros.
Cap´ıtulo 2
Arquiteturas Reconfigura´veis
Este cap´ıtulo da´ uma visa˜o geral da a´rea de computac¸a˜o reconfigura´vel. A Sec¸a˜o 2.1
apresenta um modelo ba´sico de arquitetura reconfigura´vel e enumera os principais
crite´rios utilizados na classificac¸a˜o destas arquiteturas. Alguns dos principais projetos de
arquiteturas reconfigura´veis existentes na literatura sa˜o descritos na Sec¸a˜o 2.2, enquanto
que a Sec¸a˜o 2.3 discute alguns dos desafios mais relevantes da computac¸a˜o reconfigura´vel.
2.1 Modelo e Crite´rios de Classificac¸a˜o
As arquiteturas reconfigura´veis propostas ate´ hoje (circa 2005) diferenciam-se
consideravelmente em va´rios aspectos de sua organizac¸a˜o. A Figura 2.1 mostra um
modelo bastante abstrato de arquitetura reconfigura´vel que engloba os principais aspectos
deste paradigma [6, 57]. Dentre as va´rias caracter´ısticas que distingu¨em arquiteturas
reconfigura´veis, as principais sa˜o o grau de acoplamento do componente reconfigura´vel
com o processador hospedeiro, a granularidade do bloco lo´gico ba´sico do componente
reconfigura´vel e a rede de interconexo˜es entre os blocos lo´gicos dentro do componente
reconfigura´vel [15, 21].
2.1.1 Acoplamento
O acoplamento de uma arquitetura reconfigura´vel refere-se a` forma de conexa˜o entre
o processador hospedeiro e o componente reconfigura´vel. Em geral, quanto maior o grau
de acoplamento entre o processador hospedeiro e o componente reconfigura´vel, menor e´ o
overhead de comunicac¸a˜o entre eles, logo o componente reconfigura´vel pode ser utilizado
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Componente
reconfigura´vel
Processador
hospedeiro
Memo´ria
Rede de interconexo˜es
Figura 2.1: Modelo abstrato de arquitetura reconfigura´vel
mais frequ¨entemente dentro da aplicac¸a˜o. Por outro lado, componentes mais fracamente
acoplados geralmente possuem uma maior capacidade computacional (e por conseguinte
uma maior a´rea), operando por mais tempo sem intervenc¸a˜o do processador, e permitindo
assim uma maior explorac¸a˜o de paralelismo [6, 21].
Em sistemas fortemente acoplados, o componente reconfigura´vel e´ uma unidade
funcional reconfigura´vel (RFU – Reconfigurable Functional Unit), integrada ao datapath
do processador hospedeiro da forma semelhante a`s demais unidades funcionais do mesmo.
A RFU e´ capaz de executar operac¸o˜es espec´ıficas de uma aplicac¸a˜o ou domı´nio e usa o
conjunto de registradores do processador para obter operandos e armazenar resultados.
Assim, tem-se o ambiente de programac¸a˜o tradicional do processador, acrescido de
instruc¸o˜es especializadas que podem ser modificadas dinamicamente. PRISC [65] e
Chimaera [87] sa˜o exemplos de arquiteturas com RFUs.
O componente reconfigura´vel pode ser utilizado como um coprocessador do
processador hospedeiro, em um sistema de me´dio acoplamento, formando uma arquitetura
h´ıbrida. O coprocessador e´ capaz de executar por va´rios ciclos sem a intervenc¸a˜o do
processador (e possivelmente concorrentemente com ele). O processador inicializa o
coprocessador, enviando os dados necessa´rios, o coprocessador realiza a computac¸a˜o
independentemente do processador e retorna os resultados. Um exemplo desta abordagem
e´ a arquitetura Garp [13].
Um sistema de me´dio acoplamento pode tambe´m usar o componente reconfigura´vel
como mais uma unidade de processamento de um multiprocessador. A forma de
arquitetura reconfigura´vel mais fracamente acoplada e´ aquela em que o componente
reconfigura´vel e´ uma unidade de processamento standalone, que se comunica com o
processador hospedeiro (se houver) atrave´s de uma rede de comunicac¸a˜o.
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2.1.2 Granularidade do Bloco Lo´gico
A maioria das arquiteturas reconfigura´veis e´ baseada em um conjunto de blocos lo´gicos
que sa˜o repetidos de maneira a formar uma estrutura maior. A granularidade do bloco
lo´gico refere-se ao tamanho e a` complexidade deste bloco. A granularidade mais fina proveˆ
uma maior flexibilidade em adaptar o hardware a` computac¸a˜o desejada, pore´m traz um
maior overhead de reconfigurac¸a˜o [6, 21].
Componentes reconfigura´veis de granularidade fina possuem blocos lo´gicos capazes de
implementar func¸o˜es com duas ou treˆs entradas de 1 bit. Estes componentes sa˜o u´teis
para manipular dados no n´ıvel de bits e construir operadores e datapaths que operam
com dados de largura diferente dos padro˜es usuais. Muitas arquiteturas reconfigura´veis
sa˜o baseadas em FPGAs (Field Programmable Gate Arrays) que sa˜o dispositivos de
lo´gica programa´vel de granularidade muito fina, consistindo de uma matriz de blocos
lo´gicos muito simples e regulares cuja funcionalidade e´ determinada pela configurac¸a˜o.
Estes blocos sa˜o conectados por uma rede de interconexo˜es tambe´m programa´vel. Va´rias
FPGAs comerciais esta˜o dispon´ıveis no mercado como por exemplo a famı´lia Virtex da
Xilinx [86].
Arquiteturas reconfigura´veis de granularidade me´dia possuem blocos lo´gicos que
formam bit-slices de unidades funcionais (por exemplo, um somador de 4 bits) e sa˜o usados
para implementar unidades funcionais que usam palavras mais largas. Estas arquiteturas
podem ser usadas para implementar datapaths que operam com dados de diferentes
larguras, pore´m de forma mais simples e eficiente que as arquiteturas de granularidade
fina. Arquiteturas com datapaths reconfigura´veis possuem em geral blocos lo´gicos de
granularidade mais grossa, compostos por unidades funcionais (como ALUs – Arithmetic
Logic Units), que podem ser combinados e configurados para obter um datapath adequado
a uma aplicac¸a˜o ou conjunto de aplicac¸o˜es. Exemplos deste tipo de arquitetura sa˜o os
projetos RaPiD [24] e PipeRench [68].
Componentes reconfigura´veis de granularidade grossa possuem diversas unidades
funcionais completas, que podem ser interconectadas de forma a implementar datapaths
da largura das unidades funcionais. Estas arquiteturas podem ser muito mais eficientes
em desempenho e em a´rea que as arquiteturas de granularidade fina, quando se pretende
implementar func¸o˜es pro´ximas a` largura da palavra de seus blocos lo´gicos.
Ha´ ainda arquiteturas reconfigura´veis de granularidade muito grossa em que os blocos
lo´gicos sa˜o processadores simples, ligados entre si por uma rede de interconexo˜es e
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possivelmente gerenciados por um processador hospedeiro.
2.1.3 Rede de Interconexo˜es
Os blocos lo´gicos do componente reconfigura´vel sa˜o interligados por uma rede de
interconexo˜es que tambe´m pode ser programa´vel. A reconfigurabilidade das interconexo˜es
permite a implementac¸a˜o de diversas topologias entre blocos lo´gicos. A rede de
interconexo˜es contribui significativamente para a a´rea total do componente, e quanto
mais fina for a granularidade do bloco lo´gico (e em consequ¨eˆncia maior a quantidade
deles), mais complexa sera´ a rede.
Em geral, a rede de interconexo˜es impo˜e uma determinada organizac¸a˜o dos blocos
lo´gicos, como por exemplo, sob a forma de uma matriz bidimensional ou de um vetor
linear. As redes bidimensionais sa˜o mais flex´ıveis, permitindo a implementac¸a˜o de uma
grande variedade de estruturas, pore´m possuem um maior overhead de reconfigurac¸a˜o
[21].
2.2 Exemplos de Arquiteturas Reconfigura´veis
Va´rias arquiteturas reconfigura´veis teˆm sido desenvolvidas em projetos acadeˆmicos e
industriais. Nesta sec¸a˜o algumas destas arquiteturas sa˜o descritas.
2.2.1 Chimaera
A arquitetura Chimaera e´ organizada na forma de um processador hospedeiro com uma
RFU fortemente acoplada ao seu datapath. A RFU tem acesso ao conjunto de registradores
do processador atrave´s de um shadow register file, podendo ler ate´ 9 registradores por ciclo
do clock. Isto permite o mapeamento em hardware de sequ¨eˆncias de instruc¸o˜es executadas
originalmente por software, formando operac¸o˜es com ate´ 9 operandos de entrada e um
resultado de sa´ıda [43, 87].
A RFU e´ estruturada como uma matriz de 9 linhas e 32 colunas de blocos lo´gicos
com granularidade fina, onde cada bloco pode ser configurado como uma LUT (Look-Up
Table) de 4 bits ou duas LUTs de 3 bits, ou ainda uma LUT de 3 bits e lo´gica de carry.
O mecanismo de reconfigurac¸a˜o parcial permite que apenas algumas linhas da matriz
sejam configuradas. Ale´m disso, uma memo´ria cache e´ utilizada para reduzir o tempo de
reconfigurac¸a˜o.
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Um compilador C foi desenvolvido a partir do GCC para mapear automaticamente
grupos de instruc¸o˜es na RFU. Estes grupos variam de simples pares add/sub e shift ate´
mais de 10 instruc¸o˜es incluindo desvios [88].
Os resultados mostram um ganho me´dio de desempenho de 21%, pore´m estes
experimentos foram realizados apenas com o uso de simuladores. Ale´m disso, a hipo´tese
de que a RFU pode fazer ate´ nove leituras e uma escrita de registradores a cada ciclo
do clock e´ muito forte, dado que isto provavelmente resultaria no aumento do ciclo da
ma´quina devido ao aumento no tempo de acesso do banco de registradores.
2.2.2 Garp
O projeto Garp possui uma arquitetura h´ıbrida de acoplamento me´dio que engloba
um processador hospedeiro MIPS e um componente reconfigura´vel sob a forma de um
coprocessador, que tem acesso a` hierarquia de memo´rias do sistema. O conjunto de
instruc¸o˜es do processador foi estendido para incluir instruc¸o˜es capazes de configurar e
controlar o coprocessador [13, 45].
O componente reconfigura´vel possui granularidade bem fina e e´ organizado como uma
matriz de pelo menos 32 linhas e 24 colunas de blocos lo´gicos. Cada bloco e´ baseado em
LUTs e opera dados de 2 bits. Desta forma, cada linha pode implementar uma operac¸a˜o de
32 bits e a matriz forma um datapath reconfigura´vel. O sistema permite a reconfigurac¸a˜o
parcial, onde apenas algumas linhas da matriz sa˜o configuradas, e uma memo´ria cache
distribu´ıda e´ utilizada para reduzir o overhead de reconfigurac¸a˜o.
Um compilador C foi desenvolvido para gerar o co´digo que executa no processador
MIPS e as configurac¸o˜es para o coprocessador, a partir da aplicac¸a˜o. O programador
na˜o precisa fornecer nenhuma informac¸a˜o sobre o particionamento hardware/software.
Usando profiling o compilador seleciona lac¸os que consomem grande parte do tempo de
execuc¸a˜o e forma hiperblocos [56], juntando blocos ba´sicos 1 e usando predicac¸a˜o [2], ao
longo do fluxo de controle com maior frequ¨eˆncia de execuc¸a˜o dentro do lac¸o. A computac¸a˜o
representada por estes hiperblocos e´ mapeada no coprocessador, enquanto que os demais
blocos ba´sicos do lac¸o sa˜o executados em software [12]. O compilador tambe´m explora
a te´cnica de pipelining dos lac¸os [14], onde a execuc¸a˜o de diferentes iterac¸o˜es do lac¸o
sa˜o sobrepostas, com um intervalo de iniciac¸a˜o entre elas definido pelas dependeˆncias
1Um bloco ba´sico e´ uma sequ¨eˆncia maximal de instruc¸o˜es, tal que sua execuc¸a˜o e´ sempre iniciada na
primeira instruc¸a˜o e terminada na u´ltima [61].
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loop-carried [61] e pelos conflitos por uso de recursos. Para permitir a execuc¸a˜o eficiente
dos lac¸os no coprocessador, a arquitetura aceita loads especulativos e possui treˆs “filas de
memo´ria”, que sa˜o estruturas para acesso de dados sequ¨enciais na memo´ria.
Os resultados experimentais do estudo desta arquitetura [13] foram obtidos atrave´s
de simulac¸a˜o e comparados com o processador MIPS ba´sico e com um processador
superescalar UltraSparc. Inicialmente, duas aplicac¸o˜es foram investigadas e, em cada uma
delas, diversos lac¸os foram mapeados, automaticamente no coprocessador pelo compilador.
Na primeira aplicac¸a˜o, os lac¸os tiveram speedups entre 2,1 e 12,7, enquanto que o speedup
global da aplicac¸a˜o foi 2,9, em relac¸a˜o ao processador MIPS. Na segunda aplicac¸a˜o, embora
para cada lac¸o isoladamente tenha havido ganho de desempenho, para a aplicac¸a˜o como
um todo na˜o houve ganho, devido a limitac¸o˜es no paralelismo da aplicac¸a˜o e ao fato de
que o uso do coprocessador interferiu nas otimizac¸o˜es globais do restante da aplicac¸a˜o.
Em seguida, realizou-se o mapeamento manual no coprocessador de seis func¸o˜es de uma
biblioteca de um domı´nio espec´ıfico e supoˆs-se que a memo´ria cache de configurac¸o˜es ja´
continha a configurac¸a˜o necessa´ria. Foram obtidos speedups entre 1,84 e 43, em relac¸a˜o ao
processador UltraSparc. Dos casos em que o speedup foi baixo, alguns tinham um volume
de dados pequeno, fazendo com que o overhead de configurac¸a˜o fosse mais significativo.
Outros eram func¸o˜es que faziam acessos na˜o sequ¨enciais a` memo´ria, impedindo o uso das
filas de memo´ria.
2.2.3 MorphoSys
O sistema MorphoSys integra em um mesmo chip um processador hospedeiro de
propo´sito geral (RISC), um componente reconfigura´vel e uma interface para memo´ria,
possuindo assim um grau de acoplamento me´dio. O processador e´ responsa´vel por
iniciar todas as transfereˆncias da/para memo´ria, envolvendo dados da aplicac¸a˜o e da
configurac¸a˜o. O seu conjunto de instruc¸o˜es foi estendido para incluir instruc¸o˜es para
controlar acessos a` memo´ria e configurar e controlar o componente reconfigura´vel [53, 72].
O componente reconfigura´vel e´ uma matriz de 8 × 8 blocos lo´gicos de granularidade
grossa, onde cada bloco possui uma ALU/multiplicador, um deslocador e um conjunto
de registradores que operam com dados de 16 bits. O sistema permite a reconfigurac¸a˜o
dinaˆmica: as configurac¸o˜es podem ser carregadas da memo´ria principal para uma a´rea
na˜o ativa de uma memo´ria de contextos, sem interromper a execuc¸a˜o da matriz. Todos
os blocos lo´gicos de uma mesma linha ou de uma mesma coluna recebem a mesma
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configurac¸a˜o, pore´m operam sobre dados diferentes, implementando assim um modelo
de execuc¸a˜o SIMD (Single Instruction Stream, Multiple Data Streams).
A linguagem SA-C, baseada em single assignments [61], e´ usada para descrever as
aplicac¸o˜es e um compilador realiza o particionamento da aplicac¸a˜o entre o processador
RISC e a matriz reconfigura´vel, selecionando lac¸os para execuc¸a˜o em hardware. O
compilador realiza o escalonamento e a alocac¸a˜o destes lac¸os no componente reconfigura´vel
e gera as configurac¸o˜es e o co´digo executado no processador [83].
Experimentos foram realizados atrave´s da simulac¸a˜o do sistema com modelos VHDL
e C++, e os tempos de execuc¸a˜o foram estimados para um grupo de quatro func¸o˜es de
processamento de imagens. Os speedups obtidos, em relac¸a˜o a um processador Pentium
III, variam de 3 a 42, pore´m todos os tempos de execuc¸a˜o (do MorphoSys e do Pentium
III) ficaram abaixo de 0,2s.
2.2.4 PipeRench
O projeto PipeRench possui um componente reconfigura´vel que implementa um
pipeline virtual, anexado a um processador hospedeiro. O componente reconfigura´vel
possui um conjunto de esta´gios do pipeline f´ısico, denominados stripes, que podem ser
reconfigurados dinamicamente em separado. Assim, embora o nu´mero de esta´gios f´ısicos
seja limitado, o pipeline virtual implementado pode ter um nu´mero maior de esta´gios.
Enquanto um esta´gio f´ısico e´ reconfigurado, os demais executam normalmente [35, 36].
Os esta´gios f´ısicos sa˜o conectados de maneira a formar um vetor linear. Cada esta´gio
f´ısico possui uma rede de interconexo˜es e um conjunto de elementos de processamento,
que sa˜o compostos por uma ALU e um conjunto de registradores. A ALU e´ formada por
um determinado nu´mero de LUTs e lo´gica adicional.
As aplicac¸o˜es sa˜o descritas na linguagem DIL (Dataflow Intermediate Language),
baseada em single assignments, que pode ser vista como uma HDL de mais alto n´ıvel.
O compilador otimiza a aplicac¸a˜o, aplicando function inlining a todos os mo´dulos e
desenrola completamente todos os lac¸os [61], gerando um programa com o fluxo de
execuc¸a˜o totalmente sequ¨encial. O hardware e´ enta˜o sintetizado e a configurac¸a˜o para o
PipeRench gerada [10].
A arquitetura PipeRench foi implementada em um chip com um processo de 0,18
micron, resultando em um total de 3,65 milho˜es de transistores operando na frequ¨eˆncia
de 120MHz. Para uma determinada aplicac¸a˜o de criptografia, PipeRench obteve um
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speedup de 5,96 em relac¸a˜o a um Pentium III [68].
2.2.5 RaPiD
A arquitetura RaPiD (Reconfigurable Pipelined Datapath) combina um processador
hospedeiro e um componente reconfigura´vel de granularidade grossa, usado para
implementar datapaths que mapeiam lac¸os aninhados da aplicac¸a˜o. Diferentes
implementac¸o˜es da arquitetura variam de acordo com diversos paraˆmetros como largura
dos dados, nu´mero e tipos de unidades funcionais e nu´mero e organizac¸a˜o dos barramentos
[24, 31].
O componente reconfigura´vel e´ organizado na forma de um vetor linear de 8 a 32 blocos
lo´gicos ideˆnticos. Um bloco t´ıpico possui um multiplicador, treˆs ALUs, seis registradores
de propo´sito geral e treˆs pequenas memo´rias locais. Estas unidades funcionais sa˜o
interligadas atrave´s de um conjunto de barramentos segmentados que seguem ao longo
do vetor. Geradores de enderec¸os permitem o acesso eficiente a sequ¨eˆncias de dados na
memo´ria.
Os sinais que controlam a estrutura e operac¸a˜o do datapath reconfigura´vel sa˜o divididos
em configurac¸a˜o esta´tica, armazenada em ce´lulas de memo´ria, e controle dinaˆmico,
atualizado a cada ciclo do clock. A configurac¸a˜o esta´tica e´ utilizada para construir
a estrutura desejada para o datapath, para uma aplicac¸a˜o espec´ıfica ou para uma
determinada parte da aplicac¸a˜o. O controle dinaˆmico e´ utilizado para escalonar as
operac¸o˜es a cada ciclo. Esta divisa˜o faz com que o overhead da reconfigurac¸a˜o dinaˆmica
seja reduzido.
As aplicac¸o˜es sa˜o descritas na linguagem RaPiD-C, na qual o paralelismo da aplicac¸a˜o
e´ exposto pelo programador. O compilador extrai da aplicac¸a˜o a organizac¸a˜o esta´tica
do datapath, identifica os sinais de controle dinaˆmico e gera o co´digo e os enderec¸os das
sequ¨eˆncias de dados a serem acessadas [23]. O desempenho do sistema e´ estimado atrave´s
de modelos anal´ıticos e na˜o e´ comparado com outras arquiteturas.
2.2.6 Resumo
A Tabela 2.1 resume as principais caracter´ısticas das arquiteturas reconfigura´veis
descritas, assim como a sua classificac¸a˜o, de acordo com os crite´rios apresentados na
Sec¸a˜o 2.1.
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Projeto Chimaera Garp MorphoSys PipeRench RaPiD
Arquitetura
processador + MIPS + RISC + pipeline
coprocessador
RFU coprocessador componente acoplado
Acoplamento forte me´dio me´dio me´dio me´dio
Granularidade fina fina grossa grossa grossa
Rede de Interconexo˜es
matriz matriz matriz
vetor linear vetor linear
bidimensional bidimensional bidimensional
Reconfigurac¸a˜o parcial / cache parcial / cache parcial
parcial esta´tica /
(esta´gios) controle dinaˆmico
Operac¸a˜o mapeada
grupo de lac¸o e
lac¸o aplicac¸a˜o lac¸os aninhados
2 a 10 instruc¸o˜es fluxo de controle
Linguagem C C SA-C DIL RaPiD-C
Implementac¸a˜o simulac¸a˜o simulac¸a˜o simulac¸a˜o chip —
Resultados
ganho de speedup:
speedup: 5,96
(1 aplicac¸a˜o)
na˜o comparado
(estimativa)
desempenho 2,9 (1 aplicac¸a˜o) speedup: 3 a 42
me´dio: 21% 1,8 a 43 (manual)
Tabela 2.1: Caracter´ısticas de algumas arquiteturas reconfigura´veis
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2.3 Desafios da Computac¸a˜o Reconfigura´vel
Apesar da existeˆncia de va´rios projetos de arquiteturas reconfigura´veis bem sucedidos,
ainda ha´ diversas questo˜es a serem resolvidas e/ou melhoradas para que a Computac¸a˜o
reconfigura´vel possa ser utilizada de forma sistema´tica em domı´nios de aplicac¸a˜o mais
amplos. Estas questo˜es, detalhadas a seguir, delineiam problemas relevantes de pesquisa
nesta a´rea.
2.3.1 Reconfigurac¸a˜o Dinaˆmica
Como sistemas com reconfigurac¸a˜o dinaˆmica demandam mudanc¸as na arquitetura
durante a execuc¸a˜o da aplicac¸a˜o, o tempo total de execuc¸a˜o de uma aplicac¸a˜o engloba
na˜o somente o tempo gasto com a computac¸a˜o, mas tambe´m o tempo gasto com as
reconfigurac¸o˜es. Assim, a reconfigurac¸a˜o deve ser realizada da forma mais ra´pida e
eficiente poss´ıvel, garantindo que o overhead da reconfigurac¸a˜o na˜o cancele o ganho
de desempenho obtido com a especializac¸a˜o do hardware. Diversas abordagens de
reconfigurac¸a˜o ra´pida teˆm sido avaliadas, incluindo mecanismos em hardware e software
[21].
Dispositivos reconfigura´veis com mu´ltiplos contextos armazenam va´rias configurac¸o˜es
(ativadas em diferentes momentos) e permitem uma ra´pida troca de contexto, reduzindo
o tempo de reconfigurac¸a˜o [26]. Dispositivos parcialmente reconfigura´veis podem ser
programados seletivamente, permitindo assim uma reduc¸a˜o no tempo de reconfigurac¸a˜o
[11, 55]. A busca antecipada da configurac¸a˜o e´ usada para sobrepor a reconfigurac¸a˜o
do componente com a execuc¸a˜o de instruc¸o˜es no processador hospedeiro, evitando assim
que o processador fique bloqueado esperando a reconfigurac¸a˜o [40]. A compressa˜o das
configurac¸o˜es e´ usada para reduzir o seu tamanho (em bits), e em consequ¨eˆncia o tempo
necessa´rio de sua transfereˆncia para cada bloco lo´gico [44]. Ale´m disso, memo´rias cache
podem ser usadas para armazenar as configurac¸o˜es, acelerando assim a transfereˆncia dos
dados durante a reconfigurac¸a˜o [54]. Tambe´m teˆm sido estudadas te´cnicas para limitar a
quantidade de informac¸a˜o que precisa ser modificada durante as reconfigurac¸o˜es, atrave´s
por exemplo da identificac¸a˜o de similaridades entre configurac¸o˜es [71].
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2.3.2 Mapeamento da Aplicac¸a˜o
Para que computac¸a˜o reconfigura´vel seja mais amplamente adotada como um modelo
de Computac¸a˜o e aplicada a uma maior gama de domı´nios, e´ necessa´rio o desenvolvimento
de ferramentas para mapear as aplicac¸o˜es no hardware reconfigura´vel. Estas ferramentas
devem ser capazes de, a partir de descric¸a˜o da aplicac¸a˜o em alguma linguagem de
programac¸a˜o de alto n´ıvel (como por exemplo C e C++), sintetizar configurac¸o˜es de
hardware, permitindo ganhos de desempenho sem que o projetista precise manipular
complexas configurac¸o˜es lo´gicas de baixo n´ıvel [42].
Para isso, estas ferramentas precisam combinar te´cnicas de compilac¸a˜o e de s´ıntese
de alto n´ıvel (High-Level Synthesis – HLS). E´ necessa´rio aplicar otimizac¸o˜es baseadas
em transformac¸o˜es de lac¸os (como loop unrolling, etc), ana´lise de fluxo de dados (como
operator strength reduction, eliminac¸a˜o de co´digo morto, eliminac¸a˜o de sub-expresso˜es
comuns, propagac¸a˜o de constantes, etc) e te´cnicas como function inlining e tree-height
reduction, para se atingir um melhor desempenho [15].
Infelizmente, diversos projetos de computac¸a˜o reconfigura´vel ainda sa˜o baseados em
ferramentas de HLS tradicionalmente usadas no projeto de ASICs. Tais ferramentas
na˜o sa˜o adequadas para arquiteturas reconfigura´veis, pois na˜o exploram o potencial de
reconfigurac¸a˜o, ale´m de possu´ırem um tempo de compilac¸a˜o muito longo. Esta u´ltima
caracter´ıstica e´ inaceita´vel no contexto de computac¸a˜o reconfigura´vel, pois inviabiliza
a modificac¸a˜o dinaˆmica de configurac¸o˜es (por exemplo, especializar um bloco para um
determinado valor de um dado de entrada, so´ conhecido durante a execuc¸a˜o). Ademais,
na gerac¸a˜o de configurac¸o˜es para um componente reconfigura´vel, na˜o ha´ a liberdade de
layout dispon´ıvel nos ASICs [6].
Sintetizar hardware a partir de linguagens de programac¸a˜o de alto n´ıvel e´ mais
dif´ıcil do que a partir de linguagens de descric¸a˜o de hardware (HDLs – Hardware
Description Languages), pois o hardware e´ inerentemente paralelo e as HDLs possuem
um modelo de execuc¸a˜o que facilmente expressa concorreˆncia, enquanto que as linguagens
de programac¸a˜o possuem, em geral, um modelo sequ¨encial de execuc¸a˜o. Ale´m disso,
programas escritos em linguagens de programac¸a˜o trabalham com tipos de dados padra˜o
(com determinadas larguras em nu´mero de bits), mesmo em situac¸o˜es em que poderiam
ser usadas larguras menores, que resultariam na gerac¸a˜o de hardware com menor custo,
a´rea, etc [42].
Alguns projetos de pesquisa utilizam ferramentas que transformam programas em
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linguagens de alto n´ıvel ou em linguagem de montagem, em configurac¸o˜es de hardware,
mas por outro lado restringem as construc¸o˜es da linguagem que podem ser usadas. Outros
projetos propo˜em novas linguagens e impo˜em o seu uso ao programador.
Implementar toda uma aplicac¸a˜o em hardware so´ e´ via´vel para determinadas
aplicac¸o˜es, pois em geral o nu´mero de operac¸o˜es em um programa t´ıpico pode resultar em
uma grande a´rea de hardware. Ale´m disso, na maioria das aplicac¸o˜es ha´ uma grande
parte do co´digo que e´ raramente executada. Pode-se enta˜o utilizar uma arquitetura
h´ıbrida, onde as partes executadas mais frequ¨entemente ou que consomem a maior parte
do tempo de execuc¸a˜o sa˜o implementadas em hardware, no componente reconfigura´vel,
e as operac¸o˜es na˜o implementa´veis ou ineficientes em hardware ficam no software,
executado pelo processador hospedeiro. O desafio desta estrate´gia e´ como selecionar quais
partes da aplicac¸a˜o sera˜o mapeadas em hardware, isto e´, como fazer o particionamento
hardware/software. Em geral, dados de profiling da aplicac¸a˜o sa˜o utilizados juntamente
com a selec¸a˜o manual por parte do projetista [42].
Assim, sa˜o necessa´rias ferramentas automatizadas de desenvolvimento, que permitam
que o projetista analise o espac¸o de soluc¸o˜es e investigue as possibilidades de
particionamento hardware/software, avaliando crite´rios como a´rea, desempenho, etc
[39, 81].
2.3.3 Memory Wall
Da mesma maneira que os GPPs, as arquiteturas reconfigura´veis tambe´m enfrentam
o problema de descompasso entre a largura de banda da memo´ria e a velocidade
de processamento da unidade de execuc¸a˜o, conhecido como memory wall [29, 42].
Arquiteturas reconfigura´veis reduzem os acessos a` memo´ria resultantes da busca de
instruc¸o˜es, pore´m precisam de uma maior largura de banda para acesso aos dados, pois
exploram mais paralelismo. Assim, o mecanismo de comunicac¸a˜o entre o processador
hospedeiro (ou o sistema de memo´ria) e o componente reconfigura´vel impo˜e limites no
volume de informac¸a˜o que pode ser trocada entre eles, e em consequ¨eˆncia no volume de
computac¸a˜o que pode ser executada no componente reconfigura´vel.
Por exemplo, nas arquiteturas em que o componente reconfigura´vel e´ utilizado
como um coprocessador, a taxa de transfereˆncia da comunicac¸a˜o entre o componente
reconfigura´vel e o processador hospedeiro limita o ganho de desempenho que pode ser
obtido. Nas arquiteturas em que o componente reconfigura´vel e´ uma unidade funcional
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no datapath do processador hospedeiro, o nu´mero de operandos das instruc¸o˜es espec´ıficas
e´ limitado em geral pelo nu´mero de portas do conjunto de registradores do processador
hospedeiro, que, portanto, tambe´m restringe o paralelismo em potencial da aplicac¸a˜o.
2.3.4 Avaliac¸a˜o
Como mencionado, os sistemas reconfigura´veis propostos ate´ hoje diferenciam-se
bastante entre si, na sua arquitetura, no modelo de reconfigurac¸a˜o, no me´todo de
mapeamento da aplicac¸a˜o, etc. Existe portanto a necessidade de estabelecer crite´rios
e definir benchmarks para a avaliac¸a˜o e comparac¸a˜o destes sistemas [50].
Cap´ıtulo 3
Modelo de Arquitetura Utilizado
Este cap´ıtulo apresenta a plataforma para o projeto de sistemas dedicados, que foi
utilizada neste trabalho, baseada em uma arquitetura reconfigura´vel. Na Sec¸a˜o 3.1 a
abordagem de especializac¸a˜o do conjunto de instruc¸o˜es e´ descrita. A Sec¸a˜o 3.2 apresenta
o fluxo de projeto adotado, no qual uma das etapas e´ a alocac¸a˜o de recursos para
um datapath reconfigura´vel, tema central deste trabalho. O modelo de arquitetura
reconfigura´vel utilizado e´ apresentado na Sec¸a˜o 3.3. A Sec¸a˜o 3.4 apresenta uma avaliac¸a˜o
preliminar da abordagem de especializac¸a˜o do conjunto de instruc¸o˜es. Por fim, a utilizac¸a˜o
do datapath reconfigura´vel e´ exemplificada na Sec¸a˜o 3.5.
3.1 Especializac¸a˜o do Conjunto de Instruc¸o˜es
GPPs frequ¨entemente na˜o oferecem o desempenho e baixo custo exigidos por sistemas
dedicados, pois o conjunto de instruc¸o˜es destes processadores e´ projetado para produzir
um desempenho razoa´vel em uma grande variedade de aplicac¸o˜es. Como um sistema
dedicado usualmente e´ destinado a um domı´nio de aplicac¸a˜o restrito, uma melhor
raza˜o custo/desempenho pode ser obtida atrave´s da especializac¸a˜o do sistema para a(s)
aplicac¸a˜o(o˜es) que ele precisa executar.
Os primeiros trabalhos sobre o projeto de processadores com conjunto de instruc¸o˜es
espec´ıfico para uma aplicac¸a˜o (ASIPs – Application-Specific Instruction Set Processors)
envolvem a gerac¸a˜o de um conjunto completo de instruc¸o˜es para um determinado domı´nio.
Esta abordagem, utilizada em [46, 82], e´ todavia muito custosa e demanda um longo tempo
de projeto.
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Uma abordagem diferente e´ a gerac¸a˜o de extenso˜es do conjunto de instruc¸o˜es, onde um
processador ja´ dispon´ıvel (por exemplo, um GPP) e´ utilizado e seu conjunto de instruc¸o˜es
e´ estendido com instruc¸o˜es espec´ıficas para o domı´nio ou aplicac¸a˜o. O objetivo e´ otimizar
o desempenho da aplicac¸a˜o, pore´m mantendo baixos o custo e o tempo de projeto.
O problema de determinar extenso˜es especializadas do conjunto de instruc¸o˜es consiste
em detectar na aplicac¸a˜o, clusters de operac¸o˜es primitivas que, quando implementadas em
hardware, maximizem o desempenho da aplicac¸a˜o. Estes clusters sa˜o implementados como
instruc¸o˜es especializadas, executadas em unidades funcionais espec´ıficas, adicionadas ao
hardware do GPP.
Dada uma aplicac¸a˜o, o nu´mero de poss´ıveis instruc¸o˜es especializadas cresce
exponencialmente com o tamanho do programa, enquanto que o ganho de desempenho
obtido com elas varia significantemente. Portanto, o processo de especializac¸a˜o deve ser
o mais eficiente e automatizado poss´ıvel.
Alguns trabalhos de extensa˜o do conjunto de instruc¸o˜es sa˜o [3, 4, 8, 18, 19, 20, 37,
49, 51, 77]. Em va´rios deles, as operac¸o˜es que formam uma instruc¸a˜o especializada na˜o
podem ultrapassar os limites de blocos ba´sicos, isto e´, na˜o podem conter construc¸o˜es de
controle, tais como “if”, “if-else” e “switch” [20, 37, 49]. Outros trabalhos possuem um
tempo de processamento exponencial [4] ou algumas etapas manuais [18, 51], isto e´, na˜o
automatizadas. Tais fatores podem restringir a aplicabilidade das te´cnicas apresentadas
e o desempenho alcanc¸ado por elas.
3.2 Fluxo do Projeto
Esta sec¸a˜o descreve uma plataforma experimental para projeto de ASIPs, apresentada
em [7, 16] e utilizada neste trabalho. Os objetivos sa˜o: (a) encontrar, de forma
automatizada e eficiente, extenso˜es do conjunto de instruc¸o˜es de um processador base,
dadas as aplicac¸o˜es a serem executadas; (b) projetar uma unidade funcional espec´ıfica,
sob a forma de um datapath reconfigura´vel, para executar as instruc¸o˜es especializadas. A
plataforma permite a explorac¸a˜o do espac¸o de projeto, buscando o melhor desempenho
para as aplicac¸o˜es e respeitando restric¸o˜es arquiteturais. A Figura 3.1 mostra as principais
etapas do fluxo do projeto utilizando esta plataforma.
Inicialmente, dado o co´digo fonte da aplicac¸a˜o, ele e´ compilado para o processador base,
isto e´, considerando-se apenas o conjunto de instruc¸o˜es original. Utilizando uma carga
de trabalho representativa, a aplicac¸a˜o e´ enta˜o executada em um modelo do processador
base, obtendo-se seu desempenho e informac¸o˜es de profile (etapa 1 da Figura 3.1).
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Compilac¸a˜o & Execuc¸a˜o
(processador base)
Extrac¸a˜o, Filtragem &
Comparac¸a˜o de clusters
Estimac¸a˜o de speedup &
Selec¸a˜o de clusters
Gerac¸a˜o do
datapath reconfigura´vel
com a´rea mı´nima
Gerac¸a˜o do
processador especializado
Compilac¸a˜o & Execuc¸a˜o
(processador especializado)
1
2
3
4
5
6
co´digo fonte
da aplicac¸a˜o
carga de trabalho
representativa
modelo do
processador base
dados de profile e
desempenho do processador base
clusters da aplicac¸a˜o
clusters selecionados
datapath especializado
modelo do processador especializado
desempenho do processador especializado
Figura 3.1: Passos do fluxo de projeto
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Com as informac¸o˜es de profile e´ poss´ıvel identificar as sec¸o˜es da aplicac¸a˜o que
consomem a maior parte do tempo de execuc¸a˜o (em geral sa˜o lac¸os internos e func¸o˜es).
Todos os clusters va´lidos das sec¸o˜es identificadas sa˜o extra´ıdos. O trecho de co´digo da
aplicac¸a˜o correspondente a um cluster na˜o esta´ limitado a um bloco ba´sico e pode conter
construc¸o˜es de controle. E´ poss´ıvel tambe´m comparar estes clusters e identificar aqueles
que aparecem repetidamente em diferentes partes da aplicac¸a˜o ou em diferentes aplicac¸o˜es
(etapa 2 da Figura 3.1). Estes clusters sa˜o enta˜o representados como CDFGs.
Apo´s identificar um conjunto de clusters, estima-se o speedup obtido ao substitu´ı-los
na aplicac¸a˜o por instruc¸o˜es especializadas. Com estas informac¸o˜es, selecionam-se aqueles
clusters que proporcionam os maiores speedups (etapa 3 da Figura 3.1).
O ca´lculo da estimativa do speedup alcanc¸ado com um determinado cluster e´ realizado
usando o nu´mero de ciclos consumido pelas instruc¸o˜es do cluster quando a aplicac¸a˜o foi
executada no processador base (obtido dos dados de profile). Determina-se tambe´m o
nu´mero de ciclos consumidos pela implementac¸a˜o em hardware do cluster, atrave´s do
escalonamento de seu CDFG.
Um datapath especializado e´ gerado, de forma que possa ser reconfigurado
dinamicamente para realizar a computac¸a˜o correspondente a cada cluster selecionado.
Para isso, uma etapa de alocac¸a˜o de recursos e´ necessa´ria (etapa 4 da Figura 3.1).
Idealmente, este datapath deve possuir uma a´rea mı´nima, considerando blocos lo´gicos
e interconexo˜es. A alocac¸a˜o de recursos determina o nu´mero e os tipos de blocos lo´gicos
e interconexo˜es a serem utilizados no datapath e como os clusters sa˜o mapeados nestes
blocos lo´gicos e interconexo˜es. Para projetar o datapath reconfigura´vel de a´rea mı´nima
e´ necessa´rio compartilhar recursos do hardware entre os va´rios clusters. Esta etapa,
destacada na figura, e´ o tema central deste trabalho.
Um modelo para o processador especializado e´ gerado, a partir dos modelos do
processador base e do datapath especializado (etapa 5 da Figura 3.1). O processador
especializado consiste do processador base com o datapath reconfigura´vel acoplado a
ele. Diferentes n´ıveis de abstrac¸a˜o podem ser usados para modelar os processadores
base e especializado. Por exemplo, os processadores podem ser modelados utilizando
uma linguagem de descric¸a˜o de arquiteturas (ADL – Architecture Description Language),
permitindo a gerac¸a˜o de simuladores dos mesmos. E´ poss´ıvel ainda utilizar uma linguagem
de descric¸a˜o de hardware (HDL – Hardware Description Language) para desenvolver
proto´tipos dos processadores, e sintetiza´-los em uma FPGA.
Finalmente, dados os clusters selecionados e modelo do processador especializado,
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Figura 3.2: Design productivity gap [69]
a aplicac¸a˜o e´ compilada novamente, gerando co´digo para o processador especializado.
Neste processo, o compilador substitui as operac¸o˜es dos clusters pelas novas instruc¸o˜es
especializadas, que sera˜o executadas no datapath reconfigura´vel. A aplicac¸a˜o e´ executada
novamente, pore´m agora no processador especializado, obtendo-se seu desempenho (etapa
6 da Figura 3.1). Com isto, calcula-se com maior precisa˜o o speedup obtido com a
implementac¸a˜o em hardware dos clusters selecionados.
3.3 Modelo de Arquitetura Reconfigura´vel
Com o advento de novas tecnologias de fabricac¸a˜o e integrac¸a˜o, circuitos integrados
com mais de 100 milho˜es de transistores ja´ sa˜o fabricados. De fato, a Lei de Moore observa
que a capacidade dos chips dobra a cada 18 meses [70]. Embora a previsa˜o seja de que
esta tendeˆncia na˜o sera´ mantida por muito tempo [70], ja´ ocorre o que e´ denominado
de design productivity gap (Figura 3.2): o crescimento da produtividade dos projetistas
de circuitos na˜o tem acompanhado o crescimento da capacidade dos circuitos, devido ao
aumento da complexidade destes [69, 80]. Ale´m disso, ha´ cada vez mais imposic¸o˜es de
se reduzir o tempo de desenvolvimento e os custos dos projetos de circuitos, devido a`
concorreˆncia entre fabricantes.
Essa conjuntura requer que novas abordagens arquiteturais sejam investigadas, para
permitir o projeto de arquiteturas reconfigura´veis com milho˜es de transistores em um
chip, em um tempo aceita´vel e a um custo razoa´vel [79]. Com a crescente capacidade
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dos circuitos, componentes reconfigura´veis de granularidade fina (como FPGAs) trazem
mais dificuldades em relac¸a˜o ao projeto e mais limitac¸o˜es de desempenho, devido
principalmente a` complexidade da rede de interconexo˜es entre os blocos lo´gicos [41].
Arquiteturas reconfigura´veis de granularidade mais grossa representam uma alternativa
via´vel, pois possuem uma organizac¸a˜o mais modular e de mais alto n´ıvel [39].
Como consequ¨eˆncia, o problema de alocac¸a˜o de recursos volta a ser estudado, pore´m
em um contexto diferente daquele de HLS. No projeto de um datapath reconfigura´vel
para uma arquitetura de granularidade grossa na˜o ha´ a liberdade de layout existente no
projeto de ASICs ou mesmo quando FPGAs sa˜o utilizadas. A arquitetura pode ja´ possuir
uma determinada quantidade de cada tipo de recurso, e a alocac¸a˜o deve ser realizada
respeitando estas restric¸o˜es.
Ale´m disso, e´ muito importante que os algoritmos de alocac¸a˜o de recursos sejam
eficientes em termos de tempo de processamento, pois o longo tempo de s´ıntese das
ferramentas de HLS pode inviabilizar a busca de uma soluc¸a˜o.
Por fim, com o crescimento da capacidade dos chips, a rede de interconexo˜es entre
os blocos lo´gicos torna-se mais complexa, contribuindo cada vez mais para a a´rea total
do componente reconfigura´vel. Portanto, e´ fundamental que as te´cnicas de alocac¸a˜o na˜o
utilizem apenas estimativas da a´rea de interconexo˜es.
3.3.1 Componente Reconfigura´vel
O modelo de arquitetura utilizado neste trabalho consiste de um componente
reconfigura´vel de granularidade grossa que conte´m um conjunto de blocos lo´gicos
(unidades funcionais – FUs – e registradores) interligados por uma rede de interconexa˜o,
formando um datapath programa´vel, como mostrado na Figura 3.3. A rede de interconexa˜o
e´ baseada em um conjunto de multiplexadores (MUXes) que selecionam os operandos de
entrada dos blocos lo´gicos. O datapath possui blocos lo´gicos fixos (hardwired) e apenas a
rede de interconexa˜o e´ programa´vel. Cada bloco lo´gico e´ selecionado de uma biblioteca
de componentes contendo desde unidades funcionais que realizam uma u´nica operac¸a˜o,
como somadores e multiplicadores, ate´ unidades funcionais multi-func¸a˜o, como unidades
lo´gico-aritme´ticas capazes de realizar soma, subtrac¸a˜o e operac¸o˜es lo´gicas. Restric¸o˜es de
a´rea e recursos podem ser impostas durante a construc¸a˜o do datapath.
A` medida que a computac¸a˜o progride, o sistema reconfigura parcialmente o datapath
(ajustando os MUXes da rede de interconexo˜es), de forma que os clusters da aplicac¸a˜o
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Figura 3.3: Modelo da arquitetura do componente reconfigura´vel
sejam mapeados nele. Dada a granularidade grossa dos blocos lo´gicos, menos bits
sa˜o necessa´rios para reconfigurar o datapath (em comparac¸a˜o com arquiteturas de
granularidade fina), diminuindo portanto o que e´ denominado contexto de reconfigurac¸a˜o.
Ale´m disso, em geral, quanto menor o tamanho do contexto, menor o tempo necessa´rio
para reconfigurac¸a˜o. O tempo de reconfigurac¸a˜o e´ uma questa˜o cr´ıtica em arquiteturas
reconfigura´veis, dado que desempenho final e´ determinado pela soma dos tempos de
computac¸a˜o e reconfigurac¸a˜o.
O componente reconfigura´vel pode assumir a forma de uma RFU integrada ao
datapath do processador hospedeiro, como mostrado na Figura 3.4, formando um sistema
fortemente acoplado. Neste caso, os operandos de uma instruc¸a˜o especializada executada
na RFU sa˜o provenientes do conjunto de registradores do processador, para onde tambe´m
sa˜o encaminhados os resultados produzidos. Portanto, o nu´mero ma´ximo de registradores
que a instruc¸a˜o especializada pode ler e escrever a cada ciclo do clock e´ determinado pela
organizac¸a˜o do datapath do processador hospedeiro e pelo nu´mero de portas de leitura e
escrita do seu conjunto de registradores.
O fato da RFU estar integrada ao datapath do processador tambe´m pode impor limites
a`s suas capacidade computacional e complexidade. Tal limitac¸a˜o, aliada a` restric¸a˜o
acima em relac¸a˜o aos operandos de entrada e sa´ıda, faz com que, em geral, os clusters
implementados em uma RFU possuam um nu´mero reduzido de operac¸o˜es. Como clusters
menores consomem usualmente um tempo menor de execuc¸a˜o, e´ necessa´rio que o overhead
de reconfigurac¸a˜o seja tambe´m reduzido, para haver ganho de desempenho em relac¸a˜o a`
implementac¸a˜o em software do cluster.
Assim, uma RFU e´ especialmente adequada para a implementac¸a˜o de clusters que
representem operac¸o˜es simples, muito utilizadas pela aplicac¸a˜o, pore´m na˜o presentes no
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Figura 3.4: Componente reconfigura´vel como RFU
conjunto de instruc¸o˜es base do processador hospedeiro. O ganho de desempenho obtido
com tais clusters deve-se principalmente a` grande frequ¨eˆncia com que eles ocorrem na
execuc¸a˜o da aplicac¸a˜o.
Alternativamente, o componente reconfigura´vel pode ser implementado na forma de
um coprocessador reconfigura´vel ligado ao processador hospedeiro, formando um sistema
de acoplamento me´dio, mostrado na Figura 3.5. Neste caso, os operandos de entrada
e sa´ıda de uma instruc¸a˜o especializada podem ser oriundos dos ou se destinar aos
registradores do processador hospedeiro, respectivamente. O processador se encarrega
de realizar as transfereˆncias de dados entre ele e o coprocessador. E´ tambe´m poss´ıvel que
o coprocessador tenha acesso a` hierarquia de memo´rias sem necessitar a intervenc¸a˜o do
processador, e assim obtenha seus operandos diretamente da memo´ria.
Devido ao acoplamento mais fraco entre o processador hospedeiro e o componente
reconfigura´vel, este pode ter uma maior capacidade computacional, e em consequ¨eˆncia,
implementar clusters maiores. Por outro lado, o fraco acoplamento aumenta o custo
da comunicac¸a˜o entre processador e componente reconfigura´vel. Para haver ganho de
desempenho, o datapath deve ser reconfigurado menos frequ¨entemente, ou seja, a execuc¸a˜o
do cluster deve consumir um tempo maior.
Portanto, um coprocessador reconfigura´vel e´ adequado para implementar clusters que
englobam um grande nu´mero de operac¸o˜es, como por exemplo lac¸os internos e func¸o˜es.
O ganho de desempenho obtido com tais clusters deve-se ao fato dos mesmos, quando
3.4. Avaliac¸a˜o da Especializac¸a˜o do Conjunto de Instruc¸o˜es 28
Processador hospedeiro
Conjunto de
registradores
Interface
FU
FU
...
Memo´ria
Coprocessador
reconfigurvel
Figura 3.5: Componente reconfigura´vel como coprocessador
executados no coprocessador, consumirem bem menos ciclos que a sua implementac¸a˜o em
software. Ale´m disso, possivelmente o cluster e´ executado va´rias vezes na aplicac¸a˜o.
Em linhas gerais, as duas alternativas de implementac¸a˜o do componente reconfigura´vel,
como uma RFU ou um coprocessador reconfigura´vel, representam um compromisso entre
maior simplicidade do hardware (RFU) ou maior ganho de desempenho (coprocessador).
3.4 Avaliac¸a˜o da Especializac¸a˜o do Conjunto de
Instruc¸o˜es
Antes de elaborar te´cnicas para compartilhamento de recursos no datapath
reconfigura´vel, e´ importante avaliar se as aplicac¸o˜es realmente possuem clusters de
operac¸o˜es que podem trazer ganhos de desempenho quando implementados em hardware.
3.4.1 Ganho de Desempenho com Cluster
Um exemplo de um cluster de operac¸o˜es simples pode ser obtido a partir da
aplicac¸a˜o ADPCM, que implementa algoritmos de compressa˜o e descompressa˜o de voz, do
benchmark MediaBench [52]. A Figura 3.6 mostra partes do co´digo fonte de uma func¸a˜o
com um u´nico lac¸o de cada um dos programas “ADPCM encoder” e “decoder”.
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void adpcm coder(. . .)
{
...
for ( ; len > 0 ; len--)
{
...
if (valpred > 32767)
valpred = 32767;
else if (valpred < -32768)
valpred = -32768;
...
if (index < 0) index = 0;
if (index > 88) index = 88;
...
}
...
}
void adpcm decoder(. . .)
{
...
for ( ; len > 0 ; len--)
{
...
if (index < 0) index = 0;
if (index > 88) index = 88;
...
if (valpred > 32767)
valpred = 32767;
else if (valpred < -32768)
valpred = -32768;
...
}
...
}
Figura 3.6: Partes do co´digo fonte dos programas “ADPCM encoder” e “decoder”
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Figura 3.7: Unidade funcional especializada para clusters do ADPCM
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Considerando o nu´mero de vezes que a func¸a˜o adpcm coder e´ invocada e o nu´mero de
repetic¸o˜es de cada execuc¸a˜o do seu lac¸o, o nu´mero total de vezes que o corpo deste lac¸o
e´ executado e´ linearmente proporcional ao tamanho (em bytes) da entrada de dados da
aplicac¸a˜o. O mesmo ocorre com o lac¸o da func¸a˜o adpcm decoder. Por exemplo, para as
entradas de dados fornecidas juntamente com o benchmark, o corpo de cada um dos lac¸os
e´ executado 147.520 vezes.
Na Figura 3.6 esta˜o destacados dois trechos de co´digo que ocorrem em ambos os
programas. Estes trechos produzem dois clusters bastante similares que podem ser
implementados como uma instruc¸a˜o espec´ıfica executada em uma FU especializada. De
forma simplificada, esta FU especializada pode ter a estrutura mostrada na Figura 3.7.
O cluster que manipula a varia´vel index, quando executado em software em
um processador hospedeiro SPARC v8 [75], consome exatamente 5 ciclos do clock,
independentemente de o resultado das comparac¸o˜es ser verdadeiro ou falso. O outro
cluster consome de 4 a 9 ciclos, dependendo do valor da varia´vel valpred. A instruc¸a˜o
espec´ıfica pode ser implementada na FU especializada de forma a consumir apenas um
ciclo. Com isso, a implementac¸a˜o em hardware dos clusters proporciona uma reduc¸a˜o
de 17,8% no nu´mero de ciclos gastos no lac¸o. Este resultado mostra que mesmo clusters
pequenos, pore´m com uma grande frequ¨eˆncia de execuc¸a˜o, podem proporcionar ganhos
de desempenho.
3.4.2 Repetic¸a˜o de Clusters
Um experimento apresentado em [16] utilizou a plataforma descrita na Sec¸a˜o 3.2 para
procurar clusters de operac¸o˜es que ocorram repetidamente em diferentes aplicac¸o˜es e
portanto, sejam candidatos a` implementac¸a˜o como instruc¸o˜es especializadas. O modelo
de hardware consistiu de um GPP (um processador SPARC v8) com unidades funcionais
especializadas inseridas em seu datapath. Foram utilizadas 15 aplicac¸o˜es dos benchmarks
MediaBench [52] e MiBench [38].
Para cada aplicac¸a˜o, um conjunto de clusters foi extra´ıdo. Inicialmente, estes clusters
foram filtrados para descartar aqueles com menos de treˆs operac¸o˜es. Tais clusters,
por serem muito pequenos, proporcionariam pouco ou nenhum ganho de desempenho.
Em seguida, os clusters foram comparados para detectar ocorreˆncias repetidas de um
mesmo cluster. Os clusters repetidos encontrados foram reunidos em grupos isomorfos.
Alguns destes grupos apresentaram apenas pequenas diferenc¸as, como por exemplo uma
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Categoria
Nu´mero de Nu´mero de Nu´mero de
aplicac¸o˜es grupos clusters
ZOL 15 11 765
Bit test 5 2 169
Or-Plus 7 3 16
Mul 6 4 1 59
Mem Copy 4 1 10
16to32 3 1 30
Mem Set-ZOL 3 1 7
Tabela 3.1: Exemplos de categorias de clusters [16]
comparac¸a˜o “not equal to” ao inve´s de “equal to”. Supondo que estes grupos de clusters
poderiam se beneficiar da mesma implementac¸a˜o em hardware, eles foram reunidos em
categorias.
Algumas das categorias encontradas que revelaram um potencial de ganho de
desempenho com a implementac¸a˜o em hardware (na forma de instruc¸o˜es especializadas),
sa˜o descritas em [16] e a seguir:
• ZOL: implementa o contador e o teste de te´rmino de um lac¸o.
• Bit test : testa se um determinado bit de uma palavra e´ zero.
• Or-Plus: uma operac¸a˜o or com uma constante, seguida de uma soma.
• 16to32 : conversa˜o de um dado de 16 bits para 32 bits.
• Mul 6 : uma multiplicac¸a˜o por 6 usando deslocamentos e soma.
• Mem Copy : co´pia de uma regia˜o da memo´ria para outra.
• Mem Set-ZOL: equivalente a` categoria ZOL acrescida da inicializac¸a˜o de uma regia˜o
da memo´ria.
A Tabela 3.1 mostra, para cada categoria descrita, o nu´mero de aplicac¸o˜es em que os
clusters foram encontrados, o nu´mero de grupos isomorfos que pertencem a`quela categoria
e o nu´mero total de clusters encontrados, apresentados em [16].
Os resultados mostraram que va´rios clusters pequenos ocorrem com grande frequ¨eˆncia
(em uma mesma aplicac¸a˜o e em va´rias aplicac¸o˜es). Tais clusters, se implementados
em hardware gerariam FUs especializadas simples e consumiriam um nu´mero menor de
ciclos do clock, em comparac¸a˜o com a implementac¸a˜o original em software. O ganho de
desempenho da aplicac¸a˜o pode ser razoa´vel, devido a` frequ¨eˆncia de ocorreˆncia dos clusters,
principalmente quando eles esta˜o dentro de lac¸os.
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3.4.3 Speedup de ASIPs
Um outro conjunto de experimentos, apresentado em [7], tambe´m utilizou a plataforma
descrita na Sec¸a˜o 3.2 para estender o conjunto de instruc¸o˜es de um processador base, com
a inclusa˜o de instruc¸o˜es especializadas. O objetivo foi selecionar, para uma determinada
aplicac¸a˜o, os clusters que maximizassem o desempenho da mesma, respeitando restric¸o˜es
arquiteturais. Neste caso, as instruc¸o˜es especializadas foram geradas a partir de clusters
maiores, alguns inclusive correspondendo a todo o corpo de lac¸os internos.
Da mesma forma, o modelo de hardware consistiu de um GPP (um processador
SPARC v8) com uma FU especializada que implementou as instruc¸o˜es espec´ıficas. Esta
FU foi inserida no datapath do processador e seus operandos e resultados eram lidos
e escritos, respectivamente, no conjunto de registradores do processador base. Cada
instruc¸a˜o especializada poderia consumir um u´nico ciclo ou mu´ltiplos ciclos do clock.
Ambos os processadores base e especializado foram simulados usando modelos
desenvolvidos na ADL ArchC [66]. Tais modelos, por serem com precisa˜o de ciclos,
permitiram a medic¸a˜o do desempenho das aplicac¸o˜es.
Novamente, algumas aplicac¸o˜es dos benchmarks MediaBench [52] e MiBench [38]
foram utilizadas, e calculou-se o speedup proporcionado por cada cluster extra´ıdo de cada
aplicac¸a˜o, com diferentes restric¸o˜es de recursos de hardware. Estas restric¸o˜es limitaram
os recursos dispon´ıveis para a FU especializada (unidades aritme´ticas, unidades lo´gicas
e de deslocamento, multiplicadores, MUXes, portas de leitura e escrita do conjunto de
registradores e portas de leitura e escrita da memo´ria). O nu´mero ma´ximo de registradores
(do processador base) que poderiam ser lidos e escritos a cada ciclo foi fixado em 2 e 1,
respectivamente.
A Tabela 3.2 mostra os speedups obtidos em [7] com a inclusa˜o de uma u´nica instruc¸a˜o
especializada correspondente ao melhor cluster, para cada aplicac¸a˜o. Se dois clusters de
uma aplicac¸a˜o sa˜o totalmente disjuntos, ambos podem ser implementados como instruc¸o˜es
especializadas, melhorando ainda mais o desempenho.
Os resultados mostraram que as aplicac¸o˜es possuem alguns clusters grandes que,
quando implementados em hardware, permitem ganhos de desempenho considera´veis do
processador especializado em relac¸a˜o ao processador base (de propo´sito geral).
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Aplicac¸a˜o Speedup
ADPCM decoder 3,60
ADPCM encoder 2,63
Rijndael decoder 1,88
Rijndael encoder 1,91
JPEG decoder 1,23
GSM decoder 1,66
Blowfish decoder 1,34
Tabela 3.2: Speedup obtido com melhor cluster para cada aplicac¸a˜o [7]
3.5 Exemplo de Datapath Reconfigura´vel
Nesta sec¸a˜o, um exemplo e´ utilizado para ilustrar o uso de um datapath reconfigura´vel
para implementac¸a˜o de partes de uma aplicac¸a˜o. Suponha que esta aplicac¸a˜o possui dois
lac¸os internos, como mostrado na Figura 3.8, e que o corpo de cada lac¸o sera´ transformado
em uma instruc¸a˜o especializada.
E´ necessa´rio enta˜o gerar um datapath reconfigura´vel para executar o corpo dos lac¸os,
de forma multiplexada no tempo. Para isso, o corpo de cada lac¸o e´ representado
como um CDFG. Os CDFGs G1 e G2, mostrados na Figura 3.9, resultam dos lac¸os
1 e 2 respectivamente. Estes CDFGs sa˜o combinados, de forma que blocos lo´gicos e
interconexo˜es sejam compartilhados. Assim, o datapath reconfigura´vel correspondente,
tambe´m mostrado na Figura 3.9, e´ gerado. Conforme sera´ apresentado na Sec¸a˜o 4.1, este
datapath e´ o´timo, isto e´, possui uma a´rea total mı´nima.
A Figura 3.10(a) mostra a mesma aplicac¸a˜o da Figura 3.8, pore´m agora substituindo
o corpo dos lac¸os por instruc¸o˜es especializadas. A func¸a˜o config datapath reconfigura o
datapath, enquanto que a func¸a˜o exec datapath transfere o controle para o componente
reconfigura´vel que enta˜o executa alguma das instruc¸o˜es especializadas.
Para executar o corpo de um dos lac¸os, o datapath precisa ser reconfigurado de forma
a realizar a computac¸a˜o representada pelo CDFG correspondente ao lac¸o. O sinal de
controle ctl do datapath seleciona a operac¸a˜o a ser realizada pela FU somador/subtrador
e tambe´m o operando esquerdo do deslocador. Atribuindo 0 ou 1 para ctl, o datapath
e´ reconfigurado para executar o corpo do lac¸o 1 ou 2, respectivamente, como mostrado
na Figura 3.10. Nesta figura, as interconexo˜es em negrito mostram o fluxo de dados na
execuc¸a˜o do corpo de cada lac¸o.
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...
for (i = 0; i < n; i ++) /* Lac¸o 1 */
{
t1 = i * a;
t2 = i + b;
t3 = i + c;
a = (t1 & t2) >> t3 ;
}
...
for (j = 0; j < n; j ++) /* Lac¸o 2 */
{
t4 = j * d;
t5 = j - e;
d = t4 >> t5 ;
}
...
Figura 3.8: Co´digo fonte de uma aplicac¸a˜o exemplo
CDFG G1
× + +
&

CDFG G2
× −

Datapath reconfigura´vel
× + +/−
&

MUX
ctl
ctl
1 0
Figura 3.9: CDFGs correspondentes aos corpos dos lac¸os da Figura 3.8 e datapath
reconfigura´vel gerado
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(a) Co´digo da aplicac¸a˜o utilizando
datapath reconfigura´vel
...
config datapath(0);
for (i = 0; i < n; i ++) /* Lac¸o 1 */
{
exec datapath(. . .) ;
}
...
...
...
...
...
config datapath(1);
for (j = 0; j < n; j ++) /* Lac¸o 2 */
{
exec datapath(. . .) ;
}
...
(b) Execuc¸a˜o do corpo do lac¸o 1
× + +/−
&

MUX
0 (+)
0
1 0
(c) Execuc¸a˜o do corpo do lac¸o 2
× + +/−
&

MUX
1 (−)
1
1 0
Figura 3.10: Datapath configurado para executar corpo dos lac¸os modificados
Por exemplo, quando a func¸a˜o config datapath(0) e´ executada, o valor 0 e´ atribu´ıdo
ao sinal de controle ctl do datapath. Assim, quando a func¸a˜o exec datapath(...) for
executada, a FU somador/subtrador realizara´ soma e o MUX selecionara´ a sua entrada 0
para ser encaminhada para o deslocador, implementando assim o corpo do lac¸o 1.
Como nessa aplicac¸a˜o ha´ apenas uma instruc¸a˜o especializada dentro dos lac¸os, e´
poss´ıvel reconfigurar o datapath uma u´nica vez antes do in´ıcio de cada lac¸o, ao inve´s
de reconfigura´-lo a cada iterac¸a˜o do lac¸o. Com isso, o overhead de configurac¸a˜o pode ser
bastante reduzido.
Neste trabalho no´s propomos algoritmos para o problema de compartilhamento de
recursos na gerac¸a˜o do datapath reconfigura´vel (Cap´ıtulos 5 e 6). Estes algoritmos
combinam os CDFGs correspondentes aos clusters e buscam minimizar a a´rea do datapath.
Nos experimentos realizados para a avaliac¸a˜o de nossas te´cnicas, adotamos o modelo em
que o componente reconfigura´vel e´ um coprocessador com blocos lo´gicos de granularidade
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grossa e acoplado a um processador hospedeiro. O coprocessador tem acesso a` memo´ria
principal e pode implementar clusters com um nu´mero razoa´vel de operac¸o˜es. Pore´m, os
algoritmos propostos na˜o sa˜o limitados a este modelo e podem tambe´m ser aplicados para
o modelo de RFU.
Cap´ıtulo 4
Compartilhamento de Recursos
Como mencionado nos cap´ıtulos anteriores, a computac¸a˜o reconfigura´vel permite o
projeto de datapaths especializados que podem ser configurados dinamicamente para
realizar diferentes computac¸o˜es, de acordo com a aplicac¸a˜o ou parte da aplicac¸a˜o que
esta´ sendo executada. Estas partes consistem de sequ¨eˆncias de instruc¸o˜es, mo´dulos ou
lac¸os internos, selecionados por consumirem grande parte do tempo de execuc¸a˜o. Durante
a execuc¸a˜o, quando cada parte selecionada inicia, o sistema reconfigura o datapath para
realizar a computac¸a˜o correspondente.
O datapath reconfigura´vel deve possuir o menor nu´mero poss´ıvel de blocos lo´gicos
(unidades funcionais e registradores) e interconexo˜es (multiplexadores e fios) para reduzir
seu custo, a´rea e consumo de poteˆncia. Deve tambe´m atender a requisitos de desempenho,
como minimizar o tempo de execuc¸a˜o ou garantir que um throughput mı´nimo estabelecido
seja alcanc¸ado. Para reduzir a a´rea e o custo do datapath, seus blocos lo´gicos e suas
interconexo˜es devem ser reutilizados ao ma´ximo nas diferentes partes da(s) aplicac¸a˜o(o˜es).
Este compartilhamento de recursos tem tambe´m um grande impacto na reduc¸a˜o do
overhead de reconfigurac¸a˜o do sistema, tanto em tempo quanto em espac¸o.
Cada cluster selecionado da aplicac¸a˜o e´ representado por um CDFG, e para projetar
o datapath reconfigura´vel, esses CDFGs sa˜o combinados. O processo de combinac¸a˜o
de CDFGs permite a reutilizac¸a˜o de blocos lo´gicos e interconexo˜es, identificando
similaridades entre os CDFGs, e produzindo um datapath reconfigura´vel, que pode ser
configurado dinamicamente para realizar a computac¸a˜o representada por cada CDFG.
Idealmente, este datapath deve ter uma a´rea mı´nima, considerando a a´rea dos blocos
lo´gicos e interconexo˜es. Encontrar a soluc¸a˜o para a combinac¸a˜o de CDFGs que minimiza
a a´rea dos blocos e interconexo˜es e´ o tema central deste trabalho.
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CDFG G1
+ −
×
CDFG G2
+ −
×
Datapath resultante
+ −
×
MUX
Figura 4.1: Combinac¸a˜o de CDFGs
A Figura 4.1 ilustra o conceito de combinac¸a˜o de CDFGs. Quando os CDFGs G1 e G2
sa˜o combinados, o datapath resultante e´ obtido. Note que neste datapath ha´ interconexo˜es
originadas a partir de apenas um CDFG (por exemplo, a interconexa˜o (+,×) do CDFG
G1) e interconexo˜es compartilhadas por ambos os CDFGs (por exemplo, a interconexa˜o
(+,−)).
O problema de compartilhamento de recursos e´ bem conhecido na a´rea de HLS [32, 25].
Neste contexto, um datapath e´ sintetizado a partir de uma especificac¸a˜o comportamental
da aplicac¸a˜o, representada por um CDFG, otimizando um determinado objetivo (por
exemplo, o custo do circuito). O processo de s´ıntese consiste basicamente das tarefas de
escalonamento e alocac¸a˜o, onde a alocac¸a˜o pode ser ainda dividida em duas sub-tarefas
principais: selec¸a˜o de unidades (unit selection) e atribuic¸a˜o de unidades (unit binding). A
selec¸a˜o de unidades consiste em determinar o nu´mero e os tipos de blocos lo´gicos (unidades
funcionais, registradores, etc) e interconexo˜es a serem utilizados no circuito. A atribuic¸a˜o
de unidades envolve o mapeamento das operac¸o˜es, varia´veis e transfereˆncias de dados do
CDFG nos blocos lo´gicos e interconexo˜es alocados [32].
No problema de combinac¸a˜o de CDFGs estudado neste trabalho, o datapath
reconfigura´vel sintetizado deve ser capaz de realizar a computac¸a˜o de va´rias especificac¸o˜es
comportamentais (representadas por va´rios CDFGs), de forma multiplexada no tempo,
enquanto que em HLS o datapath resultante corresponde a apenas um CDFG de
entrada. O problema de combinac¸a˜o de CDFGs e´ principalmente focado em prover
compartilhamento de recursos entre CDFGs, enquanto que a alocac¸a˜o em HLS permite
o compartilhamento de recursos intra-CDFG. Tradicionalmente, em HLS a alocac¸a˜o de
blocos lo´gicos e´ realizada utilizando custos estimados das interconexo˜es, e somente apo´s
este passo, quando os requisitos de interconexo˜es tornam-se claros, a alocac¸a˜o das mesmas
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e´ realizada. Esta na˜o e´ uma boa estrate´gia para resolver o problema de combinac¸a˜o
de CDFGs, pois a a´rea das interconexo˜es resultante da atribuic¸a˜o de interconexo˜es e´
altamente dependente da atribuic¸a˜o dos blocos lo´gicos. Na combinac¸a˜o de CDFGs deve-se
portanto mapear blocos lo´gicos e interconexo˜es de forma conjunta.
A Sec¸a˜o 4.1 formaliza o problema de combinac¸a˜o de CDFGs para o projeto de um
datapath, e uma prova de que este problema e´ NP-completo e´ apresentada na Sec¸a˜o 4.2.
A Sec¸a˜o 4.3 descreve diversas soluc¸o˜es propostas para este problema, encontradas na
literatura. Por fim, as soluc¸o˜es propostas para a combinac¸a˜o global e incremental de
CDFGs sa˜o discutidas na Sec¸a˜o 4.4.
4.1 O Problema de Combinac¸a˜o de CDFGs
Nesta sec¸a˜o o problema de combinac¸a˜o de CDFGs e´ formulado formalmente. Deseja-se
combinar va´rios CDFGs, correspondentes a diferentes clusters de uma aplicac¸a˜o (ou de
diferentes aplicac¸o˜es), para construir um datapath reconfigura´vel, capaz de realizar a
computac¸a˜o de cada cluster, de forma multiplexada no tempo. Ale´m disso, a a´rea dos
blocos lo´gicos (unidades funcionais e registradores) e interconexo˜es deste datapath deve
ser mı´nima. Cada cluster i, i = 1 . . . n da aplicac¸a˜o e´ modelado como um CDFG Gi,
definido a seguir.
Definic¸a˜o 1 Um grafo de fluxo de dados e controle (Control/Data-Flow Graph – CDFG)
e´ um grafo direcionado G = (V, E), tal que:
• Um ve´rtice v ∈ V representa uma operac¸a˜o ou uma varia´vel e possui um conjunto
de portas de entrada p = 1 . . . nv e atributos especificando seu tipo e largura (em
bits).
• Um arco e = (u, v, p) ∈ E indica uma transfereˆncia de dados do ve´rtice u para a
porta de entrada p do ve´rtice v.
Dado um ve´rtice de um CDFG, podem existir na biblioteca de componentes (ou
dispon´ıveis na arquitetura) va´rios blocos lo´gicos onde ele pode ser executado.
Definic¸a˜o 2 O conjunto de blocos lo´gicos B(v) de um ve´rtice v de um CDFG conte´m os
blocos lo´gicos da biblioteca de componentes que podem realizar a computac¸a˜o representada
por v.
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O datapath reconfigura´vel resultante e´ modelado como um grafo combinado G¯, definido
a seguir. O grafo combinado G¯ pode ser visto como a sobreposic¸a˜o de todos os CDFGs
Gi, i = 1 . . . n, tal que somente ve´rtices que podem ser implementados por um mesmo
bloco lo´gico sa˜o sobrepostos.
Definic¸a˜o 3 Um grafo combinado, correspondente aos CDFGs Gi, i = 1 . . . n, e´ um grafo
direcionado G¯ = (V¯ , E¯), tal que:
• Um ve´rtice v¯ ∈ V¯ representa um mapeamento de mv¯ ve´rtices vi, 1 ≤ mv¯ ≤ n, cada
vi pertencendo a um Vi diferente, tal que
⋂
∀vi mapeado em v¯
B(vi) 6= ∅.
• Um arco e¯ = (u¯, v¯, p¯) ∈ E¯ representa um mapeamento de me¯ arcos ei = (ui, vi, pi),
1 ≤ me¯ ≤ n, cada ei pertencendo a um Ei diferente, tal que todos os ui foram
mapeados em u¯, todos os vi foram mapeados em v¯, e todas as portas de entrada pi
sa˜o equivalentes1.
O datapath reconfigura´vel tera´ um bloco lo´gico correspondendo a cada ve´rtice v¯ ∈
V¯ . Este bloco lo´gico e´ selecionado de forma que seja capaz de realizar a computac¸a˜o
representada por cada ve´rtice vi mapeado em v¯. Para cada arco e¯ = (u¯, v¯, p¯) ∈ E¯, havera´
no datapath um caminho conectando os blocos lo´gicos correspondentes a u¯ e v¯, indo da
sa´ıda do primeiro para a porta de entrada p¯ do segundo. Ale´m disso, para cada porta
de entrada p¯ de cada ve´rtice v¯ que possui mais de um arco incidente (∗, v¯, p¯), o datapath
reconfigura´vel tera´ um MUX selecionando o operando de entrada.
O mapeamento de ve´rtices representado por v¯ ∈ V¯ e´ descrito por uma n-tupla
v1/v2/ . . . /vn enumerando os ve´rtices vi mapeados em v¯. Se na˜o ha´ nenhum ve´rtice
de um dado Vi mapeado em v¯, o elemento correspondente na n-tupla e´ vazio, como por
exemplo em −/v2/ . . . /vn. Analogamente, o mapeamento de arcos representado por e¯ ∈ E¯
e´ descrito por uma n-tupla e1/e2/ . . . /en enumerando os arcos ei mapeados em e¯, com
elementos vazios quando necessa´rio.
Dado um conjunto de n CDFGs Gi, e´ poss´ıvel construir va´rios grafos combinados G¯
diferentes correspondendo a eles. A soluc¸a˜o o´tima para G¯ e´ aquela que produz o datapath
reconfigura´vel com a´rea mı´nima, considerando os blocos lo´gicos e as interconexo˜es. A a´rea
do datapath reconfigura´vel gerado a partir de um grafo combinado G¯ e´ a soma da a´rea
dos blocos lo´gicos com a a´rea das interconexo˜es. A a´rea dos blocos lo´gicos do datapath
1O significado de portas de entrada equivalentes sera´ elaborado na Subsec¸a˜o 4.1.1.
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(a) CDFGs G1 e G2
G1
× −
+
a1 a2
a3
1 2
G2
× 
+
b1 b2
b3
1 2
(b) Grafo combinado G¯
× − 
+
a1/b1 a2/− −/b2
a3/b3
1 2
(c) Datapath correspondente a G¯
× − 
MUX
+
Figura 4.2: Mapeamento de arcos e nu´mero de entradas nos MUXes
e´ a soma da a´rea de cada bloco lo´gico do datapath. Cada bloco lo´gico (correspondente a
um ve´rtice v¯ ∈ V¯ ) e´ selecionado de acordo com os ve´rtices vi mapeados em v¯.
Como a rede de interconexo˜es e´ baseada em MUXes, a a´rea das interconexo˜es e´
proporcional ao nu´mero de entradas nos MUXes. Para cada arco e¯ = (u¯, v¯, p¯) ∈ E¯
que e´ um mapeamento de me¯ arcos, o MUX (se existir) na porta de entrada p¯ do bloco
lo´gico v¯ possui me¯ − 1 menos entradas do que ele teria se nenhum arco fosse sobreposto.
Por exemplo, na Figura 4.2 os CDFGs G1 e G2 sa˜o combinados, obtendo-se o grafo G¯.
O ve´rtice a3/b3 de G¯ possui dois arcos incidindo em sua porta de entrada 2. Portanto,
o datapath tera´ um MUX de duas entradas na porta direita do somador. Como o arco
(a1/b1, a3/b3) de G¯ (em negrito) corresponde ao mapeamento de dois arcos de G1 e G2,
respectivamente, o MUX na porta esquerda do somador precisaria de apenas uma entrada
(ao inve´s de duas), sendo portanto eliminado.
Modelando cada MUX como uma a´rvore de MUXes de duas entradas (como ilustrado
na Figura 4.3), existe uma dependeˆncia linear entre o nu´mero de MUXes de duas entradas
e o nu´mero de interconexo˜es do datapath. Logo, a a´rea das interconexo˜es pode ser expressa
em termos do nu´mero de interconexo˜es (e portanto, em termos do nu´mero de arcos de
G¯). A a´rea do datapath reconfigura´vel e´ definida a seguir.
Definic¸a˜o 4 A a´rea total A(G¯) do datapath reconfigura´vel correspondente ao grafo
combinado G¯ = (V¯ , E¯) e´:
A(G¯) = Ab(G¯) + Ai(G¯)
onde Ab(G¯) =
∑
∀v¯∈V¯ Ab(v¯) e Ai(G¯) = |E¯| × Amux sa˜o, respectivamente, as a´reas dos
blocos lo´gicos e das interconexo˜es do datapath. Ab(v¯) e´ a a´rea do bloco lo´gico alocado para
v¯ ∈ V¯ , e Amux a a´rea equivalente a uma entrada de MUX da largura adequada.
O problema de combinac¸a˜o de CDFGs e´ enta˜o definido a seguir.
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(a) MUX de 8 entradas
MUX
(b) A´rvore de MUXes de 2 entradas
MUX MUX MUX MUX
MUX MUX
MUX
Figura 4.3: MUX de 8 entradas modelado como a´rvore de MUXes de 2 entradas
Definic¸a˜o 5 Dados n CDFGs Gi = (Vi, Ei), i = 1 . . . n, e uma biblioteca de componentes,
o problema de combinac¸a˜o de CDFGs consiste em encontrar um grafo combinado G¯ =
(V¯ , E¯) correspondente, tal que A(G¯) seja mı´nimo.
Encontrar um mapeamento de ve´rtices dos CDFGs de forma a minimizar a´rea dos
blocos lo´gicos na˜o e´ uma tarefa dif´ıcil. Ela pode ser modelada como um problema de
emparelhamento de peso ma´ximo em um grafo bipartido, para o qual um algoritmo exato
com complexidade polinomial e´ conhecido. Por outro lado, mapear os arcos dos CDFGs
de forma a minimizar a a´rea das interconexo˜es e´ um problema dif´ıcil (mais precisamente,
e´ um problema NP-completo, como sera´ visto na Sec¸a˜o 4.2) pois o mapeamento dos arcos
depende do mapeamento dos ve´rtices adjacentes a eles. Isto e´, dois arcos de dois CDFGs
so´ podem ser mapeados se seus ve´rtices origem esta˜o mapeados, assim como seus ve´rtices
destino. Logo, se o mapeamento de ve´rtices e´ feito ignorando os custos de interconexo˜es
ou usando apenas estimativas, pode-se obter uma soluc¸a˜o onde a a´rea das interconexo˜es
na˜o e´ mı´nima, e consequ¨entemente a a´rea total tambe´m na˜o e´ o´tima.
Esses conceitos sa˜o ilustrados com um exemplo. Dados os CDFGs G1 e G2 da
Figura 4.4(a), obtidos a partir dos lac¸os do exemplo da Sec¸a˜o 3.5, e´ poss´ıvel construir treˆs
grafos combinados G¯′, G¯′′ e G¯ diferentes2 (mostrados na Figura 4.4(b)). Em G¯′, os ve´rtices
a2 de G1 e b2 de G2 na˜o esta˜o mapeados, enta˜o o datapath reconfigura´vel correspondente
a G¯′ tera´ seis blocos lo´gicos (um multiplicador, dois somadores, um subtrador, um and
e um deslocador). Em G¯′′, estes ve´rtices esta˜o mapeados, resultando em um datapath
com cinco blocos lo´gicos (um multiplicador, um somador/subtrador, um somador, um
and e um deslocador). Como resultado, Ab(G¯
′) e´ maior que Ab(G¯
′′) pois apesar da a´rea
2Por simplicidade, os multiplexadores que selecionam as entradas do deslocador em G¯′, G¯′′ e G¯ na˜o
sa˜o mostrados na figura.
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(a) CDFGs G1 e G2
G1
× + +
&

a1 a2 a3
a4
a5
1 2
1 2
G2
× −

b1 b2
b3
1 2
(b) Grafos combinados G¯′ e G¯′′ e grafo combinado o´timo G¯
G¯′
× + +
&

−
a1/b1 a2/− a3/−
a4/−
a5/b3
−/b2
1 2
1 2
G¯′′
× +/− +
&

a1/b1 a2/b2 a3/−
a4/−
a5/b3
1 2
1 2
G¯
× + +/−
&

a1/b1 a2/− a3/b2
a4/−
a5/b3
1 2
1 2
Figura 4.4: Diferentes grafos combinados: Ab(G¯
′) > Ab(G¯
′′) = Ab(G¯) e Ai(G¯
′′) > Ai(G¯)
de um somador/subtrador ser maior que a a´rea de apenas um somador, ela certamente
e´ menor que as a´reas de um somador e um subtrador adicionadas. Consequ¨entemente,
A(G¯′) e´ tambe´m maior que A(G¯′′), dado que Ai(G¯
′) e´ igual a Ai(G¯
′′) pois nenhum arco
foi sobreposto em G¯′ ou G¯′′.
Ainda na Figura 4.4, G¯′′ e G¯ representam diferentes mapeamentos de ve´rtices. Em G¯′′
o ve´rtice b2 de G2 esta´ mapeado no ve´rtice a2 de G1, enquanto que em G¯ ele esta´ mapeado
em a3. Os mapeamentos de ve´rtices representados por G¯
′′ e G¯ podem parecer equivalentes,
pois ambos geram datapaths com os mesmos blocos lo´gicos. De fato, Ab(G¯
′′) e´ igual a
Ab(G¯), pore´m os mapeamentos de ve´rtices de G¯
′′ e G¯ permitem diferentes mapeamentos
de arcos. Em G¯′′, nenhum arco e´ sobreposto, logo dois MUXes sa˜o necessa´rios nas duas
portas de entrada do ve´rtice a5/b3. Em G¯, os arcos (a3, a5) e (b2, b3) esta˜o mapeados (em
negrito na figura), eliminando assim a necessidade de um dos MUXes. Como resultado,
Ai(G¯
′′) e´ maior que Ai(G¯) e, consequ¨entemente, A(G¯
′′) tambe´m e´ maior que A(G¯).
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Para obter a soluc¸a˜o o´tima para G¯ e´ necessa´rio determinar qual o mapeamento de
ve´rtices, dentre as va´rias possibilidades, permite o melhor mapeamento de arcos, isto e´,
minimiza a a´rea total.
4.1.1 Portas de Entrada e Comutatividade
Outro importante aspecto do problema de combinac¸a˜o de CDFGs diz respeito a`s portas
de entrada e a` propriedade de comutatividade. Diversas operac¸o˜es de dois operandos
sa˜o comutativas, logo a troca apropriada dos operandos destas operac¸o˜es pode permitir
mapeamentos de arcos que na˜o seriam poss´ıveis caso contra´rio. Assim, interconexo˜es e
MUXes sa˜o eliminados, reduzindo a a´rea das interconexo˜es do datapath reconfigura´vel.
Cada operac¸a˜o possui um conjunto de portas de entrada que representam os operandos
que ela pressupo˜e. Por exemplo, uma adic¸a˜o possui duas portas de entrada 1 e 2. Pela
Definic¸a˜o 3, dois arcos (u1, v1, p1) ∈ G1 e (u2, v2, p2) ∈ G2 podem ser mapeados se u1 e u2
podem ser mapeados, assim como v1 e v2, e se p1 e p2 sa˜o equivalentes. A equivaleˆncia de
portas de entrada e´ definida a seguir.
Definic¸a˜o 6 Dados dois arcos (u1, v1, p1) e (u2, v2, p2) pertencentes aos CDFGs G1 e G2,
respectivamente, as portas de entrada p1 e p2 sa˜o equivalentes se:
• p1 = p2; ou
• v1 e/ou v2 representam operac¸o˜es comutativas de dois operandos.
Considere por exemplo, os CDFGs G1 e G2 da Figura 4.5, onde as portas de entrada
1 e 2 das operac¸o˜es de adic¸a˜o sa˜o mostradas. Ao combinar G1 e G2, ha´ treˆs poss´ıveis
mapeamentos de ve´rtices (a1/b2, a2/b1 e a3/b3) e dois poss´ıveis mapeamentos de arcos
(a1, a3, 1)/(b2, b3, 2) e (a2, a3, 2)/(b1, b3, 1). Estes mapeamentos de arcos sa˜o obtidos apenas
com a explorac¸a˜o da comutatividade da operac¸a˜o de adic¸a˜o, pois as portas de entrada
dos arcos mapeados sa˜o diferentes. Como resultado, o grafo combinado G¯ possui menos
interconexo˜es e dois MUXes a menos do que G¯′, que e´ o grafo combinado obtido sem a
comutac¸a˜o dos operandos.
4.2 Prova de NP-Completude
Nesta sec¸a˜o no´s provamos que o problema de combinac¸a˜o de CDFGs e´ NP-completo
[59]. Na demonstrac¸a˜o, a versa˜o de decisa˜o do problema, definida a seguir, e´ usada.
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(a) CDFGs G1 e G2
G1
× &
+
a1 a2
a3
1 2
G2
& ×
+
b1 b2
b3
1 2
(b) Grafo combinado G¯′
(sem comutac¸a˜o)
× &
+
MUX MUX
a1/b2 a2/b1
a3/b3
1 2
(c) Grafo combinado G¯
(com comutac¸a˜o)
× &
+
a1/b2 a2/b1
a3/b3
1 2
Figura 4.5: Compartilhamento de interconexo˜es atrave´s da comutac¸a˜o de operandos
Definic¸a˜o 7 Dados n CDFGs Gi = (Vi, Ei), i = 1 . . . n, um inteiro k e uma biblioteca
de componentes com a´reas inteiras, o problema de decisa˜o de combinac¸a˜o de CDFGs
(COMB) consiste em determinar se ha´ um grafo combinado G¯ = (V¯ , E¯) correspondente,
tal que A(G¯) ≤ k.
Para provar que COMB e´ NP-completo, e´ necessa´rio mostrar que COMB pertence
a NP e a NP-dif´ıcil. No´s provamos que COMB e´ NP-dif´ıcil atrave´s de uma reduc¸a˜o a
partir do problema de isomorfismo de subgrafos (aplicado a grafos direcionados), que e´
NP-completo [33, GT48]. O problema de isomorfismo de subgrafos e´ definido a seguir.
Definic¸a˜o 8 Dados os grafos direcionados G1 = (V1, E1) e G2 = (V2, E2), o problema
de isomorfismo de subgrafos (ISO) consiste em determinar se G1 conte´m um subgrafo
direcionado H = (VH , EH) isomorfo a G2, i.e., se existe uma func¸a˜o bijetiva f : V2 → VH ,
tal que (u, v) ∈ E2 ⇔ (f(u), f(v)) ∈ EH .
A seguir, apresentamos o teorema e sua demonstrac¸a˜o.
Teorema 1 O problema COMB e´ NP-completo.
Prova : COMB pertence a NP pois e´ poss´ıvel construir, de forma na˜o-determin´ıstica, e
verificar o grafo combinado G¯ = (V¯ , E¯), em tempo polinomial. Na fase de construc¸a˜o,
determina-se na˜o-deterministicamente, para cada v ∈ Vi, o ve´rtice v¯ ∈ V¯ no qual ele esta´
mapeado, e, para cada e ∈ Ei, o arco e¯ no qual ele esta´ mapeado, para todo i = 1, . . . , n. A
fase de verificac¸a˜o checa, para cada v¯ ∈ V¯ , se o mapeamento de ve´rtices que ele representa
e´ valido, isto e´, se
⋂
∀v mapeado em v¯B(v) 6= ∅. Similarmente, verifica-se, para cada e¯ ∈ E¯, se
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o mapeamento de arcos que ele representa e´ va´lido, isto e´, se as portas de entrada p sa˜o
equivalentes, ∀e = (u, v, p) mapeado em e¯. Finalmente, checa se A(G¯) ≤ k.
Para provar que COMB e´ NP-dif´ıcil, uma instaˆncia arbitra´ria de ISO, G1 = (V1, E1)
e G2 = (V2, E2), e´ transformada em uma instaˆncia de COMB. Estabelecendo n = 2,
constro´i-se os CDFGs G′
1
= (V ′
1
, E ′
1
) e G′
2
= (V ′
2
, E ′
2
) correspondentes a G1 e G2,
respectivamente, e determina-se k e a biblioteca de componentes, tal que:
• ∀v ∈ Vi, existe um ve´rtice v
′ ∈ V ′i , ∀i = 1, 2, representando uma operac¸a˜o
comutativa, com nu´mero de portas de entrada nv′ igual ao grau de entrada de
v;
• ∀e = (u, v) ∈ Ei, existe um arco e
′ = (u′, v′, p) ∈ E ′i, ∀i = 1, 2, sendo as portas
de entrada p atribu´ıdas sequ¨encialmente de 1 a nv′ para todos os arcos da forma
(∗, v) ∈ Ei;
• A biblioteca de componentes possui apenas um bloco lo´gico com a´rea 1, que pode
realizar a computac¸a˜o representada por todos v ′ ∈ V ′i , ∀i = 1, 2. Ale´m disso, Amux =
1.
• k = A(G′
1
) = |V1|+ |E1|.
E´ necessa´rio mostrar que G1 possui um subgrafo isomorfo a G2 se e somente se existe
um grafo combinado G¯ = (V¯ , E¯) correspondente a G′
1
e G′
2
, tal que A(G¯) ≤ k. Suponha
que H = (VH , EH) e´ um subgrafo de G1 isomorfo a G2, e que f : V2 → VH e´ a func¸a˜o
bijetiva de isomorfismo. Seja V¯ um conjunto de ve´rtices tal que, para cada v1 ∈ VH
e v2 ∈ V2 com f(v2) = v1, existe um ve´rtice v¯ = v
′
1
/v′
2
∈ V¯ . Ale´m disso, para cada
v1 ∈ V1 − VH , existe um ve´rtice v¯ = v
′
1
/− ∈ V¯ . Analogamente, seja E¯ um conjunto
de arcos tal que, para cada e1 = (u1, v1) ∈ EH e e2 = (u2, v2) ∈ E2 com f(u2) = u1
e f(v2) = v1, existe um arco e¯ = e
′
1
/e′
2
∈ E¯. Ale´m disso, para cada e1 ∈ E1 − EH ,
existe um arco e¯ = e′
1
/− ∈ E¯. Como H e´ isomorfo a G2 e todas as operac¸o˜es em G
′
1
e
G′
2
sa˜o comutativas e implementadas pelo mesmo (u´nico) bloco lo´gico da biblioteca de
componentes, V¯ e E¯ definem o grafo combinado G¯ = (V¯ , E¯). Mais ainda, A(G¯) = k pois
|V¯ | = |V1|, |E¯| = |E1|, Ab(v¯) = 1, ∀v¯ ∈ V¯ , e Amux = 1.
Reciprocamente, suponha que G¯ = (V¯ , E¯) e´ um grafo combinado correspondente a
G′
1
e G′
2
tal que A(G¯) ≤ k. Como k = A(G′
1
), G¯ possui todos os ve´rtices e arcos de
G′
2
mapeados em ve´rtices e arcos de G′
1
. Seja VH o conjunto de ve´rtices v1 ∈ V1 com
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v¯ = v′
1
/v′
2
∈ V¯ , e seja f : V2 → VH uma func¸a˜o tal que f(v2) = v1. Analogamente,
seja EH o conjunto de arcos e1 ∈ E1 com e¯ = e
′
1
/e′
2
∈ E¯. VH e EH definem o subgrafo
H = (VH , EH) de G1 isomorfo a G2, e f e´ a func¸a˜o de isomorfismo.
Esta reduc¸a˜o pode ser realizada em tempo polinomial pois requer apenas a construc¸a˜o
de G′
1
e G′
2
a partir de G1 e G2, e a computac¸a˜o de k, para transformar uma instaˆncia
de ISO em uma instaˆncia de COMB. Ale´m disso, o resultado de COMB e´ trivialmente
transformado no resultado de ISO. 
4.3 Trabalhos Relacionados
O problema de combinac¸a˜o de CDFGs e´ usado em diferentes contextos para modelar
problemas variados. Nesta sec¸a˜o, alguns trabalhos relacionados a este problema sa˜o
descritos.
4.3.1 Emparelhamento de Peso Ma´ximo em Grafo Bipartido
O me´todo mais comumente utilizado para o problema de combinac¸a˜o de CDFGs
combina dois CDFGs a cada iterac¸a˜o e e´ baseado no problema de encontrar um
emparelhamento de peso ma´ximo em um grafo bipartido [34, 71, 47]. As duas partic¸o˜es de
ve´rtices do grafo bipartido correspondem aos ve´rtices dos dois CDFGs sendo combinados,
respectivamente. Ha´ uma aresta conectando dois ve´rtices no grafo bipartido se eles podem
ser mapeados (sobrepostos). O peso desta aresta representa o ganho obtido se os dois
ve´rtices forem mapeados, em relac¸a˜o a` func¸a˜o objetivo desejada (por exemplo, a reduc¸a˜o
de a´rea obtida com aquele mapeamento). Como cada ve´rtice de um CDFG deve ser
mapeado em no ma´ximo um ve´rtice do outro, o emparelhamento de peso ma´ximo do
grafo bipartido fornece os mapeamentos de ve´rtices que maximizam a func¸a˜o objetivo. A
partir destes mapeamentos, o grafo combinado e´ constru´ıdo.
Em [34] duas soluc¸o˜es sa˜o apresentadas para sintetizar uma unidade funcional
espec´ıfica para uma aplicac¸a˜o. Esta unidade e´ capaz de executar em diferentes modos,
cada um correspondendo a um grupo de operac¸o˜es de um CDFG na˜o escalonado que
representa a aplicac¸a˜o. As soluc¸o˜es resolvem os problemas de selec¸a˜o e atribuic¸a˜o de
unidades e visam minimizar a a´rea da unidade resultante. Dados dois CDFGs G1 e G2,
o peso de uma aresta (v1, v2) do grafo bipartido representa o ganho em a´rea obtido se os
ve´rtices v1 e v2 sa˜o mapeados. Este peso inclui o ganho em a´rea dos blocos lo´gicos e das
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interconexo˜es. No entanto, o ganho em a´rea das interconexo˜es e´ apenas estimado como
sendo o limite superior da reduc¸a˜o da a´rea das interconexo˜es obtida com o mapeamento
de v1 e v2. Isto e´, supo˜e-se que os ve´rtices predecessores (sucessores) de v1 em G1 sera˜o
tambe´m mapeados nos ve´rtices predecessores (sucessores) de v2 em G2, o que pode na˜o
acontecer.
A segunda soluc¸a˜o apresentada em [34] utiliza uma abordagem sutilmente diferente
para tratar situac¸o˜es em que os dois CDFGs sendo combinados exibem um alto grau
de similaridade e regularidade. A posic¸a˜o relativa dos ve´rtices no CDFG e´ usada como
crite´rio de desempate quando va´rias arestas do grafo bipartido possuem o mesmo peso.
Em [71] os autores combinam dois ou mais circuitos em um circuito reconfigura´vel,
baseados na identificac¸a˜o e mapeamento de componentes comuns aos circuitos. O objetivo
e´ produzir configurac¸o˜es dinaˆmicas e minimizar o tempo de reconfigurac¸a˜o. Os pesos das
arestas do grafo bipartido sa˜o definidos usando crite´rios como tipos dos componentes,
posic¸a˜o dos componentes na FPGA, etc.
A te´cnica de emparelhamento de peso ma´ximo em grafo bipartido tambe´m e´ utilizada
em [47] para projetar um datapath reconfigura´vel capaz de realizar a computac¸a˜o
correspondente aos lac¸os internos que consomem grande parte do tempo de execuc¸a˜o
de uma aplicac¸a˜o. O peso da aresta (v1, v2) do grafo bipartido representa apenas uma
estimativa do nu´mero de interconexo˜es que sera˜o mapeadas se os ve´rtices v1 de G1 e v2
de G2 forem mapeados, supondo que os ve´rtices predecessores de v1 e v2 sera˜o tambe´m
mapeados.
A Figura 4.6 mostra CDFGs G1 e G2 e o grafo bipartido obtido a partir deles, com pesos
das arestas atribu´ıdos de acordo com a estimativa descrita em [47]. O emparelhamento de
peso ma´ximo e´ mostrado em negrito na figura e produz o grafo combinado G¯′ mostrado
na Figura 4.6(c). Como a aresta (a4, b3) tem peso maior que (a5, b3), os ve´rtices a4 e b3
sa˜o mapeados em G¯′. Pore´m o peso 2 de (a4, b3) e´ obtido supondo que os predecessores
de a4 e b3 sera˜o mapeados. De fato, os ve´rtices a1 e b1 sa˜o mapeados, pore´m a2 e b1 na˜o
o sa˜o. Se o mapeamento a5/b3 fosse escolhido, o grafo combinado G¯ (Figura 4.6(d)) que
possui uma a´rea das interconexo˜es menor, seria obtido.
Esse me´todo e´ uma abordagem eficiente em termos de tempo de processamento,
pois o problema de emparelhamento de peso ma´ximo em um grafo bipartido pode
ser resolvido por um algoritmo exato de complexidade temporal polinomial (o me´todo
hu´ngaro descrito em [64]). Pore´m, como os ve´rtices sa˜o mapeados ignorando ou utilizando
apenas estimativas sobre o mapeamento das interconexo˜es, a soluc¸a˜o produzida pode estar
muito aque´m da soluc¸a˜o o´tima.
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(a) CDFGs G1 e G2
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b1
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b4
(b) Grafo bipartido e
emparelhamento de peso ma´ximo
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!
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1
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1
1
(c) Grafo combinado G¯′
+ !
!


×
a1/b1 a2/−
a3/b2
a4/b3
a5/−
a6/b4
(d) Grafo combinado o´timo G¯
+ !
!

×
a1/b1 a2/−
a3/b2a4/−
a5/b3
a6/b4
Figura 4.6: Combinac¸a˜o de CDFGs por emparelhamento de peso ma´ximo em um grafo
bipartido
4.3.2 Busca no Espac¸o de Soluc¸o˜es
Outro grupo de me´todos [84, 34] baseia-se em mecanismos de busca para explorar o
espac¸o de soluc¸o˜es, procurando a soluc¸a˜o o´tima.
Em [84] uma te´cnica de combinac¸a˜o de CDFGs e´ proposta para sintetizar uma unidade
de processamento multi-func¸a˜o, na qual cada func¸a˜o corresponde a um grupo de operac¸o˜es
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na especificac¸a˜o da aplicac¸a˜o. O me´todo mapeia operac¸o˜es nos operadores da unidade
de processamento, considerando que estes operadores foram selecionados previamente. A
abordagem e´ baseada nos algoritmos de busca local por melhorias sucessivas (iterative
improvement) e simulated annealing [1] e busca reduzir o custo da rede de interconexo˜es
da unidade de processamento. Ambos os algoritmos comec¸am com uma soluc¸a˜o inicial
aleato´ria, que consiste de um mapeamento arbitra´rio dos CDFGs. Eles enta˜o exploram o
espac¸o de soluc¸o˜es, continuamente mudando da soluc¸a˜o corrente para uma soluc¸a˜o vizinha
a ela (escolhida aleatoriamente), de acordo com um crite´rio de aceitac¸a˜o de custo.
O conceito de vizinhanc¸a e´ definido usando um mecanismo de troca, onde os
mapeamentos de duas operac¸o˜es de um mesmo CDFG sa˜o trocados. Por exemplo, dados
os CDFGs G1 e G2, suponha que em uma soluc¸a˜o (isto e´, em um grafo combinado G¯
′), ha´
os mapeamentos de ve´rtices a1/b1 e a2/b2. Um exemplo de soluc¸a˜o vizinha a esta e´ um
grafo combinado G¯′′, com os mapeamentos a1/b2 e a2/b1 e todos os demais mapeamentos
de ve´rtices iguais a G¯′. Assim, define-se a vizinhanc¸a da soluc¸a˜o corrente como o conjunto
de soluc¸o˜es que podem ser alcanc¸adas, a partir dela, realizando-se apenas uma troca. No
pior caso, supondo apenas dois CDFGs de entrada, cada soluc¸a˜o G¯ = (V¯ , E¯) pode ter
O(|V¯ |2) soluc¸o˜es vizinhas.
A soluc¸a˜o obtida pelo algoritmo de melhorias sucessivas e´ o primeiro mı´nimo local
encontrado, que pode ser muito inferior que a soluc¸a˜o o´tima. O me´todo de simulated
annealing aceita em sua busca, transic¸o˜es que pioram (de forma limitada) o custo da
soluc¸a˜o, com o objetivo de escapar de mı´nimos locais. Consequ¨entemente, possui um
tempo de execuc¸a˜o mais longo.
Uma soluc¸a˜o descrita em [34] tambe´m utiliza um mecanismo de busca local por
melhorias sucessivas, baseado no algoritmo apresentado em [84]. Pore´m, esta soluc¸a˜o
na˜o exige que os operadores sejam selecionados previamente, e comec¸a com uma soluc¸a˜o
inicial diferente. Novamente o espac¸o de soluc¸o˜es e´ explorado mudando-se da soluc¸a˜o
corrente para uma das soluc¸o˜es vizinhas, alcanc¸adas por uma troca no mapeamento de
duas operac¸o˜es. O crite´rio de aceitac¸a˜o na˜o permite transic¸o˜es que piorem o custo da
soluc¸a˜o, mas aceita transic¸o˜es com diferenc¸a de custo nula, isto e´, que na˜o melhoram o
custo da soluc¸a˜o.
Como o espac¸o de soluc¸o˜es do problema de combinac¸a˜o de CDFGs possui um tamanho
exponencial e e´ explorado aleatoriamente, o tempo de execuc¸a˜o desses me´todos de
busca pode na˜o ser limitado polinomialmente. Todavia, na pra´tica eles algumas vezes
comportam-se razoavelmente bem.
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4.3.3 Modelo de Programac¸a˜o Inteira
Em outra soluc¸a˜o proposta em [34], que tambe´m combina dois CDFGs a cada passo,
um modelo de programac¸a˜o inteira e´ formulado para representar uma modelagem global da
a´rea das interconexo˜es. Neste modelo, o ganho em a´rea das interconexo˜es correspondente
ao mapeamento dos ve´rtices v1 de um CDFG G1 e v2 de G2 e´ dependente do mapeamento
de seus ve´rtices predecessores nos CDFGs. Este modelo proveˆ uma soluc¸a˜o quasi-o´tima
para o problema de combinar apenas dois CDFGs (pois na˜o explora a comutatividade),
pore´m de tempo exponencial. Esta soluc¸a˜o pode ser utilizada como uma aproximac¸a˜o
para combinar va´rios CDFGs iterativamente.
4.3.4 Outras Soluc¸o˜es
Nenhum dos trabalhos descritos ate´ aqui explora a comutatividade das operac¸o˜es para
melhorar o compartilhamento de interconexo˜es. Tradicionalmente, a comutatividade e´
explorada em passos de pre´- ou po´s-processamento. No primeiro caso, quando operandos
sa˜o comutados antes da atribuic¸a˜o de unidades, utilizam-se apenas estimativas sobre
o mapeamento de blocos lo´gicos e interconexo˜es, limitando-se as possibilidades de
mapeamento na fase de atribuic¸a˜o. Por outro lado, se a comutatividade e´ explorada
quando a atribuic¸a˜o de unidades ja´ foi realizada, soluc¸o˜es melhores para o mapeamento de
blocos lo´gicos e interconexo˜es podem ja´ ter sido descartadas e a comutac¸a˜o e´ utilizada de
forma mais restrita. Portanto, idealmente, a comutac¸a˜o de operandos deve ser considerada
durante a selec¸a˜o e atribuic¸a˜o de unidades.
Um modelo que permite o mapeamento conjunto de operac¸o˜es, varia´veis e
transfereˆncias de dados e´ apresentado em [17]. O problema e´ formulado como um problema
de clustering em grafos e alguns algoritmos simples sa˜o descritos. O mapeamento de
unidades funcionais, registradores e interconexo˜es e´ realizado concomitantemente para
permitir a busca da melhor soluc¸a˜o global. Pore´m, quando a rede de interconexo˜es
e´ baseada em MUXes, cada transfereˆncia de dados e´ agrupada com a sua operac¸a˜o
ou varia´vel predecessora. Ou seja, o mapeamento das interconexo˜es e´ realizado
considerando somente o mapeamento dos seus blocos lo´gicos de origem. Para minimizar
a rede de interconexo˜es deveriam ser considerados tambe´m os mapeamentos dos blocos
sucessores. Neste trabalho, a comutatividade das operac¸o˜es e´ explorada em um passo de
po´s-processamento.
Em [9] uma soluc¸a˜o heur´ıstica para o problema de combinac¸a˜o de grafos de fluxo de
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dados (Data-Flow Graphs – DFGs) e´ apresentada. O objetivo e´ construir um datapath em
FPGA, capaz de executar um conjunto de instruc¸o˜es especializadas para uma determinada
aplicac¸a˜o. Cada instruc¸a˜o e´ representada por um DFG e o compartilhamento de recursos
e´ explorado para minimizar a a´rea do datapath. Esta abordagem e´ baseada no problema
de encontrar a subsequ¨eˆncia comum mais longa de duas sequ¨eˆncias. O passo inicial do
algoritmo consiste em enumerar todos os caminhos de cada DFG. Em seguida, os caminhos
sa˜o sobrepostos iterativamente, a partir da determinac¸a˜o da subsequ¨eˆncia comum mais
longa entre cada par de caminhos que na˜o se originam de um mesmo DFG. Para o
problema de subsequ¨eˆncia comum mais longa, um algoritmo de complexidade de tempo
polinomial e´ conhecido (utilizando programac¸a˜o dinaˆmica, como descrito em [22]). Assim,
o algoritmo proposto e´ polinomial em relac¸a˜o ao nu´mero de caminhos em todos os DFGs
de entrada. No entanto, o nu´mero de caminhos de um DFG e´ exponencial em relac¸a˜o
ao seu nu´mero de ve´rtices. Logo, a soluc¸a˜o proposta possui uma complexidade de tempo
exponencial em relac¸a˜o a` sua entrada.
4.4 Combinac¸a˜o Global vs. Incremental de CDFGs
Va´rias das te´cnicas de combinac¸a˜o de CDFGs descritas sa˜o incrementais, isto e´, a
cada passo dois CDFGs sa˜o combinados, formando um grafo combinado parcial. Ao
combinar dois CDFGs G1 e G2, alguns mapeamentos ja´ sa˜o estabelecidos, com base em
informac¸o˜es locais de G1 e G2. Estes mapeamentos na˜o podem ser desfeitos ao combinar
o resultado com outro CDFG G3. Desta forma, ao combinar os CDFGs iterativamente,
estes algoritmos tornam-se uma estrate´gia gulosa. Pore´m, as deciso˜es tomadas localmente
podem se revelar inadequadas em uma iterac¸a˜o posterior, e na˜o levar ao melhor resultado
final. Para que a soluc¸a˜o exata para a combinac¸a˜o de n CDFGs, n > 2, seja obtida, e´
necessa´rio combinar todos os CDFGs ao mesmo tempo, isto e´, globalmente. Pore´m, dado
que o problema de combinar apenas dois CDFGs e´ NP-dif´ıcil (conforme demonstrado na
Sec¸a˜o 4.2), a construc¸a˜o de uma soluc¸a˜o global resultaria em um espac¸o de soluc¸o˜es ainda
maior e em um tempo de processamento excessivo.
Adotada uma estrate´gia incremental para combinar os CDFGs, a ordem em que
soluc¸o˜es parciais sa˜o combinadas tambe´m interfere no resultado. Isto e´, combinar G1
com G2, e depois combinar o resultado com G3, pode produzir um grafo combinado
diferente daquele obtido ao combinar G1 com G3 e o resultado com G2. Pore´m, o nu´mero
de ordenac¸o˜es diferentes dos n CDFGs de entrada e´ exponencial em func¸a˜o de n. Logo,
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alguma ordenac¸a˜o dos CDFGs e´ em geral adotada.
Em [34] algumas diferentes ordenac¸o˜es de CDFGs sa˜o avaliadas:
• combinar os CDFGs na ordem em que foram fornecidos na entrada de dados;
• a cada iterac¸a˜o, combinar os dois CDFGs menores (em relac¸a˜o ao nu´mero de
ve´rtices);
• a cada iterac¸a˜o, combinar os dois CDFGs maiores;
• a cada iterac¸a˜o, combinar os dois CDFGs mais similares (de acordo com uma func¸a˜o
de similaridade calculada para cada par de CDFGs);
• a cada iterac¸a˜o, combinar os dois CDFGs mais dissimilares.
Os resultados obtidos em [34] mostram que na˜o ha´ diferenc¸as significativas na a´rea da
unidade funcional espec´ıfica produzida, em relac¸a˜o aos diferentes esquemas de ordenac¸a˜o.
As treˆs primeiras ordenac¸o˜es acima produziram, em va´rios casos, as melhores soluc¸o˜es,
mas na˜o de forma geral. Por outro lado, as duas ordenac¸o˜es baseadas na func¸a˜o de
similaridade requerem um maior tempo de processamento devido ao seu ca´lculo.
Cap´ıtulo 5
Otimizac¸a˜o da A´rea de Interconexo˜es
Neste cap´ıtulo no´s propomos e avaliamos uma heur´ıstica para resolver o problema
de combinac¸a˜o de CDFGs. Este algoritmo e´ apresentado em [58] e utilizado em [48]
no projeto de um datapath reconfigura´vel que atua como um coprocessador de uma
plataforma espec´ıfica para uma aplicac¸a˜o. A heur´ıstica realiza a tarefa de atribuic¸a˜o
de unidades, supondo que a selec¸a˜o de unidades foi realizada previamente. A atribuic¸a˜o
de blocos lo´gicos e interconexo˜es e´ feita simultaneamente, com o objetivo de encontrar
uma soluc¸a˜o que minimize a a´rea da rede de interconexo˜es Ai(G¯) do datapath resultante
G¯.
A heur´ıstica proposta combina dois CDFGs, e para combinar va´rios CDFGs, ela e´
aplicada iterativamente. Primeiro, dois CDFGs de entrada sa˜o combinados, enta˜o o grafo
resultante e´ combinado com outro CDFG de entrada, e assim por diante.
As Sec¸o˜es 5.1 e 5.2 descrevem as estruturas auxiliares utilizadas no algoritmo proposto,
que e´ apresentado na Sec¸a˜o 5.3. A Sec¸a˜o 5.4 ilustra como este algoritmo e´ capaz
de explorar a comutatividade das operac¸o˜es para minimizar ainda mais a a´rea de
interconexo˜es do datapath. Algumas questo˜es relacionadas com a ordem de combinac¸a˜o
dos CDFGs sa˜o discutidas na Sec¸a˜o 5.5. Finalmente, a Sec¸a˜o 5.6 apresenta uma avaliac¸a˜o
experimental do algoritmo proposto.
5.1 Grafo de Compatibilidade
Inicialmente, dados dois CDFGs de entrada G1 e G2, um grafo de compatibilidade
e´ constru´ıdo para representar todos os poss´ıveis mapeamentos de arcos entre eles,
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e a coereˆncia entre estes mapeamentos. Pela Definic¸a˜o 3, dois arcos de G1 e G2,
respectivamente, podem ser mapeados se os seus ve´rtices origem podem ser mapeados,
assim como seus ve´rtices destino, e se suas portas de entrada sa˜o equivalentes. O grafo de
compatibilidade possui enta˜o um ve´rtice para cada poss´ıvel mapeamento de arcos. Dadas
as condic¸o˜es para a equivaleˆncia de portas de entrada descritas na Definic¸a˜o 6, este grafo
tambe´m conte´m mapeamentos de arcos obtidos atrave´s da comutac¸a˜o de operandos. O
grafo de compatibilidade e´ definido a seguir.
Definic¸a˜o 9 O grafo de compatibilidade, correspondente aos CDFGs G1 = (V1, E1) e
G2 = (V2, E2), e´ um grafo na˜o direcionado Gc = (Vc, Ec), tal que:
• Cada ve´rtice vc ∈ Vc corresponde a um poss´ıvel mapeamento (u1, v1, p1)/(u2, v2, p2)
de arcos (u1, v1, p1) ∈ E1 e (u2, v2, p2) ∈ E2, tal que B(u1) ∩ B(u2) 6= ∅, B(v1) ∩
B(v2) 6= ∅, e p1 e p2 sa˜o equivalentes.
• Existe uma aresta ec = (uc, vc) ∈ Ec se os mapeamentos representados por uc e vc
sa˜o compat´ıveis.
Para construir o grafo de compatibilidade, e´ necessa´rio tambe´m definir o conceito de
compatibilidade entre mapeamentos.
Definic¸a˜o 10 Dois mapeamentos de arcos dos CDFGs G1 = (V1, E1) e G2 = (V2, E2)
na˜o sa˜o compat´ıveis se eles mapeiam o mesmo ve´rtice de V1 em dois ve´rtices distintos de
V2, ou vice-versa.
Esse crite´rio de compatibilidade e´ ilustrado na Figura 5.1. Dados os CDFGs G1 e
G2, existem dois poss´ıveis mapeamentos de arcos entre eles, mostrados na Figura 5.1(b).
Estes dois mapeamentos na˜o sa˜o compat´ıveis pois eles mapeiam o mesmo ve´rtice a3 de
G1 em dois ve´rtices distintos, b4 e b5, de G2.
Usando as definic¸o˜es apresentadas acima, o grafo de compatibilidade pode ser
constru´ıdo. Note que o termo grafo de compatibilidade utilizado neste trabalho possui um
significado diferente de seu uso convencional em HLS. Em HLS, cada ve´rtice do grafo de
compatibilidade corresponde a uma operac¸a˜o do CDFG de entrada. Uma aresta no grafo
de compatibilidade representa que aquelas duas operac¸o˜es podem ser atribu´ıdas a um
mesmo recurso. Neste trabalho, cada ve´rtice do grafo de compatibilidade representa um
poss´ıvel mapeamento de duas transfereˆncias de dados de dois CDFGs de entrada, isto e´,
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(a) CDFGs G1 e G2
G1
× 
+
a1 a2
a3
1 2
G2
× + 
+
+
b1 b2 b3
b4
b5
1 2
1 2
(b) Mapeamentos de arcos
(a1, a3, 1)/(b1, b4, 1)
(a2, a3, 2)/(b3, b5, 2)
Figura 5.1: Mapeamentos de arcos incompat´ıveis: a3 e´ mapeado em b4 e b5
duas transfereˆncias que podem ser atribu´ıdas a um mesmo recurso. Uma aresta no grafo
de compatibilidade representa dois mapeamentos que podem ser usados em conjunto.
A Figura 5.2 ilustra todos os passos do algoritmo proposto, inclusive a construc¸a˜o do
grafo de compatibilidade. Dados os CDFGs G1 e G2 da Figura 5.2(a), os arcos de G1 e G2
que podem ser sobrepostos sa˜o listados na Figura 5.2(b). Cada poss´ıvel mapeamento de
arcos e´ representado por uma seta dupla ligando os dois arcos mapeados. A Figura 5.2(c)
mostra o grafo de compatibilidade Gc, constru´ıdo a partir de G1 e G2, que representa
os poss´ıveis mapeamentos de arcos entre os dois CDFGs (listados na Figura 5.2(b)).
Considere, por exemplo, os mapeamentos de arcos (a2, a4, 2)/(b1, b4, 1) (ve´rtice 4 de Gc)
e (a2, a5, 1)/(b1, b3, 1) (ve´rtice 1 de Gc). Nestes mapeamentos, nenhum ve´rtice de G1
e´ mapeado em dois ve´rtices distintos de G2, ou vice-versa. Como resultado, os dois
mapeamentos sa˜o compat´ıveis, e a aresta (1,4) e´ inserida em Gc. Por outro lado, na˜o ha´
aresta em Gc entre os ve´rtices 3 e 4. A raza˜o e´ que os mapeamentos representados por
eles sa˜o incompat´ıveis, pois b1 de G2 e´ mapeado tanto em a1 quanto em a2 de G1.
5.2 Clique Ma´ximo
Nem todos os poss´ıveis mapeamentos de arcos representados no grafo de
compatibilidade Gc podem ser utilizados. Para encontrar o grafo combinado G¯ tal que
Ai(G¯) seja mı´nimo, e´ necessa´rio determinar o maior conjunto de mapeamentos de arcos
compat´ıveis entre si. Isto e´ obtido encontrando-se um clique ma´ximo de Gc, definido a
seguir.
Definic¸a˜o 11 Um clique ma´ximo de um grafo Gc = (Vc, Ec) e´ um conjunto de ve´rtices
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(a) CDFGs G1 e G2
G1
  +
+ ×
a1 a2 a3
a4 a5
1 2 1 2
G2
 +
×
+
b1 b2
b3
b4
1 2
1 2
(b) Poss´ıveis mapeamentos de arcos entre G1 e G2
De G1
(a2, a5, 1)
(a3, a5, 2)
(a1, a4, 1)
(a2, a4, 2)
De G2
(b1, b3, 1)
(b2, b3, 2)
(b1, b4, 1)
(b3, b4, 2)
(c) Clique ma´ximo do grafo de compatibilidade Gc
(a2, a5, 1)/(b1, b3, 1) (a3, a5, 2)/(b2, b3, 2)
(a1, a4, 1)/(b1, b4, 1)(a2, a4, 2)/(b1, b4, 1)
1 2
34
(d) Grafo combinado G¯
 + 
×
+
a2/b1 a3/b2 a1/−
a5/b3
a4/b4
1 2
1 2
Figura 5.2: Passos do algoritmo de combinac¸a˜o de CDFGs
C ⊆ Vc tal que, para todos os ve´rtices uc, vc ∈ C, a aresta (uc, vc) ∈ Ec, e |C| e´ ma´ximo.
Os ve´rtices do clique ma´ximo C do grafo de compatibilidade Gc fornecem os
mapeamentos de arcos que devem ser utilizados na construc¸a˜o do grafo combinado G¯.
Ale´m disso, estes mapeamentos de arcos fornecem tambe´m alguns mapeamentos de
ve´rtices (os ve´rtices origem e destino dos arcos mapeados) que devem ser utilizados.
Assim, blocos lo´gicos e interconexo˜es sa˜o mapeados simultaneamente.
Se dois ve´rtices, v1 de G1 e v2 de G2, sa˜o mapeados, o datapath resultante possuira´
apenas um bloco lo´gico capaz de realizar a computac¸a˜o representada por ambos os
ve´rtices, ao inve´s de dois blocos lo´gicos para realizar cada computac¸a˜o, respectivamente.
Se dois arcos de G1 e G2 sa˜o mapeados, ao inve´s de haver no datapath resultante
duas interconexo˜es, havera´ apenas uma, e o MUX (se houver), na porta de entrada
correspondente do bloco lo´gico destino, tera´ uma entrada a menos. Portanto, dado que o
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clique ma´ximo representa o maior nu´mero poss´ıvel de mapeamentos de arcos compat´ıveis
entre si, o grafo combinado G produzido e´ tal que Ai(G¯) e´ mı´nimo.
O clique ma´ximo do grafo de compatibilidade Gc da Figura 5.2(c) possui os ve´rtices
1, 2 e 4, e e´ mostrado em negrito na figura. Por exemplo, o ve´rtice 1 do clique indica que
os arcos (a2, a5, 1) de G1 e (b1, b3, 1) de G2 devem ser mapeados. Indica tambe´m que os
ve´rtices a2 de G1 e b1 de G2 devem ser mapeados, assim como os ve´rtices a5 e b3.
O grafo combinado G¯ e´ enta˜o constru´ıdo em uma sequ¨eˆncia de passos, a partir de
um grafo vazio, com base nos mapeamentos indicados por C. Inicialmente, para cada
ve´rtice vc ∈ C representando o mapeamento dos arcos (u1, v1, p1) de G1 e (u2, v2, p2) de
G2 , dois ve´rtices u¯ e v¯ sa˜o inseridos em G¯ (se ainda na˜o o foram), correspondendo aos
mapeamentos de ve´rtices u1/u2 e v1/v2, respectivamente. Ale´m disso, o arco e¯ = (u¯, v¯, p¯)
e´ tambe´m inserido em G¯, correspondendo aos arcos mapeados representados por vc. Se
vc representa um mapeamento de arcos obtido atrave´s da comutac¸a˜o de operandos, as
portas de entrada de v¯ em G¯ sa˜o modificadas apropriadamente.
O clique ma´ximo indica todos os mapeamentos de arcos de G¯, pore´m na˜o
necessariamente fornece todos os mapeamentos de ve´rtices. Assim, para cada ve´rtice
v1 de G1 que ainda na˜o foi mapeado, e´ inserido em G¯ um ve´rtice v¯, correspondendo
ao mapeamento de ve´rtices v1/−. Em seguida, para cada ve´rtice v2 de G2 ainda na˜o
mapeado, se existe um ve´rtice v¯ em G¯, tal que v¯ corresponde a um mapeamento de
ve´rtices v1/− e B(v1) ∩ B(v2) 6= ∅, enta˜o v1 e v2 sa˜o mapeados e v¯ passa a corresponder
ao mapeamento de ve´rtices v1/v2. Caso contra´rio, e´ inserido em G¯ um novo ve´rtice v¯,
correspondendo ao mapeamento de ve´rtices −/v2. Por fim, todos os arcos de G1 e G2 que
na˜o pertencem a nenhum mapeamento em C, sa˜o tambe´m inseridos em G¯ como arcos na˜o
mapeados, conectando os ve´rtices correspondentes.
Por exemplo, utilizando o clique ma´ximo da Figura 5.2(c), o grafo combinado G¯,
mostrado na Figura 5.2(d), e´ obtido. Se apenas mapeamentos de ve´rtices fossem
considerados, va´rios grafos combinados diferentes poderiam ser produzidos, todos com
uma a´rea de interconexo˜es maior que Ai(G¯).
5.3 Algoritmo de Combinac¸a˜o de CDFGs
A heur´ıstica proposta por no´s para a combinac¸a˜o de CDFGs e´ apresentada no
Algoritmo 5.1. Os passos de construc¸a˜o do grafo de compatibilidade e do grafo combinado
sa˜o detalhados nos Algoritmos 5.2 e 5.3. Por simplicidade, algumas construc¸o˜es e
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CombinaCDFGs
ENTRADA: n CDFGs Gi = (Vi, Ei), i = 1 . . . n
SAI´DA: grafo combinado G¯ = (V¯ , E¯),
tal que Ai(G¯) e´ mı´nimo
/* Inicialmente, G¯ e´ o CDFG de entrada G1 */
G¯← G1;
/* Iterativamente combina G¯ com CDFG Gi */
PARA i← 2 ATE´ n FAC¸A
Gc ← Constro´iGrafoCompatibilidade(G¯, Gi);
C ← EncontraCliqueMa´ximo(Gc);
G¯← Reconstro´iGrafoCombinado(G¯, Gi, C);
Algoritmo 5.1: Combinac¸a˜o de CDFGs para minimizar a´rea de interconexo˜es
estruturas de dados utilizadas para tornar o algoritmo mais eficiente sa˜o omitidas.
Na combinac¸a˜o de apenas dois CDFGs, esse algoritmo produz um datapath com a´rea de
interconexo˜es mı´nima, desde que um algoritmo exato para o problema de clique ma´ximo
seja utilizado. Pore´m, o problema de clique ma´ximo tambe´m e´ NP-completo [33, GT19].
Logo, uma heur´ıstica de tempo polinomial e´ utilizada para encontrar o clique ma´ximo,
e assim o algoritmo apresentado torna-se tambe´m uma heur´ıstica com complexidade de
tempo polinomial.
Para combinar dois CDFGs G1 = (V1, E1) e G2 = (V2, E2), a complexidade de tempo
do passo “Constro´iGrafoCompatibilidade” e´, no pior caso, O(|E1|
2× |E2|
2), pois |Vc| e´ no
ma´ximo O(|E1|× |E2|). O algoritmo usado no passo “EncontraCliqueMa´ximo” e´ baseado
em um me´todo de busca local [5]. Esta heur´ıstica e´ ajustada de forma que seu tempo de
execuc¸a˜o seja limitado polinomialmente por |Vc|, isto e´, a busca e´ interrompida quando
um determinado limite de tempo e´ atingido. Finalmente, a complexidade de tempo do
passo “Reconstro´iGrafoCombinado” e´, no pior caso, O(|E1|× |E2|). Esta situac¸a˜o de pior
caso acontece quando todos os ve´rtices de G1 e G2 representam uma mesma operac¸a˜o
comutativa (o que na pra´tica nunca acontece), e em consequ¨eˆncia, todos os arcos de G1
sa˜o pass´ıveis de serem mapeados em todos os arcos de G2.
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Constro´iGrafoCompatibilidade(Gi, Gj)
/* Inicialmente, Gc e´ vazio */
Vc ← ∅; Ec ← ∅;
/* Determina ve´rtices de Gc */
PARA cada ei = (ui, vi, pi) ∈ Ei FAC¸A
PARA cada ej = (uj , vj , pj) ∈ Ej FAC¸A
SE B(ui) ∩B(uj) 6= ∅ E B(vi) ∩B(vj) 6= ∅ E pi e pi sa˜o equivalentes ENT~AO
Vc ← Vc ∪ {vc}, onde vc = ei/ej ;
/* Determina arestas de Gc */
PARA cada uc e vc ∈ Vc, uc 6= vc FAC¸A
SE uc e vc sa˜o compat´ıveis ENT~AO
Ec ← Ec ∪ {ec}, onde ec = (uc, vc);
RETORNA Gc = (Vc, Ec);
Algoritmo 5.2: Construc¸a˜o do grafo de compatibilidade Gc
5.4 Explorando a Comutatividade
O algoritmo de combinac¸a˜o de CDFGs apresentado explora a comutatividade das
operac¸o˜es durante a tarefa de atribuic¸a˜o de unidades. Como a atribuic¸a˜o de blocos lo´gicos
e interconexo˜es e´ realizada simultaneamente, as deciso˜es de comutac¸a˜o de operandos e´
realizada usando dados precisos sobre a a´rea de interconexo˜es.
Durante a construc¸a˜o do grafo de compatibilidade, as poss´ıveis comutac¸o˜es de
operandos ja´ sa˜o consideradas, isto e´, todos os poss´ıveis mapeamentos de arcos sa˜o
enumerados, inclusive aqueles obtidos com a comutatividade. Assim, o clique ma´ximo
do grafo de compatibilidade indica os mapeamentos de ve´rtices e arcos que resultam na
maior reduc¸a˜o da a´rea de interconexo˜es do datapath, mapeamentos estes obtidos com a
comutac¸a˜o ou na˜o de operandos.
Por exemplo, dados os CDFGs G1 e G2 da Figura 5.2(a), o ve´rtice 4 do grafo de
compatibilidade Gc correspondente (mostrado na Figura 5.2(c)) representa mapeamento
de arcos (a2, a4, 2)/(b1, b4, 1), obtido com a comutac¸a˜o dos operandos da operac¸a˜o de
adic¸a˜o, pois as portas de entrada dos arcos mapeados sa˜o diferentes. Pore´m, se a
comutatividade na˜o e´ explorada, o grafo de compatibilidade obtido e´ o grafo G′c, mostrado
na Figura 5.3(a). Neste grafo, ha´ dois clique ma´ximos C ′ e C ′′, compostos pelos ve´rtices
{1, 2} e {2, 3}, respectivamente. Caso o clique ma´ximo C ′ seja escolhido, obte´m-se o grafo
combinado G¯′, mostrado na Figura 5.3(b). Caso contra´rio, se e´ escolhido o clique ma´ximo
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Reconstro´iGrafoCombinado(Gi, Gj , C)
AUXILIAR: func¸o˜es de mapeamento de ve´rtices Vi : Vi → V¯ ∪ {−1} e Vj : Vj → V¯ ∪ {−1};
func¸o˜es de mapeamento de arcos Ei : Ei → {0, 1} e Ej : Ej → {0, 1}
/* Inicialmente, G¯ e´ vazio e todos os ve´rtices e arcos de Gi e Gj na˜o esta˜o mapeados em G¯ */
V¯ ← ∅; E¯ ← ∅;
Vi(vi)← −1, ∀vi ∈ Vi; Vj(vj)← −1, ∀vj ∈ Vj ;
Ei(ei)← 0, ∀ei ∈ Ei; Ej(ej)← 0, ∀ej ∈ Ej ;
/* Trata mapeamentos de ve´rtices e arcos indicados em C */
PARA cada vc = ei/ej ∈ Vc, ei = (ui, vi, pi) e ej = (uj , vj , pj) FAC¸A
SE Vi(ui) = −1 ENT~AO
V¯ ← V¯ ∪ {u¯}, onde u¯ = ui/uj ;
Vi(ui)← u¯; Vj(uj)← u¯;
SE Vi(vi) = −1 ENT~AO
V¯ ← V¯ ∪ {v¯}, onde v¯ = vi/vj ;
Vi(vi)← v¯; Vj(vj)← v¯;
E¯ ← E¯ ∪ {e¯}, onde e¯ = ei/ej = (u¯, v¯, p¯), com p¯ definido apropriadamente;
Ei(ei)← 1; Ej(ej)← 1;
/* Trata ve´rtices na˜o mapeados */
PARA cada vi ∈ Vi FAC¸A
SE Vi(vi) = −1 ENT~AO
V¯ ← V¯ ∪ {v¯}, onde v¯ = vi/−;
Vi(vi)← v¯;
PARA cada vj ∈ Vj FAC¸A
SE Vj(vj) = −1 ENT~AO
SE ∃ v¯ = vi/− ∈ V¯ , tal que B(vi) ∩B(vj) 6= ∅ ENT~AO
Vj(vj)← v¯, onde v¯ = vi/vj ;
SEN~AO
V¯ ← V¯ ∪ {v¯}, onde v¯ = −/vj ;
Vj(vj)← v¯;
/* Trata arcos na˜o mapeados */
PARA cada ei = (ui, vi, pi) ∈ Ei FAC¸A
SE Ei(ei) = 0 ENT~AO
E¯ ← E¯ ∪ {e¯}, onde e¯ = ei/− = (Vi(ui),Vi(vi), p¯), com p¯ definido apropriadamente;
Ei(ei)← 1
PARA cada ej = (uj , vj , pj) ∈ Ej FAC¸A
SE Ej(ej) = 0 ENT~AO
E¯ ← E¯ ∪ {e¯}, onde e¯ = −/ej = (Vj(uj),Vj(vj), p¯), com p¯ definido apropriadamente;
Ej(ej)← 1
RETORNA G¯ = (V¯ , E¯);
Algoritmo 5.3: Construc¸a˜o do grafo combinado G¯
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(a) Grafo de compatibilidade G′c
(a2, a5, 1)/(b1, b3, 1) (a3, a5, 2)/(b2, b3, 2)
(a1, a4, 1)/(b1, b4, 1)
1 2
3
(b) Grafos combinados G¯′ e G¯′′
G¯′
  +
×
+
a1/− a2/b1 a3/b2
a5/b3
a4/b4
1 2
1 2
G¯′′
  +
×
+
a1/b1 a2/− a3/b2
a5/b3
a4/b4
1 2
1 2
Figura 5.3: Combinac¸a˜o sem comutac¸a˜o dos CDFGs G1 e G2 da Figura 5.2
C ′′, o grafo combinado produzido e´ G¯′′, tambe´m mostrado na Figura 5.3(b). Tanto G¯′
quanto G¯′′ possuem uma interconexa˜o e um MUX a mais que o grafo combinado G¯ da
Figura 5.2, obtido com a comutac¸a˜o dos operandos da operac¸a˜o de adic¸a˜o a4 de G1. Logo,
Ai(G¯) < Ai(G¯
′) e Ai(G¯) < Ai(G¯
′′).
No grafo combinado G¯′, um passo de po´s-processamento ainda pode identificar a
oportunidade de comutac¸a˜o dos operandos de a4, modificar alguns mapeamentos, e assim
obter o grafo G¯. Pore´m, no grafo G¯′′ a atribuic¸a˜o de unidades realizada elimina esta
oportunidade. Isto ilustra a necessidade de explorar a comutatividade durante a atribuic¸a˜o
das unidades, e na˜o apenas apo´s esta atribuic¸a˜o.
5.5 Ordem de Combinac¸a˜o dos CDFGs
A te´cnica de combinac¸a˜o de CDFGs proposta neste cap´ıtulo e´ incremental. Logo
alguma ordenac¸a˜o dos CDFGs precisa ser adotada. Assim, o algoritmo e´ uma heur´ıstica
para a combinac¸a˜o de n CDFGs, n > 2, mesmo que um algoritmo exato para problema
do clique ma´ximo seja utilizado.
Outra questa˜o relacionada a` combinac¸a˜o incremental dos CDFGs diz respeito a` escolha
do clique ma´ximo do grafo de compatibilidade. Na combinac¸a˜o de dois CDFGs G1 e G2,
o grafo de compatibilidade constru´ıdo pode possuir va´rios cliques ma´ximos, por exemplo
C e C ′. Com respeito apenas a` combinac¸a˜o de G1 e G2, C e C
′ sa˜o equivalentes, isto
e´, produzem grafos combinados G¯ e G¯′, respectivamente, com a mesma a´rea mı´nima de
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interconexo˜es. Pore´m, nas iterac¸o˜es posteriores, isto e´, ao combinar o grafo combinado
parcial com outro CDFG G3, os mapeamentos obtidos com C podem ser mais proveitosos
que os obtidos com C ′, e assim, podem levar a um grafo combinado final com a´rea de
interconexo˜es menor.
5.6 Resultados Experimentais
Com o objetivo de avaliar o nosso algoritmo de combinac¸a˜o de CDFGs, no´s
realizamos uma se´rie de experimentos utilizando um conjunto de aplicac¸o˜es do benchmark
MediaBench [52]. Os CDFGs foram gerados, a partir do co´digo fonte das aplicac¸o˜es (na
linguagem C ou C++), utilizando a metodologia e as ferramentas apresentadas em [7].
Cada aplicac¸a˜o foi compilada usando o compilador GCC e informac¸o˜es de profile foram
extra´ıdas para determinar quais lac¸os internos contribuem mais para o tempo de execuc¸a˜o
da aplicac¸a˜o. Tais lac¸os foram enta˜o considerados para mapeamento em um datapath
reconfigura´vel. Para cada lac¸o, um CDFG foi gerado a partir do co´digo RTL (Register
Transfer Language, representac¸a˜o intermedia´ria do GCC [76]) do corpo do lac¸o. Usar
RTL ao inve´s do co´digo de ma´quina gerado pelo compilador permite que o co´digo do lac¸o
seja extra´ıdo apo´s a maioria das otimizac¸o˜es de co´digo independentes de ma´quina, pore´m
antes da alocac¸a˜o de registradores e das otimizac¸o˜es dependentes de ma´quina. Sempre
que poss´ıvel, a otimizac¸a˜o de inlining [61] das func¸o˜es foi aplicada.
Na construc¸a˜o de cada CDFG, seus ve´rtices representaram as operac¸o˜es da sec¸a˜o
de co´digo, e as dependeˆncias de dados entre as operac¸o˜es foram obtidas a partir das
listas de uso-definic¸a˜o [61] mantidas pelo GCC. O grafo de dependeˆncias de controle
(Control-Dependence Graph – CDG) [61] foi utilizado para tratar as dependeˆncias de
controle. A te´cnica de if-conversion [2] para predicac¸a˜o foi aplicada e seletores foram
inseridos no CDFG. A predicac¸a˜o foi utilizada apenas para operac¸o˜es de acesso a` memo´ria.
Assim, a sec¸a˜o de co´digo da aplicac¸a˜o correspondente a um CDFG na˜o esta´ limitada
a apenas um bloco ba´sico e pode conter construc¸o˜es de controle, tais como “if”, “if-else”
e “switch”, podendo ser inclusive na˜o-estruturada (com “goto”). Ale´m disso, os CDFGs
podem representar operac¸o˜es com sub-expresso˜es comuns (isto e´, na˜o esta˜o limitados a
dependeˆncias em forma de a´rvore). Por simplicidade, lac¸os aninhados na˜o sa˜o tratados.
As informac¸o˜es sobre os CDFGs gerados sa˜o mostradas na Tabela 5.1.
A nossa heur´ıstica de combinac¸a˜o por clique ma´ximo em grafo de compatibilidade,
referida nesta sec¸a˜o como Clique Ma´ximo, foi aplicada aos CDFGs de cada aplicac¸a˜o
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Aplicac¸a˜o n
G1 G2 G3 G4
|V1| |E1| |V2| |E2| |V3| |E3| |V4| |E4|
ADPCM 2 97 138 78 103 — — — —
EPIC decoder 4 16 17 16 15 15 13 12 11
EPIC encoder 4 36 43 16 17 13 13 11 10
G721 2 57 66 19 18 — — — —
GSM decoder 4 91 102 65 69 20 20 19 18
GSM encoder 4 46 57 41 48 20 21 19 17
JPEG decoder 2 101 111 61 68 — — — —
JPEG encoder 3 46 55 31 32 28 32 — —
MPEG2 decoder 4 32 31 24 29 15 15 11 10
MPEG2 encoder 4 31 39 30 37 20 22 18 16
PEGWIT 3 40 46 27 28 27 30 — —
Tabela 5.1: CDFGs Gi = (Vi, Ei), i = 1, . . . , n, de cada aplicac¸a˜o
para produzir o datapath resultante. Os CDFGs foram combinados iterativamente, do
maior para o menor CDFG (em relac¸a˜o ao nu´mero de ve´rtices). Alguns experimentos
foram realizados com diferentes ordenac¸o˜es dos CDFGs e escolhendo diferentes cliques
ma´ximos. Embora a combinac¸a˜o em ordem decrescente de tamanho tenha produzido
melhores resultados em muitos casos, na˜o foram obtidas diferenc¸as significativas no
resultado para as diferentes ordenac¸o˜es nem para os diferentes cliques.
5.6.1 Comparac¸a˜o com Emparelhamento Ma´ximo
Em um primeiro experimento, o algoritmo de Clique Ma´ximo foi comparado com a
te´cnica de combinac¸a˜o de CDFGs mais comumente utilizada. O me´todo de combinac¸a˜o
por emparelhamento de peso ma´ximo em grafo bipartido (referido nesta sec¸a˜o como
Emparelhamento Ma´ximo e descrito em [47] e na Subsec¸a˜o 4.3.1) foi implementado
e tambe´m aplicado iterativamente aos CDFGs em ordem decrescente de tamanho. Os
resultados foram comparados em relac¸a˜o tanto a` a´rea de interconexo˜es do datapath
produzido quanto ao tempo de execuc¸a˜o dos algoritmos. A Tabela 5.2 mostra o nu´mero de
ve´rtices e arcos do grafo combinado produzido e o tempo de execuc¸a˜o das duas heur´ısticas.
Mostra tambe´m a porcentagem de reduc¸a˜o de interconexo˜es obtida com o algoritmo de
Clique Ma´ximo em relac¸a˜o ao me´todo de Emparelhamento Ma´ximo.
A te´cnica de Clique Ma´ximo produziu resultados melhores para todas as aplicac¸o˜es,
com grafos combinados com a´rea de interconexo˜es ate´ 35,8% menor que o me´todo de
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Aplicac¸a˜o
Emparelhamento Ma´ximo Clique Ma´ximo
Reduc¸a˜o de
interconexo˜es
G¯′ Tempo de G¯ Tempo de
|V¯ ′| |E¯ ′| execuc¸a˜o |V¯ | |E¯| execuc¸a˜o
ADPCM 108 221 0,3 s 108 168 1,5 s 24,0%
EPIC decoder 24 48 0,8 s 24 33 3,9 s 31,3%
EPIC encoder 39 71 0,8 s 39 61 4,0 s 14,1%
G721 57 84 0,7 s 57 70 1,3 s 16,7%
GSM decoder 92 187 1,1 s 92 120 4,2 s 35,8%
GSM encoder 48 108 1,2 s 48 72 3,9 s 33,3%
JPEG decoder 104 171 0,3 s 104 137 1,7 s 19,9%
JPEG encoder 47 95 0,6 s 47 71 2,5 s 25,3%
MPEG2 decoder 34 70 0,8 s 34 51 4,0 s 27,1%
MPEG2 encoder 32 80 1,1 s 32 53 15,8 s 33,8%
PEGWIT 41 82 0,6 s 41 60 2,3 s 26,8%
Me´dia 0,8 s 4,1 s 26,2%
Tabela 5.2: Comparac¸a˜o com te´cnica de Emparelhamento Ma´ximo
Emparelhamento Ma´ximo. Em me´dia a reduc¸a˜o da a´rea de interconexo˜es foi de 26,2%.
Para construir estas soluc¸o˜es, o algoritmo de Clique Ma´ximo gastou menos de 5 segundos
para cada aplicac¸a˜o, com excec¸a˜o da aplicac¸a˜o “MPEG encoder”, que consumiu 15,8
segundos. O tempo de execuc¸a˜o me´dio da heur´ıstica de Emparelhamento Ma´ximo foi de
0,8 segundos, em contraste com o tempo me´dio de 4,1 segundos da abordagem por Clique
Ma´ximo. Ambas as abordagens mostraram-se eficientes em termos de tempo de execuc¸a˜o,
apesar do me´todo de Emparelhamento Ma´ximo ter sido mais ra´pido. Pore´m, ele produziu
resultados muito piores em relac¸a˜o a` a´rea de interconexo˜es, logo na˜o e´ uma boa escolha
quando ha´ restric¸o˜es de a´rea para o datapath.
5.6.2 Ana´lise de Erro das Soluc¸o˜es
O objetivo do segundo experimento foi comparar o nu´mero de interconexo˜es |E¯| do
grafo combinado G¯ produzido pelo nosso algoritmo com seus limites inferior e superior. O
limite inferior de |E¯| e´ definido como o nu´mero ma´ximo de interconexo˜es de um CDFG,
dentre todos os CDFGs de entrada. O limite superior de |E¯| e´ definido como a soma do
nu´mero de interconexo˜es de todos os CDFGs. Assim, para uma aplicac¸a˜o com n CDFGs
de entrada Gi = (Vi, Ei), i = 1, . . . , n, tem-se:
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Figura 5.4: Nu´mero de interconexo˜es de G¯ e seus limites inferior e superior
Limite inferior de |E¯| =
n
max
i=1
|Ei| (5.1)
Limite superior de |E¯| =
n∑
i=1
|Ei| (5.2)
Note que o limite inferior e´ altamente otimista, enquanto que o limite superior e´
muito pessimista. O limite inferior representa uma combinac¸a˜o em que todos os CDFGs
sa˜o totalmente sobrepostos a um deles, isto e´, nenhuma interconexa˜o extra e´ necessa´ria.
O limite superior representa a situac¸a˜o em que os CDFGs sa˜o combinados sem nenhum
compartilhamento de interconexo˜es. A Figura 5.4 mostra o nu´mero de interconexo˜es dos
grafos combinados produzidos pela heur´ıstica de Clique Ma´ximo, assim como os limites
inferior e superior destas interconexo˜es, para as aplicac¸o˜es do MediaBench. Para todas
as aplicac¸o˜es, o nu´mero de interconexo˜es do grafo combinado aproximou-se mais do seu
limite inferior do que do limite superior.
Um modelo de programac¸a˜o inteira (PI) para o problema de combinac¸a˜o de CDFGs
e´ apresentado em [73, 74] e tem como objetivo minimizar o nu´mero de interconexo˜es do
grafo combinado. Este modelo trata globalmente a combinac¸a˜o de n CDFGs, n ≥ 2, e
permite a obtenc¸a˜o de um limite inferior (mais preciso do que aquele da Equac¸a˜o 5.1)
para o nu´mero de interconexo˜es. Para aplicac¸o˜es com poucos e pequenos CDFGs, o
modelo tambe´m permite encontrar soluc¸o˜es o´timas. Usando estes limites inferiores, o
erro ma´ximo das soluc¸o˜es constru´ıdas pelo nosso algoritmo de Clique Ma´ximo e´ calculado,
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Aplicac¸a˜o
Clique Ma´ximo Prog. Inteira Erro
ma´ximo|E¯| Limite inferior
ADPCM 168 168 0,0%
EPIC decoder 33 33 0,0%
EPIC encoder 61 59 3,4%
G721 70 70 0,0%
GSM decoder 120 113 6,2%
GSM encoder 72 69 4,3%
JPEG decoder 137 127 7,9%
JPEG encoder 71 65 9,2%
MPEG2 decoder 51 48 6,3%
MPEG2 encoder 53 49 8,2%
PEGWIT 60 60 0,0%
Me´dia 4,1%
Tabela 5.3: Limite inferior pelo modelo de PI e erro ma´ximo do Clique Ma´ximo
como mostrado na Tabela 5.3. E´ importante ressaltar que a ana´lise deste modelo de PI
consome um tempo de execuc¸a˜o exponencial.
Os resultados da Tabela 5.3 mostram que a nossa heur´ıstica produziu soluc¸o˜es muito
boas. Para 4 das 11 aplicac¸o˜es, a soluc¸a˜o o´tima foi encontrada, isto e´, o grafo combinado
produzido possui um nu´mero mı´nimo de interconexo˜es (erro ma´ximo de 0,0%). Para
todas as demais aplicac¸o˜es, o erro ma´ximo foi inferior a 10%, sendo em me´dia 4,1%.
Dentre estas 7 aplicac¸o˜es, a soluc¸a˜o o´tima foi obtida pelo modelo de PI apenas para a
aplicac¸a˜o “EPIC encoder”, e o erro de apenas 3,4% do algoritmo de Clique Ma´ximo e´
exato. Para as aplicac¸o˜es restantes, o limite inferior do modelo de PI forneceu apenas o
erro ma´ximo. Por exemplo, para a aplicac¸a˜o “JPEG encoder”, os resultados do modelo
de PI informaram que na˜o existe, para esta aplicac¸a˜o, grafo combinado com menos de
65 interconexo˜es. Pore´m, eles na˜o garantiram que existe um grafo combinado com este
nu´mero de interconexo˜es. Ou seja, a soluc¸a˜o produzida pelo algoritmo proposto possui
no ma´ximo 9,2% mais interconexo˜es que a soluc¸a˜o o´tima.
Esses resultados tambe´m reforc¸am a observac¸a˜o de que os limites inferiores da
Figura 5.4 (calculados atrave´s da Equac¸a˜o 5.1) sa˜o extremamente otimistas. Por exemplo,
pela Equac¸a˜o 5.1, o limite inferior para a aplicac¸a˜o “MPEG decoder” e´ 31, pore´m pelo
modelo de PI e´ 48.
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Figura 5.5: Grau de compartilhamento das interconexo˜es de G¯
5.6.3 Grau de Compartilhamento das Interconexo˜es
Em um u´ltimo experimento foi avaliada a eficieˆncia do algoritmo de Clique Ma´ximo em
maximizar o compartilhamento de interconexo˜es entre os CDFGs de uma aplicac¸a˜o. Dado
o grafo combinado obtido com a combinac¸a˜o de n CDFGs, determinou-se a porcentagem
das interconexo˜es deste grafo que resultam da sobreposic¸a˜o de q interconexo˜es, para cada
q = 1, . . . , n. Esta medida reflete na˜o apenas a habilidade do algoritmo em maximizar o
compartilhamento de interconexo˜es, mas tambe´m o quanto similar a estrutura dos CDFGs
sa˜o. A Figura 5.5 mostra os resultados.
Para as aplicac¸o˜es da Figura 5.5(b), 60% a 80% das interconexo˜es do grafo combinado
sa˜o resultado de nenhuma sobreposic¸a˜o, isto e´, na˜o sa˜o compartilhadas. E a` medida
que o grau de compartilhamento (eixo horizontal na figura) cresce, a porcentagem de
interconexo˜es do grafo combinado com aquele grau de compartilhamento diminui quase
que exponencialmente.
Note que pela Figura 5.5(b), 80% das interconexo˜es do grafo combinado da aplicac¸a˜o
“G.721” na˜o sa˜o compartilhadas. Pore´m, pela Tabela 5.3 este grafo combinado e´
o´timo, isto e´, ele possui o nu´mero mı´nimo de interconexo˜es. Portanto, a eficieˆncia de
compartilhamento para esta aplicac¸a˜o foi baixa porque seus CDFGs sa˜o muito diferentes
estruturalmente.
Cap´ıtulo 6
Otimizac¸a˜o da A´rea Total
Neste cap´ıtulo no´s estendemos a heur´ıstica para o problema de combinac¸a˜o de CDFGs
apresentada no Cap´ıtulo 5, de modo a considerar tanto a a´rea de blocos lo´gicos quanto
de interconexo˜es do datapath resultante. Este novo algoritmo, apresentado em [60], tem
portanto o objetivo de minimizar a a´rea total A(G¯) do grafo combinado G¯. O algoritmo
realiza ambas as tarefas de selec¸a˜o e atribuic¸a˜o de unidades e a atribuic¸a˜o de blocos
lo´gicos e interconexo˜es e´ feita simultaneamente. Ele tambe´m combina dois CDFGs a cada
iterac¸a˜o e e´ aplicado de forma incremental para combinar va´rios CDFGs.
A Sec¸a˜o 6.1 descreve as estruturas auxiliares utilizadas no algoritmo proposto, que
e´ apresentado na Sec¸a˜o 6.2. A Sec¸a˜o 6.3 apresenta uma avaliac¸a˜o experimental deste
algoritmo.
6.1 Grafo de Compatibilidade e Clique de Peso
Ma´ximo
Inicialmente, dados dois CDFGs de entrada G1 e G2, o grafo de compatibilidade e´
constru´ıdo. Pore´m, neste novo algoritmo ele representa todos os poss´ıveis mapeamentos
de ve´rtices e arcos entre os CDFGs, ale´m da coereˆncia entre estes mapeamentos. Assim,
o grafo de compatibilidade e o conceito de compatibilidade entre mapeamentos sa˜o
redefinidos a seguir, de forma a incluir o mapeamento de ve´rtices.
Definic¸a˜o 12 O grafo de compatibilidade, correspondente aos CDFGs G1 = (V1, E1) e
G2 = (V2, E2), e´ um grafo na˜o direcionado Gc = (Vc, Ec) com pesos nos ve´rtices, tal que:
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• Cada ve´rtice vc ∈ Vc com peso wc corresponde a:
– um poss´ıvel mapeamento v1/v2 de ve´rtices v1 ∈ V1 e v2 ∈ V2, tal que B(v1) ∩
B(v2) 6= ∅ ; ou
– um poss´ıvel mapeamento (u1, v1, p1)/(u2, v2, p2) de arcos (u1, v1, p1) ∈ E1 e
(u2, v2, p2) ∈ E2, tal que B(u1) ∩ B(u2) 6= ∅, B(v1) ∩ B(v2) 6= ∅, e p1 e p2
sa˜o equivalentes.
• Existe uma aresta ec = (uc, vc) ∈ Ec se os mapeamentos representados por uc e vc
sa˜o compat´ıveis.
Definic¸a˜o 13 Dois mapeamentos de ve´rtices ou arcos dos CDFGs G1 = (V1, E1) e G2 =
(V2, E2) na˜o sa˜o compat´ıveis se eles mapeiam o mesmo ve´rtice de V1 em dois ve´rtices
distintos de V2, ou vice-versa.
Os pesos dos ve´rtices do grafo de compatibilidade sa˜o determinados utilizando o
conceito de reduc¸a˜o de a´rea, conforme a definic¸a˜o abaixo. Se dois ve´rtices v1 e v2
sa˜o mapeados, havera´ no datapath resultante apenas um bloco lo´gico capaz de realizar
as operac¸o˜es representadas por ambos v1 e v2, ao inve´s de haver dois blocos lo´gicos
para realizar cada operac¸a˜o, respectivamente. A reduc¸a˜o de a´rea proporcionada pelo
mapeamento v1/v2 reflete esta diferenc¸a. Quando dois arcos sa˜o mapeados, ao inve´s de
haver no datapath resultante duas interconexo˜es, havera´ apenas uma e na˜o sera´ necessa´rio
um MUX na porta de entrada do bloco lo´gico destino. A reduc¸a˜o de a´rea obtida com este
mapeamento corresponde a` a´rea equivalente a uma entrada de MUX da largura adequada.
Definic¸a˜o 14 O peso wc do ve´rtice vc ∈ Vc e´ a reduc¸a˜o de a´rea obtida com o mapeamento
representado por vc, onde:
• se vc representa um mapeamento de ve´rtices v1/v2, enta˜o wc = Ab(v1) + Ab(v2) −
Ab(v1/v2);
• se vc representa um mapeamento de arcos (u1, v1, p1)/(u2, v2, p2), enta˜o wc = Amux.
O grafo de compatibilidade e´ enta˜o constru´ıdo com base nas definic¸o˜es apresentadas
acima. A Figura 6.1 ilustra todos os passos deste segundo algoritmo proposto. Dados os
CDFGs G1 e G2 da Figura 6.1(a), os ve´rtices e arcos de G1 e G2 que podem ser sobrepostos
sa˜o listados na Figura 6.1(b). A Figura 6.1(c) mostra o grafo de compatibilidade Gc
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Figura 6.1: Passos do segundo algoritmo de combinac¸a˜o de CDFGs
obtido, representando os poss´ıveis mapeamentos de ve´rtices e arcos entre os dois CDFGs.
O peso dos ve´rtices de Gc representa a reduc¸a˜o de a´rea dos mapeamentos correspondentes.
Por exemplo, o peso w1 do mapeamento de ve´rtices a3/b2 corresponde a reduc¸a˜o de a´rea
obtida por se ter apenas um bloco lo´gico somador/subtrador, ao inve´s de um somador e um
subtrador. Este algoritmo de combinac¸a˜o de CDFGs tambe´m explora a comutatividade
das operac¸o˜es, durante a construc¸a˜o do grafo de compatibilidade.
Para encontrar o grafo combinado com a´rea total mı´nima, e´ necessa´rio determinar o
conjunto de mapeamentos de ve´rtices e arcos que sa˜o compat´ıveis entre si e somam o
maior peso. Isto e´ obtido encontrando-se um clique de peso ma´ximo de Gc, definido a
seguir.
Definic¸a˜o 15 Um clique de peso ma´ximo de um grafo Gc = (Vc, Ec), onde cada vc ∈ Vc
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possui peso wc, e´ um conjunto de ve´rtices C ⊆ Vc tal que, para todos os ve´rtices uc, vc ∈ C,
a aresta (uc, vc) ∈ Ec, e
∑
∀vc∈C
wc e´ ma´ximo.
Os ve´rtices do clique de peso ma´ximo C do grafo de compatibilidade Gc fornecem
os mapeamentos de ve´rtices e arcos que devem ser utilizados na construc¸a˜o do grafo
combinado G¯. Assim, blocos lo´gicos e interconexo˜es sa˜o mapeados simultaneamente.
Dado que o clique de peso ma´ximo representa os mapeamentos compat´ıveis entre si que
fornecem a maior reduc¸a˜o em a´rea, o grafo combinado G¯ produzido e´ tal que A(G¯)
e´ mı´nimo. Por exemplo, o clique de peso ma´ximo do grafo de compatibilidade da
Figura 6.1(c) possui os ve´rtices 1, 2, 3 e 4, e e´ mostrado em negrito na figura.
O grafo combinado G¯ e´ enta˜o constru´ıdo em uma sequ¨eˆncia de passos, a partir de um
grafo vazio, com base nos mapeamentos indicados por C. Inicialmente, para cada ve´rtice
vc ∈ C representando o mapeamento dos ve´rtices v1 de G1 e v2 de G2 , um ve´rtice v¯ e´
inserido em G¯ (se ainda na˜o o foi), correspondendo ao mapeamento de ve´rtices v1/v2. Para
cada ve´rtice vc ∈ C representando o mapeamento dos arcos (u1, v1, p1) de G1 e (u2, v2, p2)
de G2 , dois ve´rtices u¯ e v¯ sa˜o inseridos em G¯ (se ainda na˜o o foram), correspondendo aos
mapeamentos de ve´rtices u1/u2 e v1/v2, respectivamente. Ale´m disso, o arco e¯ = (u¯, v¯, p¯)
e´ tambe´m inserido em G¯, correspondendo aos arcos mapeados representados por vc. Se
vc representa um mapeamento de arcos obtido atrave´s da comutac¸a˜o de operandos, as
portas de entrada de v¯ em G¯ sa˜o modificadas apropriadamente.
Por fim, como o clique de peso ma´ximo indica todos os mapeamentos de ve´rtices e
arcos de G¯, todos os ve´rtices de G1 e G2 que ainda na˜o foram mapeados, sa˜o inseridos
em G¯ como ve´rtices na˜o mapeados. Analogamente, todos os arcos de G1 e G2 que na˜o
pertencem a nenhum mapeamento em C, sa˜o tambe´m inseridos em G¯ como arcos na˜o
mapeados, conectando os ve´rtices correspondentes.
Por exemplo, utilizando o clique de peso ma´ximo da Figura 6.1(c), o grafo combinado
G¯, mostrado na Figura 6.1(d), e´ obtido. Note que se o mapeamento de arcos
(a3, a5, 2)/(b2, b3, 2) na˜o fosse inclu´ıdo no grafo de compatibilidade e apenas mapeamentos
de ve´rtices fossem considerados, o clique de peso ma´ximo poderia ser o conjunto de ve´rtices
2, 4 e 5 de Gc, resultando no grafo combinado G¯
′′ mostrado na Figura 4.4 que possui uma
a´rea total maior que G¯.
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CombinaCDFGs
ENTRADA: n CDFGs Gi = (Vi, Ei), i = 1 . . . n
SAI´DA: grafo combinado G¯ = (V¯ , E¯),
tal que Ai(G¯) e´ mı´nimo
/* Inicialmente, G¯ e´ o CDFG de entrada G1 */
G¯← G1;
/* Iterativamente combina G¯ com CDFG Gi */
PARA i← 2 ATE´ n FAC¸A
Gc ← Constro´iGrafoCompatibilidade(G¯, Gi);
C ← EncontraCliquePesoMa´ximo(Gc);
G¯← Reconstro´iGrafoCombinado(G¯, Gi, C);
Algoritmo 6.1: Combinac¸a˜o de CDFGs para minimizar a´rea total
6.2 Algoritmo de Combinac¸a˜o de CDFGs
Nossa segunda heur´ıstica para combinac¸a˜o de CDFGs e´ apresentada no Algoritmo 6.1.
Os passos de construc¸a˜o do grafo de compatibilidade e do grafo combinado sa˜o detalhados
nos Algoritmos 6.2 e 6.3.
Como o problema de clique de peso ma´ximo tambe´m e´ NP-completo [33], uma
heur´ıstica de tempo polinomial e´ aplicada. O algoritmo utilizado para encontrar o clique
de peso ma´ximo e´ baseado em uma te´cnica de branch-and-bound [63, 62] e ajustado de
forma que seu tempo de execuc¸a˜o seja limitado polinomialmente por |Vc|. A complexidade
temporal dos passos do algoritmo de combinac¸a˜o de CDFGs proposto neste cap´ıtulo e´ a
mesma do algoritmo apresentado no Cap´ıtulo 5.
6.3 Resultados Experimentais
No´s realizamos um conjunto de experimentos com o objetivo de avaliar a abordagem de
combinac¸a˜o de CDFGs e a segunda heur´ıstica que propusemos. Novamente, um conjunto
de programas do benchmark MediaBench foi utilizado. Os CDFGs foram gerados de forma
semelhante a` descrita na Sec¸a˜o 5.6, sendo que para cada aplicac¸a˜o foram considerados ate´
oito lac¸os internos (se dispon´ıveis). Para cada aplicac¸a˜o, os CDFGs foram combinados
iterativamente, do maior para o menor, em relac¸a˜o ao seu nu´mero de ve´rtices. As
informac¸o˜es sobre os CDFGs gerados sa˜o mostradas na Tabela 6.1.
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Constro´iGrafoCompatibilidade(Gi, Gj)
/* Inicialmente, Gc e´ vazio */
Vc ← ∅; Ec ← ∅;
/* Determina ve´rtices de Gc que sa˜o mapeamentos de ve´rtices */
PARA cada vi ∈ Vi FAC¸A
PARA cada vj ∈ Vj FAC¸A
SE B(vi) ∩B(vj) 6= ∅ ENT~AO
Vc ← Vc ∪ {vc}, onde vc = vi/vj ;
/* Determina ve´rtices de Gc que sa˜o mapeamentos de arcos */
PARA cada ei = (ui, vi, pi) ∈ Ei FAC¸A
PARA cada ej = (uj , vj , pj) ∈ Ej FAC¸A
SE B(ui) ∩B(uj) 6= ∅ E B(vi) ∩B(vj) 6= ∅ E pi e pi sa˜o equivalentes ENT~AO
Vc ← Vc ∪ {vc}, onde vc = ei/ej ;
/* Determina arestas de Gc */
PARA cada uc e vc ∈ Vc, uc 6= vc FAC¸A
SE uc e vc sa˜o compat´ıveis ENT~AO
Ec ← Ec ∪ {ec}, onde ec = (uc, vc);
RETORNA Gc = (Vc, Ec);
Algoritmo 6.2: Construc¸a˜o do grafo de compatibilidade Gc
6.3.1 Comparac¸a˜o das Te´cnicas de Combinac¸a˜o de CDFGs
Para avaliar o nosso algoritmo em relac¸a˜o a outros me´todos de combinac¸a˜o de CDFGs,
treˆs te´cnicas baseadas em trabalhos relacionados foram implementadas. As soluc¸o˜es
obtidas com estas te´cnicas foram comparadas com as produzidas pela nossa heur´ıstica,
em relac¸a˜o a` a´rea total do datapath resultante e ao tempo de execuc¸a˜o do algoritmo. Nos
experimentos descritos nesta subsec¸a˜o, as informac¸o˜es de a´rea utilizadas foram obtidas
de uma biblioteca de componentes.
Os me´todos implementados foram o emparelhamento de peso ma´ximo em grafo
bipartido, na forma descrita em [34] (referido nesta subsec¸a˜o como Emparelhamento
Ma´ximo), a busca local por melhorias sucessivas [84, 34] (referida como Melhorias
Sucessivas) e o modelo de programac¸a˜o inteira descrito em [34] (referido como
Programac¸a˜o Inteira), todos eles descritos na Sec¸a˜o 4.3. Nossa heur´ıstica, baseada no
clique de peso ma´ximo do grafo de compatibilidade, e´ referida como Clique Compat´ıvel.
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Reconstro´iGrafoCombinado(Gi, Gj , C)
AUXILIAR: func¸o˜es de mapeamento de ve´rtices Vi : Vi → V¯ ∪ {−1} e Vj : Vj → V¯ ∪ {−1};
func¸o˜es de mapeamento de arcos Ei : Ei → {0, 1} e Ej : Ej → {0, 1}
/* Inicialmente, G¯ e´ vazio e todos os ve´rtices e arcos de Gi e Gj na˜o esta˜o mapeados em G¯ */
V¯ ← ∅; E¯ ← ∅;
Vi(vi)← −1, ∀vi ∈ Vi; Vj(vj)← −1, ∀vj ∈ Vj ;
Ei(ei)← 0, ∀ei ∈ Ei; Ej(ej)← 0, ∀ej ∈ Ej ;
/* Trata mapeamentos indicados em C */
PARA cada vc ∈ Vc FAC¸A
/* Se vc representa um mapeamento de ve´rtices */
SE vc = vi/vj , vi ∈ Vi e vj ∈ Vj FAC¸A
SE Vi(vi) = −1 ENT~AO
V¯ ← V¯ ∪ {v¯}, onde v¯ = vi/vj ; Vi(vi)← v¯; Vj(vj)← v¯;
/* Sena˜o, se vc representa um mapeamento de arcos */
SEN~AO SE vc = ei/ej , ei = (ui, vi, pi) ∈ Ei e ej = (uj , vj , pj) ∈ Ej FAC¸A
SE Vi(ui) = −1 ENT~AO
V¯ ← V¯ ∪ {u¯}, onde u¯ = ui/uj ; Vi(ui)← u¯; Vj(uj)← u¯;
SE Vi(vi) = −1 ENT~AO
V¯ ← V¯ ∪ {v¯}, onde v¯ = vi/vj ; Vi(vi)← v¯; Vj(vj)← v¯;
E¯ ← E¯ ∪ {e¯}, onde e¯ = ei/ej = (u¯, v¯, p¯), com p¯ definido apropriadamente;
Ei(ei)← 1; Ej(ej)← 1;
/* Trata ve´rtices na˜o mapeados */
PARA cada vi ∈ Vi FAC¸A
SE Vi(vi) = −1 ENT~AO
V¯ ← V¯ ∪ {v¯}, onde v¯ = vi/−; Vi(vi)← v¯;
PARA cada vj ∈ Vj FAC¸A
SE Vj(vj) = −1 ENT~AO
V¯ ← V¯ ∪ {v¯}, onde v¯ = −/vj ; Vj(vj)← v¯;
/* Trata arcos na˜o mapeados */
PARA cada ei = (ui, vi, pi) ∈ Ei FAC¸A
SE Ei(ei) = 0 ENT~AO
E¯ ← E¯ ∪ {e¯}, onde e¯ = ei/− = (Vi(ui),Vi(vi), p¯), com p¯ definido apropriadamente;
Ei(ei)← 1
PARA cada ej = (uj , vj , pj) ∈ Ej FAC¸A
SE Ej(ej) = 0 ENT~AO
E¯ ← E¯ ∪ {e¯}, onde e¯ = −/ej = (Vj(uj),Vj(vj), p¯), com p¯ definido apropriadamente;
Ej(ej)← 1
RETORNA G¯ = (V¯ , E¯);
Algoritmo 6.3: Construc¸a˜o do grafo combinado G¯
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Aplicac¸a˜o n
G1 G2 G3 G4 G5 G6 G7 G8
|V1| |E1| |V2| |E2| |V3| |E3| |V4| |E4| |V5| |E5| |V6| |E6| |V7| |E7| |V8| |E8|
EPIC decoder 3 16 17 15 16 12 12 — — — — — — — — — —
EPIC encoder 2 13 15 11 12 — — — — — — — — — — — —
G721 2 57 68 19 20 — — — — — — — — — — — —
GSM encoder 8 171 195 112 131 90 115 49 54 46 59 41 50 20 22 19 21
JPEG decoder 2 101 113 61 74 — — — — — — — — — — — —
JPEG encoder 7 109 127 53 68 53 63 53 60 46 58 31 35 28 35 — —
MPEG2 decoder 6 40 47 34 35 32 34 24 31 15 16 11 12 — — — —
MPEG2 encoder 6 45 57 35 38 31 41 30 39 20 23 18 21 — — — —
PEGWIT 7 75 85 75 85 75 85 75 85 58 66 40 47 27 31 — —
Tabela 6.1: CDFGs Gi = (Vi, Ei), i = 1, . . . , n, de cada aplicac¸a˜o
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Figura 6.2: Aumento de a´rea das demais te´cnicas em relac¸a˜o a Clique Compat´ıvel (barras
ausentes representam um aumento de a´rea de 0%)
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Figura 6.3: Speedup de Clique Compat´ıvel (barras ausentes representam speedup de 0.1)
A Figura 6.2 mostra, para cada aplicac¸a˜o, a porcentagem de aumento de a´rea do grafo
combinado produzido pelas demais te´cnicas, em relac¸a˜o a` heur´ıstica de Clique Compat´ıvel.
Ale´m disso, o speedup do tempo de execuc¸a˜o obtido com este me´todo, em comparac¸a˜o ao
demais, e´ mostrado na Figura 6.3 (note a escala logar´ıtmica).
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Algoritmo
Aumento de a´rea me´dio Speedup me´dio
vs. Clique Compat´ıvel de Clique Compat´ıvel
Emparelhamento Ma´ximo 20,4% 0,1
Melhorias Sucessivas 8,4% 21,8
Programac¸a˜o Inteira 0,8% 2500,4
Tabela 6.2: Comparac¸a˜o do me´todo de Clique Compat´ıvel com outros algoritmos
Note que o Emparelhamento Ma´ximo produziu grafos combinados com a´rea ate´ 30%
maior do que o nosso algoritmo. O me´todo de Melhorias Sucessivas produziu um aumento
de a´rea de 2,5% a 14,9%, quando comparado com o Clique Compat´ıvel, e apresenta um
tempo de execuc¸a˜o bem maior que este algoritmo. Por exemplo, para a aplicac¸a˜o “JPEG
decoder”, o me´todo de Melhorias Sucessivas produziu um aumento de a´rea de apenas
4,9%, pore´m levou 75,3 vezes mais tempo para executar. Para a aplicac¸a˜o “MPEG2
decoder”, seu tempo de execuc¸a˜o foi apenas 20% maior que o Clique Compat´ıvel, mas o
aumento de a´rea foi de 14,9%. A te´cnica de Programac¸a˜o Inteira foi quase equivalente
a` nossa heur´ıstica no que diz respeito a` a´rea, mas seu tempo de execuc¸a˜o foi ate´ 20 mil
vezes maior que o algoritmo de Clique Compat´ıvel. Para algumas aplicac¸o˜es, o Clique
Compat´ıvel produziu inclusive grafos combinados com a´rea menor do que aqueles da
te´cnica de Programac¸a˜o Inteira. Embora esta te´cnica fornec¸a a soluc¸a˜o o´tima para a
combinac¸a˜o de dois CDFGs, ela e´ apenas uma heur´ıstica para a combinac¸a˜o incremental
de va´rios CDFGs. Ale´m disso, este me´todo na˜o explora a comutatividade das operac¸o˜es,
enquanto que o algoritmo de Clique Compat´ıvel sim.
A Tabela 6.2 resume os resultados das Figuras 6.2 e 6.3 e mostra o aumento me´dio
de a´rea dos demais me´todos em relac¸a˜o ao algoritmo de Clique Compat´ıvel, e o speedup
me´dio obtido por este algoritmo em relac¸a˜o aos outros. A te´cnica de Emparelhamento
Ma´ximo foi muito ra´pida (tempo de execuc¸a˜o me´dio de 0,6 segundos em contraste com 4,8
segundos do Clique Compat´ıvel), pore´m ela produziu resultados muito ruins para a a´rea do
datapath (aumento de a´rea me´dio de 20,4%). O me´todo de Melhorias Sucessivas obteve um
aumento de a´rea me´dio de 8,4% e levou 21,8 vezes mais tempo que o Clique Compat´ıvel.
Finalmente, as a´reas produzidas pela Programac¸a˜o Inteira foram ligeiramente piores que
aquelas obtidas com o algoritmo proposto, mas seu tempo de execuc¸a˜o exponencial e´
proibitivo.
Em um outro experimento foi analisado o comportamento das te´cnicas de combinac¸a˜o
quando o nu´mero de CDFGs de entrada cresce. Para cada aplicac¸a˜o, foram inicialmente
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Figura 6.4: Aumento de a´rea e tempo de execuc¸a˜o, para “GSM encoder” (barras ausentes
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Figura 6.5: Aumento de a´rea e tempo de execuc¸a˜o, para “JPEG encoder” (barras
invertidas representam aumento de a´rea de -0,1%)
combinados os dois CDFGs mais relevantes (isto e´, que correspondem aos dois lac¸os que
contribuem mais para o tempo de execuc¸a˜o do programa). Em seguida, os treˆs CDFGs
mais relevantes foram combinados, e assim por diante. As Figuras 6.4 e 6.5 mostram estes
resultados para as aplicac¸o˜es “GSM encoder” e “JPEG encoder”, respectivamente. Para
ambas as aplicac¸o˜es, o tempo de execuc¸a˜o do me´todo de Programac¸a˜o Inteira realmente
cresceu exponencialmente e o de Melhorias Sucessivas tambe´m cresceu muito ra´pido, a
medida que o nu´mero de CDFGs aumentou. O tempo de execuc¸a˜o da heur´ıstica de Clique
Compat´ıvel cresceu polinomialmente.
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6.3.2 Avaliac¸a˜o da Abordagem de Combinac¸a˜o de CDFGs
Uma questa˜o relevante e´ se a abordagem de combinac¸a˜o de CDFGs e´ realmente
necessa´ria. Os CDFGs podem ser simplesmente agrupados em um CDFG completo,
apenas multiplexando as suas entradas e sa´ıdas. Enta˜o este CDFG completo e´ submetido a
ferramentas de s´ıntese comerciais para que elas explorem o compartilhamento de recursos.
Portanto, e´ necessa´rio saber se a abordagem de combinac¸a˜o de CDFGs pode prover algum
ganho em a´rea, quando comparada a esta abordagem baseada na ferramenta de s´ıntese.
Para avaliar esta questa˜o, um novo experimento foi realizado.
Nesse experimento, os CDFGs de entrada foram combinados utilizando a nossa
heur´ıstica proposta neste cap´ıtulo, e um datapath (referido como datapath combinado)
foi gerado, a partir do grafo combinado. Tambe´m foi gerado um datapath (referido
como datapath agrupado) a partir de um CDFG completo, agrupando todos os CDFGs
de entrada, sem combina´-los. Estes dois datapaths foram enta˜o sintetizados usando as
mesmas restric¸o˜es de projeto e opc¸o˜es de otimizac¸a˜o, e os resultados da s´ıntese foram
comparados.
Neste experimento foi utilizada a ferramenta de s´ıntese Synopsys Design Compiler
(DC) [78], a melhor ferramenta comercial de s´ıntese de circuitos a` e´poca (2004).
Foram utilizados treˆs n´ıveis de otimizac¸a˜o: otimizac¸a˜o arquitetural, otimizac¸a˜o ao
n´ıvel lo´gico e ao n´ıvel de portas. Durante a otimizac¸a˜o arquitetural, o DC explora
o compartilhamento de sub-expresso˜es comuns e de recursos. As restric¸o˜es de projeto
utilizadas determinaram a minimizac¸a˜o da a´rea do circuito (atribuindo area only para
as diretivas set resource allocation e set resource implementation e 0.0 para
set max area). O processo de otimizac¸a˜o tambe´m foi ajustado de forma a aplicar o
esforc¸o ma´ximo nas fases de mapeamento e reduc¸a˜o de a´rea (atribuindo o valor high para
as opc¸o˜es -map effort e -area effort do comando de otimizac¸a˜o compile).
Este experimento e´ ilustrado com um exemplo. Dados os CDFGs G0 e G1 da
Figura 6.6, os datapaths combinado e agrupado foram gerados. As Figuras 6.7 e 6.8
mostram, respectivamente, os datapaths agrupado e combinado, e o co´digo VHDL
correspondente a eles. Quando estes dois datapaths foram submetidos ao DC, o datapath
combinado possibilitou uma reduc¸a˜o de a´rea de 27% em relac¸a˜o ao datapath agrupado.
Os relato´rios de alocac¸a˜o e compartilhamento de recursos gerados pelo DC durante a
s´ıntese sa˜o mostrados na Figura 6.9. No datapath agrupado, as subtrac¸o˜es a0 e b0 de G0 e
G1 (linhas 38 e 48 na Figura 6.7, respectivamente) foram mapeadas no mesmo subtrador
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CDFG G0
in in in in 0
−
+ − <
MUX
out
a0
a1 a2 a3
a4 a5 a6 a7 a8
a9
CDFG G1
1 in in in 0
−
+ − <
MUX
out
b0
b1 b2 b3
b4 b5 b6 b7 b8
b9
Figura 6.6: CDFGs G0 e G1
(37)
(38)
(39)
(40)
(41)
(42)
(43)
(44)
(45)
(46)
(47)
(48)
(49)
(50)
(51)
(52)
(53)
(54)
(55)
(56)
(57)
...
if id = ’0’ then -- CDFG 0
t0 := in2v - in3v ;
t1 := in0v + t0 ;
t2 := in1v - t0 ;
if t0 < zero32 then
t3 := t2 ;
else
t3 := t1 ;
end if ;
out0 <= t3 ;
else -- CDFG 1
t0 := in1v - in2v ;
t1 := one32 + t0 ;
t2 := in0v - t0 ;
if t0 < zero32 then
t3 := t2 ;
else
t3 := t1 ;
end if ;
out0 <= t3 ;
end if ;
...
in 1 in in in 0
−
+/− +/− <
MUX
MUX MUX MUX
MUX MUX
out
a0/b0
a1/b2 a2/b1 a3/b3
a4/b5 −/b4 a5/b6 a6/b7 a7/− a8/b8
a9/b9
Figura 6.7: Co´digo VHDL agrupando G0 e G1 e datapath agrupado gerado por DC
(37)
(38)
(39)
(40)
(41)
(42)
(43)
(44)
(45)
(46)
(47)
(48)
(49)
(50)
...
-- Merged CDFG
t0 := in2v - in3v ;
if id = ’0’ then
t1 := in0v + t0 ;
else
t1 := one32 + t0 ;
end if ;
t2 := in1v - t0 ;
if t0 < zero32 then
t3 := t2 ;
else
t3 := t1 ;
end if ;
out0 <= t3 ;
...
1 in in in in 0
−
+ − <
MUX
MUX
out
a0/b0
a1/b1 a2/b2 a3/b3
−/b4 a4/− a5/b5 a6/b6 a7/b7 a8/b8
a9/b9
Figura 6.8: Co´digo VHDL combinando G0 e G1 e datapath combinado gerado por DC
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======================================================
|Resource|Module |Parameters|Contained Operations|
======================================================
|r21 |DW01 cmp2 |width=32 |lt 41/lt/lt |
| | | |lt 51/lt/lt |
|r22 |DW01 addsub |width=32 |add 39/plus/plus |
| | | |sub 50/minus/minus |
|r23 |DW01 sub |width=32 |sub 38/minus/minus |
| | | |sub 48/minus/minus |
|r79 |DW01 addsub |width=32 |add 49/plus/plus |
| | | |sub 40/minus/minus |
======================================================
(a) Datapath agrupado
======================================================
|Resource|Module |Parameters|Contained Operations|
======================================================
|r20 |DW01 cmp2 |width=32 |lt 45/lt/lt |
|r22 |DW01 sub |width=32 |sub 38/minus/minus |
|r70 |DW01 add |width=32 |add 40/plus/plus |
| | | |add 42/plus/plus |
|r73 |DW01 sub |width=32 |sub 44/minus/minus |
======================================================
(b) Datapath combinado
Figura 6.9: Relato´rios de alocac¸a˜o e compartilhamento de recursos gerados por DC
(recurso r23 na Figura 6.9(a)). Todavia, a adic¸a˜o a1 e subtrac¸a˜o b2 (linhas 39 e 50) foram
mapeadas em um somador/subtrador (recurso r22), assim como a subtrac¸a˜o a2 e a soma b1
(linhas 40 e 49), que foram mapeadas no recurso r79. No datapath combinado, tambe´m foi
utilizado um subtrador para as operac¸o˜es mapeadas a0/b0 (linha 38 na Figura 6.8 e recurso
r22 na Figura 6.9(b)). Pore´m, de forma diferente do datapath agrupado, a1/b1 (linhas 40
e 42) compartilharam o mesmo somador (recurso r70), e a2/b2 (linha 44) compartilharam
um subtrador (recurso r73). Como resultado, o datapath agrupado usou dois blocos
somador/subtrador para operac¸o˜es que no datapath combinado foram implementadas com
apenas um somador e um subtrador. Ale´m disso, menos MUXes foram necessa´rios no
datapath combinado, resultando na reduc¸a˜o de a´rea.
Pode ser observado que o DC e´ muito eficiente em mapear operac¸o˜es mutuamente
exclusivas que recebem os mesmos operandos. Pore´m, ele pode introduzir MUXes
adicionais caso estas operac¸o˜es possuam operandos diferentes. O algoritmo de combinac¸a˜o
de CDFGs, por sua vez, mapeia operandos de entrada e sa´ıda, assim como operac¸o˜es.
Assim, ele permite o mapeamento de operac¸o˜es exclusivas com operandos iguais ou
diferentes, caso isto resulte em uma reduc¸a˜o de a´rea do datapath final.
A Tabela 6.3 mostra a a´rea dos datapaths agrupado e combinado (obtido utilizando
a nossa heur´ıstica), para as aplicac¸o˜es do MediaBench. Os datapaths foram submetidos
a` ferramenta de s´ıntese Synopsys DC e as a´reas foram medidas em unidades de a´rea do
DC. A reduc¸a˜o de a´rea obtida com a abordagem de combinac¸a˜o tambe´m e´ mostrada. Os
resultados indicam que o algoritmo de combinac¸a˜o de CDFGs produziu datapaths com
menor a´rea, quando comparado com a abordagem de apenas agrupamento dos CDFGs.
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Aplicac¸a˜o
A´rea do datapath∗ Reduc¸a˜o
agrupado combinado de a´rea
EPIC decoder 15404 14634 5,0%
EPIC encoder 15760 14732 6,5%
G721 2755 1144 58,5%
GSM encoder 53702 49392 8,0%
JPEG decoder 6482 5417 16,4%
JPEG encoder 21985 19432 11,6%
MPEG2 decoder 5399 4304 20,3%
MPEG2 encoder 11291 8780 22,2%
PEGWIT 5280 3815 27,7%
Me´dia 19,6%
∗Em unidades de a´rea do DC
Tabela 6.3: Comparac¸a˜o das abordagens de agrupamento e combinac¸a˜o de CDFGs
Cap´ıtulo 7
Conclusa˜o
Este trabalho fez parte de um projeto maior que visa o estudo e desenvolvimento de
sistemas dedicados e arquiteturas reconfigura´veis. Encerramos este texto apresentando os
principais resultados e contribuic¸o˜es do trabalho e apontando poss´ıveis trabalhos futuros
que podem dar continuidade ao mesmo.
7.1 Resultados e Contribuic¸o˜es
Neste trabalho estruturamos as etapas do fluxo de projeto de um sistema dedicado,
baseado em um modelo de arquitetura reconfigura´vel. Atrave´s da especializac¸a˜o
do conjunto de instruc¸o˜es de um GPP, instruc¸o˜es especializadas foram criadas e
implementadas em unidades funcionais espec´ıficas que, adicionadas ao hardware do GPP,
formaram um processador especializado.
Formalizamos o problema de combinac¸a˜o de CDFGs para compartilhamento de
recursos no projeto de um datapath reconfigura´vel. Este datapath implementa uma
unidade funcional espec´ıfica e e´ reconfigurado dinamicamente para realizar a computac¸a˜o
correspondente a cada instruc¸a˜o especializada. Apresentamos uma demonstrac¸a˜o de que
o problema de combinac¸a˜o de CDFGs e´ NP-completo, realizando uma reduc¸a˜o a partir do
problema de isomorfismo de subgrafos. Tal demonstrac¸a˜o na˜o foi encontrada na literatura.
Propusemos, implementamos e avaliamos dois algoritmos heur´ısticos para o problema
de combinac¸a˜o de CDFGs. Na avaliac¸a˜o dos algoritmos, implementamos outras soluc¸o˜es
ja´ propostas na literatura, para comparar seus resultados e desempenhos com as nossas
soluc¸o˜es. Para isso, aplicamos nossas heur´ısticas e as demais soluc¸o˜es implementadas a
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aplicac¸o˜es reais do benchmark MediaBench.
O primeiro algoritmo desenvolvido por no´s e´ uma heur´ıstica incremental que busca
minimizar a a´rea das interconexo˜es do datapath. O algoritmo realiza a tarefa de atribuic¸a˜o
de unidades, supondo que a selec¸a˜o das mesmas foi feita previamente, e realiza a atribuic¸a˜o
de blocos lo´gicos e interconexo˜es simultaneamente. Durante a atribuic¸a˜o de unidades, o
algoritmo explora a comutatividade das operac¸o˜es para minimizar ainda mais a a´rea de
interconexo˜es.
Conforme os resultados da avaliac¸a˜o experimental, o nosso algoritmo obteve uma
reduc¸a˜o me´dia de 26,2% na a´rea de interconexo˜es do datapath, em relac¸a˜o ao me´todo de
Emparelhamento Ma´ximo. O tempo de execuc¸a˜o me´dio da heur´ıstica de Emparelhamento
Ma´ximo foi de 0,8 segundos, em contraste com o tempo me´dio de 4,1 segundos da
nossa te´cnica. Apesar do me´todo de Emparelhamento Ma´ximo ter sido mais ra´pido,
a nossa abordagem tambe´m mostrou-se eficiente. No entanto, dado que o me´todo
de Emparelhamento Ma´ximo produziu resultados muito piores em relac¸a˜o a` a´rea de
interconexo˜es, ele na˜o e´ uma boa escolha quando ha´ restric¸o˜es de a´rea para o datapath.
Uma ana´lise de erro ma´ximo baseada em um modelo de PI mostrou que para algumas
aplicac¸o˜es a nossa heur´ıstica produziu a soluc¸a˜o o´tima. Ale´m disso, o erro ma´ximo das
soluc¸o˜es geradas foi bastante pequeno, em me´dia 4,1%. Verificamos tambe´m que se os
CDFGs combinados sa˜o muito diferentes estruturalmente, o grau de compartilhamento
das interconexo˜es do datapath produzido pode ser bastante baixo.
O segundo algoritmo proposto por no´s visa minimizar a a´rea total do datapath, que
engloba a a´rea de blocos lo´gicos e interconexo˜es. O algoritmo realiza a selec¸a˜o e atribuic¸a˜o
de unidades, e a atribuic¸a˜o de blocos lo´gicos e interconexo˜es e´ feita simultaneamente.
Da mesma forma que a primeira heur´ıstica, este algoritmo e´ incremental e explora a
comutatividade das operac¸o˜es.
Novamente, na avaliac¸a˜o experimental comparamos este segundo algoritmo com outros
me´todos. A te´cnica de Emparelhamento Ma´ximo teve um tempo de execuc¸a˜o me´dio de
0,6 segundos em contraste com 4,8 segundos da nossa heur´ıstica, pore´m ela produziu
datapaths com a´rea 20,4% maior em me´dia. O me´todo de Melhorias Sucessivas obteve
um aumento de a´rea me´dio de 8,4% e levou 21,8 vezes mais tempo que o nosso algoritmo.
As a´reas produzidas pelo me´todo de Programac¸a˜o Inteira foram ligeiramente piores que
aquelas obtidas com a nossa heur´ıstica, ale´m de seu tempo de execuc¸a˜o exponencial ser
proibitivo.
Em outro experimento, comparamos a combinac¸a˜o de CDFGs com a abordagem em
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que os CDFGs sa˜o agrupados em um CDFG completo que e´ submetido a uma ferramenta
de s´ıntese para que ela explore o compartilhamento de recursos. A nossa soluc¸a˜o produziu
datapaths com a´rea menor. A ferramenta de s´ıntese pode introduzir MUXes adicionais
se as operac¸o˜es dos CDFGs possuem operandos diferentes. O algoritmo de combinac¸a˜o
de CDFGs permitiu o mapeamento de operac¸o˜es mutuamente exclusivas com operandos
possivelmente diferentes, quando isto resultava em uma reduc¸a˜o na a´rea do datapath.
7.2 Trabalhos Futuros
O problema de combinac¸a˜o de CDFGs e´ muito interessante e da´ margem a diversas
variac¸o˜es. Por ser NP-dif´ıcil, diferentes heur´ısticas podem ser aplicadas para resolveˆ-lo.
Uma primeira questa˜o e´ que os dois algoritmos heur´ısticos propostos neste trabalho
realizam a combinac¸a˜o incremental dos CDFGs. A busca de uma generalizac¸a˜o destas
heur´ısticas para que realizem a combinac¸a˜o global, pore´m mantendo um tempo de
execuc¸a˜o razoa´vel, e´ uma poss´ıvel extensa˜o deste trabalho.
Outra ide´ia na˜o explorada e´ o projeto de um algoritmo de combinac¸a˜o que, para obter
soluc¸o˜es melhores, utilize caracter´ısticas da estrutura dos CDFGs, como por exemplo o
grau de entrada dos ve´rtices ser, em geral, 1 ou 2. Ale´m disso, uma questa˜o interessante
e´ a avaliac¸a˜o de quais caracter´ısticas dos CDFGs fazem com que a combinac¸a˜o deles fique
mais dif´ıcil, isto e´, dificultam a obtenc¸a˜o de uma boa soluc¸a˜o.
Dado que atualmente, o consumo de poteˆncia de um circuito e´ um crite´rio de
avaliac¸a˜o ta˜o importante quanto a´rea e desempenho, e´ poss´ıvel projetar um algoritmo
de combinac¸a˜o de CDFGs que tenha como objetivo a reduc¸a˜o do consumo de poteˆncia
do datapath produzido. Uma poss´ıvel ide´ia e´ atribuir pesos aos arcos dos CDFGs
representando uma estimativa do nu´mero de transic¸o˜es de bits nas interconexo˜es
correspondentes aos arcos. Os ve´rtices do grafo de compatibilidade tambe´m podem possuir
pesos representando a reduc¸a˜o do consumo de poteˆncia obtida com aqueles mapeamentos.
Tambe´m e´ poss´ıvel realizar a combinac¸a˜o de CDFGs utilizando informac¸o˜es de
escalonamento dos mesmos ou a mobilidade1 das operac¸o˜es dos CDFGs. O objetivo e´
na˜o aumentar o caminho cr´ıtico do datapath ou o nu´mero total de ciclos consumido por
ele.
Outro problema relacionado a` alocac¸a˜o de recursos para um datapath e´ o que
1Intervalo entre os instantes de escalonamento ASAP (As Soon As Possible) e ALAP (As Late As
Possible) de uma operac¸a˜o.
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denominamos de compromisso a´rea/desempenho. Uma das formas de obter um maior
desempenho e´ explorar o paralelismo dispon´ıvel na aplicac¸a˜o. Assim, mais operac¸o˜es
sa˜o realizadas ao mesmo tempo, exigindo a existeˆncia de mais unidades funcionais no
hardware e por consequ¨eˆncia, aumentando sua a´rea. Logo, os requisitos de minimizar a´rea
e maximizar desempenho sa˜o conflitantes e exigem, portanto, soluc¸o˜es de compromisso.
Dado um conjunto de aplicac¸o˜es, deseja-se construir um datapath capaz de executar
cada aplicac¸a˜o, de forma multiplexada no tempo. Para cada aplicac¸a˜o existem va´rias
implementac¸o˜es, que fornecem diferentes desempenhos e possuem diferentes demandas de
recursos de hardware. O problema consiste em selecionar uma implementac¸a˜o para cada
aplicac¸a˜o, de forma que requisitos de desempenho das aplicac¸o˜es e/ou a´rea do datapath
sejam satisfeitos.
Por fim, a interac¸a˜o entre os problemas de combinac¸a˜o de CDFGs e compromisso
a´rea/desempenho pode ser analisada.
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