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1. Introduction
Let X and Y be two random variables with distribution functions F and G, respectively. X is said to be less dispersed than
Y , denoted by X ≤disp Y or F ≤disp G, if
F−1(β)− F−1(α) ≤ G−1(β)− G−1(α) whenever 0 < α < β < 1,
where F−1 and G−1 are the right continuous inverses of F and G, respectively. The univariate dispersive order has been
studied extensively (see Jeon et al. [1] and Shaked and Shanthikumar [2]). In the past ten years, several attempts have
been made to extend the dispersive order from the univariate to the multivariate, and to establish such multivariate
dispersive orderings for several stochasticmodels. Among themare Arias-Nicolás et al. [3], Belzunce et al. [4,5], Belzunce and
Ruiz [6], Burkschat [7], Chen andHu [8], Fernádez-Ponse andRodríguez-Griñolo [9], Fernádez-Ponse and Suárez-Lloréns [10],
Giovagnoli and Wynn [11], Khaledi and Kochar [12], and Shaked and Shanthikumar [13].
Shaked and Shanthikumar [13] introduced the following multivariate dispersive order via the monotonicity of two
conditional quantiles. Let X = (X1, . . . , Xn) be a random vector with joint distribution function F . Denote by F1 themarginal
distribution function of X1, and denote by Fi|1,...,i−1(·|x1, . . . , xi−1) the conditional distribution function of Xi given that
X1 = x1, . . . , Xi−1 = xi−1 for i = 2, . . . , n. For each u = (u1, . . . , un) ∈ (0, 1)n, define
x1(u) = F−11 (u1)
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and, by induction,
xi(u) = F−1i|1,...,i−1(ui|x1, . . . , xi−1), i = 2, . . . , n.
Similarly, for another random vector Y = (Y1, . . . , Yn)with joint distribution function G, define
y1(u) = G−11 (u1),
and, by induction,
yi(u) = G−1i|1,...,i−1(ui|y1, . . . , yi−1), i = 2, . . . , n.
Then X is said to be smaller than Y in the Shaked–Shanthikumar multivariate dispersive order, denoted by X≤disp Y, if
yi(u)− xi(u) is increasing in (u1, . . . , ui) ∈ (0, 1)i for i = 1, . . . , n.
Belzunce and Ruiz [6], and Belzunce et al. [5] established the Shaked–Shanthikumar multivariate dispersive ordering
for ordinary order statistics from two samples and epoch times of two non-homogeneous Poisson processes, respectively.
Belzunce et al. [4], and Chen and Hu [8] compared generalized order statistics (GOSs) in the Shaked–Shanthikumar
multivariate dispersive ordering. Burkschat [7] touched upon comparison of spacings of GOSs in such a multivariate
dispersive order, and used it to derive optimality of extremal schemes in progressive type II censoring such that the
variability of the total time on test is minimized.
We now recall the concept of generalized order statistics (GOSs), which was introduced in Kamps [14,15] as a unification
of several models of ascendingly ordered random variables (rv’s). Let F be an absolutely continuous distribution function
with density f . Let n ∈ N, k > 0 andm1, . . . ,mn−1 ∈ R be parameters such that γn,n = k and
γr,n = k+
n−1∑
j=r
(mj + 1) > 0, r = 1, . . . , n− 1,
and denote m˜n = (m1, . . . ,mn−1) if n ≥ 2 (m˜n is arbitrary if n = 1). If the rv’s X(r,n,m˜n,k), r = 1, . . . , n, possess a joint density
of the form
h(x1, . . . , xn) = k
(
n−1∏
j=1
γj,n
)(
n−1∏
i=1
[
F(xi)
]mi f (xi)) [F(xn)]k−1 f (xn)
for all x1 ≤ x2 ≤ · · · ≤ xn, then they are called GOSs based on F .
The purpose of this paper is to investigate conditions on the underlying distributions and the parameters on which GOSs
are based to establish the Shaked–Shanthikumarmultivariate dispersive ordering of normalized and unnormalized spacings
of GOSs from one sample and two samples. The main results are given in Section 2. From these comparison results and the
properties of themultivariate dispersive orderings, we obtainmany interesting probability inequalities concerning spacings
of GOSs. Such potential applications are given in Section 3.
Throughout, ‘increasing’ and ‘decreasing’ mean ‘non-decreasing’ and ‘non-increasing’, respectively. For any distribution
function F , F = 1 − F denotes its survival function. When an expectation or a probability is conditioned on an event such
as X = x, we assume that x is in the support of X. Also, we denote by [X |A] any rv whose distribution is the conditional
distribution of X given event A.
2. Main results
Throughout this section, let
{
X(i,n,m˜n,k), i = 1, . . . , n
}
be the GOSs based on distribution functions F , and let
Dr,n = X(r,n,m˜n,k) − X(r−1,n,m˜n,k), r = 1, . . . , n, (2.1)
and
D˜r,n = γr,n
[
X(r,n,m˜n,k) − X(r−1,n,m˜n,k)
]
, r = 1, . . . , n, (2.2)
denote, respectively, the spacings and the normalized spacings of the GOSs X(i,n,m˜n,k)’s, where X(0,n,m˜n,k) ≡ 0. In this section,
we investigate conditions on the underlying distribution F and the parameters m˜n, on which GOSs are based, to obtain the
Shaked–Shanthikumar multivariate dispersive ordering of normalized spacings.
To state the main results, we recall that a non-negative rv X with distribution function F is said to have decreasing failure
rate (DFR) if F(x) is log-convex in x ∈ R+. For any distribution function F , define
HF (x) = F−1(1− e−x), x ∈ R+. (2.3)
It is easy to see that F being DFR implies that HF (x) is strictly increasing and convex on R+.
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Theorem 2.1. Let
{
X(r,n,m˜n,k), r = 1, . . . , n
}
and
{
X(r,n+1,m˜n+1,k), r = 1, . . . , n+1
}
be GOSs based on a continuous distribution
function F with F(0) = 0, m˜n+1 = (m˜n,mn) and mi ≥ −1 for each i. If F is DFR, and the derivative function H ′F of HF is convex,
then (˜
D1,n+1, . . . , D˜n,n+1
)≤disp(˜D1,n, . . . , D˜n,n). (2.4)
Proof. Set γ ∗n+1,n+1 = k and γ ∗i,n+1 = γi,n for i = 1, . . . , n, and denote by
{
X (r)∗ , r = 1, . . . , n+ 1
}
GOSs which are based on
the distribution function F and model parameters γ ∗1,n+1, . . . , γ
∗
n+1,n+1. Define the normalized spacings
D˜∗r,n+1 = γ ∗r,n+1
[
X (r)∗ − X (r−1)∗
]
, r = 1, . . . , n+ 1.
From the definition of GOSs, it is easy to see that(
X(1,n,m˜n,k), . . . , X(n,n,m˜n,k)
) st= (X (1)∗ , . . . , X (n)∗ )
and, hence,(˜
D1,n, . . . , D˜n,n
) st= (˜D∗1,n+1, . . . , D˜∗n,n+1), (2.5)
where st=means equality in distribution. On the other hand, sincemi ≥ −1 for each i,
γr,n = k+
n−1∑
j=r
(1+mj) ≤ k+
n∑
j=r
(1+mj) = γr,n+1
for r = 1, . . . , n, and hence γ ∗r,n+1 ≤ γr,n+1 for r = 1, . . . , n + 1. Since X is DFR, and H ′F is convex, it thus follows from
Theorem 4.10 in Burkschat [7] that(˜
D1,n+1, . . . , D˜n,n+1, D˜n+1,n+1
)≤disp(˜D∗1,n+1, . . . , D˜∗n,n+1, D˜∗n+1,n+1),
implying that(˜
D1,n+1, . . . , D˜n,n+1
)≤disp(˜D∗1,n+1, . . . , D˜∗n,n+1). (2.6)
Therefore, the desired result (2.4) follows from (2.5) and (2.6). This completes the proof. 
Theorem 2.2. Let
{
X(r,n,m˜n,k), r = 1, . . . , n
}
be GOSs based on the continuous distribution function F with F(0) = 0 and
mi ≥ −1 for each i. If F is DFR, and H ′F is convex, then(
0, D˜1,n, . . . , D˜n−1,n
)≤disp(˜D1,n, D˜2,n, . . . , D˜n,n). (2.7)
Proof. Denote by X and Y the vectors in the left and right hand sides of (2.7). Since
G1(y) = P
(˜
D1,n ≤ y
) = 1− [F ( y
γ1,n
)]γ1,n
, ∀ y ∈ R,
it follows that
y1(u) = γ1,nF−1
(
(1− u1)1/γ1,n
) = γ1,nHF ( z1
γ1,n
)
for all u = (u1, . . . , un) ∈ (0, 1)n, where HF is defined in (2.1) and zl = − ln(1 − ul) for l = 1, . . . , n. From the Markovian
property of GOSs, we obtain that
yr(u) = γr,n
[
F
−1
(
r∏
l=1
(1− ul)1/γl,n
)
− F−1
(
r−1∏
l=1
(1− ul)1/γl,n
)]
= γr,n
[
HF
(
r∑
l=1
zl
γl,n
)
− HF
(
r−1∑
l=1
zl
γl,n
)]
for r = 2, . . . , n and u ∈ (0, 1)n. Similarly, we have x1(u) = 0 and
xr(u) = γr−1,n
[
HF
(
r∑
l=2
zl
γl−1,n
)
− HF
(
r−1∑
l=2
zl
γl−1,n
)]
for r = 2, . . . , n and u ∈ (0, 1)n. Here and henceforth, we use the convention∑jl=i ≡ 0 for fixed i > j.
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To prove (2.7), we have to prove that yr(u) − xr(u) is increasing in (u2, . . . , ur) ∈ (0, 1)r−1 or, equivalently, increasing
in (z2, . . . , zr) ∈ Rr−1+ for r ≥ 2 since y1(u)− x1(u) is obviously increasing in u ∈ (0, 1)n and yr(u)− xr(u) is independent
of (u1, ur+1, . . . , un) ∈ (0, 1)n−r+1. Fix r ∈ {2, . . . , n}, and denote
ar,n =
r∑
l=1
zl
γl,n
, br,n =
r∑
l=2
zl
γl−1,n
.
Sincemi ≥ −1 for each i implies γi,n ≤ γi−1,n for each i, and F ∈ DFR implies that HF is convex, we have
∂
∂zr
(yr(u)− xr(u)) = H ′F (ar,n)− H ′F (br,n) ≥ 0.
and
∂
∂zj
(yr(u)− xr(u)) = γr,n
γj,n
[
H ′F (ar,n)− H ′F (ar−1,n)
]− γr−1,n
γj−1,n
[
H ′F (br,n)− H ′F (br−1,n)
]
≥ 1
γj−1,n
{
γr,n
[
H ′F (ar,n)− H ′F (ar−1,n)
]− γr−1,n [H ′F (br,n)− H ′F (br−1,n)]}
≥ 1
γj−1,n
{
γr,n
[
H ′F
(
ar,n
)− H ′F (ar−1,n)]− γr,n [H ′F (ar,n − z1γ1,n
)
− H ′F
(
ar−1,n − z1
γ1,n
)]}
≥ 0, j = 2, . . . , r − 1,
where the last two inequalities follow from the convexity of H ′F . This completes the proof. 
Theorem 2.3. Under the same conditions as in Theorem 2.1, if, in addition, mn ≤ min1≤j≤n−1mj, then(
0, D˜1,n, . . . , D˜n,n
)≤disp(˜D1,n+1, D˜2,n+1, . . . , D˜n+1,n+1). (2.8)
Proof. Denote by X and Y the vectors in the left and right hand sides of (2.8). Then
xr(u) = γr−1,n
[
HF
(
r∑
l=2
zl
γl−1,n
)
− HF
(
r−1∑
l=2
zl
γl−1,n
)]
,
yr(u) = γr,n+1
[
HF
(
r∑
l=1
zl
γl,n+1
)
− HF
(
r−1∑
l=1
zl
γl,n+1
)]
for r = 1, . . . , n+ 1, where zi = − ln(1− ui) for all i. Sincemn ≤ min1≤j≤n−1mj, it follows that
γl−1,n = k+
n−1∑
j=l−1
(mj + 1) ≥ k+
n∑
j=l
(mj + 1) = γl,n+1, l = 2, . . . , n+ 1.
The rest of the proof is similar to that of Theorem 2.2, and hence, omitted. 
A combination of Theorems 2.1–2.3 leads to the next result for unnormalized spacings. To prove it, we need the following
lemma. First, recall that a random vector X = (X1, . . . , Xn) is said to be CIS (Conditionally Increasing in Sequence) if
P(Xi > t|X1 = x1, . . . , Xi−1 = xi−1) is increasing in (x1, . . . , xi−1) for each i = 2, . . . , n and each t .
Lemma 2.4 (Burkschat [7]). Let x  y = (x1y1, . . . , xnyn) for x, y ∈ Rn. Let X, Y be n-dimensional random vectors and let
a = (a1, . . . , an) ∈ Rn+. Then,
(i) X≤disp Y implies a X≤disp a Y, and
(ii) a X≤disp X if X is CIS and ai ≤ 1 for i = 1, . . . , n.
Theorem 2.5. Let {X(r,n,m˜n,k), r = 1, . . . , n} and {X(r,n+1,m˜n+1,k), r = 1, . . . , n+ 1} be as defined in Theorem 2.1. Suppose that
F is DFR, and H ′F is convex. Then
(a) (D1,n+1, . . . ,Dn,n+1)≤disp(D1,n, . . . ,Dn,n),
(b) (0,D1,n, . . . ,Dn−1,n)≤disp(D1,n, . . . ,Dn,n), and
(c) (0,D1,n, . . . ,Dn,n)≤disp(D1,n+1, . . . ,Dn+1,n+1) if mn ≤ min1≤j≤n−1mj.
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Proof. We only give the proof of part (a), since parts (b) and (c) can be proved similarly. From Theorem 2.1, we get that
(γ1,n+1D1,n+1, . . . , γn,n+1Dn,n+1)≤disp(γ1,nD1,n, . . . , γn,nDn,n). (2.9)
It can be checked that F being DFR implies that (D1,n, . . . ,Dn,n) is CIS. Since γr,n/γr,n+1 ≤ 1 for r = 1, . . . , n, by applying
Lemma 2.4 in (2.9), we obtain that
(D1,n+1, . . . ,Dn,n+1)≤disp
(
γ1,n
γ1,n+1
D1,n, . . . ,
γn,n
γn,n+1
Dn,n
)
≤disp(D1,n, . . . ,Dn,n).
This completes the proof. 
Remark 2.6. (1) Apparently, it is not of much interest to prove results like (2.7) and (2.8), where one component in a vector
is zero. The results of Theorems 2.1–2.3 and 2.5 are used to establish Corollaries 3.2–3.4. To do so, it is natural to prove that(˜
D1,n, . . . , D˜n−1,n
)≤disp(˜D2,n, . . . , D˜n,n), (2.7′)(˜
D1,n, . . . , D˜n,n
)≤disp(˜D2,n+1, . . . , D˜n+1,n+1). (2.8′)
However, (2.7′) and (2.8′) are difficult to prove while (2.7) and (2.8) can be handled.
(2) As pointed out in Burkschat [7], several families of distribution functions F satisfy the assumptions in Theorem 2.1:
For example, the Weibull distribution function F(x) = 1 − e−xα , x ∈ R+, with parameter α ∈ (0, 1/2] ∪ {1}; the Pareto
distribution function F(x) = 1− (1+ x)−α , x ∈ R+, with parameter α ∈ R+.
Finally, we compare the spacings of GOSs from two samples in the Shaked–Shanthikumar multivariate dispersive order.
Theorem 2.7. Let
{
X(r,n,m˜n,k), r = 1, . . . , n
}
and
{
Y(r,n,m˜n,k), r = 1, . . . , n
}
be GOSs based on two strictly increasing and
continuous distribution functions F and Gwith F(0) = G(0) = 0, respectively, and let λF and λG denote the hazard rate functions
of F and G, respectively. If F ≤disp G and
1
λG(G−1(p))
− 1
λF (F−1(p))
is increasing in p ∈ (0, 1),
then
(D1,n, . . . ,Dn,n)≤disp(V1,n, . . . , Vn,n), (2.10)
where Vr,n = Y(r,n,m˜n,k) − Y(r−1,n,m˜n,k) for r = 1, . . . , n.
Proof. Denote by X and Y the vectors in the left and right hand sides of (2.10). Then
xr(u) = HF
(
r∑
l=2
zl
γl,n
)
− HF
(
r−1∑
l=2
zl
γl,n
)
,
yr(u) = HG
(
r∑
l=1
zl
γl,n
)
− HG
(
r−1∑
l=1
zl
γl,n
)
for r = 1, . . . , n and u ∈ (0, 1)n, where zi = − ln(1 − ui) for all i. To prove (2.10), it suffices to verify that yr(u) − xr(u)
is increasing in (z1, . . . , zr) ∈ Rr+. Observe that yr(u) − xr(u) is increasing in zr if and only if HG(x + δ) − HG(δ) ≥
HF (x+ δ)− HF (δ) for all x, δ ∈ R+ or, equivalently,
HG ◦ H−1F (β)− HG ◦ H−1F (α) ≥ β − α, ∀β > α.
This is true since HG ◦H−1F = G−1 ◦ F and F ≤disp G. Now, fix j ∈ {1, . . . , r − 1}. Notice that yr(u)− xr(u) is increasing in zj if
and only if H ′G(x+ δ)− H ′G(δ) ≥ H ′F (x+ δ)− H ′F (δ) for all x, δ ∈ R+ or, equivalently, H ′G(x)− H ′F (x) is increasing in x ∈ R+.
Let f and g denote the density functions of F and G, respectively. Since H ′F (x) = e−x/f (F−1(1− e−x)) for x ∈ R+, it follows
that
H ′G(x)− H ′F (x) =
e−x
g(G−1(1− e−x)) −
e−x
f (F−1(1− e−x))
= 1− t
g(G−1(t))
− 1− t
f (F−1(t))
= 1
λG(G−1(t))
− 1
λF (F−1(t))
,
where t = 1− e−x. Therefore, H ′G(x)− H ′F (x) is increasing in x ∈ R+ by the assumption. This completes the proof. 
Observe that F ≤disp G if and only if λF (F−1(p)) ≥ λG(G−1(p)) for all p ∈ (0, 1). An immediate consequence of
Theorem 2.7 is the following corollary.
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Corollary 2.8. Let
{
X(r,n,m˜n,k), r = 1, . . . , n
}
be GOSs based on continuous distribution functions F with F(0) = 0, and let(
DExp1,n ,D
Exp
2,n , . . . ,D
Exp
n,n
)
denote the spacing vector corresponding to GOSs based on exponential distribution with failure rate λ and
parameters γ1,n, γ2,n, . . ., γn,n.
(a) If F is IFR and its failure rate λF (t) ≥ λ for all t , then
(D1,n, . . . ,Dn,n)≤disp
(
DExp1,n , . . . ,D
Exp
n,n
)
.
(b) If F is DFR and its failure rate λF (t) ≤ λ for all t , then(
DExp1,n , . . . ,D
Exp
n,n
)
≤disp(D1,n, . . . ,Dn,n).
It should be mentioned that DExp1,n ,D
Exp
2,n , . . . ,D
Exp
n,n are independent exponential random variables with D
Exp
i,n having failure
rate γi,n for each i; see Theorem 3.10 in Kamps [15].
3. Applications
Recall from Shaked and Shanthikumar [16] that a function φ : Rn → R is said to be directionally convex if and only if
φ(b)+φ(c) ≤ φ(a)+φ(d) for all a, b, c, d ∈ Rn, such that a ≤ b ≤ d, a ≤ c ≤ d and a+d = b+ c. Here, a ≤ bmeans that
each component in a is less than or equal to the corresponding one in b. Müller and Scarsini [17] gave several equivalent
conditions to characterize directionally convex functions. If φ is twice differentiable then it is directionally convex if and
only if all its second derivatives are non-negative.
Next, we state the concept of the st:icx order. A rv X is said to be smaller than Y in the st:icx order, denoted by X ≤st:icx Y ,
if E[h(X)] ≤ E[h(Y )] for all increasing functions h, and if Var[h(X)] ≤ Var[h(Y )] for all increasing convex functions h. Shaked
and Shanthikumar [13] introduced condition X≤disp Y to identify pairs of multivariate functions φ(X) and φ(Y) of X and Y
that are ordered in the st:icx order.
Proposition 3.1 ([13]). Let X and Y be two n-dimensional non-negative CIS random vectors. If X≤disp Y, then φ(X)≤st:icx φ(Y)
for all increasing directionally convex functions φ : Rn+ → R.
It is well known that GOSs from a continuous distribution form a Markov chain with transition probabilities
P
[
X(r,n,m˜,k) > t|X(r−1,n,m˜,k) = s
] = (F(t)
F(s)
)γr,n
for t ≥ s and r = 2, . . . , n.
If F is DFR, then D˜1,n, D˜2,n, . . . , D˜n,n and D1,n,D2,n, . . . ,Dn,n are both CIS. Combining Proposition 3.1 with Theorems 2.1–2.3
and 2.5, we have the following corollaries.
Corollary 3.2. Under the same conditions as in Theorem 2.1, we have
φ
(˜
D1,n+1, . . . , D˜n,n+1
) ≤st:icx φ (˜D1,n, . . . , D˜n,n) ,
φ
(
D1,n+1, . . . ,Dn,n+1
) ≤st:icx φ (D1,n, . . . ,Dn,n)
for all increasing directionally convex functions φ : Rn+ → R.
Corollary 3.3. Under the same conditions as in Theorem 2.2, we have
φ
(˜
D1,n, . . . , D˜n−1,n
) ≤st:icx φ (˜D2,n, . . . , D˜n,n) ,
φ
(
D1,n, . . . ,Dn−1,n
) ≤st:icx φ(D2,n, . . . ,Dn,n)
for all increasing directionally convex functions φ : Rn−1+ → R.
Corollary 3.4. Under the same conditions as in Theorem 2.3, we have
φ
(˜
D1,n, . . . , D˜n,n
) ≤st:icx φ (˜D2,n+1, . . . , D˜n+1,n+1) ,
φ(D1,n, . . . ,Dn,n) ≤st:icx φ(D2,n+1, . . . ,Dn+1,n+1)
for all increasing directionally convex functions φ : Rn+ → R.
Choosing the parameters appropriately, several other models of ordered rv’s are seen to be particular cases. One may
refer to Kamps [15] for ordinary order statistics, record values, k-record values and Pfeifer’s records, refer to Balakrishnan
et al. [18] for progressive type II censored order statistics, and refer to Belzunce et al. [4] and references therein for order
statistics under multivariate imperfect repair. For example, whenwe choose k = 1 and m˜n = (−1, . . . ,−1), it follows from
Corollary 3.4 that:
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Corollary 3.5. Let XL(1), XL(2), . . . be upper record values based on a sequence of independent and identically distributed non-
negative rv’s with continuous distribution function F . If F is DFR and H ′F is convex, then
φ
(
XL(1), XL(2) − XL(1), . . . , XL(n) − XL(n−1)
)≤st:icx φ (XL(2) − XL(1), . . . , XL(n+1) − XL(n))
for all increasing directionally convex functions φ : Rn+ → R.
Several other probability inequalities can be obtained by combining Proposition 3.1 with Theorem 2.5 and Corollary 2.8.
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