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SCALING LIMITS FOR SOME RANDOM TREES CONSTRUCTED
INHOMOGENEOUSLY
NATHAN ROSS AND YUTING WEN
Abstract. We define some new sequences of recursively constructed random combina-
torial trees, and show that, after properly rescaling graph distance and equipping the
trees with the uniform measure on vertices, each sequence converges almost surely to
a real tree in the Gromov-Hausdorff-Prokhorov sense. The limiting real trees are con-
structed via line-breaking the real half-line with a Poisson process having rate pℓ`1qtℓdt,
for each positive integer ℓ, and the growth of the combinatorial trees may be viewed as
an inhomogeneous generalization of Re´my’s algorithm.
1. Introduction
Understanding the structure of large random trees and graphs is an important topic
of much recent interest in mathematics, statistics, and science. Random trees appear in
population genetics and computer science, and statistical data with network structure is
now generated in many fields. One important approach to studying a large random discrete
structure is to determine limiting behavior as its size tends to infinity, in particular the
structure may converge in a suitable sense to a limit object. Two well-known illustrations of
this approach are the classical functional central limit theorem and the recently developed
notion of dense graph limits (so-called graphons). In this paper we are interested in a third
setting that has been an important and active research area for the last 25 years: continuum
tree limits of combinatorial (i.e., graph-theoretic) trees; here trees are viewed as measured
metric spaces and convergence is in the Gromov-Hausdorff-Prokhorov (GHP) topology.
Necessary background on GHP topology is provided in Section 2, but roughly speaking,
two measured metric spaces are close in the GHP topology if each can be isometrically
embedded into a common metric space so that both of their Hausdorff distance and the
Le´vy-Prokhorov distance between the push-forwards of their measures are small.
To clarify the upcoming discussion, we first mention how trees are viewed as metric
spaces; see Evans [16] for a more thorough treatment. Throughout the article, trees are
not embedded in the plane (i.e., unordered). A compact metric space pT ,dlenq is a real
tree if the following two properties hold for every x, y P T .
(1) There is a unique isometric map fx,y from r0,dlenpx, yqs into T such that fx,yp0q “ x
and fx,ypdlenpx, yqq “ y.
(2) If g is a continuous injective map from r0, 1s into T such that gp0q “ x and gp1q “ y,
then we have gpr0, 1sq “ fx,ypr0,dlenpx, yqsq.
We call the metric dlen the intrinsic length metric on T . For every x, y P T , we call fx,y
a (non-graph-theoretic) path in T , and denote by |fx,y| :“ dlenpx, yq the intrinsic length of
the path. For ease of notation, write T , instead of pT ,dlenq, for a real tree. A leaf of a
real tree T is a point x P T such that T ztxu is connected.
To emphasize the difference from real trees, we call graph-theoretic trees combinatorial
trees. Given a combinatorial tree T , let vpT q be the vertex-set of T , denote by dgr the
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graph distance on T , and view T as the metric space pvpT q,dgrq. All edges and paths in a
combinatorial tree are of graph-theoretic sense (i.e., an edge has length 1, and the length
of a path is the number of edges in it). We often consider rooted trees which are pairs
pT, uq, where T is a combinatorial (resp. real) tree, and u is a distinguished vertex (resp.
point) of T . We call u the root of pT, uq.
The fundamental results for tree convergence in our setting are due to Aldous [4, 5, 6],
who constructed and studied a limit object now called the Brownian continuum random
tree (BCRT). Aldous showed that the BCRT is the
(1) limit as the number of vertices tends to infinity of certain random combinato-
rial trees with rescaled edge-lengths (more specifically, the combinatorial trees are
those formed from a critical Galton-Watson branching process with finite variance
offspring distribution and conditioned on their numbers of vertices),
(2) limit of a Poisson line-breaking construction,
(3) real tree with contour process equal in distribution to Brownian excursion, and
(4) real tree having a certain finite-dimensional distribution on k-leaf trees obtained
as subtrees spanned by the root and k leaves chosen independently according to a
mass measure.
There has been an enormous amount of literature extending, generalizing, and embel-
lishing the results of [4–6]. One direction of extension is showing convergence of other
families of rescaled combinatorial trees to the BCRT; see, e.g., Haas & Miermont [20], Ko-
rtchemski [22], Marckert & Miermont [24], Rizzolo [34]. Another type of extension, and
that considered in this paper, is constructing and studying other continuum random trees
(CRTs) via some analog of part or all of Items (1-4) above. Well-known examples are the
inhomogeneous CRT; see Aldous & Pitman [8, 9], Aldous, Miermont & Pitman [10]; the
self-similar fragmentation trees; see Haas & Miermont [20]; and stable trees; see Duquesne
& Le Gall [15], Goldschmidt & Haas [17]; see also the references in those papers.
The general versions of the constructions of Items (1) and (2) are most important for
this paper. Focusing on Item (1), an important class of combinatorial trees that converge
to CRTs are those given by various recursive constructions. In these models, a growing
sequence of random combinatorial trees pTpnq : n P Nq is defined so that Tpn` 1q is con-
structed conditional on Tpnq by adding vertices and edges according to specified random
rules. Examples of such constructions are Re´my’s algorithm for recursively constructing
uniformly chosen leaf-labeled full binary trees; [32]; Marchal’s generalization of Re´my’s al-
gorithm; [23]; Ford’s α-model and generalizations; Chen, Ford & Winkel [12]; and others:
Haas & Stephenson [21], Pitman & Winkel [29], Pitman, Rizzolo & Winkel [31], Pitman
& Winkel [30], Rembart & Winkel [33].
The (sometimes Poisson) line-breaking constructions of Item (2) starts with a sequence
of growing random real trees pTk : k P Nq, and then a real tree is defined to be the
closure of the union of the sequence. The sequence is recursively constructed: given Tk,
we create Tk`1 by attaching the end of a branch of a random length to a randomly chosen
point of Tk. To describe the Poisson line-breaking construction of the scaled BCRT, let
C1, C2, . . . be the points of an inhomogeneous Poisson process on p0,8q with intensity
measure 2tdt. Then we set T1 to be a single branch of length C1, and recursively construct
Tk`1 from Tk by attaching the end of a branch of length Ck`1 ´ Ck to a uniform point
of Tk. The closure of this sequence is a compact metric space with a measure supported
on the leaves that is the weak limit of the uniform measure on the sequence trees. An
important remark for our purposes is that it is possible to embed Re´my’s algorithm into
this Poisson line-breaking construction of BCRT, and this embedding can be used to show
that uniformly chosen full binary trees with rescaled edge-lengths converge to the BCRT
as the number of vertices goes to infinity. Similarly, Marchal’s algorithm can be embedded
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into a line-breaking construction of stable trees, and this embedding can be used to show
convergence of Marchal’s trees with rescaled edge-lengths to continuum stable trees [17].
In this paper, we extend these ideas by defining a new family of sequences of growing re-
cursively constructed combinatorial trees in the spirit of Re´my’s algorithm and show these
sequences of trees can be embedded into appropriate Poisson line-breaking constructions.
We use this embedding to show that the sequence of combinatorial trees, equipped with the
uniform measure on vertices, almost surely converges in the GHP topology to the closure
of the union of the line-breaking constructed trees equipped with a probability measure
supported on the leaves. Curien & Haas [13] recently systematically studied the trees that
appear as limits, and determined useful properties regarding compactness, boundedness,
asymptotic height, and Hausdorff dimension. See also the recent works of Amini, Devroye,
Griffiths & Olver [11] and Haas [18] for related constructions and discussions.
1.1. Main result. For each ℓ P N :“ t1, 2, 3, . . .u, we define a sequence of growing random
combinatorial trees endowed with the uniform probability measure and a real tree limit.
To ease notation, fix ℓ P N.
Construction of the combinatorial trees. Consider growing a sequence of random combi-
natorial trees pTpnq : n P Nq in the following inhomogeneous manner. Let Tp0q be a single
(graph-theoretic) edge, call one endpoint a leaf, denoted by L1, and call the other endpoint
the root of Tp0q, denoted by v0. For each n P N, given Tpn ´ 1q, insert a new vertex vn
in the interior of a uniformly chosen edge of Tpn ´ 1q. If ℓ divides n, then, at the same
time as vn appears, insert an edge connecting vn and a new leaf, denoted by L1`n
ℓ
. The
resulting tree Tpnq is rooted at v0. Note that for k P N, Tpkℓ´ 1q has k leaves and Tpkℓq
has k ` 1 leaves. In addition, for all n P N, let νn be the uniform probability measure
over vpTpnqq. Note that for ℓ ě 2 there are degree-2 vertices in the trees and that the case
ℓ “ 1 coincides with Re´my’s algorithm [32].
Construction of the limiting real trees. The limiting real trees have been recently stud-
ied [13] and are generalizations of the line-breaking construction for the BCRT described
above and due to Aldous [6]. Given a “ pak : k P Nq Ă R`, we construct a sequence of
random real trees pT ak : k P Nq by starting with T a1 , which is made of a single branch of
length a1. For integer k ě 2, we recursively construct T ak from T ak´1 by attaching the end
of a branch of length ak to a point chosen uniformly from T
a
k´1. For all k P N, root T ak at
an arbitrarily fixed end of the initial branch. Furthermore, let T a be the closure of T ak as
k Ñ8. Next, write C0 “ 0, and let C1, C2, . . . be the times in p0,8q of an inhomogeneous
Poisson process of rate pℓ` 1qtℓdt. For all k P N, write Tk “ T pCk´Ck´1:kPNqk . Finally, let
T be the completion of Tk as k Ñ 8, which is a random real tree with intrinsic length
metric dlen. Curien & Haas [13] show that the limit tree T is almost surely compact and
has a natural “uniform” probability measure supported on the leaves; see Theorems 1.5
and 1.7 below. Note that the case ℓ “ 1 is exactly the Poisson line-breaking construction
of the BCRT.
We can now state our main result. For any a ą 0, write a ¨ dgr for the metric so that
pa ¨ dgrqpx, yq “ a ¨ dgrpx, yq. For the remainder of the paper, define
α “ αpℓq “ ℓ
ℓ` 1 and c “ cpℓq “
ℓα
ℓ` 1 .
Theorem 1.1. There is a probability space where we can construct copies of pTpnq : n P Nq
and pTk : k P Nq such that the following holds. There almost surely exists a probability
measure µ supported by the leaves of T such that´
vpTpnqq, c
nα
¨ dgr, νn
¯
Ñ pT ,dlen, µq
almost surely for the Gromov-Hausdorff-Prokhorov topology as nÑ 8.
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The proof of Theorem 1.1 follows from three main steps. First, we can embed the
combinatorial trees into the Poisson line-breaking trees (Proposition 1.2). The embedding
follows from beta-gamma algebra and is similar in spirit to that described in [17, Propo-
sition 3.7] for Marchal’s algorithm. Second, we can use the embedding to show that for
Tkpnq defined to be the subtree of Tpnq spanned by the root and the first k leaves, Tkpnq is
close to Tk even for growing k (Proposition 1.3). Essentially this requires careful analysis
of distances and masses in the combinatorial tree, which in turn boils down to under-
standing a time inhomogeneous Po´lya urn model studied by Peko¨z, Ro¨llin & Ross [27, 28],
where distributional convergence results complementary to this paper are derived. Note
also that once the correspondence to the urn model is made (in Section 5.1), the choice of
the scaling constant c agrees with that of [28, Proposition 2.1]; in our work, c is chosen to
cancel the leading term in (4.7). Finally, we show what is left over in Tpnq outside of Tkpnq
is sufficiently small (Proposition 1.4). This tightness argument requires careful analysis of
two Po´lya urn models and an understanding of exchangeable random “decorated” masses.
The layout of the remainder of the paper is as follows. We present the three key
propositions and a detailed proof outline in the last subsection of this introduction. In
Section 2, we provide necessary background on GHP convergence, and then we prove the
three propositions in Sections 3, 4, and 5. We conclude this subsection of the introduction
with a few remarks contextualizing our result and discussing further work.
For related work, as previously discussed, there is much interest in limits of recursively
constructed trees. However, typically the models considered have some nice consistency
properties such as Markov branching (see [19] for a recent review), perhaps with some
consistent leaf-labeling, e.g., a regenerative structure as in [31], or having fully exchange-
able leaf-labels. By consideration of small cases, it is clear that the leaf-labeling in our
models is not exchangeable and the combinatorial trees do not have the Markov branch-
ing property so we cannot directly apply the general theory developed for such models.
Also, it is unusual for recursively built combinatorial tree models of the kind studied here
to allow for degree-2 vertices and this case is excluded from some studies. Having GHP
convergence results for an example falling outside the general theory is interesting in its
own right, but may also lead to further natural classes of models and general theory.
There are many avenues for future study. The most obvious open problem is to provide
a description analogous to Items (3) and (4) above for the limit trees. Moreover, there
are many other decompositions and properties of recursively defined trees and their limits
that are important and appear in the CRT literature – what are the analogs of these in our
setting? Note that our combinatorial trees provide one path to understanding properties
of the limit trees.
1.2. Proof outline of Theorem 1.1. First, we examine the topologies of the combina-
torial trees and the real trees. The idea is to embellish the real trees with random vertices
so that the resulting trees, equipped with the graph distance, have the same law as the
combinatorial trees.
Embellished trees. Write T p0q “ T1. For each k P N and i P t1, . . . , ℓ´1u, let T ppk´1qℓ`iq
be obtained from inserting a vertex at a random point uniformly chosen with respect to
the normalized Lebesgue measure over T ppk´ 1qℓ` i´ 1q. Let T 1k be formed by inserting
a vertex uniformly in T ppk´ 1qℓ` ℓ´ 1q and define T pkℓq by attaching a branch of length
Ck`1´Ck to this last inserted vertex. We call T p1q,T p2q, . . . the embellished trees, rooted
at the same point as T1. This construction is analogous to that of the combinatorial trees.
All vertices inserted in the above manner are called the embellished vertices. For all k P N
and i P t1, . . . , ℓ´1u, if we forget about the embellished vertices, then T ppk´1qℓ` iq with
the intrinsic length metric has the same law as the real tree Tk. A leaf of the embellished
tree T ppk ´ 1qℓ` iq is the corresponding leaf of Tk. A vertex of the embellished tree T pnq
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is either an embellished vertex, a leaf, or the root. Denote by vpT pnqq the set of vertices of
T pnq. We view T pnq as the union of the (non-graph-theoretic) branches and the vertices,
i.e., a hybrid of the real tree and the combinatorial tree.
For all integers n, k with n ě pk ´ 1qℓ, let Tkpnq be the subtree of the embellished tree
T pnq spanned by the root and the first k leaves (in the order of appearance). Analogously,
write Tkpnq for the subtree of Tpnq spanned by the root and the first k leaves.
The embellished trees give a way to couple Tpnq and T pnq as follows. Recall that we
often write Tkpnq “
`
vpTkpnqq,dgr
˘
and Tk “
`
Tk,dlen
˘
.
Proposition 1.2. There is a probability space where we can construct copies of pTpnq :
n P Nq, pT pnq : n P Nq, and pTk : k P Nq such that`
vpTkpnqq,dgr
˘ “ Tkpnq and `Tkpnq,dlen˘ “ Tk,
for all integers k, n with n ě pk ´ 1qℓ, equalities considered up to isometry-equivalence.
The proof of Proposition 1.2, given in Section 3, relies on that when vertices are inserted
into the embellished tree, branches are fragmented into Dirichlet-distributed lengths.
Proposition 1.2 gives us a direct coupling to compare the rescaled graph-theoretic path-
lengths of Tkpnq and the corresponding intrinsic path-lengths of Tk, which leads to our
next result showing that the combinatorial trees spanned by a subset of leaves and the
analogous subtree of the limit tree are close.
Before stating the result, we need some facts and notation. Firstly, as discussed in
greater detail just below and in Section 2, all the metric spaces appearing in this paper
are compact, and so in fact we can define a distance on such metric spaces (modulo
isometry-equivalence), denoted dGHP, which induces the GHP topology. Next, for all
k P N, let µk be the normalized Lebesgue length measure on Tk. For all integers k, n
with n ě pk ´ 1qℓ, write νk,n for the uniform probability measure over vpTkpnqq. For two
sequences gpnq, fpnq, write gpnq “ Ωpfpnqq if there exists C ą 0 such that gpnq ě Cfpnq
for all n, and gpnq “ opfpnqq if gpnq{fpnq Ñ 0, as nÑ8.
Proposition 1.3. Suppose k : N Ñ N satisfies Ω `plog nq10˘ and kpnq “ o `n1{10˘. In the
probability space where the equalities of Proposition 1.2 hold, almost surely as nÑ8,
dGHP
´`
v
`
Tkpnqpnq
˘
,
c
nα
¨ dgr, νkpnq,n
˘
,
`
Tkpnq,dlen, µkpnq
˘¯Ñ 0.
The proof of Proposition 1.3 is given in Section 4 and relies on a concentration result
(Lemma 4.4 and Corollary 4.5), which says that the number of vertices along a path in
Tkpnqpnq has order c´1nα times the Lebesgue length of the path, and that the vertices are
regularly distributed.
Next, to ensure that Tkpnq is close to Tpnq, we need a tightness property of the sequence
pTkpnq : k P N, n ě kℓq, i.e., the Hausdorff distance between Tkpnqpnq and Tpnq is dimin-
ishing, and the Le´vy-Prokhorov distance between their uniform probability measures also
vanishes in the limit. Recall that νn is the uniform probability measure over vpTpnqq.
Proposition 1.4. Suppose k : NÑ N satisfies kpnq “ Ω `n1{100˘ and kpnq “ o `n1{3˘ and
assume now ℓ ě 2. Then, almost surely as nÑ 8,
dGHP
´`
vpTkpnqpnqq,
c
nα
¨ dgr, νkpnq,n
˘
,
`
vpTpnqq, c
nα
¨ dgr, νn
˘¯Ñ 0.
Note the restriction in Proposition 1.4 to ℓ ě 2, which stems from Lemma 5.4 and
in particular the proof of Lemma 5.12. The restriction is due to balancing asymptotic
terms and probably some version of the proposition and these lemmas hold for ℓ “ 1,
but convergence in this case is well-covered in the literature and so it is enough for us to
consider ℓ ě 2. All other lemmas and propositions in the paper hold for ℓ “ 1.
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To establish Proposition 1.4, we deduce a height-bound for the subtrees of Tpnq pendant
to Tkpnqpnq, and we also show that subtrees pendant to Tkpnqpnq are “uniformly asymp-
totically negligible” (a similar property is used in Addario-Berry & Wen [3], Wen [36]).
That is, Lemmas 5.1 and 5.2 imply that with 1´ op1q probability, the maximal height of
the subtrees of Tpnq pendant to Tkpnqpnq has order opnαq (yielding GH convergence) and
Lemma 5.12 implies that the maximal size of the subtrees has order o
`
n ¨ kpnq´8{p3pℓ`1qq˘.
By projecting the masses of pendant subtrees onto Tkpnqpnq, we can deduce a bound on
the relevant Le´vy-Prokhorov distance. Details are given in Section 5.
As shown in the next several results of [13], T is almost surely compact, which allows
for the convergence to hold in the GHP topology instead of, say, the local GHP topology.
Theorem 1.5. ([13, Theorem 1]). Suppose that there exists α1 P p0, 1s such that for
a :“ pak : k P Nq Ă R` we have ak ď k´α1`op1q and
řk
i“1 ai “ k1´α
1`op1q as k Ñ 8. Then
T a is almost surely a compact real tree.
Fact 1.6. ([13]). If ak “ Ck ´ Ck´1 for n P N, then almost surely a :“ pak : k P Nq
satisfies the assumption in Theorem 1.5 for α1 :“ ℓ
ℓ`1 .
Theorem 1.7. ([13, Theorem 4]). Almost surely, there exists a probability measure µ
supported by the leaves of T such that µk Ñ µ weakly as k Ñ8.
With these results we can now prove Theorem 1.1.
Proof of Theorem 1.1. The case ℓ “ 1 is just the well-known almost sure GHP conver-
gence of uniform ordered binary trees with uniform measure to the BCRT (e.g, Curien &
Haas [14, Theorem 5]), so we assume ℓ ě 2. We work on the probability space where the
equalities of Proposition 1.2 hold, and condition on the a.s. event that T is compact and
µ exists, where µ is the uniform probability measure supported by the leaves of T .
Let k : N Ñ N be such that kpnq “ Ω `n1{100˘ and kpnq “ o `n1{10˘. For all n P
N, write pTpnq “ `vpTpnqq, c
nα
¨ dgr, νn
˘
, pTkpnq “ `vpTkpnqpnqq, cnα ¨ dgr, νkpnq,n˘, T kpnq “`
Tkpnq,dlen, µkpnq
˘
, and T “ pT ,dlen, µq. Note that
dGHP
´pTpnq,T ¯ ď dGHP ´pTpnq, pTkpnq¯` dGHP ´pTkpnq,T kpnq¯` dGHP `T kpnq,T ˘ .
(1.1)
By Propositions 1.3 and 1.4, a.s. as nÑ8,
dGHP
´pTpnq, pTkpnq¯` dGHP ´pTkpnq,T kpnq¯Ñ 0. (1.2)
Furthermore, since Tk :“ pTk,dlenq is separable, the weak convergence of measures, i.e.,
µk Ñ µ (a.s. exists by Theorem 1.7), is equivalent to the convergence of measures in the
Le´vy-Prokhorov metric, i.e., dPpµk, µq Ñ 0, where dP denotes the Le´vy-Prokhorov distance
(defined in Section 2) on T :“ ŤkPN Tk (a.s. compact by Theorem 1.5), and µk is viewed
as the measure on T such that µkpT zTkq “ 0. It follows that a.s. dGHP
`
T kpnq,T
˘ Ñ 0.
Together with (1.1) and (1.2), this completes the proof. 
2. Gromov-Hausdorff-Prokhorov topology
In this section we review the definition of GHP distance and the topology it induces, re-
ferring the reader to the papers by Miermont [26, Section 6.2] and Addario-Berry, Broutin,
Goldschmidt & Miermont [2, Section 2.1] for greater details and further references.
We first give the standard and intuitive definition of GHP distance. A measured metric
space is a triple pV, d, νq where pV, dq is a metric space and ν is a finite non-negative Borel
measure on V . Let Z :“ pZ, δq be a metric space. Given non-empty A Ă Z and ε ą 0, the
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ε-neighborhood of A is Aε :“ Aεδ :“ tx P Z : Dy P A, δpx, yq ă εu. The Hausdorff distance
δH between two non-empty subsets X,Y of Z is
δHpX,Y q “ inf pε ą 0 : X Ă Y ε, Y Ă Xεq .
Next, denote by PpZq the collection of all finite non-negative Borel measures on the mea-
surable space pZ,BpZqq, where BpZq denotes the Borel σ-algebra of Z. The Le´vy-Prokhorov
distance δP : PpZq2 Ñ r0,8q between two measures ν and ν 1 on Z is
δPpν, ν 1q “ inf
 
ε ą 0 : νpAq ď ν 1pAεq ` ε and ν 1pAq ď νpAεq ` ε,@A P BpZq( .
We can now define the standard metric used to define the Gromov-Hausdorff-Prokhorov
topology. For two measured metric spaces V “ pV, d, νq and V1 “ pV 1, d1, ν 1q, define
d˝GHPpV,V1q “ inf max
 
δHpϕpV q, ϕ1pV 1qq, δPpϕ˚ν, ϕ1˚ν 1q
(
,
where the infimum is over all metric space Z and all isometries ϕ,ϕ1 from V,V1 into Z,
and where ϕ˚ν and ϕ
1
˚ν
1 denote push-forward measures. On the space of measured metric
spaces modulo isometry-equivalence (measured metric spaces pV, d, νq and pV 1, d1, ν 1q are
isometry-equivalent if there exists a measurable bijective isometry Φ : V Ñ V 1 such that
Φ˚ν “ ν 1), d˝GHP is a metric that induces the GHP topology.
The definition above can be difficult to use, so we now state some alternative notions
and results for showing GHP convergence. For pV, dq and pV 1, d1q two metric spaces, a
correspondence between V and V 1 is a set R Ă V ˆ V 1 such that for every x P V , there is
x1 P V 1 with px, x1q P R, and vice versa. We write RpV, V 1q for the set of correspondences
between V and V 1. The distortion of any R P RpV, V 1q with respect to d and d1 is
dis
`
R; d, d1
˘ “ sup  |dpx, yq ´ d1px1, y1q| : px, x1q P R, py, y1q P R( .
Furthermore, let MpV, V 1q be the set of finite non-negative Borel measures on V ˆ V 1.
Denote by p and p1 the projections from V ˆ V 1 to V and V 1, respectively. Let ν and ν 1
be finite non-negative Borel measures on pV, dq and pV 1, d1q, respectively. The discrepancy
of π PMpV, V 1q with respect to ν and ν 1 is
D
`
π; ν, ν 1
˘ “ }ν ´ p˚π} ` }ν 1 ´ p1˚π},
where } ¨ } denotes the total variation for a signed measure. Given measured metric spaces
V “ pV, d, νq and V1 “ pV 1, d1, ν 1q, we define the Gromov-Hausdorff-Prokhorov distance by
dGHPpV,V1q “ inf max
"
1
2
¨ dispR; d, d1q,Dpπ; ν, ν 1q, πpRcq
*
,
where the infimum is over all R P RpV, V 1q and π PMpV, V 1q.
Writing K for the set of all compactmeasured metric spaces modulo isometry-equivalence,
pK,dGHPq is a Polish space; see Abraham, Delmas & Hoscheit [1]. GHP convergence refers
to convergence in this space. (It can be shown that d˝GHP and dGHP induce the same topol-
ogy on K.)
The Gromov-Hausdorff distance between two metric spaces pV, dq and pV 1, d1q is given
by dGH ppV, dq, pV 1, d1qq “ inf 12 ¨ dispR; d, d1q, where the infimum is over all R P RpV, V 1q.
3. Coupling between combinatorial trees and real trees
We prove Proposition 1.2 in this section, starting by recalling some basic facts about
Dirichlet distributions. Let a “ pa1, . . . , anq P Rn`. The Dirichlet distribution with parame-
ter a, denoted by Dirpaq, has density fpx1, . . . , xn;aq “ 1Bpaq
śn
i“1 x
ai´1
i , for x1, . . . , xn ą 0
with
řn
i“1 xi “ 1 and Bpaq :“
śn
i“1 Γpaiq
Γp
řn
i“1 aiq
. Let Gi „ Gammapaiq be independent variables
for i “ 1, . . . , n. It is well-known that
´
G1řn
i“1Gi
, . . . , Gnřn
i“1 Gi
¯
„ Dirpaq, and this is inde-
pendent of
řn
i“1Gi „ Gamma p
řn
i“1 aiq.
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Lemma 3.1. ([17, Lemma 2.2]). Suppose that pX1, . . . ,Xnq „ Dirp1, . . . , 1q. Let J have
the conditional distribution P pJ “ j | X1, . . . ,Xnq “ Xj. Then P pJ “ jq “ 1n . Further-
more, conditioned on J “ j, pX1, . . . ,Xnq „ Dirp1, . . . , 1loomoon
j´1
, 2, 1, . . . , 1loomoon
n´j
q. Finally, if U is an
independent Uniformp0, 1q-variable, then, conditioned on J “ j,
pX1, . . . ,Xj´1, U ¨Xj , p1´ Uq ¨Xj ,Xj`1, . . . ,Xnq „ Dirp1, . . . , 1loomoon
n`1
q.
Fact 3.2. Fix k P N and let B „ Betapk, 1q. If pX1, . . . ,Xkq „ Dirp1, . . . , 1q, independent
of B, then pB ¨X1, . . . , B ¨Xk, 1´Bq „ Dirp1, . . . , 1q.
Recall that the real trees T1,T2, . . . are constructed by aggregating random intervals of
lengths C1, C2 ´ C1, . . ., for which we derive the following representation.
Fact 3.3. Let E1, E2, . . . be independent Exponentialp1q-variables, and let C1 “ E
1
ℓ`1
1 . Let
C1, B1, B2, . . . be independent variables such that Bk „ Betappℓ` 1qk, 1q for all k P N. For
all integer k ě 2, let
Ck “ C1
B1 ¨ ¨ ¨Bk´1 , (3.1)
then Ck
d“ pE1 ` ¨ ¨ ¨ ` Ekq
1
ℓ`1 , independent of B1, . . . , Bk´1. Moreover, pCk : k P Nq are
the points of an inhomogeneous Poisson process on p0,8q with intensity pℓ` 1qtℓdt.
Facts 3.2 and 3.3 follow from standard calculations, so we omit the proof.
Remark 3.4. In the sequel, we use the representation (3.1) of Ck for all integer k ě 2.
Next, recall the definition of the embellished tree T pnq from Section 1. A (non-graph-
theoretic) path, S, in an embellished tree T pnq is defined as the corresponding path in the
underlying real tree, and the path-length, |S|, is equal to the intrinsic length of S. An edge
in an embellished tree is a path between two adjacent vertices, and the edge-length refers
to the path-length of the edge. We show that the rescaled edge-lengths of the embellished
tree T pnq are Dirichlet distributed.
Recall that, for all k P N, T 1k is the embellished tree T pkℓq without the latest branch
(i.e., the pk`1q:th branch, of length Ck`1´Ck), but it includes the the embellished vertex
to which the pk ` 1q:th branch is to be attached. For all k P N and i P t0, . . . , ℓ ´ 1u, let
Ek,ip0q, . . . , Ek,ippk´1qpℓ`1q`iq be the edge-lengths of the embellished tree T ppk´1qℓ`iq,
in the order of appearance. For i “ ℓ, let Ek,ip0q, . . . , Ek,ippk ´ 1qpℓ` 1q ` iq be the edge-
lengths of T 1ppk´ 1qℓ` iq. Finally, let Ek`1,0ppℓ` 1qkq “ Ck`1´Ck. If two edges appear
at the same time, the one closer to the root has a smaller index.
Lemma 3.5. Fix k P N and i P t0, . . . , ℓu. We have
1
Ck
¨ pEk,ip0q, . . . , Ek,ippk ´ 1qpℓ` 1q ` iqq „ Dirp1, . . . , 1q.
Proof. We prove by induction on i and k. Let U „ Uniformp0, 1q, independent of ev-
erything else. E1,0p0q „ Dirp1q is trivial. For k “ 1 and i “ 1, we may assume that
E1,1p0q “ C1U and E1,1p1q “ C1p1´ Uq. So 1C1 ¨ pE1,1p0q, E1,1p1qq „ Dirp1, 1q.
Now suppose that the claim holds for some k P N and i P t0, . . . , ℓ´1u. We are about to
insert a vertex uniformly over T ppk´1qℓ`iq, for the normalized Lebesgue length measure.
Let V „ Uniformp0, 1q, independent of everything else. Conditioned on selecting the edge
with length Ek,ipjq to insert such a vertex, for an appropriate j, by Lemma 3.1 we have
that the pk ´ 1qpℓ` 1q ` i` 2 dimensional vector
1
Ck
¨ pEk,ip0q, . . . , Ek,ipjqV,Ek,ipjqp1 ´ V q, . . . , Ek,ippk ´ 1qpℓ` 1q ` iqq „ Dirp1, . . . , 1q.
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The above holds regardless of the choice of j, so it also holds without conditioning and
the claim follows for k and i` 1.
Next, we show that the claim holds for k ` 1 and i “ 0 as well. Recall that T pkℓq is
obtained from attaching a branch of length Ck`1 ´ Ck to T 1k . So
pEk`1,0p0q, . . . , Ek`1,0ppℓ` 1qkqq “ pEk,ℓp0q, . . . , Ek,ℓppk ´ 1qpℓ ` 1q ` ℓq, Ck`1 ´ Ckq .
It follows from Fact 3.3 that we may write Ck “ BkCk`1 for Bk „ Betappℓ ` 1qk, 1q,
independent of Ck`1. So Ck`1´Ck “ Ck`1p1´Bkq where 1´Bk „ Betap1, pℓ` 1qkq. We
have proved that the claim holds for k and i “ ℓ:ˆ
Ek,ℓp0q
Ck
, . . . ,
Ek,ℓppk ´ 1qpℓ` 1q ` ℓq
Ck
˙
„ Dirp1, . . . , 1q.
Then by Fact 3.2,
1
Ck`1
¨ pEk,ℓp0q, . . . , Ek,ℓppk ´ 1qpℓ ` 1q ` ℓq, Ck`1p1´Bkqq „ Dirp1, . . . , 1loomoon
pℓ`1qk`1
q.
The lemma follows by induction. 
Recall that vpT pnqq is the union of the embellished vertices, the leaves, and the root,
and recall the definition of the combinatorial tree Tpnq from Section 1.
Lemma 3.6. There exists a probability space where
ppvpT pnqq,dgrq : n P Nq “ ppvpTpnqq,dgrq : n P Nq “: pTpnq : n P Nq, (3.2)
considered up to isometry-equivalence.
Proof. We prove by induction on n. For n “ 0, pvpT p0qq,dgrq “ Tp0q (both consist of an
edge). Now assume that, for n P N such that ℓ does not divide n, pvpT pn´ 1qq,dgrq “
Tpn ´ 1q. We are about to insert a vertex into T pn ´ 1q and Tpn ´ 1q respectively. It
follows from Lemmas 3.1 and 3.5 that the new vertex has equal probability to land on any
edge of T pn´ 1q. This holds true for the insertion into Tpn´ 1q as well, by construction.
It then follows from the induction hypothesis that pvpT pnqq,dgrq and Tpnq have the same
law. We may and shall assume that pvpT pnqq,dgrq “ Tpnq.
Next, we show that the claim also holds for n P N such that ℓ divides n, assuming that
pvpT pn ´ 1qq,dgrq “ Tpn ´ 1q. After inserting a vertex into both T pn ´ 1q and Tpn ´ 1q
as above, we additionally attach a new branch to the last inserted vertex. The resulting
trees are T pnq and Tpnq. It is easily seen that their laws are the same, and we may view
them equal. The lemma then follows by induction. 
This lemma immediately yields Proposition 1.2. Recall that Tkpnq is the subtree of T pnq
spanned by the root and the first k leaves.
Proof of Proposition 1.2. By the constructions above, pTk : k P Nq has the same dis-
tribution as ppTkppk ´ 1qℓq,dlenq : k P Nq “ ppTkppk ´ 1qℓ` 1q,dlenq : k P Nq “ . . . We may
and shall assume that
pTkpnq,dlenq “ Tk (3.3)
for all integers k, n with n ě pk´ 1qℓ. In the product of the probability spaces where (3.2)
and (3.3) hold respectively, the proposition easily follows. 
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4. Almost sure convergence for subtrees with finite leaves
Hereafter, we work in the probability space where the equalities of Proposition 1.2 hold.
In this section we prove Proposition 1.3, which requires the following lemmas.
Lemma 4.1. For all integer k ě p7{3q4, P
´ˇˇˇ
Cℓ`1k ´ k
ˇˇˇ
ě k3{4
¯
ď 2e´k1{2{4.
Corollary 4.2. Let k : N Ñ N be such that kpnqα “ opnα´1{4q and kpnq Ñ 8. Then for
sufficiently large n, with probability greater than 1´2
tn{ℓuř
m“kpnq
e´m
1{2{4, we have
ˇˇˇ
Ckpnq ´ kpnq
1
ℓ`1
ˇˇˇ
ă
10kpnq 1ℓ`1´ 14 and `n
ℓ
˘α ´ 1
α
´ 5
n1{4
¯
ă řtn{ℓu
m“kpnq
1
Cm
ă `n
ℓ
˘α ´ 1
α
` 5
n1{4
¯
.
We defer the straightforward proofs of Lemma 4.1 and Corollary 4.2 to Section 6.
For all k P N, let B`k be the Borel σ-algebra of Tk (i.e., of pTkpnq,dlenq, in view of
Proposition 1.2). Note that conditioned on Tk, we do not know any information of the
embellished vertices. Given S P B`k , write |S| “ µkpSq ¨Ck; so when S is a path, |S| is the
intrinsic path-length. For all integer n ě pk ´ 1qℓ, let MpS, nq be the number of vertices
of Tkpnq on S, and write xMpS, nq “ c
nα
¨MpS, nq.
Fact 4.3. Fix k P N and S P B`k . Then for all integer j ě k, given Tk and Cj ,
MpS, jℓq ´MpS, pj ´ 1qℓq „ Binomial
ˆ
ℓ,
|S|
Cj
˙
,
and given Ck, Ck`1, . . ., the variables
 
MpS, jℓq ´MpS, pj ´ 1qℓq(
jěk
are independent.
We first define a nice event, then prove an exponential bound given such an event. For
all integers k, n with n ě kℓ, define the event Fk,n as
Fk,n :“
$&%
tn{ℓuÿ
m“k
1
Cm
P
ˆ´n
ℓ
¯α ¨ ˆ 1
α
˘ 5
n1{4
˙˙,.-č!ˇˇˇCk ´ k 1ℓ`1 ˇˇˇ ă 10k 1ℓ`1´ 14) . (4.1)
Given k : N Ñ N such that kpnq Ñ 8 and kpnq “ opn1{2q, by Corollary 4.2, with
sufficiently large n,
P
`
Fkpnq,n
˘ ą 1´ 2 tn{ℓuÿ
m“kpnq
e´m
1{2{4. (4.2)
Given an event F , the notation F c denotes the complement of F .
The next result is the key to the results of this section, which says that the rescaled
number of vertices falling into a subset S of the tree has the same asymptotics as |S|.
Lemma 4.4. Let k : N Ñ N be such that kpnq “ Ωpplog nq10q and kpnq “ opn1{2q. Then
for sufficiently large n, for ε “ εn ą 80αkpnq
1
ℓ`1n´1{4, and for all S P B`
kpnq,
P
ˆˇˇˇxM pS, nq ´ |S|ˇˇˇ ě ε, Fkpnq,n ˇˇˇˇ Tkpnq˙ ď 2 exp
˜
´ ε
2nα
32ckpnq 1ℓ`1
¸
; (4.3)
it follows that
E
„
P
ˆˇˇˇxMpS, nq ´ |S|ˇˇˇ ě ε ˇˇˇˇ Tkpnq˙ ď 2 exp
˜
´ ε
2nα
32ckpnq 1ℓ`1
¸
` e´kpnq1{3 , (4.4)
where the second term e´kpnq
1{3
comes from E
”
P
´
F c
kpnq,n
ˇˇˇ
Tkpnq
¯ı
, not depending on ε.
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Proof. Let n P N be sufficiently large (to be made precise) and write k “ kpnq, ε “ εn.
Conditioned on Tk, fix S P B`k . To ease notation, assume that ℓ divides n. Write M “
MpS, nq. By Markov’s inequality, for any t ą 0,
P
ˆ
M ě n
α
c
p|S| ` εq, Fk,n
ˇˇˇˇ
Tk
˙
ď E
„
etM ¨ 1rFk,ns
ˇˇˇˇ
Tk

¨ e´ tn
α
c
p|S|`εq. (4.5)
Now we take a closer look at the bound (4.5). Write M0 “MpS, pk´ 1qℓq, and for integer
k ď m ď n{ℓ, write Bm “ MpS,mℓq ´MpS, pm ´ 1qℓq; so given Ck, . . . , Cn{ℓ, Fact 4.3
implies the Bm’s are independent Binomialpℓ, |S|Cm q-variables. Then M “M0 `
řn{ℓ
m“k Bm.
For t P p0, 1s, et ´ 1´ t ď t2 and log
!
1` |S|
Cm
pet ´ 1q
)
ď |S|
Cm
pet ´ 1q, so
E
„
etM ¨ 1rFk,ns
ˇˇˇˇ
Tk,M0, Ck, . . . , Cn{ℓ

“ 1rFk,ns ¨ etM0 ¨
n{ℓź
m“k
E
„
etBm
ˇˇˇˇ
Tk, Ck, . . . , Cn{ℓ

“ 1rFk,ns ¨ etM0 ¨ e
ℓ
řn{ℓ
m“k log
!
1` |S|
Cm
pet´1q
)
ď 1rFk,ns ¨ etM0 ¨ eℓpt`t
2q
řn{ℓ
m“k
|S|
Cm .
Note that M0 ď pℓ` 1qk and 1rFk,ns ď 1. Together with (4.1) and (4.5), by averaging over
Ck, . . . , Cn{ℓ, we have
P
ˆ
M ě n
α
c
p|S| ` εq, Fk,n
ˇˇˇˇ
Tk
˙
ď 1rFk,ns ¨ e
pℓ`1qtk`ℓpt`t2q|S|pnℓ qα
´
1
α
` 5
n1{4
¯
´ tn
α
c
p|S|`εq
.
(4.6)
Recall that c “ ℓα
ℓ`1 and α “ ℓℓ`1 , so ℓt|S|
`
n
ℓ
˘α 1
α
´ tnα
c
|S| “ 0. Hence, by rearrangement
and cancellation, the exponent of (4.6) is simplified as follows:
pℓ` 1qtk ` ℓpt` t2q|S|
´n
ℓ
¯αˆ 1
α
` 5
n1{4
˙
´ tn
α
c
p|S| ` εq (4.7)
“ pℓ` 1qtk ` pt` t2qnα´1{4 ¨ 5|S|α
c
` t2nα ¨ |S|
c
´ tnα ¨ ε
c
.
Furthermore, since |S| ď Ck, k “ kpnq “ opn1{2q, and ε “ εn ą 80αkpnq
1
ℓ`1n´1{4, there
exists n1 P N such that for all n ě n1, pℓ ` 1qk ¨ c ă nα ¨ ε8 , and, on the event Fk,n,
nα´1{4 ¨ 5|S|α ă nα´1{4 ¨ 10k 1ℓ`1α ă nα ¨ ε
8
; so nα ¨ ε
2
´ k ¨ c´ nα´1{4 ¨ 5α|S| ą nα ¨ ε
4
. Below
we assume Tk is given and Fk,n holds. Assume n ě n1, and take
t “ min
#
1
8
,
nα ¨ ε{2´ k ¨ c´ nα´1{4 ¨ 5α|S|
nα ¨ |S| ` nα´1{4 ¨ 5α|S|
+
.
It follows that 0 ă t ď 1
8
. We first consider the case 1
8
ą t “ nα¨ε{2´k¨c´nα´1{4¨5α|S|
nα¨|S|`nα´1{4¨5α|S|
: the
last equality immediately yields pℓ` 1qtk ` pt2 ` tqnα´1{4 ¨ 5|S|α
c
` t2nα ¨ |S|
c
“ tnα ¨ ε
2c
, so
we easily obtain that
pℓ` 1qtk ` pt` t2qnα´1{4 ¨ 5|S|α
c
` t2nα ¨ |S|
c
´ tnα ¨ ε
c
“ ´tnα ¨ ε
2c
. (4.8)
Moreover, given that 1
8
ą t “ nα¨ε{2´k¨c´nα´1{4¨5α|S|
nα¨|S|`nα´1{4¨5α|S|
ą nα¨ε{4
2nα¨|S| , by increasing n if necessary,
we have t ą nα¨ε{4
2nα¨|S| ě ε8Ck ą
ε
16k
1
ℓ`1
. So (4.8) is upper bounded by ´ ε2nα
32ck
1
ℓ`1
. Next consider
the case t “ 1
8
ď nα¨ε{2´k¨c´nα´1{4¨5α|S|
nα¨|S|`nα´1{4¨5α|S|
ă ε
2|S| : in this case |S| ă 4ε and, by substituting
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t “ 1
8
and using the inequality pℓ` 1qk ¨ c ă nα ¨ ε
8
again,
pℓ` 1qtk ` pt` t2qnα´1{4 ¨ 5|S|α
c
` t2nα ¨ |S|
c
´ tnα ¨ ε
c
ď nα ¨ ε
64c
` nα´1{4 ¨ 9
64
¨ 20εα
c
` nα ¨ 4ε
64c
´ nα ¨ ε
8c
“ ´ nα ¨ 3ε
64c
` nα´1{4 ¨ 45εα
16c
ă ´ ε
2nα
32ck
1
ℓ`1
.
Together with (4.6), for sufficiently large n we have
P
ˆ
M ě n
α
c
p|S| ` εq, Fk,n
ˇˇˇˇ
Tk
˙
ď exp
ˆ
´ ε
2nα
32ck
1
ℓ`1
˙
.
Similarly, we deduce that P
ˆ
nα
c
|S| ´M ě nα
c
ε, Fk,n
ˇˇˇˇ
Tk
˙
ď exp
ˆ
´ ε2nα
32ck
1
ℓ`1
˙
. (4.3) then
follows by the triangle inequality.
Finally, by averaging over all Tk, it follows from (4.2) that, by increasing n if necessary,
E
”
P
´
F ck,n
ˇˇˇ
Tk
¯ı
“ P `F ck,n˘ ď 2 n{ℓÿ
m“k
e´m
1{2{4 ď e´k1{3 ,
where the last inequality is because k “ kpnq “ Ωpplog nq10q. Then it follows by (4.3) that
E
„
P
ˆˇˇˇxMpS, nq ´ |S|ˇˇˇ ě ε ˇˇˇˇ Tk˙ ď E „PˆˇˇˇxMpS, nq ´ |S|ˇˇˇ ě ε, Fk,n ˇˇˇˇ Tk˙` E ”P´F ck,n ˇˇˇTk¯ı
ď 2 exp
ˆ
´ ε
2nα
32ck
1
ℓ`1
˙
` e´k1{3 .
Notice that the second term e´k
1{3
in the bound does not depend on ε. 
Lemma 4.4 easily leads to the Gromov-Hausdorff (GH) version of Proposition 1.3; see
(4.9) for argument. To extend the result to GHP convergence (see Section 2), we need
to consider the measures on the trees. First we simplify notation; given appropriate
k : NÑ N, write
T
n “ Tkpnqpnq.
We need to bound the minimal discrepancy with respect to the uniform probability mea-
sures νkpnq,n on pvpT nq,dnq and µkpnq on pT n,dlenq. To accomplish that, we show that
νkpnq,n and µkpnq are close.
Corollary 4.5. Fix ε ą 0. Let k : N Ñ N be such that kpnq “ Ω `plog nq10˘ and kpnq “
opn1{10q. Then for all S P B`
kpnq, as nÑ 8,
E
«
P
˜ˇˇ
νkpnq,npvpSqq ´ µkpnqpSq
ˇˇ ą ε
11kpnq 2ℓ`1
ˇˇˇˇ
Tkpnq
¸ff
“ opn´3q,
where the rate of decay does not depend on S.
Proof. Fix sufficiently large n P N and write k “ kpnq. Let S P B`k . Recall that |S| “
µkpSq ¨ Ck, |νk,npvpSqq| ď 1, andxMpS, nq “ c
nα
¨MpS, nq “ c
nα
¨ νk,npvpSqq ¨ |vpT nq|.
Next, note that, conditioned on Tk, the event t|νk,npvpSqq ´ µkpSq| ą 2εu is a subset of
the union of the events"ˇˇˇˇ
νk,npvpSqq ¨ c ¨ |vpT
nq|
nα
´ µkpSq ¨ Ck
ˇˇˇˇ
ą ε ¨ Ck
*ď"ˇˇˇˇc ¨ |vpT nq|
nα
´ Ck
ˇˇˇˇ
¨ νk,npvpSqq ą ε ¨ Ck
*
.
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On the event Fk,n from (4.1), Ck ą 1. It then follows from the triangle inequality that
E
„
P
ˆ
|νk,npvpSqq ´ µkpSq| ą 2ε
ˇˇˇˇ
Tk
˙
ď E
„
P
ˆˇˇˇxMpS, nq ´ |S|ˇˇˇ ą ε, Fk,n ˇˇˇˇ Tk˙
` E
„
P
ˆˇˇˇˇ
c ¨ |vpT nq|
nα
´ Ck
ˇˇˇˇ
ą ε, Fk,n
ˇˇˇˇ
Tk
˙
` 2E
”
P
´
F ck,n
ˇˇˇ
Tk
¯ı
ď 4 exp
ˆ
´ ε
2nα
32ck
1
ℓ`1
˙
` 2e´k1{3 ;
the last inequality follows by applying Lemma 4.4 twice. Now, replacing ε by ε
2¨11k
2
ℓ`1
in
the above inequality and noticing that given the event Fk,n,
ε
11k
2
ℓ`1
satisfies the assumption
in Lemma 4.4, we obtain
E
„
P
ˆ
|νk,npvpSqq ´ µkpSq| ą ε
11k
2
ℓ`1
ˇˇˇˇ
Tk
˙
ď 4 exp
ˆ ´ε2nα
32 ¨ 22 ¨ 112 ¨ ck 5ℓ`1
˙
` 2e´k1{3 .
The lemma then follows from that k “ kpnq “ Ωpplog nq10q and kpnq “ opn1{10q. 
It may be helpful to recall the definitions relating to GHP convergence in Section 2
before reading the next proof.
Proof of Proposition 1.3. For most part of the proof we fix a large enough n and write
k “ kpnq for simplicity, unless we consider varying n. Let εn “ k´
1
ℓ`1 . Since the total
length of T n is Ck, we may cover T
n by Mn :“
P
ε´1n Ck
T
balls, denoted by Bn,1, . . . , Bn,Mn ,
with diameter at most εn. Let An,1 “ Bn,1, and for i ą 1, let An,i “ Bn,izAn,i´1. Then
tAn,1, . . . , An,Mnu is a covering of pT n,dlenq by disjoint sets with diameter at most εn.
Next, define Sn “
ŤMn
i“1 vpAn,iq ˆAn,i, then Sn is a correspondence between vpT nq and
T n. Moreover, for each 1 ď i ďMn, let wi be the element of vpAn,iq such that wi is closest
to the root of T n. The distortion of Sn can be bounded as follows:
disn :“ dispSn; dn,dlenq
“ sup  |dnpx, yq ´ dlenpx1, y1q| : px, x1q P Sn, py, y1q P Sn(
“ max
1ďiďjďMn
sup
 |dnpx, yq ´ dlenpx1, y1q| : px, x1q P vpAn,iq ˆAn,i, py, y1q P vpAn,jq ˆAn,j(
ď max
1ďiďjďMn
sup
 |dnpwi, wjq ´ dlenpwi, wjq| ` dnpwi, xq ` dnpwj , yq
` dlenpwi, x1q ` dlenpwj , y1q : px, x1q P vpAn,iq ˆAn,i, py, y1q P vpAn,jq ˆAn,j
(
ď max
1ďiďjďMn
|dnpwi, wjq ´ dlenpwi, wjq| ` 2εn ` 2c
nα
sup
1ďiďMn
vpAn,iq.
Now, given x, y P vpT nq, write rx, yq for the path in T n from x (included) to y (excluded).
So dnpx, yq “ xMprx, yq, nq and dlenpx, yq “ |rx, yq|. So
disn ď max
1ďiďjďMn
ˇˇˇxMprwi, wjq, nq ´ |rwi, wjq|ˇˇˇ` 2 max
1ďiďMn
ˇˇˇxMpAn,i, nq ´ |An,i|ˇˇˇ` 2εn.
Recall the definition of the event Fk,n from (4.1) and note that on this event, we have
Mn ď mn :“
Q
ε´1n k
1
ℓ`1
´
1` 10k´ 14
¯U
“
Q
k
2
ℓ`1
´
1` 10k´ 14
¯U
. Then for any ε ą 0, it
follows that
P pdisn ą 4εn ` 3εq ď P pdisn ą 2εn ` 3ε, Fk,nq ` P
`
F ck,n
˘
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ď P
ˆ
max
1ďiďjďMn
ˇˇˇxMprwi, wjq, nq ´ |rwi, wjq|ˇˇˇ ą ε, Fk,n˙
` P
ˆ
max
1ďiďMn
ˇˇˇxMpAn,i, nq ´ |An,i|ˇˇˇ ą ε, Fk,n˙` P `F ck,n˘
ď E
« ÿ
1ďiďjďMn
P
´ˇˇˇxM prwi, wjq, nq ´ |rwi, wjq|ˇˇˇ ą ε, Fk,n¯
ff
` E
« ÿ
1ďiďMn
P
´ˇˇˇxMpAn,i, nq ´ |An,i|ˇˇˇ ą ε, Fk,n¯
ff
` P `F ck,n˘ .
Applying Lemma 4.4 with S “ rwi, wjq and S “ An,i yields that
P pdisn ą 2εn ` 3εq ď 4m2n exp
˜
´ ε
2nα
32ckpnq 1ℓ`1
¸
` e´kpnq1{3 .
Noting that εn Ñ 0, kpnq “ Ω
`plog nq10˘, kpnq “ o `n1{10˘, and mn ă 11kpnq 2ℓ`1 , it is
easily seen that
ř
nPN P pdisn ą 2εn ` 3εq ă 8, and so by the Borel-Cantelli lemma,
disn Ñ 0 a.s., (4.9)
and the GH convergence is shown.
To show GHP convergence, we follow [2, Proof of Proposition 4.8] and define π˝n on the
product space vpT nq ˆ T n as follows. Given 1 ď i ď Mn, for Borel sets X Ă vpAn,iq of
pvpT nq,dnq and Y Ă An,i of pT n,dlenq, define
π˝npX,Y q “
νk,npXq ¨ µkpY q
max tνk,npvpAn,iqq, µkpAn,iqu .
For i ‰ j, let π˝npvpAn,iq, An,jq “ 0; so
π˝npScnq “ 0. (4.10)
Such rectangles X ˆ Y form a π-system generating the product σ-algebra, so π˝n extends
uniquely to a measure πn on the product σ-algebra of pvpT nq,dnq and pT n,dlenq.
Now we derive the discrepancy Dn :“ Dpπn; νk,n, µkq of πn with respect to νk,n and
µk. Note that πnpvpAn,iq, An,iq “ min tνk,npvpAn,iqq, µkpAn,iqu. Writing p and p1 for the
projections of vpT nq ˆ T n to the first and the second coordinates respectively, an easy
calculation shows that
Dn “ }νk,n ´ p˚πn} ` }µk ´ p1˚πn}
“
Mnÿ
i“1
rνk,npvpAn,iqq ´min tνk,npvpAn,iqq, µkpAn,iqus
`
Mnÿ
i“1
rµkpAn,iq ´min tνk,npvpAn,iqq, µkpAn,iqus
“
Mnÿ
i“1
|νk,npvpAn,iqq ´ µkpAn,iq| .
Note that on the event Fk,n, Mn ď mn, so for any ε ą 0,
P pDn ą εq ď E
«
P
˜
Mnÿ
i“1
|νk,npvpAn,iqq ´ µkpAn,iq| ą ε, Fk,n
ˇˇˇˇ
Tk
¸ff
` P `F ck,n˘
ď E
«
1rMnďmns
Mnÿ
i“1
P
ˆ
|νk,npvpAn,iqq ´ µkpAn,iq| ą ε
mn
, Fk,n
ˇˇˇ
Tk
˙ff
` P `F ck,n˘ .
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We now use the notation kpnq to emphasize that kpnq changes with n and note that
mn ă 11kpnq
2
ℓ`1 and kpnq “ opn1{10q. Summing over n P N and applying Corollary 4.5
then yields that
E
«
1rMnďmns
Mnÿ
i“1
P
´
|νk,npvpAn,iqq ´ µkpAn,iq| ą ε{Mn, Fk,n
ˇˇˇ
Tk
¯ff
ď mn ¨ opn´3q,
and so this combined with Lemma 4.4 to bound PpF ck,nq yieldsÿ
nPN
P pDn ą εq ď
ÿ
nPN
´
mn ¨ opn´3q ` e´kpnq1{3
¯
ă 8.
Hence,
Dn Ñ 0 a.s. (4.11)
Finally, note that for all n P N,
dGHP
``
vpT nq,dn, νkpnq,n
˘
,
`
T
n,dlen, µkpnq
˘˘ ď max tdisn{2,Dn, πnpScnqu .
It follows from (4.9), (4.10), and (4.11) that, a.s.,
dGHP
``
vpT nq,dn, νkpnq,n
˘
,
`
T
n,dlen, µkpnq
˘˘Ñ 0.
Since we are working in the probability space where the equalities of Proposition 1.2 hold,
the proof is completed. 
5. Tightness property
In Section 5.1, we describe how the combinatorial tree Tpnq relates to an infinite-colors
Po´lya urn, which helps us analyse the heights and sizes of subtrees in Tpnq. In Section 5.2,
we establish Proposition 1.4, with the proofs of several lemmas deferred to the subsequent
subsections.
5.1. An infinite-colors Po´lya urn. At time 0, an urn contains only one ball of color
1. At time n P N, pick a ball from the urn uniformly at random, return the ball to the
urn along with another ball of the same color. In addition, if ℓ divides n, and if the urn
contains balls of colors 1, . . . , k´ 1, then an additional ball of color k is added to the urn.
For n, k P N with n ě pk ´ 1qℓ, let Ukpnq be the number of balls of color k at time n, and
let Mkpnq “ U1pnq ` . . . ` Ukpnq. Note that at time kℓ, there are pℓ ` 1qk ` 1 balls of
colors 1, . . . , k ` 1 (the extra 1 accounts for the initial ball of color 1), and there is only 1
ball of color k ` 1.
Recall the construction of the combinatorial tree Tpnq from Section 1. For all k P N, vkℓ
is a branchpoint, i.e., a vertex with degree at least 3. For all k, n P N with n ě pk ´ 1qℓ,
we call the (graph-theoretic) path in Tpnq from vkℓ to the leaf L1`k branch k. The
length of a path in Tpnq is the number of (graph-theoretic) edges in it. Note that for
k, n P N with n ě pk ´ 1qℓ, the length of branches 1, . . . , k in Tpnq have the same law as
pU1pnq, . . . , Ukpnqq, and pM1pnq, . . . ,Mkpnqq have the same law as the number of edges in
pT1pnq, . . . ,Tkpnqq. We may and shall use Ukpnq to denote the length of branch k in Tpnq.
5.2. Outline and proof for Proposition 1.4. We first outline the essential step to
prove the GH version of Proposition 1.4: to obtain a height-bound for the subtrees of
Tpnq pendant to Tkpnq, where Tkpnq is the subtree of Tpnq spanned by the root and the
first k leaves. To accomplish this, we express the height-bound of the subtrees in terms ofřtn{ℓu`1
i“kpnq`1
pCi´Ci´1qUipnq
Ci
, in Lemma 5.1; then deduce a bound for this sum, in Lemma 5.2.
Write Fk,n for the σ-algebra generated by Ck, . . . , Ctn{ℓu`1, Uk`1pnq, . . . , Utn{ℓu`1. For all
i P N write ∆Ci “ Ci ´Ci´1.
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Lemma 5.1. Fix n, k P N with n ě kℓ, and let u be a uniformly chosen vertex from
v pTpnqq zv pTkpnqq. Then for positive λ ď
 
maxk`1ďiďtn{ℓu`1 Uipnq
(´1
,
E
”
exp pλ ¨ dgrpu,Tkpnqqq
ˇˇˇ
Fk,n
ı
ď exp
¨˝
λℓ` 5λ
tn
ℓ
u`1ÿ
i“k`1
∆CiUipnq
Ci
‚˛.
Lemma 5.2. Let ε P p0, 1q. Let k : N Ñ N be such that kpnq “ Ω `n1{100˘ and kpnq “
o
´
n
ℓ
2ℓ`1
¯
. Then
ÿ
nPN
n ¨ P
¨˝
tn
ℓ
u`1ÿ
i“kpnq`1
kpnqα´ε∆CiUipnq
nαCi
ą 1 or max
kpnq`1ďiďtn´1
ℓ
u`1
Uipnq ą nαkpnq´α`ε‚˛ă 8.
We defer the proofs of Lemmas 5.1 and 5.2 to Sections 5.3 and 5.4, respectively. They
lead to a tightness property of pTkpnq : k P N, n ě kℓq, i.e., the GH version of Proposi-
tion 1.4. To wit, for all k, n P N with n ě kℓ, let
Dk,n “ c
nα
¨max tdgr pw,Tkpnqq : w P vpTpnqqzvpTkpnqqu .
It follows from the definition of GH distance that
dGH
´`
vpTkpnqq, c
nα
¨ dgr
˘
,
`
vpTpnqq, c
nα
¨ dgr
˘¯ ď Dk,n.
We use Lemmas 5.1 and 5.2 below to show that for an appropriate sequence of increasing
kpnq, Dkpnq,n Ñ 0 a.s.; details are given in the proof of Proposition 1.4.
Next, we take the measures into consideration, and examine GHP convergence of Propo-
sition 1.4. We start by stating a fact about the GHP distance between subspaces that fol-
lows in a straightforward way from constructions and definitions; more general statements
appear in [3, Fact 6.4] and [36, Fact 8.6]. For all k, n P N with n ě pk´1qℓ, let νk,n be the
projection of the uniform probability measure νn of vpTpnqq onto vpTkpnqq, i.e., for any
w P vpTkpnqq, write w for the maximal subset of vpTpnqq such that the removal of w discon-
nects w from Tkpnq, and let νk,npwq “ νnpwY twuq. Write pTpnq “ `vpTpnqq, cnα ¨ dgr, νn˘,
Tkpnq “
`
vpTkpnqq, cnα ¨ dgr, νk,n
˘
, and pTkpnq “ `vpTkpnqq, cnα ¨ dgr, νk,n˘.
Fact 5.3. For all k, n P N with n ě pk ´ 1qℓ,
dGHP
´pTpnq,Tkpnq¯ ď Dk,n.
Upon showing that Dkpnq,n Ñ 0 a.s. for an appropriate kpnq, to prove Proposition 1.4
it suffices to bound dGHP
´
Tkpnq, pTkpnq¯. Note that Tkpnq and pTkpnq differ only in
their measures, so dGHP
´
Tkpnq, pTkpnq¯ “ dk,npνk,n, νk,nq, where dk,n denotes the Le´vy-
Prokhorov distance on the metric space pvpTkpnqq, cnα ¨dgrq. We show the following lemma
in Section 5.5.
Lemma 5.4. Let k : N Ñ N be such that kpnq “ Ω `n1{100˘ and kpnq “ o `n1{3˘ and
assume ℓ ě 2. Then, almost surely as nÑ8,
dkpnq,n
`
νkpnq,n, νkpnq,n
˘Ñ 0.
We can now make the discussion above into a precise proof.
Proof of Proposition 1.4. Fix a sufficiently large n and write k “ kpnq, until near the
end of the proof when we let n vary. It then follows from Fact 5.3 that
dGHP
´pTpnq, pTkpnq¯ ď dGHP ´pTpnq,Tkpnq¯` dGHP ´Tkpnq, pTkpnq¯
ď Dk,n ` dk,npνk,n, νk,nq. (5.1)
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Now, we deduce a bound for Dk,n. Set ε “ α{4, and define the event
En “
$&%
tn
ℓ
u`1ÿ
i“k`1
kα´ε
∆CiUipnq
nαCi
ď 1
,.-č
#
max
k`1ďiďtn
ℓ
u`1
Uipnq ď nαk´α`ε
+
.
Choose u uniformly at random from v pTpnqq zv pTkpnqq, and take λpnq “ n´αkα´ε ą 0 in
Lemma 5.1, noticing that, on the event En, λpnq ď
!
maxk`1ďiďtn
ℓ
u`1 Uipnq
)´1
. It then
follows from Markov inequality and Lemma 5.1 that
P
`
dgrpu,Tkpnqq ě nαk´α`2ε
˘ ď P `dgrpu,Tkpnqq ě nαk´α`2ε, En˘` P pEcnq
ď
E
”
1rEns ¨ E
”
exp pλpnq ¨ dgrpu,Tkpnqqq
ˇˇˇ
Fk,n
ıı
exp pλpnqnαk´α`2εq ` P pE
c
nq
ď exp pλpnqℓ` 5λpnq ¨ n
αk´α`εq
exp pλpnq ¨ nαk´α`2εq ` P pE
c
nq
ď exp pℓ` 5´ kεq ` P pEcnq .
Recall that ε “ α{4, so ´α{2 “ ´α` 2ε. It then follows from a union bound that
P
´
Dk,n ě c ¨ k´α{2
¯
ď E
»– ÿ
wPvpTpnqqzvpTkpnqq
P
`
dgrpw,Tkpnqq ě nαk´α`2ε
˘fifl
ď 2n ¨ texp pℓ` 5´ kεq ` P pEcnqu .
Now we use the notation kpnq and sum over n on both sides of the above inequality:ÿ
nPN
P
´
Dkpnq,n ě c ¨ kpnq´α{2
¯
ď
ÿ
nPN
2n ¨ texp pℓ` 5´ kpnqεq ` P pEcnqu .
Since kpnq “ Ω `n1{100˘, řnPN n ¨ exp pℓ` 5´ kpnqεq ă 8. Moreover, Lemma 5.2 implies
that
ř
nPN n ¨P pEcnq ă 8. It then follows from the Borel-Cantelli lemma that Dkpnq,n Ñ 0
a.s.. Together with (5.1) and Lemma 5.4, we may conclude the proof. 
We only have left to prove Lemmas 5.1, 5.2, and 5.4, which we do in the forthcoming
Sections 5.3, 5.4, and 5.5, respectively.
5.3. Height bound. In this subsection we prove Lemma 5.1. Recall from Section 1 that,
T 1k is obtained from inserting ℓ vertices uniformly over T ppk´1qℓq, i.e., T 1k is T pkℓq without
the pk ` 1q:th branch. Now, for all k P N, let Xk be the last inserted vertex of T 1k ; so Xk
has the uniform law over T 1k with respect to the Lebesgue measure.
Next, we construct a sequence of new embellished trees pT ˝k : k P Nq, coupled with a
sequence of vertices pX˝k : k P Nq, such that pT ˝k ,X˝kq d“ pT 1k ,Xkq. Our construction is a
variant of the one in [13, Section 1.2].
A coupling. Let pWk, Vk : k P Nq be i.i.d. Uniformp0, 1q-variables. We construct T ˝1 by
(1) inserting ℓ ´ 1 vertices at uniform points over a branch of length C1; and (2) let X˝1
be the point at distance V1C1 from a fixed endpoint X
˝
0 of the branch. Given the pairs
pT ˝i ,X˝i q for i “ 1, . . . , k for some k P N, we construct pT ˝k`1,X˝k`1q as follows. Note that,
before pT ˝k`1,X˝k`1q is constructed, we do not know yet whether to view X˝k as a vertex (in
the upcoming case (a)) or just a point (case (b)). The reason to emphasize the difference
between vertices and points is to align with the distribution of T 1k , which is viewed as a
union of a real tree and vertices, and the last ℓ vertices in T 1k each has 1{ℓ probability of
becoming a junction vertex in T pkℓq, but a random point has 0 probability of becoming a
juntion. Recall that ∆Ck`1 “ Ck`1 ´ Ck.
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(a) If Wk`1 ď ∆Ck`1Ck`1 , then let T ˝k`1 be obtained from T ˝k by (1) attaching a branch of
length ∆Ck`1 to X
˝
k ; (2) inserting a vertex, denoted by X
˝
k`1, in the latest branch
at distance ∆Ck`1Vk`1 from X
˝
k ; and (3) inserting ℓ´ 1 vertices at random points
of the existing tree, uniform for the Lebesgue measure. We view X˝k as a vertex in
this case.
(b) If Wk`1 ą ∆Ck`1Ck`1 , then let T ˝k`1 be obtained from T ˝k by (1) inserting a vertex at
a random point of T ˝k , uniform for the Lebesgue measure; (2) attaching a branch
of length ∆Ck`1 to this last inserted vertex of T
˝
k ; and (3) inserting ℓ´ 1 vertices
at random points of the existing tree, uniform for the Lebesgue measure. Let
X˝k`1 “ X˝k , viewed as a random point rather than a vertex.
Note that the projection of X˝j to T
˝
k is X
˝
k for all integers j ě k ě 1.
Lemma 5.5. For all k P N, X˝k and Xk are respectively uniform over T ˝k and T 1k for the
Lebesgue measure, and pT ˝k ,X˝kq d“ pT 1k ,Xkq.
Proof. First note thatXk, the last inserted vertex of T
1
k , is uniform over T
1
k for the Lebesgue
measure. Next, we show by induction on k that X˝k has the uniform law over T
˝
k for the
Lebesgue measure. Base case k “ 1 is trivially verified. Given that X˝k is uniform over
T ˝k for some k P N, since X˝k`1 has ∆Ck`1Ck`1 probability of landing on a uniform location of
branch k ` 1, with the complement probability of being X˝k which is uniform on T ˝k , it is
clear that X˝k`1 has the uniform law over T
˝
k`1 for the Lebesuge measure.
Furthermore, it is easily seen that the pk ` 1q:th branch is attached to a uniform point
of T ˝k , for the Lebesgue measure, for all k P N (step (1) of case (a): X˝k is uniform over T ˝k ;
step (2) of case (b): the last inserted vertex of T ˝k is uniform over T
˝
k ). Moreover, given
T ˝k , the first vertex to be inserted has
∆Ck`1
Ck`1
probability of landing on a uniform location
of the pk` 1q:th branch (step (2) of case (a)), with the complement probability of landing
on a uniform point of T ˝k (step (1) of case (b)). Also, the next ℓ´ 1 vertices to be inserted
are uniform over the existing tree (step (3) in both cases). We thus have T ˝k`1
d“ T 1k`1. It
follows by induction that T ˝k
d“ T 1k for all k P N. Since both X˝k and Xk are respectively
uniform over these two trees for the Lebesgue measure, we have pT ˝k ,X˝kq d“ pT 1k ,Xkq. 
For ease of notation, fix k, n P N with n ě kℓ, and let m be the largest integer such that
n ě mℓ. For all integer 1 ď i ď m, given that Wi ď ∆CiCi , write Si for the path rX˝i´1,X˝i q
in T ˝m, and write M
˝pSi,mq for the number of vertices on Si in T ˝m. Let T ˝k,m (resp. T 1k,m)
be the subtree of T ˝m (resp. T
1
m) spanned by the root and the first k leaves. Denote by E
˝
the event that X˝m R T ˝k,m, and analogously denote by E the event that Xm R T 1k,m.
Recall from Section 5.1 that Uipmℓq is the length of the i:th branch in T ˝m (it can also
be viewed as the number of balls of color i at time mℓ in the Po´lya urn model therein).
Let L denote law.
Lemma 5.6. We have L
ˆ
dgr
´
Xm,T
1
k,m
¯ ˇˇˇˇ
E
˙
d“ řmi“k`1rViUipmℓqs ¨ 1rWiď∆CiCi s; when
m “ k the summation is 0.
Proof. Without loss of generality, assume that m ą k. It follows from Lemma 5.5 and the
constructions of T 1k,m and T
˝
k,m that
L
`
dgr
`
Xm,T
1
k,m
˘ ˇˇ
E
˘ d“ L `dgr `X˝m,T ˝k,m˘ ˇˇE˝˘ (5.2)
Moreover, it follows from the construction of T ˝k,m that
L
`
dgr
`
X˝m,T
˝
k,m
˘ ˇˇ
E˝
˘ “ mÿ
i“k`1
M˝pSi,mq ¨ 1rWiď∆CiCi s
. (5.3)
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Now, due to the definition of Uip¨q and that the X˝i are placed uniformly according to
normalized Lebesgue measure, we haveˆ
1
rWiď
∆Ci
Ci
s
M˝pSi,mq
˙m
i“k`1
d“
ˆ
1
rWiď
∆Ci
Ci
s
rViUipmℓqs
˙m
i“k`1
.
Together with (5.2) and (5.3) we may conclude the proof. 
Proof of Lemma 5.1. This proof is an easy generalization of the argument in [13, Sec-
tion 1.2]. Note that λ ¨ Uipmℓq ď 1 for all k ` 1 ď i ď m. Applying Lemma 5.6 and using
the bound ex ď 1` x` x2 for 0 ď x ď 1, we have for λ ą 0,
E
”
exp
`
λ ¨ dgrpXm,T 1k,mq
˘ ˇˇˇ
E,Fk,n
ı
ď
mź
i“k`1
ˆ
Ci´1
Ci
` Ci ´ Ci´1
Ci
¨ E rexppλ` λ ¨ ViUipmℓqqs
˙
ď
mź
i“k`1
ˆ
1´ ∆Ci
Ci
` ∆Ci
Ci
¨ eλ ¨ p1` λ ¨ Uipmℓqq
˙
“
mź
i“k`1
ˆ
1` ∆Ci
Ci
¨ peλ ´ 1q ` λeλ ¨ ∆CiUipmℓq
Ci
˙
.
Notice that 0 ď λ ď 1, so eλ ´ 1 ď λ ` λ2 ď 2λ ď 2λUipmℓq and λeλ ď 3λ. Thus, the
above quantity is bounded by
mź
i“k`1
ˆ
1` 5λ∆CiUipmℓq
Ci
˙
ď exp
˜
5λ
mÿ
i“k`1
∆CiUipmℓq
Ci
¸
.
Finally, for a tree T , write epT q for the set of edges of T . Given the event E, it follows
from Lemma 3.5 and the first assertion of Lemma 5.5 that Xm is on an edge uniformly
chosen from epT 1mqzepT 1k,mq. Now, recall that u is uniform over vpTpnqqzvpTkpnqq, where
Tpnq “ pT pnq,dgrq. Since n ă mℓ` ℓ, it follows that that
L
´
dgr pu,Tkpnqq
ˇˇˇ
Fk,n
¯
stď L
´
ℓ` dgr
`
Xm,T
1
k,m
˘ ˇˇˇ
E,Fk,n
¯
,
where
stď denotes stochastic domination. The lemma easily follows. 
5.4. Moment bound for Po´lya urn. In this subsection, we prove Lemma 5.2 under the
framework of Section 5.1. Denote by P
`
b
w
;m
˘
the distribution of white balls in a classical
Po´lya urn after m completed draws, starting with b black and w white balls. Denote
by PℓIm
`
b
w
;m
˘
the number of white balls after m completed steps in the Po´lya urn with
immigration, starting with b black and w white balls: at the nth step, a ball is picked
at random from the urn and returned along with an additional ball of the same color;
additionally, if n is a multiple of ℓ, then a black ball is added after the n:th draw and
return. We use the notation L p¨q to denote the law of some random variable.
Lemma 5.7. ([27, Lemma 2.2 with s “ ms “ 1]). For all k, n P N with n ě kℓ,
Mkpnq „ PℓIm
´
1
pℓ`1qk
;n´ kℓ
¯
and
L
`
Ukpnq|Mkpnq
˘ “ P` pk´1qpℓ`1q
1
;Mkpnq ´ pk ´ 1qpℓ` 1q ´ 1
˘
. (5.4)
Lemma 5.8. Fix k, n, q P N with n ě kℓ. There is positive constant c depending only on
q, ℓ such that
E rMkpnqpMkpnq ` 1q ¨ ¨ ¨ pMkpnq ` qpℓ` 1q ´ 1qs ď ckqnqℓ. (5.5)
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Proof. From [27, Lemma 4.1], for Y „ PℓIm
`
1
w
; t
˘
and integer q ą 0,
E rY pY ` 1q ¨ ¨ ¨ pY ` qpℓ` 1q ´ 1qs “
qpℓ`1q´1ź
j“0
pw ` jq
t´1ź
i“0
ˆ
1` qpℓ` 1q
w ` 1` i` ti{ℓu
˙
.
Setting T “ t t´1
ℓ
u, we calculate
E rY pY ` 1q ¨ ¨ ¨ pY ` qpℓ` 1q ´ 1qs
“
qpℓ`1q´1ź
j“0
pw ` jq
t´1ź
i“0
ˆ
1` qpℓ` 1q
w ` 1` i` ti{ℓu
˙
“
qpℓ`1q´1ź
j“0
pw ` jq
T´1ź
r“0
ℓ´1ź
i“0
ˆ
1` qpℓ` 1q
w ` 1` i` rpℓ` 1q
˙ t´1ź
p“ℓT
ˆ
1` qpℓ` 1q
w ` 1` p` T
˙
“ w
q´2ź
j“0
pw ` 1` ℓ` jpℓ` 1qq
T`q´1ź
r“T
ℓ´1ź
i“0
pw ` 1` i` rpℓ` 1qq
t´1ź
p“ℓT
ˆ
1` qpℓ` 1q
w ` 1` p` T
˙
ď pw ` pq ´ 1qpℓ` 1qqqpw ` qpℓ` 1q ` T pℓ` 1qqqℓ
ˆ
1` qpℓ` 1q
w ` 1` T pℓ` 1q
˙ℓ
.
Now setting w “ pℓ` 1qk and t “ n´ kℓ and noting that with this choice of parameters,
w ` T pℓ` 1q ď 1` pn´ 1qℓ` 1
ℓ
` ℓ,
we find
E rMkpnqpMkpnq ` 1q ¨ ¨ ¨ pMkpnq ` qpℓ` 1q ´ 1qs
ď ppℓ` 1qpk ´ s` qqqq
ˆ
1` qpℓ` 1q ` ℓ` nℓ` 1
ℓ
˙qℓ˜
1` qpℓ` 1q
1` pn´ 1q ℓ`1
ℓ
¸ℓ
. 
Lemma 5.9. Fix k, n, q P N with n ě kℓ. There is a constant c “ cpq, ℓq such that for all
positive integer j ď qpℓ` 1q,
E
“
Mkpnqj
‰ ď ckj{pℓ`1qnjℓ{pℓ`1q.
Proof. For j ď qpℓ` 1q, Jensen’s (or Ho¨lder’s) inequality implies
E
“
Mkpnqj
‰ ď ´E ”Mkpnqqpℓ`1qı¯j{pqpℓ`1qq . (5.6)
Using (5.5) of Lemma 5.8 now implies
E rMkpnqpMkpnq ` 1q ¨ ¨ ¨ pMkpnq ` qpℓ` 1q ´ 1qs ď ckqnqℓ,
and the result for j ď qpℓ` 1q easily follows from this and (5.6). 
Lemma 5.10. Fix k, n, p P N with n ě kℓ. There is a constant c “ cpp, ℓq such that
E rUkpnqps ď c
´n
k
¯pℓ{pℓ`1q
and
E
„ˆ
∆CkUkpnq
Ck
˙p
ď cnpℓ{pℓ`1qk´pp2ℓ`1q{pℓ`1q.
Proof. Recall from (5.4) of Lemma 5.7 that
L
`
Ukpnq|Mkpnq
˘ “ P` pk´1qpℓ`1q
1
;Mkpnq ´ pk ´ 1qpℓ` 1q ´ 1
˘
.
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Let the random variable B „ Betar1, pk´1qpℓ`1qs be independent of Mkpnq. Conditional
on B and Mkpnq, let XpMkpnq, Bq be binomial with parameters Mkpnq´ pk´1qpℓ`1q´1
and B. By the de Finetti representation of the classical Po´lya urn, we have
L
`
Ukpnq|Mkpnq
˘ “ L `p1`XpMkpnq, Bqq|Mkpnq˘. (5.7)
Ho¨lder’s inequality implies that for non-negative x, y and positive integer p, px ` yqp ď
2p´1pxp ` ypq, and so starting from (5.7), we have
E
“
Ukpnqp
ˇˇ
Mkpnq
‰ ď 2p´1 p1` E rXpMkpnq, Bqpsq . (5.8)
Now note that, if L pY q “ BipN, qq, then for positive integer p, and denoting Stirling
numbers of the second kind by
 
p
j
(
(and note these are non-negative),
E rY ps “
pÿ
j“0
"
p
j
*
E rY pY ´ 1q ¨ ¨ ¨ pY ´ j ` 1qs ď
pÿ
j“0
"
p
j
*
pNqqj .
So from (5.8), condition on Mkpnq (noting that Mkpnq is independent of B) to find
E
“
Ukpnqp
ˇˇ
Mkpnq
‰ ď 2p´1˜1` pÿ
j“0
"
p
j
*
MkpnqjE
“
Bj
‰¸
. (5.9)
Standard formulas for beta moments imply
E
“
Bj
‰ “ Γpj ` 1qΓp1` pk ´ 1qpℓ` 1qq
Γp1` pk ´ 1qpℓ ` 1q ` jq ď ck
´j , (5.10)
where c “ cpℓ, jq is a constant. Taking the expectation on both sides of (5.9), together
with Lemma 5.9 and (5.10), yields that, for some c “ cpp, ℓq,
E rUkpnqps ď 2p´1
˜
1`
pÿ
j“0
"
p
j
*
E
“
Mkpnqj
‰
E
“
Bj
‰¸ ď c pÿ
j“0
kj{pℓ`1q´jnjℓ{pℓ`1q ď c
´n
k
¯pℓ{pℓ`1q
.
To deduce the last inequality, note that, under the notation of Fact 3.3,
∆Ck
Ck
d“ 1´
ˆ
E1 ` ¨ ¨ ¨ ` Ek´1
E1 ` ¨ ¨ ¨ ` Ek
˙ 1
ℓ`1
„ 1´Betappℓ` 1qpk´ 1q, 1q „ Betap1, pℓ` 1qpk ´ 1qq.
(5.10) then leads to E
„´
∆Ck
Ck
¯2p ď ck´2p. By Cauchy-Schwarz and the inequalities in
the previous two displays,
E
„ˆ
∆CkUkpnq
Ck
˙p
ď
˜
E
«ˆ
∆Ck
Ck
˙2pff
¨ E “Ukpnq2p‰
¸1{2
ď ck´p
´n
k
¯pℓ{pℓ`1q
. 
Proof of Lemma 5.2. Recall that α “ ℓ{pℓ` 1q. For sufficiently large N , the event$&%
tn
ℓ
u`1ÿ
i“kpnq`1
kpnqα´ε∆CiUipnq
nαCi
ą 1
,.-
is a subset of the union of events
!
∆CiUipnq
nαCi
ą cαi´α´1`ε{2
)
, over i “ kpnq` 1, . . . , tn
ℓ
u` 1
and for a sufficiently small constant cα. This is because on the complement of this union,
the sum is no greater than one. Next, we use Lemma 5.10, noting that kpnq “ Opnℓ{p2ℓ`1qq,
to find for integer q ą 2{pεpℓ` 1qq,
tn
ℓ
u`1ÿ
i“kpnq`1
P
ˆ
∆CiUipnq
nαCi
ą cαi´α´1`ε{2
˙
ď
tn
ℓ
u`1ÿ
i“kpnq`1
E
„´
∆CiUipnq
nαCi
¯qpℓ`1q
c
qpℓ`1q
α ip´α´1`ε{2qqpℓ`1q
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ď c
tn
ℓ
u`1ÿ
i“kpnq`1
ipα`1´ε{2qqpℓ`1q´qp2ℓ`1q “ O
´
kpnq´εqpℓ`1q{2`1
¯
,
where c is a constant depending only on q, ℓ. Multiplying by n both sides of the above
inequalities and then summing over n P N yields
ÿ
nPN
n ¨P
¨˝
kpnqα´ε
tn
ℓ
u`1ÿ
i“kpnq`1
∆CiUipnq
nαCi
ą 1‚˛“ O˜ÿ
nPN
n2 ¨ kpnq´εqpℓ`1q{2`1
¸
. (5.11)
Since kpnq “ Ωpn1{100q, we can choose q large enough so that řnPN n2 ¨ kpnq´εqpℓ`1q{2`1 is
finite.
Furthermore, using a union bound, together with Markov’s inequality and Lemma 5.10,
P
˜
max
kpnq`1ďiďtn´1
ℓ
u`1
Uipnq ą nαkpnq´α`ε
¸
ď
tn
ℓ
u`1ÿ
i“kpnq`1
P
`
Uipnq ą nαkpnqα`ε
˘
ď
tn
ℓ
u`1ÿ
i“kpnq`1
E rUipnqps
npαkpnq´pα`pε ď akpnq
1´pε,
for any p P N and some a “ app, ℓq. Now take p large enough to getÿ
nPN
n ¨ P
ˆ
max
kpnq`1ďiďtn{ℓu`1
Uipnq ą nαkpnq´α`ε
˙
ă 8. (5.12)
The lemma then follows from (5.11), (5.12), and the triangle inequality. 
5.5. Convergence of measures. In this subsection, we prove Lemma 5.4. Fix integers
k, n with n ě pk ´ 1qℓ unless specified otherwise. Recall from Section 1 that vi denotes
the vertex inserted in a uniform edge of the combinatorial tree Tpi´1q, and, if ℓ divides i,
vi is a branchpoint (i.e., there is a new edge attached to vi at the time vi appears). Note
that tv0, v1, . . . , vkℓ, L1, . . . , Lku Ă vpTkpnqq, where v0 is the root, L1, . . . , Lk are the first
k leaves. Hereafter, conditioned on |vpTkpnqq| “ pℓ ` 1qk `m ` 1 for some appropriate
integer m :“ mpTkpnqq, list the internal vertices of Tkpnq as pv1, . . . , vkℓ, vi1 , . . . , vimq, in
the order of appearance; the other k` 1 vertices of Tkpnq are the leaves and the root. For
convenience, denote i0 “ kℓ.
Given w P vpTkpnqq, recall that w is the maximal subset of vpTpnqq such that the
removal of w disconnects w from Tkpnq; so for 1 ď i ď kℓ ´ 1, vi “ H. For all integer
0 ď j ď m, let Tij be the subtree of Tpnq restricted to vij Y tviju, and let
nij “ |vpTij q|.
If ℓ divides ij , then vij ‰ H and nij ą 1, otherwise, vij “ H and nij “ 1.
Next, list the vertices vi0 , vi1 , . . . , vim in the breadth-first search order of Tkpnq, as
w0, w1, . . . , wm. So there is a bijection f : ti0, . . . , imu Ñ t0, . . . ,mu such that, in Tkpnq, vij
is identified with wfpijq and Tij is attached to wfpijq. Now, let σ :“ pσpijq : 0 ď j ď mq be a
uniformly chosen random permutation of i0, . . . , im. We construct a random tree Tpn, σq by
identifying the vertex wj of Tkpnq with the vertex vσpij q of Tσpijq, for each 0 ď j ď m. Since
each vij is inserted in a uniform edge of the existing tree Tkpij ´ 1q, uniformly permuting
the attaching locations of Tij does not change the law of the resulting tree. It thus follows
that Tpn, σq d“ Tpnq. Write |nm,k,n|2 “ p
řm
j“0 n
2
ij
q1{2 and Nn “ |vpTpnqq| “ n` tn{ℓu` 2.
Recall that m :“ |vpTkpnqq| ´ pℓ` 1qk ´ 1 is the number of the internal vertices of Tkpnq
except for tv1, . . . , vkℓu.
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Lemma 5.11. Let k : N Ñ N be such that kpnq “ Ωpplog nq10q and kpnq “ opn1{2q. For
all n P N, denote the event
Fn “
!ˇˇˇ
Ckpnq ´ kpnq
1
ℓ`1
ˇˇˇ
ă 10kpnq 1ℓ`1´ 14
)č!ˇˇˇ c
nα
¨ |vpTkpnqpnqq| ´ Ckpnq
ˇˇˇ
ă 1
)
.
Fix a sufficiently large n and write k “ kpnq, m “ mpnq “ |vpTkpnqq|´ pℓ` 1qk´ 1. Then
for any V Ă vpTkpnqq and t ą 4cpℓ ` 4q ¨ nαk
1
ℓ`1 ,
P
ˆ
|νk,npV q ´ νk,npV q| ą 2t
Nn
ˇˇˇˇ
Fn
˙
ď 2E
„
exp
ˆ
´ 2t
2
|nm,k,n|22
˙
.
Proof. For the duration of the proof, let V Ă vpTkpnqq, and write V 1 “ V
Ştvi0 , . . . , vimu,
N “ Nn “ |vpTpnqq|. Recall that σ “ pσpijq : 0 ď j ď mq is a uniform permutation of
i0, . . . , im. Write σj “ σpijq for each 0 ď j ď m. By definition,
νk,npV q “
ř
vij PV
1
nij ` |V zV 1|
N
d“
ř
vσj PV
1
nσj ` |V zV 1|
N
:“
ř
vσj PV
1
|vpTσj q| ` |V zV 1|
N
; (5.13)
the second equality follows from the fact that Tpn, σq d“ Tpnq, sořvij PV 1 nij d“ řvσj PV 1 nσj .
Note that, exchangeability resulting from the uniform permutation σ only exhibits through
pnσj : 0 ď j ď mq, but not V zV 1. Let n1 “
řm
j“0 nij “ N ´ pℓ ` 1qk. To use exchange-
ability to deduce the tail bound for |νk,npV q ´ νk,npV q|, we first show that it is close toˇˇˇˇř
vσj
PV 1 nσj
n1
´ |V 1|
m`1
ˇˇˇˇ
, and then employ exchangeability to bound the latter. Indeed, by the
triangle inequality, writing M “Mn “ |vpTkpnqq| and noting that νk,npV q “ |V |M , we have
|νk,npV q ´ νk,npV q| d“
ˇˇˇˇ
ˇ
ř
vσj PV
1 nσj ` |V zV 1|
N
´ |V |
M
ˇˇˇˇ
ˇ
ď n
1
N
¨
ˇˇˇˇ
ˇ
ř
vσjPV
1 nσj
n1
´ |V
1|
m` 1
ˇˇˇˇ
ˇ`
ˇˇˇˇ |V zV 1|
N
´ |V |
M
` |V
1|
m` 1 ¨
n1
N
ˇˇˇˇ
.
Hence, even conditionally,
P
ˆˇˇˇ
νk,npV q ´ νk,npV q
ˇˇˇ
ą 2t
N
ˇˇˇˇ
Fn
˙
ď P
¨˝ˇˇˇ ÿ
vσj PV
1
nσj
n1
´ |V
1|
m` 1
ˇˇˇ
ą t
n1
ˇˇˇˇ
Fn‚˛ (5.14)
` P
ˆˇˇˇ |V zV 1|
N
´ |V |
M
` |V
1|
m` 1 ¨
n1
N
ˇˇˇ
ą t
N
ˇˇˇˇ
Fn
˙
. (5.15)
We now compute (5.15). It is convenient to keep in mind that we have chosen n
sufficiently large, and the variables k “ kpnq, M “ Mn “ |vpTkpnqq|, m “ mpnq “
M ´ pℓ` 1qk´ 1, N “ Nn “ |vpTpnqq|, depend on n. Note that |V zV 1| ď pℓ` 1qk` 1 and
t ą 4cpℓ` 4q ¨ nαk 1ℓ`1 , so t ą 2|V zV 1| for large enough n. It follows that"ˇˇˇˇ |V zV 1|
N
´ |V |
M
` |V
1|
m` 1 ¨
n1
N
ˇˇˇˇ
ą t
N
*
Ă
" |V zV 1|
N
ą t
2N
*ď"ˇˇˇˇ |V |
M
´ |V
1|
m` 1 ¨
n1
N
ˇˇˇˇ
ą t
2N
*
“ H
ď"ˇˇˇˇ
|V | ¨ N
M
´ |V 1| ¨ n
1
m` 1
ˇˇˇˇ
ą t
2
*
. (5.16)
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Given the event Fn, it is easily seen that
1
2c
¨ nαk 1ℓ`1 ď M ď 2
c
¨ nαk 1ℓ`1 . Also, we have
N “ Nn “ Θpnq and n1 “ N ´ pℓ` 1qk, so
N
M
ď n
1
m` 1 “
N ´ pℓ` 1qk
M ´ pℓ` 1qk ď
N
M
` pℓ` 1qkn
MpM ´ pℓ` 1qkq .
Note also that |V zV 1| ď pℓ` 1qk` 1, |V 1| ďM ´pℓ` 1qk, and N ď np1` 1{ℓq` 2, it then
follows by the triangle inequality that on the event Fn,ˇˇˇˇ
|V | ¨ N
M
´ |V 1| ¨ n
1
m` 1
ˇˇˇˇ
ď
ˇˇˇˇ
|V | ¨ N
M
´ |V 1| ¨ N
M
ˇˇˇˇ
` |V 1| ¨ pℓ` 1qkn
MpM ´ pℓ` 1qkq
“ |V zV 1| ¨ N
M
` |V 1| ¨ pℓ` 1qkn
MpM ´ pℓ` 1qkq
ď tpℓ` 1qk ` 1u ¨ N
M
` pℓ` 1qkn
M
ď p2ℓ` 3q ¨ kn
M
ď 2cp2ℓ ` 3q ¨ n1´αk ℓℓ`1 ,
where the last inequality is due to M ě 1
2c
¨ nαk 1ℓ`1 on Fn. Since t ą 4cpℓ ` 4q ¨ nαk
1
ℓ`1 ,
we thus have"ˇˇˇˇ
|V | ¨ N
M
´ |V 1| ¨ n
1
m` 1
ˇˇˇˇ
ą t
2
*
Ă
!
2cp2ℓ ` 3q ¨ n1´αk ℓℓ`1 ą 2cpℓ` 4q ¨ nαk 1ℓ`1
)
“ H,
where the last equality is due to the fact that α ě 1
2
, and when α “ 1
2
we have ℓ “ 1.
Combined with (5.16), we have
P
ˆˇˇˇ |V zV 1|
N
´ |V |
M
` |V
1|
m` 1 ¨
n1
N
ˇˇˇ
ą t
N
ˇˇˇˇ
Fn
˙
“ 0. (5.17)
It remains to bound (5.14), shown below. The rest of the proof follows a similar argu-
ment as in [3, Lemma 5.3], so we only point out the differences, and refer the reader to
that work for omitted explanations. Let r0, . . . , rm be independent random variables with
uniform law over ti0, . . . , imu. Recall that n1 “
řm
j“0 nij . It follows by symmetry that
E
»– ÿ
vrj PV
1
nij
ˇˇˇˇ
n1
fifl “ E« mÿ
j“0
nij ¨ 1rvrj PV 1s
ˇˇˇˇ
n1
ff
“ n1 ¨ P `vr1 P V 1˘ “ n1 ¨ |V 1|m` 1 .
Taking a – 4t
|nm,k,n|
2
2
and applying Markov’s inequality as in [25, Theorem 2.5] gives a
Hoeffding-type inequality for
ř
vσj PV
1 nσj : for any t ą 0,
P
¨˝ˇˇˇ ÿ
vσj PV
1
nσj
n1
´ |V
1|
m` 1
ˇˇˇ
ą t
n1
ˇˇˇˇ
Fn‚˛“ P
¨˝ˇˇˇ ÿ
vσj PV
1
nσj ´ n1 ¨
|V 1|
m` 1
ˇˇˇ
ą t
ˇˇˇˇ
Fn‚˛
ď e´at ¨ E
»–exp´a ¨ ˇˇˇ ÿ
vσjPV
1
nσj ´ n1 ¨
|V 1|
m` 1
ˇˇˇ¯ ˇˇˇˇ
Fn
fifl
ď e´at ¨ E
»–exp´a ¨ ˇˇˇ ÿ
vrj PV
1
nrj ´ n1 ¨
|V 1|
m` 1
ˇˇˇ¯ ˇˇˇˇ
Fn
fifl
ď 2E
„
exp
ˆ
´ 2t
2
|nm,k,n|22
˙
;
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the first inequality follows from Markov’s inequality; the second one is due to [7, Proposi-
tion 20.6] and [35, Theorem 2]; the last inequality follows from a straightforward calculation
as in [25, Lemma 2.6]. Together with (5.14) and (5.17), we may conclude the proof. 
Given a graph G and a subgraph G1 of G, write G´G1 for the components obtained by
removing all edges and vertices of G1 from G. For all integers k, n with n ě pk ´ 1qℓ, let
Sk,n “ S pTkpnqq “ max t|vpT q| : T P Tpnq ´ Tkpnqu . (5.18)
Lemma 5.12. Let k : NÑ N be such that kpnq “ Ω `n1{100˘ and kpnq “ opnq and restrict
ℓ ě 2. There exists a “ apℓq ą 0 such that, for sufficiently large n,
P
´
Skpnq,n ě n ¨ kpnq´
8
3pℓ`1q
¯
ď a ¨ n´2.
The proof of Lemma 5.12 is deferred to Section 5.6.
Proof of Lemma 5.4. For all n P N, let εn “ kpnq´
1
12pℓ`1q and
Mn “
Q
ε´1n ¨
c
nα
¨ |vpTkpnqpnqq|
U
.
In the remaining proof we fix a large n P N and write k “ kpnq, unless we consider
varying n. With a similar argument as in Proposition 1.3, we find a covering, denoted
by tBn,1, . . . , Bn,Mnu, of pvpTkpnqq, cnα ¨ dgrq, with diameter at most εn. Let An,1 “ Bn,1,
and for i ą 1, let An,i “ Bn,izAn,i´1. Then tAn,1, . . . , An,Mnu forms a disjoint cover of
pvpTkpnqq, cnα ¨ dgrq, with diameter at most εn.
This paragraph follows a similar argument as in [3, Corollary 6.2], and we refer the
reader to that work for omitted details. Recall that dk,n denotes the Le´vy-Prokhorov
distance on pvpTkpnqq, cnα ¨ dgrq. We claim that,
tdk,n pνk,n, νk,nq ą εnu Ă
"
|νk,npAn,jq ´ νk,npAn,jq| ą εn
Mn
for some 1 ď j ďMn
*
;
a quick proof is provided as follows. Suppose that dk,n pνk,n, νk,nq ą εn. Then there exists
a set S Ă vpTkpnqq such that either νk,npSεnq ă νk,npSq ´ εn or νk,npSεnq ă νk,npSq ´ εn.
Since tAn,1, . . . , An,Mnu is a disjoint cover of Tkpnq, there exists j such that either
νk,npSεn XAn,jq ă νk,npS XAn,jq ´ εn{Mn or
νk,npSεn XAn,jq ă νk,npS XAn,jq ´ εn{Mn.
So SXAn,j ‰ H. Since the diameter of An,j is at most εn, we have An,j Ă Sεn . So, either
νk,npAn,jq ă νk,npAn,jq ´ εn{Mn or νk,npAn,jq ă νk,npAn,jq ´ εn{Mn.
Hence the claim.
Next, let as before
Fn “
!ˇˇˇ
Ckpnq ´ kpnq
1
ℓ`1
ˇˇˇ
ă 10kpnq 1ℓ`1´ 14
)č!ˇˇˇ c
nα
¨ |vpTkpnqpnqq| ´ Ckpnq
ˇˇˇ
ă 1
)
,
and note that it follows from Lemma 4.1 and Lemma 4.4 that, for sufficiently large n,
P pFnq ą 1´ 2e´kpnq1{2{4 ´ 2 exp
˜
´ 1 ¨ n
α
32ckpnq 1ℓ`1
¸
´ e´kpnq1{3 ą 1´ 2e´kpnq1{3 . (5.19)
We now easily obtain that
P pdk,n pνk,n, νk,nq ą εn, Fnq
ď P
ˆ
|νk,npAn,jq ´ νk,npAn,jq| ą εn
Mn
for some 1 ď j ďMn, Fn
˙
. (5.20)
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On the event Fn, we have
Mn ď mn :“
Q
ε´1n
!
1` kpnq 1ℓ`1
´
1` 10kpnq´ 14
¯)U
“ Θ
´
ε´1n kpnq
1
ℓ`1
¯
.
Furthermore, let Nn “ |vpTpnqq| “ n`tn{ℓu`2, m “ mpnq “ |vpTkpnqq|´pℓ`1qk´1, and
write |nn|2 “
´řm
j“0 n
2
ij
¯1{2
; nn here is nm,k,n in Lemma 5.11. Set t “ εnNn2mn and note that
since kpnq “ opn1{3q, it is easily checked that t “ Θ
´
n ¨ kpnq´ 76pℓ`1q
¯
ą 4cpℓ` 1qnαk1{pℓ`1q
for large n and so satisfies the assumption in Lemma 5.11. Applying the bound on Mn
and Lemma 5.11 to (5.20), it follows that
P
´
dkpnq,n pνk,n, νk,nq ą εn
ˇˇˇ
Fn
¯
ď mn ¨ 2E
„
exp
ˆ
´ 2ε
2
nN
2
n
|nn|22 ¨ 4m2n
˙
. (5.21)
Now bound
|nn|22 ď
¨˝
mpnqÿ
j“0
nij
‚˛ max
0ďjďmpnq
nij ď n ¨ Skpnq,n,
where Skpnq,n “ max0ďjďmpnq nij ` 1. Thus,
ε2nN
2
n
|nn|22m2n
“ Ω
ˆ
ε2nn
Skpnq,nm
2
n
˙
“ Ω
˜
n ¨ kpnq´ 73pℓ`1q
Skpnq,n
¸
. (5.22)
Since Fn and Skpnq,n are independent, it then follows from the triangle inequality, (5.21),
(5.22), and Lemma 5.12 that
P
`
dkpnq,n
`
νkpnq,n, νkpnq,n
˘ ą εn, Fn˘
ď P
´
dkpnq,n
`
νkpnq,n, νkpnq,n
˘ ą εn, Skpnq,n ă n ¨ kpnq´ 83pℓ`1q , Fn¯` P´Skpnq,n ě n ¨ kpnq´ 83pℓ`1q¯
“ O
˜
mn ¨ exp
˜
´n ¨ kpnq
´ 7
3pℓ`1q
n ¨ kpnq´ 83pℓ`1q
¸¸
`O `n´2˘
“ O
´
mn ¨ exp
´
´kpnq 13pℓ`1q
¯¯
`O `n´2˘ .
Together with (5.19), we further deduce
P
`
dkpnq,n
`
νkpnq,n, νkpnq,n
˘ ą εn˘ ď P `dkpnq,n `νkpnq,n, νkpnq,n˘ ą εn, Fn˘` P pF cnq
“ O
´
mn ¨ exp
´
´kpnq 13pℓ`1q
¯
` n´2 ` e´kpnq1{3
¯
.
Finally, recalling that mn “ Θ
´
kpnq 1312pℓ`1q
¯
and kpnq “ Ω `n1{100˘, summing over n and
applying the Borel-Cantelli lemma yields the almost sure convergence. 
5.6. Maximal occupation of an infinite-colors Po´lya urn. In this subsection we
prove Lemma 5.12, by viewing sizes of the subtrees as the occupations of a modified
version of infinite-colors Po´lya urn, introduced below.
At time 0, the urn contains b P N black balls and w P N balls of color 1. At time t P N,
a ball is chosen at random from the urn and returned along with an additional ball of
the same color. Additionally, if ℓ divides t and the urn has black balls and balls of color
t1, . . . , pu, then (i) if the chosen ball is black, add a ball of color p` 1; or (ii) if the chosen
ball is non-black, add a ball of the same color as the chosen ball. For each i P N, let
Uipt; b, wq be the number of color-i balls and let U0pt; b, wq be the number of black balls in
the urn after t P N draws. Let Mipt; b, wq “ U1pt; b, wq` ¨ ¨ ¨ `Uipt; b, wq, noticing that the
sum does not include U0pt; b, wq. Let Sipb, wq be the random time that color i appears.
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Recalling the definition (5.18), the key relation between this urn model and the quan-
tities appearing in Lemma 5.12 is
Sk,n :“ max t|vpT q| : T P Tpnq ´ Tkpnqu d“ max
iPN
Ui pn´ kℓ; pℓ` 1qk, 1q .
We prove the lemma by deducing moment bounds of Sk,n from moment bounds of the Ui.
For the moment-bounds on Uipt; b, wq (and Mipt; b, wq), we consider the following auxil-
iary 2-colors Po´lya urn, which is equivalent to the above urn by regarding color 1 as white
and t2, 3, . . .u-colors as black. At time 0, the urn contains b P N black balls and w P N
white balls. At time t P N, a ball is chosen at random from the urn and returned along
with an additional ball of the same color. Additionally, if ℓ divides t, then an additional
ball of the chosen color is added. Let W pt; b, wq be the number of white balls in the urn
after t draws.
Fact 5.13. Fix b, w, i P N. Write Mjp¨q “ Mjp¨; b, wq, Ujp¨q “ Ujp¨; b, wq, and Sj “
Sjpb, wq, for all j P N. Given Si, for integer t ą Si,
E
“
Miptq
ˇˇ
Si,U0pSiq,MipSiq
‰ d“W pt´ Si;U0pSiq,MipSiqq (5.23)
and
E
“
Uiptq
ˇˇ
Miptq,MipSiq
‰ d“W pMiptq ´MipSiq;MipSiq ´ 1, 1q . (5.24)
Fact 5.13 can be shown similarly as for Lemma 5.7 so we omit the proof.
Lemma 5.14. Fix b, w P N. For all non-negative integers t and p, there exists fp,ℓ ą 0
not depending on b, w such that
E rW pt; b, wqps ď fp,ℓwp ¨
ˆ
1` t
αpb` wq
˙p
¨
"
1` log
ˆ
1` t
αpb` wq
˙*
“: dt,p. (5.25)
Proof. Write nj “ b ` w ` j ` tj{ℓu and Wj “ W pj; b, wq for all non-negative integer j.
Since for all t P N,
E
“
Wt
ˇˇ
Wt´1
‰ “ Wt´1
nt´1
¨ `Wt´1 ` 1` 1rℓ|ts˘` nt´1 ´Wt´1
nt´1
¨Wt´1,
it follows that, for all p P N and some positive constants e1p, ep only depending on p (noting
that Wt ě 1 for all t),
E
“
W
p
t
ˇˇ
Wt´1
‰
“ Wt´1
nt´1
¨  pWt´1 ` 1qp ¨ 1rℓ∤ts ` pWt´1 ` 2qp ¨ 1rℓ|ts(` nt´1 ´Wt´1
nt´1
¨W pt´1
“ Wt´1
nt´1
¨ “pWt´1 ` 1qp ` 1rℓ|ts ¨ tpWt´1 ` 2qp ´ pWt´1 ` 1qpu‰` nt´1 ´Wt´1
nt´1
¨W pt´1
ď W pt´1 `
W
p
t´1
nt´1
¨  pWt´1 ` 1qp1` 1{Wt´1qp´1 ` p ¨ 1rℓ|ts ¨ p1` 2{Wt´1qp´1 ´Wt´1(
ď W pt´1 `
W
p
t´1
nt´1
¨
"
pWt´1 ` 1q
ˆ
1` p´ 1
Wt´1
` e
1
p
W 2t´1
˙
` p ¨ 1rℓ|ts ¨
ˆ
1` e
1
p
Wt´1
˙
´Wt´1
*
ď W pt´1 ¨
ˆ
1` pp1` 1rℓ|tsq
nt´1
˙
`W p´1t´1 ¨
ep
nt´1
. (5.26)
Next, we use induction on p to prove the bound (5.25). Clearly (5.25) is true for p “ 0.
Now assume that it holds for p ´ 1 where p P N and for all non-negative integer t. We
are to show that it also holds for p. Averaging (5.26) over Wt´1 and using the induction
hypothesis yields that, for all t P N,
E rW pt s ď E
“
W
p
t´1
‰ ¨ˆ1` pp1` 1rℓ|tsq
nt´1
˙
` dt´1,p´1 ¨ ep
nt´1
,
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recalling the definition of dt´1,p´1 from (5.25). For m ď t, let
γm,t´1 “
t´1ź
j“m
ˆ
1` pp1` 1rℓ|pj`1qsq
nj
˙
,
where
śt´1
j“tp¨q :“ 1. Applying the inequality above recursively, we find
E rW pt s ď wpγ0,t´1 `
t´1ÿ
i“0
di,p´1ep
ni
γi`1,t´1. (5.27)
To bound and simplify γm,t´1, write t
1 “ t t
ℓ
u, m1 “ tm
ℓ
u and using the inequality 1`x ď ex
for all x P R,
γm,t´1 ď
t´1ź
j“ℓm1
ˆ
1` pp1` 1rℓ|pj`1qsq
nj
˙
ď
t1ź
r“m1
ˆ
1` 2p
b` w ` rpℓ` 1q
˙ t1ź
s“m1
ℓ´1ź
j“1
ˆ
1` p
b` w ` spℓ` 1q ` j
˙
ď
t1ź
r“m1
ˆ
1` 2p
b` w ` rpℓ` 1q
˙ t1ź
s“m1
ˆ
1` p
b` w ` spℓ` 1q ` 1
˙ℓ´1
ď exp
˜
2p
t1ÿ
r“m1
1
b` w ` rpℓ` 1q
¸
¨ exp
˜
ppℓ´ 1q
t1ÿ
s“m1
1
b` w ` spℓ` 1q ` 1
¸
ď exp
˜
ppℓ` 1q
t1ÿ
r“m1
1
b` w ` rpℓ` 1q
¸
.
Since
şa
0
dx
γ`βx “ 1β log
´
1` aβ
γ
¯
, t1 ď t
ℓ
, and (using b ` w ě 1) there is a constant f 1ℓ not
depending on b, w,m, t such that
αpb` wq `m
αpb` wq ` ℓm1 ď f
1
ℓ,
the inequalities above give, for some positive constant f 1p,ℓ,
γm,t´1 ď f 1p,ℓ
ˆ
b` w ` t1pℓ` 1q
b` w `m1pℓ` 1q
˙p
ď f 1p,ℓ
ˆ
αpb` wq ` t
αpb` wq `m
˙p
. (5.28)
Now, since ni “ b` w ` i` ti{ℓu and
di,p´1 “ fp´1,ℓwp´1 ¨
ˆ
1` i
αpb` wq
˙p´1
¨ log
ˆ
1` i
αpb` wq
˙
,
we have
t´1ÿ
i“0
di,p´1ep
ni
γi`1,t´1
ď `fp´1,ℓepf 1p,ℓ˘ ¨ wp ¨ ˆ1` tαpb` wq
˙p
¨
t´1ÿ
i“0
ˆ
αpb` wq
αpb` wq ` i
˙ log ´1` i
αpb`wq
¯
ni
ď `fp´1,ℓepf 1p,ℓ˘ ¨ wp ¨ ˆ1` tαpb` wq
˙p
¨ log
ˆ
1` t
αpb` wq
˙
, (5.29)
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where we have used again logp1` xq ď x and that the sum is bounded by the appropriate
integral. Combining (5.27), (5.28) with m “ 0, and (5.29) implies that there is a constant
fp,ℓ such that
E rW pt s ď fp,ℓ ¨ wp ¨
ˆ
1` t
αpb` wq
˙p
¨
"
1` log
ˆ
1` t
αpb` wq
˙*
,
and now (5.25) follows by induction. 
Lemma 5.15. Fix b, w, p, i P N. There is a constant gp,ℓ independent of b, w, t such that
for t ě iℓ
E rUipt; b, wqps ď gp,ℓ
ˆ
αpb` wq ´ 1` t
αpb` wq ´ 1` iℓ
˙p`1
.
Proof. Write Mjp¨q “ Mjp¨; b, wq, Ujp¨q “ Ujp¨; b, wq, and Sj “ Sjpb, wq, for all j P N. It
follows from (5.24) and (5.25) that for all t ě 1 (note that the inequality trivially holds
for t ď Si),
E
“
Uiptqp
ˇˇ
Miptq,Si,MipSiq,U0pSiq
‰
ď fp,ℓ
ˆ
1` Miptq ´MipSiq
αMipSiq
˙pˆ
1` log
ˆ
1` Miptq ´MipSiq
αMipSiq
˙˙
ď g1p,ℓ
ˆ
Miptq
MipSiq
˙p`1{2
,
where the last inequality follows from α ď 1{2 and Miptq ě MipSiq, logpxq ď
?
x for
x ě 1, and g1p,ℓ ě 1 (WLOG) is a constant. Averaging over Miptq and using Jensen’s
inequality then yields
E
“
Uiptqp
ˇˇ
Si,MipSiq,U0pSiq
‰ ď g1p,ℓ
MipSiqp`1{2
¨ E
”
Miptqp`1
ˇˇˇ
Si,MipSiq,U0pSiq
ı p`1{2
p`1
.
Furthermore, applying (5.23) and (5.25), we have for t ě Si,
E
“
Miptqp`1
ˇˇ
Si,MipSiq,U0pSiq
‰
ď fp`1,ℓMipSiqp`1 ¨
ˆ
1` t´ Si
αpU0pSiq `MipSiqq
˙p`1
ˆ
ˆ
1` log
ˆ
1` t´ Si
αpU0pSiq `MipSiqq
˙˙
.
Now, since Si ě iℓ and U0pSiq `MipSiq “ b`w` Si ` tSi{ℓu is the total number of balls
in the urn at time Si, we have for t ě iℓ and some positive constant g2p,ℓ,
E
”
Miptqp`1
ˇˇˇ
Si,MipSiq,U0pSiq
ı
ď g2p,ℓMipSiqp`1 ¨
ˆ
αpb` wq ´ 1` t
αpb` wq ´ 1` iℓ
˙p`3{2
.
Altogether,
E
“
Uiptqp
ˇˇ
Si,U0pSiq,MipSiq
‰
ď gp,ℓ
MipSiqp`1{2
¨
˜
MipSiqp`1 ¨
ˆ
αpb` wq ´ 1` t
αpb` wq ´ 1` iℓ
˙p`3{2¸ p`1{2p`1
ď gp,ℓ
ˆ
αpb` wq ´ 1` t
αpb` wq ´ 1` iℓ
˙p`1
.
Since the bound does not depend on Si, U0pSiq, or MipSiq, the lemma follows. 
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Proof of Lemma 5.12. Given b, w, p P N, it follows from a union bound, Markov’s in-
equality, and Lemma 5.15 that for any x ą 0,
P
ˆ
max
iPN
Uipt; b, wq ě t{x
˙
ď
ř
iPN E rUipt; b, wqps
tp{xp
ď gp,ℓx
p
tp
ÿ
1ďiďtt{ℓu
ˆ
αpb` wq ´ 1` t
αpb` wq ´ 1` iℓ
˙p`1
ď gp,ℓx
p
tp
¨ pαpb` wq ´ 1` tq
p`1
ℓ
ż t
0
1
pαpb` wq ´ 1` xqp`1dx
ď gp,ℓx
ppαpb ` wq ´ 1` tqppαpb ` wq ´ 1qt´1 ` 1qp
ℓppαpb` wqqp
ď gp,ℓx
ppαpb ` wq ´ 1` tqpt´1 ` pαpb` wqq´1qp
ℓp
Next, note that for any k, n P N with n ě kℓ,
Sk,n :“ max t|vpT q| : T P Tpnq ´ Tkpnqu d“ max
iPN
Ui pn´ kℓ; pℓ` 1qk, 1q .
Then, for any p P N and for sufficiently large pn ´ kℓq, taking t “ n´ kℓ and x “ k 83pℓ`1q
in the above inequalities and recalling that k “ opnq yields
P
ˆ
Sk,n ě n´ kℓ
k
8
3pℓ`1q
˙
“ O
´
k
8p
3pℓ`1q
´p ¨ n
¯
Now using that kpnq “ Ω `n1{100˘, ℓ ě 2, and fixing p ě 9000pℓ ` 1q, we have
P
´
Skpnq,n ě n ¨ kpnq´
8
3pℓ`1q
¯
“ Opn´2q. 
6. Proofs for generalized gamma distributions
Proof of Lemma 4.1. For all ε P p0, 3{7s, ´ ε
3
` ε2
4
´ ε3
5
` ¨ ¨ ¨ ă ε
3
` ε2
4
` ε3
5
` ¨ ¨ ¨ ď
ε
3
` ε2
3
` ¨ ¨ ¨ “ ε
3p1´εq ď 14 , so p1 ´ εq´k “ e´k logp1´εq “ e
k
´
ε` ε
2
2
` ε
3
3
`¨¨¨
¯
ď ek
´
ε` 3ε
2
4
¯
,
and p1 ` εq´k “ e´k logp1`εq “ ek
´
´ε` ε
2
2
´ ε
3
3
`¨¨¨
¯
ă ek
´
´ε` 3ε
2
4
¯
. Next, let E1, E2, . . . be
independent Exponentialp1q-variables. For k P N, we may write Ck “ pE1 ` ¨ ¨ ¨ ` Ekq
1
ℓ`1 .
By Markov’s inequality and the previous derivation, for all k P N and ε P p0, 3{7s,
P
´
Cℓ`1k ´ k ě εk
¯
ď e
´εk
`
E
“
eεE1
‰˘k
eε
2k
“ e´εk´ε2k ¨ p1´ εq´k
ď e´εk´ε2k ¨ eεk`3ε2k{4 “ e´ε2k{4.
Similarly, for ε P p0, 3{7s, P
´
k ´ Cℓ`1k ě εk
¯
ď e
εkpEre´εE1sqk
eε
2k
ď eεk´ε2k ¨ p1 ` εq´k ď
eεk´ε
2k ¨ e´εk`3ε2k{4 “ e´ε2k{4. Now, take ε “ k´1{4. For k “ ε´4 ě p7{3q4, the bounds
above and the triangle inequality imply P
´ˇˇˇ
Cℓ`1k ´ k
ˇˇˇ
ě k3{4
¯
ď 2e´ε2k{4 “ 2e´k1{2{4. 
Corollary 6.1. For all integer k ě p7{3q4, with probability greater than 1´ 2e´k1{2{4,
k´
1
ℓ`1 ¨
ˆ
1´ 2
ℓ` 1 ¨ k
´ 1
4
˙
ă 1
Ck
ă k´ 1ℓ`1 ¨
ˆ
1` 2
ℓ` 1 ¨ k
´ 1
4
˙
.
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Proof. It follows from Lemma 4.1 that, for large enough k P N, P
´ˇˇˇ
Cℓ`1k ´ k
ˇˇˇ
ě k3{4
¯
ď
2e´k
1{2{4. So with probability greater than 1´ 2e´k1{2{4,
k
´ 1
ℓ`1 ¨
´
1` k´1{4
¯´ 1
ℓ`1 ă 1
Ck
ă k´ 1ℓ`1 ¨
´
1´ k´1{4
¯´ 1
ℓ`1
.
Taylor expansion then yields that´
1´ k´1{4
¯´ 1
ℓ`1 “ 1` 1
ℓ` 1k
´1{4 ` 1
ℓ` 1
ˆ
1` 1
ℓ` 1
˙
k´1{2
2!
` ¨ ¨ ¨ .
For the rest of the proof we assume that k ą p3{2q4, then p1 ` 1
ℓ`1qk´1{4 ă 1. It follows
that
`
1´ k´1{4˘´ 1ℓ`1 ă 1` 2
ℓ`1 ¨ k´1{4. Similarly,
`
1` k´1{4˘´ 1ℓ`1 ą 1´ 2
ℓ`1 ¨ k´1{4. 
Proof of Corollary 4.2. Without loss of generality, assume that ℓ divides n. Since
kpnqα “ opnα´1{4q, it follows from Lemma 4.1 and Corollary 6.1 that, with probabil-
ity greater than 1 ´ 2
n{ℓř
m“kpnq
e´m
1{2{4, for sufficiently large n we simultaneously haveˇˇˇ
Ckpnq ´ kpnq
1
ℓ`1
ˇˇˇ
ă 10kpnq 1ℓ`1´ 14 and
n{ℓÿ
m“kpnq
1
Cm
ą
n{ℓÿ
m“kpnq
m´
1
ℓ`1 ´ 2
ℓ` 1
n{ℓÿ
m“kpnq
m´
1
ℓ`1
´1{4
ě 1
α
¨
!´n
ℓ
¯α ´ kpnqα)´ 2
ℓ` 1 ¨
1
α´ 1{4 ¨
"´n
ℓ
¯α´1{4 ´ kpnqα´1{4*
ě 1
α
¨
´n
ℓ
¯α
´ 5
n1{4
¨
´n
ℓ
¯α
,
and
řn{ℓ
m“kpnq
1
Cm
ă 1
α
¨ `n
ℓ
˘α ` 5
n1{4
¨ `n
ℓ
˘α
. 
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