Abstract To reflect the uncertainties of a hydrological model in simulating and forecasting observed discharges according to rainfall inputs, the estimated result for each time step should not be just a point estimate (a single numerical value), but should be expressed as a prediction interval, i.e. a band defined by the prediction bounds of a particular confidence level α. How best to assess the quality of the prediction bounds thus becomes very important for understanding the modelling uncertainty in a comprehensive and objective way. This paper focuses on seven indices for characterizing the prediction bounds from different perspectives. For the three case-study catchments presented, these indices are calculated for the prediction bounds generated by the generalized likelihood uncertainty estimation (GLUE) method for various threshold values. In addition, the relationships among these indices are investigated, particularly that of the containing ratio (CR) to the other indices. In this context, three main findings are obtained for the prediction bounds estimated by GLUE. Firstly, both the average band-width and the average relative band-width are seen to have very strong linear correlations with the CR index. Secondly, a high CR value, a narrow band-width, and a high degree of symmetry with respect to the observed hydrograph, all of which are clearly desirable properties of the prediction bounds estimated by the uncertainty assessment methods, cannot all be achieved simultaneously. Thirdly, for the prediction bounds considered, the higher CR values and the higher degrees of symmetry with respect to the observed hydrograph are found to be associated with both the larger band-widths and the larger deviation amplitudes. It is recommended that a set of different indices, such as those considered in this study, be employed for assessing and comparing the prediction bounds in a more comprehensive and objective way.
and also in measured discharge records used for calibrating models, model structure, and the determination of model parameters (Beven & Binley, 1992; Beven, 2006; Pappenberger & Beven, 2006; Montanari, 2007; Smith et al., 2008) . Many methods have been proposed and tested for assessing and expressing this modelling uncertainty which involve analysis of the various possible causes contributing to the uncertainty. These include: the GLUE methodology (Beven & Binley, 1992) , the ensemble Kalman filter (Evensen, 1994; Moradkhani et al., 2005a) , the BaRE algorithm (Thiemann et al., 2001) , the SCEM-UA method (Vrugt et al., 2003) , the DYNIA method (Wagener et al., 2003) , the ensemble method Georgakakos et al., 2004; Marshall et al., 2006; Vrugt & Robinson, 2007) , and the particle-filtering approach (Moradkhani et al., 2005b; Smith et al., 2008) . Despite these advances in the study of uncertainty in hydrology and water resources, it should be borne in mind that the above-mentioned uncertainty assessment methods could bring additional uncertainties into the application. As forms of mathematical models, they too are subject to errors or uncertainties in their underlying assumptions and structure, as well as in the determination of parameters. It follows that their uncertainty assessment indices must also reflect such uncertainties.
In these uncertainty assessment methods, the output of the hydrological modelling exercise for each time step is no longer simply a single numerical value (point estimate) of discharge or stage, but rather an interval defined by the prediction bounds obtained under a certain confidence level α (0 < α < 1), so as to reflect the uncertainties in simulating and forecasting discharge using rainfall or other exogenous inputs. In such circumstances, the analysis of the prediction bounds obtained and the assessment of the quality of those bounds thus become an integral part of the modelling uncertainty study and are very important for understanding the modelling uncertainty in a comprehensive and objective manner. Just as many indices have been proposed and applied to assess the simulation accuracy of hydrological models (Legates & McCabe, 1999) ; some indices are also required to analyse and assess the prediction bounds generated by the various uncertainty methods.
Apart from their use in describing the properties of the prediction bounds of hydrological models, such indices can also serve as criteria for comparing the prediction bounds generated from different uncertainty assessment methods or schemes. With so many methods proposed for assessing hydrological modelling uncertainty, it is generally recognized that different uncertainty assessment methods, or even different parameter settings of the same uncertainty assessment method, will give different prediction bounds for the same problem being studied and for the same confidence level α. In comparing such different generated prediction bounds, their most desirable characteristics, expressed through indices, need to be identified. Such characteristics include the following: (a) A high containing ratio, i.e. the percentage of the observed discharges that are enveloped by the prediction bounds should be high. Intuitively, this is probably the most basic requirement for the prediction bounds. (b) A narrow average band-width of the prediction bounds. The narrower the band-width, the more closely the prediction bounds reflect the physical constraints of the investigated problem and the more effectively the method utilizes the important uncertainty information, thus rendering it more relevant and useful in assessing the uncertainty involved. Prediction bounds having an excessively large average band-width, while almost completely enveloping the observed discharges, will have little practical value. (c) A high degree of symmetry of the prediction bounds with respect to the observed discharge hydrograph. This high symmetry requirement means that, in the case where the average value of the lower and upper prediction bounds at each time step is subsequently to be adopted as the point forecast for the discharge, the efficiency of such forecasting would be comparable to that of an optimized hydrological model. A study of the related literature reveals that the most widely used index for assessing the results of the prediction bounds is that of the containing ratio (CR), i.e. the ratio of the number of the observed discharges enveloped by its prediction bounds to the total number of the observed discharges, expressed as a percentage (Beven & Binley, 1992; Freer et al., 1996; Montanari, 2005; Beven et al., 2008; Xiong & O'Connor, 2008) . In some studies, the width (or spread) of the interval defined by the prediction bounds is used as an index to describe the properties of the prediction bounds (Blasone et al., 2008a; Olsson & Lindström, 2008) . However, surprisingly, there appears to be no established index to represent the degree of symmetry of the prediction bounds with respect to the observed discharge hydrograph.
Appropriate indices are essential for the proper analysis and evaluation of the prediction bounds, which are the output of the uncertainty assessment methods, and for selecting the best among different alternative methods or schemes. Exploring this theme, the objectives of the present study are to: (a) compile and present a set of potentially useful indices, (b) explore their meanings in terms of the desirable prediction bound characteristics they reflect, (c) evaluate their performances in three quite different case studies, and, finally, (d) investigate any possible relationships between these indices. In pursuit of these objectives, the GLUE method (Beven & Binley, 1992) is chosen for producing the prediction bounds for a given hydrological model and data, as it is one of the most widely-used uncertainty assessment methodologies, as well as being one of the simplest to implement. This paper is organized as follows. Firstly, seven indices are presented in turn, including their definitions and meanings. Among these, some new indices, namely, the two indices of average asymmetry degree: the index of average deviation amplitude and its dimensionless variant, the average relative deviation amplitude, are proposed in this paper. The other three indices have been widely used, directly or indirectly, in other studies. Secondly, the GLUE methodology, as applied in this study, is outlined. Thirdly, the chosen deterministic hydrological model, the SMAR conceptual model, is briefly described. Fourthly, the seven indices are applied to assess the prediction bounds of the SMAR model obtained by GLUE on three catchments, as case studies, one located in Ireland and the other two in China, and possible relationships between the indices are investigated. In particular, the relationships of the index of the containing ratio (CR) to the other indices are analysed. Finally, the main findings are discussed, some conclusions drawn and a recommendation made.
INDICES FOR ASSESSING THE PREDICTION BOUNDS
In this paper, the observed discharge series on a catchment is denoted by Q i (i = 1, 2, …, N), where i denotes time and N is the length of the series. The prediction bounds of discharges, as estimated by any chosen uncertainty assessment method for the given hydrological model and data, are denoted by [q i l , q i u ], where q i l and q i u represent the lower and upper prediction bounds of discharge, respectively. Normally, the prediction bounds [q i l , q i u ] are associated with a particular confidence level α. In total, seven indices for assessing the prediction bounds are considered. These are defined as follows.
Containing ratio (CR)
The containing ratio, referred to earlier, is defined as the ratio of the number of observed discharges enveloped by its prediction bounds to the total number of the observed discharges, expressed as a percentage. Since the emergence of the GLUE method (Beven & Binley, 1992) , this index is probably most widely used for measuring the goodness of the prediction bounds. Clearly, the larger the value of CR, the greater is the proportion of the observed discharge points that fall within the interval defined by the prediction bounds. A high CR for the estimated prediction bounds is always the goal. The unattainable ideal value for CR is 100%, which would indicate that the whole observed discharge hydrograph lies within the band formed by the lower and upper prediction bound trajectories.
Average band-width (B)
The average band-width, B, of the prediction bounds for the whole discharge series is defined as:
where b i is the band-width of the prediction bounds for the discharge at time i. For a given confidence level α, it is best that the band-width of the prediction bounds be as narrow as possible, so as to capture the most important information about the modelling uncertainty and thus become more relevant and useful with respect to the forecasting issues of the corresponding catchments.
Average relative band-width (RB)
The value of B calculated by equation (1) will have the same dimensions as the discharge. On occasion, to facilitate the comparison of results of the prediction bounds on different catchments, it is necessary to eliminate the impact of discharge magnitude on the band-width of the prediction bounds. For this purpose, a dimensionless index, the average relative band-width of the prediction bounds, denoted by RB, is defined as:
where rb i is the ratio of the band-width of the prediction bounds at time i to the corresponding observed discharge.
Two indices of average asymmetry degree
The CR and B (or spread) of the prediction bounds have been extensively used, separately or together, as criteria to assess the estimated prediction bounds (Montanari, 2005; Xiong & O'Connor, 2008; Blasone et al., 2008a; Olsson & Lindström, 2008) . However, rarely has there been consideration of an index for assessing the geometric structure of the band formed by the lower and upper prediction bound trajectories. Desirable prediction bounds should possess a high degree of symmetry. Thus, not only should the prediction bounds envelope the observed discharges, but the difference between the lower prediction bound and the observed discharge should be approximately equal to the difference between the upper prediction bound and the observed discharge. However, due to the nonlinearity of the hydrological processes and the hydrological model structure employed, it is only to be expected that the estimated prediction bounds would be asymmetrical with respect to the observed discharges. Recognizing this, our more modest and realistic aim is to have the asymmetry degree of the prediction bounds with respect to the observed hydrograph as small as possible. Satisfaction of this symmetry condition would practically ensure that, in the case of the average value of the lower and upper prediction bounds at each time step being adopted as the point forecast, it would prove to be a reasonably accurate and robust estimator. Based on the above description of the requirements of the geometric structure of the prediction bounds, two indices for assessing the average asymmetry degree of the prediction bounds with respect to the observed hydrograph are proposed. The first such index, which is denoted by S, is defined as:
for:
with:
where s i , expressing the asymmetry degree of the prediction bounds with respect to the corresponding observed discharge, is a function of h i , which is defined as the ratio of the difference between the upper limit, q i u and the observed discharge, Q i to the actual band-width, b i . As the value of s is determined by that of h, it is necessary to understand clearly how h varies under different scenarios of the location of the observed discharge hydrograph with respect to the prediction bounds. The three possible scenarios (see Fig. 1 ) are defined below.
In Case (a), as shown in Fig. 1(a) , where the Q values lie between the corresponding upper bounds q u and the lower bounds q l (i.e. q l < Q < q u ), h will take on values between 0 and 1, with s taking values between 0 and 0.5. If the prediction bounds were completely symmetrical around Q, which is the ideal case, such that Q was equal to the middle point value of prediction bounds, this value being defined as q m = (q l + q u )/2, then we would have h = 0.5 and s = 0 at each time step. Hence, the closer the q m values are to their respective Q values, the closer will be the corresponding h values to 0.5 and the respective s values to zero, such that the average s value, denoted by the index S (equation (5)), is also close to zero, indicating almost perfect symmetry of the bounds about the discharge hydrograph.
In Case (b), as shown in Fig. 1(b) , where the observed discharges Q lie below the lower bounds q l (i.e. Q ≤ q l < q u ), each h will have a value greater than or equal to unity and each corresponding s will have a value larger than or equal to 0.5. Thus, the smaller Q is relative to q l , the greater the value of h will be relative to unity and, correspondingly, the more the s value will exceed 0.5, which, if it persists along the hydrograph record, reflects greater asymmetry of the prediction bounds about the observed hydrograph.
In Case (c), as shown in Fig. 1(c) , where the observed discharges Q lie above the upper bounds q u (i.e. q l < q u ≤ Q), each h will have a value less than or equal to zero and s ≥ 0.5. Thus, the larger Q is relative to q u , the greater will be the negative value of the corresponding h and hence the more the value of s will exceed 0.5, which, if it persists along the hydrograph record, reflects greater asymmetry of the prediction bounds about the observed hydrograph.
It follows that an average asymmetry degree index value S < 0.5 would indicate that, on average, the hydrograph lies within the prediction bounds. In the completely symmetrical scenario, which is the ideal case, the value of S would be zero. The larger the value of S, the more asymmetrical the prediction bounds are around the observed discharge hydrograph.
The second index for assessing the average asymmetry degree of the prediction bounds with respect to the observed hydrograph, denoted by T, is defined as:
The variations of the t i values depend on the location of the observed discharge hydrograph with respect to the prediction bounds, which can also be understood by analysing the three scenarios in Fig. 1 . In the case of Fig. 1(a) , it is expected that 0 ≤ t < 1, with t = 0 when the value of Q is equal to the average of the lower and upper prediction bounds. In both the cases of Fig. 1(b) and (c), the value of t will be no less than unity. The larger the value of T, the more asymmetrical the prediction bounds are around the observed discharge hydrograph. Fig. 1 Three possible scenarios for the location of the observed discharges with respect to the prediction bounds.
Average deviation amplitude (D)
As noted earlier, due to the nonlinearity of the hydrological processes and the hydrological model structure employed, the estimated prediction bounds are generally asymmetric with respect to the observed discharges and the middle point of the prediction bounds will normally deviate from the corresponding observed discharge. To quantify the actual discrepancy between the trajectory consisting of the middle points of the prediction bounds and the observed discharge hydrograph, an ancillary index, the average deviation amplitude of the prediction bounds from the observed discharge hydrograph, and denoted by D, is defined as:
where d i is the deviation of the middle point of the prediction bounds from the corresponding observed discharge. It can easily be shown that the deviation d i is simply the product of the bandwidth b i and the asymmetry degree s i .
Average relative deviation amplitude (RD)
To eliminate the impact of discharge magnitude on the value of the index of average deviation amplitude, its dimensionless variant, called the relative average deviation amplitude and denoted by RD, is defined as:
where rd i is the relative deviation of the mid-point of the prediction bounds from the corresponding observed discharge at time i. It can easily be shown also that the relative deviation rd i is simply the product of the relative band-width rb i and the asymmetry degree s i .
THE GLUE METHOD
Since its appearance in the early 1990s (Beven & Binley, 1992) , the GLUE method has become one of the most widely used and studied uncertainty assessment methods (Freer et al., 1996; Cameron et al., 1999; Aronica et al., 2002; Blazkova & Beven, 2002; Montanari, 2005; Heidari et al., 2006; Mantovan & Todini, 2006; McMichael et al., 2006; Beven et al., 2008; Blasone et al., 2008a,b; Xiong & O'Connor, 2008; Stedinger et al., 2008) . Despite its popularity, there are still some critical problems facing GLUE, such as: the efficiency of its prediction bounds in enveloping the observations, the subjectivity in choosing the threshold value for defining behavioural parameter sets, and the definition of likelihood measures. These problems have led to some indepth appraisal of the GLUE methodology (Montanari, 2005; Mantovan & Todini, 2006; Xiong & O'Connor, 2008; Stedinger et al., 2008) . For the selected hydrological model and the hydrological data of the watershed under investigation, the two main steps in GLUE to estimate the prediction bounds for the discharges are as follows: Firstly, generate an adequate number (M) of "behavioural parameter sets". In this context, a behavioural parameter set is defined as a set of model parameter values that can produce the simulated runoff series whose likelihood value is larger than a given threshold value, TH. The likelihood measure often chosen is the Nash-Sutcliffe efficiency index R 2 (Nash & Sutcliffe, 1970) . Secondly, estimate the prediction bounds of discharge for each time step, given the model input and the selected confidence level α. The prediction bounds are obtained by analysing the M different estimates of the same discharge. These M different estimates are ranked in an ascending order, each being assigned a weight equal to the likelihood value of the corresponding parameter set, and the prediction bounds are then obtained by interpolation from the cumulative probability distribution constructed for the ranked discharge estimates. For the chosen confidence level α (0 < α < 1), the lower prediction bound q l is the percentile corresponding to [(1 -α)/2]·100%, while the upper prediction bound q u is the percentile corresponding to [(1 -α)/2]·100%. The value of the confidence level α is often determined arbitrarily; e.g. a value of 80% was adopted by Xiong & O'Connor (2008) , 90% by McMichael et al. (2006) , and 95% by both Montanari (2005) and Beven et al. (2008) . Although the value of the confidence level α is determined somewhat arbitrarily, it should be noted that the prediction bounds generated for a larger confidence level will always have a wider band-width than that for a smaller confidence level.
THE SMAR MODEL
The hydrological model adopted in this study is the SMAR model, a well-developed conceptual rainfall-runoff model (Kachroo & Liang, 1992; Tan & O'Connor, 1996; Xiong et al., 2001; Fazal et al., 2005) . The SMAR model structure and the physical processes it represents are displayed in Fig. 2 . Its hydrological concepts are explained briefly below.
In the SMAR model, the catchment is represented by a stack of horizontal soil storage layers, with the total water storage depth of these layers being denoted by the parameter Z. The potential evaporation rate (PE) is obtained by multiplying the reference evaporation E by a parameter F which has a value less than 1. Evaporation can occur from the soil layers when the rainfall depth R (if any) is smaller than PE. Any evaporation from the first layer occurs to meet the remaining evaporation capacity (PE -R). After the depletion of the entire water depth in the first layer, any evaporation from the second layer occurs at the rate of the remaining evaporation capacity multiplied by the parameter C, which also has a value less than 1. On the depletion of the water depth of the second layer, any subsequent evaporation from the third layer occurs at the rate of the remaining evaporation capacity multiplied by C 2 , and so on. Runoff can be generated if R exceeds PE. The total surface runoff, r s , consists of three components, r 1 , r 2 and r 3 . The direct runoff component, r 1 , is a fraction H′ of the excess rainfall Χ = R -PE. The infiltration-excess runoff component r 2 is generated if the remainder of the excess rainfall, X -r 1 , exceeds the maximum infiltration capacity, denoted by the parameter Y. The remaining excess rainfall, after subtraction of r 1 and r 2 , replenishes each soil layer from the first (i.e. top) layer downwards until either the excess rainfall is exhausted or all the layers are full. Any still-remaining surplus, after filling the layers, is further divided into two fractions, by a weighting parameter G. The first fraction is the third surface runoff component r 3 , the remaining fraction being the groundwater runoff component r g . The total surface runoff r s (r 1 + r 2 + r 3 ) is routed through a Nash-cascade model, whereas the groundwater runoff component r 3 is routed separately through a single linear reservoir of storage Fig. 2 The structure and the physical processes represented in the SMAR model. coefficient K g . The sum of the outputs of these two routing components is the simulated outflow of the SMAR model.
In total, the SMAR model has nine parameters to be calibrated: the total water storage depth Z; the potential evaporation conversion factor F; the direct runoff factor H; the infiltration capacity Y; the soil evaporation decay coefficient C; the groundwater factor G; the linear reservoir storage coefficient K g ; and the Nash-cascade model parameters N and K.
ANALYSIS OF THE PREDICTION BOUNDS OBTAINED FOR THE KING CATCHMENT
The first of three catchments selected for applying the proposed indices to assess the prediction bounds estimated by the GLUE method is the King catchment, Ireland (Xiong & O'Connor, 2008) . This catchment has an area of 391 km 2 and its climate is of oceanic moderate type. The annual average precipitation depth for the catchment is 963 mm and the annual average runoff is 7.5 m 3 s -1 , which is equivalent to the annual depth of 602 mm. The daily hydrological data include rainfall, pan evaporation and observed discharge. The period 1 January 1992 to 31 December 1996 was adopted as the calibration period, while the remaining period, from 1 January 1997 to 31 December 1997, was taken as the verification period.
The domains of the SMAR model parameters are given as follows: the total water storage depth, Z ∈ [10,300] (mm); the potential evaporation conversion factor, F ∈ [0,1 The values of the GLUE parameters were set as follows: the number, M, of the behavioural parameter sets was initially set at 2000. The value of α was set at 80%. Thus the lower prediction bound q l is the 10th percentile of the cumulative probability distribution curve constructed from M discharge estimates, while the upper prediction bound q u is the 90th percentile of the distribution curve. The most widely-used likelihood measure in the GLUE method for assessing the fitness of the hydrological model parameters in rainfall-runoff modelling, which was adopted in this study also, is the Nash-Sutcliffe efficiency R 2 . The determination of the TH value for choosing the behavioural parameter sets in the GLUE method, expressed as a percentage, is also rather arbitrary. Different TH values will lead to different prediction bounds. Under the given confidence level, to make the prediction intervals of the GLUE method wide enough to contain as many observed runoff values as possible, a low-level threshold value should be set, thus creating as many different runoff prediction scenarios as possible (Freer et al., 1996) . In this paper, the prediction bounds were estimated by GLUE for a number of TH values, varying between 10 and 70%. Then, all the seven indices presented earlier were calculated to assess the resulting prediction bounds. The results of the seven indices in the assessment of GLUE prediction bounds on the King catchment are listed in Table 1 , for both the calibration and verification periods. From Table 1 , it is seen that, as TH is increased, the CR of the estimated prediction bounds decreased, which is inconsistent with the earlier findings of Xiong & O'Connor (2008) . The other indices that also decreased with the increase of TH include B, RB, D and RD. In contrast, as TH is increased, the two indices of average asymmetry degree, i.e. S and T, also increased, as S has a very strong linear relationship with T.
Considering that CR is probably the most widely used index for assessing the prediction bounds generated by the uncertainty assessment methods or schemes, the investigation of possible relationships of the containing ratio to the other indices is a focus of this study. In Fig. 3 , both B and RB are plotted against CR, for both the calibration and verification periods. From Fig. 3 , it is seen that both B and RB have very strong linear correlations with CR, for both the calibration and verification periods. This indicates that, if a high CR value of the prediction bounds is to be achieved, the B of the prediction bounds must be sufficiently wide. In Fig. 4 , the average asymmetry degree, S, and the average deviation amplitude, D, are also plotted against CR, for both the calibration and verification periods. From Fig. 4 , it is found that an increase in CR is accompanied by a decrease in S. This finding indicates that a high symmetry degree (corresponding to a low S value) of the prediction bounds with respect to the observed hydrograph corresponds to a high value of CR. It may also be seen from a higher CR value corresponds to a large deviation of the prediction interval from the observed discharge hydrograph. In Fig. 5 , the two indices of average asymmetry degree, i.e. S and T, are plotted against the average band-width B, for both the calibration and verification periods. It can be seen from Fig. 5 that, as B is increased, both S and T decreased, indicating that a low S (or T) value (i.e. a high degree of symmetry) normally corresponds to a large average band-width of the estimated prediction bounds. According to these analyses of the variations of all seven indices with the threshold value TH in the assessment of the prediction bounds estimated by GLUE for the SMAR model on the King catchment, some important conclusions can be drawn. Firstly, it is very difficult to achieve simultaneously all three of the following very desirable characteristics for the prediction bounds estimated by the uncertainty assessment methods, i.e. a high containing ratio CR, a narrow average band-width B, and a low average asymmetry degree (S or T) with respect to the observed hydrograph. Secondly, for the prediction bounds obtained for this catchment, higher values of CR and of the degree of symmetry with respect to the observed hydrograph are associated with larger values of B and D. 
EFFECTS OF THE NUMBER OF BEHAVIOUR PARAMETER SETS
In the application of the GLUE method, M should be large enough to ensure that the results of the prediction bounds have converged and thus become stable. Normally, a suitable value of M can be determined by trial and error, i.e. by comparison of results obtained for different M values. It was initially set to be 2000 for the King catchment. To investigate if M = 2000 was sufficient to obtain reasonably stable results of the prediction bounds, the study was repeated, with M set to 5000 and all other conditions unchanged. The results are listed in Table 2.  Comparison of Table 2 (a) with Table 1 (a) and of Table 2 (b) with Table 1 (b) shows that the values of all the seven indices calculated for the GLUE prediction bounds for M = 5000 are nearly the same as those obtained for M = 2000. This indicated that M = 2000 was large enough to ensure that the results of the GLUE prediction bounds are stable. Hence, the conclusions concerning these seven indices drawn from the results obtained for M = 5000 are the same as those drawn from the results obtained for M = 2000. For instance, in Fig. 6 , for M = 5000, both B and RB are plotted against the corresponding CR for both the calibration and verification periods and it can be seen that, as in Fig. 3 , both B and RB have very strong linear correlations with CR, for both the calibration and verification periods. 
ANALYSIS OF THE PREDICTION BOUNDS OBTAINED FOR THE QINGJIANG CATCHMENT
The second study catchment is the Qingjiang catchment (Xiong & O'Connor, 2008) . This catchment (area: 15 300 km 2 ) is located in the western part of Hubei Province in central China. It is semi-humid, with an average annual precipitation of 1400 mm and average annual discharge of 440 m 3 s -1 , i.e. about 900 mm in depth. The daily hydrological data include rainfall, pan evaporation and observed runoff. The calibration period was 1 January 1973-31 December 1979, i.e. six years, while the verification period was 1 January 1980-31 December 1980. The domains of the SMAR model parameters were the same as those used earlier for the King catchment, as were the values of the parameters of the GLUE method, i.e. M = 2000 and α = 80%. Again, the likelihood measure used was the Nash-Sutcliffe efficiency R 2 . To assess the prediction bounds generated by GLUE on the Qingjiang catchment, all seven indices were calculated for TH values of between 10 and 70%, for both the calibration and verification periods (Table 3 ). In Table 3 , three different trends can be observed. The indices that decrease with the increase of TH include CR, B, RB and D. However, with the increase of TH, the two indices of average asymmetry degree of the prediction bounds, i.e. S and T, also increased. In the case of the average relative deviation amplitude, RD, its value did not change significantly with TH, particularly in the calibration period.
To demonstrate possible relationships of CR to the other indices of the prediction bounds, B and RB are plotted against CR, for both calibration and verification periods (Fig. 7) . From Fig. 7 , it is seen that both B and RB have very strong linear correlation with CR, for both the calibration and verification periods. In Fig. 8 , S and D are plotted against CR, for both the calibration and verification periods. From Fig. 8 , it can be seen that, with the increase of CR, S decreased but D increased. In Fig. 9 , in which S and T are plotted against B, for both the calibration and verification periods, it can be seen that, as B is increased, both S and T decreased and, conversely, the degree of symmetry of the prediction bounds with respect to the observed hydrograph increased. All these findings concerning the seven indices considered for assessing the prediction bounds of GLUE for the Qingjiang catchment are consistent with those found for the first case study on the King catchment.
ANALYSIS OF THE PREDICTION BOUNDS OBTAINED FOR THE YUDAIHE CATCHMENT
The third study is the Yudaihe catchment, which is a small catchment (area: 433 km 2 ), located in the semi-humid, mountainous southern region of Shaanxi Province in central China. The average annual precipitation is about 1100 mm and average annual discharge is around 10 m In the assessment of the prediction bounds generated by GLUE on the Yudaihe catchment, all seven indices were calculated, for different TH values varying between 10 and 70%. The calculated values of the seven indices are listed in Table 4 . From the table, it is seen that the values of the seven indices are not very sensitive to the change of TH, when TH is not greater than 60%. However, once TH is above 60%, the values of all seven indices become sensitive to the change of TH. By analysing the interrelationships among these indices according to the data in Table 4 , the same conclusions can be drawn as for the King and Qingjiang catchments.
CONCLUSIONS AND DISCUSSION
Seven indices for assessing the prediction bounds estimated by some uncertainty assessment methods or schemes are investigated in this study: the containing ratio, CR; the average bandwidth, B; the average relative band-width, RB; the average asymmetry degree indices, S and T; the average deviation amplitude, D; and its dimensionless variant, the average relative deviation amplitude, RD. The definitions and meanings of these indices are explained in detail. Of these seven indices, S, T, D and RD are introduced in this paper, whereas the other three indices have appeared in previous studies. These seven indices were applied on three catchments, the King catchment, Ireland, and the Qingjiang and Yidaihe catchments, China, to assess the prediction bounds generated by the GLUE method, SMAR being the model selected to simulate the rainfall-runoff relationship of these three catchments. These indices were calculated for the different threshold values, TH, used to select the "behavioural parameter sets" in the GLUE method. The main objective of the analyses was to investigate possible relationships of the containing ratio CR to the other indices considered. The main findings of the study are as follows: 1. Both the average band-width, B, and the average relative band-width, RB, have very strong linear correlations with the containing ratio index, CR. 2. A high containing ratio, a narrow band-width, and high symmetry with respect to the observed hydrograph, which are all desirable qualities for the prediction bounds estimated by the uncertainty assessment methods, cannot be achieved simultaneously. 3. For the prediction bounds, the higher containing ratios and the higher degrees of symmetry with respect to the observed hydrograph are associated with the larger average band-widths and the larger average deviation amplitudes. Apart from the seven indices investigated in this paper, other such indices may also prove suitable for the assessment of the prediction bounds estimated by uncertainty assessment methods or schemes. With the help of such indices, viewed collectively, not only can the characteristics of the prediction bounds be analysed in greater detail but, also, the prediction bounds resulting from different uncertainty assessment methods or schemes can be compared in a more comprehensive and objective way. Accordingly, we recommend that a broad set of such indices be always employed in carrying out such uncertainty assessment exercises. 
