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Tato práce se zabývá rozpoznáváním ručně psaných matematických výrazů pomocí neu-
ronové sítě. V teoretické části jsou rozebrány neuronové sítě, matematická syntaxe, pro-
blematika rozpoznávání ručně psaných matematických výrazů a existující systémy na roz-
poznávání matematických výrazů. Praktická část obsahuje vlastní návrh rozpoznávacího
systému. Každá část (krok) systému je podrobně rozebrána. Další část práce obsahuje testy
provedené na implementovaném rozpoznávacím systému. Výsledky testů jsou rozebrány a
zhodnoceny.
Abstract
This thesis deals with recognition of handwritten mathematical expressions by neural ne-
twork. Neural network, mathematical syntax, issues of handwritten mathematical expressi-
ons and existing mathematical expressions recoginition systems are described in theoretical
part. Practical part includes my own proposal of recognition system. Each part (step) of the
system is analyzed in detail. Next part of thesis contains tests performed by implemented
recognition system. The results are discussed and reviewed.
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Internet prošel rozsáhlým vývojem a velmi vzrostl počet jeho uživatelů. Díky rozmachu
internetu se informace začaly ve velkém vyměňovat v elektronické podobě. To zapříčinilo
rozvoj metod, které získávají data z papírových dokumentů.
Matematické výrazy představují nedílnou součást většiny vědeckých a technických oborů.
Jejich tvorba na počítači je obtížnější než psaní pouhého textu. Výrazy obsahují kromě číslic
také písmena a například znaky řecké abecedy.
Bylo vytvořeno mnoho programů na tvorbu matematických výrazů. První programy
pro psaní matematických výrazů tvořily výraz na základě textového řetězce, ve kterém byla
obsažena klíčová slova určující strukturu výrazu (program LATEX). K ovládání takovýchto
programů je potřeba trénink a praxe. Dalším typem editorů matematických výrazů jsou
šablonovité. Po vybrání šablony z panelu nástrojů se hodnoty vepisují do připravených
obdélníčků (typickým zástupcem je MS Equation Editor, který je obsažen v MS Word).
Jiným přístupem k problematice psaní matematických výrazů jsou programy, které roz-
poznávají výraz napsaný na tablet nebo mobilní telefon. Výraz se píše při běhu programu
→ online systémy. Další možností je naskenování již napsaných (vytisknutých) matema-
tických výrazů a rozpoznání obsahu z obrázku pomocí speciálních programů. Při psaní
výrazu nemusí být program spuštěn → oﬄine systémy. Online systémy mají oproti oﬄine
systémům výhodu, protože mají informaci o tom, kdy byl jaký tah nakreslen. Díky této
informaci lze jednodušeji určit struktura výrazu a identita symbolu. Z tohoto vyplývá, že
oﬄine rozpoznávání je obtížnější než online.
Rozpoznávání ručně psaných matematických výrazů je nesnadné z důvodu velkého počtu
symbolů, jejich rozdílné velikosti, složité prostorové struktury výrazu a hlavně z důvodu,
že každý člověk má svůj vlastní styl zápisu symbolů. Rozpoznávání matematických výrazů
se obvykle skládá ze dvou částí: rozpoznávání symbolů a rozpoznávání struktury. Obě části
mají za sebou dlouholetý vývoj. Při něm byla nalezena celá řada metod, které mají při
řešení této problematiky dobré výsledky [5].
Jedním z cílů informatiky je vytvoření umělé inteligence. Na základě zkoumání lidského
mozku a pokusů o simulaci jeho činnosti byly vynalezeny umělé neuronové sítě. Neuronové
sítě disponují schopností učit se. Používají se ke klasifikaci, regresi (aproximaci) a predikci.
Výsledky se určují na základě znalostí sítě [8].
Kapitola 2 obsahuje informace o biologickém neuronu a jeho umělé napodobenině. Dále
jsou uvedeny typy topologií neuronových sítí, způsob učení a také někteří typičtí zástupci
druhů neuronových sítí.
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V kapitole 3 jsou probrány matematické výrazy a jejich vlastnosti. Dále jsou zde popsány
jednotlivé kroky při jejich rozpoznávání a související problémy.
Kapitola 4 pojednává o návrhu systému na rozpoznávání matematických vzorců. Zahr-
nuje všechny problémy, které je při rozpoznávání matematických výrazů pomocí neurono-
vých sítí potřeba řešit.
Tématem kapitoly 5 je implementace a testování. Nachází se zde výsledky různých
pokusů s neuronovou sítí a příklady rozpoznávání matematických výrazů.






Hlavním cílem zkoumání neuronů, neuronových sítí a jejich problematiky obecně bylo po-
chopení činnosti lidského mozku a jeho následné namodelování. Díky neurofyziologickým
poznatkům vznikly zjednodušené matematické modely, které se daly využít při řešení úloh
z oboru umělé inteligence. Neurofyziologie se stala zdrojem inspirace pro návrh modelů neu-
ronových sítí. Navržené modely jsou následně dále rozvíjeny bez ohledu na to, zda modelují
mozek [14].
Obrázek 2.1: Biologický neuron [14]
Mozek je složen z velkého množství druhů specializovaných buněk. Tyto buňky jsou vzá-
jemně propojeny. Jejich struktura i vztahy mezi nimi se vyvíjí. Základním prvkem nervové
soustavy je neuron. Lidský mozek obsahuje asi 100 miliard (1011) neuronů [15]. Vlastním
tělem biologického neuronu je soma, ze kterého vybíhá velké množství dendritů (v řádu
tisíců) tvořících vstupy neuronu, a axon, jež je jeho výstupem. Konec axonu se větví na
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terminály, které slouží ke komunikaci s dalšími neurony. Styku terminálu s některou částí
(dendritem, somatem či axomem) dalšího neuronu se říká synapse. Existují dva druhy sy-
napsí:
• excitační (vzrušivé, budící) synapse
• inhibiční (tlumivé) synapse
Na povrchu neuronu se nachází membrána, která dokáže přenášet a generovat elektrické
impulsy. Impuls vyvolá potenciálovou vlnu, která se šíří dendrity až k somatu neuronu.
V jediném okamžiku se může šířit celá skupina impulsů. Soma následujícího neuronu pak
reaguje podle jejich výsledného působení. Neuron tedy slouží k přenosu, zpracování a ucho-
vání informací [14], [15], [3].
2.2 Umělý neuron
Umělý neuron je zjednodušená reprezentace (matematický model) biologického neuronu.
Umělý neuron má N vstupů (X1 až XN ), tyto vstupy vlastně představují dendrity. Každý
vstup je ohodnocen synaptickou vahou (W1 až WN ), která určuje míru přenášení informace





































- f (x) -
Y
Obrázek 2.2: Model umělého neuronu [1]
Na vstupy neuronu přichází informace v podobě čísel. Z nich se vypočítá vážený součet a
odečte se prahová hodnota nazývaná bias (hodnota vstupu je 1, váha w0). Tímto výpočtem





Hodnota potenciálu se transformuje aktivační (přenosovou) funkcí S(x) na výstupní




Aktivační funkce S(x) může být různého tvaru. Lze použít jakoukoliv omezenou rostoucí
diferencovatelnou funkci nebo i Gaussovské přenosové funkce, ve kterých každý neuron
reaguje jinak v závislosti na svém vstupu [9]. Mezi typické zástupce aktivačních funkcí
patří:
• skoková funkce (Obrázek: 2.3)
• rampová (po částech spojitá) funkce (Obrázek: 2.4)
• sigmoidální funkce (Obrázek: 2.5)
2.3.1 Skoková aktivační funkce
Pokud je vstupní hodnota neuronu vyšší než hodnota prahu, neuron se stává aktivním (jeho
hodnota je 1). V opačném případě zůstává neaktivním (hodnota 0) [6].
Obrázek 2.3: Skoková aktivační funkce [6]
2.3.2 Rampová funkce
Výstupní hodnota neuronu se lineárně zvyšuje se zvětšujícím se vstupem neuronu. Při
překročení horního prahu je hodnota saturována na hodnotu 1. Stejně tak při hodnotě nižší
než je první práh, je nastavena hodnota neuronu na 0 [6].
2.3.3 Sigmoidální aktivační funkce
Je to nelineární transformační funkce, která se tvarem podobá písmenu S. Vlastnosti funkce
[6]:
• ohraničená mezi dvě meze, například [0,1] nebo [-1,1]
• roustoucí v celém svém rozsahu
• jednoduchá derivace funkce
7
Obrázek 2.4: Rampová aktivační funkce[6]
Obrázek 2.5: Sigmoidální aktivační funkce [6]
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2.3.4 Neuronová síť radiální bázové funkce
Neuronové sítě radiální bázové funkce jsou tvořeny třemi vrstvami. První vrstvu tvoří n
vstupů. Vstupní neurony jsou propojeny ke všem neuronům ve skryté vrstvě. Neurony
ve skryté vrstvě používají radiální bázovou funkci jako funkci aktivační. Radiální bázová
funkce je symetrická podle osy y. Každý neuron skryté vrstvy je propojen se všemi neurony
ve výstupní vrstvě. Výstup sítě je dán váženým součtem vstupů výstupního neuronu a
následnou aplikací rampové aktivační funkce. Při trénování sítě se používá jak učení bez
učitele, tak i učení s učitelem [6].
2.4 Topologie neuronových sítí
Vazby mezi neurony určují topologii sítě. Neurony v sítí mohou být plně propojené (každý
neuron je propojen se všemi ostatními) nebo jen částečně propojené (například neurony
jsou propojeny jen s neurony v sousední vrstvě) s ostatními neurony. Z pohledu propojení
neuronů v síti lze topologie dělit na [6]:
• Dopředné sítě






















































































































































































































































































































































































Obrázek 2.6: Vrstvená neuronová síť s jednou skrytou vrstvou [6]
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2.4.1 Dopředné sítě
Tok informací (vazby) od vstupních k výstupním neuronům je pouze v dopředném směru.
Zpracovávání informací může být i přes několik vrstev, ale bez zpětné vazby. Zpětná vazba
je spojení výstupu neuronu na vstup neuronu ve stejné nebo některé z předchozích vrs-
tev. Typickým zástupcem dopředných sítí jsou vícevrstvé perceptronové sítě [8]. Ukázka
dopředné sítě je na obrázku 2.6.
2.4.2 Rekurentní sítě
Rekurentní sítě obsahují zpětnou vazbu. Sítě musí uchovávat svůj předchozí stav. Následu-
jící stav sítě nezávisí pouze na vstupech, ale také na předchozím stavu sítě. Zpětná vazba
zanáší do modelu zpoždění. Díky zpětné vazbě může dokonce dojít k zacyklení modelu.
Rekurentní (cyklické) sítě se dělí na částečně propojené a plně propojené. U částečně
propojených sítí je potřeba volit zpětné vazby mající nějaký smysl. Z plně propojených sítí
se v praxi využívá plně propojená symetrická síť – Hopfieldův model [6], [8]. Na obrázku 2.7




















































































Obrázek 2.7: Jednoduchá cyklická síť [3]
2.5 Učení neuronových sítí
Učením neuronové sítě se rozumí změna vah mezi neurony. Váhy jsou matematickým ekvi-
valentem dendritů. Matice vah reprezentuje znalosti neuronové sítě. Cílem učení je nastavit
jednotlivé váhy neuronové sítě tak, aby síť poskytovala přesné výsledky.
Reprezentativní vzorek, který popisuje všechny platné vstupní vektory neuronové sítě,
se nazývá trénovací množina. Vzory z trénovací množiny mohou být vybírány náhodně nebo
stále ve stejném pořadí. Jediná adaptace vah na příslušný vzor nemá přílišný vliv. Učení se
provádí v iteracích. Interval, při kterém se neuronové síti předloží každý vzor z trénovací
množiny jednou, se nazývá epocha [6].
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Učení se dělí na dva typy:
• učení s učitelem
• učení bez učitele
2.5.1 Učení s učitelem
Síti je předložen vzor. Na základě tohoto vzoru a nastavení sítě (hodnot vah) je zjištěn
výsledek. Výsledek se porovná s očekávaným výstupem a vypočítá se chyba. Následně se
vypočte korekce a upraví se hodnoty vah a prahů. Nejznámějším zástupcem učení s učitelem
je backpropagation [6].
2.5.2 Backpropagation
Backpropagation neboli algoritmus zpětného šíření chyby. Tento algoritmus je nejvíce rozšíře-
ným algoritmem pro učení (s učitelem) neuronových sítí. Chyba se šíří zpětně přes všechny
vrstvy až ke vstupní. Chybová funkce je závislá na všech vahách.
Backpropagation je gradientní metoda. Gradientní metoda vede vždy do nejbližšího mi-
nima, které nemusí být globální. Díky tomu mohou vznikat mezery, které síť není schopna se
naučit. Pro překonání tohoto problému se doporučuje inicializovat váhy v rozmezí [−1/n, 1/n],
kde n je počet vstupů neuronu. Existují vylepšení metody backpropagation, která urychlují
učení sítě. Jedním z nich je momentum, ve kterém se využívá předchozí chyby neuronu [6].
2.5.3 Učení bez učitele
Nevyhodnocuje se výstup, síť dostává na vstup sadu vzorů, které třídí do skupin. Síť může
reagovat na typického zástupce (model ART) nebo přizpůsobí topologii vlastnostem vstupu
(Kohonenova mapa) [6].
2.5.4 Hopfieldova síť
Hopfieldova síť se skládá z množiny neronů, které jsou vzájemně propojeny každý s kaž-
dým symetrickými vahami. Neurony v síti nastavují své výstupy asynchronně a nezávisle
na ostatních neuronech. Všechny neurony jsou zároveň vstupními i výstupními. Hodnoty
neuronu jsou binární. Hopfield zvolil hodnoty 0 a 1, ale použítí hodnot -1 a 1 přináší výhody.
Hopfieldova síť se primárně využívá jako asociativní pamět.
Hopfieldova síť se snaží zrekonstruovat vstupní vzor na vzor z knihovny vzorů. Konečný
výsledek sítě se získá až po několika iteracích, kdy se hodnoty neuronů ustálí. Hopfieldova
síť s N neurony si může zapamatovat pouze omezený počet vzorů. Pro naučení většího
počtu vzorů musí být v síti více neuronů [8]. Grafické znázornění Hopfieldovy sítě je na
obrázku 2.8.
2.5.5 Kohonenova síť
Jedním z nejpoužívanějších modelů neuronových sítí jsou samoorganizující mapy. Byly před-
staveny a vynalezeny Teuvo Kohonenem. Samoorganizující mapy se staly populárními díky
velké úspěšnosti při rozlišování a třídění vzorů. Kohonenova síť se skládá ze dvou vrstev,
vrstvy vstupní a vrstvy výstupní. Do každého výstupního neuronu přichází spoje ze všech
vstupních neuronů. Výstupní neurony se navzájem ovlivňují. Neuron s největším vstupem
















































































































Obrázek 2.8: Hopfieldova síť [8]
Existují dvě možnosti učení samoorganizujících map. První možností je použití pouze
učení bez učitele, kdy není známo, do jaké třídy nebo skupiny vstupní vektor patří. Druhou
možností je použití učení bez učitele společně s učením s učitelem. Pro tento účel byly
vynalezeny LVQ algoritmy [6].
2.5.6 Model ART
Model ART je dvouvrstvá neuronová síť se vstupní a výstupní vrstvou. Jeho učící algoritmus
se skládá ze dvou hlavních částí. V první části se přivede na vstupní vrstvu vzor a vypočítají
se hodnoty výstupních neuronů. Je určen vítězný neuron. Ve druhé fázi se vypočítá odchylka
vstupního vzoru od vzoru, který je určen vítězným neuronem. Pokud je odchylka menší než
hodnota prahu, jsou pouze upraveny váhy. V opačném případě se soutěžení výstupní vrstvy
opakuje. Pokud během vzájemné komunikace nebyl akceptován žádný výstupní neuron,





Existují dva způsoby rozponávání matematických výrazů [4]:
• Online rozpoznávání. Vstup je tvořen v reálném čase na tablet. Rozpoznávač musí
být schopen úspěšně přijímat různorodost ručně psaného vstupu. K tomu dopomáhá
časový údaj, který nese informaci, kdy byl jaký tah nakreslen.
• Oﬄine rozpoznávání. Dříve vytvořený dokument je naskenován do počítače. Na něm
zobrazený matematický výraz je lokalizován a poté analyzován (informace o symbo-
lech jsou reprezentovány pouze barvou pixelů).
Rozpoznávání matematických výrazů se skládá z dvou hlavních částí. Každá část se navíc
dá rozdělit na tři podčásti [4]:
1. Rozponávání symbolů.
• Předpřipravení – odstranění šumu.
• Segmentace, rozdělení symbolů.
• Identifikace symbolu – rozpoznání.
2. Rozpoznávání struktury
• Rozpoznávání prostorových vztahů mezi symboly.
• Rozpoznávání logických vztahů mezi symboly.
• Určení významu.
Jednotlivé kroky mohou být prováděny sériově nebo paralelně za využítí zpětné vazby.
Kroky musí být provedeny všechny, ale už nezáleží na jejich pořadí. Některé techniky sdru-
žují více kroků do jednoho. Například metoda projection-profile cutting v jednom kroku
rozřazuje symboly a určuje prostorovou a logickou vazbu mezi nimi [5], [4].
3.1 Matematické výrazy
V matematických výrazech jsou znaky a symboly rozmístěny ve složité dvojdimenzionální
struktuře. Navíc mohou mít různou velikost. Existuje celá řada kritérií, které se musí do-
držovat při seskupování symbolů. Rozpoznávání matematických výrazů je velmi obtížné a
to i za předpokladu, že se všechny symboly korektně rozpoznají [5].
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1. Seskupování základních symbolů
• Číslice přibližně shodné velikosti a napsané na stejné horizontále obvykle re-
prezentují celistvou hodnotu, například 210. Nicméně stejné číslice v rozdílných
velikostech a pozicích mohou znamenat výraz 210.
• Několik písmen pospolu může mít význam některé trigonometrické funkce (tan
či sin). Před seskupením většího počtu písmen jako názvu proměnné je potřeba
ověřit, zda nemají význam nějaké speciální funkce.
2. Vazební symboly, závorky a operátory




i obsahuje tři podvýrazy i = 1, 10 a i.
• Části výrazu ohraničené závorkami se berou jako jedna společná jednotka. Její
obsah se vypočítává přednostně.
• Operátory +, − a / jsou nadřazeny jejich operandům. Ve výrazu a+b znaménko
plus znamená sečtení operandů a a b.
3. Operátory
• Explicitními operátory jsou znaménka mezi symboly. Existuje mezi nimi prece-
dence. Například a + bc má stejný význam jako a + (b/c) z důvodu, že dělení
má větší prioritu než sčítání. Nicméně není tomu tak vždy. Příkladem může být
výraz a+bc , jehož význam je (a+ b)/c.
• Implicitní (prostorové) operátory určují vztah symbolů na základě jejich vzá-
jemné polohy.
4. Role podle kontextu
• Horizontální čára může být zlomkovou čarou, nebo znaménkem mínus. Její vý-
znam záleží na rozložení okolních symbolů.
• Stejná skupina znaků může mít rozdílný význam. Například dx může být součástí
zápisu integrálu
∫
x2 dx, ale může reprezentovat násobení d a x.
3.2 Rozpoznávání symbolů
Po letech vývoje existuje mnoho technik rozpoznávání symbolů, které disponují dostatečně
dobrými výsledky. Nicméně velké množství z nich zpracovává pouze jednotlivé symboly.
Matematické výrazy se obvykle skládají z více symbolů. Dříve než se mohou jednotlivé
symboly rozpoznávat, je nutné je od sebe oddělit [5].
3.2.1 Odstranění šumu
Existuje mnoho metod, které se starají o předpřipravení obrázku (dokumentu). Tyto me-
tody slouží k odstranění šumu či zkreslení. V matematických výrazech se některé symboly,
jako x˙, skládají z více části. Jednotlivé části mohou mít malou velikost, proto je potřeba
používat algoritmy ponechávající malé symboly [4].
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3.2.2 Segmentace symbolů
Segmentace symbolů je rozřazení obrazu do skupin na základě spojitosti pixelů (obvykle
skupina = symbol). Sousedící pixely budou ve stejné skupině. Některé symboly se skládají
z více komponent (částí). Před započatím procesu rozpoznávání je potřeba tyto symboly
nejprve z jednotlivých komponent složit dohromady.
Většina způsobů na segmentaci symbolů obraz rekurzivně rozřezává v ose x a y. Rozře-
záváním se postupně získávají jednotlivé symboly [5].
3.2.3 Identifikace symbolů
Segmentace symbolů rozřadí matematický výraz na seznam objektů se známými vlast-
nostmi. Jedinou neznámou vlastností objektu je identita symbolu.
Ručně napsané symboly nejsou obvykle stejné. Tentýž symbol od jednoho pisatele větši-
nou vypadá trochu jinak. V matematických výrazech se mohou stejné symboly nacházet
v různých velikostech. Navíc každý člověk má svůj styl psaní, a proto je rozpoznávání ručně
psaných matematických symbolů obtížnou oblastí [10].
Obrázek 3.1: Různě napsané symboly reprezentující stejný znak
Způsoby (metody) rozpoznávání znaků [5]:
• Online rozpoznávání
– Extrakce rysů a klasifikace pomocí rozhodovacího stromu
– Extrakce rysů a klasifikace podle algoritmu nejbližších sousedů
– Nelineární rozpoznávání vzorů
– Skryté Markovovy modely
• Oﬄine rozpoznávání
– Extrakce rysů a klasifikace pomocí neuronové sítě
– Extrakce rysů a klasifikace podle algoritmu nejbližších sousedů
– Tradiční porovnávání vzorů
3.3 Rozpoznávání struktury
Předchozí fáze utvoří seznam objektů, které jsou reprezentovány svými vlastnostmi (po-
zice, velikost, identita symbolu). Dalším krokem je vytvoření hierarchické struktury, která
popisuje prostorový vztah symbolu a jeho význam.
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3.3.1 Určování prostorových vztahů
V matematických výrazech se mnoho informací reprezentuje prostorovými vztahy mezi
symboly. Matematika využívá poměrně standardizovanou notaci, avšak povoluje rozdíly
v relativních pozicích symbolů. Tyto rozdíly mají za následek nejasnou definici a identifikaci
prostorových vztahů ve výrazech. Správně rozpoznané prostorové vztahy jsou velmi důležité
pro určení implicitních operátorů (horní, dolní index, implicitní násobení) [4].
3.3.2 Nejednoznačnost vztahů
Matematický zápis využívá prostorových vztahů k určení logických vztahů mezi symboly.
Určení logického vztahu však nemusí být vůbec jednoduché.
Příklad nejezdnoznačnosti. Ve výrazu xi znak i představuje dolní index znaku x, avšak
v kontextu axi je vztah mezi stejnými symboly, které jsou v totožných pozicích, rozdílný.
V ručně psaných matematických výrazech se nejednoznačnost vyskytuje ještě na vyšší
úrovni. Každý člověk zapisuje matematickou notaci svým vlastním způsobem. Ke správ-
nému určení vztahů mezi symboly může dopomoci znalost celého výrazu [4].
3.3.3 Určování logických vztahů
Existuje mnoho přístupů, pomocí nichž se určují logické vztahy mezi symboly [5], [4].
• Metoda přepisování grafů
Vstupní graf obsahuje jeden uzel k reprezentaci každého symbolu. Do grafu jsou na
základě pravidel přidány hrany reprezentující prostorové vztahy. Na základě dalších
pravidel jsou hrany poupraveny. Hrany po tomto kroku mají význam logických vztahů.
Následně se ma graf aplikují zjednodušující pravidla. Když lze aplikovat pravidlo, od-
povídající podgraf je nahrazen jedním uzlem, který reprezentuje podvýraz. Konečným
výstupem pro správně rozpoznaný výraz je jeden uzel. Tento uzel nese textovou in-
formaci, která odpovídá rozpoznanému výrazu.
• Metoda projection profile cutting
Tato metoda provádí analýzu struktury dokumentu před fází rozpoznávání symbolu.
Obrázek je rozřezáván vertikálně a poté každá vzniklá oblast horizontálně. Tento
proces se rekurzivně opakuje, dokud je stále co dělit. Výsledek řezu je reprezentován
pomocí stromu.
• Daty řízené a znalostmi řízené moduly
Rozpoznávací systém je složen z navzájem nezávislých modulů. Tyto moduly spolu
komunikují přes sdílenou paměť. Ve sdílené paměti jsou uložena vstupní data a vzta-
hový strom reprezentující výraz. Sdílená paměť představuje pomyslnou psací tabuli.
Z tabule může každý modul číst a může na ni také zapisovat. Informace na ni zapsané
jsou k dispozici všem modulům. Integraci nových znalosti do systému lze jednoduše
provést přidáním dalšího modulu.
• Procedurálně kódovaná matematická syntaxe
Po fázi rozpoznávání znaků je matematický výraz zastupován seznamem symbolů,
které mají náhodné pořadí. Pro rozpoznání vhodné skupiny symbolů jako podvýrazu
se používá procedurální kód (množina pozorovacích pravidel). Rozpoznaný podvýraz
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se reprezentuje pomocí ohraničeného rámečku. V následující rozpoznávání se nepra-
cuje se symboly, které podvýraz tvoří, ale pracuje se s rámečkem.
• Souřadnicové gramatiky (Coordinate grammars)
Algoritmus začíná s jedním hlavním cílem (problémem). Tento cíl se dále dělí na pod-
cíle, dokud se nenaleznou všechny primitiva (nejmenší problémy). Algoritmus je řízen
gramatickými pravidly. Vstupem systému je seznam symbolů. U každého symbolu je
známa jeho identita, okolní hranice a typografický střed. Aplikací pravidel se vytvoří
strom, jenž reprezentuje rozpoznaný matematický výraz.
3.4 Existující přístupy k oﬄine rozpoznávání matematických
výrazů
Shrnutí existujících rozpoznávacích systémů bylo publikováno v [5].
• Použítí metody projection profile cutting na rozřazení symblolů a vytvoření stromu
vztahů v jednom kroku, rozpoznání sybolů prováděno pomocí tradičního rozpoznávání
vzorů.
• Segmentace symbolů X-Y řezem, rozpoznání symbolů pomocí neuronové sítě, mate-
matický výraz reprezentován výrazovým stromem, stavba stromu provedena pomocí
metod shora-dolů a zdola-nahoru.
• Rozpoznání symbolů pomocí extrakce příznaků a klasifikace algoritmem nejbližších
sousedů, výraz reprezentován vztahovým stromem, použity heuristiky na opravu chyb
při rozpoznávání.
• Použití konvexních obalů pro seskupování symbolů, nalezení nejpravděpodobnějšího
výkladu výrazu A* hledacím algoritmem.
• Nalezení hlavní linie (dominant baseline) výrazu, následované rekurzuvním hledáním





Matematické výrazy mohou být napsány různým psacím nástrojem. Informace v nich za-
nesené mohou mít rozdílnou barvu. Obrázek s výrazem se proto převede do stupňů šedi
(každý pixel ponese jen informaci o intenzitě). Na šedotónový obrázek se použije praho-
vání. Po prahování bude obrázek reprezentován pouze pomocí bílých a černých pixelů.
4.2 Connected component labeling
Connected component labeling se slouží k detekci spojitých objektů. Jedná se o dvouprůcho-
dový algoritmus:
• první průchod nastaví dočasná čísla objektů a zaznamená vztahy mezi nimi,
• druhý seskupí všechny objekty, které mají mezi sebou vazbu.
Spojitost může být určována v 4-okolí, či 8-okolí pixelu [2].
V této práci byl connected component labeling použit pro rozřazování jednotlivých
symbolů. Ručně psané matematické výrazy nemusí dodržovat přesně strukturu (symboly
se mohou v ose x nebo y překrývat). Při rozřazování jednotlivých symbolů na základě his-
torogramu či rozřezávání metodou projection profile cutting by mohly být některé skupiny
symbolů brány jako jeden symbol.
Obrázek 4.1: Překrývající se symboly
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Algoritmus spojitých objektů [2]:
• Prní průchod:
1. Obrázek procházej po sloupcích.
2. Pokud sousední pixely nejsou stejně barevné, vytvoř nové číslo objektu, označ
jím pixel a pokračuj.
3. V ostatních případech najdi sousední pixel s nejmenším číslem objektu a označ
pixel jeho hodnotou.
4. Ulož vazby mezi sousedními objekty (tyto objekty tvoří stejný objekt).
• Druhý průchod:
1. Obrázek procházej po sloupcích.
2. Označ pixel nejmenší hodnotou stejného objektu.
Po rozřazení je objekt reprezentován množinou pixelů. Pro každý objekt je vytvořen
nový obrázek. Do něj se překopírují všechny pixely příslušného objektu. Tento krok se
provádí z toho důvodu, že se objekty mouhou překrývat v některých souřadnicích. Při
rozpoznávání symbolů z původního obrázku by tak mohl být zanesen šum. Symbol by díky
šumu nemusel být správně rozpoznán. Problematika překrývání souřadnic je již zmíněna
výše i s grafickou ukázkou.
Obrázek 4.2: Ukázka rozřazení objektů
4.3 Extrakce rysů – Zernikovy momenty
Rozřazené objekty jsou normalizovány do stejného rozměru. Jsou použity algoritmy, které
normalizují symbol tak, aby měly stejné symboly co nejvíce společných rysů (skeletonizace,
dilatace, . . . ). Algoritmy jsou čerpány z [13] a [11].
Pro extrakci rysů z obrazu byly vybrány Zernikovy momenty. Byly zvoleny, jelikož
jsou jednoduchou metodou extrakce rysů s dostatečně vysokou úspěšností [10]. Zernikovy
momenty nejsou invariantní (nejsou odolné proti transformacím, jako je posunutí, otočení
a změna velikosti). Proto musí být symbol před jejich použitím normalizován. Každý znak
je popsán seznamem hodnot. Počet hodnot v seznamu závisí na řádu momentů [10].
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kde ∗ značí sdružené komplexní číslo, n = 0, 1, 2, . . . ,∞ určuje řád a l má hodnotu n−|l| ≥
0, |l| ≤ n, f je funkce popisující obrázek (hodnota pixelu).
Zernikovy polynomy jsou dány vztahem:
Vnl(rcosΘ, rsinΘ) = Rnl(r)exp(ilΘ),

















Hodnoty Θ a r jsou definovány:
Θ =
y − yc
x− xc , r = 2 ·
√
m20 +m02,
kde x a y jsou souřadnice pixelu v obrázku, xc a yc jsou středy obrázku, nebo jsou vypočteny
pomocí centrálních momentů, m20 a m02 jsou centrální momenty
4.4 Neuronová síť
Symboly se budou rozpoznávat pomocí plně propojené vrstvené neuronové sítě, jejíž učící
algoritmus je backpropagation. Počet vstev je libovolný (minimálně 2). Aktivační funkce
neuronů je sigmoidální.
Počet neuronů ve vstupní vrstvě se odvíjí od řádu Zernikových momentů. Výstupní
vrstva obsahuje 8 neuronů (matematických symbolů je více než 200, každý symbol je re-
prezentován 8bitovým binárním číslem). Ve skrytých vrstvách bude počet neuronů zvolen
na základě testování sítě.
4.5 Vztahy mezi symboly
Segmentace obrazu rozdělí výraz na symboly. Utvoří jejich seznam. Symboly v seznamu
jsou seřazeny od symbolu umístěného nejvíce vlevo k symbolu začínajímu nejvíce vpravo.
U každého symbolu jsou známé 4 souřadnice (xmax, xmin, ymax, ymin), které určují jeho
polohu v obrázku s matematickým výrazem. Symboly mohou být rozdílných typů:
• Znaky s horním dotahem (b, d, k, A-Z), čísla (0-9)
• Znaky s dolním dotahem (p, q, y)
• Malé znaky (a, c, e)
• Znaky s horním a dolním dotahem (Q, β)
• Ostatní symboly (závorky, suma, integrál, odmocnina)
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Obrázek 4.3: Různé velikosti symbolů
Kvůli různým typům symbolů je potřeba upravit pozicování symbolů na relativní [5].
Za základní symboly se berou znaky s horním dotahem. Všechny ostatní symboly se norma-
lizují. Normalizace se provádí u malých znaků zvětšením jejich výšky a u znaků se spodním
dotahem posunutím v ose y.
Normalizace se provádí kvůli zřetězení číslic a znaků a explicitním operátorům. Avšak
vztahy, které jsou dány implicitními operátory (horní, dolní index), se rozpoznávají na
základě absolutní pozice symbolů.
V ručně psaných matematických výrazech nejsou symboly zapsány přesně v jedné lince.
Symboly se navíc obvykle liší i velikostí, i když jsou umístěny na stejné linii. Při hledání
vztahu mezi dvěma symboly se proto první symbol zvětší. Zvětšením se pokryje možné
posunutí nebo větší velikost druhého symbolu.
Vztah vpravo Vztah uvnitř
Vztah nahoře/dole Vztah horní index
Obrázek 4.4: Vztahy mezi symboly
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4.6 Tvorba výrazu
Po fázi navazování vztahů je pro každý symbol znám jeho vazební symbol a také jejich
vzájemný vztah (vpravo, nahoře, dole, uvnitř, horní index).
Postupně se prochází seznam symbolů, přičemž se jednotlivé znaky zapisují do textové
podoby výrazu. Pokud se narazí na speciální symbol (odmocnina, zlomek) nebo je-li vztah
horní, či dolní index, vytvoří se nový seznam symbolů (v případě zlomku dva nové seznamy
symbolů). Do něj se nakopírují:
• všechny symboly, které se nachází nad zlomkovou čarou
• všechny symboly, které se nachází pod zlomkovou čarou
• všechny symboly, které se nachází uvnitř odmocniny
• symbol, který je indexem, a všechny další symboly mající na tento symbol vazbu
(vazba může být přes jiné symboly)
Pro tyto seznamy se rekurzivně zavolá řešení výrazu. Výraz je tedy řešen v podvýrazech.
Tento způsob zajištuje schopnost zpracovávat několikanásobné zlomky, odmocniny a složité
indexy.
4.7 Reprezentace matematických výrazů
Rozpoznané matematické výrazy budou reprezentovány pomocí příkazů typografického sys-
tému LATEX, který je určen k sazbě vědeckých a matematických dokumentů vysoké typo-
grafické kvality.
LATEX disponuje širokým spektrem příkazů, které mohou reprezentovat speciální sym-
boly či zlomek. Pomocí těchto příkazů lze vysázet libovolný matematický výraz [7].
Ukázka matematického výrazu napsaného pomocí příkazů LATEXu:
$$\frac{\sqrt{x+3}}{4^5} =4x^2+3x-9$$








Tato kapitola pojednává o implementaci a možnostech použití programu. Dále se zde na-
chází výsledky pokusů s neuronovou sítí a příklady rozpoznávání matematických výrazů.
5.1 Implementace
Program na rozpoznávání matematických výrazů byl implementován v jazyce C++. Ja-
zyk C++ byl zvolen kvůli podpoře OOP a frameworku Qt. Program disponuje grafickým
uživatelským rozhraním. Pro grafické rozhraní byl použit vývojový framework Qt.
Qt je multiplatformní knihovna, která obsahuje i mnoho dalších vylepšení jazyka C++.
Poskytuje například datové struktury pro ukládání obrázků a funkce pro práci s nimi.
Vývojové prostředí Qt lze stáhnout ze stránek vývojářů [12].
Zdrojové kódy programu jsou řádně komentovány. Dokumentace ze zdrojových souborů
byla vytvořena programem doxygen. Dokumentace se nachází na přiloženém CD.
5.2 Možnosti programu
Implementovaný program umožnuje měnit strukturu neuronové sítě. Na základě uživatelem
zadaného řádu Zernikových momentů se určí počet vstupních neuronů. Počet skrytých
vrstev a počty neuronů v nich taktéž určuje uživatel. Výstupních neuronů je 8. Nastavování
struktury neuronové sítě se provádí přes textový soubor. Návod na nastavování struktury se
nachází v souboru manual.pdf. V tomto souboru je kompletně popsáno ovládání programu.
Soubor se nachází na přiloženém CD.
Neuronovou síť lze učit. Program umožňuje nastavit libovolnou rychlost učení. Fáze
učení má spoustu pomocných výstupů. Ukládají se váhy a taktéž informace týkající se
rozpoznávání symbolů z trénovací a testovací množiny (MSE sady vzorů, počet správně
rozpoznaných vzorů, procentuální úspěšnost rozpoznávání, informace o klasifikaci vzoru).
Program zpracovává obrázky s výrazem ve formátu jpg, png nebo bmp. Po načtení do
programu je obrázek nutno oprahovat. Následně se musí rozřadit symboly. Po rozřazení
již lze výraz rozpoznat. Rozpoznaný výraz se nachází nad načteným obrázkem. Ukázka
hlavního okna programu je na obrázku 5.1.
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Obrázek 5.1: Screenshot aplikace
5.3 Pokusy s neuronovou sítí
V této části se nachází výsledky pokusů s neuronovou síťí. Testován byl vliv počátečních
hodnot vah, velikosti normalizovaného symbolu, počtu neuronů ve skrytých vrstvách a řádu
Zernikových momentů na úspěšnosti rozpoznávání.
Používanou zkratkou v této kapitole je MSE (mean-squared error) neboli česky střední
kvadratická chyba.
5.3.1 Testování počátečních hodnot vah
K testování byla použita neuronová síť 15x15x8 (15 vstupních neuronů, 15 neuronů ve
skryté vrsvě a 8 neuronů ve vrstvě výstupní), velikost normalizovaného symbolu 50x50
pixelů, rychlost učení 0,02.
Byly testovány tři intervaly počátečních hodnot vah neuronové sítě.
• interval (0, 1)
• interval (-1, 1)
• interval (-1/n, 1/n), kde n je počet vstupů neuronu
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Obrázek 5.2: Test vah – MSE trénovací množiny
Obrázek 5.3: Test vah – MSE testovací množiny
Na základě testu se jako nejlepší interval počátečních hodnot vah jeví (0,1). MSE trénovací a
testovací množiny má nejmenší hodnotu. Hodnota MSE má vliv na úspěšnost rozpoznávání
symbolů (čím je menší, tím je vyšší úspěšnost rozpoznání).
5.3.2 Testování velikosti normalizovaného symbolu
Tento test byl zaměřen na vliv velikosti normalizovaného symbolu na úspěšnost rozpoznání
symbolu. Byly testovány rozměry 35x35, 65x65, 80x80 pixelů.
Pro testování byla použita neuronová síť 15x15x8, počáteční hodnoty vah z intervalu
(0,1), rychlost učení 0,02.
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Obrázek 5.4: Test velikosti – MSE trénovací množiny
Obrázek 5.5: Test velikosti – úspěšnost rozpoznání vzorů z testovací množiny
Velikost sybolu 35x35 z testů vyplynula jako nejhorší. Zbylé dva rozměry dávaly po-
dobné výsledky. Mírně lepší výsledky měl rozměř 65x65 pixelů. Při rozpoznávání symbolů
normalizovaných do této velikosti měla neuronová síť lepší úspěšnost rozpoznání pro vzory
z testovací množiny.
5.3.3 Testování počtu neuronů ve skryté vrstvě
Pro testování byla použita neuronová síť s 15 vstupními a 8 výstupními neurony, počáteční
hodnoty vah z intervalu (0,1), velikost normalizovaného symbolu 50x50, rychlost učení 0,02.
Počty neuronů ve skryté vrstvě byly zvoleny na 10, 15 a 20.
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Obrázek 5.6: Test počtu neuronů – úspěšnost rozpoznání vzorů z trénovací množiny
Obrázek 5.7: Test počtu neuronů – MSE testovací množiny
Z výsledků testů vyplývá, že počet neuronů ve skryté vrstvě má vliv na úspěšnost
rozpoznávání. Síť s nedostatečným počtem neuronů ve skryté vrstvě není schopna se naučit
pod jistou mez chybovosti. A proto rozpozná pouze nižší procento symbolů.
5.3.4 Testování řádu Zernikových momentů
Testovány byly tyto sítě:
1. neuronová síť 15x15x8 (Zernikovy momenty čtvrtého řádu), počáteční váhy z intervalu
(0,1), velikost normalizovaného symbolu 65x65 pixelů, rychlost učení 0,02
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2. neuronová síť 21x23x8 (Zernikovy momenty pátého řádu), počáteční váhy z intervalu
(0,1), velikost normalizovaného symbolu 65x65 pixelů, rychlost učení 0,02
Obrázek 5.8: Test řádu momentů – úspěšnost rozpoznání symbolů
Obrázek 5.9: Test řádu momentů – MSE
Pomocí Zernikových momentů pátého řádu dokáže síť rozpoznávat velice dobře symboly
z trénovací množiny (úspešnost je přes 97%), avšak symboly z testovací množiny rozpo-
znává s úspěšností nižší než síť rozpoznávající pomocí čtvrtého řádu momentů. Zernikovy
momenty pátého řádu symbol popíší moc konkrétně, a proto symboly, které se síť neučila,
mají horší úspěšnost rozpoznání.
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5.4 Rozponávání výrazů
Tato část obsahuje ukázky rozpoznávání ručně psaných matematických výrazů. Pro rozpo-
znávání symbolů byly použity tyto sítě:
1. neuronová síť 15x15x8 (Zernikovy momenty čtvrtého řádu), počáteční váhy z inter-
valu (0,1), velikost normalizovaného symbolu 65x65 pixelů, rychlost učení 0,02, váhy
z 20 000. epochy
2. neuronová síť 21x23x8 (Zernikovy momenty pátého řádu), počáteční váhy z inter-
valu (0,1), velikost normalizovaného symbolu 65x65 pixelů, rychlost učení 0,02, váhy
z 18 750. epochy
Ke každému výrazu (obrázku) je uveden výstup programu (rozpoznaný výraz). Špatně
rozpoznané výrazy jsou navíc doplněny krátkým komentářem.
Ukázky výrazů:
1. 4 + 2 = 3
2. 4 + 2 = 3
1. 1 \cdot 0=6, 1 · 0 = 6
2. 1 \cdot 0=6, 1 · 0 = 6
1. 12+, číslice 5 zaměněna za +
2. 123, číslice 5 zaměněna za 3
1. 6x = 8
2. 6x = 8
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1. 4 : 3 = 8, číslice 5 zaměněna za 3

















1 , číslice 5 zaměněna za 7, číslice 3 za 1
2. x^{\frac{7}{9}}, x
7


















2. \frac{4x}{5} \cdot \frac{5}{7}=\frac{3}{9}x+6,
4x















9, číslice 3 zaměněna za 7
2. 7=\sqrt{7}, 7 =
√
7, první odmocnina nebyla vůbec rozponána (byla klasifikována
jako neznámý symbol), číslice 9 zaměněna za 7
Ukázka výrazu se špatně rozpoznanou stukturou (byl použit výraz psaný jinou osobou).
1. 3,01,=\frac{4}{6}, 3, 01,= 46
Většina symbolů rozpoznána špatně. Výraz naprosto neodpovídá.
2. 3y \cdot 9^{y}-7\frac{4}{5}, 3y · 9y − 745
Rozponání znaku x jako y mělo za následek znormalizování znaku y (znak posunut
v ose y). Toto posunutí z něj učinilo horní index předcházejícího symbolu. Dalším
problémovým symbolem byla spodní čára z rovnítka, která byla rozpoznána jako
číslo 7. Toto všechno přispělo k tomu, že rozpoznaný výraz má úplně jiný význam.
Testy ukázaly špatnou schopnost programu rozpoznávat symboly malé velikosti. Přesněji
symboly menších rozměrů než mají symboly z trénovací množiny. Příčinnou tohoto budou
nejšpíše špatně zvolené algoritmy normalizující jednotlivé symboly (účelem těchto algoritmů




Podařilo se mi implementovat systém rozpoznávající ručně psané matematické výrazy.
Ze složitějších matematických výrazů umí program rozpoznávat pouze několikanásobné
zlomky, několikanásobné indexy, odmocniny a kombinace těchto zmíněných výrazů. Neuro-
nová síť byla učena rozpoznávat čísla 0 až 9, x, y, horizontální a vertikální čáru a znaménka
plus, mínus, krát (tečka) a lomeno.
Základem správně rozpoznaného výrazu jsou korektně rozpoznané symboly. Jeden špatně
rozpoznaný symbol může úplně změnit význam výrazu. Záměna číslo za číslo není tak záva-
žná jako záměna číslo za znaménko, nicméně výraz taktéž není korektně rozpoznán. Dalším
problémem je příliš volné zapisování symbolů. Pokud symboly, které k sobě patří, nejsou
v přibližně stejné horizontále, hrozí nekorektní rozpoznání struktury. Stejný problém hrozí
při nekorektním zapisování indexů.
Jak je již zmíněno výše, velmi závisí na správném určení symbolů ve výrazu. Neuronová
síť proto byla podrobena důkladnému testování. Testován byl vliv počátečních hodnot vah,
velikosti normalizovaného symbolu, počtu neuronů ve skrytých vrstvách, řádu Zernikových
momentů na úspěšnosti rozpoznávání. Grafické výsledky pokusů se nachází v sekci 5.3.
Každý pokus byl doplněn krátkým komentářem.
Mnou ručně napsané symboly rozpoznává program s poměrně solidní úspěšností (znaky
z trénovací množiny s úspěšností až 97 %, z testovací množiny s úspěšností okolo 85 %).
V publikaci [10] je dosaženo 95% úspěšnosti při rozpoznávání ručně psaných číslic. Rozpo-
znávání znaků napsaných jinou osobou je méně úspěšné. Testy byly provedeny se symboly
od dvou dalších lidí. K testům byla použita neuronová síť 15x15x8, symbol 65x65 pixelů,
rychlost učení 0,02 a váhy z 30 000. epochy. Bylo rozpoznáno 78,43 % a 62,74 % napsaných
symbolů. Výsledky jsou celkem očekávané. Jak již bylo v této práci zmíněno každý člo-
věk má svůj styl zapisování znaků. Nelze tedy očekávat, že síť, která je natrénována mnou
psanými znaky, bude umět stejně dobře rozpoznat znaky napsané někým jiným.
Možnosti vývoje programu vidím v rozšíření množiny symbolů, které program dokáže
rozpoznat, zvětšení trénovací množiny (od každého symbolu se bude učit více vzorů, na
vzorech se bude podílet více osob). Zajímavé by mohlo být srovnání úspěšnosti rozpoznávání
symbolů pomocí různých druhů neuronových sítí.
Z pohledu rozpoznávání výrazu (struktury) by bylo dobré přidělat rozpoznávání trigo-
nometrických funkcí, integrálů, sumy, logaritmů. Dále upravit rozpoznávání struktury tak,
aby byl program schopen rozpoznat matice a kombinační čísla.
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Přiložené CD obsahuje tyto soubory a složky:
• soubor technickazprava.pdf – technická (tato) zpráva v elektronické podobě
• složka latex – složka obsahující zdrojový tvar zprávy (zdrojové soubory LATEXu, ob-
rázky a Makefile)
• soubor manual.pdf – uživatelská příručka popisující spuštění a ovládání programu
• složka src – složka obsahující zdrojové kódy programu
• složka doc – složka obsahující dokumetaci ze zdrojových kódů ve formátu html
• složka learn – složka obsahující vzory trénovací a testovací množiny a jejich seznamy
• složka net – složka obsahující neuronové sítě a výstupy z fáze učení
• složka vyrazy – složka obsahující ukázky výrazů
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