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Ekin = Kinetic Energy
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MD = Molecular Dynamics
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RDF = radial distribution function; see section 6.4.1
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potential energy
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r0 = characteristic length for the calculation of the charges using the
BLBS method
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Constants and conversion factors are taken from [2, 3].
All structural pictures were made using the program system Dragon [4] in its actual
version.
Calculations were performed on IBM F40, Cray T3E, HP-V Class, and Intel Pentium
II workstations at the Institute of Inorganic Chemistry, the Computation Center of
RWTH Aachen, and at Forschungszentrum Ju¨lich.
A special remark:
The most common symbol denoting a distance between two points surely is r, well in-
troduced and commonly used. In the present work, where various methods and formulas
concerning a (virtual or real) distance are presented, quite a few different versions of r
need to be used. Here a single r or rij will always denote the real distance between two
atoms, r0 will be used for the virtual distance used in the bond length–bond strength
theory in section 7.1.2, d0 will denote the real distance between two atoms with a mini-
mum of potential energy, and s0 is the parameter in the metallic shielding, section 7.5.4,
denoting the minimum distance where shielding occurs.

1. Introduction
For a long time research on materials concentrated on oxides, carbides, and borides.
These compounds were easily accessible, and the technologically required huge quantities
could be satisfied.
However, the ascent of “nano technology” has shifted the focus of basic research
towards new materials. The synthesis of some of those is complicated and demanding
with respect to technology and environmental conditions, and only smaller quantities
can be produced.
Nitrides became important with the beginning of the industrial age in steel harden-
ing, especially for iron steels. Nevertheless, it took until around 1950, when finally the
phase diagram of iron nitrogen was investigated by Jack [5–11]. After this, the interest
in nitrides was low for another few decades. New interest in nitrides arose when some
transition metal nitrides with high magnetic moments were found. It was only recently,
that a chemical explanation of basic properties such as the atomic origin of ferromag-
netism could be given [12]. This allows for a more fundamental, theory–based search for
new materials regarding the desired properties [13].
Many binary 1:1 early transition metal nitrides such as scandium to chromium nitride
crystallize in the sodium chloride structure. Those were characterized back in the 1920s
[14–19]. Recently, the 1:1 nitrides of iron and cobalt could be synthesized. They do not
crystallize in the sodium chloride but in the zinc blend structure [20, 21]. An explana-
tion for this unforeseen finding is given in chapter 3 using electronic band structure
calculations. Chapter 2 introduces the theoretical method used here.
The binary iron nitrides are well characterized [11, 22–29]. They exhibit interesting
physical properties, for example, high magnetic moments. The magnetic moment of α′′-
Fe16N2 still is not exactly determined, and contradicting results have been published.
Chapter 3 and 4 then reveal some surprising results for nitrides such as iron atoms with
high magnetic moments in α′′-Fe16N2 and γ′-Fe4N, different structures of ε-Fe3N and
ζ-Fe2N, and the only recently characterized FeN.
1
2 Chapter 1. Introduction
The second part of this work is devoted to reactivity. Little is known of reaction
mechanisms and reactivities of solids, and it is even poorly explained. The problem for
the investigator is a principal one: experimental resolution is too low to shed light on the
atomistic mechanisms. At that point, calculations and simulations can help. An example
is given by the synthesis of alternating layered materials of iron and aluminum nitride
using the rf–sputtering technique.
In order to investigate the reactions at an iron surface under aluminum nitride sput-
tering, Molecular Dynamics computer simulations, a method described in chapter 6, can
be used. For this purpose, a new program, aixCCAD, was developed and tested utilizing
some concepts from solid state chemistry.
In the present work an attempt is made to combine rather universal potentials with
crystal–chemical knowledge. Rose et al. [1, 30–32] discovered a universal relationship,
resulting in the formulation of a rather simple potential approach. It is very useful in
the simulation of metals but also usable on more covalent or ionic systems. Another
advantage is the simple parameterization with three parameters only. Moreover, each
parameter is connected directly to experimental observables. In combination with a
dynamical charge calculation scheme, the so–called “bond length–bond strength” rela-
tionship [33, 34], which originated in crystal chemistry, a simple approach to complex
chemical systems can be constructed.
Chapter 7 presents the approach used, and in chapter 8 the program is explained. Tests
of the resulting model are presented in chapter 9 for pure metals, metallic alloys, binary
and more complex metal–nonmetal systems. The results are compared with experimental
data. In chapter 10, the simulation of the sputtering process AlN/Fe is presented.
2. Methods
2.1 Band Structure Calculations
Over the last two decades quantum chemistry has increasingly moved into solid state
chemistry [35]. All band structure calculations are based on Bloch’s theorem [36]:
Ψ~k(~r + ~a) = e
i~k~aΨ~k(~r) (2.1)
This allows for the use of Schro¨dinger’s equation for periodic systems.
For a wavefunction Ψ at ~r, which is a solution of Schro¨dinger’s equation, a translation
along the lattice vector ~a is equivalent to a multiplication with the phase factor ei
~k~a.
~k is a vector in reciprocal space and may be regarded as a quantum number with the
unit length−1. Values for k in the first Brillouin zone result from the periodic boundary
conditions:
−pi
a
≤ k ≤ pi
a
(2.2)
Plotting the electronic energy as a function of ~k yields the so–called band structure. The
topology of a band is determined by the symmetry of the system and its dispersion by
the strength of the atomic interactions. For most cases it is true that the smaller the
interatomic distances, the larger the dispersion of the respective band.
Kramer’s theorem in the spin–free case
E(−~k) = E(+~k) (2.3)
reduces the part of the Brillouin zone for which the electronic states have to be calcu-
lated. The full symmetry of the lattice reduces the Brillouin zone even further into an
irreducible part. So only a fraction of the full Brillouin zone needs to be evaluated. While
the band structure becomes more and more complex with increasing numbers of orbitals,
the transformation back into real space leads to a simplified picture, the so–called DOS
(= Density of States).
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The definition is:
DOS(E)dE = Number of states between E and E + dE (2.4)
The band gradient is inversely proportional to the DOS:
DOS(E) ∝ 1∂E
∂k
or DOS(E) ∝ 1|∇~kE|
(2.5)
Here, the direction-dependencies of the bands get lost for the DOS. A large gradient of
the band, similar to a steep slope, results in a small density of states, a small one, thus
a flat band, results in a large DOS. The integration of the DOS up to the Fermi level
εF leads to the total number of occupied states Ne:
εF∫
−∞
DOS(E)dE = Ne (2.6)
In the spin–free case, the multiplication of Ne with 2 denotes the total number of elec-
trons in the system.
As within molecular quantum chemistry, a quantum mechanical analysis of chemi-
cal bonds in solids is also possible. Mulliken’s method of overlap populations (OP) for
molecules [37–40] can be transfered to solids. For simplicity, the concept will first be
explained for molecules. A molecular orbital ψ between two centers is constructed us-
ing two non–orthogonal, normalized atomic orbitals χi with the eigenvectors (or mixing
coefficients) ci:
ψ = c1χ1 + c2χ2 (2.7)
The electron distribution of the molecular orbital can be extracted from the square of
ψ:
〈ψ|ψ〉 = c21 + c22 + 2c1c2〈χ1|χ2〉 = c21 + c22 + 2c1c2S12 (2.8)
The last term, 2c1c2S12, is called the overlap population, and S12 is the overlap integral.
The idea of Mulliken was to evenly divide the OP (the electrons in an orbital/band)
between the two centers, resulting in an identical electron contribution for each center.
The extension for extended systems can be done as shown by Hughbanks and Hoff-
mann [35]: here the density of states is weighted with the OP, which is then called the
Crystal Orbital Overlap Population (COOP). Looking at COOP as a function of the
energy, the resulting diagram shows bonding (positive sign), antibonding (negative),
and nonbonding (zero) regions. The integration over the COOP up to the Fermi level
(=ICOOP) yields a quantitative view of the bonding situation in the solid.
An explanation of the used COHP–analysis is given in section 2.3 later on.
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2.2 The LMTO Method
Electronic structure calculations were performed using ab initio all-electron techniques
with scalar-relativistic corrections. The specific method used was the Linear Muffin-Tin
Orbital (LMTO) theory [41–44] which is a fast linearized form of the KKR method
[45, 46].
In the coming sections, the subscript l denotes the second quantum number, m is the
magnetic quantum number, and L represents the product lm.
2.2.1 The KKR Method
Assuming that even in a solid the potential near an atom is similar to that of a free
atom it is possible to approximate the local crystal potential around an atomic position
by a spherical one. In a close packing it also can be assumed that the potential between
the atoms is very shallow, extending the sphere approximation near the atoms to larger
distances.
Together with Bloch’s theorem this approximation allows the following separation
Ansatz for the wave function (at the energy E within a sphere of radius S):
ψj(~k, ~r) =
∑
lm
aj
~k
RlmψRl(E, |~r − ~R|)ilY lm ̂(~r − ~R) (2.9)
The volumes of spheres should sum up to the cell volume. Here, Y lm are spherical radial
functions, and ψRl is the solution of the radial part of Schro¨dinger’s equation for a radial
potential V (r) at the energy E:[
− d
2
dr2
+
l(l + 1)
r2
+ V (r)− E
]
rψl(E, r) = 0 (2.10)
This view of the crystal potential, originating from Wigner and Seitz, emphasizes the
point that the differences between free atoms and atoms in crystals are mainly due to the
periodic boundary conditions, and that the differences in the potentials are comparably
small.
A solution of Schro¨dingers’s equation is now the so–called Bloch–sum:
ψj(~k, ~r) =
∑
~R
ei
~k ~RΘ(|~r − ~R|)ψj(~k, ~r). (2.11)
Θ is the heavyside stepfunction and equals 1 within the atomic sphere, and 0 on the
outside. Korringa [45], Kohn, and Rostoker [46] developed a radial symmetric solution
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within the spheres. In the range of the shallow potentials at the borders of the spheres
they used phase displaced spherical waves.
The connections at the boundaries of the spheres can be seen as a condition for de-
structive interference of the spheres within the surrounding atomic spheres. The energy–
dependent Ansatz for the orbital is
χlm(E,~r) = i
lY ml
 ψl(E, r) + Pl(E)(
r
S
)l : r < S
(S
r
)l+1 : r > S
(2.12)
where ψl(E, r) is the solution of the radial Schro¨dinger equation within the sphere with
radius S. The function is smooth and differentiable over the whole area. This is basically
the so–called Muffin Tin Orbital used later on. The potential function Pl(E) and the
normalization are defined using the smoothness and differentiability at the sphere border
S. It is, with the logarithmic derivative
Dl(E) =
S
ψl(E, S)
∂ψl(E, r)
∂r
∣∣∣∣∣
r=S
(2.13)
defined as
Pl(E) =
Dl(E) + l + 1
Dl(E)− l 2(2l + 1). (2.14)
Using the theorem that the tails of the orbital at ~R can be expanded into the form
ilY ml (~r)
r
S
, the Bloch sum of the “tails” is:
∑
~R 6=0
ei
~k ~R
(
S
|~r − ~R|
)l+1
ilY ml
̂
(~r − ~R) = ∑
l′m′
−1
2(2l′ + 1)
(
r
S
)l′
il
′
Y m
′
l′ (~r)S
~k
l′m′,lm (2.15)
The coefficients S
~k
l′m′,lm are the so–called structure factors.
One now would like to make the Bloch sum, eqn. 2.11, together with the orbitals from
eqn. 2.12, a solution of the Schro¨dinger equation of the crystal. Within a Muffin–Tin–
sphere the first part of eqn. 2.12 is such a solution, therefore, the “tails” of all the other
Muffin–Tin orbitals together must cancel the second term
∑
lm a
j~k
lm
∑
~R i
lY ml (~r)Pl(E)(
r
S
)l.
This is called the tail cancellation, and results, when applied in eqn. 2.15, into the KKR-
ASA equations: ∑
lm
[
Pl(E)δl′lδm′m − S~kl′m′,lm
]
aj
~k
lm = 0. (2.16)
This is a homogeneous linear system of equations with nontrivial solutions if
∣∣∣Pl(E)δl′lδm′m − S~kl′m′,lm∣∣∣ = 0. (2.17)
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Therefore, the KKR-ASA equations connect the potential within the sphere, Pl(E), with
the structure matrix, S
~k
l′m′,lm, which contains information only from the crystal structure.
The connection between E and ~k is exactly the band structure. Unfortunately, the
energy–dependence of the secular matrix is not linear. Thus, the one–electron energies
E
~k
j must each be solved sequentially by solving eqn. 2.17. If eqn. 2.16 should be solved
self–consistently, then also the eigenvectors aj
~k
lm are needed. They can be obtained by
solving eqn. 2.16 for every square root of E
~k
j .
This can be done, at least numerically. However, even small systems need much more
computational effort as compared to the case where the energy–dependency is linear.
Therefore, the Muffin Tin Orbitals are introduced. They are constructed using partial
waves and their first derivate with respect to the energy and made energy–independent
in first order. This leads to a linear secular equation, and all eigenvalues on a given k
point can be determined by only one diagonalization. This approach is the so–called
LMTO method, and it is described in the next section.
2.2.2 LMTO
The LMTO method can be described as a linearized form of the KKR method described
above. For more details about LMTO, one may read e.g. [42].
In the following we at first will look at the one–electron states of a sphere. These
spheres are placed on lattice positions and the conditions out of crystal symmetry are
determined. Finally, the atomic–sphere–approximation (ASA) is used to obtain the re-
sulting LMTO equations. The extension to more than one atom in the unit cell is the
closing part.
One–electron states within a sphere
We now search for a solution of a spherically symmetric one–particle Schro¨dinger equa-
tion with a central potential within the sphere with radius S (this will be called Muffin
Tin (MT)) and a constant potential on the outside. This constant value will be called
Muffin Tin Zero VMTZ .
The functions ψl(E, r) are the solutions of eqn. 2.10. These functions are obtained
through numerical integration from zero up to the radius S. Normalization of them
within the sphere S is done as
φl(E, r) =
ψl(E, r)√∫ S
0 ψ
2
l (E, r)r
2dr
(2.18)
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where one E = Eνl is chosen fixed, in order to make φνl ≡ φl(Eνl, r) energy–independent.
The first derivate of the chosen energy Eνl with respect to the energy is defined as
φ˙νl(r) =
∂φl(E, r)
∂E
∣∣∣∣∣
Eνl
(2.19)
and the (radial) logarithmic derivate (′ = ∂
∂r
):
Dνl =
Sφ′νl(S)
φνl(S)
=
Sψ′νl(S)
ψνl(S)
and D˙νl =
Sφ˙′νl(S)
φνl(S)
. (2.20)
From now on, the problem will be treated per l value, so the index l will be omitted
further on. By differentiation the normalization 〈φ(E)|φ(E)〉 = 1 yields the orthonor-
mality relation for φ and also its energy derivative, 〈φ˙ν |φν〉 = 0. This is not true for
〈ψ˙ν |ψν〉 because their normalization is energy–dependent. However, it is always possi-
ble to write ψν(r) as a linear combination of φν(r) and φ˙ν(r). The mth derivative of
(H − E)ψ = 0 with respect to the energy leads to (H − Eν)ψ(m)ν (r) = mψ(m−1)ν (r) and
especially (H−Eν)ψ˙ν(r) = ψν(r). It can be shown that φν and φ˙ν are orthonormal with
respect to the core states φn:
〈φn|φν〉 = 0 and 〈φn|φ˙ν〉 = 0 for n 6= ν. (2.21)
Since every linear combination of φν and φ˙ν is orthogonal to the core states, the MTO
can be augmented with ψ˙ν in order to make it perpendicular to the core states of the
neighboring atoms.
The result is a usable one–electron state within the sphere.
The potential parameters
An expression is needed, as before in the KKR method, to connect the inner and the
outer area of the sphere. The potential function Pl(E) =
Dl(E)+l+1
Dl(E)−l 2(2l+ 1) is expanded
as in eqn. 2.14 into a series around ε = E − Eν :
1
D(E)−Dν = −
1
mS2ε
+ a+ bS2ε+O(ε) (2.22)
with O(ε) as the higher order terms. Only four parameters are needed in order to describe
D(E) to first order with respect to the energy. These four potential parameters
Dν , m =
1
S3φ2ν
, a = −Sφνφ˙ν , b = φ
2
ν
S
〈φ˙2ν〉 , (2.23)
or, as can be seen above, Dν , φ, φ˙, and 〈φ˙2ν〉 =
∫ S
0 φ˙
2(r)r2dr, have no physical interpre-
tation. However, they can be used to construct some physical properties.
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As a result it needs to be emphasized that for each atom four parameters are needed
to communicate with other atoms.
Muffin Tin Orbitals
In order to obtain the LMTO equations, the Rayleigh–Ritz variational principle is used in
the following, together with the energy–independent MTOs. Starting from the energy–
dependent MTOs, similar to the one in eqn. 2.12, augmenting them with φν and φ˙ν
as shown in the last chapter, the functions then are orthogonal to the core states and
energy–independent. The necessary informations about the crystal lie in the structure
factors, as also shown in the last chapter.
Muffin–Tin orbitals were introduced by Andersen [47] in order to arrive at basis func-
tions which are nearly energy independent, sufficiently localized, and normalizable for
all values of the kinetic energy κ2 ≡ E − VMTZ . Those basis functions are
χlm(E, κ,~r) = i
lY ml (r̂)
 ψl(E, r) + κ cot(ηl)jl(κr) : r ≤ SMTκnl(κr) : r ≥ SMT . (2.24)
The use of the spherical Bessel (jl) and Neuman (nl) functions ensures that the basis
functions are regular at the origin and at infinity. The constant cot ηl determines the
connection condition at SMT . Due to the spherical Bessel–functions in the MT the MTOs
are no eigenfunctions for the MT–potential, only for bonding states or resonances (when
cot(ηl) equals zero). For the limit κ→ 0 using the asymptotic conditions
nl(κr)→
(
r
S
)−l−1
(2.25)
jl(κr)→
(
r
S
)l
(2.26)
cot(ηl)→ Pl(E) (2.27)
the Muffin Tin orbitals 2.12 result, leading to the KKR equations 2.16.
Starting from eqn. 2.24 the following assumption can be proven (see [42], p. 72): if
the spherical Bessel and Neuman functions are replaced with useful functions to the
so–called augmented Bessel or Neuman functions Jl and Nl, the basis functions χL
are energy–independent around a fixed energy Eν , to first approximation. They are
also orthogonal with respect to the core states. However, Jl and Nl also must meet
the development–theorem nL(κ,~r − ~R) = ∑ . . . jL(κ,~r − ~R), where the index L means
jL(κ,~r) = jl(κr)i
lY ml (r̂).
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The resulting orbital is then written as
χL(E, κ,~r) = i
lY ml (r̂)
 ψl(E, r) + κ cot(ηl)Jl(κr) : r ≤ SMTκnl(κr) : r ≥ SMT (2.28)
This can be seen in a way that E and κ are independent from each other, so that κ can
be chosen as fixed, for example κ = 0 within the ASA (see next section).
In conclusion, there now is a wavefunction for the MT potential of non-overlapping
MT–spheres. For a three–dimensional Bravais lattice the following equation holds:
ψ(E,~r) =
∑
L
a
~k
L
∑
~R
ei
~k ~RχL(E, κ,~r − ~R) (2.29)
The inner sum over ~R can be expressed as
χ
~k
L(E, κ,~r) = χL(E, κ,~r) +
∑
L′
JL′(κ,~r)B
~k
L′L(κ) (2.30)
The Hermitian matrix B, independent of the potential, contains the structure factor
and, in addition, the coefficients of the one–center–expansion of the MTO tails. The
structure factor S can be obtained by changing the normalization.
In order to make the energy–functional stationary, the Rayleigh–Ritz–variational prin-
ciple can be applied:
δ〈ψ|H − E|ψ〉 = 0. (2.31)
This function has nontrivial solutions only if
∣∣∣〈χ~kL′|H − E|χ~kL〉∣∣∣ = 0. (2.32)
The Bloch condition restricts the above integral to one unit cell. For practical reasons,
the one at the origin is chosen.
ASA and LMTO
Most LMTO calculations are done within the ASA, the atomic sphere approximation,
where the non radial–symmetric part of the potential, the higher partial waves, and the
shallow intermediate part between the MT are neglected. This is possible as long as only
very few electrons are in the intermediate part. This is also true for MT–spheres where
the overlapping Wigner–Seitz spheres fill the total cell. Then the overlap volume must
be below 30%, in order to allow for
S ~R′ + S~R − | ~R′ − ~R| ≤ 0.3S~R ∀R (2.33)
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The LMTO secular matrix can now be expressed as an eigenvalue problem, here we
only give the resulting terms:
∑
L
(H
~k
L′L − Ej~kO~kL′L)aj
~k
L = 0 (2.34)
with the Hamilton matrix
H
~k
L′L =
[
ω{n}+Eν(1+ω2{n}〈φ˙2〉)
(S2 )Φ2{n}
]
l
δL′L
+
{[
ω{j}+Eν(1+ω{j}ω{n}〈φ˙2〉)
ω{j}−ω{n}
]
l′
+ [· · ·]l − 1
}
S
~k
L′L(κ)
+
∑
L′′
S
~k
L′L′′(κ)
[
ω{j}+Eν(1+ω2{j}〈φ˙2〉)
2(D{j}−D{n})2SΦ2{j}
]
l′′
S
~k
L′′L(κ)
(2.35)
and the overlap matrix
O
~k
L′L =
[
1+ω2{n}〈φ˙2〉
(S2 )Φ2{n}
]
l
δL′L
+
{[
1+ω{j}ω{n}〈φ˙2〉)
ω{j}−ω{n}
]
l′
+ [· · ·]l
}
S
~k
L′L(κ)
+
∑
L′′
S
~k
L′L(κ)
[
1+ω2{j}〈φ˙2〉
2(D{j}−D{n})2SΦ2{j}
]
l′′
S
~k
L′′L(κ)
(2.36)
ω{j} stands for ω(D{j}) = −φν
φ˙ν
D−Dν
D−Dν˙ and D denotes, as before, the logarithmic deriva-
tive. Φ(j) expresses Φ(D{j}, S), with Φ(D, r) = φν(r) + ω(D)φ˙ν(r). These equations
may seem complicated, they nevertheless are linear. In the computer implementation,
equation 2.34 is a simple matrix diagonalization, which can be accomplished with fast
standard numerical methods.
In order to reduce the error made due to the ASA, the so–called combined correction
can be applied. For more details see [42].
To allow for more atoms in the unit cell, thus introducing an atomic basis for it, only
small changes are necessary. Mainly a radius St is needed for each atom in the cell, with
the condition (in the ASA):
Ω =
∑
t
4pi
3
S3t . (2.37)
Ω is the volume of the elementary cell. This introduces an additional sum
∑
t into above
equations.
Errors within the LMTO formalism
For error estimation within the LMTO formalism, Andersen gave the following formula
[41]:
∆E ≈ (E − VMTZ − κ2)2φ3(S)φ˙(S)Ω
2
I
4pi
(2.38)
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It can be seen that violating the relation E = VMTZ +κ
2 (especially with κ ≡ 0 in ASA)
influences the error value quadratically. In addition, since ΩI denotes the space between
the spheres (the empty sphere), one should try to minimize this area.
Too much overlap also leads to a significant error, because the approximations outlined
in the last section and in equation 2.33 are no longer valid.
2.2.3 Summary
Muffin Tin Orbitals (MTO) are an efficient basis for ab–initio electronic structure calcu-
lations in molecules and solids. Their advantages are:
• They can be used for all elements in the periodic table
• The method accounts for the potential from all the electrons
• They are a minimal basis. For every atomic position and rotational momentum
2l + 1 orbitals are needed, i.e. one s, three p, five d, and, if necessary, seven f
orbitals
• Their energy–dependency can often be neglected in band structure calculations,
leading to linear MTOs (LMTOs). They are, to first order in energy, correct (the
two dots denote the second derivate with respect to the energy):
|MTO〉 = |LMTO(εν)〉+ | ¨LMTO(εν)〉(ε− εν)
2
2
+ · · · (2.39)
There is no first–order energy term!
• The (L)MTOs can be expanded around the atomic positions into radial functions,
spherically harmonic functions and the structure constants
• Only four parameters are needed for each potential
• The main computational task is a simple matrix diagonalization
• The wave functions of the valence electrons are numerically solved in the core–
like regions, in the interstitial regions with flat potentials they are expanded into
Hankel envelope functions
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2.3 COHP
This technique provides information analogous to the familiar Crystal Orbital Over-
lap Population (COOP) analysis [48] used in extended Hu¨ckel calculations [35]. COOP
curves are energy resolved plots of the Mulliken overlap population between two atoms
or orbitals. The Mulliken population analysis depends highly on the used basis sets and
the rather arbitrary distribution of the electrons to the atoms. An alternative approach
to describe bonding is based on Density Functional Theory. The population analysis in
solids is the Crystal Orbital Hamilton Population (COHP) method. Starting from eqn.
2.34, the Hamiltonian can be written as
HL′L = 〈χL′|Hˆ|χL〉 = 〈χL′| − ∇2 + v(~r)|χL〉, (2.40)
consisting of the kinetic (∇2) and potential (v(~r)) energy term.
The so–called band structure energy Eband is defined as the sum of all occupied one–
electron eigenvalues εj, i.e.
Eband =
∑
j
fjεj (2.41)
with occupation numbers fj, 0 ≤ fj ≤ 2, assuming the non–spin–polarized case. It can
also be expressed as the energy integral up to the Fermi level εF of the distribution of
one–electron eigenvalues:
Eband =
∫ εF
dε
∑
j
fjεjδ(εj − ε) (2.42)
Now, if we multiply eqn. 2.34 from the left by the conjugate complex eigenvectors aj
′∗
L′ ,
we get ∑
L
aj
′∗
L′
{
HL′L − εjOL′L
}
ajL (2.43)
Because of the orthogonality of the wave functions this can be written as
∑
L′
∑
L
aj
′∗
L′ HL′La
j
L = εjδj′j (2.44)
using the relation
δj′j = 〈ψj′|ψj〉 =
∑
L′
∑
L
aj
′∗
L′ SL′La
j
L (2.45)
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Finally, by insertion of eqn. 2.44 into 2.42 we arrive at
∑
j
fjεjδ(εj − ε) = ∑
j
fj
∑
L′
∑
L
aj
′∗
L′ HL′La
j
Lδ(εj − ε)
=
∑
L′
∑
L
HL′L
∑
j
fja
j′∗
L′ a
j
Lδ(εj − ε)︸ ︷︷ ︸
DOS matrix
=
∑
L′
∑
L
HL′LNL′L(ε)
=
∑
L′
∑
L
COHPL′L(ε)
(2.46)
It can be seen that the COHP is constructed by weighting the density of states (DOS)
with the Hamilton matrix, thus Crystal Orbital Hamilton Population.
Instead of the overlap integral OL′L the pairwise interaction energy HL′L is used.
An integration here is similar to the one known from the COOP. Due to the different
definitions, COOP and COHP have different signs, such that a negative COHP means
bonding and positive COHP shows antibonding interactions. There is one very important
difference between COHP and COOP curves: while COOPs are usually presented as an
average of several bonds, COHPs typically include the sum of those bonds. While this
does not affect the shape of COHP curves, it does change their size.
2.4 Technical Details
In the following investigations, the electronic energy was calculated via spin density--
functional theory, replacing the many-particle problem by the self-consistent solution
of the Kohn-Sham equations [49, 50], parameterized according to von Barth and Hedin
[51]. Diagonalization and integration in reciprocal space was performed with the help of
an improved tetrahedron method [52]. All calculations were checked for convergence of
energies, orbital moments, integrated COHP values, and, where appropriate, magnetic
moments with respect to the number of k points. The energies were converged at least
within 10−5 Ry, the magnetic moments at least within 0.04 µB. The basis set of short-
ranged [53] atom-centered TB-LMTOs contained s–d valence functions for the transition
metals and s–p for the nitrogen atoms. When necessary, ”empty spheres” (atomic wave
functions without nuclei) were incorporated into the cell in order to increase variational
freedom and to improve packing. Starting from atomic Hartree potentials, the structures
were iterated by use of the atomic-spheres approximation (ASA), employing muffin-tin
spheres blown up to overlapping and volume filling spheres. Optimizations of the lattice
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constants were performed in the non-spin-polarized mode and further checked using spin
polarization in some cases; they did not improve by more than 0.01–0.03 A˚. Finally, spin-
polarized calculations were carried out at the optimized lattice constants. To do so, a
small perturbation was introduced into the two spin–sublattices by manually changing
their occupations. In the following, the electronic structure was then again iterated
towards self-consistency, either converging to a non-magnetic (no unpaired electrons) or
a magnetic (fractional occupations for the spin sublattices) ground state. The program
used was TB-LMTO 4.7 [54].
The chemical bonding in all phases was investigated using Crystal Orbital Hamilton
Population (COHP) analysis [55].
The above method is well established in solid state chemistry and physics; for ground
state properties such as cohesive energies, lattice constants or magnetic moments it can
be expected to be accurate within experimental error limits.
3. Binary 1:1 Transition Metal Nitrides
In this chapter we want to understand the bonding situation in transition metal nitrides
in general and in iron nitrides in particular. This is done in preparation for a later
chapter, where we will pursue the investigation of the sputtering process of aluminum
nitride onto iron surfaces.
Since during the sputtering process many different iron nitrides with a wide variety
of nitride contents might occur, an investigation of all known structures of iron nitrides
is mandatory. We start our investigation with 1:1 3d transition metal nitrides. A quick
survey of literature shows that these compounds were studied from early on. However, a
closer look reveals that almost no theoretical results are published, which were obtained
with modern methods and are highly accurate.
Furthermore, there is yet no satisfactory theoretical explanation as to why there is a
structural breakdown between CrN and FeN or as to why MnN and NiN have not been
synthesized yet.
It was long believed that all of the simple 1:1 binary 3d transition metal nitrides should
crystallize in the sodium chloride structure type. In contrast to this assumption, which
was based on the structures of the early transition metal nitrides (Sc to Cr) [14–17], FeN
and CoN have recently been prepared [20, 21, 56] and their structures were determined
to be of the zinc blend type.
There have been calculations reported for this particular class of compounds, carried
out with a combination of ab initio total-energy techniques (using the LMTO method)
and thermodynamic data analysis [57]. It was found that MnN in the sodium chloride
structure has the smallest cohesive energy of all binary 3d transition metal nitrides.
Unfortunately, these calculations were restricted to the sodium chloride structure type,
and alternative structures were not examined. In the following, both the sodium chloride
and the zinc blend structure types will be analyzed .
ScN [14], TiN [16], VN [17], and CrN [15] crystallize in the sodium chloride structure
type, shown in Fig. 3.1 (left); for numerical data, see Tab. 3.1. Here, the transition
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Table 3.1: Crystallographic data for ScN, TiN, VN, CrN, FeN, and CoN
Compound structure type experimental theoretical
(space group) a/A˚ magnet. a/A˚ magnet.
ScN NaCl (Fm3m) 4.44 [14] 4.46 0
TiN NaCl (Fm3m) 4.239 [16] 4.24 0
VN NaCl (Fm3m) 4.10 [17] 4.10 0
CrN NaCl (Fm3m) 4.140 [15] 2.4 [58] 4.02 1.4
FeN ZnS (F43m) 4.307 [20] (FeN) a-f 4.20 0
4.33 [56] (γ′′-FeN0.91) or 0
CoN ZnS (F43m) 4.297 [21] para 4.22 0
MnN[59] fct-NaCl a = 4.256 a-f
c = 4.189
metals (as well as the nitrogens) experience six-fold coordination with metal–nitrogen
distances of 2.20 A˚ (ScN), 2.12 A˚ (TiN), 2.05 A˚ (VN) and 2.07 A˚ (CrN). The twelve
second-nearest neighbor distances are 3.11 A˚ (Sc–Sc), 3.00 A˚ (Ti–Ti), 2.90 (V–V), and
2.93 A˚ (Cr–Cr). FeN [20] and CoN [21] both adopt the zinc blend structure type (Fig.
3.1, right) and have essentially the same lattice constants. The metal and nitrogen atoms
in these structures are tetrahedrally coordinated, with metal–nitrogen distances of 1.86
A˚. The twelve second-nearest-neighbor contacts are 3.04 A˚ long. Both compounds are
considered to be stoichiometric, with nitrogen contents of 49.5 and 50.2 %, respectively.
Figure 3.1: The sodium chloride (left) and zinc blend (right) type structure
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From a theoretical perspective, it is very interesting to ask what structures are expected
for MnN and NiN, which have yet to be synthesized.
Since the DOS and COHP curves of MN (M = Sc· · ·Ni) are quite similar to those of
FeN, a rigid band model may be adopted. Thus, both the DOS of FeN in the sodium
chloride (Fig. 3.2) and zinc blend (Fig. 3.3) structures are shown along with arrows
indicating the position of the Fermi energy εF for the other isostructural compounds.
The behavior of εF across the series is what could be expected: moving up through
the bands as the atomic number (and thus the number of valence electrons) increases.
Iron–nitrogen and iron–iron COHPs for FeN on both structure types are also shown in
Figs. 3.2 and 3.3.
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Figure 3.2: Density-of-states (DOS) and local 3d projections (left), and the Crystal Or-
bital Hamilton Populations for the iron–nitrogen interactions (middle) and
the iron–iron interaction (right) in FeN for the sodium chloride structure.
The arrows denote the Fermi levels in the other isostructural compounds.
In both structures of FeN, there are two sets of peaks in the DOS. The first, centered at
around −6 eV, is primarily composed of nitrogen 2p orbitals, with a bonding admixture
of iron 3d. The iron–nitrogen antibonding peak in which εF is located is mostly iron 3d
in character. The familiar three below two (t2g below eg) crystal field splitting pattern
which could be expected for octahedral iron in the sodium chloride structure is obscured
by the large dispersion of the 3d peaks in the DOS. In the zinc blend structure, however,
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the 3d peaks are narrow enough for the e below t2 crystal field splitting to be discerned.
As expected, the iron–nitrogen pi∗ interactions in the e set (centered at around −2 eV)
are considerably weaker than the σ∗ interactions in the t states centered at ≈ 2.5 eV.
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Figure 3.3: Density-of-states (DOS) and local 3d projections (left), and the Crystal Or-
bital Hamilton Populations for the iron–nitrogen interactions (middle) and
the iron–iron interaction (right) in FeN for the zinc blend structure. The
arrows denote the Fermi levels in the other isostructural compounds.
The integrated iron–nitrogen COHPs in the sodium chloride (−3.50 eV bond−1) and
zinc blend (−4.04 eV bond−1) structures are very nearly the same for FeN. To understand
the difference in stability between these two structures, the iron–iron interactions (Fig.
3.2 and 3.3) needed to be considered. The iron–iron contacts in the sodium chloride
structure (2.79 A˚) are considerably shorter than those in the zinc blend structure (2.97
A˚). This fact is reflected in the magnitude of the iron–iron COHP curves (−0.21 eV
bond−1 for sodium chloride, −0.03 eV bond−1 for zinc blend). Note the relatively strong
iron–iron antibonding interactions around εF in the sodium chloride structure.
Transformations to the zinc blend structure type considerably lessens the strength of
those interactions. Their total amount, however, cannot be structurally decisive whereas
iron–iron antibonding interactions at the Fermi level seem to be more critical: in the ear-
lier members of the MN series, the Fermi level lies lower in the metal–metal COHP curve,
not yet sampling so many antibonding states. For these electron counts the sodium chlo-
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ride structure, with much shorter metal–metal contacts, is favored. For higher electron
counts, switching to the zinc blend structure type reduces these antibonding interactions
by a significant amount.
Based upon this simple bonding analysis, the prediction that MnN should appear in
the zinc blend structure type could be made. NiN is a little bit more problematic. Here
εF is quite high in both the nickel–nitrogen and the nickel–nickel COHP curves. Many
antibonding levels are populated in either structure type, leading to doubt the stability
of this compound, a conclusion in agreement with a thermodynamic analysis [60].
Table 3.2: Calculated data (spin-polarized) for ScN, TiN, VN, CrN, MnN, FeN, CoN,
and NiN
metal–nitrogen interactions metal–metal interactions
Compound structure a distance −ICOHP −ICOHP distance −ICOHP −ICOHP
type A˚ A˚ eV atom−1 eV bond−1 A˚ eV atom−1 eV bond−1
ScN Fm3m 4.46 2.23 10.75 1.792 3.15 1.03 0.086
F43m 4.82 2.09 8.21 2.052 3.41 0.06 0.005
TiN Fm3m 4.24 2.12 16.08 2.680 3.00 3.65 0.304
F43m 4.56 1.97 10.98 2.745 3.22 0.40 0.033
VN Fm3m 4.10 2.05 19.21 3.202 2.90 4.32 0.360
F43m 4.42 1.91 12.94 3.235 3.12 0.68 0.057
CrN Fm3m 4.02 2.01 19.96 3.327 2.84 3.36 0.280
F43m 4.30 1.86 14.14 3.535 3.04 0.61 0.051
MnN Fm3m 3.96 1.98 20.79 3.465 2.80 3.09 0.257
F43m 4.25 1.84 15.67 3.918 3.01 0.55 0.046
FeN Fm3m 3.95 1.98 20.98 3.497 2.79 2.55 0.213
F43m 4.20 1.82 16.16 4.040 2.97 0.36 0.030
CoN Fm3m 3.94 1.97 19.93 3.322 2.79 1.86 0.155
F43m 4.22 1.83 15.49 3.873 2.98 0.17 0.014
NiN Fm3m 3.98 1.99 16.00 2.667 2.81 1.32 0.110
F43m 4.28 1.85 14.08 3.520 3.03 0.05 0.004
Looking at the integrated COHP values for an iron–nitrogen octahedron, the values
for the sodium chloride structure are increasing from ScN to FeN, and then decreasing
(Tab. 3.2). The values for the zinc blend structure show the same behavior but with
smaller differences, leading to a nearly similar value for NiN. It is dangerous to overstress
these qualitative arguments, however, a plot of the difference of the ICOHPs between
the two structure types for a single metal–nitrogen bond (Fig. 3.4) is suggestive. The
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more positive this difference, the more stable is a single bond in the zinc blend structure
compound. It can be seen that the difference is small (below 0.26 eV) for ScN up to CrN,
while for MnN up to NiN the difference lies above 0.45 eV. The large energy difference
for the case of MnN (close to the FeN value) also supports the prediction of the zinc
blend structure for MnN. If NiN is indeed stable enough to be synthesized (see above),
it will be found in the zinc blend and not in the sodium chloride structure, unless a
completely different structure type, not yet considered, would be favored.
Concerning the calculated magnetic moments, zero unpaired electrons for ScN, TiN,
and VN were found, 1.4 for CrN, 2.2 for MnN, 1.3 for FeN, and again zero for CoN, and
NiN, assuming a sodium chloride structure. For the zinc blend structure, the calculated
values are zero for ScN and TiN, 0.1 for VN, 1.0 for CrN, zero for MnN, FeN, CoN,
and NiN. Experimentally, FeN is reported to be anti-ferromagnetic (no moment given
[20], see also the section for FeN0.91 later on), while CoN is reported to be paramagnetic
(no moment given [21]). Recent Mo¨ßbauer measurements on FeN0.91 in the zinc blend
structure type by Nasu [61] nevertheless shows that there are no magnetic hyperfine field
splittings detectable at 10 K.
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Figure 3.4: The difference of the negative integrated COHP (−ICOHP) per metal–
nitrogen bond between the zinc blend structure and the sodium chloride type
against the atomic number; the positive numbers indicate by what amount
a single bond is more stable in the zinc blend structure compared with the
sodium chloride structure. See also Table 3.2.
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Very recently the preparation of MnN by DC reactive sputtering was reported [59].
Suzuki et al. found MnN to crystallize in a fc–tetragonal phase of NaCl type with the
lattice constants of a = 4.256 A˚ and c = 4.189 A˚. The compound exhibits a antifer-
romagnetism. These results does not match our calculations, where we found a lattice
constant of about 3.96 A˚ and a magnetic moment of 2.2 for the NaCl structure. However,
the reported values does match the calculations of MnN in the ZnS structure, where a
lattice constant of 4.25 A˚ and a magnetic moment of 0 was found. Further investigations
onto the discrepancies are needed in order to clarify the results found experimentally.
4. Iron Nitrides
At least 6 different binary iron nitrides have been communicated. The start will be made
with the stoichiometric phases and afterwards non-stoichiometric ones will be considered.
4.1 ζ-Fe2N
ζ-Fe2N was synthesized by Jacobs et al. by flowing ammonia over iron powder [22]. The
crystal structure of ζ-Fe2N shows strong similarities to the anti α-PbO2 structure type.
There is a distorted hcp arrangement of iron atoms, with the nitrogen atoms occupying
corner- and edge-sharing distorted octahedra (see Fig. 4.1) and with two iron–nitrogen
bonds at 1.89 A˚, another two at 1.96 A˚, and finally two at 2.01 A˚. There are also 12
iron–iron distances within the 2.72–2.81 A˚ range.
Figure 4.1: Crystal structure of ζ-Fe2N; shown is the anti-cuboctahedron of iron
with 3 edge sharing nitrogen–centered octahedra which form infinite one-
dimensional chains.
The DOS of ζ-Fe2N, calculated using the experimental structure, is shown in Fig. 4.2.
The large DOS at εF strongly suggests metallic character for this phase, in agreement
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with the experimental result. The projection of the 3d states (black filling of the DOS
curve) show that these orbitals dominate the states close to the Fermi level. The COHP
analysis for the iron–nitrogen interactions (see also Fig. 4.2) shows strong Fe–N bonding
between −8 to −5 eV and makes it clear that metal–nitrogen bonding is the driving
force for forming the crystal, as expected. The presence of strong covalent bonding
between the iron and nitrogen atoms explains the unusually small volume increments
calculated for N3− in these compounds [62]. The iron–iron bonding is also strong, with
weaker antibonding interactions just below εF . The spin-polarized calculations give 1.5
unpaired electrons on the iron atom, fitting the experimentally observed paramagnetism
[63].
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Figure 4.2: Density-of-states (DOS) and local 3d projections (left), and the Crystal Or-
bital Hamilton Populations for the iron–nitrogen (middle) and iron–iron in-
teractions (right) in ζ-Fe2N
4.2 ε-Fe3N
ε-Fe3N was also synthesized by Jacobs and coworkers by nitridation of iron powder under
flowing ammonia [24]; the crystal structure is hexagonal (see Fig. 4.3). The iron atoms
form a slightly distorted hcp packing, with the nitrogen atoms occupying only corner–
sharing octahedra. The nitrogen atom is six-fold coordinated by iron atoms and the
iron–nitrogen bond length is 1.93 A˚. In addition, there are 12 close iron–iron distances
which are 2 × 2.64 A˚, 4 × 2.66 A˚, 2 × 2.73 A˚, and finally 4 × 2.74 A˚.
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Figure 4.3: Crystal structure of ε-Fe3N; shown is the anti-cuboctahedron of iron with 2
corner sharing nitrogen–centered octahedra.
The c/a ratio of the lattice constants was held constant during the optimization of
the lattice parameters, arriving at values of a = 4.46 A˚ and c = 4.148 A˚. These are in
satisfactory agreement with the experimental data (see Tab. A.1), with an error of 5.1
%. As was the case in ζ-Fe2N, the DOS of ε-Fe3N in Fig. 4.4 shows metallic behavior,
broad bands, and dominant iron 3d contributions at the Fermi level. Moreover, strong
iron–nitrogen and somewhat weaker iron–iron bonding (see COHP analysis in Fig. 4.4)
can be found, with small iron–iron antibonding contributions at the Fermi level. This
similarity especially between the iron–iron COHPs of ζ-Fe2N and ε-Fe3N might have
been expected from the analysis of structural relations between those two structures by
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Figure 4.4: Density-of-states (DOS) and local 3d projections (left), and the Crystal Or-
bital Hamilton Populations for the iron–nitrogen (middle) and iron–iron in-
teractions (right) in ε-Fe3N
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Jacobs and coworkers [22]. The spin-polarized calculations gives 1.6 unpaired electrons
on the iron atom, which is in agreement with the experimental result of 1.3-1.5 µB per
iron atom [64].
4.3 γ-Fe4N
γ′-Fe4N was synthesized by Jacobs and coworkers by reaction of iron powder with super-
critical ammonia in high pressure autoclaves [24]. The crystal structure can be appro-
priately described by an anti perovskite structure incorporating two crystallographically
different iron atoms (see Fig. 4.5). Fe(1) is linearly coordinated by two nitrogens with a
bond distance of 1.90 A˚ while Fe(2) has 12 nearest Fe(1) neighbors at 2.68 A˚. Nitrogen,
on the other hand, is octahedrally coordinated by Fe(1) at 1.90 A˚.
Theoretical optimization of the cubic lattice parameter gives a = 3.70 A˚, too short by
only 2.4 % when compared with the experimental value of 3.79 A˚.
Fe(2)
Fe(1)
N
Figure 4.5: Unit cell of γ′-Fe4N.
The DOS and the local 3d projections of Fe(1) and Fe(2) are given in Fig. 4.6. In
agreement with the experiment, the material is metallic, as found by Jacobs. It is worth-
while mentioning the difference in electronic functionalities between Fe(1) and Fe(2),
solely arising from the extreme difference in coordinations. While Fe(1) is responsible
for the chemical bonding to nitrogen — thus showing strong dispersion in the DOS —
Fe(2) experiences metallic twelve-fold coordination and moderate interactions with its
Fe(1) neighbors, such that the Fe(2) dispersion is less than half of the one of Fe(1).
Similar results can be deduced from the COHP curves shown in Fig. 4.7. The iron–
nitrogen bonding originates almost exclusively from the Fe(1)–N interactions between
−9 and −6 eV where Fe(2) does not mix in. On the energy scale, iron–iron bonding
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is nicely separated, at around −4 to −1 eV. Like in the other stable phases discussed
before, iron–iron antibonding effects are almost nonexistent below εF .
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Figure 4.6: Density-of-states (DOS) and local 3d projections of Fe(1) and Fe(2) for γ′-
Fe4N
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Figure 4.7: Density-of-states (DOS) and local 3d projections (left), and the Crystal Or-
bital Hamilton Populations for the iron–nitrogen (middle) and iron–iron in-
teractions (right) in γ′-Fe4N
The spin-polarized calculations arrive at a total of 1.6 unpaired electrons. This average
value is the approximate mean of the two individual spin occupations of 1.2 for Fe(1)
(3×) and 3.0 for Fe(2) (1×). This is below the experimental value of 2.21 [65], and
even below similar calculations using the LMTO method, which also reveal values of 2.2
[66, 67]. Repeating the calculations by Sakuma surprisingly arrives at values very close
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to our present results. It seems that Sakuma’s calculations were based on a too small
number of k–points since his published results can only be reproduced by using only
a few k points. Then, however, both energy and magnetic moment are by no means
converged.
4.4 α′′-Fe16N2
The most iron-rich nitride phase discussed here, α′′-Fe16N2, was first synthesized by
Jack [10] by tempering N-martensite. Other possible methods have been reported [68].
A cubic structure was described by Jack as early as 1950 [8]. The compound is currently
of considerable interest since some have reported it to exhibit a very high magnetic
moment (up to 3.2 µB), and a number of theoretical calculations have already been
published [23, 69]. All of them arrive at about 2.4 µB, which is in good agreement with
most experimental results of 2.5 µB [23].
Fe(1)
Fe(2)
Fe(3)
N
Figure 4.8: Crystal structure of α′′-Fe16N2.
The crystal structure of α′′-Fe16N2 is shown in Fig. 4.8; in the very center there is
an octahedrally coordinated nitrogen atom with two apical bonds of 1.95 A˚ (Fe(2)) and
four equatorial bonds of 2.02 A˚ (Fe(3)). Fe(1) is coordinated only by iron (8 × 2.56
A˚ to Fe(3), 4 × 2.88 A˚ to Fe(2)). Fe(2) experiences 4 nearest Fe(3) atoms with an
extraordinarily small distance of 2.35 A˚, one Fe(2) atom at 2.39 A˚, 4 next nearest Fe(3)
atoms at 2.81 A˚, and 4 Fe(1) at 2.88 A˚. Finally, there is Fe(3) which has 2 nearest Fe(2)
atoms at 2.35 A˚ distance, 4 Fe(1) atoms at 2.56 A˚, again 2 Fe(2) atoms at 2.81 A˚, and
then 4 Fe(3) atoms at 2.86 A˚.
Calculated in the experimental structure, the DOS and the local 3d projections of
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Fe(1), Fe(2), and Fe(3) in α′′-Fe16N2 are given in Fig. 4.9.
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Figure 4.9: Total DOS of α′′-Fe16N2 with local projections for Fe(1), Fe(2), and Fe(3).
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Figure 4.10: Density-of-states (DOS) and local 3d projections (left), and the Crystal
Orbital Hamilton Populations for the iron–nitrogen interactions (middle)
and the iron–iron interactions (right) in α′′-Fe16N2. The filled part in the
iron–iron interactions are the six Fe–Fe bonds of Fe(3) shorter than 2.60 A˚.
The DOS, the iron–nitrogen and the iron–iron COHPs are shown in Fig. 4.10. In
the iron–iron COHP the six iron–iron bonds of Fe(3) which are shorter than 2.60 A˚
dominate the curve around the Fermi level. The electronic difference between the three
crystallographically different iron atom is also reflected in their spin occupations. Fe(1),
which has no direct contact with any nitrogen atom, has 2.9 unpaired electrons, while
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Fe(2) and Fe(3) have 1.9 and 2.4, respectively, leading to a total number of 2.4 unpaired
electrons. This finding for the Fe(1) atom is in harmony with the result for the Fe(2)
atom of γ′-Fe4N which showed roughly the same number (3.0).
Another interesting observation comes from the COHP curves of α′′-Fe16N2. While
the overall iron–nitrogen bonding (see Fig. 4.10) does not show any behavior that is
different from the other binary iron nitrides, the iron–iron COHP is surprising. Here no
antibonding iron–iron interactions up to the Fermi level could be found. In fact, there
are some bonding interactions above εF . Recall that even pure α-Fe has small iron–
iron antibonding interactions below εF (see Fig. 4.11 left). An iron bcc-lattice, which is
modeled to match the subcell of the α′′-Fe16N2–cell, (a = 2.86 A˚, c = 3.14 A˚), already
shows these novel bonding interactions above the Fermi level.
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Figure 4.11: Crystal Orbital Hamilton Populations for the 8 nearest and 6 second nearest
iron–iron interactions for α-Fe with an optimized lattice constant of 2.74 A˚
(left) and a bcc like iron lattice (right) that has been blown up and stretched
in z direction by 10 % (a = 2.86 A˚, c = 3.14 A˚) to match a subcell found in
α′′-Fe16N2. The filled curves are the projections of the nearest 8 neighbors,
respectively.
In α′′-Fe16N2, the iron–iron bonding is mainly due to the interaction of Fe(3) with
their nearest Fe(1) (4 × 2.56 A˚) and Fe(2) (2 × 2.35 A˚) neighbors, while the second
nearest neighbors with distances of more than 2.80 A˚ do not lead to further bonding
interactions. The conclusion is that the distortion of the iron bcc motif in α′′-Fe16N2
leads to an upward shift of antibonding interactions above the Fermi level. In fact, the
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distortion is so large that potentially bonding interactions get lost, too.
4.5 γ′′-FeN0.91
Films of this non-stoichiometric binary phase have been synthesized by Takahashi et al.
using the rf-sputtering technique [56]. According to their results, γ′′-FeN0.91 crystallizes in
the zinc blend type with an experimental lattice constant of 4.33 A˚. Our own theoretical
optimization of the lattice parameter yields 4.21 A˚, too small by about 2.7 %. This small
underestimation of the lattice constant is typical for the local-density approximation.
Moreover, it is necessary to stress that the optimization in this work is based on a
stoichiometric 1:1 composition such that a comparison with the experimental value of
4.30 A˚ (synthesis of the fully stoichiometric phase [20]) seems to be more appropriate;
the error then is only about 2 %.
The DOS of the stoichiometric phase has already been shown in Fig. 3.3, reflecting
metallic character. This is in good agreement with the observations by Takahashi and
coworkers. Note that the amount of antibonding iron–nitrogen interactions (4 bonds of
1.82 A˚) at the Fermi level is small while bonding interactions between the iron atoms
(12 distances of 2.97 A˚) are insignificant (Fig. 3.3). Additional theoretical calculations
performed in the spin-polarized mode revealed no tendency for unpairing of electrons
whatsoever. This finding is in conflict with the results found by Takahashi and coworkers
who detected a magnetic moment of about 1.7 Bohr magnetons. This discrepancy prob-
ably goes back to the slightly different stoichiometries (experimentally FeN0.91 instead of
theoretically FeN). It is also possible that additional γ′′′-FeNx impurity in that particular
sample may have caused the magnetic moment. It is not easy to obtain pure γ′′-FeN0.91
free from a slight containment of the magnetic γ′′′-FeN0.5−0.7. The latter preparation
requires a substrate cooling to raise its yield.
4.6 γ′′′-FeNx (x = 0.5–0.7)
A film of this compound has also been made recently by Takahashi and coworkers using
rf-sputtering [56, 70]. Based on X-ray data measurements, the authors proposed that
γ′′′-FeN0.5−0.7 adopts a NaCl type structure in which an fcc lattice of iron atoms also
contains octahedrally coordinated nitrogen atoms, statistically distributed among the
octahedral sites. As an alternative to this structure the Mo2N structure type, where the
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nitrogen atoms occupy the octahedral positions in an ordered fashion, was considered.
With respect to the iron/nitrogen atomic ratio, it is worthwhile mentioning that two of
the stoichiometric iron nitride phases discussed above, ζ-Fe2N and ε-Fe3N, have similar
Fe:N ratios.
4.6.1 Nitrogen contents in non-stoichiometric iron nitrides
Both structures suggested for γ′′′-FeN0.5−0.7 contain fcc arrangements of iron atoms.
The stoichiometric phases ζ-Fe2N and ε-Fe3N not only have different iron arrangements
(hcp), but also show distortions from ideal packing. In the following, the reasons if and
why γ′′′-FeN0.5−0.7 may crystallize with an fcc packing will be investigated by means
of several model calculations. To do so, a number of hypothetical iron nitrides with
varying nitrogen contents were calculated, assuming a defect sodium chloride structure
type throughout.
Fe
N
Figure 4.12: Model structure of Fe8N6.
The electronic structure of FeN in the sodium chloride structure was discussed above.
FeN0.75 (Fe8N6) and FeN0.5 (Fe8N4) were studied in a structure where the unit cell of
sodium chloride was doubled in z. In order to simulate the nitrogen defects, a tetragonal
space group symmetry was used; the structure for Fe8N6 is shown in Fig. 4.12. During
optimization of the lattice parameter, the c/a ratio was kept fixed at c/a = 2. No further
spatial optimizations of the basis atom positions was performed.
With decreasing nitrogen contents, the optimized lattice constants decrease monotonously.
For FeN a = 3.95 A˚ is found (see above), while a = 3.86 A˚ is found for FeN0.75, and
a = 3.78 A˚ for FeN0.5. For γ
′-Fe4N (≡ FeN0.25) a = 3.70 A˚ were found. The average num-
ber of unpaired electrons calculated for these structures are 1.27 for FeN, 1.52 for FeN0.75,
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and 1.62 for FeN0.5. Thus, an average of approximately 1.5 unpaired electrons can be
confidently assigned to the non-stoichiometric phase γ′′′-FeN0.5−0.7. This is consistent
with the experiments of Heiman and Kazama who found FexN1−x, with 0.40 < x < 0.75,
to be ferromagnetic [71].
The DOS, iron–nitrogen, and iron–iron COHP curves are given in Fig. 3.2 for FeN
(NaCl structure type), in Fig. 4.13 for Fe8N6 and in Fig. 4.14 for Fe8N4; as has been
said before, the latter two calculations were based on an ordered defect NaCl structure
type. The DOSs for the three different structures and stoichiometries show the expected
behavior. For the lower nitrogen contents, the local environments of the iron atoms
begin to differ, reflected by the broader DOS curves. All three hypothetical compounds
clearly exhibit metallic character while the states near the Fermi level are, once again,
iron-dominated.
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Figure 4.13: Density-of-states (DOS) and local 3d projections (left), and the Crystal
Orbital Hamilton Populations for the iron–nitrogen (middle) and iron–iron
interactions (right) in hypothetical Fe8N6 (NaCl type structure)
The COHPs for all three compounds exhibit significant Fe–N bonding interactions
although they are somewhat smaller than in the cases of ε-Fe3N and ζ-Fe2N. The re-
ductions can be traced back to some antibonding effects just below the Fermi level,
only weakly seen for ζ-Fe2N (see Fig. 4.2 for comparison). Thus, the distortions in the
iron arrangements in ζ-Fe2N have effectively reduced the antibonding effects. There is
no distortion of the iron packing in ε-Fe3N, and so the antibonding interactions just
below the Fermi level can also be seen (Fig. 4.4). Numerically, the negative integrated
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values of the Crystal Orbital Overlap Populations (−ICOHPs) up the Fermi level are
the following: for a single octahedron of one nitrogen (six bonding interactions) 31.7 eV
for ε-Fe3N, 21.2 eV for ζ-Fe2N, 19.0 eV for Fe8N4 (undistorted Fe2N), 23.4 eV for Fe8N6
(undistorted Fe1.33N), 21.0 eV for FeN in the sodium chloride structure, and 16.2 eV for
FeN in the zinc blend structure type were found.
The negative integrated values of the 12 nearest neighbor iron–iron COHPs are 12.6
eV for ε-Fe3N, 7.6 eV for ζ-Fe2N, 2.6 eV for Fe8N4 (undistorted Fe2N model), 6.7 eV for
Fe8N6 (undistorted Fe1.33N model), 2.6 eV and 0.36 eV for FeN in the sodium chloride
and zinc blend structure type, respectively. ζ-Fe2N is clearly preferred against Fe8N4;
the iron–nitrogen and the iron–iron interactions are both stronger in the case of the
distorted iron lattice of ζ-Fe2N. The value of the iron–nitrogen interaction in Fe8N6 is
again stronger than for ζ-Fe2N and Fe8N4, and the values decrease for FeN in sodium
chloride structure type. The iron–iron interactions show a similar trend.
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Figure 4.14: Density-of-states (DOS) and local 3d projections (left), and the Crystal
Orbital Hamilton Populations for the iron–nitrogen (middle) and iron–iron
interactions (right) in hypothetical Fe8N4 (NaCl type structure)
The experimental lattice parameter of γ′′′-FeN0.5−0.7 was determined to lie at 4.50 A˚.
Recalling the theoretically optimized lattice parameters which were 3.95 A˚ for FeN, 3.86
A˚ for FeN0.75 (Fe8N6 model) and 3.78 A˚ for FeN0.5 (Fe8N4 model), all of them are way
off from the above experimental one. However, the theoretical lattice parameters relate
very well with, for example, the one of the even more nitrogen-deficient phase γ′-Fe4N
(FeN0.25, see above) which is 3.79 A˚. On the other hand, a lattice parameter beyond 4 A˚
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is found for nitrogen-rich FeN in the zinc blend structure type only. Thus, the suggestion
that the lattice parameter of γ′′′-FeN0.5−0.7 needs to be redetermined should be made.
Taking in account that theoretically optimized lattice parameters are typically too short
by 2–5 %, a reasonable prediction for γ′′′-FeN0.5−0.7 would fall in the 3.78–3.86 A˚ (plus
2–5 %) range, that is about 3.89–3.98 A˚, depending on the actual nitrogen content and
assuming an ordered NaCl defect variant. These arguments neglect any thin film as well
as substrate effects, the latter which may have forced γ′′′-FeN0.5−0.7 to go into the sodium
chloride type structure.
5. Differences between Iron Nitrides
and Iron Carbides and Iron
Phosphides
Here we will investigate the series of compounds {FeC, FeN, FeP} in which the nitride
ion is different in some way from its neighbors in the periodic table. Within this series,
the structural properties change, since the coordination environments of the Fe ions are
altered. FeC crystallizes in the NaCl structure type, with octahedrally coordinated Fe4+
ions. In FeP, which crystallizes in the MnP structure type [72], the Fe3+ ions are found
in a distorted octahedral arrangement. The thermodynamically stable phase of FeN is
the zinc blend structure, with tetrahedrally coordinated Fe3+ ions [73].
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Figure 5.1: (a) Crystal field splitting of an octahedrally coordinated metal ion. Electron
fillings appropriate for Fe4+ (d4, left) and Fe3+ (d5, right) are shown. (b)
Crystal field splitting of an tetrahedral coordinated metal ion. The electron
filling appropriate for Fe3+ (d5) is shown.
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Crystal field theory predicts a different result, Figure 5.1. This qualitative diagram
of the energy levels of octahedral and tetrahedral metal ions has two important (and
familiar) features: the splitting patterns are 3 levels below 2 (octahedron) and 2 levels
below 3 (tetrahedron); the crystal field splitting (energy difference between the sets of
levels) in the octahedron is larger than that in the tetrahedron. The electrons are placed
into the levels using Hund’s rules. If FeN were found in the NaCl (octahedral) structure,
there would be five electrons in the t2g orbitals. In the tetrahedral (zinc blend) structure,
however, the low-lying e set is full and one electron is found in the higher-lying t2 set.
Population of this level, which is Fe–N antibonding, has a destabilizing effect upon
the structure, such that the octahedral structure should be favored. Why then is the
tetrahedral structure observed?
The discussion should be started with the electronic structure of FeN, Figure 5.2(a).
Here the e and t2 sets of states are clearly visible. εF appears at the bottom of the t2
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Figure 5.2: (a) Density of states, N projected DOS, Fe–N, and Fe–Fe COHP curves
for FeN in the experimental zinc-blend structure. (b) Density of states, C
projected DOS, Fe–C, and Fe–Fe COHP curves for FeC.
states, in a region of weak Fe–N antibonding without significant Fe–Fe interactions. The
integrated Fe–N and Fe–Fe COHPs are −3.82 eV/bond and −0.03 eV/bond respectively.
As could be expected, the 1.86 A˚ Fe–N bonds are stronger than the interactions between
the Fe3+ centers, which are 3.04 A˚ apart.
The electronic structure of FeC, Figure 5.2(b), is very different from that of FeN
[74]. Here the two crystal field sets are not nearly as easy to distinguish (the labels in
Figure 5.2(b) were determined from a fatbands analysis, not presented here). The Fe–Fe
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distances in FeC, 2.80 A˚, are considerably shorter than those in FeN, leading to stronger
Fe–Fe interactions (the ICOHP for the Fe–Fe interactions is −0.14 eV/bond). This is
a consequence of the geometry. In FeC, the Fe–C distance is equal to half the a lattice
constant. In FeN, on the other hand, the Fe–N distance is
√
3
4
a. In either structure, the
Fe–Fe distance in the fcc metal sub-lattice is 1√
2
a. So in order to obtain a reasonable
Fe–C contact in FeC, the Fe atoms must be brought quite close together.
These close Fe–Fe contacts are tolerated in FeC, but they become a problem when
FeN is put into the NaCl structure (FeN/NaCl). The calculated DOS and COHP curves
for FeN/NaCl [75] (see Figure 3.2) look very much like those for FeC (Figure 5.2(b)),
but εF occurs about 0.5 eV higher in the curves. This puts εF in the middle of the
second Fe–Fe antibonding peak. The additional population of Fe–Fe antibonding levels,
combined with the short Fe–Fe distances (2.82 A˚ here), destabilizes the structure.
The problem of destabilizing Fe–Fe interactions is not as grave in the FeP structure.
P3− is a large enough species to disrupt the metal packing. This fundamentally alters
the electronic structure of FeP, the COHP curves are shown in Fig. 5.3, which bears
little resemblance to those shown in Fig. 5.2. Here the antibonding interactions near the
Fermi level are more than compensated by the strong bonding interactions below the
εF . Those bonding interactions are the real difference compared to the COHPs of FeN
and FeC.
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Figure 5.3: Fe–P (left) and Fe–Fe (right) COHP curves for FeP.
6. Theory of Molecular Dynamics
6.1 Computer Simulations
In science, computer simulations are a statistical mechanical method to sample configura-
tions of the physical or chemical system of interest. Formally, they generate a sequence
of states or trajectory of a system in some statistical mechanical ensemble. The system is
uniquely described by specifying the interactions between the particles (usually described
as point masses), the masses of all these particles, and the boundary conditions. The
set of potential energy hypersurfaces describing the interactions between all particles
together with molecular geometries and masses may be called the model of the system.
The models relevant to the present work will be discussed in chapter 7.
The next step after the construction of the model is the calculation of the trajectory
of the system, and this step is usually referred to as the actual simulation. The results
of the present work are presented in chapter 9 and 10.
Simulations can be stochastic, referred to as Monte Carlo, or deterministic, referred
to as Molecular Dynamics (MD). The present work focuses on the molecular dynamics
approach such that only this part will be presented here.
6.2 Molecular Dynamics
For a detailed discussion of computer simulations the reader is referred to the treatments
of Allen and Tildesley [76] or Haberlandt et al. [77] and references therein. Only a short
introduction will be given here.
6.2.1 Propagation
The molecular dynamics method was first used by Alder and Wainwright [78, 79]. In the
standard MD scheme for equilibrium systems, the atomic positions ~ri are obtained by
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solving Newton’s equation of motion
m~¨ri(t) = ~Fi(t) = −~5iU(~ri(t)) (6.1)
~Fi is the force on particle i caused by the other particles whereas the dots indicate
the second total time derivative and m is the atomic or molecular mass. The forces on
particle i can be written as the negative gradient of the potential energy, −~5iU , with
respect to the coordinates of particle i in a conservative system. In most simulation
studies, U is written as a sum of pairwise additive interactions. Other schemes include
also three-particle interactions. The integration of eqn. 6.1 has to be done numerically.
The simulation proceeds by repeated numerical integration for many small time steps.
There are various integration schemes. One of them is the Verlet algorithm [80, 81].
A Taylor series of the coordinate ~ri of the ith particle at time t + δt is developed and
then a Taylor series at time t− δt is subtracted from it, resulting in the new coordinate
~ri(t+ δt):
~ri(t+ δt) = 2 · ~ri(t)− ~ri(t− δt) + δt2~ai(t) (6.2)
with ~ai as the acceleration of particle i, which is defined as
~ai(t) =
1
mi
~Fi = − 1
mi
~5iU (~rj) (6.3)
Since this algorithm does not include the velocities, these need to be computed by an
extra step. More convenient because of its stability and the inclusion of the velocity is
the so–called Velocity Verlet Algorithm [82]. The new coordinate at time t+δt is defined
as
~ri(t+ δt) = ~ri(t) + δt ~vi(t) +
δt2
2
~ai(t) (6.4)
The new velocities are then computed as follows:
~vi(t+ δt) = ~vi(t) +
δt
2
[~ai(t) + ~ai(t+ δt)] (6.5)
In addition, quite a few other algorithms are in use, such as the Gear [83, 84], the leap-frog
[85] or the class of Predictor–Corrector–algorithms.
An MD simulation is usually performed for a fixed number of particles N in a fixed vol-
ume V . The total energy of the system is a constant of motion. The set of configurations
are representative points in the microcanonical ensemble.
Although MD simulations are already common in organic chemistry [86], in solution
and interface chemistry [87], only very few simulations have been made using systems
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out of solid state chemistry. This is mainly due to the importance of organic and aqueous
systems, but also because of the easy availability of potentials describing those systems.
In inorganic solid state chemistry no consistent set of potentials exist as for organic
systems.
Ab initio and density functional based methods used for this kind of simulation have
in common the small number of particles that can be treated, from a few up to about
100. This number will rise with the available processing time on computers, but only
slowly due to the scaling behavior of those methods.
6.2.2 Forces
The force is obtained by differentiation of the potential with respect to the distance
~Fi = −δUi
δr
(6.6)
In MD simulations, where the atomic positions for the three coordinates x, y, and z
are stored, the partial forces of the three directions are needed. They can be calculated
— for example the x direction — using the following equation:
~F xi = −
δUi
δx
(6.7)
This is done by splitting the expression in a radial–dependent part and a coordinate–
dependent part:
~F xi = −
δUi
δr
∗ δr
δx
(6.8)
Therefore only the interaction potentials are needed. Their differentiation with respect
to the distance leads to the forces, and then the propagation can be calculated.
6.3 Periodic Boundary Conditions
An essential element for MD simulations is the use of periodic boundary conditions.
As the available CPU time restricts the number of particles quite drastically – even
when nowadays 5 billion particles can be simulated in principle [88] – a single simulation
cell would lead to a huge amount of surface particles in contrast to a few particles in
the bulk itself. Let us consider a cubic cell containing 6 × 6 × 6 ≡ 216 particles. Of
these, 152 or approximately 70% would reside on the surface. Particles at the surface
encounter different forces compared to those in the bulk, but only the bulk particles are
representative for the statistical average.
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Figure 6.1: Schematic figure of periodic boundary conditions
This effect can be avoided using periodic images of the original simulation cell in one
or more directions, similar to what is done in crystallography (unit cell concept). In Fig.
6.3 a two dimensional case is shown.
As the aim of this work is the simulation of solids and crystals, the periodic boundary
condition is a necessary element for these simulations. Without it, surface effects would
overtake bulk effects, leading to strange and undesired results.
In order to calculate the force of an atom near the border of the simulation box, the
atoms beyond the box are included as the images of atoms in the central simulation
box. As can be seen, the shape of the simulation box can be chosen freely as long as the
space is completely filled. Usually a simple orthorhombic box is chosen because of the
easy treatment of the borders.
When using periodic boundary conditions some special points must be observed:
• An atom which drops out of the simulation box on one side is inserted at the
opposite side of the simulation box. This keeps the density and the number of
particles constant.
• Atoms of a molecule may not always be in the same box such that copies of them
must be used for calculations.
• Long–ranged interactions exceeding the borders of the simulation box, e.g. the
coulomb interaction, need a special treatment.
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6.4 Properties
6.4.1 Radial Distribution Functions
The radial distribution function (RDF) is one of the most important structural quantities
characterizing a system, particularly for liquids. For a one-component system, the RDF
is defined as [89]
g(r) =
1
ρ2
〈∑
i
∑
j 6=i
δ(r + ri − rj)
〉
(6.9)
≈ V 〈δ(r + r1 − r2)〉
where the angle brackets denote a spherical average as well as the usual configurational
average. Allen and Tildesley [76] describe how to evaluate g(r) from a histogram of pair
distances that has been accumulated during a simulation run. The accumulation is done
into an one dimensional array. The number of array elements, or bins, together with the
total distance interval which is examined, determines the distance interval described by
one bin. We use the notation that N is the total number of particles, b is the number
of the histogram bins, δr is the bin width (so that r = bδr), nhis(b) is the accumulated
number per bin, τ is the number of steps when binning was carried out, and arrive at:
g(r + δr/2) =
3nhis(b)
4piρNτ [(r + δr)3 − r3] (6.10)
In the case of a heterogeneous system, the partial RDF for atoms α and β is defined as
[89]
gαβ(r) =
1
ρ2V
〈N(N − 1)δ(r + r1α − r2β)〉 , (6.11)
which may be rewritten more usefully for an arbitrary multi-component mixture by
eliminating the molecular density ρ and number N as
gαβ(r) = V 〈δ(r + r1α − r2β)〉 . (6.12)
In the simulation this is evaluated by an expression very similar to equation 6.10:
gαβ(r + δr/2) =
3Nnhis(b)
4piρNαNβτ [(r + δr)3 − r3] (6.13)
In aixCCAD, the array nhis is summed up every rdfint steps. After rdfout steps the
RDF is printed and saved to file. The number τ is the number of summation steps carried
out between two outputs. The time difference between two sampling points should be
large enough to avoid dependent states.
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Integration of g(r) according to
Nαg =
4piNβ
V
r∫
0
gαβ(r)δr (6.14)
gives the number of total neighbor atoms of type β for the atom of type α up to the
distance r.
6.4.2 Potential and Kinetic Energy
The potential energy is simply the sum of all pairwise interaction potentials
Epot =
∑
i<j
Uij . (6.15)
The interaction potentials are to be determined at runtime. Due to the assumption
that those interactions are independent from each other, their simple summation can be
carried out.
The kinetic energy can be calculated using the particle velocities:
Ekin =
∑
i
1
2
miv
2
i (6.16)
The kinetic energy is calculated before any temperature scaling takes place and before
any correction of the total system’s momentum is applied.
6.4.3 Temperature
The temperature is calculated using the kinetic energy of the system:
T =
2
3kB
Ekin (6.17)
with kB as the Boltzmann constant. The temperature is then used to scale the velocities,
if desired. In its current version, aixCCAD provides a hard way of scaling (eqn. 6.18),
where the rescaling of the velocities is very stringent and immediately leads to the desired
temperature Tdesired:
f =
√
Tdesired
Tcurrent
(6.18)
This means a rather strong distortion of the system, especially when the scaling tol-
erance is somewhat larger. A much softer way of scaling is shown in eqn. 6.19. Here,
the temperature is only slightly corrected towards the desired temperature, allowing for
more system relaxation and a much smoother way towards the desired temperature.
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f = 1.0 + δt
(
Tdesired
Tcurrent
− 1.0
)
(6.19)
The scaling itself is simply
~v∗i = f · ~vi (6.20)
Temperature scaling is necessary, since high temperatures can occur in the beginning
of a relaxation. After the initial relaxation phase, temperature scaling should be merely
optional. Small fluctuations within a few degrees are quite normal and need not be
corrected, at least not immediately. Choosing a somewhat higher tolerance level for the
scaling is a good choice. In addition, the scaling interval can be stretched out.
6.4.4 Momentum
The momentum of the system is defined as
~p =
∑
i
mi~vi (6.21)
and has to be closely watched in order to avoid a total space shift of the system, which
means high kinetic energy but no effective dynamical results in the configurational space.
When a nonvanishing total momentum is detected, the velocities have to be shifted in
order to counterbalance the momentum:
~v∗i = ~vi −
~p
Nmi
(6.22)
This is done at the end of every time step, usually this is unnecessary and results from
numerical instabilities. The detection of a collective rotation of the system is quite diffi-
cult and time–consuming. In aixCCAD only the translational moment is being watched.
7. The Potentials
As potentials determine the quality of MD simulations, choosing a set of suitable poten-
tials is the most critical issue. The first step is determining the form of the potential to be
used, ranging from simple potentials like the Lennard–Jones form up to very complicated
choices requiring quite a few parameters [87].
The key does not lie in the number of parameters but rather in the calculation of
all of them. A common method is to determine the potentials using ab initio cluster
calculations on the system of interest, and then to fit the values to the chosen potential
form. Since ab initio calculations on different levels of theory tend to give different results,
this is not a simple task at all. In addition, it needs to be mentioned that the systems
investigated in ab initio calculations usually consist of only a few atoms, especially when
higher levels of calculation are used.
In this chapter we present a rather straightforward strategy for the generation of
potentials for the systems of interest. These potentials are very simple in form and thus
rather fast to calculate. Also, they are very easy to parameterize since they mostly rely
on experimentally available ground state properties.
The interactions found in practically any inorganic solid–state compound can be re-
duced to a few different fundamental types. The key lies in a competent partitioning of
the crystal structure by taking chemical knowledge into account. The approach proposed
here may be illustrated by a simple example as demonstrated from the crystal structure
of NaMo4O6 (Fig. 7.1).
The ternary phase is characterized by infinite chains of condensed Mo metal clusters
of the M6X12–type. The Mo clusters are surrounded and linked through oxygen atoms,
and Na atoms fill the otherwise empty channels along the c direction.
Chemical intuition and crystal–chemical expertise allow a classification of the bonding
types, in harmony with quantum–chemical computations [48]. A proper charge calculus
is given by the formula Na+(Mo+2.75)4(O
2−)6, showing that more than 3 electrons on
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Na
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Figure 7.1: Crystal structure of NaMo4O6
each Mo atom are available for metal–metal bonding in this metal–rich compound. Thus,
the bonding partitioning may be formulated as follows:
Na+ is mostly ionically bonded to O2− ions, with very small covalent contributions.
Na+–Na+ interactions are ionic and repulsive. Interactions between Na and Mo atoms, if
existent, will be small and can only arise from long–ranging ionic forces. O2− is probably
strongly bonded to molybdenum, with considerable ionic but also covalent contributions.
O2−–O2− interactions are ionic and repulsive. In addition, significant bonding interac-
tions (covalent/metallic) will exist in the Mo clusters.
In the following the approach to all above mentioned interaction pairs will be described
subsequently. Technical details are presented in the second part of this chapter.
7.1 Metal–Nonmetal
Interactions between metals and nonmetals show either more covalent or more ionic
character. The differentiation between those two types is not really necessary in the
approach here chosen. The combination Na+–O2− and Mo+2.75–O2− of NaMo4O6 would
fall into this class.
One primitive way to describe the bonding between metals and nonmetals is the use of
fixed charges. Those charges can be chosen almost freely, for example the chemical formal
charges can be used. The interaction between the atoms is then reduced to a simple
Coulomb interaction, and it is treated accordingly as described in section 7.1.1. This
picture neglects covalent effects, and in order to be more flexible, charges smaller than
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the formal ones should be chosen, which is not an easy task at all. The parameterization
of the interactions using a purely covalent approach is even more complex.
A better approach to describe the bonding uniformly with one equation is the so–
called Bond Length–Bond Strength relationship. It maps all interactions, covalent or
ionic, into a single, coulombic description. It is nearly free of assumptions (besides the
acceptance of the formal charge), and allows for a dynamical charge calculation. It is
described in section 7.1.2.
7.1.1 Coulomb
Coulombic interactions follow the simple law
Ecoulomb =
∑
i,j
qiqj
rij
(7.1)
with the force as the negative derivative of the potential
Fcoulomb =
∑
i,j
qiqj
r2ij
. (7.2)
The determination of the atomic charges is the only calculation needed.
7.1.2 Bond Length–Bond Strength Relationship
The bond length–bond strength (BLBS) relationship allows the dynamical calculation
of atomic charges according to their coordination. The BLBS relationship is no potential
by itself but it is needed to map ionic and covalent metal–nonmetal interactions into an
ionic picture referring to formal oxidation numbers as atomic charges.
Brown and Altermatt [33] found a systematic relationship by examining thousands of
inorganic crystal structures. This study was carried further by Brese and O’Keeffe [34].
The bond valence sij of a given bond between two atoms i and j depends only on the
actual distance rij between the two atoms i and j:
sij = exp
{
r0 − rij
0.37 A˚
}
(7.3)
r0 is fixed for a given pair of atom types as tabulated in [33, 34], and it has been calculated
using all available crystallographic data. In cases with no tabulated values, r0 can be
calculated using the formal valence of the atom type, the expected coordination number
and the distance between the atomic pairs. The scaling length (0.37 A˚) is practically
constant for all systems investigated.
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The summation over all bond valences sij for a given atom i results in the total charge
for this atom:
qi =
∑
j
sij (7.4)
This allows the calculation of the actual charge at each timestep. Since qi can vary with
time, the charge is now a dynamical variable. It needs to be mentioned that this also
leads to much more complicated expressions for the electrostatic force calculations since
the charges qi(~r) now depend also on the distance. Still, the interactions are treated
using the Coulomb law.
7.1.3 Repulsion
An additional repulsive interaction is needed in the case of attractive coulomb inter-
actions in order to prevent the attractive atoms from collapsing into each other. An
exponential Pauli repulsion [90] with the same decay behavior augments the force field
to both pretend structural collapse and ensure equilibrium geometry for an appropriate
repulsion value B:
Erepulsion = B exp
{
−rij
ρ
}
(7.5)
rij is the distance of the ion pair, ρ equals 0.35 A˚ for many ions with a noble gas
electron configuration [91], and this value was at first chosen in the simulations. For a
more systematic view about values of ρ, see section 9.5
The repulsion value B is calculated using the force criterion:(
δE
δr
)
r=d0
= −F |d0 = 0 (7.6)
The factor B effectively determines the distance d0 of the minimum of the potential
energy. B still depends on the charges. Since these can vary in the simulation run,
an effective B′ is defined as B = B′q1q2. This charge–independent factor can then be
determined once at the beginning.
7.2 Repulsive Nonmetal–Nonmetal and Metal–Metal
Repulsive nonmetal–nonmetal interactions need no separate treatment since nonmetals
aquire charges from interactions with metals using the BLBS relationship. Interactions
between nonmetals can therefore be handled with the Coulomb interaction. The atomic
charges on nonmetals are usually all negative, so even a repulsive part in the coulomb
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forces is not needed. Similar arguments hold for repulsive metal–metal interactions of the
Coulomb type. O2−–O2− and Na+–Na+ interactions would be treated by this approach.
7.3 Metal–Metal with excess Electrons
In case of excess electrons which are used in bonding states, interactions between the
same type of metal atoms can be divided into a pairwise part, for which a solution will
be presented in this section, and into an overall effect, the metallic shielding, which is
presented in section 7.5.4. The latter only needs to be taken into account if the compound
shows metallic behavior. The Mo2.75–Mo2.75 interactions should be treated that way.
7.3.1 Rose
Metal–metal interactions between metal atoms of the same type are based on the uni-
versal binding energy–distance relationship in equation 7.7, linking the total energy E
and the interatomic distance r [1, 30–32].
E = E0
(
1 +
r − d0
l
)
exp
{
−r − d0
l
}
(7.7)
The bond energy E0 is calculated using the experimental cohesive energy; d0 is the
distance with the minimum potential energy, or, from the experimental point of view,
the shortest nearest neighbor distance; l is the screening length of the electron gas which
effectively determines the range of the interaction.
For reasons of simplicity, potentials of this type will from now on be called ROSE
potentials1, after the first author of paper [1].
7.3.2 Rose2
The simple ROSE potential in eqn. 7.7 always leads to a mixture of hcp and fcc struc-
tures. To allow for other packings a modified ROSE potential was introduced. This
potential will be called ROSE2 and is essentially a combination of two simple ROSE po-
tentials. One for the nearest neighbor shell up to nk atoms, enforcing a first coordination
1Also, it wasn’t Rose alone who developed the potential which is called ROSE in this work, but rather
together with his coworkers J. Ferrante and J.R. Smith, his name was chosen for the potential in
order to have a simple name for the potential proposed by them all together. Historically his name
was the first one on the first article found. This means in no way a preference of J.H. Rose in front
of his coworkers.
7.4. Metal–Metal’ with excess Electrons 51
shell of nk atoms, and a second ROSE potential for all other atoms of this type:
E = E0
(
1 +
r − d0
l
)
exp
{
−r − d0
l
}
+ E1
(
1 +
r − d1
l
)
exp
{
−r − d1
l
}
(7.8)
The index 1 denotes the same parameters as in the simple ROSE potential but for the
second coordination shell.
7.4 Metal–Metal’ with excess Electrons
For metal–metal’ interactions the same potentials as used for metal–metal interactions
can be used, the ROSE and ROSE2 potentials. Only the parameter for this kind of
interaction need to be determined.
7.4.1 Parameters
Different ways to determine the energy, the screening length, and the minimum distance
can be envisaged. Here we refer to section 9.3, where alloys were investigated and a first
approach was tested.
7.4.2 Charge Transfer
For interactions between different kind of metal atoms (M–M’) an additional charge
transfer ∆N will occur which needs to be taken care of. The simple picture of formal
charges on ionic compounds does not work in this case. The concept of absolute hardness,
developed by Pearson [92], can be used to determine the amount of charge transfered
between the two metal atoms.
Charge transfer takes place between two atoms when a difference in the electronega-
tivities exists. The larger the electronegative difference, the larger the charge transfer.
The amount of charge transfered is also determined by the hardness of the atoms: the
harder they are, the smaller the charge transfer.
Therefore, the amount ∆N is calculated using the relationship between the absolute
electronegativity χ and the absolute hardness η as follows:
∆N =
χA − χB
2(ηA + ηB)
(7.9)
The values for χ and η are tabulated, e.g. in [92].
The resulting atomic charge can then be calculated dynamically every timestep using
the BLBS method in section 7.1.2. This results in Coulomb interactions.
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7.5 Technical Details
The different interactions mentioned above require different implementations in order to
lead to useful tools. The practical implementation in aixCCAD is described here.
7.5.1 Rose
The interactions using the Rose potential are calculated up to the cutoff radius. De-
pending on the energy of the minimum, the distance where the potential is negligibly
small lies around 7 to 9 A˚. Smaller cutoff distances lead to larger errors, larger cutoff
distances may be a waste of computational time.
7.5.2 Coulomb
The Coulomb interaction is an example for a long–ranged interaction which needs special
treatment. In principle, this potential reaches into infinity. Since the simulationbox is
smaller than the range of the Coulomb interactions, truncation of the interactions forces
(and energies) leads to numerical errors. The simplest way to reduce the error made by
restricted calculations is to increase the system size, which automatically increases the
computation time. This is not a reasonable approach. Some ways out are outlined in the
next three subsections.
Simple Coulomb
The simplest approach is to sum up all pairs of atomic charges qi and qj up to a certain
radius:
Esimple =
∑
i,j
qiqj
rij
(7.10)
The cutoff radius must be quite large in order to achieve convergence. Therefore, a
minimum of about 100 A˚ is at least required, but every system has to be checked for the
smallest possible value. This is normally done by calculating the interactions over h, k,
and l virtual simulation boxes in the x, y, and z direction, thus raising the computational
time needed.
This unfavorable approach may still be quite useful when applying metallic shielding.
In this case the interactions vanish at relatively small distances, and therefore a simple
summation of all interactions is faster than an Ewald summation. A single simulation
box often is sufficient.
7.5. Technical Details 53
Shifted Force
The calculation of coulombic interactions up to a relatively small radius leads to nu-
merical problems. At rcutoff the potential function is unsteady, and therefore no steady
differentiation can be done, resulting in nonphysical effects near and at the cutoff dis-
tance.
The shifted force method avoids this by adding a constant amount −F (rcutoff) to the
radial force, effectively setting the force at rcutoff to zero and making it steady. The
variable integration constant is chosen in such a way as to also reduce the potential
energy at rcutoff to zero. The overall potential function is
Eshiftedforce(rij) =

U(rij)− Uc − (rij − rcutoff) ·
(
dU(rij)
drij
)
rij=rcutoff
: rij ≤ rcutoff
0 : rij > rcutoff
(7.11)
The shifted force is not yet fully implemented in aixCCAD.
Ewald
The Ewald summation technique [93] is accurate but also computationally expensive.
The electrostatic potential of a system of charges is expressed as a sum of short-ranged
and long-ranged contributions. To allow for a fast convergence, the long-ranged contri-
butions are Fourier transformed using the periodicity of the MD cell and then computed
in reciprocal space. The expression for the Coulomb energy Eewald in three dimensions
is [94]
Eewald =
1
4pi0
∑
~n
†
N∑
i=1
N∑
j=1
qiqj
1
2
erfc(α|~rij + ~n|)
|~rij + ~n| −
α
4pi
3
2 0
N∑
i=1
q2i (7.12)
+
1
20V
∑
~k>0
1
k2
e−
k2
4α2

∣∣∣∣∣
N∑
i=1
qi cos(~k · ~ri)
∣∣∣∣∣
2
+
∣∣∣∣∣
N∑
i=1
qi sin(~k · ~ri)
∣∣∣∣∣
2

where the “daggered” (†) summation indicates omission of site pairs i, j belonging to
the same molecule if ~n = 0. The meaning of the symbols is
~n lattice vector of a periodic array of MD cell images
~k reciprocal lattice vector of a periodic array of MD cell images
k modulus of ~k
i, j absolute indices of all charged sites
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N total number of charged sites
qi charge on absolute site i
~ri Cartesian coordinate of site i
~rij ~rj − ~ri
α real/reciprocal space partition parameter
V volume of MD cell
and the force on the charge i is given by
Fi = −∇~riU
=
qi
4pi0
∑
~n
†
N∑
j=1
j 6=i
qj
{
erfc(α|~rij + ~n|)
|~rij + ~n| +
2α√
pi
e−α
2|~rij+~n|2
}
~rij + ~n
|~rij + ~n|2 (7.13)
+
2
0V
∑
~k>0
qi
~k
k2
e−
k2
4α2
sin(~k · ~ri)
N∑
j=1
qj cos(~k · ~rj)− cos(~k · ~ri)
N∑
j=1
qj sin(~k · ~rj)

In above equations the terms regarding the intramolecular self energy, the surface energy,
and the energy due to a charged system, are omitted.
Parameter Values
Both the real– and reciprocal–space series (the sums over ~n and ~k) converge fairly rapidly
so that only a few terms need to be evaluated. The cutoff distances rc and kc are defined
so that only terms with |~rij + ~n| < rc and |~k| < kc are included. The parameter α
determines how rapidly the terms decrease, and the values of rc and kc are needed to
achieve a given accuracy.
For a fixed α and for the accuracy the number of terms in the real-space sum is
proportional to the total number of sites N , but the computational cost of the reciprocal-
space sum increases as N2. An overall scaling of N
3
2 may be achieved if α varies with
N . This is discussed in detail in an article by Fincham [95]. The optimum value of α is
α =
√
pi
(
tR
tF
N
V 2
) 1
6
(7.14)
where tR and tF are the execution times needed to evaluate a single term in the real–
and reciprocal–space sums respectively. If the sums should converge up to an accuracy
of  = exp(−p), the cutoffs are then given by
rc =
√
p
α
(7.15)
kc = 2α
√
p (7.16)
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A representative value of tR/tF has been established as 5.5. This value will vary on
different processors and for different potentials, but this is not critical since it enters the
equations only as a sixth root.
In aixCCAD, the corresponding values for rc, kc, and α can be given in the control file.
When one or more of these values are given as zero, the values for them are automatically
calculated according to the above formula. A standard accuracy, defined in the source
files, is then used.
Charge Calculation
The charge calculation using the BLBS relationship depends on the first, and slightly
also on the second, neighboring shell. Therefore, only the atoms in these two shells need
to be considered. For reasons of simplicity, the calculation is carried out over all atoms
of the neighbor list for covalent interactions (e.g. Rose). The same cutoff radius as for
them is used.
7.5.3 Total Coulomb Interactions
Eqn. 7.17 yields the final potential energy function for those interactions which are
dominated by Coulomb and Pauli contributions:
E =
qiqj
rij
+B exp
{
−rij
ρ
}
(7.17)
Depending on the method used for calculating the Coulomb interactions, the total
Coulombic forces are shown in eqn. 7.18 for the simple approach, and eqn. 7.19 for the
Ewald method.
Fcoulomb =
qiqj
r2ij
+
B
ρ
exp
{
−rij
ρ
}
(7.18)
F =
(
qiqj
rij
+B exp
{
−rij
ρ
})
erfc(rijα) (7.19)
In the case of the Ewald summation only the term of the real space is used in the
differentiation since the repulsion takes place at small distances. This leads to a much
simpler expression. The repulsion parameter B for the two above mentioned cases are
B = − ρ
exp(−d0
ρ
)
(
2
0.37A˚ ∗ d0
+
1
d20
)
(7.20)
B = − ρ
exp(−d0
ρ
)
(
2erfc(αd0)
0.37A˚ ∗ d0
+
erfc(αd0)
d20
+
2α exp(−α2d20)
d0
√
pi
)
(7.21)
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When using the BLBS formalism, only the real space term is differentiated with respect
to q(r). This is because the differences between the values with and without distance–
dependent charges are significant only at small distances.
7.5.4 Metallic Shielding
The effective shielding of atomic charges due to the surrounding electron gas has to be
considered when simulating metals or compounds with metallic behavior. An exponential
shielding is implemented in aixCCAD as follows:
fshield = exp
(
s0 − rij
l
)
(7.22)
In a real metal the shielding reduces the effective charge continuously, and only the first
neighbor shell encounters interactions due to the charge. In an MD simulation, where
interactions are calculated only at discrete points in space, one has to allow for this
interaction. Up to the distance of s0 the full, unscreened interaction is calculated. Only
when the distance r is larger than s0, the shielding is applied to the Coulombic interac-
tions. The screening length l of the metal describes the range in which the interaction is
reduced to zero. It is the same as the screening length parameter l in the ROSE potential.
Since only the first one or two nearest coordinations shells are important, metallic
shielding is applied only using the simple Coulomb approach, resulting in the potential
energy
Ems−tot =
qiqj
rij
∗ exp
(
so − rij
l
)
(7.23)
and the total force for this interaction
Fms−tot = −qiqj
r2ij
(
2
0.37A˚
+
1
l
)
exp
(
so − rij
l
)
(7.24)
When including repulsion into the metallic shielding, the additional repulsive expression
is
Ems−rep = Bqiqjρ exp
(
s0 − r
l
)
exp
(−r
ρ
)
(7.25)
and the total force for this interaction arrives at
Fms−tot = −Bqiqj
(
1
ρ
+
1
l
)
exp
(
s0 − r
l
)
exp
(−r
ρ
)
(7.26)
complicating the force calculation only slightly.
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7.5.5 Problems concerning BLBS
In order to evaluate the force in a primitive Coulomb interaction, the potential is differ-
entiated with respect to the distance. Since the Coulomb interaction has radial symmetry
and depends only on the distance r, this is correct. Moreover, the charge does not depend
on the distance.
This changes when dynamical charges are involved. The charge on an atom now de-
pends on the coordinates relative to the surrounding atoms. This fact introduces not
only a dependency on the radial distance r but more correctly a dependency on the
three coordinates ∆x, ∆y, and ∆z. Furthermore, the interaction is no longer strictly an
atom–pair interaction, but an effective many–body interaction. Thus eqn. 6.8 cannot be
applied any more when calculating the partial coordinate–dependent force, and eqn. 6.7
must be solved iteratively. Since the charge dependency of atoms is rather complex, this
implies complicated, time consuming computations.
In Figure 7.2 the situation is demonstrated in a schematic way, with high charge differ-
ences, which will not occur in reality. The starting geometry is a four–fold coordination
of anions with charge −1 around the central atom, where the resulting charge of +4 is
located (a). Now, when one anion, here the one in the upper left corner, comes closer to
the central atom, the charge on this atom (and, of course, also on the central atom) rises
(b). The charge is only calculated in a pairwise style, so the other surrounding atoms
do not change. When calculating the forces now, the one anion with the higher charge is
attracted more strongly towards the central atom. Besides this attraction, the repulsion
between this anion and the other two on its sides increases also, pushing them further
away from the central atom. This will reduce their charges, and therefore their attractive
force with respect to the central atom. This will result in an even larger distance between
them and the central atom in the next step.
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Figure 7.2: Charge situation in a four fold coordinative environment: a) the starting
geometry, b) the wrong reaction, c) a better reaction, d) improved reaction
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A better approach would be the distribution of the additional charge of the central
atom onto the surrounding three anions left (marked with arrows), slightly decreasing
their negative charges (c). This decreases their attractive interactions with the central
atom, but also their repulsive interactions with the other anions, stabilizing the situation
somewhat. The closer anion still has a larger charge than normal, which still implies
stronger attractive/repulsive interactions with cations/anions. To additionally improve
this situation, not only the additional charge of the central atom is distributed over
the surrounding atoms, but also some of the additional charge on the closer anion is
distributed over the two nearest anions (marked with arrows). The resulting situation
(d) is a good description of the real situation, and is free of large differences in the
interactions between different pairs of atoms.
An approximation to this behavior can be made by using a timestep which is small
enough, so that eqn. 6.7 and the relation between all relevant atoms can be approximated
by eqn. 6.8 again with a negligible error. At least the situation of part c can be reached.
The treatment as suggested in part d would need rules for charge redistributions between
atoms of the same kind, which is difficult to accomplish.
This is only a rough approximation, and the timestep must still be chosen carefully.
Here are some general rules which should be observed:
• the larger the charges on the atoms the smaller the timestep
• the higher the temperature the smaller the timestep
• the higher the coordination number of the charged atoms the smaller the timestep
• the higher the mass of the interesting atoms the larger the timestep
In order to reach practically usable timestep sizes, aixCCAD implements a function
called MAXCHARGE which allows the user to decide on the maximal atomic charge
of a selected atom type up to which a normal treatment of the interactions is wished
(mostly one would use the formal charges here). If an atom acquires a higher charge,
the coulombic interaction is rescaled towards more repulsive forces. This is done by
rescaling the real distance of the interaction towards the steep repulsive part of the
potential, according to the difference between the wished charge and the real charge on
the atoms.
8. The Program aixCCAD
The program aixCCAD [96] was developed using all methods and potentials mentioned
in the last chapter. It is a classic MD simulation program for extended solids, extended by
the crystal chemical knowledge as outlined before. It is available for many machines with
UNIX or UNIX-like operating systems, and supports parallelization using the Message
Passing Interface library.
8.1 Files
Upon start, aixCCAD takes at least one parameter, the so–called “basisname”, which
is the common root name for all subsequent files used by aixCCAD. In the following,
an asterix “*” will be used to denote the basisname. In order to better utilize queuing
mechanisms it can also take more than one basisname, including the whole path for each
job, and all jobs are computed subsequently within one run of aixCCAD.
8.1.1 Input
AixCCAD needs at least two input files: the system description file *.sys and the control
file *.inp.
While the *.inp file consist of an array of special keywords in order to define the
operational details of the simulation, the *.sys file is a formatted file of the atoms, their
positions, velocities, accelerations, and masses.
An example of the first few lines of a system file is shown in Figure 8.1. The first line
contains information for aixCCAD and the user. The first number is the total number of
simulation steps. In Fig. 8.1 this value is zero, however, for continuation runs any number
is possible at the beginning. This number denotes the number of steps the system already
encountered. The second number is the number of atoms in this system (here: 256). The
last number denotes the number of atoms for which space should be allocated. This
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0 256 259 title_with_out_spaces
Na 9.939 7.530 2.284 0.861 -0.267 0.716 0.000 0.000 0.000 22.99
9.939 7.530 2.284 0.861 -0.267 0.716 0.000 0.000 0.000
Na 4.932 12.266 2.457 -0.417 0.679 -0.562 0.000 0.000 0.000 22.99
4.932 12.266 2.457 -0.417 0.679 -0.562 0.000 0.000 0.000
Bi 14.829 5.043 4.980 1.890 0.983 -3.543 0.000 0.000 0.000 208.98
14.829 5.043 4.980 1.890 0.983 -3.543 0.000 0.000 0.000
Bi 7.463 12.436 5.003 2.847 2.525 3.657 0.000 0.000 0.000 208.98
7.463 12.436 5.003 2.847 2.525 3.657 0.000 0.000 0.000
...
Figure 8.1: Example system file
allows increasing particle numbers during the run, e.g. in case of sputtering. The last
entry is the title of the system. In the second line, the definition for each atom begins.
Each description runs over 2 lines. The first item defines the atomic symbol, the actual
x, y, and z coordinates, the actual velocities and accelerations in three dimensions, and
the atomic mass. The second line of each atomic definition contains the coordinates,
velocities, and accelerations of the preceding step.
The control file is format–free. To run a calculation only a few keywords must be
specified, otherwise values will be initialized to default values. For a description of the
allowed keywords, their syntax, and their default values see the documentation included
with the aixCCAD distribution.
8.1.2 Output
AixCCAD writes at least two output files: the general output file *.out and the pure
data file *.dat. At the beginning, the processing of the input file *.inp is repeated in
order to check for possible errors and allowing a reconstruction of the used input file.
After the starting geometry from the system file is written to the output file, the output
of the actual simulation starts, printing the coordinates, charges, and energetics at each
printstep, as defined in the control file, together with some additional data. In the
debug version, additional information is saved to the output file, according to the chosen
verbosity in the control file.
The data file *.dat contains important data like temperature, kinetic and potential
energies, their actual and also their average values, in such a way as to allow easy
plotting.
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8.2 Flow of Control
8.2.1 Start and Main Timestep Loop
In the diagram on this page the block diagram of the main part is shown. At startup
a single name is read in, the so–called “basisname”, denoting the root name of all
input and output files aixCCAD will need or produce. aixCCAD then reads the system
specification file containing the coordinates, velocities, and accelerations of the current
and the preceding steps, and the control file, containing the data necessary for the actual
simulation.
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The run is then prepared. If RDF account-
ing was switched on, it is initialized. If Ewald
summation is used within the run, the static
parts of the arrays are initialized and the vec-
tors in reciprocal space are generated. When
a dynamically calculated charge according to
the BLBS concept is used, the neighborlist
for the charge calculation is prepared.
Here the main simulation loop starts, doing
nsteps iterations by first arranging the sys-
tem, which includes calculation of the atomic
positions, the charges, the forces, and other
needed values (see section 8.2.2 for details).
When the new step is complete, the prop-
erties of interest are calculated (see section
8.2.3 for more details).
Because of the different integration algo-
rithms which can be used in aixCCAD the
incrementation of the step variable istep can
not be done here but must be done at the
end of the force calculation, denoting that
the forces for the new step have been calcu-
lated.
At the end of the simulation, the coordinates of the last step are written to file, and
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then only job accounting is done before finishing.
8.2.2 Rearrange System
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The subroutine move it is the central point
within the propagation. Since many differ-
ent propagation algorithms were included
into aixCCAD, the important things have
to be done all within the algorithm itself.
The diagram left thus shows only a system-
atic overview over a general algorithm. Here
a simplified velocity–verlet algorithm will be
used. Differences between the diagram and
other implemented algorithm are to be ex-
pected.
First aixCCAD tests whether the simulation
is a sputtering run and whether sputter re-
lated things need to be done. Then, if the in-
terval for the update is reached, the neighbor
list used for the covalent interactions and for
charge calculation have to be updated. Then
the charges are calculated in calc blbscharge,
if necessary.
Now the new particle positions are deter-
mined, enabling the calculation of the forces.
After that the new velocities can be cal-
culated, including the kinetic energy and
the temperature. The velocities can then be
scaled appropriately according to the desired
temperature, if temperature scaling is used.
At the end the check of the system momen-
tum is necessary in order to prevent a simple
translation of the whole system.
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8.2.3 Properties
Here some properties like the radial distribution function can be calculated. When the
printstep is reached, the coordinates and some summary information are printed to the
output file, and the next line in the data file is appended.
8.3 Parallelization
Parallelization is done using the Message Passing Interface (MPI) [97] library which
provides a simple programming environment combined with a huge number of supported
computer systems, allowing fast and easy porting of the code. In fact, a port can be done
mostly by just setting the MPI-paths and recompile the code.
8.3.1 Strategy
At some point during program execution the full data array is needed on every node,
while at other points only a small subset of the data array is needed. At some point, the
necessary data are calculated on one node but needed by all nodes, and at other points
a single node does not have to communicate with other processes.
When a good load balancing shall be reached, parallelization is rather complicated.
In some cases the calculations per atom stay constant whereas in other cases the work
to be done per atom is varying heavily.
8.3.2 Implementation
There is one big data set needed by every node: the array of the atomic positions. And
there is one big data set which every node writes “randomly”: the force array. But this
is only true for the moment where the forces actually are calculated. So, before calling
the force routine, all atomic positions are gathered together and then, when complete,
broadcasted as a whole to every node. Then the force calculation is done in parallel,
creating ncpu copies of the force array. Those arrays are then summed up again for every
element and redistributed to all nodes. Those two operations, the MPI AllGather and
MPI AllReduce functions, make the important part of the parallelization.
Between them only minor things are exchanged like the partial kinetic and potential
energy, and the momentum.
64 Chapter 8. The Program aixCCAD
The parallelization is separated from the rest of the algorithm in order to allow for
different parallel implementations. In parallel.c the subroutines used for communications
are implemented, allowing for other mechanisms as MPI.
8.3.3 Selected Examples
Start Indices
The calculation of the start indices for parallel operations is located in main.c:
start_i = procnum; // number of actual process
divider = maxproc; // number of total processes
...
size = anzahlatome/divider;
rest = anzahlatome % divider;
start_x = start_i * size;
end_x = start_x + size;
if(rest > 0)
{
if(start_i < rest)
{
size = size++;
start_x += start_i;
end_x += start_i + 1;
}else{
start_x += rest;
end_x += rest;
}
}
if(end_x >= anzahlatome)
end_x = anzahlatome;
The first two lines are the definitions of the starting index start i and the divider divider
for the force calculation. The load balance requires an even spacing within the calculation
loop (see later on).
Since some operations are taking place in blocks, the calculation of the start index
start x is complicated by the fact that the number of processors may not be an equal
divider of the number of atoms, and so the remaining atoms have to be distributed
among the processors in order to nearly equal the load on each of them.
The approach for calculating start x as given above at first seemed a good way to
distribute the load, but further on some problems with the gather function of MPI arose
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due to the different sizes of the arrays, and so an easier way was chosen:
size = anzahlatome/divider;
rest = anzahlatome % divider;
if(rest != 0)
size++;
start_x = start_i * size;
end_x = start_x + size;
if(end_x >= anzahlatome)
end_x = anzahlatome;
In this case, the load for the last process may be lower than for the rest of the processes,
but the gain of the simplification in the gather operation is more than worth this slap.
It now depends on the user to ensure the last speedup due to a clever chosen number of
processes. The number of processes should divide the number of atoms evenly.
Velocity Verlet Algorithm
Here is a short version of the implemented velocity verlet algorithm with respect to
parallelization:
for(i=start_x;i<end_x;i++)
{
... calc new positions and first part of new velocities ...
... blockwise ...
}
// gather the new coordinates and redistribute them
// using the MPI_AllGather function
par_double_triple_AllGather_memq(&memqx[start_x],&memqy[start_x],
&memqz[start_x],size);
// now calc the new forces
calc_force();
for(i=start_x;i<end_x;i++)
{
... calc new accelerations and second part of velocities ...
... and the kinetic energy blockwise ...
}
// sum up all partial kinetic and potential energies
// using the MPI_AllReduce(...,MPI_SUM) function
par_double_triple_Sumallreduce(&kineng,&poteng,&nospeed,1);
... calc temperature ...
for(i=start_x;i< end_x;i++)
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{
// do temperature scaling if wished, blockwise
}
for(i=start_x;i< end_x;i++)
{
// calc the partial system momentum (impuls) sump_i blockwise
}
// and distribute it
// using the MPI_AllReduce(...,MPI_SUM) function
par_double_triple_Sumallreduce(&sumpx,&sumpy,&sumpz,1);
return;
As mentioned, the calculation of coordinates, velocities, and accelerations is done block-
wise on the different processors such that only the coordinates have to be collected and
redistributed, whereas the velocities and accelerations are stored and handled locally.
After the force calculation only a few bytes have to be distributed in order to give the
overall values, e.g. the energies and momenta. Everything else in the routine is done
blockwise.
Force Calculation
In the force calculation the central loop is done using the incremental way in order to get
a good load balancing, starting from atom start i with steps of divider. For those atoms
i every atom j is a possible interaction partner. In cases with coulombic interactions
this is even more important. Since the projected system sizes for our simulations are
relatively small, a division of the force array to each process is not favorable.
// prepare system
arrange_sys();
// calc forces for all wanted interaction pairs
for(i=start_i;i<anzahlatome;i+=divider)
{
for(k=0;k<memaznl[i];k++) // over all neighbors of this atom
{
j = memnl[i*neighbor_size+k];
// calc the force for pair i,j
}
if(cntrl.use_ewald)
{
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// calc the real part of ewald for particle i
calc_ewald_real(i);
}else{
// calc the simple coulomb interactions for particle i
calc_real_coulomb(i);
}
}
// calc the imaginer part of ewald
switch(cntrl.use_ewald)
{
case EW3D:
calc_3dewald();
break;
}
// collect and redistribute the force arrays for the three
// dimensions using the MPI_AllReduce(...,MPI_SUM) function
par_double_triple_Sumallreduce(memforcex, memforcey, memforcez,
anzahlatome);
// now that the new forces are valid, increment the simulation step number
cntrl.istep++;
The major part in here is the collection and redistribution of the force arrays for the
three dimensions, taking up a large amount of time.
The scheme in Figure 8.2 shows the parallel flow of one timestep on 4 nodes. In
part 1, the three arrays for the x, y, and z coordinates are distributed over the nodes.
Every node thus receives a quarter of all the atoms. For these atoms, and only for this
block, the new coordinates and the first part of the velocities are locally calculated on
the respective node. When this procedure is finished, the partial coordinate arrays are
gathered together on the root process and the complete array for the coordinates is
redistributed to all nodes.
In part 2 every node calculates the forces between atom a, which is held on this
node, and any atom k with which interactions may occur, using the coordinate array.
To perform this task, every node needs the complete array of coordinates. There may
be only few atoms k for covalent interactions. However, for electrostatic interactions all
atoms in the system are needed in the force calculation. The calculated partial force
Fak on atom a is also added to the array element Fka, because Fak = −Fka. This is the
reason why every node has to hold the complete force array. After the force calculation is
finished, the force arrays of every node are collected and summed up. The resulting force
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array is then redistributed back to all nodes and used to calculate the accelerations.
In the third part, the new accelerations and the velocities are calculated blockwise
on the nodes. In addition, contributions to the kinetic energy are calculated blockwise,
gathered and summed up in order to calculate the temperature of the system. The
rescaling of velocities (if desired) using the temperature of the system can now be done.
The new velocities are needed to calculate the momentum of the system. This, again,
is first done on every node, after which the partial moments are gathered and summed
up. The total momentum of the system is then redistributed to all nodes again in order
to allow for the blockwise correction of the velocities.
8.3.4 Results
Results of the used parallelization algorithms can be shown using the VAMPIR tool.
VAMPIR [98] allows an easy visualization of a program run using the MPI libraries.
In Figure 8.3 (top) the overall picture for a simulation of 20 steps is given. Many
MPI communications can be seen at the start and end of the program run where the
data arrays have to be distributed or gathered. In the middle of the run, output was
printed to the output files. Since only the root process can write to a file, collection of
data located on the different processors is required. This implies more communication
than in a usual step. In this simulation about 11% of the total time used is needed for
communications. For a single simulation step without file output, MPI communication
reaches about 5%.
A single step of the simulation is shown on the bottom of Fig. 8.3. After the end of
the preceding MPI communication, the calculation of the new positions is performed.
This is a rather fast step, and the used CPU time can only be seen when zooming in
much more. After the distribution of them is finished, the calculation of the charges on
each atom and their distribution over all processors is done. This step can be seen as the
first small part in green color on every node. After that the calculation of the covalent
and Coulombic forces is done. This task consumes about 80-90% of the total time for a
single timestep in the present case. It also can be seen that the load balance within a
single step is good.
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Figure 8.2: Schematic representation of the parallelization of one step using the Velocity
Verlet algorithm
70 Chapter 8. The Program aixCCAD
Process 0
Process 1
Process 2
Process 3
Process 4
Process 5
Process 6
Process 7
Application
MPI
15.0 s10.0 s5.0 s
Process 0
Process 1
Process 2
Process 3
Process 4
Process 5
Process 6
Process 7
Application
MPI
12.4 s12.2 s12.0 s11.8 s
Figure 8.3: A benchmark run of a parallel version of aixCCAD on the hpcline cluster of
the RWTH computer center. Top: Total view of the whole run over 20 steps
on 8 processors. Bottom: view of one step cycle. Number of atoms: 1000.
Grey denotes user code, black MPI code and communication.
9. Testing
9.1 Pure Metals
Test calculations on pure metals, such as aluminum, iron, copper, chromium, vanadium,
tungsten, palladium, and platinum, were carried out in order to get a wider view of the
applicability of the model potentials. Half of the metals crystallize in the fcc structure
and half of them in the bcc structure. For more details, see Tab. C.1.
For pure metals, two important properties can be examined by aixCCAD: the structure
with the corresponding lattice constant and the bulk modulus, both testing the inner
forces of the metal. Simulations were carried out near the experimentally known lattice
constants with slightly shrunken or expanded lattices, in order to determine the response
of the system due to external stress. This leads to diagrams where the potential energy is
plotted against the volume variation of the cell. The minimum of this curve denotes the
calculated lattice constant of the metal. The parameterization and form of the ROSE
potentials ensure that the experimental lattice constant is reproduced.
Another way to verify the used potentials may be the atomization energy of the pure
metals which can be easily measured. This test can be passed, since the parameters for
the ROSE potentials are exactly chosen such as to match the experimentally atomization
energy.
9.1.1 Structure
Based on the chosen values for the potential, simulations were done starting from rather
strong distorted systems. In all cases the ordered structure was recovered. For aluminum
and iron as examples for fcc and bcc structures, the radial distribution functions at the
start and at the end are shown in Figure 9.1, together with the RDF of the undistorted
experimental structure.
The width of the peaks out of the simulation is due to temperature movement, i.e.
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Figure 9.1: RDFs at the beginning (dotted) and after 200 000 steps (dashed) together
with the RDF of the experimental structure (full) for Al (left) and Fe (right).
the atoms vibrate around their equilibrium position.
9.1.2 Bulk Modulus B0
The second way to test the used metal potentials are the respective bulk moduli B0 of
these metals. Two empiric formulas exist for the calculation of the bulk modulus, the
first one from Murnaghan [99],
E(V ) =
B0V
B′0
[
(V0
V
)B
′
0
B′0 − 1
+ 1
]
+
(
E(V0)− B0V0
B′0 − 1
)
, (9.1)
and the second one from Birch [100],
E(V ) =
9B0V0
16
(B′0 − 4)(V0V
)2
+ (14− 3B′0)
(
V0
V
) 4
3
+ (3B′0 − 16)
(
V0
V
) 2
3

+
(
E(V0)− 9B0V0
16
(B′0 − 6)
)
, (9.2)
both describing the variation of the energy depending on the volume. In the following,
we use the formula of Birch. V0 is the volume and B0 the bulk modulus in the ground
state; B0 is defined through the curvature of E(V ) at the minimum volume V0:
B0 = B(V0) = V
d2E
dV 2
∣∣∣∣∣
V=V0
(9.3)
B′0 is the dimensionless derivate of B(V ) at V0. Table 9.1 contains the relevant experimen-
tal and calculated data of all examined metals. Figure 9.2 shows a plot of experimental
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values of the bulk moduli versus the calculated ones. The calculated bulk moduli are
too large, but compared to the experimental ones they show a constant relationship of
about 2.
The data were obtained by performing simulations on various systems where the box
volume was contracted or expanded up to several per cent deviating from the experi-
mental known lattice parameter. Then the potential energy of those cells was plotted
against the molecular volume of the boxes, and a curve using equation 9.2 was fitted
which then gave the value for the bulk modulus. Example control files and all potentials
used are given in appendix D.1.
Table 9.1: Experimental and calculated bulk moduli and other data of various metals.
Experimental data from Tab. 3 (page 81) in [101]
Metal Structure exp. B (GPa) V0 (cm
3mol−1) E0 (kJ mol−1) calc. B (GPa)
Na bcc 6.8 20.71 −45 13
Ca fcc 15.2 26.06 −68 43
Pb fcc 43.0 18.09 −90 82
Al fcc 72.2 9.48 −156 130
Ag fcc 100.7 10.16 −134 177
Cu fcc 137 6.93 −160 237
V bcc 161.9 7.92 −250 281
Fe bcc 168.3 6.79 −198 324
Au fcc 173.2 10.13 −175 296
Pd fcc 180.8 8.78 −179 315
Ni fcc 186 6.40 −206 310
Cr bcc 190.1 7.04 −190 348
Pt fcc 278.3 9.01 −273 472
W bcc 323.2 9.31 −398 544
According to Ru¨cker and Methfessel [102] differences between experimental and cal-
culated bulk moduli are to be expected. They showed that a similar simple model for
the treatment of anharmonic effects by Keating [103], which can not fully describe all
features of the energy surface, must be improved to lead to better results. In fact, an-
harmonic effects suggest a rescaling of the bond stretching and bending forces in regions
further away from the minimum energy.
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The conclusion is that the bond energetics near the minimum are described very
well, which can be demonstrated by the atomization energy, but fail in anharmonic
regions. Since this is not the goal of our approach, it can be tolerated. In addition, the
nearly linear dependency between the experimental and calculated values is encouraging,
and one may think of how to slightly modify the description in order to give a precise
description of anharmonic effects. Moreover, the scaling of B0 depends slightly on the
crystal structure of the metals.
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Figure 9.2: Experimental vs. calculated bulk modulus for pure metals with bcc structure
(solid line with crosses) and fcc structure (dashed line with asterix) compared
to the experimental one (doted line).
9.1.3 Surfaces
One aim of this work was to simulate reactions on surfaces. Therefore, calculations of
possible reconstructions of surfaces were carried out. In all simulations the temperature
was kept at 300 K.
Aluminum
A system with 792 atoms was simulated with a cutoff radius of 8 A˚. The box consisted
of 6× 6 unit cells in the x and y direction and 11 layers in the z direction, resulting in
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a slab with an approximate thickness of 20 A˚ in the z direction. The surface represents
a (100) surface of an fcc crystal. The control file is given in appendix D.2.1.
Figure 9.3 (left) shows the RDF for a surface layer and a bulk layer after 280 000 steps.
They are nearly identical.
Another system with 1053 atoms, arranged to form a (110) surface, was simulated.
The slab consists of 9 × 9 unit cells in the x and y directions and 13 layers in the z
direction, resulting in a layer thickness of 24 A˚. No difference between the surface and a
bulk layer can be seen in Fig. 9.3 right.
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Figure 9.3: Left: RDFs of an aluminum slab (20 A˚ thickness, 792 atoms) with an (100)
surface. Right: RDFs of an aluminum slab (24 A˚ thickness, 1053 atoms) with
an (110) surface. Shown are the RDFs at the beginning (red), of the surface
layer (green), and of a bulk layer (blue) after 280 000 steps.
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Figure 9.4: Left: RDFs of an iron slab (28A˚ thickness, 3024 atoms) with an (100) surface.
Right: RDFs of an iron slab (17 A˚ thickness, 2176 atoms) with an (110)
surface. Shown are the RDFs at the beginning (red),of the surface layer
(green), and of a bulk layer (blue) after 180000 steps.
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Iron
A system with 3024 iron atoms, arranged as 12× 12 unit cells in the x and y directions
and 21 layers in the z direction, resulting in a slab with an approximate thickness of 28
A˚ in the z direction, was simulated with a cutoff radius of 8 A˚. The surface represents
a (100) surface of a bcc crystal. The control file is given in appendix D.2.2.
As can be seen in Fig. 9.4 (left) the radial distribution functions for a surface layer
and a bulk layer differ after 180 000 steps. The first peak of the surface slab is shifted
by approximately 0.1 A˚ towards smaller distances in comparison to the peak of the bulk
region.
The (110) surface of iron was simulated using 2176 atoms. The slab consisted of 8× 8
unit cells in the x and y directions and 17 layers in the z direction, resulting in a layer
thickness of 22 A˚. In Fig. 9.4 right, a difference between the surface and the bulk region
can be observed. The peaks are also separated by about 0.1 A˚.
Conclusions
The absence of any significant difference between the (100) and the (110) surfaces shows
the inability of the current model to describe surfaces well. Reconstructions of the in-
stable surfaces, Al(110) and Fe(100), can not be correctly simulated at the present time.
In both cases no major disordering or change in the cubic–like structure of the surface
layer could be observed. One reason for this is the missing screening length for surface
layers, as already given by Rose et al. [32]. In the simulations only the screening length
for the bulk metal was used.
The peak shift in case of the bcc iron may be due to the lower screening length in the
bcc case. This leads to faster convergence of the potentials towards zero, emphasizing
the first coordination shell. Here the energetic losses are higher in a bcc case, where 50%
of the nearest shell is missing at the surface (4 out of 8 atoms), while in an fcc case only
33% is missing (4 out of 12 atoms), when one half of the unit cell is cut off.
A straightforward solution would be to allow for a depth–depending screening length,
i.e. the screening length should be automatically increased when the surface is ap-
proached from the inner part of the crystal. As Rose et al. show, the screening length at
the surface is about 2 times larger than in the bulk.
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9.2 Melting of Metals
Simulations at various temperatures below and above the melting temperature were
performed for 8 metals, 4 of them crystallizing in fcc, 4 of them in bcc structures. At
first, a run of 100 000 steps with a timestep of 0.1 fs was carried out to allow for a
relaxation of the system. Then, further simulations of another 100 000 steps were carried
out for data sampling. The simulation box was set using the experimentally known lattice
constants, with an 30 A˚ extension in the x direction to allow for an easier contraction or
expansion of the lattice. The number of atoms were 256 and 250 in the case of fcc and
bcc metals, respectively.
The control files for the metals were taken from the simulations of the pure metals,
as shown in appendix D.1, and only the temperature control was adjusted to different
values.
The RDFs were used to detect the melting points. The height of the first peak P was
divided by the height of the first minimum M after the first peak, as demonstrated in
Fig. 9.5. This ratio denotes how many atoms stay in the first coordination shell relative
to the number of atoms which switch from the first to the second shell (or vice versa).
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Figure 9.5: Demonstration of the RDF–ratio P/M of the height of the first peak (P) by
the height of the first minimum (M)
In the simulations the melting point was defined as the point where one full atom
(on average!) switches between the coordination shells. This denotes the start of the
breakdown of the first coordination shell. In this case the ratio should be close to the
number of nearest neighbors, in the bcc case 8, and in the fcc case 12.
The peak heights of each metal for a given temperature were averaged over a few
thousand timesteps and then the ratio was calculated. In Figure 9.6 the ratios for several
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metals are shown and the temperature is given relative to the melting temperature.
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Figure 9.6: Melting process of metals. Plotted is the ratio of the peak height of the first
RDF maximum to the height of the first minimum against the temperature
relative to the melting temperature.
In the case of a bcc crystal structure, the metals chromium, iron, vanadium, and
tungsten show nearly identical behavior. At the respective melting point the ratio is
nearly 8 for all four metals.
In the fcc case, the behavior is different. Aluminum and lead show a continuous decay,
while palladium and copper show a rapid decay of the ratio near the melting point. The
ratio at the melting temperature is higher than the expected 12 for all metals with the
exception of copper, where it is only slightly lower.
This effect may be due to an error made during the calculation of the ratio of the
RDF. In order to give correct values for the number of atoms underneath the peak, the
whole area under the peak should be integrated, that is also the area underneath the
first minimum, since only then the numbers are correct. This fact can be illustrated
in the case of the bcc lattices. The first two peaks are quite near in distance to each
other. When the melting process starts, the peaks become broader. In the bcc case the
minimum between the peaks rises fast, resulting nearly immediately in the ratio of 8.
Then the peaks are still very sharp, and the approximation of the area under the peak
by the peak height itself is still good. In the fcc case, the first two peaks are more
separated, the peaks become broader when melting is reached, but only at the very end
the minimum in between the two peaks rises slowly. In this case the approximation is
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no longer valid, and using the peak and minimum heights result in varying ratios. For
the integration scheme, the peak area and the area under the minimum then have to be
determined.
It has to be kept in mind that the simulation was performed in an NVT–ensemble,
with a fixed box size. Since metals expand during their melting, the system description
should be modified. Further investigations have to concentrate on an NPT–ensemble
where the pressure is kept fixed and the box size may change.
9.3 Alloys
Offermans [104] carried out a series of calculations on different metal alloys to investigate
the transferability of the methods to describe metal alloys. He concentrated on structure
and charge transfer.
The charge transfer between the two involved atom types can be approximated using
Pearson’s theory, see section 7.4.2. The resulting charges are small, between 0.002 and
0.152 electrons, and so the aim of the work of Offermans was to find out whether a
charge transfer was at all necessary.
The parameters for ROSE type potentials between identical atoms are already known.
They can be easily retrieved from tabulations [101] of the cohesive energy, and structural
databases [105]. Values for the screening length l are tabulated in [32]. For interactions
between different atom types, almost no values are available yet. To solve this problem
for all parameters the following interpolation scheme was used:
• The cohesive energy is taken to be the arithmetic average between the cohesive
energies of the pure metals: EAB =
1
2
(EA + EB).
• The distance a0 is also the arithmetic average between the distances within pure
metals: aAB0 =
1
2
(aA0 + a
B
0 ).
• The screening length is approximated using arguments of the electronic structure.
The theory of Thomas and Fermi connects the Density of States (DOS) at the
Fermi level with the screening constant Ks: K
2
s = 4pie
2DOS(εF ). The inverse of
the screening constant is the screening length itself, resulting in
(
1
l
)2 ∝ DOS(εF )
or l ∝ 1√
DOS(εF )
(see p. 313 in [101]). For the DOS of a binary alloy, a good
approximation in the case of negligible charge transfer is:
DOSAB(εF ) =
1
2
(
DOSA(εF ) + DOS
B(εF )
)
(9.4)
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For the screening length this results in:
lAB = 4
lAlB
lA + lB + 2
√
lA
√
lB
(9.5)
At first, simulations were done using the experimentally known structural parameter
a0, together with the cohesive energy and the screening length, which are calculated
according to above scheme, in order to determine the applicability of the method to
alloys. For AuMn and CdPb, as examples for bcc and fcc structures, the radial distribu-
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Figure 9.7: RDFs at step 5000 and 300 000 of the AuMn alloy (bcc structure, top) and
the CdPb alloy (fcc structure, bottom). Left the simulation without charge
transfer, right with charge transfer (0.143 e and 0.026 e, respectively).
tion functions at the start and at the end are shown in Figure 9.7. In a second run, the
parameter a0 was also determined as described above in order to test the model for un-
known alloys. The simulations were done starting from distorted systems (0.2 A˚), most
of them falling back to the ordered structure. In a few cases no structural stability could
be reached without the inclusion of the charge transfer. This means that the inclusion of
charge transfer into the calculation is necessary in order to describe the system correctly.
Only in two cases even then no stability was possible, which probably is more due to
a bad choice of the minimum distances a0 than to anything else.
9.3. Alloys 81
Like for the pure metals the bulk modulus can be calculated for alloys using the volume
variation. The calculated and experimental data, as far as accessible, are shown in Table
9.2. FeAl was the only available experimental value for a stable simulation. Here the
same relationship (about 2) occurred as with pure metals.
In most cases it was possible to achieve stable structures using charge transfer, in quite
a few cases even without charge transfer. However, the general trend demonstrated the
necessity of an inclusion of charge transfer. The structural instability is mostly due to
very different short distances d0 in the used ROSE potentials [104] for the pure metals
compared to the shortest distance of the mixed metals in the alloy. This can be proven
even with the averaged distances, where similar problems arise. Together with a small
charge transfer, which result in only small additional stabilizing forces, the structural
stability can not be reached.
Table 9.2: Experimental and calculated bulk moduli of various alloys including exper-
imental data, as far as available, and using the distances dAB calculated as
described above. The more electronegative metal is given first. If no calculated
value is given, the structure could not be successfully simulated.
exp. B calc. B (GPa)
Alloy Structure ∆N (GPa) uncharged charged
AuCu fcc 0.096 359 369
BiNa fcc 0.152 90
CdPb fcc 0.026
CuTi fcc 0.078 297 288
PdFe fcc 0.025 400 402
PtFe fcc 0.105 488 434
NiMn fcc 0.049 288 291
ZnNi fcc 0.003 284 283
FeAl bcc 0.063 138 [106] 282 283
NiAl bcc 0.097 252 261
AuMg bcc 0.137 172 202
AuMn bcc 0.143 348
CuZn bcc 0.002 116.2 [106]
HgLi bcc 0.120 68
TiCa bcc 0.085 99 113
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The influence of the cohesive energy on the structure is small, and when the applied
charge transfer is higher, even smaller. The determination of the mixed screening length
is straightforward, and the influence of different values is also quite small. So these
methods seem to be working.
Further work needs to be done concerning the determination of the average distance
in the homoatomic and heteroatomic interaction. Here, the simple averaging of the dis-
tances may not be the correct description of the system. In CdPb (a fcc alloy), for
example, the nearest neighbor distance within the same type of atoms is 3.031 A˚ in the
experimental structure. This lies in the range of the Cd–Cd distance in the pure metal,
which is 2.979 A˚, but the Pb–Pb distance is much shorter than in the metal, where
the distance is 3.500 A˚. The Pb–Pb interactions then blow up the distance between the
atoms, destabilizing the structure. How strong these destabilizing force is can be seen
in the fact, that the distance in the alloy is already in the repulsive part of the ROSE–
potential for the pure metal. The heteroatomic distance in the alloy is 2.806 A˚, the
averaged distance is 3.24 A˚. Here, again, the distance of the experimental structure of
the alloy is too short compared to the simple average of the homoatomic distances of the
metals. This, again, leads to strong repulsive forces in the experimental alloy structure,
also destabilizing the structure. Therefore, when calculating the interaction distance for
both, homoatomic and heteroatomic interactions, the relative ratio of the two covalent
atomic radii has to be considered or weighted.
9.4 Melting Process of Alloys
The simulation of the melting process was tested for the alloy AuCu. Starting from a
system consisting of 7 Au layers on top of 7 Cu layers, as shown in Figure 9.8 (left),
the temperature was held at 2500 K for 5 000 000 steps, using a timestep of 0.1 fs. This
results in a total simulation period of 500 ps at a high temperature. The mixture was
then slowly cooled down to 300 K within 500 000 timesteps. The obtained geometry is
shown in Figure 9.8 (right). The cooling period was 50 ps. This is an extremely fast
cooling rate, but some effects can be seen already after another 200 000 relaxation steps
at 300 K. The control files for melting and relaxation are given in appendix D.3. Charge
transfer from copper to gold is included; the amount is calculated using eqn. 7.9 as
0.0961 e.
The simulation gave no crystalline system for the AuCu alloy. There are several pos-
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sible reasons:
• The simulation was done in a simulation box with fixed size and shape. No contrac-
tion or expansion is possible. Since this is a major feature of melting and cooling,
the restrictions imposed due to fixed size and shape may lead to unphysical be-
havior and may hinder the ability of the atoms to move around. Even the size of
the starting box was a compromise, as can be seen in Fig. 9.8 (left), where gold
extends already out of the box shape, while the copper lattice is smaller than the
box.
Figure 9.8: Melting of an AuCu alloy starting from two slabs of Au and Cu (left); after
5 000 000 steps at 2500 K, cooling down to 300 K within 500 000 steps, and
relaxation at 300 K for another 200 000 steps (right). Gold atoms are yellow,
copper red.
• The time scale of the melting simulation is not long enough. 500 ps is insufficient
to result in a perfectly melted alloy. Some layer consist of more gold atoms than
copper. It also needs to be mentioned that the chosen temperature of 2500 K is
well above the experimental melting temperature of 925 K in order to speed up
the mixing.
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• The cooling period, which was 50 ps, is certainly too short. The cooling rate in
this case would be 44 · 1012 K/s. This is too high compared to any experimental
rate in order to result in crystallographically ordered systems and not in glasses.
The method for temperature scaling was the soft one (see eqn. 6.19), allowing for
much more movement of the atoms. This is still not enough, and the result is a
glass–like structure.
The RDFs for the final configuration are shown in Figure 9.9, together with the RDFs
of the crystalline structure of the alloy. After the first peak no long–ranged ordering can
be seen, but the integration reveals the existence of an already quite well–ordered first
coordination shell, with 8 neighbors of the other atom sort, just like in the experimental
structure.
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Figure 9.9: Au–Cu RDF of the melting process of the AuCu alloy (full) and the inte-
grated value n(r) (dotted). The RDF of the experimental structure is also
shown (dashed).
9.5 Sodium Chloride
The BLBS model is known to work best with oxides and halides. Therefore, we tested
our model on sodium chloride and zinc oxide with respect to structure and energetics.
For an approximation of the lattice energy the formula according to Kapustinskii
([107] and [108], p. 65), can be used:
Elattice ≈ 1.214× 105 kJ
mol
νZKZA
rK + rA
(
1− 34.5 pm
rK + rA
)
(9.6)
ν is the number of ions in the chemical formula, rK and rA are the radii of the cation
and anion, ZK and ZA are the formal atomic charges. In the case of sodium chloride ν
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equals 2, rK and rA can be taken from [109] to be 102 pm and 181 pm, respectively (for
both ions, Na and Cl, with a coordination number of 6).
An approach to classify the Coulomb energy is the simple formula after Madelung
Elattice ≈ −αZKZAe
2
r
(9.7)
with e as the elemental charge and r as the nearest neighbor distance (here 2.82 A˚). α
is called the Madelung constant and equals 1.7476 for the sodium chloride structure and
1.6381 for the zinc blend structure ([110], p.405). The formula is a simple approach, since
only Coulombic interactions are included and no repulsion due to the electron spheres
is calculated.
AixCCAD calculates the different contributions to the potential energy, such as the
Coulomb and the repulsive part, and the kinetic energy separately. This allows to classify
the values for the Coulomb and the repulsive part of the interactions. The negative total
energy, defined as the sum of all the partial contributions, is the lattice energy.
simulated Madelung Kapustinskii experimental
Compound Energy ρ = 0.35 ρ = 0.37 [110],p.405 [108]
NaCl Elattice 805 803 753.4 764.8
(300 K) Ecoulomb −926 −941 −861.1 [110],p.406
Erepulsion 118 134
Ekinetic 3.8 3.8
NaCl Elattice 774 764 753.4 764.8
(0 K) Ecoulomb −837 −837 −861.1
Erepulsion 63 73
Ekinetic 0 0
ZnO Elattice 4145 4069 4066.6 4029.5
(0 K) Ecoulomb −4683 −4683 −4595.5 [111]
Erepulsion 538 614
Ekinetic 0 0
Table 9.3: Simulated and calculated values for the lattice energy and electrostatic ener-
gies of sodium chloride and zinc oxide in kJmol−1. The upper part presents
the results from the sodium chloride simulation at 300K, the lower parts are
from static calculations of NaCl and ZnO at 0 K.
The simulations were carried out pairwise in which the repulsion parameter ρ, see
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section 7.1.3, was set to 0.35 and 0.37 A˚, respectively. The latter one was chosen because
in the BLBS method the scaling length is also 0.37 A˚. Therefore, we examined whether
this universal constant might relate to both charge calculation and repulsion. After an
initial relaxation period of 100 000 steps with a timestep of 0.01 fs the energies from at
least 100 000 steps were averaged, the box contained 512 atoms, the control file is given
in appendix D.4. The results of these simulation are shown in Tab. 9.3, together with
experimental and calculated values using the Madelung and Kapustinskii equation.
The lattice energies extracted from the simulations with ρ = 0.35 A˚ and 0.37 A˚ are
nearly identical, both values are about 5% too high when compared to the experimental
value. Since the charges in the dynamically BLBS method tend to be slightly above
the formal atomic charges by about 0.3, the higher values, which are mainly due to the
higher Coulomb energy, are to be expected. The different Coulomb energies are a result
of the run where different structures resulted due to the different repulsive interactions.
A comparison of the results from the simulations using the two different values for ρ
showed no significant differences in the total energy. Hereafter the calculations were
carried out using ρ = 0.35 A˚.
Additionally, simple calculations of one step at 0 K using the undistorted crystallo-
graphic structures of NaCl and ZnO were carried out. The results, also given in Tab.
9.3, are very good for both considered structures. For ZnO rK and rA were 60 pm and
138 pm, respectively. The experimental lattice energies are matched in both cases when
using ρ = 0.37. This is due to the higher repulsion energy in this case. Based on this
calculations the use of ρ = 0.37 for further calculations needs to be considered as the
better choice for the repulsion parameter.
9.6 Zinc Oxide
The simulation started from a system with a distorted zinc oxide structure consisting
of 576 atoms; the maximum distortion was 0.3 A˚. The timestep was 0.01 fs with 56 000
steps. After that, the system almost relaxed back into the experimental structure. In
Fig. 9.10 the radial distribution functions for Zn–O and Zn–Zn are shown at start and
after the simulation, together with the experimental one.
A small distortion is still present in the system. Relaxation of this may be far beyond
the timescale of the simulation since some zinc and oxygen atoms changed their lattice
places. This was imposed by the initial distortion of 0.3 A˚. When starting from smaller
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Figure 9.10: The RDFs of ZnO at the beginning (full), after 56 000 steps (dashed), and
from the crystallographic structure (dotted).
distortions no problem arose.
The control files for the simulation is given in appendix D.5.
9.7 Aluminum Nitride
As a test on metal–nonmetal compounds and a necessary test for the target system iron/
aluminum nitride, simulations were carried out on aluminum nitride. This example will
be discussed in detail, since some problems and solutions that were found in the course
of the simulations demonstrate many interesting findings.
At first, the system file generated was accidentally wrong in its dimensions, namely
the cell in b was too large. The box was generated not using the experimentally known
lattice constant b of 3.11 A˚, but rather 3.59 A˚. In the simulation the system reacted
in such a way that it automatically contracted along the b axis and formed a layer of
crystalline aluminum nitride but with a slab of vacuum in between, see Figure 9.11. This
automatic correction by the system is due to the chosen distance of minimum energy in
the BLBS method.
In the second try, the dimensions were set up correctly. Still other findings were made.
After a reexamination of the system file it was discovered that the structure elements
on the bottom did not match the structure at the top. The six membered rings, typical
for an hcp structure, didn’t match, and so the periodic boundary condition lead to an
instable layer. In order to match the boundary condition as good as possible, the layers
were slightly shifted with respect to each other. After 300 000 steps this resulted in a
system where the layer on top was shifted so much that it nearly matched the layer at
the bottom of the box.
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Figure 9.11: The geometry at start (left) and after 300 000 steps (right) of the first
simulation of aluminum nitride, leading to a gap between two layers of
aluminum nitride.
This complication arose due to the choice of only 5 hexagonal unit cells along the
y axis of the simulation cell. In Figure 9.12 the starting geometry (left) and the final
structure (right) are shown. The distortion can be seen in the starting geometry between
the second and the third layer from the bottom.
A stable structure emerged from the simulation when 6 instead of 5 layers in x and
y direction were chosen in generating the system file. Even when starting from a dis-
torted structure, the original crystallographic structure was retained. Figure 9.13 shows
the starting and final geometry for this simulation. At the end of the simulation the
Figure 9.12: The geometry at start (left) and after 300 000 steps (right) of the second
simulation of aluminum nitride, leading to shifted layers of AlN to match
the periodic boundary conditions.
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introduced displacement of 0.2 A˚ has vanished.
Figure 9.14 shows the Al–Al and Al–N RDFs for the start and the end of the sim-
ulation, together with the RDF peaks of the crystalline AlN. The RDF denotes the
correction of the introduced distortion, leading to the nearly perfect crystal structure of
aluminum nitride. The control file for the third simulation is given in appendix D.6.
Figure 9.13: The geometry at start (left) and after 200 000 steps (right) of the third
simulation of aluminum nitride, leading to a nearly crystalline structure.
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Figure 9.14: Radial distribution functions for Al–Al (left) and Al–N (right) pairs for the
simulation of the distorted AlN crystal. The RDF at start (red) shows the
heavy distortion of the system, while the RDF after 190 000 steps (green)
shows good agreement with the RDF of the AlN crystal (blue).
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9.8 Complex compounds
The ternary compound LiAlO2 is structurally well characterized in its α and γ phase, but
until recently only vague ideas about the structure of β-LiAlO2 existed. Using aixCCAD
in a range of simulations, a first approach to possible structures were undertaken by
Kurtulus [112].
Simulations of α–, β–, and γ–LiAlO2 resulted in stable geometries. The α and γ
structures were stable in geometries which closely resemble the experimental known
structures, but the simulated structure of the β–phase does not resemble the assumed
one, which is based on experimental data from the isostructural compound LiGaO2. It
is not clear if the bad match is due to an incorrect description of the environment within
the simulation (mainly by the BLBS parameters), or due to an inappropriate description
of β–LiAlO2 by the data from LiGaO2.
calc. [112] exp. [113]
Structure Li Al O Li Al O
α-LiAlO2 1.675 0.546 0.555
β-LiAlO2 0.062 0.035 0.046
γ-LiAlO2 0.046 0.018 0.177 0.0061(19) 0.0023(6) 0.0041(7)
Table 9.4: Mean square displacements (A˚2) for the different atoms in the three known
structures of LiAlO2.
What could be demonstrated in the simulations was the higher mobility of Li in the
α-LiAlO2 structure. When calculating the mean square displacements for the different
atoms, the higher value for Li in this structure can clearly be seen; the values for all
modifications are shown in Table 9.4.
As experimentally known [114] the Li atoms in the α modification are much more
agile than in the β and γ structures. Together with the low mobility of the aluminum
and oxygen atoms, which form a rather rigid framework, this results in the observed
behavior, where the structure is kept intact while the lithium atoms are exchanged with
hydrogen atoms. These results agree well with the ones from previous work [115].
10. Aluminum Nitride Sputtering on
Iron Target
10.1 Motivation
In the group of Kikkawa multilayered films of Fe and AlN were prepared [70, 116, 117]
using the rf–sputtering technique. The individual layer thickness of these nanocomposites
vary between 6 and 500 nm while periodicities reach up to 35 repeated units.
An unexpected formation of iron nitrides at the Fe/AlN interface was observed when
investigating these superstructures at room temperature. Depth profile studies revealed
a partial reduction of aluminum nitride to metallic aluminum, paralleled by a lattice
expansion of the iron phase.
Conventional solid–state chemical arguments are seemingly improper tools to explain
the above findings, since thermodynamical data for bulk nitrides rule out the formation of
iron nitride in the presence of aluminum nitride. Therefore, we used computer simulations
as described in the preceding chapters to investigate the reactions which take place at
the interface iron–aluminum nitride during sputtering.
10.2 Setup and Parameterization
For the simulational study, a system of 768 iron atoms in the body-centered cubic (bcc)
crystal structure was constructed, including 6 bcc iron layers (17.22 A˚) in the upward
z direction and 8 × 8 bcc iron layers in the horizontal x and y directions, periodically
repeated in two dimensions. In the z direction the periodic boundary condition was
chosen to match a total length of 140 A˚ so as to simulate a large extent of empty space
above the iron surface. This bulk model, augmented by a single bottom slice of 64 rigid
silicon atoms, represented the iron target at a temperature of 370 K (see left part of
91
92 Chapter 10. Aluminum Nitride Sputtering on Iron Target
Figure 10.1). It was then continuously bombarded with AlN molecules of varying speed
and an average temperature of 23 000 K so as to match the applied rf energy of about
2 eV. The individual time step was 0.2 fs while a total of 1 448 000 time steps were
collected. Thus, the simulation mimics a time frame of 289 ps.
The energetics of bulk Fe and Al were based on their atomization enthalpies E0 (415.5
and 329.7 kJ/mol), equilibrium interatomic distances a0 (2.4824 A˚ in bcc Fe, 2.8635 A˚
in fcc Al), and electron gas screening lengths l (0.27 and 0.34 A˚) [31, 32, 118]. The
additional Fe–Al standard distance and its screening length were taken from the Fe3Al
structure (2.5141 and 0.27 A˚) [118]. Based on Fe’s and Al’s absolute electronegativities
χ (4.06 and 3.23 eV) and hardnesses η (3.81 and 2.77 eV) [92], there is a maximum
charge flow of 0.063 electrons between these atoms. All Coulomb interactions within the
iron host where appropriately screened, using an exponential decay parameter of 0.35
A˚ for interatomic distances larger than 2.0 A˚. Besides that, a universal cutoff value of
8.0 A˚ for all potential energy functions turned out to be the appropriate choice with
respect to both speed and accuracy. Bond length–bond strength parameters r0 for the
metal–nonmetal interactions were extracted from the crystal structures of FeN and AlN.
The existence of trivalent nitrogen is equivalent with an r0 of 1.769 A˚ (FeN structure,
equilibrium distance 1.875 A˚) and 1.786 A˚ (AlN structure, 1.894 A˚) [118].
The control file for this simulation is given in appendix D.7.1.
10.3 Results and Discussion
Figure 10.1 offers a view of the computer experiment. In the left part of the Figure, the
first AlN molecule is on its way to hit the iron surface within a few hundred time steps.
The simulations reveal that, eventually, any AlN molecule is subject to breaking apart
after arrival on the iron target. The individual nitrogen atoms immediately penetrate
into the iron host, leaving the aluminum atoms on the surface. While it can be shown
that this fast nitrogen penetration is in part due to the extreme kinetic energy of the
rf-sputtered species, a similar reaction also results for a different computational setup.
When the AlN species are supplied with only 5% of their original kinetic energy, they
shortly pause on the iron surface, then also fall apart, followed by a somewhat slower
nitrogen penetration into the iron host. In all cases, the nitrogen atoms penetrate at least
into the second layer of the host structure where they are able to acquire an approximate
sixfold coordination. By doing so, the nitride ions experience a much stronger chemical
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bonding in the bulk atoms than within the molecule or on the surface. This behavior
is probably the clue to the unprecedented reaction. While it is thermodynamically clear
that bulk FeN cannot compete with bulk AlN with respect to thermodynamic stability,
a single nitrogen atom does gain bonding energy if embedded, as a nitride ion, in three
dimensions compared to the molecular or surface bonding.
Figure 10.1: Starting configuration (left) and final configuration (right) of the simula-
tion: the starting configuration shows the simulation box, the iron target
in red (bottom) on the silicon layer (grey, bottom) and the first incoming
AlN molecule (top). The right picture shows the configuration after 370 000
steps.
As a complex interplay of three different effects — the high energy of the incoming
species, the slow energy dissipation to the surrounding heat bath, and the geometric
distortion upon nitrogen penetration — some of the surface iron atoms eventually erupt
to positions above the original surface. Upon arrival of more and more aluminum atoms,
this finally leads to a heavily distorted iron/aluminum “alloy” zone incorporating the
above mentioned nitrogen atoms (see right part of Figure 10.1, final configuration). The
iron content of this reaction zone (thickness approximately 10 A˚) slowly decreases by
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going from lower to higher z coordinates, i.e. along the upward direction. Geometrically,
the “alloy” structurally resembles a bcc lattice with statistically disordered iron and alu-
minum atoms, coordinating the nitrogen atoms in their distorted octahedral vacancies.
It is also found that, as a second order effect, some of the nitrogen atoms penetrate
the iron lattice even more. This results from other above-lying nitrogens “pushing” the
ones below deeper by one or two layers. In the present simulation the majority of the N
atoms is found in a depth of roughly 2 A˚ from the surface but there is one particular
atom which penetrates down to about 5 A˚. For a more rigorous analysis, Figure 10.2
(bottom) offers the radial distribution functions (RDF) for the combinations Fe–N and
Al–N within the aforementioned reaction slab at about 17–19 A˚.
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Figure 10.2: RDFs for Fe–Fe (top), Fe–N and Al–N (bottom) and integrated values. The
metal–nitrogen RDFs are calculated using the atoms in the slab between
17 and 19 A˚.
The first maximum for Fe–N lies around 2.0–2.2 A˚ whereas the Al–N value is found
at 2.25 A˚, reflecting the shorter iron–nitrogen bond. The first RDF minima at 3.3 A˚
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are almost zero for both pairs, indicating no significant movement of the nitrogen atoms
between neighboring octahedral sites. The integration of the RDFs up to the first minima
results in a nitrogen coordination number of 1.2 (with respect to Fe) and 4.4 (Al) such
that the notion of an approximate octahedral coordination (5.6) for nitrogen–metal
interactions is justified.
As was said before, the iron surface becomes distorted due to the impact of aluminum
and nitrogen atoms. In fact, this geometrical distortion is quite short-ranged and decays
after only two and a half layers, leaving the lower-lying three iron layers at the bottom al-
most untouched. This finding is reflected in the right part of Figure 10.1 and numerically
evaluated in the upper part of Figure 10.2. While the Fe–Fe RDF is perfectly ordered at
the very beginning of the simulation and shows distinct peaks, the RDF at the end of
the simulation reveals both reduced peak heights and a significant amount between the
peaks. Since the latter RDF is also evaluated over the total system, the disordering of
the layers close to the surface is underrepresented here. Due to the insertion of nitrogen
atoms, though, one finds a slight (2.5%) widening of the iron lattice. This is best seen at
the second RDF maximum which is shifted by almost 0.1 A˚ to larger values if compared
with the one of the undistorted lattice.
10.4 The Lattice Energies for FeN and AlN
It was long believed that FeN cannot be synthesized because of its positive free enthalpy
of formation ∆G◦f , which is +12.6 kJ mol
−1, and, therefore, the compound should be
unstable. Compared to this, the free enthalpy of formation for AlN is −287.0 kJ mol−1.
Another aspect besides the free enthalpy of formation, and related to this the stability
of a compound, is the lattice energy ∆UL. To calculate it, the simple Born–Haber scheme
has to be followed:
M(g) + N(g)
M(s) + 1
2
N2(g)
? ?
∆HAt ∆HDiss
-
-∆HI
∆HE
∆Hf
M3+ + N3−
MN
6
∆UL
The different values for ∆HAt, the atomization energy of the metal, ∆HDiss, the disso-
ciation energy for molecular nitrogen, ∆HI, the ionization energy for the metal atoms,
∆HE, the electron affinity energy for the nitrogen atom, and ∆Hf , the formation energy
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for the nitrides, are given in Table 10.1 for the compounds FeN and AlN. The resulting
equation for the lattice energy is
∆UL = −∆Hf + ∆HAt + ∆HDiss + ∆HI + ∆HE (10.1)
leading to a lattice energy of 6154.98 kJ mol−1 for AlN and 6158.78 kJ mol−1 for FeN.
Those are nearly identical. The difference in the free formation enthalpies is compensated
by the higher ionization energy and the higher atomization energy for iron.
Table 10.1: Thermodynamic data used for the calculation of the lattice energy (in kJ
mol−1).
Value Aluminum Iron Nitrogen
∆Hf −311.1 −17.1 [119]
∆HAt 329.7 415.5
∆HI 2745 (+3) 759 (+1)
1561 (+2)
2957 (+3)
1
2
∆HDiss 472.86
∆HE 2296 (−3)
Calculations for other binary iron nitrides show the same behavior for the lattice
energy. Their stability is similar to that of FeN. Nevertheless, the iron nitrides are only
stable due to kinetic effects since their free enthalpies of formation are positive.
10.5 Relaxed Systems
After sputtering of 185 AlN molecules, the sputter process was stopped and the system
was allowed to relax for 100 000 timesteps. The total number of 185 aluminum atoms
compares to approximately 3 layers on top of the iron surface. In Figure 10.3 (left) the
system is shown after 1 448 000 steps, which equals to 289 ps. Besides the starting of
pure AlN layers on top with no iron atom in it no major changes occur compared to the
starting simulation in section 10.3.
One problem should be pointed out here: a few nitrogen atoms rested on top of the
highest aluminum layer at a distance of about 3 A˚, with practically no coordination
to aluminum atoms. This effect arises when the nitrogen atom, by some chance (ther-
mal motion or rather strong repulsion) looses contact with its counterion. Then it will
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loose its charge which is calculated by the coordination of the neighboring atoms. Since
the interactions of nitrogen with all atom types in the simulation are defined over the
Coulomb interactions, it then looses all interactions, staying in space without any force.
This leads to the loss of nitrogens on the surface. Only when counterions come close
enough, e.g., by thermal motion, resulting in a charge on the nitrogen, they can again
be coupled to the lattice. This process is slow, and it takes much more steps to relax the
system than the used 100 000 steps. Similar behavior can be also observed in the large
system in section 10.6, but there the number of occurrences is smaller.
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Figure 10.3: Left: Final configuration of the sputtering system after 1 448 000 steps,
where 185 AlN molecules where sputtered and where additional 100 000
relaxation steps were performed. Right: Final configuration of a larger iron
system after 2 040 000 steps, where 322 AlN molecules where sputtered. On
both sides the nitrogen content along the z axis is plotted for the respective
systems.
10.6 Larger Systems
In order to test the correctness of the system used, a much larger system was simulated.
It consists of 8 bcc–iron layers of a 10 × 10 grid, resulting in 1600 iron atoms and a
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single slice of 100 rigid silicon atoms at the bottom. In the control file, which is given in
appendix D.7.2, only parameters depending on the system size were altered, the potential
parameters were kept the same.
After 2 040 000 steps, which mimics a timeframe of 408 ps, the run was stopped. While
a total of 322 AlN molecules dropped onto the surface, the number of aluminum atoms
was reduced to 180 atoms due to back scattering of the incoming atoms (which is mostly
due to a rather rough parameterization).
Nevertheless, the number of nitrogen atoms is still 321, because they immediately
penetrate the iron layer and are not reflected. Only in one case back scattering happened
to a nitrogen atom. And even in a situation like this, where the nitrogens must go into
the iron lattice in order to find a coordination environment at all, only three iron layers
became disturbed, resulting in a nearly identical picture as in the smaller system. The
final configuration of this simulation is shown in Figure 10.3 (right).
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Figure 10.4: RDFs for Fe–Fe of the 3 iron layers (slab from 1.0 to 8.5 A˚) of the small
system (top) and the 5 iron layers (slab from 1.0 to 14.0 A˚) of the large
system (bottom) where no nitrogen is present
In Figure 10.4 the RDFs of the nearly undistorted 3 (small system, top) and 5 (large
system, bottom) iron layers are shown, indicating distortions from intruded nitrogen in
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higher layers, but the lattice is still present and dominant, as the sharp peaks up to
larger distances show.
In Figure 10.3, besides both pictures, the number of nitrogens along the z axis are plot-
ted for both systems respectively. In both cases, the number of sputtered AlN molecules
relative to the number of surface iron atoms is approximately 3 (2.89 in the case of
the small system, 3.22 for the larger one), which allows the generation of about 3 alu-
minum layers. It can be seen from the plots that not only the nitrogen distribution is
nearly identical – the shape of the curves are very similar – but also the thickness of the
nitrogen–rich layer in both cases is about 17 A˚.
Over the long timeframe a few nitrogen atoms diffuse through the iron crystal due to
thermal motion and partly due to the high nitrogen concentration in the surface region.
Although the local distortion of the iron lattice is quite visible, the iron atoms in the
path of the diffused nitrogen atoms relax and again form an nearly undistorted lattice.
This shows that the distortion of the few surface iron layers is mainly an effect of the
high temperature of the incoming atoms and the slow heat dissipation out of the system.
According to the similar results with the larger system compared to the smaller one,
it can be assumed that the system size of the preceding simulation is large enough to
correctly describe the process and the environment.
10.7 Bulk Systems
For comparison, a system consisting of a few iron layers with a few layers of pure alu-
minum nitride on top of it was considered. Preparation of such a system surely is difficult
and demanding, but simulation is even more so.
To geometrically generate the system, the relative orientation of the aluminum nitride
crystal to the iron surface has to be considered. A possible starting configuration is
shown in Figure 10.5. The interface resembles a (110) surface of the iron lattice and the
(001) surface of a aluminum nitride crystal. This allows for almost matching box sizes of
6× 8 iron and aluminum nitride boxes. In the z direction, 6 iron layers and 8 aluminum
nitride layers are used. The system includes 2778 atoms, and the box size is 24.183 A˚,
32.244 A˚, and 41.069A˚ in the x, y, and z direction respectively.
At the interface in the middle of the box a layer of aluminum is on top of an iron
layer. Here we have no iron–nitrogen contacts, but at the interface of the periodic box
boundary close iron–nitrogen contacts are present.
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Some major technical problems arose in this simulation. In one part of the simulation
cell metallic shielding has to be applied, whereas in the other a normal Ewald summation
is necessary to include the long–ranged effects. At the present moment it is unclear which
charge on which atom has to be treated with what kind of method. Also, it has to be
defined how to proceed whenever AlN looses N atoms and becomes metallic. It is also
unclear when to define metallic properties for AlNx, with x 1.
A careful consideration of these questions is needed before any useful simulation can
be performed.
Figure 10.5: System consisting of iron and aluminum nitride layers in order to simulate
a layered bulk compound.
11. Summary
The present work addresses chemical properties of metals and metal nitrides using both
static first–principles electronic structure theory and dynamical, empirical calculations.
In the first part the electronic structures of binary 1:1 3d transition metal nitrides
were investigated with band structure calculations using LMTO theory. While 4d and
5d transition metal nitrides all crystallize in the sodium chloride structure, some late 3d
metals behave differently. The calculations here give an explanation why the earlier 3d
metal nitrides crystallize in the sodium chloride structure, and the latter ones crystallize
in zinc blend structure. This effect is understood by the presence of strong antibonding
metal–metal interactions near the Fermi level in the sodium chloride structure for late
transition metal nitrides. The effect forces the latter metal nitrides into the zinc blend
structure where metal–metal antibonding interactions vanish almost completely. The
reason for this is the larger iron–iron distance in the zinc blend structure type compared
to the sodium chloride type.
A detailed analysis of the electronic properties allows a prediction for the structure of
MnN which has not been synthesized yet. The calculated values of the integrated COHP,
especially the difference between the two considered structure types, suggest that MnN
will crystallize in the zinc blend structure – if not in a total different structure type not
considered here.
Strong antibonding interactions are also found in the investigation of possible struc-
tures of NiN. However, an explanation for an instability of NiN is found in the Ni–N
interaction rather than metal–metal interactions. The reason lies in the high electron
count. Consequently, the Fermi energy for both structure types considered here is high,
leading to the population of many antibonding states. These results suggest that a suc-
cessful synthesis may be impossible.
The systematic evaluation of several binary iron nitrides structures reproduced the
experimental results, where available, with satisfactory accuracy. It is demonstrated, by
selected examples, that a careful examination of the convergence of the results with
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respect to the number of k–points has to be performed.
A first attempt was undertaken to take nonstoichiometric effects into account. The
phases of Fe8N6 and Fe8N4 were examined using supercells with partially filled nitrogen
sites. It is shown that for a ratio Fe:N = 2:1 the hexagonal structure type of ζ-Fe2N is
more favorable than a cubic cell such as Fe8N4. The results presented here establish a
trend; increasing nitrogen content stabilizes the cubic arrangement.
The effect of electron count, i.e. the location of the Fermi level, as well as the effect
of atomic sizes, is nicely demonstrated by a comparison of the 1:1 iron compounds FeN,
FeC, and FeP. Since FeC has one electron less than FeN, the Fermi energy is lowered
by almost 0.5 eV. As a result, states with strong Fe–Fe antibonding character are not
populated. This allows for shorter iron–iron distances, and the structure type is that
of sodium chloride. The phosphorous atom, on the other hand, is much larger than
N or C, and therefore increases the lattice and the iron–iron spacing. This obviously
decreases the iron–iron overlap. The iron–iron antibonding interactions near the Fermi
level become negligible in this case. In addition, strong bonding interactions below εF
emphasize the difference between the phosphide and both carbide and nitride. For FeP,
the result is a completely different geometrical structure.
To summarize the results obtained by first–principles electronic structure calculations,
it is not only the number of bonding and antibonding interactions below the Fermi level
which determine the structure of a compound, but even more relevant is the shape of
these interactions at the Fermi level itself. Strong peaks of antibonding interactions
located directly at εF lead to instable structures.
In the second part a new approach for parameterizing solid–state materials within MD
simulations is presented. Then, calculations are carried out using the newly developed
molecular dynamics program aixCCAD. The program uses simple potentials whose para-
meters are chemically transparent and relate to easily accessible ground state properties.
It was shown that the approach works very well in many different cases, from pure metals
and alloys up to more complex metal–nonmetal compounds.
The structures of pure metals are reproduced. The bulk modulus shows a systematic
deviation by a factor of about 2, which can be explained by the insufficient description of
anharmonic effects using the ROSE potentials. Still, the description around the energetic
minimum is good. Further improvements of the used potential could be undertaken, but
they are probably obsolete for the scope of the investigation planned.
The simulation of the melting process of pure metals was carried out by successively
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increasing the temperature. As an indication of the melting point, one atom from the
first coordination shell moves into the second one or exchange its place with one atom
from there. This could be determined successfully by dividing the peakheight of the first
maximum of the radial distribution function by the height of the first minimum. It has
to be pointed out that the simulations were carried out in a simulation box of fixed size,
and rather than the height of the maximum the area underneath the first peak should
be used.
The method was also successful on the simulation of binary alloys. The results show
that even in metallic systems a charge transfer from one atom sort to another has to
be considered. The simulation of the formation of an alloy starting from two slabs of
pure metals was undertaken. The result after 500 ps was an almost complete mixture.
The limitations of the model, however, become easily visible since the timeframe of
the cooling process is much too short. Therefore, the simulation resulted in a glassy
structure.
The method’s performance on compounds with more pronounced ionic character such
as sodium chloride, zinc oxide and aluminum nitride is good. In all cases, stable structures
close to the crystallographic ones are retained, even so when starting from very distorted
structures. Forces resulting from Coulombic interactions are strong and determining.
A more accurate determination of ionic charges in these compounds is essential for
a correct modeling since typical “formal” charges may be too high. Nevertheless, the
lattice energies resulting from the simulations are close to the experimentally calculated
ones. Pitfalls and trapholes were circumvented using chemical knowledge for a better
simulation of AlN.
In the simulations of the various LiAlO2 modifications the α and γ structures were
found stable. For the β phase, where the crystallographic structure still bears uncer-
tainties, the result from the simulation shows only little resemblance with the assumed
crystallographic structure, which is based on the isoelectronic compound LiGaO2. The
investigation of the ion mobilities in the various modifications leads to good agreement
with experimental observations and with the isotropic displacement factors where they
are known.
The sputtering of aluminum nitride on iron was successfully simulated. The calculation
of dynamical processes allowed a look at “reactions” on surfaces. The results give a
satisfactory explanation for the reactions which occur during the sputtering process. A
few iron layers near the surface became distorted by the incoming aluminum and nitride
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atoms due to the high temperature of the sputtered atoms. Penetration of nitride ions
into the iron lattice occurs because the bulk provides a better coordinating environment
than the surface.
The methods and the potential approach used in the program aixCCAD are new in
molecular dynamic simulations. Although only a few test cases have been performed,
the results are very promising. Starting from pure metals over simple binary, covalent or
ionic compounds up to more complex compounds, the method has shown is applicability.
Probably the most intriguing point is the easy and transparent parameterization of the
potentials. Most parameters are known from experiments, such as the lattice energies of
the pure metals, and other parameters have been calculated, such as the screening length
l or the virtual distance r0 in the bond length–bond strength method. The distance d0
can be chosen as to match the local environment in the system which is to be examined.
There is no immediate need to carry out long and time–consuming ab initio calculations
just to obtain the parameters for the used potentials.
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A. Data for various binary iron nitrides
Table A.1: Crystallographic and theoretical data for various binary iron nitrides, iron
carbide, and iron phosphide.
Compound space Wyckoff sites experimental theoretical
group abc/A˚ magnet. a/A˚ magnet.
FeN F43m Fe: 4a 4.307 A-F 4.20 0
[20] N: 4c or 0
ζ-Fe2N Pbcn Fe: 8d 4.4373(2) para – 1.5
[22] (0.249, 0.128, 0.083) 5.5413(1)
N: 4c (y = 0.364) 4.8429(1)
ε-Fe3N P6322 Fe: 6g (x = 0.3249) 4.6919(4) 1.3-1.5 4.46/4.148 1.6
[24] N: 2c 4.3670(4)
[121] 2.0-2.2
γ′-Fe4N Pm3m Fe(1): 3d 3.7900(6) 2.21 3.70 1.6
[24] Fe(2): 1b
N: 1a
α′′-Fe16N2 I4/mmm Fe(1): 4d 5.7200 2.5 – 2.4
[10] Fe(2): 4e (z = 0.3125) 6.2900 (3.5)
Fe(3): 8h (x = 0.25)
N: 1a
γ′′-FeN0.91 F43m Fe: 4a 4.33 1.7 4.21 0
[56] N: 4c or 0
γ′′′-FeN0.5−0.7 Fm3m Fe: 4a 4.50 ferro 3.86 (0.75) 1.52
[56] N: 4b 3.78 (0.5) 1.62
FeC Fm3m Fe: 4a 3.96
C: 4b
FeP Pnma Fe (0.0016, 0.2500, 0.2006) 5.191
[72] P (0.1913, 0.2500, 0.5684) 3.049
5.792
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B. Potentials and Forces
Table B.1: Expressions for the potential energies and forces for various methods as used
in aixCCAD (SC = Simple Coulomb, MS = Metallic Shielding).
Method Epot Force
Rose E0(1 +
r−d0
l
) exp
(
− r−d0
l
)
E0
l
( r−d0
l
) exp
(
− r−d0
l
)
SC qiqj
r
− qiqj
r2
SC + BLBS qi(r)qj(r)
r
qi(r)qj(r)
r2
(
2
0.37
+ 1
r
)
SC + MS qiqj
r
exp
(
s0−r
l
)
− qiqj
r2
exp
(
s0−r
l
) (
1 + 1
l
)
Repulsion B exp
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− r
ρ
) (−B
ρ
)
exp
(
− r
ρ
)
Repulsion + MS B exp
(
− r
ρ
)
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l
) (−B
ρ
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l
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l
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exp
(
s0−r
l
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r
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l
) (
2
0.37
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)
Ewald3D see eqn. 7.12 see eqn. 7.13
Ewalw3D see eqn. 7.12 see eqn. 7.13 with real space
+ BLBS term from the SC+BLBS part
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C. Data of the Compounds for MD
C.1 Pure Metals
Table C.1: Pure Metals. An asterix ∗ denotes calculated values based on values of similar
metals.
metal structure a [105, 122] shortest a0 l [32] Ecohesive [101]
(A˚) dist. (A˚) (A˚−1) (kJ mol−1)
Al fcc 4.0496 2.8635 0.34 327
Fe bcc 2.8664 2.4824 0.27 413
Cu fcc 3.6147 2.556 0.27 336
Cr bcc 2.8846 2.498 0.25 395
Pb fcc 4.9507 3.501 0.30 196
Pd fcc 3.8874 2.749 0.24 376
V bcc 3.0240 2.619 0.31 512
W bcc 3.1652 2.741 0.27 859
Ni fcc 3.5238 2.492 0.27 428
Au fcc 4.0789 2.884 0.24 358
Ca fcc 5.5884 3.952 0.34* 178
Li bcc 3.5100 3.040 0.55 158
Na bcc 4.291 3.716 0.56 107
Ag fcc 4.0900 2.892 0.27 284
Pt fcc 3.9242 2.775 0.24 564
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C.2 Alloys
Table C.2: Alloys. An asterix ∗ denotes calculated values as outlined in section 9.3. When
a and c are given, the structure is a distorted bcc like, with only a given, the
structure is fcc like. The values of l are approximated numbers and not yet
calculated as described in section 9.3.
alloy a c dAB [122] l E
∗
cohesive r0 s0
(A˚) (A˚) (A˚) (A˚−1) (kJ mol−1) (A˚) (A˚)
AuCu 3.966 3.673 2.703 0.25 352 1.067 2.9
PtFe 3.861 3.788 2.704 0.25 488.5 1.102 2.8
CdPb 4.286 3.622 2.806 0.31 154 0.690 3.5
BiNa 4.910 4.810 3.437 0.43 158.5 1.971 3.8
CuTi 4.440 2.856 2.640 0.30 402 0.927 2.9
ZnNi 3.885 2.965 2.444 0.27 279 -0.463 2.7
PdFe 3.860 3.731 2.806 0.31 154 0.554 2.8
NiMn 3.7218 3.5295 2.565 0.27 355 0.678 3.5
β−CuZn 2.9539 2.558 0.26 233 -0.549 2.7
FeAl 2.903 2.514 0.27 372.6 0.722 2.9
TiCa 3.847 3.332 0.34 323 1.649 4.0
β−NiAl 2.881 2.495 0.30 377.5 0.863 2.9
HgLi 3.287 2.847 0.42 111.5 1.292 3.0
AuMg 3.259 2.822 0.27 256.5 1.318 3.2
β-AuMn 3.255 2.819 0.25 325 1.329 2.9
C.3. Ionic Compounds 117
C.3 Ionic Compounds
Table C.3: Binary and ternary covalent and ionic compounds
compound structure a b c r0 dAB
(A˚) (A˚) (A˚) (A˚) (A˚)
NaCl Fm3¯m 5.640 2.150 2.820
ZnO P63mc 3.2500 5.2070 1.981 1.704
AlN P63mc 3.11 4.986 1.894 1.786
α-LiAlO2 R3¯m 2.8003 14.216 1.466 2.129 (Li-O)
1.651 1.907 (Al-O)
β-LiAlO2 Pna21 5.2760 6.2930 4.9020 1.466 1.934 (Li-O)
1.651 1.887 (Al-O)
γ-LiAlO2 P41212 5.1715 6.2840 1.466 1.979 (Li-O)
1.651 1.757 (Al-O)
D. Inputfiles for aixCCAD Simulations
D.1 Pure Metals
The desired temperature at TSCAL and the appropriate atomic symbols at the RDF-
DATA section have to be adjusted for the different atoms and simulations.
D.1.1 General
GLOBAL
1
ALGORITHM
velocity
CUTOFF
8.0
NSTEP
100000
TSTEP
0.0001
RESTART
10000
PRINTSTEP
10000
TSCAL
aaaa
TSCALSTEP
10
TDIFF
10
VERBOSE
0
RDFSTART
0
RDFEND
9000000
RDFINTERVAL
100
RDFOUT
5000
RDFDATA 1
xxxx xxxx 8. 80.
RDFSAVE
CALCNEIGHBOR
5
D.1.2 Specifics
Here the definition lines for the interactions and the boxsizes are given for all atomic
types simulated.
Aluminum
INTERACT 1 Type A B Pottype Param...
Al Al ROSE 2.857 0.34 24.7188 3.6 12
BOXSIZE
16.16 16.16 16.16
Chromium
INTERACT 1 Type A B Pottype Param...
Cr Cr ROSE2 2.498 0.25 33.9420 2.70 8 2.885 0.25 18.4165
BOXSIZE
14.423 14.423 14.423
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Copper
INTERACT 1 Type A B Pottype Param...
Cu Cu ROSE 2.556 0.27 26.2832 3.1 12
BOXSIZE
14.4588 14.4588 14.4588
Iron
INTERACT 1 Type A B Pottype Param...
Fe Fe ROSE2 2.477 0.27 34.1098 2.65 8 2.86 0.27 19.9698
BOXSIZE
14.25 14.25 14.25
Lead
INTERACT 1 Type A B Pottype Param...
Pb Pb ROSE 3.50 0.30 15.9028 4.2 12
BOXSIZE
19.8 19.8 19.8
Palladium
INTERACT 1 Type A B Pottype Param...
Pd Pd ROSE 2.751 0.24 30.4408 3.2 12
BOXSIZE
19.5632 15.5632 15.5632
Vanadium
INTERACT 1 Type A B Pottype Param...
V V ROSE2 2.619 0.31 40.5413 2.8 8 3.024 0.31 25.3100
BOXSIZE
15.12 15.12 15.12
Tungsten
INTERACT 1 Type A B Pottype Param...
W W ROSE2 2.741 0.27 66.2751 2.9 8 3.1652 0.27 42.7666
BOXSIZE
15.826 15.826 15.826
D.2 Surfaces
D.2.1 Aluminum
General
INTERACT 1 Type A B Pottype Param...
Al Al ROSE 2.8635 0.34 24.943565 3.6 12
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GLOBAL
1
ALGORITHM
velocity
CUTOFF
8.0
NSTEP
38000
TSTEP
0.00002
RESTART
2000
PRINTSTEP
500
TSCAL
300.
TSCALSTEP
10
TDIFF
10
VERBOSE
0
RDFSTART
100000
RDFEND
50000000
RDFINTERVAL
100
RDFOUT
5000
RDFDATA 1
Al Al 7. 70.
RDFSAVE
CALCNEIGHBOR
10
100 Surface
BOXSIZE
24.2976 24.2976 100.
110 Surface
BOXSIZE
25.7715 25.7715 100.00
D.2.2 Iron
General
INTERACT 1 Type A B Pottype Param...
Fe Fe ROSE2 2.4824 0.27 34.357868 2.65 8 2.8664 0.27 20.07006
GLOBAL
1
ALGORITHM
velocity
CUTOFF
7.0
NSTEP
102000
TSTEP
0.00002
RESTART
2000
PRINTSTEP
500
TSCAL
300.
TSCALSTEP
10
TDIFF
10
VERBOSE
0
RDFSTART
100000
RDFEND
9000000
RDFINTERVAL
100
RDFOUT
5000
RDFDATA 1
Fe Fe 7. 70
RDFSAVE
CALCNEIGHBOR
10
100 Surface
BOXSIZE
34.32 34.32 100.
110 Surface
BOXSIZE
32.2440 32.2440 100.
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D.3 Melting of an Alloy
D.3.1 Potentials
INTERACT 4 Type A B Pottype Param...
Au Au ROSE 2.88422 0.24 29.958391 3.4 12
Au Cu ROSE 2.70278 0.25 43.809993 3.7 8
Cu Cu ROSE 2.556 0.27 26.2832 3.1 12
Au Cu BLBS_REP 1.06633 2.70278 -0.0961
D.3.2 Melting
NSTEP
5000000
TSTEP
0.0001
BOXSIZE
19.830 19.830 27.762
RESTART
20000
PRINTSTEP
1000
TSCAL
2500.
TSCALSTEP
10
TDIFF
10
VERBOSE
0
RDFSTART
1000000
RDFEND
90000000
RDFINTERVAL
100
RDFOUT
5000
RDFDATA 1
Au Cu 8. 80
RDFSAVE
CALCNEIGHBOR
10
SIMPLECOULOMB
0 0 0 100
METALLSHIELD
2.9 0.25 0 100.
TSCALMETHOD
smooth
D.3.3 Cooling
Changes with respect to above control file:
NSTEP
700000
TPROG 9
20000 2300.0
40000 2100.0
60000 1900.0
80000 1700.0
150000 1300.0
200000 1100.0
280000 900.0
360000 600.0
500000 300.0
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D.4 Sodium Chloride
GLOBAL
1
ALGORITHM
velocity
CUTOFF
8.0
INTERACT 1 Type A B Pottype Param...
Cl Na BLBS_REP 2.15 2.82 -1
MAXCHARGE 2
Na 1
Cl -1
NSTEP
400000
TSTEP
0.00001
BOXSIZE
16.92 16.92 16.92
RESTART
1000
PRINTSTEP
100
TSCAL
300.
TSCALSTEP
10
TDIFF
5
VERBOSE
0
RDFSTART
900000
RDFEND
50000000
RDFINTERVAL
500
RDFOUT
100000
RDFDATA 1
Na Cl 7. 70.
RDFSAVE
CALCNEIGHBOR
10
EWALD3D
0.5 0.074 7.0
D.5 Zinc Oxide
GLOBAL
1
ALGORITHM
velocity
CUTOFF
7.0
INTERACT 1
O Zn BLBS_REP 1.704 1.981
MAXCHARGE 2
O -2
Zn 2
NSTEP
20000
TSTEP
0.000005
BOXSIZE
19.50 16.887 20.828
RESTART
1000
PRINTSTEP
200
TSCAL
300.
TSCALSTEP
10
TDIFF
5
VERBOSE
0
RDFSTART
1000000
RDFEND
50000000
RDFINTERVAL
500
RDFOUT
10000
RDFDATA 3
Zn Zn 7. 70
Zn O 7. 70
O O 7. 70
RDFSAVE
CALCNEIGHBOR
10
EWALD3D
4.0 0.0 7.0
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D.6 Aluminum Nitride
GLOBAL
1
ALGORITHM
velocity
CUTOFF
7.0
INTERACT 1
N Al BLBS_REP 1.786 1.894
MAXCHARGE 2
Al 3
N -3
NSTEP
7000
TSTEP
0.00001
BOXSIZE
18.66 16.16 19.944
RESTART
1000
PRINTSTEP
100
TSCAL
300.
TSCALSTEP
10
TDIFF
5
VERBOSE
0
RDFSTART
900000
RDFEND
50000000
RDFINTERVAL
500
RDFOUT
100000
RDFDATA 2
Al Al 7. 70.
Al N 7. 70.
RDFSAVE
CALCNEIGHBOR
10
EWALD3D
4.5 0.0 7.0
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D.7 Sputtering
D.7.1 Small System
INTERACT 8 Type A B Pottype Param...
Fe Fe ROSE2 2.4824 0.27 34.357868 2.65 8 2.8664 0.27 20.07006
Si Fe ROSE2 2.4824 0.27 34.4 2.65 8 2.8664 0.27 20.07
Fe Al ROSE2 2.5141 0.27 30.999241 2.7 8 2.9031 0.27 17.915294
N Fe BLBS_REP 1.769 1.875
N Al BLBS_REP 1.786 1.894
Fe Al BLBS_REP 0.721798 2.5141 - 0.063
Al Al ROSE 2.8635 0.34 24.943565 3.6 12
Si N ROSE 1.8 0.34 100. 2.4 6
GLOBAL
1
ALGORITHM
velocity
CUTOFF
8.0
NSTEP
1000000
TSTEP
0.0002
BOXSIZE
22.94 22.94 140.
RESTART
16000
PRINTSTEP
200
TSCAL
370.
TSCALSTEP
20
TDIFF
15
SPUTTER
0 5000 4000100 4990 20.0 28.0 random yes
VERBOSE
0
RDFSTART
0
RDFEND
50000000
RDFINTERVAL
500
RDFOUT
100000
RDFDATA 4
Fe Al 7. 70.
Al N 7. 70.
Fe Fe 7. 70.
Fe N 7. 70.
RDFSAVE
CALCNEIGHBOR
10
SIMPLECOULOMB
3 3 0 100.0
METALLSHIELD
2.0 2.9 0 dynamic 200
STATIC
1-64
D.7.2 Large System
INTERACT 8 Type A B Pottype Param...
Fe Fe ROSE2 2.4824 0.27 34.357868 2.65 8 2.8664 0.27 20.07006
Si Fe ROSE2 2.4824 0.27 34.4 2.65 8 2.8664 0.27 20.07
Fe Al ROSE2 2.5141 0.27 30.999241 2.7 8 2.9031 0.27 17.915294
N Fe BLBS_REP 1.769 1.875
N Al BLBS_REP 1.786 1.894
Fe Al BLBS_REP 0.721798 2.5141 - 0.063
Al Al ROSE 2.8635 0.34 24.943565 3.6 12
Si N ROSE 1.8 0.34 100. 2.4 6
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GLOBAL
1
ALGORITHM
velocity
CUTOFF
8.0
NSTEP
1000000
TSTEP
0.0002
BOXSIZE
28.50 28.50 180.
RESTART
16000
PRINTSTEP
200
TSCAL
370.
TSCALSTEP
20
TDIFF
15
SPUTTER
0 4000 4000100 3990 24.0 32.0 random yes
VERBOSE
0
RDFSTART
0
RDFEND
50000000
RDFINTERVAL
500
RDFOUT
100000
RDFDATA 4
Fe Al 7. 70.
Al N 7. 70.
Fe Fe 7. 70.
Fe N 7. 70.
RDFSAVE
CALCNEIGHBOR
10
SIMPLECOULOMB
0 0 0 100.0
METALLSHIELD
3.0 0.35 0 dynamic 200
STATIC
1-100
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