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2 I´NDICE GENERAL
Introduccio´n
El tema central de este trabajo son las fracciones continuas y como utilizarlas en
la resolucio´n de ecuaciones diofa´nticas, en nuestro caso, especialmente en la conocida
ecuacio´n de Pell. Lo primero que se piensa cuando se habla de matema´ticas es en los
nu´meros, sin duda ellos constituyen, junto con la geometr´ıa, el origen y fundamento
de las matema´ticas. Las fracciones continuas permiten una representacio´n de los
nu´meros reales alternativa a su expresio´n decimal y mucho ma´s ligada a propiedades
de algebraicidad, por ejemplo los irracionales cuadra´ticos (es decir, los que son ra´ız
de una ecuacio´n racional de segundo grado) se expresan como una fraccio´n continua
perio´dica.
A lo lago de la historia grandes matema´ticos han contribuido al desarrollo de la
teor´ıa de fracciones continuas y las han usado como instrumento en la resolucio´n
de ecuaciones diofa´nticas o como medio de aproximar nu´meros reales, citemos entre
ellos a Cataldi, Bombelli, Euler, Lagrange, Lambert, Gauss. De hecho ya Euclides en
el an˜o 300 a.c. usaba las fracciones continuas de manera implicita aunque no es hasta
los an˜os entorno al 1500 en que Cataldi y Bombeli desarrollan su uso y estudian sus
propiedades. Posteriormente, cabe destacar el uso que tuvieron en la demostracio´n
de la trascendencia de pi. Actualmente se usan, por ejemplo, en las expansiones
de Engel, que usa las fracciones continuas de manera ascendente (numerador) y no
como haremos en este trabajo de manera descendente (denominador). A pesar de que
pueda parecer un mecanismo obsoleto y en desuso en la actualidad ello no es cierto,
la sencillez de sus ideas y la potencia de su te´cnica hace que se este´ extendiendo su
uso en dimensiones mayores, en contextos geome´tricos, en problemas de factorizacio´n
u´tiles en criptograf´ıa, en teor´ıa de grupos o en otros objetos algebraicos como los
anillos de series de potencias.
En nuestro caso el uso de las fracciones continuas se encuadra en un problema
cla´sico de teor´ıa de nu´meros: el problema de la factorizacio´n en anillos de nu´me-
ros, ma´s concretamente de anillos cuadra´ticos. El problema de replicar el Teorema
fundamental de la aritme´tica en anillos de nu´meros es un problema ligado de forma
inequ´ıvoca al nacimiento del a´lgeba moderna. El hecho de que dichos anillos no sean
factoriales llevo´ en su momento a Dedekind a introducir la nocio´n de ideal como
extensio´n del concepto de nu´mero y a probar que para ideales s´ı se tiene factori-
zacio´n. El ca´lculo de las unidades (elementos inversibles para el producto) de los
anillos cuadra´ticos es, en este contexto, un problema natural cuya resolucio´n lleva
al uso de las fracciones continuas. Es este planteamiento el que hemos adoptado en
esta memoria para introducir y desarrollar las fracciones continuas.
El primer cap´ıtulo esta´ dedicado a marcar el contexto, el campo de juego, es
decir desarrolla la teor´ıa ba´sica de los cuerpos y anillos cuadra´ticos, Nos centrare-
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mos especialmente en las propiedades ligadas a la factorizacio´n, por lo tanto tendra´n
especial intere´s los conceptos de dominio de ideales principales, eucl´ıdeos y de fac-
torizacio´n u´nica. Restringie´ndonos a este u´ltimo caso, junto con la caracterizacio´n
de los elementos irreducibles, el ca´lculo de la las unidades es la pieza fundamen-
tal. Sobre todo en los cuerpos cuadra´ticos reales, que tienen infinitas unidades, y
son considerablemente ma´s complicadas de calcular que en el caso de los anillos
cuadra´ticos complejos en donde el nu´mero de unidades es finito.
Para poder encontrar dichas unidades tendremos que trabajar con la norma de
un elemento y se plantea el problema de resolver ecuaciones del tipo
x2 − dy2 = ±1 ,
es decir, de la ecuacio´n de Pell. Es aqu´ı donde entra en juego el uso de las fracciones
continuas, tema al que se dedica el segundo cap´ıtulo de la memoria. Adema´s de las
propiedades esta´ndar el cap´ıtulo se cierra con el Teorema de Lagrange que caracteriza
los nu´meros cuadra´ticos como aquellos cuya fraccio´n continua es perio´dica.
El u´ltimo cap´ıtulo retoma el problema del ca´lculo de las unidades de los anillos
de nu´meros cuadra´ticos mediante el uso de los convergentes de la fraccio´n continua
de
√
d. Los resultados que precisan la aproximacio´n de un irracional a partir de sus
convergentes, que es uno de los aspectos fundamentales de la teor´ıa de fracciones
continuas, juegan en este caso un papel importante.
Puesto que se trata de un tema cla´sico y de uso universal en teor´ıa de nu´meros las
fuentes bibliogra´ficas son muy amplias: pra´cticamente la totalidad de los libros de
teor´ıa elemental de nu´meros incluyen algu´n tema de fracciones continuas. En nuestro
caso para el tratamiento de las fracciones continuas nos hemos apoyado sobre todo
en dos referencias cla´sicas, el libro de LeVeque [4] y el de Olds, [5]. No obstante,
en conjunto nuestra fuente principal ha sido una referencia mucho ma´s moderna, el
libro de Hill [3], cuyo planteamiento es mucho ma´s acorde con el que nosotros hemos
adoptado.
Cap´ıtulo 1
Cuerpos Cuadra´ticos
En este cap´ıtulo haremos un estudio de las extensiones cuadra´ticas de Q y, sobre
todo, de sus anillos de enteros. Adema´s de una ra´pida revisio´n de los resultados
esta´ndar de teor´ıa de cuerpos necesarios, el objetivo principal es establecer los re-
sultados principales de los anillos de nu´meros cuadra´ticos desde el punto de vista
de la factorizacio´n. El hecho de que el Teorema fundamental de la aritme´tica no sea
va´lido en anillos de enteros como es bien sabido esta´ en la base de la introduccio´n de
la nocio´n de ideal por Dedekind y de la prueba de que la factorizacio´n sigue siendo
cierta si sustituimos nu´meros por ideales. En el caso de las extensiones cuadra´ticas
nos limitamos a probar la descomposicio´n de los nu´meros primos en el caso en que
el anillo de enteros es un dominio de factorizacio´n u´nica. Este hecho, junto con el
ca´lculo de la unidades del anillo permite describir la descomposicio´n de cualquier
elemento del anillo en una v´ıa semejante a la del caso de los enteros.
1.1. Introduccio´n y primeros resultados
Sean K,L dos cuerpos tales que K es un subcuerpo de L, decimos en este caso
que K ⊆ L es una extensio´n de cuerpos. Tambie´n se denota por L/K. Se define el
grado de la extension como la dimensio´n de L considerado como espacio vectorial
sobre el cuerpo K. Se denota [L : K]. Si [L : K] es finito se dice que la extension es
finita.
Sea K ⊂ L una extensio´n, si α ∈ L, K[α] denota el anillo de expresiones po-
lino´micas en α:
K[α] = {P (α) = a0 + a1α1 + . . .+ anαn : P (x) =
n∑
i=1
aix
i ∈ K[x]} .
K[α] es el mı´nimo subanillo de L que contiene a K y a α. Su cuerpo de fracciones
es
K(α) = {P (α)/Q(α) : P (x), Q(x) ∈ K[x], Q(α) 6= 0} ,
que es un subcuerpo de L, K ⊂ K(α) ⊂ L, de hecho el menor subcuerpo que
contiene a K y a α.
Definicio´n 1. Un nu´mero complejo α se dice que es un nu´mero algebraico si existe
un polinomio P (x) ∈ Q[x] tal que P (α) = 0.
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Su polinomio mı´nimo es el (u´nico) polinomio P (x) mo´nico de grado mı´nimo tal
que P (α) = 0.
El polinomio mı´nimo P (x) de un nu´mero algebraico α es irreducible en Q[x] y el
conjunto de polinomios que se anulan en α es el ideal principal generado por P (x):
{Q(x) ∈ Q[x] : Q(α) = 0} = (P (x)) .
Proposicio´n 1. Sea α ∈ C, son equivalentes:
1) Q[α] = Q(α)
2) α es algebraico.
3) [Q[α] : Q] es finita.
Adema´s, si α es algebraico y P (x) = xn + an−1xn−1 + . . . + a1x + a0 con
a0, . . . , an−1 ∈ Q es su polinomio mı´nimo se tiene que :
αn = −an−1αn−1 − . . .− a1α− a0
por lo que αn es una combinacio´n lineal sobre Q de 1, α, . . . , αn−1. Si multiplicamos
por α en la igualdad y sustituimos el te´rmino αn, obtendremos αn+1 como combina-
cio´n lineal sobre Q de 1, α, . . . , αn−1. Continuando el proceso podemos ver que cada
polinomio sobre Q en α se puede reducir a un polinomio sobre Q en α de grado
menor que n. De hecho {1, α, . . . , αn−1} es una base de Q(α) sobre Q.
Sea α ∈ C algebraico y K = Q(α) y sea P (x) su polinomio mı´nimo. Dicho
polinomio tiene n ra´ıces complejas (incluyendo a α), α, α1, . . . , αn−1, se dice que
α1, . . . , αn−1 son los conjugados de α. Se llama norma de α al producto de sus
conjugados N(α) = αα1 . . . αn−1. La norma de α es un nu´mero racional, ya que si
P (x) = xn + an−1xn−1 + . . .+ a1x+ a0 con an−1, . . . , a0 ∈ Q, N(α) = (−1)na0.
La suma de su conjugados Tr(α) = α+ α1 + . . .+ αn−1 se llama traza de α y es
tambie´n un nu´mero racional, de hecho Tr(α) = −an−1.
1.2. Cuerpos cuadra´ticos
Definicio´n 2. Llamaremos cuerpo cuadra´tico a un subcuerpo K de C de grado 2
sobre Q.
Diremos que un entero d es libre de cuadrados si a2 no divide a d para cada
entero a 6= ±1, o equivalentemente, si no tiene factores primos al cuadrado en su
factorizacio´n como producto de primos. En lo sucesivo d siempre denotara´ un entero
libre de cuadrados.
Observacio´n 1. Sea K un cuerpo cuadra´tico. Si α ∈ Q ⊂ K entonces su polinomio
mı´nimo es x − α. Tomemos α ∈ KQ, entonces {1, α} es una Q − base de K, en
particular K = Q(α). Como α2 ∈ K existen coeficientes q, r ∈ Q tales que
α2 = qα + r
o, equivalentemente p(α) = 0 si p(x) = x2− qx− r. No´tese que P (x) es el polinomio
mı´nimo de α.
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Proposicio´n 2. Todos los cuerpos cuadra´ticos son de la forma:
Q(
√
d) = Q+Q
√
d = {a+ b
√
d : a, b ∈ Q}
con d libre de cuadrados. Mas au´n, si Q(
√
d) y Q(
√
d′) son isomorfos, entonces
d = d′.
Demostracio´n. Dado d ∈ Z libre de cuadrados, fa´cilmente podemos ver que Q(√d)
es un cuerpo cuadra´tico. Sean K un cuerpo cuadra´tico y α ∈ KQ, entonces
K = Q(α). Como [K : Q] = 2 tenemos que 1, α, α2 son linealmente dependientes,
por lo tanto existen a, b, c ∈ Q tales que a 6= 0 y aα2 + bα + c = 0. Sin perdida de
generalidad, podemos suponer que a, b, c ∈ Z. Multiplicando por 4a tenemos que:
(2aα + b)2 = b2 − 4ac
Denotemos β = 2aα + b y n = b2 − 4ac ∈ Z. Luego Q(√n) ⊂ Q(β) y Q(β) = K.
Adema´s [Q(
√
n) : Q] = 2 por lo que K = Q(
√
m) donde n = k2m con m ∈ Z libre
de cuadrados.

Sea K = Q(
√
d) un cuerpo cuadra´tico, el conjunto de conjugados de
√
d es
{√d,−√d}, usaremos el te´rmino ”conjugado de √d ” para nombrar a −√d. Sea
α ∈ K \ Q, α = a + b√d, tenemos que (a + b√d)(a − b√d) = a2 − db2 ∈ Q y
(a + b
√
d) + (a − b√d) = 2a ∈ Q. Por lo tanto, si α es la u´nica ra´ız conjugada de
α,distinta de α, es α = a− b√d. Adema´s, como N(α) = αα = a2−db2, Tr(α) = 2a,
su polinomio mı´nimo sera´
P (x) = (x+ α)(x− α) = x2 − Tr(α)x+N(α) (∗)
Definicio´n 3. Un nu´mero complejo α se dice que es un entero algebraico si es ra´ız
de un polinomio mo´nico en Z[x].
Llamaremos OK al conjunto de los enteros algebraicos de un cuerpo cuadra´tico
K. Es claro que OK
⋂
Q = Z. Para α ∈ C denotaremos
Z[α] = {p(α) ∈ C : p(x) ∈ Z[x]}.
No´tese que Z[α] es el mı´nimo subanillo de C que contiene a Z y a α.
Definicio´n 4. Sea d un entero libre de cuadrados (d 6= 0, 1). Definimos el entero
algebraico α = αd como sigue:
αd =

√
d si d ≡ 2, 3 mod4
1 +
√
d
2
si d ≡ 1 mod 4
(1.1)
No´tese que si d ≡ 2, 3 mod 4, entonces α = √d que es una ra´ız de p(x) = x2 − d. Si
d ≡ 1 mod 4, tenemos (α − 1/2)2 = d/4, por tanto α2 + 1
4
− α = d
4
. Esto implica,
p(α) = 0 donde p(x) = x2 − x + 1− d
4
. Como d ≡ 1 mod 4, 1−d
4
es entero y por
tanto α es un entero algebraico.
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Teorema 1. Sea K = Q(
√
d). Entonces:
OK =
Z[
√
d] si d ≡ 2, 3 mod4
Z
[1 +√d
2
]
si d ≡ 1 mod 4
(1.2)
Demostracio´n. Si β = r+s
√
d ∈ K \Q, su polinomio esta dado por (∗). Por tanto
β es un entero algebraico si y so´lo si Tr(β) = 2r ∈ Z y N(β) = r2−ds2 ∈ Z. Puesto
que 2r ∈ Z, entonces o bien r ∈ Z o r = r1
2
con r1 impar. Si tenemos que r ∈ Z,
la condicio´n r2 − ds2 ∈ Z implica que ds2 ∈ Z y, como d es libre de cuadrados,
forzosamente s ∈ Z.
Si r = r1
2
con r1 impar, la condicio´n
r1
4
− ds2 ∈ Z equivale a r21 − 4ds2 ∈ 4Z.
Obse´rvese que en este caso s /∈ Z, y que si s ∈ Z tendr´ıamos que r21 ∈ 4Z, lo
que es absurdo pues r1 impar y por lo tanto r1 ≡ 1 mod 4. Por tanto s = ab con
m.c.d(a, b) = 1, b 6= 1. La condicio´n 4da2
b2
∈ Z implica que b = 2, ya que d libre de
cuadrados. As´ı pues, r = r1
2
, s = a
2
con r1, a impares. No´tese que en este caso, r
2
1 ≡ 1
mod 4 y a2 ≡ 1 mod 4 de manera que
r1
4
− da
2
4
∈ Z⇔ r21 − da2 ∈ 4Z⇔ r21 ≡ da2 mod 4⇔ d ≡ 1 mod 4.
Por tanto el caso r = r1
2
, s = a
2
con r1, a impares solo se puede dar si d ≡ 1 mod 4.

Llamaremos a Z[α], α = αd, un anillo cuadra´tico. Si d > 0, entonces los elementos
de Z[α] son nu´meros reales, y diremos que Z[α] es un anillo cuadra´tico real. Si d < 0
en Z[α] hay elementos complejos no reales, diremos que Z[α] es un anillo cuadra´tico
complejo.
Ejemplo 1. Si d = −1, como −1 6≡ 1 mod 4, tenemos α = √−1. En este caso el
anillo cuadra´tico es Z[i]. A este anillo se le conoce como el anillo de los enteros de
Gauss.
Si d = −3, como −3 ≡ 1 mod 4, tenemos
α =
1 +
√−3
2
=
1
2
+ i
√
3
2
= cos(
2pi
6
) + i sin(
2pi
6
) = e
2pii
6 .
Este anillo se llama anillo de los enteros de Eisenstein. El polinomio mı´nimo de α
es x2− x+ 1, y como (x2− x+ 1)(x+ 1) = (x3 + 1), (x3 + 1)(x3− 1) = x6− 1, α es
la ra´ız sexta fundamental de la unidad.
1.3. Conjugados normas y unidades
Ya hemos visto co´mo se definen las normas y el conjugado. Sea β = a+ b
√
d en
Q(
√
d), tendremos β = a− b√d y N(a+ b√d) = (a+ b√d)(a− b√d) = a2 − b2√d.
Si d ≡ 1 mod 4, tenemos α = αd = 1 +
√
d
2
, y α =
1−√d
2
= 1− α, adema´s
1.3. CONJUGADOS NORMAS Y UNIDADES 9
N
(
a+ b
1 +
√
d
2
)
=
(
a+
b
2
)2
− d
( b
2
)2
= a2 + ab+
(1− d
4
)
b2.
Si d ≡ 2, 3 mod 4, α = √d y α = −√d = −α. Se tendra´ entonces que
N(a+ b
√
d) = a2 − b2d.
En todo caso vemos que la norma de un elemento de Z[α] es un entero, y la
norma de un elemento de Q(
√
d) un nu´mero racional.
Lema 1 (Propiedades de los conjugados). Para todo elemento A,B ∈ Q(√d)
tenemos:
1. AB = A B, A+B = A+B y A = A.
2. Si A ∈ Z[α], entonces A ∈ Z[α].
3. N(AB) = N(A)N(B). Si N(A) = 0, entonces A = 0.
La demostracio´n de este lema son operaciones elementales con las expresiones
A = x1 + y1
√
d,
B = x2 + y2
√
d.
Definicio´n 5. Una unidad de un anillo es un elemento con inverso para la multi-
plicacio´n. Las unidades se llaman tambie´n elementos invertibles del anillo.
El conjunto de unidades del anillo R se denota por R∗ y es un grupo con la
aplicacio´n multiplicacio´n.
Proposicio´n 3. Un elemento A ∈ Z[α] es una unidad si y solo si N(A) = ±1.
Demostracio´n. Si N(A) = ±1, entonces AA = ±1 y A−1 = A si N(A) = 1 y
A−1 = −A si N(A) = −1, y ambos son elementos de Z[α].
Si A es invertible entonces N(A)N(A−1) = N(AA−1) = N(1), por lo tanto N(A) es
factor de 1, por lo que N(A) = ±1.

Si d < 0, es decir si Q(
√
d) es una extesio´n cuadra´tica compleja, se tiene√
d = i
√|d| y si A = a+ b√d, A = a− b√d = a− bi√|d| es su complejo conjugado.
Por tanto N(A) = |A|2 y las unidades del anillo Z[α] esta´n en el c´ırculo unidad.
Ejemplo 2. En el anillo de los enteros de Gauss Z[i], tenemos x+ iy = x− iy. Por
lo tanto,
N(x+ iy) = (x+ iy)(x− iy) = x2 + y2
Para encontrar unidades, necesitamos encontrar todas las soluciones enteras a
x2 + y2 = 1. Estas soluciones son x = ±1, y = 0 y x = 0, y = ±1. Entonces, las
unidades en Z[i] son 1,−1, i y −i.
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Ejemplo 3. Vamos a encontrar las unidades en el anillo de los enteros de Eisenstein.
En este caso, α =
1 +
√−3
2
= e2pii/6, y tenemos N(x + yα) = x2 + xy + y2. Por
tanto, para encontrar las unidades, debemos encontrar todas las soluciones enteras
a x2 + xy + y2 = 1.
Completando cuadrados en esta ecuacio´n tenemos(
x+
1
2
y
)2
+
3
4
y2 = 1
Esto nos da que y2 ≤ 4
3
. Como y es un entero, esto implica que |y| ≤ 1. De
manera similar obtenemos que |x| ≤ 1. Si y = 0, entonces debemos tener x = ±1, y
si y = ±1 entonces x2 + xy+ 1 = 1, por tanto x = 0,−y son soluciones ambas. Esto
nos da seis soluciones:
(1, 0), (−1, 0), (0, 1), (0,−1), (1,−1), (−1, 1)
Cada solucio´n corresponde a una unidad, por tanto las unidades en los enteros
de Eisenstein son:
1,−1, α,−α,−1 + α, 1− α
Generalizando estos ejemplos, tenemos una descripcio´n completa de todas las
unidades en los anillos cuadra´ticos complejos:
Teorema 2. Sea d un entero libre de cuadrados, d < 0, y sea Z[α] el correspondiente
anillo cuadra´tico complejo. Entonces las unidades en Z[α] son:
Z[α]∗ =

{1,−1, i,−i} si d=-1
{1,−1, α,−α, 1− α, α− 1} si d=-3
{1,−1} en otro caso
(1.3)
Demostracio´n. Los casos d = −1,−3 ya los vimos en los ejemplos. Supongamos
d < 0, d 6= −1,−3.
Supongamos primero que d 6≡ 1 mod 4. Entonces tenemos N(a+ bα) = a2− db2,
por tanto tenemos que encontrar solucio´n a la ecuacio´n a2 − db2 = 1.
Notese que −d > 1 por lo que debemos tener b = 0 y a = ±1. Las dos soluciones
(-1,0), (1,0) dan dos unidades 1 y -1.
Asumiremos ahora que d ≡ 1 mod 4, se tiene (d 6= −3) que d ≤ −7 y por tanto
tenemos que encontrar soluciones a la ecuacio´n
a2 + ab+
1− d
4
b2 = 1
Completando cuadrados tenemos:(
a+
1
2
b
)2
− d
4
b2 = 1
Como −d
4
> 1, tenemos b = 0. Esto implica a = ±1 como en el primer caso.
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
Hemos encontrado todas las unidades en cada anillo cuadra´tico complejo. En
cada caso el grupo Z[α]∗ es finito.
Veamos ahora el caso de los cuerpos cuadra´ticos reales. Para ello enunciaremos
el Teorema de Dirichlet para aproximaciones diofa´nticas:
Teorema 3. (Dirichlet)
Sea γ un nu´mero irracional y Q un entero mayor que 1. Entonces existen enteros
p y q, con 1 ≤ q ≤ Q tal que ∣∣∣γ − p
q
∣∣∣ ≤ 1
qQ
Demostracio´n. Consideremos los Q+ 1 nu´mero reales
qγ − bqγc con q = 0, . . . , Q
(siendo bxc la parte entera de x). Como γ es irracional, estos son Q + 1 nu´meros
distintos en el intervalo [0,1]. Dividiendo el intervalo en Q subintervalos de longitud
1/Q, el principio del palomar asegura que podemos encontrar dos enteros 0 ≤ q1 <
q2 ≤ Q tal que
|(q1γ − bq1γc)− (q2γ − bq2γc)| ≤ 1
Q
Por lo tanto ∣∣∣bq2γc − bq1γc
q2 − q1 − γ
∣∣∣ ≤ 1
(q2 − q1)Q
Tomamos entonces p = bq2γc − bq1γc y q = q2 − q1 ≤ Q.

Teorema 4. El anillo de enteros de un cuerpo cuadra´tico real tiene infinitas uni-
dades.
Demostracio´n. Basta demostrar que cuando d > 0, hay una unidad η en Z(
√
d)
distinta de ±1, porque entonces ηm es una unidad para todo entero m. En este caso,
puesto que las u´nicas ra´ıces de la unidad en Q(
√
d) son ±1, vemos que diferentes m
dan unidades distintas.
Usaremos el teorema de Dirichlet para γ =
√
d. Sabemos que para cualquier
entero Q > 1, existen enteros racionales p, q con 1 ≤ q ≤ Q tal que |β| ≤ 1
Q
con
β = p− q√d.
Para cada Q = 1, 2, 3, . . . fijamos un elemento βQ ∈ Z[
√
d] con estas condiciones,
en particular |N(βQ)| < 3
√
d. Puesto que
√
d es irracional, βQ 6= βQ′ si Q 6= Q′. Por
lo tanto tenemos infinitos elementos {βQ} con |N(βQ)| < 3
√
d, y como |N(βQ)| ∈ N
hay una subsucesio´n infinita que toma siempre el mismo valor, es decir, existe N ∈ N,
N < 3
√
d tal que |N(βQ)| = N para infinitos Q.
El nu´mero de clases residuales mo´dulo N es finito, por tanto existen dos elemen-
tos βQ = p−q
√
d, βQ′ = p
′−q′√d tales que |N(βQ)| = |N(βQ′ | = N y p ≡ p′ mod N ,
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q ≡ q′ mod N . Sea adema´s η = βQ
βQ′
∈ Q(√d). Tenemos |N(η)| = |N(βQ)||N(β′Q)|
= N
N
= 1,
y claramente η 6= ±1, ya que √d es irracional y q, q′ positivos.
η =
p− q√d
p′ − q′√d =
(p− q√d)(p′ + q′√d)
p′2 − q′2d =
pp′ − qq′d− (p′q − pq′)√d
N
.
Tenemos que p′ = p+ lN , q′ = q + kN con l, k ∈ Z, por tanto:
pp′ − qq′d = p(p+ lN)− q(q + kN)d
= p2 − q2d+ (pl − qkd)N
= ±N + (pl − qkd)N ≡ 0 mo´d N
y x = pp
′−qq′d
N
∈ Z. De la misma forma y = pq′−p′q
N
∈ Z y por lo tanto:
η = x+ y
√
d ∈ Z[
√
d]
Si d 6≡ 1 mod 4, Z[√d] = Z[α] y si d ≡ 1 mod 4 tenemos que Z[√d] ⊂ Z[α] por
lo que tambie´n Z[α] tiene infinitas unidades.

Observacio´n 2. Observemos que si a, b ∈ N, entonces β = a+ b√d ≥ 0. De hecho
β > 1 salvo que β = 0 o β = 1 + 0 · √d = 1. Por lo tanto, si η = k + l√d ∈ Z[√d],
η 6= 0,±1 se tiene que {±η,±η} = {±k ± l√d} y hay exactamente un elemento
de dicho conjunto mayor que 1, |k| + |l|√d. En particular, por el Teorema anterior
tenemos que existe una unidad en Z[
√
d], η = a+ b
√
d, con a, b ≥ 0 y η > 1.
Como consecuencia, el conjunto Uη = {η ∈ Z[α]∗ : η > 1} es no vac´ıo. Puesto
que, si η = a + b
√
d ∈ Z[α] entonces o bien (a, b) ∈ ZxZ o (a, b) ∈ ZxZ + (k
2
, l
2
), el
conjunto de elementos de Uη menos que en un entero fijo k es finito. Por lo tanto
existe el mı´nimo elemento de Uη, ε = mı´nUη. La unidad ε ∈ Z[α] es la mı´nima
unidad de Z[α] mayor que 1. La llamamos la unidad fundamental de Z[α].
Corolario 1. El conjunto de unidades de Z[α] es el conjunto infinito:
{±εm : m ∈ Z}
Demostracio´n. Sea β > 1 una unidad de Z[α] y m ≥ 0 tal que εm < β ≤ εm+1.
El cociente β
εm
es tambie´n una unidad de Z[α], 1 < β
εm
≤ ε y por la definicio´n de
ε, β
εm
= ε, es decir, β = εm. El caso general se deduce de forma parecida, ya que si
β ∈ Z[α]∗ uno de los elementos {±β,± 1
β
} es mayor que 1.

Nota 1. Si d ≡ 1 mo´d 4 sabemos que Z[√d] 6= Z[α]. La observacio´n anterior se
puede establecer tambie´n para las unidades del anillo Z[
√
d], que es un subgrupo del
grupo de unidades de Z[α]. Es decir, si η ∈ Z[√d]∗, η > 1 es la unidad ma´s pequen˜a,
entonces Z[
√
d]∗ = {±ηn : n ∈ Z}.
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1.4. Anillos cuadra´ticos de norma Eucl´ıdea
Definicio´n 6. Sea A un dominio de integridad, tenemos las siguientes definiciones:
-Un elemento γ ∈ A se llama irreducible si es no nulo, no es una unidad y γ = a·b
implica que a o b es una unidad.
-A se dice de factorizacio´n si todo elemento γ no nulo y no unidad, puede escri-
birse como γ = γ1 . . . γn con γ1, . . . , γn elementos irreducibles.
-A se dice dominio de factorizacio´n u´nica (DFU) si es de factorizacio´n y adema´s si
γ = γ1 . . . γn = δ1 . . . δm (γi, δi irreducibles) entonces n = m y existe una permutacio´n
s de n elementos tal que γi es asociado a δs(i) para todo i (esto es, existe εi unidad
tal que εiγi = δs(i)).
-A se dice dominio de ideales principales (DIP) si todo ideal de A es principal,
es decir, generado por un elemento.
-A se dice dominio Eucl´ıdeo (DE) si existe ϕ : A{0} −→ N tal que
1. Si a, b ∈ A{0} entonces ϕ(a) ≤ ϕ(ab).
2. Si a, b ∈ A y b 6= 0 entonces existen q, r ∈ A tales que a = bq + r donde r = 0
o r 6= 0 y ϕ(r) < ϕ(a).
Es bueno recordar que:
DE ⇒ DIP ⇒ DFU ⇒ DF
Proposicio´n 4. Sea Z[α] un anillo cuadra´tico y γ ∈ Z[α], γ 6= 0. Entonces γ se
factoriza como producto de irreducibles en Z[α].
Demostracio´n. Si γ ∈ Z[α] no es nulo ni unidad, tiene un divisor irreducible γ1.
Esto se demuestra por induccio´n, de manera que si γ fuese irreducible concluir´ıamos,
si no lo fuese podr´ıamos escribir γ = ab con N(γ) > N(a). Si a es irreducible acaba-
mos y si no lo es continuar´ıamos con el proceso y llegar´ıamos a un divisor irreducible
debido a que las norma son nu´meros naturales y acabar´ıamos teniendo norma mı´ni-
ma, debido a que cada divisor tiene norma estrictamente menor que su dividendo.
Entonces γ = γ1a1 con 1 ≤ N(a1) < N(γ). Si a1 no es irreducible y no es unidad
(N(a1) 6= 1), entonces a1 = γ2a2, con γ2 irreducible, obteniendo as´ı una sucesio´n
de nu´meros naturales N(γ), N(a1), N(a2), . . . la cual en algu´n momento debe esta-
bilizarse en 1, digamos N(aj) = 1. Por lo tanto, γ = γ1 . . . γjaj con γ1, . . . , γj−1, γj
elementos irreducibles, y aj unidad.

Ejemplo 4. Sea K = Q(
√−14), OK = Z[
√−14] su anillo de enteros. Veamos
que el ideal I = 2OK +
√−14OK = (2,
√−14) no es principal. Supongamos que
I = aOK para algu´n a ∈ OK . Tenemos que a|2 entonces existe b ∈ OK tal que
2 = ab. Tomando norma a ambos lados obtenemos que 4 = N(a)N(b). De la misma
forma, como a
∣∣√−14 resulta que N(a) divide a N(√−14) = 14, por lo tanto N(a)
es 1 o 2. Escribiendo a = x + y
√−14 tenemos que N(a) = x2 + 14y2 6= 2, entonces
N(a) = 1 y se tiene I = aOK = OK lo cual no es cierto.
Como consecuencia el anillo cuadra´tico Z[
√−14] no es un DIP.
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De hecho Z[
√−14] no es un DFU. En efecto
34 = 81 = (5 + 2
√−14)(5− 2√−14),
y es fa´cil ver que 3 es irreducible en Z[
√−14]. Veamos que 5 ± 2√−14 tambie´n lo
son. Ambos tienen norma 81, por tanto si suponemos que 5± 2√−14 = ab entonces
N(a) ∈ {1, 3, 9, 27, 81}. Si escribimos a = x+ y√−14 ∈ Z[√−14] tenemos
N(a) = x2 + 14y2
Claramente N(a) 6= 3, 27. Adema´s, los u´nicos elementos en Z[√−14] con norma
igual a 9 son ±3, que no dividen a 5±2√−14. Finalmente obtenemos que N(a) = 1
o N(a) = 81, es decir, a o b es unidad, por lo tanto 5± 2√−14 es irreducible.
Definicio´n 7. Un anillo cuadra´tico Z[α] se dice que es de norma Eucl´ıdea si para
cada A,B ∈ Z[α] con B 6= 0, existen Q,R ∈ Z[α] tal que, A = QB +R y∣∣N(R)∣∣ < ∣∣N(B)∣∣.
En particular, un anillo de norma Eucl´ıdea Z[α] es un dominio Eucl´ıdeo, y por
tanto sabemos que si Z[α] es de norma Eucl´ıdea,entonces es un DIP y un DFU.
Ejemplo 5. Sea Z[i] el anillo de los enteros de Gauss, veamos que es de norma
Eucl´ıdea.
Podemos cubrir el plano complejo por cuadrados de lado 1, centrando cada cua-
drado en un entero de Gauss. Por el teorema de Pita´goras , la distancia del centro de
uno de esos cuadrados a otro punto del cuadrado no es mayor que 1√
2
. Esto significa
que para cada nu´mero complejo Z hay un entero de Gauss Q, tal que∣∣Q− Z∣∣ < 1√
2
Veamos como se define el algoritmo de divisio´n.
Primero definimos el cociente Q como el entero de Gauss ma´s cercano a A
B
. Esto
significa que Q es el centro del cuadrado que contiene al complejo z = A
B
. Esto
implica
∣∣A
B
−Q∣∣ ≤ 1√
2
y tenemos que∣∣A−QB∣∣ ≤ 1√
2
∣∣B∣∣
Por lo tanto N(A − QB) ≤ 1
2
N(B) y tomando como cociente Q, el resto debe
ser R = A − QB. Tanto Q como R son enteros de Gauss, tenemos A = QB + R y
N(R) ≤ 1
2
N(B). Por lo tanto, Z[i] es de norma Eucl´ıdea.
Para ver como funciona en la pra´ctica, sea A = 34 + 6i y B = 7 + 3i. Tenemos
A
B
=
128
29
− 30
29
i
El entero de Gauss ma´s cercano a A
B
es 4 − i, por lo cual tenemos Q = 4 − i
y R = A − QB = 3 + i. El resto R tiene norma 10 y N(B) = 58, por tanto
N(R) < N(B).
Lema 2. Supongamos Z ∈ Q(√d). Entonces existe Q ∈ Z[α] tal que si
Z −Q = x+ y√d se tiene que:
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1. |x| ≤ 1
2
2. Si d 6≡ 1 mod 4, entonces |y| ≤ 1
2
3. Si d ≡ 1 mod 4, entonces |y| ≤ 1
4
Adema´s, en los casos d = −1,−2,−3,−7,−11, 2, 3, 5, 13 tenemos ∣∣N(Z −Q)∣∣ < 1.
Demostracio´n. Asumimos primero d 6≡ 1 mod 4 y sea Z = u+ v√d ∈ Q(√d) con
u, v ∈ Q.
En este caso, sea Q = r + s
√
d, con r y s los enteros ma´s cercanos a u y v. En
particular, x = u− r e y = v − s tienen valor absoluto ≤ 1
2
.
En los casos d = −1,−2 tenemos:
0 ≤ N(Z −Q) = x2 − dy2 ≤ 1 + |d|
4
< 1
En los casos d = 2, 3 la norma x2 − dy2 esta acotada por:
−3
4
≤ −dy2 ≤ x2 − dy2 ≤ x2 ≤ 1
4
Por lo que
∣∣N(Z −Q)∣∣ < 1 en estos casos.
Asumiremos ahora que d ≡ 1 mod 4 y sea Z = u + v√d. Sea s el entero ma´s
cercano a 2v, tendremos entonces que |s− 2v| ≤ 1
2
. Esto implica
∣∣∣ s2 − v∣∣∣ ≤ 14 . Sea r
el entero mas cercano a u− s
2
. Tenemos que
∣∣r+ s
2
−u∣∣ ≤ 1
2
. Si ponemos Q = r+ sα
entonces Z −Q = x+ y√d con |x| = ∣∣u− r − s
2
∣∣ ≤ 1
2
e |y| = ∣∣v − s
2
∣∣ ≤ 1
4
.
Por lo tanto, en los casos d = −3,−7,−11 tenemos 0 ≤ N(Z −Q) = x2− dy2 ≤
4+|d|
16
< 1.
En los casos reales cuadra´ticos d = 5, 13 tenemos
−13
16
≤ − d
16
≤ −dy2 ≤ x2 − dy2 ≤ x2 ≤ 1
4
En cada uno de los casos tenemos
∣∣N(Z −Q)∣∣ < 1.

Teorema 5. Los anillos cuadra´ticos Z[α], de Q[
√
d] con d=-1, -2, -3, -7, -11, 2, 3,
5 y 13 son de norma Eucl´ıdea.
Demostracio´n. Sea A,B ∈ Z[α] con B 6= 0. Por el Lema anterior, podemos encon-
trar un Q ∈ Z[α] tal que ∣∣N(A
B
−Q)∣∣ < 1.
Sea R = A−BQ, entonces A = QB +R y se tiene por tanto que∣∣N(R)∣∣ = ∣∣N(A−BQ)∣∣ = ∣∣N(B)∣∣∣∣N(A
B
−Q)∣∣ < N(R).

Nota 2. Se puede demostrar tambie´n que Z[α] es de norma Eucl´ıdea en los casos
d = 6, 7, 11, 17, 19, 21, 29, 33, 37, 41, 57, 73
pero esto lleva un trabajo ma´s complicado que en los casos anteriores. Vamos a
ver un ejemplo de como usar el teorema anterior para aplicarlo a las ecuaciones
diofa´nticas:
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Ejemplo 6. Vamos a resolver la siguiente ecuacio´n diofa´ntica:
x3 = y2 + 11
Factorizando en Q(
√−11) tenemos x3 = (y + √−11)(y − √−11). El anillo de
enteros de Q(
√−11) es el anillo cuadra´tico Z[α], donde α = 1+
√−11
2
. Ya vimos que
Z[α] es de norma Eucl´ıdea y por tanto tiene factorizacio´n u´nica. Veamos ahora que
los factores y+
√−11 e y−√−11 son coprimos. Sea D un factor comu´n de ambos,
y por lo tanto tambie´n de x. El elemento D sera´ factor de 2
√−11 y por tanto de
22, si x fuese par tendr´ıamos que y2 + 11 ≡ 0 mod 8, que nos da una contradiccio´n.
Por lo tanto x es impar.
De manera similar, si x es mu´ltiplo de 11 entonces y2 + 11 = 0 mod 113 que da
una contradiccio´n. Como hemos visto que x es coprimo con 22, existira´n enteros h
y k tal que 22h+ xk = 1. Como D es un factor comu´n de x y 22, D es un factor de
1 y por tanto una unidad.
Tenemos entonces y +
√−11, y − √−11 son coprimos. Por el primer Lema,
tenemos que y+
√−11 = U(r+ sα)3 para algu´n U ∈ Z[α]x y r, s ∈ Z. Por el primer
teorema sabemos que U = ±1. Como -1 es un cubo, pod´ıamos asumir sin perdida
de generalidad que U = 1. Expandiendo la ecuacio´n tenemos:
y − 1 + 2α = r3 + 3r2sα + 3rs2α2 + s3α3
Como α es una ra´ız del polinomio x3 − x+ 3, tenemos α2 = α− 3. Esto implica
α2 = −2α− 3, y por lo tanto
y − 1 + 2α = (r3 − 9rs2 − 3s2) + (3r2s+ 3rs2 − 2s3)α
Comprobando los coeficientes de 1 y α, tenemos las ecuaciones:
y − 1 = r3 − 9rs2 − 3s2 y 3r2s+ 3rs2 − 2s3 = 2
La segunda ecuacio´n muestra que s es un factor de 2, por tanto s = ±1,±2.
Vamos a considerar cada caso. Si s = 1, entonces la segunda ecuacio´n se reduce a
3r2+3r−2 = 0 que no tiene soluciones enteras. Si s = −1 tenemos que−3r2+3r+2 =
2 que tiene solucio´n r = 0, r = 1. Sustituyendo en la primera tenemos que y = ±4,
que nos da las soluciones (3,4) y (3,-4) de la ecuacio´n diofa´ntica.
En el caso s = 2, tenemos 6r2+12r−16 = 2. Esta tiene soluciones r = 1, r = −3
que nos da y = ±58. Obtenemos entonces (15,58) y (15,-58).
Finalmente en el caso s = −2, tenemos −6r2 + 12r + 16 = 2, que no tiene
soluciones enteras. Por lo tanto hemos visto que la ecuacio´n x3 = y2 + 11 tiene
cuatro soluciones enteras que son
(3, 4), (3,−4), (15, 58), (15,−58)
Nota 3. (Otros anillos de factorizacio´n u´nica)
El Teorema 5 nos da varios ejemplos de anillos cuadra´ticos de norma Eucl´ıdea.
Por tanto estos anillos tienen factorizacio´n u´nica. Hay tambie´n ejemplos de anillos
cuadra´ticos con factorizacio´n u´nica que no son de norma Eucl´ıdea. Se sabe que un
anillo cuadra´tico complejo tiene factorizacio´n u´nica para los siguientes valores de d
y no ma´s:
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d = −1,−2,−3,−7,−11,−19,−43,−67,−163
Este resultado fue conjeturado por Gauss. Hay dos demostraciones, una realizada
por Baker y otra por Stark([7], [8]). Es relativamente fa´cil demostrar que estos anillos
Z[α] tienen factorizacio´n u´nica, lo dif´ıcil es ver que los dema´s no la tienen.
El primero que no esta en esta lista es Z[
√−5], es fa´cil ver que no es de factori-
zacio´n u´nica. Por ejemplo:
6 = 2 · 3 = (1 +√−5)(1−√−5)
Es fa´cil ver que los elementos 2,3 y 1±√−5 son todos irreducibles en Z[√−5]. Por
tanto son dos descomposiciones distintas de 6 y Z[
√−5] no es DFU. En contraste,
es ma´s comu´n para un anillo cuadra´tico real tener factorizacio´n u´nica. Existe una
conjetura que dice que hay infinitos anillos reales cuadra´ticos con factorizacio´n u´nica.
Por ejemplo, Z[α] tiene factorizacio´n u´nica para los siguientes valores de d:
d = 2, 3, 5, 6, 7, 11, 13, 14, 17, 19, 21, 22, 23, 29, 31, 33, 37 .
1.5. Descomposicio´n de primos en anillos
cuadra´ticos
En esta seccio´n caracterizaremos los elementos irreducibles de un anillo cuadra´ti-
co.
Lema 3. Sea Z[α] un anillo cuadra´tico con factorizacio´n u´nica. Si Q es un elemento
irreducible de Z[α], entonces hay un u´nico primo p en Z, tal que Q es un factor de
p.
Demostracio´n. (Existencia) El elemento Q divide algu´n entero n, por ejemplo
divide a su norma N(Q) = QQ. Por otro lado, si n = ab, entonces por la factorizacio´n
u´nica, Q es un factor de a o b. Por lo tanto, si factorizamos n en primos de Z, entonces
uno de esos primos es un mu´ltiplo de Q.
(Unicidad) Supongamos que Q es un factor de dos primos distintos p y q. Por el
Lema de Bezout, podemos encontrar enteros h y k tal que 1 = hp + kq. Por tanto,
Q es un factor de 1, y por tanto es una unidad. Esto es una contradiccio´n ya que
los elementos irreducibles no son unidades.

Observacio´n 3. El Lema muestra que para describir los elementos irreducibles en
Z[α], nosotros necesitamos factorizar los primos de Z en el anillo Z[α]. Veamos ahora
las maneras en las que se puede factorizar un primo p. Si Q1 ∈ Z[α] es un factor
irreducible de un nu´mero primo p, entonces N(Q1) debe ser un factor de N(p). Como
N(P ) = p2, esto implica que N(Q1) es o bien ±p o ±p2. En el caso N(Q1) = ±p2,
debemos tener que p = UQ1 para una unidad U , y por lo tanto p es el mismo
irreducible en Z[α]. En este caso, decimos que p es inerte en Z[α].
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En el caso que Q1 tiene norma ±p, tenemos p = Q1Q2, donde Q2 tiene norma
±p. En este caso, p no es irreducible en Z[α]. De hecho ya que Q1Q1 = N(Q1) = ±p,
esto nos da que Q2 = ±Q1, y Q2 es tambie´n irreducible.
Distinguiremos entre dos casos diferentes: si Q2 = UQ1 con U unidad tendremos
que p = UQ21 y diremos que p es ramificado. En otro caso
Q1
Q2
6∈ Z[α] y p = Q1Q2
con Q1 y Q2 no asociados. En esta caso diremos que p es divisible en Z[α].
Como resumen el primo p es inerte, ramificado o divisible, dependiendo de los
siguientes casos:
1. p es irreducible en Z[α]
2. p = UQ2, donde U es una unidad y Q es irreducible con norma ±p.
3. p = Q1Q2, donde Q1 y Q2 son elementos irreducibles con norma ±p y Q1, Q2
no son asociados.
Ejemplo 7. Considerando el anillo Z[i] de los enteros de Gauss. Un primo p se fac-
torizara´ en el anillo si hay elementos con norma p. Si nosotros tenemos un elemento
Q con norma p, entonces la factorizacio´n es p = QQ. Notese que N(x+iy) = x2+y2,
as´ı que para ver que p factoriza tenemos que calcular las soluciones enteras de la
ecuacio´n x2 + y2 = p. Algu´n ejemplo sera´:
1. 2 = 12 + 12 = (1 + i)(1− i) = −i(1 + i)2 por tanto 2 es ramificado
2. 5 = 22 + 12 = (2 + i)(2− i) entonces 5 es divisible
3. 13 = 32 + 22 = (3 + 2i)(3− 2i), y 13 es divisible
3, 7, 11 son inertes en Z[i], ya que no podemos escribirlos en la forma x2 + y2
El siguiente teorema nos dice exactamente que primos son inertes, ramificados y
divisibles, pero antes daremos una definicio´n del s´ımbolo de Legendre:
Definicio´n 8. Sea p un primo impar y a ∈ Z. El s´ımbolo de Legendre
(
a
p
)
se define
de la siguiente manera:
(a
p
)
=

0 si p divide a a
1 si existe x ∈ Z tal que x2 ≡ a (mod p) y p no divide a a
−1 en otro caso
(1.4)
Es decir, si p 6 |a, tendremos que
(
a
p
)
= 1 si a es un residuo cuadra´tico mo´dulo
p y
(
a
p
)
= −1 si no es a un residuo cuadra´tico mo´dulo p.
Teorema 6. Sea Z[α] el anillo cuadra´tico de Q[
√
d]. Supongamos que Z[α] tiene
factorizacio´n u´nica y sea p un primo impar, entonces:
1. p es ramificado si y solo si p es un factor de d.
2. p es divisible si y solo si
(
d
p
)
= 1.
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3. p es inerte si y solo si
(
d
p
)
= −1.
Adema´s , para el nu´mero primo 2 se tiene que es divisible si d ≡ 1 mod 8, es
inerte si d 6≡ 5 mod 8 y es ramificado en los otros casos.
Demostracio´n. Ma´s que ver los casos especiales, asumiremos por simplicidad que
d 6≡ 1 mod 4 por lo que el anillo cuadra´tico es Z[√d], y la norma dada es N(x +
y
√
d) = x2 − dy2. Los otros casos son similares.
(1)Supongamos primero que p es un factor de d, par o impar. Vamos a ver que
es ramificado. Sea Q un factor irreducible de p. Para ver que p es ramificado es
suficiente con ver que Q2 es un factor de p.
No´tese que Q es un factor de d = (
√
d)2. Como Q es irreducible, Q debe ser un
factor de
√
d, y por lo tanto Q2 es un factor de d. Como d es libre de cuadrados, el
mayor factor comu´n de d y p2 es p, por lo que podemos encontrar enteros h, k tal
que p = hd + kp2. Ya que Q2 es un factor comu´n de d y p2, se tiene que Q2 es un
factor de p, por lo que p es ramificado.
(2)Ahora consideramos el primo p = 2 en los casos que d es impar. Como estamos
asumiendo que d 6≡ 1 mod 4, intentaremos ver que 2 es ramificado. Sea Q un factor
irreducible de 2 en Z[α], otra vez veremos que Q2 es un factor de 2.
Notese que (1+
√
d)2 = 1+d+2
√
d, que es mu´ltiplo de 2. Esto muestra que Q es
un factor de (1 +
√
d)2, y por tanto de 1 +
√
d. De la misma forma, sabemos que Q
es un factor de 1+
√
d. Por lo tanto Q2 es un factor de (1+
√
d)(1−√d) = 1−d. Ya
que m.c.d(1− d, 4) = 2, podemos encontrar enteros h y k tal que 4h+ (1− d)k = 2.
Ya que Q2 es un factor comu´n de 4 y 1− d, esto sigue que Q2 es un factor de 2,
por lo que 2 es ramificado.
(3)Hasta aqu´ı, hemos visto que si p es un factor de 2d, entonces p es ramificado. A
la inversa, asumiremos que p es ramificado, entonces hay un elemento Q = x+ y
√
d
tal que Q2 es un mu´ltiplo de p, pero Q no es un mu´ltiplo de p. Como Q2 = (x2 +
dy2) + 2xy
√
d sabemos que:
x2 + dy2 ≡ 0 mo´d p 2xy ≡ 0 mo´d p
pero x e y no son ambos mu´ltiplos de p. De hecho, y no es mu´ltiplo de p, ya que
por otra parte, la primera ecuacio´n forzara´ que x sea tambie´n mu´ltiplo de p. Como
y es invertible mo´dulo p, la segunda ecuacio´n implica 2x ≡ 0 mod p. Por la primera
ecuacio´n, tenemos 4dy2 ≡ 0 mod p. Ya que y es invertible, esto sigue que 4d ≡ 0
mod p, por tanto p es un factor de 2d.
(4)Ahora debemos asumir que p no es un factor de 2d, por lo que p es inerte o
divisible. Supongamos que p es divisible, por tanto hay un elemento Q = x + y
√
d
con norma ±p. Entonces tenemos x2 − dy2 = ±p.
Supongamos p un factor de y. Entonces tenemos que x2 ≡ ±p mod p2. Esto
implica que p es un factor de x, y por lo tanto 0 = ±p mod p2, que nos da una
contradiccio´n. De esto deducimos que y es invertible mo´dulo p, y por tanto
(
x
y
)
≡ d
mod p. En particular, d es un residuo cuadra´tico mo´dulo p.
(5)De manera inversa, supongamos x2 ≡ d mod p y sea A = x+
√
d. Claramente
p es un factor de x2 − d = AA, pero p no es un factor de A ni A. Por lo tanto, p no
es irreducible por lo que es divisible.
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
Nota 4. En el caso en que el anillo de enteros cuadra´ticos Z[α] es un DFU, el Teore-
ma anterior permite describir el conjunto de sus elementos irreducibles. Este hecho,
junto con la descripcio´n de la unidades el anillo, nos proporciona la factorizacio´n de
cualquier elemento del anillo y por tanto permite describir el anillo en base a sus
unidades y su conjunto de irreducibles. Para completar la descripcio´n, a la vista de
los resultados ya probados sobre las unidades del anillo, nos falta calcular el grupo
de unidades o, ma´s concretamente, la unidad fundamental. Para ello desarrollaremos
la teor´ıa de fracciones continuas en el cap´ıtulo siguiente.
Un criterio para la factorizacio´n u´nica
Resulta que uno tambie´n puede mostrar que un anillo tiene factorizacio´n u´nica
solo comprobando las predicciones del Teorema de Descomposicio´n. Para aclarar
esto, notese que dicho teorema nos dice que nu´meros primos factorizan en Z[α]. Sea:
Sd = {primos p : p|d o
(d
p
)
= 1 o (p = 2 y d 6≡ 5 mod 8)}.
El Teorema de Descomposicio´n nos dice que si Z[α] tiene factorizacio´n u´nica,
entonces para cada primo p ∈ Sd, hay un elemento con norma ±p. El rec´ıproco
tambie´n cierto, y nos da una manera de probar que Z[α] tiene factorizacio´n u´nica,
incluso en el caso donde el anillo no es de norma Eucl´ıdea. Por supuesto, el conjunto
Sd es infinito, es un me´todo inabordable en la pra´ctica.
Pero se puede decir ma´s, uno solo necesita comprobar una cantidad finita de
primos en Sd. Con ma´s precisio´n, definimos el nu´mero real positivo Md como sigue:
Md =

√|d| si d > 0 y d ≡ 1 mod 4
2
√|d| si d > 0 y d 6≡ 1 mod 4
2
pi
√|d| si d < 0 y d ≡ 1 mod 4
4
pi
√|d| si d < 0 y d 6≡ 1 mod 8
(1.5)
El nu´mero Md se llama nu´mero de Minkowski, y se tiene:
Teorema 7. Sea Z[α] un anillo cuadra´tico y sea Md el correspondiente nu´mero de
Minkowski. Entonces Z[α] tiene factorizacio´n u´nica si y solo si para cada nu´mero
primo p con p < Md hay un elemento de Z[α] con norma ±p.
La prueba de este teorema se basa en el concepto de ideal, y queda fuera del
contexto de este trabajo. Se puede probar usando resultados de teor´ıa de nu´meros
algebraicos como ([9]).
Ejemplo 8. Veamos que el anillo Z
[1 +√−163
2
]
tiene factorizacio´n u´nica. El l´ımite
de Minkowski en este caso es
1.5. DESCOMPOSICIO´N DE PRIMOS EN ANILLOS CUADRA´TICOS 21
M−163 =
2
√
163
pi
≈ 25,534
Los primos menores que el l´ımite son:
2, 3, 5, 7, 11, 13, 17, 19, 23
Como −163 ≡ 5 mod 8, el primo 2 no esa en S−163. El nu´mero 163 es primo, as´ı
que ninguno de los primos de la lista es factor de 163. Ma´s au´n, podemos comprobar(
−163
p
)
= −1 para cada primo impar de la lista.
Por lo tanto, no hay primos menores que el l´ımite de Minkowski en S−163 y por
el teorema anterior, el anillo tiene factorizacio´n u´nica.
Notese que
N(x+ α) = x2 + x+ 41
El polinomio m(x) = x2 + x+ 41 es conocido porque los nu´meros
m(0),m(1), . . . ,m(39) son primos. Veremos el corolario siguiente:
Corolario 2. Para x = 0, 1, . . . , 39 el nu´mero x2 + x+ 41 es primo.
Demostracio´n. Sea x un entero entre 0 y 39. Supongamos x2+x+41 es compuesto,
y sea p el primo ma´s pequen˜o. Entonces tenemos p2 ≤ x2 + x + 41 y esto implica
p < 40. Si tomamos α =
1 +
√−163
2
, entonces ningu´n nu´mero algebraico x + α ni
x + α es mu´ltiplo de p en Z[α], mientras que su producto, que es m(x) es mu´ltiplo
de p en Z y Z[α].
Como Z[α] tiene factorizacio´n u´nica, esto nos dice que p no es irreducible en Z[α],
por lo que debe haber algu´n elemento r + sα con norma p. En particular, tenemos
r2 + rs + 41s2 = p. Completando cuadrados, vemos que 40s2 ≤ p < 40 y por tanto
s = 0. Esto implica r2 = p que nos da una contradiccio´n ya que p es primo.

Ecuaciones diofa´nticas para la norma N(A) = n
Vamos a resolver la pregunta de cua´ntos enteros se pueden escribir como |N(A)|
para algu´n A ∈ Z[α]. Nos restringiremos a los casos en que Z[α] tiene factorizacio´n
u´nica.
Ejemplo 9. Sea d = −1, tendremos el anillo cuadra´tico Z[i] de los enteros de
Gauss. Entonces N(x + iy) = x2 + y2. Veamos que´ enteros tienen la forma x2 + y2
con x, y ∈ Z. Algu´n ejemplo sera´:
2 = 12 + 12, 4 = 22 + 02, 5 = 22 + 12, 8 = 22 + 22, 9 = 32 + 02
Por lo tanto los nu´mero 3,6 y 7 no se pueden escribir como suma de cuadrados.
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La respuesta se sigue facilmente por el Teorema de Descomposicio´n. En general,
un elemento A ∈ Z[α] es un producto de elementos irreducibles. Por lo tanto, la
norma de A es un producto de normas de elementos irreducibles. Si p es ramificado o
divisible, entonces hay un elemento irreducible de norma ±p. Si p es inerte, entonces
es irreducible y su norma es p2. Por lo tanto, la potencia de cada primo inerte en
N(A) tiene que ser par.
Definicio´n 9. Sea p un nu´mero primo, diremos que νp(n) es el mayor entero a tal
que pa es un factor de n.
Corolario 3. Sea Z[α] un anillo cuadra´tico con factorizacio´n u´nica. Sea n un entero
positivo. Son equivalentes:
1. Existe un elemento A ∈ Z[α] tal que |N(A)| = n
2. Para cada primo p que divide a n , si p es inerte en Z[α], entonces νp(n) es
par.
Demostracio´n. Supondremos que |N(A)| = n y factorizamos A en elementos irre-
ducibles A = Q1 . . . Qn.
Entonces |N(Qi)| es o bien un nu´mero primo pi o p2i si pi es inerte. Por lo tanto,
si D = {pi : pi primo inerte},y E = {pi : pi primo ramificado o divisible}:
|N(A)| =
∏
pi∈D
p2i
∏
pi∈E
pi .
En particular, las potencias de los primos inertes son pares.
Rec´ıprocamente, supongamos
n =
∏
pi∈D
p2rii
∏
pi∈E
prii .
Eligiendo elementos irreducibles Qi tal que |N(Qi)| = pi o p2i . Si definimos A =∏
Qrii , entonces claramente |N(A)| = n.

Ejemplo 10. Escribiremos 585 como suma de dos cuadrados en todos las maneras
posibles. Es lo mismo que encontrar todos los enteros de Gauss de norma 585.
585 = 32 · 5 · 13
El primo 3 es inerte en Z[i], esto significa que 3 es irreducible y tiene norma 32.
los primos 5 y 13 son divisibles, con factores de norma 5 y 13.
5 = (2 + i)(2− i) 13 = (3 + 2i)(3− 2i)
Esto significa que cada elemento de norma 5 es una unidad mu´ltiplo de 2 + i
o 2 − i y cada elemento de norma 13 es una unidad mu´ltiplo de 3 + 2i o 3 − 2i.
Por lo tanto, los elementos de norma 585 son unidades mu´ltiplos de cada uno de los
siguientes elementos.
3(2 + i)(3 + 2i) = 12 + 21i
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3(2 + i)(3− 2i) = 24− 3i
3(2− i)(3 + 2i) = 24 + 3i
3(2− i)(3− 2i) = 12− 21i
Como Z[i] tiene cuatro unidades, hay 16 soluciones a la ecuacio´n x2 + y2 = 585.
Por lo tanto, muchas de estas soluciones se parecen. Asumimos que x e y son ambos
positivos y x ≤ y, entonces tenemos las dos soluciones
585 = 122 + 212 = 32 + 242
Las otras soluciones se obtienen cambiando signos o cambiando x por y.
Ejemplo 11. Consideramos la ecuacio´n x2+xy+y2 = 150. Notese que x2+xy+y2 =
N(x+yα) en el caso d = −3 (enteros de Eisenstein). El nu´mero 150 factoriza 2∗3∗52.
Por el Teorema de Descomposicio´n, 2 es inerte, 3 es ramificado y 5 es inerte. Como
ν2(150) = 1, que es impar, la ecuacio´n no tiene solucio´n.
Ejemplo 12. Resolveremos la ecuacio´n x2 + xy + y2 = 84, 84 = 22 · 3 · 7. Tenemos(
−3
7
)
= 1 Por el Teorema de Descomposicio´n 2 es inerte, 3 ramificado y 7 divisible.
Los factores de 3 y 7 son:
3 = −√−32 = −(2α− 1)2 y 7 = N(2 + α) = (2 + α)(3− α)
Los enteros de Eisenstein de norma 84 son unidades mu´ltiplos o bien de 2(2α−
1)(2 + α) o bien de 2(2α − 1)(3 − α). Usando el hecho de que α2 + α + 1 = 0
encontramos que esos dos nu´meros son 10α− 8 y 2− 10α. Hay seis unidades en los
enteros de Eisenstein, as´ı que en total 12 elementos de norma 84. Por ejemplo:
84 = N(10α− 8) = 102 + 10(−8) + (−8)2
.
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Cap´ıtulo 2
Fracciones continuas
Las fracciones continuas son un mecanismo u´til en aritme´tica y teor´ıa de nu´meros
para aproximar por nu´meros racionales y de manera eficiente los nu´meros irracio-
nales. Su uso se extiende a muchos ma´s problemas, por ejemplo en la resolucio´n
de ecuaciones diofa´nticas o en problemas de factorizacio´n de enteros. En nuestro
contexto, adema´s del intere´s por s´ı mismas, son un ingrediente ba´sico en el ca´lculo
eficiente de las unidades de los anillos de nu´meros cuadra´ticos reales. El concepto
de fraccio´n continua se puede entender fa´cilmente con conocimientos de aritme´tica.
2.1. Introduccio´n y primeros resultados
Veamos un ejemplo desarrollando la fraccio´n 91
43
:
91
43
= 2 +
5
43
= 2 +
1
43
5
= 2 +
1
8 + 3
5
= 2 +
1
8 + 1
1+ 1
3
.
Una fraccio´n continua continua finita es una expresio´n del tipo
z1 +
b1
z2 +
b2
z3+
b3
...+ bn−1
zn−1+ bnzn
donde zi, bi ∈ C con i = 1, . . . , n. Evidentemente la expresio´n anterior, siempre que
los sucesivos denominadores sean no nulos, define un nu´mero complejo x.Nosotros
usaremos una versio´n menos general. Llamaremos fraccio´n continua finita a una
expresio´n del tipo
[z1, z2, . . . , zn] = z1 +
1
z2 +
1
...+ 1
zn−1+ 1zn
donde z1, . . . , zn ∈ R y z2, . . . , zn > 0.
En nuestro ejemplo tenemos:
91
43
= [2, 8, 1, 3] .
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A lo largo de la historia ha habido matema´ticos que usaban otras notaciones,por
ejemplo, Pietro Antonio Cataldi (1548-1626) usaba la notacio´n : z1 · & b1z2. · & b2z3. , y
Maritz Abraham Stern(1807-1894) usaba: z1 +
b1|
|z2. +
b2|
|z3. + . . .
Observacio´n 4. Antes de empezar con definiciones precisas y resultados vamos a
ver como se relacionan las fracciones continuas con el algoritmo de Euclides :
Sean dos nu´meros enteros r0, r1 con r1 > 0. Entonces la divisio´n eucl´ıdea nos
proporciona sucesivamente nu´meros enteros y1, . . . , yn, r2, . . . , rn con:
r0 = y1r1 + r2 0 < r2 < r1
r1 = y2r2 + r3 0 < r3 < r2
. . .
rn−2 = yn−1rn−1 + rn 0 < rn < rn−1
rn−1 = ynrn
Ahora ponemos: x = r0
r1
= y1 +
r2
r1
= y1 +
1
r1/r2
. Notese adema´s que r1
r2
> 1. Ahora
r1
r2
= y2 +
r3
r2
y por tanto
r0
r1
= y1 +
1
y2 +
r3
r2
= y1 +
1
y2 +
1
r2/r3
.
Continuando el proceso llegamos a que el nu´mero racional x = r0
r1
se escribe como
x = [y1, y2, . . . , yn] y la fraccio´n continua en este caso expresa el nu´mero racional x
en funcio´n de los cocientes sucesivos que proporciona el algoritmo de Euclides.
Observese tambie´n que y1 = b r0r1 c = bxc y x− y1 = x− bxc, siendo bxc el mayor
entero menor o igual que x, es decir, su parte entera por defecto. Por tanto tenemos
que r1
r2
= 1
x−bxc .
Siguiendo esta idea, la construccio´n anterior se puede extender a un nu´mero
real cualquiera. Es decir, sea x ∈ R. Podemos definir y1 = bxc ∈ Z, si x 6= bxc,
x1 =
1
x−bxc > 1 y tenemos que x = y1 +
1
x1
. Repitiendo el proceso para x1 podemos
construir directamente y2, . . . , yn ∈ Z+ y xn ∈ R, xn > 1 de manera que podemos
expresar x como la fraccio´n continua
x = [y1, y2, . . . , yn, xn].
Nota 5. Obse´rvese que si x = r0
r1
∈ Q, r0, r1 ∈ Z y x = [y1, . . . , yn] enton-
ces y1, . . . , yn ∈ Z y adema´s y2, . . . , yn ≥ 1. Si tenemos x ∈ R tenemos x =
[y1, . . . , yn, xn] con y2, . . . , yn ∈ Z, xn ∈ R y adema´s y2, . . . , yn, xn ≥ 1.
Definicio´n 10. Dada una fraccio´n continua finita [z1, . . . , zn], al nu´mero real
ci = [z1, . . . , zi] (i = 1, 2, . . . , n) se le llama i-e´simo convergente.
Observemos que c1 =
z1
1
= p1
q1
donde p1 = z1 y q1 = 1. Para c2 tenemos
c2 = z1 +
1
z2
= z1z2+1
z2
= p2
q2
donde p2 = z1z2 + 1 y q2 = z2. De la misma forma
c3 = [z1, z2, z3] =
z1z2z3 + z1 + z3
z2z3 + 1
=
p3
q3
con p3 = z3p2 + p1 y q3 = z3q2 + q1 y podemos continuar el proceso.
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Definicio´n 11. Dada la fraccio´n continua finita [z1 . . . , zn], definamos p0 = 1 ,
q0 = 0, p−1 = 0, q−1 = 1 y para i ≥ 1:
pi = zipi−1 + pi−2 qi = ziqi−1 + qi−2 .
Proposicio´n 5. Sea [z1, z2, . . . , zn] una fraccio´n continua finita, para i = 1, . . . , n
se tiene que
ci = [z1, . . . , zn] =
pi
qi
.
Demostracio´n. Razonamos por induccio´n sobre la longitud, n, de la fraccio´n con-
tinua. Para una fraccio´n de longitud 1, 2 y 3, ya conocemos que es va´lida. Sea ahora
una fraccio´n continua [z1, . . . , zn] de longitud n y supongamos que la fo´rmula es
va´lida para toda fraccio´n continua [y1, . . . , yk] de longitud k < n.
Ahora, si i < n, tenemos ci = [z1, . . . , zn] =
pi
qi
por hipo´tesis de induccio´n. Por lo
tanto solo hay que demostrar el caso i = n. Observemos que
cn = [z1, . . . , zn] = [z1, . . . , zn−2, yn−1]
siendo yn−1 = zn−1 + 1zn . Puesto que la longitud de [z1, . . . , zn−2, yn−1] es n− 1 y su
(n− 1)-e´simo convergente es p′n−1
q′n−1
con
p′n−1 = yn−1pn−2 + pn−3 q
′
n−1 = yn−1qn−2 + qn−3
tendremos:
cn =
p′n−1
q′n−1
=
(
zn−1 + 1zn
)
pn−2 + pn−3(
zn−1 + 1zn
)
qn−2 + qn−3
=
(znzn−1 + 1)pn−2 + pn−3zn
(znzn−1 + 1)qn−2 + qn−3zn
=
zn(zn−1pn−2 + pn−3) + qn−2
zn(zn−1qn−2 + qn−3) + qn−2
=
znpn−1 + pn−2
znqn−1 + qn−2
=
pn
qn
.

Proposicio´n 6. Sea [z1, z2, . . . , zn] una fraccio´n continua finita, entonces
piqi−1 − pi−1qi = (−1)i para todo i = 1, . . . , n
Demostracio´n. Tenemos que cuando i = 1, p1q0− p0q1 = z1 · 0− 1 · 1 = (−1)1 con
i = 2 se tiene que p2q1 − p1q2 = (z2z1 + 1) · 1− z1z2 = 1 = (−1)2.
Como en la proposicio´n anterior razonamos por induccio´n y vamos por tanto a
suponer que se cumple para un cierto i, veremos a ver si se cumple para i + 1. Por
la proposicio´n anterior tenemos que para i+ 1
pi+1 = zi+1pi + pi−1 y qi+1 = zi+1qi + qi−1
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por lo tanto podemos escribir
pi+1qi − piqi+1 = (zi+1pi + pi−1)qi − pi(zi+1qi + qi−1)
= zi+1piqi + pi−1qi − zi+1piqi − piqi−1
= (−1)(piqi−1 − pi−1qi)
Esto basta para concluir ya que hemos supuesto que es cierto para i, y por tanto
piqi−1 − pi−1qi = (−1)i, con lo que sustituyendo en la igualdad anterior llegamos a
pi+1qi − piqi+1 = (−1)(−1)i = (−1)i+1.

Proposicio´n 7. Sea ci =
pi
qi
el i-e´simo convergente de la fraccio´n continua
[z1, z2, . . . , zi]. Entonces se tiene que
ci − ci−1 = (−1)
i
qi−1qi
ci − ci−2 = zi(−1)
i−1
qiqi−1
.
Como consecuencia, el valor absoluto de la diferencia entre dos convergentes conse-
cutivos, ci y ci−1, es |ci − ci−1| = 1qi−1qi .
Demostracio´n. Sabemos que piqi−1 − pi−1qi = (−1)i. Al dividir entre qi−1qi en
ambos lados de la igualdad se tiene que
pi
qi
− pi−1
qi−1
=
(−1)i
qi−1qi
es decir, ci − ci−1 = (−1)
i
qiqi−1
y queda demostrada la primera igualdad. Veamos ahora la segunda igualdad, primero
tenemos que
ci − ci−2 = pi
qi
− pi−2
qi−2
=
piqi−2 − pi−2qi
qiqi−2
.
Sabemos que pi = zipi−1 + pi−2 y qi = ziqi−1 + qi−2. Obtenemos por tanto
piqi−2 − pi−2qi = (zipi−1 + pi−2)qi−2 − pi−2(ziqi−1 + qi−2)
= zi(pi−1qi−2 − pi−2qi−1)
= zi(−1)i−1.

2.2. Fracciones continuas simples finitas
Definicio´n 12. Llamaremos fraccio´n continua simple finita a una expresio´n de
la forma [a1, a2, . . . , an] donde a1 es un entero positivo o negativo, y los te´rminos
a2, . . . , an son enteros positivos. Llamaremos a a1, . . . , an los cocientes parciales de
la fraccio´n continua.
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Evidentemente una fraccio´n continua simple finita define un nu´mero racional.
Veamos como ser´ıa [1, 2, 3, 2]
[1, 2, 3, 2] = 1 +
1
2 + 1
3+ 1
2
= 1 +
1
2 + 2
7
= 1 +
7
16
=
23
16
Ahora veamos 67
29
y 29
67
67
29
= 2 +
1
29
9
= 2 +
1
3 + 19
2
= 2 +
1
3 + 1
4+ 1
2
= [2, 3, 4, 2]
29
67
= 0 +
1
67
29
= [0, 2, 3, 4, 2] .
Este hecho se generaliza trivialmente obteniendo el siguiente resultado:
Proposicio´n 8. Sea p, q ∈ Z, p > q > 0 y supongamos que
p
q
= [a1, a2, . . . , an] .
Entonces
q
p
= [0, a1, a2, . . . , an] .
No´tese que x = [a1, . . . , an] es negativo si y solo si a1 < 0 y 0 < x < 1 si y solo
si a1 = 0, y x > 1 equivale a a1 > 0. Por otro lado el enunciado de la proposicio´n
no es cierto si x = p
q
< 0. Por ejemplo,
−7
2
= −4 + 1
2
= [−4, 2]
−2
7
= −1 + 5
7
= [−1, 1, 2, 2].
Observacio´n 5. Veamos si la descomposicio´n de 67
29
es u´nica. Mediante el metodo de
obtencio´n de dicha fraccio´n continua es u´nico, pero si cambiamos el u´ltimo te´rmino,
tenemos que a4 = 2 y puedo escribir
1
2
=
1
1 + 1
1
y por lo tanto escribir
67
29
= [2, 3, 4, 2] = [2, 3, 4, 1, 1]
De forma general, supongamos que x ∈ Q se escribe como la fraccio´n continua
x = [a1, . . . , an]. Si tenemos que n ≥ 2 y an ≥ 2 podemos escribir an = (an − 1) + 11
y por lo tanto [a1, a2, . . . , an] = [a1, a2, . . . , an−1, 1] como nu´meros racionales. De la
misma forma, la fraccio´n continua [b1, . . . , bm, 1] representa el mismo nu´mero racional
que [b1, . . . , bm + 1]. Este hecho permite que, ocasionalmente, podamos suponer que
la longitud de la representacio´n de un racional es par o impar segu´n convenga. Por
otro lado obliga a que, si se quiere tener una representacio´n u´nica [a1, . . . , an] para
un racional x, tendremos que an˜adir la condicio´n an ≥ 2 siempre que n ≥ 2:
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Teorema 8. Hay una correspondencia biyectiva entre nu´meros racionales y fraccio-
nes continuas simples finitas [a1, . . . , an] con la condicio´n an ≥ 2.
Demostracio´n. Basta demostrar que la representacio´n de un nu´mero racional x
como fraccio´n continua es u´nica. Supongamos que las dos fracciones simples finitas
[a1, a2, . . . , an] y [b1, b2, . . . , bm] representan el mismo nu´mero racional x, esto es:
x = [a1, a2, . . . , an] = [b1, b2, . . . , bm], donde ak > 1, bj > 1, k,m > 1
Veamos entonces que ambas fracciones son la misma, es decir, que n = m y
ai = bi, i = 1, 2, . . ..
Si n = 1, entonces x ∈ Z y por lo tanto tambie´n m = 1 y a1 = b1. Si n,m > 1,
tendremos x = a1+
1
[a2,...,an]
= b1+
1
[b2,...,bm]
. Puesto que [a1, . . . , an] y [b1, . . . , bm] sean
mayores que 1, necesariamente a1 = bxc y b1 = bxc. Por lo tanto a1 = b1. Como
consecuencia tambie´n [a2, . . . , an] = [b2, . . . , bm] y podemos continuar el proceso
inductivamente. Por tanto n = m y a2 = b2, a3 = b3, . . . , an = bm.

Nota 6. A partir del Teorema anterior no distinguiremos el nu´mero racional x de
su representacio´n como fraccio´n continua [a1, . . . , an], de manera que usaremos la
expresio´n: ” sea x = [a1, . . . , an] una fraccio´n continua finita simple” y entendemos
que x ∈ Q.
Dada la fraccio´n continua finita simple x = [a1, . . . , an], su i-e´simo convergente
(1 ≤ i ≤ n) ci = [a1, . . . , an] es tambie´n un nu´mero racional y los nu´meros pi y qi
son enteros. De hecho, la proposicio´n 7 implica (por el Teorema de Bezout) que pi
y qi son primos entre si. Por tanto la igualdad ci =
pi
qi
expresa el nu´mero racional
ci como fraccio´n irreducible. Obse´rvese tambie´n que qi ≥ 0 ∀i, qi > 0 si i ≥ 1 y
q1 < q2 < . . . < qi < qi+1 < . . . < qn.
La ecuacio´n diofa´ntica ax+ by = c
Vamos a ver ahora como usar las fracciones continuas simples finitas en la reso-
lucio´n de ecuaciones diofa´nticas:
Vamos a considerar la ecuacio´n diofa´ntica aX+ bY = c donde a, b, c ∈ Z dados y
donde el objetivo es calcular todas las soluciones enteras, es decir los pares (x, y) ∈
ZxZ tales que ax + by = c. Como {aX + bY/X, Y ∈ Z} es el ideal (a, b) ⊂ Z, si
d = m.c.d(a, b) > 0, se tiene que (a, b) = (d) y si c ∈ (a, b), c ∈ (d) y d|c. Por tanto
podemos escribir
d(
a
d
x+
b
d
y) = c
,tenemos d(a′X + b′Y ) = c y hay solucio´n si y solo si d|c.
Ahora bien sean a′, b′, c′ el resultado de dividir a, b, c por d, tenemos por tanto
d(a′x+ b′y) = dc′
y la ecuacio´n inicial se reduces a esta, de manera que m.c.d(a′, b′) = 1, por lo que
podemos suponer que a, b son primos entre si.
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Teorema 9. La ecuacio´n ax + by = c, donde a y b son enteros y primos entre s´ı,
tiene un nu´mero infinito de soluciones enteras (x, y) ∈ Z2.
Demostracio´n. Primero vamos a ver la solucio´n de la ecuacio´n diofa´ntica ax+by =
1, para ello primero expresamos a
b
como una fraccio´n continua simple finita
a
b
= [a1, a2, . . . , an]
Usando que si an ≥ 2 [a1, . . . , an] = [a1, . . . , an−1, an − 1, 1] podemos suponer que n
es par. Es claro que a
b
= pn
qn
con qn > 0, y ya sabemos que
pnqn−1 − pn−1qn = (−1)n = 1.
a) Si b > 0, entonces b = qn y a = pn, por tanto tenemos que
aqn−1 − pn−1b = 1
y una solucio´n particular de la ecuacio´n sera´
(x, y) = (qn−1,−pn−1).
b) Si b < 0, entonces b = −qn, a = −pn, y se tiene
−aqn−1 + bpn−1 = 1
por lo que una solucio´n particular de la ecuacio´n diofa´ntica sera´
(x, y) = (−qn−1, pn−1).
Supongamos ahora que (x0, y0),(x1, y1) son dos soluciones de la ecuacio´n diofa´nti-
ca ax+ by = 1, tenemos por tanto
ax0 + by0 = 1 ax1 + by1 = 1
a(x0 − x1) + b(y0 − y1) = 0
a(x0 − x1) = b(y0 − y1).
Con lo que llegamos a que como a y b son primos entre s´ı, a divide a (y1 − y0) y
podemos escribir
y1 − y0 = ta t ∈ Z
y sustituyendo x0 − x1 = tb tendremos que:
x1 = x0 − tb
y1 = y0 + ta
para todo t ∈ Z. Evidentemente, dada la solucio´n (x0, y0), para cualquier k ∈ Z,
(x0− kb, y0 + kb) es tambie´n una solucio´n. Por lo tanto tenemos infinitas soluciones
a la ecuacio´n aX + bY = 1. Ahora es fa´cil ver las soluciones enteras de la ecuacio´n
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ax− by = c, ya que si (x0, y0) es una solucio´n particular de la ecuacio´n ax+ by = 1,
solo basta con multiplicar por c en ambos lados de manera que tenemos
a(cx0) + b(cy0) = c
y la solucio´n general de la ecuacio´n diofa´ntica sera´:
x = cx0 − tb
y = cy0 + ta
para todo t ∈ Z.

Ejemplo 13. Encontrar una solucio´n entera a la ecuacio´n 205x − 93y = 1, donde
los enteros 205 = 5 · 41 y 93 = 3 · 31 son coprimos , por lo que la ecuacio´n tiene
solucio´n.
Para resolverla vemos que se representa por la fraccio´n continua
205
93
= [2, 4, 1, 8, 2]. Como tiene un nu´mero impar de cocientes parciales, escribiremos
205
93
= [2, 4, 1, 8, 1, 1]
que es equivalente a la anterior y tiene un nu´mero par de cocientes. Realizamos
ahora
i -1 0 1 2 3 4 5 6
ai 2 4 1 8 1 1
pi 0 1 2 9 11 97 108 205
qi 1 0 1 4 5 44 49 93
ci
2
1
9
4
11
5
97
44
108
49
205
93
Aqu´ı n = 6, pn−1 = p5 = 108 = y0, qn−1 = q5 = 49 = x0, y por lo tanto, la
solucio´n de la ecuacio´n general 205x− 93y = 1 es
x = x0+tb = 49+93t y = y0+tb = 108+205t t = 0,±1,±2, . . .
2.3. Fracciones continuas infinitas
En esta seccio´n extenderemos el concepto de fraccio´n continua simple finita al
caso infinito.
Definicio´n 13. Una fraccio´n continua simple infinita es una sucesio´n de nu´meros
enteros {an}∞n=1 de manera que ak > 0 para todo k > 1. La expresaremos mediante
[a1, a2, . . .].
No´tese que para la fraccio´n continua simple infinita [a1, a2, . . .], para cada k ≥ 0
esta´n definidos los enteros pk y qk, y el k-e´simo convergente ck = [a1, . . . , ak] ∈ Q
(ya que su construccio´n solo depende de a1, . . . , ak). Usando las propiedades que
ya conocemos observamos que, por la Proposicio´n 7, c2 − c1 = 1q2q1 > 0 y que
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c3 − c2 = −1q3q2 < 0. Por lo tanto se tiene c2 > c1 y c3 < c2. Aplicando la misma
proposicio´n tenemos que
c3 − c1 = a3(−1)
2
q3q1
=
a3
q1q3
> 0.
Por lo tanto c1 < c3 < c2. Estos resultados se generalizan fa´cilmente proporcionando
el siguiente comportamiento de la sucesio´n de convergentes:
1. c1 < c3 < c5 < . . . y c2 > c4 > c6 > . . ..
2. Para k ∈ N, c2k > c2l+1 y c2k+1 < c2l para todo l ∈ N.
3. ck+1 esta´ comprendido entre ck−1 y ck.
Teorema 10. Sea {ai}i≥1 una sucesio´n de nu´meros enteros infinita, con ai ≥ 1 para
todo i > 1, y sea ci = [a1, . . . , ai]. Entonces la sucesio´n (ci)
∞
i=1 converge.
Demostracio´n. Acabamos de ver en la observacio´n anterior que los convergentes
esta´n ordenados de la siguiente manera:
c1 < c3 < c5 < . . . < c2n+1 < . . . < c2n < . . . < c6 < c4 < c2
Por tanto c2 > c4 > c6 > . . . > c2i . . . con i ∈ N y todos ellos son mayores que
c1. Por tanto la sucesio´n (c2i)i≥1 es decreciente y esta acotada inferiormente, por lo
tanto converge. Sea ahora
l´ım
k→∞
c2k = α1
Adema´s c1 < c3 < c5 < . . . < c2i+1 < . . ., todos ellos menores que c2k,para todo
k ∈ N, en particular menores que c2. Entonces la sucesio´n (c2i+1)i≥0 es creciente y
acotada, por tanto converge y sea por tanto
l´ım
k→∞
c2k+1 = α2
Veamos que si ambos l´ımites coinciden. No´tese que α2 ≤ α1, como ai ≥ 1 para todo
i ≥ 2 y q0, q1 ≥ 1, razonando por induccio´n sobre j llegamos a que
qj = ajqj−1 + qj−2 ≥ j − 1 ∀j ≥ 1
Por tanto
c2i+1 − c2i = 1
q2i+1q2i
≤ 1
2i(2i− 1) ,
que tiende a cero cuando i tiende a infinito. Por tanto, ambas sucesiones convergen
al mismo l´ımite, α = α1 = α2 con
l´ım
k→∞
ck = α.

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Sea x ∈ R\Q un nu´mero irracional, usaremos la construccio´n hecha al comienzo
del cap´ıtulo de una fraccio´n continua asociadaa x. Sea x1 = x y tomamos a1 = bxc.
Tenemos x = a1 + (x1 − a1) = a1 + 1(1/x1+a1) . Definamos entonces x2 = 1x1−a1 ∈ R,
x1 > 1. No´tese que x = [a1, x2]. Sea k > 1 y supongamos construidos a1, . . . , ak−1 ∈
Z, con ai > 1 ∀i ≥ 2 y nu´meros reales x1, . . . , xk con x2, . . . , xk > 1 de manera que
x = [a1, . . . , ak−1, xk]. Definimos:
ak = bxkc xk+1 = 1
xk − ak
Es evidente que ak ≥ 1, xk+1 ∈ R y xk+1 > 1. (Obse´rvese que xk 6= ak, ya que
xk 6∈ Q). Tambie´n se tiene:
x = [a1, . . . , ak, xk+1] .
De esta forma construimos inductivamente una fraccio´n continua simple infinita
[a1, a2, . . .] asociada a x. Obse´rvese que se tiene tambie´n que la fraccio´n continua
asociada a xk es [ak, ak+1, . . .].
Proposicio´n 9. En las condiciones y con las restricciones anteriores. Sea ck el k-
e´simo convergente de x = [a1, . . . , ak, . . .]. Se tiene que c2k+1 < x < c2k ∀k ≥ 1.
Como consecuencia
x = l´ım
k→∞
ck
.
Demostracio´n. Dado que c1 = a1 < x y que a2 = bx2c < x2 tenemos que x =
a1 +
1
x2
< a1 +
1
a2
= c2. Por tanto c1 < x < c2. Supongamos, por induccio´n, que el
resultado es cierto para los convergentes d1, . . . , d2k de cualquier fraccio´n continua
simple [b1, . . . , bn, . . .] asociada a z, es decir supongamos que d2k−1 < z < d2k, y
apliquemos esta hipo´tesis a la fraccio´n [a2, . . . , an, . . .] asociada a x2. Tendremos
entonces d2k−1 < x2 < d2k. Ahora, observemos que cj = a1 + 1dj−1 ∀j ≥ 2 y por tanto
c2k+1 = a1 +
1
d2k
< a1 +
1
x2
= x < a1 +
1
d2k−1
= c2k.
Evidentemente, la condicio´n c2k+1 < x < c2k ∀k implica que l´ım c2k+1 ≤ x ≤ l´ım c2k
y por tanto l´ım
k→∞
ck = x.

Nota 7. La proposicio´n anterior pretende identificar de forma un´ıvoca un nu´mero
irracional x ∈ R\Q con su fraccio´n continua simple [a1, . . . , an, . . .]. Rec´ıprocamente,
cualquier fraccio´n continua simple (infinita) [b1, . . . , bn, . . .] define el nu´mero real
l´ımk→∞([b1, . . . , bk]) = y ambas construcciones son inversas una de la otra. Con la
biyeccio´n que ya conocemos para los racionales tenemos que:
Teorema 11. Existe una biyeccio´n entre el conjunto de los nu´meros reales y el
conjunto de las fracciones continuas simples (finitas o infinitas).
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Ejemplo 14. Escribiremos
√
2 como una fraccio´n continua simple infinita. El mayor
entero menor que
√
2 es a1 = 1, por tanto
√
2 = a1 +
1
x2
= 1 +
1
x2
Tenemos que x2 =
1
(
√
2−1) , es decir:
x2 =
1√
2− 1 ·
√
2 + 1√
2 + 1
=
√
2 + 1
Por lo que
√
2 = a1 +
1
x2
= 1 +
1
1 +
√
2
El mayor entero menor que x2 es a2 = 2 por lo tanto
x2 = a2 +
1
x3
= 2 +
1
x3
donde
x3 =
1
x2 − 2 =
1√
2− 1 =
√
2 + 1 > 1
Hasta aqu´ı tenemos
√
2 = 1 +
1
2 + 1
x3
= 1 +
1
2 + 1√
2+1
Ya que x3 =
√
2 + 1 = x2, se tendra´ que x4 = x5 = x6 = · · · iguales a
√
2 + 1.
Por tanto tenemos que
√
2 = [1, 2, 2, 2, 2, . . .]
Si partimos de x = [1, 2, 2, 2, 2, . . .] veamos si llegamos a que representa x =
√
2.
Tenemos que
x− 1 = 1
2 + 1
2+ 1
2+
...
,
tenemos entonces que
x = 1 +
1
2 +
(
1
2+ 1
2+
...
) = 1 + 1
2 + (x− 1) = 1 +
1
x+ 1
,
de donde vemos que x− 1 = 1
x+1
y tenemos (x− 1)(x+ 1) = 1, es decir x2 = 2.
Por lo tanto x =
√
2, ya que x > 0.
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2.4. Fracciones continuas perio´dicas
El ejemplo anterior nos da pie para ver que´ sucede cuando la fraccio´n continua
es ”perio´dica”.
Definicio´n 14. Una fraccio´n continua perio´dica es una fraccio´n continua simple de
la forma
[a1, a2, . . . , an, an+1, an+2, . . . , an+m] ,
donde n y m son enteros con n ≥ 0 y m ≥ 1. El periodo es la sucesio´n de los te´rminos
an+1, an+2, . . . , an+m que se repiten indefinidamente y la longitud del periodo es m.
Si n = 0 se dice que la fraccio´n continua es perio´dica pura.
Definicio´n 15. Se dice que un nu´mero es un irracional cuadra´tico si es una solucio´n
irracional de una ecuacio´n cuadra´tica ax2 + bx+ c = 0 con a, b, c enteros y a 6= 0.
Teorema 12. Toda fraccio´n continua perio´dica representa un irracional cuadra´tico.
Demostracio´n. Sea x = [a1, a2, . . . , an, an+1, an+2, . . . , an+m] una fraccio´n continua
perio´dica. Entonces podemos expresar x = [a1, . . . , an, y] con
y = [an+1, an+2, . . . , an+m] .
Como y = [an+1, an+2, . . . , an+m, an+1, an+2, . . . , an+m] tengo entonces que
y = [an+1, an+2, . . . , an+m, y]. Sea ci =
pi
qi
el i-e´simo convergente de la expresio´n de y
como fraccio´n continua, entonces:
y =
ypm + pm−1
yqm + qm−1
y por lo tanto:
qmy
2 + y(qm−1 − pm)− pm−1 = 0.
Con lo que llegamos a que y es un nu´mero irracional cuadra´tico, ya que satis-
face una ecuacio´n de segundo grado con coeficientes enteros. Por los resultados del
Cap´ıtulo 1, sabemos que existe d ∈ Z, d > 1 libre de cuadrados de manera que
y ∈ Q(√d), por tanto existen r, s nu´meros racionales u´nicos tales que y = r + s√d.
Por otra parte, como x = [a1, . . . , an, y], sabemos que
x =
yp′n + p
′
n−1
yq′n + q
′
n−1
donde p
′
n
q′n
y
p′n−1
q′n−1
son los u´ltimos convergentes para [a1, . . . , an].
Puesto que y ∈ Q(√d), y p′n−1, p′n, q′n−1, q′n son enteros tambie´n x ∈ Q(
√
d), ya
que Q(
√
d) es un cuerpo.
Es decir, x = r′ + s′
√
d con r′, s′ ∈ Q. Adema´s s′ 6= 0 pues x esta´ representado
por una fraccio´n continua simple infinita, por lo tanto x es un irracional cuadra´tico
y toda fraccio´n continua perio´dica representa un irracional cuadra´tico.

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Teorema 13. Si a1, a2, . . . , an son enteros positivos, la fraccio´n continua perio´dica
pura
α = [a1, a2, . . . , an]
es mayor que 1 y es un nu´mero irracional cuadra´tico. Sea β = [an, an−1, . . . , a1]
entonces α′ = −1
β
es la segunda ra´ız, o la ra´ız conjugada, de la ecuacio´n cuadra´tica
que satisface α, y α′ esta´ entre −1 y 0.
Demostracio´n. La primera parte del teorema ya la vimos en el teorema anterior,
veamos la segunda parte. Tenemos que:
[a1, a2, . . . , an] =
pn
qn
con pn = anpn−1 + pn−2 y tenemos que
pn
pn−1
= an +
1
pn−1
pn−2
y razonando por induccio´n
tenemos que pn−1
pn−2
= [an−1, . . . , a1] y por tanto
pn
pn−1
= [an, an−1, . . . , a1].
Sea ahora p′i, q
′
i los enteros correspondientes a la fraccio´n continua [an, . . . , a1].
Tendremos entonces
pn
pn−1
=
p′n
q′n
.
Razonando de la misma forma con qn = anqn−1 + qn−2 tendremos que
qn
qn−1
= [an, an−1, . . . , a2] =
p′n−1
q′n−1
Puesto que en este caso todos son perio´dicos tendremos que:
p′n = pn p
′
n−1 = qn
q′n = pn−1 q
′
n−1 = qn−1
Recordemos que la ecuacio´n cuadra´tica obtenida en el teorema anterior para α es:
qnα
2 − (pn − qn−1)α− pn−1 = 0
Sea ahora β = [an, an−1, . . . , a1] tenemos que
β =
βp′n + p
′
n−1
βq′n + q
′
n−1
=
βpn + qn
βpn−1 + qn−1
y por lo tanto β satisface la ecuacio´n pn−1β2−(pn−qn−1)β−qn = 0, que es equivalente
a la ecuacio´n:
qn(
−1
β
)2 − (pn − qn−1)(−1
β
)− pn−1 = 0
Por tanto la ecuacio´n cuadra´tica qnx
2− (pn− qn−1)x− pn−1 = 0 tiene dos ra´ıces
x1 = α y x2 =
−1
β
. Como β representa la fraccio´n perio´dica pura [an, an−1, . . . , a1],
donde an, an−1, . . . , a1 son todos enteros positivos, entonces tenemos β > 1, 0 < 1β <
1, y por tanto −1 < −1
β
< 0.

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Definicio´n 16. Un irracional cuadra´tico α se dice que es reducido si α es mayor
que 1 y su conjugado α, esta´ entre −1 y 0.
Nota 8. Sea D ∈ Z, D > 0 con √D ∈ R+ irracional, es decir D no es un cuadrado
perfecto, y α = p+
√
D
q
con p, q ∈ Z, q > 0. El conjugado de α es α = p−
√
D
q
.
Supongamos que α es reducido, es decir α > 1 y −1 < α < 0. Puesto que α+α > 0
se tiene que 2p
q
> 0 y por tanto p > 0. Por otro lado α = p−
√
D
q
< 0 implica p <
√
D.
As´ı pues tendremos
0 < p <
√
D.
La desigualdad α > 1 implica que p +
√
D > q y la desigualdad α > −1 que
p−√D > −q, es decir q > √D− p > 0. Por lo tanto √D− p < q < √D+ p. Como
consecuencia tenemos:
Lema 4. Sea D ∈ Z, D > 0 con √D irracional. Entonces hay solo un nu´mero finito
de racionales cuadra´ticos reducidos de la forma p+
√
D
q
con p, q ∈ Z, q > 0.
Sea α > 1 un irracional cuadra´tico reducido, α es ra´ız de una ecuacio´n cuadra´tica
de la forma ax2 + bx+ c = 0 con a, b, c enteros, a > 0. Tenemos entonces
α =
−b+√b2 − 4ac
2a
=
k +
√
D
h
con D = b2 − 4ac > 0 el discriminante, h = 2a y k = −b. Puesto que α es reducido,
tambie´n α = k−
√
D
h
∈ (−1, 0).
Sea a1 = bxc y α1 = 1α−a1 . No´tese que α = a1 + 1α1 . Tenemos entonces:
Lema 5. α1 es un irracional cuadra´tico reducido de la forma α1 =
k1+
√
D
h1
.
Demostracio´n. Sabemos que aα2+bα+c = 0, sustituyendo α = a1+
1
α1
tendremos:
a
(
a1 +
1
α1
)2
+ b
(
a1 +
1
α1
)
+ c = 0
operando en esta ecuacio´n obtenemos:
a(α1a1 + 1)
2 + bα1(a1α1 + 1) + cα
2
1 = 0
y por tanto Aα21 +Bα1 + c = 0, siendo A = aa
2
1 + ba1 + c, B = 2aa1 + b, C = a. El
discriminante de esta ecuacio´n es:
A2 = B2 − 4AC = (2a1a+ b)2 − 4c(a21a+ ba1 + c) = b2 − 4ac = D
y como consecuencia
α1 =
k1 +
√
D
h1
siendo k1 = −b− 2ca1, h1 = 2(aa21 + ba1 + c). Sabemos entonces que α1 > 1, la ra´ız
conjugada de α1 es:
α1 =
( 1
α− a1
)
=
1
α− a1 .
Como a1 ≥ A y α ∈ (−1, 0) tendremos que a1 − α > 1 y por tanto α1 > −1. Es
necesario ver que α1 < 0 y como consecuencia, α1 ∈ (−1, 0) y α1 es un irracional
cuadra´tico reducido.
Observemos que tambie´n β = −1
α
es un irracional cuadra´tico reducido.
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
Teorema 14. Si α > 1 es un irracional cuadra´tico reducido, entonces la fraccio´n
continua para α es perio´dica pura.
Demostracio´n. La construccio´n de la fraccio´n continua de α, [a1, . . . , an, . . .] calcu-
la recursivamente α = α0, α1, . . . irracionales cuadra´ticos y enteros a1, . . . , an, . . . de
manera que α = [a1, . . . , an, αn], an+1 = bαnc. Por el lema anterior, αn es reducido
y pertenece al conjunto:
I =
{
β =
p+
√
D
q
: q > 0; β reducido
}
Por el Lema 4, I es un conjunto finito, por tanto existen k, l, k < l mı´nimos con
αk = αl. El Teorema se deduce entonces de las siguientes afirmaciones:
i) Si αk = αl entonces αk+i = αl+i ∀i ≥ 0.
ii) k = 0.
Para probar i) es suficiente demostrar que si αk = αl, entonces αk+1 = αl+1. Puesto
que
αk = ak+1 +
1
αk+1
= αl = al+1 +
1
α l+1
y, como ak+1 y al+1 son los mayores enteros menores que αk y αl respectivamente se
tiene que ak+1 = al+1 y por tanto para αk+1 = αl+1.
Podemos repetir el mismo argumento para αk+2 = αl+2, αk+3 = αl+3, . . .
Para probar ii) veamos que αk = αl implica que αk−1 = αl−1. Para esto, usaremos
los conjugados de los cocientes completos αk y αl obteniendo αk = α se tiene
βk =
−1
αk
=
−1
αl
= βl
Ahora si k 6= 0, tenemos
αk−1 = ak +
1
αk
y αl−1 = al +
1
αl
tomamos conjugados
αk−1 = ak +
1
αk
y αl−1 = al +
1
αl
y por tanto
− 1
αk
= ak − αk−1 y − 1
l
= al − l − 1
que es lo mismo que
βk = ak +
1
βk−1
y βl = al +
1
βl−1
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Ya que αk−1, αl−1 son reducidos, tenemos
−1 < αk−1 < 0 y − 1 < αl−1 < 0
por tanto
0 < −αk−1 = 1
βk−1
< 1 y 0 < −αl−1 = 1
βl−1
< 1
Llegamos a que ak, al son los mayores enteros menores que βk, βl, respectivamen-
te, y ya que βk = βl se tiene que ak = al y por lo tanto
αk−1 = ak +
1
αk
= al +
1
αl
= αl−1
Por tanto αk = αl implica αk−1 = αl−1
Ahora bien si k−1 6= 0, esto es, si αk no es el primer cociente completo, repetimos
el proceso k veces para probar que αk−k = α0 = αl−k = αs.
Por tanto si expresamos el irracional cuadra´tico como una fraccio´n continua
tenemos las ecuaciones:
α = a1 +
1
α1
α1 = a2 +
1
α2
. . . . . . . . .
αs−2 = as−1 +
1
αs−1
αs−1 = as +
1
αs
= as +
1
α
donde α, α1, α2, . . . , αs−1, son todos diferentes, y donde αs = α, esto es, donde
se repite α.
Ya que para cada αk > 1, existe exactamente un mayor entero ak menor que αk,
es claro que la sucesio´n a1, a2, . . . , as se repetira´:
αs = as−1 +
1
αs+1
= α0 = a1 +
1
α1
Por tanto la fraccio´n continua para α tendra´ la forma
α = [a1, a2, . . . , as]
que es una fraccio´n perio´dica pura.

Teorema 15. (de Lagrange) Cualquier nu´mero irracional cuadra´tico α se puede
expresar como una fraccio´n continua que es perio´dica de un punto en adelante.
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Demostracio´n. Sea la expresio´n de α
α = [a1, a2, . . . , an+1, αn+1].
Entonces sabemos que
α =
αn+1pn + pn−1
αn+1qn + qn−1
,
donde α y αn+1 son irracionales cuadra´ticos y αn+1 > 1. Tomando conjugados a
ambos lados de la ecuacio´n tenemos
α =
αn+1pn + pn−1
αn+1qn + qn−1
y despejando αn+1
αn+1 = −αqn−1 − pn−1
αqn − pn =
−qn−1
qn
(
α− pn−1
qn−1
α− pn
qn
)
=
−qn−1
qn
(α− cn−1
α− cn
)
donde cn−1 =
pn−1
qn−1
y cn =
pn
qn
. Puesto que cn −→ α si n −→∞ tendremos
l´ım
n→∞
α− cn−1
α− cn =
α− α
α− α = 1.
Tambie´n sabemos que los convergentes cn son alternativamente menores y ma-
yores que α y por tanto la fraccio´n α−cn−1
α−cn sera´ alternativamente mayor y menor que
1. Tambie´n sabemos que qn y qn−1 son ambos enteros positivos y que 0 < qn−1 < qn
por tanto qn−1
qn
< 1.
Una vez encontrado un valor n que haga α−cn−1
α−cn significativamente menor que
1, el valor de αn−1 =
−qn−1
qn
(
α−cn−1
α−cn
)
estara´ entre −1 y 0. Esto prueba que αn+1 es
reducido , por el teorema anterior la fraccio´n continua para α sera´ perio´dica, desde
ah´ı, y queda probado el teorema.

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Cap´ıtulo 3
La ecuacio´n de Pell
En este cap´ıtulo vamos a discutir las soluciones enteras x e y de la ecuacio´n
x2 − dy2 = ±1
donde d > 0 es un entero, y adema´s supondremos que d es un entero libre
de cuadrados. A esta ecuacio´n la llamaremos ecuacio´n de Pell, el nombre de esta
ecuacio´n lo puso Euler, que la atribuyo´ a John Pell(1610-1685) por error ya que el
estudio profundo de estas ecuaciones lo realizo´ Brouncker. Aunque Brouncker utilizo´
fracciones continuas y obtuvo soluciones, fue Lagrange el matema´tico que demostro´
que ten´ıa infinitas soluciones.
Como ya sabemos del Cap´ıtulo 1 una solucio´n de la ecuacio´n de Pell x2−dy2 = ±1
proporciona una unidad x+y
√
d del anillo Z[
√
d], no obstante las soluciones de dicha
ecuacio´n aparecen de forma distinta en problemas muy antiguos. Mencionaremos el
que seguramente es el ma´s famoso: el problema ”bovino” (o del ganado) de Arqu´ıme-
des:
El dios Sol ten´ıa un reban˜o formado por un cierto nu´mero de toros blancos,
negros, moteados y amarillos, as´ı como vacas de los mismos colores. De tal forma
que:
El nu´mero de toros blancos es la mitad y la tercera parte de los negros ma´s
los amarillos.
El nu´mero de toros negros es igual a la cuarta ma´s la quinta parte de los
moteados ma´s los amarillos.
El nu´mero de toros moteados es igual a la sexta ma´s la se´ptima parte de los
blancos ma´s los amarillos.
El nu´mero de vacas blancas es igual a un tercio ma´s un cuarto de la suma de
los toros negros y las vacas negras.
El nu´mero de vacas negras es igual a la cuarta parte ma´s la quinta parte de la
suma de los toros moteados ma´s las vacas moteadas.
El nu´mero de vacas moteadas es igual a la quinta ma´s la sexta parte de la
suma de los toros amarillos mas las vacas amarillas.
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El nu´mero de vacas amarillas es igual a la sexta ma´s la se´ptima parte de la
suma de los toros blancos ma´s las vacas blancas.
Resolver el problema as´ı planteado supone, segu´n Arqu´ımedes, un conocimiento
avanzado de las matema´ticas. No obstante, se an˜aden otras dos condiciones adicio-
nales:
La suma de los toros blancos y los negros es un nu´mero cuadrado.
La suma de los toros moteados y amarillos es un nu´mero triangular.
El problema se resuelve mediante un sistema de 9 ecuaciones (dos de ellas
cuadra´ticas y el resto lineales) con 10 inco´gnitas. Tras eliminar variables el pro-
blema se reduce a encontrar una solucio´n de la ecuacio´n
x2 − 4729494y2 = 1
con x e y enteros, ecuacio´n que en su d´ıa Arqu´ımedes no logro´ resolver.
En este cap´ıtulo d denota siempre un entero positivo libre de cuadrados. Ya
sabemos (Cap´ıtulo 1) que hay infinitas unidades en Z[
√
d], de hecho si ε = x+ y
√
d
es la menor solucio´n mayor que 1 (la solucio´n fundamental) se tiene que
Z[
√
d]∗ = {±εn : n ∈ Z}.
Dado que hay infinitas unidades η = x+ y
√
d con x, y > 1, la expresio´n
x− y
√
d =
±1
x+ y
√
d
tiende a 0 cuando x, y crecen. Por tanto la fraccio´n x
y
debe ”aproximarse” a
√
d.
Esto nos lleva a analizar las aproximaciones racionales de
√
d y el posible ca´lculo
mediante los convergentes de la fraccio´n continua de
√
d.
3.1. Ca´lculo de una solucio´n
Una consecuencia de los resultados del cap´ıtulo anterior es:
Proposicio´n 10. Sea m > 0 un entero que no es un cuadrado perfecto entonces
√
m = [a1, a2, . . . , an, 2a1]
donde a2, . . . , an son sime´tricos, es decir, a2 = an, a3 = an−1, . . .
Demostracio´n. Si m > 0 es un entero que no es un cuadrado perfecto, la fraccio´n
continua para
√
m tiene una forma interesante. Notese primero que
√
m > 1 y por
tanto −√N no pertenece a −1 y 0, por tanto √m no es reducido y su fraccio´n
continua no es perio´dica pura.
Por otro lado, si a1 es el mayor entero menor que
√
m, el nu´mero
√
m + a1, es
mayor que 1 y su conjugado −√m + a1 esta´ entre −1 y 0, por tanto
√
m + a1 es
reducido.
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Si
√
m = [a1, . . . , an, . . .] tendremos que
√
m+ a1 = [2a1, a2, . . .]
y, ya que esta fraccio´n es perio´dica pura, debe tener la forma:
α =
√
m+ a1 = [2a1, a2, . . . , an] .
Por consiguiente, la fraccio´n continua de
√
m sera´
√
m = [a1, a2, . . . , an, 2a1]
donde el periodo empieza despue´s del primer te´rmino y termina con el te´rmino 2a1.
Veamos dos ejemplos:
√
29 = [5, 2, 1, 1, 2, 10]√
19 = [4, 2, 1, 3, 1, 2, 8] .
No´tese que, a excepcio´n del te´rmino 2a1, la parte perio´dica es sime´trica. La parte
sime´trica puede tener o no un te´rmino central.
Para ver ma´s sobre la simetr´ıa, como ya hemos visto que si α = −√m + a1 es
el conjugado de α = a1 +
√
m, entonces la expresio´n de −1
α
es la misma que la de α
pero con el periodo inverso. Por lo tanto, revertiendo el proceso se tiene
−1
α
=
1√
m− a1 = [an, . . . , 2a1] .
Por otro lado, con la expresio´n de
√
m resta´ndole a1 tendremos que
√
m− a1 = [0, a2, . . . , an, 2a1]
y el inverso de esta expresio´n
1√
m− a1 = [a2, . . . , an, 2a1]
Sabemos,sin embargo, que la expresio´n en una fraccio´n continua es u´nica, por lo
tanto concluimos que
an = a2, an−1 = a3, . . . , a3 = an−1, a2 = an
Por tanto
√
m = [a1, a2, a3 . . . , a4, a3, a2, 2a1] .

Veamos que a partir de este resultado podemos ya encontrar una solucio´n:
Teorema 16. Sea d > 1 libre de cuadrados y supongamos que
√
d = [a1, a2, . . . , an, 2a1].
Entonces p2n − dq2n = (−1)n y p22n − dq22n = 1. Como consecuencia, si n es impar
(x, y) = (pn, qn) es una solucio´n de x
2− dy2 = −1 y (p2n, q2n) de x2− dy2 = 1. Si n
par (x, y) = (pn, qn) es solucio´n de x
2 − dy2 = 1.
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Demostracio´n. La fraccio´n continua de
√
d es lo u´nico necesario para resolver la
ecuacio´n x2 − dy2 = ±1. Sabemos que :
√
d = [a1, a2, . . . , an, 2a1] = [a1, a2, . . . , an, αn+1]
donde
αn+1 = [2a1, a2, . . . , an] =
√
d+ a1 .
Usaremos tambie´n que √
d =
αn+1pn + pn−1
αn+1qn + qn−1
,
donde pn−1, qn−1, pn y qn son los enteros ya conocidos, que facilitan los convergentes
cn−1 =
pn−1
qn−1
y cn =
pn
qn
justo antes del te´rmino 2a1. Si sustituimos αn+1 obtenemos
que
√
d =
(
√
d+ a1)pn + pn−1
(
√
d+ a1)qn + qn−1
,
por tanto √
d(
√
d+ a1)qn + qn−1
√
d = (
√
d+ a1)pn + pn−1,
que es equivalente a
dqn + (a1qn + qn−1)
√
d = (a1pn + pn−1) + pn
√
d.
Esta ecuacio´n tiene la forma a+b
√
d = c+d
√
d donde a, b, c, d son enteros y
√
d es
irracional, y esto implica que a = c y b = c. Por tanto se tiene que dqn = a1pn+pn−1
y a1qn + qn−1 = pn.
Despejando en estas ecuaciones pn−1 y qn−1 en te´rminos de pn y qn tenemos
pn−1 = dqn − a1pn y qn−1 = pn − a1qn
Adema´s por la igualdad ya conocida pnqn−1 − qnpn−1 = (−1)n y sustituyendo
pn−1 y qn−1 de lo anterior tenemos
pn(pn − a1qn)− qn(dqn − a1pn) = (−1)n
esto es
p2n − dq2n = (−1)n.
Si n es par, esta ecuacio´n sera´
p2n − dq2n = (−1)n = 1
y por tanto, una solucio´n particular de la ecuacio´n de Pell x2 − dy2 = 1 sera´
x1 = pn y1 = qn.
Si n es impar, entonces p2n − dq2n = (−1)n = −1 y una solucio´n particular de la
ecuacio´n de Pell x2 − dy2 = −1 sera´ x1 = pn e y1 = qn.
Si n es impar y queremos encontrar una solucio´n particular de la ecuacio´n
x2− dy2 = 1, buscamos la solucio´n en el segundo periodo de la fraccio´n continua de√
d de este modo tomamos el te´rmino a2n como sigue
√
d = [a1, . . . , an, 2a1, a2, . . . , an, 2a1, . . .]
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por tanto el te´rmino an cuando aparece otra vez, es el te´rmino 2n-e´simo, entonces
p22n − dq22n = (−1)2n = 1
y x1 = p2n e y1 = q2n nos da una solucio´n particular de la ecuacio´n x
2 − dy2 = 1.
Esto nos muestra que siempre podemos encontrar soluciones particulares a la
ecuacio´n x2− dy2 = 1y alguna vez soluciones de la ecuacio´n x2− dy2 = −1. Esto se
debe a que no todas la ecuaciones x2 − dy2 = −1 tienen soluciones enteras.

Ejemplo 15. Encontrar una solucio´n particular de la ecuacio´n x2 − 21y2 = 1.
Aqu´ı d = 21, y la fraccio´n continua es
√
21 = [4, 1, 1, 2, 1, 1, 8]
donde vemos que an = a6, por tanto n = 6. y es un nu´mero par. Calculamos c6 =
55
12
y tenemos
x1 = p6 = 55 y1 = q6 = 12
y
x21 − 21y21 = 552 − 21 · 122 = 3025− 3024 = 1
por tanto son soluciones particulares de la ecuacio´n.
La solucio´n que calculamos en el Teorema es , de hecho, la solucio´n fundamental,
pero este hecho no es inmediato.
3.2. Aproximaciones racionales
Sea ξ ∈ R \Q irracional y ξ = [a1, a2, . . .] su desarrollo como fraccio´n continua.
Como ya sabemos la sucesio´n de convergentes cn =
pn
qn
; n ≥ 1 de ξ verifica que
l´ımn→∞ cn = ξ. Veamos algunos resultados ma´s precisos en esta seccio´n:
Proposicio´n 11. Se tiene que:
1
qn(qn + qn+1)
<
∣∣∣ξ − pn
qn
∣∣∣ < 1
qnqn+1
y como consecuencia: ∣∣∣ξ − pn
qn
∣∣∣ < 1
q2n
.
Demostracio´n. A partir de ξ = [a1, . . . , an, ξn+1] con ξn+1 = [an+1, . . .] sabemos
que
ξ =
ξpn + pn−1
ξqn + qn−1
.
Ahora en la expresio´n de ξ − pn
qn
obtenemos que∣∣∣ξ − pn
qn
∣∣∣ = 1
qn(qnξn+1 + qn−1)
. (∗)
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Usando las desigualdades :
qn+1 = an+1qn + qn−1 < ξn+1qn + qn−1 < qn(an + 1) + qn−1 = qn+1 + qn
en (*), se obtiene que
1
qn(qn + qn+1)
<
∣∣∣ξ − pn
qn
∣∣∣ < 1
qnqn+1
.
La segunda desigualdad del enunciado es inmediata ya que qn < qn+1.

El siguiente resultado precisa el alcance de los convergentes {cn} en base a pro-
porcionar ”buenas” aproximaciones de un nu´mero real.
Teorema 17. (a) Sea ξ un nu´mero irracional y ci =
pi
qi
, i ∈ N, el i-e´simo con-
vergente de la fraccio´n continua simple de ξ. Si r, s ∈ Z con s > 0 y k es un
entero positivo tal que
|sξ − r| < |qkξ − pk| ,
entonces s ≥ qk+1.
(b) Si ξ es un nu´mero irracional, y es r
s
un nu´mero racional con s > 0 tal que
∣∣∣ξ − r
s
∣∣∣ < 1
2s2
,
entonces r
s
es un convergente de la fraccio´n continua de ξ.
Demostracio´n. (a) Razonemos por reduccio´n al absurdo, suponiendo que
1 ≤ y < qk+1. Para cada k ≥ 0 consideremos el sistema de ecuaciones lineales
pkx+ pk+1y = r
qkx+ qk+1y = s .
Utilizando eliminacio´n gaussiana obtenemos:
(pkqk+1 − pk+1qk)x = rqk+1 − spk+1
(pk+1qk − pkqk+1)y = rqk − spk .
Ya es conocida la igualdad pkqk+1 − pk+1qk = (−1)k del capitulo anterior, por lo
que la solucio´n del sistema esta dada por
x = (−1)k−1(spk+1 − rqk+1)
y = (−1)k−1(rqk − spk) .
Probaremos que x e y son no nulos y tienen distinto signo. Supongamos que
x = 0, entonces r
s
= pk+1
qk+1
. Puesto que (pk+1, qk+1) = 1, esto implica que qk+1|s,
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qk+1 ≤ s lo cual es una contradiccio´n. Supongamos ahora y = 0, entonces r = pkx,
s = qkx, entonces
|sξ − r| = |x||qkξ − pk| ≥ |qkξ − pk|
lo cual es una contradiccio´n, luego x e y son ambos no nulos.
Supongamos ahora que y < 0. Como qkx = s− qk+1y con qi > 0, tenemos x > 0.
Si y > 0, entonces qk+1y ≥ qk+1 > s, tenemos qkx = s− qk+1y < 0, luego x < 0.
Por otra parte si k es impar, tenemos la siguiente condicio´n
pk
qk
< ξ <
pk+1
qk+1
mientras que si k es par se tiene
pk+1
qk+1
< ξ <
pk
qk
En cada caso obtenemos que qkξ−pk y qk+1ξ−pk+1 tienen signos opuestos, luego
x(qkξ − pk) e y(qk+1ξ−pk+1) tienen el mismo signo, y por tanto
|sξ − r| = |(qkx+ qk+1y)ξ − (pkx+ pk+1y)|
= |x(qkξ − pk) + y(qk+1ξ − pk+1)|
= |x||qkξ − pk|+ |y||qk+1ξ − pk+1| ≥ |x||qkξ − pk| ≥ |qkξ − pk|
lo cual es una contradiccio´n. Obtenemos as´ı que s ≥ qk+1.
(b) Supongamos que x
y
no es un convergente de la fraccio´n continua de ξ, es decir
x
y
6= pi
qi
para todo i. Sea k el entero no negativo ma´s grande tal que y ≥ qk (entonces
y ≥ q0 = 1 y qk →∞ si k →∞). Entonces qk ≤ s ≤ qk+1 y por (a), tenemos
|qkξ − pk| ≤ |sξ − r| = s
∣∣∣ξ − r
s
∣∣∣ < 1
2s
,
luego
∣∣∣ξ − pkqk ∣∣∣ < 12sqk . Como rs 6= pkqk , se tiene |spk − rqk| ≥ 1 as´ı
1
sqk
≤ |spk − rqk|
sqk
=
∣∣∣pk
qk
− r
s
∣∣∣ = ∣∣∣pk
qk
− r
s
+ ξ − ξ
∣∣∣
≤
∣∣∣ξ − pk
qk
∣∣∣+ ∣∣∣ξ − r
s
∣∣∣ < 1
2sqk
+
1
2s2
Esto implica que 1
2sqk
< 1
2s2
, as´ı que qk > s, lo cual es una contradiccio´n.

3.3. La solucio´n general de la ecuacio´n de Pell
Veamos en primer lugar que todas las soluciones de la ecuacio´n x2 − dy2 = ±1
se pueden obtener a partir de los convergentes de la fraccio´n continua de
√
d.
Teorema 18. Sea k, d enteros con d > 0 libre de cuadrados y |k| < √d. Sea (x, y)
una solucio´n de la ecuacio´n x2−dy2 = k con x, y > 0. Entonces x
y
es un convergente
de
√
d.
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Demostracio´n. Supongamos primero que k es positivo. Tendremos que:
0 < x− y
√
d =
k
x+ y
√
d
<
√
d
x+ y
√
d
=
1
y( x
y
√
d
+ 1)
.
Como x > y
√
d deducimos que:∣∣∣x
y
−
√
d
∣∣∣ < 1
2y2
y por el Teorema anterior x
y
es un convergente de
√
d. Supongamos ahora que k es
negativo. A partir de la igualdad y2 − x2
d
= −k
d
obtenemos:
0 < y − x√
d
=
−(k
d
)
y + x√
d
<
1
y
√
d+ x
=
1
x(1 + y
√
d
x
)
y por tanto: ∣∣∣ 1√
d
− y
x
∣∣∣ < 1
2x2
.
Como antes, esto implica que x
y
es un convergente de ξ = 1√
d
. Si
√
d = [a1, a2, . . .], es
evidente que 1√
d
= [0, a1, a2, . . .]y es inmediata para los convergentes de
1√
d
(a partir
del segundo) si { 1
cn
}n≥1 siendo {cn} los de
√
d.

Teorema 19. Sea pn
qn
el n-e´simo convergente de la fraccio´n continua de
√
d con d
entero. Entonces, pn + qn
√
d es una unidad en Z[
√
d] si y solo si
√
d = [a1, a1, . . . , an, 2a1]
Si esto ocurre, entonces d(pn + qn
√
d) = (−1)n.
Demostracio´n. Supongamos p2n−dq2n = ±1. Veamos primero como el signo depende
de n. Hemos visto que
√
d esta´ entre los convergentes pn
qn
y pn+1
qn+1
. Por lo tanto, el signo
de pn
qn
− √d es el mismo que el de pn
qn
− pn+1
qn+1
, y por la igualdad pn+1qn − pnqn+1 =
(−1)n+1, el signo sera´ (−1)n. Por otro lado, pn+qn
√
d es positivo, por tanto tenemos
p2n − dq2n = (pn + qn
√
d)(pn − qn
√
d) = (−1)n
Tenemos
√
d = [a1, a2 . . . , an, α]. Resolviendo esta ecuacio´n para encontrar α,
tenemos por tanto √
d =
αpn + pn−1
αqn + qn−1
Esto nos da que (pn−qn
√
d)α = −(pn−1−qn−1
√
d), multiplicando por pn+qn
√
d,
tenemos
α = (−1)n+1(p−1 − qn−1
√
d)(pn + qn
√
d)
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Usando el hecho de que pnqn−1 − qnpn−1 = (−1)n, tenemos
α = c+
√
d, donde c = (−1)n(pnpn−1 − qnqn−1d)
En particular, esto nos dice que la fraccio´n continua de
√
d es perio´dica:
√
d = [a1, . . . , an, c+
√
d] = [a1, a2, . . . , an, c+ a1]
Rec´ıprocamente, asumimos que
√
d = [a1, a2, . . . , an, c+ a1] para algu´n entero c,
probaremos que N(pn + qn
√
d) = (−1)n y c = a1. Nuestra hipo´tesis implica que√
d = [a1, . . . , an, c+
√
d], y por lo tanto
√
d =
(c+
√
d)pn + pn−1
(c+
√
d)qn + qn−1
Expresaremos el lado derecho como x + y
√
d y comparamos coeficientes, multipli-
cando el numerador y denominador por (c−√d)qn + qn−1, de manera que
√
d =
(cpn +
√
dpn + pn−1)(cqn −
√
dqn + qn−1)
N
.
donde N = N(cqn + qn−1 +
√
dqn). Desarrollando y cancelando te´rminos tenemos
√
d =
(cpn + pn−1)(cqn + qn−1)− dpnqn +
√
d(pnqn−1 − qnpn−1)
N
.
Por u´ltimo comparamos coeficientes, tenemos que N = pnqn−1−qnpn−1 = (−1)n. Por
el teorema anterior tenemos que cqn+qn−1
qn
es un convergente de la fraccio´n continua
de
√
d y por tanto cqn + qn−1 = pn. En particular, N = N(pn + qn
√
d) = (−1)n.
La ecuacio´n cqn + qn−1 = pn, implica que c =
pn
qn
− pn−1
qn−1
, y tenemos
pn
qn
− 1 < c < pn
qn
.
Ya que b√dc ≤ pn
qn
≤ b√dc+ 1, por tanto:
b
√
dc − 1 < c < b
√
dc+ 1.
Como c es un entero, tenemos c = b√dc = a1. Por lo tanto,
√
d = [a1, a2, . . . , an, 2a0].

Observacio´n 6. Observemos que si tenemos una fraccio´n continua perio´dica
[a1, . . . , an, an+1, . . . , an+m]
tambie´n la podemos escribir como
[a1, . . . , an, an+1, . . . , an+m, an+m+1, . . . , an+km] ,
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de manera que la longitud del periodo (en esta u´ltima expresio´n) es mk para un
entero k > 0 cualquiera. Evidentemente, existe un m mı´nimo de manera que la
longitud del periodo es m.
El Teorema 18 nos asegura que cualquir solucio´n (x, y) de la ecuacio´n de Pell
x2 − dy2 = ±1 se obtiene a partir de un convergente de la fraccio´n continua de √d,√
d = [a1, . . . , am, . . .], es decir, x/y = pm/qm para algu´n m. Adema´s, el Teorema 19
nos garantiza que en ese caso se tiene que
√
d = [a1, a2, . . . , am, 2a1]. Por lo tanto
m es un mu´ltiplo de la longitud mı´nima del periodo de
√
d. Estos resultados, junto
con el Teorema 16 (alternativamente, el Teorema 19 tambie´n se podr´ıa utilizar en
este sentido) nos permiten asegurar:
Corolario 4. Sea
√
d = [a1, a2, . . . , an, 2a1] con n mı´nimo la fraccio´n continua pe-
rio´dica de
√
d. Entonces p2n − q2nd = (−1)n y en consecuencia, si n es par  =
pn + qn
√
d es la unidad fundamental de Z[
√
d] y si n es impar lo es  = p2n + q2n
√
d.
Los resultados anteriores completan el ca´lculo de las unidades del anillo Z[
√
d],
no obstante sabemos que si d ≡ 1 mo´d 4 el anillo de enteros de Q(√d) es Z[α, con
α = (1 +
√
α)/2. El resultado siguiente completa el ca´lculo de las unidades en este
caso y finaliza el problema que nos plantea´bamos.
Proposicio´n 12. Sea d ≡ 1 mo´d 4 libre de cuadrados, d > 1 y α = (1 + √d)/2.
Sea x− yα ∈ (−1, 1) una unidad en Z[α] con y > 0. Entonces, x
y
es un convergente
de expresio´n de α como una fraccio´n continua.
Demostracio´n. Sea A = x − yα. Como |A| < 1, se tiene que x > yα − 1 y en
particular x es positivo. Como A es una unidad, tenemos que |x− yα| · |x− yα| = 1.
Por lo tanto, ∣∣∣x
y
− α
∣∣∣ = 1|y| · |x− yα| .
Como x > yα − 1, tenemos que x− yα > δy − 1 donde δ = α − α. El nu´mero δ es√
d o 2
√
d, dependiendo de si d es o no congruente con 1 mo´dulo 4.
Supongamos ahora que y > 1
δ−2 . Esto implica que δy − 1 > 2y, y por lo tanto∣∣∣x
y
− α
∣∣∣ < 1
2y2
Esto nos dice que x
y
es un convergente de α.
Esto lleva a considerar los casos donde 1 ≤ y ≤ 1
2
√
2−2 . En particular, nosotros
tenemos δ < 3, que solamente ocurre en los casos d = 2 o d = 5. En el caso d = 2,
la desigualdad 1 ≤ y ≤ 1
2
√
2−2 implica y = 1. Ya que A = x −
√
2 es una unidad,
podemos ver facilmente que x = 1. El resultado es cierto en este caso porque 1
1
es
un convergente de
√
2. En el caso d = 5, la desigualdad 1 ≤ y < 1√
5−2 implica que
1 ≤ y < 5. Hay cuatro unidades A satisfaciendo las condiciones:
1− α, 2− α, 3− 2α, 5− 3α.
Debemos comprobar todas las fracciones 1
1
, 2
1
, 3
2
y 5
3
son convergentes de 1+
√
5
2
. Ma´s
au´n, la expresio´n de 1+
√
5
2
como una fraccio´n continua es [1, 1, . . .], y los convergentes
son los ratios de los sucesivos nu´meros de Fibonacci.

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