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INTRODUCTION 
The exposed and covered carbonate rocks, predominantly 
limestones, occupy more than a quarter of the continental 
areas. Nearly one sixth of the United States, except Alaska 
is underlain by limestone, gypsum, and other soluble rocks. 
Carbonate rocks are formed in tectonically less active 
regions, where a quantity of terrigenous material transported 
from peripheral areas toward the basin extends into a mass of 
dissolved carbonate components. The formation of carbonate 
rocks reached the peak during the median intervals of the 
Caledonian, Hercynian and Alpine tectonic phases. Carbonate 
deposits are displaced to a greater or smaller extent during 
the orogenic movements and are modified by karst processes. 
The word 'karst' is a term of Germanic origin referring 
to the extremely rough and rugged terrane that commonly 
develops on and in carbonate rocks, especially limestone and 
dolomite, where they are exposed or lie within a few hundred 
meters of the surface (U.S. National Coram, for the Inter. 
Hydrological Decade, 1976) . In Europe, the use of the term 
karst has been expanded such that it has become a synonym for 
limestone and other carbonate rocks themselves. In this study 
the term, karst, will be used for characteristic features 
developed at or near the present or former surfaces or for the 
terranes characterized by these features. 
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Besides their great economic value as a mineral resource, 
carbonate rocks contain between 35 and 50% of the world 
petroleum reserves, an important quantity of natural gas, and 
large amounts of groundwater. It is not only the extent of 
carbonate terranes and the productivity of their aquifers that 
engenders special attention. Their hydrology differs in 
several ways from that of other terranes. The main difference 
is due to the relatively high solubility of most carbonate 
materials. Hydrological characteristics, such as permeability, 
are often erratic, and not fixed with respect to time and 
space. The movement of water aids solution and thus increases 
permeability, which may lead to an increase in the amount of 
water in circulation. 
Carbonate rocks are fractured as a result of complex 
combinations of depositional conditions and deformational 
forces. The original pore structure is changed under the 
effect of these forces. As the water moves along the fracture 
planes, it dissolves the walls or precipitates carbonates. As 
a result the permeability of carbonate rocks may be widely 
variable within short distances. 
Water in carbonate rocks tends to move more freely along 
joints, fractures, and bedding planes than through the inter-
granular porosity of the rock material itself. It is esti­
mated that 40% of total infiltration is as slow percolation 
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and 40 to 60% as rapid percolation as measured in the 
Carboniferous Limestone at the Mendip Hills, England (Atkinson 
et al., 1973). The slowly percolating water is intercepted 
and conveyed to solution channels by fractures. 
The drainage basin, which is a conventional unit for 
hydrological studies, commonly is not a suitable unit for 
regions composed of fractured rocks such as limestone because 
the movement of groundwater in such regions is in many places 
independent of surface-drainage divides. Natural hydrological 
balances in carbonate terranes are readily disturbed by man's 
actions. The discharge of large springs, characteristic of 
many carbonate areas, is commonly sensitive to changes in 
groundwater levels, and pumping from wells—even several miles 
away—may quickly decrease the flow of the springs or even dry 
them up. Discharge fluctuates erratically, and sometimes 
virtually inexplicably, in many places. In many areas, it is 
difficult to depend on a carbonate system for the relatively 
uniform amounts of water needed by man. 
In general, carbonate terranes are not suitable for the 
disposal of wastes. If the permeability of the carbonate 
rocks is low, they do not accept waste easily or rapidly. If 
the permeability is moderate or high, wastes may be transported 
rapidly to points of discharge without time to be oxidized or 
otherwise purified. Extreme care therefore must be taken in 
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planning sanitary land fills, sewage plants, and other waste-
disposal facilities in carbonate terranes. 
Many of the problems which arise in the development and 
production of carbonate aquifers are uniquely characteristic 
of these aquifers; the problems result from the peculiarities 
of pore structure and the special chemistry of carbonate rocks. 
Much of the theory and many of the practices acceptable for 
granular media apply inexactly or not at all to carbonate 
systems. Fluid flow through highly fractured rocks or vugular 
limestones, for example, is a substantially different process 
from that through a homogeneous sandstone. In general, develop­
ment of groundwater in carbonate terranes requires a firm 
scientific understanding that can be translated into effective 
management programs. 
Objective 
The objective of this research is to develop a theoretical 
model of coupled saturated-unsaturated groundwater flow in 
carbonate rocks and its numerical solution for studying the 
relative importance of fractures and matrix. Such a study will 
provide theoretical explanations on the development of spring 
flow, movement of pollutants, influence of caves and solution 
channels on groundwater flow and development of solutional 
features in carbonate terrains. As a by product the study will 
also provide a theoretical tool in the analysis of heat 
5 
transport by seeping water as a geophysical method in the 
location of caves and solution channels. 
Method of Study 
The porosity of carbonate rocks can be grouped into two 
types; matrix porosity and fracture porosity. The large scale 
features, such as caves and solution channels, are a special 
case of fracture porosity. On the basis of the flow regime 
through these features, they are considered as boundaries in 
the flow domain. 
In this study the continuum approach is used in the 
development of the general flow equations. Such an approach 
considers the statistical behavior of fractures and inter-
granular pores. A representative volume is to be defined 
having the average geohydraulic properties of each geologic 
unit in the flow domain. This is a practical approach for the 
analysis of regional groundwater flow in carbonate rocks. 
Application of the principle of conservation of mass to 
the representative volume gives two sets of differential 
equations; one for flow through fractures and one for flow 
through intergranular pores. However, the geohydraulic 
properties of intergranular pores allows the assumption of 
quasi-steady state flow of groundwater and thereby simplifies 
the flow equation for the intergranular pores. The equations 
consider saturated and unsaturated flow in a double porosity 
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medium, and they are written in Cartesian coordinates. The 
coefficients of permeability, porosity, coefficient of compres­
sibility, and the moisture content are defined in terms of the 
space variables and the pressure head to allow anisotropy and 
hetoregeneity in the flow domain. 
The flow equations are nonlinear and parabolic, therefore 
implicit finite difference method of solution and its computer 
model of these equations is possible. The computer program is 
capable of solving steady state and transient flow problems in 
vertical cross sections. The mesh size can be variable. 
Internal source and sink areas, caves and solution channels ' 
can be modeled. 
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REVIEW OF LITERATURE 
Nature of Carbonate Rocks 
Because of the unique properties and world wide distribu­
tion, carbonate rocks have been studied extensively. A 
comprehensive survey of the progress of knowledge about 
hydrology of carbonate terranes is given by LaMoreaux et al., 
(1975). Abundant literature concerning carbonate rocks is 
available in the fields of geology, speleogy and groundwater. 
Porosity of carbonate rocks 
The most fundamental characteristic, of carbonate rocks 
is their pore structure. Classification and origin of the 
pore space in general and fractures in particular, as well as 
the geological aspects of fracturing the carbonate rocks may 
be found in the work of Archie (1952)• Chilingar et al.(1972), 
and Choquette and Pray (1970). An extensive analysis of 
porosity and permeability related to different types of rocks 
may be found in the work of Davis (1969). 
Porosity is recognized as an inherent characteristic of 
rocks in the analysis of groundwater flow. The carbonate 
sediment as deposited may have had a large porosity which has 
since been greatly reduced or obliterated by post depositional 
processes. Some porosity, however, may have been formed by 
other post-depositional processes. 
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One of the most comprehensive reviews of the subject of 
carbonate porosity is that of Choquette and Pray (1970). The 
pores and pore systems of sedimentary carbonates are normally 
complex both physically and genetically. The geometry of pore 
openings; their sizes, shapes, and the nature of their 
boundaries commonly show extreme variability. 
The size and shape complexity of pores in carbonate rocks 
is caused by many factors. It relates partly to the wide range 
in size and shape of carbonate minerals and partly to the 
size and shape variation of pores produced within sedimentary 
particles by skeletal secretion. Extensive size and shape 
variation relates in part to the filling of former openings by 
carbonate cement or internal sediment. The complexity of 
porosity in carbonate rocks is increased greatly by solution 
processes, which may produce pore space that precisely mimics 
the size and shape of depositional particles or form pores 
that are independent of both depositional particles and 
diagenetic crystal textures. Fracture openings also are 
common in carbonate rocks and can strongly influence solution. 
Pores range in size from openings of ly or less in diameter 
to openings hundreds of meters across. Size and shape 
complexity applies equally well to all openings, whether 
pores or pore interconnections. 
According to Choquette and Pray (1970), basic porosity 
falls into two classes: that related to fabric or textures 
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of the rock and that independent of it, Figure 1. Their 
analyses of pores relates the origin of the rock to the 
development of pore structures. Their classification points 
out the complexity of pore development for carbonate rocks. 
In the first group are pores present at the time of 
sediment accumulation and the second group are those formed 
later but not rock fabric controlled. The terms primary and 
secondary porosity are commonly used in this context. 
Important changes in porosity can occur between the time when 
sedimentary particles first form and the time when these 
particles come to rest at their final site of deposition and 
later burial. Afterward, formation, modification, and/or 
elimination of porosity can occur at any time or continuously 
during the post depositional period. Therefore there are no 
sharp boundaries between primary and secondary processes. 
The post depositional stage is the commonly long inter­
mediate period of deeper burial. Choquette and Pray (1970) 
refer to the time of early burial as eogenetic, the time of 
deeper burial as mesogenetic, and the late stage associated 
with erosion of long-buried carbonates as telogenetic. 
The telogenetic zone, which is termed as karst is studied 
separately from other zones of sedimentary carbohates. The 
major difference of this zone is its dynamic nature, both 
geologically and hydrologically. Solution by meteoric water 
is the major porosity forming process of this zone. Boring 
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Pray, 1970) 
11 
into a subaqueous erosion surface , fracture and breccia 
porosity consequent upon solution-collapse may be locally 
important. Porosity reduction processes are largely those of 
filling by internal sedimentation and precipitation from 
solution. 
Choquette and Pray (1970) classify carbonate porosity 
with respect to the time of pore origin, the pore size and 
shape, and pore abundance in fifteen types. Figure 2. Seven 
of them, which are interparticle, intraparticle, intercrystal, 
moldic, fenestral, fracture and vug porosity, are extremely 
common and volumetrically important, probably forming the bulk 
of pore space in most sedimentary carbonates. Pirson (1953) 
has distinguished and classified the porosity of petroleum 
reservoirs into three major types. According to Pirson (1953), 
three types of porosities are intergranular, consisting of the 
void spaces between mineral grains of the rock; vesicular, 
which results from leaching due to weathering; and fracture 
porosity, consisting of large-scale openings such as vugs, 
fissures, joints, etc. Such an approach mixes genetic and 
descriptive classifications of rock porosity, and therefore 
does not define the pore space in a rational manner. 
Swinnerton (1949), Warren and Root (1963), and Rofail (1967) 
distinguished only primary and secondary porosities, on the 
basis of primary porosity having low conductance and high 
storage and secondary porosity having low storage and high 
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in carbonate rocks (Choquette and Pray, 1970) 
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conductance. Choquette and Fray's classification is helpful 
in understanding the nature and origin of carbonate porosity; 
on the other hand, regrouping of the porosity with respect to 
flow behavior is necessary in the study of hydrodynamics of 
flow through carbonate rocks. 
The porosity of carbonate rocks can be grouped into two 
major types: matrix porosity and fracture porosity. Matrix 
porosity includes that porosity defined by Choquette and Pray 
as rock fabric selective whereas fracture porosity includes 
those openings not related to rock fabric. This type of 
grouping does not connote a specific time of formation of the 
nonfabric related fractures but does acknowledge that they are 
developed at some time after initial formation of the rock 
began. 
Matrix porosity then includes such terms as intergranular 
porosity, pore porosity and that commonly referred to as 
primary porosity. Fracture porosity includes all types of 
openings referred to as fissure, joint, and secondary porosity. 
This would also include solution channel and caves. 
In both categories size of openings is important. It 
can be shown that in the matrix porosity group, openings will 
be small and range in the order of microns. Vugs would be the 
only exception providing larger openings but they are sur­
rounded by other small groups and thus hydrodynamically behave 
like other matrix components. Fractures which have been 
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modified to form solution channels or even large openings such 
as caves still have a smaller area geometry and this can be 
considered all alike. A major factor that will have an 
effect on flow will be the vertical location of fracture 
system, i.e., depth below the land surface. Deeply buried 
caves will be under the influence of a pressure regime not in 
communication with the atmosphere and will behave like any 
fracture system hydrodynamically whereas if the cave system 
is open to the atmosphere a complex pressure distribution is 
developed. 
Quantification of the effect of fractures on fluid flow 
were originally seen in the works of Gibson (1948) and of 
Elkins (1953). The productivity of limestone of the Masjid-J-
Sulamain and the Haft-Kel field in southwestern Iran (Gibson, 
1948), and the well-known Spraberry oil field of western Texas 
(Elkins, 1953) are reported to exist solely because of 
fractures although the fractures form a negligible portion of 
total porosity in these reservoirs. 
An example of the importance of fractures on groundwater 
development is the Chalk aquifer in the United Kingdom; it 
supplies about 50 percent of the total use of groundwater in 
that country (Rodda et al., 1976). The Chalk is a soft white 
limestone with an overall porosity of 20 percent. The value 
of the rock as an aquifer depends on a small percentage of 
porosity of fractures. Compact carbonate rocks, such as 
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Carboniferous limestones of United Kingdom have very low 
intergranular porosity. It is reported that the specific 
yield from the body of the rock is negligible and groundwater 
flow is entirely along the fractures that have been enlarged 
by solution (Rodda et al., 1976). 
Torbarov (1976) notes the relationship between fracture 
porosity distribution in carbonate rocks and spring flow. 
This study is significant in that it indicates the possible 
effect of minor fracture systems acting as storage in spring 
flow rather than the existence of a single fracture system. 
Permeability and structural control 
Permeability In carbonate rocks, has distinct properties 
compared to other porous materials. It has a dynamic 
character due to the relation between circulation of water 
and solution of the rock. Many researchers have discussed 
permeability of carbonate rocks ( Swinnerton, 1949; Mandel, 
1967; Kiraly, 1975; and LeGrand and LaMoreaux, 1975, and 
others). 
Development of porosity and permeability of carbonate 
rocks is an interrelated process. The factors in the develop­
ment of carbonate porosity, such as soluble rocks, presence 
of carbonic acid, precipitation, openings in the rocks, 
topographic and structural setting of the rocks, and soil 
cover (LeGrand and LaMoreaux, 1975), are valid in the develop­
ment of permeability of carbonate rocks. 
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The permeable carbonate rocks of many regions show a history 
of consolidation, of losing their porosity, and of subsequent 
jointing and fracturing (LeGrand and LaMoreaux> 1975). The 
size of openings should decrease with depth of rock under the 
pressure of overlying rock bodies. Carbonate rocks so deeply 
buried that water cannot readily discharge from them do not 
develop large openings. Folded and faulted carbonate rocks 
that are confined in bands between other rocks, tend to have 
the circulation of water and solution restricted, i.e., inter-
bedded shale and limestone are not good candidates for solu­
tion activity. 
In near surface processes it is observed that, carbonate 
rocks with no soil cover tend to be much more resistant to 
erosion than do soil-covered carbonate rocks. Water entering 
the permeable cover percolates downward to the underlying 
carbonate rocks instead of running off on the surface of the 
rock. Also, the water becomes more corrosive as it percolates 
through the soil zone downward through a clastic cover to the 
underlying carbonate rocks (LeGrand and LaMoreaux, 1975). 
The relation of the recharge area to the discharge area 
in a karst region determines to a large extent the patterns of 
the solution channels and openings (LeGrand and LaMoreaux, 
1975). The size and frequency of these channels will depend 
on many factors involving the conditions in the recharge area, 
the volume of water that enters the recharge area, and the 
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rate at which the base level is lowered as perennial streams 
lower the discharge area, in addition to the other factors in 
the development of the permeability of carbonate rocks. Where 
the perennial streams cut through the rocks and into impervious 
beds underlying the carbonate rocks, the impervious rocks form 
a local base level for that circulation system. 
Where the discharge area is along a more or less straight 
line, such as a coast line or a valley, the lateral solution 
channels tend to be more or less parallel to each other. 
However, where the discharge area does not form a relatively 
straight line, the solution channels may have some other pat­
tern. The direction of movement of the water between recharge 
areas and discharge areas is affected by jointing and geo­
logic structures in addition to the relative position of 
discharge and recharge areas. 
Under water-table conditions, the zone of greatest 
porosity tends to develop just around the water table (LeGrand 
and LaMoreaux, 1975). Topography and position of carbonates 
below ground are important because of their direct effect on 
water circulation. Some circulation of water and some solution 
may occur at very deep levels below the level of major stream. 
Structural geology is very important in relation to topography 
and recharge-discharge circumstances (LeGrand and Stringfield, 
1966). In carbonate-rock regions of great topographic relief, 
as in parts of the Alps, the zone of saturation may be a few 
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hundred meters below the mountain tops. 
Permeability of carbonate rocks shows a wide variation 
due to the combined effect of all the factors. It is 
customary in the literature to report permeability values as 
high as a couple of meters per second and as low as the 
permeability equal to tight clays. Kiraly (1975) has shown 
that the relative occurrence of various size openings are 
related to how large a volume one chooses to observe. He shows 
that permeability determined in the laboratory represents a 
small volume has a small range and low values but as the 
volume of observance increases to drill hole tests both the 
permeability and range get larger and at the basin scale a 
larger volume is measured and the permeability and range are 
even larger. 
Existence of distinctly different permeability zones in 
a given volume of carbonate rock was noticed by Swinnerton 
(1949) . Swinnerton groups the limestone permeability into two 
categories: "that provided by primary porosity, in which 
permeability is attained by the presence of the initial, 
communicating pore space that remains in incompletely consoli­
dated rocks and that achieved largely through the network of 
a joint-fracture pattern produced secondarily in the limestone 
by diastrophic forces." These two types of permeabilities 
were designated as primary and secondary permeabilities. 
Swinnerton's classification does not differentiate the effect 
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of large scale features. 
Besides these field observations on the nature and 
development of permeability of carbonate rocks, a number of 
theoretical and experimental works on fracture permeability are 
reported in the literature. Huitt (1956) concluded that flow 
in fractures could be treated similarly to fluid flow in 
circular conduits. He observed viscous flow in planar 
fractures for Reynolds numbers of less than 1800. Later 
Parsons (1966) studied permeability of fracture rock systems 
using two-dimensional models. His conclusions were that the 
gross single-phase fluid flow behavior in a naturally 
fractured porous rock was equivalent to that of an anisotropic 
medium and the regular flow model was equivalent to an aniso­
tropic medium. The conclusions of Huitt (1956) and Parsons 
(1966) should be valid in the range of various parameters 
simulated during the tests. Theoretical and controlled experi­
ment results do not match the field results as shown by Sharp 
(1970). 
Sharp (1970) studied the fluid flow through fractures 
both experimentally and analytically. The flow laws deter­
mined from tests on a natural fracture differed from the 
commonly assumed semi-idealized laws. The discrepancies in 
some cases were appreciable and showed that idealized laws 
may lead to significant errors when applied to rough irregular 
fractures. Tests were carried out on a single fracture 
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through a hard granite porphyry of extremely low matrix 
permeability. The results showed no marked transition from 
the linear to nonlinear condition, and a strong justification 
for assuming linear flow conditions in rough natural fractures 
at sufficiently small gradients. It was not possible to 
differentiate between the nonlinear laminar and the fully 
turbulent regimes. 
The change from one flow state to another was found to be 
completely smooth, there being no sudden transition. An 
extensive transition zone from laminar flow to fully turbulent 
flow was found to exist. 
The empirical variation of flow rate per unit width 
opening, b, can be summarized by the following equation, 
Q = Ab* (1) 
where A is a factor depending on the hydraulic gradient J. 
The coefficient n was found to be 2 for linear laminar flow, 
between 1.2 and 2.0 for transitional flow and 1.2 for fully 
turbulent flow. The value of n for rough nonplanar fissures 
was less than that determined theoretically, which is 3. The 
reason for this is that previous work has generally considered 
parallel flow through rough planar fissures. The effect of 
nonplanarity was therefore not taken into account. The n 
value for turbulent flows in other studies is 1.5, differing 
slightly from findings of Sharp. This and other experiments 
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by Sharp, show that for rough fissures it is not valid to 
apply a parallel plate flow. The discrepancy between the ideal 
parallel plate law and the rough fissures results was 
attributed to the large variations in opening that can occur 
in rough fissures. 
Mathematical Models on Flow 
in Carbonate Rocks 
Hydrodynamical aspects of flow in fissured rocks were 
first considered by Barenblatt et al. (1960). Two overlapping 
continua, porous and fissured media, each filling the entire 
flow domain, were assumed to represent a fractured formation, 
consisting of an extensive system of randomly distributed and 
arbitrarily oriented fissures in a rock which has permeable 
matrix. Each point of the flow domain therefore had two 
pressure values; one, an average pore fluid pressure of the 
porous medium in the vicinity of this point and the other, an 
average fissure fluid pressure of the medium of fractures in 
the vicinity of the point. To have the representative average 
pressure values, an elemental volume characterizing the 
medium's properties was assumed to be of the size of a suf­
ficiently large number of porous blocks traversed by a net­
work of fractures. The corresponding flow velocities obey 
Darcy's law. The particular features of unsteady flow in 
such a fractured medium are the transfer of fluid mass from 
porous blocks to fissures, which was assumed by Barenblatt on 
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the basis of analysis of dimensions to be dependent on the 
pressure difference at a point in two continua, viscosity of 
the fluid and other geometric characteristics of the blocks 
and fissures. The general differential equation for fissure 
flow, as well as for flow in a formation with double porosity, 
and the initial and boundary conditions relating the porous 
blocks and fractures were thus stated, and some particular 
solutions for a horizontal flow to a gallery and to a well of 
complete penetration were given. It is worth noting that the 
equations of the double-porosity model (the primary and 
secondary porosities are of the same order of magnitude) are 
analogous to those considered by Rubinshtein (1948) for the 
heat conduction in a heterogeneous medium. 
Warren and Root (1963) followed the approach of Barenblatt 
et al. (196 0) for studying naturally fractured reservoirs. They 
assumed that a reservoir can be represented by a set of 
building blocks (parallelepipeds) where the blocks represented 
the matrix and the spacing between, the fractures. The 
fractures are the boundaries, of matrix blocks, so the pressure 
distribution in the matrix is a function of flow through 
fractures. The matrix discharges into the fractures and the 
high conductivity fractures carry the fluid to the well bore 
column. In this process, it was assumed that the flow in the 
fractures was unsteady state, while in the matrix it was quasi-
steady state. They concluded that the pressure buildup curve 
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would have two parallel straight-line sections whose slopes 
were related to the flow capacity of the formation; the 
vertical separation of the two lines was related to the 
relative storage capacity of the fracture. Warren and Root 
cited convincing evidence of buildup plots resembling 
theoretical ones. 
Odeh (1965) presented a model quite similar to that of 
Warren and Root and concluded that a fractured reservoir 
buildup curve behaves like the buildup curve of a homogeneous 
reservoir. This, of course, contradicted the results of 
Warren and Root. However, it can be shown that, if the 
building block dimensions are small and the matrix permeability 
high, his conclusions are valid for all practical purposes. 
In support of Warren and Root's model, it is interesting to 
know that, for instance, in the fractured reservoirs of 
Southwestern Iran, the matrix permeability is in the range of 
0.00005 to 0.5 millidarcys and the fracture blocks are huge. 
Therefore the fracture portion is smaller and the controlling 
permeability is the matrix. 
Kazemi (1969) adopted a special case of Warren and Root's 
model. In his model the fractures were replaced by their 
horizontal or vertical equivalents and analyzed for one 
direction at a time. In either case, the idealized reservoir 
consisted of a set of uniformly spaced horizontal or vertical 
matrix layers with the set of fractures as the spacers. The 
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flow from matrix was modelled as unsteady state. His results 
proved the applicability of Warren and Root's model to the 
cases where the contrast between fracture and matrix flow 
capacities is large. Whenever the ratio of flow capacities in 
the matrix and in the fracture is small, the effect of double 
porosity flow is not detectable, and this is in accordance 
with Odeh's conclusions. An approximate value for matrix 
permeability can be obtained by combining the results of an 
interference test and a buildup test on the same well following 
the results of his model. It was observed that the behavior 
of fractured reservoir approaches that of an equivalent system 
of homogeneous reservoir at large times. Later, Kazemi et al. 
(1976) extended the single-phase flow equations derived by 
Warren and Root (1963) to a three dimensional, multiple-well, 
. * 
and two-phase flow for fractured reservoirs. The equations 
were solved using finite difference method for various boundary 
conditions. The results showed the significance of imbibition 
in recovering oil from the reservoir rock in reservoirs with 
an interconnected fracture network. 
Rofail (1967) gave a theoretical approach for the deter­
mination of the hydraulic properties of fractured aquifers. The 
procedure was based upon the radial flow equation of Barenblatt 
et al. (i9 60). It has been assumed that the flow could be 
through a medium of a double porosity, namely porosity of 
blocks and porosity of fissures. The formation constants were 
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determined by using type curve method. Tabulation of type 
curves were given. 
Streltsova (1976), principally followed the same method 
as Rofail in developing a differential equation for a flow in 
a fractured formation. However she assumed a quasi-steady 
state flow for flows through the matrix. Her results can be 
used in finding hydraulic parameters of a fractured formation 
having double porosity if well pumping data are available. 
Streltsova's results are applicable to formations having sedi­
ment filled fractures. 
Wilson and Witherspoon's study (1970) is an experimental 
work on the effects of flow interference on head losses 
fracture intersections. The conclusion was that for most 
situations the head losses caused by flow interference at 
fracture intersections were not significant. 
Regional flow studies in fractured rocks by idealizing 
the space distribution of fractures and modelling the flow as 
plate flow were reported by Sharp (1970), and Wilson and 
Witherspoon (1974). 
Sharp (1970) used numerical methods and analogs to study 
the groundwater flow through a set of joints in various cross-
sections. Steady state solutions of seepage equation were 
investigated. The effect of permeability ratio, which is the 
ratio of vertical permeability to horizontal permeability of 
a joint system under investigation was small relative to 
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drawndown caused by the excavation. The change in water table 
due to a variation of permeability ratio from 0.1 to 10 is 
only 0.1 and 0.175 of the crest elevation from the toe of the 
cross-section at sections below the crest and.at the slope face, 
respectively. The minimum elevation of the free water surface 
at a given location occurs for a permeability ratio of 1. 
For a given upstream boundary condition, the natural 
drawdown profile for a homogeneous slope varied only slightly 
with changes in the slope angle and anisotropy ratio. The 
anisotropy ratio had a considerable influence on the resulting 
potential distribution. This factor would be of considerable 
importance in estimating the effect of water on the stability 
of the slopes. Tests carried out on the galleries showed that 
they were efficient means of drainage for media having a 
permeability ratio less than 5. For highly anisotropic media, 
the approximately isotropic gallery cross-section becomes 
inefficient, and supplementary drainage holes must then be 
used to achieve the most effective solution. Wilson and 
Witherspoon (1974) used finite element to develop two numerical 
methods of calculating the flow characteristics of rigid net­
works of planar fractures. One method uses triangular elements 
to investigate details of laminar flow in fractures of 
irregular cross-section combined with that of permeable rock 
matrix. The other method uses line elements for flow in net­
works of planar fractures. Failure surfaces that may have a 
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variable aperture but still tend to be planar can be treated 
by this method, but the highly irregular cavities can not be 
modeled by this approach. For the simple fractured porous 
medium investigated it was found that total flow through the 
system can be closely approximated by summing the separately 
determined matrix and fracture flow. Further, under steady 
state conditions, flow in typical near-surface systems can be 
dominated by the fracture flow component. In such cases the 
rock matrix can be considered to be impermeable. 
Some general comments on the literature survey may be 
made. 
Barenblatt et al. (1960) are pioneers in the hydrodynamics 
of flow in double porosity media. Warren and Root (1963) 
refined the equations given by Barenblatt et al. Their 
equations were applied to a number of oil flow problems in 
double porosity media. However, Kazemi (1969) showed clearly 
the significance of fracture-matrix flow in oil reservoirs. 
These equations were adopted to groundwater flow problems in 
wells and methods were proposed for the determination of 
geohydraulic properties of fractures and matrix from the well 
pumping data (Rofail, 1965; Streltsova, 1976). These methods 
were not applied to field data and the significance of fracture 
matrix system in well flow is left as a theoretical discussion. 
Also these studies deal only with the saturated flow behavior 
in double porosity media. The regional behavior of ground-
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water flow in unsaturated regions of double porosity media and 
effect of large scale features were not studied. 
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THEORETICAL ANALYSIS OF GROUNDWATER 
FLOW IN CARBONATE ROCKS 
Assumed Flow Properties of Fractured Formations 
Flow theories and practices in granular media were shown 
to be applied inexactly or not at all to double porosity flow, 
Kazemi (1969). Fluid flow through highly fractured and 
partly dissolved carbonate rock is a substantially different 
process from that through a granular media. 
Groundwater flow in carbonate rocks can be assumed as 
taking place through two scales of porosity. These are matrix 
(very small size) and fracture porosity (small to large scale) 
with porosity formed by large scale openings such as caves, 
solution channels being considered as a special case of 
fracture porosity. 
Large scale solution channels, caves, dolines, etc. 
should be considered as a different group of porosity because 
the flow regime through these features is quite different than 
through matrix and normal fracture openings. Sediment trans­
port and maintenance of atmospheric pressure through these 
features can not be handled in the limits of groundwater 
theory. Therefore, on the basis of the difference of flow 
regime these features are considered as a special case. 
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Continuum or Discontinuum 
The overall behavior of a medium in which flow takes 
place through a number of intersecting fractures, grain to 
grain interstices and large scale openings can be considered 
using a continuum or discontinuum approach. The choice depends 
on the pore system, available data, and layout relative to the 
overall size of investigation. In this context the term 
'discontinuum' or 'discontinuous' system when applied to rock 
masses in connection with fluid flow phenomena is purely rela­
tive. It indicates that the mass can be considered as a 
finite number of blocks between or through which flow can 
occur. When the number of discontinuities becomes extremely 
large (either by virtue of the overall size of the study or 
by diminished spacing) so as to be practically 'infinite' it 
is convenient to describe it as a continuum. 
The treatment of a given problem as continuous or dis­
continuous will depend mainly on the physical significance of 
the discontinuities. There is obviously no clear distinction 
in flow analyses through permeable media between a 'continuum' 
and 'discontinuum' and each problem must be assessed individ­
ually. Often a continuum approach is realistic if there is 
insufficient data to justify a more complex analysis such as 
the case in regional flow in karst terranes. Whereas a 
grouting problem in hard fissured rock or stability of rock 
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slopes in open pit mining would be analyzed assuming a dis-
continuum (Sharp, 1970). 
In the discontinuum approach, also called enumerative 
approach (Wilson and Witherspoon, 1974), flow in fractures of 
specific dimensions and orientation is mathematically modelled, 
an enumeration of the spatial relationships between individual 
fractures being required. This approach has been utilized by 
Snow (1969), Serafim and del Campo (1965), Wilson and Wither­
spoon (1974), and Sharp (1970). 
Apparently, for studying seepage in carbonate rock at the 
regional scale, this method is not promising. Even if it were 
possible to overcome the enormous mathematical difficulties 
involved in solving problems of nonsteady-state flow in 
carbonate rocks with a system of fractures of a sufficiently 
general type, it is not possible to determine the configuration 
of this system with any degree of reliability. 
The continuum approach, also called statistical approach 
(Barenblatt et al., 1960; Warren and Root, 1963; Rofail, 1967; 
Kazemi, 1969; and Streltsova, 1976) is used in this study. 
The seepage theory in granular media has followed the trend 
in which characteristics of the mechanics of the media are 
introduced as the mean characteristics of the media and flow 
and the formulation of basic laws are in terms of these mean 
characteristics. 
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Such an approach, applied irrespective of whether or not 
the system of pores is regular in the natural stratum, also 
proved most advantageous in investigating seepage in carbonate 
rocks (Barenblatt et al., 1960). 
The statistical approach is best applied in situations in 
which a large number of fractures with fairly similar hydraulic 
characteristics are encountered in the total rock system being 
investigated. The difficult question arises, however, about 
the field measurements that one should make to insure that the 
statistical approach is valid. 
Continuum approach 
Fluid flow in a porous medium, excluding large scale 
features, constitutes a continuum at the microscopic level. 
If sufficient data are available the Navier-Stokes equations 
for the flow of a viscous fluid satisfying specified boundary 
conditions may be used to solve velocity distribution in the 
void space. However, it is impossible, except in especially 
simple cases, to describe in any exact mathematical manner the 
complicated goemetry of the solid surfaces that bound the flow 
domain. The obvious way to circumvent these difficulties is 
to pass a coarser level of averaging to macroscopic level. 
This is again a continuum approach, but on a higher level. 
Our task is to determine the volume of a representative 
region of porous medium around a preselected point P. This volume 
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should be smaller than the size of the entire flow domain, and 
it must be enough larger than the size of a single pore that 
it includes a sufficient number of pores to permit the meaning­
ful statistical average required in the continuum concept. We 
may put one more restriction on a Darcian continuum. The 
turbulent.regime may be observed in large fractures at points 
where flow enters a well or at excavations where great rates 
of flow occur. But in these cases, the size of the turbulent 
zone is small. According to laboratory data presented by 
Baeker (1956), the turbulent zone radius amounts to about 1.5 
m with a feeding fracture width of 10.16 mm and discharge of 
3180 m^/day. In these cases, replacement of nonlinear flow by 
Darcian flow is a fair approximation in the analysis of 
regional flow in carbonate rocks. We can define the repre­
sentative volume at macroscopic level with the aid of Figure 3. 
This diagram is a hypothetical plot of the porosity of a 
porous medium as it might be measured on samples of varying 
volumes Vg,..., taken at a point P within the porous 
medium. The porosity values corresponding to each volume 
should be understood as the mean of the porosity distribution 
in a volume around point P. Otherwise the figure would be a 
three dimensional plot of porosity, frequency distribution of 
porosity and volume around point P. 
The macroscopic level includes thé primary porosity 
and secondary porosities as well. Large scale features are not 
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included. As volume increases the changes in average porosity 
decrease. This volume; which is denoted as in Figure 3, 
is defined as the representative elementary volume. Below 
this volume there is no single value that can represent the 
porosity at P. 
As volume increases, some large scale features, such as 
caves, channels may be included in the sample. The change in 
porosity-volume plot is due to these features. However these 
features are observed only at the regional level (Rodda et al., 
1976) . By definition, representative volume is required to be 
smaller than the entire flow domain. So, the representative 
volume should not include large scale features. 
The other reason for excluding large scale features in 
the analysis of groundwater flow in carbonate rocks is their 
potential to act as different flow regimes. They act like 
pressure conduits, open channels, sinks at the ceiling and 
source at the floor; or seepage faces on the walls with 
respect to flow conditions in the system. The transport of 
sediment through these features dictates a completely differ­
ent condition which is not considered in the Darcian continuum 
assumption. Therefore these features are like natural boundary 
conditions in general porous media flow. Hence they are to be 
handled as boundary conditions in a mathematical analysis of 
flow through carbonate rocks. 
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The porosity n at point P is defined as the limit 
n = lim n. {V. (P)} (2) 
From the definition of the representative elementary volume it 
follows that its dimensions are such that the effect of adding 
or subtracting one or several pores has no significant 
influence on the value of n. Other hydrogeologic properties of 
the system are defined in the same statistical way. 
Figure 4 supports this reasoning. This figure is another 
way of defining representative elementary volume, namely in 
terms of permeabilities measured at different scales. Because 
the data are gathered from field and laboratory observations 
of permeability in carbonate rocks; it explains the frequency 
dimension and effect of large scale features on the flow. 
Contribution of matrix, fracture porosities and large scale 
fracture features to the permeabilities at different levels of 
sampling is another criterion for choosing a representative 
elementary volume which includes matrix and fracture porosi­
ties and excludes large scale fracture features. 
Nonuniformity of homogeneous formations 
The frequency distribution of porosity and permeability 
values raises the question of heterogeneity in karst. In 
deterministic models of flow through porous media, individual 
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geologic layers are taken to be uniformly homogeneous. Even 
in the complex heterogeneous systems treated with numerical 
mathematical models the heterogeneities reflect the differences 
in parameter values between various layers, not within individ­
ual layers. Greenkorn and Kessler (1969) note that in general 
the probability density function for hydraulic conductivity 
(for example) is a function of location and orientation. We 
can describe this function with five independent variables; 
three rectangular coordinates for location and two angular 
coordinates for orientation. It is reasonable to assume that 
in the field there is no uniform medium, so nonuniform 
homogeneous or nonuniform heterogeneous distributions of hydro-
geologic parameters represent the real-world possibilities 
(Kiraly, 1975). 
Heterogeneous geologic formations are easily considered 
in a number of analytic and numerical methods of groundwater 
flow. If we recognize the fact that homogeneous geologic 
formations are nonuniform, the flow parameters must be repre­
sented by probability density functions. In deterministic 
models of flow through porous media, individual soil layers 
and geologic formations are taken to be uniformly homogeneous. 
The hidden assumption in deterministic modeling is that it is 
possible to select a single value for each flow parameter in a 
homogeneous but nonuniform medium that is somehow representa­
tive and hence define an equivalent porous medium. The 
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validity of such an assumption was investigated by Freeze 
(1975). In his study, two one-dimensional saturated flow 
problems were analyzed by using stochastic conceptual models 
in nonuniform homogeneous media. Results showed that the 
standard deviations of input hydrogeologic parameters were 
important index properties; changes in their values lead to 
different responses for hydraulic head even when the means 
were fixed. The degree of uncertainty associated with 
hydraulic head predictions increased as the degree of non-
uniformity of the porous medium increased. 
The effect of nonuniformity in two or three dimensional 
flow problems is not investigated. However, dealing effec­
tively with the characterization of physical and textural 
variations in carbonate rocks has been an elusive problem 
because the portion of terrain that can be investigated through 
boreholes is usually insignificant in comparison with the bulk 
of the carbonates. Moreover, it would be extremely difficult 
to construct a precise mathematical analog of the detailed 
carbonate rock variability even if abundant information were 
available. In the present work assumptions must be made as to 
the physical parameters. 
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Development of Mathematical Model 
Idealization of flow domain 
Present theory is based on the assumption of double 
porosity at each point such that the fractures form a 
continuum filled by the discontinuous fracture matrix blocks. 
In other words, the fractures are the boundaries of the matrix 
blocks. An independent system of fractures is superimposed on 
the intergranular pore system. The material containing the 
matrix porosity is assumed to be nonhomogeneous and isotropic, 
and is contained within a systematic array of identical, 
rectangular parallelepipeds. All the fracture porosity is 
contained within an orthogonal system of continuous, uniform 
fractures which are oriented so that each fracture is parallel 
to one of the principal axes of permeability; the fractures 
normal to each of the principal axes are uniformly spaced and 
are of constant width; a different fracture spacing or a 
different width may exist along each of the axes to simulate 
the proper degree of anisotropy. The complex of matrix and 
fracture porosities is nonhomogeneous and anisotropic although 
they are uniform. Flow can occur between the matrix and 
fracture porosities, but flow can not occur between matrix 
blocks. 
Flow equations 
Consider an elemental aquifer volume as shown in Figure 5. 
In present work it is assumed that the fractures are equivalent 
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matrix blocks and fractures. 
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to a continuum as indicated in Figure 6. The matrix blocks of 
Figure 6 are discontinuous; the fractures are the boundaries 
of the matrix blocks. Large scale features (not indicated in 
Figure 6) are included as either boundaries,: sources or sinks. 
The permeability of the fracture system exceeds consider­
ably the permeability of the matrix. At the same time, it is 
a characteristic feature of fractured rocks that the fractures 
occupy a much smaller volume, so that fracture porosity, n^, 
is considerably smaller than the matrix porosity, n^ . 
For each point in the flow domain two pressures are 
defined, namely the average pressure of liquid in the fractures, 
Pg, in the neighborhood of the given point; and the average 
liquid pressure in the matrix, p^, in the neighborhood of the 
given point. The pressures are continuous throughout the flow 
domain without making any saturated and unsaturated region 
di f ferentiation. 
In a similar manner, two seepage velocities for the 
liquid are defined in the flow domain; namely the seepage 
velocity of the liquid in the directions of the fractures, V^, 
and the seepage velocity (in any direction) through the matrix 
blocks, V^. It is a characteristic of fractured rocks that the 
flow of the liquid proceeds essentially along the fractures so 
that the is comparatively small with respect to V^. 
The pressures in fracture and matrix regions reach 
equilibrium in steady-state flow conditions, as a requirement 
42 
of physical laws. But under transient conditions flow takes 
place between the matrix and fractures. It can be assumed that 
the flow is mainly from matrix to fractures under discharge 
conditions, and it is from fractures to matrix under recharge 
conditions. Practically, the recharge of the aquifer at the 
surface and along the source areas is through fractures. In 
this study, the model considers only the infiltration through 
fractures (Smith et al., 1976) wherever they are exposed to 
recharge conditions. But the model is capable of considering 
both granular media and fracture media together in a given 
flow region. Therefore, if a granular medium is exposed to 
recharge conditions, infiltration is through the granular 
medium. It is reported that the exchange of flow in a double 
porosity region vanishes in long time periods under transient 
conditions (Kazemi, 1969). 
It is necessary to develop a coupled flow equation that 
will hold for saturated flow in both confined and unconfined 
aquifers and for flow in the unsaturated zone for a compre­
hensive analysis of flow in carbonate rocks. The approach in 
this study considers only the flow of water. The fundamental 
assumption is that the air phase is continuous and is at 
atmospheric pressure. 
The general form of the equation is a combination of the 
saturated equation by Cooper (1966), and the unsaturated 
equation of Richards (1931), as it is reported by Freeze 
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(1971). The equation is written in terms of the pressure head 
ip = ip(x,y,z,t), where ^ 0 implies saturated conditions and 
< 0 implies unsaturated conditions. 
The matrix and the fractures are rigid, hence the rate of 
movement of the rocks is zero. As flow takes place through 
limestone, a chemical solution process dissolves the rocks, 
and the fractures enlarge with time. In various geochemical 
studies on the solubility of carbonate rocks, it is indicated 
that the rate of solution process is very slow albeit it is 
the main agent in the development of karst. In the analysis 
of flow through karst at a given time, and under specified 
geologic and hydrologie conditions, the change in the geometry 
of the fracture system can be neglected. Therefore the equation 
presented here is derived in fixed coordinates. 
In this study a Darcian continuum is assumed as discussed 
previously. Therefore the velocities in each flow system can 
be defined as follows : 
gpkf 
Vf = - + Z) (3) 
gPkm 
V„ = - ^ + Z) (4) 
where subscripts f and m denote the fracture and matrix, and 
k is permeability tensor, its principal components are taken 
as parallel to coordinate axes; ij; is pressure head, and Z is 
position head; V stands for grandient operator; y is kinematic 
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viscosity of fluid, and g, acceleration due to gravity. 
Application of Darcy's law to flow in carbonate rocks is not 
of principal importance; if desired, inertia of motion can be 
taken into account, using a nonlinear flow relationship (Sharp, 
1970). 
It should be noted that density of fluid, p; permeability 
of geologic layer, k; porosity, n, and moisture content 6, 
have the functional forms as follows: 
p  =  p ( i j ^ )  ( 5 )  
k = k(F,^) = k^^ (6) 
where k.. are the principal components of permeability tensor 
kij' 
n = n(F,^) (7) 
e = 8 (F,ip) = Sn (8) 
In saturated regions, the specific permeability k is a 
function of position owing to the nonhomogeneity of the 
geologic formations, F = F(x,y,z). In unsaturated regions k 
is a function of position and time even in homogeneous soils, 
owing to the variation of k with ip. Equation 8 relates the 
moisture content 6 to the fractional saturation S and to the 
porosity n. 
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The equation of continuity of water, assuming quasi-
steady state flow through matrix of carbonate rocks is in the 
notation of Freeze (1971) as follows 
-V(SjnjpVp = (SfRfP) + It (S^n^p) (9) 
where Freeze assumes p is given by the relation 
P = ^ (10) 
where 3' being defined by 
3' = 3pg (11) 
where, in turn, 3 is the usual coefficient of water compres­
sibility, and pQ is the density of water at normal conditions. 
The second term on the right hand side of Equation 9 denotes 
the flow exchange between matrix and fractures. 
The process of transfer of liquid from the fractures to 
matrix takes place essentially under a sufficiently smooth 
change of pressure, and, therefore, it can be assumed that 
this process is quasi-stationary, that is, independent of time 
explicitly (Barenblatt et al., 1960; Warren and Root, 1963; 
Kazemi et al., 1976). The volume of liquid exchanged between 
the matrix and the fractures per unit of time and per unit of 
volume of the rock depends on viscosity of the liquid, p; 
matrix permeability, k^; compressibility of matrix, 
pressure drop between matrix and fractures, and on a 
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certain characteristic of the rock, which can only be geo­
metrical, A functional relationship of fluid transfer 
between matrix and fractures similar to the equation given by 
Warren and Root (1963) , is as follows: 
The parameter Ç has the dimensions of reciprocal area; it is 
the shape factor which reflects the geome;_ry of the matrix 
elements and it controls the flow between two porous regions. 
If pressure head in the matrix is greater than the pressure 
head in fractures, the flow is from matrix to fractures, or 
vice versa. The assumption of a quasi-steady state will 
introduce some error into the solutions in the early periods 
of transient conditions; but, because the results are to be 
used in the regional flow analysis in carbonate rocks, the 
approximation should be adequate. 
The parameter g is a function of the geometric properties 
of the matrix and fractures. Warren and Root (1963) defines a 
characteristic length, L, with respect to the dimensions of a 
matrix block and represents a mean length of the block for 
defining its volume or area. Warren and Root have derived 
the following equation for Ç, 
IT < + + pc„ 
m 
(12) 
Ç = 4N(N + 2)/I? (13) 
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where N = number of normal sets of fractures; 1, 2, or 3. 
If matrix blocks have dimensions L^, and L^, then L 
of Equation 13 has the value 
L = 
for N = 1 
2L^Ly/(L^ + Ly) for N = 2 (14) 
+ Vz + V2> ^ 
In accordance with what has been said above, the law of 
conservation of mass of liquid in the presence of fractures 
and matrix, results in the following equation. 
pgk. 
u 
+  V z )  
pe  
^ (al + n^g') + pC, 
ng -"f "f 
P8, 
av/j 
at" 
m 
3 W  
m 
at 
(15) 
where a' = apg. (16) 
a being the usual coefficient of vertical compressibility, and 
C is the specific moisture capacity, defined as 
C = C(F,^) = li 
aij) (17) 
I S  The second term on the right hand side of Equation 15 
given in terms of pressure differences in two regions, namely 
fractures and matrix, by Equation 12. Hence, there are two 
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unknowns, and Other parameters are to be given as 
data for the solution of pressure distribution in the flow 
domain under consideration. Expansion of Equation 15 results 
in the final equation of flow 
9 
3x 
a 2 
y P (*f)kxx^(F'*f) 93r 3y 
a 2 ^^f 
2 p (tf)k (F,»j)  
3 2  
D ^ ,  
rr 0 V 
y <= 1) 
(ecj(F) + ) + p($f)Cf(F,*f) 
3iPj 
Tt 
p(Ve(F,v , . 
m ^m 
a*. 
m 
3t (18) 
Equation 18 must be viewed relative to the basic 
functional inputs p (ip) , k (^0, 8(^), and n(^) and the 
parameters a', 3', and C(^), which are developed from them 
(Freeze, 1971). 
The permeability coefficients k , k , k for fractures XX y y z M 
and matrix need some comments. Permeability is usually a 
constant for pressure heads greater than atmospheric pressure, 
and there is an hysteretic functional relationship between 
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pressure head and permeability in unsaturated flows. Perme­
ability of natural fractures does not obey theoretical relation­
ships with other parameters according to Sharp (1970) . In the 
theory fractures are assumed to have planar surfaces, which is 
may not be the case in carbonate rocks. In the simulation 
models, field values for permeability should be used. 
The author has not found any study in the literature on 
the unsaturated permeability of carbonate rocks. Laliberta 
et al. (1966), found for granular media the relations 
n 
k = *0 (r. for ^ (19) 
k = kg for ^ ^  (20) 
^ ) (21) 9 = nS = n (S^ + (1 - S^) 
and these relations schematically graphed in Figure 7 will be 
used for permeability and moisture content in the present work. 
In the equations above k^ is saturated permeability, is the 
air entry pressure head or height of capillary rise, n and X 
are parameters related to pore size distribution, and is 
residual saturation. The relationship between n and À for 
different soils is as follows (Laliberta et 1966): 
Ti = 2 + 3X ( 2 2 )  
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(a) Specific permeability of soil k(ip) . 
(b) Moisture content 8(^). 
(c) Specific moisture capacity C(#). 
(d) Vertical compressibility of geologic unit a' 
Figure 7. Schematic diagrams of the functional inputs 
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Equation 22 is not applicable to carbonate rocks due to their 
unique pore structures. Hence, a different functional relation­
ship should exist. 
k and 9 approach zero very rapidly for large values of n and 
\f indicating fast unsaturated drainage. This can be the case 
for large diameter pores with low air entry pressures, 
Fine pores will have low n and X and high values. The 
specific moisture capacity, C, is the change of moisture 
content, 8, with respect to pressure head in the unsaturated 
flow region. It takes the following form if Equation 21 is 
used for moisture content, 6; 
c = aw ' - w "(1 - Sf) b 
X 
(23) 
The minus sign, before and right hand side term, drops out 
with the negative pressure head, ip, in unsaturated flows. 
Figure 7c. Specific moisture capacity is zero at atmospheric 
pressure. It reaches its maximum value at ip = 
=max = - I; - Sr' <^4) 
and it approaches to zero with increasing values of negative 
pressure head,V • A linear change in C in the range of 
^ ^ ^  0 is assumed. 
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The permeable carbonate rocks of many regions show a 
history of consolidation of loosing their porosity, and of 
subsequent jointing and fracturing. Some experiments on lime­
stones carried out by Geertsma (1957), have shown the existence 
of a finite bulk volume viscosity. In an unpublished report 
on the determination of Young's modulus of elasticity of lime­
stone by LeSoy Scharon and his associates (1960), both labora­
tory and field values of Young's modulus of elasticity of 
limestone, E, at Orth Quarry, St. Louis County, Missouri, were 
given. Using a seismic refraction technique, vertical and 
horizontal velocities through limestone were determined by 
using holes of 18 feet deep, five locations. In addition 
static laboratory tests were made on two cores for the 
determination of E. It was noticed that the static laboratory, 
tests gave higher values of E than those determined from field 
measurements. This can be explained by the fact that the 
cores were not in situ and they were devoid of any seams, 
fractures or other structural features that rocks normally 
possess in the earth's crust. Such structural features tend 
to decrease the seismic velocities and hence the E values. 
Because of this difference it is believed that the classic 
equations for computing E cannot be applied to most rocks of 
the earth's crust except when such rocks are at depths great 
enough to minimize cracks, pores, etc. in the rocks. 
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In the mathematical model only the vertical compressibil­
ity is considered by neglecting lateral components. The 
vertical compressibility is taken as a step function. It is 
zero at ij; < 0, and a' = a' for \p ^ 0, Figure 7d. 
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NUMERICAL SOLUTION 
Finite Difference Equations 
The flow equation. Equation 18, is a nonlinear parabolic 
partial differential equation. An iterative numerical scheme 
which uses implicit finite difference formulations should 
minimize the computer time for its solution. This scheme will 
also guarantee an unconditional stability for all size time 
steps which do not cause excessive chan_3s in pressure heads. 
Iterative techniques have an advantage over direct techniques 
for this problem in that they allow for recalculation at each 
iteration of the terms that are functions of the dependent 
variables, ipg, and 
The line successive technique is most efficient in 
regional flow analysis as compared with other implicit 
iterative methods that are reported in the literature (Cooley, 
1974) . 
In this study the line successive over relaxation 
technique, LSOR, which is oriented in the vertical direction 
is used with a block centered nodal grid. The mesh spacing 
can be variable, and the region can be of any shape which does 
not lead to any discontinuity in any direction along the LSOR 
is oriented. 
In near surface flow systems, the changes in p, and n and 
elastic storage are negligible. But it is observed that the 
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elastic storage term ^  (a' + ng) has an important effect on 
the stability of saturated flow simulations. For these reasons 
changes in p and n are neglected although a' is kept in 
the finite difference formulation of Equations 12 and 18. The 
other difference in the computer program is that hydraulic 
conductivity K is used instead of £S]i. 
U 
For an interior node (subscripts i, k) at time step t 
(subscript t), the finite difference approximations to 
Equations 12 and 18 in two dimensions are 
Ax^ iXi + (*i+l + *1+1 - - *1 ) 
ij— Ax^ + k,f 
Az, 1 + ("pLI + Az^ + Az^^^ ^^k+1 ^k+1 '*'k 
1 , '"fk + - '^ k-1 - *k:i' 
k k-1 
[8(^^j(a'(F) + n(F)B') + 0(^^)1 
n(F) 
1 
At 
] 
i,k,f 
[0_(^(a'(F) + n(F)3') + C(*y)] 
n(F) 
4"^  -
At 
] 
i,k,m 
( 2 5 )  
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and 
[8(^y) (g' (F) + n(F)6') + Cf^y)] 
n(F) At i ,k,m 
{K(VS(F)} m(*f - ( 2 6 )  
After separating the variables and in Equation 26 we get 
[ej^_) (a'(F) + n(F)g') + C(^y)] 
n(F) At" i,k,m 
(W_ + S_) V 
_ m , .t ,t-l. 
(W + S + VJ ^^f )i,k 
m m III 
(27) 
where 
and 
^m= {8N!v_)(«'(F) + n(F)B') At^irk,* 
n(F) 
S* = I 
rC(*v) V 
. t ^ , A^ i,k,m 
( 2 8 )  
(30) 
After substituting Equation 27 in Equation 25, we end up 
with an equation which contains only the unknown pressure head 
at time t. The unknown is approximated with its 
The model solves pressure head distribution in fractures by 
considering the pressure head distribution in the matrix, 
in the previous time step, t-1. is calculated by 
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using the as follows 
4 = <Vf + + V (31) 
For vertical LSOR scheme, the terms in Equation 2 5 ,  can 
be grouped as 
(-Ck*î,k-1 + <®k + "k'l-i.k - vlk+i>f 
= Dk + (U^ (32) 
where are developed by grouping the 
coefficients and known variables in Equations 25 and 27. The 
pressure heads , , ijj. , , in the fractures are treated as l+X/K 
known values. In that case the coefficients in Equation 32 are 
"k = 
^i = 
Ci = 
^ = 
^k = 
Wf = 
^f = 
AL = 
("n + Sm)V,/(Wm + + V^ ) 
/ (Ax^ (Ax^ + ^ f 
{k (4'3-I)/AX^ (Ax^_^ + Ax^))}j^^^ 
(K(flv)/(A2%(A2k_i + AZk))}i_f 
{e(V/At''}i,k,f 
<KCCiii)/AZk}i,f 
(33) 
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CL = {K(4iv)/AZ%}i f 
and 
•l'k) - CL + (Wf + Sj) $t-l  ^
Equation 32 for a line scan form tridiagonal matrix equations 
that can be solved by triangularization scheme used in LSOR 
procedure. 
The same method by Freeze (1971) is used in the computer 
solutions of the finite difference equations. 
The computer program consists of one main program and 
four subroutines. The main program reads data, sets initial-
pressure heads, controls steady and unsteady simulations, 
calls line successive over relaxation subroutines for starting 
simulations, calculates pressure head distribution in the 
matrix, and prints pressure head in fractures and matrix and 
total pressure head in fractures. If the convergence criterion 
is not satisfied, the run is terminated. The subroutine LSOR 
controls line successive over relaxation in the vertical 
Computer Program 
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direction, checks changes in seepage and face error limit in 
the calculations and reads new data for variable head or 
variable influx nodes. The subroutine LSORV is for the 
relaxation in the vertical. A tridiagonal matrix equation of 
pressure heads is developed and solved in accordance with 
Equation 32. The last subroutine, FRACU, calculates 
coefficients in Equations 28, 29, and 30. 
The program has been written to allow timewise variations 
in the flux rates along the boundaries. The functional rela­
tionships, Equations 19, 20, 21, and 23 are built into the 
computer program. The time step is given as data. The over-
relaxation parameter, to, is taken as 1.88 and 1.40 in steady 
state and unsteady state runs respectively (Freeze, 1971). 
At any boundary node, boundary conditions can be imposed 
that specify the head, the flux, or no flow conditions. For 
flux across the upper boundary of a nodal block, the first 
term in the finite difference representation of flow in the z 
direction in Equation 25 is replaced by [I^lf/Az, where 
positive is an inflow rate and negative is an. outflow rate. 
Similar expressions hold for the four possible locations of 
flux into or out of any given node. For a no flow boundary 
I = 0.0. 
The internal source or sink representing dolines, caverns, 
and solutions channels can be simulated by the program. The 
nodes containing these features are considered to be outside 
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the model and the surrounding nodal blocks are treated with 
the appropriate side as an efflux or as an influx boundary. 
Such an approach is not intended to provide exact duplication 
of flow conditions near these features. The possible non­
linear character of the model near these features is ignored, 
although a nonlinear flow model could have been coupled for 
these parts of the flow domain. Rather the emphasis is on the 
effect on a regional scale. 
The program is capable of simulating the effect of mine 
shafts on flow in a vertical cross-section. First, the steady 
state pressure distribution is solved in that cross-section, 
and the nodes along the boundary of the mine shaft are set to 
atmospheric pressure starting with the first time step. The 
heads along these nodes can be fixed or variable in time. 
There is no limit for the number of nodes in the simulation of 
mine shafts, but the mesh size in the vicinity of these 
features should be decided carefully. 
Output is in the form of prints of the pressure head in 
fractures and in matrix, and total pressure head in fractures. 
The water table is interpolated using pressure head values, 
satisfying the condition I{J = 0 along the water table. From the 
pressure head diagram one can determine the flow pattern and 
quantitative values of flow rate. 
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The program is written in two dimensional form, in 
Fortran IV language. By changing the capacity of arrays, any 
vertical cross-section can be analyzed as long as stability is 
preserved and memory requirements are met. The computer 
program is included in the Appendix. 
62 
RESULTS 
The mathematical model is used for solving three flow 
problems in carbonate rocks. The first demonstrates the effect 
of caves and/or solution channels on the movement of ground­
water and the water table. The second is development of 
seepage potential related to different stages of the bluffs in 
carbonate rocks. These are steady state simulations of ground­
water flow in vertical cross sections. In this respect, the 
steady state version of the mathematical model has the same 
form as flow models in granular media. The last problem is 
the investigation of the behavior of unsteady seepage through 
a vertical column of double porosity. This problem was 
analyzed because this kind of model would be similar to the 
source regions for large springs. 
Caves and Solution Channels 
The dimensions of the model are 9 m in the horizontal and 
8 m in the vertical directions. There are two stratigraphie 
units having the properties as shown on Figure 8a. They are 
homogeneous but anisotropic. The bottom and sides of the 
model are impermeable. The top is a constant head boundary. 
On the low end, a 5 cm head of water is assumed and along the 
slope and on the high varying negative pressure heads are 
assumed. There is a cavity of 3 m width and 2 m height within 
Figure 8. Pressure head distribution in a cross-section 
with a cave 
(a) Nodal network for the problem 
(b) Pressure head distribution in the model 
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the second geologic unit. The floor of the cavity is assumed 
to have a 50 cm depth of water and the sides and the top are 
at atmospheric pressure. 
Figure 8b illustrates the result of the simulation. The 
water table is under complete control of the cave. It has a 
vertical slope between the pond and the cave, and it is at the 
water level in the cave between the cave and upper boundary. 
The direction of flow is towards the cave, in this respect the 
cave is acting as a sink in the flow domain. The area between 
the upland and cave is in an unsaturated condition. 
It is seen that, the pressure distribution is not affected 
significantly by the differences in the hydraulic properties 
of the two layers. A smooth change in pressure head indicates 
the complete control by the cave on flow rather than the 
hydraulic properties of the layers in the steady state condi­
tion. 
Caves and solution channels of any dimension in vertical 
cross-sections can be handled satisfactorily. However, the 
pressure distribution in the vicinity of these features are 
approximated because of Darcian flow assumption. 
The location of the water table in carbonate rocks is 
under the control of caves and solution channels. Location of 
these features determines the water table configuration. If 
they are located below rivers and have accesses to other 
basins, an interbasin connection develops. 
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Karst Profiles 
To examine the effect of the topography, stratification 
and permeability on the flow pattern, three hypothetical cross 
sections were analyzed. The three cross sections represent 
stages of erosion or retreat of a limestone bluff. The 
dimensions of the model are 3000 meters in the horizontal 
direction and 110 meters in the vertical direction. Two sets 
of cross sections are analyzed for different horizontal 
coefficients of permeability of the limestone and two addi­
tional stage II cross sections are analyzed to show the effect 
of vertical coefficient permeability changes and intermediate 
horizontal values. 
The stratigraphie units selected are glacial till, lime­
stone and alluvium. The glacial till caps the limestone and 
has a thickness of 9 meters. The alluvium is modeled the same 
in all analyses and has the depth of 18 to 24 meters and a 
horizontal extent of 160 meters. The limestone occupies the 
remaining portion of the model with and varied for each 
analysis. 
The geologic units are assumed to be homogeneous although 
they may have anisotropy parallel to coordinate axes. Various 
properties of each unit is tabulated in Table 1. The coeffi­
cient of permeability of the till unit is taken equal to 
permeability values of the Webster soil at 48" depth (Nielsen 
et al., 1960). Such a high coefficient of permeability is 
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Table 1. Properties of geologic units in the karst model. 
Unit Horizontal 
unisotropy 
Vertical 
unisotropy 
Porosity Air entry 
pressure 
(cm) 
Limestone 
Alluvium 
Till 
varied 
3 
2 
varied 
2 
1 
0.005 
0.458 
0.388 
- 2 0 . 0  
- 2 0 . 0  
- 2 . 0  
expected to be reflecting the regional fractured character of 
the till blanket, although laboratory experiments show very low 
values. Properties of the limestone unit represents an 
average as compiled from various sources (Morris and Johnson, 
1967; Kiraly, 1975). 
The upper boundary conditions are expressed as pressure 
heads and the lower and side boundaries are considered as no 
flow boundaries. The boundairy conditions along the limestone 
face were obtained by estimation and relaxation after several 
unsteady state solutions were run. The river is assumed to be 
1 meter deep for all analyses. 
Figures 9, 10, 11, and 12 illustrate the results of the 
analysis. Figure 9 shows Stage I through III for a K^/K^ of 1 
and Figure 10 shows the same for a K^/K^ of 5. Figures 11 and 
12 are solutions for of 2.5 and 1.7 respectively. 
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Figure 9. Model results for «= 1 
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In all cases topography is a controlling factor on flow 
direction as might be expected. It can be seen that a major 
head loss occurs in the glacial till and around the bluff face 
and as the bluff face retreats to Stage III, the elevation of 
the river controls the head between the river and the bluff. 
The change in the coefficient of permeability ratio 
(K^/Kj^) from 1 to 5 shows a marked change in head distribution 
in the region of the bluff. There is still a concentration of 
head loss around the bluff face. Figures 9b, 10b, 11 and 12 
illustrate the effect of increasing the ratios from 1 to 
5 while holding constant at 5. The main change is in the 
development of a discharge zone at the base of the bluff as 
the K^/K^ decreases. 
The effect of permeability anisotropy in the alluvium and 
glacial till is not really tested. The main effect is the 
permeability contrast between the glacial till and limestone. 
In the case of the glacial till, the lower causes this unit 
to slow the downward movement and cause a major portion of the 
head loss to occur at the contact with the limestone 
(Figure 9) and to be more uniform as the contrast decreases 
(Figures 10a, b) but the topographic effect is more influential 
in Stage III to produce a higher head loss (Figure 10c). 
This preliminary analysis highlights observations that may 
seem intuitively obvious, however, it does bring out one very 
important fact. No matter what the permeability characteristics 
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of the limestone aquifer are, the main gradient always occurs 
at the bluff face. With the greatest head loss at the bluff 
face one would expect cavity development to be different on 
each side of the bluff. This would appear to be the case even 
in the region where the karstic development is great enough to 
have already developed an integrated network of cavities and 
thus form a low ground water gradient. 
One would predict that as the head is increased by rain 
phases, the head in the lower region will not be affected nearly 
as much as in the upper regions, upstream of the bluff. This 
would add to the development of solution cavities in the bluff 
region. Figure 13 illustrates an attempt to model the idea that 
more solution activity would be developed at the bluff face and 
thus higher the incidence of fracture solution development on the 
the flood plain side of the bluff than on the upland side. 
is 5 for both sides but K^=10 on the flood plain side and 5 on 
the upland. In comparing Figure 13 with Figure 10b it can be 
seen that the water table is lower in Figure 13 and the head 
loss is still concentrated at the bluff face but less than the 
model in Figure 10b. This may indicate that the zone of cavity 
enlargement would be wider and not at the bluff face alone. 
Spring Flow 
The groundwater in carbonate rocks follows a different 
flow path than it does in granular media. Recharge water moves 
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downward through the unsaturated zone along approximately 
vertical lines, but after reaching the zone of saturation, a 
horizontal component of movement is applied parallel to the 
downgradient direction of the potentiometric surface. Figure 
14 shows a schematic interpretation of the chalk aquifer in 
East Yorkshire, England (Foster, 1974). The usually described 
arcuate flow path is modified by anisotropic permeability, 
fractures and solution features in the carbonate rocks. 
Deviation from vertical unsaturated flow may be observed in 
the vicinity of bluffs, but this forms a negligible portion 
of the overall flow domain as shown on the previous problem. 
In this respect vertical columns can be used for studying the 
development of springs in carbonate rocks. 
The unsaturated zone of carbonate rocks can be replaced 
by a number of vertical columns. Figure 14. The flow in these 
columns is in the vertical direction. The bottom of each 
column is just above the water table, hence, seeping water 
from the vertical columns becomes a component of horizontal 
flow and is conveyed to the spring outlet of the basin. The 
system modifies this input before it appears as spring flow. 
The phenomon can be thought to be similar to the surface 
drainage systems; the seepage from the columns as rainfall, 
underground drainage network as surface drainage network, and 
spring flow as basin outflow. As a result, there should be a 
relationship between spring flow and the seepage from the 
Vertical column 
high water table 
,low water table 
[^droughtwater table 
Pleistocene buried cost 
line , 50-
' spring, base of Drift 
deposits 
level of zero 
discharge 
w 
nrm unsaturated zone with vertical flow 
zones of major permeability development 
zones of minor permeability development 
zones of low permeability 
confining bed 
Figure 14. Schematic interpretation of the hydraulic structure of 
the chalk aquifer in East Yorkshire ( Foster, 1974). 
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vertical columns. The properties of the underground drainage 
network, recharge from rainfall, and topography will be some 
of the other parameters that will alter the results. 
Therefore to simulate different fracture spacings of the 
region three columns were analyzed at different input 
variables. The results are shown in Figure 16 with the 
average of the three curves shown in Figure 18. 
By an equal mesh spacing of 50 cm, 13 nodes are used for 
a column height of 525 cm. Figure 15. The lateral dimensions 
2 
A 
Z 
A 
constant head boundary 
Y =-30 cm 
node number 
40 U 
(cm) 
200 lapervioud 
influx boundary 
1=0. cm/sec 
steady state 
^ X 
unsteady state 
constant head 
boundary 
Y=0. cm 
Figure 15. Nodal network for the mathematical model 
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can be taken as any length because the flow is unidirectional. 
The hydraulic properties of the medium are listed in Figure 16. 
Kq, n# X, and of the fractures and the matrix are selected 
after a number of computer runs, considering the relations 
given in Equations l9,20., 21, and 22 as criterion, although 
Equation 22 does not hold true in this selection. The minimum 
value for the coefficient of permeability is taken as 1 x 10"^ 
and 1 X 10 cm/sec during steady and unsteady simulations 
respectively. The coefficient of compressibility of fractures 
is chosen as 1.90 times larger than the smallest value reported 
by LeRoy Scharon and Associates (1960) because of stability 
requirements of the computer program in the elastic drainage 
phase. 
The bottom and sides of the vertical column are assumed 
to be impermeable and a ip = -30 cm at the upper surface during 
steady state simulations. This upper boundary is changed to a 
zero influx boundary in the unsteady state runs. Also, the 
lower end of the column is set to atmospheric pressure head, 
and it is kept so throughout the unsteady state runs. The 
change in pressure head and seepage rate in node number 3 are 
analyzed. The permeability of this node and the hydraulic 
gradient between this node and the lower boundary node are 
used in the calculation of the seepage rate. Figure 15. To 
illustrate the effect of the matrix on the total flow, the 
same model is used in simulating drainage from fractures alone. 
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In this case the matrix is assumed to be impermeable and the 
storage and flow take place through the fractures. 
Figure 16 shows the results of these two analyses. 
There are four distinctive regions on the seepage rate-
time plot of fractures and matrix. Figure 16. The first part 
is the drainage phase in saturated flow which is completed in 
about 100 seconds. The second part is the seepage under 
capillary pressure conditions, ^ 0, lasting about 4000 
seconds. The third part is a steep decrease in seepage rate 
of an order of 1 x 10 ^ within 10000 seconds, and the fourth 
part is a gradual decrease of seepage rate. 
Part I reflects the elastic properties of the system. The 
rate of change of pressure in the column, after setting the 
lower end to atmospheric pressure head, is closely related to 
the coefficient of compressibility of the fractures. The 
greater the value of a, the longer the time period for pressure 
head to reach the unsaturated conditions because of the larger 
amount of elastic storage. Because of the slightly higher 
value of the coefficient of compressibility of fractures, the 
time of drainage is larger than to be expected under natural 
conditions. 
In Part II, the drainage rate is almost constant for about 
4000 seconds. It is an unsaturated flow in the capillary 
range - 1 < ip ^ 0. In this range, the formations are 
Figure 16. Seepage through a carbonate rock column, Column I 
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incompressible, and hence, two coefficients C^, and ^ ^  ^ ^ m .^iti 
:m + 
on the right hand side of Equation 25 are controlling the flow 
behavior. Variations of these coefficients are plotted on 
Figure 17. It is seen that is dominant until ^ -13, and 
flow is to be controlled by the unsaturated flow properties of 
the fractures. 
_3 In Part III, seepage rate decreases from 1 x 10 to 
-6 3 2 1.2 X 10 cm /sec/cm in about 30000 seconds. This trend is 
parallel to the change of for The hydraulic con­
ductivity of the fractures decreases with a power of 4 in this 
range (Equation 19) , indicating that they are drained 
completely for practical purposes at pressures just below the 
air entry pressure while the matrix is at full saturation 
(capillary saturation). 
In Part IV, the seepage rate curve flattens after a sharp 
increase, which corresponds to ijj = -4.6 cm. After 54 days of 
drainage, the rate falls from 3.5 x 10 ^ to 5 x 10 ^ cm^/sec/ 
2 
cm . The sharp increase in the seepage rate is due to the 
quasi-steady state assumption for matrix flow and its finite 
difference discretization. in the simulator, pressure head 
distribution in the matrix is calculated after solving for 
head in the fractures, hence, the effect of matrix flow is 
considered one time step later. The flow from the matrix 
dominates seepage through the column after (p = -4.6 cm, and 
sharp decrease in the seepage rate is modified although 
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Figure 17. Change of specific moisture capacity with 
pressure head 
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C K Ç 
according to Figure 17, the value of ^—+~fC^ exceeds 
m lu 
after ijj = -13 cm. 
The drainage of fractures with an impermeable matrix has 
a similar character to seepage through fracture-matrix system. 
First and second parts of drainage curves of each system are 
the same. In the third part, seepage rate through fractures 
by themselves decreases continuously until reaching a zero 
value. This behavior proves that the fourth part of the 
seepage curve of a fracture-matrix system is dependent on 
the flow from matrix. The coincidence of the first two parts 
of the seepage permeable and impermeable matrix curves is due 
to the high amounts of flow released from fractures relative 
to flow from the matrix. Wilson and Witherspoon (1974) 
observed the same fracture-matrix flow behavior in saturated 
conditions and stated that the flow from the matrix was 
negligible for practical purposes. 
The drainage of fractures and matrix in the unsaturated 
region depends on the unsaturated hydraulic properties of 
these pores. One can see the similarity between the shape of 
the 7 X vs. for ^ of fractures in Figure 17, 
m m 
and Parts III and IV of drainage versus time plot in Figure 16. 
Therefore unsaturated behavior of double porosity media can be 
studied by analyzing the as a function of 
« Cm 
pressure head. This analysis may give some qualitative idea 
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of the field behavior of carbonate rocks. 
The results of the other two columns are shown on Figure 
18. Air entry pressure, \jj^, and the coefficient of 
permeability, K, of the fractures are changed while keeping 
the properties of the matrix the same. Because K and 
of the fractures are functions of fracture opening, column I, 
II, and III simulates different double porosity columns of the 
same matrix. 
The seepage rate-time curves of these two columns have 
the same shape as in the first column. The periods of Part I 
and II extend significantly parallel to the changes in KQ and 
Cg of fractures. The initiation of matrix flow occurs at high 
seepage rates in these two columns as compared to the first 
column. 
The changes in the seepage rate-time curve take place 
parallel to the changes in KQ' and Lower means small 
fracture widths. As decreases. Part II, which is a 
capillary drainage period, increases. The change in seepage 
rate in Part III decreases also. The slope of Part IV remains 
the same. This is expected, because the properties of the 
matrix are kept the same. 
ipj^ and KQ of the fractures approaches and KQ of matrix 
from the first column towards the third column. One would 
think that Part III would vanish if and K were taken the 
o 
same for fractures and for matrix. However, the coefficients 
Fi9ure 18. Seepage through carbonate rock columns, Columns I, II, and III 
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n and X, and porosity, n, of fractures and matrix cannot have 
the same value due to the differences in their pore structures, 
and so there is always a Part IV in the seepage curve of such 
systems. 
In the field, regions with different geohydraulic 
properties may exist together. In order to approximate such 
a condition, the average of the results of the three columns 
are plotted in Figure 18. The slope of Part III is flattened. 
Figure 19a shows the recession curves the Bileca Springs 
(Torbarov, 1976) and the Ombla Spring (Milanovic, 1976) in 
Yugoslavia. Milanovic (1976) states that the Ombla Spring 
flow is characterized by three types of porosity, represented 
by three different slopes of the hydrograph recession. Figure 
19a. The first slope reflects a rapid outflow from caves and 
channels. A large volume of water which had filled this 
system empties rapidly. The second slope characterizes the 
outflow of the system of well connected and locally karstified 
joints and larger fissures. The third slope characterizes the 
outflow from reserves in the fissured porosity (Milanovic, 
1976) . 
The result of the vertical column I is plotted in semi-
logarithmic scale in order to compare it with the field data. 
Figure 19b. The Parts I, II, and III in Figure 16 are not 
shown clearly in Figure 19b because the seepage rate changes 
in a short time period. For this reason they are shown as a 
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Figure 19. Comparison of Ombla and Bileca Springs' 
recession curves with the column results 
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single slope. However the slope change on semilogarithmic plot. 
Figure 19b, corresponds to the beginning of Part IV in Figure 
16. One can observe some minor slope changes on that part of 
semilogarithmic curve, although they do not change the general 
trend of that period of seepage. That part of seepage must be 
flow from the matrix. The irregularities of the slope occur 
because of the way which the matrix is modelled in the computer 
program. The matrix flow is considered always one time step 
later in the solution of pressure head distribution in the 
fractures. 
One can see the similarity between Ombla Spring recession 
curve and seepage curve of vertical column problem. Milanovic 
(1976) explains the last part of the recession curve in terms 
of porosity other than major fractures and storage in these 
pores. In the vertical column example, it is proved theo­
retically that the last period of drainage of double porosity 
systems is controlled by the matrix porosity. Therefore, in 
the field a similar pore system should be responsible for the 
late flow periods of carbonate springs. The early periods of 
the recession curves are under the control of fractures and 
large scale features. In the column example, drainage of 
fractures is completed in a short time period. Logarithmic 
plot shows saturated, capillary and unsaturated drainage cycles 
of fractures, clearly. However, the time of this part of the 
drainage is very short and is seen as one slope in a semi-
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logarithmic plot. Figure 19b. In the field this phase of 
drainage is easily modified and observed as a single slope 
corresponding to the drainage of fractures. Because the model 
can not handle flow through large scale features, the results 
do not show the drainage phase of these features. However the 
first and second slopes of Milanovic's plot are not seen in 
the recession curve of Bileca Spring flows separately. One 
can reason that, the second slope of Ombla Springs' recession 
curve is a special case, and it should not be interpreted in 
terms of drainage of fractures. Fractures drain in a short 
time period, and this part is offset by the drainage of large 
scale fractures. 
With these observations in mind, one can draw some con­
clusions about the development of spring flow. Drainage of 
major fractures and solution channels after a recharge period, 
forms the first part of spring flow recession curve. Later, 
the spring flow is maintained through the unsaturated drainage 
of storage in pores other than major fractures and large scale 
features. The two phase of drainage is seen as distinct slope 
differences on the spring flow recession curve. The matrix is 
used as original rock porosity in this text. However, the 
coefficient of permeability for matrix in the vertical column 
models is taken as several orders greater than the field values. 
The reason behind such a distortion is to observe the response 
of the matrix in an early period of computer runs. On the 
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- 2 - 2  '  other hand the factor Ç is taken as 1 x 10 cm , corresponding 
to a block dimension of 56.6 cm. In the model, the product of 
matrix permeability, k^, and coefficient, is considered 
directly. A number of combinations of k^Ç can be simulated 
with the model corresponding to various field conditions. 
High k^S corresponds to small matrix blocks of low permeability, 
and small k^Ç to large matrix blocks of high permeability. So, 
the model results can give an idea about permeability of 
various size matrix blocks. Field measurements of k^ or Ç 
are necessary for obtaining quantitative conclusions about the 
pore structure of the matrix. 
In the field, there can be a number of minor fractures 
ranging in their geohydraulic properties between major 
fractures and matrix, and they can have different properties 
with respect to each other forming a spectrum. If minor 
fractures are numbered as 1,2,...,p-l,p; first being close to 
major fractures and p being close to matrix with respect to 
their similarity in geohydraulic properties, there will be a 
multi porosity system, hence flow from such a system will have 
p + 2 different slopes on a seepage rate time curve as the first 
slope for drainage of fractures and the last one for drainage 
of matrix. After depletion of major fractures, the first set 
of minor fractures drains and then the second set does and so 
on. At the end, flow from the matrix becomes dominant 
on the seepage through multi porosity system. 
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The size of fractures and their air entry pressure. 
permeability, n and X coefficients, and characteristic length 
C of subfracture systems are the basis of such a classifica­
tion. If subfractures form a continuity between major 
fractures and the matrix with respect to their geohydraulic 
properties, a smooth seepage curve may develop. 
A mathematical model of groundwater flow through multi 
porosity systems can be written in a way similar to that used 
for double porosity. The major fracture, matrix and large scale 
features are as defined previously. The quasi-steady state flow 
assumption through minor fractures may be applicable in." near 
surface flow systems. Therefore, the differential equation 
of flow through multi porosity systems can be written as 
V • —^ + z) 
P 6 £ I 
—— (otf + n^3 * ) + pC^ 
11 JC J- J- J- 3t 
P®]_ I 
+  ^ (ex+ n^B') + pC 
3^1 
1 3t~ 
and 
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(34) 
n («m + + P^m W 
2 
where subscript m and 1,2,...,p stands for matrix and sub­
fractures respectively. The C, k and 6 have the same func­
tional forms as defined before. 
The above equations can be discretized and solved by 
using the finite difference method. Such a solution should 
be a closer approximation of spring discharge. 
The results of the spring flow problem, demonstrate the 
high rates of groundwater movement in carbonate rocks. Under • 
high rates of recharge the rise of the water table would occur 
rapidly. The under ground drainage systems in karst carry the 
water to remote places in a similar fashion as surface drain­
age systems. 
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Matrix flow forms an insignificant part of the total flow 
from a fracture-matrix system in saturated conditions. This 
was observed by Wilson and Witherspoon (1974) . However, 
matrix flow constitutes the major part of flow from these 
systems in unsaturated conditions. 
There is a similarity between leaky aquifers and double 
porosity media flow. Both leaky aquifers and matrix act as 
source elements in the flow domain. Flow through these 
systems are modified by matrix and leaky confining layers. 
The mathematical models of the two systems are similar 
provided that the flow through the matrix is modeled as 
quasi-steady state flow. However, leaky aquifers act as a 
recharge boundary, matrix is dispersed in the flow domain, and 
its effect is to be seen in every point on the flow domain. 
Other Applications 
The mathematical model can be used as a complementary 
part in the study of convective heat transfer study in 
carbonate rocks. Similar studies were used for locating the 
zones of or narrow fractures on a large scale ( Turner and 
Supkow, 1976; Mathey, 1974). The main idea is the analysis 
of groundwater flow system based upon the redistribution 
of rising geothermal heat and/or shallow soil heat by 
moving groundwater. Groundwater may act as a moving heat 
source or heat sink, the strength of which is related to the 
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mass-rate of groundwater movement. The method is based on the. 
solution of heat transport equation which considers convective 
heat transport by groundwater. By following a trial and error 
procedure, heat source or heat sink regions in the field can 
be determined. 
In all of the problems it is seen that movement of ground­
water in carbonate rocks is under the influence of boundaries, 
such as caves, channels, and geohydraulic properties of the 
fractures and matrix. Therefore, in the solution of the heat 
transport equation, velocity profile in saturated and in 
unsaturated zones are required. In this respect, the 
mathematical model and its computer version provide the 
necessary velocity distribution data under various boundary 
conditions. 
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SUMMARY 
The mathematical model is based on the theory developed 
by Barenblatt et al. (1960) and the extension of this theory 
by Warren and Root (1963) . Warren and Root used the equations 
in oil flow studies which involve high pressure head changes. 
Kazemi (1969) and other researchers showed the effect of 
matrix flow in oil reservoirs. Later this theory was applied 
to saturated groundwater flow problems. However, the effect 
of the matrix on groundwater flow was not explained clearly. 
Because of the low pressure head changes in near surface flow 
systems, matrix flow forms an insignificant fraction of total 
flow through double porosity media in saturated conditions. 
This study shows the effect of matrix flow in unsaturated 
flows and supports the findings of Wilson and Witherspoon 
(1974). in saturated regions. Matrix flow forms the major flow 
component in unsaturated media and flow from fractures is 
insignificant in unsaturated media. This conclusion explains 
the development of springs in carbonate rocks. The slope 
change in spring flow recession curves is due to a change from 
fracture flow to matrix flow. Matrix flow forms the dependable 
yield of springs. 
Regional behavior of flow explains the development of 
solution features near bluffs and rivers. Groundwater flow 
discharges through these parts of the flow domain and hence 
forming potential erosion regions. The bluff face is expected 
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to retreat under the effect of weakening of the face by erosion 
and high pore pressures causing instability. 
The results of the cave problem explains the field obser­
vations. Joints and fractures extending from one basin to 
another may enlarge through solution of carbonate rocks. These 
form avenues for groundwater between basins. The groundwater 
table is controlled by the solution features in carbonate 
rocks, and is usually at the level of these features in rest 
of the flow region due to high fracture permeability. 
The model and its computer program can be used in 
studying flow under various boundary and initial conditions as 
well as in various geologic formations of double porosity. 
Field values for geohydraulic properties of fractures and 
matrix are needed for quantitative studies. 
The results represent outputs from some conceptual models. 
Functional inputs k(^), 0 / C(y), and parameter Ç need 
theoretical and experimental work for their final forms. In 
this study, relations similar to those characteristic of 
granular media have been used. 
The column results are generalized in explaining the 
development of spring flow. However, the computer program is 
capable of handling two dimensional spring flow problems. In 
this study, such a problem is not solved due to large computer 
time requirement. 
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APPENDIX; COMPUTER PROGRAM 
Data Deck Instructions for the Program 
Group No. of cards Needed only Format Input 
when 
A 1 Always 11, 14 IMP, IFR 
B 1 Always 11, 14, 20AI ISP, NOTIME, (ITITLE (1), 1= 
C 1 Always 1615 L, M, N, NOIN, NOFO, 
NOFLUX, KPUT, ITPUT, 
ISTEP, IPIT 
NOHEAD, 
IPRINT, 
D1 L/8 Always 8E10.3 (DELX (1), 1=1,L) 
D2 N/8 Always 8E1Û.3 (DELZ (1), 1=1,N) 
E 1 Always 8E10.3 BETA, CXXL, PERC, PERCl 
F NxL/8 4012 (ITAG (I,J,K),I=1,L) 
G NOIN/8 8E10.3 (PINIT(NOB), NOB = 1, NOIN) 
H NOBO/80 8011 (ILPUT(IDUM), IDUM = IfNOBO) 
I NOBO/80 8011 (ITAGI(IDUM), IDUM = 1,N0B0) 
J NOBO/80 8011 (ITAG9(IDUM), IDUM = 1,N0B0) 
Kl one card for 
each node 
When 
ITAG = 9 
8E10.3 PBO(IDUM) 
K2 If ITAG = 8, 
ITAGI = 0 
8E10.3 RX (IDUM) , RZ (IDUM) , PTOP (IDUI 
PBO(IDUM) 
K3 If ITAG = 8, 
ITAG = 1 
3E10.3,110 RX(IDUM,RZ(IDUM) , PTOP(IDUM) 
ISUB(IDUM) 
Data Deck Instructions for the Program (Continued) 
Group No. of cards Needed only Format 
when 
Input 
LI 
L2 
L3 
L4 
Ml 
M2 
N 
0 
P 
R 
N*L/80 
1 for each 
formation 
1 for each 
formation 
KPUT = 
KPUT = 
KPUT = 
KPUT = 
Always 
IFR^O 
1 
2 
3 
4 
1 Always 
(1+NOTIME)/80 Always 
NOTIME/80 NOTIME > 0 
NOTIME/8 NOTIME > 0 
8011 
8011 
8011 
8011 
6E10.3, 
15A1 
6E10.3, 
15A1 
7E10.3, 15 
8011 
8011 
8E10.3 
(KTAG(I,J,K1 ,1 = 1,L) 
(KTAGd,J,]^) ,1 = IfL) 
(KFAG(K), K = 1,N) 
KWAG 
ANHOR(NO), ANVERT(NO), PORO(NO), 
ALPHA (NO) , ETA (NO), ALAM(NO), 
(ISOIL(NO,IM), IM=1,15), 
PBUB(NO), RESAT(NO) 
ANHORM(NO), ANVERM(NO), POROM(NO) 
ALPHAM(NO), ETAM(NO), ALAMM(NO), 
(IS0ILM(N0,IM),IM=l,15)f PBUBM 
(NO), RESATM(NO), XIM(NO), 
CLE(NO) 
OMEGA, OMEGB0, OMEGBl, TOLA, 
TOLB, SEANA, SEANB, KART, 
GEOFF, DIFF, FACTOR 
INN, (NES(IT), IT = 1, NOTIME) 
(ITT(IT), IT = 1, NOTIME) 
(DELTIM(IT),IT = 1,NOTIME) 
Data Deck Instructions for the Program (Continued) 
Group No. of cards Needed only Format Input 
when 
S NOBO ITT > 0 
one card for 
each node 8E10.3 PBO(IDUM) 
with ITAG = 
9 and ILPUT == 
5 or 6 
one card for 
each node 8E10.3 RX(IDUM), RZ(IDUM) 
with ITAG = 
8 and 
ILPUT = 2 
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INPUT PARAMETERS: 
Delimits end of a set of data decks. Final 
data card must always have a zero in column 1. 
Impermeable matrix. No data of M2 subgroup. 
Permeable matrix. 
It can. have any value. 
Number of time steps (<100). Set 0 for runs 
for steady state. 
Title (<20) alphanumeric characters. 
Number of nodes in x = direction (<99) . 
Set 1. 
Number of nodes in z-direction (<99). 
Number of input fields for guessed initial 
pressure heads used as starting values in 
steady-state simulation (<7). Usually set to 1. 
Number of soil types or geologic formations 
«9). 
Number of boundary nodes at which constant or 
variable head is specified (i.e.: nodes at 
which ITAG(I,J,K) = 9). 
Number of boundary nodes at which constant or 
variable flux is specified (i.e. : nodes at 
which ITAG(I/J,K) = 8). Note that NOBO = 
NOHEAD + NOFLUX «100) . 
KTAG(I,J,K) values are read in by lines 
(I = If L). 
KTAG(I,J,K) values are read in by layers 
((I = 1, L), J = 1, N). 
KTAG(I,J,K) values are the same (=KWAG) through­
out the grid (i.e.: homogeneous case). 
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ITPUT = 0 
= 1 
IPRINT = 0 
= 1 
ISTEP = 0 
= 1 
IPIT = 1 
= 0 
DELX(I) = 
DELZ ( K) = 
CXXL = 
PERC = 
PERCl = 
Overrelaxation invoked, 
equations not used. 
Overrelaxation smothered, 
equations used. 
Linear prediction 
Linear prediction 
Specifies printout of preliminary input data. 
No such printout. 
Generalized variable flux for all nodes with 
ITAG{I,J,K) = 8 and ILPUT (IDUM) = 2. New flux 
rates must be read in at each time step. 
Variable flux for such nodes is a single step 
function with the value changing at time = 
TSTEP. Only two sets of flux rates need be 
read in. (If there are no nodes with ILPUT = 
2 set ISTEP = 0). 
Specifies printout of residues at each 
iteration during solution, but only at those 
time steps for which printouts of results are 
requested by the NES(IT) parameter. 
No such printout. 
Variable grid spacings in x-direction (L values) 
(cm) . 
Variable grid spacings in z-direction (N values) 
(cm) . 
A parameter to check the residue from the 
previous time step. 
A parameter used to control unsaturated 
permeability in steady state runs. 
A parameter used to control unsaturated 
permeability in unsteady state runs. 
ITAG(I,J,K)= 0 Tags node (I,J,K) as being outside the field of 
solution. Specification of nodes with ITAG = 0 
allows generation of irregular region shapes. 
To satisfy internal programming considerations, 
it is also necessary to specify ITAG = 0 for all 
n o d e s  w i t h  I  =  1 ,  I  =  L ,  K =  1 ,  K = N .  
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= 1-7 Delineates input fields for guessed initial 
pressure heads used as starting values in 
steady-state simulations. 
= 8 Tags node (I,J,K) as a constant or variable 
flux boundary node. 
= 9 Tags node (I,J,K) as a constant or variable 
head boundary node. 
= 10 Tags node at grid points inside the 
gallery, well, etc. 
(L.M.N, values). 
PINIT(NOB) = 
ILPUT(IDUM) = 
= 1 
= 2 
Guessed initial pressure heads used as starting 
values in steady-state simulations (NOIN 
values). The first value will be assigned to 
all nodes with ITAG = 1, the second to all 
nodes with ITAG = 2, etc. (cm). 
This parameter provides further specification 
of the boundary conditions at boundary node 
IDUM. The IDUM subscript is automatically 
calculated for all nodes with ITAG(I,J,K) = 8 
or 9, according to the numbering system noted 
at the bottom of Table 1. ILPUT values of 1 
and 2 are limited to nodes whose initial ITAG 
values are 8. ILPUT values of 4, 5 and 6 are 
limited to nodes whose initial ITAG values are 
9. 
Flux rates RX(IDUM) and RZ(IDUM) are constant 
for all values of the pressure head less that 
PTOP(IDUM). If the simulated value of pressure 
head becomes greater than PTOP, then the time 
step is recalculated with the flux condition at 
this node replaced by a constant head condition 
with the head equal PTOP. 
Flux rates RX(IDUM) and RZ(IDUM) are variable 
with time. Otherwise as ILPUT = 1. New values 
of RX, and RZ are read in at each time step if 
ISTEP = 0, or at a single step if ISTEP = 1. 
= 3 Seepage face. Below the exit point ITAG 
and the pressure head is set equal to 
PTOP(IDUM) = 0.0. Above the exit point 
ITAG = 8 and RX = RZ = 0.0. 
= 9, 
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= 4 Constant head PBO(IDUM). 
= 5 Variable head PBO(IDUM). New values of PBO 
are read in at each time step. 
= 6 Variable head PBO(IDUM) except where PBO = 0.0, 
then node is treated as impermeable (ITAG = 
1-7). 
(NOBO values) 
ITAGI (IDUM) 
= 0 All nodes with ITAG = 8 are treated as constant 
head nodes (ITAG = 9) with head = PBO(IDUM) 
during the initial steady-state simulation. 
= 1 
ITAG9(IDUM) = 
All nodes with ITAG = 8 are treated as 
impermeable nodes with ITAG=ISUB (IDL.i; during 
the initial steady-state simulation. 
The nodes with ITAG = 9 may be treated as 
impermeable if ITAG9 = 1 otherwise no change. 
(NOBO values) 
PBO(IDUM) = 
RX(IDUM) = 
RZ(IDUM) = 
PTOP(IDUM) = 
ISUB(IDUM) = 
Specified pressure head values for boundary 
nodes with ITAG(I,J,K) = 9, and for steady-
state simulations at nodes with ITAG = 8 and 
ITAGI =0 (cm). 
Flux in x-direction across boundary node IDUM 
with ITAG = 8 (cm/s). 
Flux in z-direction across boundary node IDUM 
with ITAG = 8 (cm/s). 
(See: ILPUT(IDUM) = 1) (cm). 
Specified pressure head value at which flux 
boundary condition is replaced by constant head 
boundary condition. 
ITAG value assigned to boundary node IDUM with 
ITAG = 8 and ITAG = 1 during steady-state 
simulations. 
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KTAG(I,J,K), KFAG(K), KWAG 
= 1-9 
ANHOR(NO) = 
ANVERT(NO) = 
PORO (NO) = 
ALPHA (NO) = 
ETA(NO) = 
ALAM(NO) = 
PBUB(NO) = 
RESAT(NO) = 
ISOIL(NO) = 
ANHORM(NO) = 
ANVERM(NO) = 
POROM(NO) = 
ALPHAM(NO) = 
ETAM(NO) = 
ALAM(NO) = 
ISOILM(NO) = 
PBUBM(NO) = 
Delineates configuration of soil types of 
geologic formations. Nodes with KTAG = 1 will 
be assigned properties of first fracture 
(N0=1); nodes with KTAG=2 will be assigned 
properties of second fracture, (N0=2), etc. 
Nodes with ITAG = 0 can have any KTAG value 
assigned to them without consequence. 
(L.M.N, values). 
Horizontal coefficient of permeability Kx for 
fracture NO (cm/s). 
Vertical coefficient of permeability Kz for 
fracture NO (cm/s). 
Porosity of fracture NO (dec, fract.). 
-1, Vertical compressibility of fracture NO (cm ), 
Ti/ pore size distribution index of fracture NO 
in the calculations of unsaturated permeability. 
A, pore size distribution index of fracture NO. 
Air entry pressure of the formation (cm). 
Residual moisture content (fraction). 
Name or fracture NO. 
Horizontal coefficient of permeability of 
matrix NO (cm/s). 
Vertical coefficient of permeability of matrix 
NO (cm/s). 
-1, 
Porosity of matrix NO (dec. fract.). 
Vertical compressibility of matrix, NO (cm '^) . 
n, pore size distribution indes of matrix NO. 
pore size distribution index of matrix NO. 
Name of matrix NO. 
Air entry pressure of matrix NO. 
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RESATM(NO) = Residual saturation of matrix NO. 
XIM(NO) = Parameter Ç of matrix NO. 
CLE (NO) 
OMEGA — 
OMEGB0 = 
OMEGBl = 
TOLA = 
TOLB = 
SEANA = 
KART = 
GEOFF = 
Representative length, L, of matrix NO. 
Overrelaxation parameter used in steady-state 
simulations. (Recommended value = 1.40 - 1.90. 
Must be optimized for different geometries. 
Usual value = 1.88). 
Overrelaxation parameter used during transient 
simulation when ITPUT = 0 (recommended value = 
1.40) .' 
Overrelaxation parameter used during transient 
simulation when ITPUT = 1 (=1.00). 
Tolerance that must be reached by converging 
LSOR scheme during steady-state simulations 
(recommended value = 0.01). 
Tolerance that must be reached during transient 
simulations (recommended value 0.10). 
Extrapolation factor in linear prediction 
equations (see eqn. 13 of Freeze, 1971), steady-
state case (recommended value = 0.1). 
Maximum number of iterations per time step. 
Internal parameter used in connection with 
floating point IF tests (recommended value = 
0.10). 
DIFF, FACTOR = If, during successive iterations, the residue 
increases (showing divergence) rather than 
decreases (showing convergence) a test is made 
on the increase and if. it is greater than DIFF, 
the time step size is cut by FACTOR and the 
step is recalculated (recommended values: 
DIFF = 0.1, FACTOR =2.0). 
INN,NES(IT) = Specifies printout for results, INN for the 
steady-state results, NES(IT) for each time 
step IT from 1 to NOTIME. 
= 0 No printout 
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Printout pressure head total pressure head of 
fractures, and of matrix in x and z directions. 
ILPUT(IDUM) = 2 or 5 values are changed at the 
ITT(IT) = 1 time steps. New pressure head or 
influx rates are read at ITT(IT) = 1 time 
steps. ITT(IT) = 0, no such input. 
Time at which step-function variable flux 
values at nodes with ITAG = 8, ILPUT = 2 
change from initially set RX, RY, RZ values to 
new values under option of ISTEP = 1. 
If ISTEP = 0, set 
TSTEP = 0.0 (sec). 
Ill 
c 
c a******************************************************** 
C * TWO DIMENSIONAL SATURATED-UNSATURATED FINITE * 
C • DIFFERENCE MODEL OF FLOW THROUGH DOUBLE POROSITY * 
C * MEDIA * 
C ********************************************************* 
C 
COMMON/A 1/ ITAG( 20. 1 . 20 ) , KTAG C 20 • 1 «20 ) «P ( 20 « 1 « 2C ) • 
IX(20).Y(1).Z{20).P0R0(9).ALPHA(9)»PRSATX(9>tPRSATY(9)* 
2ANH0R(9) ,ANVERTt 9).ITITLE{20).NES(1OP).ETAC9).ALAM(9), 
3RESATt9)»RX(100),RY(1),RZ(100).PBO(IOO).PBOS<100). 
4P I(20.1.20).PRSATZ(9),PBUB(9).PTOP(1 CO > 
C0MM0N/A2/ ILPUT(100).ITAGItlOO).DELTI(lOO).XLRl«XLR2. 
IPT(20 .1 .20).DELX(20).DELY( 1).0ELZ( 20).OMEGB0.TI ME. 
2DELT,GRAV.SEANA,SEAN8.XL.XLR.CXXL.THETA,FACTER.FSCALE. 
3ITPUT.OMEGB1 .DIFF.FACTOR.IBUG,INKPUT.ITOP. I STEP.I BILL. 
4ITT(I 00).NOTIME.RPER.PERC.IPIT.TSTEP 
COMMON/A3/TIM,PHICON.PCON«ISP.IBUGPR.NOEO.INN.DELTF. 
*TN.IT.TQLA.KAR.KART.RES.TOLB.L.M .N.GEOFF,TIMl.BETA. 
• PCOM (2 00 ) .PHI (20.1.20) .UU(20.1 . 2 0 ) . PM ( 20 . 1 . 20 ) .OMEGA 
C0MM0N/A4/ UM{20.1.20).VM(20.1.2 0).QMA(20.20).CLE(9). 
1RESATM(9).PBUBM( 9).POROM<9).ALAMM(9) .ALPHAM(9) .XIM(9) . 
2ANH0RM(9) .ANVERM(9) ,ET AM(9) .PRSAXM(9 ) .PRSAZM(9) 
COMMON/Aa/AP(20).CP(20).A(20),8(20),C(20).D(20),E(2C). 
IH(20).W(20).S(20).UX(20).UY(20) .UZ(20) ,D CNNA(20). 
2PR1(20) .PR?(20 ).PR5(20 ) ,PR6(2C ).LI(20).LK(20 ) .F(20). 
3LINK(20>.RXP(20).RYP(1),RZP(20).G(20) 
DIMENSION PINIT( 10 ) . ISOIL(9, 15 ). ISUBdOO ).KARL( 100), 
1IMIN(100),SEC(100).I DUMMY(lO).KFAG(lOO),MOOF(99). 
2RESL{100 Î.ÏSUGÎÎ 100).CELT I Mi ÎCCÎ .Ï TOPÎ (99) «1200(100! , 
31 SOILM(9.15) .IH(IOO) 
C 
C ********************************************************* 
C * READ IN GRID DIMENSIONS AND HYDRAULIC PROPERTIES * 
C ********************************************************* 
C 
1 READ{5,2) IMP.ÏFR 
IF (IMP.EQ.O) GO TO 3 
READ(5.2) ISP.NOT!ME,< ÎTÎTLEÎ IÎ, 1= Î,20 Î 
READ(5.8) L.M.N. NOIN.NOFO.NOHEAC.NOFLUX. KPUT. 
*ITPUT. IPRINT. ISTEP. IPIT 
LI=L-1 
N1=N-1 
5 RE AD (5. 9) (DEL X( I ) . 1 = 1 .L ) 
READ(5,9) (DELZ(K),K=1.N) 
X(1) = 0.0 
X(L)=0.0 
Z(1)=0.0 
Z(N)=0.0 
DO 17 1=2.LI 
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I F ( I - 2 )  5 0 0 . 5 0 0 , 5 0 1  
5 0 0  X ( I ) = D E L X ( I ) / 2 .  
G O  T O  1 7  
5 0 1  X ( I ) = X ( I - 1 ) + ( D E L X ( I - l ) + O E L X ( I ) ) * 0 . 5  
1 7  C O N T I  N U E  
D O  1 3  K = 2 . N 1  
I F ( K - 2 )  5 0 2 . 5 0 2 , 5 0 3  
5 0 2  Z ( K ) = D E L Z ( K ) / 2 .  
G O  T O  1 8  
5 0 3  Z ( K ) = Z ( K - 1 ) + 0 . 5 * ( D E L Z { K - 1 ) + D E L Z ( K ) )  
1 8  C O N T I N U E  
Y ( 1 ) = 0 . 0  
D E L Y { 1 ) = 0 . 0  
R E A D 1 5 , 9 )  B E T A ,  C  X X L  , P E R C  .  P E  R C 1  
R P E R = 1 . / R E P P E R  
X L R = 1 .  
X L R 1  =  0 . 5 * X L R  
X L R 2 = 1 . 5 * X L R  
I F  (  I P R I  N T . E Q .  1 )  G O  T O  6 7 0 0  
W R  I T E ( 6 ,  6 0  )  
W R I T E ( 6 . 3 C 6 )  (  I T I T L E ( I  )  . I = 1 . 2 0  »  
W R I T E ( 6 , 6 1 )  L  
W R I T E ( 6 . 6 3 )  N  
W R I T E ( 6 . 5 8 5 )  
W R I T E ( 6 . 8 6 )  ( D E L X ( I ) . 1 = 1 , L )  
W R I T E { 6 , 5 3 8 )  
W R I T E ( 6 . 8 6 )  ( O E L Z ( K ) , K = 1 , N )  
W R I T E ( 6 . 6 5 )  
W R I T E ( 6 . 8 6 )  ( X ( I ) . I = 1 , L )  
W R I T E ( 6 î 8 8 )  
W R I T E ( 6 . 8 6 )  ( Z ( K ) . K = 1 , N >  
W R I T E ( 6 , 9 8 0 0 )  I M P . N O T I  M E  ,  I T P U T , M  I M P U T  
W R I T E ( 6 . 9 8 0 1  )  B E  T A , R E P P E R . C X X L , P E R C . P E R C 1  
C  
C  * * * * * * * * * * * * * * * * * * * # * * * * * * * * * * * * » * * * * * * * * * * * * * * * * * * * * * * * *  
C  R E A D  I N  N O D A L  T A G S .  A S S I G N  I N I T I A L  P R E S S U R E  H E A D S ( G U E S S )  
C  I N T E R I O R  A N D  N O F L O W  N O D E S ,  A S S I G N  V A L U E S  T O  H E A D  A N D  
C  F L U X  N O D E S  
C  * * * * *  * * * * * * * * * *  * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
c 
6 7 0 0  N O B O = N O H E A D + N O F L U X  
1 1 1 7  D O  1 0  K = 1 , N  
J = 1  
1 0  R E A D *  5 .  1 2 0 1 )  (  I T  A G (  I  .  J  .  K  )  .  I  =  1  ,  L  )  
1 1 1 8  I F  ( I P R I N T . E Q . l )  G O  T O  1 1 5  
1 3 0 1  F O R M A T ( 4 0 1 2 )  
W R I T E ( 6 . 9 0 )  
W R I T E ( 6 . 9 l )  
WRITE(6.92) 
W R I T E ( 6 . 9 3 )  
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W R I T E  ( 6 . 9 4 )  
D O  1 1 3  K T C P = l . N  
K = K + 1 - K T O P  
J =  I  
1 1 3  W R I T E ( 6 . 1 0 0 )  (  I T A G (  1  ,  J . K )  , 1  =  1  , L )  
1 1 5  J = 1  
9 0 1 1  R E A D ( 5 . 9 )  ( P I N I T ( N O B ) . N O B = 1 . N O I N )  
9 0 1 3  R E A D ( 5 . 1 1 )  ( I L P U T (  I D U M ) »  I O U M = 1 . N C B O )  
R E A O (  5 , 1 1 )  ( I T A G I  ( I D U M )  , I D U M = 1  . N O D O )  
R E  A D  C  5 .  1  1  )  (  I T A G 9 (  I D U M ) ,  I D U M = l  . N O B O )  
7 4 9  I D U M = 1  
D O  1 2  1 = 1 , L  
D O  1 2  K = 1 , N  
J =  1  
I F  ( I T A G ( I , J , K ) - 8 )  3 9 . 7 5 0 , 7 5 1  
7 5 1  I F ( I T A G (  I .  J . K ) - 9  )  3 0  2 2 , 3 0  2  2 . 3 0 2 3  
3 0 2 2  R E A D ( 5 , 9 )  P B O ( I D U M )  
I F ( I T A G 9 ( I D U M ) . N E . 0 )  G O  T O  5 1 0  
P (  I  .  J . K )  = P B O (  I D U M  )  
P T ( I . J . K  ) = 0 . 0  
I F ( I L P U T (  I D U M ) . N E . 3 )  G O  T O  9 2 2 3  
P T O P (  I  D U  I V )  = 0 . 0  
R X ( I D U M ) = 0 . 0  
R Z ( I O U M ) = C . O  
G O  T O  9 2 2 3  
5 1 0  P T  (  I  .  J  , K  ) = 5 .  0  
I T A G (  I  .  J  . K ) =  I T A G 9 (  I D U M  )  
N O G = I T A G ( I . J . K )  
P (  I . J . K ) = P I N I T ( N Q G )  
t f R I T E ( 6 . 5 5 0 >  I , K . P B O ( l O U M )  
5 5 0  F O R M A T ( / 1 0 X . ' W I L L  B E  C H A N G E D  T O  ,  A F T E R  * ,  
I S T E A D Y - S T .  R U N  1  =  •  .  I  3  ,  2 X  .  • K = •  , I  3  ,  2 X ,  « P R S .  H D = * , F 1 0 . 2 / )  
I F ( I L P U T (  I D U M )  . N E . 3 )  G O  T O  9 2 2 3  
P T O P  (  I D U M  ) = 0  . 0  
R X ( I O U M ) = 0 . 0  
« Z ( I D U M ) = 0 . 0  
I D U M = I D U M + 1  
G O  T O  1 2  
9 2 2 3  I 0 U M = I D U M + 1  
G O  T O  1 2  
3 0 2 3  P ( I . J . K ) = P ( I . J . K - 1 )  
I F ( I T A G (  I  , J , K ) . E Q . l l )  G O  T O  5 2 0  
P T ( I • J , K ) = 2 . 0  
G O  T O  1 2  
5 2 0  P T ( I . J  . K  ) = 6 . 0  
I T A G (  I  .  J  . K )  =  l  
G O  T O  1 2  
7 5 0  I F  ( I T A G I ( I D U M ) . E Q . 1 )  G O  T O  9 2 0 2  
R E A D ( 5  . 9  )  R X ( I D U M ) , R Z ( I D U M ) . P T O P ( I D U M ) , P B O (  I D U M )  
P ( I . J , K ) = P B O ( I D U M )  
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I T A G ( I  . J  . K ) = 9  
P T ( I , J , K ) = X L R  
I O U M = I D U M * 1  
G O  T O  1 2  
9 2 0 2  R E A 0 ( 5 , 2 9 )  R X ( I D U M ) ,  R Z (  I D U M > , P T O P (  I D U M ) , I  S U B <  I D U M )  
2 9  F O R M A T ( 3 F 1 0 . 3 i 1 1 0 )  
N O G = I S U B ( I D U M )  
P (  I .  J . K ) = P I N I T I N O G )  
I T A G { I . J  , K )  =  I S U B (  I D U M )  
P T ( I , J , K ) = X L P  
I D U M =  I D U M  +  1  
G O  T O  1 2  
3 9  I F  ( I T A G (  I . J , K > . N E . O )  G O  T O  1 3  
P ( I i J » K ) = 0 , 0  
P T ( 1 , J . K ) = 0 . 0  
G O  T O  1 2  
1 3  N O G = I T A G ( I  »  J . K )  
9 0 1 8  P ( I , J , K ) = P I N I T ( N O G )  
9 0  2 0  P T ( I , J , K ) = 0 . 0  
1 2  C O N T I N U E  
C  
c ********************************************************* 
C  R E A D  F O R M A T I O N  N O D A L  T A G S  A N D  F O R M A T I O N  P R O P E R T I E S  
Q ********************************************************* 
c 
G O T O  ( 1 1 2 1 . 3 0 0 2 . 9 C 0 0 , 9 0 0 1 ) , K P U T  
1 1 2 1  D O  1 4  K = 1 , N  
J =  1  
1 4  R E A D ( 5 , 1 1 )  { K T A G ( I . J . K ) , I = 1 . L )  
G O  T O  1 1 2 2  
3 0 C 2  D O  3 0 0 3  K = 1 , N  
3 0 0 3  R E A D ( 5 . 1 l )  (  (  K  T A G  {  I  .  J  ,  K  )  .  I  = 1  ,  L  )  .  J =  1  ,  M  )  
G O  T O  1 1 2 2  
9 0 0 0  R E A D ( 5 . 1 1 )  ( K F A G ( K ) . K = 1 , N )  
D O  9 0 0 2  K = 1 , N  
D O  9 0 0 2  1 = 1 . L  
D O  9 0 0 2  J = l . M  
9 0 0 2  K T A G ( I . J « K ) = K F A G ( K )  
G O  T O  1 1 2 2  
9 0 0 1  R E A D ( 5 . l l )  K W A G  
D O  9 0 0 3  K = 1 . N  
D O  9 0 0 3  1 = 1 . L  
D O  9 0  0  3  J  =  1 . M  
9 0 0 3  K T A G ( I . J  . K ) = K W A G  
1 1 2 2  I F  ( I P R I N T . E Q . 1 )  G O  T O  1 1 1 5  
W R I T E < 6 , 9 0 )  
9 0 1 0  I F  {  I P R I  N T . E Q .  I  )  G O  T O  1 1 1 5  
W R  I T E ( 6 . 1 0  9 1  )  
W R I T E  (  6 .  1  0 9 2  )  
D O  1 1 1 3  K T 0 P = 1 , N  
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K = N + I - K T C F  
J -  1  
1 1 1 3  W R I T E ( 6 . 1 0 0 )  ( K T A G ( I , J , K ) . I = 1 , L )  
C  
c  * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
C  R E A D  I N  G E C H Y D R A U L I C  P R O P E R T I E S  O F  F A C T U R E S  
C ********************************************************* 
c  
1 1 1 5  0 0  1 5  N Q = 1 . N 0 F 0  
1 0 1 6  R E A D { 5 . 1 6 )  A N H C R ( N O )  . A N V E R T ( N O ) , P O R O ( N O )  «  A L P H A { N O ) .  
* E T A ( N O  )  •  A L A M  ( N O )  ,  (  I  S O  I  L (  N O  »  I  M  )  ,  I  y = l  ,  1  5  >  •  P D U B  (  N O  )  ,  
» R E S A T ( N O  >  
I F ( I F R . E Q . O )  G O  T O  1 5  
C  
C  * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
C  I F R = 1 ,  R E A D  G E O H Y D R A U L I C  P R O P E R T I E S  O F  M A T R I X  
C  I F R = 0 .  M A T R I X  I S  C O N S I D E R E D  A S  I M P E R M E A B L E  
C  
READ(St  16)  ANHORM(NO),ANVERM(NO).POROM(NO),ALPHAM(NO) 
•  . E T A M ( N O ) , A L A M M ( N O ) »  ( I S O I L M ( N O , I  M ) • I M = 1 .  I  5 ) »  
• P 8 U B M ( N O ) . R E S A T M ( N O ) , X I M ( N O ) » C L E ( N O )  
1 5  C O N T I N U E  
I F  ( I P R I N T . E G . l )  G O  T O  6 7 0 2  
W R I T E ( 6 . 4 0 0 )  
W R I T E C 6 « 4 0 1 »  
W R I T E ( 6 , 9 8 3 1  »  
D O  4 0 3  N 0 = 1 . N 0 F 0  
1 0 5 1  W R I T E ( 6 . 4 0 2 )  NO, { I  SO  I L ( N O ,  I  M ) • I  M =  1 . 1 5 )  . A N H C R ( N O ) ,  
•  A N V E R T ( N O )  , P O R O ( N O )  . A L P H A ( N C )  
I F ( I F R * E a « 0 !  G O  T O  4 0 3  
WRITE<6,760)  (  ISOILM(NO,I  M), IM=1 ,15) ,ANHORM(NO),  
*ANVERM(NC) ,PORCM(NO) ,ALPHAMCNO) 
4 0 3  C O N T I N U E  
7 6 0  F O R M A T ( 1 2 X , 1 5 A 1 , E 1 0 . 2 , 1 0 X , E 1 0 . 2 , 2 X , F 1 0 . 3 , 2 X , E 1 0 . 2 )  
I F  ( I P R I N T . E Q . l )  G O  T O  6 7 0 2  
4 0 6  W R I T E ( 6 , 4 0 e )  
D O  40 4 N O = L , N O F O  
W R I T E ( 6 , 4 0 9 )  N O ,  ( I S O I L ( N O , I M )  . I M  =  1  , 1 5 ) , E T A ( N O ) ,  
S P B U S t N O ) , R E S A T ( N O )  
IF( IFR.EO.O) GO TO 404 
W R I T E  ( 6 .  7 6 2 )  (  I S 0 I L M ( N Q , I M ) , I M  =  1 , 1 5 )  , E T A M ( N O ) ,  
•  P B L B M  ( N O )  , R E S A T M ( N O ) , X I M ( N O )  
I , X I M ( N O )  
404 CONTINUE 
7 6 2  F 0 R M A T ( 1 2 X , 1 5 A 1 , 1 X , * E T A M  =  *  ,  F 5  . 2  ,  2 X  ,  •  P B U D M =  •  ,  F 1  C  .  2  ,  2 X  ,  
* ' R E S A T M = ' , F 1 0 . 2 , 2 X , ' X I M = ' , F 1 0 . 5 )  
6 7 0 2  R E A D ( 5 , 4 0 )  O M E G A , O M E G B O . O M E G B 1 , T O L A , T 0 L 8 , S E A N A , S E A N B ,  
•  K A R T , G E O F F , D I F F . F A C T O R  
9 0 8 2  I F  ( I P R I N T . E Q . l )  G O  T O  1 0 3 1  
9 8 0 3  W R I T E  ( 6 .  9 8 0 6 )  O M E G  A  ,  O M E G D O  , O M E G b  1  ,  T O L A  ,  T  O L B  
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W R I T E ( 6 . 9 0 0 7 )  S E A N A  »  S E A N B . K A R T , G E O F F , 0  I F F . F A C T O R  
1 0 3 1  I T L I M = V A X 0 ( 1 . N O T I M E )  
R E  A D ( 5 . I  1  )  I N N . ( N E S ( I T ) , I T = 1 , I T L I M  )  
R E A D ( 5 . l l )  (  I T T (  I ) .  1 = 1  . I T L  I M  )  
W R I T E ( 6 , e 9 5 )  
8 9 5  F O R M A T ( / 1 0 X , « N E W  I N P U T  V A L U E S  A R E  R E A D  A T  S T E P S ' ,  
* '  I T T  =  1  • /  )  
W R I T E ( 6 , 1 0 0 )  {  I T T ( I  )  . 1 = 1  t l T L I M )  
C  
C  
C ********************************************************* 
C  P R I N T  O U T  I N I T I A L  ( G U E S S E D )  P R E S S U R E  H E A D  V A L U E S  A N D  
C  C A L L  S U C C E S S I V E  O V E R  R E L A X A T I O N  S U B R O U T I N E S  
C  * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
c 
J =  1  
D O  5 4 0  1 = 1 . L  
D O  5 4  0  K = l . N  
Q M A <  I  . K ) = 0 . 0  
P M ( I , J , K ) = 0 . 0  
U M ( I • J . K  )  =  0 . 0  
V M ( I . J . K  ) = 0 . 0  
5 4 0  U U ( I , J . K ) = C . 0  
4 2  I T = - l  
G O  T O  3 1 5  
3 1 2  I F  ( I T - 1 )  3 1 3 . 3 4 0 , 3 4 1  
3 1 3  C A L L  L S C P  
I F ( I F R . E Q . O )  G O  T O  8 1 2  
D O  5 6 0  1 = 1 , L  
D O  5 6 0  K = 1 , N  
I F  ( I  T A G (  I  •  J . K )  . E Q . O  )  G O  T O  5 6 0  
N O = K T A G (  I  ,  J , K  >  
I F  ( X I M I N O ) , E Q . 0 . 0 )  G O  T O  5 6 0  
P M ( I . J , K ) = P ( I , J , K )  
5 6 0  C O N T I N U E  
8 1 2  C O N T I N U E  
I F ( I N N . E Q . O )  G O  T O  3 1 9  
G O  T O  3 1 1  
3 4 0  I F  C R E S . G T . C X X L )  G O  T O  9 2 5 0  
9 0  5 1  I D U M = 1  
I D C = 0  
J =  1  
D O  7 7 0  1 = 1 . L  
D O  7 7 0  K  =  1  . N  
I F ( I T A G l  I . J . K ) . E Q . O )  G O  T O  3 0 2 6  
I F ( P T (  I . J . K ) . E Q . 5 . 0 )  G O  T O  5 7 0  
I F ( P T ( I » J . K ) . E Q . 6 . 0 )  G O  T O  5 8 C  
I F ( P T ( I . J , K ) - X L R )  7 7 1 . 3 0 2 4 . 3 0 2 5  
3 0 2 4  I T A G (  I , J . K ) = 8  
G O  T O  7 7 1  
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3 0 2 5  I T A G ( I . J  . K ) = 1 0  
G O  T O  3 0 2 6  
7 7 1  I F  ( I T A G ( I , J , K ) - 8 )  3 0 2 6 , 7 7 2 . 7 7 3  
7 7 2  I F  ( I D C . N E . 0 )  G O  T O  9 8 1 2  
W R I T E ( 6 , 5 2 0 0 >  
W R I T E ( 6 , 9 8 3 6 >  
W R I T E ( 6 , 5 6 3 7 )  
9 8 1 2  W R I T E  ( 6 , 7 0 7 )  I  D U M  ,  I  ,  J  ,  K  , R  X  (  I D U M  )  ,  R Z  (  I D  U M  )  
100=1 
I D L M = I D U W + 1  
P T C I . J , K ) = P (  I , J , K )  
G O  T O  7 7 0  
7 7 3  I F  (  I T A G ( I • J , K ) . G T . 9 )  G O  T O  3 0 2 6  
I D U M = I D U M + 1  
P T ( I , J , K ) = F ( I , J , K )  
G O  T O  7 7 C  
5 7 0  I T A G ( I , J , K ) = 9  
P T ( I  ,  J , K ) = P (  I , J , K )  
P (  I , J . K ) = P B O ( I D U M )  
W R I T E ( 6 . 7 8 0 )  I , K , P ( I , J , K )  
7 8 0  F O R M A T ( / 1 0 X , « S O U R C E  O R  S I N K  N O D E  1 =  ' , 1 3 ,  •  K =  * ,  
* 1 3 , '  H E A O < C M ) = ' , F 1 0 . 3 )  
I  D L 1 M =  l D U M  +  1  
G O  T O  7 7 0  
5  8 3  I T A G (  I  ,  J  . K  ) = 1 0  
3 0 2 6  P T ( I , J , K ) = P ( I , J , K )  
7 7 0  C O N T I N U E  
I 0 I L L = O  
R E A D ( 5 , 9 )  ( D E L T I M d ) , 1 = 1 , I T L I M )  
W R I T E ( 6 , 2 0 8 )  Î  D E L T  Î M Î  Î  Î , 1  =  1 , I T L I M Î  
D E L T = D E L T  I M ( I  )  
T I M = 0  . 0  
T I N E = 0  . 0  
G O  T O  3 4 4  
3 4 1  I F  ( R E S . G T . C X X L )  G O  T O  9 2 5 0  
P E R C = P E R C 1  
D E L T A = O E L T  
D E L T = O E L T I M ( I T )  
T  N = D E  L  T /  (  2  . n  * D E L  T  A  /  
9 0 7 6  T I V = T I M E  
3 4 4  C O N T I N U E  
I F d F R . E C . O »  G O  T O  8 1 0  
C A L L  F R A C U  
8 1 0  C A L L  L S C P  
C  
Q ***** **************************************************** 
C  •  C A L C U L A T E  M A T R I X  P R E S S U R E  H E A D ,  M A T R I X  F L O W  »  
C  * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
C  
I F ( I F R . E Q . O )  G O  T O  8 1 4  
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D O  7 9 0  I = 1 , L  
0 0  7 9 0  K = 1 . N  
J = l  
I F ( I T A G (  I » J » K )  . E Q . O )  G O  T O  7 9 0  
N O  =  K T A G ( I . J . K )  
I F  ( X I  M ( N C ) . E Q . 0 . 0  )  G O  T O  7 9 0  
P M ( 1 , J , K > = ( V M ( I . J . K ) * P ( I . J , K ) + U M ( I , J . K ) * P M ( I , J , K ) ) /  
P 8 I 8 =  P M (  I  . J , K ) - P B U B M ( N O )  
I F ( P B I 0 . 6 E . 0 , 0 )  G O  T O  1 2 0 0  
P R K M = A N M C P M ( N O ) * ( P B U G M ( N O ; / P M ( I , J , K ) ) * * E T A M ( N O )  
G O  T O  1 2 1 0  
1 2 0 0  P R N M = A N H C P M ( N O )  
1 2 1 0  Q M A ( I , K ) = 8 . * 0 E L X ( I ) * D E L Z ( K ) * P R M M * ( P M ( I , J , K ) - P ( I . J , K ) ) /  
* ( C L E ( N O ) » C L E { N O ) )  
7 9 0  C O N T I N U E  
8 1 4  C O N T I  N U E  
T I M E = T I M E + D E L T  
I H  (  I T  )  =  I  F  I X  ( T I M E / 3 6 0 0  . 0  )  
I M I N (  I T )  =  I F I X ( ( T I M E - F L O A T ( I H ( I T )  ) * 3 6 C 0  . 0  ) / 6 0 . 0 )  
S E C ( I T ) = T I M E - F L O A T ( I H ( I T ) ) * 3 6 0 0 . 0 - F L O A T ( I M I N ( I T ) ) * 6 0 . 0  
K A R L ( I T ) = K A R  
R E £ L ( I T ) = « e S  
D E L T I ( I T ) = O E L T  
I  T O P I ( I T  )  =  I T O P  
I B U G I ( I T  )  =  I B U G  
I B O O (  I T ) =  I B U G P R  
I F  ( I B U G )  9 0 9 2 , 9 0 9 2 , 9 0 9 1  
9 0 9 2  I F  (  I T O P  )  9 0 9 0 . 9 0 9 0 , 9 0 9 1  
9 0 9 1  I T P U T = I N K P U T  
9 0 9 0  I F  ( N E S ( I T ) )  3 4 5 , 3 4 5 , 3 1 1  
3 4 5  I T = I T + 1  
G O  T O  3 4  1  
C  
C ********************************************************* 
C  P R I N T  O U T  P R E S S U R E  H E A D  Ù  T O T A L  H Y D R A U L I C  H E A D  
C  * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
C  
3 1 1  D O  3 3 0  K = 1 * N  
D O  3  3 0  1 = 1 , L  
J =  1  
I F  ( I T A G ( I . J . K ) )  3 5 0 , 3 5 0 , 3 5 1  
3  5 0  P H I ( I . J . K ) = 0 . 0  
G O  T O  3 3 0  
3 5 1  P H I ( I . J . K ) = P ( I . J , K ) + Z ( K )  
3  3 0  C O N T I N U E  
I F ( I T )  3 1 5 . 3 8 9 . 3 9 3  
3 8 9  G O  T 0 ( 3 1 6 . 3 8 0 . 3 1 6 ) . I N N  
3 1 6  W R I T E ( 6 , 3 2 l )  
« I R I T E ( 6 . 3 2 3 )  K A R  
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W R I T E ( 6 . 3 2 4 )  R E S  
K U R - K A R  
R U S = R E S  
G O  T O  3 1  e  
3 9 3  N E  S I  T  =  N E S (  I T )  
G O  T T ( 3 1 7 , 3 8 0 , 3 1 7 ) . N E S I T  
3 1 7  W R I T E < 6 , 3 2 5 )  I T  
W R I T E < 6 , 3 2 5 )  I  H { I T )  , I  M I N ( I T ) , S E C (  I T  )  
3 2 6  F O R M A T ! I X , 5 H T 1 M E = . 1 9 . 6 H  H O U R S , 1 5 , 8 H  M I N U T E S , F 7 . 3 ,  
* 8 H  S E C O N D S / )  
3 1 5  
3 1 8  
6 9 0  
C  
c ********************************************************* 
C  *  P R I N T  O U T  M A T R I X  F L O W  (  C M 3 / S E C / C M )  *  
C  * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
c 
I F d F R . E G . O i  G O  T O  4 8 9  
W R I T E { 6 , 7 9 2 >  
7 9 2  F 0 R M A T ( / 1 0 X , ' P R E S S U R E  H E A D  D I S T R I B U T I O N  I N  M A T R I X : ' / )  
J =  1  
1 = 2  
W R I T E ( 6 ,  2 0 8 )  ( P M (  I • J , K  )  , K = 1 , N )  
W R I T E ( 6 , 1 2 3 0 )  
1 2 3 0  F O f i M A T ( / 1 0 X , • M A T R I X  F L O W ; * / )  
W R I T E ( 6 , 2 1 1 )  I Q M A ( I , K ) . K = l , N )  
2 1 !  F O R M A T  (  l O X . l  2 E 1  0 - 3  )  
4  8 9  I F ( I T )  3 1 9 , 3 9 0 , 3 9 1  
3 9 0  I F ( I N N . E G . 3 )  G O  T O  3 8 0  
G O  T O  3 1 9  
3 9 1  I F  ( N E S (  I T  )  . E Q . 3 )  G O  T O  3 8 0  
G O  T O  3 1 9  
3 8 0  C O N T I N U E  
3 1 9  I T = I T + 1  
I F ( I T - N O T I M E )  3 1 2 , 3 1 2 , 1  
9 2 5 0  W R I T E ( 6 . 9 2 5 1 )  
I Z = I T - 1  
W R I T E (  6 , 7 0 9 7 )  I Z , D E L T I  ( I  2 )  ,  T I  M E  , K A R L (  I Z  )  ,  
W R I T E ( 6 , 3 2 2 )  
W R I T E ( 6 , 3 2 3 )  K A R  
W R I T E ( 6 , 3 2 4 )  R E S  
G O  T O  3 1 8  
I F  ( I P R I N T . E Q . l )  G O  T O  3 1 9  
W R I T E ( 6 , 1 1 6 )  
1 = 2  
J =  1  
W R I T E { 6 , 2 C 8 )  ( P ( I , J , K ) , K = 1 , N )  
I F ( I T  . L T . O  )  G O  T O  3 1 9  
W R I T E ( 6 , 3 2 7 )  
J = 1  
1 = 2 
W R I T E ( 6 , 2 0 8 )  ( P H I ( 1 , J , K ) , K = 1 , N )  
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* R E  S L  (  I Z )  .  l e U G K I Z ) .  I T O P K  I Z )  
G O  T O  1  
C  
C  F O R M A T  S T A T E M E N T S  
C  
2  F O R M A T (  I  1 - ,  I 4 , 2 0 A l  )  
8  F O R M A T  ( 1 6 1 5 )  
9  F O R M A T  ( 8 E 1 0 . 3 )  
1 1  F O R M A T  ( 8 0  1 1 )  
1 6  F 0 R M A T < 6 E 1 0 . 3 . I S A l J  
4 0  F 0 R M A T ( 7 E 1 0 . 3 . 1 5 )  
6 0  F O R M A T  ( 1 M , 9 X . ' T W 0  D I M E N S I O N A L  T R A N S I E N T  S A T U R A T E D ' ,  
• • - L N S A T U H A T E D  L I N E  S U C C E S S I V E  O V E R R E L A X A T I O N  • ,  
*  M O D E L  I N  D O U D L E  P O R O S I T Y  M E D I A * / )  
3 0 6  F O R M A T  ( 1 0 X , 1 2 H 0 A T A  D E C K  :  , 2 0 A 1 / / )  
6 1  F O R M A T  (  l O X , 2 2 H N 0 0 E S  I N  X - D I R E C T I O N  = . I 5 )  
6 3  F O R M A T  ( I O X , 2 2 H N O D E S  I N  Z - O I R E C T I O N  = . I 5 / / )  
5 8 5  F O R M A T  (  1  H O  •  9 X  , 3  S H N O D . A L  S P A C I N G S  I N  X - C I R E C T I O N  - C M / )  
5 8 3  F O R M A T  ( 1  H O . 9 X , 3 3 H N G D A L  S P A C I N G S  I N  Z - D I R E C T I O N  - C M / )  
8 5  F O R M A T  < l h 0 . 9 X , ' N O D A L  C O O R D I N A T E S  I N  X - O I R E C . ,  C M * / )  
8 6  F O R M A T  (  1  O X ,  1  O F l  0  . 2  )  
8 8  F O R M A T  ( l h 0 . 9 X , ' N O D A L  C O O R D I N A T E S  I N  Z - D I R E C . .  C M ' / )  
4 0 0  F O R M A T  ( I H l , 9 X  . 3 0 H S A T U R A T E D  F O R M A T I O N  P R O P E R T I E S / )  
4 0 1  F O R M A T  (  I  0 X ,  ' F O R M A T I O N '  . lOX ,  ' P E R  N X •  , 5 X » • P E R M Z '  t 3 X ,  
* ' P O R O S I T Y ' . 6 X , ' A L P H A ' )  
4  0 2  F O R M A T ( I 1 1 , I X , 1 5 A 1 , E 1 C . 2 . 1 0 X , E 1 0 . ? , F 1 0 . 3 . 2 X , E 1 0 . 2 )  
9 8 3 1  F O R M A T  ( 2 9 X . 4 H C M  2 . 6 X , 4 H C M  2 » 6 X , 4 H C M  2 , 1 8 X • 4 H C M - 1 / )  
7 0  9 7  F O R M A T ( / 1 0 X , ' I T = ' , I 3 . 2 X ,  • D E L T =  • »  E l O .  3 . 2 X ,  • T I M E = '  ,  
* E 1 0 . 3  » 2 X K A R  =  ' » I 3 . 2 X , ' R E S  I  D U E  =  '  , E 1 0 . 3 . 2 X , '  I B U G = ' , 1 3 ,  
* 2 X , ' I T O P = ' . 1 3 / )  
4 0 8  F O R M A T  ( 1  H O t 9 X , 3 2 H U N S A T U R A T E D  F O R M A T I O N  P R O P E R T I E S / )  
4 0 9  F O R M A T  (  l O X  ,  1 1  ,  1  X  ,  1  5 A  1  ,  I  X  ,  4 H E  T  A =  , F 5 .  2  ,  2 X  ,  
t ' B U B .  P R E S .  = ' , F 1 0 . 2 , I X . ' R E S I D U A L  S A T . =  '  , F  1 0 . 2 )  
9 0  F O R M A T  (  I H l  •  9 X , l  3 H N 0 D A L  T A G  M A P / )  
< 3 1  F O R M A T  ( l O X ,  1 6 H  0 = O U T S I D E  M O D E L )  
9 2  F O R M A T  ( l O X , '  1 - 7 = Z 0 N E S  O F  I N I T I A L  G U E S S E D  P R E S S U R E  
• ' H E A D * )  
9 3  F O R M A T  ( 1 0 X , 1 3 H  6 = F L U X  N O D E S )  
9 4  F O R M A T  ( 1 0 X . 1 3 H  9 = H E A D  N O D E S / )  
1 0 9 1  F O R M A T  ( 1 0 X . 1 6 H  0 = O U T S I D E  M O D E L )  
1 0 9 2  F O R M A T  ( l O X . l S H  1 - 9 = F 0 R M A T I 0 N S / )  
I C O  F 0 R M A T ( 1  O X , 5 0 1 2 )  
1 1 6  F O R M A T  ( I H l , g x , ' I N I T I A L ( G U E S S E D )  P R E S S .  H E A D  -  C M ' / )  
2 0 7  F O R M A T  ( ? X , 2 h K = , I 2 )  
2 0 8  F 0 R M A T ( 2 X  , 1 6 F 8 . 2 )  
3 2 1  F O R M A T C I H I , 9 X , • I N I T I A L  S T E A D Y - S T A T E  P R E S S ,  H E A D  -  C M ' )  
3 2 2  F O R M A T  ( 1  O X , 2 4 H P R E S S U R E  H E A D  V A L U E S  - C M / )  
3 2 3  F O R M A T  (  l O X ,  2 1 H N U M B E R  O F  I  T E R  A T  I  C N S =  ,  I  5  )  
3 2 4  F O R M A T  { I  0 X , 8 H R E S I O U E = , F 1 0 , 6 / )  
3 2 5  F O R M A T  ( 1 H 1 , 1 6 H T I M E  S T E P  N U M B E R , 1 5 )  
121 
327  FORMAT (1  HO.9X.25HHYDRAULIC HEAD VALUES -CM/ )  
9800  FORMAT {  1  HO ,  9X ,4  H  I  MP= .  I  3 » 3X  t  7HN0 T  I  ME= »  14  ,  3X .  6H ITPUT= .  
•  1 2 . 3 X  , 7 H M I M P U T  =  ,  1 2 )  
9 8  0 1  F O R M A T ( / I O X , • S E T A ( l / C M ) = * , E l O . 3 . ? X , • R E P . P E R M ( C M / S ) = • ,  
» E 1 0 . 3 . 2 X , ' E R R O R  L I M ( C M ) = * , F 6 . 1 . 2 X , « P E R C = ' . E 1 C . 3 , 2 X ,  
* ' P E R C 1  =  '  . E l  0 , 3 / )  
9 8 0 6  F O R M A T  ( 1  H O . 9 X . 6 H a M E G A = , F 4 . 2 , 2 X , 7 H C M E G B C  =  . F 4 . 2 . 2 X i  
* 7 H 0 M E G a i  =  , F 4 . 2 , 2 X , 5 H T 0 L A = , F 1 0 . 3 . 2 X , 5 H T C L B = . F 1 0  W 3 )  
9 8 0 7  F O R M A T  ( I  0 X , 6 H S E A N A  =  . F 7 . 5 . 2 X ,  6 H S E A N B - . F 7 . 5 . 2 X « 5 H K A R T = .  
•  I  4  , 2 X , 6 H G E 0 F F  =  . F 9 . 2 . 2 X  » 5 H 0 I F F = , F 9 . 2 . 2 X , 7 H F A C T O R = . F 4 . 2 )  
5 2 0 0  F O R M A T  < I  H I . 9 X . 1 O H F L U X  N O D E S / )  
7 0 7  F O R M A T  {  I  O X  .  4  I  5 .  3 F 1  0  . 5  )  
9 2 5 1  F O R M A T  (  I H 1 . 9 X , 2 4 H R E S  I  D U E  G R E A T E R  T H A N  2 5 . / / )  
9 8 3 6  F 0 R M A T ( 1 2 X . »  I D U M  I  J  K  R X  R Y « ,  
* •  .  R Z * )  
9 8 3 7  F O R M A T  ( 4 1 X , 1 0 H C M  P E R  S E C / )  
3  R E T U R N  
E N D  
S U B R O U T I N E  L S O R  
C O M M O N / A I /  I  T A G (  2 0 . 1  . 2 0 ) . K T A G <  2 0 , 1  . 2 0 ) . P ( 2 0 . 1 . 2 0 ) .  
1 X <  2 0 )  , Y ( 1 ) . Z ( 2 0 )  , P 0 R 0 ( 9 ) . A L P M A ( 9 ) . P R S A T X ( 9  )  . P R S A T Y < 9  )  .  
2 A N H 0 R (  9 )  .  A N V E R T (  9 )  .  I T I T L E (  2 0  )  . N E S C  1 0 0 )  . E  T A  (  9  )  .  A L A M  (  9  )  »  
3 R E S A T ( 9 )  . R X ( 1 C 0 ) . R Y ( 1  ) , R Z < 1 0 0 ) . P B O ( I C O ) , P B O S ( 1 0 0 ) .  
4 P I  ( 2 0 .  1 , 2 0 ) , P R  S A T Z ( 9 ) . P B U 8 ( 9 )  , P T O P ( 1  C O )  
C 0 M M 0 N / A 2 /  I L P U T t l O O  ) .  I T A G I ( 1 0 0 )  . O E L T K  1 0 0  ) . X L R 1 .  X L R 2 .  
1 P T ( 2 0 , 1 , 2 C ) , D E L X ( 2 0 ) , O E L Y ( 1 ) , D E L Z ( 2 0 ) . O M E G B O . T I M E .  
2 D E L T , G R A V . S E A N A . S E A N B . X L . X L R . C X X L . T H E T A . F A C T E R . F S C A L E .  
3 1 T P U T . O M E G B l  . D I F F . F A C T O R , I B U G ,  I N K P U T . I T O P .  I S T E P . I B I L L .  
4  I T T < 1 0 0 ) s N Q T I M E . R P E R , P E R C , I P I T , T S T E P  
C O M M O N / A 3 / T Î M . P H I C O N , P C O N , I S P . I S U G P R . N O B O . I N N . D E L T F ,  
* T N . I T . T O L A . K A R . K A R T . R E S . T O L B . L . M . N . G E O F F . T I M l . B E T A ,  
•  P C O M ( 2 0 0 ) . P H K  2 0 . 1 . 2 0 )  . U U ( 2 0 . 1  , 2 0 )  . P M C  2 0 . 1  , 2 0  )  , O M E G A  
C O M M O N / A 8 / A P ( 2 0 )  , C P ( 2 0 ) . A ( 2 0 ) , 8 ( 2 0  ) . C ( 2 0 > . D ( 2 0 ) . E ( 2 0 ) .  
1 H (  2 0 )  . W { 2 0 ) , S l 2 0 ) . U X ( ? 0 )  , U Y { 2 0 ) . U Z C 2 C ) . D O N N A I  2 0 ) .  
2 P R 1 ( 2 0 ) . P R 2 ( 2 0 ) , P R 5 ( 2 0 ) . P R 6 t 2 0 ) . L I ( 2 0 )  . L K ( 2 0 )  . F ( 2 0  )  .  
3 L I N K ( 2 0 )  . f i X P ( 2 0 )  , H Y P ( 1 )  . R Z P ( 2 0 ) . G ( 2 0  )  
I B U G P R = 0  
I T  C P = 0  
I B U G = 0  
S l = l  .  
S 2 = l  .  
9 0 9 4  D O  I  K A f t = l , K A R T  
I F  ( I T . L T . 2 )  G O  T O  9 2 1 0  
I F  ( K A R . N E . l )  G O  T O  9 2 1 0  
I F  ( I B U G . N E . O )  G O  T O  9 2 1 0  
I F  ( I T O P . N E . O )  G O  T O  9 2 1 0  
D O  9 2 1 1  I D U M = 1 . N O B O  
I F  i  I L P U T (  I D U M  ) . E Q . 3 )  G O  T O  9 2 1 2  
9 2 1 1  C O N T I N U E  
G O  T O  9 2 1 0  
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9 2 1 2  I D L M = 1  
D O  9 2 1 3  J = 1 . M  
D O  9 2  1 4  1 = 1 , L  
D O  9 2 1 4  K = 1 . N  
I F  U T A G ( I . J , K ) . L T . 0 )  G O  T O  9 2 1 4  
I F  ( I T A G ( I , J , K ) . G T . 9 )  G O  T O  9 2 1 4  
I F  (  I  T A G (  I • J , K } . E Q . 9 )  G O  T O  9 2 1 5  
I F  ( I L P U T ( I D U M ) , N E . 3 )  G O  T O  9 2 1 5  
I F  (  I T A G (  1 + 1  • J , K ) « N E . 9  )  G O  T O  9 2 5 5  
I R = I + 1  
K R = K  
G O  T O  9 2 5 0  
9 2 5 5  I F  ( I T A G ( I - l . J . K > . N E . 9 )  G O  T O  9 2 5 6  
I R = I - 1  
K R = K  
G O  T O  9 2 5 0  
9 2 5 6  I F  ( I T A G ( I » J , K - 1 ) . N E . 9 )  G O  T O  9 2 5 7  
I R = I  
K R = K - 1  
G O  T O  9 2 5 0  
9 2 5 7  I F  < [ T A G ( I - 1 . J , K - 1 ) . N E . 9 )  G O  T O  9 2 5 8  
I R = I - 1  
K R = K - 1  
G O  T O  9 2 5 0  
9 2 5 8  I F  (  I  T A G { I + 1  , J  • < - 1  I , N E . 9 )  G O  T O  9 2 1 5  
I R = I + 1  
K R = K - 1  
9 2 5 0  J R = J  
J D U M =  I D U M  
I D C M = 1  
D O  9 2  5 1  J H = 1 , M  
D O  9 2 5 1  I H = 1 , L  
D O  9 2 5 1  K H = 1 , N  
I F  (  I T A G (  I H , J H , K H ) . L T . S )  G O  T O  9 2 5 1  
I F  {  Ï  T A G (  I H ,  J H , K H )  . G T  , 9  »  G O  T O  9  2 5 1  
I F  ( I T A G (  I H , J H . K H ) . E G , 8 >  G O  T O  9 2 5 2  
I F  ( J M . N E . J R )  G O  T O  9 2 5 2  
I F  ( I H . N E . I R )  G O  T O  9 2 5 2  
I F  ( K H . N E . K R t  G O  T O  9 2 5 2  
I F  ( I L P U T ( I O U M ) . E 0 . 3 )  G O  T O  9 2 5 3  
G O  T O  9 2 6 2  
9 2 5 2  I D U M = I D U M + 1  
9 2 5 1  C O N T I N U E  
9 2 5 3  I F  ( I R . E Q . I - 1 )  G O  T O  9 2 6 0  
I F  ( I R . E Q . l + l )  G O  T O  9 2 6 1  
G O  T O  9 2 1 6  
9 2 6 0  I F  ( K R . E G . K )  G O  T O  9 2 3 4  
G O  T O  9 2 3 1  
9 2 6 1  I F  ( K R . E C . K )  G O  T O  9 2 3 3  
G O  T O  9 2 3 2  
123 
9 2 6 2  I D U M = J O U y  
I F  ( I R . E Û . I - l )  G O  T O  9 2 6 3  
I F  ( I R . E Q . I + 1 )  G O  T O  9 2 6 4  
G O  T O  9 2 5 7  
9 2 6 3  I F  { K R . E Q . K )  G O  T O  9 2 5 6  
G O  T O  9 2 5 8  
9 2 6 4  I F  ( K R . E Q . K )  G O  T O  9 2 5 5  
9 2 1 5  I 0 U M = I D U M + 1  
9 2 1 4  C O N T I N U E  
IG=0 
IDUM=1 
D O  9 8 0 0  1 = 1 , L  
D O  9 8 0 0  K = l , N  
I F  ( I T A G (  I , J  . K ) , L T  . 8  )  G O  
I F  ( I T A G ( I , J , K ) . G T . 9 )  G O  
I F  ( I T A G (  I , J . K ) . E Q . 9 )  G O  
I F  ( I L P U T ( I D U M ) . N E . 3 >  G O  
I F  ( I G . N E . O )  G O  T O  9 8 0 2  
K I L L = K  
I L L = I  
I G = 1  
G O  T O  9 8 0 1  
9 8 0 ?  I F  ( K . G E . K I L L )  G O  T O  9 8 0 1  
K I  L L  =  K  
I L L = I  
9 8 0 1  I 0 U M = I 0 U M + 1  
9 8 0 0  C O N T I N U E  
L I ( J ) = I L L  
L K ( J ) = K I L L  
L I N K i J » = 6  
G O  T O  9 2 1 3  
9 2 1 6  L I N K < J > = 1  
G O  T O  9 2 3 0  
9 2 3 1  L I N K ( J ) = 2  
G O  T O  9 2 3 0  
9 2 3 2  L I N K ( J ) = 3  
G O  T O  9 2 3 0  
9 2 3 3  L I N K ( J ) = 4  
G O  T O  9 2 3 0  
9 2 3 4  L I N K ( J ) = 5  
9 2  3 0  L I ( J ) = I  
L K ( J ) = K  
9 2 1 3  C O N T I N U E  
9 2 1 0  D O  7 0 4  1 = 1 , L  
D O  7 0 4  K = 1 , N  
J = 1  
I F  ( K A R - 1 )  3 7 0 , 3 7 0 , 3 7 1  
3 7 0  I F  ( I T - 1 )  3 7 2 , 3 7 2 , 9 0 0 0  
3 7 2  P I ( I , J , K ) = P ( I , J , K )  
G O  T O  7 0  4  
T O  9 8 0 0  
T O  9 8 0 0  
T O  9 8 0 1  
T O  9 8 0 1  
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9 0 0 0  I F  ( I T P U T )  3 7 2 , 3 7 2 . 3 7 3  
3  7 3  P I  ( I . J . K )  =  (  (  T N + 1  . 0 ) * P { I , J . K ) - T N * P T ( I  , J , K ) )  
I F  ( I B L G . N E . n *  G O  T O  7 0 4  
I F  ( I T O P . N E . O )  G O  T O  7 0 4  
I F  ( I . N E . L K J ) )  G O  T O  7 0  4  
I F  ( K . N E . L K ( J ) )  G O  T O  7 0 4  
I F  C L 1 N K ( J ) . E Q . 6 )  G O  T O  7 0 4  
I F  ( P I (  I . J . K ) - P (  I . J . K )  )  9 2 2 6 , 7 0 4 , 7 0 4  
9 2 2 6  L L L = L I N K ( J )  
G O  T O  { 9 2 3 5 . 9 2 3 6 , 9 2 3 7 , 9 2 3 8 . 9 2 3 9 , 7 0 4 ) , L L L  
9 2 3 5  I T A G (  I , J  , K - 1  ) = 8  
LK(J)=K-1  
G O  T O  7 0  4  
9 2 3 6  I T A G ( I - l , J , K - 1 ) = 8  
L I < J ) = I - 1  
LK(J)=K-1  
G O  T O  7 0 4  
9 2 3 7  I T A G C I + l • J . K - 1 ) = 8  
L I ( J ) = I + 1  
LK(J)=K-1  
G O  T O  7 0  4  
9 2 3 8  I T A G ( I + l . J , K ) = 8  
L I ( J ) = I + 1  
G O  T O  7 0 4  
9 2  3 9  I T A G ( I - l . J . K ) = 8  
L I ( J I = I - 1  
G O  T O  7 0 4  
3 7 1  I F  ( I T )  4 0 0 0 , 4 0 0 0 . 4 0 0 1  
4 0 0 0  S E A N = S E A N A  
P I  ( I . J . K ) = P I (  Ï . J . K > + S E Â N * \ P ( i . J . K Î - P Î Î  I . J . K ) }  
G O  T O  7 0 4  
4 0 0 1  S E A N = S E A N B  
I F  ( I T P U T . E Q . C )  G O  T O  4 0 2 0  
I F  ( I T . N E . l )  G O  T O  4 0 0 2  
4 C 2 0  I F  ( K A R . N E . 2 )  G O  T O  4 0 0 2  
P I ( I . J . K ) = { P < I . J . K ) + P I ( I . J , K ) ) / 2 . C  
GO TO 704  
4 0 0 2  P I ( I , J , K ) = P I ( I , J , K ) + S E A N * ( ( ( P { I . J . K ) + P T ( I . J . K ) ) / 2 . 0 ) -
» P I ( I . J . K ) )  
7 0 4  C O N T I N U E  
I F ( I T - l )  7 0 0 . 7c0 . 7 0 l  
7 0 1  I F  ( K A R - 1 )  7 8 0 . 7 8 0 . 8 4 0  
7 8 0  D O  6 1  1 = 1 . L  
D O  6 1  K = 1 . N  
J =  1  
6 1  P T ( I , J , K ) = P ( I . J , K )  
8 4 0  I F  ( I T - 1  )  7 0 0 . 7 0 0 , 8 3 6  
8 3 6  I F  ( K A R . N E . l )  G O  T O  7 0 0  
I F  C I B U G . N E . O )  G O  T O  7 0 0  
I F  ( I T O P . N E . O )  G O  T O  7 0 0  
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I D L I M = 1  
I 0  0 T = 0  
D O  8 1 0  1 = 1 , L  
D O  8 1 0  K = l  , N  
J =  1  
I F  (  I T A G (  I . J . K ) . E Q . f l )  G O  T O  8 1 5  
I F  ( I  T A G (  I  . J » K ) . N F  . 9  )  G O  T O  8 1 0  
I F  ( I U P U T < I D U M ) . G E . 3 )  G O  T O  8 2 2  
I T A G ( I , J . K » = 8  
G O  T O  8 2 2  
8 1 5  I F  ( I L P U T (  I D U M » , N E « 6  )  G O  T O  8 2 2  
I  T A G {  I  »  J . K ) = 9  
8 2 2  I F  ( I T A G ( I . J . K ) - 9 )  8 2 7 , 8 2 6 . 8 1 0  
8 2 6  I F  f I L P U T (  I 0 U M > . E Q « 3 )  G O  T O  8 1 3  
I F  ( I L P U T ( I D U M ) . L T . 5 )  G O  T C  8 1 3  
I F ( I T T (  I T  ) . E Q . O )  G O  T O  8 1 3  
R E A D ( S , 4 5 )  P B O ( I D U M )  
I F  ( I L P U T ( I D U M ) . N E . Ô )  G O  T O  8 1 3  
I F  ( P B O ( I C U M ) . G E . O . O )  G O  T O  8 1 3  
I T A G { I , J , K ) = 8  
R X { I D U M ) = 0 « 0  
R Z ( I D U M ) = 0 « 0  
G O  T O  8 1 3  
8 2 7  I F  ( I T A G (  I , J , K ) . N E . 8  )  G O  T O  8 1 0  
I F  ( I L P U T ( I D U M ) . E 0 . 3 )  G O  T O  8 1 3  
R X P ( I O U M ) = R X ( I D U M )  
R Z P (  I D U M »  =  R Z (  I D U M  )  
I F  ( I L P U T ( I 0 U M ) . N E . 2 )  G O  T C  1 8 1 3  
I F ( I T T (  I T  ) , E Q « 0 )  G O  T O  1 8 1 3  
I F  Î I S T E P * N E » Î Î  G O  T O  1 2 6 0  
I F  ( T I M E . L T . T S T E P )  G O  T O  1 8 1 3  
I F  ( I B I L L . N E . O )  G O  T O  1 8 1 3  
I F  ( I D U M  . N E . N O B O )  G O  T O  1 8 6 0  
I B I L L = 1  
1 8 6 0  R E A D ( 5 , 4 £ )  R X ( I D U M ) , R Z ( I D U M )  
I F  ( I D O T )  1 8 3 0 , 1 8 3 0 , 1 8 3 1  
1 8 3 0  W R I T E { 6 , 1 8 3 2 )  
W R I T E ( 6 . 1 6 3 3 )  
i 633 FORMATÎ/ÎIX,• IDUM* .4X*'I',4X*'J'»4X,'K*;5X,'RX':8X: 
*'RZ'/) 
1 8 3 1  W R I T E < 6 , 7 0 7 )  I D U M ,  I  , J , K , R X { I D U M )  ,  R 2 ( I D U M )  
I D C T = I D 0 T + 1  
1 8 1 3  G U Y = P T O P ( I D U M ) - P ( I , J , K )  
I F  ( G U Y . G E , G E O F F )  G O  T O  8 1 3  
B E F O R E = D E L X ( I ) * H Z P ( I D U M ) • D E L Z ( K ) * R X P ( I D U M )  
A F T E R = D E L X ( I ) * R Z ( I D U M ) + D E L Z ( K ) * R X ( I D U M )  
1 8 5 1  A D D = B E F O R E - A F T E R  
I F  ( A D D . G E . G E O F F )  G O  T O  8 1 3  
I T A G (  I , J . K ) = 9  
P D O ( I D U M  )  = P T O P ( I D U M )  
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8 1 3  I D U M = I D U M + 1  
8 1 0  C O N T I N U E  
7 0 0  C A L L  L S O R V  
1 3  I F ( K A R - K A R T )  4 0 , 9 2 0 5 , 9 2 0 5  
4 0  I F  ( I T )  3 3 3 5 , 3 3 3 5 , 3 3 3 6  
3 3 3 5  T Q L C = T Q L A  
G O  T O  3 3 3 7  
3 3 3 6  T 0 L C = T 0 L 8  
3 3 3 7  I F  ( R E S - T O L C )  9 2 0  5 , 9 2 0  5 , 3 3 3  8  
3 3 3 8  I F  ( I T . E C . O )  G O  T O  3 3 3 3  
I F ( K A P . L E . 2 )  G O  T O  3 3 4 0  
R F S O = P E S - R E S P  
I F ( R F S O - D I F F I  3 3 4  7 , 3 3 4  7 , 9 0 9 7  
9 0 9 7  I F ( R E S - R E S P P >  3 3 4  7 , 3 3 4  7 , 9 0  9 2  
3 3 4 0  I F t K A R . E O . l )  G O  T O  3 9 5 1  
3 3 4 7  R E S P P = R E S P  
3 9 5 1  R E S P = R E S  
I F  ( N E S ( I T ) . L E . O )  G O  T O  1  
3 3 3 3  I F  ( I P I T . E G . O )  G O  T O  1  
I F  ( K A R . N E . l )  G O  T O  9 8 1 0  
W R 1 T E < 6 , 9 7 2 0  »  I T  
W R I T E ( 6 , 9 7 2 1 )  
9 8 1 0  W R I T E C 6 , 3 3 3 4 )  K A R . R E S  
1  C O N T I N U E  
9 C 9 2  W R I T E ( 6 , 3 3 3 4 )  K A R , R E S  
D O  9 0  9  3  1 = 1 , L  
D O  9 C 9 3  J  =  1  ,  M  
D O  9 0  9  3  K = 1 , N  
9 0 9 3  P C  I . J , K ) = P T ( I , J , K >  
D E L T = D E L T / F A C T O R  
I F ( I B U G . N E . O )  G O  T O  9 2 4 0  
I N K P U T = I T P U T  
9 2 4 0  I T P U T = 0  
I 8 U G = I B U G + l  
I F  ( I B U G . L E . 2 )  G O  T O  9 0 9 4  
I T P U T = I N K P U T  
9 2 0 5  I F ( I T . L T . 2 )  G O  T O  2 5  
I F ( I T O P . N E . O )  G O  T O  2 5  
IDUM=1 
D O  9 2 0 6  J = 1 , M  
D O  9 2 0 6  1 = 1 , L  
D O  9 2 0 6  K = l , N  
I F  ( I T A G (  I . J , K ) . N E . 8 )  G O  T O  9 2 2 1  
I F  { I L P U T ( I D U M ) . G T . 3 )  G O  T O  9 2 2 2  
I F  ( I L P U T ( I D U M ) . N E . 3 )  G O  T O  9 2 2 5  
I F  ( I . N E . L K J ) )  G O  T O  9 2 2 2  
I F  ( K . N E . L K ( J ) )  G O  T O  9 2 2 2  
9 2 2 5  I F  ( P C  I , J , K > - P T O P ( I D U M ) )  9 2 2 2 , 9 2 0 7 , 9 2 0 7  
9 2 0 7  I T A G {  I  ,  J  , K ) = 9  
P B O ( I D U M ) = P T O P ( I D U M )  
127 
I T C P = 1  
I B U G P R = I  B U G  
I B U G = 0  
9 2 2 1  I F  ( I T A G (  I . J , K ) , N E . 9 )  G O  T O  9 2 0 6  
9 2 2 2  I D U M = I 0 U M + 1  
9 ? C 6  C O N T I N U E  
I F  t I T O P . N E . l )  G O  T O  2 5  
D O  1 8 6 1  1 = 1 . L  
D O  1 8 6 1  J = l . M  
0 0  1 8 6 1  K = 1 , N  
1 8 6 1  P ( I . J , K ) = F T ( I . J , K )  
I N K P U T = I T P U T  
I T P U T = 0  
G O  T O  9 0 9 4  
4 5  F O R M A T C S E I O . 3 )  
7 0 7  F O R M A T ( I O X . 4 I 5 . 3 F 1 0 , 5 )  
1 8 3 2  F O R M A T  ( 1  H I . 9 X , 1 2 H F L U X  C H A N G E S / )  
3 3 3 4  F O R M A T  I  1  0 X ,  1 5  . F  1 4 .  2  )  
9 7 2 0  F 0 F M A T ( 1 H 1 , 9 X , * I T E R A T  I O N  S U M M A R Y  F O R  T I M E  S T E P  N 0 = ' .  
* 1 5 / )  
9 7 2 1  F O R M A T  ( 1 C X . 1 6 H I T E R  N O  R E S I D U E / )  
2 5  R E T U R N  
E N D  
SUBROUTIKE LSORV 
C O M M O N / A l /  I T A G < 2 0 . 1  » ? 0 ) . K T A G ( 2 C  . 1  . 2 0 )  . P ( 2 0 .  1  . 2 0 )  .  
1 X { 2 0 ) . V { 1 ) . Z ( 2 0 )  , P O R Q ( 9 »  . A L P H A ( 9 ) . P R S A T X ( 9 ) , P R S A T Y ( 9 ) ,  
2 A N H 0 R { 9 ) . A N V E R T ( 9 ) .  I T I T L E ( 2 C ) , N E  S (  1 C C ) , E T A ( 9 ) . A L A M ( 9 ) .  
3 R E S A T (  9 )  , R X (  1 0 0 )  .  R Y  (  1  )  . R Z  (  1 0 0  )  . P B C t l C O  ) .  P B O S d O O  )  .  
4 P Î  < 2 0 . 1  , 2 0 ) » P R S A T Z (  9 ) , P B U B ( 9 )  . P T O P d O O )  
C O M M O N / A 2 /  I L P U T ( 1 0 0 ) .  I T A G K 1 0 0 )  . D E L T I ( 1 0 0 ) . X L K i . X L R 2 .  
1 P T ( 2 0  . 1  , 2 C ) « D E L X ( 2 0 )  . D E L Y ( l ) . D E L Z ( 2 0 ) • C M E G B O . T 1 M E .  
2 D E L T , G R A V . S E A N A . S E A N B . X L . X L R . C X X L . T H E T A . F A C T E R . F S C A L E .  
3 I T P U T . O M E G B l  . D I F F . F A C T O R  .  I  B U G .  I N K P U T . I  T O P . I S T E P . I B I L L .  
4 I T T ( 1 0 0 )  . N O T I M E . R P E R . P E R C . I P I T . T S T E P  
C 0 W M 0 N / A 3 / T I M . P H I C O N , P C O N .  I S P .  I B U G P R . N O B O . I N N . D E L T F .  
*  T N . I T , T O L A . K A R  . K A R T . R E S . T O L G . L . M . N . G E O F F . T I M l . B E T A ,  
* P C 0 M ( 2 0 0  ) . P H I <  2 0 ,  1 , 2 0 )  , U U ( 2 0 . I . 2  0 )  . P M ( 2 0  . 1  , 2 0 )  . O M E G A  
C O W M O N / A 8 / A P ( 2  0 )  .  C P  (  2 0  )  .  A (  2 0  )  ,  B (  2 0  )  ,  C (  2 0  Î  .  D Î  2 0  )  . E  {  2 0  )  .  
1 H (  2 0 )  . W ( 2 0 )  . 5 (  2 0 )  . U X ( 2 0 )  . U Y ( 2 0 > , U Z ( 2 0 )  , O O N N A ( 2 Û ) ,  
2 P R l ( 2 0  )  . P H 2 ( 2 0  ) , P R 5 ( 2 0 ) , P R 6 ( 2 0 ) . L I ( 2 0 ) . L K ( 2 C ) . F ( 2 0 ) ,  
3 L I N K ( 2 0 ) , K X P ( 2  0 ) , R Y P ( I ) , R Z P ( 2 0 ) . G ( 2 0 )  
R E  S =  0  .  0  
R E S S = 0 . 0  
N 1 = N - 1  
I D U M =  1  
J =  1  
D O  2  1 = 1  , L  
C  
C  B E G I N  C O M P U T I N G  C O E F F I C I E N T S  A . B . C . D  
C  
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D O  3  K = 1 , N  
I F  ( I T A G C I , J . K ) . E Q . O )  
I F  ( I T A G ( I . J , K ) . E 0 . 9 )  
I F ( I T A G ( I , J . K ) , E Q . 1 0 )  
U X ( K ) = 0 . 0  
UZ(K)=0.0 
N O = K T A G (  I  .  J . K )  
E T A 1 = E T A ( N 0 )  
C 
c ********************************************************* 
C  C O M P U T E  D I R E C T I O N A L  S U B - C O E F F I C I E N T S  G . H , P , Q , A , C , A P , C P .  
C *********** ********************************************** 
c  
c  
c  L E F T  
C  
0 1 6  I F  ( I  T A G { 1 - 1  .  J . K ) . N E . O )  G O  T O  5 3 0 0  
I F  ( I T A G ( I . J . K ) - 8 )  5 3 0 1 , 5 3 0 4 , 5 3 0 4  
5 3 0 1  H ( K ) = 0 . 0  
G O  T O  1  1 6  
5 3 0 4  U X { K ) = f i X ( I D U M ) / D E L X < I )  
G O  T O  5 3 0 1  
5 3 0 0  I F ( I T A G (  I - l . J . K J  , E Q . 1 0 1  G O  T O  5 3 0 4  
P 2 = P I ( I - l , J , K ) + C  D E L X ( I - l  ) / < D E L X (  I - 1 ) + D E L X (  I ) > } *  
* ( P I ( I  ,  J , K ) - P I ( 1 - 1  , J , K )  )  
I F  ( P 2 - P B U B ( N 0 ) )  0 1 8 . 0 1 7 , 0 1 7  
0 1 7  P R 2 A = A N H C f i ( N 0 )  
G O  T O  9 5 8  
0 1 8  P R 2 A = A N H 0 R ( N O ) * ( P B U B ( N O ) / P 2 ) * » E T A 1  
9 5 8  I F  < K T A G < I , J . K ) - K T A G ( I - l , J , K # >  9 6 0 , 9 5 9 , 9 0 0  
9 5 9  P R 2 B = P R 2 A  
G O  T O  9 6 1  
9 6 0  N A = K T A G (  I - l  , J .  K >  
E T A 2 = E T A ( N A )  
I F ( P 2 - P B U B ( N A ) >  9 5 6 . 9 5 5 , 9 5 5  
9 5 5  P R 2 B = A N H 0 R ( N A )  
G O  T O  9 6  1  
9 5 6  P R 2 B = A N H C f i ( N A ) » ( P B U B ( N A ) / P 2 ) » * E T A 2  
9 6 1  P R 2 ( K ) = ( P R 2 A + P R 2 B ) / 2 . 0  
I F ( P R 2 f K )  . G E . P E R C  )  G O  T O  0  1 4  
P R 2 ( K ) = P E R C  
C 1 4  H { K ) = P R 2 ( K ) / ( O E L X ( I ) * ( D E L X ( I ) + D E L X ( I - l ) ) >  
C  
C  R I G H T  
C  
1  1 6  I F  (  I T A G (  I + l  . J . K  ) . N E , C )  G O  T O  5 4 0 0  
I F  ( I T A G (  I  , J , K ) - 8 )  5 4 0 1  , 5 4 0 4 , 5 4 0 4  
5 4 0 1  G ( K )  =  0 . 0  
G O  T O  4 1 6  
5 4 0 4  U X ( K ) = R X ( l O U M ) / D E L X ( I )  
G O  T O  3  
G O  T O  5 2 0 7  
G O  T O  3  
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G O  T O  5 4 0  1  
5 4 0 0  I F ( I T A G ( I + l . J . K ) . E Q . 1 0 )  G O  T O  5 4 0 4  
P I = P I  ( I . J . K ) • ( D E L X ( I ) / ( D E L X ( I ) + D E L X (  I •  1  )  >  )  *  
* ( P I ( I + 1 , J , K ) - P I ( I . J . K ) )  
I F ( P l - P 8 U B { N a ) )  1 1 8 , 1 1 7 , 1 1 7  
1 1 7  P R I A = A N H O R ( N O )  
G O  T O  9 6 8  
1  1 8  P R  I A = A N H O R ( N O )  * ( P 8 U 8 ( N 0 ) / P  1  ) * * E T A 1  
9 6 8  I F  ( K T A G ( I . J  , K ) - K T A 6 t I  +  l . J « K ) )  9 7 0 . 9 6 9 , 9 7 0  
9 6 9  P R 1 B = P R 1 A  
G O  T O  9 7 1  
9 7 0  N B - =  K T A G (  I + l  ,  J  . K  )  
E T A 2 = E T A ( N B )  
I F  ( P l - P B U B ( N B )  )  9 6 6 . 9 6 5 , 9 6 5  
9 6 5  P R 1 8 = A N H 0 K ( N B )  
G O  T O  9 7 1  
9 6 6  P R l B = A N H O R ( N 8 ) * ( P B U B ( N B ) / P l ) * * E T A 2  
9 7 1  P R  l l K ) = ( F R l A  +  P R l B ) / 2 . 0  
I F ( P R ! ( K  )  . G E . P E R C )  G O  T O  1 1 4  
P R 1 ( K ) = P E R C  
1 1 4  G ( K ) = P R 1 ( K ) / C D E L X ( I ) * ( D E L X ( I ) + O E L X ( I + l ) ) )  
C  
C  D O W N  
C  
4 1 6  I F  ( N . E O . l )  G O  T O  2 5  
I F  (  I T A G (  I # J . K - 1  ) . N E . O )  G O  T O  5 7 0 0  
I F  ( I T A G <  I , J  , K ) - 8 )  5 7 0 1 . 5 7 0 4 , 5 7 0 4  
5 7 0 1  C ( K ) = 0 . 0  
C P { K ) = 0 , 0  
G O  T O  5 1 6  
5 7 0 4  U Z  ( K ) = R 2 {  I D U M ) / D E L Z ( K )  
G O  T O  5 7 0 1  
5 7 0 0  I F (  I T A G (  I  ,  J , K - I ) . E Q . I C )  G O  T O  5 7 0 4  
P 6 = P I  (  I  . J , K - 1  ) + ( D E L Z ( K - l  ) /  ( D E L Z ( K - 1  ) + D E L Z ( K ) ) ) *  
* < P  I (  I  ,  J .  K ) - P I  { I , J , K - 1  )  )  
I F  ( P 6 - P B U B ( N 0 ) )  4 1 8 , 4 1 7 , 4 1 7  
4 1 7  P R 6 A = A N V E P T ( N O )  
G O  T O  9 2 5  
4 1 8  P R 6 A = A N H G R ( N O ) * ( P 8 U B ( N O } / P 6 ) * $ E T A 1  
9 2 5  I F  ( K T A G {  I , J  , K ) - K T A G ( I , J , K - 1  )  )  9 2 7 . 9 2 6 . 9 2 7  
9 2 6  P R e B = P R 6 A  
G O  T O  9 2  8  
9 2 7  N A = K T A G (  I  .  J . K - 1 »  
E T A 2 = E T A ( N A )  
I F ( P 6 - P B U E ( N A ) )  9 2 1 . 9 2 0 , 9 2 0  
9 2 0  P R 6 B = A N V E R T ( N A )  
G O  T O  9 2 8  
9 2 1  P R 6 B = A N H C R ( N A ) • ( P B U B ( N A ) / P 6 ) » » E T A ?  
9 2 8  P R 6 ( K ) = ( P R 6 A + P R 6 B ) / 2 , 0  
I F  ( P R 6 ( K  )  . G E . P E R C )  G O  T O  4 1 4  
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P R 6 ( K ) = P E R C  
C P ( K ) = P R 6 ( K ) / D E L Z { K )  
C ( K ) = C P ( K ) / ( D E L Z ( K ) + 0 E L Z C K - 1  )  )  
I F  (  I T A G (  I  .  J » K + 1  ) . N E . O )  G O  T O  5 8 0 0  
I F  ( I T A G (  I . J . K ) - 8 )  5 8 0 1 . 5 8 0 4 , 5 8 0 4  
A ( K ) = 0 . 0  
A P ( K  ) = 0 . 0  
G O  T O  6 1 6  
U Z ( K ) = R Z < l O U M ) / D E L Z ( K )  
G O  T O  5 8 0 i  
I F ( I T A G { I . J . K + l ) . E Q . 1 0 )  G O  T O  5 8 0 4  
P 5 = P I ( I , J . K ) + ( D E L Z ( K ) / ( D E L Z ( K ) + D E L Z ( K + 1 ) ) ) *  
* ( P I ( I , J . K + l ) - P I ( I . J , K ) )  
I F ( P 5 - P B U B ( N 0 ) )  5 1 8 . 5 1 7 . 5 1 7  
5 1 7  P R 5 A = A N V E R T ( N 0 )  
G O  T O  9 3 5  
5 1 8  P R 5 A = A N H C R ( N 0 ) * ( P D U B ( N 0 ) / P 5 ) * * E T A 1  
9 3 5  I F  ( K  T A G d  .  J  . K ) - K T A G (  I  .  J . K + 1  n  9 3 7 . 9 3 6 . 9 3 7  
9 3 6  P R 5 B = P R 5 A  
G O  T O  9 3 8  
9  3 7  N B = K T  A G  {  I  .  J . K + 1  )  
E T A 2 = E T A ( N 8 )  
I F ( P 5 - P 8 U B ( N B ) )  9 3 1 . 9 3 0 . 9 3 0  
9  3 3  P R 5 B = A N V E R T ( N B )  
G O  T O  9 3  8  
9 3 1  P R 5 B = A N H 0 R ( N B ) * ( P B U B ( N B ) / P 5 ) * * E T A 2  
9 3 8  P R S Î K )  = ( F R 5 A 4 - P R 5 S Î / 2 . C  
I F ( P R 5 ( K ) . G E . P E R C )  •  G O  T O  5 1 4  
P R S t K ) = P E R C  
5 1 4  A P ( K »  = P R 5 { K ) / D E L Z ( K )  
A ( K ) = A P ( K  ) / ( D E L Z ( K ) + D E L Z ( K + l )  )  
C  
C  C O M P U T E  T I M E - D E P E N D E N T  S U B - C O E F F I C I E N T  S  
C  
6 1 6  I F  ( I T )  1 6 1 7 . 1 6 1 7 . 1 6 1 6  
1 6 1 7  S v K ) = C . O  
W ( K ) = 0 . 0  
G ( K >  =  2 . 0  * G ( K  »  
H ( K ) = 2 . 0 * H ( K )  
A ( K ) = 2 . 0 * A ( K )  
C ( K ) = 2 . 0 * C ( K )  
G O  T O  1 6 1 8  
1 6 1 6  I F ( P I ( I . J . K ) . L T . O . 0 )  G O  T O  2 1 0  
W ( K ) = ( A L P H A ( N O ) + P O R O ( N O ) * 8 E T A ) / D E L T  
S ( K > = 0 . 0  
G O  T O  1 6 1 8  
2 1 0  I F  ( P I  (  I  ,  J . K )  , L T , P B U B ( N C )  )  G O  T O  5936 
414 
C  
C  U P  
C  
5 1 6  
5 8 0 1  
5 8 0 4  
5 8 0 0  
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W ( K ) = P O A C ( N O ) * B E T A / D E L T  
S { K ) = - A L A M 1 N 0 > # ( 1 . - R E S A T ( N C ) ) • P O R O < N 0 I * P I ( I . J . K ) /  
\  * ( P B U B ( N O > * P B U B < N O ) * O E L T )  
\  G O  T O  1 6 1 8  
5 9 ^ 6  C A 7 = - A L A M ( N 0 ) / P I (  I  t J  » K ) * (  1 . - R E S A T ( N O ) * ( P B U B ( N O ) /  
\ * P I  ( I . J » K  >  ) * * A L A M ( N O ) • P O R O ( N O )  
'  S (  K ) = C A 7 / D E L T  
W ( K ) = P O R O ( N O ) * B E T A / O E L T  
1 6 1 8  B ( K ) = G ( K ) + H ( K ) + A ( K ) + C ( K ) + S ( K ) + U U { I i J . K ) + W ( K )  
C O F = A ( K ) + C ( K ) + G ( K ) + H ( K ) - S ( K ) - W ( K )  
I F  ( I T )  7 1 0 . 7 1 0 . 7 1 1  
7 1 1  P A = P T ( I , J . K + l )  
P C = P T ( I . J . K - 1 )  
P B = P T ( I , J , K )  
P G = P T ( I + 1 . j . K )  
P H = P T (  I - l .  J . K )  
G O  T O  7 1 2  
7 1 0  P A = C . O  
P C = 0 . 0  
P B  = 0 . 0  
P G = 0 . 0  
P H = 0  . 0  
7 1 2  P H A = P ( I - l , J . K )  
P G  A = P  ( 1 + I . J . K )  
P C A = P ( I . J . K - 1 )  
P B A = P ( I , J . K )  
P A A = P ( I . J . K + 1 )  
D ( K )  =  A ( K  > * F A + C ( K  ) * P C - C O F * P B  +  G ( K ) * P G + H ( K ) * P H  +  A P ( K )  
* C P ( K )  U X ( K ) +  U Z ( K ) + H ( K ) * P H A +  G ( K ) * P G A + U U ( I . J . K ) *  
* P M ( I . J . K )  
C  
C  C O M P U T E  B A C K  S U B S T I T U T I O N  C O E F F I C I C I E N T S  E . F  
C  
5  
3 5  
5 2 0 7  
5 2 0 6  
3  9 3  
3  
C  
C  C O M P U T E  P R E S S U R E  H E A D  V A L U E S  F R O M  R E C U R R E N C E  R E L A T I O N  
I F  ( I T A G ( I . J . K - l ) « N E . O )  G O  T O  3 5  
F ( K )  =  A ( K  ) / B ( K )  
F ( K ) = D ( K ) /e ( K )  
G O  T O  5 2 0 6  
E ( K ) = A ( K ) / ( B ( K ) - C ( K ) * E ( K - l ) i  
F C K i  =  (  D î K i - r C Î K  r ^ F Î K - î  >  ) / ( B ( K ) - C {  K Î  * E ( K - 1  J  >  
G O  T O  5 2 0 6  
E (  K ) = C  . 0  
F ( K ) = P B O ( I C U M )  
I F  (  I T A G d  . J  . K  )  .  G T . 7  )  G O  T O  3 9  3  
I F  ( I T . N E . C )  G O  T O  3  
I F  ( P T ( I . J . K ) . E Q . X L R )  G O  T C  3 9 3  
I F ( P T (  I  , J , K Î  . N E . 5 . 0 )  G C  T O  3  
I D b M = I O U M + 1  
C O N T I N U E  
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D O  3 6  K T G P = 2 , N 1  
K = N + Ï - K T C F  
I F  ( I T A G (  I  .  J  . K > . E Q . O )  G O  T O  3 6  
I F  ( I  T A G (  I . J . K  )  . E Q . I O )  G O  T O  3 6  
I F  (  I T A G ( I  . J » K + 1  ) . N E . O )  G O  T O  9 0  
D O N N A ( K ) = F C K )  
G O  T O  3 6  
9 0  DONNA(K ) = E ( K ) * D O N N A ( K + l ) + F { K )  
3 6  C O N T I N U E  
DO 91  K=2 ,N1  
I F  < I T A G ( r , J . K ) . E Q . O )  G O  T O  9 1  
I F ( I T A G (  I . J , K )  . E Q . 9 )  G O  T O  5 9 8 3  
I F C I T A G ( I . J , K ) . E Q . I O )  G O  T O  5 9 4 9  
G A F = A B S ( D O N N A ( K ) - P ( I . J . K ) )  
I F  ( G A F - P E S )  4 8 , 4 8 , 4 9  
4 9  R E S = G A F  
4 8  I F  ( I T )  5 9 3 7 . 5 9 3 7 . 5 9 3 8  
5 9 3 7  O M E G C = C M E G A  
G O  T O  5 9 4 6  
5 9 3 8  I F  ( I T P U T )  9 0 9 0 . 9 0 9 0 . 9 0 9 1  
9 0 9 0  O M E G C = O M E G B O  
G O  T O  5 9 4 8  
9 C 9 1  O M E G C = O M E G B l  
5 9 4  8  P ( I . J , K ) = O M E G C * D O N N A ( K ) > P { I , J , K ) * < 1 . - O M E G C )  
G O  T O  9 1  
5 9 4 9  P {  I .  J  . K ) = 0 . 5 * ( P (  I  .  J . K -  1  ) -  +  P (  I . J . K + 1  )  )  
G O  T O  9 1  
5 9 8 3  P (  I .  J . K ) = D O N N A ( K  )  
9 1  C O N T I N U E  
2  C O N T I N U E  
2 5  R E T U R N  
E N D  
S U B R O U T I N E  F R A C U  
C O M M O N / A l /  I T A G (  2 0 .  1  . 2 0 ) . K T A G C  2 0  , 1  . 2  0 )  . P ( 2 C . 1 . 2 0 ) .  
I X ( 2 C )  . Y ( 1  )  . 2 ( 2  0 )  , P O R O ( 9 ) . A L P H A ( 9 ) . P R S A T X ( 9 ) . P R S A T Y ( 9 ) .  
2 A N H 0 R  ( 9 ) ,  A N V E R T C  9  )  .  I T I T L E (  2 0  )  .  N E  S  (  1  0 0  )  .  E  T A  (  9  )  .  A L A M ( 9 )  ,  
3 R E S A T ( 9 )  , P X (  1 0 0 )  . R Y ( 1  )  . R Z d O O )  .  P B O  (  1 0 0  )  .  P B O S  (  1  C O  )  .  
4 P Î ( 2 0  » 1 « 2 C Î  » P R S A T Z ( 9 )  e  P S U B ( 9 >  s P T O P  C I  0 0  >  
C O M M O N / A 2 /  I L P U T ( 1 0 0 ) .  I  T A G  I ( 1 0 0 )  . D F L T I ( 1 0 0 ) . X L R l . X L P 2 .  
1 P T < 2 0  . 1 . 2 C Î . 0 E L X ( 2 0 )  . O E L Y { I ) . D E L Z ( 2 0 ) . C M E G B C . T I M E .  
2 D E L T , G R A V . S E A N A . S E A N B  «  X L . X L R . C X X L , T H E T A . F A C T E R . F S C A L E .  
3 I T P U T , 0 M E G B 1 . D I F F . F A C T O R , I B U G , I N K P U T , I T O P . I S T E P . I B I L L ,  
4 I T T (  1 0 0 )  . N O T I M E . R P E R . P E R C . I P I T . T S T E P  
C O M M O N / A 3 / T I M , P H I C O N . P C O N . I S P , I D U G P R , N O B O . I N N . D E L T F .  
# T N  , I T , T O L A , K A H . K A R T . R E S , T O L G . L  , M  , N  .  G E O F F  .  T  I M  I  . B E T A .  
•  P C C M ( 2 0 0  )  , P H I ( 2 0 . 1  , 2 0 )  , U U ( 2 0 , 1  , 2  0 )  , P M ( 2 0 , 1  , 2 0  ) . O M E G A  
C O V M O N / A 4 /  U M ( 2 0 ,  I , 2 0  )  , V M (  2 0 , 1  , 2  0 )  , Q M A ( 2 0 , 2 0 )  . C L E ( 9 )  •  
I R E S A T M C  9 )  , P B U B M ( 9 ) , P 0 R C M ( 9 ) . A L A M M ( 9 )  , A L P H A M ( 9 ) , X I M ( 9 ) ,  
2 A N H 0 R M ( 9 ) , A N V E R M ( 9 ) . E T A M ( 9 ) . P R S A X M ( 9 ) . P R S A Z M ( 9 )  
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J - 1  
W R I T E ( 6 . 2 0  8 )  I T  
3 0 8  F O R M A T ( / I  O X . • T I M E  S T E P  N 0 = ' , I 3 / )  
D O  2  K = 1 , N  
D O  3  1 = 1 , L  
I F ( I T A G (  I  ,  J . K )  . E Q . C )  G C  T O  3  
N O = K T A G ( I , J » K )  
I F  ( X I M ( N C  )  . E Q . C  . 0  )  G O  T O  3  
I F t P M (  I  ,  J . K ) . L T . O . O »  G O  T O  1 0  
S M = ( A L P H A M ( N O ) + P O R O M ( N O ) * B E T A ) / D E L T  
P R N = A N H 0 F M { N 0 )  
G O  T O  6 0 0  
1 0  I F { P M {  I , J . K ) , L T . P B U B M ( N 0 )  )  G O  T O  2 0  
P R  I » / = A N H C P M ( N 0 )  
S M  =  ( - A L A M M ( N O ) * ( 1 . 0 - R E S A T M ( N O )  ) * P 0 R O M ( N O ) • P M (  I . J . K ) /  
* ( P R U B M ( N O ) * P B U B M ( N O ) ) + P O R O M ( N O ) » B E T A ) / D E L T  
G O  T O  6 0 0  
2 0  C A 7 = - A L A M M ( N G ) / P M ( I . J . K ) * (  1 , - R E S A T N O ) ) * ( P B U B M ( N O  » /  
* P M ( I . J . K ) * * A L A M M ( N O ) * P O R O M ( N O )  
SM-=( C A7+P0R0M( NO ) *BETA ) /DELT 
P R M = A N H O R M ( N O ) * ( P O U B M C  N O ) / P M ( I  . J . K ) ) * * E T A M ( N O )  
6 0 0  U M ( I.J . K ) = S M  
V M ( I . J . K ) = P R M * X I M ( N O )  
U U  ( I . J  . K ) = U M {  I  . J  , K ) * V M ( I . J . K ) / ( U M ( I . J . K ) + V M (  I . J . K ) )  
3  C O N T I N U E  
2  C O N T I N U E  
1 = 2 
W R  I T E ( 6 , 3 0 0 ) { U M (  I . J . K ) . K = 1 . N )  
I T E ( 6 , 3 C 0 ) ( V M ( I , J . K ) . K = 1 . N )  
W R ï T £ î 6 . 3 0 0 f \ U U { I . J . K ) . K = 1 . N )  
3 0 0  F O R M A T ( 1 0 X . 1 0 E 1 2 . 5 )  
R E T U R N  
END 
