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- Chapter 1 -
Introduction
This thesis consists of topics and issues related to copula modelling in Econometrics.
Copula models provide an alternative to joint distribution analysis, which is frequently
required in Economics and Finance.
Measures of dependence is mostly restricted to linear correlation among some random
variables of interest. Embrechts et al. (2002) points out the limitations for such methods,
as linear correlation is only one of the many measures of stochastic dependence. Multivari-
ate Normal and t-distribution have frequently been used to measure dependence between
assets, Hansen (1994), Harvey and Siddique (1999) and Engle and Manganelli (2004)
employ such models for applications to risk-management and portfolio allocation. Other
models such as Multivariate GARCH by Engle and Kroner (1995) and Dynamic Condi-
tional Correlation (DCC) of Engle (2002) have also been applied, but they present various
estimation problems in higher dimensions, and are also bounded by elliptical distributions
for the multivariate analysis. In case a specific distribution is considered, problems can
arise, however there are other methods to consider for multivariate analysis like General-
ized Method of Moments (GMM) which require no assumptions on the distribution.
Recently Copula models have seen an increase in their use in finance and economics,
though being around since Sklar (1959) theorem. They had success in applications, where
dependence is non-linear and the random variables involved have different marginal dis-
tributions. It provides a framework which is general across different type of data types
1
2(marginal behaviour), unlike other joint non-linear modelling where problems are dealt
with in a case-by-case method. There are various copula families available to capture com-
plex dependence patterns, such as non-elliptical forms and tail dependence. In finance,
Embrechts et al. (1999) show how for a Value at Risk (VaR) analysis, the assumption
of multivariate Normal fails to capture joint observations in the tails, and hence apply
copula methods. Cherubini and Luciano (2001) use them for pricing analysis of various
assets. Embrechts et al. (2003) and Rodriguez (2007) study financial contagion through
copula families. Bouye´ et al. (2007) present a detailed coverage of copula methodology
and other applications in finance. Common to all these works is the emphasis on how
copula models provide a solution when we want to have joint analysis with either non-
normal marginal distributions or mixture of different type of marginals. At the same time
when joint distributions are no more best characterised by elliptical distributions, then
using copula models avoids any possible misspecification of dependence measure through
linear correlation.
In Economics instead, the copula based literature remains limited to few studies. Em-
pirical analysis involving discrete data is unavoidable in economics, and alike using other
joint modelling techniques, copula models represent complications. Munkin and Trivedi
(1999), using discrete micro data show how generally joint modelling is troublesome, and
the problem increases when the marginal distributions belong to different parametric fam-
ilies. Chib and Winkelmann (2001) specify a joint discrete distribution, without explicitly
mentioning using a copula. Smith (2003) uses copula framework to study self-selection
problem. Cameron et al. (2004) analyse a selection model with discrete outcomes in a
copula framework. Demarta and McNeil (2005) among others, analyze categorical data
from clinical trials. Zimmer and Trivedi (2006) employ a trivariate copula for depen-
dency between health insurance status for married couples and their demand for health
care. Trivedi and Zimmer (2006) provide details of their use in health economics applica-
tions. Patton (2006) introduces copulas in modelling of economic time series (continuous
data). Hoff (2007) applies a Multivariate Gaussian copula on survey data of different
types through Bayesian techniques.
3We now give a formal definition to a copula function. According to Sklar (1959) the-
orem, any p-dimensional joint distribution H of some random variables Y1, . . . .Yp can be
decomposed to a copula C measuring their dependence, and their marginal distributions
F1, . . . , Fp, specifying their individual characteristics (fat tails, skewness etc.). Formally
given as
H(y1, . . . , yp) = C(F1(y1), . . . Fp(yp)).
Where C : [0, 1]p 7→ [0, 1]. The copula C is unique, if all the margins F1, . . . , Fp are
continuous. The copula could also be stated as,
C(u1, . . . , up) = pr (U1 ≤ u1, . . . , Up ≤ up).
uj is the uniform variable computed through the marginal distribution, uj = F (yj), where
j = 1, . . . , p. The process of obtaining the uniforms is known as Probability Integral
Transformation (PIT) (see Diebold et al. (1998)). If the joint distribution F is p-times
differentiable, then by taking its pth cross-partial derivatives we get
f(y1, . . . , yp) =
p∏
j=1
fj(yj) · c(F1(y1), . . . , Fp(yp)).
Such a decomposition provides a very flexible framework, where each Fj could belong
to a different parametric family, and the dependence among the random variables is not
confined to elliptical distributions (Gaussian or t-distribution). Nelson (2006) and Joe
(1997) cover various statistical and mathematical properties of copulas, including estima-
tion techniques.
We present the abstracts from the chapters of this thesis in the chronological order
now.
Not only currencies are assets in investor’s portfolio, but also central banks use them
for implementing various economic policies. This can create some form of dependence
among different exchange rates. We investigate the dependence pattern among the time
series of daily Deutsch Mark (DM) (Euro later), Great Britain Pound (GBP) and the
Japanese Yen (JPY) exchange rate, all considered against the U.S. Dollar during various
economic conditions. To overcome the short-comings of marginal misspecification, and the
4restrictions of linear correlation, a flexible semi-parametric copula methodology is adopted
where the marginals are non-parametric and the copula is parametric, to capture richer
dependence form. Dependence is estimated as a constant measure and also allowed to vary
over time. Our approach is the first time, where a time-varying copula parameter is con-
sidered in a semi-parametric setting avoiding any possible marginal misspecification, along
with a depth full analysis of the dependence patterns among such vital currencies. During
the Pre-Euro period, we find slightly more dependence when both DM (Euro)/USD and
GBP/USD jointly appreciate as compared to joint depreciation, especially in the late 90s.
Such results are reversed for GBP/USD and JPY/USD in the early 90s. In Post-Euro
period, DM (Euro)/USD and GBP/USD exhibit stronger dependence when they jointly
appreciate, which could indicate preference for price-stability in EU zone. Whereas the
dependence of JPY/USD with both DM (Euro)/USD and GBP/USD is stronger when
they jointly depreciate, this could imply preference for export competitiveness among the
countries. In the beginning of Recent-Crisis period, DM (EURO)/USD and GBP/USD
show stronger dependence when they jointly depreciate, but later during the period, we
see the similar tendency for these exchange rates to be related more when they jointly
appreciate. Such measures of asymmetric dependence among the exchange rates provide
vital insight into Central banks preferences and investors portfolio balancing.
Multivariate analysis involving random variables of different data type like count,
continuous or mixture of both is frequently required in econometrics. A Copula based
methodology can be adopted for such data, where the association among the random
variables is independently modelled from their specific marginal distributions. Depending
upon the chosen marginal specifications, copula estimation proceeds. A semi-parametric
copula estimation, where the marginals are specified empirically performs very well, but
for discrete data its appropriateness is questioned (see Genest et al. (1995)). Hoff (2007)
proposes a methodology where the marginal distributions are left completely unspecified
and the copula parameters are estimated based on the order statistics of the observed data.
We conduct an analysis to determine the effect on the estimates of a Gaussian copula due
to various marginal specifications. The novelty of the work is that we are unifying all
5the bayesian approaches to copula estimation, to compare the effects of various marginal
specifications on copula estimates, which is our contribution towards the literature on
Markov chain based time series models. Through employing a Bayesian framework, we
find that treating the marginal distributions as unknown outperforms both assuming an
empirical distribution or misspecifying the marginal distributions, in terms of bias and
mean square error for the estimates of the copula parameters. Hoff’s method particularly
outperforms the other specifications, when one or more of the marginals involved is of low
count data type (binary).
Time series modelling can be very restrictive when accounting for various marginal
specifications (non-normal distribution), data types and the dependence structure through
time. On the contrary, Copula models allow such issues to be specified independently of
each other. We propose a general technique to model a univariate strictly stationary time
series through a copula. The novelty lies in the fact that it can be applied to both discrete
and continuous data, and is invariant to any copula family. The technique is robust to
any marginal mis-specification, and we successfully capture persistence in a time series
through a copula. Expanding the methodology of Hoff (2007) for cross-sectional data,
we set out a Bayesian sampling scheme to estimate the copula parameters, based only
on the order statistics of the observed data. To show it’s applicability, a real time se-
ries (weekly firearm homicides in Cape Town, South Africa) is used, and we are able to
successfully capture the persistence in such a series. In terms of the Bayesian methodol-
ogy, the technique performs well (fast mixing and low autocorrelation). Such a method
provides flexibility in modelling non-gaussian based time series characteristics.
- Chapter 2 -
Dependence Analysis between Foreign Exchange
Rates: A Semi-Parametric Copula Approach
§ 2.1 Introduction
Exchange rates are a vital aspect of International Economics, used to implement vari-
ous economic policies. Along with GDP and interest rate, exchanges rates are an indicator
of a country’s economic outlook, and are determined through various cross-country eco-
nomic fundamentals. In this era of globalisation, countries are not simply interested in
closely monitoring their own currencies, but also the currency of other countries, which
causes them to frequently intervene in the foreign exchange market. Such an intervention
to guide their currency in a particular direction due to another currency, creates a depen-
dence among the exchange rates. A synchronisation of business cycles, or difference in
short-term interest rates across countries causing capital inflow/outflow, can also create
comovement of exchange rates. Currencies are also held in investors portfolio along with
other financial assets, and their preference over holding such currencies, also creates a
relationship between the exchange rates.
Not only are the exchange rates dependent upon each other, they could also exhibit
non-linear dependence and non-constant dependence through time. Takagi (1999) states
if there are two countries, A and B, who export to foreign countries and in order to en-
6
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sure their export prices are competitive to each other, then if country A’s exchange rate
depreciates, country B would ensure their exchange rate does too, which creates joint
depreciation dependence. On the other hand if the countries prefer price stability among
each other (maybe regional), then if country A’s exchange rate appreciates, country B
will intervene in the foreign exchange rate to ensure similar appreciation of their currency,
and hence causing dependence due to joint appreciation. The variation in the preference
of being competitive in terms of export, or ensuring price stability, creates an asym-
metric dependence among the two currencies. Patton (2006) shows that Deutsch Mark
and Japanese Yen (both against U.S. Dollar) before the introduction of the Euro, tend
to exhibit stronger dependence when they jointly depreciate, as compared to when they
jointly appreciate. Dias and Embrechts (2010) report similar results for the same curren-
cies, but over different periods. Boero et al. (2011) show such asymmetric dependence
patterns vary for different currencies. Another contributing reason for such asymmetric
dependence patterns could be associated to the common denominating currency in the
two exchange rates. U.S. Dollar has long been considered as a reserve currency, meaning
investors prefer to hold it more in their portfolio as compared to the other currencies. So
when U.S. Dollar appreciates, investors forgo their holdings of other currencies and shift
their funds into the U.S. Dollar. On the other hand, when U.S. Dollar depreciates, they
might not prefer to hold other currencies similarly. Such shifting of funds to and from
the U.S. Dollar could also create an asymmetric dependence. These asymmetries are not
only found in exchange rates, but also for other financial assets, Longin and Solnik (2001)
show assets returns exhibit stronger dependence during market downturns as compared
to market upturns. This paper aims to understand such phenomenon among Deutsch
Mark (DM) (later Euro), Great Britain Pound (GBP) and Japanese Yen against the U.S.
Dollar (USD) through different economic periods.
Patton (2006) adopts the copula methodology for time-series analysis and identifies
higher dependence between DM (Euro) and JPY (both against dollar) when they are
both depreciating, as compared to when they are both appreciating. Dias and Embrechts
(2010) also report similar results over different sample period for both exchange rates.
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Both Patton (2006) and Dias and Embrechts (2010) report such results for a constant
and time-varying measure of dependence. Boero et al. (2011) perform similar analysis
over several exchange exchange rates including GBP against the U.S. Dollar, but only for
a constant measure of dependence over time. All these work show that dependence varies
over different periods, for example before and after introduction of Euro. We extend
previous analysis and investigate dependence between exchange rate before and after the
euro, and over the recent financial crisis period.
Copula methodology requires the decomposition of the marginal distributions of the
random variables from the dependence among them. Patton (2006) and Dias and Em-
brechts (2010), adopt a fully parametric approach, where the marginals are chosen from a
parametric family along with a parametric copula. In their case, they assume the exchange
rate returns to be specified through t-distribution, with varying degrees-of-freedom. The
copula estimation relies on no misspecification of the marginals, and hence any parametric
family chosen requires testing for the appropriateness of the chosen marginals specifica-
tion. It is easy to misspecify the marginals, especially when the time-series in question is
of high frequency (daily exchange rates). Genest et al. (1995), show how non-parametric
marginals produce consistent and asymptotically normal copula estimates, given the un-
specified margins are of continuous type. Kim et al. (2007) also show such a specification
to produce efficient results for sample size larger than 100. Boero et al. (2011) adopt
such an approach, which is generally termed as semi-parametric copula estimation. We
extend the approach of Boero et al. (2011) to a time-varying dependence measure within
a semi-parametric copula framework, which is the first time such a flexible approach to
avoid any marginal specification has been considered in a dynamic setting.
We employ two copula families, the Gaussian copula and Symmetrized Joe-Clayton
(SJC) copula of Patton (2006), to measure dependence patterns between DM (EURO)/USD,
GBP/USD and JPY/USD. The time-varying measure of dependence for both copula
evolves according to a ARMA type process, same as Patton (2006). The SJC copula is a
two parameter based copula measuring the lower and upper joint tail dependence sepa-
rately. The Gaussian copula acts as a benchmark specification. First, we filter the daily
2.1. Introduction 9
returns through a ARMA(p,q)-GARCH(1,1) model to obtain i.i.d observations required
for the copula methodology, and then using the filtered returns we estimate both constant
and time-varying measure of dependence between the 6-pairs for before (1990 - 1998) and
after Euro (1999 - 2006), and for the recent crisis (2007 - 2009).
Using the Gaussian copula, we find strong dependence between DM (Euro)/USD and
GBP/USD, especially before the introduction of Euro, which can be associated to how
GBP/USD shadowed the DM (Euro)/USD in the early 90s. The dependence between DM
(Euro)/USD and JPY/USD is much smaller compared to the previous pair, and similarly
for GBP/USD and JPY/USD. The SJC copula however provides a better fit in terms
of likelihood, and reports some asymmetric tail dependence patterns for GBP/USD and
JPY/USD. After the introduction of the Euro, the SJC copula reports higher probability
of joint appreciation between DM (EURO)/USD and GBP/USD, which could be associ-
ated with higher co-operation within the EU for price stability in the region. Both DM
(Euro)/USD and GBP/USD when paired with JPY/USD show similar asymmetric re-
sults, but the time-varying measure reports periods where there is a higher probability to
jointly depreciate as compared to probability of jointly appreciating. In the recent-crisis
period, for DM (Euro)/USD and GBP/USD, the constant SJC copula measure could be
misleading as both tend to jointly depreciate with greater probability, then compared to
joint appreciation in the beginning of 2007, but later revert back to appreciating jointly
with greater probability. This could be associated to the uncertainty the crisis caused
in the beginning of the crisis, and both countries (being in the EU region) adopting
an export competitive behaviour, whereas the dependence between JPY/USD and the
other two exchange rate seems weaker. Generally our results indicate greater preference
for price stability between DM(Euro)/USD and GBP/USD, which is understandable after
the integration of the EU. Whereas, when paired with JPY/USD, more export competitive
behaviour is suggested and investors view JPY/USD as an alternative to DM (Euro)/USD
and GBP/USD, hence the negative correlation reported in time-varying Gaussian copula.
We start our analysis by first explaining the copula methodology in Section 2, where
details over the constant and time-varying dependence measure is provided, along with
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non-parametric margins. Section 3 sets out the data, and describes some vital summary
statistics. In Section 4, we present the results for both the constant and time-varying
copula measures and present some economic intuition for the result. Finally concluding
in Section 5.
§ 2.2 Semi-Parametric Copula Framework
We presented the copula definition for a multivariate case of dimension p in Chapter 1.
In our empirical analysis, we are interested in capturing dependence among two random
variables at a time, hence from now we will present the specifications for p = 2 (bivariate).
Instead of denoting the random variables as Y1 and Y2, we denote them as X and Y and
their respective PIT as u and v.
2.2.1 Copula Families
There exist a wide array of copulas families to chose from, depending upon the type
of dependence a practitioner is interested in capturing. Nelson (2006) describes most of
the commonly used copulas. Our main aim is to capture any asymmetric dependence
among exchange rates, and show that in the presence of such asymmetries, a Gaussian
copula would provide an inferior fit and fail to capture vital aspects. We will consider only
two copula families for our analysis, the Gaussian copula and the Symmetric Joe-Clayton
(SJC) copula. The latter is a two parameter based copula, one parameter capturing the
joint upper tail dependence and the other parameter the joint lower tail dependence. In
certain instances a one parameter copula like Clayton copula might provide a better fit,
but we are also interested in the dynamics of asymmetric dependence through time, and
see how both tail dependence measure evolve.
2.2.1.1 Gaussian Copula
A Gaussian copula is the most used copula, along with a t-copula from the elliptical
set of distributions. It is analogous to a multivariate Normal distribution, when the
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margins are assumed/chosen to be normally distributed. It is a symmetric and zero tail
dependence copula. For a bivariate case with uniform i.i.d random variables u and v
between [0, 1] (obtained through marginal specifications), the Gaussian copula is given as
Cg(u, v|ρ) = Φg(Φ−1(u),Φ−1(v); ρ)
=
∫ Φ−1(u)
−∞
∫ Φ−1(v)
−∞
1
2pi(1− ρ2) 12
×
{−(s2 − 2ρst+ t2)
2(1− ρ2)
}
dsdt,
where Φ is the Cumulative Distribution Function (CDF) of a standard normal distribu-
tion, Φg(u, v) is a standard bivariate normal distribution and ρ the correlation parameter
defined over [−1, 1].
2.2.1.2 SJC Copula
In order to capture asymmetric dependence in the tails, we have to employ a copula
which separately parameterizes the left and the right tail. Joe (1997) proposes a copula
termed as “BB7”, also referred as Joe-Clayton copula. It is a two parameter based copula,
given as
CJC(u, v; τ
U ,τL) = 1− (1− {[1− (1− u)κ]−γ + [(1− v)κ]−γ − 1}− 1γ ) 1κ ,
where,
κ =
1
log2(2− τU)
,
γ = − 1
log2(τ
L)
.
When κ = 1, Joe-Clayton copula reduces to Clayton copula, and when γ → 0 it reduces
to Joe Copula. τU and τL are the parameters of the Joe-Clayton copula, capturing tail
dependence.
If the limit
lim
δ→1
Pr[U ≤ δ|V ≤ δ] = lim
δ→1
Pr[V ≤ δ|U ≤ δ] = lim
δ→1
(1− 2δ + C(δ, δ))/(1− δ) = τU
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exists, then the copula exhibits upper tail dependence if τU ∈ (0, 1] and no upper tail
dependence if τU = 0. In same manner, if the limit
lim
→0
Pr[U ≤ |V ≤ ] = lim
→1
Pr[V ≤ |U ≤ ] = lim
→1
C(, )/ = τL
exists, then the copula exhibits lower tail dependence if τL ∈ (0, 1] and no lower tail
dependence if τL = 0.
Patton (2006) points out that Joe-Clayton copula tends to report asymmetric depen-
dence, even if the dependence in both tails is perfectly symmetric. He proposes a slight
modification to the Joe-Clayton copula and terms it as “Symmetric Joe-Clayton” (SJC)
copula. It is computed as
CSJC(u, v; τ
U , τL) = 0.5(CJC(u, v; τ
U , τL) + (CJC(1−u, 1− v; τU , τL) + u + v − 1)).
It treats symmetry as a special case and is consistent in reporting any asymmetry. An
alternative technique would be to estimate an asymmetric measure of Kendall’s tau for
joint movements below zero (downwards) and then separately for joint movements above
zero and compare those estimates with SJC copula, however for the SJC copula we are not
able to derive the Kendall’s tau equivalent of the joint upper and lower tail dependence
parameters. By fact they are two different measures, SJC copula measures the dependence
in the extreme of both tails, and an asymmetric Kendall’s tau measure will simply be
defined with a threshold at zero.
2.2.2 Time-Varying dependence
There is evidence that dependence among financial assets does not stay constant over
time (see Bouye´ et al. (2008) and Longin and Solnik (2001)). Such dynamics have great
implications from portfolio diversification perspective and can identify how two assets
behave jointly in various economic conditions. Given that we are dealing with exchange
rates which tend to be highly volatile, we should account for changes in the contempora-
neous dependence.
Similar to Patton (2006), we let the dependence parameter evolve according to an
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ARMA process, both for the Gaussian and the SJC copula dependence parameters. We
assume the functional form of the copula remains constant over time, but the copula
parameters can evolve with time. As Patton mentions, the problem lies in defining the
“Forcing Variable” for the evolution equation, as there is uncertainty to what causes
the variation in the parameters. First we define the evolution of the upper and lower
tail dependence parameter in the SJC copula. Identifying the terms for the evolution of
such parameters is not easy in case of observation driven models. We adopt the same
specification as Patton (2006) for both tails, given as
τUt = Λ
(
ωU + βUτ
U
t−1 + αU ·
1
10
10∑
j=1
|ut−j − vt−j|
)
, (2.2.1)
τLt = Λ
(
ωL + βLτ
L
t−1 + αL ·
1
10
10∑
j=1
|ut−j − vt−j|
)
, (2.2.2)
where Λ(x) ≡ (1 + e−x)−1 is the logistic transformation, which keeps τU and τL bounded
to (0, 1). Both (2.2.1) and (2.2.2) are similar to an ARMA(1,10) process, where both the
upper tail τUt and the lower tail τ
L
t at period t depend upon their respective 1-period lag
and a forcing variable for the time-varying limit probability, which is the mean absolute
difference between ut and vt over the last 10 observations. Different specifications were
also tried, but yielded no major improvements, so we adopted the dynamics specified as
of Patton (2006).
The mean value in both (2.2.1) and (2.2.2) is inversely related to the concordance
ordering of the copulas, value of zero corresponds to perfect positive dependence, 1/3
corresponds to independence and 1/2 implies perfect negative dependence. The choice of
the forcing variable makes a good case, as under perfect positive dependence all ut and vt
would be on the main diagonal of the copula support, and under independence scattered
through out the support. For So the average distance from the point to the main diagonal
is acts like an approximation for how close the last ten values of u and v (in time) were
to being perfectly dependent, as difference of zero would imply perfect dependence and α
will have a negative sign. This is indeed a dependence measure, which equates to the value
being equated on the LHS in both equation (2.2.1) and (2.2.2). We can see that from
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Figure 2.1. Another point to note is the forcing terms in both equations are bound by
the range of value admissible by the LHS variable, as its the absolute difference between
two uniform [0, 1] values, hence the average difference will also be bounded between [0, 1].
Figure 2.1: Perfect dependence distance
As we saw earlier the Gaussian copula only has one dependence parameter ρ, and we
specify its evolution as
ρt = Λ˜
(
ωρ + βρ · ρt−1 + α · 1
10
10∑
j=1
Φ−1(ut−j) · Φ−1(vt−j)
)
, (2.2.3)
where Λ˜(x) ≡ (1 − e−x)(1 + e−x)−1 = tanh(x/2) is the modified logistic transformation
required to keep ρt in [-1,1] at all instances. The evolution of ρ is similar to the one
of SJC copula parameters, where in (2.2.3) the lag ρt−1 captures any persistency in the
dependence parameter. To be able to compare the SJC copula dynamics with the Gaussian
copula dynamics a similar MA term is included, which is the mean of the product of the
last 10 standard normals obtained through Φ−1(ut−j) and Φ−1(vt−j). Here this forcing
term is equivalent to efficient Van der Waerden normal-scores rank correlation coefficient,
which again equates to the correlation estimate on the LHS of the equation, being a
correlation coefficient it is also bounded in between [0, 1] to correspond by the values
allowed by the LHS.
From the non-structural equations (2.2.1) - (2.2.3) we can easily compute the 1-step
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ahead forecast for the dependence measure, as for 1-step forecast we would have the
observed x and y (returns in our case) and hence the corresponding u and v. This implies
the forcing terms in all the equations can be computed. For the given set-up, we are
unable to compute dynamic forecasts, for which we would require to change the forcing
terms or be able to first forecast x and y (which would give us predicted u and v), maybe
either through a parametric ARMA(p,q) - GARCH(1,1) set-up, or even a multivariate
equation which would account for the covariance matrix.
2.2.3 Marginal Specification
We just stated the specifications related to the copula families to be used in this paper.
Both the Gaussian and the SJC copula are parametrically specified. Before a copula is
estimated, we need to compute u and v. Let n be the total number of observations,
i = 1, . . . , n, and F and G be the marginal distribution function for x and y respectively.
Copula modelling relies upon the assumption that the margins have i.i.d observations,
but daily exchange rate returns tend to exhibit serial correlation and high volatility.
Following the previous literature (see Patton (2006), Dias and Embrechts (2010) and
Boero et al. (2011)), we first apply an ARMA(p,q)-GARCH(1,1) with normally distributed
error term, on each exchange rate return series, through which we obtain the filtered
residuals each assumed to be now independent and identically distributed. Such filtration
still preserves the contemporaneous dependence among the returns. The order of p and q
for the series along with the results are provided in Table 2.4.
After obtaining the filtered returns, we have to decide the functional form of F and G.
In practice, the true marginal distribution function are not completely known, and if F and
G are misspecified, the employed copula will also be misspecified. An assumed parametric
family for each margin requires careful testing for any misspecification. Assuming that
all the margins are continuous, we can adopt the approach of Genest et al. (1995), where
the margins are left unspecified and computed non-parametrically based on the observed
ranks. Boero et al. (2011) adopt the same approach for the filtered returns. So u and v
are computed as
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u = F˜ (x) = 1
n+1
n∑
i=1
1(Xi ≤ x),
v = G˜(y) = 1
n+1
n∑
i=1
1(Yi ≤ y),
where 1(.) is an indicator function and we divide the summation by n + 1 to avoid
CDF boundaries. F˜ and G˜ are employed for all x1, . . . , xn and y1, . . . , yn respectively. For
complete clarity, the marginal distribution is not purely non-parametric for the returns, as
first a parametric specification of ARMA (p,q)-GARCH (1,1) is applied to obtain filtered
i.i.d returns. Only then from the filtered returns to obtain uniform random variables for
input arguments to the copula a non-parametric (empirical CDF) specification is adopted.
The novelty of our work lies in that it is the first time a non-parametric (apart from the
filtering) approach has been considered to analyse the time-varying dependence.
Now we can proceed with the estimation of the copula parameters.
2.2.4 Estimation
Given we specified the copula parametrically and the margins non-parametrically, a
semi-parametric estimation technique follows. Let Θ denote the parameter vector associ-
ated to a copula C, required to be estimated. The estimation is performed in two steps,
first the pseudo observations u1, . . . , un and v1, . . . , vn are computed through F˜ and G˜,
respectively. Then the second step involves maximum likelihood estimation of the pseudo
log-likelihood function
Θ̂ = argmax
Θ
n∑
i=1
log c(F˜ (xi), G˜(yi); Θ),
where c denotes the copula density function. Genest et al. (1995) states the semi-
parametric estimator Θ̂ is consistent and asymptotically normal under suitable regularity
conditions. Kim et al. (2007) show such an estimator to be robust when the margins are
misspecified. Alternatives to the above estimator would be Inference Function for Mar-
gins (IFM) and Maximum Likelihood (ML) in fully parametric setting (see Joe (1997)).
However in a fully parametric setting, the assumptions on the margins would have to be
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tested, for example Patton (2006) provides a goodness-of-fit test for the margins. Our
approach avoids such issues due to the assumed margins, and only relies on the assump-
tion of the random variables being continues. Kim et al. (2007) show the semi-parametric
estimator to be as efficient as ML, when the sample size is larger than 100.
Θ̂ is the estimated constant copula parameters. We are also interested in capturing any
possible dynamics in the dependence parameters through an ARMA process, as described
in Section 2.2.3. The parameters for both the Gaussian copula evolution (ωρ, αρ, βρ) and
for the SJC copula evolution (ωU , αU , βU , ωL, αL, βL) are estimated through maximum
likelihood. The estimated constant copula parameters act as the starting values for the
time-varying dependence measure (i.e. ρ̂ = ρ1, τ̂
U = τU1 , τ̂
L = τL1 ).
§ 2.3 Short-comings (Dynamic Copula)
Choosing and specifying the dynamics of a time-varying parameter are difficult, irre-
spective of it involving a copula model. For equations (2.2.1) - (2.2.3), we had to find an
appropriate forcing term for the dependence parameter over time. Apart from the chosen
forcing variable, we also tried other specifications, like weighting the u and v observations
to how close they are to the extreme values, and using an indicator based on whether
the observations were in the first, second, third or fourth quadrant. Such variations did
not yield any improvements to the one we used. In all the equations (2.2.1) - (2.2.3), the
values permissible by the terms entering the functional form have the same range as the
dependent variable on the LHS, as they are a approximate measure of dependence through
the previous periods. A drawback to our specification, is the less formidable forcing vari-
able, but this is something commonly encountered in observation-driven based time series
models. It is difficult to map out the true exogenous variation for the dependent variable
of interest. Also previously stated, our approach restricts us for conducting dynamic fore-
casts, which is a strongly desired feature in time series literature. An alternative model to
allow for time variation in the correlation is Dynamic Conditional Correlation (DCC) of
Engle (2002), it offers great flexibility and ease to estimate the time-varying correlation.
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It is in literature commonly estimated over two-steps, where first a GARCH is specified
for each univariate series and then the equation for the correlation is estimated. We pro-
vide now a detailed simulation benchmark comparison of our copula specification against
the DCC. The comparison can only be done with the time-varying Gaussian copula, as
the DCC permits dependence to be measured only up to the level of correlation, so un-
like copula specifications, no time-varying tail dependence or non-elliptical based time
dependence can be estimated.
2.3.1 Simulation
We will generate 5 different time-varying correlation patterns, as given in Engle (2002),
with an addition of a correlation pattern where the extremes of -0.99 and +0.99 are
observed with high frequency.
• ρt = 0.9 (Constant)
• ρt = 0.5 + 0.4cos(2pit/200) (Sine)
• ρt = cos(t/4) (Fast Sine)
• ρt = 0.9− 0.5(t > 500) (Step)
T is fixed to 1000 (observations), and after each simulated ρt, we generate two corre-
sponding random variables through separate Gaussian GARCH(1,1) processes given by
h1,t = 0.01 + 0.05r
2
1,t−1 + 0.94h1,t−1,
r1,t =
√
h1,t1,t,
h2,t = 0.5 + 0.2r
2
2,t−1 + 0.5h2,t−1,
r2,t =
√
h2,t2,t,
ρt = Et−11,t2,t,
where the first series is highly persistent. Then we estimate the time-varying correlation
through our GARCH-copula (Gaussian) and the DCC model, and compare the Mean
Square Error (MSE). We sample from each correlation pattern 200 times. In Table 2.1
2.3. Short-comings (Dynamic Copula) 19
Table 2.1: MSE from DCC and GARCH-Copula
Correlation Type DCC GARCH-Copula
Constant 0.0023 0.0030
Sine 0.0292 0.0514
Fast Sine 0.0041 0.0067
Step 0.0066 0.0067
we report the MSE from both time-varying specifications. The MSE from DCC based
time-varying correlation better produces the smaller error in all cases, even though in
terms of the size, they are quite similar. The DCC specification follows the true correlation
pattern quite well, whereas the GARCH-copula’s forcing variable is smoothing over the
last 10 observations and in doing so misses the rapid correlation changes. We also present
a figure for the Fast Sine based correlation pattern of both the models for one of the Monte
Carlo replication. From Figure 2.2 we see the plotted GARCH-copula fitted dynamics
(green) does not follow the true correlation, whereas the DCC based correlation (red) does
it better. As mentioned this is due to the smoothing of the forcing term, we could reduce
the lags over which we take the expectation in such case. But as we reduce the lags,
the fitted correlation becomes quite unstable. In terms of the modelling approach the
dynamics in such a case are best given by a DCC model. The essence of using a GARCH-
Copula would be to the case for where we might have non-normal joint distribution, where
a non-elliptical distribution best fits the dependence structure. In such cases measures of
dependence beyond correlation have to be adopted. For example, if two random variables
exhibit greater dependence in lower values (lower tail dependence), then measures of
correlation through a multivariate Normal would not appropriately estimate it, as it
assumes no tail dependence (zero correlation within the tails), and we would have to seek
some other methodology, like a Clayton copula for instance.
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Figure 2.2: Fitted Correlation: GARCH-Copula & DCC
§ 2.4 Data
The data consists of daily exchange rates for Deutsch Mark (DM) (later converted at
the conversion rate of Euro), Great British Pound (GBP) and Japanese Yen (JPY). All
these currencies are denoted against the U.S. Dollar (USD). The full sample is over the
period of 1st January 1990 up to 31st December 2009 and collected from Bank of England
database1. We converted all the series to obtain log-differenced returns.
Three sub-samples are considered from the full sample. First, the Pre-Euro period
from 1st January 1990 to 31st December 1998 (2276 observations). Second, the Post-Euro
period from 1st January 1999 to 31st December 2006 (2020 observations) and finally the
Recent-Crisis period from 1st January 2007 to 31st December 2009 (760 observations).
We present time series plots for the three exchange rates in Figure 2.6 - 2.8, and sum-
mary statistics in Table 2.3 for the returns series. Time plots for DM(EURO)/USD and
GBP/USD, show similar trends throughout the sample, especially in the Post-Euro pe-
riod, when both currencies heavily appreciate together. This is also confirmed by the
linear correlation values in Table 2.2, which shows strong correlation in both exchange
rates, even in different sub-samples. JPY/USD on the other hand does not seem to follow
any particular trends with DM(Euro)/USD or GBP/USD, and the correlation seems to
be much weaker, becoming negative with GBP/USD in the Recent-Crisis period.
1http://www.bankofengland.co.uk
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Table 2.2: Pair-Wise Linear Correlation
Pre-Euro Pre-Euro Recent-Crisis
EURO GBP JPY EURO GBP JPY EURO GBP JPY
EURO 1 1 1
GBP 0.719 1 0.633 1 0.651 1
JPY 0.500 0.352 1 0.343 0.355 1 0.124 -0.120 1
Table 2.3, shows all of the series have skewness and excess kurtosis. DM/USD in
the Pre-Euro period has almost zero skewness and GBP/USD in the Post-Euro period
has kurtosis of almost 3, but apart from these two cases, none of the other series can
be described through a normal distribution. The Jarque-Bera Statistic rejects normality
with very large values. The ARCH-LM test, suggests the presence of heteroscedasticity for
most of the series, hence it is appropriate for us to employ an ARMA(p,q)-GARCH(1,1)
type filtering for the returns series.
§ 2.5 Copula Results & Economic Interpretation
In this Section we present the results from both the constant and time-varying measure
of dependence computed through the Gaussian and the SJC copula. We discuss the
results in detail over the various sub-samples. We seek to answer few questions, first,
whether dependence can be assumed to stay constant not simply across different economic
conditions (over sub-samples), but also within a specific period (within a sub-sample).
Secondly, whether there exist any particular asymmetric dependencies, and the possible
reasons for such patterns.
2.5.1 Pre-Euro
Correlation measures over this period seem to be very high, as compared to the
other sub-samples. The constant Gaussian copula reports correlation of 0.71 between
DM(Euro)/USD and GBP/USD in Table 2.5, which is of course similar to the pair-wise
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linear correlation in Table 2.2. Such strong correlation is not surprising, as the Pound
shadowed closely the Deutsch Mark since 1988 to tackle inflation. The time-varying Gaus-
sian copula in Figure 2.9 suggests the dependence stayed quite constant among the pair,
except by the end of 1996, where there is a slight decline to about 0.4. Such a decline
could be due to the interest rate lowering announcement in August 1996 by Bank of Eng-
land to tackle inflation. Lower interest rate causes investors to shift their funds from GBP
(causing depreciation), but DM (Euro) did not get necessarily effected by it. The constant
SJC copula results in Table 2.5 suggest no asymmetric dependence, as the differenced tail
dependence measure (τU - τL) is insignificant at 5%. Although the time-varying tailed
differenced series in Figure 2.3 shows after 1993 the difference in upper tail and lower tail
to be negative, this could correspond to greater preference for price stability in the re-
gion. Overall, for dependence between DM(Euro)/USD and GBP/USD, the time-varying
results show that dependence does not stay constant over this period, both for Gaussian
and SJC copula measure.
The relationship between DM(Euro)/USD and JPY/USD seems very stable through
this period. The constant Gaussian copula reports correlation of 0.52 in Table 2.5 and the
time-varying Gaussian shows no deviation from this level in Figure 2.9. Such patterns,
might be suggestive of the fact that these two countries shared similar economic conditions
and had similar foreign trade patterns, which created a unique and constant tie between
them. The constant SJC copula measure reports no asymmetric dependence in Table 2.5,
but from Figure 2.3 we see the difference in the tails of about 0.1. The results indicate
the correlation patterns through a Gaussian copula can be appropriately described by a
constant measure (similar likelihood in Table 2.5 and Table 2.6), the time-varying SJC
copula also does not reveal more information about the dependence through this period,
than what the constant SJC copula reports.
GBP/USD and JPY/USD are among the most volatile currencies, and due to this
volatility investors seek to gain profits from short buying and selling. The correlation is
relatively lower compared to the previous pairs above, of 0.37. The constant Gaussian
copula predicts the correlation fairly well untill 1996, where the correlation drops and
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reaches the minimum of 0.1. The constant measure of SJC copula in Table 2.5 suggests
the difference between joint upper and lower tails to be −0.1 and significant at 5%, but
from Figure 2.3, we see the difference in the tails is very volatile and changes sign fre-
quently. To associate such changes due to some form of economic policy of one or both of
the central banks would not be suitable. Investors hold various currencies in their port-
folios and take positions which could imply they shift out (joint depreciation) of the two
currencies in a similar manner. GBP and JPY are not considered as candidates for being
a reserve currency, and investors frequently buy and sell them. Therefore a time-varying
copula should be employed in order to provide a more adequate representation of the
dependence between these pair of currencies.
Unlike Patton (2006), we report the dependence between DM (Euro)/USD and JPY/USD
to be symmetric, but similar to Patton, the time-varying measure of differenced tail de-
pendence is not zero. To remind again we follow a semi-parametric copula estimation,
whereas Patton (2006) sets out a fully parametric copula approach and have a slightly
larger backdating period.
2.5.2 Post-Euro
After the Euro was introduced, now DM (Euro) did not simply represent Germany,
but some major European economies. Not only a single currency was introduced but the
EU was strengthened, where trade policies among all European countries (including Great
Britain) where agreed. The constant Gaussian copula again shows strong correlation of
0.64 between DM (Euro)/USD and GBP/USD, and the time-varying measure in Figure
2.10 suggests also such correlation to have stayed constant, except a dramatic fall in early
2001, which could be due to pessimism about the newly formed currency causing smaller
proportion of DM (Euro) to be held in investors portfolio. The constant SJC copula mea-
sure reports a stronger tendency (τU = 0.36) towards large joint appreciations (τL = 0.53)
with respect to USD, than towards joint depreciation. Such a result could be due to the
strong bounds created by the EU and the preference for price stability through the EU,
rather than export competitiveness. Although from the differenced time-varying SJC cop-
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ula in Figure 2.4, we see that at the beginning of the period the difference sometimes in
the tails is reversed, later on the lower tail dependence exceeds that the upper tail. Even
though the constant SJC copula accurately predicts the directions of the asymmetry, it
under predicts the magnitude which at points reaches up to −0.4. This asserts the point
even strongly that among a unified EU pricing stability is more preferred as compared to
having a preference for being competitive in exports. Also Euro is the currency for most
of the European countries, and hence for UK to be competing the rest of the Europe is
very unlikely. The constant SJC copula does report the right sign on the tail difference
in the later half of this period, but the magnitude is surely not appropriate to represent
the period.
The constant Gaussian copula no longer adequately captures the correlation pattern
among the DM(Euro)/USD and JPY/USD. Figure 2.10, shows the correlation goes to
negative values in the infancy of Euro. This again could be due to the uncertainty over
the newly created currency, and investors regarding Yen as a more secure holding in their
portfolios, as compared to Euro. Constant SJC copula measure indicates the tails to be
symmetric, but the time-varying SJC copula in Figure 2.4 shows instances of upper tail
dependence being greater than lower tail dependence, which is understandable as Japan is
not really part of EU trade treaties and now an export competitive position is preferred.
Within this period, for DM (Euro)/USD and JPY/USD, constant measure of dependence
would be misleading and a time-varying copula would be more appropriate.
The correlation between GBP/USD and JPY/USD seems more stable and constant,
also the time-varying Figure 2.10 does not show much deviation from the constant level.
The constant SJC reports no asymmetry, but this is true for the beginning of the period,
but later in the period as we see from Figure 2.4, there is a greater probability of joint
depreciation as compared joint appreciation. The linear correlation for this pair of curren-
cies can be specified through a constant Gaussian copula, but for asymmetric dependence
the constant SJC copula fails to capture the variation in the joint tails.
We cannot compare the results here with previous literature, as our sample for post
Euro is much longer and unlike other work the correlation/dependence attains stable
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values after the uncertainty due to the new currency.
2.5.3 Recent-Crisis
This period represents turmoil and uncertainty from many aspects. Investor do not
know what currencies to hold. The crisis originated from the U.S. soon had spillover
effects into major currencies. From the constant Gaussian copula results, we see the
correlation between DM (Euro)/USD and GBP was almost the same as in previous peri-
ods. The time-varying measure reveals similar constant correlation until the end of 2008
when correlation dropped significantly, this could be associated to bail-outs of the UK
banks. The SJC constant copula reveals again a significant (at 5%) asymmetry in the
tail, where there is higher probability for these currencies to depreciate together. The
time-varying SJC copula shows in Figure 2.5 that at the beginning of the crisis there is
higher probability to depreciate together. The U.S. Dollar appreciated in the beginning
of the crisis, which is quite unusual given the crisis originated from there. This was due to
short-term interest rate differentials, which investors tried to take advantage of and hence
moved away from Euro and Pound. But such directions were reversed as soon as the risk
aversion abated. Through such times price stability in the EU was strongly among the
agenda, and therefor we see a much stronger probability of joint appreciation between DM
(Euro)/USD and GBP/USD. The time-varying measure for both copulas is more suitable
for this pair of exchange rates in this period.
Between DM (Euro)/USD and JPY/USD, the correlation fell to 0.12. The time-
varying Gaussian copula confirms this in Figure 2.11. By the mid 2008, the correlation
becomes very volatile, which could be due to investors trying to seek safe portfolio hold-
ings. The constant and time-varying SJC copula indicates no asymmetries in the tails.
The correlation between GBP/USD and JPY/USD became negative, −0.12. This is
also confirmed in the time-varying Gaussian copula case, the correlation patterns in late
2008 is similar to the correlation between DM (Euro)/USD and JPY/USD, indicating sim-
ilar positions for Euro and Pound as compared to Yen. The constant and time-varying
SJC copula are not reported, due to zero tail dependence found. Constant copula fails to
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address the extent of negative correlation in late 2008.
In terms of the best copula specification, we see the time-varying SJC copula has the
highest log-likelihood value. As all sub-samples are large, the Akaike Information Criteria
reports the same best fitting copula.
Overall, we discussed few reasons for observing dependence patterns for the currencies
considered, though there could be many more reasons for observing these patterns. We
have not discussed the role of USD, which through out the years has served investors as
a reserve currency and movements to/from USD to other currencies might not be the
same. Exchange rate is not only an economic tool for policy implementation, they are
also considered an asset along with other stock assets. But unlike other financial assets,
investors hold projections over economic conditions which lead them to hold specific hold-
ings on currencies, and this could create complex dependence patterns. We need to use
the time-varying measure to have a full understanding of the dependence.
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Figure 2.3: Pre-Euro TV-SJC (τUt − τLt ) tail differences
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Figure 2.4: Post-Euro TV-SJC (τUt − τLt ) tail differences
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Figure 2.5: Recent-Crisis TV-SJC (τUt − τLt ) tail differences
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DM (EURO)/USD and GBP/USD act very similarly and are driven in economic con-
ditions regulated by the EU, this creates strong dependence and the European Bank and
Bank of England to co-operate together towards price stability, and hence we observe
strong dependence when they appreciate together. DM (Euro)/USD and JPY/USD prior
to the Euro, show stable correlation, but after the introduction of the Euro the dependence
is stronger when they jointly depreciate which could indicate a preference to stay com-
petitive in terms of export prices. The relationship between GBP/USD and JPY/USD is
quite volatile, as investors seek profitable holdings on these currencies. After the intro-
duction of the Euro, GBP/USD a follows similar correlation with JPY/USD to that of
DM (Euro)/USD and JPY/USD. We see constant measure of correlation/dependence do
not reveal full information, there are times when correlation changes signs and magnitude,
and hence we should employ the time-varying measures of dependence, as compared to
assuming constant dependence.
§ 2.6 Conclusion
Various currencies are related to each other due to economic interaction among coun-
tries and how they are held in investor’s portfolio. Their relationship in various economic
conditions not only can reveal vital information to policy makers, but can also provide
insight to investors for diversification purposes.
Given non-normality of daily exchange rates and joint non-linear dependence among
exchange rate returns, we adopt a semi-parametric copula approach which overcomes
the short-comings of multivariate Normal and t-distribution. Our approach is similar to
Patton (2006) and Dias and Embrechts (2010), but unlike them we do not assume any
parametric distribution for the marginals. Along with a parametric copula we specify the
marginals to be non-parametric. Such a specification is robust to any misspecification of
the marginals. Genest et al. (1995) show an estimator based on the ranks of the observed
data is efficient and asymptotically normal for continuous data. Kim et al. (2007) report
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such a specification is robust to any misspecification of the marginals. Boero et al. (2011)
employ a similar technique, but to estimate constant dependence only. We extended their
approach to study dependence in a time-varying case.
We examine the dependence pattern between DM (Euro)/USD, GBP/USD and JPY/USD
in different economic conditions. From using the Gaussian copula and the SJC copula,
we see varying patterns of dependence in period before introduction of Euro, after and
the most recent financial crisis.
We show linear correlation measures do not reveal dependence completely and to cap-
ture any possible asymmetric tail dependence we should adopt a two parameter copula
like the SJC copula. In the Pre-Euro period DM (Euro)/USD and GBP/USD are highly
correlated and such correlation persists through the other sub-samples. A time-varying
analysis however shows that there are periods when the correlation weakens. From mea-
suring asymmetric tail dependence, we find that the constant SJC copula fails to capture
the variation in the joint tails, as there seems to be some pairs which have a higher
probability to jointly appreciate as compared to probability of joint depreciation during
different sub-samples. For DM (Euro)/USD and JPY/USD, correlation is quite constant
as confirmed by the time-varying measure. There does not seem to be any particular
preference from central banks to create export competitive environment or create price
stability. The relationship between GBP/USD and JPY/USD seems very volatile through
all the samples, and there is asymmetric tail dependence which the constant SJC copula
does not completely capture. After Euro’s introduction, DM (Euro)/USD and GBP/USD
become more dependent when they jointly appreciate, reflecting the preference for price
stability of both central banks, this is understandable as EU has trade policies in place,
which are very co-operative and protect EU countries. Although there are certain pe-
riods (early Recent-Crisis period), where the probability to jointly depreciate is higher
than probability to jointly appreciate, this could be due to shifting of funds into USD
from both currencies. Both DM (Euro)/USD and GBP/USD have a similar stance to-
wards JPY/USD, and hence the correlation between DM (Euro)/USD and JPY/USD and
GBP/USD and JPY/USD show similar patterns.
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We show how dependence evolves over time and assuming a constant dependence mea-
sure fails to capture the variations. The whole analysis is performed in a setting which
ensure no misspecification of the marginal behaviours (distributions). We also prove how
dependence patterns change with different economic conditions.
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Figure 2.6: Daily DM/USD Exchange Rate
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Figure 2.9: Pre-Euro TV Gaussian Copula
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Figure 2.10: Post-Euro TV Gaussian Copula
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Figure 2.11: Recent-Crisis TV Gaussian Copula
1990 1991 1992 1993 1994 1995 1996 1997 1998 1999
0
0.2
0.4
0.6
0.8
1
Time
Co
nd
. L
ow
er
 T
ai
l D
ep
.
Lower Tail (DM(EURO)/USD − GBP/USD)
 
 
1990 1991 1992 1993 1994 1995 1996 1997 1998 1999
0
0.2
0.4
0.6
0.8
1
Time
Co
nd
. U
pp
er
 T
ai
l D
ep
.
Upper Tail (DM(EURO)/USD − GBP/USD)
 
 
1990 1991 1992 1993 1994 1995 1996 1997 1998 1999
0
0.2
0.4
0.6
0.8
1
Time
Co
nd
. L
ow
er
 T
ai
l D
ep
.
Lower Tail (DM(EURO)/USD − JPY/USD)
 
 
1990 1991 1992 1993 1994 1995 1996 1997 1998 1999
0
0.2
0.4
0.6
0.8
1
Time
Co
nd
. U
pp
er
 T
ai
l D
ep
.
Upper Tail (DM(EURO)/USD − JPY/USD)
 
 
1990 1991 1992 1993 1994 1995 1996 1997 1998 1999
0
0.2
0.4
0.6
0.8
1
Time
Co
nd
. L
ow
er
 T
ai
l D
ep
.
Lower Tail (GBP/USD − JPY/USD)
 
 
1990 1991 1992 1993 1994 1995 1996 1997 1998 1999
0
0.2
0.4
0.6
0.8
1
Time
Co
nd
. U
pp
er
 T
ai
l D
ep
.
Upper Tail (GBP/USD − JPY/USD)
 
 
Figure 2.12: Pre-Euro TV SJC Copula
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Figure 2.13: Post-Euro TV SJC Copula
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Figure 2.14: Recent-Crisis TV SJC Copula
- Chapter 3 -
Marginal Specifications and a Gaussian Copula
Estimation
§ 3.1 Introduction
The advantages and flexibility of copula functions is most entertained under the as-
sumption that the marginal distribution of the random variables is of continuous type. In
case the data is of discrete outcomes, there are various difficulties faced, regardless of em-
ploying parametric or non-parametric marginal distributions. From a theoretical point, if
the marginals involved are of discrete type then the copula function is not unique. Trivedi
and Zimmer (2006) state that for discrete margins, the copula maximization often runs
into computational problems, like failure of the algorithm to converge. They propose to
employ a continuation transformation to the discrete variable and then base the likeli-
hood estimation on continuous copula families, rather than working with differences of
the copula probability mass functions. Genest and Nes˘lehova´ (2007) show that to use
the rank-based estimators we first have to deal with the ties observed in the ranks (split-
ting, ignoring etc.), and such estimators tend be highly biased. Pitt et al. (2006) propose
a Bayesian sampling scheme for continuous and discrete margins in a fully parametric
Gaussian copula framework where some of the issues regarding discrete margins are dealt
with, but some data (survey data) do not belong to standard parametric families.
38
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Alternatively for discrete or mixture of continuous-discrete data, Hoff (2007) proposes
a method where the marginals are left unspecified, and the copula estimation is based on
the order statistics of the observed data using Bayesian techniques. The inference on the
copula parameters is based on a summary statistic which is not a function of the nuisance
marginal parameters.
In this paper we set out a simulation to study the effects on the copula parameters
estimates, when we have mixed (continuous and discrete) type margins. We will employ
various methods to deal with such margins. One such methods is to let the margins
be empirically distributed, and the second is to perform a continuous transformation to
the discrete margins and hence mispecify the margins. Our aim is to compare these two
specifications against Hoff’s method in terms of the bias and the Mean Square Error
(MSE) of the copula parameters, namely the Gaussian copula. We shall also compare
Hoff’s method by a non-copula based Kendall’s tau computation. To estimate the copula
parameters, we combine the Bayesian framework of Hoff (2007) and Pitt et al. (2006).
The sampling scheme is separated by first drawing the unknown quantities related to the
marginal distributions conditional upon the copula parameters, followed by sampling the
copula parameters conditional upon the marginal quantities. It is the first time the ef-
fects of different marginal specifications on copula estimates has been studied in a unified
Bayesian approach.
We show that by leaving the marginals unspecified, as in Hoff’s method, the estima-
tor produces bias which is almost half of the bias from the other estimators. The bias
is significant in small samples, but quickly diminishes as the sample size increases. In
case of the other estimators the bias persists, and goes down very slowly as the sample
increases. The rate is even slower for the parameters capturing dependence involving low
count data. The misspecified model (continuous transform) remains the most biased for
all the parameters in the Gaussian copula. Hoff’s method also has the smallest MSE in
all the samples, as compared to the other two methods. The difference in MSE is smaller
for the dependence parameter involving discrete data, in small samples. As the sample
size increases, the MSE from using Hoff’s method decreases at a faster rate, as compared
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to other specifications. For continuous and high count data, the MSE measure for the de-
pendence parameter through Hoff’s method and empirically computed margins, becomes
identical. Whereas the misspecified margins produce the largest MSE, regardless of the
type of the original margins.
The multivariate modelling scheme through a multivariate copula could very attractive
for practitioners, especially when the variables involved are of diverse type. For example
using survey data on various individuals, our interest might be to unravel the statistical
association between an individuals income, sex, education level, number of children etc.
One way would be to obtain some rank-based measures of the bivariate association, but
that would require us to deal somehow with the ties observed in the ranks through an
ad-hoc method. Secondly, a regression based analysis where a response variable has to
be chosen, and as the variables are of different type (binary, ordinal or continuous etc.),
the conditional dependence would, lets us say be Gaussian linear regression if income
(y1) is the response variable, or could be a Poisson regression if the response variable
is number of children (y2). In both modelling cases, we don’t necessarily get compat-
ible results, as under very specific circumstances we can expect given both conditional
distribution f1(y1|y2, x) and f2(y2|y1, x), there to exist a joint probability distribution
p(y1, y2|x) with f1 and f2 as its full conditional distributions. Such a problem persists
due to type diversity within the multivariate data, and with lack of knowledge about the
joint distribution, generally a response variable is chosen and the analysis proceeds with
an appropriate regression, but different results are obtained with different response vari-
ables. Hoff’s technique tries to address these problems by jointly modelling the variables
of interest, and for micro-level data, like that of labour-market, where mixed data types
are frequently encountered, an appropriate scale free method is proposed to understand
the multivariate association.
In Section 2, we first provide the copula setup and provide details of the various
marginal specifications which can be generally employed. In Section 3, we set out the
Bayesian sampling scheme for the marginal and the copula parameters. The Data Gen-
erating Process (DGP) is explained in Section 4, and in Section 5 we give details of the
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various marginal specifications used in this paper to estimate the copula. Section 6 will
describe the simulation over the DGP, and explain the computation of MSE and bias val-
ues. In Section 7 we discuss the results for all the specifications, and conclude in Section
8.
§ 3.2 Gaussian Copula Setup
Our question concerns the effect of various marginal specification (F1, . . . , Fp) on the
estimates of the copula (chosen) parameters, rather than the effect of marginal specifica-
tions across copula families. Therefore we fix a copula function, for the whole analysis.
The Gaussian copula is the most frequently employed copula and it offers to model de-
pendence in a linear correlation manner, but without needing to have normal marginals
(unlike the Multivariate Normal distribution). The Gaussian copula can be defined as
C(u1, . . . , up) = Φp{Φ−1(u1), . . . ,Φ−1(up)},
where Φ is the standard normal Cumulative Distribution Function (CDF), and Φp is the
CDF of a multivariate Normal vector of dimension p. Let us denote a standard normal
variable as zj with zero mean and variance one, which is computed as
Φ(zj) = F
−1
j (uj), for j = 1, . . . , p. (3.2.1)
Let z = (z1, . . . , zp), then we can define the Multivariate Normal distribution with zero
mean and the covariance matrix equal to the correlation matrix Θ as
z ∼ Np(0,Θ).
Song (2000) states that Gaussian copula density equals
|Θ|−1/2exp(−1
2
z′Θ−1z)exp(
1
2
zz′). (3.2.2)
(3.2.2) requires the standard normals to be computed through (3.2.1), where Fj is the
marginal distribution for the jth component. If Fj is chosen from set of known parametric
distributions, then it will have some parameters associated to it. These parameters will
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need to be estimated along with the Gaussian copula parameters (i.e. correlation ma-
trix). If a non-parametric specification is used, either due to the lack of knowledge about
yj or the limitations a parametric distribution can have, then the corresponding zj can
be obtained through the empirical distribution of the observed data without having to
estimate any marginal parameters.
We simplify the problem by not having mixture of marginal specifications in a given
multivariate analysis. That is, if Fj is specified to be parametric, then F\j (i.e. all other
marginals distributions except Fj) will be parametric as well, and vice versa in the case
of non-parametric specifications.
We now present the concept of both parametric and non-parametric marginal distri-
butions, which will later be combined with the Gaussian copula.
3.2.1 Parametric Copula Specification
Let n be the total number of observations given as y1, . . . , yn, for i = 1, . . . , n, where
each yi is a (p×1) vector. Then the fully parametric Gaussian copula estimation problem
is given as
zi ∼ Np(0,Θ),
yij = F
−1
ij {Φ(zij)|βj}, for all i and j,
where Fij is the CDF for either a continuous or discrete random variable, and βj is the
parameter vector associated with the jth component. For a component j, the marginal
distribution Fij is fixed over all the i’s, and hence could also be simply stated as Fj.
As Fj could be corresponding to either a continuous or discrete random variable, the
mapping from yij to uij will vary. If the j
th component is continuous, F−1j will be a one-
to-one function given βj, then zij can be easily be computed. But if the j
th component is
discrete, F−1j will be a many-to-one function. Then given βj, we cannot directly impute
the corresponding zij. We will have to consider them as auxiliary variables, and be
sampled along with the copula and the marginal parameters.
Our estimation problem here is similar to Pitt et al. (2006), but we do not account for
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the presence of covariates in the marginal specification. We could face with the problem
of our cross-sectional data having heteroskedasticity which we have to account through
our marginal specifications. It is always challenging to model the heteroskedasticity, we
could allow for covariates within the marginal distributions which explain it (like square of
regressors and cross-products), and then perform i.i.d. tests on the transformed uniform
data, like Kolmogorov-Smirnov test. In case of using Hoff’s technique, we would have to
use a parametric specification to account for the heteroskedasticity first (for example a
normal regression) and then perform a test (White test) to ensure no heteroskedasticity
in the errors. From there on use the adjusted (fitted) data to proceed with extracting the
information through the order statistics for the copula estimates.
3.2.2 Semi-Parametric Copula Specification
If the zij are computed by assuming a non-parametric marginal distribution, namely
an empirical distribution, then along with a parametric copula the estimation problem is
on a semi-parametric based specification. In such a setup, there are no marginal parame-
ters which need to be estimated, hence by employing rank based transformations over all
the i’s for each component j, zij can be obtained. If all the Fj’s correspond to continu-
ous random variables, then an estimator based on the normalized ranks is consistent and
asymptotically normal (see Genest et al. (1995)). If however any Fj is a discrete marginal
distribution, the ranks are not independent of the marginal distribution Fj, and after
dealing with ties in the ranks, such an estimator will be biased. Genest and Nes˘lehova´
(2007) show through simulation that a method based on splitting the ties produces the
smallest bias in the estimation of Θ. For discrete data, the functional form of the marginal
distribution is not independent of the dependence measure.
Hoff (2007) presents a semi-parametric copula estimation technique, which unlike the
method explained above, treats all the zij as auxiliary variables. No assumption is made
regarding Fj, and it is treated as completely unknown. He proposes a likelihood, which is
independent of the nuisance marginal parameters, and estimates the multivariate Gaus-
sian copula parameters for diverse data types. Hoff’s method is applicable to discrete,
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continuous or mixture of both data types. For continuous margins, it produces similar
results as an estimator based on the rank likelihood.
3.2.2.1 Empirical Distribution F˜j
If empirical distributions are used for all the marginals in a multivariate Gaussian
copula, then there are no parameters associated to any components. Then the modelling
problem becomes
zi ∼ Np(0,Θ),
yij = F˜
−1
ij {Φ(zij)},
F˜j(ymj) =
1
n+1
∑n
i=1 1(yij ≤ ymj), for all i and j.
F˜j denotes the empirical distribution, used instead of a parametric Fj for all j, the division
of n + 1 is to avoid boundary cases. We only need to estimate the correlation matrix Θ,
and in case any of the random variable is discrete, then the corresponding F˜−1j is a
many-to-one function. Analogues to Genest et al. (1995), where they spilt the ties in
the observed data before proceeding with copula estimation, we uniformly sample them
from the interval given through the empirical step-size. Hence they are also considered
unknown over a fixed uniform interval.
3.2.2.2 Unknown Fj
Here, unlike employing an empirical CDF for all the marginal distributions, we treat
all Fj’s as completely unknown, and therefore do not know z. The only information we
have regarding Fj is that for all the components they are non-decreasing functions. We
can also determine the corresponding rank for each observed yij. If the rank of yij is k,
then the order statistic of yij is y
(k)
j , such that yij = y
(k)
j . From this information we can
infer that the unobserved zij corresponding to yij, will have the same rank k, and can be
written formally as
y
(k−1)
j < (yij = y
(k)
j ) < y
(k+1)
j , implies, (3.2.3)
z
(k−1)
j < (zij = z
(k)
j ) < z
(k+1)
j . (3.2.4)
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From (3.2.4), we know for certain that zij has to lie in the interval dictated by the order
statistics of the observed data. Based on this information, we set out the same Gaussian
copula specification as
zi ∼ Np(0,Θ),
yij = m, if max
{
zrj; F : m− 1 7→ zrj
}
< zij < min
{
zrj;F : m+ 1 7→ zrj
}
, for all i and
j,
where m ∈M (discrete outcomes).
In the case of continuous margins and large samples, the interval where zij lies in becomes
smaller, and hence the uncertainty regarding the true value of zij is reduced. In that case
the methodology is similar to assuming an empirical distribution for the respective margin
F˜j. This method of specifying the marginals uses the only certain information, which is
given through the order statistic due to the non-decreasing monotonic property of the
unknown Fj.
In the next section we describe the bayesian sampling scheme to estimate Θ, for the
marginal specifications described above.
§ 3.3 Bayesian Estimation
Our aim is to estimate the Gaussian copula parameters, namely the correlation matrix
Θ. If all the margins are parametrically specified, then each component j will have a
parameter vector βj associated to it. Let β denote the vector containing all the marginal
parameters from all the components, β = (β1, . . . , βp). In a parametric setting, if any of
the random variables is discrete, we also need to sample the unknown standard normals
zij, for that component. In case of non-parametric marginal distributions, there are no
marginal parameters to be estimated, but only Θ. If an empirical distribution is specified
for a continuous random variable, then the zj corresponding to it are simply computed
through the inverse empirical CDF, but in case of discrete outcomes, it will be sampled
through the empirical step-size to deal with ties. Through Hoff’s method, regardless of
the type of margin involved, the copula parameters and z have to be computed conditional
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upon each other.
Given these requirements and settings, we can partition the bayesian sampling scheme
into two parts. First β = (β1, . . . , βp) (for parametric margins) and z = (z1, . . . , zp) (if
needed) are sampled conditional upon Θ. Secondly, we sample Θ conditional upon β and
z.
3.3.1 First Stage p(β, z|Θ)
In the first stage, we sample the quantities related through the marginals which are
needed to estimate the copula parameters. In case of non-parametric marginals, the
conditioning probability is p(z|Θ), without β.
3.3.1.1 Parametric Margins
In case the marginals are all parametrically specified, then we sample in this order
1. Sample from p(βj|y.,j, z.,\j,Θ), where y.,j denotes all the observations n for the given
component j, and z.,\j denotes all the observations from all the other components
except j.
2. If jth marginal distribution Fj is continuous, then compute zij = Φ
−1{Fij(yij|βj)}.
If Fj is a discrete distribution, we sample zij from p(zij|βj, yij, zi,\j; Θ), for all i.
The above two steps are repeated for each j, in turn. Pitt et al. (2006) provide details
about the conditional density of βj, from which it is not always possible to sample from
directly. They propose a Metropolis-Hasting algorithm, where the proposal density is
approximated to a multivariate t-distribution, with mean equal to the mode β̂j of log
p(βj|y.,j, z.,\j,Θ). The mode can be found through numerical methods like quasi-Newton
Raphson method. The variance of the t-distribution is equated to the negative inverse of
the second derivative of the log conditional density, computed at the mode. The degrees-
of-freedom is arbitrarily chosen such that the proposal density can dominate the true
density in the tails. Such a method is similar to a Laplace-type proposal (see Chib and
Greenberg (1998) and, Chib and Winkelmann (2001)). A new proposed value β∗j is then
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evaluated in a Metropolis-Hasting step.
In case a component j has a discrete marginal distribution, we first sample βj, and
then conditional upon it zij are sampled from a truncated univariate Normal distribution,
where the mean and the variance are equated through the correlation among the other
components zi,\j. We refer the interested reader for full details of the briefly explained
above algorithm to Pitt et al. (2006), page 542-544.
3.3.1.2 Unspecified Marginals
If a semi-parametric copula approach is adopted, where no assumption regarding Fj is
made, then there is no βj to be sampled, but only z needs to be sampled in this stage.
In case an empirical distribution is assumed for a discrete random variable, then zij
corresponding to the observed yij is sampled uniformly through the interval
Φ(zij) ∼ [F˜j(yij − 1), F˜j(yij)], for all i and j,
where uij = Φ(zij). The full set of z is obtained, and then we proceed on to the second
stage. This implies we are splitting the ties in random dictated by the empirical-step size,
as suggested by Genest and Nes˘lehova´ (2007).
To employ the approach set out by Hoff (2007), we need zij to be sampled from
zij ∼ p(zij|Θ, zi,\j, y(k)j ), for all i and j,
where the conditional density of zij is conditioned on the correlation matrix Θ and all
the other standard normals from each j. The conditioning of y
(k)
j implies zij has to lie in
the interval [z
(k−1)
j , z
(k+1)
j ], that is it has to obey the order statistics. Hoff (2007) specifies
a full conditional of zij, which is a truncated univariate Normal distribution with mean
and variance accounting for correlation between other other components zi,\j. Each i for
a fixed j is sampled in turn. The major difference in sampling the z here is that the
truncation is dictated by the order statistics, whereas in the discrete parametric case,
the truncation is given by the CDF, evaluated at yij and yij − 1 (see Pitt et al. (2006)).
This scheme is invariant to either discrete or continuous margins. The full details of the
sampling of z here, are provided in Hoff (2007), page 273.
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3.3.2 Second Stage
In this stage, we no longer care about the assumptions specified on the marginal
distributions. All we require are z from the previous stage, to sample Θ. Hence, either
parametrically defined marginal distribution or non-parametrically, this scheme for Θ is
invariant. We can write the posterior of Θ as
p(Θ|z) ∝ p(Θ)× p(z|Θ).
Similar to Hoff (2007), we assume a semi-conjugate prior for the Gaussian copula. The
prior p(Θ) is defined through V , which is specified to have a prior given as an inverse-
Wishart distribution (ν0, ν0V0), parametrized such that E[V
−1] = V −10 , where ν0 is the
degrees-of-freedom and ν0V0 the scale matrix. Θ is equated as
Θ[i,j] =
V[i,j]√
V[i,i]V[j,j]
.
The posterior of V can then be shown to be proportional to
V |z ∼ inverse-Wishart(ν0 + n, ν0V0 + z′z),
from which a sample of V can be obtained, and then Θ computed from the above trans-
formation.
We follow Hoff (2007) rather than Pitt et al. (2006) to specify the prior of Θ, because
our focus is not on covariance selection methods, but to check the effects of the marginal
specifications on copula estimation.
§ 3.4 Data Generating Process
In this section we explain how to simulate data from a multivariate Gaussian copula
and provide details about the Data Generating Process (DGP). The simulated data will
be used to test various marginal specifications and their effect on a Gaussian copula
estimation. For some correlation matrix Θ and marginal parameters β, a set of generated
y can be sampled as follow
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1. Sample z from Np(z|0,Θ).
2. Obtain u = Φ(z).
3. Compute yij = F
−1
j (uij|βj), for all i and j.
Where u = (u1, . . . , up), and each ui is (n× 1) vector. Step 3 above implies, that we need
to be able to compute the inverse CDF of all the chosen parametric marginal distribu-
tions. Let us then set out the DGP, which will be used throughout the rest of the paper.
We choose p = 3 and alter n such that it ranges from small sample (n = 10) to large
sample (n = 500).
z ∼ N


0
0
0
 ;

1 0.8 0.4
0.8 1 0.6
0.4 0.6 1

 ,
u = Φ(z),
y.,1 = F
−1
1 (u.,1|1.5)⇒ F1(y.,1|1.5) = Exponential(y.,1|λ1),
y.,2 = F
−1
2 (u.,2|6)⇒ F2(y.,1|6) = Poisson(y.,2|λ2),
y.,3 = F
−1
3 (u.,3|0.6)⇒ F2(y.,1|0.6) = Bernoulli(y.,2|λ3).
So the true DGP is a mixture of continuous and discrete marginals. This DGP will stay
fixed throughout the simulation and we will assume various marginals specifications to
estimate the correlation matrix Θ.
§ 3.5 Marginal Specifications
Now we state the various marginal specifications we will employ, in order to estimate
the Gaussian copula parameters. For ease of reference, we can refer to them as Marginal
Specifications (MS), so various specifications will be defined as MS1, MS2 etc. Their
detail is as follow:
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• MS1 All three marginals (F1, F2 and F3) are assumed to be completely unknown.
Using the order statistics of the observed data, first z, and then the correlation
matrix is sampled. This is as described previously and is the method proposed by
Hoff (2007).
• MS2 Use empirical CDF F˜j for all three margins, and compute zij = Φ−1(uij),
where uij is uniformly sampled from the interval [F˜j(yij − 1), F˜j(yij)],
• MS3 Make the two discrete margins continuos by adding a random [0, 1] error,
then let zij ∼ ln N (yij|µj, σj), for all i and j. Hence all margins are log normally
distributed.
So we only specify three different marginal specifications. The first two correspond to
semi-parametric copula estimation, and the last to a fully parametric copula estimation.
We decided to consider misspecified margins, as in very small sample it is interesting to
see how well they perform in estimating the copula parameters. MS3 takes the discrete
marginals and adds a uniformly [0, 1] random noise to the observed values, to make them
continuous. This is an approach stated in Trivedi and Zimmer (2006), to avoid compu-
tational problems generally encountered in likelihood estimation. This transformation
along with assuming log normal distribution induces a misspecification. The first margin
(originally exponential in the DGP) is also misspecified by assuming a log normal.
Next, we look at the simulation over the DGP in more detail.
§ 3.6 Simulation
3.6.1 Setup
The sampling scheme previously described is a kind of a Gibbs type sampler over the
two stages defined. To obtain the posterior density of Θ, we perform 6000 iterations from
which every 5th iteration is saved. After thinning, the autocorrelation within the chains
computed through all the specifications is very low. Further by dropping the first 200
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iterations for burn-in, it becomes insignificant after few lags. So the final sample size to
conduct posterior inference is 1000. Our quantity of interest is E(Θ|y) through all the
marginal specifications. To analyse the properties of the various marginal specifications
and their effect on the estimation of Θ, we have to obtain a distribution for the posterior
mean itself, hence we employ Monte Carlo over the DGP. The size of the Monte Carlo
simulation is 250, which is sufficient as convergence for the quantities computed is quick.
At each Monte Carlo iteration we obtain a new sample of y through the same DGP,
which can be denoted as {y}s, where s = 1, . . . , S. We can define the general simulation
structure as,
for s = 1, . . . , S,
sample {y}s from the DGP,
obtain E
[
Θ|{y}s
]
, for all MS1, MS2 & MS3.
The above scheme is repeated for various sample sizes, n = 10, 25, 50, 100, 250, 500.
3.6.2 Bias & Variance
After obtaining the distribution of the posterior mean of Θ for all the three marginal
specifications, we compare them in terms of their bias and variance towards the true cor-
relation matrix ΘT , defined in section 4. We compute two quantities of interest for all the
marginal specifications. First, we compute the Bias through the difference of E
[
Θ|{y}s
]
from ΘT . Secondly, we compute the Mean Square Error (MSE), which combines the vari-
ance and bias of the estimator. These are given as
Bias = 1
S
∑S
s=1E
[
Θ|{y}s
]
−ΘT ,
Mean Squared Error (MSE) = 1
S
∑S
s=1
[
E[Θ|{y}s]−ΘT
]2
.
We will compare the bias across all three methods (marginal specifications), and as our
interest is in determining the performance of MS1 compared to the other specifications,
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we will compute the MSE ratio of MS1 with respect to MS2 and MS3
ω12 =
MSEM1
MSEM2
, ω13 =
MSEM1
MSEM3
.
These quantities will be computed for the whole correlation matrix Θ.
§ 3.7 Results
3.7.1 Bias
We present the results from computing the bias through using all the marginal spec-
ifications in Table 3.1. Θ[.,.] represents a parameter capturing the dependence between
two particular random variables. The bias from Hoff’s method BMS1 is lower in all sam-
ple sizes and for all parameters, as compared to BMS2 (bias from empirically computed
margins) and BMS1 (bias from misspecified margins). For sample size of n = 10, we see
the bias BMS1 for all the parameters is almost half that off BMS2 and BMS2. The lower
bias is particularly noticeable for Θ[1,3] (correlation between exponential and a binary
variable) of −0.1137, which is one-third of the bias from the other estimators. There
are only two ranks for the binary variable and the z are sampled through these ranks
in MS1, hence considering all the uncertainty. The misspecified model produces similar
bias as the empirically specified model for n = 10, which asserts the point that even a
misspecified model can be used instead of MS2 for very small sample sizes. As n increases
to 25, the bias from MS1 drops by half for all the parameters. The bias from Θ[1,2] in
the case of MS2 also drops by half, but for Θ[1,3] and Θ[2,3] (correlation between poisson
and binary variables) the bias reduces slightly, this is also true for the bias from MS3.
Through increasing n, we see the bias in MS1 further reduces, and the rate of reduction is
faster as compared to MS2 for correlation parameters involving the binary variable (Θ[1,3]
and Θ[2,3]). The bias in Θ[1,2], which is the parameter denoting the correlation between a
continuous and high count data is almost equal for MS1 and MS2 in large samples, which
3.7. Results 53
emphasis the appropriateness of empirically computed margins for continuous data and
high count data. The bias from MS3 decreases at a slower rate as compared to MS2, as
n increases, which shows that using misspecified margins (transforming discrete data) is
not appropriate, and will produce wrong results. Overall, we see MS1 produces smaller
bias as compared to the other estimators, and it especially performs well for measuring
dependence among discrete data. The information contained within the order statistics
and having a likelihood conditional upon this ensures an unbiased estimate for the copula
parameters of interest.
Table 3.1: Bias for all Marginal Specifications
n=10 n=25 n=50 n=100 n=250 n=500
BMS1
Θ[1,2] -0.2074 -0.0794 -0.0509 -0.0312 -0.0183 -0.0108
Θ[1,3] -0.1137 -0.0334 -0.0319 -0.0120 -0.0127 -0.0053
Θ[2,3] -0.2177 -0.0840 -0.0639 -0.0349 -0.0222 -0.0119
BMS2
Θ[1,2] -0.4153 -0.2041 -0.1184 -0.0622 -0.0352 -0.0245
Θ[1,3] -0.2891 -0.2123 -0.2021 -0.1642 -0.1602 -0.1539
Θ[2,3] -0.3797 -0.2658 -0.2278 -0.1910 -0.1725 -0.1639
BMS3
Θ[1,2] -0.3985 -0.2389 -0.1907 -0.1525 -0.1358 -0.1262
Θ[1,3] -0.2731 -0.2263 -0.2136 -0.2086 -0.1985 -0.1962
Θ[2,3] -0.3995 -0.3084 -0.2990 -0.2919 -0.2790 -0.2775
3.7.2 MSE
The MSE ratio results for MS1 against the other two specifications are reported in
Table 3.3 for various n. For n = 10, we see the ratio ω12 (for Hoff’s method against
the empirical specification) for all the parameters is less than one, indicating that Hoff’s
method MS1 produces smaller variance as compared to MS2. This is also true in com-
3.7. Results 54
parison to MS3 in ω13, and the ratio is quite similar to those of ω12, which is indicating
again that for small n we can somehow mispecify and still get reasonable results. We
see the MSE ratio for the continuous and poisson variable dependence parameter is lower
compared to other bivariate random variables estimates, this indicates even though the
sample is small, still Hoff’s method’s estimates are close to the true ones. When one of
the variables involved is a binary variable, the uncertainty is large due to only two ranks
available, and therefore the ratios ω13 and ω23 are large in small samples, implying the
gain in efficiency from Hoff’s method is not that substantial. As n increases, we see the
MSE ratio for MS1 against the other two becomes much lower, which implies even though
we are dealing with highly discrete data, but with large n we can still on average estimate
the parameters more efficiently through Hoff’s method. More information is present in
large n about the true dependence, which MS1 captures. The ratio ω12 for Θ[1,2] increases
with n, indicating that computing margins through an empirical distribution for contin-
uous and high count data in large n will become quite similar to Hoff’s method in terms
of efficiency. This is leaning towards the usage of an empirical distribution for almost
continuous like variables. But when one of the variable is binary type, the variance ratio
ω12, starts dropping as n increases and gets close to zero (n = 500). Which implies MS1
is more efficient compared to other specifications. For using misspecified margins MS3,
the MSE ratio drops at a much faster rate as compared to MS2, and for n = 500, we see
the ratios are all close to zero (for all margins) which implies the bias created through the
addition of the noise keeps the estimates away from the true parameters. The sampling
of z in the empirical case does consider some uncertainty, but still it has fixed step-size
interval. Whereas in Hoff’s method such interval for a specific rank can expand and re-
tract and hence can consider much more uncertainty, therefore leading to more efficient
estimates. An interesting point to note is also how for large n, MS2 and MS3 have similar
efficiency in case of low count data, which does somehow makes a case for continuous
transformation as suggested in the literature.
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Table 3.2: MSE ratio
n=10 n=25 n=50 n=100 n=250 n=500
ω12
Θ[1,2] 0.3633 0.3203 0.3885 0.4681 0.5031 0.4275
Θ[1,3] 0.7640 0.6181 0.4513 0.3107 0.1854 0.0708
Θ[2,3] 0.6550 0.4334 0.3295 0.2098 0.1225 0.0531
ω13
Θ[1,2] 0.3838 0.2374 0.1580 0.0950 0.0461 0.0233
Θ[1,3] 0.8354 0.5694 0.4184 0.2036 0.1249 0.0442
Θ[2,3] 0.5725 0.3179 0.2033 0.0958 0.0483 0.0188
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3.7.3 Non-Copula Alternative
As we are interested in computing the correlation among random variables of different
types, we could adopt a simpler approach to do so. The closest method in terms of
retrieving information through the order statistics would be to compute the Kendall’s tau
(τ) rank correlation. It is computed as
τ =
(no. of concordant pairs)−(no. of discordant pairs)
1
2
n (n− 1) .
It accounts for the ties observed in the ranks, which is vital for discrete outcomes. Of
course there is no need to specify any marginal density or the need of any copula family.
We simply take the simulated data and compute τ for all three bivariate correlation pairs.
Comparison will be made with the results from Hoff’s method again in terms of the bias
(BK) and MSE ratio (ω1K).
Table 3.3: Kendall’s rank correlation (bias and MSE)
n=10 n=25 n=50 n=100 n=250 n=500
BK
Θ[1,2] 0.3595 0.8228 0.5260 0.4668 0.4950 0.4494
Θ[1,3] -0.2783 0.4297 0.1292 0.1798 0.1350 0.1060
Θ[2,3] -0.4557 0.4502 0.2210 0.3101 0.1689 0.1800
ω1K
Θ[1,2] 1.0085 0.3936 0.1521 0.0671 0.0225 0.0087
Θ[1,3] 0.9199 0.9130 0.6380 0.3881 0.2254 0.1814
Θ[2,3] 1.1954 0.6230 0.3902 0.1983 0.0992 0.0399
When the number of observations are really low (n = 10), we see that bias is still higher for
correlation through Kendall’s tau as compared to Hoff’s method, but the MSE is almost
one. Unlike MS2 and MS3, kendalls’ tau has equal variance for small n. As n increase, we
see the bias for all n in case of kendall’s tau persists and is similar to MS2 and MS3. But
compared to Hoff’s method the bias is much larger and has a slower rate of reducing. For
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the MSE ratio, we also see that the ratio comes closer to zero, which is indicating again
that Hoff’s method has smaller variance as more data becomes available. In terms of the
MSE, the ratio is similar to that of MS3, which is the misspecified marginal specification.
Hence we overall see that computing correlation through Kendall’s tau produces higher
bias and larger variance as compared to Hoff’s method. Against MS2 and MS3, the
bias is similar but in terms of efficiency it is similar to the misspecified model MS3.
Therefore to avoid bias we should Hoff’s method, but to adopt a simpler method one can
compute correlation through Kendall’s tau, rather than MS2 and MS3 at the cost of loss
in efficiency.
3.7.4 MS1 Kernel Density
We present some kernel density plots for the first marginal specification, assuming F
to be completely unknown. Figure 3.1-3.5 are density plots for the posterior mean over
the DGP. We can clearly see the dispersion around the mean (dotted line) decreases as
n increases, and also the distance to the true parameter value (full line) reduces. We
can see that the dispersion of the posterior mean E[Θ[1,3]|ys] and E[Θ[2,3]|ys] is relatively
higher as compared to that of E[Θ[1,2]|ys], through all sample sizes, which is as described
before due to the uncertainty created by binary variable involved. Density plot E[Θ[1,3]|ys]
and E[Θ[2,3]|ys] for small n show wide dispersion, almost stretching through the whole
correlation parameter space [−1, 1]. As n increases, the dispersion for all the parameters
gets close to the mean of the posterior means (dotted line).
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Figure 3.1: Posterior Density of E(Θ|y), n = 10.
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Figure 3.2: Posterior Density of E(Θ|y), n = 25.
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Figure 3.3: Posterior Density of E(Θ|y), n = 50.
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Figure 3.4: Posterior Density of E(Θ|y), n = 100.
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Figure 3.5: Posterior Density of E(Θ|y), n = 250.
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Figure 3.6: Posterior Density of E(Θ|y), n = 500.
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§ 3.8 Conclusion
Copula based method is a flexible method to conduct multivariate analysis for margins
of different types and dependence patterns which are not best described by elliptical dis-
tributions. When marginals are specified parametrically along with a parametric copula,
then the estimation problem is fully parametric. Alternatively, a non-parametric distri-
bution can be used for the marginals which lead to a semi-parametric copula estimation
problem. For random variables of continuous type, a semi-parametric copula estimation
is shown to be efficient and asymptotically normal (see Genest et al. (1995)), but for
multivariate analysis of discrete or mixture of continuous-discrete data, empirically com-
puted marginals are not appropriate. Even in the parametric case, the exact knowledge
of the marginal distribution is not always available and transformation to a continuous
distribution is also not fruitful. Certain type of marginal distributions also do not belong
to standard parametric families. Hoff (2007) proposes a method, where the marginal
parameters are not required to be estimated and by simply obtaining the information
contained in the order statistics, we can estimate the copula parameters. Such a method
is useful, as it allows combining marginals of all different types and does not suffer from
any possible misspecification.
In this paper, we evaluated the effect on a Gaussian copula estimation due to various
marginal distribution specifications. In particular, we study the approach of Hoff (2007)
where the marginals are left completely unspecified. Copula estimation is performed in a
full Bayesian framework of Pitt et al. (2006) and Hoff (2007). Apart from Hoff’s method,
one approach is where the margins were empirically computed, and another where we
completely misspecified the margins before estimating the Gaussian copula.
The results showed that Hoff’s method outperforms the other two specifications in all
sample sizes. It produces the smallest bias, and for correlation estimates between different
data types the bias quickly approaches zero in large samples. Using empirically computed
margins, produces similar bias for continuous data, but for discrete data the bias reduces
at a slower rate as compared to Hoff’s method. The misspecified margins produce similar
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bias as empirically computed margins in very small samples, but as the sample increases
it becomes more inappropriate to use such a method. In terms of MSE, again Hoff’s
method outperforms the other two specifications. In small sample, the MSE is similar for
correlation estimates of discrete data, but the ratio approaches zero as the sample size
increases. For the case of continuous and high count data, the MSE ratio between Hoff’s
method against empirically computed margins increases as the sample size increases. In
case one of the random variable is a binary type, the MSE through misspecified margins
is similar to the empirically computed ones. But through Hoff’s method the MSE de-
creases in relative terms compared to other two. We also compared Hoff’s method to a
non-copula based approach, as that presents an ease in computing the correlation.
We could also use multivariate copula to make predictions over a variable given other
variables are given. In which case we would require the availability of the full conditional
distribution, for instance in our case of a Multivariate Gaussian copula, given knowledge
of the marginal distributions and the covariance matrix, we can can obtain predictions
of the unknown variable. However, through Hoff’s method it is not straightforward, as
it would require some arbitrary assumption on the marginals. This still being possible,
predictions over random variables given other variables is not of the attractive usages of
copula functions.
Overall, even though for continuous data and large samples both empirical and Hoff’s
method are equivalent, but for discrete data, Hoff’s method performs better than em-
pirical or misspecified margins in all sample sizes. For a multivariate analysis of diverse
data types, estimation based on Maximum Likelihood can run into many problems, and
Bayesian techniques offer alternative to address the problems associated with discrete
data types. Hoff’s method not only addresses the issue of discreteness, but avoids any
possible misspecification of the marginals. The method can also be adopted to other
copula families, through an appropriate Markov Chain Monte Carlo technique.
- Chapter 4 -
Bayesian Inference for a Semi-Parametric
Copula-based Markov Chain
§ 4.1 Introduction
Limitations and rigidness of time series models is well documented. Their construction
has always depended upon the exact nature of the data, and do not easily accommodate
other types of data (non-normal random variables). By separating the characteristics
specific to the data from the time-varying properties, we are able to specify a general
method through copula to model any strictly stationary time series. Such a copula-based
Markov chain is applicable to discretely varying data (i.e. binary, count or ordered data)
and also to the case of continuous random variable. The advantage of such a technique
is, first, we are able to separate out the marginal behaviour of a time series from the
dependence structure (like asymmetric dependence and tail dependence). Secondly, using
tail-dependent copulas we can specify a time series process which acts like long memory,
usually encountered in financial and economic applications.
Most of the work on copula-based Markov chain deals with the theoretical aspects
related to it, like probability and weak dependence properties. Darswo and Olsen (1992)
specify the necessary and sufficient conditions for constructing stationary first-order Markov
models based on a copula. They show that the Chapman-Kolmogorov equations are sat-
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isfied for such models. Ibragimov (2009) extend the conditions presented by Darswo and
Olsen (1992) for higher-order Markov models. Chen and Fan (2002), Chen et al. (2009)
and Beare (2010a,b) present the persistence properties of stationary copula-based Markov
chains. Chen and Fan (2002) state conditions under which copula-based Markov models
are β-mixing with either exponential or polynomial decay rates, and the conditions are in-
dependent of the marginal distribution specification, but only dependent upon the copula
specification, they also show EFGM and Gaussian copula are indeed geometric β-mixing.
Beare (2010a) provides strong sufficient conditions for geometric β-mixing, which rules
out copula families exhibiting asymmetric and tail dependence, for whom β-mixing with
exponential decay rates is established. Lentzas and Ibragimov (2008) show a Clayton
copula-based model behaves like a long memory time series with high persistence, but
Chen et al. (2009) show in terms of the mixing properties, such a model is weakly de-
pendent and short memory and models generated through Clayton, Gumbel and t-copula
are indeed geometric β-mixing. Beare (2010b) shows for Archimedean copulas that the
regular variation of the generator at zero and one implies geometric ergodicity. Joe (1997)
shows in a fully-parametric copula setting that various Maximum likelihood (ML) based
estimators to be consistent and asymptotically normal under some regularity conditions.
Chen and Fan (2002) propose a semi-parametric copula estimation (empirically computed
margins) using ML, and also prove consistency and asymptotic normality. Chen et al.
(2009) state an efficient sieve ML estimation procedure for copula-based Markov chains.
Previously the copula-based Markov chain literature has been restricted to case of con-
tinuous marginal distributions. For the first time, we are proposing a method to model
discretely-varied time series through copulas, where we address the difficulties generally
faced in discrete data modelling. Our method is also directly applicable to data of con-
tinuous type, as we make no assumption regarding the data (similar to Hoff (2007)). The
paper opens the literature in applying Bayesian techniques to estimate a copula-based
Markov chain. Recently Bayesian techniques have provided solutions to problems posed
by non-continuous margins in copula modelling (see Pitt et al. (2006) and Smith and
Khaled (2012). Most time series models lack long memory features generally observed
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in economic time series, like period of high unemployment are likely to be followed by
further periods of high unemployment. Our methodology not only allows to capture such
persistence, but it is also flexible to different type of dependence patterns.
The modelling is similar to an AR type process, where we specify the current value to
be some function of its own lags. But unlike previous models, where the assumption on
the marginal distribution dictates the conditional distribution (normality etc.), we model
these distributions separately and they are not bounded to each other. Our method is
general across various data types, as we make no assumption regarding the marginal dis-
tribution and treat it completely as unknown. The estimation of the copula parameters
(conditional dependency) is based only on the order statistics of the observed time se-
ries which is similar to Hoff (2007), but he deals with cross-sectional data, and specifies
a sampling scheme suitable only to a Gaussian copula. To keep the intuition clear, we
model a first-order Markov chain, which can be adopted for high order processes. The
marginal distribution is completely left unspecified, and we treat the uniform variables
(generally obtained through the marginal distribution) as latent variables, which along
with the copula parameters are estimated in a Bayesian framework.
We use a real data application, which is based on the count of weekly firearm homi-
cides observed in Cape Town, South Africa. Crime in general is quite persistent, and our
period of analysis consists of a time when there was urbanisation in and around Cape
Town. Hence we could model such persistent through copulas. We successfully capture
temporal dependence first through a Gumbel copula, and then to show our method is in-
variant to different copula families (also applying a Gaussian copula separately). In terms
of the Bayesian methods applied, standard diagnostics are used to confirm the Markov
Chain Monte Carlo (MCMC) performs well.
The paper starts with setting out a copula framework, where we cover vital aspects
related to the literature on copula-based Markov process like necessary conditions, mixing
properties and estimation methods. In Section 2, we set out the necessary framework and
the modelling problem. We then set out a two-stage Bayesian sampling scheme for the
latent copula arguments and the copula parameters in Section 3. Section 4 presents a
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real-data application of the technique specified and then concluding with some ongoing
extensions to the method.
§ 4.2 Copula-based Time Series (Review)
This section gives a detailed review on copula-based Markov chain literature, which
has only recently gained popularity. Primarily, we cover the conditions needed for a
specifying a copula-based Markov process, covering their mixing properties and providing
a summary for various estimation methods.
4.2.1 Copula-based Markov chain
Most of the copula literature deals with modelling the dependence between two random
variables (X and Y above), namely the contemperouns dependence. Recently there has
been an interest in specifying a time series through a copula. The association of a copula
to a Markov process dates back to Darswo and Olsen (1992), who states the necessary
and sufficient conditions to specify a time series process based on a bivariate copula to
be first-order Markov. We provide a summary of the vital results of Darswo and Olsen
(1992).
Definition 4.2.1. Let A and B be two copulas, and u, v ∈ [0, 1]. The product A ∗ B :
[0, 1]2 7→ [0, 1], is given by
(A ∗B)(u, v) =
∫ 1
0
∂A(u, t)
∂t
.
∂B(t, v)
∂t
dt,
where ∗ denotes the product operation on copulas. Darswo and Olsen (1992) proofs the
product A ∗B to be a copula. Now before linking the copula to a Markov process, let us
first define a stochastic process. A stochastic process is a collection of random variables
{Xt}t∈T , T ⊆ R. t could be considered as index of time, and Xt as state of process at
time t. For each s, t ∈ T , let Fs and Ft denote the respective continuous margins of Xs
and Xt, and Hst be their joint distribution function. Similarly, let Cst be the copula of
Xs and Xt respectively, then for all x, y ∈ R,
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Hst(x, y) = Cst(Fs(x), Ft(y)).
The process {Xt}t∈T is a Markov process if for every n, t1 < t2 . . . tn and t ∈ T it satisfies
P (Xt ≤ x|Xt1 = x1, Xt2 = x2, . . . , Xtn = xn) = P (Xt ≤ x|Xtn = xn). (4.2.1)
Let the conditional distribution (R.H.S.) in (4.2.1) be denoted as
P (s, x, t, y) = P (Xt ≤ y|Xs = x).
Then we can present the vital theorem of Darswo and Olsen (1992), which provides the
relationship of Chapman-Kolmogorov equations for a Markov process to the copulas of
the random variables in the process.
Theorem 4.2.2. Let {Xt}t∈T , be a stochastic process, and let Cst denote the copula of
random variables Xs and Xt, for each s, t ∈ T . The following are equivalent:
1. The transition probabilities P (s, x, t, A) = P (Xt ∈ A|Xs = x) of the process satisfy the
Chapman-Kolmogorov equations,
P (s, x, t, A) =
∫ ∞
−∞
P (u, ξ, t, A)P (s, x, u, dξ),
for all Borel sets A, for all s < t in T , for all u ∈ (s, t) ∩ T and for almost all x ∈ R.
2. For all s, u, t ∈ T satisfying s < u < t,
Cst = Csu ∗ Cut.
See Darswo and Olsen (1992) for the proof of Theorem 4.2.2. Nelson (2006) provides
examples for constructing Markov processes using Theorem 4.2.2.
Theorem 4.2.2 only provides the necessary conditions, not the sufficient condition for
a bivariate copula to produce a first-order Markov process. Darswo and Olsen (1992) also
further provide the sufficient condition, but before presenting that, first, let us assume
that A is an m dimensional copula CDF and B be a n dimensional copula CDF with
both their support being on [0, 1]m and [0, 1]n respectively, then their product A ? B :
[0, 1]m+n−1 7→ [0, 1] (? denotes the product) is defined via
A ? B(x1, . . . , xm+n−1) =
∫ xm
0
∂A(x1, . . . , xm−1, ξ)
∂ξ
.
∂B(ξ, xm+1, . . . , xm+n−1)
∂ξ
dξ.
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Then the theorem ensuring sufficient condition for a first-order Markov process through
a copula can be stated.
Theorem 4.2.3. A real valued stochastic process {Xt}t∈T is a Markov process if and only
if for all positive integers n and for all t1, . . . , tn ∈ T satisfying tk < tk+1, k = 1, . . . , n−1,
Ct1,...,tn = Ct1t2 ? Ct2t3 ? · · · ? Ctn−1tn,
where Ct1,...,tn is the copula of Xt1 , . . . Xtn and Ctktk+1 is the copula of Xtk and Xtk+1.
For prove of Theorem 4.2.3, see Darswo and Olsen (1992). We can then state, a process
{Xt}∞t=1 constructed through Theorem 4.2.3 is a stationary Markov process based on the
copula C, or a C Copula based Markov chain. Lentzas and Ibragimov (2008) extends the
framework of Darswo and Olsen (1992) for higher-order Markov processes.
The above is the most general specification of copula based Markov process, where the
marginals distributions can vary over time, but Darswo and Olsen (1992) provide only
the probabilistic properties for such specifications. To best understand the practicality of
setting out a Markov process through a copula, let us assume the marginal distributions
of the random variables do not vary over time, then Sklar (1959) theorem can be written
to represent a first-order Markov chain {Yt}Tt=1 through copula C as
H(yt, yt−1) = C(F (yt), F (yt−1)), (4.2.2)
where H is the joint distribution, F is the marginal distribution (constant through time)
and T is the length of the time series. Taking the partial derivatives w.r.t both yt and
yt−1 of (4.2.2) yields
∂H2(yt, yt−1)
∂yt∂yt−1
= h(yt, yt−1) = c(F (yt), F (yt−1)).f(yt).f(yt−1), (4.2.3)
where h is the joint density and c denotes the copula density. From (4.2.3) we can now
state the conditional density of yt given yt−1 as
ht|t−1(yt|yt−1) = c(F (yt−1), F (yt)).f(yt), (4.2.4)
where ht|t−1 denotes the conditional density. (4.2.4) is analogous to the previously men-
tioned Markov process, conditioning only upon the last observation. If F was assumed to
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be a normal distribution and C was specified as a Gaussian copula, then (4.2.4) would cor-
respond to normal conditional density, hence an AR(1) process with normally distributed
errors.
4.2.2 Copula Mixing Properties
For time series models generating a finite dimensional stationary Markov chain (like
ARMA, GARCH etc.) it is vital to ask whether they satisfy weak dependence conditions
such as geometric ergodicity. Similarly, for a copula-based time series model, we have to
pose the same questions and see when such conditions will be satisfied.
It is crucial to understand that even though Markov processes generated through
copula models with high tail dependence and commonly used lag numbers, behave like
long memory time series, but in terms of mixing properties they are in fact weakly de-
pendent and short memory. Given the non-linearities present in such models, powerful
limiting theorems are required. Chen and Fan (2002) present conditions on copula-based
Markov chains which are β-mixing with either exponential or polynomial decay rate, and
for Gaussian and EFGM copulas geometric β-mixing is established. The conditions are
independent of the invariant (marginal) distribution and only depend upon the copula
specification.
Geometric ergodicity, which implies β-mixing is the strongest mixing property proven
so far. Of course, β-mixing is a weaker assumption than ϕ-mixing and a covers a more
general case of non-i.i.d series. We will briefly present vital results from Beare (2010a),
but before that let is us state the definition of β-mixing.
Definition 4.2.4. Let Z = {Zt}∞t=−∞ be a stationary sequence of random variables defined
on a probability space (Ω,F ,P) and for any i, j ∈ Z ∪ {−∞,∞}, let σji denote the σ-
algebra generated by the random variables Zk (where s ≤ k ≤ t). Then for any positive
integer k, the β-mixing coefficient {βk : k ∈ N} of the stochastic process Z is defined as
βk = sup
n
E
B∈σn−∞
[
sup
A∈σ∞n+k
∣∣Pr[A|B]− Pr[A]∣∣].
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Z is said to be β-mixing if lim
k→∞
βk → 0, which is referred to as strong regularity. βk
measures the dependency between events taking place more than k units of time in the
past. Definition 4.2.4 is taken from Yu (1994), but an equivalent to it was originally given
in Volkonskii and Rozanov (1959). Beare (2010a) asserts a strong theorem over a copula
C which if not-violated ensures geometric β-mixing. Before stating the theorem, we need
to define Maximal correlation ρc of a copula C
sup
f,g
|
∫ 1
0
∫ 1
0
f(x)g(y)C(dx, dy)|. (4.2.5)
The supremum is taken over all f, g ∈ L2[0, 1] such that
∫
f =
∫
g = 0 and
∫
f 2 =
∫
g2 =
1. The integral in (4.2.5) is a Lebesgue-Stieltjes integral (see Re´nyi (1959) for details of
maximal correlation). Then Beare’s theorem is,
Theorem 4.2.5. If C is symmetric and absolutely continuous with square-integrable den-
sity c, and that ρc < 1. Then there exists A <∞ and γ > 0 such that βk ≤ Ae−γk for all
k.
A copula is symmetric if C(x, y) = C(y, x) for all x, y,∈ [0, 1], which implies the Markov
chain Zt is reversible. For the full proof of Theorem 4.2.5 see Beare (2010a). Some of
the commonly used parametric copula families which satisfy Theorem 4.2.5 are Gaussian,
Frank and Farlie-Gumbel-Morgenstren copulas. The pivotal requirement for geometric
β-mixing in Theorem 4.2.5 is the square integrability of the density c and the symmetry,
which Beare proves is not satisfied for copula families exhibiting upper or lower tail de-
pendence, like Clayton, Gumbel and Student-t copulas. Hence Beare (2010a) is only able
to establish β-mixing for asymmetric and tail dependent copulas. Chen et al. (2009) show
processes generated through Clayton, Gumbel and Student-t copula to be all geometric
ergodic. Beare (2010b) gives conditions for Archimedean copulas (of course including
Clayton and Gumbel) through their generators, which ensure geometric ergodicity. The
only assumption he imposes is such copula families stated in Nelsen (2007) be all regularly
varying at the boundaries.
To summarize, for most of the copula families generally employed, geometric β-mixing
has been established. Such properties are vital, as consistency and asymptotic normality
4.2. Copula-based Time Series (Review) 71
for estimators of copula functions are conditional upon weak dependence in the time series
considered.
4.2.3 Copula Estimation
Before introducing our semi-parametric approach to estimate the copula parameters
using Bayesian techniques in Section 3 and 4, we provide a brief summary of various cop-
ula estimation techniques based on Maximum Likelihood (ML). These depend upon the
assumptions made regarding the invariant distribution F , the copula C and the method
of inference on the parameters. The estimation techniques for a first-order Markov chain
through copulas is analogous to the bivariate contemporaneous dependence (generally
seen through out the copula literature).
4.2.3.1 Full Parametric Approach
A fully parametric based estimation of the copula specification requires knowledge
of the parametric marginal distribution and the parametric copula family. Let Γ′ =
(Λ′,Θ′) be the parameter vector which needs to be estimated. We can separate from Γ,
the parameter vector Λ associated with the marginal distribution F (assuming F stays
constant throughout the process), and Θ, the parameter vector corresponding to the
copula C. In terms of the maximization problem of the probability density equation
(4.2.3) over all T , can be stated as
arg max
Λ,Θ
1
T
[ T∑
t=1
log f(yt; Λ) +
T∑
t=2
log c(F (yt; Λ), F (yt−1; Λ); Θ)
]
. (4.2.6)
There are two commonly used method of inference for Λ and Θ. The first one is a standard
estimator (MLE), where both Λ and Θ are estimated jointly. The second approach which is
very widely employed in the literature is a 2-step approach known as Inference Functions
for Margins (IFM), where first Λ is estimated, and conditional on Λ̂ (estimated) the
copula parameter vector Θ is estimated in the second step. In practise IFM is easily
implementable, as it implies obtaining ut through F (yt), and simply plugging them into
C. The IFM estimator like the MLE estimator is consistent and asymptotically normal
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under the usual regularity conditions. Computing the covariance matrix in the case of
IFM is not straight forward both analytically and numerically, it requires methods like
Jackknife and other such methods (see Joe (1997) for details). The asymptotic results
obtained for these estimators in the context of cross-dependency are also preserved for
copula-based time series according to Joe (1997).
4.2.3.2 Semi-Parametric Approach
Chen and Fan (2002) implement a semi-parametric estimation technique to specify
the dynamics of a stationary Markov chain through a copula. They make no assumption
regarding the invariant (or marginal) distribution and hence their estimation technique
and inference is robust to misspecification of the marginal distribution. They propose a
2-step estimator, where the sample pseudo likelihood criterion does not depend upon the
first-step estimator of the marginal distribution function. Then the estimation problem
of Θ is
arg max
Θ
1
T
∑T
t=2 log c(F˜ (yt−1), F˜ (yt); Θ),
where F˜ denotes the Empirical CDF and the marginal specification is
U˜t = F˜ (Yt) =
1
T+1
∑T
s=1 1(Ys ≤ Yt).
F˜ is the re-scaled empirical distribution function, although the kernel smoothed estimator
could also be used. Chen and Fan (2002) establish the consistency and asymptotic nor-
mality of the above semi-parametric estimator. They verify these properties for Markov
processes generated through Gaussian, Clayton and Frank copulas.
Chen et al. (2009) propose a Sieve ML Estimation for copula-based time series. They
show that the sieve MLE of any smooth function is root-n consistent, asymptotically
normal and efficient, and the sieve likelihood ratio statistics is chi-squared distributed.
They perform Monte Carlo studies to show that their technique has smaller bias and
variance compared to the two-step estimator of Chen and Fan (2002) for series generated
by Clayton, Gumbel and other copulas exhibiting tail dependence.
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4.2.4 Non-Parametric Approach
A completely non-parametric specification is also feasible, where both the marginal
distribution and the copula are empirically estimated. The non-parametric estimator of
C could be defined as C˜
C˜(ut−1, ut) = H˜(F˜−1(ut−1), F˜−1(ut)), (4.2.7)
where F˜−1 is the non-parametric estimator of the pseudo-inverse F−1. Here H is the
empirical distribution function H˜(y) = 1
T
∑T
t=1 1(Yt−1 ≤ y, Yt ≤ y). Doukhan et al. (2009)
establish asymptotic normality of the smoothed copula process with kernel estimates for
H and the univariate margin F in (4.2.7) for weakly dependent vector-values sequences.
The literature on applications of such techniques is limited, see Fermanian and Scaillet
(2003) for details.
4.2.5 Discrete Marginals
Although the copula framework allows us to separate out the marginal behaviour from
the dependency given by a copula C, the type of random variable (continuous or discrete)
under consideration will have an effect on C. We present the argument from Genest and
Nes˘lehova´ (2007), where they discuss the problems faced with count data. C is uniquely
defined and obtained as in (4.2.2), only if H is continuous. In the case it is discrete there
are several functions A such that
H(yt, yt−1) = A(F (yt), F (yt−1)),
We can obtain a solution from above as
B(ut, ut−1) = H(F−1(ut), F−1(ut−1)).
We are able to solve for B of course, but this does not imply B is a copula function or
even a distribution function. This is referred to as the identifiability issue, as it requires
identifying set of copulas for which A can replaced by C ∈ CH (i.e. some set of copulas
CH), for which (4.2.2) holds. For such set of copulas we have to understand what are its
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smallest and largest possible elements. Generally a copula C for any u, v ∈ [0, 1] is well
defined over the Fre´chet-Hoeffding bounds. The bounds for a copula C are given by
W (u, v) = max(u+ v − 1, 0) ≤ C(u, v) ≤ min(u, v) = M(u, v),
where W and M are the Fre´chet-Hoeffding lower and upper bounds. But in the case of
discrete margins sharper bounds are required
C−H(u, v) ≤ C(u, v) ≤ C+H(u, v),
which apply to any C ∈ CH . Such bounds are proven to exist by Carley (2002). Genest
and Nes˘lehova´ (2007) show that the class CH is quite large, and hence the problem of
unidentifiability for such margins is to be considered.
From an empirical perspective, perhaps the problem is best understood by interpreting
θ (copula dependency parameter) as a function of Kendall’s tau (concordance measure),
which as Genest and Nes˘lehova´ (2007) mention can be computed from the ranks of the
observed series. Compared to Spearman’s rho measurement of association, Kendall’s tau
has simpler formulas for copula families (see Nelson (1999)). Such concordance measure
provide meaning full interpretation for the copula parameters, as they are bounded on
the interval [−1, 1].
Given our observed time series is (Y1, Y2, . . . , YT ), let the corresponding ranked series
be denoted as (K1, K2, . . . , KT ). As we are interested in a first-order Markov chain of order
one, so the number of pairs are (T − 1) for a bivariate copula. Assuming the mapping of
Kendall’s tau τ from the copula C (C ∈ Cθ, parametric set) parameter τ : θ 7→ τ(Cθ) is
one-to-one, let θ˜T be a method-of-moment estimator of θ, such that τ(Cθ) = τT , where
τT is the sample T value of the Kendall’s tau measure equal to
τT = 1− 2N/ ( T−12 ),
where N is the number of discordances given as
N =
∑T−1
i=1
∑T−1
j=1 1(Ki < Kj, Ki+1 > Kj+1).
If the choosen copula is a Clayton copula, then the corresponding θ˜T would be
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θ˜T = 2
τT
1− τT .
Now let us understand what happens to such an estimator, given either continuous or
discrete marginal distribution. In the case of the former the estimator θ˜T of θ is consistent
and asymptotically normal and the estimate of τT based on either the observed {Y }Tt=1
or {U}Tt=1, is equal to each other, but for discrete data the equality might not hold. The
quantile functions in a discrete case, are not strictly monotone, and P [(Yi = Yj, Yi+1 =
Yj+1)] 6= 0 for some i 6= j. The mapping of {Y }Tt=1 to {U}Tt=1 through the marginal
distribution, is not one-to-one. Regardless of the size of the time-series, this discretization
is irreversible. We could introduce some commonly employed solutions for such a problem,
like splitting the ties, ignoring them or adjusting them. But the mere fact that ties could
occur, bias the estimates of θ, hence rank based methods are not appropriate for discrete
margins (see Genest and Nes˘lehova´ (2007) for details).
To summarize, in discrete data case, concordance type measure are not independent on
the functional form of the marginal distributions. The Kendall’s tau measure reduces in
the presence of ties. Trivedi and Zimmer (2006) mention maximization of likelihood with
discrete margins poses computational difficulties and proposes to perform continuation
transformation, where each discrete margin is made continuous by adding some noise
(Uniform [0, 1] draw), then proceed with copula estimation, with continuous margins.
Although such a process would imply misspecification of the margins. Hoff (2007) calls
marginal parameters as nuisance parameters, especially for discrete data, and derives a
likelihood which treats the copula arguments as latent variables and relies on the fact
that they have the same order statistics, as the observed data. Other similar Bayesian
methods are specified in Pitt et al. (2006) and Smith and Khaled (2012) to deal with
discrete margins. Generally the interpretation of θ (copula parameter) does not have the
same meaning in case of discrete margins as it has for continuous margins.
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§ 4.3 Framework
Before specifying the Bayesian sampling scheme, we introduce the necessary framework
regarding the order statistic and the association of each instance of U within the Markov
chain.
Let Y = (Y1, Y2, . . . , YT ) be a strictly stationary time series originating from an unknown
marginal distribution F , and U = (U1, U2, . . . , UT ) be the series of uniforms, with each
instance being in [0, 1]. Let the Markov chain be generated through copula C, then we
can specify the Data Generating Process (DGP) for a first-order Markov chain as
c(ut|ut−1; Θ), for t = 2, . . . , T,
yt = j, if max
{
us; F : j − 1 7→ us
}
< ut < min
{
us; F : j + 1 7→ us
}
,
where j ∈ J (discrete outcomes).
Where Θ is the parameter vector associated to C, and j is a discrete observation belonging
to set of possible values in J . Each ut ∈ [0, 1] is generated through the conditional copula
density c, and the corresponding yt determined through the maximum and minimum of
the uniforms corresponding to the neighbouring order statistics of j, as seen in Figure
4.1. The DGP described above is set out for a discretely-varied time series, in case we are
dealing with a time series of continuous type random variables, the correspondence of ut
to yt is one-to-one.
If F is known, and belongs to either a parametric family or non-parametric (empirical
distribution), then one of the estimators stated in Section 2.4 could be employed for Θ.
For a continuous margin such estimators would yield constant and asymptotically normal
estimates of Θ, but in case F is a discrete distribution, ML methods can fail with conver-
gence of the likelihood and results will be biased from using continuous transformation.
We treat F as completely unknown, and hence U is unobtainable and considered
as a series of latent variables. The only available information available related to F is
that it is a non-decreasing monotonic function, and could either be a continuous or a
discrete distribution. In case the margin is continuous, F−1 will be a one-to-one map-
ping function, and for a discrete margin a many-to-one function. It is the first time a
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Figure 4.1: Mapping of generated ut
completely non-parametric specification has been assumed for the marginal distribution
using for Markov chain type time series framework, both for continuous and discrete type
outcomes. This overcomes any form of marginal misspecification, and allows to combine
any type of marginal behaviour with non-gaussian type of temporal dependence.
Given that F is non-decreasing, we know the order statistics of the uniforms generated
through the unknown F will be dictated by the order statistics of the observed Y, and
this is the only information known with certainty. But there is still the uncertainty of
the actual value of U, and the degree of uncertainty depends upon the discrete data (low
count implying more uncertainty). In case we have a time series of binary outcomes, there
is really only two ranks, and hence we have more uncertainty. We can provide a formal
definition for the order statistics of the time series.
Definition 4.3.1. Let the rank of the observation at time t, yt, be denoted as kt. Hence
yt = y
(kt), and for each t
y(kt−1) < yt < y(kt+1), and,
u(kt−1) < ut < u(kt+1).
y(kt) is the order statistic of yt. ut has the same rank kt, as yt.
Definition 4.3.1 simply states that given that F is non-decreasing and monotonic, the
unobserved U have to obey the same order statistics as that of Y. We keep the time
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Figure 4.2: DAG of Latent Variable
indexing on the ranks, as unlike cross-sectional analysis, the time stamp on an observation
is important. Note, we have strict-inequality for the ranks of the observed data, implying
any ties are left unresolved.
As we are capturing the temporal dependence of the series U, each instance ut is
related to its neighbor in time and the corresponding order statistic through Y. This is
perhaps best understood by employing a Directed Acyclic Graph (DAG) in Figure 4.2,
where we see that U is a Markov chain, and the observation yt are independent of each
other conditional upon ut. Starting from u1 the chain moves forward till the last value
uT . We see how each ut is connected to its neighbors in time (ut−1 and ut+1) and the
corresponding yt, from which the only information retrieved is kt, the rank.
Using the above framework of the DAG, we can now model the structure of the Markov
chain in a Bayesian setup.
§ 4.4 Bayesian Sampling Scheme
We specify a general sampling scheme to estimate the copula parameters, which will
capture the temporal dependence within a stationary Markov chain. The estimation
technique is general to any copula family and makes no assumption regarding the marginal
distribution, and hence can accommodate both continuous and discrete type margins.
The sampling scheme can be separated into two different stages, the first stage involves
sampling U conditional upon the copula parameter Θ, and in the second stage we draw
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Θ conditional upon U. This implies all the uniforms are considered as auxiliary variables
and have to be sampled.
Before proceeding with the sampling scheme, let us define the necessary notation.
Through Bayes theorem, let the posterior of Θ be given as
p(Θ|U) ∝ p(Θ)× p(U|Y; Θ), (4.4.1)
where pi denotes the posterior of Θ. To make our scheme general across various copula
families, we need to re-parametrize the copula parameter vector Θ. Copula families
support different ranges, for a Gaussian and Student-t copula the dependence parameter
lies in [−1, 1]. Whereas for most Archimedean copulas the upper or lower bounds are
defined up to infinity, like the range of Clayton copula parameter is (0,∞). We can
transform them all to be defined over the real line R. Let the mapping be Z(Θ) = Ψ,
where Ψ ∈ R and Z (See Appendix A.1 for various transformations) represents a vector
of functions, which has the same dimension as Θ. This re-parametrization will change the
posterior defined in (4.4.1). The prior distribution p(θ) has to be transformed over to prior
of Ψ, and we have to consider the Jacobian matrix associated to such a reformulation.
The prior p(Ψ) for Ψ will then be defined as
p(Ψ) ∝ p(Θ)
∣∣∣∣∂Θ∂Ψ
∣∣∣∣,
where
∣∣∣∣∂Θ∂Ψ
∣∣∣∣ is the determinant of the Jacobian matrix. Regardless of which copula is now
chosen, we have a support over the real line for the parameters associated. The posterior
defined in (4.4.1) now becomes
p(Ψ|U) ∝ p(Ψ)× p(U|Y; Ψ).
Finally, we can now proceed with specifying the two stage sampling scheme, where first
we sample from p(U|Y; Ψ), followed by sampling from p(Ψ|U).
4.4.1 Sampling from p(U|Y; Ψ)
We see from Figure 4.2 how each instance of U is linked by its neighbours in time and
the corresponding order statistic from Y. Assuming a first-order Markov chain, we can
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write the conditional probability for each ut, where 1 < t < T as
p(ut|U\t,Y; Ψ) = p(ut|ut−1, ut+1, yt; Ψ), (4.4.2)
where U\t is the complete series U without ut. Given that we have a Markov chain of
order one and using the information from the DAG, the conditioning of U\t can be reduced
to ut’s connected neighbours in time (i.e. ut−1 and ut+1). As we mentioned previously,
the only information available from conditioning ut on yt is, if y
(kt) is the order statistic of
yt then kt is also the rank of ut. This implies ut has to lie between u
(kt−1) < ut < u(kt+1)
to maintain the order statistics, and the size of the interval depends upon the degree on
discreteness. So we can simplify (4.4.2) as
p(ut|ut−1, ut+1, u(kt−1), u(kt+1); Ψ) = p(ut|ut−1, ut+1; Ψ)I(u(kt−1) < ut < u(kt+1)). (4.4.3)
We cannot directly sample from (4.4.3) through a bivariate copula density (a first-order
Markov chain corresponding to bivariate copula), but applying Bayes theorem further, we
can write p(ut|ut−1, ut+1; Ψ) as
p(ut|ut−1, ut+1; Ψ) ∝ p(ut|ut−1; Ψ)× p(ut+1|ut; Ψ).
Now we have two conditional distributions and we introduce the conditional copula, let
C be the copula distribution, and let ct|t−1 be the bivariate conditional copula density
of ut given ut−1, corresponding to C (see Appendix A.1.1 for various copulas density
formulation). We model the conditional probability of ut through the conditional copula
density as,
p(ut|ut−1; Ψ) = ct|t−1(ut|ut−1; Ψ).
Hence the copula represents the transition density of the Markov chain. The same holds
for conditioning of ut+1 to ut. Now we can easily sample from the conditional distribution
Ct|t−1(ut|ut−1; Ψ), and evaluate the draw through Metropolis-Hasting (M-H) algorithm
using ct+1|t(ut+1|ut; Ψ). The sampling scheme is given as
for each ut, (t = 1, . . . , T ),
compute u(kt−1) and u(kt+1), given (y(kt−1) < yt < y(kt+1)),
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sample u∗t fromCt|t−1(ut|ut−1; Ψ)I(u(kt−1) < ut < u(kt+1)),
compute αu = min
{
1,
ct+1|t(ut+1|u∗t ; Ψ)
ct+1|t(ut+1|ut; Ψ)
}
.
Sampling from Ct|t−1 is easier than ct|t−1, as most copulas have a closed inverse form for
the conditional distribution. The above scheme is repeated for all ut. The truncated
intervals are updated if the drawn u∗t is accepted. The sampling is performed in the order
of the U dictated by the time order, but the intervals have to be maintained regardless
of time. Through this scheme we obtain an updated sample of U. For large enough T
(for continuous data) and high count data (discrete data), the interval (u(kt−1), u(kt+1))
becomes smaller and the acceptance probability αu gets close to one. In fact anything
uniformly sampled through the interval can be accepted, and we would not need to pass
them through the M-H step to evaluate the conditional copula of ut+1. Missing values
can also be generated through this scheme. We could also consider higher-order Markov
chain, for example for a second-order Markov chain, we will require a trivariate copula
and proceed with similar sampling procedure.
4.4.2 Sampling from the Posterior p(Ψ|U)
Now we can proceed with sampling from the posterior of Ψ. Unlike the Gaussian
copula (see Hoff (2007)), most copula families do not have the full conditional available
to sample from, and a Markov Chain Monte Carlo (MCMC) based on M-H algorithm has
to be adopted.
Within the M-H framework, we have to choose an adequate proposal distribution g(Ψ).
A multivariate t-distribution with the mean equal to the mode of the posterior, and the
variance equal to the negative inverse of the information matrix computed at the mode,
can be used as a proposal distribution. Such a Laplace-type proposal has been used in
the literature (see Chib and Greenberg (1998), Chib and Winkelmann (2001) and Pitt
et al. (2006)). A multivariate t-distribution with ν degrees-of-freedom as opposed to a
Normal distribution is preferred, as it would dominate in the tails of the true density. The
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advantage of such a proposal density is we do not need to consider tuning of parameters,
to attain some acceptance probability.
We choose a flat prior for Θ, p(Θ) = 1. Hence the re-parametrized Ψ’s prior will
be p(Ψ) ∝
∣∣∣∣∂Θ∂Ψ
∣∣∣∣. To use a Laplace approximation, we need to employ a Maximum a
Posterior Probability (MAP).
Ψ̂MAP (U) = arg max
Ψ
p(U|Y; Ψ)p(Ψ),
where Ψ̂ denotes the estimated mode of Ψ. The log of the posterior can then be written
as
log p(Ψ|U) ≈ log g(Ψ|Ψ̂;V ).
V = −I−1 and I =
[
∂2p(U|Y;Ψ)p(Ψ)
∂Ψ∂Ψ′
]
Ψ=Ψ̂
is the information matrix evaluated at the mode.
We can finally draw from
Ψ ' tν(Ψ̂, V ),
let the drawn value be denoted as Ψ∗ and the current value be Ψ, then Ψ∗ can be evaluated
using M-H with the following acceptance probability
αΨ = min
{
1,
pi(Ψ∗)tν(Ψ|Ψ̂, V )
pi(Ψ)tν(Ψ∗|Ψ̂, V )
}
,
where tν(Ψ|Ψ̂, V ) denotes the density of tν(Ψ̂, V ) evaluated at Ψ. The acceptance ratio is
very high, as the proposal density is close to the true density. We arbitrarily choose ν = 6
to dominate in the tails. A new mode Ψ̂ is found at each iteration, conditional on the
new updated U sample. To avoid computational burden of finding a new mode at each
iteration, we could update the mode every hundredth time or so, but we cannot not change
it as the U get sampled at each iteration. Numerical techniques such as Newton-Raphson
are required to locate the mode, and they are found within few steps of the algorithm
search. Re-estimating the mode at each iteration could become computationally intensive,
and could be avoided by updating it at regular intervals.
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§ 4.5 Alternative Models
We have proposed a novel approach to specify the dynamics of a discretely-varied
time series, where no assumption whatsoever is made on the marginal distribution and
the transition density is given through a parametric copula allowing complex dependence
patterns to be captured. However, this is not the only technique available to a practitioner
for modelling time series of non-continuous type. The most commonly used and employed
model for count data is the Integer Valued Autoregressive Process (INAR) of Al-Osh and
Alzaid (1987), it is akin to an AR model, but the error term is appropriately assumed to
be of discrete type (binomial, poison distribution etc.). Such model has been successfully
employed by Freeland and McCabe (2004) for capturing the dynamics of weekly wage loss
claims data in Province of British Columbia, Canada. There is also a class of models,
to which our technique is much similar to is that of Pitt and Walker (2001), where a
time series is analysed through a Markov chain allowing for the marginal distribution
to be specified independent of the transition density. They, similar to us (next section)
model the dynamics of Firearm Homicides in Cape Town, South Africa by assuming the
marginals to be poisson and the transition given through a gamma process.
It is absolutely vital to compare these models to our technique in terms of good-of-
fit and in and out-of-sample prediction, as ultimately time-series models are used for
forecasting. Now after we have successfully estimated the copula parameter (Θ̂, posterior
mean) capturing the temporal dependence, we want to to be able to conduct inference on
the observed Y, like point predictions or computing confidence intervals etc. As discussed
in detail, the copula is estimated on the latent uniform variables U, and the mapping
from the observed Y to the U is done through the marginal distribution F , which in
our case is completely unknown. Independent of the copula model, we cannot determine
this mapping. Our aim in keeping the marginal as completely unknown, was to tackle the
problems associated with discrete data outcomes and to avoid any sort of misspecification.
If we were to assume a parametric form for F after estimating the copula parameter and
proceed with conducting inference on Y, that would simply defeat the purpose of our
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technique, which is purely non-parametric in terms of the margins and would not offer
a reasonable comparison with the other models. Also assuming let us say an empirical
distribution in case of count data outcomes, would induce bias due to the ties observed
in the ranks. In someway this is a short-coming of our approach and currently our on
going research is to be able to conduct inference in a way which would coincide with how
we estimated the copula parameter, that is through the information available only within
the order statistics.
§ 4.6 Data Example (Firearm Homicides)
We now present a real data application, where there could be persistence within a
discretely-varied time series. To be specific, we are looking at the weekly firearm homicides
in Cape Town, South Africa from the period of 1st January 1986 up to 31st February
1991 (275 observations)1, as given in Figure 4.3.
Figure 4.3: Firearm Homicides South Africa
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Generally the period of the data sample corresponds to a time when areas in and
1Data obtained from MacDonald and Zucchini (1997).
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around Cape Town experienced rapid urbanization. Through such development local
gangs form in these areas, and clustering of high count of homicides could be associated
with it. Cape Town also attracted people from different regions of South Africa to settle
in, and differences in social norms could be another contributing reason.
We could employ various copula models to capture some specific form of temporal
dependence present in such a series. Two copula families will be employed here, first
a Gumbel copula which is a one-parameter copula exhibiting greater dependence in the
right tail. Secondly, to emphasis that our method is general across copula families a stan-
dard Gaussian copula with no tail dependence parameter will be used, for the transition
density.
The MCMC scheme is performed for 50,000 iterations. To deal with posterior correla-
tion, we perform thinning by saving every 30th iterate for posterior analysis, also the first
5000 iterations are discarded for burn-in. Figure 4.4 presents the trace plot for both the
Gumbel and the Gaussian copula, where we see the chain mixes well. We also present the
autocorrelations plot of the final posterior sample for both of the used copulas in figure
4.5. The autocorrelation is lower than 0.02 after the 4th and 3rd lag for the Gumbel and
the Gaussian copula parameter respectively. Further to ensure convergence to the sta-
tionary distribution, we performed multiple runs from different initial values. The reason
for finding such high correlation, is due to the sampling of each ut at a time, and then
sampling Ψ based on the whole sample of U. In a time series framework it is difficult to
overcome such posterior correlation.
Apart from obtaining the posterior mean of Θ, we also compute the Kendall’s Tau
rank correlation coefficient for the copulas, which provides a meaningful interpretation of
the dependence as it is defined over [−1, 1]. Computed as
τ = 4
∫∫
[0,1]2
C(u, v)dC(u, v)− 1. (4.6.1)
For most copula families, a simple analytical solution for (4.6.1) exists, else it has to
be numerically computed. From using both of the copulas, we see there is evidently
some temporal dependence present within this time series, suggesting persistence. The
Kendall’s tau measure through both copulas is the same. For the Gaussian copula the tail
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Figure 4.4: Trace Plots: Gumbel & Gaussian Copula
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Figure 4.5: Autocorrelation Plots: Gumbel & Gaussian Copula
Table 4.1: Posterior Distribution Inference (Firearm Homicides)
Copula C E(pi(Θ)) τ λU
(Posterior mean) (Kendall’s tau) (Upper tail dep.)
Gumbel 1.278 0.138 0.182
(0.069) (0.026) (0.033)
Gaussian 0.209 0.134 -
(0.031) (0.020)
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dependence (lower and upper) parameter is 0, but for the Gumbel copula we can compute
the upper tail dependence parameter through,
λU = lim1−
1− 2u+ C(u, u)
u
,
where lim1− is the limit approaching from the left. From Table 4.1 we can see there is
significant upper tail dependence, which implies, through Gumbel copula there seems to
be higher probability of observing high homicides counts this week if in the previous week
there were high number of homicides.
Apart from the persistence observed within the time series, there could be other ex-
planatory variables to determine the current period firearm homicides, like number of
police deployment in local boroughs of Cape town over time, policy implementation,
number of people moving to Cape Town from rural areas around and others. Such covari-
ates can be considered either within copula framework where we could choose separate
copula families to present the contemporaneous dependence or if our interest is not on
these covariates but solely on the temporal dependence, we can filter out the unexplained
variation in homicides through a regression where the covariates are considered.
§ 4.7 Further Discussion
Our proposed methodology completely requires the time series to be strictly stationary,
as the method falls in the class in Markov based time series models, which require the
joint probability distribution not to change when shifted in time. To be able to model
the temporal dependence within a non-stationary times, we would first have to make it
stationary by standard approaches (i.e. differencing etc), and then apply by method. By
doing so of course the interpretation of the temporal dependence will be based upon the
change in the observed values.
Another issue generally faced with such socio-economic data like firearm homicides is
the possibility of observing structural breaks maybe due to policy implementation. We
could perform standard structural break tests like Chow test, and if present compute the
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temporal dependence measure over appropriate sub-samples.
Generally in time series an econometrician is interested in making predictions of the
variable of interest. In our setup, we cannot easily make predictions on the observed Y for
two reasons, first, we make no assumption on the marginal distribution and it is completely
unknown, which implies we cannot apply the inverse CDF to obtain the observed series.
Secondly, the U are latent variables which change at each MCMC iteration and are filtered
through the copula density, so cannot be used to transform back to the observed. We
could assume an empirical CDF on the observed series, through which we can obtain
predictions conditional upon the posterior estimates, but that would not fair well with
the novelty of our approach.
In time series framework along with lags of the dependent variables, covariates can also
also explain the endogenous variable. In our modelling scheme, we can have yt conditioned
on the covariates z′t either through the same copula as yt−1 on yt, or through a separate
copula. If our interest is not on how covariates explain the endogenous variable but only
to have an unbiased estimate of the temporal dependence measure or if the size of z′t is
very large, then we could also filter out the effects of the covariates through a separate
regression before proceeding with the copula-based Markov chain.
§ 4.8 Conclusion
Time series models fail to be flexible enough to capture complex temporal dependence
for data of different types (binary, count, ordered etc.). The entanglement of the marginal
distribution with the conditional (transition) distribution, confine most models to specific
problems. Models constructed for data of continuous type cannot normally be applied
to discrete data type. Copula models are generally used to capture contemporaneous
dependence, but recently they have been considered to describe a time series process (see
Joe (1997), Chen and Fan (2002) and Chen et al. (2009) among others). Lentzas and
Ibragimov (2008) show a copula-based Markov chain can act like long memory process.
Joe (1997) proposes a parametric copula-based Markov chain for continuous data, where
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both the marginal distribution and the copula are parametrically specified. Chen and Fan
(2002) present a semi-parametric copula-based Markov chain, where the marginal distri-
bution is computed through an empirical distribution and employing Maximum Likelihood
for the copula parameters, yields consistent and asymptotically normal results. However,
for discrete data types such methods can create computational problems (algorithm fail-
ing to converge) and induce bias.
Hoff (2007) proposes a technique for cross-sectional data of mixed type (continuous-
discrete), where the marginals are left completely unspecified and based only on the
information contained in the order statistics a multivariate Gaussian copula is estimated.
We extended Hoff’s technique in a time series framework and make it general across vari-
ous copula families. Such a technique can accommodate time series of both discretely and
continuously varying random variables. A Bayesian sampling scheme is proposed, where
we first sample the latent uniform variables conditional upon the copula parameters, and
then the copula parameter conditional upon the sampled uniform series. To make the
methodology general across copula families, a Laplace-type proposal for the posterior is
presented, where each draw is evaluated through a Metropolis-Hasting algorithm.
We use a real data application based on the weekly count of firearm homicides in Cape
Town, South Africa. Employing both a Gumbel and a Gaussian copula separately, we
capture the significant persistence present within such a time series. Various quantities of
interest, like tail dependence can also be computed through copulas. The MCMC tech-
nique works well. Appropriate thinning and discarding of the initial posterior draws is
performed to ensure no autocorrelation in the final posterior sample.
We presented a case for first-order Markov chain to keep the intuition clear. A higher
order Markov chain can easily be considered (see Ibragimov (2009)). Currently, we are
working on model selection in terms of which copula best fits a time series, through com-
puting the Marginal Likelihood. We are also performing diagnostics through Probability
Integral Transformation (PIT), and comparing the model with other commonly used count
time series models like Poisson Integer-valued Autoregressive Model (PoINAR), in terms
of goodness-of-fit.
Part I
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Annexes to Chapter 3
§ A.1 Copula Families and Conditional Distribu-
tion
A.1.1 Copula Transformations
We can obtain analytical formulas for important copula properties through the general
distribution function C. For the copula density c given the distribution function is twice
differentiable
c(u, v|Θ) = ∂
2C(u, v|Θ)
∂u∂v
.
And the conditional distribution of a copula given as
Cu|v(u|v; Θ) = ∂C(u, v|Θ)
∂v
.
The conditional copula density cu|v(u|v; Θ) = c(u, v|Θ).
A.1.2 Clayton Copula
The Clayton copula is an Archimedean copula exhibiting strong joint left tail depen-
dence. It is a one-parameter based copula. The various transformations for Clayton
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copula are given as
C(u, v|α) = (u−α + v−α − 1)−1/α),
c(u, v|α) = (1 + α)[uv]−α−1(u−α + v−α − 1)−2−1/α,
cu|v(u|v;α) = v−α−1(u−α + v−α − 1)−1−1/α,
C−1u|v(u|v; θ) =
[
(uvθ+1)−θ/(1+θ) + 1− v−θ
]−1/θ
,
where u, v ∈ [0, 1], and the copula parameter α ∈ [0,∞].
A.1.3 Gumbel Copula
Gumbel copula is an Archimedean copula exhibiting strong joint right tail dependence.
It is a one-parameter based copula. The various transformations for Gumbel copula are
given as
C(u, v|α) = exp
[
− (u˜α + v˜α)1/α
]
,
c(u, v|α) = C(u, v|α)(uv)−1 (u˜.v˜)
α−1
(u˜α + v˜α)2−(1/α)
[
(u˜α + v˜α)1/α + α− 1
]
,
Cu|v(u|v;α) = v−1exp
[
− (u˜α + v˜α)1/α
][
1 + (
u˜
v˜
)
α]−1+(1/α)
,
where u˜ = −Logu and v˜ = −Log v, u, v ∈ [0, 1], and the copula paramater α ∈ [0,∞].
The inverse of the conditional gumbel distribution can not be solved analytically and
hence we have to rely on a numerical method.
A.1.4 Gaussian Copula
Gaussian copula is an Elliptical copula, which is completely symmetric and has zero
probability for any left/right extreme dependence. It is a one-parameter based copula.
The various transformations for Gaussian copula are given as
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C(u, v|ρ) = C(u, v|ρ) =
∫ Φ−1(u)
−∞
∫ Φ−1(v)
−∞
1
2pi(1− ρ2) 12
{
− x
2 − 2ρxy + y2
2(1− ρ2)
}
,
c(u, v|ρ) = 1
(1− ρ2)1/2 exp
{
[ρ2(Φ−1(u))2 − 2ρΦ−1(u)Φ−1(v) + ρ2(Φ−1(v))2]
2(1− ρ2)
}
,
Cu|v(u|v; ρ) = Φ
(
Φ−1(u)− ρΦ−1(v)√
1− ρ2
)
,
C−1u|v(u|v; ρ) = Φ
(
Φ−1(u)
√
1− ρ2 + ρΦ−1(v)
)
.
Φ−1(.) is the standard normal quantile function. u, v ∈ (0, 1), and the correlation para-
mater ρ ∈ (−1, 1).
A.1.5 Student-t Copula
Student-t copula is an Elliptical copula and is symmetric. It has tail dependency
dictated by the degrees of freedom. It is two-parameter based copula. The various
transformations for Student-t copula are given as
C(u, v|Θ) = C(u, v|ρ, ν) =∫ t−1ν (u)
−∞
∫ t−1ν (v)
−∞
Γ( (ν+2)
2
)
Γ(ν
2
)piν(1− ρ2) 12 exp
{
1 +
(x2 − 2ρxy + y2)
ν(1− ρ2)
}−(ν+2)/2
,
c(u, v|ρ, ν) = Γ(
ν+2
2
)Γ(ν
2
)√
1− ρ2[Γ(ν+1
2
]2]
,
× ([1 +
(t−1ν (u))2
ν
][1 + (t
−1
ν (v))
2
ν
])
ν+1
2
[1 + (t
−1
ν (u))2+(t
−1
ν (v))2−2ρt−1ν (u)t−1ν (v)
ν(1−ρ2) ]
ν+2
2
,
Cu|v(u|v; ρ, ν) = tν+1
{
t−1ν (u)− ρt−1ν (v)√
ν+(t−1ν (v))2(1−ρ2)
ν+1
}
,
C−1u|v(u|v; ρ, ν) = tν
{
t−1ν+1(u)
√
ν+(t−1ν (v))2(1−ρ2)
ν+1
+ ρt−1ν (v)
}
,
where Γ(a) is the gamma function equal to
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Γ(a) =
∫∞
0
x(a− 1)e−xdx.
t−1(.) denotes the standardized student-t quantile function. u, v ∈ [0, 1] and the
correlation paramater ρ ∈ (−1, 1), and the degrees-of-freedom parameter ν > 0.
§ A.2 Re-Parametrization
Copula families generally vary across in terms of their respective parameters ranges.
We propose a re-parameterization for a copula. Such a method unifies the range and
makes the proposal’s distribution support over the real line R.
If the transformation is Z : Θ 7→ Ψ, then for various copula families,
Clayton Copula
α ∈ (0,∞), Z(α) = exp(ψ).
Gumbel Copula
α ∈ [1,∞), Z(α) = exp(ψ) + 1.
Gaussian Copula
ρ ∈ [−1, 1], Z(ρ) = 1− e
−ψ
1 + e−ψ
.
Student-t Copula
ρ ∈ [−1, 1], Z1(ρ) = 1− e
−ψ1
1 + e−ψ1
.
ν ∈ [1,∞), Z2(ν) = exp(ψ2) + 1.
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§ A.3 Sampling from a Truncated Copula
Each ut is sampled from the conditional copula distribution conditional on ut−1 and
truncated through the order statistics. As we showed before the neighbouring instances
are simply to ensure truncation.
Let a and b be the lower and upper limit, for a draw u to lie in. Then as seen, the
conditional copula distribution is given as
Cu|v(u|v; Θ) = ∂C(u, v|Θ)
∂v
.
Let CTru|v(u|v; Θ, a, b) be the truncated conditional copula, such that
CTru|v(u|v; Θ, a, b) =
∫ u
a
ct|v(t|v; Θ)dt
Cb|v(b|v; Θ)− Ca|v(a|v; Θ),
=
Cu|v(u|v; Θ)− Ca|v(a|v; Θ)
Cb|v(b|v; Θ)− Ca|v(a|v; Θ) .
Let CTru|v(u|v; Θ, a, b) = w, then we can re-arrange equation above to
w · [Cb|v(b|v; Θ)− Ca|v(a|v; Θ)] + Ca|v(a|v; Θ) = Cu|v(u|v; Θ).
Let the L.H.S in above equation be equal x, so
x = Cu|v(u|v; Θ), where now by simply inverting the conditional distribution we get
u = C−1x|v(x|v; Θ).
u ∈ (a, b). Hence we simply need the inverse of the conditional distribution to successfully
draw truncated instances.
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