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a b s t r a c t
The distributed daemon model introduced by Burns in 1987 is a natural generalization of
the central daemon model introduced by Dijkstra in 1974. In this paper, we show that
a well-known shortest path algorithm is self-stabilizing under the distributed daemon
model. Although this result has been proven only recently, the correctness proof provided
here is from a different point of view and is much more concise. We also show that Bruell
et al.’s center-finding algorithm is actually self-stabilizing under the distributed daemon
model. Finally, we compute the worst-case stabilization times of the two algorithms under
the distributed daemon model.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
A distributed system consists of a set of loosely connected processors that do not share a common or global memory. It is
usually modeled by a connected undirected simple graph G = (V , E), with each node x ∈ V representing a processor in the
system and each edge {x, y} ∈ E representing the bidirectional link connecting processors x and y. In the rest of this paper,
the terms node and processor will be used interchangeably, and the notation N(x)will be used to denote {y ∈ V |{x, y} ∈ E}.
1.1. Distributed daemon model
In any distributed system considered in this paper, each processor has a set of registers. For each register rx in a processor
x, only x can write values into rx and only neighbors of x can read values from rx. Each processor is equipped with a local
algorithm that consists of one or more rules of the form:
condition part → action part.
The condition part (or guard) is a Boolean expression of registers of the processor and its neighbors, and the action part
is an assignment of values to some registers of the processor. If the condition part of one or more rules in a processor is
evaluated as true, we say that the processor is privileged to execute the action part of any of these rules (or tomake a move).
The local algorithms of all processors in a distributed system constitute a distributed algorithm. The local state of a processor
is specified by the values of all its registers. The local states of all processors in the system constitute a global configuration
(configuration for short) of the system. Normally, a distributed algorithm is designed to solve a specific problem such as the
shortest path problem, the mutual exclusion problem, etc. According to the problem to be solved, legitimate configurations
are defined in such a way that if the system is in a legitimate configuration, the solution of the problem can be easily seen.
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The central daemon model was first introduced by Dijkstra [1] in 1974. Under this computational model, the central
daemon in the system will arbitrarily select exactly one privileged processor and exactly one rule in the processor, and let
the selected processor execute the action part of the selected rule. The local state of the activated processor thus changes,
which results in the change of the configuration of the system. The system will then repeat the above process to change
configurations as long as it does not encounter any deadlock situation. Thus, the behavior of the system under the action
of the algorithm can be described by executions. An infinite or finite sequence of configurations Γ = (γ1, γ2, . . .) of a
distributed system is called an execution (of the algorithm in the system) if for any i ≥ 1, γi+1 is obtained from γi after
exactly one processor in the systemmakes the ithmove γi → γi+1, and in the case that Γ is finite, it is further required that
no node is privileged in the last configuration. An algorithm is self-stabilizing if every execution of the algorithm has a suffix
in which all configurations are legitimate. (Note that although this definition is not sufficient for some cases such as mutual
exclusion algorithms, it does apply to most cases, including the maximal matching algorithm to be studied in this paper.)
The more general distributed daemon model was later considered by Burns [2] in 1987. Under the distributed daemon
model, an arbitrary number of privileged processors are arbitrarily selected by the distributed daemon to execute their local
algorithms (i.e., make moves) simultaneously in an atomic step (step for short). Under the distributed daemon model, the
behavior of the system under the action of the algorithm can also be described by executions. An infinite or finite sequence
of configurations Γ = (γ1, γ2, . . .) of a distributed system is called an execution (of the algorithm under the distributed
daemon model) if for any i ≥ 1, γi+1 is obtained from γi after a certain number of privileged processors, selected by the
distributed daemon, collectively make the i-th atomic step γi → γi+1, and in the case that Γ is finite, it is further required
that no node is privileged in the last configuration. The definition for an algorithm to be self-stabilizing under the distributed
daemonmodel is the same as under the central daemonmodel. Since ‘‘selecting an arbitrary number of privileged processors’’
includes ‘‘selecting exactly one privileged processor’’ as a special case, if a system is self-stabilizing under the distributed
daemon model, then it is self-stabilizing under the central daemon model. The converse, as is well-known, is not true.
The stabilization time of a self-stabilizing algorithm can be measured in rounds [3]. Any execution Γ of a self-stabilizing
algorithm can be uniquely partitioned into rounds as follows. Let Γ0 = Γ . Then for each r = 1, 2, 3, . . . , round r , denoted
by Φr , is the minimum prefix of Γr−1 such that for every processor i, either Γr contains a configuration in which i is not
privileged orΦr contains a move by i. For each r = 1, 2, 3, . . . ,Γr is obtained from Γr−1 by deleting the prefixΦr .
1.2. Three approaches
There are three approaches to the study of self-stabilizing systems under the distributed daemon model. The first
approach is to develop a transformer that can convert any central daemonmodel self-stabilizing algorithm into a distributed
daemonmodel self-stabilizing algorithm [4–6]. Any distributed daemonmodel self-stabilizing algorithm obtained via these
transformers requires that each node has an identifier, and has O(n2f (n)) as its worst-case stabilization time, where n is
the number of nodes in the system, and f (n) is the worst-case stabilization time of the original central daemon model self-
stabilizing algorithm.
The second approach is to examine a particular existing self-stabilizing algorithm under the central daemonmodel to see
if it is also self-stabilizing under the distributed daemon model [7,8]. The third approach is to design a new self-stabilizing
algorithm under the distributed daemonmodel [2,9,10], or tomodify an existing self-stabilizing algorithm under the central
daemon model into a self-stabilizing algorithm under the distributed daemon model [11]. It should be noted that for a
particular problem, a distributed daemon model self-stabilizing algorithm resulting from either the second or the third
approach may have advantages over any relevant distributed daemon model self-stabilizing algorithm obtained via any
existing transformer. For example, the self-stabilizing shortest-path algorithm for the distributed daemonmodel in [8] is an
anonymous algorithm, i.e., no node identifiers are required. In another example, the self-stabilizing maximal independent
algorithm for the distributed daemon model in [11] is more efficient (in terms of worst-case stabilization time) than any
distributed daemon model self-stabilizing maximal matching algorithm obtained via any existing general transformer.
1.3. Main results and related works
In this paper, the second approach above will be adopted. Firstly, the shortest path algorithm proposed by Chandrasekar
and Srimani [12] will be shown to be self-stabilizing under the distributed daemon model. Although this result has been
proven in [8] only recently, the correctness proof provided here is from a different point of view. It does not employ any
bounded function as in [8] and is much more concise than the proof in [8]. Secondly, the center-finding algorithm proposed
by Bruell et al. in [13]will be verified to be self-stabilizing under the distributed daemonmodel. Thus this algorithmbecomes
the only existing center-finding algorithm that has been verified to be self-stabilizing under the distributed daemon model
and is not obtained by applying any transformer. Finally, theworst-case stabilization times of these two algorithmsunder the
distributed daemon model will be computed. It also should be noted that these two algorithms are anonymous algorithms.
Self-stabilizing algorithms for finding shortest paths in general graphs have been investigated in the past [8,12,14–19].
This work has been briefly reviewed in [18]. In particular, Huang and Chen [14] were the first to consider the problem
under the central daemon model. Dolev et al. [15] first considered the problem under the read/write atomicity model, and
Huang [8] first considered the problem under the distributed daemon model (without using any transformer). As for the
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center-finding problem, Bruell et al. [13] proposed a self-stabilizing algorithm under the central daemon model, which
finds centers of trees. Huang et al. [20] modified the algorithm in [13] into a self-stabilizing center-finding algorithm that
operates under the read/write atomicity model. In [21], Blair and Manne proposed a generic self-stabilizing algorithm for
trees, which can be instantiated to solve the center-finding problem on trees. In this algorithm, each node i is required to
have a unique identifier and 2δi variables, where δi is the degree of node i.
The rest of this paper is organized as follows. In Section 2, a more concise correctness proof is presented to show that the
above-mentioned shortest-path algorithm in [12] is self-stabilizing under the distributed daemon model; and the worst-
case stabilization time of this algorithm under the distributed daemon model is computed. In Section 3, a correctness proof
is presented to show that the center-finding algorithm in [13] is actually self-stabilizing under the distributed daemon
model; and the worst-case stabilization times of this algorithm under the distributed daemon model is computed. Finally
in Section 4, some remarks conclude this paper.
2. Self-stabilizing shortest path algorithm
Let G = (V , E) be a connected simple undirected graph with a finite number of nodes. Each edge e = {x, y} in G is
preassigned a weight (or length) w(e) = w(x, y), which is a positive real number. If L = (e1, e2, . . . , et) is a path in G, the
weight (or length) of L,w(L), is defined to be
∑t
k=1w(ek). A shortest path between two distinct nodes x and y is defined to be
a path of minimumweight among all the paths connecting x and y; and the distance between x and y, dist(x, y), is defined to
be the weight of any shortest path connecting x and y. For any x ∈ V , dist(x, x) = 0 by definition. The so-called single-source
shortest path problem can be phrased as follows: Suppose a node s in G is specified as the source. We want to find for each
node x in G a shortest path between x and the source s. The algorithm below has been studied in [8,12,19].
Algorithm 1. {For the source s}
R0 d.s 6= 0→ d.s := 0
{For each node x 6= s}
R1 d.x 6= miny∈N(x)(d.y+ w(x, y))→ d.x := miny∈N(x)(d.y+ w(x, y)).
In the above algorithm, d.x stands for a register of node x, whose value is a positive real number. Legitimate configurations
are those in which
d.s = 0, and
d.x = min
y∈N(x)
(d.y+ w(x, y)), for each node x 6= s,
i.e., no node in the system is privileged. The meaning of legitimate configurations can be clarified by the following two
lemmas, borrowed from [8].
Lemma 1. If the system G = (V , E) is in any legitimate configuration, then for any x ∈ V , d.x = dist(x, s), the distance between
x and s.
Lemma 2. The configuration in which every x ∈ V has d.x = dist(x, s) is a legitimate configuration.
Theorem 3. Algorithm 1 is self-stabilizing under the distributed daemon model.
Proof. Suppose not, i.e., Algorithm 1 is not self-stabilizing under the distributed daemon model. Then, there must exist an
infinite execution Γ = (γ1, γ2, . . .) of Algorithm 1 under the distributed daemonmodel. Since there is only a finite number
of nodes in the system, there must be a node that makes infinitely many moves in Γ . Let M = {x ∈ V |x make infinitely
many moves in Γ }. ThenM 6= ∅. In view of Algorithm 1, the source s can only make at most one move in Γ . Hence s 6∈ M .
By the connectivity of G, there exists an edge {x, y} such that x ∈ M and y ∈ V − M . Hence there exists a node x ∈ M such
that N(x) − M 6= ∅. Let PM = {x ∈ M|N(x) − M 6= ∅}. Then PM 6= ∅. By the definition of M , there exists a suffix Γ ′ of Γ
such that in Γ ′, no node in V −M can make any move, while every node inM can make infinitely many moves in Γ ′. Thus
for any y ∈ V − M , d.y never changes in Γ ′. Hence for any x ∈ PM and y ∈ N(x) − M , d.y + w(x, y) never changes in Γ ′.
Let ξ = minx∈PM ,y∈N(x)−M{d.y+ w(x, y)} in Γ ′, w = minx∈M,y∈N(x)w(x, y), and m =
⌊
ξ
w
⌋
. Then m+ 1 > ξ
w
≥ m, and thus
(m+ 1) · w > ξ ≥ m · w.
Claim. For any j ∈ {0, 1, . . . ,m}, there exists a suffix Γj of Γ ′ such that for any x ∈ M , d.x ≥ j · w in Γj.
Proof of Claim.We prove by induction on j.
(1) Induction basis: Let Γ0 = Γ ′. It is obvious that for any x ∈ M , d.x ≥ 0 · w in Γ0.
(2) Inductive step: Let k ∈ {0, 1, . . . ,m−1} and assume that there exists a suffix Γk of Γ ′ such that for any x ∈ M , d.x ≥ k ·w
inΓk. Let x be any node inM . Then for any y ∈ N(x)∩M , d.y+w(x, y) ≥ k·w+w = (k+1)·w inΓk, and for any y ∈ N(x)−M ,
d.y+w(x, y) ≥ ξ ≥ m·w ≥ (k+1)·w inΓk. Thereforewe haveminy∈N(x){d.y+w(x, y)} ≥ miny∈N(x){(k+1)·w} = (k+1)·w
in Γk. Let the step γtx → γtx+1 be the first step in Γk in which xmakes a move. Then in (γtx+1, γtx+2, . . .), d.x ≥ (k+ 1) ·w.
Let t = maxx∈M{tx + 1} and Γk+1 = (γt , γt+1, . . .). Then in Γk+1, for any x ∈ M , d.x ≥ (k + 1) · w. Therefore the claim is
proved. 
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Let u ∈ PM be such that miny∈N(u)−M{d.y+w(u, y)} = ξ in Γ ′. By the above claim, for any y ∈ N(u) ∩M , d.y ≥ m ·w in
Γm. Thus for any y ∈ N(u)∩M , d.y+w(u, y) ≥ m ·w+w = (m+ 1) ·w > ξ in Γm. Hence miny∈N(u){d.y+w(u, y)} = ξ in
Γm. In view of Algorithm 1, u can make at most one move in Γm, and thus u can make a finite number of moves in Γ , which
contradicts the definition of M . Therefore, the supposition that Algorithm 1 is not self-stabilizing under the distributed
daemon model is false, and the theorem is proved. 
Let {dist(x, s)|x ∈ V } = {δ0, δ1, . . . , δm} such that 0 = δ0 < δ1 < · · · < δm, and let Vi = {x ∈ V |dist(x, s) = δi} for any
i ∈ {0, 1, . . . ,m}. Then V0 = {s} and V = ∪mi=0 Vi.
Lemma 4. For any k ∈ {0, 1, . . . ,m− 1}, for any x ∈ Vk+1, dist(x, s) = miny∈N(x)∩(∪ki=0 Vi)(dist(y, s)+ w(y, x)).
Proof. Since x ∈ Vk+1, dist(x, s) = δk+1. Hence
∀y ∈ N(x) ∩
(
m⋃
i=k+1
Vi
)
, dist(y, s)+ w(x, y) = δi + w(x, y) for some i ∈ {k+ 1, . . . ,m}
≥ δk+1 + w(x, y)
> δk+1
= dist(x, s).
It follows that
min
y∈N(x)∩( m∪
i=k+1 Vi)
(dist(y, s)+ w(x, y)) > dist(x, s).
Thus,
dist(x, s) = min
y∈N(x)
(dist(y, s)+ w(y, x))
= min{ min
y∈N(x)∩( k∪
i=0 Vi)
(dist(y, s)+ w(x, y)), min
y∈N(x)∩( m∪
i=k+1 Vi)
(dist(y, s)+ w(x, y))}.
= min
y∈N(x)∩( k∪
i=0 Vi)
(dist(y, s)+ w(y, x)).
Therefore the lemma is proved. 
Theorem 5. Theworst-case stabilization time of Algorithm 1 under the distributed daemonmodel is atmost
⌊W
w
(n− 1)⌋+n+1
rounds, where W = maxe∈E w(e) andw = mine∈E w(e).
Proof. For any i ∈ {0, 1, . . . ,m − 1}, let qi = d(δi+1 − δi)/we. Then δi + (qi − 1) · w < δi+1 ≤ δi + qi · w. Let t0 = 1
and for any i ∈ {0, 1, . . . ,m − 1}, let ti+1 = ti + qi. Let Γ be any execution of Algorithm 1 under the distributed daemon
model. Let l be the number of rounds of Γ and let Φ1,Φ2, . . . ,Φl be all the rounds of Γ . We now prove by contradiction.
Suppose l ≥ tm + 2. Since for every t ∈ {1, . . . , l− 1}, no configuration inΦt is a legitimate configuration, we have that no
configuration in Φtm+1 is a legitimate configuration. For brevity’s sake, in the rest of this theorem, ‘‘∀t > α’’ will mean ‘‘for
every t with l ≥ t > α’’.
Claim. ∀j ∈ {0, 1, . . . ,m}, ∀t > tj, [∀x ∈ ∪ji=0 Vi, d.x = dist(x, s)] and [∀x ∈ ∪mi=j+1 Vi, d.x ≥ δj] inΦt .
Proof of Claim.We prove by induction on j.
Induction basis: IfΦ1 contains a move by s, then ∀t > 1, d.s = 0 inΦt . Otherwise, by definition of ‘‘round’’,Φ1 must contain
a configuration γ in which s is not privileged. Hence d.s = 0 = d(s, s) in γ , and hence in Φt , ∀t > 1. It is obvious that
∀t > 1,∀x 6= s, d.x ≥ 0 = δ0 inΦt . Thus ∀t > t0, [∀x ∈ V0, d.x = dist(x, s)] and [∀x ∈ ∪mi=1 Vi, d.x ≥ δ0] inΦt .
Inductive step: Let k ∈ {0, 1, . . . ,m− 1} and assume that
(A) ∀t > tk,∀x ∈ ∪ki=0 Vi, d.x = dist(x, s) inΦt , and
(B) ∀t > tk,∀x ∈ ∪mi=k+1 Vi, d.x ≥ δk inΦt .
Subclaim 1. ∀p ∈ {0, 1, . . . , qk − 1},∀t > tk + p,∀y ∈ ∪mi=k+1 Vi, d.y ≥ δk + p · w inΦt .
Proof of Subclaim 1. We prove by induction on p.
Induction basis: In view of (B) above, ∀t > tk + 0,∀y ∈ ∪mi=k+1 Vi, d.y ≥ δk + 0 · w inΦt .
Inductive step: Let r ∈ {0, 1, . . . , qk − 2} and assume that
(C) ∀t > tk + r,∀y ∈ ∪mi=k+1 Vi, d.y ≥ δk + r · w inΦt .
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Let y be any node in ∪mi=k+1 Vi. Then ∀t > tk + r ,
min
z∈N(y)∩( k∪
i=0 Vi)
(d.z + w(y, z)) inΦt
= min
z∈N(y)∩( k∪
i=0 Vi)
(dist(z, s)+ w(y, z)) (in view of (A) above)
≥ dist(y, s)
= δi for some i ∈ {k+ 1, . . . ,m}
≥ δk+1
> δk + (qk − 1) · w
≥ δk + (r + 1) · w, and
min
z∈N(y)∩( m∪
i=k+1 Vi)
(d.z + w(y, z)) inΦt
≥ min
z∈N(y)∩( m∪
i=k+1 Vi)
(δk + r · w + w(y, z)) (in view of (C) above)
≥ δk + r · w + w (in view of the definition ofw)
≥ δk + (r + 1) · w.
Hence,
min
z∈N(y)
(d.z + w(y, z))
= min{ min
z∈N(y)∩( k∪
i=0 Vi)
(d.z + w(y, z)), min
z∈N(y)∩( m∪
i=k+1 Vi)
(d.z + w(y, z))}
≥ δk + (r + 1) · w.
If Φtk+r+1 contains a move by y, then ∀t > tk + r + 1, d.y ≥ δk + (r + 1) · w in Φt . Otherwise, Φtk+r+1 must contain a
configuration γ in which y is not privileged. Hence d.y ≥ δk + (r + 1) ·w in γ , and hence inΦt , ∀t > tk + r + 1. Therefore,
by mathematical induction, the subclaim is proved. 
From Subclaim 1, we get that
(D) ∀t > tk + qk − 1,∀y ∈ ∪mi=k+1 Vi, d.y ≥ δk + (qk − 1) · w inΦt .
Subclaim 2. ∀x ∈ Vk+1,∀t > tk+1, d.x = dist(x, s) inΦt .
Proof of Subclaim 2. Let x be any node in Vk+1. Then
∀t > tk + qk − 1, min
y∈N(x)∩( k∪
i=0 Vi)
(d.y+ w(x, y)) inΦt = min
y∈N(x)∩( k∪
i=0 Vi)
(dist(y, s)+ w(x, y)) (in view of (A) above)
= dist(x, s). (in view of Lemma 4 above).
On the other hand,
∀t > tk + qk − 1,
min
y∈N(x)∩( m∪
i=k+1 Vi)
(d.y+ w(x, y)) inΦt
≥ min
y∈N(x)∩( m∪
i=k+1 Vi)
(δk + (qk − 1) · w + w(x, y)) (in view of (D) above)
≥ δk + (qk − 1) · w + w
= δk + qk · w
≥ δk+1 (in view of the definition of qk)
= dist(x, s).
Hence,
∀t > tk + qk − 1,
min
y∈N(x)
(d.y+ w(x, y)) inΦt
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= min{ min
y∈N(x)∩( k∪
i=0 Vi)
(d.y+ w(x, y)), min
y∈N(x)∩( m∪
i=k+1 Vi)
(d.y+ w(x, y))} inΦt
= dist(x, s).
If Φtk+qk contains a move by x, then ∀t > tk + qk, d.x = dist(x, s) in Φt . Otherwise, Φtk+qk must contain a configuration γ
in which x is not privileged. Hence d.x = dist(x, s) in γ , and hence in Φt , ∀t > tk + qk. Since tk+1 = tk + qk, we have that
∀t > tk+1, d.x = dist(x, s) inΦt . Therefore the subclaim is proved. 
Subclaim 3. ∀x ∈ ∪mi=k+2 Vi,∀t > tk+1, d.x ≥ δk+1 inΦt .
Proof of Claim 3. Let x be any node in ∪mi=k+2 Vi. Then ∀t > tk + qk − 1,
min
y∈N(x)
{d.y+ w(x, y)} inΦt
= min{ min
y∈N(x)∩( k∪
i=0 Vi)
{d.y+ w(x, y)}, min
y∈N(x)∩( m∪
i=k+1 Vi)
{d.y+ w(x, y)}} inΦt
≥ min{ min
y∈N(x)∩( k∪
i=0 Vi)
(dist(y, s)+ w(x, y)), min
y∈N(x)∩( m∪
i=k+1 Vi)
(δk + (qk − 1) · w + w(x, y))}
(in view of (A) and (D) above)
≥ min{dist(x, s), δk + (qk − 1) · w + w}
= min{δi, δk + qk · w}, for some i ∈ {k+ 2, . . . ,m}
≥ δk+1.
IfΦtk+qk contains a move by x, then ∀t > tk+ qk, d.x ≥ δk+1. Otherwise,Φtk+qk must contain a configuration γ in which x is
not privileged. Hence d.x ≥ δk+1 in γ , and hence inΦt , ∀t > tk+qk. Since tk+1 = tk+qk, we have that ∀t > tk+1, d.x ≥ δk+1
inΦt . Therefore the subclaim is proved. 
Subclaims 2 and 3, together with (A) above, implies that ∀t > tk+1, [∀x ∈ ∪k+1i=0 Vi, d.x = dist(x, s)] and [∀x ∈∪mi=k+2 Vi, d.x ≥ δk+1] inΦt . Therefore, by mathematical induction, the claim is proved. 
By the above claim, ∀x ∈ ∪mi=0 Vi, d.x = dist(x, s) in Φtm+1. Since V = ∪mi=0 Vi, we have that ∀x ∈ V , d.x = dist(x, s) in
Φtm+1, i.e., every configuration in Φtm+1 is a legitimate configuration, a contradiction. Thus the supposition l ≥ tm + 2 is
false, i.e., l ≤ tm + 1. It follows that Γ contains at most tm + 1 rounds. Since
tm = t0 +
m−1∑
i=0
qi
= 1+
m−1∑
i=0
⌈
δi+1 − δi
w
⌉
≤ 1+
m−1∑
i=0
(
δi+1 − δi
w
+ 1
)
= δm − δ0
w
+m+ 1
=
max
x∈V
dist(x, s)
w
+m+ 1
≤ W (n− 1)
w
+ n, and
tm is an integer, we have that tm ≤
⌊
W (n−1)
w
⌋
+ n. Hence Γ contains at most ⌊W
w
(n− 1)⌋ + n + 1 rounds. Therefore the
worst-case stabilization time of Algorithm 1 under the distributed daemonmodel is atmost
⌊W
w
(n− 1)⌋+n+1 rounds. 
Corollary 6. If G is an unweighted graph, then the worst-case stabilization time of Algorithm 1 under the distributed daemon
model is O(n) rounds.
Proof. Since an unweighted graph can be viewed as a weighted graph with all edge weights being 1, W = w = 1. The
corollary follows immediately from Theorem 5. 
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3. Self-stabilizing center-finding algorithm
Let T = (V , E) be an undirected tree with a finite number of nodes. For x, y ∈ V , let dist(x, y) denote the distance
between x and y, i.e., the length of the unique simple path in T that connects x and y. The eccentricity of a node x, denoted by
e(x), is defined to be the distance between x and the farthest node from x in T , i.e., e(x) = max{dist(x, y)|y ∈ V }. A center
of T is a node with the minimum eccentricity. Proposition 7 states a well-known property regarding the center(s) of a tree.
The proof of it can be found in Theorem 2.1 in [22].
Proposition 7. A tree has a single center or two adjacent centers.
The algorithm in Bruell et al. [13] is as follows. In the algorithm, h.x is a register in node x, whose value is a non-negative
integer; Nh(x) = {h.y|y ∈ N(x)} denotes the multiset of h-values of all the neighbors of x; N−h (x) = Nh(x) − {maxNh(x)}
denotes the multiset of all the h-values in Nh(x)with one maximum h-value removed. For example, if x has three neighbors
whose h-values are 3, 4 and 4, respectively, then Nh(x) = {3, 4, 4} and N−h (x) = {3, 4}.
Algorithm 2. {For each leaf node x}
R0 h.x 6= 0→ h.x := 0
{For each internal node x}
R1 h.x 6= 1+max(N−h (x))→ h.x := 1+max(N−h (x)).
Legitimate configurations are those in which
h.x = 0, for each leaf node x, and
h.x = 1+maxN−h (x), for each internal node x,
i.e., no node in the system is privileged. There is actually a unique legitimate configuration (cf. Theorems 1 and 2 in [20]),
and in this legitimate configuration, the center (or centers) of the system can be identified (cf. Theorem 4 in [13]).
Theorem 8. Algorithm 2 is self-stabilizing under the distributed daemon model.
Proof. Suppose not, i.e., Algorithm 2 is not self-stabilizing under the distributed daemon model. Then, there must exist an
infinite executionΓ = (γ1, γ2, . . .) of Algorithm2under the distributed daemonmodel. Since there are only a finite number
of nodes in the system, there must be a node in the system that makes infinitely manymoves in Γ . LetM = {x ∈ V |xmakes
infinitely many moves in Γ }. Then M 6= ∅. In view of Algorithm 2, any leaf node in T can only make at most one move in
Γ . By the definition of M , there exists a suffix Γ ′ of Γ such that in Γ ′, no node in V − M can make any move, while every
node inM can make infinitely many moves.
Claim 1. Every node in M has at least one neighbor in M.
Proof of Claim 1. Suppose that there is a node x ∈ M such that x has no neighbor in M . Then for any y ∈ N(x), h.y does
not change in Γ ′. It follows that maxN−h (x) does not change in Γ ′. Thus x can make at most one move in Γ ′, which causes
a contradiction. Therefore the claim is proved. 
Since M induces a forest, there must be a node x in M such that x has exactly one neighbor in M . Let L = {x ∈ M|x
has exactly one neighbor in M}. Then L 6= ∅. Note that for every x ∈ L, since x ∈ M , x cannot be a leaf node in T , and
hence x has at least two neighbors in T . Since x has exactly one neighbor in M , x has at least one neighbor in V − M . Also
note that since for any y ∈ V −M , h.y never changes in Γ ′, we have that minx∈L(maxy∈N(x)−M h.y) never changes in Γ ′. Let
m = minx∈L(maxy∈N(x)−M h.y) in Γ ′.
Claim 2. For any j ∈ {0, 1, . . . ,m}, there exists a suffix Γj of Γ ′ such that for every x ∈ M, h.x ≥ j in Γj.
Proof of Claim 2. We prove by induction on j.
(1) Induction basis: Let Γ0 = Γ ′. It is obvious that for every x ∈ M , h.x ≥ 0 in Γ0.
(2) Inductive step: Let k ∈ {0, 1, . . . ,m− 1} and assume that there exists a suffix Γk of Γ ′ such that for every x ∈ M , h.x ≥ k
in Γk. Let x be any node inM .
Case 1. If x ∈ L, let v be the unique neighbor of x inM . By induction hypothesis, h.v ≥ k in Γk. As mentioned above, x has at
least one neighbor in V −M . Letw be a node in N(x)−M such that h.w = maxy∈N(x)−M h.y in Γk. Then h.w ≥ m > k in Γk.
Thus maxN−h (x) ≥ k in Γk.
Case 2. If x ∈ M − L, then x has at least two neighbors inM by Claim 1 and the definition of L. By induction hypothesis, the
h-values of these neighbors of x are greater than or equal to k in Γk. Thus maxN−h (x) ≥ k in Γk.
Therefore we have maxN−h (x) ≥ k in Γk in both cases. Let the step γtx → γtx+1 be the first step in Γk in which xmakes
a move. Then in (γtx+1, γtx+2, . . .), h.x ≥ k + 1. Let t = maxx∈M(tx + 1) and Γk+1 = (γt , γt+1, . . .). Then in Γk+1, for every
x ∈ M , h.x ≥ k+ 1. Therefore the claim is proved. 
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Let u ∈ L be such that maxy∈N(u)−M h.y = minx∈L(maxy∈N(x)−M h.y) = m in Γ ′, and let w be the unique neighbor of u in
M . By Claim 2, h.w ≥ m in Γm. Since maxy∈N(u)−M h.y = m in Γm, we have that maxN−h (x) = m in Γm. Hence, in view of
Algorithm 2, u can make at most one move in Γm, and thus u can make a finite number of moves in Γ , which contradicts
the definition ofM . Therefore, the supposition that Algorithm 2 is not self-stabilizing under the distributed daemon model
is false, and the theorem is proved. 
In order to analyze the stabilization time of Algorithm 2, we recall the following definition and lemmas in [20].
Definition 9. Case 1. T has a unique center c. In this case, we designate c as the root and T thus becomes a rooted tree at c.
For any x ∈ V − {c}, the parent of x is denoted by p(x). For any x ∈ V , let T (x) represent the subtree of T rooted at x. Then
we define H(x) = max{dist(x, y)|y is a leaf node in T (x)}, i.e., the height of T (x).
Case 2. T has two centers c1, c2. In this case, we first delete from T the edge connecting c1 and c2 and thus obtain two subtrees
T1 and T2 of T , where c1 ∈ V (T1) and c2 ∈ V (T2). T1 and T2 can be considered as rooted trees at c1 and c2, respectively. For
any x ∈ V − {c1, c2}, p(x) denotes the parent of x in the rooted tree to which x belongs. For any x ∈ V , the meanings of T (x)
and H(x) are also apparent.
Lemma 10. Suppose x is a node in T such that deg(x) > 1 and x is not a center of T . Then [H(p(x)) ≥ H(x) + 1],
[∀y ∈ N(x)− {p(x)},H(y) ≤ H(x)− 1] and [∃y0 ∈ N(x)− {p(x)} such that H(y0) = H(x)− 1].
Lemma 11. Suppose T has a unique center c. Then [∀y ∈ N(c),H(y) ≤ H(c)− 1] and [∃y1, y2 ∈ N(c) such that y1 6= y2 and
H(y1) = H(y2) = H(c)− 1].
Lemma 12. Suppose T has two centers c1 and c2. Then [H(c1) = H(c2)], [∀y ∈ N(c1) − {c2},H(y) ≤ H(c1) − 1] and
[∃y0 ∈ N(c1)− {c2} such that H(y0) = H(c1)− 1].
Theorem 13. The worst-case stabilization time of Algorithm 2 under the distributed daemon model is at most bdiam(T )/2c+2
rounds, where diam(T ) is the diameter of T .
Proof. Let m = bdiam(T )/2c, and for any i ∈ {0, 1, . . . ,m}, let Vi = {x ∈ V |H(x) = i}. Then V0 is the set of all leaf nodes
of T , Vm is the set of centers of T and V = ∪mi=0 Vi. Let Γ be any execution of Algorithm 2 under the distributed daemon
model. Let l be the number of rounds of Γ and let Φ1, Φ2, . . . , Φl be all the rounds of Γ . We now prove by contradiction.
Suppose l ≥ m+ 3. Since for every t ∈ {0, . . . , l− 1}, no configuration inΦt is a legitimate configuration, we have that no
configuration in Φm+2 is a legitimate configuration. For brevity’s sake, in the rest of this theorem, ‘‘∀t > α’’ will mean ‘‘for
every t with l ≥ t > α’’.
Claim. ∀j ∈ {0, . . . ,m},∀t > j+ 1, [∀x ∈ ∪ji=0 Vi, h.x = H(x)] and [∀x ∈ ∪mi=j+1 Vi, h.x ≥ j] inΦt .
Proof of the Claim.We prove by induction on j.
1. Induction basis. Let x be any node in V0. Then x is a leaf node. If Φ1 contains a move by x, then ∀t > 1, h.x = 0 in Φt .
Otherwise, Φ1 must contain a configuration γ in which x is not privileged. Hence h.x = 0 = H(x) in γ , and hence in Φt ,
∀t > 1. It is obvious that ∀t > 1,∀x ∈ ∪mi=1 Vi, h.x ≥ 0 inΦt . Thus ∀t > 1, [∀x ∈ V0, h.x = H(x)] and [∀x ∈ ∪mi=1 Vi, h.x ≥ 0]
inΦt .
2. Inductive step. Let k ∈ {0, 1, . . . ,m−1} and assume that ∀t > k+1, [∀x ∈ ∪ki=0 Vi, h.x = H(x)] and [∀x ∈ ∪mi=k+1 Vi, h.x ≥
k] inΦt .
Subclaim 1. For every x ∈ Vk+1,∀t > k+ 2, h.x = H(x) inΦt .
Proof of Subclaim 1. Let x be any node in Vk+1. Then H(x) = k+ 1 > 0. Hence x is an internal node in T .
Case 1. x is not a center of T . Then by Lemma 10, [H(p(x)) ≥ k+2], [∀y ∈ N(x)−{p(x)},H(y) ≤ k] and [∃y0 ∈ N(x)−{p(x)}
such that H(y0) = k]. Thus, by induction hypothesis, ∀t > k + 1, [h.p(x) ≥ k], [∀y ∈ N(x) − {p(x)}, h.y = H(y) ≤ k] and
[∃y0 ∈ N(x) − {p(x)} such that h.y0 = H(y0) = k] in Φt . It follows that ∀t > k + 1, N−h (x) = k in Φt . Hence ∀t > k + 1,
N−h (x) + 1 = k + 1 = H(x) in Φt . If Φk+2 contains a move by x, then ∀t > k + 2, h.x = H(x) in Φt . Otherwise, Φk+2 must
contain a configuration γ in which x is not privileged. Hence h.x = N−h (x) + 1 = k + 1 = H(x) in γ , and hence in Φt ,∀t > k+ 2. Therefore the subclaim is proved for this case. Similarly, we can prove the subclaim for the following two cases:
Case 2. x is the unique center of T .
Case 3. x is one of the two centers of T .
Therefore, the subclaim is proved. 
By arguing analogously as in Subclaim 1, we can also prove the following subclaim:
Subclaim 2. For every x ∈ ∪mi=k+2 Vi,∀t > k+ 2, h.x ≥ k+ 1 inΦt .
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Subclaims 1 and 2, together with the induction hypothesis, implies that ∀t > k + 2, [∀x ∈ ∪k+1i=0 Vi, h.x = H(x)] and[∀x ∈ ∪mi=k+2 Vi, h.x ≥ k+ 1] inΦt . Therefore, by mathematical induction, the claim is proved. 
By the above claim, ∀x ∈ ∪mi=0 Vi, h.x = H(x) in Φm+2. Since V = ∪mi=0 Vi, we have that ∀x ∈ V , h.x = H(x) in Φm+2.
That is, every configuration inΦbdiam(T )/2c+2 is a legitimate configuration, a contradiction. Hence the supposition l ≥ m+ 3
is false, i.e., l ≤ m + 2. It follows that Γ contains at most m + 2 rounds. Therefore the worst-case stabilization time of
Algorithm 2 under the distributed daemon model is at mostm+ 2 = bdiam(T )/2c + 2 rounds. 
4. Concluding remarks
In this paper, we have found two concise proofs to show that (1) in a real-weighted system, the algorithm in [8] is self-
stabilizing under the distributed daemon model, and solves the shortest path problem, and (2) the algorithm in [13] is
self-stabilizing under the distributed daemon model, and solves the center-finding problem. Moreover, we have computed
the worst-case stabilization times of these two algorithms under the distributed daemon model.
Although the shortest path algorithm has only recently been proved to be self-stabilizing, in [8], the proof provided here
employs a completely different point of view from, and is much more concise than, the proof in [8].
Finally, note that the correctness proof of the self-stabilizing center-finding algorithm has the same flavor as that of
the self-stabilizing shortest-path-finding algorithm. This indicates that the nature of self-stabilization with respect to the
center-finding problem is close to the nature of self-stabilization with respect to the shortest-path-finding problem.
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