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Abstract
MapReduce (and its open source implementation Hadoop) has become the de facto platform for
processing large data sets. MapReduce offers a streamlined computational framework by interleaving
sequential and parallel computation while hiding underlying system issues from the programmer. Due
to the popularity of MapReduce, there has been attempts in the theoretical computer science community
to understand the power and limitations of the MapReduce framework. In the most widely studied
MapReduce models each machine has memory sub-linear in the input size to the problem, hence cannot
see the entire input. This restriction places many limitations on algorithms that can be developed for the
model; however, the current understanding of these restrictions is still limited.
In this paper, our goal is to work towards understanding problems which do not admit efficient
algorithms in the MapReduce model. We study the basic question of determining if a graph is connected
or not. We concentrate on instances of this problem where an algorithm is to determine if a graph consists
of a single cycle or two disconnected cycles. In this problem, locally every part of graph is similar and the
goal is to determine the global structure of the graph. We consider a natural class of algorithms that can
store/process/transfer the information only in the form of paths, and show that no randomized algorithm
cannot answer the decision question in a sub-logarithmic number of rounds. Currently, there are no
absolute super constant lower bounds on the number of rounds known for any problem in MapReduce.
We introduce some of the first lower bounds for a natural graph problem, albeit for a restricted class of
algorithms. We believe our result makes a progress towards understanding the limitations of MapReduce.
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1 Introduction
Today as data sets grow larger, practitioners have turned to utilizing distributed computing to processes
these data sets and MapReduce and its open source implementation Hadoop have emerged as a standard
distributed computational framework. This framework has been adopted by hundreds of companies and
universities. The main success of MapReduce is owed to a simple framework offered to programmers which
hides underlying system issues, such as fault tolerance and network communication, and lets the programmer
focus on algorithms design.
A MapReduce computation informally works as follows and more formal specifics are given in Sec-
tion 2. There is a set of machines available for data processing and the data is assumed to be arbitrarily
partitioned across the machines at the beginning of the computation. Computation is performance in rounds
and each round consists of a Map phase and a Reduce phase. During the Map phase, a machine decides
for each piece of local data stored on the machine, which machine(s) the data should be sent to. After the
Map phase occurs, the data is routed to the machines as specified by the mappers where it is then processed
in the Reduce phase. In the Reduce phase, each machine runs an algorithm over the data it is assigned and
possibly creates new data that is to be mapped in a subsequent map phase. The key requirements are that
each machine can only process data that locally resides on machine during the reduce phase and can only
decide how to map the data to other machines based on local information.
Due to the popularity of MapReduce, the theoretical computer science community has focused on de-
veloping a theoretical foundation for the framework [15, 7, 17, 18, 3, 10, 8, 2, 22, 16, 20, 6, 1, 11, 14, 4].
Several prior works have designed theoretical models of MapReduce [11, 16, 14, 13, 1] and some of these
are special cases of more general parallel computing models [9, 23]. The models introduced for MapReduce
are similar. Currently, the most well studied model of MapReduce was given in [16]. The popularity of
the model comes from its simplicity and the abundant examples where theoretical algorithms developed for
the model translate into efficient practical algorithms. For example, [3, 10, 2]. It is interesting to note, that
while the model of [16] was designed for MapReduce, it captures central constraints seen in distributed
computation in general.
The model of [16] is as follows. When a problem has size n then the algorithm designer is given n1−
machines with n1− memory where  > 0 is a fixed constant. The constant  can be chosen by the algorithm
designer and, so, for an algorithm to belong to the model, it is just required to use this many machines and
memory for some constant . The main idea behind this restriction is that that since MapReduce is used to
process large data sets, the number of machines and memory on the machines should be sub-linear in the
size of the problem. It is assumed that computation on each of the machines takes O(1) time during a Map
or Reduce phase (even if it actually runs a polynomial time algorithm). The goal is to design an algorithm
which minimizes the number of rounds. By minimizing the number of rounds, the algorithm minimizes the
number of times off site network communication occurs, which is typically the most time consuming part
of a MapReduce computation. We note that with these constraints, an algorithm which runs in O(polylogn)
rounds will never see the entire input to the problem. Thus, to solve a problem in MapReduce, one must find
a highly parallelized algorithm. An ideal algorithm runs in O(1) rounds and many fundamental problems
admit such an algorithm [17, 1, 18]. Refinements have been suggested for this model such as including the
total network communication and restricting the number of machines so that the total aggregate memory
available is at most Θ˜(n) [1, 14].
One major success of MapReduce in both theory and practice is in the analysis of graphs. One of the first
problems which was shown to have a theoretically efficient MapReduce algorithm is the Minimum Span-
ning Tree problem [16] and later algorithms were given for computing maximal and approximate weighted
matchings in MapReduce [18, 17]. These algorithms run in O(1) rounds, but they unfortunately have an
additional requirement on the input. It is assumed in both of these works that if m is the number of nodes in
the graph then the number of edges in the graph is at least m1+c for some constant c > 0. When assuming
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this, the input size is then at least n = m1+c and by setting  = c/2 one can then assume in the MapReduce
model that each machine has sufficient memory to store all of the nodes of the graph, but not all of the edges.
It has been observed in practice that there are cases where large graphs are dense [19]. However, it is
typically the case that large graphs are sparse. Unfortunately, the analysis of sparse graphs in MapReduce is
currently not well understood. Techniques that run in O(1) rounds for dense graphs, do not lend themselves
to sparse graphs. There are techniques for simulating PRAM algorithms in the MapReduce setting [16, 14],
but these results only lead to Ω(log n) round algorithms for sparse graphs. Without simulation of a PRAM
algorithm, an explicitO(log n) round algorithm is known to compute s, t-connectivity in sparse graphs [16].
A central open problem in the MapReduce setting, is resolving whether or not there exists o(log n) round
algorithms for graph problems in MapReduce.
Due to the resistance to developing such algorithms, it has been suggested that there may be strong
lower bounds on the number of MapReduce rounds required for computing even simple problems such as
determining if a graph is connected or not. Unfortunately, proving strong lower bounds for any problem is
also a central open problem in the area. Fundamentally, developing lower bounds will help to separate what
types of problem can be efficient solved in MapReduce and which require different computation frameworks
to solve when data sets are large. As mentioned, in essence the theoretical MapReduce framework is an
abstraction of understanding what types of problems can be solved in parallel when machines have sub-
linear local memory. Such an abstraction will likely continue to be useful beyond MapReduce as it simply
captures challenges faced in many forms of distributed computation in general.
The major challenge in showing a lower bound for a MapReduce algorithm is that related lower bound
techniques from communication complexity are challenging to apply. If one is to show a lower bound in
MapReduce, one should show that no machine learns large amount of information in a round. However,
while intuitively this is true, it is difficult to formally argue because a super-linear amount of information
is communicated between the machines every round. Thus, it is hard to determine what the machines learn
overall.
Previous Work: There have been some attempts to develop lower bounds for MapReduce. The work of
[21] shows some problems which cannot be solved in 1 round and [12] gives lower bounds but does not
allow a machine to run a polynomial time computation during a round. Jacob et al. [15] have shown an
interesting game between the algorithm and adversary of connecting two given points requires Ω(log n)
rounds for a certain class of algorithms. However, the connectivity information is revealed to the algorithm
in a restrictive manner which is part of game rule, and it is not clear how the game can be translated into a
natural graph problem.
Recently, a novel result in the work of [4] 1 has shown that s, t-connectivity requires Ω(log n) rounds
for a class of algorithms, but assumes that the algorithm must output the path connecting s and t. Such an
assumption is natural in the context of databases (which was the main setting [4] considered) where a full
discovered relationship between s and t must be output explicitly. Later, this result was nicely extended in
[5] to the problem of labeling each point with the ID of the connected component the point belongs to.
Hence it has remained open if there are super constant lower bounds even in restricted MapReduce
models for decision problems arising in graphs.
Results: In this work we study lower bounds in the MapReduce setting. We study the decision problem of
determining if a given graph is connected or not. To study this problem, we focus on the following instance
problem instance. The given graph G = (V,E) is an undirected graph which consists of either one cycle
on |V | nodes or two cycles each on |V |/2 nodes. The goal is for the algorithm to determine if the graph is
one or two cycles, thus determining if it is connected or not. Note that in either of these cases, the total size
of the input is O(|V |) and in the MapReduce model, this enforces that each machine has memory at most
O(|V |1−) for some constant  > 0.
1Also see [5] for the full version.
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The lower bound we show is for certain classes of algorithms and specifics are given in Section 3.1.
Roughly, we assume that the algorithm is required to store all information in the form of subpaths of the
cycle(s). Anytime the algorithm has two paths on a machine which intersect (or touch) each other, the
algorithm can merge these paths into a single path. Upon merging these paths, we assume that no matter the
length of the path being stored, the algorithm is allowed to use O(1) space to store each path, including the
whole information regarding the path (eg. from which subpaths the path was merged). Then, the algorithm
can map each path using only the information of the path itself, but not other disjoint paths. The goal for the
algorithm is to find a path longer than |V |/2, certifying that the graph does not consist of one cycle or show
that no such path exists, certifying that the graph consists of two cycles. Using these restrictions, we give
the following theorem.
Theorem 1.1. No randomized algorithms, which store information only in the form of paths, merge inter-
secting paths to obtain longer paths, and map each path based only on the path itself (see Section 3.1 for full
details on the assumptions), can decide if a given graph of n points consists of one cycle or two disconnected
cycles in o(log n) rounds in MapReduce.
As mentioned, this is the first lower bound for a graph decision problem in the MapReduce setting.
Our model captures most known algorithms for graph connectivity in MapReduce such as the connectivity
algorithm of [16]. We further note that while we specifically consider the model of [16] the further refine-
ments of the model given in [1, 14] are more restrictive and our lower bounds hold there as well. Our proof
techniques do not use previous literature on lower bounds in alternative models, but rather we argue directly
about the information that can be acquired by an algorithm. A key difference between our work and that
of [4] is that we allow learned information about paths to be compactly represented in O(1) space, giving
a large amount of power to the algorithm. This additional power justifies that the algorithm merges two
paths if they intersect since it needs no extra memory, and makes the decision problem more clear. We feel
that our assumptions give a considerably more flexible framework than [4] since most of key algorithmic
developments in MapReduce require compact representation of data. For example graph filtering [16, 18]
and coresets for clustering [17]. Indeed, being able to compactly represent large amounts of information is
at the core of most MapReduce algorithms and capturing this in the lower bound is key to understanding the
limits of this technique.
We were unable to determine a lower bound for all algorithms. However, we believe that our work
is a fundamental step in determining unrestrictive lower bounds for problems in MapReduce and gives an
explanation on why O(1) round algorithms for sparse graph analysis have been challenging to develop.
Overview of our Analysis: Intuitively, whether the graph consists of one cycle or two, the graph looks
similar to the algorithm, which only can use partial data on each machine for local Reduce computation.
Connected components/paths observed on each machine look similar to the algorithm, making it hard to
distinguish between both cases. Indeed, if points are arbitrarily stored across machines in the beginning (but
each machine can store at most n1− points), it is easy to see a random permutation of which nodes are
connected induces paths of length at most O(1) on all machines with high probability. While it is tempting
to apply this observation over rounds to show a super constant lower bound on the number of rounds required
for the algorithm to find a path of length n/2, the main technical challenges come from dependency between
rounds – we already used full randomness of permutations to fail the algorithm in the first round. Now the
algorithm has the freedom to place the points based on the revealed random decision in the next round and
we now have to argue about what the algorithm might have learned in the next round without changing
which points are connected again.
To address these dependency issues, we make a crucial observation which we call the Local Invariance
Lemma (Lemma 3.2). This lemma allows us to continue this type of analysis by recursively finding events
conditioned on which we can enjoy sufficient randomness over a subset of instances consistent with what the
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algorithm has learned so far. At a high-level, the lemma states that if two different graphs (cycle labelings)
have a long path H in common on the cycle(s), then each subpath of H sufficiently far from the boundaries
(endpoints of the path) is present on the same subset of machines for many rounds, no matter which cycle
(labeling) is input to the algorithm.
To use the Invariance lemma, we refine the process of sampling a random permutation on a cycle into
multiple levels where we create a collection of larger ordered sets of points in each level/round while pre-
serving the order of points we fixed in the previous levels. This refined process can be viewed as a tree
(see Figure 1 for an illustration) where each leaf node is an instance. Here each ordered set is nothing but a
subpath which will appear in each permutation of ordered sets in S; here each permutation corresponds to
an instance. Let’s call S as a partition and let P(S) denote all instances generated from S. We show that
in one additional round, the algorithm can increase the length of discovered paths only by a constant factor.
Namely, conditioned on paths being of length at most L in some partition S, the paths found in the next
round from S have length O(L). This is where the Local Invariance Lemma kicks in. The lemma ensures
that all ordered sets/paths in all instances in P(S) are small/short until the current round and allows us to
identify a set of subpaths, each of which is present on the same set of machines for all instances in P(S). In
this sense, we can say the partition S is veiled (hidden) from the algorithm. Then, we can use randomness
over the permutations/instances in P(S) with respect to the identified subpaths in order to show that the
algorithm can increase the length of learned paths by at most a constant factor with high probability. We
now use the Invariance lemma again to show that each child (one more level refined partition) of S is still
veiled from the algorithm with high probability. Our analysis shows that there are sufficiently many veiled
paths from the root to the leaf nodes in the tree, meaning that the algorithm makes a small progress in every
round in most cases.
2 Preliminaries
It is assumed in MapReduce that data is represented at 〈key; value〉 tuples. Here the key and value
are binary strings. Intuitively, the value is a piece of information and the key is an address of a virtual
machine. The Map phase is defined as a function f which takes a single 〈key; value〉 tuple and outputs a set
of 〈key; value〉 tuples. The map function could be to be deterministic or randomized and is implemented by
the algorithm designer. The mapping operation is stateless and takes a single tuple so that the 〈key; value〉
tuples can be mapped easily in a distributed fashion. Intuitively, the map function sets the keys of the tuples
to specify which machine the value should be sent to. Note this the map function could possible create many
tuples with the same value, thereby sending the value to several machines.
After the map phase, a shuffle phase occurs which is done automatically by the system. The shuffle
phase routes the data with the same key to the same virtual machine. The shuffle phase is typically the most
time consuming portion of the round as this is when the massive data is routed through the network between
the machines.
In the reduce phase, a reduce function g takes as input all 〈key; value〉 tuples with the same key k. The
reduce function is specified by the algorithm designer and generally it is during the reduce phase where
non-trivial computation is performed on the data. The reason non-trivial computation can be performed is
because in this phase the algorithm designer knows the data it is operating over since the tuples mapped to
the function was specified by the implemented map function. Like the map function, the reduce function can
be deterministic or randomized. The output of the reduce function g is a set of 〈key; value〉 pairs all with
the same key. The output from the reduce phase is either more tuples that are to be mapped in a subsequent
map phase or the final output. Parallelism is exploited in the reduce phase because tuples with different keys
can be reduced by different machines.
Throughout this paper, we will assume the model of [16] where we assume there are n1− machines with
n1− memory where  > 0 is a constant specified by the algorithm designer. During a round, we assume
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that the computation performed by the map or reduce functions are allowed to be unbounded time functions
(although the model requires they be polynomial time functions). Our goal is to bound the number of rounds
of communication required by the algorithm.
3 Lower Bound
3.1 Restrictions on the Algorithms
There are n + 1 points with unique IDs that are either on one cycle or two disconnected cycles, which
is the question the algorithm is challenged to answer. There are n1− machines, each with n1− units of
memory where 0 <  < 1 is a fixed constant. A path P is a consecutive sequence of points on the cycle(s)
in clockwise order. The length of P is defined as the number of vertices on P and denoted as |P |. A path
could be of length 1. All information is stored/processed/transferred in the form of paths. In particular, at
any point in time, either before or after Reduce, the algorithm has a collection of subpaths of the cycle(s) on
each machine.
We let Arm(I) denote the collection of paths that the algorithm A has on machine m for instance I at
the beginning of the Reduce operation in round r. Since machines don’t communicate with one another
during Reduce, to emphasize machines being independent, we may say that machine m has paths Arm(I)
for instance I before Reduce in round r. When the instance I is clear from the context, it can be omitted.
Then, during Reduce each machine merges two intersecting subpaths repeatedly until all paths it has are
pairwise non-intersecting/disjoint. Here we say that two paths are intersecting if the union of points on the
two paths forms a path on a cycle. Otherwise, we say they are non-intersecting or disjoint. When we say two
paths are properly intersecting, we mean that the two have a common point. Let Ar,+m denote the collection
of disjoint subpaths the algorithmA has on machine m after Reduce in round r. Note that initially the n+1
points are stored across machines, so A1m is a subset of points (or equivalently paths of length 1). A point
may be present on multiple machines at the beginning.
Summary of the Algorithms’ Restrictions
1. Each machine can store its current information only in the form of a collection of paths.
2. Each machine can combine paths only when they are intersecting.
3. Each machine can decide where to send a path P it has based only on the path P , the current
round number, the machine index, and the history of the subpaths in P .
4. The algorithm must have a path of length at least n/2 on a machine to decide if the graph
consists of a single cycle or not.
We assume that the algorithm can store each path using only one unit of memory. Further, we allow a
path P to store all ‘local’ history pertaining to itself – not only all points on the path but also how the path
was obtained, and even the history of its individual subpaths. By history, we mean how the subpaths were
obtained by the algorithm. However, the path P carries no information on points on other disjoint paths.
After obtaining disjoint paths, the algorithm (each machine m) decides where to send each path P ∈ Ar,+m ,
based solely on the path’s local information, the current round, and the machine index m. A path can be
sent to multiple machines. Here the only constraint is the limited memory capacity of individual machines
– the algorithm must satisfy |Arm| ≤ n1− for all r and m. Since all information is stored only in the form
of paths, the only way for the algorithm to decide if the graph consists of a single cycle or not is to have a
path of length at least n/2 on a machine.
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3.2 Analysis
We fix a deterministic algorithm A under the restrictions discussed in the previous section. Let ρ :=
1024/ and R := (/2) logρ n. For simplicity, we assume that 1/ and R are integers. We will show the
following main lemma.
Lemma 3.1. Consider a random instance I where n + 1 points are randomly placed on a cycle. For all
1 ≤ r ≤ R and machinesm, Ar,+m (I) has no path with length 2ρr with high probability.
This lemma implies that no deterministic algorithm can find a path of length n/2 in o(log n) rounds
regardless of whether the graph has one cycle or two, hence proving Theorem 1.1 by Yao’s Min-Max Prin-
ciple.
3.2.1 Local Invariance Lemma
In this section we prove a very useful lemma which we call the Local Invariance Lemma. Roughly
speaking, the lemma states that if two instances have a long common subpathH , then the algorithm behaves
very similarly for both instances with respect to the common subpath, meaning that the algorithm has most
of H’s subpaths on the same subsets of machines for many rounds. For a path H , we say H ′ is t-trimmed
subpath of H if H ′ is obtained by removing t points from both ends of H . Recall that we say that two paths
intersect if the union of the points on the two is a consecutive sequence of points on the cycle. For two paths
P ′ and P , let P ′ ∧ P denote the longest common subpath of P ′ and P . For a set of paths T and a path P ,
let T ∧ P := {P ′ ∧ P | P ′ ∈ T}. Also we let T |P denote the subset of paths in T that are subpaths of P .
Note that (T |P ) ∧ P = T |P and (T ∧ P )|P = T ∧ P .
Lemma 3.2 (Local Invariance Lemma). Let I1 and I2 be instances that have an identical path H . Let Hr
denote the ρr/32-trimmed subpath of H . Suppose that for all 1 ≤ r ≤ R and machines m, all paths in
Ar,+m (I1)|Hr are of length at most ρr/8, and all paths (Ar,+m (I1) \ (Ar,+m (I1)|Hr)) ∧ Hr are of length at
most ρr/32. Then it follows that
• Claim (i): all paths inAr,+m (I2)|Hr are of length at most ρr/8, and all paths (Ar,+m (I2)\(Ar,+m (I2)|Hr))∧
Hr are of length at most ρr/32.; and
• Claim (ii): Ar,+m (I1)|Hr = Ar,+m (I2)|Hr.
Note that in the lemma, (Ar,+m (I1) \ (Ar,+m (I1)|Hr)) refers to the paths in Ar,+m (I1) that are not fully
contained in Hr. Hence, what all paths (Ar,+m (I1) \ (Ar,+m (I1)|Hr)) ∧ Hr being of length at most ρr/32
means is that all paths in Ar,+m (I1) that are not fully contained in Hr intersect Hr by at most ρr/32. The
first part of Claim (i) is redundant since it follows from Claim (ii). However, we keep it explicit since it will
be useful later for analysis.
Before we prove the lemma we explain what it means in other words and how we can exploit it. We will
show that the length of paths machines have can grow only by a constant factor in each round as claimed
in Lemma 3.1. Intuitively, most subpaths of H will move to the same machines for many rounds due to
the ‘locality’ assumptions imposed on the algorithm. However, the similarity will diminish in rounds since
‘boundary’ subpaths of H can be mapped to different machines affected by other paths that are not fully
contained in H . This is why we trim out H by an exponentially increasing margin on both ends, which is
formalized inHr. The first claim says that once we restrictH toHr, all subpaths the algorithm has found do
not overlap with Hr a lot. The second claim states that all subpaths fully contained in the trimmed subpath
Hr are stored on the same sets of machines for both instances I1 and I2. This will allow us to identify a
large number of subpaths shared by many instances that the algorithm has to connect to obtain longer paths.
By defining the probability subspace on the instances, we will be able to repeatedly apply our probabilistic
argument over multiple rounds.
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We now prove Lemma 3.2 by induction on the number of rounds. Recall that Ar,+m (I) is the paths the
machine m has for instance I after Reduce in round r.
Proof of [Lemma 3.2] We start with proving the base case. Recall that each point on H is on the same
subset of machines at the beginning, i.e. A1m(I1) ∧ H = A1m(I2) ∧ H for all m; recall that A1m only
has paths of a unit length (or equivalently points). Since each machine m only can merge paths on itself,
for any P ∗ ∈ A1,+m (I2) \ (A1,+m (I2)|H1) ∧ H , all points (each point is a path of length 1) on P ∗ are in
A1m(I2) ∧H = A1m(I1) ∧H . Further, P ∗ is not a subpath of H1. Hence m can make a path P that is not
a subpath of H1 in round 1 for I1 such that P ∧ H1 is as long as P ∗ ∧ H1. This immediately proves the
second part of Claim (i). As mentioned before, the first part of Claim (i) will follow from Claim (ii).
To see Claim (ii), consider any path P inA1,+m (I1)|H1. Note that all points on P are inA1m(I1), but nei-
ther of the two points adjacent to P ; otherwise A1m(I1) will contain a path longer than P , but not P . This is
the same for instance I2 sinceA1m(I1)∧H = A1m(I2)∧H . Hence P ∈ A1,+m (I2), and since P is a subpath of
H1, we have thatAr,+m (I1)|Hr ⊆ Ar,+m (I2)|Hr. Similalry, we can showAr,+m (I2)|Hr ⊆ Ar,+m (I1)|Hr, hence
we have Claim (ii). (We note that trimming H is crucial: it may happen that Ar,+m (I1)|H 6= Ar,+m (I2)|H .)
We prove the lemma holds for round r assuming that it does for round r − 1. Since each machine m
sends out each path in Ar−1,+m to machines as it is for round r, Claims for round r − 1 imply:
Proposition 3.3. All paths in Arm(I1) ∧Hr−1 or Arm(I2) ∧Hr−1 are of length at most ρr−1/8.
Proposition 3.4. For allm, Arm(I1)|Hr−1 = Arm(I2)|Hr−1.
We begin with proving the second part of Claim (i) for round r. For the sake of contradiction, suppose
Ar,+m (I2) \ (Ar,+m (I2)|Hr) has a path P ∗ such that P ∗ ∧ Hr has length greater than ρr/32. Let P ′ be the
subpath of P ∗ that also fully contains P ∗ ∧ Hr and has length one more than P ∗ ∧ Hr. If there exist
P1, P2, ..., Pk inArm(I2) that are all subpaths ofHr−1 such that P ′∧Hr is a subpath of the concatenation of
P1, P2, ..., Pk, then by Proposition 3.4, it must be that P1, P2, ..., Pk ∈ Arm(I1). Hence Ar,+m (I1)|Hr must
have a path as long as P ∗ ∧ Hr that is not a subpath of Hr, which is a contradiction to the conditions of
Lemma 3.2. Otherwise, there must exist P0 in Arm(I2) including a point not in Hr−1 and intersecting Hr,
and other paths P1, P2, ..., Pk in Arm(I2) that are all subpaths of Hr such that P ′ ∧ Hr is a subpath of the
concatenation of P0, P1, P2, ..., Pk. Thus, P0 ∧ Hr−1 has length at least (|Hr−1| − |Hr|)/2 = ρr/32 −
ρr−1/32 > ρr/16, which is a contradiction to Proposition 3.3, which restricts the length of P0 ∧Hr−1 to at
most ρr−1/8. As before, the first part of Claim (i) will follow from Claim (ii).
We now prove Claim (ii) for round r. For the sake of contradiction, suppose there is a path P ∗ ∈
(Ar,+m (I1)|Hr) \ (Ar,+m (I2)|Hr); the other case can be handled symmetrically. Say machine m obtained
P ∗ by combining P1, P2, ..., Pk in Arm(I1) in round r. Since Hr is a subpath of Hr−1, by Proposition 3.4,
P1, P2, ..., Pk ∈ Arm(I2). Now the only possible reason P ∗ /∈ Ar,+(I2)|Hr is that there is a path P0 ∈
Arm(I2) that intersects P ∗ (thus intersecting Hr) so that machine m obtains a longer path for I2 than P ∗
for I1 in round r. If P0 is a subpath of Hr−1, then P0 ∈ Arm(I1) by Proposition 3.4. Hence m obtains a
longer path than P ∗ for I1, so P ∗ /∈ Ar,+m (I1), which is a contradiction. Thus P0 must include a point not in
Hr−1 and intersect Hr, which yields |P0 ∧Hr−1| ≥ (|Hr−1| − |Hr|)/2 > ρr/16, which is a contradiction
to Proposition 3.3 as we argued above. This completes the proof of Lemma 3.2. 2
3.2.2 Constructing a Random Lower Bound Instance
In this section we construct our lower bound instance and prove Lemma 3.1 and Theorem 1.1. As stated
in Lemma 3.1 our random instance is generated by placing n+ 1 points on a cycle in random order. While
the instance itself is simple, our analysis is non-trivial and repeatedly uses Lemma 3.2. Towards this end,
we will have to define the probability space carefully.
The n + 1 points are indexed by their IDs, 0, 1, ..., n. We fix the n + 1 locations where points can be
placed and index them by Q = {q0, q1, q2, ..., qn} in clockwise order. Here, q0 is the ‘pivot’, and is the next
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to the uniform distribution over the outcome subspace Ur(S). Likewise we can view Sr as a probability
distribution. Define a level r-arc to be a sequence of ⇢r locations starting with q1+(k 1)⇢r and ending with
qk⇢r for an integer k. Note that for any level-r partition S 2 Sr and for all I 2 Ur(S), every level-r segment
in S is mapped to a unique level-r arc. See Figure 2.
{h1i, h2i, h3i, h4i}
· · · {h1, 2i, h3, 4i} {h1, 3i, h2, 4i} · · ·
{h1, 2, 3, 4i} {h3, 4, 1, 2i} {h1, 3, 2, 4i} {h2, 4, 1, 3i}
Figure 1: An illustration of permutation tree⌧ when n = 4 and ⇢ = 2. The root has 4!/2! = 12 children,
each of which has 2! = 2 children. Each leaf node corresponds to a permutation of [n]. h· · · i is used to
denote an ordered set of point IDs.
q0
q1
q2
q3
q4
0
3
4
1
2
h3, 4, 1, 2i:
Figure 2: The point IDs in the ordered set are mapped to q1, q2, · · · , qn in the order they appear in the
ordered set. When n = 4 and ⇢ = 2, level-1 arcs are hq1, q2i and hq3, q4i. {h1, 2i, h3, 4i} is a level-
1 partition. For both instances h1, 2, 3, 4i and h3, 4, 1, 2i, which are children of {h1, 2i, h3, 4i}, level-1
segments h1, 2i and h3, 4i are mapped to level-1 arcs hq1, q2i and hq3, q4i. For instance h3, 4, 1, 2i, h3, 4i is
mapped to hq1, q2i, and h1, 2i to hq3, q4i.
3.2.3 Main Analysis
We begin our analysis with showing that w.h.p. the algorithm cannot obtain a path of length greater than
⇢/32 in round 1.
Lemma 3.5. Let I be an instance sampled from U uniformly at random. The probability that for all m, all
paths on A1,+m (I) have length at most ⇢/32 is at least 1  1/n2.
Proof. Consider any fixed machine m, which contains at most n1 ✏ points (IDs) in the beginning, i.e.
|A1m|  n1 ✏. Consider any subset Q0 of  := ⇢/32 consecutive point locations in Q (not including q0) on
the cycle. The number of instances where all those locations in Q0 are mapped to points IDs in A1m is at
most
⇣Q 1
i=0 (n
1 ✏   i)
⌘
· (n   )!. Hence the probability that m has a path over the locations on Q0 after
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Figure 1: An illustration of permutation tree τ when n = 4 and ρ = 2. The root has 4!/2! = 12 children, each of which has
2! = 2 children. Each leaf node corresponds to a permutation of [n]. 〈· · · 〉 is used to denote an ordered set of point IDs.
q0
q1
q2
q3
q4
0
3
4
1
2
〈3, 4, 1, 2〉:
Figure 2: The point IDs in the ordered set are mapped to q1, q2, · · · , qn in the order they appear in the ordered set. When
n = 4 and ρ = 2, level-1 arcs are 〈q1, q2〉 and 〈q3, q4〉. {〈1, 2〉, 〈3, 4〉} is a level-1 partition. For both instances 〈1, 2, 3, 4〉 and
〈3, 4, 1, 2〉, which are children of {〈1, 2〉, 〈3, 4〉}, level-1 segments 〈1, 2〉 and 〈3, 4〉 are mapped to level-1 arcs 〈q1, q2〉 and 〈q3, q4〉.
For instance 〈3, 4, 1, 2〉, 〈3, 4〉 is mapped to 〈q1, q2〉, and 〈1, 2〉 to 〈q3, q4〉.
to qn on the cycle. For simplicity, assume that n is a power of ρ := 1024/. For the sake of analysis, we give
an alternative but equivalent definition of a random permutation of the points on the cycle. In the probability
space, an outcome can be described by a one-to-one mapping f from point IDs {0} ∪ [n] to point locations
Q with the invariant f(0) = q0 regarding the pivot point. We denote the entire outcome space as U . Then
each possible f corresponds to a u iq e permutation of [n], so it follow that |U| = !.
Since we will repeatedly apply Lemma 3.2 by conditioning on certain events, we gradually refine the
outcome space in multiple levels. We enumerate all permutations of [n] using the following rooted tree τ .
Partition [n] into n/ρ disjoint ordered sets of equal size ρ, which we call level-1 segments. The family of
such partitions, which we call level-1 partitions, is denoted as S1. Level-1 partitions are the children of the
root. Note that there are |S1| = n!/(n/ρ)! level-1 partitions. In general, for each level-(r− 1) partition S in
Sr−1, we partition level-(r − 1)-segments in S into n/ρr ordered sets of equal size, which we call level-r
segments. The family of such partitions is denoted as Cr(S) since they are all derived from a specific level-
(r − 1) partition, S. We recurse until r = logρ n. When r = logρ n, each level-r partition in Sr consists of
a single segment of length n, which is exactly a permutation of point IDs, [n]. Hence we can get a uniform
distribution over permutations of [n] by sampling S1 from S1 uniformly at random, and sampling S2 from
C(S1), and so on. See Figure 1 for an illustration of the tree τ . Let Ur(S) denote the outcome subspace
where all outcomes in Ur(S) are descendants of S in the tree τ . To save notation, we allow Ur(S) to refer
to the uniform distribution over the outcome subspace Ur(S). Likewise we can view Sr as a probability
distribution. Define a level-r arc to be a sequence of ρr locations starting with q1+(k−1)ρr and ending with
qkρr for an integer k. Note that for any level-r partition S ∈ Sr and for all I ∈ Ur(S), every level-r segment
in S is mapped to a unique level-r arc. See Figure 2.
3.2.3 Main Analysis
We begin our analysis with showing that w.h.p. the algorithm cannot obtain a path of length greater than
ρ/32 in round 1.
8
Lemma 3.5. Let I be an instance sampled from U uniformly at random. The probability that for allm, all
paths on A1,+m (I) have length at most ρ/32 is at least 1− 1/n2.
Proof. Consider any fixed machine m, which contains at most n1− points (IDs) in the beginning, i.e.
|A1m| ≤ n1−. Consider any subset Q′ of κ := ρ/32 consecutive point locations in Q (not including q0) on
the cycle. The number of instances where all those locations in Q′ are mapped to points IDs in A1m is at
most
(∏κ−1
i=0 (n
1− − i)
)
· (n− κ)!. Hence the probability that m has a path over the locations on Q′ after
Reduce in round 1 is at most
(∏κ−1
i=0 (n
1− − i)
)
· (n−κ)!/n! ≤ (2/n)κ ≤ 1/n4 for a sufficiently large n;
recall ρ = 1024/. Taking a union bound over all machines m and all Q′ gives the lemma.
In the following, we formalize how much the algorithm learns about segments over rounds. Roughly
speaking, a partition S ∈ Sr is ‘veiled’ from the algorihtm if it induces a outcome subspace Ur(S) where
all outcomes contain the same set of segments that the algorithm barely learned by round r.
Definition 3.6. We say that a level-r partition S ∈ Sr is veiled and denote it as Veiledr(S) if for all
machinesm and segments s ∈ S,
1. for all I ∈ Ur(S),Ar,+m (I)|sr has no path of length more than ρr/8, and (Ar,+m (I)\(Ar,+m (I)|sr))∧sr
has no path of length more than ρr/32; and
2. for all I1, I2 ∈ Ur(S), Ar,+m (I1)|sr = Ar,+m (I2)|sr.
where sr denotes the ρr/32-trimmed subpath of s.
Definition 3.7. For a level-r partition S ∈ Sr, we say that S is ascendant-veiled if all ascendant partitions
of S in the permutation tree τ are veiled.
The Local Invariant Lemma (3.2) makes Definition 3.6 more applicable.
Lemma 3.8. A level-r partition S ∈ Sr is veiled if
1. S is ascendant-veiled; and
2. there exists an instance I ∈ Ur(S) such that for all machines m and segments s ∈ S, Ar,+m (I) ∧ sr
has no path of length more than ρr/32.
where sr denotes the ρr/32-trimmed subpath of s.
Proof. We apply Lemma 3.2 with I1 = I and H = s for any level-r segment s in S, and with any
I2 ∈ Ur(S). Note that both instances I1 and I2 have s as a subpath. To show the lemma, we only need to
show that for all 1 ≤ r′ ≤ r and machines m, all paths in Ar,+m (I1)|sr are of length at most ρr/8, and all
paths in (Ar,+m (I1) \ (Ar,+m (I1)|sr)) ∧ sr are of length at most ρr/32. This is immediate when r′ = r from
the second condition stated in the lemma.
Next, consider any r′ < r. Let S′ denote the unique level-r′ partition that is an ascendant of S in τ .
Since S is ascendant-veiled, by definition S′ ∈ Sr′ is veiled. Note that the segment s ∈ S is obtained by
stitching ρr−r′ segments in S′ – we denote the first and last as a′ and b′, respectively. Let a′r′ and b
′
r′ denote
the ρr
′
/32-trimmed subpaths of a′ and b′, respectively. Note that sr′ starts with a′r′ and ends with b
′
r′ . First
consider a path P ∗ ∈ (Ar,+m (I1)\(Ar,+m (I1)|sr))∧sr. Observe that P ∗ properly intersects a′r′ (or b′r′ , resp.),
but is not a subpath of a′r′ (or b
′
r′ , resp.). Since S
′ is veiled, we know P ∗ intersects a′r′ (or b
′
r′ , resp.) by at
most ρr
′
/32, hence the second part of the claim holds. Finally, consider P ∗ ∈ Ar,+m (I1)|sr. In this case, sr
fully contains P ∗. Let S′′ denote the ρr′/32-trimmed subpaths of segments in S′. If P ∗ is fully contained in
a trimmed subpath in S′′, then we know that P ∗ has length at most ρr′/8 since S′ is veiled, so we are done.
Otherwise, P ∗ can properly intersect at most two trimmed subpaths in S′, each by at most ρr′/32 where the
two trimmed subpaths have 2 ∗ ρr′/32 points between them. Hence, P ∗ can have length at most ρr′/8.
9
By Lemma 3.5 and Lemma 3.2, we show that most level-1 partitions are veiled.
Lemma 3.9. PrS∼S1 [Veiled1(S)] ≥ 1− 1/n2.
Proof. Mark S ∈ S1 if there is an instance I ∈ U1(S) such that for all m, all paths on A1,+m (I) have
length at most ρ/32. Note that {U1(S)}S∈S1 partitions the outcome space U . By Lemma 3.5, a level-1
partition sampled from S1 is marked with probability at least 1 − 1/n2. We observe that a marked level-1
partition S satisfies the condition stated in Lemma 3.8; S is a level-1 partition, so it is ascendant-veiled by
Definition 3.7.
Due to space constraints, the proof of the following lemma can be found in the appendix
Lemma 3.10. Consider any r and veiled S ∈ Sr−1. Let I be an instance sampled from Ur−1(S). Then, the
probability that for all machinesm, all paths in Ar,+m (I) have length at most ρr/32 is at least 1− 1/n2.
Lemma 3.11. For any 2 ≤ r ≤ R, veiled and ascendant-veiled partition S ∈ Sr−1, we havePrS′∼C(S)[Veiledr(S′)] ≥
1− 1/n2.
Proof. The proof is similar to that of Lemma 3.9. Mark S′ ∈ C(S) if there is an instance I ∈ Ur(S′) such
that for all machines m, all paths inAr,+m (I) have length at most ρr/32. By Lemma 3.10, a level-r-partition
sampled from C(S) is marked with probability at least 1− 1/n2. We observe that a marked level-r partition
S satisfies the condition stated in Lemma 3.8.
Using Lemma 3.9 and 3.11, we decondition the probability.
Corollary 3.12. For all 1 ≤ r ≤ R, PrS∼Sr [Veiledr(S)] ≥ 1− 1/n.
Note that if S ∈ Sr is veiled, then for all instances I ∈ Ur(S), the algorithm has no path longer than
2ρr < n/2 on any machines since the algorithm has no path that fully contains a level-r segment, and
R = (/2) logρ p. This proves Lemma 3.1 and Theorem 1.1
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A Omitted Proof
Proof of [Lemma 3.10] Fix an r, veiled S ∈ Sr−1, and machine m. Since S is veiled we know that for
any level-(r − 1) segment s ∈ S, for all instances in Ur−1(S), all paths in Arm overlaps with sr−1 by at
most ρr−1/8; paths in Arm only come from Ar−1,+m′ . Also note that Arm|sr−1 is the same for all instances in
Ur−1(S).
Say that the algorithm A obtains a path of length more than ρr/32 for instance I that spans over a con-
secutive setQ′ of ρ level-(r−1) arcs of length ρr−1/32. For notational simplicity, sayQ′ = {q1, q2, ..., qρ}.
Say the level-(r−1) segments of I (or equivalently S), t1, t2, ..., tρ are mapped to q1, q2, ..., qρ, respectively.
Consider any such level-(r − 1) segment say t2, except t1 and tρ. We say that a path is a center path w.r.t.
t2 if the path is a subpath of t2’s ρr−1/32-trimmed path. Then, Arm(I) must have a center path P2 w.r.t.
t2. This is because without a center path, the arc q2 only can be covered by at most ρr−1/32 + ρr−1/32
on each end (the arc q2 hosts t2, and a non-center path w.r.t. t2 can overlap the ρr−1/32-trimmed subpath
of t2 by at most ρr−1/32), but the arc has length ρr−1. Also we know that Arm(I) has P2 for all instances
I ∈ Ur−1(S) since S is veiled and paths before Reduce in round r come from those after Reduce in round
r − 1. Hence we have found center paths P2, ..., Pρ−1 that are in Arm(I) for all instances I ∈ Ur−1(S) that
must be mapped to the level-(r − 1) arcs q2, q3, ..., qρ−1, respectively.
Mark each level-(r − 1) segment s ∈ S if Arm(I) contains a center path w.r.t. s for any I ∈ Ur−1(S).
Note that there are at most n1− marked segments in S since machine m can hold at most n1− paths. The
above discussion shows that A can obtain a path of length more than ρr/32 on machine m over Q′ only
when the middle ρ − 2 arcs, q2, ..., qρ are mapped to the marked segments. The number of instances I in
U(S) where every level-(r − 1) arc in Q′ \ {q1, qρ} is mapped to a marked level-(r − 1) segment in S is at
most
(∏ρ−3
i=0 (n
1− − i)
)
· (n/ρr−1 − (ρ − 2))!. Here we used the fact that there are n/ρr−1 level-(r − 1)
arcs and at most n1− marked segments in S.
Hence the probability that m has a path spanning over all level-(r − 1) arcs in Q′ is at most(
ρ−3∏
i=0
(n1− − i)
)
· (n/ρr−1 − (ρ− 2))!/(n/ρr−1)! ≤ (2ρ
r−1
n
)ρ−2 ≤ 1/n4.
The last inequality follows since ρ = 1024/ and r < R = (/2) logρ n. Taking a union bound over all
machines m and all Q′ gives the lemma. 2
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