The electronic structure of the copper (n) bis(dithiocarbamate) complex has been calculated by the nonempirical H artree-Fock-Slater-LC A O method and, from the resulting molecular orbitals, the g tensor and the copper and sulfur hyperfine tensors have been obtained. The bonding between the Cu atom and the four ligand S atoms is mainly covalent and the unpaired electron is delocalized over these atoms. All the magnetic parameters are in fair agreement with the experimental E P R results and also the electronic excitation energies agree rather well with the optical spectrum.
I. INTRODUCTION
Transition metal complexes with dithiocarbamato ligands have been the subject of extensive studies in our department1 and elsew here.2 Especially about the com plex bis(N, N' -diethyl-dithiocarbamato) copper(ll), Cu(et2dtc)2, rather complete information is available; from EPR we know the g tensor and the (an)isotropic metal and sulfur hyperfine tensors,3"5 the polarized optical spectrum has been measured, B and the redox po tentials have been obtained.7 Extended Hiickel (EH) molecular orbital calculations have been performed8,9 by adjusting two of the EH parameters such that the calcu lated principal values of the g tensor agree with experi ment. This gave quite good agreement also between the calculated anisotropic hyperfine tensors and the experi mental values so that we can assume that the (valence) molecular orbital (MO) picture thus obtained is realistic. Still, other properties, e.g., the electronic excitation energies, are badly represented by the EH method and, moreover, it is rather uncertain whether the parameter choice obtained from this "calibration" procedure8 has any general significance. Therefore, there is a need for ab initio quantum theoretical methods applicable to transition metal complexes, which are necessarily more complicated than the simple semiempirical EH method, but which may provide more generally reliable informa tion about the electronic structure of such complexes even if only few data are available from experiment. Such a method is the nonempirical Hartree-Fock-Slater linear combination of atomic orbitals (HFS-LCAO) method developed by Ros and Baerends10'11 which has al ready been tested on a series of small molecules and some transition metal com plexes.12 So far, no attention has been given to the calculation of magnetic properties by this method. The Cu(dtc)2 complex seem s a very suitable case to test this method for ligands of a differ ent type and also to look at the accuracy of some proce dures proposed for calculating magnetic coupling param eters from the HFS molecular orbitals.
II. METHODS

A. Molecular orbital method
The Hartree-Fock-Slater LCAO method has been described in detail elsew here.10,11 Its most characteris tic features are the replacement of the Hartree-Fock one-electron exchange operator by a local { X a ) potential depending on the (spin) density13 and the representation of this (spin) density by a linear combination of exponen tial (Slater-type) functions centered on the nuclei. (We have included density fit functions of s, p, d, ƒ, and g type; no spherical averaging of the density or the poten tial around the nuclei takes place, in contrast with the HFS-scattered wave method14 which uses a muffin-tin potential. ) A similar density fitting procedure in terms of s-type Gaussian functions has been proposed by Sambe and Felton.15 The matrix elements of the Coulomb and exchange operators derived from this (fitted) density are calculated numerically.10 The exchange parameter a was kept at 0.7 as in all previous calculations with this method.11,12
We have used both the spin-polarized, unrestricted (UHFS) and the restricted (RHFS) versions of the meth od .12 The atomic orbital basis set used in most calcu lations comprised the 3d, 4s, 4p orbitals for Cu, 3s, 3p for S, 2s, 2p for C and N, Is for H, each represented by two Slater-type orbitals (STO's, double zeta basis), the core orbitals (represented by near Hartree-Fock func tions1^) were frozen, i.e., a constant contribution from the core electrons has been included in the Coulomb and exchange potentials, while all valence orbitals have been orthogonalized to the core by adding linear combinations of STO's, one for each core orbital. In one calculation these single zeta core orbitals on Cu were explicitly in cluded in the secular problem in order to observe the effect of core (spin) polarization. All orbital exponents have been taken from the tables by Clementi and Roetti.1 1 ' Computer timings for this HFS-LCAO method applied to transition metal complexes compare favorably with the Hartree-Fock-LCAO method.17
B. Expressions for magnetic coupling parameters
g tensor
The system we are dealing with has a spin-doublet ground state with no orbital degeneracy (Cu 3d9 if the complex were completely ionic). We can write the fol lowing approximate second-order perturbation formula for the g ten sor.18,19 {Agij is the deviation from the free-electron result ge\ i,j =x, y, z)
The first summation refers to the occupied spin-orbitals, the second to the virtual spin-orbitals (cr' = a); A and B run over all atoms. Actually, the secondorder contribution to Ag is only gauge invariant together with a first-order term; expression (1) corresponds to a particular gauge in which this first-order term is negligible.18,19 Furthermore, one must make the fol lowing assumptions in deriving it. 0 / (i) Spin-orbit coupling can be described by an (effec tive) one-electron operator, i.e., the two-electron cou pling term s20,21 can be taken into account by an effective one-electron potential. This approximation seems con sistent with the HFS (independent particle) formalism used for the calculation of the molecular (spin) orbitals. The functions x t ' ,n occurring in formula (1) are the r e strictions of the molecular orbitals 'i' _ to the atoms T i l f i t A, B; they include the MO coefficients. We have taken these orbitals, both the occupied, and the virtual ones, and the corresponding orbital energies, em and cn, from a ground state HFS calculation. In this r e spect, it is important to remember that the excited wave functions are not necessarily the best descriptions of the physical excited states of the system; the only condition required by perturbation theory is that they form (or, in ê practice, approach) a complete set together with the ground state functions. Expression (1) with this choice of and emtn corresponds with uncoupled Hartree-Fock(-Slater) perturbation theory.22 (ii) The effective one-electron potential occurring in the spin-orbit coupling terms is a scalar potential which can be additively constructed from contributions spheri cal around the nuclei; the corresponding electric field felt by the electrons is
The operators L f , L f are components of the angular momentum around the nuclei A, B.
(iii) Only one-center integrals are retained. It has been shown by Moores and McWeeny21 that the approxi mations (i)-(iii) produce results for the spin-orbit split ting in NO and CH and the g tensor in N02 and CN which are in good agreement with the results of complete ab initio calculations including all two-electron spin-orbit coupling terms and many-center integrals. If the em pirical values for the atomic spin-orbit parameters, XA, are introduced for the radial matrix elements over kA(rA), the results are in excellent agreement also21 with the molecular experimental data. This explains the success of the usual semiempirical description of spinorbit coupling effects by the operator XAlL A • S .18,23
Extending formula (1) with many-center terms seems easy, but it requires the ab initio calculation of matrix elements for which we need explicitly the effective scalar and vector potential accounting for all two-electron cou pling terms, while the results would probably be less accurate.21 So we have chosen to use formula (1) with the empirical atomic spin-orbit parameters from Table  I . The only problem then is that we have a double zeta representation for each atomic orbital (AO) which leads to three different (two diagonal and one off-diagonal) ra-0 dial matrix elements over i A{rA) while only one empiri cal parameter XA is available per AO. We have solved this problem by assuming that £A{rA) depends on r A as ( r V z eff, 20 calculating the three matrix elements over ( r A)"3 and distributing XA proportionally over the corre sponding £A{rA) matrix elements. The error which we possibly introduce by this procedure must remain very small, since by far the largest contribution to \A arises from the single diagonal element over the most compact basis orbital and, moreover, the coefficients of the two exponential functions are not very different in the atom and in the molecule.
Hyperfine coupling tensor
The first, isotropic, hyperfine coupling contribution is the Fermi-contact term, which is directly propor tional to the spin density at the nucleus, B.
where ¡jL b is the Bohr magneton, ji n is the nuclear magne ton, gB is the gyromagnetic ratio of nucleus B, and ¡jl0 is the vacuum permeability. The summations both refer to the occupied spin orbitals. Next we have a first-or der (anisotropic) electron-spin-nuclear-spin dipoledipole term plus two second-order terms due to the ad ditional coupling with the orbital angular momentum. If we make the same assumptions as in deriving the g ten sor, we obtain the following expression (derived for the spin-restricted case in Refs. 24 and 25): where is the dipole-dipole coupling tensor of an electron with nucleus B and €feJi is the antisymmetric Levi-Cevita sym bol.26 The second-order terms in Afd contain an isotropic (pseudo-contact) contribution which must be added to the Fermi-contact term (3).
Finally we must remark that, of course, the manyelectron ground state wave function (Slater determinant) constructed with the molecular orbitals from a spinunrestricted HFS calculation does not exactly correspond with a doublet spin eigenstate'. The results show that the differences between orbitals for spin a and orbitals for spin /3 in our unrestricted calculations are quite small, however, and, therefore, we have not tried to correct the results for this defect. [This could be done by spin projection of the total wave function after the self-con sistent-field (SCF) calculation27 which is a cumbersome and still not very satisfactory procedure. ] In our for mulas for the magnetic coupling parameters we have assumed that the two components of a Kramers doublet can be represented by the wave functions resulting from two (formally) different UHFS calculations, one with an extra "unpaired" spin a and one with an extra spin /3. Moreover, we have only considered those excitations in the second-order terms of Eqs. (1) and (4), which yield nonzero contributions if the a and ft orbitals are exactly equal24,25 (i.e., the excitations of the "unpaired" elec tron to higher MO's and the excitations from lower MO's to the unpaired hole). In parallel with the spin-unre stricted calculations, we have also performed restricted HFS calculations.
C. Electronic excitation energies
In the HFS method the electronic excitation energies can be calculated as the difference between the relevant orbital energies in a transition state calculation,13 where the transition state for each excitation is obtained by transferring half an electron (without changing spin), if the relaxation effects accompanying this electron trans fer are small, one can also estimate the excitation ener gies from ground state orbital energy differences.
III. CALCULATIONS AND RESULTS
The EPR results have been obtained from studies of Cu(et2dtc)2 doped into single crystals of the diamagnetic Ni(ll)(et2dtc)2 com plex.3"5 Since these results have in dicated3,4 that the structure of the guest molecules Cu(et2dtc)2 is close to the Ni(et2dtc)2 structure, we have based our calculations on the structure of the latter com pound.28 The molecular symmetry of this compound is C{ but it deviates only slightly from D^ symmetry and we have assumed this higher symmetry in our HFS-LCAO calculations, using the atomic coordinates shown in Fig. 1 . Extended Hiickel calculations which have been done previously8*9 in C* symmetry and which we have now repeated in D2h symmetry (see Fig. 2 and Tables n and III) yield practically identical results. Moreover, we have replaced the terminating ethyl groups by hydro gen atoms. Experiments with different alkyl-substituted ligands29 and extended Hiickel calculations24 have shown that this replacement has no significant effect on the optical and magnetic properties studied in this paper.
The unrestricted HFS calculation with frozen cores on Cu, S, C, and N and the AO basis described above yields the MO level scheme in Fig. 2 . Relaxing the core orbitals on Cu makes no visible difference in this (va lence level) scheme (and in most other properties, ex cept for the Fermi-contact term, see below). A re stricted HFS calculation yields about the average result of the a and 0 levels from the unrestricted calculation (see Fig. 2 ). The ground state orbital occupancy can be read from this figure, with the "unpaired" electron oc cupying the 5bu orbital. This occupancy agrees with the EH calculations. The Cu-S bonding is mainly covalent, with rather small changes on the atoms and considerable positive overlap populations (see Table II ). The unpaired electron is distributed rather evenly over the Cu 3 orbital and the 3px and 3pv orbitals of the four S atoms. This picture is confirmed by the fair agreement be tween the calculated magnetic coupling parameters and the experimental values from EPR. The g tensor of the complex and the hyperfine coupling tensors with the Cu, S, C, and N nuclei have been calculated according to Eqs. (1), (3), and (4) . Because of the D2h symmetry of the complex and the positions of the nuclei, the principal axes of these tensors coincide with the molecular sym metry axes, except for the S hyperfine coupling tensor. The latter has been diagonalized, yielding the principal axes drawn in Fig. 1. The calculated principal Table III . This table contains results from both r e stricted and unrestricted HFS calculations with frozen cores and, since we expected spin polarization of the core electrons to be important especially for the Fermicontact interaction with the Cu nucleus, we have also re laxed the Cu core orbitals in one calculation. The excitation energies for the transitions 2b3g -5big{dyz-~ d^) and 3b2g -5blg(dX2~ d^) obtained from transition state calculations as well as from the ground state have been listed in Table IV , together with the ex perimental electronic frequencies measured on Cu(et2dtc)2 diluted in Zn(et2dtc)2 cry sta ls.6 In D2h sym metry the d-d transitions would be electric dipole for bidden, but the symmetry of Cu(et2dtc)2 in the Zn(et2dtc)2 crystal strongly resembles the molecular symmetry in pure Cu(et2dtc)2, 30,31 which is close to C2v (compared with the D2h structure of Fig. 1, the metal nucleus is som e what lifted out of the molecular plane) and the transitions d y z -d^ and dxz^ dxy become allowed.
values, together with the experimental ones have been listed in
For the charge transfer transitions the difference be tween the excitation energies from transition state cal culations and those from ground state calculations is larger than for the d-d transitions (probably due to the larger charge displacements). The lowest (forbidden) 5/;^-36lu charge transfer transition which according to the ground state level diagram (Fig. 2) would be at lower frequency than the lowest d-d band, shifts to consider ably higher energy in a transition state calculation. Its frequency becomes comparable with the d-d transition frequencies; its intensity is probably very low as it is forbidden even in C2v symmetry. The other charge transfer bands will be at higher frequencies.
IV. DISCUSSION
The calculated g tensor and hyperfine coupling tensors agree fairly well with the experimental data. The g ten sor and the anisotropic hyperfine tensors on Cu and S do not differ much for the different HFS calculations (re stricted/unrestricted, frozen core/relaxed Cu core). Thus these properties are not much affected by the spin polarization of the "doubly occupied" orbitals (which is small anyway, cf; the first two columns in Table II ). The anisotropic hyperfine tensors, in particular, are mainly determined by the distribution of the unpaired electron. By contrast, the (isotropic) Fermi-contact interaction depends very strongly on spin polarization: in the restricted HFS calculation this term is exactly equal to zero for Cu (in D2h symmetry; in the real mo- lecular C{ symmetry a very small positive value has been found from EH calculations8). The spin polarization of the valence orbitals makes this term negative (but still too small in absolute value), while the correspond ing interaction on the S atoms remains positive (in agreement with the experimental results). The spin po larization of the Cu core increases the negative value for the isotropic Cu hyperfine coupling and it becomes in satisfactory agreement with experiment, considering the very small spin polarization responsible for this contact interaction. The remaining discrepancy could be due to the rather simple (single zeta) representation of the core orbitals and to the defect that the unrestricted HFS wave function is not an eigenfunction of the total spin opera tor. Also in the g tensor and anisotropic hyperfine ten sors the remaining deviations from experiment are fairly small and could well be caused by the approximate for-# mulas used for the calculation of these magnetic coupling parameters (e.g., the neglect of many-center integrals).
These deviations could also originate from the differ ence between the assumed Ni(et2dtc)2 structure for the copper complex and the actual molecular Cu(et2dtc)2 structure [e.g., the difference between the Cu-S bond length and the Ni-S bond length is about 0.1 A (Ref. 32)] or from the interactions with neighbors in the crystal. In this respect, it is very interesting to compare the EPR parameters measured on Cu(et2dtc)2 in Zn(et2dtc)2 (see Table III ), which happen to agree even better with the HFS calculations than the nickel crystal parameters.
Because of the fair overall agreement, we conclude that the MO picture emerging from the HFS-LCAO cal culations, the charge distribution, the degree of co valency, and the delocalization of the unpaired electron are realistic. This picture agrees with the EH r e sults, 8,9 calculated with two of the parameters fitted to the experimental g tensor, and it confirms some more empirical interpretations of the EPR resu lts.33
The excitation energies from our HFS calculations agree quite well with the experimental optical spectrum; the assignment of the d-d transitions also agrees with EH.8 So the assignment by Rajasekharan et al. 6 is prob ably incorrect. (This assignment could not be based on the polarization of the measured electronic spectrum since the molecules in the crystal are not oriented along the polarization directions. Instead, the authors6 have invoked an approximate electrostatic model.) Surpris ingly, the excitation energies from the ground state HFS calculation are even better than those from transition state calculations. We may ascribe this to neighbor ef fects or geometry distortions in the Cuiet^dtc^ mole cules, built into Zn(et2dtc)2 crystals (the actual molecu lar symmetry being close to C2y, while the HFS calcula tions have been performed on D2h symmetry molecules). All HFS results are considerably better than the EH ex citation energies, which are unrealistically high (38650  and 42420 cm-1 for the d-d transitions) .
Concluding we may say that our results for Cu(dtc)2 illustrate that the nonempirical HFS-LCAO method can be well used to calculate not only the charge distribution in transition metal complexes, but also various magnetic and optical properties.
