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ОЦЕНКА РАСПРЕДЕЛЕНИЯ РЕШАЮЩЕЙ СТАТИСТИКИ В ЗАДАЧАХ 
РАДИОЛОКАЦИОННОГО ОБНАРУЖЕНИЯ И РАСПОЗНАВАНИЯ ОБЪЕКТОВ 
В статье произведен анализ способов оценивания плотности вероятности квадратичного 
функционала (КФ) от комплексных гауссовых отсчетов, характеризующихся заданными корре-
ляционными свойствами. Приведены результаты математического моделирования аппроксими-
рующих рядов, основанных на системах ортогональных полиномов, показаны их достоинства и 
недостатки. Проанализирован способ формирования дискретного распределения квадратичного 
функционала, основанный на преобразовании его характеристической функции (ХФ). 
Ways of assessment probability density of normally distributed signal are analyzed in the article. 
Results of mathematic modeling of approximation lines based on orthogonal polynomials are introduc-
tion. The way which used transformation of characteristic function is secure adequate quality of estima-
tion of probability density. 
Введение. Задача радиолокационного на-
блюдения объектов затрудняется наличием 
шумов и мешающих отражений. Ограничен-
ность времени наблюдения объектов, флук-
туации сигналов и наличие радиолокационно-
го фона обуславливают статистический ха-
рактер решаемых задач [1]. Процесс 
обнаружения и классификации радиолокаци-
онных объектов требует поиска оптимальных 
методов обработки наблюдаемых реализаций, 
обеспечивающих выбранный критерий опти-
мальности, что предполагает формирование и 
сопоставительный анализ решающей стати-
стики [2]. 
В большинстве случаев наблюдаемые реа-
лизации сигнала (f) принято характеризовать 
гауссовскими плотностями вероятностей (ПВ): 
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При использовании байесовского критерия 
оптимальности алгоритм обработки принятого 
сигнала предполагает вычисление КФ [1]: 
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В статье анализируются особенности спо-
собов оценивания распределения КФ (2), опре-
деляющего вид решающей статистики в зада-
чах радиолокационного обнаружения и распо-
знавания объектов. На основе результатов 
моделирования проиллюстрированы достоин-
ства и недостатки рассматриваемых способов. 
Основная часть. При анализе решающей 
статистики в задачах радиолокационного обна-
ружения и распознавания используется подход, 
основанный на восстановлении ПВ КФ по из-
вестным моментам распределения с помощью 
системы ортогональных полиномов [2]. В осно-
ве метода лежит взаимосвязь между ПВ, ХФ и 
моментами распределения. При этом плотность 
распределения решающей статистики пред-
ставляется рядом n, основанным на выбранном 
семействе полиномов [2]. 
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где ( )Zφ  – весовая функция полинома; qc  – коэф-
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ортогональный полином q-й степени; pr  – ко-
эффициенты полинома. 
Коэффициенты разложения имеют вид 
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где { }sm Z  – момент s-го порядка случайной 
величины Z. 
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Исходя из гауссовости закона распределе-
ния элементов выборки принятого сигнала f, 
зная его функциональное преобразование, не-
сложно определить моменты искомой ПВ [3]: 
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где i  – «мнимая» единица; ν – вещественная 
переменная; ( ) exp( ) det[ ]z ν i a iνΘ = ν −I χ  – ха-
рактеристическая функция величины Z; I – 
единичная матрица; обрM H+=χ R R  – опреде-
ляющая матрица. 
Идея метода вычисления моментов искомого 
распределения, основанного на дифференцирова-
нии ХФ («метод следа»), изложена в работе [4]. 
Следует отметить, что для качественной ап-
проксимации ПВ важно правильно выбирать се-
мейство ортогональных полиномов, что позволя-
ет использовать при расчетах небольшое число 
членов ряда (n). При этом в большинстве публи-
каций, рассматривающих вопросы приближенной 
аппроксимации, ограничиваются разложениями 
на основе гауссовской весовой функции: ряды 
Грама – Шарлье, Эджворта, Юнга; разложение 
Мелера в ряд Эрмита; разложение Корниша – 
Фишера. В случае значительных отличий анали-
зируемой ПВ от нормальной указанные аппрок-
симации, как правило, мало эффективны. 
На рис. 1 приведены результаты аппрокси-
мации распределения КФ Z, рассчитанного для 
следующих условий: дисперсия отраженного 
сигнала 2с 25;σ =  экспоненциальная корреляци-
онная функция сигнала характеризуется време-
нем корреляции с 0,1τ =  с; КМ MR  и HR  раз-
мером N = 10 формируются с шагом 4Δτ =  мс; 
отношение сигнал – шум ρ = 10. 
 
Рис. 1. ПВ КФ и его оценка, полученная с помощью 
полиномов Эрмита (n = 4) 
В ряде случаев для аппроксимации распре-
деления КФ используют ряд, основанный на 
полиномах Лагерра [2]. Эти полиномы характе-
ризуются интервалом ортогональности [0; +∞]. 
На рис. 2 приведены результаты аппроксима-
ции распределения КФ Z, использующие усе-
ченный ряд Лагерра. 
 
Рис. 2. ПВ КФ и его оценка, полученная с помощью 
полиномов Лагерра 
Очевидно, что для обеспечения качествен-
ной аппроксимации усеченным рядам Лагерра 
требуется большое число членов ряда (n > 30), 
что предполагает использование соответст-
вующего числа моментов исходного распреде-
ления. В противном случае рассматриваемый 
ряд теряет эффективность. 
В [4] для аппроксимации ПВ КФ Z предло-
жено использовать усеченный ряд (n = 1), осно-
ванный на полиномах Поллачека с оптимизи-
рованной весовой функцией. Результаты ап-
проксимации представлены на рис. 3. 
 
Рис. 3. ПВ КФ и его оценка, полученная с помощью 
полиномов Поллачека  
Рассмотренный способ обеспечивает прием-
лемое качество аппроксимации, однако предпо-
лагает наличие процедуры предварительной оп-
тимизации параметров весовой функции. 
Проведенный анализ показал, что использо-
вание для аппроксимации усеченных рядов по 
ортогональным полиномам характеризуется 
определенными недостатками: учет интервала 
ортогональности выбранных полиномов; нали-
чие предварительной обработки данных (цен-
трирование, нормировка, оптимизация пара-
метров); выбор количества членов ряда; воз-
можная расходимость ряда и т. п. 
Следует отметить, что знание вида распре-
деления статистики p(Z) позволяет при радио-
локационном наблюдении объекта решать ряд 
практически важных задач: обеспечение тре-
буемых показателей качества решаемой задачи; 
выбор требуемых порогов принятия решения; 
Z – a
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управление длительностью процесса принятия 
решения при использовании последовательных 
решающих правил и т. п. 
Одна из первых попыток получения вы-
ражения для распределения КФ от гауссов-
ского процесса предпринята в работе [5]. 
Предложенная методика, основанная на вы-
числении значений ХФ в плоскости ком-
плексной переменной с помощью теории вы-
четов, характеризуется сложностью реализа-
ции и не нашла практического применения. 
Кроме того, предложенный подход ограни-
ченно пригоден в случае наличия близких по 
величине собственных чисел определяющей 
матрицы (χ). 
Наиболее точный способ определения рас-
пределения КФ был предложен в публикации [6]. 
Авторы разработали методику нахождения не-
прерывной плотности распределения КФ по его 
ХФ. Однако в ряде случаев оказывается удоб-
нее работать с дискретными отсчетами искомой 
плотности. При этом методика определения 
дискретных отсчетов ПВ предполагает сле-
дующие операции: 
1) расчет определяющей матрицы 
обр ;M H+=χ R R  
2) нахождение ее собственных значений ,jc  
0, 1;j N= −  
3) задание области определения характери-
стической функции 0 0,t =  1 2t = π  и разбиение 
ее на число интервалов tN  с длительностью 
1 0( ) ;tdt t t N= −  
4) нахождение комплексных отсчетов  
обратной характеристической функции 
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и мнимой Im( )m mI D=  частей, после чего осуще-
ствляется расчет действительной 2(m m mA R R= +  2 )mI+  или мнимой 2 2( )m m m mB I R I= − +  частей 
характеристической функции; 
6) с помощью дискретного преобразования 
Фурье определяются отсчеты искомой ПВ: 
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На рис. 4 приведен график распределения 
КФ Z, рассчитанный численными методами на 
основе вышеизложенной методики [6], и его 
гистограмма для анализируемых условий на-
блюдения. 
Приведенные графики подтверждают высо-
кую точность оценивания распределения квад-
ратичной формы. Рассмотренная методика яв-
ляется практически пригодной и может исполь-
зоваться в интересах решения задач радиолока-
ционного наблюдения. 
 
Рис. 4. Оценка ПВ КФ, полученная с помощью ХФ, 
и гистограмма квадратичной формы Z 
Заключение. В статье показано, что усе-
ченные аппроксимирующие ряды, основанные 
на системах ортогональных полиномов, позво-
ляют в ряде случаев восстанавливать законы 
распределения квадратичных форм. В общем 
случае для оценки дискретных отсчетов ПВ 
квадратичной формы (2) наиболее предпочти-
тельным является способ, основанный на пре-
образовании ее ХФ. Результаты оценивания ПВ 
КФ, формируемые на основе рассмотренной 
методики, целесообразно использовать при ре-
шении задач радиолокационного обнаружения 
и распознавания. 
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