The performance of adult humans in simple vsual tasks improves dramatically with practice. This improvement is highly speciffc to basic attributes of the trained stimulus, suggesting that the underlying changes occur at low-level processing stages in the brain, where different orientations and spatial frequencies are handled by separate channels. We asked whether these practice effects are determined solely by activity in stimulus-driven mechanisms or whether high-level attentional mechanisms, which are linked to the perceptual task, might control the learning process. We found that practicing one task did not improve performance in an alternative task, even though both tasks used exactly the same visual stimuli but depended on different stimulus attributes (either orientation of local elements or global shape). Moreover, even when the experiment was designed so that the same responses were associated with the same stimuli (although subjects were instructed to attend to the attribute underlying one task), learning did not transfer from one task to the other. These results suggest that specific high-level attentional mechanisms, controlling changes at early visual processing levels, are essential in perceptual learning.
Recent psychophysical studies have found that perceptual learning (in various visual tasks) is specific to stimulus attributes. Improvement in performance does not transfer to different spatial locations (1-4, 35) , orientations (4-6, 35 ), spatial frequencies (5) , or even, in some cases, across eyes (refs. 4 and 7 and somewhat in ref. 8 ). This has implications about the site(s) of perceptual learning. There is both anatomical and physiological evidence for hierarchical information processing in the visual system. Neurons at lower levels ofthe visual pathway are highly specialized for position, size, orientation, spatial frequency, and eye of origin. Neurons in higher anatomical visual areas (9) , however, generalize over these stimulus variables (see ref. 10 and 11 for reviews) and are sensitive to increasingly more complex aspects of the stimuli. These considerations imply that stimulus-specific learning-induced changes occur at an early cortical processing stage, perhaps in primary visual cortex. However, previous studies of perceptual learning did not test the possibility that there might be both stimulus specificity as well as specificity to the behavioral context of the training. Computational considerations suggest that solving many complex image processing tasks in vision may involve an initial "bottom-up" processing stage (i.e., determined only by retinal input) followed by analysis at later stages, which are top-down modulated (i.e., controlled by extraretinal input such as prior knowledge about the task; refs. 12 and 13) . This notion agrees with findings from behaving monkeys where the firing rates of neurons in higher visual areas are more strongly modulated by top-down task-dependent influences than neurons in early cortical areas (refs. [14] [15] [16] [17] ; for a review, see ref. 18 ). According to these computational and physiological hierarchical views, the reported stimulus specThe publication costs of this article were defrayed in part by page charge payment. This article must therefore be hereby marked "advertisement" in accordance with 18 U.S.C. §1734 solely to indicate this fact. ificity ofperceptual learning, indicating a location early in the visual pathway, implies that there should be little top-down control of these learning processes.
To test the prediction that perceptual learning is not affected by influences from higher levels of cerebral cortex, we designed a paradigm whereby two independent tasks could be performed on the same set of visual stimuli, with very similar average degrees of difficulty. In this way, after practice on one task, we were able to test the consequent improvement in the other task while keeping the retinal stimuli constant. Alternatively, we keep the task fixed while changing the physical stimuli. The findings were that while perceptual learning shows stimulus specificity, it is even more specific to the trained task. No substantial improvement was found for attributes that were not attentively practiced.
This result indicates that there are cortical levels that retain separate processing for basic stimulus attributes but also are extremely sensitive to specific top-down effects. The general weakness of attentional effects found in early cortical stages suggests that this top-down control has its most prominent effects on the long-term modulations due to training. 1A, were used in each session, to enable performance of either ofthe two tasks. One task, global identification, was to determine the array orientation as vertical or horizontal (left and right arrays). The second task, local detection, was a standard "pop-out" search task (19) : Is there an odd element in the array (bottom arrays) or not (top arrays)?
Stimulus arrays were composed of either 5 x 6 or 6 x 5 elements. Each stimulus element subtended 22 x 1'. To avoid periodicity effects, element positions were jittered randomly by up to ±4'. The distance between element centers was on average 42.6'. To ensure viewing of the entire stimulus, the position of the array relative to a preceding fixation point was randomly varied (within a 7 x 7 stimulus lattice that subtended 4.60 x 4.60). Similarly, the odd element (present in half of the trials) was randomly positioned at any location within the array (except at the fixation point). A mask followed each stimulus. The mask was composed of a 7 x 7 array of asterisk-like elements located at the grid points (±4' jitter) of the 7 x 7 stimulus lattice. The mask elements were superpositions of four lines (two of which were the trained target and distractor orientations-e.g., 300, 60°, 1200, and 150°).
The temporal sequence of each trial was as follows (Fig.  1B . Based on performance in these initial blocks, the range of SOAs to be presented next was chosen so that the shortest SOA would be the longest in which the subject still performed at chance level (s55% correct) and the longest SOA would be the shortest where the subject already showed near perfect performance (:95% correct). Within that chosen range (constrained to include at least three different SOAs), blocks were presented in pseudorandom sequence. Following blocks of presentations with these SOAs, the next range of SOAs was chosen based on performance in these blocks and following the above criterion. As a result of this procedure, performance was kept around 75% correct within and throughout sessions.
Training Procedure. We measured the percentage correct as a function of SOA. The average performance of each session was evaluated by computing the best-fit psychometric function of the form: f = 1 -0.5 exp(-t/r)" where and ar are free parameters, f is the proportion of correct responses, t is the trial SOA, r is the threshold SOA at 81.6% correct, and cr is the slope at threshold multiplied by 2e (20) .
Each subject was first tested on each task, to allow a within-subject comparison of performance. Subsequently, the subject was trained with one task until the threshold curve as a function of session number nearly reached an asymptote and seemed to no longer decline. He or she was then tested and trained with the alternative task and randomly chosen for testing sessions with varied sets of stimuli. Within each session, only one task and one set of stimuli were used. Note that there is no difference between a training and a testing session in duration and procedure or in effect on subsequent performance.
Twelve subjects participated in this experiment (six men and six women). Subjects were 18-40 years old with normal or corrected to normal eyesight and were paid for participation. RESULTS Training Effects. All subjects improved in both tasks, as measured by a reduction in the stimulus-mask SOA to produce a fixed accuracy of performance. The number of sessions needed to reach near asymptotic performance was variable among subjects (range, [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . Examples ofthe initial and final psychometric functions (first and last sessions) for each task are illustrated in Fig. 2 . In Fig. 3C (four left bars), we demonstrate that the across-subject average threshold SOA for the two tasks decreased by >50% from initial session to asymptotic level.
Stimulus Specificity. Following training with a fixed set of stimuli, we tested whether the improvement in performance of these tasks was stimulus specific. We found that learning was stimulus specific for both tasks and did not transfer fully to performance with altered stimuli. However, their specificities differed; learning local detection was specific to parameters of the elements of the stimulus array while learning global orientation identification was specific to a global attribute of the entire stimulus array.
Stimulus specificity of both types is illustrated in Fig. 3 . Local detection was orientation and size specific as follows: rotating the elements by 900 (Fig. 3 A and C, rotated elements) or halving the length of the individual elements and the interelement distances (Fig. 3C , small elements and array) substantially increased the local detection threshold from asymptote ( Fig. 3C , after training) toward its pretraining value (Fig. 3C , before training). Global identification threshold, on the other hand, remained asymptotically low despite element rotation (Fig. 3C, rotated elements) . Global identification threshold was increased when the change in element size caused a decrease of the array size ( Fig. 3 B and C, small elements and array) but not when the number of rows and columns was doubled to compensate for the reduction in element size (Fig. 3C, small elements) . Thus, global identification depended on global array size not on properties of local elements.
In summary, the improvement in performance for both of our new tasks is stimulus specific, suggesting that learning takes place at processing levels that are stimulus-related and where different ranges of the stimulus attributes (orientation, size) are separately processed. The different stimulus specificities of the two tasks indicate that even at these early stimulus-linked levels different networks underlie performance and training of these tasks.
Task Specificity. Having established that acquaintance with the specific stimulus is necessary for complete learning, we subsequently investigated whether this is a sufficient condition. In other words, we tested the hypothesis that top-down, task-related information would not affect perceptual learning. If such were the case, the effect of learning one task with a given set of stimuli would transfer to another task using the learned set of stimuli. Alternatively, no transfer between the tasks would occur if the hypothesis were incorrect, and even°o ) 1X this low-level learning may be controlled by higher attentional mechanisms that are task related. We trained half the subjects on the local detection task and half on the global identification task and then tested them on the alternative, untrained, task to see whether learning is possible without task-specific attention.
The results emphatically disprove the hypothesis of no top-down, task-related effects on perceptual learning. Subjects did not show any improvement of their performance of the global identification task due to performing the local detection task over 25,000 times. Fig. 4A demonstrates that subject OU, following local detection training, required about 8 additional global identification sessions to achieve asymptotic performance. To determine whether any improvement was induced by training on the alternative task, the acrosssubject average threshold was computed. The average relative threshold change is plotted as a function of session number in Fig. 4C . * Since we pretested our subjects on the global task, this pretest may have induced global task learning. Therefore, we measure the transfer effect by comparing the second session (first session following pretest) with and without intervening local task training [ Fig. 4 C (right curve) and D (left curve), respectively]. The decrease in global identification threshold from the pretest to the following global task session was very similar for both groups. Subsequent global identification training led to improved performance, indicating that these subjects could learn the task.
The effect of practicing global identification was also specific to this task, and subsequent local detection performance was not at its postlearning asymptotic level. Fig. 4B shows the learning curve for subject AM, who first trained on the global identification task and subsequently learned local detection. The across-subject average learning curve is shown in Fig. 4D . Note the increase in threshold at task change and the decrease in threshold due to further local detection task practice.
We conclude that in both tasks learning is specific to the retinal input but is not dictated by it alone. This indicates that an extraretinal, possibly extravisual, control mechanism is required for learning to take place.
Task Specificity Asymmetry. Despite the basic task specificity of learning for both tasks, we did find an asymmetry in the degree of this specificity. There was no transfer of learning from local detection practice to global identification performance, while practicing global identification somewhat improved local detection performance, although only to a small extent. The average learning between the pretest and the next local detection session (illustrated in Fig. 4 On the other hand, the small cross-task transfer does not depend on performing local detection by an (automatic) allocation of attentional resources (21) . Automatic attentive performance of this extra task would tax attentional resources and hamper global identification, while we found that global identification was not significantly different for trials with or without an odd element. We suggest that local detection was performed without attentional resources (see Discussion).
DISCUSSION
We have found that perceptual learning is specific to basic stimulus attributes such as size and orientation as well as to the demands of the behavioral task being performed. The most straightforward interpretation of these concurrent stimulus and task specificities is that top-down task-related control affects low-level stimulus-driven mechanisms that undergo changes due to learning. Thus, learning is a low-level bottom-up process that is controlled by a descending atten-*A few subjects were trained for up to four fewer sessions than others so their last available threshold was used for the average. Quantitatively the best test of transfer is comparison of the first sessions following the pretest with and without intervening training on the alternative task (i.e., across-subject groups). This comparison takes into account the training effect of the pretest session, which does not decay for many months. tion signal.t This signal is not a spatial window of attention, since the spatial apertures of attention for the two tasks overlapped.
Stimulus specificity implies that learning occurs at stimulus-related processing levels where different ranges of the relevant attributes (e.g., element orientation and size) are processed separately. We found that learning in both tasks is size specific but that the relevant size is of the individual elements for the local task and ofthe array itselffor the global task. This suggests that performance ofthe two tasks depends on different networks already at early stimulus-related levels of the visual system. These networks may process, respectively, global (or low spatial frequency) and local (or high spatial frequency) aspects of the stimulus.* Learning the two tasks could take place in different cortical areas. Previous psychophysical studies also characterized retinal location (1-4) and ocular specificities (1-4, 7, 8) . The learning of tWe relate to the most straightforward interpretation of our resultsthat learning occurs within a low-level bottom-up process that is controlled by a descending attention signal. However, we cannot rule out an alternative interpretation-that the stimulus and task specificities are due to independent learning processes at different cortical levels that combine to produce the improvement in performance. For instance, stimulus specificity might reflect improvements in signal/noise ratio in early visual areas, while task specificity may reflect improvement in information processing of early visual signals by task-related neurons in a higher visual area. This multiple-site hypothesis implies autonomous learning in early visual areas and predicts different behavioral and neurophysiological results. tHowever, the possible use ofonly low spatial frequency information for the global task could not have led to subjects' defocusing during this task, since it isjust for the global to local direction that we found some transfer. texture discrimination based on element orientation (4), which is the most similar to our local detection task, showed both these specificities, suggesting involvement of the primary visual area. On the other hand, global orientation identification may take place in a somewhat higher cortical area, perhaps V2 or V3 (see below). Studies in behaving monkeys did not examine learning in these areas (but see refs. [22] [23] [24] and found only weak attentional effects (14, 16, 17) . Perhaps top-down control mechanisms are not apparent in overtrained animals for whom the task is not demanding (25) . In addition, the response parameter measured, the neuron fring rate, may reveal response properties but not the attention signals that are essential for learning. Although learning was highly task specific for both tasks, we found a small asymmetry in the task specificity ofthe local detection and the global identification tasks; to a small degree local detection is learned without selective attention. This asymmetry may result from local detection being performed in an earlier cortical level (V1) and being less subject to high-level attentional control. The asymmetry also agrees with previous findings indicating that, of these early vision tasks, orientation identification requires attentional resources (26, 27) , while local detection is performed automatically (19, 28) . This distinction is supported by our own anecdotal observation that subjects performing global identification sometimes spontaneously reported that the odd element "popped-out," while no subject performing local detection remembered noticing variation of the array orientation. Yet, even though odd-element detection is the most typical example of automatic cortical computation, in fact only a small degree of cross-task transfer was found. Thus, (automatic) processing is not a sufficient condition for substantial long-term modulation, and attentional modulation must contribute to perceptual learning of local detection. Could task specificity derive from the different stimulusresponse associations reinforced by the two tasks? To test whether stimulus-response association is sufficient to enhance performance, we used a second paradigm with only two of the stimulus types from Fig. 1 : the vertical array with an odd element (response 1 for both tasks) and the horizontal array without an odd element (response 0). Here the subject performed both tasks at the same time, in the sense that for each stimulus presented the response given was correct (or incorrect) for both tasks and the feedback was appropriate for either. Four new subjects were trained on this set and instructed to perform the local detection task. No cross-task transfer was found for any of the subjects. This surprising result, indicating that even early learning is not just the reinforcement of stimulus-response associations, confirms our conclusion that without specific top-down attentional control hardly any improvement is achieved.
Various theories have been suggested for the mechanisms underlying perceptual learning. Some are hard to relate to our paradigms, since they refer to learning complex stimuli, claiming that training facilitates the extraction of relevant features (29) or the chunking of combinations of features into wholes (30) . Schneider et al. (31) suggest that practice may lead to automatization-that is, practiced tasks receive attention without voluntary control. However, then our global task training should hamper subsequent local performance rather than enhancing it. Logan (32) suggests that each stimulus episode leaves a unique memory trace (as opposed to a strengthened representation), while Singley and Anderson (33) suggest that learning involves both registration of specific instances and prior compilation of computational routines. These theories would predict stimulus and task specificity since registration of episodes is comprehensive. Treisman et al. (34) found that with complex stimuli learning is indeed both task and stimulus specific (see also ref. 35) .
Stimulus and task specificities depend on their perceptual representation within the visual system. Testing specific theories with the results of early vision psychophysics provides an independent measure for comparison with the physiologically derived representation, a comparison that is not possible for complex stimulus paradigms.
CONCLUSION
From the joint constraints imposed by the stimulus and task specificities, we suggest that learning will occur only in those neurons that are activated by the stimulus and are at the same time relevant for the performance ofthe task. Which neurons are relevant is dictated by the mechanism or strategy used for task performance (and not merely a stimulus-response correlation). For our two tasks, these strategies may involve high versus low spatial frequencies or texture versus overall shape determination, computations that may take place within different low-level cortical areas. Depending on the task being performed, and thus the mechanisms involved, attention will be selectively allocated to the network, and area, processing the relevant set of attributes, and learning will be specific to the response properties of this network.
