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Abstract
Under certain reality conditions, a general solution to the dispersionless Toda
lattice hierarchy describes deformations of simply-connected plane domains with a
smooth boundary. The solution depends on an arbitrary (real positive) function of
two variables which plays the role of a density or a conformal metric in the plane.
We consider in detail the important class of symmetric solutions characterized by
the density functions that depend only on the distance from the origin and that are
positive and regular in an annulus r0 < |z| < r1. We construct the dispersionless
tau-function which gives formal local solution to the inverse potential problem and
to the Riemann mapping problem and discuss the associated conformal dynamics
related to viscous flows in the Hele-Shaw cell.
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2
1 Introduction
In papers [1]-[8] it was shown that some classical problems of complex analysis in 2D,
such as the inverse potential problem, the Dirichlet boundary value problem and related
problems of viscous hydrodynamics have a hidden integrable structure. For simply-
connected domains with a smooth enough boundary, it is the 2D Toda lattice (2DTL)
hierarchy of Ueno-Takasaki [9] in the limit of zero dispersion [10] while in more general
cases it is the universal Whitham hierarchy introduced by Krichever in [11, 12, 13].
In the hydrodynamical context, this integrable structure applies to viscous flows in
the Hele-Shaw cell with negligible surface tension and, more generally, to a class of growth
problems referred to as Laplacian growth (LG). They appear in different physical and
mathematical contexts and have many important applications (see, e.g., [14]-[18] and
references therein). In the 2D LG processes, the dynamics of a moving front or interface
between two distinct phases (a closed curve in the plane) is driven by a harmonic scalar
field in the domain bounded by the curve.
The hierarchical times tk, t¯k (k ≥ 1) of the 2DTL hierarchy are suitably normalized
harmonic moments of the domain and their complex conjugates, with t0 being propor-
tional to the area of the domain. The dispersionless tau-function F = F (t0, {tk}, {t¯k}),
regarded as a function of the moments, is a kind of the master function for the above
mentioned problems. In particular, it contains all the information about the conformal
bijection of any domain with given moments to the unit disk.
The function F is a particular solution to the dispersionless version of the Hirota
equations for the 2DTL hierarchy. Although it admits a simple and explicit integral
representation, it is a highly non-trivial function when regarded as a function of the
tk’s. Some recurrence combinatorial formulas for coefficients of its Taylor expansion are
available [20, 21].
Further, in [22, 23] it was argued that any non-degenerate solution of the hierarchy,
with certain reality conditions imposed, can be given a similar geometrical and hydrody-
namical meaning1. Such solutions are parameterized by a function σ(z, z¯) of two variables
which has the meaning of a background charge density, or conformal metric, in the com-
plex plane. The moments should be now defined as integrals of powers of z with this
density. The integral representation for the dispersionless tau-function also changes ac-
cordingly but the formulas which express the conformal map through its second order
derivatives do not depend on the choice of σ. In other words, the Toda dynamics encodes
the shape dependence of the conformal mapping, which we call the conformal dynamics.
In [25], an important class of solutions to the dispersionless 2DTL hierarchy was
distinguished. These solutions are characterized by the property that the derivatives
∂F/∂tk restricted to the line t1 = t2 = t3 = . . . = 0 and t0 6= 0 are zero for all k ≥ 1. In
the context of the conformal dynamics, they correspond to axially symmetric functions
σ (i.e., the ones depending only on |z|2). The corresponding dispersionless tau-functions
admit recurrence combinatorial formulas for coefficients of their Taylor expansion which
generalize those obtained in [20].
An important example (σ = R/|z|2) was considered in [26]. It was shown that, on
1Degenerate solutions (known also as finite-component reductions of the infinite hierarchy) were shown
in [24] to be related to conformal maps of slit domains.
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one hand, this solution describes the LG on the surface of an infinite cylinder of radius R
(or in a channel with periodic boundary conditions) and, on the other hand, it is closely
related to enumerative algebraic geometry of ramified coverings of Riemann surfaces.
Namely, the dispersionless tau-function F for this solution is a generating function for
the double Hurwitz numbers which count connected genus 0 coverings of the Riemann
sphere with prescribed ramification type at two points. See [27] for a review of the subject
and [28]-[32] for various integrable properties of Hurwitz partition functions.
This paper is devoted to a more detailed exposition of symmetric solutions and their
meaning in conformal dynamics. Contrary to the previous works, where the function σ
was almost always assumed to be regular in the whole plane except maybe at infinity, our
assumptions here are much weaker. We systematically study the case when the function
σ is only assumed to be regular in an annulus A = {z ∈ C | r0 < |z| < r1} with some r0, r1,
and the boundary curve is within this annulus. In fact this does not bring any substantial
changes because really important is only the local behavior of the function σ in a small
neighborhood of the boundary curve. However, some formulas get modified in this more
general setting because not all quantities remain to be well-defined and thus require a
more accurate definition. As a result, some quantities may acquire dependence on the
auxiliary parameter r0 which, in physical terms, plays the role of a short-distance cut-off
for divergent integrals. For example, the dispersionless tau-function for the domain D
should be defined as
F = −
1
pi2
∫ ∫
A∩D
∫ ∫
A∩D
σ(z, z¯) log
∣∣∣z−1 − ζ−1∣∣∣σ(ζ, ζ¯) d2zd2ζ. (1.1)
We also give a number of explicit examples containing all previously studied cases as
well as some new ones. In fact all these examples belong to a rather general family
σ(z, z¯) ∝
1
zz¯
(C1 log(zz¯) + C0)
− k−3
k−2 (1.2)
with integer k > 2 and some constants C0, C1. At k → 2 with properly adjusted C0, C1
one gets the family of homogeneous densities σ(z, z¯) ∝ (zz¯)α−1. Among them are the
cases σ = 1 (α = 1) discussed in [1, 2, 4] and σ ∝ 1/|z|2 (α = 0) discussed recently in
[25, 26]. The latter is also the k = 3 case of the general family (1.2).
The paper is organized as follows. In section 2 we review the theory in the general
(not necessarily symmetric) case, with the modifications caused by the cut-off at |z| = r0.
In section 3 we give a detailed analysis in the case of symmetric background densities
σ. We generalize some familar results to non-zero values of r0 and also present some
statements and formulas which seem to be absent in the literature (Theorem 3.1 and
Corollaries 3.1, 3.2). The explicit examples are given in section 3.3.
2 Deformations of plane domains and dispersionless
integrability
The generic solutions to the dispersionless 2DTL hierarchy take on a geometric signif-
icance when the Toda times tk, t¯k are identified with (complex conjugate) moments of
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Figure 1: The annulus A = {z ∈ C| r0 ≤ |z| ≤ r1} = B(r1) \ B(r0) and the curve γ ⊂ A.
simply-connected domains in the complex plane with smooth boundary. In this case
the Toda dynamics encodes the shape dependence of the conformal mapping of such a
domain to some fixed reference domain.
2.1 Local coordinates in the space of simply-connected domains
Let D ⊂ C be a compact simply-connected domain whose boundary is a smooth curve
γ = ∂D and let Dc = Cˆ \ D be its complement in the Riemann sphere Cˆ.
Let B(r) =
{
z ∈ C
∣∣∣ |z| ≤ r} be the disk of radius r centered at the origin. Without
loss of generality, we assume that B(r0) ⊂ D and D ⊂ B(r1) for some r0 < r1, i.e. the
curve γ belongs to the annulus A = B(r1) \ B(r0). We will consider deformations of the
domain D such that its boundary remains in the annulus (Fig. 1).
Fix a real-analytic and real-valued function U(z, z¯) in A such that
σ(z, z¯) := ∂∂¯U(z, z¯) > 0, z ∈ A
(we write ∂ := ∂/∂z, ∂¯ := ∂/∂z¯). The function σ plays the role of a background charge
density in the complex plane and the function U is the electrostatic potential created by
these charges. We introduce the set of harmonic moments as follows:
tk =
1
2piik
∮
γ
z−k∂U(z, z¯) dz , k ≥ 1. (2.1)
Using the Green’s theorem, this contour integral can be represented as a 2D integral over
B(r1) \ D = A ∩ D
c (or D \ B(r0) = A ∩ D) plus a domain-independent contour integral
over ∂B(r1):
tk = −
1
pik
∫∫
A∩Dc
z−kσ(z, z¯) d2z +
1
2piik
∮
|z|=r1
z−k∂U(z, z¯) dz, (2.2)
where d2z ≡ dxdy. In general tk’s are complex numbers. We claim that together with
the real parameter
t0 =
1
2pii
∮
γ
∂U(z, z¯) dz =
1
pi
∫∫
A∩D
σ(z, z¯) d2z +
1
2pii
∮
|z|=r0
∂U(z, z¯) dz (2.3)
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(the moment of constant function) they form a set of local coordinates in the space of
domains D.
This means, first, that any small deformation of a given domain that preserves all its
moments is trivial (local uniqueness of a domain with given moments [15, 8]).
Proposition 2.1 Any one-parameter deformation D(t) of D = D(0) with some real pa-
rameter t such that all tk are preserved, ∂ttk = 0, k ≥ 0, is trivial.
The proof is a modification of the one presented in [8] for the case σ(z, z¯) = 1. We omit
the proof because it is almost literally the same as in [25], where it was assumed, in
addition, that σ is a regular function in the whole plane. But this assumption is actually
irrelevant because what really matters is the behavior of σ in a vicinity of the curve. In
fact it is enough to require that σ is regular and σ 6= 0 in some strip-like neighbourhood
of γ.
Second, the set of moments is not overcomplete, i.e., they are independent parameters.
This fact follows from the explicit construction of vector fields in the space of domains
that change real or imaginary part of any moment keeping all the others fixed (see below).
These arguments allow one to prove the following theorem.
Theorem 2.1 The real parameters t0, Re tk, Im tk, k ≥ 1, form a set of local coordinates
in the space of simply-connected plane domains with smooth boundary.
This statement allows one to identify functionals on the space of domains D with functions
of infinitely many independent variables t0, {tk}, {t¯k}.
2.2 The Green’s function and special deformations
2.2.1 The Green’s function and the Poisson formula
According to the Riemann mapping theorem, there exists a conformal map w(z) from
Dc onto the exterior of the unit circle. It is convenient to normalize it by the conditions
w(∞) = ∞ and w′(∞) is real positive. The Laurent expansion of w(z) at infinity has
the form w(z) = pz +
∑
j≥0
pjz
−j , where p > 0.
If the conformal map w(z) is known, one can construct the Green’s function of the
Dirichlet boundary value problem in the domain Dc:
G(z, ξ) = log
∣∣∣∣∣ w(z)− w(ξ)w(z)w(ξ)− 1
∣∣∣∣∣ . (2.4)
This function solves the Dirichlet boundary value problem through the use of the Poisson
formula
uH(z) = −
1
2pi
∮
γ
u(ξ)∂nξG(z, ξ)|dξ|. (2.5)
Here ∂nξ denotes the derivative along the outward normal vector to the boundary of D
with respect to the second variable and |dξ| is an infinitesimal element of length along
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the boundary. The Poisson formula provides the (unique) harmonic continuation uH of
any function u from the curve γ to its exterior (i.e., the harmonic function in Dc regular
at ∞ such that uH |γ= u).
The Green’s function has the following properties: a) it is symmetric under permuta-
tion of the arguments, b) it is harmonic in each variable everywhere in Dc except z = ξ
where it has the logarithmic singularity G(z, ξ) = log |z−ξ|+ . . . as z → ξ, c) G(z, ξ) = 0
for any z ∈ Dc and ξ ∈ γ.
2.2.2 Special deformations induced by the Green’s function
We will describe infinitezimal deformations of the domain D by the normal displacement
of the boundary δn(z) at any point z ∈ γ, positive if directed outward D.
Fix a point a ∈ Dc and consider a special infinitesimal deformation defined by the
normal displacement
δan(z) = −
ε
2σ(z, z¯)
∂nzG(a, z) , z ∈ γ, ε→ 0. (2.6)
Equivalently, one may speak about the normal “velocity” of the boundary deforma-
tion which is Vn(z) = limε→0(δna(z)/ε), with ε playing the role of time. Note that
∂nzG(a, z) < 0, so at positive ε the domain expands. For any sufficiently smooth initial
boundary this deformation is well-defined as ε → 0. By δa we denote the variation of
any quantity under this deformation.
Let us introduce the differential operator
∇(z) = ∂0 +D(z) + D¯(z¯), (2.7)
where D(z), D¯(z¯) are given by
D(z) =
∑
k≥1
z−k
k
∂k , D¯(z¯) =
∑
k≥1
z¯−k
k
∂¯k . (2.8)
Hereafter we abbreviate ∂k = ∂/∂tk, ∂¯k = ∂/∂t¯k .
Lemma 2.1 Let X be any functional on the space of domains D regarded as a function
of t0, {tk}, {t¯k}, then for any z ∈ D
c we have δzX = ε∇(z)X.
Proof. From (2.2), (2.3) it is easy to see that
δzt0 = −
ε
2pi
∮
γ
∂nξG(z, ξ)|dξ| = ε , δztk = −
ε
2pik
∮
γ
ξ−k∂nξG(z, ξ)|dξ| =
ε
k
z−k
by virtue of the Poisson formula (2.5). Therefore by Theorem 2.1 we have:
δzX =
∂X
∂t0
δzt0 +
∑
k≥1
∂X
∂tk
δztk +
∑
k≥1
∂X
∂t¯k
δz t¯k = ε
(
∂0 +
∑
k≥1
z−k
k
∂k +
∑
k≥1
z¯−k
k
∂¯k
)
X.
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Lemma 2.2 Let X be a functional of the form X =
∫
A∩DΨ(ζ, ζ¯) σ(ζ, ζ¯) d
2ζ with an
arbitrary domain-independent integrable function Ψ regular on the boundary, then
∇(z)X = piΨH(z),
where ΨH(z) is the (unique) harmonic extension of the function Ψ from the boundary to
the domain Dc.
Proof. The variation of X under the special deformation (2.6) is
δzX =
∮
γ
Ψ(ζ, ζ¯)σ(ζ, ζ¯)δnz(ζ) |dζ | = −
ε
2
∮
γ
Ψ(ζ, ζ¯)∂nζG(z, ζ) |dζ |.
The assertion obviously follows from Lemma 2.1 and the Poisson formula (2.5).
Now we can explicitly define the deformations that change only either xk = Re tk or
yk = Im tk keeping all other moments fixed. From the proof of Lemma 2.1 it follows that
the normal displacements δn(ξ) = εRe (∂nξHk(ξ)) and δn(ξ) = εIm (∂nξHk(ξ)), where
Hk(ξ) =
1
2pii
∮
∞
zk∂zG(z, ξ) dz
(the contour integral goes around infinity) change the real and imaginary parts of tk by
±ε respectively keeping all other moments unchanged. In particular, the deformation
δ∞n(ξ) = −
ε
2σ(ξ, ξ¯)
∂nξG(∞, ξ) =
∂n log |w(ξ)|
2σ(ξ, ξ¯)
(2.9)
changes t0 only. Therefore, the vector fields ∂/∂t0, ∂/∂xk , ∂/∂yk in the space of domains
are locally well-defined and commute. Existence of such vector fields means that the
variables tk are independent and ∂k =
1
2
(∂xk− i∂yk), ∂¯k =
1
2
(∂xk+ i∂yk) can be understood
as partial derivatives.
2.2.3 Deformations of the domain with given moments induced by small
changes of the potential
Given a variation of the potential U → U + δU , one can consider a simultaneous defor-
mation of the boundary curve γ such that all the moments tk remain fixed.
Proposition 2.2 (cf. [33]) Let U → U + δU be a variation of the potential, then the
deformation of the domain given by
δn(z) = −
∂n(δU(z, z¯)−δU
H(z, z¯))
4σ(z, z¯)
(2.10)
preserves all the moments tk, k ≥ 0.
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Proof. The proof is straightforward. At k ≥ 1 we write (see (2.2)): pik δtk = −δI1 + δI2,
where
δI1 = δ
(∫ ∫
A∩Dc
z−kσd2z
)
= −
∮
γ
z−kσδn(z)|dz| +
∫
A∩Dc
z−kδσd2z
=
1
4
∮
γ
z−k∂n
(
δU(z, z¯)−δUH(z, z¯)
)
|dz|+
1
4
∫ ∫
A∩Dc
z−k∆
(
δU(z, z¯)−δUH(z, z¯)
)
d2z.
Here ∆ = 4∂∂¯ is the Laplace operator and δUH in the last integral can be added because
∆(δUH) = 0. By the Green theorem, the sum of the two integrals in the last line yields
δI1 =
1
4
∮
|z|=r1
[
z−k∂n
(
δU−δUH
)
−
(
δU−δUH
)
∂n(z
−k)
]
|dz| =
1
2i
∮
|z|=r1
z−k∂δU dz
(the last equality comes out as a result of some simple transformations). But this is equal
to δI2 =
1
2i
∮
|z|=r1
z−k∂δU dz. Therefore, δtk = 0 for k ≥ 1. A similar calculation for t0
(2.3) gives δt0 = 0.
2.3 Complimentary moments
The set of complimentary moments can be introduced by the contour integrals
vk =
1
2pii
∮
γ
zk∂U(z, z¯) dz , k ≥ 1. (2.11)
In the same way as in (2.2), we can represent them in the form
vk =
1
pi
∫ ∫
A∩D
zkσ(z, z¯) d2z +
1
2pii
∮
|z|=r0
zk∂U(z, z¯) dz. (2.12)
The moment vk is “dual” to the moment tk in the sense which will be clarified below.
Dual to t0 is the logarithmic moment
v0 =
1
pi
∫ ∫
A∩D
log |z|2σ(z, z¯) d2z (2.13)
which can be also represented through contour integrals:
v0 =
1
2pii
(∮
γ
−
∮
|z|=r0
)(
log |z|2 ∂U(z, z¯)dz + U(z, z¯) d log z¯
)
. (2.14)
The moments vk are functions of the moments t0, {tk}, {t¯k}.
Consider the function
φ(z, z¯) = −
1
pi
∫ ∫
A∩D
log
∣∣∣z−1 − ζ−1∣∣∣2 σ(ζ, ζ¯) d2ζ (2.15)
which has the meaning of 2D Coulomb potential created by the charge distributed in
A ∩ D with density σ and a point-like charge at the origin. This function is known to
be continuous across the boundary together with its first order partial derivatives: if we
write
φ(z, z¯) = ΘA∩D(z)φ
(+)(z, z¯) + ΘDc(z)φ
(−)(z, z¯),
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where ΘD(z) is the characteristic function of the domain (ΘD(z) = 1 if z ∈ D and 0
otherwise), then
φ(+)(z, z¯)
∣∣∣
z∈γ
= φ(−)(z, z¯)
∣∣∣
z∈γ
, ∂φ(+)(z, z¯)
∣∣∣
z∈γ
= ∂φ(−)(z, z¯)
∣∣∣
z∈γ
. (2.16)
Equivalently, using the Green theorem, we can represent the function φ as follows:
φ(z, z¯) = −U(z, z¯)ΘA∩D(z)
−
1
2pii

∮
γ
−
∮
|z|=r0


(
log|z−1 − ζ−1|2 ∂ζU(ζ, ζ¯)dζ +
U(ζ, ζ¯) z¯
(ζ¯ − z¯)ζ¯
dζ¯
)
.
(2.17)
In this form the continuity across the boundary is implicit but the function φ becomes
ready for expanding it in a series both inside and outside A ∩ D:
φ(+)(z, z¯) = −U(z, z¯)− u0 + t0 log |z|
2 +
∑
k≥1
(tkz
k + t¯kz¯
k) + ψ(z, z¯) , z ∈ A ∩ D (2.18)
φ(−)(z, z¯) = v0 +
∑
k≥1
1
k
(vkz
−k + v¯kz¯
−k) + ψ(z, z¯) , z ∈ Dc (2.19)
Here
ψ(z, z¯) =
1
2pii
∮
|ζ|=r0
[
log
(
1−
ζ
z
)
∂ζUdζ − log
(
1−
ζ¯
z¯
)
∂ζ¯Udζ¯
]
(2.20)
u0 =
1
2pii
∮
|ζ|=r0
[
log |ζ |2∂ζU dζ + Ud log ζ¯
]
. (2.21)
Note that u0 is a real number and ψ is a harmonic function in C \ B(r0). This function
can be expanded in a series in negative powers of z, z¯ but here we do not need this
expansion in the explicit form. We see that the moments tk determine the harmonic part
of the potential inside A∩D that depends on the shape of its exterior boundary γ while
the complimentary moments are coefficients of the multipole expansion of the potential
outside it.
A holomorphic generating function for the moments is given by the integral of Cauchy
type
C(z) =
1
2pii
∮
γ
∂U(ζ, ζ¯) dζ
ζ − z
.
It defines a function holomorphic in D and Dc with a jump across γ. Let C±(z) be
the holomorphic functions defined by this integral in D and Dc respectively. By the
Sokhotski-Plemelj formula, the jump of the function C(z) across the contour γ is equal
to ∂U :
(C+(z)− C−(z))
∣∣∣
z∈γ
= ∂U(z, z¯). (2.22)
This relation is nothing else than the equation of the curve γ in the z-plane. Expanding
C+(z) in the Taylor series for small enough |z|, we see that it is the generating function
of the moments tk with k ≥ 1:
C+(z) =
1
2pii
∮
γ
∂U(ζ, ζ¯) dζ
ζ − z
=
∑
k≥1
ktkz
k−1 .
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Similarly, C−(z) is the generating function for the complimentary moments vk with k ≥ 1:
C−(z) =
1
2pii
∮
γ
∂U(ζ, ζ¯) dζ
ζ − z
= −
t0
z
−
∑
k≥1
vkz
−k−1, z ∈ Dc.
2.4 The dispersionless tau-function
Consider the following functional on the space of domains D:
F = −
1
pi2
∫ ∫
A∩D
∫ ∫
A∩D
σ(z, z¯) log
∣∣∣z−1 − ζ−1∣∣∣σ(ζ, ζ¯) d2zd2ζ. (2.23)
Theorem 2.2 (cf. [1]-[4], [22]) The following relations hold:
v0 = ∂0F, vk = ∂kF, v¯k = ∂¯kF, k ≥ 1. (2.24)
Proof. The variation of F under the special deformation δz is
δzF = −
ε
4pi
∮
γ
φ(ζ, ζ¯)∂nζG(z, ζ)|dζ |+
1
2pi
∫ ∫
A∩D
δzφ(ζ, ζ¯)σ(ζ, ζ¯)d
2ζ .
The first term is equal to εφ(z, z¯)/2 by the Poisson formula with taking into account that
φ(z, z¯) is harmonic in Dc. In the second term δzφ(ζ, ζ¯) = −ε log |z
−1 − ζ−1|
2
because the
function log |z−1 − ζ−1|
2
for ζ /∈ Dc is harmonic as a function of z ∈ Dc (see the proof of
Lemma 2.2). Hence the second term is εφ(z, z¯)/2, the same as the first one. Therefore,
by Lemma 2.1 we get
∇(z)F = φ(z, z¯) = −
2
pi
∫ ∫
A∩D
log
∣∣∣z−1 − ζ−1∣∣∣σ(ζ, ζ¯) d2ζ , z ∈ Dc. (2.25)
The expansion of both sides in powers of z, z¯ yields (2.24).
Remark. The assertion of the theorem means that the function F gives a formal local
solution to the inverse potential problem in 2D: given tk, one can find the complimentary
moments by means of (2.24) and then the shape of the domain from the equation of the
boundary curve (2.22). The theorem also justifies the interpretation of the moment vk
as dual to tk. In fact one could choose the vk’s as independent coordinates on the space
of domains. In these variables, one should work with the Legendre transformation of the
function F .
Theorem 2.3 ([4]-[6], [22]) It holds
G(z, ζ) = log |z−1 − ζ−1|+
1
2
∇(z)∇(ζ)F. (2.26)
Proof. The proof consists in the application of Lemma 2.2 to (2.25) and using the
characteristic properties of the Green’s function. Applying the lemma to (2.25), we
conclude that ∇(ζ)∇(z)F is the harmonic continuation of the function −2 log |z−1 − ζ−1|
from the boundary to the domain Dc. This function is harmonic everywhere in Dc except
at ζ = z, where it has the logarithmic singularity. It can be canceled, without changing
the boundary value, by adding the function 2G(z, ζ).
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Corollary 2.1 The conformal map w(z) is given by
w(z) = z exp
((
−
1
2
∂20 − ∂0D(z)
)
F
)
. (2.27)
Proof. From equation (2.4) it follows that G(z,∞) = − log |w(z)|. Tending ξ → ∞ in
(2.26) and separating holomorphic and antiholomorphic parts in z, we get the result.
Note that the limit z →∞ in (2.27) yields log p = −1
2
∂20F.
The following theorem establishes the connection with integrability by identifying F
with the tau-function of the dispersionless 2DTL hierarchy.
Theorem 2.4 ([1]-[4], [22]) The function F satisfies the equations
(z − ζ)eD(z)D(ζ)F = ze−∂0D(z)F − ζe−∂0D(ζ)F ,
(z¯ − ζ¯)eD¯(z¯)D¯(ζ¯)F = z¯e−∂0D¯(z¯)F − ζ¯e−∂0D¯(ζ¯)F ,
1− e−D(z)D¯(ζ¯)F = (zζ¯)−1 e∂0(∂0+D(z)+D¯(ζ¯))F .
(2.28)
The proof is the same as in [8]. Namely, combining (2.4) and (2.26), we get
log
∣∣∣∣∣ w(z)− w(ζ)1− w(z)w¯(ζ)
∣∣∣∣∣ = log
∣∣∣∣∣1z −
1
ζ
∣∣∣∣∣+ 12∇(z)∇(ζ)F.
Next, substituting here w(z) from (2.27) and separating holomorphic and antiholomor-
phic parts in z, ζ , we obtain the result.
Equations (2.28) comprise the dispersionless 2DTL hierarchy in the Hirota form [10].
Note that although the definitions of the harmonic moments and the function F essen-
tially depend on the background density σ, the formulas for the Green’s function and
the conformal map (2.26), (2.27) are σ-independent. This means that the conformal
dynamics is described by any solution to the dispersionless 2DTL hierarchy of this class.
Theorem 2.5 The third order derivatives of the function F are given by
∇(z1)∇(z2)∇(z3)F = −
1
4pi
∮
γ
∂nzG(z1, z) ∂nzG(z2, z) ∂nzG(z3, z)
|dz|
σ(z, z¯)
. (2.29)
Proof. This assertion follows from the Hadamard variational formula [34] for the Green’s
function:
δG(z1, z2) =
1
2pi
∮
γ
∂nzG(z1, z) ∂nzG(z2, z) δn(z)|dz|
applied to the special deformation δn(z) = δz3n(z) and from Lemma 2.1.
For σ(z, z¯) = const this formula is equivalent to the residue formula from [13]. We also
mention the particular case of this formula as zi →∞:
∂30F =
1
4pi
∮
γ
|dw(z)|3
σ(z, z¯)dzdz¯
. (2.30)
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2.5 Conformal dynamics
Consider deformations such that the moments tk with k ≥ 1 are kept fixed and the
only deformation parameter is t = t0 (“time”). Equivalently, such deformations can be
defined by the requirement that the normal velocity of the boundary curve γ, Vn(z) =
limε→0 δ∞n(z)/ε, at any point z ∈ γ and at any time t ∈ [t1, t2] with some t1 < t2 is
given by
Vn(z) =
∂n log |w(z)|
2σ(z, z¯)
=
|w′(z)|
2σ(z, z¯)
(2.31)
(see (2.9)). If σ(z, z¯) = const, then equation (2.31) states that the normal velocity of the
interface γ is proportional to the gradient of the Green function of the Laplace operator.
This is the Darcy law for the dynamics of interface between viscous and non-viscous
fluids confined in the Hele-Shaw cell, assuming vanishing surface tension at the interface:
Vn(z) ∝ |w
′(z)|. Such process is also called Laplacian growth (LG); see, e.g., [14]-[18].
For a non-constant σ we have the LG in a non-uniform background2.
The case when σ(z, z¯) is the squared modulus of a holomorphic function is special
and important. In this case the problem can be mapped to another LG problem, in
some other plane which we call the Z-plane, with uniform background but with different
boundary conditions. Namely, consider a map z 7→ Z(z) which is conformal in the
annulus A. The boundary curve γ is mapped to a curve Γ in the Z-plane. It is clear that
the normal velocities, V (z)n (z) and V
(Z)
n (Z), at the corresponding points of the curves in
the two planes are related as
V (Z)n (Z)
∣∣∣
Z∈Γ
=
∣∣∣∣∣dZdz
∣∣∣∣∣V (z)n (z)
∣∣∣
z∈γ
.
Using (2.31) and writing |w′(z)| =
∣∣∣dw
dZ
∣∣∣ · ∣∣∣dZ
dz
∣∣∣, we get
V (Z)n (Z) =
|dZ/dz|2
σ(z, z¯)
|ω′(Z)| , ω(Z) := w(z(Z)). (2.32)
Hence at σ(z, z¯) ∝ |dZ/dz|2 we have the LG problem in the Z-plane with the uniform
background: V (Z)n (Z) ∝ |ω
′(Z)|. Some examples are given in the next section.
Remark. In [26], for the particular case of the background density σ = R/|z|2
corresponding to the LG process on the surface of a cylinder {Z ∈ C | 0 ≤ ImZ ≤ 2piR}
in the Z-plane, the z-plane was called the auxiliary physical plane while the Z-plane was
called the physical plane.
3 Symmetric solutions
The case when the background density function σ (and the function U) is axially sym-
metric, i.e., depends only on |z|, is of a special interest. We study it in the rest of the
paper. In this case we will write U(z, z¯) = U(zz¯), σ(z, z¯) = σ(zz¯), etc and will sometimes
2For example, the viscous flow in the Hele-Shaw cell with a non-uniform spacing between the glass
plates.
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denote the argument of these functions of one variable by x (x = |z|2). The corresponding
solutions F of equations (2.28) are called symmetric [25]. They are characterized by the
property that the derivatives ∂kF restricted to zero values of the tk’s with k ≥ 1 vanish.
3.1 Some general relations
For any axially symmetric background it holds:
z∂zU(zz¯) = zz¯ U
′(zz¯) = z¯∂z¯U(zz¯), (3.1)
σ(x) = xU ′′(x) + U ′(x) = (xU ′(x))′, (3.2)
1
pi
∫ ∫
A∩D
σ d2z = t0 − r
2
0U
′(r20). (3.3)
It is also easy to see that in expansions (2.18), (2.19) ψ(z, z¯) = 0 and
u0 = r
2
0 log r
2
0 U
′(r20)− U(r
2
0),
so the expansions simplify and acquire the form
φ(z, z¯) =


−U(zz¯)− u0 + t0 log(zz¯) +
∑
k≥1
(tkz
k + t¯kz¯
k), z ∈ A ∩ D
v0 +
∑
k≥1
1
k
(vkz
−k + v¯kz¯
−k), z ∈ Dc.
(3.4)
For symmetric solutions, formulas (2.2) and (2.12) for the moments also simplify
because the contour integrals in their right hand sides vanish:
tk = −
1
pik
∫∫
Dc∩B(r1)
z−kσ(zz¯) d2z , vk =
1
pi
∫ ∫
D∩B(r0)
zkσ(zz¯) d2z, k ≥ 1. (3.5)
Note that these integrals do not depend on r1, r0 provided that γ ⊂ A = B(r1) \ B(r0)
and the function σ is regular everywhere in the annulus A. In particular, if σ is allowed
to have singularities at 0 and ∞ only, then the integration can be extended to the whole
domains Dc and D with the prescription that the angular integration is performed first.
Let us also mention that the contour integral representation (2.14) for v0 in the symmetric
case can be written in the form
v0 =
1
2pii
(∮
γ
−
∮
|z|=r0
)(
log |z|2∂U − z−1 U
)
dz. (3.6)
Proposition 3.1 Suppose that only a finite number of the moments tk are different from
0. Then the tau-function (2.23) for a symmetric background can be represented as
2F = −
1
pi
∫ ∫
A∩D
Uσ d2z + t0v0 +
∑
k≥1
(tkvk + t¯kv¯k)− u0t0 + u0r
2
0U
′(r20). (3.7)
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Proof. Under the assumption of the proposition expansion (3.4) is valid everywhere in
A ∩ D = D ∩ B(r0). Substituting it into (2.23) written in the form 2F =
1
pi
∫∫
A∩D φ σ d
2z,
performing the termwise integration and using the definition of the complimentary mo-
ments, we get (3.7).
Remark. For any, not necessarily symmetric, background the formula is basically the
same; only the r0-dependent terms change (the last two terms in (3.7)).
Theorem 3.1 Let U = U(zz¯;λ) be a symmetric background potential depending on a
parameter λ. Then the partial λ-derivative of F taken at constant {tk}
∞
0 is given by
∂F
∂λ
∣∣∣∣∣
{tk}
= −
1
pi
∫ ∫
A∩D
∂λU σd
2z −
(
t0−r
2
0U
′(r20)
)
∂λu0, (3.8)
where ∂λu0 = r
2
0 log r
2
0∂λU
′(r20)− ∂λU(r
2
0).
Proof. We should find the variation of F = 1
2pi
∫∫
A∩D φ σ d
2z under the deformation of the
potential function U → U + δU , δU = ∂λUδλ, and a simultaneous deformation of the
domain that preserves the moments tk (see Proposition 2.2). We have:
δF =
1
2pi
∫ ∫
A∩D
δφ σ d2z +
1
2pi
∫ ∫
A∩D
φ δσ d2z +
1
2pi
∮
γ
φ δn σ |dz|,
where δφ = −δU − δu0 (this follows from (3.4) at δtk = 0), δσ =
1
4
∆δU and δn is
given by equation (2.10). Plugging all this into the right hand side and using the Green
theorem in the form
∫∫
A∩D(f∆g − g∆f)d
2z =
(∮
γ −
∮
|z|=r0
)
(f∂ng − g∂nf)|dz|, we arrive
at the expression
δF = −
1
2
(
t0−r
2
0U
′(r20)
)
δu0 −
1
pi
∫ ∫
A∩D
δU σd2z
+
1
8pi
∮
|z|=r0
(δU ∂nφ−φ ∂nδU) |dz|+
1
8pi
∮
γ
(
φ ∂nδU
H − δU∂nφ
)
|dz|.
The last integral is equal to zero because we can write
∮
γ φ ∂nδU
H |dz| =
∮
γ δU
H∂nφ|dz|
(since both functions φ and δUH are harmonic in Dc) and then the integrand vanishes
on γ since δUH = δU there. One can also note that the terms like tkz
k and t¯kz¯
k that are
present in the expansion of φ, owing to the symmetry, do not contribute to the integral
over the circle |z| = r0. The remaining terms give the right hand side of equation (3.8).
Corollary 3.1 Let U(zz¯) be a symmetric background potential of the form
U(zz¯) =
∑
j
λjUj(zz¯)
with some functions Uj and parameters λj. Then
∑
j
λj
∂F
∂λj
= −
1
pi
∫ ∫
A∩D
Uσd2z − u0t0 + u0r
2
0U
′(r20). (3.9)
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This directly follows from equations (3.8) written for ∂λjF .
Corollary 3.2 The function F is a homogeneous function of t0, {tk}
∞
1 , {t¯k}
∞
1 and λj’s
of degree two:
2F =
∑
j
λj∂λjF + t0∂0F +
∑
k≥1
(tk∂kF + t¯k∂¯kF ). (3.10)
This is obtained by combining (3.9), (3.7) and (2.24).
3.2 The restriction to the t0-line
Let us call the line tk = 0 for all k ≥ 1 (but t0 6= 0) the t0-line in the space of moments
3.
For symmetric solutions, it is natural to consider the restriction of any quantity depending
on the domain to the t0-line. Below we will denote such restriction by (. . .)|t0 .
The symmetry U(z, z¯) = U(zz¯) implies that when all moments tk at k ≥ 1 are equal
to 0, the domain D is a disk of radius r such that
t0 =
1
2pii
∮
|z|=r
z∂U
dz
z
= r2 U ′(r2) (3.11)
(see (3.1)). Differentiating this equality w.r.t. t0, we get:
∂t0r
2(t0) σ(r
2(t0)) = 1 or ∂t0 log r
2|t0 = F
′′′(t0) =
1
r2σ(r2)
, (3.12)
where F (t0) := F |t0 is the restriction of the function F to the t0-line.
The complimentary moments vk with k ≥ 1 vanish, vk|t0 = ∂kF |t0 = 0 for all k ≥ 1,
while v0 is given by
v0|t0 =
∫ r2
r20
log xσ(x) dx = t0 log r
2 − U(r2)− u0. (3.13)
The potential φ is
φ(z, z¯)|t0 =


−U(zz¯)− u0 + t0 log(zz¯), r0 ≤ |z| ≤ r
v0, |z| > r.
(3.14)
Since it depends on |z|2 only, in this subsection we will write φ(z, z¯)|t0 = φ(zz¯).
There are several integral formulas for the function F (t0). One of them is obtained
by a direct calculation of the integral (2.23) in polar coordinates using the integral∫ 2pi
0
log
(
a2 + b2−2ab cosϕ
)
dϕ = pi log
[
max (a2, b2)
]
.
This leads to the double integral formula
F (t0) =
∫ r2
r20
σ(x)dx
∫ x
r20
log x′ σ(x′) dx′, (3.15)
3Depending on the function σ, the values of t0 corresponding to domains in the z-plane may belong
to some interval of this line.
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which can be further simplified by taking into account that log xσ(x) is a full derivative:
log xσ(x) = ∂x
(
U ′(x)x log x− U(x)
)
. Then we obtain from (3.15):
F (t0) =
∫ r2
r20
(
U ′(x)x log x− U(x)
)
σ(x)dx−
(
t0 − r
2
0U
′(r20)
)
u0. (3.16)
Here r2 should be understood as a function of t0 implicitly given by (3.1). From this
formula one can easily see, using (3.12), that F ′(t0) = v0 and ∂v0/∂t0 = F
′′(t0) = log r
2,
as it should be. Another integral formula follows from (2.15) and (2.23) and from (3.14),
with taking into account (3.3):
2F (t0) =
∫ r2
r20
φ(x)σ(x)dx
=−
∫ r2
r20
U(x)(xU ′(x))′dx+ t0(v0 − u0) + u0r
2
0U
′(r20)
=
∫ r2
r20
x(U ′(x))2dx+ t20 log r
2−2t0U(r
2)−2u0t0 + r
4
0(U
′(r20))
2 log r20.
(3.17)
It is easy to check directly that (3.16) and (3.17) are equivalent.
Remark. We would like to mention that on the t0-line the 2D inverse potential
problem for the Laplace operator ∆ = 4∂∂¯ becomes one-dimensional (for the operator
∂2/∂X2). To see this, we introduce the new variable X = log(zz¯/r20) ≥ 0 and denote
U(X) = U(r20e
X). Then equation (3.17) can be rewritten as
2F (t0) = −
∫ log r2
log r20
U(X)U ′′(X)dX + t0v0 −
(
t0−U
′(log r20)
)
u0. (3.18)
Set U(X) =
∑
k≥2
τkX
k, then condition (3.11) (equivalent to the continuity of the derivative
of the potential φ at X = log r2, i.e., ∂X (t0X − U(X))
∣∣∣
X=log r2
= 0) reads
t0 =
∑
k≥2
kτk(log r
2)k−1
which means that u = log r2(t0, τ2, τ3, . . .) satisfies equations of the dispersionless KdV
hierarchy
∂u
∂τk
+ kuk−1
∂u
∂t0
= 0, k ≥ 2. (3.19)
3.3 Examples
3.3.1 The homogeneous density σ(zz¯) = c(zz¯)α−1, α > 0
Our first example is
U(zz¯) =
c
α2
(zz¯)α, σ(zz¯) = c(zz¯)α−1 (3.20)
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with some real positive c, α. We also have
z∂U(zz¯) =
c
α
(zz¯)α = αU(zz¯). (3.21)
We start with the case of vanishing all the tk’s except t0:
t0 =
c
α
r2α, v0|t0 =
t0
α
log
(αt0
c
)
−
t0
α
− u0 (3.22)
and
F (t0) =
t20
2α
log
(αt0
c
)
−
3t20
4α
− u0t0 + c0 , (3.23)
where
u0 =
c
α
r2α0 log r
2
0 −
c
α2
r2α0 , c0 =
c2r4α0
4α3
(2α log r20 − 1).
One can check that F ′′(t0) =
1
α
log
(
αt0
c
)
= log r2.
Now let us consider the case of non-zero moments tk. At α > 0 all integrals converge
at the origin and one can put r0 = 0 but we will keep it non-zero for illustrative purposes.
Proposition 3.2 Assuming that only a finite number of the moments tk are different
from 0, the dispersionless tau-function for this solution is quasi-homogeneous, that is it
obeys the relation
2F = t0∂0F +
∑
k≥1
(
1−
k
2α
) (
tk∂kF + t¯k∂¯kF
)
+Q(t0), (3.24)
where Q(t0) = −
t20
2α
− u0t0 + 2c0.
Proof. We use equation (3.7). In the integral term we write Uσ = ∂¯(U∂U)− ∂U ∂¯U and
notice that for the particular function U we have Uσ = ∂U ∂¯U , and also z∂U = αU , so
Uσ = 1
2
∂¯(U∂U). This allows us to transform the 2D integral to a contour integral:
1
pi
∫ ∫
A∩D
Uσ d2z =
1
4piiα
(∮
γ
−
∮
|z|=r0
)
(z∂U)2
dz
z
=
1
4piiα
∮
γ
(z∂U)2
dz
z
−
c2r4α0
2α3
.
Now recall (2.22) and represent ∂U = C+ − C− (on γ), with C+ being a polynomial.
Shrinking the integration contour to ∞, we obtain:
1
2pii
∮
γ
(z∂U)2
dz
z
= t20 + 2
∑
k≥1
ktkvk. (3.25)
Since the initial integral is obviously real, we conclude that
∑
k≥1
ktkvk is a real quantity,
i.e.,
∑
k≥1
ktkvk =
∑
k≥1
kt¯kv¯k. The quasi-homogeneity relation (3.24) follows.
Note that the function F˜ = F − F (t0) satisfies the same relation (3.24) without the last
term Q(t0).
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Figure 2: The conformal dynamics with σ = c(zz¯)α−1 is mapped to the Laplacian growth
in the cone with the angle 2piα.
The following formulas are direct consequences of Corollary 3.2 and equation (3.24):
2F = c∂cF + t0∂0F +
∑
k≥1
(tk∂kF + t¯k∂¯kF ), (3.26)
c∂cF = −
1
α
∑
k≥1
ktk∂kF +Q(t0). (3.27)
The case α = 1 (σ(z, z¯) = const) was considered in [6, 2] in connection with the
Laplacian growth (the Hele-Shaw problem) in the plane with a sink at infinity. As is
mentioned in [3], at arbitrary 0 < α ≤ 1 the conformal dynamics can be mapped to a
LG process in a sector with angle 2piα and periodic conditions at the boundary rays (a
cone), see Fig. 2. Some details are given below.
We map the whole z-plane punctured at z = 0 to the sector
Sα =
{
Z ∈ C \ {0}
∣∣∣ 0 ≤ argZ < 2piα}
in the Z-plane by the map Z(z) = zα. Let D±α be the images of D
c and D respectively.
The image of the curve γ is a curve Γ ⊂ Sα such that its endpoints on the boundary
rays of the cone are at the same distance from the origin. The moments tk and vk can
be represented as integrals in the Z-plane:
t0 =
c
2piiα2
∮
Γ
Z¯dZ =
c
piα2
Area (D−α ), tk = −
1
pik
∫ ∫
D
+
α
Z−k/αd2Z,
v0 =
c
piα3
∫ ∫
D
−
α
log |Z|2d2Z, vk =
c
piα2
∫ ∫
D
−
α
Zk/αd2Z.
At α > 0 we put r0 = 0 and r1 →∞ because all 2D integrals are either convergent or can
be made such by using the simple additional prescription that the angular integration is
made first.
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The LG problem in Sα is the following moving boundary value problem:

∆Φ(Z, Z¯) = 0 in D+
Φ(Ze2piiα, Z¯e−2piiα) = Φ(Z, Z¯)
Φ(Z, Z¯) = 0, Z ∈ Γ
Φ(Z, Z¯) = − 1
2
log |Z|+ . . . as |Z| → +∞ ,
(3.28)
with the normal velocity of the curve Γ given by Vn(Z) = −∂nΦ(Z, Z¯), Z ∈ Γ. The
conformal map from the exterior of the unit circle in the w-plane onto D+α is
ω(Z) = w(Z1/α)
(see section 2.5). Then Φ(Z, Z¯) = −α
2
log |ω(Z)| meets all the requirements (3.28) and
hence is the (unique) solution. The normal velocity is then
Vn(Z) =
α
2
∂n log |ω(Z)| =
α
2
|ω′(Z)|.
The moment t0 is proportional to time while the moments tk at k ≥ 1 are Richardson’s
conserved quantities for this problem [19].
3.3.2 The homogeneous density σ(zz¯) = c(zz¯)α−1, α < 0
With small modifications, the formulas given above hold in the case α < 0 (and, in
particular, α = −1). The conformal dynamics in the z-plane can be mapped by the map
Z(z) = zα to the Laplacian growth in the compact interior domain bounded by the curve
Γ and the rays argZ = 0, argZ = 2piα which is now the image of the exterior domain Dc
in the z-plane.
At negative α one can not put r0 = 0. Formulas for tk and vk remain the same at
k ≥ 1 but change at k = 0:
t0 = −
c
piα2
Area (D+α ), v0 =
c
piα3
∫ ∫
D˜
−
α
log |Z|2d2Z.
The domain D˜−α ⊂ Sα is bounded by the curve Γ and the arc 2piα ≤ argZ < 0. This
“cut-off” is necessary because the domain D−α is non-compact and the integral over the
whole D−α diverges. Note that t0 becomes negative and the physical time is t ∝ −t0.
3.3.3 The homogeneous density σ(zz¯) = R/(zz¯)
Formally, this is the limiting case of the previous family of solutions with α→ 0. However,
because the limit is not easy to perform and, most important, because this case is very
interesting by itself due to the connection with Hurwitz numbers, it deserves a separate
consideration. It is convenient to choose the function U(zz¯) in such a way that U(r0) =
U ′(r0) = 0:
U =
R
2
[
log
zz¯
r20
]2
, z∂U = R log
zz¯
r20
, ∂∂¯U = σ =
R
zz¯
(3.29)
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where R is a parameter of the solution. Sometimes we will also use the parameter
β = 1/R.
Again, we start with the case of the vanishing tk’s except t0 (the t0-line):
t0 = R log
r2
r20
, v0|t0 = t0 log r
2 −
R
2
[
log
r2
r20
]2
=
t20
2R
+ t0 log r
2
0 (3.30)
and u0 = 0, so
F (t0) =
t30
6R
+
t20
2
log r20. (3.31)
One can check that F ′′(t0) = βt0 + log r
2
0 = log r
2.
Now we address the general case of non-zero tk’s.
Proposition 3.3 The dispersionless tau-function for the solution determined by the data
(3.29) obeys the following homogeneity relation:
2F = R∂RF + t0∂0F +
∑
k≥1
(
tk∂kF + t¯k∂¯kF
)
(3.32)
(the R-derivative is taken at constant tk’s).
This is a particular case of (3.10) (see Corollary 3.2).
Proposition 3.4 The dispersionless tau-function (3.32) satisfies the relations
∂F
∂ log r20
=
t20
2
+
∑
k≥1
ktk ∂kF ,
∂F
∂β
=
t30
6
+ t0
∑
k≥1
ktk ∂kF +
1
2
∑
k,l≥1
(kltktl ∂k+lF + (k + l)tk+l ∂kF ∂lF ),
(3.33)
where the derivatives are taken at constant t0, t1, t2, . . .
Proof. The first formula can be proved by a direct variation of the function F under
a small change r20 → r
2
0 + δr
2
0 similar to the one done in the proof of Theorem 3.1.
On the one hand, the calculation in the present case is somewhat simpler because the
corresponding δU is harmonic in A ∩ D but, on the other hand, one should take into
account that the interior boundary of the domain (the circle |z| = r0) also moves. An
accurate calculation which we omit here gives:
∂F
∂ log r20
= Rv0 −Rt0 log r
2
0.
(see also [26] for a different proof). To proceed, we use (3.6) and the fact that our
particular potential U satisfies the relation U = (z∂U)2/(2R), so we can write
v0 =
1
2pii
(∮
γ
−
∮
|z|=r0
)(
log |z|2z∂U − U
) dz
z
= t0 log r
2
0 +
1
4piiR
∮
γ
(z∂U)2
dz
z
.
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Figure 3: The conformal dynamics with σ = R/|z|2 is mapped to the Laplacian growth
on the cylinder of radius R. (In the Z-plane, two copies of the curve Γ are shown.)
Then, using the same argument as in the proof of Proposition 3.2 (see equation (3.25)),
we get the first equation in (3.33).
For the proof of the second formula we note that in the case (3.29) Uσ = 1
3
∂¯(U∂U)
and thus
1
pi
∫ ∫
A∩D
Uσ d2z =
β
12pii
∮
γ
(z∂U)3
dz
z
(the integral over the interior boundary is absent because ∂U = 0 there). Proceeding as
in the proof of Proposition 3.2, we obtain
1
12pii
∮
γ
(z∂U)3
dz
z
=
t30
6
+ t0
∑
k≥1
ktk vk +
1
2
∑
k,l≥1
(kltktlvk+l + (k + l)tk+lvkvl).
Then from Proposition 3.1 we have:
2F = t0v0+
∑
k≥1
(tkvk + t¯kv¯k)−
βt30
6
− βt0
∑
k≥1
ktkvk
−
β
2
∑
k,l≥1
(
kltktlvk+l + (k + l)tk+lvkvl
)
.
(3.34)
Combining this with the homogeneity property (Proposition 3.3), we arrive at the second
formula in (3.33).
Remark. Combinatorial formulas for Taylor expansion coefficient of the function F have
been suggested in [25]. These coefficients are essentially the double Hurwitz numbers for
connected genus 0 coverings of the Riemann sphere. The double sum in the second
equation in (3.33) is the genus 0 part of the celebrated cut-and-join operator [35], see
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also [30]. At the same time, this function is closely connected with the Laplacian growth
problem on a cylinder, see below and [26].
As is shown in [26], the conformal dynamics in the z-plane punctured at z = 0 with
σ = R/|z|2 can be mapped to a LG process on the surface of an infinite cylinder of radius
R, see Fig. 3. We map the whole z-plane to the strip
CR = {Z ∈ C \ {0,∞} |0 ≤ ImZ < 2piR}
in the Z-plane by the map Z(z) = R log(z/r0). Let D
± be the images of Dc and D
respectively. The image of the curve γ is a curve Γ ⊂ CR such that the endpoints on the
two sides of the strip have the same real parts. The moments tk and vk can be represented
as integrals in the Z-plane:
t0 =
1
2piiR
∫
Γ
(Z+Z¯)dZ =
1
piR
∫
Γ
XdY =
Area(D
(0)
− )
piR
,
v0 =
R
pi
∫∫
D\B(r0)
log(zz¯)
zz¯
d2z = 2t0 log r0 +
2
piR2
∫∫
D
(0)
−
Xd2Z ,
tk = −
r−k0
pikR
∫∫
D+
e−kZ/Rd2Z, vk =
rk0
piR
∫∫
D
−
ekZ/Rd2Z.
Here D
(0)
− is the domain bounded by the curve Γ and the section ReZ = 0. Note that
D
(0)
− is the image of B(r0) under the map from the auxiliary physical plane.
The LG problem in CR is the following moving boundary value problem:

∆Φ(Z, Z¯) = 0 in D+
Φ(Z + 2piiR, Z¯ − 2piiR) = Φ(Z, Z¯)
Φ(Z, Z¯) = 0, Z ∈ Γ
Φ(Z, Z¯) = − 1
2
ReZ + . . . as ReZ → +∞ ,
(3.35)
with the normal velocity of the curve Γ given by Vn(Z) = −∂nΦ(Z, Z¯), Z ∈ Γ. The
conformal map from the exterior of the unit circle in the w-plane onto D+ is ω(Z) =
w
(
r0e
Z/R
)
. Then Φ(Z, Z¯) = −R
2
log |ω(Z)| meets all the requirements (3.35) and hence
is the (unique) solution. The normal velocity is then
Vn(Z) =
R
2
∂n log |ω(Z)| =
R
2
|ω′(Z)|.
The moment t0 is proportional to time while the moments tk at k ≥ 1 are Richardson’s
conserved quantities for this problem [19].
3.3.4 A more general family of examples
All previous examples can be unified in a broader family by setting
U(zz¯) = (C1 log(zz¯) + C0)
ν (3.36)
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with some constants C1, C0 and ν =
k−1
k−2
with integer k > 2, so
z∂U = C1ν (C1 log(zz¯) + C0)
ν−1 , σ =
C21ν(ν−1)
zz¯
(C1 log(zz¯) + C0)
ν−2 . (3.37)
All functions U of the form (3.36) satisfy the differential equation
U ′′(x)−
1
k−1
(U ′(x))2
U(x)
+
1
x
U ′(x) = 0, (3.38)
with the first integral C1ν U
1
k−1 = U ′ which can be also written as
U = (C1ν)
1−k
(
z∂U
)k−1
. (3.39)
We assume that r20 > e
−C0/C1 , so these functions are non-singular in A.
The case k = 3 at C1 =
√
R/2, C0 = −
√
R/2 log r20 is the potential (3.29). Formally,
the case k = 2 also belongs to this family and corresponds to potential (3.20) since
lim
k→2
(
α(k−2) log(zz¯) + 1
)k−1
k−2 = (zz¯)α.
At k = 4 the potential is U(zz¯) = (C1 log(zz¯) + C0)
3/2.
At the t0-line we have:
t0 = C1ν
(
C1 log r
2 + C0
)ν−1
,
v0|t0 = (ν − 1)
(
t0
C1ν
) ν
ν−1
−
C0
C1
t0 − u0,
u0 =
(
C1(ν−1) log r
2
0 − C0
) (
C1 log r
2
0 + C0
)ν−1
.
The calculation of F (t0) by means of (3.17) gives:
F (t0) = C1
ν(ν − 1)2
2ν − 1
(
t0
C1ν
) 2ν−1
ν−1
−
C0
2C1
t20 − u0t0 +K0,
where
K0 =
C21ν
2
2ν − 1
(
C1 log r
2
0 + C0
)2ν−2 [
(ν − 1) log r20 −
C0
2C1
]
or
F (t0) =
ak
Ck−11
tk0 −
C0
2C1
t20 − u0t0 +K0 , ak =
1
k
(k − 2)k−2
(k − 1)k−1
. (3.40)
It is easy to check that F ′′(t0) = k(k−1)ak
tk−20
Ck−11
−
C0
C1
= log r2 as it should be.
In order to make this family of examples closer to the formulas for the case k = 3 we
set Rk := (k − 1)C
k−1
1 , C0 = −C1 log r
2
0 and
Uk(zz¯) =
(
Rk
k − 1
) 1
k−2
(
log
zz¯
r20
)k−1
k−2
,
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so that U3 coincides with U from equation (3.29) with R = R3. We also have Uk(r
2
0) =
U ′k(r
2
0) = 0. Equation (3.40) acquires the form
F (t0) =
(k−1)ak
Rk
tk0 +
t20
2
log r20. (3.41)
In the general case of tk 6= 0 we can write, taking into account (3.39):
1
pi
∫ ∫
A∩D
Ukσkd
2z =
(k−1)(k−2)ak
2piiRk
∮
γ
(z∂Uk)
k dz
z
.
This relation allows one to obtain analogs of equation (3.34) with higher Wk-operators
instead of the cut-and-join operator W3.
One can also consider the potential
∑
k Uk(zz¯). The corresponding function F is
presumably the dispersionless limit of the tau-function (or rather the free energy) for the
Gromov-Witten theory of CP 1 [36].
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