Abstract-In this paper we study opportunistic spectrum access (OSA) policies in a multiuser multichannel random access setting, where users perform channel probing and switching in order to obtain better channel condition or higher instantaneous transmission quality. However, unlikely many prior works in this area, including channel probing and switching policies for a single user to exploit spectral diversity, and probing and access policies for multiple users over a single channel to exploit temporal and multiuser diversity, in this study we consider the collective switching of multiple users over multiple channels. In addition, we consider finite arrivals, i.e., users are not assumed to always have data to send and demand for channel follow a certain arrival process. Under such a scenario, the users' ability to opportunistically exploit temporal diversity (the temporal variation in channel quality over a single channel) and spectral diversity (quality variation across multiple channels at a give time) is greatly affected by the level of congestion in the system. We investigate the optimal decision process in this case, and evaluate the extent to which congestion affects potential gains from opportunistic dynamic channel switching.
I. INTRODUCTION
Dynamic and Opportunistic Spectrum Access (OSA) policies have been very extensively studied in the past few years against the backdrop of spectrum open access as well as advances in ever more agile radio transceivers. At the heart of opportunistic spectrum access is the idea of improving spectrum efficiency through the exploitation of diversity.
Within this context there are three types of diversity gains commonly explored. The first is temporal diversity, where the natural temporal variation in the wireless channel causes a user to experience or perceive different transmission conditions over time even when it stays on the same channel, and the idea is to have the user use the channel for data transmission when the condition is good, which could warrant a certain amount of waiting. Studies like [3] investigate the tradeoff involved in waiting for a better condition and when is the best time to stop.
The second is spectral diversity, where different channels experience different temporal variation, so for a given user at any given time a set of channels present different transmission conditions. The idea is then to have the user select a channel in the best condition at any given time for data transmission, which typically involves probing multiple channels to find out This work is partially supported by the NSF under grants CIF-0910765 and CNS 1217689, and the ARO under grant W911NF-11-1-0532. their conditions. Protocols like [5] does exactly this, and studies like [1] , [14] further seek to identify the best sequential probing policies under a Partially Observable Markov Decision Process (POMDP) framework.
The third is user diversity or spatial diversity, where the same frequency band at the same time can offer different transmission qualities to different users due to their difference in transceiver design, geographic location, etc. The idea is ideally to have the user with the best condition on a channel to use it. This diversity gain can be obtained to some degree using techniques like stopping time rules where a user essentially judges for itself whether the condition is sufficiently good before transmitting, which comes as a byproduct of utilizing temporal diversity.
We note that the above forms of diversity are often studied in isolation. For instance, temporal diversity is studied in a multiuser setting but with a single channel in [12] , [15] . Spectral diversity is analyzed for a single user in [11] .
We also note that as the number of users and their traffic volume increase in such a multi-channel system, their ability to exploit the above diversity gains can decrease significantly due to increasing overhead, e.g., the time it takes to perform channel sensing or the time it takes to regain access right, or increased collision due to channel switching. This is in addition to possible overhead introduced in managing a multi-channel system, see e.g., [8] . This overhead has been captured in the form of penalty cost in prior work such as [11] , but is often assumed to be independent of the traffic volume existing in the system.
With the above in mind, in this paper we set out to study opportunistic spectrum access policies in a multiuser multichannel random access setting, where users are not assumed to always have data to send (or an infinite demand process with finite transmission attempt rate), demand for channel follow a certain arrival process, and collision and competition time are taken into account. Our focus is on the effect of collective switching decisions by the users, and how their decision process, in particular their channel switching decisions, are affected by increasing congestion in the system. Toward this end we characterize the nature of an optimal access policy and identify conditions under which channel switching actually results in transmission gain (e.g. in terms of average data rate or throughput). Our qualitative conclusion, not surprisingly, is that with the increase in user/data arrival rate, the average throughput 2 decreases and a user becomes increasingly more reluctant to give up a transmission opportunity in hope of a better condition later on or in a different channel. Quantitatively we present algorithms that calculate optimal switching decisions, analyze the stability of the overall system. The remainder of this paper is organized as follows. In the section II, related works are present. Details of system model is given in section III. In section IV, we consider a fast changing channel and model each channel's evolution into a I.I.D. process; meanwhile the properties of optimal stopping rule are analyzed. Simulation results are given in section V to verify the theoretical analysis with section VI to conclude our paper.
II. RELATED WORKS
Opportunistic Spectrum Access(OSA) problem which aiming at various diversity harvesting has emerged recently to help improve wireless network's spectrum efficiency. In [?], [10] , centralized scheduling strategies have been examined for certain category of OSA problems. In [15] , optimal stopping policies have been developed for a multi-user wireless network by taking use of temporal diversity. A successfully competed user may decide to skip the current transmission right to allow all links re-contend for the channel so that a better condition may be met the next transmission time thus to take the temporal diversity of a wireless dynamic channel. However this sensing and release incurs cost which will raise a tradeoff between throughput from a better channel condition and cost for waiting. With the help of optimal stopping theories [4] , the optimal strategies for the certain group of user are well captured for this case. The authors considered two problems with selfish and collaborate users respectively. In [12] a distributed opportunistic scheduling problem for ad-hoc communications under delay constraints is considered. Again, only multi-user and temporal diversities are taken consideration while spectral diversity is left open.
In [11] , authors exploit the spectral diversity problem for OSA with concerns on sensing errors. A cognitive user's average throughput is maximized under the optimal policy. In the work, cost caused by channel skipping and collision is mentioned but not addressed as authors simply impose an unclear penalty cost on each channel switching . However, this extra collision and competition time depends on number of users and packet arrival rate in general. In our work we try to capture the impact of different parameters on the switching cost which makes our analysis more practical.
In [5] , an opportunistic auto rate multi-channel MAC protocol MOAR is presented to exploit the frequency diversity for multi-channel multi-rate IEEE 802.11 enabled wireless ad hoc networks under CSMA/CA. Though this stopping rule driven opportunistic algorithm can bring in certain diversity gain, it does not support parallel access, i.e., the multi-user diversity.In [3] , Chang and Liu investigated optimal channel selection problem in a multi-channel wireless system. By characterizing the trade-off between benefits through harvesting a good channel and efforts taken for channel sensing, a OSA problem is formulated and solved. But this work is for single user where the multi-user diversity is neglected.
In [1] , [7] , [13] , sequential channel sensing OSA problem for multi-channel wireless networks under a POMDP setting have been examined.In [6] , sensing and throughput trade-off is captured mathematically for a cognitive user; meanwhile effects of sensing time on throughput have been evaluated. In [2] , authors proposed a candidate set based channel sensing strategy in a statistical flavor. In paper [8] , control channel is shown to become the bottleneck for opportunistic channel access for multi-channel system and thus a parallel transmission scheme may be favored.
III. MODEL, ASSUMPTIONS AND PRELIMINARIES

A. Model and assumptions
Consider a wireless system with N channels indexed by the set Ω = {1, 2, ..., N }. We associate each channel with a reward of transmission (e.g., transmission rate) X j , which is a random variable with distribution characterized by f X j (x). There are m cognitive users (or radio transceivers) each equipped with a single transmitter attempting to send data to a base station. Our model also captures direct peer-to-peer communication, where m paris of users communicate and each pair can rendezvous and perform channel sensing and switching together through the use of a control channel [8] . However, for simplicity of exposition, for the rest of the paper we will take the view of m users transmitting to a base station. We will assume these m users are within a single interference domain, so that at any given time each channel can only be occupied by one user. Considering spatial reuse will make the problem considerably more challenging and remains an interesting direction of future research.
We consider discrete time with a suitably chosen time unit, and with all other time values integer multiples of this underlying (and possibly very small) unit. We will assume that the channel conditions over time form an I.I.D. process defined on this time unit. Conditions in different channels are independent and are in general not identically distributed. Parallel results may be obtained for channels described by Markovian models, though the technical details are significantly different. 1 The system operates in a way similar to a multi-channel random access network like IEEE 802.11, with the following modifications related to dynamic and opportunistic channel access. Each user has a pre-assigned (or self-generated) random sequence of channels; this sequence determines in which order the user performs channel switching, an approach similar to that used in [11] . Each time a user enters a new channel, it must perform carrier sensing and compete for access as in a regular 802.11 channel. As soon as it gains the right to transmit, it performs channel sensing and finds out the potential data transmission quality it may get if it transmits now. Upon finding out the channel condition, this user faces the following choices: 3 1) Transmit on the current channel right away. Intuitively this happens if the current channel condition is deemed good enough. This action will be referred to as STOP. 2) Forego this transmission opportunity, presumably due to poor channel condition, but remain on the same channel and compete for access again in the near future hoping to come across better condition then. This happens if the current channel condition is poor, so the user will risk waiting for possibly better condition later. This action will be referred to as STAY. 3) Give up the current channel and switch to the next one on its sequence. This happens if the current channel condition is poor, and the prospect of staying on the same channel to wait for better condition later is not as good as switching to the next channel. This action will be referred to as SWITCH.
Note that option (1) above allows the system to exploit both multiuser diversity (the transmission opportunity is given to another user in the random access) and temporal diversity (the user in question waits for better condition to appear in time), while option (3) allows the system to exploit spectral diversity as users seek better conditions on other channels. These options, in particular (1) and (2) are similar to those used in a stopping time framework, e.g., [15] . In the above decision process a user is not allowed recall, i.e., once the user decides to leave a channel it cannot use the channel for transmission without going through carrier sensing and random access competition again. More importantly from a technical point of view, the user cannot claim the same channel condition once it returns to a previously visited channel. As we shall see, due to the iid assumption once a user leaves a channel it will never return under an optimal policy.
Once a user gets the right to transmit on a certain channel, it can transmit for a period of T time units, which is a constant. For simplicity a single time unit is also assumed to be the amount of time to transmit a control packet.
B. Capturing congestion with a "mean field" approach
As mentioned earlier our focus in this paper is on understanding how the users' channel access decision process is affected by increasing traffic load or congestion in the system. To model this we will first take the view of a single user, and introduce user arrival rates in each channel as well as the amount of delay involved in STAY and SWITCH as parameters that need to be taken into consideration in its decision process. Note that these parameter values are the result of the collective switching behavior of all users, and therefore cannot be obtained prior to defining the switching policies. Indeed later on we show that the system under the optimal switching policy converges and that these parameters have well-defined averages, thereby justifying such an assumption. In other words, policies derived under the assumption that these parameters have well-defined averages lead to a stable system with well-defined averages for these parameters. This not unlike the Markov mean field approach where a single user operates against a background formed by all other users in the system over which this single user has no control or influence. In practice these values can be obtained empirically through learning.
More specifically, we assume users with transmission needs arrive at a given channel (either as their random starting position or as a result of switching from other channels) as a Poisson process, with the rate vector given by G = [G 1 , G 2 , ..., G N ] and a sum rate
At any given time a user may or may not have data to send, so the rate G is the aggregate rate of data arrival from all users.
The level of congestion on any channel is captured by two parameters. The first is the average contention delay t r j on channel j, which is the average time from carrier sense to gaining the right to transmit on channel j. The more competing users there are on channel j, the higher this quantity is. The second is the average switching delay t c j of channel j, which is the time from a user switching into channel j (from another channel) to its gaining the right to transmit on channel j. Compared to t r j the switching delay has the additional time for the radio to perform channel switching. We adopt the following two natural assumptions on these quantities. Remark 3.1: We will show later that these assumptions are in general true under the optimal access policies derived in the next section. There is a clear intuition that with increasing arrival rate and time for data transmission, the contention time increases in general.
C. Problem formulation
For simplicity and without loss of generality, for the single user under consideration we will relabel the channels in its sequence so that it is in the ascending order: 1, 2, · · · , N. We now define the following rate-of-return problem with the objective of maximizing the effective data rate over one successful data transmission.
Specifically, let π denote a policy π = {α 1 , α 2 , · · · α γ(π) }, where α k denotes the k-th actions taken, α k ∈ {STAY, SWITCH}, k = 1, · · · , γ(π) − 1, and α γ(π) = STOP. An action is only taken upon gaining the right to transmit in a channel, and γ(π) denotes the stopping time at which the process terminates with a transmission action.
Let X π k denote the data rate obtained during the k-th decision epoch under policy π. If under policy π a channel is not used (i.e., α k = SWITCH for some k) then X π k = 0. We will use x to denote the actual state observed, which for simplicity is also in the unit of data rate. Let T π k denote the amount of time spent during decision epoch k under policy π. The goal is to maximize the effective rate over the duration of this decision process given by: with Π denoting the admissible set of policies. We begin by making an important observation of the optimal decision process, which is that once we leave a channel we will never return due to the iid assumption. Note that when we decide to leave a channel, say i, it is because its projected reward is less than the projected reward from the next channel, i + 1, subject to the difference in delay, t r i vs. t c i+1 . Because of the iid assumption, both projected rewards are essentially their statistical means which do not change over time. Therefore if we decide to leave for a better channel it cannot be optimal to ever return.
For any policy π its average throughput is accordingly defined as
By Renewal Theorem( [15] ) we have
HereT denotes the time spent for each decision epoch in general. Denote
. Then our optimization problem becomes
This maximization problem can be solved by using dynamic programming. Here we define the value function at channel i, time t and observing channel state x as V i,t (x). Here V i,t (x) is the maximum average throughput at stage(channel, process) i, time t facing current channel state x (current transmission rate). Consider the actions on each stage. At stage i < N, the value function is given by
while for i = N the value function simply degenerates to
The first term is the transmission rate on the current stage. The second term indicates the expected throughput we can get if we decide to skip the current transmission chance but stick with the current channel. The last term models the expected average throughput if we decide to skip the channel and try to explore the next channel. In the next subsection, we give a quantitative analysis of this value function.
IV. CHARACTERIZING THE OPTIMAL ACCESS POLICY In this section, we model the channels as fast changing ones, i.e., I.I.D. model which means the consecutive sample points from a single user on the same channel are independent with each other.
Next we analyze the optimization problem formed under this case.
A. Uniqueness of optimal stopping rule
As discussed above, in our model after re-competition time t r i , the new sample point from a single user are independent with previous ones; also channels' characteristics are independent with each other. We can simplify the dynamic programming problem as following,
Notice in the dynamic programming equation, E{V i,t+1 (y)|X i t } and E{V i+1,t+1 (y)|X i t } are both independent with the time index t and state X i t . And also notice that
E{V i+1 }(discounted reward from next stage i +1) is fixed for stage i. Make the following substitution
We have the dynamic programming problem becomes
Notice hereX i t is a function of X i t and we simplified the notationX Theorem 4.1: The optimal action at stage i of deciding between STOP and {STAY, SWITCH} is given by a stopping rule, i.e., the state space of the channel condition can be divided into a stopping set Δ s and continuation set Δ c , such that whenever channel condition is observed to be in either set above, the corresponding action is taken. Furthermore, these two sets are given by the following threshold property, i.e., the stopping set at stage i is given by
Proof: First we prove the existence of the threshold. From [4] we know that an optimal stopping rule exits if the following two conditions are satisfied:
As in our case, we have
As we assume |X i t | < ∞; and we know T T +t c i+1 E{V i+1 }, T are all finite. We know the second condition is satisfied easily. Define
As
E{V i+1 }, λ, T are finite, Z t (X i t ) are all finite. Therefore we have 
and
Thus according to [4] existence is proved. Next we prove the uniqueness of the threshold. According to the principle of optimality in Chapter 2 of [4] , the optimal stopping rule of the transformed problem is given by
Here V * denotes the expected return from an optimal stopping rule; it satisfies the following optimality equation
or
Theorem 4.2:
Under certain arrival rate vector, the optimal threshold x * is an unique solution to
Proof. From the optimal stopping rule, we know the λ which gives V * 0 will be the solution. Thus we have
Denote c i = T T +t c i+1 E{V i+1 }. Then above formula can be expressed as
If there exists a solution with λ < c i , we have the following
Here define normalized re-competition timet
T . Above gives us
On the other hand, if there exists a solution with λ * ≥ c i , we have
which gives us
For the λ * < c i case, we see that there could be at most one solution as
L.H.S is an increasing function w.r.t λ * . By taking derivative we know that R.H.S is a decreasing function w.r.t to λ * . Therefore we will have at most one solution of this case; again "at most" is due to the fact that
≥ c i does not hold necessarily. Next we will show that there can NOT exist solution for both cases above.
Suppose there exists solution for the case λ * < c i , therefore we get
Now let us assume there exists solution for λ * ≥ c i as well, i.e.,
which contradicts the fact
≥ c i . Therefore we proved the uniqueness of the threshold. Remark 4.3: As we can see, λ * and c i are independent with the current state (observation) for each stage; also as they are constants, one of the options for each stage can be easily eliminated immediately. Thus conditioning on continuation, the strategy at each stage is either {STAY & CONTINUE} or {SWITCH & CONTINUE}. Meanwhile, when λ * > c i , staying on the current will provide higher future reward while when λ * < c i the continuation decision would be to SWITCH to the next channel in order. (the λ * = c i case is trivial as either move is good.) Thus the optimal strategy is all clear so far.
B. Ergodicity of arrival process G
We start the analysis by first stating an assumption. Assumption 3: No channel is dominant. Consider a dominant case: all arrival rate will drift to one channel, for example, channel i. Indicate the maximum throughput for packets staying at channel i as λ i (G i ). Denote the maximum averaged throughput for one packet to stay in the channel right before channel i as λ i−1 (0). We assume
(30)
Next we investigate the ergodicity of each channel. Lemma 4.4: Channels' arrival processes are ergodic. Proof. Without losing generality, consider channel i. According to our assumption there exits a thresholdG i such that
As the throughput of sticking with each channel i is an decreasing function with G i . Therefore We can see for G i >G i , we have
Under this case, the arrivals on channel i − 1 will NOT skip to channel i, i.e., forĜ i > G i the probability of skipping satisfies
By Foster-Lyapunov criteria [9] we establish the ergodicity of our system's arrival process. From this point on, we will use G to denote the expected arrival vector on each channel.
C. Monotonicity of value functions
Next we examine the effect of the decrease and increase of arrival process G.
Lemma 4.5:
The results verify the intuition when the arrival rate increases, a user will experience longer competition time; thus the cost of seeking diversity gains by giving up the current transmission right will increase. Therefore a user's expected throughput will decrease in general.
D. Load balance
Based on above developed optimal sensing strategy, we are interested in how the overall multi-user system works when the load of network changes. Intuitively there should be some balance among all the channels and we will show our results regarding load balance in this section.
First we prove a lemma. Lemma 4.6: .
∂Gi G ≥ 0, ∀i ∈ Ω. Proof. Poof is sketched here and we will prove this property by induction.
When N = 1, i.e., the system degenerates to a single channel case, we know G 1 = G, the claim holds obviously. And we have the induction basis.
Assume N = n − 1, the claim holds. Now consider the case with N = n. When there are n channels. Suppose under G, the stationary arrival vector is given by
We increase G to G and without losing generality suppose channel 1's stationary arrival rate
Here G −1 means the aggregated arrival rate of all other users. By induction hypothesis and G −1 > G −1 we know
As we know under G and stationary distribution G, the in flow of channel 1 G 1 (IN) and out flow of channel 1 G 1 (OUT)  should be equal to each other, i.e., G 1 (IN) = G 1 (OUT) . Consider the case with G . Let G 1 = G 1 and G i > G i , i = 1 . Based on the results from above sections we know,
Denote the transmission the user can experience with the whole group as a combined virtual single channel and denote it as Channel "-1". Therefore we know For any user belongs to the "-1" group, the expected throughput decreases.Denote the expected value function as E{V −1 }. As
Based on derivation from last section we know the arrival into channel 1 should be non-decreased;also the threshold of skipping channel 1 is non-increased and therefore the out flow of channel 1 is non-increasing. Therefore the channel 1's arrival rate will go up and the case with G 1 < G 1 can not be stable. Proved. Based on the load balancing property above we now revisit the monotonicity of value functions. Notice for each stage ∂Gi G ≥ 0, and combined with Lemma.4.5 we know Lemma 4.7: E{V i }, i ∈ Ω are all non-increasing functions of G.
E. Impact of data transmission T
In this subsection we analyze the impact of time reservation time T and will answer a general question whether by reserving more transmission time will bring users more benefits considering all the efforts we put on channel sensing. The results reflect the fact that once a user find a good enough transmission condition, it would like to reserve a longer time with the current channel setting.
F. Monotonicity of threshold based policy
Here we will characterize the monotonicity of the threshold strategy w.r.t. G. 
G. Iterative algorithm for stopping rule
In this section we describe the process of calculating the threshold for each stage. Notice at the last stage there is no more channel to skip to, therefore we have the dynamic programming problem degenerates to a maximum rate of return problem.
This is a standard problem of maximum rate of return and we omit the details of solving this problem.
Recall that we have
We can thus solve dynamic equations backwardly. After calculating stage i + 1's threshold and E{V i+1 }, we can proceed to the previous stage and make the calculation. Consider stage i now. Based on the arrival rate G i , constant transmission time T , we can calculate c i =
E{V i+1 } and t r i+1 . Next step we proceed to calculate
If it is less than c i , we are done and claim this is the threshold. Otherwise, we proceed to a fixed-point equation
We can solve this iteratively.
H. A case study
For a packet joining a new channel, very likely it has to "wait" extra times. This is the major cost for enabling spectral diversity, i.e., contention time. This extra waiting time consists of two parts.
indicates the waiting time spent on an "unlucky" arrival during another user's transmission; while E 
Denote W as the contention window. Therefore we have
Then E c1 i can be calculated as following.
Meanwhile, we can see for a current user to release a channel, it will take him E c2 i amount of time to get back the transmission right again, i.e.,
Not hard to verify that(by taking derivatives) the assumptions in Assumption 1 and 2 are all met. The results in this section will be used in simulations.
Another fold of importance of calculating the t r , t c is to help the users capture the arrival rate information. Up to now we will only state the heuristics here (this is also part of our future works). For some system, the arrival rate information is not revealed to all users. Under this case, by collecting empirical data of t r and t c we can get an estimation of t r and t c . Denote ast r andt c . With the help of these two terms users can proceed to estimate the arrival information at each channel.
V. SIMULATION RESULTS
In this section we run simulation to verify the theoretical results we have. Here we assume there are 5 independent channels with their transmission rates exponentially distributed within a finite range. Their parameters setting are as following.
We set the back-off parameter as 1/ζ = 10 time units; transmission time T = 50 time units. The simulation results are as following. From Fig.1 it is clear that opportunistic optimal strategy indeed can bring in benefits but only under mild arrival or competition rate from cognitive users. At the same time, according to Fig.1 , with the increase of arrival rate, the average throughput per time unit decreases; meanwhile as the value functions simply will decide the stopping threshold at each channel, we can see with larger arrival rate, the stopping threshold gets smaller and smaller, i.e., the stopping region is enlarged. From  Fig.2 , the average throughput performance increases along with increase of reserved data transmission time T . But through simulation we also observe that this increase gets slower along with the increase of T ; this is due to the increase of T also will increase cost or penalty for channel releasing and switching in our opportunistic channel access policy. In all, simulation data here verified our theoretical analysis.
Meanwhile these observations follow the intuition as when the arrival rate is high the risk of skipping the current transmission opportunity is dominating over the potential gain from the change of channel conditions. Therefore each cognitive user would rather transmit immediately compared to seeking for diversity gains. On the other hand, essentially if a user can reserve a longer transmission time, the potential benefits from opportunistic strategy increase.
Next we show the decision table conditioning on continuation on each channel (here in our experiment we consider a user starts channel sensing and decision process from channel 1). The intuition reflected from the table is that as the channels' conditions change fast, users on most channels, as long as either the current channel is a not bad one or there will not be much better channels later, will stay in the current one instead of joining an brand new channel to avoid future collisions especially when the collision probability(arrival rate) is high.
From the above table we can also see with the change of arrival rate, the continuation decision on certain channel may change. Take channel 4 for example. When the arrival rate is low, users on channel 4 is encouraged to switch as the "penalty" for switching to channel 5 is light and meanwhile channel 5 can provides better average throughput according to our experiment's parameter setting; however, when the arrival rate goes large, the penalty or risk of switching to channel 5 dominates the potential benefits by channel switching. Therefore users on channel 4 will chose to stay on the current channel instead of skip.
Another observation from the decision table is the clear advantages of our strategy compared to the isolated single channel opportunistic strategy by taking use of solo temporal diversity. Take channel 2 & 3 for example. As channel 2 & 3's expected throughput (with the lowest 1/μ according to our experiment setting) is limited even by taking temporal diversity on the single channel. Therefore, the continuation decision is shown to be SWITCH, i.e., the optimal strategy provides users on channel 3 more rewards(which is essentially brought in by spectral diversity) than temporal diversity by sticking with the single channel 3 which follows the strategy in [15] .
VI. CONCLUSION
In this paper, OSA problems for multi-user multi-channel wireless network have been investigated and addressed. Optimal spectrum access policies have been developed and examined by taking use of multi-user, spectral and temporal diversities. The impacts of different factors such as arrival rate from cognitive users, transmission reservation times, etc have been investigated. At the same time, through theoretical and simulation results, benefits from opportunistic spectrum access under different network conditions and settings are shown clearly.
