We consider the probability of data loss, or equivalently, the reliability function for an erasure coded distributed data storage system. Data loss in an erasure coded system depends on the repair duration and the failure probability of individual disks. This dependence on the repair duration complicates the reliability function calculation. In previous works, the data loss probability of such systems has been studied under the assumption of exponentially distributed disk life and disk repair durations, using wellknown analytic methods from the theory of Markov processes. These methods lead to an estimate of the integral of the reliability function. Here, we address the problem of directly calculating the data loss probability under the assumption that the repair duration is a constant. After characterizing the error event, we provide an exact calculation as well as an upper bound on the probability of data loss (lower bound on the reliability function) and show that the problem can be reduced to a volume calculation of specific polytopes determined by the code. Closed form bounds are exhibited for general codes along with the results of simulations.
• Specifically, we prove that P m (D t ) has the following asymptotic behavior as t rep /t → 0:
P m (D t ) (t rep /t) n−k = (n − k + 1)! (i 1 ,...,i n−k+1 ) distinct m i 1 m i 2 . . . m i n−k+1 .
• By viewing the data loss probability calculation as a problem of set avoidance by the Cartesian product of random sets, we derive an upper bound on the data loss probability,
where R ⊂ [0, t] n is a suitably defined error region associated with the code.
• We develop a systematic approach for calculating the volume of a set of ordered points with constrained differences between successive elements. This method underlies all the calculations this paper.
The paper is organized as follows. Sec. II contains a problem statement, states the assumptions that underlie our analysis and derives the exact data loss probability in a simple case. A direct approach for calculating the data loss probability is developed in Sec III. This calculation is particularly useful in determining the limit of the data loss probability when t rep /t → 0. When t rep is not small enough, the exact calculation is complicated. This serves to motivate the set avoidance formulation presented in Sec. IV. Volume calculations that underlie both the direct calculation as well as the set avoidance upper bound are presented in Sec. V. An analysis for Poisson distributed disk failures, in the regime where the repair time is small, is carried out in Sec. VI, which also contains simulation results and comparisons to previously known approximations. The paper is summarized in Sec. VII. Mathematical details and a proof of a theorem is contained in the appendix.
II. ASSUMPTIONS, PROBLEM STATEMENT AND AN EXAMPLE
Code symbols from an MDS (n, k) erasure code are written to n disks 1 . We assume that the probability of failure of an individual disk is known and is a constant across disks and across time, that the system has been started at time 0 with all n disks functioning, that disk failures occur independently and that the disk failure process is modeled by a homogeneous
Poisson process with rate parameter λ. We analyze data loss events conditioned on the number of failures in a given finite time window. For Poisson failures, when the number of failures in a finite time interval are known, the failure times are uniformly and independently distributed on that time interval.
When a disk fails, data is downloaded from other disks and used to repair the lost symbols on the failed disk. We refer to these disks as helper disks, and to the set of helper disks as the helper set. The repair time, t rep , is the amount of time that it takes to write data to a disk that is being restored. We assume that t rep , the repair duration is a constant and that when a disk fails, the computation of the helper set and initiation of data transfer from each helper node is instantaneous. Since the codes are MDS, we consider that data is available as long as at least k disks are working (alternatively, if there was no instant of time at which less than k disks were working). Thus a data loss event occurs in the interval [0, t] if the number of failed disks exceeds (n − k) the erasure correcting capability of the code.
Characterization of a data loss event is subtle and depends on the system architecture, as well as on characteristics of the erasure code. As an example, suppose that ( Figure 1 ) disk 1 has failed and that the helper set consists of disks 2 and 3. Suppose that prior to disk 1 being restored, disk 4 fails. With a traditional MDS code, replacement symbols for disk 4 would be computed and the repair of disk 4 would begin without interrupting the repair of disk 1. On the other hand, in systems that perform functional repair [7] , the symbols for disk 1 would need to be recomputed as well, which implies that the repair process for disk 1 would need to be restarted. In order to be conservative in our analysis we consider a disk to be repaired only if subsequent to a disk failure there is a time interval of duration t rep secs. in which no additional failure occurs. These subtleties are important for the derivation of P m (D t ), and will be discussed more carefully in Section III.
We now proceed to give the reader a glimpse of the main results of the paper for the case of a (2, 1) erasure correcting code. Analyses for general (n, k) codes are presented in subsequent sections. Figure 1 : Sequence of disk failures (shaded dots) that causes a data loss for a (4, 2) coded system. Data drawn from a helper depends on the helper set, with minimum size k = 2. Here the helper sets of disks 1 and 2 are {2, 3} and {3, 4}. Since the repair from disk 3 must be re-initialized when disk 2 fails, the repair is unsuccessful.
failure timeline of both disks, we see that an error event occurs if and only if, for some failure instant x 1i of disk 1 and x 2j of disk 2, we have |x 1i − x 2j | ≤ t rep . Alternatively, if we write the failure instants of both disks in a vector x = (x 11 , . . . , x 1m 1 , x 21 , . . . , x 2m 2 ), we see that the probability of no data loss is the probability that every (m 1 + m 2 )-tuple lies in the region
This probability can be calculated exactly, as outlined next. Consider the permutation π on the set {1, 2, . . . , s}, s = m 1 + m 2 , which sorts x in ascending order. The corresponding failure pattern f , the sequence of disk failures, is obtained by applying π to the vector (1 m 1 2 m 2 ). Given a permutation π, a transition (i, i + 1) is defined as a pair of consecutive positions of the failure pattern for which f i = f i+1 , i.e. a transition identifies consecutive failure instants that correspond to distinct disks. Let ξ(π) denote the number of transitions for a given permutation π.
Proposition 1. The probability of data loss P m (D t ) of a (2, 1)-code given m = (m 1 , m 2 ), m i the number of failures for disk i, is given by
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In (a) we have used the fact that P m (D 
and the fact that vol R c π = (1 − jt rep /t) s , when ξ(π) = j as will be shown in Sec V .
The following corollary provides the asymptotic behavior when t rep /t is small.
Proof: We have
The summation in the last term-the average number of transitions in a permutation-is shown to equal 2m 1 m 2 /s in Thm. 2 in Sec. III.
Alternatively, let us consider an embedding of the problem in R 2 . There is no data loss if all pairs of failure instants (X 1i , X 2j ) avoid the region
Let X 1 = {X 11 , X 12 , . . . , X 1m 1 } and X 2 = {X 21 , X 22 , . . . , X 2m 2 }. Then the reliability analysis, conditioned on the number of failures is the probability that the Cartesian product of uniformly distributed random variables avoids a suitably defined set R, specifically,
The complicating factor in pursuing this method of analysis is the correlation between the ordered pairs of the Cartesian product. We provide a surprisingly simple and useful bound for an (n, k) code, based on Jensen's inequality, in Section IV.
III. THE RELIABILITY OF (n, k) MDS CODES: DIRECT APPROACH
To state the probability of data loss of an (n, k) code we need some initial definitions. Let x i1 , . . . , x im i be the failure instants of disk i and let
Denote the total number of disk failures in [0, t] by s := n i=1 m i . Note that given x, the failure pattern f is obtained by applying the permutation which sorts x in ascending order to Note that a transition (in the sense of Section II-A) corresponds to a tight cluster for a (2, 1) code, which by definition is of length 2.
Definition 3. Minimal Cluster: A cluster of length n − k.
A minimal cluster is tight, but not every tight cluster is minimal. Furthermore, a cluster [a, b] N is tight if and only if f (a) and f (b) are distinct, and {f (i) : a < i < b} has exactly n − k − 1 distinct entries which are distinct from f (a) and f (b).
Example 1. Consider the failure pattern (1, 2, 3, 4, 1, 1, 2, 1) for a (4, 2) code. In this case, [1, 3] N , [2, 4] N , [3, 5] N , [3, 6] N , [4, 7] N and [4, 8] N are clusters. All but [3, 6] N and [4, 8] N are tight clusters, while [1, 3] N , [2, 4] N , and [3, 5] N are minimal clusters.
Tight clusters correspond to critical sucessive failures that may cause data loss.
Definition 5. Region associated with b
Often some of the successive differences are unconstrained. For example, if x 2 −x 1 > t rep , and x 5 − x 4 < t rep and s = 6, then b should be written as 0 * * 1 * , where * in position i indicates that no constraint is imposed between x i+1 and x i . As we will see later, as far as volume calculations are concerned nothing is lost by considering b to be 01, i.e. omitting the * 's and writing b as 0 i 1 j where i is the number of ≥ constraints and j is the number of < constraints.
Definition 7. Volume Polynomial. Given a subregionŜ of the fundamental simplex S, we define volume polynomial v(ρ) = (s!/t n rep )volŜ, where ρ := t/t rep . IfŜ = R b , then we will use the notation v b (ρ). As will be seen later, the volume polynomial depends on b through the number of constraints. Thus if b contains i zeros and j ones, corresponding to i + j constraints, we will write v ij (ρ) interchangeably with v b (ρ).
A. Characterization of data loss event
When there are no consecutive repeated elements in f , we consider that data loss occurs if there is an ordered sequence of failures x i , . . . , x i+n−k+1 from n − k + 1 different disks such that x j+1 − x j < t rep , for all j = i, . . . i + n − k + 1. When there is at least one repeated number in the failure pattern (for example f = (1, 1, 2, 2, 4, 4, 3)) we assume that there is a data loss event if there exists an ordered sequence (x i , . . . , x i+l ) from more than n − k + 1 disks such that
We have two equivalent characterizations of an error event, given a failure pattern f : (i) A binary vector b is a no-error vector if the restriction of b to every tight cluster of f has weight at most (l − 1), where l is the length of that tight cluster.
(ii) The vector b is an error vector if its restriction to at least one tight cluster of length l has weight l.
Let us call B f the set of all error vectors b for a given failure pattern f . 
From simple observations, one can find the following expression for P m (D t ).
Theorem 1. The probability of data loss satisfies
Proof: LetX be the random vector associated to the ordered failure times. Let P (f ) be the probability thatX has pattern f .
where (a) is due to the characterization of a data loss event, given f , and (b) follows from the fact that the set of ordered vectorsX has volume t s /s!.
Thus, to give explicit forms for P m (D t ), we need two elements (ii) Enumeration of the set of error vectors B f .
The volume computation is addressed in Sec. V. We address the problem of enumerating the error vectors in this section and use Thm. 6, Sec. V in order obtain the asymptotic behavior of
Thm. 6, Sec. V gives a formula for computing v b (ρ). In particular, it shows that if b is some
where s is the number of failures in [0, t]. This means that the dominant terms in P m (D t ) are when w(b) = n − k. In this case
Note also that dominant terms correspond to minimal failure clusters (i.e., of length (n − k)).
This characterization suffices to prove the asymptotic behavior of P m (D t ) as t rep /t → 0. Let j f ,n−k be the number of minimal failure clusters in f . We have
As will be shown later in Corollary 2,
Remark 2. The contribution to P m (D t ) from data loss events related to non-minimal clusters are negligible in the limit t rep /t → 0.
B. Upper Bounding the Error Term
By enumerating all failure patterns, we calculate P m (D t ) explicitly. However, combinatorial upper bounds for the error terms may be useful. We derive one asymptotically optimal bound in this subsection.
Given a failure pattern f , there is an error if the restriction of the vector b to at least one tight cluster of length l has weight l (see characterization (ii) at the start of Sec. III-A). Let I 1 , . . . , I p be the tight clusters of f (I j = [a j , b j ] N ). Let l j be the length of the j-th tight cluster.
where we define j f ,l to be the number of tight clusters of length l in f . Note also that we know how to calculate vol R 1 l j . From the above inequality:
But A l is the average number of tight clusters of length l. Also note that l = n − k is the dominant term. Hence this upper bound collapses with exact calculation.
The following theorem gives a closed form expression for A l .
Theorem 2. Let I n−k+1 be the set of all (n − k + 1)-tuples of distinct numbers (i 1 , . . . , i n−k+1 ),
Proof: Given a failure pattern f , let Y j , j = 1, . . . , s − l, be indicator random variables which are 1 if [j, j + l] N is a tight cluster and 0 otherwise. We would like to calculate ways of doing so). A tight cluster is formed by choosing two different numbers for endpoints F 1 and F l+1 (say i 1 and i n−k+1 ), and then choosing
some of the numbers will appear more than once in f 2 , . . . , f l . Suppose that i j appears q j times (there are m i j q j ways of making that). Since i 1 and i n−k+1 appear only once, the total choices for the pattern are the product between m 1 m n−k+1 and the choices for i 2 , . . . , i n−k . Summing over all possible q j gives us the final answer.
Corollary 2.
The derivation in this Section allows us to determine the data loss probability and is especially useful for determining the limiting form when t rep /t → 0. In the next section an upper bound on the probability of data loss is presented, based on the alternative embedding of the problem (cf. Eq. (5)). This bound is sometimes useful in situations when t rep /t is not too small. The alternative assumptions for the bound are discussed in Sec IV-C.
IV. SET AVOIDANCE PROBABILITIES FOR CARTESIAN PRODUCTS OF RANDOM SETS
We formulate the data loss calculation as a set avoidance problem and use Jensen's inequality to dervive a lower bound on the probability of set avoidance in Sec IV-A. An upper bound that uses inclusion-exclusion is derived in Sec. IV-B, along with a geometric characterization of situations when these bounds are tight. The set avoidance lower bound is used to derive a lower bound on the reliability function in Sec. IV-C, some examples are presented in Sec. IV-D and general results for (n, k) MDS codes are presented in Sec. IV-E.
A. Lower Bounds
Given sets S 1 , S 2 , R ⊂ S 1 × S 2 and x 1 ∈ S 1 we define the shadow of a section of R as
In the following, the operator × has precedence over set operations such and . 
and equality holds iff P (X ∈ m 2 i=1 R(y i )) is a constant for (y 1 , y 2 , . . . , y m 2 ) with positive pmf.
where in (a) we have used Jensen's inequality. The condition for equality follows directly from the condition for equality in Jensen's inequality.
In general we do not expect the condition for equality to hold, except in the case where one of the random sets has a single element. The following corollary is immediate.
Corollary 3.
A first-order bound on the above corollary is
This last bound can be also obtained by applying the union bound to P (X × Y R = ∅), and is useful when m 1 m 2 P ((X, Y ) ∈ R) < 1, i.e., when P ((X, Y ) ∈ R) is relatively small, with respect to the product m 1 m 2 .
B. Upper Bound
For the next upper bound, we use the following generalized version of the union bound: if
In what follows we denote the event {(X, Y ) ∈ R} by ε(X, Y ).
Theorem 3. Let Q 1 (x) = P (ε(x, Y )) and Q 2 (y) = P (ε(X, y)). The set avoidance probability is upper bounded by
Proof: First note that
From Eq. (13), the RHS of (14) can be lower bounded
where the summation is over all
Now, for the probability of the cross terms, we have three cases. If i = i and j = j then, due
On the other hand, if i = i (and
The case j = j is analogous. Counting the number of occurrences of the three cases leads us to the theorem.
If X and Y are uniformly distributed over a set S = S 1 = S 2 , the functions Q 1 , Q 2 have a natural geometric interpretation, as can be seen in the next example.
The function Q 1 (x) corresponds to the probability that Y belongs to the shadow of R 1 (x) on the y-axis, which, in this case, is the length of R 1 (x). One can easily see that Q 1 (x) ≤ 2t rep , thus Applying Corollary 3, we have
Figure 2: Region R and the shadow of R 1 (x) on the y-axis
On the other hand, Thm. 3 together with
rep , provides us an upper bound of the type
From this, we can estimate the gap between upper and lower bounds, and obtain the same asymptotic result as in Cor. 1.
C. Application of Set Avoidance Calculations to the Data Loss Probability Calculation
We first apply the bounds developed in the previous section to derive a lower bound on the reliability function R(t). The bound is given in terms of the volume of the error region associated with a given code. A systematic method for calculating the volume of the error region is then presented along with an overview of some of the theoretical results related to the calculation of an error polynomial associated with the code. Proofs are presented in the next session and in the appendix.
For the avoidance upper bound, we need a different definition of a data loss event. Let f be a failure pattern. We consider that data loss occurs if there is an ordered sequence of failures x i , . . . , x i+n−k+1 from n − k + 1 different disks such that x j+1 − x j < t rep , for all j = i, . . . i + n − k + 1, even when the failure pattern has repeated consecutive elements. From Remark 2, this characterization is asymptotically the same as the one in III-A.
Let R be the region 
Proof: The quantity on the left is P ( We proceed to calculate the volume of R for a few example codes, and then state a general result.
D. Graphical Representation of Constraints, Some Example Error Regions
In order to help calculate the volume of the error region R defined in (15) we consider a
n as the region
Note that except for the dimension of the binary vector this definition coincides with Def. 5.
The vector b is conveniently visualized as a graph G b with n vertices such that there is an edge between i and i + 1 iff b i = 1. The region R can be decomposed into a disjoint union of regions R b , the union being over all edges b that are error vectors. In cases where there are no constraints between successive failure instants, the dimension of the vector is reduced and the corresponding graph has fewer nodes. As an example consider an ordered vector of failure instants x = (x 1 , x 2 , x 3 , x 4 ) with the constraints x 2 − x 1 > t rep ,
This constraint is represented by the vector b = 01, and is shown as a graph with three vertices.
A systematic method for calculating the volume of R b and hence of R is presented in Sec. V.
Here we show by example, the error vectors that correspond to specific codes.
Example 4.
(n,n-1)-single parity code. In general, if k = n − 1, any simultaneous two disk failures (within an interval of length t rep ) will cause data loss. Therefore Fig. 3 is an illustration of region R c in three dimensions (n = 3, k = 2), The fact that the above region is a simplex is proved in Appendix A, Lemma 3. It is also proved that
Also shown in Fig. 3 is a graphical representation for the error and non-error vectors. Remark 3. For the analysis above, we require that t ≥ (n − 1)t rep .
For general codes the no-error regions are not elementary simplices as in a (n, n − 1)-code.
However, a systematic method for calculating the volume of an error region is presented in Sec. V.
Example 5. (4, 2)-Code:
The error graphs of a (4, 2) code are represented in Fig. 4 . For t ≥ 3t trep , the volume of the error region is given by
Details of the volume calculation are presented in Sec. V.
E. Set Avoidance Bounds for (n, k) MDS codes
For an (n,k) MDS code, let α j (n, k) denote the number of error graphs labeled by error vectors b with Hamming weight j. We define the error polynomial as:
Let β j (n, k) be the number of no-error graphs of weight j for an (n, k) code,
where the term
is the total number of binary strings of length n−1 and Hamming weight j.
Analyzing the labels b 1 . . . b n−1 , it follows that β j (n, k) is the number of binary strings of length n − 1 and weight j that has no runs of (n − k) or more 1s. This number and its relation with generalizations of the Pascal Triangle was thoroughly studied in [3] , [4] . It follows immediately that α j (n, k) = 0, for j = 0, 1, . . . , (n − k − 1).
Combining two results from [3, Thm. 
where a = min{n − j, j/(n − k) }.
We are now in position to prove:
Theorem 5. The error polynomial for an (n, k) MDS code satisfies
Proof: When expressed as a polynomial in ρ, the volume polynomial is given by
From Remark 6 which follows Thm. 6, b s = 0 for s = k + 1, . . . n, i.e. each volume polynomial in Eq. (19) has degree at most k. In fact, the only polynomial that has degree k is v k−1,n−k (ρ).
Also from Remark 6, the coefficient of
from where the theorem follows.
Corollary 4. The volume of R for an (n, k)-code satisfies
where a s , s = 0, . . . , k − 1, are constants.
V. VOLUME CALCULATIONS FOR ORDERED SETS WITH CONSTRAINED DIFFERENCES
Both of the approaches presented for estimating the data loss probability, the direct approach of Sec. III and the bounds based on set avoidance presented in Sec. IV ultimately rely on the methods for volume calculation presented in this section. The calculations presented here are for an ordered s-tuple, where s is a dummy variable, no longer necessarily associated with the number of disks failures in the interval [0, t]. In order to apply the results to Sec.III, s will indeed represent the total number of failures that occur in the interval [0, t], whereas in order to apply the results to Sec. IV, s will be replaced by n, the number of disks in the system. The volume of the error region can be determined by splitting it into disjoint simplices. Since, by definition, the region R is symmetric with respect to different orderings of the failures, we have vol R = s! vol (R ∩ S). We can thus restrict our analyses to ordered vectors x 1 ≤ x 2 . . . ≤ x s . The volume of the regions restricted to the ordered simplex is now presented.
We first observe that vol R b only depends on the weight (number of nonzero entries) of b (see Lemma 3 and the remarks that follow in the Appendix). Thus it suffices to study graphs of the form G 0 i 1 j , where j is the weight of the vector b. We will work with volume polynomials v ij (ρ), a scaled version of the volume of the region R 0 i 1 j , where for convenience we repeat that ρ = t/t rep and v ij (ρ) associated with
We prove in the appendix that, when j = 0, R 0 i is a simplex with volume (t − it rep ) s /s!,
For instance v 00 (ρ) = ρ s is the volume polynomial of the region with no constraints on the differences x i+1 − x i . Since the union of a region such that x i+1 − x i ≤ t rep and another one such that x i+1 − x i ≥ t rep gives a region with no constraints on x i+1 − x i , we have the following "difference" identity:
Summarizing, the following rules provide a systematic method for calculating the volume polynomials associated with any node in the supergraph.
• We revisit the (4, 2) MDS code and compute the volume of the error region. 
where in (a) we applied the first difference rule and (b) is a combination of the shift rule and the initial condition. This gives us, for t ≥ 3t trep ,
rep .
In the following two examples, we calculate b∈B f v b (ρ) in (6), related to the direct calculation of the data loss probability. 
Remark 5. Observe that the volume polynomials for Ex. 6 and Ex. 7 are identical.
Another example related to the direct calculation. 
The following lemma uses the above rules to provide closed form expressions for v ij (ρ).
Theorem 6. The volume polynomial v ij (ρ) = r a r ρ r satisfies the following properties
(ii)
where S(l, m) is a Stirling number of the second kind (see, e.g., [5] ).
Proof: Given a function f (x) : R → R, define the shift operator S(f (x)) := f (x − 1) and the first difference operator ∆(f (x)) := f (x) − f (x − 1). Then (i) follows from the observation
. Write S = (1 − ∆) in order to express the operator in terms of powers of ∆. This gives
To prove (ii), expand the last term in (24) and interchange the order of summation, so that
The result follows directly by further expanding the last term in the above equation and from an identity for Stirling numbers of the second kind (e.g. Prop. 5.3.5, [5] ).
VI. PROBABILITY OF DATA LOSS FOR POISSON FAILURES, ASYMPTOTIC ANALYSIS AND

COMPARISONS
In this section we use the results on P m (D t ) to estimate the probability of data loss (or equivalently, the reliability) of an erasure coded storage system with Poisson failures.
Proof: Let M i ∼ Poisson(λt) be the random variable associated to the number of failures until time t.
Interchanging the limit and summation in (a) is justified by bounded convergence (since P m (D t )/t n−k rep is naturally uniformly bounded).
Step (b) follows from the asymptotics derived in (9).
Theorem 8. Let R j be the error region of a (j, j − (n − k))-code, j ≥ n − k + 1. The probability of data loss of an (n, k) coded is bounded by
Proof: Let w(t) denote the random variable associated to the weight, i.e. the number of disks that failed at least once within [0, t]. We have:
and the RHS of the above equation can be bounded by using lower-dimensional versions of Prop. 4:
The proof now follows by bounding (29) using the fact that (1 − x) r ≥ 1 − rx for any real numbers r, x such that r ≥ 1 and 0 ≤ x ≤ 1.
Corollary 5. Let P (u) (D t ) be the upper bound in (29). The multiplicative gap between P (u) (D t )
and P (D t ) satisfies
In particular, when k = 1 the bound is asymptotically tight.
Proof: From Equation (29) and Corollary 4, we have
and the approximation is tight as t rep → 0. Using Theorem 7 and after some algebraic manipulation, we conclude (30).
A. Comparison to a Markov Chain MTTDL model
We compare the upper bound with a standard mean time to data loss estimation proposed by
Chen [6] . Chen's model is used in some traditional RAID systems and was recently employed to study a model of storage codes with opportunistic repair [1] .
The state diagram of Chen's model is illustrated in Figure 6 . Each state represents the number of functioning disks at a given time t. The model assumes that the failure and repair mechanism form a continuous time Markov chain, with absorbing state k −1, and rates given in the diagram, where λ is the failure rate and µ the repair rate. As pointed out in [1, Sec. IV], Chen's model is suitable for a worst-case scenario, when there is a bottleneck for bandwidth to repair all disks. From the above diagram, it is shown that the average time until a data loss event happens is From this we get the approximationP
This is the same asymptotic behavior than Theorem 7. Thus both analysis provide the same asymptotic as t rep → 0. However, for moderately large values of t rep , Chen's first order approximation may be too conservative, as shown by the following simulations/numerical evaluations. Figure 7a shows that Chen's estimate on the reliability may be lower than even our worst case lower bound on R(t) (upper bound on P (D t )).
B. Simulation Descriptions
As an illustration of our bounds, we simulated a (4, 2)-code. Simulations were based on 10 
VII. SUMMARY
We have addressed the problem of directly evaluating the probability of data loss in an erasure coded distributed data storage system. We have assumed that the repair duration is constant, in contrast to standard methods that assume independent and exponentially distributed repair durations. Our approach, a combinatorial-geometric approach, enabled us to directly calculate and to bound the data loss probability, in contrast to widely used methods that estimate the integral of the reliability function. Further, our analysis is more refined, in the sense that we are able to derive expressions for the data loss probability conditioned on the number of failures in a given time window.
In the first part of the paper we addressed the problem of directly evaluating the data loss probability. The expressions that we derived assume a particularly compact form when the limit of ratio of the repair time to the observation time window goes to zero, and in this case coincides with a well-known approximation due to Chen et. al. [6] .
In the second part of the paper, we formulated the problem as a set avoidance probability calculation and derived an upper bound to the data loss probability. This upper bound on the data loss probability is shown to be smaller than the estimate derived by We now provide formal justification of the general rules for calculating the volume polynomial v ij (ρ).We start with some observations on the error region and error graphs. 
We have vol R = (t − it rep ) s /s!. This last set of inequalities corresponds to a well-known regular simplex whose volume is (t − it rep ) s /s!, concluding the proof.
In particular, Lemma 3 shows that the volume of a polytope R b defined by an vector b, depends only on its weight. 
