Image stabilization can be used as a front-end system for many tasks that require dynamic image analysis, such as navigation and tracking of independently moving objects from a moving platform. We present a fast and robust electronic digital image stabilization system that can handle large image displacements based on a two-dimensional feature-based multi-resolution motion estimation technique. The method tracks a small set of features and estimates the movement of the camera between consecutive frames. Stabilization is achieved by combining all motion from a reference frame and warping the current frame back to the reference. The system has been implemented on parallel pipeline image processing hardware (a Datacube MaxVideo 200) connected to a SUN SPARCstation 20/612 via a VME bus adaptor. Experimental results using video sequences taken from a camera mounted on a vehicle moving on rough terrain show the robustness of the system while running at approximately 20 frames per second. 0 The support of ARPA and ARO, under contract DAAH-0493G0419, and of Conselho Nacional de Desenvolvimento Cient i co e Tecnol ogico (CNPq) is gratefully acknowledged 1
Introduction
Assume a camera rigidly mounted on a moving wheeled vehicle. If the motion of the vehicle is smooth, so will be the corresponding image sequence taken from the camera, but in general it is hardly possible to obtain smooth motion due to irregularities of the terrain (and practically impossible for o -road navigation). These irregularities in the vehicle motion propagate to the camera, making the camera output very hard for humans to view or for an image analysis system to process. Image stabilization can be de ned as the process of removing the \irregularities" and making the output sequence look less \jittery". For the purpose of this paper we will adopt a more general de nition that regards the problem of image stabilization as the removal of unwanted motion from the original input image sequence. The rst de nition is applicable to mechanical systems which attempt to stabilize the camera or the whole moving platform to obtain \smooth motion". Unfortunately the complexity, size, and cost of these systems prohibit their general application. This paper presents an electronic digital image stabilization technique which o ers more exibility in the motion components to be stabilized, following the second de nition (\on-demand stabilization").
Electronic digital image stabilization can be used as a front-end system in a variety of image analysis applications or simply as a visualization tool. The application is what de nes the \unwanted" components of the motion. For example, for tele-operation of robotic vehicles, it is desirable to provide the tele-operator with a smoothed sequence where the high-frequency or oscillatory motion components are removed from the original camera sequence. Other applications like tracking independently moving objects from moving platforms can be greatly simpli ed by removing all the motion from the camera output, so that the scene background looks stationary.
The methods proposed for electronic digital image stabilization can be distinguished by the models adopted to estimate the camera motion. Several two-dimensional (2D) and three-dimensional (3D) stabilization schemes are described in Davis et al. 3] . For 2D models, in general all the estimated a ne motion parameters are compensated for, i.e., all motion is removed from the input sequence 2, 5, 8] . Stabilization in 3D is achieved by de-rotating the frames, generating a translation-only sequence, or a sequence containing translation and low-frequency rotation (smoothed rotation). Yao et al. 12] compensates for 3D rotation by tracking multiple visual cues, like distant points and horizon lines, using an extended Kalman lter for the estimation of the 3D motion parameters of interest. Both kinematic and kinetic models suitable for determining the smooth and oscillatory rotational motion components are considered, so that smoothed rotation can be also obtained. Duri c and Rosenfeld 4] also use a vehicle model to lter the high-frequency components of the rotational parameters. A ow-based motion estimator applied to points on the horizon (distant points) is used to estimate the rotational parameters, and the solution is recursively re ned to obtain smoothed motion.
Two-dimensional models are used by Vi eville et al. 11], Irani et al. 6 ], Kwon et al. 7] , and Balakirsky 1] . Vi eville et al. 11] use linear segments from the input images and align them with the absolute vertical direction, which can be provided by an inertial sensor, eliminating the need to estimate the rotation around the optical axis. Stabilization is achieved by compensating for 2D linear translation, which minimizes the disparity between two successive frames. Focus-of-expansion (FOE) and 3D structure are then computed from the stabilized frames. Irani et al. 6 ] also compute egomotion from 2D stabilization by estimating the 2D a ne motion of a single image region, which is used to cancel the 3D rotation of the camera motion. Then the 3D camera translation is computed by nding the FOE in the translation-only sequence. Stabilization by de-rotating the 3D parameters is then possible. Kwon et al. 7] suggest the use of image stabilization for the compression of video information, and Balakirsky 1] compares the performance of several stabilization systems by using them as inputs to an automatic object tracker. The better the quality of the stabilization, the better the tracker can segment and track the moving objects. Hansen et al. 5] describe the implementation of an image stabilization system based on a mosaic-based registration technique using pyramidal hardware (VFE-100). Burt and Anandan 2] describe a system used in the ARPA UGV Demo II program. The system uses a multi-resolution, iterative process that estimates a ne motion parameters between levels of Laplacian pyramid images. From coarse to ne levels, the optical ow of local patches of the image is computed using a cross-correlation scheme. The motion parameters are then computed by tting an a ne motion model to the ow. These parameters are used to warp the previous image (on the next ner pyramid level) to the current image, and the re nement process continues until the desired precision is achieved. This scheme, combined with the construction of a mosaic image, allows the system to cope with large image displacements. The VFE implementation is capable of stabilizing images of size 128 120 pixels, with image displacements ranging from 32 to 64 pixels, at a rate of 10 frames per second.
A prototype of the system presented in this paper is described in Morimoto et al. 8] . The system was implemented on a Datacube MaxVideo 200, a processor commonly used for real-time image processing applications, and used to detect independently moving objects from a moving vehicle. The prototype is able to stabilize 128 120 pixels at a rate of 7 frames per second, with image displacements of up to 15 pixels. Improvements on the algorithm allowed us to increase the frame rate to approximately 20 frames per second using images of the same resolution, with image displacements of up to 21 pixels between consecutive frames. This performance is compared in Section 4 with the VFE system presented in 5]. These fast frame rates and high image displacements between frames are essential for processing o -road navigation sequences. Of course other tasks that do not require such high performance can also take advantage of them. This paper is organized as follows: in Section 2 we present our image stabilization algorithm, and give descriptions of the motion estimation and compensation modules. In Section 3 we discuss some of the issues relevant to real-time processing, including the hardware platform we are using. Experimental results obtained from sequences taken from the NIST HMMWV are shown in Section 4, and Section 5 concludes this paper with suggestions for possible improvements.
Electronic Digital Image Stabilization
An electronic digital image stabilization system is basically composed of two main modules: one for motion estimation and a second one for motion compensation. Motion can be estimated from inertial sensor information; e.g., Vi eville et al. 11] present a method of recovering ego-motion and 3D structure by combining visual and simple inertial sensor information. Current systems 2, 3, 8] , however, in general use only information from camera input, applying well-known techniques developed for image analysis, such as correlation 5, 13] or di erential methods 3, 4].
A motion compensation process that removes unwanted motion from the desirable smooth motion must follow the initial estimation process. If only high-frequency components need to be removed, a low-pass lter could be used to remove them. One of the advantages of electronic image stabilizers over mechanical ones is that motion can be compensated on demand, o ering great exibility by simply modifying some parameters of the compensation algorithm. For example, consider two di erent applications: visualization and object tracking. For visualization, it would not be natural to remove the e ects due to steering or slow changes in the inclination of the ground surface, so that the use of a low-pass lter would be appropriate. On the other hand, stabilization could be used as a front-end system for object tracking, where the tracker could take advantage of the fact that the scene background can be made completely stationary by compensating for all motion relative to some reference frame. The latter approach has been implemented in our current system. Other schemes presented in 4, 12] could be used to smooth some or all of the parameters.
Motion Estimation
Our rst prototype described in 8] was based on a multi-resolution image registration technique developed by Zheng and Chellappa 13] . The technique matches a small set of feature points between two frames using a weighted correlation scheme and estimates four a ne motion parameters using the computed feature displacements. The processing of each higher resolution level re nes the estimates obtained from the registration of the lower resolution levels. This scheme was later replaced by a faster multi-resolution tracking scheme that works from coarse to ne levels. We also adopted a di erent similarity measure, given by the sum of squared di erences (SSD) of local patches around each feature. No estimation or re nement is done between di erent resolution levels, and the nal displacements are used to estimate the motion parameters.
In order to estimate the movement of the camera in a rigid environment we use the model described in 13]. To better understand the model, consider a camera mounted on a balloon. The camera is pointing down at a at surface S, with its optical axis always perpendicular to S. In such a con guration, translations and rotations of the 
where (x i ; y i ; z i ) are 3-D coordinates relative to a coordinate system xed on the camera at time t i , for i = f0; 1g. ( x; y; z) de ne the translation of the camera measured from the coordinate frame at time t 0 , and is the rotation angle, also measured with respect to the coordinate frame at time t 0 . Image coordinates at time t i will be denoted by (X i ; Y i ). The image plane de ned by the X i and Y i axes, which are respectively parallel to the x i and y i axes and consequently perpendicular to the z i axis, has its origin at z i = f where f is the camera focal length. Under this con guration, the equations for perspective projection are 0
Combining (1) and (2) The term z 1 =(z 1 + z) = z 1 =z 0 is the change in scale and will be denoted by S, while the terms (f x)=(z 1 + z) and (f y)(z 1 + z) correspond to the translation in the image coordinate system, which will be denoted by ( X; Y ). In matrix notation, the relation between two image frames taken at times t 0 ; t 1 is 0
Notice that the scale factor S in this model is inversely proportional to the ratio of the distances between two arbitrary image points at times t 0 ; t 1 . Thus S can also be obtained by considering any two points in the image frames taken at t 0 and t 1 . Let A 0 and B 0 be two arbitrary points in the image frame at t 0 (f 0 ), and A 1 and B 1 be their corresponding points in f 1 . Let i be the distances between A i and B i , for i = f0; 1g. Then the scale factor can be computed by
The next section shows how to use this model to recover the four parameters that describe the 2D motion of the camera. It is assumed for the moment that a set of matched pairs of features is available. Descriptions of the feature detection and tracking process are given in Section 2.1.2.
Recovering the Motion Parameters
Given a set S i of N feature points in frame f i and the set S j of corresponding points in frame f j , the scaling factor S is computed from (6) since it is invariant to translation and rotation. The distances are taken with respect to the center of mass of each set. The position of the center is given by
where ( We have described so far how to compute the 2D rigid motion of a camera by assuming a set of N pairs of matched feature points to be available. Methods used to extract, select, and track features are described next.
Automatic Extraction, Selection and Tracking of Feature Points
2D models are appropriate for image sequences of distant scenes where perspective e ects can be neglected. Unfortunately this is not true for typical sequences taken from a moving wheeled vehicle where it is common to have objects in the scene passing close to the camera. The presence of close objects violates the 2D motion assumption, but this model can still be used if we are able to restrict ourselves to image points corresponding to distant scene points.
A heuristic rule for selecting features on the horizon is currently being used. The horizon is a very strong visual cue, present in almost every o -road situation. Yao et al. 12] and Duri c and Rosenfeld 4] use similar visual cues. The rst step in feature extraction is to smooth the input image by convolving it with a 5 5 Gaussian kernel operator. Then the smoothed image is convolved again with a 5 5 Laplacian kernel operator. The resulting Laplacian image is saved to be used for feature tracking and also thresholded. The thresholded image is divided into N vertical zones, where N corresponds to the number of features to be tracked. Each zone is searched from top to bottom, and the topmost feature is selected for tracking.
After the selection of features in frame f t?1 , they can be tracked to frame f t by a multi-resolution re nement scheme using parameter estimation proposed in 14]. Although this process is able to produce very good estimates of the motion parameters, it is computationally expensive since it uses a weighted correlation scheme to determine the best feature matches. We use another similarity measure which is given by the SSD over local windows (SSD windows) centered at the feature points. This measure is computed over a neighborhood (search window) around the candidate matches in frame f t , and the point which returns the minimum SSD is selected as the best match.
The SSD between two windows of size W = (2w + 1) (2w + 1) centered at P The use of Laplacian images for feature tracking also helps to reduce the sizes of the SSD windows. The Laplacian operator enhances the regions around the tracked features and smooths the regions of constant brightness that in general surround the edges. Since the Laplacian operator is rotation invariant, edges of di erent orientations are equally enhanced so that the Laplacian images are not a ected by possible rotations of the input images.
Tracking is performed in a hierarchical fashion. A Laplacian pyramid L t] is formed by combining several reduced-resolution Laplacian images of frame f t . Each level of the pyramid will be denoted by L t; l], where L t; 0] is the Laplacian image of the original frame of size Z (an image of size Z has Z Z pixels). The size of an arbitrary pyramid level l is determined by Assume that the pyramids have j+1 levels, and level j has the coarsest resolution.
After the selection of features is performed using L t ? 1 
Subpixel Matching
After the grid-to-grid matches are obtained from the hierarchical search, displacements with subpixel accuracy can be easily computed for the nest resolution level of the pyramid using a di erential method 10, 14]. Subpixel accuracy is necessary to eliminate the quantization error introduced when the images are digitized. The system of equations in (13) When the feature pairs with subpixel accuracies become available, the motion parameters are computed using (8) and (10).
Motion Compensation
The result of the motion estimation process described in the last section is capable of computing the motion between two frames. The objective of motion compensation is to keep some kind of history of the motion estimates in order to create a stabilized sequence.
The way motion estimation and compensation are performed de nes the structure of the stabilization algorithm. We will describe and compare two possible implementations: one that always use two consecutive frames from the input image sequence to estimate the motion parameters, which will be referred to as the frame-to-frame algorithm (FFA), and a second one that keeps a reference image and uses it to estimate the motion between the reference and the current input image, which will be referred to as the frame-to-reference algorithm (FRA).
The Frame-to-Frame Algorithm
The block diagram of the frame-to-frame algorithm is shown in Figure 1 Since features are tracked between consecutive frames, they do not need to be extracted in every frame. Figure 2 shows a simple scheme where the feature extraction algorithm is applied to every other frame instead of every frame. Suppose that the system uses frame f t to extract features. This set of features can be used for tracking features backward between f t and f t?1 . When f t+1 is acquired, the same set can be used for forward tracking between f t and f t+1 . Finally, when f t+2 comes in, new features must be extracted and the process continues with backward tracking. This strategy is very simple to implement and just requires a slightly more complex control structure. The forward tracking is done as described previously, but a few changes must be made for backward tracking. First, the same tracking algorithm is used by simply switching f t with f t?1 and the motion based on the inverted pairs is computed. This process estimates the motion from f t to f t? 1 
If the motion can be reliably estimated for large feature displacements, it is very simple to extend the backward/forward estimation scheme to utilize larger steps between feature extractions.
Due to the dynamic nature of the problem, the scene as a whole is under constant modi cation, so that after some relatively short time the original frame may not have anything in common with the current frame. One nice characteristic of this algorithm is that it keeps computing the global motion even in these situations since in general the overlap between two consecutive frames is considerable. Of course the warping of the current frame using this global motion takes the image completely out of view. In such cases, the user interface module allows the user to reinitialize the system, so that another reference is taken. It is also possible to set motion limits, so that whenever the overlap between the reference and the current frame is not large enough, the system can reset itself automatically.
When the motion of the camera is predominantly lateral, i.e., the camera is moving perpendicular to its optical axis, the construction of a mosaic has some advantages 2]. It o ers better visualization and also helps in the estimation process. Unfortunately, this technique does not help for forward (or backward) motion, i.e., motion along the optical axis, which is considerably more natural than lateral motion (imagine driving a vehicle looking only sideways).
Besides reinitialization, the FFA can exhibit drifts due to the accumulation of error, which although very small between frames, can become considerable after long periods of time. The frame-to-reference algorithm described next eliminates this problem.
The Frame-to-Reference Algorithm
In order to reduce drifts caused by the accumulation of errors, instead of estimating the motion between two consecutive frames, a reference frame can be adopted, e.g. f 0 , and used to estimate the total motion at every frame f t directly, avoiding the combination of interframe motions. One simple way of implementing this scheme is to pre-warp the current frame by the current total motion w t , i.e., use w t as an initial estimate, and then execute the forward matching scheme as before to compute the motion w if between the reference and the pre-warped current frame. The new w t+1 to be used by frame f t+1 as its initial estimate will be given by the combination of w t with w if . Note that w 0 is de ned by the zero motion parameters ( X; Y; ; S) = (0:0; 0:0; 0:0; 1:0).
The problem with this scheme is that the reference frame can become obsolete quite fast, even when a mosaic is built and used as reference, mainly because of forward translation. Typically, the reference becomes obsolete as soon as the current frame does not share enough overlap area with the reference. Limits can be imposed on the estimated motion parameters so that the system can use them to reset itself, but in general a high reset rate is undesirable. For example, when tracking independently moving objects, restarting the system might not be possible at any given time, and it might require the stabilization process to keep running longer than the imposed limitations. Although it is possible to increase the size of the search windows in order to cope with larger image displacements, this would increase the computational cost and reduce the performance of the stabilization system, and would not eliminate the reset problem.
There is no easy way of preventing the reference from becoming obsolete, since we are not assuming any control over the movement of the camera, but it is still possible to make use of a reference frame to reduce drift by allowing the system to switch references whenever necessary, i.e., whenever the motion parameters indicate that the reference does not have enough overlap with the current frame, the current frame is adopted as the new reference. Note that this does not necessarily result in a change in the total motion parameters, but the drift can be reduced to a reference-toreference change instead of a frame-to-frame change. Figure 3 shows a block diagram of the FRA. The dotted line from the camera to the reference modules passing through the Laplacian pyramid is used to load new references. Features are extracted whenever the reference is changed. During normal operation, the current frame is warped using the combined motion parameters computed from the current reference and a Laplacian pyramid of the warped frame is built. Then the motion between the reference and the warped frames is computed, and used to update the combined motion to the reference. This combined motion is then used to update the global motion, which is controlled by the user (or automatically). The global motion is used to generate the stabilized output that is sent to the monitor.
The next section describes in greater detail some of the issues relevant to the fast implementation of the FFA algorithm. We adopted this algorithm for presentation because it is simpler to implement on our hardware platform. Also, the FRA required a high reset rate during initial tests, implying that in order to keep the reset rate small the performance of the system would have to be degraded. Furthermore, the drifts of the FFA are very small, noticeable only under certain special conditions, and they become insigni cant during vehicle navigation. Since the drifts are in general very small relative to the estimated motion, thresholds on the interframe motion can be set so as to virtually eliminate them.
Hardware Implementation
The implementation of the algorithm is very hardware dependent; most of the previous descriptions were formulated with the target architecture in mind. In order to better explain the steps taken by our stabilization algorithm, we rst describe the target image processing hardware.
Hardware Description
The algorithm was implemented using a MaxVideo 200 board connected to a SUN SPARCstation 20/612 via a VME bus adaptor. The MV200 is a parallel pipeline image processing hardware system manufactured by Datacube Inc. The system is basically composed of the following dedicated devices:
1. Architectural Adaptor Version B (AB device): This provides a VMEbus interface with the host computer, serving as the mother board for all the other devices. It allows data path programmability to and from all other MaxVideo processing resources through a 20 MHz crosspoint switch.
Advanced Memory (AM device):
This provides basic image storage capabilities. One AB device can host up to 6 AM devices (Mem00 to Mem05), each having either 1, 4 or 16 MBytes of physical storage. Our board has 6 AM devices with 4 MBytes of physical memory each. These devices are typically used as bu ers for several image processing operations, including image acquisition and display.
3. Analog Generator (AG device): This provides display and graphics overlay capabilities. It can be programmed so that it can be connected to many di erent types of monitors.
4. Advanced Pipeline Processor (AP device): This processor can perform three basic statistical operations (histograming, feature listing, and modi ed Hough transform), morphological operations, and neighborhood multiply and accumulate (NMAC) operations that can perform convolutions of an entire image with an (up to) 8 8 convolution mask. Our AP device also hosts a second-order polynomial warper module that is able to perform second-order polynomial transformations in real time.
Analog Scanner (AS device):
This device digitizes the analog input video signal, storing the image in its own physical storage element.
6. Arithmetic Unit (AU device): This device is able to perform several linear, non-linear, and statistics processing operations.
Each device consists of a variety of processing elements, including input/output ports, memory elements, multiplexers, look-up tables, etc. The MV200 image processing system comes with ImageFlow, a collection of C routines that controls and connects these processing elements. The task of the programmer is to set the control parameters and connect all the necessary elements in order to perform the desired computations on the input image stream.
The connection of elements is done within the elements of one device. Connections between devices are made through the crosspoint switch of the AB device. The basic processing unit is called a pipe. A pipe de nes a path between two memory storage elements (typically from the AM device). To de ne a pipe, all elements within the pipe must be connected, including the connections between devices, and the control parameters of each element must be appropriately set. After the pipe is ready, it can be red (once or continuously), so that the data from one memory element ows through the pipe to the second memory element, where the processed data can be accessed and further processed.
For example, a simple convolution can be de ned by three pipes: One pipe connecting the AS device (which is connected to a camera) to a memory storage device, say Mem05; a second pipe for the convolution, connecting Mem05 to Mem00 through the convolution element in the AP device; and a third pipe for display purposes, connecting the result of the convolution stored in Mem00 to the AG device (which is connected to a monitor). Figure 4 shows a block diagram of the Datacube implementation of the frame-toframe algorithm. The simplicity of the system contributes to its fast performance. We initially built all the modules in C++ for simulation purposes and then ported the appropriate modules to the Datacube. To optimize performance, communication between the Datacube and the host computer (the SUN workstation) was kept to a minimum.
Implementation of the Frame-to-Frame Algorithm
The acquisition pipe stores frames of size 512 480 continuously into Mem05; they are digitized by the AS device. A one-shot pipe links Mem05 to Mem04 through the AP convolution element, loaded with a 5 5 Gaussian convolution kernel. The input port of Mem04 is set to subsample the input by a factor of two. To continue the subsampling process, a looping pipe around Mem04 creates several subsampled Gaussian images, until a 32 30 image size is reached. To avoid superposition with ner resolution images, the coarser images must be carefully placed into Mem04. All Features, typically 5, are extracted from the 128 120 image, and tracked within subpixel accuracy. We allow for local displacements of 3 on each level, so that the system is able to support a maximum displacement of 21 pixels in the 128 120 image. After the computation of the motion parameters, they are used to set the warper module in the AP device. The 128 120 image stored in Mem04 is warped and sent to Mem00. Finally the result is displayed by the pipe from Mem00 to the AG device. If the parameters are appropriately scaled, the warper can be easily set to warp any image, including the original one stored in Mem05. The host also controls the forward/backward scheme described in Section 2.2.1 and the user interface.
Experimental Results
This section presents experimental results obtained from a video sequence taken from the NIST HMMWV. Unfortunately, still images are not the most appropriate way to display the results of such a dynamic process. Those readers with access to www browsers may want to look at the MPEG movies, containing a few original and stabilized sequence samples, that are available at:
http://www.cfar.umd.edu/~carlos/stabilization.html. Since our stabilization technique is supposed to keep the whole reference image still, the di erence between two stabilized frames should be close to zero everywhere; this is not true in the case of the original sequence due to the motion of the camera, which causes misalignments in the images. The top of Figure 5 shows two stabilized frames and their di erences, while the bottom shows the corresponding frames from the original sequence. For illustration purposes, the di erences were thresholded, so that the black spots correspond to high-intensity discrepancies. In this case, the number of black spots in the di erence of images can be regarded as an error measure that stabilization tries to minimize.
The original sequence was recorded from the NIST HMMWV while moving for-ward. That is the reason for the shrinking in the stabilized frames. It can be seen that objects closer to the camera (e.g., a car to the left and a lampost to the right) are quite noticeable (the error is large) in the stabilized sequence because their motion does not t the 2D model, but it is clear that the region around the horizon practically disappears (the error is small) in the di erence image. Observe that since we are tracking distant features, the system is quite robust to perspective distortions that occur in other parts of the image. Figure 6 shows another part of the tape where the vehicle is navigating on rough terrain. Again, the error is much smaller around the regions close to the horizon, but high on the bottom regions due to the di erent image ow of the grass pattern, which is not appropriately compensated by the 2D model. The results are apparently good enough for visualization, but segmenting independently moving objects directly from the di erence of stabilized frames is not straightforward, mainly due to regions that do not t the 2D motion assumption, since they are also segmented after the di erence image is thresholded. Temporal median lters combined with velocity-tuned lters are used in 8] to detect independently moving objects (IMOs). Qualitative approaches 9] to the detection of IMOs could also bene t from electronic image stabilization.
During these tests the system was set to use search windows and SSD windows of the same size (7 7). For these settings, the system is able to process about 20 frames per second. The table in Figure 7 shows how the frame rate degrades when the search window is increased and the SSD windows are kept constant. Our host computer is running SUN-OS 4.1, which is not the most appropriate operating system for real-time applications. Thus, for each search window, three trials of at least 1000 frames were processed and the average result is shown. It is possible to consider the frame rate alone as a basis for comparison, but frame rate and robustness to large pixel displacements can be combined by considering the maximum pixel velocities supported by the system. The rightmost column in Figure 7 gives the maximum pixel velocities that each setting is able to process. This might suggest that the system is more robust when set to search displacements of magnitude 5 instead of 3, because despite the loss in frame rate there is a considerable gain in feature velocity that the system is able to track. Unfortunately, when the search space is increased, the narrow SSD window being used is more likely to nd a false match. Increasing the SSD window provides better discrimination between features and decreases the probability of false matches. On the other hand, the frame rate drops considerably.
The last row of Figure 7 shows the performance of the stabilization system presented by Hansen et al. 5] . Their system is able to stabilize images with velocities of 320 pixels per second, running at 10 frames per second. Despite the better per-formance gures of our system for a search window of size 3, we expect that their system may be more precise in the computation of the motion parameters since several local patches contribute to the re nement and estimation of the parameters, while we use a very limited set of feature points that are simply tracked and used for estimation. On the other hand, our technique can handle sequences with regions that do not t the 2D model if the features are constrained to distant points of the scene. Also, for real-time applications, faster frame rates (closer to video frame rate) might be more appropriate.
The fast frame rate was obtained in part by reducing the number of features to be tracked (typically set to 5). This explains why the system is so sensitive to false matches and bad features (features in regions that do not t the 2D model). Assuming that translation is dominant, the ow of distant (or vanishing) points should be very small. So, to reduce the sensitivity of the system to bad features and false matches, the motion parameters are computed based on the three features with minimal displacements.
Conclusion
We have described a fast and robust implementation of a 2D electronic image stabilization system, and have discussed other possible implementation schemes. The frame-to-frame algorithm was implemented on a Datacube MV200 connected to a SUN SPARCstation 20/612, and it is able to process about 20 frames per second using a three-level Laplacian pyramid with a nest resolution of 128 120 pixels. The highest image displacement, determined by the size of the search windows, is 21 pixels for the nest level, so that the system is able to stabilize sequences with image velocities of up to 413.7 pixels per second. Although these gures may be comparable with or better than the performance of current stabilization systems, they were sometimes not good enough to stabilize o -road sequences taken with cameras with narrow eld of view.
We are currently investigating an interesting variation of the FFA scheme where the camera images are pre-warped using the most recent interframe estimate. To understand the advantages of this scheme, let the image be translating with a constant velocity of v pixels per two processed frames (i.e., in the next frame to be processed the features will be v pixels apart). In this case, the warped input image would coincide with the previous frame, which facilitates tracking. If v abruptly becomes 0, the search e ort necessary to estimate the motion would be the same as in the original FFA scheme. Now consider acceleration, so that v increases by v for every frame. The original FFA would eventually fail to track features because the displacement becomes too large. The modi ed FFA, on the other hand, would estimate the new velocity at every frame and compensate for it in the next, so that the displacement between frames would always be v pixels.
Another problem that must be solved is that of automatic reinitialization when compensating for all four motion parameters of the model. A rough analogy between the 2D and 3D parameters is as follows:
2D parameter 3D parameter scale translation horizontal translation pan vertical translation tilt rotation roll
Stabilization techniques based on 3D models compensate only for 3D rotation, and do not compensate for translation. Not compensating for the scale factor produces a similar e ect; the smoothing techniques suggested in 4, 12] could be applied to the remaining parameters. The advantage of such a scheme is that the current system could still be used without much change in performance, but a better scheme would use the tracked feature pairs to directly estimate the 3D rotation. Using iterative methods like those in 4, 6] signi cantly slows down the process.
