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Abstract
The maximally symmetric D-branes of string theory on the non-simply connected Lie
group SU(n)/Zd are analysed using conformal field theory methods, and their charges
are determined. Unlike the well understood case for simply connected groups, the charge
equations do not determine the charges uniquely, and the charge group associated to these
D-branes is therefore in general not cyclic. The precise structure of the charge group
depends on some number theoretic properties of n, d, and the level of the underlying affine
algebra k. The examples of SO(3) =SU(2)/Z2 and SU(3)/Z3 are worked out in detail, and
the charge groups for SU(n)/Zd at most levels k are determined explicitly.
February 2004
∗ gaberdiel@itp.phys.ethz.ch
⋆ tgannon@math.ualberta.ca
1. Introduction
It is believed that the topological charges of D-branes are described by some K-theory
group [1,2]. These charges constrain the dynamics of D-branes as configurations that carry
different charges cannot decay into one another. For the case of the WZW models, the
relevant K-groups are believed to be certain twisted K-theory groups [3,4].
The D-brane charge groups are also calculable in terms of a microscopic (conformal
field theory) description of D-branes. Let us denote by B the (finite) set of D-branes that
preserve the full affine symmetry gk (possibly up to an automorphism). The charge qa ∈ Z
of the D-brane a ∈ B must then satisfy the charge equation [5]
dim(λ) qa =
∑
b∈B
Nλab qb . (1.1)
Here λ ∈ P k+(g) is an integrable highest weight of gk, dim(λ) is the Weyl dimension of the
corresponding finite dimensional representation of the horizontal subalgebra g¯, and Nλab
are the NIM-rep coefficients that describe the multiplicity (possibly zero) with which the
representation λ appears in the open string spectrum of an open string that begins on the
D-brane a, and ends on the D-brane b.
In the simplest situation (namely for the D-branes in the charge conjugation modular
invariant that preserve the full affine algebra without any automorphism) the D-branes
are labelled by the integrable highest weight representations, a = µ, and the NIM-rep
Nλµν agrees with the fusion rules Nλµν . The charges qµ are then (up to trivial rescalings)
uniquely determined by (1.1), qµ = dim(µ), and they satisfy the charge equation modulo
an integer M
dim(λ) dim(µ) =
∑
ν∈Pk
+
Nλµ
ν dim(ν) (mod M) . (1.2)
The integer M has been determined for all algebras and levels [5,6,7], and it is given by
the universal formula
M =
k + h∨
gcd(k + h∨, L)
, (1.3)
where h∨ is the dual Coxeter number of the finite dimensional Lie algebra g¯, and L depends
only on g¯. For the case of su(n) that shall mainly concern us in this paper,
M =MSU(n) =
n+ k
gcd(n+ k, L)
, (1.4)
where L = lcm{1, 2, . . . , n− 1}.
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Since the coefficients Nλab form a (NIM-)representation of the fusion rules, any solu-
tion to (1.1) can only be satisfied mod M , as is explained in [8]. In general, however, the
solutions of (1.1) will not be unique, and the set of all solutions to (1.1) forms a ZM -module
K. [This is to say, the sum of two solutions is a solution, and replacing qa by lqa (where
l ∈ ZM ) also leads to a solution.] Since there are only finitely many D-branes (and since
M is a finite number), K will only contain finitely many elements.
The set of solutions K is always an abelian group (under addition): the identity
element is the trivial charge solution (qa = 0 for all a), and the inverse to the solution qa is
the solution −qa. This group is the charge group of the set of D-branes whose open string
spectrum is described by the NIM-rep Nλab. Any finite abelian group is of the form
K = ZM1 ⊕ ZM2 ⊕ · · · ⊕ ZMl . (1.5)
Apart from the trivial identification Za ⊕ Zb = Zab whenever a and b are coprime, this
decomposition is unique. Since K is a ZM -module, all Mi must be factors of M . The
charge group of the D-branes is therefore always of this form.
Strings propagating on the simply connected group manifold G are described, in terms
of conformal field theory, by the charge conjugation modular invariant. For this theory, the
charge group for the D-branes that preserve the full affine symmetry has been determined
[5,6,7], and it is just K = ZM , with M given by (1.3) above. For the D-branes that only
preserve the affine symmetry up to an outer automorphism, the charge group has recently
also been found to be K = ZM [8]. These results are in beautiful agreement with the
K-theory calculations of [9,10].
In this paper we want to determine the D-brane charge group for the case of string
theory on a group manifold that is not simply connected. We shall only consider the case
of quotient groups of the simply connected group SU(n), although many of our statements
generalise directly to the other cases. Recall that the centre of SU(n) is Zn. To each divisor
d > 1 of n, there is therefore an associated compact connected (but not simply connected)
Lie group G = SU(n)/Zd. Moreover, any compact connected Lie group with the same Lie
algebra su(n) as SU(n) will be of this form. The modular invariant corresponding to G is
known [11,12] and will be reviewed in the following subsection.
We shall only consider the ‘untwisted’ D-branes in this paper, i.e. the branes that
preserve the full affine symmetry without any (outer) automorphisms. These have been
implicitly constructed in [13] (see also [14,15] for earlier work), but we will need to be more
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explicit here, and shall review the relevant details below as well. As we shall see, unlike the
situation in the simply connected case, the charges here will not be uniquely determined
by (1.1), and K is therefore not a cyclic group in general.
As will become apparent in the subsequent analysis, there are two classes of solutions
to (1.1), which together generate all solutions. One solution (that we shall call ‘untwisted’)
is characterised by the property that q0 = 1, where a = 0 describes the D0-brane of
the underlying SU(n) theory (that also defines a D-brane of SU(n)/Zd). Provided that
n(n + 1)/d is even, this leads to a summand of ZMSU(n) in (1.5). [This is for example
illustrated by the example of SU(3)/Z3 that will be discussed very explicitly in section 2.]
This charge solution simply measures the (rescaled) D0-brane charge of the underlying
SU(n) theory.
If n(n+1)/d is odd on the other hand, the situation is different in that the D0-brane
of SU(n)/Zd (and therefore almost all D-branes of SU(n)/Zd) do not carry any non-trivial
D0-brane charge with respect to the underlying SU(n) theory. In this case a non-trivial
solution with q0 = 1 may still exist (although this need not be the case), but it does not
correspond to the D0-brane charge of the underlying SU(n) theory any more. In particular,
it only gives rise to a summand of ZMu in (1.5), where M
u is typically either Mu = 1 or
Mu = 2, and at any rate does not grow with k any more. This ‘pathological’ behaviour
already occurs for the simplest non-simply connected Lie group SO(3) = SU(2)/Z2; this
example will be discussed very explicitly in section 2.3.
In many cases the above untwisted solution is the unique solution to (1.1) (in partic-
ular, this is the case provided that the level of the affine Lie algebra k is coprime to d),
but there are also situations where q0 = 1 does not determine the full solution uniquely.
The ambiguity can then be described by ‘twisted’ solutions for which qt0 = 0. For exam-
ple, if d > 2 is prime (and k is a multiple of d), then there are precisely d − 1 (linearly
independent) twisted solutions, each of which contributes a factor of
ZMt where M
t = gcd(d∞, n,MSU(n)) (1.6)
to (1.5). If d is composite (or d = 2), the precise structure of the twisted solutions is more
complicated, but the general structure is similar. The structure of the twisted solutions is
nicely illustrated by the example of SU(3)/Z3.
We are not able to give a proof for these statements in all cases, but we can give a
nearly complete description when d is a prime, and when d is composite but coprime to
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MSU(n). We have also studied a number of examples in detail, and the outlines of the
general picture are taking shape. One would expect that these charge groups should agree
with the appropriate twisted K-theory groups; it would be very interesting to confirm this
by a direct K-theory analysis.
The paper is organised as follows. In the remainder of this section we introduce our
notation and review the construction of the relevant conformal field theories, as well as
their untwisted D-branes. In section 2 we illustrate our results by working out the exam-
ples of SU(3)/Z3 and SO(3) = SU(2)/Z2 explicitly. In section 3 we collect some general
observations and explain for which theories the charge group is necessarily pathologically
small. We also show how to construct the unique (untwisted) solution provided that k
is coprime to d. Finally we prove that the untwisted solution always leads to ZMSU(n)
provided that d is coprime to MSU(n) (and n(n + 1)/d is even so that the solution is not
pathologically small). In section 4, we give a nearly complete description of the charge
group for the case when d is prime and comment on the generalisations to composite d.
Finally, section 5 contains our conclusions and conjectures about general SU(n)/Zd.
1.1. A quick review of SU(n) and its simple current modular invariants
String theory on SU(n) can be described in terms of the representation theory of the
affine algebra Ân−1 = ŝu(n) at the appropriate level k. Its integrable highest weights
λ ∈ P k+(su(n)) consists of all n-tuples (λ0;λ1, . . . , λn−1), where each λi is a nonnegative
integer, and
∑n−1
i=0 λi = k. When there can be no confusion about the level k, we will often
drop the redundant component λ0. These weights λ ∈ P k+(su(n)) parametrise the primary
fields of the WZW model on SU(n).
This WZW model has a simple current J of order n, corresponding to the cyclic
symmetry of the extended Dynkin diagram, which sends the highest weight λ =
(λ0;λ1, . . . , λn−1) to Jλ = (λn−1;λ0, λ1, . . . , λn−2). This permutation obeys [16,17]
Sλ Jjµ = e
2πij t(λ)/n Sλµ (1.7)
for any j, where t(λ) is its n-ality
t(λ) =
n−1∑
j=1
jλj . (1.8)
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Simple currents give rise to symmetries and gradings of fusion coefficients
NJiλ,Jjµ
Ji+jν =Nλµ
ν
Nλµ
ν 6= 0 =⇒ t(λ) + t(µ) = t(ν) (mod n) .
(1.9)
Suppose now that d divides n, and write d′ = n/d. The simple current Jd
′
that will
play an important role in the following, has then order d. We call ϕ ∈ P k+ a fixed point
of order m (with respect to Jd
′
) whenever m divides d, and d/m is the smallest positive
integer for which Jd
′(d/m)ϕ = Jn/mϕ = ϕ. Then the Jd
′
-orbit {Jjd′ϕ} has cardinality d/m.
Write o(ϕ) for the order m of ϕ. Note that any solution ϕ ∈ P k+(su(n)) to Jn/mϕ = ϕ
looks like ϕ = (ϕ, . . . , ϕ) (m copies of ϕ), where ϕ = (ϕ0; . . . , ϕn/m−1) ∈ P k/m+ (su(n/m)),
and so
t(ϕ) =
m−1∑
j=0
n/m−1∑
i=0
(
nj
m
+ i)ϕi =
n
m
k
m
m(m− 1)
2
+mt(ϕ) . (1.10)
For a given n, k and d, Jd
′
will have fixed points of order m, when and only when m divides
gcd(d, k).
For any divisor d of n with d′ = n/d, define the matrix M [d′] by
M [d′]λµ =
d∑
j=1
δd
(
t(λ) +
d′ j k′
2
)
δµJ
jd′λ , (1.11)
where k′ = k+n if k and n are odd, and k′ = k otherwise. Furthermore, δy(x) = 0 if
x
y ∈ Z,
and δy(x) = 1 otherwise. Then M [d
′] is a modular invariant if and only if the product
(n−1) k d′ is even [16]. For instance, M [n] = I is a modular invariant for any su(n) level k;
for su(2), M [1] is a modular invariant if and only if k is even. The modular invariantM [d′]
corresponds to the WZW model on the non-simply connected group SU(n)/Zd [11,12]. For
example, M [1] for su(2) at even level k corresponds to the WZW model with group SO(3).
1.2. D-branes
Next we need to describe the untwisted D-branes, and in particular, their NIM-reps.
In the following we shall consider SU(n)/Zd, where d divides n. Suppose the level k is
fixed, and write d′ = n/d as before. In this subsection we assume for simplicity that M [d′]
defines a modular invariant, i.e. that (n+ 1) k d′ is even.
5
We need to know the NIM-rep coefficients Nλab corresponding to (1.11). The easiest
way to find these is through the formula
Nλab =
∑
µ∈E
ψaµSλµψ
∗
bµ
S0µ
, (1.12)
where S is the Kac-Peterson modular S matrix, and µ ∈ E are the exponents. The general
relation of ψ with the modular S matrix for simple current extensions is discussed in [18];
an expression for that S is given in [19]. The resulting general explicit expression for ψ is
too awkward to be directly helpful in (1.12); we will give special instances of it throughout
this paper.
The fusion ring for SU(n) at level k is generated by the fundamental weights
Λ1, . . . ,Λn−1. Since the NIM-rep is a representation of the fusion ring, it suffices to consider
in (1.1) λ equal to these fundamental weights Λi.
The exponents µ ∈ E are the weights with M [d′]µµ 6= 0. Write f = gcd(d, k). Then
any order o(µ) must divide f . For the following it is useful to distinguish two cases:
Case A: Either n or k is odd, or either n/d or k/f is even. Then µ ∈ P k+ is an exponent
if and only if d divides t(µ). Such a µ will have multiplicity o(µ).
Case B: Both n and k are even, and both n/d and k/f are odd. Then the exponents come
in two versions: either f/o(µ) is even and d divides t(µ) (in which case the multiplicity
of µ is o(µ)); or f/o(µ) is odd and d/2 divides t(µ) (in which case the multiplicity of µ is
o(µ)/2).
We will write ‘mult(µ)’ for this multiplicity (which will either be o(µ) or o(µ)/2), and
let (µ, i), 1 ≤ i ≤ mult(µ), denote these exponents. When mult(µ) = 1, then we shall
usually abbreviate (µ, 1) with µ. Write E = E0 ∪ Ed/2 where Ei consists of all exponents µ
with t(µ) = i (mod d). Then E = E0 if and only if we are in Case A.
The boundary labels a ∈ B here correspond to pairs ([ν], i), where [ν] = {Jjd′ν} is
the Jd
′
-orbit of any weight ν ∈ P k+, and where 1 ≤ i ≤ o(ν). To simplify notation, we
will write [ν, i] for ([ν], i), and when ν has order o(ν) = 1, then we shall usually write [ν]
instead of ([ν], 1) = [ν, 1].
Most entries of ψ are easy to compute. When either µ or ν are not fixed points of Jd
′
,
we find respectively
ψ[ν,i]µ =
√
d
o(ν)
Sν µ , (1.13)
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ψ[ν] (µ,i) =

√
d
mult(µ)
Sν µ if µ ∈ E0
0 if µ ∈ Ed/2 ,
(1.14)
for all i, where (1.13) applies only if o(µ) = 1 (recall that mult(µ) can equal o(µ)/2 in Case
B). More generally, we obtain
o(ν)∑
i=1
ψ[ν,i] (µ,j) =

√
d
mult(µ)
Sν µ if µ ∈ E0
0 if µ ∈ Ed/2 ,
(1.15)
mult(µ)∑
j=1
ψ[ν,i] (µ,j) =

√
mult(µ)d
o(ν)
Sν µ if µ ∈ E0
0 if µ ∈ Ed/2 ,
(1.16)
for any boundary label [ν, i] and exponent (µ, j).
Now suppose ν is not a fixed point. We compute from (1.14) and (1.16) that
Nλ [ν][ν
′,i] =
∑
µ∈E0
√
d
mult(µ)
Sνµ
Sλµ
S0µ
√
mult(µ)d
o(ν′)
S∗ν′µ =
d/o(ν′)∑
j=1
Nλ ν
Jd
′jν′ , (1.17)
for any weight λ ∈ P k+ and boundary label [ν′, i]. More generally, for any weight λ ∈ P k+
and boundary labels [ν, i], [ν′, i′], we obtain
o(ν)∑
i=1
Nλ [ν,i][ν
′,i′] =
d/o(ν′)∑
j=1
Nλ ν
Jd
′jν′ . (1.18)
This does not give all NIM-rep coefficients, but it provides a very useful constraint that can
be exploited in general (see section 3). For more specific examples (that will be discussed in
section 4) one can give simple explicit formulae for all NIM-rep coefficients. In these cases
one can then give a fairly complete description of the D-brane charges. More generally [20],
each NIM-rep coefficient Nλ [ν,i][ν′,i′] can always be expressed in terms of various fusions
for SU(n/m) level k/m, for some m dividing f = gcd(d, k).
2. The construction for SU(3)/Z3 and SU(2)/Z2
In order to illustrate our general results, which we shall give in sections 3 and 4, let
us first discuss the analysis for the case of SU(3)/Z3 and SU(2)/Z2 in detail.
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2.1. The SU(3) situation without fixed points
For SU(3)/Z3, the situation is simplest if the level k is not divisible by 3 since then the
orbifold does not have any fixed points. (The situation when 3 divides k will be discussed
in the next subsection.) In this case, (1.11) implies that the spectrum of the corresponding
WZW model is given by
H =
⊕
t(λ)=0 (mod 3)
Hλ ⊗ H¯∗λ ⊕
⊕
t(λ)=1 (mod 3)
Hλ ⊗ H¯∗Jλ ⊕
⊕
t(λ)=2 (mod 3)
Hλ ⊗ H¯∗J2λ , (2.1)
where λ ∈ P k+(su(3)) is an allowed highest weight for ŝu(3) at level k, i.e. λ = (λ1, λ2)
satisfies λ1 + λ2 ≤ k. The quantity t(λ) is defined by
t(λ) = λ1 + 2λ2 , (2.2)
and J is the simple current that acts on allowed highest weights as
J(λ1, λ2) = (k − λ1 − λ2, λ1) . (2.3)
Since k here is not divisible by 3, none of the weights λ ∈ P k+(su(3)) are invariant under J .
The boundary states of this theory are labelled by the J-orbits in P k+(su(3)), and are
denoted by [a], where a ∈ P k+(su(3)). More explicitly, [a] = [b] if and only if a = J lb, for
some l. The corresponding NIM-rep is simply given by
Nλ[a][b] =
2∑
i=0
Nλa
Jib , (2.4)
where N denotes the fusion rules of ŝu(3) at level k. We now make the ansatz that the
charge of the D-brane corresponding to [a] is given by
q[a] = dimsu(3)(a) =
(a1 + 1)(a2 + 1)(a1 + a2 + 2)
2
. (2.5)
This definition is well-defined modulo MSU(3),
MSU(3) =
k + 3
gcd(k + 3, 2)
, (2.6)
since
dim(a) = dim(Ja) (mod MSU(3)) , (2.7)
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as was already observed in [5]. By construction of MSU(3) (see (1.2)), we have
dim(λ) dim(a) =
∑
b∈Pk
+
(su(3))
Nλa
b dim(b) (mod MSU(3)) . (2.8)
It then follows that the right hand side of (1.1) equals
∑
[b]
Nλ[a][b] q[b] =
∑
[b]
2∑
i=0
Nλa
Jib dim(b)
=
∑
[b]
2∑
i=0
Nλa
Jib dim(J ib) (mod MSU(3))
=
∑
b∈Pk
+
(su(3))
Nλa
b dim(b)
= dim(λ) q[a] (mod MSU(3)) .
(2.9)
Thus the ansatz (2.5) solves (1.1) with M = MSU(3). It is unique (as we explain in the
next section), so the twisted charges qt[a] are all 0, with K = ZM .
2.2. The SU(3) situation with fixed points
The analysis is more complicated when k is divisible by 3, since P k+(su(3)) contains
then a highest weight φ = (k/3, k/3) for which Jφ = φ. In this case the spectrum of the
theory is given by
H =
⊕
[λ],t(λ)=0 (mod 3)
(
Hλ ⊕HJλ ⊕HJ2λ
)
⊗
(
H¯∗λ ⊕ H¯∗Jλ ⊕ H¯∗J2λ
)
⊕ 3Hφ ⊗ H¯φ , (2.10)
where the first sum is over all J-orbits [λ] with λ 6= φ for which t(λ) = 0 (mod 3). As
before, some boundary states are labelled by the J-orbits [a] with a 6= φ, but now there
are in addition 3 boundary states [φ, i] with i = 1, 2, 3 associated to the fixed point φ. In
addition to the NIM-rep coefficients (2.4) we now have [21]
Nλ[a][φ,i] = Nλaφ (2.11)
as well as
Nλ[φ,i][φ,j] =

1
3
Nλφ
φ if Nλφ
φ = 0 (mod 3)
1
3
(Nλφ
φ − 1) + δij if Nλφφ = 1 (mod 3)
1
3
(Nλφ
φ + 1)− δij if Nλφφ = 2 (mod 3).
(2.12)
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For the following it is useful to note that Nλφ
φ = 0 if either λ1 = 2 (mod 3) or λ1 6= λ2
(mod 3).
We now want to construct three independent solutions to (1.1). The first solution is
associated to the ‘untwisted’ D0-brane charge. To this end we define as before
q[a] = dim(a) . (2.13)
In order to analyse whether this ansatz (together with a suitable formula for q[φ,i] that we
shall deduce in the following) solves (1.1), we observe that it is sufficient to check (1.1) for
λ equalling one of the two fundamental weights (1, 0), (0, 1) of su(3). Let us first consider
(1.1) for the situation where a denotes a boundary [a] with a 6= φ. Then the analysis of
the previous subsection shows that the above charges solve (1.1) modulo MSU(3) provided
that
3∑
i=1
q[φ,i] = dim(φ) (mod MSU(3)) . (2.14)
On the other hand if a = [φ, i], (1.1) is solved for λ = (1, 0) modulo MSU(3) provided that
3 q[φ,i] = dim((k/3 + 1, k/3)) (mod MSU(3)) , (2.15)
with an equivalent relation for λ = (0, 1). We can solve (2.15) by defining
q[φ,i] =
1
3
dim((k/3 + 1, k/3)) + li
MSU(3)
3
, (2.16)
where li ∈ Z is defined modulo 3 (given that q[φ,i] is only defined modulo MSU(3)). Since
dim((a, b)) = (a + 1)(b + 1)(a + b + 2)/2, and 3 divides k, the right hand side of (2.16)
is indeed an integer. It therefore only remains to check whether this ansatz solves also
(2.14). Using the above dimension formula one finds that this is the case provided that
3∑
i=1
li = (−1)k (mod 3) . (2.17)
It is always possible to choose the li in this manner, and thus we have shown that (2.13)
and (2.16) define a solution to (1.1) with M =MSU(3).
It is clear from the above discussion that this solution is not unique (since only the
sum of the li is determined). If we subtract two consistent solutions from one another, we
obviously obtain another consistent solution. The resulting solution can be interpreted as
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measuring the ‘twisted’ charges of the orbifold since qt[a] = 0 for all non-fixed points a. If
we make this ansatz, the analogue of (2.15) now implies that
3 qt[φ,i] = 0 (mod M
t) , (2.18)
and thus that M t = 3. Furthermore, the analogue of (2.14) gives that
3∑
i=1
qt[φ,i] = 0 (mod 3) . (2.19)
It is clear that there are two independent solutions to these equations: we can choose qt[φ,1]
and qt[φ,2] independently, and q
t
[φ,3] is then determined by (2.19). Thus the charge vectors
are 3-dimensional in this case, and the total charge group is
K = ZMSU(3) ⊕ Z3 ⊕ Z3 . (2.20)
2.3. The example of SO(3)
The final phenomena which can occur is well-illustrated by SO(3), the simplest ex-
ample of a non-simply connected Lie group. Let us recall from the work of [22,11,12] that
the SO(3) WZW model only exists for even k, and that its spectrum is given by
H =
k/2⊕
j=0
H2j ⊗ H¯2j ⊕
k/2⊕
j=1
H2j−1 ⊗ H¯k+1−2j , (2.21)
provided that 4 does not divide k (what we call ‘Case B’ in section 1.2), and by
H =
k/4−1⊕
j=0
(
H2j ⊕Hk−2j
)
⊗
(
H¯2j ⊕ H¯k−2j
)
⊕ 2Hk/2 ⊗ H¯k/2 , (2.22)
provided that 4 does divide k (‘Case A’). Here Hj is the highest weight representation of
the affine ŝu(2) algebra at level k with highest weight j; we choose the convention that j
is integral so that the vector representations of su(2) are described by even j, while the
spinor representations correspond to odd j.
It is easy to read off from (2.21) and (2.22) that the theory has n = k/2+2 exponents,
i.e. that there are n different (untwisted) Ishibashi states, and hence also n different (un-
twisted) boundary states. For the usual reason, it is enough to consider the 2-dimensional
fundamental representation of su(2). Its NIM-rep matrix N1 is given by the Dn Dynkin
diagram [23] (the D-branes of this theory were first constructed in a series of papers in
[24,25,26]):
11
0 1 2 3 4 5 6
+
−
Fig. 1: The NIM-rep graph for su(2) corresponding to the SO(3) modular invariant
Dn for n = k/2 + 2 = 9.
Let us label the boundary states starting from the left by a = 0, . . . , n − 3, with the
two boundary states at the tail being denoted by a = ±. Then the charges, which we shall
denote as ql, l = 0, . . . , n− 3 as well as q±, have to satisfy the relations
2 q0 = q1
2 ql = ql−1 + ql+1 l = 1, . . . , n− 4
2 qn−3 = qn−4 + q+ + q−
2 q+ = qn−3
2 q− = qn−3 .
(2.23)
The first two equations imply that
ql = (l + 1) q0 , l = 0, . . . , n− 3 . (2.24)
The third last equation then gives that
q+ + q− = (n− 1) q0 , (2.25)
while the sum of the last two equations is 2(q+ + q−) = 2(n − 2)q0. By subtracting this
equation from twice (2.25), it follows that
2 q0 = 0 (mod M) . (2.26)
For the untwisted charge component, q0 = 1, and M = 2. If k is divisible by 4, n is even,
and q+ + q− = 1, as well as 2q+ = 2q− = 0 mod 2. Thus the untwisted charge solution is
k divisible by 4: ql =
{
1 l even
0 l odd
q+ = 1 , q− = 0 . (2.27)
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This charge assignment is not unique since we could have also chosen q+ = 0 and q− = 1.
Thus we have a second (twisted) charge solution with M t = 2 and
k divisible by 4: qtl = 0 , q
t
+ = 1 , q
t
− = 1 . (2.28)
The corresponding charge group is therefore
k divisible by 4: K = Z2 ⊕ Z2 . (2.29)
On the other hand, if k is not divisible by 4, n is odd, and 2q+ = 2q− = q0 mod 2 with
q+ + q− = 0 mod 2. In this case the untwisted solution is (with M = 2)
k not divisible by 4: ql =
{
1 l even
0 l odd
q+ =
1
2
q− = −1
2
. (2.30)
Note that 3ql = ql, and that 3q+ = −12 as well as 3q− = 12 . Thus this solution encompasses
both solutions to q+ + q− = 0, and there is therefore no separate twisted solution — i.e.
the twisted solution (also given by (2.28) and corresponding to M t = 2) is redundant.
Since we now have half-integer charges in (2.30), the resulting charge group is in this case
k not divisible by 4: K = Z4 . (2.31)
The fractional charges (2.30) require that the charge group K in (2.31) be formed from the
group extension of ZM = Z2 by ZMt = Z2, rather than their direct sum as in (2.29). Note
that if k is divisible by 4, the modular invariant is of Case A, while if k is not divisible by
4, we are in Case B.
This is different to what one may have expected based on the analysis of [27], or
what seems to be suggested in [28]. In particular, the above charge groups do not grow
with k. This result has also a simple quasi-geometric interpretation. As is explained in
[29,28,30] (see also [31]), the brane corresponding to spin l for SO(3) is the Z2 invariant
superposition of the SU(2) brane corresponding to l, and the SU(2) brane corresponding
to k − l. The D0-brane charge of these two branes are ql = l + 1 and qk−l = k − l + 1,
respectively. The configuration that appears in SO(3) therefore has total D0-brane charge
q = l+1+k− l+1 = k+2, and this vanishes since the charge group of SU(2) is Zk+2. The
only D-branes that carry untwisted D0-brane charge are therefore the branes labelled by
a = ±, that correspond to the Z2-invariant 2-cycle. These branes carry the same untwisted
D-brane charge (namely (k + 2)/2). Thus the D-branes of SO(3) only see a Z2 subgroup
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of the untwisted D-brane charge group. (Confusingly, this is what is measured by the
‘twisted’ charge solutions above!)
More formally, the superpositions of boundary states that are relevant for SO(3) are
related by the action of the simple current J . In SU(2), the charges of the brane associated
to a representation j is simply dim(j) = j + 1, and the SO(3) invariant configurations do
not carry any charge since
dim(Jj) = − dim(j) (mod MSU(2)) . (2.32)
In fact, since J is a simple current, this property already follows from the fact that
dim(J0) = −1 (mod MSU(2)).
Incidentally, it is intriguing that the charge groups for SO(3) level k match exactly
the centre of the associated Dn diagram (here n = k/2 + 2).
⋆ Likewise, the diagonal
SU(2) level k theory has charge group Zk+2, which matches the centre of the associated
An diagram (here n = k+1). Easy calculations confirm that the SU(2) exceptional models
associated to E6, E7 and E8 have charge groups Z3, Z2 and Z1, respectively, which again
equal their centres. We do not have an explanation for this exact matching between charge
groups and centres for the SU(2) theories, which seems to deepen the mysterious A-D-E
correspondence here.
3. General results
Let us now study the D-brane charges and the charge groups in the general case whose
NIM-rep coefficients were at least partially described in section 1.2.
Recall from the introduction that any solution to (1.1) must have order dividing
MSU(n), so in particular both the order of the untwisted and twisted solution, M
u and
M t, must divideMSU(n). This follows by the same argument given in [8], since the NIM-rep
here is again a representation of the fusion ring.
First we want to analyse in which situations the untwisted charge group is pathologi-
cally small, as was the case for SO(3) above.
⋆ We thank Mark Walton for pointing this out to us.
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3.1. Characterising the pathological cases
As for any simple current, NJd′0 will be a permutation matrix. From (1.18) with
λ = Jd
′
0, we see that NJd′0,[ν,i][ν
′,i′] = 0 unless the Jd
′
-orbits 〈Jd′〉ν and 〈Jd′〉ν′ are equal.
Thus
NJd′0,[ν,i][ν
′,i′] = δν,ν′δi′,πνi , (3.1)
where πν is a permutation of the indices {1, . . . , o(ν)}. Putting λ = Jd′0 and a = [0] into
(1.1), we obtain the important condition that for the untwisted solution with q[0] = 1
dim(Jd
′
0) = 1 (mod M) . (3.2)
[Note that the integerM that appears in (3.2) need not be the orderMu of the correspond-
ing solution: we have normalised the untwisted solution so that q[0] = 1, but fractional
charges are possible for fixed points, as was the case for the example of SO(3) that was
considered in section 2.3.]
Now, the simple current J of su(n) level k obeys
dim(J0) =
n−1∏
j=1
k + n− j
j
= (−1)n+1 (mod MSU(n)) (3.3)
and thus
dim(Jd
′
0) = (−1)(n+1)d′ (mod MSU(n)) . (3.4)
It therefore follows that M can be at most 2 if (n+1)d′ is odd. The charge group for these
theories will therefore be pathologically small (just as for SO(3)), and we shall sometimes
refer to them as being pathological. Incidentally, the theories for which (n + 1)d′ is odd
are precisely those for which the partition function M [d′] is only modular invariant for k
even. From a geometrical point of view this constraint on k reflects some obstruction in
the definition of the Wess-Zumino term [12].
We observe that Case B always corresponds to (n+1)d′ odd, and will therefore always
exhibit the above pathological behaviour. On the other hand, Case A may or may not be
pathological, and it can only be pathological if d is even.
We can say more, by studying NJd′0 further. Consider first Case A in section 1.2,
i.e. either n or k is odd, or either n/d or k/f is even. Then one can show (by considering
their eigenvalues SJd′0µ/S0µ) that in fact the matrix NJd′0 is the identity matrix. Thus
in Case A, any charge solution (untwisted or twisted) can only be satisfied mod M , where
dim(Jd
′
0) = 1 (mod M) , (3.5)
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and M = Mu orM =M t. So in particular, if Case A is pathological, any solution to (1.1)
has order at most 2, and thus the total charge group is a direct sum of Z2’s. (An example
of this situation is SO(3) for k divisible by 4.)
In Case B, the eigenvalues SJd′0µ/S0µ are all ±1, and therefore NJd′0 necessarily has
order 2. By counting −1’s, we find that in (3.1) πν(i) = i for all boundary labels [ν, i],
except for a number exactly equal to the number of boundary labels [ν, i] for which f/o(ν)
is odd and divides t(ν). Thus it can be expected (but we have not proven this) that the
permutation πν is nontrivial for precisely those ν and no others, in which case πν is order
2 without fixed points. In any case, (3.5) will not hold in general in Case B. (For example,
it does not hold for the case of SO(3) when 4 does not divide k.)
For completeness we also give the corresponding simple current dimensions for all
other groups:
For Bn: dim(J0) = −1 mod MB [8];
For Cn: dim(J0) = (−1)n(n+1)/2 mod MC ;
For Dn: dim(Jv0) = 1, and dim(Js0) = dim(Jc0) = (−1)n(n−1)/2 all taken mod MD;
For E6: dim(J0) = 1 mod ME6 ; and finally
For E7: dim(J0) = −1 mod ME7 .
It follows from these results, that for example the D-brane charges of Bn/Z2 and E7/Z2
will be pathologically small, and similarly for Cn (provided that n(n + 1)/2 is odd) and
Dn (provided that n(n− 1)/2 is odd and the quotient group involves Jc or Js).
3.2. The complete solution for k coprime to d
The untwisted solution is characterised by setting q[0] = 1. Then (1.17) and (1.1) with
a = [0] require
q[λ] = dim(λ) (3.6)
for any non-fixed point λ ∈ P k+ of Jd
′
(i.e. o(λ) = 1). If there is more than one solution
for which (3.6) is satisfied, we can consider their difference, which defines then a ‘twisted’
solution qta with
qt[λ] = 0 , (3.7)
for any λ that is not a fixed point of Jd
′
. Note that these results apply regardless of the
value of M or M t. More generally, we find from (1.18) the conditions
o(λ)∑
i=1
q[λ,i] = dim(λ) (3.8)
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and
o(λ)∑
i=1
qt[λ,i] = 0 , (3.9)
where λ ∈ P k+ is any weight.
We will use these equations in the following sections. For now we observe that they
provide an immediate and complete solution to the situation where there are no fixed points.
This occurs precisely when gcd(k, d) = 1. This solution is given by (3.6) withM =MSU(n)
(if (n+1)d′ is even) orM = gcd(2,MSU(n)) (if (n+1)d
′ is odd). It is the unique solution, in
the sense that any other solution is a multiple of this one. For thisM , (3.6) is well-defined,
and (1.1) follows from (1.2). On the other hand, the twisted charges must all vanish. Thus
the charge group here is K = ZM . This analysis also applies directly to the other affine
algebras.
The condition gcd(k, d) = 1 is satisfied for example for SU(2) when the level k is odd.
The NIM-rep is then given by the ‘tadpole graph’ of [23]. As is well known, this does not
define a modular invariant (since k has to be even for the SO(3) theory) and M = 1 here
(i.e. all charges, twisted and untwisted, are trivial). The same will happen whenever M [d′]
is not a modular invariant. In a sense this is the reason why the D-brane charges for SO(3)
behave rather atypically: the simple general solution never arises for the SO(3) theory.
(The actual analysis for SO(3) was described in detail in the last section.) On the other
hand, there are obviously many modular invariants for which the condition gcd(k, d) = 1
is satisfied.
3.3. Some generalisations
We can generalise this construction as follows. For simplicity assume that (n + 1)d′
is even so that dim(Jd
′
0) = 1 mod MSU(n). (Otherwise, as is explained in section 3.1,
the charge group is anyway pathologically small.) We claim that a (in general fractional)
solution to (1.1), taken modulo M̂ =M/gcd(d,M), where M = MSU(n), is given by
q[µ,i] =
dim(µ)
o(µ)
, (3.10)
for all 1 ≤ i ≤ o(µ) and all weights µ ∈ P k+. (Note that this solution reduces to (3.6) when
µ is not a fixed point.) Verifying that (3.10) does indeed satisfy (1.1) amounts to showing
that
dim(λ) dim(µ) = o(µ)
∑
[ν]
o(ν)∑
i=1
Nλ [µ,j][ν,i] dim(ν)
o(ν)
(
mod gcd(M, o(µ)M̂)
)
. (3.11)
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In fact, we can show that this congruence holds modM : by (1.18) (or rather the transpose
of this equation), the right-hand side becomes
o(µ)
∑
[ν]
d/o(µ)∑
j=1
Nλ Jd′jµ
ν dim(ν)
o(ν)
=
∑
[ν]
d/o(ν)∑
j=1
Nλµ
Jd
′jνdim(ν) =
∑
ν
Nλµ
νdim(ν) (modM) ,
(3.12)
using (1.9) twice, as well as the fact that dim(Jd
′jν) = dim(ν) mod M . Of course, (1.2)
then implies that the right-side of (3.12) equals the left-side of (3.11) mod M .
Now, a very common situation is when d is coprime toMSU(n). This happens precisely
when, for each prime p dividing d, the largest power pβ dividing k+n, obeys pβ < n. In this
case, d is invertible modMSU(n) and since o(µ) divides d, the charges (3.10) are manifestly
integers. The resulting charge for [0] equals then q[0] = 1, and (3.10) defines an untwisted
solution mod MSU(n), the maximal possible value.
However, when d andMSU(n) are not coprime, this solution will not describe the most
general untwisted solution (up to the ambiguity described by a twisted solution), because
rescaling it by d leads to q[0] = gcd(d,MSU(n)), not q[0] = 1. For example, for the case of
SU(3), multiplying (2.13) and (2.16) by 3 and subtracting it from this rescaled solution
yields one of our twisted solutions. Thus (for SU(3)/Z3 when 3 divides k) the solution
(3.10) is contained in (2.13) and (2.16) (together with the twisted solutions) but not vice
versa. More generally, (3.10) together with all of the twisted solutions, will probably only
generate a space of solutions to (1.1) which is of index gcd(d,MSU(n)) in the complete space
of solutions. It seems reasonably straightforward, given a specific group SU(n)/Zd, to find
the missing solutions (we shall find these for other general classes in the next section),
but we do not know a general expression for them. For certain classes of theories we can
however be more specific. This will be described in the following section.
4. The analysis for SU(n)/Zd, d prime
Until section 4.4, we shall assume that d is any prime dividing n. If d > 2 then
the theory is always not pathological (i.e. (n + 1)d′ is even); the analysis of the previous
section then shows that the untwisted solution satisfies (1.1) modulo M , where M is at
least M = MSU(n)/gcd(d,MSU(n)) and probably equal to M = MSU(n). In this section
we shall give further evidence that the untwisted solution actually solves (1.1) modulo
M = MSU(n). We shall also give a complete description of the twisted charges (for all
values of k) in this case; this is described in section 4.2.
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The situation is different if d = 2, since the theory may then be pathological (this
happens precisely if n/2 is odd). If the theory is not pathological the same arguments
as for d > 2 apply, and we can give a complete description of the twisted charges and
provide good evidence that the untwisted solution satisfies (1.1) modulo MSU(n). In the
pathological case, the situation depends on whether we are in Case A or Case B. In the
former situation, the charge group is either trivial or K = Z2 ⊕ Z2, while in Case B it is
either Z4, Z2 ⊕ Z2, Z2, or trivial. This is explained in section 4.3
In section 4.4 we briefly discuss the similarities and differences which occur when d is
allowed to be composite. This helps to motivate the conjectures we give in the concluding
section.
To begin let us collect some useful facts that will be needed throughout this section.
4.1. Some useful facts
Let α be the highest power of d dividing n. In the following Claim, d is assumed to
be any prime.
Claim. (a) The greatest common divisor gcd(dim(λ)), as λ runs over all highest weights
in P k+ with d coprime to t(λ), equals d
α.
(b) For any fundamental weight Λℓ of su(n),
dim(Λℓ) =
{
dim(Λℓ/d) if d divides ℓ
0 otherwise
(mod dα) , (4.1)
where dim(Λℓ/d) is the dimension of the su(d
′) fundamental weight Λℓ/d.
(c) Assume d divides k. Then for any fundamental weight Λℓ with d dividing ℓ, and any
Jd
′
-fixed points φ, ϕ ∈ P k+(su(n)),
NΛℓ φ
ϕ = NΛℓ/d φ
ϕ , (4.2)
where Λℓ/d, φ, ϕ are the obvious weights in P
k/d
+ (su(d
′)).
The equality (4.2) of fusion coefficients can be seen directly from the Pieri rule. The
bottom part of (4.1) follows from (a). For the top part of (4.1), write
dim(Λℓ) =
(n
ℓ
)
=
(ℓ/d−1∏
i=0
n− di
ℓ− di
)( ℓ−1∏
i=1
gcd(d,i)=1
n− i
ℓ− i
)
, (4.3)
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where we have grouped together all terms with denominator and numerator divisible by d
(first factor), and coprime to d (second factor). The first factor manifestly equals
(
n/d
ℓ/d
)
.
It is divisible by dα−δ, where dδ is the largest power of d dividing ℓ. The numerator and
denominator of each fraction n−iℓ−i in the second factor are manifestly congruent modulo
dmin(α,δ). Thus the second factor is congruent to 1 modulo dmin(α,δ) (since the denominators
are coprime to d, they can be inverted in the ring Zdmin(α,δ)). Putting this together, we get
(b).
Finally, we turn to the proof of (a). We know that the character chλ (hence dimension
dim(λ)) of any weight with t(λ) coprime to d, is a polynomial over Z in the characters
chΛℓ (hence dimensions dim(Λℓ)) of the fundamentals, where each term in that polynomial
involves at least one Λℓ with d coprime to ℓ. So it suffices to compute gcd(dim(Λℓ)) for ℓ
coprime to d. First, this gcd must divide dim(Λ1) = n. If p
m is the maximal power of a
prime p 6= d dividing n, then dim(Λpm) =
(
n
pm
)
will be coprime to p. On the other hand,
(4.3) shows dα will divide any
(
n
ℓ
)
for ℓ coprime to d. This gives us part (a) of the claim.
4.2. The case when d is an odd prime
Now suppose that d is an odd prime dividing n, and denote as before d′ = n/d. In
the previous section we found the general solution for the case when d and k are coprime,
since there are then no fixed points. We now want to address the situation where d and
k contain a common factor. Since d is prime, this can only be the case if d divides k. In
this case, a fixed point necessarily has order d with respect to Jd
′
. Note that the matrix
M [d′] of (1.11) will then be a simple current modular invariant (i.e. (n + 1)kd′ is even),
and (3.2) will be satisfied for M =MSU(n).
The boundary states are parametrised by all Jd
′
-orbits [ν] in P k+(su(n)) where ν is
not a fixed point of Jd
′
, together with exactly d copies [ϕ, i]1≤i≤d for each fixed point ϕ.
These fixed points ϕ are in natural bijection with the level k/d weights ϕ of su(d′), as
explained in section 1.1. The exponents consist of all weights µ with d dividing t(µ) (by
(1.10) this includes all Jd
′
-fixed points), where non-fixed points µ are counted exactly once
and the fixed points again come with multiplicity d: (φ, i)1≤i≤d. Although it may not be
completely obvious, these two sets (namely boundary labels and exponents) always have
the same cardinality.
Most entries of the ψ matrix in (1.12) are given by (1.13) and (1.14). When both
µ = φ and ν = ϕ are fixed points, we get
ψ[ϕ,h] (φ,j) =
1
d
(
Sϕφ + Sϕ¯φ¯(d δ
h j − 1)) , (4.4)
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where Sϕ¯φ¯ is the S-matrix for su(d
′) at level k/d.
A technical observation makes it possible to proceed with an explicit expression for the
associated NIM-rep. Fixed point factorisation [32] explains how to express the su(n) level
k S-matrix entries Sλφ involving J
d′ -fixed points φ (λ can be arbitrary) in terms of the
su(d′) level k/d S-matrix entries involving φ. With this observation, it is then possible to
calculate the remaining NIM-rep coefficients Nλab in terms of WZW fusion rules. Together
with the ones that were already given in (1.17), we can now calculate
NΛℓ [φ,i][ϕ,j] =
{
δij N Λ¯ℓ/dφ¯
ϕ¯ if d divides ℓ
0 otherwise,
(4.5)
where, as usual, the bar denotes su(d′) quantities at level k/d. Analogous expressions can
be found for other λ, but they are more complicated.
As mentioned earlier, the NIM-rep is uniquely determined by its values for the fun-
damental weights λ = Λℓ, 1 ≤ ℓ ≤ n/2, and these (together with the simple currents) are
also the most useful. For convenience we also include the simple currents
NJℓ0 [φ,i][ϕ,j] = δJℓφϕ δij . (4.6)
With these preparations we can now determine the D-brane charges. Recall from the
beginning of section 3 that both Mu and M t divide MSU(n). Furthermore, as explained
above, (3.2) is automatically satisfied.
First let us determine the twisted charges, i.e. the solutions qt[ν,i] to (1.1) with q
t
[0] = 0.
Then, because of (3.7), qt[ν] = 0 for any ν that is not a fixed point. Furthermore, we have
(3.9). By (1.17), we find that M t must divide dim(λ) qt[φ,i], whenever the fusion product of
λ and φ avoids all fixed points. By (1.9) and (1.10), this will happen for example whenever
d does not divide t(λ). Because of claim (a) the gcd of the dimensions of these weights is
dα. So M t must divide dγ = gcd(d∞, n,MSU(n)). We will find that equality works:
M t = dγ = gcd(d∞, n,MSU(n)) . (4.7)
Recall from section 1.1 that the fixed points of P k+(su(n)) are in one-to-one corre-
spondence with the weights in P
k/d
+ (su(d
′)). In one direction, we project φ ∈ P k+(su(n))
to φ ∈ P k/d+ (su(d′)), so that φ = (φ, φ, . . . , φ) (d times); for the inverse direction, we
lift ν ∈ P k/d+ (su(d′)) to ν̂ = (ν, ν, . . . , ν) ∈ P k+(su(n)). For example, for SU(6)/Z3,
0̂ = (k3 ; 0,
k
3 , 0,
k
3 , 0).
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Considering (1.17) and (4.5), we find that for fixed φ, the values of qt[φ,i] for different
i are independent, except for the single relation (3.9):
d∑
i=1
qt[φ,i] = 0 (mod d
γ) . (4.8)
Choose any solution qt
[̂0,i]
to (4.8). There are precisely (dγ)d−1 of these, which we will show
form the subgroup Zdγ ⊕ · · · ⊕ Zdγ of the charge group K. From Claim (c) we see that,
for each 1 ≤ ℓ < d,
dim(Λℓd) q
t
[̂0,i]
= qt
[Λ̂ℓ,i]
. (4.9)
Continuing recursively, we obtain all twisted charges qt[ψ,i]. In fact, from Claim (b) we
obtain the remarkable formula, valid for all fixed points φ:
qt[φ,i] = dim(φ) q
t
[̂0,i]
. (4.10)
Now let us determine the untwisted charges. We expect this to be a solution to (1.1)
with M =MSU(n) and q[0] = 1. In other words, we expect the total charge group to be
K = ZMSU(n) ⊕ Zdγ ⊕ · · · ⊕ Zdγ (4.11)
(d − 1 copies of Zdγ ). Unfortunately at present we can only prove the existence of this
solution in special cases (which however exhaust most possibilities for n, k, d). We can
however describe a general ansatz for it, and solve it for examples.
We know q[λ] = dim(λ) for all non-fixed points λ ∈ P k+, so it suffices to study the fixed
points φ. When d and MSU(n) are coprime, i.e. when the largest power d
β dividing k + n
obeys dβ < n, we get from (3.10) the unique general untwisted solution q[φ,i] = d
−1dim(φ)
where d−1 is the inverse of d mod MSU(n). Thus it suffices to consider d dividing MSU(n).
Let λ be any weight with t(λ) coprime to d. Then the tensor product (hence fusion
and NIM-rep (1.17)) of λ with any Jd
′
-fixed point φ, cannot contain any Jd
′
-fixed points,
but will expand out into full Jd
′
-orbits. This means (1.1) gives
dim(λ) q[φ,i] =
1
d
dim(λ) dim(φ)
(
mod
MSU(n)
d
)
, (4.12)
where the 1
d
arises because only one orbit representative appears in (1.17). Doing this for
all such λ and using Claim (a), we obtain
q[φ,i] =
1
d
dim(φ) + ℓi(φ)
MSU(n)
dγ+1
, (4.13)
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where 0 ≤ ℓi(φ) < dγ are integers. Because this untwisted solution must have order
dividing MSU(n), the charges q[φ,i] must be integers, and thus
MSU(n)
dγ
ℓi(φ) = −dim(φ) (mod d) . (4.14)
(This is also the reason we took dγ+1 in (4.13) rather than dα+1.) Of course these integers
must also obey the condition
d∑
i=1
ℓi(φ) = 0 . (4.15)
These conditions cannot uniquely determine the ℓi(φ), as we can always add to them
MSU(n)/d
γ times any twisted solution.
We do not have a proof that in general these integers ℓi(φ) can be found. However,
the untwisted solution must look like (4.13), for integers ℓi(φ) satisfying (4.14) and (4.15),
if that solution is to have order MSU(n) (the maximal possible). We also know that (3.10)
will work mod MSU(n)/d and that it has q[0] = 1. So the only question is whether this
solution can be lifted to MSU(n), modulo twisted solutions.
While we cannot prove this at present, we can give various pieces of evidence in favour
of (4.13). First of all, we note that it requires d to divide dim(φ) whenever dα+1 divides
MSU(n). This is indeed the case as follows from (1.2), (3.2), and Claim (a): if d
α+1 divides
MSU(n) then for any fixed point φ
d dim(φ) =
∑
ν
NΛ1 φ
νdim(ν) = d
∑
[ν]
NΛ1 φ
ν = 0 (mod dα+1) . (4.16)
Secondly, for the case where d = n we can construct a solution with M = MSU(n),
generalising the solution (2.16) for SU(3)/Z3 and proving (4.11) holds for prime n. To this
end we put, for any fixed point φ ∈ P k+,
q[φ,i] =
1
d
dim(φ+Λ1) + ℓi(φ)
M
d
, (4.17)
where the integers 0 ≤ ℓi(φ) < d are chosen so that (3.8) is satisfied. It is easy to verify that
d does divide dim(φ+Λ1). By Claim (b), d will divide each dim(Λi) here and so (1.1) will
automatically be satisfied. Incidentally, the only significance of the number dim(φ + Λ1)
in (4.17) or (2.16) is that it is divisible by d and it is congruent to dim(φ) mod MSU(n)/d.
Finally, we consider the example SU(6)/Z3. It suffices to consider the situation when
3 divides M = MSU(6), where MSU(6) = (k + 6)/(2
i3) and 2i = gcd(4, k + 6). The fixed
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points are of the form φ = (φ1, φ0, φ1, φ0, φ1), where φ0 = k/3 − φ1. Write φ′1 for φ1 + 1
and k′ for k + 6. Then the Weyl dimension formula reads
dim(φ) =
φ′1
3(k′/3− φ′1)2(k′/3)4(k′/3 + φ′1)2(2k′/3− φ′1)(2k′/3)2(2k′/3 + φ′1)
2433425
= (k′/3)6
φ′1
3((k′/3)2 − φ′12)2((2k′/3)2 − φ′12)
26335
.
(4.18)
From this we obtain that dim(φ) is always a multiple of 3M (in fact 9M). The ansatz (4.13)
then tells us that q[φ,i] = ℓ
′
i(φ)M/3 for some integers ℓ
′
i(φ), and adding an appropriate
twisted solution (4.10), we know we can choose q[φ,i] = 0. Indeed, an easy calculation
verifies that the sum
∑
[ν]NΛiφ
νdim(ν) over all J2-orbits of non-fixed points is divisible
by 3 for all fixed points φ and fundamentals Λi (even though 3 does not divide all dim(ν)
with NΛiφ
ν 6= 0). Thus the general untwisted solution, for SU(6)/Z3 when 3 divides M
(i.e. k = 3 mod 9), has q[φ,i] = 0 for each fixed point φ. The charge group is therefore
indeed K = ZMSU(6) ⊕ Z3 ⊕ Z3, as expected from (4.11).
4.3. The case when d = 2
When d is even, the theory can be pathological, and in particular, Case B can arise.
As usual we compute the NIM-rep coefficients from the ψ matrix. Its only entries that
have not yet been given are those between fixed points:
ψ[φ,i] [ϕ,j] =
1√
2mult(ϕ)
(
Sφϕ + (−1)i+je−3πikn/16Sφϕ
)
. (4.19)
The strange relative phase e−3πikn/16 is the modular anomaly shift and plays no role in
(1.12) or elsewhere in this paper. From (4.19) we readily compute from (1.12) the remaining
entries of N :
NΛm [φ,i][ϕ,j] =
 0 if m is oddδij NΛm/2φϕ otherwise. (4.20)
Equations (4.19) and (4.20) hold for both Case A and Case B. In order to show in Case B
that (4.20) arises from (4.19) requires (1.10), which implies Sφϕ = 0 for any order 2 fixed
points φ, ϕ. As we have seen before, in Case A the simple current NJd′0 is the identity,
but in Case B it satisfies
NJd′0 [φ,i][ϕ,j] = δ(2)j,i+1 δφ,ϕ , (4.21)
whenever φ, ϕ are order-two fixed points. Furthermore, NJd′0 [ν][ν
′] = δ[ν],[ν′], and all other
entries are 0.
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By (3.4), we find that dim(Jn/20) = (−1)n/2 (mod MSU(n)). When n/2 is even, the
theory is not pathological, and the analysis and formulae are essentially identical to that in
the previous subsection. In particular the matrixM [d′] is then a modular invariant for any
value of k. We can construct the twisted solution (4.10) as before, and the charge group
is therefore very plausibly (4.11) with M =MSU(n) and M
t = 2γ . We can prove that this
is the correct answer whenever MSU(n) is odd since then the arguments of section 3 apply.
[The construction of the twisted charges works mod M t in any case, since the relevant
arguments of section 4.2 apply here as well.]
As before, we cannot give a proof in the other cases, but we can at least illustrate
our claim with an example. To this end consider SU(4)/Z2 for the case when MSU(4) is
even; this can only occur when 4 divides k, in which case M ≡ MSU(4) = (k + 4)/(2 · 3i),
where i = 1, 0 depending on whether k + 4 is divisible by 3 or not. The J2 fixed points
are then φa = (a, k/2 − a, a) for 0 ≤ a ≤ k/2. The twisted solution (4.10) becomes
qt[φa,i] = (−1)i(a + 1)qt[φ0,2] where i = 1, 2. This defines a solution mod 2γ , where 2γ = 4
if M/2 is even, and 2γ = 2 if M/2 is odd. The untwisted solution is given, if M/2 is odd,
by q[φ2a,i] = (a+ i)M/2 for a = 0, 1, . . . , k/4 and i = 1, 2, and q[φb,j] = 0 otherwise. When
4 divides M , q[φa,i] = M/2 for a = 1 mod 4 and i = 1, 2, and q[φb,j] = 0 otherwise. It is
not difficult to check that these charges work, and that this gives rise to the charge group
(4.11) with Mu =MSU(4) and M
t = 2γ .
This leaves us with analysing the pathological case, i.e. the situation when n/2 is odd.
As mentioned before, in this case the matrix M [d′] will only be a modular invariant if k
is even, so let us assume k even in the following. (If k is odd, there are no fixed points,
and the analysis of section 3.2 already gives the complete solution.) Furthermore, (3.2)
implies that M = 2 (if MSU(n) is even) or M = 1 (when it is odd). As the example of
SO(3) demonstrates, the charge group will depend on whether we are in Case A (which
arises if k/2 is even) or in Case B (if k/2 is odd).
As we have seen before in section 3.1, in Case A the charge group will be a direct sum
of Z2’s. IfMSU(n) is odd then Z2 is not possible (the order of any charge group must divide
MSU(n)), and the charge group is necessarily trivial. This will happen whenever the exact
power of 2 dividing k+n, is less than n. The only interesting case is thereforeMSU(n) even,
in which case the arguments of section 3.1 imply that Mu =M t = 2. The construction of
the twisted solution (4.10) still works, and thus the twisted solution will give one factor of
Z2 to (1.5). We conjecture, as in the previous case, that there always exists an untwisted
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solution that works mod 2, i.e. that it is non-trivial. Thus we conjecture that the complete
charge group is Z2 ⊕ Z2 if MSU(n) is even.
In Case B, the twisted solution (4.10) still works mod M t, where
M t =M = gcd(2,MSU(n)) ∈ {1, 2} . (4.22)
Far less trivial is however the nature of the untwisted solution. For example, the case of
SO(3) with k not divisible by 4 shows that the untwisted solution may have orderMu = 4,
in which case it includes the above twisted solution. On the other hand, the example of
SU(6)/Z2 (which falls into Case B when k/2 is odd) shows that the untwisted solution
may not exist altogether: when k = 2 mod 16, M = gcd(2,MSU(n)) = 2, so we would
expect an untwisted solution to (1.1) with q[0] = 1 and M = 2, and hence q[ν] = dim(ν).
However, taking λ = Λ1 and a = [(0, 0,
k
2 , 0, 0), i], we find that qa ∈ Z + 12 and so the
desired untwisted solution would have to have order 4. This contradicts the observation
made at the beginning of section 3, that the order Mu must divide MSU(n). Thus we
conclude that the untwisted solution must be trivial, i.e. that it has order Mu = 1. The
total charge group of this theory is then K = Z2. [Incidentally, this behaviour is special to
these values of k: when k = 6 mod 8, M = M t = 1 and the charge group is trivial. Also,
when k = 10 mod 16, the charge group is K = Z2 ⊕ Z2, reflecting the separate existence
of an untwisted and a twisted solution.]
We conjecture that the total charge group in Case B is (i) trivial if MSU(n) is odd;
is (ii) Z2 ⊕ Z2 if MSU(n) is even and the dimension of dim(0̂ + Λ1) is even; is (iii) Z4 if
MSU(n) is divisible by 4 and the dimension of dim(0̂ +Λ1) is odd; and (iv) is Z2 if MSU(n)
is even but not divisible by 4 and the dimension of dim(0̂ + Λ1) is odd. Here 0̂ + Λ1 is
a representative weight of the unique Jd
′
-orbit that appears in the fusion of Λ1 with the
fixed point 0̂ = (k/d; 0, . . . , 0, k/d, 0, . . . , 0, . . . , k/d, 0, . . . , 0).
4.4. Some remarks about composite d
We believe that the behaviour of solutions to (1.1) in the special case where d is prime,
is quite representative of what happens in general (i.e. when d is composite). In particular,
simple formulae such as (4.5) continue to hold [20] (though generally with sums over simple
currents) for general SU(n)/Zd, and so the analysis of the previous subsections can largely
follow through.
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Equation (4.10) says that all (twisted) fixed point charges can be recovered from those
of the basic one 0̂, which corresponds to the vacuum in P
k/d
+ (su(d
′)). This continues to
hold in all composite examples we have considered, and is the basis for our conjectures in
the next section.
There is one new phenomenon which can happen for composite d. Consider for ex-
ample SU(9)/Z9 at level 18, for which MSU(9) = 9. Then (1.1) with λ = Λ3 and a = 0̂
implies
84 qt
[̂0,i]
= qt
[(̂1;3,2),i]
. (4.23)
The fixed point on the left has order 9, while the fixed point on the right has order 3. Thus
if we replace i by i+3 on the left hand side, we must get the same right hand side. Hence
we obtain the constraint that
84 (qt[fp9,i] − qt[fp9,i+3]) = 0 (mod M t) .
SinceM t = 9 here, this constitutes a nontrivial constraint on the twisted charges. Together
with (3.9), this reduces the contribution to K of the twisted solutions from the usual Z99
to Z39⊕Z53. More generally, we get the constraint that M t must divide (nℓ )(qt[̂0,i]− q
t
[̂0,i+ℓ]
)
for all ℓ.
5. Conclusions
In this paper we have analysed the charges of D-branes for string theory with target
space SU(n)/Zd, where d > 1 divides n. Based on our results one may conjecture that
there are essentially two (or maybe three) different cases that need to be distinguished:
(1) If (n + 1)n/d is even (the non-pathological case), then the charge group is a
subgroup of
K = ZMSU(n) ⊕ (ZMt)f−1 , (5.1)
where f = gcd(d, k) and where
M t = gcd(d∞, n,MSU(n)) . (5.2)
[Note that if k is coprime to d, the charge group is simply K = ZMSU(n) . In all examples
we have studied, K always contained ZMSU(n) , but we know of examples — see section 4.4
— where the twisted solutions only gave a proper subgroup of (ZMt)
f−1.]
27
(2) If (n+1)n/d is odd (the pathological case), then the charge group is ‘pathologically
small’, i.e. it is bounded as k → ∞. More precisely, when k/f is even (‘Case A’) the
charge group is either trivial (if MSU(n) is odd), or it is a direct sum of at most f copies
of the cyclic group Z2.
When k/f is odd (‘Case B’), the charge group will be a subgroup of ZM ⊕ (ZMt)f−1
or ZMMt ⊕ (ZMt)f−2, where M = gcd(2,MSU(n)), and f and M t are given as above.
Our conjectures are the simplest statements we have found which are consistent with
all of the examples and results we know. We have not been able to prove these claims in
the above generality, but we have been able to prove them for most cases (for example,
when d is prime, when k is coprime to d, etc). We have also illustrated these results
with two examples: SU(3)/Z3 is the archetypal example for case (1), while SO(3) =
SU(2)/Z2 is a good example for case (2). As explained in section 4.4, we expect that a
solution to (1.1) is uniquely determined from the vacuum charge q[0], together with the
f charges q
[̂0,i]
associated to the order-f fixed point 0̂ =
∑f−1
ℓ=0
k
f
Λjn/f . These charges
are not independent — in particular there is (3.8), and therefore the ambiguity in the
construction of the untwisted solution is at most (ZMt)
f−1. Also, if d is not prime, there
can be additional constraints (see section 4.4).
Some of these observations will generalise to other WZW models. For example,
SO(2n+ 1) =Bn/Z2 will behave like case (2) above for every n and k.
It is intriguing that for the quotient groups of SU(n), the pathological case (2) appears
precisely for those theories where the quantisation condition of [12] is k ∈ 2Z. This suggests
that one should be able to understand the pathological behaviour of the D-brane charges
also from a geometrical point of view. At any rate, one should expect that the above results
should agree with the charge groups that can be determined by a K-theory analysis, and
it would be very interesting to check this. The behaviour of the D-brane charges for non-
simply connected groups is far more subtle than in the simply connected case, and this
should also be reflected in the K-theory analysis.
It is believed that the K-theory analysis should apply to the supersymmetric version of
this model. As is well known, the supersymmetric theory can be rewritten in terms of the
bosonic WZW model (at a shifted level) together with dim(g¯) free fermions. In this paper
we have only analysed the bosonic part in detail; since we have only considered D-branes
that preserve the full affine symmetry, it is always possible to choose boundary conditions
for the free fermions so that the combined D-brane preserve the full supersymmetry. Thus
the D-branes we have discussed here always correspond to supersymmetric branes.
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There is very good evidence that the D-brane charges must satisfy (1.1), but it is
not so obvious whether this is the only constraint that restricts them. In particular, it is
conceivable that there are other constraints that remove some of the ambiguities that are
described by the twisted solutions.
Finally, we have only discussed the maximally symmetric D-branes for these theories,
but it is clear that there are also ‘twisted’ D-branes that only preserve the affine symmetry
up to an outer automorphism. It should be possible to determine their charges using similar
methods. Given the situation for the simply connected case, one should also expect that
the full charge lattice will not be generated by these D-branes alone. It would therefore be
interesting (as in the simply connected case) to understand the structure of the remaining
charges.
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Note added in proof. The K-theory calculation for SO(3) has recently appeared [33];
they recover our charge groups, as expected, but they also find evidence for a second
supersymmetric conformal field theory associated to SO(3). A proposed construction of
this novel SO(3) model has been given in [34], where it is shown to recover the second
family of possible SO(3) charge groups of [33].
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