ABSTRACT The Internet of Things (IoT) for seismicity in underground mine consists of a combination of sensor network hardware and software, which allows the collection of seismic data and data processing for basic event parameters. A seismic moment tensor is one of the essential parameters in evaluating the seismic hazard. The reliability of the resolved seismic moment tensor depends on numerous factors, and it is important to understand the influence of these disturbances. We focused on influencing factors, including the azimuthal coverage, the accuracy of source coordinate, the mismodeling of velocity structure, and the noise contamination. A set of moment tensor inversions using synthetic data simulated for a double couple source and a superimposed source from virtual IoT was carried out to test the effects of different factors. We concluded that the sensitivity of the moment tensor inversion to the azimuthal coverage is closely related to the type of the source. For the shear event, the inversion does not require a good azimuthal coverage, but for the non-pure shear event, at least 90 • azimuthal coverage is required to get the reliable solution. The full moment tensor is not sensitive to the location accuracy when the source error is less than 60 m, regardless of the type of source. But the double couple deviation increases with the growing error of the location, especially for the fault-slip-related or the shear rupture-dominated event. The erroneous velocity models show nearly no influence on the full moment tensor inversion results. The fit of amplitude spectra does not require a precise alignment of the observed and the synthetic waveforms and is less dependent on the chosen velocity model. The superimposed source is more sensitive to noise than the pure shear source. Although the noise does not necessarily affect the fault plane solution of the event, it is capable to lead an inaccurate seismic moment tensor and mislead the interpretation of the source type.
concentration [20] . The general and flexible concept makes moment tensor inversion an important tool in seismic source characterization.
Moment tensor inversion concerns the calculation of the force couples on the basis of the displacement recorded by the seismic network, and requires schemes including data preparation, Green's functions computation, and system equations resolution. The reliability of the resolved moment tensor depends on many factors. Firstly, the seismic records are generally contaminated by noise. Secondly, the hypocenter may be mislocated and the network coverage may impoverish due to in site specifications. Thirdly, improper model of the medium may be employed due to poor knowledge of the seismic velocity of the area under study and consequently distorting the inverted source mechanism.
In terms of the dataset quality, previous research [21] , [22] found that it may producing an alteration of the inversion results especially when the recorded amplitude spectra sum up both the contribution of the seismic signal and the one due to the noise [23] . In terms of the network coverage, several numerical analyses studied the least coverage to determine the source mechanism [24] [25] [26] [27] . Vavryčuk [28] found that a single azimuth borehole network cannot resolve the dipole perpendicular to the plane defined by the borehole and the source. Domingues et al. [29] extended these studies to assess the outcomes when both using a poorly distributed network and an incorrect velocity model. It is found that the mismodeling of the crustal structure has a more significant impact on the obtained moment tensor solution. Following work [30] , [31] employing double couple (DC) source models further revealed that spurious non-DC components may be retrieved if the Green's functions do not meet the target environment. Studies [28] , [32] [33] [34] also revealed that the assumed source location and depth can strongly affect the inversion results.
Although a broad range of tests have been carried out to discuss the possible factors and their influences, they all focused on the earthquake seismology recorded at regional distance. The purpose of these studies is to ensure that the inversion methods they used are capable to provide reliable results in practical applications.
Based on virtual IOT for seismicity in mining environment, we considered the research background following: the microseismic monitoring network is 3 dimensional dense; the geological structure is complicated; and the seismogram record is typically contaminated by instrumentation and ambient noise. We are not intending to prove that the inversion method is reliable, but to study under what conditions the inversion VOLUME 7, 2019 FIGURE 2. The two seismic sources used for evaluation tests. Their moment magnitudes, moment tensor elements, moment tensor decompositions, and their fault plane solutions of the DC component are listed. Their corresponding positions in the Hudson source type diagram are plotted. The Event 1 is a pure DC source, representing shear failure and fault slip related events. The Event 2 contains both shear component and non-shear component, representing seismic sources with complex source mechanisms (e.g. crack opening related events). The beachball of their full moment tensor is filled with color in the compressional quadrants, while the DC component is plotted with red lines.
will be inaccurate and the degree to which each factor may affect the inversion results. We focused on the sensitivity of the inversion method to the influence factors, including network coverage, erroneous epicentral coordinate, mismodeling velocity structure, and noise contamination.
II. METHOD A. INVERSION ALGORITHM
The full waveform inversion method used in this study employs a time domain and a frequency domain inversion using pre-calculated Green's functions [35] . Firstly, the inversion is performed by fitting amplitude spectra. A LevenbergMarquardt approach is used to minimize the L2 norm misfit, resolving the DC fault plane configurations, the centroid depth, the scalar moment, and the magnitude. Then the full moment tensor inversion is performed starting with the best DC model and other possible non-DC models. Secondly, the focal mechanism polarity is determined by comparing synthetic traces for both polarities with the observed waveforms. All the point source parameters including the strikedip-rake configurations, the centroid coordinates, and the final full moment tensor are derived. This method has been successfully applied to study seismic sources of moderate and large earthquakes at local and regional distances [36] , [37] , and tested for automated routines [29] .
Ma et al. [38] further adopted the algorithm to 3D networks in underground mining environments. The adopted algorithm uses several relative source depths instead of the unique absolute source depth when computing the Green's functions and the synthetic seismograms. A set of moment tensor inversions using synthetic data had been carried out to test the effects of different factors (e.g. the network spatial coverage, the number of sensors, and the signal-to-noise ratio) on moment tensor inversion stability. These tests qualitatively verified the inversion method is capable to provide reliable solutions under certain ranges of these factors.
B. CONFIGURATION OF THE EVALUATION TESTS
Generally, in mining environments, different types of mechanisms are observed, such as collapses, rock falls, pillar bursts, explosions, and shear cracks [39] . Hasegawa et al. [40] discussed six possible failure mechanisms accompanying mining activities. In three cases, the source radiation pattern can be represented by a pure DC: thrust faulting below the mining region, normal faulting at the mining stope face, and shallow near horizontal thrust faulting. Three additional mechanisms show a different radiation pattern, for which large non-DC source components are expected: cavity collapse, pillar burst and tensile failure. In this study, the inversion method and its implementation were tested on synthetic data generated from a chosen DC source (the Event 1 in Fig.2 ) representing the three fault-slip related events and a complex source model (the Event 2 in Fig.2 ) representing events containing non-DC components. Their moment magnitudes, moment tensor elements, decompositions, and their fault plane solutions of the DC component are listed in Fig.2 .
The synthetic tests were carried out for two generalized virtual networks, with sensors located on a quarter spherical surface surrounding the hypocenter (the Virtual Networks 1 in Fig.3 ) and with sensors located at locations along the strike of the orebody in underground mines (the Virtual Networks 2 in Fig.3 ). The Virtual Networks 1 is used to investigate inversion stabilities under decreasing azimuth coverages and the Virtual Networks 2 is used to investigate inversion stabilities under erroneous source parameters, mismodeling velocity models, and under noise contaminations.
To quantitatively investigate the degree to which each factor may affect the inversion results, we firstly investigated the inversions with azimuth coverage deceasing from 90 • to 0 • in a regular angular 30 • distance. We also investigated the inversions with the total number of sensors reducing from 4 to 2 when the sensors were just arrayed in an azimuthal straight line. Secondly, the inversions under consequent increasing depth errors (from 10 m to 60 m) and location errors (shifted Northern from 10 m to 60 m) were carried out. The complexity of geological structure, stress field, and excavation may all lead to changes in velocity field, usually between 5,000 m/s and 6,000 m/s in mining environment (P wave). Therefore, the inversions employing mismodeling velocity models were studied. The original synthetic data used in this study was generated using isotropic velocity Model 1 (v P = 5100.0 m/s, v S = 2881.0 m/s, see Table 1 ). But the inversions were performed using 10 velocity models with v P ranges from 5100.0 m/s to 6000.0 m/s and v S varies from 2881.0 m/s to 3372.0 m/s (see Table 1 ). Fourthly, we investigated the inversions under noise contaminations. When the synthetic waveforms were generated, Gaussiannormally distributed noises were added to the noise free synthetic traces. We investigated inversions with noise levels (NL) from 10% to 50% (the ratio of the root mean square of the noise window and the signal window). In this manner, 50 times synthetic inversion experiments were performed for each noise level. The examples of the generated synthetic data with increasing noise levels are shown in Fig.4 . As mentioned above, we conducted four test series. In each test, we changed a single factor, e.g. in the azimuthal coverage test, we employed the noise-free data, the correct source parameters, and the strict velocity model, only the station configurations were changed.
The errors produced by the factors were quantified by calculating the Kagan angle [41] of the DC component of the retrieved full moment tensor in each test (comparing to the original DC configurations, see Fig.2 ). Except the DC deviation, we also quantified the inversion errors by calculating and comparing the decomposition of the full moment tensor, which were decomposed into the isotropic (ISO), DC, and the compensated linear vector dipole (CLVD) components [42] . For instance, the original moment tensor is pure DC for the Event 1 and the true values of the ISO and CLVD components are zero. Consequently, the ISO and CLVD components of the VOLUME 7, 2019 FIGURE 4. Examples of the synthetic seismograms used for evaluation tests for the Event 2. Random noises were added to the noise free synthetic traces, with noise levels increasing from 10% to 50%. In this manner, 50 times synthetic inversion experiments were performed for each noise level.
retrieved moment tensor are spurious and directly measure the errors of the inversion.
III. RESULTS AND DISCUSSIONS

A. DECREASING NETWORK COVERAGE
To study the effects of the sensor distribution, inversions were carried out under maximum azimuthal coverage 90 • , 60 • , 30 • , and 0 • , respectively. The results are shown in Fig.5 .
For the Event 1 (the pure shear event, Fig.5 (Top)), only 1.1%, 0.9%, 1.7%, and 2.8% non-DC component arise when 90 • (13 sensors), 60 • (10 sensors), 30 • (7 sensors), and 0 • (4 sensors) azimuthal coverage were employed. Although the reduction of the azimuthal coverage has led to the emergence of non-DC components, the proportions of the deviations are very limited. In these four cases, the resolved fault plane solutions (of the DC component from the full moment tensor) are basically accurate, and the maximum value of the Kagan angle is only 1.6 • . It is clear that the azimuthal coverage nearly has no obvious effect on the fault plane solutions in this study. Since the correct result can still be obtained when the sensors are distributed in a single linear array, we continue reduced the number of sensors on this line from 4 to 2. As shown in Fig.5 , the resolved fault plane is 63.9 • rotated when three sensors are employed, but only 0.9 • rotated when only two sensors are employed. It is concluded that the reduction of azimuthal coverage from 90 • to 0 • did not introduce important variation in the full moment tensor inversion results. But at least 4 sensors are required to get reliable DC mechanism when a single azimuth array is employed. Although relative correct solutions resolved within sparse networks, there exists the possibility that the apparent good fit with the model is obtained simply by chance. As Vavryčuk et al. [27] stated the inverse task is ill-posed regardless the number of sensors and the moment tensor is not unique and it is a random selection when the azimuth coverage is zero.
In summary, we concluded that the sensitivity of the moment tensor inversion to the monitoring network is closely related to the type of the source. For shear events, the amplitude spectra and time domain inversion method may not require a good azimuthal coverage, but for non-pure shear events, at least 90 • azimuthal coverage is required to get reliable solution.
B. ERRONEOUS EPICENTRAL LOCATION AND SOURCE DEPTH
Arrival time picks, seismogram quality, propagation effects, precision of sensor coordinates, and array geometry are all factors that may affect the event location accuracy. It is of particular importance to understand the effects of source location errors on the full moment tensor inversion and interpretation. In this section, the inversion configurations were kept as described in Section II, but changed the input source location It can be concluded from the above analysis that the orientation is resolved better than the contents of the individual components within the mechanism. Although the full moment tensor is not very sensitive to the location error, regardless of the type of source, the DC deviation increases with the increase of the location error, especially for the fault-slip related or the shear rupture dominated events. This suggests that the inversion performance changes depending on the focal mechanisms of different events and it is important to consider the maximum location error before interpreting the fault plane solution derived from the moment tensor [43] . Another synthetic test series were carried out to investigate the influence of the source depth definition. The input depth was not fixed to its correct value, instead we provided a range of errors starting at 10 m and end with 60 m. The results are shown in Fig.7 . It can be seen that the inversions didn't resolve the correct depth with the lowest misfit. The full moment tensor inversion results show that spurious non-DC appeared and accounted for 6.7%, 9.1 %, 15.7%, 33.3%, 27.3%, and 36. DC focal mechanisms are basically correct for all the six cases.
Synthetic modeling of moment tensor inversion and decomposition with different depth errors show a significant and quantifiable relationship between the depth error and the non-DC component. The depth error should to be considered when looking at moment tensor interpretations. It is also concluded that although the DC focal mechanism is sensitive to the location error, it is insensitive to the depth error.
C. MISMODELING OF VELOCITY STRUCTURE
It is important to estimate possible anomalies of moment tensor inversion when using an inaccurate Green's functions. Such a situation is most likely to occur when dealing with mining induced seismicity, owing to the poor knowledge of the velocity structure, the existence of cavities in the area, and the simplification introduced by assuming a 1-D model. The aim of the synthetic test series in this section is to evaluate to what extent the adoption of simplified and/or improper velocity models could affect the inversion results.
As described in Table 1 , the seismogram data were generated using the velocity Model 1 (v P = 5100 m/s, v s = 2881 m/s). To investigate the inversion stability under erroneous velocity models, the inversions were carried out totally using 10 velocity models. The results are shown in Fig.8 .
It can be seen from Fig.8 that there are no obvious gaps between the resolved DC results and the original values for all cases that using erroneous velocity models. All inversion results point out the reliability of the derived DC focal mechanism solutions. The ten cases that using erroneous velocity models all resolved much smaller Kagan angles. The Kagan angles vary from 0.6 • to 1.2 • for the Event 1 and irregularly The erroneous velocity models show nearly no influence on the full moment tensor results and both of the events resolved basically correct decompositions. For the Event 1, spurious non-DC components were retrieved during point source inversion: up to 0.8% ISO and 2% CLVD when using the correct velocity model, and up to 0.05% ISO and 8.0% CLVD when using an extremely wrong velocity model VOLUME 7, 2019 FIGURE 10. The moment tensor inversion results with increasing noise levels of the Event 1 (Top) and of the Event 2 (Bottom). Fifty times synthetic inversion experiments with random noises were performed for each noise level. The DC portion of the retrieved moment tensor are displayed using lines for each trial. The corresponding principal axes T, P, and N are displayed using green dots, blue dots, and red dots, respectively. FIGURE 11. Boxplot of the resolved Kagan angles (compared to the original DC configurations, see Fig.1 ) and the resolved full moment tensor decompositions (ISO, DC, CLVD) with increasing noise levels for the Event 1 (Top) and for the Event 2 (Bottom). Fifty times synthetic inversion experiments with random noises were performed for each noise level.
(Model 10 with v P = 6000 m/s, v s = 3372 m/s). The expected ISO, DC, and CLVD components are always correctly derived for the Event 2.
The reason is that the fit of amplitude spectra is here preferred for the inversion, and it does not require a precise alignment of the observed and the synthetic waveforms, thus it is less dependent on the chosen velocity model [30] , [44] . As shown in Fig.9 , which compared the fit of amplitude spectra and the fit of seismograms under velocity Model 1 and Model 10.
Here we only tested the inversion accuracy of the homogeneous model with different velocity errors. The test of different velocity errors under the 3D models will be carried out in the future work.
D. NOISE CONTAMINATION
Seismic signals are typically contaminated to varying degrees by instrumentation and ambient noise in mining environments [45] . These signal disturbances are sources of error through affecting the low frequency amplitude levels or by affecting the waveforms. To evaluate the level to which the noise will affect the inversion, the synthetic tests were carried out for increasing random noises from level 10 % to level 50 % (see Fig.4 ). Fifty times synthetic inversion experiments were performed for each noise level. The source origin time, location, and the depth were fixed to the correct values. All the inversions here use the same sensor configuration (Fig.3 (Right) ). The results are shown in Fig.10 and Fig.11 . Fig.10 shows that the orientation remained well constrained when the noise levels are less than 20%. With the growing of the noise levels, the DC solutions get less constrained and the clouds of the P, T, and N axes corresponding to the 50 inversion trials were getting larger. In other words, although the solutions tend to remain very good, confidence in these results is slightly lowered. Fig.11 shows that the Kagan angles increase with the growing noise levels for the two events. The superimposed source (the Event 2) is more affected by noise than the pure DC source (the Event 1). The average Kagan is 14 • when the noise level increase to 50% for the Event 2, while is only 5 • for the Event 1. It is noticed that the full moment tensor is sensitive to the noise, which result in growing spurious non-DC term contamination of the solution for the Event 1. Spurious non-DC term appeared and already accounted for more than 20% when noise levels at 30%. For the Event 2, the proportion of the ISO component is gradually getting smaller and the CLVD component getting larger, but the proportion of DC component basically remains unchanged when the noise increases.
We concluded form the above analysis that the sensitivity of the moment tensor inversion to the noise contamination is closely related to the source type of the event. The superimposed source is more sensitive to noise than the pure shear source. Although the noise may not affect the fault plane solution for the two kinds of events, it may lead to an inaccurate recognition of the seismic source model.
Comparison of results with different factors revealed that the azimuth coverage and the noise have the greatest impact. The influence caused by source location error and velocity error are relatively small.
IV. CONCLUSIONS
To study factors that affect moment tensor inversion in mining seismicity, qualitative investigations were carried out for influencing factors including the decreasing azimuthal coverage, the erroneous source coordinate, the mismodeling velocity structure, and the noise contamination. The purpose is to study under what conditions the inversion will be inaccurate and the degree to which each factor may affect the inversion results.
Results show that: (1) Although the reduction of the azimuthal coverage has led to the emergence of non-DC components, the proportions of the deviations are very limited. The resolved fault plane solutions are basically accurate, and the maximum value of the Kagan angle is only 1. (4) The average Kagan is 14 • when the noise level increase to 50% for the full moment tensor source, while is only 5 • for the pure DC source. Spurious non-DC term appeared and accounted for more than 20% when noise levels at 30% for the DC source. But for the superimposed source, the ISO component gradually gets smaller and the CLVD component gets larger with the increases of the noise levels, while the proportion of DC component remains basically unchanged.
We concluded that: (1) The sensitivity of the moment tensor inversion to the azimuthal coverage is closely related to the type of the source. For shear events, the inversion method does not require a good azimuthal coverage, but for non-pure shear events, at least 90 • azimuthal coverage is required to get reliable solution. (2) The full moment tensor is not sensitive to the location error, regardless of the type of source. But the DC deviation increases with the increase of the location error, especially for the fault-slip related or the shear rupture dominated events. (3) The erroneous velocity models show nearly no influence on the full moment tensor inversion results. The fit of amplitude spectra does not require a precise alignment of the observed and the synthetic waveforms and less dependent on the chosen velocity model. (4) The superimposed source is more sensitive to noise than the pure shear source. Although the noise may not affect the fault plane solution of the events, it is capable to lead an inaccurate seismic moment tensor and mislead the interpretation of the source type. 
