Postscript: Rejoinder to Brandstätter et al. (2008) Michael Birnbaum California State University, Fullerton Brandstätter, Gigerenzer, and Hertwig (2008, Figure 1 ) reanalyzed data of Erev, Roth, Slonim, and Barron (2002) to display a correlation between the accuracy of the priority heuristic and expected value (EV). From this correlation, they argued that people use two processes to choose between gambles: First, they act as if they compute ratios of EV and choose the gamble with the higher EV when this ratio exceeds a threshold, which the authors estimated to be two. Given this parameter, 56 of the 100 choices of Erev et al. were supposedly decided by EV. Second, people supposedly used the priority heuristic to make the remaining 44 choices. Whereas the priority heuristic alone had 15 errors predicting these 100 modal choices, the EV rule plus priority heuristic had six errors. But even with EV, a free parameter, and a lexicographic heuristic, this model does not fit as well as either the transfer of attention exchange (TAX) model or cumulative prospect theory (CPT), each of which had only one error when the same choices were reproduced. Because several models can fit these data almost equally well, I think it best to say that these data, like the Kahneman and Tversky (1979) data, are simply not diagnostic for comparing those models. Given the fact that they use an "as-if" (EV) model and estimate its parameter (two) post hoc, it seems odd that Brandstätter et al. continue to argue against "as-if" models and parameter estimation.
The EV plus priority heuristic model does not fit other, more diagnostic studies, as Brandstätter et al. (2008) acknowledged. To handle such data, they argued that each new failure of the EV plus priority heuristic should be taken as evidence for another heuristic. Among the additional heuristics they added to the theoretical stew are "dominance," "similarity," "toting up," "cancellation," "combination," and the "most-likely" heuristic. Consider how their "toting-up" heuristic was devised. Because EV plus priority heuristic is correct for fewer than half of the modal choices in Birnbaum and Navarrete (1998), Brandstätter et al. decided to replicate part of that study. There were 144 choices in the original study, including 112 in the main experimental designs that tested stochastic dominance and cumulative independence. For reasons I do not understand, Brandstätter et al. decided to examine only 54 of those 112 choices, so their new data did not allow tests of stochastic dominance or of upper or lower cumulative independence. Also puzzling were their decision to use a smaller number of participants than in the original study, their use of two new formats for the presentation of gambles, and other changes in procedure. Unlike the study by Birnbaum and Navarrete, every choice in the replication study had a common probabilityconsequence branch, perhaps intended to help people to cancel such branches (as conjectured by Birnbaum & McIntosh, 1996) . Given Brandstätter et al.'s new data, I found that the correlation between the group choice proportions of the new data and those of Birnbaum and McIntosh (1996) was 0.82 for the 54 choices they selected to replicate. The EV plus priority heuristic correctly predicted only 46% of the modal choices in their new study. A coin toss would have likely outperformed these heuristics for their new data, as it would have done in Birnbaum and Navarrete. Brandstätter et al. next focused their attention on 17 replicated trials from these 54 choices in which there was a common probability consequence branch and the other two probabilities were equal. For these cases, they proposed that people cancel the common branch and then apply a "toting up" heuristic, which correctly fit most of these 17 problems. According to this new heuristic, when probabilities are the same, people supposedly add up the consequences and choose the gamble with the higher total. However, this new heuristic does not resolve other choices in their replication (for which they entertained other heuristics), nor is it consistent with previously published data. For example, Birnbaum (1999 , Table 3 , Choice 2) reported a choice between ($100, 0.5; $0, 0.5) and ($45, 0.5; $35, 0.5). According to the toting-up hypothesis, the totals are $100 versus $80, and probabilities are equal, so a person should choose the gamble with the higher total. Instead, Birnbaum found that 69% of 124 college students and 60% of 1,224 Web recruits preferred the "safer" gamble with the smaller total. Eventually, 4,910 participants who received this same choice were tested using a variety of formats (Birnbaum, 2004b) . Averaged over all participants, 65% preferred the gamble with the smaller toting value. Ironically, the priority heuristic would have been consistent with this modal choice had the toting-up heuristic not been added to the mix. The toting-up hypothesis also fails to fit other data with three-branch gambles. Birnbaum and McIntosh (1996) reported that 70% of 106 undergraduates chose a gamble with equal probabilities to win $2, $45, or $49, rather than a gamble with equal chances to win $2, 11, or $97, even though the total of the former is $96, whereas the latter adds up to $110. Many other examples that significantly violate the EV plus toting-up plus priority heuristics can be found in Birnbaum (2004a Birnbaum ( , 2004b Birnbaum ( , 2007 , Birnbaum and Chavez (1997) , Birnbaum and McIntosh, and Birnbaum and Navarrete. In sum, although the new heuristic predicts the majority of the 17 choices it was designed to predict, the EV plus toting-up plus priority heuristic does not predict other, previously published data.
Similarly, a "similarity heuristic" was modified by Brandstätter et al. (2008) to predict violations of stochastic dominance reported by Birnbaum and Navarrete (1998) , which violate the EV plus priority heuristic. This heuristic contradicts the priority heuristic because it assumes that people do look at consequences on the middle branches of three-branch gambles and use large differences on that branch when all other differences are below the thresholds in the priority heuristic. Although this heuristic fits the violation of stochastic dominance that it was devised to fit, it does not work in fitting other violations of stochastic dominance (see Birnbaum, 2005) . In addition, it does not explain why violations of stochastic dominance are found in judgment, as well as in choice studies. Surprisingly, Brandstätter et al. also endorsed the editing principles of Kahneman and Tversky (1979) , including combination and cancellation, despite a large body of evidence contradicting those two principles (see the review in . Brandstätter et al. (2008) suggested that their model-fitting contests should be called tests of "predictions." I find it odd to say that one has "predicted" previously published data, because the term "prediction" means to say in advance. There are two ways to compute the fit of models to previous data: One can estimate best-fit parameters for both theories under investigation, or one can use parameters chosen in advance. These different types of analyses were described and carried out in Birnbaum and Navarrete (1998) , for example, on both individual and aggregate data. These different methods can lead to different conclusions, so one should examine them all to be on secure footing. The method that Brandstätter et al. argued should be the only method of analysis is one that has been called the "tool of the Devil" when used to diagnose models because it can easily lead to wrong conclusions (Birnbaum, 1973 (Birnbaum, , 1974 . Brandstätter et al. did not address the hazards of comparing fit of models using prior parameters; they simply argued that the term "prediction" should be used for this method and "fitting" should be used for more conventional methods. Whether one uses a correlation coefficient, sum of squares, likelihood, or percentage correct, comparisons of fit (even if called "predictions") with a priori parameter values easily lead to wrong conclusions. The priority heuristic does not outperform its rivals when assessed by more appropriate and traditional methods of analysis (e.g., as in Figures 1 and 2 of Birnbaum, 2008) , nor does this heuristic do well when applied to data from experiments that are more diagnostic than those reviewed by Brandstätter et al. Brandstätter et al. (2008) argued that models with free parameters are difficult to test. This statement applies only if we restrict our attention to post hoc fitting ("prediction") contests with nondiagnostic data. The statement is false, however, in an experimental field such as psychology, in which it is possible to devise and test critical properties of models. For example, despite its many free parameters, CPT implies that people should always conform to first-order stochastic dominance, except for random error. There is no set of parameters that allows CPT to imply that A ϭ ($96, 0.55; $90, 0.35; $12, 0.1) should be preferred to B ϭ ($96, 0.9; $14, 0.05; $12, 0.05) . Like CPT, the latest combination of heuristics also predicts that the majority should prefer B to A because B dominates A, B has a much higher probability of the highest consequence, and B has the higher EV. The latest six-heuristic model ("no-conflict solution," plus as-if EV, plus "similarity," plus "cancellation," plus "toting up," plus priority heuristic) described by Brandstätter et al. fails to "predict" that people choose B over A. Nevertheless, 61% of 428 subjects in Birnbaum (2005) showed this preference. Similarly, both CPT and TAX must satisfy transitivity of preference, which, if violated, would have been an argument for the priority heuristic over these parametric models. Birnbaum and Gutierrez (2007) tested transitivity where predicted by the priority heuristic and found that the vast majority of participants were consistent with transitivity. The priority heuristic was correct in predicting only 30% of the modal choices in their studies. Brandstätter et al. (2008) appear to have adopted the position that if they can find a heuristic that can "predict" (fit) previously published data, that model is true for those cases in which its "predictions" are correct. When that model fails to predict other data, they infer that there must be additional processes involved. This position seems rather complicated because it involves at least one preliminary decision mechanism that uses "triggering conditions" to determine which decision heuristics to use. Without a doubt, a new heuristic can be added or an old one revised to handle violations of their latest combination of heuristics. Although the general position they have adopted appears to be one that cannot be refuted in principle, the particular combination of heuristics that they have so far advocated does not appear to be accurate beyond the sets of data in which those heuristics were devised.
