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Abstract
The paper has two parts. In the algorithmic part integer inequality systems of packing types
and their application to integral multicommodity ow problems are considered. We give 1 − 
approximation algorithms using the randomized rounding=derandomization scheme provided that
the components of the right-hand side vector (resp. the capacities) are in 
(−2 logm) where m
is the number of constraints (resp. the number of edges). In the complexity-theoretic part it is
shown that the approximable instances above build hard problems. Extending a result of Garg
et al. (Algorithmica 18 (1997) 3{20), the non approximability of the maximum integral mul-
ticommodity ow problem for trees with a large capacity function c 2 
(logm), is proved.
Furthermore, for every xed non-negative integer K the problem with specied demand function
r − K is NP-hard even if c is any function polynomially bounded in n and if the problem
with demand function r is fractionally solvable. For fractionally solvable multicommodity ow
problems with nonplanar union of supply and demand graph the integrality gap is unbounded,
while in the planar case Korach and Penn (Technical Report, Computer Science Department,
Israel Institute of Technology, Haifa, 1989), could x it to 1. Finally, an interesting relation
between discrepancies of set systems and integral multicommodity ows with specied demands
is discussed. ? 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
In this paper we discuss three topics: Non-Approximability of integer multicommod-
ity ow problems, solution of integer inequality systems, and approximation algorithms
for multicommodity ow problems.
Let us briey state the problems formally. An instance of the multicommodity ow
problem is a graph G = (V; E) (the supply graph) with jV j= n; jEj= m, and a graph
H = (T; D) (the demand graph) with terminal set T V; jT j= 2k and commodity set
D = f(s1; t1); : : : ; (sk ; tk)g where si; ti 2 T . (si; ti) 2 D are the k source{sink pairs,
also called demand edges or commodities. For each commodity d = (s; t) 2 D let
d be an orientation of G forming the directed graph (V; Ad) and let F(d) be an
integral (s; t)-ow in (V; Ad). Then the jDj-tuple of ows F = (F(d))d2D is called an
integral multicommodity ow. It is a 0=1 multicommodity ow, if all ows are either
0 or 1. Given a capacity function c :E 7!Z+ and a demand function r :D 7!Z+ the
multicommodity ow is feasible subject to c, if for each edge e 2 E the sum of the
ows through e (in both directions) is at most c(e), and is feasible subject to r, if for
each demand edge d 2 D the value f(d) of ow F(d) is at least r(d). The integral
multicommodity ow problems considered in this paper are:
Denition 1.1. (i) (Specied demands) Given (G;H; c; r), nd an integral multicom-
modity ow, subject to c and r, if possible.
(ii) (Maximum integral problem) Given (G;H; c), nd an integral multicommodity
ow subject to c with maximum total ow value fopt.
(iii) (Maximum 0=1 problem) Given (G;H; c); nd a 0=1 multicommodity ow
subject to c with maximum total ow value fopt.
(iv) (Demand=integrality gap) Let (G;H; c; r) be the specied demand problem. Let
I :D 7!Z+ and R :D 7!Q+ be functions with the property that the reduced problems
(G;H; c; r − I ) (resp. (G;H; c; r − R)) admit an integral (resp. fractional) solution,
and the maximum norms jjI jj1 (resp. jjRjj1) are minimum. We call the numbers
jjI jj1 (resp. jjRjj1) the integral (resp. fractional) demand gap, and call the dierence
jjI jj1 − jjRjj1 the integrality gap for the problem (G;H; c; r).
The specied demand problem is NP-complete and the other problems are NP-hard
[3,4,7].
1.1. Previous work
Polynomial-time constructions of optimal or approximate-optimal integral multiows
are known in the following cases:
1.1.1. Specied demands
For planar supply graphs and a xed number of commodities Sebo [20] showed that
the problem is solvable in polynomial time. For graphs with unit edge capacities and
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unit demands the integral multicommodity ow problem with specied demands is the
edge-disjoint path problem. For a planar and Eulerian supply graph with terminals on
the boundary, Okamura and Seymour [15] gave a polynomial-time algorithm. Wagner
and Weihe [24] presented even a linear running time algorithm. The problem with inte-
ger capacities can be solved in polynomial time, too, if a modied evenness condition
holds (see [24] for a discussion). Korach and Penn [9] proved that the reduced prob-
lem (G;H; c; r − 1) has an integral solution, if G [H is planar and the cut-condition 1
is satised in G; in this case the integral solution can be constructed in polynomial
time.
1.1.2. Maximum ows
When the union of supply and demand graph is planar and there are only two com-
modities, then the problem can be solved in O(n
p
log n) time (Korach/Penn [10]). In
case that the supply graph is a tree, Garg et al. [6] gave (with the primal-dual method)
a polynomial-time 1=2-factor approximation and showed the MAXSNP-hardness even
in this case. For densely embedded and nearly Eulerian supply graphs (which in-
cludes a two-dimensional mesh) Kleinberg and Tardos [8] showed that the maximum
edge-disjoint path problem admits a polynomial-time constant factor approximation
algorithm (see also [11]). For the maximum 0=1 problem and general supply graphs
approximation algorithms based on randomized rounding have been given by Raghavan
and Thompson [19], Raghavan [18] and Motwani et al. [14]. Motwani et al. [14] gave
a random walk algorithm which for every >0:62 routes an (1−)2 fraction of the total
ow in polynomial time and probability at least 1− 1=m− exp(−0:38 2fopt), provided
that the edge capacities satisfy the typical condition under which randomized rounding
for multicommodity ow problems is presently analysable, namely c 2 
(logm). Re-
cently, Garg and Konemann [5] gave the presently fastest combinatorial approximation
algorithm which for every > 0 and large capacities (c(e) 2 
(ln((1+)m)= ln(1+))
for all edges e) routes at least an (1 − )2 fraction of the maximum integral ow in
O(km2 logm log n= log (1 + )) time.
1.2. The results
The aim of this paper is to show extensions and generalizations of the approximabil-
ity and nonapproximability results of Korach and Penn [9], Garg et al. [6] and Motwani
et al. [14]. Korach and Penn [9] proved for the multicommodity ow problem with
specied demands (G;H; c; r) that the reduced problem (G;H; c; r − 1) has an integral
solution, if G [ H is planar and the cut-condition is satised in G; in this case the
integral solution can be constructed in polynomial time. Since the problem (G;H; c; r)
1 The cut-condition is: For every cut-set S E the demand of the cut is at most the capacity of the cut:P
(s; t)2D; S separates s; t r(s; t)6
P
e2S c(e).
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is fractionally solvable for planar G[H with cut-condition, 2 it follows from the result
of Korach and Penn that for such instances the integrality gap is at most one.
We show that planarity of G [ H is essential: For every non-negative integer K
there is an instance with planar G and nonplanar G [H for which the integrality gap
is at least K . Furthermore, for every xed non-negative integer K it is NP-complete to
decide the integral solvability of the problem (G;H; c; r − K), even if (G;H; c; r) has
a fractional solution and c is any non-negative function polynomially bounded in n.
For K =0 this implies the NP-completeness of the multicommodity ow problem with
specied demands for polynomially bounded capacity functions, extending the known
result for constant capacities [4].
For the maximum integral multicommodity ow problem an even sharper complexity
result hold. Extending the nonapproximability result of Garg et al. [6] we show that
the maximum integral multicommodity ow problem has no polynomial-time approxi-
mation scheme, unless P = NP, even if the supply graph is a tree and c(e)>C for all
e 2 E where C is polynomially bounded in m. In particular, this implies that even the
instances of the maximum integral multicommodity ow problem for which a constant
factor approximation algorithm is known (c 2 
(logm)) are MAXSNP-hard problems.
In Sections 3 and 4 we discuss the algorithmic aspects.
1.2.1. Integer inequality systems
In Section 3 we introduce systems of linear inequalities of the form
A
−C

x6

b
−u

; x2Zn+;
where A = (aij) is a rational m  n matrix with 06aij61; C = (cij) is a ‘  n
matrix with 06cij61; b2Zm+ and u 2 Z‘+. We will see that special cases of such
systems cover the specied demand, the maximum integral and the maximum 0=1
multicommodity ow problem. The problem we are interested in is the polynomial-time
construction of an integral solution for such inequality systems given a fractional
solution by rounding the fractional solution. In fact, if the inequality system
A
−C

x6

b
−(1− )u

; x 2 Zn+
(with the tighter right-hand side −(1− )u) is fractionally solvable and if
bi>d 6(2−)2 edlog(2m)e for all i and ui>(16=2)dlog(2‘)e for all i;
then an integral solution to the original system can be constructed in polynomial time.
The proof is based on the 0=1 randomized rounding scheme of Raghavan and Thompson
[19], a strongly polynomial reduction of rounding integers to 0=1 rounding and an
algorithmic version of the Angluin{Valiant inequality proved in [22]. A similar result
2 It is known that the multicommodity ow problem with specied demands is fractionally solvable if and
only if the cut-condition is satised [7, Theorem 8.6.6].
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can be derived for a mixed system of linear inequalities and equalities into which the
0=1 multicommodity ow problem ts.
1.2.2. Approximation of multicommodity ows
In Section 4 we apply the rounding results and show for every 0<60:9: a
1 −  fraction of the total ow can be routed in polynomial time, provided that
c 2 
(−2 logm) (maximization problem), and an integral multicommodity ow sub-
ject to the demand function r−r can be constructed in polynomial time, if a fractional
solution subject to r exists, c 2 
(−2 logm) and r 2 
(−2 log k) (specied demand
problem). 3 For the maximum integral multicommodity ow problem we get the ap-
proximation guarantee of Motwani et al. [14]: The analysis there shows that for >0:62
with high probability a fraction of (1− )2 = 0:14 of the total ow can be routed pro-
vided that c(e)>5:2 ln 4m for all edges e 2 E. With  = 0:86 this follows also from
our result with a slightly dierent constant in the capacity condition. As mentioned
above the combinatorial algorithm of Garg and Konemann [5] is presently the fastest
approximation algorithm for the maximum integral multicommodity ow problem with
large capacities.
1.2.3. Discrepancies
Finally, applying well-known results from discrepancy theory it is proved that a
fractionally solvable multicommodity ow problem with specied demands (G;H; c; r)
admits an integral solution for the reduced problem (G;H; c+6
p
m+ k; r− 6pm+ k).
Remark. [Pseudo-polynomial versus strongly-polynomial rounding] Let us point out a
nontrivial dierence between the 0=1 randomized rounding scheme (see [14,19]) and
our rounding of integers, mainly because at the rst glance one might get the impression
that integer rounding is easily reducible to 0=1 rounding (for example see [14], Section
2.1). In principle this impression is correct, but there is one problem which requires
some considerations: We have to give a polynomial time or even strongly polynomial
reduction of rounding integers to 0=1 rounding. The following example illustrates this
problem. Let ~fd > 1 be the fractional ow of a commodity d. One can randomly
round this ow performing 2‘ independent 0=1 Bernoulli trials 1; : : : ; 2‘+1 and taking
fd = b ~fdc − ‘ +
P2‘+1
i=1 i as the rounded ow. In other words, we randomly round
~fd to some integer fd 2 fN; : : : ; N 0g, where N = b ~fdc − ‘ and N 0 = b ~fdc + ‘ + 1.
Now two things must be ensured: The rounding has to terminate in polynomial time
and must not violate any capacity constraint. In order to meet both requirements the
obvious choices for N; N 0, namely \up-down" rounding (‘=0; (N; N 0)=(b ~fdc; d ~fde))
or \complete splitting" (‘= b ~fdc; (N; N 0)= (0; 2b ~fdc)+1) cannot be used. In fact, for
the rst rounding we cannot show (using large deviation inequalities) that the capacity
3 In case (G;H; c; r) is not fractionally solvable, one can compute | by linear programming | a function
R with minimum L1-norm so that (G;H; c; r − R) becomes fractionally solvable and may apply the result
above.
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constraints hold, while the second rounding scheme is only a pseudo-polynomial time
procedure, because the number of random variables is a function in (maxdb ~fdc).
Thus a careful choice of ‘; N and N 0 is necessary.
2. Complexity
In this section we analyse the approximation complexity of the maximum integral and
the integral multicommodity ow problem with specied demands. Hardness of both
problems has been proved for unit capacities [4,6]. We will show how the assumptions
of \large" capacities and=or fractional solvability can be invoked.
2.1. Maximum multicommodity ows
Let us start with some simple transformations which allow us to take large capacities
into account. Let (G;H; c) be an instance of the multicommodity ow problem as
dened in the introduction (G = (V; E); jV j = n; jEj = m) and let r :D 7!Z+ be a
demand function.
The problem instance (G0; H 0; c0):
 Let C=C(n) be an arbitrary, but xed non-negative function which is polynomially
bounded in n.
 Dene ~E:=fe 2 E: c(e)<Cg (the set of edges with small capacities) and ~m:=j ~Ej.
 For every edge fu; vg 2 ~E introduce new nodes huv; h0uv; quv and suv. Dene V 0 as
the union of V and the nodes huv; h0uv; quv and suv for all fu; vg 2 ~E.
 The edge set E0 is built from E as follows: for all fu; vg 2 ~E replace the edge fu; vg
by the path (u; huv; h0uv; v) and insert the edges fquv; huvg and fh0uv; suvg.
 The capacity function c0: The capacity of the edges fu; huvg; fquv; huvg; fh0uv; suvg
and fh0uv; vg is C, while the capacity of fhuv; h0uvg is c(fu; vg) + C.
 Let Puv denote the path (quv; huv; h0uv; suv).
Now we dene the demand graph H 0 = (T 0; D0) and the demand function r0:
 T 0 is the union of T and all new nodes quv and suv.
 The commodity set D0 is the union of D and all commodities duv=(quv; suv), so quv
is the source and suv is the sink for commodity duv.
 The demand for duv is r0(duv) = C.
Fig. 1 shows this construction for the edge e = (u; v).
Lemma 2.1. (i) If C = C(n) is a function polynomially bounded in n; then every
integral multiow F 0 for (G0; H 0; c0; r0) with total value f0 can be transformed in
polynomial time into an integral multiow F 00 for (G0; H 0; c0; r0) with total value
f00 = f0 such that in F 00 every commodity duv 2 D0nD is routed only through the
path Puv and its total ow is C.
(ii) Let fopt (resp. f0opt) be the maximum integral ow value for (G;H; c) (resp.
(G0; H 0; c0)). Then f0opt = fopt + ~mC.
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Fig. 1. Large capacities.
Proof. (i) For a commodity duv 2 D0nD let euv be the edge fhuv; h0uvg. We iterate the
following procedure for all commodities in duv 2 D0nD. Fix some duv 2 D0nD. First
suppose that some duv-ow is not routed through Puv. If F 0 does not saturate euv, then
re-route these duv-ows through Puv until euv is saturated. If there are still duv-ows not
routed through Puv, then there must exist non-duv-ows routed through euv. Exchange
these non-duv-ows with duv-ows not routed through Puv until all duv-ows are routed
through Puv. If in this new ow the duv-ow is C, we are done. Otherwise, if it is
less than C, delete some non-duv-ows routed through euv and increase the duv-ow
through Puv by the same amount. Let F 00 denote the ow obtained in this way. If
C = C(n) is polynomially bounded in n, then, obviously, the ow-exchange can be
done in polynomial time.
(ii) First observe that
f0opt>fopt + ~mC: (1)
This is true, because an optimal integral multicommodity ow for (G;H; c) can easily
be extended to an integral multicommodity ow for (G0; H 0; c0) by routing C units of
every commodity duv 2 D0nD on the path Puv. Hence the total value of this extended
ow is fopt + ~mC. Now we prove
f0opt6fopt + ~mC: (2)
Some notations are useful. For an integral multicommodity ow F 0 in (G0; H 0; c0) with
total value f0 = f0opt dene
 A0 is the F 0-ow in G0 restricted to commodities in D.
 B0 is the F 0-ow in G0 restricted to commodities in D0nD.
Let f0; a0; b0 denote the total values of the ows F 0; A0; B0. Then, by denition
f0opt = f
0 = a0 + b0 and b06 ~mC: (3)
By the rst part of the lemma, we may assume that F 0 has the properties of the
ow F 00 in (i), in particular A0 is a ow in (G;H; C) of value a0. Thus
a06f0opt and f
0
opt = f
0 = a0 + b06fopt + b0: (4)
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Theorem 2.2. The maximum integral multicommodity ow problem has no poly-
nomial-time approximation scheme unless P = NP, even if the supply graph is a
tree and c(e)>C for all e 2 E where C is polynomially bounded in n.
Proof. Suppose that there is a polynomial-time approximation scheme (A)>0 for the
problem addressed in the theorem. Let (G;H; c) be an instance of the maximum integral
multicommodity ow problem where G is a tree and the capacities are 1 or 2. This
problem is MAXSNP hard [6], thus it cannot have a polynomial-time approximation
scheme, unless P = NP.
Construct a new instance (G0; H 0; c0) as in the proof of Lemma 2.1(i) with some
function C=C(n) polynomially bounded in n. Observe that G0 is a tree. Let 0<< 1
and put 0=+ ~mC=(1+ ~mC). For suciently small  we may assume that 0< 0 < 1.
Since w.l.o.g. fopt>1, we have
0>
fopt + ~mC
fopt + ~mC
: (5)
A′ constructs an integral multicommodity ow F 0 for (G0; H 0; c0) such that its total
ow value f0 satises
f0> 0f0opt
= 0(fopt + ~mC) (Lemma 2:1(ii))
> fopt + ~mC:
By Lemma 2.1(i) we can assume that the total F 0-ow for commodities in D0nD is
~mC. Thus the ow induced by F 0 in (G;H; c) is at least fopt, hence (A)>0 is also
a polynomial-time approximation scheme for the problem (G;H; c).
2.2. Specied demands
Korach and Penn [9] proved for the multicommodity ow problem with specied
demands the following approximation result.
Theorem 2.3 (Korach, Penn [9]). Let (G;H; c; r) be an instance of the multicommod-
ity ow problem with specied demands. If G[H is planar and if the cut condition is
satised; then the reduced multicommodity ow problem (G;H; c; r−1) can be solved
in polynomial time.
Since instances with planar G [ H with cut-condition are fractionally solvable [7,
Theorem 8.6.6], by the Korach{Penn theorem the integrality gap is at most one. Using
a construction suggested by Pfeier [16,17] we show that for planar G and H , but
nonplanar G [H the integrality gap is unbounded, thus planarity of G [H is essential
in order to bound the integrality gap.
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Fig. 2. The construction with K = 3.
Lemma 2.4. For every odd integer C>1 and for every non-negative integer K there
is a fractionally solvable multicommodity ow problem (G;H; c; r) with r = r(C; K)
and c(e)>C for all e 2 E such that (G;H; c; r − K) has no integral solution.
Proof. Let C=2+1;  2 Z+. Construct a (2K+1)(2K+1) grid (as shown in Fig. 2),
where every node of the grid is replaced by a C4 and each edge has capacity C.
Let the supply graph G be this grid and let (s; t) and (s0; t0) be commodities with
demands r(s; t) = r(s0; t0) = (2K + 1)C. The demands can be satised by routing the
commodities half-integrally, thus the problem is fractionally solvable. Assume for a
moment that (G;H; c; r − K) has an integral solution and let F (resp. F 0) such (s; t)
(resp. (s0; t0))-ows. Then at most K units of F (resp. F 0) can be routed \around" the
grid using edges incident to s or t (resp. s0 or t0). So for both F and F 0 there is a
F-saturated (s; t)-path P resp. F 0-saturated (s0; t0)-path P0 through the grid. But P and
P0 must cross in some C4, which is impossible because P and P0 are saturated. One
optimal routing is shown in Fig. 3 (which is an optimal integer routing for =0): First
we route on each horizontal (resp. vertical) s{t-path (resp. s0{t0-path)  units. Now we
carry K units from s to t and K + 1 units from s0 to t0 (or vice versa) as shown in
Fig. 3.
Furthermore, nding the integrality gap is NP-hard, even if a fractional solution is
known.
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Fig. 3. An integral solution.
Fig. 4. The supply graph.
Theorem 2.5. For every xed integer K 2 Z+ it is NP-complete to decide the solv-
ability of the reduced demand multicommodity ow problem (G;H; c; r − K); even if
the multicommodity ow problem (G;H; c; r) has a fractional solution.
Proof. We give a reduction to the multicommodity ow problem with specied de-
mands. Suppose we are given a fractionally solvable multicommodity ow problem
(G=(V; E); H =(T; D); c; r) (see Fig. 4).We construct from (G;H; c; r) a new instance
(G0; H 0; c0; r0) as follows:
For every commodity (s; t) 2 D introduce two new commodities (s0; t0) and (s00; t00),
delete the demand edge (s; t) from D and add the new demand edges d0 = (s0; t0) and
d00=(s00; t00). Set r0(d0)= r(d)+2K +1 and r0(d00)=2K +1. This denes the demand
graph H 0 = (T 0; D0) and the demand function r0. The new supply graph G0 = (V 0; E0)
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Fig. 5. The reduction.
and the capacity function c0 are constructed from G and c as follows. Consider for each
(s; t) 2 D a (2K+1) (2K+1) grid Gst as shown in Fig. 2. V 0 is the union of V with
all s0; s00; t0; t00 nodes and the nodes of all such grids. E0 is the union of E, all edges
of the grid Gst , the edges which connect s0; t0 and s00; t00 to Gst and the edges fs; s0g
and ft; t0g, for all (s; t) 2 D (see Fig. 5). The denition of the capacity function c0 is:
For the edges of G set c0 = c. Let the edges fs; s0g and ft; t0g have capacity r(d) and
let the capacity of all grid edges and all edges connecting s0; s00; t0; t00 to Gst be 1.
We doubled H and enlarged G introducing O(K2) nodes and edges, hence the
reduction is polynomial in K . Fig. 5 shows the nal (G0; H 0; c0; r0). Observe that
(G0; H 0; c0; r0) has a fractional solution.
Claim. (G0; H 0; c0; r0−K) has an integral solution if and only if the problem (G;H; c; r)
has an integral solution.
Proof. Suppose that the problem (G;H; c; r) has an integral solution. Then transport
r(d) units from s0 and t0 via the node s, the graph G and the node t. Furthermore,
transport K units from s0 and t0 \around" the grid and transport K units from s00 to
t00 through the grid (as shown in Fig. 3). Hence (G0; H 0; c0; r0 − K) has an integral
solution.
Suppose the problem (G0; H 0; c0; r0 − K) has an integral solution. Assume for a mo-
ment that strictly less than r(d) units are conveyed from s to t. Then at least 2K + 2
units must be carried through the grid, which is impossible by construction. Hence
(G;H; c; r) has an integral solution.
In the next step we show that the multicommodity ow problem remains NP-complete,
even if capacities and demand grow polynomially in n, thus the instances for which
the randomized rounding=derandomization scheme yields polynomial-time approxima-
tion algorithms (i.e. c 2 
(logm); r 2 
(log k)) are hard problems. Using Lemma
2.1(ii) it is straightforward to show:
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Fig. 6. Reduction with capacities C.
Theorem 2.6. The decision version of the multicommodity ow problem with speci-
ed demands (G;H; c; r) for capacity functions c with c(e)>C for all e 2 E; where
C :N 7! Z+ is an arbitrary but xed function polynomially bounded in n;
is NP-complete.
Using Theorems 2.6 and 2.5 we can prove the following.
Theorem 2.7. For every xed non-negative integer K it is NP-complete to decide the
solvability of the reduced demand multicommodity ow problem (G;H; c; r−K); even
if the multicommodity ow problem (G;H; c; r) is fractionally solvable; C : N 7! Z+
is an arbitrary but xed odd function polynomially bounded in n; and c(e)>C for
all e 2 E.
Proof. We modify the proof of Theorem 2.5 as follows. By Theorem 2.6 we can
start with a fractionally solvable instance (G;H; c; r) where c>C for an arbitrary odd
function C :N 7!Z+ which is polynomially bounded in n = jV j. As in the proof of
Theorem 2.5, insert the grids but with  = (C − 1)=2, so all grid edges have capacity
C. Let (G0; H 0; c0; r0) denote the instance constructed so far. In G0 all edges | except
the edges (s; s0) and (t; t0) | have capacity at least C (the capacity of (s; s0) and (t; t0)
is r(d)). We enlarge the capacities of (s; s0) and (t; t0) to r(d)+C as follows: rst use
the large-capacity construction as shown in Fig. 1. This gives us for each of the two
edges (s; s0) and (t; t0) new source{sink pairs (qtt′ ; stt′) and (qss′ ; sss′) (using the notation
above) with demand C. Finally, we enlarge these demands to C+2(2K+1)+2K+1
using the grid construction: insert for every of the source{sink pairs (qtt′ ; stt′) and
(qss′ ; sss′) a (2K + 1)  (2K + 1) grid with all edge capacities equal to C. Let us
denote this new instance by (G00; H 00; c00; r00) (see Fig. 6). Then obviously c00>C, and
since the problem (G;H; c; r) has an fractional solution, the problem (G00; H 00; c00; r00)
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Fig. 7. Large demands.
is fractionally solvable, too. Furthermore, combining the argumentation of the proofs
of Theorems 2.5 and 2.6 it is straightforward to show that (G;H; c; r) has an integral
solution if and only if (G00; H 00; c00; r00 − K) has an integral solution.
Furthermore, we consider the integral multicommodity ow problem with specied
demands under the assumptions of large demands and fractional solvability. Note that
under such assumptions randomized rounding is able to nd a good approximation
of the optimal integral ow in polynomial time (Section 3). Roughly speaking the
assumptions say that many commodities can be routed through the network, at least
in a fractional way. The next theorem states that nding an optimal solution is still a
hard problem.
Theorem 2.8. The decision version of the integral multicommodity ow problem
(G;H; c; r) with demand function r(d)>R for all d 2 D; where R :N 7! Z+ is an
arbitrary but xed function which is polynomially bounded in n; and (G;H; c; r) is
fractionally solvable; is NP-complete.
Proof. We give a reduction to the multicommodity ow problem with specied de-
mands. Let (G;H; c; r) be an instance of the problem. Let R :N 7! Z+ be an arbitrary
but xed function which is polynomially bounded in n. Set ~D = fd 2 D: r(d)<Rg
and construct a new multicommodity ow problem (G0; H 0; c0; r0) as follows: For every
commodity d = (s; t) 2 ~D introduce a new node h(d). Let V 0 be the union of V and
the nodes h(d) for all d 2 ~D. Let E0 be the union of E and all the new edges fs; h(d)g
and fh(d); tg. Dene c0(e)= c(e) for all e 2 E and c0(fs; h(d)g)= c0(fh(d); tg)=R for
all d 2 ~D. The new demand graph H 0 = (T 0; D0) and demand function r0 are: Dene
H 0 =H; r0(d) = r(d) + R for d 2 ~D and r0(d) = r(d) for d 2 Dn ~D. Fig. 7 shows this
construction.
Claim. An integral solution for (G0; H 0; c0; r0) can be transformed in polynomial time
into an integral solution for (G;H; c; r) and vice versa.
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Proof. Suppose that there is an integral solution for (G0; H 0; c0; r0). First we modify
this solution so that for every d = (s; t) 2 ~D the d-ow through the edges fs; h(d)g
and fh(d); tg is exactly R.
Suppose that for some d= (s; t) 2 ~D the d-ow through the path Q = fs; h(d); tg is
strictly less than R and the remainder of the d-ow is routed through other (s; t)-paths,
say P1; : : : ; Pl. W.l.o.g assume that the total ow through Q is saturated, so through
each edge of Q the ow is R. (Otherwise saturate Q by routing d-ows through Q)
Since the d-ow through Q is strictly less than R, but Q is saturated, there are d0-ows
through Q for some d0 2 ~D, d0 6= d. Fix one such d0 and suppose that its ow through
Q is f. Exchange the d0-ow with d-ows by routing f units of the d0-ow (previously
through Q) via the paths Pi and routing f units of the d-ow via Q. Do this until the
total d-ow is conveyed via Q.
This modied multicommodity ow restricted to G gives a solution for (G;H; c; r).
The other direction of the proof is straightforward.
Note that R must be polynomially bounded in n, because in the worst case we must
perform the ow-exchange one unit after another until all d-ows (which sum up to
R) goes through Q, thus the exchange procedure is called at most R times.
Finally, combining Theorem 2.7, Theorem 2.8 and the grid-construction we obtain
Theorem 2.9. Let (G;H; c; r) be an instance of the integral multicommodity ow
problem with specied demands and let C; R : N 7! Z+ be functions such that C
is odd; R>C and C; R are polynomially bounded in n. Furthermore; suppose that
(i) c(e)>C for all e 2 E;
(ii) r(d)>R for all d 2 D;
(iii) (G;H; c; r) has a fractional solution.
For every xed non-negative integer K>R it is NP-complete to decide the solv-
ability of the reduced demand multicommodity ow problem (G;H; c; r − K).
Proof. A little modication of the proof of Theorem 2.7 is necessary. Start with an
instance (G0; H0; c0; r0) where c0>C. As in the proof of Theorem 2.8 construct from
(G0; H0; c0; r0) an instance (G;H; c; r) with r>R. Since R>C, we have c>C. Now con-
tinue as in the proof of Theorem 2.7. This gives an instance (G00; H 00; c00; r00) for which
all assumptions (i){(iii) hold (Assumption (ii) is true, because the \grid"-demands are
C + 2K(2K + 1) + 2K + 1>R, using K>R). Observe that (G00; H 00; c00; r00 − K) has
an integral solution i (G0; H0; c0; r0) has an integral solution.
3. Integer inequality systems
In this section we consider systems of linear inequalities which generalize packing
integer programs, and build a framework for multicommodity ow problems. We tackle
the basic problem of rounding a fractional solution of such a system to an integer one.
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Let A = (aij) be a rational m n matrix, C = (cij) an ‘ n matrix with 06aij61
and 06cij61 for all i; j. Let b 2 Zm+ and u 2 Z‘+.
Integer Inequality System (IIS)
A
−C

x6

b
−u

; x 2 Zn+: (6)
Note that the decision version of packing integer programming is a special case of
(IIS). We dene for 06< 1 the -relaxation IIS() of (IIS):
A
−C

x6

b
−(1− )u

; x 2 Zn+: (7)
An integral solution to IIS() can be obtained from a fractional solution to (IIS) by
randomly rounding the components of the fractional solution. For ‘=1 such a rounding
scheme has been analysed in our previous paper [22]. An extension to ‘> 1 is the
following rounding lemma.
Lemma 3.1 (First rounding lemma). Let 0<6 910 ;
4
bi>

6(2− )
2

dlog(2m)e for all i = 1; : : : ; m;
uj>
16
2
dlog (2‘)e for all j = 1; : : : ; ‘
and put t=max(m; l). Let y 2 Qn+ be a fractional solution to (IIS). Then an integral
solution x 2 Zm+ to IIS() can be constructed in O((t3n2 log2 t log(nt=))=4) time.
Proof. The proof is a modication of the proof of Theorem 3:2 in [22]. In fact, the
proof of Theorem 3:2 in [22] implies the above theorem for ‘=1. For ‘> 1 the modi-
cation can be carried out as follows: Start with the fractional solution y, and randomly
round it to an integer x 2 Zn+ running the algorithm ROUNDING given in [22]. Then
for each j = 1; : : : ; ‘; Prob((Cx)j < (1− )uj)61=(4‘) (this follows from the proof of
Claim 2, proof of Theorem 3:2 in [22] and the assumption uj>(16=2)dlog(2‘)e for all
j=1; : : : ; ‘). Now argue as in [22] considering ‘ events of the form (Cx)j < (1− )uj
instead of one event. Examining the proof of Theorem 3:2 of [22] the running time
can easily be xed to O((m3n2 log2m log(nm=))=4) (for ‘ = 1). With m + ‘ instead
of m we get for arbitrary ‘ the claimed time bound.
The next system consists of inequalities and equations. It will be useful in the
analysis of 0=1 multiows.
Let n; N; Nj be non-negative integers with N1 +    + Nn = N . Let A = (aij) be a
rational mN matrix with 06aij61 for all i; j. Let b 2 Qm+; cj 2 [0; 1]Nj and u 2 Q+.
We consider the following system.
4 Since we consider maximization problems, the approximation factor 1 −  gets worse as  tends to 1,
thus a large  is not interesting.
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Inequality=Equality System (IES)
Az6 b
nX
j=1
cTj zj> u;
jjzjjj1 = 1 8j = 1; : : : ; n;
zj 2 f0; 1gNj 8j = 1; : : : ; n;
z = (z1; : : : ; zn)T:
The vectors zj; 16j6n, are unit vectors from f0; 1gNj and z is the vector containing
all the zj’s. So (IES) describes a vector selection problem under the packing condi-
tion Az6b (see also [18] for similar vector selection and routing problems). In the
0=1-multicommodity ow problem the unit vectors zj will represent the ow paths for
a commodity j and the task will be to choose exactly one path from this set of ow
paths. For 06< 1 we dene the -relaxed system IES()
Az6 b
nX
j=1
cTj zj> (1− )u;
jjzjjj16 1 8j = 1; : : : ; n;
zj 2 f0; 1gNj 8j = 1; : : : ; n;
z = (z1; : : : ; zn)T:
The relaxations in IES() are the conditions jjzjjj161; j = 1; : : : ; n and
Pn
j=1 c
T
j zj>
(1− )u. The relaxed inequality jjzjjj161 allows to choose the zero vector for zj. For
the 0=1 multicommodity ow problem this means that commodity j is not routed.
Lemma 3.2 (Second rounding lemma). Let 0<6 910 ;
bi>

6(2− )
2

dlog(2m)e for all i = 1; : : : ; m and u>16=2:
Let y=(y1; : : : ; yn)T; yi 2 [0; 1]Nj be a fractional solution to (IES). Then an integral
solution x = (x1; : : : ; xn)T to IES() can be constructed in O(Nmn2 log(Nmn)) time.
Proof. Let yjk denote the kth component of yj. We dene n random variables Uj with
values in f0; 1; : : : ; Njg by
P[Uj = k] =
8><
>:
(1− 2 )yjk for k = 1; : : : ; Nj;
1− (1− 2 )
nX
j=1
yjk for k = 0:
Let Ujk denote the random variable which is 1 if Uj = k, and is 0 else. We in-
voke a slight modication of the algorithmic version of the Angluin{Valiant inequality
for multivalued random variables ([22, Theorem 2.13]). Put N = N1 +    + Nn. For
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16i6m; j=1; : : : ; n and 06k6Nj let wik be rational weights dened by wik = aik , if
k = 1; : : : Nj and wi0 = 0. For i = 1; : : : ; m dene  i by
 i =
nX
j=1
NjX
k=0
wikUjk (8)
and let Ei be the event
 i6(1 + i)

1− 
2

bi
where i = 2=(2− ). Let ~cj 2 [0; 1]Nj+1 be the vector with ~cjk = cjk for k = 1; : : : ; Nj
and ~cj0 = 0. 5 Set
0 =
s
8
(2− )u :
Since 0 is irrational, we replace it by a rational approximation ~0 such that
06 ~06
r
9
8
0:
(By binary search ~0 can be found in O(log (1=0)) = O(log u) time) Now
(1 + ~0)

1− 
2

u>(1− )u (9)
holds. Dene the random variable
0 :=
nX
j=1
NjX
k=0
~cjkUjk (10)
and let E0 be the event
0>(1 + ~0) (1− =2) u:
With the Angluin{Valiant inequality [2,13] and using (9) it is easily veried that
P[Ec0]6e
−
~
2
0(1− 2 )u
2 61=4
and
P[Eci ]6e
−
2i (1− 2 )bi
3 61=(2m) for all i = 1; : : : ; m;
hence
P[Ec0] +
mX
i=1
P[Eci ]63=4:
5 Note that the introduction of \dummy" weights wi0 = 0 and ~ci0 = 0 makes it possible to apply Theorem
2:13 of [22]. The reason is that by chance the random variable Uj neither contributes to  i nor to 0.
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Put =1=4. Following the pattern of the proof of the algorithmic Angluin{Valiant in-
equality for multivalued random variables ([22, Theorem 2.13]) a vector u=(u1; : : : ; un)T
with uj 2 f0; 1gNj+1 for j = 1; : : : ; n and u 2
Tm
i=0 Ei can be constructed in
O(Nmn[n log n+ log(Nm)]) = O(Nmn2 log(Nmn))
time. Since u 2 Tmi=0 Ei, the vector z = (z1; : : : ; zn)T where zj = (uj1; : : : ; ujNj) for j =
1; : : : ; n is a solution for the system IES():
Az6 b
nX
j=1
cTj zj> (1− )u;
jjzjjj16 1 8j = 1; : : : ; n;
zj 2 f0; 1gNj 8j = 1; : : : ; n;
z = (z1; : : : ; zn)T:
4. Approximation algorithms
4.1. Specied demands
Since the reduced demand multicommodity ow problem (G;H; c; r−K) can be for-
mulated as an integer linear program, its linear programming relaxation can be solved
in polynomial time and the fractional demand gap R can be computed in polyno-
mial time. In detail: for each commodity di = (si; ti)2D and each edge fu; vg2E
let us introduce integer variables f(i)uv and f
(i)
vu , where f
(i)
uv is the ow of commod-
ity di through edge (u; v) from u to v and vice versa. The reduced demand mul-
ticommodity ow problem is equivalent to the following integer linear
program:
(IP-Flow)
min
kX
i=1
(di)
such thatX
fv2V :(si ;v)2Eg
f(i)siv − f(i)vsi > r(di)− (di) 8i = 1; : : : ; k;
kX
i=1
f(i)uv + f
(i)
vu 6 c(u; v) 8(u; v) 2 E;X
fv2Vnfsi ;tig:(u;v)2Eg
f(i)uv =
X
fv2Vnfsi ;tig:(u;v)2Eg
f(i)vu 8i = 1; : : : ; k; 8u 2 Vnfsi; tig;
f(i)vu 2 Z+; di =(si; ti) 8i = 1; : : : ; k; 8(u; v) 2 E:
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We consider the LP-relaxation of (IP-ow). The fractional demand gap
R :D 7! Q+ together with corresponding fractional ows g(i)uv 2 Q+ can be con-
structed in polynomial time using standard LP-algorithms. Hence (G;H; c; r − R) is
fractionally solvable and we wish to nd the integral demand gap I along with a
corresponding integral multicommodity ow. By Theorem 2.5 this is an NP-hard prob-
lem. But for instances with \large" capacities and demands good approximate integral
ows can be constructed in polynomial time. We prove this applying the rst rounding
lemma (Lemma 3.1). The reformulation of the fractional solution in terms of directed
ow paths is useful. Having solved the LP relaxation of (IP-Flow), standard algo-
rithms [12,19] construct in polynomial time for each commodity d = (s; t) 2 D a set
of (s; t)-ow paths  d with j dj6m along with fractional path values (P) 2 Q+ for
each P 2  d such that the following conditions are satised:
(a) (Capacity constraint) For each e 2 E, PP;e2P (P)6 c(e).
(b) (Demand constraint) For each d 2 D, PP2 d (P)> r(d)− R(d).
Let   =
S
d2D  d be the set of all ow paths. Note that a path in G may occur as
many times in   as it is a ow path for some commodities, thus   is a multiset. We
have
Theorem 4.1. Let (G;H; c; r) be a multicommodity ow problem and 0<6 910 . Sup-
pose that
c(e)> 6(2−)2 dlog(2m)e for all e 2 E
and
r(d)− R(d)> 162 dlog(2k)e for all d 2 D:
(i) Then we can nd in polynomial time an integral multicommodity ow such
that for all d 2 D
f(d)>(1− )(r(d)− R(d))>(1− )(r(d)− I(d)):
(ii) The running time is the sum of the time to solve the corresponding LP; the
time for the computation of the fractional ow paths and the derandomization time
O((k2m5log2m log(m=)=4)).
Proof. (i) Let A = (aeP)e2E;P2  be the edge-path incidence matrix where aeP = 1 if
e 2 P and 0 else. Let b 2 Qm be the vector whose components are the edge capacities
c(e), e 2 E. Furthermore let C = (CdP)d2D;P2  be the demand edge-path incidence
matrix with CdP=1 if P 2  d and 0 else and let u=(r(d)−R(d))d2D be the reduced
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demand vector. Let y = ((P))P2  be the fractional ow path vector. Obviously, y is
a fractional solution for the system

A
−C

z6

b
−u

; z 2 Zj j+ : (11)
We can apply the rst rounding lemma (Lemma 3.1) and get an integer ow path
vector x = ((P))P2  for which

A
−C

x6

b
−(1− )u

:
holds. Then for each commodity d 2 D; f(d) =PP2 d (P) is the wanted ow.
(ii) The claimed running time follows from the rst rounding lemma which is applied
with the parameters n= j j6km and t =max(m; k) = m.
Since the multicommodity ow problem can be solved fractionally in strongly poly-
nomial time, for example with Tardos’ algorithm [23], we have:
Corollary 4.2. Let (G;H; c; r) be a fractionally solvable multicommodity ow problem
with c(e)>36dlog(2m)e for all e 2 E and r(d)>64dlog(2k)e for all d 2 D. Then in
strongly polynomial time we can nd an integral multicommodity ow such that for
all d 2 D; f(d)>r(d)=2.
4.2. Maximum ows
For the maximum multicommodity ow problem we have
Theorem 4.3. Let (G;H; c) be an instance of the maximum integral multicommodity
ow problem. Let 0<6 910 with
c(e)> 6(2−)2 dlog(2m)e for all e 2 E:
Then we can nd in polynomial time an integral multicommodity ow with total value
f such that
(i) f>(1− )fR>(1− )fopt.
(ii) The running time is the sum of the time to solve the corresponding LP; the
time to compute the fractional ow paths and the derandomization time
O((k2m5log2mlog(m=))=4).
Proof. With little modications we can argue as in the proof of Theorem 4.1: First
observe that the maximization problem is equivalent to the following integer linear
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program
max
kX
i=1
X
fv2V :(si ;v)2Eg
(f(i)siv − f(i)vsi)
such thatX
fv2Vnfsi ;tig:(u;v)2Eg
f(i)uv =
X
fv2Vnfsi ;tig:(u;v)2Eg
f(i)vu
8i = 1; : : : ; k; 8u 2 Vnfsi; tig;
kX
i=1
f(i)uv + f
(i)
vu 6 c(u; v) 8(u; v) 2 E;
f(i)vu 2 Z+ 8i = 1; : : : ; k; 8(u; v) 2 E:
A fractional solution to this integer linear program can be transformed into the path
formulation in the standard way. Let y=((P))P2  be the fractional ow path vector.
Let A=(aeP)e2E;P2  be the edge-path incidence matrix and let C 2 Qj j be the vector
whose components are 1. Dene the demand u in (11) by u=
P
P2  (P). Since u is
the maximum fractional total ow, u>fopt. We are done if a solution to the system
A
−C

z6

b
−(1− )u

; z 2 Zj j+ (12)
can be found in polynomial time. Since y is a fractional solution to the system
A
−C

z6

b
−u

; z 2 Zj j+ ;
we can solve (12) within the claimed time bound using the rst rounding lemma
(Lemma 3.1).
Again with Tardos’ algorithm we have
Corollary 4.4. If c(e)>36dlog(2m)e for all e 2 E; then we can nd in strongly poly-
nomial time an integral multicommodity ow with total value f such that f>fopt=2.
4.3. Maximum 0=1 ows
In the 0=1 multicommodity ow problem we have to select for each commodity
exactly one path among several possible paths on which fractional ows are routed.
This requires the consideration of equality constraints. We invoke the second rounding
lemma (Lemma 3.2).
Theorem 4.5. Let (G;H; c) be an instance of the maximum 0=1 multicommodity ow
problem. Let 0<6 910 and
c(e)>
6(2− )
2
dlog(2m)e for all e 2 E:
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A 0=1 multicommodity ow subject to c with total value f can be found in poly-
nomial time such that f>(1 − )fopt. The running time is the sum of the time to
solve the corresponding LP; the time to compute the fractional ow paths and the
derandomization time O(k3m2 logm).
Proof. A linear programming formulation of the maximum 0=1 multicommodity ow
problem is
max
kX
i=1
X
fv2V :(si ;v)2Eg
(f(i)siv − f(i)vsi)
such that
kX
i=1
f(i)uv + f
(i)
vu 6 c(u; v) 8(u; v) 2 E;X
fv2Vnfsi ;tig:(u;v)2Eg
f(i)uv =
X
fv2Vnfsi ;tig:(u;v)2Eg
f(i)vu
8i = 1; : : : ; k; 8u 2 Vnfsi; tig;X
fv2V :(si ;v)2Eg
(f(i)siv − f(i)vsi)6 1 8i = 1; : : : ; k;
f(i)vu 2 f0; 1g 8i = 1; : : : ; k; 8(u; v) 2 E:
A fractional solution of this linear program can be obtained in polynomial time using
standard LP-algorithms [7,23]. For j=1; : : : ; k let Aj be the mj dj j edge= dj -path inci-
dence matrices and let A be the mj j-matrix (Ad1 ; : : : ; Adk ). Let b be the edge-capacity
vector as dened in the proof of Theorem 4.1. For a commodity d let yd=((P))P2 d
be the fractional ow path vector and let y= (y1; : : : ; yk)T be the ow path vector for
all commodities. Then u=
Pk
j=1 jjyjjj1 is the maximum fractional total ow. Since the
vector y is a fractional solution to the system
Az6 b
kX
j=1
jjzjjj1> u;
jjzjjj1 = 1 8j = 1; : : : ; k;
zj 2 f0; 1gj dj j 8j = 1; : : : ; k;
z = (z1; : : : ; zk)T;
the second rounding lemma (Lemma 3.2) gives a solution to the system
Az6 b
nX
j=1
jjzjjj1> (1− )u;
jjzjjj16 1 8j = 1; : : : ; k;
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zj 2 f0; 1gj dj j 8j = 1; : : : ; k;
z = (z1; : : : ; zk)T:
Note that j j6km. The second rounding lemma is applied with the parameters
N = j j; n= k and gives a time bound of O(Nmn2 log(Nmn)) = O(k3m2 log(m)).
5. Discrepancies and multiows
In the previous sections we gave polynomial-time algorithms for nding integral mul-
ticommodity ows for the reduced problem (G;H; c; r− r), provided that (G;H; c; r) is
fractionally solvable, c2
(−2 logm) and r 2
(−2 log k). Furthermore, we observed
that the integrality gap for fractionally solvable (G;H; c; r) is unbounded.
In this section we shall see, applying well-known results from discrepancy theory, that
for all fractionally solvable instances (G;H; c; r) the integrality gap for the problem
(G;H; c +O(
p
m+ k); r) is at most O(
p
m+ k).
As in the previous sections let (G;H; c; r) denote the integral multicommodity ow
problem with specied demand function r, where G=(V; E); H=(T; D); n=jV j, m=jEj
and k = jDj. Put n0 = j j and m0 = m + k. Let A be the m  n0 edge-path incidence
matrix and let C be the k  n0 demand-edge-path incidence matrix as dened in the
proof of Theorem 4.1. Put W = ( A−C ) and w = (
c
−r ), considering c and r as vectors.
W is the incidence matrix of the following set system: The points are the paths and
the sets are the edges and demand edges in the sense that an edge corresponds to the
set of paths containing the edge. This interpretation is the link to discrepancy theory
(see [1,21]).
A fractional solution to (G;H; c; r) denes a path vector y 2 Zn′+ which satises
Wy6w. For simplicity let us assume that y 2 [0; 1]n′ . This is justied, because as far
as discrepancies are considered, w.l.o.g one can work with the vector y−byc 2 [0; 1]n′ .
Discrepancies come into the picture via the matrix W : Every vector x 2 f0; 1gn′ with
jjW (y − x)jj16 (13)
for some > 0 satises (Wx)e6c(e) +  for all e 2 E and (Wx)d>r(d) −  for all
d 2 D, hence induces an integral solution for the -reduced problem (G;H; c+; r−).
Since the linear discrepancy of W is dened by
lindisc(W ) = max
p2[0;1]n′
min
q2f0;1gn′
jjW (p− q)jj1;
the bound lindisc(W )6 implies (13). So we must bound lindisc(W ) by  in order
to show the integral solvability of (G;H; c + ; r − ).
Theorem 5.1. Let (G;H; c; r) be a fractionally solvable multicommodity ow problem.
Let f(m; k) = 6
p
m+ k and g(m; k) =
p
2(m+ k) ln(m+ k).
(i) (G;H; c + f(m; k); r − f(m; k)) has an integral solution.
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(ii) An integral solution to (G;H; c + g(m; k); r − g(m; k)) can be constructed in
polynomial time.
Proof. (i) First note that Spencer’s \six-standard-deviation" result extends to matrices
with components in [−1;+1] (see also remark on p. 39 of [21]): For every ll matrix
M = (Mij) there exists a vector x 2 f0; 1gl such that disc(M)66
p
l. Furthermore, if
for every l  l submatrix M 0 of a l  n matrix M , disc(M 0)6, and if l6n, then
disc(M)62 and lindisc(M)6 [21, Lecture 5, Proof of the corollary on p. 40]. We
apply this to the matrix W : W.l.o.g. let us assume m+k6j j. Then a vector x 2 f0; 1gn′
exists such that jjW (y− x)jj16f(m; k). Using Wy6w and the triangle inequality we
obtain (Wx)e6c(e) + f(m; k) for all e 2 E and (Wx)d>r(d)− f(m; k) for all d 2 D.
Hence (G;H; c + f(m; k); r − f(m; k)) has an integral solution.
(ii) Applying standard discrepancy algorithms, for example the hyperbolic cosine
algorithm of Spencer [21], a vector x 2 f0; 1gn′ with jjW (y − x)jj16g(m; k) can
be constructed in polynomial time, and gives an integral solution to
(G;H; c + g(m; k); r − g(m; k)).
If the Komlos conjecture were true, we would be able to improve the deviation
O(
p
m+ k) to O(
p
m+ 1). The Komlos conjecture can be stated as follows: The dis-
crepancy of a set system H is at most O(
p
deg(H)) ([21]).
Proposition 5.2. Under the assumption that the Komlos conjecture for discrepancies
of set systems is true; there is an absolut constant > 0 such that every fractionally
solvable multicommodity ow problem (G;H; c; r) admits an integral solution for the
reduced problem (G;H; c + 
p
m+ 1; r − pm+ 1).
Proof. In analogy to the denition of the degree of a set system the degree of a l n
matrix M = (Mij) is dened by
deg(M) = max
16j6n
lX
i=1
jMijj:
Let W be as above. Since deg(W 0)6m + 1 for every m  m submatrix of W , the
Komlos conjecture implies disc(W 0)6
p
m+ 1 for some absolut constant  indepen-
dent of m. Hence lindisc(W )6
p
m+ 1. Thus a vector x 2 f0; 1gn′ exists such that
jjW (y−x)jj16 
p
m+ 1 and (G;H; c+
p
m+ 1; r−pm+ 1) has an integral solution.
6. Discussion
We have presented deterministic polynomial-time approximation algorithms for
integral multicommodity ow problems based on randomized rounding. The analysis of
randomized rounding required \large" capacities: c 2 
(logm). For the maximization
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problem we proved that even in this case the problem has no polynomial-time ap-
proximation scheme unless P = NP. The interesting open question here is to derive
a polynomial-time constant-factor approximation algorithm if the capacities are small,
i.e. c 2 O(logm) or even c 2 O(1).
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