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RÉSUMÉ 
Dans le modèle standard de l'interaction électrofaible, les masses et les 
mélanges des quarks sont des paramètres libres. Ceci est dû au fait que les 
masses sont générées via la brisure de la symétrie du vide en introduisant un 
doublet scalaire. Si la nature a choisi ce processus pour générer les masses des 
particules, il doit exister un boson scalaire appelé boson de Higgs. 
Ce secteur est ad hoc et les différents paramètres y sont introduits empirique-
ment afin d'accommoder les résultats expérimentaux. 
Dans ce mémoire, nous étudions les formes simples des matrices de masses 
afin de mieux comprendre le secteur de Higgs dans le Lagrangien. 
Nous étudions en détail les propriétés de la matrice de mélange et 
ses différentes paramétrisations. L'accent est mis , d'une part , sur la 
paramétrisation standard et celle de Wolfenstein à cause de son importance 
pour la phénoménologie, et d 'autre part , sur la paramétrisation de Hamzaoui 
puisqu'elle est exprimée en fonction des observables physiques. 
Tout d'abord, nous faisons une étude exhaustive des techniques de projection 
de la saveur qui permettent d'exprimer les éléments de la matrice de mélange 
en fonction des invariants des matrices de masses. 
L'atout majeur de cette nouvelle technique est qu'elle permet de contourner 
le problème de la diagonalisation des matrices de masses; une tâche de calcul 
laborieuse. 
Ensuite, nous démontrons analytiquement et numériquement que l'ansatz 
de Fritzsch prédit une masse du quark top inférieure ou égale à 100 GeV. On 
doit conclure alors que cet ansatz nécessite certaines modifications. 
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Nous exposons les raisons et les motifs qui nous incitent à préserver ce modèle 
et nous présentons l'ansatz modifié de Fritzsch où l'on introduit deux nouveaux 
paramètres libres, a et (3. 
Nous démontrons que ce nouvel ansatz est capable d 'accommoder la masse 
mesurée du quark top (174 ± 10) GeV. Nous démontrons aussi que l'ansatz de 
Fritzsch modifié établit une borne supérieure de la masse du top , mt , donnée 
par: 
où les mi sont les masses des quarks et IVcbl et un élément de la matrice de 
mélange V KM. 
La formulation des équations des observables de la matrice de mélange en fonc-
tion des paramètres des matrices de masses nous permet de développer une 
approche perturbative autour des nouveaux paramètres de l'ansatz de Fritzsch 
modifié. Nous obtenons alors des expressions analytiques des éléments de la 
matrice de mélange et nous réussissons à mettre des contraintes serrées sur les 
deux phases des matrices de masses. 
Mots clefs: Masses, quarks, top , Kobayashi-Maskawa, Fritzsch. 
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INTRODUCTION 
L'un des problèmes non résolus en physique des hautes énergies est 
le problème des masses des fermions et de leur mélange. Les mesures 
expérimentales sont les seuls moyens à la disposition des physiciens pour la 
détermination des masses des fermions et de leur mélange [1]. Les valeurs les 
plus récentes sont résumées dans le tableau suivant [1]: 
Tableau!.! 
Masses des quarks et des leptons 
Leptons (GeV) Quarks (GeV) 
e 0.511 10-3 u 0.005 d 0.008 
J-L 105.65 10-3 c 1.3 s 0.15 
T 1.777 t 174.0 b 5 
Le modèle standard [2] de l'interaction électrofaible, (M.S .), malgré son 
succès remarquable et son accord avec l'expérience, présente plusieurs as-
pects insatisfaisants. Parmi ses imperfections, on retrouve le grand nombre 
de paramètres arbitraires auxquels il doit faire appel. Le M.S. n 'explique pas 
pourquoi il y a trois générations de fermions. La brisure de symétrie CP ainsi 
que les masses ne sont pas prédites par le modèle, par contre elles sont intro-
duites à la main [3]. 
Dans le modèle standard de l'interaction électrofaible, il y a une seule échelle 
de masse v f'V 250 GeV [4] , celle de la valeur moyenne du champ de Higgs 
dans le vide (état fondamental). Les masses des quarks et des leptons sont 
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toutes arbitraires parce que le M.S. ne fixe pas les constantes de couplage Higgs-
fermions. 
À cause de la présence de trois générations de fermions , les états propres de 
l'interaction faible ne sont pas nécessairement les états propres des masses. Ceci 
rend le mélange des quarks inévitable. Dans le M.S. , le mélange des quarks est 
décrit par la matrice de Kobayashi-Maskawa (VKM) [5] dont les éléments sont 
des paramètres libres. De plus , le M.S . ne peut pas prédire individuellement 
les éléments de la matrice de mélange des quarks . Cependant , le modèle exige 
qu'elle soit unitaire. 
Dans ce mémoire, nous nous proposons d 'étudier le problème de masse des 
quarks, celui des lept ons ne fera pas partie de notre étude. 
Pour réduire le nombre de paramètres libres dans le secteur des masses 
et mélanges des quarks , plusieurs approches ont été suggérées. L'approche la 
plus populaire est celle qui consiste à postuler une forme particulière pour les 
matrices de masse (ansatz) et essayer de satisfaire les données expérimentales. 
Dans le cadre de cette approche, plusieurs auteurs ont suggéré des formes 
spécifiques "raisonnables" de la matrice de masse des quarks puisque ce sont 
ces matrices qui sont à l'origine des masses et des mélanges [6] . Les formes 
des matrices des masses ont été soit inspirées par des modèles de jauge, soit 
dérivées par imposition de principes externes tels que des symétries discrètes, 
structures hiérarchiques, mélange des voisins les plus proches, etc... À partir 
des matrices de masse, on peut calculer les valeurs propres (masses des quarks) 
et les mélanges en fonction des paramètres du modèle. 
Parmi ces ansatz, on retrouve l'ansatz de Fritzsch, l'ansatz de Stech, l'ansatz 
de Gronau, l'ansatz de Johnson et Sechter [6], etc .. . 
L'ansatz de Fritzsch est celui qui a le plus de succès grâce à son élégance. 
Cependant , il a été démontré que la masse du quark top prédite par cet ansatz 
est inférieure à 100 GeV [7]. Ceci présente un problème sérieux puisque la masse 
du top a été mesurée expérimentalement et a une valeur de (174 ± la) GeV 
[8]. 
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Nous ' allons montrer dans ce mémoire, qu'au lieu d'abandonner l'ansatz de 
Fritzsch, il est possible de préserver son élégance en optant pour une version 
légèrement modifiée. 
Nous allons montrer aussi que ce nouvel ansatz peut accommoder une masse 
du top aussi grande que sa valeur expérimentale (174 ± 10) GeV tout en 
reproduisant les bonnes expressions des éléments de la matrice de mélange 
VKM en fonction des masses des quarks et des phases des matrices des masses . . 
Nous allons montrer que ceci est dû au fait que le mélange des deux premières 
générations est peu affecté par les nouveaux paramètres de l'ansatz de Fritzsch 
modifié. 
CHAPITRE 1 
MASSE ET MÉLANGE DES QUARKS DANS LE 
MODÈLE STANDARD 
1.1 Introduction 
Les leptons et les quarks sont les fermions fondamentaux dans la nature, ils 
sont regroupés en trois familles [2] . Les leptons et les quarks gauches sont des 
doublets: 
{ 
Ui = u , c, t 
di = d , s , b ' 
et les leptons et les quarks droits sont des singulets: 
{ 
lIei = Ile , 1IIJ. ' liT 
ei = e, J-L, r 
(1.1.1) 
La désintegration (J nous apprend que seul le neutrino gauche prend part 
à l'interaction faible. À chacune de ces particules correspond un opérateur 
de champ de Dirac. Premièrement, on considère seulement le doublet (~), la 
généralisation aux deux autres familles est directe. Le spineur du quark u peut 
être divisé en deux parties, une droite et une gauche: 




UL(X) =2(1 - ' 5)U(X) 
1 
UR(X) =2(1 + ' 5)U(X) (1.1.2) 
Le spineur du quark d se décompose de façon analogue à celui du quark u en une 
partie droite et une autre gauche. UL et UR ne sont pas solution de l 'équation 
de Dirac à cause du terme de masse de u. Mais la masse de u (mu = 5 
MeV) est très petite en comparaison avec les énergies de quelques Ge V voire 
de 100 GeV ou plus que l'on retrouve typiquement dans les expériences à haute 
énergie. Nous pouvons approximer le monde réel en considérant u sans masse. 
On suppose pour démarrer, qu'il n'y a pas de couplage électromagnétique ni 
électrofaible. Il reste quatre champs, UL , UR , dl et dR. La densité lagrangienne 
correspondante est: 
Lo(x) = (?I, d)( h),ô),) (~~) + dRh),ô),dR + uRi,),ô),UR (1.1.3) 
Cette densité lagrangienne est invariante sous une rotation arbitraire SU(2) 




Cette transformation est une transformation de jauge globale. Nous postulons 
l'invariance de la théorie sous une transformation locale où U(x) E SU(2) pour 
chaque x. Pour que Lo soit invariant sous une transformation de jauge locale, 
on doit introduire trois champs vectoriels; au même nombre que les générateurs 
du groupe SU(2) (nombre de générateurs = n 2 - 1). Les matrices de Pauli , 
Tl , T2 et T3 sont des générateurs du groupe SU(2). Les champs vectoriels cor-
respondants sont Wl, W~ et W~. Nous les combinons pour avoir des matrices 
hermitiques 2 x 2 de traces nulles. W), (x) = Wf (x ) ~. Nous définissons le 
tenseur de champs: 
(1.1.5) 
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où W~p(X) = ô>. W;(x )-Ôp W~(x )-gEabc Wk(x )W%(x) où Eabc sont les constantes 
de structure du groupe SU(2) et 9 est la constante de couplage de jauge. La 
densité lagrangienne pour u , d et les champs West donnée par: 
L(x) =~Tr(W>.p(x)WÀP(x)) + (U[(x), dL(x))i'Y>-(ô>. + igW>.) (~~i;D 
+UR(X )i'··/Ô>.UR(X) + dR(x )i,··/ô>.dR(X) (1.1.6 ) 
Il est clair que ce lagrangien ne peut pas générer des termes de masse pour 
les bosons de jauge. Ce lagrangien est invariant sous une transformation de 






L(x) -+ L(x). (1.1.10) 
SU(2) est appelé groupe d 'isospin faible. 
1.2 Le champ de Higgs et la brisure spontanée de symétrie 
On parle de brisure spontanée de symétrie quand le lagrangien d 'un système 
possède une symétrie qui n 'est pas partagée par son état fondamental. 
Cette idée de brisure de symétrie joue un rôle crucial dans la théorie de 
l'interaction électrofaible. L'idée est que l'interaction faible est véhiculée par les 
bosons de jauge W± qui, comme on l'a vu, n 'ont pas de masse. Le lagrangien 
contient aussi des termes correspondant aux électrons sans masse, neutrinos 
et muons sans masse. Il est invariant sous la symétrie interne SU(2) , dite 
symétrie de jauge. UIi champ scalaire de Higgs [2] est donc introduit avec un 
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état fondamental de valeur moyenne non nulle. La brisure spontanée de symétrie 
donne une masse à l'électron, au muon, au tau et aux bosons de jauge tout en 
laissant le photon et le neutrino sans masses. Nous introduisons deux champs 
scalaires complexes de Higgs <I>1 et <I>2 à partir desquels on forme un doublet 
<I>(t) = (t) et on demande que ce champ soit un doublet sous la transformation 
du groupe d 'isospin faible SU(2). Nous cherchons donc une densité lagrangienne 
L<f> qui soit invariante sous une transformation SU(2). Nous voulons que la 
théorie soit renormalisable , ce qui exige que toutes les constantes de couplage 
doivent être sans dimension ou avoir la dimension d'une puissance positive de 





On demande à À d'être positive pour assurer la stabilité. Si 1-l2 > 0, V( cI» aura 
un minimum absolu à <I> = O. Quand 1-l2 < 0, le potentiel possède un minimum 
2 
à une valeur non nulle <I>c qui satisfait: l<I>cl 2 = -t1f. En théorie quantique des 
champs, on parle d'une valeur moyenne non nulle de l'état physique du vide. 
La contrainte est seulement sur le module du champ. L'orientation est ar-
bitraire. Il en résulte que l'état fondamental est infiniment dégénéré. Comme 
la théorie des perturbations est formulée pour des champs ayant un état fon-
damental =1 0, il est donc approprié de redéfinir le doublet scalaire cI> comme 
suit: 
cI> (x ) = e~ ( (v+~X)) ) (1.2.3) 
où les valeurs moyennes du vide de tous les champs réels 6, 6, Ça et H (x) sont 
non nulles. Aucune de ces infinités d'états n'est invariante sous une rotation 
SU(2). Donc la symétrie SU(2), qui est une symétrie du lagrangien, est spon-
tanément brisée par l'état fondamental. 
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Ensuite, grâce à la liberté de rotation du champ de Higgs dans l'espace des 
isospins SU(2)L , on peut absorber le facteur de phase de <I>(x) et du même coup 
éliminer ç (x) du lagrangien. Le champ devient donc: 
(1.2.4) 
L'expression de la dérivée covariante DI-' en fonction des champs AI-" W; et ZI-' 
est: 
e 9 gz= xw=sin20w 
sin Ow cos Ow - cos Ow ' (1.2.6) 
7 + = (~ ~) 7 - = (~ ~) et 73 = (~ ~ 1 ) (1.2.7) 
D <I> = - v~ 1 ( ~2igW:(v + H) ) 
1-' J2 81-'H - tigzZI-'(v + H) (1.2.8) 
En remplaçant la dérivée partielle par la dérivée covariante Lei> devient: 
1 1 1 1 
Lei> = 2(8I-'H)2 + 4lW:WI-'-(v + H)2 + gg1ZI-'ZI-'(v + H? - v[2(v + H)2] 
(1.2.9) 
On peut identifier les termes de masse des bosons W et Z, Mw = tgv et 
Mz = tgzv, tandis que le photon reste sans masse. 
1.3 Le Lagrangien du M.S. et l'origine de la brisure de la symétrie 
CP 
La forme générale de la densité lagrangienne du M.S. est donnée par 
L = L(f,G) +L(f, H) +L(G,H) +L(G) - V(H). (1.3.1) 
où f désigne les fermions , H le doublet de Higgs et G les bosons de jauge. 
L(f, G): le lagrangien de l'interaction des fermions avec les bosons de jauge. 
L(f, H) : le lagrangien de l'interaction des fermions avec le Higgs. 
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L(G, H): le lagrangien de l'interaction des bosons de jauge avec le Higgs. 
Considérons le secteur hadronique de la théorie, le secteur leptonique se 
traite de la même façon. LU, G) est le terme qui donne l'interaction des 
fermions avec les bosons de jauge. Il s 'écrit comme suit [3]: 
N . 
LU, G) = ?= [(q, q')jLh Jl (aJll - ig2 ~i W~ - ig1 ~BJlI) (q~L) 
)=1 q)L 
+ qjRhJl(aJl - i91(~)BJlI)qjR 
+ qjRhJl (aJl - ig1 (~1 )BJl ) qjR] (1.3 .2) 
où 1 est la matrice identité et t, ~ , et ~1 sont les valeurs propres de l'hypercharge 
Y, générateur de U(l), qui est construite de sorte que Q = h + Y ait les valeurs 
propres 2/3 pour les quarks de type "up" et - 1/3 pour les quarks de type 
"down" . L'interaction des fermions avec le doublet de Higgs est donnée par: 
LU, H) =t [Yi, (q, q') jL ( ~~~~) ) q'R +Yf, (q , q') j L (!~::) q~R + h.c 1 
) ,k-1 
(1.3.3) 
où Yik et Yjk sont les couplages de Yukawa qui sont des nombres complexes 
arbitraires dans le modèle standard [10] . 
(
<1>(+)) ( <1> (0)* ) 
H = <1>(0) et H C = -<1>(-) (1.3.4) 
sont respectivement le champ scalaire de Higgs et son conjugué. 
(1.3.5) 
qui correspondent à quatre champs scalaires réels. HC est choisit au lieu de H* 
car ce dernier ne se transforme pas comme doublet sous SU(2) 




L'invariance sous U(l) est garantie en exigeant la conservation de la charge. 
Comme nous l'avons vu dans la section précédente, sous la brisure spontanée 
de symétrie, (B.S.S.), le champ <1>0 est décalé, <1>0 ~ <1>0 + v, où v est la valeur 
moyenne du niveau fondamental du champ <1>0 , et les trois champs <1>j, j = 
1, 2, 3 ont été absorbés par les bosons Z et W± qui deviennent massifs . Après 
B.S.S. , dans l 'expression de LU, H) donnée par (1.3.3) il ne reste que les termes 
impliquant <1>0 
(1.3.8) 
où mjk = - .Ï21'jk , mjk = - .Ï2YJk sont les matrices de masse des quarks. 
Nous allons montrer que l'expression (1.3.8) de LU, H) , brise formelle-
ment les symétries discrètes C, P et CP (App. A). Nous mentionnons à ce 
stade, que (1.3.8), ne donne pas l'expression de LU, H) dans la base physique. 
L'importance de cette remarque sera claire plus tard quand nous montrerons que 
ce même lagrangien, LU, H) , une fois exprimé en termes des champs physiques , 
conserve automatiquement C, P et donc CP. 
Soit E, le terme dans LU, H) impliquant les quarks de type "up" . Étudions 
sa transformation sous les symétries discrètes C, P et CP. 
E = mjkqjLqkR + h.c = ~ [mjkqj(l + /5)qk + mjkqk(l -/5)qj] 
= ~q[(m + m t ) + (m - m t ),5] q (1.3 .9) 
Donc la parité est conservée si la matrice de masse est hermitique. Dans ce cas 
m = m t et (m - m t),5 = O. En utilisant les propriétés des transformations 
des champs sous les symétries discrètes (App. A) , la transformation de E sous 
l'opération de conjugaison de charge C est donnée par 
(1.3.10) 
où T dénote la transposition matricielle. 
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Pour que C soit une bonne symétrie, m doit être symétrique. Sous l'opération 
CP (App. A), E devient: 
7j [ (m + m t) T - (m - m t ) T /5] q (1.3.11) 
Pour que E soit invariante sous CP, il faut que m soit réelle, donc m = m· , 
m ' = m'·. Il faut noter toutefois que nous sommes en présence des champs non 
physiques, puisque la théorie ici n 'est pas écrite dans la base physique. Pour 
trouver les champs physiques , il faut diagonaliser les matrices de masse des 
quarks m et m'. Or nous savons que toute matrice carrée, hermitique ou non, 
est diagonalisable à l'aide de deux matrices unitaires. Donc: 
ULmUk = D = Diag(mu, me , mt) 
Ui,m'U1 = D' = D iag(md , ms , mb) 
où UL, UR sont telles que ULul = URUk = 1. 
(1.3.12) 
(1.3.13) 
Pour trouver U L , nous multiplions l'équation (1.3.12) par son conjugué her-
mitique. 
ULmUkURmtUl = ULmm tUl = D 2 = Diag(m~ , m~ , m;) (1.3.14) 
U L diagonalise mm t; de même UR diagonalise m t m . 
En substituant (1.3.12) et (1.3.13) dans l'expression (1.3.8) du LU, H), nous 
trouvons 
=ULqLDURqR 
=ULqL (1" o (1.3.15) 




De même pour les quarks droits , où L ---+ R dans l'équation précédente. 
En substituant dans l'équation de L(f, H ), nous trouvons: 
LphYS(f, H) = - (1 + <1>0) [muu( 1 ~ / 5)u + mcc( 1 + / 5)C + mtt( 1 + / 5)t 
V 2 2 
+ termes en d, s et b] + h.c. 
<1>0 [ - - - ] 
= - (1 + ~) muuu + mccc + mttt + mddd + msss + mbbb 
(1.3.18) 
LphYS(f, H) , contrairement à L(f, H) a la propriété importante de conserver C, 
P et donc CP aussi. De plus, nous apprenons que la symétrie d 'un lagrangien 
n 'a pas nécessairement d 'implication physique si ce lagrangien n 'est pas exprimé 
dans la base physique. À partir des deux matrices de masse m et m', on a trouvé 
quatre matrices unitaires (U L , UR , UL et UR) qui diagonalisent m et m'. Nous 
avons aussi établi la relation entre les champs physiques et les champs non 
physiques. Dans l 'expression de Lphys(f, H) , il n 'y a plus de trace de U et U' 
et l 'interaction du Higgs avec les fermions conserve automatiquement C et P et 
conserve aussi la saveur. 
Il reste à exprimer L(f, G) en termes des champs physiques des quarks. 
Prenons tout d 'abord un terme de courant neutre du lagrangien L(f, G). (i.e 
n 'impliquant que les quarks de type up ou down). Soit EN{X , t) le terme donné 
par: 
EN{X, t) = qjR' Jl. [aJl. - ig1 {~)BJl.] qjR 
= q~UR/Jl. [aJl. - i9l{~)BJl.] u1q~ 
- [ 2] 1 
= q~/Jl. aJl. - ig1 (-3 )B Jl. qR (1.3.19) 
On voit qu'il n 'y a pas ici de courants de changement de saveurs. Ceci est 
dû aux facteurs suivants. Premièrement ces expressions contiennent seulement 
des termes "droits" ou "gauches" et jamais les deux à la fois. Ceci résulte en 
la conservation de la saveur. Deuxièment, puisque les matrices, U et U' sont 
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unitaires, la conservation de saveur implique que les termes des courants neutres 
ne contiennent pas de termes de la forme: uïll(a + lrys)c (mécanisme de GIM). 
Les autres constituants de LU, G) sont les termes des courants chargés. Ces 
termes conservent l'hélicité mais pas la saveur. Ils mélangent les quarks de 
type "up" aux quarks de type "down" du fait que W± transportent une charge 
unitaire. 
Puisque les courants chargés impliquent seulement les quarks "gauches" , les · 
matrices d 'indice R n 'entrent pas du tout et la matrice U L est multipliée par 
ur. Le produit U LU~t n 'est pas nécessairement l'identité, mais il doit être 
unitaire. Les termes des courants chargés sont donnés par: 
Xc = [W~ - iW;] qLïllq~ + h.c 
= [W 1 - iW2] qPhYSïllULU'tq'phys + h c Il ilL LL . (1.3.20) 
où 
VUb) (d) Vcb S 
Vib b L 
(1.3.21) 
V est la matrice de mélange des quarks. 
Les courants chargés sont responsables de la brisure de symétrie CP dans 
le modèle standard. Xc brise "maximalement" C et P puisque la partie axiale 
de l'interaction a la même intensité que la partie vectorielle de l'interaction. Il 
s'écrit: 
Xc = [W~ - iW;] qjïllVjk(l - ïs)q~ + [W~ + iW;] q~ ïllVjk(l - ïs)qj 
(1.3.22) 
~ [W~ + iW;] q~ïIlVjk(l- ïs)qj + [W~ - iW;]qjïIlVJÀ:(l- ïs)q~ 
(1.3.23) 
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L'argument (x , t ) des champs se transforme en (-x , t) sous l'action de CP (App. 
A). Il en résulte que Vj'k = Vjk , pour que CP soit conservée. Ce qui revient 
à dire que la matrice doit être réelle afin de conserver CP. Donc la matrice 
doit être réelle modulo des phases mesurables. Puisque la phase d 'une fonction 
d 'onde n 'est pas une quantité observable (1jJ et eio 1jJ, où alpha est réelle, sont 
physiquement équivalentes) , celles qui sont mesurables sont les phases relatives 
des différents champs. Nous devons donc déterminer quelles sont les phases . 
mesurables dans V et quelles sont celles qui ne sont pas mesurables. Nous 
avons la liberté de les redéfinir comme suit: 
(1.3.24) 
q,(q), q = u , c, t , d, 5 , b sont des nombres réels. Il y aura donc six quantités 
pour le cas de trois familles. V se transforme comme suit: ( e- i~(u) 0 
o ) Cu, Vus Vu.) Ci~(U) 0 
eiL) V-+ 0 e-i~ ( c) o Vcd V cs Vcb 0 ei~(c) 0 0 e-i~ ( t) vtd vts vtb 0 0 
(1.3.25) 
Voj -+e(i(~(j)-~(o) )Voj (1.3.26) 
j -+ q de type "up" . a -+ q de type "down" . Pour que ce rephasage laisse invari-
ant le lagrangien du modèle, il faut soumettre les champs droits des quarks au 
même rephasage faute de quoi la partie LU, H) ne sera pas invariante puisqu'elle 
mélange les "L" avec les "R". Une matrice N x N unitaire a N 2 paramètres. 
N( N;l) de ces paramètres peuvent être associés aux angles d 'Euler. Les 
paramètres restants sont les phases. Nous avons vu que (2N - 1) de ces phases 
ne sont pas mesurables. Il y a 2N phases non mesurables, <p(j) et q,(a), mais 
seulement 2N-1 différences de phases apparaissent dans l'expression de Voj , 
donc V a N 2 - (2N - 1) = (N - 1)2 paramètres dont (N-l~(N-2) phases et 
N ( ~-1) rotations. Quand N = 2, le modèle à deux familles, nous avons une 





cos B (1.3.27) 
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qui correspond à la matrice de Cabibbo [ll]. La présence de la matrice orthog-
onale de Cabibbo explique l'absence des courants neutres de changement de 
saveur. Avec deux familles, la matrice de mélange est automatiquement réelle 
et donc CP est conservée. Or on sait à partir de plusieurs expériences , que la 
symétrie CP est brisée. Pour remédier à cet inconvénient , une solution proposée 
par Kobayashi et Maskawa est d 'étendre le modèle à trois familles. Pour n = 3, 
nous avons trois rotations et une phase responsable de la brisure de la symétrie 
CP. 
1.4 Conclusion: 
Les courants chargés sont responsables de la brisure de la symétrie CP et 
nous avons conclu que le modèle standard ne peut rendre compte du phénomène 
physique de la brisure de CP qu'en considérant un nombre de familles n ~ 3, tel 
que suggéré par Kobayashi et Maskawa [6]. Le chapitre suivant sera consacré à 
l'étude des propriétés de la matrice de mélange et sa paramétrisation. 
CHAPITRE II 
PROPRIÉTÉS DES MATRICES DE MASSES ET DE MÉLANGE 
2.1 Introduction 
Comme on l'a vu dans le chapitre précédent , la matrice de mélange VKM 
est une matrice 3 x 3 unitaire. Les valeurs expérimentales de ses éleéments sont 
données par la matrice suivante [1]: 
(
0.9747 à 0.9759 
0.218 à 0.224 
0.004 à 0.015 
0.218 à 0.224 
0.9738 à 0.9752 
0.030 à 0.048 
0.002 à 0.005 ) 
0.032 à 0.048 
0.9988 à 0.9995 
(2.1.1) 
Elle peut donc être paramétrisée par 9 paramètres indépendants. Pour une 
matrice 3 x 3 quelconque, le nombre de paramètres est 18 paramètres complexes. 
Ce nombre est réduit à 9 par les contraintes d'unitarité suivantes: V 1p Vp")' = 
6Cl'"'(. Cependant, on a la liberté d 'absorber une phase dans le champ gauche: 
(2.1.2) 
ce qui enlève une phase arbitraire de chaque ligne de V. Puisque V n'est pas 
affecté par une transformation de phase commune à tous les qL, seulement 
6 - 1 = 5 degrés de liberté des phases peuvent être éliminés de cette façon. 
VKM peut être donc exprimée en terme de seulement 9 - 5 = 4 paramètres 
physiques indépendants. 
Différentes paramétrisations de la matrice VKM ainsi que le choix des 
paramètres indépendents ont été traités par plusieurs auteurs [11]. Dans ce 
qui suit, on va étudier certaines des paramétrisations les plus populaires. 
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2.2 Paramétrisation de la matrice de mélange 
Certainement , toutes les paramétrisations de la matrice de mélange sont 
équivalentes et la physique reste la même quelle que soit la paramétrisation. La 
seule chose que nous pourrions gagner est que la physique soit plus simple et 
transparente dans l'une de ces paramétrisations . Parmi ces paramétrisations , 
Kobayashi et Maskawa [5] ont montrer que pour n = 3, la matrice de mélange 
des quarks peut être paramétrisée par trois angles et une phase. 
2.2.1 Paramétrisation de Kobayashi-Maskawa 
Comme le nom l'indique, cette paramétrisation est due à Kobayashi et 
Maskawa [5]. Ils ont été les premiers à montrer que dans le cas de trois 
générations, la matrice de mélange peut être paramétrisée par un produit de 





C' SI D; R,(8,) = G 0 s~ ) R1(fh) = -;1 Cl C2 0 -S2 C2 C 0 0) R3 (83 ) = G 0 s~ ) D(J) = 0 1 o . C3 (2.2.1.2) 
o 0 eio ' -S3 C3 
où Ci = cos (Bd, Si = sin (Bi). 
V sera donc: 
(2.2.1.3) 
Par un choix judicieux des signes des champs des quarks on peut restreindre les 
angles aux intervalles: 0 :::; BI :::; Î' 0:::; J :::; 27l". 
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La phase 15 est responsable de la brisure de CP. Dans la littérature, une 
forme alternative de la matrice VKM est aussi utilisée, on remplace 15 par 15 + 7r 
et Eh par -BI. 
Dans la limite où BI = B2 = 0, 15 = 7r, VKM se réduit à la matrice de rotation 
de Cabibbo. 
(2.2.1.4) 
où la troisième génération se découple. Il y a alors mélange seulement entre les 
deux premières générations. 
2.2.2 Paramétrisation standard 
Dans la littérature, on appelle paramétrisation standard, la paramétrisation 
adoptée par "The particle data group" [12]. Cette construction de la matrice 
de mélange a l'avantage de mieux paramétriser les données expérimentales. La 
phase est insérée via la matrice R3 (B, 15') donnée par: 




S13 e- i6 




Expérimentalement, les éléments diagonaux sont de l'ordre de 1. Quand tous 
les angles sont petits, la matrice de mélange s'écrit: 
(2.2.2.3) 
Dans ce cas limite, chaque élément est approximé par un terme unique, ce qui 
n'est pas le cas avec la paramétrisation KM. 
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Le symbole 1- indique que ces éléments sont légèrement plus petits que 1 
tel qu'exigé par l'unitarité. 
2.2.3 Paramétrisation de Wolfenstein 
Dans sa paramétrisation, Wolfenstein [13] écrit les Vij comme une expansion 
autour d'un petit paramètre). qui est égal au sinus de l'angle de Cabibbo 
(). = Vus = 0.22). 
En première étape, il ne garde que les termes d'ordre ).2 ou plus grand. 
Ayant). = Vus, exprimons les autres éléments en fonction de ).. 
Les mesures expérimentales donnent Vcb c::: 0.06, donc de l'ordre de ).2. 
2 4 Vcb = A). avec A c::: -
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L'unitarité nous donne la relation suivante: 
Alors, 
V;d = 1 - V;s - V;b 
c::: 1 _ ).2; 
où l'on a negligé IVu b1 2 . Il vient: 















- >'(1 - 2) + >, Vc~ = 0 
>,2 
Vcs = 1- 2 (2.2.3.7) 
où l'on a considéré Vub ~ 0 à cause de sa petitesse relativement à >,2. 
Expérimentalement, Ytb ~ l. 





1 _ )..2 A>,2 >, 0) 
-A>'~ 1 
En deuxième étape, on va considérer l'expansion des Vij à l'ordre >,3. 
(2.2.3.8) 
Vub est d'ordre >,3. Supposons qu'il s'écrit comme suit: Vub = A>,3 B, où B 
est complexe. Alors, pour déterminer Ytd, utilisons: 
TI s'ensuit que: 
(1 - ~2 )~d _ >,3 A + >,3 AB = 0 
Y:* _ >,3 A(1 - B) 
td - 1 _ )..2 
2 




Si on pose B = (p - iTJ); alors Vtd = >,3 A(1 - p - iTJ). La matrice V à l'ordre 
>,3 s'écrit: 
>, 
1 _ )..2 
-A>'~ 
(2.2.3.11 ) 
Si on considère la conservation de CP, le calcul des éléments de V à l'ordre 
quatre n'est pas d'une grande utilité. Les termes à l'ordre 4 en >, sont trop 
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petits et leur contribution est négligeable. Pour avoir une idée de l'ordre de 
grandeur de Vid, calculons 1 ~ 1 
Expérimentalement, 
Alors, 
Il vient donc que: 
1 
Vub 1 = 1),3 A(p - i7]) 1 
Vcb ),2 A 
= J),(p2 + 7]2) (2.2.3.12) 
1 v'v:
Ub 
1 < 0.2 
cb 
2 2 0.04 P +7] <-<1 VI 
IVidl 2 =),6A2((1_p)2 +7]2)) 
IVidl < 2),3 A(l - p) 






Pour le système KG, la non-conservation de CP est reliée au produit Vid Vis [13]. 
Or d'après (2.2.3.11) et (2.2.3.17,) 
(2.2.3.18) 
qui est de l'ordre de ),5. Pour rendre compte du phénomène de la non-
conservation de CP, il est donc nécessaire d'aller jusqu'à l'ordre 5 dans le calcul 
des éléments de V. La brisure de CP est reliée à la phase de VKM, donc seule 
la partie imaginaire des Vij nécessite un développement à l'ordre ),5. Pour 
déterminer Vub, on utilise la relation d'unitarité suivante: 
Vib ~ 1 donc: 
Im(Vub) = - Im(Vud~d) - Im(Vus~:) 
= _ (1 _ ~2 )Im(~d) _ )'Im(~:) 
1 




Pour la détermination de Vcs , on utilise: 
En multipliant par Vu*d Vus , nous aurons: 
Il en résulte 
IVudl 2 IVus 12 + Vu*d Vus Vcd Vc~ + V:d Vus vtd~: = 0 
Im(Vu*dVusVcdVc~ + V:dVusvtdVt:) = 0 
l m(Vu*d Vus Vcd Vc~) = - l m(V:d Vus vtd~:) 
- '\Im(Vcs ) = A,\2 Im(~'d) 
Im(Vcs ) = _A2 ,\4T] 
La détermination de l m(Vcb) est faite à partir de la relation: 
Alors 
Im(Vcb) = - Im(VcdVt'd) - Im(Vcs~:) 










Ainsi la matrice V à l'ordre ,\5 permettant de rendre compte du phénomène 
de la non-conservation de CP est donnée par: 
,\ 
1 - Y - iT]A2 ,\4 
_A,\2 
2.2.4 Paramétrisation de Hamzaoui 
(2.2.3.29) 
Cette paramétrisation appartient à la classe de paramétrisation des matrices 
de mélange en terme des observables physiques. C'est à partir du moment 
où Jarlskog [17] a élaboré la méthode des projecteurs permettant d'exprimer 
23 
directement les observables en fonctions des invariants des matrices de masses, 
sans être obligé de les diagonaliser, que ce nouveau type de paramétrisation a 
suscité beaucoup d 'intérêt. Comme les angles et les phases dépendent de la 
convention choisie, il est désirable d 'introduire des combinaisons d'angles et de 
phases qui seraient observables et donc indépendantes des conventions. 
Hamzaoui [14] a montré que pour n = 3, la plus simple paramétrisation de 
la matrice de mélange est obtenue en ignorant les angles et les phases et en 
utilisant à la place, quatre modules indépendants de la matrice de mélange. 
Ceci est dû au fait que les modules sont observables alors que les angles et la 
phase ne le sont pas; on les déduit des observables. 
Dans cette paramétrisation [14-15], le choix des quatre paramètres 
indépendants consiste à prendre les modules IVusl, Webl, lVidl et II~::I. 
Grâce à la liberté de rephaser les champs des quarks, on peut choisir libre-
ment les phases de cinq éléments quelconque de V à la condition suivante: pas 
plus de trois des cinq éléments n'appartiennent à une même sous-matrice 2 x 2 
de V. Un choix convenable des phases sera de les prendre nulles. Le choix 
fait par A. Campa, C. Hamzaoui et V. Rahal [15] est d'avoir quatre éléments 




Ved = -IVedl 
La matrice Vij est une matrice unitaire. D'où 
et donc: 
IVudl 2 + IVus l2 + IVubl 2 = 1 









On a choisi Vcd négatif, les autres sont positifs. Ainsi 
et 
De l'orthogonalité de VKM, on a 
ce qui donne 
Vud Vcd + Vus Vc: + Vub Vcb = 0 
Vib Vtd + Vcb Vcd + Vub V:d = 0 
Vus Vu*d + Vcs Vcd + Vis ~d = 0 
v, __ VcsVcd 
ts - V* td 
Avec les conventions adoptées au départ (2.2.4.1), on trouve 
V
cs 
= IVudllVcdl _ plVcbl 2 e- io 
lVusl IVus 1 
Vib = IVcbllVcdl _ plVcbllVudl eio 
IVidl IVidl 
Vi" = IVcdl [IVUdIIVCdl _ plVcbl 2 e-iO] _ IVusllVudl 
IVidl lVusl IVusl IVtdl 
lVudl(p2lVcbl2 -IVidI2) plVcbl21Vcdl -io 
= - e 
IVu"IIVtdl IVusllVidl 














cos (<5) =2IVUdll~~lpIVCbI2 [IVidI2 - p21Vcbl 2 + p21Vu,,121Vcb12 - p21Vcbl 21Vidl2 
-IVu,,1 2 IVcbI 2 - p2 1Vcbl4 + p41VCb14] (2.2.4.21) 
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2.3 Rephasage, invariance et représentation géométrique 
Pour qu'une expression quelconque représente une quantité physique observ-
able, il faut qu'elle soit invariante sous une transformation de phase des champs 
des fermions. 
qa -+ e iB1 qa 
qi -+ eiB2 qi 
qf3 -+ eiB3 qf3 





Les invariants minimum contenant toutes les informations relatives à la phase 
sont les quantités suivantes: 
(2.3 .5) 
La mesure de la brisure CP est définie comme la partie imaginaire de Tiajf3. 
Im(Tiajf3) = f~= f.ijkf. a f3-y (2.3.6) 
k ,-y 
Considérons maintenant les relations unitaires suivantes: 
(2.3.7) 
Puisqu'on a affaire à des nombres complexes, cette relation peut être interprétée 
par un triangle dans le plan complexe. 
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Vc4 Vcb* 
Figure 2.1 Représentation géométrique de Ytd ~b + Vcd Vcb + Vu d V:b = 0 
Expérimentalement , les éléments diagonaux sont presqu 'unitaires. Si on con-
sidère maintenant IYtbl = IVudl ::::: 1, la relation (2.3.7) devient: 
(2.3.8) 
qui est représentée dans le plan complexe par le triangle suivant: 
Vc4 Vcb* 
Figure 2.2 Représentation géométrique de Ytd + Vcd Vcb + V:b = 0 
Pour montrer la relation géometrique entre J et l'aire du triangle, multiplions 
(2.3.7) par Vcd Vcb; on obtient: 
(2.3.9) 
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qui est représentée par la figure 2.3 
Figure 2.3 Représentation géométrique de (2.3.9) 
N.B: IV cdl"2lV cbr2-+ IV cdl 2 1V cbl 2 
Il résulte de cette interprétation géométrique une caractérestique importante 
reliant les dimensions du triangle à la brisure de CP. La mesure de la brisure 
de la symétrie CP(J) n'est que la hauteur du triangle. 
Pour des raisons d'invariance sous un rephasage des champs des quarks, la 
mesure de la brisure de CP est définie comme étant la partie imaginaire de 
Tio jf3. De la figure (2.3), la hauteur h du triangle est donnée par: 
(2.3.10) 
La hauteur du triangle est donc exactement le module de J, la mesure de la 
brisure de la symétrie CP. La surface du triangle est simplement donnée par: 
t IJllVcd 12 IVcb 12 • Pour avoir une brisure de CP, il faut que la surface du triangle 
soit non nulle. 
Une autre importante propriété en relation avec l'asymétrie de CP dans la 
désintégration B aux états finaux auto-conjugués par rapport à CP est [19]: 
IJI = IVudllYtdllYtbllVubllsin(cPdl 
= IYtdllVcbllYtbl IVcdl Isin(cP2)1 
= IVudIIVcbIIVubIIVcdllsin(cP3)1 (2.3.11) 
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qui résulte de la géométrie triangulaire. De plus, la loi des sinus nous donne 
une relation entre <Pl, <P2, et <P3: 
Isin(<p2)1 
Isin( <Pl) 1 
lVubl IVudl 
----IVcbl IVcdl 
Isin( <P3) 1 
Isin( <Pl) 1 
Ivtbl Ivtdl 
----IVcbl IVcdl 
Isin( <P3) 1 




Toute information sur les angles du triangle est cruciale puisque l'amplitude de 
leur sinus nous donne de l'information sur l'asymétrie de la brisure CP dans la 
désintégration des mésons K et B. De plus, les contraintes sur ces angles sont 
un test de la relation angulaire du triangle: 
(2.3.13) 
qui n 'est rIen d'autre que la représentation géométrique de la condition 
d'unitarité. En utilisant les valeurs récentes de 0.05 < IVubl < 0.09 [1] IVcbl 
et en prenant IVudl ~ 1 et IVcdl ~ 0.22 dans l'équation (2.3.12), on obtient: 
(2.3.14) 
2.4 Technique des opérateurs de projection de saveur 
Cette technique fut proposée par Greenberg [16] et généralisée plus tard 
par Jarlskog [17]. Il s'agit d'utiliser les opérateurs de projection de saveur 
pour extraire des formes analytiques des éléments de la matrice de mélange en 
fonction des invariants des matrices tels que les traces et les déterminants. Ces 
invariants sont à leur tour exprimés en fonction des masses et des angles. Ainsi, 
on n'a pas à diagonaliser directement les matrices de masses. 
En général, les observables des matrices de mélange sont des fonctions com-
pliquées des paramètres des matrices de masse. La méthode des projecteurs 
nous permet de simplifier la tâche et d'en donner des expressions analytiques. 
Les sections qui suivent seront divisées ainsi: premièrement, on présente la 
méthode des opérateurs de projection de saveur pour des matrices hermitiques 
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et non hermitiques. Nous déduisons ensuite les expreSSlOns des observables 
IVij 12 en fonction des invariants des matrices de masses. Le commutateur des 
matrices de masses des quarks est directement relié à la mesure de la brisure 
de symétrie CP. Deuxièment on applique ce résultat à des ansatz spécifiques 
des matrices de masses. L'ansatz de Fritzsch sera étudié dans le chapitre III et 
celui de Fritzsch modifié fera le sujet du chapitre IV. 
Supposons qu 'il yan familles de quarks et notons les matrices de masses 
des quarks Mu pour les quarks de type "up" et Md pour le type "down". Dans 
le MS, on peut , sans perte de généralité, prendre Mu et Md hermitiques. On 
prend au début le cas où les matrices sont hermitiques qu 'on généralise plus 
tard au cas non hermitique. 
2.4.1 Matrice de masse hermitique 
Les matrices de masses N x N hermitiques sont diagonalisables par des 
rotations unitaires. Les valeurs propres des matrices de masses sont notées 
>'u, >'d · Les valeurs propres d 'une matrice hermitique sont réelles mais ne sont 
pas nécessairement positives. Donc >.~ = m~ , >.~ = m~, etc. où mu , md sont 
les masses (positives) des quarks. On a: 
U MuUt = diag(>.u , >'c, >'t, .. ) 
u' MdU't = diag(>'d , >'s , >'b , .. ) 
(2.4. 1. 1.a) 
(2.4. 1. 1.b) 
Les opérateurs de projection pour les quarks de type up sont donnés par 
(2.4.1.2) 
où v est le déterminant de Vandermande donné par: 
1 1 1 
>'1 >'2 >'3 
>.2 1 >.2 2 >.2 3 (2.4.1.3) 
>. n-l 1 >. n-1 2 >. n-1 3 
Où 
Pour n = 3 






Le numérateur vo(Mu) est obtenu à partir de ven remplaçant Ào par la matrice 
de masse Mu et en multipliant tous les Àf3 ' fi =1= cr par la matrice unité. Pour 
n = 3, 
(2.4.1. 7) 
où l est la matrice identité. 
La construction des opérateurs de projection pour les quarks de types 
"down" se fait de manière identique à celle des quarks de types "up". S'il y a 
dégénérescence, cette construction nécessite une modification. Pour n'importe 
quelle paire de matrices Mu , Md , en leur appliquant la même rotation X, où X 
est une matrice unitaire, les observables physiques restent invariantes sous cette 
rotation. Donc toutes les observables doivent être une fonction invariante des 
matrices de masses où une fonction invariante f(Mu, Md) est définie de façon à 
ce que: 
(2.4.1.8) 
Les observables de la matrice de mélange des quarks peuvent être exprimées 
en formes manifestement invariantes à l'aide des opérateurs de projection. Le 
carré des modules des éléments de matrice Voj où cr = u, c, t et j = d, s , b est 
donné par: 
(2.4.1.9) 
où Po(Mu) a été défini auparavant et PJ(Md) est son homologue pour le quark 
de type "down". 
Pour n = 3, le cas de trois familles: [Mu, Md] = iC, CP est brisé si et 
seulement si Det( C) =1= o. 
Det( C) = - 2vv' J où 
v =(Àt - ÀC){Àt - ÀU)(ÀC - ÀU) 
v' =(Àb - Às){Àb - Àd)(Às - Àd) 
et J est un invariant de la matrice de mélange des quarks. 






La somme dans cette dernière équation peut être ±1, tout dépend du choix des 
lignes et des colonnes. J est la mesure de la brisure de CP. 
2.4.2 Matrice de masse non hermitique 
Si Mu et Md ne sont pas hermitiques, leurs "carrés" le seront: Su = MuMJ, 
Sd = Md Ml , leurs valeurs propres ne sont pas négatives. 
où: 
Les opérateurs de projection sont donnés par: 
où 
( ) 
Va(Su) Pa Su = , a = 1,2, '" n 
v 
1 vj(Sd) P}'(Sd) = , j = 1,2,' .. n 
v' 










et va(su) est obtenu à partir de v en remplaçant X a -t Su et X{3 -t xfJI , j3 # CY . 
Alors la construction suit exactement les mêmes étapes que dans le cas des 
matrices hermitiques. De plus les fonctions invariantes de Su et Sd peuvent être 
définies en remplaçant (Mu , Md) par (Su , Sd). Le commutateur fait appel à Su 
et Sd à la place de Mu et Md et son déterminant a la forme: Det( C) = -2v v' J. 
Les termes v et v' font appel au carré des masses. J est exactement le même 
qu'auparavant . 
Ayant introduit la méthode de projection, nous sommes en mesure main-
tenant de l'appliquer à la matrice VKM , pour exprimer ses 9 éléments en fonc-
tions des invariants suivants: 
Tr(Mu), Tr(Md), Tr(Mu)2, Tr(Md)2, Tr(MuMd) , Tr(M~Md) , 
Tr(MuMJ) et Tr(M~MJ) (2.4 .2.5) 
Dans ce but, calculons Pa(Mu), pour CY - u, cet t et P;(Md), pourj -
d, set b. 
ce qui donne: 
v =(mt - mc)(mt - mu)(mc - mu) 
vu(Mu) =(mt - mc)(mt I - Mu)(mcI - Mu) 
vc(Mu) =(mtI - Mu)(mt - mu)(Mu - mu!) 
vt(Mu) =(Mu - mc!)(Mu - muI)(mc - mu) 
v' =(mb - ms)(mb - md)(ms - md) 
V~(Md) =(mb - ms)(mbI - Md)(msI - Md) 
V:(Md) =(mbI - Md)(mb - md)(Md - mdI ) 










Pd(Md) = (mb I - Md)(msI - Md) 
(mb - md)(ms - md) 
Pc(M
u
) = (mt I - Mu)(Mu - mu!) 
(mt - mc)(mc - mu) 
Ps(Md) = (mb I - Md)(Md - mû) 
(mb - ms)(ms - md) 
Pt(Mu) = (Mu - mcI)(Mu - mu!) 
(mt - mc)(mt - mu) 
Pb(Md) = (Md - ms!)(Md - mû) 







La relation (2.4.1.9), nous permet d'écrire les équations que vérifient les 9 
éléments de la matrice V KM. Elles sont données par: 
IVud l2 =Tr[Pu(Mu)Pd(Md)] (2.4.2.9.a) 
IVus l2 =Tr[Pu(Mu)Ps(Md)] (2.4.2.9.b) 
IVubl 2 =Tr[Pu(Mu)Pb(Md)] (2.4.2.9.c) 
IVcdl 2 =Tr[Pc(Mu)Pd(Md)] (2.4.2.9.d) 
IVcs l2 =Tr[Pc(Mu)Ps(Md)] (2.4.2.9.e) 
IVcbl 2 =Tr[Pc(Mu)Pb(Md)] (2.4.2.9·f) 
IVidl 2 =Tr[Pt(Mu)Pd(Md)] (2.4.2.9·9 ) 
IVisl 2 =Tr[Pt(Mu)Ps(Md)] (2.4.2.9.h) 
IVibl 2 =Tr[Pt(Mu)Pb(Md)] (2.4.2.9.i) 
ce qui donne 
(mt - mu)(mc - mu)(mb - ms)(md - m s)IVus l2 = 3mtmcmbmd 
- mtmc(mb + md)Tr(Md) + mtmcTr(MJ) + mbmdTr(M~) 
- mbmd(mt + mc)Tr(Mu) + (mt + mc)(mb + md)Tr(MuMd) 
- (mt + mc)Tr(MuMJ) - (mb + md)Tr(M~Md) 
+ Tr(M~MJ) (2.4.2.1O.a) 
(mt - mc)(mu - mc)(mb - md)(ms - md)IVcdl 2 = 3mtmumbms 
- mtmu(mb + ms)Tr(Md) + mtmuTr(MJ) + mbmsTr(M~) 
- mbms(mt + mu)Tr(Mu) + (mt + mu)(mb + ms)Tr(MuMd) 
- (mt + mu)Tr(MuMJ) - (mb + ms)Tr(M~Md) 
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(2.4.2 .10.b) 
(mt - mc)(mu - mc)(mb - md)(mb - ms)IVcbl 2 = 3mtmumdms 
- mtmu(ms + md)Tr(Md) + mtmuTr(MJ) + msmdTr(M~) 
- msmd(mt + mu)Tr(Mu) + (mt + mu)(ms + md)Tr(MuMd) 
- (mt + mu)Tr(MuMJ) - (ms + md)Tr(M~Md) 
(2.4.2.10.c) 
(mt - mu)(mc - mu)(mb - md)(mb - m s)IVubl 2 = 3mtmcmsmd 
- mtmc(ms + md)Tr(Md) + mtmcTr(MJ) + msmdTr(M~) 
- msmd(mt + mc)Tr(Mu) + (mt + mc)(ms + md)Tr(MuMd) 
- (mt + mc)Tr(MuMJ) - (ms + md)Tr(M~Md) 
(2.4.2.10.d) 
(mt - mu)(mc - mu)(mb - md)(ms - md)IVudl 2 = 3mtmcmsmb 
- mtmc(mb + ms)Tr(Md) + mtmcTr(MJ) + msmbTr(M~) 
- mbms(mt + mc)Tr(Mu) + (mt + mc)(ms + mb)Tr(MuMd) 
- (mt + mc)Tr(MuMJ) - (ms + mb)Tr(M~Md) 
(2.4.2.10.e) 
(mt - mc)(mc - mu)(mb - ms)(ms - md)IVcs l2 = 3m tm um bm d 
- mtmu(mb + md)Tr(Md) + mtmuTr(M'J) + mbmdTr(M~) 
- mbmd(mt + mu)Tr(Mu) + (mt + mu)(mb + md)Tr(MuMd) 
- (mt + mu)Tr(MuMJ) - (mb + md)Tr(M~Md) 
(2.4.2.10.f) 
(mt - mc)(mt - mu)(mb - md)(ms - md)IVidl 2 = 3mbmcmsmu 
- mumc(mb + ms)Tr(A1d) + mumcTr(Ml} + msmbTr(M~) 
- mbms(mu + mc)Tr(Mu) + (mu + mc)(mb + ms)Tr(MuMd) 
- (mu + mc)Tr(MuMJ) - (ms + mb)Tr(M~Md) 
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+ Tr(M~MJ) (2.4.2.10.g) 
(mt - mu)(mt - mc)(mb - ms)(md - m s)IVisl 2 = 3mumcmbmd 
- mumc(mb + md)Tr(Md) + mumcTr(MJ) + mbmdTr(M~) 
- mbmd(mu + mc)Tr(Mu) + (mu + mc)(mb + md)Tr(MuMd) 
- (mu + mc)Tr(MuMJ) - (mb + md)Tr(M~Md) 
(2.4.2.10.h) 
(mt - mu)(mt - mc)(mb - md)(mb - m s)IVibl2 = 3mumcmdms 
- mumc(md + ms)Tr(Md) + mumcTr(Ml} + mdmsTr(M~) 
- mdms(mu + mc)Tr(A1u) + (mu + mc)(md + ms)Tr(MuMd) 
- (mu + mc)Tr(MuMJ) - (md + ms)Tr(M~Md) 
(2.4.2.10.i) 
Nous avons exprimé les éléments de la matrice VKM en termes des masses 
des quarks et d'invariants des matrices de masses. Nous pouvons maintenant 
travailler sur les matrices de masses et calculer les éléments de la matrice VKM 
à partir de celles-ci. Nous pourrons ainsi extraire des relations entre les masses 
des quarks et les éléments de ces deux matrices. 
CHAPITRE III 
MODÈLE DE FRITZSCH 
3.1 Introduction 
On a vu dans le chapitre 1 comment le modèle standard fait appel à un grand 
nombre de paramètres arbitraires pour décrire les intéractions électrofaibles. Ce 
qu'on constate à partir du lagrangien du M.S., est que les éléments des matrices 
de masses et de mélange ne sont pas prédits par le modèle à cause du fait que 
les constantes de couplage Higgs-fermion ne sont pas fixées. Ils sont par contre 
mis à la main. Le M.S. ne prédit pas non plus le nombre de générations. Il ne 
donne aucune explication pourquoi il y a trois générations. L'origine des masses 
et leur hiérarchie (ie mt » me » mu) restent mystérieuses aussi . 
Face à ces questions, deux approches ont été envisagées. Soit que l'on con-
struise un modèle décrivant correctement les forces et expliquant l'origine des 
masses, le nombre de générations et la hiérarchie dans le spectre de masse des 
quarks. Soit qu'on suggère un certain ansatz qui explique au moins la corrélation 
intime qui existe entre les masses des six quarks et leurs mélanges. C'est cette 
dernière approche qu'on va inyestiguer dans le présent mémoire. 
3.2 Matrices de masses de Fritzsch 
Dans la littérature plusieurs ansatz des matrices de masses [6] ont été 
suggérés. Parmi ces ansatz, le plus populaire et économique est celui de Fritzsch 
[6] qui sera étudié dans la section qui suit. Inspiré de la chromo dynamique 
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quantique et du principe de l'intéraction des voisins les plus proches, Fritzsch 








où Mu et Md sont des matrices de masse hermitiques. x , y , b et f sont des 
nombres complexes , nous les représentons comme suit : 
Mu = (Ixle;'" lx 1 é 5", Ibl:'" ) 0 Ible- iob (3.2.2) 
Md = (IYle;", lyle iOIi Ifl~;'J ) 0 
Ifle- iO ! 
(3.2.3) 
On va étudier ce modèle en utilisant la méthode des projecteurs qu'on a 
développée dans le chapitre précédent. Une fois qu'on exprime les modules 
IVij 12 en fonction des masses et des angles , on calcule la limite supérieure de mt 
à partir des éléments les plus connus expérimentalement. En deuxième lieu, on 
procède à l'étude graphique. 
3.3 Expression des éléments de V KM en fonction des éléments de 
Mu et Md 
En adoptant l'approche de Jarlskog, on va exprimer les modules IVijl en fonc-
tion des invariants des matrices de masses donnés par les équations (2.4.2.10) . 
Ces derniers seront exprimés en fonction des six masses des quarks et des deux 
phases. 
Les observables physiques restent invariantes si on applique à Mu et Md la 
même matrice de rotation unitaire X. Ceci est dû au fait que les champs des 
quarks sont définis à une phase près. Les fonctions invariantes des matrices de 
masses sont définies de manière à satisfaire la relation: 
(3.3.1) 
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Avec un rephasage approprié des champs des quarks, y et J peuvent être 
choisies réelles positives. On applique la même rotation aux deux matrices, la 
physique ne change pas sous cette rotation. Sans faire aucune approximation, 
les calculs sont énormes et longs. Avec la méthode des projecteurs, la tâche 
se simplifie énormément. On peut déterminer x, b, a, Iyl, IJI et d en fonction 
des valeurs propres de Mu et Md. Les valeurs propres de Mu sont (>\u, Àe, Àt) et 
celles de Md sont (Àd, Às, Àb) . Les Ài sont réelles mais ne sont pas nécessairement 
positives. Àu peut être mu ou -mu où mu est la masse physique du quark "up". 
On a: 
Tr(Mu) = Àt + Àe + Àu = a 
Tr(M~) = À; + À~ + À~ = a2 + 2 (b2 + Ix12) 
Tr(Ml) = À~ + À; + À~ = d2 + 2(IJ12 + lyl2) 
Det(Mu) = ÀuÀeÀt = -alxl2 






Sans perte de généralité, on peut choisir a et d positifs. En isolant x et b, on 
obtient 
Ixl2 = _ ÀtÀeÀu 
Àu + Àe + Àt 
b2 = _ (À t + Àe)(Àt + Àu)(Àe + Àu) 
Àt + Àe + Àu 




Nous cherchons une solution avec une structure hiérarchique IÀtl » IÀel » IÀu 1· 
On voit à partir de (3.3.2) que Àt = mt puisque a est positive. De (3.3.7) 
==;. Àe < O. c.a.d Àe = -me et finalement (3.3.8) ==;. Àu = mu. D'où: 
a =mt - me + mu 
Ibl = [(mt - me)(mt + mu){me - mu)]~ 
a 




En remplaçant (mu, me, mt) -+ (md, ms, mb), on trouve des relations similaires 
pour d, f et y. 
d =mb - ms + md 
Ifl = [(mb - ms)(mb + md)(ms - md)l~ 
d 
(3.3.10) 
On doit maintenant exprimer les quatre observables indépendantes en fonction 
des invariants définis plus haut (2.4.2.5). Dans le cas de Fritzsch, ces invariants 
s 'écrivent: 
Tr(MuMd) = ad + 21bllfl cos Ob + 21xllyl cos Ox 
Tr(M~Md) = d(a2 + Ib12) + 2albllfl cos Ob 
Tr(MuMJ) = a(d2 + If12) + 2dlbllfl cos Ob 
Tr(M~MJ) = (a2 + Ib12)(d2 + If12) + (lxl2 + IbI2)(y2 + If12) + Ixl21yl2 
+ 2adlbllfl cos Ob + 21xllbllyllfl cos (ox + Ob) (3 .3.11) 
En substituant ces expressions dans les équations des observables, les modules 
des éléments de la matrice de mélange seront exprimés en fonction des six masses 
des quarks et des deux angles Ox et Ob. 
Les observables sont données par (2.4.2.10): 
(3.3.12) 
L'équation précédente donne les 9 IVcri 1 en fonction des six masses et des 
deux angles Ox et Ob. Par unitarité, seulement quatre parmi les 9 IVcril sont 
indépendants. En remplaçant dans les équations des traces x, y, b, f , a et d 
par leurs valeurs respectives, on obtient les expressions des modules IYïi 12 de 
l'ansatz de Fritzsch en fonction des six masses et des deux phases. 
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3.4 Approximation des éléments Vij de la matrice de mélange 
L'expression exacte des éléments de la matrice de mélange, bien que garantie 
par la substitution mentionnée plus haut, donne des formules monstres difficiles 
à interpréter. Cependant, vu la hiérarchie que manifeste le spectre de masse 
des quarks, on peut simplifier énormément les IVij 1 avec les approximations 
suivantes: 
On a ainsi: 
Ixl 2 ~mume 
lyl2 ~mdms 
Ibl 2 ~mt(me - mu) 
1!12 ~mb(ms - md) 
M 2 2 2 2 tr u =mt + me + mu 
trMJ =m~ + m; + m~ 
trMu =mt - me + mu 
tr(MuMd) = trMutrMd + 21xllyl cos<Sx + 21bll!1 cos <Sb 
~ (mb - ms + md) (mt - me + mu) 
+ 2 Jmb mt (ms - md) (me - mu) cos (<Sb) 
+2Jmemdmsmu cos (<Sx) 
2 2 2 2 + me ms mt + mb mt + md mt - ms mt - mb me mu 
222 + mb mu + md mu - ms mu 
(3.4.1) 
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tr(M~Ml) ~lxl2lyl2 + (lfl 2 + trMJ)(lbI 2 + trM~) 
+ (lbl 2 + IxI2)(lfI2 + lyl2) + 21bllfltr Mu tr Md cos Ob 
22 2 222 2 3 
- mb ms mt - md ms mt + ms mt - mb me mu - mb me md mu 
+ mb 2 mt mu + 2 mb md mt mu + mi mt mu - 2 mb ms mt mu 
- 3 md ms mt mu + ms 2 mt mu + mb 2 mu 2 + mb md mu 2 
22 22 2 22 + md mu - mb ms mu - md ms mu + ms mu 
(3.4.2) 
où l'on a négligé Ibllfllxllyl cos (Ob + of) dans l'équation (3.4.2). Les éléments 




me md - me md ms - mb me md mt + me md ms mt - mb me md mu 
- me mi mu - mb me ms mu + 3 me md ms mu - mb ms mt mu + md ms mt mu 
- 2 me md Jmbmt (ms - md) (me - mu) cos (Ob) 





+ 2me ms vmbmt (ms - md) (me - mu) cos (Ob) 
+ 2Jm e md ms mu (mb mt + md mt + mb mu + md mu) cos (Ox) 
(3.4.7) 
(3.4.8) 
- 2 msmtvmbmt ( -md + ms) (me - mu) cos (Ob) 
+ 2Jme md ms mu (-mb me - me md + mb mu + md mu) cos (ox) 
(3.4.9) 
2 
- mb me mu - mb me md mu + mb me ms mu + me md m~ mu 
222 + mb md mt mu - mb m~ mt mu + mb mu - md m~ mu 
+ 2 mbmu vmbmt (ms - md) (me - mu) cos (Ob) 
+ 2 (-me md + me ms + md mt - ms mt) Jme md ms mu cos (Ox) 
(3.4.10) 
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+ 2mbmtvmbmt (ms - md) (me - mu) cos (Ob) 
+ Jmemdmsmu (-2memd+2mems+2mdmu-2msmu) cos (ox) 
(3.4.11) 
La partie gauche de l'équation (3.4.5) , peut être approximée par 
d 'où 
2 1 (2 2 IVebl c::: 2 mb me - mb me md mt + mb me ms mt 
mtmbme 
- mb 2 me mu - 2 mb me vmbmt (ms - md) (me - mu) cos (Ob) 
- me 
2 
md ms - mb me md mu + mb me ms mu + me md ms mu 
+ Jme md ms mu (2 md mt - 2 ms mt + 2 md mu - 2 ms mu) cos (ox)) 
(3.4.12) 
En ne gardant que les termes dominants, (i.e les cmq premIers termes) , 
l'équation précédente permet d 'aboutir à une majoration de la valeur de mt 
donnée par: 
(3.4.13) 
Expérimentalement, IVeb 1 ~ 0.03, ce qui contraint mt à avoir une valeur plus 
petite ou égale à 100 GeV. 
Or on sait que cette valeur ne correspond pas à celle de mt. Ce qui nous 
oblige à remettre en cause le modèle de Fritzsch. Dans le chapitre suivant, on va 
présenter une extension de ce modèle. Dans ce qui suit, on va procéder à l'étude 
graphique des éléments de la matrice de mélange dans le modèle de Fritzsch. 
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3.5 Analyse graphique 
D'après (2.1) , le nombre de paramètres indépendants dans la matrice de 
mélange est quatre. Pour l'étude graphique, on a choisi comme éléments 
indépendants les modules 
IVub l IVusl , IVcdl , IVcbl , et IVcb l . 
En principe, n 'importe quel ensemble de quatre éléments de VKM fera l 'affaire. 
On a choisi les éléments les mieux connus expérimentalement . 
Il est à noter que dans l 'étude graphique, les équations considérées sont les 
équations exactes et non les approximations. 
L'étude consiste à représenter graphiquement les modules l'Vij 1 en fonction 
des deux angles et de mt qui sont les trois inconnues dans les équations (3.4.3) 
à (3.4.11). 
Bien qu'on se propose d 'étudier les quatre équations, il s'avère que l'élément 
qui permet de tester le modèle est IVcbl. Les équations IVusl et IVcdl sont 
généralement satisfaites. 
dx=O,db=O dx=Pi / 4 , db=Pi/4 
0.06 
r'-.... ___ -----I 











0 . 04 
60 
Figure 3.1. a) IVcbl = f(mt)pourc5x = Oetc5b = 0 
b) IVcbl = f(mt)pourc5x = fetc5b = f 
N.B: dx -+ c5x et db -+ c5b 
100 140 180 
rnt 
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Le graphique (a) représente IVebl pourox = Ob = 0, et mt va de 0 à 200 GeV. 
L'intervalle des mt pour lequel Web 1 E [0.035,0.055] est [80,110] GeV. Ce qui 
ne correspond évidement pas à la valeur expérimentale de mt . 
La figure (b) correspond à Ox = f , Ob = f. Pour ces valeurs des angles , 
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Figure 3.2 a)IVebl = f(mt)pourox = fetob = 0 
b) IVebl = f(mt)pourox = 1I'etob = 0 
N.B: dx -+ Ox et db -+ Ob 
Pour les graphes (a) et (b) de la figure 3.2, on obtient la même chose que 
pour le premier cas, cette fois , Ox = f , 11' et Ob = O. 
Figure 3.3 
N.B: dx -+ dx 
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IVebl = f(mt)pourdx = 3t et db = f 
et db -+ db 
180 
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Dans la figure 3.3, on donne Veb pour dx = 341r et db = f. Pour ces valeurs des 
angles , IVebl est toujours en dehors de l'intervalle permis expérimentalement. 
Bien que ces graphiques ne couvrent pas tout l'intervalle des angles, ils 
constituent une sélection d 'une vingtaine de graphiques où la conclusion est 
toujours la même: quel que soit le choix des angles , aucune combinaison d'angles 
ne satisfait simultanément les quatre équations. 
Cette conclusion est plus directe à partir des figures 3.4 et 3.5 , où on 
représente les surfaces de niveaux pour Web 1 = 0.035, 0.04,0.045,0.05 et 0.055. 
Pour ces contours, on ne fixe qu'un seul angle à la fois; mt et le deuxième angle 
couvrent respectivement leurs intervalles permis. 
Les graphiques (a), (b), (c) et (d) de la figure 3.4, représentent une coupe 
de IVebl à IVebl = 0.035, 0.04, 0.045, 0.05 et 0.055 pour différents angles dx. 
Les valeurs de mt pour lesquelles IVeb 1 est dans le bon intervalle expérimental 
(i.e IVebl E [0.035,0.055]) , sont dans l 'intervalle [20,100] GeV. 
Le graphique de la figure 3.5 représente les contours de 1 Veb 1 cette fois-ci 
avec db fixe et dx qui variant de 0 à 27r. La conclusion est identique. Les mt 
48 
obtenus comme solutions sont entre 20 et 100 GeV. 
3.6 Conclusion 
On a réussi à montrer par deux méthodes, graphique et analytique, que 
dans le cadre de l'ansatz de Fritzsch donné par (3.2.1), la masse mt du 
quark top ne peut être supérieure à 100 GeV. Or on sait qu 'elle est mesurée 
expérimentalement et que sa valeur est égale à (174 ± 10 Ge V). 
Il est donc évident que l' Anzatz de Fritzsch doit être modifié. 
Dans le chapitre suivant, on va voir comment on peut remédier à ce problème. 
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Figure 3.4. Contour de IVcbl = f(mt) pour 
(a) Oz = 0 
(b) Oz = i 
(c)oz=f 
(d) Oz = 341f 
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Figure 3.5. Contour de IVcbl = f(mt) pour 6b = 0 
N.B: dx ~ 6x et db ~ 6b 
CHAPITRE IV 
MODÈLE DE FRITZSCH MODIFIÉ 
4.1 Introduction 
On a démontré en détail dans le chapitre précédent que le modèle de Fritzsch 
prédit une valeur de la masse du top inférieure à 100 GeV. Récemment, la masse 
du top a été mesurée expérimentalement et elle vaut (174 ± 10) Ge V. Le modèle 
de Fritzsch est donc remis en question. Devant cette situation, deux choix se 
présentent. Ou bien on abandonne le modèle de Fritzsch et on cherche carrément 
un autre modèle, ou bien on élabore une version modifiée de ce modèle qui 
pourrait accommoder la bonne valeur de la masse du top. Fritzsch, a fondé son 
ansatz sur des bases physiques très plausibles. Il s'est inspiré de la chromody-
namique quantique et a utilisé l'approximation de l'intéraction des voisins les 
plus proches. Pour préserver l'élégance de cet ansatz, plusieurs auteurs [18] ont 
opté pour sa modification. 
La forme des matrices de masses proposée dans la littérature, et connue sous 
le nom de la forme de Fritzsch modifiée, consiste à poser M~2 =1= 0 et M12 =1= 0 
qui, pour le rappeler, étaient nulls dans l'ansatz de Fritzsch. Ainsi Mu et Md 





Dans ce chapitre, on se propose d'étudier en détail cette forme des matrices 
de masses et on essaiera d'avoir une approximation des éléments de la matrice 
de mélange et de la valeur de la masse du top. 
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On procedera en plusieurs étapes. En premier lieu, on exprimera les invari-
ants en fonction des six masses et des deux angles. En deuxième lieu, on cernera 
l'intervalle des valeurs permises des nouveaux paramètres Q et f3. Ensuite, on 
diagonalisera les matrices des masses Mu et Md et déduire les expressions des 
éléments de la matrice de mélange. La dernière partie est consacrée à l'analyse 
graphique. 
4.2 Expression des éléments de VKM en fonction des éléments de 
Mu et Md 
On a montré dans le chapitre II, que le nombre d'éléments indépendents de 
la matrice VKM est quatre. Pour notre étude on a choisi les quatre éléments sur 
lesquels on possède le plus d 'information expérimentale. Ce sont IVu"l, IVedl, 
IVeb 1 et \~::I· 
Les équations que vérifient ces quatres éléments sont données par l'équation 
(2.4.2.10). Dans le chapitre III, on a adopté la convention de Fritzsch et on a 
choisi la valeur propre >'e < O. Explicitement, on a choisi >'e = -me, où me est 
la masse physique du quark c. 
Bien sûr, le choix est arbitraire; on aurait pu choisir mt ou mu, mais pour 
être consistent avec la littérature, il est préférable de faire ce choix. Avec cette 
convention, les matrices de masses diagonales deviennent: 
c" 
0 
1.) UMuUt = Mf! = ~ -me 0 (4.2.1) 
et similairement 
C' 0 1.) VMdVt=MP= ~ -m" 0 (4.2.2) 
Les équations (2.4.2.10.a) à (2.4.2.10.d) s'écriront: 
+ mtme(mb + md)Tr(Md) - mtmeTr(MJ) + mbmdTr(M~) 
- mbmd(mt - me)Tr(Mu) + (mt - me)(mb + md)Tr(MuMd) 




(mt + me)(mu + me)(mb - md)( -ms - md)IVedl 2 = -3mtmumbms 
- mtmu(mb - ms)Tr(Md) + mtmuTr(MJ) - mbmsTr(M~) 
+ mbms(mt + mu)Tr(Mu) + (mt + mu)(mb - ms)Tr(MuMd) 
- (mt + mu)Tr(MuMl) - (mb - ms)Tr(M~Md) 
+ Tr(M~Ml) 
(mt + me)(mu + me)(mb - md)(mb + m s)IVebl 2 = -3m tmum dm s 
- mtmu( -ms + md)Tr(Md) + mtmuTr(Ml) - msmdTr(M~) 
+ msmd(mt + mu)Tr(Mu) + (mt + mu)( -ms + md)Tr(MuMd) 




(mt - mu)( -me - mu)(mb - md)(mb + m s)IVubl 2 = +3mtmemsmd 
+ mtme( -ms + md)Tr(Md) - mtmeTr(Ml) - msmdTr(M~) 
+ msmd(mt - me)Tr(Mu) + (mt - me)( -ms + md)Tr(MuMd) 
- (mt - me)Tr(MuMl) - (-ms + md)Tr(M~Md) 
+ Tr(M~MJ) ( 4.2.6) 
Les traces Tr(Mu), Tr(Md), Tr(M~), Tr(Ml), Tr(MuMd), Tr(M~Md) , 
Tr(MuMJ), et Tr(M~MJ) sont des invariants par rapport au changement 
de base dans laquelle sont exprimées les matrices Mu et Md. Il s'agit de les 
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exprimer en fonction des éléments des matrices Mf! et Mf. 
( 
Ixl2 




MJ = f3y* 
J*y* 
ax 
Ixl2 + a2 + Ibl2 
(a+a)b* 
f3y 
lyl2 + f32 + 1112 
(f3 + d)J* 
bx ) (a+a)b ; 
Ibl2 + a2 
fy ) (f3 + d)f 
Ifl2 + d2 
Tr(MuMd) = Tr(Mu)Tr(Md) + 2af3 - aTr(Md) 




Tr(M~Md) =f3[1xI2 - Tr2(Mu) + 2aTr(Mu)] + Tr(Md)(lbI 2 + a2)+ 
2aRe(xy*) + 2Tr(Mu)Re(br) (4.2.10) 
Tr(MuMJ) = a[lyl2 - Tr2(Md) + 2f3Tr(Md)] + TrMu(lfl2 + d2 )+ 
2f3Re(xy*) + 2Tr(Md)Re(br) (4.2.11) 
et finalement, 
Tr(M~MJ) = Ix121y/2 + (lfl2 + d2)(lbl2 + a2 ) 
+(lbI2 + Ixl2 + ( 2 )(f32 + Ifl2 + lyl2) 
+2Tr(Mu )Tr(Md )Re(br) 
+2af3Re(xy*) + 2Re(xy*br) (4.2.12) 
De la représentation des matrices Mu et Md dans la base diagonale, on déduit 
l'expression de leurs traces et de leurs déterminants. On obtient: 
Tr(Mu ,d) = Àl + À2 + À3 = Tr(M!!,d) 
Tr(M~,d) = Ài + À~ + À~ = Tr[(M!!,d)2] 
Det(Mu ,d) = Àl À2À3 = Det(M!!,d) 
où MD représente la matrice diagonale. À partir de Mu, on obtient: 





Tr(Mu) = mu - me + mt 
Det(Mu) = -lxl2a = -mumemt 
Ixl 2 = mumemt 
mu - me + mt - a 
Tr(M~) = m! + m~ + m~ = a 2 + a2 + 2(lx12 + Ib12) 






Ixl 2 + Ibl 2 = me(mu + mt) - mumt - a 2 + a(mu - me + mt) (4.2.19) 
Ibl 2 = me(mu + mt) - mumt - a 2 + a(mu - me + mt) 
(mu - me - mt - a) 





À ce stade, on a réussi à exprimer les traces (et donc les Vij) en fonction de 
a, {J et des six masses. 
Donc, a et {J sont maintenant directement reliés aux observables physiques. 
Il en résulte que toute information sur a et {J est d 'une très grande importance 
puisqu'elle nous permet d'avoir plus d'information sur les observables. 
Dans la littérature, a et {J ont des valeurs arbitraires. S. Rajpoot [18], sans 
justification rigoureuse, pose a $ me en premier lieu. Ensuite, il le fixe à me, 
tandis que {J est fixé à 0 sans plus d'explication. 
Dongsheng Du et Zhi-zhong Xing [18] traitent les deux paramètres comme 
une correction perturbative de premier ordre et les forcent à être dans l'intervalle 
[0, me] pour a et [0, ms] pour {J. 
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Nous allons montrer qu'il est possible d 'avoir des contraintes rigoureuses sur 
leurs valeurs permises sans avoir besoin de spéculer. 
4.3 Contraintes sur les paramètres a et {3: 
Les matrices de masses Mu et Md sont des matrices hermitiques. Une pro-
priété des matrices hermitiques est la suivante: quelle que soit la base dans 
laquelle elles sont exprimées, leurs éléments diagonaux doivent être compns 
entre la plus petite et la plus grande valeur propre [20]. 
Dans notre cas, les masses, qui sont les valeurs propres , possèdent un spectre 
hiérarchique mu « me «mt. Il s'en suit que: 
(4.3.1) 
(4.3.2) 
De plus, à partir de la positivité des élements Ixl et Iyl, on peut restreindre 
davantage les intervalles de a et {3 . Dans les expressions de Ixl2 et lyl2, (4.2.17) 
et (4.2.22) le dénominateur doit être strictement positif, ce qui donne: 
a < mt - me + mu 
{3 < mb - ms + md ( 4.3.3) 
La positivité des élements Ibl et IJI réduit encore l'intervalle de a et {3 : 
Ibl2 = (me - mu + a)(mt - me - a)(mt + mu - a) 
mu - me + mt - a 
IJI2 = (ms - md + {3)(mb - ms - {3)(mb + md - {3) 
md - ms + mb - {3 
mu - me < a < mt - me 
md - ms < {3 < mb - ms 
Les racines de Ibl et IJI sont: 





Quand a est égale à l'une des racines de Ibl et f3 égale à l'une des racines de 
Ifl, b = f = 0 et les matrices des masses deviennent : 
x 0) 
Cl' 0 ; 
o a 
(4.3.7) 
Dans ce cas Mu et Md, peuvent être divisées en blocs 2 x 2. Elles sont donc 





où V~ M représente le mélange des deux premières générations uniquement tan-
dis que la troisième génération s'est complètement découplée. 
Lorsque la troisième génération se découple, Vub = Veb = Vid = Vis = 0 et la 
matrice V~ M décrit le mélange des deux première générations seulement. Or, 
on sait très bien que le mélange des deux premières générations est fidèlement 
décrit par l'angle de Cabbibo. Dans notre cas, de toutes les racines de a et f3 
données par (4.3.6) , seul le cas 
{
a = mu - me 
et 
f3 = md - ms 
( 4.3.9) 
conduit à une valeur en bon accord avec la valeur mesurée de l'angle de Cabbibo. 
Dans ce cas, à partir de l'expression de IVusl on trouve 
( 4.3.10.a) 
(4.3 .1O.b) 
L'équation (4.3.10.b) nous donne Oc ::: rr/2. 
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Le résultat précédent nous permet d 'une part, d 'approximer l'angle 6x par 
f et d 'autre part, d 'écrire la forme exacte de VKM comme une perturbation 
autour de Vl M ' 
(4.3.11 ) 
où E est la matrice de mélange résultant de la perturbation autour de a = 
mu - me et f3 = md - ms· 
Introduisons deux nouveaux paramètres El et E2 définis comme suit: 
( 4.3.12) 
Vu l'importance des masses respectives de mt et mb par rapport aux autres 
masses, ces deux nouveaux paramètres vont servir comme guide pour l'ordre 
de grandeur et nous permettre de décider quels termes nous devons garder et 
quels termes nous pouvons négliger. On va procéder à la perturbation des IYïj 1 
au premier ordre en El et E2 , qui sont « l. 
Avant d 'approximer les 1 Yïj l, nous allons en premier lieu diagonaliser les 
matrices des masses Mu et Md . Ensuite nous les exprimerons en fonction de 
a , fi , des six masses et des deux angles 6 x et 6 b • 
4.4 Diagonalisation de la matrice de Fritzsch modifiée 
Les matrices Mu et Md sont des matrices hermitiques , donc a, d, a, et f3 
sont réels. En exploitant la liberté de transformation de phase que possèdent 
les champs des quarks, on va montrer qu'avec un choix judicieux de la matrice 
de rephasage P, x, y , bet f deviennent réels positifs. 
Mu et Md s'écrivent: 






Définissons les matrices Pu et Pd de transformation de phase comme suit: 
( 4.4.3) 
o 
P,= 0 0 e-i('~Hf) ) e-ioJ/ 0 ( 4.4.4) 
M: = PJM.P. = (I~I Ixl I!I) a Ibl (4.4.5) 
M~ = pIM,p, = (I~I Iyl I~I) (3 Ifl ( 4.4.6) 
M: et M~ sont des matrices réelles symétriques. Elles sont donc diagonalis-




D T 1 Mu =OuMuOu. 
=O~pJMuPuOu ( 4.4.10) 
Puisque Mu est hermitique, elle est diagonalisable par une matrice unitaire. 
(
mu 0 M~ = UtMuU = 0 -me 
o 0 
( 4.4.11) 
d'où U = PuOu et similairement V = PdOd, où 
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Ou = (~~~ ~~~ ~~:) ; et Od = (~~~ ~~~ ~~:) 
P31 P32 P33 q31 q32 q33 
(4.4.12) 
On va chercher les valeurs propres et vecteurs propres de M~. Ceux de M~ se 
calculent de manière identique. 
Ixl 0) (Pu) (Pu) a Ibl P21 = mu P21 
Ibl a P31 P31 
Ce qui donne les équations suivantes: 
Ixlp21 = muPU 
IxlPu + ap21 + Iblp21 = m uP21 
Iblp21 + ap31 = m uP31 
mu 
P21 = -PU Ixl 
Iblmu (mu - a)p31 = j;'Ipu 
Iblmupu 
P31 = Ixl(mu - a) 
La matrice Ou est une matrice unitaire, les Pil vérifient la relation: 
PU = l. [(lxI2 + m~)(mu - a)2 + IbI2m~] 2 
Ixl(mu - a) 
L'équation (4.4.14.a)) nous permet d'avoir: 
P21 = l. 







De l'équation (4.4.14.b), on obtient: 
Iblmu 
P31 = 1. 
[(lxI2 + m~)(mu - a)2 + IbI2m~] 2 
( 4.4.17) 
De même, le vecteur propre associé à la valeur propre -me vérifie l'équation: 
( 0 1 xl 0) (PI2) (P12 ) Ixl a Ibl P22 = -me P22 o Ibl a P32 P32 ( 4.4.18) 
similairement pour la valeur propre mt, Ceci donne: 
Pl2 = 
-Ixl(me + a) 
1 
[(lxI2 + m~)(me + a)2 + IbI2m~] 2 
P22 = 
me(me + a) 
l. [(lxI2 + m~)(me + a)2 + IbI2m~] 2 
-Iblme 
P32 = 1. [(lxI2 + m~)(me + a)2 + IbI2m~] 2 
Pl3 = 
Ixl(mt - a) 
1. [(lxI2 + mn(mt - a)2 + IbI2m~] 2 
P23 = 
mt(mt - a) 
1. [(lxI2 + mn(mt - a)2 + IbI2m~] 2 
P33 = 
Iblmt (4.4.19) 1. [(lxI2 + mn(mt - a)2 + IbI2m~] 2 





jyj(md - d) 
qll = -------.:..:~~-~------:-1 
[(jyj2 + m~)(md - d)2 + jfj2m~] 2 
md(md - d) 
~l= 1 
[(jyj2 + m~)(md _ d)2 + jfj2m~] 2 
jfjmd 
q31 = -------'-'--'--------~1 
[(jyj2 + m~)(md _ d)2 + jfj2m~] 2 
-jyj(mS + d) 
~2= 1 
[(jyj2 + m;)(mS + d)2 + jfj2m;] 2 . 
~2= 1 
[(jyj2 + m;)(mS + d)2 + jfj2m;] 2 
-jfjm s 
~2= 1 
[(jyj2 + m;)(mS + d)2 + jfj2m;] 2 
jyj(mb - d) 
q13 = 1 
[(jyj2 + mt)(mb - d)2 + jbj2mt] 2 
mb(mb - d) 
~3= 1 
[(jyj2 + mt)(mb _ d)2 + jbj2mtJ 2 
jbjmb 
q33 = 1 
[(jyj2 + mt)(mb _ d)2 + jbj2mt] 2 
( 4.4.22) 





Avec <Pl = Ox - Oy et <P2 - <Pl = Ob - Of . Puisque c'est la phase relative qui est 
importante, nous pouvons choisir les phases de sorte que: Oy = of = O. Ce qui 
donne: <Pl = Ox et <P2 - <Pl = Ob 
( 4.4.24) 
On obtient l'expression des éléments l'ïj de la matrice de mélange: 
'0 '(0 +0 ) Vud = PlI qlI + P21 q21 el '" + P31 q31 el '" b 
'0 '(0 +0 ) 
Vus = PlIq12 + P21q22el '" + P31q32 el '" b 
io i(o +0 ) 
Vub = PlIq13 + P21q23e '" + P31q33 e '" b 
V + io", + i(O",+Ob) cd = P12qlI P22q21 e P32Q31 e 
V + io", + i(O",+Ob) cs = P12Q12 P22Q22 e P32Q32 e 
'0 '(0 +0 ) 
Vcb = P12Q13 + P22Q23el '" + P32Q33 el '" b 
Vid = P13QlI + P23Q21eiO", + P33Q31 ei(0",+Ob) 
io i( 0 +0 ) Vis = P13Q12 + P23Q22e '" + P33Q32 e '" b 
Vib = P13Q13 + P23Q23eiO", + P33Q33 ei(0",+Ob) ( 4.4.25) 
4.5 Approximation des éléments des matrices Ou et Od 
On a montré dans l'équation (4.3.6), que lorsque ex et (3 tendent respective-
ment vers leurs limites inférieures permises, la troisième génération se découple 
et on se retrouve avec une très bonne approximation de l'angle de mélange des 
deux premières générations: l'angle de Cabbibo. Ceci démontre la petitesse des 
paramètres ex et (3 et justifie la perturbation au premier ordre des éléments de 
la matrice de mélange autour de fI et f2. 
Dans cette approximation, on trouve: 
1 1
2 mumcmt mumc (1) 
x = = ~ mumc + fI 
mt + mu - me - ex 1 - fI 
(4.5.1) 
ce qui donne 
lyl2 = mbmdms 
-(3 + mb + md - ms 
~ mdm s(1 + E2) 
1 
Iyl ~ Jm dm s(l + "2 E2 ) 
Ibl 2 = (me - mu + a)(mt - me - a)(mt + mu - a) 
mu - me + mt - a 
Elmt(mt - Elmt + me)(mt - Elmt - mu) 
mt(1- El) 
El [mt(1- Ed - mu] [mt(l- El) + me] 
(1 - El) 
~ El m~ [ 1 - El + ::] 
De même pour 1, 
1112 = E2m~ [1- E2 + ::] 




Dans l'expression des Pij , il Y a trois dénominateurs différents que l'on nomme 
Dl, D 2 et D 3 : 
l 
Dl = [(lxI2 + m~)(mu _ a)2 + IbI2m~] 2 
l 
D2 = [(lxI2 + m~)(me + a)2 + IbI2m~] 2 
l 
D3 = [(lxI2 + m~)(mt - a)2 + IbI2m~] 2 (4.5.4) 
En substituant les expressions (4.5.1) à (4.5.3) dans les Di , ils deviennent: 
Dl = [(mume(1 + El) + m~) (mu - mt(l - EI))2 
l 
+ Elm~mt(mt(l - Ed + me)] 2 
'" [mu 3 me (1 + EI) + mumem~(l + EI)(l - 2EI) 
- 2m!mem t(1 + El)(l - Ed + m!m;(1- 2El) 
l 
- 2m~mt(1- El) + Elm!m;(1- Ed + Elm!memtJ 2 
[mumem; [1- El + :: - 2El ::JJ ~ 
l 
mtvmume[l- El + ::J 2 
mt vmume[l- ~ + ~ ::] 
[(mume(l + El) + m~) (me + mt(l - El))2 
l. 
+ El mt(mt(1- Ed + me)m~] 2 
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(4 .5.5.a) 
'" [me3mu(1 + El) + mumem;(1 + EJ)(l- 2EJ) + 2m~mumt + m!+ 
l +m~m;(1- 2El) + 2m~mt(1 - EJ) + Elm~m; + Elm~mt] 2 
[ 2 2 [me
mu(1 + El) 1 2me(1 ) m~ 
memt 2 + + -- - El +-2 
mt mt mt 
mu Elme 2mu] ~ 
+ -(1- El) - El + --+-
me mt mt 
[ mu 2me ] ~ 
'" memt 1 + - + -- - El 
me mt 
[ mu me El]] (4.5 .5.b) '" memt 1 + -- + - - -2me mt 2 
D 3 = [(mume(1 + El) + m;) (mt - mt(1- EJ))2 
l 
+ Elm~(mt(l - EJ) + me)] 2 
l 
[( 2) 2 2 4 me) r 
'" mu me(l + Ed + mt mtEl + El mt(l- El + mt 
l 
[24( mu meEl(l+Ed me)f 




'" mt El 1 + mt 
'" m;J€1[l + 2:J (4.5.5.c) 
Ayant calculé les dénominateurs et les éléments x, y, b, f, aet d, on est en 
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mesure d 'exprimer les éléments Pij de Ou et qij de Od au premier ordre en €l 
et €2. Il vient: 
PlI = 
Ixl(mu - a) 
Dl 
J m um e(1 + T) [mu - mt(1- €d] [1- :!. + ~ mu] 




















- P21 - 1--
mu 2 
me mu €1 (1 - - - -)(1 - -) 
2mt 2me 2 
€l me mu (4.5.6.e) '" 1------2 2mt 2me 
-Iblme 
P32 = D 2 J€î" €l me mu me €1 
'" - €1(1--+-)(1----+-) 2 2mt 2me mt 2 
J€î" mu me (4.5.6.1) 
'" - €1(1----) 2me 2mt 
Pl3 = 
Ixl(mt - a) 
D3 
'" 
J m u m e(1 + T )€lmt 
m; J€ï(1 + 2~t ) 
J€l m U m e( €l)( me) 
'" 1+- 1--
mt 2 2mt 
J€l mume [ me €l] ( 4.5.6.g) 
'" 1--+-
mt 2mt 2 
P23 = 














m;J€ï(1- T + 2~t) 
m;J€ï(1 + 2~t) 
€l me me 
'" (1 - - + -)(1 - -) 2 2mt 2mt 
€l ( 4.5.6.i) 
'" 1- -2 
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Nous passons maintenant à la matrice de mélange. 
4.6 Approximation des éléments Vij de la matrice de mélange 
Les Vij sont donnés par l'équation (4.4.25). On vient de calculer les expres-
sions approximées des Pij et qij. En les insérant dans les expressions des Vij, 
on en obtiendra une approximation. 
Commençons par les éléments diagonaux de la matrice de mélange. Ces 
éléments sont: Vud, Ves et Vib. 
V







::: Jmumd (1 _ md _:!. _ mu _:!.) 
me ms 2ms 2 2me 2 
+ eio", (1 _ md _ mu _ €2 _ :!. _ ms _ me) 
2ms 2me 222mb 2mt 
+ ~ ei (o",+ob)(l _ ms _ me) 
2mb 2mt 
::: eio", (1 + ~eiOb) (4.6.2) 
( 4.6.3) 





Donc Vub peut s'écrire en fonction de Vcb comme: 
( 4.6.7) 
En ce qui concerne les éléments non diagonaux inférieurs (Vcd, Ytd et Yts) bien 
qu 'on puisse les obtenir de façon similaire à celle des éléments non diagonaux 
supérieurs, il est plus facile de les obtenir à partir de ces derniers en inter-
changeant les "up" en "down" et €1 en €2. Faisant ainsi, Vcd s'obtient à partir 
de Vus: 
v: ~u ~d i6 cd ~ -- - e '" me ms ( 4.6.8) 
Yts se déduit de Vcb: 
( 4.6.9) 
Et Ytd se déduit de Vub: 
( 4.6.10) 




Vcb - Vcb (4.6.11) 
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Et de l'équation (4.6.10), on déduit l'expression de fuv. 
t. 
Ytd 1 
- "'-Yts - Yts ( 4.6.12) 
En utilisant l'inégalité triangulaire, on trouve les bornes inférieures et supérieures 
des rapports: \~::II et \~~I. De (4.6.11) on a: 
( 4.6.13) 
Et de (4.6.12) on déduit: 
_f---:l m,........,.-u_m--,c~ _ J_m_d 1 < _1 V,_td_1 < 1 
m~ IYtsl2 ms - IYtsl - (4.6.14) 
4.7 Analyse graphique: 
De l'expression générale des Vij et à l'aide de l'inégalité triangulaire, une 
borne inférieure des éléments de mélange peut être calculée [18]. Elle est donnée 
par: 
(4.7.1) 
où Ni et Mj sont respectivement les constantes de normalisation des vecteurs 
propres de Mu et Md, Elles sont données par: 
et Ài et Ij sont respectivement les valeurs propres des matrices Mu et Md. Cette 
borne est très intéressante puisqu'elle est indépendente de oX' Pour l'analyse 
graphique, on va étudier le comportement des limites inférieures des Vij données 
par l'équation (4.7.1), et des expressions exactes des 4 modules indépendants 
choisis auparavant, (4.2.7) à (4.2.10). 
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Les éléments qu ' on a représentés graphiquement sont IVebl et lVubl. Les deux 
autres éléments sont généralement satisfaits et peu sensibles aux paramètres 
a et {3. 
Mentionnons que les graphiques 4.1 à 4.8 sont les graphes des valeurs exactes 
de IVebl et IVubl et non de leurs approximations. 
Les paramètres a et (3 varient dans leurs intervalles permis respectifs donnés 
par (4.3.5). Les intervalles des éléments Vij qu'on a utilisés sont ceux donnés 
par Particle Data Group [12] : 
0.035 ~ IVebl ~ 0.055 
0.001 ~ IVubl ~ 0.005 
0.15 ~ IVusl ~ 0.3 
0.15 ~ lVedl ~ 0.3 
Puisque mfhYs s 'obtient de mt(1 GeV) à l'aide de la relation [7]: 
(4.7.3) 
(4.7.4) 
où as est l'intensité du couplage C.D.Q, on obtient mt(lGeV) ::: 280 GeV. 
Dans les figures 4.1 et 4.2, on représente la borne inférieure de IVebl pour 
différentes valeurs de ch. 
Les solutions pour Ob = f et Ob = 1!', (figures 4.1 (b) et 4.2 (a)), sont incluses 
dans les solutions pour le cas Ob = 0, (4.1 (a)) . Ceci reflète le phénomène de 
découplage de la troisième génération, dans ce cas, a -+ mu - me et {3 -+ 
md - ms, la phase est indéterminée. 
Les valeurs des angles Ox et Ob sont respectivement f et 0 comme on l'a 
démontré dans la formule (4.3.10). Ceci motive l'étude du comportement de 
IVubl et IVebl en fonction de a et (3 pour Ox = f et Ob = 0, ce qui est représenté 
à la figure 4.3. 
Les figures 4.3 (b), représentent la borne inférieure de IVubl pour Ob = 0, 
tandis qu'à la figure 4.3 (c), on représente la valeur exacte de IVubl. Cette 
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figure montre clairement que les paramètres a et f3 sont très petits par rapport 
à mt et mb et justifie davantage le calcul perturbatif des éléments de mélange 
qu 'on a élaboré dans la section 4.6. 
La figure 4.3 (d) représente les contours de 1 Vus 1 = f (a , f3) pour Ox = f 
et Ob = O. Les coupes sont prises aux valeurs 0.16, 0.17, 0.18 , 0.19, 0.2, 0.21 
et 0.22. C'est un graphique à titre d 'illustration car l'élément IVusl est presque 




Figure 4.1. a) Borne inférieure de IVcbl = f( a, f3) pour !Sb = 0 
b) Borne inférieure de IVcbl = f(a,f3) pour !Sb = f 












Figure 4.2. a) Borne inférieure de IVcbl = f(a , f3) pour <Sb = 1T' 
b) Contour de la borne inférieure de IVcb 1 = f( a , f3) pour <Sb = 0 
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Figure 4.3. ' a) Contour de IVcbl = f(Ci,{3) pour Ob = 0 et Ox = f 
b) Contour de la borne inférieure de IVubl = f(Ci,{3) pour Ob = 0 
c) Contour de IVubl = f(Ci,{3) pour Ox = f et Ob = 0 
d) Contour de IVusl = f(Ci,{3) pour Ox = f et Ob = 0 
N.B: dx -+ Ox et db -+ Ob 
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4.8 Discussion: 
À partir du graphe de IVubl en fonction de Q et f3 pour Ox = f et Ob = 0, 
on constate que Q « mt et f3 « mb. Par conséquent Cl et C2 «1. Notre 
perturbation des Vij au premier ordre autour de Cl et C2 est donc bien fondée. 
D l, . d t !Vubl (46 13) 1 t f2 ma m. , t ans expreSSIOn u rappor IV. l' . . , e erme 2 1" 12 n es pas 
e b m b Ye b 
toujours petit et ne peut pas toujours être negligé. Il dépend de l'ordre de 
grandeur de C2 . Dans la littérature, [18], ce terme a été negligé, ce qui n'est pas 
tout à fait exact. Selon la grandeur de C2, ce terme peut être du même ordre 
que &. V me 
Par contre dans le rapport II~d ll, le terme f 1 21V. ji est toujours négligeable c, me t. 
par rapport à I!fii: quelle que soit la valeur que prend le paramètre Cl dans 
son intervalle légitime (0 ::; Cl < 1). Ceci est dû à l'importance du terme m; 
dans le dénominateur. Il est donc justifiable d 'écrire I~:I ~ I!fii:. 
Le couplage de la troisième génération affecte peu celui des deux premières 
générations. Ceci est démontré clairement à partir des expressions de Vub , Vcb 
et Vus' 
Les figures 4.2 (b) et 4.3 (a) , (b) et (c) du chapitre IV nous permettent de 
conclure que Cl ~ C2. En injectant cette relation dans l'expression (4.6.5) de 
Vcb, on obtient la relation suivante: 
(4.8.1 ) 
où l'on a choisi Of = O. Quand Cl = 0, IVcbl = 0 quelle que soit la valeur de Ob 
ce qui exprime le découplage de la troisième génération. 
Un autre résultat très important découle immédiatement du fait que Cl ~ C2. 
Dans ce cas, quand Q = f3 = 0, ce qui correspond à l'ansatz de Fritzsch, 
!!!J:.. = !!!:L et m = ~. Évidement cette valeur ne correspond pas à la valeur 
mt mb t m. 
mesurée de la masse du top (174 ± 10 Gev). Ceci est une autre démonstration 
que le modèle de Fritzsch ne concorde pas avec l'expérience et n'est pas en 
mesure de prédire la bonne valeur de la masse du quark top. 
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1::; ( 4.8.3) 
où, rappelons-le , €l = Q±mç-my et €2 = §+m.-md. Ceci nous permet d 'ét ablir 
me mb 
une majoration de la masse du quark top. Il vient que: 
( 4.8.4) 
De la comparaison de cette inégalité avec celle donnée par le modèle de Fritzsch, 
(3.4.13) , il est clair que la présence des nouveaux paramètres a et f3 dans la 
relation (5.4) fait toute la différence. Ils permettent à l'ansatz de Fritzsch 
modifié d'accommoder la mesure expérimentale de la masse du top qui était le 
handicap fatal du modèle de Fritzsch. 
Représentons graphiquement la relation (5.4) , qui est la borne supérieure de 
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Figure 4.4. a) Borne supérieure de mt pour ct = me 
b) Borne supérieure de mt pour ct = 2me 
c) Borne supérieure de mt pour ct = 3me 
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Dans les graphiques de la figure 5.1 , on a représenté le comportement de la 
borne supérieure de la masse du top (5.4) en fonction de 13 pour différentes 
valeurs de ct . 
1 
Pour ct = me , on a une borne supérieure de mt autour de sa valeur expérimentale 
pour 13 dans l'intervalle [-0.14,-0.13]. 
Vu l'importance de la masse du top, ct peut prendre des valeurs dans un 
intervalle plus large que 13. Pour ct = 2 me et ct = 3 me, on est toujours dans 
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la zone où fI« 1. Même pour ces valeurs de 0:', (3 demeure très petit et son 
intervalle de solution s'élargit très peu. Pour 0:' = 3 me , (3 atteint à peine 
l'intervalle [0,0.01] . Ceci démontre clairement que (3« mb . 
Selon les auteurs de la référence [18], 0:' c::: me, qui, d 'après ce qu 'on vient 
de voir, n 'est pas une mauvaise approximation malgré le fait que 0:' puisse être 
plusieurs fois cette valeur. Par contre en ce qui concerne (3 , il peut être confiné 
à un très petit intervalle de son domaine permis. S. Rajpoot [18] l 'a pris égal 
à 0, ce qui concordre très bien avec nos conclusions , alors que Dongsheng Du 
et Zhi-zhong Xing [18] ont restreint son intervalle à [D ,ms]. On a montré que (3 
est très petit; il est plutôt confiné à sa borne inférieure md - ms. 
CONCLUSION GÉNÉRALE 
L'ansatz de Fritzsch prédit une masse du quark top inférieure à 100 GeV, 
ce qui est en désaccord avec l 'expérience. 
On a montré dans ce mémoire que la version modifiée de l'ansatz de Fritzsch 
peut accommoder la valeur expérimentale de mt (174 ± la GeV). La borne 
supérieure de cette masse est donnée par la relation (5.4). Les nouveaux 
éléments a et (J affectent très peu le mélange des deux premières générations 
qui est bien décrit par l'angle de Cabibbo. 
En utilisant les propriétés des matrices hermitiques et des matrices de masses 
de Fritzsch modifié , nous avons réussi à définir rigoureusement les intervalles 
permis des paramètres a et (J. Un résultat d 'une importance énorme pour les 
calculs qui ont suivi. Ce résultat n 'existait pas auparavant dans la littérature. 
À l'aide de la méthode de projection des saveurs, nous avons exprimé les 
éléments de la matrice de mélange en fonction des invariants des matrices 
de masses. On a aussi mis en évidence, par des méthodes analytiques et 
numériques, la petitesse des paramètres a et (J par rapport respectivement 
à mt et mb ce qui se traduit par la petitesse de €I et €2 par rapport à 1. 
Ce résultat a été crucial pour la justification de la perturbation au premier 
ordre des éléments de la matrice de mélange V KM. 
Nous avons pu reproduire les expressions de quelques élements Vij existant 
dans la littérature et nous avons donné des expressions plus exactes aux autres. 
Dans le cas du rapport \~::I on a mis en évidence le terme dépendent de €2, 
f2~i-6:ml~' qui n'est pas du tout négligeable par rapport à fiii:.. 
m b eb \1 me 
Les approximations qu'on a adoptées tout au long des chapitres III et IV, 
sont justifiées. En fait le nombre de paramètres libres dans la matrice VKM 
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et la complexité des expessions des Vij en termes des masses des quarks et des 
phases des matrices de masses , rendent le recours aux approximations indis-
pensable. Cependant, la comparaison des résultats obtenus avec les données 
expérimentales montre que ces relations sont très satisfaisantes. Il y aurait peu 
à gagner en ayant recours à des résolutions exactes ou au développement aux 
ordres supérieures des Vij au prix d 'une énorme complexité des calculs. 
APPENDICE A 
SYMÉTRIES DISCRÈTES ET THÉORÈME CPT 
A.l Parité P 
L'opérateur de parité P est un opérateur unitaire dans l'espace d 'Hilbert qui 
est responsable de l'inversion spatiale. En agissant sur un champ scalaire ~ (x) 




p-l ~(x)p = 77p~(X') 
77p = ± 1 
(x')1' = (xo, -Xk) 
(x)1' = (xo, Xk) 
p-l~I'(X)p = 77p(~O(X'), -~k(X')) 
- ryp(~") C -1 -1 -J (~"(x')) 
(A.l.l) 
(A.l.2) 
77p décrit la parité intrinsèque du champ. Pour un champ scalaire, si 77p = -1, 
le champ est dit pseudoscalaire, et si 77p = +1, le champ est dit champ scalaire. 
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Pour un champ vectoriel 'li /.l' si TJp = +1, le champ est dit polaire et si Tlp = -1, 
le champ est dit axial. 
Pour un champ de Dirac, 'ljJ(x), la transformation est : 
p-l 'ljJ (X)p =TJp / o'ljJ(x' ) 
p-l 'ljJ t(x)P =TJ; 'ljJt(x' h o 
(A. 1.3 ) 
(A. 1.4) 
p2 transforme (x /.1) en (x /.1), donc p2 doit être soit l'identité, soit une rotation 
de 27r et donc TI; = 1. Cependant , un champ de Dirac, 'ljJ, se transforme comme 
un spineur et la rotation d 'un spineur 'ljJ de 27r donne - 'ljJ . Ceci revient à dire 
que pour ramener 'ljJ à sa posittion initiale, il faut une rotation de 4 7r. Donc 
TJ; = ±1, ce qui donne Tlp( 'ljJ) = ±1; ±i. 
A vec les propriétés ci-haut mentionnées , les transformations des formes 
bilinéaires de Dirac sont résumées dans le tableau suivant: 
T rans orma lOn es camps sous 't' P a syme ne 
(x, t) (-x, t) 
scalaire WIW2 WIW2 
pseudoscalaire Wl/SW2 -Wl/SW2 
vecteur Wl//.IW2 Wl//.IW2 
vecteur axial Wl//.I / SW2 -Wl//.I/SW2 
tenseur Wl (7/.111 W2 Wl (7/.111 W2 
A.2 Conjugaison de charge C 
On peut facilement étudier l'opération de conjugaison de charge en prenant 
l'équation de Dirac et en renversant le signe de la charge électrique. 
Soit 'li c le champ de Dirac ayant la charge opposée du champ W. On a 
(i~ - e1- m)w =0 




Dans le but de trouver la relation entre 'l'avec une charge e et 'l' c avec une 
charge -e, prenons le complexe conjugué et puis le t ransposé de la 1 ère équation. 
On trouve: 
(A.2.3 ) 
Quelle que soit la représentation de l'algèbre de Dirac, il existe une matrice 
C telle que: 
(A.2.4) 
En comparant avec l'équation de 'l' c, on a une correspondance exacte (à une 
phase près) si on fait : 
(A.2.5) 
Dans la représentation de Dirac, C qui satisfait l'équation (A.2.4) est donné 
par: 
C . 2 0 (0 = t1 1 = . 2 
-t<7 
(A.2.6) 
qui satisfait les contraintes suivantes: 
-C = C-1 = CT = ct (A.2.7) 
C nous permet d 'identifier la structure de particule-antiparticule du champ 
de Dirac. En appliquant C au champ de la particule, on obtient le champ de 
l'antiparticule. 
(A.2.8) 
Ceci montre que l'equation de Dirac contient les champs de la particule de 
l'antiparticule avec des charges et des spins renversés. 
La transformation des formes bilinéaires 'l''l' sera: 
c-1 W~(X )C(tO )a,8C-1 'li ,8(X)C 
'li a ( X) ( l a ) a,8 'li 1 ( X ) 
- W1(X)(t0)a,8W a(X) 




Notons que le terme vectoriel du courant, W, Jl 'li est impair sous la transforma-
tion C et que le terme axial du courant est pair. Par conséquence, un terme du 
genre 'li 1 J.L (l ± IS ) 'li <I> Jl brise toujours la symétrie C. 
La transformation de toutes les formes bilinéaires est résumée dans le tableau 
suivant: 
Tableau A.2 
Transformation des champs sous la conjugai-
son de charge C. 
(x, t) 
scalaire WIW2 




vecteur WI IJl W2 -w21Jl Wl 
vecteur axial WI IJlISW2 w21J.LISwl 
tenseur Wl O'JlIl W2 -W20'J.LII Wl 
A.3 Renversement de temps 
L'opération de renversement de temps est représentée par un opérateur an-
tiunitaire T dans l'espace d 'Hilbert. 
Un opérateur antiunitaire est un opérateur vérifiant les relations suivantes: 
TTt = l 




Considérons la transformation d'un champ scalaire <p(x, t) et de son conjugué 
ci>(x, t) sous l'opération de renversement de temps T. 
T- 1 <p(x) T = 77T <p(x') 
T -1 ci> ( x ) T = - 77T ci> ( x' ) 
(A .3.3) 
(A.3.4) 
où (x')!) = (-xo, Xk) et la phase 77T = ± 1. Pour les formes bilinéaires, wfw 
T- 1w(x)w(x)T =T-1wt(xhow(x)T 
=T-1 wt(x )TT-1ïoTT-1 w(x)T 
=wt(X')hOïS( -ïo)hoïS w(x') 
=w(x')w(x') (A.3.5) 
où l'on a utilisé le fait que T-1ïI-'T = -ïl-' à cause du fait que les ïl-' sont tous 
imaginaires dans la représentation de Majorana. 
La transformation de toutes les formes bilinéaires est résumée dans le tableau 
suivant: 
Tableau A.3 
Transformation des champs sous le renverse-
ment de temps T. 
(x, t) (x, -t) 
scalaire W1 W2 W1 W2 
pseudoscalaire W1ïs W2 -W1ïsW2 
vecteur W1ïl-'W2 W1ïl-'W2 
vecteur axial W1ïl-'ïs W2 W1ïl-'ïsW2 
tenseur W1 0'1-'11 W2 -W1 0'1-'" W2 
A.4 Symétrie CP et théorème CPT 
La transformation des champs sous l'opérateur de symétrie CP se déduit 




Transformation des champs sous la symétrie CP. 
(x, t) (-x, t) 
scalaire 'lt 1 'lt 2 'lt 2 'lt 1 
pseudoscalaire 'lt 1/5 'lt 2 -'lt 2,5 'lt 1 
vecteur 'lt 1/ Jl 'lt 2 -'lt2 ,Jl'lt1 
vecteur axial 'lt 1/ Jl,5 'lt 2 -'lt2,Jl,5'lt1 
tenseur 'lt 10' JlII 'lt 2 -'lt 2 O'JlII 'lt 1 
Dans la nature, ces symétries discrètes sont brisées. La parité est maximale-
ment brisée dans l'intéraction électrofaible, et CP est brisée dans la désintégration 
des mésons K. 
Cependant, il y a un théorème remarquable, le théorème CPT, qui dit que 
chaque théorie quantique des champs est invariante sous l'opération combinée 
de CPT, sous des conditions très générales. 
Le théorème dit que l'hamiltonien H est invariant sous CPT: 
( CPT )H(x)( CPT )-1 = H(x') (A.4.1) 
si les conditions suivantes sont satisfaites: 
1- la théorie doit être locale, possédant un lagrangien hermitique et doit être 
invariante sous les transformations propres de Lorentz. 
2- la théorie doit être quantifiée avec des commutateurs, pour les champs de 
spin entier et avec des anticommutateurs pour les champs de spin demi-entier. 




Transformation des champs sous la symétrie CPT. 
(x, t) ( -x,-t) 
c c· 
scalaire W1 W2 'lI"2 W 1 
pseudoscalaire 'li 11 5 'li" 2 'li" 2 15 'li" 1 
vecteur WI l l-' 'li" 2 -'li" 2Î' J.L 'li" 1 
vecteur axial 'li" 11 1-'15 'li 2 -'li" 2/1-'15 'li" 1 
tenseur W10"1-'1I'l1"2 'li" 20" 1-'11 'li" 1 
où c est un nombre complexe. 
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