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ABSTRACT
Studies are described of vacancy clusters, twin boundary 
structures and vacancy migration at twin boundaries. Much of the 
work involves atomistic computer simulation techniques based on a 
short ranged, central, 'non-equilibrium1 pair potential representing 
copper. This potential is matched to the experimental lattice 
parameter, the elastic constants and the vacancy formation and 
intrinsic stacking fault energies.
A geometrical-mathematical method is adopted to study the 
structures of vacancy clusters and their transformations (growth, 
contraction and migration). The implications of collapse of these 
clusters are also studied. The relative values of cluster migration 
energies are estimated from the number of super nearest neighbours 
(atoms which lie at a distance less than the first nearest neighbour, 
from a migrating self interstitial atom).
The structures of some low index twin boundaries e.g. (Ill), (113), 
(112) and (120), are investigated and their low energy configurations 
are established. The (112) and (120) boundaries contain some coalesced 
planes (planes formed from the combination of two neighbouring planes 
parallel to the interface). The (111) and (113) boundaries do not 
reveal this unusual behaviour. The effect is interpreted in terms of 
atomic density of the interface plane.
The simple and important (111) twin boundary is selected to study 
vacancy migration. Three distinct paths are chosen,
(a) in the boundary,
(b) parallel and adjacent to the boundary, 
and
(c) between the boundary and its adjacent plane.
(ii)
For each of these cases the migration process involves the simulation 
of a model in which a self interstitial atom is moved in steps between 
the two sites of a divacancy. At each step the model is allowed to 
relax with the motion of interstitial restricted to a plane normal to 
the axis of the divacancy. In this way it is possible to deduce the 
actual migration path. Reductions of 2-6% are found in the vacancy 
migration energy.
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CHAPTER 1 
INTRODUCTION
1.1. INTRODUCTION.
The pioneering work of Frenkel (1926) and Schottky (1931, 1935) 
laid the foundation of the study of vacancies and interstitials and 
led to the recognition of the key role those defects play in physical 
properties of metals. The point defects created by any of the three 
usual methods, irradiation, heat treatment and mechanical deformation 
introduce distortions in the crystal structure. These point defects 
may cluster to form three-dimensional defects and may also be attracted 
to dislocations and interfaces.
The work contained in this thesis is mainly concerned with vacancy 
cluster transformations, the structure of twin boundaries and the 
interaction of vacancies with these boundaries in Face Centred Cubic 
metals. The migration growth and contraction mechanisms of cluster of 
up to 4 vacancies is treated. However the method adopted can in principle 
be applied to any cluster size.
The fact that in the laboratory, it is not possible to see the 
defects directly, leads us to visualize them through computer aided 
simulation techniques. In the simulation method, the programmer has 
full control of introducing a defect and observing its effect in a 
structure. The geometry of various structures is plotted by a powerful 
plotting arrangement. The plots of atomic positions help in deducing 
the strain field and any change in volume associated with the defect 
introduced.
Some low index twin boundaries are considered and their low energy 
structures are established. One of them, the important (111) twin 
boundary is chosen to investigate vacancy migration. All the computer
calculations for twin boundary structures and vacancy migration are 
obtained at OK by minimizing the potential energy of suitable crystallites 
in real space. Every crystallite is a rectangular block of atoms with 
two regions, (a) the inner region or computational cell, (b) the outer 
region or mantle of crystal. The atoms in the computational cell are 
free to move whereas the atoms in the mantle are either fixed rigidly or 
are subject to periodic boundary conditions. In the latter case the atoms 
in the mantle are coupled with their counterpart atoms in the computational 
cell.
One of the reasons that the theory of elasticity (Eshelby 1956,
Hirth and Lothe 1968) is replaced by the Computer Simulation Method in 
the present calculations is its inability to handle a discrete atomic 
model. Especially for low symmetry problems the theory of elasticity 
suffers from severe inefficiencies. The following section is devoted 
to a brief description of the method of Atomistic Simulation.
1.2. ATOMISTIC SIMULATION DEVELOPMENTS
The atomistic simulation techniques are able to give reliable 
values for the potential energy and the displacement field associated 
with a defect crystal. There are two different ways to achieve this 
objective known as the real and reciprocal space methods.
The reciprocal space method (method of lattice statics) was 
introduced by Kanzaki (1957). He applied it to study the displacement 
field around a vacancy in a single crystal of solid argon. With this 
method, it is not necessary for the potential energy function to be 
defined for all interatomic separations. From just the first and second 
derivatives of the potential at the perfect lattice separations, the 
method assumes the function to be harmonic for the other additional 
displacements. So the method is limited, to small displacements and
therefore can be applied for simple point defect studies only.
Contrary to the reciprocal space method, the real space approach 
(Tewordt 1958, Gibson et al 1960) does not suffer any severe limitation 
on its potential energy function. The energy of a model crystal is 
minimized with respect to the atomic positions and the atoms, at each 
iteration, are displaced in a way so as; to reduce the potential energy 
of the whole model to a minimum. Calculations are performed at OK and 
the interactions are carried out through a pairwise potential function. 
This potential function is chosen to produce a lattice which is stable 
and retains the correct structure after small homogeneous deformations.
In order to simulate a real and infinite crystal, necessary 
boundary conditions (rigid or periodic) are introduced. For N atoms in 
a computational cell, there are 3N component equations of motion to be 
solved.
1.3. BRIEF REVIEW OF PREVIOUS WORK.
The geometry of vacancy clusters has already been examined by 
Doyama (1965) and Crocker (1975, 1978). These clusters are classified 
according to the increasing bond length. This sort of classification 
may lead to misunderstanding because there are often more than one 
distinct vacancy clusters with similar inter-vacancy bonds (in Face 
Centred Cubic structure, this difficulty arises for clusters with greater 
than 3 vacancies).
The number of crystallographically equivalent variants of a cluster 
is an important parameter and it must be determined correctly. Due to 
lack of an elegant method for the determination of this parameter, many 
errors have been found in an earlier paper by A.R. Allnatt and 
E.L. Allnatt (1974). The technique of proper sketching of these clusters 
may give error free results (Crocker 1978). Even then these calculations
cannot be considered to be absolutely correct.
The history of the simulation of metals begins, at least from the 
most influential model proposed by Huntingdon (1953). This was based on 
free electron model for Copper.using a semi-empirical, repulsive Born- 
Mayer force for ion-ion interaction. This model was actually used by 
Tewordt in 1958 for hand calculations. At that stage the model was 
relaxed to equilibrium by solving a set of algebric equations with assumed 
atomic displacements.
The Tewordt model was extended to include the Morse potential 
interaction (Bennemann and Tewordt, 1960) and the cases of the single 
vacancy and the octahedral interstitial were studied. Then a Computer 
model with 1000 atoms was developed by Gibson et al (1960) to study the 
radiation damage in copper at low and moderate energies. This earlier 
work of Gibson was repeated with a repulsive Born-Mayer potential 
ranging up to the second neighbours. Vacancies in a-iron, Molybdenum 
and Vanadium were investigated by Kenny et al (1973) and vacancies and 
interstitials in Aluminium and some FCC noble metals were studied by 
Miller and Heald (1975, 1976).
The studies of grain boundaries have been investigated keenly for 
a few years. The computer simulation techniques help to determine 
the validity of purely geometric structures of these interfaces. Weins 
(1972) has summarized many results for the structure and energy of some 
high angle grain boundaries. Basically an exact coincident boundary is 
created to start with, and then one of its grains is translated (along 
the axes contained in the interface so called in plane translations) to 
obtain a low energy structure. These results (Weins 1972) for symmetric 
tilt boundaries and twist boundaries showed that the original boundary 
coincidence is often destroyed when the structures are allowed to relax.
The same results are also found for structure and energy of other grain
boundaries ( Hassori and Goux 1971, Hasson et al 1972).
Recent work on symmetric tilt boundaries in Aluminium with <001^  and 
<110) tilt axes is described in Papers by Smith, Vitek and Pond (1977) 
and by Vitek and Pond (1977). Their results show that the boundaries 
are not broad and in-plane translations are important to obtain a low 
energy structure.
CHAPTER 2 
THE COMPUTER SIMULATION TECHNIQUES
2.1. -INTRODUCTION
The general formulation of the problem of determining the real 
atomistic structure of various defects in crystals has not changed 
greatly since the early work of Gibson et al (1960), although various 
numerical procedures are becoming more and more sophisticated. A 
discrete lattice model of a crystal with any desired defect can be 
simulated and the energy and atomic structure is monitored along with 
all of its details.
The present simulation procedure has its own advantages over its 
parallel experimental techniques. In experimental methods various 
parameters cannot easily be changed whereas in a computer model the 
programmer has full control for introduction and variation of necessary 
parameters. A single vacancy can be created at any lattice site and can 
be made to move in any direction, Moreover any interstitial can be 
fixed at any location if required. These aforesaid facilities are not 
available in the laboratory.
All the atomistic calculations have the same general principle 
with the following four standard steps (Ingle, K.W.; 1977),
(a) Construction of the perfect model,
(b) Specification of a suitable interatomic potential,
(c) Introduction of the defect understudy,
(d) A process to minimize the potential energy of the model.
To start with, a perfect model crystal is built mathematically 
with the correct lattice structure of the material. The orientation 
and size of the crystal model are of much importance and are specified 
according to the type of the defect to be studied. A critical size of
the crystal is chosen such that its potential energy no longer depends 
upon its infinitesimal variation.
Conventionally the resulting crystallite is divided into two 
regions, I and II. The region I, the so called computational cell 
contains atoms which are free to move and region II acts as an outer 
mantle with atoms which may or may not be allowed to move. The purpose 
of this outer mantle is to simulate an infinite crystal and to ensure 
that every atom in the computational cell has a complete set of 
neighbours lying within the range of the interatomic potential. The 
next step is to introduce the required defect. For point defects the 
subroutine DEFECT is in the programme but for any line defect or planar 
defect a suitable subroutine can be fitted easily. A list of neighbours 
of each atom in the defective computational cell is developed and then 
the model is allowed to relax. Since the energy minimization procedure 
determines the overall computer processing time, its choice needs 
careful attention. As the equilibrium configuration corresponds to 
atoms at rest, the calculations are at 0°K.
2.2 DEVIL PACKAGE
The DEVIL (Defect Evaluation in Lattices) Package is a computer 
programme for crystal simulation studies initially developed at 
A.E.R.E., HARWELL. It was written by M. J. Norgett in 1972 with a set 
of FORTRAN subroutines. Extra subroutines for various defects (e.g. Twins, 
Twists, Boundaries) can be fitted, All the work in this thesis is 
carried out on this package because of its reliability. Its power to 
create the computational cell as well as the mantle ensures that the 
model is infinite. Boundaries of the model may be kept fixed or cyclic.
2.3 CRYSTAL MODELS- AND-THEIR CHARACTERISTICS
The model crystallite generated by DEVIL is in the form of a
rectangular block of atoms with suitable mutually perpendicular axes.
The structure under study is specified by the three primitive translation 
vectors and a basis. The parameters to define the size, shape and 
orientation of the crystallite are also defined in another step as data.
The perfect lattice model so created has two distinct regions, namely 
the computational cell and the outer mantle. All the atoms in the 
former region are free to move but any of these atoms can be made 
fixed or their motion can be confined to any desired direction. The 
atoms in the mantle are kept fixed and they provide the complete set 
of neighbours for the atoms in the computational cell. Periodic 
boundaries conditions can be applied for extended defects (dislocations, 
twins). The size of the computational cell is generated with the condition 
that the defects in the repeated cells should not see each other.
The choice of suitable crystallite axes is even much more essential 
to trace the path of a migrating atom. In the present work a special 
technique was developed to find out the actual path of the migrating 
atom for vacancy migration in a (III) Twin boundary. A divacancy with 
one interstitial parallel to one of the axes was simulated. The inter­
stitial was allowed to move in the plane normal to its direction of 
migration by reducing the force component along the di.vacancy to zero. This 
method prevents the interstitial from falling into one of the two 
vacancies during simulation (Figure 2.1)
2.4 ENERGY^MINIMIZATION
The outstanding superiority of DEVIL over the other simulation 
programmes is due to its method of energy minimization. The method of 
conjugate gradients which is used was developed by Fletcher and Reeves 
(1964) from the techniques originally presented by Hestenes and Stiefel 
(1952.). This method is refined and formulated in subroutine RELAX of 
DEVIL by Norgett et al (1972); Weins (1972) and Perrin (1974). It
VF i g u r e  2.1 . The l i n e a r  ar rangement :  o f  an atom (as an 
i n t e r s t i t i a l )  moving between a d i v a c a n c y .
T h i s  m i g r a t i n g  atom 1 can be r e s t r i c t e d  t o  
move i n  Y-Z p l ane  by r e d u c i n g  t he  x - componen t  
o f  f o r c e  (1 t o  zero (( lx=0 ) .
provides fast convergence and reduces the processing time. It is
3
claimed that the minimization of * 10 variables can be completed within 
only 50 iterations.
For a computational cell of n atoms the potential energy E(£) 
is a 3n-dimensional function. For each atom the calculated value 
of the gradient vector G has elements
G. = 3 E (2.1)
ax.i
If is the atomic configuration at any kth iteration then the next 
configuration maX given by
.h+i = h  * \ Dk <2-2i
being the step length in the search direction D^ . To ensure quadratic 
termination these directions are taken such that they are mutually 
conjugate with the matrix M of the second derivatives of E, i.e.
dT M D. = o for i ± j (2.3)
This conjugacy condition can be achieved if successive search
directions are linearly related to the previous ones (Fletcher and 
Reeves, 1964) and if IK the initial direction has the steepest descent
as
Dk = ~ 5 c + ^  -  Sk-i <2-4>
C i  5k-i
Tis chosen such that 2^ = o.
2.5 PAIR POTENTIAL
All the computer simulation results presented in the following 
chapters (Chapters 4 and 5) are based on the use of copper potential 1 
devised by Doneghan (1976). It consists of 9 cubic splines given by
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with VCr) =. Vi(r), i\ <_ r £ ri+1'
The interatomic separations r^  are the knots at which the 
adjacent polynomials are joined, A^_. being the spline coefficients.
This potential correctly reproduces the elastic constants
1^1* ^12 anc* ^44 o^r c0PPer anc* t*16 results for vacancy formation 
energy and vacancy formation volume determined with this potential are 
consistent with the results of other workers (Bulloughi and Hardy, 1968; 
Miller and Heald, 1975). The potential, its slope and second derivative • 
are all set to zero at the limit of its range (Figure2-2 ) near the 
third neighbour distance. The spline coefficients and knots of the 
potential are given in Table 2.1.
2.6 TWINNING BY ATOMIC SHUFPLING
When a crystal is such that its adjacent parts are regularly 
arranged, one part being the mirror image of the other, the two parts 
are said to be twin related. The mirror plane is called the composition 
plane or simply the twin boundary. Twins are a common feature in annealed 
face centred cubic metals which have a low stacking fault energy 
(annealing twins), but they are not restricted to these metals,
A simple example of twinning which can be produced in a variety of 
ways is provided by FGC metals, The lowest energy twin in these metals 
in on the (III) boundary for which the nearest neighbour relations are 
preserved. An error in the stacking of (III) planes occurs such that 
the stacking sequence ABCABC is turned into ABCBAC.
Twinning can be induced by plastic deformation (deformation 
twinning) with a displacement of (112) applied to successively higher 
CHI) layers. The aforesaid method for twin creation cannot be applied
in DEVIL where all the neighbours of an atom within a certain search 
region are labelled and stored. By deformation the neighbours are shifted 
far away and the atoms cannot see their neighbours causing serious 
problems in programming. To avoid this the twins are created by atomic 
shuffling (Crocker (1959); Crocker and Bilby (1965)). Atoms in one half 
of the crystal are displaced parallel to the composition plane through the 
same positive or negative displacements. For the simple case of (III) Twin 
the displacement is  ^(112). The three-fold stacking sequence of (III) 
planes in a single crystal is
3210123 .
CABCABC
If 0 is taken to be the composition plane then all the atoms in C 
planes are kept fixed whereas the atoms in A planes and B planes are 
displaced by ± (112) to get the stacking sequence
3210123
CABCBAC
To create twins with higher index composition planes (e.g. (112) or (113) 
the procedure of atomic shuffling is more complicated,
CHAPTER 3
THE STRUCTURE AND TRANSFORMATIONS OF VACANCY CLUSTERS 
3.1 INTRODUCTION
Experimental evidence reveals that almost all crystals contain 
defects, including point, line and planar defects. In this chapter 
point defects are the main concern. In pure crystals two types of point 
defects are possible, namely a vacant lattice site or vacancy, and an 
interstitial atom. When vacancies are nested together, they form close- 
packed or non close-packed vacancy clusters. As these defects have a 
significant role and their presence in crystals can change most of their 
characteristics (e.g. plasticity, strength, conductivity) it is of much 
importance to study vacancy clusters and their transformations. All the 
results presented in this chapter will be for FCC structure.
The geomentry of small vacancy clusters has already been studied by 
many workers (A.G. Crocker (1975), M. Doyama (1965)) and this work is an 
extension to examine their inter related transformations.
A cluster, in general, may grow or contract to become another cluster 
by means of a single vacancy jump. In a real sense both growth and 
contraction processes involve migration of a single vacancy. This 
vacancy can jump to an atomic lattice site at its nearest neighbour 
distance, thus allowing that atomAinto its place.
There are certain definite numbers of ways in which a cluster can 
grow or contract and these are related to the number of crystallographically 
equivalent variants of parent and product clusters. Clusters of up to 
four vacancies are studied here and the results are presented in matrix 
form, which provides a powerful check on the enumeration of various 
clusters transformations. The number of distinct uncollapsed configurations 
Cn for clusters with n vacancies is 1,1,4 and 20 for n=l-4 respectively.
Crocker’s classification of these clusters based on their increasing bond
V / 1 V—V 1 \__ /  2 \  /  3 V _/  4
On
16 17 18 19
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» (/)» Oh On
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Figure3.1 Crystallographically distinct close-packed clusters of 2, 
3 and 4 vacancies in the fee structure projected on to 
the (111) plane. 1
3. OrO, O. Of
10 11
15
12
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13 14
Figure3.2 Crystallographically distinct; non-close-packed clusters
l
; of 2 and 3 vacancies, in the fee structure projected on
to the (111) plane.
length is shown in figure 3.1.
Each particular configuration i<Cn of n vacancies has V?<48
crystallographically equivalent variants. For n=l and 2 the vector
V?(i=l,2...,Cn) reduces to the scalar quantities V?=l and V?=6; but 
for n=3 and 4
V? = (8 12 24 6) (3.1)
and
4 1 2. 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Vi = (2 12 12 3 48 24 48 12 12 24 48 48 24 8 24 24 24 24 48 6)
(3.2)
A similar classification for non close-packed clusters of 2 and 3 
vacancies is given in figure 3.2).
3.2. MIGRATION OF CLUSTERS
The migration of close-packed clusters is assumed to involve the
migration of a single vacancy which results in a new close-packed product
cluster. The more general dissociation of clusters is examined in a
separate section (3.5). The square (CnxCn) migration matrix then
defines the number of ways in which a cluster of n vacancies can migrate
from configuration i to configuration j. For the degenerate case of the
1 2
single vacancy and divacancy =12 and M^.=8. The migration matrix 
3M^ for trivacaney clusters is given in table 3.1.
This square matrix shows for example that a trivacancy of type 1 can
migrate to different variants of the same type in 3 ways and it cannot
become type 4. Cluster 3 is the most flexible and can change to all
types whereas cluster 4 can only become type 3. Some of the transformations
can be carried out along different paths to migrate a cluster into itself.
For example trivacancy type 3 can transform into its different
crystallographically equivalent variants by either the middle vacancy or
3one of the end vacancies jumping. The matrix . is not symmetric but
m3: = 
13
3 6 6 0
4 4 4 .0
2 2 3 2
0 0 8 0
Table 3.1. (4x4) migration matrix for trivacancies
m:.= 10 
ij
11
12
13
14
15
16
17
18
19
20
Table 3.2
1 2 3 4 5 6 7
0 0 0 0 24 0 0
0 4 2 2 4 4 0
0 2 0 0 8 0 4
0 8 0 0 0 0 0
1 1 2 0 3 1 1
0 2 0 0 2 0 4
0 0 1 0  1 2  3 
0 0 0 0 4 0 4
0 0 0 0 4 0 0
0 0 0 0 4 2 2
0 1 1 1 2  2 0 
0 0 0 0 2 0 1
0 0 0 0 0 0 2
0 0 0 0 0 0 6
0 0 2 0 0 0 2
0 0 0 0 2 0 0
0 0 0 0 0 2 0
0 0 0 0 0 0 2
0 0 0 0 0 0 1
0 0 0 0 0 0 0
(20x20) migration
8 9 10 11
0 0 0 0
0 0 0 4
0 0 0 4
0 0 0 16
1 1 2  2
0 0 2 4
1 0 1 0
0 2 4 0
2 0 0 0
2 0 0 0
0 0 0 2
0 2 1 1  
1 0  0 2 
0 0 6 0
0 0 0 2
0 0 0 0
0 0 0 2
0 0 0 0
0 0 0 0
0 0 0 0
matrix M.
12 13 14 15 16 17 18 19 20
0 0 0 0 0 0 0 0 0
0 0 0 0  0 0 0 0  0 
0 0 0 4 0 0 0 0 0
0 0 0 0 0 0 0 0 0
1 0 0 0 1 0 0 0 0
0 0 0 0 0 2 0 0 0
1 1 1 1  0 0 1 1 0  
0 2 0 0 0 0 0 0 0
8 0 0 0 0 0 0 0 0
2 0 2 0  0 0 0 0  0 
1 1 0 1 0 1 0 0 0  
1 2 0 0 2 0 1 0  0 
4 0 0 0 0 0 0 2 0
0 0 0 0 0 0 0 0 0
0 0 0 0 2 0 0 2 0
4 0  0 2 0 0 0 2 0
0 0 0 0 0 2 2 2 0
2 0 0 0 0 2  0 4  0
0 1 0 1 1 1 2  1 1
0 0 0 0 0 0  0 8 0  
for tetravacancies
This important relation can be used to check the enumeration procedure.
The repeated subscripts do not.imply summation.
4
A(20 x 20) migration matrix ML ^ for tetravacancies is given in 
table 3.2. These twenty clusters may be transformed into themselves 
along various routes and the shortest routes are more important. For 
example the transformation of tetravacancy type 20 to type 1 may follow 
more than one route, but the shortest routes are 20, 19, 7* 5, 1 and 
20, 19, 16, 5, 1 i.e. 4 jumps in all. The most flexible clusters are 
5 and 7, each of which may migrate to become one of 12 different 
clusters. The matrix records 288 variants of several migration paths 
many of which can occur by means of various crystallographically distinct 
jumps. These twenty clusters may be reduced in number because some of 
them can collapse to identical configurations, discussed in a separate 
section (3.7).
3.3. SUPER NEAREST NEIGHBOURS AND THEIR IMPORTANCE
A vacancy migrates to the lattice site of one of its nearest 
neighbour atoms when this atom jumps into the vacancy. This means the 
migration of the vacancy is controlled by the atom moving in the opposite 
direction. If a graph of crystal energy versus the migrating atomic 
position between two vacancies is drawn, the maximum energy occurs at 
a saddle point. At this critical point the migrating atom has to squeeze 
past some of its normal nearest neighbour atoms which are now even 
closer than the nearest neighbour distance. These atoms may be called 
super-nearest neighbours. In the case of FCC crystals a single vacancy 
migration process involves four super-nearest neighbours at the corners 
of a rectangle, whereas in BCC crystals the same process involves two 
triangles of super-nearest neighbours situated symmetrically on both sides
1.49,1 1.45,11.00,2
1.00,2
1.43,11.40,1
1.00,2
1.41,1
1.42,1
Table 3.3. Relative migration energies and numbers of missing
super-nearest neighbours for migration of trivacancy 
clusters.
Super  n e a r e s t  n e i gh b o u r  r e c t a n g l e  ABC I) i n  FCC 
s t r u c t u r e  i n v o l v i n g  a s i n g l e  vacancy  m i g r a t i o n .  
Ihe vacancy i s  here  r e p r e s e n t e d  by t he  e q u i v a l e n t  
c o n f i g u r a t i o n  o f  a di  vacancy Y,  V and an i n t e r ­
s t i t i a l  1 .
f i g u r e  5.-1. Super  n e a r es t  n e i gh b o u r  t r i a n g l e s  ‘ Ahe and VA"B"C"
i n  BCC s t r u c t u r e  i n v o h j n g  a s i n g l e  •. acancy  m i g r a t i o n  
The vacancy  i •' he re  r e p r e s e n t e d  by t he  e q u i v a l e n t  
c o n f i g u r a t i o n  o f  a d i v a c a n c y  V, V and i n t e r s t i t i a l  1.
of the centre of two vacancies giving rise to two maxima in the energy 
curve. The geometry of both types of super-nearest neighbours in shown in 
figures 3.3 and 3.4,
The absence of any one of these super-nearest neighbours may cause 
an appreciable reduction in energy. Relative migration energies for 
cluster transformations may thus be estimated on the basis of the number 
of super-nearest neighbours, without considering unrelaxed configurations. 
For example a Lennard-Jones Potential (Kittel 1971) extending up to 
second nearest neighbours was used to calculate the migration energies 
for trivacancies in an FCC crystal. The results are presented in table 3.3 
in units normalized to the energy of the migration of trivacancy 1 into 
itself. Two of the diagonal boxes contain two values of migration energy 
because the e are two distinct ways of migration. It is interesting to 
note that the minimum migration energy of the first three trivacancy 
clusters into their own variants is the same because of their equal 
number of missing super-nearest neighbours, 2 in each case.
One can say why the migration energies for migration of trivacancies 
2 to 3 and 3 to 2 are not equal even if in both the cases the missing 
super-nearest neighbours are the same. This is due to the fact that 
initial structures for both the cases have different atomic relations.
Blank boxes refer to impossible migration.
3.4. GROWTH OF CLUSTERS
A cluster of vacancies can grow to another cluster with more 
vacancies by attracting vacancies available in its surroundings. This 
is equivalent to an atom from a nearest neighbour site of a cluster being 
taken to the surface of the crystal. Again the number of ways in which 
a cluster of n vacancies with configuration i can grow to become a 
cluster of n+1 vacancies with configuration j can be illustrated by a
growth matrix G]?jn+  ^ . For the degenerate case of the single and
divacancy
12G . ; =12 •
• iJ
g2>3 =(4 4 8 2) (3.5)
3 4For clusters with 3 vacancies the (4x20) growth matrix G.J is
given in table 3.4„ It is clear from this table that the trivacancy
cluster of type 1 can grow in 22 different ways to become tetravacancy
clusters of type 1,2,3,5,6 and 7. The most flexible case is for the
growth of trivacancy 3 which can become 13 different tetravacancy
3 4configurations in 24 ways. This matrix G.J contains 33 crystallographica 
distinct growth patterns and there are in all 93 variants of these. The 
case of growth of tetravacancy clusters is not included here due to its 
complexity but the same procedure can be followed for this and also tru? 
bigger clusters.
3.5 CONTRACTION OF CLUSTERS
Contrary to the growth mechanism, contraction is the process in which 
a close-packed cluster loses one or more vacancies (one at a time) to 
become another close-packed but smaller cluster. The (C11xCn+'*') contraction 
matrix C^jn+* then defines all possible numbers of ways in which a 
cluster j with n+1 vacancies can contract to become a cluster of 
configuration i with n vacancies. For the simple cases of the single 
vacancy and the divacancy = 1 an<3 = 2 respectively. For
trivacancy clusters the contraction matrix is
c f 3 =(3 2 2 2) (3.6)
3 4The (4x20) contraction matrix C.! of table 3.5 is for tetravacancies.
It is notable that the growth and contraction matrices are related 
through the number of variants of parent and product clusters by the 
relationship
IT?’.4 =
13
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
1 3 3 0  6 3 6  0 0 0  0 0  0 0 0 0  0 0  0 0
0 2 0 1 4 0 0 2 2 2 4 4 2 0 0 0 0 0 0 0
0 0 1 0 2 2 2  0 0 2 2 2 0 1  2 2 2 2 2 0  
0 0 0 0 0 0 8 2 0 0 0 0 4 0 0 0 0 0 8 2
3 4Table 3,4. (4x20) growth matrix for uncollapsed trivacancy clusters
C?!4 =
11
1 2 3 .4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
4 2 2 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 2 0 4 1 0 0 2 2 1 1 1 1 0 0 0 0 0 0 0
0 0 2 0 1 2 1 0 0 2 1 1 0 3 2 2 2 2 1 0
0 0 0 0 0 0 1 1 0 1 0 0 1 0 0 0 0 0 1 2
3 4Table 3.5. (4x20) contraction matrix C.! for uncollapsed tetravacancies
Like(3.3) the above relationship can also be used to check the number 
of variants of various clusters„
3.(3. DISSOCIATED CLUSTERS.
In sections 3.2 to 3.5 all the transformations are based on the 
assumption of removal of an atom or a vacancy from their sites to 
infinity leaving behind a new close-packed cluster. In practice all these 
processes occur by the jump of a vacancy to the site of a nearest 
neighbour atom. This vacancy jump may then result in a close-packed n 
vacancy cluster (a) migrating (b) contracting to become an n-1 vacancy 
cluster with an associated vacancy, or (c) changing to an- even less 
closely packed n-2 vacancy cluster with two associated vacancies. These 
clusters may be called dissociated clusters. During growth through a 
single vacancy jump dissociated clusters may become close-packed ones.
For clusters of n vacancies the transformations may give rise to
*nC configurations which in general are not close-packed so that
C n>Cn. For n=2 and n=3 C n=4 and 17 respectively (figure 3.2). The 
*nvectors , giving the number of crystallographically equivalent variants 
for n=2 and n=3 are
i 
and
V*2 = (6 3 12 6) (3.7)
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
V:5 =(8 12 24 6 24 24 24 48 48 24 48 24 48 12 12 24 8) (3.8)
* n ■ * n nThe square(C xC ) transformation matrix T„ defines the
number of ways in which a cluster of n vacancies with configuration 
*n
i<C (not close-packed in general) can transform to become a similar
* n  n  * ncluster with configuration j<C . The submatrix T_(i,J<C ) is
identical with'M?. . The remainder of the first Cn columns TV.(Cn<i<C n)ij -
corresponds to growth of close-packed clusters and its transpose will be
* s 
G. . =
13
5 6 7 8 9 10 11 12 13 14 15 16 17
12 0 1 1 0  0 , 0  0 0 0 0 0 0 
2 1 2 0 1 0 0 1 0 0 2 1 0
4 2 2 2 1 2 1 0 1 0 0 2 3
,0 1 0 1 0 0 1 0 0 1 1 0 0
Table 5.6. Growth matrix for 17 dissociated trivacancy clusters 
to become close-packed trivacancies.
6 0 3 6 0 0 0 0 0 0 0 0 0
4 2 4  0 4 0 0 2 0 0  2 2 0
4 2 2 4 2 2 2 0 2 0 0 2 1
0 4 0 8 0 0 8 0 0 2 2  0 0
Table 3.7. Contraction matrix for close-packed trivacancy clusters 
to become 17 dissociated clusters of 3 vacancies.
n n' n * nT.. (i<C -C <J<C ) corresponds to contraction of close-packed
*n *nclusters and will be represented by C... The matrices G.. and13 13
C.1? are far more complex than■ G?.^ *n and C?.^,n / which simply 
13 1 13 13
record the number of sites at which growth and contraction occur
rather than the different mechanisms involved. So for n=2
2 3 4 2 3 4
G. . = (8 4 2) and C.T = (4 8 2).
13 13
Thus the close-packed divacancy can be obtained by the growth 
of non close-packed divacancies of types 2, 3 and 4 in 8, 4 and 2 ways 
respectively. On the contrary the same can be obtained by the 
dissociation of the close-packed divacancy in 4, 8 and 2 ways. For 
trivacancy clusters the growth and contraction matrices are given 
in tables 3.6 and 3.7. Similar to (3.6) these two matrices are related
3.7. IMPLICATIONS OF CLUSTER COLLAPSE
So far all the observations are taken for uncollapsed vacancy
clusters. It is rather interesting that if these clusters are allowed
to collapse some of them become entirely different in their final
geometry, and their characteristics regarding transformation are also
changed (Figure 3.5). For trivacancy type 1 its collapsed configuration
is a tetrhedron of vacancies with an interstitial in its centre
(M. Doneghan, 1976). This trivacancy cannot transform into itself 
3at all i.e. When this collapsed cluster undergoes migration
this process is not only controlled by an atom moving towards one of the 
vacancies but also by the enclosed interstitial moving at the same time.
It is notable that all clusters with triangles of vacancies can 
collapse if these vacancies have.at least one of their nearest neighbour
by
i (3.9)
Trivacancy type 1 with V^=2
Tetravacancv 2* with \' =(>* O *
[collapsed form of tetravacanci.es 
2, 3 and 5J r\
Tetravacancy type 4 with V^=5
Tetravacancy 6* with V *=24
[collapsed form of tetravacancies 
6 and 7]
11*821219. .2.' rL* Collapsed vacancy clusters
f In hard sphere model this structure may collapse a little more 
due to its 8 triangles each having one atom capable of collapse. 
This col.lapse is resisted by d i - I ntcrsti t i.a 1 .
atoms in common. Similarly a cluster with a square of vacancies 
is capable of collapse to give a cage forming an octahedron of six 
vacancies with two interstitials positioned symmetrically about its 
centre. The stability of this cluster is established on the fact that 
the distance between the enclosed interstitials is very close to the 
nearest neighbour distance.
Some of the tetravacancy clusters collapse to exactly identical 
configurations thus reducing the number of tetravacancies. Clusters 
2, 3 and 5 collapse to give an identical cluster 2* whereas clusters 
6 and 7 give rise to collapsed cluster 6* (Figure 3.5). So the number of, 
tetravacancies is reduced to 17, As the transformations of all the 
clusters are based on the number of their variants, they must change 
if the number of variants is changed, In collapsed form some of the 
clusters have different numbers of variants V1? and therefore thel
enumeration of transformation mechanisms must be reconsidered for them.
3For trivacancy type 1 the new number of variants = 2 and
4 4similarly for tetravacancy clusters 2* and 6* ~ 6 and = 24.
Also
3 4 3 4
G^: = 0 and = 12
3 3The first row in migration matrix (Table 3.1) becomes = (0 24 24 0)
for trivacancies.
For tetravacancies
3 4 3 4= 0 and C^: = 1.
4The case of the modification of is rather more complicated. The
4new results are given m  Table 3.8 for (i<6*). The square matrix
4
Mij(i,J>7) is as given in Table 3.2. The remaining part of 
4 •
(i^ 6*;J<6*) can be deduced by applying relationship (3,3),
• 1 2* 4 6* 8 9 10 11 12 13 14 15 16 17 18 19
1
2 *
4
6*
0 12 0 0 0 0 0 0 0 0 0 0 0 0 0 0
4 8 2 8 8 8 16 32 16 0 0 8 8 0 0 0
0 8 0 0 0 0 0 16 0 0 0 0 0 0 0 0
0 2 0 2  2 0 2 4 2 2  2 2 2 2 2 2
_  4
Table 3.8. Migration matrix M^j(i<6*) due to collapsed
tetravacancy clusters.
3.8. DISCUSSION
So far only small vacancy clusters have been treated for their 
transformation studies, but bigger and more complicated clusters can 
equally be examined in the same general way. It is clear that.all the 
transformations are related by the crystallographically equivalent 
variants of parent and product clusters,. So the knowledge of the 
correct number of variants of these clusters is the first necessity.
For small clusters the number of variants can easily be determined but 
for large clusters it is much more difficult. Without an adequate 
method for checking these variants, one cannot confirm their number. 
Fortunately the techniques.developed in the present work provide a useful' 
check for these variants. The number of variants of a product big 
cluster can be determined with the help of the enumeration of growth 
and contraction mechanisms with the known number of variants for a small 
parent cluster. For example the variants of the divacancy can be 
determined from the known variant 1 for the single vacancy. To obtain 
a divacancy from an existing single vacancy, a second vacancy can be 
created at any one of the 12 nearest neighbour positions. Once a 
divacancy is formed, there are 2 positions from which a vacancy can be 
removed to give a single vacancy. Applying relationship (3.3)
1 x 12 = V2 x 2 
1
So the number of variants of a divacancy in FCC crystals is 6.
To obtain the number of variants for larger clusters, the aforesaid 
procedure can successfully be adopted. The migration mechanism can be 
used for further confirmation of calculated variants. Many errors have 
been discovered in the published results of earlier workers (A.R. Allnatt 
and E.Loftus (1974) and A.G. Crocker (.1975)) who did not make use of 
checks of this kind.
CHAPTER 4 
TWIN BOUNDARIES IN F.C.C. METALS
4.1. INTRODUCTION
Crystalline solids are usually found in the form of polycrystals 
i.e. aggregates of differently orientated single crystals, called grains. 
Even so-called single crystals often contain regions called sub-grains 
with slightly different orientations.
As the physical properties of metals are sensitive to the grain 
boundaries, it is necessary to establish their structures before going 
ahead to study their significant influence. The simplest type of grain 
boundary to visualize is the symmetrical tilt boundary for which the two 
grains on either side are related symmetrically by a rotation about an 
axis lying in the boundary itself. For particular axes and angles of 
rotation the interfaces are relatively close packed and may be described 
as twin boundaries. In this chapter four interfaces of this type, the 
(111), (113), (112), and (120) twin boundaries in FCC metals, will be 
considered. The selection of the aforesaid twin boundaries is based on 
the fact that they are simple (due to their low indices) and commonly 
occurring.
For years the high symmetry of a twin boundary structure was 
believed to be important, but the present work has revealed that it may 
not be so significant. In the case of the (112) twin boundary (Section 4.4) 
the low energy structure has almost no symmetry at all (figure 4.9). This 
result cannot however be generalized because the (113) and (120) twin 
boundaries prefer their high symmetry to exist (figures 4.3, 4.5, 4.13 
and 4.16).
The work contained in this chapter includes the computed structures 
of the aforesaid low index twin boundaries with the use of a good-fit 
copper potential (Sections 4.2 - 4.5). As (unlike energies yS) the 
structures of grain boundaries are probably insensitive to the type of
potentials used, they are believed to have similar structures in other 
FCC metals as well.
A series of translations to one of the grains of every bi crystal is 
applied along one or both of the axes contained in the respective boundaries. 
Every characteristic of the resulting low-energy boundary structures 
observed by the author can be explained using sound structural models.
Some of the twinned structures have coalescence planes and this extra­
ordinary behaviouy is discussed in Section 4.6. The relative values of the 
senergies y for all the four boundaries are given in Table 4.1 for comparison. 
Table 4.1 also contains previous available results for these boundaries in 
Aluminium.
All the twin boundaries are simulated with no real change in 
volume and the effective changes in their volumes are deduced from the plots 
of displacements of planes parallel to these boundaries, a technique 
previously described by Britowe and Crocker (1979). Some inconsistencies 
between results of the present project and those of previous work on 
boundaries in Aluminium '(R.C. Pond and V. Vitek, 1977; D.A, Smith,
V. Vitek and R.C. Pond, 1977) are discussed in detail in the discussion 
section 4.6. All the twin boundary structures given in various figures 
are copied from the original computer plots. Two different symbols 
(o and x) correspond to the atoms in the adjacent planes parallel to the 
plane of paper.
4.2. (Ill) TWIN BOUNDARY
4.2.1. THE SIMULATION PROCEDURE.
The crystallite developed for the (111) twin boundary was a 
rectangular block of atoms having faces (112), (111) and (110). The 
inner region with atoms free to move (computational cell) had 6 (112) 
planes, 49 (111) planes and 2(110) planes. The (111) faces were kept 
fixed while the other faces were under periodic boundary conditions
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i.e. no volume change was allowed.
The (111) twin boundary was generated by the shuffling of 
atoms. The boundary so generated is in the centre of the model 
(figure 4.1). The nearest neighbour atomic relations of the boundary 
atoms are conserved and this gives rise to a low boundary energy y.
The energetically important relations in the boundary are for the 
atoms in the planes adjacent to the boundary and no other atom in one 
grain sees any atom in the second grain. So this is the.simplest twin 
boundary in the FCC-structure.
4.2.2.. RESULTS AND INTERPRETATIONS
When a conventional (111) twin boundary was simulated with the 
copper potential, its mirror relations were fully retained without any 
significant atomic displacements i.e. the relaxed and unrelaxed 
structures have effectively the same projections on to (110) planes
-2(figure 4.1)o This fully relaxed (111) twin boundary has y  ^22mJm 
and no other lower energy (111) twinned structure can be found for any 
translation of one of the two grains. Due to the simplicity of this 
twin boundary one can study this structure for vacancy migration on it. 
Again there are only a few distinct paths along which the vacancy 
migration can be observed in this type of structure, whereas in some 
structures e.gc (112) twin boundary (Section 4.4), the boundary has 
spread out and definite paths to observe the vacancy migration are 
impossible to decide.
4.3. (113) TWIN BOUNDARY
4.3.1. THE SIMULATION PROCEDURE.
To simulate a (113) twin boundary, the model crystallite 
constructed was a rectangular block of atoms with faces (332), (113) 
and (110) respectively. The computational cell consisted of 22 (332)
planes, 49 (113) planes and 2 (110) planes. The (113) faces were 
kept fixed while the other faces were simulated under periodic 
boundary conditions.
Again the atomic shuffling method was used to create the (113) 
twin boundary at the centre of the model (figure 4.2). A separate 
sub-routine was added to translate one half of the crystal to find the 
low boundary energy (y) structure.
4.3.2. RESULTS AND INTERPRETATIONS.
Like the (111) boundary (113) is another low energy twin. Its 
boundary energy y is expected to be less than that for (112) (Section 4.4) 
and (120) twin boundaries as the separation of (113) planes (- 0.3015a) 
is larger than the same for (112) and (120) boundaries (0.2041a and 
0.2236a). These separations are important when calculating the atomic 
relations of atoms around the twin boundaries. In the conventional 
(113) twin boundary the nearest atoms are at a distance of =0.6030a 
So in relaxing this structure, these atoms should try to move apart
and a suitable translation can be introduced for this purpose.
Structures with translations aCllOla were investigated for their 
energies y. There were three values of a considered to be of particular 
interest i.e. a = 0, a = 0.125 and a = 0.25. In other words one of the 
two grains was translated along XllOl through full and one half of the 
interplanar spacing of (110) planes. The structure with a =0.25 was 
found to be a strained version of the structure with a = 0 and only two 
cases a = 0 and a = 0.125 were therefore significant.
The (113) twin structure simulated with a = 0, relaxed to a mirror
related structure again (figure 4.3). None of the pairs of neighbouring 
(113) planes moved oppositely and coalescence was not observed like (112) 
and (120) twins (Sections 4.4. - 4.5). A plot of the displacements of 
(113) planes (Figure 4.4) shows that most of the crystal has linear
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behaviour although up to 5 planes on both sides of the boundary it 
is not quite so. The linear part of the plot can be extrapolated 
back to meet the displacement axis and the sum of intercepts for 
both grains gives the change in volume of 0.0590a corresponding to 
0.0178C1133a.
For a = 0.125 (figure 4.5), the structure has a value of y at 
least 12% less than the former structure. Again none of the pairs of 
consecutive (113) planes has any tendency of coalescence. A similar 
term for change in volume determined from the plot of figure 4.6 is
- 0.0123C113) a = 0.0408a. The values of yS for the former and later
- 2 - 2  
structure are526 an^A65 mJm respectively.
4.4. (112) TWIN BOUNDARY.
4.4.1. THE SIMULATION PROCEDURE
The crystallite used to construct a (112) twin boundary structure 
was a rectangular block of atoms with the faces (111), (112) and (110) . 
The computational cell contained 3 (111) planes, 50 (112) planes and 
2(110) planes, and included 50 atoms. The mantle contained 1644 atoms. 
The(112) faces were kept under rigid boundary conditions whereas the 
other four faces were simulated with periodic boundary requirements.
The usual atomic shuffling method was used to turn this single crystal 
into a twinned (112) structure (figure 4.7).
4.4.2. RESULTS AND INTERPRETATIONS.
The structure of the conventional (112) twin boundary in figure 
4.7 has the twinned atoms in the planes adjacent to the composition 
plane at a separation of 0.4082a i.e. at about 58% of the first nearest 
neighbour distance in single crystal. So one can expect a high energy 
for this boundary. The model exploded when the above structure was 
simulated. These two planes adjacent to the twin boundary were therefore
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Figure 4.7. An unrelaxed conventional (112) twin structure 
projected on (110) plane.
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original and displaced interfaces.
slightly moved apart to make their separation - 0.6a. This second
structure relaxed satisfactorily but with some unexpected features.
Some neighbouring (112) planes moved toward each other and
effectively coalesced to result in a single plane. There was also
an obvious relative translation of the grains at the composition
plane, an indication of the existence of a shear strain imposed by the
fixed (112) boundarieso
To reduce this shear strain to its minimum value a series of
translations {a[110]a+A[llJ]a} was introduced. The choice of the
ranges of a and $ was made in such a way that equivalent structures
were avoided. So the least possible translations were imposed with
0<a<V^ and 0<3<^/^. A preliminary study of the structure suggested
that the lowest value of energy y would be for a = /^. and 3 = V*4 6
because these translations result in a simple isosceles arrangement
of atoms at the boundary (Isosceles Twin). The unrelaxed structure'
for these particular translations had a lower energy than the other
unrelaxed structures but it did not give the lowest energy for its
relaxed form. This was because of the fact that the atom at the obtuse
angle of the isosceles triangle opposes the movement of -3 plane and
coalescence is partly obstructed. This means that the coalescence is
the most significant feature for energy minimization. The critical
values of a and 3 for the lowest energy structure were found to be
0.25 and 0.1623 corresponding to translations of 0.3536a and C.2812a
_2
respectively (figures 4.8 - 4.9) resulting in y =840 mJm ,
The unusual structure of this (112) twin boundary in copper, in 
particular the coalescence planes, is neither observed so far for the 
structures of (111) and (113) twin boundaries (Sections 4.2 - 4.3) nor 
is it deduced from the previous work on these boundaries in Aluminium 
(D.A. Smith, V. Vitek and R.C. Pond 1977; V. Vitek and R.C. Pond 1977).
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Figure 4e9. A relaxed low energy (112) twin boundary, after 
the structure of figure 4.8. Structure contains 
four (112) coalescence planes, 3 in the lower 
grain and 1 in the upper grain. The boundary 
is very distorted in this structure.
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Thus its geometry needs careful interpretation. To find out the 
actual number of the coalescence planes the interplanar spacing of 
these (112) planes versus plane number are plotted in figure 4.10.
From this plot it is clear that relaxed boundary is broad, asymmetric 
and displaced towards the negative (i.e. lower) grain. Exact coalescence 
of adjacent planes would of course correspond to a point in this 
diagram at zero interplanar spacing. In practice two points labelled 
A and B define spacings of < 30% of the normal interplanar distance 
in a single crystal whereas two others (C and D) have < 62% separations 
between their component planes. The centre of the relaxed boundary is 
located at approximately plane -3 whereas the interface in the unrelaxed' 
structure was at -1/2. As the interface of the unrelaxed-translated 
structure was not a mirror plane, it could not be expected to relax to 
give a symmetric structure., For example one should not expect equal 
numbers of coalescence planes in the two component grains of the original 
bi crystal to arise.
When the normal displacements of (112) planes were plotted against 
the plane number a complicated plot was obtained so that it was impossible 
to deduce a value for the volume increase associated with the boundary. 
However close inspection revealed that the points could be divided into 
three distinct curves corresponding to atomic sites in the three (111) 
planes of the computational cell, It was therefore decided to average the 
displacements of groups of three adjacent (112) planes and the resulting 
plot shown in figure 4.11 gave satisfactory linear curves on each side 
of the boundary. When these curves were extrapolated to the relaxed 
boundary at plane -3 a volume increase of 0.030a is deduced.
4.5. (120) TWIN BOUNDARY.
4.5.1. THE SIMULATION PROCEDURE.
The model crystal used to create a (120) twin boundary was a 
rectangular block of atoms with (210), (120) and (001) faces. The
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Figure 4.12. An unrelaxed conventional (120) twin structure 
projected on to (001) plane.
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Figure 4.13. Relaxed (120) twin structure projected on
(001) plane (for a=0). There are two partial 
coalesced planes, one on each side of the 
interface.
computational cell contained 98 atoms and had 10 (210) planes, 49 (120) 
planes and 2 (001) planes. The faces (2l0) and (001) were kept under 
periodic boundary requirements whereas the other two faces were 
simulated with rigid boundary conditions. The mantle of this model included 
2554 atoms, so there were 2652 atoms in all. Again the atomic shuffling 
method was used to create this (120) twin boundary (figure 4.12).
4.5.2. RESULTS AND INTERPRETATIONS
A preliminary study of figure 4.12 reveals that the unrelated 
structure should have a high value of y because the twinned atoms in the 
planes adjacent to the twin boundary are at a separation of 0.4472a. To ' 
establish a low energy structure a series of translations a(210Ua were 
introduced. Translations along (0011 were not favoured, the structure 
relaxing to strained mirror related configurations. The range of a was 
chosen to be 0<a<0.1 which covers all geometric possibilities.Within 
this range (0<a<0ol) relaxation resulted in a strained coalescence 
plane as a new twin boundary.
For the extreme values of a, i.e.a=0 and a=0,l, the structures 
relaxed to distinct but exact twin related forms. The former structure 
had a coalescence plane on each side of the original boundary whereas 
the latter form of structure contained an unstrained coalescence plane 
as its new boundary.
Figure 4.13 shows a relaxed (120) twin structure for ct=0. It is 
clear that one pair of planes adjacent to the boundary on each side tends 
to coalesce. The component planes of each coalescence pair are at a 
separation -56% of their normal interplanar spacing (figure 4.14). It 
is clear that the mirror symmetry of the structure about the original 
unshifted twin boundary is not destroyed.
The normal displacements of (120) planes versus plane number are 
plotted in figure 4.15. This figure shows that the model beyond 7(120)
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planes on either side of the boundary behaves like a single crystal 
and these linear portions of the plot, when extrapolated back to meet 
the displacement axis (through the location of boundary), give an 
expansion of 0.064a.
For all the translations with 0<a<0.1, a strained coalescence twin 
boundary was observed mid-way between (120) planes 1 and 2 (Twin boundary 
taken as plane 0). To eliminate the shear strain to its minimum value, 
the upper grain was translated through one interplanar spacing of (210) 
planes corresponding to a=0.1 (figure 4.16). The relaxed form of the 
structure, shown in figure 4.17, clearly reveals a new interface 
resulting from the coalescence of two planes. So this structure confirms 
the fact that mirror symmetry of the structure is inevitable. To perfect
the symmetric behaviour of the structure about this coalescence twin
boundary, the boundary was kept at the centre of the model.
The plot of figure 4.18 shows the exact coalescence of the
neighbouring (120) planes around the new twin boundary as well as it 
reveals the symmetry of the structure. To deduce the effective expansion 
of the crystal for a=0.1, a plot of the displacements of (120) planes 
versus plane number is given in figure 4.19. The expansion * 0.032a is 
calculated by extrapolating the linear portions back to meet the 
displacement axis. By chance the value for crystal expansion for latter
structure is exactly half of the former one. The energies for a=0 and
-2 -2 
cfO.1 are 1303mJm and 1179mJm respectively.
4.6. DISCUSSION
The results obtained for the twin boundaries of Sections 4.2-4.5 
are summarized in Tables 4.1-4.2. Table 4.1 includes the results for 
conventional-unrelaxed boundaries whereas Table 4.2 contains results 
for their fully relaxed forms. The results for conventional unrelaxed twin 
boundary structures are arranged according to the increasing values of y,
and this classification is correlated with the decreasing values of the 
interplanar spacings d for the planes parallel to these interfaces*
The parameter d plays an important role in estimating the value 
of y for an unrelaxed conventional twin boundary structure and.it may 
also help, more or less, to predict the relaxed form of boundary 
structures. From the fact that the twinning process brings the twinned 
atoms, in the planes adjacent to the boundary, at a separation of 2 d, 
one can expect higher values of y associated with the smaller values of d. 
In the case of the (111) twin boundary these twinned atoms are at a 
separation of 1,1546a and as the potential function includes only up to 
third neighbours, so the atoms in one of the two grains can see only to 
the atoms in the plane adjacent to the twin boundary in the other grain 
and this poor interaction results in lower y. If we take the worst case 
of the (112) twin boundary for which 2d = 0.4082a (less than the first 
nearest neighbour distance of 0,7071a), the atoms in the above two 
planes are actually overlapping and must therefore suffer displacements.
In this case the atomic interaction is not only confined to the planes 
adjacent to the interface but it spreads up to three planes on each side 
of it. This results in a high energy of y for the (112) twin boundary as 
compared with the other three boundaries. When the conventional twin 
boundary structures (except the (112) twin boundary which explodes) are 
allowed to relax 12-78% reductions in the values of y are obtained. By 
introducing suitable translations to help in minimizing the shear strain, 
the range of reduction in y can be as high as 91%. The most significant 
reduction in the boundary energy is obtained for (112) and the least is 
associated with the (111) twin boundary (Table 4.2). A close comparison 
of the structures for (111) and (113) twin boundaries with those for (112) 
and (120) reveals that the latter two cases have coalescence planes whereas 
the former two do not exhibit any tendency to coalesce. One can easily 
realize that the reduction in y is directly associated with the degree
of coalescence i.e. an exact coalescence helps more to reduce the 
energy of the boundary than that of a partial coalescence (two structures 
for the (120) twin boundary can be chosen for this comparison). Also, 
the greater the number of coalescence planes the smaller will be the 
value of y. That is why the relaxed form of the (112) twin boundary with 
four coalescence planes (figure 4.9) has 91% reduction in its energy 
while the (120) twin boundary with 1-2 coalescence planes can reduce its 
energy by only about 77%. It is thus clear that coalescence is the most 
significant factor in obtaining a low energy boundary.
Results on the structures of grain boundaries with <t)01> and <110^  
tilt axes in Aluminium are given in two separate papers, first by 
D.A. Smith, V. Vitek and R.C. Pond (1977) and second by V. Vitek and 
R.C. Pond (1977). The remarkable feature of the existence of coalescence 
planes in the structures of (112) and (120) twin boundaries in the 
present work does not arise in the corresponding structures included 
in their papers. Also the spread of the twin boundaries over a number of 
planes here, is openly contradicted there. Very surprisingly the value of 
y for the (111) twin boundary in Aluminium was found to be larger than 
that for the (120) twin boundary, without any satisfactory explanation. 
These outstanding inconsistencies in the previous and present work demand 
some solid arguments from both sides.
As far as the present work is concerned the (111) and (113) twin
boundary structures do not exhibit any tendenc to form coalescence planes
whereas the (112) and (120) boundary structures have quite obvious
coalescence planes. So it is necessary to trace out the basis of the
coalescence of some of the planes. The parameter controlling the coalesce
of planes must be a characteristic of these planes. When two neighbouring
planes come completely together, the number of atoms in the coalescence
plane is twice the number in any one of its components i.e. the atomic 
2density (atoms/a ) is doubled. So it is profitable to consider the number
TABLE 4. . . - 2Energies y m  units of mJm of low index
conventional unrelaxed twin boundaries (hkl) in 
models representing copper. The interplanar 
spacing d of planes parallel to the composition 
plane is measured in units of the lattice 
parameter.
(hkl) Y d
(111) 25 0.5773
(113) 684 0.3015
(120) 5444 0.2236
(112) 9699 - 0.2041
-2FIGURE 4.2. The energies y m  units of mJm and expansions
AV of relaxed low index twin boundaries (hkl) in 
models representing copper (present work) and 
aluminium. The in-plane translations Tx, Tz 
(parallel to tilt axis) and expansions are measured in 
units of lattice parameter a.
(hkl) COPPER ALUMINIUM
Tx Tz Y AV Tx Tz Y AV
(111) 0 0 22 0 0 0 55 0
* fo 0 526 0.059
(113) 0 0 49 0.049
1° 0.1768 465 0.041
(112) 0.2812 0.3536 840 0.030 0.2820 0.3536 50 0.11
TO 0 1303 0.064
(120) J1 0.1120 0.5000 208 0.16
[0.2236 0 1179 0.032
* Results for Aluminium are based on an unpublished work by R.C. Pond 
D.A. Smith and V. Vitek
of atoms which a unit area of any plane can accommodate.
In the face centred cubic structure the most closely-packed
- 1/2 2 planes (111) contain 4 x 3  = 2.3094 atoms/a . It is clear that
only those planes with atomic density less than (or at the most equal
to) one half of this maximum allowed value of 2.3094 atoms/a can
possibly coalesce. Sometimes in-plane translations provide an
environmental situation (as in the case; of the (120) twin second
structure) which helps exact coalescence.
7
The atomic densityAof >. planes (hkl) is related to their interplanar 
separations d through the relationship 
n/d = p
Here p is the volume atomic density which for Face Centred Cubic structure 
is 4. So the closely-spaced planes have low atomic density and all the 
planes with interplanar spacings d < i/3 can coalesce. It is 
interesting to note that on one hand the composition planes with small 
values of d result in high energy and on the other hand they have more 
tendency to coalesce which helps to produce a significant reduction in 
their energies.
The results obtained for the twin boundary structures in sections
4.2 - 4.5 have been successfully explained on the basis of atomic 
structure arguments which prove the validity of the copper potential.
On the other hand the previous work on these twin boundaries in Aluminium 
which give a higher value of y for the (111) twin boundary than for (113) 
and (120) boundaries, suggest that either the potential used or the method 
of relaxation adopted is questionable.
CHAPTER 5
VACANCY MIGRATION AT TWIN BOUNDARIES IN COPPER
5.1. INTRODUCTION
As the presence of point defects is a common feature of metals,
the variation of their concentrations and their mobility is important.
At high temperatures vacancies are present at higher concentrations
(- 10-4 at the melting points) and they are also mobile. Even at
low temperatures vacancies can be introduced by atomic displacements
from their perfect lattice sites. For this purpose the methods used
are deformation, irradiation and quenching. By irradiation the atoms are
knocked out of their sites and the created vacancies are equal to the
interstitials generated.
The flow of vacancies is sensitive to the internal or external
Stress (Ingle 1977). Much work had been done both in the theoretical and
experimental fields to study the properties of vacancies and their
clusters in various metals. In spite of the similarity in most of the
results the techniques applied have their own limitations. In
experimental studies the difficulties arise due to the unavailability of
pure specimens. Also one cannot guarantee that the specimen thinning
process does not cause the rearrangement of surface atoms. Although
computer simulation techniques give all the structural details, the
computer system limitations do not allow one to generate a big enough
model to simulate a real crystal. The choice of suitable potential is
another serious problem.
Computer simulations of vacancy migration in FCC single crystals
have been carried out by many workers (Johnson and Brown ( 1 9 6 2 )  > Doyama
and Cotterill (1967)- Johnson and Wilson (1972)) and recently M. Doneghan
M(1976) has calculated the vacancy migration energy E using a copper 
potential. Similar calculations in unstressed BCC crystals have been
done by Johnson (1964), Wynblatt (1968) and Neumann et al (1972).
K. W. Ingle (1977) has studied the influence of stress on the properties 
of vacancies using iron, molybdenum and tungsten potentials.
The work contained in this chapter is the comparison of vacancy 
migration near a (111) twin boundary in Cu with its migration in a 
single Cu crystal. Three distinct migration processes are taken into account 
and these are discussed in three sub-sections 5.2.1 - 5.2.3. These are 
the cases with the vacancy migrating in the twin boundary, parallel to the 
twin boundary and into the twin boundary. The case of,vacancy migration 
in the twin boundary is particularly interesting. The vacancy migration 
energy for this is  ^6% less than the vacancy migration in a single
M
crystal. For the other two cases the Ev values are 2-5% less.
5.2 VACANCY MIGRATION AT A (1111 TWIN BOUNDARY.
The simplest twin boundary in FCC crystals is that of (111) type 
because of its low energy. This low energy is due to the fact that the 
twinning process leaves all the nearest neighbour relations of atoms 
preserved so that no long range stresses are associated with the 
composition plane. The introduction of a vacancy at such a grain 
boundary does not involve any abnormal distortion of the crystal as 
happens at some other boundaries e.g. (112) twin boundary in FCC.
There can be three distinct directions at a (111) twin boundary for
a vacancy to migrate i.e. (a) in the twin boundary, (b) into or away 
from the twin boundary, and (c) parallel to the twin boundary (figure 5.1). 
Types (a) and (c) each have equivalent forward and reverse directions for 
a vacancy to migrate. Case (b) has different energies for migrating a 
vacancy to and from the boundary.
To study these three vacancy migration cases the same model crystal
was used. The rectangular block of crystal was created with (112), (111) 
and (I10) faces and with 42, 26 and 32 planes of atoms respectively.
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A (111) twin structure projected on (110) plane with 
three distinct paths a, b and c for a vacancy to 
migrate.
It therefore consisted 5824 atoms. The computational cell consisted of
24 (112), 20 (111) and 22 (110) planes and thus contained 1760 atoms.
Rigid boundary conditions were imposed on the (111) faces of this cell
whereas the rest were kept under periodic boundary conditions. This
means that no volume change was allowed. The atomic shuffling technique
was used to alter the stacking sequence to generate the conventional (111)
-2twins. This twin boundary energy V  is approximately 22mJm
Although the contribution to the potential energy resulting from 
the change in volume during migration is significant, it can be neglected 
on the assumption that the process is so rapid that changes in volume do 
not reach the surface (Friedel J. 1970).
5.2.1 MIGRATION OF A VACANCY IN A (111) TWIN BOUNDARY (0-0).
The (111) twin related crystal was simulated with a divacancy 
parallel to (110) together with an interstitial at various positions 
between the vacancies. During the relaxation procedure the CllO) 
component of the force on the interstitial was reduced to zero to let 
it move parallel to the (110) plane. These techniques were specially 
adopted to find the actual path of the migrating interstitial. Although 
the path is not a straight line, it passes through a point very close to 
the divacancy centre where it reaches the maximum of the potential energy 
barrier (figure 5.2)
5.2.1a RESULTS AND INTERPRETATIONS
The vacancy migration energy in a (111) twin boundary calculated 
with the copper potential is 0.850 eV whereas the corresponding result 
for a single crystal is 0.895 eV. Thus the former migration energy is 
- 6% less, a significant reduction.
The trajectory of the migrating interstitial is symmetrical about the
Figure 5
E.E
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'Schematic path of a migrating atom between two 
vacant sites in the (111) twin composition plane. 
L and M a re.0.0943a and 0.0489a respectively, 
where a is the lattice parameter.
centre of the divacancy. By looking at figure 5.2. one can easily 
see that the presence of a rectangle of atoms is the source of non-linearity 
of this path. In moving an interstitial from lattice site B to lattice 
site A, it has to squeeze through two equivalent rectangles of atoms 
FF^ G^ .G and EE^F^F and a quadrilateral of atoms CFDF . The rectangle 
FF^G"G forces the interstitial to move towards its centre rather than 
going directly towards the vacancy at A. In the meantime the interstitial 
has to face the atom at C which repels it. So the interstitial follows 
a curved path. Compromising with the situation the interstitial now 
squeezes through the quadrilateral of super-nearest atoms CFDF^ and 
finally it passes through the second rectangle EE^ F^ F. So the energy 
curve is expected to contain a central peak with two symmetrical local 
maxima corresponding to the two rectangles of atoms.
The aforesaid rectangles and quadrilateral are important in the inter­
pretation of results. If the interstitial is placed at the centre of 
one of the two rectangles, the rectangle atoms are at the distance of 
0.6373 a from it whereas the atom C is at 0.5391 a. Thus the interstitial 
cannot approach to the centre of the rectangle. As the centre of divacancy 
is equidistant from the quadrilateral atoms the interstitial is bound to 
pass near it. The quadrilateral atoms are super nearest neighbours of 
the interstitial and are at a distance of 0.6124a from it. Thus the energy 
with the interstitial at the mid point of the divacancy is higher than 
the other two local maxima associated with the two equivalent rectangles.
Figure 5.3. is the projection of the (111) twinned structure on to 
a (111) plane. All the atoms have labels n,N where n is the number of 
the (111) plane (composition plane taken as o) and N is set according to 
the atom-interstitial distance. Thus atom 2,3 is in plane +2 and is 3rd 
in increasing atom-interstitial distance. In this particular vacancy 
migration there are two mirror planes, the composition plane and the (110) 
plane through the centre of divacancy. All the mirror related atoms have
Figure 5.3
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Projection of a (111) twinned structure on to (111) 
planes with a complex of two vacancies V,V and an 
interstitial I inside. Atoms are labelled as n,N 
where n is the (111) plane number (composition plane 
taken as a 0 plane) and N corresponds to the number of 
the atom in the classification based on the distance 
from I.
TABLE 5.1. The displacement field around a defect consisting of a 
divacancy, with an interstitial at its mid point, in a 
(111) FCC (Cu) twin boundary. All the measurements are 
in units of a, the lattice parameter. An orthogonal 
co-ordinate system is taken with axes x/ given by [112], 
flllj and f.TlO] and origin at the interstitial. The
lattice sites are at a(n^/12, (n3-l)/2/4) with
vacancies at ±a(0, Q.,/2/2)
Atomic
labels
Perfect lattice 
sites with origin 
at centre of 
divacancy
Displacements of 
atoms around divacancy 
interstitial
, Distance between 
interstitial and 
displaced atoms
n,N nl n2 n3 lya U2/a U3/a D
*0,1 3 0 0 0.0079 0.0 0.0 0.6693
*0,2 3 0 0 -0,0576 0.0 0.0 0.6695
0,3 3 0 2 -0.0080 0.0 -0.0180 0.9494
0,4 3 0 2 0.0247 0.0 -0.0225 0.8711
0,5 0 0 3 0.0004 0.0 -0.0191 1.0427
*1,1 1 1 0 0.0198 0.0205 0.0 0.6571
1,2 2 1 1 0.0077 0.0096 -0.0081 0.7519
1,3 1 1 2 -0.0058 0.0193 -0.0212 0.9182
1,4 4 1 1 0.0102 -0.0078 0.0004 1.1110
2,1 1 2 0 0.0016 0.0039 0.0 1.1688
2,2 2 2 1 0.0036 -0.0057 0.0025 1.2983
2,3 i 2 2 0.0024 •0.0039 -0.0032 1,3577
2,4 4 2 1 0.0036 0.0007 -0.0002 1.4284
2,5 2 2 3 -0.0018 0.0040 -0.0051 !..i 1.6265
* super-nearest neighbours.
the same labels as well as identical displacements. So even the final 
relaxed structure is fully twin related. The displacement field around 
the divacancy-interstitial is represented in table 5.1. This table is 
related to figure 5.3.
5.2.2 MIGRATION OF A VACANCY PARALLEL TO A (111) TWIN-BOUNDARY fl-1) .
The crystallite generated for the (1-1) vacancy migration is the 
same as that described in section 5.2.1. The divacancy-interstitial is in 
the +1 plane along £1103 such that the centre of the divacancy lies in the
(110) plane through the origin (figure 5.4). Due to the equivalent atomic 
positions of the two vacancies, the energy curve is again symmetric about 
its mid-point.
The nearest neighbours of the vacancies are at single crystal
(matrix or twin) positions and the interstitial has to squeeze through
a super nearest neighbour rectangle identical to the case of a single
Mcrystal. The vacancy migration energy E^ is therefore expected to be 
comparable to the vacancy migration energy in a single crystal (0.90eV). 
After the comprehensive description in sections 5.2 and 5.2.1 of all the 
necessary aspects, this section does not need any additional explanation.
5.2.2a RESULTS AND INTERPRETATIONS
As the divancy-interstitial does not in this case lie in the 
composition plane the (HO) plane through the centre of the divacancy 
is the only mirror plane of the twin structure. This time the crystallite 
was simulated with vacancies at [/6/12, 1//3, ± /2/4]a and an interstitial 
at various positions between them. The energy maximum was found when the 
interstitial was placed at the mid point of the divacancy.
The calculated vacancy migration energy is 0.884eV i.e.-2% less 
than for a single crystal. Table 5.2, related to figure 5.4, gives the 
details of the displacement field around the divacancy-interstitial complex
Figure 5.4
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TABLE 5.2. The displacement field around a divacancy-interstitial 
complex in the plane +1 parallel to a (111) FCC twin 
boundary. All the measurements are in units of a. The 
vacancies are at (/6/12, 1//3, ± /2/4)a and the interstitial 
at their mid-point. This table is related to figure 5.4.
Atomic
labels
Lattice sites 
with origin at 
the centre of 
divacancy
Displacements of 
atoms around divacancy 
interstitial
Distance between 
interstitial and 
displaced atoms
nl n2 n3 i y a u2/ a i y a D
* 0 ,1 1 1 0 -0.0271 -0.0279 0.0 0.6480
0,2 2 1 1 -0.0143 0.0196 -0.0083 0.7652
0,3 I I 2 0.0026 0.0148 -0.0190 0.9114
0,4 4 I 1 -0,0142 -0.0093 0.0022 1.0774
*1,1 3 0 0 -0.0338 -0.0111 0.0 0.6463
*1,2 3 0 0 0.0342 0.0192 0.0 0.6469
i—* la 0 0 3 . 0.0018 0,0045 -0.0267 1.0339
1,4 3 0 2 0.0145 0.0015 -0.0212 0.9098
1,5 3 0 2 0.0140 0.0065 -0.0215 0.9100
*2,1 1 1 0 0.0258 0.0288 0.0 0.6483
2,2 2 1 1 0.0146 -0.0165 -0.0091 0.7669
2,3 1 1 2 -0.0018 -0.0106 -0.0211 0.9125
2,4 4 1 1 0.0141 0.0137 0.0030 1.0799
* super-nearest neighbours.
when the interstitial is at the maximum of the energy barrier.
5.2.3 MIGRATION OF A VACANCY INTO A (111) TWIN-BOUNDARY. (1?0)
For the case of the migration of a vacancy between plane 1 and 0 the 
situation is intermediate between those of sections 5.2.1 and 5.2.2. Due 
to the different atomic relations for vacancies in planes 0 and 1 the 
vacancy migration processes have different energies for movement of the 
interstitial to and from the composition plane. Again, as shown in 
figure 5.5, the migrating interstitial has to squeeze through a single 
rectangle ABCD of super-nearest neighbours.
As the divacancy is not parallel to any of the crystal axes, it was 
difficult to decide which of the force components should be reduced to 
zero to stop it from falling into one of the vacancies. Therefore all 
three force components on the interstitial were replaced to provide an 
equal and opposite force on it along the axis of the divacancy.
5.2.3a RESULTS AND INTERPRETATIONS
The crystallite with the interstitial at various positions on the 
divacancy line was simulated and at each stage the force on the interstitial 
along the divacancy axis was reduced to zero. So the interstitial was 
allowed to move in planes normal to the divacancy axis. The potential 
energy of the crystal with the interstitial at the vacancy plane 0 is 
less than the case when it is at the site of the vacancy in plane 1. This 
shows that the vacancy does not like to sit in the composition plane and 
that the migration is easier for a vacancy moving from the twin boundary 
rather than into it from plane 1,
The peak of the energy curve is determined with the interstitial at 
the mid point of the divacancy because of its presence in the plane of 
super-nearest neighbour atoms. The two migration energies are found to be
Figure 5.5. Rectangle ABCD of super-nearest neighbours 
for vacancy migration of (0<-> 1) type. Two 
symbols correspond to the atoms in two 
consecutive (111.) planes,
TABLE 5.3. Displacement field of atoms around a divacancy-
interstitial complex. The vacancies are at [0,0,0] and 
1/6/12, 1//3, -/2/4] a in planes 0 and 1 of a (HI) twin 
boundary, while the interstitial is at the mid-point.
.....
Plane
Index
Perfect lattice 
sites of atoms
Displacements
atoms
of Separation 
between inter­
stitial and 
displaced atoms
n nl n2 n3 Uj/a U2/a U3/a D
I 1 3 0.0044 -0.0135 -0.0054 1.2553
1 I -0.0035 0.0353 0.0072 0.8536
1 1 -0.0031 0.0114 -0.0083 1.0063
2 I 2 -0.0009 -0.0099 -0.0060 1.1472
2 1 0 0.0093 0.0115 -0.0010 1.0061
2 1 2 0.0001 0.0009 0.0 1.3379
4 . 7 2 0.0038 -0.0133 -0.0059 1.2557
4 0 0.0069 -0.0095 -0.0021 1.1479
0 6 0 0 0.0101 0.0031 0.0 1.3588
3 0 3 -0,0017 -0.0018 -0.0028 1.1761
3 0 I 0.0272 0.0025 0.0045 0.7640
3 0 1 0,0196 0.0102 0.0106 0.9112
0 0 4 0.0028 -0.0037 . -0.0109 1.2840
*0 0 2 0.0024 -0.0189 -0.0325 0.6491
0 0 2 -0.0009 0.0104 -0.0231 0.9105
3 0 3 0.0069 -0.0094 -0.1090 1.0756
*3 0 I 0.0276 -0.0185 -0.0184 0.6495
3 0 1 -0.0173 0.0027 -0.0217 0.7639
3 0 3 -0.0052 0.0033 -0.0095 1.3581
6 0 2 . 0.0093 -0.0035 -0.0075 1.2869
6 0 0 0.0041 -0.0014 0.0 1.1770
1 5 . 1 1 0.0 0.0038 0.0027 1.1730
5 1 1 -0.0091 0.0071 0.0082 1.2877
2 1 4 0,0039 0,0007 0.0076 1.3613
* super-nearest neighbours PJO.
TABLE 5.3.(continued)
n ni n2 n3 V a i y a U3/a D
1 2 1 2 0.0164 -0.0049 0.0177 0,7598
*2 1 0 -0.0223 0.0229 0.0234 0.6487
2 1 2 -0.0092 0.0108 0.0152 1.0806
1 1 3 -0.0015 -0.0079 0.0237 0.9104
*1 1 -0.0093 0,0232 0.0305 .0.6484
1 3 -0.0032 0.0072 0,0113 1.2871
4 1 2 -0.0186 -0.0077 0.0130 0.9115
4 1 0 -0,0232 -0.0046 -0.0056 0.7693
4 1 2 -0.0025 0.0041 0.0007 1.1727
7 1 1 -0.0075 0.0010 0.0002 1.3623
2 1 2 3 -0.0021 -0.0028 0.0051 1.2698
1 2 1 0.0058 -0.0215 0.0103 0.9116
1 2 1 -0.0672 0.0144 0.0120 1.0805
2 2 2 -0.0086 -0.0199 0.0156 1.0341
2 2 0 -0.0116 -0.0211 0.0003 0.9122
2 2 2 -0.0073 0.0170 0.0086 1.2879
5 2 1 -0.0028 -0.0026 0.0044 1.2704
i....
5 2 i -0.0073 -0.0009 -0.0077 1.4056
* super-nearest neighbours
5% and 3% less respectively.
Due to the low symmetry of the atomic field around this divacancy- 
interstitial, it is not useful.to project this structure on appropriate 
planes. Table 5.3 represents the displacement field around the centre 
of the divacancy. Planes 0 and 1 each contain 13 neighbouring atoms 
whereas planes -1 and 2 have 8 atoms each i.e. 42 neighbouring atoms in 
aH.
5.3. DISCUSSION
By comparing the results contained in sections 5.2.1.-5.2.3 with the 
result for a single crystal (Table 5.4) one can easily anticipate that 
the vacancy interaction is important with the different grain boundaries.
From the results of the simple (111) twin boundary it is worth considering 
other grain boundaries for vacancy interaction. The significant role of the 
super-nearest neighbours in the migration process can never be neglected. 
These are the atoms which determine the height of the potential energy 
barrier. The decrease in the vacancy migration energy in the (111) twin 
is due to the different shape (kite shaped) of the geometry of the super- 
nearest neighbours. ,
It is necessary to stop the interstitial moving in a particular direct­
ion in order to find its actual migrating path. It is very easy if that 
particular direction is along one of the three axes where the force component
parallel to it is simply revalued to zero. Difficulty arises when the 
interstitial is required to stop moving along a direction which is not 
parallel to any of the axes. In this case the problem is not solved just 
by equating one of force component to zero but the situation is much 
tedious. The author faced these complications in stopping the migrating 
interstitial along the divacancy in the case of vacancy migration into 
(111) twin boundary (section 5,2.3). To overcome this difficulty all the 
three force components on the interstitial were replaced by new calculated
TABLE 5.4. Summary of results of vacancy migration energy for the
various cases discussed in sections (5,2.1 - 5.2.3). 
The migration energies are in electron volts. The 
single crystal migration energy is 0.895eV.
Case
No.
Vacancy
Jump
Vacancy 
migration energy
emv
Comparison 
with single 
crystal
emv
1 0— 0 0,850 6% less
2 1— 1 0,884 2% less
1— 0,873 3% less
3
_ 0— -^1 0,855 5% less
values to provide an equal and opposite force on it along the 
divacancy. This method can successfully be applied for any general 
direction.
The results obtained suggest that a vacancy prefers to move at 
a twin boundary, which is a fault in stacking sequence. Other stacking 
faults (intrinsic and extrinsic) may be expected to behave like twin 
boundaries for a vacancy to migrate. Although the simplest case of
(111) twin boundary is taken for vacancy migration studies, other well 
defined ((113) and (120)) twin boundaries can also be observed. In 
case of highly distorted boundaries (e.g. (112) twin boundary), it is 
not possible to locate their actual positions and the distinct paths to 
make the vacancy migrate cannot be traced.
CHAPTER 6
GENERAL DISCUSSION, SUGGESTIONS AND CONCLUSIONS
6.1. DISCUSSION
The results described in this thesis (Chapter 3-5) can be 
subdivided into three groups i.e. point defects (vacancies and their 
clusters), twin boundaries and vacancy-twin boundary interactions.
The vacancy cluster transformations are formulated (Chapter 3) on 
the basis of pure geometric configurations, however the way in which 
they collapse is linked to the computer studies.
As all the cluster transformations are controlled by the number 
of crystallographically equivalent variants of a cluster, an attempt 
has been made to determine this parameter to its highest accuracy.
A vacancy cluster of n vacancies with a known number of variants 
can be taken to relate its transformations with a cluster of n+1 
vacancies. The relationships given in Chapter 3 can be used to find the 
number of variants of .latter cluster. This chain process can be carried 
out from a single vacancy to clusters of any number of vacancies. The 
results obtained by one transformation can be checked through the other 
transformations simultaneously. The matrix representation of these 
transformations is a useful technique to summarize a list of results.
The author has established the validity of the basic transformation 
relations for clusters outside the scope of this thesis, irrespective 
of the crystal structure.
Unfortunately it has not been possible to establish a unique 
characteristic parameter-for clusters distinction, otherwise a computer 
programme could have been written to find all the distinct clusters of 
certain vacancies. For example the sum of the bond lengths, does not 
distinguish between some distinct clusters with the same number of 
vacancies. Any suggestion in this respect will highly be appreciated.
It is interesting to note that some of the vacancy clusters
collapse to give a common distinct cluster and the relaxed clusters 
of certain vacancies are reduced in number. Thus the tetravacancy 
clusters fall from 20 to 17 in their relaxed forms. For larger 
clusters this reduction in number is even more significant, when they 
are allowed to relax.
A simple planar defect is created in a crystal structure when its 
planar stacking sequence is altered. Ah intrinsic stacking fault 
occurs when a plane of atoms is taken out and an extrinsic stacking 
fault is obtained by introducing an extra plane of atoms. An even 
simpler planar defect can be introduced by turning one part of the 
crystal into the mirror image of the other part across a common inter­
face. This interface is called a twin boundary or composition plane.
Chapter 4 of this thesis includes the results for (111), (113),
(120) and (112) twin boundary structures. The (111), (113) and (120) 
boundary structures relax to exact coincident mirror-related structures 
whereas the (112) boundary structure gives a highly distorted asymmetric 
relaxed structure. The unusual behaviour of the (120) and (112) structures 
to include some coalescence planes, is explained on the basis of atomic 
density of these interfaces. Two neighbouring (hkl) planes can only 
coalesce if their atomic density is less than or equal to half of the 
atomic density of the most closely-packed {111} planes.
Plane coalescence is an important feature and a significant 
reduction in interface energy (y) is associated with it.
While all the twin boundary structures in this thesis have been 
investigated using a good-fit copper potential, the same forms are 
expected in other Face Centred Cubic metals as well. The present work 
on twin boundaries is compared with the work on these boundaries in 
Aluminium. The coalescence of planes does not apparently occur in the 
previous work whereas the in-plane translations do exist.
The results for vacancy-interface interaction (Chapter 5) show
that vacancies prefer to be sited out of the composition planes.
Once the vacancies are forced to jump on to a twin boundary, they
observe less obstruction to migration. The vacancy migration energy 
M
Ey in the (111) twin boundary is 6% less than the same in a single 
crystal.
The problem of a vacancy migration is equivalent to a divacancy 
simulated with an atom at various positions inside it. In other words 
the path of a migrating vacancy is the path followed by an atom falling 
into this vacancy. This path can be traced out by restricting the 
motion of migrating atom to a plane normal to divacancy axis. The 
results obtained for vacancy migration at a (111) twin boundary suggest 
that the vacancies observe low peaks in energy curves when migrating 
at planar defects.
6.2. SUGGESTIONS FOR FUTURE WORK
The results obtained in the present work have helped to establish 
the validity of Computer Simulation techniques, and it would be 
valuable to extend these studies. Some suggestions for future work are 
given below:
(i) Sometimes, the theoretical work does not have directly 
related experimental results. Even if experiments have 
been carried out, the results may not be available. In 
the light of these difficulties the following two suggestions 
should be acted upon.
(i-a) Computer Simulation techniques should be applied to 
problems with existing experimental results. This 
could help in checking the validity of theoretical 
methods.
(i-b) If experimental results are not available, work should
be started in both theoretical and experimental fields 
simultaneously.
Although the present work is confined to the Face Centred 
Cubic metals (Copper), it could.be extended to other metals. 
Gold is the metal commonly treated by the experimentalists 
because of its purity and its clean surface. Unfortunately, 
a good-fit central potential is not available for Au but a 
non-central Gold potential could be developed. A1 and Ni 
are the metals for which reliable central potentials are 
available.
Computer core limitations do not allow very big crystal 
models to be simulated. It is therefore difficult to 
investigate extended defects (dislocations). When these 
computer limitations are removed, it will be possible to 
simulate more complex defects.
Central processing unit (CPU) time is another serious 
problem and for bigger models it could be prohibitive. In 
computer simulation methods, it can be greatly reduced by 
rapid energy minimization procedures. The method of the 
conjugate gradients used in the present work is satisfactory 
but an even more rapid procedure is desirable.
The choice of the boundary conditions needs careful 
consideration, to be compatible with the defect under study.
The work contained in this thesis is performed either with 
fixed or periodic boundaries but a more sophisticated flexible 
boundary can be achieved. In a flexible boundary, the boundary 
atoms are allowed to move elastically under the force of 
atoms in the computational cell (provided the force is small). 
The geometrical-mathematical procedures adopted for vacancy 
clusters and their transformations should, in future, be 
replaced by the Computer Simulation techniques.
(vii) The determination of the formation energies of some of the 
vacancy clusters, carried out in past, could be extended to 
include other vacancy clusters. These formation energies are 
important to deduce cluster concentrations in a metal.
(viii) The results of vacancy cluster migration energies, included 
in the present work, are based'on the number of super nearest 
neighbours only. More accurate values for these energies 
could be obtained by including additional neighbouring atoms.
(ix) Following the simple point defects, the line defects and 
plane defects have a wide field of study. Interactions 
between like and unlike dislocations are important. The 
investigation of interactions between like edge dislocations on 
different parallel slip planes would be particularly interesting.
(x) Studies of stressed dislocation cores, to determine the Peierls 
Stresses, carried out in past could be extended to other metals.
(xi) Only four twin boundaries [(111), (113), (112), and (120)] are 
considered in this thesis. The latter two structures reveal 
the presence of some coalesced planes, while the former do not 
include such planes. The explanation provided for any plane 
to coalesce (planar atomic density) should be confirmed with 
other twin boundaries. The (130), (140), (150) and (160) are 
some of the twin boundaries in FCC structure which have been 
already simulated in Aluminium and coalescence planes in these 
boundary structures are not found. Interface atomic densities 
predict the presence of coalesced planes in aforesaid structures 
and therefore these should also be simulated with a potential 
representing copper.
(xii) Asymmetric boundaries could also be simulated and the previous 
work for coincidence site lattices (CSL) boundaries should be 
extended further to involve other (CSL) boundaries.
(xiii) A crystallite with more than two grains could also be 
investigated. It might relax to grain boundaries with 
different orientations to the starting ones, and the 
relative energies of these final boundaries could be 
estimated from their respective areas..
(xiv) The study of vacancy migration at a simple (111) twin 
boundary suggests that vacancies find it easier to move 
at planar defects. This work could be extended to other 
grain boundaries [(113), (120)], included in the present 
work.
(xv) The cases of a vacancy migrating at stacking faults 
(Intrinsic and extrinsic) could also be investigated.
(xvi) The atomic structure around a (111) twin boundary is 
similar to an hexagonal close-packed (hep) structure. 
Vacancy migration in the latter structure is important for 
its comparison with the results obtained for the former 
case.
(xvii) The static method used to find vacancy migration energy 
(simulation of an interstitial with zero initial velocity) 
could be replaced by a more sophisticated dynamical one 
(simulation of an interstitial with an Initial velocity 
large enough to give it sufficient energy to overcome the 
energy barrier).
6.3. CONCLUSIONS
Many conclusions can be drawn from the work contained in this
thesis. Some of these are as follows:
(i) The number of crystallographically equivalent variants is
important when investigating vacancy cluster transformations 
(growth, contraction and migration). The total number of
ways T\ j to transform a cluster i with number of variants
V. to another cluster j with number of variants V. is related 
i J 1
to the number of ways for a reverse transformation by
V.T.. = V.T..
i 13 3 Ji
(ii) The close-packed triangle of vacancies (isolated or associated)
A .
can relax to a tetrahedron of vacancies with an atom, at its 
centre. Similarly a square of vacancies can collapse by 
letting two neighbouring atoms relax to become a di-interstitial 
enclosed in an octahedron of six vacancies.
(iii) The collapse of clusters containing more than three vacancies
reduces the number of distinct configurations. For example 
tetravacancies are reduced in number from 20 to 17.
(iv) In some cases the planes parallel to an interface are coalesced.
This unusual behaviour is investigated in (112) and (120) twin 
structures. The (111) and (113) twin structures do not 
include any coalescence planes at all. The coalescence of a 
plane can be explained on the basis of its atomic density. In 
Face Centred Cubic structure the most closely-packed planes are 
{111} and accommodate maximum number of atom per unit area*
In coalescing two planes the atomic density is doubled but the 
resultant density must not exceed the atomic density of {111}
planes. So only those planes with an atomic density less than
(or equal to) one half of the density of {111} planes can 
coalesce. As the relative atomic densities for (111), (113), 
(120) and (112) planes are 1.00, 0.54, 0.39 and 0.35
respectively, only the last two planes can coalesce.
Sometimes the twin structures lose their basic symmetry, 
the two grains being distorted differently, as in the case of 
the (112) twin structure. So the symmetry of an interface 
is not always important.
(v) It is found that for (113), (120) and (112) twin structures, 
in-plane translations (relative translations of the two grains 
along the two axes contained in the boundary) are important. 
These translations re-arrange the atomic structure around the 
boundary and help in relaxing these atoms to their lower 
energy sites. Sometimes these in-plane translations transform 
partial coalescence planes into exact ones and result in a 
lower energy y (The two relaxed low energy structures of the 
(120) twin boundary illustrate this point).
The reduction in the energy of a boundary is directly 
associated with the number of coalesced planes present. In the
(112) twin structure the four coalesced planes result in =91% 
reduction in y while for the (120) twin structure with 1-2 
such coalesced planes the reduction is = 77%.
- 2(vi) The energy y for a (111) twin boundary is the lowest (=22mjm )
which suggests that this should be a commonly occurring 
boundary in Face Centred Cubic metals. The other three 
investigated boundaries (113), (112) and (120) have energies 
=22 times, =38 times and =56 times the energy of aforesaid
(111) twin boundary.
Although all of the four twin structures [(111), (113),
(112), (120)] are simulated under no volume change conditions, 
the effective values for volume increase have been determined. 
These values for the (113) (112) and (120) boundaries are 
0.041a, 0.030a and 0.032a respectively and a negligible increase 
in volume is associated with the (111) twin boundary.
(vii) The (111) twin boundary is selected for the studies of vacancy 
migration. This, choice is based on the fact that the (111) 
boundary is commonly occurring (due to its low energy). The 
three important paths for a vacancy to migrate are taken as
(a) in the composition plane, (b) in a plane adjacent to
the composition plane and (c) into and out of the Composition
plane.
For the first two cases the migration energies are unique 
whereas the third case has two distinct vacancy migration 
energies. These results of vacancy migration at a (111) twin 
boundary demonstrate a reduction to 2%-6% in vacancy migration 
energies when compared with the same for a single crystal.
The most significant reduction (6%) is associated with the case 
of in-plane vacancy migration. It suggests that vacancies can 
migrate more easily near planar defects.
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