Abstract-In this paper, a cooperative transmission design for a multi-node wireless cluster network is presented. It is assumed that the nodes operate in half-duplex mode and that channel information is available at the nodes. The proposed design involves solving a convex flow optimization problem on a fully connected graph that models the cluster network. A much simpler generalized routing protocol based on the above design is also presented. Both the proposed flow-optimized protocol and the generalized routing protocol are shown to achieve the optimal diversity-multiplexing tradeoff for the cluster network. Moreover, simulation results are presented to quantify the gap between the performance of the proposed protocols and that of a max-flowmin-cut type bound, in terms of outage probability.
I. INTRODUCTION
The design and analysis of cooperative transmission schemes have attracted considerable attention in the recent years. The fact that the performance of a wireless network can be improved by the use of cooperative transmission schemes has made the design of efficient cooperative schemes highly desirable. In general, a wireless relay network is one in which a set of relay nodes assist a set of source nodes transmit information to a set of destination nodes. The use of suitable cooperative transmission schemes brings forth the possibility of exploiting the potential spatial diversity gain offered by such a relay network [1] .
A practical restriction considered in many recent works is the half-duplex constraint on the relay nodes [1] , i.e., it is assumed that the relay nodes cannot receive and transmit information simultaneously. Different cooperative transmission schemes for systems with half-duplex relay nodes have been proposed in the literature. Most of these protocols consist of two basic steps. First, the source transmits to the destination, and the relay listens and "captures" [2] the transmission from the source at the same time. Next, the relay sends processed source information to the destination while the source may still transmit to the destination directly. Variants of these techniques have been proposed and have been shown to yield good performance under different circumstances [1] , [3] , [4] . Further, some cooperative diversity methods based on network path selection have been reported [5] , [6] . These selection methods include: (i) the max-min selection method [5] , wherein the relay node with the maximum of the minimum of the source-relay and relay-destination gains is selected to forward the information; (ii) the harmonic mean selection method [5] , wherein the relay node that has the highest harmonic mean of the source-relay and relay-destination gains is selected; and (iii) the selection scheme of [6] , in which the relay that can correctly decode the information from the source and has the best relay-destination channel is selected. These methods are much simpler than other cooperative diversity methods and achieve a diversity-multiplexing tradeoff of d(r) = (N − 1)(1 − 2r) (for an N node cluster network and multiplexing gain 0 < r < 0.5) that is close to what the distributed space-time coding protocol [7] achieves, when N is large. Unfortunately, these network selection protocols perform poorly in high-rate scenarios (r > 0.5).
We have proposed a new cooperative diversity design based on a flow optimization approach for a three-node network in [8] . In this design, the source node sends distinct flows to the destination and the relay node respectively during the relay node's listen period. Then the relay forwards this information using the decode-and-forward approach whereas the source may also send another flow of information to the destination via multiple access at the destination node. It has been shown in [8] that this scheme achieves the optimal diversity order of two for the three-node relay channel and yields performance close to optimal full-duplex relaying in both high-rate and low-rate situations.
In this paper, we first extend this cooperative transmission design to a general cluster network, wherein wireless links are present between each pair of nodes in the network. It is assumed that the channels suffer from slow fading and hence, facilitate efficient estimation and dissemination of channel state information. The problem considered here is the transmission of information from a source node to a corresponding destination node while the other nodes act as relays to help in the transmission. As in [8] , we use the building blocks of broadcasting (BC), multiple access (MA) and time sharing (TS) techniques to formulate a flow theoretic convex optimization problem based on the channel conditions and the maximum power available at each node.
To obtain a more practical cooperative design we develop a generalized routing protocol, in which we select the best relay node out of the available ones to form an equivalent threenode cluster to transmit the information from the source to the destination. It is shown that even the generalized routing protocol, which is very simple to implement, is optimal in terms of the diversity-multiplexing tradeoff [9] .
The performance of our proposed protocols is evaluated numerically in terms of their outage probabilities for an example four-node cluster network. The numerical results motivate the use of the generalized routing protocol for situations where computation complexity is an issue and show a remarkable improvement over the max-min selection method of [5] . The proposed designs, based on BC and MA alone, are sub-optimal in general. For a fair appraisal of the proposed protocols, we compare the proposed protocols to an upper bound on the maximum rate, derived using the max-flow-min-cut theorem [10, Theorem 14.10.1].
II. A GENERAL DESIGN USING A FLOW-THEORETIC APPROACH
We propose a general design for the transmission of messages from a source to a particular destination through a cluster network using the idea of network flows. The design essentially involves the optimal application of BC, MA and TS techniques. This cooperative transmission scheme is considered for a cluster of N nodes, with a wireless link between each pair of nodes. Therefore, we have an equivalent graph for the network that is fully connected. A wireless link between each pair of nodes is described by a bandpass Gaussian channel with bandwidth W and one-sided noise spectral density N 0 .
We denote the power gain of the link from node i to node j as Z ij . The link power gains are assumed to be independent and identically distributed (i.i.d.) exponential random variables with unit mean. This corresponds to the case of independent Rayleigh fading channels with unit average power gains. Moreover, we assume that each node has a maximum power limit of P and can only support half-duplex transmission. Note that this model can be easily generalized to the case where channels may have non-uniform average power gains and different nodes may have different maximum power constraints. In the sequel, we characterize the system in terms of the SNR at the input of the channels, S = P N0W . For this design, we assume that the channels suffer from slow fading, making efficient estimation of the channel gains feasible. We show that, using a graph theoretic approach, the problem at hand can be formulated as a flow optimization problem that is of convex nature. Time is divided into unit intervals and BC and MA are applied with an optimal time sharing (TS) strategy to maximize the data rate 1 . To avoid issues of interference between concurrent transmissions, a unit time interval is divided into slots in the following manner:
• During the first slot (t 1 ) the source node may BC to all the other nodes in the network, subject to its power constraint P .
• During the subsequent slots one of the following may occur: -An intermediate node (relay) may BC to all other nodes, except the source node, with the BC power being limited by P . -An intermediate node (relay) may receive flows from all other nodes through MA, except from the destination node, with the flows in the MA capacity region when the maximum power of each transmitting node is P .
• During the very last slot, the source and the intermediate nodes (relays) may send information flows to the destination node using MA, with the flows in the MA capacity region when the transmitted power of each node is limited by P . In general, there would be a maximum of
Next, we describe the optimization problem using a graph theoretic formulation. Consider the general N node cluster network where the source node is S, the destination node is D and the intermediate relay nodes are labeled
The slotting process of a unit time interval, as described above, yields simpler graphs for each time slot, that we call basic graphs. A basic graph is either one in which a particular node may broadcast to several nodes or in which several nodes transmit via multiple access to a particular node. Define a graph, G, as G = (V, E), where V is the set of vertices, E is the set of all edges in the graph and associate the vector r to represent the flow rates associated with each edge for that graph. Thus, the number of elements in r equals the cardinality of E. We write G = (V, E, r), For the case of a basic graph, we need to include only the links (edges) between the nodes (vertices) that may participate during the concerned time slot. For example, assume that the relay R 1 may broadcast to all nodes, except the source node, during the time slot t i . The basic graph G i = (V, E i , r i ) can be described as follows:
with an associated flow rate vector
AB is the flow from node A to node B during the time slot t i .
In general, the proposed design involves time sharing between the basic graphs to yield the following equivalent graph
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G corresponding to a unit interval (see [11] for a similar idea):
where the number of elements in each vector r i is extended to | i E i | by inserting zeros appropriately. Thus, the resulting graph G of our design is a linear combination of the basic graphs G i :
Note that, with wireless links between each pair of nodes in the network, G is a fully connected graph.
As mentioned before, we aim to maximize the data rate from the source to the destination through the cluster network. In graph theory, a cut is a partition of the vertices of a graph (V ) into two sets. For the problem at hand, we need to consider only those cuts for which the resulting sets are such that one set contains the source node (S) and the other, the destination node (D). Clearly, there can be 2 N −2 such possible cuts for an N node network. Let these cuts be represented by Next, we recall from network flow theory that the flow rate from the source node to the destination node is specified by the minimal cut of the equivalent graph (1) and hence, the optimization problem can be formulated so as to maximize the minimal cut. Consequently, we have the following convex flow optimization problem for a fully-connected graph, that can be solved using standard optimization techniques.
where -if a basic graph represents a BC slot, then the flow rates should lie in the capacity region of the broadcast channel with the transmitting node having a power constraint of P , -if a basic graph involves MA, then the flow rates should lie in the capacity region of the MA channel with a maximum power constraint P for each transmitting node,
• the flow constraints: considering steady state operation, for all relay nodes, the total information-flow out of the node during an interval should equal the flow into the node during the previous interval. At this point, we observe that the cost function above can be simplified further. Define the cut separating the source node S from all the other nodes as C S and the cut separating the destination node D from all the other nodes as C D . Also, let the total flow across the above-mentioned cuts be x(C S ) and x(C D ) respectively, with
It can be shown that the cost function of (2) can be simplified to
III. GENERALIZED ROUTING AND OPTIMALITY OF THE PROPOSED PROTOCOLS
In this section, we present the generalized routing protocol and establish the optimality of the proposed strategies in terms of the diversity-multiplexing tradeoff. This is accomplished in three steps. First, we apply the flow-optimized protocol to the three-node cluster. Next, we propose the generalized routing protocol based on a selection strategy that is sub-optimal to the flow-optimized protocol of section II. Finally, the optimality of the generalized routing protocol and hence, that of the proposed flow-optimized protocol of the previous section, are established at the end of the current section.
A. The Three-node Cluster
Consider the three-node cluster network containing a source node (S), a relay node (R), and a destination node (D). We apply the general design based on BC, MA, and TS to this three-node cluster network. Following the same approach as in the above-mentioned optimization problem we partition a unit time interval into two time slots with durations t 1 and t 2 with t 1 + t 2 = 1.
The information is divided into 3 flows of data x 1 , x 2 , and x 3 . During the first time slot, the source node S sends (via BC) two flows of rates x 1 /t 1 and x 2 /t 1 to nodes D and R, respectively. Thus, we have the basic graph G 1 as in Fig. 1 .
During the second time slot, nodes R and S send (via MA) two flows of rates x 4 /t 2 and x 3 /t 2 to node D, respectively, resulting in the basic graph G 2 as shown in Fig. 2 . Therefore, the equivalent graph is G = t 1 G 1 + t 2 G 2 and is presented in Fig. 3 .
According to the notation of the previous section, the flows are:
RD /t 2 = x 4 /t 2 . Note that the relay node R only needs to support half-duplex transmission. The information flow of rate x 4 /t 2 sent by R during the MA time slot is from the flow This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the WCNC 2008 proceedings. of rate x 2 /t 1 it received during the BC time slot and according to the flow constraint for the relay node,
The rate for this network is specified by the min-cut which is clearly min{(x 1 +x 2 +x 3 ), (x 1 +x 4 +x 3 )}. So, our problem is to search for the optimal values for t 1 , t 2 , x 1 , x 2 , and x 3 to maximize (x 1 + x 2 + x 3 ) subject to the constraints described before.
The optimization problem can be formally stated as follows:
subject to non-negativity constraints:
where C(x) = log(1 + x) and S BC , the minimum SNR required for the source to broadcast at rates x 1 /t 1 and x 2 /t 1 to the destination and the relay, respectively, in the first time slot with 0 < t 1 ≤ 1, is given by (see [8, Lemma 3 .1] for proof)
For t 1 = 0, S BC = 0. Solving the above optimization problem we can obtain the maximum rate of information transmission from the source S to the destination D for the different cases as listed below: Fig. 3 . Equivalent graph G for the unit interval. a) Z SD ≥ Z SR : The maximum rate is X(S) = C(Z SD S) with t 1 = 1 and t 2 = 0. This corresponds to directly transmitting all data through the link from the source to the destination, without utilizing the relay. b) Z SD < Z SR : The maximum rate is given by
and t 1 = 1 − t 2 . Thus, for a given power limit at the nodes (i.e. given a particular S), relaying is advantageous only when Z SD < Z SR . Further, it is interesting to note that the relay-destination link gain Z RD does not influence the strategy of transmission (using only the direct link or both the relay and direct links), but only the amount of information through the relay link.
B. Generalized Routing
For the general cluster model with N nodes the optimization can be computationally demanding when N is large. Unfortunately, the simpler routing schemes based on different network path selection schemes fail to provide acceptable outage performance in high-rate situations. To address this, we propose a generalized routing protocol for the general cluster model with N nodes for easier analysis and implementation. According to this protocol we identify the best relay path out of the possible N −2 relay paths and consider only the chosen relay along with the source and destination nodes to form the equivalent of the three-node cluster for the transmission of information from the source to the destination. In other words, the aim is to choose the best relay node such that the equivalent three-node cluster obtained (containing the source, destination and the chosen relay node) gives the maximum rate over all possible equivalent three-node networks containing the source and destination nodes.
Towards this end, we need to consider the following cases: From the results of the optimization problem (6) it is clear that for this case, the maximum rate would be C(Z SD S) with direct transmission of all data from the source to the destination without the use of any relay node. Case 2: ∃k ∈ I : Z SR k > Z SD (let the set of all such node indices be K) and for all i
For this case, choose the node R k as the relay node such that k = arg max k∈K X k (S), where X k (S) is the maximum rate for case (b) in the solution to the optimization problem for the three-node cluster (6) with R k as the relay node.
Next, in the following subsection, we show that this generalized routing protocol achieves optimality in terms of the diversity-multiplexing tradeoff.
C. Diversity-multiplexing tradeoff
As in [9] , we define the spatial multiplexing gain r as
where S is the SNR and R(S) is the rate at an SNR level of S.
To characterize the performance of the proposed schemes we parameterize the system, in terms of the SNR S and the multiplexing gain, 0 ≤ r ≤ 1, with the rate increasing with the SNR as R = r log(S) as in [9] . In this section, we show that the proposed schemes achieve the optimal outage diversitymultiplexing tradeoff.
With the parameterization (r, S), the diversity order achieved by the transmission scheme is given by
where P out (r, S) is the non-ergodic measure of outage probability, i.e. the probability that the data rate R cannot be supported by the system when the SNR is S: with X(S) denoting the maximum rate possible for the given channel gain realizations when the SNR is S.
Using the above definitions, we evaluate the performance of the proposed protocols in terms of their diversity-multiplexing tradeoffs. The optimality of the diversity-multiplexing tradeoff achieved by the generalized routing protocol (and hence, the flow-optimized protocol) for the N -node cluster model is established in the following theorem.
Theorem 3.1: The generalized routing protocol and the flow-optimized protocol of section II achieve the optimal diversity-multiplexing tradeoff d(r) = (N − 1)(1 − r) for the N -node half-duplex cluster model.
IV. NUMERICAL EXAMPLE
To demonstrate the performance of the proposed schemes we present the example of a four-node cluster where information is to be sent from the source node S to the destination node D with the help of two relay nodes R 1 and R 2 . Using the outage probability as the performance metric, we compare the flow-optimized protocol and the suboptimal generalized routing protocol against the max-min selection method of [5] and a lower bound on outage probability derived using the max-flow-min-cut theorem. For this example, it is assumed that the nodes know the amplitudes of the channel states but not the phases, and hence, the asynchronous channel model is used.
For the four-node cluster, there can be six possible time slots according to the flow-optimized protocol -three BC slots for the source node and the two relay nodes to transmit information, and three MA slots for the two relay nodes and the destination node to receive information respectively. To derive an upper bound on the achievable rate (and thereby a lower bound on the outage probability), we use a max-flowmin-cut type bound for half-duplex communication. There are four possible time slots with the first BC slot and the last MA This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the WCNC 2008 proceedings. With the above division of time slots, the formalization of the problem is done as in the previous sections and we use the optimization procedure of [12] to obtain the maximum achievable rates and upper bounds for different values of required rates. In Figs. 4 through 6 we plot the outage probabilities of the various schemes with the required rate R at 1bit/s/Hz, 3bits/s/Hz and 6bits/s/Hz respectively. The flowoptimized protocol is within 2.14dB (when R = 1bit/s/Hz) to within 7.05dB (when R = 6bits/s/Hz) of the lower bound on the outage probability when the outage probability is 10 −4 . Moreover, we see that, when compared to the flowoptimized protocol, the generalized routing protocol suffers a loss of 0.9dB to 1.0dB (as R ranges from 1bit/s/Hz to 6bits/s/Hz) at an outage probability of about 10 −4 . On the other hand, the performance degradation, in using the max-min selection method of [5] , as compared to the flow-optimized protocol or even the generalized routing protocol, is more than 12dB at an outage probability of 7.0 × 10 −2 when R = 6bits/s/Hz.
V. CONCLUSION
In this paper, we proposed a cooperative transmission design for a general multi-node cluster model where channel information is available at the nodes that operate in a half-duplex fashion. The proposed design is based on optimizing distinct flows of information over the different links to maximize the transmission rate from the source node to the destination node subject to maximum power constraints at individual nodes. Motivated by the need for simpler network path selection schemes that perform well even in high-rate scenarios, we developed a generalized routing protocol that combines relay selection and flow optimization for a three-node cluster. The proposed protocols were shown to achieve the optimal diversity-multiplexing tradeoff for a general cluster network.
Simulation results for the four-node cluster network demonstrated that the performance of the much simpler generalized routing protocol was worse than that of the flow-optimized protocol by not more than 1.0dB (when the outage probability is 10 −4 ) for a reasonably high required rate of R = 6bits/s/Hz. This suggests that the generalized routing protocol can be used even in high-rate scenarios when complexity becomes an issue. We also quantified the performance degradation in using the suggested restrictive design of adhering to only BC and MA channels by comparing to a max-flow-min-cut type upper bound on the maximum rate.
