Behavior of dynamical process of complex systems is investigated. Specifically we analyse two types of ideal complex systems. For analysing the ideal complex systems, we define the response functions describing the internal states to an external force. The internal states are obtained as a relaxation process showing a "power law" distribution, such as scale free behaviors observed in actual measurements. By introducing a hybrid system, the logarithmic time, and double logarithmic time, we show how the "slow relaxation" (SR) process and "super slow relaxation" (SSR) process occur. Regarding the irregular variations of the internal states as an activation process, we calculate the response function to the external force. The behaviors are classified into "power", "exponential", and "stretched exponential" type. Finally we construct a fractional differential equation (FDE) describing the time evolution of these complex systems. In our theory, the exponent of the FDE or that of the power law distribution is expressed in terms of the parameters characterizing the structure of the system. 
Introduction
A power law distribution or a scale free behavior is one of the unifying concepts underlying a dynamical process of complex systems. Specifically the dynamical process having long time memory is a basic evolution of the system in which the transfer function is described as a kernel function of the integral equation.
After the Tohoku-Oki earthquake, detailed assessments of the destruction of structures are required for safety against the aftershocks. At the same time, human activities at the time of disaster have received widespread attention. The large and shallow slip with dynamic overshoot was activated by the preceding deep energetic rapture [1] . Collective human activities, including violence, have been shown to exhibit universal patterns [2] . The changes in number of cracks and the sum of crack lengths are simulated by a Monte Carlo method to predict the duration of plant components [3] . In rheology, there is a theory between stress 0 , deformation 0 , and time for the compression of soft materials. The theory is the Nutting em- In random medium, the growing cracks are described as a stochastic process in a complex system composed of many different elements having respective sizes and time constants [4, 5] . The faulting process of natural earthquakes is described as a complex system [6] . A non-linear scaling of complex system is given, and a long scale or slow dynamics is analysed [7, 8] . Viscoelastic behavior of rocks is investigated by applying time scale invariance in high temperature [9, 10] . A way of approaching complex phenomena is a statistics understanding through a relationship connecting elementary events with their global ones. The Boltzmann Entropy is an important concept as the connection between the macroscopic quantity and the probability of microscopic states. In psychology, there is an interesting theory, the so-called WeberFechner (WF) law between stimulus Φ 0 and response R as R = ln Φ 0 ( : constant ).
A generalization of the WF is obtained by applying a scaling relation [12] . On the basis of the WF law, behavior of a tiny animal, paramecium, swimming under water is investigated as a nonlinear diffusion process [11] . During the foraging behavior of fruit flies, Drosophila, the distribution of the dwell time on food is reported to be a power law distribution [13] . During night, healthy subject's wake periods exhibit the power law distribution, whereas the durations of sleep periods exhibit an exponential form [14] . The system is a network on which the internal states are expressed by means of transmitting signals throughout the brain's neural system [15, 16] . In animals having sharp front teeth for gnawing, Rodents, adjacent spines are synchronized in spontaneously active networks [17] . Network theories have been developed as complex graphs to the dynamical problems [18, 19] .
The above mentioned phenomena give rise to a key word "power law distribtuion", in which memory effects and correlation between sites are considered. The characteristic features are related to the structure of the complex systems, and they provid a modelling in terms of the fractional differential equations (FDEs). Actually as a tool to model the complex phenomena, the FDEs have been employed [20] . Surveys on the fractional calculus (FC) including recent developments, are given about related models, theories and numerical methods [21, 22] . The FDEs are solved by using the methods of Laplace transform, Mellin transform, operational method and so on. A finite element (FE) is proposed to the dynamics expressed by a FDE, and the method is applied to estimate displacements due to an applied force [23, 24] . A fractional complex transform is proposed to convert a FDE and its geometrical explanation is given [25, 26] . A fractional order is utilized to separate the chronic obstructive pulmonary disease subjects among the healthy subject groups [27] . However the role of the exponents characterizing the FDE has not been clarified well from a physical point of view, as stated in papers [28, 29] . A meaning of the imaginary part of complex fractional exponent is given [29] , and a generalization of the Riemann-Liouville (RL) is obtained by taking average on microscopic processes [30] .
In this paper, we start with a dynamical process which occur in two types of "ideal complex systems". The behaviors are expressed in terms of a power law distribution whose exponent is fully determined from the parameters characterizing the structure of the system. Considering a spacial and temporal complexity, and introducing a hybrid system, we obtain a "slow relaxation"(SR) or "super slow relaxation" (SSR) in a dynamical process. Finally we reformulate the constitutive relation as a simple fractional differential equation (FDE) whose exponent has a clear physical meaning.
Ideal complex systems
We start with two types of ideal complex systems, an aggregate of segments and a growing network. One is an aggregate (AG) composed of many different segments such as concrete or rocks. The other is a network (NW) composed of neurons in neural system or brain. Let G( ) be the Green's function or a response function to an external force ( ). Then using the Boltzmann's superposition principle we can describe ( ) in the constitutive relation by means of G( ). For ( ) to be a step type function with > 0,
For ( ) to be an impulse type function with > 0,
Either when ( ) is the Heaviside step function Θ( ) in Eq. (1) or when it is the Dirac function δ( ) in Eq. (2), The constitutive relation between ( ) and ( ) becomes a simple equation
Aggregate (AG) of segments and response
We model the dynamics of cracks as an activation process in an aggregate (AG) of N M segments. They are many Each segment has a different size determined by a time constant. Space enclosed in a box denotes an observation area.
different sizes as depicted in Figure 1 . We calculate the response function to an external force. The segments are classified by their sizes having the respective time constants:
in which 1/γ is a time constant and is a scaling factor. For the specialized case in Eq. (3) the Green's function G is expressed as the response function:
in which is a normalized weight factor specifying the number of segments. The maximum value of F ( ) is determined by the condition:
and ∂ 2 F /∂ 2 < 0. Evaluating G( ) asymptotically, we obtain
where
The subscript AG of Ξ AG (κ γ) indicates that this quantity is concerned with the AG [6, 9, 10, 31, 32].
Growing networks (NW) and response
We model axonal spikes by mean of random walks on a growing network (NW) as illustrated in Figure 2 number is monotonically increasing with L due to an activation, arising from stimuli in the environment. The W L with a degree increases at exponential rate in time and proportional to ln L . Normalizing W L we define the probability
where α 0 is an external parameter characterizing the strength of the stimuli, and L is a critical level which takes a maximum value at . The difference L − L in Eq. (9) is proportional to ln P L (α 0 ). Since L is a timevarying quantity L( ), it has a maximum value L at . Therefore L − L is a quantity representing a measure of the response as stated by the Weber-Fechner (WF) law. As a quantity specifying the strength of the stimuli, we can introduce the dwell time τ (= − ).
During τ, increases from 0 to , see Figure 3 : in which τ 0 is a minimum value of τ and β A is an internal parameter characterizing the responses at site A. If L is very large and ∆L(= 1) is sufficiently small compared with L, we have the conservation of probability,
where G(τ) is the probability density function of τ. By substituting Eq.(10) into G(τ) = P L (α 0 )∆L/| τ|, we obtain the relaxation function
As shown in Figure 3 when an animal has memory up to site A, the foraging behavior is influenced due to memory. A difference between the "retention of memory" (M = 0) and the uncertainty arising from "loss of memory" (M = 0) can be expressed as changes in the activation states. The changes are expressed in terms of ∆H ≡ H(0) − H(M) using the information entropy H(M):
where P L (α M ) is the probability corresponding to P L (α 0 ) in Eq. (9) . On the basis of ∆H we can show how the exponent κ MA (≡ α M /β M ) depends on the memory observed in experiments [13] .
Hybrid systems and super slow relaxation
During the observations, the top branches of the NW continue to grow up to the critical level L NW due to the activation. The termination of growth results in a domain enclosing a whole area of the system. The domain has a characteristic time determined from L NW . When we extend the temporal and spatial intervals to broader ones, the sprouts or points located outside the area begin to grow up to L NW ( ) ( = 1 2 Ñ M ), respectively. Looked at these domains as a whole, and regarded them a new system, we obtain a "hybrid aggregate" (HAG) system in an enlarged observation area (EOA), where a "slower relaxation"(SR) process occurs. Continuing measurements up Figure 4 . "Hybrid aggregate" (HAG) system or growing "hybrid network" (HNW) system. HAG is composed of N H domains, whereas growing HNW has a network structure in terms of dotted interactions between the domains Ω and Ω .
to beyond the EOA, we treat the domains of the HAG as "renormalized points". Eventually we can consider a new growing "hybrid network" (HNW) whose sprouts grow up to a new critical level L
HNW
. Figure 3 shows a part of the HAG or the HNW. In the HNW a "super slow relaxation"(SSR) process appears.
Hybrid aggregate (HAG)
In a "hybrid aggregate" (HAG) the domain Ω ( Ω ∈ Ω: a set of domains) has a time constant. LetÑ M (= |Ω|) be the total number of Ω in whichÑ M corresponds to N M in the AG, see Figure 1 . In the EOA the domains without dotted interactions are distributed such as the segments. Procedures stated above are described by a replacement of ⇒ ln :
Through the replacements we obtain 
in the EOA where a SR process occurs. Note that the index of γ indicates a slower time constant compared with γ. By making use of the calculation corresponding to Eq. (5), we obtain the asymptotic form of G(˜ ):
Hybrid network (HNW)
Enlarging the EOA further, we replace with˜ (= ln ) Let ≡ L( ) be a characteristic length of domain Ω , and assume its magnitude to be ordered in keeping with the increasing order of energies ;
We consider a set of occupation numbers { } and its total number N H so that they satisfy the two conditions:
in which L H is a total characteristic length of . We count the number of ways W H that N H distinguishable objects are arranged into groups, such that is in the -th group for = 1 2 ,
Using Lagrange's undetermined multipliers α µ we maximize Φ( { } α µ):
Looking for (0) , satisfying δΦ (≡ δΦ({ (0) } α µ) ) = 0 and δ 2 Φ < 0, we obtain
Normalizing W we define the probability
where α (0) is an external parameter and is a timevarying quantity (˜ ) having a maximum value at˜ . Accordingly, is a critical level, which determines the length of growing cracks or animal behaviors. Following the procedure similar to Sect. 2.2, we obtain a "hybrid network" (HNW) connecting domains in which they are regarded as "renormalized dots" between which a "super slower relaxation" (SSR) process occurs.
Super slow relaxation (SSR)
In the NW, we have considered a single tree with degree and the tree has grown up to L at . Expanding range of the measurements over time and space to wider ones, we obtain the HAG of domains in which the SR process occurs. Continuing to expand the EOA further in such a way that all growing networks are contained within an Figure 5 . Stick-slip motion due to tectonic plates. The energy released by breaking rocks causes shock waves, known as seismic waves, to ripple through Earth and over its surface.
enlarger EOA, we attain a "super slow relaxation" (SSR) process which is slower than the SR process. The dynamics of the SSR is described by a longer time scalẽ (≡ ln˜ ) instead of˜ (≡ ln ) After some calculations we obtain the expression,
The slowness is characterized with the exponent κ , which is obtained by replacing and in Eq. (18) . Expressed differently, starting with ⇒˜ (SR), we attain˜ ⇒˜ (SSR). On the basis of the double logarithmic time scalẽ (≡ ln˜ ) = ln ln , we obtain an SSR during which a tectonic activity, illustrated in Figure 3 .3, is described .
Stochastic process of activated states
Let us now pay our attention to the behavior of ( ). Data of the measurements on ( ) exhibit irregular variation due to the activated states in the complex system. We examine a time evolution arising from ( ). Let Q N (ξ | ξ 0 ) be the transition probability that ( ) takes a state ξ 0 at step 0 and then it takes ξ after N steps. The recursion relation for Q N (ξ | ξ 0 ) is expressed by
is the jump probability from (ξ − α · 1) at step N − 1 to ξ in generalized random walks (GRW), [11, 31, [33] [34] [35] . The relation in ( ) above is the normalization condition of Γ 
Using (= N∆ ) in Eq. (27), we obtain
where G + (ξ : ) denotes the amount of increment of the quantity during ∆ .
Then from Eq. (30) we obtain the transition probability which exhibits irregular variations,
Behavior of relaxation states
By considering the results obtained in Eqs. (7), (12), (18), and (26), we can specify G + (ξ : ) ( or G + (ξ : τ) ) as follows
in which the time (or τ) should be replaced by˜ (orτ) and˜ (orτ) in Eqs. (18) and Eq.(26) for a "slow relaxation" (SR) and a "super slow relaxation" (SSR), respectively. Substituting Eq. (33) into Eq. (32), we obtain
where case A represents an "exponential" behavior, case B a "power" behavior, and case C a "stretched exponential" behavior, respectively. Note that γ in Eq. (33) characterizes these behaviors of Q (ξ | ξ 0 ).
Reformulation in terms of fractional derivatives
The Green's functions having the power law of are calculated as the response function ( ), Eq. (7) 
in which the index S of Ξ stands for the subscripts AG NW SR and SSR, and the subindex λ of κ orκ stands for the subscripts , 0A, . Let D −α ( ) be the Riemann-Liouville (RL) fractional integral of ( ) :
Making use of Eq. (36) we can rewrite Eq. (35) into 
The exponent β characterize a "fractional dynamics"(FD) of the complex systems by specifying the numerical value of β. Expressed differently we obtain a FDE describing the time evolution of the complex system we have mentioned. In our theory, the exponent is completely determined in terms of the parameters characterizing the complex system.
Concluding remarks
We have studied a dynamical process which occurs in two ideal complex systems, an aggregate (AG) of segments and a growing network (NW). The AG is a system like concrete or rocks, and the NW is a system like neurons in neural system or brain. Scaling up the temporal and special area further, we have obtained a hybrid aggregate (HAG) and a hybrid network (HNW). These dynamical behaviors are expressed universally into a power law distribution, whose exponents are determined by the parameters characterizing the system. We have showed how the slow relaxation (SR) and super slow relaxation (SSR) process occur in the hybrid systems. The time intervals are measured in the logarithmic and double logarithmic scale. The relevant equations are reformulated as a "fractional dynamics"(FD) using the fractional derivative operator. The expressions concerned with the SSR are related to a key distribution, the so-called Weibull distribution.
Recently the q-logarithmic function, and q-exponential functions have been used to study the non-extensive properties of complex system [36, 37] . This problem will be investigated in a separate paper. Finally note that the present procedure can be reformulated as the FD on a curvature surface M [32] .
