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Resumen
Este trabajo de tesis de maestr´ıa tiene como objetivo desarrollar algoritmos
para Quadrotors que permitan reconocer el entorno y posteriormente habiliten el
desplazamiento de los veh´ıculos dentro de e´l, realizando un proceso de evasio´n de
obsta´culos. Los ambientes pueden contener obsta´culos esta´ticos o dina´micos restrin-
gidos a velocidades constantes. El algoritmo utiliza como datos de entrada ima´genes
en color y de profundidad. El alcance de la tesis abarca dos fases, la primera es la
creacio´n de una metodolog´ıa para realizar un mapeo y simulta´neamente encontrar
la localizacio´n del Quadrotor en un ambiente esta´tico, el cual tiene como objetivo
extraer los planos de la escena y almacenar durante cada iteracio´n la menor cantidad
de informacio´n posible. La segunda fase es la creacio´n de algoritmos de planeacio´n
de trayectorias en ambientes conocidos en dos etapas: se crea un modelo de cam-
po de fuerza artificial (APF) para cada elemento en el ambiente usando funciones
sigmoides, posteriormente se calculan las trayectorias utilizando te´cnicas basadas
en descenso de gradiente. Se desarrollaron 3 te´cnicas, la primera esta´ basada en
una extrapolacio´n del descenso tradicional 2D al caso tridimensional, la segunda
esta´ basada en puntos mo´viles que interconectan el Quadrotor con la meta, don-
de posteriormente cada punto se mueve hacia zonas libres de la influencia de los
obsta´culos siguiendo el campo potencial, lo que hace que se encuentren caminos li-
bres de obsta´culos. El tercero se basa en el uso del concepto de zonas seguras, el cual
se utiliza como criterio para actualizar la posicio´n de los puntos. Estas dos u´ltimas
te´cnicas superan simulta´neamente los inconvenientes bien conocidos de los algorit-
mos basados en APF como mı´nimos locales, oscilaciones inestables, adicionalmente
tiene en cuenta formas arbitrarias de los obsta´culos.
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Abstract
This Master’s thesis aims to develop algorithms for Quadrotors allowing to re-
cognize the environment and enabling the vehicle’s movement within it, making an
obstacle avoidance process. The environments can contain static or dynamic obsta-
cles restricted to constant speeds. The algorithm uses as input data color and depth
images. The scope of the thesis covers two phases, the first one is the creation of a
methodology for mapping and simultaneously finding the location of the Quadrotor
in a static environment, which aims to extract the planes of the scene and store the
least amount of information as possible for each iteration. The second phase is the
creation of path planning algorithms in familiar environments in two steps: creating
a model of artificial field force for each element in the environment using sigmoid
functions, then the trajectories are calculated using techniques based on gradient
descent. Three techniques were developed, the first was based on an extrapolation
of traditional 2D decline dimensional case, the second was based on interconnecting
the Quadrotor with the target using mobile points. Then, each point moves to free
zones following the potential field along obstacles, finding paths free of obstacles.
The third technique is based on a safe region concept, it is used as criteria to update
the points. The last two techniques simultaneously overcomes the drawbacks of the
well-known algorithms based on Artificial potential fields as local minima, unstable
oscillations. Additionally, it takes account of the obstacle’s arbitrary shapes.
2
CAPI´TULO 1
Introduccio´n
1.1. Antecedentes
En las u´ltimas de´cadas, ma´s y ma´s innovaciones tecnolo´gicas han sido aplicadas
para mejorar la movilidad de veh´ıculos inteligentes. La mejoras en los sensores, las
comunicaciones y en el procesamiento prometen mejoras sustanciales al permitir a
los veh´ıculos operar de forma automa´tica, seleccionar entre posibles trayectorias,
evitar colisiones y tomar medidas en caso de choques.
Un veh´ıculo ae´reo no tripulado (UAV por las iniciales en ingle´s de Unmanned
Aerial Vehicle) es una aeronave que puede volar sin ningu´n control humano abordo.
Pueden ser equipados con gran variedad de instrumentos que le permiten realizar
tareas ya sean en el a´mbito civil o militar. Entre los UAV de taman˜o pequen˜o se des-
tacan los Quadrotors que son veh´ıculos que se caracterizan por tener cuatro rotores
y por la capacidad de despegar y aterrizar en forma vertical, son capaces de flotar
en un punto particular del espacio, adema´s pueden despegar y aterrizar en pequen˜as
a´reas lo que representa una ventaja de operacio´n con respecto a las aeronaves de ala
fija. E´stos pueden ser controlados cambiando la velocidad de rotacio´n de sus rotores.
Mientras que los rotores de adelante y de atra´s giran en el sentido de las manecillas
del reloj, los rotores del lado izquierdo y derecho giran en el sentido contrario para
balancear el torque generado por los giros de los rotores. El movimiento hacia arriba
3
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o hacia abajo se consigue aumentando o disminuyendo la velocidad de los rotores
mientras se mantiene una velocidad igual en cada uno, los movimientos adelante,
atra´s, a la izquierda y a la derecha se consiguen a trave´s de una estrategia de control
diferencial entre los rotores. Existen dos posibilidades de controlar el movimiento del
Quadrotor, una es que el movimiento sea controlado manualmente de forma remota.
Otra forma es que se mueva de forma auto´noma sin ningu´n operador humano, esto
implica que debe ser capaz de tomar sus propias decisiones y en el caso de que apa-
rezcan obsta´culos debe encontrar caminos viables entre un punto de partida y un
punto de destino. A esto se le conoce como path planning y existen gran cantidad de
me´todos para lograrlo como diagramas de Voronoi, Visibility graphs, Road Maps,
entre otros.
Los UAVs son robots mo´viles que esta´n en capacidad de realizar ciertas tareas
que dependen de sus capacidades. Antes de realizar una tarea, el robot debe planear-
la, normalmente descomponie´ndola en varias sub-tareas secuenciales o simulta´neas.
Estas sub-tareas deben ser consistentes con las capacidades del robot, es decir, de-
ben ser posibles teniendo en cuenta el comportamiento dina´mico del mo´vil y sus
condiciones (tiempos de muestreo, los l´ımites f´ısicos que generan los actuadores,
etc.) [21]. Una sub-tarea puede ser manipular un servo para cambiar la direccio´n
del movimiento, modificando as´ı una trayectoria para cumplir con un objetivo, es-
te proceso de seguimiento de las trayectorias es llamado Control del Movimiento.
Otra posible sub-tarea es el proceso de generacio´n de trayectorias que es llamado
Planeacio´n del Movimiento. Vale la pena hacer una clara distincio´n entre tres con-
ceptos diferentes: planeacio´n de la ruta, planeacio´n de la trayectoria, y planeacio´n del
movimiento. Planeacio´n de la ruta significa encontrar caminos libres de colisiones,
planeacio´n de la trayectoria define una funcio´n continua que interpola la secuencia
de objetivos construida por el planificador. Si se determina la ubicacio´n del mo´vil
cada cierto intervalo de tiempo y se almacena la informacio´n se le llama trayectoria.
La planeacio´n del movimiento hace e´nfasis en las limitaciones del robot, por lo que
es el mecanismo para obtener trayectorias posibles y posteriormente hacerle segui-
miento. Se puede hacer una distincio´n adicional [24], el Robot mo´vil podr´ıa utilizar
la informacio´n que le entregan sus sensores para hacer un reconocimiento total del
escenario que lo rodea, y con esta informacio´n tomar la decisio´n sobre la trayectoria
a seguir o tambie´n podr´ıa tomar la decisio´n acerca de su movimiento cada cierto
intervalo de tiempo, es decir puede hacer una planeacio´n global de la trayectoria o
solo planeaciones locales. En [63] se presenta un algoritmo que permite hacer evasio´n
de obsta´culos utilizando lo´gica difusa, el me´todo permite planear el movimiento de
manera local.
Existen numerosos art´ıculos que tratan varios problemas inherentes a la dina´mica
de Quadrotors. Con respecto al modelamiento del sistema es encuentran [11,23,43,
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50], en otros art´ıculos, se encuentran diferentes estrategias de control utilizadas, en-
tre ellas, leyes de control no lineal como, feedback linearization, visual control, back-
stepping y sliding-mode [5,6,12,14,19,30,31,43,54,57,62]. Sin embargo, el problema
de la planeacio´n de trayectorias tridimensionales para Quadrotors no ha sido estu-
diado con tal profundidad. En [54], usando el me´todo de nonlinear programming
acoplado con un algoritmo gene´tico, se genera control o´ptimo en el tiempo teniendo
en cuenta restricciones dadas por la dina´mica del veh´ıculo, en [18, 22] se presenta
una planeacio´n de la trayectoria o´ptima a trave´s del seguimiento de una referencia.
En [8] los autores sen˜alan la planeacio´n del movimiento haciendo una divisio´n del
espacio en planos.
En te´rminos generales, desde finales de los an˜os 60’s se han publicado art´ıculos
sobre el tema de planeacio´n del movimiento [29, 45, 58], estos art´ıculos iniciales tie-
nen un elemento en comu´n, el espacio continuo de movimiento es discretizado y a
trave´s de esto se crean algoritmos de bu´squeda de soluciones gra´ficas, adema´s no
se ten´ıa en cuenta la dina´mica del veh´ıculo. En la actualidad se siguen utilizando
ampliamente estos algoritmos, en particular en el campo de los videojuegos y en la
planeacio´n de trayectorias en escenarios conocidos.
Existen varias revisiones exhaustivas sobre estados del arte en el tema de planea-
cio´n de trayectorias para UAV, [33] presenta una revisio´n de los desarrollos realiza-
dos hasta el an˜o 1995 haciendo una distincio´n entre la forma del veh´ıculo y la zona
geogra´fica en la que es desarrollado. En [20] del 2009 se describen claramente los con-
ceptos de niveles de control auto´nomo para UAV, se presentan las diferentes tipos de
arquitectura, las cuales son divididas en tres niveles, ejecucio´n, coordinacio´n y orga-
nizacio´n. En [17] del 2010 se presenta una revisio´n sobre mecanismos de localizacio´n
de la posicio´n de robots AUV usando navegacio´n basada en terreno, donde segu´n el
autor se clasificaron los mejores y ma´s representativos art´ıculos sobre este campo,
se destaca que las te´cnicas aplicadas en esta revisio´n no han sido implementadas
en espacios cerrados ya que se han considerado solamente para espacios abiertos
y a grandes alturas, dejando la posibilidad de tomar estas ideas como base para
una localizacio´n de UAV en escenarios diferentes a un relieve. La revisio´n [41] sirve
como punto de partida para la implementacio´n de una mejora sobre los art´ıculos
comentados anteriormente; en e´sta se presentan sistemas de visio´n computacional
aplicados en veh´ıculos robo´ticos ae´reos con el objetivo de lograr autonomı´a de vuelo,
adicionalmente, se describen te´cnicas y subsistemas visuales, se hace una introduc-
cio´n a los sistemas de navegacio´n basados en visio´n para UAVs y a los sistemas de
vigilancia ae´rea, incluyendo, seguimientos de referencias y cooperacio´n de mu´ltiples
UAVs, finalmente presenta una revisio´n sobre SLAM (Simultaneous Locating and
mapping), que significa encontrar la localizacio´n del veh´ıculo y el mapeo del escena-
rio que lo rodea de forma simulta´nea.
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Este u´ltimo apartado de la referencia [41] adquiere importancia porque llega de
forma espec´ıfica a los trabajos que se esta´n desarrollando en la actualidad. En [15]
se hace una aproximacio´n monocular RGB al SLAM sin el requerimiento de otro
sistema de medida. Por su parte, en [44] del an˜o 2009 se realiza SLAM utilizando
una aproximacio´n de visio´n este´reo. En [16] se discute el problema de Visual SLAM
con multiples UAVs, y se discuten dos me´todos diferentes de comparacio´n, que ba´si-
camente, refieren al uso de un sistema centralizado o descentralizado de coordinacio´n.
Las dos siguientes referencias son de intere´s particular. En [4] se muestra un
sistema de control de navegacio´n para Quadrotors utilizando una ca´mara RGB, en
ambientes desconocidos y sin el uso de GPS para la localizacio´n, en [24] se presenta
una estrategia que tiene en cuenta los beneficios de hacer una planeacio´n global
de la ruta y las bondades de hacer una planeacio´n local, el algoritmo se propone
para la navegacio´n de robots auto´nomos en ambientes desconocidos y dina´micos.
La implementacio´n de un trabajo que incluya los aportes de las referencias [4, 24]
y que adema´s incluya como sensor una ca´mara de profundidad infrarroja ser´ıa con-
veniente ya que se esta´n integrando varios temas que son de intere´s actual y que
actualmente se facilita su implementacio´n debido a la disminucio´n considerable que
han tenido en su precio las ca´maras infrarrojas que entregan informacio´n de profun-
didad. Estudios posteriores se enfocaron en el path planning en ambientes dina´micos,
desconocidos y teniendo en cuenta multiagentes, usando te´cnicas como Artificial Po-
tential Field (APF), Algoritmos Gene´ticos, Redes Neuronales y combinaciones entre
ellos [38] [53] [67] [40].
El me´todo APF (Artificial Potential Field) fue originalmente propuesto por Ous-
sama Khatib in 1986 [36]. Se basa en la construccio´n de un campo escalar que
comprende colinas artificiales que representan obsta´culos y valles que representan
atractores. El gradiente del campo potencial genera las fuerzas de repulsio´n y de
atraccio´n apropiadas para garantizar la evasio´n de obsta´culos y para permitir que se
pueda alcanzar el punto de destino. El me´todo APF presenta algunos inconvenientes
como mı´nimos locales en ciertas configuraciones del ambiente, oscilaciones en la ru-
ta encontrada, problema de convergencia si la meta esta´ muy cerca a un obsta´culo.
Adicionalmente puede no funcionar para formas arbitrarias de los obsta´culos debido
a que los modela como un elemento puntual.
Para superar los inconvenientes se han desarrollado varias mejoras con respec-
to al APF tradicional. En [37] proponen el uso de funciones de potencial armo´nico
(harmonic potentials) para eliminar el problema de los mı´nimos locales, en [27] y [28]
describen el problema de convergencia cuando el punto de destino se encuentra muy
cerca a un obsta´culo (GNRON) y proponen una nueva funcio´n de repulsio´n para
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solucionar el problema, en [66] generan un me´todo de seguimiento de pared que se
activa en cuanto el mo´vil cae en un mı´nimo local, en [3] y [34] se define una nueva
funcio´n de potencial basado en establecer un potencial de densidad alrededor de los
obsta´culos el cual permite modelarlos aunque tengan formas arbitrarias.
1.2. Objetivos
OBJETIVO GENERAL :
Desarrollar un algoritmo para la evasio´n de obsta´culos en ambientes
dina´micos 3D utilizando una ca´mara de profundidad, teniendo en cuenta
el modelo dina´mico de un Quadrotor.
OBJETIVOS ESPECI´FICOS :
Disen˜ar un algoritmo que permita hallar de forma simulta´nea la localiza-
cio´n y el mapeo de ambientes dina´micos a partir de ima´genes de rango.
Disen˜ar y simular un algoritmo de planeacio´n de trayectorias en ambientes
dina´micos que involucre una estrategia de evasio´n de obsta´culos.
Simular un sistema de planeacio´n de movimiento de un Quadrotor en
ambientes dina´micos.
1.3. Contribuciones
A continuacio´n se presenta una lista de los aportes que realizaron en esta tesis.
Se desarrollo´ una nueva metodolog´ıa para la implementacio´n de un algoritmo
de SLAM que busca almacenar la menor cantidad de informacio´n posible con
la cual se pueda hacer una reconstruccio´n de la escena.
Se desarrollo´ una nueva te´cnica que permite encontrar planos en ima´genes de
rango.
Se disen˜o´ un entorno de simulacio´n en el cual se pueden generar gran varie-
dad de ambientes esta´ticos o dina´micos y que permite la implementacio´n y
visualizacio´n de varias te´cnicas de planeacio´n de trayectorias.
8 CAPI´TULO 1. INTRODUCCIO´N
Se realizo´ la extrapolacio´n de un algoritmo basado en descenso de gradiente
bidimensional al contexto tridimensional.
Se desarrollaron dos novedosos algoritmos de planeacio´n de trayectorias en
ambientes esta´ticos y dina´micos tridimensionales.
1.4. Elementos de simulador
Para realizar una demostracio´n de la eficiencia y las caracter´ısticas de los algo-
ritmos de planeacio´n de trayectorias, adema´s de la generacio´n de las figuras de este
documento, se desarrollo´ una plataforma de simulacio´n la cual se implemento´ usan-
do el programa Unity 3d v3,5. Unity es un motor gra´fico utilizado comu´nmente para
la realizacio´n de videojuegos, el cual se programa en el lenguaje C#. La plataforma
de simulacio´n se utiliza como apoyo para realizar la demostraciones de las te´cni-
cas presentadas en este documento. El simulador esta´ compuesto por un ambiente
tridimensional el cual:
Permite seleccionar el punto de partida y el punto de meta del Quadrotor.
Siendo posibles despegues, aterrizajes o una traslacio´n en pleno vuelo.
Permite ubicar obsta´culos esta´ticos con forma de paralelep´ıpedo seleccionando
su posicio´n, su orientacio´n y sus dimensiones dentro de un espacio de trabajo,
adema´s obsta´culos dina´micos teniendo en cuenta su posicio´n inicial, su orien-
tacio´n, sus dimensiones y velocidad de movimiento constante.
Permite modificar los para´metros del modelo de los obsta´culos y los para´metros
de los algoritmos de generacio´n de trayectorias.
Permite trazar las trayectorias generadas por varios algoritmos.
Permite variar de forma dina´mica las trayectorias generadas cambiando la
posicio´n del Quadrotor.
Permite utilizar un modelo dina´mico aplicado al Quadrotor para verificar el
seguimiento que hace de la referencia que le entrega alguno de los algoritmos
de generacio´n de trayectorias.
Permite el control de la simulacio´n usando botones para iniciar, detener o
reiniciar un seguimiento de trayectoria.
La representacio´n gra´fica de cada uno de los componentes se presenta en la Figura
1.1.
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Figura 1.1: Elementos del simulador. Arriba, el espacio de trabajo, el Quadrotor y el
punto objetivo. Abajo, un obsta´culo esta´tico, un obsta´culo dina´mico y un menu´ para
variar los para´metros del algoritmo.
1.5. Contenido del documento
En el resto del documento se organiza la informacio´n de la siguiente manera. En
el Cap´ıtulo 2 se presenta un algoritmo que permite hacer la reconstruccio´n de un
escenario utilizando un sensor compuesto por una ca´mara de color y una ca´mara
de profundidad, el objetivo del algoritmo es encontrar las ecuaciones de los planos
que se detecten en las ima´genes para utilizar esa informacio´n como entrada de los
algoritmos de planeacio´n de trayectorias, adema´s, el algoritmo busca almacenar la
menor cantidad de informacio´n posible que permita la reconstruccio´n de la escena
buscando un reducido tiempo de co´mputo. En el Cap´ıtulo 3 se describe la estrategia
utilizada para generar un modelo de representacio´n de los obsta´culos encontrados
previamente basado en campos potenciales artificiales utilizando funciones sigmoi-
des, tambie´n se describe el modelo utilizado para representar la dina´mica del Qua-
drotor en la simulacio´n. En el Cap´ıtulo 4 se describen los algoritmos desarrollados
que permiten realizar una exploracio´n en las posibilidades de evasio´n de obsta´culos
en ambientes tridimensionales esta´ticos y dina´micos. En el Cap´ıtulo 5 se presen-
tan las simulaciones de los algoritmos desarrollados, adema´s se realiza un contraste
entre los resultados producto de las simulaciones, el uso del modelo dina´mico del
Quadrotor para seguir las trayectorias y finalmente las conclusiones.
CAPI´TULO 2
Algoritmo de reconstruccio´n de la escena
El objetivo planteado busca que un Quadrotor este´ en capacidad de navegar en
ambientes conocidos, por esto se hizo necesario incorporar un algoritmo que permite
obtener la informacio´n de localizacio´n del veh´ıculo y el mapeo del entorno en el cual
esta´ inmerso, adema´s permite el proceso de evasio´n de obsta´culos. Los algoritmos
para la planeacio´n de trayectorias que se construyen en este trabajo, esta´n basados
el conocimiento total del escenario sobre el cual se desea navegar. El conocimiento
del entorno se representa en te´rminos de la descripcio´n de los planos que lo compo-
nen, espec´ıficamente, La informacio´n de la posicio´n, rotacio´n y taman˜o de todos las
regiones planas con las cuales se podr´ıa hacer una reconstruccio´n de la escena. El
algoritmo de reconstruccio´n tiene como objetivo encontrar las regiones planas que
de una escena en una imagen utilizando como sensor una ca´mara de profundidad, y
posteriormente, posibilitar una reconstruccio´n de la escena procesando varias ima´ge-
nes consecutivas.
El algoritmo que se presenta a en este trabajo permite la actualizacio´n de la
informacio´n de posicio´n y orientacio´n del Quadrotor y agrega informacio´n acerca
del ambiente que lo rodea a una taza aproximada de 2 Hz 1, donde la informacio´n
del ambiente permite realizar la reconstruccio´n de la escena utilizando lo datos de
1 Para la simulacio´n se utilizo´ un computador con procesador core 2 duo 2.0 y 2 GB de memoria
RAM
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los planos actualmente encontrados. La cantidad de memoria que se utiliza para la
reconstruccio´n de la escena es baja debido a que el algoritmo detecta y solo almacena
la informacio´n de los bordes de cada plano encontrado, informacio´n que es suficiente
para reconstruir posteriormente la escena.
A continuacio´n se realiza una exposicio´n del algoritmo desarrollado en este tra-
bajo. Inicialmente se presenta el procedimiento para realizar la calibracio´n de los
sensores presentando sus caracter´ısticas y el me´todo para obtener una nube de pun-
tos que corresponda con las coordenadas reales (Seccio´n 2.1). Luego se presenta
una descripcio´n general de cada paso del procedimiento para realizar el proceso de
extraccio´n de regiones planas de una imagen de profundidad (Seccio´n 2.2). Poste-
riormente se presenta el proceso iterativo que permite hacer la reconstruccio´n de la
escena encontrando la correspondencia entre cuadros consecutivos y por consiguien-
te de los planos previamente detectados (Seccio´n 2.3). Finalmente se expone con
detalles cual fue la seleccio´n de para´metros que se hizo, discutiendo la variacio´n de
cada uno de ellos y los criterios que determinan su eleccio´n (Seccio´n 2.4).
2.1. Calibracio´n de los sensores
2.1.1. Caracter´ısticas de los sensores
El sensor Kinect fue lanzado al mercado inicialmente como un perife´rico para
la consola XBOX 360 en Noviembre de 2010, casi al tiempo de su lanzamiento, el
dispositivo fue utilizado ampliamente en otros campos, en particular, en la robo´tica
debido al reducido costo con respecto a los otros sensores ya existentes en el merca-
do, lo que permitio´ la generacio´n de controladores de co´digo abierto. Poco tiempo
despue´s, Microsoft lanzo´ un SDK que permite utilizar comercialmente el dispositivo
en contextos diferentes a los juegos de video.
El Kinect contiene una ca´mara RGB, una ca´mara IR, una matriz de micro´fonos
y un motor que permite el movimiento del dispositivo.
La ca´mara RGB tiene un flujo de datos de 8 bits por canal, entregando ima´ge-
nes a una tasa de 30Hz con una resolucio´n de 640× 480 p´ıxeles, el campo de
visio´n es de 58o en horizontal y 45o en vertical.
La ca´mara de IR esta´ compuesta por un proyector de luz infrarroja combinado
con un sensor CMOS monocromo. E´sta permite un flujo de datos de 11 bits
a una resolucio´n de 640× 480 y con frecuencia de muestreo de 30 Hz. E´ste se
encuentra alineado con la ca´mara RGB a lo largo del eje X del dispositivo, a
una distancia de 7.5cm con ejes o´pticos paralelos.
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La matriz de cuatro micro´fonos pueden procesar audio de 16 bits a una fre-
cuencia de muestreo de 16 kHz. La disposicio´n en matriz permite determinar
la fuente de los sonidos y eliminar el ruido ambiente.
Contiene un motor que permite realizar el movimiento de cabeceo del disposi-
tivo en el rango de ±27o
2.1.2. Adquisicio´n de la nube de puntos
Para hacer la combinacio´n de las ca´maras de tal forma que contemos con infor-
macio´n similar de la misma escena es necesario realizar una calibracio´n en la cual se
obtengan los para´metros intr´ınsecos y la transformacio´n r´ıgida entre las dos ca´maras.
El algoritmo de calibracio´n es el mismo que se utiliza en los casos de visio´n este´reo
el cual usa una imagen con un tablero de ajedrez, aunque con la ca´mara de IR hay
que tener en cuenta que no se detecta color. En [55] se presenta una metodolog´ıa
para realizar la calibracio´n usando te´cnicas este´reo ajustando un patro´n que pueda
ser obtenido simulta´neamente en la imagen de color y de profundidad.
Los pasos para la calibracio´n en orden de encontrar la correspondencia de la
informacio´n obtenida por las ca´maras para que se aproximen en gran medida a la
informacio´n en el mundo real son los siguientes:
Los para´metros intr´ınsecos de la ca´mara de color y de IR se calculan de forma
independiente usando me´todos tradicionales [32].
Encontrar la funcio´n que permita encontrar correspondencia entre los valores
de profundidad entregados por la ca´mara IR y las distancias reales en el en-
torno. Existen dos aproximaciones en la literatura para encontrar la relacio´n
entre los valores que entrega el Kinect con respecto a las distancias reales.
La primera de ellas utiliza una funcio´n inversa al valor dado presentado en la
Ecuacio´n 2.1 mientras que la segunda es de la forma tangencial presentada en
la Ecuacio´n 2.2.
f(D) =
1
c1D + c2
(2.1)
g(D) = k1tan(
D
k2
+ k3) (2.2)
Donde los para´metros c1, c2, k1, k2 y k3 determinan la calibracio´n y se obtienen
buscando minimizar una funcio´n de error cuadra´tico medio (Ecuacio´n 2.3)
donde di representa los valores medidos en el laboratorio. Minimizando la
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Figura 2.1: Conversio´n de los datos entregados por el Kinect a profundidad en metros.
En Azul la aproximacio´n con funcio´n inversa, en verde la aproximacio´n con una funcio´n
tangente
funcio´n se encuentran los siguientes valores: c1 = −0,00307 y c2 = 3,33 para
la aproximacio´n con funcio´n inversa con un error de 1,7cm y k1 = 0,1236,
k2 = 2842,5 y k3 = 1,1863 para la aproximacio´n tangencial con un error
de 0,33cm (valores obtenidos en [47] ), la aproximacio´n resultado de esta´s
funciones se presenta en la Figura 2.1.
E(kn) =
∑
i
|di − f(Di, kn)|2 (2.3)
Una vez se tiene la matriz con los valores de Z se puede cambiar de coordenadas
f , c y Z (fila f , columna c) a puntos en el espacio X, Y y Z. Para encontrar
los puntos en X y Y se utilizan las ecuaciones X = (f − 0,5w) ∗ (z − 10) ∗
0,0021∗(w/h) y Y = (c−0,5h)∗(z−10)∗0,0021 respectivamente. En la Figura
2.2 se presenta una imagen de profundidad D y su conversio´n a coordenadas
XY Z.
2.2. Extraccio´n de las regiones planas en una es-
cena
1. Acondicionamiento de los datos del sensor: Inicialmente se debe acondi-
cionar los datos que se tienen de la imagen de profundidad, los datos deben ser
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Figura 2.2: (a) Imagen de profundidad D entregada por el sensor. (b) conversio´n de D
a coordenadas XY Z en mil´ımetros.
convertidos de tal manera que se cuente con un vector que contenga la nube
de puntos con sus respectivas coordenadas X, Y y Z, se utiliza la Ecuacio´n
2.1 para hacer el cambio de coordenadas debido a que computacionalmente
es ma´s ra´pido de calcular. Las ima´genes entregadas por el sensor tienen una
resolucio´n de 640 × 480, para mejorar el tiempo de procesamiento es posible
trabajar con ima´genes sub-muestreadas, utilizando factores diferentes para las
ima´genes de profundidad y de color.
2. Clasificacio´n de los planos: La imagen de profundidad D entregada por el
sensor contiene informacio´n acerca de la profundidad, adema´s, de e´sta se peu-
de deducir la vecindad de los puntos para calcular el gradiente en la matriz Z,
como resultado se obtienen dos datos por cada punto de Z que corresponden
con la derivada direccional (ver Figura 2.8). Cada plano que compone la es-
cena tiene informacio´n de gradiente que es diferente con respecto a los dema´s
planos, esto se puede utilizar como criterio para realizar la clasificacio´n de los
posibles planos que se pueden encontrar en la nube de puntos. Se considera que
cada plano va a generar un agrupamiento diferente cuando las caracter´ısticas
sean las derivadas direccionales ∇x y ∇y. La cantidad de planos que puedan
existir en la escena puede cambiar dependiendo del entorno y de la posicio´n del
sensor, as´ı que el proceso debe tener en cuenta la variabilidad de este nu´mero,
es decir, el nu´mero de agrupamientos por cada iteracio´n es desconocido.
Durante el proceso de reconstruccio´n es necesario unir algunos planos ya que
es posible que previamente se hubieran considerado como diferentes, debido a
que en cada iteracio´n se va obteniendo nueva informacio´n que complementa
los datos ya procesados, por esto, un criterio para la seleccio´n de la te´cnica de
clasificacio´n es que nunca detecte menos clases que las que realmente puedan
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Figura 2.3: Gradiente de la matriz de puntos Z, se presenta sobre la imagen RGB
correspondiente.
existir en la escena. Si detecta ma´s clases este algoritmo en un paso posterior
encontrara´ la correspondencia y unira´ las clases. La te´cnica seleccionada de-
terminara´ el desempen˜o de gran parte de este algoritmo, la seleccio´n hecha se
discute ma´s adelante (Cap. 2.4).
El procedimiento concreto para realizar el ca´lculo de la clasificacio´n de los
planos se puede resumir en los siguientes pasos:
1. Se toma de la nube de puntos (Fig. 2.4(a)) solo la matriz de datos corres-
pondientes a las coordenadas en Z.
2. Se procede a calcular las derivadas direccionales para cada punto de Z
(Fig. 2.4(b)).
3. Se consideran las derivadas direccionales como las caracter´ısticas de un
plano y se representan como un vector de datos (Fig. 2.5(a)).
4. Se procede a utilizar un algoritmo de clasificacio´n que sobreclasifique las
muestras (Fig. 2.5(b)).
3. Coeficientes de la ecuacio´n parame´trica para cada plano: Al iniciar este
paso se cuenta con un vector que contiene la nube de puntos y otro que con-
tiene la clasificacio´n de cada punto, relaciona´ndolo a un plano en particular.
Para cada clase detectada se procede a usar los puntos asociados para en-
contrar coeficientes que permitan obtener una parametrizacio´n del plano, se
hace necesario utilizar alguna te´cnica de regresio´n. En la Figura 2.6 se utiliza
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(a) (b)
Figura 2.4: (a) Nube de puntos XY Z. (b) Derivadas direccionales de Z representadas
como un campo vectorial.
(a) (b)
Figura 2.5: (a) Derivadas direccionales representadas como caracter´ısticas. (b)
Sobreclasificacio´n de las muestras.
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Figura 2.6: Puntos XYZ con uno de sus planos.
la ecuacio´n Z = AX + BY + C para ajustar los datos de uno de los planos
encontrados en la escena. Al finalizar este paso se obtiene un vector que con-
tiene los coeficientes que permiten determinar cual es la ecuacio´n del plano
aproximada que mejor ajusta a los puntos de cada clase.
4. Unio´n de planos que tengan correspondencia: Hasta este paso se cuenta
con varios vectores, entre ellos un arreglo que contiene los puntos que corres-
ponden a cada plano encontrado y los coeficientes de la ecuacio´n del plano que
mejor ajusta los puntos. Debido a la sobreclasificacio´n establecida es posible
que varios puntos de un mismo plano hayan sido separados como si pertenecie-
ran a planos diferentes. En el momento de calcular los planos que mejor ajustan
a los puntos, se evidencia que los coeficientes de sus ecuaciones parame´tricas
tienen valores muy aproximados. Si se representan los valores de los coeficien-
tes como caracter´ısticas de los planos de la escena se puede determinar que se
agrupan de acuerdo a su pertenencia a un plano particular. Para realizar la
unio´n de las agrupaciones de caracter´ısticas se calcula la distancia euclidiana
normalizada a la que se encuentran los puntos entre ellos, y posteriormente
utilizando un valor de umbral para unir los que este´n ma´s pro´ximos. En la
Figura 2.7 se muestra un ejemplo en el cual se presenta una sobreclasificacio´n
de los puntos de una escena con respecto al plano al que pertenecen (2.7(a))
y su representacio´n en el espacio de los para´metros del plano 2.7(b), donde
se puede apreciar que, para este ejemplo, los puntos generan 3 agrupaciones
de caracter´ısticas correspondientes a los 3 planos que se encuentran en la es-
cena, usando el criterio de distancia se pueden agrupar los puntos para que
solo aparezcan las agrupaciones que corresponden a los planos detectados en
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(a) (b)
Figura 2.7: (a) Nube de puntos, los colores determinan el resultado de la
sobreclasificacio´n. (b) Representacio´n en el espacio de los coeficientes de la ecuacio´n del
plano.
la escena.
5. Ca´lculo del borde de cada plano: Una vez se cuenta con la asociacio´n de
cada punto a un plano perteneciente a la escena, se procede a extraer la infor-
macio´n de los puntos que se encuentran en el borde de cada plano. El proceso
de deteccio´n de bordes tiene dos propo´sitos fundamentales: Primero, se busca
almacenar la menor cantidad de informacio´n de cada plano, la informacio´n de
cuales puntos se encuentran en el borde es suficiente para realizar una recons-
truccio´n posterior del plano. Segundo, en el proceso de unio´n es posible que se
consideren como uno solo, algunos planos que tienen los mismos coeficientes
parame´tricos de representacio´n pero que no son vecinos entre ellos, por ejem-
plo, una pared que tenga una columna en la mitad o una puerta entre dos
paredes. En la Figura 2.8 se presenta una nube de puntos de escena compues-
ta por tres planos, los puntos internos de cada plano se representan en azul
mientras que los puntos del borde de cada plano se muestran en verde, rojo y
negro.
En la Figura 2.9 se presenta un ejemplo con el resultado final del algoritmo, se
presentan tres vistas diferentes de una escena en la que se encuentran tres planos
diferentes, se realiza una reconstruccio´n de la escena usando la informacio´n de cuales
son los para´metros de la ecuacio´n de cada plano, y cuales son los puntos que se
encuentran en los bordes. En la Figura 2.10 se presentan tres ejemplos ma´s complejos
con los resultados del uso del algoritmo, en los que aparecen una escalera y un pasillo
.
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Figura 2.8: Nube de puntos, se sen˜alan los bordes de cada plano con un color diferente.
(a) (b)
(c)
Figura 2.9: Tres vistas diferentes de la reconstruccio´n del resultado final obtenido con
el algoritmo.
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(a) (b)
(c) (d)
(e) (f)
Figura 2.10: Resultados de la reconstruccio´n para varias tomas esta´ticas. (a) Imagen
de una escalera. (b) Reconstruccio´n de la escalera. (c) y (e) dos vistas diferentes de un
mismo pasillo. (d) y (f) Reconstruccio´n final de los fragmentos del pasillo.
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2.3. Correspondencia entre ima´genes
Los sensores de imagen se encuentran sobre el Quadrotor y se mueven con e´l,
se hace necesario encontrar cual ha sido el desplazamiento realizado y el cambio en
la orientacio´n de las ca´maras. Para esto se cuenta con dos ima´genes, una imagen
de color RGB y otra de rango D previamente calibradas. Se espera encontrar una
matriz de transformacio´n r´ıgida M , es decir, que la transformacio´n esta´ compuesta
por una rotacio´n y una traslacio´n, que permita determinar cual es la variacio´n de
la posicio´n y del desplazamiento entre dos ima´genes consecutivas. La matriz de
transformacio´n M permite realizar un cambio de coordenadas a los puntos XY Z,
para que coincidan como si hubiesen sido obtenidos desde el mismo punto focal. Los
pasos para encontrar la correspondencia se presentan a continuacio´n:
Bu´squeda de puntos correspondencias entre las ima´genes RGB: Es posible
encontrar elementos de correspondencia entre dos ima´genes, es decir, puntos
de objetos que puedan ser visibles en las dos ima´genes, aunque se tomen des-
de diferentes perspectivas. Una posible forma de encontrar similitudes entre
ima´genes es utilizando estrategias de correspondencia basadas en caracter´ısti-
cas, las cuales utilizan entidades homo´logas caracter´ısticas o elementos obteni-
dos de los niveles de gris como puntos, bordes o regiones, para despue´s buscar
cuales de ellos se presentan en las dos ima´genes. Las caracter´ısticas que se usan
con ma´s frecuencia son los bordes y los puntos de intere´s. La salida que se es-
pera en este paso es un vector, en el cual se almacenen las coordenadas de los
puntos de intere´s correspondientes en las dos ima´genes (ver Fig. 2.12(a) y Fig.
2.13(a)). Gran variedad de me´todos han sido propuestos en la literatura para
realizar este paso. En [59] se presenta un estudio y comparacio´n de algoritmos
que pueden ser utilizados para este fin. En general la extraccio´n de puntos de
intere´s es un proceso monocular, es decir, se realiza de modo independiente en
cada una de las ima´genes y, posteriormente, se busca correspondencia de los
puntos en las ima´genes.
Bu´squeda los equivalencias RGB con la nube de puntos: Debido a la cali-
bracio´n realizada previamente, se cuenta con la relacio´n matema´tica existente
entre la imagen RGB y la imagen de profundidad D, utilizando esta informa-
cio´n es posible tomar la posicio´n de un p´ıxel en RGB y encontrar su referencia
equivalente como un punto en la nube XY Z. En la Figura 2.11 se presenta
un ejemplo con una imagen de color sobre la cual se encuentran ciertas ca-
racter´ısticas, y una nube de puntos construida con los datos de la matriz de
profundidad sobre la cual se ubican los puntos XY Z, correspondientes a las
coordenadas de las caracter´ısticas.
Ca´lculo de la matriz de transformacio´n r´ıgida M : Usando la informacio´n de
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Figura 2.11: Calibracio´n entre la imagen RGB y la nube de puntos XY Z, se destacan
los descriptores encontrados en RGB y su equivalente en XY Z
la ubicacio´n de los descriptores comunes a los dos ima´genes, se obtiene la in-
formacio´n de los puntos correspondientes en cada nube de puntos asociada a
un cuadro capturado por el sensor. Los puntos se encuentran dentro del mis-
mo marco de coordenadas donde el punto focal del sensor corresponde con al
origen, como se tienen identificados los puntos en las dos nubes de puntos, es
posible encontrar cual es la transformacio´n en posicio´n y en orientacio´n que
hace que no correspondan. Para este proceso es necesario utilizar una te´cnica
en la cual, usando unos puntos de control conocidos y su correspondencia con
otros puntos, permita encontrar cual es la matriz de transformacio´n M que
los relaciona. Debido a que la correspondencia entre los puntos es conocida, el
problema se puede abordar desde la solucio´n a trave´s de mı´nimos cuadrados,
sin necesidad de usar te´cnicas como ICP (Iterative closest point [10]). La loca-
lizacio´n actual y los desplazamientos realizados por el UAV dentro del marco
de referencia son determinados teniendo en cuenta los puntos consecutivos
que corresponden con las coordenadas del centro focal de la ca´mara de rango
utilizada, que en este caso corresponde con el origen en coordenadas XYZ.
En las Figuras 2.12 y 2.13 se presentan dos ejemplos diferentes del proceso de
bu´squeda de correspondencias entre ima´genes, los para´metros utilizados se descri-
ben en detalle ma´s adelante. En 2.12(b) y 2.13(b) se relacionan los puntos XY Z
correspondientes con los descriptores comunes, en azul los de la imagen 1 y en rojo
los de la imagen 2, los puntos en violeta representan la transformacio´n de los puntos
rojos usando M , lo ideal es que los puntos en rojo violeta y los azules coincidan
perfectamente, como se aprecia en la imagen, el resultado es aproximado. En las Fi-
guras 2.12(c), 2.12(d), 2.13(c) y 2.13(d) se presentan los puntos XY Z obtenidos para
cada imagen, Es evidente que los puntos no coinciden debido a que son ima´genes
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tomadas desde diferentes lugares. En las Figuras 2.12(e), 2.12(f) ,2.13(e) y 2.13(f),
se presentan tres vistas diferentes del resultado final para cada ejemplo. Se puede
observar como los puntos en rojo fueron transformados para que correspondan con
las puntos azules utilizando la matriz de transformacio´n M .
2.4. Variacio´n de para´metros
La explicacio´n de los pasos del algoritmo se realizo´ de forma general, en cada
uno de ellos hay gran variedad de para´metros que determinan mu´ltiples aspectos
como la velocidad de ejecucio´n, la precisio´n de los ca´lculos y el desempen˜o general.
A continuacio´n se presenta una descripcio´n de las posibles variantes que puede tener
cada paso en te´rminos de valores de coeficientes o algoritmos posibles.
1. Acondicionamiento de los datos del sensor: En este paso los para´metros
variables son el submuestreo y el umbral de distancia.
Submuestreo: La imagen de profundidad original D tiene una resolucio´n
de 640 × 480, es posible trabajar con una imagen submuestreada, esto
conlleva a mejorar las velocidades de ejecucio´n del algoritmo debido a
que hay muchos menos puntos por procesar, teniendo como desventaja
que se pierde precisio´n en los ca´lculos realizados y en el modelo final
obtenido, en particular, en los bordes de los planos. En la Figura 2.9(a)
se presenta una ejemplo del resultado de la ejecucio´n del algoritmo, en
esta se pueden observar tres planos diferentes y el espacio que hay entre
ellos, en la medida en la que se aumente el coeficiente de submuestreo el
espacio entre los planos se hara´ mayor. Las dimensiones de la matriz D
en el ejemplo son de 64× 48 generando espacios entre planos que crecen
aproximadamente 2cm por cada metro de distancia al foco del sensor.
Umbral de distancia: La confiabilidad de la conversio´n de los datos decre-
ce a medida que aumenta la distancia , debido a la gran cantidad de
puntos que se pierden en las zonas discontinuas y en las zonas muy ale-
jadas al sensor, como resultado hay regiones en las cuales no se cuenta
con informacio´n de profundidad o se presenta alto ruido en la medicio´n
cuando se convierten los datos a metros [55]. Una forma de minimizar
en gran medida el ruido de los datos a gran distancia, entregados por el
sensor, es realizando una umbralizacio´n con la cual no se consideren pun-
tos que este´n alejados cierta distancia del punto focal. El valor utilizado
para la construccio´n de los ejemplos de este documento es de 3 metros
debido a que con valores superiores el error medio entre la medicio´n y la
aproximacio´n aumenta considerablemente.
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(a) (b)
(c) (d)
(e) (f)
Figura 2.12: Ejemplo 1. Bu´squeda de correspondencia entre ima´genes. (a)
Correspondencias entre 2 ima´genes RGB utilizando SIFT. (b) puntos XYZ que
corresponden con los puntos en el espacio, en azul puntos de la imagen 1, en rojo la
imagen 2, los puntos en violeta son la transformacio´n r´ıgida de los puntos rojos usando la
matriz M . (c) y (d) son dos vistas diferentes de los puntos sin transformar. En (e) y (f)
se presenta el resultado final, en el cual se muestra la correspondencia entre los puntos.
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(a) (b)
(c) (d)
(e) (f)
Figura 2.13: Ejemplo 2. Bu´squeda de correspondencia entre ima´genes. (a)
correspondencia entre 2 ima´genes RGB utilizando SIFT. (b) puntos XYZ que
corresponden con los puntos en el espacio, en azul puntos de la imagen 1, en rojo la
imagen 2, los puntos en violeta son la transformacio´n r´ıgida de los puntos rojos usando la
matriz M . (c) y (d) son dos vistas diferentes de los puntos sin transformar. En (e) y (f)
se presenta el resultado final, en el cual se muestra la correspondencia entre los puntos.
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2. Clasificacio´n de los planos: El proceso de agrupamiento consiste en generar
la divisio´n de los datos en grupos de objetos similares, existe gran variedad de
me´todos Jera´rquicos y me´todos de particionado para tal fin. Algunos criterios
para la seleccio´n de cual te´cnica es la apropiada pueden ser el nu´mero de
datos, el nu´mero de caracter´ısticas, el conocimiento previo sobre el nu´mero de
agrupamientos, entre otros. Es bien conocido que en la literatura gran cantidad
de te´cnicas de agrupamiento cuyo uso depende en gran medida del contexto
de la aplicacio´n [65]. En el caso de este algoritmo, el contexto es el siguiente:
Se cuenta con dos caracter´ısticas que son las derivadas direccionales de
cada punto de la matriz Z.
El nu´mero de agrupamientos de la escena es desconocido, es decir, en la
nube de puntos no se tiene la informacio´n de cuantos planos la componen.
El resultado de la clasificacio´n no puede dar un nu´mero menor de agru-
pamientos que el nu´mero de planos de contiene la escena, si es as´ı el
algoritmo fallar´ıa en los pasos siguientes al contener informacio´n errada.
El resultado de la clasificacio´n puede dar un nu´mero de agrupamientos
mayor que el nu´mero de planos de la escena, no siendo un problema ya
que en una etapa posterior se podra´n solucionar la sobreclasificacio´n.
Se busca que los tiempos de procesamiento sean bajos.
Para la implementacio´n y construccio´n de ejemplos se opto´ por seleccionar un
valor fijo de planos que puedan aparecer en la nube de puntos de la escena. El
valor esta por encima del nu´mero ma´ximo de agrupamientos de caracter´ısticas
que puedan aparecer. La te´cnica de agrupamiento seleccionada fue una varia-
cio´n del algoritmo k-means, que aumenta su velocidad de co´mputo (entre [39]
y [64]), utilizando como valores de entrada el vector de datos de caracter´ısticas
compuesto por las derivadas direccionales y el nu´mero ma´ximo de agrupamien-
tos seleccionado. Evidentemente, el resultado tendra´ por resultado la sobrecla-
sificacio´n de los planos. La seleccio´n hecha tiene en cuenta los elementos del
contexto descritos anteriormente, debido a que identificar el nu´mero de cla-
ses que puedan existir en un vector de datos es costoso computacionalmente.
Emp´ıricamente se encontro´ que es ma´s ra´pido utilizar una sobreclasificacio´n y
posteriormente unir los planos encontrados, en comparacio´n con hallar direc-
tamente el nu´mero de clases en la clasificacio´n con te´cnicas jera´rquicas. para
cada plano en los planos
3. Determinacio´n de los coeficientes de la ecuacio´n parame´trica: Para ca-
da uno de los planos se debe aplicar un algoritmo que permita encontrar los
coeficientes de una ecuacio´n parame´trica del plano que aproxime mejor los da-
tos. Hay dos elementos a tener en cuenta, el tipo de ecuacio´n parame´trica que
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se va a utilizar y la te´cnica de regresio´n para ajustar los puntos a la ecuacio´n.
Existen varias ecuaciones que permiten describir matema´ticamente un plano,
algunas esta´n basadas en las pendientes de los puntos con respecto a los ejes,
tambie´n hay ecuaciones basadas en una descripcio´n usando un vector perpen-
dicular al plano, entre otras. Con respecto a los algoritmos para encontrar los
para´metros, existen diversidad de te´cnicas que permiten realizar la regresio´n,
uno de los criterios de seleccio´n depende de la cantidad de valores at´ıpicos que
se encuentren entre los datos, los cuales pueden variar considerablemente los
resultados. Hasta este momento del algoritmo se cuenta con la clasificacio´n
de los puntos asocia´ndolos a un plano particular, se espera que el nu´mero de
clases de la clasificacio´n coincida con el nu´mero de planos de la escena. El
nu´mero de valores at´ıpicos depende del resultado de la clasificacio´n que asocia
cada punto a un plano descrito en el paso anterior. Para la implementacio´n de
este paso se utilizo´ un algoritmo basado en mı´nimos cuadrados debido a dos
razones: a) el nu´mero de valores at´ıpicos en los datos es muy bajo y no afectan
el desempen˜o de la aproximacio´n. b) Por razones de tiempo de co´mputo es
preferible usar un subconjunto de datos para realizar el ca´lculo con mı´nimos
cuadrados en comparacio´n con el uso de te´cnicas que tengan en cuenta valores
at´ıpicos para encontrar planos como RANSAC [56] [68].
4. Unio´n de planos que tengan correspondencia: Para cada plano clasificado
en la escena se cuenta con los valores de los coeficientes de la ecuacio´n pa-
rame´trica. Se hace necesario realizar la seleccio´n de la medida de disimilitud
entre los puntos en el espacio de los para´metros y, a trave´s de e´sta, se podra´ me-
dir que puntos pertenecen a un mismo plano debido a que comparten los mis-
mos valores aproximados en sus coeficientes. Algunas alternativas posibles son
la distancia euclidea, euclidea normalizada, Mahalanobis, Manhattan, Chebys-
hev, entre otras. Para la implementacio´n del algoritmo se utilizo´ la distancia
euclidea normalizada, debido a que tiene en cuenta las varianzas de los datos.
En el caso del uso de la ecuacio´n Z = AX + BY + C, los coeficientes A y B
representan valores de pendientes mientras que C representa el punto de corte,
en este caso los intervalos son muy amplios por los que el uso de la distancia
eucl´ıdea no ser´ıa recomendado. Si la representacio´n se hace en coordenadas
esfe´ricas, los intervalos de los coeficientes sera´n determinados por dos a´ngulos
que var´ıan entre [−pi, pi] y [−pi/2, pi/2] y la distancia al plano desde el origen
que variar´ıa entre cero y el valor del umbral de distancia ma´xima del sensor.
5. Ca´lculo del borde de cada plano: Una vez se cuenta con la clasificacio´n de
los puntos y se conocen los coeficientes de los planos a los que pertenecen, se
procede a determinar la forma que tiene cada plano. Se utiliza la nocio´n de
αShape [26] la cual es utilizada para realizar la reconstruccio´n de un conjunto
finito de puntos sin organizacio´n dentro de cierto agrupamiento, donde los
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puntos que conforman el αShape demarcan la frontera que contiene al resto de
puntos lo cual permite determinar la forma original de la agrupacio´n. El ca´lculo
del αShape utiliza la triangulacio´n de Delaunay, en particular, el hecho de que
se puede encontrar solo una circunferencia que pase a trave´s de los ve´rtices
de cada tria´ngulo [9], el valor de un umbral del radio de esta circunferencia
se puede utilizar para determinar cuales puntos pertenecen a la frontera y
cuales no. Esto conlleva a un hecho interesante, dependiendo del valor de radio
seleccionado se puede no obtener solo un contorno sino la divisio´n de la forma
en varios contornos (ver Fig. 2.14 y Fig 2.15), lo cual en este caso se puede
utilizar para separar planos que se hallan unido en el paso anterior. Un caso en
el cual se puede presentar este feno´meno es cuando se tienen dos paredes que
se encuentran unidas por una columna, las dos tienen los mismos valores en sus
coeficientes de la ecuacio´n parame´trica, pero pertenecen a planos diferentes.
Para la implementacio´n de este algoritmo, el argumento de entrada del αShape
son solo las coordenadas X y Y de los puntos en cada plano, no se considera
el valor de la coordenada Z, lo cual es equivalente a realizar una proyeccio´n
de los puntos con respecto al plano z = 0, esto mejora sustancialmente la
velocidad del algoritmo generando pra´cticamente los mismo resultados que
usando todas las coordenadas. Finalmente, la informacio´n que se conserva
para la siguiente iteracio´n son los puntos del αShape y los coeficientes de la
ecuacio´n parame´trica de cada plano detectado.
Figura 2.14: Variacio´n del umbral del αShape para algunos puntos en el plano, (a) de
valor 10 y (b) de valor 2
6. Correspondencia entre ima´genes :
Bu´squeda de puntos correspondientes entre las ima´genes RGB: Para
realizar este paso se hace necesario el uso de un detector de puntos de
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(a)
(b)
Figura 2.15: Reconstruccio´n de una escalera, se presenta el efectos del cambio de
resolucio´n con respecto a la respuesta obtenida. (a) reconstruccio´n sin submuestreo. (b)
reconstruccio´n cuando se toman solo 1/32 de los puntos obtenidos.
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intere´s con el cual se pueda encontrar el mismo punto en diferentes ima´ge-
nes incluso si el punto esta´ en distintas posiciones y escalas. La seleccio´n
de la te´cnica que realice la tarea de encontrar puntos de intere´s en varias
ima´genes es un para´metro clave a tener en cuenta en el momento de la
implementacio´n del algoritmo SLAM propuesto. Para la implementacio´n
de este algoritmo se utilizo´ la te´cnica SIFT (sigla que viene de Scale Inva-
riant Feature Transform) descrito en [42], cuya idea es la transformacio´n
de una imagen a una representacio´n compuesta de puntos de intere´s, es-
tos puntos contienen la informacio´n caracter´ıstica de ciertas partes de la
imagen, que luego pueden ser usados para la deteccio´n de corresponden-
cias. Fueron utilizados los mismos valores de para´metros sugeridos por el
autor (Anexo B).
Adicional a esta te´cnica, se evaluo´ una variante conocida como SURF
(Speeded up Robust Features [7]). En particular se puede destacar que
SURF es ma´s ra´pido en te´rminos de tiempo de co´mputo, pero presenta
varios problemas en el proceso de hallar correspondencias en comparacio´n
con SIFT, cuando se usan las ima´genes en interiores de edificios como las
usadas para este trabajo (en [35] se hace una comparacio´n de las dos
te´cnicas).
Otro para´metro a tener en cuenta (aparte de la seleccio´n de la te´cnica
para encontrar los puntos de intere´s) es un posible submuestreo que se
le realice a las ima´genes, lo cual tendr´ıa ventajas en te´rminos de tiempo
de co´mputo pero har´ıa que se perdiera precisio´n en la ubicacio´n de los
puntos dentro de la nube que correspondan a la imagen de color.
Para la implementacio´n del algoritmo y la construccio´n de los ejemplos
se utilizo´ SIFT con un submuestreo de 2 : 1. Se prefirio´ SIFT en lugar de
SURF, debido a que presenta un mejor nivel de precisio´n en los puntos
encontrados en las ima´genes, en este item en particular, se prefirio´ preci-
sio´n en vez de tiempo de co´mputo debido a lo sensible que es el resultado
final a la correspondencia entre ima´genes.
Bu´squeda de equivalencias de los puntos en RGB con los puntos XYZ:
La calibracio´n de los sensores de color y de profundidad permite encon-
trar la relacio´n de correspondencia entre las ima´genes que de ellos se
obtengan, esto permite que para cada punto encontrado en la imagen de
color se le pueda asociar un punto dentro de la nube XY Z. Para realizar
el proceso hay que tener en cuenta que la imagen de profundidad D no
contiene informacio´n para todas las coordenadas, habitualmente se pier-
de informacio´n en los bordes de los objetos, en las superficies reflectantes
y en los objetos lejanos. Cabe la posibilidad de que algunos de los des-
criptores queden ubicados sobre coordenadas en la imagen de color que
no tienen asociado un punto XY Z. Esos descriptores que no cuentan con
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Figura 2.16: Localizacio´n de los descriptores encontrados. Izq, imagen RGB, Der,
imagen de profundidad D
asociacio´n en la nube de puntos no son tenidos en cuenta. En la Figura
2.16 se presenta un ejemplo en el cual se esta´ capturando la informacio´n
de un pasillo largo, los descriptores que se encuentren ubicados dentro de
la zona azul oscura no sera´n tenidos en cuenta en el proceso final.
2.5. Resumen del cap´ıtulo
En este cap´ıtulo se detalla la explicacio´n de los pasos del algoritmo para realizar
la construccio´n de la escena, el cual posteriormente se utilizara´ como entrada para el
algoritmo de planeacio´n de trayectorias. Inicialmente se presento´ de forma general,
mostrando cada una de sus etapas. posteriormente se mostro´ que hay gran variedad
de para´metros que determinan mu´ltiples aspectos como la velocidad de ejecucio´n, la
precisio´n de los ca´lculos y el desempen˜o general. Trabajar con ima´genes submues-
treadas conlleva a mejoras en la velocidad de ejecucio´n del algoritmo, esto debido a
que hay muchos menos puntos por procesar, teniendo como desventaja que se pier-
de precisio´n en los ca´lculos realizados y en el modelo final obtenido, se evidencia en
particular en los bordes de cada uno de los planos. La confiabilidad de la conversio´n
de los datos tomados por el sensor de distancia al pasarlos a coordenadas reales
decrece a medida que aumenta la distancia al punto focal, adicionalmente, por la
construccio´n del dispositivo, se pierden puntos en los bordes de los objetos y en las
zonas muy alejadas al sensor, como resultado hay regiones en las cuales no se cuenta
con informacio´n de profundidad o se presenta alto ruido en la medicio´n. Una forma
de minimizar el ruido de los datos a gran distancia, es realizando una umbralizacio´n
con la se descartan puntos que esta la mayor distancia del sensor. La cantidad de
planos que puedan existir en la escena puede cambiar dependiendo del entorno y de
la posicio´n del sensor, Se planteo´ una estrategia que permite tener esto en cuenta
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en el momento de realizar la reconstruccio´n. Durante el proceso de reconstruccio´n
y en particular, al analizar diferentes ima´genes de rango, se hace necesario unir
ciertos planos, ya que es posible que correspondan entre si porque aparecen en las
dos ima´genes. Se presento´ un criterio para la seleccio´n de la te´cnica de clasificacio´n
en el que se busca que nunca detecte menos clases que las que realmente puedan
existir en la escena. Si detecta ma´s clases el algoritmo encontrara´ la correspondencia
y unira´ las clases. La localizacio´n y los desplazamientos realizados por el UAV den-
tro del marco de referencia se determinan a trave´s de los puntos consecutivos que
corresponden con las coordenadas del centro focal de la ca´mara de rango utilizada,
que en este caso corresponde con el origen en coordenadas XYZ.
Para la bu´squeda de correspondencia entre ima´genes se evaluaron dos te´cnicas
diferentes SIFT y SURF. Para la evaluacio´n se utilizaron los mismos valores de
para´metros sugeridos por los autores ( [7] y [42]). En particular se puede desta-
car que SURF es ma´s ra´pido en te´rminos de tiempo de co´mputo, pero presenta
varios problemas en el proceso de bu´squeda de correspondencias en comparacio´n
con SIFT, cuando se usan las ima´genes en interiores de edificios como las usadas
para este trabajo. Para la implementacio´n del algoritmo y la construccio´n de los
ejemplos se utilizo´ SIFT con un submuestreo de 2 : 1. Se prefirio´ SIFT en lugar de
SURF, debido a que presenta un mejor nivel de precisio´n en los puntos encontrados
en las ima´genes, en este item en particular, se prefirio´ precisio´n en vez de tiempo
de co´mputo debido a lo sensible que es el resultado final a la correspondencia entre
ima´genes.
Los datos de entrada tomados para la ejecucio´n del algoritmo de SLAM son
tomados de un edificio del cual no se cuenta con la informacio´n de verdad en tierra
firme (ground-truth). Esto imposibilita el contraste de los datos obtenidos del modelo
con los datos de la medicio´n de la estructura. Este inconveniente fue previsto en la
delimitacio´n de la tesis debido a que, el objetivo de desarrollar esta´ te´cnica, es generar
un ambiente virtual como base para los algoritmos de planeacio´n de trayectoria, y
no, realizar una validacio´n de la te´cnica dentro del estado del arte, validacio´n que
se sugiere como trabajo futuro.
CAPI´TULO 3
Representacio´n del entorno y modelo
dina´mico del sistema
En este cap´ıtulo se presentan las consideraciones previas que se utilizan como
entradas de los algoritmo de planeacio´n de trayectorias. Inicialmente se presenta
como se realiza la representacio´n del entorno, es decir, como se utilizan los datos
encontrados con el algoritmo de SLAM para que puedan ser interpretados como
obsta´culos sobre los cuales se evitan las colisiones. La estrategia utilizada esta´ basada
en el descenso del gradiente y utiliza todos los planos encontrados en la escena para
generar un campo de potencial artificial a trave´s del entorno de trabajo sobre el cual
es posible el movimiento del UAV. Finalmente se presenta la descripcio´n del modelo
dina´mico del Quadrotor utilizado, mostrando como es la respuesta del sistema ante
cambios en la referencia de posicio´n.
3.1. Representacio´n del entorno usando funciones
sigmoides
En el ambiente sobre el cual se puede desplazar el UAV se podra´n encontrar
obsta´culos con formas arbitrarias, que pueden ser representadas como un arreglo de
planos ubicados de manera que coincidan con las superficies de los objetos que se
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encuentren en e´l, teniendo en cuenta que con seguridad durante un vuelo se pueden
encontrar superficies con formas curvas, los planos seleccionados deben ser ubicados
de tal forma que, aunque se pierda la informacio´n exacta de la ubicacio´n y la forma de
algunas superficies, no se generen ambigu¨edades que puedan causar posteriormente
un fallo en el algoritmo de evasio´n. Una vez se han encontrado las ecuaciones de los
planos que constituyen el entorno del ambiente sobre el cual se desplaza el UAV, se
modelan para que se pueda contar con una representacio´n matema´tica que permita
determinar cuales son las zonas a trave´s de las cuales se puede circular libremente,
cua´les zonas presentar´ıan un alto riesgo de colisio´n y en que´ puntos la colisio´n en
inminente. La estrategia para generar un modelo del ambiente seleccionada en este
caso esta´ basada en campos potenciales.
Utilizando funciones sigmoides se puede generar un campo potencial en todo el
espacio dependiendo del lugar y la forma de los elementos que componen el am-
biente. Se considera el uso de funciones sigmoides debido a que permite crear un
modelo suave de campo de fuerza en todo el ambiente de disen˜o y solo es necesario
ajustar un para´metro para cambiar el rango de accio´n efectiva del campo generado
de manera individual por cada obsta´culo. El uso de esta funcio´n permite modelar
fa´cilmente paredes, pisos o techos, adema´s de objetos con formas arbitrarias si hace-
mos que varios planos lo rodeen generando un poliedro convexo (Fig. 3.1), adema´s
permite que el APF generado se extienda perpendicularmente desde las fronteras
del obsta´culo y no radialmente desde el centro de masa como lo hacen otros me´to-
dos. Para aplicar la funcio´n sigmoide al modelado de los objetos, el dominio de la
funcio´n representa la distancia del mo´vil al obsta´culo y el rango representa el grado
de repulsio´n asociado a un punto. Se ajusta la curva para que el borde del obsta´cu-
lo corresponda con la funcio´n evaluada en 0, adicionalmente se considera que los
puntos en el interior del obsta´culo correspondan a la funcio´n evaluada con valores
positivos, por consiguiente, la funcio´n evaluada en valores negativos coincide con el
exterior del obsta´culo. En las sub-secciones siguientes se explica como llevar a cabo
la representacio´n dependiendo del nu´mero de dimensiones a tener en cuenta.
3.1.1. Representacio´n ba´sica en una dimensio´n
Si se tiene en cuenta una sola dimensio´n se puede proceder utilizando la Ecuacio´n
3.1, en la que d representa la coordenada del borde del obsta´culo y γ es un coeficiente
que permite modificar la suavidad del cambio de la funcio´n, el signo de γ determina
si la funcio´n mono´tona es creciente o decreciente.
fsig(x) =
1
1 + e−γ(x−d)
(3.1)
Si existe un obsta´culo cuyo borde esta´ en la posicio´n −2 y el interior se encuentra
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Figura 3.1: Planos generando un poliedro convexo que rodea completamente a un
objeto con superficie curva. En el caso presentado, la unio´n de los planos que rodean
completamente a un cilindro forman un ortoedro
hacia la derecha de este punto, la evaluacio´n de la funcio´n sigmoidal (fs) sobre el
borde es fs = 0,5. Toma valores en el intervalo 0,5 < fs < 1 para puntos que se
encuentren dentro del obsta´culo y toma valores en el intervalo 0 < fs < 0,5 para
puntos que se encuentren en el exterior. La funcio´n sigmoide que representa el campo
producido se visualiza en la Figura 3.2(a). En el caso en el que se quiera considerar el
otro borde del obsta´culo, se realiza el ajuste a la curva teniendo cuenta cuales son los
puntos que esta´n en el interior y en el exterior y posteriormente se realiza la unio´n de
los campos individuales, esta unio´n se puede realizar de varias maneras, podr´ıa ser
a trave´s de un producto entre funciones o seleccionando el ma´ximo generado entre
otros. En la Figura 3.2(b) se presenta un ejemplo en el que los bordes del obsta´culo
se encuentran ubicados en los puntos −2 y 2.
3.1.2. Representacio´n en dos dimensiones
En el caso bidimensional se debe tener en cuenta tanto el largo y ancho de los
objetos como su orientacio´n. Es posible encontrar varias rectas que representen el
contorno de cada objeto en la escena, e´stas servira´n para determinar la forma como
se calculara´ el campo potencial. Se sigue utilizando la Ecuacio´n 3.1, pero ahora
hay que tener en cuenta que los bordes tienen componentes en x y en y segu´n su
orientacio´n. En la Figura 3.3 se presenta un ejemplo en el cual se tiene un objeto
rectangular centrado en el origen, con ancho igual a 2 unidades y largo igual a 4
unidades, la Ecuacio´n 3.2 se utiliza para calcular el valor de la funcio´n en cada punto
del plano.
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(a) Ejemplo cuando el borde esta´ en el punto −2 (b) Ejemplo cuando los bordes esta´n en los pun-
tos −2 y 2
Figura 3.2: Evaluacio´n de la funcio´n sigmoide (y) para un obsta´culo en una dimensio´n
fsig(x, y) =
1
1 + eγ(x−1)
1
1 + e−γ(x+1)
1
1 + eγ(y−2)
1
1 + e−γ(y+2)
(3.2)
3.1.3. Extrapolacio´n a tres dimensiones
Extrapolando la forma como se evalu´a la funcio´n sigmoide es posible extender el
me´todo al caso tridimensional. La funcio´n sigmoide que representa el APF generado
por un obsta´culo en un punto q en el espacio, se presenta de forma general en la
Ecuacio´n (3.3).
fsig(q) =
N∏
J=1
1
1 + e−γfJ (s)
(3.3)
Donde γ es el coeficiente que nos permite modificar el rango de accio´n del
obsta´culo, N es el nu´mero de planos que conforman el poliedro convexo que contiene
al obsta´culo y fJ(s) es una funcio´n que depende de la ecuacio´n de cada plano. El
valor total del APF generado en un punto en el espacio es tomado como el ma´ximo
APF generado por los obsta´culos de forma individual. Por ejemplo, para representar
un obsta´culo con forma de paralelep´ıpedo ortogonal cuyas medidas sean ancho = H,
altura = W y longitud = L y centrado en el origen se pbtendr´ıa la Ecuacio´n (3.4),
sobre la cual se puede ver una representacio´n tridimensional en la Figura 3.4.
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(a) Mapa de contorno, las l´ıneas negras repre-
sentan el borde del obsta´culo
(b) Mapa de superficie del valor de la funcio´n en
cada punto del plano
Figura 3.3: Evaluacio´n de la funcio´n sigmoide (y) para un obsta´culo en dos dimensiones
f(x, y, z) =
1
1 + e−γ(x+
W
2
)
1
1 + e−γ(x−
W
2
)
1
1 + e−γ(y+
H
2
)
1
1 + e−γ(y−
H
2
)
1
1 + e−γ(z+
L
2
)
1
1 + e−γ(z−
L
2
)
(3.4)
3.1.4. Definicio´n de Zonas seguras
Las zona segura es un concepto abstracto que se utiliza como criterio para to-
mar decisiones en las te´cnicas de planeacio´n de trayectorias que se presentara´n en
el cap´ıtulo 4. A continuacio´n se presenta su definicio´n: Una vez se tiene la funcio´n
anal´ıtica que permite calcular el APF de cada obsta´culo, es posible identificar re-
giones seguras, las cuales se pueden interpretan como puntos en el espacio sobre los
cuales no existir´ıa colisio´n con ningu´n obsta´culo si el Quadrotor se ubicara all´ı. Las
zonas seguras se caracterizan por tener un valor de APF muy bajo que tiende a 0 y
se seleccionar´ıa de acuerdo a que tanto se desea que el Quadrotor se acerque a los
obsta´culos cuando este´ navegando cerca a ellos (ver Fig. 3.5), la seleccio´n de esta
distancia depender´ıa del desempen˜o que tenga en el control del sistema para seguir
la referencia dada por la trayectoria.
Se puede determinar la zona segura fijando un valor de umbral Usafe, si el valor
de APF calculado para un punto q es menor al valor de Usafe, se puede afirmar que el
punto se encuentra en la zona segura. Si se selecciona valor Usafe muy alto es posible
que el Quadrotor pase muy cerca de los obsta´culos y corra peligro de colisio´n, si el
valor es muy bajo el veh´ıculo intentar´ıa evitar los obsta´culos aleja´ndose una gran
distancia de ellos lo que implicar´ıa que la trayectoria encontrada puede tener una
38
CAPI´TULO 3. REPRESENTACIO´N DEL ENTORNO Y MODELO DINA´MICO DEL
SISTEMA
Figura 3.4: Representacio´n del APF generado para un objeto usando funciones
sigmoides, cuando H = 2, W = 2 y L = 6. El pseudocolor se utiliza para representar el
valor del potencial en el espacio
Figura 3.5: Visualizacio´n de la zona segura, el color verde representa la regio´n que
corresponde a la zona segura, el color rojo es una regio´n fuera de la zona segura, el color
blanco es el interior del obsta´culo
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Figura 3.6: Representacio´n del APF por medio de l´ıneas de contorno. Se permite la
visualizacio´n de los valores del APF para determinar cual ser´ıa la frontera si un valor
espec´ıfico es usado como umbral
distancia de recorrido mucho ma´s grande. Es posible encontrar automa´ticamente el
valor del Usafe para un valor de γ establecido, calculando el valor del APF (Ecuacio´n
3.4) para un punto q0 que se encuentre a la distancia mı´nima que se considere segura
sobre la diagonal a un obsta´culo. En la Figura 3.6 se presenta un ejemplo en el cual
se visualizan las posibles fronteras que tendr´ıa la zona segura dependiendo del valor
de umbral que se seleccione.
El taman˜o del Quadrotor puede ser tenido en cuenta extendiendo las dimensiones
de la frontera de cada obsta´culo de tal forma que pueda ser considerado simplemente
como un punto, basta con dilatar la frontera de los obsta´culos de acuerdo a las
dimensiones del Quadrotor.
3.2. Proceso de identificacio´n del modelo dina´mi-
co del Quadrotor
3.2.1. Caracter´ısticas del Quadrotor
El Quadrotor utilizado en este trabajo es AR Drone de la empresa francesa Pa-
rrot, el cual esta´ compuesto por una estructura de soporte en forma de cruz de tubos
de fibra de carbono sobre la que se montan los motores, la placa madre y la placa de
navegacio´n. Cuenta con una cubierta de proteccio´n para vuelos en interiores. Para
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controlar sus acciones es necesario conectarlo a un dispositivo que contenga una
aplicacio´n de control a trave´s de una conexio´n Wi-Fi por lo que su alcance de movi-
miento esta´ limitado al alcance de la conexio´n (entre 30 y 100 metros dependiendo
de las condiciones clima´ticas). Su estructura es modular permitiendo un recambio
muy simple de todas y cada una de sus piezas.
Entre sus especificaciones te´cnicas [1] se pueden destacar:
Dimensiones: 52,5× 51,5cm, Peso420gconlacubierta.
Velocidad ma´xima de marcha: 5 m/s.
Microprocesador ARM9 RISC de 32 bits, 468 MHz. Memoria DDR SDRAM
de 128 MB, 200 MHz. Mo´dem Wi-Fi b g.
Sistema operativo con nu´cleo Linux
Acelero´metro de tres ejes, tecnolog´ıa MEMS.
Giro´metro de 2 ejes y Giro´metro de precisio´n de 1 eje para el control de
guin˜ada.
4 motores sin escobillas, funcionando a 3.500 rpm con una potencia de 15 W.
Bater´ıa de ion de litio de tres celdas, capaz de entregar 1000 mA/hora con
un voltaje nominal de 11,1 V, permite una autonomı´a de vuelo de 10 minutos
aprox.
Ca´mara frontal con sensor CMOS de tipo gran angular de lente diagonal. 93o
de amplitud. Resolucio´n 640× 480 p´ıxeles a 15 fps.
Ca´mara inferior con sensor CMOS de alta velocidad de lente diagonal. 64o de
amplitud. Resolucio´n 176× 144 p´ıxeles. 60 fps.
Alt´ımetro por ultrasonido con frecuencia de emisio´n de 40 kHz y alcance de 6
metros.
Inicialmente el producto fue lanzado al mercado para ser controlado exclusiva-
mente con dispositivos de iOS, aunque con el tiempo se extendio´ a otros como por
ejemplo dispositivos con Android. Posteriormente Parrot lanzo´ un SDK de desa-
rrollo que cuenta con APIs de co´digo abierto. Para el desarrollo de este trabajo se
utilizo´ el ARDrone API SDK 1.8, el cual permite enviar sen˜ales al Quadrotor cam-
biando el valor del PWM de cada uno de los motores y recibir la informacio´n de
todos los sensores. Adicionalmente permite obtener informacio´n que se puede dedu-
cir de la combinacio´n de los sensores como por ejemplo, la estimacio´n de la posicio´n,
la velocidad y la aceleracio´n en los tres ejes.
3.2. PROCESO DE IDENTIFICACIO´N DEL MODELO DINA´MICO DEL QUADROTOR41
3.2.2. Proceso de identificacio´n
Para el proceso de identificacio´n se construye una hipo´tesis usando el conocimien-
to emp´ırico que se tiene del sistema, posteriormente teniendo en cuenta los criterios
de identificacio´n, se procede a elaborar el montaje experimental para tomar los datos
(ver Anexo A). A continuacio´n se detallan las consideraciones realizadas:
Conocimiento del sistema: Algunas estrategia de control usadas en Quadro-
tors consisten en el disen˜o de un control de dos grados de libertad [51] [61] [69],
lo cual permite desacoplar en gran medida la interaccio´n entre los movimientos
en las dimensiones x, y y z, es decir, se consigue que la matriz de transferencia
en lazo cerrado sea aproximadamente diagonal. Por otro lado, a partir de un
proceso de control manual del Quadrotor, se pueden maniobrar forma inde-
pendiente el movimientos en cada uno de los ejes, lo que permite construir la
hipo´tesis basada en:
• Es posible aproximar su dina´mica a un sistema independiente en cada eje
x, y y z
• El cambio de posicio´n vertical (eje y) siempre genera sobrepico ante
sen˜ales de referencia en escalo´n, por lo cual, el sistema no puede ser
aproximado con un modelo lineal de primer orden.
• El cambio de posicio´n vertical (eje y) tiene tiempos de respuesta diferente
dependiendo de la direccio´n del movimiento, el Quadrotor tiende a bajar
ma´s ra´pido de lo que sube debido a la accio´n de la fuerza de gravedad.
• El cambio de posicio´n horizontal (ejes x y z) no presenta sobrepico ante
sen˜ales de referencia escalo´n.
• El movimiento en el eje x responde de forma similar al movimiento en el
eje z.
• El Quadrotor tiene un l´ımite de velocidad al que se llega cuando se saturan
los actuadores.
• Es posible que el sistema lineal de´ buenos resultados al realizar una apro-
ximacio´n a un modelo de segundo orden con saturacio´n de estados, debido
a que la respuesta del controlador puede tener polos dominantes de se-
gundo orden en lazo cerrado.
Tipo de sen˜al de estimulo, perturbaciones y forma de la salida: Debido
a que se busca realizar una aproximacio´n a un sistema lineal, la sen˜al de
est´ımulo seleccionada es una entrada que var´ıa en forma escalonada, donde
el cambio de los valores de escalo´n es pequen˜o para evitar que el Quadrotor
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Figura 3.7: Fotograf´ıa de una prueba de vuelo para la identificacio´n usando un Parrot
AR. Drone
se sature en velocidad. El experimento se realiza en un espacio cerrado para
evitar que entre viento, el cual es una perturbacio´n del sistema. La sen˜al de
salida que entrega el sistema utilizando el AR. DRONE SDK esta´ dada en
mil´ımetros y se actualiza con un periodo de 5 ms.
Consideraciones sobre los datos obtenidos: Al encender el sistema, su
comportamiento predeterminado de fabrica es que se ponga a una altura inicial
aproximada de 1 m. Sobre el vector de datos de salida que se recibe del sistema,
solo se tienen en cuenta los datos que se adquieren una vez el Quadrotor este
en modo Hover. Se descarta el proceso de despegue, debido a que hay un
tiempo muerto mientras los motores se prenden y se realiza el comportamiento
predeterminado. Adicionalmente se tiene en cuenta que las mediciones tomadas
se realizan solo durante los primera parte de tiempo de autonomı´a del veh´ıculo,
esto de debe a que cuando la bater´ıa esta´ baja el sistema deja de responder al
no tener en cuenta alguna de las sen˜ales que se le env´ıan y al perder calidad
en el control a las perturbaciones.
Bajo estas consideraciones se planificaron varios vuelos para el Quadrotor (Figura
3.7), en los cuales se busco´ que el movimiento se realizara de tal forma que solo
tuviera componentes en una dimensio´n a la vez. Se realizaron pruebas en las cuales
el Quadrotor solo volaba en direccio´n del eje y y otras en las cuales solo se mov´ıa
sobre los ejes x y z. En la Figura 3.8 se presenta un ejemplo significativo de una
de las pruebas, en la cual, se presenta la variacio´n de la altura de Quadrotor con
respecto al tiempo y la sen˜al de referencia aplicada.
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Figura 3.8: Sen˜ales utilizadas para la identificacio´n del sistema en el eje vertical. En
rojo, la referencia. En azul, la altura medida.
3.2.3. Resultados
Para la identificacio´n del sistema se utilizo´ el El Toolbox de Identificacio´n de
Sistemas de MatLab, el cual contiene funciones para la estimacio´n parame´trica de
modelos H. Las funciones comparten la misma estructura de comando:
>> H = funcion([y, u], N);
Donde las variables de entrada u y y son vectores que contienen los datos de en-
trada y de salida respectivamente, mientras que la matriz N especifica la estructura
particular de los modelos por estimar, tomando informacio´n como los o´rdenes de sus
ecuaciones, retardos, y otros para´metros.
Para la seleccio´n del modelo y para´metros que mejor se ajusten a los datos, se
desarrollo´ un programa de bu´squeda en el cual se evalu´an diferentes estructuras de
modelos lineales de caja negra, variando los o´rdenes de sus ecuaciones y sus po-
sibilidades de retardos. En particular, la prueba cuenta con la variacio´n entre las
estructuras ANX, OE, ARMAX y BJ, cada uno de estos se evalu´a realizando va-
riacio´n entre los ordenes de sus modelos. La variacio´n del orden tiene en cuanta las
estructuras evaluadas para segundo, tercero, cuarto, quinto y sexto orden. Los retar-
dos seleccionados para la prueba van desde 0, hasta 200, lo que implica un retardo
ma´ximo de 1s, esto debido a que el periodo de captura de datos que es 5ms. En la
Tabla 3.1 se presentan los resultados de la identificacio´n del sistema, se consideran
los modelos evaluados contra los diferentes o´rdenes que se asignaron en particular
a los denominadores. Se presentan solo los resultados de los mejores porcentajes de
ajuste de las pruebas segu´n la variacio´n de los retardos.
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Tabla 3.1: Evaluacio´n de te´cnicas de identificacio´n. Se presenta el mejor porcentaje de
ajuste que se obtiene cuando se var´ıa el orden
Porcentaje de ajuste segu´n
el orden del denominador
Te´cnica 2 3 4 5 6
ANX 83.37 83.36 83.4 83.43 83.47
OE 91.31 90.82 90.8 90.56 90.5
ARMAX 83.78 91.15 91.16 91.15 91.15
BJ 90.75 86.9 91.26 91.27 90.7
El sistema que genera el mejor ajuste es una estructura OE de orden 2 con un
91,31 %, la funcio´n de transferencia del sistema en el dominio continuo que corres-
ponde con ese sistema es presentada en la Ecuacio´n 3.5. En la Figura 3.9 se presenta
la respuesta del sistema identificado ante la referencia contratado con la sen˜al me-
dida, es evidente que el modelo se ajusta bien al set de datos a partir del cual fue
estimado. A continuacio´n se procede a verificar si el modelo es capaz de describir
datos tomados de un vuelo diferente al que se empleo´ para buscar la estructura que
mejor ajustara los datos. En la Figura 3.10 se presenta el resultado la evaluacio´n del
modelo con nuevos datos, el resultado es un ajuste del 91,11 %.
H(s) =
6,682
s2 + 3,792s+ 6,688
(3.5)
La funcio´n de transferencia obtenida se encuentra en el dominio continuo, se
requiere cambiar de dominio debido a que el simulador utilizado para generar las
trayectorias trabaja a una tasa de 60 fps, se hace necesario discretizar los modelos
usando 1/60 de segundo como periodo de muestreo. Adicionalmente se realiza un
proceso con el cual se transforma el modelo en forma de funcio´n de transferencia
a espacio de estados, de tal manera que los estados correspondan a la posicio´n y
a la velocidad, esto tiene un doble propo´sito, primero para obtener las ecuaciones
en diferencias que permitira´n actualizar la posicio´n del Quadrotor con respecto al
tiempo en la simulacio´n, y segundo, para saturar sus estados permitiendo agregar
al modelo la limitacio´n en el desplazamiento que genera la velocidad ma´xima.
En la Figura 3.11 se muestra la representacio´n en bloques del modelo discreto
del sistema usando Simulink. El bloque fcn representa las ecuaciones en diferencias,
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(a) Ajuste del modelo identificado
(b) Detalle de una a´rea particular
Figura 3.9: Sen˜ales utilizadas para la identificacio´n del sistema en el eje y. En rojo, la
referencia. En azul, la altura medida. En verde, la respuesta del modelo ante la referencia.
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Figura 3.10: Prueba del ajuste del modelo encontrado con datos nuevos. En rojo, la
referencia. En azul, la altura medida. En verde, la respuesta del modelo ante la referencia.
el estado x1 representa la posicio´n y x2 la velocidad y se utiliza un bloque saturador
para limitar el estado x2. Finalmente, las ecuaciones en diferencias resultado de
la identificacio´n en el dominio discreto que representan el movimiento vertical son
presentadas en las ecuaciones 3.6 y 3.7, y las ecuaciones 3.8 y 3.9 representan el
movimiento horizontal.
[
Xv1(k + 1)
Xv2(k + 1)
]
=
[
1,017 0
−0,1089 0,9388
] [
Xv1(k)
Xv2(k)
]
+
[
0
0,1079
]
U (3.6)
[
Yv(k)
]
=
[
1 0
] [ Xv1(k)
Xv2(k)
]
+
[
0
]
U (3.7)
[
Xh1(k + 1)
Xh2(k + 1)
]
=
[
1,017 0
−0,1944 0,896
] [
Xh1(k)
Xh2(k)
]
+
[
0
0,1927
]
U (3.8)
[
Yh(k)
]
=
[
1 0
] [ Xh1(k)
Xh2(k)
]
+
[
0
]
U (3.9)
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Figura 3.11: Diagrama de bloques de la ecuacio´n de estado discreta
3.3. Resumen del cap´ıtulo
Las funciones sigmoides permiten generar un campo potencial en todo el espa-
cio, para eso es necesario tener en cuenta la posicio´n y la forma de los elementos
que componen el escenario. Se considera el uso de funciones sigmoides debido a que
permite crear un modelo suave de campo de fuerza artificial que se extiende a trave´s
de todo el ambiente y permite modelar fa´cilmente paredes, pisos o techos, adema´s
de objetos con formas arbitrarias segu´n la metodolog´ıa presentada en esta seccio´n.
El uso de la funcio´n sigmoide tiene como ventajas que solo es necesario ajustar un
para´metro para cambiar el rango de accio´n efectiva del campo generado por los
obsta´culos, adema´s permite que el campo generado se extienda perpendicularmente
desde las fronteras de los obsta´culos y no de forma radial, permitiendo tener en
cuenta formas arbitrarias para los obsta´culos.
Realizar el proceso de identificacio´n del sistema presenta varias ventajas ya que
se genera la posibilidad de predecir la respuesta del sistema ante mu´ltiples entra-
das y poder hacer pruebas al mismo sin que tenga que experimentarse f´ısicamente
sobre e´l. El proceso de identificacio´n se simplifica considerablemente utilizando la
herramienta System Identification de MatLab. Esta tiene una serie de funciones pro-
gramadas que sirven para realizar operaciones como carga de datos, organizacio´n,
filtrado de ruido y separacio´n de datos para validacio´n. Adema´s realiza el proceso de
validacio´n, comparando gra´ficamente los resultados. Pese a la utilidad de la herra-
mienta, tener cierto conocimiento del modelo ayuda a generar una mejor hipo´tesis
para el proceso de ajuste del modelo. La hipo´tesis planteada presento´ un ajuste
muy alto de los datos (91,31 %), mostrando tambie´n buenos resultados al evaluar el
ajuste con datos diferentes a los usados para la identificacio´n (91, 11 %). E´ste valor
es alto debido a las caracter´ısticas de las pruebas realizadas, ya que se busco´ que la
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sen˜al de entrada fuese similar a las posibles variaciones que se pueden presentar en
la simulacio´n.
El movimiento en el eje vertical del Quadrotor tiene una caracter´ıstica particu-
lar y es que el tiempo de respuesta cuando esta´ subiendo es inferior al tiempo de
respuesta cuando esta´ bajando, esto debido al efecto de la fuerza de gravedad. El
modelo identificado para el sistema en el eje vertical solo tiene un tiempo de res-
puesta, debido a que se utiliza el ajuste con un modelo lineal, no presentando esto
problemas en la simulacio´n ya que el resultado es un buen ajuste de los datos.
Para el proceso de identificacio´n se descarto´ la informacio´n de la telemetr´ıa del
despegue, por lo que el tiempo muerto que se genera mientras los motores se pren-
den y el Quadrotor se pone en modo Hover no es tenido en cuenta en el modelo
identificado. Esto significa que el despegue tiene su propio modelo dina´mico. Estos
comportamientos pueden ser tenidos en cuenta en las simulaciones o en los ejercicios
realizando un proceso de cambio de modelo segu´n el estado en el que se encuentre
el Quadrotor, es decir, solo despue´s de que el sistema este´ en modo hover es valido
utilizar el modelo identificado.
Cuando la bater´ıa del Quadrotor esta´ baja, el sistema deja de responder de la
misma forma como lo hace cuando esta´ cargada. El feno´meno que se percibe es que
deja de tener en cuenta algunas de las sen˜ales que se le env´ıan y adicionalmente se
vuelve muy sensible a las perturbaciones. Las mediciones tomadas para el proceso de
identificacio´n se realizaron solo durante los primera parte del tiempo de vida de la
carga de la bater´ıa, pese a esto, el modelo obtenido presenta un ajuste representativo
en los 7 primeros minutos de los 10 minutos de autonomı´a del veh´ıculo.
CAPI´TULO 4
Planeacio´n de trayectorias en ambientes
dina´micos tridimensionales
En este cap´ıtulo se presenta la exploracio´n sobre el tema de planeacio´n de tra-
yectorias utilizando campos potenciales artificiales, lo cual trae como resultado el
desarrollo de tres algoritmos. Todos ellos se presentan inicialmente en ambientes
esta´ticos, posteriormente se presenta la estrategia para que todos funcionen en am-
bientes con obsta´culos dina´micos. El primer algoritmo (GD) es una extrapolacio´n a
tres dimensiones del algoritmo bidimensional presentado en [48], que podr´ıa enmar-
carse como un algoritmo tradicional basado en la te´cnica de descenso de gradiente.
El segundo algoritmo (BM), es una te´cnica con la que se pretenden solucionar algu-
nos de los problemas que presentan las te´cnicas basadas en descenso de gradiente,
esta´ basado en el movimiento independiente de una serie de puntos que buscan mo-
verse hasta encontrar una regio´n libre de obsta´culos. El tercero (BZS) se presenta
como una combinacio´n de los dos anteriores, iterativamente se busca descender a
trave´s del gradiente sin salir de la zona segura. El segundo y el tercer algoritmo son
construcciones heur´ısticas que se caracterizan por la gran sencillez en su implemen-
tacio´n. Para finalizar este cap´ıtulo, se plantea una te´cnica que permite utilizar los
algoritmos previamente presentados para la planeacio´n de trayectorias en ambientes
con obsta´culos dina´micos.
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4.1. Algoritmos de planeacio´n de trayectorias en
ambientes esta´ticos tridimensionales
4.1.1. Algoritmo basado en descenso del gradiente
En [48] se presenta un me´todo de planeacio´n para la gu´ıa de un veh´ıculo auto´no-
mo para el caso bidimensional, el cual utiliza una estrategia iterativa basada en
campos potenciales, el problema es formulado de tal manera que se convierte en
un problema de optimizacio´n y es posible descomponerlo en dos partes, primero el
co´mo se genera la funcio´n objetivo y segundo, co´mo se busca encontrar el mı´nimo
de la funcio´n.
Generacio´n de la funcio´n objetivo: La funcio´n de costo J se genera mediante
la construccio´n de un modelo de representacio´n del entorno, calculado median-
te la Ecuacio´n 4.1.
J(x, y) = w1Jo(x, y) + w2Jg(x, y) (4.1)
Donde Jo(x, y) es una funcio´n que se debe al campo generado por todos los
obsta´culos, Jg(x, y) es la funcio´n generada por el punto de destino y w1 y w2
son pesos que permiten especificar la importancia relativa de las funciones. Los
pesos se utilizan para convertir el problema de optimizacio´n multi-objetivo a
mono-objetivo a trave´s de un enfoque de escalarizacio´n de las funciones. Se
debe hacer una seleccio´n apropiada de las funciones que se utilizara´n para
representar los obsta´culos y cual funcio´n se utilizara´ para representar el punto
de destino. Por ejemplo, para la construccio´n del campo J(x, y), se podr´ıan
seleccionar una funcio´n gaussiana para representar los obsta´culos (ver Fig. 4.1)
y una funcio´n parabo´lica para representar el punto de meta (ver Fig. 4.2), el
resultado total se visualiza en la Figura 4.3.
Me´todo iterativo de evaluacio´n y avance: La estrategia que se utiliza asume
que el veh´ıculo siempre conoce su posicio´n dentro del marco de referencia y
adema´s se ignora por completo la dina´mica del movimiento, es decir, que puede
desplazarse siempre a las referencias planteadas. Para comenzar, el veh´ıculo
tiene la posibilidad de evaluar J sobre ciertos puntos que se encuentran sobre
una circunferencia de radio λ, centrada sobre su posicio´n (ver Fig. 4.4), al
evaluar cada punto se puede determinar cual de ellos tiene el menor valor
de J , determinando as´ı la direccio´n hacia la cual hay que desplazarse. Para
actualizar la posicio´n se utiliza la Ecuacio´n 4.2.
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Figura 4.1: Gra´fica de superficie del campo escalar Jo generado por un obsta´culo en la
posicio´n (15,17) usando una funcio´n gausiana
Figura 4.2: Gra´fica de superficie del campo escalar Jg debido al punto de destino
utilizando una funcio´n parabo´lica
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Figura 4.3: Gra´fica de superficie de J(x, y)
Figura 4.4: Vista superior de veh´ıculo auto´nomo. Los puntos representan las posiciones
que pueden ser evaluadas en J
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[
x(k + 1)
y(k + 1)
]
=
[
x(k)
y(k)
]
+ λ
[
cos(θ)
sin(θ)
]
+ ∆λ
[
cos(∆θ)
sin(∆θ)
]
(4.2)
Donde los dos primeros te´rminos a la derecha de la igualdad representan la
posicio´n a la que se desea mover el veh´ıculo y el tercer te´rmino representa
un factor de ruido para generar cierta incertidumbre en la actualizacio´n de
la posicio´n, se busca que el ruido de ∆λ este´ uniformemente distribuido entre
cierto intervalo por ejemplo [−0.1λ, 0.1λ], y que ∆θ este´ en el intervalo [−pi, pi].
El proceso se realiza de forma iterativa hasta que se alcance un valor de la
funcio´n cercana 0, o hasta que se cumplan cierta cantidad de iteraciones. Vale
la pena destacar que aunque esta es una estrategia basada en el descenso de
gradiente nunca se realiza el ca´lculo de forma directa.
El me´todo presentado a continuacio´n es una extrapolacio´n a tres dimensiones
del algoritmo anterior, para esto se tienen en cuenta las siguientes consideraciones:
La Ecuacio´n 4.1 se modifica para acondicionarla al caso tridimensional, de esto
se obtiene la Ecuacio´n 4.3
J(x, y, z) = w1Jo(x, y, z) + w2Jg(x, y, z) (4.3)
Donde Jo(x, y, z) se toma directamente de la representacio´n los obsta´culos que
se modelan utilizando funciones sigmoides, Jg(x, y, z) se modela utilizando una
funcio´n cuadra´tica, w1 = 1 y w2 se toma como coeficiente de sintonizacio´n
La Ecuacio´n 4.2, que determina la forma como se actualiza la posicio´n en
cada iteracio´n, se modifica para el caso tridimensional de tal manera que se
convierte en la Ecuacio´n 4.4
p(k + 1) = p(k) + λf(θ, φ) + ∆λf(∆θ,∆φ) (4.4)
Donde el primer te´rmino a la derecha de la igualdad representan la posicio´n
actual de veh´ıculo en el espacio, el segundo te´rmino es la variacio´n en la posi-
cio´n a la que se desea mover el veh´ıculo, para este caso, depende de los lugares
en los cuales se consideren movimientos posibles y el tercer te´rmino representa
un factor de ruido para generar cierta incertidumbre en la actualizacio´n de
la magnitud de la posicio´n, se busca que el ruido de ∆λ este´ uniformemente
distribuido entre cierto intervalo. La funcio´n f(θ, φ) depende del tipo de se-
leccio´n de los puntos que se realice, entre la gran cantidad de posibilidades
de seleccio´n (ver Fig. 4.5), se prefirio´ una configuracio´n en la cual el veh´ıculo
auto´nomo puede usar las mismas direcciones que en el caso bidimensional y
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(a) Icosidodecaedro (b) Dodecaedro Disdiakis (c) Esfera Geode´sica Do-
decae´drica
Figura 4.5: Ejemplos de posibilidades de seleccio´n de f(θ, φ), los ve´rtices de los
poliedros representan los puntos sobre los cuales se evalu´a el APF y por lo tanto
determinan los puntos de movimiento en cada iteracio´n
adicionalmente tiene la capacidad de moverse hacia arriba o hacia abajo. Esta
seleccio´n se realiza debido a la capacidad que tienen los Quadrotors de mover-
se libremente hacia arriba o hacia abajo, adema´s la posibilidad de cambiar su
a´ngulo de guin˜ada. La seleccio´n podr´ıa interpretarse como si los movimientos
va´lidos del Quadrotor fueran los ve´rtices de un poliedro dipiramidal octogonal
(ver Fig. 4.6). La Ecuacio´n 4.5 permite realizar la actualizacio´n de la posicio´n
teniendo en cuenta los 10 puntos de la funcio´n seleccionada, donde θ toma los
valores 0, pi
4
, pi
2
, 3pi
4
, pi, 5pi
4
, 3pi
2
, 7pi
4
, mientras que φ solo toma los valores pi
2
, 0,−pi
2
.x(k + 1)y(k + 1)
z(k + 1)
 =
x(k)y(k)
z(k)
+ (1 + ∆λ)λ
cos(θ)sin(θ)
sin(φ)
 (4.5)
4.1.2. Algoritmo basado en puntos independientes mo´viles
Se presenta un algoritmo que permite generar trayectorias libres de obsta´culos
entre dos puntos en el espacio, este algoritmo en particular es muy sencillo de pro-
gramar y consta de pocos pasos, aunque su sencillez contrasta con las ventajas que
entrega al ser implementado, discusio´n que se realizara´ ma´s adelante. Esta´ basado
en el principio de campos potenciales artificiales y utiliza para su funcionamiento el
concepto de zonas seguras. Para el ca´lculo de la trayectoria inicialmente se generan
n puntos distribuidos en el entorno tal que interconecten la posicio´n inicial y la po-
sicio´n de destino. Posteriormente se actualiza la posicio´n de cada punto para que se
muevan en un ambiente modelado por campos potenciales hacia zonas seguras (Cap.
3, Seccio´n 3.1.4), las cuales se definieron previamente como posiciones en el espacio
con baja influencia de los obsta´culos. Los pasos que se utilizan para el ca´lculo son
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(a) (b) (c)
Figura 4.6: Tres vistas del f(θ, φ) seleccionado para la implementacio´n, los ve´rtices del
poliedro representan los puntos sobre los cuales se evalu´a J y por lo tanto determinan los
puntos de movimiento en cada iteracio´n
los siguientes: Los puntos iniciales de la trayectoria se ubican sobre el segmento de
recta que une la posicio´n de partida y el punto de destino. A continuacio´n es nece-
sario encontrar el gradiente del APF generado por los obsta´culos asociado a cada
punto, esto determinara´ un vector con la direccio´n hacia la cual cada punto se pue-
de desplazar en el espacio. Finalmente, exceptuando el primer y del u´ltimo punto,
cada punto se mueve en la direccio´n obtenida con el gradiente hasta encontrar una
posicio´n en la cual el valor del APF este´ dentro de los valores de la zona segura.
Ubicacio´n inicial de los puntos: Inicialmente es necesario seleccionar cuantos
puntos conformara´n la trayectoria y posteriormente debera´n ser distribuidos
sobre la recta que une el punto de partida con el punto de destino (ver Fig.
4.7). En el caso en que se desee hacer una distribucio´n uniforme de los puntos
sobre la recta, es necesario utilizar la Ecuacio´n 4.6 para calcular las posiciones
de cada punto k, donde ~Pi es la posicio´n de partida del veh´ıculo en el espa-
cio, ~Pf es la posicio´n destino y n es el nu´mero de puntos que conformara´n la
trayectoria.
~pk = ~pi + k
~Pi − ~Pf
n− 1 (4.6)
Ca´lculo del vector gradiente: Para cada una de las posiciones ~pk se puede cal-
cular un vector gradiente en el campo potencial. Este vector se calcula encon-
trando la derivada parcial en cada direccio´n sobre un punto seleccionado (Ver
Fig. 4.8) y posteriormente normaliza´ndolo (Ecuacio´n 4.7).
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Figura 4.7: Ubicacio´n inicial de los puntos, Todos esta´n ubicados sobre una recta que
conecta la partida con el destino. En el ejemplo algunos puntos esta´n ubicados en zonas
que corresponden al interior de los obsta´culos.
~vk =
∇f(x, y, z)
‖∇f(x, y, z)‖ (4.7)
Movimiento en la direccio´n del gradiente: Cada uno de los puntos puede ser
evaluado en el APF, as´ı es posible determinar si se encuentra dentro de la
zona segura o si esta´ muy cerca o dentro de un obsta´culo. Si un punto se
encuentra dentro de la zona segura no cambiara´ su posicio´n y sera´ tenido en
cuenta directamente en la trayectoria final. En el caso en el que un punto no
se encuentre dentro de la regio´n que comprende la zona segura cambiara´ de
posicio´n, se iniciara´ un proceso de bu´squeda en el cual, desde la posicio´n inicial
comienza un desplazamiento siguiendo la direccio´n del vector gradiente hasta
el momento en el que el punto se encuentre dentro de la zona segura, una vez
ah´ı sera´ tenido en cuenta en la trayectoria final (Ver Fig. 4.9).
La suavidad de la trayectoria final depende principalmente del nu´mero de puntos
utilizados, entre ma´s puntos mayor la suavidad en el resultado, aunque esto conlleva
a un incremento en el costo computacional. Otro factor es la distribucio´n que se haga
de los puntos sobre la recta inicial, es posible distribuir los puntos sobre la recta de
manera uniforme, como se mostro´ previamente, o buscando que se acumulen ma´s
de ellos donde el APF tenga valores ma´s altos y dejar unos pocos donde el campo
tenga valores bajos. Esto permite que se genere una acumulacio´n de puntos en las
regiones cercanas a los obsta´culos y pocos de ellos en las regiones de baja influencia,
lo que determina que los puntos mo´viles quedara´n ma´s cerca entre ellos evitando
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Figura 4.8: Campo vectorial generado por el gradiente del APF para un obsta´culo
Figura 4.9: Movimiento de cada punto hasta encontrar posiciones dentro de la zona
segura
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grandes saltos en la referencia que seguira´ el UAV. En el Pseudoco´digo 1 se realiza
la descripcio´n de los pasos del algoritmo.
Pseudoco´digo 1 Actualizar la posicio´n de cada punto
Entrada: Puntos p de la trayectoria T
Salida: Puntos q
1: k ← 0
2: δ ← Taman˜o del paso
3: direccio´n ← Vector null
4: para todo p de T hacer
5: direccio´n = Gradiente(p)
6: repetir
7: k = k + 1
8: q = p+ k · δ· direccio´n
9: hasta que q este´ dentro de la zona segura
10: fin para
4.1.3. Algoritmo basado en la permanencia en la zona segu-
ra
Se presenta un algoritmo iterativo que permite generar trayectorias libres de
obsta´culos en tres dimensiones, esta´ basado en el principio de campos potencia-
les artificiales y utiliza para su funcionamiento el concepto de zonas seguras (Cap.
3.1.4). Para el ca´lculo de la trayectoria inicialmente se ubica un punto en la po-
sicio´n de partida. Iterativamente se ira´n generando nuevos puntos realizando un
desplazamiento hacia la posicio´n objetivo, teniendo en cuenta que siempre se debe
permanecer dentro de la Zona segura. Si un nuevo punto se ubica fuera de la zo-
na segura, se utilizara´ un movimiento basado en el descenso de gradiente para que
retorne a la regio´n permitida. Es necesario un coeficiente para determinar el compor-
tamiento final de la trayectoria, este es, el valor del desplazamiento que realizara´n
los puntos consecutivos.
A continuacio´n se detalla el proceder de acuerdo a si el punto se encuentra dentro
o fuera de la zona segura.
Nueva posicio´n cuando los puntos esta´n en la zona segura: Cuando un pun-
to k se encuentra dentro de la regio´n en el espacio denominada zona segura,
se procede a encontrar la posicio´n para el punto de la trayectoria k + 1, para
esto se calcula el vector normalizado v que dara´ la direccio´n del movimiento,
el cual esta´ dado por la direccio´n de la recta que interconecta el punto k con el
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punto objetivo. La posicio´n del punto k + 1 esta´ determinada por la posicio´n
de k + ∆xv donde ∆x es un escalar que determina el valor de la distancia de
desplazamiento.
Regreso a la zona segura: Cuando el punto k se encuentra fuera de la regio´n
en el espacio denominada zona segura, se procede a utilizar los valores del
APF para determinar un vector gradiente al campo. Este vector se calcula
encontrando la derivada parcial en cada direccio´n sobre un punto selecciona-
do (Ver Fig. 4.8) y posteriormente normaliza´ndolo (Ecuacio´n 4.7). Ahora se
inicia un proceso de bu´squeda en el cual, desde la posicio´n actual del punto k
comienza un desplazamiento siguiendo la direccio´n del vector gradiente hasta
el momento en el que el punto se encuentre dentro de la zona segura, una vez
ah´ı sera´ tenido en cuenta en la trayectoria final.
La suavidad de la trayectoria final depende principalmente del valor del coe-
ficiente de desplazamiento, entre menor sea la distancia mayor la suavidad en el
resultado, aunque esto conlleva a un incremento en el costo computacional. Por la
naturaleza de la te´cnica es necesario generar un criterio de parada en caso de que
el algoritmo no converja, este puede ser, utilizar un nu´mero ma´ximo de iteraciones.
El algoritmo se resume en el Pseudoco´digo 2.
Pseudoco´digo 2 Generacio´n de la trayectoria HY
Entrada: Punto de inicio s y punto objetivo g
Salida: Vector p
1: im← nu´mero de iteraciones ma´ximas
2: dmin← distancia mı´nima de convergencia
3: ∆x← distancia de cada paso
4: p(0)← s
5: k ← 0
6: mientras (‖p(k)− g‖ < dmin) y (k < im) hacer
7: dir = p(k)−g‖p(k)−g‖
8: p(k + 1) = p(k) + ∆x · dir
9: si p(k + 1) no esta´ en la zona segura entonces
10: direccio´n = Gradiente(p(k))
11: repetir
12: p(k) = p(k) + δx· direccio´n
13: hasta que p(k) este´ dentro de la zona segura
14: fin si
15: k ← k + 1
16: fin mientras
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4.2. Planeacio´n de trayectorias en ambientes dina´mi-
cos tridimensionales
A continuacio´n se plantea el problema de como encontrar trayectorias libres de
colisiones en ambientes dina´micos tridimensionales, para la presentacio´n se utili-
zara´ el algoritmo de banda mo´vil, aunque el principio de funcionamiento es igual-
mente aplicable con cualquier te´cnica basada campos potenciales artificiales presen-
tadas previamente. Para el caso de esta tesis se trabaja sobre la delimitacio´n que los
obsta´culos dina´micos solo tienen movimientos rectil´ıneos con velocidad constante y
adicionalmente su trayectoria es siempre conocida, restriccio´n generada debido a la
elevada complejidad que tendr´ıa extender el me´todo a obsta´culos que tengan movi-
mientos acelerados o con cambios de direccio´n arbitrarios. Los obsta´culos dina´micos
seleccionados para hacer la presentacio´n del algoritmo son otros Quadrotors que ten-
gan las mismas dimensiones y modelo dina´mico que el Quadrotor que se utiliza para
calcular las trayectorias en ambientes esta´ticos. Este algoritmo permite transformar
el problema de planeacio´n de trayectorias con obsta´culos dina´micos generando un
equivalente como si fuera un caso con obsta´culos esta´ticos. El algoritmo consta de
los siguientes pasos presentados a continuacio´n.
1. Ca´lculo Inicial de las trayectorias: El inicio del ca´lculo de una trayectoria
libre de colisio´n en ambientes dina´micos inicia utilizando el algoritmo de Banda
mo´vil para ambientes esta´ticos, se realiza el ca´lculo de la trayectoria para el
Quadrotor seleccionando apropiadamente el nu´mero de puntos y el umbral que
determina la delimitacio´n de regio´n de la zona segura, adema´s es necesario
generar los puntos de la trayectoria de cada uno de los obsta´culos dina´micos.
Se evalu´a posteriormente si existe posibilidad de colisio´n entre el Quadrotor
y los obsta´culos mo´viles, de no ser as´ı, esta´ trayectoria sera´ el resultado final.
En la Figura 4.10 se presentan dos ejemplos en los cuales se realiza el ca´lculo
de la trayectoria del Quadrotor (l´ınea roja) y la de un obsta´culo dina´mico
(l´ınea verde). En el caso de Arriba no se genera ningu´n cruce ni esta´n cerca
las trayectorias, por lo tanto, el algoritmo termina. En el caso de abajo, se
presenta cruce se hace necesario tomar medidas evasivas para actualizar la
trayectoria.
2. Evaluacio´n de colisio´n: Una vez encontrados los n puntos de la trayectoria
inicial T y los m puntos la trayectoria de los obsta´culos dina´micos D, se
procede a medir la distancia entre ellos para determinar si existe la posibilidad
de un cruce, lo que podr´ıa generar eventualmente un choque. El resultado
esperado son los puntos que pertenecen a T en los cuales se presenta riesgo.
Para realizar el ca´lculo se necesita un coeficiente ∆d que representa la distancia
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Figura 4.10: Ca´lculo inicial de trayectorias. Se presentan dos casos sin y con
posibilidad de choque
mı´nima a la que deben estar dos puntos para considerar que su cercan´ıa implica
que las trayectorias se cruzan, se puede obtener directamente este coeficiente
por las dimensiones del Quadrotor. El procedimiento de ca´lculo es el siguiente:
se toma un punto de T y se mide la distancia que tiene con cada uno de los
puntos de D, si en al menos una ocasio´n la distancia es menor a ∆d el punto
se marca como potencialmente inseguro. Se continu´a el proceso hasta evaluar
todos los puntos de T. En la Figura 4.11 se presentan en color azul los puntos
de la trayectoria que representan un choque potencial.
Figura 4.11: Los punto de la trayectoria marcados en azul representan que existe
posibilidad de choquen en esas posiciones
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Figura 4.12: Estimacio´n de tiempos, se presenta un cruce de trayectorias que no
necesariamente supone una colisio´n
3. Estimacio´n del tiempo de colisio´n: Una vez se tienen los puntos de T que
presentan riesgo de colisio´n, se procede a hacer el ca´lculo, para cada punto, del
tiempo que tarda el Quadrotor y cada uno de los obsta´culos mo´viles en llegar
con sus respectivas dina´micas a e´l. Si la diferencia de los tiempos esta´ por
debajo de un tiempo δt hay que tomar medidas evasivas, de los contrario, T
sera´ la trayectoria final. En la Figura 4.12 se presenta un ejemplo en el cual
pese a que las trayectorias se cruzan en un punto, no se presenta un choque
debido a que los dos UAVs pasan por el mismo punto en tiempos diferentes.
Para calcular el tiempo que le toma al obsta´culo mo´vil en llegar desde su
punto de origen hasta el punto de riesgo, se calcula con τo =
do
vd
, donde do es la
distancia desde el punto de inicio hasta el punto de riesgo, vd es la velocidad
constante con la que se mueve y τo es el tiempo que tarda en llegar al punto de
riesgo. El tiempo que tarda el Quadrotor en llegar al punto de riesgo depende
de varios factores, entre ellos, el modelo dina´mico del sistema y el mecanismo
que se utilice para hacer el cambio de referencia de posicio´n. Por la bu´squeda
de generalizacio´n no se describen las posibilidades en este apartado aunque si
considerara´n algunas posibilidades en los resultados.
4. Ubicacio´n del obsta´culo fantasma: Si para algu´n punto de riesgo el tiempo
esta´ por debajo del umbral planteado, se realiza la ejecucio´n de la siguiente
estrategia de evasio´n: Teniendo en cuenta la direccio´n y el taman˜o de cada
obsta´culo mo´vil, se procede a ubicar un obsta´culo fantasma sobre cada una de
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Figura 4.13: Ubicacio´n del obsta´culo fantasma. Ejemplo en el que es necesario ubicar
solo un fantasma
las trayectoria de los obsta´culos dina´micos, con el fin de evitar que el Quadrotor
genere una trayectoria que tenga posibilidades de colisio´n. El objetivo de ubicar
un obsta´culo fantasma es el de generar un efecto de tu´nel, es decir, es como
si los obsta´culos dina´micos se estuvieran moviendo a trave´s del interior de
algunos obsta´culos esta´ticos. El taman˜o de cada fantasma estara´ dado por
el conocimiento que se tiene del obsta´culos mo´vil, el largo sera´ determinado
de tal manera que abarque la trayectoria. En la Figura 4.13 se presenta un
ejemplo en el cual hay un punto de colisio´n detectado y se procede a ubicar el
fantasma teniendo en cuenta la trayectoria dina´mica. No se procede a ubicar
obsta´culos fantasmas desde el inicio del algoritmo para tener la posibilidad de
tomar medidas evasivas solo en el caso de que exista una alta probabilidad de
choque, permitiendo as´ı encontrar caminos ma´s cortos.
5. Ca´lculo final de la trayectoria: Finalmente, se procede a recalcular la tra-
yectoria utilizando el algoritmo de banda mo´vil, utilizando las posiciones y di-
mensiones de los obsta´culos previamente conocidos, adicionando los obsta´culos
fantasmas dentro de los argumentos de entrada. En la Figura 4.14 se presenta
un ejemplo de la trayectoria final encontrada con el algoritmo.
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Figura 4.14: Ca´lculo final de la trayectoria. El resultado final incluye la evasio´n del
obsta´culo mo´vil
4.3. Resumen del cap´ıtulo
Con base en el problema de como encontrar trayectorias libres de colisiones en
ambientes tridimensionales, se plantearon soluciones desde la perspectiva de los cam-
pos potenciales artificiales. Una de las te´cnicas es una extrapolacio´n a tres dimensio-
nes de un algoritmo bidimensional bien conocido en la literatura, La extrapolacio´n a
tres dimensiones permite encontrar trayectorias plausibles, aunque infortunadamen-
te se heredan los problemas de las te´cnicas basadas en descenso de gradiente, como
por ejemplo, problemas de convergencia ocasionados por mı´nimos locales. Au´n as´ı, la
te´cnica permite encontrar trayectorias que esta´n en capacidad de evadir obsta´culos
haciendo que el Quadrotor pase por encima o por debajo. El cambio a tres dimen-
siones depende de la apropiada seleccio´n de los a´ngulos de sensado que utiliza el
algoritmo, en este cap´ıtulo se aborda un ana´lisis de las posibilidades de seleccio´n,
presentando la eleccio´n con criterio una configuracio´n que es fa´cilmente adaptable
al sistema Quadrotor.
Se plantea un algoritmo iterativo que permite generar trayectorias libres de
obsta´culos en tres dimensiones, basado en el principio de campos potenciales artifi-
ciales el cual utiliza el concepto de zonas seguras. Los pasos para su implementacio´n
son sencillos: inicialmente se ubica un punto en la posicio´n de partida. Iterativamen-
te se ira´n generando nuevos puntos realizando un desplazamiento hacia la posicio´n
objetivo, tomando una decisio´n si el nuevo punto se encuentra dentro de la regio´n
llamada Zona segura, de no ser as´ı, se cambia de posicio´n hasta que regrese a la
Zona. Los resultados entregados presentan gran suavidad en la trayectoria resultan-
te y distancias de recorrido relativamente cortas pese a que tiene control sobre la
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distancia mı´nima que puede acercarse a un obsta´culo.
Se plantea otra te´cnica con la que se pretende solucionar algunos de los proble-
mas que presentan las te´cnicas basadas en descenso de gradiente. Es un algoritmo
que permite generar trayectorias libres de obsta´culos entre dos puntos en el espacio,
utilizando un estrategia de puntos mo´viles que se desplazan hacia zonas seguras,
en particular es muy sencillo en su programacio´n y consta de pocos pasos, pero su
sencillez contrasta con las ventajas que entrega al ser implementado. Los resultados
obtenidos con esta te´cnica dependen de la variacio´n de dos para´metros, la frontera
de la zona segura y el nu´mero de puntos que se utilicen. En general esta te´cnica es
muy ra´pida teniendo una complejidad computacional comparable con O(n), donde
n es el nu´mero de puntos de utilizados para generar la trayectoria. Adicionalmente
por la forma de actualizacio´n de los puntos, es posible realizar los ca´lculos utilizando
programacio´n en paralelo, con esto se hace posible aumentar mucho ma´s su veloci-
dad de computo.
Se presenta una metodolog´ıa que permite la planeacio´n de trayectorias en am-
bientes con obsta´culos dina´micos, que puede funcionar utilizando cualquiera de las
te´cnicas descritas en este cap´ıtulo, inclusive, otros algoritmos de planeacio´n de tra-
yectorias. Esta metodolog´ıa permite transformar el problema de planeacio´n de tra-
yectorias con obsta´culos dina´micos generando un equivalente como si se tratara
del caso de planeacio´n de trayectorias con obsta´culos esta´ticos. Se trabajo´ sobre
la delimitacio´n de que los obsta´culos dina´micos solo tienen trayectorias con movi-
mientos rectil´ıneos con velocidad constante, restriccio´n generada debido a la elevada
complejidad que tendr´ıa extender el me´todo a obsta´culos que tengan movimientos
acelerados o con cambios de direccio´n arbitrarios y que se escapa al alcance de es-
ta tesis. En este cap´ıtulo se presenta una simulacio´n donde otros Quadrotors con
las mismas dimensiones y modelo dina´mico se utilizan como obsta´culos dina´micos,
mostrando como el proceso de evasio´n se realiza con e´xito, genera´ndose trayectorias
libres de colisiones.
CAPI´TULO 5
Resultados
En este cap´ıtulo continu´a la exploracio´n sobre el tema de planeacio´n de tra-
yectorias utilizando campos potenciales artificiales. Se presenta la simulacio´n de los
algoritmos en diferentes escenarios, posteriormente se realiza una comparacio´n entre
ellos extrayendo algunas conclusiones.
5.1. Pruebas al algoritmo DG
En esta seccio´n se presentan las simulaciones en varios escenarios posibles para
el algoritmo basado en descenso en gradiente y modificado para que funcione en
ambientes tridimensionales. Inicialmente se presenta un ana´lisis de los efectos de
la variacio´n de los para´metros del algoritmo, posteriormente se presentan algunos
escenarios en los cuales se presenta como el algoritmo converge, y finalmente, se
presentan algunos problemas detectados en el algoritmo.
Efectos de la variacio´n de para´metros: En este algoritmo los para´metros que
influyen en el resultado son los siguientes.
Distancia de avance por iteracio´n (λ): En la Figura 5.1 se presenta
un escenario en el cual se generan tres resultados diferentes, debido a la
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Figura 5.1: Simulacio´n de la variacio´n del valor de λ. a) λ = 1, b) λ = 0,1 y c) λ = 0,01
variacio´n del valor del coeficiente λ. Dependiendo del valor que se selec-
cione, se puede obtener un contraste entre la suavidad de la trayectoria
y la complejidad computacional del algoritmo. Cuando el valor del paso
es muy largo (Fig. 5.1 A), el algoritmo puede converger en una cantidad
baja de iteraciones, pero esto conlleva a que la trayectoria tenga gran-
des variaciones en su direccio´n, por el contrario, si el valor del paso es
pequen˜o (Fig. 5.1 C), se percibe un aumento en la suavidad de la trayec-
toria, aunque el nu´mero de iteraciones necesarias para que el algoritmo
converja aumentan.
Figura 5.2: Simulacio´n de la variacio´n del valor relativo de los pesos. a) w1 = 2w2, b)
w1 = w2 y c) w2 = 2w1
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Pesos relativos de las funciones (w1 y w2): En la Figura 5.2 se
presenta un escenario en el cual se generan tres resultados diferentes,
realizando una variacio´n del valor relativo de los pesos asignados a cada
funcio´n de costo. Cuando el valor del peso de la funcio´n de los obsta´culos
(w1) es mayor que el peso que se le da a la funcio´n de la meta w2, en
el resultado final se percibe que los puntos de la trayectoria se alejan de
los obsta´culos generando recorridos ma´s largos, pero en beneficio, menor
probabilidad de colisio´n del UAV, debido a que mantiene mayor distancia
(Fig. 5.2 A). Cuando el valor del peso de la funcio´n de la meta (w2) es
mayor que el peso que se le da a la funcio´n de los obsta´culos w1, en el
resultado final se percibe que los puntos de la trayectoria se acercan a
los obsta´culos generando recorridos ma´s cortos, pero en contraste, genera
mayor probabilidad de colisio´n del UAV, debido a que pasa ma´s cerca de
los obsta´culos (Fig. 5.2 C).
Factor de ruido (∆λ): La variacio´n del factor de ruido permite que
en algunos casos, el algoritmo este´ en capacidad de escapar de mı´nimos
locales entre otras caracter´ısticas. Cuando el valor del ruido es muy bajo,
no se perciben mayores cambios en la forma de la trayectoria si se calcula
reiteradas veces y se realiza una comparacio´n. Es decir, los resultados
son muy similares, en el caso en el que se aumente el valor del ruido,
las trayectorias encontradas pueden ser totalmente diferentes, aunque en
muchos casos es posible que no se genere convergencia.
Ejemplos de convergencia: En este apartado se presentan algunos casos de con-
vergencia del algoritmo. En la Figura 5.3 se presentan dos casos, en el primero
encuentra una trayectoria libre de colisiones movie´ndose por el costado de los
obsta´culos, el valor de λ es alto por eso se ven los puntos con variaciones
notables en la direccio´n de movimiento. En el segundo caso, se presenta un es-
cenario en el cual la trayectoria encontrada hace que el UAV circule por encima
de los obsta´culos, se selecciono´ un valor de λ pequen˜o, por eso la trayectoria se
ve muy suave, es decir sin cambios muy dra´sticos en su direccio´n. En la Figura
5.4 se presenta un escenario ma´s complejo en el cual la trayectoria generada
evita alrededor de 10 obsta´culos con diversas dimensiones y ubicaciones. En
este ejemplo la trayectoria evita los obsta´culos pasando primero por encima
de uno, luego por debajo de otro, finalmente evita los dema´s por los costados
hasta encontrar el punto de destino.
Problemas que presenta el algoritmo: En la Figura 5.5 se presentan algunos
problemas que presenta el algoritmo basado en descenso de gradiente. En pri-
mer lugar, para algunos escenarios se presenta la posibilidad de que el algorit-
mo se quede en un mı´nimo local y por este motivo nunca encuentre el punto de
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Figura 5.3: Escenarios de ejemplo que presentan convergencia del algoritmo 1
Figura 5.4: Simulacio´n del algoritmo 1 en ambientes ma´s complejos, las cuatro gra´ficas
forman parte de una sola trayectoria
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Figura 5.5: Simulacio´n de problemas del algoritmo basado en descenso de gradiente. a)
Cae en un mı´nimo local, b) No hay control sobre la distancia que debe mantener a los
obsta´culos, c) no converge si la meta esta´ muy cerca a un obsta´culo.
destino. No es posible mantener un control directo sobre la distancia a la que
se acerca a los obsta´culos, pudiendo esto aumentar la probabilidad de hacer
colisio´n en algu´n momento. Adicionalmente, se presenta un problema cuan-
do el punto de meta esta´ muy cerca de un obsta´culo, lo que produce que el
algoritmo no converja.
5.2. Pruebas al algoritmo BM
En esta seccio´n se presentan las simulaciones en varios escenarios posibles pa-
ra el algoritmo de banda mo´vil sobre campos potenciales sigmoides. Inicialmente
se presenta un ana´lisis de los efectos de la variacio´n de los para´metros del algo-
ritmo, posteriormente se presentan algunos escenarios en los cuales se presenta la
convergencia del algoritmo.
Efectos de la variacio´n de para´metros: En este algoritmo los para´metros que
influyen en el resultado son los siguientes.
Nu´mero de puntos que conforman la trayectoria: Dependiendo
del valor seleccionado para n se puede obtener una gran variacio´n en la
suavidad de la trayectoria, si se toman pocos puntos, grandes cambios
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Figura 5.6: Simulacio´n de la variacio´n del nu´mero de puntos. a) n = 7, b) n = 12 y c)
n = 100
de direccio´n pueden surgir en la trayectoria final. En la medida en que
se aumenta su cantidad, se nota como se va suavizando la trayectoria
resultante obteniendo mejores resultados. En contraste la complejidad
computacional aumenta proporcionalmente al nu´mero de puntos que se
utilicen. Vale la pena destacar que despue´s de cierto valor de n no se per-
ciben variaciones en la forma del resultado. En la Figura 5.6 se presenta
un escenario en el cual se generan tres resultados diferentes debido a la
variacio´n del nu´mero de puntos n que conforman la trayectoria.
Figura 5.7: Simulacio´n de la variacio´n del umbral de la zona segura. a) us = 0,01, b)
us = 0,05 y c) us = 0,1
Umbral de la zona segura: En la Figura 5.7 se presenta un escena-
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Figura 5.8: Escenarios de ejemplo que presentan convergencia del algoritmo 2
rio en el cual se generan tres resultados diferentes, obtenido mediante la
variacio´n del valor del umbral que determina el l´ımite de la zona segura
(us). Entre ma´s bajo es el coeficiente mayor es la distancia de los puntos
de la trayectoria a los obsta´culos, aunque esto determina que los recorri-
dos sean mayores. Entre mayor sea el coeficiente ma´s cerca se estara´ de
los obsta´culos, se seleccionar´ıa un valor alto solo en el caso de que el Qua-
drotor tenga dimensiones pequen˜as y un muy buen control de posicio´n.
El valor ma´ximo que puede tomar el coeficiente depende del taman˜o del
veh´ıculo, entre ma´s grande el veh´ıculo menor sera´ el valor ma´ximo. El
intervalo recomendado en el cual se puede seleccionar el valor esta´ com-
prendido entre [0.002 , 0.2] para un UAV de 0.5m de dia´metro.
Ejemplos de convergencia: En este apartado se presentan algunos casos de con-
vergencia del algoritmo de banda mo´vil. En la Figura 5.8 se presentan dos
casos, en el primero encuentra una trayectoria libre de colisiones movie´ndose
por el costado de los obsta´culos. En el segundo caso, se presenta un escenario
en el cual la trayectoria encontrada hace que el Quadrotor circule por encima
de los obsta´culos, en ambos casos se hizo la seleccio´n de puntos suficientes pa-
ra que la trayectoria resultante fuese muy suave. En la Figura 5.9 se presenta
un escenario ma´s complejo en el cual la trayectoria generada evade alrededor
de 10 obsta´culos con diversas dimensiones y ubicaciones, en este ejemplo la
trayectoria evita los obsta´culos pasando primero por encima de uno, luego por
debajo de otro, finalmente evita los dema´s por los costados hasta encontrar el
punto de destino.
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Figura 5.9: Simulacio´n del algoritmo 2 en ambientes ma´s complejos, las cuatro gra´ficas
forman parte de una sola trayectoria
5.3. Pruebas al algoritmo BZS
En esta seccio´n se presentan las simulaciones en varios escenarios posibles para el
algoritmo de basado en la permanencia en la zona segura sobre campos potenciales
sigmoides. Inicialmente se presenta un ana´lisis de los efectos de la variacio´n de los
para´metros del algoritmo, posteriormente se presentan algunos escenarios en los
cuales se presenta la convergencia del algoritmo.
Efectos de la variacio´n de para´metros: En este algoritmo los para´metros que
influyen en el resultado son los siguientes.
Distancia de cada paso: El valor de δx permite modificar la suavidad
de la trayectoria y el nu´mero de iteraciones necesarios para la convergen-
cia. Si se toma una distancia alta, grandes cambios de direccio´n pueden
surgir en la trayectoria final. En la medida en que se toman valores de
distancia ma´s pequen˜os, se nota como se va suavizando la trayectoria re-
sultante obteniendo resultados ma´s suaves, simultaneamente, el tiempo
de computo aumenta debido a que se requieren de un mayor nu´mero de
iteraciones para que el algoritmo converja.
Es destacable el hecho de que para valores δx menores a 0,02 no se perci-
ben variaciones en la forma del resultado. En la Figura 5.10 se presenta un
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Figura 5.10: Simulacio´n de la variacio´n de la distancia que se avanza en cada iteracio´n.
a) δx = 0,1, b) δx = 0,5 y c) δx = 1
escenario ejemplo usado para generan tres posibilidades diferentes debido
obtenidas por la variacio´n de δx.
Figura 5.11: Simulacio´n de la variacio´n del umbral de la zona segura. a) us = 0,1, b)
us = 0,05 y c) us = 0,01
Umbral de la zona segura: En la Figura 5.11, se presenta un escenario
utilizado para generar tres resultados diferentes obtenidos mediante la
variacio´n del valor del umbral que determina el l´ımite de la zona segura
(us). Entre ma´s bajo es el valor del coeficiente mayor es la distancia
de los puntos de la trayectoria a los obsta´culos, aunque esto conlleva a
que la distancia del recorrido aumente. Entre mayor sea el coeficiente
ma´s cerca se estara´ de los obsta´culos, en los casos en que el Quadrotor
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Figura 5.12: Escenarios de ejemplo que presentan convergencia del algoritmo 3.
tenga dimensiones pequen˜as y un muy buen control de posicio´n se puede
seleccionar un valor alto para este coeficiente. El valor ma´ximo que puede
tomar el coeficiente depende del taman˜o del veh´ıculo, entre ma´s grande el
veh´ıculo menor sera´ el valor ma´ximo. El intervalo recomendado en el cual
se puede seleccionar el valor esta´ comprendido entre [0.002 , 0.2] para un
UAV de 0.5m de dia´metro.
Ejemplos de convergencia: En este apartado se presentan algunos casos de con-
vergencia del algoritmo de banda mo´vil. En la Figura 5.12 se presentan dos
casos, en el primero encuentra una trayectoria libre de colisiones movie´ndose
por el costado de los obsta´culos. En el segundo caso, se presenta un escenario
en el cual la trayectoria encontrada hace que el Quadrotor circule por encima
de los obsta´culos, en ambos casos se hizo la seleccio´n de puntos suficientes para
que la trayectoria resultante fuese muy suave. En la Figura 5.13 se presenta
un escenario ma´s complejo en el cual la trayectoria generada evade alrededor
de 10 obsta´culos con diversas dimensiones y ubicaciones, en este ejemplo la
trayectoria evita los obsta´culos pasando primero por encima de uno, luego por
debajo de otro, finalmente evita los dema´s por los costados hasta encontrar el
punto de destino.
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Figura 5.13: Simulacio´n del algoritmo 3 en ambientes ma´s complejos, las cuatro
gra´ficas forman parte de una sola trayectoria
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5.4. Comparacio´n de los algoritmos de planeacio´n
de trayectorias
Se proponen varias configuraciones para explorar las posibles caracter´ısticas que
puedan presentar los algoritmos. En la primera escena existen obsta´culos entre el
punto de partida y la meta, en la segunda escena se presenta una configuracio´n con
un corredores, finalmente se presenta un arreglo de obsta´culos con corredores estre-
chos. Se seleccionan estos casos buscando escenarios que sean representativos con
respecto a los resultados que pueden arrojar las implementaciones de los algoritmos.
Caso 1: Inicialmente se plantea un caso en el cual se cuenta con uno o dos obsta´cu-
los que por su ubicacio´n hacen que no exista punto de visio´n entre el punto
de partida y el punto de meta. En la Figura 5.14 se presentan la aplicacio´n
de los tres algoritmos sobre la misma escena, la trayectoria verde representa
el resultado al aplicar el algoritmo 1 (DG), la trayectoria azul representa el
resultado al aplicar el algoritmo 2 (BM) y la trayectoria roja representa el
resultado al aplicar el algoritmo 3 (BZS). En la configuracio´n propuesta se
puede observar la convergencia de los tres algoritmos y co´mo los puntos de
las trayectorias var´ıan en las tres dimensiones, a trave´s de un espacio libre
de colisiones. Acerca del algoritmo DG, se ponen en evidencia algunos de los
inconvenientes del descenso por el gradiente como: las oscilaciones cerca de los
obsta´culos y la falta de control sobre la distancia mı´nima que se aproxima a los
objetos, inconvenientes que no se presentan los otros algoritmos. Se evidencia
como los algoritmos BM y BZS generan puntos de trayectoria que mantienen
una distancia mı´nima a los obsta´culos sin importar las dimensiones que estos
tengan, permitiendo que la trayectoria sea libre de colisiones y adicionalmente,
se eviten los obsta´culos teniendo control sobre que tan cerca de ellos se pasar´ıa.
La distancia total recorrida usando BZS es menor con respecto a BM, esto se
debe a la heur´ıstica manejada por BZS, en donde los puntos se actualizan en
cada iteracio´n buscando moverse hacia el puntos objetivo, mientras que en BM
los puntos se actualizan de acuerdo a su posicio´n inicial.
Caso 2: Otra configuracio´n en la cual se puede ver el desempen˜o de los algoritmos
se presenta en la Figura 5.15. En este caso se ubican dos obsta´culos de tal
forma que exista espacio entre ellos para que pueda cruzar el Quadrotor, se
generar dos situaciones diferentes en las cuales se cambian los pesos de los algo-
ritmos, la trayectoria verde representa el resultado al aplicar DG, la trayectoria
azul representa el resultado al aplicar BM y la trayectoria roja representa el
resultado al aplicar BZS.
En las Figuras 5.15(a) y 5.15(b) se presentan dos vistas diferentes de una
misma configuracio´n. En esta se busca que el Quadrotor pueda encontrar una
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Figura 5.14: Trazo de trayectorias en el caso 1. Las trayectorias verde, azul y roja
corresponden a los algoritmos DG, BM y BZS respectivamente.
trayectoria que pase por el medio de los obsta´culos, para lograrlo se busca
que los obsta´culos tengan un rango de accio´n bajo, para esto se configura
DG dejando que la funcio´n del obsta´culo no tenga un valor muy alto y se
configuran BM y BZS con un valor de umbral de zona segura relativamente
alto. En los resultados se evidencia que las tres trayectorias convergen al punto
objetivo. Pero la trayectoria generada por DG pasa muy cerca del obsta´culo
lo cual aumenta la probabilidad de colisio´n. En particular hasta este punto las
conclusiones son similares a las del caso 1.
En las Figuras 5.15(c) y 5.15(d) se presentan dos vistas diferentes de una
misma configuracio´n. En esta se busca que el Quadrotor no pase por entre los
obsta´culos de la escena, sino que busque trayectorias alternativas, para esto se
busca que los obsta´culos tengan un rango de accio´n relativamente alto, esto se
logra en DG, aumentando el peso relativo de la funcio´n obsta´culo, y para el
caso de BM y BZS dejando un valor muy bajo en el umbral de la zona segura.
En los resultados se evidencia que las tres trayectorias convergen al punto ob-
jetivo. La trayectoria generada por DG realizo´ el proceso de evasio´n pasando
por debajo de los obsta´culos, BM evade por un costado, mientras que BZS
evade por encima. Las trayectorias de BM y BZS encuentran trayectorias que
mantienen una distancia mı´nima segura con respecto a los obsta´culos. La dis-
tancia recorrida por la trayectoria BM es considerablemente mucho mayor que
las distancias recorridas por las otras trayectorias.
El estudio de esta configuracio´n permite obtener conclusiones que pueden utili-
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Figura 5.15: Trazo de trayectorias en el caso 2. Las trayectorias verde, azul y roja
corresponden a los algoritmos DG, BM y BZS respectivamente. Se considera una
variacio´n de para´metros donde (a) y (b) pertenecen a unos para´metros y (c) y (d) a otros.
zarse en caso en que se quiera evitar el paso del Quadrotor trave´s de corredores
muy estrechos, en el caso, por ejemplo, que no se cuente con un buen control
de posicio´n del sistema.
Caso 3: En la Figura 5.16 se presenta una configuracio´n en la cual los obsta´culos
tienen pequen˜os pasadizos entre ellos a trave´s de los cuales Quadrotor no
puede cruzar. la trayectoria verde representa el resultado al aplicar DG, la
azul representa el resultado al aplicar BM y la la roja representa el resultado
al aplicar el BZS.
En esta´ configuracio´n el algoritmo DG se estanca en un mı´nimo local mientras
que los otros algoritmos s´ı convergen al punto objetivo. Los algoritmos BM
y BZS generan trayectorias que rodean todos los obsta´culos, esto es debido a
que, como el taman˜o del Quadrotor es tenido en cuenta para generar el modelo
del entorno y por la heur´ıstica de las te´cnicas, acumulaciones de obsta´culos
como e´stas generan un modelos de APF similar al de un solo obsta´culo de
dimensiones ma´s grandes. El algoritmo BZM en esta´ configuracio´n particular
presenta dificultades para la sintonizacio´n de sus para´metros, debido a que
para lograr convergencia el valor del umbral de la zona segura debe ser bajo
en comparacio´n con BM, si se escoge un valor de umbral alto el algoritmo
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Figura 5.16: Trazo de trayectorias en el caso 3. Las trayectorias verde, azul y roja
corresponden a los algoritmos DG, BM y BZS respectivamente.
podr´ıa no converger en este tipo de casos. Es posible tener en cuenta un factor
de ruido que permita modificar la posicio´n de actualizacio´n de cada punto para
que la te´cnica no se estanque en mı´nimos locales.
En la Tabla 5.1 se presentan algunos criterios evaluados que permiten realizar
un contraste entre los algoritmos. Los elementos contenidos son los siguientes:
Resultado de convergencia de las trayectorias en los tres casos, es decir, si
el algoritmo puede encontrar una ruta de forma satisfactoria o si cae en un
mı´nimo local.
Nu´mero de oscilaciones inestables que se generan.
El ma´ximo a´ngulo de cambio de direccio´n, se utiliza para evaluar la suavidad
de la trayectoria generada.
El nu´mero de cambios de direccio´n con a´ngulos mayores a 30o, el criterio
tiene en cuenta co´mo cambian las direcciones de los puntos con respecto a las
posiciones de los puntos adyacentes, se utiliza para describir la suavidad de la
trayectoria generada.
Distancia mı´nima a la que se encuentran los puntos de la trayectoria a los
obsta´culos, se considera para determinar que tanto se aproximan los puntos
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de la trayectoria a los obsta´culos, se evalu´a en unidades correspondientes al
taman˜o del Quadrotor.
El cociente entre la distancia recorrida por la trayectoria resultante y la dis-
tancia del segmento de resta que une el punto de partida con la meta.
Tabla 5.1: Evaluacio´n de los algoritmos de planeacio´n de trayectoria
Caso 1 Caso 2 Caso 3
Criterios DG BM BZS DG BM BZS DG BM BZS
Convergencia
de la trayectoria S´ı S´ı S´ı S´ı S´ı S´ı No S´ı S´ı
Regiones con
oscilaciones inestables 4 0 0 1 0 0 Na 0 0
Ma´ximo a´ngulo
de cambio de direccio´n 90o 34o 32o 90o 36o 35o 90o 59o 33o
Cambios de direccio´n
con a´ngulos mayores a 30o 32 3 1 16 4 2 Na 2 2
Distancia mı´nima
a los obsta´culos 1.4 1.9 2 0.7 1.9 2 Na 1.9 2.6
Distancia de la trayectoria
sobre distancia lineal 1.48 1.58 1.36 1.17 2.29 1.46 Na 1.59 1.89
Algunas conclusiones al respecto de estos algoritmos se presentan a continuacio´n.
La Extrapolacio´n del algoritmo basado en el descenso de gradiente sobre cam-
pos potenciales 2D al algoritmo 3D presentado en este trabajo permite realizar
el proceso de planeacio´n de trayectorias en ambientes que contienen obsta´culos
tridimensionales.
Los inconvenientes que presenta la te´cnica en 2 dimensiones se siguen presen-
tando en 3 dimensiones.
El algoritmo BZS presenta bastantes similitudes con el descenso de gradiente,
aunque su heur´ıstica de bu´squeda de la zona segura genera algunos aportes. Entre
ellos:
Se tiene control sobre la distancia mı´nima que tendra´n los puntos de la tra-
yectoria a los obsta´culos.
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No se presentan oscilaciones inestables, ya que los puntos de la trayectoria
tiendan a quedar sobre la frontera de la zona segura, la cual es continua en el
espacio de trabajo.
La distancia de la trayectoria es menor en comparacio´n con la te´cnica BM.
El algoritmo basado en la banda mo´vil sobre campos potenciales (BM) difiere
en gran medida del tradicional descenso del gradiente. Por la heur´ıstica manejada,
el algoritmo tiene varias caracter´ısticas que generan aportes en la planeacio´n de
trayectorias en UAVs usando APF, debido a que:
No caer´ıa en los mı´nimos locales debido a que no se esta´ actualizando la direc-
cio´n del gradiente en cada iteracio´n, cada punto de la trayectoria se desplaza
siguiendo su propia direccio´n del gradiente la cual mantiene hasta que se llegue
a la zona segura, sin importar que durante el desplazamiento el valor del APF
se incremente o decremente, ya que lo que se busca es estar debajo de un valor
umbral.
No se presentan oscilaciones inestables ya que el modelo de los objetos genera
un campo continuo a trave´s de todo el espacio, lo que hace que los puntos de
la trayectoria tiendan a quedar en la frontera de la zona segura, que a su vez
es continua en el espacio.
El me´todo genera una trayectoria aunque la meta este´ muy cerca a los obsta´cu-
los, debido a la forma como se inicializan y se actualizan los puntos de la
trayectoria, los puntos que se ubican sobre la posicio´n de partida o la meta
no cambian de posicio´n en ningu´n momento, lo que genera la conexio´n con
los puntos que este´n adyacentes, esto es particularmente u´til en los casos del
despegue o del aterrizaje donde el Quadrotor estar´ıa en contacto con el piso,
el cual es considerado un obsta´culo.
Permite evadir obsta´culos en tres dimensiones, esto es debido a que el mo-
delo hace posible tomar cualquier direccio´n en el espacio, es posible evitar el
choque con un objeto pasando por encima o por debajo de e´l y no solamente
rodea´ndolo por los costados.
Permite su ca´lculo en paralelo, debido a que la actualizacio´n de un punto no
depende de sus puntos vecinos.
5.5. Seguimiento de trayectorias
En esa seccio´n se desea evidenciar que las trayectorias encontradas pueden ser
utilizadas como referencia por un Quadrotor debido a su capacidad de movimiento
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con respecto a otros UAV. Las trayectorias encontradas esta´n constituidas por un
vector que contiene los puntos consecutivos que se deben seguir para llevar a cabo la
tarea de llevar el Quadrotor desde un punto de inicio a un punto destino, cada uno de
los puntos de la trayectoria se utiliza como referencia del sistema de correspondien-
te al modelo dina´mico del Quadrotor. Es frecuente representar las trayectorias con
segmentos de rectas para mostrar la correspondencia entre dos puntos consecutivos,
es necesario tener en cuenta que los estados intermedios entre los puntos pueden no
ser tenidos en cuenta. La dosificacio´n de la entrega de los puntos de referencia al
sistema es un factor cr´ıtico para el buen seguimiento de una trayectoria, primero
es necesario alcanzar un punto de referencia antes de enviar una nueva posicio´n de
referencia al controlador, realizando este proceso iterativamente es posible hacer que
el veh´ıculo se desplace hasta la posicio´n objetivo.
Para verificar el seguimiento a las trayectorias del modelo obtenido en la iden-
tificacio´n realizada en el cap´ıtulo 3.2.3, se plantea como estrategia para dosificar
los puntos paso del Quadrotor la siguiente estrategia: Desde el punto de partida se
entrega el siguiente punto de la trayectoria como referencia del sistema, una vez ese
punto este´ alcanzado, se procede a entregar como referencia el siguiente punto de la
trayectoria, el proceso se realiza de forma iterativa hasta que se alcance la posicio´n
destino. Un punto de referencia es considerado alcanzado si el Quadrotor entra a
una esfera de radio r centrada sobre ese punto, el radio de esa esfera corresponde
con el ma´ximo error admitido para el seguimiento de la trayectoria.
El seguimiento de trayectorias descrito esta seccio´n tiene en cuenta el modelo
dina´mico del sistema correspondiente al Parrot AR. Drone, donde la referencia del
modelo son las coordenadas del punto de destino. El AR. Drone presenta la posibili-
dad de variar la velocidad ma´xima a la que puede desplazarse, para esta evaluacio´n,
se utilizo´ la velocidad ma´xima que es de 5m/s, elemento que es necesario tener en
cuenta en el modelo final debido a que, siendo el Quadrotor no lineal en su compor-
tamiento, se realizo´ una identificacio´n que lo representa como un sistema lineal. Una
vez se cuenta con una trayectoria libre de obsta´culos, se procede a permitir que el
Quadrotor tome control de su cambio de posicio´n e inicie su recorrido a trave´s del
ambiente siguiendo la trayectoria como referencia de su sistema.
En la Figura 5.17 se presenta la simulacio´n del sistema siguiendo trayectorias.
En la Figura 5.17(a) se presenta al Quadrotor movie´ndose en el escenario, mientras
avanza, se va generando una diferencia entre la trayectoria que debe seguir con
respecto al movimiento que realmente hace. En la Figura 5.17(b) se presenta la
misma escena en un tiempo posterior, en e´sta se percibe que el Quadrotor continua
con su desplazamiento. La estrategia de seguimiento de trayectoria solo utiliza el
para´metro r, que es un coeficiente que representa el ma´ximo error admitido para
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(a) (b)
Figura 5.17: Simulacio´n del movimiento del Quadrotor. En rojo, la trayectoria de
referencia. En blanco, la trayectoria seguida por el Quadrotor.
el seguimiento de la trayectoria, su variacio´n tiene como efecto el cambio en el
error que se presentara´ entre la trayectoria real a la trayectoria de referencia. En la
medida en la que se aumenta el valor de r el error se hara´ mucho mayor, si r tiende
a 0, el error entre las 2 trayectorias tambie´n tiende a 0. Con respecto al tiempo
de tarda el Quadrotor en realizar todo el recorrido, en la medida en la que r sea
pequen˜o, el tiempo total se hace ma´s grande, esto se debe a que se esta haciendo
una gran exigencia de precisio´n entre las trayectorias, lo que genera que se necesite
ma´s tiempo para que el sistema alcance el punto de referencia. En la medida que r
sea un valor grande, el Quadrotor tendera´ a realizar sus desplazamientos a mayor
velocidad, mejorando el tiempo del recorrido, pero aumentando las posibilidades de
una colisio´n. En la Figura 5.18 se presentan las diferentes trayectorias reales que se
generan cuando se varia el coeficiente r, Se presentan los valores seleccionados y el
tiempo que se demora en hacer el recorrido visible el Quadrotor.
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(a) Gra´fica para r = 0,05, t = 41s
(b) Gra´fica para r = 0,25, t = 17s
(c) Gra´fica para r = 0,5, t = 8s
(d) Gra´fica para r = 1, t = 5s
Figura 5.18: Gra´ficas de la variacio´n del coeficiente de alcance r cuando toma valores
de 0.05, 0.25, 0.5 y 1 y el tiempo que tarda cada recorrido. En rojo, la trayectoria de
referencia. En blanco, la trayectoria que toma el Quadrotor
CAPI´TULO 6
Conclusiones
Fueron presentados una serie de algoritmos que permiten hacer que un Quadro-
tor se mueva desde un punto de inicio hasta un punto destino, realizando un proceso
de evasio´n de obsta´culos esta´ticos o dina´micos. Los algoritmos necesitan como datos
de entrada la informacio´n del entorno, informacio´n que corresponde a los planos
que componen la escena. Adicionalmente se presento´ un algoritmo que permite ob-
tener la informacio´n de entrada para los algoritmos de planeacio´n de trayectoria
en ambientes reales, utilizando la informacio´n de las ca´maras que lleva el veh´ıculo
(Fig. 6.1(a)) para hacer una reconstruccio´n del ambiente de trabajo (Fig. 6.1(b)).
Se construyo´ un simulador que permite observar el funcionamiento de los algoritmos
en varios escenarios y bajo deferentes para´metros de sintonizacio´n (Figuras 6.1(c) y
6.1(d)).
En los algoritmos desarrollados se utilizaron funciones sigmoides debido a que
permiten crear un modelo suave de un campo de fuerza artificial, el cual se extiende
suavemente a trave´s de todo el ambiente, permite modelar fa´cilmente los elementos
habituales de una escena en espacios cerrados como paredes, pisos o techos, adema´s
de objetos con formas arbitrarias segu´n la metodolog´ıa presentada. Adicionalmente
trae algunas ventajas como que solo es necesario ajustar un para´metro para cam-
biar el rango de accio´n efectiva de la funcio´n, y por lo tanto, del campo generado
por cada uno de los obsta´culos, adema´s permite que el campo generado se extienda
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Figura 6.1: S´ıntesis del desarrollo realizado. (a) imagen tomada con una ca´mara en el
Quadrotor. (b) Modelo del entorno obtenido a trave´s del procesamiento de ima´genes. (c)
y (d) presentan las trayectorias obtenidas en un ambiente de simulacio´n
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perpendicularmente desde las fronteras de los obsta´culos y no de forma radial, per-
mitiendo tener en cuenta formas arbitrarias para los obsta´culos.
Realizar el proceso de identificacio´n del sistema presenta varias ventajas ya que
se genera la posibilidad de predecir la respuesta del sistema ante mu´ltiples entradas
y poder hacer pruebas al mismo sin que sea necesario experimentar f´ısicamente con
e´l. El apoyo en herramientas especializadas permite agilizar el proceso y aumentar
la velocidad del ana´lisis, sin embargo, es necesario tener claridad sobre los conceptos
para generar una buena hipo´tesis. Tener cierto conocimiento del modelo ayuda a
generar una mejor hipo´tesis para el proceso de ajuste del modelo. El resultado en
la identificacio´n arrojo´ resultados muy altos, debido a las consideraciones que se
realizaron para seleccionar las condiciones de las pruebas y la seleccio´n de los datos
de entrada. El enfoque de la identificacio´n ten´ıa como objetivo encontrar un modelo
que se ajustara muy bien a las posibles trayectorias desarrolladas en este documen-
to. Entre los elementos tenidos en cuenta para la identificacio´n se puede destacar
las condiciones de la prueba sin viento, se descarto´ la informacio´n de la telemetr´ıa
del despegue, las variaciones de referencia fueron de tal manera que el sistema no
se saturaba en velocidad y se buscaron las mejores condiciones de alimentacio´n del
Quadrotor. Es decir que el modelo no tiene en cuenta el tiempo muerto que se genera
mientras los motores se prenden y el Quadrotor se pone en modo Hover ni el aumen-
to de sensibilidad ante las perturbaciones cuando la bater´ıa esta´ muy baja. Por tal
motivo en la simulacio´n y en las pruebas el modelo solo tiene validez pra´ctica una
vez el Quadrotor este levitando a cierta altura. Circunstancia que no trae ningu´n
problema en las pruebas y adema´s permite simplificar el sistema. El modelo obteni-
do no es un sustituto del sistema, en lugar de eso, es una representacio´n simplificada
del mismo.
Se presento´ un algoritmo para realizar la reconstruccio´n de la escena, que poste-
riormente es utilizada como entrada para el algoritmo de planeacio´n de trayectorias.
Se presenta una descripcio´n de forma general de cada uno de los pasos, para poste-
riormente entrar en detalles sobre los para´metros que determinan su funcionamiento.
El propo´sito de la seleccio´n de los para´metros esta´ enfocado en la bu´squeda de velo-
cidad de ejecucio´n minimizando los problemas de precisio´n que se puedan ocasionar.
Entre las consideraciones realizadas se destaca que el trabajo con ima´genes submues-
treadas conlleva a mejoras en la velocidad de ejecucio´n del algoritmo, esto debido
a que hay muchos menos informacio´n por procesar, como contraparte, tiene como
desventaja que se pierde precisio´n en los ca´lculos realizados y en el modelo final ob-
tenido, se evidencia en particular en los bordes de cada uno de los planos. Los datos
entregados por el sensor tienen algunos problemas, por ejemplo, la confiabilidad de
la conversio´n de los datos tomados por el sensor de distancia al pasarlos a coordena-
das reales decrece a medida que aumenta la distancia al punto focal, adicionalmente,
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por la construccio´n del dispositivo, se pierden puntos en los bordes de los objetos y
en las zonas muy alejadas al sensor, como resultado hay regiones en las cuales no
se cuenta con informacio´n de profundidad o se presenta alto ruido en la medicio´n.
Una forma de minimizar el ruido de los datos a gran distancia, es realizando una
umbralizacio´n con la se descartan puntos que esta la mayor distancia del sensor.
Para la bu´squeda de correspondencia entre ima´genes se evaluaron dos te´cni-
cas diferentes SIFT y SURF. Para la evaluacio´n se utilizaron los mismos valores de
para´metros sugeridos por los autores. En esta implementacio´n SURF fue ma´s ra´pido
en te´rminos de tiempo de co´mputo, pero presenta varios problemas en el proceso de
bu´squeda de correspondencias en comparacio´n con SIFT, cuando se usan las ima´ge-
nes en interiores de edificios como las que son utilizadas en todos los algoritmos de
este trabajo. Para la implementacio´n del algoritmo y la construccio´n de los ejemplos
se utilizo´ SIFT con un submuestreo de las ima´genes. Se prefirio´ SIFT en lugar de
SURF, debido a que presenta un mejor nivel de precisio´n en los puntos encontrados
en las ima´genes, en este item en particular, se prefirio´ precisio´n en vez de tiempo
de co´mputo debido a lo sensible que es el resultado final a la correspondencia entre
ima´genes.
El objetivo primordial de desarrollar el algoritmo de SLAM en este trabajo, fue
el de generar un ambiente virtual como base para los algoritmos de planeacio´n de
trayectoria en entornos tridimensionales, y no, realizar una validacio´n de una nove-
dosa te´cnica como aporte al estado del arte. El contraste de los resultados obtenidos
con te´cnica de SLAM propuesta contra la informacio´n de ground-truth de la escena
y su posible validacio´n se sugiere como posible trabajo futuro.
Con base en el problema de como encontrar trayectorias libres de colisiones en
ambientes tridimensionales, se plantean soluciones desde la perspectiva de los cam-
pos potenciales artificiales. Una de las te´cnicas es una extrapolacio´n a tres dimensio-
nes de un algoritmo bidimensional bien conocido en la literatura, La extrapolacio´n a
3 dimensiones permite encontrar trayectorias plausibles, aunque infortunadamente
se heredan los problemas de las te´cnicas basadas en el descenso de gradiente, como
por ejemplo, problemas de convergencia ocasionados por mı´nimos locales. Au´n as´ı, la
te´cnica permite encontrar trayectorias que esta´n en capacidad de evadir obsta´culos
haciendo que el Quadrotor pase por encima o por debajo. El cambio a 3 dimensiones
depende de la apropiada seleccio´n de los a´ngulos de sensado que utiliza el algoritmo,
en este cap´ıtulo se aborda un ana´lisis de las posibilidades de seleccio´n, presentan-
do la eleccio´n con criterio una configuracio´n que es fa´cilmente adaptable al sistema
Quadrotor. Adicionalmente se plantean otras te´cnicas con la que se pretende solu-
cionar algunos de los problemas que presentan las te´cnicas basadas en descenso de
gradiente, son dos, y esta´n basadas en el concepto de Zona segura. La primera de
ellas busca que los puntos de la trayectoria siempre se encuentren en la frontera de
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la regio´n Zona Segura, de forma iterativa se van ubicando nuevos puntos buscando
que este´n a una distancia controlada de los obsta´culos. La segunda te´cnica utiliza
puntos mo´viles que se desplazan hacia zonas seguras. Los resultados obtenidos con
esta u´ltima te´cnica dependen de la variacio´n de dos para´metros, la frontera de la
zona segura y el nu´mero de puntos que se utilicen. En general esta te´cnica es muy
ra´pida teniendo una complejidad computacional comparable con O(n), donde n es
el nu´mero de puntos de utilizados para generar la trayectoria.
El algoritmo de puntos mobiles presenta varias caracter´ısticas que generan apor-
tes en la planeacio´n de trayectorias de veh´ıculos ae´reos no tripulados usando campos
de potencial artificial. Espec´ıficamente se presentan las mejoras que el algoritmo hace
con respecto a la te´cnica basada en el descenso del gradiente como son las siguientes:
No caer´ıa en los mı´nimos locales debido a que no se esta´ actualizando la direccio´n
del gradiente en cada iteracio´n. No se presentan oscilaciones inestables ya que el
modelo de los objetos genera un campo continuo a trave´s de todo el espacio, lo que
hace que los puntos de la trayectoria tiendan a quedar en el l´ımite de la zona segura,
que a su vez es continua en el espacio. El me´todo genera una trayectoria aunque
la meta este´ muy cerca a los obsta´culos, hecho particularmente u´til en los casos
del despegue o del aterrizaje donde el Quadrotor estar´ıa en contacto con el piso, el
cual es considerado un obsta´culo. Permite evadir obsta´culos en 3 dimensiones, esto
es debido a que el modelo hace posible tomar cualquier direccio´n en el espacio, es
posible evitar el choque con un objeto pasando por encima o por debajo de e´l y no
solamente rodea´ndolo por los costados. Genera la posibilidad de se programado en
paralelo, debido a que la actualizacio´n de un punto no depende de sus puntos vecinos.
Al respecto de la evasio´n de obsta´culos en ambientes dina´micos, se presenta una
metodolog´ıa que puede funcionar utilizando cualquiera de las te´cnicas descritas en
este cap´ıtulo, inclusive, otros algoritmos de planeacio´n de trayectorias. La metodo-
log´ıa consiste en la transformacio´n del problema de planeacio´n de trayectorias con
obsta´culos dina´micos al caso de planeacio´n de trayectorias con obsta´culos esta´ticos
mediante un proceso de ana´lisis de las posibilidades de choque. Se trabajo´ sobre
la delimitacio´n de que los obsta´culos dina´micos solo tienen trayectorias con movi-
mientos rectil´ıneos con velocidad constante, restriccio´n tomada debido a la elevada
complejidad que tendr´ıa extender el me´todo a obsta´culos que tengan movimientos
acelerados o con cambios de direccio´n arbitrarios. Se presenta una ambiente de prue-
ba donde Quadrotors con las mismas dimensiones y modelo dina´mico del sistema se
utilizan como obsta´culos dina´micos, se muestra como el proceso de evasio´n se realiza
con e´xito al estar en capacidad de generar trayectorias libres de colisiones.
APE´NDICE A
Generalidades sobre identificacio´n de
sistemas
En multitud de sistemas f´ısicos no se cuenta con el modelo matema´tico que des-
criba la dina´mica del sistema, puede ser debido a que muchos sistemas f´ısicos son
de dif´ıcil modelamiento matema´tico, porque sus variables se desconocen, el valor de
los para´metros no se puede estimar fa´cilmente, o´ su dina´mica es no lineal. En otros
casos el modelo del sistema no es conocido debido a que el fabricante no entrega
estas especificaciones porque considera esta informacio´n confidencial. Las te´cnicas
de identificacio´n permiten hallar un modelo a partir del ana´lisis de las sen˜ales de
entrada y salida del sistema, generalmente haciendo uso de regresiones lineales y no
lineales1.
Las te´cnicas de identificacio´n consisten ba´sicamente en construir un experimento
basado en el conocimiento previo que permita excitar el sistema real con sen˜ales de
estimulo conocidas, que permita medir las sen˜ales de salida producidas y almacenar
los vectores de datos generados para la entrada y salida durante un intervalo de
tiempo representativo, para que posteriormente, usando las sen˜ales de entrada y
salida se obtenga un modelo matema´tico aproximado que represente la dina´mica del
sistema. Se pueden tener en cuenta ciertas consideraciones:
1Informacio´n tomada de [61] [51] [69]
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Tener cierto conocimiento del sistema puede ayudar a obtener un mejor ajuste
modelo encontrado: Parte de la identificacio´n puede ser el encontrar la estruc-
tura matema´tica y sus respectivos para´metros, aunque si se conoce el modelo
teo´rico bastar´ıa con identificar sus para´metros. Esto puede hacer que el modelo
sea valido para rangos amplios y de buena precisio´n.
Para el disen˜o de experimentos se deben tener en cuenta el tipo de sen˜al de
estimulo tal que excite todos los modos del sistema, las posibles perturbaciones
y la forma de los datos de salida. So´lo pueden identificarse los modos que
son observables desde las salidas y son suficientemente excitados desde las
entradas (i.e., la parte controlable y observable del sistema). Algunas de las
posibles entradas son: sen˜ales escalo´n, sinusoidales, secuencias binarias pseudo-
aleatorias (PRBS), etc. Estas sen˜ales tienen algunos para´metros que deben
ser seleccionados como son: nu´mero de registros en una PRBS, magnitud y
duracio´n de la sen˜al.
Es recomendado realizar un tratamiento de los datos obtenidos antes de que
sean procesados. Una vez seleccionadas las variables a medir es posible realizar
un proceso para tratar las sen˜ales de salida, entre los cuales se pueden eliminar
los datos extremos y las tendencias, filtrar el ruido y limitar el ancho de banda,
entre otros.
La eleccio´n de la estructura matema´tica del modelo depende, en particular,
de que tanto se conoce del sistema y el tipo de datos que se van a obtener,
teniendo en cuenta estas situaciones se tienen tres enfoques que son: Modelo
de caja transparente, caja gris y caja negra. En el modelo de caja transpa-
rente la estructura de modelo se obtiene a partir de leyes fundamentales y
los para´metros tienen una interpretacio´n f´ısica. En el modelo de caja negra el
modelo basado en leyes fundamentales es complicado o se desconoce, por lo
que los para´metros no tienen una interpretacio´n f´ısica. En el modelo de caja
gris algunas partes del sistema son modeladas basa´ndose en principios funda-
mentales y otras como una caja negra por lo que algunos de los para´metros
del modelo pueden tener una interpretacio´n f´ısica. Una vez que la estructura
ha sido escogida, posteriormente se debe seleccionar un modelo particular de
dicha estructura, es decir, determinar un conjunto particular de para´metros
para dicha estructura, por ejemplo, el orden de sus ecuaciones.
Finalmente es necesario validar el modelo, esto significa obtener una medida
de confiabilidad del ajuste obtenido, esto es: Decidir si el modelo es lo su-
ficientemente bueno para la aplicacio´n para la cual fue derivado (capacidad
de prediccio´n), determinar cuan lejos del sistema real esta el modelo (medi-
da de la incertidumbre del modelo), determinar si el modelo y los datos son
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consistentes con las hipo´tesis sobre la estructura de modelo. Es posible que
la validacio´n requiera de la realizacio´n de nuevos experimentos, modificando
posiblemente la estructura de modelo o las sen˜ales de excitacio´n.
Entre las estructuras matema´tica del modelo de caja negra se destacan las fami-
lias de modelos de funciones de transferencia, en las cuales los modelos se representan
como funciones racionales y los para´metros son los coeficientes del numerador y del
denominador. La naturaleza de la adquisicio´n de los datos de salida del sistema se
encuentran en el dominio discreto, no siendo esto un problema debido a que son
fa´cilmente transferibles al dominio continuo. Estos modelos derivan su razo´n de ser
de la teor´ıa cla´sica de regresiones, por lo que su estructura se puede expresar en la
forma:
ye(t, θ) = ϕ
T (t)θ
donde ye es la salida estimada del sistema, ϕ es el vector de regresio´n que con-
tiene las entradas y salidas pasadas y θ es el vector de para´metros del sistema.
El modelo parame´trico ma´s general es aquel que retorna la salida medible a partir
de las componentes debido a las entradas y a las perturbaciones, as´ı:
YMedida(t) = Yentrada(t) + YPerturbacion(t) (A.1)
A la vez estos te´rminos se pueden llevar a la forma:
Yentrada(t) = YE(R
−1, θ) · u(t)
YPerturbacion(t) = YP (R
−1, θ) · p(t)
YMedida(t) = YM(R
−1, θ) · Y (t)
Donde R−1 es el operador de retardo, θ es un vector de para´metros t u(t), p(t)
y Y (t) son la entrada al sistema, el ruido y la salida de intere´s del sistema. A la vez
YE(R
−1, θ) y YP (R−1, θ) se pueden representar como cocientes de polinomios en la
forma de funcio´n de transferencia, as´ı:
YE(R
−1, θ) =
YED(R
−1)
YEN (R−1)
=
ed1 ·R−nk + ed2 ·R−nk−1 + · · ·+ edned ·R−nk−ned+1
1 + en1 ·R−1 + · · ·+ ennen ·R−nen
YP (R
−1, θ) =
YPD(R
−1)
YPN (R−1)
=
1 + pd1 ·R−1 + · · ·+ pdnpd ·R−npd
1 + pn1 ·R−1 + · · ·+ pnnpn ·R−npn
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y YM(R
−1, θ) como un polinomio del tipo:
YM(R
−1, θ) = 1 +m1 ·R−1 + · · ·+mnm ·R−nm
Donde el vector de para´metros θ esta compuesto de los coeficientes edi, eni, pdi, pni,mi
y la estructura general del modelo queda definida de la siguiente manera:
YM (R
−1, θ) · Y (t) = YE(R−1, θ) · u(t) + YP (R−1, θ) · p(t)
YM (R
−1, θ) · Y (t) = YED(R
−1)
YEN (R−1)
· u(t) + YPD(R
−1)
YPN (R−1)
· p(t) (A.2)
La seleccio´n del tipo de modelo depende del orden de cada uno de los polinomios
YED, YEN , YPD, YPN y YM y el retardo entre la entrada y la salida nk. Con los valores
anteriores, se determina el vector de coeficientes θ ed, en, pd, pn y m que ajustan al
modelo a los datos de entrada y salida del sistema real.
A partir del modelo general de la ecuacio´n A.2 se desprenden modelos dependien-
do de los valores que tomen los polinomios YED, YEN , YPD, YPN y YM . Esos modelos
se muestran en la tabla A.1:
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Tabla A.1: Identificacio´n de modelos lineales en caja negra
Modelo Condicio´n Diagrama de bloque Ecuacio´n
ARX (Auto-
Regressive with
eXogenous
inputs)
YED(R
−1) =
YPD(R
−1) =
YPN (R
−1) = 1
YM (R
−1, θ) · Y (t) =
YEN (R
−1) · u(t) + p(t)
OE (Output
Error)
YPD(R
−1) =
YPN (R
−1) =
...YM (R
−1) = 1
Y (t) =
YEN (R
−1)
YED(R
−1) · u(t) + p(t)
ARMAX (Auto-
Regressive
Moving Average
with eXogenous
inputs)
YED(R
−1) =
YPD(R
−1) = 1
YM (R
−1, θ)·Y (t) = YEN (R−1)·
u(t) + YPN (R
−1) · p(t)
BJ (Box
Jenkins)
YM (R
−1) = 1
Y Y (t)
YEN (R
−1)
YED(R
−1) · u(t) +
YPN (R
−1)
YEN (R
−1) · p(t)
APE´NDICE B
Scale Invariant Feature Transform
Para la implementacio´n de este trabajo se utilizo´ VLFeat open source library
v0.9.16. [60], es librer´ıa de fuente abierta que contiene la implementacio´n de varios
algoritmos populares de visio´n por computador como: k-means, k-means jera´rquico,
superpixeles, entre muchos otros, en particular contiene una implementacio´n de SIFT
y varios ejemplos de uso. La librer´ıa esta´ escrita en lenguaje C y es compatible con
MatLab.
Scale Invariant Feature Transform (SIFT) es una transformacio´n de una imagen
a una representacio´n compuesta de puntos de intere´s, que contienen la informa-
cio´n caracter´ıstica de ciertas partes de la imagen, y que posteriormente pueden ser
usados para la deteccio´n de muestras [42]. Las caracter´ısticas encontradas por este
algoritmo son en en un alto punto invariantes a la escala, rotacio´n, ruido, cambios
de iluminacio´n y pequen˜os cambios de perspectiva. Las instrucciones y y ejemplos
de uso se encuentran descritas en la documentacio´n de la librer´ıa.
Los pasos del algoritmo resumidos y los para´metros utilizados son los siguientes:
1. Se representa la imagen en diferentes escalas y taman˜os, mediante el uso de la
funcio´n de diferencia gaussiana, para identificar los posibles puntos de intere´s
que son invariables a escala y orientacio´n. Inicialmente se busca la deteccio´n
de extremos locales trabajando con la imagen original filtrada con una funcio´n
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gaussiana pasabajos. Esta funcio´n se utiliza debido a que es invariante a escala
en el espacio y adema´s elimina el ruido de la imagen, al ser el ruido por natu-
raleza compuesto por frecuencias altas. La imagen inicial L es la convolucio´n
entre la imagen original I y el filtro Gaussiano. El autor propuso la utiliza-
cio´n para el filtrado una funcio´n D que es la diferencia de dos gaussianas con
distinta desviacio´n esta´ndar σ separados por un factor k.
D(x, y, σ) = G(x, y, kσ)−G(x, y, σ)
L(x, y) = D(x, y, σ) ∗ I(x, y)
La convolucio´n con Diferencia Gaussiana se realiza para toda la imagen y
con escalas diferentes, con el objetivo para detectar estructuras en todos los
lugares y con diferente escala. El autor sugiere trabajar por regiones a 3 escalas
utilizando un valor de σ = 1,6. La divisio´n en regiones genera muchas ima´genes
filtradas con valores extremos donde el taman˜o y el lugar de la diferencia
gaussiana es similar a la estructura dentro de la imagen. Estos valores extremos
se buscan y se evalu´an .
2. Se buscan aquellos puntos que se mantienen en cuanto a cambios de escala,
para ello se estudia cada p´ıxel y se realiza una comparacio´n con los p´ıxeles
vecinos. Los puntos base son seleccionados de acuerdo a la medida de su esta-
bilidad. Se considera que no son estables si por ejemplo, la iluminacio´n cambia
un poco y producen ruido. Para quitar los puntos no estables se examina
primero si el valor extremo esta´ en un lugar entre esos p´ıxeles, se estima la
funcio´n D(x) con una serie de Taylor de grado 2, esta aproximacio´n se deriva
y se iguala a 0. Si el valor de la funcio´n es menor a 0.03, el punto es eliminado,
suponiendo que D tiene valores de 0 a 1.
Adema´s de quitar aquellos puntos con poco contraste, el algoritmo encuentra
y descarta puntos ubicados sobre una l´ınea recta, Para esto se utiliza la matriz
Hessiana de D. El autor propone usar la siguiente desigualdad con un valor
de r = 10.
Traza(H)2
Det(H)
<
(r + 1)2
r
3. Se asigna a cada punto base una direccio´n, teniendo en cuenta la zona que
rodea dicho punto y las direcciones del gradiente que dependera´ de las muestras
de los puntos que el mismo posee en su entorno. El algoritmo SIFT examina los
valores de la magnitud y de la orientacio´n de los p´ıxeles que esta´n en el entorno
de un punto de intere´s. Para eso utiliza una ventana gaussiana que permite que
los valores de p´ıxeles ma´s lejanos tengan una menor ponderacio´n con respecto
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(a) (b)
Figura B.1: Ejemplo de uso del algoritmo SIFT. (a) Posicio´n de los puntos base y su
orientacio´n. (b) Descriptores para cada punto base.
a los p´ıxeles cercanos. Se procede a construir un histograma de orientacio´n que
es formado por la orientacio´n del gradiente de los puntos muestreados en los
alrededores del punto clave. Se utilizan ventanas de 10 grados, y finalmente se
realiza una interpolacio´n de los 3 valores ma´s altos para determinar la direccio´n
resultante para cada punto. El resultado de este paso se puede apreciar en la
Figura B.1(a).
4. Se calcula un descriptor para la regio´n de la imagen local que sea fa´cilmente
identificable y, a su vez, tan invariable como sea posible a los cambios como
la variacio´n en la iluminacio´n o una variacio´n en la perspectiva. El autor
propone obtener un arreglo de 4 × 4 histogramas con 8 posibles direcciones.
Estos histogramas se calculan a partir de los valores de orientacio´n y magnitud
en una regio´n de 16 × 16 p´ıxeles alrededor del punto base de modo tal que
cada histograma se forma de una subregio´n de 4× 4. El descriptor consiste en
un vector resultado de la concatenacio´n de estos histogramas y posteriormente
es normalizado para lograr invariabilidad a cambios de iluminacio´n. (ver Fig.
B.1(b)).
BIBLIOGRAF´IA
[1] A. r. drone especif´ıcaciones. http://ardrone2.parrot.com/ardrone-2/
specifications/, Nov 2012.
[2] Intrinsic camera calibration of the kinect. http://vision.in.tum.de/data/
datasets/rgbd-dataset/file_formats, Nov 2012.
[3] J. Agirrebeitia, R. Avile´s, I. F. de Bustos, and G. Ajuria. A new apf strategy
for path planning in environments with obstacles. Mechanism and Machine
Theory, 40(6):645 – 658, 2005.
[4] S. Ahrens, D. Levine, G. Andrews, and J. How. Vision-based guidance and
control of a hovering vehicle in unknown, gps-denied environments. In Robotics
and Automation, 2009. ICRA ’09. IEEE International Conference on, pages
2643 –2648, may 2009.
[5] E. Altug, J. Ostrowski, and R. Mahony. Control of a quadrotor helicopter
using visual feedback. In Robotics and Automation, 2002. Proceedings. ICRA
’02. IEEE International Conference on, volume 1, pages 72 – 77 vol.1, 2002.
[6] E. Altug, J. Ostrowski, and C. Taylor. Quadrotor control using dual camera
visual feedback. In Robotics and Automation, 2003. Proceedings. ICRA ’03.
IEEE International Conference on, volume 3, pages 4294 – 4299 vol.3, sept.
2003.
[7] H. Bay, A. Ess, T. Tuytelaars, and L. Van Gool. Speeded-up robust features
(surf). Comput. Vis. Image Underst., 110(3):346–359, June 2008.
99
100 BIBLIOGRAFI´A
[8] L. Beji and A. Abichou. Trajectory generation and tracking of a mini-rotorcraft.
In Robotics and Automation, 2005. ICRA 2005. Proceedings of the 2005 IEEE
International Conference on, pages 2618 – 2623, april 2005.
[9] M. d. Berg, O. Cheong, M. v. Kreveld, and M. Overmars. Computational
Geometry: Algorithms and Applications. Springer-Verlag TELOS, Santa Clara,
CA, USA, 3rd ed. edition, 2008.
[10] P. Besl and H. McKay. A method for registration of 3-d shapes. Pattern
Analysis and Machine Intelligence, IEEE Transactions on, 14(2):239 –256, feb
1992.
[11] S. Bouabdallah, P. Murrieri, and R. Siegwart. Design and control of an indoor
micro quadrotor. In Robotics and Automation, 2004. Proceedings. ICRA ’04.
2004 IEEE International Conference on, volume 5, pages 4393 – 4398 Vol.5,
april-1 may 2004.
[12] S. Bouabdallah and R. Siegwart. Backstepping and sliding-mode techniques
applied to an indoor micro quadrotor. In Robotics and Automation, 2005.
ICRA 2005. Proceedings of the 2005 IEEE International Conference on, pages
2247 – 2252, april 2005.
[13] S. Bouabdallah and R. Siegwart. Full control of a quadrotor. In Intelligent
Robots and Systems, 2007. IROS 2007. IEEE/RSJ International Conference
on, pages 153 –158, 29 2007-nov. 2 2007.
[14] H. Bouadi, M. Bouchoucha, and M. Tadjine. Tadjine “sliding mode control
based on backstepping approach for an uav type-quadrotor. In International
Journal of Applied Mathematics and Computer Sciences, Vol.4, No.1, pages
12–17, 2007.
[15] M. Bryson and S. Sukkarieh. Building a robust implementation of bearing-only
inertial slam for a uav. In In Journal of Field Robotics, Special issue on SLAM
in the field, volume 24, pages 113–143, Feb 2007.
[16] M. Bryson and S. Sukkarieh. Architectures for cooperative airborne simulta-
neous localisation and mapping. J. Intell. Robotics Syst., 55(4-5):267–297, Aug.
2009.
[17] S. Carreno, P. Wilson, P. Ridao, and Y. Petillot. A survey on terrain based
navigation for auvs. In OCEANS 2010, pages 1 –7, sept. 2010.
[18] C. Castillo, W. Moreno, and K. Valavanis. Unmanned helicopter waypoint
trajectory tracking using model predictive control. In Control Automation,
2007. MED ’07. Mediterranean Conference on, pages 1 –8, june 2007.
BIBLIOGRAFI´A 101
[19] P. Castillo, R. Lozano, and A. Dzul. Stabilization of a mini-rotorcraft having
four rotors. In Intelligent Robots and Systems, 2004. (IROS 2004). Proceedings.
2004 IEEE/RSJ International Conference on, volume 3, pages 2693 – 2698
vol.3, sept.-2 oct. 2004.
[20] H. Chen, X. min Wang, and Y. Li. A survey of autonomous control for uav.
In Artificial Intelligence and Computational Intelligence, 2009. AICI ’09. In-
ternational Conference on, volume 2, pages 267 –271, nov. 2009.
[21] H. Choset, K. M. Lynch, S. Hutchinson, G. A. Kantor, W. Burgard, L. E.
Kavraki, and S. Thrun. Principles of Robot Motion: Theory, Algorithms, and
Implementations. MIT Press, Cambridge, MA, June 2005.
[22] I. D. Cowling, J. F. Whidborne, and A. Cooke. Optimal trajectory planning and
lqr control for a quadrotor uav. In in Proc. Of the int. conf. control, Glasgow,
Scotland, sept. 2007.
[23] L. Derafa, T. Madani, and A. Benallegue. Dynamic modelling and experimental
identification of four rotors helicopter parameters. In Industrial Technology,
2006. ICIT 2006. IEEE International Conference on, pages 1834 –1839, dec.
2006.
[24] Z. Du, D. Qu, F. Xu, and D. Xu. A hybrid approach for mobile robot path
planning in dynamic environments. In Robotics and Biomimetics, 2007. ROBIO
2007. IEEE International Conference on, pages 1058 –1063, dec. 2007.
[25] G. Ducard, K. Kulling, and H. Geering. A simple and adaptive on-line path
planning system for a uav. In Control Automation, 2007. MED ’07. Mediterra-
nean Conference on, pages 1 –6, june 2007.
[26] H. Edelsbrunner, D. Kirkpatrick, and R. Seidel. On the shape of a set of points
in the plane. Information Theory, IEEE Transactions on, 29(4):551 – 559, jul
1983.
[27] S. Ge and Y. Cui. New potential functions for mobile robot path planning.
Robotics and Automation, IEEE Transactions on, 16(5):615 –620, oct 2000.
[28] S. Ge and Y. Cui. Dynamic motion planning for mobile robots
using potential field method. Autonomous Robots, 13:207–222, 2002.
10.1023/A:1020564024509.
[29] G. Giralt, R. Sobek, and R. Chatila. A multi-level planning and navigation
system for a mobile robot: a first approach to hilare. In Proceedings of the 6th
international joint conference on Artificial intelligence - Volume 1, IJCAI’79,
102 BIBLIOGRAFI´A
pages 335–337, San Francisco, CA, USA, 1979. Morgan Kaufmann Publishers
Inc.
[30] T. Hamel and R. Mahony. Pure 2d visual servo control for a class of under-
actuated dynamic systems. In Robotics and Automation, 2004. Proceedings.
ICRA ’04. 2004 IEEE International Conference on, volume 3, pages 2229 –
2235 Vol.3, april-1 may 2004.
[31] T. Hamel, R. Mahony, and A. Chriette. Visual servo trajectory tracking for a
four rotor vtol aerial vehicle. In Robotics and Automation, 2002. Proceedings.
ICRA ’02. IEEE International Conference on, volume 3, pages 2781 –2786,
2002.
[32] R. I. Hartley and A. Zisserman. Multiple View Geometry in Computer Vision.
Cambridge University Press, ISBN: 0521540518, second edition, 2004.
[33] R. Howard and I. Kaminer. Survey of unmanned air vehicles. In American
Control Conference, 1995. Proceedings of the, volume 5, pages 2950 –2953 vol.5,
jun 1995.
[34] Q. Jia and X. Wang. An improved potential field method for path planning.
In Control and Decision Conference (CCDC), 2010 Chinese, pages 2265 –2270,
may 2010.
[35] N. Khan, B. McCane, and G. Wyvill. Sift and surf performance evaluation
against various image deformations on benchmark dataset. In Digital Image
Computing Techniques and Applications (DICTA), 2011 International Confe-
rence on, pages 501 –506, dec. 2011.
[36] O. Khatib. Real-time obstacle avoidance for manipulators and mobile robots.
In Robotics and Automation. Proceedings. 1985 IEEE International Conference
on, volume 2, pages 500 – 505, mar 1985.
[37] J.-O. Kim and P. Khosla. Real-time obstacle avoidance using harmonic poten-
tial functions. Robotics and Automation, IEEE Transactions on, 8(3):338 –349,
jun 1992.
[38] J.-W. Lee, J.-J. Kim, B.-S. Choi, and J.-J. Lee. Improved ant colony opti-
mization algorithm by potential field concept for optimal path planning. In
Humanoid Robots, 2008. Humanoids 2008. 8th IEEE-RAS International Con-
ference on, pages 662 –667, dec. 2008.
[39] D. Li, J. Shen, and H. Chen. A fast k-means clustering algorithm based on grid
data reduction. In Aerospace Conference, 2008 IEEE, pages 1 –6, march 2008.
BIBLIOGRAFI´A 103
[40] K. Liang, Z. Li, D. Chen, and X. Chen. Improved artificial potential field for
unknown narrow environments. In Robotics and Biomimetics, 2004. ROBIO
2004. IEEE International Conference on, pages 688 –692, aug. 2004.
[41] Y.-c. Liu and Q.-h. Dai. A survey of computer vision applied in aerial robotic
vehicles. In Optics Photonics and Energy Engineering (OPEE), 2010 Interna-
tional Conference on, volume 1, pages 277 –280, may 2010.
[42] D. G. Lowe. Distinctive image features from scale-invariant keypoints. Int. J.
Comput. Vision, 60(2):91–110, Nov. 2004.
[43] A. Mokhtari and A. Benallegue. Dynamic feedback controller of euler angles
and wind parameters estimation for a quadrotor unmanned aerial vehicle. In
Robotics and Automation, 2004. Proceedings. ICRA ’04. 2004 IEEE Interna-
tional Conference on, volume 3, pages 2359 – 2366 Vol.3, april-1 may 2004.
[44] A. Nemra and N. Aouf. Robust airborne 3d visual simultaneous localization
and mapping with observability and consistency analysis. Journal of Intelligent
& Robotic Systems, 55:345–376, 2009. 10.1007/s10846-008-9306-6.
[45] N. Nilsson. A mobile automation: an application of artificial intelligence tech-
niques. In 1st Int. Joint Conf on Artificial Intelligence Washington, pages
509–520, Jan 1969.
[46] K. Ogata. Ingenier´ıa de Control Moderna. Pearson, 4 edition, 2003.
[47] OpenKinect. http://openkinect.org/wiki/Imaging_Information.
[48] K. Passino. Biomimicry for Optimization, Control, and Automation. Springer,
2005.
[49] M. Pen˜a. Modelamiento, simulacio´n y hallazgo de modelos linealizados a partir
de te´cnicas de identificacio´n de un cuatrirrotor. Master’s thesis, Universidad
Nacional de Colombia, 2009.
[50] M. V. Pen˜a, E. C. Vivas, and I. Rodr´ıguez, C. Modelamiento dina´mico y control
lqr de un quadrotor. Avances, investigacio´n en Ingenier´ıa, 13:71–86, 12 2010.
[51] M. V. Pen˜a, E. C. Vivas, and I. Rodr´ıguez, C. Simulation of the quadrotor
controlled with lqr with integral effect. COBEM 2011, 2011.
[52] J. Ren, K. McIsaac, R. Patel, and T. Peters. A potential field model using gene-
ralized sigmoid functions. Systems, Man, and Cybernetics, Part B: Cybernetics,
IEEE Transactions on, 37(2):477 –484, april 2007.
104 BIBLIOGRAFI´A
[53] J. Savage, E. Marquez, J. Pettersson, N. Trygg, A. Petersson, and M. Wahde.
Optimization of waypoint-guided potential field navigation using evolutionary
algorithms. In Intelligent Robots and Systems, 2004. (IROS 2004). Proceedings.
2004 IEEE/RSJ International Conference on, volume 4, pages 3463 – 3468
vol.4, sept.-2 oct. 2004.
[54] A. Serirojanakul and M. Wongsaisuwan. Optimal control of quad-rotor heli-
copter using state feedback lpv method. In Electrical Engineering/Electronics,
Computer, Telecommunications and Information Technology (ECTI-CON),
2012 9th International Conference on, pages 1 –4, may 2012.
[55] L. Shibo and Z. Qing. A new approach to calibrate range image and color image
from kinect. In Intelligent Human-Machine Systems and Cybernetics (IHMSC),
2012 4th International Conference on, volume 2, pages 252 –255, aug. 2012.
[56] Y. Suttasupa, A. Sudsang, and N. Niparnan. Plane detection for kinect image
sequences. In Robotics and Biomimetics (ROBIO), 2011 IEEE International
Conference on, pages 970 –975, dec. 2011.
[57] A. Tayebi and S. McGilvray. Attitude stabilization of a vtol quadrotor aircraft.
Control Systems Technology, IEEE Transactions on, 14(3):562 – 571, may 2006.
[58] A. M. Thompson. The navigation system of the jpl robot. In Proceedings
of the 5th international joint conference on Artificial intelligence - Volume 2,
IJCAI’77, pages 749–757, San Francisco, CA, USA, 1977. Morgan Kaufmann
Publishers Inc.
[59] T. Tuytelaars and K. Mikolajczyk. K.: Local invariant feature detectors: A
survey. FnT Comp. Graphics and Vision, pages 177–280, 2008.
[60] A. Vedaldi and B. Fulkerson. Vlfeat: An open and portable library of computer
vision algorithms. http://www.vlfeat.org/, 2008.
[61] E. C. Vivas. Control del helico´ptero 2d usando me´todos de control robusto
h-infinito. Master’s thesis, Universidad Nacional de Colombia, 2011.
[62] S. Waslander, G. Hoffmann, J. S. Jang, and C. Tomlin. Multi-agent quadrotor
testbed control design: integral sliding mode vs. reinforcement learning. In Inte-
lligent Robots and Systems, 2005. (IROS 2005). 2005 IEEE/RSJ International
Conference on, pages 3712 – 3717, aug. 2005.
[63] C. Wong, K. Cheng, C. Huang, and Y. Yang. Fuzzy control of humanoid robot
for obstacle avoidance. In International Journal of Fuzzy Systems, volume 10,
pages 4393 – 4398 Vol.5, March 2008.
BIBLIOGRAFI´A 105
[64] J. Xie and S. Jiang. A simple and fast algorithm for global k-means cluste-
ring. In Education Technology and Computer Science (ETCS), 2010 Second
International Workshop on, volume 2, pages 36 –40, march 2010.
[65] R. Xu and I. Wunsch, D. Survey of clustering algorithms. Neural Networks,
IEEE Transactions on, 16(3):645 –678, may 2005.
[66] X. Yun and K.-C. Tan. A wall-following method for escaping local minima in
potential field based motion planning. In Advanced Robotics, 1997. ICAR ’97.
Proceedings., 8th International Conference on, pages 421 –426, jul 1997.
[67] M. Zhang, Y. Shen, Q. Wang, and Y. Wang. Dynamic artificial potential field
based multi-robot formation control. In Instrumentation and Measurement
Technology Conference (I2MTC), 2010 IEEE, pages 1530 –1534, may 2010.
[68] L. Zhao and C. Wu. A planes detection algorithm based on feature distribu-
tion. In Intelligent Networking and Collaborative Systems (INCoS), 2011 Third
International Conference on, pages 172 –177, 30 2011-dec. 2 2011.
[69] K. Zhou and J. Doyle. Essentials of Robust Control. Prentice-Hall, New jersey,
1998.
