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Abstract. The paper extends the idea of negative representations of information for enhancing privacy. Simply put, a set DB of data elements can be represented in terms of its complement set. That is, all the elements not in DB are depicted and DB itself is not explicitly stored.
We review the negative database (N DB) representation scheme for storing a negative image compactly and propose a design for depicting a multiple record DB using a collection of N DBs-in contrast to the single N DB approach of previous work. Finally, we present a method for creating negative databases that are hard to reverse in practice, i.e., from which it is hard to obtain DB, by adapting a technique for generating 3-SAT formulas.
Introduction
Protecting sensitive data-controlling access to information and restricting the types of inferences that can be drawn from it-is a concern that has to be continually addressed in a world where the demands on the availability of data, and the criteria for its confidentiality evolve. Current technologies of encryption (for the data itself) and query restriction (for controlling access to data) help ensure confidentiality, but neither solution is appropriate for all applications. In the case of encryption, the ability to search data records is hindered; in the case of query restriction, individual records are vulnerable to insider attacks. Furthermore, many of the current solutions rely on the same set of assumptions, e.g., prime factoring-diversification in approaches ensures robustness.
In this paper, we discuss an approach for representing data that addresses some of these concerns and provides a starting point for the design of new applications. A motivating scenario involves a database of personal records which an outside entity might need to consult, for example, to verify an entry in a watch-list. It is desirable to have a database that supports a restricted type of queries, disallowing arbitrary inspections (even from an insider), and that can be updated without revealing the nature of the changes to an onlooker.
In our approach, the negative image of a set of data elements is represented rather than the elements themselves (Fig. 1) . Initially, we assume a universe U of finite-length strings (or records), all of the same length l and defined over a binary alphabet. We logically divide the space of possible strings into two disjoint sets: DB representing a set of positive records (holding the information of interest), and U − DB denoting the set of all strings not in DB. We assume that DB is uncompressed (each record is represented explicitly), but we allow U − DB to be stored in a compressed form called N DB. We refer to DB as the positive database and N DB as the negative database. From a logical point of view, either will suffice to answer questions regarding DB; however, they present different advantages. For instance, in a positive database, inspection of a single string provides meaningful information; inspection of a single 'negative' string reveals little about the contents of the original database. Given that the positive tuples are never stored explicitly, a negative database could be much more difficult to misuse.
The basic concept was introduced in [19, 16] and establishes the general theoretical foundations for some of the properties of the representation, especially with regards to privacy and security. The present goal is to address some of the practical concerns regarding the security of negative databases, and the efficiency of updating them. We introduce a novel storage design that better supports update operations and adapt techniques from other fields to create negative databases that are more secure in practice.
In the following section we review the negative database representation, give some examples, and explain how to query it. We then investigate some of the implications the approach has for privacy and security. In particular, we take advantage of the fact that the general problem of recovering the positive set from our negative representation is N P-hard (see Ref. [19, 20, 16] ) and present a novel scheme that creates negative databases that are indeed hard to reverse. We introduce a setup that overcomes some of the update inefficiencies of previous approaches and, finally, review related work, discuss the potential consequences of our results, and outline areas of future investigation.
Representation
In order to create a negative database (N DB) that is reasonable in size, we must compress the information contained in U -DB while retaining the ability to answer queries. We introduce an additional symbol to the binary alphabet, known as a "don't-care" and written as * . The entries in N DB will thus be strings of length l over the alphabet {0, 1, * }. The don't-care symbol has the usual interpretation and represents a one and a zero at the string position where the * appears-positions set to one or zero are referred to as "defined positions". The use of this new symbol allows for large subsets of U − DB to be depicted with just a few entries in N DB (see example in Fig. 1 ).
A string s is taken to be in DB if and only if s fails to match all the entries in N DB. The condition is fulfilled only if for every string y ∈ N DB, s disagrees with y in at least one defined position. Boolean Formula N DB (x1 or x2 orx5) and 00**1 (x2 or x3 or x5) and *10*0 (x2 orx4 orx5) and ⇒ *0*11 (x1 orx3 or x4) 1*10* Fig. 2 . Mapping SAT to N DB: In this example the boolean formula is written in conjunctive normal form (CNF) and is defined over five variables {x1, x2, x3, x4, x5}. The formula is mapped to a N DB where each clause corresponds to a record, and each variable in the clause is represented as a 1 if it appears negated, as a 0 if it appears un-negated, and as a * if it does not appear in the clause at all. It is easy to see that a satisfying assignment of the formula such as {x1= FALSE, x2= TRUE, x3= TRUE, x4= FALSE, x5= FALSE } corresponding to string 01100 is not represented in N DB and is therefore a member of DB.
Queries are also expressed as strings over the same alphabet; when a string, Q, consists entirely of defined positions-only zeros and ones-it is interpreted as "Is Q in DB?", and we refer to it as a simple membership or authentication query. Answering such a query requires examining N DB for a match, as described above, and can be done in time proportional to |N DB|. On the other hand, the work in [19] demonstrates an efficient mapping between boolean satisfiability formulas and N DBs (see Fig. 2 ) and shows that the problem of reversing a N DB-recovering DB-is N P-hard even when the size of the resulting DB is polynomial in the input size-determining the size of DB or even if it's empty or not is N P-hard as well. Consequently, answering queries with an arbitrary number of * symbols is also intractable.
Take, for example, a negative database of the tuples < name, address, profession >. The query "Is <Tintan, 69 Pine Street, Plumber> in DB?" (written as a binary string Q) would be easily answered, while retrieving the names and addresses of all the engineers in DB (expressed as a query string with the profession field set to the binary encoding of 'engineer' and the remaining positions to *) would be intractable. Note that it is possible to construct N DBs, with specific structures, for which complex queries can be answered efficiently (see Refs. [19, 16] ). Indeed, creating negative databases that are hard to reverse in practice can be a difficult task; in the next section, we address this issue and present an algorithm for creating negative databases that only support authentication queries efficiently.
Hard-to-Reverse Negative Databases
The creation of negative databases has been previously addressed in [19, 17, 20, 16] , where several algorithms are given that either produce N DBs that are provably easy to reverse, i.e., for which there is an efficient method to recover DB, or that have the flexibility to produce hard-to-reverse instances in theory, but have yet to produce them experimentally. It was shown in [19] that reversing a N DB is an N P-hard problem, but this, being a worst case property, presents the challenge of creating hard instances in practice.
In this section, we focus on a generation algorithm that aims at creating hardto-reverse negative databases in practice; we take advantage of the relationship negative databases have with the boolean satisfiability problem (SAT) (Fig. 2) and look into the body of work devoted to creating difficult SAT instances (e.g., [39, 2, 31, 30] ). As an example, we focus on the model introduced in [30] and use it as a basis for creating N DBs. The resulting scheme has two important differences with the algorithms of Refs. [19, 17, 20, 16] besides the ability to produce hard instances: first, it generates an N DB for each string in DB, and second, it creates an inexact representation of U -DB, meaning that some strings in addition to DB will not be matched by N DB.
In what follows we present the generation algorithm, outline how the problem of extra strings can be dealt with, and empirically show that the resulting databases are hard to reverse.
Using SAT Formulas as a Model for Negative Databases
Reference [30] presents an algorithm for creating SAT formulas which we use as the basis for our negative database construction. Their objective is to create a formula that is known to be satisfiable, but which SAT-solvers are unable to settle. The approach is to take an assignment A (a binary string representing the truth values for the variables in the formula), and create a formula satisfied by it-much like the algorithms in [19, 17, 20, 16] , except that the resulting formula might be satisfied by other unknown assignments. Given the assignment A, the algorithm randomly generates clauses with t > 0 literals satisfied by it with probability proportional to q t for q < 1 (q is an algorithm specific parameter used to bias the distribution of clauses within the formula). The purpose of the method is to balance the distribution of literals in such a way as to make formulas indistinguishable from one another in this respect. The process outputs a collection of clauses, all satisfied by A, which can be readily transformed into a negative database (see Fig. 2 ).
Given a database (DB) of size at most one (Sect. 3.4 discusses DBs with more than one record) , containing a l-length binary string A, we create a negative database (N DB) with the following properties:
1. Each entry in the negative database has exactly three specified bits. 2. A is not matched by any of N DB's entries. 3 . Given an arbitrary l-bit string, it is easy to verify if it belongs to N DB or not (in time proportional to the size of N DB). 4. The size of N DB is linear in terms of the length of A. Let l be the number of bits in A and m the number of strings in N DB; the tunable parameter r = m/l determines the size of the database and its reversal difficulty. 5. The size of N DB does not depend on the contents of DB, i.e., it has the same size for |DB| = 1 and |DB| = 0. 6. A is "almost" the "only" string not matched by N DB, i.e., almost the only string contained in the positive image DB of N DB. The other entries in DB are close in hamming distance to A (see Sect. 4). 7. The negative database N DB is very hard to reverse, meaning no known search method can discover A in a reasonable amount of time (provided that the number of bits in A be greater that 1000, as explained below).
Properties one through five follow from the isomorphism of negative databases with a 3-SAT formulae (see Fig. 2 ) and the characteristics of the algorithm. Point six is addressed in the next section, and completes the negative database generation scheme. Property seven is ascertained empirically in Sect. 3.3.
Superfluous Strings
A consequence of the above method for generating negative databases, is the inclusion of extra strings in the corresponding positive database. That is, DBthe reverse of N DB-will include strings that are not in the original DB from which it was created; we refer to these strings as superfluous 1 . Figure 3 displays the expected number of strings not represented by N DB (and hence members of DB ) as a function of their normalized Hamming distance to A-the true member of DB-and shows that all superfluous strings are within 0.13 distance from A (for the given parameter settings) 2 .
1 Note that DB ⊆ DB .
2 The definition of the plotted function is:
for details see [30] . Increasing the value of r reduces the number of superfluous strings; however, it also increases the size of the database and, more importantly, leads to N DBs that are potentially easier to reverse (see [25, 3, 1] ).
To address the incidence of superfluous strings, we introduce a scheme that allows us to distinguish, with high probability, the true members of DB from the artifacts. Rather than creating a N DB using A as input, we construct a surrogate string A -appending to A the output of some function F of A-and use it to generate N DB. The membership of an arbitrary string B is established by computing F (B) and testing whether B concatenated with F (B) is represented in N DB 3 . The purpose of the function is to divide the possible DB entries into valid and invalid-valid strings having the correct output of F appended to them-and reduce the probability of including any unwanted valid strings in DB .
The choice of function impacts both the accuracy of recovery (avoidance of superfluous strings) and the performance of the database: the more bits appended to A, the less likely to mistake a false string for a true one (assuming a reasonable code) and the larger the resulting N DB. There is a wide variety of codes that can be used for this purpose: parity bits, checksums, CRC codes, and even hash functions like SHA or MD5 with upwards of a 100 bits 4 .
To provide an idea of how the function impacts accuracy we consider a general model which assumes, for simplicity, valid strings are uniformly distributed and sampling with replacement. The chance of randomly finding a valid string is 2 −c , where c is the number of bits introduced by the function. The probability of including an unwanted valid string is 1 − (1 − 2 −c ) |DB | , where |DB | is the number of strings unmatched by N DB. The model illustrates (see Fig.  4 ) the dependence of accuracy on the code size-the density of valid stringsand the number of strings introduced by the generation algorithm. Clearly, a sophisticated code such as the CRC, which attempts to maximize the minimum hamming distance between valid strings, will greatly increase the accuracy of section's 3.1 generation scheme. 
Hardness
To illustrate how hard to reverse these N DBs are, we produced instances for strings ranging from 50 to 300 bits in length and r = 5.5. Their difficulty is assessed by the ability of well established SAT-solvers to find a string in DB . There are two types of solvers: complete and incomplete. Complete solvers search the space exhaustively, while incomplete solvers explore only a fraction of it and can handle much larger instances (in terms of string length l); however, unlike complete solvers, their failure to find a solution does not imply that one doesn't exit. Figure 5 shows the results for the zChaff complete solver (zChaff is often the champion of the yearly SAT competition) and Fig. 6 shows the results for WalkSAT, a well known incomplete solver. The experiments show that both zChaff and WalkSAT find a DB entry in time exponential in the length of the string l. Consider that fully reversing N DB, i.e., finding all of the strings in DB , will entail running the solver |DB | +1 times (the extra run is to establish that there are no more strings left). Additionally, we tested 100 N DBs with l = 1000 on zChaff and WalkSAT, as well as on two other solvers: SATz and SP (the first complete the second incomplete). No DB entry was found for any of them before the incomplete solvers terminated and the complete solvers ran out of memory. 
Multi-record Negative Databases
The preceding section explored how to create a hard-to-reverse negative representation of a DB with zero or one entries; now, we briefly outline how this can be extended for DBs of an arbitrary size-the work in [19, 17] is concerned with creating negative databases for any DB, regardless of its size, but does not show that the instances they output are hard to reverse in practice.
Our scheme can be used to generate the negative representation of any set of strings DB by creating an individual N DB Ai for each string A i in DB, i.e., each record in the resulting N DB is itself some negative database (see Fig. 7 ). It is important to point out that all N DB Ai 's are the same size (and are thus indistinguishable by this measure) and that some may represent the empty (positive) set.
Compare this scheme to the method described in [19, 17] and the examples in Fig. 1 , where a monolithic N DB represents all of DB. First, there is additional information leakage 5 , as the size of the underlying DB can be bounded by the number of records (N DB Ai 's) in N DB-a bound, since N DB may contain any number of records that represent the empty set. Second, a N DB created in this manner is much easier to update: inserting a string A i into DB is implemented as finding which records in N DB represent A i and removing them; deleting A i DB N DB0 N DB4 N DB5 N DB ∅ 000 *1* *1* 0** 0** 100 1** **1 **0 *1* 101 0*1 000 *11 10* Fig. 7 . A sample DB with possible N DBAi (N DB ∅ represents the empty set). The final N DB collects all N DBAi's. Note that the output of the algorithm presented in Sect. 3 generates N DBAi's with exactly three specified bits per record and does not exactly represent U -DB; the present example, however, serves to illustrate the non-monolithic structure of the final N DB.
from DB amounts to generating its corresponding N DB Ai and appending it as a record to N DB. The result is a database in which updates take linear time (or better as discussed below) and whose size remains linear in |DB|. Moreover, our scheme allows many operations to be parallelized, given that the database can be safely divided into subsets of records and the results easily integrated. This contrasts with the databases and update operations presented in [17] , where a single "insert into DB" requires access to all of N DB, runs in O(l 4 |N DB| 2 |) time, and may cause the database to grow exponentially when repeatedly applied. Finally, the nature of updates remain ambiguous to an observer, given that a record can represent the empty set and that different records (different N DB Ai 's) can stand in for the same DB entry.
We foresee other differences between the two schemes as more complex operations such as joins, projections, etc., are investigated in the context of negative representations of data.
Related Work
Reference [19] introduced the concept of negative information, presented negative databases (N DBs) as a means to compactly represent negative information, and pointed to the potential of N DBs to conceal data. Additional properties of representing information in this way are outlined in [16] . To date, there are three basic algorithms for creating N DBs: the Prefix algorithm [19] is deterministic and always creates a N DB that is easy to reverse; the Randomized algorithm [19] is non-deterministic and can theoretically produce hard-to-reverse N DBs, but the required settings are unknown; and finally the On-line algorithms [17, 18] designed to update N DBs (insert and delete strings) rely on having an already hard-to-reverse N DB for their security.
There are many other topics that relate to the ideas discussed in this paper. Most relevant are the techniques for protecting the contents of databasesdatabase encryption, zero-knowledge sets, privacy-preserving data mining and query restriction-security systems based on N P-hard assumptions, and oneway functions.
Some approaches for protecting the contents of a database involve the use of cryptographic methods [23, 22, 8, 41] , for example, by encrypting each record with its own key. Zero-knowledge sets [34, 38] provide a primitive for constructing databases that have many of the same properties as negative databases; namely, the restriction of queries to simple membership. However, they are based on widely believed cryptographically secure methods (to which N DBs are an alternative), require a controlling entity for answering queries, and are difficult to update.
In privacy-preserving data mining, the goal is to protect the confidentiality of individual records while supporting certain data-mining operations, for example, by computating aggregate statistical properties [6, 5, 4, 13, 15, 41, 40] . In one example of this approach (Ref. [6] ), relevant statistical distributions are preserved, but the details of individual records are obscured. Negative databases contrast with this, in that they support simple membership queries efficiently, but higher-level queries may be expensive.
Negative databases are also related to query restriction [32, 11, 13, 14, 40] , where the query language is designed to support only the desired classes of queries. Although query restriction controls access to the data by outside users, it cannot protect from an insider with full privileges inspecting individual records.
Cryptosystems reliant on N P-complete problems [21] have been previously studied, e.g., the Merkle-Hellman cryptosystem [33] , which is based on the general knapsack problem. These systems rely on a series of tricks to conceal the existence of a "trapdoor" that permits retrieving the hidden information efficiently (N DBs have no trapdoors); however, almost all knapsack cryptosystems have been broken [37] . There is a large body of work regarding the issues and techniques involved in generating hard-to-solve N P-complete problems [29, 28, 37, 33] and in particular of SAT instances [35, 12] . Much of this work is focused on the case where formulas are generated without knowledge of their specific solutions. Efforts concerned with the generation of hard instances possessing some specific solution, or solutions with some specific property include [30, 24, 2] .
One-way functions [26, 36] and one-way accumulators [7, 10] take a string or set of strings and produce a digest from which it's difficult to obtain the original input. One distinction between these methods and negative databases is that the output of a one-way function is usually compact, and the message it encodes typically has a unique representation (making it easy to verify if a string corresponds to a certain digest). Probabilistic encryption studies how a message can be encrypted is several different ways [27, 9] .
As the availability of data, the means to access it, and its uses increase, so do our requirements for its security and our privacy. There is no single solution for all of our demands, as evidenced by the many methods reviewed in this section; hard-to-reverse N DBs, with their unique characteristics, are an addition to this toolbox.
Discussion and Conclusions
In this paper we took the work presented in [19, 17, 16] and addressed some of its practical concerns. In particular, the previous work outlines algorithms that are expected to generate hard-to-reverse N DBs once their parameters are appropriately set; however, no hints on what their values should be or evidence of them generating any hard instances is provided. The present paper introduced a novel and efficient way to generate negative databases that are extremely hard to reverse. The scheme takes advantage of the relationship the negative data representation has with SAT formulae and borrows from that field a technique for generating the database and the means to test its reversal difficulty. The method we adopted creates an inexact negative image of DB, in that the resulting N DB negatively represents DB along with a few additional strings. We addressed this issue with the inclusion of error detecting codes that help distinguish between DB and the extra, superfluous strings.
In addition, our design departs significantly from the previous work's construction of negative databases by securing the contents of the database on a per record basis, i.e., we create a hard-to-reverse N DB Ai for each entry A i in DB, the collection of which constitutes our N DB. The present work sketched this setup and outlined some of its characteristics; our current efforts include exploring these database constructions and its applications in more detail.
We have also shown how knowledge from the well established field of SAT can be successfully adapted for the creation and evaluation of negative databases, albeit not always straightforwardly-witness our need to introduce error detecting codes. We expect that more tools and techniques will be transfered in the future, and that better technologies for SAT, e.g., harder formulas to solve, will lead to improved techniques for negative databases and vice versa.
Finally, we are optimistic that some of the problems presented by sensitive data can be addressed by tailoring a negative representation to its particular requirements.
