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Abstract
Recently, multimedia cloud is being considered as a new eﬀective serving mode in multimedia domain. It can provide a ﬂexible
stack of powerful Virtual Machine (VM) resources of cloud like CPU, memory, storage, network bandwidth etc. on demand to
manage media services and applications (e.g. image/video retrieval, video transcoding, streaming, video rendering, sharing and
delivery) at lower cost. However, one major issue here is how to eﬃciently allocate VM resources dynamically based on applica-
tions’ QoS demands and support energy and cost savings by optimizing the number of servers in use. In order to solve this problem,
we propose a cost eﬀective and dynamic VM allocation model based on Nash bargaining solution. With various simulations it is
shown that the proposed mechanism can reduce the overall cost of running servers while at the same time guarantee QoS demand
and maximize resource utilization in various dimensions of server resources.
c© 2014 The Authors. Published by Elsevier B.V.
Selection and peer-review under responsibility of the Program Chairs of EICM-2014..
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1. Introduction
Recently, multimedia cloud computing (MCC)1 is emerging as a noteworthy technology that can facilitate eﬀective
processing of complicated multimedia services and applications from anywhere, at any time and on any device. It can
provide a ﬂexible stack of powerful virtual machine (VM) resources of cloud like CPU, memory, disk I/O, storage and
network bandwidth on demand to manage media services and applications at lower cost. However, one of the major
concerns in media cloud systems is how to eﬃciently manage and allocate VM resources in accordance with the QoS
requirement of media services so that the Cloud providers revenue and the resource utilization can be retained at a
satisfactory level. This is challenging when the resource needs of VMs are heterogeneous due to the diverse set of
media applications they run2. In addition, given capacity constraints, the cloud servers may become overloaded when
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any video encounters highly bursty requests, or several videos on various VMs placed on the same server reach their
peak period in demand at the same time3.
A common solution suggested by most of the existing researches3 4 2 5 6 7 8 9 related to VM resource allocation in
a media cloud environment is to move VMs away from overloaded servers to under-utilized ones. However, such
migration should consider all possibilities of utilizing currently available resources to handle the increased requests.
It may happen that utilization of resources may gradually become severely unbalanced across diﬀerent resource di-
mensions such as CPU, memory, disk I/O, bandwidth etc., which implies unnecessary idling of available resources
and incurs increased cost3. Besides, most of these approaches focus on how the VMs are allocated over time rather
than ﬁnish time based on SLA which is very important for media cloud systems. In addition, few of them diﬀerentiate
tasks based on their importance/priority. Hence, media cloud provider may lose the opportunity to increase proﬁts by
prioritizing tasks with strict SLA, improve utilization by running low priority taks at night, or both10.
To address these issues, in this paper we propose a cost eﬀective and QoS-aware resource allocation mechanism.
The proposed algorithm focus on two important goals: the ﬁrst is how to avoid overload of servers given that the
capacity is suﬃcient to satisfy the resource demands of all running VMs and fulﬁll the completion deadline of tasks.
The other is to reduce cost as well as energy by running minimum number o servers to handle VMs. Underutilized
servers can be turned oﬀ to save energy. In order to solve the above optimization problem in the VM resource
allocation, we adopt a game theoretical approach. In particular, we propose an eﬃcient resource allocation mechanism
based on Nash bargaining solution (NBS)11. Several experiments were conducted to validate the eﬃciency of our
proposed allocation model in a media cloud platform.
2. System Model
In this paper, we consider the cloud-based resource management for media tasks as a time-slotted task allocation
problem with time slots of equal length indexed by T = 0, 1, ...T . Let us consider a cloud data center consists of a set
of heterogeneous physical servers deﬁned as P =
{
p1, p2, ..., pnp
}
. In order to describe a physical server pi(1 ≤ i ≤ np)
in general, we use αi, βi, χi and δi to represent its CPU processing capability (expressed in millions of instructions per
second- MIPS), memory space (expressed in MB), disk I/O (expressed in MB/s) and network bandwidth (expressed
in KB/s), respectively. Let M(t) =
{
m1,m2, ...,mnm(t)
}
be the set of arrived media tasks at time T . For any media
task mr(1 ≤ r ≤ nm(t)), is associated with a type proﬁle Pro f ile(mr) = (b(mr),R(mr), d(mr)) representing the task
parameters. Every task has a budget b(mr) for executing the task mr within the deadline d(mr). The minimum
resource requirements of the task is given by R(mr) which consists of the required resource amount of cpu, memory,
storage and bandwidth. Since each task may require a heterogeneous running environment, a corresponding VM need
to be created. We summarize the key notations in Table 1.
Let us consider V(t) = {v1, v2, ...vr} be the set of VMs at time t, where vr be the corresponding virtual machine
for task mr. For any γri (t), γ
r
i (t) = 1 means that the virtual machine vr has been allocated on the physical machine
pi at time t, and vice versa. Let uir, wir, xir and yir be vr’s minimum resource requirements on pi regarding CPU
capability, memory space, disk I/O and network bandwidth, respectively according to R(mr). We assume that the
overhead of VM creation and maintenance is also included in the resource requirements R(mr). Each cloud provider
can ﬂexibly allocate resources to VMs. However, each VM has an upper bound on the number of resources it may
receive depending on its budget b(mr) and it is ﬁxed throughout all the time T . Let cuir, cwir, cxir and cyir be the unit
cost per CPU, memory, disk I/O and network bandwidth respectively for vr on machine pi. Now, for any VM vr, the
maximum amount of any resource it may receive in piat any time t is determined as follows:
Ruirmax(t) =
b(mr)
cuir
,Rwirmax(t) =
b(mr)
cwir
,Rxirmax(t) =
b(mr)
cxir
,Ryirmax(t) =
b(mr)
cyir
(1)
The main target is to maximize users satisfaction and resource utilization while minimizing the number of running
servers for cost reduction. In cloud data-center environment, the cost is commonly associated with the number of
active physical servers. To be more speciﬁc, the cost can be deﬁned as the cumulative running time of all active
physical servers at timeT if we assume the servers’ energy consumption is homogeneous. Let λi(t) be the binary
variable indicating whether a physical server pi is active at time t (λi(t) = 1) or not (λi(t) = 0). The cost C is then
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Table 1. List of notations
Parameters Description
P set of physical servers
M(t) set of arrived media tasks at time t
V(t) set of VMs at time t
b(mr) media task budget at time t
d(mr) media task deadline for any task r
R(mr) minimum resource requirements of any task/VM r at any time t
uir , wir , xir , yir VM vr’s minimum resource requirements on server pi regarding resource dimensions w.r.t. R(mr)
Ruirmax(t), R
wir
max(t), R
xir
max(t), R
yir
max(t) maximum resource requirements of any VM r at any time t in various dimensions
C Cumulative cost over time T
 estimated resource utilization ratio at server i after time t
γri (t) optimization variable, which is the binary indicator to denote the placement of each VM after time t
ωui , ω
w
i , ω
x
i , ω
y
i weights given to resources in diﬀerent dimensions w.r.t. server is current resource usage states
expressed as
C¯ = lim
t→∞
1
t
np∑
i=1
t−1∑
τ=0
λi(τ) (2)
However, if physical resources are under-utilized, the cost C will be increased for a cloud data-center. Thus, it is
very important to maximize the utilization of resources in servers to minimize the overall cost. Now, the optimization
goal is to ﬁnd an eﬃcient resource allocation method that solves the following problem:
min Ω
t=0,1,2,....T
= 1t
np∑
i=1
T∑
t=0
λi(t)
s.t.
(3)
nm∑
r=1
γri (t)R
uir
max(t) ≤ αi,∀i, t ≤ d(mr),
nm∑
r=1
γri (t)R
wir
max(t) ≤ βi,∀i, t ≤ d(mr) (4)
nm∑
r=1
γri (t)R
xir
max(t) ≤ χi,∀i, t ≤ d(mr),
nm∑
r=1
γri (t)R
yir
max(t) ≤ δi,∀i, t ≤ d(mr) (5)
where the constraints (4), and (5), guarantee the resource suﬃciency of the servers in terms of CPU, memory, disk
i?o and bandwidth respectively within the deadline t ≤ d(mr). In the formulation, γri (t) is the optimization variable,
which is the binary indicator to denote the placement of each VM after time t based on the information at present.
Note that ∀i at time t, there is only one γri (t) = 1, since each VM can be possessed by only one server at one time.
Now, the objective function of (3) becomes as follows:
max 
γri (t),t≤d(mr)
=
np∑
i=1
nm∑
r=1
T∑
t=0
γri (t) ×
⎛⎜⎜⎜⎜⎜⎜⎜⎝
ωui (t)R
uir
max(t)
αi
+
ωwi (t)R
wir
max(t)
βi
+
ωxi (t)R
xir
max(t)
χi
+
ω
y
i (t)R
yir
max(t)
δi
⎞⎟⎟⎟⎟⎟⎟⎟⎠ (6)
where 
γri (t),t≤d(mr)
is the estimated resource utilization ratio at server i after time t, ωui , ω
w
i , ω
x
i and ω
y
i are the weights
given to resources in diﬀerent dimensions according to server is current resource usage states, constrained by ωui +
ωwi + ω
x
i + ω
y
i = 1. Now based on optimization problem in (6), our goal is to ﬁnd out what will be the best placement
strategy of each VM under the constraint of resource capacities in various dimensions so that the resource utilization
is maximized.
3. Proposed Resource Allocation Model based on Nash Bargaining Solution
In this paper, we propose to use the Nash bargaining solution to solve the proposed optimization problem based
on3 since it can be practically implemented in real world data centers and executed in a lightweight fashion. The Nash
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bargaining game discusses the situation in which two or more players reach an agreement regarding how commodities
are to be distributed among them. In this game, each player has a diﬀerent anticipation to each commodity3. The
utility of each player is a function of his anticipations to commodities he has. In our scenario, servers are treated as
players and VMs are considered as commodities. Let Hti be the utility function for server i at time t. Each server
will seek to maximize the Nash product
∏
Gk(t) at time t, where Gi(t) =
∣∣∣Hti(q) − Hti(d)
∣∣∣, to attain the Pareto-optimal
solution for the bargaining situation [nash ref]. Every VM is associated with an anticipation Eri (t) from each player,
which is deﬁned as the consumed fraction of resources in the corresponding media application VM in server i, with
respect to dimensions of CPU, memory space, disk I/O and bandwidth resources. As our goal is to maximizing the
utilization of resources in every server, VMs requiring more resources will be more valuable. Now the the utility
function of a server i is represented as follows:
Hti(q) = H
t
i(d) + e
T∑
t=1,t≤d(mr )
np∑
i=1
nm∑
r=1
Eri (t)γ
r
i (t)
(7)
Based on the equation (7), the utility gain of server i is as follows:
Gi(t) =
∣∣∣Htk(q) − Htk(d)∣∣∣ = e
T∑
t=1,t≤d(mr )
np∑
i=1
nm∑
r=1
Eri (t)γ
r
i (t)
(8)
Now each server will try to maximize the Nash product
∏
Gk(t) which can be interpreted as follows:
max
np,T∏
i=1,t=1,t≤d(mr)
Gi(t) (9)
nm∑
r=1
γri (t)R
uir
max(t) ≤ αi,∀i, ,
nm∑
r=1
γri (t)R
wir
max(t) ≤ βi,∀i, (10)
nm∑
r=1
γri (t)R
xir
max(t) ≤ χi,∀i, ,
nm∑
r=1
γri (t)R
yir
max(t) ≤ δi,∀i, (11)
Substitute (8) into (9), the maximization problem in the Nash bargaining game is equivalent to the following ones.
max
np,T∏
i=1,t=1,t≤d(mr)
Gi(t)
⇔ max elog
(
np,T∏
i=1,t=1,t≤d(mr )
Gi(t)
)
⇔ max
np∑
i=1
nm∑
r=1
T∑
t=1,t≤d(mr)1
Eri (t)γ
r
i (t)
(12)
If we deﬁne server is anticipation to commodity r, i.e., Eri (t) in the following form:
Eri (t) =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
ωui (t)R
uir
max(t)
αi
+
ωwi (t)R
wir
max(t)
βi
+
ωxi (t)R
xir
max(t)
χi
+
ω
y
i (t)R
yir
max(t)
δi
⎞⎟⎟⎟⎟⎟⎟⎟⎠ (13)
the optimization problem (9) in the Nash bargaining game can be rewritten as follows:
max
t≤d(mr)
np∑
i=1
nm∑
r=1
T∑
t=0,
γri (t) ×
⎛⎜⎜⎜⎜⎜⎜⎜⎝
ωui (t)R
uir
max(t)
αi
+
ωwi (t)R
wir
max(t)
βi
+
ωxi (t)R
xir
max(t)
χi
+
ω
y
i (t)R
yir
max(t)
δi
⎞⎟⎟⎟⎟⎟⎟⎟⎠ (14)
The (14) is equivalent to the proposed optimization problem (6) in media cloud data centers. The optimization
variable γri (t) is an indicator of the strategy adopted by each player i in the bargaining game. The estimated resource
utilization ratio of server i, can be treated as the proﬁt gains of player i by adopting strategy γri (t) . Therefore, the
proposed optimization problem can be solved using the mechanism of Nash bargaining solution. Here, the bisection
method12 is applied to the optimal solution of NBS game, because it can be used to obtain the solution in the nth poly-
nomial time. By adopting the upper bound (Rbirmax, b = u,w, x, y) and the lower bound (R(mr)) of resource allocation,
the bisection method can be easily applied.
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4. Performance evaluation
This section presents simulation studies to evaluate the performance of our proposed NBS-based resource alloca-
tion algorithm. We used CloudSIm13 and modeled it as cloud-based media content distribution service. We design a
scenario where users requests for video contents through the content distribution service from the cloud. To generate
the workload model, we consider that the user requests for these videos follow a Poisson distribution with arrival rate,
θ. This arrival rate has its own value. The total duration of request arrival is between time-slot 0 and 1000. The
total number of requests for all the videos is equally set to 100. Consequently, 1000 VMs containing tasks can be
randomly requested at any time t. The simulation will be terminated when the all tasks, i.e. VMs are terminated.
Also, in the simulation, we consider 100 distributed servers, each of which is assumed to have the same amount of
resources: 1000 MIPS CPU cycles., 1000 GB storage space, 1000 Mbps bandwidth and 1000 MB/S disk I/O speed.
The minimum resource requirement for all VMs is assumed to be empirically known, and the maximum requirement
is determined on the basis of the level of budget that users have randomly set for each task/VM request and the unit
price of requested resources (i.e. cpu, memory, disk I/O and network bandwidth). The deadline of each task is varied
from 10 to 20 seconds.
We compare our NBS-based VM allocation algorithm with the Greedy VM allocation algorithm where only the
VM that causes overload is migrated; and its destination server is greedily selected from all under-utilized servers.
Main performance metrics in this simulation are, number of active physical servers, number of VM migrations, overall
resource utilization on servers and number of requests handled. In addition, We run our simulation 10 times, each
lasting 100time intervals. We ﬁrst present the results of the number of requests that the cloud data center can handle,
given current available resources. As shown in Figure 1, it is clear that by applying the proposed NBS-based VM
allocation algorithm, the cloud data center can handle more requests (20% on average) as compared to the Greedy
allocation method. The reason is the bargaining power with more utilization of resources. Next we show the result
Fig. 1. Number of Requests Handled by the Cloud-data
Center
Fig. 2. Total number of active ma-
chines
of the average number of active physical servers used for hosting the VMs at any time t. As we can see from Figure
2, the proposed NBS-based resource allocation algorithm reduces signiﬁcant number of active physical servers (more
than 10) as compared to the Greedy allocation algorithm. Now, we show the average number of migrations per VM
in each decision in the Figure 3. It shows that It shows that each VM experiences 16% fewer migrations with the
proposed NBS-based resource allocation algorithm.
Finally, we present the average resource utilization status of servers by using the NBS-based VM migration algo-
rithm. Figure 4 shows that the proposed algorithm reaches average utilization level close to optimal (89%), while the
Greedy algorithm achieves around 65% of the upper bound on utilization. Thus it is obvious that the proposed NBS
solution decreases the number of active physical machines and results in cost as well as energy reduction.
5. Conclusion
In this paper, we propose a cost eﬀective and dynamic VM resource provisioning method to handle media services
in a media cloud platform. We focus on the challenging issue of reducing the overall cost of running servers while
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Fig. 3. Number of VM Migration
Fig. 4. Average Resource Utilization on
Servers
at the same time guarantee maximum resource utilization and job deadline. We utilize the Nash Bargaining solution
approach in the allocation mechanism that eﬀectively address these issues. Various experiments were conducted to
validate the eﬃciency of the proposed allocation model in a media cloud platform. The results show that the bargaining
algorithm is able to improve resource utilization over time, with fewer VM migration overhead and active servers.In
future, we would consider to evaluate the proposed algorithm using real-world trace data to verify its eﬃciency.
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