Abstract. Incorporation of prior knowledge into the learning process can significantly improve low-sample classification accuracy. We show how to introduce prior knowledge into linear support vector machines in form of constraints on the rotation of the normal to the separating hyperplane. Such knowledge frequently arises naturally, e.g., as inhibitory and excitatory influences of input variables. We demonstrate that the generalization ability of rotationally-constrained classifiers is improved by analyzing their VC and fat-shattering dimensions. Interestingly, the analysis shows that large-margin classification framework justifies the use of stronger prior knowledge than the traditional VC framework. Empirical experiments with text categorization and political party affiliation prediction confirm the usefulness of rotational prior knowledge.
Introduction
Support vector machines (SVMs) have outperformed competing classifiers on many classification tasks [1, 2, 3] . However, the amount of labeled data needed for SVM training can be prohibitively large for some domains. Intelligent user interfaces, for example, must adopt to the behavior of an individual user after a limited amount of interaction in order to be useful. Medical systems diagnosing rare diseases have to generalize well after seeing very few examples. Natural language processing systems learning to identify infrequent social events (e.g., revolutions, wars, etc.) from news articles have access to very few training examples. Moreover, they rely on manually labeled data for training, and such data is often expensive to obtain. Various techniques have been proposed specifically to deal with the problem of learning from very small datasets. These include active learning [4] , hybrid generative-discriminative classification [5] , learning-to-learn by extracting common information from related learning tasks [6] , and using prior knowledge.
In this work, we focus on the problem of using prior knowledge to increase the accuracy of a large margin classifier at low sample sizes. Several studies have shown the efficacy of this method. Scholkopf et. al. [7] demonstrate how to integrate prior knowledge about invariance under transformations and importance of local structure into the kernel function. Fung et. al. [8] use domain knowledge in form of labeled polyhedral sets to augment the training data. Wu and Srihari [9] allow human users to specify their confidence in the example's label, varying the effect of each example on the separating hyperplane proportionately to its confidence. Mangasarian et. al. [10] introduce prior knowledge into the large-margin regression framework.
While the ability of prior knowledge to improve any classifier's generalization performance is well-known, the properties of large margin classifiers with prior knowledge are not well understood. In order to study this problem, we introduce a new form of prior knowledge for SVMs (rotational constraints) and prove that it is possible to obtain stronger guarantees for the generalization ability of constrained classifiers in the large-margin framework than in the classical VC framework. Specifically, we show that the VC dimension of our classifier remains large even when its hypothesis space is severely constrained by prior knowledge. The fat-shattering dimension, however, continues to decrease with decreasing hypothesis space, justifying the use of stronger domain knowledge.
We conduct experiments to demonstrate improvements in performance due to rotational prior knowledge and compare them with improvements achievable by active learning.
Preliminaries
The SVM classifier with a linear kernel learns a function of the form
that maps (x; ω, θ) ∈ R n xW, Θ to one of the two possible output labels {1, −1}. Given a training sample of m points (x 1 , y 1 )...(x m , y m ), SVM seeks to maximize the margin between the separating hyperplane and the points closest to it [1] . For canonical hyperplanes (i.e., hyperplanes with unit margins), the maximum-margin hyperplane minimizes the regularized risk functional
with hard margin 0-1 loss given by l(
The soft margin formulation allows for deviation from the objective of maximizing the margin in order to better fit the data. This is done by substituting the hinge loss function l(
Minimizing the regularized risk (2) in the soft margin case is equivalent to solving the following (primal) optimization problem:
Calculating the Wolfe dual from (3) and solving the resulting maximization problem:
subject to 
Setting ξ i = 0, i = 1...m, (3), (4), and (5) can be used to define and solve the original hard margin optimization problem.
The generalization error of a classifier is governed by its VC dimension [1] :
The VC-dimension of F is the cardinality of the largest shattered set S.
Alternatively, the fat-shattering dimension can be used to bound the generalization error of a large margin classifier [11] : 
Problem Formulation and Generalization Error
In this work, we introduce prior knowledge which has not been previously applied in the SVM framework. This prior is specified in terms of explicit constraints placed on the normal vector of the separating hyperplane. For example, consider the task of determining whether a posting came from the newsgroup alt.atheism or talk.politics.guns, based on the presence of the words "gun" and "atheism" in the posting. Consider the unthresholded perceptron f (posting; ω atheism , ω gun , θ) = ω atheism * I {atheism present} + ω gun * I {gun present} + θ (I {x present} is the indicator function that is 1 when the word x is present in the posting and 0 otherwise). A positive value of ω atheism captures excitatory influence of the word "atheism" on the outcome of classification by ensuring that the value of f (posting; ω atheism , ω gun , θ) increases when the word "atheism" is encountered in the posting, all other things being equal. Similarly, constraining ω gun to be negative captures an inhibitory influence. Note that such constraints restrict the rotation of the hyperplane, but not its translation offset θ. Thus, prior knowledge by itself does not determine the decision boundary. However, it does restrict the hypothesis space.
We are interested in imposing constraints on the parameters of the family F of functions sign(f (x; ω, θ)) defined by (1) . Constraints of the form ω T c > 0 generalize excitatory and inhibitory sign constraints 2 (e.g.,
T ). In addition, sometimes it is possible to determine the approximate orientation of the hyperplane a-priori. Normalizing all the coefficients ω i in the range [−1, 1] enables the domain expert to specify the strength of the contribution of ω gun and ω atheism in addition to to the signs of their influence. When prior knowledge is specified in terms of an orientation vector v, the conic constraint
It is well-known that the VC-dimension of F in R n is n + 1 (see, e.g., [12] ). Interestingly, the VC-dimension of constrained F is at least n with any number of constraints imposed on ω ∈ W as long as there is an open subset of W that satisfies the constraints (this result follows from [13] ). This means that any value of ρ in the conic constraint cannot result in significant improvement in the classifier's generalization ability as measured by its VC-dimension. Similarly, sign constraints placed on all the input variables cannot decrease the classifier's VCdimension by more than 1. The following theorem shows that the VC-dimension of a relatively weakly constrained classifier achieves this lower bound of n:
Proof. The proof uses techniques from [12] . Let
T is the projection of x into the hyperplane
First, observe that {ω 1 > 0} defines an open subset of W . Hence, the VC-dimension of F C is at least n. Now, we show by contradiction that a set of n + 1 points cannot be shattered by F C . Assume that some set of points x 1 , ..., x n+1 ∈ R n can be shattered. Let x 1 , ..., x n+1 ∈ R n−1 be their projections into the hyperplane {ω 1 = 0}. There are two cases:
Case 1: x 1 , ..., x n+1 are distinct. Since these are n + 1 points in an (n − 1)-dimensional hyperplane, by Radon's Theorem [14] they can be divided into two sets S 1 and S 2 whose convex hulls intersect. Thus,
and i :
Since
Multiplying by λ i and summing over i, we get (after applying (7))
Similarly, for all
Combining (8), (9), and (6) yields
Now, shattering the same set of points, but reversing the labels of S 1 and S 2 implies that ∃ω 1 , ω , θ such that
An argument identical to the one above shows that
Case 2: Two distinct points x 1 and x 2 project to the same point x 1 = x 2 (13) on the hyperplane {ω 1 = 0}. Assume, wlog, that x
, which, together with (13) and (14) , implies that ω 1 < 0, a contradiction.
This result means that imposing a sign constraint on a single input variable or using ρ = 0 in the conic constraint is sufficient to achieve the maximum theoretical improvement within the VC framework 3 . However, it is unsatisfactory in a sense that it contradicts our intuition (and empirical results) which suggests that stronger prior knowledge should help the classifier reduce its generalization error faster. The following theorem shows that the fat-shattering dimension decreases continuously with increasing ρ in the conic constraint, giving us the desired guarantee. Technically, the fat-shattering dimension is a function of the margin γ, so we use the following definition of function domination to specify what we mean by decreasing fat-shattering dimension:
Proof. The fat-shattering dimension obviously cannot increase with increasing ρ, so we only need to find a value of γ where it decreases. We show that this happens at γ = R 1 − ρ 2 2 . First, we upper bound fat F v,ρ 2 (γ ) by showing that, in order to γ -shatter two points, the separating hyperplane must be able to rotate through a larger angle than that allowed by the constraint ω 
Since the angle between ω 1 and ω 2 cannot exceed the sum of the angle between ω 1 and the prior v and the angle between v and ω 2 , both of which are bounded above by arccos(ρ 2 ), we get (after some algebra) ω 
which, combined with (16), completes the argument.
The result of Theorem 1 is important because it shows that even weak prior knowledge improves the classifier's generalization performance in the VC framework which makes less assumptions about the data than the fat-shattering framework. However, it is the result of Theorem 2 within the fat-shattering framework which justifies the use of stronger prior knowledge.
Implementation
The quadratic optimization problem for finding the maximum margin separating hyperplane (2) can be easily modified to take into account linear rotational constraints of the form ω T c j > 0, j = 1...l. The soft margin/soft constraint formulation that allows for possibility of violating both the margin maximization objective and the rotational constraints minimizes the following regularization functional:
with 0-1 losses for the data and the prior:
in the hard margin/hard rotational constraints case and hinge losses:
in the soft margin/soft rotational constraints case. The regularization functional above is the same as in (2) with an additional loss function which penalizes the hyperplanes that violate the prior. Minimizing (18) with hinge loss functions is equivalent to solving:
Constructing the Lagrangian from (19) and calculating the Wolfe dual results in the following maximization problem: 
subj. to
As before, setting ξ i = 0, ν j = 0, i = 1...m, j = 1...l, (19) , (20) , and (21) can be used to solve the hard margin/hard rotational constraints optimization problem. Note that in the soft-margin formulation, constants C 1 and C 2 define a trade-off between fitting the data, maximizing the margin, and respecting the rotational constraints. The above calculation can impose linear constraints on the orientation of the large margin separating hyperplane when such constraints are given. This is the case with sign-constrained prior knowledge. However, domain knowledge in form of a cone centered around an arbitrary rotational vector v cannot be represented as a linear constraint in the quadratic optimization problem given by (19) . The approach taken in this work is to approximate an n-dimensional cone with n hyperplanes. For example, sign constraints ω 1 ≥ 0, ω 2 ≥ 0, and ω 3 ≥ 0 approximate a cone of angle
T (see Figure 1-(a) ). To approximate a cone of arbitrary angle ρ around an arbitrary orientation vector v , 1) the normal ω i of each bounding hyperplane {ω i = 0} (as defined by the sign constraints above) is rotated in the plane spanned by {ω i , v 1 } by an angle acos(ω i T v 1 ) − ρ , and 2) a solid body rotation that transforms v 1 into v is subsequently applied to all the bounding hyperplanes, as illustrated in Figure 1 . This construction generalizes in a straightforward way from R 3 to R n . Experiments were performed on two distinct real-world domains: Voting Records. This is a UCI database [15] of congressional voting records. The vote of each representative is recorded on the 16 key issues. The task is to predict the representative's political party (Democrat or Republican) based on his/her votes. The domain theory was specified in form of inhibitory/excitatory sign constraints. An excitatory constraint means that the vote of "yea" correlates with the Democratic position on the issue, an inhibitory constraint means that Republicans favor the proposal. The complete domain theory is specified in Figure 2 -(a). Note that sign constraints are imposed on relatively few features (7 out of 16). Since this type of domain knowledge is weak, a hard rotational constraint SVM was used. Only representatives whose positions are known on all the 16 issues were used in this experiment. The results shown in Figure 2 -(b) demonstrate that sign constraints decrease the generalization error of the classifier. As expected, prior knowledge helps more when the data is scarce.
Experiments
Text classification. The task is to determine the newsgroup that a posting was taken from based on the posting's content. We used the 20-newsgroups dataset [16] . Each posting was treated as a bag-of-words, with each binary feature encoding whether or not the word is present in the posting. Stemming was used in the preprocessing stage to reduce the number of features. Feature selection based on mutual information between each individual feature and the label was employed (300 maximally informative features were chosen). Since SVMs are best suited for binary classification tasks, all of our experiments involve pairwise newsgroup classification. The problem of applying SVMs to multicategory classification has been researched extensively( [2, 3] ), and is orthogonal to our work. Legend:
svm w/prior svm active svm Fig. 3 . Generalization error as a percentage versus number of training points for 5 different classification experiments. For each random sample selection, the data set is split randomly into training and test sets in 100 different ways. For active learning experiments, the data set is split randomly into two equal-sized sets in 100 different ways, with one set used as the unlabeled pool for query selection, and the other setfor testing. All error bars are based on 95% confidence intervals.
Prior knowledge in this experiment is represented by a conic constraint around a specific orientation vector v . While it may be hard for human experts to supply such a prior, there are readily available sources of domain knowledge that were not developed specifically for the classification task at hand. In order to be able to utilize them, it is essential to decode the information into a form usable by the learning algorithm. This is the virtue of rotational constraints: they are directly usable by SVMs and they can approximate more sophisticated pre-existing forms of information. In our experiments, domain knwoledge from Wordnet, a lexical system which encodes semantic relations between words [17] , is automatically converted into v . The coefficient v x of each word x is calculated from the relative proximity of x to each category label in the hypernym (is-a) hierarchy of Wordnet (measured in hops). A natural approximation of v x is given by hops (x,label+) hops(x,label − )+hops(x,label + ) , normalized by a linear mapping to the required range [−1, 1], where label + and label − are the names of the two newsgroups. Performance of the following three classifiers on this task was evaluated:
−5 ) with Wordnet prior (ρ = 0.99) (reasonable values of constants were picked based on the alt.atheism vs. politics.guns classification task, with no attempt to optimize them for other tasks).
2. An SVM which actively selects the points to be labeled out of a pool of unlabeled newsgroup postings. We implemented a strategy suggested in [4] which always queries the point closest to the separating hyperplane. 3. Traditional SVM (C 1 = 10 −5 ) trained on a randomly selected sample.
Typical results of this experiment for a few different pairwise classification tasks appear in Figure 3 . For small data samples, the prior consistently decreases generalization error by up to 25%, showing that even a very approximate prior orientation vector v can result in significant performance improvement. Since prior knowledge is imposed with soft constraints, the data overwhelms the prior with increasing sample size. Figure 3 also compares the effect of introducing rotational constraints with the effect of active learning. It has been shown theoretically that active learning can improve the convergence rate of the classification error under a favorable distribution of the input data [18] , although no such guarantees exist for general distributions. In our experiments, active learning begins to improve performance only after enough data is collected. Active learning does not help when the sample size is very small, probably due to the fact that the separating hyperplane of the classifier cannot be approximated well, resulting in uninformative choices of query points. Rotational prior knowledge, on the other hand, is more helpful for lowest sample sizes and ceases to be useful in the region where active learning helps. Thus, the strengths of prior knowledge and active learning are complementary. Combining them is a direction for future research.
Conclusions.
We presented a simple framework for incorporating rotational prior knowledge into support vector machines. This framework has proven not only practically useful, but also useful for gaining insight into generalization ability of a-priori constrained large-margin classifiers.
Related work includes using Wordnet for feature creation for text categorization ( [19] ) and introducing sign constraints into the perceptron learning algorithm [20, 21] . These studies do not provide generalization error guarantees for classification.
