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An Extended Galerkin Analysis for Linear Elasticity
with Strongly Symmetric Stress Tensor∗†
Qingguo Hong‡ Jun Hu§ Limin Ma¶ Jinchao Xu‖
Abstract
This paper presents an extended Galerkin analysis for various Galerkin methods of the lin-
ear elasticity problem. The analysis is based on a unified Galerkin discretization formulation
for the linear elasticity problem consisting of four discretization variables: strong symmetric
stress tensor σh, displacement uh inside each element and the modifications of these two vari-
ables σˇh and uˇh on elementary boundaries. Motivated by many relevant methods in literature,
this formulation can be used to derive most existing discontinuous, nonconforming and con-
forming Galerkin methods for linear elasticity problem and especially to develop a number
of new discontinuous Galerkin methods. Many special cases of this four-field formulation
are proved to be hybridizable and can be reduced to some known hybridizable discontinuous
Galerkin, weak Galerkin and local discontinuous Galerkin methods by eliminating one or two
of the four fields. As certain stabilization parameter tends to infinity, this four-field formula-
tion is proved to converge to some conforming and nonconforming mixed methods for linear
elasticity problem. Two families of inf-sup conditions, one known as H1-philic and another
known as H(div)-phillic, are proved to be uniformly valid with respect to different choices
of discrete spaces and parameters. These inf-sup conditions guarantee the well-posedness of
the new proposed formulations and also offer a new and unified analysis for many existing
methods in literature as a by-product.
Keywords. linear elasticity problem, unified formulation, H(div)-philic method, H1-philic
method, well-posedness
AMS subject classifications. 65N30, 73C02.
1 Introduction
In this paper, we introduce a unified formulation and analysis for the linear elasticity problem

Aσ − ǫ(u) = 0 in Ω,
divσ = f in Ω,
u = gD on ΓD,
σn = gN on ΓN,
(1.1)
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with Ω ⊂ Rn (n = 2, 3) and ∂Ω = ΓD ∪ ΓN, ΓD ∩ ΓN = ∅. Here the displacement is denoted by
u : Ω→ Rn and the stress tensor is denoted by σ : Ω→ S, where S is the set of symmetric n × n
tensors. The linearized strain tensor ǫ(u) = 12 (∇u + ∇u
T). The compliance tensor A : S → S
Aσ =
1
2µ
(σ −
λ
2µ + nλ
tr(σ)I), λ > 0, µ > 0 (1.2)
is assumed to be bounded and symmetric positive definite, where λ and µ are the Lame´ coeffi-
cients of the elastic material under consideration.
Finite element method (FEM) and its variants have been widely used for numerical solutions
of partial differential equations. Conforming and nonconforming FEMs in the primal form
are two classic Galerkin methods for elasticity and structural problems [18, 22, 30]. Mixed
FEMs for elasticity problem, derived from the Hellinger-Reissner variational principle, are also
popular methods since they approximate not only the displacement uh but also the stress tensor
σh. Unlike the mixed FEMs for scalar second-order elliptic problems, the strong symmetry is
required for the stress tensor in elasticity problem. This strong symmetry causes a substantial
additional difficulty for developing stable mixed FEMs for elasticity problem. To overcome such
a difficulty, it was proposed in [20] to relax or abandon the symmetric constraints on stress tensor
by employing Lagrangian functionals. That idea was developed in late nineteens [1, 6, 7, 41–44],
and further systematically explored in a recent work [3] by utilizing a constructive derivation of
the elasticity complex starting from the de Rham complex [21] and mimicking the construction
in the discrete case. Another framework to construct stable weakly symmetric mixed finite
elements was presented in [11], where two approaches were particularly proposed with the first
one based on Stokes’s problems and the second one based on interpolation operators. To keep the
symmetry of discrete stresses, a secondway is to relax the continuity of the normal components of
discrete stresses across the internal edges or faces of grids, which leads to nonconforming mixed
FEMs with strong symmetric stress tensor [4, 9, 10, 25, 32, 33, 37, 47–49]. In 2002, based on the
elasticity complexes, the first family of symmetric conforming mixed elements with polynomial
shape functions was proposed for two-dimensional cases in [8], which was extended to three-
dimensional cases in [2]. Recently, a family of conforming mixed elements with fewer degrees
of freedoms was proposed for any dimension by discovering a crucial structure of discrete
stress spaces of symmetric matrix-valued polynomials on any dimensional simplicial grids and
proving two basic algebraic results in [31, 34–36]. Those new elements can be regarded as an
improvement and a unifying extension to any dimension of those from [8] and [2], without an
explicit use of the elasticity complexes. Besides the optimal convergence property with respect
to the degrees of polynomials of discrete stresses, one feature of those elements is that they are
easy to implement since their basis functions are easy to be constructed. See stabilized mixed
finite elements on simplicial grids for any dimension in [14].
Discontinuous Galerkin (DG) methods were also widely used in numerical solutions for
elasticity problem, see [15, 46]. DG methods offer the convenience to discretize problems in
an element-by-element fashion and use numerical traces to glue each element together. This
advantagemakes DGmethods an ideal option for linear elasticity problem to preserve the strong
symmetry of the stress tensor. Various hybridizable discontinuous Galerkin (HDG) formulations
with strong symmetric stress tensor were proposed and analyzed for linear elasticity problem,
suchas [13, 23, 38–40]. TheHDGmethods for the linear elasticityproblemcontain three variables–
stress σh, displacement uh and numerical trace of displacement uˆh. In the HDG methods, the
variable uˆh is defined on element borders and can be viewed as the Lagrange multiplier for the
continuity of the normal component of stress. Weak Galerkin (WG)methods were also proposed
and analyzed in [45] for the linear elasticity problem. The main feature of the WG methods
is the weakly defined differential operators over weak functions. A three-field decomposition
method was discussed for a linear three-dimensional elasticity problem in [12]. Virtual elements
were applied to the linear elasticity problem in [19]. A new hybridized mixed method for linear
elasticity problem was proposed in [24].
In this paper, a unified formulation is built up for the linear elasticity problem following and
modifying the one in [28] for scalar second-order elliptic problems. The formulation is given in
terms of four discretization variables — σh, σˇh, uh, uˇh. The variables σh and uh approximate the
2
stress tensor σ and displacement u in each element, respectively. Strong symmetry of the stress
tensor is guaranteed by the symmetric shape function space of the variable σh. The variables
σˇh and uˇh are the residual corrections to the average of σhn and uh along interfaces of elements,
respectively. They can also be viewed as multipliers to impose the inter-element continuity
property of uh and σhn, respectively. The four variables in the formulation provide feasible
choices of numerical traces, and therefore, the flexibility of recovering most existing FEMs for
the elasticity problem. There exist two different three-field formulations by eliminating the
variable σˇh or uˇh, respectively, and a two-field formulation by eliminating both. With the same
choice of discrete spaces and parameters, these four-field, three-field, and two-field formulations
are equivalent. Moreover, some particular discretizations induced from the unified formulation
are hybridizable and lead to corresponding one-field formulation.
As shown in [27–29], the analysis of the formulation is classified into two classes: H1-
philic formulations and H(div)-philic formulations. Polynomials of a higher degree for the
displacement u than those for the stress tensor σ are employed for H1-philic formulations and
the other way around for H(div)-philic formulations. Both classes are proved to be well-posed
under natural assumptions. Unlike scalar second order elliptic problem, there is no stable
symmetric H(div)-conforming mixed finite element in literature that approximates the stress
tensor by polynomials with degree not larger than k and k ≤ n. This causes the difficulty to prove
the inf-sup condition for the H(div)-philic formulation with k ≤ n. The nonconforming element
in [47] is employed here to circumvent this difficulty with the jump of the normal component of
σh embedded in the norm of the stress tensor σh.
The unified formulation is closely related to some mixed element methods. As some param-
eters approach to infinity, some mixed element method and primal method can be proven as the
limiting cases of the unified formulation. In particular, both the nonconforming mixed element
method in [25] and the conforming mixed element methods in [31, 34, 35] are some limiting cases
of the formulation. The proposed four-field formulations also closely related to most existing
methods [13, 15, 23, 38, 40, 46] for linear elasticity as listed in Table 1. More importantly, some
new discretizations are derived from this formulation as listed in Table 2. Under the unified
analysis of these formulations, all these new methods are well-posed and admit optimal error
estimates. In Table 2, the first two schemes are H1-philic methods and the last two schemes are
H(div)-philic methods. The second scheme is a special case of the first one with γe = 0 and
ηe = τ−1e , and the last scheme is a special case of the third one with γe = 0 and ηe = τ
−1
e . Both the
second and the last schemes are hybridizable and can be written as one-field formulations with
only one globally-coupled variable. In fact, after the elimination of variable σˇh and a transfor-
mation from variable uˇh to variable uˆh (see (5.5)) in the fourth method of Table 2, we obtain an
optimal H(div)-philic HDG method.
The notation τe = Ω(h−1e ) and τe = Ω(he) in Table 1 and Table 2 means there exist constants
c0 > 0,C0 > 0 such that c0h−1e ≤ τe ≤ C0h
−1
e and c0he ≤ τe ≤ C0he, respectively.
ηe τe Qh Vh Qˇh Vˇh ‖σ −σh‖0 ‖u − uh‖0 ‖ǫ(u) − ǫh(uh)‖0 ‖divh(σ −σh)‖0
1 τ−1e Ω(he) Q
k
h
Vk
h
Qˇk
h
Vˇk
h
”k + 12 ” ”k + 1” ”k +
1
2 ” - HDG in [23, 40]
2 τ−1e Ω(h
−1
e ) Q
k
h
Vk+1
h
Qˇk
h
Vˇk
h
”k + 1” ”k + 2” ”k + 1” - HDG in [13, 38]
3 τ−1e Ω(h
−1
e ) Q
k
h
Vk
h
Qˇk
h
Vˇk
h
”k” ”k + 1” ”k” - HDG in [40]
4 0 Ω(h−1e ) Q
k
h
Vk+1
h
Qˇk
h
Vˇk
h
”k + 1” ”k + 2” ”k + 1” - LDG in [15]
5 Ω(h−1e ) 0 Q
k+1
h
Vk
h
Qˇk
h
Vˇk
h
”k + 1” ”k + 1” - ”k + 1” LDG in [46]
Table 1: Some existing HDG methods and LDG methods in literature with γe = 0.
ηe τe γe Qh Vh Qˇh Vˇh ‖σ −σh‖0 ‖u − uh‖0 ‖ǫ(u) − ǫh(uh)‖0 ‖divh(σ −σh)‖0
1 O(he) O(h
−1
e ) O(1) Q
k
h
Vk+1
h
Qˇr
h
Vˇk
h
”k + 1” ”k + 2” ”k + 1” -
2 τ−1e Ω(h
−1
e ) 0 Q
k
h
Vk+1
h
Qˇk
h
Vˇk
h
”k + 1” ”k + 2” ”k + 1” -
3 O(h−1e ) O(he) O(1) Q
k+1
h
Vk
h
{0} or Qˇm
h
Vˇk
h
”k + 1” ”k + 1” - ”k + 1”
4 τ−1e Ω(he) 0 Q
k+1
h
Vk
h
Qˇk
h
Vˇk
h
”k + 1” ”k + 1” - ”k + 1”
Table 2: New proposed methods with r ≥ max(1, k) and m ≥ 0.
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Throughout this paper, we shall use letterC, which is independent ofmesh-size h, stabilization
parameters ηe, τe, γe, to denote a generic positive constant which may stand for different values
at different occurrences. The notations x . y and x & ymean x ≤ Cy and x ≥ Cy, respectively.
The rest of the paper is organized as follows. Some notation is introduced in Section 2. In
Section 3, the four-field unified formulation is derived for the linear elasticity problem. In Section
4, uniform inf-sup conditions and error estimates are analyzed for the H1-philic and the H(div)-
philic formulations under certain assumptions. Section 5 illustrates the relations between the
unified formulation and HDGmethods, WGmethods, DGmethods, mixed methods and primal
methods, respectively, and also propose some new methods for the linear elasticity problem.
2 Preliminaries
Given a nonnegative integer m and a bounded domain D ⊂ Rn, let Hm(D), ‖ · ‖m,D and | · |m,D be
the usual Sobolev space, norm and semi-norm, respectively. The L2-inner product on D and ∂D
are denoted by (·, ·)D and 〈·, ·〉∂D, respectively. Let ‖ · ‖0,D and ‖ · ‖0,∂D be the norms of Lebesgue
spaces L2(D) and L2(∂D), respectively. The norms ‖ · ‖m,D and | · |m,D are abbreviated as ‖ · ‖m and
| · |m, respectively, when D is chosen asΩ.
Suppose that Ω ⊂ Rn is a bounded polygonal domain covered exactly by a shape-regular
partition Th into polyhedrons. Let hK be the diameter of element K ∈ Th and h = maxK∈Th hK.
Denote the set of all interior edges/faces of Th by E
I
h
, and all edges/faces on boundary ΓD and ΓN
by ED
h
and EN
h
, respectively. Let Eh = E
I
h
∪ ED
h
∪ EN
h
and he be the diameter of edge/face e ∈ Eh.
For any interior edge/face e = K+ ∩ K−, let ni = n|∂Ki be the unit outward normal vector on ∂K
i
with i = +,− and ne = n+. For any vector-valued function vh and matrix-valued function τh, let
v±
h
= vh|∂K± , τ
±
h
= τh|∂K± . Define the average {·} and the jump [·] on interior edges/faces e ∈ E
I
h
as
follows:
{τh} =
1
2
(τ+h + τ
−
h )ne, [τh] = τ
+
h n
+ + τ−h n
−, {vh} =
1
2
(v+h + v
−
h ), [vh] = v
+
h − v
−
h .
For any boundary edge/face e ⊂ ∂Ω, define
{τh} = τhn, [τh] = 0, {vh} = vh, [vh] = vh, on ΓD,
{τh} = τhn, [τh] = τhn, {vh} = vh, [vh] = 0, on ΓN.
(2.1)
Define some inner products as follows:
(·, ·)Th =
∑
K∈Th
(·, ·)K, 〈·, ·〉 =
∑
e∈Eh
〈·, ·〉e, 〈·, ·〉∂Th =
∑
K∈Th
〈·, ·〉∂K. (2.2)
Whenever there is no ambiguity, we simplify (·, ·)Th as (·, ·). With the aforementioned definitions,
there exist the following identities [5]:
〈τhn, vh〉∂Th = 〈{τh}, [vh]〉 + 〈[τh], {vh}〉,
〈uh, vh〉∂Th/∂Ω = 2〈{uh}, {vh}〉EIh
+ 12 〈[uh], [vh]〉EIh
,
〈σhn, τhn〉∂Th/∂Ω = 2〈{σh}, {τh}〉EIh +
1
2 〈[σh], [τh]〉EIh .
(2.3)
For any vector-valued function vh and matrix-valued function τh, define the piecewise gradient
ǫh and piecewise divergence divh by
ǫh(vh)|K = ǫ(vh|K), divhτh|K = div(τh|K) ∀K ∈ Th.
The following crucial DG identity follows from integration by parts and (2.3).
(τh, ǫh(vh)) = −(divhτh, vh) + 〈[τh], {vh}〉 + 〈{τh}, [vh]〉. (2.4)
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Let k ≥ 0 and
Vkh = {vh ∈ L
2(Ω,Rn) : vh|K ∈ Pk(K,R
n),∀K ∈ Th},
Qkh = {τh ∈ L
2(Ω,S) : τh|K ∈ Pk(K,S),∀K ∈ Th},
Vˇkh = {vˇh ∈ L
2(Eh,R
n) : vh|e ∈ Pk(e,R
n),∀e ∈ Eh, vˇh|ΓD = 0},
Qˇkh = {τˇh ∈ L
2(Eh,R
n) : τˇh|e ∈ Pk(e,R
n),∀e ∈ Eh, σˇh|ΓN = 0},
(2.5)
where Pk(K,Rn) and Pk(e,Rn) are vector-valued in Rn and each component is in the space of
piecewise polynomials of degree at most k on K and e, respectively, and Pk(K,S) are symmetric
tensor-valued functions in S and each component is in the space of piecewise polynomials of
degree at most k on K.
3 Unified formulation for linear elasticity problem
On a triangulation Th, let Qh and Vh be approximations to L
2(Ω,S) and L2(Ω,Rn), respectively,
both Qˇh,g and Vˇh,g be approximations to L
2(Eh,Rn) and
Qˇh = {τˇh ∈ Qˇh,g : τˇh|ΓN = 0} and Vˇh = {vˇh ∈ Vˇh,g : vˇh|ΓD = 0}.
We start with multiplying the first two equations in (1.1) by τh ∈ Qh and vh ∈ Vh, respectively.
Since u and σn are continuous across the interior edges/faces, by the DG identity (2.4), we have

(Aσ, τh) + (u,divhτh) − 〈u, [τh]〉 = 〈[u], {τh}〉, ∀τh ∈ Qh,
−(σ, ǫh(vh)) + 〈{σ}, [vh]〉 = ( f , vh) − 〈[σ], {vh}〉 ∀vh ∈ Vh.
According to the last two equations in (1.1) and the definitions in (2.1),

(Aσ, τh) + (u,divhτh) − 〈u, [τh]〉 = 〈gD, τhn〉ΓD , ∀τh ∈ Qh,
−(σ, ǫh(vh)) + 〈{σ}, [vh]〉 = ( f , vh) − 〈gN, vh〉ΓN , ∀vh ∈ Vh.
(3.1)
We introduce two independent discrete variables σˇh ∈ Qˇh and uˇh ∈ Vˇh as
{σ} ≈ σˆF,h := σ˜h + σˇh, u ≈ uˆF,h := u˜h + uˇh,
where σ˜h and u˜h are given in terms of σh and uh, namely σ˜h = σ˜h(σh, uh) and u˜h = σ˜h(σh, uh).
Here σˇh ∈ Qˇh and uˇh ∈ Vˇh are some residual corrections to σ˜h and u˜h along interfaces of mesh,
respectively. Thus the formulation (3.1) can be written as

(Aσh, τh) + (uh,divhτh) − 〈uˆF,h, [τh]〉 = 〈gD, τhn〉ΓD , ∀τh ∈ Qh,
−(σh, ǫh(vh)) + 〈σˆF,h, [vh]〉 = ( f , vh) − 〈gN, vh〉ΓN ∀vh ∈ Vh.
(3.2)
In order to preserve the continuity of the displacement and the stress across interfaces weakly,
we employ the two equations below following the Nitche’s technique to determine σˇh and uˇh.

〈2τ−1e σˇh, τˇh〉 + 〈[uh], τˇh〉 = 〈gD, τˇh〉ΓD , τˇh ∈ Qˇh,
〈−2η−1e uˇh, vˇh〉 − 〈[σh], vˇh〉 = −〈gN, vˇh〉ΓN , vˇh ∈ Vˇh.
(3.3)
The role of the auxiliary parameters ηe and τe is to enhance the approximate continuity across
element boundaries of the discrete strain tensor σh and the displacement uh, respectively. The
equations (3.2) and (3.3) form the general unified formulation. In this paper, we will discuss a
special case of this formulation with
σ˜h = {σh} + γe[σh], u˜h = {uh} − γe[uh].
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For this case, equation (3.2) becomes

(Aσh, τh) + (uh,divhτh) − 〈{uh} + uˇh − γe[uh], [τh]〉 = 〈gD, τhn〉ΓD , ∀τh ∈ Qh,
−(σh, ǫh(vh)) + 〈{σh} + σˇh + γe[σh], [vh]〉 = ( f , vh) − 〈gN, vh〉ΓN , ∀vh ∈ Vh.
(3.4)
By applying the DG identity (2.4) to the first equation in (3.4), we obtain the following formula-
tion, which seeks: (σh, σˇh, uh, uˇh) ∈ Qh × Qˇh × Vh × Vˇh such that

(Aσh, τh) − (τh, ǫh(uh)) + 〈{τh}, [uh]〉 − 〈uˇh − γe[uh], [τh]〉 = 〈gD, τhn〉ΓD τh ∈ Qh,
−(σh, ǫh(vh)) + 〈{σh} + σˇh + γe[σh], [vh]〉 = ( f , vh) − 〈gN, vh〉ΓN vh ∈ Vh,
〈2τ−1e σˇh, τˇh〉 + 〈[uh], τˇh〉 = 〈gD, τˇh〉ΓD , τˇh ∈ Qˇh,
〈−2η−1e uˇh, vˇh〉 − 〈[σh], vˇh〉 = −〈gN, vˇh〉ΓN , vˇh ∈ Vˇh.
(3.5)
Similarly, by applying the DG identity (2.4) to the second equation in (3.4), we can get the
following formulation that seeks (σh, σˇh, uh, uˇh) ∈ Qh × Qˇh × Vh × Vˇh such that

(Aσh, τh) + (uh,divhτh) − 〈{uh} + uˇh − γe[uh], [τh]〉 = 〈gD, τhn〉ΓD τh ∈ Qh,
(divhσh, vh) − 〈[σh], {vh}〉 + 〈σˇh + γe[σh], [vh]〉 = ( f , vh) − 〈gN, vh〉ΓN vh ∈ Vh,
〈2τ−1e σˇh, τˇh〉 + 〈[uh], τˇh〉 = 〈gD, τˇh〉ΓD , τˇh ∈ Qˇh,
〈−2η−1e uˇh, vˇh〉 − 〈[σh], vˇh〉 = −〈gN, vˇh〉ΓN , vˇh ∈ Vˇh.
(3.6)
Notice that the above two formulations (3.5) and (3.6) are mathematically identical under the
same choice of discrete spaces and parameters. Both the formulations (3.5) and (3.6) can be recast
into the following compact form: Seek (σh, σˇh, uh, uˇh) ∈ Qh × Qˇh × Vh × Vˇh such that

a(σ¯h, τ¯h) + b(τ¯h, u¯h) = 〈gD, τhn + τˇh〉ΓD (τh, τˇh) ∈ Qh × Qˇh,
b(σ¯h, v¯h) − c(u¯h, v¯h) = ( f , vh) − 〈gN, vh + vˇh〉ΓN (vh, vˇh) ∈ Vh × Vˇh,
(3.7)
where σ¯h = (σh, σˇh), u¯h = (uh, uˇh) and

a(σ¯h, τ¯h) = (Aσh, τh) + 〈2τ−1e σˇh, τˇh〉,
b(σ¯h, v¯h) = −(σh, ǫh(vh)) + 〈{σh} + σˇh + γe[σh], [vh]〉 − 〈[σh], vˇh〉,
= (divhσh, vh) − 〈[σh], {vh} + vˇh − γe[vh]〉 + 〈σˇh, [vh]〉,
c(u¯h, v¯h) = 〈2η−1e uˇh, vˇh〉.
(3.8)
The two formulas for b(σ¯h, v¯h) in (3.8) are equivalent due to the DG identity (2.3), and relate to
the two formulations (3.5) and (3.6), respectively. Let
a˜((σ¯h, u¯h), (τ¯h, v¯h)) = a(σ¯h, τ¯h) + b(σ¯h, v¯h) + b(τ¯h, u¯h) − c(u¯h, v¯h) (3.9)
with a(·, ·), b(·, ·) and c(·, ·) defined in (3.8). Then the formulation (3.7) reads
a˜((σ¯h, u¯h), (τ¯h, v¯h)) = 〈gD, τhn + τˇh〉ΓD + ( f , vh) − 〈gN, vh + vˇh〉ΓN .
Remark 3.1. Note that the formulation (3.7) is consistent, since (σ, 0, u, 0) satisfies the equation (3.7) if
(σ, u) is the solution to the model (1.1).
4 Inf-sup conditions and error estimates
In this section, following [28] wewill analyze two types of inf-sup conditions for the formulation
(3.7) under different assumptions.
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Define the L2 projections Pˇσ
h
: L2(Eh,R
n)→ Qˇh by
〈Pˇσhσˇ, τˇh〉 = 〈σˇ, τˇh〉, ∀τˇh ∈ Qˇh,
and Pˇu
h
: L2(Eh,Rn)→ Vˇh by
〈Pˇuh uˇ, vˇh〉 = 〈uˇ, vˇh〉, ∀vˇh ∈ Vˇh.
Before the analysis for the H1-philic and the H(div)-philic inf-sup conditions, we present the
trace inequality [16] in the following lemma.
Lemma 4.1. For any u ∈ H1(K),
‖u‖2
0,∂K . h
−1
K ‖u‖
2
0,K + hK‖∇u‖
2
0,K. (4.1)
4.1 H1-philic inf-sup condition
Denote Q = H
1
2+ǫ(Ω,S) ∩ H(div,Ω,S) for any ǫ > 0, V = H1(Ω,Rn). For any τh ∈ Q + Qh, τˇh ∈
Qˇh, vh ∈ V + Vh, vˇh ∈ Vˇh, define
‖τh‖
2
g,Q
= (Aτh, τh) + ‖τ
−1/2
e {τh}‖
2
Eh
+ ‖η1/2e [τh]‖
2
Eh
, ‖τˇh‖2
g,Qˇ
= ‖τ−1/2e τˇh‖
2
Eh
,
‖vh‖
2
g,V = ‖ǫh(vh)‖
2
0
+ ‖τ1/2e Pˇ
σ
h
[vh]‖
2
Eh
, ‖vˇh‖2
g,Vˇ
= ‖η−1/2e vˇh‖
2
Eh
.
Assume that
(G1) ǫh(Vh) ⊂ Qh, ǫh(Vh)|Eh ⊂ Qˇh and Qhn|Eh ⊂ Qˇh;
(G2) Qˇh contains piecewise linear functions;
(G3) ηe = ρ1he, τe = ρ2h−1e and there exist positive constants C1, C2, C3 such that
0 < ρ1 ≤ C1, ρ2 ≥ C2, 0 ≤ γe ≤ C3.
We note that under the assumption (G2), ‖ · ‖g,V indeed defines a norm for vh ∈ Vh. And we
note that under the the assumption (G3), by trace inequality and inverse inequality, ‖τh‖
2
g,Q
is
equivalent to (Aτh, τh) + (τh, τh).
Theorem 4.2. Under the Assumptions (G1) - (G3), the H1-philic formulation (3.7) is uniformly well-
posed with respect to mesh size, ρ1, ρ2 and there exist the following properties:
1. The following stability estimate holds:
‖σh‖g,Q + ‖σˇh‖g,Qˇ + ‖uh‖g,V + ‖uˇh‖g,Vˇ . ‖ f ‖−1,g + ‖gD‖ 12 ,g,ΓD
+ ‖gN‖− 12 ,g,ΓN
, (4.2)
where
‖ f ‖−1,g := sup
vh∈Vh\{0}
( f , vh)
‖vh‖g,Q
,
‖gD‖ 1
2 ,g,ΓD
:= sup
σh∈Qh\{0}
〈gD,σhn〉ΓD
‖σh‖g,Q
+ sup
τˇh∈Qˇh\{0}
〈gD, τˇh〉ΓD
‖τˇh‖g,Qˇ
,
‖gN‖− 12 ,g,ΓN
:= sup
vh∈Vh\{0}
〈gN, vh〉ΓN
‖vh‖g,V
+ sup
vˇh∈Vˇh\{0}
〈gN, vˇh〉ΓN
‖vˇh‖g,Vˇ
.
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2. Let (σ, u) ∈ H
1
2+ǫ(Ω,S)∩H(div,Ω,S)×H1(Ω,Rn) be the solution of (1.1) and (σh, σˇh, uh, uˇh) ∈
Qh × Qˇh × Vh × Vˇh be the solution of the formulation (3.7), the quasi-optimal approximation holds
as follows:
‖σ − σh‖g,Q + ‖σˇh‖g,Qˇ + ‖u − uh‖g,V + ‖uˇh‖g,Vˇ . inf
τh∈Qh,vh∈Vh
(
‖σ − τh‖g,Q + ‖u − vh‖g,V
)
. (4.3)
3. If σ ∈ Hk+1(Ω,S), u ∈ Hk+2(Ω,Rn)(k ≥ 0) and let (σh, σˇh, uh, uˇh) ∈ Qkh × Qˇ
r
h
× Vk+1
h
× Vˇk
h
be the
solution of (3.7) with r = max(1, k), then we have the following error estimate:
‖σ − σh‖g,Q + ‖σˇh‖g,Qˇ + ‖u − uh‖g,V + ‖uˇh‖g,Vˇ . h
k+1(|σ|k+1 + |u|k+2). (4.4)
Proof. We first establish the boundness of a˜((σ¯h, u¯h), (τ¯h, v¯h)). Under the condition (G1), it suffices
to prove the boundness of 〈{σh} + σˇh + γe[σh], [vh]〉 = 〈{σh} + σˇh + γe[σh], Pˇσh[vh]〉 and 〈[σh], vˇh〉. It
follows from the trace inequality (4.1) and Assumptions (G1) - (G3) that for any σh ∈ Q+Qh, σˇh ∈
Qˇh, vh ∈ Vh, vˇh ∈ Vˇh,∣∣∣〈{σh} + γe[σh], Pˇσh[vh]〉
∣∣∣ ≤ ‖h1/2e ({σh} + γe[σh])‖Eh‖h−1/2e Pˇσh[vh]‖Eh . ‖σh‖2g,Q + ‖vh‖2g,V,∣∣∣〈σˇh, [vh]〉
∣∣∣ =
∣∣∣〈τ−1/2e σˇh, τ1/2e Pˇσh[vh]〉
∣∣∣ . ‖σˇh‖2g,Qˇ + ‖vh‖
2
g,V,∣∣∣〈[σh], vˇh〉
∣∣∣ ≤ ‖η1/2e [σh]‖2Eh + ‖η
−1/2
e vˇh‖
2
Eh
. ‖σh‖
2
g,Q + ‖vˇh‖
2
g,Vˇ
.
Similarly, for any τh ∈ Qh, τˇh ∈ Qˇh, uh ∈ V + Vh, uˇh ∈ Vˇ + Vˇh, the boundness of 〈{τh} + τˇh +
γe[τh], Pˇσh[uh]〉 and 〈[τh], uˇh〉 can be established. These estimates directly lead to the boundness of
the bilinear form a˜(·, ·).
Now we establish the inf-sup condition of a˜((σ¯h, u¯h), (τ¯h, v¯h)). Let
τ¯h = γ0σ¯h + s¯h, v¯h = −γ0u¯h
with s¯h = (−ǫh(uh), τePˇσh[uh]). Thanks to Assumption (G1), s¯h ∈ Qh × Qˇh, it is easy to verify that
‖τ¯h‖Qh×Qˇh ≤ γ0(‖σh‖g,Q + ‖σˇh‖g,Qˇh) + ‖uh‖g,V. (4.5)
By (3.7), (3.9) and Assumption (G1),
a˜((σ¯h, u¯h), (τ¯h, v¯h)) = γ0a(σ¯h, σ¯h) + a(σ¯h, s¯h) − γ0b(σ¯h, u¯h)
+γ0b(σ¯h, u¯h) + b(s¯h, u¯h) + γ0c(u¯h, u¯h)
= γ0a(σ¯h, σ¯h) + γ0c(u¯h, u¯h) + a(σ¯h, s¯h) + b(s¯h, u¯h)
= γ0‖σh‖2g,Q + 2γ0‖σˇh‖
2
g,Qˇ
+ 2γ0‖uˇh‖2
g,Vˇ
+ ‖ǫh(uh)‖20 + ‖τ
1/2
e Pˇ
σ
h
[uh]‖
2
Eh
−〈{ǫ(uh)} + γe[ǫ(uh)], [uh]〉 + 〈[ǫh(uh)], uˇh〉 + a(σ¯h, s¯h).
(4.6)
By the trace inequality (4.1), Assumption (G1) and (G3),
∣∣∣〈{ǫ(uh)} + γe[ǫ(uh)], [uh]〉
∣∣∣ =〈{ǫ(uh)} + γe[ǫ(uh)], Pˇσh[uh]〉,
≤C4ǫ
−1
1 ‖τ
1/2
e Pˇ
σ
h[uh]‖
2
Eh
+ ǫ1‖ǫh(uh)‖
2
0, (4.7)∣∣∣〈[ǫ(uh)], uˇh〉
∣∣∣ ≤C5ǫ−12 ‖uˇh‖2g,Vˇ + ǫ2‖ǫh(uh)‖
2
0, (4.8)∣∣∣a(σ¯h, s¯h)
∣∣∣ ≤C6ǫ−13 (‖σh‖2g,Q + ‖σˇh‖2g,Qˇ) + ǫ3‖uh‖
2
g,V. (4.9)
Substituting (4.7)-(4.9) to (4.6) with properly choosing γ0, ǫ1, ǫ2, and ǫ3, we have
a((σ¯h, u¯h), (τ¯h, v¯h)) ≥ C(‖σh‖
2
g,Q + ‖uh‖
2
g,V + ‖σˇh‖
2
g,Qˇ
+ ‖uˇh‖
2
g,Vˇ
), (4.10)
which completes the proof of well-posedness. The stability result (4.2), quasi-optimal error
estimates (4.3) and (4.4) then followdirectly from theBabusˇka theory and interpolation theory. 
Remark 4.1. Theorem 4.2 tells that the formulation (3.7) and its variants (5.3), (5.10) and (5.17) in
the next section are uniformly well-posed with respect to the parameter ρ1 ∈ (0,C1], and admit similar
optimal error estimates. Thus, the three-field formulation (5.10) and the two-field formulation (5.17) with
ηe = 0 are also well-posed and admits similar estimates to the one in Theorem 4.2.
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4.2 H(div)-philic inf-sup condition
For any τh ∈ Q +Qh, τˇh ∈ Qˇh, vh ∈ V + Vh, vˇh ∈ Vˇh, define
‖τh‖
2
d,Q
= (Aτh, τh) + ‖divhτh‖
2
0 + ‖η
1/2
e Pˇ
u
h
[τh]‖
2
Eh
, ‖τˇh‖
2
d,Qˇ
= ‖τ−1/2e τˇh‖
2
Eh
,
‖vh‖
2
d,V
= ‖vh‖
2
0 + ‖η
−1/2
e [vh]‖
2
Eh
+ ‖η−1/2e {vh}‖
2
Eh
, ‖vˇh‖
2
d,Vˇ
= ‖η−1/2e vˇh‖
2
Eh
.
We point out here that ‖vh‖d,V is equivalent to ‖vh‖0 on the discrete space Vh because of the trace
inequality and inverse inequality.
We first state a crucial estimate [47] for the analysis of H(div)-philic formulation as follows.
Lemma 4.3. For any uh ∈ V
k
h
, there exists rh ∈ Q
k+1
h
such that
divhrh = uh, ‖rh‖0 + ‖divhrh‖0 + ‖h
−1/2
e [rh]‖Eh ≤ C0‖uh‖0. (4.11)
and
〈[rh], vˇh〉 = 0, ∀ vˇh ∈ Vˇ
k
h. (4.12)
Assume that
(D1) Qh = Q
k+1
h
, divhQh = Vh ⊂ V
k
h
, k ≥ 0;
(D2) Vh|Eh ⊂ Vˇh ⊂ Vˇ
k
h
;
(D3) ηe = ρ1h−1e , τe = ρ2he and there exist positive constants C1, C
1
2, C
2
2 and C3 such that
ρ1 ≥ C1, C
1
2 ≤ ρ2 ≤ C
2
2, 0 ≤ γe ≤ C3.
Theorem 4.4. Under the Assumptions (D1)-(D3), the H(div)-philic formulation (3.7) is well-posed
and there exist the following properties:
1. The following stability estimate holds:
‖σh‖d,Q + ‖σˇh‖d,Qˇ + ‖uh‖d,V + ‖uˇh‖d,Vˇ . ‖ f ‖0 + ‖gD‖− 12 ,d,ΓD
+ ‖gN‖ 1
2 ,d,ΓN
, (4.13)
where
‖gD‖− 12 ,d,ΓD
:= sup
τh∈Qh\{0}
〈gD, τhn〉ΓD
‖τh‖d,Q
+ sup
τˇh∈Qˇh\{0}
〈gD, τˇh〉ΓD
‖τˇh‖d,Qˇ
,
‖gN‖ 1
2 ,d,ΓN
:= sup
vh∈Vh\{0}
〈gN, vh〉ΓN
‖vh‖0
+ sup
vˇh∈Vˇh\{0}
〈gN, vˇh〉ΓN
‖vˇh‖d,Vˇ
.
2. Let (σ, u) ∈ H
1
2+ǫ(Ω,S)∩H(div,Ω,S)×H1(Ω,Rn) be the solution of (1.1) and (σh, σˇh, uh, uˇh) ∈
Qh × Qˇh×Vh × Vˇh be the solution of the formulation (3.7), the quasi-optimal approximation
holds as follows:
‖σ − σh‖d,Q + ‖σˇh‖d,Qˇ + ‖u − uh‖d,V + ‖uˇh‖d,Vˇ . inf
τh∈Qh,vh∈Vh
(
‖σ − τh‖d,Q + ‖u − vh‖d,V
)
. (4.14)
3. If σ ∈ Hk+2(Ω,S), u ∈ Hk+1(Ω,Rn)(k ≥ 0) and let (σh, σˇh, uh, uˇh) ∈ Qk+1h × Qˇ
k
h
×Vk
h
× Vˇk
h
be the
solution of (3.7), then we have the following error estimate:
‖σ − σh‖d,Q + ‖σˇh‖d,Qˇ + ‖u − uh‖d,V + ‖uˇh‖d,Vˇ . h
k+1(|σ|k+2 + |u|k+1). (4.15)
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Proof. We first establish the boundness of a˜((σ¯h, u¯h), (τ¯h, v¯h)). Assumption (D2) implies that {vh} −
γe[vh] ∈ Vˇh. It suffices to prove the boundness of 〈[σh], {vh}+ vˇh−γe[vh]〉 = 〈{vh}+ vˇh−γe[vh], Pˇuh[σh]〉
and 〈σˇh, [vh]〉. It follows from the trace inequality (4.1), Cauchy-Schwarz and Assumption (D3)
that for any σh ∈ Q +Qh, σˇh ∈ Qˇh, vh ∈ Vh, vˇh ∈ Vˇh,
∣∣∣〈[σh], {vh} − γe[vh]〉
∣∣∣ = 〈η1/2e Pˇuh[σh], η−1/2e ({vh} − γe[vh])〉 . ‖σh‖2d,Q + ‖vh‖2d,V,∣∣∣〈[σh], vˇh〉
∣∣∣ ≤ ‖η1/2e Pˇuh[σh]‖2Eh + ‖η
−1/2
e vˇh‖
2
Eh
≤ ‖σh‖
2
d,Q + ‖vˇh‖
2
d,Vˇ
,
∣∣∣〈σˇh, [vh]〉
∣∣∣ ≤ ‖τ−1/2e σˇh‖2Eh + ‖τ
1/2
e [vh]‖
2
Eh
. ‖σˇh‖
2
d,Qˇ
+ ‖vh‖
2
d,V.
Similarly, for any τh ∈ Qh, τˇh ∈ Qˇh, uh ∈ V+Vh, uˇh ∈ Vˇ+Vˇh, the boundness of 〈[τh], {uh}+uˇh−γe[uh]〉
and 〈τˇh, [uh]〉 can be established. These estimates directly lead to the boundness of the bilinear
form a˜(·, ·).
Now we establish the inf-sup condition of a˜((σ¯h, u¯h), (τ¯h, v¯h)). According to Lemma 4.3,
Assumptions (D1) and (D2), for any uh ∈ Vh ⊂ V
k
h
, there exists rh ∈ Q
k+1
h
such that
divhrh = uh, ‖rh‖0 + ‖divhrh‖0 + ‖h
−1/2
e [rh]‖Eh ≤ C0‖uh‖0, (4.16)
and
〈[rh], uˇh + {uh}〉 = 0. (4.17)
Let
τ¯h = γ0σ¯h + s¯h, v¯h = −γ0u¯h − w¯h
with s¯h = (rh,−γePˇσh[rh]) and w¯h = (−divhσh, γ1ηePˇ
u
h
[σh]). Thanks to Assumption (D1), s¯h ∈
Qh × Qˇh and w¯h ∈ Vh × Vˇh. It is easy to verify that
‖τ¯h‖Qh×Qˇh ≤ γ0(‖σh‖d,Q + ‖σˇh‖d,Qˇ) + (C0 + C3)‖uh‖0, (4.18)
‖w¯h‖Vh×Vˇh ≤ γ0(‖uh‖d,V + ‖uˇh‖d,Vˇ) + (1 + γ1(C
1
1)
−1/2)‖σh‖d,Q. (4.19)
By (3.7) and (3.9), we have
a˜((σ¯h, u¯h), (τ¯h, v¯h)) = γ0a(σ¯h, σ¯h) + a(σ¯h, s¯h) − γ0b(σ¯h, u¯h) − b(σ¯h, w¯h)
+γ0b(σ¯h, u¯h) + b(s¯h, u¯h) + γ0c(u¯h, u¯h) + c(u¯h, w¯h)
= γ0a(σ¯h, σ¯h) + γ0c(u¯h, u¯h) + a(σ¯h, s¯h) − b(σ¯h, w¯h) + b(s¯h, u¯h) + c(u¯h, w¯h)
= γ0(Aσh,σh) + 2γ0‖σˇh‖
2
d,Qˇ
+ 2γ0‖uˇh‖
2
d,Vˇ
+ γ1‖η
1/2
e Pˇ
u
h
[σh]‖
2
Eh
+ ‖divhσh‖
2
0 + ‖uh‖
2
0
−〈[σh], {divhσh} − γe[divhσh]〉 − 〈[rh], uˇh + {uh}〉 + 〈σˇh, [divhσh]〉
+a(σ¯h, s¯h) + c(u¯h, w¯h).
(4.20)
Due to (4.17), 〈[rh], uˇh + {uh}〉 = 0. By the trace inequality (4.1) and the Assumption (D3),
∣∣∣〈[σh], {divhσh} − γe[divhσh]〉
∣∣∣ ≤C7ǫ−11 ‖η1/2e Pˇuh[σh]‖2Eh + ǫ1‖divhσh‖
2
0, (4.21)∣∣∣〈σˇh, [divhσh]〉
∣∣∣ ≤C8ǫ−12 ‖σˇh‖2d,Qˇ + ǫ2‖divhσh‖
2
0, (4.22)∣∣∣a(σ¯h, s¯h)
∣∣∣ ≤C9ǫ−13 (‖σh‖2g,Q + ‖σˇh‖2d,Qˇ) + ǫ3‖uh‖
2
0, (4.23)∣∣∣c(u¯h, w¯h)
∣∣∣ ≤C10ǫ−14 ‖uˇh‖2d,Vˇ + ǫ4γ
2
1‖h
−1/2
e Pˇ
u
h[σh]‖
2
Eh
. (4.24)
Substituting (4.21)-(4.24) to (4.20) with properly choosing γ0, γ1, ǫ1, ǫ2, ǫ3 and ǫ4, we have
a((σ¯h, u¯h), (τ¯h, v¯h)) ≥ C(‖σh‖
2
d,Q + ‖uh‖
2
d,V + ‖σˇh‖
2
d,Qˇ
+ ‖uˇh‖
2
d,Vˇ
), (4.25)
and complete the proof of well-posedness of the formulation. The stability result (4.13), quasi-
optimal error estimates (4.14) and (4.15) then follow directly from the Babusˇka theory and
interpolation theory. 
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Note that all the variants (5.3), (5.10) and (5.17) in thenext section are three Schur complements
of the four-field formulation (3.7). Then under the same Assumptions (D1) – (D3), all these
schemes are well-posed and admit the same error estimates.
Remark 4.2. Note that τe can be zero in the formulations (5.3) and (5.17). Unlike the H1-philic
formulations, the H(div)-philic formulations are uniformly well-posed with respect to ρ2 ∈ [C12,C
2
2
] if
k ≥ 0. Thus, the well-posedness results for the formulations (5.3) and (5.17) when τe = 0 can not
be obtained directly from Theorem 4.4. Actually, a similar proof to the one for Theorem 4.4 gives the
wellposed-ness of the three-field system (5.3) and the two-filed system (5.17) under the Assumptions (D1),
(D2) and (D3’) with
(D3’) τe = 0 and there exist positive constants C1 and C2 such that ηe = ρ1h−1e with
ρ1 ≥ C1, 0 ≤ γe ≤ C3.
Theorem 4.5. If k ≥ n, the result in Theorem 4.4 can be modified as below such that the formulations are
uniform well-posed with respect to ρ2 ∈ (0,C2]. Assume that
(D1c) Qh = Q
k+1
h
, divhQh = Vh ⊂ V
k
h
with k ≥ n;
(D2c) ηe = ρ1h−1e , τe = ρ2he and there exist positive constants C1, C2 and C3 such that
ρ1 ≥ C1, 0 < ρ2 ≤ C2, 0 ≤ γe ≤ C3.
It was analyzed in [31] that for any vh ∈ V
k
h
with k ≥ n, there exists τh ∈ Q
k+1
h
∩H(div,Ω,S) such that
divhτh = vh and ‖τh‖d,Q ≤ C‖vh‖d,V.
Under the Assumptions (D1c) and (D2c), a similar procedure leads to the uniform inf-sup condition with
respect to ρ2 ∈ (0,C2] for the four-field formulation (3.7) and its variants.
5 Variants of the unified formulation
Some variants of the formulation (3.7), including two three-field schemes and a two-field scheme,
are discussed in this section. The relations between these variants and existing methods in
literature are also discussed in this section.
Note that the third equation in the formulation (3.5) or (3.6) implies
σˇh = −
τe
2
Pˇσh[uh] on E
I
h, σˇh| = −
τe
2
Pˇσh(uh − gD) on ΓD, (5.1)
and the last one implies
uˇh = −
ηe
2
Pˇuh[σh] on E
I
h, uˇh = −
ηe
2
Pˇuh(σhn − gN) on ΓN. (5.2)
Thanks to (5.1) and (5.2), some variants of the formulation can be derived as below by eliminating
the variable σˇh or uˇh, or both of them.
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5.1 Three-field schemes without the variable σˇh
A three-field formulation is resulted from eliminating σˇh in the four-field formulation (3.6) by
use of (5.1). It seeks (σh, uh, uˇh) ∈ Qh × Vh × Vˇh such that

(Aσh, τh) + (uh,divhτh) − 〈{uh} + uˇh − γe[uh], [τh]〉 = 〈gD, τhn〉ΓD τh ∈ Qh,
(divhσh, vh) − 〈[σh], {vh}〉 + 〈γe[σh] −
τe
2 Pˇ
σ
h
[uh], [vh]〉 = ( f , vh) − 〈gN, vh〉ΓN − 〈
τe
2 Pˇ
σ
h
gD, vh〉ΓD vh ∈ Vh,
〈−2η−1e uˇh, vˇh〉 − 〈[σh], vˇh〉 = −〈gN, vˇh〉ΓN , vˇh ∈ Vˇh.
(5.3)
Formulation (5.3) can be written as

aH(σh, τh) + bH(τh; uh, uˇh) = 〈gD,Puh{τh}〉ΓD τh ∈ Qh,
bH(σh; vh, vˇh) − cH(uh, uˇh; vh, vˇh) = ( f , vh) − 〈gN, vh + vˇh〉ΓN − 〈
τe
2 Pˇ
σ
h
gD, vh〉ΓD (vh, vˇh) ∈ Vh × Vˇh,
with 
aH(σh, τh) = (Aσh, τh),
bH(σh; vh, vˇh) = (divhσh, vh) − 〈[σh], {vh} + vˇh − γe[vh]〉,
cH(uh, uˇh; vh, vˇh) = 〈2η−1e uˇh, vˇh〉 + 〈
τe
2 Pˇ
σ
h
[uh], [vh]〉.
(5.4)
Note that the variable uˇh is a modification on uh along interfaces of meshes. According to
the last equation in (5.3), the variable uˇh can also be interpreted as a multiplier on the jump [σh]
along interfaces. In formulation (3.7), H(div)-continuity is weakly imposed on the variable σh.
This makes the three-field formulation (5.3) more alike mixed formulations.
In the meantime, the parameter τe in the reduced formulation (5.3) is no longer restricted to
be nonzero. Similar to the analysis in Section 4, the reduced formulation (5.3) with some certain
choice of discrete spaces is well posed even when τe = 0.
5.1.1 Related to HDGmethods
The three-field formulation (5.3)withηe = τ−1e ,γe = 0 is equivalent to someHDGmethods if anyof
the following two assumptions holds: (A1)Vh|Eh ⊂ Qˇh,g andVh|Eh ⊂ Vˇh,g; (A2)Qh ·n|Eh ⊂ Vˇh = Qˇh.
Define Pˆσ
h
g ∈ Qˇh,g and Pˆ
u
h
g ∈ Vˇh,g by
〈Pˆσhg, τˇh〉 = 〈g, τˇh〉,∀τˇh ∈ Qˇh,g, and 〈Pˆ
u
hg, vˇh〉 = 〈g, vˇh〉,∀vˇh ∈ Vˇh,g,
respectively.
Let
Qˆh,gN = {τˆh ∈ Qˇh,g : τˆh|e = Pˆ
σ
hgN, ∀e ∈ ΓN},
and
Vˆh,gD = {vˆh ∈ Vˇh,g : vˆh|e = Pˆ
u
hgD, ∀e ∈ ΓD}.
Introduce σˆh ∈ Qˆh,gN and uˆh ∈ Vˆh,gD by
σˆh = σˇh + Pˆ
σ
h
{σh} + γe[σh], on EIh ∪ ΓD,
uˆh = uˇh + Pˆ
u
h
{uh} − γe[uh], on E
I
h
∪ ΓN.
(5.5)
The variable uˆh approximates the displacement u on edges and the variable σˆh approximates the
normal component of stress tensor σ on edges.
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If τe = η−1e and (A1) or (A2) holds, thanks to (2.3) and (5.2), the second equation in (5.3) reads
−(σh, ǫh(vh)) + 〈σhn, vh〉∂Th − 〈
τe
2
Pˆuh[uh], [vh]〉 + 〈2τeuˇh, {vh}〉 = ( f , vh).
By (2.3) and (5.5),
−(σh, ǫh(vh)) + 〈σhn, vh〉∂Th − 〈τePˆ
u
h(uh − uˆh), vh〉∂Th = ( f , vh).
Thus, according to (2.3) and (5.5), the three-field formulation (5.3) with γe = 0, τe = η−1e , Vh|Eh ⊂
Qˇh,g, Vh|Eh ⊂ Vˇh,g and Qhn ⊂ Vˇh,g seeks (σh, uh, uˆh) ∈ Qh × Vh × Vˆh,gD such that

(Aσh, τh) + (uh,divhτh) − 〈uˆh, τhn〉∂Th = 〈(I − Pˆ
u
h
)gD, τhn〉ΓD , τh ∈ Qh,
−(σh, ǫh(vh)) + 〈σhn − τePˆ
u
h
(uh − uˆh), vh〉∂Th = ( f , vh), vh ∈ Vh,
〈σhn − τePˆuh(uh − uˆh), vˆh〉∂Th = 〈gN, vˆh〉ΓN , vˆh ∈ Vˇh.
(5.6)
This reveals the closely relation between (5.3) and HDG formulations [13, 23, 38, 40].
Table 3 lists three H1-philic HDG methods for linear elasticity problem in literature and
two new H(div)-philic formulations. According to Theorem 4.2, all these three H1-philic HDG
methods in literature are well-posed.
ηe τe γe Qh Qˇh Vh Vˇh ‖σ −σh‖0 ‖u − uh‖0 ‖ǫ(u) − ǫh(uh)‖0 ‖divh(σ −σh)‖0
1 τ−1e Ω(he) 0 Q
k
h
Qˇk
h
Vk
h
Vˇk
h
k + 12 k + 1 k +
1
2 - [23, 40]
2 τ−1e Ω(h
−1
e ) 0 Q
k
h
Qˇk
h
Vk
h
Vˇk
h
k k + 1 ”k” - [40]
3 τ−1e Ω(h
−1
e ) 0 Q
k
h
Qˇk
h
Vk+1
h
Vˇk
h
k + 1 k + 2 k + 1 - [13, 38]
4 τ−1e Ω(he) 0 Q
k+1
h
Qˇk
h
Vk
h
Vˇk
h
”k + 1” ”k + 1” - ”k + 1” new
5 τ−1e Ω(he) 0 Q
k+1
h
Qˇk
h
Vk
h
Vˇk
h
”k + 1” ”k + 1” - ”k + 1” new
Table 3: Some existing HDG methods and new HDG methods.
1. The first two HDG methods in this table wre proposed in [40], and the first one was then
analyzed in [23].
2. The third one is called the HDG method with reduced stabilization. It was proposed and
analyzed in [13, 38]. Theorem 4.2 provides a brand new proof of the optimal error estimate
for this HDG method.
3. The last two are new three-field schemes proposed following theH(div)-philic formulation
(5.3). The error estimate for these formulations is analyzed in Theorem 4.4. Note that the
divergence of stress tensor is approximated by divhσh directly in this new H(div)-philic
formulation without any extra post-process as required in H1-philic formulations.
5.1.2 Hybridization for the new H(div)-philic scheme
Consider the H(div)-philic formulation in Table 3 that Qh = Q
k+1
h
, Vh = V
k
h
and Vˇh = Vˇ
k
h
. Let
Vˆkh = {vˆh ∈ L
2(Eh,R
n) : vˆh|e ∈ Pk(e,R
n),∀e ∈ Eh, vˇh|ΓD = Pˆ
u
hgD}.
The new formulation (5.6) can be decomposed into two sub-problems as:
(I) Local problems. For each element K, given uˆh ∈ Vˆ
k
h
, find (σK
h
, uK
h
) ∈ Qk+1
h
× Vk
h
such that

(AσK
h
, τh)K + (uKh ,divτh)K = 〈uˆh, τhn〉∂K + 〈(I − Pˆ
u
h
)gD, τhn〉∂K∩ΓD , τh ∈ Q
k+1
h
,
(divhσ
K
h
, vh)K − 〈τeu
K
h
, vh〉∂K = ( f , vh)K − 〈τeuˆh, vh〉∂K vh ∈ V
k
h
.
(5.7)
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It is easy to see (5.7) is well-posed. Denote HQ : Vˆ
k
h
→ Qk+1
h
and HV : Vˆ
k
h
→ Vk
h
by
HQ(uˆh)|K = σ
K
h and HV(uˆh)|K = u
K
h ,
respectively.
(II) Global problem. Find uˆh ∈ Vˆ
k
h,gN
such that
〈HQ(uˆh)n − τe(HV(uˆh) − uˆh), vˆh〉∂Th = 〈gN, vˆh〉ΓN , vˆh ∈ Vˆh. (5.8)
It follows from (5.7) that
(AHQ(vˆh),HQ(uˆh))K + 〈HV(vˆh),div(HQ(uˆh))〉∂K = 〈vˆh,HQ(uˆh)n〉∂K,
〈τe(uˆh −HV(uˆh)),HV(vˆh)〉∂K = ( f ,HV(vˆh))K − (divHQ(uˆh),HV(vˆh))K.
The global problem (5.8) can be written in the following symmetric positive form
(AHQ(uˆh),HQ(vˆh)) + 〈τe(uˆh −HV(uˆh)), vˆh −HV(vˆh)〉∂Th = 〈gN, vˆh〉ΓN − ( f ,HV(vˆh)). (5.9)
Since the original formulation is well-posed, the global problem (5.9) is also well-posed.
The newH(div)-philic HDG formulationwithQh = Q
k+1
h
,Vh = V
k
h
and Vˆh = Vˆ
k
h
is hybridizable
and only one variable uˆh is globally coupled in (5.9). Since all the HDG formulations listed in
Table 3 are hybridizable, the corresponding formulation (3.7) can be reduced to a one-field
formulation with only the variable uˆh.
5.2 Three-field schemes without the variable uˇh
Another reduced formulation is resulted from eliminating uˇh in the four-field formulation (3.5)
by use of (5.2). It seeks (σh, σˇh, uh) ∈ Qh × Qˇh × Vh such that

(Aσh, τh) − (τh, ǫh(uh)) + 〈{τh}, [uh]〉
+〈
ηe
2 Pˇ
u
h
[σh] + γe[uh], [τh]〉 = 〈gD, τhn〉ΓD + 〈
ηe
2 Pˇ
u
h
gN, τhn〉ΓN τh ∈ Qh,
−(σh, ǫh(vh)) + 〈{σh} + σˇh + γe[σh], [vh]〉 = ( f , vh) − 〈gN, vh〉ΓN vh ∈ Vh,
〈2τ−1e σˇh, τˇh〉 + 〈[uh], τˇh〉 = 〈gD, τˇh〉ΓD , τˇh ∈ Qˇh.
(5.10)
It can be written as

aW(σh, σˇh; τh, τˇh) − bW(τh, τˇh; uh) = 〈gD, τhn + τˇh〉ΓD + 〈
ηe
2 Pˆ
u
h
gN, τhn〉ΓN (τh, τˇh) ∈ Qh × Qˇh,
bW(σh, σˇh; vh) = ( f , vh) − 〈gN, vh〉ΓN vh ∈ Vh,
with 
aW(σh, σˇh; τh, τˇh) = (Aσh, τh) + 〈
ηe
2 Pˆ
u
h
[σh], [τh]〉 + 〈2τ−1e σˇh, τˇh〉,
bW(σh, σˇh; vh) = −(σh, ǫh(vh)) + 〈{σh} + σˇh + γe[σh], [vh]〉.
(5.11)
Note that the variable σˇh is a modification on σhne along interfaces of meshes. According to
the last equation in (5.10), the variable σˇh can also be interpreted as a multiplier on the jump [uh]
along interfaces. In formulation (3.7), meaning H1-continuity is weakly imposed on the variable
uh. This makes the three-field formulation (5.10) more alike primal formulations.
In the meantime, the parameter ηe in the three-field formulation (5.10) is no longer restricted
to be nonzero. As is pointed out in Remark 4.1, the formulation (5.10) is well posed when ηe = 0.
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5.2.1 Related to WGmethod
For each variable τ¯h = (τh, τˇh) ∈ Qh × Qˇh, define the weak derivative divw : Qh × Qˇh → Vh by
(divwτ¯h,wh) = −(ǫh(wh), τh) + 〈{τh} + τˇh, [wh]〉, ∀wh ∈ Vh.
The first two equations in (5.10) with γe = 0 read

(Aσh, τh) + (divwτ¯h, uh) − 〈τˇh, [uh]〉 + 〈
ηe
2 Pˇ
u
h
[σh], [τh]〉 = 〈gD, τhn〉ΓD + 〈
ηe
2 Pˇ
u
h
gN, τhn〉ΓN ,
(divwσ¯h, vh) = ( f , vh) − 〈gN, vh〉ΓN .
(5.12)
By the last equation in (5.10), the first equation in (5.12) is
(Aσh, τh) + (divwτ¯h, uh) + 〈2τ
−1
e σˇh, τˇh〉 + 〈
ηe
2
Pˇuh[σh], [τh]〉 = 〈gD, τhn〉ΓD + 〈
ηe
2
PˇuhgN, τhn〉ΓN .
If ηe = τ−1e , Qhn|Eh ⊂ Qˇh,g and Qhn|Eh ⊂ Vˇh,g, by (2.3) and (5.5),
〈2τ−1e σˇh, τˇh〉 + 〈
ηe
2
Pˇuh[σh], [τh]〉 = 〈τ
−1
e (σˆh − σhne), τˆh − τhne〉∂Th/∂Ω + 〈
ηe
2
PˇuhgN, τhn〉ΓN .
Thus the formulation (5.10) with γe = 0, ηe = τ−1e , Qhn|Eh ⊂ Qˇh,g and Qhn|Eh ⊂ Vˇh,g finds
σ¯h ∈ Qh × Qˆh,gN and uh ∈ Vh such that

(Aσh, τh) + (divwτ¯h, uh) + s(σ¯h, τ¯h) = 〈gD, τˆhn〉ΓD τ¯h ∈ Qh × Qˆh,0,
(divwσ¯h, vh) = ( f , vh) vh ∈ Vh
(5.13)
with s(σ¯h, τ¯h) = 〈τ−1e (σˆh − σhne), τˆh − τhne〉∂Th/∂Ω.
The three-field formulation (5.10) in Table 4 is H1-philic. Theorem 4.2 indicates the well-
posedness and optimal error estimates of this formulation.
ηe τe γe Qh Qˇh Vh Vˇh ‖σ − σh‖0 ‖u − uh‖0 ‖ǫ(u) − ǫh(uh)‖0 ‖divh(σ − σh)‖0
τ−1e Ω(h
−1
e ) 0 Q
k
h
Qˇk
h
Vk+1
h
Vˇk+1
h
”k + 1” - ”k + 1” -
Table 4: A new three-field formulation.
5.2.2 Hybridization of the new H1-philic sheme
Consider the three-field formulation in Table 4. Denote
Zh = {uh ∈ Vh : ǫh(uh) = 0},
V⊥h = {uh ∈ Vh : (uh, vh) = 0, ∀vh ∈ Zh}.
Decompose the three-field formulation (5.13) into two sub-problems as:
(I) Local problems. For each element K, given σˆh ∈ Qˆh,gN , find (σ
K
h
, uK
h
) ∈ Qh × V
⊥
h
such that

(AσK
h
, τh)K − (ǫh(uKh ), τh)K + 〈ηeσ
K
h
n, τhn〉∂K = 〈ηeσˆh, τhne〉∂K, ∀τh ∈ Qh,
−(σK
h
, ǫh(vh))K = ( f , vh)K − 〈σˆh, vh〉∂K, ∀vh ∈ V
⊥
h
.
(5.14)
It is easy to see that the local problem (5.14) is well-posed if ǫh(Vh) ⊂ Qh. Denote WQ :
Qˆh → Qh andWV : Qˆh → V
⊥
h
by
WQ(σˆh)|K = σ
K
h and WV(σˆh)|K = u
K
h ,
respectively.
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(II) Global problem. Find (σˆh, u
0
h
) ∈ Qˆh,gN × Zh such that

〈σˆh, v0h〉∂Th , = ( f , v
0
h
), ∀v0
h
∈ Zh,
〈τ−1e (σˆh −WQ(σˆh)ne) +WV(σˆh) + u
0
h
, τˆh〉∂Th = 〈gD, τˆh〉ΓD , ∀τˆh ∈ Qˆh,0.
(5.15)
It follows from (5.14) that
(AWQ(σˆh),WQ(τˆh))K − (ǫh(WV(σˆh)),WQ(τˆh))K = 〈ηe(σˆh −WQ(σˆh)ne),WQ(τˆh)ne〉∂K,
〈WV(σˆh), τˆh〉∂K − 〈WQ(τˆh), ǫh(WV(σˆh))〉∂K = ( f ,WV(σˆh))K.
Thus the second equation in (5.15) can be written as
〈τ−1e (σˆh −WQ(σˆh)ne), (τˆh −WQ(τˆh)ne)〉∂Th + 〈u
0
h, τˆh〉∂Th = 〈gD, τˆh〉ΓD − ( f , τˆh).
Therefore, the global sub-problem (5.15) seeks (σˆh, u
0
h
) ∈ Qˆh,gN × Zh such that

〈τ−1e (σˆh −WQ(σˆh)ne), (τˆh −WQ(τˆh)ne)〉∂Th + 〈u
0
h
, τˆh〉∂Th = 〈gD, τˆh〉ΓD − ( f , τˆh), ∀τˆh ∈ Qˇh,
〈σˆh, v
0
h
〉∂Th = ( f , v
0
h
), ∀v0
h
∈ Zh.
(5.16)
Note that the H1-philic three-field formulation in Table 4 is hybridizable. This implies that
the corresponding four-field formulation (3.7) is hybridizable and can be reduced to a one-field
formulation with only the variable σˆh in (5.16).
5.3 Two-field schemes without the variables σˇh and uˇh
A two-field formulation is obtained by eliminating both σˇh and uˇh. It seeks: (σh, uh) ∈ Qh × Vh
such that for any τh ∈ Qh and vh ∈ Vh,

(Aσh, τh) − (τh, ǫh(uh)) + 〈{τh}, [uh]〉 + 〈
ηe
2 Pˇ
u
h
[σh], [τh]〉 +〈γe[uh], [τh]〉
= 〈gD, τhn〉ΓD + 〈
ηe
2 Pˇ
u
h
gN, τhn〉ΓN ,
(divσh, vh) − 〈[σh], {vh}〉 − 〈
τe
2 Pˇ
σ
h
[uh], [vh]〉 +〈γe[σh], [vh]〉
= ( f , vh) − 〈gN, vh〉ΓN − 〈
τe
2 Pˇ
σ
h
gD, vh〉ΓD .
(5.17)
It can be written as

aD(σh, τh) + bD(τh, uh) = 〈gD, τhn〉ΓD + 〈
ηe
2 Pˇ
u
h
gN, τhn〉ΓN τh ∈ Qh,
bD(σh, vh) − cD(uh, vh) = ( f , vh) − 〈gN, vh〉ΓN − 〈
τe
2 Pˇ
σ
h
gD, vh〉ΓD vh ∈ Vh,
(5.18)
with 
aD(σh, τh) = (Aσh, τh) + 〈
ηe
2 Pˇ
u
h
[σh], [τh]〉,
bD(σh, vh) = (divhσh, vh) + 〈γe[σh], [vh]〉 − 〈[σh], {vh}〉,
cD(uh, vh) = 〈
τe
2 Pˇ
σ
h
[uh], [vh]〉.
(5.19)
The resulting two-field formulation (5.17) is a generalization of DG method [5, 15, 17], since it
seeks: (σh, uh) ∈ Qh × Vh such that

(Aσh, τh) + (uh,divhτh) − 〈uˆh, τhn〉 = 0, ∀τh ∈ Qh,
−(σh, ǫh(vh)) + 〈σˆhn, vh〉, = ( f , vh), ∀vh ∈ Vh,
(5.20)
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with
σˆh|e = Pˆ
σ
h
({σh} −
τe
2 [uh] + γe[σh]) on E
I
h
, σˆh|e = Pˆσh(σhn −
τe
2 (uh − gD)) on ΓD,
uˆh|e = Pˆ
u
h
({uh} −
ηe
2 [σh] − γe[uh]) on E
I
h
, uˆh|e = Pˆuh(uh −
ηe
2 (σhn − gN)) on ΓN.
(5.21)
Table 5 lists some well-posed H1-philic formulations following the analysis in Theorem 4.2
and the last two formulations are new in literature. It shows that the LDG formulation in [15] is
the first formulation in Table 5 with k = 1, ηe = γe = 0 and τe = O(h−1e ). The comparison between
the three formulations in Table 5 implies that the vanishing parameter ηe causes the failure of the
hybridization for the formulation in [15].
ηe τe γe Qh Qˇh Vh Vˇh ‖σ − σh‖0 ‖ǫ(u) − ǫh(uh)‖0
1 0 Ω(h−1e ) 0 Q
k
h
Qˇk
h
Vk+1
h
Vˇk+1
h
”k + 1” ”k + 1” [15]
2 O(he) O(h
−1
e ) O(1) Q
k
h
Qˇk
h
Vk+1
h
Vˇk
h
”k + 1” ”k + 1” new
3 τ−1e Ω(h
−1
e ) 0 Q
k
h
Qˇk
h
Vk+1
h
Vˇk
h
”k + 1” ”k + 1” new
Table 5: H1-philic formulations for linear elasticity problem.
Table 6 lists the LDG formulation in [46] and somenewH(div)-philic formulations. According
to Theorem 4.4 and Remark 4.2, all these formulations are well-posed and admit the optimal
error estimates for both displacement and stress tensor. It shows that the formulation (5.17)
with τe = 0, γe = 0 and ηe = O(h−1e ) is equivalent to the LDG formulation in [46]. The last two
formulations in Table 6 are brand new LDGmethods. It implies that the vanishing parameter τe
causes the failure of the hybridization for the formulation in [46].
ηe τe γe Qh Qˇh Vh Vˇh ‖σ − σh‖0 ‖divh(σ − σh)‖0 ‖u − uh‖0
1 Ω(h−1e ) 0 0 Q
k+1
h
Qˇk
h
Vk
h
Vˇk+1
h
”k + 1” ”k + 1” ”k + 1” [46]
2 O(h−1e ) O(he) O(1) Q
k+1
h
Qˇk+1
h
Vk
h
Vˇk+1
h
”k + 1” ”k + 1” ”k + 1” new
3 τ−1e Ω(he) 0 Q
k+1
h
Qˇk+1
h
Vk
h
Vˇk+1
h
”k + 1” ”k + 1” ”k + 1” new
Table 6: H(div)-philic formulations for linear elasticity problem.
5.4 Mixed methods: A limiting case of formulation (5.3)
Consider the model problem (1.1) with boundary condition gN = 0. The formulation (5.3) with
γe = 0, τe = 0 and Vh|Eh ⊂ Vˇh seeks (σh, uh, uˇh) ∈ Qh × Vh × Vˇh such that for any (τh, vh, vˇh) ∈
Qh × Vh × Vˇh, 
(Aσh, τh) + (uh,divhτh) − 〈uˇh + {uh}, [τh]〉 = 〈gD, τhn〉ΓD ,
(divhσh, vh) − 〈[σh], {vh}〉 = ( f , vh),
〈[σh], vˇh〉 + 〈2η
−1
e uˇh, vˇh〉 = 0.
(5.22)
Under the assumptions (D1), (D2), (D3’), Remark 4.2 implies the well-posedness of the reduced
formulation (5.22), and
‖σh‖d,Q + ‖uh‖d,V + ‖uˇh‖d,Vˇ . ‖ f ‖0 + ‖gD‖− 12 ,d,ΓD
.
As ρ1 → ∞, the right hand side of the above estimate is uniformly bounded. The resulting
formulation seeks (σM
h
, uM
h
) ∈ QM
h
× Vh such that

(AσM
h
, τh) + (u
M
h
,divτh) = 〈gD, τhn〉ΓD , ∀τh ∈ Q
M
h
,
(divhσ
M
h
, vh) = ( f , vh), ∀vh ∈ Vh,
(5.23)
with
QMh = {τh ∈ Qh : 〈[τh], vˇh〉 = 0, ∀vˇh ∈ Vˇh}.
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And the resulting mixed element (5.23) is also well posed with
‖σMh ‖d,Q + ‖u
M
h ‖d,V . sup
τh∈Q
M
h,0
〈gD, τhn〉ΓD
‖τh‖d,Q
+ sup
vh∈Vh
( f , vh)
‖vh‖d,V
.
Let Qh = Q
k+1
h
, Vh = V
k
h
, Vˇh = Vˇ
k
h
for any k ≥ 0, the above formulation (5.22) tends to the
nonconforming element in [25] as ρ1 → ∞. Let Qh = Qk+1h , Vh = V
k
h
, Vˇh = Vˇ
k+1
h
for any k ≥ n,
the above formulation (5.22) tends to be the conforming mixed element in [34, 35] as ρ1 → ∞.
Theorem 4.5 implies that this mixed formulation is well posed since the corresponding discrete
spaces satisfy the requirements (D1c) and (D2c). Let
Qh = {τh ∈ Q
k+2
h ,divhτh|K ∈ Pk(K,R
2)}, Vh = V
k
h, Vˇh = Vˇ
k+2
h
for any k ≥ 1. As ρ1 → ∞, the above formulation (5.22) tends to the conforming mixed element
in [8]. Since this choice of discrete spaces satisfies the assumptions (D1) – (D3).
Furthermore, a similar analysis to the one in [28] proves the following theorem.
Theorem 5.1. Assume (D1)-(D3’) or (D1c)- (D2c) hold. Let (σh, uh, uˇh) ∈ Qh ×Vh × Vˇh be the solution
of (5.3) with gN = 0 and (σ
M
h
, uM
h
) ∈ QM
h
×Vh be the solution of the corresponding mixed method (5.23).
If Vh|Eh ⊂ Vˇh, the formulation (3.7) with τe = 0, ηe = ρ1h
−1
e and ρ1 →∞ converges to the mixed method
(5.23) and
‖σh − σ
M
h ‖0 + ‖divh(σh − σ
M
h )‖0 + ‖uh − u
M
h ‖0 . ρ
−1/2
1
(‖ f ‖0 + ‖gD‖− 12 ,d,ΓD
). (5.24)
Proof. It follows from (5.3) and Vh|Eh ⊂ Vˇh that

(Aσh, τh) + (divhτh, uh) = 〈gD, τhn〉ΓD τh ∈ Q
M
h
,
(divhσh, vh) = ( f , vh) vh ∈ Vh,
〈−2η−1e uˇh, vˇh〉 − 〈[σh], vˇh〉 = −〈gN, vˇh〉ΓN vˇh ∈ Vˇh.
(5.25)
Substracting (5.23) from (5.25), we have

(A(σh − σ
M
h
), τh) + (divhτh, uh − uMh ) = 0 τh ∈ Q
M
h
,
(divh(σh − σ
M
h
), vh) = 0 vh ∈ Vh,
〈−2η−1e uˇh, vˇh〉 − 〈[σh], vˇh〉 = −〈gN, vˇh〉ΓN vˇh ∈ Vˇh.
Let τ I
h
∈ QM
h
. The assumption Vh|Eh ⊂ Vˇh leads to

(A(τ I
h
− σM
h
), τh) + (divhτh, uh − u
M
h
) = (A(τ I
h
− σh), τh) τh ∈ Q
M
h
,
(divh(τ
I
h
− σM
h
), vh) = (divh(τ Ih − σh), vh) vh ∈ Vh.
(5.26)
Note that τ I
h
−σM
h
∈ QM
h
and uh−u
M
h
∈ Vh. Thanks to thewell-posedness of themixed formulation
(5.23), a combination of trace inequality (4.1), inverse inequality and Cauchy inequality gives
‖τ Ih − σ
M
h ‖0 + ‖divh(τ
I
h − σ
M
h )‖0 + ‖uh − u
M
h ‖0 . sup
τh∈Q
M
h
(A(τ I
h
− σh), τh)
‖τh‖0
+ sup
vh∈Vh
(divh(τ
I
h
− σh), vh)
‖vh‖0
.‖σh − τ
I
h‖0 + ‖divh(σh − τ
I
h)‖0. (5.27)
It follows that
‖σh − σ
M
h ‖0 + ‖divh(σh − σ
M
h )‖0 + ‖uh − u
M
h ‖0 . inf
τ I
h
∈QM
h
(
‖σh − τ
I
h‖0 + ‖divh(σh − τ
I
h)‖0
)
.
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Thanks to the norm equivalence theorem and the scaling technique, we have
‖σh − σ
M
h ‖0 + ‖divh(σh − σ
M
h )‖0 + ‖uh − u
M
h ‖0 . ‖h
−1/2
e [σh]‖Eh . (5.28)
Theorem 4.4 implies that
‖uh‖d,V + ‖uˇh‖d,Vˇ + ‖σh‖d,Q . ‖ f ‖0 + ‖gD‖− 12 ,d,ΓD
. (5.29)
Substituting (5.29) to (5.28), we have
‖σh − σ
M
h ‖0 + ‖divh(σh − σ
M
h )‖0 + ‖uh − u
M
h ‖0 . ρ
−1/2
1
(‖ f ‖0 + ‖gD‖− 12 ,d,ΓD
), (5.30)
which completes the proof. 
5.5 Primal methods: A limiting case of formulation (3.7)
Consider the model problem (1.1) with boundary condition gD = 0. The formulation (3.7) with
γe = 0, Vˇh = {0} seeks (σh, uh, σˇh) ∈ Qh × Vh × Qˇh such that

(Aσh, τh) − (τh, ǫh(uh)) + 〈{τh}, [uh]〉 = 0 τh ∈ Qh,
−(σh, ǫh(vh)) + 〈{σh} + σˇh, [vh]〉 = ( f , vh) − 〈gN, vh〉ΓN vh ∈ Vh,
〈2τ−1e σˇh, τˇh〉 + 〈[uh], τˇh〉 = 0, τˇh ∈ Qˇh.
(5.31)
Under the assumptions (G1) - (G3), Theorem 4.2 implies the well-posedness of (5.31), and
‖σh‖g,Q + ‖uh‖g,V + ‖σˇh‖g,Qˇ . ‖ f ‖0 + ‖gN‖− 12 ,g,ΓN
.
As ρ2 → ∞, the right hand side of the above estimate is uniformly bounded. The resulting
formulation seeks (σP
h
, uP
h
) ∈ Qh × V
P
h
such that

(AσP
h
, τh) − (τh, ǫh(uPh )) = 0 τh ∈ Qh,
−(σP
h
, ǫh(vh)) = ( f , vh) − 〈gN, vh〉ΓN vh ∈ V
P
h
,
(5.32)
with VP
h
= {uh ∈ Vh : 〈[uh], τˇh〉 = 0,∀τˇh ∈ Qˇh}. And the resulting primal formulation is also
wellposed with
‖σPh ‖g,Q + ‖u
P
h‖g,V . sup
vh∈V
P
h
( f , vh)
‖vh‖g,V
+ sup
vh∈V
P
h
〈gN, vh〉ΓN
‖vh‖g,V
.
Furthermore, if ǫh(Vh) ⊂ Qh, by eliminatingσ
P
h
in (5.32),wehave the followingprimal formulation
which seeks uP
h
∈ VP
h
such that
(Cǫh(u
P
h ), ǫh(vh)) = −( f , vh) + 〈gN, vh〉ΓN , ∀vh ∈ V
P
h (5.33)
with C = A−1.
Remark 5.1. If Vh = V
k+1
h
,Qh = Qkh, Qˇh = Qˇ
k
h
, k ≥ 1, the unified formulation tends to a high order
nonconforming discretization (5.33) for elasticity problemwith only one variable. The relationship between
the Crouzeix-Raviart element discretization and discontinuous Galerkin method for linear elasticity can
be found in [26].
In addition, a similar analysis to the one of Theorem 5.1 proves the following theorem.
Theorem 5.2. Assume that (G1)-(G3) hold. Let (σh, σˇh, uh, uˇh) ∈ Qh × Qˇh × Vh × Vˇh be the solution
of (3.7) with gD = 0 and (σ
P
h
, uP
h
) ∈ Qh × V
P
h
be the solution of the corresponding primal method (5.32).
Then the formulation (3.7) with ηe = ρ−12 he, τe = ρ2h
−1
e and ρ2 → ∞ converges to the primal method
(5.32) and
‖σh − σ
P
h ‖0 + ‖ǫh(uh − u
P
h )‖0 + ‖h
−1/2
e [uh − u
P
h ]‖Eh . ρ
−1/2
2
(‖ f ‖0 + ‖gN‖− 1
2
,g,ΓN
). (5.34)
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6 Conclusion
In this paper, a unified analysis of a four-field formulation is presented and analyzed for linear
elasticity problem. This formulation is closely related tomost HDGmethods, WGmethods, LDG
methods andmixed finite elements in literature. And some newmethods areproposed following
the unified framework. Some particular formulations are proved to be hybridizable. In addition,
two class of uniform inf-sup conditions for the formulation provide a unified way to prove the
optimal error estimate under two different sets of assumptions. Also, these assumptions guide
the design of some well-posed formulations new in literature.
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