Abstract. The domestic Chilean wine market is examined through the estimation of an error correction model allowing for structural breaks in the cointegrating vector. Our findings support both parameter instability and one structural break in the long-run relationship in 1982. The wine demand becomes more price-elastic and cross price-elasticity between wine and beer is found to be positive and close to one in the 1983-1998 period. This is in line with the growing substitutability between both wine varieties and wine and beer in Chile during the last two decades. The error correction parameter is found to be negative and highly significant supporting cointegration and suggesting a quick adjustment to long-run equilibrium.
Introduction
During the last two decades, the Chilean wine industry has experienced a strong and accelerate process of internationalization. Investments in new production technologies, more qualified human capital and improved marketing processes are among the main reasons that explain the observed growth rates of 41% in wine production and 834% in wine exports during the 1990-2000 period (Schnettler and Rivera, 2003) . Notwithstanding, this industry has also suffered from the global tendency of a declining per-capita wine consumption [Anderson et al. (2002) ; Schnettler and Rivera (2003) ]. In fact, Chilean per capita wine consumption has fallen from 68 liters in 1962 to 13 liters in 1993, with some signs of recovery in last years (Costa, 2001 ). This decline in consumption has been attributed to a change in consumer's tastes, which have shown a strong tendency toward the substitution of wine for other type of alcoholic beverages such as beer. This change in consumer's tastes may be viewed as a consequence of the strategy adopted by most Chilean wineries that light of this, using critical values from student-t or normal distribution for hypothesis testing may conduct the researcher to misleading conclusions.
An implicit assumption made in previous research is the stability of the demand parameters over time. With the exception of Martinez (1995) , who recognized this possibility and estimated one set of elasticities for the 1949-1972 period and another set for the 1973-1993 period using dummy variables, no formal attempt has been made in order to check whether demand parameters are stable over time. Under stationarity, it is well known that hypothesis testing needs to be adjust to account for possible structural breaks (Greene, 2000) . Although structural breaks have been widely discussed in the context of univariate autoregressive time series with unit roots [c.f. Perron (1989; 1990) ; Zivot and Andrews (1992) ; Perron and Vogelsang (1992) ; Christiano (1992) ; Vogelsang and Perron (1998) ; Lee and Strazicich (1999) ; Lee and Strazicich (2002) ], discussion about structural breaks and parameter instability in a multivariate nonstationary context is relatively recent. Analysis of structural breaks in the cointegrating parameters has been addressed, among others, by Hansen (1992) , Gregory and Hansen (1996) and Kuo (1998) .
The purpose of this paper is twofold. First, we analyze short-and long-run demand dynamics through the use of error correction models that are estimated with time-series techniques that address for nonstationarity. Second, we aim to shed some new lights about structural breaks through the Gregory and Hansen (1996) and Bai and Perron's (1998) methodology for the analysis of structural break in cointegrating systems. Parameter instability is analyzed through the instability parameter test proposed by Hansen (1992) .
The plan for the rest of the paper is as follows. Next section lays out the basic setup and discusses the econometric methodology employed in estimating the domestic wine demand model. In Section , we carry out the empirical analysis and present our main results. Finally, section concludes the paper with some conclusions and final remarks.
Econometric Methodology
In this section we lay out the basic model and describe the econometric methodology we use throughout. We begin with a brief discussion about nonstationarity and cointegration. Given our interest in modelling both short-and long-run wine demand dynamics, we distinguish two stages in our methodology. In stage 1 we specify and estimate the long-run model and in stage 2 we estimate the error correction model (ECM). Accordingly, section details the methodology used to obtain 3 long-run estimates while section discusses the econometric aspects related to the estimation of the error correction model.
Nonstationarity and Cointegration.
A stochastic process is said to be (weakly) stationary if its unconditional mean and variance are constant over time. Nonetheless, it is well known that many economic variables evolve over time and are usually driven by trends that change stochastically over time. This type of processes, called integrated of order one -I(1) in the terminology of Engle and Granger (1987) -are by definition processes whose unconditional mean and variance vary over time.
The econometric literature is plenty of devices to determine the order of integration of individual series. Nevertheless, DeJong et al. (1992) and Perron and Ng (1996) have shown power and size misspecifications appear in most of unit root tests when either the root is close to but less than unity or the moving average polynomial of the first differenced series has a large negative root.
Following the work of Elliott et al. (1996) , Ng and Perron (2001) show that an appropriate selection of the lag truncation in unit-root test together with Generalized Least Squares (GLS) detrended data results in a class of M tests that have good size and power. In the present paper, we follow the Ng and Perron's (2001) suggestion and use the M GLS and the ADF GLS tests to investigate the integration order of the model series.
The above tests assume no structural breaks in the generating process of the series. If such breaks are present, tests such as the M GLS or the ADF GLS lose most of their power [see Vogelsang and Perron (1998) and cites therein]. Since we have reasons to believe that there are breaks in the series, we also test for a unit root using the tests proposed by Zivot and Andrews (1992) and Vogelsang and Perron's (1998) (hereafter the ZA and VP tests respectively). These tests differ from the M GLS or the ADF GLS in that the former consider as the alternative hypothesis a stationary series that fluctuates around a deterministic function with a broken trend. Likewise, the ZA and the VP tests differ from the test originally proposed by Perron in the way the break date is chosen.
While Perron (1989) considered the date of break as exogenously given, Zivot and Andrews (1992) and Vogelsang and Perron (1998) make this date endogenous. Notwithstanding, in a recent paper Lee and Strazicich (2001) have pointed out the tendency of these tests to reject the null of a unit root too often. According to these authors, the spurious rejection of the null is caused by the assumption of no breaks under the null made by the ZA and the VP tests. The authors also show that both tests tend to estimate a wrong date for the break, particulary when the magnitude of the break increases. To overcome these problems, Lee and Strazicich (1999; . This class of model has the desirable property of retaining not only short-run information (contained in differences) but also long-run one (contained in the levels). Engle and Granger also show that cointegration implies and is implied by the error correction representation thus clarifying when levels information could legitimately be retained in econometric equations (Hendry, 1986) . From a practical point of view, this result is extremely appealing because it enables us to model both short and long-run effects separately in the same model, issue that has not been addressed by the literature on Chilean wine demand estimation.
Long-run Model. In this stage, we specify and estimate the following long-run model:
where q t is the log of domestic per capita wine consumption, p t is the log of real price of wine, ps t is real price of beer, y t is real GDP per capita and φ = (β 0 , β 1 , β 2 , β 3 ) , x t = (p t , ps t , y t ) . In the light of our previous discussion, the inclusion of the price of beer as one of the regressors in 1 Formally, the component of the vector x t are said to be cointegrated of order (d, b) , denoted by
The vector α is called cointegrating vector (Engle and Granger, 1987) .
(1) may seem surprising. However, we conjecture that the lack of significance found in previous studies is mainly due to nonstationary in the variables. Consequently, we include price of beer in domestic wine demand specification and tackle the possible problems posed by nonstationarity in the estimation stage.
Parameters in (1) will be estimated using the Fully Modified (FM) single-equation method of Phillips and Hansen (1990) . As shown by Banerjee et al. (1986) the parameters estimated by least squares from a static regression yields super-consistent 3 estimates of the cointegrating vector, although they may be substantially biased in finite samples. Phillips (1995) show that OLS estimates of any cointegrating relation are second order bias in the sense that their limiting distribution are shifted away from the true parameters, though they are first order unbiased (consistent). This author also argues that this second order bias is due to the fact that OLS regressions are not designed to take into consideration long-run endogeneities in the regressors and it is the presence of such endogeneities which produces this bias. On the contrary, the FM technique is designed to estimate cointegrating relations directly by modifying traditional OLS with non parametric corrections that take into account serial correlation, caused by unit roots, and system endogeneity, caused by cointegration.
Furthermore, Phillips (1995) has shown that the FM estimation technique yields t-statistics for parameter estimates which have a normal limiting distribution even in the presence of cointegrated explanatory variables. Thus, standard inferential techniques can be used to test hypothesis on the parameter estimated through the FM technique.
To investigate long-run parameter stability, we apply the econometric methodology proposed by Hansen (1992) and Gregory and Hansen (1996) . Hansen considers a set of tests (the SupF-, MeanF-and L c -test) which are for the null of a stable cointegrating relationship against several alternatives of interest in the context of cointegrating regression models. He also argues that the lack of cointegration is a special case of the alternative of an unstable intercept so his proposed tests may be viewed as tests for the null of cointegration against the alternative of no cointegration.
On the other hand, the residual-based tests of Gregory and Hansen (1996) are extensions to the traditional ADF −, Z α − and Z t − type of tests designed to test the null of no cointegration against the alternative of cointegration in the presence of a possible a regime shift at an unknown time.
This econometric technique also allows us to obtain an estimate of the break point that can be used to re-estimated model (1). Nevertheless, Gregory and Hansen's test is designed for a onetime structural break in the cointegrating relationship. Although Kuo (1998) suggests that multiple breaks can be accommodated into the alternative hypothesis of these tests, the resulting tests would not be free of nuisance parameter making difficult their application in practice. Instead, we adopt a different approach to address the issue of multiple structural breaks in our domestic wine demand model. We apply the Bai and Perron (1998) methodology (henceforth the BP methodology) as suggested by Morales and Peruga (2002) to investigate the existence of multiple structural breaks in the postulated cointegrating relationship in (1). The BP methodology consists of estimating and testing linear models with multiple structural breaks at an unknown date. The purpose is to estimate unknown regression coefficients together with the break points when T observations are available, i.e., using the entire sample. One advantage of this technique is that the algorithm used to obtain the estimate break points uses at most least squares operations of order O(T 2 ), while a standard grid search procedure (such as the one used by Gregory and Hansen (1996) ) would require least squares operations of order O(T m ), where m is the maximum number of breaks allowed in the sample (Bai and Perron, 2001 ). This makes the BP algorithm more efficient than standard grid search procedures. Although the BP methodology was developed for stationary regressors, Morales and Peruga (2002) and Hansen (1996) tests.
If we find evidence of parameter instability, the following 'two regime model' will be estimated:
where DU t = 1(t t ), 1(.) is the indicator function,t is the estimated time of the break and ν is a I(0) process. In case that evidence of multiple structural breaks is found, we re-estimate model
(1) adding a dummy variable for each break that is found. The fact that we accommodate multiple breaks with dummy variables obeys to the small sample size we are working with. To model each of these breaks as a regime shift would leave us with too few degrees of freedom for parameter estimation. The residuals obtained from model (1), (2) or this more general model will be used in the second stage and will correspond to deviations from long-run equilibrium.
Error Correction Model. Residual generated from the static model regression in (1), model
(2) or model (1) with dummies represents deviations from long-run equilibrium and can be used 7
to estimate the short-run dynamics of domestic wine demand using the following error-correction model,
where ecm t−1 is the residual from estimating (1) or (2) Banerjee et al. (1990) and Kremers et al. (1992) , the error correction parameter can also be viewed as a cointegration test. According to these authors, this test is more powerful than the cointegration tests based on the residuals of a static cointegrating regression and also performs better in finite samples. Since the cointegrating vector is estimated before the ECM, traditional critical values can be used to test the significance of the ϕ parameter.
Empirical results
In this section we report and discuss the results obtained from applying the econometric methodology discussed in the previous section. We begin by analyzing the time-series properties of each series in terms of their integration order. After this is done, the long-run model in (1) A more detailed description of the variables used in this study can be found in Appendix 1.
4 Instituto Nacional de Estadísticas, Chile. 5 Servicio Agrícola y Ganadero, SAG. Ministerio de Agricultura, Chile.
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Testing for a unit root. To analyze the integration order of each model series, we apply the unit root tests outlined in section . These results are reported in Table 2 and Table 3 . All tests were conducted using GAUSS 3.6.17
For tests without structural breaks, critical values can be obtained from Ng and Perron (2001) .
Using the 5% critical values, we can not reject the null of a unit root for any individual series. In the case of unit root tests with structural breaks, critical values can be obtained from Zivot and Andrews (1992) , Vogelsang and Perron (1998) and Lee and Strazicich (1999) for the Min LM test.
Model A corresponds to the 'crash model'; Model B to the 'changing growth model' and Model C to the 'crash/changing model' of Vogelsang and Perron (1998) . Based on the results in Table 3 , we do not reject the null of a unit root for almost all individual series using conventional critical values.
For the case of the price of beer series the evidence is not conclusive. This is particulary evident when we look at the results from the Min LM test. These results appear to favor the alternative of trending stationarity under both nulls (the crash and crash/changing trend model). However, Lee and Strazicich (1999) report critical values based on simulations for a sample size of 100 and assuming that the break occurs in the middle of the sample. Moreover, the calculated t-ratio for model A is close to their 1% critical value (-4.30 and Hansen (1990) . Table 4 reports the results.
Based on the information presented in Table 5 , the null of cointegration in model (1) To further investigate possible regime shifts in (1), we use the information provided by the Gregory and Hansen's residual-based test (Table 6 ). The fact that it is possible to reject the null of a stable cointegrating relationship at 5% only for the level shift with trend (C/T) model may be due to the little information that can be obtained from a sample of 50 observations. In fact, critical values are only asymptotic approximations obtained via Monte Carlo simulations and hypothesis rejection may well be due to finite sample bias, as pointed out by Gregory and Hansen (1996) . (1984) argues that the Chilean wine industry experienced a major crisis during the 80s which began in 1981 and may be attributed to several reasons. Among these reasons, the authors mention the Chilean recession at the beginning of the 80s, the liberalization of several restrictions prevalent in the Chilean wine market until 1979 and some changes in the tax structure of this sector. Before 1979, wine production was restricted to sixty liters per-capita as maximum per firm (Martinez, 1995) and wine could be produced only with certain types of grapevines. By the end of 1979, practically all these regulations were eliminated and some changes in supervision and control of tax collection were introduced. In light of this, it appears as very reasonable to expect parameter instability and a structural change in domestic wine demand in the beginning of the 80s. Hence, based on this information, the results from instability tests of Hansen (1992) and the residual-based test of 7 The results from running model (1) with variables in levels are not reported here but are available upon the author's request. 8 Estimation of break dates and parameters were conducted using the companion GAUSS algorithm of Bai and Perron (2001) .
at t = 1982 in the postulate long-run model in (1).
As discussed in section , the presence of structural breaks and parameter instability in (1) requires the estimation of model (2). We estimate this model by the FM estimation technique. However, we further investigate the effect of this regime shift in the postulated cointegrating relationship by applying the Bai and Perron (1998) algorithm in which date of break and model parameters are estimated altogether. We are aware that a partition of the sample at t = 1982 may lead to a lost of efficiency in the FM estimators given the small number of elements in each subsample. However, we employ the FM technique because it is designed for nonstationary regressors whereas the BP estimation technique is not. Table 7 exhibits these results.
From Table 7 , two set of elasticities can be computed. Table 8 .
As a first issue, notice the difference arising between 1949-1982 and the 1983-1998 own-price elasticity. According to the figures in Table 7 and 8, the domestic wine demand becomes more elastic after 1982. This result is not surprising if we consider the growth in wine varieties produced in Chile during the last two decades. By the end of the 70s, the Chilean wine industry adopted as part of its internationalization process a strategy known as 'the best value' or 'value for money' strategy in order to compete with other wine producers in the demanding international wine markets (Fuentes and Vargas, 2002) . To this aim, Chilean wine producers focussed on the production of premium wine in detriment of the lower quality wine supplied to the domestic market at that time. This increase in wine varieties in turn implied an expansion of domestic wine market leading to a more segmented market with consumers willing to pay higher prices for better quality (Banda, 2002; Schnettler and Rivera, 2003) . Thus, to account for this higher substitutability between wine varieties, the aggregated domestic wine demand became more elastic.
Another issue that is worth discussing is the role played by beer when structural breaks are allowed in demand estimation. When a stable relationship is estimated (Table 4) , price of beer turns out to be significant but with negative sign. In light of this result, we would be tempted to conclude that wine and beer are complementary goods instead of substitutes, as suggested by previous research 11 in domestic wine demand. Notwithstanding, this conclusion changes when structural breaks are allowed. The 1949 The -1982 estimate parameters indicate that during this period beer is not statistically different from zero and from a econometric point of view its exclusion from domestic wine demand specification would be justified. However, the 1983-1998 results show a totally different picture.
First, cross price-elasticity turns out to be positive and second, the magnitude of this elasticity is close to one and significant at a 10% level of confidence
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. Consequently, the idea that beer has become an important substitute for wine consumption in Chile during last years finds some supporting evidence on these results.
A final issue worth to be discussed is the magnitude and significance of the income elasticity estimate. Contrary to previous findings, income elasticity turned out to be negative both when a stable relationship is estimated (Table 4 ) and when structural breaks are allowed (Table 7 ). In the first case, we find an income elasticity of -1.3, whereas in the second case this estimate fluctuates between -0.14 and -0.30 for the 1949-1982 period and between -1.72 and -2.20 for the [1983] [1984] [1985] [1986] [1987] [1988] [1989] [1990] [1991] [1992] [1993] [1994] [1995] [1996] [1997] [1998] period. Similarly to the case of the own price-elasticity, these results may be reflecting the fact that Chilean wine consumers have become more demanding in what regards wine quality but have become 'soft drinkers' in what regards wine quantity. Indeed, Schnettler and Rivera (2003) claim that Chilean wine consumers ingest less quantity but better quality of wine. If we add to this fact the overall increase in per capita GDP during this period, it is totally expectable to find a negative income elasticity when both wine consumption and GDP are considered in aggregate terms.
Error correction model results. As outlined in section we investigate the short-run dynamics of domestic wine demand by estimating the error correction model in (3). The lag length was selected using two methods: the significance of the lagged terms and the minimization of the Akaike and the Bayesian information criteria. Results diverge in lag length selection but turn out to be similar in terms of estimate parameters. The estimates for the ECM in (3) using a lag length of 0 and a lag length of 1 are reported in Table 9 .
Several conclusions emerge from Table 9 . First, as expected the own-price elasticity is negative and significant at 5% level of confidence. Second, cross-price elasticity turns out to be negative but very close to zero. Thus, based purely on the short-run results we are lead to conclude that beer acts as a complement instead of substitute, although its effect in short-run demand dynamics is not significant. Third, income parameter turns out to be positive but not statistically significant for 9 The t-ratio for this elasticity is 1.7876.
all model regressions. This result may be due to small sample problems, model misspecification or problems with the proxy chosen for representing consumer's income. Nonetheless, we could think of domestic wine demand as a normal good in the short-run even if the estimate parameter turned out not to be statistically significant. Finally, the error correction parameter is found to be negative and highly significant regardless the lag length employed in the estimation of (3). As mentioned in section , the error correction term can be regarded as a cointegration test. Using critical values from a normal distribution, the reported t-statistic is, in all cases, highly significant. The same conclusion is obtained if we use the non standard critical values of Ericson and MacKinnon (2002) .
In this last case, the p-values for the t-statistics are 0.0134 when a lag of 0 is used and 0.0139 when model lag is 1. Therefore, the significance of the computed error correction term indicates that model variables are indeed cointegrated. Regarding the value of the error correction parameter, we can claim the existence of a fast adjustment to long-run equilibrium. This is because greater values of this parameter implies faster adjustments to long-run equilibrium. This appears indeed to be the case for domestic wine demand.
Conclusions and Final Remarks
This paper examines the domestic Chilean wine market through the estimation of short-and long-run elasticities using time-series techniques that address the problems posed by nonstationary regressors. We also investigate long-run parameter instability and estimate a domestic wine demand model allowing for structural breaks in the cointegrating vector. Results from instability tests support both unstable cointegrating parameters and the existence of one break in 1982. From the estimated long-run two regime shift model, domestic wine demand is more price elastic after 1982. This result is not surprising if we consider the higher substitutability between wine varieties observed in Chile during the last two decades. When structural breaks are accounted for, cross price-elasticity between wine and beer turns out to be positive with a value close to one for the 1983-1998 period. This result is in line with the observed growing importance of beer as a substitute for wine consumption in Chile during last years. Results from the ECM suggest that domestic wine demand is price inelastic and that beer acts as a complement instead of substitute, although its effect in short-run demand dynamics is not significant. In what regards income elasticity estimates, our findings suggest that wine is a normal good in the short-run, although income estimate is not statistically significant at a 10% level of confidence. Finally, the error correction parameter turns out to be negative and highly significant regardless the lag length employed in the estimation of the 13 and points toward a fast adjustment to long-run equilibrium given economic shocks in the domestic wine market. Table 2 . M class of unit-root tests.
These unit-root test correspond to those suggested by Ng and Perron (2001) . Asymptotic critical values for the M Za, M Zt and the ADF GLS tests can be found in Table I of Perron (2001, p. 1524) . Critical values for the Phillips-Perron Za test can be obtained from MacKinnon (1996) . Table 3 . Unit-root tests with broken trend.
These unit-root test corresponds to the Min t α of Zivot and Andrews (1992) ; the Min t α for innovational (IO) and additive models (AO) of Vogelsang and Perron (1998) ; and the Min LM test of Lee and Strazicich (1999) . Critical values can be found at these papers. Model A corresponds to the 'crash model'; Model B to the 'changing growth model' and Model C to the 'crash/changing model', as defined in Vogelsang and Perron (1998 Table 6 . Residual-based tests.
This table exhibits the results from the residual-based test of Gregory and Hansen (1996) .
(***),(**),(*) means significance at 1, 5 and 10%. Table 8 . Domestic wine demand elasticities.
For the 1949-1982 period, elasticities correspond to the parameter estimates β i , i = 0, 3. The 1983-1998 elasticities are obtained by adding to the corresponding βi, i = 0, 3, the value of βj, j = 4, 7.
Thus, the 1983-1998's own-price elasticity is equal to β1 + β5 = −0.6341. The remaining elasticities are compute likewise. t-ratios were computed as follows:
. (***),(**),(*) means significance at 1, 5 and 10%. 1949-1982 1983-1998 1949-1982 1983-1998 Own-price −0. 
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