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ABSTRACT 
In this paper we prove the formula 
~o w ~-dk (Pn-- bkk)(q +k bk) 
( _1 )  k (p --kbW/d) (k q-kW/d) -I (p + q -- k 
=kffio n - -  k / 
and obtain a more general t ransformat ion for sums of the form 
~ (a +kbk) (c + b(n-- k))f(k)g(n -- k ). 
k=o n - -  k 
These sums contain many special cases in the literature of statistics, probability, 
combinatorial  analysis, special functions, and other areas of mathematics.  
1. INTRODUCTION. This paper is concerned with combinatorial sum- 
mations of the general form 
~--o (a q-kbk) (c~b:) f (k) (1.1) 
some special cases of which we are able to evaluate in closed form or 
* The work of this author is supported by Nat ional  Science Foundat ion Grant 
GP-482. 
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to transform into related series. The case b ~-b' seems intractable in 
general. 
Such sums arise in a variety of ways. From a purely algebraic view- 
point they arise in the study of addition theorems for the binomial 
coefficient function. Thus it is a very old and well-known fact (equiva- 
lent to the binomial theorem) that 
k=o k n - k n 
for all real a and c. The elegant generalization (for all real, a, b, c) 
where 
A~:(a, b)A,~=~(c, b) : A.(a § c, b) (1.3) 
k=O 
Ae(a, b) -~ a + ( a + bk 
is due to H. A. Rothe in his dissertation i Leipzig in 1793 (see [6] and 
[7] for references). This identity has been widely used, rediscovered 
repeatedly, and generalized extensively. 
The references at the end of this paper will give some idea of what is 
known; however a complete bibliography would embrace several hun- 
dred titles. Still, (1.3) is not perhaps as widely known as such an elegant 
addition theorem should be. It appears in no leading text on statistics, 
probability, or combinatorics, but its use simplifies many standard ar- 
guments and proofs throughout these subjects and in the theory of spe- 
cial functions. The usefulness of (1.3) arises because of the presence of 
the arbitrary parameter b. Oakley and Wisher [17] used the formula for 
b = 4 to enumerate classes of flexagons, geometric objects made by 
folding a strip of paper. Another special case of (1.3) turned up in a 
problem on random variables posed by K.L .  Chung and solved by 
one of the present authors [6]. A special case of (1.3) was proved by 
lattice enumerations by Lyness [14]. Mohanty [15, 16] has obtained (1.3) 
in general by lattice methods and extended the formula in an interesting 
non-trivial manner. R.E.  Greenwood (unpublished) has found yet 
another special case of the formula by lattice paths. 
Relation (1.3) follows easily from the formula of Lagrange for inver- 
sion of series, and Raney [18] has derived this in turn using combina- 
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torial methods in logic for enumeration of strings of words. His paper 
ends by deriving (1.3). 
In [6] one of the present authors (Gould) asked for a simple inductive 
proof of (1.3). In Section 2 below we present such a proof, due to Kau- 
cky, for the somewhat more general addition theorem of Hagen and 
Rothe. Several inductive proofs have come to light. Raney (unpub- 
lished, in letter to Gould dated Dec. 16, 1957) gave two short inductive 
proofs. Dockeray [3] already in 1933 gave an inductive proof and many 
other interesting results. 
Feller [5] gives a list of combinatorial identities but does not mention 
the addition theorem (1.3). In his new chapter 3 he obtained formula 
(4.12) 
n--1 
= r  
k=y 
where (4.11), 
f~(u)-- Y~ ( 2n -- Y ) 2u-2~, n > y > O, 
n 2n  - -  y n - -  - -  
about which he writes "but it is not easy to verify that (4.11) satisfies 
(4.12), and it is not all clear how the explicit formula (4.11) could be 
derived from (4.12)." Now the fact that Feller's (4.11) satisfies (4.12) 
is at once evident since the identity is equivalent to (1.3) for the special 
case a = -- y, c = -- 1, b = 2. The derivation of (4.11) as a solution 
of (4.12) is closely allied with the question of the most general solution 
to Eq. (1.3) and this is approachable by some theorems of J. Acz61 about 
difference or functional equations. 
As a final example of papers treating (1.3) we mention the letter of 
E. S. Allen [1] and the paper of Bessel-Hagen and Hasse [2]. Allen asked 
after a special case of (1.3) and in [2] the general result was proved by 
the method of generating functions. This proof was not new and had ap- 
peared before in the literature. In a letter to Gould (May 31, 1965) Allen 
has noted a typographic error in one of the steps of the proof in [2]. He 
writes "I find a discrepancy on page 233. In the denominators of the 
terms summed (in exponents of e) we read v in one case, v! in the other. 
Should they not agree?" The interested reader should have no great 
difficulty in verifying which is correct. 
We have each tried to sum (1.1) in the case that f (k )  = w/(w + bk) 
when b -7~ b' but without success due to the complication of the result- 
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ing expressions. The same trouble arises for f (k) = 1 identically and 
b =/= b'. This sum would generalize one studied by Jensen [13] who 
used the method of recurrences to show that 
'~ p - -  kb -k kb + - k 
k~j=o(n_k)  ( q ) - - - -~  (P  q k k=0 n -- k ) b~' (1.4) 
from which he was then able to get a dosed expression for certain re- 
strictions on p, q, n, b. 
In the present paper we offer two approaches to the summation of 
certain cases of (1.1). One approach (Kaucky) is by recurrence r lations. 
The other approach (Gould) is by means of a general transformation 
obtained by use of generating functions. However, neither method has 
yet yielded a dosed form for (1.1) when b 5& b'. Jensen [13], of course, 
used recurrences in his notable paper of 1902 to obtain (1.4), and his 
method was applied in [8] to generalize Jensen's formula; consequently 
we emphasize that the problem admits of no unique approach. 
Two main results are given here. Thefirst main result is formula (4.2) 
below and its equivalent formula (5.1). The method in the one case is by 
recurrences and in the other by an inverse series transform method. The 
result gives as a special case a formula derived recently by Ora Engel- 
berg [4], who was able to obtain formula (3.2) below in virtue of the fact 
that certain probabilities add to a constant, but was unable to offer a 
direct proof. Section 3 below gives a very simple proof of the formula 
of Engelberg by showing that it may be converted by a simple identity 
into a special case of relation (2.2), a fact not at once obvious. This 
exhibits what John Riordan has termed the "protean nature" of bino- 
mial identities. 
The second main result is that developed in Section 6 below. There a 
general transformation of (1.1) in the case b = b' is offered and is nothing 
more than a refinement of that in [10] and motivated irectly by (Kau- 
cky's) formula (4.2). It may be possible to modify this so as to handle 
the case b ~g: b'. 
We should indicate the authors' responsibilities for different parts of 
this paper. Sections 2, 4, and part of 1 are due to Kaucky, and the re- 
mainder to Gould. Sections 6 and 7 contain a remarkably simple identity 
having wide applicability in the summing of certain binomial sums. 
This is illustrated by a new proof for an alternative form of Jensen's 
identity which had been given in [10]. 
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2. INDUCTIVE PROOF OF THE FORMULA OF ROTHE-HAGEN. We shall 
prove that 
r + sk { p -- bk ( q bk ) 
~" (p -- bk) (q + bk) ~, n " k ) +k k=O 
r(p + q - bn) + snq ( p + q 
= -~-Sr-q~--- - - -b~ n ) 
(2.1) 
which is relation (17) in [6] and which can be restated in the form 
n l'(p + q) + spn 
Y~ (r + sk)Ae(p, b)A.2k(q, b) = A.(p + q, b) 
k=o P+q 
with A~(a, b) as in (1.3), 
Because 
r+sk  A B 
(p -- bk) (q § bk)- -  q + bk + p -- bk ' 
rb -- sq rb q- sp 
A - -  B - -  
(p -}- q)b ' (p -}- q)b ' 
it follows that the left-hand member of (2.1), T say, is given by 
A B 
T = S(p, q; n, b) + - -  
q p -- bn 
where 
S (q + bn, p -- bn; n, b),  
(2.2) 
k=o q + bk -- k " 
S(p' q; n' b) = ( P + q ) 
We will prove that 
(2.4) 
We proceed by induction. It is evident hat (2.4) holds for n ---- 0 and 
we will show that, if it holds for n, then the relation must also hold for 
n+l .  
In fact, 
(p§  p§  (p+q)_  p+q- -n  S(p,q;n,b)  
n+l  n+l  n n+l  
p+q (, 
( , )+  {(,) 
n+l  n+l  
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where 
+~1~ ,_~ (p -~)(~_  i+ )} . ~ ~_1 
q P 
p 1)+ n--~{(n) =(n+ 
~ n+l - -k  ( p -bk  ) (q - - l+bk)  
k=l k n+ l - -k  k - -1  
'~ p - -  bk -- 1 + bk 
+k~_l( n- -k  ) ( q k )t 
( ) ~+(  ) (  ) = p +q,~ p--bk__, q--k 1 +lbk n+l  ~=1 n+l  k -- 
+ ~.~n-~) (  ~ ~ ) 
~_1( )( )t ,~ p - -  b- -  bk q--  l + b + bk =o n - k k 
~+1 1 _ 1.+lbk ) P )+~1; (  "~ =(  +1 _ n k - -  n + X- -k ) (  q 
q { ~' p -bk  - 1 +bk  
- -  ~o(. ~)( ~ + n+l  k ) 
_~ n- -k  k 
.+~ ( )( ) = ~ q p -- bk q + bk 
~=o q+bk n+l - -k  k 
q {R(p, q -- 1" n, b) 
+ n+~ 
-- R(p -- b,q -- 1 + b;n,b)}, 
~=o\ n - -k / \  k /" 
However, by Jensen's identity (1.4) we have that 
R(p ,q ;n ,b )=~ p+q- -k  b~=F(p_F_q ) 
o n - -k  
whence the difference of the two R's in the braces above is identically 
zero. Therefore we have found that 
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( :+q)  + =S(p ,q ;n§  
and this is (2.4) with n + 1 instead of n. Thus the induction is complete 
and formula (2.4), and hence also (2.1), are proved. 
The novelty in this proof is the use of Jensen's relation. 
3. DIRECT PROOF OF Two FORMULAE OF ENGELBERG. Engelberg [4] 
found the following relations by probability calculations: 
~=o a - -n~S2k k n - -k  = n ; (3.1) 
1 k, b+l, 2)= 1 
k=o l +kb  k n- -  l - - k  ~ n 
(3.2) 
Relation (3.1) follows at once from the more general relation 
Ak(a, b)Gn_~(c, b) = Gn(a -k c, b) , 
k=O 
where: 
Gk(a ,b )=(a+kbk)= a+bka Ak(a,b). 
(3.3) 
Relation (3.3) is a non-symmetric addition theorem related to (1.3) 
and both of these are special instances of relation (2.2). Cf. [6], [7], 
[8], and [13]. 
Engelberg's relation (3.2) is less obvious, being the motivation for our 
paper. However, a very simple proof is possible which makes use of 
nothing more sophisticated than the identities 
- -x  - -  x - -1  x 
(k )  =( - -1 )~(  +k k 1 ) , - -n - - ( :  1 )=(n)  (3.4) 
and some simple substitutions to show that (3.2) may be converted i- 
rectly into a special case of (3.3). Indeed, we have the following equiva- 
lent relations: By (3.4), Engelberg's relation (3.2) above is equivalent to 
~o 1 +bk  k n - -  k n -  1 " 
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In this, replace n by n + 1 and b by -- b and we have the equivalent for- 
mula 
k=0 ~ -- 1--1+bk ( -- l + bk ) ( b -t- b(n -- k) n -- k = ( -- l + b + bn ' 
(3.5) 
where we have also made the trivial change 1/(1 -- bk) = -- 1/(-- 1 +bk). 
But (3.5) is merely a special case again of relation (3.3) with a = -- 1, 
c = b. The first relation in (3.4) is useful in seeing how to convert many 
similar relations into a form which is more evidently summable in closed 
form. In spite of the simplicity of the above, we turn now to other direct 
methods of finding relation (3.2) and more general such results. 
4. GENERALIZATION OF ENGELBERG'S FORMULA. Formula (3.2) of 
Engelberg is of the form 
(4.1) 
We shall show now that 
S(p' q' w; n' b' d) = ( p + q 
(4.2) 
+ ~ (p +q- -  k)(wb -- qd)(wd--(q--  1)d) . . .  (wd- - (q -  k+l)d) 
~=1 n- -k  (w+d) (w+2d)  ~-2~kd)  ' 
from which (3.2) follows at once. 
Indeed, we have 
S(p, q, w; n, b, d) 
=(p)  + (wb--qd)~] w p - -bk  --kl+lbk 
k=lT ,n - -k  ) (q  k - )" 
In the first sum replace k by k + 1, and note that (3.3) with a = q 
c = p -- bn yields 
q (p - bk + bk 
(P+q)=kn k=o q+bk \ n - -k  ) (q  k ) 
=(p)+q~ 1 Pn 'bk  q--  l +lbk ) 
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and we find that 
S(p, q, w; n, b, d) 
(p+q)q_(wb--qd)~21 w~-d [p--b--bk](q-lq-kb-kbk ) 
= n wq-d ~o wq-d+dk \n-- l - -k]  ' 
so that we have the recurrence relation 
S(p, q, w; n, b, d) 
=(P-q -q)n  q- wb-qdw+d 
(4 .3)  
S(p-- b,q-- 1 + b,w + d ;n -  1, b,d). 
Repeated application of this formula yields our assertion (4.2). To obtain 
Engelberg's formula from (4.2) we first replace b by 1 + b and n by 
n - -  1 and then le tp=(1  +b)n- -2 ,  q=0,  w= 1, and d=b.  This 
gives from (4.2) 
~-1 1 (1 +nb) (1 -kk) -  2 (1 + b)k 
[(lq-b)n--2~ -~ ~1 ((1-q-b)n--2--k~ ~1 [(lq-b)n--2--k~ 
= l n--1 ] ~< n" l--k ]=k=o\  n-  l--k ] 
= ~ (--1) - - ~ - 1  ~1 J--(l+b)n+n'~ ~-a ( ~.. bl)  
~~ / n - l -k  ]=:C  ( -1 )*  _ k=O 
=[n-lq-bn~_ 1 ((l+b)n I 
\ n -1  ] l+b\  n / '  
which is Engelberg's sum. At the last step we used the evaluation 
(m m x) all real x 
/c=O k = 
which is well known and simple to prove. 
5. ALTERNATIVE FORM AND PROOF OF (4.2). We shall now prove that 
(4.2) can be derived in the form 
S(p, q, w; n, b, d) --  ( - -  1) ~ 
p q- q -- k ~. (5.1) n-k  ] 
242 GOULD 
That this form of (4.2) is equivalent to that previously found is easily 
shown, but the derivation leading us to this uses quite a different method. 
We recall the pair of reciprocal relations proved in reference [9, Theo- 
rem 2]: 
F(n)= ~ (-- l )~(k)  (a -kbk)  n (5.2) 
if and only if 
n f(n) = (-- 1) ~ 
k=O 
~+b~-~ (a§ 
a -I- bn k f(k) (5.3) 
We wish to choose 
W 
f (k) -- w+dk 
and need to evaluate (5.2) in this case. The result will then be inverted 
by (5.3). Now it was noted in [9, (6.4)] that if g(t) is any polynomial 
of degree n in t, then 
~(~,~(n) ~ ( )~4~ k=o k g(t -- k) = g(t -I- Y) Y -}- n -~ yq-k  n ' 
which is a simple consequence of the Lagrange interpolation formula. 
In this, choose 
g(x)= ( a -  bx ) w 
, y -~ and set t=O 
n d ' " 
This yields 
a w = a n n ). (5.5) ~0~_1)~(:)( +n ~) w~ (:w,~)( +~,~ 
This then inverts by (5.3) to give 
(a+bn)  w =~ (_ l )k  a -kbk- -k  
n w -k dn k=o a q- bn -- k 
• (a+bn- -k  (a - fw/d)  
n - -k  ) (k+w/d  
k )  
(5.6) 
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Our technique now is to multiply this by an appropriate binomial 
coefficient and sum both sides. It will be expedient to change some letters. 
From (5.6) then, we find the following 
S=o w+dj  j n - - j  
(a 
(c? (n -~ j ) )a+bk-k  (a+bj - -k  I 
~=~ a+bj - -k  \ j - - k  / 
a -- bw/d)  
~] ( _  1) ~ k "-~ = E Gn-k-~(c, b)Aj(a + bk -- k, b) 
k=o ( k + w/d 
k ) j=o 
in the notation of (3.3), which when applied to evaluate the inner sum 
gives us for it G,~_~(a --}- bk -- k + c, b), and our formula then reads 
w 
k=o w + dk k 
~ y)  
c --}-:(n -- k) 
- -k  ) 
a + c -q- bn -- k'~ (5.7) 
n- -k  } 
The change of variable a = q, c = p -  bn yields our assertion (5.1). 
This result, like that in Section 4, still gives no hint of a general pro- 
cedure. In the next section we obtain a general transform not restricted 
to the particular choice for f (k )  used so far. 
6. A GENERAL TRANSFORMATION OF SERIES. Our object now is to prove 
that 
k)) 
~=o k n -- k f (k)g(n - -  k) 
(6.0 
--  ( -1 )~A~_k(a+e+bk-k ,b )~ F (a ,b , j )G(c ,b ,k - - j ) ,  
k~O i=o 
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where: 
and 
k=O J 
(6.2) 
(6.3) 
The method of proof is to use the series transformation 
y, a bk zk f (k )=x  ~ (--1) ~u ~F(a ,b ,n ) ,  
k~O nffiO 
(6.4) 
where z = (x - 1)/x b and u = (x -  1)/x, as was shown in [9, Theo- 
rem 1]. Using the transforms (6.2) and (6.3) and the corresponding in- 
finite series from (6.4), we find by multiplying the series together that 
U =- ~Z z ~ ~ a + bk  c + b(n -- k )  
,=0 k=0 ~ k n -- k f (k)g(n -- k)  
= x~+C ~] ( -1 )~u"  ~] F(a ,b ,k )G(c ,  b ,n  --  k).  
n:0  k=0 
Now, x"+Cu n ~ X"+C+b"-nZ "~and from [8] it is well known that 
x ~ = ~ A~(a, b) z ~ . (6.5) 
k=O 
In this last formula replace a by a -5 c + bn -- n and use the other re- 
mark to get 
U=~ ( - -1 ) "z"Z  Ai (a+c+bn,n ,b )  z i ~a ,b ,k )G(c ,b ,n -k )  
n=0 j=O k~O 
k 
= ~ z~ ( - -1 )kAn_k(a  + c + bk -- k, b) N F (a ,b , j )G(c ,b ,k - - j ) ,  
n=O k~O ]=0 
so that by equating coefficients of powers of z in the two forms of U 
we find that we have proved our assertion (6.1). No question of conver- 
gence of series is involved since the work with formal generating func- 
tions can be based on a formal algebra of power series. An expression 
of this viewpoint is given in Riordan [19, pp. 19-20], where the work of 
E.T.  Bell is cited, Formula (6.1) is analogous to the relation given 
in [12]. 
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The general formula (6.1) is a mild extension of the formula derived 
in [10]. The formula there suffered the limitation that g ----f. 
To derive the formula (5.1) is easy, but the steps may be worth clar- 
ifying as an interesting, novel series arises in the process. 
Let g(k) = 1 andf (k )  = w/(w + dk). Then it is not difficult to show 
that the corresponding transforms (6.2) and (6.3) have values 
G(c, b, n) -~ (-- 1)" b" ,  
almost trivial to show, and 
by (5.5). Substitution of these values in (6.1) and interchanging the order 
of summation, we find that 
n k))  w 
~o k n -- k w + dk 
(6.6) 
d -1 n 
Comparing this result with (5.7), the equivalent of (5.1), we see that we 
need to show that the inner sum on the right of (6.6) has value (~+an+2}*-J), 
or, what is the same thing, we must prove the formula 
~, A,_~(a + bk - k, b) bk-i = ( a -l- bn - j ) . 
k=o n -- j 
(6.7) 
In view of the definition of A~(a, b) this formula is equivalent to the more 
elegant formulation 
(6.8) 
The proof is left to the reader and is not difficult, In fact (6.8) is a solu- 
tion of the more general equation 
a-q- bk -- k f (a ,  b, n, k) =f (a ,  b, n, j). (6.9) 
~,=s a + bn k 
The general solution of this equation is easily found and turns out to be 
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f (a, b, n, k) = ( a q-n bn_ k-- k ) bk g(a, b, n) , (6.10) 
where g is arbitrary. We may write the general solution in the alternative 
form 
f (a ,b ,n ,k )=bk(n) (a+bn)  -1 k k f(a, b, n, 0), (6.11) 
and (6.8) follows upon choosing f(a, b, n, O) = ("+nb~). 
7. SIMPLE PROOF OF AN ALTERNATIVE FORM OF JENSEN'S FORMULA. 
It was found in [10] that Jensen's formula (1.4) could be transformed 
into 
k=o n -- k k)/ 
) 
(7.1) 
= ~ (a+c %-bn- k )a+c+bk- -k .k  
~=o n- -k  ~ ( + 1) b ~. 
However, (6.8) affords a very short proof. Sum both sides of (6.8) from 
j :0 to  j=n and we obtain 
( -- ) n a+bk- -k (a -} -bn-k )  
a+bn J b J = ~ o ~  b k (k+ 1)b ~. (7.2) 
j=0 n - -  j 
Replace a in this by a + c, recall Jensen's formula (1.4), and the proof 
of formula (7.1) is immediate. Other applications of (6.8) are just as 
novel. 
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