Abstract: In the first part of this paper, we prove the uniqueness of the solutions of SPDEs with reflection, which was left open in the paper [DP1] in PTRF (1993). We also obtain the existence of the solution for more general coefficients depending on the past with a much shorter proof. In the second part of the paper, we establish a large deviation principle for SPDEs with reflection. The weak convergence approach is proven to be very efficient on this occasion.
Introduction and framework
Consider the following stochastic partial differential equation (SPDE) with reflection: (x,t) ∂t
+ f (x, t; u) = σ(x, t; u)Ẇ (x, t) + η; u(·, 0) = u 0 ; u(0, t) = u(1, t) = 0, (1.1) whereẆ denotes the space-time white noise defined on a complete probability space (Ω, F, {F t } t≥0 , P ), where F t = σ(W (x, s) : x ∈ [0, 1], 0 ≤ s ≤ t); u 0 is a non-negative continuous function on [0, 1] , which vanishes at 0 and 1; η(x, t) is a random measure which is a part of the solution pair (u, η) . The coefficients f and σ are measurable mappings from [0, 1] × R + × C([0, 1] × R + ) into R. The following definition is taken from [DP1] , [NP] .
Definition 1.1. A pair (u, η) is said to be a solution of equation (1.1) if (i) u is a continuous process on [0, 1] × R + ; u(x, t) is F t measurable and u(x, t) ≥ 0 a.s.
(ii) η is a random measure on (0, 1) × R + such that This equation was first studied by Nualart and Pardoux in [NP] (PTRF 1992) when σ(·) = 1, and by Donati-Martin and Pardoux in [DP1] (in PTRF 1993) for general diffusion coefficient σ. Various properties of the solution of equation (1.1) were studied later in [DMZ] , [DP2] , [HP] , [ZA] and [Z] . SPDEs with reflection can also be used to model the evolution of random interfaces near a hard wall. It was proved by T. Funaki and S. Olla in [FO] that the fluctuations of a ∇φ interface model near a hard wall converge in law to the stationary solution of a SPDE with reflection.
We now introduce the precise assumptions on the coefficients. Let f, σ are two measurable mappings
σ (x, t; u) = σ(x, t; v) , x, t; u), σ(x, t; u) are functionals that can depend on the past of u. If F (z), G(z) are real-valued local Lipschitz functions, then σ(x, t; u) := G(u(x, t) ) and f (x, t; u) := F (u(x, t)) are particular functionals that satisfy assumptions (I), (II) 
and (III).
The purpose of this paper is twofold. In the first part, we prove the uniqueness of the solution of (1.1) which was left open in [DP1] . In the paper [DP1] , the authors obtained the existence of a minimal solution of SPDEs with reflection through approximations of penalized SPDEs. Our approach also allows to prove the existence of the solution by iteration. This provides a much shorter proof of the existence of the solution and for more general equations with coefficients depending on the past. In the second part of the paper, we consider the small noise perturbation of equation
(1.4)
We will establish a large deviation principle for
, the space of non-negative continuous functions in [0, 1] × [0, T ] endowed with the uniform topology. Small noise large deviations for stochastic partial differential equations driven by space-time white noise was first obtained by R. Sowers in [S] and later by Cerrai and Röckner in [CR] . In these papers, the method is to establish some exponential estimates for solutions of the corresponding SPDEs, which are difficult to get for the current equation (1.1) because of the reflection. Instead of proving exponential estimates, we will use the weak convergence approach in the theory of large deviations, which is proven to be very efficient on this occasion. The reader is referred to [BD] and [DE] for details of this method. One of the key elements in this approach is to prove the weak convergence of the perturbation of equation (1.4) in the random Cameron-Martin directions. We remark that using the weak convergence approach one can also provide a simpler proof even for large deviations of SPDES without reflection.
. f, σ are said to satisfy the globally Lipschitz assumption, if for any T (I'). There exists a constant K(T ) depending on T such that for any
(1.5)
The organization of this paper is as follows: In Section 2, we study the deterministic obstacle problem and prove the existence and uniqueness of the solution of equation (1.1). In Section 3, we study the skeleton equations and establish a large deviation principle for solutions of SPDEs with reflection.
The Existence and Uniqueness

Deterministic obstacle problem
Consider the following deterministic parabolic obstacle problem:
(2). η is a measure on (0, 1) × R + such that for all ε > 0, T > 0
Furthermore, η also satisfies (a),(b) of (ii) in the Definition 1.1.
.
is called a solution to problem (2.6). The following result was proved in [NP] (Theorem 1.4).
Remark 2.1. The conclusion |z| T ∞ ≤ |v| T ∞ was not stated in Theorem 1.4 in [NP] . However, it follows from the estimate (13) in the proof of Theorem 1.4 in [NP] by choosingv = 0 and noticinĝ z ε = 0 because f = 0.
SPDEs with reflection Theorem 2.1. Under the assumptions (I), (II), (III), the equation (1.1) admits a unique solution
Proof: Existence. Using the linear growth condition (1.3), and standard localization arguments, we may assume that f, σ satisfy the global Lipschitz condition. We will use successive iteration. Let
where G is the Green's function associated to the operator
∂x 2 with Dirichlet boundary conditions. As in [WA] , it is seen that v 1 (x, t) satisfies the following SPDE:
. Denote by (z 1 , η 1 ) the unique random solution of (2.6) with v = v 1 . Set u 1 = z 1 + v 1 , then we can easily verify that (u 1 , η 1 ) is the unique solution of the following reflected SPDE:
Iterating this procedure, suppose u n−1 has been defined. Let 8) and (z n , η n ) be the unique random solution of equation (2.6) with v(x, t) = v n (x, t). Set u n = z n +v n , then (u n , η n ) is the unique solution of the following reflected SPDE:
From the proof of Theorem 1.4 in [NP] , we have
(2.10)
In view of (2.10), we have
By (1.5) and Hölder inequality, for p > 6, 
Choosing p > 20 and applying Garsian's lemma, we obtain that 14) where N (ω) is a random variable satisfying
where a, γ are constants depending only on p. Choosing s = 0 in (2.14), we see that there exists a constant c T such that
Putting (2.11), (2.12), (2.16) together and using the fact that 17) we get that 18) where c(p, K, T ) is a constant depending on p, K, T. Hence, for any m ≥ n ≥ 1,
Hence, there exists a random field u( 20) and lim
Next, we will show that u is a solution of equation (1.1). Since u n (x, t) ≥ 0 a.s, it follows that u(x, t) ≥ 0 a.s. For any φ ∈ C ∞ 0 ((0, 1) × R + ), let φ(s) denote the function φ(·, s) and f (s, u) denote the function f (·, s; u) . Since (u n , η n ) is the solution of equation (2.9), we have
All the terms on the left side of the above identity converge a.s to the corresponding terms with u n replaced by u, as n → ∞ (taking a subsequence, if necessary). On the other hand, it follows from (1.5) that
Thus, η n converges in the distributional sense to a positive distribution η on (0, 1) × R + a.s and hence a measure on (0, 1) × R + . Letting n → ∞ in (2.21), we have
so (u, η) satisfies condition (iii) of Definition 1.1. To prove (u, η) satisfies condition (iv) of Definition 1.1, it is sufficient to prove
Now, for any (x 0 , t 0 ) ∈ {u > 0}, there exists a open ball B((x 0 , t 0 ), r), which is centered at (x 0 , t 0 ) with radius r, such that
, for some positive number α.
Since lim n→∞ |u n − u| T ∞ = 0, there exists a N 0 such that ∀n ≥ N 0 ,
, which satisfies 0 ≤ φ ≤ 1 and
where the last step follows from the fact that (u n , η n ) is the solution of equation (2.9). Hence,
which yields (2.23). Following the proof of Theorem 1.4 in [NP] , we can show condition (ii) of Definition 1.1 is also satisfied by (u, η). Thus, we have shown that (u, η) is a solution to equation (1.1).
Uniqueness. Let (u 1 , η 1 ) and (u 2 , η 2 ) be two solutions of equation (1.1). Set
is the unique solution of equation (2.6) with v = v i , i = 1, 2. Similar to (2.10), we have
By the similar proof as that for (2.18), we have 
This implies that E|u
1 −u 2 | T ∧τ N ∞ = 0. Letting N → ∞, we get E|u 1 −u 2 | T ∞ = 0. Hence, u 1 = u 2 ,
Large deviation principles
From this section, we assume that f, σ satisfy the global Lipschitz condition.
Skeleton equations and the rate function
The Cameron-Martin space associated with the Brownian sheet {W (x, t), x ∈ [0, 1], t ∈ R + } is given by s) dxds ∈ H, consider the following reflected deterministic PDE (the skeleton equation): 
Theorem 3.1. For any h ∈ H, the equation (3.1) admits a unique solution.
Proof: The proof is similar to that of Theorem 2.1, we sketch it here. Existence. Let
and (z h 1 , η h 1 ) be the solution of equation (2.6) with
is a solution of the following reflected PDE:
and define (z h n , η h n ) to be the solution of (2.6) with
is the solution of the following reflected PDE:
Applying (2.10), one obtains that
By (1.5) and Hölder inequality we get Then,
Therefore, for any m ≥ n ≥ 1,
From the left-hand side of the above identity, it is easy to see that η h n converges in the distribution sense to a positive distribution η h on (0, 1) × R + and thus a measure on (0, 1) × R + . As in the proof of Theorem 2.1, we can show that (s h , η h ) is the unique solution of (3.1).
Polish space endowed with the weak topology of H.
Proof: Let {h n } ∞ n=1 be a sequence of elements in B N . Assume h n w h. We need to prove
where s hn , s h are the solutions of equation (3.1) associated with h n , h respectively . Let
and
By (1.5),
(3.12)
Since h n w h and
Following the proof of Corollary 3.4 in [WA] , we can show that {g n (x, t), n ≥ 1} is also equicontinuous. According to Ascoli-Arzela Theorem, we deduce that {g n (x, t), n ≥ 1} is relatively compact in 
Large devation principles
Define A to be the class of random field h(x, t) satisfying h ∈ H, P-a.s, h(x, t) is F t measurable. + f (x, t; u ε,h ) = εσ (x, t; u ε,h )Ẇ (x, t) + σ (x, t; u ε,h )ḣ(x, t) + η h ; u ε,h (·, 0) = u 0 ; u ε,h (0, t) = u ε,h (1, t) = 0.
(3.17)
The above equation admits a unique solution. This can be shown in the same way as Theorem 2.1.
Recall the following result from [BD] 
