The integrability of a system of two symmetrically coupled higherorder nonlinear Schrödinger equations is tested by means of the singularity analysis. It is proven that the system passes the Painlevé test for integrability only in ten distinct cases, of which two are new. For one of the new cases, a Lax pair and a multi-field generalization are obtained; for the other one, the equations of the system are uncoupled by a nonlinear transformation.
Introduction
In this paper, we study the integrability of the following system of two symmetrically coupled higher-order nonlinear Schrödinger equations: q t = hq xxx + ax + bq 2q
x + crrq x + dqrr x + eqrr x + i(sq xx + f q 2q + gqrr), r t = hr xxx + arrr x + br 2r
x + cqqr x + drqq x + erqq x + i(sr xx + f r 2r + grqq),
where h, a, b, c, d, e, s, f, g are real parameters, a 2 + b 2 + c 2 + d 2 + e 2 = 0, s = 0 if h = 0, and the bar denotes the complex conjugation. Section 2 is devoted to the singularity analysis of (1). There we prove that the system (1) passes the Painlevé test for integrability only in the following ten distinct cases: h = 0, a = 0, b = 0, c = d = e = a, f = g = sa/(3h);
(2) h = 0, a = 0, b = d = g = 0, c = e = a/2, f = sa/(3h);
h = 0, a = 0, b = d = e = 0, c = a, f = g = sa/(3h); (4) h = 0, a = 0, b = e = 0, c = d = a/2, f = g = sa/(3h);
h = 0, a = 0, b = d = e = a/3, c = 2a/3, f = g = 2sa/(9h); (6) h = 0, s = 0, a = 0, b = d = e = 0, c = a, g = f ; (7) h = 0, s = 0, a = 0, b = c = d = e = a/2, g = f ; (8) h = 0, s = 0, a = 0, b = c = e = 0, d = a, g = f ; (9) h = 0, s = 0, a = 0, b = e = a/2, c = a, d = 0, g = f ;
h = 0, s = 0, a = 0, b = d = 0, c = e = a, g = 0.
In Section 3, we show that the system (1) is integrable in all the cases (2)- (11) . The integrability of (4)-(10) has already been studied in the literature. The case (3) turns out to be related to (5) . For the case (2), we construct a corresponding 4×4 Lax pair and propose a multi-field generalization. For the case (11), we obtain a nonlinear transformation, which changes the system (1) into two independent integrable equations. Section 4 contains concluding remarks.
Singularity analysis 2.1 Preliminaries
Let us apply the Painlevé test for integrability to the system (1). It would be better to say "the Kovalevskaya test" [1] , because we, following the Weiss-Kruskal algorithm of the singularity analysis [2] , [3] , select only those cases of the tested system, in which its general solution admits series expansions of Laurent type. With respect to q,q, r,r, which should be considered as mutually independent, the system (1) is a normal system of four PDEs, of total order twelve if h = 0 or eight if h = 0, s = 0. A hypersurface φ(x, t) = 0 is non-characteristic for (1) if φ x = 0, and we set φ x = 1. The substitution of the expansions
(the bar does not mean the complex conjugation now) into the system (1) determines the branches, i.e. admissible choices of α, β, γ, δ and q 0 ,q 0 , r 0 ,r 0 , as well as the positions n of resonances for those branches.
We require that the system (1) admits a singular generic branch, where the exponents α, β, γ, δ are integer and at least one of them is negative, the number of resonances is equal to the total order of the system, all the resonances but one lie in nonnegative integer positions, and the recursion relations for the coefficients of (12) are consistent at the resonances. The singular generic branches are studied in Sections 2.2 and 2.3 for h = 0 and h = 0, respectively; other branches are considered in Section 2.4. Computations are done by means of the Mathematica system [4] , and we omit inessential details for this reason.
Singular generic branches: h = 0
We set h = 1 without loss of generality. The consideration of dominant terms of (1) leads us to the following two cases to be studied separately: α + β = γ + δ = −2 and α + β = −2, γ + δ > −2 (for the reason of symmetry, we omit α + β > −2, γ + δ = −2).
Case
In this case, we have two possibilities: either two or three of the resonances lie in the position n = 0.
Two resonances at n = 0. If we set α = β or γ = δ, then the positions of four resonances are n = −1, 0, 0, 4, and there are 54 distinct cases of admissible positions for other eight resonances. In none of the 54 cases, however, α, β, γ, δ are integer simultaneously.
Therefore we choose α = β = γ = δ = −1. Then we find from (1) and (12) that q 0q0 = r 0r0 = constant = 0 (we set constant = 1 w.l.g.), and that
Five resonances lie in the positions n = −1, 0, 0, 3, 4, and, denoting the positions of other seven resonances as n 1 , n 2 , . . . , n 7 , we find from (14) that
Taking into account the admissible multiplicity of the resonances, we have 23 distinct cases of their positions. In 22 of those cases, however, the recursion relations for the coefficients of (12) turn out to be inconsistent at the resonances (more details can be found in [5] ). The only good case is n 1 = 2, n 3 = 2, n 5 = 1, n 6 = 2, when n = −1, 0, 0, 1, 2, 2, 2, 3, 3, 4, 4, 4, a = c = d = e = −3/2 and b = 0 due to (15) and (13) . In this case, we have to set f = g = −s/2 for the recursion relations to become consistent at n = 2, 3. Up to a scale transformation of variables, this is the case (2) of the system (1) .
Three resonances at n = 0. In this case, resonances can lie in admissible positions only if q 0q0 + r 0r0 = constant (we set constant = 1 w.l.g) and
i.e. six resonances lie in the positions n = −1, 0, 0, 0, 3, 4. Denoting the positions of other six resonances as n 1 , n 2 , . . . , n 6 , we obtain
There are four admissible choices of n 1 , n 3 . The cases n 1 = 2, n 3 = 1, n 1 = 3, n 3 = 1 and n 1 = 3, n 3 = 2 lead to inconsistent recursion relations for the coefficients of (12). In the case n 1 = 1, n 3 = 2, when a = −6, b = d = 0, c = e = −3, we have to set f = −2s, g = 0 for the recursion relations to become consistent. Up to a scale transformation of variables, this is the case (3) of (1). If b = e, we have
There are six admissible choices of n 1 , n 3 . The cases n 1 = 2, n 3 = 1, n 1 = 3, n 3 = 1 and n 1 = 3, n 3 = 2 lead to inconsistent recursion relations for the coefficients of (12). In the case n 1 = 1, n 3 = 1, when a = c = −6, b = d = e = 0, we have to set f = g = −2s to make the recursion relations consistent at the resonances, thus obtaining the case (4) of (1). The case n 1 = 1, n 3 = 2 with a = −6, b = e = 0, c = d = −3, where we have to set f = g = −2s, leads us to the case (5) of (1). The case n 1 = 2, n 3 = 2 with a = −9/2, b = d = e = −3/2, c = −3, where we have to set f = g = −s, leads us to the case (6) of (1).
We set q 0q0 = 1 without loss of generality. If α = β or γ = δ, there are two or more resonances in negative positions. Therefore we set α = β = −1, γ = δ > −1 and obtain
i.e. six resonances lie in the positions n = −1, 0, 0, 0, 3, 4. Denoting the positions of other six resonances as n 1 , n 2 , . . . , n 6 , we find from (16) that n 2 = 6 − n 1 , n 1 = 1, 2, 3, b = 1 2 (5 − 6n 1 + n 2 1 ), δ = 0, n 3 = n 5 = 1, n 4 = n 6 = 2, c = 0 and d = −e. Then we check the consistency of recursion relations at the resonances. In the case n 1 = 1, we have to set e = g = 0 and f = −2s at n = 1, and the system (1) becomes two independent Hirota equations [6] . In the case n 1 = 2, we have to set e = g = 0 at n = 1 and f = −s at n = 3, thus obtaining two independent Sasa-Satsuma equations [7] . In the case n 1 = 3, the recursion relations are inconsistent at n = 3.
Singular generic branches: h = 0
We set s = 1 without loss of generality. The consideration of dominant terms of (1) leads us to the following two cases to be studied separately: α + β = γ + δ = −1 and α + β = −1, γ + δ > −1 (for the reason of symmetry, we omit α + β > −1, γ + δ = −1).
Case α
Two resonances at n = 0. If both q 0q0 and r 0r0 are some fixed nonzero constants, then the recursion relations turn out to be inconsistent at the resonance n = 1.
Three resonances at n = 0. We set q 0q0 = i + ǫr 0r0 w.l.g., and then find two possibilities: ǫ = −1 and ǫ = 1.
When ǫ = −1, we have
where k = −c − 2α, and only k = 0, 1, 2 are admissible. The case k = 2 is related to k = 0 through q ↔q, r ↔r, x → −x, t → −t. In the case k = 1, the recursion relations are inconsistent at the resonances n = 2. In the case k = 0, we have to set g = f at the resonance n = 1, and then the recursion relations are consistent at n = 2, 3 if and only if c = 2, c = −2, c = 0 or c = 4, which, after scale transformations of variables, give us the cases (7), (8), (9) and (10) of the system (1), respectively.
When ǫ = 1, we have
where l = c−2α. In all the admissible cases l = 0, 1, 2, however, the recursion relations are inconsistent at the resonance n = 2.
Case
We set q 0q0 = i w.l.g., and then find the following two possibilities to have the resonances in admissible positions (see [8] for more details):
In the case (17), taking into account that four of the resonances should lie in positive integer positions and that γ, δ should be integer, we have to set e = δ − δ 2 /(1 + 2α) and γ = −δ. Now the positions of resonances are n = −1, 0, 0, 0, 1, 1, 2, 3. At n = 1, we have to set g = 0, δ = −1−2α, α(α+1) = 0, and then the recursion relations become consistent at n = 2, 3 as well. Both choices of α, α = 0 and α = −1, lead to the case (11) of (1).
In the case (18), we have to set c = 0 to ensure admissible positions of resonances. Then we obtain g = 0 at n = 1, and the system (1) becomes a pair of uncoupled equations.
Other branches
We have proven that the system (1) admits good singular generic branches in the cases (2)-(11) only. In each of those cases, however, the system (1) admits many other branches. They are Taylor expansions, which all are governed by the Cauchy-Kovalevskaya theorem in the case of (1) and need no analysis therefore, as well as singular non-generic branches, which all have to be studied. All the singular non-generic branches of the cases (2)-(11) of (1) turn out to be good, in the sense that the exponents α, β, γ, δ and the positions n of resonances are integer and the recursion relations are consistent. Omitting here the lengthy consideration of all cases, we give as an illustration the following two singular non-generic branches of the case (2) (where h = 1, a = −3/2): We can conclude now that the system (1) passes the Painlevé test for integrability only in the cases (2)-(11).
Integrability

Known cases
First of all, let us note that, by the transformation
with appropriately chosen real constants ρ, σ, τ , we can make s = f = g = 0 in the cases (2)-(6) of (1) and f = g = 0 in the cases (7)-(11) of (1). If we set s = f = g = 0 in (3) and (5), these two cases of (1) turn out to be simply related by q → q,q →q, r →r,r → r. Since the case (5) is known to be integrable [9] , the case (3) is integrable as well.
The integrability of the system (1) with (4), written in a form of coupled modified Korteweg-de Vries (mKdV) equations, was proven in [10] .
A Lax pair for the case (6) of (1) was given in [11] . The integrability of the system (1) with (8) was proven in [12] . The cases (7), (9) and (10) are integrable due to the work [13] . But the cases (2) and (11) of the system (1) turn out to be new, and we prove their integrability in Sections 3.2 and 3.3, respectively.
Case (2)
Without loss of generality, we can study the case (2) of (1) in the form of four coupled mKdV equations q t + q xxx + 6x + 6(qrr) x = 0, q t +q xxx + 6x + 6(qrr) x = 0, r t + r xxx + 6rrr x + 6(qqr) x = 0, r t +r xxx + 6rrr x + 6(qqr) x = 0.
(19)
The compatibility condition U t − V x + UV − V U = 0 of the linear problem Ψ x = UΨ, Ψ t = V Ψ becomes the system of two matrix mKdV equations [14] ,
if we take the matrices U and V in the following block form [10] :
where I 1 and I 2 are unit matrices, ζ is a parameter. 
where I is the 2 m−1 × 2 m−1 unit matrix, and {e 1 , . . . , e 2m−1 } are 2 m−1 × 2 m−1 anti-commutative and anti-Hermitian matrices:
{e i , e j } + = −2δ ij I, e † k = −e k . Then the matrix mKdV equations (20) become the system
Assuming that u k and v k are real and setting
we obtain q j,t + q j,xxx + 6 m k=1 |q k | 2 q j,x + 6 m k=1 |r k | 2 q j x = 0, r j,t + r j,xxx + 6 m k=1 |r k | 2 r j,x + 6 m k=1 |q k | 2 r j x = 0, j = 1, 2, . . . , m.
Case (11)
Without loss of generality, we can study the case (11) of (1) in the form q t = iq xx + 2(x + rrq x + qrr x ), r t = ir xx + 2(rrr x + qqr x + rqq x ).
Using the Mathematica package condens.m [15] , we can check that the system (21) has two conservation laws for each rank from 1 to (at least) 4. The fact, that the conservation laws appear by pairs, is highly suggestive that the equations of (21) can be uncoupled by some transformation. Then, using the first conservation laws of (21), we find that the system (21) is equivalent to two independent Chen-Lee-Liu equations [16] :
u t = iu xx + 2uūu x , v t = iv xx + 2vvv x (here we have assumed that the dependent variables approach zero as x → x 0 ). This proves the integrability of the new case (11) of (1).
Conclusion
We have carried out the singularity analysis of a system of two symmetrically coupled higher-order nonlinear Schrödinger equations, selected ten cases in which the system passes the Painlevé test for integrability well, and verified their integrability. Two of those ten cases turned out to be new integrable systems. This corresponds to the spirit of the work [1] by Sofia Kovalevskaya, who originated the singularity analysis of nonlinear physical systems.
