In this paper, the 
Introduction
It is well-known that multilinear Calderon-Zygmund operators originates from the works of Coifman and Meyer's, see [1] [2] [3] . Later, Grafakos and Torres [9, 10] extended Coifman and Meyer's works. Since multilinear Littlewood-Paley g-function and related multilinear Littlewood-Paley type estimates were applied to PDE and any other fields, see [4] [5] [6] , more and more people devote themselves to study the multilinear Littlewood-Paley theory and more works about multilinear Littlewood-Paley type operators, see [13, 15, 17, 18] and the references therein.
Let K be a locally integrable function defined away from the diagonal x = y 1 = · · · = y m in (R n ) m+1 and K t = t −mn K(·/t). Then, multilinear square function T is defined by for any f = (f 1 , · · · , f m ) ∈ S(R n ) × · · · × S(R n ), y = (y 1 , · · · , y m ) and x ∈ ∩ j supp f j . Shi et al. [15] established multiple weighted estimates for multilinear square operator T with ν ω ∈ A P/p 0 . But we only use the following un-weighted case. Proposition 1.2. Let T be the multilinear square function with a kernel satisfying conditions (H 1 ), (H 2 ) and (H3) for some 1 p 0 < ∞. Then, for any p 0 p 1 , · · · , p m < ∞, satisfying
, the following estimates hold.
In order to illustrate our motivation, we define the multilinear fractional integral
where m 2 and 0 < α < mn.
It is well-known that multilinear fractional integral was first studied by Grafakos [8] . Later Kenig and Stein [11] showed that multilinear fractional operator I m,α is bounded from
)-estimates for multilinear fractional integral operator I m,α .
The purpose of this paper is to investigate some endpoint estimates for iterated commutators generalized by multilinear square function T and Lipschitz function b. Since the kernel of multilinear square operator does not have the explicit pointwise size condition, we cannot obtain our results via the same boundedness of multilinear fractional integrals after using Minkowski's inequality. We are not able to use the original approach (for instance, one often proves that the commutator is dominated by multilinear fractional integrals) so that we need to seek new methods. For this reason, our computations and estimates in proofs are complicated and possibly very technical. We formulate our results as follows. Theorem 1.3. Let T be a multilinear square function with a kernel satisfying conditions (H 1 ), (H 2 ) and (H 3 ) for some 1 p 0 < ∞. Assume that β = m j=1 β j with 0 < β j < 1 and 1 < q j , p i < ∞ satisfying
The following theorem is concerned with the mapping properties in Lipschitz spaces. Theorem 1.4. Let T be a multilinear square function with a kernel satisfying conditions (H 1 ), (H 2 ) and (
In order to obtain the following results, we introduce some new condition:
Condition (H 4 ): There exists some positive constant C > 0 such that
for all balls Q.
Theorem 1.5. Let T be a multilinear square function with a kernel satisfying conditions (H 1 ), (H 2 ), (H 3 ) and (H 4 ) for some 1 p 0 < min{ 
Remark 1.7. In our knowledge, we first investigate the endpoint estimates for the commutator generalized by multilinear square function and Lipschitz function. By the assumption on the kernel of the multilinear square function, the commutator that we study cannot be dominated by multilinear fractional integral. So our results cannot be followed from the results in [16] . The computation and proof of our results are more complicated with more techniques. On the other hand, the boundedness of commutator in Triebel-Lizorkin space is also new and interesting.
This paper is arranged as follows. In Section 2, we will give some basic notations and use lemmas.
-boundedness of the commutator will be given in Section 3. We will investigate the Lipschitz mapping property in Section 4 and the (L
p )-boundedness of the iterated commutator of multilinear square function.
Preliminary and some lemmas
For β > 0, the homogeneous Lipschitz spaceΛ β (R n ) is the space of function f such that
where ∆ k h is the k-th difference operator, which is referred in [14] . Here are some information on this Lipschitz spaces. They can be found in [14] .
Lemma 2.1.
(a) For 0 < β < 1, 1 q ∞, we have
For q = ∞, the formula should be interpreted appropriately.
where
In fact, if x ∈ Q ⊂ Q * , it is easy to follow that
which will be used frequently in our the proof of our theorems. Next we will give an equivalent norm of the Triebel-Lizorkin spaceḞ
Also, let M be the usual sharp maximal function of Fefferman and Stein [7] ,
where f Q = 1 |Q| Q f(y)dy. We need to use the following Fefferman-Stein inequality, see [7] . Lemma 2.3. Let 0 < p, δ < ∞ and let ω be a weight in A ∞ . Then, there exists C > 0 (depending on the A ∞ constant of ω), such that
for all functions f for which the left hand side is finite.
We will use unweighted case in the proof of Theorem 1.3. Now we give the definition of fractional maximal operators as follows:
From [8] , we know that:
Definition 2.5. For f a complex-valued locally integrable function on R n , set
where the supremum is taken over all cubes Q in R n .
The boundedness of iterated commutator of multilinear square functions on Lebesgue spaces
In this section, we will investigate the (
We first establish the following pointwise estimate of sharp maximal function of multilinear square function. Lemma 3.1. Let T Πb be the iterated commutator defined as (1.1) with kernel K t satisfying the conditions (H 1 ), (H 2 ) and (H 3 ). Assume that 0 < δ < min{1,
Proof. For brief, we only need to consider the case m = 2 since the argument for m > 2 is similar. Fix a point x ∈ R n and a ball Q containing x. For 0 < δ < min{1, p 0 2 }, we split f i into the following form
, where Q * = 2Q. It suffices to show that there exists a constant c Q such that
We first estimate I. Lemma 2.1 says that
Since II and III are very symmetric, we only consider the second term II. We decompose
Proposition 1.2, (2.1) and the Kolmogorov inequality (p 0 < q 0 ) give that
Since II 2 and II 3 are symmetric, we only bound the second term II 2 . Thanks to Minkowski's inequality and the condition (H 3 ), we obtain
Similarly, we have
Next we will handle the last term II 4 . The condition (H 1 ) and Hölder's inequality give that
which together with the estimates of II 1 , II 2 , II 3 and II 4 concludes that
Finally, we will bound the last term IV. Choosing
we decompose IV into the following form:
To bound IV 1 : Following the same idea to estimate II 1 , we show that
Similar to II 2 , we have
The same method to estimate IV 2 says that
The condition (H 2 ) and Hölder's inequality yield that
From the estimates of I, II, III and IV, it follows that
which finishes the proof of this lemma. Now we are in position to prove Theorem 1.3.
Proof of Theorem 1.3. Thanks to Lemma 3.1 and the (L
which completes the proof of Theorem 1.3.
We are left to prove
The proof of (3.1) is standard, we refer the reader to [12] .
The commutators of multilinear square function on Lipschitz spaces
In this section, we will show Theorem 1.4.
Proof of Theorem 1.4. For brief, we only need consider the case m = 2 since the argument for m > 2 is similar.
Fix Q = Q(x Q , Q ) which is any cube with center at x Q and side length Q . Let λ i = (b i ) Q * for i = 1, 2, and we split f i into the following form
We will estimate A 1 , A 2 , A 3 and A 4 respectively. Choose 1 < q, p 1 , p 2 < ∞ satisfying
Then using Hölder's inequality and Theorem 1.3, one has
For the second term A 2 , we split A 2 into the following form:
Condition (H 3 ) in Definition 1.1 and Hölder's inequality give that
Since A 22 and A 23 are very similar, we only need to consider the second term A 22 .
Similarly, we also have
For the last term A 24 , thanks to condition (H 3 ) and the Hölder inequality, we have
Finally, we bound the fourth term A 4 . Similar to A 2 , we also need to split A 4 into the following four terms.
Following the same line to bound A 1 , we have
Due to A 42 and A 43 are similar, we only handle the second term A 42 . Similar to A 22 , it is easy to follow
here we have used the fact that p 1 > n β 1 .
Similarly, we have
Proof. For simplicity, we only consider the case m = 2, the other case m > 2 are very similar. We write
. Now we cope with B 1 , B 2 , B 3 and B 4 , respectively. To bound B 1 , we write
To estimate B 11 : The condition (H 4 ) and Hölder's inequality say that
where we used the assumption p 0 < min{
}. Following the same argument to B 11 , it is easy for us to prove
for i = 2, 3, 4, which gives that
For the second term B 2 , we also split it into the following form:
The condition (H 3 ) and Hölder's inequality yield that
because of the fact that p 0 < n β 2 . The same argument to bound B 12 , B 13 and B 14 yields that
for i = 2, 3, 4, which in turn imply that
Similarly, it also has
Finally, we will handle the fourth term B 4 . We first need decompose B 4 into the following terms: Proof of Theorem 1.6. Taking L p -norm on both sides of (6.1) and apply the L p -boundedness of the maximal operator M s 3 , M p 0 and (L p 1 × L p 2 , L p )-boundedness of T , we have
which completes the proof of Theorem 1.6.
