Estimation and inference in metabolomics with non-random missing data
  and latent factors by McKennan, Chris et al.
Submitted to the Annals of Applied Statistics
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By Chris McKennan1,∗ , Carole Ober2 and Dan Nicolae2
University of Pittsburgh1 and University of Chicago2
High throughput metabolomics data are fraught with both non-ignorable
missing observations and unobserved factors that influence a metabolite’s
measured concentration, and it is well known that ignoring either of these
complications can compromise estimators. However, current methods to an-
alyze these data can only account for the missing data or unobserved fac-
tors, but not both. We therefore developed MetabMiss, a statistically rigorous
method to account for both non-random missing data and latent factors in
high throughput metabolomics data. Our methodology does not require the
practitioner specify a probability model for the missing data, and makes in-
vestigating the relationship between the metabolome and tens, or even hun-
dreds, of phenotypes computationally tractable. We demonstrate the fidelity
of MetabMiss’s estimates using both simulated and real metabolomics data.
1. Introduction. Metabolomics is the study of tissue- or body fluid-specific
small molecule metabolites, and has the potential to lead to new insights into
the origin of human disease [56, 15, 45] and drug metabolism [6, 13]. Recent
advances in both liquid chromatography (LC) and untargeted mass spectrome-
try (MS) have made it possible to identify and quantify hundreds to thousands
of metabolites per sample [37]. Similar to high throughput gene expression, pro-
teomic and DNA methylation data, these data contain systematic technical and
biological variation whose sources are not observed by the practitioner [46]. How-
ever, what makes untargeted LC-MS metabolomic data particularly challenging is
the vast amount of missing data, nearly all of which is missing not at random due to
an unknown, metabolite-specific missingness mechanism in which more abundant
and ionizable analytes are more likely to be observed [12]. For instance, 22% of all
#metabolites × #samples = 1138 × 533 observations were missing from our data
example in Section 8, where Figure 1 shows that only analytes with the strongest
signals were likely to be quantified in all technical replicates.
There are several methods that attempt to account for either latent covariates
[10, 11, 46] or non-random missing data [7, 23, 39] when trying to infer the rela-
tionship between the metabolome and a variable of interest. However, these are not
amenable to real, untargeted metabolomic data because the former set of methods
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cannot accommodate non-ignorable missing data, and the latter set ignores latent
covariates that can bias estimators. Surprisingly, to the best of our knowledge, [52]
is the only work to even acknowledge the challenge of accounting for both. How-
ever, they propose imputing missing data with an arbitrary limit of detection, and
require prior knowledge of a set of control metabolites whose concentrations are
unrelated to the variable of interest to estimate latent factors.
Given the paucity of methods to analyze untargeted metabolomic data, we de-
veloped MetabMiss, the first method to account for both latent covariates and non-
random missing data that does not rely on control metabolites, internal standards or
erringly imputing missing data. Our method also offers the following advantages:
(a) We do not require knowledge of the underlying probability distribution of
the missing data.
(b) We modularize our method so that the metabolite-dependent missingness
mechanisms are estimated only once per dataset, which makes computation
on the order of a phenome wide association study tractable.
And while we assume the functional form of the missing data mechanism is known,
we provide a method to access the veracity of said function for each metabolite.
As far as we are aware, our estimators for the missingness mechanism are also
the first estimators, among those designed for mass spectrometry data, that satisfy
Property (b) and do not depend on the covariate(s) of interest. This makes ana-
lyzing modern metabolomic data tractable, as practitioners are often interested in
understanding the relationship between metabolite concentration and many differ-
ent covariates of interest due to the wealth of information available for each for
sample. We discuss this further in Section 3.1.
The remainder of the manuscript is organized as follows: we give a mathemati-
cal description of the data in Section 2 and give an overview of our method in Sec-
tion 3. We describe how we estimate the metabolite-dependent missingness mech-
anisms, estimate the coefficients of interest in a linear model and recover latent fac-
tors in Sections 4, 5 and 6. We conclude by illustrating how our method performs
in simulated and real metabolomic data in Sections 7 and 8. An R package that im-
plements MetabMiss can be installed from github.com/chrismckennan/MetabMiss.
2. Notation and problem set-up.
2.1. Notation. Let n > 0 be an integer. We let 1n,0n ∈ Rn be the vectors of
all ones and zeros, In ∈ Rn×n to be the identity matrix, [n] = {1, . . . , n} and xi
to be the ith element of x ∈ Rn. For M ∈ Rn×m, we let Mi j be the (i, j)th ele-
ment of M , and define PM and P⊥M to be the orthogonal projection matrices onto
Im (M ) = {Mv : v ∈ Rm} and the null space of M T. We also let X ·∼ (µ,G)
if E (X) = µ and V (X) = G, X ∼ MNm×n (µ,V ,U ) if X ∈ Rm×n and
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Fig 1: A density plot of the differences in mean observed metabolite log2-intensity
between samples with observations in both technical replicates and those from
samples with only 1 observation among the two replicates. Replicate pairs were
obtained by running 20 biological samples from our motivating data example twice
on the same mass spectrometer.
vec (X) ∼ Nmn (vec (µ) ,U ⊗ V ) and lastly define Fν(x) to be the cumulative dis-
tribution function of the t-distribution with ν > 0 degrees of freedom.
2.2. A description of and model for the data. Let ygi be the observed or un-
observed log-transformed metabolite integrated intensity for metabolite g ∈ [p]
in sample i ∈ [n], where the mass spectrometer intensity, integrated over time
and mass-to-charge ratio, is proportional to a metabolite’s concentration [28]. Let
X = (x1 · · ·xn)T ∈ Rn×d andC = (c1 · · · cn)T ∈ Rn×K be observed and unobserved
covariates (i.e. latent factors), where the former may contain biological factors like
disease status, as well as technical factors like observed batch variables. We assume
ygi = xTiβg + c
T
i `g + egi, egi
·∼
(
0, σ2g
)
, g ∈ [p]; i ∈ [n],(2.1)
where our goal is to estimate βg. We assume the residuals
{
egi
}
g∈[p],i∈[n] are inde-
pendent and
{
egi
}
i∈[n] are identically distributed for each g ∈ [p]. The unobserved
covariates ci can confound the relationship between xi and ygi, and also induce de-
pendencies between different metabolites. We assume that c1, . . . , cn are indepen-
dent and are independent of
{
egi
}
g∈[p],i∈[n]. We do not assume an explicit probability
model for ygi in order to avoid assuming a distribution for the missing data.
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We next define the indicator variable rgi = I
(
ygi is observed
)
and assume that
for some known increasing cumulative distribution function Ψ(x),
P
(
rgi = 1 | ygi
)
= Ψ
{
αg
(
ygi − δg
)}
, g ∈ [p]; i ∈ [n].(2.2)
The metabolite-dependent scale and location parameters αg > 0 and δg ∈ R are
such that αg ↘ 0 implies the mechanism is missing completely at random (MCAR)
and αg ↗ ∞ implies ygi is left-censored at δg. Model (2.2) is consistent with Figure
1 and previous observations that metabolites with smaller intensities are less likely
to be observed [12, 28], and is a classic model for missing data in untargeted mass
spectrometry experiments [7, 39, 23]. Typical values for Ψ include the logistic
function, an exponential probabilistic model [7, 23] and the probit function [39].
However, we observed in simulations that Ψ(x) = F4(x) is a more robust option,
since its heavy tails make it less sensitive to outliers. This has previously been used
as a robust alternative to logistic and probit functions [27].
Implicit in (2.2) is the assumption that conditional on Y =
(
ygi
)
g∈[p],i∈[n] ∈
Rp×n,
{
rgi
}
g∈[p],i∈[n] are independent. This is likely only approximately true, since
other intense analytes can preclude MS/MS fragmentation in data dependent mass
spectrometry experiments. However, properly tuning the dynamic exclusion time
can substantially mitigate any dependence [25].
3. A road map of our methodology. Here we provide a compendious de-
scription of our method to estimate the metabolite-dependent missingness mecha-
nisms, recover C and estimate β1, . . . ,βp. We delineate these steps in more detail
in Sections 4, 5 and 6.
3.1. IV-GMM to estimate αg and δg. We first estimate αg and δg for metabo-
lites g with missing data. Unlike existing methods designed for untargeted mass
spectrometry data whose estimates for the missingness mechanism depend on the
user-specified X [7, 39, 23], our estimates only depend on Y , and therefore only
need to be estimated once per data matrixY . This makes analyzing modern datasets
tractable, as practitioners typically collect a wealth of covariate information for
each sample i, and will therefore need to infer the relationship between Y and X
for many different covariate matricesX .
Since the probability model for Y is unknown, we build upon [51] and use
instrumental variable generalized method of moments (IV-GMM) to estimate αg
and δg. Fix a g ∈ [p] and letA1, . . . ,An ∈ Rs be random vectors such that rgi |=Ai |
ygi for all i ∈ [n]. Then [51] considers the following observable s + 1 dimensional
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function for metabolite g:
h
{(
ygi, rgi,Ai
)
, (α, δ)
}
=
(
1ATi
)T (
1 − rgi
[
Ψ
{
α
(
ygi − δ
)}]−1)
, i ∈ [n](3.1)
E
[
h
{(
ygi, rgi,Ai
)
,
(
αg, δg
)}]
= 0s+1, i ∈ [n],
where the second line follows from (2.2). The resulting generalized method of
moments estimator for αg and δg using (3.1) also requires the distribution of ygi to
depend onAi [51]. That is,Ai must be an instrumental variable for rgi.
Unfortunately, as is the case with nearly all biological data, Y is typically only
weakly dependent on the observed covariates X , meaning viable instruments Ai
are almost never observed in metabolomic data. Instead, we leverage the fact that
the majority of the variation in high throughput metabolomic data, like nearly all
high throughput biological data, can be be explained by a relatively small number
of potentially latent factors [33, 11, 42]. For example, applying principal compo-
nents analysis to the metabolites with complete data from our motivating data ex-
ample revealed that only 10 components were necessary to explain nearly 50% of
the variation in those fully observed data. This fact forms the basis of our method
to estimate each metabolite’s missingness mechanism, which we briefly describe
in Algorithm 3.1.
Algorithm 3.1. Fix miss ∈ [0, 1), Kmiss ≥ 2 and letS = {g ∈ [p] : n−1
n∑
i=1
(
1 − rgi
)
≤
miss} andM = {g ∈ [p] : n−1
n∑
i=1
(
1 − rgi
)
> miss} be the metabolites with (nearly)
complete and missing data, respectively.
(1) Use YS =
(
ygi
)
g∈S,i∈[n] to generate Kmiss n-dimensional factors that explain
most of the variation YS.
(2) For each g ∈ M, select two out of the Kmiss factors estimated in Step (1) to
act as instruments for the missingness indicators rg1, . . . , rgn.
(3) For each g ∈ M, use IV-GMM with (3.1) and instruments obtained from Step
(2) to compute estimates for αg and δg, αˆ
(GMM)
g and δˆ
(GMM)
g .
(4) Identify metabolites g ∈ M whose missing data patterns may not follow
Model (2.2) using αˆ(GMM)g , δˆ
(GMM)
g and the Sargan-Hansen J statistic.
(5) Obtain estimates for αg, δg and the weights wgi = rgi/Ψ
{
αg
(
ygi − δg
)}
for
g ∈ M and i ∈ [n] using Hierarchical Bayesian Generalized Method of
Moments (HB-GMM).
We set miss = 0.05 in practice because simulations show that trace amounts of
missing data have negligible effects on the bias in our downstream estimators for
βg. We explain how we choose Kmiss in Section 4.2. Algorithm 3.1 tends to per-
form well because the estimated factors from Step (1) will be approximately the
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columns of (XC) from Model (2.1) that explain much of the variance in Y . And
since they are not estimated using metabolites with missing data, they will be ap-
proximately independent of rg1, . . . , rgn conditional on yg1, . . . , ygn, and therefore
auspicious instruments for rg1, . . . , rgn for g ∈ M. We detail and provide concise,
intuitive explanations of Steps (1) - (5) in Sections 4.1 - 4.5 below. We also justify
Algorithm 3.1 in Sections S6 - S8 of the Supplement, where we study the asymp-
totic properties of the estimators from in each step when miss = 0 and n, p→ ∞.
3.2. Recovering latent factors and estimating coefficients of interest. Our strat-
egy is to use the estimates from Algorithm 3.1 to first obtain Cˆ, an estimate forC,
and then plug-in Cˆ for C when estimating β1, . . . ,βp. An important feature of
our method is once we run Algorithm 3.1, computing Cˆ and our software’s default
estimates for β1, . . . ,βp is fast, which makes analyzing the relationship between
Y and tens, or even hundreds of differentX’s computationally tractable.
4. Estimating the missingness mechanisms using Algorithm 3.1.
4.1. Estimating the instruments in Step (1). We define the factors from Step (1)
of Algorithm 3.1 to be Cˆmiss ∈ Rn×Kmiss , where Cˆmiss is the maximum likelihood
estimator for C˜ ∈ Rn×Kmiss in the model
YS ∼ MNps×n
(
µ˜1Tn + L˜C˜, σ˜
2Ips , In
)
,(4.1)
where ps = |S|, C˜T1n = 0Kmiss , n−1C˜TC˜ = IKmiss , L˜TL˜ is diagonal with non-
increasing elements and any missing data are MCAR. If miss = 0, Cˆmiss is a
scalar multiple of the first Kmiss right singular vectors of YSP⊥1n . When miss > 0,
the columns of Cˆmiss are still ordered by decreasing average effect on the log-
intensities of metabolites with nearly complete data. Further, by McDiarmids In-
equality, P (g ∈ S) ≤ e−2η2n if n−1 n∑
i=1
E
(
1 − rgi
)
≥ miss + η for η > 0, meaning it
suffices to assume Cˆmiss |= rgi | ygi if g ∈ M for sufficiently large n. That is, for h de-
fined in (3.1) and cˆi the ith row of Cˆmiss, we assume E
[
h
{(
ygi, rgi, cˆi
)
,
(
αg, δg
)}]
=
0(Kmiss+1) for g ∈ M and i ∈ [n].
The columns of Cˆmiss are the factors that explain the most variation inYS. While
we expect most of them to derive fromC, some may be related toX if
{
βg
}
g∈S are
large enough. Note that Cˆmiss is invariant of the choice ofX .
4.2. Instrument selection in Step (2). It is critical that ygi be dependent on the
instruments chosen in Step (2) of Algorithm 3.1. Otherwise, the moment condition
in (3.1) will not identify the parameters αg and δg. We therefore use Algorithm 4.1
to only select the instruments Uˆg ∈ Rn×2 that influence metabolite g’s intensity.
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Algorithm 4.1. Let Cˆmiss =
(
Cˆ1 · · · CˆKmiss
)
and yg =
(
ygi
)
i∈[n].
(1) For each g ∈ M and k ∈ [Kmiss], use ordinary least squares (OLS) to regress
yg onto
(
1n Cˆk
)
∈ Rn×2, where missing data are treated as MCAR. Let pg,k
be the OLS P value for the null hypothesis that Cˆk is independent of yg.
(2) For each k ∈ [Kmiss], use
{
pg,k
}
g∈M to determine the corresponding q-values{
qg,k
}
g∈M.
(3) For each g ∈ M, let qg,g1 ≤ · · · ≤ qg,gKmiss be the Kmiss ordered q-values.
Define Uˆg =
(
uˆg1 · · · uˆgn
)T
=
(
Cˆg1 Cˆg2
)
.
We justify the regression in Step (1) using Theorem S6.1 in Section S6, which
states that under technical assumptions on the distributions of YS and yg for g ∈
M, pg,k is asymptotically uniform under the null hypothesis that Cˆk is indepen-
dent of yg. We also use Algorithm 4.1 to choose Kmiss. If f (k) is the fraction
of metabolites g ∈ M such that qg,g2 ≤ 0.05 assuming Kmiss = k, we set Kmiss =
min {k ∈ {2, . . . ,KPA} : f (k) ≥ 0.9}, where KPA is parallel analysis’ [5] estimate for
K under Model (4.1) with miss = 0. The estimate Kmiss is typically much smaller
than KPA in practice. For example, Kmiss = 10 and KPA = 20 in our motivating data
example. We show that our results are robust to the choice of Kmiss in Section 7.
Evidently, this selection step implies uˆgi is not strictly independent of rgi condi-
tional on ygi. However, we show in Section S6 of the Supplement that this depen-
dence is asymptotically negligible under weak assumptions. We therefore assume
that the indices g1, g2 are known and uˆgi ⊥ rgi | ygi for the remainder of Section 4.
4.3. IV-GMM in Step (3). Fix a g ∈ M and define
hgi
(
α˜, δ˜
)
= h
{(
ygi, rgi, uˆgi
)
,
(
α˜, δ˜
)}
∈ R3, h¯g
(
α˜, δ˜
)
= n−1
n∑
i=1
hgi
(
α˜, δ˜
)
.(4.2)
We let αˆ(GMM)g and δˆ
(GMM)
g be the two-step generalized method of moments estima-
tors, defined as{
αˆ(GMM)g , δˆ
(GMM)
g
}
= arg min
α˜>0,δ˜∈R
{
h¯g
(
α˜, δ˜
)T
Wgh¯g
(
α˜, δ˜
)}
,(4.3)
where for
{
αˆ(1)g , δˆ
(1)
g
}
= arg min
α˜>0,δ˜∈R
{
h¯g
(
α˜, δ˜
)T
h¯g
(
α˜, δ˜
)}
, the weight matrixWg is
Wg = Wg
{
αˆ(1)g , δˆ
(1)
g
}
=
n−1 n∑
i=1
hgi
{
αˆ(1), δˆ(1)
}
hgi
{
αˆ(1), δˆ(1)
}T−1 .(4.4)
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The properties of this estimator when Uˆg is observed and not estimated and the
triplets
{(
rgi, ygi, uˆgi
)}
i∈[n] are independent are well understood [22, 51]. We extend
these results in Theorem S8.1 in the Supplement to account for the uncertainty in
Uˆg and prove that under similar regularity conditions as those considered in [51],∣∣∣∣αˆ(GMM)g − αg∣∣∣∣, ∣∣∣∣δˆ(GMM)g − δg∣∣∣∣ = OP (n−1/2) and for Γg (α˜, δ˜) = ∇α˜,δ˜h¯g (α˜, δ˜) ∈ R3×2,
n1/2Vˆ −1/2g
[{
αˆ(GMM)g , δˆ
(GMM)
g
}
−
(
αg, δg
)] d→N2 (0, I2)(4.5a)
Vˆg =
[
Γg
{
αˆ(GMM)g , δˆ
(GMM)
g
}T
WgΓg
{
αˆ(GMM)g , δˆ
(GMM)
g
}]−1
(4.5b)
as n, p→ ∞. This result is analogous to Theorem 2 in [51], and we use this asymp-
totic distribution in Section 4.5 to refine our estimates for αg and δg.
4.4. The Sargan-Hansen J statistic in Step (4). The accuracy of downstream
estimates for βg is contingent on the missing data model being approximately cor-
rect. Therefore, we leverage the fact that we use three moment conditions to esti-
mate two parameters and use the Sargan-Hansen J statistic, which is routinely used
to test moment restrictions in generalized method of moment estimators [22, 2, 9],
to flag metabolites whose missingness mechanisms may not follow Model (2.2).
A consequence of (4.5) is that under the null hypothesis H0,g that Model (2.2)
is correct for metabolite g ∈ M and the assumptions necessary to prove (4.5) hold,
the statistic Jg = nh¯g
{
αˆ(GMM)g , δˆ
(GMM)
g
}T
Wgh¯g
{
αˆ(GMM)g , δˆ
(GMM)
g
}
is asymptotically
χ21 as n, p → ∞, which is analogous to Lemma 4.2 in [22]. One could then use Jg
to test H0,g. However, it has been repeatedly observed that using said asymptotic
distribution to do inference with Jg is anti-conservative in data with moderate, and
even large sample sizes [20, 21, 4]. To circumvent this, we follow [4] and develop
an empirical likelihood-derived bootstrap null distribution for Jg, and subsequently
estimate l f drg = P
(
H0,g | Jg
)
using [48]. We then flag any metabolites with an
l f drg smaller than a user-specified value, which defaults to 0.8 in our software.
Section S2 in the Supplement describes the details of the bootstrap procedure.
4.5. HB-GMM in Step (5). So far we have estimated each metabolite-specific
missingness mechanism independently for each metabolite g ∈ M. While the
mechanisms are almost certainly not identical, one might expect them to be rel-
atively similar, and that one should be able to design a better estimator by pool-
ing information across metabolites. Further, constructing an informative prior on
the missingness mechanisms allows one to better explore the objective function
in (4.3), which could be multimodal [16]. We therefore developed Hierarchical
Bayesian Generalized Method of Moments (HB-GMM), a Bayesian method to es-
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timate αg, δg and the weights wgi = rgi/Ψ
{
αg
(
ygi − δg
)}
for each g ∈ M and i ∈ [n].
The weights play an important role in estimating C in Section 6.
Our method extends Bayesian generalized method of moments [29, 55, 35]
by both incorporating estimated instruments and estimating an informative prior
from the data. Define D =
{(
ygi, rgi, uˆgi
)}
g∈M,i∈[n]. By Bayes’ rule and assuming{(
αg, δg
)}
g∈M are independent and drawn from some prior distribution,
pr
[{(
αg, δg
)}
g∈M | D
]
∝ pr
[
D |
{(
αg, δg
)}
g∈M
] ∏
g∈M
pr
(
αg, δg
)
.(4.6)
However, the likelihood pr
[
D |
{(
αg, δg
)}
g∈M
]
is unknown because the distribution
of ygi is unknown. Nevertheless, we do know that under Model (2.2) and assuming
uˆgi ⊥ rgi | ygi for all g ∈ M and i ∈ [n], h¯g
(
αg, δg
)
and h¯s (αs, δs) are uncorrelated
for g , s ∈ M. Further, since h¯g
(
αg, δg
)
is an average of n approximately inde-
pendent random variables, h¯g
(
αg, δg
)
is asymptotically normal with mean zero and
variance given by (4.7) under the same assumptions used to prove (4.5).
n1/2
{
Σˆg
(
αg, δg
)}−1/2
h¯g
(
αg, δg
) d→N3 (03, I3) as n, p→ ∞, g ∈ M
Σˆg
(
αg, δg
)
= n−1
n∑
i=1
{
hgi
(
αg, δg
)
− h¯g
(
αg, δg
)} {
hgi
(
αg, δg
)
− h¯g
(
αg, δg
)}T
(4.7)
These facts help justify replacing the likelihood in (4.6) with the pseudo-likelihood
q
[
D |
{(
αg, δg
)}
g∈M
]
=
∏
g∈M
N
{
h¯g
(
αg, δg
)
| 03, n−1Σˆg
(
αg, δg
)}
,
where N (· | a, b) is the likelihood of a normal distribution with mean a and vari-
ance b. The form that the pseudo-likelihood takes is computationally convenient
because it implies we can sample from the pseudo-posterior
q
[{(
αg, δg
)}
g∈M | D
]
∝
∏
g∈M
[
N
{
h¯g
(
αg, δg
)
| 03, n−1Σˆg
(
αg, δg
)}
pr
(
αg, δg
)]
with Markov chain Monte Carlo using |M| parallel chains, which we use to obtain
αˆg = E
(
αg | D
)
, δˆg = E
(
δg | D
)
, g ∈ M(4.8a)
wˆgi = E
(
wgi | D
)
= rgi E
[
1/Ψ
{
αg
(
ygi − δg
)}
| D
]
, g ∈ M; i ∈ [n](4.8b)
vˆgi = E
(
w2gi | D
)
= rgi E
[
1/Ψ
{
αg
(
ygi − δg
)}2 | D] , g ∈ M; i ∈ [n].(4.8c)
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This technique of replacing the likelihood with the pseudo-likelihood in (4.6) is
standard in Bayesian GMM when |M| = 1 and Uˆg is observed [29, 55, 35].
It remains to specify the prior for
(
αg, δg
)
. We assume that
(
log
(
αg
)
, δg
)T |
(µ,U ) ∼ N2 (µ,U ) for all g ∈ M, where we log-transform αg to make in amenable
to a normal prior. We first estimate µ as µˆ = |M|−1 ∑
g∈M
(
log
{
αˆ(GMM)g
}
, δˆ(GMM)g
)T
.
Assuming (4.5) is approximately correct, we then use empirical Bayes and define
our estimate for U , Uˆ , as the maximizer of the following objective over U  0:∏
g∈M
∫
N
[(
log
{
αˆ(GMM)g
}
, δˆ(GMM)g
)T | (ηg, δg)T , Rˆg]N {(ηg, δg)T | µˆ,U} dηgdδg,
where Rˆg = diag
{
1/αˆ(GMM)g , 1
}
Vˆg diag
{
1/αˆ(GMM)g , 1
}
for Vˆg defined in (4.5). We
estimate U using the product of marginal likelihoods because under the assump-
tions used to prove (4.5), the estimates
(
αˆ(GMM)g , δˆ
(GMM)
g
)
and
(
αˆ(GMM)s , δˆ
(GMM)
s
)
are
asymptotically independent for g , s ∈ M. See Section S8 in the Supplement for
more details.
5. Estimating coefficients when C is known. Here we describe our method
for estimating βg and `g in Model (2.1) when C is known, which is based on in-
verse probability weighting [36]. This methodology is used in Section 6 to recover
C, and is also our default method to perform inference on the coefficients of inter-
est because estimates are consistent, it obviates specifying a probability model for
the missing data and computation is fast enough to perform a metabolite phenome
wide association study. For notational simplicity, we rewrite Model (2.1) as
ygi = zTi ηg + egi, egi
·∼
(
0, σ2g
)
, g ∈ [p]; i ∈ [n]
for the remainder of Section 5. Since estimation is trivial when there is little miss-
ing data, our goal is to estimate ηg for all g ∈ MwhenZ = (z1 · · · zn)T is observed.
5.1. Point estimates. Fix a g ∈ M and for all i ∈ [n], define the score function
sgi (η) = zi
(
ygi − zTi η
)
, γgi = P
(
rgi = 1 | Z
)
and the inverse probability weighted
estimating equation fg (η) =
n∑
i=1
γˆgiwˆgisgi (η), where wˆgi is defined in (4.8b) and
γˆgi is an estimate of γgi. If wˆgi = wgi and γˆgi = γgi for all i ∈ [n], then
E
{
fg
(
ηg
)
| Z
}
=
n∑
i=1
γgi E
{
E
(
wgi | ygi
)
sgi
(
ηg
)
| Z
}
=
n∑
i=1
γgi E
{
sgi
(
ηg
)
| Z
}
= 0.
The above equality can be shown to hold in the more general case when γgi |=yg |
Z for all i ∈ [n], meaning the root of fg will be an accurate estimate of ηg if
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wˆgi is consistent for wgi and γˆgi is only weakly dependent on yg. We include γˆgi
to stabilize potentially large weights wˆgi and thereby reduce the variance of our
estimates, since γˆgi will tend to be small if wˆgi is large. This method of stabilized
inverse probability weighting has been successfully applied to data that are missing
at random [53], and we estimate γgi using a logistic regression with the estimated
instruments Uˆg. We then define our estimate for ηg as the root of fg:
ηˆg =
(
ZTWˆgZ
)−1
ZTWˆgyg, Wˆg = diag
(
wˆg1γˆg1, . . . , wˆgnγˆgn
)
.(5.1)
Note sgi in fg can be redefined to be any M-estimator, like Huber’s or Tukey’s
robust estimators, provided E
{
sgi
(
ηg
)
| Z
}
= 0.
5.2. Quantifying uncertainty. Fix a g ∈ M. Here we describe our estimator for
V
(
ηˆg
)
, which we use to recover C in Section 6 and perform inference on ηg. Our
estimator is a novel finite sample-corrected sandwich variance estimator that also
accounts for the uncertainty in the estimated weights wˆgi.
Suppose for simplicity that wˆgi = wgi and γˆgi = γgi. Then
n1/2
(
ηg − ηˆg
)
=
(
n−1ZTWˆgZ
)−1 n−1/2 n∑
i=1
γgiwgiegizi
 .
Since
{(
ygi, rgi
)}
i∈[n] are mutually independent and E
(
γgiwgiegi | Z
)
= 0,
nV
(
ηˆg | Z
)
≈
(
n−1ZTWˆgZ
)−1 n−1 n∑
i=1
γ2giw
2
gie
2
giziz
T
i
 (n−1ZTWˆgZ)−1 .
Therefore, we need only approximate the middle term to estimate V
(
ηˆg | Z
)
. Sim-
ply plugging in wˆ2gi for w
2
gi will tend to underestimate V
(
ηˆg | Z
)
, since the uncer-
tainty in wˆgi increases as wgi increases. Further, plugging in eˆgi = ygi − zTi ηˆg for
egi will also underestimate V
(
ηˆg | Z
)
, since this ignores the uncertainty in ηˆg. We
circumvent the former by replacing w2gi with vˆgi defined in (4.8c), where vˆgi ≥ wˆ2gi
such that vˆgi = wˆ2gi if and only if V
(
wgi | D
)
= 0. That is, vˆgi helps account for the
uncertainty in our estimate for wgi. We lastly show how we estimate e2gi in Section
S4 of the Supplement, which leads to the following estimate for V
(
ηˆg | Z
)
:
Vˆ
(
ηˆg | Z
)
=
(
ZTWˆgZ
)−1  n∑
i=1
(
1 − hˆgi
)−2
γˆ2givˆgieˆ
2
giziz
T
i
 (ZTWˆgZ)−1 .(5.2)
The term
(
1 − hˆgi
)−2
is a finite sample correction, where hˆgi is the ith leverage score
of Wˆ 1/2g Z for i ∈ [n]. This resembles the
(
1 − hˆgi
)−1
inflation term commonly used
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to correct the sandwich variance estimator [50]. The difference arises because the
residuals eg1, . . . , egn are dependent on the design matrix Wˆ
1/2
g Z when data are
missing not at random (MNAR). As far as we are aware, this is the first such finite
sample variance correction for inverse probability weighted estimators with data
that are MNAR.
6. Recovering C when data are MNAR. Here we describe our method for
estimating the latent covariates C, where we now return to using the notation
of Model (2.1). Define Xint and Xnuis such that X = (XintXnuis), where Xint
contains the covariates of interest like disease status and Xnuis contains observed
nuisance covariates like the intercept and technical factors. We assume for sim-
plicity of presentation that X = Xint, and we describe the simple extension when
X = (XintXnuis) in Section S3 in the Supplement.
Let yg =
(
ygi
)
i∈[n] and eg =
(
egi
)
i∈[n] for each g ∈ [p]. Then
yg = Xβ˜g +C2`g + eg, β˜g = βg + Ω`g, eg
·∼
(
0n, σ
2
gIn
)
, g ∈ [p](6.1a)
Ω =
(
XTX
)−1XTC, C2 = P⊥XC.(6.1b)
It is easy to show that typical estimates for βg using the design matrices
(
X Cˆ
)
and (XC), like OLS and that in (5.1), will be identical if Im
(
Cˆ
)
= Im (C). Con-
sequently, we need only estimate Im (C), which is quite auspicious because even
though C is not identifiable in (2.1), Im (C) is identifiable under assumptions on
the sparsity of
(
β1 · · ·βp
)
[38]. We therefore assume without loss of generality that
C and our estimator for C, Cˆ, satisfy = n−1CTP⊥XC = n
−1CˆTP⊥XCˆ = IK . We
estimate C2 and Ω in Sections 6.1 and 6.2 below, and define
Cˆ = XΩˆ + Cˆ2.(6.2)
For Z =
(
X Cˆ
)
andRg = diag
(
rg1, . . . , rgn
)
, our estimates for ηg =
(
βTg, `
T
g
)T
are
ηˆg =

(
ZTRgZ
)−1
ZTRgyg if g ∈ S
(5.1) if g ∈ M(6.3a)
Vˆ
(
ηˆg
)
=
{Tr(Rg) − d − K}−1
∥∥∥∥Rg (yg −Zηˆg)∥∥∥∥2
2
(
ZTRgZ
)−1
if g ∈ S
(5.2) if g ∈ M.
(6.3b)
6.1. Estimating latent factors that are orthogonal to the design. We first de-
scribe our estimators for β˜g, `g andC2, which we also use in Section 6.2 to estimate
Ω. Let M1 =
{
g ∈ M : l f drg ≥ 0.8
}
be the set of metabolites with missing data
whose missingness mechanisms appear to follow (2.2), where l f drg was defined
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in Section 4.4. We estimate β˜g, `g and C2 using metabolites with nearly complete
data or missing data whose missingness mechanisms appear to follow (2.2) with
the following scaled quasi-likelihood obsjective function, under the restriction that
CT2X = 0 and n
−1CT2C2 = IK :{{
ˆ˜βg
}
g∈S∪M1
,
{
ˆ`g
}
g∈S∪M1 , Cˆ2
}
= arg max
β˜g∈Rd , `g∈RK
C2∈Rn×K
−∑
g∈S
∥∥∥∥Rg {yg − (Xβ˜g +C2`g)}∥∥∥∥2
2
−
∑
g∈M1
∥∥∥∥Wˆ 1/2g {yg − (Xβ˜g +C2`g)}∥∥∥∥22
 .
This optimization treats missing data from metabolites with little to no missing
data as MCAR. For fixed C2, the updates for β˜g and `g are given by (6.3a) with
Z = (XC2).
6.2. Estimating latent factors in the image of the design. We now describe
how we estimate Ω. The estimates
(
ˆ˜βTg, ˆ`
T
g
)T
can be expressed as (6.3a) using the
design matrix Z =
(
X Cˆ2
)
. By (6.1a), this suggests an appropriate model for ˆ˜βg
is ˆ˜βg
·∼
(
βg + Ω`g, Vˆ
(
ˆ˜βg
))
, where Vˆ
(
ˆ˜βg
)
∈ Rd×d is the upper left d × d submatrix
of Vˆ
(
ηˆg
)
defined in (6.3b) for Z =
(
X Cˆ2
)
. If
(
β1 · · ·βp
)
is sparse, the expression
for β˜g in (6.1a) suggests we can regress the estimates for β˜g onto those for `g to
estimate Ω. This is outlined in Algorithm 6.1.
Algorithm 6.1 (Estimating Ω). Let q ∈ [0, 1], R ≥ 0 be an integer and τˆg, j be
the jth diagonal element of Vˆ
(
ˆ˜βg
)
∈ Rd×d for all g ∈ S∪M1 and j ∈ [d].
(0) For j ∈ [d], let Ωˆ(0)j =
 ∑
g∈S∪M1
τˆ−1g, j ˆ`g ˆ`
T
g
−1  ∑
g∈S∪M1
τˆ−1g, j
ˆ˜βg j ˆ`g
 and Ωˆ(0) =(
Ωˆ(0)1 · · · Ωˆ(0)d
)T
. Define Cˆ(0) = XΩˆ(0) + Cˆ2. If R = 0, return Cˆ = Cˆ(0).
(1) Let Cˆ(r) be given. Define βˆ(r)g and Vˆ
{
βˆ(r)g
}
to be the first d coordinates and
upper left d × d block of ηˆg and Vˆ
(
ηˆg
)
defined in (6.3a) and (6.3b), respec-
tively, for Z =
(
X Cˆ(r)
)
. For z2 ∼ χ21, let pg, j = P
[
z2 ≥
{
βˆ(r)g
}2
/Vˆ
{
βˆ(r)g
}
j j
]
for all g ∈ S∪M1 and j ∈ [d].
(2) Obtain the q-values
{
qg, j
}
g∈S∪M1 using the P values
{
pg, j
}
g∈S∪M1 for each
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j ∈ [d]. Define Ωˆ(r+1) =
(
Ωˆ(r+1)1 · · · Ωˆ(r+1)d
)T
to be
Ωˆ(r+1)j =
 ∑g∈S∪M1 I
(
qg, j > q
)
τˆ−1g, j ˆ`g ˆ`
T
g

−1  ∑g∈S∪M1 I
(
qg, j > q
)
τˆ−1g, j
ˆ˜βg j ˆ`g
 .
Update r ← r + 1 and define Cˆ(r) = XΩˆ(r) + Cˆ2.
(3) Repeat Steps (1) and (2) for r = 0, 1, . . . ,R − 1 and return Ωˆ = Ωˆ(R).
Our software’s default is q = 0.1 and R = 3. While Ωˆ(0) is a suitable estimate
for Ω when
(
β1 · · ·βp
)
is very sparse, Step (2) identifies and removes metabolites
with non-zero coefficients of interest βg and helps alleviate the impact of outliers
in the regression estimate for Ω when
(
β1 · · ·βp
)
is only approximately sparse.
7. A simulation study.
7.1. Simulation setup. Here we analyze simulated metabolomic data to com-
pare the performance of our method with other existing methods. We simulated
the log-intensities of p = 1200 metabolites in n = 600 individuals, 300 of which
were cases and the remaining 300 were controls. The observed design matrix was
X = (Xint 1n), where Xint =
(
1Tn/2,0
T
n/2
)T ∈ Rn. The parameters p and n were
chosen to match those from our real data example in Section 8, and we include
additional results when n = 100 and n = 300 in Section S5.3 of the supplement.
We set K = 10, and for some constant a and appropriate Ψ(x), simulated data as
log
(
αg
)
∼ N1
(
µα, 0.42
)
, δg ∼ N1
(
16, 1.22
)
, g ∈ [p](7.1a)
C = (c1 · · · cn)T ∼ MNn×K ((aXint 0n · · ·0n) , In, IK)(7.1b)
`gk ∼ pikδ0 + (1 − pik) N1
(
0, τ2k
)
, g ∈ [p]; k ∈ [K](7.1c)
µg ∼ N1
(
18, 52
)
, σ2g ∼ Gamma
(
0.2−2, 0.2−2
)
, g ∈ [p](7.1d)
βg ∼ 0.8δ0 + 0.2N1
(
0, 0.42
)
, g ∈ [p](7.1e)
ygi ∼ N1
(
µg +Xintiβg + c
T
i `g, σ
2
g
)
, g ∈ [p]; i ∈ [n](7.1f)
rgi = Bernoulli
[
Ψ
{
αg
(
ygi − δg
)}]
, g ∈ [p]; i ∈ [n](7.1g)
where δ0 is the point mass at 0 and µα in (7.1a) was set so that if Z has cumulative
distribution function Ψ
{
exp (µα) x
}
, V(Z) = 1. The constant a in (7.1b) was chosen
so thatC explained 7.5% of the variance inXint on average across all simulations,
and Table 1 contains the values of pik and τ2k . These were chosen so that the non-
zero eigenvalues λ1, . . . , λK of I = (n − 1)−1P⊥1nC
(
p−1
p∑
g=1
σ−2g `g`Tg
)
CTP⊥1n were
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0.61, 0.33, 0.19, 0.14, 0.12, 0.08, 0.07, 0.05, 0.05 and 0.05 on average across all
simulated datasets, since these were the first 10 eigenvalues of the estimated I in
our data example in Section 8. Similarly, the prior variances for the missingness
mechanism parameters in (7.1a), as well as the mean and variance for the global
mean µg in (7.1d), were set to their estimated equivalents from our data example
in Section 8. Since we typically do not know the exact functional form of Ψ(x) in
practice, we set Ψ(x) = exp(x)/
{
1 + exp(x)
}
and analyzed each simulated dataset
assuming Ψ(x) = F4(x). The distribution of missing data is given in Table 2, which
closely matched that in our real data example.
Table 1: The pik and τk values used to simulate `1, . . . , `p (k = 1, . . . , 10).
Factor number (k) 1 2 3 4 5 6 7 8 9 10
pik 0 0 0.76 0.56 0.48 0.32 0.28 0.20 0.20 0.20
τk 0.78 0.57 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5
Table 2: The expected number of metabolites in each missing data bin for data
simulated according to (7.1) with Ψ(x) = exp(x)/
{
1 + exp(x)
}
, where f is the fre-
quency of missing data.
f = 0 0 < f ≤ 0.05 0.05 < f ≤ 0.5 0.5 < f
251.6 233.6 298.3 416.4
We simulated 60 datasets and in each simulation, removed all metabolites that
were missing in more than 50% of the samples, since we find that these metabolites
tend to have large J statistics in real data. We used Algorithm 3.1 with miss = 0.05
and Kmiss = 5 to estimate the metabolite-dependent missingness mechanism pa-
rameters αg and δg, and subsequently estimated C as (6.2) with q = 0.1, as-
suming K = 10 was known. We lastly estimated βg and said estimator’s variance
using (6.3), and formed 95% confidence intervals and computed P values assuming
βˆg ∼ N1
(
βg, Vˆ
(
βˆg
))
. We refer to this procedure as “MetabMiss”.
Similar to our real data example, Kmiss was such that qg,g2 , defined in Algorithm
4.1, was less than 0.05 in at least 90% of all metabolites g ∈ M in each simulated
dataset. Our results were identical when we let Kmiss be as small as 3 and as large
as 10. The fact that K was assumed to be known when estimating C was incon-
sequential, since parallel analysis [32] applied to metabolites with only complete
data consistently estimated K = 10. We demonstrate the fidelity of MetabMiss’
estimates for the coefficients of interest β1, . . . , βp in Section 7.2. We also illustrate
the accuracy of Algorithm 3.1’s estimates for αg and δg, as well as the uniformity
of the bootstrapped Sargan-Hansen J statistic P values, in Section S5.1.
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7.2. Simulation results. Given the paucity of methods available to analyze
metabolomics data, we could only compare our method to those that account for
non-random missing data orC, but not both. It is not interesting to compare Metab-
Miss to methods that only account for the former, like those proposed in [7, 23, 39],
because ignoring C will dramatically inflate type I error. Instead, we compared
MetabMiss to existing methods that have been used to recover C in metabolomic
data but do not account for the non-random missing data, which included IRW-SVA
[34], dSVA [31], RUV-2 [19] and RUV-4 [18]. We do not report results from the
method proposed in [49], as it performed nearly identically to dSVA in all simula-
tion scenarios. Since none of the of the aforementioned methods can accommodate
missing data, we estimated C with each using only metabolites with complete ob-
servations, and computed confidence intervals and P values using OLS with the
estimated design matrix
(
X Cˆ
)
, assuming missing data were MCAR. We remark
that we could not analyze these simulated data with the methods proposed in [10]
or [46] because both methods rely on a random effects model whose implemented
estimators are not amenable to any missing data.
We first evaluated each method’s ability to identify metabolites with non-zero
effect of interest βg while controlling the false discovery rate at a nominal level.
The results are given in Figure 2, where the only method to suitably control for
false discoveries is MetabMiss. The fact that MetabMiss is slightly underpowered
compared to the other methods is to be expected, as anti-conservative inference is
typically more powerful. We also evaluated the confidence interval coverage for
the effects of interest βg for each method in Figure 3. These results illustrate the
consequences of performing inference on estimators that do not properly account
for the missing data, and also highlight the fidelity of our finite sample-corrected
estimator for the variance defined in (5.2).
8. Data analysis. We used blood plasma metabolomic data measured in n =
533 six year old Danish children enrolled in the Copenhagen Prospective Studies
of Asthma in Children cohort [3] to demonstrate the importance of accounting for
both missing data and unobserved covariates in untargeted metabolomic data. Table
3 provides an overview of the extent of the missing data in each of the p = 1138
measured metabolites. We excluded metabolites that were missing in more than
50% of the samples and set miss = 0.05 and Kmiss = KPA/2 = 10 when estimating
the missingness mechanisms with HB-GMM, where KPA was parallel analysis’ [5]
estimates for K. Kmiss was chosen using the procedure outlined in Section 4.2.
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Fig 2: From left to right: the false discovery proportion, FDP (a), and true recovery
proportion, TRP (b), for metabolites with q-values ≤ 0.05, 0.1, 0.15 and 0.2. The
TRP is the fraction of metabolites with non-zero βg identified at a given q-value
threshold. q-values were determined using the qvalue package in R [48].
Table 3: The number of metabolites in each missing data bin in the blood plasma
metabolomic data, where f is as defined in Table 2.
f = 0 0 < f ≤ 0.05 0.05 < f ≤ 0.5 0.5 < f
400 256 300 182
Once we estimated the missingness mechanisms, we could easily assess the
relationships between the quantified metabolome and the many recorded pheno-
types using MetabMiss. We were particularly interested in phenotypes related to
asthma, and present the results for specific airway resistance (sRAW), which mea-
sures airway resistance to flow [26]. Using the design matrixX = (Xint 1n), where
Xint ∈ Rn was each individual’s measured sRAW value, we estimated K with [32]
using the metabolites with complete data and regressed the quantified metabolites
ontoX using MetabMiss. We present the Q-Q plots of P values in Figure 4.
Figure 4 shows that MetabMiss not only corrects the minor P value inflation, but
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Fig 3: The fraction of effects of interest
{
βg
}
g∈M in all 60 simulated datasets that lie
in their respective 95% confidence intervals βˆg ± 1.96
{
Vˆ
(
βˆg
)}1/2
, stratified by |βg|.
The coverage when C was ignored was uniformly less than IRW-SVA’s.
also empowers the analysis by reducing the residual variance. While the analysis
with dSVA only identified a single metabolite, MetabMiss identified six additional
metabolites at a a q-value threshold of 0.2: two sphingolipids, a benzoate deriva-
tive, pyruvate and three derivatives of piperine, which is an alkaloid found in black
pepper. A reduction in sphingolipid synthesis was associated with increased airway
hyperractivity in children [40], which is congruent with the estimated sign of the
sRAW effect on the intensity of the two sphingolipid metabolites. Benzoate preser-
vatives have been linked to lung function-related phenotypes [1, 43], and pyruvate
and lactate (q-value = 0.23) levels have previously been associated with asthma
[54, 41].
The three derivatives of piperine were particularly interesting in the context of
our methodology because all three had between 12% and 48% missing data with J-
test P values between 0.77 and 0.99 (see Section 4.4), suggesting that Model (2.2)
is a reasonable model for their missingness mechanisms. We found that higher
concentrations of these three metabolites were associated with increased airway
resistance. This corroborates the known biological impact of piperine, as it has been
shown that piperine has a strong affinity for and activates TRPV1 cation channels
on the ends of somatic and visceral parasympathetic nervous system sensory fibers
[44]. This triggers mast cells, bronchial epithelial cells and immune cells to release
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proinflammatory cytokines [17], which ultimately causes bronchoconstriction [24,
8].
An interesting feature of Figure 4 is that the ordering of the P values changes
when one accounts for the missing data. In fact, we would not have identified the
association between sRAW and piperine concentration if one used existing latent
factor correction methods. This is in part because metabolites with missing data
had a slightly different latent factor signature than those with complete data, which
is why MetabMiss is able to better account for the latent variation than existing
methods.
Fig 4: A Q-Q plot of P values for the null hypotheses H0,g : βg = 0 when C is
estimated with dSVA using metabolites with complete data and the missing data
are treated as MCAR (left), and using MetabMiss (right). The x-axis is the expected
ordered P value under the null hypothesis, assuming all tests are independent. The
three quantified derivatives of piperine are each labeled with a violet “×”.
9. Discussion. We have presented, to the best of our knowledge, the first method
to simultaneously account for latent factors and non-ignorable missing data in un-
targeted metabolomic data. Our method simplifies this complex problem by modu-
larizing the estimation of each metabolite-dependent missingness mechanism and
latent factors, and does so without assuming a specific probability model for the
missing data. This modularization also makes modern metabolomic data analysis
tractable, since our estimators for the missingness mechanism only depend on Y
and are invariant to the choice of model matrixX .
An important tuning parameter in Algorithm 4.1 is the number of estimated in-
struments to use to estimate αg and δg. We use two instruments (Uˆg ∈ Rn×2) so that
we have an extra degree of freedom to use the Sargan-Hansen J statistic to identify
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metabolites whose missingness mechanisms may not follow (2.2). Including addi-
tional instruments may improve the efficiency of our estimator, which could be an
interesting area of future research.
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Supplemental material for “Estimation and inference in
metabolomics with non-random missing data and latent factors”
S1. Notation. Besides the notation introduced in Section 2.1 of the main text, we use the
following notation throughout the supplement. LetM ∈ Rn×m. We defineMi∗ ∈ Rm andM∗ j ∈
Rn to be the ith row and jth column of M , respectively. If d > 0 is the dimension of the null
space of M T, we define QM ∈ Rn×d be a matrix whose columns form an orthonormal basis
for the null space of M T. If X1,X2, . . . ∈ Rr×s is a sequence of random matrices (or vectors if
s = 1), we let Xn = OP (an) and Xn = oP (an) if ‖Xn‖2/an = OP(1) and ‖Xn‖2/an = oP(1) as
n→ ∞, respectively.
S2. A bootstrap null distribution for the J statistics. Fix a g ∈ M, define the null hy-
pothesis H0g to be that Model (2.2) is correct and let
Jg = nh¯g
{
αˆ(GMM)g , δˆ
(GMM)
g
}T
Wgh¯g
{
αˆ(GMM)g , δˆ
(GMM)
g
}
.
We show in Corollary S8.1 in Section S8 that when H0g and additional technical assumptions
hold, Jg
d→ χ21 as n, p→ ∞. However, we find that we over-reject using this asymptotic distribu-
tion, which is consistent with previous practitioners’ observations [20, 21, 4]. We therefore use
[4] to develop a bootstrapped null distribution for Jg, the details of which are given below.
The bootstrap population is the observed sample
{(
ygi, rgi, uˆgi
)}
i∈[n]. Let
dFˆsampleg (x) =
n∑
i=1
n−1I
{
x =
(
ygi, rgi, uˆgi
)}
be the empirical density that puts weights 1/n on each sample point. If uˆgi only had two ele-
ments, then
EFˆsampleg
[
h¯g
{
αˆ(GMM)g , δˆ
(GMM)
g
}]
= 02.
However, since uˆgi has three elements, the above expectation will not be zero, which would
violate the requirement that the population moment be zero under H0g . We therefore use the em-
pirical likelihood to derive an alternative sampling distribution, Fˆg, that ensures the bootstrapped
population mean of h¯g
{
αˆ(GMM)g , δˆ
(GMM)
g
}
is zero. That is, we define
dFˆg (x) =
n∑
i=1
ηgiI
{
x =
(
ygi, rgi, uˆgi
)}
,
where{
ηg1, . . . , ηgn
}
= arg max
∆1,...,∆n∈[0,1]
n∏
i=1
∆i,
n∑
i=1
∆i = 1,
n∑
i=1
∆ihgi
{
αˆ(GMM)g , δˆ
(GMM)
g
}
= 03.
We subsequently recompute Jg for each bootstrapped sample drawn from Fˆg to derive the boot-
strap null distribution.
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S3. Estimating latent covariates in models with nuisance covariates. Here we extend
our estimator for C defined in (6.2) of Section 6 when X = (XintXnuis), where Xint ∈ Rn×dint
andXnuis ∈ Rn×dnuis . To do so, let
βg =
 β(int)g
β(nuis)g
 , g ∈ [p].
We can then re-write (6.1) as
yg = P⊥XnuisXintβ˜
(int)
g +Xnuisβ˜
(nuis)
g +C2`g + eg, β˜
(int)
g = β
(int)
g + Ω`g, g ∈ [p]
Ω =
(
XTintP
⊥
XnuisXint
)−1
XTintP
⊥
XnuisC, C2 = P
⊥
XC, g ∈ [p]
where β˜(nuis)g is a nuisance parameter. We estimate C2 as we did in Section 6.1, where now
ˆ˜βg =
 ˆ˜β(int)gˆ˜β(nuis)g

and ˆ˜β(int)g ∈ Rdint , ˆ˜β(nuis)g ∈ Rdnuis . Using the same reasoning as when X = Xint in Section 6, we
model ˆ˜β(int)g
·∼
(
β(int)g + Ω`g, vˆg
)
, where vˆg is a submatrix of the estimate for the variance defined
in (5.2) when g ∈ M or the ordinary least squares estimator for V
(
ˆ˜β(int)g
)
when g ∈ S using the
design matrix
(
XintXnuis Cˆ2
)
. We subsequently estimate Ω with Algorithm 6.1.
S4. Justification of the estimate for V
(
ηˆg
)
defined in (5.2). Here were perform an error
analysis to justify using (5.2) to estimate V
(
ηˆg
)
, where ηg is as defined in Section 5. We also
define
sgi = zi
(
ygi − zTi ηg
)
, sˆgi = zi
(
ygi − zTi ηˆg
)
, g ∈ M; i ∈ [n]
where ηˆg is defined in (5.1). We assume throughout this section that αg and δg are known. Unless
otherwise stated, all expectations and variances are taken conditional on Z. By the derivation in
Section 5.2, our goal is to approximate γ2gi E
(
w2gisgis
T
gi | Z
)
for all g ∈ M and i ∈ [n].
Fix a g ∈ M and define ξgi = γgiwgi and Wg = diag
(
ξg1, . . . , ξgn
)
. When γgi, αg and δg are
known, the estimator ηˆg is such that
n∑
i=1
ξgisgi = Z
TWg
(
yg −Zηg
)
= ZTWg
(
yg −Zηˆg
)
+ZTWgZ
(
ηˆg − ηg
)
= 0 +ZTWgZ
(
ηˆg − ηg
)
,
26 C. MCKENNAN ET AL.
where the last equality follows by the definition of ηˆg. Therefore, for all i ∈ [n],
sˆgi = zi
(
ygi − zTi ηg
)
+ ziz
T
i
(
ηg − ηˆg
)
= sgi − zizTi
(
ZTWgZ
)−1 n∑
j=1
ξg jsg j
=
{
Id − ξgizizTi
(
ZTWgZ
)−1}
sgi − zizTi
(
ZTWgZ
)−1 ∑
j,i
ξg jsg j
= zi
{
1 − ξgizTi
(
ZTWgZ
)−1
zi
}
egi − zizTi
(
ZTWgZ
)−1 ∑
j,i
ξg jsg j
=
(
1 − hgi
)
sgi − zizTi
(
ZTWgZ
)−1 ∑
j,i
ξg jsg j
where hgi is the ith leverage score of W
1/2
g Z. For Ai =
∑
j,i
ξg jsg j, the naive plug-in estimator
can be expressed as
γ2giw
2
gisˆgisˆ
T
gi =ξ
2
gi
(
1 − hgi
)2
sgis
T
gi −
(
1 − hgi
)
ziz
T
i
(
ZTWgZ
)−1
Aiξ
2
gis
T
gi
−
{(
1 − hgi
)
ziz
T
i
(
ZTWgZ
)−1
Aiξ
2
gis
T
gi
}T
+ ξ2gi
(
1 − hgi
)2
ziz
T
i
(
ZTWgZ
)−1
AiA
T
i
(
ZTWgZ
)−1
ziz
T
i ,(S4.1)
and the corrected estimator as(
1 − hgi
)−2
γ2giw
2
gisˆgisˆ
T
gi =ξ
2
gisgis
T
gi −
(
1 − hgi
)−1
ziz
T
i
(
ZTWgZ
)−1
Aiξ
2
gis
T
gi
−
{(
1 − hgi
)−1
ziz
T
i
(
ZTWgZ
)−1
Aiξ
2
gis
T
gi
}T
+ ξ2giziz
T
i
(
ZTWgZ
)−1
AiA
T
i
(
ZTWgZ
)−1
ziz
T
i .(S4.2)
We first note thatAi is independent of rgi and ygi and E (Ai) = 0. Therefore, if we ignore the
uncertainty in n−1ZTWgZ, the second and third terms in (S4.1) and (S4.2) will have expecta-
tion 0. The last terms are positive semi-definite, where since
(
rg1, yg1
)
, . . . ,
(
rgn, ygn
)
are inde-
pendent,
(
ZTWgZ
)−1
AiAi
(
ZTWgZ
)−1
will have eigenvalues that are OP
(
n−1
)
under suitable
regularity conditions. However, the first term in (S4.1) will tend to be small and therefore un-
derestimate γ2gi E
(
rgiw2gisgis
T
gi
)
, especially when d or the weights wgi are large, since this will
increase leverage scores. Further, unlike data whose missing values are missing at random, the
leverage scores are correlated with sgi, where large values of sgi typically imply the weights
will be large. These two facts cause the naive plug-in sandwich estimator to underestimate the
variance. The corrected estimator circumvents these issues because the first term in (S4.2) is
exactly the term whose expectation we are attempting to estimate.
S5. Additional simulation results.
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S5.1. Accuracy of our estimates for αg and δg. We simulated and analyzed 20 datasets
according to (7.1) with Ψ(x) = F4(x) to compare our method’s (HB-GMM) estimates for αg and
δg defined in (4.8) to the those proposed in [51]. The latter are simply αˆ
(GMM)
g and δˆ
(GMM)
g defined
in (4.3). We could not compare it to the estimators proposed in [7] or [23], because they assume
the missingness mechanisms are the same for each analyte. We remark that the estimators for
αg and δg these authors proposed in the aforementioned articles rely on the assumption that ygi
is normally distributed.
The results are given in Figure S1. Our Bayesian estimator (HB-GMM) outperforms the
standard two-step generalized method of moments estimator proposed in [51] (GMM), which
illustrates the advantages of pooling information across metabolites.
S5.2. J statistics from simulated data. Here we examined the uniformity of the J statistics
P values from the data simulated in Section 7 when Ψ(x) = F4(x). The results are given in
Figure S2, where the P values appear to be uniformly distributed.
S5.3. Simulations with smaller sample sizes. Here we analyze additional data simulated
according to (7.1) with Ψ(x) = exp(x)/
{
1 + exp(x)
}
and n = 300 or n = 100 to demonstrate
our method’s performance on data with smaller sample sizes. Just like we did in Section 7.2,
we analyzed each of the 60 simulated datasets for each value of n with MetabMiss by making
the incorrect assumption that Ψ(x) = F4(x). For simplicity of presentation, we only report each
Fig S1: The root mean squared error (RMSE)
|M|−1 ∑
g∈M
{
log
(
αˆg
)
− log
(
αg
)}21/2
(left) and
|M|−1 ∑g∈M (δˆg − δg)2

1/2
(right) over 20 simulations. The estimates
log
(
αˆg
)
and δˆg were either our Bayesian estimators proposed in (4.8a) (HB-GMM),
or the two-step estimator proposed in [51] (GMM).
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Fig S2: Bootstrapped J statistic P values from a single simulated dataset for
metabolites with between 5% and 35% missing data (left) and 35% and 50% miss-
ing data (right). The red line is the line y = x and the blue line is the line y = x/4.
Points that lie below the blue line would be rejected by the Benjamini-Hochberg
procedure at a level α = 0.25, and are marked with a blue “×”.
method’s potential to estimate and perform inference on βg for g ∈ M. The results for each set
of simulations are given in Figures S3 and S4.
S6. A mathematical justification of Algorithm 4.1. In this section, we justify the instru-
mental variable selection step Algorithm 4.1. We first prove the asymptotic properties of Cˆmiss in
Lemma S6.2 and then prove in Theorem S6.1 that the P value pg,k in Step (1) is asymptotically
uniform under the null hypothesis that the kth column of Cˆmiss is independent of yg. We lastly
prove in Theorem S6.2 that under weak conditions, one is justified ignoring the uncertainty in
the estimated indices g1 and g2 from Step (3) when deriving the asymptotic distribution in (4.5).
We first state the assumptions that we will use throughout this section, as well as Sections S7
are S8.
Assumption S6.1. Suppose yg =
(
yg1 · · · ygn
)T
= Zξg + C˜ ˜`g + eg for all g ∈ [p], where
eg =
(
eg1 · · · egn
)T
, Z ∈ Rn×t for t ≥ 1 and C˜ ∈ Rn×K˜ for K˜ ≥ 1 ∧ (3 − t), and that Model
(2.2) holds for g ∈ M. Define L˜S to be the sub-matrix of L˜ =
(
˜`1 · · · ˜`p
)T
, restricted to the rows
g ∈ S, and let ps = |S|. Then following hold for some constant c1 > 1:
(i) Z ∈ Rn×t is non-random, ‖Z‖∞ ≤ c1, 1n ∈ Im (Z) and limn→∞ n
−1ZTZ = ΣZ  0.
(ii) Both p and ps are non-decreasing function of n and lim
n→∞ p/n, limn→∞ ps/n ∈ (0,∞).
(iii) L˜TSL˜S is diagonal with non-increasing elements and limps→∞
p−1s L˜TSL˜S = diag
(
λ1, . . . , λK˜
)
.
For Kmiss ∈
[
1, K˜
]
and λK˜+1 = 0, the eigenvalues satisfy λ1 > · · · > λKmiss > λ(Kmiss+1) ≥ 0.
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(iv) C˜ = ZA+Ξ for some non-random matrixA ∈ Rt×K˜ . The random matrix Ξ is independent
of e1, . . . , ep, Ξ1∗, . . . ,Ξn∗ are independent and identically distributed and Ξ1∗
·∼ (0K˜ , IK˜).
Further, the entries of Ξ have uniformly bounded eighth moments.
Fig S3: The false discovery rate (FDR) among rejected metabolites with > 5%
but ≤ 50% missing data as a function of q-value threshold (Nominal FDR) when
n = 300 (left) and when n = 100 (right). IRW-SVA’s and RUV-4’s performance
was uniformly worse that dSVA’s in both simulation settings. The dashed red line
is the line y = x.
Fig S4: The 95% confidence interval coverage when n = 300 (left) and when
n = 100 (right). These plots are analogous to Figure 3.
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(v) eg1, . . . , egn
·∼
(
0, σ2g
)
are independent and identically distributed with uniformly bounded
fourth moments for all g ∈ [p]. Further, e1, . . . , ep are independent.
(vi) The function Ψ(x) : R→ (0, 1) defined in (2.2) is continuous and strictly increasing, where
lim
x→−∞Ψ(x) = 0 and limx→∞Ψ(x) = 1. Further, αg > 0 for all g ∈ M.
(vii) If g ∈ S, P
(
rgi = 1
)
= 1 for all i ∈ [n].
Remark S6.1. The covariates Z are a set of observed covariates that systematically effect
Y and can be used as observed instruments when estimating the missingness mechanisms. Since
such factors are rarely observed, we had assumed for simplicity that Z = 1n in Sections 3 and
4. We let Z include more than the intercept to allow for the possibility the practitioner observes
additional covariates that can be used as instruments.
Remark S6.2. C˜ in Assumption S6.1 is not the same C defined in (2.1). It is instead the
concatenation of C andX−Z , the columns ofX that are not a part of Z.
Remark S6.3. Since L˜ is identifiable up to multiplication by an invertible matrix on the
right, the assumption that assumption that L˜TL˜ is diagonal with decreasing elements and
Cov (Ξi∗) = IK˜ for all i ∈ [n] is without loss of generality.
Remark S6.4. Since C˜ = (CX−Z) and X−Z will typically have a weak effect on Y , the
smallest eigenvalues of p−1s L˜TL˜ will tend to converge to 0 as ps gets large. Therefore, we only
require a subset of λ1, . . . , λK˜ be bounded away from 0 in Item (iii) in Assumption S6.1.
Remark S6.5. Item (vii) simplifies the problem by assuming that metabolites whose data are
used to compute Cˆmiss have no missing data. While this is typically not true in real data, miss in
Algorithm 3.1 is set to be small enough that any bias incurred due to data that are missing not
at random is negligible in practice.
Lemma S6.1. Fix a g ∈ M. If Assumption S6.1 holds, then P
(
rgi = 1 | Zi∗
)
≥ c for all i ∈ [n]
for some constant c > 0 that does not depend on n.
Proof. Define ξ˜g = ξg +A ˜`g. By Assumption S6.1, e˜g1 = yg1−ZT1∗ξ˜g, . . . , e˜gn = ygn−ZTn∗ξ˜g
are identically distributed. Let µn = min
i∈[n]
(
ZTi∗ξ˜g
)
. Note that µn ≥ µ for some constant µ > −∞
because the entries of Z are uniformly bounded. Then because Ψ(x) is strictly increasing and
non-zero, for any n > 0 and i ∈ [n],
P
(
rgi = 1 | Zi∗
)
= E
[
Ψ
{
αg
(
ZTi∗ξ˜g + e˜gi − δg
)}
| Zi∗
]
≥ E
[
Ψ
{
αg
(
µ + e˜gi − δg
)}]
= E
[
Ψ
{
αg
(
µ + e˜g1 − δg
)}]
> 0.

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We now prove a useful lemma that describes the properties of Cˆmiss, defined in Section 4.1,
when miss = 0. For notational convenience, we define K ← K˜, C ← C˜, `g ← ˜`g, L ← L˜ and
LS ← L˜S for the remainder of the supplement.
Lemma S6.2. Suppose Assumption S6.1 holds, and let n−1/2Cˆ2 be the first K right singular
vectors of YSP⊥Z = LS
(
P⊥ZC
)T
+ESP⊥Z . Define
C2 = P⊥ZC
(
n−1CTP⊥ZC
)−1/2
U , L˜S = LS
(
n−1CTP⊥ZC
)1/2
U ,(S6.1)
where U is a unitary matrix such that L˜TSL˜S is diagonal with non-increasing elements. Then
Cˆ2 = C2vˆ + n1/2QP⊥Z Cwˆ,(S6.2)
where for ak ∈ RK the kth standard basis vector,
‖vˆ∗k − ak‖2 = OP
{
(nps)−1/2
}
, ‖wˆ∗k‖2 = OP
(
p−1/2s
)
, k ∈ [Kmiss]
(S6.3a)
∥∥∥∥wˆ∗k − (nλk ps)−1QTP⊥Z CP⊥ZETS (n1/2L˜S + n−1/2ESP⊥ZC2) vˆ∗k∥∥∥∥2 = OP {(nps)−1/2} , k ∈ [Kmiss] .
(S6.3b)
Proof. For notational simplicity, we drop the subscript S and redefine p ← ps, λk ← nλk
for all k ∈ [K] and C2 ← n−1/2QTZC2. Therefore, Y QTZ = n1/2L˜CT2 + EQZ , CT2C2 = IK and
np−1L˜TL˜ = diag (γ1, . . . , γK), where γk = λk {1 + oP(1)} for all k ∈ [Kmiss] by Assumption S6.1.
Define E1 = EQZC2,Q = QC2 , E2 = EQZQ and Σ = diag
(
σ21, . . . , σ
2
p
)
. Define
S =
(
pλKmiss
)−1 (C2Q)T Y TP⊥ZY (C2Q)
=
(pλKmiss)−1
(
n1/2L˜ +E1
)T (
n1/2L˜ +E1
) (
pλKmiss
)−1 (n1/2L˜ +E1)TE2(
pλKmiss
)−1ET2 (n1/2L˜ +E1) (pλKmiss)−1ET2E2.
(S6.4)
By Theorem 5.37 of [14],
∥∥∥(pλKmiss)−1ET2E2∥∥∥2 = OP (λ−1Kmiss) under Assumption S6.1. Further, it
is easy to see that conditional on C,{
n/
(
pλKmiss
)}1/2 L˜TE j∗r ·∼ (0K , n/ (pλKmiss) L˜TΣL˜) ,
for j = 1, 2, meaning
∥∥∥∥{n/ (pλKmiss)}1/2 L˜TE1∥∥∥∥2 = OP(1) and ∥∥∥{n/ (pλK)}1/2 L˜TE2∥∥∥2 = OP (n1/2).
Next, for ρ = p−1
p∑
g=1
σ2g, E
(
p−1ET1E1 | C
)
= ρIK . Further, for r, s ∈ [K],
V
(
p−1ET1∗rE1∗s | C
)
= p−2
p∑
g=1
V
{(
QZC2∗r
)T eg (QZC2∗s)T eg | C}
≤ p−2
p∑
g=1
E
[{(
QZC2∗r
)T eg}4 | C]1/2 E [{(QZC2∗s)T eg}4 | C]1/2 ,
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where
E
[{(
QZC2∗r
)T eg}4 | C] = n∑
i, j=1
(QZC2)2ir (QZC2)
2
jr E
(
e2gie
2
g j | C
)
≤ c
 n∑
i=1
(QZC2)2ir

2
= c
for c = max
g∈[p]
E
(
e4g1
)
. This shows that
∥∥∥p−1ET1E1 − ρIK∥∥∥2 = OP (p−1/2). Lastly, E (p−1ET2E1 | C) =
0 and for k ∈ [K], i ∈ [n − t − K],
E
[{
p−1
(
ET2E1
)
ik
}2 | C] = V {p−1 (ET2E1)ik | C} = p−2 p∑
g=1
V
{
(QZQ)T∗i ege
T
g (QZC2)∗k | C
}
≤ cp−1
for c defined above. Therefore,
∥∥∥p−1ET2E1∥∥∥2 = OP {(np−1)1/2}.
Define µk = γk/λKmiss and let µˆk be the the kth eigenvalue of (S6.4) for k ∈ [K]. By Weyl’s
inequality, the above work shows that µˆk = µk + ρ/λKmiss + oP(1) for all k ∈ [Kmiss]. Next, define
N˜ =
{
n/
(
pλKmiss
)}1/2 L˜ + (pλKmiss)−1/2E1, B = (pλKmiss)−1 (n1/2L˜ +E1)TE2
D =
(
pλKmiss
)−1ET2E2
and let vˆ ∈ RK×K , wˆ ∈ R(n−t−K)×K be such that (vˆT wˆT)T are the first K eigenvectors of (S6.4).
Then
µˆkvˆ∗k =
{
N˜ TN˜ +B (µˆkIn−t−K −D)−1BT
}
vˆ∗k, k ∈ [Kmiss]
wˆ∗k = (µˆkIn−t−K −D)−1BTvˆ∗k k ∈ [Kmiss] .
It is easy to see that (S6.3a) follows from the above work and the fact that 1−λk+1/λk ≥ c−11 for all
k ∈ [Kmiss] in Item (iii) of Assumption S6.1. (S6.3b) follows because µˆk/µk = OP
{
(np)−1/2
}
=
OP
(
λ−1Kmiss
)
by Weyl’s Theorem. 
Lemma S6.3. Suppose the assumptions of Lemma S6.2 hold and let g ∈ M and C2 be as
defined in (S6.1). For some k ∈ [Kmiss], define zg to be the ordinary least squares z-score for the
[t + 1]st regressor from the regression yg ∼ (ZC2∗k), restricted to only the observed values of
yg. Then if C2∗k is independent of yg, zg
d→N1 (0, 1) as n→ ∞.
Proof. For notation purposes, we define yg = y = (y1, . . . , yn)T, eg = e = (e1, . . . , en)T,
Z = (z1 · · · zn)T, µi = zTi
(
ξg +A`g
)
, ri = rgi for all i ∈ [n] and c⊥ = C2∗k . Define R =
diag (r1, . . . , rn) and let ˆ` be the t + 1st regression coefficient from the ordinary least squares
regression of y onto (Z, c⊥) that ignores missing data. That is,(
βˆ, ˆ`
)T
=
{
(Z, c⊥)TR (Z, c⊥)
}−1 (ZTRy
cT⊥Ry
)
.(S6.5)
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Note that
c⊥ = P⊥Z c, c = Ξ
(
n−1ΞTP⊥Z Ξ
)−1/2
uk,
where uk ∈ RK is the kth column ofU defined in the statement of Lemma S6.2. By the assump-
tions of Ξ in Assumption S6.1, n−1ΞTP⊥Z Ξ = IK + OP
(
n−1/2
)
and ‖uk − ak‖2 = OP
(
n−1/2
)
,
where ak ∈ RK is the kth standard basis vector. Since c⊥ is independent of y, it is also indepen-
dent ofR by Model (2.2), meaning it suffices to assume Ξ is independent of y. Further, we can
re-write (S6.5) as(
βˆ, ˆ`
)T
=
(
It s
0 IK
) {
(Z, c)TR (Z, c)
}−1 (ZTRy
cTRy
)
, s =
(
ZTZ
)−1ZTc.
Therefore, to understand the distribution of ˆ`, it suffices to replace c⊥ with c in (S6.5).
Define the function
h (β, `) = n−1 (Z, c)TR (y −Zβ − c`)
and let
βr=1 =
{
E
(
ZTRZ
)}−1
E
(
ZTRy
)
.
Note that lim sup
n→∞
‖βr=1‖2 < ∞. We start by understanding the asymptotic properties ofh (βr=1, 0),
which we can do by analyzing the following:
(i) n−1ZTRy
V
(
n−1ZTRy
)
= n−2
n∑
i=1
ziz
T
i V (riyi)  n−2
n∑
i=1
ziz
T
i E
(
y2i
)
 n−1c
(
n−1ZTZ
)
where c > 0 is a constant. Therefore, n−1ZTRy = E
(
n−1ZTRy
)
+ OP
(
n−1/2
)
.
(ii) n−1cTR (y −Zβr=1) Since Ξ is independent of y1, . . . , yn (and therefore r1, . . . , rn),
n−1/2ΞTR (y −Zβr=1) = OP (1) .(S6.6)
Therefore,
n−1cTR (y −Zβr=1) = uTk
(
n−1ΞTP⊥Z Ξ
)−1/2
n−1ΞTR (y −Zβr=1)
= n−1
n∑
i=1
Ξikri
(
yi − zTi βr=1
)
+ OP
(
n−1
)
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, where E
{
Ξi jri
(
yi − xTiβr=1
)}
= 0 and
n−1
n∑
i=1
Ξ2i jri
(
yi − zTi βr=1
)2
= n−1
n∑
i=1
E
{
ri
(
yi − zTi βr=1
)2}
+ OP
(
n−1/2
)
by the bounded fourth moment assumptions. Let α = αg > 0, δ = δg ∈ R and γi =
µi − zTi βr=1. Note that maxi∈[n]|γi|,maxi∈[n]|µi| ≤ c for some constant c > 0 by Assumption
S6.1. Let M > 0 be large enough so that
max
i∈[n]
[
E
{
(e1 + γi)2
}
I (e1 ≥ −M)
]
≥ c−11 .
Then because e1, . . . , en are identically distributed,
E
{
ri
(
yi − zTi βr=1
)2}
= E
[
Ψ {α (ei + µi − δ)} (ei + γi)2
]
≥ E
[
Ψ {α (ei + µi − δ)} (ei + γi)2 I (ei ≥ −M)
]
≥ Ψ
[
α
{
−M + min
j∈[n]
(
µ j
)
− δ
}]
c−11 ,
where
lim inf
n→∞
{
min
j∈[n]
(
µ j
)}
> −∞ ⇒ lim inf
n→∞ Ψ
[
α
{
−M + min
j∈[n]
(
µ j
)
− δ
}]
> 0.
By the Lindeberg-Feller Central Limit Theorem, we get that
n−1/2v−1/2n cTR (y −Zβr=1) d= N (0, 1) + oP(1)
vn = n−1
n∑
i=1
E
{
ri
(
yi − zTi βr=1
)2}
,
where lim inf
n→∞ vn > 0 by the above work.
(iii) We see that n−1ZTRZ = E
(
n−1ZTRZ
)
+ OP
(
n−1/2
)
, where E
(
n−1ZTRZ
)
 cn−1ZTZ
for some constant c > 0 by Lemma S6.1. An analysis identical to that in (ii) shows
n−1ZTRc = OP
(
n−1/2
)
.
(iv) n−1cTRc Let nr=1 =
n∑
i=1
ri.
n−1cTRc = uTk
(
n−1ΞTP⊥Z Ξ
)−1/2
n−1ΞTRΞ
(
n−1ΞTP⊥Z Ξ
)−1/2
uk
= n−1
n∑
i=1
P (ri = 1 | Z) + OP
(
n−1/2
)
= n−1nr=1 + OP
(
n−1/2
)
.
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This shows that
n1/2
(
βˆ − βr=1
ˆ`
)
=
(
n−1ZTRZ n−1ZTRc
n−1cTRZ n−1cTRc
)−1 {n−1/2ZTR (y −Zβr=1)
n−1/2cTR (y −Zβr=1)
}
.
The results from (i), (ii), (iii) and (iv) and a little algebra then show that as n→ ∞,
{
M(t+1)(t+1)v˜n
}−1/2 ˆ` d= N(0, 1) + oP(1), M = (ZTRZ ZTRccTRZ cTRc
)−1
v˜n = (nr=1 − t − 1)−1
n∑
i=1
ri
(
yi − zTi βr=1
)2
.
Lastly, for δ = βˆ − βr=1 and n˜r=1 = nr=1 − t − 1,
ˆ˜vn =n˜−1r=1
n∑
i=1
ri
(
yi − zTi βˆ − ci ˆ`
)2
= v˜n + 2n˜−1r=1
n∑
i=1
ri
(
yi − zTi βr=1
) (
zTi δ − ci ˆ`
)
+ n˜−1r=1
n∑
i=1
ri
(
zTi δ + ci
ˆ`
)2
.(S6.7)
By (i), (ii), (iii) and (iv), ‖δ‖2,
∥∥∥ ˆ`∥∥∥
2 = OP
(
n−1/2
)
, meaning the the last two terms are oP(1) as
n→ ∞. This completes the proof. 
Theorem S6.1. Suppose Assumption S6.1 holds and let g ∈ M and C2 be as defined in
(S6.1). For some k ∈ [Kmiss], define zˆg to be the ordinary least squares z-score for the [t + 1]st
regressor from the regression yg ∼
(
Z Cˆ2∗k
)
, restricted to only the observed values of yg. Then
under the null hypothesis that C2∗k or Cˆ2∗k is independent of yg, zˆg
d→N1 (0, 1) as n, p→ ∞.
Proof. Let zg, R, ri, y and yi be as defined in Lemma S6.3. Both zˆg and zg can be written as
“estimate”
“standard error of estimate” . Define
Mˆ =
(
ZTRZ ZTRCˆ2∗k
CˆT2∗kRZ Cˆ
T
2∗kRCˆ2∗k
)−1
, M =
(
ZTRZ ZTRC2∗k
CT2∗kRZ C
T
2∗kRC2∗k
)−1
.
The numerators of zˆg and zg are the [t + 1]st elements of
Mˆ
(
ZTRy
CˆT2∗kRy
)
, M
(
ZTRy
CT2∗kRy
)
and the denominators are[
Mˆ(t+1)(t+1)
{
(nr=1 − t − 1)−1 (Ry)T P⊥R(Z, Cˆ2∗k ) (Ry)
}]1/2
,[
M(t+1)(t+1)
{
(nr=1 − t − 1)−1 (Ry)T P⊥R(Z,C2∗k ) (Ry)
}]1/2
,
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where nr=1 =
n∑
i=1
ri. Note that for ˆ˜vn defined in (S6.7),
ˆ˜vn = (nr=1 − t − 1)−1 (Ry)T P⊥R(Z, [C2]∗k) (Ry) .
First, if Cˆ2∗k is independent of y, then it suffices to assume that Ξ is independent of both y
andR. Therefore, by Lemma S6.3, we simply have to show the following to prove the theorem:
∥∥∥nMˆ − nM∥∥∥2 = oP (n−1/2)(S6.8a)
n−1CˆT2∗kRy = n
−1CT2∗kRy + oP
(
n−1/2
)
(S6.8b)
(nr=1 − t − 1)−1 (Ry)T P⊥R(Z, Cˆ2∗k ) (Ry) = ˆ˜vn + oP(1).(S6.8c)
We start by showing (S6.8a). Define cˆ = Cˆ2∗k and c = C2∗k . Then by Lemma S6.2 and (S6.2),
n−1cˆTRcˆ =n−1vˆT∗kC
T
2RC2vˆ∗k + 2n
−1/2vˆT∗kC
T
2RQC2wˆ∗k
+ wˆT∗kQ
T
C2RQC2wˆ∗k
By (S6.3a), the third term is oP
(
n−1/2
)
. Similarly, since
∥∥∥n−1/2RC2∥∥∥2 ≤ ∥∥∥n−1/2C2∥∥∥2 = 1, we
can use (S6.3a) to get
n−1cˆTRcˆ = n−1cTRc + 2n−1/2cTRQC2wˆ∗k + oP
(
n−1/2
)
.
We then use (S6.3b) to show that the second term in the above expression is oP
(
n−1/2
)
. The proof
of this follows from the fact that cTR is independent ofES. The details are nearly identically to
those used to prove Lemma S6.2 and are ommitted. An identical technique can also be used to
show that
∥∥∥n−1ZTRcˆ − n−1ZTRc∥∥∥2 = oP (n−1/2), which proves (S6.8a).
To show (S6.8b), we again use (S6.2), which shows that
n−1cˆTRy = n−1vˆT∗kC
T
2Ry + n
−1/2wˆT∗kQ
T
C2Ry =n
−1cTRy + n−1/2wˆT∗kQ
T
C2Ry
+ oP
(
n−1/2
)
,
where the second equality follows from (S6.3a). Again, the proof that n−1/2wˆT∗kQ
T
C2
Ry =
oP
(
n−1/2
)
follows from (S6.3b) the fact thatRy is independent of ES, and is omitted.
To show (S6.8c), let n˜ = nr=1 − t − 1. Then
xˆn = n˜−1 (Ry)T P⊥R
(
Z, Cˆ2∗k
) (Ry)
= n˜−1yTRy − n−1
(
n˜−1/2Ry
)T
(Z, cˆ)
(
nMˆ
)
(Z, cˆ)T
(
n˜−1/2Ry
)
.
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First,
∥∥∥n˜−1/2Ry∥∥∥2 ≤ ∥∥∥n˜−1/2y∥∥∥2 = OP(1). Next, because ∥∥∥nMˆ − nM∥∥∥ = oP (n−1/2), ∥∥∥n−1/2Z∥∥∥2 =
O(1) and
∥∥∥n−1/2cˆ∥∥∥2 = 1,
xˆn = n˜−1yTRy − n−1
(
n˜−1/2Ry
)T
(Z, cˆ) (nM ) (Z, cˆ)T
(
n˜−1/2Ry
)
+ oP
(
n−1/2
)
.
Lastly, (S6.2) and (S6.3a) imply
xˆn = n˜−1yTRy − n−1
(
n˜−1/2Ry
)T
(Z, c) (nM ) (Z, c)T
(
n˜−1/2Ry
)
+ oP (1) = ˆ˜vn + oP (1) ,
which completes the proof. 
Theorem S6.2. Fix a g ∈ M, suppose Assumption S6.1 holds with Z = 1n and let σ be a
permutation of [Kmiss] such that
∣∣∣∣Corr {yg1,Ξ1σ(1) | rg1 = 1}∣∣∣∣ ≥ · · · ≥ ∣∣∣∣Corr {yg1,Ξ1σ(Kmiss) | rg1 = 1}∣∣∣∣.
For pg,k defined in Step (1) of Algorithm 4.1, suppose the corresponding q-value from Step (2),
qg,k, is defined to be
qg,k =
pg,kpˆi0,k
Fˆk
(
pg,k
) , g ∈ M; k ∈ [Kmiss] ,
where pˆi0,k, Fˆk(x) ∈ [0, 1] are estimates for
pi0,k = p−1
∑
g∈M
I
(
Cˆmiss∗k |=yg
)
, k ∈ [Kmiss]
Fk(x) = p−1
∑
g∈M
P
(
pg,k ≤ x
)
k ∈ [Kmiss] ; x ∈ [0, 1].
Assume the following hold:
(i) There exists s1, s2 > 0 such that
(
ps1 pˆi0,k
)−1 ,{ps1 Fˆk (min
g∈M
pg,k
)}−1
= oP(1) as n → ∞ for
all k ∈ [0,Kmiss].
(ii)
∣∣∣∣Corr {yg1,Ξ1σ(2) | rg1 = 1}∣∣∣∣ > ∣∣∣∣Corr {yg1,Ξ1σ(3) | rg1 = 1}∣∣∣∣.
Then for g1, g2 defined in Step (3) of Algorithm 4.1,
lim
n→∞P
[
g1, g2 ∈ {σ(1), σ(2)}] = 1.
Remark S6.6. Item (i) is a weak condition, since Fˆk
(
min
g∈M
pg,k
)
is typically |M|−1 [47].
Remark S6.7. Item (ii) has an analogue when Z , 1n, although it is not as intuitive as
when Z = 1n.
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Proof. Without loss of generality, assume σ is the identity. For Cˆ2 defined in (S6.2), let
cˆk = Cˆ2∗k for all k ∈ [Kmiss]. Then forRg = diag
(
rg1, . . . , rgn
)
and n˜ =
n∑
i=1
rgi − 2, define z2g,k for
each k ∈ [Kmiss] to be
xg,k = n˜−1yTgRgP⊥Rg1nRgcˆk
(
cˆTkRgP
⊥
Rg1nRgcˆk
)−1
cˆTkRgP
⊥
Rg1nRgyg
n˜−1z2g,k =
xg,k
n˜−1
{
yTgRgP⊥Rg1nRgyg − n˜xg,k
} .
Then the P values defined in Step (1) of Algorithm 4.1 are pg,k = 2Φ
(
−∣∣∣zg,k∣∣∣1/2), where Φ is the
probit function. We first note that n−1n˜ = P
(
rg1 = 1
)
+ oa.s.(1) where P
(
rg1 = 1
)
> 0 by Lemma
S6.1 and
n˜−1ΞT∗kRgP
⊥
Rg1nRgΞ∗k = n˜
−1
n∑
i=1
rgiΞ2ik −
n˜−1 n∑
i=1
rgiΞik
2 = V (Ξ1k | rg1 = 1) + oa.s.(1)
n˜−1yTgRgP⊥Rg1nRgcˆk = n˜
−1
n∑
i=1
rgiygiΞik −
n˜−1 n∑
i=1
rgiygi
 n˜−1 n∑
i=1
rgiΞik

= Cov
(
Ξi1, yg1 | rg1 = 1
)
+ oa.s. (1)
as n → ∞. Next, by Lemma S6.2 and Assumption S6.1, it is easy to show that ‖cˆk −Ξ∗k‖2 =
oP
(
n1/2
)
. Therefore, since V
(
Ξ1k | rg1 = 1
)
> 0,
xg,k = Corr
(
yg1,Ξ1k | rg1 = 1
)2
V
(
yg1 | rg1 = 1
)
+ oP(1), k ∈ [Kmiss]
as n→ ∞. Therefore, for k ∈ [2] and t ∈ {3, . . . ,Kmiss}∣∣∣zgk ∣∣∣ − ∣∣∣zgt ∣∣∣ ≥ n1/2 {∣∣∣∣Corr (yg1,Ξ1k | rg1 = 1)∣∣∣∣ − ∣∣∣∣Corr (yg1,Ξ1t | rg1 = 1)∣∣∣∣} {1 + oP(1)} .
The theorem then holds because for all s > 0,
Φ
(
−2∣∣∣zgk ∣∣∣)
Φ
(
−2∣∣∣zgt ∣∣∣) ps = oP(1), k ∈ [2]; t ∈ {3, . . . ,Kmiss}
as n→ ∞. 
S7. Approximating the sample moments with independent normal distributions. In
this section, we justify approximating the distribution of h¯
(
αg, δg
)
|
(
αg, δg
)
with a normal distri-
bution. We also show that for {g1, . . . , gr} ⊆ M a set of finite cardinality, h¯
(
αg1 , δg1
)
, . . . , h¯
(
αgr , δgr
)
are asymptotically independent as n, p→ ∞, conditional on
(
αg1 , δg1
)
, . . . ,
(
αgr , δgr
)
. This helps
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to justify our hierarchical Bayesian generalized method of moments (HB-GMM) procedure in
Section 4.5. Our main result is Theorem S7.1. We first place an assumption on the smoothness
of Ψ(x), which is used throughout this and the next section.
Assumption S7.1. Ψ(x) is twice continuously differentiable with bounded first and second
derivatives. Further, for some large constants M1,M2 > 0,
(i) Either a|x|kΨ(x) = 1 + R(x) or a exp (k|x|) Ψ(x) = 1 + R(x) for all x ∈ (−∞,−M1), where
lim
x→−∞R(x) = 0 and |dR(x)/dx|,
∣∣∣d2R(x)/dx2∣∣∣ ≤ M1 for some a, k > 0.
(ii) E
([
Ψ
{(
αg + M−11
) (
yg1 − δg
)}]−(3+M−12 )) < ∞ for all g ∈ M.
Remark S7.1. Under Assumption S6.1, one can show Assumption S7.1 holds for the follow-
ing values of Ψ(x):
(i) If Ψ(x) = exp(x)/
{
1 + exp(x)
}
, Assumption S7.1 holds if the entries of Ξ and eg have a
moment generating function that is defined on all of R.
(ii) If Ψ(x) = Fν(x), Assumption S7.1 holds if E
(
|Ξ1k|3ν+
)
,E
(∣∣∣eg1∣∣∣3ν+) < ∞ for some  > 0
for all k ∈ [K].
Lemma S7.1. Fix a g ∈ M and let M1,M2 be as defined in Assumption S7.1. Under Assump-
tions S6.1 and S7.1,
lim sup
n→∞
[
max
i∈[n]
{
E
([
Ψ
{(
αg + M−11
) (
ygi − δg
)}]−(3+M−12 ))}] < ∞.
Proof. Let µi = ZTi∗
(
ξg +A`g
)
and e˜gi = ygi − µi for each i ∈ [n]. Then e˜g1, . . . , e˜gn are
identically distributed and lim inf
n→∞ mini∈[n] µi ≥ µ > −∞ because the entries of Z are uniformly
bounded. Therefore, for any i ∈ [n],
Ψ
{(
αg + M−11
) (
ygi − δg
)}
≥ Ψ
[(
αg + M−11
) {
e˜gi + µ1 + (µ − µ1) − δg
}]
d
= Ψ
[(
αg + M−11
) {
yg1 + (µ − µ1) − δg
}]
.
The result then follows because µ − µ1 is finite. 
Lemma S7.2. Suppose t < 3, fix a g ∈ M and let g1, . . . , g3−t ∈ [Kmiss]. For C2 defined in
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(S6.1) and wgi (α, δ) = rgi/Ψ
{
α
(
ygi − δ
)}
, define
ugi =
(
ZTi∗, C2ig1 , · · · ,C2ig3−t
)T ∈ R3, i ∈ [n]
h˜g (α, δ) = n−1
n∑
i=1
ugi
{
1 − wgi (α, δ)
}
Σ˜g (α, δ) = n−1
n∑
i=1
[
ugi
{
1 − wgi (α, δ)
}
− h˜g (α, δ)
] [
ugi
{
1 − wgi (α, δ)
}
− h˜g (α, δ)
]T
.
Then if Assumptions S6.1 and S7.1 hold,∥∥∥∥nV {h˜g (αg, δg)} − Σ˜g (αg, δg)∥∥∥∥
2
= oP(1),
∥∥∥∥nV {h˜g (αg, δg)}∥∥∥∥
2
,
∥∥∥∥∥[nV {h˜g (αg, δg)}]−1∥∥∥∥∥
2
≤ c
n1/2
{
Σ˜g
(
αg, δg
)}−1/2
h˜g
(
αg, δg
) d→N3 (03, I3)
as n→ ∞, where c > 0 is a constant that does not depend on n. Further, if {g1, . . . , gr} ⊆ M is a
set of at most finite cardinality, h˜g1
(
αg1 , δg1
)
, . . . , h˜gr
(
αgr , δgr
)
are asymptotically independent
as n→ ∞.
Proof. Since Kmiss is at most finite, it suffices to assume ugi =
(
ZTi∗,C2i1 , . . . ,C2iKmiss
)T
to
prove the lemma. LetUmiss =
(
U∗1 · · ·U∗Kmiss
)
, whereU is as defined in the statement of Lemma
S6.2. Then as defined,
ugi = Mˆ
T
(
Zi∗
Ξi∗
)
, Mˆ =
It −
(
ZTZ
)−1ZTΞ (ΞTP⊥Z Ξ)−1/2Umiss
0
(
ΞTP⊥Z Ξ
)−1/2
Umiss
 .
And since ∥∥∥∥∥∥Mˆ T −
(
It 0 0
0 IKmiss 0
)∥∥∥∥∥∥
2
= oP(1)
as n → ∞, it suffices to further simplify the problem and assume ugi =
(
ZTi∗,Ξi1, . . . ,ΞiK
)T
,
meaning h˜g
(
αg, δg
)
is an average of independent random variables. Further, forD = {Y ,C,Z}
and any g , s ∈ M,
Cov
{
h˜
(
αg, δg
)
, h˜ (αs, δs)
}
= Cov
[
E
{
h˜
(
αg, δg
)
| D
}
,E
{
h˜ (αs, δs) | D
}]
+ E
[
Cov
{
h˜
(
αg, δg
)
, h˜ (αs, δs) | D
}]
= 0
because E
{
h˜
(
αg, δg
)
| D
}
= 0 and h˜
(
αg, δg
)
|= h˜ (αs, δs) | D. Therefore, to prove the lemma, we
need only check that the Lindeberg condition holds and that
∥∥∥∥nV {h˜g (αg, δg)} − Σ˜ (αg, δg)∥∥∥∥
2
=
oP(1).
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Let v =
(
vT1, v
T
2
)T ∈ Rt+K be a unit vector, where v1 ∈ Rt and v2 ∈ RKmiss . First,
nV
{
vTh˜g
(
αg, δg
)}
= n−1
n∑
i=1
E
[{
1 − wgi
(
αg, δg
)}2 (
vTugi
)2]
≤ n−1
n∑
i=1
(
E
[{
1 − wgi
(
αg, δg
)}4])1/2 [
E
{(
vTugi
)4}]1/2
.
We see that
E
[{
wgi
(
αg, δg
)}4]
= E
([
Ψ
{
αg
(
ygi − δgi
)}]−3)
, E
{(
vTugi
)4} ≤ c
for some constant c that does not depend on i or n by Lemma S7.1 and Assumption S6.1,
meaning nV
{
vTh˜g
(
αg, δg
)}
exists and is bounded from above. Next, let M > 0 be a large
constant. Then for e˜gi as defined in Lemma S7.1, and because E
(
ygi
)
is uniformly bounded from
below,
nV
{
vTh˜g
(
αg, δg
)}
= n−1
n∑
i=1
E
[{
1 − wgi
(
αg, δg
)}2 (
vTugi
)2]
≥ n−1
n∑
i=1
E
[{
1 − wgi
(
αg, δg
)}2 (
vTugi
)2
I
(
e˜gi ≥ −M
)]
≥ ηM E
{(
vTug1
)2
I
(
e˜g1 ≥ −M
)}
where ηM > 0 for all M. And since E
{(
vTug1
)2
I
(
e˜g1 ≥ −M
)}
≥ c2 for some constant c2 >
0 for all M large enough, nV
{
vTh˜g
(
αg, δg
)}
≥ c2ηM. This proves that the eigenvalues of
nV
{
h˜g
(
αg, δg
)}
are uniformly bounded above 0 and below infinity.
We next prove that for g ∈ M,
n1/2
[
nV
{
h˜g
(
αg, δg
)}]−1/2
h˜g
(
αg, δg
) d→Nt+Kmiss (0t+Kmiss , It+Kmiss) .
The proof that h˜g1
(
αg1 , δg1
)
, . . . , h˜gr
(
αgr , δgr
)
are asymptotically independent and jointly nor-
mal is a simple extension and is omitted. To do this, we need only prove that the Lindeberg
condition holds. We note that vTugi = vT1Zi∗ + v
T
2Ξi∗, where for ‖Zi∗‖2 ≤ cz,(
vTugi
)2 ≤ (cz + vT2Ξi∗)2 I (vT2Ξi∗ ≥ 0) + (cz − vT2Ξi∗)2 I (vT2Ξi∗ < 0) .
For the remainder of the proof, we let e˜gi = egi + ΞTi∗`g, µi and µ be as defined in the proof of
Lemma S7.1, and let µ˜ = lim sup
n→∞
(
max
i∈[n]
µi
)
. For each i ∈ [n], we define
Xi =
{
1 − rgiwgi
(
αg, δg
)}2 (
vTugi
)2
=
(
1 − rgi
[
Ψ
{
αg
(
µi + e˜gi − δg
)}]−1)2 (
vTugi
)2
.
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Next, define
r(m)gi
= 1 if rgi = 1∼ Ber [Ψ{αg(µ˜+e˜gi−δg)}−Ψ{αg(µi+e˜gi−δg)}1−Ψ{αg(µi+e˜gi−δg)} ] if rgi = 0 ,
where rgi ≤ r(m)gi and conditional on egi and Ξi∗, r(m)gi ∼ Ber
[
Ψ
{
αg
(
µ˜ + e˜gi − δg
)}]
. Lastly, define
X(m)i =
(
1 − r(m)gi
[
Ψ
{
αg
(
µ + e˜gi − δg
)}]−1)2 {(
cz + vT2Ξi∗
)2
I
(
vT2Ξi∗ ≥ 0
)
+
(
cz − vT2Ξi∗
)2
I
(
vT2Ξi∗ < 0
)}
.
Clearly, X(m)1 , . . . , X
(m)
n are independent and identically distributed and Xi ≤ X(m)i for all i ∈ [n].
We also see that
E
{(
r(m)g1
[
Ψ
{
αg
(
µ + e˜g1 − δg
)}]−1)4}
=E
Ψ
{
αg
(
µ˜ + e˜g1 − δg
)}
Ψ
{
αg
(
µ + e˜g1 − δg
)} [Ψ {αg (µ + e˜g1 − δg)}]−3 < ∞
because Ψ{αg(µ˜+e˜g1−δg)}
Ψ{αg(µ+e˜g1−δg)} is bounded from above by Assumption S7.1. This then shows that E
{
X(m)1
}
<
∞. Therefore, for any η > 0,
n−1
n∑
i=1
E {XiI (Xi ≥ ηn)} ≤ n−1
n∑
i=1
E
[
X(m)i I
{
X(m)i ≥ ηn
}]
= E
[
X(m)1 I
{
X(m)1 ≥ ηn
}]
→ 0 as n→ ∞
by the dominated convergence theorem. This proves that
n1/2
[
nV
{
h˜g
(
αg, δg
)}]−1/2
h˜g
(
αg, δg
) d→Nt+Kˆ (0t+Kˆ , It+Kˆ)
as n→ ∞.
We use a standard truncation argument to show that
∥∥∥∥Σ˜g (αg, δg) − nV {h˜g (αg, δg)}∥∥∥∥
2
=
oP(1). Let v =
(
vT1, v
T
2
)T ∈ Rt+Kmiss be a unit vector, where v1 ∈ Rt and v2 ∈ RKmiss , and let
Xi, r
(m)
gi and X
(m)
i be as defined above. We also define
Yi = {Xi − E (Xi)} I
{
X(m)i ≤ i
}
(i = 1, . . . , n).
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Since X(m)1 , X
(m)
2 , . . . are identically distributed and E
{
X(m)1
}
< ∞,
P
⋂
N≥1
⋃
n≥N
{
X(m)n > n
} = 0(S7.1)
by Lemma 4.31 of [30]. We also have∣∣∣∣∣∣∣n−1
n∑
i=1
{Xi − E (Xi)}
∣∣∣∣∣∣∣ ≤
∣∣∣∣∣∣∣n−1
n∑
i=1
I
{
X(m)i > i
}∣∣∣∣∣∣∣ +
∣∣∣∣∣∣∣n−1
n∑
i=1
E (Yi)
∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣n−1
n∑
i=1
{Yi − E (Yi)}
∣∣∣∣∣∣∣.
By (S7.1), the first term is oa.s.(1) as n→ ∞. For the second term, we may assume µ1 ≤ · · · ≤ µn
without loss of generality. Define r(i)g1 inductively as
r(1)g1 = rg1
r(i)g1
= 1 if r
(i−1)
g1 = 1
∼ Ber
[
Ψ{αg(µi+e˜g1−δg)}−Ψ{αg(µi−1+e˜g1−δg)}
1−Ψ{αg(µi−1+e˜g1−δg)}
]
if r(i−1)g1 = 0
(i = 2, . . . , n).
and let
X˜i =
(
1 − r(i)g1
[
Ψ
{
αg
(
µi + e˜g1 − δg
)}]−1)2 (
vT1Zi∗ + v
T
2Ξ1∗
)2
.
And for ‖Zi∗‖2 ≤ cz, define
r(m)g1 =
= 1 if r
(n)
g1 = 1
∼ Ber
[
Ψ{αg(µ˜+e˜g1−δg)}−Ψ{αg(µn+e˜g1−δg)}
1−Ψ{αg(µn+e˜g1−δg)}
]
if r(n)g1 = 0
X˜(m)1 =
(
1 − r(m)g1
[
Ψ
{
αg
(
µ + e˜g1 − δg
)}]−1)2 {(
cz + vT2Ξ1∗
)2
I
(
vT2Ξ1∗ ≥ 0
)
+
(
cz − vT2Ξ1∗
)2
I
(
vT2Ξ1∗ < 0
)}
.
Note that
XiI
{
X(m)i ≤ i
} d
= X˜iI
{
X(m)1 ≤ i
}
≤ X(m)1 (i = 1, . . . , n).
Since X(m)1 is integrable and E (Xi) is uniformly bounded from above,
∣∣∣∣∣∣n−1 n∑i=1E (Yi)
∣∣∣∣∣∣ → 0 as
n→ ∞ by the dominated convergence theorem. We lastly show
∣∣∣∣∣∣n−1 n∑i=1 {Yi − E (Yi)}
∣∣∣∣∣∣ = oa.s.(1) as
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n→ ∞ to complete the proof. By Kroneckers Lemma and the Khintchine-Kolmogorov theorem,
it suffices to show
∞∑
n=1
n−2 E
(
Y2n
)
< ∞. And because E (Xi) is uniformly bounded and Xi ≤ X(m)i ,
we need only show that
∞∑
n=1
n−2 E
[{
X(m)n
}2
I
{
X(m)n ≤ n
}]
< ∞.
However, this follows from the proof of Theorem 4.30 in [30]. 
Theorem S7.1. Fix a g ∈ M and suppose Assumptions S6.1 and S7.1 hold for t < 3 and
miss = 0. Let g1, . . . , g3−t ∈ [Kmiss]. For wgi (α, δ) defined in the statement of Lemma S7.2 and
Cˆ2 defined in (S6.2), let
uˆgi =
(
ZTi , Cˆ2ig1 , · · · , Cˆ2ig3−t
)T ∈ R3, , g ∈ M; i ∈ [n]
h¯g (α, δ) = n−1
n∑
i=1
uˆgi
{
1 − wgi (α, δ)
}
, g ∈ M
Σˆg (α, δ) = n−1
n∑
i=1
[
uˆgi
{
1 − wgi (α, δ)
}
− h¯g (α, δ)
] [
uˆgi
{
1 − wgi (α, δ)
}
− h¯g (α, δ)
]T
, g ∈ M .
Then
n1/2
{
Σˆg
(
αg, δg
)}−1/2
h¯g
(
αg, δg
) d→N3 (03, I3) , g ∈ M
as n, p→ ∞. Further, if {g1, . . . , gr} ⊆ M is a set of at most finite cardinality, then h¯g1
(
αg1 , δg1
)
, . . . ,
h¯gr
(
αgr , δgr
)
are asymptotically independent as n, p→ ∞.
Proof. As we did in Lemma S7.2, it suffices to re-define uˆgi =
(
ZTi , Cˆ2i1 , . . . , Cˆ2iKmiss
)T
. Let
D = diag
{
1 − wg1
(
αg, δg
)
, . . . , 1 − wgn
(
αg, δg
)}
∈ Rn×n
d =
(
1 − wg1
(
αg, δg
)
, . . . , 1 − wgn
(
αg, δg
))T ∈ Rn.
By Lemma S7.2, it suffices to show that∥∥∥∥n−1/2dT (Cˆ2k −C2k)∥∥∥∥2 = oP(1), k ∈ [Kmiss](S7.2a) ∥∥∥n−1CˆT2rD2Cˆ2s − n−1CT2rD2C2s∥∥∥2 = oP(1), r, s ∈ [Kmiss](S7.2b) ∥∥∥n−1ZTD2Cˆ2k − n−1ZTD2C2k∥∥∥2 = oP(1), k ∈ [Kmiss](S7.2c)
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to prove the theorem. By Assumption S7.1 and Lemma S7.1, ‖d‖2 = OP
(
n1/2
)
and
∥∥∥D2∥∥∥2 =
oP
(
n1/2
)
. The latter follows from the fact under the assumptions on the left hand tail of Ψ(x) in
Assumption S7.1,
E
[{
wgi
(
αg, δg
)}4+η] ≤ c, i ∈ [n]
for η > 0 small enough and c > 0 large enough.
We start by showing (S7.2a). Let ak ∈ RK be the kth standard basis vector. By (S6.2),∥∥∥∥n−1/2dT (Cˆ2k −C2k)∥∥∥∥2 ≤ ‖d‖2‖vˆ∗k − ak‖2 + ∥∥∥∥dTQP⊥Z Cwˆ∗k∥∥∥∥2, k ∈ [Kmiss] .
The first term is oP(1) by (S6.3a). And since d is independent of ES, the second term is also
oP(1) by (S6.3a).
For (S7.2b) and r, s ∈ [Kmiss],∥∥∥n−1CˆT2rD2Cˆ2s − n−1CT2rD2C2s∥∥∥2 ≤∥∥∥n−1vˆT∗rCT2D2C2vˆ∗s − n−1CT2∗rD2C2∗s∥∥∥2
+
∥∥∥∥n−1/2CT2∗rD2QP⊥Z Cwˆ∗s∥∥∥∥2 + ∥∥∥∥n−1/2CT2∗sD2QP⊥Z Cwˆ∗r∥∥∥∥2
+
∥∥∥∥wˆT∗rQTP⊥Z CD2QP⊥Z Cwˆ∗s∥∥∥∥2.
The first and fourth terms are clearly oP(1) by (S6.3a). And since
∥∥∥D2∥∥∥2 = oP (n1/2), the sec-
ond and third terms are also oP(1). Identical techniques can be used to show (S7.2c), which
completes the proof. 
S8. The asymptotic distribution of the generalized method of moments estimator. Here
we prove that under mild assumptions, the two-step generalized method of moments estimators
αˆ(GMM)g and δˆ
(GMM)
g , defined in (4.3), are consistent and asymptotically normal. Our results are
analogous to those in [51], which assumes the instruments Uˆg are observed. Our results are also
easier to interpret, since the assumptions we make only involve the moments of yg and the prop-
erties of the function Ψ(x). We also show that the generalized method of moments estimators
for different metabolites are asymptotically independent, which justifies estimating the prior in
Section 4.5 using the product likelihood. We first make a standard assumption regarding the
identifiability of αg and δg.
Assumption S8.1. Defineugi =
(
Zi∗,Ξig1 , . . . ,Ξig3−t
)T
, where the non-random indices g1, . . . , g3−t ∈
[Kmiss] depend on g ∈ M, and
Mg (α, δ) = −∇(α,δ)
n−1 n∑
i=1
E
[
ugirgi/Ψ
{
α
(
ygi − δ
)}] , g ∈ M .
Then Mg
(
αg, δg
)T
Mg
(
αg, δg
)
 γgI2 for some constant γg > 0 that may depend on g but does
not depend on n or p.
46 C. MCKENNAN ET AL.
Remark S8.1. We prove Mg
(
αg, δg
)
exists in Lemma S8.4. This assumption on the gradi-
ent of the population moment is a standard assumption in the generalized method of moment
literature [22, 51] and helps to guarantee that αg and δg are locally identifiable.
Let Ψ˙(x) and Ψ¨(x) be the first and second derivatives of Ψ(x) and define θg =
(
αg,−αgδg
)T
.
For the remainder of the supplement, we define
uˆgi =
(
Zi∗, Cˆ2ig1 , . . . , Cˆ2ig3−t
)T
, g ∈ M; i ∈ [n](S8.1a)
h¯g (θ) =n−1
n∑
i=1
uˆgi
[
1 − rgi
{
Ψ
(
θ1ygi + θ2
)}−1]
, g ∈ M(S8.1b)
Γg (θ) =∇θh¯g (θ) = n−1
n∑
i=1
rgi
Ψ˙
(
θ1ygi + θ2
)
Ψ
(
θ1ygi + θ2
)2 uˆgi (ygi, 1) , g ∈ M(S8.1c)
Σˆg (θ) =n−1
n∑
i=1
[
1 − rgi
{
Ψ
(
θ1ygi + θ2
)}−1]2
uˆgiuˆ
T
gi, g ∈ M,(S8.1d)
where Cˆ2 is as defined in (S6.2). Note that Σˆg (θ) and that defined in (4.7) differ by a factor
of h¯g (θ) h¯g (θ)T. Since we are only interested in the behavior of Σˆg (θ) around θ = θg, this
difference is asymptotically negligible.
For any weight matrixWg, the generalized method of moments estimate θˆ
(GMM)
g satisfies
0 =Γg
{
θˆ(GMM)g
}T
Wgh¯g
{
θˆ(GMM)g
}
= Γg
{
θˆ(GMM)g
}T
Wgh¯g
(
θg
)
+ Γg
{
θˆ(GMM)g
}T
WgΓg
(
θ˜g
) {
θˆ(GMM)g − θg
}
(S8.2)
where θ˜g = bθg +(1−b)θˆ(GMM)g for some b ∈ [0, 1]. Since we have already proven that h¯g
(
θg
)
is
asymptotically normal and that h¯g1
(
θg1
)
, . . . , h¯gr
(
θgr
)
are asymptotically independent for a dis-
tinct, finite set of elements {g1, . . . , gr} ⊆ M in Theorem S7.1, proving the asymptotic normality
of θˆ(GMM)g and asymptotic independence of θˆ
(GMM)
g1 , . . . , θˆ
(GMM)
gr only requires understanding the
convergence of Γ
{
θˆ(GMM)g
}
andWg for a fixed g ∈ M.
Lemma S8.1. Under Assumption S7.1, there exists a constant M > 0 such that
∣∣∣Ψ˙(x)/Ψ(x)∣∣∣,∣∣∣Ψ¨(x)/Ψ(x)∣∣∣ ≤ M for all x ∈ R.
Proof. Since
∣∣∣Ψ˙(x)∣∣∣, ∣∣∣Ψ¨(x)∣∣∣ are uniformly bounded, we need only consider the case when
x→ −∞. When Ψ(x) = |x|−k {a + R(x)},
Ψ˙(x) = k|x|−(k+1) {a + R(x)} + |x|−k dR(x)
dx
Ψ¨(x) = k(k + 1)|x|−(k+2) {a + R(x)} + 2k|x|−(k+1) dR(x)
dx
+ |x|−k d
2R(x)
dx2
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and when Ψ(x) = exp (−k|x|) {a + R(x)},
Ψ˙(x) = k exp (−k|x|) {a + R(x)} + exp (−k|x|) dR(x)
dx
Ψ¨(x) = k2 exp (−k|x|) {a + R(x)} + 2k exp (−k|x|) dR(x)
dx
+ exp (−k|x|) d
2R(x)
dx2
.
The result then follows by the assumptions on R(x). 
Lemma S8.2. Fix a g ∈ M, let B (η;x) = {x0 : ‖x − x0‖2 < η} and suppose Assumptions
S6.1 and S7.1 hold. Let ugi =
(
Zi∗,Ξig1 , . . . ,Ξig3−t
)
for g1, . . . , g3−t ∈ [Kmiss] and define
h˜g (θ) = n−1
n∑
i=1
ugi
{
1 − rgi/Ψ
(
θ1ygi + θ2
)}
, Γ˜g (θ) = ∇θh˜g (θ)
Σ˜g (θ) = n−1
n∑
i=1
{
1 − rgi/Ψ
(
θ1ygi + θ2
)}2
ugiu
T
gi.
(S8.3)
Then there exists constants γ∗, η∗ > 0 such that for all η ∈ (0, η∗),
E
 sup
θ∈B(η;θg)
∥∥∥∥h˜g (θ) − h˜g (θg)∥∥∥∥
2
 ≤ γ∗η(S8.4a)
E
 sup
θ∈B(η;θg)
∥∥∥∥Γ˜g (θ) − Γ˜g (θg)∥∥∥∥
2
 ≤ γ∗η(S8.4b)
E
 sup
θ∈B(η;θg)
∥∥∥∥Σ˜g (θ) − Σ˜g (θg)∥∥∥∥
2
 ≤ γ∗η(S8.4c)
for all n large enough.
Proof. Fix η > 0, let θ ∈ B
(
η;θg
)
and let v ∈ R3 be any unit vector. Then for some set of
θ˜i = biθ + (1 − bi)θg, bi ∈ [0, 1], and (1, 2)T = θ − θg,
∣∣∣∣vT {h˜g (θ) − h˜g (θg)}∣∣∣∣ =
∣∣∣∣∣∣∣∣n−1
n∑
i=1
(
1ygi + 2
) Ψ˙ (θ˜i1ygi + θ˜i2)
Ψ
(
θ˜i1ygi + θ˜i2
) rgi
Ψ
(
θ˜i1ygi + θ˜i2
)vTugi
∣∣∣∣∣∣∣∣
≤M|1|n−1
n∑
i=1
rgi
Ψ
(
θ˜i1ygi + θ˜i2
) ∣∣∣vTugi∣∣∣
+ M|2|n−1
n∑
i=1
rgi
Ψ
(
θ˜i1ygi + θ˜i2
) ∣∣∣ygivTugi∣∣∣
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where M > 0 is defined in Lemma S8.1. (S8.4a) then follows easily by Assumptions S6.1 and
S7.1.
For (S8.4b),
Γ˜g (θ) − Γ˜g
(
θg
)
=n−1
n∑
i=1
rgi
(
1ygi + 2
) −2Ψ˙
(
θ˜i1ygi + θ˜i2
)2
Ψ
(
θ˜i1ygi + θ˜i2
)3
+
Ψ¨
(
θ˜i1ygi + θ˜i2
)
Ψ
(
θ˜i1ygi + θ˜i2
)2
ugi (ygi, 1)
where 1, 2 are defined above and θ˜i = biθ + (1 − bi)θg for some bi ∈ [0, 1]. To prove (S8.4b),
it suffices to show that
n−1
n∑
i=1
y2gi
rgi
Ψ
(
θ˜i1ygi + θ˜i2
)ugi
has at most finite expectation by Lemma S8.1. However, this follows because the entries of ui
have uniformly bounded sixth moment.
Using the same notation as above, we can express (S8.4c) as
Σ˜g (θ) − Σ˜g
(
θg
)
=2n−1
n∑
i=1
(
1ygi + 2
)
rgi
 Ψ˙
(
θ˜i1ygi + θ˜i2
)
Ψ
(
θ˜i1ygi + θ˜i2
)2
−
Ψ˙
(
θ˜i1ygi + θ˜i2
)
Ψ
(
θ˜i1ygi + θ˜i2
)3
ugiuTgi.
Again, by Lemma S8.1, it suffices to show that
n−1
n∑
i=1
rgi
Ψ
(
θ˜i1ygi + θ˜i2
)2 ∣∣∣ygi∣∣∣ugiuTgi
has bounded expectation. However, this follows by the bounded sixth moment assumption on
the entries of ugi and Assumption S7.1. 
Lemma S8.3. Let h¯g (θ) ,Γg (θ) , Σˆ (θ) and h˜g (θ) , Γ˜g (θ) , Σ˜ (θ) be as defined in (S8.1) and
(S8.3), respectively. Suppose the assumptions of Lemma S8.2 hold. Then for η > 0 small enough,
sup
θ∈B(η;θg)
∥∥∥h¯g (θ) − h˜g (θ)∥∥∥2, sup
θ∈B(η;θg)
∥∥∥Γg (θ) − Γ˜g (θ)∥∥∥2, sup
θ∈B(η;θg)
∥∥∥Σˆg (θ) − Σ˜g (θ)∥∥∥2 = oP(1)
as n, p→ ∞.
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Proof. Define
d1 (θ) =
1 − rg1
Ψ
(
θ1yg1 + θ2
) , . . . , 1 − rgn
Ψ
(
θ1ygn + θ2
)T ∈ Rn
d2 (θ) =

1 − rg1Ψ˙
(
θ1yg1 + θ2
)
Ψ
(
θ1yg1 + θ2
)2
 (1, yg1)T , . . . ,
1 − rgnΨ˙
(
θ1ygn + θ2
)
Ψ
(
θ1ygn + θ2
)2
 (1, ygn)T

T
∈ Rn×2
D (θ) = diag

1 − rg1Ψ (θ1yg1 + θ2)

2
, . . . ,
1 − rgnΨ (θ1ygn + θ2)

2 ∈ Rn×n.
For ak ∈ RK the kth standard basis vector, U defined in the statement of Lemma S6.2 and
vˆ, wˆ defined in (S6.3),
Cˆ2∗k −Ξ∗k = P⊥Z Ξ
{(
n−1ΞTP⊥Z Ξ
)−1/2
Uvˆ∗k − ak
}
+ n1/2QP⊥Z Ξwˆ∗k + PZΞ∗k, k ∈ [K] .
(S8.5)
By Lemma S6.2 and the fact that the upper Kmiss × Kmiss block of U is IKmiss + OP
(
n−1/2
)
under
Assumption S6.1,
∆k =
(
n−1ΞTP⊥Z Ξ
)−1/2
Uvˆ∗k − ak = OP
(
n−1/2
)
, k ∈ [Kmiss](S8.6)
as n→ ∞. If j ∈ [t], we see that
{
h¯g (θ) − h˜g (θ)
}
j
and
{
Γ¯g (θ) − Γ˜g (θ)
}
j∗ are 0. Otherwise,{
h¯g (θ) − h˜g (θ)
}
j
=n−1∆Tg jΞ
Td1 (θ) + n−1/2wˆT∗g jQ
T
P⊥Z Ξ
d1 (θ)
+ n−1
(
ag j −∆g j
)T
ΞTPZd1 (θ) , j ∈ [t + 1, 3 − t]{
Γg (θ) − Γ˜g (θ)
}
j∗ =n
−1∆Tg jΞ
Td2 (θ) + n−1/2wˆT∗g jQ
T
P⊥Z Ξ
d2 (θ)
+ n−1
(
ag j −∆g j
)T
ΞTPZd2 (θ) , j ∈ [t + 1, 3 − t] .
We first see that
sup
θ∈B(η;θg)
‖d1 (θ)‖1, sup
θ∈B(η;θg)
‖d2 (θ)‖2 = OP
(
n1/2
)
by Assumptions S6.1 and S7.1 for η > 0 small enough. Therefore, for all η > 0 small enough
and i = 1, 2,
sup
θ∈B(η,θg)
∥∥∥∥n−1/2wˆT∗g jQTP⊥Z Ξdi (θ) + n−1 (ag j −∆g j)T ΞTPZdi (θ)∥∥∥∥2 = oP(1), j ∈ [t + 1, 3 − t]
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as n, p→ ∞ by Lemma S6.2. Lastly, by Assumption S7.1 and since yg1, . . . , ygn have uniformly
bounded fourth moments under Assumption S6.1,
sup
θ∈B(η,θg)
∥∥∥n−1ΞTdi (θ)∥∥∥2 = OP (1) , i ∈ [2]
as n→ ∞ for all η > 0 small enough. This shows
sup
θ∈B(η,θg)
∥∥∥h¯g (θ) − h˜g (θ)∥∥∥2, sup
θ∈B(η,θg)
∥∥∥Γg (θ) − Γ˜g (θ)∥∥∥2 = oP(1)
for all η > 0 small enough as n, p→ ∞.
For the last relation, let Ug =
(
ug1 · · ·ugn
)T
and Uˆg =
(
uˆg1 · · · uˆgn
)T
, where ugi and uˆgi
defined in the statement of Lemma S8.2 and (S8.1), respectively. Then
Σˆg (θ) − Σ˜g (θ) =n−1
(
Uˆg −Ug
)T
D (θ)Ug + n−1
{(
Uˆg −Ug
)T
D (θ)Ug
}T
+ n−1
(
Uˆg −Ug
)T
D (θ)
(
Uˆg −Ug
)
.
First, by Assumption S7.1 and Lemma S7.1, there exists constants γ, c > 0 such that
E
 rgi
Ψ
{(
θg1 + η
)
ygi +
(
θg2 − η
)}4+γ
 ≤ c, i ∈ [n].
Therefore, sup
θ∈B(η;θg)
‖D (θ)‖2 = oP
(
n1/2
)
for η > 0 small enough. By (S8.5) and (S8.6) and
because
∥∥∥n1/2wˆ∗k∥∥∥2 = OP(1) by Lemma S6.2, ∥∥∥Uˆg −Ug∥∥∥2 = OP(1) as n, p→ ∞. Since ∥∥∥Ug∥∥∥2 =
OP
(
n1/2
)
, this completes the proof. 
Lemma S8.4. Suppose the assumptions of Lemma S8.3 hold and letMg (θ) be as defined in
Assumption S8.1. Then the following hold for h¯g (θ) , h˜g (θ) and Γg (θ) defined in Lemma S8.3:
(i) There exists a constant η > 0 such that E
{
h˜g (θ)
}
andMg (θ) exist and are continuous for
all θ ∈ B
(
η;θg
)
.
(ii) There exists a constant η > 0 such that
sup
θ∈B(η;θg)
∥∥∥∥h¯g (θ) − E {h˜g (θ)}∥∥∥∥
2
, sup
θ∈B(η;θg)
∥∥∥Γg (θ) −Mg (θ)∥∥∥2 = oP(1)
as n, p→ ∞.
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Proof. The existence and continuity of E
{
h˜g (θ)
}
is a direct consequence of (S8.4a). To show
the existence of Mg (θ), let {γm}m≥1 be such that limm→∞ γm = 0 and γm , 0 for all m ≥ 1. Then
for any v ∈ R2,
γ−1m
{
h˜g (θ + γmv) − h˜g (θ)
}
=n−1
n∑
i=1
(
v1ygi + v2
) Ψ˙ (θ˜i1ygi + θ˜i2)
Ψ
(
θ˜i1ygi + θ˜i2
) rgi
Ψ
(
θ˜i1ygi + θ˜i2
)ugi,
where θ˜i = θ + biv for |bi| ∈ [0, |γm|] for all i ∈ [n]. By assumption S7.1, ∣∣∣∣∣ Ψ˙(θ˜i1 ygi+θ˜i2 )Ψ(θ˜i1 ygi+θ˜i2 )
∣∣∣∣∣ ≤ M for
some constant M > 0. Since Ψ(x) is an increasing function,
0 ≤ rgi
Ψ
(
θ˜i1ygi + θ˜i2
) I (ygi ≤ 0) ≤ rgi
Ψ
{
(θ1 − γ) ygi + (θ2 − γ)
} I (ygi ≤ 0) , i ∈ [n]
for some small γ > 0. An application of the dominated convergence theorem proves Mg (θ)
exists for all θ ∈ B
(
η,θg
)
for some η > 0. The continuity of Mg (θ) then follows directly from
(S8.4b).
To prove (ii),∥∥∥∥h¯g (θ) − E {h˜g (θ)}∥∥∥∥
2
≤ ∥∥∥h¯g (θ) − h˜g (θ)∥∥∥2 + ∥∥∥∥h˜g (θ) − E {h˜g (θ)}∥∥∥∥2∥∥∥h¯g (θ) −Mg (θ)∥∥∥2 ≤ ∥∥∥Γg (θ) − Γ˜g (θ)∥∥∥2 + ∥∥∥Γ˜g (θ) −Mg (θ)∥∥∥2.
First, sup
θ∈B(η,θg)
∥∥∥h¯g (θ) − h˜g (θ)∥∥∥2, sup
θ∈B(η,θg)
∥∥∥Γg (θ) − Γ˜g (θ)∥∥∥2 = oP(1) as n, p → ∞ for η > 0
small enough by Lemma S8.3. Next, it is easy to use Assumptions S6.1 and S7.1 to show that
for all θ ∈ B
(
η,θg
)
,
V
{
h˜g (θ)
}
, V
[
vec
{
Γ˜g (θ)
}]
= o(1)
as n→ ∞. And since h˜g (θ)−E
{
h˜g (θ)
}
and Γ˜g (θ)−Mg (θ) are stochastically equicontinuous
when restricted to a small enough compact parameter space that contains θg by Lemma S8.2,
the result follows. 
Theorem S8.1. Fix a g ∈ M and suppose Assumptions S6.1, S7.1 and S8.1 hold. Define
fg (θ) = h¯g (θ)T
n−1 n∑
i=1
uˆgiuˆ
T
gi
−1 h¯g (θ) ,
let
{
θˆ(1)gn
}
n≥1 be a sequence of minima of fg (θ) and define W
−1
g = Σˆg
{
θˆ(1)gn
}
. Then there exists a
sequence
{
θˆ(GMM)gn
}
n≥1 of minima of h¯g (θ)
TWgh¯g (θ) such that for
Vˆgn =
[
Γg
{
θˆ(GMM)gn
}T
WgΓg
{
θˆ(GMM)gn
}]−1
and Vgn =
(
Mg
(
θg
)T [
E
{
Σ˜g
(
θg
)}]−1
Mg
(
θg
))−1
,
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n1/2Vˆ −1/2gn
{
θˆ(GMM)gn − θg
} d→N2 (02, I2) , ∥∥∥VˆgnV −1gn − I2∥∥∥2 = oP(1)
as n→ ∞.
Proof. By Assumption S8.1 and (i) of Lemma S8.4,∥∥∥∥E {h˜g (θ)}∥∥∥∥
2
≥ c∥∥∥θ − θg∥∥∥2
for some constant c > 0 and θ ∈ B
(
η;θg
)
for some η > 0. By (ii) of Lemma S8.4, this implies
there exists a minimizer θˆ(1)gn of fg (θ) defined above such that
∥∥∥∥θˆ(1)gn − θg∥∥∥∥2 = oP(1) as n → ∞.
Next, ∥∥∥∥Σˆg {θˆ(1)gn } − E {Σ˜ (θg)}∥∥∥∥2 ≤∥∥∥∥Σ˜g {θˆ(1)gn } − Σ˜g (θg)∥∥∥∥2 + ∥∥∥∥Σˆg {θˆ(1)gn } − Σ˜g {θˆ(1)gn }∥∥∥∥2
+
∥∥∥∥Σ˜g (θg) − E {Σ˜ (θg)}∥∥∥∥
2
.
Each of the above three terms are oP(1) as n → ∞ by Lemma S8.2, Lemma S8.3 and the proof
of Lemma S7.2, respectively. Therefore, there exists a minimizer θˆ(GMM)gn of h¯g (θ)
TWgh¯g (θ)
such that
∥∥∥∥θˆ(GMM)gn − θg∥∥∥∥2 = oP(1) as n→ ∞. Additionally, for θ˜ ∈ bθg + (1 − b)θˆ(GMM)gn for any
b ∈ [0, 1], ∥∥∥∥Γg (θ˜) −Mg (θg)∥∥∥∥
2
≤
∥∥∥∥Γ˜g (θ˜) − Γ˜g (θg)∥∥∥∥
2
+
∥∥∥∥Γg (θ˜) − Γ˜g (θ˜)∥∥∥∥
2
+
∥∥∥∥Γ˜g (θg) −Mg (θg)∥∥∥∥
2
,
where the above three terms are oP(1) as n → ∞ by Lemmas S8.2, S8.3 and S8.4, respectively.
The result then follows by Theorem S7.1 and the Taylor expansion in (S8.2). 
Corollary S8.1. Fix a g ∈ M and suppose the assumptions of Theorem S8.1 hold. Then for
Wg and θˆ
(GMM)
gn defined in the statement of Theorem S8.1,
nh¯g
{
θˆ(GMM)gn
}T
Wgh¯g
{
θˆ(GMM)gn
} d→ χ21
as n→ ∞.
Proof. Let W˜g = E
{
Σ˜g
(
θg
)}
. Then for
Aˆg = P⊥W1/2n Γg
{
θˆ(GMM)gn
} = I3 −W 1/2g Γg {θˆ(GMM)gn } [Γg {θˆ(GMM)gn }TWgΓg {θˆ(GMM)gn }]−1 Γg {θˆ(GMM)gn }TW 1/2g
A˜g = P⊥W˜1/2g Mg(θg)
= I3 − W˜ 1/2g Mg
(
θg
) {
Mg
(
θg
)T
W˜gMg
(
θg
)}−1
Mg
(
θg
)T
W˜ 1/2g ,
METABMISS 53∥∥∥Aˆg − A˜g∥∥∥2 = oP(1) by the proof of Theorem S8.1. Further, A˜g is a non-random, rank 1 matrix
for all n large enough by Assumption S8.1 and Lemma S8.4. We then get that
nh¯g
{
θˆ(GMM)gn
}T
Wgh¯g
{
θˆ(GMM)gn
}
=nh¯g
{
θˆ(GMM)gn
}T
W 1/2n PW1/2g Γ
{
θˆ(GMM)gn
}W 1/2g h¯g {θˆ(GMM)gn }
+ nh¯g
{
θˆ(GMM)gn
}T
W 1/2g AˆgW
1/2
g h¯g
{
θˆ(GMM)gn
}
,
where the first term is zero because θˆ(GMM)gn satisfies Γ
{
θˆ(GMM)gn
}T
Wgh¯g
{
θˆ(GMM)gn
}
= 02. For the
second term,
n1/2AˆgW
1/2
g h¯g
{
θˆ(GMM)gn
}
= n1/2AˆgW
1/2
g h¯g
(
θg
)
+ n1/2AˆgW
1/2
g Γ
(
θ˜
) {
θˆ(GMM)gn − θg
}
for some θ˜ = bθg + (1 − b)θˆ(GMM)gn , b ∈ [0, 1]. The result follows by Theorems S6.1 and S8.1
because
n1/2W 1/2g h¯g
(
θg
) d→N3 (03, I3) , n1/2∥∥∥∥θˆ(GMM)gn − θg∥∥∥∥2 = OP(1), ∥∥∥∥Γg (θ˜) − Γ {θˆ(GMM)gn }∥∥∥∥2 = oP(1)
as n→ ∞ and AˆgW 1/2g Γg
{
θˆ(GMM)gn
}
= 0. 
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