We derive a moderate deviation principle for word counts (which is extended to counts of multiple patterns) in biological sequences under different models: independent and identically distributed letters, homogeneous Markov chains of order 1 and m, and, in view of the codon structure of DNA sequences, Markov chains with three different transition matrices. This enables us to approximate P-values for the number of word occurrences in DNA and protein sequences in a new manner.
Introduction
Recent progress in DNA and protein sequencing stressed the necessity to develop statistical methods for the analysis of biological sequences. One probabilistic approach to recognise special features of DNA or protein sequences is to identify words or motifs which occur significantly often or rarely. Reinert et al. [19] gave an excellent overview of existing results about statistical properties of words. Much work has been done to examine the distribution of word counts-both exact (see [10] , [18] , [19] , and [20] ) and asymptotic results are available. Over the past years, Gaussian (see [17] , [19] , and [22] ), Poisson or compound Poisson (see [19] and [21] ), and large deviation based approximations (see [13] and [19] ) have been derived yielding approximate P-values to assess the statistical significance of word occurrences. However, from a practical point of view, all approaches have disadvantages: while an exact computation of P-values for long sequences requires a lot of time and memory capacity, the accuracy of the Gaussian approximation decreases as the length of the words increases (rare words) and, although the large deviation approach provides a good approximation for very exceptional words, it cannot manage with words whose expected count is close to the observed one (see [19, Section 6.7.1] ).
In this paper we analyse the moderate deviation behaviour of word counts, i.e. we examine the regime between the Gaussian and large deviation regimes. Consequently, we assume that our analysis yields a reasonable approximation for P-values in a moderate deviation regime. As can be seen in Example 1, the moderate deviation based approximation of P-values for moderately appearing words indeed performs better than the Gaussian and large deviation 1022 S. BEHRENS AND M. LÖWE Remark 1. An MDP is often defined on a more general scale b n satisfying b n /n → 0 and b 2 n /n → ∞ (where (b n ) n∈N is a sequence of real positive numbers) rather than on a scale n α , 1 2 < α < 1. However, for our purposes, the scale n α is more illustrative. The aim of this paper is to derive an MDP for N(w) − E N(w), i.e. to study the behaviour of 1 n 2α−1 log P
for open or closed subsets A ⊂ R.
Main result
Let w = w 1 · · · w be a word of length . The set of periods of w is given by P (w) = {p ∈ {1, . . . , − 1}: w i = w i+p for all i = 1, . . . , − p}, e.g. the word 'ATATAT' has periods 2, 4, and 6. Occurrences of periodic words may overlap in a sequence. The suffix of length q of w is denoted by
and ww (q) refers to the composite word w 1 · · · w w −q+1 · · · w . Throughout this paper, we will use the notation E λ and P λ to emphasise the fact that the initial distribution has been changed to λ. When λ = δ a , we will write E a and P a instead, and when referring to the original initial distribution (which is not specified), we will drop the index. The main result of this paper is as follows. Theorem 1. Let (X n ) n∈N be an irreducible, aperiodic, and homogeneous Markov chain with transition matrix = (p(a, b)) a,b∈A , stationary distribution µ, and finite state space A. Then, for all w ∈ W := {a 1 · · · a ∈ A : p(a i , a i+1 ) > 0 for all i ∈ {1, . . . , − 1}} and any initial distribution, N(w)−E µ N(w) satisfies an MDP with rate function *
and p (k) denotes the k-step transition probability.
Remarks 2.
(i) The limiting variance σ 2 1 (w) can be rewritten as
where m a,b = E a τ b = E a (inf{n ∈ N : X n = b}) is the mean first passage time from state a to 
Secondly, we find from [8, Corollary 2.5.5] that
which proves (1). The mean first passage times m a,b , a, b ∈ A, can be computed by solving the following well-known system of linear equations:
(ii) In applications, only words with positive probability of realisation are of interest. So words which are not elements of W can be neglected.
For the special case of model M0, we obtain the following corollary.
and µ 0 (w) = P(X 1 = w 1 ) · · · P(X = w ).
The result can be easily extended to model Mm.
Theorem 2.
If (X n ) n∈N is an irreducible, aperiodic, and homogeneous Markov chain of order m with transition matrix = (p(a 1 · · · a m , b)) a 1 ,...,a m ,b∈A , stationary distribution µ, and finite state space A, then, for all w ∈ W = {a 1 · · · a ∈ A : p(a j −m · · · a j −1 , a j ) > 0 for all j ∈ {m + 1, . . . , }} and any initial distribution,
and
denotes the k-step transition probability from w 1 · · · w m to w −m+1 · · · w . 1024 S. BEHRENS AND M. LÖWE In model Mm-3 we consider a Markov chain of order m with finite state space A, with three different strictly positive transition matrices k = (p k (a 1 · · · a m , a m+1 )) a 1 ,...,a m+1 ∈A , k ∈ {1, 2, 3}, where p k (a 1 · · · a m , a m+1 ) = P(X 3j +k = a m+1 | X 3j +k−m = a 1 , . . . , X 3j +k−1 = a m ), and with stationary distribution µ defined on A m × {1, 2, 3}. From the interpretation of the model, it follows that we are interested in the number of occurrences of w starting at position k within the codon, i.e. in the word count
Additionally, we assume that n and are both multiples of 3 and that the first letter of the sequence X 1 · · · X n is the beginning of a codon. Under these conditions, it can be shown that N(w, k)−E µ N(w, k) satisfies an MDP with rate function * m (q) = q 2 /2σ 2 m (w, k). To shorten the analysis, we only state the result for k = 1, but analogous results are valid for k = 2 and k = 3.
Theorem 3. In model Mm-3 and under the preceding conditions
If we want to consider motifs or patterns rather than precise words, i.e. a family {w 1 , . . . , w d } of d words of equal length , then the following result can be shown in analogy to Theorem 1.
Theorem 4. Under the conditions of Theorem 1 and for any initial distribution, the vector
. . , − p} denotes the set of overlaps between w i and w j . Remarks 3. (i) In analogy to Remarks 2(i), 1 (w i , w j ) can be converted to
where the mean first passage times m a,b , a, b ∈ A, are defined in Remarks 2(i) and can be computed by solving the system of linear equations given in (2) .
(ii) The result can also be extended to the models Mm and Mm-3.
For the special case of model M0 we obtain the following corollary.
Corollary 2.
Let (X n ) n∈N be a sequence of i.i.d. random variables with values in a finite alphabet A. Then the vector (N (
and P (w i , w j ) is given in Theorem 4.
In the following section we will focus on the proof of Theorem 1.
Proof of the main result

Letter occurrences
Before being able to prove Theorem 1, we address the special case of an MDP for counts of single-letter occurrences, i.e. an MDP forÑ(w)
The advantage of this special case is that, in contrast to the general case of counting words of arbitrary length , there is no extra ( − 1)-dependence of word occurrences added to the dependency structure of the Markov chain. 1026 S. BEHRENS AND M. LÖWE Proposition 1. Given an irreducible, aperiodic, and homogeneous Markov chain (X n ) n∈N with finite state space A, transition matrix = (p(α, β)) α,β∈A , and stationary distribution µ, let
and this limit exists.
A result more general than Proposition 1 has been shown by Djellout and Guillin [6] , but instead of verifying the conditions stated in their theorem we want to establish a new proof similar to theirs but specific to our situation.
The proof relies on the so-called regeneration method developed by Chung [4, p. 94 ]. The idea of this method is to decompose the Markov chain into i.i.d. random blocks between visits to a fixed state.
As the underlying Markov chain is finite and irreducible, all states are positive recurrent. Thus, the regeneration method is applicable.
Note that both (τ (k + 1) − τ (k)) k∈N and (ξ k (w)) k∈N are sequences of i.i.d. random variables with common laws L P a (τ ) and L P a ( τ k=1Z k (w)), respectively (see [12, Theorem 17.3 .1]). The decomposition according to the regeneration method (see [4, p. 94] ) is the following: We proceed by analysing each of these four summands and by showing that only the first summand contributes to the moderate deviation behaviour. More precisely, we will prove the following assertions:
k=1ξ k (w) satisfies an MDP with rate function˜ * (q) = q 2 /2σ 2 (w), wherẽ
for any initial distribution and all ε > 0. These assertions imply exponential equivalence of (Ñ(w) − E µÑ (w)) n∈N and ( e(n) k=1ξ k (w)) n∈N . Thus, Proposition 1 follows from [5, Theorem 4.2.13] , and the fact that
The last equation is valid as E a ( τ k=1 |Z k (w)|) 2 ≤ E a τ 2 and since (X n ) n∈N is a finite, irreducible, and aperiodic Markov chain. Namely, this yields the existence of N ∈ N with N 0. Let ρ := min α,β N (α, β) > 0. Then we have
Hence, E a τ 2 < ∞ and (4) follows from [3, pp. 45ff.]. Proof of assertion (i). As mentioned above, (ξ k (w)) k∈N is a sequence of i.i.d. random variables with common law L P a ( τ k=1Z k (w)). Furthermore, log E a e λξ 1 (w) ≤ E a e λτ < ∞ (compare (5)) in some neighbourhood around 0. Thus, a classical MDP for sums of i.i.d. random variables (see, e.g. [5, Theorem 3.7.1]) is applicable, if we substitute e(n) for n. As e(n)/n = nµ(a) /n → µ(a), we find that e(n) k=1ξ k (w) satisfies an MDP with rate functioñ * (q) = q 2 /2σ 2 (w), whereσ 2 (w) = µ(a) E a ( τ k=1Z k (w)) 2 . Proof of assertion (ii). We have | τ ∧n k=1Z k (w)| ≤ τ . Since (X n ) n∈N is a homogeneous, irreducible, aperiodic Markov chain with finite state space, we obtain (similarly to (5)) P τ ∧n 
Proof of assertion (iii). We have
As (τ (k + 1) − τ (k)) k∈N is a sequence of i.i.d. random variables with common law L P a (τ ), we obtain P n k= (n)+1Z
= n P a (τ > εn α ).
Since log n/n 2α−1 → 0 if n → ∞, assertion (iii) follows analogously to (ii). Proof of assertion (iv). Let δ ∈ (0, µ(a)) be fixed but arbitrary. Choose n large enough such that e(n) ≥ δn. Conditioned on |Ñ(a) − 1 − e(n)| ≤ δn we have Let us consider I first. Applying Ottaviani's inequality (see [11, Lemma 6.2] ) for the independent random variables (ξ k (w)) k∈N 
Similarly to the proof of assertion (i) with 2 δn instead of e(n) = nµ(a) , we can show that Combining the approximations for I, II, and III, which all hold uniformly in δ, assertion (iv) finally follows. This completes the proof of Proposition 1.
Word occurrences
In order to generalise the MDP for single-letter counts (see Proposition 1) to an MDP for counts of words of arbitrary length (see Theorem 1), we consider the Markov chain (X n ) n∈N , X n = X n · · · X n+ −1 , with state space A and with appropriate transition probabilities (see below). In A a word w = w 1 · · · w corresponds to a single letter. If we restrict the state space to the set
then we can show that (X n ) n∈N is an irreducible, aperiodic, and homogeneous Markov chain. This enables us to apply Proposition 1.
Proof of Theorem 1. Consider the Markov chain (X n ) n∈N , X n = X n · · · X n+ −1 , with state space A and with transition matrix˜ : = (p(a, b) ) a,b∈A , wherẽ
for all a 1 , . . . , a , b 1 , . . . , b ∈ A. Given the entire state space A ,˜ is not necessarily irreducible and aperiodic since, for any M ∈ N, the M-step transition probabilityp (M) (a 1 · · · a , b 1 · · · b ) cannot be positive if one of the probabilities p(b i , b i+1 ) is equal to 0. Thus, we restrict the state space to the set W . As (X n ) n∈N is irreducible and aperodic, there exists N ∈ N with n 0 for all n ≥ N . Let n ≥ N and a 1 · · · a , b 1 · · · b ∈ W . Then, by definition of the transition matrix˜ we havẽ
Thus, there exists an M ∈ N satisfying˜ n res 0 for all n ≥ M, where˜ res denotes the restriction of˜ to W . Hence, (X n ) n∈N with state space W is an irreducible, aperiodic, and homogeneous Markov chain.
Consequently, we can apply Proposition 1. As
for all w 1 · · · w ∈ W and, thus,Ỹ i (w) andÑ(w) (as functions of X 1 , X 2 , . . . , X n ) correspond to the random variables Y i (w) and N(w), for any initial distribution and all w ∈ W , the centred word count N(w) − E µ N(w) satisfies an MDP with rate function * 1 (q) = q 2 /2σ 2 1 (w), where
Kleffe and Borodovsky [9] computed the second moment of N(w). A nice representation of var µ N(w) is given in [19, Equation (6.4.1)]:
Since E µ N(w) = (n − l + 1)µ 1 (w), this yields
It can be easily computed that
Thus, we obtain
where the last equation follows from Kronecker's lemma. Combining (7) and (8) completes the proof of Theorem 1.
Theorem 2 can be obtained analogously, applying Proposition 1 to the first-order Markov chain (X n ) n∈N , X n = X n . . . X n+ −1 , with state space A and with transition matrix˜ : =  (p(a, b) ) a,b∈A , where this timẽ p(a 1 · · · a , b 1 · · · b ) := p(a −m+1 · · · a , b ) if a j +1 = b j , j = 1, . . . , − 1, 0 otherwise.
The proof of Theorem 3 is lengthy. However, the only new idea behind it aside from the methods used in the proof of Theorem 1 is to group the sequence (X n ) n∈N into blocks of length 3, i.e. Y 1 := X 1 X 2 X 3 , Y 2 := X 4 X 5 X 6 , etc., in order to create a homogeneous Markov chain (Y i ) i∈N . Thus, the proof is omitted. A similar approach can also be found in [22, Chapter 3] .
The MDP for the number of occurrences of multiple patterns (see Theorem 4), i.e. the generalisation from dimension 1 (compare Theorem 1) to arbitrary dimension d ∈ N, can be obtained easily as well.
For more details concerning the proofs of Theorems 2, 3, and 4, see [1] .
Applications to biological sequence analysis
As mentioned in the introduction, given a probabilistic model and a biological sequence, we are interested in identifying exceptional words (or patterns), i.e. words occurring significantly often or rarely.
Let N obs (w) denote the observed count of a word w of length in the given biological sequence. Applying Theorem 1, we obtain the following moderate deviation based approximations for the P-values P(N (w) ≥ N obs (w)) and P(N (w) ≤ N obs (w)), where f (n) g(n) as n → ∞ is short for lim n→∞ (1/n 2α−1 )(log(f (n)) − log(g(n))) = 0 (logarithmic equivalence).
Corollary 3. For large n, under the conditions of Theorem 1, we have the following: if
where σ 2 1 (w) and µ 1 (w) are defined in Theorem 1. Proof. Choosing F = [q, ∞) and O = (q, ∞), q ≥ 0, in Definition 1 and applying Theorem 1, we obtain
.
, we obtain the first part of the corollary:
The second part follows analogously by choosing F = (−∞, q] and O = (−∞, q), q ≤ 0 (q = (1/n α )(N obs (w) − (n − + 1)µ 1 (w)) ≤ 0 if N obs (w) ≤ (n − + 1)µ 1 (w)).
Remark 4.
Analogous moderate deviation based approximations for the P-values are also valid in models Mm and Mm-3 (compare Theorems 2 and 3). To illustrate the possibility of applying these approximations, we consider the following example.
Example 1. (Exceptional words in the human α-globin gene cluster.)
The protein hemoglobin is responsible for the oxygen transport in human red blood cells and consists of four subunits: two α-globin subunits and two β-globin subunits. When considering the DNA sequence (mRNA) of the human α-globin gene cluster (located on chromosome 16), which is 43 058 bases long, we recognise that the word 'CAGG' appears 435 times (the first 600 bases of the α-globin gene cluster can be seen in Table 1 ). Is this significantly frequent?
To answer this question, we have to determine the model parameters. We have n = 43 058, w = CAGG, N obs (w) = 435, and P (w) = ∅. An estimator (MLE) for the transition probabilities p(a, b) Since µ(a) = 1/m a,a for all a ∈ A, we also obtain
Now we can compute the parameters µ 1 (CAGG) and σ 2 1 (CAGG) (see (1)): µ 1 (CAGG) = µ(C)p(C, A)p(A, G)p(G, G) = 0.008 31, Setting a significance level of 0.02%, we can conclude that, given model M1, the word 'CAGG' occurs significantly often. In order to compare this moderate deviation approximation based P-value with the exact as well as the Gaussian and large deviation approximation based P-values, we use the programme SPatt (statistic for patterns) which has been developed by Nuel [14] (see also http://stat.genopole.cnrs.fr/spatt/). The programme outputs the following P-values for the word 'CAGG' to occur 435 times or more in a sequence of length 43 058, assuming a Markov chain of order 1 with its parameters estimated from the input sequence, i.e. the sequence of the human α-globin gene cluster: exact P-value (X-SPatt):
1e-4.61 ≈ 0.000 1; Gaussian approximation based P-value (G-SPatt):
1e-6.29 ≈ 0.000 001; large deviation approximation based P-value (LD-SPatt): 1e-3.61 ≈ 0.001.
Thus, we can conclude that our P-value of 0.000 14 approximates the exact P-value very well and that it performs much better than the Gaussian and large deviation based approximations (with regard to this example). Hence, the probability of motif {CAGG, CCTG} occurring 922 times or more is vanishingly small and also notably lower than the probability of the single word 'CAGG' occurring 435 times or more (see Example 1).
