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SUMMARY
Cancer begins when cells grow out of control as a result of damage to their DNA. These
abnormal cells can invade healthy tissue and form tumors in various parts of the body.
Chemotherapy, immunotherapy, surgery and radiotherapy are the most common treatment
methods for cancer. According to American Cancer Society about half of the cancer patients
receive a form of radiation therapy at some stage. External beam radiotherapy is delivered
from outside the body and aimed at cancer cells to damage their DNA making them unable
to divide and reproduce. The beams travel through the body and may damage nearby
healthy tissue unless carefully planned. Therefore, the goal of treatment plan optimization
is to find the best system parameters to deliver sufficient dose to target structures while
avoiding damage to healthy tissue. This thesis investigates optimization approaches for
two external beam radiation therapy techniques: Intensity-Modulated Radiation Therapy
(IMRT) and Volumetric-Modulated Arc Therapy (VMAT).
We develop automated treatment planning technology for IMRT that produces several
high-quality treatment plans satisfying provided clinical requirements in a single invocation
and without human guidance. A novel bi-criteria scoring based beam selection algorithm
is part of the planning system and produces better plans compared to those produced
using a well-known scoring-based algorithm. Our algorithm is very efficient and finds the
beam configuration at least ten times faster than an exact integer programming approach.
Solution times range from 2 minutes to 15 minutes which is clinically acceptable.
With certain cancers, especially lung cancer, a patient’s anatomy changes during treat-
ment. These anatomical changes need to be considered in treatment planning. Fortunately,
recent advances in imaging technology can provide multiple images of the treatment re-
gion taken at different points of the breathing cycle, and deformable image registration
algorithms can accurately link these images making it possible to track an individual voxel
x
during the entire breathing cycle. This allows the development of optimization models that
generate treatment plans that deliver radiation in multiple phases. Our model finds optimal
fluence maps for each phase of the breathing cycle simultaneously by considering the overall
dose delivered to patient. Because the optimization exploits the specific opportunities pro-
vided in each of the phases, better treatment plans are obtained. A computational study
of a real lung case shows that the tumor coverage can be improved from only 51% using
single-phase gating to 96% using five-phase gating.
VMAT is a recent radiation treatment technology which is based on continuous rotation
of the radiation source around the patient. VMAT has the potential to provide treatments
in less time compared to other delivery techniques which enhances patient comfort and
allows for the treatment of more patients. A treatment planning system has to decide how
the beam shapes and dose rates change during the rotation of the radiation source. We
develop two treatment planning approaches for VMAT. The first approach finds shapes and
dose rates separately in a two-stage algorithm. Although this approach produces treatment
plans extremely fast their quality is not clinically acceptable. The second approach is based
on a large-scale mixed-integer programming model that optimizes shapes and dose rates
simultaneously. As solving the model directly is computationally prohibitive, we develop
a heuristic approach which solves the model multiple times on a reduced set of decision
variables. We derive valid inequalities that not only decrease the solution times but also
allows us to get better integer solutions within specified time limits. Computational studies




Cancer begins when cells grow out of control as a result of damage to their DNA.
These abnormal cells can invade healthy tissue and form tumors in various parts of the
body. About 1.5 million people are diagnosed with cancer each year and about 11 million
people live with cancer at any point in time. Chemotherapy, immunotherapy, surgery and
radiotherapy are the most common treatment methods for curing cancer. According to
American Cancer Society about half of the cancer patients receive a form of radiation
therapy at some stage. There are two ways to deliver radiation. Internal radiation is
delivered from inside the body by surgically placing radioactive material directly in the
tumor, while external beam radiation is delivered from outside the body by using a machine.
The external beams are aimed to cancer cells to damage their DNA and make them unable
to divide and reproduce. These beams travel through the body and may damage the
nearby healthy tissue unless carefully planned. Radiation treatment planning is the process
of finding the best system parameters to deliver sufficient dose to target structures while
avoiding damage to nearby healthy tissue. This thesis investigates optimization approaches
for planning external beam radiotherapy.
Modern external beam radiation systems contain a linear accelerator (LINAC), which
can rotate around the patient who is positioned in a treatment couch as shown in Figure 1.
The beams from the accelerator are shaped by a computer-controlled multi-leaf collimator
(MLC) that is integrated to LINAC as shown in Figure 2. The MLC contains parallel
metallic leaf pairs which can be controlled individually to block some parts of the field. The
open field formed by the MLC is called an aperture and the amount of energy delivered from
the aperture per unit volume of tissue is called its intensity. Each aperture shape (beam
shape) is modeled as a collection of pencil beams (called beamlets) and has a uniform
intensity. A desired intensity pattern can be obtained by the additive effect of a series
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Figure 1: A Linear Accelerator
Figure 2: Multi-Leaf Collimators are Used to Create Beam Shapes
2
Figure 3: An Intensity Pattern Formed by a Series of Beam Shapes
of aperture shapes and intensities. Figure 3 shows an intensity pattern formed by the
superposition of multiple beam shapes from a fixed direction. The beamlets (pixels) are
colored based on their radiation intensities.
In this thesis, we focus on treatment planning approaches for Intensity Modulated Ra-
diation Therapy (IMRT) and Volumetric Modulated Arc Therapy which will be described
next. IMRT is a radiation treatment technique with multiple beams in which at least some
of the beams are intensity-modulated and intentionally deliver a non-uniform intensity [5].
The radiation source is rotated around the treatment couch and is stopped at several po-
sitions to cross-fire at a cancerous tumor volume. These delivery positions are called beam
angles. A selected set of beam angles for delivery is called a beam geometry. At each beam
angle the relative position of the patient and the machine needs to be checked for accuracy.
Therefore, the number of beam angles is limited (between 5 and 8) in order to reduce patient
positioning times and chances for patient positioning errors. For many types of cancer such
as prostate cancer, and head and neck cancer, the use of IMRT was reported to produce
a highly concentrated treatment of the tumor volume, while limiting the radiation dose to
adjacent healthy tissue. However, long setup times at each beam angle which decreases
patient comfort and its limitation to utilize only a part of the coplanar space around the
patient led to the development of a new delivery technique called Volumetric-Modulated
Arc Therapy (VMAT). (The technology is called VMAT by Elekta Inc. and RapidArc by
Varian Medical Systems; we will use VMAT throughout this thesis.) Treatment planning
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technology for VMAT is still considered to be in its early stages of development, but the
infrastructure has been widely adapted as Elekta reports more than 200 orders in three
years since its introduction. Radiation is continuously delivered in VMAT during a single
rotation of the treatment machine around the patient, while in IMRT delivery is made only
at specific angles. The aperture shapes and the intensity levels are continuously modulated
during the rotation. The main advantage of the VMAT technology is that the delivery is
very fast, usually in less than 2 minutes compared to the treatment of the same disease site
in 14 minutes with IMRT.
The patient anatomy may change significantly during a treatment session. This is
especially true for lung cancers where the breathing cycle of the patient continuously changes
the patient anatomy near the tumor. To handle anatomical changes, radiation is currently
only delivered at one phase of the breathing cycle. However, that increases treatment time,
so investigations into delivery during multiple phases of the breathing cycle are ongoing.
Due to the inclusion of the time aspect resulting techniques are called Four-Dimensional
(4D). We investigate 4D approaches in IMRT treatment planning.
The goal in radiation treatment planning is to find the best system parameters so that
the delivered radiation will destroy or reduce the growth of cancer cells with minimal impact
on nearby healthy organs. In Figure 4, we illustrate the typical work flow in a commercial
planning system. Green colored boxes show processes that are handled automatically by
a clinical software or hardware, and blue boxes indicate processes that require a human
treatment planner. Orange boxes show the processes that require physicians. Computed
tomography (CT) scans of the patient are used to contour target structures and healthy
organs by a human planner. For modeling purposes, the structures (target and critical
structures) are discretized into cubes called voxels (e.g., cubes of 5 × 5 × 5 mm) and the
dose delivered to each voxel per unit intensity of each beamlet is calculated. The total
dose received by a voxel is the sum of doses deposited from each beamlet. The resulting
data is called a dose matrix and is calculated by a clinical software. In order to guide the
construction of a treatment plan, a radiation oncologist specifies a set of requirements that
have to be satisfied in any acceptable treatment plan. These requirements are in the form of
4
Figure 4: Typical Workflow in Treatment Planning
a minimum prescription dose for target structure voxels and a maximum tolerance dose for
nearby critical structure voxels. A prescription dose is the dose level necessary to destroy or
damage target cells, while a tolerance dose is the level above which complications for healthy
tissues may occur. This part of the process can be thought of as the input stage for plan
optimization. Next, a human planner picks the parameters that are required as input to a
treatment plan optimization software. These parameters are mostly the weights assigned to
different objectives that will guide the optimization algorithms to evaluate trade-offs which
arise in balancing target radiation and healthy tissue sparing. After an expected time of
15-20 minutes the treatment planner checks the output from the optimization software. If
he is satisfied, he passes the solution to the physician and after physician’s approval the
treatment plan is delivered to patient. However, if the treatment planner is not satisfied due
to a possible violation of some prescription requirements he returns back to the parameter
selection phase and reoptimizes the plan using the commercial planner. Sometimes, the
solutions provided by the planner may not be approved by the physician and the planner
once more returns back to the parameter selection phase. This iterative part of the process
takes the longest time in treatment planning as it requires a significant amount of human
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interaction. One of the key motivations of our research is the automation of the planning
process to reduce human interaction, which will not only decrease planning costs, but also
will lead to a better capacity utilization and treatment of more patients.
In addition to the set of dose requirements defining acceptable treatment plans, treat-
ment planners and clinical oncologists use 2-dimensional dose volume histograms, dose color
wash on CT scans (e.g. red color for regions receiving the highest dose and purple for re-
gions receiving the lowest dose) and some evaluation metrics to assess the quality of a
treatment plan. The evaluation of a treatment plan is complicated due to the fact that the
requirements and their relative importance are subjective, as are the underlying trade-offs
they are trying to capture. Use of evaluation metrics for plan evaluation is a critical part
in the development of an automated planning system as they can be calculated easily by a
computer and compared against their ideal values. In this thesis we consider the following
evaluation metrics: cold spot, hot spot, coverage and conformity. These metrics are defined
next. The following notation is used throughout. Let N denote the set of beamlets, S the
set of structures, Vs the number of voxels in a structure s ∈ S, and zjs the dose received
by voxel j of structure s. (Of course zjs depends on the treatment plan.) For simplicity of
exposition we assume that there is only one target structure τ ∈ S.
The cold spot of target structure τ is defined as the ratio of the minimum dose received
by any of the voxels of the structure to the prescription dose of structure τ , i.e.,
cold spot(τ) =
min{zjτ : j = 1, . . . , Vτ}
PDτ
, (1)
where PDτ is the prescription dose for target structure. Similarly, the hot spot of target
structure is defined as the ratio of the maximum dose received by any of the voxels of the
structure to the prescription dose, i.e.,
hot spot(τ) =
max{zjτ : j = 1, . . . , Vτ}
PDτ
. (2)
Ideally, every voxel in a target structure receives exactly the prescription dose. The cold spot
metric and hot spot metric measure the deviation from this ideal situation by examining
the voxel receiving the smallest dose and the voxel receiving the largest dose.
6
The coverage of target structure τ is the proportion of voxels receiving a dose greater




I+(zjτ − PDτ )
Vτ
, (3)
where I+ is the indicator function for the non-negative real line, i.e., I+(a) is equal to 1
if a ≥ 0 and 0 otherwise. Note that 0 ≤ coverage(τ) ≤ 1 and that values closer to 1
are preferable. The conformity of target structure τ is the ratio of the number of voxels
in the structure and its surrounding tissue receiving a dose greater than or equal to the
prescription dose PDτ to the number of voxels in the structure itself receiving greater than






I+(zjs − PDτ )
Vτ∑
j=1
I+(zjτ − PDτ )
. (4)
Note that 1 ≤ conformity(τ) and that values closer to 1 are preferable. The coverage and
conformity metrics are illustrated in Figure 5. In schematic (a), the set of voxels receiving
a dose greater than or equal to the prescription dose is exactly the set of voxels in target
structure τ and thus coverage(τ) = conformity(τ) = 1; this is the ideal solution. In schematic
(b) the set of voxels receiving a dose greater than or equal to the prescription dose is about
twice the size of the set of voxels in target structure τ (and includes all the voxels of τ)
and thus coverage(τ) = 1 and conformity(τ) = 1.96. In schematic (c) the set of voxels
receiving a dose greater than or equal to the prescription dose is less than half of the size of
the target structure τ (but located inside the target structure) and thus coverage(τ) = 0.36
and conformity(τ) = 1. Finally, in schematic (d) the set of voxels receiving a dose greater
than or equal to the prescription dose has the same size as that of the target structure but
is offset from the target. In this case coverage(τ) = 0.39 and conformity(τ) = 2.56. Due
to the fact that coverage and conformity consider the target as a whole, these metrics are
typically of higher importance than the cold spot and hot spot metrics. (See Lee et al. [20]
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(a) (b) (c) (d)
Figure 5: Coverage and Conformity Metrics
This thesis contributes to radiation treatment planning in several ways. First of all, we
propose an alternative process as illustrated in Figure 6 for IMRT which is an automated
treatment plan generation technology that can efficiently provide multiple high-quality plans
for physician analysis and selection. Our technology addresses both the beam geometry
and intensity aspects of the planning process and does not require human intervention for
parameter selection. Our proposed approach is based on an existing model (Romeijn et al.
[34]) for optimizing beamlet intensities (also called the fluence map) that uses conditional
value-at-risk constraints (C-VaR constraints) to approximate constraints on the dose volume
distribution. The use of C-VaR constraints has significant computational advantages as
they can be handled using linear programming (LP) models, which are efficiently solved.
However, the parameters controlling the C-VaR constraints have to be chosen carefully to
get an accurate approximation of the dose-volume constraints.
We first show how the parameters of the C-VaR constraints can be used to control
the coverage and conformity measures of plan quality. This is achieved by introducing C-
VaR constraints on the target tumor volume as well as virtual critical structures. Virtual
critical structures surround target volumes and are implemented to control the dose de-
posits specifically at the boundary of the target volume. Next we propose and implement
a bicriteria parameter-tuning strategy for automatically generating multiple high-quality
treatment plans. Key to this approach is the possibility of efficiently solving the underlying
8
Figure 6: Proposed Process for IMRT Planning
LP-based fluence map optimization (FMO) problem. Finally we use the above mentioned
FMO model within a heuristic for selecting beam geometries. At the heart of the scheme
is a multi-attribute beam scoring mechanism based on a treatment plan constructed for a
beam geometry involving a large number of beam angles.
The beam selection algorithm produces better plans compared to a well-known scoring-
based method by Pugachev and Lei [33] in computational studies on three different tumor
sites: brain, head and neck, prostate. The algorithm finds the best beam configuration at
least ten times faster in all test cases as compared to an exact mixed integer programming
model. The algorithm is able to produce similar or higher quality solutions with less number
of beams compared to equi-spaced beam configurations. The improvements are clearly
observed in the values of evaluation metrics, dose-volume histograms and colorwash dose
distributions overlaid with CT images. Solution times range from 2 minutes to 15 minutes
which are clinically acceptable.
The changes in patient anatomy during a treatment session due to breathing needs to be
considered in treatment planning especially for lung cancer. Currently, a stable phase of the
breathing cycle is selected for dose delivery to the patient and the radiation is shut-off during
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other phases (single-phase gating). We investigate an alternative treatment mode where the
radiation is allowed to be delivered in multiple phases. We find optimal fluence maps for
each phase of the breathing cycle simultaneously by considering the overall dose delivered
to patient; the optimization model decides how much dose to deliver in each phase. Because
the optimization exploits the opportunities provided in each phase better treatment plans
can be obtained. We investigate the benefit of this approach with computational studies on
a real lung case patient and show that the tumor coverage can be improved from only 51%
in single-phase gating to 96% with a five-phase gating solution.
To be able to calculate the total dose received by each voxel at the end of treatment, it
is necessary that the dose received by a voxel of a structure per intensity of a beamlet is
available for each phase and that each voxel can be tracked through the different phases.
This implies that we assume sufficiently powerful image registration algorithms are available
to do so. The treatment plan will specify the intensity of each beamlet in each phase and the
dose received by each voxel of a structure at the end of treatment. Under these assumptions
it is possible to extend IMRT formulations to optimize the total dose received by the patient
over all phases. The resulting treatment is quite different from single-phase gating as the
patient is treated during multiple phases; the optimization model decides how much dose
to deliver in each phase. This reduces the treatment time and thus the comfort level of the
patient. Furthermore, because the optimization exploits the opportunities provided in each
phase better treatment plans can be obtained.
VMAT has the potential to provide treatments in less time compared to other delivery
techniques which enhances patient comfort and allows for the treatment of more patients.
The planning system decides how the beam shapes and dose rates should change during the
rotation of the radiation source. In this thesis, we provide two different planning approaches
for VMAT. The first approach tries to find leaf positions and dose rates separately in a two-
stage algorithm. First, the leaf positions are selected by assigning scores to individual
beamlets using their geometric and dosimetric properties, and maximizing the total score
using a shortest-path algorithm in order to keep the favorable beamlets open. Once the
leaf positions are selected, a linear program is solved to optimize dose rates. Although
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this approach can produce treatment plans very efficiently the results are not of acceptable
quality for clinical implementation. The second approach tries to optimize leaf positions and
dose rates simultaneously by constructing a large scale mixed-integer programming model.
The solution of this model with all decision alternatives is computationally intractable
considering the clinical time limits. Therefore, we develop a heuristic algorithm which
solves this model multiple times on a reduced set of of decision variables by identifying
candidate leaf positions and control points at each iteration. We develop valid inequalities
for the model which not only decrease the solution times but also allows us to get better
integer solutions in specified time limits. Computational studies on a spinal tumor and a
prostate tumor case produce clinically acceptable results.
The remainder of the thesis is organized as follows. In Chapter 2, we describe our
proposed IMRT planning system. In Chapter 3, the IMRT algorithms are extended to a
multi-phase 4D-IMRT planning method to show how such multi-phase solutions can improve
plan quality for lung cases where breathing causes significant anatomical changes during the
treatment. In Chapter 4, we propose planning algorithms for VMAT which is expected to
succeed IMRT in the future due to its important potential advantage on reducing treatment
times while providing similar quality results.
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CHAPTER II
AN AUTOMATED INTENSITY-MODULATED RADIATION
THERAPY PLANNING SYSTEM
External beam radiation therapy is used to treat over 500,000 cancer patients annually
in the United States. This therapy uses multiple beams of radiation from different direc-
tions to cross-fire at a cancerous tumor volume in order to kill the cancer cells, thereby
shrinking the tumor. Intensity-modulated radiation therapy (IMRT) is an advanced mode
of high-precision external radiotherapy that utilizes computer-controlled mega-voltage x-
ray accelerators to deliver precise radiation doses to targeted tissues. Rather than being
treated with a large uniform beam, in IMRT the patient is treated by a series of beam
shapes. Each shape is modeled as a collection of pencil beams (called beamlets). For many
types of cancer, such as prostate cancer and head and neck cancer, the use of intensity
modulation allows a highly concentrated treatment of the tumor volume, while limiting the
radiation dose to adjacent healthy tissue (see Veldeman et al. [46] for comparisons of IMRT
and non-IMRT treatments on different tumor sites).
Constructing an IMRT treatment plan that radiates the cancerous tumor volume (called
target) without impacting adjacent normal structures (called organs at risk) is challenging.
The planning is concerned with selecting a beam geometry and beamlet intensities to pro-
duce the best dose distribution that can be delivered efficiently. Because of the many pos-
sible beam geometries and the range of intensities, there is an infinite number of treatment
plans, and consistently and efficiently generating high-quality treatment plans is compli-
cated. A significant challenge is that there is no single metric to assess the quality of a
treatment plan; therefore, trade-offs have to be made. Typically, a radiation oncologist
specifies a set of requirements (a prescription) that has to be satisfied in any acceptable
treatment plan. A number of measures have been developed to assess quality of acceptable
treatment plans, e.g. the coverage of a target volume by a prescription dose, the conformity
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of a prescription dose around a target volume, and the highest and the lowest doses received
by a target volume (Lee et al. [21]). The oncologist also considers dose-volume histograms
(DVHs) depicting the dose distributions over the structures (both target volumes and or-
gans at risk) associated with the treatment. The quality measures and DVHs are used to
choose among acceptable treatment plans. Further complicating the evaluation of a treat-
ment plan is the fact that the requirements and their relative importance are subjective, as
are the underlying trade-offs they are trying to capture.
A variety of optimization based approaches have been developed for the different aspects
(determining beam geometries, intensities, and delivery options) of the IMRT planning
process. These approaches are iterative in nature and necessitate human evaluation and
guidance. This makes the process time consuming and costly. In this chapter we propose
an automated treatment plan generation technology that can efficiently provide multiple
high-quality plans for physician analysis and selection. Our technology addresses both the
beam geometry and intensity aspects of the planning process. The final stage of the IMRT
planning problem in which the calculated beamlet intensities are converted to a series of
beam shapes for efficient delivery is not addressed in this chapter. For a more detailed
description, review, history, and physical basis of IMRT, see Bortfeld [5], Boyer et al. [6],
Shepard et al. [40] and Webb [49].
Our proposed approach is based on an existing model (as a result of Romeijn et al. [34])
for optimizing beamlet intensities (also called the fluence map) that uses conditional value-
at-risk constraints (C-VaR constraints) to approximate constraints on the dose volume
distribution. The use of C-VaR constraints has significant computational advantages as
they can be handled using linear programming (LP) models, which are efficiently solved.
However, the parameters controlling the C-VaR constraints have to be chosen carefully to
get an accurate approximation of the dose-volume constraints.
We first show how the parameters of the C-VaR constraints can be used to control
the coverage and conformity measures of plan quality. This is achieved by introducing C-
VaR constraints on the target tumor volume as well as virtual critical structures. Virtual
critical structures surround target volumes and are implemented to control the dose deposits
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specifically at the boundary of the target volume (Bahr et al. [2], Price et al. [32], Lee
et al. [21]). Next we propose and implement a bicriteria parameter-tuning strategy for
automatically generating multiple high-quality treatment plans. Key to this approach is the
possibility of efficiently solving the underlying LP-based fluence map optimization (FMO)
problem. Finally we use the above mentioned FMO model within a heuristic for selecting
beam geometries. At the heart of the scheme is a multi-attribute beam scoring mechanism
based on a treatment plan constructed for a beam geometry involving a large number of
beam angles.
In summary, we develop a treatment plan generation technology that optimizes both
beam geometry and beamlet intensities. The technology is automated and generates several
high-quality treatment plans satisfying the provided requirements in a single invocation and
without human guidance. The technology has been tested on various real patient cases with
success. Solution times range from a few minutes to a quarter of an hour which are clinically
acceptable.
The remainder of the the chapter is organized as follows. In Section 2.1, we provide
details on the IMRT treatment planning problem and the various evaluation metrics consid-
ered in this work. In Section 2.2, we describe the core components of our IMRT treatment
plan generation technology. Finally, in Section 2.3, we present the results of an extensive
computational study.
2.1 Problem Description
An IMRT treatment plan has to specify a beam geometry (a set of beam angles) and for
each beam angle a fluence map (a set of beamlet intensities; a beam can be thought of as
consisting of a number of beamlets that can be controlled individually). Typically, a small
number of equi-spaced coplanar beam angles are used. Coplanar beam angles are obtained
by rotating the gantry while keeping the treatment couch in a fixed position parallel to the
gantry axis of rotation. There are practical reasons for limiting the number of beam angles
(between 5 and 8) as it reduces patient positioning times, chances for patient positioning
errors, and delivery time.
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For modeling purposes, the structures (target and critical structures) are discretized
into cubes called voxels (e.g., cubes of 5 × 5 × 5 mm) and the dose delivered to each voxel
per intensity of each beamlet is calculated (see Ahnesjo [1], Mackie et al. [27], and Mohan
et al. [28] for dose calculation methods). The total dose received by a voxel is the sum of
doses deposited from each beamlet. The goal is to build a treatment plan that creates a
dose distribution that will destroy, or at least damage, target cells while sparing healthy
tissue by choosing proper beam angles and beamlet intensities.
In order to guide the construction of a treatment plan, a radiation oncologist specifies
a set of requirements that have to be satisfied in any acceptable treatment plan. These
requirements are in the form of a minimum prescription dose for target structure voxels
and a maximum tolerance dose for nearby critical structure voxels. A prescription dose is
the dose level necessary to destroy or damage target cells, while a tolerance dose is the level
above which complications for healthy tissues may occur.
In addition to the set of dose requirements defining acceptable treatment plans, clinical
oncologists use a set of evaluation metrics to assess the quality of a treatment plan. In this
chapter we consider the following metrics: cold spot, hot spot, coverage and conformity.
These metrics are defined next. The following notation is used throughout. Let N denote
the set of beamlets, S the set of structures, Vs the number of voxels in a structure s ∈ S,
and zjs the dose received by voxel j of structure s. (Of course zjs depends on the treatment
plan.) For simplicity of exposition we assume that there is only one target structure τ ∈ S.
The cold spot of target structure τ is defined as the ratio of the minimum dose received
by any of the voxels of the structure to the prescription dose of structure τ , i.e.,
cold spot(τ) =
min{zjτ : j = 1, . . . , Vτ}
PDτ
, (5)
where PDτ is the prescription dose for target structure. Similarly, the hot spot of target
structure is defined as the ratio of the maximum dose received by any of the voxels of the
structure to the prescription dose, i.e.,
hot spot(τ) =
max{zjτ : j = 1, . . . , Vτ}
PDτ
. (6)
Ideally, every voxel in a target structure receives exactly the prescription dose. The cold spot
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metric and hot spot metric measure the deviation from this ideal situation by examining
the voxel receiving the smallest dose and the voxel receiving the largest dose.
The coverage of target structure τ is the proportion of voxels receiving a dose greater




I+(zjτ − PDτ )
Vτ
, (7)
where I+ is the indicator function for the non-negative real line, i.e., I+(a) is equal to 1
if a ≥ 0 and 0 otherwise. Note that 0 ≤ coverage(τ) ≤ 1 and that values closer to 1
are preferable. The conformity of target structure τ is the ratio of the number of voxels
in the structure and its surrounding tissue receiving a dose greater than or equal to the
prescription dose PDτ to the number of voxels in the structure itself receiving greater than






I+(zjs − PDτ )
Vτ∑
j=1
I+(zjτ − PDτ )
. (8)
Note that 1 ≤ conformity(τ) and that values closer to 1 are preferable. The coverage and
conformity metrics are illustrated in Figure 7. In schematic (a), the set of voxels receiving
a dose greater than or equal to the prescription dose is exactly the set of voxels in target
structure τ and thus coverage(τ) = conformity(τ) = 1; this is the ideal solution. In schematic
(b) the set of voxels receiving a dose greater than or equal to the prescription dose is about
twice the size of the set of voxels in target structure τ (and includes all the voxels of τ)
and thus coverage(τ) = 1 and conformity(τ) = 1.96. In schematic (c) the set of voxels
receiving a dose greater than or equal to the prescription dose is less than half of the size of
the target structure τ (but located inside the target structure) and thus coverage(τ) =0.36
and conformity(τ) = 1. Finally, in schematic (d) the set of voxels receiving a dose greater
than or equal to the prescription dose has the same size as that of the target structure but
is offset from the target. In this case coverage(τ) = 0.39 and conformity(τ) = 2.56. Due
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Figure 7: Coverage and Conformity Metrics
typically of higher importance than the cold spot and hot spot metrics. (See Lee et al. [20]
and [21] for earlier use of these metrics for plan evaluation.)
The goal of our proposed approach is to determine fluence map and beam geometry
consistent with treatment plans that satisfy the clinical dose requirements and have ideal
values for the evaluation metrics. In the next section, we present an optimization-based
approach towards this end.
2.2 Methodology
We first describe the C-VaR based FMO model of Romeijn et al. [34] and show how
the C-VaR parameters can be used to alter coverage and conformity. Next, we describe
a bicriteria search strategy for generating multiple high-quality treatment plans. Finally,
beam angle selection is integrated with fluence map optimization. The beam angle selection
scheme employs a bicriteria scoring of beam angle geometries and a selection mechanism to
choose from among the set of non-dominated geometries.
2.2.1 Fluence Map Optimization Model
Let Dijs be the dose received by voxel j of structure s per unit intensity of beamlet i.
Let xi be the intensity of beamlet i, i.e., a decision variable, then the dose zjs received by
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Dijsxi ∀j = 1, ..., Vs; s ∈ S. (9)
2.2.1.1 Full volume constraints
Let Ls and Us be the prescribed lower and upper dose limits for structure s, respectively.
The full-volume constraints for dose limits are:
Ls ≤ zjs ≤ Us ∀j = 1, ..., Vs; s ∈ S. (10)
Prescribed requirements on cold spot and hot spot can be enforced by the bounds Lτ and
Uτ in the full volume constraints (40).
2.2.1.2 Partial volume constraints
Partial-volume constraints specify dose limits that have to be satisfied by a specified
fraction of the voxels of a structure. For target structure τ these constraints are formulated






(cτ − zjτ )+ ≥ Lατ (11)
where (a)+ is equal to a if a ≥ 0 and 0 otherwise. This C-VaR constraint enforces that
the average dose in the (1−ατ )-fraction of voxels of target structure τ receiving the lowest
amount of dose is greater than or equal to Lατ . If satisfied, at least ατ × 100 per cent of the
voxels receive a dose greater than or equal to Lατ . For example, with ατ = 0.9 and L
α
τ = 30
at least 90% of the voxels will receive a dose greater than 30 Gy. Here cτ is a free variable
associated with the dose-volume constraint of structure τ .






(zjs − cs)+ ≤ Uαs s ∈ S. (12)
For critical structure s the average dose in the subset of size (1− αs) receiving the highest
amount of dose is required to be less than or equal to Uαs . When satisfied at least αs percent
of the voxels will receive a dose less than or equal to Uαs .
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Due to the indicator function in (7), requirements on coverage are difficult to model
using convex constraints. Instead, we use partial volume constraints to enforce the coverage
requirements using the following result.






(cs − zjs)+ ≥ PDs (13)
then
coverage(s) ≥ αs. (14)
Proof. For simplicity of exposition, we assume that αs is such that αsVs is a positive
integer. Let Dαs be such that
Vs∑
j=1
I+(zjs −Dαs) = αsVs.
Then the coverage requirement (14) is equivalent to
Dαs ≥ PDs.
We prove the result by showing that if there exists cs satisfying (13) then we must have
Dαs ≥ PDs.
Note that















(cs − zjs)+ ∀ cs ∈ ℜ.










(c∗s − zjs)+, (15)
and consider the following two cases.
Case 1: suppose that c∗s ≤ Dαs . Then the right-hand-side (rhs) of (15) is
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(Dαs − zjs)+ − (c∗s −Dαs)




(Dαs − zjs)+ = lhs,
where lhs is the left-hand-side of inequality (15), hence a contradiction. Note that the
last step in the above follows from the definition of Dαs which implies |{j : zjs < Dαs}| =
(1− αs)Vs.
Case 2: suppose that c∗s > D
αs . Then the right-hand-side (rhs) of (15) is

































(c∗s −Dαs +Dαs − zjs)




(Dαs − zjs)+ = lhs,
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where the last step is identical to Case 1. Hence we again have a contradiction.
Thus if there exists cs satisfying (13) then









(cs − zjs)+ ≥ PDs
completing the proof. 
Thus coverage(τ) can be increased by increasing ατ in the partial volume constraints
(41) with Lατ = PDτ . Of course, ατ = 1 is preferable, but such an aggressive value may
lead to infeasibility. Note that if ατ = 1 the partial volume constraint reduces to a full
volume constraint.
Conformity requirements cannot be directly enforced by full or partial volume con-
straints on the dose on the target structure. This is because the conformity metric considers
dose deposited outside the target. In order to keep track of the intended dose for target
τ that is deposited outside the target, we use a virtual critical structure around the target
structure τ . This is typically a 30 mm band around the target structure τ , denoted by
structure β ∈ S. Bahr et al. [2], Price et al. [32] and Lee et al. [21] showed on clinical
cases that limiting or minimizing the dose on virtual critical structures around the target
structures can improve the conformity of the plans. Girinsky et al. [15] also used virtual
critical structures to avoid high doses around the tumor volume.
Assuming that all the dose intended for the target structure τ is deposited in the voxels
in structures τ and β, the only structure in S other than τ that can have more than the
prescribed dose PDτ will be structure β. Then from (7)and (8)
conformity(τ) = 1 +
Vβ∑
j=1
I+(zjβ − PDτ )
Vτ∑
j=1






We know that by enforcing the partial volume constraint (41) on structure τ with
Lατ = PDτ for ατ ∈ (0, 1), we ensure coverage(τ) ≥ ατ . Similarly, it can be shown that by
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enforcing the partial volume constraint (42) on structure β with Uαβ = PDτ for αβ ∈ (0, 1),
we ensure coverage(β) ≤ (1− αβ). Thus
conformity(τ) ≤ 1 +
(1− αβ) · Vβ
ατ · Vτ
. (16)
Therefore we can reduce conformity(τ) by increasing ατ and αβ . Setting these parameters at
their maximum value of 1 typically leads to problem infeasibility, and so a careful selection
is important. This is further discussed in Section 2.2.2.

















Dijsxi ∀j = 1, ..., Vs; s ∈ S (18)












(cτ − zjτ )+ ≥ Lατ (21)
xi ≥ 0 i = 1, ..., N (22)
zjs ≥ 0 j = 1, ..., Vs; s ∈ S (23)
cs free s ∈ S. (24)
The objective function (32) attempts to decrease the average dose on the critical structures
while increasing the average dose on the target structure. We can integrate various other
objective functions, but we leave this as a future research subject (see Kessler et al. [19];
Yang and Xing [52] for objective functions used in IMRT formulations).
2.2.2 Parameter Search
As mentioned before, the coverage and conformity metrics for the target structures
depend on the values of the parameters αβ and ατ . In this section we describe a search
technique to identify appropriate values of these parameters that improve treatment quality.
High values of αβ and ατ are preferable for good coverage and conformity for the target
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τ . However, this may lead to infeasibility. Let
Fτ = {(αβ , ατ ) ∈ (0, 1)2 : The FMO model (32)-(39) is feasible}.




β) ∈ Fτ , ατ ≤ α∗τ and αβ ≤ α∗β , then
(ατ , αβ) ∈ Fτ . Assuming Fτ is non-empty we would like to maximize ατ and αβ over Fτ .
Such solutions will lie on the upper boundary of Fτ . Our search technique starts with an
initial solution and goes through several search phases to identify solutions on the upper
boundary of Fτ . Figure 8 illustrates the search phases, which are detailed next.
Initial values of the parameters ατ and αβ are chosen based on a minimum coverage
requirement MinCov and a maximum allowed conformity value MaxConf . In particular





where 0 < γ < 1 is scaling factor to account for the fact that the bounds (14) and (16) are
conservative. In our implementation for case studies we used γ = 0.9.
We solve the FMO model (32)-(39) with the initial parameter values (α0β , α
0
τ ). If the
problem is infeasible, i.e., (α0β , α
0
τ ) ̸∈ Fτ , then we decrease both parameters by λ, where
0 < λ < 1, and resolve the FMO model. This is continued until a feasible set of parameters
is found. The monotone structure of the set Fτ guarantees that if Fτ is non-empty, then
Phase 0 will produce a feasible set of parameters.
Once we have initial feasible parameters, we execute Phase 1, where we increase both αβ
and ατ by λ and resolve the FMO model. This is repeated until we reach an infeasible set
of parameters. The last set of feasible parameters, denoted by (α1β , α
1
τ ), then is a solution
near the upper boundary of Fτ .
Next we execute Phase 2 where, starting from (α1β , α
1
τ ), we increase α
1
τ by λ until we
reach an infeasible set of parameters. The motivation here is that, since increasing ατ
improves both coverage and conformity, we want to obtain additional solutions with good
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Figure 8: Parameter Search for ατ and αβ
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In order to find additional candidate solutions on the boundary of Fτ , we execute Phase
3. Here we reduce αβ by λ, and then start Phase 2 to increase ατ . Note that in the
solutions produced in this phase the conformity values may be worse than those from Phase
2, however coverage will not worsen.
Finally, if Phases 2 and 3 are not able to produce feasible parameters greater than
(α1β , α
1
τ ), then we execute Phase 4. Here we increase αβ by λ in order to find additional
solutions near the upper boundary of Fτ .
The step size λ is an important component of the search process. From initial experi-
mentations, we chose this to be λ = 0.01.
2.2.3 Beam Angle Selection
Careful selection of beam angles has long been recognized as an important part of
creating IMRT plans (Stein et al. [42]). See Ehrgott et al. [13] for a rigorous presentation
of the beam selection problem. Constructing an IMRT plan for all possible beam angle
configurations and selecting the best is computationally prohibitive due to the number
of possible configurations. Therefore, most algorithms assign scores to the candidate beam
angles and use these scores to evaluate possible beam angle configurations. (See Bedford and
Webb [4] for a classification of other beam selection algorithms proposed in the literature.)
Scoring may be based on geometric and dosimetric information as in Pugachev and Lei
[33]; or based on optimization of the fluence for each beam as in D’Souza et al. [11].
The drawback of these scoring-based approach is that the interaction between different
beam angles is ignored. We introduce a bicriteria scoring approach to limit our choices to a
relatively small number of non-dominated configurations. We then optimize the fluence only
for these configurations to assess interaction effects. We compare the efficacy of our beam
selection methodology with scoring-based approach of Pugachev and Lei [33] in Section 2.3.
We start by using the FMO model assuming that all candidate beam angles (say M) can
be used. Let x∗i be the intensity of beamlet i in beam (angle) B (where B ∈ {1, . . . ,M})
and z∗jτ be the dose delivered to voxel j of the target structure τ in this treatment plan.
Each beam B is then assigned the following two scores:
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Total Dose Delivered to the Target Structure. The total dose delivered to the target struc-









Preferring beams with a higher value of DPTVB favors beams that deliver higher dose
to the target. The disadvantage of this measure is that it does not directly consider
the dose received by target voxels in the lower tail of the dose distribution, i.e., the
cold spots.
Weighted Sum of Dose Delivered to the Low Dose Region of the Target Structure. We define
the low dose region Cτ of the target structure τ as the set of voxels that receive a
dose less than 10% above the minimum dose observed in the target structure, i.e.,
Cτ = {j = 1, . . . , Vτ : z∗jτ ≤ 1.10min
j′
(z∗j′τ )}. (28)
The weighted sum of dose delivered to the low dose region of the target structure from












where ϵ > 0 is included to avoid division by zero. Note that we distinguish voxels
in the low dose region by assigning weights inversely proportional to the actual dose
received by these voxels. Preferring beams with higher value of WPTVB favors beams
that deliver more dose to the low dose region of the target. The advantage of this
measure is that it helps identify beams that deliver dose to what are commonly difficult
regions to treat.
The score of a configuration with L angles selected from M candidates, i.e., a set of










We identify a set K of non-dominated configurations, i.e.,
K = {C :̸ ∃ D s.t. DPTV (D) ≥ DPTV (C) and WPTV (D) > WPTV (C)} ∪
{C :̸ ∃ D s.t. DPTV (D) > DPTV (C) and WPTV (D) ≥WPTV (C)}.





beam angle configurations. When
the set of all configurations is very large, a more computationally effective approach is to
solve a series of cardinality constrained knapsack problems to identify the non-dominated
configurations. This scheme is illustrated in Algorithm 1.
Algorithm 1 Finding non-dominated beam angle configurations
















yi ∈ {0, 1}
if IP is feasible then






until IP is infeasible
We would ideally generate an optimized treatment plan for each of the non-dominated
configurations and select the one with the highest quality based on the evaluation metrics
described earlier. However this is computationally intensive, and instead we perform a
“greedy” search. We start with an arbitrary configuration C ∈ K and calculate (α2β , α2τ ).
Next, we search for a configuration Ĉ ∈ K for which (α2β , α2τ + λ) is feasible. If no such
configuration Ĉ exists, then configuration C is selected. On the other hand, if such a
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configuration Ĉ exists, we iterate and execute Phase 1 and Phase 2 of the parameter search




In this section, we present the results of a computational study of three real-life cases:
a pediatric brain case, a head and neck case, and a prostate case. The computational
study focuses on the value of the techniques and solution schemes introduced above: (1)
the development of an automated, systematic parameter search scheme for treatment plan
construction models using C-VaR constraints to model partial dose volume constraints, and
(2) the development of an efficient and effective beam angle selection scheme.
2.3.1 Case Descriptions
The three cases represent different parts of the body, and thus a variety of challenges
in terms of treatment plan generation. So these cases demonstrate the robustness of our
approach; no tuning is necessary for the specific cases.
Information concerning the prescription requirements for the target structures as well as
for the critical structures in terms of full volume and partial volume dose constraints for the
three cases can be found in Tables 1, 2, and 3. Partial dose volume constraints for the target
structure (referred to as PTV) and the virtual critical structure (VCS) are computed using
the formulas presented in Section 2.2 using a minimum coverage requirement of 0.95 and
a maximum conformity requirement of 1.2. Observe that there are no partial dose-volume
constraints for critical structures in the pediatric brain case.
To be able to analyze and judge the value of the different techniques and solution
schemes, we start with base settings in each of the three cases. The base settings have 8
equi-spaced beams in the pediatric brain case, 8 equi-spaced beams in the head and neck
case, and 6 equi-spaced beams in the prostate case. Furthermore, the full and partial dose
volume constraints as specified in Tables 1, 2, and 3 are used.
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Table 1: Brain Case - Structures and Constraints
Constraint Type Structure #Voxels Percentage L (cGy) U (cGy)
PTV 1,620 - 0 3,300
Hypothalamus 88 - 0 2,160
Right cochlea 26 - 0 1,260
Full volume Left cochlea 21 - 0 1,260
Pituitary 11 - 0 2,160
Left eye 158 - 0 500
Right eye 163 - 0 500
VCS 6,581 - 0 3,300
Partial volume PTV 1,620 95 3,060 -
VCS 6,581 95 - 3,060
2.3.2 Value of the Parameter Search
As the treatment plan construction model only indirectly attempts to optimize coverage
and conformity, we may be able to improve coverage and conformity by judiciously adjust-
ing the dose-volume constraint parameters of the target structure and the virtual critical
structure. We focus on the improvement in coverage and conformity that can be achieved
through the parameter search. We compare the base settings (with full and partial dose
volume constraints for the virtual critical structure included) with and without parameter
search. The results are presented in Table 4. We observe that there are improvements for
coverage and conformity for the brain and the prostate case. However, for the head-and-
neck case the slight improvement in coverage is offset by a deterioration in conformity. The
head and neck case also shows a significant cold spot. This is due to the fact that the target
structure is up against the Globe RT structure which has a full volume dose restriction of
2000 cGy. We will examine this issue in more detail in Section 2.3.6. The parameter search
for the brain case and for the head and neck case end with a Phase 3 iteration, in which
the virtual critical structure constraint is relaxed in hopes of finding a treatment plan with
higher coverage. As a result, the value of conformity increases slightly in the last iteration.
More details are provided in Figure 9 where we plot the change in the evaluation metrics
during the course of the parameter search.
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Table 2: Head and Neck Case - Structures and Constraints
Constraint Type Structure #Voxels Percentage L (cGy) U (cGy)
PTV 2,647 - 0 6,120
Brainstem 1,075 - 0 5,400
Spinal cord 387 - 0 4,500
Globe LT 388 - 0 2,000
Globe RT 355 - 0 2,000
Full volume Optic chiasm 13 - 0 5,400
Optic nerve LT 26 - 0 5,400
Optic nerve RT 10 - 0 5,400
Parotid LT 811 - 0 5,400
Parotid RT 832 - 0 5,400
VCS 7,634 - 0 6,120
PTV 2,647 95 5,100 -
Partial volume Parotid LT 811 50 - 2,600
Parotid RT 832 50 - 2,600
VCS 7,634 93 - 5,100
2.3.3 Beam Angle Selection
A core ingredient of our angle selection scheme is identifying non-dominated beam con-
figurations with respect to DPTVB and WPTVB. In Figures 10, 11, and 12, we plot the
scores for all 8-beam configurations for the brain and head and neck cases and all 6-beam
configurations for the prostate case selected from 18 equi-spaced candidate beams and high-
light the configurations that are non-dominated. The figures show that few non-dominated
configurations exist. In Table 5, we provide additional information to support the ob-
servation that very few non-dominated configurations exist. For configurations of different
sizes, we report the total number of configurations as well as the number of non-dominated
configurations.
Next, we explore the effect of carefully selecting beam angles, and thus of integrating
all the techniques and solution schemes developed. The results are presented in Table 6.
The results are mostly self-explanatory and clearly demonstrate the value of the various
techniques and solution schemes. However, these evaluation metrics only tell part of the
story. Clinicians examine dose volume histograms and dose distributions to evaluate treat-
ments, which are shown in Figures 13, 14, and 15 for the brain case, the head and neck case,
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Table 3: Prostate Case - Structures and Constraints
Constraint Type Structure #Voxels Percentage L (cGy) U (cGy)
PTV 239 - 0 8694
Full volume Rectum 1,267 - 0 8694
Bladder 1,513 - 0 8694
VCS 2,544 - 0 8694
PTV 239 95 7,560 -
Rectum 2,544 70 - 7,560
Partial volume Rectum 2,544 50 - 4,500
Bladder 1,513 50 - 4,500
VCS 2,544 98 - 7,560
Table 4: Value of Parameter Search
Brain Head and Neck Prostate
without with without with without with
parameter parameter parameter parameter parameter parameter
search search search search search search
Coverage 0.957 0.984 0.956 0.959 0.950 1.000
Conformity 1.274 1.212 1.230 1.261 1.264 1.046
Coldspot 0.704 0.822 0.311 0.313 0.829 1.000
Hotspot 1.078 1.078 1.200 1.200 1.150 1.150
and the prostate case, respectively. Each of the figures displays dose volume histograms for
three treatment plans: (1) a plan with equi-spaced beams obtained by solving the model,
but without parameter search, (2) a plan with equi-spaced beams obtained by solving the
model incorporating parameter search, and (3) a plan with optimized beam angles obtained
by solving the model incorporating parameter search. The dose volume histograms show
that improving coverage and conformity (i.e., by performing a parameter search) can have
a negative impact on the dose volume histograms of the critical structures (increased doses
delivered), but that by carefully selecting the beam angles these undesirable effects can be
mostly negated. This is observed especially well in the head and neck case.
We show three sets of dose distribution images in Figures 16, 17, and 18 for the brain
case, the head and neck case, and the prostate case, respectively. For each case, we present
three slices corresponding to the three treatment plans: (1) a plan with equi-spaced beams
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Table 5: Number of Non-dominated Configurations for Various Configuration Sizes
Configuration Size # Non-Dominated Configurations # Configurations
Brain Head and Neck Prostate
2 4 2 2 153
3 5 3 2 816
4 7 4 3 3,060
5 8 5 3 8,568
6 10 5 2 18,564
7 13 7 2 31,824
8 12 8 3 43,758
9 12 7 3 48,620
obtained by solving the model, but without parameter search, (2) a plan with equi-spaced
beams obtained by solving the model incorporating parameter search, and (3) a plan with
optimized beam angles obtained by solving the model incorporating parameter search. The
prescription dose is shown as red colorwash with 75, 50 and 25% of prescription dose shown
as yellow, green and blue colorwash. CT axial images 1, 2, and 3 represent inferior, mid and
superior slices through the target volume. In all three cases, plan c (obtained by integrating
parameter search with careful selection of beam angles) is preferable. In particular, in the
brain case (Figure 16) the hot beamlet effect on the left side of the patient evident in plans
a and b is minimized in plan c. In the head and neck case (Figure 17), for plan a, we observe
significant 75% dose leaking (yellow colorwash) out of the tumor area in all three slices. On
plan b, this is improved but we have a hot beamlet effect right next to the brainstem on
slice 3 and this is not preferable. Plan c seems to be much better with tighter conformity
of the dose including slice 3 where the PTV comes closer to brainstem. Similarly for the
prostate case (Figure 18), plans a and b have hot spots along the beam directions which is
not preferable. Plan c tends to pull in the high dose closer to the prostate.
The above results indicate that our beam angle selection scheme produces beam config-
urations that allow the construction of high-quality treatment plans. Next, we compare the
proposed beam configurations to those produced by an optimization approach based on an
integer programming formulation. We also compare our scheme to a scoring-based beam
selection algorithm.
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Table 6: Evaluation Metrics for Different Schemes
Case Evaluation Equi-spaced Equi-spaced & Equi-spaced & Optimized angles &
measure VCS VCS & VCS &
Parameter search Parameter search
Coverage 0.954 0.957 0.984 1.000
Brain Conformity 1.533 1.274 1.212 1.125
Coldspot 0.669 0.704 0.822 1.000
Hotspot 1.078 1.078 1.078 1.078
Coverage 0.953 0.956 0.959 0.974
Head and Conformity 1.742 1.230 1.261 1.232
Neck Coldspot 0.328 0.311 0.313 0.310
Hotspot 1.200 1.200 1.200 1.200
Coverage 0.933 0.950 1.000 1.000
Prostate Conformity 1.601 1.264 1.046 1.033
Coldspot 0.853 0.829 1.000 1.000
Hotspot 1.150 1.150 1.150 1.150
Comparison with Mixed-Integer Programming Approach
We consider the MIP model for beam selection from Lee et al. [20, 21], Yang et al. [51],
and Lim et al. [24]. We experimented with selecting 5 beam angles out of 8 equi-spaced
candidate beam angles for the brain and the head and neck case; and selecting 6 beam
angles out of 18 equi-spaced beam angles for the prostate case. (Due to the computational
requirements of the optimization approach this comparison can only be performed for set-
tings with a relatively small number of candidate beam angles for the brain and the head
and neck cases.) For these cases, our selection scheme produced the optimal configuration,
i.e., the same configuration that the optimization approach produced. It is informative
to look at the difference in required computation time; see Table 7. It is clear that the
optimization approach will become computationally prohibitive when 10 or more candidate
beam angles are used.
Comparison with a Scoring-Based Beam Selection Algorithm
To further validate our approach, we compare our results to the results obtained by selecting
the beam angles according to the pseudo Beam’s-Eye-View (pBEV) scores introduced by
Pugachev and Lei [33]. The steps for the pBEV calculation of a given beam angle are as
33
Table 7: Comparison with Mixed Integer Programming Approach
Time (secs.) Ratio
Proposed Scheme MIP
Brain 348 5,676 1 : 16
Head and Neck 363 16,988 1 : 46
Prostate 52 540 1 : 10
follows:
1. Assign each beamlet an initial intensity value that delivers at least the prescription
dose to every target voxel it is crossing;
2. For each critical structure voxel crossed by the beamlet, calculate the factor by which
the initial beamlet intensity has to be multiplied to ensure the tolerance dose is not
exceeded.
3. Find the minimum factor among all critical structures and adjust the initial beamlet
intensity.
4. Perform a forward dose calculation using the beam intensity profile obtained;











where dij is the dose delivered to voxel j from beam angle i, Vs is the number of voxels
in the target, and PDs is the target prescription dose.
We select the final configuration simply by picking the highest scoring beams. (Pugachev
and Lei [33] manually pick the beams in the case examples when some high-scoring angles
are too close to each other to create a separation.)
We computed beam angle configurations for the cases using pBEV scores and our pro-
posed scores, and then performed fluence map optimization. Multiple solutions are produced
for each case by varying the number of beam angles. The results for brain case, head and
neck case, and prostate case are presented in Tables 8, 9 and 10; respectively.
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Table 8: Brain Case Comparison to pBEV
6 beams 7 beams 8 beams 9 beams
pBEV Proposed pBEV Proposed pBEV Proposed pBEV Proposed
Scheme Scheme Scheme Scheme
Coverage 0.954 0.963 0.962 1.000 0.979 1.000 1.000 1.000
Conformity 1.245 1.214 1.279 1.144 1.233 1.125 1.082 1.099
Coldspot 0.919 0.956 0.928 1.000 0.947 1.000 1.000 1.000
Hotspot 1.078 1.078 1.078 1.078 1.078 1.078 1.078 1.078
Table 9: Head and Neck Case Comparison to pBEV
6 beams 7 beams 8 beams 9 beams
pBEV Proposed pBEV Proposed pBEV Proposed pBEV Proposed
Scheme Scheme Scheme Scheme
Coverage 0.962 0.968 0.968 0.971 0.968 0.974 0.968 0.973
Conformity 1.253 1.219 1.247 1.243 1.199 1.232 1.177 1.162
Coldspot 0.337 0.301 0.327 0.320 0.351 0.310 0.360 0.314
Hotspot 1.200 1.200 1.200 1.200 1.200 1.200 1.200 1.200
The main difference between our scoring scheme and the pBEV scoring scheme is that
we score beams based on their exact contributions to the delivered doses to target structures
in an optimized solution rather than just using their geometric properties and prescription
requirements. Another important difference is that we consider multiple beam configura-
tions in the parameter search phase, which allows us to adjust dynamically in response
to observed interaction effects between beams. In the pBEV algorithm there is only one
configuration that is chosen based on initial parameter values.
2.3.4 Beam Configuration Size
The results presented so far assumed that the desired number of beam angles was decided
in advance. We have seen that carefully selecting beam angles improves treatment plans.
This suggests that it may be possible to get high-quality treatment plans with fewer beam
angles. Figure 19 presents the values of the evaluation criteria for different sizes of beam
configurations.
As expected, there are diminishing returns when we continue to increase the size of the
configuration. This is especially clear for the prostate case where treatment plans of almost
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Table 10: Prostate Case Comparison to pBEV
4 beams 5 beams 6 beams
pBEV Proposed pBEV Proposed pBEV Proposed
Scheme Scheme Scheme
Coverage 1.000 1.000 1.000 1.000 1.000 1.000
Conformity 1.050 1.029 1.046 1.038 1.038 1.033
Coldspot 1.000 1.000 1.000 1.000 1.000 1.000
Hotspot 1.150 1.150 1.150 1.150 1.150 1.150
Table 11: Run Time (seconds) for Various Linear Programming Algorithms
Voxels Beamlets #cons #vars primal dual barrier
simplex simplex
Brain 8,668 1,010 17,881 16,871 1,548 1,395 48
Head and Neck 14,178 1,599 27,705 26,106 31,118 4,912 58
Prostate 5,563 1,146 12,398 13,544 377 35 24
equal quality are produced for configurations of size 4 and up. Furthermore, treatment
plans with good quality can already be achieved with configurations of relatively small size
(which has many practical advantages). If we compare the results presented in Table 6
to those presented in Figure 19, we see that carefully selecting beam angles allows us to
construct treatment plans of equal or better quality than those that can be obtained with
equi-spaced beams with fewer beams.
2.3.5 Solution Times
As mentioned above, we chose to develop only linear programming based technology, be-
cause linear programs can be solved efficiently. Several methodologies exist for solving linear
programs, e.g., primal simplex, dual simplex, and interior point methods, and we examine
the solution times for the different solution methods. We used the linear programming
solver of XPRESS (Xpress-Optimizer 2007). Table 11 presents the instance characteristics
for the head and neck case and the brain case (for 8 equi-spaced beams) and the prostate
case (for 18 equi-spaced beams). All our experiments were run on a 2.66GHz Pentium Core
2 Duo processor with 3GB of RAM under Windows XP Operating System. The differences
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are staggering; for this class of linear programs, interior point methods are by far superior
as noted by Holder [16]. All remaining computational experiments therefore use XPRESS’s
barrier algorithm to solve linear programs.
The first step of our scheme to select beam angles is to solve the problem assuming that
all candidate beam angles are used. In our computation experiments this meant solving
the problem using 18 candidate beam angles (equi-spaced). The solution is used to get the
beam angle scores WPTV and DPTV . Table 12 presents the instance characteristics and
the run times for the three cases. Once the beam angle scores are computed they are used
Table 12: Run Time for 18 Equi-Spaced Beams for Scoring
Voxels Beamlets #cons #vars time (secs)
Brain 8,668 2,306 16,871 19,177 123
Head and Neck 14,178 3,650 26,106 29,756 278
Prostate 5,563 1,146 12,398 13,544 24
to identify non-dominated configurations. Then treatment plans are generated for these
configurations (using a virtual critical structure and parameter search). In Table 13, we
present the solution times for this component of the scheme for different beam configuration
sizes. The maximum run time is about 20 minutes and observed for head and neck case to
choose 9 beams. Our proposed scheme was able to produce high-quality solutions for the
prostate case in less than 2 minutes.
2.3.6 Cold Spot Issue in the Head and Neck Case
In the head and neck case, we observed a significant cold spot in the treatment plan
produced by our algorithm. Further analysis revealed that the cold spot results because
Table 13: Run Time (seconds) after Beam Scoring for Different Configuration Sizes
2 beams 3 beams 4 beams 5 beams 6 beams 7 beams 8 beams 9 beams
Brain 145 199 263 514 478 689 798 445
Head and Neck 147 141 231 311 365 646 863 1,003
Prostate 28 12 14 23 28 35 50 53
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the target structure (PTV ) is up against the Globe RT structure as can be seen in Figure
17 3.a, 3.b and 3.c. As the maximum tolerance dose for Globe RT is 2,000 cGy and the
target dose for the PTV is 5,100 cGy, it is not surprising that a cold spot results. The
specified maximum tolerance dose of 2,000 cGy for Globe RT is aggressive and upon seeing
the generated treatment plan a clinician will likely increase the maximum tolerance dose.
To explore what happens when the maximum tolerance dose for Globe RT is increased,
we present the evaluation metrics for the treatment plans generated for different maximum
tolerance dose levels in Figure 20. We see that with a maximum tolerance dose of about
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Figure 9: Change in Evaluation Metrics with Parameter Search: (a) Brain Case 8 Equi-
spaced Beams, (b) Head and Neck Case 8 Equi-spaced Beams, (c) Prostate Case 6 Equi-
spaced Beams
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Figure 10: Brain Case - Dominated and Non-dominated Configurations
Figure 11: Head and Neck Case - Dominated and Non-dominated Configurations
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Figure 13: Brain Case Dose-Volume-Histograms: (a) Basic 8 Equi-spaced Beams Solution,





























































Figure 14: Head and Neck Case Dose-Volume-Histograms: (a) Basic 8 Equi-spaced Beams






















































Figure 15: Prostate Case Dose-Volume-Histograms: (a) Basic 6 Equi-spaced Beams Solu-





Figure 16: Brain Case Dose Distribution: (a) Basic 8 Equi-spaced Beams Solution, (b)
Final 8 Equi-Spaced Beams Solution, (c) Final 8 Selected Beams Solutions are shown with
a colorwash dose distribution overlaid with three CT axial images. The prescription dose
is shown as red colorwash with 75, 50 and 25% of prescription dose shown as yellow, green
and blue colorwash. CT axial images 1, 2, and 3 represent inferior, mid and superior slices
through the target volume shown as a blue contour. The red contours represent the eyes.






Figure 17: Head and Neck Case Dose Distribution: (a) Basic 8 Equi-spaced Beams So-
lution, (b) Final 8 Equi-Spaced Beams Solution, (c) Final 8 Selected Beams Solution are
shown with a colorwash dose distribution overlaid with three CT axial images. The pre-
scription dose is shown as red colorwash with 75, 50 and 25% of prescription dose shown
as yellow, green and blue colorwash, respectively. CT axial images 1, 2, and 3 represent
inferior, mid and superior slices through the target volume shown as a blue contour. The
red central contour represents the brainstem as a critical structure. Slice 3 shows the critical





Figure 18: Prostate Case Dose Distribution: (a) Basic 6 Equi-spaced Beams Solution, (b)
Final 6 Equi-Spaced Beams Solution, (c) Final 6 Selected Beams Solution are shown with
a colorwash dose distribution overlaid with three CT axial images. The prescription dose
is shown as red colorwash with 75, 50 and 25% of prescription dose shown as yellow, green
and blue colorwash, respectively. CT axial images 1, 2, and 3 represent inferior, mid and
superior slices through the prostate shown as a blue contour. The red contours on slice 2































































Figure 19: Final Results Returned by the Algorithm with Different Number of Beams
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Figure 20: Head and Neck Case - Dose Limit Relaxation to Eliminate Cold Spot
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CHAPTER III
MULTI-PHASE GATING IN 4D IMRT
In Chapter 2, we presented methodology to support fully automated construction of
radiation treatment plans. The methodology assumes implicitly that a patient’s anatomy
does not change during treatment delivery. Although this assumption is reasonable for
many disease sites, e.g., brain tumors, it is unwarranted for other disease sites, e.g., lung
tumors. Obviously, when treating a lung tumor, the patient’s anatomy changes significantly
during treatment session as a result of breathing. These changes cannot be ignored and
need to be considered when constructing a treatment plan. Fortunately, recent advances in
imaging technology can provide multiple images of the treatment region taken at different
points of the breathing cycle and deformable image registration algorithms can accurately
link these images, making it possible to track an individual voxel during the entire breathing
cycle. This creates the option to develop optimization models that generate a treatment
plan that recognizes and distinguishes the different phases of the breathing cycle. Because
of the inclusion of the time aspect, this type of treatment planning is often referred to as
Four-Dimensional (4D). In this chapter, we discuss an optimization model for 4D IMRT
treatment planning.
Clinical studies suggest that the organ motion during breathing is the main source of dose
calculation errors in standard radiotherapy [35], as the tumor is displaced with respiratory
motion with amplitudes of 5 to 12 mm in [41] which invalidates static 3D calculations on
these volumes up to 9% [36] due to the interplay between target and MLC motion [54].
For example, the interplay effect [54] produces hot and cold spots [8] as the delivered dose
can differ by up to 30% per field from the intended dose [17] leading to changes in the
radiation’s biological effects. Technological advancements allow acquiring more information
about the changes in patient anatomy using the four-dimensional (4D) imaging methods
[31, 45], which makes it easier to account for tumor motion. The images are typically taken
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at equal time intervals during a full breathing cycle (inhale and exhale). These intervals
are referred as the phases of the breathing cycle.
The information about organ motion is currently used at different levels of sophistication
within the planning process. The simplest approach is to plan treatments on the concept
of internal tumor volume (ITV), representing the envelope of the target position integrated
over all phases of the breathing [25, 50]. This approach assumes unnecessarily irradiate
significant amounts of normal tissue around tumor which is included to ITV and does not
consider changes in dose deposition due to motion, as it assumes the target is static during
delivery. Another approach is gating where the plan is constructed and delivered at only
a selected phase where tumor motion is minimal [23, 47]. This results in longer treatment
times as the beam is turned off most of the breathing cycle. Even with gating, selecting
the delivery phase for gating is based on quantitative visual inspection rather than a real
qualitative evaluation of dosimetric criteria at different phases.
Semi-empirical approaches proposed by Keall et al. [18] and Suh et al. [43], optimize
the beam shapes for a single reference phase and then deform the MLC apertures according
to the observed anatomical movements in other phases. Although some improvements are
obtained, these approaches can track the movements only in a single dimension. Rather than
optimizing for a single phase, optimization of the dose distribution in all phases is a desired
goal. Lee et al. [22] propose a method that optimizes dose distribution simultaneously over
all phases by creating a separate plan for each phase. Significant normal tissue sparing was
observed on a simple phantom case. However, the technology to deliver multiple plans is
currently not available in a clinical setting. The main advantage of this idea over gating
or a series of 3D optimizations is that the unequal weighting for each phase is governed
automatically by the 4D optimization algorithm and are deduced depending on the spatial
relation between the target and OAR at each phase. Another obstacle towards clinical
implementation of 4D-IMRT is the reproducibility of the breathing pattern observed in the
images during actual delivery of the treatment.
We propose a hybrid approach where we gradually increase the number of phases to be
used in treatment delivery, and simultaneously optimize the plans for the selected phases.
51
The algorithm picks the optimal phases to deliver the dose, with non-treatment or inactive
intermediate phases in between that are used to adjust the MLC positions for the next
treatment or active phase. As in Lee et al. [22], such an approach is increasing accuracy
as prescription requirements are accounted over the cumulative dose in all phases. A sig-
nificant challenge is the need to track voxels over multiple phases to be able to calculate
the cumulative dose, repeatability of the respiratory cycle and the need of a leaf sequencing
and control mechanism to deliver separate plans simultaneously.
An essential component of any 4D optimization attempt is the use of a deformable reg-
istration algorithm for tracking voxel positions and the dose received at each phase of the
breathing cycle. We use an image registration technique that registers all phases of a 4D
dataset simultaneously to deduce an accurate, artifact free description of the respiratory mo-
tion. The algorithm is described in detail by Schreibmann et al. [37].The use of deformable
image registration to track voxels and a 4D-IMRT treatment plan optimization model has
allowed us to show the tremendous potential for treatment plan quality improvement and
treatment time reduction on a clinical lung case instead of artificial phantoms.
The remainder of this chapter is organized as follows. In Section 3.1 we describe multi-
phase 4D treatment problem which is followed by the description of solution strategies in
Section 3.2. In Section 3.3 we explore how the solution quality improves with increasing
number of delivery phases with a computational study on a real lung case patient.
3.1 Problem Description
Recall that we are trying to find optimal fluence maps for each phase of the breathing
cycle simultaneously by considering the overall dose delivered to patient instead of indi-
vidually optimizing each phase. The deliverability of the plans is not addressed, rather we
are trying to assess the benefit of using multiple phases of the respiratory cycle to improve
treatment plan quality and to reduce treatment time over plans that just use single-phase
gating.
To be able to calculate the total dose received by each voxel at the end of treatment it
is necessary that the dose received by a voxel of a structure per intensity of a beamlet is
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available for each phase and that each voxel can be tracked through the different phases.
As mentioned before we use a sufficiently powerful image registration algorithms to do so.
The treatment plan will specify the intensity of each beamlet in each phase and the dose
received by each voxel of a structure at the end of treatment. In this setting it is possible to
extend IMRT formulations described in previous chapter to optimize the total dose received
by the patient over all phases.
The resulting treatment is quite different from single-phase gating as the patient is
treated during multiple phases; the optimization model decides how much dose to deliver
in each phase. This reduces the treatment time and thus improves the comfort level of the
patient. Furthermore, because the optimization exploits the opportunities provided in each
phase, better treatment plans can be obtained.
As is usual in IMRT treatment plan generation, we assume the plan requirements are
in the form of a minimum prescription dose for target structure voxels and a maximum
tolerance dose for nearby critical structure voxels. A prescription dose is the dose level
necessary to destroy or damage target cells, while a tolerance dose is the level above which
complications for healthy tissues may occur. In addition to the set of dose requirements
defining acceptable treatment plans, clinical oncologists use a set of evaluation metrics to
assess the quality of a treatment plan. We consider the following metrics: coldspot, hotspot,
coverage and conformity as defined in Chapter 2. The goal is to come up with plans that
satisfy the clinical dose requirements and have preferable values for evaluation metrics.
3.2 Methodology
We will use the following notation throughout. Let P denote the set of breathing phases,
N the set of beamlets, S the set of structures, Vs the number of voxels in a structure s ∈ S,
Dijsp be the dose received by voxel j of structure s per unit intensity of beamlet i at phase
p of the breathing cycle. Let xip be the intensity of beamlet i at phase p, i.e., a decision






Dijspxip ∀j = 1, ..., Vs; s ∈ S. (31)
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For simplicity of exposition we assume that there is only one target structure τ ∈ S. We
extend the LP model and the parameter selection algorithm designed for 3D-IMRT planning
in Chapter 2 to 4D-IMRT by replacing the formulation of zjs as in Equation 31 and using
the extended set of decision variables xip for beamlet intensities in each phase.



















Dijspxip ∀j = 1, ..., Vs; s ∈ S (33)












(cτ − zjτ )+ ≥ Lατ (36)
xi ≥ 0 i = 1, ..., N (37)
zjs ≥ 0 j = 1, ..., Vs; s ∈ S (38)
cs free s ∈ S. (39)
Constraints 35 and 36 are conditional value at risk constraints that approximately model
dose-volume constraints. We tune the parameters of these constraints for the target struc-
ture (PTV) and virtual critical structure (VCS) that surrounds the tumor with an auto-
mated parameter search mechanism to get plans with better coverage and conformity values.
(See Chapter 2 for more details.)
3.3 Computational Study
In this section, we will apply our solution algorithm to a lung cancer case. The dose
prescription is provided in Table 14. Ten CT scans of the patient have been taken with
equal interval lengths during the breathing cycle. Then, the voxels are tracked through the
phases with image registration and a dose matrix (Dijsp) is calculated.
In order to understand the contribution of additional phases over single-phase gating,
we solve the planning problem by allowing dose delivery on multiple breathing phases (e.g.
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Table 14: Dose Prescriptions for Lung Case
Constraint Type Structure Percentage L (cGy) U (cGy)
Spinal Cord - 0 1800
Esophagus - 0 2700
Heart - 0 3000
Full Volume Trachea - 0 3000
Lungs - 0 6000
Carina - 0 3000
PTV - 0 6500
VCS - 0 6500
PTV 95 6000 -
Partial Volume Lungs 15 - 2000
VCS 95 - 6000
deliver only in Phase 1, Phase 4 and Phase 7). The solutions provide separate fluence maps
for each phase that is preselected for dose delivery and we assume that no delivery is made
in other phases. Since we are not explicitly considering delivery, we introduce ”buffers”
between consecutive fluence maps so as to allow time to adjust MLC. A small buffer size
will allow using more phases in delivery (e.g. if the buffer size is 1, the delivery in Phase
1 can be followed in Phase 3 using Phase 2 as buffer). For each buffer size all possible
configurations are formed and plans are optimized by using the preselected phases in each
configuration. Our goal is to show how the values of evaluation metrics improve as we
increase the number of phases for delivery.
3.3.1 Buffer Size ≥ 5 (Single Phase Gating)
In this case only a single phase can be used for delivery. We show the values of evaluation
metrics resulting from each single-phase gating solution in Table 15. The best coverage is
obtained by gating in Phase 5. Note that even when considering a single phase, selecting
the right phase is important as the evaluation metrics differ. The dose-volume-histogram
for this solution is shown in Figure 21.
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Table 15: Single-phase Gating Solutions (Buffer ≥ 5)
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10
Coverage 0.470 0.405 0.449 0.433 0.516 0.507 0.513 0.511 0.466 0.356
Conformity 1.057 1.067 1.070 1.072 1.063 1.061 1.060 1.063 1.067 1.075
Coldspot 0.898 0.905 0.896 0.809 0.734 0.835 0.875 0.513 0.860 0.841




























Figure 21: Single-phase Gating Solution Using Phase 5
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Table 16: Two-phase Gating Solutions (Buffer = 4)
P1-6 P2-7 P3-8 P4-9 P5-10
Coverage 0.774 0.751 0.733 0.637 0.725
Conformity 1.047 1.048 1.050 1.066 1.052
Coldspot 0.951 0.953 0.934 0.954 0.940
Hotspot 1.083 1.083 1.083 1.083 1.083
Table 17: Two-phase Gating Solutions (Buffer = 3)
P1-5 P2-6 P3-7 P4-8 P5-9 P6-10 P7-1 P8-2 P9-3 P10-4
Coverage 0.746 0.744 0.755 0.695 0.645 0.741 0.778 0.749 0.711 0.731
Conformity 1.050 1.049 1.051 1.058 1.066 1.050 1.047 1.052 1.055 1.052
Coldspot 0.970 0.963 0.967 0.900 0.951 0.959 0.944 0.967 0.927 0.952
Hotspot 1.083 1.083 1.083 1.083 1.083 1.083 1.083 1.083 1.083 1.083
3.3.2 Buffer Sizes = 4 and Buffer Size = 3 (Two-Phase Gating)
For buffer sizes 4 and 3 we can deliver at most in two-phases. Tables 16 and 17 show
the values of evaluation metrics resulting from two-phase gated solutions for buffer size 4
and 3, respectively. The solution with best coverage is obtained by delivering in phases 1
and 7, for which the DVH is provided in Figure 22.
3.3.3 Buffer Size = 2 (Three-Phase Gating)
If the buffer size is two, we are able to deliver using three phases of the breathing cycle.
The values of evaluation metrics for each possible configuration is shown in Table 18. Using
phases 1, 4 and 7 produces the best coverage. The resulting DVH for this configuration is
provided in Figure 23.
Table 18: Three-Phase Gating Solutions (Buffer = 2)
P1-4-7 P2-5-8 P3-6-9 P4-7-10 P5-8-1 P6-9-2 P7-10-3 P8-1-4 P9-2-5 P10-3-6
Coverage 0.887 0.846 0.839 0.871 0.846 0.871 0.868 0.863 0.862 0.867
Conformity 1.046 1.050 1.053 1.048 1.046 1.047 1.049 1.046 1.052 1.050
Coldspot 0.972 0.983 0.948 0.959 0.975 0.957 0.967 0.976 0.976 0.970

























































Figure 23: Three-Phase Gating Solution Using Phases 1, 4 and 7
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Figure 24: Five-Phase Gating Solution Using Phases 1, 3, 5, 7 and 9
3.3.4 Buffer Size = 1 (Five-Phase Gating)
In this case we can deliver at every other phase of the breathing cycle which allows
delivering in five different phases. The results for the two alternatives are provided in Table
19. Delivering in phases 1, 3, 5, 7 and 9 provides a better coverage. The DVH for this
configuration is shown in Figure 24.
3.3.5 Buffer Size = 0 (No-Gating)
We create a solution that allows delivery in all phases of the breathing cycle. This
solution can bee thought of as the theoretical limit in decreasing the buffer size. The values
of evaluation metrics are provided in Table 20 and the DVH is shown in Figure 25.
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Figure 26: Change in Evaluation Metrics by Increasing Number of Delivery Phases
3.3.6 Analysis of Results
The first observation we make is that the values of the evaluation metrics improve as the
number of delivery phases is increased. This is illustrated in Figure 26. The improvement
is most significant for the coverage and coldspot metrics, which shows that increasing the
number of phases not only increases the number of voxels that can receive the prescription
dose but also increases the value of the minimum dose received by any voxel of the target
structure.
The proportion of dose delivered to target structure at each phase in multi-phase solu-
tions is not equal. The optimization algorithms decide how much dose to deliver at each
phase to get the best possible dose distribution. In Figure 27, we provide the proportion
of dose received by the target in a) a two-phase gating solution b) a three-phase gating
solution c) a five-phase gating solution and d) no gating solution (using all phases) which












































Figure 27: Proportion of Dose Received by PTV a) a two-phase gating solution b) a
three-phase gating solution c) a five-phase gating solution and d) no gating solution
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3.4 Concluding Remarks
In this chapter we have extended the 3D-IMRT fluence map optimization algorithms
to 4D-IMRT planning using a previously developed image registration algorithm that can
track an individual voxel during the entire breathing cycle. Our model finds optimal fluence
maps for each phase of the breathing cycle simultaneously by considering the overall dose
delivered to patient. The optimization exploits the specific opportunities provided in each of
the phases and better treatment plans have been obtained. The results of this computational
study shows that the tumor coverage can be improved from only 51% using single-phase
gating to 96% using five-phase gating; a significant improvement in treatment effectiveness.
However, the technology to deliver multiple plans is currently not available in a clinical
setting. Algorithms that convert a single IMRT fluence map to a series of aperture shapes for
final delivery are well developed. However, to our knowledge, no work has been done on leaf
sequencing for multiple fluence maps. That is thus a natural direction for future research.
The resulting technology may still produce suboptimal results due to inconsistent breathing
patterns during image acquisition and actual treatment delivery. So, another direction for
further research is the development of a real-time plan reoptimization technology based on
the observed breathing pattern during the treatment.
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CHAPTER IV
VOLUMETRIC-MODULATED ARC THERAPY TREATMENT
PLANNING
Radiation treatment is delivered in daily visits lasting around five to eight weeks depend-
ing on the tumor location and size. Reducing treatment time in these sessions is important
both for patient comfort and health economics as more patients can be treated. In addition,
reduced treatment times decrease the chances of anatomical changes during the treatment,
which lessens the discrepancy between actual and planned dose delivery. Volumetric Mod-
ulated Arc Therapy (VMAT) is a very recent radiation delivery technique that is designed
to deliver high quality treatments in significantly less time than current techniques. In this
chapter we describe optimization approaches for VMAT treatment planning.
Modern external-beam radiation systems contain a linear accelerator (LINAC), which
can rotate around the patient as shown in Figure 1. The beams from the accelerator are
shaped by a computer-controlled multi-leaf collimator (MLC) that is integrated to LINAC
as shown in Figure 2. MLC contains parallel metallic leaf pairs which can be controlled
individually to block some parts of the field. The open field formed by the MLC is called
an aperture and the amount of energy delivered from the aperture per unit volume of
tissue is called its intensity. Each aperture shape (beam shape) is modeled as a collection
of pencil beams (called beamlets) and has a uniform intensity. In Chapter 2 we have
presented planning approaches for Intensity-Modulated Radiation Therapy (IMRT), which
produces a highly concentrated treatment of the tumor volume, while limiting the radiation
dose to adjacent healthy tissue for many types of cancer (see Veldeman et al. [46]). In
IMRT, the LINAC stops at several positions during its rotation to cross-fire at a cancerous
tumor volume. These stopping positions for radiation delivery are called beam angles. At
each beam angle the relative position of the patient and the machine needs to be checked
for accuracy, which in practice limits the number of beam angles to be used in order to
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reduce patient positioning times and chances for patient positioning errors. Thus, only a
few positions of the coplanar space around the patient are exploited and at each of these
positions a non-trivial amount of time is spent on activities other than radiating the tumor.
To address these shortcomings of the fixed-beam IMRT approach, a rotational delivery
technique called Intensity-Modulated Arc Therapy (IMAT) has been developed by Yu [53].
As opposed to IMRT where radiation is delivered only at specific beam angles, in IMAT
radiation is continuously delivered with multiple overlapping arcs. IMAT is able to use
a larger space around the patient, but it does not constitute a significant advantage in
reducing treatment time as it requires multiple rotations around the patient. Recently,
a new technique called Volumetric-Modulated Arc Therapy (VMAT) has been developed.
(The technology is called VMAT by Elekta Inc. and RapidArc by Varian Medical Systems;
we will use VMAT throughout this thesis.) In VMAT radiation is continuously delivered
during a single rotation of the treatment machine around the patient. The aperture shapes
and the intensity levels are continuously modulated during the rotation. The technology
has been widely adopted; Elekta reports more than 200 orders in three years since its
introduction. The main advantage of the VMAT technology is that the delivery is very
fast, usually in less than 2 minutes compared to the treatment of the same disease site in 14
minutes with IMRT. Recent clinical studies also demonstrate VMAT’s dosimetric advantage
in treatment quality for cervix [10], head [14, 9], lung [3] and prostate tumors [30, 38].
For modeling purposes, as in IMRT, the structures (target and critical structures) are
discretized into cubes called voxels (e.g., cubes of 5 × 5 × 5 mm) and the dose delivered to
each voxel per unit intensity of each beamlet (dose matrix) is required for dose calculation
and planning. The total dose received by a voxel is the sum of doses deposited from each
beamlet. As VMAT uses the whole coplanar space with a continuous movement around
the patient, a dose matrix for each point in the rotational path is required for the most
accurate dose calculations. However, this is computationally prohibitive, and therefore the
dose matrix is generally calculated at control points for about 180 angles that are 2 degrees
apart from each other. A VMAT treatment plan needs to specify a dose rate (intensity
per time), a rotation speed and MLC leaf positions at each control point. Since there are
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physical limits on the rotational speed of the linear accelerator and the speed of the MLC
leaves these limits need to be considered by planning systems. A slower rotation speed
provides more flexibility to create more complex shapes and a wider range for aperture
intensities which may increase treatment quality while increasing treatment time.
Current implementations of the VMAT technology are based on the research of Otto
et al. [29] which uses a multi-resolution approach for optimization. The work builds on
previous works on IMAT optimization by different groups who have proposed algorithms
to modulate the dose by the MLC collimator in arc therapy to obtain highly conformal
dose distributions. Wang et al. [48] provides a review on the development of rotational
techniques. Earl et al. [12] proposes a direct aperture optimization approach for IMAT
that doesn’t require an intermediary leaf sequencing algorithm. Cameron et al. [7] proposes
a sliding window arc therapy technique and demonstrated its capability to create highly
conformal treatment plans. Shepard et al. [39] proposes an algorithm that translates
optimized intensity maps into deliverable IMAT plans. Ulrich et al. [44] shows that IMRT-
like dose distributions can be achieved with a single arc. However, for a large number of
beam angles, the planning scheme proposed by Ulrich [44] and Earl [12] can take a long time
to converge and the plan quality can be limited by the constraints of MLC aperture shape
connectivity. Bedford et al. [3] adapts a leaf sequencing algorithm to VMAT, which consists
of a fluence optimization using the iterative least-squares technique, a segmentation and
then a direct-aperture optimization originally developed for IMAT. Ma et al. [26] proposes
using the scoring approach as in Pugachev and Lei [33] to provide a starting solution to the
optimization algorithm.
We develop two different planning approaches for VMAT. The first approach finds leaf
positions and dose rates separately in a two-stage algorithm. First, the leaf positions are
selected by assigning scores to individual beamlets using their geometric and dosimetric
properties, and maximizing the total score using a shortest-path algorithm in order to keep
the favorable beamlets open. Once the leaf positions are selected, a linear program is
solved to optimize dose rates. Although this approach can produce treatment plans very
efficiently, the results are not of acceptable quality for clinical implementation. The second
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approach tries to optimize leaf positions and dose rates simultaneously by solving a large
scale mixed-integer programming model. As the solution time of the mixed-integer program
is prohibitive, an IP-based heuristic has been developed that balances solution quality and
solution time. The heuristic algorithm solves the IP model multiple times on a reduced set
of of decision variables by identifying candidate leaf positions and control points at each
iteration. To decrease computation times and to generate better integer solutions in a pre-
specified amount of time we develop several classes of valid inequalities. Computational
studies on a spinal tumor and a prostate tumor case produce clinically acceptable results.
This remainder of this chapter is organized as follows. In Section 4.1 we describe the
treatment planning problem for Volumetric-Modulated Arc Therapy. Section 4.2 describes
our two different solution approaches. In Section 4.3 we provide computational results from
both approaches applied on a real spine and a prostate case.
4.1 Problem Description
The goal in VMAT planning is to create a dose distribution that will destroy the target
cells while sparing healthy tissue by choosing optimal radiation intensities and MLC aper-
ture shapes which can be modulated during the rotation of the linear accelerator around
the patient. The dose matrix, i.e., the dose received by each voxel per unit intensity of each
beamlet, is calculated at control points which are used to approximately calculate the dose
delivery in a continuous rotation (Varian’s RapidArc system uses 177 control points). A
treatment plan needs to specify a dose rate (intensity per time), a rotation speed and MLC
leaf positions at each control point. Machine-specific limits exist for dose rate (MU/min),
gantry rotation speed (deg/sec) and MLC leaf movement speed (mm/sec). The radiation
intensity between two consecutive control points depends both on the dose rate and the
rotation speed. A slower rotation of the LINAC delivers a higher intensity and vice versa.
The allowed change in intensity levels between two consecutive control points is a nonlinear
function of the rotation speed. Since we build linear models for solution efficiency purposes,
we assume a constant gantry rotation speed. Therefore, we are only interested in finding
optimal intensities and leaf positions at each control point. The chosen rotation speed
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guarantees that a single rotation is completed in less than two minutes. A sample solution
with four control points for an MLC with two leaf pairs (blue and red) is shown in Figure
28. Each 2-dimensional array represents the beam and each cell represents a beamlet. The
numbers are the intensities in monitoring units (MU). The left leaf of a pair covers the
beamlets on its left side, and the right leaf covers the beamlets on its right side. At angle
0, the left leaf of blue pair covers beamlet 2 in row 1, then at angle 90 it moves one step to
the left and uncovers it for delivery of 350 MUs.
Figure 28: Sample Solution with 4 Control Points
4.2 Methodology
A plan has to specify an aperture shape formed by MLC leaves and an intensity at
each control point. The first approach we describe is a two-stage algorithm in which the
leaf positions and intensities are optimized separately. The second approach is based on
a mixed-integer programming model where the leaf positions and intensities are optimized
simultaneously.
4.2.1 Two-Stage Planning Approach
Considering the complexity of solving the planning problem for both aperture shapes
and their intensities simultaneously, in our first approach, we solve the planning problem
separately in two stages. In the first stage we are trying to come up with good aperture
shapes at control points that satisfy technological limits related to movement of leaves
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between consecutive control points. In the second stage we want to optimize radiation
intensities using the aperture shapes determined in stage one.
The idea underlying the shape selection is to discern favorable beamlets, which will
be used, and unfavorable beamlets (for example passing though an OAR), which will be
discarded. To determine which beamlets are good, the shape selection phase starts with
assigning scores to beamlets based on the open-field dose and the optimization objectives.
A scoring-based beam selection algorithm by Pugachev and Lei [33] for beam angle opti-
mization is used in this stage. After calculating individual beamlet scores, we define an
aperture’s score as the sum of the included beamlets’ scores. Note that interaction effects
are not considered in this simple summation. We also assume that leaf pairs in different
rows of the collimator can move independently which is valid for most of the MLC systems.
Therefore, shape selection can be solved independently for each row and these solutions can
be combined to get the final shapes at each control point.
The maximum leaf movement between consecutive control points is limited due to the
limited time between consecutive control points and the MLC leaf speed. Thus, the aper-
tures should be sequenced such that the leaf movements are feasible with respect to these
limits. We use a shortest path algorithm to find a feasible shape sequence that will maximize
the total score. Nodes of the shortest path network are generated by enumerating possible
leaf positions (assuming movements with a constant step size, e.g. 1 mm). In Figure 29,
we illustrate this idea on a small example with six 1mm-width beamlets. For each node,
the positions of a leaf pair and a view of the collimator are shown. These sets of nodes are
generated at every control point.
Then, the sets of nodes between consecutive control points are connected according to
the feasible connections shown in the rightmost columns of Figure 29. Note that in this
example the leaf movement between consecutive control points is assumed to be at most
1 mm and that the leaves can either move 1 mm or stay at the same position. If there
is a feasible movement option from a node in control point i to a node in control point
i + 1 then there is an arc connecting node i to node i + 1. The selection of an arc (i, j)
in the optimal solution of shortest path problem corresponds to the selection of the shape
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Node Left Leaf Right Leaf 1 2 3 4 5 6 
1 0 0 0 0 0 0 0 0 1 2 8 
2 0 1 1 0 0 0 0 0 1 2 3 8 9 
3 0 2 1 1 0 0 0 0 2 3 4 8 9 10 
4 0 3 1 1 1 0 0 0 3 4 5 9 10 11 
5 0 4 1 1 1 1 0 0 4 5 6 10 11 12 
6 0 5 1 1 1 1 1 0 5 6 7 11 12 13 
7 0 6 1 1 1 1 1 1 6 7 12 13 
8 1 1 0 0 0 0 0 0 1 2 3 8 9 14 
9 1 2 0 1 0 0 0 0 2 3 4 8 9 10 14 15 
10 1 3 0 1 1 0 0 0 3 4 5 9 10 11 14 15 16 
11 1 4 0 1 1 1 0 0 4 5 6 10 11 12 15 16 17 
12 1 5 0 1 1 1 1 0 5 6 7 11 12 13 16 17 18 
13 1 6 0 1 1 1 1 1 6 7 12 13 17 18 
14 2 2 0 0 0 0 0 0 8 9 10 14 15 19 
15 2 3 0 0 1 0 0 0 9 10 11 14 15 16 19 20 
16 2 4 0 0 1 1 0 0 10 11 12 15 16 17 19 20 21 
17 2 5 0 0 1 1 1 0 11 12 13 16 17 18 20 21 22 
18 2 6 0 0 1 1 1 1 12 13 17 18 21 22 
19 3 3 0 0 0 0 0 0 14 15 16 19 20 23 
20 3 4 0 0 0 1 0 0 15 16 17 19 20 21 23 24 
21 3 5 0 0 0 1 1 0 16 17 18 20 21 22 23 24 25 
22 3 6 0 0 0 1 1 1 17 18 21 22 24 25 
23 4 4 0 0 0 0 0 0 19 20 21 23 24 26 
24 4 5 0 0 0 0 1 0 20 21 22 23 24 25 26 27 
25 4 6 0 0 0 0 1 1 21 22 24 25 26 27 
26 5 5 0 0 0 0 0 0 23 24 25 26 27 28 
27 5 6 0 0 0 0 0 1 24 25 26 27 28 
28 6 6 0 0 0 0 0 0 26 27 28 
Beamlets 
Feasible Connections 
Figure 29: Network Nodes and Arcs
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Figure 30: Network Nodes and Arcs
at node j following the shape at node i. Therefore, the arc cost between nodes i and j is
the contribution of node j to the solution which is a function of the score of aperture shape
j. The resulting graph can be topologically ordered and shortest path algorithms can be
solved efficiently in O(m) time, m being number of arcs. In Figure 30, there is a partial
view of the network for the example described showing connections between control points
i− 1, i and i+ 1, where there are n nodes generated at each control point.
After finding shape sequences the second stage is to determine radiation intensities.
Given the shapes, this problem is similar to IMRT planning, where given a set of shapes
the goal is to decide the dose rates. The aperture intensities are optimized using the
parameter selection scheme described in Chapter 2 to improve coverage and conformity
while minimizing average dose delivered to critical structures.
The algorithm has been tested on a real prostate case. Although this method is very
efficient, the plan quality is not good enough. Even in the case when most of the dose-related
constraints for the critical structures are relaxed a significant portion of the target structure
is still underdosed as shown in the dose-volume-histogram in Figure 31. This is due to the
71
fact that the aperture shapes and their intensities are not optimized simultaneously, and





















Figure 31: Dose-Volume Histogram for a Prostate Case Solution with 2-Stage VMAT
Algorithm
4.2.2 Single Stage (MIP-Based) Approach
The two-stage algorithm fails to produce solutions of acceptable quality because it ig-
nores interaction between multiple beamlets. Therefore, in this section, we describe a
method based on a mixed integer programming model that is able to evaluate the interac-
tion effects and determine aperture shapes and intensities simultaneously. We will use the
following notation. Let I denote the number of control points, R the number of MLC rows
(leaf pairs), C the number of MLC columns (MLC opening is discretized to columns for
modeling), S the set of structures, Vs the number of voxels in a structure s ∈ S. Let Djsirc
be the dose received by voxel j of structure s per unit intensity of the beamlet in row r
and column c at control point i. For simplicity of exposition we assume that there is only
one target structure τ ∈ S. Indices i, r and c are illustrated in Figure 32. The decision
variables and the constraints of the problem are defined next.
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Figure 32: Control Points and Indices
Decision variables:
xi : intensity at control point i
zjs : dose received by voxel j of structure s
yleftirc =
 1 if the left leaf at control point i and row r is at position c,0 otherwise
yrightirc =
 1 if the right leaf at control point i and row r is at position c,0 otherwise
wirc =
 xi if beamlet at control point i, row r, and column c is open,0 otherwise
Dose related full volume and approximate partial-volume constraints using C-VaR are im-
plemented, as before, for the plans to satisfy the prescription requirements. Let Ls and Us
be the prescribed lower and upper dose limits for structure s, respectively. The full-volume
constraints for dose limits are:
Ls ≤ zjs ≤ Us ∀j = 1, ..., Vs; s ∈ S. (40)
Partial-volume constraints specify dose limits that have to be satisfied by a specified fraction








(cτ − zjτ )+ ≥ Lατ (41)
where (a)+ is equal to a if a ≥ 0 and 0 otherwise. This C-VaR constraint enforces that
the average dose in the (1−ατ )-fraction of voxels of target structure τ receiving the lowest
amount of dose is greater than or equal to Lατ . If satisfied, at least ατ × 100 per cent of
the voxels receive a dose greater than or equal to Lατ . Here cτ is a free variable associated
with the dose-volume constraint of structure τ . Similarly, the partial-volume constraints






(zjs − cs)+ ≤ Uαs s ∈ S. (42)
For critical structure s the average dose in the subset of size (1− αs) receiving the highest
amount of dose is required to be less than or equal to Uαs . When satisfied at least αs percent
of the voxels will receive a dose less than or equal to Uαs .
Technological constraints for leaf movements are modeled as follows assuming a maxi-
mum change of δ columns between two consecutive control points. δ is calculated prior to
optimization using gantry rotation speed (deg/sec), leaf movement speed (mm/sec), spacing
between control points (deg), and width of MLC columns (mm):
C∑
c=0
yleftirc = 1 i = 1, ..., I; r = 1, ..., R (43)
C∑
c=0








yright(i+1)rp i = 1, ..., I − 1; r = 1, ..., R; c = 0, ..., C (46)
Constraints (43) and (44) ensure that a position is chosen for each leaf pair (left and right).
Constraints (45) and (46) force that the change is in leaf position between two consecutive
control points is within the technological limits for left and right leaves, respectively.
A beamlet indexed by {i, r, c} delivers dose with intensity wirc if it is not covered by any










yrightirp i = 1, ..., I; r = 1, ..., R; c = 1, ..., C (48)
wirc ≤ xi i = 1, ..., I; r = 1, ..., R; c = 1, ..., C (49)
















irc s = 1, ..., S; j = 1, ..., Vs. (51)
The scalar λ converts dose intensity (MU) to cGy. The constant M is a large enough
number to model logical constraints and can be chosen to be equal to the maximum dose
rate for xi. Constraints (47) and (48) ensure that a beamlet doesn’t deliver any radiation
if it is covered by the left leaf or the right leaf and has zero intensity. Constraints (49) and
(50) force the intensities of the open beamlets at the same control point to be equal to each
other. Constraint (51) calculates the total dose delivered to a voxel from all beamlets.
The radiation intensity from each control point is limited by the minimum and maximum
dose rates which depends on the design of the linear accelerator (e.g. minimum rate = 0.1
MU/min and maximum rate = 600 MU/min). Of course, the intensity also depends on the
rotation speed (e.g. 240 deg/min) and the spacing between control points (which determines
how much time is spent when traveling between two consecutive control points). LetMinInt
and MaxInt be the minimum and maximum intensity levels that can be delivered from each
control point. Then
MinInt ≤ xi ≤MaxInt i = 1, ..., I. (52)
Next, we provide some valid inequalities for the MIP model described above. These
valid inequalities eliminate certain solutions to the linear programming relaxation of the









(c)yleftirc ) i = 1, ..., I; r = 1, ..., R. (53)






(c)yrightirc correspond to the position of
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(c)yleftirc is the number of beamlets open in that row of the collimator. The inequality
limits the total value of beamlet intensities in that row using the maximum intensity value,
MaxInt, and number of open beamlets.




|wir(c+1) − wirc|+ wirC ≤ 2xi i = 1, ..., I; r = 1, ..., R. (54)
The terms on the left hand-side calculate the sum of changes in beamlet aperture values
from left-most beamlet to the right-most beamlet in a row. In an integer solution this should
be less than twice the intensity at that control point, because the intensity level can only
increase and decrease once (increase to xi right next to the left leaf position and decrease
to zero after the right leaf position).
On a clinical spine case with a 20x100 collimator and 177 control points; this model
has 715,080 binary variables and more than two million constraints and cannot be solved
in clinically allowable time limits. In the following section, we develop an iterative heuristic
solution algorithm based on this MIP model.
4.2.2.1 MIP-Based Heuristic Algorithm
The MIP model contains all the decision alternatives for both leaf positions and dose
rates, and incorporates all technological and dose-related constraints. However, the solution
time required for this model is prohibitive for a clinical application, and therefore we develop
a heuristic algorithm that balances solution quality and solution time. The algorithm is
iterative and considers only a limited set of alternative leaf positions at each iteration, which
decreases the size of the model and enables us to get integer solutions in an acceptable
amount of computation time.
The number of binary variables increases with the number of control points, number of
MLC rows, and number of MLC columns (2IR(C+1)). Our idea is based on the fact that by
focusing only on a limited set of alternative decisions we can get problem instances that can
be solved efficiently. The limited set should be chosen carefully without oversimplifying the
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capabilities of the treatment system. First, we focus on the number of control points where
the plans need to specify the delivery parameters. The current implementation of VMAT in
Varian’s clinical system requires 177 control points separated by about 2 degrees for a good
approximation of the continuous delivery. However, this doesn’t necessarily mean that the
radiation treatment must be delivered from all control points. As discussed in Chapter 2,
there are diminishing returns when the number of beam angles are increased. Therefore,
we focus on identifying promising beam angles and eliminate some of the control points in
order to have a solvable instance of the model while balancing solution quality.
We use beams-eye-view (BEV), i.e. a 2-dimensional view of the treatment area as seen
from the linear accelerator, at each control point to set the initial aperture shapes. The leaf
positions are chosen to create the smallest opening that contains the target area as shown in
Figure 33. Let the initial positions of the left and right leaves of a leaf pair r at control point
i be BEV leftir and BEV
right
ir , respectively. When the MLC leaf positions are fixed the model





Figure 33: Using Beams-eye-view for Initial Aperture Shapes
reduces to a linear programming model with aperture intensities (xi) being the remaining
decision variables. We optimize this model with an objective function that maximizes the
minimum dose on the target structure while satisfying all dose related constraints. Then,
we compare the optimized aperture intensity values at each control point. The idea is
to discern control points around which (by also looking at neighboring control points) the
optimal solution delivers only a negligible (very close to minimum value, MinInt) amount of
radiation. If any control point and its immediate neighbors have only negligible intensities,
that control point is not included in the optimization model in the following iteration. Of
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course, this initial selection of control points assumes a very large MLC opening without
any leaf modulation other than closing the areas outside target beams-eye-view. We address
this issue by updating the control point selection at the end of each iteration.
Elimination of some control points decreases the model size almost in half in the real-life
test cases that we have worked on (e.g. 177 to 85 in a prostate case), but still the MIP
model is too large. Therefore, we develop mechanisms to focus on a reduced set of candidate
leaf positions at each iteration to further decrease problem size. First of all, at each row,
we do not consider the leaf positions which are outside the BEV of the target structure in
order to prevent delivery from the beamlets which do not pass through the target. Then,
the candidate leaf positions for the right and left leaf of leaf pair r at control point i have
to be chosen from the set:
BEVir = {c : BEV leftir ≤ c ≤ BEV
right
ir } (55)
For example, in Figure 33 only positions 2, 3 and 4 can be picked as candidates for the leaf
pair at row 1.
We define the following parameters to guide the candidate leaf position selection from
set BEVir at each iteration:
Neighborhood: The width (measured by number of columns) of the search region to pick
candidate leaf positions, which is denoted by N t at iteration t.
Step-size: The number of columns between two consecutive candidate leaf positions, which
is denoted by Et at iteration t.
Let LT tir and RT
t
ir be the positions of the left and right leaf for the leaf pair r at control
point i at the beginning of iteration t, respectively. Then, the sets of candidate positions
for the left and right leaves at iteration t are defined as:
ALT (Left)tir = {c : c = MAX(LT tir − kEt, BEV
left
ir ), 0 ≤ k ≤
N t
Et
, k ∈ Z} ∪
{c : c = MIN(LT tir + kEt, BEV
right
ir ), 0 ≤ k ≤
N t
Et
, k ∈ Z}
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and
ALT (Right)tir = {c : c = MAX(RT tir − kEt, BEV
left
ir ), 0 ≤ k ≤
N t
Et
, k ∈ Z} ∪
{c : c = MIN(RT tir + kEt, BEV
right
ir ), 0 ≤ k ≤
N t
Et
, k ∈ Z}, respectively.
MAX(a, b) equals to the maximum of numbers a and b, and MIN(a, b) equals to the
minimum of numbers a and b. The candidate columns are selected in the neighborhood of
the previous solution by scanning the area with the specified step-size. If the neighborhood
expands beyond the target beams-eye-view then the bounding columns, i.e. BEV leftir and
BEV rightir , are added to the candidate sets. Using this scheme the number of binary variables





Thus, either the neighborhood, N t, should be smaller or the step-size, Et should be higher
to have a smaller number of binary variables. To have a similar number of binary variables
at each iteration we choose neighborhood and step-size parameters such that the ratio N
t
Et
is constant throughout the iterations.
We start with a high value of N t to scan a larger area in the earlier iterations and
decrease it gradually. In Figure 34 we illustrate how the resolution and neighborhood for
candidate leaf position selection works for three consecutive iterations until a final solution
is found. The size of the neighborhood is decreased gradually and chosen as twice the
value of step-size at each iteration. In Iteration 1, we start with the leaves chosen at BEV
positions as described above. The candidate leaf positions for the left leaf and right leaf are
shown with blue and red circles, respectively. The starting positions of the leaves are shown
with rectangles. Note that the candidates are selected based on these starting positions,
neighborhood and step-size.
In the earlier iterations, due to low resolution, we cannot expect to get high quality
solutions that satisfy all the dose-related prescriptions. Therefore, we introduce a mecha-
nism that relaxes the dose-related constraints and tightens them gradually as the iterations
progress. Let the relaxation factor for critical structures be CRt and the relaxation factor
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Figure 34: Selection of Candidate Leaf Positions
for target structures be TRt at iteration t. Then the upper dose limit, Us, for a critical
structure s is increased to (1 +CRt)Us, and the lower dose limit for a target structure τ is
decreased to (1−TRt)Lτ . The relaxation parameters for critical structures are selected such
that CRt converge to zero to force the actual dose constraints in the final iteration. Ideally,
the value of TRt should also converge to zero to satisfy target radiation limits, however a
value less than 5% is generally acceptable by the clinicians (e.g. 95% of the prescription
dose). In summary, we control the algorithm by 4 parameters (N t, Et, CRt and TRt) which
are specified at each iteration to guide the algorithm to pick the decision alternatives and
to relax the prescription requirements as necessary.
We can integrate various objective functions formed by costlets that measure plan quality
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(see Kessler et al. [19]). In this algorithm, considering that the target radiation is forced









When the step-size is greater than 1, the distance between two consecutive candidate
positions may be greater than one. In this case, we make the following observation. The
beamlets which are surrounded by the same candidate leaf positions will have equal inten-
sities (denoted by wirc) in an integer solution. Let two consecutive candidate leaf positions
be denoted by the pair (k, l). We introduce the following set of valid inequalities:
wirc = wir(c+1) k < c < l; ∀(k, l) pairs; i = 1, ..., I; r = 1, ..., R. (57)
We have introduced three sets of valid inequalities in Equations (53), (54) and (57). In
Tables 21 and 22 we computationally test the performance of all possible combinations of
the set of valid inequalities in the first iteration of the algorithm. The performance measure
is defined as the value of objective function after a run time of 15, 30, 45 and 60 minutes.
We observe that using Equation (53) by itself does not contribute to improved performance,
although it slightly improves the value of the lower bound. The configuration which contains
Equations (54) and (57) produces the best results. In the computational studies, which we
present in the next section, this configuration of valid inequalities is used in all iterations
of the algorithm.
4.3 Computational Results
In this section, we present the results of a computational study of two clinical cases: a
spine case and a prostate case. The computational study focuses on the value of the MIP-
based heuristic introduced above. The cases are intentionally picked from different disease
sites to test the robustness of the algorithm. The prescriptions for the case are provided
in Tables 23 and 24. The modulated area of the MLC is 24×60mm for the spine case and
20X100mm for the prostate case, and the number of control points is 177. We used the MIP
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solver of XPRESS and run the experiments on a 2.66GHz Pentium Core 2 Duo processor
with 3GB of RAM under Windows XP Operating System.
The algorithm starts by setting the leaf positions to target structure beams-eye-view.
Then the iterations follow as described in the methodology. The values of the parameters
that we selected for the neighborhood size (N t), step-size (Et), critical structure limits
relaxation factor (CRt), and target structure relaxation factor (TRt) at each iteration can
be found in Table 25. We start with a large step size of 5 columns and iteratively decrease
it to 1 to do the final iterations on a grid with higher resolution to get a more precise
modulation of the leaves. The target tolerance factor could only be reduced to 4% which
forces 95% of the target structure to receive 96% (1-4%) of the prescription dose. The
selection of these parameters has been done manually and a better selection mechanism
for these parameters may be the subject of future research. For example, the tolerance
factors should be balanced for different cases; higher values of the tolerance factors for
critical structures may avoid infeasibility at earlier iterations, but may lead to infeasibility
in the later iterations. The tolerance factors may also be customized for each structure
individually by using the geometric and dosimetric information.
At each iteration the solution time is limited to 900 seconds, which bounds the total
solution time to 135 minutes for 9 iterations. In fact, in some iterations the integer solutions
may be found quicker and the algorithm switches to next iteration earlier. The iterations
are also terminated if an integer solution with a gap of 2% is found. Tables 26 and 27
provide the solution times for spine and prostate cases, respectively.
The dose-volume-histogram for the final solution of the spine case is shown in Figure
35. The curves are acceptable for both the critical structures and the target structure
indicating that the algorithm is successful in creating a VMAT plan in a planning time of
approximately two hours. In Figures 36-39 we present the change in the curves over nine
iterations. We observe that the target (PTV) DVH moves upwards meaning that a better
target radiation is obtained gradually as intended by the gradual tolerance variation.
Similarly, the dose-volume-histogram for the final solution of the prostate case is shown





















Figure 35: The Final Dose-Volume-Histogram for the Spine Case
structure indicating that the algorithm is successful in planning for both cases. In Figures
41-44 we present the change in the curves over nine iterations. We observe that the target
(PTV) DVH moves upwards meaning that a better target radiation is obtained gradually
as intended by the gradual tolerance variation.
4.4 Concluding Remarks
In this chapter we have built a large-scale mixed-integer programming model for VMAT
treatment plan optimization. Because the solution of this model was computationally pro-
hibitive we have developed an iterative MIP-based heuristic algorithm which solves the
model multiple times on a reduced set of decision variables. We introduced valid inequal-
ities that decrease solution times, and, more importantly, that identify higher quality in-
teger solutions within specified time limits. Computational studies on a spinal tumor and
a prostate tumor case has produced clinically acceptable results. Future research should
focus on even more efficient solution of the resulting integer programs. Various branch-
ing and node selection options can be explored or other strong valid inequalities may be
introduced. Selection of decision variables may be improved by considering other geometri-


























Figure 36: Change in PTV (Spine Case) Dose-Volume-Histogram over the Iterations
more customized candidate position selection mechanisms. The trade-off between solution
efficiency and the approximation errors in dose calculation may be explored to come up

































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 23: Dose Prescriptions for the Spine Case
Constraint Type Structure Percentage L (cGy) U (cGy)
Spinal Cord - 0 1575
Full Volume Kidney LT - 0 1000
Kidney RT - 0 1000
PTV - 0 2415
Partial Volume PTV 95 2100 -
Table 24: Dose Prescriptions for the Prostate Case
Constraint Type Structure Percentage L (cGy) U (cGy)
Rectum - 0 8316
Full Volume Bladder - 0 8316
Femurs - 0 5000
PTV - 0 8712
Partial Volume PTV 95 7920 -
Table 25: The Values of Algorithm Parameters
t N t Et CRt TRt
1 15 5 40% 20%
2 12 4 35% 18%
3 9 3 30% 16%
4 6 2 25% 14%
5 3 1 20% 12%
6 3 1 15% 10%
7 3 1 10% 8%
8 3 1 5% 6%
9 3 1 0% 4%
Table 26: Solution Time in Seconds for the Spine Case
iter. 1 iter. 2 iter. 3 iter. 4 iter. 5 iter. 6 iter. 7 iter. 8 iter. 9
Limit 900 900 900 900 900 900 900 900 900
First Integer Solution 310 367 627 342 220 320 483 581 729
Reported Solution 310 553 897 342 775 742 483 581 729
88
Table 27: Solution Time in Seconds for the Prostate Case
iter. 1 iter. 2 iter. 3 iter. 4 iter. 5 iter. 6 iter. 7 iter. 8 iter. 9
Limit 900 900 900 900 900 900 900 900 900
First Integer Solution 130 277 534 313 220 298 278 285 359














































































































































Figure 44: Change in Bladder Dose-Volume-Histogram over the Iterations
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