Abstract. Of concern is the singular problem du/dt = au + (c/|x|2)iz + /((, x), tz(x,0) = u0(x), and its generalizations. Here c > 0, x G RN, t > 0, and/and t/0 are nonnegative and not both identically zero. There is a dimension dependent constant C (N) such that the problem has no solution for c> Ct(N). For c =S Ct(A/) necessary and sufficient conditions are found for / and u0 so that a nonnegative solution exists.
1. Introduction. Of concern is the heat equation with a potential du/dt-Au = V(x)u+f(x,t) for t > 0 and xEÍÍCR".
Take either ß = R^ or else ß to be a bounded domain containing 77, = {x £ R^: |x|< 1}, in which case we impose the Dirichlet boundary condition u(x,t) = 0 for* Goß.
The initial condition is u(x,0) = u0(x),
x Eil.
We take u0,f> 0 and 0 < V G L°°(ti\Be) (where 77£ = {x: \x\< e}) for each £ > 0, but Fis singular at the origin. The question is: How singular must F be to prevent a solution u from existing? The answer, informally stated, is that V is too singular if V(x) > C*(N)/\x\2 near x = 0, while Fis not too singular if V(x) < C*(N)/\x\2 near x = 0, where C*(N) = ((N -2)/2)2, for N = 1,2,3,... . Let us be more precise. Let Í2 be a domain in RN with 77, G ñ C R^. If ß ^ R^ let the boundary of ß be nice enough. Let with u0>0 and k0£0 (i.e. w0 not equal to zero a.e.). Here 0 < T< oo. Because V is so singular at the origin it is not clear if a solution u of (Q) exists. So Note that un exists if «0 satisfies some innocuous conditions, which we assume. Let C*(N) = ((N-2)/2)2. It will follow from the results of this paper that, if un is the solution of (Q"), then:
(I) If 0 « c « CJ(N), then lim"^00 un(x, t) = u(x, t) exists and « is a solution of (Q).
(II) If c> C*(N), then lim^«, un(x, t) = oo for all (x, t) G ß X ]0, T[. In the existence result (I), by an argument using the maximum principle we can replace V", V* by V", F", respectively, where Vn(x) < Vn(x) a.e. for each n. Similarly, in the nonexistence result (II) we can replace V", Vn by V", V^ where Vn 3* Vn a.e. for each n (or at least Vn > Vn a.e. in a fixed neighborhood of the origin).
Two proofs will be given of the nonexistence result. One, based on the techniques of the theory of partial differential equations, is closely related to the existence results such as (I). The other, for the case of ß = RN, is probabilistic and is based on the Feynman-Kac integral formula. This represents, to our knowledge, the first such application of the Feynman-Kac formula to a nonexistence question in partial differential equations.
In the next section the main results are stated. § §3-5 contain the proofs based on the techniques of partial differential equations. The probabilistic proof is given in §6. §7 contains complements and remarks.
It is a pleasure to thank Haim Brezis and J.-L. Lions for posing the questions considered here and Brezis for his continued interest in the work. One of us (J. G.) also thanks John Liukkonen and Steve Rosencrans for discussions about Brownian motion. Here ^(ß) = C0°°(ß) with the usual topology; <$', the dual space of 6D, is a space of distributions; and for typographical convenience, arguments of functions and differentials in integrals will be omitted when no confusion can arise. We shall attack (P) by studying the approximate problem du"/dt -Au" = V"un +/" in<SD'(ß X]0, T[), ( . «" = 0 on 3ß for allí G]0, T[,
where/, = min(/, «} and where Vn G L°°(ß), 0 < V" < V, and V" î Va.e. in ß. Of course, the Dirichlet boundary condition will be absent if ß = R^. The problem (P") has a unique bounded nonnegative solution which satisfies the integral equation
where {e'A: t > 0} denotes the semigroup generated by A with Dirichlet boundary conditions; note that the perturbation Vn defines a bounded multiplication operator on Lp(ü) for all p. Also, (2.2) (e'*u)(x)=(e<%(y)u(y)dy.
The sequence of nonnegative functions {«"} is clearly increasing. Thus the existence of a nonnegative solution of (P) depends only on the limiting behavior of the solution of (P"). The borderline case concerns the potential given by jC/|*f ifxGZ?,, We finally note that the smaller root a of (N -2 -a)a = c is given by
. This is one of the technical ways in which C*(N) arises.
3. Proof of Proposition 2.1. We begin with the proof of Proposition 2.1. Part (ii) is easy. If « is a nonnegative solution of (P), then un<u holds for all n, whence 
Proof of Theorem 2.2(i). We first show that assumption (2.4) on the data implies the existence of a solution.
Let 4>(x) =\x\~a and let p G C2(R) be a convex function satisfying p(0) -p'(0) = 0. Multiply the equation (cf. (P")) satisfied by u" by p'(un)(j> and integrate over ß X [8, t[ for 0 < 8 < t < T. One gets, using integration by parts, we conclude that un(x, t) increases to a finite limit u(x, t) as n -» oo, for all t G ]0, 7] and for a.e. x G ß. By Proposition 2.1, this proves the first part of Theorem 2.2(i).
Thus the problem (P) has a solution for u0 = (b(x)~x8x and /= 0, where x G ß\{0} is fixed. Let ux denote this solution and let hx(y, t) -ux(y, t)/<b(y). Let also h = m/<í>, hn = un/<b where « and un are the solutions of (P) and (P") constructed above. We claim that (4. 3) h(x, t) = fhx(y, t)<b(y)u0(y) + f'fhx(y, t -s)f(y, s)<b(y). where -denotes weak convergence. Thus when 8 -> 0 we obtain, from (4.4), (4.5) u"(x, t)<b(xy] = fv"(y, t)u0(y) + fj' f"(y, s)v"(y, t -s).
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When zz -» oo, u"(x, t) î u(x, t) = h(x, t)<b(x), v"(y, t) î hx(y, t)<b(y), and taking the limit in (4.5) gives (4.3).
Our next assertion is that if V > V0 and u0 £ 0, for e > 0 and ß' C C ß with 0 G ß', there is a C> 0 such that the right side being the value of the left side for t = e/2. Letting p -> oo it follows that kn «£ C0 a.e. in 77, which is equivalent to vn *£ C0<b a.e. in B. We are now justified in setting v = lim vn, k = lim kn.
We will show that (4.9) C0>k(x,t) >CX >0 for£<?< Tand a.e. jc G^/3. where C2 and C3 are suitable constants. We now establish (4.9), using ideas of J.
Moser [4, 5] . Note that x\-*g(k(x, t)) is, for fixed t, a radial function, so applying (4.13) with . Here the positive constant C9 is independent of the pair (/■" e). The estimate (4.9) is therefore established for a < (N -2)/2, and it also holds for the limiting case of a = (N -2)/2.
[First of all, it is easy to see that y > 1 can be chosen so that /fi <¡>2+2y < oo if a*i(N-2)/2. In fact, y = 1 + 3/(N -2) will do (for N > 3). Next, the mapping a -> k(x,t) is continuous. To see why, note that the solution ua of (P) with V(x) = (N -2 -a)a/|x|2 depends continuously (and monotonically) on a for 0 < a < (yV -2)/2. Therefore a -» ka | x \~a is monotonically increasing, and so fc(tf-2)/2i*r(iV~2)/2>*j*r- Let (?'n) be the problem (P') but with V replaced by Vn = min{zz, V), and let un be the unique nonnegative solution of (?"). Then lim"J00 un(x, t) = oo for each (x, t) G RX ]0, oo[.
We shall give a direct probabilistic proof of this, independent of the previous sections. Before doing so we make some remarks. The change of variables x h» \¡2x transforms the equation 3«/3z = {Au + V" into du/dt -Au + Vu where V(x) = V(x/ v/2 ). Thus if V(x) > c/\ x \2, (6.1) implies that c > MV/4 is sufficient condition for nonexistence. Of course, by Theorem 2.2, c > C*(N) is the optimal sufficient condition and C*(N) < N2tt2/A. The probabilistic proof given below by itself does not appear to be capable of giving the sharpest result. (But see the remark at the end of this section.) Probabilistic arguments can extend the result of Theorem 6.1 from the whole space case (x G RN) to the bounded domain case (x G ß C C RN with the Dirichlet condition u = 0 on 3ß imposed). We omit further discussion of this.
For the proof of the theorem, fix t > 0, x G R^. Since u"(x,t) = JeKp(f¿K(a(s))ds)u0(a{t))Px(da) it follows that un(x, t) î u(x, t) = f exp(/V(«(i)) <fc)«0(co(í))7>v(¿co) by Lebesgue's monotone convergence theorem. What we must prove is that u(x, t) = oo.
To simplify the proof somewhat we assume u0 is strictly positive in some ball, i.e.
for some choice of e0 > 0, S0 > 0, x0 G R^. This can be assumed without loss of generality since for 0 < e < t, un(x, t) (< u(x, t)) is the solution at (x, t -e) of (P,',) having initial data un(x, e) which is everywhere continuous and positive.
Let 0 < a < { and let S" = {w G S: w(0) = x,\u>(t) -xQ\< 80, and
Our hypotheses imply
where y = 1 -2a. The main estimate is
This implies u(x, t) = oo by (6.1) since e > 0 is arbitrary. The exact dependence of the constant k0 on (y, t, x, x0) will be made clear in the sequel (cf. (6.11), (6.12)). The proof of the main estimate (6.3) is based on connections between Brownian motion and the heat equation.
To simplify matters further we work in N -I space dimension. The estimate for TV dimensions follows from the one-dimensional estimate (or rather its proof). The one-dimensional proof below could be done in N dimensions, but the separation of variables part of the argument is clearest when N = I.
Let {ß(t, u): t 2* 0, to G S} be normalized one-dimensional Brownian motion (cf. for each e, > 0 and all zz > Nx(ex, t). Thus, for large zz,
where c, is any number less than 4/77. Let x, x0 G R^ and t,80> 0 be as before. Then, using the strong Markov property repeatedly, we obtain, for 0 < a < {-, 0 < ax < 1, as a -» (TV -2)/2. Thus AT2 and Ä^3 blow-up in an inverse square manner in each variable.
