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In this work we have used for the first time pseudo-spectral methods to perform numerical sim-
ulations of spherically symmetric black hole formations on a Friedman-Robertson-Walker universe.
With these methods, the differential equations describing the gravitational collapse are partially
solved algebraically. With our publicly available code we then independently check, and confirm,
previous numerical estimations of the thresholds to form primordial black holes. By using an exci-
sion technique and analytical estimations of accretion rates, we were also able to estimate the black
holes mass even in the case of large deviations from the threshold. There, we confirm, with an
explicit example, that the estimation of the black hole mass via the self-similar scaling law is only
accurate up to O(15%), for the largest allowed mass.
I. INTRODUCTION
Primordial Black Holes (PBHs) were first considered
in [1, 2]. They could have been formed in the very
early Universe due to the gravitational collapse of cos-
mological perturbations in the radiation epoch. Within
this hypothesis PBHs can be generated as a consequence
of high non-linear peaks in the primordial distribution
of density perturbations. While at Cosmic Microwave
Background Radiation (CMB) scales the amplitudes of
the curvature perturbations are too small to generate a
significant amount of PBHs, there is currently no hard
bound on their amplitudes at smaller scales, leaving open
the possibility of having a large fraction of the Dark Mat-
ter (DM) in the form of PBHs [3–11].
Several studies have addressed the problem of estimat-
ing PBH abundances from the power spectrum and in-
cluding the effect of non-Gaussianities [12–28]. In [12] it
was proved using peak theory that abundances of PBHs
generated by the inflationary power spectrum depend
strongly on the shape of the peak. The abundance turned
out to be exponentially sensitive to the threshold δc of
PBH formation. Analytic estimates of the threshold ob-
tained so far [29], [30] are too poor to be used in this
respect and therefore numerical techniques are needed
(although that, newly has been pointed out a new uni-
versal threshold formula which is profile dependent, and
agrees with numerical simulation within a deviation of
O(2%), see [31]).
Numerical simulations of PBH formation started some
time ago with [32, 33], where δc was computed and a uni-
versal scaling law (depending only on the fluid type) for
the mass of the BH was found. The scaling relation was
similar to the one obtained from the gravitational col-
lapse of a scalar field [34, 35]. Later, several works have
adressed the problem of PBH formation in a Friedmann-
Robertson-Walker (FRW) background [36–45].
∗ albert.escriva@fqa.ub.edu
In particular, in [44, 45] numerical simulations were
performed reproducing the scaling behavior up to very
small values near the threshold in a cosmological back-
ground. The value of the scaling exponent matched with
the one quoted in the literate got from a perturbative
treatment [46, 47], and from asymptotically flat numeri-
cal collapse simulations [48].
These simulations on PBHs are based mainly on
the implementation of a numerical Lagrangian hydrody-
namic code with finite differences based on [49], which
solves Misner-Sharp equations [50] that describes the mo-
tion of a relativistic fluid under a curved spacetime. A
known drawback is the appearance of a singularity soon
after the formation of the black hole, which leads the end
of the evolution. To solve this, Misner-Hernandez equa-
tions [51] (which are basically the Misner-Sharp equa-
tions but introducing a null coordinate) are used to avoid
the formation of an apparent horizon and follow the sub-
sequent evolution to determine the value of MBH. The
method is based on [52].
Motivated by the recent perspectives on primordial
black hole and the implications in cosmology, we have
addressed this problem, focusing on obtaining an effi-
cient numerical method to compute the threshold δc and
estimating the PBH mass MBH. In this paper, for the
first time, we simulate the gravitational collapse of cur-
vature perturbations leading to the formation of PBHs
using Misner-Sharp equations with the implementation
of pseudo-spectral method technique, which has been
already used in general relativity with a great success
[53, 54].
We have been able to compute the threshold δc up
to an accuracy of O(10−5), the results match with the
ones quoted in the literature. Moreover, to avoid the
breaking of the simulation due to the formation of the
singularity, instead of implementing null coordinates, we
have used an excision technique. The mass is then found
by the use of an analytical approximation of the mass
accretion asymptotic behavior. We present for the first
time, the values of the black hole mass for the higher
allowed values in the case of a Gaussian curvature per-
turbation. Here we also show a deviation from the scaling
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2law of up to O(15%) in the higher end of PBH masses,
with a maximum allowed mass for the black hole of
Mmax(BH) ≈ 3.7MH . Our publicly accessible code built
with Python can be found in https://sites.google.
com/fqa.ub.edu/albertescriva/home.
II. MISNER-SHARP EQUATIONS
The Misner-Sharp equations [50] describes the motion
of a spherically symmetric relativistic fluid. The starting
point is to consider an ideal fluid with energy momentum
tensor Tµν = (p+ ρ)uµuν + pgµν with the following line
element:
ds2 = −A(r, t)2dt2 +B(r, t)2dr2 +R(r, t)2dΩ2, (1)
where dΩ2 = dθ2 + sin2(θ)dφ2 is the line element of a
2-sphere and R(r, t) is the areal radius. The components
of the four velocity uµ (which are equal to the unit nor-
mal vector orthogonal to the hyperspace at cosmic time t
uµ = nµ), are given by ut = 1/A and ui = 0 for i = r, θ, φ.
From now on, we will use units GN = 1.
In the Einstein field equations appear the following
quantities:
1
A(r, t)
∂R(r, t)
∂t
≡ DtR ≡ U(r, t),
1
B(r, t)
∂R(r, t)
∂r
≡ DrR ≡ Γ(r, t), (2)
where Dt and Dr are the proper time and distances
derivatives. U is the radial component of the four-
velocity associated to an Eulerian frame. It measures
the radial velocity of the fluid with respect to the centre
of coordinates. The Misner-Sharp mass is introduced as
M(r, t) ≡
∫ R
0
4piR2ρ
(
∂R
∂r
)
dr , (3)
which is related with Γ, U and R though the constraint:
Γ =
√
1 + U2 − 2M
R
. (4)
The mass M(r, t) includes contributions from the ki-
netic energy and gravitational potential energies. Finally,
the Misner-Sharp equations governing the evolution of a
spherically symmetric collapse in non-linear full general
relativity are:
DtU = −
[
Γ
(ρ+ p)
Drp+
M
R2
+ 4piRp
]
, (5)
DtR = U, (6)
Dtρ = − (ρ+ p)
ΓR2
Dr(UR
2), (7)
DtM = −4piR2Up, (8)
DrM = 4piΓρR
2, (9)
DrA =
−A
ρ+ p
Drp . (10)
The boundary conditions are R(r = 0, t) = 0, leading
to U(r = 0, t) = 0 and M(r = 0, t) = 0. Then, by
spherical symmetry, we have Drp(r = 0, t) = 0.
III. COSMOLOGICAL SET UP FOR PBH
FORMATION
We apply the Misner-Sharp equations in the cosmo-
logical context within a FRW background. To close the
system we need to give the equation of state of the fluid,
which in our context is p = ωρ. At r → ∞ we want
to match with the FRW background, but in a numerical
simulation we have to handle with a finite grid. Then, to
match the outer point of the grid with the FRW solution
and to avoid reflections from pressure waves, we have
used the condition Drp(r = rf , t) = 0 (where rf if the
outer point of the grid). Eq.(9) is called the Hamiltonian
constraint, we will use it later on for numerical checks.
Eq.(10) can be solved analytically imposing A(rf , t) = 1
to match with the FRW spacetime. This gives:
A(r, t) =
(
ρb(t)
ρ(r, t)
) ω
ω+1
, (11)
where ρb(t) = ρ0(t0/t)
2 is the energy density of the FRW
background and ρ0 = 3H
2
0/8pi. Using the definitions of
Eq.(2), we can rewrite Misner-Sharp equations in a more
convenient way to perform the numerical simulations:
U˙ = −A
[
ω
1 + ω
Γ2
ρ
ρ′
R′
+
M
R2
+ 4piRωρ
]
, (12)
R˙ = AU, (13)
ρ˙ = −Aρ(1 + w)
(
2
U
R
+
U ′
R′
)
, (14)
M˙ = −4piAωρUR2, (15)
where (˙) and (′) represents the time and radial deriva-
tive respectively. At superhorizon scales the metric
Eq.(1) can be approximated, at leading order in gradient
expansion, by the following metric [36]:
ds2 = −dt2 + a2(t)
[
dr2
1−K(r)r2 + r
2dΩ2
]
. (16)
The cosmological perturbation will be encoded in the
initial curvature K(r). At leading order in gradient ex-
pansion, the product K(r)r2 is proportional to the com-
paction function C(r) [36], which represents a measure of
the mass excess inside a given volume. More specifically,
C(r, t) =
2 [M(r, t)−Mb(r, t)]
R(r, t)
. (17)
We now define the location of the maximum of C(r)
as rm, its value Cmax = C(rm) is going to be used
3as a criteria for PBH formation [36, 38]. By defining
(t) = RH(t)/a(t)rm, one can solve Misner-Sharp equa-
tions at leading order in   1. RH(t) = 1/H(t) is the
cosmological horizon and rm is the length scale of the
perturbation. This approach is the so-called long wave-
length approximation [36] (or gradient expansion). We
have:
A(r, t) = 1 + 2(t)A˜(r),
R(r, t) = a(t)r(1 + 2(t)R˜(r)),
U(r, t) = H(t)R(r, t)(1 + 2(t)U˜(r)),
ρ(r, t) = ρb(t)(1 + 
2(t)ρ˜(r)),
M(r, t) =
4pi
3
ρb(t)R(r, t)
3(1 + 2(t)M˜(r)),
(18)
where for  → 0 we recover the (FRW) solution. The
perturbations of the tilde variables in the linear regime
were computed in [42], which we summarize here:
ρ˜(r) =
3(1 + ω)
5 + 3ω
[
K(r) +
r
3
K ′(r)
]
r2m,
U˜(r) = − 1
5 + 3ω
K(r)r2m,
A˜(r) = − ω
1 + ω
ρ˜(r),
M˜(r) = −3(1 + ω)U˜(r),
R˜(r) = − ω
(1 + 3ω)(1 + ω)
ρ˜(r) +
1
1 + 3ω
U˜(r).
(19)
The background solution equations are: H(t) =
H0t0/t , a(t) = a0(t/t0)
α and RH(t) = RH(t0)(t/t0)
where a0 = a(t0) , H0 = H(t0) = α/t0 and RH(t0) =
1/H0. Moreover we define α = 2/3(1 + ω). We es-
tablish a time scale given by (tm) = 1, which leads
tm = t0(a0rm/RH(t0))
1/(1−α).
The amplitude of a cosmological perturbation can be
measured by the mass excess within a spherical region:
δ(r, t) =
1
V
∫ R
0
4piR2
δρ
ρb
R′dr, (20)
where V = 4piR3/3 and at leading order in  gives:
δ(r, t) =
(
1
aHrm
)2
δ¯(r), (21)
where δ¯(r) = f(w)K(r)r2m and f(ω) = 3(1 + ω)/(5 +
3ω). In the long wavelength approximation, C(r, t) '
C(r) = f(ω)K(r)r2 = r2δ¯(r)/r2m [55], which yields
C(rm) = δ¯(rm) = δ¯m. Because of the above definitions
the value of rm is given by the solution of:
K(rm) +
rm
2
K ′(rm) = 0. (22)
After the initial conditions are given the compaction
function starts to evolve non-linearly and becomes time
dependent. The first apparent horizon is then formed
whenever the maximum of the compaction function is
about one (for a more formal discussion see [56]). We
define the threshold for primordial black hole formation
as δc such that a PBH is formed whenever δ¯(rm) ≥ δc. 1
IV. PSEUDO-SPECTRAL TECHNIQUE
Instead of using a Lagrangian hydrodynamic technique
with finite differences, we have implemented the Pseudo-
spectral Chebyshev collocation method to compute the
spatial derivatives part of the Eqs.(12, 14). The time evo-
lution is instead solved with fourth-order explicit Runge-
Kutta method. In the following we explain the use of the
pseudo-spectral technique, see also [57] and [58].
Consider a function f(x) and fit with Ncheb Cheby-
shev polynomials (although this could be any kind of
orthonormal function). More specifically we can define
the approximated function:
fNcheb(x) =
Ncheb∑
k=0
ckTk(x), (23)
where Tk(x) are the Chebyshev polynomial of order k.
The coefficients ck, k = 0, 1, ..., Ncheb are then obtained
by solving fNcheb(xk) = f(xk) where xk = cos(kpi/Ncheb).
Those points are called Chebyshev collocation points and
correspond to T ′k(xk) = 0. The solution is
fNcheb(x) =
Ncheb∑
k=0
Lk(x)f(xk), (24)
Lk(x) =
(−1)k+1(1− x2)T ′Ncheb(x)
c¯kN2cheb(x− xk)
, (25)
where c¯k = 2 if k = 0, N and c¯k = 1 in other cases. The
functions Lk are called Lagrange interpolation polynomi-
als. With this we can easily obtain the p derivative to
be:
f
(p)
Ncheb
(xi) =
Ncheb∑
k=0
L
(p)
k (xi)fNcheb(xk). (26)
Defining the Chebyshev differentiation matrix D(p) =
{L(p)k (xi)} we have :
D
(1)
i,j =
c¯i
c¯j
(−1)i+j
(xi − xj) , (i 6= j), i, j = 1, ..., Ncheb − 1, (27)
D
(1)
i,i = −
xi
2(1− x2i )
, i = 1, ..., Ncheb − 1, (28)
D
(1)
0,0 = −D(1)Ncheb,Ncheb =
2N2cheb + 1
6
. (29)
1 Here we use a slightly different notation for δm from the paper of
[55] to avoid confusion due to the use of the linear extrapolation.
4We use the following identity to compute the diagonal
terms of the matrix D quoted before:
D
(1)
i,i = −
Ncheb∑
j=0,j 6=i
D
(1)
i,j , (30)
which gives a substantial improvement regarding the
round-off errors in the numerical computations (see [58]
for details).
The crucial advantage of spectral methods in compar-
ison with finite differences is that the error decays expo-
nentially in Ncheb. With finite differences instead, error
decays like 1/Nv , where N is again the sample of points
and v is a positive number. Moreover a crucial benefit of
spectral methods respect to finite differences is that the
derivative at a given point is computed globally taking
into account the value of all the other points, in compari-
son with finite differences where the derivative at a given
point only takes into account the neighbours.
In our particular case, the domain of the radial coor-
dinate is given by Ω = [rmin, rmax] where rmin = 0 and
rmax = NHRH(t0). NH is the number of initial cosmo-
logical horizon, which in general is taken to be NH ∼ 90
as it is done in the literature [41]. Since our domain is not
[−1, 1] (which is the domain for the Chebyshev polynomi-
als), we need to perform a mapping between the spectral
domain to the physical one. We have used the following
linear mapping (other options are possible):
x˜k =
rmax + rmin
2
+
rmax − rmin
2
xk. (31)
x˜k are the new Chebyshev points rescaled to our do-
main Ω. In the same way, the Chebyshev matrix can be
rescaled in a straightforward way using the chain rule:
D˜ =
2
rmax − rminD. (32)
To implement a Dirichlet boundary condition at given
xk, such that f(x = xk) = uD,bc, it is only needed to fulfil
fNcheb(x = xk) = uD,bc. Instead, in case of Neumann
boundary condition such that f (1)(x = xk) = uN,bc, then
(D ·fNcheb)(x = xk) = uN,bc. The stability of the method
depends on the value of Ncheb and dt used. An increment
of the spatial resolution will require an enough small time
step dt to avoid instabilities during the evolution.
V. NUMERICAL PROCEDURE
In this section and in the rest of the paper we will test
our code in a radiation dominated universe, because of
its interest in PBH formation. In other words, we will fix
ω = 1/3 and therefore f(ω) = 2/3. In all our numerical
simulations we are setting t0 = 1 and a0 = 1, which
yields H0 = 1/2, RH(t0) = 2. For the length scale of the
perturbation, we have taken rm = 10RH(t0) as done in
the literature [42], giving tm = 10
2t0. This ensures that
the long wavelength approximation is fulfilled. To find
δc we have implemented a bisection method which scans
different regimes of δ¯ until finding the range in which the
collapse will happen. The threshold δc is defined as the
mid point of this range.
It’s useful to know that δc is bounded from above by
δc = f(ω). This can be directly inferred by noticing that
since Γ2 = 1−K(r)r2, then K(rm)r2m = 1 as maximum.
The numerical procedure that we have established is de-
scribed as follows:
• Set up the number of Chebyshev points Ncheb and
create the grid of points xk. This yields the Cheby-
shev differentiation matrix D.
• Introduce the initial time step dt0 and the length
scale value rm.
• Choose a lower and an upper bound in δ¯ to perform
the domain of the bisection method. In our case,
we have chosen δmax = 2/3 and δmin = 2/5 [31]
(although this can be changed to establish a domain
closer to δc to reduce the computational time).
• Given a curvature profile K(r) , such that K(r) =
AK¯(r) with K¯(0) = 1, compute the tilde pertur-
bations in the other hydrodynamical magnitudes
following Eqs.(18,19), except by the curvature am-
plitude A that multiplies all this perturbations.
• Once the bisection method starts and a value of δ¯m
is taken, the corresponding value of A is computed
to set up the profile K(r).
• Use the four-order Runge-Kutta equations to inte-
grate the equations at each time-step dt, imposing
as well boundary conditions at each internal time
step.
• Compute at each iteration time the value of the
maximum of the compaction function Cmax. Once
it approaches Cmax ≈ 1 an apparent horizon is
formed. This corresponds to a given value of δc,yes
(a black hole will form). Next step is search for
a lower value of δ¯m via bisection method modify-
ing the bound such that δc ∈ [δmin, δc,yes] and we
go to the next iteration in the bisection. Other-
wise, if Cmax ≈ Cmin (in our simulations we take in
general Cmin ≈ 0.3, this is related to the fact that
δmin = 2/5) then the perturbation disperses (it is
not going to form a black hole) getting a value δc,no
and we go to the next iteration in the bisection,
modifying the bound such that δc ∈ [δc,no, δmax].
• With the previous result, the bisection method is
iterated until the difference between δc,yes and δc,no
becomes less than the resolution that we set to com-
pute the value of δc, δc,yes − δc,no . δ(δc). Where
we infer that δc = (δc,yes+δc,no)/2±δ(δc). If during
the bisection (δ− δc) goes beyond the resolution of
5the method, then the trial δ is shifted according to
δ(δc).
For the Runge-Kutta we have used a conformal time
step dt = dt0(t/t0)
α as it improves significantly the run-
ning time. To test our code, we use the 2-norm of the
Hamiltonian constraint equation Eq.(9) in all the simu-
lations, which is expected to remain constant from the
beginning if Einstein equations are correctly solved dur-
ing the simulations. Specifically:
H = DrM − 4piΓρR2, (33)
|| H ||2 ≡ 1
Ncheb
√∑
k
| Hk |2. (34)
The maximal resolution that we have been able to
obtain is δc,yes − δc,no > O(10−5). The reason is that
large pressure gradients develop once δ approaches the
self-similar critical solution, and so there the accuracy in
computing derivatives is limited. The situation depends
on the profile considered and it was already observed in
[41].
VI. NUMERICAL RESULTS
A. FRW solution
Here we check that our code reproduces the FRW so-
lution. To do that, we have computed the relative error
of the different variables ρ, U,M,R ( A and Γ depends
on the previous ones) with respect to the FRW analyt-
ical solution. We define δXi = X(xi) − Xb(xi), where
X are the variables that we solve in the Misner-Sharp
equations. To test our code against the FRW solution
we compute the variance,
‖δX‖2 = 1
Ncheb
√∑
k
| δXk |2. (35)
In Fig. 1 we see ‖δX‖2 for the different hydrodynami-
cal variables and we see a good convergence to the ana-
lytical solution. Already for Ncheb = 7 we have at least
a O(10−9) accuracy. Obviously for a curvature profile
that is not homogeneous the number of Chebyshev points
would need to be increased because the pressure gradi-
ents are not vanishing.
B. Curvature profiles
In this section we are going to test our code against the
results obtained in [55] for centrally peaked profile, the
ones relevant for cosmology [12, 14]. In other words we
shall consider the following profiles for initial curvature
perturbations:
K¯(r) = e−
1
q (r/rm)
2q
, (36)
FIG. 1. ‖δX‖2 with Ncheb = 7 in all cases for dt = 10−2.5
(black), dt = 10−3.0 (red), dt = 10−3.5 (green) and dt =
10−4.0 (blue).
where q parametrizes the slope of the profiles.
For q = 1 we recover the Gaussian curvature profile.
Here we get δc ≈ 0.49774±2·10−5, which matches the one
quoted in the literature (δc ≈ 0.5 [55]). This value was
obtained by using dt0 = 10
−3 and Ncheb = 400. We have
cheeked that this result is stable under the increment of
Ncheb and/or the reduction of dt0.
In addition, to check the correctness of the numer-
ical procedure of the bisection at each iteration, we
have computed ‖H‖2, which can be found in Fig. 2.
We see that the constraint is violated at late times for
(δ− δc) ≈ O(10−5). This sets the maximal resolution we
can achieve in this case.
Finally, in Fig. 3, we have tested our code against the
different profiles parameterized by q in the range q ∈
[0.5, 14.6]. Our results match with very good accuracy
the ones of [55].
C. Gaussian profile in details
In Figs. 4,5 and 6 we see the evolution of the vari-
ables ρ,Γ, U and C for the Gaussian profile q = 1 in the,
respectively, supercritical (δ > δc), subcritical (δ < δc)
with |δ − δc|  O(10−3) and critical |δ − δc| 6 O(10−3)
cases.
• In Fig. 4 (the super-critical case) we see that the
Cmax grows during the evolution. From the same
figure it is also evident the formation of two appar-
ent horizons (where at the location of the horizons
is satisfied that 2M/R = 1), as discussed in [56].
The outer horizon moves outwards and the inner
moves faster than the outer inwards. Once the in-
ner horizon approaches the center of coordinates
the simulation breaks due to the appearance of the
singularity.
6FIG. 2. Left Panel: Hamiltonian constraint for the iterations of the bisection procedure in the case of the Gaussian curvature
profile whose are leading to the formation of a black hole. Right panel: Hamiltonian constraint for the iterations of the bisection
procedure in the case of the Gaussian curvature profile whose perturbations are going to disperse and not form a black hole
In both cases dt0 = 10
−3, Ncheb = 400. We have subtracted the initial Hamiltonian constraint for each evolution of δ in both
cases.
FIG. 3. Values of δc for different values of q. Points are the
values that we have got numerically. Blue line is the curve
from [55] got using [59]. All the computations has been done
with dt0 = 10
−3 with Ncheb = 400, unless in some cases has
been necessary to increase Ncheb to get the same accuracy in
the determination of δc.
In Fig. 5 (the sub-critical case) Cmax decreases con-
tinuously as the perturbation is diluted away due
to the dominance of pressure gradients.
In Fig. 6 (the critical case) Cmax first decreases and
then bounces to re-increase again.
• From the Figs. 4, 5 and 6 we see that Γ is not
constant during the evolution. This implies, as
it should, that the long wavelength approximation
breaks down during the evolution.
• In Fig. 4 (super-critical case) we see that U/Γ de-
creases quickly in time. Instead, in Fig. 5 (sub-
critical case) only a small negative value U/Γ is
reached for early times, and after that no nega-
tive values can be found, which means that the
perturbation is dispersing avoiding the collapse.
The most remarkable behavior is found in the crit-
ical case Fig. 6. Here the fluid splits into two
parts, one going inwards (negative U) and one out-
wards (positive U) generating an under-dense re-
gion. This under-dense region re-attract the fluid
with a net effect of a rarefaction and compression
process which gets faster and faster. This is the
reason why the code is not able to follow the evo-
lution up to the final time BH formation.
Let us finally remark something about the long wave-
length approximation. As can be seen in Fig. 7 the
threshold δc (as well as Cmax) has some small dependence
in terms of . It is obvious that the difference between the
asymptotic critical value and the one numerically found
grows with . Thus, a physical limitation (not numerical)
on the resolution of δc of O(10
−3) is already present, due
to the use of the long wavelength approximation to build
the initial conditions.
D. Power-spectrum profile
In this section, we aim to provide a test of the stability
of our code for profiles that differ from the ones studied
before in Eq.(36). The main difference are under- and
over-density oscillations away from the peak of the cur-
vature.
The profiles used here are sub-classes of the mean pro-
files obtained with the procedure outlined in [12] by bro-
ken power spectrums of the form
7FIG. 4. Dynamical evolution of the different magnitudes at a given time t for a supercritical perturbation in case of q = 1
and δ = 0.51. We have taken dt0 = 10
−3 and Ncheb = 800 in the simulation.
P (k) =
0 k < kpP0 ( kkp)−n k ≥ kp , (37)
which are relevant for cosmological applications [14].
In particular, we shall only consider the convergent cases
of n ≥ 0. In Eq.(37) kp is the wavelength of the peak.
After a straightforward computation, one finds that the
mean curvature is
K¯(r) =
3n
2(kpr)3
[−kpr {E3+n(−ikpr) + E3+n(ikpr)}
+ i {E4+n(ikpr)− E4+n(−ikpr)}] , (38)
where
En(x) =
∫ ∞
1
e−xt
tn
dt. (39)
From a given value of rm and n, we get the corre-
spondent value of kp solving numerically Eq.(22). An
important difference from these profile with respect to
the ones studied before is that here we needed to con-
sider a larger number of Ncheb in order to capture the
oscillations of the curvature. Finally, in Fig. 9 are shown
the thresholds obtained for different values of n.
Finally, we have tested the spectral convergence of
the profiles considered in terms of the Hamiltonian con-
straint, the results can be seen in Fig. 10.
VII. MASS SPECTRUM
It is known that for δ¯(rm) close to the critical value δc
the mass of the black hole follows the following scaling
law [33, 44, 45]
MBH = MHK(δ − δc)γ , (40)
where γ ≈ 0.36 in radiation. In Eq.(40) the constant K
is a correction factor due to the choice of the reference
mass MH ≡ 1/2H(tm), where the Hubble scale has been
calculated at the time rmH(tm)a(tm) = 1. The scaling
law starts to deviate at (δ − δc) & 2 · 10−2, [45].
To test our code, in this section we will numerically
obtain the constant K, for a Gaussian profile. Moreover,
in the cosmological context, one needs the value of K to
estimate the PBH abundances [12].
Previous numerical computations were performed in
the region up to (δ − δc) ≈ 10−1.2. We will show in
the following, for the first time, the mass range for large
values of δ¯(rm) up to the maximal value 2/3.
The way we will find the mass spectrum is by the im-
plementation of an excision technique [60] which avoids
8FIG. 5. Dynamical evolution of the different magnitudes at a given time t for a subcritical perturbation in case of q = 1 and
δ = 0.49. We have taken dt0 = 10
−3 and Ncheb = 800 in the simulation.
the region of large curvatures in the Misner-Sharp evolu-
tion where the code would break.
The key idea of excision is that the evolution of matter
inside the horizon cannot affect the physics outside. The
excisions follow the motion of the apparent horizon. The
implementation of this technique is straightforward using
spectral method, in contrast with finite differences [54],
since the derivative at the excision boundary (that we
have to define when we cut part of the computational
domain) is computed without taking into account points
that lies inside the inner boundary (in finite differences
it is necessary to interpolate).
Unfortunately, the excision technique cannot be used
until the formation of the black hole. This is due to the
fact that the velocity of the outer horizon is too small and
the initial resolution is not enough to follow the change
in apparent horizon. Of course this can be solved with an
implementation of some kind of AMR for spectral meth-
ods, like junctions of Chebyshev grids. We will however
follow here another (semi-analytical) direction.
To estimate the final mass of the PBH, we have used
the Zeldovich-Novikov formula Eq.(41), which assumes
Bondi accretion [61]. It is important to highlight that
this is not applicable at the moment of formation of the
horizon, since it neglects the cosmological expansion [62],
but we can apply from sufficiently late times after the
formation of the PBH considering an effective constant
accretion rate F [63, 64]. This approximation was al-
ready employed in the context of PBH formation from
domain walls in [65].
In particular, at the final stage of the BH formation,
the mass accretion follows the law
dM
dt
= 4piFR2BHρb(t) . (41)
F is usually numerically found to be of order O(1).
By the condition of apparent horizon RBH = 2MBH, the
previous equation is solved as:
MBH(t) =
1
1
Ma
+ 32F
(
1
t − 1ta
) , (42)
where Ma is the initial mass when the asymptotic ap-
proximation is used at the time ta .
We will find F by fitting the numerical evolution of the
mass via the excision method. Once found it, the PBH
mass will be inferred as the asymptotic mass at t → ∞,
i.e.
MBH(t→∞) =
(
1
Ma
− 3F
2ta
)−1
. (43)
9FIG. 6. Dynamical evolution of the different magnitudes at a given time t for a perturbation with δ ≈ δc in case of q = 1 with
δ = 0.49775 and δc = 0.49774± 2 · 10−5. We have taken dt0 = 10−3 and Ncheb = 800 in the simulation.
FIG. 7. Top panel: threshold δc for the curvature Gaussian
profile for different values of , taking Ncheb = 400 and dt0 =
10−3. Black points are δc,yes and red points δc,no. Bottom
panel: Cmax in terms of  computed with Eq.(17).
A. Excision technique
The main idea of the excision technique implemented
here is to dynamically remove part of the computational
domain within the horizon, that would otherwise develop
large gradients and eventually break down the simula-
tion.
FIG. 8. Curvature profile K¯(r) in terms of n using Eq.(38).
To do that, we have defined two parameters, ∆r and
dr. ∆r is the separation between the excision boundary
and the apparent horizon that we set after each redefini-
tion of the excision surface. dr is the maximum allowed
displacement of the apparent horizon before we redefine
the excision surface. We consider always that ∆r > dr.
We locate the position of the apparent horizon (de-
fined as 2M(r, t)/R(r, t) = 1) after each time step using
a cubic spline interpolation (we have checked that the dif-
10
FIG. 9. Values of δc for different values of n for the curvature
profile of Eq.(38). Simulations done with Ncheb ≈ 700 and
dt0 = 10
−3.
FIG. 10. Spectral convergence for different curvature pro-
files. Red points corresponds to the profile of Eq.(36) with
q = 1, green points corresponds to q = 5 and blue points
to the profile of Eq.(38) with n = 15. The black solid line
is the exponential fit ∼ e−αNcheb with α ≈ 0.23, 0.031, 0.092
respectively for the cases quoted before.
ference in M(r, t) taking a quadratic spline interpolation
are O(0.01%)).
Specifically, the exact procedure we have used is the
following:
At the time when Cmax ≈ 1.2 (the result is not affected
by the exact choice as long as Cmax ≈ O(1)), we remove
part of the computation domain creating an excision sur-
face close to the apparent horizon whose separation with
the excision boundary is precisely given by ∆r. After
that, the system is evolved as usual in the new Chebyshev
grid with the new domain (the Chebyshev differentiation
matrix has to be redefined as well). Once the apparent
horizon has displaced a distance greater than dr, we re-
define a new excision surface close to the new location
of the apparent horizon, again with the same separation
∆r. We repeat this process continuously.
The values of ∆r and dr are slightly reduced in time
when is needed. This is particularly important for the
smallest values of δ − δc. To do that, when a simulation
is going to break down due to large gradients, we return
to a ”safe point”, reducing ∆r and dr. After that, we
proceed with the usual way.
The values that we have considered are ∆r ≈ 2dr ≈
O(10−2). ∆r and dr can not be taken arbitrarily small,
due to the limitation of the resolution given by the
Chebyshev grid. An AMR can solve this, but the current
implementation worked already well for our purposes.
Although we didn’t apply boundary conditions at the
excision surface, (in comparison with r = 0) we found
that freezing the value of ρ′ at the excision surface, after
each redefinition of the boundary, increases the stability
of the procedure without changing the results.
For the computation of the excision we have taken at
least Ncheb = 1000, to increase the resolution and be able
to make the excision sequentially.
B. Numerical results
The evolution of the black hole mass in time MBH(t)
can be seen in Fig. 11.
FIG. 11. Mass of the BH in time after the formation of the
apparent horizon for different values of δc. The dashed line
corresponds to the analytical fit with Eq.(42).
In order to check when the approximation of Eq.(42) is
valid, we have computed the ratio of the increment of the
black hole mass respect the Hubble scale Ψ = M˙/HM ,
which is expected to be Ψ < 1 when the evolution satisfy
this regime. We have made a non-linear fit in the Eq.(42)
to get the parameters ta, Ma and F to estimate the mass
of the black hole. The range of numerical values that
we use to make the fit are those which fulfill Ψ . 0.1,
which works well for our purposes. We have checked that
the Hamiltonian constraint is fulfill until late time, when
the simulation breaks, Fig. 12. Nevertheless, we have
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FIG. 12. Top panel: Hamiltonian constraint during the exci-
sion procedure for different values of δ. Bottom panel: Evolu-
tion of Ψ in time. The crossing point is around t/tm ≈ 37.5.
tested that the evolution of the mass is not affected by
the violation of the constraint. The results can be found
in Fig. 12. Interestingly, we see a crossing for different
evolution of Ψ at a given time t∗.
The values of F that we get goes from F ∈ [3.5, 3.75]
increasing the value of δ. This is consistent with the
one reported in [65] where a value of F ≈ 3.8 was got
for large black holes, although the mechanism of PBH
formation is different. We have checked always that the
fit performed is accurate, getting a variance of σmax ≈
10−2.5. The standard deviation sd of the parameters are
sd(ta) ≈ 10−9, sd(Ma) ≈ 10−5 and sd(F ) = 10−5.
We have used the values of MBH in the range of δ ∈
[0.505, 0.51] to estimate the value of K from the scaling
law, taking into account that δc = 0.49774 and γ = 0.357.
The values of K in this domain of δ are K ∈ [5.87, 5.96],
making an average we get K = 5.91. This values differs
in 1.9% from the value quoted in the literature with K =
6.03. The values of MBH in terms of δ can be found in
Fig. 13.
Finally, for the first time we present the values of MBH
for large values of δ until δmax = 2/3. We observe that
the scaling law deviates at the higher end of in the δ range
up to O(15%), as can be seen in the subplot of Fig. 13.
For this particular case we obtain that the maximum al-
lowed mass of the black hole is Mmax(BH) ≈ 3.7MH. Is
expected that this deviation is not going to significantly
affect the PBH abundances due to the rarity of such per-
turbations.
VIII. CONCLUSIONS
We have performed numerical simulations of PBHs for-
mations using Pseudo-spectral methods instead of the
extensively used Lagrangian hydrodynamic formalism
based on [49, 52]. We have been able to obtain the thresh-
old δc of different curvature profiles with up to an accu-
FIG. 13. Values ofMBH/MH in terms of (δ−δc). The solid red
line corresponds to the scaling law behaviour with γ = 0.357,
δc = 0.49774 for K = 6.03 and the blue solid line with the
numerical value for K = 5.91. Dark points are the values
got from the fitting of Eq.(43). The subplot represents the
absolute value of the relative deviation d respect the numerical
values and the ones coming from the scaling law. The orange
vertical line is the value δmax = 2/3.
racy of O(10−5), which match with the ones quoted in
the literature [55]. Our method is simple and efficient
and allows to estimate the thresholds with enough accu-
racy for cosmological applications, where an accuracy of
O(10−2) in δc is required [12].
In our simulations we have used an excision tech-
nique to remove the singularity from the computational
domain. To get the mass of the black hole, we have
employed a semi-analytical formalism given by Eq.(42),
which leads a deviation of O(2%) in the determination of
the black hole mass with respect to the values quoted in
the literature, in the scaling law regime. Moreover, for
the first time we were able to give the values of the black
hole mass for large initial amplitudes, finding a deviation
of O(15%) at the largest value δmax = 2/3 with respect
to Eq(40).
Our code is an independent test of the correctness of
the thresholds found earlier in the literature. The present
algorithm can be used in the cosmological context of
PBH formation in a FRW background, as it has been al-
ready successfully done in [28, 31]. Moreover, our method
could be the way to solve a multidimensional collapse be-
cause the standard implementation of the hydrodynam-
ical methods seems to fail [66]. However we leave it for
future research.
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