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ABSTRACT
The leading approach for image compression with artificial
neural networks (ANNs) is to learn a nonlinear transform and
a fixed entropy model that are optimized for rate-distortion
performance. We show that this approach can be significantly
improved by incorporating spatially local, image-dependent
entropy models. The key insight is that existing ANN-based
methods learn an entropy model that is shared between the
encoder and decoder, but they do not transmit any side infor-
mation that would allow the model to adapt to the structure
of a specific image. We present a method for augmenting
ANN-based image coders with image-dependent side infor-
mation that leads to a 17.8% rate reduction over a state-of-the-
art ANN-based baseline model on a standard evaluation set,
and 70–98% reductions on images with low visual complexity
that are poorly captured by a fixed, global entropy model.
Index Terms— Image Compression, Neural Networks,
Adaptive Entropy Modeling
1. INTRODUCTION
Lossy image compression based on nonlinear transform cod-
ing with artificial neural networks (ANNs) is a research topic
that has recently garnered significant interest [1]–[8]. One of
the primary challenges faced by this approach is how to con-
struct effective probability models used to entropy code the
quantized symbols generated by the networks. Unlike con-
ventional (non-learned) methods for lossy image compres-
sion, the output from deep neural networks does not have a
known structure. So while a codec designer could make use of
the ordered frequency responses of the DCT transform when
constructing a quantization table, the codes generated by an
optimized neural network may not have an obvious structure
and will likely change each time the model is re-trained or the
network architecture is modified.
The standard approach for ANN-based compression
methods is to optimize a fixed entropy model over the training
images that is then shared between the encoder and decoder.
The form and complexity of the entropy model varies dramat-
ically across different methods including a fully-factorized
distribution [3], [5], a backward-adaptive, conditional distri-
bution over binarized codes [4], [9], and a learned recurrent
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Fig. 1: Our method uses a combination of pre-learned and
image-dependent multinomials to improve the (lossless) com-
pression rate of the quantized codes generated by an ANN-
based nonlinear transform. The encoder selects the distribu-
tion with the lowest cross-entropy for each code tile, which
provides local adaptation and higher compression rates.
network optimized to predict the probability of the next
code [1], [8]. The two primary trade-offs between these
methods is representational power vs. computational com-
plexity and whether or not the models can be jointly learned
with the transform networks, which allows co-adaptation and
typically boosts the final rate-distortion performance.
The benefit shared by all of these models is that fixed
and backward-adaptive models do not require side informa-
tion so there is no additional data that must be included in
the compressed bitstream. However, it is well-known that
carefully crafted side information and forward-adaptation can
boost compression rates, and this approach is taken by nearly
all modern image compression standards [10]. In this pa-
per, we present a forward-adaptive approach for learned im-
age compression based on a spatially local, image-dependent
multinomial dictionary (SLIMD). We show that SLIMD sig-
nificantly boosts rate-distortion performance over a state-of-
the-art baseline model by as much as 17.8% averaged over a
standard evaluation image set and up to 98.5% on images with
low visual complexity where the code statistics are poorly
modeled by pre-learned entropy models (see Section 3 for de-
tails).
Our method relies on three design choices to increase
compression rates. First, we use local instead of global en-
tropy models, which provides a closer match to the observed
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Fig. 2: Rate savings for SLIMD over the baseline model (bigger is better) for 100 images from Tecnick plus two additional
images showing extreme rate savings (71.2% for the cloudy eclipse and 98.5% for the solid green image). Note that SLIMD
improves the entropy model without affecting the decoder so the rate savings do not reduce image quality.
code statistics. Previous methods were either not locally
adaptive at all or used backward-adaptive models conditioned
on local context. Second, SLIMD supports arbitrary distribu-
tions (unconstrained multinomials) while requiring relatively
little side information. Although the codes produced by our
encoder network appear to follow a zero-centered Laplacian
distribution on average, the local distributions have consid-
erable variation and often have non-zero mean or multiple
modes. Finally, our method can estimate and optionally
transmit image-dependent entropy models when the encoder
determines that the rate savings outweigh the cost of encoding
the custom distribution.
2. METHOD
Our method increases compression rates by improving the
entropy models, but the architecture and parameters of the
deep networks used for nonlinear transform coding are not
affected. This allows SLIMD to work with any model that
generates a tensor of quantized codes. For evaluation, we
use a model with the same structure as [3] but with increased
model capacity: four convolutional layers instead of three, up
to 192 filters per transform layer, and up to 320 code channels.
We found that the increased capacity improved rate-distortion
performance at higher bit rates, and our baseline results at
lower bit rates match those in [3] almost exactly.
2.1. Local entropy models
Figure 1 shows a high-level overview of our approach. The
first improvement is provided by local entropy models applied
by dividing the spatial dimensions of the code tensor into a
fixed grid. For instance, for a 1024 × 1024 image, our en-
coder network will create a code tensor with shape [64, 64,
320] (height, width, channels), which can then be divided into
a 4×4 grid of 16×16 tiles. The tile size is a parameter to the
encoder and controls the trade-off between better code mod-
eling (smaller tiles) and less side information (larger tiles).
For each spatial tile within each code channel, Ty,x,z , the
encoder would ideally use the true code distribution for en-
tropy coding. However, sending the true distribution as side
information is too expensive. Instead, we utilize a clustering
algorithm that learns a dictionary of multinomials, P , which
allows the encoder to only send the index of the best model
for each tile. Given the dictionary, the best model is easily
selected by calculating the optimal code length:
Index(Ty,x,z) = argmin
i
−
n∑
j=1
log2 pi(cj) (1)
where pi ∈ P , pi(cj) gives the probability of code cj using
the ith entropy model, and j iterates over the n codes in the tile
at location (y, x, z) in the 3D code tensor. In practice, we use
at most 256 entropy models so the encoder generates one byte
of side information for each tile. The model indices are then
losslessly compressed before being added to the bitstream (we
use DEFLATE [11] for the results in Section 3) so the final
cost is typically much less than one byte per tile.
2.2. Learning a dictionary of entropy models
To learn P , the dictionary of multinomials used as local en-
tropy models, we want to minimize the KL-divergence over
a training set of code tiles. Specifically, we collect N code
tiles from training images, calculate a normalized histogram
for each example, q ∈ Q : |Q| = N and ∀q∑i qi = 1, and
then seek a dictionary that minimizes:
L =
N∑
j=1
min
i
DKL (qj || pi) (2)
The result of this minimization is a set of distributions which
best code the training data. Finding the global minimum of
Eq. 2 is intractable so we optimize using a heuristic method
based on the K-means algorithm. First, we run the standard
K-means++ algorithm [12] to get an initial set of distributions.
Then we refine the result with a modified version of K-means
that uses KL-divergence instead of the L2-norm to map data
points to the closest cluster center. This generates a satisfac-
tory set of clusters, except that some may never be used. In
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Fig. 3: When trained for MSE and evaluated on PSNR (left), SLIMD reduces bit rate by an average of 17.88% over the baseline
on the Tecnick image set. SLIMD saves 12.98% on average for MS-SSIM (right).
order to alleviate this problem, after each full update of K-
means, the centroids which have no assignments are updated
by replacing them with a random training sample. The result
is a dictionary ofN multinomials from which the encoder can
select the best entry for each code tile.
2.3. Image-dependent entropy models
The dictionary of local entropy models significantly improves
compression rates compared to a single, global model. How-
ever, the learned distributions are still optimized to efficiently
code images on average (the training set acts as a sample from
the distribution of natural images) so further benefits are pos-
sible by sending image-dependent models.
Ideally, the encoder would solve an optimization problem
that determines the best set of image-dependent distributions
while accounting for the cost of transmitting the custom mod-
els as additional side information. We believe that such an
optimization would be prohibitively slow so our method is
constrained to send at most one custom distribution per code
channel. To estimate this distribution, the encoder determines
which tiles are poorly modeled by comparing the code length
under the best dictionary distribution with the code length for
the true distribution. If the difference is more than 0.5%, the
tile is included in an average that yields the per-channel cus-
tom distribution.
Finally, for each code channel, the encoder calculates the
total number of bits saved if the custom distribution is used.
If this value is greater than the cost of sending the distribu-
tion (estimated as the number of bins between the first and
last non-zero element multiplied by 7 bits), the custom distri-
bution is included in the bitstream after being quantized us-
ing 8 bit unsigned integers. We use at most 255 pre-learned
distributions (0..254) so any tile that benefits from the image-
dependent distribution is updated to use index 255.
3. EMPIRICAL EVALUATION
The network architecture is the same for all experiments, but
we trained two versions of the baseline model: one using
mean squared error (MSE) and one using MS-SSIM as the
objective function. Results are shown for the model trained
with the loss that matches the evaluation metric. We believe
that the development of a loss function (or a more general
training procedure, e.g., adversarial loss as in [4]) that yields
state-of-the-art performance across a wide range of percep-
tual quality metrics is a vital research area, but one that is
beyond the scope of this work. Regardless, SLIMD boosts
compression rates without modifying the encoder or decoder
networks, and so it has the potential to benefit ANN-based
transform coders trained using any loss function.
The baseline model has the same structure as in [3], which
jointly learns a fully-factorized entropy model along with the
network parameters. This model is then shared between the
encoder and decoder so no side information is required. In our
experiments, we compare this baseline to SLIMD, which uses
the same deep networks as nonlinear transforms but replaces
the fixed, global entropy model with local, image-dependent
model as described in Section 2.
3.1. Kodak & Tecnick evaluation sets
We evaluate our method on two datasets commonly used
within the image compression community: the Tecnick im-
age set [13] and the Kodak PhotoCD dataset [14]. Tecnick
consists of 100 images with a resolution of 1200 × 1200
pixels, while Kodak consists of 24 images with a resolution
of 768 × 512 pixels. For both datasets, we evaluate image
quality using peak signal-to-noise ratio (PSNR) and the more
perceptually relevant multiscale structural similarity index
(MS-SSIM) [15].
Figure 3 summarizes the rate-distortion performance on
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Fig. 4: When trained for MSE and evaluated on PSNR (left), SLIMD reduces bit rate by an average of 9.29% over the baseline
on the Kodak image set. SLIMD saves 7.67% on average for MS-SSIM (right). SLIMD also outperforms the previous best
reported MS-SSIM result [4] by 16.9% on average.
PSNR (left) and MS-SSIM (right) calculated over RGB pixel
values on the Tecnick dataset. For MS-SSIM, the baseline
model already gives state-of-the-art results, and SLIMD fur-
ther reduces the bit rate by 12.98% with no loss in image
quality. For PSNR, the baseline model outperforms all of the
ANN-based methods as well as all of the conventional codecs
that we tested (JPEG, JPEG2000, and WebP [16]–[18]) ex-
cept for BPG [19]. SLIMD reduces the bit rate by 17.88%
over the baseline making it competitive with BPG (4:2:0).
Rate reduction numbers for individual images in the Tecnick
set are provided in Figure 2 along with several example im-
ages.
Figure 4 provides rate-distortion curves for the smaller
Kodak dataset. Here, SLIMD outperforms the previous state-
of-the-art result on MS-SSIM [4] with an average bit rate re-
duction of 16.96%. Finally, SLIMD provides a rate reduc-
tion of 7.67% for the MS-SSIM models and 9.29% for PSNR
when compared to the baseline model.
3.2. Low-complexity images
The previous section provides average rate reduction results
on two standard evaluation image sets. Here, we highlight the
savings provided by SLIMD on images with low visual com-
plexity. The most dramatic result is for a one megapixel solid
green image: the baseline model requires 0.467 bpp, while
SLIMD requires 0.0065 bpp, yielding a savings of 98.57%
(i.e., the baseline encoding is 70x larger). For a more realistic
example, the cloudy eclipse image (shown at the right of Fig-
ure 2) requires 0.438 bpp with the baseline model and 0.126
bpp with SLIMD for a rate savings of 71.2%.
We believe that the relatively poor compression rate of
the baseline method is explained by the use of a fixed, global
entropy model. The model learns the distribution of codes
over the training set, which was collected to approximate the
distribution of “natural images” found on the web. It is not
surprising that the codes for low-complexity images follow
a considerably different distribution than the learned prior,
which leads to a high cross-entropy and thus a low compres-
sion rate. By supporting image-dependent entropy models,
SLIMD is able to use a custom distribution that very closely
models the codes for these images.
Although these examples were selected to highlight the
extreme rate savings possible with SLIMD over the baseline
model, we see significant savings even with independent eval-
uation sets. For example, SLIMD provides a savings of more
than 20% for 27 out of the 100 images in Tecnick with the
largest gain reaching 48.6%.
4. CONCLUSION
We presented an approach for improving the entropy mod-
els for ANN-based image compression methods based on
a spatially local, image-dependent multinomial dictionary
(SLIMD). Our method provides state-of-the-art rate-distortion
performance compared to other ANN-based methods as mea-
sured by both PSNR and MS-SSIM on two standard evalu-
ation sets. We believe this shows that existing ANN-based
compression methods have not effectively utilized ideas like
forward-adaptation and that additional research is needed
to understand how to learn better entropy models and in-
corporate other forms of side information into the network
optimization procedure.
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