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 Interpretations of remote sensing measurements collected in sample volumes 
containing ice-phase hydrometeors are very sensitive to assumptions regarding the 
distributions of mass with ice crystal dimension, otherwise known as mass-dimensional 
(m-D) relationships. The uncertainties from these assumptions extend to backscattered 
cross-sections and radar forward modeled reflectivity factors. These uncertainties and m-
D variability were derived using an optimal estimation (OE) algorithm applied to 
reflectivity factors measured by CloudSat and combined with particle size distributions 
(PSDs) collected by coincident in-situ aircraft during SPartICus. This OE algorithm 
minimized the difference between observed radar reflectivity and PSD calculated 
reflectivity, to output optimal m-D relationships per PSD. I found that ice crystal 
populations tend to be distributed over a continuum-defying simple categorization. Also, 
the quantified uncertainties in backscatter cross-section and reflectivity factors can be 
appropriately applied to remote sensing algorithms. 
Further investigation of the ice particle m-D relationship was studied with in-situ 
measurements collected during TC4. Two OE algorithms were used -- one algorithm 
minimized radar reflectivity (MZ), the other minimized observed ice water content (IWC) 
and PSD calculated IWC (XIWC). The XIWC results show that both parameters in the 
m-D relationship increase with temperature. With the prefactor varying by a factor of 5 
and the exponent varying by some 16% over a typical range of ice cloud temperatures, 
iv 
forward modeling errors in radar reflectivity could be in excess of 5 dB, further 
suggesting that retrievals of precipitation rates from radar measurements in ice clouds be 
in error by factors easily exceeding 3. 
The MZ algorithm, adjusted for slant radar incidence, was applied to in-situ and 
radar data collected in mountainous terrain during StormVEx. The outputs of the MZ 
algorithm here were analyzed along with the enhancement of backscatter (EB) cross-
section in the zenith and slant 45º depolarization ratio (DR). Statistics of the results show 
that forward model errors can create reflectivity differences around 7 dB compared to 
using fixed m-D relationships, resulting in snowfall rate differences of 1.7 mm per hour. 
An inverse (direct) relationship between the m-D prefactor and slant 45º DR (zenith EB) 
can help improve radar-based retrievals by reducing forward model errors. 
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 The natural variability of ice crystal mass, area, and other assumed parametric 
relationships that together characterize the essential properties of the nonspherical nature 
of ice crystals cause uncertainties in the interpretation of remote sensing data from ice 
and mixed-phase cloud environments. For example, cloud and precipitation property 
retrieval algorithms developed for satellites (i.e., CloudSat and the Cloud-Aerosol Lidar 
and Infrared Pathfinder Observations (CALIPSO)) that treat ice and mixed-phase 
precipitating clouds using various combination of radar, lidar, and radiometer 
measurements, use numerical and analytical solutions to Maxwell’s equations to calculate 
the scattering properties of hydrometeors [Austin and Stephens 2001; Hogan et al. 2006; 
Young and Vaughan 2009; Delanoe and Hogan 2008, 2010; Deng et al. 2010; Mace 
2010]. Various approaches are used, such as Rayleigh theory [Rayleigh 1881], Mie 
theory [Mie 1908], Rayleigh-Gans theory [Gans 1925], the discrete dipole approximation 
[DeVoe 1964], and the T-matrix method [Waterman 1965] among others. The 
assumptions in these approaches create simplification but cause uncertainties because the 
amount of information that can be inferred from remote sensing measurements is also 
inherently limited [Hammonds et al. 2014; Mace and Benson, 2016]. The simplifications 
arise when mass- and area-dimensional relationships (hereafter m-D and A-D, 
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respectively) are used to describe ice crystal microphysical properties and calculate 
single-scattering properties, such as backscatter cross-sections used in retrieval 
algorithms or in forward calculations from model simulations. The uncertainties in these 
physical property assumptions naturally create uncertainties in the calculated single-
scattering properties and, thereby, in the forward modeled remote sensing measurements. 
Therefore, ice cloud property retrieval uncertainties can be substantial and these 
uncertainties are often not well known. 
 Modeling applications are also dependent on either assuming the ice particle 
shape or predicting the shape [Morrison and Milbrandt 2015; Lin and Colle 2011]. Ice 
crystal habits are extremely varied and irregular shapes are predominant in natural clouds 
[Korolev et al. 1999; Bailey and Hallett 2009], which make it difficult to classify 
populations of natural ice crystals as being composed of discreet shapes or to select, 
without considerable ambiguity, such discreet shapes from empirical information when 
ice crystal properties need to be assumed. The sensitivities to the assumptions made in 
modeling applications about ice particle shape range across scales from cloud resolving 
models (i.e., that attempt to simulate the processes such as aggregation directly) to Global 
Climate Models (GCMs) that must parameterize the loss of ice mass due to sedimentation 
[Ivanova et al. 2001; Mitchell et al. 2008]. Cloud microphysics parameterizations used in 
GCMs, such as those discussed in Morrison and Milbrandt [2015] and Thompson et al. 
[2008], must make assumptions about ice mass as a function of size. The Morrison and 
Milbrandt [2015] scheme uses several different m-D relationships based on particle size, 
assumed shape, and growth process. The Thompson et al. [2008] scheme also uses an 
assumed m-D relationship for snow. Therefore, m-D relationships in both schemes are 
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dependent upon and limited by shape characterization, which implies uncertainties in 
model predictions. It would seem to make sense to transition to parameterized m-D 
relationships that are more physically based and represented as a statistical continuum 
that is a function of the physical properties to which the m-D statistics are sensitive. 
 In an attempt to learn more about the microphysical properties of ice crystals and 
the uncertainties they create on retrieval algorithms, two studies were completed: Mascio 
and Mace [2017] and Mascio et al. [2017]. Mascio and Mace [2017] investigated the 
variability in m-D relationships in cirrus clouds to determine the extent to which the 
uncertainty impacts forward modeled radar reflectivity. These cirrus clouds were scanned 
by CloudSat and surveyed by airborne cloud probes onboard the SPEC (Stratton Park 
Engineering Corporation) Learjet [Lawson 2011] during the Small Particles in Cirrus 
(SPartICus) campaign [Deng et al. 2013]. An algorithm (later labeled as MZ) was 
developed to infer an optimal m-D power law (𝑚 = 𝑎$𝐷&')	that best explains the radar 
reflectivity measured by CloudSat and the coincident particle size distributions (hereafter 
PSDs) collected by probes on the SPEC Learjet. The result is an optimal estimate of the 
most appropriate am and bm pair with uncertainty. The natural variability and uncertainties 
in the m-D relationships were estimated, which in turn corresponds to uncertainties and 
natural variability of radar backscatter cross-sections, and finally an estimate of the 
uncertainties in forward modeled radar reflectivities. 
 Mascio et al. [2017] further analyzed the am and bm properties of tropical ice 
clouds (hereinafter referred to as cirrus) that were sampled during the Tropical 
Composition, Cloud and Climate Coupling Experiment [TC4; Toon et al. 2010]. Two 
Optimal Estimation (OE) algorithms, MZ and XIWC, were used to derive the am and bm 
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properties and associated uncertainties. The MZ algorithm (explained in depth in Mascio 
and Mace [2017]) used a combination of remotely sensed and in-situ observations taken 
onboard the NASA ER-2 and collected on the DC-8 aircraft during TC4, while the XIWC 
algorithm (explained in depth in Xu and Mace [2017]) was solely based on in-situ 
observations collected from the DC-8. MZ minimizes the difference between an observed 
reflectivity factor (dBZe) and a radar reflectivity factor calculated from in-situ measured 
particle size distributions (PSDs) to determine an optimal am and bm. XIWC minimizes 
the difference between observed IWC and IWC calculated from a measured PSD to 
estimate an optimal am and bm. Validity of the methodology was established in a 
comparison of results between the two algorithms and several previous studies (i.e., 
Schmitt and Heymsfield [2010], Heymsfield et al. [2010a], Fontaine et al. [2014], and 
Heymsfield et al. [2016]), and then the m-D statistics for all cirrus clouds during TC4 
were determined from the XIWC results from a more comprehensive dataset. 
 Using similar methodology as in Mascio and Mace [2017] and Mascio et al. 
[2017], the m-D properties of ice and mixed-phase clouds during the Storm Peak 
Laboratory Cloud Property Validation Experiment (StormVEx, Mace et al. [2010]) were 
analyzed in relation to enhanced backscattering and slant radar measurements. 
Nonspherical ice particles can increase or enhance radar backscattering and attenuation 
above that expected from spheres of the same mass, even when the particles are small 
compared with the radar wavelength [e.g., Atlas et al. 1953]. When nonspherical particles 
are orientated with their largest dimension perpendicular to the radar beam this 
enhancement is more predominant. Therefore, reflectivity measurements are potentially 
affected by ice crystal orientation measured by near-zenith-pointing ground-based radars 
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and near-nadir-pointing spaceborne radars. Despite this potentially large enhancement of 
radar reflectivity, few cloud microphysical retrievals using 95-GHz radar data take ice 
crystal orientation into consideration. One reason that orientation is overlooked is 
because there are few available remote sensing observations that give information on 
particle orientation. 
 Both Matrosov et al. 2012 and Marchand et al. 2013 analyze 95-GHz radar 
reflectivity data collected with the scanning W-band ARM (Atmospheric Radiation 
Measurement Program) cloud radar (SWACR) during the StormVEx. Matrosov et al. 
2012 evaluated the capabilities of scanning W-band radar polarimetric measurements for 
the purpose of inferring ice hydrometeor habits by comparing measured depolarization 
ratio (DR) patterns and particles observed at Storm Peak Laboratory (SPL). Marchand et 
al. 2013 extended on this work by incorporating a statistical analysis from thousands of 
radar scans. A slant linear configuration was used in these studies because it is expected 
to be less susceptible to small flutter in the horizontal orientation of particles than the 
more traditional horizontal-vertical linear depolarization ratio [Reinking et al. 2002]. The 
study further discussed in Chapter 4 builds on Matrosov et al. 2012 and Marchand et al. 
2013 by analyzing relationships between SWACR reflectivity data and m-D and A-D 
relationships. An OE approach, similar to the MZ algorithm, was used to find the optimal 
m-D relationship for specific sets of PSDs and SWACR reflectivities. These optimal m-D 
from case studies are compared to Matrosov et al. 2012 and Marchand et al. 2013 to 
establish validity of the methodology, and then an error and statistical analysis is 
completed. 
 The rest of this dissertation consists of four additional chapters. Chapters 2 
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through 4 discuss the methodologies, results, and conclusions of the three individual 
studies briefly discussed above. Chapters 2 and 3 are copies of peer-reviewed journal 
articles Mascio and Mace [2017] and Mascio et al. [2017], respectively, both published in 
the Journal of Geophysical Research (JGR) – Atmospheres. Chapter 4 is the StormVEx 
study, which has been submitted for publication to JGR. Chapter 5 completes this 
dissertation with a summary and list of conclusions of all three studies. 
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Quantifying uncertainties in radar forward models
through a comparison between CloudSat and
SPartICus reﬂectivity factors
Jeana Mascio1 and Gerald G. Mace1
1Department of Atmospheric Sciences, University of Utah, Salt Lake City, Utah, USA
Abstract Interpretations of remote sensing measurements collected in sample volumes containing
ice-phase hydrometeors are very sensitive to assumptions regarding the distributions of mass with ice crystal
dimension, otherwise known as mass-dimensional or m-D relationships. How these microphysical
characteristics vary in nature is highly uncertain, resulting in signiﬁcant uncertainty in algorithms that
attempt to derive bulk microphysical properties from remote sensing measurements. This uncertainty
extends to radar reﬂectivity factors forward calculated from model output because the statistics of the actual
m-D in nature is not known. To investigate the variability in m-D relationships in cirrus clouds, reﬂectivity
factors measured by CloudSat are combined with particle size distributions (PSDs) collected by coincident in
situ aircraft by using an optimal estimation-based (OE) retrieval of the m-D power law. The PSDs were
collected by 12 ﬂights of the Stratton Park Engineering Company Learjet during the Small Particles in Cirrus
campaign. We ﬁnd that no speciﬁc habit emerges as preferred, and instead, we ﬁnd that the microphysical
characteristics of ice crystal populations tend to be distributed over a continuum-defying simple
categorization. With the uncertainties derived from the OE algorithm, the uncertainties in forward-modeled
backscatter cross section and, in turn, radar reﬂectivity is calculated by using a bootstrapping technique,
allowing us to infer the uncertainties in forward-modeled radar reﬂectivity that would be appropriately
applied to remote sensing simulator algorithms.
1. Introduction
There are ﬁve satellites in the A-Train constellation, two of which are CloudSat and Cloud-Aerosol Lidar and
Infrared Pathﬁnder Satellite Observation. The data sets produced by the two active remote sensors on these
satellites, when combined with data from the passive remote sensors of the constellation [Stephens et al.,
2008], have provided an unprecedented global view of clouds [L’Ecuyer and Zhang, 2010; Sassen et al.,
2009; Mace and Zhang, 2014] and precipitation [Stephens et al., 2010]. These satellites have also motivated
the development of cloud property retrieval algorithms by using various combinations of radar, lidar, and
radiometer measurements [Austin and Stephens, 2001; Hogan et al., 2006; Young and Vaughan, 2009;
Delanoe and Hogan, 2008, 2010; Deng et al., 2010;Mace, 2010]. These algorithms use numerical and analytical
solutions to Maxwell’s equations to calculate the scattering properties of hydrometeors by using various the-
oretical approaches such as Rayleigh theory [Rayleigh, 1881], Mie theory [Mie, 1908], Rayleigh-Gans theory
[Gans, 1925], the discrete dipole approximation [DeVoe, 1964], and the T-matrix method [Waterman, 1965]
among others. Cloud and precipitation property retrieval algorithms that treat ice and mixed-phase precipi-
tating clouds have difﬁculties because of the uncertain variability in ice crystal mass, area, and other assumed
parametric relationships that together characterize particle habit.
Because our knowledge of how these parametric relationships describing habit vary and covary in natural
clouds is limited, the amount of information that can be inferred from remote sensing measurements is also
inherently limited [Hammonds et al., 2014; Mace and Benson, 2016]. Assumptions regarding the ice crystal
microphysical properties, such as mass- and area-dimensional (hereafter m-D and A-D, respectively) or bulk
density relationships, are often necessary in retrieval algorithms for simpliﬁcation to calculate single-
scattering properties, such as backscatter cross sections that are then ultimately used in retrieval algorithms
or in forward calculations from model simulations. The uncertainties in these physical property assumptions
naturally create uncertainties in the calculated single-scattering properties and, thereby, in the forward-
modeled remote sensingmeasurements. Therefore, ice cloud property retrieval uncertainties can be substan-
tial, and these uncertainties are often not well known. As we demonstrate later and as also shown inMace and
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Benson [2016], the radar measurements are almost as sensitive to these physical assumptions as they are to
the quantities that are often retrieved, such as precipitation rate, water content, and particle size.
Cloud property data collected in situ are useful for informing algorithm development because in situ data are
often our only actual knowledge of what really exists at the particle level in nature. This is especially true for
many assumptions that are necessarily made in the inversion or the forward modeling process. Even though
in situ data have their own set of problems these problems are often different from those in remote sensing
algorithms and, arguably, somewhat more manageable. In this study, in situ data are used from the Small
Particles in Cirrus (SPartICus) campaign [Deng et al., 2013], which was sponsored by the Atmospheric
Radiation Measurement Program (ARM) [Ackerman and Stokes, 2003] during the ﬁrst half of 2010 when more
than 100 h of in situ data were collected by the Stratton Park Engineering Company (SPEC) Learjet
[Lawson, 2011].
The focus of this study is to investigate the variability in m-D relationships in cirrus clouds and to determine
the extent to which uncertainty impacts forward-modeled radar reﬂectivity. To accomplish this, an algorithm
is developed to infer an optimal m-D power law that best explains the radar reﬂectivity measured by
CloudSat and the coincident particle size distributions collected by probes on the SPEC Learjet. The results
are an optimal estimate of the most appropriate am/b m pair from the m-D relationship (m ¼ amDb mÞ with
uncertainty. This effort builds on the work of Deng et al. [2013] where a single habit (columns) was assumed
in a comparison study. We expand that comparison to a continuum of habits that are characterized by m-D
relationships. We estimate the uncertainties and, to the extent, possible with a limited data set, the natural
variability in m-D relationships, which in turn corresponds to uncertainties and natural variability of radar
backscatter cross sections, and ﬁnally estimate uncertainties in forward-modeled radar reﬂectivities.
This paper is organized as follows. Section 2 will cover the logistics of CloudSat and SPartICus and a detailed
explanation of the calculation of the in situ reﬂectivities, as well as the estimation algorithm. Section 2.1 will
present a case study to explain how the methodology was implemented. Then the results and uncertainties
of all analyzed data will be discussed in section 3, followed by a summary list of major ﬁndings and future
work in section 4.
2. Methodology
The Cloud Proﬁling Radar (CPR) [Tanelli et al., 2008] onboard CloudSat, which has a footprint of about 1.7
across track by 1.4 km along track, is a 94GHz (w-band) nadir-looking radar that measures a vertical proﬁle
of radar reﬂectivity factor, Z e. The minimum detectable reﬂectivity of the CPR during the SPartICus period
was about#30 dBZe [Stephens et al., 2008]. An independent assessment of the CloudSat calibration was com-
pleted by Protat et al. [2009], where they found that the weighted-mean difference between CloudSat Z e and
ground-based Z e ranges from #0.4 to +0.3 dB.
The SPartICus ﬁeld campaign, as a major effort of the Department of Energy ARM Aerial Facility program, col-
lected concurrent data from cirrus clouds over the western and central U.S. and focused on the ARM Southern
Great Plains site from January through June 2010. The data used in this study were collected with probes
aboard the Stratton Park Engineering Company, Inc. (SPEC) Learjet 25 [Lawson, 2011], which ﬂew at a speed
of about 200 knots. The Learjet ﬂew along the subsatellite tracks of the A-Train satellites to obtain cirrus size
distribution data in conjunction with sampling by the orbiting remote sensing instruments. The Learjet typi-
cally ﬂew long horizontal legs along subsatellite tracks during the overpass ﬂying level within the cirrus layer.
For this study, data from 11 overpass segments on different days were used in the comparison analyses
against CloudSat observations. The dates, start and end times, and latitude and longitude ranges for each
ﬂight segment are listed in Table 1. The Two-Dimensional Stereo (2DS) [Lawson et al., 2006] probe, the
Two-Dimensional Precipitation (2DP) probe, and the High Volume Precipitation Spectrometer (HVPS) were
onboard the Learjet, which sampled the cloud microphysical data used in this study. The 2DS measures ice
particles ranging nominally from 10 to ~1280μm in maximum dimension, and the 2DP or HVPS (for the
two ﬂights in June) was used for larger sizes up to approximately 3000μm. The 2DS had modiﬁed probe tips
during SPartICus to reduce the number of shattered particles. The effects of shattering on the probe tips were
investigated by using data collected during SPartICus and reported on by Lawson [2011]. He found that mod-
iﬁed probe tips signiﬁcantly reduce the number of shattered particles, but that a particle interarrival time
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algorithm is more effective than the probe tips designed to reduce shattering. Therefore, the interarrival time
algorithm was used in the processing of the SPartICus 2DS concentration data. The use of both modiﬁed
probe tips and the interarrival time algorithm is in agreement with the recent study by Jackson and
McFarquhar [2014] since they found that both methods need to be used to produce a more accurate
particle count.
The probe particle size distribution (PSD) data are averaged to a 10 s temporal resolution to achieve a balance
between a longer time that increases the statistical signiﬁcance of the particle sample and a shorter time that
better resolves the small-scale features of the sampled clouds. A 10 s averaging period also corresponds well
with the CloudSat footprint given the Learjet speed. Modiﬁed gamma distributions were then ﬁtted to the
combined PSD data, using either unimodal or bimodal PSD assumptions as appropriate. The best modality
was determined for each 10 s PSD, and then the gamma ﬁt parameters were calculated, as in

















where equation (1) is unimodal and equation (2) is bimodal, and No is the intercept, Do is the scale parameter,
and α is the shape parameter.
The gamma ﬁt parameters were used in a radar forward model along with additional assumptions, as
described below and in Posselt and Mace [2014, Appendix B], to calculate the in situ radar reﬂectivities. The
radar forward model requires backscatter cross sections (σb) as a function of size as an input and then inte-
grates that backscatter cross section weighted by the PSD to calculate a radar reﬂectivity factor, Z. Parameter
σb as a function of size for each PSD were determined by using the Transition Matrix (T-matrix) method
(TMM). TMM, formulated in 1965 by P. C. Waterman [Mishchenko et al., 1996], is used for the determination
of light-scattering properties by nonspherical particles. TMM is based on the linearity of Maxwell’s equations
and the known boundary conditions, which energy conservation imposes. An oblate spheroidal model is
most commonly adopted as the particle shape when TMM is applied to ice-particle backscattering properties.
TMM assumes that if a particle is composed of a mixture of materials (i.e., air and ice; ice and liquid; or air, ice,
and liquid), then the materials are homogenously mixed throughout the volume of a chosen particle geome-
try (i.e., spherical, oblate, prolate, hexagonal, and fractal). For this study the TMMwas adjusted to allow for an
input of arbitrary m-D relationships representing appropriate ice particle habits [Hammonds et al., 2014]. The
assumption that the particles consist of homogenously mixedmaterials allows for different m-D relationships
to be explored.
Integration of σb(D) in size increments of 0.02 cm from 0.01 to 1.9 cm following Matrosov [2007] across
each PSD by using speciﬁc m-D relations is accomplished following Posselt and Mace [2014]. Based on the
analysis of Hogan et al. [2012] the aspect ratio of cirrus particles is assumed to be 0.6. Using an extensive
in situ data consisting of 2-D probe data collected in ice clouds by the UK C-130, they found that this aspect
ratio best approximates natural ice clouds and is in agreement with the ﬁndings of Korolev and Isaac [2003].





Time Latitude Range (°N) Longitude Range (°W) Total Volumes Analyzed Volumes
3 Feb 19:53:27 20:04:30 39.504 to 40.489 99.187 to 99.498 43 27
10 Feb 19:42:39 19:51:07 32.001 to 32.798 98.541 to 98.758 62 8
19 Feb 19:59:14 20:12:13 34.822 to 35.772 97.801 to 98.072 64 34
22 Feb 20:33:37 20:41:40 36.849 to 37.472 106.118 to 106.303 49 21
26 Mar 20:18:28 20:33:50 38.294 to 39.462 106.547 to 106.906 66 10
30 Mar 19:50:33 19:57:41 36.095 to 36.737 99.710 to 99.898 41 8
1 Apr 19:42:44 19:52:47 38.035 to 39.002 97.192 to 97.487 79 27
17 Apr 19:45:01 19:49:34 36.653 to 37.104 96.772 to 96.905 41 15
24 Apr 19:51:44 20:00:16 36.522 to 37.298 98.257 to 98.486 49 11
11 Jun 19:46:06 19:51:23 37.018 to 37.469 98.417 to 98.550 34 20
12 Jun 20:26:05 20:33:28 41.804 to 42.501 110.721 to 110.953 64 13
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Hogan et al. [2012] ﬁnds that radar measurements in ice clouds are best modeled by treating the particles as
horizontally aligned oblate spheroids with an axial ratio of 0.6. This hypothesis was shown to be reasonable
and was also in agreement with ﬁndings of Matrosov et al. [2005a], when they compared differential reﬂec-
tivity and dual-wavelength ratios by using an axial ratio of 0.6. To calculate radar reﬂectivity factor with σb(D),







Dmin N Dð Þσb Dð ÞdD; (3)
where λR is the radar wavelength, which was set for w-band radar in this study to be comparable to the CPR;
|Kw|
2 was set to equal 0.75 (following Posselt and Mace [2014] and Protat et al. [2009]); and N(D) is the particle
size distribution, represented as either a unimodal or bimodal distribution as appropriate. Completing the
integral between themaximum andminimumdimensions for each bin, breaking the particle distribution into







0 Γ αþbz;iceþ1ð Þg Dð Þ
! "
; (4)
where az,ice and bz,ice are the prefactor and exponent, respectively, of a backscatter-dimensional power law,
g Dð Þ ¼ γ αþ bz;ice þ 1; t2 Dð Þ
# $% γ αþ bz;ice þ 1; t1 Dð Þ# $; (5)
where




Dmax and Dmin are the maximum and minimum dimensions of each bin, respectively, and γ stands for the
incomplete gamma ﬁt. For D used in TMM, az,ice is set to equal σb(D) and bz,ice is normally zero except for
when we interpolate between TMM-derived σb at sizes smaller than 0.01 cm. Finally, Ze per PSD is multiplied
by 108 as a unit conversion from cgs units to insure units of mm6m%3.
To combine the aircraft and CloudSat data, volumes measured by the SPEC Learjet that were close to the
CloudSat sample volumes in time and space were found. A difference in distance between satellite and
Learjet latitudes and longitudes of 5 km, as well as a difference in time of 5min, was computed for all points
to grab possible comparable points. Then to limit the comparable points even more the midpoint of the spe-
ciﬁed CloudSat satellite track was found and the Learjet point closest in distance to this satellite midpoint was
determined. The corresponding time of this Learjet point was recorded as the Learjet midpoint time.
Therefore, it was the CloudSat track midpoint to Learjet distance that selected the comparable Learjet ﬂight
leg, and then the time constraint kept the matching Learjet points to be within the selected ﬂight leg. This
methodology ensures that there are no overlapping Learjet ﬂight legs along the CloudSat track. The 10 s aver-
aged PSDs are then centered on the nearest CloudSat point, which provide one PSD for every CloudSat data
point, allowing for easy comparison of ZC and ZSpat each point. We decided to only use one PSD per CloudSat
volume because we found that using one m-D relationship to describe several consecutive 10 s PSDs was
unrealistic since these consecutive PSDs can be quite different. A two-dimensional histogram of time differ-
ence versus distance for all data under the above limitation is provided in Figure 1. About 10% of the data was
foundwith a time difference between 1 and 2min at a distance of about 4 km. In regard to the Learjet actually
being within the CloudSat beam even with these time and space limitations, the along-track variability
should be similar to the across-track variability, which is an error that is accounted for in the analysis.
Additionally, cirrus clouds are spatially extensive, so this is not expected to cause larger error. Deng et al.
[2013] conducted an evaluation of the impact of time and space offsets in this data set and found that the
time and space offset limits we are using here will not cause large uncertainties.
Since the purpose of combining the CloudSat and Learjet data is to estimate an am and bm relationship with
uncertainties, an optimal estimation (OE) algorithm is developed. An OE algorithm allows us to quantify the
uncertainty of the m-D relationship accounting for the various sources of error. The uncertainties in the esti-
mated values also provide information on the uncertainties in the calculation of the TMM backscatter cross
sections and, in turn, the forward-modeled radar reﬂectivity. The OE approach is described by Rodgers
[2000] and has been implemented by many others. Maahn et al. [2015] recently used OE to ﬁnd an m-D
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relationship as a function of tem-
perature by matching the func-
tional relation between effective
radar reﬂectivity factor and
Doppler velocity observed by radar
and forward modeled from in
situ data.
The basic assumption of OE is that
all input and output quantities, as
well as assumptions, are repre-
sented as probability distribution
functions (PDFs). The OE algorithm
implemented here attempts to
estimate the probability that the
m-D relationship derived from the
SPartICus PSDs, represented as
vector x, is the most probable x that is implied by the set of measurement. While am and bm covary there
is enough independence or uncertainty in their correlation that twomeasurement constraints in the OE algo-
rithm are needed to solve the problem, as is concluded in Maahn et al. [2015]. The measurement constraints
we use, referred to hereafter as vector y, are the ZC and the exponent of the A-D relationship (ba). An A-D
power law for each PSD was determined by using area distributions measured by the 2DS.
The estimation of x reduces to ﬁnding a minimum to a cost function, ∅:
∅ ¼ y " F xð Þð ÞT S"1y y " F xð Þð Þ þ x " xað ÞT S"1a x " xað Þ: (7)
Here F(x) is the most likely forward-modeled set of measurements, given x and assumptions that are neces-
sary to implement F. To compare with vector y, F(x) has the most likely Z and the most likely ba.
Sy is the covariance matrix of y
and consists of both the estimate
of observational error and the
uncertainties due to assumptions
in F(x). Therefore, Sy includes the
uncertainties in Z, which is the for-
ward model error (FME), and the
uncertainty in ba. We assume that
the FME is unique for each volume
and is equivalent to the standard
deviation of the radar reﬂectivity
from 10 perturbed PSDs (ZSp).
These 10 perturbed PSDs were cre-
ated by choosing a random subset
of six of the ten 1 s PSDs during a
10 s averaging period. Then the
standard deviation of ZSp com-
puted from the 10 perturbed PSDs
is taken as the FME. FME inﬂuences
the total fractional error in am and
bm. Quantifying this relationship
with am, as seen in Figure 2a,
shows that an FME of 1 dB corre-
sponds to a fractional error in am
of about 2, which happens to
be approximately the natural
Figure 2. (a) Relationship between the fractional error in am and the forward
model error calculated during optimal estimation. (b) Histogram of the FME
due to within-volume PSD variability for all volumes analyzed.
Figure 1. Two-dimensional histogram of the time and distance difference
between CloudSat and the Learjet for all data.
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variability in am. The FME for all
volumes analyzed is shown in the his-
togram shown in Figure 2b. The total
error we assume is then the FME
along with an assumed conservative
CloudSat dBZ uncertainty of 1 dB
[Tanelli et al., 2008; Protat et al.,
2009]. Because we cannot know the
true variability in the sample volume
except for along the direction of the
Learjet ﬂight, we then, conserva-
tively, double this uncertainty for
inclusion in the observational error
covariance, Sy.
The second term in equation (7)
represents prior information about
the statistics of x. The vector xa con-
tains the most likely climatological
quantities for what is being retrieved,
which, in this case, is the prefactor
and exponent of the m-D power
law. The value of xa was estimated
by ﬁrst ﬁnding regressions for am ver-
sus bm and bm versus ba from the m-
D and A-D relationships in Mitchell
[1996]; Table 1] (hereafter M96):
bm ¼ 0:51*log amð Þ þ 3:46 (8)
bm ¼ 1:46*ba % 0:354 (9)
Setting equation (8) to equal equa-
tion (9) and solving for am allow for
an am to be found with a known ba,
based off of the prior information
given in M96. Then equation (8) is
used to calculate bm. This am and bm pair is then xa. Sa is the covariance of xa; therefore, we use the m-D rela-
tions fromM96 here as well. The diagonal elements of Sa are the variances of am and bm. The variance of am is
tricky due to its approximate lognormal variation, but it is set to equal the square of the standard deviation of
M96 am divided by the mean of M96 am, which is around 9.2. The variance of bm is simply the variance of M96
bm, equaling about 0.11. The covariance of am/bm in Sa is determined by using a correlation calculated
between the M96 am (in log form) and bm, which is approximately 0.95.
Assuming that the forward model is linear in a narrow region of the solution space and that the PDFs are
Gaussian, the solution that minimizes ∅ can be obtained by executing Newtonian iteration,




y y % F xið Þð Þ % S%1a xi % xað Þ
h i
; (10)
where the subscripts i and i+ 1 imply iterates and K is the weighting function or Jacobian matrix of the for-
ward model with respect to the state vector (K ¼ ∂F#∂x ). The iteration begins with a ﬁrst guess of am and bm
and then proceeds until convergence of the solution is met or the solution diverges.
The retrieved am and bm values tend to be dependent on the ﬁrst-guess values because of the nonlinearities
in the problem. Our goal is to arrive at a ﬁrst guess that is a close approximation of the ﬁnal result. Then, the
retrieved values tend not to diverge far from the ﬁrst guess (less than 10% for am and 1% for bm). Therefore, a
reasonable ﬁrst guess needs to be derived. Reasonable here is deﬁned as 1< bm< 3 and 0.0001< am< 0.13.
Figure 3. For the case study of 3 February 2010 MODIS, the (a) visible image
and (b) thermal infrared image over southern Nebraska and northern Kansas.
The red line represents the CloudSat satellite track, while the yellow (black)
line in the visible (IR) image represents the SPartICus Learjet ﬂight track.
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We used the same methodology used to calculate xa as described above to calculate an am and bm for each
volume by using equations (8) and (9). The radar reﬂectivity calculated from the initial am and bm is compared
to the CloudSat radar reﬂectivity, ZC. The minimum difference between these reﬂectivities for each volume is
found by varying ba by the uncertainty in the ba power law ﬁt from the ba found in the 2DS PSD A-D relation-
ship that tends to range between 10 and 20%. For each volume, the am and bm values that correspond to the
minimum difference between the forward-modeled Z and the CloudSat ZC become the ﬁrst guess to be used
in the OE algorithm.
As stated, a reasonable ﬁrst guess allows for reasonable results if convergence criteria are met. The associated
covariance of the retrieved m-D power law is derived from
Sx ¼ S"1a þ KTx S"1y Kx
! ""1
: (11)
Sx is composed not only of instrument noise but also of uncertainties in the forward model as discussed
above. Examples of such parameters would be assumptions regarding single-scattering properties or refrac-
tive indices and those regarding the PSDs, as well as assumptions that are made to obtain the ﬁrst-guess
atmospheric state. One assumption that we make and attempt to evaluate is that one SPartICus PSD is repre-
sentative of one CloudSat resolution volume.
After running OE for each comparable ZSp and ZC for each ﬂight with the above methodology and spe-
ciﬁcations, if convergence is met, then the outputs are an optimal am/bm pair that relates the measured
PSD to ZC for each CloudSat volume accounting for the uncertainties in the measurements and assump-
tions. To further characterize the uncertainty in forward-modeled Z due to uncertainties in m-D and the
estimate of backscatter cross sections, we use a bootstrap approach where the mean, standard devia-
tions, and covariance of the am/bm pairs from equation (11) are used to create perturbed backscatter
cross section-size relationships from which radar reﬂectivities are calculated. These calculated backscatter
cross sections and reﬂectivities have an implied uncertainty that arise from the uncertainties from both
am and bm.
Figure 4. For the ﬂight segment on 3 February 2010, plotted versus latitude. (a) CloudSat radar reﬂectivity with the Learjet
path plotted in yellow line. (b) PSD concentration contoured for each particle size in microns. (c) Time difference in minutes
(black) and distance in kilometers (blue) between CloudSat and Learjet for each volume. The black and red arrows indicate
location of volumes represented in Figures 6 and 7 (black arrow in Figures 6a and 7a and red arrow in Figures 6b and 7b).
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2.1. Case Study: 3 February 2010
The case study that we present to help illustrate the methodology is taken from the ﬂight segment that
occurred on 3 February 2010. The CloudSat satellite track along which the Learjet ﬂew was over southern
Nebraska and northern Kansas. The satellite path and ﬂight track are shown in the Moderate Resolution
Imaging Spectroradiometer (MODIS) visible image and thermal infrared image in Figure 3. As discussed
above, only the data taken along the ﬁrst satellite-Learjet ﬂight track are used for analysis, even though
further Learjet ﬂight tracks are shown in Figure 3. This ﬂight segment had a mean temperature of !41
± 4.43°C, a mean particle number concentration (N(D)) of 26.99 ± 48.81 L!1, and a mean ice water content
of 0.0166± 0.011 gm!3, which was derived from the PSDs by assuming the ﬁrst-guess m-D relationship.
The contoured CloudSat radar reﬂectivities in Figure 4a show that the Learjet (altitude of Learjet shown as a
yellow line) ﬂew through a cirrus cloud at a steady altitude of just below 9 km, where Zc ranged between!20
and about!10 dBZe. Focusing on the contoured PSD N(D) shown in Figure 4b, the ﬂight segment began with
Figure 5. CPI images taken during the ﬂight on 3 February 2010, with locations during ﬂight labeled in Figure 4b with 5a
and 5b.
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the probes mostly sampling larger
particles (1600μm<D< 3200μm) at
relatively higher concentrations with
very limited smaller particles
(20<D< 1600μm). This segment of
the leg corresponds as expected with
larger Zc. Then about halfway through
the ﬂight segment, around 40°N lati-
tude, the size of the particles being
sampled decreased and there was a
relatively higher concentration of
small particles corresponding with a
decrease of Zc to the !20 dBZe range.
This higher concentration of small
particles continued to the end of the
ﬂight segment with particle sizes
being less than or equal to 1600μm.
The Cloud Particle Imager (CPI)
images for this ﬂight segment qualita-
tively support these ﬁndings, where
Figure 5 shows two different CPI
image collections at 2 times during
the ﬂight segment, labeled as “5a”
and “5b” in Figure 4b. Figure 5a shows
relatively larger particle images col-
lected near the beginning of the ﬂight
segment, and Figure 5b shows rela-
tively smaller particle images col-
lected at the end of the ﬂight segment. Higher concentrations (~10 L!1) of larger particles correspond to
larger CloudSat radar reﬂectivities, while the shift in the PSDs to smaller particles near the end of the segment
corresponds to smaller CloudSat reﬂectivities.
Figure 4c shows the time difference in minutes (black) and distance in kilometers (blue) between CloudSat
and the Learjet at each volume. To ensure an accurate comparison between CloudSat and SPartICus, only
data corresponding to a time difference of less than 5min, a distance less than 5 km, and a difference
between the retrieved Z and the measured CloudSat Z less than 5 dB are used in this case study analysis hen-
ceforth. These limitations amounted in a total of 27 volumes for the ﬂight on 3 February 2010.
To illustrate our approach, volume 19 in the ﬂight segment, which is indicated in Figures 4a and 4b with the
black arrows, had a calculated FME of 1.19 dB and a CloudSat Z equaling!13.95 dBZ. The 10 perturbed aver-
aged PSDs that were used to calculate the FME are shown in Figure 6a. This ﬁgure shows the natural varia-
bility and the statistics of the sample of particles in the PSDs for this speciﬁc volume, which is relatively
small due to the 1 s averaging time. We ﬁnd a fairly good agreement in the PSD between 200 and about
500μm (besides two 1 s averaged PSDs) but much divergence at the small end of the PSD and, importantly,
for the radar reﬂectivity, some divergence at sizes larger than 500μm. By contrast Figure 6b shows a counter-
example (volume 29, indicated in Figures 4a and 4b with the red arrows) from this case where the FME was
found to be greater (1.46 dB). In this PSD there is much more divergence at the larger sizes compared to
volume 19. The retrieved OE am and bm with their standard deviations are 0.00133 ± 0.0062 g cm!bm and
2.39 ± 0.133 for volume 19 and 0.0059 ± 0.0032 g cm!bm and 2.25 ± 0.171 for volume 29.
We ﬁnd it useful in evaluating the retrieved m-D relationship to compare the results to a common reference
in addition to the am/bm statistics. In the forgoing analysis, we will depict how the choice of m-D relationship
inﬂuences the mass and backscatter cross section of an arbitrarily chosen 400μm ice crystal. Along this line,
Figure 7 presents three different histograms for the two volumes (volume 19 in Figure 7a and volume 29 in
Figure 7b): the mass of a 400μm crystal calculated with the derived am and bm PDF for this volume (top), the
Figure 6. Ten perturbed PSDs used to calculate the forward-model error
for the (a) 19th volume and (b) 29th volume during the ﬂight segment on
3 February 2010, labeled in Figure 4 with black and red arrows,
respectively.
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PDF of backscatter cross section at 400μm due to the variability in m-D relationship (middle), and the simu-
lated radar reﬂectivity of the full PSD (bottom). The backscatter cross section and simulated radar reﬂectivity
were calculated with a bootstrap approach from the am and bm Gaussian PDFs. The red vertical line repre-
sents the CloudSat measured Z for each volume. We ﬁnd that the mass histograms for both volumes are
approximately Gaussian, which is expected due to both am and bm being Gaussian. However, the histograms
for backscatter cross section are exponential, while the radar reﬂectivity histograms are Gaussian distribu-
tions again. One can venture to say that the radar reﬂectivity factor histograms are a combination of the mass
and backscatter cross section histograms. The broadness of the allowable backscatter cross sections causes
the broadness to the Gaussian radar reﬂectivity factor distribution. Also, it is likely that the larger FME in
volume 29 causes the Gaussian PDF of radar reﬂectivity to be broader than that of volume 19.
A two-dimensional histogram (hereafter 2DH) of the retrieved mean values of am/bm pairs for this ﬂight seg-
ment is shown in Figure 8a. This histogram shows a modal am/bm with a slight spread in both am and bm.
Figure 8b presents a histogram of the calculated mass of a 400μm crystal with the m-D relationships shown
in Figure 8a. A sensitivity study of how the results are sensitive to the allowable time difference was com-
pleted. Figure 8c shows that when only data corresponding to a time difference of less than 3min were used
in the analysis the results are very comparable to that of less than 5min. This shows that despite the lower
number of samples, the results converge to the same values, which shows that none of the variability is
due to the allowance for 3 or 5min time difference. Figure 8d shows the histograms of the FME for volumes
with time differences less than 5min (black) and 3min (red) in this ﬂight segment. Note that, once again,
there seems to be no sensitivity to time difference.
As discussed above, the mean and uncertainties of the retrieved am and bm imply correlated Gaussian PDFs
for each volume per the assumptions of OE. If we allow that each retrieval represents a PDF and, use a boot-
strapping approach, sample each of those PDFs equally, a 2DH of the implied am/bm pairs can be shown that
Figure 7. Histograms of calculated mass of a 400 μm crystal from retrieved m-D relationship, 400 μm backscatter cross
section, and simulated radar reﬂectivity, for the (a) 19th volume and (b) 29th volume in 3 February 2010 ﬂight segment.
The red line represents the measured CloudSat radar reﬂectivity for each volume.
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represents our most reasonable representation of the am/bm distribution implied by the retrieval. The 2DH
for this ﬂight segment is shown in Figure 8e, where only pairs with frequency greater than 1% of the max-
imum frequency were plotted. Note that the modal am/bm pair of the 2DH in Figure 8a is one of the modal
pairs when uncertainties are not included for both time constraints. To accompany this 2DH, a histogram of
the mass of a 400μm crystal for all allowable m-D relationships with uncertainties in this ﬂight segment is
presented in Figure 8f. The red line plotted on this histogram (as well as in Figure 8b for easy comparison) is
the mass associated with a 400μm crystal using the mass power law for assemblages of planar polycrystals
in cirrus clouds found in Mitchell [1996] (i.e., m=0.00739D2.45), as suggested by the ice crystal images in
Figure 5. It should be mentioned along with this comparison that the relationship found in Mitchell
[1996] was based on a very small sample of particles collected at the ground, which is signiﬁcantly different
than that of particles sampled during SPartICus. Therefore, the mean of the mass histogram for this ﬂight
segment is slightly larger than the mass calculated from the planar polycrystal power law found in
Mitchell [1996], and there is signiﬁcant variability about this mean value. Comparing this mass histogram
to the mass histogram of the m-D relationships without uncertainty (Figure 8b), one can see that the uncer-
tainties broaden the mass distribution, which is expected since they also broaden the allowable am/
bm pairs.
Figure 8. For the ﬂight on 3 February 2010: (a) two-dimensional histogram of the retrieved am/bm pairs corresponding to a
time difference of less than 5min, (b) histogram of a mass of 400 μm crystal from m-D relationships plotted in Figure 8a,
(c) two-dimensional histogram of the retrieved am/bm pairs corresponding to a time difference of less than 3min,
(d) histograms of FME for each volume having time differences less than 5min (black) and 3min (red) in this ﬂight segment,
(e) two-dimensional histogram of the pairs with the am and bm uncertainties represented as Gaussian PDFs, and
(f) histogram of a mass of 400 μm crystal from m-D relationships plotted in Figure 8e.
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3. Results and Discussion
3.1. Comparison of Differing Synoptic Cases
Looking at the other ﬂight segments that were analyzed in this study, we ﬁnd two that present an interesting
contrast due to large differences in the synoptic scale meteorology. The ﬂight segment on 17 April 2010
occurred over northern Oklahoma, where the Learjet ﬂew through a convectively active region with anvil out-
ﬂow and surface precipitation. The ﬂight segment on 12 June 2010 was over the southwestern tip of
Wyoming during a cold late-spring storm. The MODIS thermal IR images for each ﬂight segment are shown
in Figure 9. The contoured CloudSat-measured Zc, contoured particle concentrations, and time and distance
difference for each volume for both ﬂight segments are shown in Figure 10. One can easily see the convective
cell with anvil outﬂow and fall streaks during the 17 April ﬂight segment and the mild convective structure
throughout the ﬂight segment on 12 June. Note that the Learjet ﬂew at a higher altitude during the 17
April ﬂight segment compared to that on 12 June. The probes on the Learjet collected larger particles in both
ﬂight segments, but on 17 April, they collected much higher concentrations of medium-sized particles than
on 12 June. The mean particle concentration and standard deviation for the 17 April ﬂight segment is 46.89
± 54.71 L!1 and that for 12 June is 23.86 ± 17.09 L!1, which supports the plots of the particle concentrations
for each ﬂight segment. A few of the CPI images are found in Figures 10c and 10d, which show the difference
in the type of ice crystals that were measured in each case. The anvil top in the 17 April ﬂight segment tended
to have more bullet rosettes, while the synoptic-scale storm on 12 June had more aggregate-type ice parti-
cles. CloudSat measured a very similar range in radar reﬂectivities for both ﬂights, ranging from!15 to 1 dBZ.
The 17 April ﬂight has 15 analyzed volumes, and the 12 June ﬂight has 13, which allows for a
good comparison.
2DHs of the retrieved am/bm pairs without and with uncertainties for each ﬂight segment were created and
are shown in Figures 11a–11d. Looking at the mass histograms with uncertainties included shown in
Figure 11e, the 17 April retrievals (red line) seem to show a bimodal distribution, which is not seen in the
12 June case (blue line). The 12 June case has a much smaller frequency of mass, possibly due to m-D rela-
tions with smaller am. Comparing these distributions to those of the ﬂight segment on 3 February (shown
as the black line in Figure 11e), the 3 February case has a much greater frequency of mass compared to
the other two ﬂights and also no bimodality. The 3 February case mean is also closer to M96 m-D relation
which is the vertical yellow line.
All in all, the three ﬂight segments analyzed above present very different synoptic cases and all have very dif-
ferent ice crystal properties. The ﬂight segment on 3 February is more typical of a winter jet stream cirrus
cloud, while the ﬂight segment on 17 April appears to be cirrus detrained from convection with predomi-
nately bullet rosette ice crystals imaged by the CPI, which probably creates the bimodality in the mass
Figure 9. MODIS thermal IR images of ﬂight segments on (a) 17 April and (b) 12 June 2010.
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distribution. However, even the results between these two ﬂight segments are quite different, especially
when comparing their mass distributions. As for the ﬂight segment on 12 June, due to its convective nature
(though mild), one would expect the results for this ﬂight to be very different compared to the more cirrus-
like ﬂight segments, but this is only seen in the mass distribution. These results are compared to those found
in Heymsﬁeld et al. [2010] (H10 in ﬁgure) where they did a linear ﬁt along m-D relationships for stratiform cir-
rus and convective cirrus. These lines are found in Figures 11a and 11c. The convective cirrus ﬁt seems to
compare better with the results found in this study for both the 17 April and 12 June ﬂights. All of these con-
clusions support that not just one speciﬁc habit can be used to describe ice clouds, but more so a continuum
of habits.
3.2. All Flight Segments Combined
As is determined in previous studies [i.e., Maahn et al., 2015] the choice of the PSD parameterization affects
the forward-modeled reﬂectivity. Maahn et al. [2015] concluded that forward-modeled reﬂectivities were
most consistent with observed radar reﬂectivities when a gamma distribution estimated by using a moment
preserving approach is used similar to the technique we used in this work. However, there is still question as
Figure 10. Similar to Figure 4 but for the ﬂight segments which occurred on (a) 17 April and (b) 12 June 2010. (c and d) CPI images taken from both ﬂight segments
labeled in Figures 10a and 10b, respectively.
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Figure 11. Flight segment on 17 April 2010: (a) retrieved mean am/bm pairs and (b) pairs with uncertainties included. Flight segment on 12 June 2010: (c) retrieved
mean am/bm pairs and (d) pairs with uncertainties accounted for. (e) Mass histograms of retrieved m-D relationship with uncertainties for convective-type ﬂight
segments (17 April and 12 June) and cirrus-type ﬂight segment (3 February). Figures 11a and 11c have comparisons to Heymsﬁeld et al. [2010] (H10).
Figure 12. Scatterplot of radar reﬂectivity calculated from the gamma function ﬁtted to the binned data (blue) and calcu-
lated from the binned data (black) for each analyzed PSD, compared to the corresponding observed CloudSat reﬂectivity.
The bias in the binned data is due to the discrete sizes and the nonlinearity in backscatter cross section with size.
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to whether our approximation to the actual PSD accurately replicates the CloudSat radar measurements
when weighted by an appropriate backscatter cross section. To investigate this further, we used three ver-
sions of the PSD approximation to forward model the CloudSat radar reﬂectivity. First, a version (version 1)
of the radar reﬂectivity was calculated by using the originally measured and binned particle distribution data
by using the mean size of each bin to apply the backscatter cross section. The total backscatter cross section
was then determined for each PSD by summing the backscatter cross section in each size bin after multiply-
ing by the number of particles in that bin. In a second version (version 2), the PSDs approximated by the
gamma function ﬁt were used to calculate the radar reﬂectivity with the method described by Posselt and
Mace [2014, Appendix B]—the method we use in this work. Third (version 3), we took the gamma
function-approximated PSDs (i.e., those in version 2) and sampled the functional ﬁts so as to create a syn-
thetic version of the observed PSDs in the discrete sizes of the observed and binned data. Then, the approach
used in version 1 was used to calculate the radar reﬂectivity. Radar reﬂectivities derived from the three ver-
sions of the PSD data by using backscatter cross sections derived by using m-D relationships retrieved with
the methods described in this paper are then compared with the CloudSat reﬂectivity. We ﬁnd that both the
original binned data (version 1) and the binned data created from the gamma ﬁtted PSDs (version 3) agree
closely with each other but result in an approximately 5 dB high bias compared to CloudSat, while the reﬂec-
tivity calculated by using the functional form of the PSD (i.e., version 2) agrees well with CloudSat, as shown in
Figure 13. For all ﬂights combined: (a) two-dimensional histogram of retrieved am/bm mean pairs, with comparisons to Heymsﬁeld et al. [2010] (H10); (b) two-
dimensional histogram of retrieved am/bm pairs with uncertainties; (c) mass of a 400 μm crystal from retrieved m-D relationships with uncertainties; (d) 400 μm
backscatter cross section with uncertainties; (e) simulated radar reﬂectivity and measured CloudSat radar reﬂectivity; and (f) same as Figure 13e except with uncer-
tainties included.
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Figure 12. Because the original
binned data (version 1) as well as
the synthetic version of the
binned data (version 3) derived
from the gamma ﬁts (version 3)
produce the same high bias, we
conclude ﬁrst that our approach
to approximating the PSD by
using gamma functions is reason-
able. While somewhat speculative,
we conclude secondly that the
high bias from the binned data is
the result of the discrete sizing
since the backscatter cross section
is such a strong nonlinear function
of size.
Similar plots as shown earlier were
created for all ﬂights, as shown in
Figure 13. In Figure 13a there is a
signiﬁcant spread in the retrieved
m-D in both am and bm. The am/bm
pair with the highest data count
has 9 counts out of the total of
168, which is only about 5% of the
data. For comparison with a pre-
vious study the m-D relationships
found in Heymsﬁeld et al. [2010]
(H10 in ﬁgure) are also plotted in
Figure 13a. The previous study has
am and bm values that align with
the spread of our retrieved m-D.
This supports our initial ﬁnding that
the microphysical characteristics of
ice crystal populations cannot be
easily categorized with one or even
a few m-D relationships. This same
conclusion was found in Fontaine
et al. [2014] for tropical clouds and
in Heymsﬁeld et al. [2010] for six dif-
ferent ice cloud ﬁeld campaigns.
The 2DH in Figure 13b shows the distribution am/bm pairs that account for the uncertainty in the retrieval.
Because it represents each retrieval as a distribution according to the uncertainty, this 2DH represents our
best representation of the m-D statistics diagnosed from the combined SPartICus and CloudSat data. To
accompany this 2DH, histograms of the mass and backscatter cross section of a 400μm ice crystal and
the simulated radar reﬂectivities for all ﬂights combined were also created (Figures 13c–13f). An interest-
ing point with these plots is that the backscatter cross section for all ﬂights combined (Figure 13d) is
Gaussian, which was not seen when only the data from one volume resolution were plotted (Figure 7).
Figure 13e shows a histogram of the simulated radar reﬂectivities and the measured CloudSat radar reﬂec-
tivities for all ﬂights. There is good agreement between these histograms, which is expected since the dif-
ference between observed and simulated reﬂectivity was minimized by the use of OE. Figure 13f shows a
similar histogram of measured CloudSat reﬂectivities and simulated radar reﬂectivities, but this time with
uncertainties in simulated reﬂectivities included. A larger spread in reﬂectivities is still present in
this ﬁgure.
Figure 14. (a and b) Two-dimensional histograms of retrieved am/bm pairs
for all ﬂights combined, in temperature groups T<!40°C and T>!40°C,
respectively. (c) Histograms of a mass of 400 μm crystal for each temperature
group.
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For further analysis of the retrieval results, all retrieved am/bm pairs with the uncertainties included for all
ﬂight segments were grouped by temperature and dBZ and 2DHs were created. Two temperature groups
were created, one with temperature less than !40°C and the other with temperature greater than !40°C.
The 2DHs of the retrieved am/bm pairs in these groups are shown in Figure 14, and the contour range is kept
constant between them for easy comparison. Once again the effect of retrieval uncertainty is realized by the
variability in the m-D relationships. A temperature dependence is found, but the implication is somewhat
counter intuitive. As temperature decreases the distribution of am/bm pairs, as well as the modal pair,
migrates to smaller am and bm. The broader distribution at warmer temperatures has a predictable effect
on the 400μm ice crystal mass distribution in that it is broader on the larger mass end with a mean value that
is larger than the mean of the colder volumes.
The CloudSat dBZs were divided into quartiles: !30 ≤ dBZ<!25 (quartile 1), !25 ≤ dBZ<!20 (quartile 2),
!20 ≤ dBZ<!15 (quartile 3), and !15 ≤dBZ< 0 (quartile 4). No data corresponding to CloudSat reﬂectivity
factors greater than 0 dBZ were analyzed due to its rarity in this high cirrus data set. As in Figure 14, 2DHs of
retrieved am/bm pairs including uncertainties were created for all dBZ groups, which are presented in
Figure 15. As expected, the variability in allowable am/bm pairs is high again. The differences among the
am/bm distributions in the dBZ quartiles show that as dBZ increases, the values of am and bm increase.
These statistics suggest an evolution in microphysics as a function of dBZ. The variability in am/bm and the
evolution of am/bm with dBZ have implications for retrieval algorithms and forward modeling of dBZ in ice
Figure 15. (a–d) Two-dimensional histograms of retrieved am/bm pairs including uncertainties for all ﬂights combined, in different ranges of measured CloudSat
radar reﬂectivity. (e) Histograms of a mass of 400 μm crystal for each CloudSat radar reﬂectivity group.
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clouds since use of single values is
clearly not realistic. The mass distri-
butions of a 400μm ice crystal are
also shown in Figure 15e for each
dBZ group, where it is seen that
as dBZ increases, so does the mean
mass, especially for the greater
dBZ quartiles.
To show the effects of the
am/bm uncertainties on calculated
reﬂectivity factors contoured fre-
quency with altitude diagrams
(CFADs) were created for the
CloudSat-measured reﬂectivities,
the SPartICus-simulated reﬂectiv-
ities, and the SPartICus-simulated
reﬂectivities with uncertainties
(Figure 16). Note that the CFAD
for CloudSat does not show dBZ
less than !30 because CloudSat
does not measure below this value.
The ﬁrst observance is the broad
spread in the simulated SPartICus
reﬂectivities with uncertainties
included, but note that the modal
dBZ/altitude point is the same
between all three plots. This is
good proof that OE is working. As
for the spread with uncertainties
included, our imperfect knowledge
of the m-D relationship, as well as
the backscatter cross sections,
implies a proportionally imperfect
forward-modeled dBZ. However,
we emphasize that this representa-
tion of uncertainty represents our
best understanding of the effect
of variability in m-D on forward-
modeled radar reﬂectivity.
4. Summary
The statistics of microwave single-scattering properties of ice crystals in the atmosphere are not well known,
and therefore, remote sensing of ice clouds and ice precipitation has large uncertainties due to the natural
variability in ice crystal physical properties. Typically, assumptions about the single-scattering properties
are made in radar forward models for simpliﬁcation, but this induces uncertainties of unknown magnitude
on the forward models. To quantify these uncertainties, CloudSat reﬂectivity values were combined with
coincident PSDs collected in situ by the SPEC Learjet. This combined description along with uncertainties
due to PSD variability were used to infer an optimal m-D relationship by using an optimal estimation inver-
sion algorithm. The SPartICus reﬂectivity factors were calculated following Posselt and Mace [2014] by using
the T-matrix method to calculate the backscatter cross sections as described in Hammonds et al. [2014], which
allows for input of arbitrary m-D relationships, allowing us to model the sensitivity of the radar reﬂectivity to
the m-D relationship. OE allowed for a rigorous estimate of uncertainty per volume, and these uncertainties
are then associated with uncertainties in the forward model.
Figure 16. Contoured frequency with altitude diagrams for all ﬂights com-
bined of (a) CloudSat-measured radar reﬂectivity, (b) SPartICus-simulated
reﬂectivities from retrieved am/bm pairs, and (c) SPartICus-simulated reﬂec-
tivities with uncertainties.
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We note three primary ﬁndings from this work. First, because ice crystal properties vary widely, speciﬁc ice
crystal habit assumptions in algorithms and models that do not account for the uncertainty in those assump-
tions are misguided. Ice crystal properties are best represented by a continuum whose statistics covary with
conditions. However, our present capacity for being able to specify these statistics is very limited, and there-
fore, uncertainties due to ice crystal properties remain a dominant source of uncertainty in model predictions
and cloud property retrieval algorithms. Second, there are signiﬁcant differences in the am/bm statistics due
to temperature and dBZ (Figures 14 and 15). This suggests that the microphysics may be more dependent on
local environmental conditions like temperature rather than other factors such as possibly synoptic scale for-
cing, aerosols, and/or something else. The effect of synoptic-scale forcing will be explored in future research.
Lastly, we ﬁnd that the variability in am and bm contributes to the uncertainty of the forward-modeled radar
reﬂectivity. In situations where the PSD is better known such as in this study from an in situ measurement or
perhaps from microphysical properties predicted by a model, the forward model radar reﬂectivity cannot be
considered deterministic but must be represented as a probability distribution. This is so because the back-
scatter cross sections are not deterministic due to the fact that the microphysical characteristics of the ice
crystals (here represented as an m-D relationship) can only be known probabilistically and at that not very
well. Thus, given a PSD, a rigorous comparison of a forward-modeled measurable such as Z with an observa-
tion must account for the range of possibilities in unsimulated or unmeasured assumed parameters that
inﬂuence the forward calculation. This uncertainty can be applied to either the measurement or the
forward-modeled quantity, but it must be accounted for in the comparison between the forward-modeled
value and the observation. Otherwise, incorrect conclusions regarding the validity or lack thereof of a com-
parison could easily be drawn. Consider for instance a case where a forward-modeled Z is different from a
CloudSat measurement by 3 dB or a factor of 2 in Z. Such a difference might be considered large, given that
the measurement error in CloudSat Z is on the order of 1 dB. However, when one considers that the natural
variability in, or lack of knowledge of the microphysical characteristics of the ice (m-D relationship, say),
results in a distribution of backscatter cross section that results in a PDF of forward-modeled Z that has a
3 dB standard deviation, then a difference of 3 dB between measurement and forward model may be
completely reasonable.
For future research, different data sets from different ﬁeld campaigns can be used for comparison studies.
Determining the results of different cloud types, different geographical locations, etc. would be greatly infor-
mational and useful. However, characterizing the properties of ice particles still needs to be improved and
perhaps by using in situ data collected in conjunction with remote sensors to quantify the variability of mass
within ice crystals as a function of environmental conditions would also be beneﬁcial.
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Abstract Remote sensing retrievals and ice microphysical parameterizations in global climate models
typically use assumptions about the distribution of ice mass as a function of particle size using mass-
dimensional (m-D) relationships. This study investigates the ice crystal m-D properties of tropical anvil cirrus
during the Tropical Composition, Cloud and Climate Coupling Experiment (TC4) to better document the
distribution of ice mass with size in this particular class of tropical ice clouds. Two optimal estimation
algorithms (XIWC and MZ) are used to estimate the m-D relationship for each particle size distribution (PSD)
collected in situ. The XIWC algorithm minimizes the difference between measured ice water content (IWC)
and PSD calculated IWC, while the MZ algorithm minimizes the difference between measured radar
reﬂectivity factors and those calculated from the in situ PSDs. Results from these algorithms are compared to
previous studies to establish consistency of the methodologies. The XIWC results show that both parameters
in the m-D relationship increase with temperature. Changes in m-D with temperature have substantial
implications for remote sensing retrievals. With the prefactor varying by a factor of 5 and the exponent
varying by some 16% over a typical range of ice cloud temperatures, forward modeling errors in radar
reﬂectivity could be typically in excess of 5 dB, further suggesting that retrievals of IWC and precipitation
rates from radar measurements in ice clouds be in error by factors easily exceeding 3.
1. Introduction
Interpretation of remote sensing data from ice andmixed phase cloud environments is made more uncertain
due to a lack of prior knowledge of the variability in ice crystal mass, area, and other assumed parametric rela-
tionships that together characterize the essential properties of the nonspherical nature of ice crystals here-
after referred to as ice particle shapes. The distribution of ice mass with size, a key descriptor of the ice
particle habit or shape, cannot be unambiguously derived from in situ data, even when bulk mass and
particle size distributions (PSDs) are measured independently (A. J. Heymsﬁeld et al., 2010). Estimations of
the distribution of ice mass with size have been accomplished using relationships between particle area
and particle mass, along with bulk mass and PSD measurements (Heymsﬁeld, Schmitt, & Bansemer, 2013).
Moreover, ice crystal habits are extremely varied and irregular shapes are predominant in natural clouds
(Bailey & Hallett, 2009; Korolev, Isaac, & Hallett, 1999), which make it difﬁcult to classify populations of natural
ice crystals as being composed of discreet shapes or to select, without considerable ambiguity, such discreet
shapes from empirical informationwhen ice crystal properties need to be assumed. Modeling applications are
also dependent on either assuming the ice particle shape or predicting the shape (Lin & Colle, 2011; Morrison
&Milbrandt, 2015) where the sensitivity to these assumptions ranges across scales from cloud resolvingmod-
els (i.e., that attempt to simulate the processes such as aggregation directly) to global climate models (GCMs)
that must parameterize the loss of ice mass due to sedimentation (Ivanova et al., 2001; Mitchell et al., 2008).
Cloud microphysics parameterizations used in GCMs, such as those discussed in Morrison and Milbrandt
(2015) and Thompson et al. (2008), must make assumptions about ice mass as a function of size. The
Morrison and Milbrandt (2015) scheme uses several different mass-dimensional (m-D hereafter) relationships
based on particle size, assumed shape, and growth process. The Thompson et al. (2008) scheme also uses an
assumed m-D relationship for snow. Therefore, m-D relationships in both schemes are dependent upon and
limited by shape characterization, which implies uncertainties in model predictions. It would seem to make
sense to transition to parameterized m-D relationships that are more physically based and represented as
a statistical continuum that is a function of the physical properties to which the m-D statistics are sensitive.
Cloud and precipitation property retrieval algorithms that treat ice clouds applied to remote sensing data are
typically required to make assumptions regarding ice crystal mass versus size (Deng et al., 2010; Matrosov &
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Heymsﬁeld, 2008; Delanoe & Hogan, 2008, 2010; among others). For simpliﬁcation, assumptions regarding
the ice crystal microphysical properties, such as m-D relationships as well as others, are often necessary in
retrieval algorithms. A power law is commonly assumed to represent the variation of ice particle mass (m)
with respect to particle size (Brown & Francis, 1995; Mitchell, Zhang, & Pitter, 1990; Nakaya & Teranda,
1935; among others):
m ¼ amDbm ; (1)
where here D is the maximum dimension of a nonspherical ice crystal. This power law has been used widely
in calculations of radar reﬂectivity factor and retrievals of ice water content (IWC), with various remote
sensing measurements (Deng et al., 2010; Matrosov & Heymsﬁeld, 2008; Delanoe & Hogan, 2008, 2010;
among others). Also, it is becoming increasingly apparent that choosing speciﬁc power law parameters tend
to drive uncertainty in both modeling and retrieval algorithm applications (Hammonds, Mace, & Matrosov,
2014; Heymsﬁeld, Matrosov, & Wood, 2016; Mace & Benson, 2017). Instead of discrete shapes assumed to
exist under speciﬁc conditions, ice crystal properties seem to be best represented by a continuum whose
statistics covary with conditions (Mascio &Mace, 2017; Xu &Mace, 2017; hereafter M17 and X17, respectively).
With these ideas in mind, the main objective of this study is to examine the am and bm properties of the m-D
relationships of the tropical ice clouds (hereinafter referred to as cirrus) that were sampled during the Tropical
Composition, Cloud and Climate Coupling Experiment (TC4) (Toon et al., 2010). Two optimal estimation (OE)
algorithms, MZ and XIWC, are used to derive the am and bm properties and associated uncertainties. The MZ
algorithm (explained in depth in M17) uses a combination of remotely sensed and in situ observations taken
onboard the NASA ER-2 and collected on the DC-8 aircraft during TC4, while the XIWC algorithm (explained in
depth in X17) is solely based on in situ observations collected from the DC-8. MZ minimizes the difference
between an observed reﬂectivity factor (dBZe) and a radar reﬂectivity factor calculated from in situ-measured
particle size distributions (PSDs) to determine an optimal am and bm. XIWCminimizes the difference between
observed IWC and IWC calculated from a measured PSD to estimate an optimal am and bm.
To establish the validity of these results, a comparison of the two algorithms is presented as well as a
comparison of the algorithms to previous work (Schmitt & Heymsﬁeld, 2010; A. J. Heymsﬁeld et al., 2010;
Fontaine et al., 2014; Heymsﬁeld et al., 2016; hereinafter SH10, H10, F14, and H16, respectively). SH10
describes a technique that utilizes fractal geometry to calculate the m-D relations for small cloud particles,
mainly ice crystal aggregates. Results from simulated aggregates were found to be similar with data taken
during two ﬁeld campaigns, Cirrus Regional Study of Tropical Anvils and Cirrus Layers-Florida Area Cirrus
Experiment and the Atmospheric Radiation Measurement (ARM). SH10 ﬁnd that there is a direct link between
particle projected area and particle mass for ice crystal aggregates that will facilitate the development of
more realistic relationships for cloud particle properties. H10 used data from airborne ﬁeld campaigns where
PSDs and IWC were directly measured over a broad range of temperatures and cloud formation mechanisms.
They evaluated an m-D relationship found in Brown and Francis (1995) (also used for comparison in this
study) and found that it failed to capture dependencies on temperature and particle size that are a result
of complex microphysical processes operative within most ice cloud layers. H10 derived m-D relationships
that provide a better ﬁt to the observations. F14 produced a very thorough analysis of the m-D relationship
for tropical anvils, using a similar technique as the MZ algorithm. This study was performed as part of the
Megha-Tropiques satellite project, where mesoscale convective systems over the African continent and the
Indian Ocean were investigated. They also found the beneﬁt of using variable m-D relations instead of a
single relationship. Lastly, H16 used TC4 data to derive snowfall rate and IWC from radar reﬂectivity at X
and W bands. They also present a method to mitigate the uncertainties involved in deriving the backscatter
cross sections of the ice particles, especially for W band. They also ﬁnd that a single m-D relation does not
apply to all particle sizes.
After the validity of our approaches is demonstrated in the next section using a subset of data collected
during TC4, a more comprehensive data set that is derived using the XIWC algorithm is analyzed to demon-
strate the m-D properties of cirrus probed during TC4. These results are compared to Protat et al. (2007),
Heymsﬁeld et al. (2013), and F14 relations. Protat et al. (2007) used a large airborne in situ microphysical data-
base to perform a detailed error analysis (not including error resulting from the m-D relationship) of the
IWC-Z (radar reﬂectivity) and IWC-Z-T methods. They found that uncertainties were reduced for both
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methods when dividing the database into midlatitude and tropical
subsets. They also found that the use of temperature reduced both the sys-
tematic overestimation and root-mean-square differences of small IWCs. A
summary of Heymsﬁeld et al. (2013) is found along with the discussion of
the comparison in section 3.3.
2. Methodology
The NASA TC4 ﬁeld campaign occurred in the tropical Eastern Paciﬁc and
was based in Costa Rica and Panama, during July and August 2007 (Toon
et al., 2010). One of the objectives of this campaign was to investigate the
properties of tropical cirrus clouds, both remotely and in situ. This was
accomplished with three NASA aircraft—the ER-2, DC-8, and WB-57. In this
study we consider data collected from the ER-2 and the DC-8. The NASA
ER-2 carried mostly a remote sensing payload (Li et al., 2004), and the
NASA DC-8 was used primarily as an in situ platform. One of themain goals
of the campaign was to ﬂy coordinated tracks to collect synergistic obser-
vations of cirrus clouds so that the data could be used in algorithms for
retrieving cloud properties (e.g., Deng et al., 2010; Grecu et al., 2011; Tian
et al., 2010).
The DC-8 and ER-2 ﬂew 11 coordinated ﬂights during TC4 mostly through tropical cirrus of convective origin.
Table 1 lists the ﬂight dates of the data that we use in this study. To ensure that the ER-2 andDC-8 were aligned
for the algorithm comparison study, we require that the distance between the ER-2 and the DC-8 be less than
3 kmand the time between the two aircraft be less than 10min, following themethodology of Heymsﬁeld et al.
(2016) (hereafter H16), who analyzed TC4 data in relation to ice water content and snow-rate. The ER-2
included the 94 GHz Cloud Radar System (CRS) and the X-band ER-2 Doppler Radar (EDOP) (G. M.
Heymsﬁeld et al., 2010). The reﬂectivity data have been calibrated to within 1 dB by internal and external
calibrations and checked against the ocean surface return (Heymsﬁeld et al., 2010; H16). Cross calibration of
the two radars near the tops of ice clouds indicates a difference of less than 0.5 dB, implying an absolute error
of each radar of ~ ±1 dB (H16). From the DC-8 we use in situ measurements collected by the Two Dimensional
Stereo (2D-S; Lawson et al., 2006) probe and the Precipitation Imaging Probe (PIP) that characterize the PSDs.
To mitigate the ice crystal shattering problem on the 2D-S (Lawson, 2011), the probe tips were modiﬁed
and the interarrival time algorithm was applied to the collected sampling to remove artifacts (Field et al.,
2006). The 2D-S and the PIP were used to calculate 10 s averaged PSDs, with the PIP covering the range
where particle size exceeds 1 mm (up to about 3 cm) and the 2D-S for particles smaller than 1 mm. A
method of moments approach was used to ﬁt the 10 s averaged PSDs to two modiﬁed gamma functions
for the small (s) and large (l) particle modes (Zhao, Mace, & Comstock, 2011), which is formulated as











where i stands for the particle mode and D again is the maximum dimension. The gamma parameters are Nx
as a proportionality term related to the total number concentration with units of cm%4, Dx as the size para-
meter (units of cm), and α as the shape parameter. Examples of ﬁtted particle spectra from TC4 are shown
and discussed in Mace and Benson (2017).
Size-binned cross-sectional area data are provided with the 2D-S data product, which are used to calculate an
area-D relation (A-D; A ¼ aADbA ) for each PSD. As described below, both m-D retrieval algorithms rely on the
A-D relationships to constrain the retrievals. Following A. Heymsﬁeld personal communication (2017), in the
analysis of A-D from the 2D-S for liquid precipitation during TC4, we found that for droplets less than 1 mm
(the largest 2D-S size considered) the A-D relationship in liquid-volumes was inconsistent with what would
be expected from spherical droplets. A correction was developed by calculating in each bin what factor when
multiplied by Dwould make the circular area and the size consistent. We found a nearly size independent cor-
rection of 1.18, which caused the circular A-D relationship to become consistent. The average of this correction
factor (1.18) is applied to Dx in both particle modes (equation (2)) for all ice PSDs analyzed in this study.
Table 1
TC4 Flight Dates, Start and End Times, and Number of Analyzed Volumes
Flight date (2007) Start time End time 10 s volumes analyzed
17 July 14:42:00 16:01:00 53
13:52:50 19:30:00 199
21 July 12:32:20 19:11:30 277
22 July 15:47:00 16:31:20 30
13:39:50 20:27:50 587
24 July 14:52:40 14:53:00 3
14:51:20 15:39:10 88
28 July 15:36:50 16:05:10 31
29 July 18:32:50 19:05:40 25
31 July 14:01:50 17:29:30 163
13:33:00 17:40:40 558
3 August 15:06:30 15:18:50 37
13:53:20 18:55:20 267
5 August 13:54:50 16:24:50 167
13:07:40 18:20:50 528
6 August 12:45:00 18:33:40 79
8 August 13:03:50 15:31:50 254
12:45:00 17:10:40 665
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The Counterﬂow Virtual Impactor (CVI) on the DC-8 provides measurements of condensed cloud water
content by evaporating particles larger than a certain aerodynamic diameter in a warm, dry counterﬂow of
nitrogen (Twohy, Schanot, & Cooper, 1997). The uncertainty in the measured cloud water content by the
CVI was estimated to be ~11% (Twohy, Strapp, & Wendisch, 2003). If no liquid droplets are present, then
the cloud water content becomes the ice water content (IWC). We employed an IWC criterion and selected
data points where the CVI measured an IWC greater than 0.005 g m!3.
2.1. m-D Retrieval
In order to determine the m-D properties of the anvil cirrus sampled during TC4, OE algorithms were
developed to infer optimal m-D power laws based on speciﬁc constraints. Following Heymsﬁeld et al.
(2013), both algorithms are based on the knowledge that estimating the m-D power law requires two
independent bulk estimates as well as some knowledge of the PSD. Both XIWC and MZ use the A-D power
law as one source of bulk information. XIWC uses in situ measured IWC from the CVI, while MZ uses the
remotely measured radar reﬂectivity. The OE framework allows for the quantiﬁcation of uncertainty of the
m-D relationship accounting for various sources of error and uncertainty in assumptions. Based on Bayes’
theorem, the OE method (Rodgers, 2000) generates an optimal solution of a state vector x for a given set
of measurements y and prior knowledge of the state vector xa with covariance Sa, and a forward model
F(x) employed to simulate the measurement space from the candidate x. The estimation of x reduces to
ﬁnding a minimum to a cost function, ϕ:
∅ ¼ y ! F xð Þð ÞT S!1y y ! F xð Þð Þ þ x ! xað ÞT S!1a x ! xað Þ: (3)
The solution that minimizes ϕ can be obtained by executing Newtonian iteration, where the iteration begins
with a ﬁrst guess and proceeds until convergence of the solution is met or the solution diverges. Note neither
the inputs (y and xa) nor the forward model are considered perfect; therefore, each piece of information and
the relationships among the pieces of information are assumed to follow Gaussian statistics with the covar-
iances of y and xa represented in Sy and Sa, respectively. In this study we apply the OE approach to estimate
the am and bm power law pairs, as well as their associated uncertainties. We assume that am is lognormally
distributed and therefore rewrite the m-D relationship in the form of a natural logarithm as
ln mð Þ ¼ ln amð Þ þ bm ln Dð Þ: (4)
Using this form for the m-D relationship, two algorithms were developed to infer the m-D relationship (MZ
and XIWC). Both algorithms are fully described in the respective publications, and their differences are
described brieﬂy in the following sections. Both algorithms share a state vector x and covariance matrix Sx,
which is determined statistically, as follows:
















where σam;OE and σbm;OE are the ﬁrst standard deviations of the retrieved am and bm, respectively, and S{ln(am ,
OE), bm , OE} is their covariance.
2.1.1. MZ Algorithm
The MZ algorithm uses radar reﬂectivity and the A-D relationship to retrieve an m-D relationship (M17 and
F14). The A-D relationship provides an additional constraint necessary to solve the problem. Focusing on
the ﬁrst term of equation (3), the measurement vector y is




where ZER2 is the radar reﬂectivity measured by either the CRS or the EDOP. For the result presented herein, if
the EDOP measured radar reﬂectivity was greater than 5 dB (the EDOP minimum reﬂectivity measurement
threshold), then the EDOP measurement is used as input, otherwise the CRS W-Band measurement is used.
In this algorithm, ba,A-D in vector y is determined from the A-D relationship calculated using linear regression
from the area distributions measured by the 2D-S for each PSD.
The forward model vector is written as
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where ZFM is the forward modeled radar reﬂectivity calculated with the gamma distribution parameters and
additional assumptions, as described in Posselt and Mace (2014), their Appendix B, and M17. The backscatter
cross sections as a function of size for each PSD that are used in the calculation of ZFM were determined using
the transitional matrix method (Mischenko, Travis, & Mackowski, 1996) that are a function of the m-D power
law as described in Hammonds et al. (2014). The ba ,M96 in F(x) is the most likely A-D exponent, which is deter-
mined by ﬁrst ﬁtting regressions for am versus bm and bm versus ba from the m-D and A-D relationships in
Mitchell (1996); his Table 1 hereinafter M96:
bm ¼ 0:51$ log amð Þ þ 3:46 (8)
bm ¼ 1:46$ba & 0:354 (9)
It should be mentioned that some of the observations for M96 were made at the surface with very limited
data sets, which implies some uncertainty for the tropical anvil cirrus we are analyzing. Setting equation (8)
to equal equation (9) and solving for am allows for an am to be found given ba, assuming the prior information
in M96. Then equation (8) is used to calculate bm. This am and bm pair is used in the forward model, and the
difference between the CRS or EDOP measured radar reﬂectivity and the calculated reﬂectivity is minimized
by varying ba. Once a minimum is found, the varied ba is used as the ba ,M96 in F(x).
Sy, the measurement covariance matrix of y, consists of both the estimate of observational error and uncer-
tainties due to assumptions in F(x). Therefore, Sy includes the uncertainties in Z and the uncertainty in ba. We
assume that uncertainties in Z consist also of the forward model error (FME) that is equivalent to the standard
deviation of the radar reﬂectivity from 10 separate 10 s time averages from which a randomly determined
four of the ten 1 s PSDs are withheld (see M17 for a more thorough discussion). The total uncertainty in Z
we assume is then the FME along with an assumed conservative CRS or EDOP dBZ uncertainty of 1 dB.
Also, because we cannot know the true variability in the sample volume except for along the direction of
the DC-8 ﬂight we then, conservatively, double this uncertainty for inclusion in the observational error covar-
iance, Sy. This increase in uncertainty is due to that fact that (1) there is always a small offset in space and time
between the ER-2 and DC-8 samples and (2) the radar samples a three-dimensional volume while the aircraft
samples only along a single spatial dimension. FME inﬂuences the total fractional error in am and bm.
Quantifying this relationship with am (Figure 2a in M17) shows that an FME of 1 dB corresponds to a fractional
error in am of about 2, which is approximately the natural variability in am. As for the uncertainties in ba, this is
returned by the linear regression completed when determining an A-D relationship for each PSD. The aver-
age standard deviation (percent standard deviation) of ba is 0.19 (12.06%).
The second term of equation (3) represents the prior information, where vector xa is the most likely
climatological quantities of the prefactor and exponent of the m-D power law. Therefore, the M96 relation-
ships are used with ba,A-D in the combined equations (8) and (9) and an am and bm pair is output, which is then
xa. Sa is the covariance of xa; therefore, we use the m-D relations from M96 here as well. See M17 for speciﬁc
values and additional detail. The ﬁrst guess values in vector x are set to vary with PSD for this algorithm. The am
and bm pair found in the minimization between the measured and calculated radar reﬂectivity in the determi-
nation of ba,M96 above is used as the ﬁrst guess. The ﬁrst guess is varied with PSD because a sensitivity test
showed that the retrieved am and bm values tend to be dependent on the ﬁrst guess values in this
algorithm (M17).
2.1.2. XIWC Algorithm
A second algorithm uses IWC, the 10 s averaged PSD as described earlier, and an A-D relationship to retrieve
an m-D relationship (X17). The measurement vector y (like equation (6)) for this algorithm is




where IWCCVI is the IWC measured by the CVI. As in the MZ algorithm, ba,A-D is calculated from the A-D
relationship for each PSD. Like equation (7), F(x) for this algorithm is
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where IWCFM is the forward modeled IWC obtained by integrating the individual ice particle masses repre-
sented by the m-D power law across N(D) deﬁned by equation (2). The A-D exponent in the forward model
(ba,FM) is calculated with the linear relationship between the M96 bm and ba values [ba , FM= (bm+0.354)/
1.461], where bm here is set to always equal 2.2 (the mean M96 bm). The standard deviation of bm is approxi-
mately 0.132 (X17).
Sy for the XIWC algorithm includes the uncertainties in the IWC, as well as the uncertainties in ba. The uncer-
tainties in IWC stem from the measurement error and the FME. The measurement error is assumed to be the
1-sigma standard deviation of IWC calculated from the CVI. The FME is the variance in forward-calculated
IWCs from ten perturbed PSDs, similar to the approach used to calculate FME in the MZ algorithm. The
uncertainty in ba is the same as in the MZ algorithm.
The M96 m-D relationships, excluding those for hail and graupel, were used to extract the prior information,
xa and Sa. A priori mean, am = 0.0128 and bm = 2.2, is used for xa. Sa includes the variances and covariance of
the M96 data set, which is the same as in the MZ algorithm. For the ﬁrst guess values in the XIWC algorithm,
these were hard set to am = 0.007 and bm = 2.2, and were not allowed to vary with PSD as in the MZ algorithm.
3. Result Discussion
3.1. Illustrative Event
To illustrate the comparison methodology, we present a section of the 8 August 2007 ﬂight during which the
ER-2 and DC-8 were aligned. The primary goal of this ﬂight was to sample detrained convective cirrus blowing
downwind from a large mesoscale complex in the Eastern Paciﬁc south of Costa Rica (Toon et al., 2010). An
infrared image from the GOES satellite during the ﬂight is shown in Figure 1. The ﬂight tracks overlaid on the
image are for the section of the ﬂight between 13:18:10 and 13:33:00 UTC. The aircraft ﬂew through the anvils
of a nearby convective cell that is shown in Figure 2 from the CRS reﬂectivity proﬁles. The DC-8 collected
cloud particle data in reﬂectivities between about $20 and 0 dBZ during this ﬂight track. The CVI onboard
the DC-8 measured a mean IWC of about 0.0829 g m$3 for this ﬂight track, with a maximum measurement
of about 0.292 g m$3. The mean temperature was $38.5°C.
To illustrate examples of the PSDs collected during this ﬂight track, three PSDs with their corresponding
gamma ﬁts are plotted in Figure 3. Respective color-coded arrows are overlaid on Figure 2 to indicate where
each PSDwas collected. When the DC-8 was nearest to the convection at 13:32:10 UTC the PSD (blue) shows a
collection of much larger particles compared to the other two PSDs. The PSDs collected in thinner clouds at
13:20:00 (black) and 13:25:00 (red) UTC have a lesser quantity of larger particles, where the largest particle
collected at 13:20:00 UTC is less than 0.1 cm. These data show that smaller CRS reﬂectivities correspond to
fewer large particles, while larger CRS reﬂectivities correspond to more particles that are larger, as was
inferred using CloudSat during the Small Particles in Cirrus campaign in M17. These data are supported by
the particle images taken with the Cloud Particle Imaging (CPI) probe, which was onboard the DC-8 as well.
CPI images taken during the three times highlighted in Figures 2 and 3 are shown in Figure 4: 13:20:00
(Figure 4a), 13:25:00 (Figure 4b), and 13:32:10 UTC (Figure 4c). Notice that particle sizes seem similar between
times with the exception of a few larger particles in the higher dBZ volumes. (Note that the CPI sample
volume for larger particles is almost nonexistent). The observed PSDs show this, where concentrations of
sizes smaller than 500 μm remaining fairly constant and concentrations of larger particles increase, but these
concentrations of larger particles remaining very small. These results support the concept that size sorting
within the anvil is occurring, where fewer large particles are collected farther downstream of the convection
at this altitude.
Figure 5 shows a time series of the algorithm comparison results. The retrieved bm values agree more closely
for the entire ﬂight track between the two algorithms than do the retrieved am values. Note that many times
have MZ bm values (black asterisks) overlaid on the respective XIWC bm values (red diamonds). This is
supported in their respective correlation coefﬁcients (r) and root-mean-square (RMS) values, where
ram = 0.791, rbm = 0.994, RMSam = 0.0142, and RMSbm = 2.27 × 10
$4. The difference between retrieved am
values is supported in the calculation of mass of an arbitrarily chosen 400 μm particle shown in Figure 5c,
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where rmass = 0.353 and RMSmass = 0.0268. Some masses have a difference between them of greater than a
factor of 2, and these sometimes correspond to when the am values from each algorithm diverge (i.e., data
around 13:17 and 13:20 UTC). We interpret this divergence in am to be due to the likelihood that the
Figure 1. GOES 12 infrared image taken at 13:15:17 UTC on 8 August 2007. Flight tracks of DC-8 (blue solid) and ER-2 (red dashed) are overlaid.
Figure 2. CRS reﬂectivity proﬁle during ﬂight track on 8 August 2007 between 13:15 and 13:35 UTC. The yellow solid line is height of DC-8, and the colored arrows
correspond to PSDs plotted in Figure 3.
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sample volume measured by the ER-2 radar is not well represented by the
DC-8 measurements. The mass comparison statistics improve when not
including data corresponding to when the difference in am is greater than
a factor of 2: rmass = 0.704 and RMSmass = 0.0023.
To establish that these algorithms are minimizing the difference between
measured and calculated radar reﬂectivity (MZ) or IWC (XIWC), Figures 5d
and 5e show the measured ER-2 reﬂectivity and simulated dBZ and the CVI
measured IWC and the simulated IWC, respectively. Almost all of the points
have reﬂectivities with very small differences, with the largest difference in
this ﬂight track being about 4.2 dB (around 13:35 UTC), where the PSD col-
lected by the DC-8 is not consistent with the ER-2 reﬂectivity. Here the IWC
was in a transition between decreasing to increasing IWC, while the dBZ
remained fairly constant. It would seem that this IWC transition was not
sampled by the ER-2 because this IWC feature is on a scale small enough
that it is not representative of the full CRS radar sample volume. As for
the differences between the CVI measured IWC and the simulated IWC in
Figure 5c, these differences are very small; all black asterisks are overlaid
by red diamonds.
In contrast to the previous paragraph, reﬂectivities (calculated from XIWC
results) and IWCs (calculated from the MZ results) are included in Figures 5d and 5e as blue triangles. The
differences here between the simulated and observed reﬂectivities and IWCs are due to the differences
Figure 3. PSDs and their corresponding gamma ﬁt collected during ﬂight
track on 8 August 2007. The arrows indicating location of collection are
overlaid on Figure 2.
Figure 4. CPI images of particles during ﬂight on 8 August 2007 for PSDs at (a) 13:20:00, (b) 13:25:00, and (c) 13:32:10 UTC. The border colors matching arrows in
Figure 2 and lines in Figure 3.
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between the retrieved am and bm values of each algorithm, shown in Figures 5a and 5b. More on the differ-
ences in Figures 5d and 5e are presented in a later ﬁgure.
The information content of the observations and retrieved quantities for this illustrative event were analyzed.
Analysis of the information content follows Shannon andWeaver (1949), L’Ecuyer et al. (2006), and Mace et al.
(2016), which also provide metrics on degrees of freedom and number of retrieved parameters. As stated in
the previous studies, information content, normally expressed in bits, is a measure of the factor by which the
measurement reduces the uncertainty in the retrieved values. The larger the information content, the more
accurate the quantity of interest can be resolved. For the PSD collected at 13:25:00 UTC (as discussed above)
the information content speciﬁcally for the MZ algorithm is about 7.3 bits, which suggests that the measure-
ments add considerably to what we know from prior data. The total degrees of freedom for signal here are
about 1.3, and the number of retrieved parameters is 1—a result of the strong covariance between am
and bm.
3.2. Comparison of Two Algorithms
We now report on a comparison of am and bm properties for the cirrus clouds investigated during TC4 from
the two algorithms. Table 1 lists all the ﬂights used in this comparison study in red lettering. Results from the
Figure 5. Algorithm comparison results for ﬂight track between 13:15 and 13:35 UTC on 8 August 2007. Results from MZ algorithm are black asterisks, and XIWC
algorithm are red diamonds for (a) retrieved am values, (b) retrieved bm values, and (c) calculated mass of 400 μm particle. (d) Comparison between measured
ER-2 dBZ (black asterisks), simulated MZ dBZ (red diamonds), and simulated XIWC dBZ (blue triangles). (e) Comparison between measured CVI IWC (black
asterisks), simulated XIWC IWC (red diamonds), and simulated MZ IWC (blue triangles). The cyan vertical lines are error bars of standard deviations from
algorithm results and M17.
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MZ algorithm are shown in Figure 6. Our results agree reasonably well with previous studies (F14; SH10;
Brown & Francis, 1995; H10; H16), although the M96 relationship is a slight outlier. The shape of the
function of our data set does not lie directly along the F14 relationships, but there is signiﬁcant spread in
F14’s results as well, shown in their Figure 11. Figure 6b adds validity to the MZ algorithm, showing that
the difference between the measured ER-2 radar reﬂectivity factors and the in situ PSD calculated radar
reﬂectivity factors is minimized.
The results from the XIWC algorithm are presented in Figure 7. Figure 7a shows the am and bm pairs that were
retrieved from the XIWC algorithm, with overlays of the same previous study pairs found in Figure 6a. The
XIWC algorithm produced am and bm values that are slightly less than MZ, causing the previous study pairs
to be slightly larger than these results, but still in good agreement. The slope in the function of our data
set is shallower than those of F14, which was also found with the MZ algorithm results. A scatterplot compar-
ing the CVI measured IWCs to those calculated with the retrieved m-D relationships is shown in Figure 7b.
This algorithm’s minimization performs better than the MZ algorithm because of the potential mismatch
between the remotely sensed ER-2 radar measurement and the in situ PSD, as well as the limitations of the
T-matrix theoretical approach that we adjust using variable m-D to calculate radar backscatter cross-sections.
Comparing Figures 6a and 7a, we infer that both algorithms are retrieving similar m-D relationships with only
slight deviations. One can see that the majority of the am and bm pairs for both algorithms are reasonably
similar, which is supported by Figure 8. Figure 8 show two-dimensional (2-D hereinafter) histograms of the
retrieved m-D relations for both algorithms. Note that this ﬁgure plots am in log-base 10 and the contours
Figure 6. Results from MZ algorithm: (a) scatter of retrieved m-D relationships where the colored plus signs and purple lines are relations from previous studies,
and one outlier has red error bars; (b) scatter comparison of measured and calculated radar reﬂectivity factors; the red line is one-to-one line (Figure 6a). Previous
studies indicate the following: the purple lines are F14 relations found for convection over Africa (solid) and over the Indian Ocean (dashed), the red plus is SH10
found from ARM (am = 0.0028, bm = 2.2), the green plus is M96 for assemblages of planar polycrystals in cirrus clouds (am = 0.00739, bm = 2.45), the blue plus is BF95
(am = 0.00294, bm = 1.9), the yellow plus is H10 found for convective cirrus (am = 0.007, bm = 2.2), and the cyan plus is H16 (am = 0.0052, bm = 2.1).
Figure 7. Results from XIWC algorithm: (a) scatter of retrieved m-D relationships where the colored plus signs and lines are relations from previous studies, and one
outlier has red error bars (see Figure 6); (b) scatter comparison of measured and calculated IWCs.
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are normalized data frequency. The modal pair for both algorithms is the same, being around am = 0.004 and
bm = 2.0, which occurs for about 15% of the cases, in bin sizes of 0.14 for am by 0.07 for bm, for both
algorithms, which is quite small. The standard deviations of the XIWC modal pair are 2.74 × 10!5 and 0.04
for am and bm, respectively, and 2.8 × 10
!5 and 0.03 for the MZ modal pair. The m-D relationship is very close
to that used in H16 (am = 0.0052 and bm = 2.1), and the shape of the 2-D histogram functions follow that of
the previous studies. Once again, the M96 relationship is a slight outlier.
In a cross comparison, m-D results fromMZwere used to calculate IWC and compared to the CVI IWC, and the
results from XIWC calculated reﬂectivities that were compared to the ER-2 dBZ. These scatterplots are shown
in Figure 9. Statistics of Figures 9a and 9b are hard to compare visually due to the different axis ranges (as well
as Figure 9a being log-log) and units used. The linear correlation of the IWC comparison (Figure 9a) is 0.379
(0.473 for results in dB), while for the reﬂectivity comparison (Figure 9b) is about 0.622. Therefore, here the
reﬂectivity comparison is better correlated than the IWC comparison. The XIWC results tend to produce
reﬂectivities that are greater than what was observed on the ER-2. The bias in the IWC comparison is about
0.44 dB, and the bias in the reﬂectivity comparison is about 0.059 dB (not including the outlying data points
in each data set). The standard deviations of these biases are 4.2 dB and 6.6 dB, respectively. Both algorithms
are unbiased, but have large variance. This large variability points to substantial irregularity from case to case
due to inconsistencies in sample volumes, although the reasonable minimal bias in the cross comparison
suggests that the techniques are producing consistent results in an average sense.
3.3. Larger Data Set Results
An evaluation of the statistical properties of the m-D relationship derived from the XIWC algorithm are now
considered. The XIWC algorithm uses data collected entirely from the DC-8, allowing us to avoid a
Figure 8. Two-dimensional histograms of retrieved m-D relationships from the (a) XIWC and (b) MZ algorithm. The colored plus signs and lines are relations from
previous studies as in Figures 6 and 7. Note that the x axis is in log-base 10.
Figure 9. Scatterplots comparing (a) IWCmeasured with the CVI and calculated with the MZm-D results and (b) dBZmeasured onboard the ER-2 and calculated with
the XIWC m-D results.
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requirement of aligning the DC-8 and ER-2, and as such, provides access to a much larger data set. As a remin-
der, Table 1 lists all the ﬂights used in this larger data set in black lettering. Also, the only constraint used in
this analysis is that the CVI IWCs exceed 0.005 g m!3.
First, the m-D properties are reported versus CVI IWC, shown in Figure 10 as 2-D histograms similar to Figure 8.
Three groups of IWCs are created: (a) IWC< 0.03 g m!3, (b) 0.03 ≤ IWC< 0.08 g m!3, and (c) 0.08 g m!3 ≤ IWC
that represent the terciles of the CVI-measured IWC PDF during TC4. As IWC increases, the modal am and bm
pair moves to larger am and bm (cgs): (a) am = 0.0005, bm = 1.55; (b) am = 0.0016, bm = 1.7; and (c) am = 0.004,
bm = 2.0. The standard deviations in am and bm, respectively, for each tercile are (a) 1.06 × 10
!6/0.05,
(b) 1.35 × 10!5/0.04, and (c) 1.56 × 10!5/0.03. From these relationships we see a tendency for the overall mass
of an ice crystal, independent of D to increase as IWC increases implying that the distribution of mass within a
PSD changes with IWC. The lower tercile for instance hasmass rate of changewith size going approximately as
the square root of the size, while the higher tercile has this derivative changing more linearly with size. This
tendency is illustrated in Figure 11a, which are histograms of the mass of a 400 μm ice crystal for all three
IWC terciles, with respective means (solid thick lines), medians (dashed lines), and standard deviations (solid
thin lines). Figure 11a shows that as IWC increases, the mean of the 400 μm mass both increases in mass
and in frequency.
The m-D properties are also sorted by temperature into two groups, with temperature being either less than
or greater than!40°C. The 2-D histograms for these two groups are shown in Figure 12. Here the am and bm
modal pair increases, as temperature increases; for T < !40°C modal pair is 0.0016/1.7 and for T ≥ !40°C is
0.004/1.85. The standard deviations of the modal pair for T < !40°C and T ≥ !40°C are 5.84 × 10!6/0.04
and 2.74 × 10!5/0.04, respectively. The mass histograms for the two temperature groups are found in
Figure 11. Histograms of the mass of a 400 μm ice crystal particle for (a) the three IWC terciles shown in Figure 10 and for (b) the two temperature groups shown in
Figure 12. The vertical lines are the means (solid thick), medians (dashed), and standard deviations (solid thin).
Figure 10. Two-dimensional histograms of the m-D relationships found for larger data set using XIWC algorithm divided into three terciles: (a) CVI IWC< 0.03 gm!3,
(b) 0.03 ≤ CVI IWC < 0.08 g m!3, and (c) 0.08 g m!3 ≤ CVI IWC.
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Figure 11b. A clear relationship is seen, as temperature increases, the mass of a 400 μm crystal also increases
while the distribution narrows.
Such tendencies with temperature and IWC have clear implications for parameterizations of IWC from remote
sensing data. Because the scattering cross section-size relationship is a function of the bulk condensate den-
sity in the particles (Hammonds et al., 2014) these statistics imply that the variations in the microphysical
properties of the ice crystals themselves must be accounted for in the development of such parameteriza-
tions. To illustrate this, a Z-IWC power law is determined for each temperature group by completing a linear
regression of log(Z) in terms of log(IWC), where Z and IWC were calculated from the observed PSDs and
retrievedm-D relationships. The temperature group power laws are listed in Table 2. Both temperature group
relations are similar to the relations found in previous studies: Protat et al. (2007) (IWC= 0.149Z0.681 and
IWC= 0.198Z0.701) and F14 (IWC= 0.098Z0.805, IWC= 0.087Z0.775, IWC= 0.11Z0.662, and IWC= 0.24Z0.664),
where the last two F14 relations were calculated with m-D relationships found in H10. The colder tempera-
ture group is more closely related to the power laws in Protat et al. (2007) and the F14 relationships derived
from H10 results, while the warmer group is closer to the ﬁrst two F14 relations.
The Z-IWC relations vary signiﬁcantly between temperature groups and imply a difference in IWC of approxi-
mately 35% for a given dBZ for these broad temperature groupings. Given the tendency in m-D relationships
found for colder and lower IWC volumes, to warmer and higher IWC volumes, this difference in implied IWC
for a given Z would be signiﬁcantly ampliﬁed, both considerably colder and warmer than the arbitrary tem-
perature division we impose here. For instance, for T<!50°C, we ﬁnd that IWC=0.4Z0.6, implying a factor of
5 sensitivity in IWC for a given Z, although given the reduced number of cases at these colder temperatures,
we use this only as an example.
Second, to compare our larger data set results with a previous study, Figure 13 is presented which is similar to
Figure 12 in Heymsﬁeld et al. (2013) (hereinafter H13). H13 explored ice particle size distributions collected in
situ during 10 different ﬁeld campaigns (TC4 being one of them) that were collected in temperatures ranging
between 0° and!86°C. They calculated values of am and bm by ﬁrst determining A-D power laws from the in
situ data, using a fractal relationship (SH10) between the exponent in the A-D power law and bm, and then
calculating am with this determined bm. They found relationships between am and T, as well as bm and T,
which are listed in Table 3. These relationships were applied to our data set and plotted in Figures 13a and
13b as the blue line for am and bm, respectively. For comparison, linear
regressions of our results are plotted as the red line (note that am is
plotted in logarithmic form), and these equations are also listed in
Table 3. Our linear regressions and H13’s relationships are very similar
for both am and bm. For am, our relationship has a slightly steeper
slope than H13. For bm, our relationship has a y-intercept that is 0.31
less and a slightly shallower slope compared to H13.
Figure 12. Two-dimensional histograms of the m-D relationships found for larger data set using XIWC algorithm divided into two groups: (a) T < !40°C and
(b) !40°C ≤ T.
Table 2
Z-IWC Power Laws for Two Temperature Groups
Temperature groups
T < !40°C IWC = 0.20Z0.68
!40°C ≤ T IWC = 0.15Z0.7
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Overall, however, these independently derived results (H13 and our
ﬁndings) are in reasonable agreement suggesting that the overall
mass of ice crystals independent of D tends to increase with tempera-
ture, but also that the distribution of mass within the PSD changes
with temperature by about 4% per 10°K. While these increases are
not obviously large—about 16% in bm and a factor of 5 in am over
the full range of cirrus temperatures (!60 to!20°C)—the large sensi-
tivity of radar backscatter cross sections to am and bm makes this
magnitude of change signiﬁcant. For instance, Mace and Benson
(2017) ﬁnd that the sensitivity of Z to am is approximately equivalent
to the sensitivity of Z to precipitation rate, and Hammonds et al.
(2014) show that a factor of 2 uncertainty in am is equivalent to
approximately a 4 dB error in Z.
4. Summary
Accurate knowledge of the distribution of ice mass with size for ice
clouds (i.e., cirrus) is a major challenge in both the
observational/retrieval and the modeling communities. Ultimately, a
lack of knowledge of this important microphysical descriptor inﬂu-
ences how measurements and models are interpreted which in turn
creates uncertainties in parameterizations in global climate models
(GCMs). For simplicity, previous studies often used discreet and
empirically chosen mass-dimensional (m-D) power laws to describe
the distribution of ice mass with size. However, it is becoming increas-
ingly apparent from work presented here and elsewhere (SH10; H10;
H13; H16) that choosing speciﬁc power law parameters tends to drive
uncertainty in both modeling and retrieval algorithm applications
(Hammonds et al., 2014; Maahn et al., 2015; Mace & Benson, 2017;
Wood et al., 2014; Wood et al., 2015). Xu and Mace (2017) and
Mascio and Mace (2017) show that ice crystal properties are best represented by a continuum whose statis-
tics covary with conditions. Here in situ data collected during TC4 are analyzed in two different optimal
estimation approaches (MZ algorithm and XIWC algorithm) to retrieve optimal m-D relationships based on
minimizing differences between radar reﬂectivity (MZ algorithm) or IWC (XIWC algorithm). The two
approaches were ﬁrst compared with a smaller data set, due to the limitations of the MZ algorithm, to estab-
lish validity of the methodologies. Then the XIWC algorithm was used to describe the m-D properties for a
larger TC4 data set collected by the DC-8.
The primary ﬁndings of this study are as follows:
1. As IWC and T increase, am and bm tend to increase (Figures 10 and 12) suggesting that the ice crystals tend
to become more spatial and less compact as they grow and aggregate at warmer temperatures.
2. Our relationships between retrieved am and bm and T agree reasonably well with those found in
Heymsﬁeld et al. (2013) (Figure 13 and Table 3), where both am and bm are found to increase with T.
3. Taken together and in light of previous work (Hammonds et al., 2014; Mace & Benson, 2017), these results
suggest that the changes in m-D with T have substantial implications for remote sensing retrievals. With
am varying by a factor of 5 and bm varying by some 16% over a typical range of ice cloud temperatures,
forward modeling errors in radar reﬂectivity could typically be in excess of 4 to 5 dB, further suggesting
that retrievals of IWC and precipitation rates from radar in ice
clouds be in error by factors easily exceeding 3.
Describing the mass-dimensional properties for ice particles is an
ongoing undertaking where uncertainties and the signiﬁcance of
the results need to be considered. However, regardless of these
uncertainties, the implications of the trends in am and bm, which
shows how the distribution of mass in a PSD changes versus
Figure 13. (a) Retrieved am values versus temperature for larger data set and
(b) similarly for bm values. The blue lines are from H13 relationships, and the
red lines are regressions of our data set.
Table 3
Temperature Versus m-D Relationships
Heymsﬁeld et al. (2013) This study
am = 0.0081 exp(0.013T)
bm = 2.31 + 0.0054T
am = 0.012 exp(0.043T)
bm = 2.0 + 0.0043T
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temperature, are signiﬁcant and add to our knowledge about tropical anvil ice crystal properties. When
dealing with tropical anvil cirrus, ice microphysical parameterizations should parameterize this difference
in mass distribution and size of ice crystals between elevations and temperatures, instead of assuming
speciﬁc shapes. Furthermore, cloud property retrieval algorithms applied to radar remote sensing data from
tropical anvils must allow for the tendency of the size-dependent backscatter cross section to vary with IWC
and temperature. Failure to account for these tendencies will result in biases in retrieved properties.
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A STUDY OF MASS-DIMENSIONAL RELATIONSHIPS FROM 
IN-SITU DATA COLLECTED DURING STORMVEX 
CORRESPONDING TO SLANT PATH RADAR 






 One of the goals of the Storm Peak Laboratory Cloud Property Validation 
Experiment (StormVEx) was to investigate snow properties to improve radar-based 
retrievals since there are many involved uncertainties, and to improve forecasts of 
snowfall rate that are biased by many of the same uncertainties as retrievals. Previous 
studies have analyzed 95-GHz radar reflectivity data along with in-situ cloud 
microphysical data collected during StormVEx, and found enhancement of backscatter 
cross section due to non-spherical particles, as well as that slant depolarization ratio 
patterns can broadly classify characteristic ice crystal properties. To build on these 
studies, an optimal estimation approach that minimizes the difference between the 
observed slant radar reflectivities and those calculated with in-situ cloud particle size 
distributions is used to retrieve optimal mass-dimensional (m-D) relationships in the form 
of power laws (MZ algorithm). The uncertainties of the radar forward model are deduced 
from the uncertainties of the retrieved m-D relations that are outputs of the MZ 
algorithm. The retrieved m-D relationships agree well with previous studies. Statistics of 
the results show that forward model errors can create reflectivity differences around 7 dB 
compared to using fixed m-D relationships. These differences could cause a snowfall rate 
difference of 1.7 mm per hour using a previous study reflectivity and snowfall rate 
relationship. We find no correlation between m-D and temperature or LWP in the zenith. 
Therefore, measuring the slant path depolarization ratio and zenith enhanced 
backscattering are the only ways to reduce the forward model errors. An inverse 





The variability of ice crystal mass, area, and other assumed parametric 
relationships that together characterize the essential properties of nonspherical ice 
crystals cause uncertainty in the interpretation of remote sensing data. Nonspherical ice 
particles can increase or enhance radar backscattering and attenuation above that 
expected from spheres of the same mass, even when the particles are small compared 
with the radar wavelength [e.g., Atlas et al., 1953]. When nonspherical particles are 
orientated with their largest dimension perpendicular to the radar beam this enhancement 
is more predominant [Marchand et al., 2013]. Therefore, reflectivity measurements are 
potentially affected by ice crystal orientation and ice crystal properties when sampled by 
near-zenith-pointing ground-based radars and near-nadir-pointing spaceborne radars. 
Electromagnetic modeling of scattering at 95-GHz with the discrete dipole approximation 
by Okamoto [2002] indicates that for small particles (effective radius < 100 um) the 
effect of orientation on radar (copolar) reflectivity is less than 2 dB, but for larger 
oriented particles such as orographic snow measured during StormVEx, differences can 
be as large as 8 dB [Marchand et al., 2013] with a median near 5 dB. 
Despite this potentially large enhancement of radar reflectivity when measured at 
vertical incidence, no cloud microphysical retrievals using 95-GHz radar data take ice 
crystal orientation into consideration. One reason that orientation is overlooked is 
because there are few available remote sensing observations that give information on 
particle orientation. Lidar depolarization measurements do contain particle orientation 
information, but combining radar and lidar data requires assumptions on how the shape 
and ratio of oriented to nonoriented particles changes with particle size. However, 95-
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GHz depolarization measurements have the potential to constrain cloud ice particle type 
and orientation [Aydin and Tang, 1997; Matrosov et al., 2001; Reinking et al., 2002; 
Aydin and Singh, 2004; Matrosov et al., 2012; Marchand et al., 2013]. For snowfall, 
hydrometeors that contribute significantly to the condensed mass and the precipitation 
rate tend to be outside the Rayleigh scattering regime for the W frequency band, which 
makes depolarization modeling more complicated but potentially important to 
interpreting measurements.  
Both Matrosov et al. [2012] and Marchand et al. [2013] (Mat12 and Mar13, 
respectively, henceforth) analyze 95-GHz radar reflectivity data collected with the 
scanning W-band ARM (Atmospheric Radiation Measurement Program) cloud radar 
(SWACR) during the Storm Peak Laboratory Cloud Property Validation Experiment 
(StormVEx, Mace et al., [2010]). SWACR was engineered with a slant linear 
configuration because it is expected to be less susceptible to small flutter in the horizontal 
orientation of particles than the more traditional horizontal-vertical linear depolarization 
ratio [Reinking et al., 2002]. Mat12 evaluated the capabilities of scanning W-band radar 
polarimetric measurements for the purpose of inferring ice hydrometeor habits by 
comparing measured depolarization ratio (DR) patterns and particles observed at Storm 
Peak Laboratory (SPL). They show in their case study analyses that changes in the 
measured slant DR between zenith and off-zenith angles are indicative either of planar or 
columnar ice crystals. Mar13 extended this work by incorporating a statistical analysis 
from thousands of radar scans. Mar13 find that at least a small amount of enhanced 
backscattering (EB) due to horizontally oriented ice crystals was present in most radar 
scans, with a median enhancement of 2.4 dB at zenith. While this median value is modest 
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the distribution of enhancement is skewed to larger values, with values occasionally 
exceeding 10 dB. Also, the analysis shows a strong correlation (about -0.79) between the 
change in slant 45o DR with radar scan elevation angle and the magnitude of the zenith 
EB, suggesting that measurements of the slant DR could be used to improve radar-based 
retrievals by helping account for ice crystal properties and orientation. 
This study builds on the work of Mat12 and Mar13 by analyzing relationships 
between SWACR reflectivity data and derived mass-dimensional and area-dimensional 
relations (m-D and A-D, respectively, henceforth). The distribution of ice mass and area 
with size are key descriptors of the ice particle habit or shape. Power laws of each are 
commonly used [Heymsfield et al., 2016; Brown and Francis, 1995; Mitchell et al., 1990; 
Nakaya and Terada, 1935; among others]: 𝑚 = 𝑎$𝐷&',      (1) 𝐴 = 𝑎+𝐷&,,      (2) 
where D here is the maximum dimension of a nonspherical ice crystal. An optimal 
estimation (OE) approach [Mascio and Mace, 2017; Mascio et al., 2017] is used to find 
the optimal m-D relationship for specific sets of particle size distributions and SWACR 
reflectivities. These optimal m-D from case studies are compared to Mat12 and Mar13 to 
establish validity of our methodology, and then an error and statistical analysis is 
completed. The objective of this study is to first show how m-D relationships vary in 
orographic snow and then demonstrate the forward model error that would be the result 
of not having some idea of the particle properties. 
 Section 2 summarizes StormVEx and discusses the particle size distribution 
processing of the in-situ cloud microphysical data collected at SPL, as well as the OE 
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methodology. The OE methodology will include a description of our method for creating 
the slant backscattering cross sections. Then Section 3 will begin by comparing case 
studies to Mat12 and Mar13 and finalize with a statistical analysis of the available data. A 
summary and conclusions will follow in Section 4.5. 
  
4.3 Methodology 
StormVEx was conducted between November 2010 and April 2011 in Steamboat 
Springs, Colorado. Instruments were deployed at four primary sites, but only data 
collected at two of these sites are used in this study. These two sites are Storm Peak Lab 
(SPL) and Thunderhead Lodge. The Desert Research Institute’s (DRI) SPL is located on 
the west summit of Mt. Werner at 3210 m above sea level, which causes the station to be 
in cloud 25% of the time during winter months [Borys and Wetzel, 1997], but was 
actually in cloud around 65% of the time during this winter according to SWACR. SPL 
was equipped with in-situ cloud microphysical probes such as the Cloud Imaging Probe 
(CIP), Precipitation Imaging Probe (PIP), and the Forward Scattering Spectrometer Probe 
(FSSP), which were all supplied and calibrated by Droplet Measurement Technologies, 
Inc. (DMT). These probes were mounted on a wind vane to orient them into the wind, as 
shown in Figure 4.1. The Thunderhead Lodge is located approximately 2.4 km west of 
SPL at an elevation of approximately 2760 m (~440 m below SPL), and has a clear line 
of site to SPL. This was the location of the deployment of the second Atmospheric 
Radiation Measurement (ARM) Mobile Facility (AMF2) which included the SWACR. 
The objective of StormVEx was to obtain data about mixed-phase and ice clouds using 
the AMF2 instruments in conjunction with the SPL cloud research facility. 
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Ten-second averaged particle size distributions (PSDs) were processed from the 
data collected with the CIP and the PIP, which is explained in detail in the Supplementary 
Information. Once PSDs were created for both the CIP and the PIP, the PSDs were 
combined to create a combined 10-sec averaged PSD. This was accomplished by 
restricting the CIP size range to be between 11 and 1000 um, and the PIP to be between 
1000 um and 3 cm. A method of moments approach was used to fit the 10-sec averaged 
combined PSDs to two modified gamma functions for small (s) and large (l) particle 
modes [Zhao et al., 2011], which is formulated as: 
𝑁(𝐷) = 	𝑁/(𝐷) +	𝑁1(𝐷) = 	∑ 𝑁3,5 6 778,9:;9 exp 6− 778,9:5@/,1 , (3) 
where i stands for the particle mode. The gamma parameters are: Nx a proportionality 
term related to the total number concentration with units of cm-4, Dx the size parameter 
(units of cm), and 𝛼 the shape parameter. 
 Previous studies have shown that at mountaintop locations similar to SPL, 
blowing snow can introduce the potential for serious errors in observed ice crystal 
concentrations [Rogers and Vali, 1987]. Above a certain threshold wind speed, blowing 
snow is lofted from the surface and then advected downstream. The height to which 
crystals are lofted depends on their size and the wind speed. David [2015] compared 
measurements taken with a CIP onboard the University of Wyoming’s King Air and 
those measured by the CIP at SPL and reported an enhancement of small crystals at SPL. 
However, David also found that blowing snow was not likely a cause for the observed 
enhancement of these smaller particles. Figure 4.2 shows a scatter plot of wind speed 
versus the total concentration of crystals analyzed during StormVEx. There appears to be 
no relationship between wind speed and total concentration (R2 = 0.0087), therefore, this 
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further supports David’s conclusion that enhanced crystal concentrations were not an 
artifact of blowing snow. 
 The SWACR operated during StormVEx in a repeating 18-min scanning protocol. 
About 60% of each interval was reserved for pointing vertical, while the remaining 40% 
was used for fixed-beam SPL pointing measurements, two plan-position indicator (PPI) 
scans, and different azimuthal direction range-height indicator (RHI) scans. Therefore, 
the SWACR scanned over SPL roughly twice an hour at a slantwise look through a path 
in which the W-Band beam was attenuated by water vapor and potentially liquid water 
clouds. The FSSP, which collects small particles between 1 and 50 𝜇m, is used to 
determine the presence of liquid droplets – we assume that ice particles near cloud base 
will be primarily precipitation-sized and that the FSSP sensed only cloud droplets. We 
assume that any measurement of 0.05 g m-3 or greater of liquid water content (LWC) and 
at least 10 cm-3 droplet concentration from the FSSP 10-sec averaged PSDs indicates the 
presence of liquid water and, therefore, is a PSD of mixed phase. Due to the presence of 
liquid water droplets an attenuation correction using Mie theory [Bohren and Huffman, 
1983] is applied to the reflectivity factors measured at this time. Otherwise, we assume 
that both the CIP and the PIP only responded to ice crystals. In calculating liquid 
attenuation from mixed phase PSDs, we assume that the LWC at SPL decreased 
adiabatically to cloud base. We also corrected for gaseous attenuation implementing the 
Liebe [1985] model. 
 To align the 10-sec averaged SPL probe data with the 2-sec averaged SWACR 
reflectivity observations, all SWACR time-stamps within four seconds before the SPL 
probe time-stamp and five seconds after were averaged into a mean aligned reflectivity. If 
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the aligned PSD was flagged as mixed phase under the criteria stated above, then the 
aligned reflectivity was corrected for attenuation. The attenuation correction was on 
average about 0.4 dB, with a maximum value of 3.25 dB over the slant path of SWACR. 
Figure 4.3 shows a probability distribution function of the attenuation correction applied 
to this dataset. After the attenuation correction was applied if need be, then the resulting 
reflectivity was used as the observed data in the adjusted MZ algorithm described in 
Mascio and Mace [2017] and Mascio et al., [2017]. Here the adjustments to the MZ 
algorithm will be explained briefly. 
 Reflectivity factors are calculated from the SPL probe data with a radar forward 
model, which is explained in detail in the Supplementary Information. The copolar radar 
reflectivity factor for the SPL probe data is calculated following the methodology 
presented in Mascio and Mace [2017] with the copolar radar backscatter cross section 
which is a function of size. 
 Similar to Mascio and Mace [2017] and Mascio et al. [2017], using an optimal 
estimation (OE) algorithm (adjusted MZ; adjustments came from calculation of the slant 
radar reflectivity factors and the inclusion of liquid and gaseous attenuation, as described 
above) the observed slant radar reflectivities of SWACR were minimized with the 
copolar radar reflectivity factors for the SPL probe data to determine optimal am and bm 
for alignment times. Following Heymsfield et al. [2013], the algorithm is based on the 
knowledge that estimating the m-D power law requires two independent bulk estimates as 
well as some knowledge of the PSD. MZ uses the A-D power law, calculated using linear 
regression from the area distributions measured by the CIP for each PSD, as one source 
of bulk information and the remotely measured radar reflectivity by the SWACR as the 
  
57 
second. The OE framework allows for the quantification of uncertainty of the m-D 
relationship accounting for various sources of error and uncertainty in assumptions, based 
on Bayes’ theorem [Rodgers, 2000]. We assume that uncertainties in PSD-calculated 
reflectivity consist of the forward model error (FME) that is equivalent to the standard 
deviation of the radar reflectivity from ten separate 10-second time averages from which 
a randomly determined four of the ten 1-second PSDs are withheld (see Mascio et al., 
[2017] for a more thorough discussion). The total uncertainty in PSD-calculated 
reflectivity we assume is then the FME along with an assumed conservative SWACR 
dBZ uncertainty of 1 dB. As for the uncertainties in A-D, this is returned by the linear 
regression completed when determining an A-D relationship for each PSD. The average 
standard deviation of ba is 0.3. Executing Newtonian iteration for the minimization, the 
iteration begins with a first guess and proceeds until convergence of the solution is met or 
the solution diverges. 
 The information content of the observations and retrieved quantities were 
analyzed. Analysis of the information content follows Shannon and Weaver [1949], 
L’Ecuyer et al. [2006], and Mace et al. [2016], which also provide metrics on degrees of 
freedom and number of retrieved parameters. As stated in the previous studies, 
information content, normally expressed in bits, is a measure of the factor by which the 
measurement reduces the uncertainty in the retrieved values. The larger the information 
content the more accurate the quantity of interest can be resolved. The information 
content for the OE algorithm used in this study is about 5.5 bits, which suggests that the 
measurements add to what we know from prior data. The total degrees of freedom for 
signal here are about 1.3 and the number of retrieved parameters is 1.22 – a result of the 
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strong covariance between am and bm. 
 
4.4 Results Discussion 
4.4.1 Case Studies 
4.4.1.1 December 1, 2010 
 To better explain our methodology, two case studies are presented: 2010 
December 1 and 2011 March 4. These dates were chosen because they were discussed in 
detail in Mar13 (Dec. 1st) and Mat12 (March 4th). Mar13’s discussion on the Dec. 1 data 
set explains that the cloud is primarily composed of liquid water but also containing some 
heavily rimed irregularly shaped ice particles. During the observation period (about 10:00 
to 22:00 UTC) a system passed over SPL dropping about 3.6 cm of snow. Figure 4.4 
shows the SWACR reflectivity at zenith during the December 1st observation period. 
Cloud depth grows to a height of approximately 6 km (all heights are given relative to the 
SWACR height of 2060 m above mean sea level) near 12:00 UTC, but then drops back to 
about 2 km around 15:00 UTC. This evolution in cloud depth is also evident in Figure 
4.5, which shows SWACR RHI reflectivity nearest to SPL in the copolar, crosspolar and 
depolarization ratio data. The middle column shows the much deeper cloud depth around 
13:00 UTC and then this depth decreasing (right column, around 15:00 UTC) back to 
near the original depth in the left column around 11:00 UTC. These three column times 
are denoted with red letters L, M, and R (i.e., left, middle, and right column, respectively) 
on Figure 4.4. The three different rows of Figure 4.5 the show zenith EB, especially in 
the left and right columns. There is also strong zenith DR in the left and right columns. 




 Figure 4.6 shows time series plots of SWACR reflectivity and DR in zenith and 
slant, liquid water path (LWP) measured with a microwave radiometer (MWR; was not 
functioning properly during this date), which was located at AMF2 near the SWACR, 
FSSP total particle concentration, as well as effective radius and ice water content (IWC), 
(effective radius and IWC were both calculated from the combined CIP and PIP PSDs). 
The vertical incidence reflectivity time series data agree well with the data plotted in 
Figure 4.4, and the DR time series data agree reasonably well with the DR plots in Figure 
4.5 bottom row. A time series of the calculated A-D and the m-D results from the OE 
algorithm are shown in Figure 4.7. Just looking at the data from the time series figures, 
the increase in cloud top height, EB and DR do not seem to have any relationships on m-
D nor A-D. But the relationship between EB and DR will be further investigated for all 
data analyzed during StormVEx. Images of actual particles collected during the Dec. 1st 
observation period are shown in Figure 4.8. Particles collected around 12:00 UTC and 
13:00 UTC are from the CIP and PIP and those collected around 14:45 UTC are from the 
Cloud Particle Imager (CPI), which was also mounted at SPL with the other cloud 
probes. Not all particle images are from the CPI because the CPI images for StormVEx 
are mostly liquid droplets. Note that the particles collected before the increase in cloud 
top height are smaller than those collected after. The CPI particle images also show quite 
large rimed particles along with a couple columns, which correspond to the time that 
shows larger amounts of zenith EB in Figure 4.5 right column. 
 The calculated A-D and retrieved m-D relationships for Dec. 1st can be also 
represented in two-dimensional histograms (hereafter 2DH) for easier comparison to 
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previous studies (Figure 4.9). The m-D relationships found for Dec. 1st agree well with 
m-D relations found in several previous studies. The modal value (am = 0.016, bm = 2.2 
cgs units) has only a slightly larger am value compared to the majority of these previous 
studies. The one outlying m-D relation from Heymsfield et al. [2004a] might be an outlier 
because it was derived from in-situ data collected from mostly tropical anvils and cirrus. 
The A-D relationship 2DH for Dec. 1 shows a large range of relationships with the modal 
pair being close to having an area of a circle. This could be due to the presence of liquid 
water droplets and causing the PSDs to be mixed phase, which Mar13 did find during this 
day. Mar13 also found heavily rimed irregularly shaped ice particles along with the water 
droplets, and the color patches in lower aa and ba values could correspond to these ice 
particles. Our m-D relations extend to smaller am and bm values compared to previous 
studies, which can be said for our calculated A-D relations. This might cause some 
concern as Mitchell [1996] reports relationships with ba being no less than 1.41 and 
averaging around 1.79. However, even though similarly small ba values are found in our 
other case studies and other days during StormVex, which will be discussed later in this 
section, we will also report on analyses which support our calculated A-D results. 
 
4.4.1.2 March 4, 2011 
Mat12’s discussion of March 4 says that StormVEx scientists at SPL reported that 
cloud imaging probes indicated mostly columnar crystals during this observational period 
(about 9:00 to 16:00 UTC). During the observation period (around 9:45 to 15:00 UTC) a 
weak system (compared to the system during the Dec. 1st case study) passed over SPL 
dropping about 1.4 cm of snow. The SWACR vertical reflectivity for the observation 
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period is shown in Figure 4.10, which shows the cloud top height of the system 
increasing, but not as drastically or quickly as the system on Dec. 1st. The difference in 
cloud depth is once again represented in the RHI reflectivity data nearest SPL shown in 
Figure 4.11. The lack of almost all EB in the zenith, especially in the DR, during the time 
periods in Figure 4.11, especially in the right column, is a large difference from those 
during Dec. 1st (Figure 4.5). Mat12 also found no trends associated with changes in the 
radar elevation angle in slant incidence. Now, what are the particle properties of this 
system on March 4th and how do they compare to those found on Dec. 1st? 
Figure 4.12 is a time series (similar to Figure 4.6) for data collected during the 
observation period on March 4th. Compared to Dec. 1st the SWACR reflectivities at 
vertical incidence are less on March 4th, and therefore, the differences between the slant 
and vertical reflectivities are less on March 4th (as the slant reflectivities are similar to 
those on Dec. 1st). On average, the differences between the slant and vertical DRs are less 
during March 4th than those observed on Dec. 1st, as well. Looking at the calculated A-D 
relationships and retrieved m-D relationships for March 4th, shown as first a time series in 
Figure 4.13, all quantities overall are less than those found for Dec. 1st. The quantities for 
March 4th are also more consistent across the entire observation period. This presence of 
more consistent smaller quantities is represented in the 2DHs of m-D and A-D shown in 
Figure 4.14. Almost all of the possible m-D relationships found are smaller than those 
from previous studies, with the modal value begin much smaller: am = 0.000398, bm = 
1.4. The A-D relationships calculated have smaller ba values than those presented in 
Mitchell [1996]. Figure 4.15 shows created particle images from the CIP and PIP from 
two time periods on March 4th, around 11:00 and 12:00 UTC. There were no useful CPI 
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images for the observation period on March 4th, as they all looked like melted particles. 
Note that the particles collected around 12:00 UTC seem to be more like dendrite-
aggregates, than compared to those collected around 11:00 UTC. This might be reason 
why the retrieved am and bm for around 12:00 UTC are slightly larger than those retrieved 
for around 11:00 UTC. 
Overall, the major differences between the Dec. 1st and March 4th cases are, first, 
there is much more zenith EB on Dec. 1st than on March 4th, which is also seen in the 
zenith DR (Figures 4.5 and 4.11). Second, the calculated A-D and retrieved m-D 
relationships for March 4th are on average less than those found on Dec. 1st (Figures 4.7, 
4.9, 4.13, and 4.14). The March 4th relationships also are more consistent, instead of 
having a broader range found on Dec. 1st. Last, the particle images taken from each case 
are different, where Dec. 1st shows large rimed particles and March 4th shows some 
dendrite-like aggregates. These differences in particle types seen support the differences 
between the A-D and m-D relationships from each case and either the presence or lack of 
zenith EB. Here it seems that rimed particles correspond to zenith EB more than dendrite-
like particles. The next sections will discuss this further in relation to the entire 
StormVEx dataset. 
 
4.4.2 Entire Dataset Results 
Before continuing on with results from all StormVex dates combined, we would 
like to show analysis of our calculated A-D relationships, as our ba values might raise 
some concern. As was stated previously, the ba values reported in Mitchell [1996] are no 
less than 1.41 with an average around 1.79. As was seen in Figures 4.7, 4.9b, 4.13, and 
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4.14b, the majority of the ba values calculated are less than 1.6. To evaluate our A-D 
analysis we looked at individual A-D relationships calculated from linear regressions of 
10-sec averaged cross sectional area distributions produced from the CIP and PIP, and 
compared these with the actual particle images produced during that time period. Several 
examples taken from three different dates (December 1st, January 4th, and March 4th) are 
shown in Figure 4.16, where all have calculated ba values around 1.2. In all of the 
examples, the linear regressions are representative of the distribution. Also, a large 
majority of the particle images do not seem circular in shape, which causes ba to be less 
than 2. Also, the particle images that are circular in shape, such as the dendrites found in 
the January 4th times, have open space throughout causing the area to be much less than 
the area of a circumscribed circle. Therefore, this analysis supports are findings of 
calculated A-D relationships. 
Before presenting overall statistics of the data set, we will first present results that 
establish internal consistency. These results, shown in Figure 4.17, are taken from the 
entire analyzed data set (1861 total times). The scatter plot comparing observed SWACR 
dBZ at slant incidence and simulated SPL dBZ (Figure 4.17a) shows that the optimal 
estimation approach did successfully minimize the difference between the two radar 
reflectivity factors to output a m-D relationship for each time. The 2DH in Figure 4.17b 
shows the modal m-D relationship that was retrieved in this data set: am = 0.000316 and 
bm = 1.4 (units are cgs). This modal am and bm is less than the relationships found in 
previous studies discussed in the case studies. However, even though the modal m-D is 
less than the previous studies m-Ds, the shape of the m-D swath still aligns well with the 
previous studies. Therefore, Figure 4.17 establishes internal consistency and show 
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agreeance with previous studies. 
 Now that the methodology of retrieving optimal m-D relationships has been 
explained further, examples of the methodology of how we determined the statistics of 
the entire data set focused around the SWACR vertical incidence will be presented. We 
quantify the error of our forward model at vertical incidence, as well as analyze if vertical 
incidence reflectivities can be used to find correlations between m-D and temperature or 
liquid water path (LWP), for example, to determine if slant DR needs to be measured to 
reduce the forward model error. In order to relate our m-D relationships measured at slant 
incidence times with vertical incidence times we defined staring periods. Staring periods 
are periods of time that SWACR is measuring at slant incidence and staring over SPL, 
and vertical incidence times proceed and conclude these staring periods. Therefore, 
looking back at the time series plots of our case studies in Figures 4.6, 4.7, 4.12 and 4.13, 
the red vertical lines plotted in each panel outline the staring periods within each case 
study. Each of the staring periods are numbered in each date; therefore, Dec. 1st has 14 
staring periods and March 4th has ten.  
 For each staring period we define that the results within the staring period can be 
analyzed if the difference between all the measured SWACR slant incidence reflectivities 
in the staring period is less than 5 dB. There were only at most a few staring periods per 
date that were rejected for this criteria (e.g., staring periods 7 thru 9 were rejected for 
Dec. 1st). The results of the nonrejected staring periods were averaged and uncertainties 
were represented by this averaging. As for the gamma fit parameters of each PSD in the 
staring periods, the most characteristic PSD in the bunch was determined by reducing a 
cost function that compared the moments of each PSD to the mean moments of the 
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bunch. This was found to provide a reflectivity calculated from a PSD that agreed better 
with the average SWACR reflectivity in that staring period, compared to averaging the 
gamma fit parameters of the PSDs in the ensemble. Therefore, for each staring period we 
are left with a single sample with corresponding uncertainty. 
 The next four figures will be the results from the staring period data set. Refer 
back to Table 4.1 for the number of staring periods in each date, which comprise a total 
of 156 staring periods. To begin, we illustrate what the forward model error would be in 
using a fixed am and bm compared to knowing the m-D relationship. Two m-D 
relationships from previous studies are used as the fixed am and bm: am = 0.0052, bm = 2.1 
from Heymsfield et al. [2016]; and am = 0.00328, bm = 2.25 from Wood et al. [2015] 
(units are cgs; hereafter H16 and W15 for citations, respectively). These studies were 
used because both relationships were found from analyzing a large array of ice clouds 
with some being precipitating. (Note that the relationship from H16 was actually 
published first in Heymsfield et al. [2013].) IWC and radar reflectivity are calculated 
using the H16 and W15 m-D relations and then are compared to the IWC and reflectivity 
calculated with the staring period m-D relations. The results of this are show in Figures 
4.18 and 4.19, where Figure 4.18 is IWC and Figure 4.19 is reflectivity. Starting with the 
IWC results (note IWC is represented in logarithm form), histograms of all three IWC 
data sets shows that the highest frequency of IWCs calculated from the staring period m-
D is at a lower IWC value than those calculated from either the H16 or W15 m-D 
relations. The scatter plot comparing the IWCs calculated from the staring period m-Ds 
with each of the H16 and W16 IWCs shows a reasonable agreement to both, as all data 
points are centered around the one-to-one line. Horizontal yellow lines plotted on some 
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data points (not all to avoid cluttering) show the uncertainty in the reflectivity calculated 
from the staring period m-Ds. This uncertainty was derived from the am and bm 
uncertainties retrieved in the MZ algorithm. Some data points have small uncertainties 
(2%) while other points have uncertainties nearing 24%. 
For the radar reflectivity comparison, it is first important to note that the 
reflectivities calculated from the staring period m-D relations are essentially the radar 
reflectivity measured at vertical incidence. A histogram for all three radar reflectivity 
data sets is presented again (similar to Figure 4.18a). The highest frequency of 
reflectivities at vertical incidence is at a lower dBZ compared to either of the other m-D 
relations, which coincides with the IWCs being at lower values as well. The scatter plot 
of dBZ comparison shows that the comparison between the vertical incidence 
reflectivities and each of the H16 and W15 m-D relations lies mostly above the one-to-
one line. The median differences for H16 and W15 are 8.93 and 5.68 dBZ, respectively. 
Lower vertical incidence dBZ values tend to have a larger difference between 
reflectivities than larger vertical incidence dBZ values, which implies that the fractional 
difference in radar reflectivities is similar. As in the IWC scatter plot, horizontal yellow 
lines represent the uncertainties, instead this time, in the reflectivities at vertical 
incidence. Some errors are only about 1 dB, but errors can be around 5 dB for some data 
points. 
 The differences between reflectivities can be made physical with reflectivity and 
snowfall rate relationships (Ze-S). These relationships are commonly expressed in terms 
of a power law: 𝑍D = 𝛼𝑆F , where Ze is the equivalent radar reflectivity factor and S is the 
snowfall rate (expressed as the liquid equivalent per unit time). The coefficients are 
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generally determined by correlating values of Ze and S (either observed directly or 
computed from measurements of the PSD. Using a Ze-S relationship found in Wolfe and 
Snider [2012] from high-altitude snowstorms in Cheyenne, Wyoming (𝑍D = 110𝑆I) and 
assuming a calculated reflectivity of 30 dB, then a bias of 7 dB would create a bias of 
snowfall rate of abut 1.7 mm/hour. However, it needs to be noted that previous studies 
[Matrosov et al., 2007; Liu, 2008a; Kulie and Bennartz, 2009] have suggested that 
estimates of snowfall as derived from radar reflectivities alone are nonunique, since 
several different combinations of snowflake microphysical properties and snow particle 
fall speeds may yield similar surface snowfall rates for a given reflectivity profile. 
 Relationships between the m-D results and temperature and LWP for the vertical 
incidence data were analyzed but showed no correlations. This suggests that the only way 
to reduce the forward model error, which was shown in Figures 4.18 and 4.19, would be 
to measure and find relationships with slant 45º DR and the zenith EB. For these 
relationships, we use the data from the entire analyzed data set. As a reminder, this is the 
1861 periods listed in Table 4.1. Before investigating the relationships, Figure 4.20 shows 
a histogram of all calculated EB during StormVEx (black) and when aligned with m-D 
results (blue). These histograms agree well with Mar13’s Figure 4. Figure 4.21 shows the 
relationships between the m-D and A-D variables and slant 45º DR. The m-D coefficients 
have the largest PCCs, with am having the largest at -0.288. Therefore, it can be said that 
a decreasing am creates decreasing mass in particles for a given maximum dimension, 
while slant 45º DR increases. Since aa shows little correlation with DR, this implies that 
the particles are becoming less spherical and more plate-like or dendrite-like. For 
example, if you take a spherical aggregate, which has high mass for a given maximum 
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dimension, and then you slice this aggregate leaving the middle slice, this slice will have 
the same maximum dimension but a lower mass (i.e., lower am value). This middle slice 
will be plate-like or dendrite-like. Both bm and ba have a PCC of about -0.2 when 
compared to DR, which agrees with the relationship between am and DR. The relationship 
for bm suggests that the distribution of mass inside the entire PSD shifts to smaller 
maximum dimensions, which also makes sense for more plate-like or dendrite-like 
particles. Lastly, zenith EB was determined for each analyzed time following the 
methodology in Mar13, and then compared to each variable in the retrieved m-D and 
calculated A-D (Figure 4.22). None of the variables in the m-D or A-D relationships have 
strong Pearson correlation coefficients (PCC), but all except for am have inverse 
relationships with EB. The slight direct relationship between am and EB is consistent with 
the inverse relationship between am and slant 45º DR in Figure 4.21, due to the inverse 
relationship between zenith EB and slant 45º DR presented in Figure 4.23. It must be 
noted that our EB and DR relationship has a much shallower slope than that shown in 
Mar13’s Figure 5, therefore, for a given value of DR our calculated EB’s are on average 
less than those of Mar13. The direct relationship between am and EB also supports that 
the ice crystals are more plate-like or dendrite-like since there is more mass within the ice 
crystal for a given maximum dimension as EB moves towards more pristine oriented 
planar crystals. However, going back to the Dec. 1st and March 4th case studies presented 
in Sections 3.1, these cases seem to show that rimed particles created more zenith EB 
than dendrite-like particles. This could still be true, and be the reason for why the 
relationships found in Figures 4.22 and 4.23 were not very strong (i.e., close to zero PCC 
values), as the presence of both types of particles was discussed in M13. All in all, from 
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these relationships found between the variables of m-D and A-D and slant 45º DR and 
zenith EB, it is suggested that measurements of zenith EB and slant 45º DR could be used 




 This study built on the work presented in Matrosov et al. [2012] and Marchand et 
al. [2013] (hereafter Mat12 and Mar13, respectively) who analyzed 95-GHz radar 
reflectivity data collected with the scanning W-band ARM (Atmospheric Radiation 
Measurement Program) cloud radar (SWACR) and depolarization ratios (DR) 
corresponding to in-situ microphysical data collected at Storm Peak Lab (SPL) during 
StormVEx. Mat12 analyzed DR patterns and observed particles at SPL to infer ice 
hydrometeor habits. Case studies in their work show the presence of planar or columnar 
ice crystals. Mar13 furthered the analysis by incorporating more radar scans, and they 
found that at least a small amount of enhanced backscattering (EB) due to horizontally 
oriented ice crystals was present in most radar scans. To build on these results, we ran an 
optimal estimation approach (MZ; explained in Mascio et al., [2017]) adjusted for slant 
incidence, to retrieve optimal mass-dimensional (m-D) relationships for each observed 
slant radar reflectivity. Our methodology was validated by comparing the results of the 
entire data set to previous studies. In order to report on the error of the forward model at 
vertical incidence, as well as determine possible correlations between m-D and 
temperature and liquid water path (LWP) in the zenith, staring periods of when SWACR 
was staring over SPL at slant incidence were defined, with vertical incidence 
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observations proceeding and concluding these staring periods. The results of this study 
are listed below: 
1. The m-D relationships retrieved for the entire data set agree well with 
previous studies, but the modal am and bm (am = 0.000316, bm = 1.4 cgs) value 
is less than all values found in previous studies. 
2. Differences between reflectivities calculated from staring periods and a fixed 
m-D relationship found in a previous study report on the errors of our forward 
model. These errors can cause differences around 7 dB. This bias can result in 
a snowfall rate difference of about 1.7 mm per hour. 
3. There seems to be no correlations between m-D and temperature nor LWP in 
the zenith. Therefore, this suggests that the only way to reduce the forward 
model error would be to measure the zenith EB and slant 45º DR. 
4. The prefactor coefficient am in the m-D relationship has an inverse 
relationship with slant 45º DR with a Pearson correlation coefficient equaling 
-0.288. This implies that there is less mass for a given maximum dimension, 
and with the fact that there is no correlation between aa and DR, particles 
seem to be more plate-like or dendrite-like. This is supported by the slight 
direct relationship found between am and zenith EB, as zenith EB and slant 
45º DR have an inverse relationship. 
These findings suggest that measurements of zenith EB and slant 45º DR could be used to 
improve radar-based retrievals by helping account for ice crystal properties and 
orientation. They improve the retrievals by reducing the forward model error found at 
vertical incidence, especially for zenith pointing radars such as CloudSat. These 
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improvements can benefit the remote sensing and modeling community alike using 
millimeter-wavelengths in snow precipitating systems that can possibly be of mixed 
phase in mountainous terrain. However, as was discussed in M13, both satellite and 
aircraft data show that oriented ice crystals do occur in other regions such as the Artic 
(e.g., Shupe et al., [2006]; Earle et al., [2011]; Korolev et al., [1999]). Therefore, the 
errors involved with millimeter-wavelength radar-based retrievals can occur in different 
regions where oriented ice crystals are found. 
 
4.6 Supplementary Information 
4.6.1 CIP and PIP Processing 
The CIP has a linear array of 64 diodes and as cloud particles pass over the diode 
array, elements of the diode array are occulted. Collecting these arrays of shaded diodes 
(slices) over a time interval creates an image of a cloud or precipitation particle. The time 
slices are stored as a series of binary numbers that when expanded to ones and zeros 
recreates the image of the diode array (Figure 4.24). Characteristics of the cloud particles 
such as cross sectional area are determined from the images.  
From a group of slices determined to be a particle image by the CIP, the particle 
width is calculated as the number of consecutive slices with any shaded diodes.  For each 
slice, the height is the number of shaded diodes and if there are unshaded diodes between 
shaded diodes, the unshaded diodes are considered shaded. The particle height is the 
maximum of the heights of these slices. Area is the total number of shaded diodes. Area 
ratio is the total area of diodes shaded by the particle divided by the area of the circle 
circumscribing the particle. 
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The position of the particle over the diode array can vary such that the particle is 
entirely imaged or part of the particle extends over one edge or both edges of the diode 
array. If the particle is entirely imaged, it will be binned by its longest dimension, the 
maximum value of the height or the width. It is possible to geometrically reconstruct the 
size of a particle that extends outside of the diode array if certain conditions are met. If a 
particle touches an edge and the ratio of height to width is less than 0.2, the particle will 
be rejected for insufficient information to reconstruct a particle size. If the particle only 
touches one edge and the ratio of height to width is greater than or equal to 0.2, the size 
of the particle will be reconstructed using Equation 13 in Heymsfield and Parrish [1978].  
If the particle touches both edges of the array and the ratio of height to width is greater or 
equal to 0.2, the size of the particle will be reconstructed by Equation 16 in Heymsfield 
and Parrish [1978].  
The situation can arise that what the CIP determines as a particle is in reality 
something else. For example, an oddly shaped particle which could be produced by the 
particle shattering on the instrument housing, or multiple particles arriving at the diode 
array at nearly the same time. We used the area ratio to reject these particles. If the area 
ratio of the particle is less than 0.1, then the particle image is not valid and rejected [Field 
et al., 2006]. Particle rejection is complicated because it is difficult to find criteria that 
will only reject bad particles and accept valid particles, all of the time. From analyzing 
the StormVEx CIP data, our rejection criteria maximizes the number of bad particles and 
minimizes the number of good particles rejected from the sample based on visual 
inspection of the data. Each accepted particle and its characteristics are calculated and 
stored for later analysis.   
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 The next step is to take the individual particle characteristics and calculate cloud 
PSDs. The CIP diode resolution is 25 microns, allowing it to detect particles in the range 
of 25 um to 1.6 mm. The PIP diode resolution is 100 microns, detecting particles in the 
range of 100 um to 6.4 mm. Each particle has the time-stamp of when the instrument 
began recording slices. Using a selected time interval (1 second or 10 seconds), the non-
rejected particles detected during the time interval are binned according to size.  
 To calculate the total volume of air sampled by the CIP and PIP during the time 
interval we first calculate the instrument sample area. The sample area is the depth of 
field multiplied by the effective width of the diode array [Heymsfield and Parrish, 1978; 
Equation 2]. The depth of field is a function of particle diameter and is calculated using 
Equation 5 in Heymsfield and Parrish [1978]. The maximum depth of field is determined 
by the instrument configuration; 10 cm for the CIP and 26 cm for the PIP. The effective 
width of the diode array is calculated using Equation 17 in Heymsfield and Parrish 
[1978].  The sample volume is then the product of the sample area, time interval, and the 
average wind speed. Since the CIP and PIP were mounted on a wind vane, it was the 
wind that moved the air through the instruments. These steps calculate the number 
concentration of particles in each size bin (#/cm3). To calculate the cross-sectional area 
distribution, which is used to determine A-D relationships, we calculate the total cross-
sectional area in each size bin and divide by the sample volume (um2/cm3) [DMT, 2009]. 
 
4.6.2 Calculation of Slant Backscatter Cross Section 
The radar forward model is comprised of radar backscatter cross sections of 
horizontally oriented soft oblate spheroids at 95-GHz for 45o slant polarizations basis and 
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a radar elevation angle of 10.3o. This 45o slant polarizations basis and a radar elevation 
angle of 10.3o is what was adjusted from the MZ methodology described in Mascio and 
Mace [2017] and Mascio et al. [2017]. Snowflakes are represented by “soft” (i.e., mixed 
ice-air) oblate spheroids. Spheroid major axis lengths (reflecting the snowflake maximum 
dimensions) of D = 0.1 and 19.0 mm are included in the analysis. All soft spheroids are 
characterized by an axis ratio of minor to major axis length of 𝛼 = 0.6, which is often 
noted as typical average snowflake aspect ratio in snowflake observation studies (e.g., 
Korolev and Isaac [2003] and Gergely and Garrett [2016]) and commonly used for the 
analysis of snow- and ice-cloud radar observations (e.g., Matrosov et al. [2005] and 
Hogan et al. [2012]). An effective refractive index of each soft spheroid at the SWACR 
frequency of 95-GHz is determined by the Maxwell-Garnett mixing rule for ice 
inclusions in an air matrix based on the snowflake mass derived from the m-D 
relationship, the oblate spheroid volume, and the complex refractive index of pure ice of 𝑛5KD = 1.8 + 2.4𝑥10QR𝑖 (rounded to two significant figures) calculated according to 
Matzler and Wegmuller [1987]. As previous studies have indicated that snowflakes are 
preferentially horizontally oriented during snowfall for the StormVEx data set (Mat12 
and Mar13), the major axes of the soft spheroids are assumed to be aligned horizontally. 
 The copolar radar backscatter cross sections of the soft oblate spheroids are 
calculated by the T-matrix method [Waterman, 1971] for the SWACR viewing geometry 
and slant 45o polarization basis following Matrosov [2015]. First, the 2x2 amplitude 
scattering matrix Bh-v at backscatter is calculated for each horizontally aligned soft 
spheroid and SWACR elevation angle of 10.3o for the (traditionally used) horizontal-
vertical (h-v) radar polarization basis (for an arbitrary scattering geometry, the amplitude 
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scattering matrix is often introduced as the S-matrix in the literature on electromagnetic 
scattering). Here, the T-matrix implementation of Mishchenko and Travis [1998] within 
the PyTMatrix package of Leinonen [2014] is used to obtain the backscatter matrix Bh-v. 
Then, the corresponding backscatter matrix Bsl for the SWACR slant 45o polarization 
basis is computed from Bh-v with the rotation matrix 𝑅(𝛾) = 6 𝑐𝑜𝑠𝛾 𝑠𝑖𝑛𝛾−𝑠𝑖𝑛𝛾 𝑐𝑜𝑠𝛾:,    (4) 
for 𝛾 = 45o (see Matrosov [2015] and Bringi and Chandrasekar [2001] ch. 2.3.7), where 
Bsl is calculated as: 𝐵1/ = 𝑅(−𝛾)𝐵ZQ[𝑅(𝛾).    (5) 
The copolar radar backscatter cross section 𝜎K] for the SWACR transmitted signal is 
determined as: 𝜎K] = 4𝜋|𝐵1/(1,1)|I,     (5) 
where the matrix element Bsl(1,1) in the first row and first column of Bsl corresponds to 
B11 in the Eq. 5a of Matrosov [2015]. 
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Table 4.1.  Dates analyzed from StormVEx Study 
 
Date (2010/2011) Num. of Analyzed Times Num. of Staring Periods 
November 29 108 7 
December 1 72 8 
December 3 28 3 
December 4 23 2 
December 6 43 3 
December 7 92 5 
December 10 35 1 
December 18 99 9 
December 30 38 1 
January 3 67 8 
January 4 188 16 
January 8 90 6 
January 9 114 8 
January 12 28 1 
January 15 24 6 
January 19 2 1 
January 20 19 1 
January 21 33 6 
January 22 1 1 
January 24 9 1 
January 25 2 1 
January 26 42 5 
February 17 110 11 
February 24 15 1 
February 25 179 13 
February 26 30 2 
March 3 115 3 
March 4 59 7 
March 6 99 8 
March 7 25 2 
March 8 16 1 
March 9 2 1 
March 13 8 1 













Figure 4.1. Picture taken by Betsy Berry during StormVEx at SPL showing how the 















Figure 4.2. Scatter plot of wind speed (in the u-direction) versus total number 



















































































































































Figure 4.5. SWACR RHI reflectivity on 2010 December 1 nearest to SPL, where top row 
is copolarization, middle is cross-polarization, and bottom is the depolarization ratio. The 
left (L) column is at 11:02:01 UTC, middle (M) is at 13:07:37 UTC, and right (R) is at 
15:13:33 UTC, which correspond to the red “L”, “M”, and “R” on Figure 4.4, respectively. 






























































































































































































































































































































































Figure 4.7. Time series of retrieved am (top panel), retrieved bm (second from top panel), 
determined aa (second from bottom panel), and determined ba (bottom panel) for 2010 























































































































































































































































































































































































































































































































Figure 4.11. Similar to Figure 4.5, but for 2011 March 4. The left (L) column is at 
9:58:03 UTC, middle (M) is at 11:01:02 UTC, and right (R) is at 12:04:10 UTC, which 















































Figure 4.13. Similar to Figure 4.7, but for 2011 March 4. Red vertical lines and 





































Figure 4.15. Particle images created from the CIP and PIP for 2011 March 4. Purple 
boxed images are from around 11:00 UTC and pink boxed images are from around 12:00 
































































































































































































































































































































































































































































































































































































Figure 4.20. Histograms of calculated EB during StormVEx (black), and when aligned 











Figure 4.21. Scatter plots showing relationships between slant 45º DR and variables in 













Figure 4.22. Scatter plots showing relationships between zenith EB and variables in 


































































































Figure 4.24. Example of a particle that has shadowed the diode array of an optical array 
probe and is then expanded to ones and zeros, where ones are represent no shadow and 




Remote sensing of ice clouds and ice precipitation have large uncertainties due to 
the natural variability in ice crystal physical properties. For simplification, radar forward 
models use assumptions about the single-scattering properties of ice crystals, which 
create uncertainties on the forward models of unknown magnitude. These uncertainties 
were quantified in Mascio and Mace [2017] (Chapter 2). CloudSat reflectivities were 
syndicated with particle size distributions (PSDs) collected in situ during the Small 
Particles in Cirrus (SPartICus) campaign by cloud probes onboard the Stratton Park 
Engineering Corporation (SPEC) Learjet. This multi-instrument description was used in 
an optimal estimation algorithm, along with the uncertainties due to the PSD variability, 
to determine an optimal mass-dimensional (m-D) relationship. Reflectivity factors were 
calculated from the SPartICus PSDs following Posselt and Mace [2014] using the T-
Matrix method to calculate the backscatter cross-sections as described in Hammonds et 
al. [2014], which allows for input of arbitrary m-D relationships and in turn models the 
sensitivity of the radar reflectivity to the m-D relationship.  
The three primary findings of Mascio and Mace [2017] are the following: 
1. Ice crystal properties are best represented by a continuum whose statistics covary
with conditions. Specific ice crystal habit assumptions in algorithms and models
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that do not account for the uncertainty in those assumptions are misguided. 
2. There are significant differences in the am and bm statistics due to temperature and
dBZ. This suggests that the microphysics may be more dependent on local
environmental conditions like temperature rather than other factors, such as
possibly synoptic scale forcing, aerosols and/or something else.
3. The variability in am and bm contributes to the uncertainty of the forward modeled
radar reflectivity. In situations where the PSD is better known, such as in this
study, from an in-situ measurement or perhaps from microphysical properties
predicted by a model, then the forward model radar reflectivity cannot be
considered deterministic but must be represented as a probability distribution.
Continuing on in similar research while keeping the findings of Mascio and Mace
[2017] in mind, Mascio et al. [2017] (Chapter 3) analyzed the m-D relationships for 
cirrus clouds probed during the Tropical Composition, Cloud and Climate Coupling 
(TC4) experiment. More accurate knowledge of the distribution of ice mass with size for 
ice clouds (i.e., cirrus) was the main goal, since a lack of this knowledge influences how 
measurements and models are interpreted which in turn creates uncertainties in 
parameterizations in Global Climate Models (GCMs). It has become apparent from 
previous work that choosing specific m-D power law parameters tends to drive 
uncertainty in both modeling and retrieval algorithm applications [Schmitt and 
Heymsfield, 2010; Heymsfield et al., 2010a; Fontaine et al., 2014; Heymsfield et al., 2016; 
Hammonds et al., 2014; Wood et al., 2014; Maahn et al., 2015; Wood et al., 2015; Mace 
and Benson, 2016]. In Mascio et al. [2017], the coauthors and I analyzed in-situ data 




[Mascio and Mace, 2017] and XIWC algorithm [Xu and Mace, 2017]) to retrieve optimal 
m-D relationships based on minimizing differences between radar reflectivity (MZ 
algorithm) or IWC (XIWC algorithm). To establish validity of the methodologies, the 
two approaches were first compared. Then the XIWC algorithm was used to describe the 
m-D properties for the cirrus observed during TC4. 
The primary findings of Mascio et al. [2017] are the following: 
1. As IWC and temperature increases am and bm tend to increase suggesting that the 
ice crystals tend to become more spatial and less compact as they grow and 
aggregate at warmer temperatures. 
2. Found relationships between retrieved am and bm and temperature agree 
reasonably well with those found in Heymsfield et al. [2013], where both am and 
bm are found to increase with temperature. 
3. Taken together and in light of previous work [Hammonds et al., 2014; Mace and 
Benson, 2016], these results suggest the changes in m-D with temperature have 
substantial implications for remote sensing retrievals. With am varying by a factor 
of five and bm varying by some 16% over a typical range of ice cloud 
temperatures, forward modeling errors in radar reflectivity could typically be in 
excess of 4 to 5 dB, further suggesting that retrievals of IWC and precipitation 
rates from radar in ice clouds be in error by factors easily exceeding 3. 
Further analysis of m-D relationships was completed in the research described in 
Chapter 4, where the MZ algorithm was adjusted for slant incidence to retrieve similar 
optimal m-D relationships for each observed slant radar reflectivity measured during the 




scanning W-band ARM cloud radar (SWACR) collected reflectivity data at 95-GHz and 
cloud microphysical data was collected at Storm Peak Laboratory (SPL). This work built 
on Matrosov et al. [2012] and Marchand et al. [2013], who analyzed depolarization ratios 
(DR) and enhanced backscattering (EB) to infer ice hydrometeor habits and their 
orientation, respectively. Our methodology was validated by comparing the results of the 
entire data set to previous studies. In order to report on the error of the forward model at 
vertical incidence, as well as determine possible correlations between m-D and 
temperature and liquid water path (LWP) in the zenith, staring periods of when SWACR 
was staring over SPL at slant incidence were defined, with vertical incidence 
observations proceeding and concluding these staring periods. The results of this study 
are listed below: 
5. The m-D relationships retrieved for the entire data set agree well with 
previous studies, but the modal am and bm (am = 0.000316, bm = 1.4 cgs) value 
is less than all values found in previous studies. 
6. Differences between reflectivities calculated from staring periods and a fixed 
m-D relationship found in a previous study report on the errors of our forward 
model. These errors can cause differences around 7 dB. This bias can result in 
a snowfall rate difference of about 1.7 mm per hour. 
7. There seems to be no correlations between m-D and temperature nor LWP in 
the zenith. Therefore, this suggests that the only way to reduce the forward 
model error would be to measure the zenith EB and slant 45º DR. 
8. The prefactor coefficient am in the m-D relationship has an inverse 




-0.288. This implies that there is less mass for a given maximum dimension, 
and with the fact that there is no correlation between aa and DR, particles 
seem to be more plate-like or dendrite-like. This is supported by the slight 
direct relationship found between am and zenith EB, as zenith EB and slant 
45º DR have an inverse relationship. 
These findings suggest that measurements of zenith EB and slant 45º DR could be used to 
improve radar-based retrievals by helping account for ice crystal properties and 
orientation. They improve the retrievals by reducing the forward model error found at 
vertical incidence, especially for zenith pointing radars such as CloudSat. These 
improvements can benefit the remote sensing and modeling community alike using 
millimeter-wavelengths in snow precipitating systems that can possibly be of mixed 
phase in mountainous terrain. However, as was discussed in Marchand et al. [2013], both 
satellite and aircraft data show that oriented ice crystals do occur in other regions such as 
the Artic (e.g., Shupe et al. [2006]; Earle et al. [2011]; Korolev et al. [1999]). Therefore, 
the errors involved with millimeter-wavelength radar-based retrievals can occur in 
different regions where oriented ice crystals are found. 
All three studies discussed in this dissertation present new analysis and findings 
for ice crystals in cold clouds, determined using radar reflectivity and in-situ cloud 
microphysical data. The results of these studies are important to the advancement of 
remote sensing and modeling in relation to ice clouds. Future work needs to be done to 
learn more about the distribution of mass within an ice crystal in different environments 
and also how this mass changes with the life cycle of an ice crystal. There is a major 
importance in continued collection of in-situ cloud microphysical data with 
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corresponding radar reflectivity data. 
All of the studies discussed used the predefined mass-dimensional power law due 
to its historical usage. As the uncertainties of the coefficients of this power law were 
quantified in these studies it is clear that describing the distribution of mass within an ice 
crystal might better be represented with a different variable. Perhaps instead of using 
dimension the microphysical community can make strides in characterizing ice crystals 
based on cross-section. Therefore, the power law of distribution of mass can be 
represented in terms of cross-section. Characterizing a complex three-dimensional ice 
crystal with a two-dimensional cross-section rather one dimension seems to be more 
reasonable, but obviously needs to be analyzed and evaluated. Once a characterization 
with cross-section for a specific ice crystal dataset has been created, then similar analysis 
as described in this dissertation can be applied and results can be compared with the 
results obtained using the historical mass-dimensional power laws. There is also a large 
possibility that a different variable other than cross-section would be better to use, which 
is left for future ideas and research. 
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