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Τα δορυφορικά δεδομένα piαρατήρησης γης αυξάνονται με ιλιγγιώδη ρυθμό σε όγκο, piοικι-
λομορφία και piολυpiλοκότητα με συνέpiεια να δημιουργούνται νέες piροκλήσεις σχετικά με την
piρόσβαση, αρχειοθέτηση, εpiεξεργασία και ανάλυσή τους. Για την άμεση εξυpiηρέτηση αυτού
του piρωτοφανούς όγκου δεδομένων και την εξαγωγή γνώσης, νέες τεχνολογίες υpiολογι-
στικών συστημάτων και αρχιτεκτονικών όpiως εpiίσης και εργαλεία διαχείρισης αναpiτύσσονται
διαρκώς. Για να είναι δυνατόν να εκμεταλλευθούμε αυτή την piληθώρα δεδομένων, υpiολογιστι-
κών μηχανών, piρογραμματιστικών μοντέλων, βιβλιοθηκών και εργαλείων τα οpiοία είναι δια-
θέσιμα χρειαζόμαστε συντονισμένες, piροσαρμοστικές και ολοκληρωτικές piροσpiάθειες ώστε
να συνδυάσουμε αρμονικά τις υpiάρχουσες τεχνολογίες. Προς την κατεύθυνση αυτή piαρου-
σιάζεται σε αυτή την εργασία μια piλατφόρμα ανάλυσης μεγάλων γεωχωρικών δεδομένων για
εφαρμογές piαρατήρησης της γης η οpiοία για την εpiίτευξη των στόχων της αpiοδοτικής ανάλυ-
σης, αpiοθήκευσης και διαχείρισης μεγάλων δεδομένων ενσωματώνει μια σειρά αpiό εργαλεία,
βιβλιοθήκες και υpiολογιστικά μοντέλα σε ένα κατανεμημένο piεριβάλλον cluster υpiολογιστών.
Ειδικότερα, η βασική λειτουργικότητα συνίσταται αpiό το Geotrellis, μια μηχανή εpiεξεργασίας
γεωχωρικών δεδομένων για εφαρμογές υψηλών εpiιδόσεων για την αpiοθήκευση, διαχείριση και
εpiεξεργασία των δεδομένων και το framework Apache Spark για την κατανομή υpiολογισμών
και δεδομένων κατά μήκος του cluster. Διάφοροι αλγόριθμοι υλοpiοιήθηκαν στη γλώσσα
piρογραμματισμού Scala τόσο για εργασίες ETL (Extract, Transform, Load) piάνω στα raw
δεδομένα όσο και για την piρόσβαση και την κατανεμημένη εpiεξεργασία piολυφασματικών δο-
ρυφορικών εικόνων. Το ανεpiτυγμένο σύστημα στην τρέχουσα μορφή του καλύpiτει μερικώς
τον Ελλαδικό χώρο με piολυφασματικά δεδομένα τα οpiοία piροέρχονται αpiό το δορυφόρο Land-
sat 8, τα οpiοία αpiοθηκεύονται και piρο-εpiεξεργάζονται αυτόματα στο υλικό το οpiοίο έχουμε
στη διάθεσή μας, για σκοpiούς εpiίδειξης. Τα ανεpiτυγμένα ερωτήματα εpiεξεργασίας των δε-
δομένων εστιάζουν σε αγροτικές εφαρμογές και piαράγουν τόσο τεχνητά έγχρωμα σύνθετα
με βάση καλώς ορισμένους δείκτες, τα οpiοία και piαρέχουν piληροφορία σχετικά με την κατά-
σταση των καλλιεργειών διαχρονικά ανά pixel και ανά έτος, όσο και χάρτες αpiοτύpiωσης της
εpiοχικότητας αpiό τους οpiοίους είναι δυνατόν να εξαχθούν μοτίβα για τον κύκλο ζωής των
υpiό piαρακολούθηση καλλιεργειών.
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Earth Observation satellite data are increasing with tremendous rate in volume, variety
and complexity. As a consequence new challenges are emerging in regard to their access,
archiving, processing and analysis. To serve rapidly this unprecedented data volume and
extract knowledge through its analysis, new computing systems technologies and architec-
tures as well as various administration tools are constantly developed. In order to exploit
effectively this plethora of data, computing engines, programming models, libraries and
tools that are available, coordinated, adaptive and integrated efforts are needed so as to
seamlessly combine the existing technologies. Towards this direction a platform capable
of analysing geospatial big data for earth observation applications is presented. The de-
veloped platform, in order to achieve the goals of efficient analysis, storage and handling
of big data, integrates a number of tools, libraries and processing models in a distributed
computer cluster environment. In particular, the core functionality consists of Geotrel-
lis, a geospatial data processing engine for high performance applications, responsible for
the storage, handling and processing of the data as well as the Apache Spark framework
for distributing computations and data across the cluster. Various algorithms were im-
plemented in Scala programming language both for applying ETL (Extract, Transform,
Load) procedures on the raw data and for the access and distributed analysis of multispec-
tral satellite data. The developed system in its current form covers partially the Greek
territory with multispectral satellite data which are acquired by Landsat 8 satellite and
that are stored and processed in an automated way in the infrastructure which is in our
disposal for demonstration purposes. The developed data processing queries are focused
mainly in agricultural applications and create artificial color composites, based on well
defined indices, that provide valuable information regarding the crops’ state over time per
pixel and per year as well as value-added products that map seasonality from which it is
possible to extract patterns for the life cycle of the monitored crops.
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1.1 Αντικείμενο της διpiλωματικής
Η σύγχρονη γενιά αισθητήρων οι οpiοίοι βρίσκονται στο διάστημα piαράγει σχεδόν συνεχείς
ροές μαζικών δεδομένων piαρατήρησης της γης. Σύντομα, υψηλής χωρικής ανάλυσης piολυφα-
σματικές εικόνες piου καλύpiτουν όλη τη γη θα είναι διαθέσιμες μία φορά κάθε εβδομάδα και σε
κάpiοιες piεριοχές δύο φορές κάθε εβδομάδα. Εpiιpiρόσθετα με τις αpiοστολές εθνικών και ευρω-
piαϊκών οργανισμών (κυρίως των Η.Π.Α. και της Ε.Ε.) οι οpiοίες piαρέχουν ανοιχτά δεδομένα,
η βιομηχανία του διαστήματος, μέσω startup εταιρειών, ολοένα και διογκώνεται, καθώς οι ε-
κτοξεύσεις δορυφόρων γίνονται φθηνότερες και η τεχνολογία ολοένα και piιο piροσιτή. Πολλοί
μικροί και φθηνοί δορυφόροι σε τροχιά (θα) καθιστούν τα γεωχωρικά δεδομένα ευρέως διαθέ-
σιμα για ένα piολύ μεγάλο εύρος εφαρμογών. Αυτή η νέα γενιά διασυνδεδεμένων δορυφόρων,
καθημερινά, συλλέγουν και μεταβιβάζουν τηλεpiισκοpiικά δεδομένα με υpiό του μέτρου χωρική
ανάλυση, εpiιτρέpiοντας με αυτό τον τρόpiο την piαρακολούθηση των αλλαγών στην εpiιφάνεια
της με συχνότητα μεγαλύτερη αpiό piοτέ άλλοτε. Η βιομηχανία piαρακολούθησης της γης η
οpiοία βασίζεται σε δορυφόρους υφίσταται μια εντυpiωσιακή ανάpiτυξη, δεδομένου ότι piερίpiου
260 εκτοξεύσεις δορυφόρων αναμένονται μέσα στην εpiόμενη δεκαετία. Εpiιpiλέον, η piρόσφατη
χαλάρωση της νομοθεσίας σχετικά με την piώληση εικόνων piολύ υψηλής χωρικής ανάλυσης
έχει ανοίξει το δρόμο για ακόμα μεγαλύτερη ανάpiτυξη καθώς νέοι εταιρικοί piαίκτες μpiορούν
να εισέλθουν στην αγορά και να piαρέχουν κατάpiαίτηση ευρέος φάσματος υpiηρεσίες οι οpiοί-
ες θα οδηγήσουν στη δημιουργία νέων οικονομικών δραστηριοτήτων καθώς και εφαρμογών,
piροϊόντων, υpiηρεσιών καθώς και νέων εpiιχειρηματικών μοντέλων.
Ο όγκος αυτών των, τεραστίων σε αpiαιτήσεις, ροών δεδομένων piαρατήρησης της γης οι
οpiοίες λαμβάνονται αpiό δορυφορικά κανάλια κατερχόμενης ζεύξης με ρυθμούς gigabit, αυξά-
νεται με τρομακτικούς ρυθμούς, αγγίζοντας αυτή τη στιγμή την τάξη των piολλών Petabyte
σε piολλά αρχεία δορυφορικών δεδομένων [74],[69],[22],[60]. Σύμφωνα με στατιστικές του
οργανισμού Open Geospatial Consortium (OGC), ο συνολικός όγκος των αρχειοθετημένων
δεδομένων piαρατήρησης της γης θα ξεpiεράσει το 1 Exabyte (=1000 Petabytes) κατά τη
διάρκεια του έτους 2015.
Παρ’ολα αυτά, εκτιμάται ότι τα piερισσότερα σύνολα δεδομένων στα υpiάρχοντα αρχεία
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12 Κεφάλαιο 1. Εισαγωγή
δορυφορικών δεδομένων δεν έχουν piοτέ τύχει piρόσβασης και εpiεξεργασίας [68] εκτός συγ-
κεκριμένων κέντρων υpiερυpiολογιστών (supercomputers). Συνεpiώς, για να καταφέρουμε να
αξιοpiοιήσουμε στο μέγιστο βαθμό αυτά τα μαζικά σύνολα δεδομένων piαρατήρησης της γης
καθώς και τα piεριβαλλοντικά σύνολα δεδομένων, piροηγμένες μέθοδοι για την οργάνωση και
ανάλυση τους αpiαιτούνται [83],[69],[29], [50] καθώς και η εpiεξεργαστική ισχύς, το ανθρώpiινο
δυναμικό και τα διαθέσιμα εργαλεία εpiεξεργασίας είναι αναγκαίο να έρθουν piιο ”κοντά” στις
αpiοθήκες δεδομένων [10],[58],[30],[51].
Η διαδικασία της εξόρυξης piολύτιμης γνώσης και piληροφορίας αpiό μεγάλα σύνολα δεδομέ-
νων piαρατήρησης της γης, piαρουσιάζει σημαντικές τεχνολογικές piροκλήσεις [60],[61],[72],[54],
ενώ ο ολοένα και αυξανόμενος όγκος των αpiοθηκευμένων δεδομένων δεν είναι ο μόνος piα-
ράγοντας piου καθιστά αpiαιτητική τη διαδικασία. Καθώς ο piλούτος των δεδομένων αυξάνεται
οι piροκλήσεις της δημιουργίας κατάλληλων ευρετηρίων (indexing), της αναζήτησης και της
μεταφοράς των δεδομένων αυξάνονται αντίστοιχα και μάλιστα σε υpiερθετικό βαθμό. Ανοιχτά
ζητήματα piεριλαμβάνουν την αpiοτελεσματική αpiοθήκευση, χειρισμό, διαχείριση και μεταφορά
των δεδομένων καθώς και την εpiεξεργασία διαφορετικών τύpiων και piολυδιάστατων συνόλων
δεδομένων όpiως εpiίσης και τις ολοένα και αυξανόμενες αpiαιτήσεις για piραγματικού χρόνου
ή σχεδόν piραγματικού χρόνου εpiεξεργασία για piολλές κρίσιμες γεωχωρικές εφαρμογές [74],
[73],[83].
Εpiιpiλέον τα τηλεpiισκοpiικά δεδομένα είναι piολύτυpiα (multi-modal) καθώς συλλέγονται
αpiό piολλούς διαφορετικούς αισθητήρες όpiως για piαράδειγμα είναι οι piολυφασματικοί αισθη-
τήρες, οι αισθητήρες radar και lidar κ.α. Εκτιμάται ότι τα αρχεία της NASA piεριλαμβάνουν
σχεδόν 7000 διαφορετικούς τύpiους συνόλων δεδομένων piαρατήρησης της γης. ΄Οσον ανα-
φορά στα piολυδιάστατα σύνολα δεδομένων (pi.χ. υpiερφασματικές εικόνες) αυτά piεριέχουν
piληροφορία σε εκατοντάδες διαφορετικά μήκη κύματος και συνεpiώς μεγάλος όγκος piληροφο-
ρίας είναι αναγκαίο να αpiοθηκευτεί, να αναλυθεί, να μεταδοθεί και να εpiεξεργασθεί piρος την
κατεύθυνση της αξιοpiοίησης αυτών ετερογενών και piολυδιάστατων συνόλων δεδομένων.
Η ανάpiτυξη καινοφανών διαδικτυακών υpiηρεσιών γεωχωρικών δεδομένων [84],[81], [54]
για την ανάλυση, κατάpiαίτηση, τηλεpiισκοpiικών δεδομένων αpiοτελεί ένα θεμελιώδες ζήτημα.
Οι διαδικτυακές υpiηρεσίες γεωχωρικών δεδομένων δίνουν τη δυνατότητα στους χρήστες να
μεγιστοpiοιήσουν την αξιοpiοίηση των διανεμημένων γεωχωρικών δεδομένων καθώς και των
υpiολογιστικών piόρων κατά μήκος του διαδικτύου ώστε να εpiιτευχθεί η αυτοματοpiοίηση των
ενεργειών αφενός της ενσωμάτωσης των γεωχωρικών δεδομένων και αφετέρου των αναλυ-
τικών διαδικασιών. Είναι εpiιτακτική ανάγκη οι υpiηρεσίες αυτές να είναι διαλειτουργικές και
να εpiιτρέpiουν τη συνεργατική εpiεξεργασία των γεωχωρικών συνόλων δεδομένων piρος την
κατεύθυνση της εξόρυξης piληροφορίας και γνώσης. Τα piροαναφερθέντα χαρακτηριστικά εί-
ναι δυνατόν να εpiιτευχθούν μέσω της χρησιμοpiοίησης των τεχνολογιών των υpiολογιστικών
υpiηρεσιών (service computing technologies) και των υpiηρεσιών ροής εργασιών (workflow
technologies) [82],[40].
΄Ολες οι piροαναφερθείσες piτυχές του ζητήματος της διαχείρισης και χρήσης των γεωχωρι-
κών δεδομένων τυγχάνουν ενεργής και εντατικής ερευνητικής δραστηριότητας στους κύκλους
της εpiιστημονικής και βιομηχανικής κοινότητας piρος την κατεύθυνση της εξεύρεσης καινοτό-
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μων και piρωτότυpiων νέων τεχνολογιών.
Στο piλαίσιο αυτό η εκpiόνηση της piαρούσας διpiλωματικής εργασίας είχε σαν εpiακόλου-
θο τα εξής αpiοτέλεσματα. ΄Αρχικά piραγματοpiοιήθηκε μια κριτική ανασκόpiηση των τωρινών,
state-of-the-art συστημάτων για μεγάλα δεδομένα με τις ικανότητες της διαχείρισης, εpiε-
ξεργασίας, ανάλυσης και διαμοιρασμού μεγάλων συνόλων δεδομένων καθώς και piροϊόντων
piροστιθέμενης αξίας. Πραγματοpiοιήθηκε εpiίσης ανάλυση piρόσφατα ανεpiτυγμένων εργαλεί-
ων ειδικά για γεωχωρικά δεδομένα όpiως για piαράδειγμα είναι οι δέσμες (clusters) υpiολογι-
στικών συστημάτων υψηλών εpiιδόσεων, οι piλατφόρμες νέφους υpiολογιστών, τα piαράλληλα
συστήματα αρχείων και οι βάσεις δεδομένων. ΄Ολη η piαραpiάνω piληροφορία αξιοpiοιήθηκε
στο έpiακρο και οδήγησε στο σχεδιασμό, τη δημιουργία και την υλοpiοίηση ενός συστήματος
διαχείρισης και εpiεξεργασίας μεγάλων γεωχωρικών δεδομένων σε piεριβάλλον cluster υpiολο-
γιστών γενικού σκοpiού το οpiοίο μpiορεί να αξιοpiοιηθεί αpiό εφαρμογές piαρατήρησης της Γης
έως υδρολογικές και δημογραφικές εφαρμογές. Τέλος, με βάση τις τρέχουσες συνθήκες, τη
γνώση piου αpiοκτήθηκε στο piλαίσιο αυτής της εργασίας αλλά και τις αναδυόμενες piροκλή-
σεις, έγινε μια piροσpiάθεια να piαρουσιασθούν συγκεκριμένα ζητήματα, ιδέες και μελλοντικές
κατευθύνσεις piρος την αpiοτελεσματική εκμετάλλευση των μεγάλων δεδομένων piαρατήρησης
της γης για σημαντικές μηχανικές, piεριβαλλοντικές και αγροτικές εφαρμογές.
1.2 Συνεισφορά
Η συνεισφορά της piαρούσας διpiλωματικής εργασίας συνίσταται στα piαρακάτω σημεία :
• Στην εργασία αυτή έγινε η εpiίδειξη της διασύνδεσης σύγχρονων και καινοτόμων τε-
χνολογιών αpiοθήκευσης, διαχείρισης και ανάλυσης μεγάλων γεωχωρικών δεδομένων
(τηλεpiισκοpiικά δεδομένα) σε piεριβάλλον cluster υpiολογιστών. Για την εpiιλογή των
τεχνολογιών piου χρησιμοpiοιήθηκαν στο σύστημα piραγματοpiοιήθηκε σύγκριση μεταξύ
διάφορων συστημάτων, εργαλείων και αρχιτεκτονικών με συνέpiεια να διασφαλίζεται ότι
η piροτεινόμενη αρχιτεκτονική συστήματος είναι ικανή να εξυpiηρετήσει τις κολοσσιαίες
αpiαιτήσεις της ανάλυσης μεγάλων γεωχωρικών δεδομένων.
• Εpiίσης piραγματοpiοιήθηκε ο σχεδιασμός και η υλοpiοίηση ενός εpiιχειρησιακού συστήμα-
τος διαχείρισης και εpiεξεργασίας μεγάλων γεωχωρικών δεδομένων το οpiοίο είναι ικανό
να χρησιμοpiοιηθεί για piολύ μεγάλο εύρος εφαρμογών ανάλυσης τόσο raster δεδομένων
όσο και vector δεδομένων ή και συνδυασμό τους. Οι εφαρμογές αυτές piεριλαμβάνουν
τόσο μη διαδραστικές εφαρμογές (batch processing) όσο και εφαρμογές piραγματικού
χρόνου (real-time processing). ΄Αρα, η συνεισφορά της εργασίας για το σημείο αυτό,
έγκειται στη δημιουργία ενός συστήματος διαχείρισης μεγάλων γεωχωρικών δεδομένων
γενικού σκοpiού το οpiοίο μpiορεί να χρησιμοpiοιηθεί ανάλογα με τις υpiάρχουσες ανάγ-
κες και δυνατότητες και αpiοκρύpiτει αpiό τον τελικό χρήστη (piρογραμματιστή ανάpiτυξης
εφαρμογών ανάλυσης μεγάλων γεωχωρικών δεδομένων) όλες τις λεpiτομέρειες σχεδία-
σης και υλοpiοίησης ενός υpiολογιστικού συστήματος μεγάλης κλίμακας piροσφέροντάς
του τη δυνατότητα να ασχοληθεί αpiρόσκοpiτα και αpiροβλημάτιστα με την ανάpiτυξη και
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υpiοβολή αλγορίθμων εpiεξεργασίας στο σύστημα καθώς και τη συλλογή των αpiοτελε-
σμάτων.
1.3 Οργάνωση του τόμου
Η εργασία αυτή είναι οργανωμένη σε έξι κεφάλαια.
ΣτοΚεφάλαιο 2 piαρουσιάζονται οι βασικές τεχνολογίες piου σχετίζονται με την εργασία
αυτή. Αρχικά piεριγράφονται οι διαθέσιμες εpiιλογές σχετικά με τις piλατφόρμες εpiεξεργασίας
μεγάλων γεωχωρικών δεδομένων, στη συνέχεια piαρουσιάζονται οι piιο δημοφιλείς και υpiο-
σχόμενες αpiό αυτές ενώ τέλος γίνεται μια σύντομη αναφορά σε σύγχρονα ερευνητικά θέματα
εpiεξεργασίας μεγάλων γεωχωρικών δεδομένων.
Στο Κεφάλαιο 3 piαρουσιάζεται η θεματική βάση των εφαρμογών ανάλυσης τηλεpiισκο-
piικών δεδομένων οι οpiοίες υλοpiοιήθηκαν στα piλαίσια αυτής της εργασίας. Η βάση αυτή
είναι η σύγχρονη τάση για την εpiεξεργασία και την εξαγωγή γνώσης αpiό ολόκληρα αρχεί-
α τηλεpiισκοpiικών δεδομένων μέσω της διενέργειας διαχρονικών αναλύσεων με τη βοήθεια
κατανεμημένων συστημάτων εpiεξεργασίας υψηλών εpiιδόσεων. Εpiιχείρειται η piροσέγγιση αυ-
τής της τάσης μέσω της piαρουσίασης διάφορων εφαρμογών για την piαρατήρηση της γης και
κυρίως για piεριβαλλοντικές και αγροτικές εφαρμογές.
ΣτοΚεφάλαιο 4 piαρουσιάζεται η ανάλυση και η σχεδίαση του συστήματος piου δημιουρ-
γήθηκε ως αpiοτέλεσμα αυτής της εργασίας και δίνεται η piεριγραφή των υpiοσυστημάτων και
των εφαρμογών του. Γίνεται εpiίσης εκτενής piαρουσίαση της υλοpiοίησης του συγκεκριμένου
συστήματος για τη διενέργεια αναλύσεων και την εξαγωγή γνώσης αpiό μεγάλα γεωχωρικά
δεδομένα καθώς και piαρέχονται λεpiτομέρειες σχετικά με τις piλατφόρμες και τα piρογραμματι-
στικά εργαλεία piου χρησιμοpiοιήθηκαν καθώς και με την ανάλυση των βασικών αλγορίθμων
του και της δομής του κώδικα.
Στο Κεφάλαιο 5 γίνεται η piαρουσίαση των αpiοτελεσμάτων των αλγορίθμων piου ανα-
piτύχθηκαν καθώς και piραγματοpiοιείται αξιολόγησή τόσο των αpiοτελεσμάτων όσο και του
συστήματος piου χρησιμοpiοιήθηκε για την piαραγωγή τους.
Τέλος στο Κεφάλαιο 6 δίνονται τα συμpiεράσματα αυτής της διpiλωματικής εργασίας,





Στο κεφάλαιο αυτό θα γίνει piροσpiάθεια ώστε να piεριγραφεί [55] το τεχνολογικό υpiόβαθρο
εκείνο το οpiοίο είναι ζωτικής σημασίας για την κατανόηση των piιο βασικών ζητημάτων piου
αφορούν τις piλατφόρμες εpiεξεργασίας μεγάλων γεωχωρικών δεδομένων.
Ο ολοένα και αυξανόμενος αριθμός συνόλων γεωχωρικών δεδομένων [56] ξεpiερνά τις δυ-
νατότητες των τωρινών συστημάτων να τα εξερευνήσουν και να τα ερμηνεύσουν. Οι εργασίες
της αpiοθήκευσης, του χειρισμού, της ανάκτησης, της ανάλυσης και της δημοσίευσης μεγάλων
γεωχρικών δεδομένων [62] θέτουν σημαντικές piροκλήσεις και δημιουργούν ευκαιρίες για piολ-
λές piτυχές των state-of-the-art συστημάτων εpiεξεργασίας μεγάλων γεωχωρικών δεδομένων
(Σχήμα 2.1). Διάφορα συστατικά στοιχεία συμpiεριλαμβάνονται όpiως για piαράδειγμα είναι οι
υpiοδομές νέφους υpiολογιστών, τα piρότυpiα διαλειτουργικότητας, τα piαράλληλα συστήματα
και piρογραμματιστικά μοντέλα, τα Συστήματα Διαχείρισης Βάσεων Δεδομένων (DBMSs) σε
piολυεpiίpiεδες ιεραρχίες μνήμης και η χρονοδρομολόγηση εργασιών. Εpiιpiροσθέτως, η ολοένα
και αυξανόμενη piοσότητα και piοιότητα των γεωχωρικών δεδομένων piου piροέρχονται αpiό τη-
λεpiισκοpiικές piλατφόρμες, αpiό piαραδοσιακές τεχνολογίες GIS συστημάτων όpiως εpiίσης και
γεωχωρικά δεδομένα piου piροέρχονται αpiό μια σειρά νέων piηγών όpiως είναι τα μέσα κοινω-
νικής δικτύωσης και τα σύνολα δεδομένων του λεγόμενου ”Internet of Things” piαρέχουν
μεγάλες ευκαιρίες piρος την αpiάντηση νέων και μεγαλύτερων ερωτήματων αpiό γεωχωρικής
άpiοψης.
Η εμφάνιση των μεγάλων γεωχωρικών συνόλων δεδομένων έχει δημιουργήσει εpiανάστα-
ση στις τεχνικές για την ανάλυση και την εξαγωγή piολύτιμων piληροφοριών αpiό αυτές τις
ολοένα και αυξανόμενες ροές γεωχωρικών συνόλων δεδομένων. Η ταχεία εpiεξεργασία με-
γάλων γεωχωρικών δεδομένων piου χαρακτηρίζονται αpiό ολοένα και αυξανόμενο όγκο και
piολυpiλοκότητα αpiοτελεί μια μεγάλη piρόκληση για τα τωρινά συστήματα εpiεξεργασίας μεγά-
λων δεδομένων. Υpiάρχει μια εpiείγουσα ανάγκη για την εξεύρεση καινοτόμων λύσεων στην
αρχιτεκτονική συστημάτων και ειδικά piρος την εpiίτευξη της εγγενούς κλιμακωσιμότητας της
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Σχήμα 2.1: Η κυρίαρχη αρχιτεκτονική και τεχνολογίες για τη διαχείριση μεγάλων γεωχωρικών
δεδομένων και τη διενέργεια analytics.(Πηγή: [55])
βασικής αρχιτεκτονικής του υλικού και του λογισμικού. Ειδικότερα, αυτά τα συστήματα piου
κάνουν έντονη χρήση δεδομένων (data-intensive systems) piρέpiει να εpiιδεικνύουν δυνατότη-
τες γραμμικής κλιμάκωσης ώστε να μpiορούν να φιλοξενήσουν την εpiεξεργασία γεωχωρικών
δεδομένων οpiοιουδήpiοτε όγκου.
Για τον σκοpiό της εκpiλήρωσης της αpiαίτησης της εpiεξεργασίας των δεδομένων σε piραγ-
ματικό χρόνο για κάpiοιες γεωχωρικές εφαρμογές, εύκολες διαδικασίες για την piροσθήκη εpiι-
piλέον υpiολογιστικών piόρων σε υpiάρχοντα συστήματα είναι εpiίσης αναγκαίες. Αpiό την άpiοψη
της αpiοτελεσματικότητας σε εpiιδόσεις είναι κρίσιμης σημασίας για data-intensive piλατφόρμες
να συμμορφώνονται με την αρχή ”της μετακίνησης των εpiεξεργασιών στα δεδομένα” [35] ώστε
να ελαχιστοpiοιείται κατά το δυνατόν η μετακίνηση των δεδομένων κατά μήκος του δικτύου.
Συνεpiώς, η ιεραρχία αpiοθήκευσης ενός συστήματος βελτιστοpiοιημένου για data-intensive
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υpiολογισμούς piιθανότατα θα τοpiοθετούσε τα δεδομένα τοpiικά ώστε να μειωθούν οι καθυ-
στερήσεις αpiό το δίκτυο και το σύστημα οι οpiοίες και εισάγονται αpiό την μεταφορά των
δεδομένων.
Οι μαζικές αpiαιτήσεις αpiοθήκευσης αpiό τις βάσεις δεδομένων, η ανάγκη για piινακοpiοιη-
μένα μοντέλα αpiοθήκευσης για μεγάλης κλίμακας εpiιστημονικούς υpiολογισμούς και μεγάλα
αρχεία εξόδου καθώς εpiίσης και η ανάγκη για την εpiίτευξη υψηλού ταυτοχρονισμού και ρυθ-
μοαpiόδοσης ανά server [24] είναι βασικές αpiαιτήσεις για εφαρμογές piου τρέχουν σε υψηλής
κλιμακωσιμότητας υpiολογιστικές δέσμες.
Εpiί του piαρόντος, piοικίλες piλατφόρμες υψηλών εpiιδόσεων εpiιστρατεύονται σε μια piρο-
σpiάθεια να εκpiληρωθούν οι piροαναφερθείσες αpiαιτήσεις και να piραγματοpiοιηθεί εpiεξεργασία
αυτών των μεγάλων γεωχωρικών δεδομένων. Οι κυρίαρχες εpiιλογές για αυτές τις piλατφόρ-
μες εpiικεντρώνονται κυρίως σε καινοτόμες piλατφόρμες βάσεων δεδομένων, σε Cluster-Based
HPC (i.e. high performance computing) συστήματα ή αλλιώς supercomputers όpiως εpiίσης
και σε piλατφόρμες οι οpiοίες βασίζονται σε νέφη υpiολογιστών (Cloud-based platforms).
΄Ολες οι piροαναφερθείσες εpiιλογές για τις piλατφόρμες εpiεξεργασίας θα συζητηθούν στην
ενότητα 2.1. Σε συνέχεια της συζήτησης αυτής θα γίνει μια piροσpiάθεια (ενότητες 2.2 - 2.6)
ώστε να piαρουσιασθούν οι piιο δημοφιλείς όpiως εpiίσης και οι piιο υpiοσχόμενες piλατφόρμες
για τη διαχείριση και την εpiεξεργασία μεγάλων γεωχωρικών δεδομένων. Τέλος, στην ενότητα
2.7 θα piραγματοpiοιηθεί μια σύντομη αναφορά σε σύγχρονα ερευνητικά θέματα στον τομέα της
εpiεξεργασίας μεγάλων γεωχωρικών δεδομένων ώστε να δοθεί στον αναγνώστη μια αίσθηση
για την κατεύθυνση piου θα ακολουθήσει η τεχνολογική εξέλιξη στο piεδίο των υpiολογιστικών
συστημάτων εpiεξεργασίας δεδομένων μεγάλης κλίμακας.
2.1 Databases, HPC systems, Cloud-based architectures
Παρ’ολο piου το μέγεθος των μεγάλων δεδομένων συνεχίζει να αυξάνεται εκθετικά, οι τρέ-
χουσες δυνατότητες για την εpiεξεργασία μεγάλων γεωχωρικών συνόλων δεδομένων είναι μόνο
στα σχετικά χαμηλά εpiίpiεδα των τάξεων μεγεθών των petabytes, exabytes και zettabytes
δεδομένων. Εpiιpiλέον, τα piαραδοσιακά εργαλεία βάσεων δεδομένων και οι piλατφόρμες [24] δεν
δύνανται να εpiεξεργαστούν γεωχωρικά σύνολα δεδομένων τα οpiοία αυξάνονται τόσο piολύ σε
μέγεθος και piολυpiλοκότητα. Προς την αντιμετώpiιση αυτής της piρόκλησης piρωτότυpiες και
καινοτόμες λύσεις έχουν piροταθεί και χρησιμοpiοιούνται εpiί του piαρόντος. Οι δύο piιο δημο-
φιλείς, ισχυρές και εύρωστες είναι τα DBMSs τα οpiοία υλοpiοιούν το piινακοpiοιημένο μοντέλο
δεδομένων αpiό τη μία piλευρά και οι NoSQL (Not Only SQL) piλατφόρμες διαχείρισης βάσεων
δεδομένων αpiό την άλλη.
Τα piινακοpiοιημένα συστήματα διαχείρισης βάσεων δεδομένων (Array DBMSs) έχουν κα-
τασκευαστεί ειδικά για την εξυpiηρέτηση raster συνόλων δεδομένων. Καθως τα raster σύνολα
δεδομένων αpiοτελούνται αpiό pixel τα οpiοία βρίσκονται σε μία, δύο ή και piερισσότερες διαστά-
σεις, η δομή δεδομένων τύpiου piίνακα είναι η piιο κατάλληλη για τη μοντελοpiοίηση μεγάλων
γεωχωρικών raster δεδομένων. Τα Array DBMSs υλοpiοιούν το piινακοpiοιημένο μοντέλο το
οpiοίο υpiοστηρίζει τους piίνακες ως κατηγορήματα piρώτης τάξης. Το μοντέλο βασίζεται σε
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μια άλγεβρα piινάκων [15] η οpiοία αναpiτύχθηκε για τους σκοpiούς των βάσεων δεδομένων και
εισάγει τον piίνακα σαν ένα νέο τύpiο ιδιότητας στο σχεσιακό μοντέλο. Σε συνδυασμό με το
piινακοpiοιημένο μοντέλο μια νέα γλώσσα ερωτημάτων, η οpiοία εpiεκτείνει την τυpiική SQL,
έχει υλοpiοιηθεί και έχει εμpiλουτισθεί με τελεστές ειδικά για piίνακες για την ανάκτηση και
εpiεξεργασία raster δεδομένων. Τα Array DBMSs στην ουσία αpiοθηκεύουν και διαχειρίζον-
ται δομημένα δεδομένα. Γνωστές υλοpiοιήσεις Array DBMSs piεριλαμβάνουν τα συστήματα
Rasdaman, MonetDB/SciQL, PostGIS, Oracle GeoRaster και SciDB.
Η NoSQL [38] είναι μια σύγχρονη piροσέγγιση για μεγάλης κλίμακας, κατανεμημένη δια-
χείριση δεδομένων και σχεδιασμό βάσεων δεδομένων. Μια NoSQL βάση δεδομένων piροσφέρει
ένα μηχανισμό για την αpiοθήκευση και την ανάκτηση δεδομένων piου είναι μοντελοpiοιημένα
με διαφορετικό τρόpiο αpiό τις σχέσεις μεταξύ piινάκων των σχεσιακών βάσεων δεδομένων. Τα
NoSQL συστήματα είναι είτε εξόλοκλήρου μη σχεσιακά είτε αpiλά αpiοφεύγουν να υλοpiοιήσουν
εpiιλεγμένη σχεσιακή λειτουργικότητα όpiως είναι τα αυστηρώς καθορισμένα σχήματα piινάκων
και οι λειτουργίες join. Ο λόγος για τον οpiοίο piολλές mainstream piλατφόρμες μεγάλων
δεδομένων υιοθετούν την piροσέγγιση NoSQL είναι για να σpiάσουν και να ξεpiεράσουν την
ακαμψία των κανονικοpiοιημένων σχημάτων των σχεσιακών DBMSs. Παρ’ολα αυτά, piολλές
NoSQL piλατφόρμες βάσεων δεδομένων χρησιμοpiοιούν την SQL στα συστήματά τους καθώς
η SQL είναι μια αξιόpiιστη και αpiλή γλώσσα ερωτημάτων η οpiοία εpiιδεικνύει υψηλή εpiίδοση
κατά τη διενέργεια αναλύσεων σε piραγματικό χρόνο, μεγάλων δεδομένων συνεχούς ροής.
Οι NoSQL piλατφόρμες βάσεων δεδομένων αpiοθηκεύουν και διαχειρίζονται αδόμητα δεδο-
μένα με έναν τρόpiο ο οpiοίος έρχεται σε αντίθεση με τις σχεσιακές βάσεις δεδομένων καθώς
διαχωρίζει την αpiοθήκευση και τη διαχείριση των δεδομένων σε δύο ανεξάρτητα τμήματα αντί
να αντιμετωpiίζει τα δύο αυτά ζητήματα ταυτόχρονα. Αυτή η σχεδιαστική εpiιλογή piαρέχει στα
NoSQL συστήματα βάσεων δεδομένων μια σειρά αpiό piλεονεκτήματα. Τα κυριότερα αυτών
είναι η δυνατότητα για την εpiίτευξη της κλιμακωσιμότητας της αpiοθήκευσης των δεδομένων
με υψηλές εpiιδόσεις όpiως εpiίσης και η ευελιξία κατά την μοντελοpiοίηση των δεδομένων, την
ανάpiτυξη και την εγκατάσταση εφαρμογών [38]. Οι piερισσότερες NoSQL βάσεις δεδομένων
είναι αpiαλλαγμένες σχήματος. Αυτή η ιδιότητα δίνει τη δυνατότητα στις εφαρμογές να αλλά-
ζουν γρήγορα τη δομή των δεδομένων χωρίς να είναι αναγκαίο να γράφονται αpiό την αρχή
οι piίνακες στους οpiοίους τα δεδομένα είναι αpiοθηκευμένα. Εpiιpiλέον, εpiιτρέpiει μεγαλύτε-
ρη ευελιξία στην piερίpiτωση piου δομημένα δεδομένα αpiοθηκεύονται με ετερογενείς τρόpiους.
Γνωστές υλοpiοιήσεις NoSQL βάσεων δεδομένων οι οpiοίες εξυpiηρετούν γεωχωρικά δεδομένα
piεριλαμβάνουν τα συστήματα MongoDB, Google BigTable, Apache HBASE και Cassandra.
Εταιρείες οι οpiοίες χρησιμοpiοιούν NoSQL piλατφόρμες βάσεων δεδομένων piεριλαμβάνουν τις
Google, Facebook, Twitter, LinkedIn και NetFlix.
Εκτός αpiό τις piλατφόρμες βάσεων δεδομένων μια μεγάλη piοικιλία αpiό cluster-based HPC
συστήματα συμpiεριλαμβανομένων των grid computing, cluster computing και ubiquitous
computing χρησιμοpiοιούνται για την εpiεξεργασία μεγάλων συνόλων δεδομένων και την ε-
ξαγωγή χρήσιμων piληροφοριών. Μια cluster piλατφόρμα [74], [73] συνήθως αντιμετωpiίζει
ένα μεγάλο υpiολογιστικό piρόβλημα μέσω της συνεργατικής εργασίας piολλαpiλών υpiολογι-
στικών κόμβων οι οpiοίοι όμως piροσφέρουν την εικόνα ενός μοναδικού συστήματος. Την
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τρέχουσα piερίοδο, οι cluster piλατφόρμες είναι η κυρίαρχη αρχιτεκτονική όσον αναφορά τους
υpiολογισμούς υψηλών εpiιδόσεων και μεγάλης κλίμακας εpiιστημονικές εφαρμογές. Σημαντι-
κοί οργανισμοί και εpiιχειρήσεις όpiως η NASA [57] και η Google [11] έχουν αναpiτύξει μεγάλα
cluster συστήματα εpiεξεργασίας τα οpiοία αpiοτελούνται αpiό piολλούς υpiολογιστικούς κόμβους
για την εpiεξεργασία γεωχωρικών δεδομένων. Αυτού του είδους τα συστήματα [62] έχουν τη
δυνατότητα να piροσφέρουν υψηλού εpiιpiέδου χωρητικότητα δεδομένων, ρυθμοαpiόδοση και
διαθεσιμότητα μέσω της ανεκτικότητας λαθών αpiό την piλευρά του λογισμικού, τη δημιουργία
αντιγράφων των piρωτότυpiων δεδομένων και βελτιστοpiοιημένη διαχείριση συστήματος.
Τα HPC συστήματα εξελίσσονται piρος υβριδικές αρχιτεκτονικές και αρχιτεκτονικές με
εpiιταχυντές piεριέχοντας όχι μόνο piολυpiύρηνες CPUs αλλά και GPUs [37]. Εpiιpiλέον, ε-
ξοpiλίζονται με υψηλής εpiίδοσης δικτύωση τύpiου Infiniband για την εpiίτευξη piολύ υψηλού
εύρους ζώνης και συνεpiώς piολύ μικρή καθυστέρηση δικτύου για την εpiικοινωνία μεταξύ των
υpiολογιστικών κόμβων του συστήματος. Τα HPC συστήματα είναι piροσανατολισμένα σε
υpiολογιστικά έντονες εφαρμογές (compute-intensive oriented) και σαν συνέpiεια και η αρχι-
τεκτονική συστήματος και τα διάφορα εργαλεία δεν είναι βελτιστοpiοιημένα για την υpiοστήριξη
data-intensive εφαρμογών όpiου η διαθεσιμότητα των δεδομένων είναι το κύριο ζητούμενο. Συ-
νεpiώς, piαρά τις τεράστιες υpiολογιστικές δυνατότητες piου έχουν τα HPC συστήματα, η αpiοτε-
λεσματική εpiεξεργασία μεγάλων γεωχωρικών δεδομένων μέσω των υpiαρχόντων cluster-based
HPC συστημάτων piαραμένει ακόμα μια μεγάλη piρόκληση. Για την αντιμετώpiιση αυτού του
ζητήματος συντελείται μια μετάβαση piρος συστήματα piου είναι δομημένα σε piολλαpiλά ιεραρ-
χικά εpiίpiεδα. Τα συστήματα αυτά έχουν μεγαλύτερης διαστασιμότητας τοpiολογία σύνδεσης
όpiως εpiίσης και piολυεpiίpiεδη αρχιτεκτονική αpiοθήκευσης. ΄Οσον αναφορά την αpiοδοτικότητα
της εpiεξεργασίας των δεδομένων είναι κρίσιμης σημασίας να ληφθεί υpi’οψη η τοpiικότητα των
δεδομένων. Ο piρογραμματισμός εφαρμογών σε αυτά τα piολλαpiλά εpiίpiεδα τοpiικότητας και σε
μεγάλης διαστασιμότητας τοpiολογίες συνδέσεων αpiοτελεί ακόμα μία σημαντική piρόκληση και
piρέpiει να διανυθεί ακόμα piολύς δρόμος piρος την κατεύθυνση της εύρεσης βιώσιμων λύσεων.
Η ανάpiτυξη των εικονικών τεχνολογιών [62] έχει καταστήσει τους υpiερυpiολογιστές piολύ
piιο piροσιτούς δια μέσου της χρήσης κοινού και σχετικά φθηνού υλικού αντί των piολύ ακρι-
βών HPC συστημάτων. Ισχυρές υpiολογιστικές υpiοδομές αpiοκρύpiτονται piίσω αpiό λογισμικό
εικονικών μηχανών το οpiοίο δίνει τη δυνατότητα σε αυτά τα συστήματα να συμpiεριφέρονται
σαν ένας αληθινός και φυσικός Η/Υ εμpiλουτισμένος με τη δυνατότητα της ευελιξίας κατά τον
καθορισμό των piροδιαγραφών της εικονικής μηχανής όpiως για piαράδειγμα είναι ο αριθμός των
εpiεξεργαστικών piυρήνων, η μνήμη, το μέγεθος του δίσκου και το λειτουργικό σύστημα. Η
χρήση αυτών των εικονικών Η/Υ είναι γνωστή σαν νέφος υpiολογιστών (cloud computing)
[33] και αpiοτελεί μια αpiό τις piιο εύρωστες τεχνικές κατά την χρήση μεγάλων δεδομένων.
Για εφαρμογές μεγάλων γεωχωρικων δεδομένων piραγματικού χρόνου, η έγκαιρη αpiόκριση
του συστήματος όταν ο όγκος των δεδομένων είναι piολύ μεγάλος αpiοτελεί κορυφαία piροτε-
ραιότητα. Η τεχνική cloud computing ([78], [3], [31]) ενσωματώνει λογισμικό, υpiολογισμούς
και δεδομένα χρηστών ώστε να piαρέχει αpiομακρυσμένες υpiηρεσίες δια μέσου της άθροισης
piολλαpiλών διαφορετικών ροών εργασιών σε μία μεγάλη δέσμη εpiεξεργαστικών κόμβων. Το
cloud computing [24] όχι μόνο διανέμει εφαρμογές και υpiηρεσίες κατά μήκος του διαδικτύου
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αλλά εpiίσης έχει εpiεκταθεί ώστε να piαρέχει τις υpiοδομές σαν υpiηρεσία (infrastructure as
a service (IaaS)), όpiως για piαράδειγμα είναι το Amazon EC2, τις piλατφόρμες σαν υpiηρεσί-
α (platform as a service (PaaS)), όpiως για piαράδειγμα είναι το Google AppEngine και το
Microsoft Azure καθώς και το λογισμικό σαν υpiηρεσία (software as a service (SaaS)). Εpiι-
piλέον, η αpiοθήκευση σε υpiοδομές cloud computing piαρέχει ένα εργαλείο για την αpiοθήκευση
μεγάλων δεδομένων με piολύ καλές piροοpiτικές κλιμακωσιμότητας.
Το cloud computing είναι μια piολύ εφικτή τεχνολογία και έχει piροσελκύσει ένα μεγάλο
αριθμό ερευνητών για να το αναpiτύξουν και να δοκιμάσουν να εφαρμόσουν τις λύσεις του
σε piροβλήματα μεγάλων δεδομένων. Είναι αναγκαίο να αναpiτυχθούν piλατφόρμες λογισμι-
κού και αντίστοιχα piρογραμματιστικά μοντέλα τα οpiοία θα αξιοpiοιούν στο μέγιστο τις αρχές
και τις δυνατότητες του cloud computing για την αpiοθήκευση και την εpiεξεργασία μεγάλων
δεδομένων. Προς αυτήν την κατεύθυνση, το Apache Hadoop είναι μια αpiό τις piιο καλώς ανε-
piτυγμένες piλατφόρμες λογισμικού η οpiοία υpiοστηρίζει data-intensive, κατανεμημένες και piα-
ράλληλες εφαρμογές. Υλοpiοιεί το υpiολογιστικό piρότυpiο το οpiοίο ονομάζεται Map/Reduce.
Η piλατφόρμα Apache Hadoop αpiοτελείται αpiό τον Hadoop kernel, το Map/Reduce και το
κατανεμημένο σύστημα αρχείων του συστήματος Hadoop το Hadoop distributed file system
(HDFS) το οpiοίο piροσφέρει στρατηγικές και αντιγραφή δεδομένων ώστε να εpiιτευχθεί η
ανεκτικότητα του συστήματος σε αστοχίες υλικού και καλύτερες εpiιδόσεις piρόσβασης στα
δεδομένα όpiως εpiίσης και ένα σημαντικό αριθμό αpiό σχετιζόμενα projects τα οpiοία τρέχουν
”piάνω” αpiό το Hadoop όpiως είναι για piαράδειγμα τα Apache Hive, Apache HBase, Apache
Spark, κ.α.
Το Map/Reduce [27] είναι ένα piρογραμματιστικό μοντέλο και ένα σχήμα εκτέλεσης για
την εpiεξεργασία και δημιουργία ενός μεγάλου όγκου αpiό σύνολα δεδομένων. Αρχικά η εισα-
γωγή του και η ανάpiτυξη του piραγματοpiοιήθηκε αpiό την Google και μετά την αpiελευθέρωση
του στο κοινό αναpiτύχθηκε piεραιτέρω αpiό τη Yahoo καθώς και αpiό άλλες εταιρείες. Το
Map/Reduce βασίζεται στο αλγοριθμικό σχεδιαστικό piρότυpiο ”διαίρει και κυρίευε” και εργά-
ζεται αναδρομικά μέσω της διάσpiασης ενός σύνθετου piροβλήματος σε piολλά υpiο-piροβλήματα
(βήμα Map), μέχρι να έχουν το αpiαιτούμενο μέγεθος ώστε να μpiορούν να εpiιλυθούν αpiευ-
θείας. ΄Εpiειτα τα υpiο-piροβληματα εpiιλύονται ξεχωριστά και piαράλληλα (βήμα Reduce). Οι
λύσεις των υpiο-piροβλημάτων στη συνέχεια συνδυάζονται ώστε να δώσουν την ολοκληρωμένη
λύση του αρχικού piροβλήματος.
΄Ολες οι piολύ γνωστές εταιρείες χρησιμοpiοιούν το cloud computing ως μέσο για να
piαρέχουν τις υpiηρεσίες τους. Εκτός αpiό την Google, piρόσφατα και η Yahoo έχει αναpiτύξει
τη δική της μηχανή αναζήτησης σε έναν Hadoop cluster. Εpiιpiλέον, και το Facebook αλλά
και το eBay έχουν αναpiτύξει τις δικές τους μεγάλες εφαρμογές της τάξης των Exabytes με
τη βοήθεια του Hadoop. Εpiιpiροσθέτως, για μεγάλης κλίμακας εpiεξεργασίες γεωχωρικών




Το Rasdaman είναι ένα καθολικό (ανεξάρτητο piεδίου εφαρμογής) Array DBMS [14], [16],
[13] το οpiοίο piροσφέρει δυνατότητες για την αpiοθήκευση, διαχείριση και εpiεξεργασία μεγά-
λων raster δεδομένων. Ανεξάρτητο piεδίου σημαίνει ότι το Rasdaman μpiορεί να λειτουργήσει
ως η βασική piλατφόρμα βάσης δεδομένων σε ένα μεγάλο εύρος αpiό εφαρμογές βάσεων δε-
δομένων συμpiεριλαμβανομένων του online analytical processing (OLAP), των στατιστικών,
των εpiιστημών της γης και του διαστήματος, των ιατρικών αpiεικονίσεων, των αεροσηράγγων,
των piροσομοιώσεων και των multimedia.
Το Rasdaman υpiοστηρίζει piολυδιάστατους piίνακες piολύ μεγάλου μεγέθους και αυθαί-
ρετου αριθμού διαστάσεων οι οpiοίοι μpiορούν να piεριέχουν ένα αξιοσημείωτα piλούσιο εύρος
piληροφορίας. Αpiό χρονοσειρές μίας διάστασης και δυσ-διάστατες εικόνες σε κύβους δεδο-
μένων OLAP με piολύ μεγάλο piλήθος διαστάσεων. Εξαιτίας των σχεδιαστικών εpiιλογών
και των δυνατοτήτων του, το σύστημα μpiορεί εγγενώς να χειριστεί μεγάλα δορυφορικά ει-
κονιστικά δεδομένα. Η αρχιτεκτονική του Το Rasdaman βασίζεται στη διαφανή κατάτμηση
piινάκων η οpiοία ονομάζεται tiling. Εννοιολογικά, δεν υpiάρχει piεριορισμός μεγέθους στους
piίνακες piου εξυpiηρετεί το Rasdaman σαν το κεντρικό DBMS για raster σύνολα δεδομένων.
Παρέχει μια piλούσια και ισχυρή γλώσσα ερωτημάτων (RasQL) η οpiοία μοιάζει με την SQL
αλλά έχει σχεδιαστεί και υλοpiοιηθεί ειδικά για την εξυpiηρέτηση raster συνόλων δεδομένων.
Η (RasQL) είναι μια γενικού σκοpiού δηλωτική γλώσσα ερωτημάτων η οpiοία έχει εμpiλουτι-
σθεί με εσωτερική εκτέλεση ερωτημάτων καθώς και βελτιστοpiοιήσεις κατά την αpiοθήκευση
και τη μεταφορά δεδομένων. Εpiιpiροσθέτως, το Rasdaman χαρακτηρίζεται αpiό piαράλληλη
αρχιτεκτονική server η οpiοία piροσφέρει ένα κλιμακώσιμο, κατανεμημένο piεριβάλλον για την
αpiοδοτική εpiεξεργασία ενός μεγάλου αριθμού αpiό ταυτόχρονα αιτήματα χρηστών καθώς και
την εξυpiηρέτηση κατανεμημένων συνόλων δεδομένων κατά μήκος του διαδικτύου.
Το Rasdaman έχει αpiοδείξει 1 ( [69], [52], [12], [53] ) την αpiοδοτικότητα και την α-
piοτελεσματικότητά του piου οφείλεται στην ισχυρή γλώσσα ερωτημάτων του, στη διαφανή
κατάτμηση piινάκων η οpiοία ακυρώνει τους piεριορισμούς μεγέθους ενός μεμονωμένου αντικει-
μένου και δίνει τη δυνατότητα για την εpiίτευξη της κλιμακωσιμότητας όpiως εpiίσης και στο
χαρακτηριστικό της υpiοστηριζόμενης αpiό το σύστημα συμpiίεσης των tiles για την εpiίτευξη
της μείωσης του αpiοθηκευτικού χώρου piου χρειάζεται η βάση δεδομένων.
Εpiιpiλέον, το Rasdaman υλοpiοιεί piολλά αpiό τα piρότυpiα του οργανισμού OGC piρος την
εpiίτευξη της διαλειτουργικότητας με άλλα συστήματα. Ειδικότερα, για το piρότυpiο διεpiαφής
WCPS το Rasdaman αpiοτελεί την υλοpiοίηση αναφοράς [17]. Το piρότυpiο διεpiαφής WCPS
ορίζει μια γλώσσα ερωτημάτων η οpiοία εpiιτρέpiει την ανάκτηση, το φιλτράρισμα, την εpiεξεργα-
σία και τη γρήγορη εξαγωγή υpiοσυνόλων αpiό piολυδιάστατα raster δεδομένα τύpiου coverage
όpiως για piαράδειγμα είναι τα δεδομένα αpiό αισθητήρες, piροσομοιώσεις και στατιστικές.
Τα ερωτήματα γραμμένα στην WCPS υpiοβάλλονται στον εξυpiηρετητή βάσεων δεδομένων
του Rasdaman δια μέσου του δομικού συστατικού λογισμικού PetaScope [4]. Το PetaS-
cope είναι ένα piακέτο αpiό java servlets το οpiοίο υλοpiοιεί τα piρότυpiα διεpiαφών του OGC
1http://www.copernicus-masters.com/index.php?kat=winners.html&anzeige=winner_t-systems2014.html
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με συνέpiεια να εpiιτρέpiει την κατάpiαίτηση υpiοβολή ερωτημάτων τα οpiοία εpiιτελούν εργασίες
αναζήτησης, ανάκτησης και εpiεξεργασίας piολυδιάστατων piινάκων piολύ μεγάλου μεγέθους.
Εpiιpiλέον, piροσθέτει υpiοστήριξη στο σύστημα για γεωγραφικά και χρονικά συστήματα αναφο-
ράς συντεταγμένων και έτσι μετατρέpiει το Rasdaman σε έναν piλήρη και εύρωστο εξυpiηρετητή
μεγάλων γεωχωρικών δεδομένων. Η κοινότητα piου αναpiτύσσει το Rasdaman διανέμει το λο-
γισμικό υpiό την άδεια Rasdaman Community η οpiοία διανέμει το λογισμικό του εξυpiηρετητή
υpiό την άδεια GPL και όλα τα υpiόλοιpiα μέρη υpiό την άδεια LGPL, οpiότε και είναι δυνατή η
χρήση του συστήματος σε οpiοιοδήpiοτε piεριβάλλον αδειών λογισμικού.
2.3 MonetDB
΄Ενα άλλο piλαίσιο το οpiοίο έχει εpiιτυχώς χρησιμοpiοιηθεί σε εφαρμογές δεδομένων piαρα-
τήρησης της γης είναι η MonetDB η οpiοία είναι ένα ανοιχτού κώδικα column-oriented DBMS.
Η MonetDB [65] σχεδιάστηκε ώστε να εpiιτυγχάνει υψηλή εpiίδοση κατά την εκτέλεση piε-
ρίpiλοκων ερωτημάτων σε piολύ μεγάλου όγκου βάσεις δεδομένων. Για piαράδειγμα κατά το
συνδυασμό piινάκων piου έχουν εκατοντάδες στήλες και εκατομμύρια γραμμές. Η MonetDB
έχει εφαρμοστεί σε ένα μεγάλο εύρος εφαρμογών υψηλών εpiιδόσεων όpiως είναι το OLAP, η
εξόρυξη δεδομένων, τα GIS, η εpiεξεργασία δεδομένων συνεχούς ροής, η ανάκτηση κειμένου
καθώς και οι εpiεξεργασίες ευθυγράμμισης ακολουθιών. Χρησιμοpiοιήθηκε εpiιτυχώς ως η βάση
δεδομένων του οpiίσθιου τμήματος ενός συστήματος piου piαρέχει υpiηρεσίες piαρακολούθησης
piυρκαγιών σε piραγματικό χρόνο και εκμεταλλεύεται δορυφορικές εικόνες και διασυνδεδεμένα
ανοικτά γεωχωρικά δεδομένα.
Η αρχιτεκτονική της MonetDB [43] αναpiαρίσταται αpiό 3 εpiίpiεδα, καθένα αpiό τα οpiοία
piαρέχει το δικό του σύνολο βελτιστοpiοιήσεων. Το εμpiρόσθιο τμήμα βρίσκεται στο υψηλότερο
εpiίpiεδο και piαρέχει διεpiαφές ερωτημάτων για τις γλώσσες piρογραμματισμού γενικού σκοpiού
SQL, SciQL και SPARQL. Τα ερωτήματα αναλύονται σε αναpiαραστάσεις εξαρτώμενες αpiό το
piεδίο, όpiως για piαράδειγμα είναι η σχεσιακή άλγεβρα για την SQL και στη συνέχεια βελτιστο-
piοιούνται. Τα piαραγόμενα λογικά σχέδια εκτέλεσης στη συνέχεια μεταφράζονται σε εντολές
της γλώσσας MonetDB Assembly Language (MAL) και piερνάνε στο εpiόμενο εpiίpiεδο. Το
μεσαίο ή αλλιώς το εpiίpiεδο οpiίσθιου τμήματος piαρέχει έναν αριθμό αpiό βελτιστοpiοιητές βασι-
ζόμενους στο κόστος για τη γλώσσα MAL. Το κατώτερο εpiίpiεδο αpiοτελείται αpiό τον piυρήνα
της βάσης δεδομένων ο οpiοίος piαρέχει piρόσβαση στα δεδομένα τα οpiοία αpiοθηκεύονται σε
piίνακες Binary Association Tables (BATs). Κάθε piίνακας BAT αpiοτελείται αpiό ένα μοναδικό
αναγνωριστικό αντικειμένου και τιμές στηλών τα οpiοία και αναpiαριστούν μία και μόνη στήλη
η οpiοία είναι αpiοθηκευμένη στη βάση δεδομένων.
Η εσωτερική αναpiαράσταση των δεδομένων της MonetDB εpiαφίεται εpiίσης στα εύρη διευ-
θυνσιοδότησης των σύγχρονων κεντρικών εpiεξεργαστικών μονάδων οι οpiοίες χρησιμοpiοιούν
κατάpiαίτηση σελιδοpiοίηση των χαρτογραφημένων στη μνήμη αρχείων. Αυτό έχει σαν συ-
νέpiεια την αpiαγκίστρωση αpiό το σχεδιασμό των piαραδοσιακών DBMSs τα οpiοία εpiιτελούν
σύνθετη διαχείριση μεγάλων συνόλων δεδομένων σε σχετικά piεριορισμένη μνήμη.
Η αρχιτεκτονική της είναι piράγματι piρωτοpiοριακή και εpiίσης ενσωματώνει τη λογική της
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ανακύκλωσης των ερωτημάτων(query recycling). Η ανακύκλωση ερωτημάτων [45] είναι μια
αρχιτεκτονική για την εpiαναχρησιμοpiοίηση των υpiοpiροϊόντων του piροτύpiου ”operator-at-
a-time” σε ένα column store DBMS. Η ανακύκλωση κάνει χρήση της γενικευμένης ιδέας
της αpiοθήκευσης και εpiαναχρησιμοpiοίησης των αpiοτελεσμάτων ακριβών υpiολογισμών και
χρησιμοpiοιεί ένα βελτιστοpiοιητή ο οpiοίος θα εpiιλέγει τις εντολές οι οpiοίες θα αpiοθηκεύονται.
Η τεχνική λειτουργεί με έναν αυτο-οργανώμενο τρόpiο και έχει σχεδιαστεί ώστε να βελτιώνει
τους χρόνους αpiόκρισης των ερωτημάτων και τη ρυθμοαpiόδοση του συστήματος.
Εpiιpiλέον, η MonetDB ήταν μία αpiό τις piρώτες βάσεις δεδομένων piου εισήγαγε την έννοια
του Database Cracking. Το Database Cracking [44] είναι ένα αθροιστικό μερικό ευρετήριο
και/ή piραγματοpiοιεί ταξινόμηση των δεδομένων. Εκμεταλλεύεται αpiέυθείας τη columnar φύ-
ση της MonetDB. Το Cracking είναι μία τεχνική η οpiοία μετατοpiίζει το κόστος της συντήρη-
σης του ευρετηρίου αpiό τις ενημερώσεις στην εκτέλεση των ερωτημάτων. Οι βελτιστοpiοιητές
της διοχέτευσης των ερωτημάτων χρησιμοpiοιούνται για να εντοpiίσουν τα μοτίβα των ερω-
τημάτων και να διαδώσουν αυτήν την piληροφορία. Η τεχνική αυτή δίνει τη δυνατότητα για
βελτιωμένους χρόνους piρόσβασης και αυτο-οργανούμενη συμpiεριφορά.
Εpiιpiροσθέτως, η MonetDB εpiιδεικνύει το τμήμα λογισμικού MonetDB/SQL/GIS το ο-
piοίο υλοpiοιεί μια διεpiαφή στην piροδιαγραφή Simple Feature του OGC και συνεpiώς υpiο-
στηρίζει όλα τα αντικείμενα και τις συναρτήσεις piου ορίζονται στην piροδιαγραφή. Αυτό το
χαρακτηριστικό ανοίγει το δρόμο για την εξυpiηρέτηση γεωχωρικών δεδομένων και την α-
νάpiτυξη γεωχωρικών εφαρμογών. Η υλοpiοίηση της piροδιαγραφής Simple Feature δίνει τη
δυνατότητα στη MonetDB να λειτουργεί ως ένας εξυpiηρετητής γεωχωρικών δεδομένων.
2.4 MrGeo
Η υpiηρεσία National Geospatial-Intelligence Agency (NGA) [66] σε συνεργασία με την
εταιρεία DigitalGlobe2, piρόσφατα εξέδωσαν ελεύθερα στο κοινό μία εφαρμογή ανοικτού κώδι-
κα η οpiοία αpiλοpiοιεί και καθιστά οικονομικά εφικτή την αpiοθήκευση και εpiεξεργασία μεγάλης
κλίμακας raster δεδομένων μέσω της μείωσης του χρόνου piου χρειάζονται οι αναλυτές για να
αναζητήσουν, να μεταφέρουν, να εκτελέσουν εργασίες piρο-εpiεξεργασίας και να μορφοpiοιή-
σουν κατάλληλα τα δεδομένα για piεραιτέρω ανάλυση.
Η εφαρμογή του piροτύpiου MapReduce για τα γεωχωρικά δεδομένα ή αλλιώς MrGeo,
είναι ένα γεωχωρικό εργαλείο το οpiοίο έχει σχεδιαστεί ώστε να piαρέχει δυνατότητες (αpiο-
θήκευση και εpiεξεργασία) για τη διαχείριση raster δεδομένων οι οpiοίες θα εκτελούνται σε
μεγάλη κλίμακα κάνοντας χρήση της δύναμης και της λειτουργικότητας των αρχιτεκτονικών
cloud computing. Τα δικαιώματα χρήσης, μετατροpiής και διανομής του λογισμικού αυτού
καθορίζονται piλήρως αpiό την άδεια Apache 2.0. Το όραμα της NGA αναφορικά με το MrGeo
είναι αυτό να γίνει το piρότυpiο για την αpiοθήκευση και ανάλυση μεγάλων piοσοτήτων raster
δεδομένων σε ένα κατανεμημένο piεριβάλλον cloud.
Το MrGeo έχει τη δυνατότητα της εισαγωγής και αpiοθήκευσης μεγάλων συνόλων δεδο-
μένων σε υpiοδομές cloud σε μία μορφή έτοιμη για χρήση, η οpiοία εξαλείφει piολλά βήματα
2https://www.digitalglobe.com
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piρο-εpiεξεργασίας δεδομένων αpiό ροές εκτέλεσης εργασιών piαραγωγής με συνέpiεια να αpiε-
λευθερώνει τους χρήστες αpiό piολλά χρονοβόρα βήματα τα οpiοία αpiαιτούνταν piροηγουμένως
κατά την ανάκτηση και piρο-εpiεξεργασία των δεδομένων. Αυτό εpiιτρέpiει στους χρήστες να
εpiικεντρώνονται στη διενέργεια αναλύσεων των δεδομένων στο cloud και να λαμβάνουν τις
υpiολογισμένες αpiαντήσεις μόνο για τις piεριοχές ενδιαφέροντός τους αντί να piρέpiει να piρο-
εpiεξεργαστούν όλα τα αpiοθηκευμένα δεδομένα για να αpiοκτήσουν το αpiοτέλεσμα.
Το MrGeo piαρέχει μία γενική αλλά ταυτόχρονα εύρωστη μηχανή διενέργειας αναλύσε-
ων τύpiου MapReduce για την εpiεξεργασία γεωαναφερμένων raster δεδομένων όpiως είναι τα
ψηφιακά μοντέλα εδάφους και οι piολυφασματικές/υpiερφασματικές δορυφορικές εικόνες και
αεροφωτογραφίες. Εpiίσης piαρέχει μία φιλική piρος το χρήστη σύνταξη γραμμής εντολών η
οpiοία καλείται διεpiαφή Map Algebra και δίνει τη δυνατότητα για την ανάpiτυξη piροσαρμο-
σμένων αλγορίθμων με ένα αpiλό API γραφής σεναρίων το οpiοίο και εpiιτρέpiει τη συγγρα-
φή αλγεβρικών υpiολογισμών, κεντρικών υpiολογισμών (pi.χ υpiολογισμός κλίσης) και piράξεις
γραφημάτων ώστε να οδηγήσει σε αλυσίδες βασικών piράξεων και να δημιουργήσει piροϊόντα
ανάλυσης υψηλού εpiιpiέδου.
Το MrGeo [67] έχει υλοpiοιηθεί piάνω αpiό το οικοσύστημα της piλατφόρμας Hadoop ώστε
να εκμεταλλευθεί τις δυνατότητες εpiεξεργασίας και αpiοθήκευσης εκατοντάδων μονάδων κοι-
νού υλικού. ΄Ενα εpiίpiεδο αφαίρεσης ανάμεσα στη διενέργεια αναλύσεων MapReduce και στις
μεθόδους αpiοθήκευσης piαρέχει ένα ευρύ σύνολο εpiιλογών αpiοθήκευσης στο cloud όpiως είναι
τα συστήματα HDFS, Accumulo, HBASE, κ.α. Λειτουργικά το MrGeo αpiοθηκεύει μεγάλα
σύνολα raster δεδομένων σαν μία συλλογή ανεξάρτητων tiles τα οpiοία αpiοθηκεύονται στο σύ-
στημα Hadoop ώστε να είναι δυνατή η διενέργεια μεγάλης κλίμακας υpiηρεσιών δεδομένων και
αναλύσεων. Το μοντέλο αpiοθήκευσης των δεδομένων το οpiοίο διατηρεί την τοpiικότητα μέσω
χωρικών ευρετηρίων μαζί με την συνύpiαρξη δεδομένων και διαδικασιών ανάλυσης piροσφέρει
το piλεονέκτημα της ελαχιστοpiοίησης της μετακίνησης των δεδομένων υpiέρ της μεταφοράς των
υpiολογισμών στα δεδομένα, μία τυpiική αρχή κατά το σχεδιασμό συστημάτων εpiεξεργασίας
μεγάλων δεδομένων. Η αρχιτεκτονική του MrGeo διευκολύνει την τμηματοpiοιημένη ανάpiτυξη
λογισμικού καθώς και τις διάφορες στρατηγικές εγκατάστασης νέων συστημάτων. Οι δυνα-
τότητες piου piαρέχει για το χειρισμό δεδομένων και τη διενέργεια αναλύσεων είναι αυτές piου
piροβλέpiονται αpiό τον οργανισμό OGC καθώς και αpiό τα piρωτόκολλα τύpiου REST.
Το MrGeo έχει χρησιμοpiοιηθεί για την αpiοθήκευση, το indexing, το tiling, καθώς και για
τη δημιουργία piυραμίδων εικονιστικών συνόλων δεδομένων κλίμακας piολλών Terabytes. Αpiό
τη στιγμή piου έχουν αpiοθηκευτεί, αυτά τα δεδομένα γίνονται διαθέσιμα μέσω αpiλών υpiηρε-
σιών Tiled Map Services (TMS) και/ή Web Mapping Services (WMS). Αν και το MrGeo
έχει αναpiτυχθεί κυρίως για την εξυpiηρέτηση raster συνόλων δεδομένων, νέα χαρακτηριστι-




Υpiάρχει μια τρέχουσα ανάγκη για ευέλικτους και διαισθητικούς τρόpiους δημιουργίας on-
line δυναμικών χαρτών καθώς και για το σχεδιασμό διαδικτυακών γεωχωρικών εφαρμογών.
Το CartoDB είναι ένα εργαλείο ανοικτού κώδικα το οpiοίο εpiιτρέpiει την αpiοθήκευση και ο-
piτικοpiοίηση γεωχωρικών δεδομένων στο διαδίκτυο και στοχεύει στο να εξελιχθεί στη χαρτο-
γραφική piλατφόρμα νέας γενιάς για μεγάλα δεδομένα τα οpiοία ακολουθούν το vector μοντέλο
δεδομένων.
Το CartoDB [23] είναι μια piλατφόρμα cloud computing της μορφής Software as a Service
(SaaS), η οpiοία και piροσφέρει εργαλεία GIS και εργαλεία διαδικτυακής χαρτογραφίας για την
αpiεικόνιση vector δεδομένων σε ένα φυλλομετρητή ιστού. Το CartoDB αναpiτύχθηκε με τη
βοήθεια λογισμικού ανοικτού κώδικα συμpiεριλαμβανομένης της βάσης δεδομένων PostGIS/
PostgreSQL. Χρησιμοpiοιεί εκτενώς τη γλώσσα piρογραμματισμού Javascript για το εμpiρό-
σθιο τμήμα της διαδικτυακής εφαρμογής, στο οpiίσθιο τμήμα δια μέσου των APIs τα οpiοία
βασίζονται στη βιβλιοθήκη Node.js όpiως εpiίσης και για την υλοpiοίηση βιβλιοθηκών piου έχουν
ανάγκη οι piελάτες του συστήματος. Η piλατφόρμα CartoDB piροσφέρει ένα σύνολο αpiό APIs
και βιβλιοθήκες οι οpiοίες βοηθούν τους χρήστες να δημιουργήσουν χάρτες, να διαχειρισθούν
τα δεδομένα τους, να εκτελέσουν εργασίες γεωχωρικών αναλύσεων καθώς και εpiιpiρόσθετες
αναλύσεις δια μέσου υpiηρεσιών τύpiου REST ή βιβλιοθηκών αναpiτυγμένων αpiό τους χρήστες.
Οι χρήστες του συστήματος CartoDB μpiορούν να χρησιμοpiοιήσουν την δωρεάν piλατ-
φόρμα της εταιρείας ή να εγκαταστήσουν το δικό τους στιγμιότυpiο του λογισμικού ανοικτού
κώδικα. Με το CartoDB είναι εύκολη η διαχείριση γεωχωρικών δεδομένων τα οpiοία βρίσκον-
ται σε piολλούς διαφορετικούς τύpiους (pi.χ. Shapefiles, GeoJSON, κ.α.) κάνοντας χρήση
μιας διαδικτυακής διεpiαφής. Γνωστοί χρήστες της piλατφόρμας CartoDB για την piαραγωγή
online δυναμικών χαρτών piεριλαμβάνουν σημαντικούς οργανισμούς και ισχυρούς piαίκτες του
τεχνολογικού κόσμου όpiως είναι η NASA, η Nokia [34] και το Twitter.
2.6 Geotrellis
Η azavea3, μια αμερικάνικη εταιρεία ανάpiτυξης λογισμικού και GIS εφαρμογών είναι υpiεύ-
θυνη για τη δημιουργία, το σχεδιασμό, την υλοpiοίηση, τη διατήρηση και διανομή του Geotrel-
lis μιας μηχανής εpiεξεργασίας γεωχωρικών δεδομένων για εφαρμογές υψηλών εpiιδόσεων. Το
Geotrellis είναι ένα project ανοικτού κώδικα το οpiοίο διανέμεται υpiό την άδεια Apache 2 και
αναpiτύχθηκε για να υpiοστηρίξει την εpiεξεργασία γεωχωρικών δεδομένων τόσο σε διαδικτυα-
κή κλίμακα όσο και σε piεριβάλλοντα cluster υpiολογιστών. ΄Εχει υλοpiοιηθεί εξ΄ ολοκλήρου
στη γλώσσα piρογραμματισμού Scala, μια υψηλού εpiιpiέδου γλώσσα piρογραμματισμού γενικού
σκοpiού η οpiοία piαρέχει piλήρη υpiοστήριξη για αντικειμενοστρεφή και συναρτησιακό piρογραμ-
ματισμό καθώς και ένα piολύ ισχυρό στατικό σύστημα τύpiων.
Το Geotrellis σχεδιάστηκε με σκοpiό να εpiιλύσει 3 βασικά piροβλήματα με μια αρχική
εστίαση στην εpiεξεργασία raster δεδομένων. Τα piροβλήματα αυτά είναι τα εξής:
3https://www.azavea.com/
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Σχήμα 2.2: Αρχιτεκτονική υpiηρεσίας piραγματικού χρόνου βασισμένη στην piλατφόρμα
Geotrellis (Πηγή: http://geotrellis.io/)
• Η δημιουργία χαμηλής καθυστέρησης, κλιμακώσιμων γεωχωρικών διαδικτυακών υpiηρε-
σιών.
• Η δημιουργία batch υpiηρεσιών εpiεξεργασίας μεγάλων γεωχωρικών δεδομένων οι οpiοίες
μpiορούν να λειτουργήσουν σε κατανεμημένες αρχιτεκτονικές.
• Η piαραλληλοpiοίηση γεωχωρικών εpiεξεργασιών ώστε να είναι δυνατή η piλήρης αξιοpiοί-
ηση των piολυ-piύρηνων αρχιτεκτονικών.
Ο βασικός piυρήνας του Geotrellis piαρέχει τη δυνατότητα εpiεξεργασίας είτε μεγάλων είτε
μικρών συνόλων δεδομένων με piολύ μικρή καθυστέρηση μέσω της κατανομής του υpiολογι-
στικού φορτίου κατά μήκος piολλαpiλών νημάτων, piυρήνων, εpiεξεργαστών και μηχανημάτων.
Η azavea αφ΄ ότου αξιολόγησε piολλές γλώσσες piρογραμματισμού και αρχιτεκτονικές piρο-
σεγγίσεις, εpiέλεξε τη Scala ως τη γλώσσα υλοpiοίησης του Geotrellis και το Spark ως το
υpiολογιστικό piλαίσιο εκτέλεσης. Το Spark είναι ένα ανοικτού κώδικα υpiολογιστικό piλαίσιο
εκτέλεσης σε piεριβάλλον cluster υpiολογιστών το οpiοίο piαρέχει κατάλληλες διεpiαφές για τον
piρογραμματισμό cluster υpiολογιστών με υpiονοούμενη και δεδομένη την piαράλληλη piρόσβα-
ση στα δεδομένα και την ανεκτικότητα σε σφάλματα κατά την εκτέλεση των piρογραμμάτων.
Το Geotrellis εpiεκτείνει το μοντέλο δεδομένων του Spark για την εpiίτευξη της ταχείας και
κατανεμημένης εpiεξεργασίας τόσο raster όσο και vector δεδομένων. Παρέχει κατάλληλους
τύpiους δεδομένων για να είναι δυνατή η εpiεξεργασία γεωχωρικών δεδομένων στο piλαίσιο της
γλώσσας Scala όpiως εpiίσης και η ταχύτατη ανάγνωση και εγγραφή αυτών των τύpiων δεδο-
μένων στο δίσκο. Το σύστημα εpiιτρέpiει εpiίσης την ενσωμάτωση μιας piληθώρας εξωτερικών
εργαλείων για τις διάφορες διαδικασίες μετατροpiής και εισαγωγής των raster δεδομένων στο
Geotrellis για την εpiίτευξη βελτιστοpiοιημένων δομών δεδομένων. Το Geotrellis μpiορεί να
λειτουργήσει συμpiληρωματικά ως piρος διάφορα άλλα projects ανοικτού κώδικα, όpiως είναι ο
GeoServer, το OpenLayers και η PostGIS.
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Σχήμα 2.3: Αρχιτεκτονική batch υpiηρεσίας βασισμένη στην piλατφόρμα Geotrellis (Πηγή:
http://geotrellis.io/)
΄Εχει ωριμάσει ως μια συνεχώς εpiεκτεινόμενη σουίτα διαφορετικών τμημάτων λογισμικού
τα οpiοία βοηθούν τους χρήστες ώστε να αναpiτύξουν γεωχωρικές εφαρμογές με έμφαση στην
υψηλή εpiίδοση και στους κατανεμημένους υpiολογισμούς. Σχεδιάστηκε ώστε να βοηθήσει
τους χρήστες να αναpiτύξουν τόσο διαδικτυακές υpiηρεσίες piραγματικού χρόνου τύpiου REST
(Σχήμα 2.2) όσο και ταχύτατες μη διαδραστικές εφαρμογές (batch processing) (Σχήμα 2.3),
για την εpiεξεργασία και την εξαγωγή piληροφορίας αpiό μεγάλα σύνολα raster δεδομένων.
Η αυτόματη piαραλληλοpiοίηση και βελτιστοpiοίηση των γεωχωρικών υpiολογισμών αpiοτελεί
εγγενή λειτουργικότητα, όpiου αυτό είναι δυνατόν.
΄Οpiως τα piερισσότερα ανταγωνιστικά συστήματα λογισμικού έτσι και το Geotrellis έχει
τη δυνατότητα της εισαγωγής και αpiοθήκευσης μεγάλων συνόλων δεδομένων σε υpiοδομές
cloud σε μία μορφή έτοιμη για χρήση, η οpiοία εξαλείφει piολλά βήματα piρο-εpiεξεργασίας δεδο-
μένων αpiό ροές εκτέλεσης εργασιών piαραγωγής με συνέpiεια να αpiελευθερώνει τους χρήστες
αpiό piολλά χρονοβόρα βήματα τα οpiοία αpiαιτούνταν piροηγουμένως κατά την ανάκτηση και
piρο-εpiεξεργασία των δεδομένων. Αpiό τη στιγμή piου έχουν αpiοθηκευτεί, αυτά τα δεδομένα
γίνονται διαθέσιμα μέσω αpiλών υpiηρεσιών Tiled Map Services (TMS) και/ή Web Mapping
Services (WMS) οι οpiοίες έχουν τη δυνατότητα να piροβάλλουν piολλαpiλά layers piληροφορίας.
Το Geotrellis, όpiως και το MrGeo για το οpiοίο μιλήσαμε σε piροηγούμενη ενότητα, έ-
χει υλοpiοιηθεί piάνω αpiό το οικοσύστημα της piλατφόρμας Hadoop ώστε να εκμεταλλευθεί
τις δυνατότητες εpiεξεργασίας και αpiοθήκευσης εκατοντάδων μονάδων κοινού υλικού, όpiως
άλλωστε ῾῾piροστάζουν᾿᾿ οι σύγχρονες piρακτικές σχεδιασμού κλιμακώσιμων αρχιτεκτονικών
συστημάτων. ΄Ενα εpiίpiεδο αφαίρεσης ανάμεσα στη διενέργεια αναλύσεων με τη βοήθεια του
Apache Spark και στις μεθόδους αpiοθήκευσης piαρέχει ένα ευρύ σύνολο εpiιλογών αpiοθή-
κευσης στο cloud όpiως είναι τα συστήματα HDFS, Accumulo, HBASE, Apache Cassandra
κ.α. Λειτουργικά το Geotrellis αpiοθηκεύει μεγάλα σύνολα raster δεδομένων σαν μία συλ-
λογή ανεξάρτητων tiles τα οpiοία αpiοθηκεύονται στο κατανεμημένο σύστημα αρχείων HDFS
της piλατφόρμας Hadoop ώστε να είναι δυνατή η διενέργεια μεγάλης κλίμακας υpiηρεσιών δε-
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δομένων και αναλύσεων. Το μοντέλο αpiοθήκευσης των δεδομένων το οpiοίο διατηρεί την
τοpiικότητα μέσω χωρικών ευρετηρίων μαζί με την συνύpiαρξη δεδομένων και διαδικασιών ανά-
λυσης piροσφέρει το piλεονέκτημα της ελαχιστοpiοίησης της μετακίνησης των δεδομένων υpiέρ
της μεταφοράς των υpiολογισμών στα δεδομένα, μία τυpiική αρχή κατά το σχεδιασμό συστη-
μάτων εpiεξεργασίας μεγάλων δεδομένων. Η αρχιτεκτονική του Geotrellis διευκολύνει την
τμηματοpiοιημένη ανάpiτυξη λογισμικού καθώς και τις διάφορες στρατηγικές εγκατάστασης
νέων συστημάτων.
Το Geotrellis είναι μία σχετικά νέα piλατφόρμα εpiεξεργασίας γεωχωρικών δεδομένων, της
οpiοίας η δημοτικότητα ανεβαίνει συνεχώς εξαιτίας των piολλών δυνατοτήτων piου piροσφέρει
στο piλαίσιο της κατανεμημένης ανάλυσης μεγάλων γεωχωρικών δεδομένων σε piεριβάλλον
cluster υpiολογιστών, της μεγιστοpiοίησης της αξιοpiοίησης της διαθέσιμης υpiοδομής υλικού
καθώς και της αύξησης της piαραγωγικότητας των piρογραμματιστών/χρηστών μέσω των ο-
λοκληρωμένων εργαλείων για την ανάpiτυξη γεωχωρικών υpiηρεσιών piου piαρέχονται.
2.7 Ερευνητικά θέματα εpiεξεργασίας Μεγάλων Γεωχω-
ρικών Δεδομένων
Στην ενότητα αυτή θα συζητηθούν τρέχουσες piροκλήσεις στο piεδίο των μεγάλων γεωχω-
ρικών δεδομένων καθώς και το ζήτημα της αpiοτελεσματικής διαχείρισής τους για τη διενέργεια
αναλύσεων.
΄Ογκος δεδομένων (Data volume): Πως θα piραγματοpiοιηθεί η διαχείριση ενός
ολοένα και αυξανόμενου όγκου γεωχωρικών δεδομένων ; Αυτή η piρόκληση είναι η piιο θεμε-
λιώδης στο piεδίο των μεγάλων δεδομένων, καθώς αυτή είναι η piροσδιοριστική ιδιότητα για
αυτό το είδος των γεωχωρικών δεδομένων. Οι piιο κοινοί τρόpiοι για την αντιμετώpiιση αυτού
του ζητήματος είναι είτε μέσω της τμηματοpiοίησης των δεδομένων είτε μέσω της αpiομακρυ-
σμένης εpiεξεργασίας των γεωχωρικών δεδομένων. Κατά την piρώτη piερίpiτωση τα γεωχωρικά
δεδομένα χωρίζονται σε μικρότερα, κατανεμημένα σύνολα δεδομένων και υφίστανται εpiεξερ-
γασία μέσα σε ένα piαράλληλο piεριβάλλον. Τα αpiοτελέσματα στη συνέχεια συλλέγονται και
συνδυάζονται για τη διεξαγωγή της τελικής ανάλυσης. Κατά τη δεύτερη piερίpiτωση, όpiου
τα δεδομένα δεν μpiορούν να διαχωριστούν σε μικρότερα σύνολα (δηλαδή σε piεριpiτώσεις ό-
piου το piρόβλημα υpiό μελέτη piεριλαμβάνει piαγκόσμια χαρακτηριστικά τα οpiοία piρέpiει να
υpiολογιστούν και να γίνουν διαθέσιμα σε όλες τις υpiολογιστικές διεργασίες, pi.χ. κατά την
ταξινόμηση βασισμένη στη γνώση, κατά την κατανόηση εικόνων δια μέσου piληροφοριών piε-
ριεχομένου κ.α.) η λύση είναι να μεταφερθούν οι υpiολογιστικές διεργασίες στα δεδομένα
μέσω της αpiομακρυσμένης εκτέλεσης υψηλού εpiιpiέδου, βελτιστοpiοιημένων αλγορίθμων.
Ποικιλομορφία δεδομένων (Data variety): ;Οταν τα δεδομένα είναι αδόμητα, piό-
σο γρήγορα είναι δυνατόν να εξαχθούν χρήσιμες piληροφορίες piεριεχομένου αpiό αυτά ; Πως θα
piραγματοpiοιηθεί ο συνδυασμός και η συσχέτιση δεδομένων συνεχούς ροής (streaming data)
αpiό piολλαpiλές piηγές ; Εξαιτίας της μεγάλης piοικιλίας των piρωτογενών δεδομένων οι εpiαγ-
γελματίες οι οpiοίοι ειδικεύονται στα μεγάλα δεδομένα συνήθως καταφεύγουν σε μεθόδους
ανακάλυψης γνώσης (knwoledge discovery) οι οpiοίες αναφέρονται σε ένα σύνολο ενεργειών
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οι οpiοίες έχουν σχεδιαστεί ώστε να εξάγουν νέα γνώση αpiό σύνθετα σύνολα δεδομένων.
Μέθοδοι όpiως είναι η συγχώνευση multi-modal δεδομένων (multi-modal data fusion) για
raster δεδομένα, βοηθούν τους εpiαγγελματίες στο χώρο της τηλεpiισκόpiησης να εξάγουν piλη-
ροφορία αpiό εικονιστικά δεδομένα piολλών διαφορετικών αισθητήρων. Με piαρόμοιο τρόpiο,
piροχωρημένες μέθοδοι χωρικών ευρετηρίων (όpiως για piαράδειγμα είναι τα piροσαρμοστικά
σχήματα για το tiling χαρτών μέσα σε ν-διάστατους piίνακες δεδομένων) μpiορούν να βοη-
θήσουν σημαντικά στην εκτέλεση σύνθετων ερωτημάτων και σε raster αλλά και σε vector
σύνολα δεδομένων.
Αpiοθήκευση Δεδομένων (Data storage): Πως θα piραγματοpiοιηθεί η αpiοτελε-
σματική αναγνώριση και αpiοθήκευση σημαντικής piληροφορίας η οpiοία εξάγεται αpiό αδόμητα
δεδομένα ; Πως θα piραγματοpiοιηθεί η αpiοθήκευση μεγάλου όγκου piληροφορίας με ένα τρό-
piο ο οpiοίος θα εpiιτρέψει την έγκαιρη ανάκτησή της ; Είναι τα τρέχοντα συστήματα αρχείων
βελτιστοpiοιημένα για την εξυpiηρέτηση του όγκου και της piοικιλομορφίας των δεδομένων piου
αpiαιτείται αpiό εφαρμογές ανάλυσης ; Αν όχι piοιες νέες δυνατότητες είναι αpiαραίτητες ; Πως
θα piραγματοpiοιηθεί η αpiοθήκευση της piληροφορίας με ένα τρόpiο ο οpiοίος θα εpiιτρέpiει την
εύκολη μετανάστευση δεδομένων μεταξύ μεγάλων κέντρων δεδομένων και piαρόχων υpiηρε-
σιών Cloud ; Αpiό τη στιγμή piου η αpiοθήκευση των δεδομένων γίνεται ολοένα και piιο φθηνή
και piιο αpiοτελεσματική, τα συστήματα αpiοθήκευσης γίνονται ολοένα και piιο αpiοδοτικά. ΄Ο-
μως για να είναι δυνατή η εpiίλυση τέτοιων piροβλημάτων αpiοθήκευσης μεγάλων δεδομένων,
εύρωστα κατανεμημένα συστήματα αpiοθήκευσης είναι αpiαραίτητα με τις ικανότητες της αpiο-
δοτικής κατάτμησης των δεδομένων, της αντιγραφής piληροφορίας καθώς και της αναζήτησης
και ανάκτησης δεδομένων με piολύ μεγάλες ταχύτητες. Τέτοια state-of-the-art συστήματα
συνεχώς εξελίσσονται αλλά ειδικά για τα γεωχωρικά σύνολα δεδομένων (και ακόμα piιο ειδικά
για τα raster σύνολα δεδομένων) τα συστήματα αυτά δεν είναι ακόμα βελτιστοpiοιημένα ώστε
να διαχειρίζονται piολύ μεγάλα αρχεία σε ένα κατανεμημένο piεριβάλλον. Πρόσφατα ανεpiτυγ-
μένα συστήματα τα οpiοία εμpiλέκονται στην αpiοθήκευση εικονιστικών δεδομένων τα οpiοία
piροέρχονται αpiό τους δορυφόρους Landsat 8 και MODIS δείχνουν ότι η κλιμακωσιμότητα
της αpiοθήκευσης δεν βρίσκεται ακόμα σε ικανοpiοιητικά εpiίpiεδα. Ιδανικά, τα συστήματα α-
piοθήκευσης νέφους υpiολογιστών όpiως για piαράδειγμα είναι το Rados και το GlusterFS θα
γίνουν piολύ piιο αpiοδοτικά στο κοντινό μέλλον και θα εφοδιασθούν με χωρικές εpiεκτάσεις
ώστε να κατανέμουν έξυpiνα χωρική piληροφορία στις μονάδες αpiοθήκευσης.
Ενσωμάτωση Δεδομένων (Data integration): Νέα piρωτόκολλα και διεpiαφές
για την ενσωμάτωση των δεδομένων οι οpiοίες θα είναι ικανές να διαχειρίζονται δεδομένα δια-
φορετικής φύσης (δομημένα, αδόμητα, ημι-δομημένα) και διαφορετικής piροέλευσης. Σε αυτό
το piεδίο οι εργασίες οι οpiοίες διεξάγονται αpiό τα ανοιχτά piρότυpiα γεωχωρικών δεδομένων
βρίσκονται στην καλύτερη δυνατή κατεύθυνση. Δια μέσου των ανοιχτών διαδικασιών piροτυ-
piοpiοίησης, νέα αpiοτελεσματικά piρότυpiα αναδύονται όpiως είναι τα GeoJSON, Vector Tiles,
Irregular Tiles σε ν-διάστατους piίνακες τα οpiοία βρίσκονται υpiό την αιγίδα είτε του OGC
είτε μιας άδεια ανοιχτού κώδικά στο σύστημα GitHub. Δεδομένου του γεγονότος ότι υpiάρχει
ενεργή δραστηριότητα στον τομέα των χωρικών ευρετηρίων ακόμα και για αδόμητα δεδομέ-
να (όpiως για piαράδειγμα είναι το ευρετήριο SOLR ή οι χωρικές εpiεκτάσεις του συστήματος
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CouchDB), η piρόκληση της ενσωμάτωσης των μεγάλων γεωχωρικών δεδομένων φαίνεται να
βρίσκεται σε μια καλή τεχνολογική κατεύθυνση.
Εpiεξεργασία δεδομένων και διαχείριση piόρων (Data Processing and Re-
source Management): Αpiαιτούνται νέα piρογραμματιστικά μοντέλα ειδικά βελτιστοpiοιη-
μένα για δεδομένα συνεχούς ροής (streaming data) και/ή για piολυδιάστατα δεδομένα, νέες
μηχανές συστημάτων οι οpiοίες θα διαχειρίζονται βελτιστοpiοιημένα συστήματα αρχείων κα-
θώς και μηχανές οι οpiοίες θα έχουν τη δυνατότητα να συνδυάζουν εφαρμογές αpiό piολλά
piρογραμματιστικά μοντέλα (pi.χ. MapReduce, workflows και bag-of-tasks) σε μία ενιαία λύ-
ση/αφαίρεση. Πως θα piραγματοpiοιηθεί η βελτιστοpiοίηση της χρήσης piόρων σε τόσο σύν-
θετες αρχιτεκτονικές συστήματος ; Αυτό το piρόβλημα είναι piιθανόν το piιο δυσεpiίλυτο στον
κόσμο των μεγάλων δεδομένων. Η λύση έγκειται είτε στην piρόβλεψη της φύσης των δεδο-
μένων είτε σε εύρωστους αλγορίθμους οι οpiοίοι μpiορούν να εξάγουν αpiοδοτικά piληροφορία
αpiό γεωχωρικά δεδομένα, τρόpiοι οι οpiοίοι θα δώσουν τη δυνατότητα σε αρχιτέκτονες συ-
στημάτων να βελτιστοpiοιήσουν piραγματικά τις ροές εκτέλεσης εργασιών για την ανάκτηση
των δεδομένων, την piρο-εpiεξεργασία τους, την κατανομή της αpiοθήκευσης και τελικά της
χρησιμοpiοίησης των υpiηρεσιών καθώς και της piαροχής χρήσιμων αpiοτελεσμάτων τα οpiοία
piροέρχονται αpiό χωρικές αναλύσεις.
Οpiτικοpiοίηση και αλληλεpiίδραση με τους χρήστες (Visualisation and
user interaction): Υpiάρχουν piολλές ερευνητικές piροκλήσεις στο piεδίο της οpiτικοpiοίησης
των μεγάλων δεδομένων και ειδικά των γεωχωρικών δεδομένων εξαιτίας της διαστασιμότητάς
τους. Αρχικά, αpiοτελεσματικότερες τεχνικές εpiεξεργασίας δεδομένων αpiαιτούνται ώστε να
είναι δυνατόν να εpiιτευχθεί η οpiτικοpiοίηση δεδομένων σε piραγματικό χρόνο. Οι Choo και
Park [25] ορίζουν κάpiοιες τεχνικές οι οpiοίες μpiορούν να εφαρμοσθούν για αυτό το σκοpiό
όpiως είναι η ελάττωση της ακρίβειας των αpiοτελεσμάτων, η μείωση των αpiαιτήσεων σύγ-
κλισης καθώς και ο piεριορισμός της κλίμακας των δεδομένων. Οι μέθοδοι οι οpiοίες κάνουν
χρήση αυτών των τεχνικών μpiορούν να ερευνηθούν και να βελτιστοpiοιηθούν piεραιτέρω. Η
οpiτικοpiοίηση για τους σκοpiούς της διαχείρισης δικτύων υpiολογιστών καθώς και αναλυτικών
διαδικασιών λογισμικού [64] είναι εpiίσης μια piεριοχή η οpiοία piροσελκύει την piροσοχή των
ερευνητών καθώς piαρουσιάζει piολύ μεγάλη συνάφεια με τη διαχείριση υpiοδομών μεγάλης
κλίμακας (όpiως είναι τα συστήματα νέφους υpiολογιστών) και λογισμικού με εpiιpiτώσεις στη
συνεργατική ανάpiτυξη λογισμικού, στην ανάpiτυξη λογισμικού ανοιχτού κώδικα καθώς και
στη βελτιστοpiοίηση της piοιότητας του λογισμικού.
Υpiάρχουν ακόμα, ωστόσο, piολλές ανοικτές piροκλήσεις όσον αναφορά τα piαραpiάνω ζη-
τήματα [6], [28], [18]. Η piαραpiάνω λίστα δεν είναι εξαντλητική και καθώς διεξάγεται όλο και





Στο κεφάλαιο αυτό piαρουσιάζεται η θεματική βάση των εφαρμογών ανάλυσης τηλεpiισκο-
piικών δεδομένων οι οpiοίες υλοpiοιήθηκαν στα piλαίσια αυτής της εργασίας. Η βάση αυτή
είναι η σύγχρονη τάση για την εpiεξεργασία και την εξαγωγή γνώσης αpiό ολόκληρα αρχεί-
α τηλεpiισκοpiικών δεδομένων μέσω της διενέργειας διαχρονικών αναλύσεων με τη βοήθεια
κατανεμημένων συστημάτων εpiεξεργασίας υψηλών εpiιδόσεων. Εpiιχειρείται η piροσέγγιση αυ-
τής της τάσης μέσω της piαρουσίασης διάφορων εφαρμογών για την piαρατήρηση της γης και
κυρίως για piεριβαλλοντικές και αγροτικές εφαρμογές.
Οι εφαρμογές ανάλυσης γεωχωρικών δεδομένων βρίσκονται τα τελευταία χρόνια στο εpiί-
κεντρο της εpiιχειρηματικής και ερευνητικής δραστηριότητας. Αυτό συμβαίνει γιατί η συστη-
ματική piαρακολούθηση του φλοιού της γης μέσω δορυφορικών δεδομένων χαμηλής, μεσαίας
αλλά και υψηλής χωρικής ανάλυσης είναι piλέον μια piραγματικότητα η οpiοία δεν piεριορίζεται
ούτε αpiό τα υψηλά κόστη των δεδομένων αλλά ούτε και αpiό τις piεριορισμένες υpiολογιστικές
δυνατότητες των συστημάτων του piαρελθόντος. Ολόκληρα αρχεία τηλεpiισκοpiικών δεδομέ-
νων είναι διαθέσιμα ελεύθερα στο ευρύ κοινό και το κόστος των υpiολογιστικών piόρων piου
αpiαιτούνται για την εpiεξεργασία τους καθώς και των συστημάτων/μέσων αpiοθήκευσής τους
συνεχίζει να μειώνεται καθιστώντας piλήρως εφικτή την κατανεμημένη εpiεξεργασία και ανά-
λυση δεδομένων σε piαράλληλα piεριβάλλοντα υψηλών εpiιδόσεων. Αυτό δίνει τη δυνατότητα
για τη δημιουργία και την piαροχή piροϊόντων και υpiηρεσιών με ρυθμό μεγαλύτερο αpiό piοτέ
άλλοτε.
Οι ερευνητικές piροσpiάθειες piου ολοένα και εντείνονται piρος την κατεύθυνση των ανα-
λύσεων μεγάλων γεωχωρικών δεδομένων για την piαροχή έξυpiνων piροϊόντων καθώς και οι
αναλύσεις αγορών καταδεικνύουν και συμφωνούν στο ότι τα δεδομένα piαρατήρησης της γης,
τα piροϊόντα των αναλύσεων τους καθώς και τα συστήματα τα οpiοία αναpiτύσσονται συνεχώς
με στόχο την αpiοδοτική αpiοθήκευση, διαχείριση, εpiεξεργασία και αναζήτηση τους θα piαρα-
μείνουν στο τεχνολογικό εpiίκεντρο για piολλά ακόμα χρόνια. Η κατάσταση αυτή διαμορφώνει
ένα piλαίσιο στο οpiοίο οι καινοτόμες piροσεγγίσεις των διάφορων εpiιστημονικών και τεχνολο-
γικών piροκλήσεων για την ανάλυση των μεγάλων γεωχωρικών δεδομένων είναι το κλειδί piρος
31
32 Κεφάλαιο 3. Εφαρμογές Ανάλυσης Μεγάλων Γεωχωρικών Δεδομένων
την εpiίτευξη βιώσιμων και piρακτικών λύσεων οι οpiοίες μpiορούν να ωφελήσουν την κοινωνία
με piολλούς τρόpiους και σε piολλά διαφορετικά εpiίpiεδα. Στο κεφάλαιο αυτό μελετάμε τέτοιες
piροσεγγίσεις οι οpiοίες στοχεύουν στο να εpiεκτείνουν τις τυpiικές μεθόδους ανάλυσης γε-
ωχωρικών δεδομένων piρος την εpiίτευξη piοιοτικών, βιώσιμων και χρήσιμων τηλεpiισκοpiικών
piροϊόντων.
3.1 Διαχρονική σύνθεση εικόνων ανά pixel
Η piληροφορία για τη συνεχώς μεταβαλλόμενη κατάσταση της γήινης εpiιφάνειας αpiαιτείται,
piλέον, σε υψηλές χωρικές αναλύσεις καθώς piολλές εφαρμογές και ζητήματα δεν μpiορούν να
εpiιλυθούν μέσω της χρήσης δεδομένων χαμηλής χωρικής ανάλυσης. Η εξαγωγή τέτοιας
piληροφορίας για piολύ μεγάλες εκτάσεις για τα δεδομένα τύpiου Landsat όμως ακόμα ενέχει
σημαντικές piροκλήσεις.
Παραδείγματος χάριν, piροϊόντα και piληροφορία [32] βασισμένα σε τεχνικές τηλεpiισκόpiη-
σης σχετικά με την piαρακολούθηση και τον piροσδιορισμό αλλαγών για τις χρήσεις/καλύψεις
γης αpiαιτούνται σε χωρικές αναλύσεις υψηλότερες αpiό αυτές piου είναι σήμερα διαθέσιμες
αpiό τα υpiάρχοντα piροϊόντα κάλυψης γης για όλη την υδρόγειο. Αυτό συμβαίνει γιατί piολλές
διαδικασίες οι οpiοίες οδηγούν σε αλλαγές στις χρήσεις/καλύψεις γης, όpiως είναι η υλοτο-
μία, η αpiοψίλωση, η εγκατάλειψη εκτάσεων ή η εξάpiλωση των piόλεων αpiοτελούν κρίσιμους
οδηγούς για την piαγκόσμια piεριβαλλοντική αλλαγή αλλά συμβαίνουν σε χωρικές κλίμακες
για τις οpiοίες τα δορυφορικά δεδομένα χαμηλής ανάλυσης δεν αρκούν για τον piροσδιορισμό,
την piαρακολούθησή και την ανάλυσή τους σε piολλές piεριοχές του piλανήτη. Ειδικότερα,
το piαραpiάνω είναι αληθές για piολλές piεριοχές της Αφρικής ή της νοτιο-ανατολικής Ασίας
στις οpiοίες piαρατηρούνται τα ίδια μοτίβα στις διαδικασίες οι οpiοίες οδηγούν σε αλλαγές στις
χρήσεις/καλύψεις γης.
Παρά τον piολύ μεγάλο όγκο δεδομένων piαρατήρησης της γης τα οpiοία είναι διαθέσιμα σε
χωρικές αναλύσεις οι οpiοίες κυμαίνονται αpiό τα 10 έως τα 50 μέτρα (οι οpiοίες θα αναφέρονται
αpiό εδώ και piέρα ως υψηλές χωρικές αναλύσεις), τυpiικά piροϊόντα κάλυψης γης καθώς και
piαρακολούθησης των διαδικασιών οι οpiοίες οδηγούν σε αλλαγές στις χρήσεις/καλύψεις γης
δεν είναι ευρέως διαθέσιμα για piάρα piολύ μεγάλες εκτάσεις. Ο λόγος για το γεγονός αυτό
είναι ότι η χαρτογράφηση και η piαρακολούθηση της κάλυψης γης piολύ μεγάλων εκτάσεων σε
υψηλές χωρικές αναλύσεις ακόμη ενέχει μοναδικές piροκλήσεις [71]. Αυτές οι piροκλήσεις, εν
μέρει, συνδέονται με τη χωρική λεpiτομέρεια αυτού του τύpiου των δορυφορικών δεδομένων για
τα οpiοία ενδιαφερόμαστε, καθώς η βελτιωμένη χωρική ανάλυση συνοδεύεται αpiό το κόστος
των μικρών λωρίδων σάρωσης. Συνεpiώς, ένα μεγάλο piλήθος δορυφορικών αpiοτυpiωμάτων
(footprints) συχνά αpiαιτείται για να είναι δυνατή η piλήρης κάλυψη μεγάλων piεριοχών. Εpiι-
piροσθέτως, φαινολογικά και ραδιομετρικά σταθερά σύνολα δεδομένων αpiαιτούνται [59] κατά
την ανάλυση των διαδικασιών οι οpiοίες οδηγούν σε αλλαγές στις χρήσεις/καλύψεις γης κα-
θώς και piερίpiλοκες αλλαγές στην κάλυψη της βλάστησης. Αυτό το χαρακτηριστικό δεν είναι
εύκολο να εpiιτευχθεί καθώς οι μικρές συχνότητες εpiανεpiισκεψιμότητας των δορυφόρων (αν
και η κατάσταση έχει βελτιωθεί κάpiως και με τα δεδομένα του δορυφόρου Sentinel) οδηγούν
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στην διαθεσιμότητα λίγων σκηνών χωρίς σύννεφα ανά καλλιεργητική piερίοδο σε piολλές piε-
ριοχές [48]. Η διαθεσιμότητα των δεδομένων εpiιδεινώνεται εpiιpiλέον και αpiό ασυνέχειες στα
αρχεία των εικονιστικών δεδομένων όpiως εpiίσης και αpiό σφάλματα σχετικά με τα δεδομένα ή
τους αισθητήρες λήψης τους (pi.χ. η αστοχία της γραμμής σάρωσης του δορυφόρου Landsat
7 μετά το Μάιο του 2003). Συνεpiώς, εννοιολογικά piιο εξελιγμένες piροσεγγίσεις piρέpiει να
αναpiτυχθούν ώστε να καταστεί δυνατή η εύρωστη χαρτογράφηση και piαρακολούθηση piολύ
μεγάλων εκτάσεων σε υψηλές χωρικές αναλύσεις.
Σε piολλές μελέτες όpiου η κάλυψη γης έχει χαρτογραφηθεί σε υψηλές χωρικές αναλύσεις
σε piολύ μεγάλες εκτάσεις, μη εpiιβλεpiόμενες ή/και εpiιβλεpiόμενες μέθοδοι χρησιμοpiοιήθηκαν
και οι οpiοίες αpiαιτούσαν σημαντική piαρέμβαση αpiό τους χρήστες με συνέpiεια να piεριορίζονται
σε piολύ μεγάλο βαθμό οι δυνατότητες για αυτοματοpiοίηση των διαδικασιών [20]. Προϊόντα
κάλυψης γης στην κλίμακα της χωρικής ανάλυσης του δορυφόρου Landsat είναι διαθέσιμα
και για την Ευρώpiη (CORINE Land Cover). Ωστόσο, τα δεδομένα του CORINE τα οpiοία
piροέρχονται μέσω της ερμηνείας και της ψηφιοpiοίησης των δεδομένων του Landsat έχουν
piάρα piολύ μεγάλα κόστη piαραγωγής και piεριορίζονται σε μια ελάχιστη piεριοχή χαρτογράφη-
σης των 25 εκταρίων [46]. ΄Ενας σημαντικός αριθμός αpiό εpiιχειρησιακές piροσεγγίσεις για την
piαρακολούθηση της κάλυψης γης κάνοντας χρήση δεδομένων Landsat, σε κλίμακα αpiό μικρές
piεριοχές έως ηpiειρωτική έχουν ήδη αναpiτυχθεί στην Αυστραλία piριν την αpiελευθέρωση του
αρχείου δεδομένων του δορυφόρου Landsat αpiό τη USGS [70, 76]. Κάpiοιες μελέτες έχουν
εξερευνήσει την δυνατότητα της μεταφοράς μοντέλων ταξινόμησης κατά μήκος του χώρου ή τη
δημιουργία δεδομένων εκpiαίδευσης για μια μη ταξινομημένη εικόνα αpiό την εpiικάλυψη με μια
υpiάρχουσα ταξινόμηση [47, 42]. Προσφάτως διαφορετικές εpiιστημονικές ομάδες ερεύνησαν τη
δυνατότητα της εκμετάλλευσης ετήσιων χρονο-σειρών αpiό δεδομένα Landsat piρος την βελτίω-
ση της κατανόησης των διαδικασιών οι οpiοίες οδηγούν σε αλλαγές στις χρήσεις/καλύψεις γης
σε δασικά οικοσυστήματα [21]. Ωστόσο, οι υpiάρχουσες piροσεγγίσεις για τη χαρτογράφηση
piολύ μεγάλων εκτάσεων με δεδομένα τύpiου Landsat έχουν piολύ piεριορισμένες δυνατότητες
για piλήρη αυτοματοpiοίηση, λειτουργούν μόνο για piροβλήματα διαχωρισμού piολύ αpiλών κλά-
σεων ή είναι θεματικά piεριορισμένες σε συγκεκριμένα piεριβάλλοντα. Συνεpiώς, εpiιpiρόσθετες
βελτιστοpiοιήσεις αpiαιτούνται στις μεθόδους για την αpiοτύpiωση piάρα piολύ μεγάλων εκτάσεων
[26].
Η σύνθεση εικονιστικών piροϊόντων ανά pixel piροσφέρει μεγάλες δυνατότητες [79] piρος
την piαράκαμψη και αντιμετώpiιση των piροαναφερθέντων piροκλήσεων. Αυτό συμβαίνει γιατί η
piροσέγγιση αυτή διευκολύνει τη δημιουργία ραδιομετρικά σταθερών, εpiοχιακών και ελεύθε-
ρων αpiό σύννεφα συνόλων piροϊόντων τα οpiοία piροέρχονται αpiό δορυφορικά δεδομένα τύpiου
Landsat. Εpiιpiροσθέτως, piροσφέρει δυνατότητες piρος την υpiερκέραση των piεριορισμών στη
διαθεσιμότητα των δεδομένων και στη βελτίωση της χαρτογράφησης και της piαρακολούθη-
σης piολύ μεγάλων piεριοχών ταυτόχρονα. Η σύνθεση εικόνων, αρχικά, αναpiτύχθηκε για
αισθητήρες με ευρεία λωρίδα σάρωσης οι οpiοίοι piαρέχουν piαγκόσμια κάλυψη με piολύ μεγά-
λη συχνότητα. Νέα σύνολα εικονιστικών δεδομένων δημιουργούνται μέσω της εpiιλογής μια
συγκεκριμένης piαρατήρησης αpiό piολυάριθμες καταγραφές ή αpiό τον υpiολογισμό μέσων όρων
αpiό τις φασματικές τιμές. Για αισθητήρες χαμηλής χωρικής ανάλυσης, όpiως είναι ο αισθη-
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τήρας AVHRR, ο κύριος στόχος ήταν η μείωση της εpiιρροής της νεφοκάλυψης στο σήμα.
Τις piερισσότερες φορές, αpiλοί κανόνες αpiόφασης εφαρμόζονται, όpiως είναι η εpiιλογή της
μέγιστης/ελάχιστης τιμής κάpiοιου καναλιού ή του δείκτη NDVI [9, 26]. Πιο piροχωρημένες
piροσεγγίσεις σύνθεσης λαμβάνουν, εpiιpiρόσθετα, υpi΄ όψη τους και τη γωνία λήψης του κάθε
pixel. Εν τούτοις, η σύνθεση εικόνων δεν λογιζόταν στις piεριpiτώσεις όpiου τα δεδομένα ήταν
υψηλής ανάλυσης, κυρίως λόγω του υψηλού κόστους των δεδομένων και των piεριορισμών
piου εισήγαγαν οι piεριορισμένες δυνατότητες των υpiολογιστικών συστημάτων. Οι piρόσφατες
εξελίξεις όμως ενθαρρύνουν τη σύνθεση εικόνων για δορυφορικά δεδομένα τύpiου Landsat.
Οι εξελίξεις αυτές piεριλαμβάνουν αλλαγή στην piολιτική διάθεσης των δεδομένων (δηλαδή
ελεύθερη, piλέον, διάθεση), βελτιωμένοι αλγόριθμοι piρο-εpiεξεργασίας οι οpiοίοι οδηγούν σε
βελτίωση της τυpiικής piοιότητας των εικονιστικών δεδομένων καθώς και εξελίξεις στις τεχνο-
λογίες αpiοθήκευσης και στους υpiολογιστικούς piόρους [2].
Η σύνθεση δορυφορικών εικόνων υψηλής ανάλυσης ανά pixel (pixel-based composit-
ing) σε αντίθεση με τη σύνθεση ή τη δημιουργία μωσαϊκών ανά σκηνή, piροσφέρει σημαντικά
piλεονεκτήματα για την ανάλυση των διαδικασιών οι οpiοίες οδηγούν σε αλλαγές στις χρή-
σεις/καλύψεις γης για piολύ μεγάλες εκτάσεις. Παγκόσμια μοντέλα ανάλυσης μpiορούν να
βασιστούν piάνω σε ένα ενιαίο, ομογενές και ελεύθερο αpiό σύννεφα σύνολο δεδομένων, το
οpiοίο ιδεατά piαρέχει σταθερή ραδιομετρική αpiόκριση κατά μήκος piολύ μεγάλων εκτάσεων.
Καθώς όλες οι piαρατηρήσεις οι οpiοίες είναι ελεύθερες αpiό σύννεφα εξάγονται κατά τη διάρ-
κεια της ανάλυσης ανά pixel, διαφορετικές εικονιστικές μετρικές μpiορούν να piαραχθούν ως
piολύτιμα υpiοpiροϊόντα της διαδικασίας σύνθεσης. Τέτοιες μετρικές μpiορούν για piαράδειγμα να
piαραχθούν ώστε να συλλέξουν σχετικές φαινολογικές καταστάσεις κατά τον εpiοχιακό κύκλο
των καλλιεργειών ή μpiορούν να αντιστοιχούν σε piεριγραφικά στατιστικά τα οpiοία piαρέχουν
ένα μέτρο για την αpiόκριση μέσου όρου ή την φασματική μεταβλητότητα [39]. Πάνω αpiό όλα,
η αλλαγή στην piροσέγγιση αpiό μια ανάλυση βασισμένη στην κάθε σκηνή ξεχωριστά σε μια
ανάλυση βασισμένη σε κάθε pixel κάθε σκηνής αpiοφέρει piολλές και σημαντικές βελτιώσεις:
• Οι αναλύσεις δεν piεριορίζονται, piλέον, σε λίγες εικόνες στις οpiοίες η χαμηλή νεφοκά-
λυψη ήταν piολλές φορές το κριτήριο, piάνω αpiό εpiοχιακά piιο ταιριαστές καταγραφές.
• Ολόκληρα αρχεία τηλεpiισκοpiικών δεδομένων μpiορούν να εκμεταλλευθούν αpiοδοτικά
όpiως εpiίσης και μερικώς χρήσιμες εικόνες μpiορούν εύκολα να συμpiεριληφθούν.
• Η συχνότητα των piαρατηρήσεων αυξάνεται καθώς τα pixel τα οpiοία είναι ανεpiηρέαστα
αpiό τα σύννεφα μpiορούν να ενσωματωθούν στις αναλύσεις ακόμα και αpiό σκηνές οι
οpiοίες έχουν piολύ μεγάλη νεφοκάλυψη και με τυpiικές μεθόδους θα αpiορρίpiτονταν.
• Η συχνότητα των piαρατηρήσεων αυξάνεται εpiίσης και αpiό την εκμετάλλευση των εpiι-
καλύψεων κατά μήκος της γραμμής piτήσης του δορυφόρου.
Λαμβάνοντας όλα τα piαραpiάνω υpi΄ όψη, η διαχρονική σύνθεση εικόνων ανά pixel αναδύ-
εται ως ένα piολύτιμο εργαλείο για εφαρμογές οι οpiοίες στοχεύουν στο να καλύψουν piάρα
piολύ μεγάλες εκτάσεις κάνοντας χρήση οpiτικών δεδομένων υψηλής χωρικής ανάλυσης. Αρ-
κετές εφαρμογές έχουν αναδυθεί για τη σύνθεση διαχρονικών εικονιστικών piροϊόντων ανά
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pixel, όpiως για piαράδειγμα είναι μια σύγχρονη εφαρμογή βασισμένη σε δεδομένα Landsat για
μεγάλης κλίμακας αpiοτύpiωση της κάλυψης γης [36].
3.2 Τηλεpiισκοpiικές Εφαρμογές σε piεριβάλλον cluster υ-
piολογιστών
΄Οpiως συζητήθηκε και στην piροηγούμενη ενότητα η σημερινή ευρεία διαθεσιμότητα υ-
piολογιστικών piόρων σε χαμηλό, σχετικά, κόστος και η ταχεία ανάpiτυξη καινοτόμων και
αξιόpiιστων piλαισίων διαχείρισής τους έχει δώσει την αpiαιτούμενη ώθηση για την ανάpiτυξη
εφαρμογών γεωχωρικών δεδομένων υψηλών εpiιδόσεων, την ανάpiτυξη μεθόδων και piροσεγγί-
σεων ανάλυσης για τη δημιουργία νέων piροϊόντων οι οpiοίες δεν ήταν δυνατόν να υλοpiοιηθούν
piαλαιότερα καθώς και για την ανάλυση ολόκληρων αρχείων τηλεpiισκοpiικών δεδομένων για
την piαροχή αξιόpiιστων και βιώσιμων λύσεων. Η μεγάλη αλλαγή έγκειται στο ότι piλέον είναι
δυνατόν μέσω κατάλληλου ελεύθερου λογισμικού να piραγματοpiοιηθούν αναλύσεις (analytics)
των δεδομένων σε κατανεμημένα piεριβάλλοντα υψηλών εpiιδόσεων μέσω της εκμετάλλευσης
κοινού υλικού (hardware).
Υpiάρχει η σύγχρονη τάση για τη μεταφορά των εpiεξεργαστικών pipelines αpiό τη συμ-
βατική εpiεξεργασία σε ένα μόνο μηχάνημα σε κατανεμημένα piεριβάλλοντα cloud computing,
για piαράδειγμα τα piεριβάλλοντα clusters υpiολογιστών, ώστε να είναι δυνατή η piαράλληλη και
κατανεμημένη εpiεξεργασία μεγάλων γεωχωρικών δεδομένων για εφαρμογές υψηλών εpiιδόσε-
ων.
Αυτό συμβαίνει καθώς η ολοένα και αυξανόμενη διαθεσιμότητα τηλεpiισκοpiικών δεδομένων
piολύ υψηλής ανάλυσης τις τελευταίες δεκαετίες έχει δώσει τη δυνατότητα για την ανάpiτυξη
νέων εφαρμογών αλλά και έχει αpiοκαλύψει και νέες piροκλήσεις οι οpiοίες σχετίζονται με το
υpiολογιστικό κόστος της εpiεξεργασίας piολύ μεγάλου όγκου δεδομένων. Στην piραγματικότη-
τα, η σημαντική αύξηση στις χωρικές, φασματικές και χρονικές αναλύσεις των τηλεpiισκοpiικών
δεδομένων τα τελευταία χρόνια έχει σταδιακά εκθέσει τους piεριορισμούς piολλών συμβατικών
αλλά και piαράλληλων λύσεων οι οpiοίες εφαρμόζονται μέχρι σήμερα κατά την ανάλυση εικό-
νων. Συνεpiώς, υpiάρχει μια νέα αpiαίτηση για κλιμακώσιμες λύσεις διαχείρισης τηλεpiισκοpiικών
δεδομένων.
Την τελευταία δεκαετία [77, 7], οι αναλύσεις μεγάλων δεδομένων (big data analytics)
έχουν εξελιχθεί σε σημαντικό piαράγοντα για τη λήψη αpiοφάσεων στις βιομηχανίες και ένας
σημαντικός αριθμός νέων τεχνολογιών και συστημάτων έχει αναpiτυχθεί ώστε να εpiιτευχθεί
τόσο η εpiεξεργασία piολύ μεγάλου όγκου δεδομένων όσο και η δυνατότητα για την υpiοστήριξη
piολλών ετερογενών τύpiων δεδομένων. Το piιο αξιόpiιστο, εpiιτυχημένο και δημοφιλές ανάμεσα
σε αυτά τα συστήματα είναι το Apache Hadoop, ένα ανοικτού κώδικα piλαίσιο λογισμικού
για την αpiοθήκευση και την εpiεξεργασία σε μεγάλη κλίμακα μεγάλων συνόλων δεδομένων
σε piεριβάλλοντα τα οpiοία αpiοτελούνται αpiό clusters κοινού υλικού υpiολογιστών τα οpiοία
μpiορούν με αξιόpiιστο τρόpiο να κλιμακώσουν σε χιλιάδες υpiολογιστικούς κόμβους καθώς και
σε petabytes σε όγκο δεδομένων. Παράλληλα με τον βασικό piυρήνα του συστήματος Hadoop
έχει αναpiτυχθεί ένα οικοσύστημα τεχνολογιών το οpiοίο piεριλαμβάνει μεταξύ άλλων: τεχνο-
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λογίες workflows (Apache Oozie), βάσεις δεδομένων (HBase), μηχανές μηχανικής μάθησης
(Apache Mahout), εργαλεία ανάλυσης logs (Apache Flume) καθώς και piλαίσια piαραγωγικό-
τητας.
Το Hadoop χρησιμοpiοιεί το piρογραμματιστικό μοντέλο MapReduce ως τον υpiολογιστικό
piυρήνα της εκτέλεσης piρογραμμάτων. Το μοντέλο αυτό εpiιτρέpiει τον καθορισμό των υpiολο-
γισμών με ένα τρόpiο ο οpiοίος, ναι μεν, είναι εύκολο να κατανεμηθεί κατά μήκος ενός cluster
υpiολογιστών ο οpiοίος φιλοξενεί μεγάλα δεδομένα αλλά βασίζεται στις χαμηλού εpiιpiέδου έν-
νοιες των συναρτήσεων map και reduce. Αυτό καθιστά δύσκολη την εφαρμογή piερίpiλοκων
μετασχηματισμών οι οpiοίοι αpiαιτούν piολλαpiλά βήματα Map και Reduce τα αpiοτελέσματα των
οpiοίων αλληλοεξαρτώνται. ΄Ενας σημαντικός αριθμός αpiό piλαίσια λογισμικού έχει αναpiτυχθεί
ώστε να εpiιτρέψει έναν ευκολότερο καθορισμό τέτοιων piερίpiλοκων pipelines εpiεξεργασίας
δεδομένων καθώς εpiίσης και για την αύξηση της piαραγωγικότητας κατά την ανάpiτυξη εφαρ-
μογών MapReduce. Τα frameworks αυτά αpiομονώνουν το έργο των piρογραμματιστών αpiό
τις χαμηλού εpiιpiέδου εργασίες MapReduce μέσω της piροσφοράς διάφορων αφαιρέσεων για
τους υpiολογισμούς. Τα piιο δημοφιλή αpiό αυτά τα εργαλεία είναι το Apache Pig, το Cascading
καθώς και το Crunch.
Κάpiοια αpiό αυτά τα εργαλεία έχουν υλοpiοιηθεί σε γλώσσες piρογραμματισμού οι οpiοίες
υpiοστηρίζουν το συναρτησιακό piρογραμματιστικό μοντέλο και κατά συνέpiεια στοχεύουν στην
piαροχή μιας ακόμα piιο αφηρημένης (και υψηλού εpiιpiέδου) συναρτησιακής piροσέγγισης για
την έκφραση των υpiολογισμών στο framework Hadoop. Αυτά τα frameworks piεριλαμβάνουν
τα εργαλεία Scoobi, Scrunch και Scalding τα οpiοία βασίζονται στη γλώσσα piρογραμματισμού
Scala καθώς και το εργαλείο Cascalog το οpiοίο βασίζεται στη γλώσσα piρογραμματισμού
Clojure.
Τα frameworks τα οpiοία βασίζονται στη γλώσσα piρογραμματισμού Scala είναι τα piιο piο-
λυpiληθή εξαιτίας του σχετικά υψηλού βαθμού υιοθέτησης της γλώσσας Scala αpiό εφαρμογές
analytics σε σύνολα δεδομένων big data καθώς και της μεγάλης ευελιξίας της γλώσσας αυτής.
Αν και η εσωτερική διαδικασία μετατροpiής αφηρημένων pipelines σε piραγματικές ακολουθί-
ες εργασιών MapReduce διαφέρει αpiό framework σε framework τα APIs τα οpiοία εκθέτουν
στους χρήστες τους είναι αρκετά κοντά μεταξύ τους. Αν και το Hadoop χρησιμοpiοιείται κυρί-
ως για την ανάλυση και εpiεξεργασία δεδομένων σε μορφή κειμένου (textual data), υpiάρχουν
αρκετά piαραδείγματα χρήσης του Hadoop για την εpiεξεργασία δυαδικών δεδομένων συμpiερι-
λαμβανομένων και εικόνων, σε εpiιστημονικά piεδία όpiως αυτά της αστρονομίας, της βιολογίας
και άλλων. Σε piολλές αpiό αυτές τις εφαρμογές, ωστόσο, το Hadoop χρησιμοpiοιείται για την
εκτέλεση εξαιρετικά αpiλών piαράλληλων εργασιών (οι οpiοίες piεριλαμβάνουν μόνο το κομμάτι
Map), οι οpiοίες εφαρμόζουν τον ίδιο ανεξάρτητο μετασχηματισμό σε ένα σύνολο αpiό εικόνες
εισόδου.
Τα τελευταία χρόνια έχουν γίνει piροσpiάθειες στον τομέα της εpiεξεργασίας τηλεpiισκοpiι-
κών δεδομένων ώστε να μεταφερθούν pipelines εpiεξεργασίας και υpiολογισμών σε κατανεμη-
μένες αρχιτεκτονικές τύpiου clusters υpiολογιστών μέσω της piλατφόρμας Hadoop. Εξαιτίας
της φύσης και της piολυpiλοκότητας αυτού του τύpiου δεδομένων, η ανάλυσή τους έχει piρο-
καλέσει νέα ζητήματα και piροκλήσεις και για το λόγο αυτό γίνονται σημαντικές piροσpiάθειες
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αpiό κάθε κατεύθυνση (εpiιστημονικές ομάδες και εταιρείες) για την ανάpiτυξη εργαλείων τα
οpiοία χτίζοντας εpiάνω στην piλατφόρμα Hadoop δίνουν / θα δώσουν όλα εκείνα τα εφόδια
piου αpiαιτούνται για την ανάλυση μεγάλων τηλεpiισκοpiικών δεδομένων.
΄Ηδη κάpiοιες αpiό αυτές τις piροσpiάθειες για την ανάλυση μεγάλων γεωχωρικών δεδομένων
σε piεριβάλλοντα clusters υpiολογιστών έχουν αρχίσει να δείχνουν τα piρώτα αpiοτελέσματα
των piροσpiαθειών τους. Μερικά piαραδείγματα τα οpiοία δείχνουν ότι μια τέτοια piροσέγγιση
λόγω του όγκου των σημερινών δεδομένων εκτός αpiό αναγκαία είναι και εφικτή είναι τα
ακόλουθα. Τεχνικές μηχανικής μάθησης καθώς και piροσεγγίσεις εξόρυξης δεδομένων έχουν
δοκιμαστεί σε piεριβάλλοντα clusters υpiολογιστών για τηλεpiισκοpiικά δεδομένα. Η δημιουργία
μεγάλων μωσαϊκών [77] είναι ένας τομέας στον οpiοίο η κατανεμημένη ανάλυση έχει piολλά
piλεονεκτήματα όpiως εpiίσης και η κατάτμηση εικόνας (image segmentation) [41].
Ιδιαίτερη μνεία χρειάζεται για την ταξινόμηση, μια αpiό τις κύριες εφαρμογές της τηλεpiισκό-
piησης. Η εpiίδοση και η κλιμακωσιμότητα των ταξινομήσεων μpiορεί να ωφεληθεί σημαντικά
αν υλοpiοιηθεί σε κατανεμημένα piεριβάλλοντα clusters υpiολογιστών [8, 7]. Αυτό συμβαίνει
γιατί η διαδικασία μιας εpiιβλεpiόμενης ταξινόμησης έχει δύο κύρια στάδια. Το piρώτο είναι το
στάδιο της εκpiαίδευσης στο οpiοίο χτίζεται το μοντέλο ταξινόμησης. Το δεύτερο είναι το ίδιο
το στάδιο της ταξινόμησης, το οpiοίο εφαρμόζει το εκpiαιδευμένο μοντέλο για να αναθέσει τα
῾῾ άγνωστα ᾿᾿ δεδομένα σε μία αpiό το δεδομένο σύνολο κλάσεων. Το στάδιο της εκpiαίδευσης
συσσωρεύει την piερισσότερη ερευνητική δραστηριότητα αλλά συνήθως βασίζεται σε ένα μικρό
αντιpiροσωpiευτικό δείγμα δεδομένων οpiότε δεν συνιστά ενδιαφέρον ζήτημα αpiό τη σκοpiιά
των εφαρμογών μεγάλων δεδομένων. Αpiό την άλλη piλευρά η piαραλληλοpiοίηση του βήματος
της ταξινόμησης είναι μείζονος σημασίας για τη βελτίωση της εpiίδοσης αυτής της εργασίας
όταν εφαρμόζεται σε piάρα piολύ μεγάλες εκτάσεις και η piροσέγγιση της εκτέλεσής της σε ένα
piεριβάλλον cluster υpiολογιστών δείχνει να είναι στη σωστή κατεύθυνση [8].
Η piαραpiάνω συνοpiτική ανάλυση καταδεικνύει piόσο σημαντική και αναγκαία είναι η piρο-
σpiάθεια για την ανάλυση μεγάλων γεωχωρικών δεδομένων σε piεριβάλλοντα clusters υpiολο-
γιστών κάνοντας χρήση σύγχρονων εργαλείων ανάλυσης. Η piροσέγγιση αυτή είναι ο μόνος,
ίσως, τρόpiος ώστε να αξιοpiοιηθούν αpiοτελεσματικά τα ολοένα και αυξανόμενα σύνολα τηλε-
piισκοpiικών δεδομένων piρος την piαραγωγή καινοτόμων γεωχωρικών piροϊόντων τα οpiοία θα
δώσουν νέες δυνατότητες για την ανάpiτυξη μεθόδων για τη διαχείριση του piεριβάλλοντος και




Στο κεφάλαιο αυτό piαρουσιάζεται η μελέτη piου έγινε για την υλοpiοίηση ενός συστήματος
για την ανάλυση μεγάλων γεωχωρικών δεδομένων σε piεριβάλλον cluster υpiολογιστών για
εφαρμογές piαρατήρησης της γης στο piλαίσιο εκpiόνησης αυτής της διpiλωματικής εργασίας.
Αρχικά αφιερώνεται μία ενότητα ώστε να piεριγραφούν οι εpiιστημονικές piροκλήσεις οι οpiοίες
αpiοτέλεσαν κίνητρο για την ανάpiτυξη του συστήματος μας. Στη συνέχεια piεριγράφεται η
αρχιτεκτονική του συστήματος και γίνεται ο διαχωρισμός του στα εpiιμέρους υpiοσυστήματα
αpiό τα οpiοία αυτό συνίσταται. Τέλος, piεριγράφονται οι βασικές εφαρμογές του συστήματος
στην τρέχουσα μορφή του.
4.1 Εpiιστημονικές Προκλήσεις
Προς την κατεύθυνση της εκμετάλλευσης του ολοένα και αυξανόμενου όγκου των γε-
ωχωρικών δεδομένων (geospatial big data), ο οpiοίος είναι της τάξεως piολλών petabyte,
υpiάρχει μια τρέχουσα ανάγκη για εντατική έρευνα και ανάpiτυξη καθώς και για αpiοτελεσματι-
κές τεχνολογικές λύσεις. Σε συνδυασμό με τον ολοένα και αυξανόμενο αριθμό καθώς και την
αξιοpiιστία των δορυφορικών, εναέριων και UAV αισθητήρων καθώς και των αισθητήρων εγγύ-
τητας piαρατήρησης της γης, η ανάγκη για υψηλής εpiίδοσης συστήματα άμεσης εpiεξεργασίας
και ανάλυσης μεγάλων γεωχωρικών δεδομένων, τα οpiοία θα είναι σε θέση να μοντελοpiοιήσουν
και να piροσομοιάσουν γεωχωρικό piεριεχόμενο, είναι μεγαλύτερη αpiό piοτέ.
Η αpiελευθέρωση του αρχείου δεδομένων των αpiοστολών Landsat [80] του οργανισμού
United States Geological Survey (USGS), η piρόσφατη έναρξη της αpiοστολής Landsat Data
Continuity Mission [75] με το δορυφόρο Landsat 8, η ήδη piρογραμματισμένη συνέχιση της
αpiοστολής με το δορυφόρο Landsat 9 (2023), το piρόγραμμα EU Sentinel [63] με τις αpiοστολές
Sentinel 1/2/3/4/5/6 καθώς και η piολιτική σε σχέση με τα ανοιχτά δεδομένα της Ευρωpiαϊκής
΄Ενωσης [1] έχουν δώσει τη δυνατότητα για την εύκολη piρόσβαση σε ένα piρωτοφανή όγκο
δεδομένων και σχετικών μελετών piάνω στην piαρακολούθηση αλλαγών στην κάλυψη και χρήση
της γης. Βοηθούν εpiίσης στην ενημέρωση των εθνικών χαρτών κάλυψης γης, στην ανίχνευση
χωρο−χρονικών δυναμικών καθώς εpiίσης και στην εξέλιξη των μεθόδων ανίχνευσης αλλαγών
στην εpiιφάνεια της γης.
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Εξαιτίας αυτής της τεράστιας διαθεσιμότητας δεδομένων, σε συνδυασμό με τις piολιτι-
κές ανοιχτών δεδομένων για την piρόσβαση και χρήση αυτών των δεδομένων και στις Η.Π.Α
αλλά και στην Ευρωpiαϊκή ΄Ενωση, οι piροσpiάθειες έρευνας και ανάpiτυξης θα piρέpiει να αν-
τανακλούν τις τρέχουσες αpiαιτήσεις για τη βελτίωση των υpiαρχουσών δυνατοτήτων για την
άμεση εpiεξεργασία big data, καθώς και να διαμορφώσουν το piλαίσιο για την αpiοτελεσματική
χωροχρονική μοντελοpiοίησή τους. Συνεpiώς, η ανάpiτυξη αpiοτελεσματικών τεχνολογιών για
τον άμεσο χειρισμό και την εpiεξεργασία big data στην piλευρά των εξυpiηρετητών δεδομένων
(server-side) δια μέσου ετερογενών συστημάτων αpiοθήκευσης, μηχανημάτων, μοντέλων εpiε-
ξεργασίας και αρχιτεκτονικών εν γένει είναι θεμελιώδους σημασίας. Ειδικότερα, οι σύγχρονες
τεχνολογικές εξελίξεις στα piεδία της εpiεξεργαστικής ισχύος, των υpiολογιστικών piόρων και
της ταχύτητας του διαδικτύου (Internet) έχουν ανοίξει το δρόμο για την online ανάλυση και
εpiεξεργασία μεγάλων γεωχωρικών δεδομένων. Η piρόοδος αυτή piαρέχει τη βάση piάνω στην
οpiοία είναι δυνατή η ανάpiτυξη εφαρμογών με σημαντικό εpiιστημονικό και βιομηχανικό ενδια-
φέρον [49] όpiως είναι η εξόρυξη γνώσης και η διενέργεια αναλύσεων (data analytics) μέσω
της διαχρονικής ανάλυσης ολόκληρων αρχείων τηλεpiισκοpiικών δεδομένων.
Το piεδίο της συστηματικής υpiολογιστικής ανάλυσης δεδομένων (data analytics) συμpiε-
ριλαμβάνει τεχνικές, αλγορίθμους και εργαλεία για την εpiεξεργασία συλλογών δεδομένων με
σκοpiό την εξαγωγή μοτίβων, γενικεύσεων και άλλων χρήσιμων piληροφοριών. Η ανάλυση
μεγάλων δεδομένων (big data analytics) έχει καταστεί piλέον αναγκαία στην piλειοψηφία των
βιομηχανιών με συνέpiεια μηχανικοί, εμpiειρογνώμονες piεδίου και εpiιστήμονες να εργάζονται
ταυτόχρονα για την εκμετάλλευση τεράστιων piοσοτήτων δεδομένων τα οpiοία είναι κρίσιμης
σημασίας τόσο για τη διενέργεια εpiιχειρηματικής δραστηριότητας όσο και για την piρόοδο της
εpiιστήμης. Η εpiιτυχία και η αpiοτελεσματικότητα μιας τέτοιας ανάλυσης εξαρτάται αpiό piολυά-
ριθμες piροκλήσεις οι οpiοίες σχετίζονται τόσο με τα ίδια τα δεδομένα όσο και τη φύση των α-
ναλυτικών διεργασιών καθώς και με το υpiολογιστικό piεριβάλλον στο οpiοίο τέτοιες διεργασίες
εκτελούνται. Αυτά τα ζητήματα έχουν δώσει την ώθηση για την εμφάνιση piολλών ετερογενών
piρογραμματιστικών μοντέλων, piεριβαλλόντων εκτέλεσης και αpiοθηκών δεδομένων ώστε να
καταστεί δυνατή η διαχείριση δεδομένων σε μεγάλη κλίμακα. Ενώ οι piερισσότερες οικογένειες
αυτών των συστημάτων έχουν μεγάλη εpiιτυχία, ακόμα, piροβάλλουν τα piλεονεκτήματά τους
σε ένα piεριορισμένο υpiοσύνολο εφαρμογών και τύpiων δεδομένων. Παραδείγματος χάριν, οι
piλατφόρμες εpiεξεργασίας γράφων piεριορίζουν το βαθμό ελευθερίας στους υpiολογισμούς σε
κάθε κόμβο (ή τμήμα) του γράφου με συνέpiεια να αpiοτυγχάνουν να εκμεταλλευτούν piλήρως
τις δυνατότητες για piαραλληλισμό των υpiολογισμών. Εpiιpiροσθέτως, οι τωρινές ροές εργα-
σιών των αναλύσεων (analytics workflows) είναι τρομερά piερίpiλοκες καθώς οι piηγές των
δεδομένων είναι ετερογενείς και κατανεμημένες. Εpiιpiλέον, οι υpiολογιστικές διεργασίες μpiο-
ρεί να είναι αυθαίρετης χρονικής διάρκειας και να αpiαιτούν διαφορετικές λεpiτομέρειες στην
εκτέλεσή τους ανάλογα και με το ρόλο του εκάστοτε χρήστη και των τεχνικών γνώσεων και
δεξιοτήτων piου αυτός κατέχει. Τέτοιες διεργασίες μpiορεί να κυμαίνονται αpiό αpiλές ή και
piερίpiλοκες εργασίες και ερωτήματα piάνω στα δεδομένα έως αλγοριθμική εpiεξεργασία όpiως
είναι η εξόρυξη δεδομένων και να αpiαιτούν piολλαpiλές μηχανές ερωτημάτων.
Για να είναι δυνατόν να εκμεταλλευθούμε αυτή την piληθώρα δεδομένων, υpiολογιστικών
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μηχανών, piρογραμματιστικών μοντέλων, βιβλιοθηκών και εργαλείων τα οpiοία είναι διαθέσι-
μα χρειαζόμαστε συντονισμένες, piροσαρμοστικές και ολοκληρωτικές piροσpiάθειες ώστε να
συνδυάσουμε αρμονικά τις υpiάρχουσες τεχνολογίες. Αυτές οι piροσpiάθειες είναι ο κεντρι-
κός στόχος της piαρούσας μεταpiτυχιακής εργασίας. Τέτοιες piροσpiάθειες piεριλαμβάνουν τον
ορισμό ευέλικτων piρογραμματιστικών μοντέλων, την μοντελοpiοίηση και αξιολόγηση των ε-
piιδόσεων των υpiολογιστικών μηχανών, τη βελτιστοpiοίηση αλγορίθμων, την κατανεμημένη
εκτέλεση αλγορίθμων εpiεξεργασίας καθώς εpiίσης και τη διαχείριση των ροών εργασιών και
τεχνικές οpiτικοpiοίησης για τη διενέργεια αναλύσεων μεγάλης piολυpiλοκότητας piάνω σε με-
γάλα, ετερογενή και piιθανώς αδόμητα δεδομένα κατά μήκος piολυpiοίκιλων υpiολογιστικών
οικοσυστημάτων.
Προς την κατεύθυνση αυτή piαρουσιάζεται σε αυτή την εργασία μια piλατφόρμα ανάλυσης
μεγάλων γεωχωρικών δεδομένων για εφαρμογές piαρατήρησης της γης η οpiοία για την εpiίτευ-
ξη των στόχων της αpiοδοτικής ανάλυσης, αpiοθήκευσης και διαχείρισης μεγάλων δεδομένων
ενσωματώνει μια σειρά αpiό εργαλεία, βιβλιοθήκες και υpiολογιστικά μοντέλα σε ένα κατανε-
μημένο piεριβάλλον cluster υpiολογιστών. Ειδικότερα, η βασική λειτουργικότητα συνίσταται
αpiό το Geotrellis, μια μηχανή εpiεξεργασίας γεωχωρικών δεδομένων για εφαρμογές υψηλών
εpiιδόσεων για την αpiοθήκευση, διαχείριση και εpiεξεργασία των δεδομένων και το frame-
work Apache Spark για την κατανομή υpiολογισμών και δεδομένων κατά μήκος του cluster.
Διάφοροι αλγόριθμοι υλοpiοιήθηκαν στη γλώσσα piρογραμματισμού Scala τόσο για εργασίες
ETL (Extract, Transform, Load) piάνω στα raw δεδομένα όσο και για την piρόσβαση και την
εpiεξεργασία piολυφασματικών (multispectral) δορυφορικών εικόνων. Αναpiτύχθηκε εpiίσης
και ένα αpiλό piρόγραμμα piελάτη του συστήματος (WebGIS) για να εξυpiηρετήσει τις ανάγκες
piροβολής των αpiοτελεσμάτων το οpiοίο και βασίζεται στη βιβλιοθήκη Leaflet η οpiοία είναι
γραμμένη στην γλώσσα piρογραμματισμού javascript. Το ανεpiτυγμένο σύστημα στην τρέ-
χουσα μορφή του καλύpiτει μερικώς τον Ελλαδικό χώρο με piολυφασματικά δεδομένα τα οpiοία
piροέρχονται αpiό το δορυφόρο Landsat 8, τα οpiοία αpiοθηκεύονται και piρο-εpiεξεργάζονται
αυτόματα στο υλικό το οpiοίο έχουμε στη διάθεσή μας, για σκοpiούς εpiίδειξης. Τα ανεpiτυγμέ-
να ερωτήματα εpiεξεργασίας των δεδομένων εστιάζουν σε αγροτικές εφαρμογές και piαράγουν
τόσο τεχνητά έγχρωμα σύνθετα με βάση καλώς ορισμένους δείκτες, τα οpiοία και piαρέχουν
piληροφορία σχετικά με την κατάσταση των καλλιεργειών διαχρονικά ανά pixel και ανά έτος,
όσο και χάρτες αpiοτύpiωσης της εpiοχικότητας αpiό τους οpiοίους είναι δυνατόν να εξαχθούν
μοτίβα για τον κύκλο ζωής των υpiό piαρακολούθηση καλλιεργειών.
4.2 Σχεδιασμός - Περιγραφή Αρχιτεκτονικής
Ο κύριος σκοpiός αυτής της εργασίας αυτής ήταν ο σχεδιασμός και η υλοpiοίηση ενός
piλαισίου για την ανάλυση μεγάλων γεωχωρικών δεδομένων (piολυφασματικών δορυφορικών
εικόνων) σε piεριβάλλον cluster υpiολογιστών με αpiώτερο στόχο τη διενέργεια διαχρονικών
αναλύσεων ολόκληρων αρχείων τηλεpiισκοpiικών δεδομένων για αγροτικές εφαρμογές. Ποικί-
λες συνιστώσες και υpiολογιστικά βήματα εμpiλέκονται στη ρύθμιση, στη λειτουργία και στη
χρησιμοpiοίηση του ανεpiτυγμένου συστήματος.
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Σχήμα 4.1: Η αρχιτεκτονική του ανεpiτυγμένου συστήματος.
΄Οpiως αναφέρθηκε, η βασική λειτουργικότητα του ανεpiτυγμένου piλαισίου συνίσταται αpiό
το Geotrellis για την αpiοθήκευση, διαχείριση και εpiεξεργασία των τηλεpiισκοpiικών δεδομέ-
νων και το framework Apache Spark για την κατανομή υpiολογισμών και δεδομένων κατά
μήκος του cluster . Το Geotrellis εpiιλέχθηκε ως το βασικό σύστημα της υλοpiοίησής μας
εξαιτίας των δυνατοτήτων του στην εpiεξεργασία μεγάλων γεωχωρικών δεδομένων. Παρ΄ όλο
piου είναι ένα σχετικά νέο σύστημα, με συνέpiεια να μην έχει ωριμάσει αρκετά, βασίζεται στην
piλέον σύγχρονη και ευρέως δοκιμασμένη στοίβα λογισμικού κατανεμημένης εpiεξεργασίας και
αpiοθήκευσης μεγάλων δεδομένων γενικού σκοpiού (οικοσύστημα Hadoop) και piαρέχει τα κα-
τάλληλα piρογραμματιστικά εργαλεία για την εpiεξεργασία μεγάλων γεωχωρικών δεδομένων.
΄Εκτος αpiό τα ολοκληρωμένα APIs τα οpiοία piαρέχει στους piρογραμματιστές εφαρμογών δίνει
τη δυνατότητα για την ενσωμάτωση piολλών εξωτερικών βιβλιοθηκών, με συνέpiεια να δομεί μια
εύρωστη και ταυτόχρονα ευέλικτη piλατφόρμα εpiεξεργασίας. Το Geotrellis, αυτή τη στιγμή εί-
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ναι αpiό τα piιο ανερχόμενα και piλήρη NoSQL συστήματα στον τομέα των μηχανών γεωχωρικής
εpiεξεργασίας, εμφανίζει σημαντικά καλύτερη δυνατότητα έκφρασης piαράλληλων υpiολογισμών
αpiό συστήματα piου ακολουθούν το μοντέλο δεδομένων piινάκων (Array Databases) όpiως ε-
piίσης και σημαντικά μεγαλύτερες δυνατότητες αpiό συστήματα συγγενούς piροσέγγισης και
αρχιτεκτονικής.
Την τρέχουσα χρονική piερίοδο, τα τηλεpiισκοpiικά δεδομένα τα οpiοία είναι διαθέσιμα στο
σύστημα για εpiεξεργασία και διενέργεια αναλύσεων, piροέρχονται αpiό την αpiοστολή Landsat
Data Continuity Mission (LDCM) 1. Οι αισθητήρες του δορυφόρου Landsat 8, OLI και
TIRS, καταγράφουν piολυχρονικά (multitemporal), piολυφασματικά (multispectral) δεδομένα
αρκετά καλής χωρικής ανάλυσης. Τα ακατέργαστα (raw) δεδομένα του δορυφόρου Landsat
8 λαμβάνονται, αpiοθηκεύονται και piρο-εpiεξεργάζονται αυτόματα αpiό το σύστημα μας, σε μια
διαδικασία η οpiοία θα piεριγραφεί αναλυτικά piαρακάτω.
Η διαχρονική ανάλυση των αpiοθηκευμένων δεδομένων, η piαραγωγή τεχνητών έγχρωμων
σύνθετων τα οpiοία αpiοτελούν piροϊόντα των διαχρονικών αναλύσεων με βάση καλώς ορισμέ-
νους δείκτες καθώς και η piαραγωγή χαρτών αpiοτύpiωσης της εpiοχικότητας αpiό τους οpiοίους
είναι δυνατόν να εξαχθούν μοτίβα για τον κύκλο ζωής των υpiό piαρακολούθηση καλλιεργειών
είναι οι λειτουργικότητες κλειδιά του ανεpiτυγμένου συστήματος στην τωρινή έκδοσή του.
Αυτές οι λειτουργικότητες, οι οpiοίες έχουν τη μορφή piρογραμμάτων γραμμένων στη γλώσσα
piρογραμματισμού Scala, χρησιμοpiοιούν το σύνολο δεδομένων του δορυφόρου Landsat 8 και
τα APIs του Geotrellis, ώστε να αντλήσουν piληροφορία με τηλεpiισκοpiικές μεθόδους και να
piαράξουν τους αντίστοιχους χρωματικούς χάρτες (color maps), οι οpiοίοι και piεριέχουν την
αpiοκτηθείσα piληροφορία.
Το τωρινό υλικό (hardware) το οpiοίο υpiοστηρίζει το ανεpiτυγμένο σύστημα είναι ένας
υpiολογιστής (host) με 8 διαθέσιμους piυρήνες εpiεξεργασίας και 32 GB RAM, στον οpiοίο
είναι εγκατεστημένα το λειτουργικό σύστημα openSUSE Leap 42.1 καθώς και η υpiοδομή
για τη δημιουργία εικονικών μηχανών KVM. Μέσω του KVM δημιουργήθηκαν 3 εικονικά
μηχανήματα piάνω στο host μηχάνημα σε μια διάταξη piου θα piεριγραφεί αναλυτικά σε εpiόμενη
ενότητα, τα οpiοία και αpiοτέλεσαν μια μικρογραφία ενός cluster υpiολογιστών για τις ανάγκες
υλοpiοίησης της piαρούσας εργασίας. Σε αυτό το piεριβάλλον εpiίδειξης, τα αpiοθηκευμένα
και piρο-εpiεξεργασμένα τηλεpiισκοpiικά δεδομένα, καλύpiτουν piλήρως την Ελληνική εpiικράτεια
piαρέχοντας κάθε -piερίpiου- 16 μέρες δορυφορικές εικόνες αpiό το ξεκίνημα της αpiοστολής
του δορυφόρου Landsat 8 (Φεβρουάριος 2013). Η μεταφορά του συστήματος σε piεριβάλλον
piαραγωγής έχει ήδη δρομολογηθεί.
Οι βασικές συνιστώσες του ανεpiτυγμένου συστήματος piαρουσιάζονται διαγραμματικά στο
σχήμα 4.1 και piεριγράφονται ενδελεχώς στις piαρακάτω ενότητες. ΄Οσον αναφορά στην
αρχιτεκτονική του συστήματος μας, όpiως ίσως κανείς συμpiεραίνει και αpiό το σχήμα 4.1, αυτή
ακολουθεί το piρότυpiο της αρθρωτής σχεδίασης (modular design) καθώς χαρακτηρίζεται αpiό
ανεξάρτητες, καλώς ορισμένης λειτουργικότητας μονάδες λογισμικού για την εpiίτευξη της
κατανεμημένης εpiεξεργασίας γεωχωρικών δεδομένων σε piεριβάλλον cluster υpiολογιστών.
Υpiάρχει μονάδα λογισμικού υpiεύθυνη για την αυτόματη συλλογή των piρόσφατα καταγε-
1http://landsat.usgs.gov/
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γραμμένων συνόλων δεδομένων, της αpiοσυμpiίεσης και αρχειοθέτησης των raw τηλεpiισκο-
piικών δεδομένων. Κατάλληλη μονάδα εκτελεί όλες τις διαδικασίες της piρο-εpiεξεργασίας οι
οpiοίες είναι αpiαραίτητες για την εισαγωγή των δεδομένων στο σύστημα ώστε αυτά να είναι
σε μορφή έτοιμη για εpiεξεργασία οpiοτεδήpiοτε το εpiιθυμούν οι χρήστες του συστήματος. Ε-
piιpiρόσθετα, υpiάρχουν δομικές μονάδες οι οpiοίες είναι εpiιφορτισμένες με τη διαχείριση τόσο
του cluster όσο και του κατανεμημένου συστήματος αρχείων καθώς και όλων των εpiιμέρους
διεργασιών οι οpiοίες είναι κρίσιμες για την εύρυθμη λειτουργία του συστήματος.
Τέλος, υpiάρχει το piρόγραμμα piελάτη του συστήματος (Web Client) το οpiοίο είναι υpiεύ-
θυνο για τη διεpiαφή με το χρήστη, την αpiοστολή ερωτημάτων εpiεξεργασίας δεδομένων ή
αιτημάτων piροβολής αναλύσεων στον εξυpiηρετητή καθώς και για την piαραλαβή και piροβολή
των αpiοτελεσμάτων.
Το διάγραμμα ροής του σχήματος 4.1 εκτός αpiό τις βασικές μονάδες λογισμικού του ανε-
piτυγμένου συστήματος piαρουσιάζει σιωpiηρά και τις ροές δεδομένων ή/και υpiολογισμών κατά
μήκος του συστήματος καθώς και τα σημεία αλληλεpiίδρασης μεταξύ των διάφορων δομικών
μονάδων. Οpiοιαδήpiοτε στιγμή, οι μονάδες λογισμικού υpiεύθυνες για τις διάφορες εργασίες
piάνω στα δεδομένα βρίσκονται σε λειτουργία και ανακτούν, αpiοθηκεύουν, piρο-εpiεξεργάζονται
και εισάγουν στο Geotrellis νέα δεδομένα. Με την εισαγωγή τα δεδομένα είναι αμέσως δια-
θέσιμα στους χρήστες για εpiεξεργασία. Ταυτόχρονα, μέσω του Web Client, οι χρήστες του
συστήματος μpiορούν να υpiοβάλουν ερωτήματα εpiεξεργασίας στο σύστημα για τα υpiάρχοντα
δεδομένα και να λαμβάνουν τα ζητούμενα αpiοτελέσματα.
4.2.1 Διαχωρισμός Υpiοσυστημάτων
΄Οpiως φαίνεται και αpiό το διάγραμμα ροής του σχήματος 4.1 τα υpiοσυστήματα αpiό
τα οpiοία αpiοτελείται το ανεpiτυγμένο σύστημα για την εpiεξεργασία μεγάλων γεωχωρικών
δεδομένων σε piεριβάλλον cluster υpiολογιστών είναι τα ακόλουθα:










Παρακάτω δίνεται η λεpiτομερής piεριγραφή για καθένα αpiό τα υpiοσυστήματα piου piαρου-
σιάστηκαν. Η piεριγραφή αυτή γίνεται με βάση το διάγραμμα ροής δεδομένων (σχήμα 4.1) το
οpiοίο και piεριγράφει τα βασικά συστατικά του συστήματος piου σχεδιάστηκε και υλοpiοιήθηκε
στην piαρούσα εργασία.
Αυτόματη συλλογή, αpiοθήκευση και piρο-εpiεξεργασία των δεδομένων
΄Οσον αναφορά τα στάδια της αυτόματης συλλογής, αpiοθήκευσης και piρο-εpiεξεργασίας
των τηλεpiισκοpiικών δεδομένων αpiό το σύστημά μας, ένας σημαντικός αριθμός αpiό piρο-
γράμματα γραμμένα στη γλώσσα piρογραμματισμού Python (Python scripts) καθώς και στη
γλώσσα piρογραμματισμού Scala αναpiτύχθηκαν για τον έλεγχο, τη διευκόλυνση και την αυτο-
ματοpiοίηση ολόκληρου του εγχειρήματος. Η ανάpiτυξη του piροαναφερθέντος λογισμικού ήταν
αpiολύτως αναγκαία και καταλυτική για την piρόοδο της εργασίας, καθώς θα ήταν αδύνατη η
χειροκίνητη εκτέλεση των piαραpiάνω εργασιών λόγω της φύσης των δεδομένων (big data).
Ακόμα και για την αpiλή piερίpiτωση της διαχείρισης μίας μόνο δορυφορικής εικόνας για σκο-
piούς ανάpiτυξης του συστήματος, ο χρόνος και ο κόpiος piου αpiαιτούνταν για τη χειροκίνητη
εκτέλεση ήταν εκθετικά μεγαλύτερος. Η ανάpiτυξη εpiομένως του εν λόγω υpiοσυστήματος
ήταν κρίσιμης σημασίας.
Εστιάζοντας στον αυτοματισμό της διαδικασίας, αρχικά ένα Python script το οpiοίο είναι
υpiεύθυνο για τον έλεγχο του αρχείου δεδομένων του δορυφόρου Landsat 8, εξετάζει για το
αν υpiάρχουν νέα σύνολα δεδομένων και συλλέγει οpiοιαδήpiοτε καινούργια σύνολα βρεθούν.
Αpiό τη στιγμή στην οpiοία όλα τα νέα σύνολα δεδομένων έχουν γίνει διαθέσιμα, ένα
άλλο Python script τα αpiοσυμpiιέζει, καθώς αυτά piαρέχονται σε συμpiιεσμένη μορφή αpiό το
αρχείο δεδομένων του δορυφόρου Landsat 8 και στη συνέχεια τα αρχειοθετεί. Αυτό σημαίνει
ότι τα νέα σύνολα δεδομένων μεταφέρονται στους κατάλληλους φακέλους στο κατανεμημένο
σύστημα αρχείων (Hadoop HDFS), ώστε να είναι διαθέσιμα μέσω του cluster υpiολογιστών
για εpiεξεργασία μέσω αλγορίθμων τηλεpiισκόpiησης αpiό το Geotrellis.
Αpiό τη στιγμή piου ολοκληρώνονται τα piαραpiάνω στάδια σχετικά με τη διαχείριση των
συλλογών δεδομένων και είναι γνωστή η διαδρομή στο σύστημα αρχείων (μέσω url) στην
οpiοία βρίσκεται η κάθε εικόνα, ένα script γραμμένο στη γλώσσα piρογραμματισμού Scala ανα-
λαμβάνει τη διαδικασία του reprojection των δεδομένων στο εpiιθυμητό σύστημα αναφοράς, το
tiling των δεδομένων ώστε να είναι δυνατή η κατανεμημένη εpiεξεργασία τους καθώς και τον
υpiολογισμό διάφορων τηλεpiισκοpiικών δεικτών αpiό τα αpiοθηκευμένα δεδομένα (pi.χ. NDVI).
Τα piαραpiάνω βήματα έχουν ως κύριο στόχο τη μετατροpiή των δεδομένων στο μοντέλο δε-
δομένων piου ακολουθεί το Geotrellis με συνέpiεια μετά το τέλος των piαραpiάνω διαδικασιών
τα δεδομένα να είναι έτοιμα για τη διενέργεια αναλύσεων οpiοτεδήpiοτε ζητηθεί μέσω του ανε-
piτυγμένου συστήματος.
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Σχήμα 4.2: Σχήμα του υλοpiοιημένου cluster εικονικών μηχανών συμpiεριλαμβανομένων και
των διεργασιών piου κάθε εικονικό μηχάνημα φιλοξενεί για σκοpiούς διαχείρισης του cluster .
Virtual Machines (VMs)
Η βασική εpiιδίωξη της piαρούσας εργασίας ήταν η κατανεμημένη ανάλυση μεγάλων γεω-
χωρικών δεδομένων σε piεριβάλλον cluster υpiολογιστών. Τι εννοούμε όμως όταν λέμε cluster
υpiολογιστών; ΄Ενα cluster υpiολογιστών [19] αpiοτελείται αpiό ένα σύνολο αpiό ῾῾χαλαρά᾿᾿ ή
῾῾στενά᾿᾿ συνδεδεμένους, μέσω δικτύου, υpiολογιστές (κόμβοι) οι οpiοίοι συνεργάζονται ώ-
στε, αpiό piολλά σημεία, να μpiορούν να θεωρηθούν ως ένα ενιαίο σύστημα. Ανόμοια, αpiό τα
piλέγματα υpiολογιστών (grid computers), στα clusters υpiολογιστών κάθε κόμβος ρυθμίζεται
ώστε να εκτελεί την ίδια εργασία με τους υpiόλοιpiους κόμβους, ρύθμιση η οpiοία ελέγχεται
μέσω κατάλληλου λογισμικού. Οι κόμβοι ενός cluster συνήθως συνδέονται μεταξύ τους μέσω
γρήγορων τοpiικών δικτύων, με κάθε κόμβο να ῾῾τρέχει᾿᾿ το δικό του λειτουργικό σύστημα.
Στις piερισσότερες piεριpiτώσεις, όλοι οι κόμβοι χρησιμοpiοιούν το ίδιο υλικό και τρέχουν το
ίδιο λειτουργικό σύστημα. ΄Ενα cluster υpiολογιστών χρησιμοpiοιείται για να βελτιώσει την
εpiίδοση και τη διαθεσιμότητα piόρων για κάpiοια εργασία σε σχέση με την εκτέλεση της ίδιας
εργασίας σε ένα και μόνο μηχάνημα ενώ ταυτόχρονα είναι piολύ piιο αpiοδοτική λύση σε σχέση
με τη χρήση piολλών ξεχωριστών υpiολογιστών οι οpiοίοι όμως εργάζονται ανεξάρτητα. Τα
clusters υpiολογιστών εμφανίστηκαν ως το αpiοτέλεσμα της σύγκλισης ενός σημαντικού αριθ-
μού υpiολογιστικών τάσεων όpiως είναι η ευρεία διαθεσιμότητα μικροεpiεξεργαστών χαμηλού
κόστους, τα δίκτυα υψηλών ταχυτήτων καθώς και λογισμικό κατάλληλο για την εκτέλεση
κατανεμημένων υpiολογισμών υψηλών εpiιδόσεων. ΄Εχουν ένα piολύ μεγάλο εύρος εφαρμογών
το οpiοίο κυμαίνεται αpiό μικρά εταιρικά clusters τα οpiοία piεριλαμβάνουν λίγους μόνο κόμβους
(< 10) έως κάpiοιους αpiό τους μεγαλύτερους υpiερ-υpiολογιστές του κόσμου όpiως είναι ο
υpiερ-υpiολογιστής Sequoia της IBM (> 90.000 κόμβους).
Με βάση τα piαραpiάνω εpiιλέξαμε να δημιουργήσουμε και να piειραματιστούμε με ένα cluster
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για την κατανεμημένη ανάλυση μεγάλων γεωχωρικών δεδομένων στα piλαίσια της piαρούσας
εργασίας. Καθώς δεν ήταν δυνατή η δημιουργία ενός cluster αpiό φυσικά μηχανήματα καταλή-
ξαμε στη λύση της δημιουργίας και σύνδεσης μέσω δικτύου 3 εικονικών μηχανημάτων (Virtual
Machines - VMs), τα οpiοία αpiοτέλεσαν ένα μικρό cluster εpiίδειξης για τους σκοpiούς της ερ-
γασίας, piάνω αpiό ένα φυσικό μηχάνημα. Για τη δημιουργία των εικονικών μηχανημάτων
χρησιμοpiοιήθηκε κατάλληλη υpiοδομή εικονικών μηχανών. Η υpiοδομή αυτή ήταν το KVM
(Kernel-based Virtual Machine), μέσω του οpiοίου piραγματοpiοιήθηκε η δημιουργία, η ρύθ-
μιση και η διαχείριση των εικονικών μηχανών. Τα 3 VMs ήταν piανομοιότυpiα καθώς όλα αpiό
piλευράς υλικού είχαν 1 piυρήνα εpiεξεργασίας και 6 GB RAM και αpiό piλευράς λειτουργικού
συστήματος όλα έτρεχαν τη διανομή Ubuntu 14.04.4 LTS.
Για τη λειτουργία και τη διαχείριση του cluster ήταν αpiαραίτητο το λογισμικό εκείνο το
οpiοίο θα έδινε την εικόνα στο χρήστη μιας ενιαίας μονάδας αpiοθήκευσης και εpiεξεργασίας
piάνω αpiό τα 3 VMs. Το λογισμικό το οpiοίο εpiιλέχθηκε ήταν το λογισμικό Hadoop, το οpiοίο
θα αναλυθεί στην εpiόμενη υpiο-ενότητα και είναι υpiεύθυνο για τη δημιουργία του κατανεμη-
μένου συστήματος αρχείων piάνω αpiό τα 3 VMs, καθώς και τη διαχείριση των piόρων του
cluster.
Στο Σχήμα 4.2 piαρουσιάζεται ένα αpiλοpiοιημένο διάγραμμα του ανεpiτυγμένου cluster piου
χρησιμοpiοιήθηκε στα piλαίσια της piαρούσας εργασίας. Για κάθε εικονικό μηχάνημα αναγρά-
φονται και οι διεργασίες piου αυτό φιλοξενεί ώστε να είναι δυνατή η δημιουργία, λειτουργία
και συντήρηση του cluster.
Hadoop
Το Apache Hadoop2 είναι ένα piλαίσιο λογισμικού ανοικτού κώδικα για την κατανεμημένη
αpiοθήκευση και εpiεξεργασία piολύ μεγάλων συνόλων δεδομένων σε piεριβάλλοντα clusters
υpiολογιστών τα οpiοία φτιάχνονται αpiό hardware κοινών δυνατοτήτων. ΄Ολες οι μονάδες
λογισμικού οι οpiοίες αpiοτελούν το Hadoop έχουν σχεδιαστεί piάνω στην υpiόθεση ότι οι
αστοχίες υλικού είναι κοινότυpiη κατάσταση και piρέpiει να αντιμετωpiίζονται αυτόματα αpiό το
σύστημα.
Ο piυρήνας του Hadoop αpiοτελείται αpiό το κομμάτι της αpiοθήκευσης, το οpiοίο είναι
γνωστό ως το Hadoop Distributed File System (HDFS) και το κομμάτι της εpiεξεργασίας
το οpiοίο καλείται MapReduce. Το Hadoop κατατμεί τα αρχεία σε μεγάλα (σε σχέση με
άλλα συστήματα αρχείων) μpiλοκ και τα κατανέμει κατά μήκος των κόμβων σε ένα cluster.
Για την εpiεξεργασία των δεδομένων, το Hadoop μεταφέρει τον κώδικα σε piακέτα σε όλους
τους κόμβους ώστε να είναι δυνατή η piαράλληλη εpiεξεργασία των δεδομένων αpiό όλους
τους κόμβους. Αυτή η piροσέγγιση εκμεταλλεύεται την τοpiικότητα των δεδομένων - δηλαδή
κάθε κόμβος εpiεξεργάζεται δεδομένα τα οpiοία είναι αpiοθηκευμένα σε αυτόν - ώστε να είναι
δυνατή η ταχύτερη και αpiοδοτικότερη εpiεξεργασία των δεδομένων αpiό ότι θα ήταν σε μια
piιο συμβατική αρχιτεκτονική υpiερ-υpiολογιστών η οpiοία βασίζεται σε ένα piαράλληλο σύστημα
αρχείων στο οpiοίο δεδομένα και υpiολογισμοί διανέμονται στους κόμβους δια μέσου δικτύων
2http://hadoop.apache.org/
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Σχήμα 4.3: Η αρχιτεκτονική του συστήματος Hadoop. (Πηγή: hadoop.apache.org)
υψηλών ταχυτήτων.
Τη βάση του Apache Hadoop framework αpiοτελούν οι piαρακάτω μονάδες:
• Hadoop Common - βιβλιοθήκες και εργαλεία τα οpiοία αpiαιτούν οι υpiόλοιpiες μονάδες
του Hadoop καθώς piαρέχουν αφαιρέσεις στο εpiίpiεδο του συστήματος αρχείων καθώς
και του λειτουργικού συστήματος.
• HDFS - ένα κατανεμημένο σύστημα αρχείων το οpiοίο αpiοθηκεύει δεδομένα σε ῾῾κοινά᾿᾿
μηχανήματα, piαρέχοντας piολύ υψηλό συνδυασμένο εύρος ζώνης κατά μήκος του cluster.
• Hadoop YARN - μια piλατφόρμα υpiεύθυνη για τη διαχείριση των piόρων του cluster
καθώς και τη χρονοδρομολόγηση των εφαρμογών των χρηστών.
• Hadoop MapReduce - μια υλοpiοίηση του piρογραμματιστικού μοντέλου MapReduce
για εpiεξεργασία δεδομένων σε μεγάλη κλίμακα, είτε στην μορφή MapReduce/MR1 είτε
στη μορφή YARN/MR2.
Ο όρος Hadoop, piλέον, δεν αφορά μόνο στις piροαναφερθείσες μονάδες λογισμικού αλ-
λά και σε ολόκληρη τη συλλογή των εpiιpiρόσθετων piακέτων λογισμικού piου μpiορούν να
εγκατασταθούν εpiάνω ή μαζί με το Hadoop όpiως, ενδεικτικά, είναι οι piλατφόρμες Apache
Pig, Apache Hive, Apache HBase, Apache Phoenix, Apache Spark, Apache ZooKeeper,
Cloudera Impala, Apache Flume, Apache Sqoop, Apache Oozie και Apache Storm.
Οι μονάδες MapReduce και HDFS του Hadoop άντλησαν έμpiνευση αpiό τις εpiιστημονικές
εργασίες της εταιρείας Google σχετικά με τα δικά της λογισμικά για το piρογραμματιστικό
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Σχήμα 4.4: Η αρχιτεκτονική του κατανεμημένου συστήματος αρχείων HDFS. (Πηγή:
hadoop.apache.org)
μοντέλο MapReduce καθώς και το Google File System.
Το Hadoop έχει υλοpiοιηθεί κατά κύριο λόγο στη γλώσσα piρογραμματισμού Java, με
κάpiοια εγγενή τμήματα κώδικα να έχουν υλοpiοιηθεί στη γλώσσα piρογραμματισμού C και
τα εργαλεία γραμμής εντολών να έχουν υλοpiοιηθεί ως shell scripts. Ενώ υpiάρχει εγγενής
υpiοστήριξη αpiό το σύστημα για piρογράμματα χρηστών σύμφωνα με το μοντέλο MapReduce
γραμμένα στη γλώσσα piρογραμματισμού Java, οpiοιαδήpiοτε γλώσσα μpiορεί να χρησιμοpiοιηθεί
μέσω του βοηθητικού εργαλείου Hadoop Streaming.
Για την αpiοτελεσματική χρονοδρομολόγηση των εργασιών μέσα στο cluster κάθε σύστημα
αρχείων συμβατό με το Hadoop piρέpiει να piαρέχει ενημερότητα σχετικά με την τοpiοθεσία του
κάθε κόμβου και piιο συγκεκριμένα το όνομα του rack στο οpiοίο κάθε κόμβος εpiεξεργασίας
ανήκει. Με αυτόν τον τρόpiο, οι εφαρμογές μpiορούν να χρησιμοpiοιήσουν αυτή την piληροφορία
για να εκτελέσουν τον κώδικά τους στον κόμβο στον οpiοίο βρίσκονται τα δεδομένα τα οpiοία
piρέpiει να εpiεξεργαστούν και σε piερίpiτωση αpiοτυχίας να συμβεί αυτό να εpiεξεργαστούν
τα δεδομένα μέσα στο ίδιο rack στο οpiοίο βρίσκονται ώστε να ελαττωθεί κατά το δυνατόν
η μετακίνηση δεδομένων και συνεpiώς η δικτυακή καθυστέρηση. Το HDFS χρησιμοpiοιεί
και αυτό την piαραpiάνω piληροφορία όταν κρατάει αντίγραφα των αpiοθηκευμένων δεδομένων
για να υpiάρχει piλεονασμός δεδομένων (data redundancy) κατά μήκος piολλαpiλών racks.
Η piροσέγγιση αυτή μειώνει την εpiίδραση της piτώσης του ρεύματος σε κάpiοιο rack ή της
καταστροφής κάpiοιου switch, καθώς ακόμα και αν κάpiοια αpiό αυτές τις αστοχίες υλικού
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Σχήμα 4.5: Στιγμιότυpiο αpiό τη διεpiιφάνεια χρήστη για την piαρακολούθηση της κατάστασης
του κατανεμημένου συστήματος αρχείων HDFS.
συμβεί τα δεδομένα θα εξακολουθούν να piαραμένουν διαθέσιμα.
΄Οpiως βλέpiουμε και στο Σχήμα 4.3 ένα μικρό Hadoop cluster piεριλαμβάνει ένα μόνο
κύριο (master) κόμβο και piολλούς κόμβους σκλάβους (worker). Ο master κόμβος εκτελεί
τις διεργασίες του Resource Manager, του NodeManager, του NameNode, του Secondary
NameNode και του DataNode. ΄Ενας slave ή worker κόμβος εκτελεί τις διεργασίες του Node-
Manager και του DataNode. Για τη δική μας αρχιτεκτονική (Σχήμα 4.2), στα
piλαίσια της piαρούσας εργασίας, εpiιλέξαμε να έχουμε ένα κόμβο ως τον
master (NameNode, Secondary NameNode, DataNode, NodeManager), έναν
κόμβο τόσο για τη διενέργεια υpiολογισμών όσο και για την διαχείριση των
piόρων του cluster τον κόμβο Resource Manager (ResourceManager, Node-
Manager, DataNode) και τέλος ένα τρίτο κόμβο μόνο για τη διενέργεια
υpiολογισμών τον Datanode (NodeManager, DataNode).
Σε ένα μεγαλύτερο cluster, οι κόμβοι του HDFS διαχειρίζονται δια μέσου ενός NameNode
server ο οpiοίος χρησιμοpiοιείται μόνο για να φιλοξενεί το ευρετήριο του συστήματος αρχεί-
ων καθώς και ενός δευτερεύων NameNode ο οpiοίος μpiορεί να δημιουργεί στιγμιότυpiα των
δομών μνήμης του κύριου namenode, με συνέpiεια να αpiοφεύγεται η αλλοίωση του συστήμα-
τος αρχείων καθώς και η αpiώλεια δεδομένων. Παρόμοια, ένας αυτόνομος Resource Manager
διαχειρίζεται την χρονοδρομολόγηση εργασιών κατά μήκος των κόμβων.
Τώρα όσον αναφορά στο HDFS, αυτό είναι ένα κατανεμημένο, κλιμακώσιμο και μεταφέρ-
σιμο σύστημα αρχείων το οpiοίο έχει υλοpiοιηθεί στη γλώσσα piρογραμματισμού Java για το
piλαίσιο Hadoop. Κάθε Hadoop cluster έχει ένα namenode συν μια δέσμη αpiό datanodes,
αν και διάφορες εpiιλογές για piλεονασμό των δεδομένων είναι διαθέσιμες για τον namenode
εξαιτίας της ζωτικής σημασίας piου αυτός έχει για την εύρυθμη λειτουργία όλου του συστή-
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ματος. Κάθε datanode σερβίρει μpiλοκ δεδομένων piάνω αpiό το δίκτυο χρησιμοpiοιώντας ένα
piρωτόκολλο μpiλοκ ειδικό για το HDFS. Το σύστημα αρχείων χρησιμοpiοιεί υpiοδοχείς (sock-
ets) TCP/IP για την εpiικοινωνία μεταξύ των κόμβων. Το λογισμικό των κόμβων (clients)
χρησιμοpiοιεί την τεχνική RPC (remote procedure call) για την εpiίτευξη της εpiικοινωνίας.
Το HDFS χρησιμοpiοιείται για την αpiοθήκευση μεγάλων αρχείων (τυpiικά στο εύρος των
gigabytes έως terabytes) κατά μήκος piολλαpiλών μηχανημάτων. Η αξιοpiιστία του συστήμα-
τος εpiιτυγχάνεται μέσω της αντιγραφής των δεδομένων κατά μήκος piολλαpiλών κόμβων με
συνέpiεια θεωρητικά να μην χρειάζεται αpiοθήκευση τύpiου RAID στους κόμβους (αν και για
την αύξηση της εpiίδοσης των λειτουργιών I/O κάpiοιες ρυθμίσεις RAID μpiορεί να είναι χρή-
σιμες). Με την τυpiική τιμή αντιγραφής των δεδομένων να είναι 3, τα δεδομένα αpiοθηκεύονται
σε 3 κόμβους, εκ των οpiοίων οι 2 κόμβοι βρίσκονται στο ίδιο rack και ένας σε διαφορετικό
rack. Οι κόμβοι datanode μpiορούν να εpiικοινωνούν μεταξύ τους ώστε να εξισορροpiούν την
αpiοθήκευση των δεδομένων, να μεταφέρουν αντίγραφα των δεδομένων αpiό τον ένα κόμβο
στον άλλο καθώς και να κρατάνε αντίγραφα των δεδομένων σε μεγάλο βαθμό. Το HDFS
δεν είναι piλήρως συμβατό με το standard POSIX (POSIX-compliant) καθώς οι αpiαιτήσεις
για ένα POSIX σύστημα αρχείων διαφέρουν αpiό τους στόχους μιας εφαρμογής Hadoop. Το
ισοζύγιο της μη ύpiαρξης ενός piλήρους συμβατού με το standard POSIX συστήματος αρ-
χείων είναι η αυξημένη εpiίδοση κατά τη μετακίνηση των δεδομένων καθώς και η υpiοστήριξη
λειτουργιών piου δεν καθορίζονται αpiό το POSIX.
Η αρχιτεκτονική του HDFS φαίνεται στο Σχήμα 4.4. Στο cluster ο NameNode είναι ο
server ο οpiοίος διαχειρίζεται το σύστημα αρχείων του HDFS και ρυθμίζει την piρόσβαση των
piελατών στα αρχεία. Το HDFS εκθέτει ένα σύστημα αρχείων το οpiοίο εpiιτρέpiει στα δεδομένα
των χρηστών να αpiοθηκεύονται σε αρχεία. Εσωτερικά στο σύστημα, κάθε αρχείο κατατμείται
σε ένα ή piερισσότερα μpiλοκ και αυτά τα μpiλοκ αpiοθηκεύονται σε ένα σύνολο αpiό DataN-
odes. Ο NameNode εκτελεί τυpiικές εργασίες του χώρου ονομάτων του συστήματος αρχείων
όpiως είναι το άνοιγμα, το κλείσιμο, η αλλαγή ονόματος καθώς και η δημιουργία φακέλων
αρχείων. Καθορίζει εpiίσης την αντιστοίχιση των μpiλοκ με τους DataNodes. Οι DataNodes
είναι υpiεύθυνοι για την εξυpiηρέτηση αιτήσεων ανάγνωσης και εγγραφής αpiό τους piελάτες
του συστήματος αρχείων. Εpiίσης piραγματοpiοιούν τις λειτουργίες της δημιουργίας, διαγραφής
και αντιγραφής μpiλοκ όpiως αυτές καθορίζονται αpiό τον NameNode. Ο NameNode και ο
DataNode είναι τμήματα λογισμικού σχεδιασμένα για να ῾῾τρέχουν᾿᾿ σε κοινών δυνατοτήτων
μηχανήματα. Αυτά τα μηχανήματα τυpiικά τρέχουν ένα λειτουργικό σύστημα της οικογένειας
GNU/Linux. Το HDFS σχεδιάστηκε κυρίως για την εξυpiηρέτηση αμετά-
βλητων αρχείων και μpiορεί να μην είναι κατάλληλο για συστήματα τα ο-
piοία αpiαιτούν ταυτόχρονες λειτουργίες εγγραφής. Για να αντιμετωpiιστεί
το ζήτημα αυτό μpiορεί να γίνει χρήση εpiιpiλέον λογισμικού τεχνολογίας
BigTable, όpiως είναι το Apache Accumulo, το οpiοίο λειτουργεί εpiάνω αpiό το HDFS και λύ-
νει το ζήτημα των συνεχών ενημερώσεων και εγγραφών των ίδιων αρχείων δεδομένων. Στα
piλαίσια της piαρούσας εργασίας είχαμε αυτό το ζήτημα και για το λόγο αυτό
χρησιμοpiοιήσαμε το σύστημα Accumulo το οpiοίο και θα piεριγραφεί σε εpiόμενη υpiο-ενότητα.
Στο Σχήμα 4.5 μpiορούμε να δούμε ένα στιγμιότυpiο αpiό τη διεpiιφάνεια χρήστη piου piα-
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Σχήμα 4.6: Η αρχιτεκτονική του YARN, του συστήματος διαχείρισης piόρων του
Hadoop.(Πηγή: hadoop.apache.org)
ρέχει το σύστημα Hadoop για την piαρακολούθηση της κατάστασης του HDFS σε piραγματικό
χρόνο, οpiοιαδήpiοτε στιγμή το αpiαιτεί ο διαχειριστής του cluster.
Η άλλη βασική μονάδα του Hadoop είναι ο YARN (Yet Another Resource Negotiator),
μια piλατφόρμα υpiεύθυνη για τη διαχείριση των piόρων του cluster καθώς και τη χρονοδρομο-
λόγηση των εφαρμογών των χρηστών (Σχήμα 4.6). Η θεμελιώδης ιδέα του YARN είναι ο
διαχωρισμός των λειτουργιών της διαχείρισης των piόρων του cluster και της χρονοδρομολό-
γησης/piαρακολούθησης των εργασιών των χρηστών. Ο διαχωρισμός piραγματοpiοιείται μέσω
της ύpiαρξης δύο ξεχωριστών διεργασιών (daemons) οι οpiοίες διεκpiεραιώνουν τις piαραpiάνω
λειτουργίες. Η ιδέα είναι να υpiάρχει ένας γενικός διαχειριστής piόρων - ResourceManager
(RM) και ένας, για κάθε εφαρμογή, διαχειριστής εφαρμογής - ApplicationMaster (AM). Μια
εφαρμογή είναι είτε μία και μόνο εργασία είτε ένα DAG (Directed acyclic graph - κατευθυ-
νόμενο άκυκλο γράφημα) εργασιών.
Ο ResourceManager και ο NodeManager δομούν το υpiολογιστικό piλαίσιο piάνω στα δε-
δομένα. Ο ResourceManager έχει την piλήρη εξουσία για την κατανομή των piόρων σε όλες
τις εφαρμογές piου τρέχουν στο σύστημα. Ο NodeManager τρέχει σε κάθε κόμβο και εί-
ναι το μέσο το οpiοίο είναι υpiεύθυνο για τις εφαρμογές (containers) καθώς piαρακολουθεί τη
χρησιμοpiοίηση των piόρων (cpu, μνήμη, δίσκος, δίκτυο) και αναφέρει στον ResourceMan-
ager/Scheduler.
Ο ApplicationMaster είναι μια εξειδικευμένη βιβλιοθήκη και εpiιφορτίζεται με το να ζητά
piόρους για την εκάστοτε εφαρμογή αpiό τον ResourceManager και να συνεργάζεται με τον
NodeManager για την εκτέλεση και την piαρακολούθηση των εργασιών.
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Σχήμα 4.7: Στιγμιότυpiο αpiό τη διεpiιφάνεια χρήστη για την piαρακολούθηση της κατάστασης
του συστήματος διαχείρισης piόρων YARN.
Ο ResourceManager έχει δύο κύριες συνιστώσες: τον Scheduler και τον Applications-
Manager. Ο Scheduler είναι υpiεύθυνος για την κατανομή των piόρων στις διάφορες εφαρμο-
γές piου τρέχουν και οι οpiοίες υpiόκεινται στους συνήθεις piεριορισμούς της χωρητικότητας,
των ουρών κ.τ.λ. Ο Scheduler είναι ένας αμιγής χρονοδρομολογητής με την έννοια ότι δεν
piραγματοpiοιεί piαρακολούθηση της κατάστασης της εκάστοτε εφαρμογής. Εpiιpiροσθέτως, δεν
piροσφέρει εγγυήσεις για την εpiανεκκίνηση των εφαρμογών piου αpiέτυχαν να τερματίσουν είτε
για λόγους της ίδιας της εφαρμογής είτε εξαιτίας αστοχίας υλικού. Ο Scheduler piραγματο-
piοιεί της λειτουργίες της δρομολόγησης βασιζόμενος στις αpiαιτήσεις σε piόρους piου έχουν
οι εφαρμογές. Ο τρόpiος piου συμβαίνει αυτό στην piράξη είναι μέσω της αφηρημένης έννοιας
ενός δοχείου piόρων (resource Container) το οpiοίο ενσωματώνει στοιχεία όpiως είναι η μνήμη,
η cpu, ο δίσκος, το δίκτυο κ.α.
Ο Scheduler έχει μια piολιτική συνδεόμενων μονάδων λογισμικού (plug-ins) η οpiοία είναι
υpiεύθυνη για την διαίρεση των piόρων του cluster ανάμεσα στις διάφορες ουρές, εφαρμογές
κ.τ.λ. Οι τρέχοντες δρομολογητές όpiως είναι ο CapacityScheduler και ο FairScheduler είναι
τέτοια piαραδείγματα plug-ins.
Ο ApplicationsManager είναι υpiεύθυνος για την αpiοδοχή υpiοβολής εργασιών αpiό τους
χρήστες, την έναρξη ενός Container για την εκτέλεση ενός ApplicationMaster υpiεύθυνου
για μια συγκεκριμένη εφαρμογή καθώς και την piαροχή της υpiηρεσίας της εpiανέναρξης του
container του ApplicationMaster σε piερίpiτωση αpiοτυχίας ολοκλήρωσης της εφαρμογής. Ο
ApplicationMaster ο οpiοίος είναι υpiεύθυνος για μια συγκεκριμένη εφαρμογή έχει την ευθύ-
νη της λήψης containers εpiαρκών piόρων αpiό το χρονοδρομολογητή για να είναι δυνατή η
εκτέλεσή της και στη συνέχεια έχει την ευθύνη για την piαρακολούθηση της κατάστασής της
εφαρμογής και της piροόδου της.
Ο YARN (ResourceManager + ApplicationsManager) λειτουργεί συνεpiώς ῾ἑpiάνω᾿᾿ α-
piό το σύστημα αρχείων (HDFS) και είναι το υpiο-σύστημα εκείνο στο οpiοίο οι εφαρμογές
χρηστών υpiοβάλλουν ερωτήματα εpiεξεργασίας piάνω στα αpiοθηκευμένα δεδομένα. Με ένα
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σύστημα αρχείων το οpiοίο γνωρίζει ακριβώς σε piιο μηχάνημα είναι αpiοθηκευμένο κάθε αρχεί-
ο, ο ResourceManager γνωρίζει piοιος κόμβος piεριέχει τα δεδομένα piου piρέpiει να αναλυθούν
και piοιοι κόμβοι βρίσκονται - δικτυακά - κοντά σε αυτόν. Σε piερίpiτωση piου κάpiοια εργασία
δεν μpiορεί να φιλοξενηθεί στον κόμβο στον οpiοίο βρίσκονται τα δεδομένα, δίνεται piροτεραιό-
τητα για την εκτέλεση της εργασίας σε κόμβους οι οpiοίοι βρίσκονται στο ίδιο rack. Αυτό
μειώνει την κίνηση του δικτύου στο κύριο backbone δίκτυο του cluster. Εάν ένας Node-
Manager αpiοτύχει ή piεράσει αρκετή ώρα χωρίς να εpiικοινωνήσει τότε εκείνο το τμήμα της
εργασίας piου αpiέτυχε εpiανεκτελείται. Η κατάσταση του ResourceManager καθώς
και του NodeManager εκτίθεται μέσω web browser και μpiορεί να τη δεί σε
piραγματικό χρόνο ο διαχειριστής του cluster (Σχήμα 4.7).
Apache Spark
Το Apache Spark3 είναι ένα piλαίσιο ανοικτού κώδικα για τη διενέργεια υpiολογισμών
στο piεριβάλλον ενός cluster υpiολογιστών. Αρχικά αναpiτύχθηκε στο AMPLab του Πανεpiι-
στημίου Berkeley της Καλιφόρνια και στη συνέχεια ο piυρήνας του κώδικα δωρήθηκε στον
οργανισμό Apache Software Foundation ο οpiοίος και έχει αναλάβει τη συντήρησή του έκτοτε.
Το Spark piαρέχει στους piρογραμματιστές μια piρογραμματιστική διεpiαφή εφαρμογής για τον
piρογραμματισμό ολόκληρων clusters με υpiονοούμενη piαραλληλία δεδομένων και ανεκτικότητα
σε σφάλματα.
Η piρογραμματιστική διεpiαφή piου piαρέχει το Spark στους χρήστες είναι εpiικεντρωμένη
γύρω αpiό μία δομή δεδομένων η οpiοία αpiοκαλείται Resilient Distributed Dataset (RDD) και
μοντελοpiοιεί ένα piολυσύνολο αντικειμένων δεδομένων, piροσβάσιμων μόνο για ανάγνωση, τα
Σχήμα 4.8: Στιγμιότυpiο αpiό τη διεpiιφάνεια χρήστη για την piαρακολούθηση της κατάστασης
του cluster computing framework Spark.
3http://spark.apache.org/
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οpiοία είναι κατανεμημένα κατά μήκος ενός cluster υpiολογιστών το οpiοίο συντηρείται με ένα
τρόpiο ανεκτικό στις αστοχίες. Αναpiτύχθηκε ως αpiάντηση στους piεριορισμούς piου εισάγει
στο υpiολογιστικό μοντέλο MapReduce, το οpiοίο εpiιβάλλει μια συγκεκριμένη γραμμική δομή
στη ροή των δεδομένων στα κατανεμημένα piρογράμματα. Τα piρογράμματα γραμμένα με το
μοντέλο MapReduce διαβάζουν δεδομένα εισόδου αpiό τον δίσκο, εφαρμόζουν μια συνάρτηση
κατά μήκος όλων των δεδομένων εισόδου (στάδιο Map) και στη συνέχεια εφαρμόζουν μια
άλλη συνάρτηση (στάδιο Reduce) στο αpiοτέλεσμα του σταδίου Map και αpiοθηκεύουν τα
αpiοτελέσματα του σταδίου Reduce στο δίσκο. Αυτό το μοτίβο είναι αρκετά δύσκαμpiτο καθώς
δεν μpiορεί να εφαρμοστεί άμεση εpiεξεργασία στα αpiοτελέσματα του σταδίου Reduce αλλά θα
piρέpiει να γραφεί νέος κώδικας τύpiου MapReduce και εpiιpiλέον στερείται ταχύτητας καθώς
όλα τα αpiοτελέσματα αpiοθηκεύονται στο δίσκο και όχι στην κύρια μνήμη με συνέpiεια να
έχουμε σημαντική καθυστέρηση ανάγνωσης σε piερίpiτωση piου θέλουμε συνεχή/εpiαναληpiτική
εpiεξεργασία κάpiοιου συνόλου δεδομένων.
Σε αντίθεση, τα RDDs του Spark λειτουργούν ως ένα ῾῾ζωντανό᾿᾿ σύνολο εργασίας για
τα κατανεμημένα piρογράμματα τα οpiοία δεν υpiόκεινται στους piεριορισμούς του μοντέλου
MapReduce και piαρέχουν, σκοpiίμως, μια κατανεμημένη μοιραζόμενη μνήμη piεριορισμένου
τύpiου η οpiοία και αpiοθηκεύει piροσωρινά (caches) τα αpiοτελέσματα στην κύρια μνήμη. Αυτή
η διαθεσιμότητα των RDDs διευκολύνει την υλοpiοίηση τόσο εpiαναληpiτικών αλγορίθμων, οι
οpiοίοι εpiισκέpiτονται το σύνολο δεδομένων τους piολλές φορές μέσα σε ένα βρόχο όσο και
διαδραστική/εξερευνητική ανάλυση δεδομένων, δηλαδή, την εpiαναλαμβανόμενη εκτέλεση ε-
ρωτημάτων piάνω στα δεδομένα με ένα τρόpiο όpiως τα ερωτήματα στις βάσεις δεδομένων. Η
καθυστέρηση των εφαρμογών γραμμένων στο Spark είναι piολλές τάξεις μεγέθους μικρότερη
αpiό τις ίδιες εφαρμογές υλοpiοιημένες στο Apache Hadoop μια δημοφιλής υλοpiοίηση του piρο-
γραμματιστικού μοντέλου MapReduce. Ανάμεσα στις τάξεις των εpiαναληpiτικών αλγορίθμων
οι οpiοίες υλοpiοιούνται ιδανικά στο Spark βρίσκεται και η κλάση των αλγορίθμων εκpiαίδευσης
για συστήματα μηχανικής μάθησης, τα οpiοία και έδωσαν την αρχική ώθηση για την ανάpiτυξη
του Spark.
Το Spark αpiαιτεί για τη λειτουργία του έναν διαχειριστή των piόρων του cluster στο οpiοίο
είναι εγκατεστημένο καθώς εpiίσης και ένα κατανεμημένο σύστημα αpiοθήκευσης. Σχετικά με
τη διαχείριση των piόρων του cluster το Spark υpiοστηρίζεται είτε αpiό την αυτόνομη διαχείριση
του cluster αpiό το ίδιο το Spark, είτε αpiό τη μονάδα λογισμικού Hadoop YARN είτε αpiό το
σύστημα Apache Mesos. Για την κατανεμημένη αpiοθήκευση των δεδομένων το Spark έχει
διεpiαφές piρος μια μεγάλη piοικιλία συστημάτων συμpiεριλαμβανομένων του HDFS, του MapR
File System (MapR-FS), του Cassandra, του OpenStack Swift, του Amazon S3, του Kudu
και είναι εpiίσης δυνατόν να υλοpiοιηθεί μια piροσαρμοσμένη λύση. Το Spark υpiοστηρίζει εpiίσης
και μια ψευδο-κατανεμημένη τοpiική κατάσταση, η οpiοία χρησιμοpiοιείται συνήθως μόνο για
σκοpiούς ανάpiτυξης ή ελέγχου και στην οpiοία δεν αpiαιτείται κατανεμημένη αpiοθήκευση και
το τοpiικό σύστημα αρχείων μpiορεί να χρησιμοpiοιηθεί εναλλακτικά. Σε ένα τέτοιο σενάριο
το Spark τρέχει σε ένα μόνο μηχάνημα με δυνατότητα δρομολόγησης ενός μόνο νήματος
εκτέλεσης ανά piυρήνα CPU.
Στην piαρούσα εργασία χρησιμοpiοιήσαμε το σύστημα Apache Spark ῾ἑpiάνω᾿᾿ αpiό το σύ-
56 Κεφάλαιο 4. Σχεδιασμός και Υλοpiοίηση
στημα Hadoop για να εκμεταλλευτούμε τις δυνατότητες (ευκολία στην εγκατάσταση, αpiοδε-
δειγμένη αξιοpiιστία) και piαροχές (Hadoop YARN, HDFS) του Hadoop στη διαχείριση ενός
cluster υpiολογιστών και να τις συνδυάσουμε με τις υpiολογιστικές δυνατότητες του piλαισίου
Spark για ταχύτατη εpiεξεργασία μεγάλου όγκου δεδομένων για τη διενέργεια analytics. Το
Spark ακολουθεί μια αρχιτεκτονική master/slave στην οpiοία ένας κόμβος είναι ο master και
οι υpiόλοιpiοι (ή και ο master) είναι οι slaves - workers, στους οpiοίους και εκτελούνται οι υpiο-
λογισμοί. Αpiό το Σχήμα 4.2 μpiορούμε να δούμε ότι στην αρχιτεκτονική του υλοpiοιημένου
cluster στα piλαίσια της piαρούσας εργασίας ο κόμβος Namenode είναι ταυτόχρονα και master
και worker ενώ οι υpiόλοιpiοι δύο κόμβοι (ReasourceManager, Datanode) είναι μόνο workers.
Το Spark piαρέχει εpiίσης μια διαδικτυακή διεpiαφή μέσω της οpiοίας ο διαχειριστής του cluster
μpiορεί να piαρακολουθεί σε piραγματικό χρόνο την κατάσταση των κόμβων του Spark, τη χρη-
σιμοpiοίηση των piόρων του cluster και την piορεία των υpiό εκτέλεση υpiολογισμών (Σχήμα
4.8).
Accumulo
Το Apache Accumulo4 είναι ένα project λογισμικού ηλεκτρονικών υpiολογιστών το οpiοίο
ανέpiτυξε ένα οργανωμένο, κατανεμημένο key/value store το οpiοίο βασίζεται στην τεχνολογία
BigTable piου piροέρχεται αpiό την εταιρεία Google. Είναι ένα wide column store σύστημα
διαχείρισης βάσεων δεδομένων το οpiοίο και αυτό χτίζεται piάνω αpiό το Apache Hadoop, το
Apache ZooKeeper και το Apache Thrift. Είναι υλοpiοιημένο στη γλώσσα piρογραμματισμού
Java και υpiοστηρίζει μηχανισμούς piρογραμματισμού στο server-side. Το Accumulo είναι
το τρίτο piιο δημοφιλές σύστημα NoSQL του τύpiου wide column store σύμφωνα με την




Σχήμα 4.10: Στιγμιότυpiο αpiό τη διεpiιφάνεια χρήστη για την piαρακολούθηση της κατάστασης
των αpiοθηκευμένων piινάκων του συστήματος Accumulo.
αξιολόγηση DB-Engines5 piίσω αpiό τα συστήματα Apache Cassandra και HBase κατά τον
Οκτώβριο του 2016.
Στα piλαίσια της piαρούσας εργασίας κρίθηκε αναγκαία η χρήση του στη στοίβα λογισμικού
του ανεpiτυγμένου συστήματος καθώς ως κατανεμημένο σύστημα αρχείων χρησιμοpiοιήθηκε
το HDFS. ΄Οpiως αναφέρθηκε και σε piροηγούμενη ενότητα το HDFS σχεδιάστηκε κυρίως
για την εξυpiηρέτηση αμετάβλητων αρχείων και δεν είναι κατάλληλο για συστήματα τα οpiοί-
α αpiαιτούν ταυτόχρονες λειτουργίες εγγραφής. Για να αντιμετωpiιστεί το ζήτημα αυτό κοινή
piρακτική αpiοτελεί η χρήση εpiιpiλέον λογισμικού τεχνολογίας BigTable, όpiως είναι το Apache
Accumulo, το οpiοίο λειτουργεί εpiάνω αpiό το HDFS και λύνει το ζήτημα των συνεχών ενη-
μερώσεων και εγγραφών των ίδιων αρχείων δεδομένων. Στα piλαίσια της piαρούσας εργασίας
είχαμε αυτό το ζήτημα καθώς οι ανεpiτυγμένοι αλγόριθμοι εpiεξεργασίας ασκούν συνεχόμενα ε-
ρωτήματα εpiεξεργασίας piάνω στα δεδομένα, δημιουργούν piολλά ενδιάμεσα layers piληροφορίας
και διαβάζουν και γράφουν συνεχώς στο δίσκο οpiότε και για το λόγο αυτό χρησιμοpiοιήσαμε
το σύστημα Accumulo.
Το Accumulo λειτουργεί με βάση και εpiάνω αpiό το HDFS με σκοpiό την γρήγορη αναζή-
τηση και ανάκτηση των αpiοθηκευμένων piρος εpiεξεργασία δεδομένων. Χρησιμοpiοιείται στις
piεριpiτώσεις στις οpiοίες η αpiόκριση σε σχεδόν piραγματικό χρόνο είναι αναγκαία καθώς το
χαρακτηρίζει η εγγενής υλοpiοίηση του μοντέλου MapReduce, οι ταχύτερες σαρώσεις κατά
μήκος των piινάκων, ο ευέλικτος ορισμός σχήματος και η καλύτερη ασφάλεια των δεδομένων.
Εpiιpiροσθέτως, ο piυρήνας των υλοpiοιημένων αλγορίθμων μας αφορά layers piληροφορίας
τα οpiοία ενημερώνονται συνεχώς κατά τη διάρκεια του κύκλου ζωής τους. Μέσω του HDFS
δεν είναι δυνατή η ενημέρωση ενός layer piληροφορίας καθώς το HDFS είναι ένα copy on
write σύστημα αρχείων και εpiιpiλέον το HDFS δεν υpiοστηρίζει σε ικανοpiοιητικό βαθμό λει-
5http://db-engines.com/en/ranking
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τουργικότητες CRUD (Create, Read, Update and Delete), σε αντίθεση με το Accumulo piου
εpiιλύει τέτοια θέματα σε μεγάλο βαθμό.
Συμpiερασματικά, ήταν εpiιτακτική η ανάγκη χρήσης ενός συστήματος διαχείρισης βάσεων
δεδομένων τεχνολογίας BigTable εpiάνω αpiό το κατανεμημένο σύστημα αρχείων HDFS τόσο
για λόγους αδυναμίας υpiοστήριξης της φύσης των εφαρμογών μας αpiό το HDFS (συνεχόμενες
ενημερώσεις layers piληροφορίας) όσο και για λόγους αυξημένης εpiίδοσης - αpiόκρισης του
συστήματος. Ο λόγος piου χρησιμοpiοιήθηκε το Accumulo και όχι κάpiοιο piιο δημοφιλές
σύστημα τύpiου column-store, pi.χ. το Apache Cassandra, είναι εpiειδή η μηχανή εpiεξεργασίας
μεγάλων γεωχωρικών δεδομένων Geotrellis (υpiο-ενότητα 4.2.2) piου χρησιμοpiοιήθηκε στα
piλαίσια αυτής της εργασίας υpiοστήριζε καλύτερα αpiό οpiοιοδήpiοτε άλλο piαρόμοιο σύστημα το
Accumulo την piερίοδο υλοpiοίησης του ανεpiτυγμένου συστήματος. Σε piροσpiάθεια piεραιτέρω
ανάpiτυξης του ανεpiτυγμένου συστήματος θα piαρουσίαζε εξαιρετικό ενδιαφέρον η χρήση ενός
διαφορετικού συστήματος αpiό το Accumulo και η διενέργεια συγκρίσεων μεταξύ των δύο
συστημάτων.
Το Accumulo piαρέχει μια διαδικτυακή διεpiαφή για την piαρακολούθηση, αpiό το διαχει-
ριστή του cluster, της κατάστασης του συστήματος σε piραγματικό χρόνο (Σχήματα 4.9
- 4.10). Η διεpiαφή piαρέχει διάφορα στατιστικά και piεριληpiτικές piληροφορίες για τα αpiο-
θηκευμένα δεδομένα αλλά και piιο λεpiτομερείς piληροφορίες σχετικά με την κατάσταση των
αpiοθηκευμένων piινάκων.
Apache Zookeeper
Το Apache Zookeeper6 είναι και αυτό ένα project λογισμικού του οργανισμού Apache
Software Foundation. Είναι κατ΄ ουσίαν ένα κατανεμημένο, ιεραρχικό, key/value store το
οpiοίο χρησιμοpiοιείται ώστε να piαρέχει κατανεμημένες υpiηρεσίες ρύθμισης, συγχρονισμού,
συστήματος ενημέρωσης καθώς και μητρώου ονομάτων σε μεγάλα κατανεμημένα συστήματα
όpiως είναι το ανεpiτυγμένο σύστημά μας υpiό το Apache Accumulo. Το Zookeeper ξεκίνησε
ως ένα τμήμα του Hadoop αλλά piλέον έχει εξελιχθεί σε ένα αυτόνομο υψηλού εpiιpiέδου
project.
Η αρχιτεκτονική του Zookeeper υpiοστηρίζει την υψηλή διαθεσιμότητα των piαρεχόμενων
υpiηρεσιών μέσω της ύpiαρξης piλεοναζώντων piόρων. Οι piελάτες του συστήματος μpiορούν
συνεpiώς να ζητούν υpiηρεσίες αpiό κάpiοιον άλλον Zookeeper leader αν ο κύριος αpiοτύχει να
ανταpiοκριθεί. Οι κόμβοι piου τρέχουν το Zookeeper αpiοθηκεύουν τα δεδομένα τους σε έναν
ιεραρχικό χώρο ονομάτων όpiως συμβαίνει και με ένα σύστημα αρχείων ή μία δενδρική δομή
δεδομένων. Οι piελάτες μpiορούν να διαβάζουν και να γράφουν αpiό/στους κόμβους και έτσι με
αυτόν τον τρόpiο εpiιτυγχάνεται μια κοινή υpiηρεσία ρύθμισης. Οι ενημερώσεις των δεδομένων
είναι αpiόλυτα διατάξιμες.
Το Zookeeper χρησιμοpiοιείται αpiό piολλές μεγάλες εταιρείες συμpiεριλαμβανομένων των
Rackspace, Yahoo!, Reddit καθώς και του eBay όpiως και αpiό piολλά εpiιχειρησιακά συστήματα




Το Geotrellis7 αpiοτελεί μια καινοτόμα μηχανή εpiεξεργασίας γεωχωρικών δεδομένων για
εφαρμογές υψηλών εpiιδόσεων σε ένα κατανεμημένο piεριβάλλον ενός cluster υpiολογιστών.
Κατ΄ ουσίαν είναι μια βιβλιοθήκη γραμμένη στη γλώσσα piρογραμματισμού Scala η οpiοία αφε-
νός χρησιμοpiοιεί και εpiεκτείνει το μοντέλο δεδομένων του Spark (RDDs) για να εpiιτύχει την
κατανεμημένη αpiοθήκευση και εpiεξεργασία γεωχωρικών δεδομένων και αφετέρου piαρέχει μια
piραγματικά μεγάλη εργαλειοθήκη για να διευκολύνει το έργο των piρογραμματιστών για τη
διενέργεια αναλύσεων των αpiοθηκευμένων δεδομένων και την εξαγωγή γνώσης αpiό αυτά.
Η γεωχωρική εpiεξεργασία μέσω του Geotrellis οργανώνεται σε λειτουργίες. Ακολου-
θώντας την τυpiική ονοματολογία της άλγεβρας χαρτών (Map Algebra), όpiως αυτή ορίστηκε
αpiό τον Charles Dana Tomlin, οι λειτουργίες αυτές piεριλαμβάνουν λειτουργικότητες και
αναλύσεις του τύpiου Local, Focal, Zonal και Global για raster δεδομένα καθώς και λειτουρ-
γικότητες για δίκτυα και vector δεδομένα. Πολλαpiλές λειτουργίες μpiορούν να συνθέσουν ένα
«Model». ΄Ενα γεωχωρικό μοντέλο στο piλαίσιο του Geotrellis αpiοτελείται αpiό μικρότερες
γεωχωρικές λειτουργίες με καλώς ορισμένες εισόδους και εξόδους. Το Geotrellis piαρέχει ε-
piίσης μεγάλο αριθμό διαχειριστικών εργαλείων για τα raster δεδομένα συμpiεριλαμβανομένων
δυνατοτήτων cropping, μετασχηματισμού piροβολής, κατασκευής μωσαϊκών, δημιουργία piυ-
ραμίδων και συμpiίεση, κατάτμηση σε tiles, δημιουργία ευρετηρίων, piλήθος λειτουργιών Map
Algebra, λειτουργίες μετατροpiής vector δεδομένων σε raster, όpiως είναι η διαδικασία Kernel
Density καθώς εpiίσης και διανυσματοpiοίηση raster δεδομένων.
΄Οσον αναφορά στο μοντέλο δεδομένων του Geotrellis, αυτό εpiεκτείνει τα RDDs του
framework Spark σε μια δομή δεδομένων piου ονομάζεται RasterRDD[Key, Value]. Αυτή
η δομή έχει όλες τις ιδιότητες piου έχει η τυpiική RDD δομή αλλά έχει εpiεκταθεί για να υ-
piοστηρίζει την κατανεμημένη εpiεξεργασία και αpiοθήκευση raster δεδομένων σε piεριβάλλον
cluster υpiολογιστών. Αυτή η εpiέκταση λαμβάνει χώρα κατά την εισαγωγή νέων δεδομένων
στο σύστημα. Σε αυτό το στάδιο μια αρχική εικόνα μέσω ενός piροσαρμοσμένου partitioner
῾῾κόβεται᾿᾿ σε tiles και στο κάθε tile ανατίθεται ένα μοναδικό κλειδί (Key) ώστε να είναι δυ-
νατόν να piροσδιορίζεται αpiό το σύστημα. Το κλειδί μpiορεί να είναι είτε ένα χωρικό κλειδί
(SpatialKey) το οpiοίο piροκύpiτει αpiό το χωρικό εύρος του tile, είτε ένα χρονικό κλειδί (Tem-
poralKey) το οpiοίο piροκύpiτει αpiό την ημερομηνία λήψης των δεδομένων του tile, είτε ένα
χωρο-χρονικό κλειδί (SpaceTimeKey) το οpiοίο piροκύpiτει ως συνδυασμός του χωρικού εύ-
ρους του tile και της ημερομηνίας λήψης των δεδομένων του tile. Μέσω του SpaceTimeKey
είναι δυνατόν στα piρογράμματά μας στη γλώσσα piρογραμματισμού Scala να piροσομοιάσουμε
την κατασκευή layers piληροφορίας του τύpiου piολυδιάστατων κύβων δεδομένων, όpiως συμ-
βαίνει στα Array συστήματα, με συνέpiεια να είναι δυνατή η εύκολη και διαισθητική διενέργεια
διαχρονικών αναλύσεων piάνω στα δεδομένα. Στη δομή RasterRDD[Key, Value] το ίδιο το
tile piαίρνει τη θέση της τιμής (Value). Με αυτόν τον τρόpiο μια αρχική εικόνα είναι ένα
σύνολο αpiό RasterRDDs. Με αυτόν τον τρόpiο τα tiles piου συνθέτουν την εικόνα αpiοθη-
κεύονται σε ξεχωριστούς κόμβους του cluster και το σύστημα είναι υpiεύθυνο να γνωρίζει
7http://geotrellis.io/
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piου βρίσκεται το κάθε tile piου συνθέτει ένα layer piληροφορίας. Κατά την εpiεξεργασία το
σύστημα κατανέμει τους υpiολογισμούς μέσω του Spark στους κόμβους του συστήματος με
σκοpiό να εpiεξεργαστεί piαράλληλα και ταυτόχρονα τα tiles τα οpiοία αφορά κάpiοιο ερώτημα
εpiεξεργασίας/ανάλυσης των δεδομένων.
Σε αυτό το στάδιο piρέpiει piλέον να είναι ξεκάθαρες οι σχεδιαστικές εpiιλογές για την
υλοpiοίηση του ανεpiτυγμένου συστήματος σε αυτήν την εργασία. Με μια οpiτική αpiό κάτω
piρος τα piάνω (bottom-up), για τη διαχείριση του cluster εικονικών μηχανών piου είχαμε στη
διάθεσή μας χρησιμοpiοιήσαμε το σύστημα Hadoop. Μέσω του συστήματος Hadoop είχαμε
στη διάθεσή μας ένα κατανεμημένο σύστημα αρχείων piάνω αpiό το cluster καθώς και έναν
διαχειριστή piόρων - χρονοδρομολογητή εργασιών του cluster. Εpiάνω αpiό αυτές τις δύο υpiη-
ρεσίες χρησιμοpiοιήσαμε αpiό τη μία piλευρά το cluster computing framework Spark για την
κατανομή των υpiολογισμών piάνω αpiό το cluster και την γρήγορη εκτέλεση των υpiολογι-
σμών σε αυτό καθώς και τα συστήματα Apache Accumulo - Zookeeper για να ξεpiεράσουμε
διάφορα μειονεκτήματα του HDFS τόσο όσον αναφορά στην ταχύτητα της ανάκτησης των
αpiοθηκευμένων δεδομένων όσο και στις δυνατότητες των συνεχόμενων ενημερώσεων υpiαρ-
χόντων layers piληροφορίας στο σύστημα. Με όλη αυτήν την υpiοδομή εγκατεστημένη και
διαθέσιμη ήταν δυνατόν να χρησιμοpiοιήσουμε τις δυνατότητες της μηχανής Geotrellis για την
κατανεμημένη εpiεξεργασία γεωχωρικών δεδομένων στο piεριβάλλον ενός cluster υpiολογιστών
μέσω piρογραμμάτων γραμμένων στη γλώσσα piρογραμματισμού Scala. Τα piρογράμματα αυτά
χρησιμοpiοιούν τις δομές δεδομένων του Spark για να μοντελοpiοιήσουν δεδομένα και υpiολο-
γισμούς και χρησιμοpiοιούν κατάλληλες συναρτήσεις για τη διαχείριση των δεδομένων μέσω
του συστήματος Accumulo και τελικά του HDFS.
Σχήμα 4.11: Στιγμιότυpiο της διεpiιφάνειας χρήστη του Web Client για την online δημοσίευση
των αpiοτελεσμάτων εpiεξεργασίας του ανεpiτυγμένου συστήματος.
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Web Client
Στα piλαίσια της piαρούσας εργασίας αναpiτύχθηκε ένα piολύ αpiλό piρόγραμμα piελάτη (Web
Client) του ανεpiτυγμένου συστήματος για την δημοσίευση των αpiοτελεσμάτων της εpiεξερ-
γασίας μεγάλων γεωχωρικών δεδομένων σε piεριβάλλον cluster υpiολογιστών δια μέσου του
Internet. Το piρόγραμμα piελάτη βασίζεται σε piολύ μεγάλο βαθμό στη βιβλιοθήκη Leaflet8 για
την piαραγωγή διαδραστικών χαρτών, η οpiοία είναι γραμμένη στη γλώσσα piρογραμματισμού
javascript όpiως εpiίσης και στη τυpiική markup γλώσσα HTML για τη δημιουργία ιστοσε-
λίδων. Η διεpiαφή με το χρήστη είναι piάρα piολύ αpiλή, καθώς αυτός μpiορεί μόνο να δει τα
αpiοτελέσματα της εpiεξεργασίας piου piραγματοpiοιείται μέσω του συστήματος. Στο Σχήμα
4.11 piαρουσιάζεται ένα στιγμιότυpiο της διεpiιφάνειας χρήστη του Web Client του ανεpiτυγ-
μένου συστήματος για την online δημοσίευση των αpiοτελεσμάτων της εpiεξεργασίας μεγάλων
γεωχωρικών δεδομένων σε piεριβάλλον cluster υpiολογιστών.
4.3 Υλοpiοίηση - Περιγραφή αλγορίθμων
Στην piαρούσα εργασία το κύριο κίνητρο ήταν η ανάλυση μεγάλων γεωχωρικών δεδομένων
σε piεριβάλλον cluster υpiολογιστών για εφαρμογές piαρατήρησης της γης. Ποικίλες συνιστώ-
σες και υpiολογιστικά βήματα εμpiλέκονται στη ρύθμιση, στη λειτουργία και στη χρησιμοpiοίηση
του ανεpiτυγμένου συστήματος. Σε κάθε βήμα αυτής της εργασίας όλες οι σχεδιαστικές ε-
piιλογές καθώς και οι αpiοφάσεις όσον αναφορά στην υλοpiοίηση και στην εpiιλογή του κάθε
υpiοσυστήματος λήφθηκαν υpiό το piρίσμα της εpiίτευξης μιας εξαιρετικά κλιμακώσιμης λύσης
αpiό piλευράς αρχιτεκτονικής αλλά και μηχανής υψηλών εpiιδόσεων αpiό piλευράς υλοpiοίησης.
Η ενδελεχής μελέτη της διαθέσιμης βιβλιογραφίας, η συνεχής piαρακολούθηση των τεχνολο-
γικών εξελίξεων καθώς και ο piροσωpiικός piειραματισμός με εργαλεία διαχείρισης μεγάλων
γεωχωρικών δεδομένων οδήγησαν στην τελική αρχιτεκτονική του ανεpiτυγμένου συστήματος
όpiως αυτή piαρουσιάστηκε αναλυτικά στην piροηγούμενη ενότητα και στο Σχήμα 4.1.
Αpiό piάνω piρος τα κάτω (top-down) οι αλγόριθμοι εpiεξεργασίας των τηλεpiισκοpiικών
δεδομένων υλοpiοιημένοι στη γλώσσα piρογραμματισμού Scala, μέσω του Geotrellis υpiοβάλ-
λονται στο Spark το οpiοίο αναλαμβάνει την κατανομή των υpiολογισμών στους κόμβους του
cluster, μέσω της υpiοβολής εργασιών στον Resource Manager Hadoop YARN. Εpiίσης γίνε-
ται χρήση διάφορων συναρτήσεων του Geotrellis για τη διαχείριση των δεδομένων μέσω του
συστήματος Accumulo και κατ έpiέκταση του κατανεμημένου συστήματος αρχείων HDFS. Η
ίδια μεθοδολογία ισχύει αν αντί για αλγορίθμους εpiεξεργασίας έχουμε κώδικα ο οpiοίος εί-
ναι υpiεύθυνος για την έναρξη ενός Web Server για τη δημοσίευση των αpiοτελεσμάτων των
αλγορίθμων εpiεξεργασίας.
Εφοδιασμένοι με τη συγκεκριμένη αρχιτεκτονική και το τεκμηριωθέν piλαίσιο υλοpiοίησης,
για την piεράτωση της piαρούσας εργασίας piραγματοpiοιήθηκε σε εpiίpiεδο δημιουργίας εφαρμο-
γών η ανάpiτυξη διάφορων μονάδων λογισμικού στη γλώσσα piρογραμματισμού Scala αρχικά
για τις διαδικασίες της piρο-εpiεξεργασίας και της εισαγωγής των τηλεpiισκοpiικών δεδομένων
8http://leafletjs.com/
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στο σύστημα Geotrellis (ingestion module), στη συνέχεια για την εpiεξεργασία των αpiο-
θηκευμένων δεδομένων και τη διενέργεια αναλύσεων (processing module) και τέλος για τη
δημοσίευση των αpiοτελεσμάτων μέσω του διαδικτύου (serve module).
΄Οσον αναφορά στο κομμάτι της piρο-εpiεξεργασίας, όpiως piεριγράφηκε, τα διάφορα δεδομέ-
να piαρατήρησης της γης συλλέγονται με αυτοματοpiοιημένο τρόpiο αpiό εξωτερικά repositories.
Μόλις ολοκληρωθεί η λήψη τους και γίνουν διαθέσιμα στο τοpiικό σύστημα αρχείων piρέpiει
να υpiοστούν κατάλληλους μετασχηματισμούς και εpiεξεργασίες piροκειμένου να κατανεμηθούν
στους κόμβους του cluster και κατά συνέpiεια να γίνουν διαθέσιμα αpiό το Geotrellis ώστε να
μpiορούν να εφαρμοστούν σε αυτά ερωτήματα εpiεξεργασίας γραμμένα αpiό τους χρήστες. Για
το σκοpiό αυτό, ένα συγκεκριμένο τμήμα λογισμικού (ingestion module) το οpiοίο και ανα-
piτύχθηκε στη γλώσσα piρογραμματισμού Scala είναι υpiεύθυνο να ανεβάσει τα νεοληφθέντα
δεδομένα στο HDFS και με την ολοκλήρωση της διαδικασίας αυτής να ξεκινήσει την εισα-
γωγή των δεδομένων (ingestion process) στο σύστημα Geotrellis. Το συγκεκριμένο τμήμα
λογισμικού για κάθε εικόνα εισόδου piραγματοpiοιεί τις εξής διαδικασίες:
• Διάβασμα εικόνας αpiό το HDFS
• Μετατροpiή σε RasterRDD
• Διάβασμα μεταδεδομένων εικόνας και ῾῾κόψιμο᾿᾿ σε tiles σύμφωνα με την piροδιαγραφή
TMS.
• Εpiαναpiροβολή στο εpiιθυμητό σύστημα αναφοράς
• Indexing με βάση χωρο-χρονικό κλειδί για τη δημιουργία piροσομοιασμένων piολυδιά-
στατων κύβων δεδομένων
• Υpiολογισμός τηλεpiισκοpiικών δεικτών οι οpiοίοι είναι αναγκαίοι για τη διενέργεια της
ανάλυσής μας (NDVI, EVI2)
• Αpiοθήκευση ως layers στο Geotrellis - Accumulo για τη διενέργεια αναλύσεων
Παρακάτω βρίσκεται ένα αpiόσpiασμα κώδικα αpiό το ingestion module στο οpiοίο φαίνονται
όλες οι piαραpiάνω διαδικασίες. Παρατηρούμε piόσο συνοpiτικός και καθαρός είναι ο κώδικας,
με συνέpiεια να χρειάζονται piολύ λίγες γραμμές κώδικα ακόμα και για αρκετά piερίpiλοκες
διαδικασίες.
// Ingestion module code snippet
// Διάβασμα εικόνας αpiό το HDFS
val image_path = mergePaths(inputPath, new Path("/input_final.tif"))








// Διάβασμα μεταδεδομένων εικόνας και κόψιμο σε tiles σύμφωνα
// με την piροδιαγραφή TMS
val (_, rasterMetaData) =
TileLayerMetadata.fromRdd[TemporalProjectedExtent, MultibandTile, SpaceTimeKey]
(source, FloatingLayoutScheme(512))
val interm: RDD[(SpaceTimeKey, MultibandTile)] =
source.tileToLayout(rasterMetaData.cellType, rasterMetaData.layout,
Bilinear)
val tiled: RDD[(SpaceTimeKey, MultibandTile)] = interm.repartition(50)
val layoutScheme = ZoomedLayoutScheme(WebMercator, tileSize = 256)
// Εpiαναpiροβολή στο εpiιθυμητό σύστημα αναφοράς




// Υpiολογισμός τηλεpiισκοpiικών δεικτών (NDVI, EVI2)
// κρατώντας ταυτόχρονα τα μεταδεδομένα αpiό τις εικόνες εισόδου
val result = reprojected.withContext(_.mapValues { tile =>
tile.convert(DoubleCellType).combineDouble(0, 1) { (r, ir) =>
if(isData(r) && isData(ir) && (idx == "ndvi")) {
val ndvi = (ir - r) / (ir + r)
if(ndvi > 0.0) {ndvi} else {0.0}
} else if (isData(r) && isData(ir) && (idx == "evi2")) {
val evi2 = 2.5 * ((ir - r) / (ir + 2.4 * r + 1))
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Μόλις ολοκληρωθούν όλα τα βήματα piρο-εpiεξεργασίας (ingestion module) και έχουν δη-
μιουργηθεί οι κατάλληλες δομές στο σύστημα Geotrellis τα δεδομένα είναι σε κατάσταση
έτοιμη για εpiεξεργασία οpiοτεδήpiοτε ζητηθεί αpiό τους χρήστες. Για την εpiίδειξη των δυνα-
τοτήτων του συστήματος και της ωφέλειας piου piαρέχει η κατανεμημένη ανάλυση σε σχέση
με συμβατικές αναλύσεις εpiιλέξαμε να υλοpiοιήσουμε 2 αλγορίθμους διαχρονικής ανάλυσης
ολόκληρων αρχείων τηλεpiισκοpiικών δεδομένων για την εξαγωγή χρήσιμης piληροφορίας και
τη δημιουργία piρωτότυpiων και διαισθητικών χαρτών.
Στην ενότητα αυτή (υpiο-ενότητες 4.3.1 και 4.3.2) θα piαρουσιαστούν τα ερωτήματα εpiε-
ξεργασίας (processing module) των τηλεpiισκοpiικών δεδομένων piου υλοpiοιήθηκαν, γραμμένα
στη γλώσσα piρογραμματισμού Scala, τα οpiοία και σχετίζονται με συγκεκριμένες αγροτικές ε-
φαρμογές. Σε σχέση με την κάθε εφαρμογή θα piαρουσιαστεί και το θεωρητικό υpiόβαθρο piίσω
αpiό αυτή το οpiοίο εpiεξηγεί βασικά στοιχεία του κώδικα υλοpiοίησης του κάθε ερωτήματος.
Τέλος, μετά και την εpiεξεργασία των εικόνων μέσω των ανεpiτυγμένων ερωτημάτων (pro-
cessing module) χρησιμοpiοιείται εpiιλεκτικά κώδικας αpiό το τμήμα λογισμικού υpiεύθυνο για
τη δημοσίευση των αpiοτελεσμάτων μέσω του διαδικτύου (serve module) για την έναρξη ενός
web server αφοσιωμένου στο να εξυpiηρετεί αιτήματα των χρηστών μέσω του Web Client για
την piροβολή των tiles των αpiοτελεσμάτων.
Ακολουθεί η ανάλυση των ανεpiτυγμένων αλγοριθμικών διαδικασιών για την ανάλυση των
αpiοθηκευμένων δεδομένων.
4.3.1 Παραγωγή διαχρονικών έγχρωμων σύνθετων ανα pixel
Η ελεύθερη και ανοικτή piρόσβαση στα δεδομένα τα οpiοία συλλέγονται εδώ και 40 χρόνια
αpiό την αpiοστολή Landsat καθώς και στα δεδομένα της piρόσφατης Ευρωpiαϊκής αpiοστολής
Sentinel σε συνδυασμό με τις βελτιώσεις στην piροτυpiοpiοίηση των εικονιστικών piροϊόντων
όpiως εpiίσης και στις ολοένα και αυξανόμενες δυνατότητες για υpiολογισμούς και αpiοθήκευση
έχουν δώσει τη δυνατότητα για την piαροχή piροϊόντων piροστιθέμενης αξίας τα οpiοία δημιουρ-
γούνται αpiό τη σύνθεση εικόνων ανά pixel (pixel-based image composites) χωρίς σύννεφα,
ανακλαστικότητας στο έδαφος (surface reflectance) και τα οpiοία καλύpiτουν piολύ μεγάλες
piεριοχές. Τέτοια εικονιστικά σύνθετα, τα οpiοία piαράγονται με ξεχωριστή ανάλυση για κάθε
pixel στο χρόνο (Temporal Compositing), αpiοτελούν ένα νέο μοτίβο στην τηλεpiισκόpiηση
καθώς δεν βασίζονται piλέον στην τυpiική ανάλυση ανά σκηνή. Μια διαχρονική piαρουσίαση
τέτοιων έγχρωμων σύνθετων δίνει τη δυνατότητα για καινοφανείς ευκαιρίες στην piαραγωγή
piληροφορίας η οpiοία θα χαρακτηρίζει την κάλυψη γης, τη δυναμική αλλαγή των καλύψεων
γης καθώς και χαρακτηριστικά της δομής των δασών με ένα τρόpiο ο οpiοίος είναι δυναμι-
κός, διαφανής, συστηματικός, εpiαναλαμβανόμενος και θα εφαρμόζεται σε piάρα piολύ μεγάλες
εκτάσεις.
Οι piληροφορίες σχετικά με τη μεταβαλλόμενη κατάσταση στην γήινη εpiιφάνεια piρέpiει να
δίνονται σε αρκετά καλές χωρικές αναλύσεις για την εpiίτευξη αpiοτελεσματικών μεθόδων δια-
χείρισης του piεριβάλλοντος. Οι δορυφόροι Landsat και Sentinel piαρέχουν δεδομένα τα οpiοία
μpiορούν να χρησιμοpiοιηθούν σε τέτοιου είδους μεθόδους, εφαρμογές και αναλύσεις. Παρ΄ όλα
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αυτά η χρησιμοpiοίησή τους ενέχει αρκετές piροκλήσεις. Η σύνθεση εικόνων με ξεχωριστή α-
νάλυση για κάθε pixel στο χρόνο piαρέχει μεγάλες δυνατότητες για να ξεpiεραστούν διάφορες
ελλείψεις και δυσκολίες.
Στην υpiο-ενότητα αυτή θα piαρουσιάσουμε μια αλγοριθμική διαδικασία piοικίλων βημά-
των για τη σύνθεση Temporal Composites τα οpiοία διευκολύνουν τη δημιουργία συνόλων
δεδομένων αpiό δεδομένα piαρατήρησης της γης τα οpiοία είναι εpiοχιακά, χωρίς σύννεφα, αν-
κλαστικότητας εδάφους. Για την ανάλυση αυτή και τη σύνθεση των τελικών εικονιστικών
piροϊόντων χρησιμοpiοιήθηκαν οι τιμές των τηλεpiισκοpiικών δεικτών NDVI και EVI2, όpiως
αυτοί έχουν υpiολογιστεί για κάθε αpiοθηκευμένη δορυφορική σκηνή στο σύστημά μας κατά
το στάδιο της εισαγωγής των εικόνων στο σύστημα Geotrellis.
Οι τιμές του δείκτη NDVI (Normalized Difference Vegetation Index), ο οpiοίος είναι ο
piιο ευρέως χρησιμοpiοιούμενος δείκτης βλάστησης, κυμαίνονται αpiό -1 έως 1, με την τιμή
-1 να υpiοδεικνύει την piλήρη αpiουσία βλάστησης και την τιμή 1 να υpiοδεικνύει την piυκνή
piαρουσία υγιούς βλάστησης. Η μαθηματική σχέση piου οδηγεί στον υpiολογισμό του δείκτη
NDVI piεριλαμβάνει δύο κανάλια του ηλεκτρομαγνητικού φάσματος, το υpiέρυθρο (NIR) και
το κόκκινο (Red) και είναι η ακόλουθη:
NDV I = NIR−RedNIR+Red
Με τον υpiολογισμό του δείκτη NDVI ενάντια σε μια τιμή κατωφλίωσης είμαστε σε θέση να
ξεχωρίσουμε τη βλάστηση καθώς για μία δεδομένη τιμή κατωφλίωσης, όλα τα εικονοστοιχεία
μιας εικόνας μιας piεριοχής τα οpiοία έχουν τιμή στο δείκτη NDVI μεγαλύτερη αpiό την τιμή
κατωφλίωσης υpiοδεικνύουν την piαρουσία βλάστησης με piολύ μεγάλη piιθανότητα.
Ο δείκτης EVI2, ο οpiοίος συνιστά έναν δείκτη EVI (Enhanced Vegetation Index) με
μόνο 2 κανάλια του φάσματος να εμpiλέκονται στον υpiολογισμό του, αpiοτελεί έναν βελτι-
στοpiοιημένο δείκτη βλάστησης ο οpiοίος έχει σχεδιαστεί για να έχει μεγάλη αpiόκριση στην
ανακλαστικότητα της βλάστησης σε piεριοχές με σημαντική βιομάζα με ταυτόχρονη μείωση
των ατμοσφαιρικών εpiιρροών. Η μαθηματική σχέση piου οδηγεί στον υpiολογισμό του δείκτη
EVI2 piεριλαμβάνει δύο κανάλια του ηλεκτρομαγνητικού φάσματος, το υpiέρυθρο (NIR) και
το κόκκινο (Red) και είναι η ακόλουθη:
EV I2 = 2.5 ∗ NIR−RedNIR+2.4∗Red+1
Ενώ ο δείκτης NDVI είναι ευαίσθητος στην χλωροφύλλη των φυτών ο δείκτης EVI2 είναι
piερισσότερο ευαίσθητος στις δομικές διαφορές της κόμης φυλλώματος (canopy), συμpiεριλαμ-
βανομένων του Leaf Area Index (LAI), του τύpiου της κόμης φυλλώματος καθώς και της
αρχιτεκτονικής της. Οι δύο αυτοί δείκτες βλάστησης συμpiληρώνουν ο ένας τον άλλον σε
μελέτες της piαγκόσμιας βλάστησης και piαρέχουν ικανές αpiαντήσεις σε ερωτήματα σχετικά
με την αλλαγή στην κατάσταση των καλλιεργειών καθώς και με την εξαγωγή βιοφυσικών
piαραμέτρων της κόμης φυλλώματος. Για τους λόγους αυτούς εpiιλέξαμε να χρησιμοpiοιήσουμε
αυτούς τους δύο δείκτες ως την βάση των υλοpiοιημένων αλγοριθμικών διαδικασιών για την δη-
μιουργία διαχρονικών σύνθετων ανά pixel στα piλαίσια της piαρούσας εργασίας για εφαρμογές
piαρατήρησης της γης με μια εστίαση στις αγροτικές εφαρμογές.
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Η ανίχνευση της βλάστησης και ο διαχωρισμός της αpiό άλλα αντικείμενα και κατηγορίες
του εδάφους είναι η piρωταρχική εργασία σε piολλές τηλεpiισκοpiικές εφαρμογές. Ωστόσο, δεν
είναι piάντα εύκολη υpiόθεση η αναγνώρισή της. Η χωρική ανομοιογένεια είναι μια σημαντική
ιδιότητα των φυσικών τοpiίων, η οpiοία και piεριγράφει τη μεταβλητότητα των ιδιοτήτων της
piαρατηρούμενης εpiιφανείας στο χώρο. Οι αpiλές μέθοδοι ανίχνευσης της βλάστησης οι οpiοίες
βασίζονται σε δείκτες βλάστησης καθώς και σε αpiλές piράξεις διαίρεσης μεταξύ διαφορετικών
φασματικών ζωνών, οι οpiοίες piραγματοpiοιούνται ανά δορυφορική σκηνή, όχι μόνο δεν ξε-
χωρίζουν τους διαφορετικούς τύpiους βλάστησης αλλά και μpiερδεύουν διαφορετικούς τύpiους
εpiιφανειών.
Για το λόγο αυτό, στην piαρούσα εργασία εpiιλέξαμε piρος τη μελέτη των δυναμικών αλλα-
γών στην γήινη εpiιφάνεια, τη σύνθεση τεχνητών έγχρωμων σύνθετων τα οpiοία piροκύpiτουν
αpiό τη διαχρονική ανάλυση ξεχωριστά για κάθε pixel στην piεριοχή και στο χρονικό διάστημα
ενδιαφέροντος. Εpiειδή, ο κύριος piροσανατολισμός μας είναι στις εφαρμογές γεωργίας ακρι-
βείας εpiιλέξαμε τη σύνθεση αυτών των έγχρωμων σύνθετων με βάση τους τηλεpiισκοpiικούς
δείκτες NDVI και EVI2. ΄Ετσι, εργαστήκαμε piρος την piαραγωγή ενός τεχνητού έγχρωμου
σύνθετου με 3 κανάλια piληροφορίας ήτοι κόκκινο, piράσινο και μpiλε.
Για το κόκκινο κανάλι υpiολογίστηκε για κάθε pixel της piεριοχής ενδιαφέροντος, ο συν-
τελεστής μεταβλητότητας (coefficient of variation, CV) των τιμών του κάθε pixel για τους
τηλεpiισκοpiικούς δείκτες NDVI και EVI2, για το χρονικό διάστημα ενδιαφέροντος το οpiοίο
ορίζεται αpiό το χρήστη. Ο συντελεστής μεταβλητότητας αpiοτελεί ένα τυpiικό μέτρο διασpiο-
ράς μιας κατανομής συχνοτήτων στη θεωρία piιθανοτήτων και στατιστική. Εκφράζεται συχνά
ως piοσοστό και ορίζεται ο λόγος της τυpiικής αpiόκλισης σ piρος τη μέση τιμή µ :
CV = σµ
Ο συντελεστής μεταβλητότητας δείχνει το εύρος της μεταβλητότητας των τιμών του piαρατη-
ρούμενου μεγέθους (εδώ σύνολο τιμών για κάθε pixel του εκάστοτε τηλεpiισκοpiικού δείκτη)
σε σχέση με τη μέση τιμή του υpiό εξέταση piληθυσμού τιμών. ΄Οσο μεγαλύτερη η μεταβλη-
τότητα τόσο piιο piιθανό είναι να υpiάρχει κάpiοια σημαντική μεταβολή (αλλαγή στην κάλυψη
γης) στην υpiό εξέταση piεριοχή για piαράδειγμα, στα piλαίσια της piαρούσας εργασίας.
Για το piράσινο κανάλι υpiολογίστηκε για κάθε pixel της piεριοχής ενδιαφέροντος, η μέγιστη
τιμή (max value) των τιμών του κάθε pixel για τους τηλεpiισκοpiικούς δείκτες NDVI και EVI2
για το χρονικό διάστημα ενδιαφέροντος το οpiοίο ορίζεται αpiό το χρήστη. Η μέγιστη τιμή για
τους δείκτες αυτούς δείχνει το μέγιστο σημείο του κύκλου ανάpiτυξης της κόμης φυλλώματος
των piαρακολουθούμενων καλλιεργειών.
Για το μpiλε κανάλι υpiολογίστηκε για κάθε pixel της piεριοχής ενδιαφέροντος, η μέση τιμή
(mean value) των τιμών του κάθε pixel για τους τηλεpiισκοpiικούς δείκτες NDVI και EVI2
για το χρονικό διάστημα ενδιαφέροντος το οpiοίο ορίζεται αpiό το χρήστη. Η μέση τιμή για
τους δείκτες αυτούς δίνει μια ένδειξη για τον τύpiο των piαρατηρούμενων καλλιεργειών.
Ο σκοpiός της διαδικασίας σύνθεσης λοιpiόν είναι η piλήρωση του τελικού έγχρωμου σύν-
θετου με τις τιμές των 3 piροαναφερθέντων καναλιών οι οpiοίες έχουν piροκύψει αpiό την δια-
χρονική ανάλυση των τιμών ανακλαστικότητας εδάφους των αpiοθηκευμένων δορυφορικών
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δεδομένων. Παρακάτω piεριγράφονται αναλυτικά τα βήματα της αλγοριθμικής διαδικασίας για
την piαραγωγή διαχρονικών έγχρωμων σύνθετων ανα pixel (Temporal Composites) σε ένα
κατανεμημένο piεριβάλλον ενός cluster υpiολογιστών.
΄Οpiως έχει ήδη αναφερθεί, κατά την εισαγωγή των δεδομένων στο σύστημα Geotrellis
υpiολογίζονται εpiί τόpiου και αpiοθηκεύονται μαζί με τα raw δορυφορικά δεδομένα για κάθε
εικόνα οι τιμές των τηλεpiισκοpiικών δεικτών NDVI και EVI2 σαν δύο εpiιpiλέον layers piλη-
ροφορίας. Η βασική δομή του Geotrellis, δηλαδή τα RasterRDDs τα οpiοία δημιουργούνται
εpiεκτείνοντας το μοντέλο δεδομένων του Spark χρησιμοpiοιεί key-value pairs για την αpiοθή-
κευση των δεδομένων με την τιμή στο ζεύγος να την αpiοτελεί το tile το οpiοίο αpiοθηκεύεται
στο κατανεμημένο σύστημα αρχείων και piεριέχει τις piραγματικές τιμές των δεδομένων (ενώ
το κλειδί piεριέχει μεταδεδομένα). ΄Οpiως εξηγήσαμε ήδη, κατά την εισαγωγή τα δεδομένα piρος
αpiοθήκευση κόβονται σε tiles. ΄Εχουμε εpiιλέξει συγκεκριμένο τρόpiο με τον οpiοίο κόβουμε τα
tiles αυτά καθώς και τον τρόpiο με τον οpiοίο δημιουργούμε μεταδεδομένα στο Geotrellis για
αυτά, με συνέpiεια να διασφαλίζουμε τόσο ότι κάθε δορυφορική piαρατήρηση μιας συγκεκρι-
μένης piεριοχής της γήινης εpiιφάνειας αντιστοιχεί piάντα σε tile piου έχει κοινά μεταδεδομένα
χωρικής έκτασης με τα tiles piου αpiεικονίζουν την ίδια piεριοχή (σαν να έχουμε κάpiοιο κά-
ναβο δηλαδή και να ῾῾χτίζουμε᾿᾿ tiles piάνω αpiό αυτόν) όσο και ότι δημιουργούμε - μέσω των
μεταδεδομένων - την ψευδαίσθηση κατασκευής ενός piολυδιάστατου κύβου δεδομένων για piα-
ρατηρήσεις οι οpiοίες αpiεικονίζουν την ίδια έκταση με συνέpiεια να είναι δυνατή η εκτέλεση
χωρο-χρονικών ερωτημάτων ανάλυσης piάνω στα αpiοθηκευμένα δεδομένα.
Με αυτόν τον τρόpiο για τον υpiολογισμό ενός διαχρονικού έγχρωμου σύνθετου ανα pixel
(Temporal Composite) με βάση τον δείκτη NDVI (ακριβώς ίδια διαδικασία για τον δείκτη
EVI2 και όpiοιον άλλο δείκτη) εκτελείται ένας κώδικας γραμμένος στη γλώσσα piρογραμμα-
τισμού Scala ο οpiοίος έχει 5 βασικά στάδια. Στο piρώτο στάδιο, αpiό τα δεδομένα εισόδου
piου δίνει ο χρήστης (path-row του δορυφόρου, δείκτης piου θα χρησιμοpiοιηθεί, χρονικό διά-
στημα ενδιαφέροντος) ανακτάται, με τη βοήθεια του API του Geotrellis και του Accumulo,
το σύνολο των δεδομένων το οpiοίο piρέpiει να αναλυθεί για να piροκύψει το τελικό αpiοτέ-
λεσμα. Το σύνολο αυτό αpiοτελείται αpiό όλα εκείνα τα tiles με τα μεταδεδομένα τους, τα
οpiοία piληρούν τα κριτήρια του ερωτήματος ανάκτησης. Αφού έχει piροσδιορισθεί το σύνολο
δεδομένων εpiεξεργασίας σειρά piαίρνουν τα βήματα της εpiεξεργασίας. Αρχικά, για κάθε pixel
της τελικής εικόνας υpiολογίζεται κατανεμημένα, piαράλληλα και στον εκάστοτε κόμβο στον
οpiοίο βρίσκονται τα δεδομένα (μεταφέρονται οι υpiολογισμοί στα δεδομένα) η μέγιστη τιμή στο
χρόνο για κάθε pixel της εικόνας για τις τιμές του ζητούμενου δείκτη με τη βοήθεια έτοιμων
συναρτήσεων χαμηλού εpiιpiέδου τις οpiοίες piαρέχει το Geotrellis. ΄Εpiειτα, υpiολογίζεται με
την ίδια μεθοδολογία η μέση τιμή στο χρόνο για κάθε pixel της εικόνας για τις τιμές του
ζητούμενου δείκτη και εδώ με τη βοήθεια έτοιμων συναρτήσεων χαμηλού εpiιpiέδου τις οpiοίες
piαρέχει το Geotrellis . ΄Ετσι, έχουν υpiολογιστεί τα 2 piρώτα κανάλια της εικόνας του τελικού
αpiοτελέσματος. Ο υpiολογισμός του συντελεστή μεταβλητότητας λαμβάνει χώρα σε 2 βήματα
καθώς για τον υpiολογισμό του χρειαζόμαστε τόσο την τυpiική αpiόκλιση όσο και τη μέση τιμή
για κάθε pixel της εικόνας. Η μέση τιμή είναι διαθέσιμη αpiό piροηγούμενο στάδιο. Για την
εύρεση της τυpiικής αpiόκλισης χρησιμοpiοιούνται έτοιμες συναρτήσεις χαμηλού εpiιpiέδου τις
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οpiοίες piαρέχει το Geotrellis και εκτελούνται κατανεμημένα και piαράλληλα. Μόλις η τυpiική
αpiόκλιση γίνει διαθέσιμη piραγματοpiοιείται ο τελικός υpiολογισμός για τον piροσδιορισμό του
συντελεστή μεταβλητότητας. Αξίζει να σημειωθεί ότι και για τα τρία κανάλια του αpiοτελέ-
σματος, αφού piραγματοpiοιηθεί ο υpiολογισμός τους, οι τιμές τους κανονικοpiοιούνται (image
normalization) και piραγματοpiοιείται κατάλληλο φιλτράρισμα ώστε να τοpiοθετηθούν τιμές
NoData όpiου υpiάρχει υδάτινο σώμα. Στη συνέχεια λαμβάνει χώρα το 4ο στάδιο κατά το ο-
piοίο piραγματοpiοιείται η σύνθεση, με τη βοήθεια των μεταδεδομένων των tiles piου διατηρεί το
Geotrellis, των 3 εpiιμέρους υpiολογισμένων μεγεθών σε ένα ενιαίο σύνολο δεδομένων τύpiου
RasterRDD το οpiοίο piεριλαμβάνει piολυδιάστατα tiles για να είναι δυνατή η piροβολή τους
ως ένα τεχνητό έγχρωμο σύνθετο. Κατά το piέμpiτο στάδιο της εκτέλεσης piροσδιορίζονται
τα μεταδεδομένα του τελικού piροϊόντος και piραγματοpiοιείται η εγγραφή του στο σύστημα
ώστε να είναι δυνατή είτε η δημοσίευση του μέσω του διαδικτύου είτε η εξαγωγή του αpiό το
σύστημα σαν ένα geotiff για piεραιτέρω ανάλυση μέσω λογισμικού GIS.
Ακολουθούν τα βασικά σημεία του κώδικα στη γλώσσα piρογραμματισμού Scala του υλο-
piοιημένου ερωτήματος για την piαραγωγή διαχρονικών έγχρωμων σύνθετων ανα pixel (Tem-
poral Composites):
// Υpiολογισμός Temporal Composite
// Διάβασμα layer εισόδου
val irdd: RDD[(SpaceTimeKey, Tile)] with Metadata[TileLayerMetadata[SpaceTimeKey]] =
reader.query[SpaceTimeKey, Tile, TileLayerMetadata[SpaceTimeKey]](layerId)
.where(Between(time1, time2)).result
// Διάβασμα layer μάσκας
val mask: RDD[(SpatialKey, Tile)] with Metadata[TileLayerMetadata[SpatialKey]] =
reader.read(maskLayer)
// Υpiολογισμός της μέγιστης τιμής στο χρόνο για κάθε pixel της εικόνας
// κατανεμημένα και ταυτόχρονα
val maxValues: RDD[(SpatialKey, Tile)] =
irdd.map { case (key, tile) =>
// Get the spatial component of the SpaceTimeKey, which turns it into SpatialKey
(key.getComponent[SpatialKey], tile)
}
// Now we have all the tiles that cover the same area with the same key.
// Simply reduce by the key with a localMax
.reduceByKey(_.localMax(_))
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val normMax: RDD[(SpatialKey, Tile)] =
maxValues.map { case (key, tile) =>
(key, tile.normalize(0.0, 1.0, 0.0, 255.0).convert(IntConstantNoDataCellType))
}
var combined = normMax.cogroup(mask)
val maskedNormMax: RDD[(SpatialKey, Tile)] =
combined.map{ case(key,tiles) =>
val c = tiles._1.head;
val d = tiles._2.head;
(key, (c * d).convert(IntConstantNoDataCellType))
}
// Υpiολογισμός της μέσης τιμής στο χρόνο για κάθε pixel της εικόνας
// κατανεμημένα και ταυτόχρονα
val meanValues: RDD[(SpatialKey, Tile)]=











val normMean: RDD[(SpatialKey, Tile)] =
meanValues.map { case (key, tile) =>
(key, tile.normalize(0.0, 1.0, 0.0, 255.0).convert(IntConstantNoDataCellType))
}
combined = normMean.cogroup(mask)
val maskedNormMean: RDD[(SpatialKey, Tile)] =
combined.map{ case(key,tiles) =>
val c = tiles._1.head;
val d = tiles._2.head;
(key, (c * d).convert(IntConstantNoDataCellType))
}
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// Υpiολογισμός της τυpiικής αpiόκλισης στο χρόνο για κάθε pixel της εικόνας
// κατανεμημένα και ταυτόχρονα
val sdValues: RDD[(SpatialKey, Tile)]=











// Υpiολογισμός του συντελεστή μεταβλητότητας στο χρόνο για κάθε pixel της εικόνας
// κατανεμημένα και ταυτόχρονα
val cv = sdValues/meanValues
val normCV: RDD[(SpatialKey, Tile)] =
cv.map { case (key, tile) =>
(key, tile.normalize(0.0, 1.0, 0.0, 255.0).convert(IntConstantNoDataCellType))
}
combined = normCV.cogroup(mask)
val maskedNormCV: RDD[(SpatialKey, Tile)] =
combined.map{ case(key,tiles) =>
val c = tiles._1.head;
val d = tiles._2.head;
(key, (c * d).convert(IntConstantNoDataCellType))
}
// Σύνθεση του διαχρονικού έγχρωμου σύνθετου της piεριοχής ενδιαφέροντος
// για το χρονικό διάστημα ενδιαφέροντος κατανεμημένα
val b3 = maskedNormCV.cogroup(maskedNormMax).cogroup(maskedNormMean)
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val temporalComposite: RDD[(SpatialKey, MultibandTile)] =
b3.map{ case(key,tiles) =>
val c = tiles._1.head._1.head;
val d = tiles._1.head._2.head;
val e=tiles._2.head;
(key, MultibandTile(Traversable(c, d, e)))
}
var meta = irdd.metadata
val min = meta.bounds.get.minKey.getComponent[SpatialKey]
val max = meta.bounds.get.maxKey.getComponent[SpatialKey]




new TileLayerMetadata(meta.cellType, meta.layout, meta.extent, meta.crs, bounds)
val result: RDD[(SpatialKey, MultibandTile)] with Metadata[TileLayerMetadata[SpatialKey]] =
MultibandTileLayerRDD(temporalComposite, new_metadata)
// Write layer
val layoutScheme = ZoomedLayoutScheme(WebMercator, tileSize = 256)
Pyramid.upLevels(result, layoutScheme, 13) { (rdd, z) =>






4.3.2 Αpiοτύpiωση της εpiοχικότητας
Το ερώτημα για την piαραγωγή χαρτών αpiοτύpiωσης της εpiοχικότητας είναι σημαντικά piιο
αpiλό αpiό το ερώτημα της piαραγωγής Temporal Composites τόσο αpiό piλευράς υλοpiοίησης
όσο και αpiό piλευράς θεωρητικού υpiοβάθρου και ερμηνείας του αpiοτελέσματος. Με τον
όρο αpiοτύpiωση της εpiοχικότητας αναφερόμαστε στη μέρα του έτους για την οpiοία εpiικρατεί
κάpiοια συγκεκριμένη συνθήκη/συνθήκες σε μία piεριοχή και ενδιαφερόμαστε να τη γνωρίζουμε
για να piροχωρήσουμε σε διάφορες αναλύσεις.
Στην piαρούσα εργασία, και με μια εστίαση σε αγροτικές εφαρμογές, με τον όρο αpiοτύ-
piωση της εpiοχικότητας ορίζουμε το ενδιαφέρον μας ώστε να γνωρίζουμε τη μέρα του έτους
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για την οpiοία σε μια piεριοχή (pixel) συμβαίνει ο δείκτης NDVI (ή ο δείκτης EVI2) να piαίρνει
τη μέγιστη τιμή του. Με την εξαγωγή μιας τέτοιας piληροφορίας είμαστε σε θέση να εξάγου-
με μοτίβα για την ανάpiτυξη piαρακολουθούμενων καλλιεργειών, να piαρατηρούμε ομοιότητες,
να διαχωρίζουμε ανομοιογένειες και να piαρακολουθούμε εpiακριβώς την κατάσταση piου εpiι-
κρατεί σε μια piεριοχή piου καλύpiτει ένα συγκεκριμένο pixel για κάθε κύκλο ανάpiτυξης των
καλλιεργειών.
Εpiομένως, στο υλοpiοιημένο ερώτημα για την αpiοτύpiωση της εpiοχικότητας στα piλαίσια
της piαρούσας εργασίας, στόχος μας ήταν για κάθε path-row (ή tile) των δορυφόρων, δεδομένα
των οpiοίων αpiοθηκεύονται στο σύστημά μας, να εντοpiίσουμε μέσω της διαχρονικής ανάλυσης
όλων των σκηνών κάθε path-row (ή tile) τη μέρα του έτους για την οpiοία συμβαίνει ο δείκτης
NDVI (ή ο δείκτης EVI2) να piαίρνει τη μέγιστη τιμή του σε κάθε pixel piου piεριέχει ένα συγ-
κεκριμένο path-row (ή tile) και αφού γίνει ο εν λόγω εντοpiισμός να piαράγεται ο αντίστοιχος
χάρτης. Παρακάτω piεριγράφονται αναλυτικά τα βήματα της αλγοριθμικής διαδικασίας για τον
υpiολογισμό της εpiοχικότητας σε ένα κατανεμημένο piεριβάλλον ενός cluster υpiολογιστών.
Η γενικότερη φιλοσοφία της διαδικασίας είναι piαρόμοια με την piαραγωγή διαχρονικών
έγχρωμων σύνθετων όσον αναφορά τόσο στον piροσδιορισμό του συνόλου δεδομένων της
εpiεξεργασίας όσο και στη δημιουργία των μεταδεδομένων και στην εγγραφή του τελικού piρο-
ϊόντος. Η βασική διαφορά έγκειται στο ότι η αλγοριθμική διαδικασία για την piαραγωγή των
διαχρονικών έγχρωμων σύνθετων υpiοβάλλεται ως μία ενιαία εργασία για εκτέλεση στο διαθέ-
σιμο cluster υpiολογιστών. Για τον υpiολογισμό της εpiοχιακής κατάλληλότητας ακολουθήθηκε
μια διαφορετική piροσέγγιση τόσο λόγω των αpiαιτήσεων του ερωτήματος αλλά και της εκφρα-
στική δύναμης της γλώσσας Scala. Η piροσέγγιση διαφέρει στο ότι κάθε διαφορετικό στάδιο
της εpiεξεργασίας, εδώ, υpiοβάλλεται ως μια ξεχωριστή εργασία για εκτέλεση στο cluster με
συνέpiεια να εpiιτυγχάνουμε ακόμα μεγαλύτερη piαραλληλία και κατά συνέpiεια εpiίδοση.
Για να piροσδιοριστεί η μέρα του έτους για την οpiοία συμβαίνει ο δείκτης NDVI (ή ο δείκτης
EVI2) να piαίρνει τη μέγιστη τιμή του, σε κάθε pixel, αρχικά είναι αναγκαίο με μια εργασία
να υpiολογιστεί η μέγιστη τιμή των τιμών του τηλεpiισκοpiικού δείκτη για κάθε pixel στο έτος
ενδιαφέροντος το οpiοίο έχει ζητήσει ο χρήστης του συστήματος. Στη συνέχεια, αφού έχει
piροσδιορισθεί το layer με τις μέγιστες τιμές, για κάθε εικόνα piου υpiάρχει διαθέσιμη για το
έτος ενδιαφέροντος και για την piεριοχή ενδιαφέροντος υpiοβάλλεται μια εργασία σύγκρισης
της εικόνας με το layer της μέγιστης τιμής ώστε για κάθε εικόνα να piαραχθεί ένα ενδιάμεσο
piροϊόν το οpiοίο έχει τιμή 0 αν η τιμή του pixel δεν είναι ίση με τη μέγιστη τιμή ή την τιμή
της μέρας του έτους piου αναζητούμε αν η τιμή του pixel είναι ίση με τη μέγιστη τιμή. Στο
στάδιο αυτό όλες οι υpiοβαλλόμενες εργασίες μpiορούν να εκτελούνται piαράλληλα αν υpiάρχουν
διαθέσιμοι piυρήνες εpiεξεργασίας και μνήμη καθώς όλες οι εργασίες είναι ανεξάρτητες μεταξύ
τους. Στο τελικό στάδιο, μια εργασία αναλαμβάνει την συγχώνευση όλων των ενδιάμεσων
piροϊόντων ήτοι να διαβάσει όλα τα ενδιάμεσα piροϊόντα και να piροσθέσει τις τιμές τους ώστε
να piροκύψει το τελικό piροϊόν του χάρτη αpiοτύpiωσης της εpiοχικότητας piου αναζητούμε. Και
εδώ στο τελικό piροϊόν εφαρμόζεται κατάλληλη μάσκα για την αpiομάκρυνση των υδάτινων
σωμάτων αpiό το τελικό αpiοτέλεσμα.
Ακολουθούν τα βασικά σημεία του κώδικα στη γλώσσα piρογραμματισμού Scala του υλο-
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piοιημένου ερωτήματος για τον υpiολογισμό του χάρτη αpiοτύpiωσης της εpiοχικότητας:
// Υpiολογισμός χάρτη αpiοτύpiωσης της εpiοχικότητας
// Υpiολογισμός της μέγιστης τιμής για τον εκάστοτε τηλεpiισκοpiικό δείκτη για κάθε
// pixel της εικόνας κατανεμημένα και ταυτόχρονα
val maxValues: RDD[(SpatialKey, Tile)] =
irdd.map { case (key, tile) =>
// Get the spatial component of the SpaceTimeKey, which turns it into SpatialKey
(key.getComponent[SpatialKey], tile)
}
// Now we have all the tiles that cover the same area with the same key.
// Simply reduce by the key with a localMax
.reduceByKey(_.localMax(_))
val ppmaxValues : RDD[(SpatialKey, Tile)] =
maxValues.map { case (key, tile) =>
(key, IfCell(tile, { (x: Double) => x == 0.0 }, Double.NaN, 1.0) * tile)
}
// Σύγκριση των τιμών κάθε εικόνας στο χρονικό διάστημα ενδιαφέροντος
// με τη μέγιστη τιμή ώστε να βρούμε για κάθε pixel τη μέρα
// του χρόνου piου συμβαίνει η μέγιστη τιμή
// Ανάκτηση τιμών τηλεpiισκοpiικού δείκτη για μια συγκεκριμένη ημερομηνία
val irdd: RDD[(SpaceTimeKey, Tile)] with Metadata[TileLayerMetadata[SpaceTimeKey]] =
reader.query[SpaceTimeKey, Tile, TileLayerMetadata[SpaceTimeKey]](layerId)
.where(Between(time2, time3)).result
// construct a RDD[(SpatialKey, Tile)] from input
val in: RDD[(SpatialKey, Tile)] =
irdd.map { case (key, tile) =>
(key.getComponent[SpatialKey], tile)
}
// Σύγκριση με τη μέγιστη τιμή για να piάρουμε τη μέρα του χρόνου piου
// συμβαίνει η μέγιστη τιμή
val combined = maxValues.cogroup(in)
val mapDOY: RDD[(SpatialKey, Tile)] =
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combined.map{ case(key,tiles) =>
val c = tiles._1.head;
val d = tiles._2.head;
(key, IfCell(c, d, { (x: Double, y: Double) => x == y }, dvalue, 0.0))
}
// Συγχώνευση όλων των αpiοτελεσμάτων για τη σύνθεση του τελικού χάρτη
var resrdd: RDD[(SpatialKey, Tile)] with Metadata[TileLayerMetadata[SpatialKey]] =
reader.read[SpatialKey, Tile, TileLayerMetadata[SpatialKey]](layerId)
for( i <- 2 to inlayers_num) {
val layerId = LayerId(layerName + i.toString, 13)
val irdd: RDD[(SpatialKey, Tile)] with Metadata[TileLayerMetadata[SpatialKey]] =
reader.read[SpatialKey, Tile, TileLayerMetadata[SpatialKey]](layerId)
val combined = resrdd.cogroup(irdd)
val interm: RDD[(SpatialKey, Tile)] =
combined.map{ case(key,tiles) =>
val c = tiles._1.head;
val d = tiles._2.head;
(key, c + d)
}
resrdd = TileLayerRDD(interm, resrdd.metadata)
}
// Μασκάρισμα του αpiοτελέσματος για να αpiομακρυνθούν οι υδάτινες εpiιφάνειες
val mask: RDD[(SpatialKey, Tile)] with Metadata[TileLayerMetadata[SpatialKey]] =
reader.read(maskLayer)
val combined = resrdd.cogroup(mask)
val maskedresrdd: RDD[(SpatialKey, Tile)] =
combined.map{ case(key,tiles) =>
val c = tiles._1.head;
val d = tiles._2.head;
(key, (c * d).convert(DoubleConstantNoDataCellType))
}




Στο κεφάλαιο αυτό θα piαρουσιασθούν τα αpiοτελέσματα των υλοpiοιημένων αλγορίθμων
στην ανεpiτυγμένη υpiοδομή του συστήματος μας, για την piαραγωγή piαραγωγή διαχρονικών
έγχρωμων σύνθετων ανα pixel όpiως εpiίσης και την αpiοτύpiωση της εpiοχικότητας για κάθε
pixel μιας piεριοχής ενδιαφέροντος. Ως piεριοχή ενδιαφέροντος εpiιλέχθηκε να είναι μια σκηνή
του δορυφόρου Landsat 8 και συγκεκριμένα αυτή piου ορίζεται αpiό το path-row 184/032.
Τα αpiοτελέσματα piου piαρουσιάζονται στις εpiόμενες ενότητες piροέκυψαν αpiό τη διαχρονική
ανάλυση όλων των εικόνων για τη σκηνή αυτή κατά τα έτη 2014 - 2015. Εpiιλέχθηκαν δύο χρο-
νικά διαστήματα ενδιαφέροντος. Το διάστημα το οpiοίο ορίζεται αpiό 1/1/2014 - 31/12/2014
(έτος 2014) και το διάστημα το οpiοίο ορίζεται αpiό 1/1/2015 - 31/12/2015 (έτος 2015). Η
σκηνή για την οpiοία piραγματοpiοιείται η ανάλυση καθώς και το χρονικό διάστημα ενδιαφέρον-
τος δίνονται σαν ορίσματα της εpiεξεργασίας αpiό το χρήστη του συστήματος. Αυτό έχει σαν
συνέpiεια να είναι δυνατή η εpiεξεργασία οpiοιασδήpiοτε σκηνής αpiό το ανεpiτυγμένο σύστημα
για οpiοιοδήpiοτε διάστημα ενδιαφέροντος. Εpiιλέχθηκε το ένα έτος ως μεμονωμένο διάστημα
ενδιαφέροντος με σκοpiό να δημιουργηθούν όσο το δυνατόν piιο βαριές υpiολογιστικά εργασίες
(εpiιλογή των piερισσότερων δυνατών εικόνων για ανάλυση) με την αpiαίτηση οι εργασίες να
έχουν νόημα (σε ένα έτος μpiορούμε να μελετήσουμε τον κύκλο ζωής των καλλιεργειών αλλά
αν εpiιλέγαμε μεγαλύτερο χρονικό διάστημα τα αpiοτελέσματα των αναλύσεων δεν θα είχαν
κάpiοιο νόημα).
Πριν piροχωρήσουμε στην piαρουσίαση των αpiοτελεσμάτων ας εpiαναλάβουμε εν συντομία
κάpiοια κρίσιμα χαρακτηριστικά της αρχιτεκτονικής του ανεpiτυγμένου συστήματος τα οpiοία
έχουν ιδιαίτερη σημασία όσον αναφορά στην αξιολόγηση των εpiιδόσεων του. Την καρδιά του
cluster υpiολογιστών το οpiοίο αpiοτελεί τον piυρήνα του ανεpiτυγμένου συστήματος δομούν 3
εικονικά μηχανήματα συνδεδεμένα δικτυακά μεταξύ τους. Κάθε ένα αpiό αυτά τα μηχανήματα
έχει 1 piυρήνα εpiεξεργασίας (CPU), 6 GB RAM καθώς και 50 GB συνολικό
αpiοθηκευτικό χώρο (με piερίpiου 30 GB να μένουν διαθέσιμα μετά αpiό το χώρο piου κατα-
λαμβάνει το λειτουργικό σύστημα και τα διάφορα άλλα piρογράμματα). Σε αυτό το piειραματικό
piεριβάλλον οι εpiιδόσεις piου piετυχαίνει το ανεpiτυγμένο σύστημα δεν είναι καθόλου άσχημες
(το αντίθετο συμβαίνει). Κάθε νέα piολυφασματική εικόνα η οpiοία φθάνει στο σύστημα υ-
φίσταται όλα τα στάδια της piρο-εpiεξεργασίας όpiως αυτά piεριγράφηκαν στο κεφάλαιο 4 και
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Σχήμα 5.1: Φυσικό έγχρωμο σύνθετο της piεριοχής ενδιαφέροντος (path-row:
184_032 του δορυφόρου Landsat 8) για την οpiοία piραγματοpiοιήθηκαν οι ανεpiτυγμέ-
νες διαχρονικές αναλύσεις ανά pixel οι οpiοίες και piαρουσιάζονται στο κεφάλαιο αυτό. (Ιούνιος
2015)
εισάγεται στο σύστημα μέσα σε 3 μόλις λεpiτά. Κάθε διαχρονικό έγχρωμο σύνθετο το οpiοίο
piροκύpiτει αpiό την ανάλυση όλων των εικόνων ενός έτους ανά pixel piαράγεται για μία σκηνή
του δορυφόρου Landsat 8 σε 15 λεpiτά. Και κάθε χάρτης αpiοτύpiωσης της εpiοχικότητας ο
οpiοίος piροκύpiτει αpiό όμοιων αpiαιτήσεων ανάλυση piαράγεται σε piερίpiου 10 λεpiτά (5 λεpiτά
για να υpiολογιστεί η μέγιστη τιμή στο χρόνο για κάθε pixel, 2 λεpiτά χρειάζεται η κάθε εικόνα
για κάθε pixel για να συγκριθεί με τη μέγιστη τιμή ενώ σε αυτό το στάδιο η κάθε εργασία
μpiορεί να εκτελείται ταυτόχρονα με τις υpiόλοιpiες και τέλος 3 λεpiτά χρειάζονται για να συγ-
χωνευθούν τα εpiιμέρους αpiοτελέσματα για κάθε εικόνα στον τελικό χάρτη). Οι εpiιδόσεις
αυτές είναι ιδιαίτερα εντυpiωσιακές αν αναλογιστεί κανείς ότι τα piροτεινόμενα χαρακτηριστικά
και ρυθμίσεις για ένα τέτοιο cluster υpiολογιστών αpiαιτούν 4᾿ φυσικά μηχα-
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Σχήμα 5.2: Temporal Composite (TC) της piεριοχής ενδιαφέροντος βασισμένο στο δείκτη
NDVI, το οpiοίο piροέκυψε μέσω της διαχρονικής ανάλυσης για κάθε pixel κάθε εικόνας η
οpiοία λήφθηκε αpiό το δορυφόρο Landsat 8 κατά το έτος 2014.
νήματα με το καθένα να έχει 4 ή 8 piυρήνες εpiεξεργασίας, τουλάχιστον
16 GB RAM και piερισσότερα αpiό 500 GB συνολικό αpiοθηκευτικό χώρο.
Με δεδομένη την κλιμακωσιμότητα του συστήματος είμαστε σε θέση να ισχυριστούμε ότι με
βελτίωση της υpiοδομής στα χαρακτηριστικά piου αναφέρθηκαν οι εpiιδόσεις του συστήματος
μpiορούν να αυξηθούν τουλάχιστον 4 φορές ή και piερισσότερο ανάλογα με τις αναβαθμίσεις
σε υλικό οι οpiοίες θα piροκριθούν.
Αξίζει να σημειωθεί ότι αpiό την εμpiειρία piου αpiοκτήθηκε στις αναλύσεις μεγάλων δεδο-
μένων οδηγηθήκαμε στο συμpiέρασμα ότι η διενέργεια τέτοιου είδους αναλύσεων σε συμβατικά
υpiολογιστικά piεριβάλλοντα θα ήταν τρομερά δυσχερής. Χωρίς το piρογραμματιστικό μοντέλο
του Geotrellis στη φαρέτρα μας και την κατανεμημένη υpiοδομή Hadoop θα έpiρεpiε να συντο-
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Σχήμα 5.3: Temporal Composite (TC) της piεριοχής ενδιαφέροντος βασισμένο στο δείκτη
NDVI, το οpiοίο piροέκυψε μέσω της διαχρονικής ανάλυσης για κάθε pixel κάθε εικόνας η
οpiοία λήφθηκε αpiό το δορυφόρο Landsat 8 κατά το έτος 2015.
νίζουμε piολύ μεγάλες ροές εργασιών χειροκίνητα, να εpiιβλέpiουμε τις ροές των δεδομένων για
τυχόν λάθη, να γράφουμε μεγάλης έκτασης δυσανάγνωστο κώδικα για piολύ αpiλές εργασίες
καθώς και να διαχειριζόμαστε σε piολύ χαμηλό εpiίpiεδο τη διαθέσιμη υpiοδομή υλικού (hard-
ware). Η λύση και η αρχιτεκτονική η οpiοία piροτείνεται και εφαρμόστηκε κρίθηκε ότι piληροί
τις αpiαιτήσεις για τη διενέργεια analytics σε μεγάλα γεωχωρικά δεδομένα όpiως εpiίσης και ότι
η piροσέγγιση του cluster υpiολογιστών είναι η ενδεδειγμένη για τη δημιουργία κατανεμημένων
συστημάτων υψηλών εpiιδόσεων αpiό κοινό υλικό το οpiοίο είναι το piιθανότερο ότι θα έχουμε
στη διάθεση μας στις piερισσότερες των piεριpiτώσεων για τη δημιουργία τέτοιων συστημάτων.
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iii. TC (έτος 2015) iv. Υpiόμνημα
Σχήμα 5.4: Εστίαση στην piεριοχή ενδιαφέροντος. Πάνω αριστερά (i) piαρουσιάζεται ένα
φυσικό έγχρωμο σύνθετο της piεριοχής ενδιαφέροντος, piάνω δεξιά (ii) piαρουσιάζεται
το TC της piεριοχής ενδιαφέροντος βασισμένο στο δείκτη NDVI, το οpiοίο piροέκυψε μέσω της
διαχρονικής ανάλυσης για κάθε pixel κάθε εικόνας η οpiοία λήφθηκε αpiό το δορυφόρο Landsat
8 κατά το έτος 2014, κάτω αριστερά (iii) piαρουσιάζεται το TC της piεριοχής ενδιαφέροντος
βασισμένο στο δείκτη NDVI, το οpiοίο piροέκυψε μέσω της διαχρονικής ανάλυσης για κάθε
pixel κάθε εικόνας η οpiοία λήφθηκε αpiό το δορυφόρο Landsat 8 κατά το έτος 2015 και
τέλος piαρουσιάζεται ένα ενδεικτικό υpiόμνημα των TCs.
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5.1 Παραγωγή διαχρονικών έγχρωμων σύνθετων ανά
pixel
Η ανάλυση για την piαραγωγή διαχρονικών έγχρωμων σύνθετων ανά pixel (Temporal
Composites (TCs)) έδωσε τη δυνατότητα για την εξαγωγή συμpiαγών δομών (αστικός ιστός,
δασικές δομές, δρόμοι, όρια καλλιεργειών) καθώς και μεταβολών τους οι οpiοίες δεν είναι
ορατές αpiό τα αντίστοιχα φυσικά έγχρωμα σύνθετα του δορυφόρου Landsat 8. Η διαχρονική
ανάλυση ῾ἁpiοκαλύpiτει᾿᾿ τις ιδιότητες του κάθε pixel με συνέpiεια οι τελικοί χάρτες ενώ έχουν
την ίδια χωρική ανάλυση με τα raw δεδομένα, (30 μέτρα) να δίνουν την αίσθηση καλύτερης
ανάλυσης και piιο ῾῾καθαρήσ᾿᾿ εικόνας. Αυτό οφείλεται στο γεγονός ότι κάθε κανάλι του TC
piροκύpiτει με στατιστική ανάλυση.
Στο σχήμα 5.1 piαρουσιάζεται το φυσικό έγχρωμο σύνθετο της piεριοχής ενδια-
φέροντος (path-row: 184_032 του δορυφόρου Landsat 8) για την οpiοία piραγμα-
τοpiοιήθηκαν οι ανεpiτυγμένες διαχρονικές αναλύσεις ανά pixel οι οpiοίες και piαρουσιάζονται
στο κεφάλαιο αυτό. Στο σχήμα 5.2 piαρουσιάζεται το TC της piεριοχής ενδιαφέροντος
βασισμένο στο δείκτη NDVI, το οpiοίο piροέκυψε μέσω της διαχρονικής ανάλυσης για κάθε
pixel κάθε εικόνας η οpiοία λήφθηκε αpiό το δορυφόρο Landsat 8 κατά το έτος 2014 και
τέλος στο σχήμα 5.3 piαρουσιάζεται το TC της piεριοχής ενδιαφέροντος βασισμένο στο
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Σχήμα 5.5: Εστίαση στο λιγνιτωρυχείο του Αμύνταιου. Αριστερά piαρουσιάζεται ένα
φυσικό έγχρωμο σύνθετο της piεριοχής, στη μέση piαρουσιάζεται το TC για το έτος 2014
και δεξιά piαρουσιάζεται το TC για το έτος 2015. Με τους κόκκινους κύκλους τονίζονται οι
piεριοχές εκείνες στις οpiοίες piαρατηρείται σημαντική αύξηση των δραστηριοτήτων του
ορυχείου κατά τα δύο αυτά έτη όpiως ξεκάθαρα φαίνεται αpiό τη διαχρονική ανάλυση η οpiοία
piραγματοpiοιήθηκε για την piαραγωγή των TCs.
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Σχήμα 5.6: Εστίαση στο λιγνιτωρυχείο της Πτολεμαΐδας. Αριστερά piαρουσιάζεται
ένα φυσικό έγχρωμο σύνθετο της piεριοχής, στη μέση piαρουσιάζεται το TC για το έτος 2014
και δεξιά piαρουσιάζεται το TC για το έτος 2015. Με τους κόκκινους κύκλους τονίζονται οι
piεριοχές εκείνες στις οpiοίες piαρατηρείται σημαντική αύξηση των δραστηριοτήτων του
ορυχείου κατά τα δύο αυτά έτη όpiως ξεκάθαρα φαίνεται αpiό τη διαχρονική ανάλυση η οpiοία
piραγματοpiοιήθηκε για την piαραγωγή των TCs.
δείκτη NDVI, το οpiοίο piροέκυψε μέσω της διαχρονικής ανάλυσης για κάθε pixel κάθε
εικόνας η οpiοία λήφθηκε αpiό το δορυφόρο Landsat 8 κατά το έτος 2015.
Στο σχήμα 5.4 piαρουσιάζονται εστιασμένες εικόνες στην piεριοχή ενδιαφέροντος. Πά-
νω αριστερά (i) piαρουσιάζεται ένα φυσικό έγχρωμο σύνθετο της piεριοχής ενδιαφέρον-
τος, piάνω δεξιά (ii) piαρουσιάζεται το TC της piεριοχής ενδιαφέροντος βασισμένο στο δείκτη
NDVI, το οpiοίο piροέκυψε μέσω της διαχρονικής ανάλυσης για κάθε pixel κάθε εικόνας η οpiοία
λήφθηκε αpiό το δορυφόρο Landsat 8 κατά το έτος 2014, κάτω αριστερά (iii) piαρουσιάζε-
ται το TC της piεριοχής ενδιαφέροντος βασισμένο στο δείκτη NDVI, το οpiοίο piροέκυψε μέσω
της διαχρονικής ανάλυσης για κάθε pixel κάθε εικόνας η οpiοία λήφθηκε αpiό το δορυφόρο
Landsat 8 κατά το έτος 2015 και τέλος piαρουσιάζεται ένα ενδεικτικό υpiόμνημα των
TCs.
Στο υpiόμνημα σχετικά με τα χρώματα των αpiεικονιζόμενων TCs piαρατηρούμε μια ψευδο-
ταξινόμηση η οpiοία piροκύpiτει για κάθε pixel ανάλογα με το χρώμα το οpiοίο έχει. Αυτή η
ταξινόμηση piροέκυψε με φωτοερμηνεία αλλά και λογική σύνδεση του τρόpiου με τον οpiοίο
piροκύpiτει το κάθε χρώμα αpiό τις τιμές τις διαχρονικής ανάλυσης. Το κάθε TCδημιουργείται
όpiως είpiαμε και στο κεφάλαιο 4 αpiό τιμές στο κόκκινο, στο piράσινο και στο μpiλε κανάλι
κατ΄ αντιστοιχία με τα υpiολογισμένα μεγέθη του συντελεστη μεταβλητότητας, της μέγιστης
τιμής του δείκτη NDVI/EVI2 καθώς και της μέσης τιμής του δείκτη NDVI/EVI2 για κάθε
pixel. Αυτός ο τρόpiος κατασκευής του TC έχει σαν συνέpiεια οι ιδιότητες piου έχει το κάθε
pixel, ανάλογα με την εpiιφάνεια την οpiοία αpiεικονίζει, να διαμορφώνουν σε διαφορετικά ύψη
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Σχήμα 5.7: Εστίαση στη λίμνη της Βεγορίτιδας. Αριστερά piαρουσιάζεται ένα φυσικό
έγχρωμο σύνθετο της piεριοχής, στη μέση piαρουσιάζεται το TC για το έτος 2014 και δεξιά
piαρουσιάζεται το TC για το έτος 2015. Με τους κόκκινους κύκλους τονίζονται οι piεριοχές
εκείνες στις οpiοίες piαρατηρείται σημαντική μεταβολή στην έκταση piου καλύpiτει το
νερό της λίμνης κατά τα δύο αυτά έτη όpiως ξεκάθαρα φαίνεται αpiό τη διαχρονική ανάλυση
η οpiοία piραγματοpiοιήθηκε για την piαραγωγή των TCs.
τις τιμές στο κάθε κανάλι ώστε να είναι δυνατόν να διαμορφωθούν μοτίβα τα οpiοία ακολου-
θούν ομοειδείς εpiιφάνειες. Για piαράδειγμα όpiως βλέpiουμε στο υpiόμνημα του σχήματος
5.4 με κόκκινο χρώμα στο TC φαίνονται οι Αλλαγές στην κάλυψη γης. Κόκκινο
χρώμα σημαίνει υψηλή τιμή στο κόκκινο κανάλι και piολύ χαμηλές τιμές στα υpiόλοιpiα δηλαδή
σημαίνει υψηλή piολύ υψηλή τιμή στο συντελεστή μεταβλητότητας και αρκετά χαμηλές τιμές
στη μέγιστη και στη μέση τιμή του NDVI/EVI2, συνεpiώς δηλαδή υpiοδηλώνει έντονη αλλαγή
στις αpiεικονιζόμενες εpiιφάνειες. Με piαρόμοια συλλογιστική ο Τύpiος καλλιεργειών 1
είναι κοντά στο ανοικτό κίτρινο με σχετικά υψηλή τιμή στο κόκκινο κανάλι (συντελεστής
μεταβλητότητας), σχετικά υψηλή τιμή στο piράσινο κανάλι (μέγιστη τιμή του NDVI/EVI2)
και χαμηλή τιμή στο μpiλε κανάλι (μέση τιμή του NDVI/EVI2). Τιμές οι οpiοίες υpiοδηλώνουν
φυτό το οpiοίο καλλιεργείται μια φορά το χρόνο και έχει piολύ σύντομο κύκλο ανάpiτυξης. Συ-
νεχίζοντας, ο Τύpiος καλλιεργειών 2 είναι κοντά στο piράσινο με σχετικά χαμηλή τιμή
στο κόκκινο κανάλι (συντελεστής μεταβλητότητας), υψηλή τιμή στο piράσινο κανάλι (μέγιστη
τιμή του NDVI/EVI2) και σχετικά υψηλή τιμή στο μpiλε κανάλι (μέση τιμή του NDVI/EVI2).
Τιμές οι οpiοίες υpiοδηλώνουν φυτό το οpiοίο καλλιεργείται μια φορά το χρόνο και έχει αρκετά
μεγάλο κύκλο ανάpiτυξης. Ακολουθεί η κλάση Αειθαλές Δάσος η οpiοία είναι κοντά στο
σκούρο piράσινο με piολύ χαμηλή τιμή στο κόκκινο κανάλι (συντελεστής μεταβλητότητας),
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Σχήμα 5.8: Εστίαση σε μία ορεινή piεριοχή η οpiοία εpiιδεικνύει piυκνή δασική δομή.
Αριστερά piαρουσιάζεται ένα φυσικό έγχρωμο σύνθετο της piεριοχής, στη μέση piαρουσιάζεται
το TC για το έτος 2014 και δεξιά piαρουσιάζεται το TC για το έτος 2015. Με το κόκκινο
ορθογώνιο τονίζεται το piόσο ξεκάθαρα διαφαίνεται ο κύριος δρόμος, ο οpiοίος διασχίζει την
piεριοχή, στις εικόνες των TCs σε σχέση με το φυσικό έγχρωμο σύνθετο. Εpiίσης, όpiως
βλέpiουμε και αpiό το υpiόμνημα των TCs (σχήμα 5.4), η piεριοχή piεριέχει ως
εpiί των piλείστων αειθαλή φυτά.
υψηλή τιμή στο piράσινο κανάλι (μέγιστη τιμή του NDVI/EVI2) και υψηλή τιμή στο μpiλε κα-
νάλι (μέση τιμή του NDVI/EVI2). Αντίθετα η κατηγορία Φυλλοβόλο Δάσος είναι κοντά
στο κίτρινο με υψηλή τιμή στο κόκκινο κανάλι (συντελεστής μεταβλητότητας), υψηλή τιμή
στο piράσινο κανάλι (μέγιστη τιμή του NDVI/EVI2) και χαμηλή τιμή στο μpiλε κανάλι (μέση
τιμή του NDVI/EVI2). Τέλος, η κλάση Τεχνητή Εpiιφάνεια είναι κοντά στο σκούρο
καφέ με αρκετά χαμηλές τιμές σε όλα τα κανάλια, δηλαδή μια εpiιφάνεια η οpiοία δεν αλλάζει
στο χρόνο, δεν έχει υψηλή τιμή στο δείκτη NDVI/EVI2 και έχει και χαμηλή μέση τιμή στο
δείκτη NDVI/EVI2. Με piαρόμοιο τρόpiο μpiορούμε να αξιολογήσουμε το χρώμα του κάθε
pixel του TC και να αpiοφασίσουμε για το είδος της εpiιφάνειας το οpiοίο αpiεικονίζει καθώς
οι στατιστικές ιδιότητες του κάθε pixel οι οpiοίες αpiοκαλύpiτονται με τη διαχρονική ανάλυση
την οpiοία διενεργήσαμε κάνουν φανερή την ταυτότητά του.
Στο σχήμα 5.5 piραγματοpiοιείται εστίαση στο λιγνιτωρυχείο του Αμύνταιου.
Αριστερά piαρουσιάζεται ένα φυσικό έγχρωμο σύνθετο της piεριοχής, στη μέση piαρουσιάζεται
το TC για το έτος 2014 και δεξιά piαρουσιάζεται το TC για το έτος 2015. Με τους κόκ-
κινους κύκλους τονίζονται οι piεριοχές εκείνες στις οpiοίες piαρατηρείται σημαντική αύξηση
των δραστηριοτήτων του ορυχείου κατά τα δύο αυτά έτη όpiως ξεκάθαρα φαίνεται αpiό τη
διαχρονική ανάλυση η οpiοία piραγματοpiοιήθηκε για την piαραγωγή των TCs. Στο σχήμα
5.6 piραγματοpiοιείται εστίαση στο λιγνιτωρυχείο της Πτολεμαΐδας. Αριστερά piαρου-
σιάζεται ένα φυσικό έγχρωμο σύνθετο της piεριοχής, στη μέση piαρουσιάζεται το TC για το
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Σχήμα 5.9: Εστίαση σε αγροτεμάχια στην piεριοχή του Αξιού piοταμού, piοικίλων τύpiων
καλλιέργειας. Αριστερά piαρουσιάζεται ένα φυσικό έγχρωμο σύνθετο της piεριοχής, στη μέση
piαρουσιάζεται το TC για το έτος 2014 και δεξιά piαρουσιάζεται το TC για το έτος 2015.
Με το κόκκινο ορθογώνιο τονίζεται το piόσο ξεκάθαρα διαφαίνεται ο κύριος δρόμος, ο οpiοίος
διασχίζει την piεριοχή, στις εικόνες των TCs σε σχέση με το φυσικό έγχρωμο σύνθετο. Με
τους κόκκινους κύκλους τονίζονται, ενδεικτικά, κάpiοιες piεριοχές στις οpiοίες piαρατηρείται
έντονη διαφοροpiοίηση στην αpiόκριση της βλάστησης όpiως piροκύpiτει αpiό τη
διαχρονική ανάλυση για την piαραγωγή των TCs. Η έντονη διαφοροpiοίηση piιθανώς να σημαίνει
αλλαγή στο είδος του φυτού piου καλλιεργήθηκε αpiό έτος σε έτος.
έτος 2014 και δεξιά piαρουσιάζεται το TC για το έτος 2015. Με τους κόκκινους κύκλους
τονίζονται οι piεριοχές εκείνες στις οpiοίες piαρατηρείται σημαντική αύξηση των δραστη-
ριοτήτων του ορυχείου κατά τα δύο αυτά έτη όpiως ξεκάθαρα φαίνεται αpiό τη διαχρονική
ανάλυση η οpiοία piραγματοpiοιήθηκε για την piαραγωγή των TCs.
Στο σχήμα 5.7 piραγματοpiοιείται εστίαση στη λίμνη της Βεγορίτιδας. Αριστερά
piαρουσιάζεται ένα φυσικό έγχρωμο σύνθετο της piεριοχής, στη μέση piαρουσιάζεται το TC
για το έτος 2014 και δεξιά piαρουσιάζεται το TC για το έτος 2015. Με τους κόκκινους
κύκλους τονίζονται οι piεριοχές εκείνες στις οpiοίες piαρατηρείται σημαντική μεταβολή στην
έκταση piου καλύpiτει το νερό της λίμνης κατά τα δύο αυτά έτη όpiως ξεκάθαρα φαίνεται
αpiό τη διαχρονική ανάλυση η οpiοία piραγματοpiοιήθηκε για την piαραγωγή των TCs.
Στο σχήμα 5.8 piραγματοpiοιείται εστίαση σε μία ορεινή piεριοχή η οpiοία εpiιδεικνύει
piυκνή δασική δομή. Αριστερά piαρουσιάζεται ένα φυσικό έγχρωμο σύνθετο της piεριοχής,
στη μέση piαρουσιάζεται το TC για το έτος 2014 και δεξιά piαρουσιάζεται το TC για το έτος
2015. Με το κόκκινο ορθογώνιο τονίζεται το piόσο ξεκάθαρα διαφαίνεται ο κύριος δρόμος,
ο οpiοίος διασχίζει την piεριοχή, στις εικόνες των TCs σε σχέση με το φυσικό έγχρωμο
σύνθετο. Εpiίσης, όpiως βλέpiουμε και αpiό το υpiόμνημα των TCs (σχήμα 5.4), η
piεριοχή piεριέχει ως εpiί των piλείστων αειθαλή φυτά.
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Σχήμα 5.10: Εστίαση στην ευρύτερη piεριοχή της Κατερίνης. Αριστερά piαρουσιάζεται ένα
φυσικό έγχρωμο σύνθετο της piεριοχής, στη μέση piαρουσιάζεται το TC για το έτος 2014
και δεξιά piαρουσιάζεται το TC για το έτος 2015. Με το κόκκινα ορθογώνια τονίζεται το
piόσο ξεκάθαρα διαφαίνεται η Εθνική Οδός Αθηνών-Θεσσαλονίκης σε όλο σχεδόν
το μήκος της, η οpiοία διασχίζει την piεριοχή, στις εικόνες των TCs σε σχέση με το φυσι-
κό έγχρωμο σύνθετο. Με τον κόκκινο κύκλο τονίζεται η piεριοχή της Αλυκής στην οpiοία
φαίνεται η διαρκής αλλαγή στην κάλυψη γης κατά τα δύο αυτά έτη εξαιτίας των δρα-
στηριοτήτων των αλυκών όpiως ξεκάθαρα φαίνεται αpiό τη διαχρονική ανάλυση η οpiοία
piραγματοpiοιήθηκε για την piαραγωγή των TCs.
Στο σχήμα 5.9 piραγματοpiοιείται εστίαση σε αγροτεμάχια στην piεριοχή του Αξιού
piοταμού, piοικίλων τύpiων καλλιέργειας. Αριστερά piαρουσιάζεται ένα φυσικό έγχρωμο σύνθε-
το της piεριοχής, στη μέση piαρουσιάζεται το TC για το έτος 2014 και δεξιά piαρουσιάζεται
το TC για το έτος 2015. Με το κόκκινο ορθογώνιο τονίζεται το piόσο ξεκάθαρα διαφαίνεται
ο κύριος δρόμος, ο οpiοίος διασχίζει την piεριοχή, στις εικόνες των TCs σε σχέση με το φυσικό
έγχρωμο σύνθετο. Με τους κόκκινους κύκλους τονίζονται, ενδεικτικά, κάpiοιες piεριοχές στις
οpiοίες piαρατηρείται έντονη διαφοροpiοίηση στην αpiόκριση της βλάστησης όpiως
piροκύpiτει αpiό τη διαχρονική ανάλυση για την piαραγωγή των TCs. Η έντονη διαφοροpiοίηση
piιθανώς να σημαίνει αλλαγή στο είδος του φυτού piου καλλιεργήθηκε αpiό έτος σε έτος.
Στο σχήμα 5.10 piραγματοpiοιείται εστίαση στην ευρύτερη piεριοχή της Κατερίνης.
Αριστερά piαρουσιάζεται ένα φυσικό έγχρωμο σύνθετο της piεριοχής, στη μέση piαρουσιάζεται
το TC για το έτος 2014 και δεξιά piαρουσιάζεται το TC για το έτος 2015. Με το
κόκκινα ορθογώνια τονίζεται το piόσο ξεκάθαρα διαφαίνεται η Εθνική Οδός Αθηνών-
Θεσσαλονίκης σε όλο σχεδόν το μήκος της, η οpiοία διασχίζει την piεριοχή, στις εικόνες των
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Σχήμα 5.11: Εστίαση σε αστική piεριοχή στο κέντρο της Θεσσαλονίκης. Αριστερά
piαρουσιάζεται ένα φυσικό έγχρωμο σύνθετο της piεριοχής, στη μέση piαρουσιάζεται το TC
για το έτος 2014 και δεξιά piαρουσιάζεται το TC για το έτος 2015. Δεν piροκύpiτουν σημαντικές
διαφοροpiοιήσεις στο piλαίσιο της ανάλυσης μας, κάτι piου είναι και αναμενόμενο καθώς δεν
συμβαίνουν συχνά μεγάλες αλλαγές στα κέντρα μεγάλων αστικών piεριοχών.
TCs σε σχέση με το φυσικό έγχρωμο σύνθετο. Με τον κόκκινο κύκλο τονίζεται η piεριοχή
της Αλυκής στην οpiοία φαίνεται η διαρκής αλλαγή στην κάλυψη γης κατά τα δύο
αυτά έτη εξαιτίας των δραστηριοτήτων των αλυκών όpiως ξεκάθαρα φαίνεται αpiό τη
διαχρονική ανάλυση η οpiοία piραγματοpiοιήθηκε για την piαραγωγή των TCs.
Στο σχήμα 5.11 piραγματοpiοιείται εστίαση σε αστική piεριοχή στο κέντρο της Θεσ-
σαλονίκης. Αριστερά piαρουσιάζεται ένα φυσικό έγχρωμο σύνθετο της piεριοχής, στη μέση
piαρουσιάζεται το TC για το έτος 2014 και δεξιά piαρουσιάζεται το TC για το έτος 2015. Δεν
piροκύpiτουν σημαντικές διαφοροpiοιήσεις στο piλαίσιο της ανάλυσης μας, κάτι piου είναι και
αναμενόμενο καθώς δεν συμβαίνουν συχνά μεγάλες αλλαγές στα κέντρα μεγάλων αστικών
piεριοχών.
Τα αpiοτελέσματα καταδεικνύουν piόσο piολύτιμες μpiορούν να αpiοδειχθούν τέτοιου είδους
αναλύσεις. Παρατηρούμε piόσο εύκολο είναι με αpiλή φωτοερμηνεία, να εντοpiίσουμε αλλαγές
στη γήινη εpiιφάνεια αλλά και piοσοτικά να εντοpiίσουμε το μέγεθος των αλλαγών αυτών.
Τα τελικά διαχρονικά έγχρωμα σύνθετα μpiορούν να χρησιμοpiοιηθούν τόσο ως μεμονωμένοι
χάρτες για την αpiεικόνιση και τη μελέτη των μεταβολών στην κάλυψη γης όσο και ως είσοδοι
σε σύνθετους αλγορίθμους ταξινόμησης με τη μορφή piεριορισμών τους οpiοίους θα piρέpiει να
piληροί ένα pixel για να ανατεθεί σε κάpiοια κλάση με τη μεγαλύτερη δυνατή ασφάλεια.
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Σχήμα 5.12: Σχήμα το οpiοίο εpiιδεικνύει τους τελικούς χάρτες οι οpiοίοι piαρήχθησαν για την
αpiοτύpiωση της εpiοχικότητας στην piεριοχή ενδιαφέροντος (path-row: 184_032 του
δορυφόρου Landsat 8). Πάνω αριστερά (i) piαρουσιάζεται ένα φυσικό έγχρωμο σύν-
θετο της piεριοχής ενδιαφέροντος, piάνω δεξιά (ii) piαρουσιάζεται ο χάρτης αpiοτύpiωσης της
εpiοχικότητας της piεριοχής ενδιαφέροντος ο οpiοίος είναι κοινός για τους δείκτες NDVI/EVI2,
ο οpiοίος piροέκυψε μέσω της διαχρονικής ανάλυσης για κάθε pixel κάθε εικόνας η οpiοία λή-
φθηκε αpiό το δορυφόρο Landsat 8 κατά το έτος 2014, κάτω αριστερά (iii) piαρουσιάζεται ο
χάρτης αpiοτύpiωσης της εpiοχικότητας της piεριοχής ενδιαφέροντος ο οpiοίος είναι κοινός για
τους δείκτες NDVI/EVI2, ο οpiοίος piροέκυψε μέσω της διαχρονικής ανάλυσης για κάθε pixel
κάθε εικόνας η οpiοία λήφθηκε αpiό το δορυφόρο Landsat 8 κατά το έτος 2015 και τέλος
piαρουσιάζεται το υpiόμνημα των χαρτών αpiοτύpiωσης της εpiοχικότητας.
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5.2 Αpiοτύpiωση της εpiοχικότητας
΄Οpiως σχολιάσαμε αναλυτικά και στο κεφάλαιο 4 με τον όρο αpiοτύpiωση της εpiοχικότη-
τας αναφερόμαστε στη μέρα του έτους για την οpiοία εpiικρατεί κάpiοια συγκεκριμένη συνθή-
κη/συνθήκες σε μία piεριοχή και ενδιαφερόμαστε να τη γνωρίζουμε για να piροχωρήσουμε σε
διάφορες αναλύσεις.
Στην piαρούσα εργασία, και με μια εστίαση σε αγροτικές εφαρμογές, με τον όρο αpiοτύ-
piωση της εpiοχικότητας ορίζουμε το ενδιαφέρον μας ώστε να γνωρίζουμε τη μέρα του έτους
για την οpiοία σε μια piεριοχή (pixel) συμβαίνει ο δείκτης NDVI (ή ο δείκτης EVI2) να piαίρνει
τη μέγιστη τιμή του. Με την εξαγωγή μιας τέτοιας piληροφορίας είμαστε σε θέση να εξάγου-
με μοτίβα για την ανάpiτυξη piαρακολουθούμενων καλλιεργειών, να piαρατηρούμε ομοιότητες,
να διαχωρίζουμε ανομοιογένειες και να piαρακολουθούμε εpiακριβώς την κατάσταση piου εpiι-
κρατεί σε μια piεριοχή piου καλύpiτει ένα συγκεκριμένο pixel για κάθε κύκλο ανάpiτυξης των
καλλιεργειών.
Εpiομένως, στο υλοpiοιημένο ερώτημα για την αpiοτύpiωση της εpiοχικότητας στα piλαίσια
της piαρούσας εργασίας, στόχος μας ήταν για κάθε path-row (ή tile) των δορυφόρων, δε-
δομένα των οpiοίων αpiοθηκεύονται στο σύστημά μας, να εντοpiίσουμε μέσω της διαχρονικής
ανάλυσης όλων των σκηνών κάθε path-row (ή tile) τη μέρα του έτους για την οpiοία συμβαίνει
ο δείκτης NDVI (ή ο δείκτης EVI2) να piαίρνει τη μέγιστη τιμή του σε κάθε pixel piου piε-
ριέχει ένα συγκεκριμένο path-row (ή tile) και αφού γίνει ο εν λόγω εντοpiισμός να piαράγεται
ο αντίστοιχος χάρτης. Σημειώνεται ότι οι τιμές του δείκτη NDVI piαίρνουν την ίδια μέρα τη
μέγιστη τιμή τους με τις τιμές του δείκτη EVI2. Αυτό συμβαίνει γιατί και οι δύο δείκτες
piροκύpiτουν ως αpiοτελέσματα piράξεων του κόκκινου με το υpiέρυθρο κανάλι του δορυφόρου
Landsat 8 μέσω piαρεμφερών γραμμικών σχέσεων και αυτό έχει σαν συνέpiεια ναι μεν οι τι-
μές τους καθώς και η ερμηνεία των τιμών τους να είναι διαφορετική αλλά οι μέγιστες τιμές
τους να piροκύpiτουν τις ίδιες μέρες. Εpiομένως, στα διαγράμματα piαρουσιάζεται ένας χάρτης
αpiοτύpiωσης της εpiοχικότητας ο οpiοίος είναι κοινός και για τους δύο δείκτες.
Στο σχήμα 5.12 piαρουσιάζονται οι τελικοί χάρτες οι οpiοίοι piαρήχθησαν για την α-
piοτύpiωση της εpiοχικότητας στην piεριοχή ενδιαφέροντος (path-row: 184_032 του
δορυφόρου Landsat 8). Πάνω αριστερά (i) piαρουσιάζεται ένα φυσικό έγχρωμο σύν-
θετο της piεριοχής ενδιαφέροντος, piάνω δεξιά (ii) piαρουσιάζεται ο χάρτης αpiοτύpiωσης της
εpiοχικότητας της piεριοχής ενδιαφέροντος ο οpiοίος είναι κοινός για τους δείκτες NDVI/EVI2,
ο οpiοίος piροέκυψε μέσω της διαχρονικής ανάλυσης για κάθε pixel κάθε εικόνας η οpiοία λή-
φθηκε αpiό το δορυφόρο Landsat 8 κατά το έτος 2014, κάτω αριστερά (iii) piαρουσιάζεται ο
χάρτης αpiοτύpiωσης της εpiοχικότητας της piεριοχής ενδιαφέροντος ο οpiοίος είναι κοινός για
τους δείκτες NDVI/EVI2, ο οpiοίος piροέκυψε μέσω της διαχρονικής ανάλυσης για κάθε pixel
κάθε εικόνας η οpiοία λήφθηκε αpiό το δορυφόρο Landsat 8 κατά το έτος 2015 και τέλος
piαρουσιάζεται το υpiόμνημα των χαρτών αpiοτύpiωσης της εpiοχικότητας.
Στο σχήμα 5.13 piραγματοpiοιείται εστίαση στην ευρύτερη piεριοχή του Αξιού piο-
ταμού. Αριστερά piαρουσιάζεται ο χάρτης αpiοτύpiωσης της εpiοχικότητας για τους δείκτες
NDVI/EVI2 κατά το έτος 2014, στη μέση piαρουσιάζεται ο χάρτης αpiοτύpiωσης της εpiοχι-
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κότητας για τους δείκτες NDVI/EVI2 κατά το έτος 2015 ενώ δεξιά έχουμε το υpiόμνημα
των δύο χαρτών. Παρατηρείται διαφοροpiοίηση μεταξύ των δύο χαρτών στη μεγαλύτερη έκτα-
ση της αpiεικονιζόμενης piεριοχής. Η διαφοροpiοίηση, piοσοτικά, είναι της τάξης
των 15-20 ημερών κατά piλειοψηφία στις καλλιεργήσιμες εκτάσεις. Η κορύφωση του
καλλιεργητικού κύκλου ζωής συνέβη piερίpiου 15-20 ημέρες νωρίτερα κα-
τά το έτος 2015 αpiό ότι το έτος 2014. Αυτό μpiορεί να οφείλεται τόσο σε κλιματολογικές
συνθήκες όσο και σε καλλιεργητικές piρακτικές.
Στο σχήμα 5.14 piραγματοpiοιείται εστίαση σε καλλιεργήσιμες εκτάσεις. Αρι-
στερά piαρουσιάζεται ο χάρτης αpiοτύpiωσης της εpiοχικότητας για τους δείκτες NDVI/EVI2
κατά το έτος 2014, στη μέση piαρουσιάζεται ο χάρτης αpiοτύpiωσης της εpiοχικότητας για
τους δείκτες NDVI/EVI2 κατά το έτος 2015 ενώ δεξιά έχουμε το υpiόμνημα των δύο
χαρτών. Παρατηρείται διαφοροpiοίηση μεταξύ των δύο χαρτών στη μεγαλύτερη έκταση
της αpiεικονιζόμενης piεριοχής. Η διαφοροpiοίηση είναι εντονότερη σε κάpiοια αγροτεμάχια και
i. DOY,max ND/E[VI] (2014) ii. DOY,max ND/E[VI] (2015) iii. Υpiόμνημα
Σχήμα 5.13: Εστίαση στην ευρύτερη piεριοχή του Αξιού piοταμού. Αριστερά piαρουσιά-
ζεται ο χάρτης αpiοτύpiωσης της εpiοχικότητας για τους δείκτες NDVI/EVI2 κατά το έτος
2014, στη μέση piαρουσιάζεται ο χάρτης αpiοτύpiωσης της εpiοχικότητας για τους δείκτες
NDVI/EVI2 κατά το έτος 2015 ενώ δεξιά έχουμε το υpiόμνημα των δύο χαρτών. Παρα-
τηρείται διαφοροpiοίηση μεταξύ των δύο χαρτών στη μεγαλύτερη έκταση της αpiεικονιζόμενης
piεριοχής. Η διαφοροpiοίηση, piοσοτικά, είναι της τάξης των 15-20 ημερών
κατά piλειοψηφία στις καλλιεργήσιμες εκτάσεις. Η κορύφωση του καλλιεργητικού
κύκλου ζωής συνέβη piερίpiου 15-20 ημέρες νωρίτερα κατά το έτος 2015 αpiό
ότι το έτος 2014. Αυτό μpiορεί να οφείλεται τόσο σε κλιματολογικές συνθήκες όσο και σε
καλλιεργητικές piρακτικές.
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Σχήμα 5.14: Εστίαση σε καλλιεργήσιμες εκτάσεις. Αριστερά piαρουσιάζεται ο χάρτης
αpiοτύpiωσης της εpiοχικότητας για τους δείκτες NDVI/EVI2 κατά το έτος 2014, στη μέση
piαρουσιάζεται ο χάρτης αpiοτύpiωσης της εpiοχικότητας για τους δείκτες NDVI/EVI2 κατά
το έτος 2015 ενώ δεξιά έχουμε το υpiόμνημα των δύο χαρτών. Παρατηρείται διαφο-
ροpiοίηση μεταξύ των δύο χαρτών στη μεγαλύτερη έκταση της αpiεικονιζόμενης piεριοχής.
Η διαφοροpiοίηση είναι εντονότερη σε κάpiοια αγροτεμάχια και ηpiιότερη σε κάpiοια άλλα. Με
το κόκκινο ορθογώνιο τονίζεται μια piεριοχή έντονης διαφοροpiοίησης (τάξη μεγέθους μήνες)
ενώ με τον κόκκινο κύκλο τονίζεται μια piεριοχή ηpiιότερης διαφοροpiοίησης (τάξη μεγέθους
1 μήνας). Οι διαφοροpiοιήσεις αυτές μpiορεί να οφείλονται τόσο σε κλιματολογικές συνθήκες
όσο και σε καλλιεργητικές piρακτικές (για piαράδειγμα αλλαγή του τύpiου/είδους του φυτού το
οpiοίο καλλιεργείται).
ηpiιότερη σε κάpiοια άλλα. Με το κόκκινο ορθογώνιο τονίζεται μια piεριοχή έντονης διαφορο-
piοίησης (τάξη μεγέθους μήνες) ενώ με τον κόκκινο κύκλο τονίζεται μια piεριοχή ηpiιότερης
διαφοροpiοίησης (τάξη μεγέθους 1 μήνας). Οι διαφοροpiοιήσεις αυτές μpiορεί να οφείλονται τό-
σο σε κλιματολογικές συνθήκες όσο και σε καλλιεργητικές piρακτικές (για piαράδειγμα αλλαγή




Οι τωρινές τεχνολογίες μεγάλων γεωχωρικών δεδομένων στοχεύουν piρος την εpiίτευξη
της κλιμακωσιμότητας των συστημάτων, στην αpiοτελεσματικότητα της αpiοθήκευσης και στην
piαροχή γεωχωρικών υpiηρεσιών ανάλυσης ώστε να είναι δυνατόν να piροσφέρουν piληροφορίες
χωρικής ανάλυσης όχι μόνο σε ένα μεγάλο κοινό αpiό εpiαγγελματίες στο χώρο των GIS αλλά
και σε χρήστες εφαρμογών κινητών συσκευών, χρήστες μέσων κοινωνικής δικτύωσης καθώς
και piρωτοβουλιών ανοιχτών δεδομένων. Το κύριο piεδίο ενδιαφέροντος είναι η μετακίνηση
αpiό την αpiλή piαρακολούθηση και αναφορά γεγονότων και φαινομένων σε μια συλλογή αpiό
υψηλού εpiιpiέδου υpiηρεσίες οι οpiοίες θα μpiορούν να piροσφέρουν χρήσιμα αpiοτελέσματα ανά-
λυσης για την κάλυψη καθημερινών αναγκών των εpiαγγελματιών οι οpiοίοι εμpiλέκονται στα
διάφορα piεδία εφαρμογών χωρικής ανάλυσης όpiως για piαράδειγμα είναι η γεωργία, το piερι-
βάλλον, η δασοκομία κ.α. Πιο συγκεκριμένα, piεριμένουμε μια μετακίνηση αpiό τη διενέργεια
αναλύσεων στα δεδομένα και τις αναλύσεις piραγματικού χρόνου στην piαρακολούθηση μετα-
βολών σε piραγματικό χρόνο αλλά και στην piρόβλεψη διάφορων μεταβολών μέσω εύρωστων
μοντελοpiοιήσεων και τεχνικών τεχνητής νοημοσύνης.
Εpiιpiροσθέτως, όσον αναφορά τα γεωχωρικά δεδομένα, αναμένεται στα εpiόμενα χρόνια
μια αλλαγή piροσέγγισης καθώς θα είναι δυνατή η καθημερινή piαρακολούθηση ολόκληρου του
piλανήτη μέσω piολλών, μικρών δορυφόρων σε τροχιά, με χωρική ανάλυση μερικών μέτρων (για
τον κόσμο των raster δεδομένων), αλλά και με piροχωρημένες τεχνολογίες υpiερφασματικής
φωτογραφίας piάνω σε drones και δορυφόρους. Εpiιpiλέον, έχει ξεκινήσει η ενασχόληση με την
αναδυόμενη τεχνολογία του βίντεο συνεχούς ροής (video streaming) piάνω σε δορυφόρους
για την piαρακολούθηση της γης, η οpiοία θα piροσφέρει μια τεράστια εξέλιξη στα διαθέσιμα
χωρικά δεδομένα piου piροέρχονται αpiό το διάστημα, με ταυτόχρονη έκρηξη στις ανάγκες
αpiοθηκευτικού χώρου καθώς και ρυθμών συμpiίεσης αpiό νέους αλγορίθμους.
Στο piεδίο της τηλεpiισκόpiησης, η εισαγωγή drones χαμηλού κόστους αναμένεται να δώσει
μεγάλη ώθηση στην συλλογή τηλεpiισκοpiικών δεδομένων και ιδιαίτερα δεδομένων piάρα piολλής
μεγάλης χωρικής ανάλυσης της τάξης των 10 cm ή και ακόμα μικρότερης για συγκεκριμένες
εφαρμογές. Είναι εύκολο να γίνει αντιληpiτό ότι ο τεράστιος υpiολογιστικός φόρτος piου θα
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αpiαιτείται για την εpiεξεργασία αυτών των δεδομένων θα αpiαιτήσει ερευνητική δραστηριότητα
στην αυτοματοpiοίηση τεχνικών και ιδιαίτερα στο μετασχηματισμό piρωτογενών δεδομένων σε
καλιμpiραρισμένη και εpiικυρωμένη piληροφορία. Αναμένεται ότι οι τεχνικές μηχανικής μάθησης
(machine learning) θα εμpiλακούν piρος αυτήν την κατεύθυνση ώστε να piροσφέρουν εύρωστες
εφαρμογές για την ταξινόμηση εικόνων, την αναγνώριση αντικειμένων όpiως εpiίσης και την
εγγραφή multi-modal δεδομένων (multi-modal data registration).
Σημαντικές τεχνολογικές piροκλήσεις piροέρχονται αpiό την εξέλιξη και στη χρήση των
χαρτών. ΄Ενας χάρτης συνήθως ήταν κάτι piου βρισκόταν σε ένα βιβλίο και piεριέγραφε τοpiο-
θεσίες εξωτερικών χώρων. Πλέον ο χάρτης είναι κάτι piου οι άνθρωpiοι έχουν συνεχώς μαζί
τους σε ένα smartphone ή σε ένα tablet pc και εξαρτώνται σε μεγάλο βαθμό αpiό τις piλη-
ροφορίες piου υpiηρεσίες βασισμένες στους χάρτες piροσφέρουν. Εpiίσης η νέα τάση βρίσκεται
στους χάρτες piου piεριγράφουν εσωτερικούς χώρους όpiως για piαράδειγμα είναι ένα μουσείο
ή ένα piολυκατάστημα. Εpiειδή οι φορητές συσκευές με γνώση της εσωτερικής τοpiοθεσίας
piροσφέρουν μεγάλες εpiιχειρηματικές ευκαιρίες, piεριμένουμε ότι η εκρηκτική διαθεσιμότητα
χαρτών εσωτερικών χώρων θα ανοίξει ένα νέο μέτωpiο στις υpiηρεσίες βασισμένες στην εσω-
τερική τοpiοθεσία (indoor location based services). Εpiιpiλέον, η βελτίωση στην τεχνολογία
έχει καταστήσει να είναι εφικτή η γρήγορη συλλογή τρισδιάστατης piληροφορίας και για το
λόγο αυτό οι τρισδιάστατοι (3D) χάρτες γίνονται όλο και piιο κοινοί. Η ικανότητα για piαροχή
3D χαρτών σε piεριηγητές ιστού σε συνδυασμό με το ολοένα και αυξανόμενο ενδιαφέρον για
το αστικό piεριβάλλον, δίνουν την ώθηση για την ανάpiτυξη ενός νέου εύρους εφαρμογών.
Εpiιpiροσθέτως, η εpiαυξημένη piραγματικότητα (Augmented Reality (AR)) συγχωνεύει
τους χάρτες με τον piραγματικό κόσμο. Η AR βρίσκεται ακόμα σε piρωταρχικό στάδιο αλλά
είναι σε θέση να αλλάξει τον τρόpiο με τον οpiοίο βλέpiουμε τον κόσμο. ΄Ενας τομέας με τον
οpiοίο ασχολείται η AR είναι η εξατομίκευση των χαρτών για κάθε χρήστη. Η εξατομίκευση
βασίζεται στην ακαριαία και σε piραγματικό χρόνο αλληλεpiίδραση των εφαρμογών των χρη-
στών με γεωχωρική piληροφορία. Τέτοια υpiολογιστική χαρτογραφία με σκοpiό τη δημιουργία
εξειδικευμένων υpiηρεσιών για τους χρήστες εξαρτάται αpiό το αν η δόμηση της γεωχωρικής
piληροφορίας είναι τέτοια piου να εpiιτρέpiει την αυτόματη εpiεξεργασία της. Η εξέλιξη στο
εpiιστημονικό piεδίο της σημασιολογίας (semantics domain) είναι δυνατόν να piροσφέρει μια
βασική οντολογία για την εκτέλεση τέτοιων αυτοματοpiοιημένων γεωχωρικών υpiολογισμών.
Στη συνέχεια piαρουσιάζουμε κάpiοια συμpiεράσματα piου piροκύpiτουν αpiό την εκpiόνηση της
μεταpiτυχιακής εργασίας καθώς και piροτάσεις για θέματα μελλοντικής έρευνας και piεραιτέρω
μελέτης.
6.1 Σύνοψη και συμpiεράσματα
Στην εργασία αυτή piαρουσιάστηκε ο σχεδιασμός και η υλοpiοίηση ενός piλήρους εpiιχειρη-
σιακού συστήματος διαχείρισης και εpiεξεργασίας μεγάλων γεωχωρικών δεδομένων το οpiοίο
είναι ικανό να χρησιμοpiοιηθεί για piολύ μεγάλο εύρος εφαρμογών ανάλυσης τόσο raster δεδο-
μένων όσο και vector δεδομένων ή και συνδυασμό τους. Οι εφαρμογές αυτές piεριλαμβάνουν
τόσο μη διαδραστικές εφαρμογές (batch processing) όσο και εφαρμογές piραγματικού χρό-
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νου (real-time processing). Η κατανεμημένη αρχιτεκτονική του συστήματος, σχεδιασμένη με
τις piιο piαραδεκτές piρακτικές και χρησιμοpiοιώντας τα piιο εύρωστα, δημοφιλή και σύγχρονα
piρογραμματιστικά εργαλεία και piλατφόρμες εγγυάται την ταχύτατη εpiεξεργασία και ανάλυ-
ση των αpiοθηκευμένων δεδομένων δίνοντας έμφαση στην ολοκληρωτική χρησιμοpiοίηση των
διαθέσιμων υpiολογιστικών piόρων, στη μαζική piαραλληλοpiοίηση των αλγοριθμικών βημάτων
καθώς και στην piρόσβαση στα δεδομένα και ταυτόχρονα εκpiληρώνοντας τις αpiαιτήσεις για
αpiρόσκοpiτη και συνεχόμενη λειτουργία του συστήματος, piροστασία των δεδομένων αpiό ενδε-
χόμενες αστοχίες υλικού και γρήγορη ανάνηψη σε piερίpiτωση piου συμβούν σοβαρές αστοχίες
υλικού. Τα αpiοτελέσματα της εφαρμογής των υλοpiοιημένων αλγορίθμων στο σύστημα για
τη διαχρονική ανάλυση των αpiοθηκευμένων δεδομένων κατέδειξαν piώς η λειτουργία και η
χρήση τέτοιων συστημάτων αpiοτελεί μονόδρομο για οργανισμούς και εταιρείες piου βασίζουν
τη δραστηριότητα τους στην ανάλυση μεγάλων γεωχωρικών δεδομένων.
6.2 Μελλοντικές Εpiεκτάσεις
Παρακάτω piαρουσιάζονται piροτάσεις για θέματα μελλοντικής έρευνας και piεραιτέρω με-
λέτης, όpiως αυτά piροκύpiτουν αpiό τις σύγχρονες τεχνολογικές piροκλήσεις και ανάγκες και
έγιναν φανερά στο piλαίσιο εκpiόνησης αυτής της διpiλωματικής εργασίας.
6.2.1 Βελτίωση και εpiέκταση του συστήματος
Οι κύριοι μελλοντικοί στόχοι είναι η βελτίωση και η εpiέκταση του ανεpiτυγμένου συστή-
ματος. Πρώτα αpiό όλα κύριο μέλημα αpiοτελεί η ενσωμάτωση και άλλων εργαλείων στην
αρχιτεκτονική του συστήματος για ακόμα piιο γρήγορη και αpiοδοτική εpiεξεργασία των δεδο-
μένων ανάλογα με τις ανάγκες της εκάστοτε εφαρμογής. Για piαράδειγμα στην piαρούσα φάση
χρησιμοpiοιείται το ίδιο ακριβώς pipeline εpiεξεργασίας τόσο για τις batch εφαρμογές όσο και
για τις εφαρμογές piραγματικού χρόνου. Με χρήση ακόμα piιο εξειδικευμένων εργαλείων για
την κάθε εφαρμογή μpiορούμε να piετύχουμε ταχύτερη εpiεξεργασία και στις δύο piεριpiτώσεις.
Η δυνατότητα χρήσης αλγορίθμων υλοpiοιημένων σε διαφορετικές γλώσσες piρογραμμα-
τισμού αpiό αυτές piου τώρα υpiοστηρίζει το σύστημα είναι θεμελιώδους σημασίας τόσο αpiό
piλευράς εpiιδόσεων, καθώς κάpiοιες γλώσσες piρογραμματισμού είναι ταχύτερες αpiό κάpiοιες
άλλες για συγκεκριμένες εφαρμογές όσο και αpiό piλευράς εύκολης χρήσης του συστήματος αpiό
χρηστές οι οpiοίοι δεν είναι εξοικειωμένοι με τις υpiοστηριζόμενες αpiό το σύστημα γλώσσες.
Εpiιpiλέον, η δυνατότητα σύνδεσης του συστήματος με υpiάρχουσες εξωτερικές βιβλιοθήκες
είναι θέμα piου piρέpiει να εξεταστεί ώστε να είναι δυνατή η piλήρης αξιοpiοίηση λειτουργικότητας
piου έχει ήδη αναpiτυχθεί χωρίς να χρειάζεται να υλοpiοιηθεί λογισμικό ίδιας λειτουργικότητας
αpiό την αρχή κάτι το οpiοίο αpiοτελεί άσκοpiη σpiατάλη piόρων.
Τέλος, η ανάpiτυξη ή/και η ενσωμάτωση ενός υψηλού εpiιpiέδου διαχειριστικού εργαλείου
για τη διαχείριση και την piαρακολούθηση των υpiοβαλλόμενων στο σύστημα υpiολογιστικών
εργασιών είναι θεμελιώδους σημασίας αν θέλουμε να εpiιτύχουμε μέσω ενός καλώς ορισμένου
API την αpiοδοτική και συνδυασμένη χρήση του συστήματος τόσο αpiό ειδικούς όσο και αpiό
αρχάριους χρήστες αλλά και αpiό piρογράμματα εφαρμογών και διαδικτυακές υpiηρεσίες.
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Αξίζει να σημειωθεί ότι η συνεχής ενημέρωση και ενσωμάτωση στο σύστημα, των piιο piρό-
σφατων εpiικυρωμένων piρακτικών ραδιομετρικής και ατμοσφαιρικής διόρθωσης των δεδομένων,
αpiοτελεί κυρίαρχη piροτεραιότητα για τις μελλοντικές εργασίες ανάpiτυξης του συστήματος
σχετικά με τα στάδια της piρο-εpiεξεργασίας των δεδομένων και τα ερωτήματα εpiεξεργασίας
piάνω στα δεδομένα.
6.2.2 Ενσωμάτωση και αξιοpiοίηση GPUs
Στην piαρούσα εργασία αναpiτύχθηκε ένα σύστημα εpiεξεργασίας μεγάλων γεωχωρικών
δεδομένων σε piεριβάλλον cluster υpiολογιστών για εφαρμογές piαρατήρησης της Γης. Ως
συνέpiεια της αρχιτεκτονικής του συστήματος, των τμημάτων λογισμικού και των piρογραμμα-
τιστικών εργαλείων piου χρησιμοpiοιήθηκαν ήταν δυνατή η piαράλληλη εκτέλεση των υpiολο-
γιστικών εργασιών τόσο κατά μήκος των διαφορετικών υpiολογιστικών κόμβων του cluster
piεριβάλλοντος όσο και κατά μήκος των διαθέσιμων CPU cores κάθε κόμβου του cluster . Η
αξιοpiοίηση όμως των γραφικών εpiεξεργαστικών μονάδων (GPUs ) δεν είναι ακόμα δυνατή
αpiό το υpiάρχον σύστημα. Οι GPUs είναι σε θέση να βελτιώσουν σημαντικά τους χρόνους
εκτέλεσης των υpiολογιστικών εργασιών καθώς ενδείκνυνται για εφαρμογές εpiεξεργασίας ει-
κόνων οpiότε η δημιουργία του piλαισίου για τη διαφανή piρος τον χρήστη αξιοpiοίησή τους αpiό
συστήματα μεγάλης κλίμακας είναι καθοριστικής σημασίας. Υpiάρχουν διάφορα frameworks
τα οpiοία μpiορούν να χρησιμοpiοιηθούν piρος την κατεύθυνση αυτή, οpiότε και ο piειραματισμός
με αυτά για την ενσωμάτωση τους στο υpiάρχον σύστημα αpiοτελεί σίγουρα σημαντική piτυχή
της εpiέκτασης του ανεpiτυγμένου συστήματος.
6.2.3 Benchmarking
Σημείο κλειδί αpiοτελεί εpiίσης η εγκατάσταση του συστήματος σε piεριβάλλον piαραγωγής
ώστε να αpiοκτηθεί εικόνα και εμpiειρία για τη συμpiεριφορά του σε piραγματικές συνθήκες και
αpiαιτήσεις. Σε τέτοιο piεριβάλλον έχει νόημα η διενέργεια benchmarkings καθώς εpiίσης και
stress tests αρχικά σε εpiίpiεδο αξιολόγησης του ίδιου του συστήματος για να διαpiιστωθούν οι
δυνατότητες του piέρα αpiό θεωρητικές εκτιμήσεις και συνθήκες σε piεριβάλλον ελέγχου όpiως
εpiίσης και τα bottlenecks ενός τέτοιου συστήματος. ΄Εpiειτα θα ακολουθήσει η αξιολόγηση
του συστήματος σε σχέση και σε σύγκριση με άλλα συστήματα διαχείρησης και εpiεξεργα-
σίας μεγάλων γεωχωρικών δεδομένων για να διαpiιστωθεί piιο σύστημα piαρέχει piερισσότερες
δυνατότητες, ταχύτερες εpiιδόσεις, καλύτερη κλιμάκωση και για piοιες υpiολογιστικές εργασίες.
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4.8 Στιγμιότυpiο αpiό τη διεpiιφάνεια χρήστη για την piαρακολούθηση της κατάστα-
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4.10 Στιγμιότυpiο αpiό τη διεpiιφάνεια χρήστη για την piαρακολούθηση της κατάστα-
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5.1 Φυσικό έγχρωμο σύνθετο της piεριοχής ενδιαφέροντος (path-row: 184_032
του δορυφόρου Landsat 8) για την οpiοία piραγματοpiοιήθηκαν οι ανε-
piτυγμένες διαχρονικές αναλύσεις ανά pixel οι οpiοίες και piαρουσιάζονται στο
κεφάλαιο αυτό. (Ιούνιος 2015) . . . . . . . . . . . . . . . . . . . . . . . . . . 76
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5.2 Temporal Composite (TC) της piεριοχής ενδιαφέροντος βασισμένο στο δείκτη
NDVI, το οpiοίο piροέκυψε μέσω της διαχρονικής ανάλυσης για κάθε pixel κάθε
εικόνας η οpiοία λήφθηκε αpiό το δορυφόρο Landsat 8 κατά το έτος 2014. 77
5.3 Temporal Composite (TC) της piεριοχής ενδιαφέροντος βασισμένο στο δείκτη
NDVI, το οpiοίο piροέκυψε μέσω της διαχρονικής ανάλυσης για κάθε pixel κάθε
εικόνας η οpiοία λήφθηκε αpiό το δορυφόρο Landsat 8 κατά το έτος 2015. 78
5.4 Εστίαση στην piεριοχή ενδιαφέροντος. Πάνω αριστερά (i) piαρουσιάζεται ένα
φυσικό έγχρωμο σύνθετο της piεριοχής ενδιαφέροντος, piάνω δεξιά (ii)
piαρουσιάζεται το TC της piεριοχής ενδιαφέροντος βασισμένο στο δείκτη NDVI,
το οpiοίο piροέκυψε μέσω της διαχρονικής ανάλυσης για κάθε pixel κάθε εικόνας
η οpiοία λήφθηκε αpiό το δορυφόρο Landsat 8 κατά το έτος 2014, κάτω
αριστερά (iii) piαρουσιάζεται το TC της piεριοχής ενδιαφέροντος βασισμένο στο
δείκτη NDVI, το οpiοίο piροέκυψε μέσω της διαχρονικής ανάλυσης για κάθε
pixel κάθε εικόνας η οpiοία λήφθηκε αpiό το δορυφόρο Landsat 8 κατά το
έτος 2015 και τέλος piαρουσιάζεται ένα ενδεικτικό υpiόμνημα των TCs. 79
5.5 Εστίαση στο λιγνιτωρυχείο του Αμύνταιου. Αριστερά piαρουσιάζεται
ένα φυσικό έγχρωμο σύνθετο της piεριοχής, στη μέση piαρουσιάζεται το TC
για το έτος 2014 και δεξιά piαρουσιάζεται το TC για το έτος 2015. Με
τους κόκκινους κύκλους τονίζονται οι piεριοχές εκείνες στις οpiοίες piαρατηρεί-
ται σημαντική αύξηση των δραστηριοτήτων του ορυχείου κατά τα δύο
αυτά έτη όpiως ξεκάθαρα φαίνεται αpiό τη διαχρονική ανάλυση η οpiοία piραγμα-
τοpiοιήθηκε για την piαραγωγή των TCs. . . . . . . . . . . . . . . . . . . . . 80
5.6 Εστίαση στο λιγνιτωρυχείο της Πτολεμαΐδας. Αριστερά piαρουσιάζε-
ται ένα φυσικό έγχρωμο σύνθετο της piεριοχής, στη μέση piαρουσιάζεται το
TC για το έτος 2014 και δεξιά piαρουσιάζεται το TC για το έτος 2015.
Με τους κόκκινους κύκλους τονίζονται οι piεριοχές εκείνες στις οpiοίες piα-
ρατηρείται σημαντική αύξηση των δραστηριοτήτων του ορυχείου κατά
τα δύο αυτά έτη όpiως ξεκάθαρα φαίνεται αpiό τη διαχρονική ανάλυση η οpiοία
piραγματοpiοιήθηκε για την piαραγωγή των TCs. . . . . . . . . . . . . . . . . 81
5.7 Εστίαση στη λίμνη της Βεγορίτιδας. Αριστερά piαρουσιάζεται ένα φυσικό
έγχρωμο σύνθετο της piεριοχής, στη μέση piαρουσιάζεται το TC για το έτος
2014 και δεξιά piαρουσιάζεται το TC για το έτος 2015. Με τους κόκκινους
κύκλους τονίζονται οι piεριοχές εκείνες στις οpiοίες piαρατηρείται σημαντική
μεταβολή στην έκταση piου καλύpiτει το νερό της λίμνης κατά τα
δύο αυτά έτη όpiως ξεκάθαρα φαίνεται αpiό τη διαχρονική ανάλυση η οpiοία
piραγματοpiοιήθηκε για την piαραγωγή των TCs. . . . . . . . . . . . . . . . . 82
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5.8 Εστίαση σε μία ορεινή piεριοχή η οpiοία εpiιδεικνύει piυκνή δασική δομή.
Αριστερά piαρουσιάζεται ένα φυσικό έγχρωμο σύνθετο της piεριοχής, στη μέ-
ση piαρουσιάζεται το TC για το έτος 2014 και δεξιά piαρουσιάζεται το TC
για το έτος 2015. Με το κόκκινο ορθογώνιο τονίζεται το piόσο ξεκάθαρα
διαφαίνεται ο κύριος δρόμος, ο οpiοίος διασχίζει την piεριοχή, στις εικόνες των
TCs σε σχέση με το φυσικό έγχρωμο σύνθετο. Εpiίσης, όpiως βλέpiουμε και
αpiό το υpiόμνημα των TCs (σχήμα 5.4), η piεριοχή piεριέχει ως
εpiί των piλείστων αειθαλή φυτά. . . . . . . . . . . . . . . . . . . . . 83
5.9 Εστίαση σε αγροτεμάχια στην piεριοχή του Αξιού piοταμού, piοικίλων τύ-
piων καλλιέργειας. Αριστερά piαρουσιάζεται ένα φυσικό έγχρωμο σύνθετο της
piεριοχής, στη μέση piαρουσιάζεται το TC για το έτος 2014 και δεξιά piαρου-
σιάζεται το TC για το έτος 2015. Με το κόκκινο ορθογώνιο τονίζεται το
piόσο ξεκάθαρα διαφαίνεται ο κύριος δρόμος, ο οpiοίος διασχίζει την piεριοχή,
στις εικόνες των TCs σε σχέση με το φυσικό έγχρωμο σύνθετο. Με τους
κόκκινους κύκλους τονίζονται, ενδεικτικά, κάpiοιες piεριοχές στις οpiοίες piα-
ρατηρείται έντονη διαφοροpiοίηση στην αpiόκριση της βλάστησης
όpiως piροκύpiτει αpiό τη διαχρονική ανάλυση για την piαραγωγή των TCs. Η
έντονη διαφοροpiοίηση piιθανώς να σημαίνει αλλαγή στο είδος του φυτού piου
καλλιεργήθηκε αpiό έτος σε έτος. . . . . . . . . . . . . . . . . . . . . . . . . . 84
5.10 Εστίαση στην ευρύτερη piεριοχή της Κατερίνης. Αριστερά piαρουσιάζεται
ένα φυσικό έγχρωμο σύνθετο της piεριοχής, στη μέση piαρουσιάζεται το TC
για το έτος 2014 και δεξιά piαρουσιάζεται το TC για το έτος 2015. Με το
κόκκινα ορθογώνια τονίζεται το piόσο ξεκάθαρα διαφαίνεται η Εθνική
Οδός Αθηνών-Θεσσαλονίκης σε όλο σχεδόν το μήκος της, η οpiοία διασχίζει
την piεριοχή, στις εικόνες των TCs σε σχέση με το φυσικό έγχρωμο σύνθετο.
Με τον κόκκινο κύκλο τονίζεται η piεριοχή της Αλυκής στην οpiοία φαίνεται η
διαρκής αλλαγή στην κάλυψη γης κατά τα δύο αυτά έτη εξαιτίας των
δραστηριοτήτων των αλυκών όpiως ξεκάθαρα φαίνεται αpiό τη διαχρονική
ανάλυση η οpiοία piραγματοpiοιήθηκε για την piαραγωγή των TCs. . . . . . . . 85
5.11 Εστίαση σε αστική piεριοχή στο κέντρο της Θεσσαλονίκης. Αριστερά
piαρουσιάζεται ένα φυσικό έγχρωμο σύνθετο της piεριοχής, στη μέση piαρουσιά-
ζεται το TC για το έτος 2014 και δεξιά piαρουσιάζεται το TC για το έτος 2015.
Δεν piροκύpiτουν σημαντικές διαφοροpiοιήσεις στο piλαίσιο της ανάλυσης μας,
κάτι piου είναι και αναμενόμενο καθώς δεν συμβαίνουν συχνά μεγάλες αλλαγές
στα κέντρα μεγάλων αστικών piεριοχών. . . . . . . . . . . . . . . . . . . . . . 86
98 Κατάλογος Σχημάτων
5.12 Σχήμα το οpiοίο εpiιδεικνύει τους τελικούς χάρτες οι οpiοίοι piαρήχθησαν για την
αpiοτύpiωση της εpiοχικότητας στην piεριοχή ενδιαφέροντος (path-row:
184_032 του δορυφόρου Landsat 8). Πάνω αριστερά (i) piαρουσιάζεται ένα
φυσικό έγχρωμο σύνθετο της piεριοχής ενδιαφέροντος, piάνω δεξιά (ii)
piαρουσιάζεται ο χάρτης αpiοτύpiωσης της εpiοχικότητας της piεριοχής ενδιαφέ-
ροντος ο οpiοίος είναι κοινός για τους δείκτες NDVI/EVI2, ο οpiοίος piροέκυψε
μέσω της διαχρονικής ανάλυσης για κάθε pixel κάθε εικόνας η οpiοία λήφθηκε
αpiό το δορυφόρο Landsat 8 κατά το έτος 2014, κάτω αριστερά (iii) piαρου-
σιάζεται ο χάρτης αpiοτύpiωσης της εpiοχικότητας της piεριοχής ενδιαφέροντος
ο οpiοίος είναι κοινός για τους δείκτες NDVI/EVI2, ο οpiοίος piροέκυψε μέ-
σω της διαχρονικής ανάλυσης για κάθε pixel κάθε εικόνας η οpiοία λήφθηκε
αpiό το δορυφόρο Landsat 8 κατά το έτος 2015 και τέλος piαρουσιάζεται το
υpiόμνημα των χαρτών αpiοτύpiωσης της εpiοχικότητας. . . . . . . . . . . . . 87
5.13 Εστίαση στην ευρύτερη piεριοχή του Αξιού piοταμού. Αριστερά piαρουσιά-
ζεται ο χάρτης αpiοτύpiωσης της εpiοχικότητας για τους δείκτες NDVI/EVI2
κατά το έτος 2014, στη μέση piαρουσιάζεται ο χάρτης αpiοτύpiωσης της εpiοχι-
κότητας για τους δείκτες NDVI/EVI2 κατά το έτος 2015 ενώ δεξιά έχουμε
το υpiόμνημα των δύο χαρτών. Παρατηρείται διαφοροpiοίηση μεταξύ των δύο
χαρτών στη μεγαλύτερη έκταση της αpiεικονιζόμενης piεριοχής. Η διαφο-
ροpiοίηση, piοσοτικά, είναι της τάξης των 15-20 ημερών κατά
piλειοψηφία στις καλλιεργήσιμες εκτάσεις. Η κορύφωση του καλλιερ-
γητικού κύκλου ζωής συνέβη piερίpiου 15-20 ημέρες νωρίτερα
κατά το έτος 2015 αpiό ότι το έτος 2014. Αυτό μpiορεί να οφείλεται τόσο σε
κλιματολογικές συνθήκες όσο και σε καλλιεργητικές piρακτικές. . . . . . . . . 89
5.14 Εστίαση σε καλλιεργήσιμες εκτάσεις. Αριστερά piαρουσιάζεται ο χάρ-
της αpiοτύpiωσης της εpiοχικότητας για τους δείκτες NDVI/EVI2 κατά το έτος
2014, στη μέση piαρουσιάζεται ο χάρτης αpiοτύpiωσης της εpiοχικότητας για
τους δείκτες NDVI/EVI2 κατά το έτος 2015 ενώ δεξιά έχουμε το υpiόμνη-
μα των δύο χαρτών. Παρατηρείται διαφοροpiοίηση μεταξύ των δύο χαρτών
στη μεγαλύτερη έκταση της αpiεικονιζόμενης piεριοχής. Η διαφοροpiοίηση είναι
εντονότερη σε κάpiοια αγροτεμάχια και ηpiιότερη σε κάpiοια άλλα. Με το κόκ-
κινο ορθογώνιο τονίζεται μια piεριοχή έντονης διαφοροpiοίησης (τάξη μεγέθους
μήνες) ενώ με τον κόκκινο κύκλο τονίζεται μια piεριοχή ηpiιότερης διαφοροpiοίη-
σης (τάξη μεγέθους 1 μήνας). Οι διαφοροpiοιήσεις αυτές μpiορεί να οφείλονται
τόσο σε κλιματολογικές συνθήκες όσο και σε καλλιεργητικές piρακτικές (για
piαράδειγμα αλλαγή του τύpiου/είδους του φυτού το οpiοίο καλλιεργείται). . . . 90
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