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ABSTRACT 
Relative motion of different parts of a structure can affect its vibrations that may be amplified 
or attenuated. If such a motion is properly devised, it can lead to continuous attenuation of 
vibration and thus be used for eliminating vibration of the structure, as has been shown in 
previous works on an oscillating physical pendulum. In this thesis, the moving mass/structure 
interaction is investigated in order to devise a numerical tool for modeling such problems for 
arbitrary structures. The mass (or masses) motion patterns are synchronized such that a 
continuous attenuation of vibration is achieved. This is a novel technique for active vibration 
control especially for structures where the conventional stationary actuators are not practical. 
To analyze the dynamic response of such moving mass-structure systems, a ‘composite’ beam 
element is introduced that permits extending the conventional finite element formulation (and 
software) and explicitly identifying the Coriolis and centripetal inertia effects of the moving 
mass. A numerical procedure is then proposed in which these inertia effects are included in the 
finite element model as fictitious transversal and axial forces applied to the beam element 
currently being traversed by the moving mass. The proposed approach is verified by comparing 
the results with those available in the literature as well as exact solutions possible for the 
pendulum.  
Numerical simulations show that the periodic relative motion of the mass with a constant 
frequency normally tends to amplify vibration. In order to obtain a continuous attenuation, a 
proper synchronization method is required. It is demonstrated that such synchronization can be 
determined to be effective for vibration control of different structures. In particular, for structures 
which can be treated as uni-modal, like the pendulum, the method is quite effective with a 
relatively high vibration attenuation rate. For multi-modal structures, represented by beams and 
frames in this thesis, the vibration attenuation is less smooth and more complicated mass motion 
 iii 
patterns and synchronization methods are needed. It is concluded that the effectiveness of such 
active vibration control depends on how distinct the vibration modes to be attenuated are in the 
frequency spectrum. 
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CHAPTER 1 
 
INTRODUCTION 
 
1.1 General Idea and Motivation 
In this thesis, a novel approach for controlling vibration of a mechanical structure is proposed 
and applied to structures with different levels of complexity. The approach is based on moving 
one or more parts of the structure (or extra masses) such that its vibration is attenuated. As it has 
been shown in previous works, Stilling (2000), the relative motion of a mass attached to a 
structure can amplify or attenuate its vibration. Natural examples of such structure (or system) 
are when children push the swing higher by moving their body (amplifying vibration) or when 
gymnasts perform high bar maneuvers. The control/mechanical aspects of this concept are 
examined on the examples shown in Figure 1-1 starting from the simpler one (uni-modal) to 
more complicated (multi-modal). Figure 1-1(a) shows a rigid pendulum which is oscillating 
 
 
 
 
 
 
Figure 1-1 Structural systems with moving masses. 
about a pivot and a mass is moving along its length to control the vibration. This problem has 
been analyzed analytically in Szyszkowski and Stilling (2005) and the current research is in fact 
an extension of this work. Figures 1-1(b) shows a beam with flexural vibration controlled by a 
horizontally moving mass. A frame with flexible (horizontal and vertical) sides which has in-
(b) (c) (a) 
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plane vibration (undergoing bending on the sides) is shown in Figure 1-1(c). For this case, more 
than one mass, as shown in the figure, is needed for fully controlling its vibration. 
To the best of author’s knowledge, the proposed vibration control approach has not been 
reported in any previous work. In addition to its novelty, the approach can be particularly useful 
for active vibration control of structural system for which passive dampers or standard 
‘stationary’ actuators are either inefficient or not practical. Examples of such structures are outer 
space systems where the standard actuators are difficult to apply and the natural damping is 
usually very low. 
 
1.2 Main Objectives  
The main objectives of the current research are first to understand the dynamics of the moving 
mass-structure interaction. A new FEM approach is proposed and formulated for modeling such 
interactions properly. As will be shown in the following chapters, the relative movement of the 
mass makes the dynamic equations complicated and analyzing such problems is challenging, 
mainly due to the presence of Coriolis effects. In fact, in most of the previous works which have 
been done on modeling problems involving relative mass motion, the effect of the Coriolis 
acceleration was ignored (this will be discussed in more detail in section 1.2). It will be shown in 
chapter 2 and 3 that including the effect of Coriolis acceleration is essential for correct modeling 
of the moving mass-structure interaction for control purposes. The proposed FEM approach is 
then applied to a beam element and the results are verified. The significance of handling moving 
mass-beam interaction is that it allows us to model any other moving mass-structure interaction. 
For instance, for the plane structure shown in Figure 1-2, which is modeled by appropriate 
elements, the relative motion of the mass m can be modeled by introducing real or fictitious 
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beam elements along its moving path and then using the formulation for handling moving mass-
beam interaction.  
 
 
 
 
 
 
Figure 1-2 A plane structure with a moving mass. 
Finally, the last objective of the research is to devise the mass (or masses) motion pattern(s) 
such that vibration of the main is continuously attenuated. As it will be shown later, this is quite 
challenging since the relative mass motion normally excites vibration (as in a child’s swing). 
Also, for more complicated structures where more than one vibration mode is present in the 
dynamic response, the proper synchronization of the mass motion is harder to achieve; if the 
mass motion pattern is not carefully devised, the vibration attenuation is not continuous.  
 
1.3 Literature Review 
As already mentioned, the analysis and simulation of structural systems with imposed relative 
motion of components appears to be challenging. For instance, in the moving mass-beam 
interaction problem, which is the model for analyzing moving vehicle-bridge interaction, the 
Dirac’s function is present in the dynamic equation of the system (this will be explained in more 
detail in Chapter 3). This complicates the equations and, thus, obtaining analytical or numerical 
solutions is very difficult. Due to the vast potential applications of modeling the vehicle-bridge 
interaction, the moving mass-beam problem has been studied in several previous works.  
i
j 
m 
s(t) 
e 
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The most important aspect of modeling the moving mass-beam interaction problem is how the 
dynamic equations of the system are derived and analyzed. The critical point in deriving these 
equations is how the mass motion acceleration is treated. In the early works, for instance Kryloff 
(1905) and Timoshenko (1911), the mass is simply modeled as a moving force, where the force 
is representing its weight. In fact, all the inertia effects of the mass are ignored and the problem 
is reduced to a moving force-beam problem. Due to the relative simplicity of the dynamic 
equations in this case, it has also been used in more recent works where the problem is 
complicated in other aspects. For example, in Henchi and Fafard (1997) and Zheng et al. (1997), 
several moving forces travel along a multi-span beam. In Watanabe et al. (1997), the mass 
motion is sinusoidal. In Nguyen and Duhamel (2006), non-linear effects are included in the beam 
equation. Finally in Garinei and Risitano (2008) a traveling force which is varying in time is 
applied on the beam. 
The most commonly used model for calculating the moving mass acceleration is to include 
the transversal acceleration of the mass in addition to its weight. In such models, the mass 
acceleration caused by transversal motion of the beam (to be referred to as the mass conventional 
acceleration) is included. This approach has been used in several previous papers, like Rieker 
and Trethewey (1999) and Ichikawa et al. (2000), and will be discussed in more detail in chapter 
3. As will be shown in following chapters, the moving mass has an acceleration, which is 
referred to as Coriolis acceleration, as a result of its the relative motion. In these resources, the 
effect of the Coriolis acceleration is ignored and only the weight and conventional acceleration 
of the mass are considered.  
In some of the previous works, however, the effect of Coriolis acceleration is included in 
addition to the effect of mass conventional acceleration. In most of these works, like Nikkhoo et 
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al. (2007), Siddiqui et al. (2003) and Schneider et al. (1983), the focus is limited to the constant 
velocity case. It is important to note that the mass is normally moving along a disturbed (and thus 
curved) beam. This, as will be discussed in Chapter 3, causes another component of acceleration 
in the mass which can be referred to as centripetal acceleration. In a few of the previous papers 
on the beam problem, the effect of this acceleration is, along with all other mass accelerations, 
including Coriolis and conventional accelerations, considered. Examples of these works are 
Michaltsos and Kounadism (2001), Sadiku and Leipholz (1987), Yang and Wu (2001) and Yang 
et al. (2004).  
Another aspect of such moving mass problems is the numerical method used for solving the 
dynamic equations of the system. These methods vary from the finite difference method, like in 
Xu et al. (1997), infinite series, for instance in Jiang et al. (2003) and Yang and Lin (2005), the 
application of Green’s function, like in Foda and Abduljabbar (1998), and the Finite Element 
Method, for instance in Yang and Wu (2001), Yang et al. (2004) and Lou (2004). The advantage 
of using Finite Element Method over the other methods is that it can be extended for modeling 
more complicated structures, as discussed in section 1.1. Also, the solution obtained by using 
infinite series does not always converge (this will be discussed in Chapter 3). Thus, this method 
appears to be the most effective method for solving such problems.  
It is also noted that the methodology of deriving finite element formulations in Yang and Wu 
(2001) and Yang et al. (2004) is different than what is used in this research. In particular, the 
interaction force between the moving mass and the beam, as well as the geometrical constraint, 
are involved in their methodology. However, in the approach proposed here, the finite element 
formulation is handled such that there is no need for including the interaction forces and the 
geometrical constraint (this will be discussed in more details in the following chapters). 
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To the best of the author’s knowledge, in all these previous works, the purpose was to model 
the interaction of a moving mass and the beam and no attempt to use the relative mass motion for 
control purposes has been done. Only in Szyszkowski and Stilling (2005) and Stilling and 
Szyszkowski (2002), the moving mass has been used to control oscillation of a rigid pendulum. 
It has been shown in these works that, normally, the relative mass motion along the pendulum 
results in amplification of vibration or the occurrence of parametric resonance, where the 
pendulum oscillation amplifies and attenuates periodically. Consequently, it was shown that 
synchronizing the mass motion such that the pendulum’s oscillation is continuously attenuated is 
challenging. As it will be shown in this research, this task is even more challenging for more 
complicated (multi-modal) structures like beams and frames. 
 
1.4 Outline of the Thesis 
The problem of controlling oscillation of a rigid pendulum, which is rotating about a pivot 
point, is investigated first by the finite element. For this purpose, in Chapter 2 a combined 
moving mass-beam element is proposed and a new procedure to incorporate such an element into 
the conventional FEM formulation is presented. The results obtained by the FEM approach are 
verified by comparing them with an analytical solution available for the problem. This phase is 
vital for validation of the proposed FEM approach. Finally, a procedure for synchronizing the 
mass motion such that it continuously attenuates the pendulum’s oscillation is devised and 
proven to be effective for controlling its vibration. 
In Chapter 3 of the thesis, the proposed FEM formulation based on the combined beam 
element is extended to fully handle the interaction of a moving mass and a flexible beam. Next, 
for validation, the results obtained from FEM are compared to the results available in the 
literature and also to our numerical solutions based on an infinite series. Once verification of the 
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FEM results is done, the effect of including/excluding different mass acceleration terms, in 
particular the Coriolis and centripetal accelerations, on the solution is studied. New strategies for 
the mass motion pattern has to be investigated for obtaining continuous attenuation of vibration, 
mainly due to the presence of more vibration modes in the beam’s dynamic response. These 
strategies are tested on examples which are presented in this chapter. Finally, for each example, 
the mass motion pattern is optimized for obtaining the maximum attenuation effects. 
In Chapter 4, the vibration control of a frame is studied. The frame is composed of several 
beams which are attached to one another. The problems considered in this chapter include 
controlling frame’s vibration when the several modes are initially excited. Also, more than one 
mass is used for vibration control. Various patterns of the masses’ motion in different parts of the 
frame are investigated. Like the previous chapter, the masses’ motion patterns are optimized for 
maximizing the attenuation effects.  
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CHAPTER 2 
 
CONTROLLING VIBRATION OF A AN OSCILLATING PENDULUM  
2.1 Introduction 
In this chapter the proposed vibration control approach will be formulated and applied for 
controlling vibration of a pendulum which is oscillating about a pivot point. As shown in Figure 
2-1, a pendulum is supported from a pivot point O in the gravity field and is free to oscillate 
about this point. Once it is disturbed from its rest vertical position, the pendulum will oscillate 
about the pivot point. Then, it is aimed to attenuate this vibration by moving a mass m along the 
pendulum as illustrated in Figure 2-1. As will be discussed in more detail in the following 
sections, the mass motion should be predefined (or synchronized) such that continuous 
attenuation is secured. This predefined motion is obtained by applying the external force F, 
which for instance can be applied on the mass from a motor connected to an actuator. Once the 
mass motion over time is known (that is  ts  is defined where s is the location of the mass on the 
pendulum as shown in Figure 2-1) the force F can be calculated by using dynamic equilibrium of 
the mass along the pendulum. It is also assumed that any friction between the mass and the 
pendulum is included in force F.  
 
 
 
. 
 
 
 
 
 
Figure 2-1 Scheme of an oscillating pendulum with a mass moving along its length. 
pm  - pendulum's mass 
oI - pendulum's moment of inertia 
about O 
L -  pendulum's length 
F 
m 
s  g 
O 
mg 
F 
NF)(t  )(ts  system 
F 
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In this chapter, first the dynamic equations of the moving mass-pendulum system are 
obtained. It will be shown that a numerical solution can be obtained by integrating these 
equations. This solution will be referred to as the exact solution since it’s based on the exact 
dynamic equations. Then, a Finite Element Method (FEM) approach for solving this problem 
will be proposed. This approach can be verified by comparing the results obtained based on it to 
the exact solution. In the following chapters, this FEM approach is generalized to be used for 
more complex structures.   
2.2. Deriving Exact Dynamic Equations 
For the system shown in Figure 2-1 there are two possible approaches for obtaining the 
governing dynamic equations. In the first approach, the moving mass and the pendulum are 
separated as shown in the insert of the figure. Since we assume that the pendulum has only a 
rigid body rotation about the pivot, the only interacting force which should be considered is NF , 
which is acting on the mass and the pendulum as illustrated in the figure. The other forces acting 
on the mass are mass weight and the external (driving) force F . From the kinematics of the 
moving mass, which states it’s moving along the rotating pendulum, its acceleration along and 
perpendicular to the pendulum’s directions can be found as: 
2 ssat                (2.1) 
  ssaN 2              (2.2) 
where   is the pendulum’s angle with respect to vertical axis, ta  is the mass acceleration along 
the pendulum and Na  is the mass acceleration perpendicular to the pendulum. The mass dynamic 
equilibrium can then be written as: 
 cos)( 2 mgFssm               (2.3) 
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 sin)2( mgFssm N              (2.4) 
where m  is the mass of the moving body. The equation for the pendulum can be written by 
taking the moment of all the forces acting on it about the pivot point as: 
Ncp sFglmI   sin0              (2.5) 
where Pm  is the mass of the pendulum, 0I  is its inertia moment about the pivot and cl  is the 
distance from gravity center of the pendulum to the pivot. By eliminating NF  from Eq. (2.4) and 
(2.5) the governing dynamic equation for the system can be obtained as: 
0sin)(2)( 2   mslmgssmmsI cpo          (2.6) 
It is noted that the force F did not appear in the derivation of Eq. (2.6) which means including or 
excluding the friction between the mass and the pendulum only affects the calculation of the 
driving force F. This differential equation, in which   and s  are functions of time, can be 
solved numerically for   once  ts  is known (the proper initial conditions should also be used). 
In other words, once the mass motion pattern  ts , which can be considered as the input to the 
system, is known the system output,  t , can be calculated by integrating Eq. (2.6). This 
solution will be referred to as the exact solution since it is based on the exact dynamic equation 
of the system. In the following sections, a methodology for finding a proper pattern of mass 
motion, such that the pendulum’s vibration,  , is attenuated over time, will be proposed. 
According to Eq. (2.6), it is observed that the term sms2  (which is directly responsible for 
attenuation or amplification effects of the moving mass as will be discussed in next section) can 
be considered as the moment caused by the force sm2  about the pivot. On the other hand, the 
force sm2  may be called the Coriolis force as it is the inertia force of the mass due to its 
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Coriolis acceleration s2 . This Coriolis force will also be identified in FEM formulation and 
will be shown to be resisting the motion for 0s  and amplifying it for 0s . 
It is also worthy to note that the dynamic equation of the system, Eq. (2.6), can also be 
obtained without separating the moving mass and the pendulum. In other words, the pendulum 
and the moving mass are considered as one body, which in turn means that force NF  is internal 
and consequently does not appear in the equations. On the other hand, the mass moment of 
inertia of the entire system will be 2msII o
new
o   which is generally time-varying since s  is a 
function of time. As a result, the equation of motion should be written as: 
 sinsin])[( 2 mgsglmmsI
dt
d
cpo         (2.7) 
Eq. (2.7) will be identical to Eq. (2.6) once the differentiation and also rearranging of the terms 
are done. The significance of deriving the equation of motion through Eq. (2.7) is that the 
internal force NF  did not appear in the derivation; however, the time derivative of angular 
momentum had to be used instead of the standard inertia mass moment-acceleration product. 
This methodology will be in following sections for FEM formulation. 
 
2.3. Results Based on the Exact Dynamic Equation 
Prior to proposing the FEM approach for the pendulum problem, it is interesting to investigate 
how the pendulum responds to different mass motion. To this end, Eq. (2.6) should be solved for 
different patterns of mass motion,  ts , while it is normally assumed that the initial conditions 
for the pendulum are: 
    00,0 0             (2.8) 
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which means the pendulum starts moving from a disturbed static initial position. In general, Eq. 
(2.6) can be rewritten as: 
0sin)()()(2 2   ttt         (2.9) 
where we have: 
))((
)(
2 mslmmsIg
smst
cpo 
         (2.10) 
g
msI
mslm
t
o
cp
2
2)( 
          (2.11) 
For small values of  , Eq. (2.9) can be considered as a second order linear differential equation 
with a time-varying coefficient. That is, the relative mass motion,  ts , causes the system's 
'instantaneous' frequency )(t  and the damping ratio )(t  to be time-varying (see Eqs. (2.10) 
and (2.11)). Another important aspect of Eq. (2.9) is that the damping ratio, Eq. (2.11), is 
proportional to s  which means it is positive for 0s  and is negative for 0s . Consequently, it 
is expected that vibration of the pendulum be attenuated when 0s  and be amplified when 
0s . As already discussed in the introduction, this conclusion (which will also be verified 
through numerical examples) is the main idea for attenuating vibration by moving mass (or 
masses). The more general form of this conclusion states that if the mass moves away from the 
rotation center of the main body (in this case the pendulum), it causes attenuation of vibration 
and when it moves toward the rotation center it causes amplification.  
From mathematical point of view, Eq. (2.9) is a more general case of a of class equations 
called Mathieu’s equations. A more detailed study of mathematical aspects of Eq. (2.9) has been 
presented in Szyszkowski and Stilling (2005). In this section, we will briefly present the system 
response obtained by numerical integration of Eq. (2.6).  
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A tube of length L=1.4 m and mass M=2.75 kg made of aluminum with Young modulus of 70 
GPa and a Poisson’s ratio of 0.3 is tested. The outside and inside tube's diameters are 60 mm and 
50 mm respectively. The beam elements’ cross-sectional properties reflect the real area and 
bending stiffness of the tube. A mass m=1 kg can slide along the tube. The dynamic simulation 
always starts at t=0 when the pendulum is resting at 0)0(   = 0.1 rad. The pendulum's angular 
position )(t  is calculated by using a fourth order Runge-Kutta’s numerical integration 
procedure.  
 
 
 
 
 
 
 
 
 
 
Figure 2-2 Pendulum response when the mass moves with a constant velocity of 0.2 m/s towards 
the pivot. 
As a first example, assume that the mass moves with a constant velocity towards the pivot 
point with the motion given by tts 2.04.1)(  . In this motion, the mass starts moving from the 
tip of the pendulum with a constant velocity of 0.2 toward the pivot which is reached in 7 sec. 
The pendulum response, described by its angle versus time, is shown in Figure 2-2. Two 
important conclusions can be made by carefully studying this response. First, the amplitude of 
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the pendulum oscillations increases with time. This is what we expect since the mass velocity is 
negative and, consequently, according to Eq. (2.10), the damping ratio should also be negative. 
The calculated damping ratio is around -1.44% based on the solution shown in Figure 2-2. 
Second, it is observed that the period of pendulum oscillation decreases as the mass moves 
towards the pivot: the period of vibration is 2.04 s for the first cycle and it is 1.85 s for the third 
one. Based on Eq. (2.11), the instantaneous period should be 2.04 s for t=1, 1.89 for t=3 and 1.84 
for t=5, which shows a decreasing trend. However, for t=6 it is 1.87 and for t=7 it is 1.94 which 
is an increasing rate. This shows that in general, the instantaneous frequency calculated through 
Eq. (2.11) cannot be used since the equation only considers the inertia of the mass supposedly 
fixed at location s. In other words, the effects from the mass movements are not included in the 
equation. 
 
 
 
 
 
 
 
 
 
 
Figure 2-3 Pendulum response when the mass moves with a constant velocity of 0.2 m/s from the 
pivot to the pendulum’s tip. 
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In the next example, it is assumed that the mass moves with a constant positive velocity away 
from the pivot point. For instance, the pendulum response when the mass motion is given by 
tts 2.0)(   is shown in Figure 2-3 (the mass starts its motion from the pivot point and moves all 
the way to the tip of the pendulum). As it is expected, this mass motion causes the pendulum 
vibration to attenuate since the mass velocity is positive and so should be the damping ratio (see 
Eq. (2.10)). From Figure 2-3 the damping ratio is estimated to be around 1.48%. Like the 
previous case, it is also observed that the period of vibration changes when the mass moves 
along the pendulum. This time, it is increasing from 1.88 s in the first cycle to 1.94 s in the third 
one. Based on Eq. (2.11) the instantaneous period is 1.87 for t=1 and 1.89 for t=6, which is again 
does not agree with the actual period since the mass velocity is not included in this equation. In 
other words, Eq. (2.11) only considers the fact that the mass is at some location s and its 
movement is disregarded. This effect will be discussed in more details in the following sections. 
Based on the results shown in Figures 2-2 and 2-3, it is concluded that attenuation of vibration 
can be obtained if the mass moves away from the pivot. However, once the mass reaches the tip 
of the pendulum (and essentially stops at this point) attenuation effect will cease. As a result, for 
obtaining further attenuation, the mass has to move back to the pivot point to repeat the 
attenuating cycle (which is moving from the pivot to the tip). But the problem is the backward 
mass movement (from the tip to the pivot) will cause amplification. In fact, it can be shown that 
the amplification and attenuation effects caused by the mass motion to and from the pivot, are 
canceling out one another. This means that this periodic motion of the mass does not cause 
continuous attenuation (or amplification) of the pendulum’s vibration. Consequently, more 
advanced strategies for mass motion should be developed for obtaining continuous attenuation. 
This was done in a previous work by Szyszkowski and Stilling (2005) where a synchronization 
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pattern for mass motion is proposed. In the following sections, more details on this strategy will 
be discussed.   
 
2.4. Finite Element Formulation of the Problem 
Consider the pendulum-moving mass structure shown in Figure 2-1. To analyze this problem, 
the pendulum should first be discretized into finite elements, by using the beam elements, as 
shown in Figure 2-4a. In such a model, all the beam elements should be treated normally except 
for the element currently being traversed by the mass since it interacts directly with this element. 
Two different approaches are generally available for modeling this interaction, as described 
below. 
 
 
 
 
 
 
 
 
 
 
 
Figure 2-4 Finite element model of the pendulum and moving mass interaction. 
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1- In the standard approach, the beam and the moving mass would be treated as separate 
bodies, as indicated in Figure 2-4b. The mass matrix for the beam element and the mass matrix 
for mass m would be both time-independent. However, the equations of motion for these two 
bodies would involve the interaction forces between them (denoted symbolically by NF  in the 
figure). In turn, these forces could be eliminated by using the geometrical constraints in the 
form ),,( sxxg bm =0 representing the relationships between the mass coordinates mx , the beam 
coordinates bx , and the traveling coordinate s(t) at the contact point. Such an approach was used 
in some of the previous works (like Y.B. Yang and Y.S. Wu 2001, Y.B. Yang et al. 2004 and P. 
Lou 2004) to simulate the vehicle-bridge or vehicle-rail interactions. 
2- The approach proposed in this research is to consider the moving mass m and the traversed 
beam as one 'combined' beam element with variable inertia properties. Consequently, the mass 
matrix of this element must be time-varying. This new approach is depicted in Figure 2-4c. 
The main advantage of this proposed approach is that, in such a 'combined' element, the 
interaction forces NF  will formally disappear (since it is internal or self-equilibrated) and the 
geometrical constraints ),,( sxxg bm =0 will be met automatically. All the effects due to the 
relative motion in the element are completely recovered from its time-varying mass matrix, as 
will be shown in the next section. These effects will be represented by the forces at nodes i and j 
directly related to the pattern of relative motion s(t), which is convenient for simulating control 
aspects of the problem. Also, a significant numerical effort may potentially be saved because in 
this approach the properties of the system's stiffness are not affected by the relative motion and 
the inertia properties are affected only locally. 
The inertia forces associated with the combined element depicted in Figure 2-4c will be 
handled differently than in the standard FEM formulation: the mass matrix of such an element, 
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)(tM e , is time varying which means the mass matrix assembled for the system, )(tM , is time 
varying too. However, the system's total mass remains constant. This allows formulating the 
inertia forces as the derivatives of momentum instead of the usual product of mass and 
acceleration (such a formulation is also considered more convenient for various systems 
involving structure-fluid interaction in which the total mass is constant). Therefore, the equation 
of motion for the problem with the combined elements can be written in the form: 
FKXXCXtM
dt
d   ])([         (2.12) 
where M(t) is the mass matrix of the combined element which includes the effect of both mass 
relative motion and the beam. Matrices C and K are the usual damping and stiffness matrices. 
The nodal degrees of freedom and nodal forces are denoted by X and F, respectively. Eq. (2.12) 
can be rewritten as: 
FKXXCXtMXtM   )()(                (2.13) 
In the new approach, the extra 'mass-rate' term XtM  )(  will reflect the effects of the rate of 
internal mass movement which takes place in the combined (traversed) element. Therefore, this 
term has to be determined only for this element. The remaining terms in Eq. (2.13) (i.e. XtM )( , 
XC  , XK  , and F) can be routinely handled by most commercial FEM software. Nevertheless, it 
is worth noticing that the first term in Eq. (2.13) includes only the current position of the moving 
mass, and the fact that the mass is moving along the beam element is not considered. As it will 
be demonstrated later, the mass-rate )(tM  is proportional to the relative velocity of the moving 
mass, and vector X  can be approximated by an average rotation of the traversed element. 
Therefore, XtM  )(  can be interpreted as representing the Coriolis type effects in the system. 
Using the notation XtMf c  )(  allows rewriting Eq. (2.13) in the form: 
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cfFKXXCXtM  )(           (2.14) 
where vector cf  will be referred to as the Coriolis force. This vector will be non-zero only for 
the nodes of the beam element being traversed by the mass m (i.e. for the remaining elements 
0cf ). Note that, in Eq. (2.14), the whole problem is formulated in such a way that the left-
hand-side (LHS) of this equation can be handled by any standard FEM software, while the right-
hand-side (RHS) contains a new additional force cf  that will represent all the effects due to the 
relative motion. This force vector is discussed in detail next. 
 
2.4.1 Calculating Vector of Coriolis Forces 
To determine the vector cf , the combined element in Figure 2-4c is considered in the local 
coordinate s , where 1/])([0  ei Lstss  is indicated in Figure 2-5a ( eL  is the element's 
length, the moving mass current position is denoted by s, and is  is the location of the i
th node). 
The deflection is expressed by eXv N , where the shape functions vector for this element is N, 
and the vector eX  represents the corresponding degrees-of-freedom (DOF) in the local 
coordinate system. The mass matrix for the element can formally be determined from 
)()()]([)( ssmMsdssmAtM Teo
L
T
e
e
NNNN          (2.15) 
where A and   are the area and material density respectively, (.)  is the Dirac Delta function 
( s  is an integration variable), and  
eL
T
eo sdAM NN  . 
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Figure 2-5 The traversed beam element and the Coriolis forces. 
 
Matrix eoM in Eq. (2.15) is a standard constant mass matrix for the beam element. The second 
term of Eq. (2.15) is obtained by utilizing the properties of Dirac's function. This time-dependent 
term assigns mass m at the current location )(ts  to particular DOFs of the element. The time 
dependency is hidden in vector )(sN in which the shape functions have to be taken at the current 
mass location defined by )(ts . By chain-differentiating Eq. (2.15), the mass-rate matrix of the 
element is obtained as: 
)()( NNT
e
e sL
smtM 
            (2.16) 
As can be seen, the mass-rate matrix for this particular element is proportional to s , the velocity 
of the traveling mass. Clearly, the mass matrices are time-independent for the remaining 
elements of the pendulum (i.e. eoe MtM )(  and 0eM  for such elements). 
As already mentioned, the standard Hermitian beam element is used in this research to model 
the main structure (i.e. pendulum in this example). The DOFs of this element are 
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 jjiiTe vvX  , where iv  and i  are the nodal deflections and rotations, respectively. 
The corresponding shape functions are the cubic polynomials (i.e. 321 231 ssN  , 
)2( 322 sssLN e  , etc.). By substituting these shape functions into Eq. (2.16) the mass-rate 
term ee XM   gives the following Coriolis-type force vector: 
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   (2.17) 
The components of vector  Tcjcjcicice tftff   are indicated in Figure 2-5b ( 0cef  for 
the remaining elements). It is important to notice that, according to (2.17), these components are 
proportional to the relative velocity of the moving mass s  and are also affected by the current 
mass position (via the shape functions N) and the rate of variation of the element's DOFs. In 
general, the values of ))(( tsNi  and )(tX e  can be determined in the numerical procedure at any 
time instant. However, the features of forces cef  can be understood better if the 'average' 
rotational velocity of the element (see Figure 2-5c) defined by eije Lvv /)(    is used. The 
instantaneous center of rotation is positioned at point O at the distance )/(ˆ ijiei vvvLs   from 
node i. Next, assuming that the Coriolis effects are mostly due to the element's average angular 
velocity, which permits approximating eji    , the nodal velocity vector becomes: 
 1ˆ1ˆ jieTe ssX   , where eij Lss  ˆˆ . Substituting it into (2.17) renders the ratios 
e
c
ji smf /,  (the normalized Coriolis forces) and eic ji ssmt ˆ/,  (the normalized Coriolis torques) 
dependent only on s  and the ratio of ei Ls /ˆ . For the Hermitian cubic shape functions and for the 
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ratio of  5/ˆ ei Ls  these dependencies are plotted in Figure 2-6. The nodal Coriolis forces 
defined this way will be referred to as consistent. 
 
 
 
 
 
 
 
 
 
Figure 2-6 Variation of the consistent nodal forces and moments with s . 
 
For the pendulum problem case, further approximations of the Coriolis forces can be obtained 
by assuming that the beam is rigid and hinge-connected at the nodes, which is equivalent to 
assuming the combined element's deflection is defined by ji vsvsv  )1( . This, in turn, 
allows using the following 'simplified' shape functions in Eq. (2.17): )1(1 sN  , 02 N , 
sN 3 , 04 N . The corresponding set of forces, referred to as the lumped nodal Coriolis 
forces, is calculated from 
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The nodal moments are now automatically zero (i.e.: )(st ci = )(st
c
j =0), and the nodal forces are 
)/ˆ()( 31 ei
c
i LsNNsmsf    and )/ˆ2()( 3 eicj LsNsmsf   ; also, smsfsf cjci  )()( . 
Since the shape functions applied are linear, the lumped nodal Coriolis forces are also linear in 
terms of distance s  and depend on the ratio of ei Ls /ˆ . For example, the normalized lumped 
forces in terms of s   for 5/ˆ ei Ls  are plotted in Figure 2-7. 
 
 
 
 
 
 
 
 
Figure 2-7 Variation of the lumped and proportional nodal forces and moments with s . 
 
Finally, the simplest version of the Coriolis forces can be obtained by noticing the following 
property of the consistent forces plotted in Figure 2-6: namely, it can directly be verified that the 
resultant torque of these forces about the instantaneous rotation center of the element is 
]ˆ)1(ˆ[2)(0 sssssmsT jie
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On the other hand, the same resultant torque is generated by 'equivalent' force  e
c
m smF 2  
acting at the current location of mass m. The nodal Coriolis forces referred to as proportional are 
generated by breaking cmF  into two nodal forces )(sf
c
i , )(sf
c
j  proportionally to the distance of 
mass m (and force cmF ) from particular nodes, that is 
cc
i mFssf )1()(                  (2.19) 
c
m
c
j Fssf )(                  (2.20) 
The sequence of generating the above forces is sketched in Figure 2-8. 
 
 
 
 
 
 
 
Figure 2-8 Generation of the proportional nodal Coriolis forces. 
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illustrated by the equivalent force e
c
m smF 2 , which is clearly defined as a classical Coriolis 
force due to the relative velocity s  of mass m moving along the beam that rotates with the 
angular velocity e . On the other hand, one may note that the three types of the nodal Coriolis 
forces (i.e. consistent, lumped, and proportional) are quite different. These differences are 
indicated in Figure 2-9abc for mass m at node i ( s =0) and in Figure 2-9def for mass m at the 
midpoint ( s =0.5). All forces and torques are given in terms of esmf 0 . Note that the 
magnitudes and directions of these forces to represent the mass m at a particular location are 
quite different.  Despite that, our simulation results (to be presented in the following sections) 
were, somewhat surprisingly, similar for each type of the above forces applied. 
 
 
 
 
 
 
 
 
 
 
 
Figure 2-9 Components of Coriolis force cf  for different patterns if m is at node i (a, b, c), and if 
m is in the middle of element (d, e, f). 
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The fact that all these forces produce identical torque about the center of instantaneous 
rotation ( ie
c ssmT ˆ2)0(0   for forces in cases (abc), and )ˆˆ()5.0(0 jiec sssmT    for forces in 
cases (def)) seems to be the main reason for such an apparently low sensitivity of the simulation 
results to the type of the nodal Coriolis forces adopted. 
 
2.4.2 The Proposed FEM Procedure 
To model the pendulum problem by FEM, first the structure is discretized to finite elements 
as shown in Figure 2-4. As already mentioned, the standard FEM equation should be solved for 
all the elements except the one which is traversed by the moving mass. In this element, the 
generalized FEM equation, Eq. (2.14), should be solved where the Coriolis force vector is 
calculated from either Eq. (2.17), Eq. (2.18) or Eqs. (2.19) and (2.20). Also, it should be noted 
that the mass matrix in Eq. (2.14) includes both the standard (time-independent) mass matrix of a 
beam element and the time-varying matrix which corresponds to the moving mass (see Eq. 
(2.15)). As a result, for the element being traversed by the mass, not only should the Coriolis 
force vector be calculated and applied, but also the time-varying part of element’s mass matrix 
should be considered. This portion of the mass matrix can be obtained from: 
)()()( kjkik
e
ij sNsmNsm          (2.21) 
If Hermit's cubic polynomials are used as the shape functions, then )( k
e
ij sm  defines the 
consistent mass matrix. If the linear shape functions (the same as those used in Eq. (2.18) for 
obtaining the lumped Coriolis forces) are substituted into Eq. (2.21) then the diagonal lumped 
mass matrix is obtained, in which certain portions of mass m are assigned to particular nodes 
according to: 
)1)(1()(
i
e
s
L
kkk
e
i ssmsm          (2.22) 
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and 
])1(1[)(
j
e
s
L
kkk
e
j ssmsm          (2.23) 
The lumped mass matrices can be applied in ANSYS, with the help of the 'ekill/ealive' procedure. 
However, this is somewhat inconvenient (and in some cases not practical) because the masses to 
be used must be declared prior to starting the procedure (i.e. for the entire ANSYS' load step). 
Finally, the masses assigned to a particular node can also be calculated as follows: 
msm k
e
i )(  if 5.0ks  and  msm kej )(  if 5.0ks     (2.24) 
According to the above formula, the mass m is placed at the nearest node for current time step. 
The mass matrix defined by Eq. (2.24) can be referred to as the step mass matrix. This matrix 
can be implemented in ANSYS by using ‘ekill’ and ‘ealive’ commands as will be discussed later. 
As mentioned earlier, different methods of calculating the time-varying portion of the mass 
matrix will affect only the accuracy of the term ee XM  . The numerical experiments indicate, 
however, that using either type of the mass matrices presented above provides sufficient 
accuracy of the system's simulation. This is generally a consequence of the fact that the errors 
due to simplifications in the term ee XM   are much less important than the errors due to the 
accuracy of calculating forces cef  (the Coriolis force vector). 
The FEM procedure can now be proposed as the following steps. 
1- The pendulum is modeled by using regular hermitian beam elements in the available 
FEM software (which is ANSYS in this research). A procedure for solving the 
transient dynamics problems will be applied. In this research, the Newmark's 
constant-average-acceleration procedure available in ANSYS is used. 
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2- In the pendulum’s sector to be traveled by the mass (or the whole pendulum as in 
some examples presented in the following sections), nodal mass elements with 
properties identical to the moving body are created at each node. 
3- At each time step, the current position of the mass is determined. Then, the Coriolis 
force vector cf  is calculated for the element currently traversed using one of the 
equations (2.17) - (2.20) and the DOF’s known from the previous time step. Only 
one mass element which is closest to the current position of the mass is activated and 
all other mass elements are deactivated. This is done by using the ‘ekill’ and ‘ealive’ 
commands available in ANSYS. 
4- The current time step is solved and the next time step can be started, in which only 
step 3 is to be repeated. 
Steps 2 and 3 of the above procedure are in fact modeling the interaction of the moving mass 
and the main structure. They include considering the inertia effect of the mass at each instance 
(by activating/deactivating mass elements), as well as the effect of mass relative motion (by 
calculating and applying Coriolis force). In this procedure, the mass motion can have any 
arbitrary pattern. For more basic patterns, on the other hand, the procedure can be simplified 
significantly. For example, if the mass moves with a constant velocity, then the time step and 
element length can be adjusted such that the mass is located on a node at each time step. This 
will eventually simplify the procedure for calculating Coriolis forces as well as the procedure for 
including the time-varying part of the mass matrix. Also, if the mass motion is sinusoidal, with a 
constant amplitude and frequency of oscillation, then a similar simplification can be applied 
where the time step and element size are adjusted such that the mass is located on a node at each 
time step. 
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2.4.3 The numerical integration issues 
It is assumed that one of the standard integration schemes will be applied to integrate the 
equations of motion (2.14). In particular, the Newmark's constant-average-acceleration procedure 
available in the ANSYS software will be used in the numerical testing. As already mentioned, in 
order to handle the relative motion problems, besides the routine calculations dealing with the 
LHS of Eq. (2.14), the Coriolis force cf  must be additionally determined and applied in the RHS 
of this equation. How to perform the latter operation is the main subject of this section. In 
particular, the time-steps required to secure sufficient accuracy of the numerical integrations are 
discussed. Essentially, the integration time step may be viewed as the time interval of sampling 
of the continuously changing system's state. The changes to be monitored in the problem 
considered include the following: 
 The motion of the structure. The time step at which this motion is updated, which 
can also be considered as the time step for integrating LHS of Eq. (2.14), will be 
referred to as it . At this stage the purpose of simulating the mass-structure 
interaction is to control the system's fundamental mode of vibration. We assume 
that the structure motion is characterized by the current period pT of this mode. 
Normally, the time step 20/pi Tt   would be required to recreate it accurately. 
In other words, this integration time step will secure accuracy of the solutions if 
the mass is located at a certain stationary point on the pendulum. 
 The variation of the Coriolis forces. As demonstrated in the previous section, the 
values of these nodal forces vary when the mass is traversing a particular beam 
element. Then the components of cf change locations when entering the next 
element. The time step at which the Coriolis force vector is updated is referred to 
30 
30 
as lt  and is in fact the so-called load-step in the ANSYS' procedure. The time 
duration lt  is also used to control the variation of the mass matrix in time. As 
already mentioned, the changes to M(t) in Eq. (2.14)  can be executed in ANSYS 
program by applying the 'ekill' and 'ealive' commands, which allow 
removing/placing the mass m (or its fractions) at a sequence of nodes in proper 
times to mimic the mass movement along the structure.  
In the actual ANSYS code, there are two time period parameters to control the integration: 
it  which is the integration time step and lt  which is the load step time increment. As already 
mentioned, a value of 20/PT  for it  is normally sufficient for obtaining acceptable accuracy 
when only the integration of the LHS of Eq. (2.14) is considered. Generally, as will be shown 
later, the value of lt  has to be much smaller for obtaining acceptable accuracy in calculations of 
the Coriolis force vector. On the other hand, it should be noted that in the ANSYS code, the 
integration time step has to be smaller than or equal to the load step time increment. 
Consequently, if lt  is sufficiently small for accurate calculation of the Coriolis force vector, 
then it  will automatically be small enough, and, the accuracy of the integration procedure will 
be secured. 
 
2.4.4 Different variation of the proposed approach 
The approach proposed in section 2.4.2 can be used for any mass motion pattern. However, as 
mentioned earlier, if the mass motion is simple, for instance if it moves with a constant velocity 
or has sinusoidal motion with constant frequency, the approach can be simplified considerably. 
In the simplified approach, to be referred to as procedure I, the nodes in the vicinity of the mass 
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a)  
b) 
motion are placed such that at each time step, lt , the mass is exactly located on a node. This 
adjustment can be done by using the predefined pattern of mass motion. For instance, if the mass 
moves with a constant velocity 0v , then by placing nodes on equal distance of ltv 0  as shown in 
Figure 2-10a, it is guaranteed that the mass is exactly on a node at the beginning of each load 
step. As another example, if the mass motion is given by   tss 00 sin1  , where 0s ,   and 
0  are constant, the nodal points can be placed such that the mass is at a certain node at each 
load step (i.e. for ltt  , ltt  2 , etc.). However, the load step time increment for this case 
should be a divisor of the mass motion oscillation period (that is nTt ml   where 02 mT  
and n  is an integer). The advantage of this procedure is that instead of using Eq. (2.17), or one 
of its equivalences, the Coriolis force, sm2 , can be directly applied on the node where the mass 
currently is. Also, since the mass is at a node in the beginning of the load step, the modeling of 
the time-varying part of the mass matrix is simplified to activating the mass element at the 
current mass position.  
 
 
 
 
 
 
 
 
Figure 2-10 Different discretization scheme of the FEM models in procedure I. 
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While the FEM approach, including calculation of Coriolis force vector and mass matrix, is 
simpler using procedure I it has some disadvantages. First, it can only be applied if the mass 
motion pattern is simple and straight forward, like when the mass moves with a constant 
velocity. As it will be discussed later, continuous attenuation is obtained when the mass motion 
is sinusoidal with a varying oscillation frequency. This pattern of motion cannot be modeled by 
using procedure I. Also, since in this method the element size and the time step are dependent 
(they have to be adjusted such that the mass is exactly at a node in each load step), normally the 
element size has to be shortened when the time step decreases. Consequently, in some cases 
where a small time step should be used for obtaining sufficient accuracy, a small element size 
should also be used, which eventually leads to divergence of the solutions. In fact, as will be 
shown later, procedure I cannot produce acceptable solutions for certain patterns of the mass 
motion. 
On the other hand, the element size and time step are independent in the regular proposed 
approach, which is based on the procedure mentioned in section 2.4.2. This version of the 
proposed approach, to be referred to as procedure II, is more general and can be applied for any 
pattern of mass motion. While the formulation is more complicated in this procedure, it will be 
shown that the procedure is capable of producing results with sufficient accuracy for any pattern 
of mass motion.  
Procedure II can be applied in different ways depending on which formulation is used for 
calculating and applying the Coriolis force vector. In other words, the Coriolis force vector can 
be calculated and applied based on either Eq. (2.17), Eq. (2.18) or (2.19) and (2.20) which will 
result in three different ways of applying procedure II. The results based on these different 
methods will be discussed later.  
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The time step lt  in procedure II can be characterized by tt , the time that is required for the 
mass to traverse one element. The time period tt  can be determined once the pattern of mass 
motion, s(t), is given.  Generally, tt  should be such that eiti Ltstts  )()(   where eL  is the 
size of the beam element being traversed. Obviously, lt  cannot be larger than tt  because in 
this case the mass would be in one element at the beginning of the load step but end up in a 
different element at the end of the load step. This is in conflict with the assumption implied in 
formulation of the proposed approach that the mass should be in one certain element for the 
entire load step. On the other hand, lt  can be smaller than tt , which means that during the 
time period that the mass is traversing that certain element, the Coriolis forces and time-varying 
mass matrix are updated more than once. As will be discussed later, the accuracy of the solution 
depends on both lt  and the element size. 
 
2.5 Testing the Proposed Approach for Pendulum Problem 
The problem considered in section 2.3 will be analyzed again in this section by using the 
proposed FEM approach. The pendulum and mass parameters are the same as those in section 
2.3; however, different patterns of mass motion will be considered here which include: 
Pattern 1: Mass m moving with a constant velocity (and in one direction). If constvs  0  
then, as shown previously, the damping ratio will be always positive (attenuation) for 00 v  and 
negative (amplification) if 00 v .  
Pattern 2: Periodic motion of m. When mass m is oscillating around 0ss   according to 
)sin1()( 0 tsts m  with an amplitude of 0s  and a frequency of m , Eq. (2.9) represents a 
self-exciting system. If m =constant then the system response is characterized by amplification 
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alternating with attenuation, which generally results in a beating phenomenon. However, if the 
mass motion is synchronized in such a way that )(2 tm    then a continuous attenuation with 
)(t constants (a viscous-like damping) can be achieved. Examples for the beating 
phenomenon and continuous attenuation will be presented in the following sections. 
The parameters for the pendulum and the mass, which are the same as those considered in 
section 2.3, were selected in such a way that if mass m is at 0s =1.1 then its instantaneous 
frequency (see Eq. (2.11)) is  )( 0s  (in rad/sec). It would correspond to the period 0pt = 2.00 
sec of the pendulum's oscillations if the mass m was stationary. This period would vary from 
0
pt =1.84 sec for 0s =0 to 
0
pt =2.13 sec for 0s =1.4 m with the same parameters. 
If the mass was fixed, then the integration time-step 1.020/  pr tt sec, would normally be 
recommended to analyze this case almost independently of the number of elements used. In fact, 
our numerical tests rendered accurate results by using only two (or more) elements.  This is 
important to remember because for the moving mass cases much more elements will have to be 
used. Also, much shorter time-steps, like t =0.01sec, will be applied for the moving mass cases 
which reduces any 'stationary' errors of integration in the analysis to a negligible level. 
Some general features of the numerical errors of integrating Eq. (2.14) and their relations to 
the relative motion of mass are briefly discussed first. Assume that the mass' path is given by 
tts 2.04.1)(   (the exact solution for this case has been shown in Figure 2-2). The pendulum's 
oscillations should be amplified because m is moving towards the rotation center with velocity 
secmv /2.00   resulting in   0tc . 
Based on the exact solution the initial amplitude 0 =0.1 increases in the 3rd cycle to 
3 =0.133, as expected. Then, the FEM model with 28 elements of the length eL 0.05m is 
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integrated by applying Procedure I with the proportional nodal Coriolis forces applied. For this 
case the duration of the load-step lt  is equal to 0.05/0.2=0.25 sec and 01.0 it sec. This 
means that every transfer from one node to the next is integrated using 25 time-steps. The results 
are shown as the 'FEM' curve in Figure 2-11 (the exact solution is also shown in the figure). The 
3rd amplitude increases to 3 =0.117 (which is about 13% less than the exact value). Also, the 
time to reach this amplitude is longer than the exact time, which indicates some period 
elongation. Generating the negative amplitude error and positive period error appears to be a 
general feature of the numerical integration of the FEM model for any 00 v . The opposite is 
true for 00 v , i.e. the amplitude error becomes positive, and the period error becomes negative 
(no such case is shown in Figure (2.11), for the sake of brevity). 
 
 
 
 
 
 
 
 
 
 
Figure 2-11 The pendulum's responses to mass motion with 2.00 v  according to different  
analysis methods. 
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Next, some consequences of modeling the mass m traveling along the pendulum by applying 
the ANSYS standard procedure with 'ekill' and 'ealive' steps (which places/removes the mass in a 
sequence of nodes at proper times) are presented. One should realize that such an operation 
affects only the term XtM )(  in the equation of motion (2.13) by changing the system's mass 
matrix from )( itM  into )( 1itM  when m is first assigned to node i at it  and next reassigned to 
node i+1 at tii ttt 1 .  However, the fact that mass m is moving with velocity is , while in 
node i at it , is completely omitted (similarly as velocity 1is  at node i+1 for 1it  is omitted). This 
in turn means that XtM  )( =0, or that all the Coriolis effects discussed in the previous section are 
omitted as well. Using such an approach, the curve denoted as 'No Coriolis' in Figure 2-11 was 
obtained. Note that, according to this curve, the system is actually attenuated, with the 3rd 
amplitude reduced to 3 =0.092 (this amplitude increased to 0.133 for the exact solution), 
indicating that such a simulation misinterprets completely the effects of the mass motion on the 
structure's behavior. 
It is also interesting to mention that omitting the term XtM  )(  is equivalent to neglecting the 
term ssm2   in  Eq. (2.6)  (or assuming   0t  in Eq. (2.9)). Consequently, the standard FEM 
results obtained by applying only the 'ekill/ealive' commands will approximate, no matter 
whether s =0 or s 0,  the solution to the pendulum-mass system's equation in the form: 
0sin)()( 2   mslmgmsI cpo                     (2.25) 
The solution to this equation, which can be obtained by integrating it using Runge-Kutta method 
for example, is almost indistinguishable from the 'No Coriolis' curve obtained from Newmark's 
integration of the FEM model (see Figure 2-11). This only indicates that the procedure 
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combining Newmark's integration with the 'ekill/ealive' commands is accurate; however, the 
Coriolis effects are being completely overlooked. 
 
2.5.1 Testing procedure I 
Procedure I is well suited for constant velocity cases. For an assumed load step time interval 
lt , all elements of the beam should be of the same length || 0vtL le  , as indicated in Figure 2-
10. This procedure was already applied to obtain the 'FEM' curve in Figure 2-11 for the case of 
2.00 v m/sec by using 28 elements of equal length. The amplitude error after three oscillations 
was about 13%, or about 4.3% per oscillation. The load-step duration 25.0 lt sec and the 
time-step 01.0 it sec were applied (for this time-step the amplitude error per oscillation for a 
'stationary' mass is around 0.05%).  The relatively large error of integration for the moving mass' 
case can be attributed to a poor representation of the variation of the Coriolis forces in time (i.e. 
load-step time is too long). For this case, the load applied is sampled every 25.0 lt sec, while 
if the mass was 'stationary' then the time-step rt 0.1sec would be required to integrate the 
equations of motion for such a system  accurately. This will give the ratio rl tt  / =2.5 which is 
apparently too big and produces the relatively large error of 13%. To reduce the error the load 
step time interval should be shortened. On the other hand, for a given mass velocity in Procedure 
I, the length of the element should also be reduced when the  load step time increment decreases. 
The effects of different lt  ( rt  for the system is assumed to be 0.1sec) on the amplitude 
error for constant mass velocity cases are shown in Figure 2-12. These results were obtained 
using the proportional nodal Coriolis forces. As expected, the amplitude error decreases with the 
decreasing of the load step time interval. It is also observed that the error is slightly less for 
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positive velocities. For rl tt  / =1 the amplitude error is around 0.5%. Incidentally, for a 
'stationary' mass, if it =0.1sec is used, then the amplitude error is also around 0.5% (if 
it =0.02sec that error decreases to 0.1%, and to 0.05% for it =0.01sec). 
 
 
 
 
 
 
 
 
 
 
Figure 2-12 Effect of the load step time increment on the amplitude error for s =const. 
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For example, if 0v =0.1m/s then eL =10 mm, which means that 140 elements for 1.4 m long 
pendulum are needed to have lt =0.1s (the case 0v =0.1m/s and lt = 0.025s shown in Figure 2-
12 was simulated using eL =2.5 mm or 560 elements). 
The effect of lt  on the period error is depicted in Figure 2-13. The irregularities of the 
curves are mostly due to inabilities to determine the period precisely from the ANSYS' output 
(the results, including the pendulum angle, are only available in instances which are multiplier of 
the integration time-step). Note that the percentage values for this error are about one order 
smaller than for the amplitude error. In conclusion, by considering the results in Figures 2-12 and 
2-13, it is observed that sufficient accuracy can be obtained if 1rt tt  . 
 
 
 
 
 
 
 
 
 
 
Figure 2-13 Effect of the load step time increment on the period error for s =const. 
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If the mass velocity varies, then fixing the time interval lt  leads to an irregular meshing of 
the beam, as shown in Figure 2-10b. In particular, the required eL  may become very small for 
the sectors of slow motion of the mass (such as at the vicinity of the turning points of any 
periodic motion). The numerical difficulties and the corresponding integration errors are 
illustrated on the example of a path given by   tsts m00 sin1)(  . If 0s =1.1 m and  =0.2 
then the mass m oscillates between 0.88m and 1.32m. Recall that  )( 0s rad/sec corresponds 
to the period 0pt = 2.00 sec of the pendulum's oscillations with the mass m stationary at 0s . If the 
frequency of the mass motion is constant and such that  2)(2 00  sm  (or that the period of 
the mass motion is 0mt =1.00sec) then, according to Szyszkowski and Stilling 2005, such a motion 
should attenuate several cycles of the pendulum's oscillations followed by amplification of the 
subsequent cycles. The system's response for up to 20 sec (or about 10 pendulum's cycles) is 
presented in Figure 2-14. 
 
 
 
 
 
 
 
 
 
Figure 2-14 The pendulum's response to  tts 2sin2.011.1)(   by Procedure I. 
-0.10
-0.08
-0.06
-0.04
-0.02
0.00
0.02
0.04
0.06
0.08
0.10
0 5 10 15 20
Exact 
FEM, Fixed Element
FEM, Fixed Time
  (rad) 
Time (s) 
41 
41 
 
The results denoted as 'Exact' were obtained by integrating Eq. (2.6) with the help of the 
Runge-Kutta procedure. Only the first cycle is properly synchronized to cause attenuation 
(according to Szyszkowski and Stilling 2005 the damping ratio for this cycle should be 
 =0.058). Due to slight variations in the period of the pendulum oscillations (and 
m
T  remaining 
the same), the synchronization is gradually lost resulting in amplification after about five cycles. 
This will be explained in more details in the following sections. 
The ‘FEM Fixed Time’ results in Figure 2-14 was obtained by using Procedure I with the load 
step time 28/0ml tt  =0.0357sec (which gives the ratio rl tt  / =0.357) and the element length 
varying from eL =49 mm at the center of the mass motion range to eL =5.5 mm at the turning 
points (the element sizes were determined from avgte stL  ). For consistency with the results 
presented in previous section, the integration time step was again  it 0.01sec. As it is observed 
in Figure 2-14, the results diverge quite severely from the exact results despite of a relatively low 
rl tt  /  ratio. The amplitude of the 10th cycle, FEM10 , is only about 20% of the exact one (or 
FEMexact
1010 / =5). 
The way to improve this accuracy would be to reduce lt  further, which in turn requires 
increasing the number of elements covering the motion range. For instance, when 0078.0 lt s 
(it gives rl tt  / =0.078 which is 4.6 times smaller than before) the amplitude of the 10th cycle 
is still 1.33 times less than the exact one. It is also important to note that the FEM solution does 
not converge for lt  smaller than 0.0078s since the elements near the turning points become too 
small to render meaningful results. 
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Procedure I was also used with a fixed element size and varying load step interval (this 
method is less convenient to program). The motion range was divided into 16 elements of equal 
length eL =27.5mm, then the load step intervals were adjusted by using avgel sLt / , as before. 
The results are indicated by the curve denoted as 'FEM, fixed element'. Interestingly, this 
approach produces the positive amplitude errors (for example, the amplitude of the 10th cycle is 
about four times greater than the exact one, or exactFEM 1010 / =4 ), which is opposite to the negative 
amplitude error generated by the fixed load step time approach. Thus, as shown in Figure 2-14, 
for a periodic motion neither of the methods estimates the exact solution with sufficient accuracy 
despite using relatively small traverse periods. 
Finally, it is important to note that Procedure I appears to be insensitive to the patterns of 
applying the Coriolis forces. The differences between the amplitude and period errors obtained 
by using either proportional, lumped, or consistent forces were insignificant. 
 
2.5.2 Testing procedure II 
In Procedure II the duration of the load step lt  can be a fraction of the traverse interval tt , 
which allows the use of a longer element size eL . Any discrete time kt , with the mass between 
the nodes, can be considered to calculate and apply the Coriolis forces (either proportional, 
lumped, or consistent forces located at )( kk tss   where 10  ks  ) and the mass matrix of the 
traversed element )( ke tM . The time-varying mass matrix is calculated and applied based on the 
approximation of Eq. (2.24). As shown previously in this section, and also will be shown later, 
the error for calculation of the time-varying mass matrix is much smaller than that of the Coriolis 
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force vector. Consequently, even the approximation of Eq. (2.24) was proven to be effective in 
modeling the time-varying mass matrix.  
In order to compare the performance of Procedure I (presented in Figures 2-12 and 2-13) with 
Procedure II, the constant velocity Pattern 1 was tested first. The accuracy of both procedures 
appeared to be almost identical if the same load-step duration lt  was used, although with 
different sizes of the elements. For instance, in Procedure I for the case of 1.00 v m/sec, the 
amplitude error of about 0.3% was obtained assuming  lt 0.1sec, which required the element 
length Le = 10 mm (recall that 0vtL te  ). In Procedure II, the same accuracy was obtained if 
5.2/tl tt  =0.1sec with the element length of Le = 25 mm was used. Thus, accuracy of 
Procedure II for Pattern1 can be characterized by the plots in Figures 2-12 and 2-13 but with 
much less elements applied. For the 1.4m long tube, for example,  in order to achieve the 3% 
accuracy mentioned above, Procedure I required 140 beam elements, while Procedure II only 56 
elements. 
The difference between the two procedures is even more pronounced for the sinusoidal mass 
motion of Pattern2. If applying Procedure I, then the lowest obtained error of the 10th cycle 
amplitude was about 25% (see Figure 2-14). The accuracy of this procedure could not be 
increased due the limitations on the size of elements, as mentioned before. These limitations 
disappear in Procedure II because much larger elements are permitted. To illustrate that 
difference, the problem presented in Figure 2-14 was analyzed again by applying Procedure II 
with lumped nodal Coriolis forces. The results are plotted in Figure 2-15. The mass motion's 
range was divided into 16 elements of eL =27.5mm long (the same size as before for the 'FEM, 
fixed element' case). Load-step durations of lt  equal to 0.05sec, 0.02sec, 0.01sec, and 0.005sec 
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were used. The results for lt =0.05sec are comparable to those shown as the 'FEM, fixed time' 
curve in Figure 2-14 (obtained by Procedure I, an error characterized by FEMexact 1010 / =5). 
However, the error of Procedure II drops to FEMexact 1010 / 2.1 for lt =0.02sec and to 
FEMexact 1010 / 1.3 for lt =0.01sec. If lt =0.005sec (not shown in the figure) then 
FEMexact 1010 / 1.00 and the FEM curve is indistinguishable from the exact solution curve in the 
graph's scale. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2-15 The pendulum's response to  tts 2sin2.011.1)(   by Procedure II. 
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The consequences of using the standard FEM approach with the 'ekill/ealive' commands (i.e. 
without applying the Coriolis forces defined in section 2.4.1) to model the periodic mass 
movement were also examined. Such results are labeled in Figure 2-15 as 'No Coriolis' (similarly 
as in Figure 2-11 for the constant velocity case). The FEM solution shown was obtained for 
03.0lt  sec and mmLe 5.27 .  
The amplitude error of this solution, which is determined by comparing the FEM results with 
the 'exact' results obtained from Eq.(2.25), was less than 0.5%. This error, which is due to 
Newmark's integration of the FEM model as well as modeling the time-varying mass matrix by 
using Eq. (2.24), is considerably smaller than that caused by calculation of Coriolis force (which 
was more than 50% for 02.0 lt ). According to Szyszkowski and Stilling 2005, Eq. (2.25) for 
the case considered can be simplified to 0)2sin3397.01(2   tpp , which is a Mathieu's 
type equation to represent self-exited oscillations with the solution diverging (amplification) with 
the rate of about 2.2% (the harmonic terms are multiplied by te 022.0 ). Recall that in the exact 
solution obtained by including the Coriolis forces the first cycle is actually attenuated with the 
rate of 5.8% ( =0.058).  
The 'No Coriolis' curves in Figures 2-15 and 2-11 indicate that modeling the mass movement 
by only the 'ekill/ealive' type of commands does not mimic the mass-structure interaction. The 
inclusion of the Coriolis forces appears to be essential for obtaining any meaningful results. 
Recall that in Pattern 1 (of constant velocity of mass), Procedure I generated positive or 
negative amplitude errors for positive (causing attenuation) or negative (causing amplification) 
mass velocities, respectively (see Figure 2-12). The errors were essentially independent of the 
type of Coriolis forces applied, and the magnitude of an accumulative error always increased 
with the number of cycles of the pendulum's oscillations. However, for Pattern 2 with the mass 
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moving periodically, the positive and negative errors should alternate; therefore, the 
accumulative amplitude error does not necessarily increase with each cycle. Such an 
accumulative amplitude error for the first five cycles and for lt =0.005sec is depicted in Figure 
2-16. Only the results obtained by using Procedure II are presented. 
 
 
 
 
 
 
 
 
 
Figure 2-16 Accumulative amplitude error for first five cycles. 
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-6.00
-4.00
-2.00
0.00
2.00
4.00
6.00
0 1 2 3 4 5 6
%100
Exact
ExactFEM


Cycles
lumped Coriolis 
consistent
proportional
47 
47 
Interestingly, the error almost vanishes for the lumped Coriolis forces after 10 cycles and for the 
consistent forces after 15 cycles. The error continuously increases for the proportional forces. 
 
 
 
 
 
 
 
 
 
Figure 2-17 Accumulative amplitude error after different number of cycles. 
 
 
 
 
 
 
 
 
Figure 2-18 Effect of lt  on the accumulative amplitude error after 10 cycles for different 
patterns of the Coriolis forces. 
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The effects of lt  on the accumulative amplitude errors after 10 pendulum's oscillation cycles 
obtained by applying either the proportional, or lumped, or consistent Coriolis forces are 
presented in Figure 2-18. The accuracy is generally poor for lt >0.02sec. It should be 
emphasized, however, that the above results obtained by applying Procedure II are still much 
better than those of Procedure I with comparable durations of the load-step lt . 
 
2.6 Simulating a Continuous Attenuation Case 
As mentioned earlier, the advantage of the proposed FEM approach is its ability to simulate 
problems with arbitrary movement of the mass acting as a controller. To illustrate this point, 
Pattern 2 of periodic motion of the mass, similar to those presented in Figures 2-14 and 2-15, is 
analyzed again. In this pattern, the mass motion is such that its frequency is almost twice the 
frequency of the pendulum. As shown in the figures, the pendulum vibration is attenuated for the 
first few cycles. Prior to discussing how continuous attenuation can be obtained, it is very 
important to explain why this pattern of mass motion causes attenuation for the first few cycles 
and, also, why the attenuation-effects of the moving mass gradually changes into amplification-
effects. 
As it has been noted previously, regardless of the sign of  , the mass motion will attenuate 
the system vibration for 0s  and will amplify the system vibration for 0s . Also, since the 
damping-like effect of the relative mass motion comes from the mass Coriolis acceleration 
(which is equal to sm2 ), the damping like effect is proportional to both mass relative velocity, 
s , and pendulum’s angular velocity,  . Consequently, the synchronization for obtaining 
attenuation should be such that when s  is positive   is maximum (which results in maximizing 
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the attenuation effect). Also, when s  is negative,   should be minimum (resulting in 
minimization of amplification effect). Figure 2-19 shows a typical synchronization of the mass 
motion and pendulum oscillation for obtaining attenuation. The main feature of this mass 
motion, s , is that its frequency is twice the frequency of  . Also, the phase for s , which is 
denoted by  , should be zero when   is zero, as shown in the figure.  
 
 
 
 
 
 
 
 
 
 
Figure 2-19 A typical cycle of motion for the angle   and mass position s  to obtain attenuation.  
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and finally if    when   is zero (out of phase) then the amplification effect is maximum. 
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Figure 2-20 The mass motion and the pendulum oscillation for different cycles (a) attenuation 
cycle (b) neutral cycle (c) amplification cycle.  
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   By considering the role of   in the pendulum’s response, which was just discussed, the 
beating phenomenon (amplification followed by attenuation) shown in Figure 2-15 can now be 
explained. To this end, three different cycles of motion from the exact solution presented in 
Figure 2-15 are redrawn in Figure 2-20 a, b and c. The mass motion oscillation (in terms of 
  0sts  ) is also shown in these figures. In Figure 2-20a, which is for the first cycle of 
pendulum’s vibration, the mass motion and pendulum’s vibration are almost perfectly in phase, 
0 , which, according to the previous discussion, maximizes the attenuation effects and 
eventually the pendulum’s amplitude of oscillation,  , decreases. A detailed study of the 
pendulum’s vibration shows that its frequency of vibration, which is almost equal to   in the 
first cycle, changes slightly in the second and the following cycles. For instance the period of 
first cycle is 1.99 sec while it is 1.98 for the second one. The reason for this slight change is the 
disturbance caused by the relative motion of the mass. For the case shown in Figure 2-15, the 
period of pendulum vibration decreases in the attenuation phase (the first 5 or 6 cycles) while it 
increases in the amplification phase (the following cycles).  
Due to this change in the period of the pendulum’s vibration, the synchronization of the mass 
and the pendulum is gradually lost. As shown in Figure 2-20b, which renders the sixth cycle, the 
mass motion phase is almost neutral, 2  , and consequently, no attenuation or amplification 
is caused by the mass motion. In the cycles followed by this neutral one, the mass motion 
gradually gets out of phase,   , resulting in amplification of vibration as illustrated in Figure 
2-20c.  
The approach to be used for obtaining continuous attenuation is to keep the mass motion and 
the pendulum oscillation in phase. To this end, the frequency of pendulum oscillation, which can 
be expressed in terms of pendulum rotation angle  , should be monitored continually. Then, 
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whenever there is a change in this frequency, the mass motion frequency should be updated to 
twice this frequency. The mass motion is then given by: 
  tss p 2sin10                 (2.26) 
where p  is the current pendulum vibration frequency. It is noted that in more complicated 
structures, like beams and frames, this synchronization process is more complicated and involves 
more details which will be discussed in the following chapters. 
Figure 2-21 shows the pendulum’s vibration over time when this approach is used to 
synchronize the mass motion pattern. This case was simulated using Procedure II and the results 
are obtained for 01.0lt sec. It is noted that, in the plot, these results are indistinguishable 
from the exact solution reported in Szyszkowski and Stilling (2005).  
 
 
 
 
 
 
 
 
 
 
Figure 2-21 Pendulum response when the mass motion is synchronized.  
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If we plot similar curves to those of Figure 2-20, where no synchronization was done, it is 
observed that the mass motion and the pendulum oscillation are always in phase. This is shown 
in Figure 2-22 where the mass motion and the pendulum angle are illustrated for the first and 
tenth cycles. Note that   stays close to zero for different cycles which means the pendulum’s 
vibration is attenuating in each cycle.  
    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2-22 The mass motion and the pendulum oscillation for first and tenth cycles. 
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Recall that previously for  01.0 lt sec procedure II yielded more accurate results in the 
attenuated phase of the pendulum's oscillations than in the amplified phase, as shown in Figure 
2-15. Because the pendulum's oscillations in Figure 2-21 are always attenuated, the accuracy of 
Procedure II for the synchronized mass motion appears to have improved somewhat (differences 
between the FEM and exact results can be visually detected only if 02.0lt sec). 
If the pendulum vibration shown in Figure 2-21 is approximated as a damped sinusoidal 
motion, i.e.  te ptp   cos0  , then the corresponding equivalent damping ratio for this case 
will be 5.7 %. From the control point of view, it is desirable to increase this active damping ratio 
which can be done by changing the mass motion pattern. As a result, it is interesting to 
investigate how changing the mass motion parameters, including 0s  and  , will affect the 
pendulum response and the corresponding active damping ratio. To this end, several analyses 
with different mass motion parameters have been done and the results are summarized in Figures 
2-23 and 2-24. The parameters that are investigated are mass’s oscillation amplitude, 0s , and 
the average location of mass, 0s , which are both non-dimensionalized with respect to the 
pendulum’s length, L .   
Figure 2-23 shows the effect of mass motion amplitude on active damping ratio. As shown 
previously, the resisting Coriolis force is proportional to sm . On the other hand, based on Eq. 
(2.26), the mass relative velocity, s , is proportional to 0s  . This means that the damping ratio is 
expected to increase with the amplitude 0s  which agrees with the results shown in Figure 2-23, 
where the damping ratio increases almost linearly with the amplitude 0s . The results shown in 
Figure 2-23 also compares the damping ratio obtained for two different values of 0s . This 
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comparison shows that 0s  has a slight impact on the equivalent damping ratio; however, it is not 
as significant as the effect of amplitude 0s .  
 
 
 
 
 
 
 
 
 
Figure 2-23 Effect of mass oscillation’s amplitude on the equivalent active damping ratio.  
 
 
 
 
 
 
 
 
 
Figure 2-24 Effect of mass averaged location on the equivalent active damping ratio. 
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The effect of mass average location on the damping ratio is better shown in Figure 2-24 where 
damping ratio is plotted versus non-dimensional averaged location for two different mass motion 
amplitudes, 0s . Based on these results, it is observed that the damping ratio increases when 0s  
increases which is expected since the torque (about the pivot) caused by the Coriolis force gets 
larger as the average distance, 0s , increases. Also, according to Eq. (2.10), it can be shown that 
for the case considered here, the instantaneous damping ratio increases with s , but the increase 
is not proportional (term  ts  is present in both the numerator and denominator of the 
expression). This is why the effect of 0s  on the damping ratio is not as large as the effect of 0s . 
 
 
 
 
 
 
 
 
 
Figure 2-25 Effect of mass, m , on the equivalent active damping ratios. 
 
All the results in Figures 2-23 and 2-24 are obtained by using a mass of 1 kg for the moving 
body, 1m . Since the Coriolis force is also proportional to this mass, it is expected that the 
damping ratio increases with m . Figure 2-25 shows how the damping ratio is changing with m  
for two different values of mass motion amplitude, 0s , and 10 s . The mass m  is non-
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dimensionalized with respect to the mass of the pendulum, pm . As expected, damping ratio 
increases with m ; however, it appears that there is a maximum obtainable damping ratio since 
the curves in the figure tend to asymptotically go to a maximum value. In fact, as the mass m  
gets larger, and thus the damping ratio increases, the synchronization process gets harder to do. 
For the case shown in Figure 2-25 the maximum damping ratio that can be obtained for 10 s  
and 2.0  occurs at 5.2m  kg and is about 8.16%. 
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CHAPTER 3 
 
CONTROLING FLEXURAL VIBRATION OF A DISTUBED BEAM 
3.1 Introduction 
In this chapter, the vibration control approach discussed in the previous chapter will be 
applied for controlling flexural vibration of a beam. Figure 3-1 shows a typical vibrating beam. 
The mass m  slides back and forth along the beam and to attenuate its vibration, which can be 
achieved by synchronizing the relative motion of the mass m  with the motion of the beam.  
Unlike for the pendulum problem, the mass motion-beam interaction should be modeled by 
the Finite Element Method, because any analytical approach becomes too complicated, 
especially when the control aspect (attenuation) of the problem is included. 
 
 
 
 
Figure 3-1 Scheme of a vibrating beam along which a mass is moving. 
 
A time-varying beam element, formulated for the pendulum case, is capable of modeling the 
problem considered in this section; however, the motion of the beam is now more complicated, 
which results in more complicated mass motion (it has a centripetal acceleration in addition to 
Coriolis acceleration). This means that the formulations have to be extended very carefully to 
model the mass-beam interaction correctly.  
The dynamic modeling of the pendulum problem was relatively simple. An analytical solution 
could be obtained by numerically integrating the dynamic equations; thus, the FEM results could 
m
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be verified by comparing them with this ‘exact’ solution. For the beam problem, however, as will 
be shown later, the dynamic formulation is more complicated, which makes it harder to obtain 
any analytical solution and evaluate its accuracy. Consequently, verifying the results obtained by 
the proposed FEM approach is more challenging for this case. 
Furthermore, since the beam is modeled as a continuum, it basically has an infinite number of 
vibration modes while, for the pendulum case, only one mode of vibration was present. As a 
result, the beam’s vibration response is affected by more than one mode of vibration which 
makes the moving mass synchronization process more complex. 
In this chapter, the FEM model for the moving mass-beam structure is first established by 
extending the formulation already presented in the previous chapter. Then, the results obtained 
based on this approach will be verified by comparing them to the (limited) results available in the 
literature. In the next step, the mass synchronization method presented in the previous chapter is 
explained and extended in more details. Finally, the proposed synchronization methods will be 
applied to different beam problems and the results will be discussed and compared to one 
another. 
 
 3.2 Modeling the Moving Mass-Beam Interaction by FEM 
Understanding the dynamic response of a beam to masses moving along its axis in a 
predefined patterns is important for a wide range of engineering problems, from modeling a 
bridge with a traveling vehicle (usually at a constant velocity) to controlling vibration of an 
elastic system by appropriately relocating its components, which is the purpose of this research. 
The problem has been formulated and analyzed in numerous works with the complexity levels 
varying in quite a wide range. An important aspect differentiating these works is the treatment of 
interaction between the mass and the beam. In particular, significant Coriolis and centripetal 
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types of interaction forces may be generated that are not easy to include into the analysis (other 
aspects, such as the rotational inertia of a moving mass, adding an elastic bed for the beam, etc. 
can be considered as more routine ones). As will be discussed later, in some cases the Coriolis 
and centripetal accelerations caused by the relative mass motion can be ignored without losing 
the accuracy of the model. However, it will be shown that in some other cases, these effects are 
important and neglecting them may lead to completely incorrect solutions. In general, the 
methods used to formulate and solve the problem could be classified into four categories, from 
the simplest to the most complex, as follows: 
a) The moving mass is modeled by its weight. In this approach, the beam is actually traversed 
by a moving force equal to the body’s weight. Any changes in the transversal position of the 
moving mass are completely ignored. Consequently, all inertia effects of the mass are ignored 
too. Such moving-force models are relatively simple and were used in the early works (for 
example A.N. Kryloff 1905 and S.P. Timoshenko  1911). This approach was used also in more 
recent works where there were more than one moving forces on a multi-span beam (K. Henchi 
and M. Fafard 1997 and D.Y. Zheng et al 1997), a sinusoidal motion for the mass (K. Watanabe 
et al 1997), nonlinear effects in beam’s equation (V.H. Nguyen and D. Duhamel 2006), or 
applying a time-varying traveling force  (A. Garinei and  G. Risitano 2008) were considered. 
b) The moving mass’ acceleration in the transversal direction is considered in addition to the 
model in (a). This generally creates a time-variable coefficient at the inertia term, which 
complicates the solution technique. While the vertical motion of the mass due to beam’s flexural 
vibration is accounted for, any effects related to the relative motion of the mass with respect to 
the beam (the Coriolis and centripetal effects) are omitted. This approach was applied in most of 
the previous works on the moving mass- beam interaction problems. Somewhat different 
61 
61 
solution procedures and methods (finite difference approach in X. Xu et al. (1997), infinite series 
in R.J. Jiang et al. (2003) and Y.B. Yang and C.W. Lin (2005), Green functions in M.A. Foda 
and Z. Abduljabbar 1998), or different assumption about the moving mass (moving a mass-
spring system along the beam in .B. Yang and C.W. Lin (2005) and assuming the mass to be 
partially distributed in E. Esmailzadeh and M. Ghorashi (1995) and J. R. Rieker and M. W. 
Trethewey 1999), or different levels of complexity (including nonlinear effects in X. Xu et al. 
1997 and moving the mass along multi-span beam in M. Ichikawa et al. 2000) were used in these 
papers. 
c) The Coriolis effects are considered in addition to the model in (b). Such an approach has 
been used in G.T. Michaltsos and A.N. Kounadism 2001, S.A.Q. Siddiqui et al. (2003) and A. 
Nikkhoo et al. (2007) to obtain analytical solutions by applying an infinite series, and in H.J. 
Schneider et al. (1983) by the finite element method. 
d) A 'complete' model of the mass-beam interaction. Within the linear dynamics (small 
deflections/rotations of the beam) this approach includes all the possible effects, in particular, the 
Coriolis and centripetal types of forces. 
In this section the dynamic equations are formulated based on the most general form (d). 
Then, the FEM formulation is derived by generalizing the combined beam element proposed in 
the previous section. It is noted that the proposed method allows running the model (d), or 
models (a-c), if some of the effects mentioned above are excluded. This means that the results 
obtained by including/excluding different mass acceleration terms can be studied.  
 
3.2.1 Deriving the Exact Dynamic Equations 
The interaction between the beam and the moving mass m can be determined by analyzing the 
equations governing the motions of these two bodies separately. The beam of stiffness EI and 
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unit mass  A is loaded by the interface forces NF  and tF , as well as the forces due to gravity 
and possibly by some  forces kF  of fixed locations ( all these forces are indicated in Figure 3-2). 
Also, the axial forces denoted by n(x) may be present. 
 
 
 
 
 
 
Figure 3-2 The beam with the moving mass. 
 
The motion of mass m obeys the equations: 
tFsm           (3.1) 
Ns Fmgwm          (3.2) 
Based on the Euler beam theory, the vertical motion of the beam is given by: 
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where  .  denotes the Dirac’s delta function, and a dot means the time derivative. 
Applying the chain rule of differentiation, the vertical acceleration of mass m is: 
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Making use of Eq. (3.1), (3.2), and (3.4), the interaction term in Eq. (3.3) becomes: 
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where s  is the relative velocity of the mass with respect to the beam, sxs x
w
t 


 |  is the 
angular velocity of the beam, and sxs x
wR 
 |1 2
2
 is its radius of curvature at the contact. 
Only force mgFg  , which represents the weight of m, would be included in method (a) 
mentioned in the previous section. Method (b) would add force 2
2
t
wmF sin 
  representing the 
conventional vertical inertia force. The Coriolis force sCr smF 2  would be included in method 
(c), and finally the centripetal force 
s
cp R
smF
2  would be added in method (d). All these forces 
should be applied at the current location of mass m. 
Substituting Eq. (3.5) into Eq. (3.3) one obtains: 
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where 
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)(2 sxsmnneq           (3.6b) 
)()( sxmAA eq          (3.6c) 
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It should be noted that the interaction forces ( NF  and tF  in Figure 3-2) are not present in the 
above equations, and that the Dirac function in Eq. (3.6a)-(3.6c) make them difficult to solve, 
analytically or numerically. The notation used in Eq. (3.6) allows identifying the correspondence 
between some terms in these equations and the forces specified in Eq. (3.5) and also correlates to 
the approaches (a) to (d) listed in the previous section. 
Namely, if 0 cpCrin FFF , then the terms defining the equivalent inertia force  and the 
axial force are  2
2
)(
t
wAwA eq 
    and  nneq  , respectively, as in method (a). If one assumes 
that 0 cpCr FF  (i.e. inF  is considered) then the inertia term is 
)()( 2
2
2
2
sx
t
wm
t
wAwA eq 

   , which corresponds to method (b). In turn, if only 0cpF  
is assumed, then nneq   and eqwA )(   is as defined by Eq. (3.6a), which represents method (c). 
Finally, using the full definitions, Eq. (3.6a) to (3.6c), for the inertia, axial and gravity forces 
corresponds to method (d). 
 
3.2.2 The FEM Formulation of the Combined Beam Element 
Like the pendulum case, it is obvious that only the beam element currently being traversed by 
the mass needs special consideration. The motion of the beam in this element must be governed 
by Eq. (3.6) which is more general than the pendulum motion (Eq. (2.6)). The remaining 
elements can be modeled by any standard beam elements with the deflection approximated by 
eXw N , where N and eX  represent the shape functions and the corresponding degrees-of-
freedom (DOF), respectively. The mass, stress stiffening, and bending stiffness matrices for such 
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standard elements are defined by  
eL
T
eo xdAM NN  ,  
eL
x
T
x
g
eo xdnK ,, NN , and 
 
eL
xx
T
xxeo xdEIK ,, NN , where eLx 0   and eL  is the element length. 
The element equation for such elements is usually written in a standard form as: 
e
g
eoeoeeoeeo FXKKXCXM  )(      (3.7) 
The term eeo XC   is added to represent any natural damping effect, and eF  is the vector of usual 
'internal' forces acting on the element at nodes. 
However, the element currently being traversed by the mass (to be referred to as the combined 
element) is governed by the 'full' Eq. (3.6) and therefore needs special considerations. Note that, 
formally, the presence of mass m should only affect the mass and stress stiffening matrices of 
this element. Further, one may conclude that, in order to recreate the effects due to forces inF , 
CrF  (see Eq. (3.5)), the mass matrix should be modified, while the effects due to cpF  would 
require modifications of the stress stiffening matrix. 
The mass matrix for such elements becomes time-dependent and can be written, similar to Eq. 
(2.15), in the form: 
)()()()]([)( tMMssmMsdssmAtM emeo
T
eo
L
T
e
e
  NNNN       (3.8) 
where 1/])([)(0  ei Lststss . 
Matrix eoM  in Eq. (3.8) is the same as in Eq. (3.7), and matrix )(tM em  assigns mass m at the 
current location )(ts  to particular DOFs of the element. The time dependency is hidden in vector 
)(N s  in which the shape functions have to be taken at the current mass location defined by s  
that is changing with time. In particular, for a 'lumped' mass approach (which is discussed later 
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in detail) this term allows splitting mass m into two masses )(tmi  and )(tm j  assigned to the end 
nodes of the traversed element. 
Normally, one may be tempted to identify the inertia term for the combined element similarly 
as in Eq (3.7), that is by just replacing the constant matrix eoM  by the time dependent mass 
matrix )(tM e  determined by Eq. (3.8) to obtain ee XtM )( . However, as it was proven 
analytically for the pendulum problem in chapter 2 and will be demonstrated later in this chapter, 
such an approach is equivalent to including only force inF  into considerations, while the Coriolis 
force CrF  that reflects the presence of relative motion of the mass along the beam (and appears to 
be essential in the control aspect of the mass-beam interaction) is completely neglected. 
It turns out that the effects due to both forces, inF  and CrF , are included if, instead of the 
usual product of mass and acceleration as in Eq. (3.7), the inertia term is defined as the derivative 
of momentum (for the composite element both definitions are formally equivalent, because its 
combined mass remains constant) in the form: 
Inertia term ceeeeeeeee fXtMXtMXtMXtMdt
d   )()()(])([              (3.9) 
The term ee XtM )(  above  can now be interpreted as representing the element in which the 
position of mass m may be considered 'frozen' at a particular time t, while effects of the relative 
velocity of m with respect to the beam will be represented by the mass rate matrix )(tM e , or by 
vector eece XtMf  )( . If, as already mentioned, the term ee XtM )(  is related to force inF  (or to 
the inertia effects due to vertical motion of m), then the mass rate matrix or vector cef  should be 
related to the Coriolis force CrF . 
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Since normally just the mass matrix (constant or time-variable) is calculated in most 
commercial FEM software, the approach using only )(tM e  will be referred here as 'standard', 
while the approach that includes also )(tM e  or cef  as a 'new' one. Note that in both formulations 
one has to make sure that matrix )(tM e  is updated frequently enough to secure a sufficient 
accuracy of calculations. Some challenges related to the new formulations are discussed next. 
Differentiating Eq. (3.8) and using the chain rule, the mass-rate matrix of the element, similar to 
Eq. (2.16), is obtained as: 
)()()( NNT
e
eme sL
smtMtM 
       (3.10) 
One should note that this matrix is explicitly proportional to s , the velocity of the traveling mass, 
and independent of the beam's mass. 
In chapter 2 vector eX  was proportional to e , the angular velocity (which was the same 
throughout the structure) of rigid elements used to model the pendulum. For flexible elements 
used here eX  is also proportional to e , which is interpreted as an average angular velocity of 
the element and varies from element to element. Since vector cef  is proportional to the product 
of s  and e , it will in fact be representing the Coriolis effects, or the effects due to force CrF . As 
mentioned, this force appears to play a dominant role in analyzing vibrations to accompany the 
mass-beam interaction; in particular, in generating apparent attenuation or amplification effects 
for control purposes. 
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Figure 3-3 The FEM model and the composite beam elemen. 
 
The 4-DOF hermitian beam element from the ANSYS software is used (i.e. 
 jjiiTe wwX  , where iv  and i  are the nodal deflections and rotations, respectively) 
with the Hermit's cubic shape functions (i.e. 321 231 ssN  , )2( 322 sssLN e  , etc.). 
By making use of Eq. (3.10) the components of vector cef  associated with the DOFs for such an 
element are determined, same as Eq. (2.17), as: 
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Hence, vector  Tcjcjcicice tftff  , as indicated in Figure 3-3 (note that 0cef  for the 
remaining elements), represents the set of time-varying forces and moments applied to the nodes. 
Several ways of handling  cef  numerically are discussed later in this section. 
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The centripetal effects, or the effects due to force cpF  in the analytical model, can be 
determined numerically for the composite element by substituting the equivalent axial force 
defined by Eq. (3.6b) to the stress stiffening matrix to obtain:  
)()()( ,,
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It might be noted that the second matrix can be approximated as 
eL
xm
T
x
g
em dxntK ,,)( NN , where 
em Lsmn /
2  is an 'averaged' portion of the equivalent axial force (always negative) due to the 
mass velocity (which in turn may vary in time).  This approximation allows applying the 
standard stress stiffening matrix with the axial force in the element being traversed modified to: 
   
em Lsmnnnn /
2
mod         (3.13) 
Finally, the bending stiffness matrix of the composite element is simply eoK  (i.e. it is not 
affected by the moving mass). 
Thus, including all the effects discussed above, the equation for the combined (traversed) 
element can be written in the form: 
e
g
eeoeeoeee FXKKXCtMXtM  )())(()(      (3.14) 
or: 
c
ee
g
eeoeeoee fFXKKXCXtM  )()(       (3.15) 
Eq. (3.14) indicates that matrices )(tM e  and eoC  play similar roles, meaning that the former 
matrix can contribute to damping vibrations in a way similar to the natural damping matrix. In 
order to simulate this phenomenon numerically a time-variable damping matrix 
eoee CtMtC  )()(   should be formulated and used in the calculations. 
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In Eq. (3.15) the relative motion effects are represented by vector cef  that is treated and 
calculated as a regular external force applied to the element. Such an approach has been found 
much more convenient numerically.  It allows converting the problem back into the 'standard' 
FEM form in which only some additional forces have to be calculated. By applying this 
approach, the mass-beam interaction for any pattern of the mass motion can be recreated with 
high precision, as will be tested in the following sections. 
The form of Eq. (3.15) is such that the composite element can be routinely assembled with the 
remaining elements (each governed by Eq. (3.7)) into the system's equation in the form: 
cfFKXXCXtM  )(        (3.16) 
All terms in the above equation appear to be 'standard' and therefore most commercially 
available FEM software can be applied to solve the problem.  It should be noted that the 
interaction forces between the mass and the beam ( NF  and tF  in Figure 3-2) do not appear at all 
in this equation, which is consistent with the absence of such forces in Eq. (3.6). 
As already mentioned, vector cef  plays a crucial role in modeling the dynamics of the mass-
beam interaction. Eq. (3.11) indicates that the components of cef  are proportional to the relative 
velocity of the moving mass s   and the rate of variation of the element's DOFs, but are 
independent of the beam's stiffness (the current mass position also affects this vector via shape 
functions N). Vector cef  defined by Eq. (3.11) was referred to as the consistent Coriolis force 
vector in chapter 2 and analyzed in detail for the elements applied to simulate a pendulum-like 
oscillations. It was shown there that a good approximation of Coriolis forces can also be obtained 
by considering only an 'average' rotation of the traversed element defined as eije Lww /)(   
(see Figure 3-3). On the other hand, such a rotation corresponds to the element's deflection 
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assumed as ji wswsw  )1( , which in turn can be defined using the following 'simplified' 
shape functions: )1(1 sN  , 02 N , sN 3 , 04 N . Substituting these functions into 
formula (3.11) the set of forces, referred to as the lumped nodal Coriolis forces, is calculated as: 
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     (3.17) 
where ekk ws /ˆ   represents the distance from a particular node (k=i,j) to the element's 
instantaneous center of rotation. Note that in this approximation the nodal moments are 
automatically zero (i.e.: )(st ci = )(st
c
j =0).  It can be shown that the nodal forces, 
c
if and 
c
jf , 
generate a moment about the element's rotation center that is equivalent to force eCr smF 2  
applied at the current location of mass m. This in turn allows specifying the nodal Coriolis 
forces, to be referred as proportional, in the form: 
)1( sFf Cr
c
i   and sFf Crcj        (3.18) 
Numerical experimentations in chapter 2 showed that each of the above three approximations 
of the Coriolis force vector, despite of differences in numerical values of particular components, 
was capable of recreating very closely the Coriolis effects in the pendulum-like beam with no 
bending effects. Here, it will be demonstrated that the same approximations works well also for 
the beams with dominating bending effects. 
The procedure for updating the time-varying part of the mass matrix,  tM em  in Eq. (3.8)) is 
similar to the pendulum where instead of using the exact form from Eq. (3.8), following 
approximation is used:  
msm k
e
i )(  if 5.0ks  and  msm kej )(  if 5.0ks    (3.19) 
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According to the above formula, the mass m is simply placed at the nearest node for the entire 
period of traversing the element. The mass matrix defined by (3.19) can be referred to as the step 
mass matrix. This matrix can easily be implemented in ANSYS with the 'ekill/ealive' commands. 
Numerical experimentations in chapter 2 showed that using either type of the mass matrices 
presented above provides sufficient accuracy of the system's simulation. This generally indicates 
that the errors due to simplifications in the term eem XM   are much less significant than the error 
of calculating the term eem XM   (which is represented by the vector of forces cef ). 
The proposed FEM approach in the form of Eq. (3.16) can be integrated in time by applying 
any standard procedure (we used Newmark's method). Since the elements (hermitian beam 
elements) and the integration procedure are standard, the formulation can be incorporated into 
most commercial software.  We made use of ANSYS, and our procedure consists of the 
following phases: 
1- The beam is modeled by using regular hermitian beam elements in the available 
FEM software. A procedure solving the transient dynamics problems will be applied. 
2- In the beam's sector to be traveled by the mass (or the whole beam as in some 
examples presented in the next section): 
a. Nodal mass elements with properties identical to the moving body are created 
at each node. 
b. Axial fictitious forces mn  are determined for each element. 
3- For the element being currently traversed: 
a. At each time step, the current position of the mass is determined. Then, the 
Coriolis force vector cf  is calculated for the element currently traversed 
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using one of the equations (3.11), (3.17) or (3.18) and the DOF’s known from 
the previous time step. 
b. Only one mass element which is closest to the current position of the mass is 
activated (all other mass elements are deactivated). 
c. To include the centripetal effects, only the axial force mn  for this element is 
added to the existing axial forces (in the remaining elements mn  are omitted). 
4- Current time step is solved and the next time step can be started in which only steps 3 
is to be repeated. 
Note that only Phase 1 is needed for handling the moving mass problem by method (a) 
mentioned in the introduction of section 3.2. Method (b) requires additionally Phases 2a and 3b.  
Phase 3a must be added for method (c). Finally all the phases (in particular, Phases 2b and 3c are 
required to determine the centripetal effects) are to be executed in method (d). Effects of 
applying different methods on the results can be studied by simply omitting or/and including 
particular phases of the formulation. 
3.2.3 Verification of the Proposed FEM Approach  
The procedures proposed in the previous section is suitable for simulating the beam's response 
to motion of the mass given by any arbitrary s(t). Unlike the pendulum problem discussed in 
Chapter 2, where an ‘exact’ solution was available, there is no such solution possible for the 
beam problem (i.e. Eq. (3.6) requires infinite series to obtain any analytical solution). However, 
for constant velocity cases, several solutions to such problems which have been presented in the 
literature can be compared to those obtained from the proposed FEM approach. Furthermore, a 
new solution based on infinite series for solving Eq. (3.6) numerically is used for further 
verification of the FEM results and for convergence analysis. It is noted that the guidelines for 
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the time steps of integration, mesh density, etc. established in the previous chapter for the 
pendulum problems will be partly reused in this chapter for the beam problems. 
 
3.2.3.1 A mass traveling along a simply supported beam with constant velocity 
   The following problem was selected for testing because it was considered numerically in 
Schneider et al. (1983) and analytically/experimentally in Schallenkamp (1937). In these works 
gravity was omitted, instead, a force F was assumed to travel with the mass at a constant velocity 
v (see Figure 3-4). 
 
 
 
Figure 3-4 A simply supported beam with a mass and a force traveling with a constant velocity. 
 
In the first example, the beam’s length, height, and width were assumed 1 m, 0.001 m, and 
0.02 m, respectively. The density was 7,850 3/ mkg and Young’s modulus was 204 GPa. The 
case of mass m = 0.135 kg traveling from the left to right with constant velocity s = v = 2.32 m/s 
is considered first. In order to be comparable with Schneider et al (1983) and Schallenkamp 
(1937), a force F=0.147 N, which is not related to gravity, is moving with the mass. 
Figure 3-5 compares the beam's displacements at the current mass location obtained by the 
procedure described in section 3.2.2 with those in Schneider et al. (1983). In the figure, only the 
cases with the Coriolis effects excluded, which corresponds to the proposed method (b), or 
included as in method (c) are presented. The results calculated by method (b) agree very well, 
while some small differences are observed for method (c). The significance of the Coriolis 
m
v
F
w x 
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effects should be also noticed. For example, if these effects are neglected then the maximum 
deflection is about 50% greater. 
 
 
 
 
 
 
 
 
 
 
 
Figure 3-5 Comparison with the solutions presented in Schneider et al. (1983), [H.J.S.] on the 
plot. 
 
For more comparisons different values of mass for the moving body as well as different 
values of the mass velocity were examined. Figure 3-6 shows the results obtained for 0m  and 
0675.0m  with Coriolis effect included (note that the m=0 curves in the figure correspond to 
the moving force case or method (a)). In general, it is concluded that the solutions obtained in 
the two works are in good agreement. 
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Figure 3-6 Comparison with the solutions presented in H.J. Schneider et al (1983), [H.J.S.] on 
the plot, for two different values of m . 
 
3.2.3.2 Two masses traveling along a simply supported beam 
  In order to compare with more results reported in Schneider et al. (1983) and Schallenkamp 
(1937) the case of the beam in Figure 3-7 with two masses 1m  and 2m  traveling apart (a is the 
distance between them) at a constant velocity is considered. Also, two forces 1F  and 2F  moved 
along with the masses (not necessarily related to their weights). 
 
 
 
Figure 3-7 A simply supported beam with two masses moving at constant velocity. 
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In this numerical example,  21 mm 0.03 kg, 147.021  FF  N, and v = 2.320 m/s. At time 
t=0, the first mass enters the beam from the left end. When this mass is at the distance a (a=L/2 
was considered) the second mass enters the beam (from the left end). Clearly, when the second 
mass is at the distance a from the right end, the first mass is leaving the beam. Figure 3-8 shows 
the displacements of the two masses (which are the same as the beam’s deflections at the 
locations of the two masses) as they are moving along the beam (the x-axis in the figure 
represents the current location of the masses). In the figure, the results taken from Schneider et al 
(1983) were obtained by including the masses' inertia and the Coriolis effects, which should 
correspond to our FEM approach by method (c). As can be seen, the solutions appear to be in 
good agreement. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3-8 Movement of the two masses traversing the beam. Comparison with H.J. Schneider et 
al (1983), [H.J.S.] on the plot. 
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Next, in Figure 3-9 the FEM solutions obtained by method (c) are compared with those 
reported in A. Schallenkamp (1937). About 10% maximum differences between them are 
observed. Recall that the results in the paper mentioned are at least partially experimental. If in 
the proposed FEM simulations method (d) is used, i.e. if the centripetal effects are included, then 
the results shown in Figure 3-10 are obtained. Interestingly, the displacement obtained for the 
first mass, 1m , is now closer to the results of Schallenkamp (1937); however, the displacement of 
the second mass, 2m , deviates much more. The reason might be the experimental error of 
measuring the beam’s deflection when two masses are moving on the beam simultaneously.  
 
 
 
 
 
 
 
 
 
 
 
Figure 3-9 Movement of the two masses traversing the beam. Comparison with A. Schallenkamp 
(1937), [A.S.] on the plot. 
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Figure 3-10 Movement of the two masses traversing the beam. Centripetal acceleration is 
included. 
 
3.2.3.3 Using infinite series to solve the beam’s dynamic equations 
As already mentioned in the introduction, the dynamic equations for the beam problem, Eq. 
(3.6), are complicated and no direct numerical integration of the equations is possible. In fact, the 
presence of the Dirac Delta function in the equation on one hand, and the equation of motion 
being a partial differential equation on the other hand, makes the direct numerical integration 
extensively complicated. For the pendulum problem, however, the equation of motion is an 
ordinary differential equation with only one degree of freedom which is why it could be directly 
integrated to obtain an analytical solution.  
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The only possible numerical solution to Eq. (3.6) appears to be in form of an infinite series. 
To obtain this solution, first consider the dynamic equations of (3.6) in the absence of external 
forces (i.e. 0kF ) and the axial force (i.e.   0xn ) as: 
)()2( 2
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2
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2
2
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4
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
          (3.20) 
It is then assumed that a solution is possible to this equation in the form of infinite series as: 
    
n
nn txw                 (3.21) 
in which  xn  is the nth modal shape of the beam’s free vibration. From the method of 
separation of variables,  xn  should satisfy the boundary conditions and the equation: 
    02   xAxE nnn                    (3.22) 
in which n  is the nth natural frequency of the beam. By substituting Eq. (3.21) into Eq. (3.20) 
and making use of Eq. (3.22), the equation of motion in the series form is obtained as: 
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Multiplying the two sides of this equation by  xk , integrating from 0 to L, and using the 
orthogonality of the modal shapes as well as Dirac’s function properties will eventually lead to: 
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where k  and k  are: 
     L kkL kk xdxxdx 00 2 ,       (3.25) 
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Equations (3.25) are a set of simultaneous (coupled) second order differential equations in 
which the unknown functions are  tk . Note that  sn ,  sn  and  sn   are known 
functions of time which are obtained by substituting  tsx   into the modal shape functions and 
their derivatives. Also, the initial conditions for functions  tk  can be determined based on the 
(known) initial deflection and velocity of the beam (namely  0,xw  and  0,xw ) together with 
using the orthogonality of modes. Clearly, an analytical closed form solution for the above 
equations is not possible. However, by considering a limited number of the modes, for instance 
the first three modes, a numerical solution to Eq. (3.24) may be obtained by using a numerical 
integration procedure like the Runge-Kutta method. In the following, this numerical solution will 
be compared to those obtained by FEM. It is also noted that by removing the appropriate terms in 
the right hand side of Eq. (3.24) (or Eq. (3.25)), the beam’s response without including the effect 
of mass inertia, Coriolis or centripetal accelerations can be obtained. 
Prior to presenting the numerical results, it is useful to rewrite Eq. (3.20) in a non-dimensional 
form as: 
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If the mass velocity is constant, which is the case for most of the examples in this chapter, it is 
concluded that based on Eq (3.26), the system’s response depends on the dimensionless mass m  
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and velocity constantv . These dimensionless forms will be used in the following to present 
the numerical results. 
   As a first example, consider a simply supported beam with parameters: 50L  m, 
31015Ag  N/m, and 91075EI  Nm2 along which a body is moving with constant 
velocity of 0v  and mass of m . This can represent a bridge which is traversed by a large mass, a 
locomotive for instance. It is assumed that beam is initially un-deformed (i.e.  0,xw ) and at rest 
(i.e.  0,xw ). Solutions obtained by the FEM and modal series methods are compared for 
different values of m  and 0v . Also, the comparisons are made considering whether the effect of 
different mass accelerations is included or excluded.  
Figure 3-11 shows a sample solution for 3.0m  and 75.00 v . The FEM solution in the 
figure is obtained by dividing the beam into 100 equal elements and using time step of 3.75e-4 
sec. The modal solution was obtained using the fourth order Runge-Kutta method with the same 
time step and considering the first three modal shapes. According to the figure, the solutions, 
which are the deflections of the middle point of the beam versus time, are very close. In these 
analyses, the effect of all mass accelerations is included. If some of these accelerations are 
excluded both in FEM and modal solution procedures, then the simulations show that the 
corresponding results are still very close (they change when the effect of any mass acceleration is 
excluded). This means that the FEM solution agrees with the modal solution procedures 
including the effect of each of these accelerations. Finally, it is important to note that the modal 
solution does not change much if the second and third modes are ignored. In other words, for the 
parameters selected, the solution is dominated by the first mode only, which means the 
convergence of the series solution is secured (including more modal function does not change the 
solution). 
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Figure 3-11 Deflection of the middle point of the beam versus time obtained by FEM and modal 
series for 3.0m  and 75.00 v . 
    
In order to compare the solutions obtained by the two methods further, different values of m  
and 0v  have been used and the results have been compared. These analyses show that the 
solutions are very close no matter what parameters are used. For instance, the case for 3.0m  
and 25.00 v  when the centripetal acceleration is ignored is shown in Figure 3-12. As can be 
seen, the two solutions are almost indistinguishable. 
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Figure 3-12 Deflection of the middle point of the beam versus time obtained by FEM and modal 
series for 3.0m  and 25.00 v . 
    
In addition to m  and v , the solution of Eq. (3.26) is also dependent on the boundary 
conditions and initial conditions. In order to investigate a different boundary condition of the 
beam, next a cantilever beam along which the mass is moving with a constant velocity from the 
free end of the beam towards the clamped end will be considered. Figure 3-13 shows the tip 
deflection versus time for 3.0m  and 2.00 v  obtained by the two methods. Again, it is 
observed the solutions are very close. The results of this figure were obtained by including all the 
mass acceleration effects. Analyses with different values of m  and 0v  as well as different level 
of complexity (in terms of including different mass accelerations) have been done and the 
comparison of the solutions shows that the results of the two methods are very close. 
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Figure 3-13 Deflection of the tip of the beam versus time obtained by FEM and modal series for 
3.0m  and 2.00 v . All mass accelerations are included. 
 
If the solution obtained by the modal infinite series is considered as the exact solution, then 
the error of FEM solution compared to this exact solution can be calculated for different values 
of time step and element size used in the FEM model. Consequently, one can investigate the 
required time step and element size for obtaining accurate results (with smaller error) by FEM. 
To this end, the problem of a simply supported beam, with the first natural period of 0.257 s, 
along which a body of mass 3.0m  is moving with constant velocity of 1.00 v , is considered. 
The solution obtained by modal analyses, which was obtained by including the first five modes 
and using a time step of 0.001 s is shown in Figure 3-14. It is noted that this solution almost does 
not change when a smaller time step was used. Also, the effects of the fourth and higher modes 
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are almost negligible which means this modal solution has converged. Figure 3-14 also depicts a 
sample solution obtained by FEM which corresponds to time step of 0.0225 s and the number of 
elements equals to 50 (the entire beam is discretized by 50 equal elements). As shown in the 
figure, there is a difference between the amplitude as well as the period obtained by the two 
methods. These two differences can be called the amplitude and the period errors (similar to the 
errors defined for the pendulum problem) and will be used as a criterion of how accurate the 
FEM solutions are. 
 
 
 
 
 
 
 
 
 
 
 
Figure 3-14 Deflection of the middle point of the beam obtained by modal analysis and FEM. 
 
Figure 3-15 and 3-16 show how the two errors change with time step as well as the number of 
elements used to discretize the beam. It is noted that the time step presented in the figures has 
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accurate solution for a stationary (with no mass motion) case. As mentioned in chapter 2, this 
time step is usually approximated as 20pT  where pT  is the first period of vibration. For the 
beam considered here, rt  is about 0.0128 sec. As it is observed in Figures 3-15 and 3-16, the 
error generally decreases when the time step decreases. However, the amplitude error changes in 
an apparently random manner with time step when the number of elements was 25. This means 
that using 25 elements is not sufficient for obtaining accurate results. Also, it is observed that the 
period error increases slightly when the dimensionless time step decreases from 0.0028 to 
0.0014. This might be due to the fact the FEM solutions are only available at time instances 
which are multipliers of the time step. As a result, it is relatively hard to determine the period 
error precisely, particularly for the smaller errors, which eventually can lead to some 
irregularities in the calculation of this error. 
 
 
 
 
 
 
 
 
 
 
Figure 3-15 Average amplitude error versus dimensionless time step for different number of 
elements. 
 
0.00
0.50
1.00
1.50
2.00
2.50
3.00
3.50
4.00
4.50
5.00
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
N. E. = 25 
N. E. = 50 N. E. = 100 
Error % 
rtt 
88 
88 
 
 
 
 
 
 
 
 
 
 
Figure 3-16 Average period error versus dimensionless time step for different number of 
elements. 
 
3.2.4 Effect of including the mass Coriolis and centripetal accelerations on the solution 
Once the FEM model is verified through different numerical examples, it is interesting to 
investigate how including each mass acceleration term (Coriolis and centripetal accelerations in 
particular) affects the system response. To illustrate the importance of these effects, the case that 
was solved in section 3.2.3.1 (see Figure 3-5) is solved again this time by using each of the four 
methods (a) to (d) mentioned in the introduction. From the results, which are shown in Figure 3-
17, it can be concluded that the solution can change considerably when different mass 
acceleration terms are included/excluded.  
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Figure 3-17 Comparison of the solutions obtained by applying methods (a), (b), (c) and (d). 
 
It should be noted that for the case shown in Figure 3-17, the mass of the moving body is 
almost equal to that of the beam itself (which is 0.157 kg) and also, the velocity of the body can 
be considered relatively high (the mass passes the beam's span in 0.431 s, the time that is almost 
equal to the first period of natural frequency of 0.433 s). Consequently, when analyzing how 
various parameters of the system affect the differences presented in Figure 3-17, it is more 
appropriate to use the non-dimensional parameters of Eq. (3.27). The dimensionless velocity in 
this equation can be rewritten as v
LTv r  which is the ratio of the reference time rT  to the 
time it takes for the mass to traverse the entire beam. In general, the reference time rT  is 
proportional to the period pT  of natural vibrations of the beam ( pr TT 2
  for the beam in Figure 
3-4). The results in Figure 3-17 were obtained for m =0.860 and v =1.576 ( rT =0.680s).  
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To investigate the effect of the mass acceleration terms, the following example was studied: 
an initially resting simply-supported beam was deflected by a force statically applied at the 
center of the beam to cause deflection of the center equal to L1.0 =0.1m. The force is then 
instantaneously removed and at the same time a mass starts to move from left end of the beam to 
the right with constant velocity v. Different masses and velocities were used to investigate their 
effects. The reason for choosing such initially-disturbed beam problems is that similar problems 
will be discussed in the next section where the beam’s vibration will be controlled by the moving 
mass. 
First, Figure 3-18 shows the percentage difference (the vertical axis) between the mid-span 
deflections obtained with and without the centripetal effects averaged over the traverse time. It is 
observed that the difference (to represent the difference between applying methods (c) and (d)) is 
small for low values of m  and v  but increases sharply for 5.1v , which might be attributed to 
quadratic relationship between the velocity and the centripetal acceleration. 
Next, the numerical experiment was executed excluding both the centripetal and Coriolis 
effects (method (b)). This in turn allowed comparing methods (b) and (c), which is the effect of 
including and excluding the Coriolis effects (without the centripetal acceleration present). The 
results are summarized in Figure 3-19. This time, the maximum difference occurs at 1v , and 
increases almost linearly with m . It is also noted that the differences observed in Figure 3-19 are 
generally greater than those of Figure 3-18 for low velocities (roughly if 1v ), and smaller for 
high velocities (e.g. if roughly  1v ). This indicates that the effect of Coriolis acceleration is 
more important than the centripetal acceleration especially for lower velocities. 
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Figure 3-18 Comparison of the solutions obtained with and without the effect of centripetal 
acceleration. 
 
 
 
 
 
 
 
 
 
Figure 3-19 Comparison of the solutions obtained with and without the effect of Coriolis 
acceleration. 
 
Based on the above results, it can be concluded that the centripetal effect is small for 
relatively small velocities even when the moving mass is relatively large. According to Figure 3-
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18, the difference between the solutions that include or exclude this effect is less than 5% if 
v <0.25 for any m 1. On the other hand, the Coriolis effect (see Figure 3-19) is only negligible 
for relatively small masses, if m 0.1, while almost regardless of the velocity, it becomes quite 
significant for larger masses for which m 0.5. Similar conclusions could be drawn for beams 
with different initial conditions (or different patterns of disturbances). 
 
3.3 Controlling the Beam’s Vibration by Using a Moving Mass  
As already mentioned in chapter 2, when the mass moves away from the structure’s rotation 
center, its relative motion (in particular, the inertia force caused by the mass Coriolis 
acceleration) will attenuate the structure’s vibration and vice versa (when it moves toward the 
rotation center it causes amplification of vibration). This amplification/attenuation effect is also 
observed in the beam problem. For instance, consider a cantilevered beam along which a mass is 
moving as shown in Figure 3-20. The beam is initially deflected by force F which is then 
removed and the mass starts to move along the beam. The instantaneous rotation center, which is 
illustrated in the figure, is moving as the mass moves along the beam. However, for the initial 
deflection considered in Figure 3-20, the rotation center is always to the left of the mass. This 
means that if the mass moves from the clamped end to the free end, it is moving away from the 
rotation center at all instants. Consequently, it is expected that such motion of the mass 
attenuates beam’s vibration. On the other hand, if the mass moves from the free end to the 
clamped end, it is moving toward the rotation center and thus its motion should amplify the 
beam’s vibration. 
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Figure 3-20 A cantilevered beam, which is initially deflected by a force, with a mass sliding 
along its length. 
 
This attenuation/amplification effect can be shown through an example. Assume that the beam’s 
parameters, shown in Figure 3-20, are: mL 3 , 32800 mkg  and GPaE 200  and its 
cross sections is a rectangle of width 58mm and height of 5.6 mm. Figure 3-21 shows the beam’s 
response, in terms of tip’s displacement versus time, when a mass with kgm 2  moves with 
constant velocity of smv 2.0  from the clamped end all the way to the free end. As can be 
seen in the figure, the beam’s vibration is attenuated gradually over time, as expected. In fact, the 
initial deflection of 0.3 m reduces to 0.22 m in the sixth cycle. It is noted that the opposite effect 
(amplification of beam’s vibration) is observed when the mass is moving from the free end to the 
clamped end (the corresponding results are not shown for the sake of brevity). 
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Figure 3-21 A cantilevered beam’s response when a mass moves with a constant velocity from 
the clamped end to the free end. 
 
Following the same technique presented in Chapter 2, a sinusoidal pattern of mass motion is 
proposed for obtaining continuous attenuation (or amplification ): 
  tsts 00 2sin1)(         (3.28) 
where 0  is the initial frequency of vibration for the beam, 0s  is the average location of the 
mass and   is the dimensionless amplitude of mass oscillation.  
Assume that the simply-supported beam in Figure 3-22 is initially deflected by a force F 
applied at its center. Then, at t = 0, the force is removed and a mass starts moving according to 
Eq. (3.28).  The beam’s response, in terms of mid-span deflection versus time, is shown in 
Figure 3-23. In this simulation, 0  is the first frequency of beam’s vibration if the mass is at 0s , 
3.0m , 30 Ls  , 2.0  (the mass motion range is LsL 4.0267.0  ) and 0 =23.1 rad/s 
(the initial natural period is 0T =0.272 s). The entire beam was divided into 200 equal elements 
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and a time step of  0005.0t  (which is about 0.002 0T ) was used to obtain sufficient accuracy. 
The dimensionless deflection used in the figure is defined as Lww L 05.0/ˆ 2/  (the initial 
deformation of the beam is such that LwL 05.0)0(2/  ). 
  
 
 
 
 
Figure 3-22 A simply supported deflected by the force F. Mass m is moving to control vibration 
of the beam. 
 
 
 
 
 
 
 
 
 
 
Figure 3-23 Response of a simply-supported beam to the mass motion given by   tss 00 2sin1  . 
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As can be observed, the first 10 cycles of the beam's vibrations are attenuated, followed by the 
cycles that are amplified. This beating phenomenon was also observed in the pendulum problem 
discussed in Chapter 2. As mentioned there, the reason for such a behavior is that due to the mass 
movement, the beam's vibrations are not exactly harmonic, with its frequency varying slightly. 
This in turn causes the initially in-phase mass motion (with its frequency kept the same) to 
gradually become neutral, and then out-of-phase. Like the pendulum problem, the phase of the 
mass' motion,  , can be examined at the beginning of each cycle of the beam's vibrations, when 
the beam is moving upward from the un-deformed configuration. 
For illustration, the phases of attenuated (a), neutral (b), and amplified (c) cycles are presented 
in Figure 3-24. For the attenuated cycle, the mass is moving in-phase (with maximum forward 
velocity) as can be seen in Figure 3-24a. As explained in Chapter 2, the Coriolis forces 
associated with this type of relative motion should maximize the attenuation effects.  In Figure 3-
24b the mass is not moving at the beginning of the beam's vibration cycle generating the Coriolis 
forces that balance the attenuation and amplification effect.  Consequently, such a cycle is 
neutral. Finally in Figure 3-24c, the mass is moving out-of-phase (with maximum backward 
velocity) generating the Coriolis forces that maximize the amplification effects. 
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Figure 3-24 The mass’ motion and the beam’s deflection for attenuation (a), neutral (b), and 
amplification (c) cycles. 
 
As discussed in Chapter 2, in order to obtain continuous attenuation, the mass motion should 
be synchronized such that its motion is always in correct phase with the main structure’s 
vibration (as shown in Figure 3-24a). The procedure proposed in Chapter 2 will be reused here; 
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however, it should be generalized for the beam problem. A proper synchronization process 
should follow these steps: 
1- Monitor the main structure’s motion, in this case the beam’s flexural vibration. This 
can include monitoring the slope of the beam at the current location of mass, slope at 
a certain point or displacement of a certain point. 
2- Set the frequency of mass motion to twice the frequency of the main structure 
whenever it changes. 
3- Adjust the phase and/or the frequency of mass motion if it’s not in the correct phase 
with the beam’s vibration. 
Based on these steps, different schemes for synchronization may be implemented. Also, the mass 
motion should be expressed as: 
    tss msin10        (3.29) 
Then, the mass motion parameters, m  and  , need to be updated when the frequency of the 
beam’s vibration changes. At such instances of motion, the following schemes seem possible for 
updating m  and  : 
1- m  is set to twice the frequency of main structure vibration, and   is changed such 
that the mass motion, given by Eq. (3.29), is continuous. 
2- m  is set to twice the frequency of main structure vibration, and   is changed such 
that the mass is in the correct phase (i.e.  tm ). In this scheme, the mass 
motion will not be continuous. 
3- According to Figure 3-24a, if the mass motion is perfectly synchronized, then it is 
expected that  tm  at the instance when the sign of   changes. If the mass 
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phase,  tm , is smaller (or bigger) than  , then this delay (or being ahead) 
should be made up for in the next cycle by speeding up (or slowing down) the mass 
motion. In this scheme, the deviation of the mass phase from   is calculated and used 
to decrease (or increase) m . Then, the value of   can be updated such that the 
mass motion is continuous. 
On the other hand, the synchronization can be done based on either the slope (angle) or the 
displacement at the current mass location or at a particular point of the beam. Combined with the 
three schemes mentioned above, different strategies seem possible for the synchronization 
process. In the following sections, the results obtained by using these strategies are presented and 
compared. 
 
3.3.1 Controlling Vibration of a Cantilevered Beam 
As will be shown later, the results as well as vibration control strategies that need to be used, 
varies for different beam types (i.e. beams with different boundary conditions). Consequently, 
the results obtained for each beam is presented in one separate section. 
Consider the cantilever beam in Figure 3-20 which is excited by first applying a force at the 
free end to deflect the beam and then removing the force. The free vibration of the beam should 
then be controlled by moving a mass along its length as shown in the figure. The mass motion, 
which can be expressed by Eq. (3.29), should be synchronized based on one of the strategies 
mentioned previously. The length of the beam is L = 3 m and its parameters are such that its first 
natural period (without the mass) is about 2 s.  
Figure 3-25 shows how the beam’s tip deflection is changing with time when the mass motion 
parameters are: 83.000  Lss , 1.0  and mass of the moving body is about one third of the 
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beam’s mass. The synchronization used is based on the first scheme and the tip displacement 
(deflection) is used for the process. As it is observed, the vibration is attenuated until about 
50t  after which, the amplitude of vibration almost stays unchanged.  
 
 
 
 
 
 
 
 
 
 
Figure 3-25 Tip deflection of a cantilevered beam versus time when the mass motion is 
synchronized according to the first scheme. 
 
To understand why the beam’s vibration is not attenuated completely, while it was completely 
attenuated for the pendulum problem, a more detailed study of the beam’s response needs to be 
done. Figure 3-26 shows the tip’s deflection over time for 7560  t . As it can be seen from the 
figure, vibration is affected by the second mode. The consequence of the presence of this mode is 
that the motion is not a regular periodical one (for instance, it is not close to a sinusoidal motion) 
and thus it’s hard to synchronize the mass motion since the frequency and phase of vibration 
cannot be identified clearly. On the other hand, the effect of the second mode is small at the 
beginning of the motion (for 50t ) and it is possible to detect the frequency and phase of 
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motion and use them to synchronize the mass motion. This is why the motion is attenuated for 
50t  while for 50t  , where the second mode becomes more dominant, the synchronization 
cannot be done properly and vibration is not attenuated. 
 
 
 
 
 
 
 
 
 
 
 
Figure 3-26 The same curve as that of Figure 3-25 for 60 < t < 75. 
 
The synchronization strategy used in previous simulation (Figure 3-25 and 3-26) is based on 
the first scheme and using deflection. It is interesting to note that our simulations show no 
significant difference when the second or the third schemes are used. However, if the 
synchronization is based on the angle at the current location of the mass, then the beam’s 
response changes as shown in Figure 3-27. A comparison of Figures 3-25 and 3-27 shows that 
vibration is attenuated more for Figure 3-25. This means that the deflection-based method results 
in more attenuation (and higher damping ratio) than the angle-based method. This can be 
explained by considering that the noise (due to the presence of the second mode) is more 
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pronounced in the time history of the angle, which in turn means that the identification of 
frequency and period is harder when history of angle is used. 
 
 
 
 
 
 
 
 
 
 
Figure 3-27 Tip deflection of a cantilevered beam versus time when the mass motion is 
synchronized according to the second scheme and using the angle. 
 
As mentioned earlier, the results do not change much when the deflection-based 
synchronization method is used with three different schemes. However, when the angle-based 
method is used, the beam’s response shows a small difference for the first and second schemes. 
Generally, the damping ratio is higher and the residual vibration is lower for the second scheme 
(the results are not shown for the sake of brevity). 
The results shown so far in this section are obtained by modeling the beam without including 
the effect of any natural damping. If natural damping is taken into account, for instance by 
applying the Rayleigh damping coefficients, then it is observed that even inclusion of a relatively 
small natural damping results in a much smoother beam’s response (the equivalent active 
-0.300
-0.200
-0.100
0.000
0.100
0.200
0.300
0 10 20 30 40 50 60 70 80
Deflection, m 
time, s 
103 
103 
damping ratio for the natural damping is about 0.1%). This smoothness will in turn make the 
synchronization process possible for a longer period of time until the vibration of the beam is 
almost completely damped. Figure 3-28 shows a typical beam’s response with the presence of 
natural damping. The Rayleigh parameters used for this analysis corresponds to a damping ratio 
of about 0.1% which means there is only a very small natural damping present. On the other 
  
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3-28 Tip deflection versus time when natural damping is included. The mass motion is 
synchronized according to the second scheme and using the deflection. 
 
hand, the active damping ratio for this case, which is estimated by using the deflection history 
shown in Figure 3-28, is about 3.4%. Consequently, the damping effect coming from the natural 
damping is almost negligible compared to the damping effect from the moving mass; however, 
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the presence of natural damping will result in dissipation of the second mode in the beam’s 
response. This eventually makes the synchronization process possible for a longer period of time. 
From the vibration control point of view, it is interesting to investigate how the parameters 
0s ,   and m  affect the rate of vibration attenuation for the main beam which can help to 
optimize these parameters for obtaining the maximum damping-like effects. Figure 3-29 shows 
how the damping ratio is changing with the mass of the moving body, m  (see Eq. (3.27)), for a 
constant 83.00 s  and 1.0 . As it is observed, the damping-like effect increases with 
increasing m . This is what we expect since the Coriolis force, which is the force responsible for 
resisting the motion and producing damping-like effects, is directly proportional to m . On the 
other hand, the slope of the curves decreases with increasing m  which suggests that there is a 
maximum limit for   as m  increases. This can be explained by considering that the increase in 
the mass of the body will not only increase the resisting Coriolis force, but it also increases the 
inertia of system making it harder to attenuate. The with-natural-damping curve in the figure is 
obtained by including a natural damping of approximately 0.1%.  
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Figure 3-29 Variation of active damping ratio with the dimensionless mass of the moving body 
for a cantilevered beam. 
 
The next parameter to study is the amplitude of mass vibration which, according to Eq. (3.29), 
is equal to 0s . Figure 3-30 shows how this parameter, which is presented in the dimensionless 
form of 0s , affects the damping ratio  . Based on these results, which are obtained by using a 
constant m  of 0.37 and two values of Ls0  as shown in the figure, the damping ratio increases 
almost linearly with the amplitude 0s . This was also expected since the Coriolis force is 
proportional to the velocity of mass, which, in turn, is proportional to the amplitude of mass 
motion 0s . It is also noted that the results shown in Figure 3-30 are obtained by including a 
natural dapping of 0.1%. 
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Figure 3-30 Variation of active damping ratio with the amplitude of mass motion 0s . 
 
As can be seen in Figure 3-30, the damping ratios obtained for 83.00 s  are higher than those 
obtained for 67.00 s . As a result, one would expect the beam’s response to be more irregular 
(as in Figure 3-25 for example) for 83.00 s  since the beam’s vibration is attenuated more 
rapidly in this case. However, simulations show that the curves for beam vibration over time is 
indeed smoother for 83.00 Ls . To explain this, first it should be noted that it is the presence of 
the second mode in the beam’s response that makes it uneven. Secondly, according to the 
patterns of the first two vibration modes, which are shown in Figure 3-31, it is observed that the 
displacement of the second mode shape is zero at around Lx 8.0 . Consequently, for 83.00 s  
the mass is oscillating around a point where the effect from the second mode is less, which 
means the mass oscillation is disturbing (exciting) the second mode less effectively. Once the 
second mode is excited to a lesser extent, the beam’s response will be smoother, which is what is 
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observed in the simulations. This effect also shows that the beam’s response can be noticeably 
changed if the mass average location, 0s , changes. Consequently, the effect of this parameter on 
active damping ratio is studied next.  
 
 
 
 
 
 
Figure 3-31 First and second vibration modes for a cantilevered beam. 
 
To investigate how 0s  affects the damping ratio, the cases with a constant m  of 0.37, two 
dimensionless amplitudes, 0s , of 0.083 and 0.1 and a varying 0s . According to the results, which 
are shown in Figure 3-32, the damping ratio generally increases as the mass gets closer to the 
free end of the beam (or when 0s  increases). Again, this is what would be expected since the 
rotation (or the slope of the cantilever beam) is larger near the free end, which means the rate of 
rotation will also be larger. Eventually the resisting Coriolis force will therefore be bigger. Also, 
it is noted that the beam’s response is smoother when 0s  increases. In other words, the presence 
of the second mode is less evident if the average location of mass oscillation gets closer to the 
free end of the beam. 
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Figure 3-32 Variation of active damping ratio with mass average location 0s . 
 
3.3.2 Controlling Vibration of a Simply-Supported Beam 
In this section, controlling vibration of the simply-supported beam shown in Figure 3-22 is 
attempted. The beam was initially deflected by applying a force at its center. Then, the force was 
removed to let the beam vibrate freely; the mass motion was then synchronized to control these 
vibrations. In the following examples, the length of the beam is 4 m, its parameters are such that 
the first natural period is about 2.5 s and the mass motion is given by Eq. (3.29). There are two 
main differences between this case and the previous one (the cantilever beam): firstly, the 
relationship between the natural frequencies is different for the simply supported beam and 
secondly, the modal shapes for the two beams are different. For instance, the second natural 
frequency of the simply supported beam is exactly 4 times the first natural frequency while this 
ratio is about 6.27 for the cantilever beam. As will be demonstrated later, the fact that the ratio of 
the second natural frequency over the first one is an integer number will lead to some issues in 
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the synchronization process as well as in the control process. In fact, it will be shown the mass 
motion, which is synchronized with the first natural frequency, is exciting the second mode since 
its frequency is almost half of the second natural frequency. In the following, the control process 
of this kind of beam will be investigated for different synchronization strategies and different 
parameters of mass motion. 
As the first example, assume that the mass is fluctuating about the center of the beam, which 
means 20 Ls  . In this case, since the beam’s initial deflection as well as its modal shapes are 
symmetric with respect to the center line of the beam, the mass experiences the same angle 
change when it is on the left side as what it experiences in the right side. However, when it’s on 
the left side (moving toward the rotation center) it causes amplification while it causes 
attenuation when it is on the right side (moving away from the rotation center). As a result, the 
attenuation and amplification cancels out and the mass motion does not change the beams 
vibration. Our analyses also show that vibration is almost fully periodic without any 
amplification or attenuation (the results are shown in Figure 3-33). In fact, as it is observed from 
the figure, vibration is slightly amplified in time. This is due to the fact that the nature of periodic 
relative mass motion makes the main system prone to amplification (Szyszkowski and Sharbati 
2009). 
On the other hand, if the mass moves about some point other than the center of the beam, then 
attenuation effects are observed. For instance, if the mass motion parameters are 26.0m , 
Ls 45.00   and Ls 05.00   then the beam’s vibration attenuates with approximately a damping 
ratio of 0.65%, as shown in Figure 3-34. The deflection in the figure is for the mid-span point 
and nondimensionalized with respect to the length of the beam. Also, the synchronization 
strategy is based on the first scheme and using displacement.  
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Figure 3-33 Simply-supported beam’s response when the average mass location is 2L . 
 
 
 
 
 
 
 
 
 
 
Figure 3-34 Dimensionless deflection of the beam’s mid-span point versus time when mass 
motion is synchronized by using the first scheme. 
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As it is observed in the analysis shown in Figure 3-34, the damping ratio is relatively low. To 
maximize this damping-like effect, the influence of mass motion parameters on the damping 
ratio should be investigated. From the cantilever case, it is expected that the damping ratio 
increases by increasing the mass of the body, m , and also by extending the mass motion range, 
0s . On the other hand, it is hard to predict the optimum mean position of the mass, 0s , for 
getting the maximum damping ratio. A set of analyses with a constant mass of 26.0m , 
amplitudes of Ls 05.00   and Ls 1.00  , and varying 0s  have been done to show that the 
optimum Ls0  is between 0.2 and 0.3 (see Figure 3-35). These results also show that the 
damping ratio is almost doubled when the amplitude 0s  is doubled. Furthermore, it is important 
to note that the results shown in Figure 3-35 are obtained by using the third synchronization 
 
 
 
 
 
 
 
  
 
 
 
Figure 3-35 Variation of active damping ratio with the mean position of the mass s0 for the 
simply supported beam. 
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scheme (mentioned previously in this section). In fact, our analyses show that no continuous 
attenuation of vibration is obtained when the first or second synchronization schemes are used 
(the synchronization is lost after the first few cycles). 
Although a relatively acceptable damping ratio is obtained for this case, the beam’s vibration 
is not completely damped due to a similar effect as that of the cantilever beam: the beam’s 
vibration is slightly affected by the second mode which results in some irregularities in the 
beam’s response. Like the cantilever beam, these irregularities are more pronounced as the time 
goes by since the first mode is reduced over time. This effect is shown in Figure 3-36, which is 
the beam’s response versus time for Ls 2.00   and Ls 05.00  . It is also noted that, in Figure 3-
35, the cases where the vibration is not completely damped due to the effect of the second mode 
are marked by triangle points. 
 
 
 
 
 
 
 
 
 
 
Figure 3-36 Dimensionless deflection of the beam’s mid-span point versus time for Ls 2.00   and  
Ls 05.00  . 
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Like the cantilevered beam case, one possible way to eliminate this effect of higher mode is to 
apply natural damping. However, our analyses show that for the simply supported beam, even 
using relatively high natural damping ratios, up to about 0.4%, will not eliminate the second 
mode and the residual vibration is still present in the beam’s response (the corresponding results 
are not shown). To understand why this phenomenon occurs, the beam’s response over time has 
been decomposed into its modal shape for both the cantilever and the simply supported beam. 
For the simply-supported beam, for instance, it is assumed that the beam’s response can be 
expressed in terms of its modal shape (similar to Eq. (3.21)) as: 
     
n
n Lxnttxw sin,        (3.30) 
Then, since the beam’s deflection at any given time, i.e. it , is known from the FEM analysis (i.e. 
 itxw ,  is known), the contribution of the k-th mode,  ik t , in the beam’s deflection can be 
calculated from: 
          
 


 L iL
L
i
ik xdLxktxwLxdLxk
xdLxktxw
t
0
0
2
0 sin,2
sin
sin,



  (3.31) 
It is noted that the integral in Eq. (3.31) should be calculated numerically since the beam’s 
deflection at time it  is only known at the nodal points from the FEM analysis. Also, this 
integration should be done for all time instants it  and the desired number of modes (in this case 
for 2,1k ). Once this is done, the history of  tk , which is the contribution of k-th mode in 
the beam’s response, is obtained for all the desired modes. The same procedure could be used for 
the cantilevered beam except that the modal shapes of a cantilevered beam should be used in 
Eqs. (3.30) and (3.31). 
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This decomposition procedure has been done for both the cantilevered and simply supported 
beams in the presence of natural damping. Figure 3-37 shows these components,  t1  and 
 t2 , for a typical cantilever beam analysis with mass motion parameters of Ls 9.00  , 
Ls 09.00   and 37.0m . As can be seen in the figure, both the first and second 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3-37 Contribution of the first and second modes in the response of a cantilever beam. (a) 
the first mode (b) the second mode. 
 
 modes are attenuating over time with a faster attenuation rate for the first mode. In fact, the first 
mode is attenuating over time mainly due to the mass motion (with %4 ) while the second 
-0.15
-0.1
-0.05
0
0.05
0.1
0.15
0 5 10 15 20 25 30 35 40 45 50
-0.004
-0.003
-0.002
-0.001
0
0.001
0.002
0.003
0.004
0 5 10 15 20 25 30 35 40 45 50
Time
Time 
(a)
(b)
 t1
 t2
115 
115 
mode is attenuating due to the natural damping (with %2.0 ). Consequently, it is concluded 
that the mass motion, which is synchronized with the first frequency, will attenuate the first 
mode while it does not disturb (excite) the second mode which will then attenuate due to the 
natural damping.  
For the simply supported beam on the other hand, the decomposition of vibration modes show 
that the second mode does not damp in time even in the presence of natural 
damping. As shown in Figure 3-38, which is the mode decomposition for Ls 3.00  , Ls 1.00   
and 26.0m , the first mode is attenuating with time ( %3.2 ) mainly due to mass motion. 
However, the second mode amplitude almost remains unchanged for 25t  despite of the 
presence of natural damping (according to the Rayleigh parameters used to model natural 
damping, a damping ratio of 0.1% is expected). This means that the mass motion, which is 
synchronized with the first mode, is in fact exciting (or disturbing) the second mode. To explain 
this effect, it should first be noted that the mass motion frequency, which is almost twice the first 
natural frequency, is also about half of the second natural frequency (the second natural 
frequency is exactly four times the first for the simply supported beam). This means that the 
mass motion happens to be (roughly) synchronized with the second mode as well. However, this 
synchronization is not in correct phase since the phase adjustment in the synchronization 
procedure is only done for the first mode. On the other hand, it can be shown that this type of 
rough synchronization (in the absence of phase adjustment) can lead to the occurrence of 
parametric resonance, in which the system motion is attenuating and amplifying periodically. 
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Figure 3-38 Contribution of the first and second modes in the response of a simply supported 
beam. (a) the first mode (b) the second mode. 
 
While it was shown that the vibration will not be damped completely for the simply-supported 
beam (because of the second mode excitation), it is possible to set the mass motion parameters, 
in particular 0s  and  , such that the second mode is excited minimally. For instance, for 
Ls 4.00   and Ls 1.00  , the beam’s response is very smooth and the second mode almost does 
not appear as shown in Figure 3-35. If Ls 4.00   and Ls 05.00   are used, the beam response 
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the mean position of the moving mass is somewhere around L4.0 , the second mode excitation is 
minimized. Consequently, as illustrated in Figure 3-35, the maximum obtainable damping ratio 
for simply supported beam is around 1.5% for Ls 4.00   and Ls 1.00   (note that the triangle 
points in Figure 3-35 cannot be considered as vibration is not completely damped for these 
cases). In general, it looks possible to adjust mass motion parameters based on the shapes of 
different vibration modes such that vibration is effectively and smoothly attenuated. 
Furthermore, one can change the natural frequencies of the beam slightly, for instance by placing 
one or more masses at specific locations on the beam, such that the ratio of consecutive natural 
frequencies is no longer related by an even integer.   
 
3.3.3 Controlling Vibration of a Simply-Supported Beam with a Rotary Inertia Mass at the 
Center 
As indicated in previous sections, the relationship between different vibration modes of the 
beam, including the ratio of the natural frequencies and the shape of vibration modes, plays an 
important role on how the system responds and how challenging it is to attenuate vibration. As 
just shown in the previous section, for the simply supported beam, where the second natural 
frequency is an integer multiplier of the first one, the synchronization process is more 
challenging. In this section, a beam with the first and second natural frequencies close to one 
another (an almost bimodal case) is considered and will be shown to impose more issues in the 
synchronization process. 
Consider a simply supported beam with a block attached at its center, as shown in Figure 3-
39. This block allows us to introduce the rotational inertia, J, which can be used to control the 
modal shapes of the beam. The modal analysis of this beam shows that when the value of J 
increases, the first and second natural frequencies get closer until they are equal at a certain J. 
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This rotary inertia is nondimensionalized as )12/( 3ALJJ   where 123AL  approximates the 
beam’s rotary inertia about its center. For instance, for a beam made of aluminum 
( 32800,78 mkgGPaE   ), with a length of 3 m and rectangular cross section of 57mm   
5.7mm, the first two natural frequencies are 1.094 Hz and 1.1 Hz for 2.57.4 mkgJ   (or 
25.2J ). This shows that the value of J  should be relatively high in order to have the first two 
natural frequencies close together. 
Next, the beam is initially deflected by applying and removing a force F not necessarily its 
center. Like before, it is aimed to control the beam’s vibration by moving the mass as illustrated 
in Figure 3-39. Our analyses, however, show that the system response and also vibration control 
for this case are more difficult than for other cases. For instance, regardless of the 
synchronization scheme used, the beam’s response for Ls 3.00  , Ls 1.00   and 3.0m  
(when the initial force is applied at the center of the beam) is noisy and that attenuation only 
occurs for a couple of first cycles. After these cycles, the beam’s vibration amplifies and/or gets 
noisy to the extent that the frequency and phase cannot be detected by the program precisely 
enough leading to divergence of the solution. A sample case is shown in Figure 3-40 which is the 
beam’s mid-span deflection versus time when the second scheme displacement-based strategy is 
used for synchronization. As it is observed, the vibration mainly amplifies for 5t  and it 
diverges at around 13 s. 
 
 
 
 
 
119 
119 
 
 
 
 
 
 
Figure 3-39 A simply supported beam with a mass positioned at its center. The other mass, m, is 
moving to control vibration of the beam. 
 
 
 
 
 
 
 
 
 
Figure 3-40 Dimensionless deflection of the beam’s mid-span point versus time for Ls 3.00  , 
Ls 1.00   and 3.0m . 
 
Although the solution for the previous case was noisy, some continuous attenuation can be 
obtained if the other parameters of mass motion are used. For instance, for Ls 3.00  , 
Ls 05.00   and 3.0m  the vibration, which is presented in Figure 3-41 in terms of mid-span 
deflection, shows a general attenuation trend. It is important to note that the result of Figure 3-41 
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is obtained by applying the third synchronization scheme while using the first scheme will not 
give any continuous attenuation. Also, it is noted that the force which causes the initial deflection 
is applied at the center of the beam for results of Figures 3-40 and 3-41. 
 
 
 
 
 
 
 
 
 
 
 
Figure 3-41 Dimensionless deflection of the beam’s mid-span point versus time for Ls 3.00  , 
Ls 05.00   and 3.0m . 
 
While a continuous general attenuation is observed in Figure 3-41, a more detailed study of 
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attenuation process is more challenging as the solution is almost equally affected by the first two 
modes (since the first two natural frequencies are close). Figure 3-42, which presents a sample 
beam’s response when the initial force is applied at 4L , indicates how the beam’s response is 
getting more complicated when two modes of almost same frequencies are involved in the 
solution. 
 
 
 
 
 
 
 
 
 
Figure 3-42 Dimensionless deflection of the beam’s mid-span point versus time when the initial 
force is applied at 4L  and Ls 3.00  , Ls 05.00   and 3.0m . 
 
3.4 Controlling the Beam’s Vibration by Using a Vertically Moving Mass  
So far in previous results, the mass motion along the beam was used for controlling the 
beam’s vibration. In this section, the possibility of controlling the beam’s vibration by moving a 
mass perpendicular to the beam’s axis is investigated. For this purpose, consider the simply-
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Lss  . In fact, its motion will be similar to the oscillating pendulum of the previous chapter. 
Thus, the relative mass motion along its length, as shown in the figure, will be accompanied by 
rotation and can cause Coriolis type forces which can be utilized for control purposes similar to 
what was done in the pendulum problem. Like in the previous cases, it is assumed that an 
external force drives the mass motion along the guiding bar. 
 
 
 
 
 
 
Figure 3-43 A simply supported beam with a mass moving perpendicular to its longitude axis.  
 
To compare the results, this problem is handled analytically first. The dynamic equations of 
this system can be obtained by detaching the moving mass and the guiding bar, writing the 
dynamic equilibrium for the mass and remaining structure separately and then eliminating the 
interacting force between the mass and guiding bar. Doing so, the dynamic equation is obtained 
as:  
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where )( sx   is the spatial derivative of the Dirac Delta function which is used to represent a 
concentrated moment applied to the beam. In order to solve this equation by using the infinite 
series (similar to what was done previously for the mass moving along the beam) the beam’s 
m
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response should be defined according to Eq’s. (3.21) and (3.22). Then, by substituting these 
equations into Eq. (3.32) the dynamic equation in terms of mode shapes is obtained as: 
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By using the same procedure as before, and employing the properties of Dirac’s function, the 
differential equations for  tk  are obtained as: 
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(3.34) 
As for the previous cases discussed in 3.2.3.3, this set of differential equations can be solved 
by using a numerical integration method like Runge-Kutta method. It is also noted that the 
dynamic equations for this case can be nondimensionalized similarly as before and according to 
Eq. (3.27).  
The examples solved in this section are chosen such that they are comparable with those 
presented in 3.3.2. To this end, a simply supported beam with properties identical to those of 
3.3.2 which was initially disturbed by applying a force in its center is considered. The mass 
motion is given by Eq. (3.29) and the synchronization procedure is implemented in the code used 
for numerical integration. The parameters used for the examples include different values of Ls  
and 0s . However, simulations show that the set of differential equations of (3.34) cannot be 
solved for all values of Ls  and 0s . In fact, only for some particular values of the two parameters 
does the solution converge. For other values of Ls  and 0s , the numerical solution diverges 
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regardless of the size of the time step used for integration. For instance, with LsL 4.0  and 
Ls 2.00  , the solution converges while for any LsL 35.00   and almost any given 0s , the 
solution diverges quickly. For the case considered in 3.3.2 on the other hand, the differential 
equations obtained by application of infinite series (Eq. (3.24)) can be solved for all values of 0s .  
One possible way to explain why the solution of Eq. (3.34) diverges (while it converges for 
Eq. (3.24)) is to write the equations in a matrix form of: 
DCBA


  ~~~         (3.35) 
where components of the vectors   , 

  and 

  are  tk ,  tk  and  tk  , respectively, and 
matrices A~ , B~ , C~  and  vector D

 should be defined according to Eq. (3.34) or (3.24). From the 
numerical integration point of view, the structure of matrix A~  plays an important role in the 
convergence. For the case of Eq. (3.24), this matrix is given by: 
   
i
ji
ijij A
ssm
A 
~        (3.36) 
which can be shown to be symmetric. However, for the beam considered here, the matrix A~  in 
view of Eq. (3.34) will be 
        LjLiLjLi
i
ijij ssssA
msA   
2~     (3.37) 
which is not symmetric. As a result, the numerical integration procedure is not stable and for 
most values of parameters Ls  and 0s  and therefore diverges. 
The divergence of the solution based on an infinite series shows that the method is not always 
reliable for analyzing the mass-beam interaction problems. This means that the FEM approach 
should be used for analyzing such problems with the solution converging once proper values of 
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time step and element size are used in the FEM model. This, in turn, shows the significance of 
using the proposed FEM approach for modeling such moving mass-beam interaction problems.  
The problems in Figure 3-43 is handled numerically by slightly revising the proposed FEM 
approach. The revision includes neglecting the centripetal acceleration term in the formulation as 
the guiding bar is assumed to be rigid with no curvature. Also, it should be mentioned that the 
Coriolis force vector calculated in Eqs. (3.11), (3.17) and (3.18) is in local coordinate system and 
needs to undergo the proper transformation before being applied to the structure.  
Figure 3-44 shows the results, in terms of mid-span deflection versus time, for the mass 
parameters of 1m , LsL 25.0 , Ls 3.00   and 6/1 . The synchronization scheme 3 has 
been used and no natural damping is included. As it is observed, an active damping ratio of about 
1.73% is achieved and the beam’s response appears to be very smooth. Recall that the maximum 
acceptable damping ratio obtained previously for the same beam (but with the mass moving 
along the beam) was about 1.5% (see Figure 3-35). 
 
 
 
 
 
 
 
 
 
Figure 3-44 Beam’s response when the mass moves perpendicular to the beam at LsL 25.0  
with Ls 3.00  . 
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Like in the previous cases, it is desirable to adjust the mass motion parameters such that the 
damping-like effect of the mass motion increases. The parameters of the mass to adjust include 
m , Ls  (measured horizontally), 0s  (measured vertically) and  . From the previous results, it 
was shown that the damping ratio increases with m  and   as the Coriolis force magnitude is 
proportional to these parameters. On the other hand, no particular conclusion could be made for 
the effect of 0s  from these results. For this case, it is expected that the damping ratio increases 
with m  and   similarly as before. However, it appears that the damping ratio should also 
increase with 0s  since the resisting Coriolis force for this case is causing a resisting moment on 
the beam (typically sms2 ). This means that the larger 0s  is, the bigger will be the resisting 
Coriolis moment resulting in a larger damping ratio. To verify this conclusion, a similar analysis 
to that of Figure 3-44 has been done except that Ls 6.00   and 12/1  have been used (the 
amplitude of mass motion is equal to the previous case i.e. 12/3.012/6.00 LLs  ). The 
results, shown in Figure 3-45, shows that the beam’s response is considerably affected by higher 
modes of vibration resulting in the noisy curve shown in the figure. In fact, the mass oscillation 
is almost synchronized correctly with beam’s vibration for the first 6 or 7 cycles; however, it is 
affecting the beam’s vibration considerably (perhaps by affecting not only the first vibration 
mode but also the first few higher ones). This in turn results in irregular beam’s response which 
eventually leads to loss of synchronization.  
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Figure 3-45 Beam’s response when the mass moves perpendicular to the beam at LsL 25.0  
with Ls 6.00  . 
 
The last parameter which is expected to affect the active damping ratio is Ls , the horizontal 
location of mass motion. To investigate its effect, different analyses with different values of Ls  
have been done while 0s  and   have been kept unchanged at L3.0  and 6/1  respectively. The 
results are summarized in Figure 3-46 (the solution for LsL 25.0  has already been presented in 
Figure 3-44). As it is observed, while the damping ratio is about 1.8% for LsL 2.0  and 
LsL 15.0 , the beam’s response is not smooth and the synchronization will eventually be lost 
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Figure 3-46 Results obtained for different values of Ls  and Ls 3.00   and 6/1 . 
 
leading to some residual vibration. For LsL 35.0 , the response is smooth; however, the 
damping ratio is relatively small. Finally for LsL 3.0 , the response is considerably affected by 
higher modes which makes the synchronization procedure almost impossible.  
It is also noted that using larger values of   usually leads to higher attenuation effects for the 
first few cycles; however, the response will be noisier which makes the synchronization 
procedure harder. Eventually, after several cycles, the synchronization is lost and no continuous 
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attenuation is obtained afterwards. Considering all the results presented in this section, it can be 
concluded that the maximum obtainable damping ratio is about 1.7 % (for 6/1,3.00  Ls  
and LsL 25.0 ) which is only slightly higher than what was obtained for the horizontally-
moving mass considered previously (the highest damping ratio was 1.5%). On the other hand, it 
is important to note that, for this case, the beam’s vibration will be completely damped (there 
will be no residual vibration left) while for the horizontally moving mass case there was a 
residual vibration left. In particular, inclusion of a very small natural damping will result in a 
very smooth attenuation of vibration which eventually leads to complete elimination of vibration. 
For instance, for 6/1,3.00  Ls  and LsL 25.0 , including a natural damping of about 0.1% 
will result in a very smooth attenuation of vibration, with an overall damping ratio of 1.8%, 
which eventually leads to complete damping of vibration as shown in Figure 3-48. 
 
 
 
 
 
 
 
 
 
 
Figure 3-47 Beam’s response for LsL 25.0 , Ls 3.00   and 6/1  with inclusion of small 
natural damping. 
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While the simulations presented in this section showed that vibration for the simply-supported 
beam can be attenuated and completely eliminated by using a vertically moving mass, the 
maximum active damping ratio was around 1.8% which is relatively low, for instance, compared 
to that of cantilevered beam which was around 4%. A possible way to increase this active 
damping ratio is to use two vertically moving mass instead of one. For instance, as shown in 
Figure 3-48, two masses which are moving along the two guide bars perpendicular to the beam’s 
axis, can be used for vibration control purposes. The horizontal location of the two guide bars 
can affect the beam’s response considerably as will be shown later. It appears that one natural 
selection is to position the guide bars’ symmetrically with respect to beam’s center, as is the case 
in Figure 3-48. 
 
 
 
 
 
 
 
 
Figure 3-48 A simply supported beam with two masses moving perpendicular to its longitude 
axis. 
 
For instance, assume that the mass motion parameters are Ls 3.00   and 6/1  and 
5.0m  for both masses while different values for 1Ls  and 2Ls  are tested. The results are 
summarized in Figure 3-49 where, for all the cases, the positions of the two guiding bars are 
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symmetric with respect to the center of the beam. As it is shown in the figure, the smoothest 
result is obtained for LsL 2.01   and LsL 8.01   where the damping ratio of around 2.1% is 
obtained (with inclusion of the natural damping). Note that the sum of the two masses for this 
case equals the mass for the previous case (Figure 3-48 for instance). Consequently, it can be 
concluded that using two smaller masses, which are positioned symmetrically with respect to the 
beam’s center, can be more effective than using one larger mass.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3-49 Comparison of the beam’s response obtained by using two vertically moving masses 
with Ls 3.00  , 6/1  and 5.0m  for both. 
 
The other parameters which can be adjusted for increasing the active damping ratio are mass 
motion amplitude, 0s , and averaged location, 0s . While the analyses show that changing the 
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averaged location doesn’t improve the damping ratio, they show that increasing the amplitude 
can improve it. The maximum damping ratio that could be obtained is for Ls 3.00  , 3/1 , 
5.0m , LsL 2.01   and LsL 8.01  . The result, shown in Figure 3-50, indicates a very smooth 
attenuation of vibration with the damping ratio of around 4.1%, which shows a dramatic 
increase.  
 
 
 
 
 
 
 
 
 
 
 
Figure 3-50 The beam’s response obtained by using two vertically moving masses with 
Ls 3.00  , 3/1  and 5.0m  for both.  
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CHAPTER 4 
 
CONTROLLING VIBRATION OF A FRAME 
4.1 Introduction 
In the previous chapters, the proposed vibration control method has been applied for 
controlling vibration of a pendulum as well as simple beams of different boundary conditions 
and properties. In this chapter, the method is applied to a more complicated structure, which is 
the frame structure shown in Figure 4-1. The frame can be initially excited by either force xF  or 
yF  or both. The vibration will then controlled by synchronizing motion of one or more masses as 
indicated in the figure. Masses 1m  and 2m  are placed as shown to control vibration of the first 
mode and mass 3m  is placed as shown to control second mode vibration (this will be explained 
in more details in the following sections). All the members of the frame are assumed identical  
 
 
 
 
 
 
 
 
 
 
Figure 4-1 A typical frame structure with moving masses for controlling vibration. 
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, are welded to one another and pinned at the supports. The frame is made of aluminum, with 
Young’s modulus of 70 GPa and density of 2700 kg/m3. The cross section of frame members is a 
rectangle of width 58 mm and thickness 5.6 mm. The length of each member is L=1 m. The total 
mass of the frame is kgm f 77.8 . 
Figure 4-2 shows the first four vibration modes for a typical case. The corresponding 
frequencies are 2.7, 3.2, 6.1 and 11.7 Hz. As it is observed, the first mode is mainly bending of 
the horizontal sides while the second mode is the shear of the entire frame in the horizontal 
direction (or can be assumed as the bending of the vertical sides). The rest of the modes are 
mainly bending of the horizontal sides in higher modes.  
 
 
 
 
 
 
 
The  
 
 
 
Figure 4-2 First four frequencies and vibration modes for the frame structure. 
 
Hz) (2.7 ModeFirst Hz) (3.2 Mode  Second
Hz) (6.1 Mode Third Hz) (11.7 ModeFourth 
135 
135 
The main difference between the frame of Figure 4-1 and a simply supported beam 
considered before, lies on how the vibration modes and frequencies are distributed. For instance, 
for a typical frame considered in this section, the first two natural frequencies are close (within 
20% of one another) while the first two natural frequencies for the simply supported (and 
cantilevered) beams are considerably different. Consequently, it is important to investigate 
whether synchronizing the mass motion for controlling one mode can affect (or excite) the other 
one. The other important factor on how the mass or masses should move to attenuate vibrations 
in different modes is how the shapes of these vibration modes are. 
According to the shape modes presented in Figure 4-2, it is expected that mainly the first 
mode be initially excited and dominate the response when the force yF  (shown in Figure 4-1) is 
used to disturb the frame. On the other hand, when force xF  is initially applied, it is expected 
that the second mode mainly dominates the response. Furthermore, based on the values of the 
first four natural frequencies, it can be concluded that the response will be mainly affected by the 
first two modes while the contribution of the third and higher modes will be much less since their 
corresponding frequencies are relatively large. As a result, it appears that moving the mass along 
horizontal sides of the frame should attenuate vibration induced by applying force yF , while 
moving it on vertical sides should attenuate vibration induced by force xF . In other words, the 
mass motion on horizontal sides should control the first mode of vibration and the mass motion 
along vertical sides should control the second mode. This idea will be tested in the following 
sections through different numerical examples.  
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4.2 Controlling Vibration of the Frame Excited by Fx 
The frame shown in Figure 4-2 is initially excited by the force yF  only. As discussed earlier, 
with such an initial disturbance, the frame will vibrate mainly in the first mode; therefore, it may 
be effective to move the mass 1m  horizontally. It is assumed that the mass of 1m  is 0.44 kg or 
05.01 m , where fmmm 11   is the dimensionless mass of the moving body with respect to the 
total mass of the frame. The pattern of mass motion is similar to that of the previous sections: 
    tss msin1 1011         (4.1) 
where different values of 01s  and 1  will be used. Figure 4-3 shows the frame’s vertical 
displacement at point A, AyU , obtained for Ls 5.0
0
1   and 5.01  . As it is observed, attenuation 
rate is small and the frame’s response is not smooth due to the effect of higher vibration modes. 
Similar to what was discussed in the previous chapter for the beam, the effect of the higher 
modes makes the synchronization procedure hard which, in turn, decreases the attenuation 
effects and can eventually lead to loss of mass synchronization. On the other hand, by including 
even a small natural damping, i.e. with an equivalent damping ratio of %1.0 , the frame 
response will be smoother and the attenuation effect increases considerably. This is shown in 
Figure 4-4 where the frame response for the same analysis as that of Figure 4-3 is done except 
that natural damping (by using the Rayleigh damping) is included. As it is observed, the 
vibration is smoothly attenuated with a damping ratio of around 0.7%. If the analysis is done for 
a longer period of time, which is not shown in the figure, it is observed that the vibration will be 
eventually eliminated completely. 
Apart from increasing the attenuation effects, including natural damping is also effective in 
complete elimination of vibration. For example, the response of Figure 4-3 shows the presence of 
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a residual vibration (vibration does not attenuate further after about 25 seconds). However, the 
vibration is completely damped for the response of Figure 4-4. It is also noted that, for the result 
of Figure 4-3, the percentage of residual vibration (the average amplitude of residual vibration 
over initial amplitude of vibration) is about 16%. 
 
 
 
 
 
 
 
 
 
 
 
Figure 4-3 Displacement AyU  when the frame is initially excited by force yF  (no natural 
damping). 
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Figure 4-4 Displacement AyU  when the frame is initially excited by force yF  (with natural 
damping). 
From the control point of view, it is desirable to maximize the attenuation effect, i.e. to 
increase the active damping ratio. For this purpose, similarly to the beam problem, different 
values of the mass motion parameters, including 0s  and  , are used and the corresponding 
results be compared in Table 4-1. The residual vibration percentage mentioned in the table shows 
the amplitude of residual vibration after about 25 seconds over the initial vibration amplitude. It 
is also noted that the active damping ratio in Table 4-1 is calculated by averaging it over the first 
20 seconds. According to the table, the maximum damping ratio with no residual vibration 
occurs at 4/30 Ls   and 2/1 . It is also observed that increasing the mass motion amplitude, 
0s , does not always lead to an increase in the damping ratio. In general, increasing 0s  from a 
particular value makes the frame’s response noisy which eventually leads to the presence of 
residual vibration. It is also noted that increasing the mass of the moving body, for instance to 
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1.01 m , will have a similar effect where the damping ratio increases but the response is noisier 
(and there is residual vibration). 
Table 4-1 Active damping ratio obtained for different values of 0s  and   when the first mode is 
mainly excited. 
 
 
0
1s  
0
11s   % Response Type Residual Vibration % 
L/2 L/4 0.70 Smooth 0.00 
L/2 3L/8 0.85 Noisy 0.89 
L/2 L/2  1.28  Noisy 3.21  
3L/4 L/4 0.88 Smooth 0.00 
3L/4 3L/8 0.80 Noisy 0.94 
3L/4 L/2 1.02 Very Noisy 3.56 
 
 
4.3 Controlling Vibration of the Frame Excited by Fy 
In this section, the frame shown in Figure 4-1 is assumed to be initially excited by the force 
xF  which as mentioned previously results in excitation of mostly the second mode (and also the 
response will be dominated by this mode) and mass 3m  is moved vertically for controlling the 
frame vibration. Like the previous section, different values of the mass motion parameters, i.e. 
0
3s  and 3 , will be examined. For instance, Figure 4-5 shows the frame response represented by 
the horizontal displacement BxU , for 43
0
3 Ls   and 25.03  . As it is observed, vibration is 
attenuated with an equivalent damping ratio of around 0.7%. The result shown in Figure 4-5 is 
obtained without including any natural damping.   
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Figure 4-5 Frame response when the second mode is initially excited. 
 
Like the previous cases, the effects of different mass motion parameters on the damping ratio 
and vibration attenuation has been investigated. Table 4-2 summarizes some of the results 
obtained by using different values 03s  and 3  where the mass of the moving body is constant at 
05.03 m . As it is observed from the table, the damping ratio is relatively small for these values 
(the maximum occurs at 4/303 Ls   and 3/13   where %77.0 ). Also, the results in the 
table show that the damping ratio does not generally increase when the mass motion amplitude, 
0s , increases. In fact, similar to section 4.2, the increase in 0s  can make the response noisier 
which eventually results in the presence of residual vibration.  
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Table 4-2 Active damping ratio obtained for different values of 03s  and 3  when the second 
mode is mainly excited. 
 
 
0
3s  
0
33s  3m  Natural Damping  % Response Type Residual Vibration % 
L/2 L/8 0.05 No 0.43 Smooth 0.00 
L/2 3L/16 0.05 No 0.54 Smooth 0.00 
L/2 L/4 0.05 No 0.52 Noisy 27.40 
L/2 3L/8 0.05 No 0.58 Noisy 21.90 
3L/4 L/8 0.05 No 0.46 Smooth 0.00 
3L/4 3L/16 0.05 No 0.70 Smooth 0.00 
3L/4 L/4 0.05 No 0.77 Smooth 0.00 
3L/4 L/4 0.05 Yes 1.00 Smooth 0.00 
3L/4 L/4 0.1 Yes 1.62 Smooth 0.00 
3L/4 L/4 0.2 Yes 2.97 Smooth 0.00 
 
 
Including a small natural damping, around 0.1% for instance, smoothens the response which, 
in turn, increases the damping ratio (as shown in the table, for  4/303 Ls   and 3/13   the 
damping ratio raises to 1%). Finally, it should be noted that unlike the case of section 4.2, 
increasing the mass of the moving body can actually increase the active damping ratio without 
leading to the presence of residual vibration. According to Table 4-2, the active damping ratio 
can be increased up to 2.97%, by using 3m  of 0.2, without having any residual vibration in the 
response. Apparently, moving a large mass vertically does not disturb the first mode as much as 
a horizontally moving mass affects the second mode. Consequently, larger masses can be used 
for vibration control of the second mode which in turn leads to achieving larger damping ratios 
for this case. 
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4.4 Using Two Masses to Control Vibration of the First Mode 
Based on the results of the last two sections, the attenuation rate obtained from the moving 
masses was relatively low for vibration control of the first mode (the maximum damping ratio 
was about only 0.8%). One possible way to improve the attenuation effect is to use more than 
one mass for control purposes.  Assume that the frame is initially excited by applying force yF  
and then vibration is controlled by moving masses 1m  and 2m  along the horizontal side as shown 
in Figure 4-6. It is also assumed that similar to Eq. (4.1), the motions of the masses are given by: 
  111011 sin1   tss m         (4.2) 
  222022 sin1   tss m        (4.3) 
where 0is  and i  are the mass motion averaged location and non-dimensional amplitude for the 
ith mass, respectively. 
To investigate the possibility of increasing the attenuation effects by using two masses, 
different values of mass motions parameters, including 0is  and i , as well as different values of 
1m  and 2m , the dimensionless masses of the moving bodies, need to be tested. Since the initial 
deformation of the frame, as well as the first vibration mode, as shown in Figure 4-2, are 
symmetric with respect to the center of the frame, it seems natural to select the mass motion 
parameters such that their motion is also symmetric with respect to the frame’s center. This 
means that the sum of averaged mass locations should be equal to the length of frame’s 
horizontal side, i.e. Lss 302
0
1  , and the mass motion amplitudes be the same, i.e. 202101  ss  . 
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Figure 4-6 Moving two masses horizontally for controlling vibration caused by force yF . 
 
Also, the mass of the two moving bodies has been selected to be the same, i.e. 21 mm  . Table 4-
3 shows some of the results obtained by using different mass parameters and including natural 
damping. As it is observed, the frame’s response is not smooth and in most cases there is a 
residual vibration left. For the only case where vibration is completely damped, i.e. for Ls 01  
and Ls 202  , the active damping ratio is relatively low.  
Table 4-3 Active damping ratio obtained for different values of mass motion parameters when 
two masses are used. 
 
1m  or 2m  01s  1
0
1 s  02s  202s    Response type Residual vibration 
0.05 3L/4 L/4 9L/4 L/4 1.40 Noisy 7.5 
0.05 L L/4 2L L/4 1.04 Noisy 0.0 
0.05 L/2 L/4 2.5L L/4 1.02 Noisy 23.0 
0.1 L L/8 2L L/8 0.92 Noisy 19.6 
0.05 3L/4 L/4 2.5L L/4 1.09 Noisy 7.0 
0.05 L/2 L/4 L L/4 0.99 Noisy 18.0 
yF
1m 2m
2s
1s
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The results obtained when the mass motions are symmetric with respect to the frame’s center 
are not satisfactory, similarly as asymmetric masses’ motions are not symmetric. For instance, as 
shown in Table 4-3, for 4/301 Ls   and Ls 5.202   there is residual vibration and the active 
damping ratio is also small. Even for a case where the two masses are moving to the left of the 
frame’s center, with 2/01 Ls   and Ls 02 , the response is not smooth and residual vibration 
exists. 
It is important to note that the results shown in Table 4-3 were obtained by using the first 
synchronization scheme mentioned in chapter 3. On the other hand, using the second or the third 
scheme for synchronization did not improve the results, i.e. does not lead to results with higher 
active damping ratios. One may conclude that the reason is that the first two natural frequencies 
are close, i.e. the second natural frequency is only about 20% higher than the first one. 
Therefore, the response is affected by both the first and the second modes, which makes it 
irregular; thus, the synchronization is either lost or not sufficient for obtaining desired 
attenuation effects.  
To test this conclusion, a stationary mass will be added to the frame such that the first two 
natural frequencies are no longer close. For example, placing a mass at the center of the bottom 
horizontals side will change (decrease) the first natural frequency while it barely changes the 
second one. For instance, placing a mass of 5.0sm  will result in a first natural frequency of 
about 1.7 Hz and a second natural frequency of 3.2 Hz (i.e. the second natural frequency is about 
90% higher than the first one). 
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Table 4-4 Active damping ratio obtained for different values of mass motion parameters when a 
stationary mass is placed at the frame’s center. 
 
1m  and 2m  01s  1
0
1 s  02s  202s    Response type Residual vibration Synchronization Type 
0.05 L L/4 2L L/4 0.63 Smooth 0.0 First 
0.1 L L/4 2L L/4 0.99 Smooth 0.0 First 
0.1 L L/2 2L L/2 - Not Converged - First 
0.2 L L/4 2L L/4 1.66 Noisy 15.9 First 
0.2 L L/4 2L L/4 2.00 Smooth 0.0 Third 
0.3 L L/4 2L L/4 2.69 Smooth 0.0 Third 
 
The attenuation effects with the stationary mass of 5.0sm  placed at the center of the 
horizontal side obtained for Ls 01 , Ls 202   and 4/0 Ls ii   and 2/L  are summarized in Table 
4-4. By comparing the results shown in this table with those of Table 4-3 it can be observed that 
the frame response is smoother when the stationary mass is placed at the frame’s center since the 
frequencies are more well separated. It is also observed that higher active damping ratios can be 
obtained by increasing the mass of moving bodies. However, for larger values of 1m  and 2m  
where the damping ratio is higher, using the first synchronization scheme leads to the presence of 
residual vibration in frame’s response. In other words, since the attenuation rate is higher for 
larger 1m  and 2m , the first synchronization scheme fails to keep the mass motion and frame’s 
vibration synchronized, which eventually leads to presence of residual vibration. On the other 
hand, simulations show that the third scheme can successfully keep the synchronization of the 
mass motion and the frame vibration. Consequently, larger masses can be used for vibration 
control when the third scheme is applied, which eventually leads to obtaining relatively high 
damping ratio. For instance, Figure 4-7 shows the frame’s response, in terms of vertical 
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displacement AyU  versus time for 3.021  mm , Ls 01  and Ls 202  . As it is observed from 
the figure, vibration is smoothly attenuated with a relatively high rate. 
 
 
 
 
 
 
 
 
 
 
 
Figure 4-7 Frame’s response when a stationary mass is placed at its center and the first mode is 
excited. 
 
According to the results summarized in Table 4-4, it is important to note that the active 
damping ratio cannot be increased more by increasing the mass motion’s amplitude further than 
Ls ii 1.00  . In fact, the FEM solution diverges if any values higher than L1.0  is used for the 
mass motion’s amplitude. It is also very important to note that if the analyses shown in Table 4-4 
are repeated with using only one mass for vibration control, the results are different. In fact, the 
FEM solution either diverges (for larger values of 1m ) or leads to results with a relatively small 
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active damping ratio (for smaller values of 1m ). This means that using two moving masses is 
necessary for obtaining a smooth attenuation with relatively high damping ratios.  
 
4.5 Controlling Two Vibration Modes for the Frame  
So far in the previous sections, the frame was initially excited either mostly in the first mode 
or mostly in the second mode. In this section, the possibility of controlling the frame’s vibration 
when both modes are comparably excited by forces xF  and yF  is investigated. Figure 4-8 shows 
such a frame and four masses 1m  to 4m  for controlling its vibration. It is also noted that no 
stationary mass is used for the analyses of this section. According to the results shown in Table 
4-2, the maximum attenuation effect for controlling vibration of the second mode is obtained for 
mass motion parameters of 4/303 Ls   and 4/13  . Consequently, these values will be used in 
this section for motion of masses 1m  and 2m  (see Figure 4-8). As will be shown later, the main 
challenge in this section will be on controlling vibration in the first mode. As a result, different 
values of mass motion parameters for 3m  and 4m  will be investigated. 
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Figure 4-8 A frame initially excited in the first and second modes by forces xF  and yF .  
 
In the first set of analyses, three masses including 3m  and 4m  (for controlling vibration due to 
second mode) and 1m  (for controlling vibration of the first mode) will be used. The simulations 
show that including a relatively small natural damping is essential for obtaining a smooth 
response. Consequently, natural damping, with an equivalent damping ratio of about 0.1%, is 
included in all the results presenting in this section.  
Figure 4-9 shows a sample frame response obtained for 05.0431  mmm , 
4/304
0
3
0
1 Lsss  , 25.043    and 3/11  . The response is presented by two plots: 
vertical displacement of point A, AyU , versus time and horizontal displacement of point B, 
B
xU , 
versus time. According to the figure, it can be observed that the AyU  is fluctuating in time with 
almost the same frequency as the first natural frequency, which is about 2.6Hz. On the other 
hand, fluctuation of BxU  in time has almost the same frequency as the second natural frequency, 
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which is about 3Hz. Consequently, it is concluded that AyU  is representing vibration in the first 
mode while BxU  is representing vibration in the second mode.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4-9 Frame’s response when the first two modes are initially excited and three masses are 
used for controlling vibration. 
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Table 4-5 Results obtained for vibration control of two modes by using three masses. 
 
 Case Number 1 2 3 4 5 6 7 8 9 
 3m  and  4m  0.025 0.025 0.025 0.025 0.025 0.05 0.05 0.1 0.1 
 03s  and 
0
4s  3L/4 3L/4 3L/4 3L/4 3L/4 3L/4 3L/4 3L/4 3L/4 
 033s  and 044s  3L/16 3L/16 3L/16 3L/16 3L/16 3L/16 3L/16 3L/16 3L/16 
 1m  0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.1 
 01s  L/2 3L/4 3L/4 L L/2 L/2 3L/4 3L/4 3L/4 
 011s  L/4 L/4 L/4 L/4 3L/8 3L/8 L/4 L/4 L/4 
 Synchronization scheme Third First Third Third Third Third Third Third Third 
 0.71 0.58 0.80 0.63 0.83 0.47 0.77 0.86 1.32 
Response type Smooth Noisy Smooth Smooth Smooth Smooth Smooth Smooth Noisy 
Fi
rs
t M
od
e 
Residual 
Vibration 0.00 7.00 0.00 0.00 0.00 0.00 0.00 0.00 2.60 
 0.84 0.71 0.84 0.83 0.81 0.63 1.31 1.91 1.92 
Response type Smooth Smooth Smooth Smooth Smooth Noisy Smooth Smooth Smooth
Se
co
nd
 M
od
e 
Residual 
Vibration 0.00 0.00 0.00 0.00 0.00 8.00 0.00 0.00 0.00 
  
Table 4-5 summarizes the results obtained by using three masses. The active damping ratio 
for the first and second modes are obtained by considering the vertical and horizontal 
displacements (as shown in Figure 4-9), respectively. According to these results, some important 
conclusions can be made: 
 The active damping ratio is generally lower for the first mode. In order to increase 
this ratio, different values of 01s , 1  and 1m  have been used. However, none of them 
leads to a smooth attenuation of vibration with active damping ratio higher than 1%. 
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The second mode on the other hand, is attenuated with a relatively high damping ratio 
even though only one set of values is used for 03s , 3 , 04s  and 4 .  
 The mass motion parameters used for case 6 differs with those of case 7 only in 
values of 01s  and 1 . While this change affected (increased) the damping ratio for the 
first mode, it is interesting to note that it also affected (increased) the damping ratio 
for the second mode dramatically. On the other hand, comparison of cases 7 and 8 in 
the table (which only differ in values of 03s , 3 , 04s  and 4 ) show that the change in 
motion parameters of 3m  and 4m  not only affects active damping ratio of the second 
mode, but it also affects the active damping ratio of the first mode. To summarize, it 
can be concluded that controlling vibration of the first mode (by using mass 1m ) is 
not completely independent from controlling vibration of the second mode (by using 
masses 3m  and 4m ). 
 The best (maximum) attenuation effect obtained for the second mode corresponds to 
case 8 in the table. For this case however, the active damping ratio of the first mode is 
relatively small. To increase this ratio, one method is to increase 1m , which is done in 
case 9. As it is observed from the table, while the damping ratio of the first mode 
increases to 1.32 %, there is a residual vibration and the frame’s response is not 
smooth as shown in Figure 4-10. Based on these analyses, it appears that using one 
mass for controlling vibration of the first mode is not sufficient.  
 Comparing the results for case 2 and 3 in the table shows that using the third scheme 
for synchronization procedure leads to much smoother and higher rate of vibration 
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attenuation. This has been proved through more numerical simulations which are not 
presented in Table 4-5 for the sake of brevity. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4-10 Frame’s response corresponding to best attenuation effect test when three masses are 
used. 
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moving horizontally to control vibration of the first mode while masses 3m  and 4m  are moving 
vertically to control vibration of the second mode. Table 4-6 summarizes the results obtained by 
using different values for mass motion parameters im , 
0
is  and i . All the results presented in the 
table are obtained by using the third synchronization scheme. Also, the results of case 9 from 
 
Table 4-6 Results obtained for vibration control of two modes by using four masses. 
 
 Case Number 1 2 3 4 5 6 7 
 3m  and  4m  0.025 0.025 0.025 0.05 0.1 0.1 0.1 
 03s  and 
0
4s  3L/4 3L/4 3L/4 3L/4 3L/4 3L/4 3L/4 
 033s  and 044s  3L/16 3L/16 3L/16 3L/16 3L/16 3L/16 3L/16 
 1m  0.025 0.05 0.025 0.05 0.05 0.1 0.1 
 2m  0.025 0.05 0.025 0.05 0.05 0.1 0 
 01s  L/2 L/2 L/2 3L/4 3L/4 3L/4 3L/4 
 011s  L/4 L/4 L/4 L/4 L/4 L/4 L/4 
 02s  5L/2 5L/2 5L/2 9L/4 9L/4 9L/4 - 
 022s  L/4 L/4 L/4 L/4 L/4 L/4 - 
 Natural Damping Included No No Yes Yes Yes Yes Yes 
  0.55 0.73 0.72 1.44 1.42 2.23 1.32 
Response type Noisy Noisy Smooth Smooth Smooth Smooth Noisy 
Fi
rs
t M
od
e 
Residual 
Vibration 0.0 17.0 0.0 0.0 0.0 0.0 2.6 
  0.72 0.72 0.83 1.40 2.27 2.22 1.92 
Response type Smooth Smooth Smooth Smooth Smooth Smooth Smooth
Se
co
nd
 M
od
e 
Residual 
Vibration 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
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Table 4-5 are repeated in Table 4-6 (case number 7) in order to have a better comparison. The 
following conclusions can be made by investigating the results of Tables 4-6: 
 In case 7 of the results shown in the table, one mass of 1.01 m  is moving on the left 
side of the frame while in case 5, two masses of 05.021  mm  are moving 
symmetrically with respect to the frame’s center. Comparison of these results show 
that the frame response is smoother, with no remaining residual vibration, and the 
attenuation rate is higher when two masses are moving symmetrically. It is also 
interesting to note that moving two horizontally-moving masses instead of one 
increases the active damping ratio both for the first and the second mode. 
 Comparison of the results of case 2 and 4 indicates the importance of selecting the 
location of mass motion in obtaining more attenuation effect. While the mass motion 
amplitude and the masses of the moving bodies for 1m  and 2m  are the same for the 
two cases, the difference in averaged mass position, 01s  and 
0
2s , changes the frame 
response from noisy to smooth and also increases the attenuation effects. 
 Comparing the results of case 1 and 3, where the mass motion parameters are the 
same but natural damping is included only in case 3, and also considering the result of 
case 2, shows that including natural damping smooth the frame response as well as 
increases the attenuation effects. This conclusion has also been made for the beam’s 
problem in Chapter 3. 
The highest attenuation rate for both modes is obtained for case 6 where the frame’s response 
is smooth and the active damping ratio is relatively high. This is also shown in Figure 4-11 
where the frame’s response, in terms of vertical displacement of the point A, AyU , and horizontal 
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displacement of point B, BxU , is presented. As it is observed from the curves in the figure, both 
vertical and horizontal displacements are attenuating smoothly over time with a relatively high 
rate.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4-11 Frame’s response corresponding to best attenuation effect test when four masses are 
used. 
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CHAPTER 5 
 
CONCLUSIONS AND RECOMMENDATIONS 
5.1 Overall Summary and Contributions 
Relative movement of some parts of a vibrating mechanical structure can cause amplification 
or attenuation of the vibration amplitudes. It has been shown previously, in Szyszkowski and 
Stilling (2005), that this relative movement can be utilized for controlling oscillation of a 
pendulum. In that work, vibration of a physical pendulum which is oscillating about a pivot has 
been controlled by moving a mass along its length. Since the dynamic equations of this system 
were straight forward, the pendulum response to any relative mass motion could be obtained by 
directly integrating these equations. Then, it has been shown that the Coriolis acceleration 
induced to the moving mass due to its relative motion was ‘physically’ responsible for 
attenuation or amplification effects of the moving mass. By considering this conclusion, the mass 
motion pattern was then adjusted such that it continuously attenuated the pendulum’s 
oscillations. However, this procedure has been shown to be challenging as the relative mass 
motion is normally associated with self-excited vibrations, i.e., they tend to amplify the 
structure’s vibration (also referred to as the parametric resonance). 
This research is an extension of the previous work on the pendulum, Stilling (2000). The first 
objective was to formulate and devise a method for modeling the moving mass-structure 
problems which can be applied for more complicated structures than the pendulum. In order to 
provide a proper computational tool, the standard Finite Element Method (FEM) formulation 
was extended in such a way that it includes all the relative mass motion effects. In some of the 
previous works available in the literature, modeling of such moving mass problems has been 
done mainly by other numerical methods like using infinite series, but also by applying FEM. 
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However, in most of these FEM works, the effect of the mass relative motion was not considered 
‘completely’, for instance the effect of mass Coriolis acceleration was generally omitted. On the 
other hand, in a few works where the mass relative motion was ‘completely’ modeled, the FEM 
methodology was not suitable for control purposes (for instance they are mainly for cases with 
constant velocity of the mass). 
The FEM approach proposed in the thesis was first verified on the pendulum’s case and then 
was applied for simulating the moving mass-beam and the moving mass-frame problems. Also 
for these problems the approach was verified by comparing the results obtained to those 
available in the literature. All the procedures required for securing accuracy, such as the element 
size, time step, etc, were established in this phase as well. The next objective of the research was 
to devise a mass motion pattern such that vibration of the main structure is continuously 
attenuated. As it has been shown in the research, this is more challenging for beams and frames, 
since the mass motion may affect by more than one vibration mode in such structures. By using 
the fact that the mass Coriolis acceleration is responsible for attenuation effects, as well as 
investigating different mass motion patterns, the mass motion pattern which results in the best 
continuous attenuation effects has been proposed for each structure.  
 
5.2 Conclusions 
The following conclusions can be made based on the results presented in thesis: 
5.2.1 General conclusions 
 It is shown (in chapters 2 and 3 of the thesis) that the proposed FEM approach is 
capable of modeling the moving mass-structure interaction accurately. However, the 
required time step should generally be much smaller, i.e. about 20 times smaller than 
that required for dynamic problems with no relative mass motion. Also, the element size 
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should be much smaller than normal dynamic analysis in order to render the mass 
relative motion accurately. 
 As indicated in chapter 2 and 3 of the thesis, simulations show that properly including 
the effect of Coriolis acceleration may be essential for correct modeling of the moving 
mass problems (the solution is considerably different when this effect is not included). 
This effect is modeled by introducing the Coriolis force vector which is applied only to 
the element traversed by the mass. 
 The three different patterns proposed for applying the Coriolis force vector are 
compared against one another and it is shown that the results obtained by using them are 
close as long as the element size is relatively small. It is also noted that since the 
element size should be small for obtaining sufficient accuracy, this condition is 
normally satisfied.  
 The general scheme suggested for synchronizing the mass motion with the structure’s 
vibration is proven to be effective. If this synchronization is not done properly, then the 
beating phenomenon, in which vibration attenuates and amplifies periodically, occurs in 
the structure. 
 The three proposed synchronization schemes are compared against one another and 
their effectiveness is shown to be generally close. However, for some cases (like the 
beam and frame problems) only the third scheme, mentioned in section 3.3, is capable 
of giving results with high and continuous attenuation rate. 
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5.2.2 Conclusions for the pendulum problem 
 Generally, the proposed control approach is capable of effectively and continuously 
attenuating the pendulum’s vibration. Compared to the beam and frame structures, the 
attenuation of vibration is smoother and its rate is higher for the pendulum since the 
moving mass-pendulum structure has only one vibration mode.  
 It is shown that the equivalent active damping ratio due to the mass motion increases 
almost linearly with the amplitude of mass motion, doesn’t change much with the mass 
average position and increases with the mass of the moving body. For the case 
considered in the thesis, the maximum active damping ratio for the pendulum was about 
8.2%. 
 
5.2.3 Conclusions for the beam problem 
 The results obtained by the proposed FEM approach are in agreement with those 
obtained by using infinite series. However, for some cases, the numerical integration for 
the infinite series method diverges and no solution is obtained which shows the 
significance of using FEM for modeling of such moving mass problems.  
 It is indicated that including the mass Coriolis and centripetal accelerations can affect 
the response of the beam considerably. In particular, the effect of mass centripetal 
acceleration increases with the velocity of the moving mass while the Coriolis effect 
increases up to a particular velocity and then decreases. It is also concluded that for 
relatively low velocities, which is normally the case for control problems (as considered 
in this research) including the Coriolis effect is more important than including the 
centripetal effect. 
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 Comparison of the results obtained for different beams, i.e. cantilevered beam, simply 
supported beam, etc, shows that the control process can be different for each case. The 
reason lies in the difference in frequency spectrum of the beams. In particular, it is 
indicated that attenuation is more challenging to achieve when the first few natural 
frequencies are close. Also, the control process can be difficult when the ratio of the 
natural frequencies is an integer, like for the simply supported beam in section 3.3.2. 
 For the cantilevered beam, it is shown that vibration cannot be damped completely due 
to the presence of the second mode in the response. On the other hand, if a relatively 
small natural damping is included (an equivalent damping ratio of about 0.1% was used 
in the numerical model) vibration is completely eliminated with an effective damping 
ratio of about 3.4%. 
 For the problems considered in this research (where the first natural frequency is almost 
the same as for the pendulum problem) the maximum active damping ratio obtained for 
the cantilevered beam is about 4.5%. Also, the damping ratio increases almost linearly 
with mass motion amplitude and increases, with a trend that goes asymptotically to a 
particular maximum, with mass of the moving body. Finally, results show that active 
damping ratio is generally larger when the mass moves closer to the free end of the 
beam. 
   For the simply supported beam, it is shown that the mass motion for controlling the 
first mode is exciting the second mode and thus vibration is not attenuated completely 
even with inclusion of natural damping. This is a result of the integer ratio of the second 
natural frequency over the first one. To overcome this issue, the mass motion 
parameters should be adjusted such that the second mode is excited minimally. Doing 
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so, the vibration can be completely eliminated and the maximum obtainable damping 
ratio is about 1.5%. 
 Another method proposed for complete elimination of vibration for the simply 
supported beam is to attach one or two vertical rigid guiding bars (perpendicular to the 
longitude axis of the beam) to the beam and move the mass along these guiding bars. 
Analyses show that the method can raise the damping ratio up to 1.8% when one bar is 
used and up to 4.1% when two are used. 
 A particular case of the simply supported beam where the first and second natural 
frequencies are very close (this difference can be adjusted by a rotary inertia mass 
placed at its center) is also investigated. It was shown that controlling vibration is more 
challenging for this case as vibration is dominated by two modes (of almost equal 
natural frequencies) at the same time. In fact, for this beam, which is essentially a bi-
modal structure, no satisfactory vibration control was achieved and further 
investigations are required. 
 
5.2.3 Conclusions for the frame problem 
 The proposed composite beam element can be used for the analysis of a frame response 
to moving mass (or masses) and then uses the mass motion for control purposes. 
However, since the frequency spectrum of the frame is different than that of the beam, 
the conclusions which can be made for the frame are somewhat different than those of 
the beam.  
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 It is shown that the control process of the frame structure considered here, with the first 
two natural frequencies close to one another, is different when the first, second or both 
vibration modes are initially excited. This is why these cases are studied separately. 
 For the frame considered here, when the first mode is excited initially and one mass is 
used for control process, the maximum obtainable damping ratio is about 0.8% which is 
rather low. When the second mode is initially excited, higher damping ratios, up to 
3.0%, can be achieved.  
 In order to improve attenuation effects for vibration control of the first mode, it is 
proposed that more than one moving mass be used. Moreover, a stationary mass should 
be placed at the center of the frame’s lower member to differentiate the first two natural 
frequencies. Doing so leads to smoother responses and eventually higher active 
damping ratios, up to 2.7%, was obtained. 
 For the case where both the first and second modes are initially excited, one approach is 
to use three masses and the other is to use four masses. When three masses are used, the 
maximum obtainable active damping ratio (for the frame considered here) is 0.9% for 
the first mode and 1.9% for the second mode. When four masses are used, the damping 
ratios of the first and second modes are both 2.2%. 
 It is shown that frame response is very sensitive to the mass motion parameters, 
especially when more than one mass is used for control purposes. Consequently, the 
mass motion parameters should be adjusted carefully. 
 
5.3 Recommendations for Future Works 
The following suggestions are made for further works related to this research:  
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 So far the mass motion pattern was limited to a sinusoidal one. For obtaining possible 
higher attenuation effects and also smoother responses, other mass motion patterns can 
be examined.  
 The proposed vibration control approach can be used for other more complicated 
structures. One may start with, for instance, controlling flexural vibration of a two 
dimensional plate, which can be modeled by using shell elements. The FEM 
formulation presented here can be extended to a shell element on which a mass is 
moving in two dimensions or can be applied directly by simply using the current beam 
elements (real or fictitious) along the path of mass motion on the plate. 
 In this research, the focus was on proposing a mass motion pattern such that vibration is 
attenuated continuously. In practice, any part of the equipment may be moved to 
provide the desired effects. Then, there will be a need for devising a system that 
controls the parts’ motion according to the required pattern. As a next step, one may 
devise a smart self-controlled system in which vibrations of the structure are identified 
as the input, and the selected masses are moved on the structure as the output such that 
vibration is autonomously reduced.  
 In all the analyses done in the research, it is assumed that the mass follows the planned 
pattern of motion precisely. In real applications, there might be some deviations from 
the pattern of motion due to inevitable imperfection of the actuators or controlling 
motors. Therefore, it is important to perform a sensitivity analysis in which the variation 
of the structure’s response to small deviation in the planned mass motion pattern is 
investigated. 
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 In this research, the FEM approach was verified by comparing its results with those 
available in the literature. For further verification, an experiment can be devised where 
dynamic response of a moving mass-structure is investigated. For example, a relatively 
inexpensive experiment can be done on a very flexible beam (and a relatively long 
vibration period) along which a small mass is sliding and the deflection measured on 
particular points of the beam can be compared to what the FEM is predicting.  
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