The Spectral Problem is to describe possible spectra σ(A j ) for an irreducible n-tuple of Hermitian operators s.t. A 1 + . . . + A n is a scalar operator. In case when m j = |σ(A j )| are finite and a rooted tree T m 1 ,...,mn with n branches of lengths m 1 , . . . , m n is a Dynkin graph the explicit answer to the Spectral Problem was given recently by S. A. Kruglyak, S. V. Popovych, and Yu. S. Samoǐlenko in [6]. In present work the solution of the Spectral Problem for all star-shaped simply laced extended Dynkin graphs, i.e. when (m 1 , . . . , m n ) ∈ {(2, 2, 2, 2), (3, 3, 3), (4, 4, 2), (6, 3, 2)} is presented.
Introduction.
Let A 1 , A 2 , . . ., A n be Hermitian m × m matrices with given eigenvalues: τ (A j ) = {λ 1 (A j ) ≥ λ 2 (A j ) ≥ . . . ≥ λ m (A j )}. The well-known classical problem about the spectrum of a sum of two Hermitian matrices (Horn's problem) is to describe possible values of τ (A 1 ), τ (A 2 ), τ (A 3 ) such that A 1 + A 2 = A 3 . In more symmetric setting one can seek for a connection between τ (A 1 ), τ (A 2 ), . . . , τ (A n ) necessary and sufficient for the existence of Hermitian operators such that A 1 + A 2 + . . . + A n = γI for a fixed γ ∈ R.
A recent solution of this problem (see [3, 5] and others) gives a complete description of possible τ (A 1 ), τ (A 2 ), . . . , τ (A n ) in terms of linear inequalities conjectured by A. Horn.
A modification of Horn's problem called henceforth the spectral problem was considered in [6, 7] . Let A 1 , A 2 , . . ., A n be bounded linear Hermitian operators on a separable Hilbert space H. For an operator X denote by σ(X) its spectrum. Given M 1 , M 2 , . . . , M n closed finite subsets of R and γ ∈ R the problem is to determine whether there are Hermitian operators A 1 , A 2 , . . ., A n on H such that σ(A j ) ⊆ M j (1 ≤ j ≤ n), and A 1 + A 2 + . . . + A n = γI.
The essential difference with Horn's classical problem is that we do not fix the dimension of H (it may be finite or infinite) and the spectral multiplicities.
The Spectral Problem can be stated in terms of * -representations of * -algebras. Namely, let α (j) = (α m j ) (1 ≤ j ≤ n) be vectors with positive strictly decreasing coefficients. Put M j = α (j) ∪ {0}. Let us consider the associative algebra defined by the following generators and relations A M 1 ,...,Mn,γ = A 1 , . . . , A n |A 1 + . . . + A n = γe, P 1 (A 1 ) = 0, . . . , P n (A n ) = 0 where P k is a polynomial with simple roots from the set M k . This is a * -algebra, if we declare all generators A j to be self-adjoint. A * -representation π of A M 1 ,...,Mn,γ determines an n-tuple of non-negative operators A (j) = π(A j ) with spectral decomposition
k be the spectral projection corresponding to zero eigenvalue. Clearly any n-tuple of Hermitian matrices A (1) , A (2) , . . ., A (n) such that A (1) + . . . + A (n) = γI and σ(A (j) ) ⊆ M j determines a representation π of A M 1 ,...,Mn,γ . So in terms of * -representations, the spectral problem is a problem to describe the set Σ m 1 ,m 2 ,...,mn of the parameters α (j) k , γ for which there exist * -representations of A M 1 ,...,Mn,γ . We will call a * -representation π of the algebra A M 1 ,...,Mn,γ non-degenerate if π(p (j) k ) = 0 for all 0 ≤ k ≤ m j and 1 ≤ j ≤ n. With an integer vector (m 1 , . . . , m n ) we will associate a non-oriented starshape graph G with n branches of the lengths m 1 , m 2 , . . ., m n stemming from a single root. The graph G and vector χ = (α mn , γ) completely determine the algebra A M 1 ,...,Mn,γ so we will write A G,χ instead of A M 1 ,...,Mn,γ . Henceforth we will denote the set Σ m 1 ,...,mn by Σ(G) where G is the tree mentioned above.
By RepA G,χ we will denote the full subcategory of non-degenerate representations of the category RepA G,χ of * -representations of the * -algebra A G,χ on Hilbert spaces. ..,kn where k j ≤ m j , 1 ≤ j ≤ n. If the graph G is a Dynkin graph or extended Dynkin graph the problem is greatly simplified. The algebras A G,χ associated with Dynkin graphs (resp. extended Dynkin graphs) have a more simple structure than in other cases. In particular, the algebras A G,χ are finite dimensional (resp. have polynomial growth) if and only if the associated graph is a Dynkin graph (resp. an extended Dynkin graph) (see [16] ).
D 4
It is known (see [13] , [11] ) that all irreducible * -representations of an algebra A G,χ with Dynkin or extended Dynkin graph G are finite-dimensional. Thus for such graphs it is enough to consider Spectral Problem in finitedimensional Hilbert spaces.
It was shown in [14, Theorem 3] that if G is not a Dynkin nor an extended Dynkin graph then algebra A G,χ has an infinite-dimensional irreducible representation for some value of χ.
For algebras associated with Dynkin graph G an explicit solution of the Spectral Problem was obtained in [6] . In the present paper we present an explicit solutions of the Spectral Problem for all star-shaped simply-laced extended Dynkin graphs (see picture above).
Let us explain the solution. Let G be a star-shaped extended simplylaced Dynkin graph. For simplicity we consider below only graphs with three branches. With each irreducible solution of the Spectral Problem associated with graph G we have the corresponding family of self-adjoint operators A (j) (j = 1, 2, 3) on a Hilbert space H s.t. A (1) + A (2) + A (3) = γI. The space H is necessarily finite dimensional [13] . The spectral decomposition
s for k = s give us the vectors α i = (α (i) k ) k with strictly decreasing coefficients and vectors d (i) = (rk P (i) k ). To solve the Spectral Problems associated with graph G we need to describe the set D = (d (1) , d (2) , d (3) , dim H) corresponding to all irreducible solutions and for each d ∈ D the set of all possible lists of eigenvalues (α (1) , α (2) , α (3) , γ).
As a result of [7] there is an invertible matrix
is a one-to-one map from D to a subset of the non-degenerate roots of the root system associated with graph G (non-degenerate roots are difined in Definition 1). We will prove in Section 2 that the image of this map is exactly the subset of all non-degenerate roots from the set ∆ sing ∪ {δ G } where ∆ sing is the set of all singular roots (see Definition 1) and δ G is the minimal imaginary root.
The set ∆ sing is a finite union of C-orbits C 1 , . . . , C m which are orbits under the action of Coxeter transformations 
is a finite set and ǫ t ∈ {1, 2}. These sets are presented in the appendix. Thus the set ∆ non-degen. ∩ ∆ sing (and hence also D) can be explicitly described as a finite union ∆ non-degen. ∩ ∆ sing = ∪D t of one parameter families of vectors
for all extended Dynkin graphs are explicitly given in the paper). For each
k we describe the set of all possible eigenvalue vectors χ = (α (1) , α (2) , α (3) , γ) corresponding to v in terms of explicit linear inequalities A t,k χ ≥ t 0 where matrices A t,k are explicitly given in the tables in Appendix and for vectors u and w symbol u ≥ t w means that u j > w j for j = t and u t = w t . If the vector of multiplicities v correspond to the imaginary root, i.e. v = M d δ G then we give explicit inequalities H G which define the set of all possible vectors of eigenvalues χ using the Horn's inequalities. Thus we completely solve the Spectral problem for all star-shaped extended Dynkin graphs.
The final sets of roots ∆ f for all star-shaped extended Dynkin graph and the orbits of the action of the group generated by the Coxeter transformations • c and • c on these sets were computed with the help of computer algebra system Wolfram Mathematica. The Mathematica package can be obtained on www.math.chalmers.se/ ∼ stanislp/dynkin/. The Mathematica package can also be used for computing actions of Coxeter transformations on the characters and for computing Horn's inequalities.
The results of this paper were partially announced in [8] .
1 Locally-scalar graph representations.
The main tools for our classification are Coxeter functors for locally-scalar graph representations. First we will recall a connection between category of * -representation of algebra A M 1 ,...,Mn,γ associated with a graph G and the category of locally-scalar representations of the graph G. For more details see [6] . For the definitions and notations related to representations of graphs in the category of Hilbert spaces we refer the reader to paper [10] .
A graph G consists of a set of vertices G v , a set of edges G e and a map ε from G e into the set of one-and two-element subsets of G v (the edge is mapped into the set of incident vertices). Henceforth we consider connected finite graphs without cycles (trees). Fix a decomposition of G v of the form and with each edge γ ∈ G e such that ε(γ) = {g 1 , g 2 } a pair of mutually adjoint operators Π(γ) = {Γ g 1 ,g 2 , Γ g 2 ,g 1 }, where Γ g 1 ,g 2 : H g 2 → H g 1 . We now construct a category Rep(G, H). Its objects are the representations of the graph G in H. A morphism C : Π → Π is a family {C g } g∈Gv of operators C g : Π(g) → Π(g) such that the following diagrams commute for all edges γ g 2 ,g 1 ∈ G e :
Let M g be the set of vertices connected with g by an edge. Let us define the operators
A representation Π in Rep(G, H) will be called locally-scalar if all operators A g are scalar, A g = α g I Hg . The full subcategory of Rep(G, H), the objects of which are locally-scalar representations, will be denoted by Rep G and called the category of locally-scalar representations of the graph G.
Let us denote by V G the real vector space consisting of sequences x = (x g ) of real numbers indexed by elements g ∈ G v . Element x of V G will be called a G-vector. A vector x = (x g ) is called positive, x > 0, if x = 0 and
is called a character of the locally-scalar representation Π and Π is called an f -representation in this case.
A character of the locally-scalar representation Π is uniquely defined on the support G Π v and non-uniquely on its complement. In the general case, denote by {f Π } the set of all characters of Π.
Below we will describe a connection between locally-scalar graph representation and * -representations of algebras A G,χ (for details see [6] ).
Since we will be concerned with extended Dynkin star-shape graphs we will simplify notations and consider only graphs with three rays. This will exclude graph D 4 for which the formulas are analogous and are left to be recovered by the reader.
So we will use notations α, β, δ instead of α (1) , α (2) , α (3) . By χ we will denote the vector (α 1 , α 2 , . . . , α k , β 1 , β 2 , . . . , β l , δ 1 , δ 2 , . . ., δ m , γ).
Let us consider a tree G with vertices {g i , i = 0, . . . , k + l + m} and edges γ g i g j . g k+l+1
Let π be a * -representation of A G,χ on a Hilbert space H 0 . Put
Let Rep A G,χ denote the full subcategory of Rep A G,χ consisting of nondegenerate representations. In [6] we constructed a functor which assigns to each representation π ∈ Rep A G,χ a locally-scalar representation Π of G with the character f s.t. f (g 0 ) = γ and
If we are given a locally-scalar representation of the graph G with a character f (g i ) = x i ∈ R * then we can construct a non-degenerate representation of A G,χ with a character (α, β, δ, γ) s.t.
Here x j = 0 if j ≤ 0. Analogously one can find β j and δ t . We will denote Π by Φ(π).
In fact the above correspondence is given by a functor Φ : RepA G,χ → Rep(G, f ), see [6] . Moreover, the functor Φ is univalent and full. Let Rep(G, d, f ) be the full subcategory of irreducible representations of Rep 
, where f is a character of Π, d its dimension. It easy to verify that the representation Π is unitary equivalent to a representation from the image of the functor Φ of the set of non-degenerate representations if and only if
( 1.22) A representation Π of the graph G satisfying conditions (1.19)-(1.22) will be called non-degenerate.
Let
The vector n = (n 0 , n 1 , . . . , n k+l+m ) is called the generalized dimension of the representation π. Let Π = Φ(π) for a non-degenerate representation π of the algebra
The correspondence between generalized dimension of π and that of Π is given by the following equalities:
. . .
Analogously one can find n k+1 , . . ., n k+l from d k+1 , . . . , d k+l and n k+l+1 ,
Denote by RepG the full subcategory in Rep G of non-degenerate locallyscalar representations of the graph G. Now we describe the action of the Coxeter functors on the characters and on the generalized dimensions of locally-scalar representations. These formulas are necessary for concrete calculations presented in the last section.
For each vertex g ∈ G v , denote by σ g the linear operator on V G given by the formulas:
The mapping σ g is called the reflection at the vertex g. The composition of all reflections at odd vertices is denoted by 
(1.32)
. We will consider these categories only if
Let us denote
The even and odd Coxeter reflection functors are defined in [10] . They act between categories as follows:
These functors are equivalences of the categories. Let us denote
, if the compositions make sense.
Using these functors, an analog of Gabriel's theorem for graphs and their locally-scalar representations has been proven in [10] . In particular, it has been proven that any locally-scalar graph representation of a Dynkin graph decomposes into a direct sum (finite or infinite) of finite-dimensional indecomposable representations, and all indecomposable representations can be obtained by odd and even Coxeter reflection functors starting from the simplest representations Π g of the graph G. The simplest representation is the one which has coordinate vector as its generalized dimension, i.e. it corresponds to a vertix g:
In sequel we will refer to Coxeter functors between the categories of * -representations of algebras A G,χ . We define these functors simply as S =
2 Root systems for extended Dynkin graphs.
Let us recall a few facts about root systems associated with extended Dynkin graphs (see [1] , [15] ). Let G be a simple connected graph. Then its Tits form is the following quadratic form
where the second summation is over pairs (i, j) such that there exists edge β ∈ G e with {i, j} = ǫ(β), i.e. each edge is counted twice. The corresponding symmetric bilinear form is (α,
It is well known that for Dynkin graphs (and only for them) bilinear form (·, ·) is positive definite. The form is positive semi-definite for extended Dynkin graphs. And in the letter case Rad q = {v|q(v) = 0} is equal to Zδ where δ is a minimal imaginary root. For other graphs (which are neither Dynkin nor extended Dynkin) there are vectors α ≥ 0 such that q(α) < 0 and (α, ǫ j ) ≤ 0 for all j.
For an extended Dynkin graph G a vertex j is called extending if δ j = 1. The graph obtained by deleting extending vertex is the corresponding Dynkin graph. The set of roots is ∆ = {α ∈ V G |α i ∈ Z for all i ∈ G v , α = 0, q(α) ≤ 1}. A root α is real if q(α) = 1 and imaginary if q(α) = 0. Every root is either positive or negative, i.e. all coordinates are simultaneously non-negative or non-positive. The definition of regular and singular roots are due to Gelfand and Ponomarev [4] .
By proposition [4, Proposition 1.6] for any extended Dynkin graph G root v is regular if and only if and only if L G (v) = 0 where
) g is the minimal imaginary root. The root w is singular if and only if it belongs to the orbit of some coordinate vector ε j under the action of the group generated by Coxeter transformations Since by [4 Proposition 1. For an extended Dynkin graph the set ∆ ∪ {0}/Zδ is finite. Moreover, if e is an extending vertex then the set ∆ f = {α ∈ ∆ ∪ {0}|α e = 0} is a complete set of representatives of the cosets from ∆ ∪ {0}/Zδ. If α is a root then α + δ is again a root. Definition 2. We call the coset α + δZ the δ-series and the coset α + 2δZ the 2δ-series. If α is a root then its images under the action of the group generated by
• c and • c will be called a Coxeter series or C-series for short.
As a result of calculations presented in the tables at the end of the paper we have that C-series of any singular root decomposes into a finite number of δ-series or 2δ-series of roots.
Note that to find formulas of the locally-scalar representations of a given extended Dynkin graph we need to consider two principally different cases: the case when the vector of generalized dimension is a real root and the case when it is an imaginary root. In the letter case the vector of parameters χ must satisfy a certain linear relation which is obtained by taking traces from the both sides of the equation A 1 + . . . + A n = γI. Hence χ must belong to a certain hyperplane h G which depends only on the graph G. A simple calculation using (1.2)-(1.18) yields that for extended Dynkin graphs D 4 , E 6 , E 7 , E 8 these hyperplanes are the following:
It is know (see [16] ) that in case χ ∈ h G the dimension of any irreducible representation is bounded (by 2 for D 4 , by 3 for E 6 , by 4 for E 7 and by 6 for E 8 ). Thus in case χ ∈ h G we can describe the set of admissible parameters χ using Horn's inequalities. In case χ ∈ h G the dimension of any irreducible locally-scalar representation is a real root. We will show that only singular roots can occur. First we need some definitions from [14] . To avoid conflict of terminology we will call vector χ = (α
mn ) a reduced character of the graph. Clearly the character is obtained from reduced character by appending γ.
We
The action of these functors on * -representations gives rise to the action on pairs,
Let χ be a reduced character on the graph G,
The following notion of invariant functional was introduced in [14] . Let ω(·) be a linear functional, which takes non-negative values on reduced characters. Definition 3. We say that ω(·) is invariant with respect to the functor T S,
for any reduced character χ on Γ.
If G is an extended Dynkin Graph then there exists unique invariant functional:
-forD 4 , ω(α; β; γ; δ) =
Note that the equation λ = ω(χ) defines the hyperplane h G .
Theorem 1. Let π be an irreducible non-degenerate * -representation of the algebra A G,χ,λ associated with an extended Dynkin graph G and π be the corresponding locally-scalar representation of the graph G. Then either generalized dimension d of π is a singular root or (χ, λ) ∈ h G .
Proof. Let π be irreducible non-degenerate representation of A G,χ,λ andπ = Φ(π) be the corresponding locally-scalar representation of G. Then the vector of generalized dimension d ofπ is non-degenerate. Suppose that d is regular. Assume that λ < ω(χ). By the proof of Theorem 3 in [14] there exists positive integer n s.t. representation π n = (ST ) n (π) corresponds to a proper subgraph and thus Φ(π n ) is not non-degenerate. Hence its generalized dimension is a singular root. Since the generalized dimension of Φ(π n ) and d clearly belong to the same C-series by invariance of the set of singular (regular) roots with respect to Coxeter maps we have that Φ(π n ) must be singular. This contradiction proves that λ ≥ ω(χ). If λ > ω(χ) we can apply functor S to π and get representation π ′ corresponding to a pair (χ ′ , λ ′ ) with λ ′ < ω(χ ′ ). The vector of generalized dimension of Φ(π ′ ) is non-degenerate and regular and by the first part of the proof we get a contradiction. Thus λ = ω(χ) and hence (χ, λ) ∈ h G . 2. There is no irreducible non-degenerate representation of A G,χ for χ ∈ h G in dimension M d w where w is a real regular root for any extended Dynkin graph G.
3. There are no irreducible non-degenerate * -representations of the algebra A G,χ of generalized dimension M d w where w is a real regular root.
Proof. For any root v denote by ng(v) the non-degenerate root of the form v + kδ with minimal possible integer k ≥ 0 (it is clear that such k exists). Note that if v is non-degenerate then clearly the same is true for v + kδ for any k ≥ 0. It is also clear that any non-degenerate regular v belongs to
Using the tables 7-9 of the regular roots belonging to ∆ reg ∩ ∆ f and computing ng(v) for all v ∈ ∆ reg ∩ ∆ f . We obtain a final sets of roots for each extended Dynkin graph G and the minimum of the last coordinates of these vectors will be 3, 4, 5, 7 for G = D 4 , E 6 , E 7 , E 8 correspondingly which proves the first statement.
To prove the second one recall that A G,χ is F 2n -algebra for any χ ∈ h G with n = 4 for D 4 , n = 9 for E 6 , n = 16 for E 7 and n = 36 for E 8 (see [11, Theorem 3] ). Hence the maximal dimension of the irreducible representation of A G,χ is 2 for D 4 , 3 for E 6 , 4 for E 7 and 6 for E 8 . Since the dimension of the algebra representation is the same as the dimension of the corresponding locally-scalar representation of the graph the second claim follows from the first one.
For χ ∈ h G the third claim follows from Theorem 1. For χ ∈ h G the claim follows from the second claim.
For a vector v = (v 0 , . . . , v n ) and 0 ≤ s ≤ n we will write v ≥ s 0 if v j > 0 for all j = s and v s = 0.
The equivalence functor Φ assigns to every representation π ∈ A G,χ of generalized dimension (l 1 , . . . , l n ) a unique locally-scalar representation of graph G with a character (x 1 , . . . , x n , x 0 ) and dimension (v 1 , . . . , v n , v 0 ). Let M f denote the transition matrix which transform the vector χ to (x 1 , . . . , x n , x 0 ), i.e. M f χ t = (x 1 , . . . , x n , x 0 ) t (where v t denote the transposed vector v). Let M d be the transition matrix which transforms generalized dimension (v 1 , . . . , v n , v 0 ) of a graph representation to generalized dimension (l 1 , . . . , l n ) of the corresponding algebra representation, i.e. M d (v 1 , . . . , v n , v 0 ) t = (l 1 , . . . , l n ) t . Further we will omit t superscript and write M f v instead of M f v t .
In the following theorem we present the general form of a solution of Spectral problem for extended Dynkin graphs. In a subsequent sections we present an explicit solution separately for each graph.
Theorem 2. Let G be an extended Dynkin graph and π be a non-degenerate irreducible * -representation in a generalized dimension v of A G,χ for some character χ. Then one of two possibilities holds
• χ ∈ h G and d = M d δ where δ is the minimal imaginary root of the root system associated with G.
• There k and t such that
3)
5)
(depending on the parity of k + t). Moreover, systems of inequalities (2.6), (2.7) are necessary and sufficient conditions for the existence of representation of A G,χ in dimension v.
Proof. By Theorem 1 and Lemma 1 vector v is of the form M d w where w is either minimal imaginary root δ or w is a singular root. If Π ∈ Rep(G, w, ξ) is a locally-scalar representation of a graph G with w being a singular root then e t =
• c k (w) or e t =
• c k (w) for some positive integer k and a coordinate vector e t . Thus there is a locally-scalar representation Π ′ ∈ Rep(G, e t , ξ ′ ) such that applying corresponding sequence of Coxeter functors . . .
F to Π ′ we obtain Π and hence w belong to C-orbit of e t and
Thus the necessary and sufficient conditions on ξ for the representation Π to exist can be written as inequalities
Let C t denote the C-series of e t . It can be checked by direct computations that for each extended Dynkin graph every C-series is a union of finite number of δ-series or 2δ-series of roots, i.e. C t = (v 0 + ǫδZ) ∪ . . . ∪ (v m + ǫδZ) where ǫ ∈ {1, 2} and Then the generalized dimension l of the irreducible representation π ∈ Rep A G,χ is of the form M d w where w in a non-degenerate root of root system associated with graph G and conditions (2.6), (2.7) give the following necessary and sufficient conditions on χ of existence of representation in dimension l:
Let t be the minimal number such that w t is non-degenerate then w l is also non-degenerate for all l > t. We will denote by D j,t the matrix which transform the character of a locally-scalar graph representation with dimension w t to the one with dimension e j , i.e. x 2 , . . ., x 7 , x 0 ) by applying the corresponding sequence of Coxeter maps that transform v k to e j .
The explicit results of the computations of C-series, matrices M f , M d etc. are gathered in the tables in Appendix. In the following sections we present explicit answer to the Spectral problem for each extended Dynkin graphs separately.
3
Representations of A D 4 ,χ .
The parameters χ = (α, β, ξ, δ, γ) of the algebra A e D 4 ,χ and the vector of generalized dimension n = (n 1 , . . . , n 4 , n 0 ) will be plotted on the associated graph according to the following picture:
The category of non-degenerate * -representations of A e D 4 ,χ is equivalent to the category of non-degenerate locally-scalar representations of the graph D 4 with the character and generalized dimension given on the following picture:
Obviously the transition matrix M f such that M f (χ) = (x 1 , x 2 , . . . , x 4 , x 0 ) and the transition matrix 
It is easy to check that the Jordan form of M c is
where
Specializing Theorem 2 to the case G = D 4 we get Theorem 3 below. In view of the symmetry of the graph D 4 the C-series and δ-series of the coordinate vectors corresponding to vertices 2, 3, 4 differ from the C-series and δ-series of the coordinate vector corresponding to vertex 1 by corresponding transpositions τ 1 = (1, 2), τ 2 = (1, 3), τ 3 = (1, 4) of coordinates. We will write τ v to denote vector obtained by permuting coordinates of vector v according to permutations τ . Only the C-series of the roots (1, 0, 0, 0, 0) and (0, 0, 0, 0, 1) are listed in the appendix. The rest of C-series can be obtained by applying permutations from the set {(1, 2), (1, 3), (1, 4)}. The notation u ≥ t v used in theorem below has been introduced before Theorem 2.
Vectors d
2 , . . . , represent roots from the C-series of coordinate vector ε t corresponding to the vertex t of the graph listed in the same order they appear in the orbit of the Coxeter transformation c. Number k t denotes the minimal number of Coxeter transformations • c and • c necessary to apply (in alternating order) to get from coordinate vector ε t to a non-degenerate root.
is the s-th vector in the set C t from Table 7 , m t = |C t | and k 1 = 5, k 0 = 2.
If the vector χ ∈ h e D 4
, i.e. χ does not satisfy α 1 + β 1 + δ 1 + η 1 = 2γ then the algebra A e D 4 ,χ has an irreducible non-degenerate representation in a generalized dimensions v if and only if two conditions holds 1. for some t ∈ {0, 1}, k ≥ k t and a permutation τ ∈ {e, (1, 2), (1, 3), (1, 4)} (τ is identity e if t = 0),
where the matrix A t,k is taken from Table 7 .
The permutation τ and numbers t and k are determined uniquely. The irreducible representation of the algebra A e Table 7 .
4
Representations of A E 6 ,χ .
The parameters χ = (α 1 , α 2 , β 1 , β 2 , δ 1 , δ 2 , γ) of the algebra A e E 6 ,χ and the vector of generalized dimension d = (d 1 , . . . , d 6 , d 0 ) will be plotted on the associated graph according to the following picture:
The category of non-degenerate * -representations of A e E 6 ,χ is equivalent to the category of non-degenerate locally-scalar representations of the graph E 6 with the character and generalized dimension given on the following picture:
It is easy to see that transition matrix
where 
. Specializing Theorem 2 to the case G = E 6 we get Theorem 4 below. In view of the symmetry of the graph E 6 the C-series and δ-series of the coordinate vectors corresponding to vertices 3 and 5 differ from the C-series and δ-series of the coordinate vector corresponding to vertex 1 by a transposition of coordinates from the set { (1, 4) , (1, 5) }; orbits of the coordinate vectors corresponding to vertices 4, 6 differ from the C-series and δ-series of the coordinate vector corresponding to vertex 2 by a transposition of coordinates from the set {(2, 4), (2, 6)}. We will write τ v to denote vector obtained by permuting coordinates of vector v according to permutations τ . Only the C-series of the roots (1, 0, 0, 0, 0, 0, 0), (0, 1, 0, 0, 0, 0, 0) and (0, 0, 0, 0, 0, 0, 1) are listed in the appendix. The rest of C-series can be obtained by applying corresponding permutations. The notation u ≥ t v used in theorem below has been introduced before Theorem 2.
2 , . . . , represent roots from the C-series of coordinate vector ε t corresponding to the vertex t of the graph listed in the same order they appear in the orbit of the Coxeter transformation c. Number k t denotes the minimal number of the Coxeter transformations • c necessary to apply (in alternating order) to get from coordinate vector ε t to a non-degenerate root.
s is the s-th vector in the set C t from Table 8 , m t = |C t | and k 0 = 4,
If the vector χ ∈ h e E 6 , i.e χ does not satisfy the equation
then the algebra A e E 6 ,χ has an irreducible non-degenerate representation in a generalized dimensions v if and only if two conditions hold 1. for some t ∈ {0, 1, 2} and some
where permutation τ ∈ {e, (1, 3), (1, 5) , (2, 4) , (2, 6)} and τ = e if t = 0.
2.
A t,k τ χ ≥ t 0 where the matrix A t,k is taken from Table 8 .
The permutation τ and numbers t and k are determined uniquely. The irreducible representation of the algebra A e E 6 ,χ corresponding to the above generalized dimension and χ is unique.
If χ satisfies (4.1) then irreducible non-degenerate representations of A e E 6 ,χ may exist only in the generalized dimension δ alg (E 6 ). They exist if and only if χ satisfies conditions H e
from Table 8 .
5
Representations of A E 7 ,χ .
The parameters χ = (α 1 , α 2 , α 3 , β 1 , β 2 , β 3 , δ, γ) of the algebra A e E 7 ,χ and the vector of generalized dimension d = (d 0 , d 1 , . . . , d 7 ) will be plotted on the associated graph according to the following picture:
The category of non-degenerate * -representations of A e E 7 ,χ is equivalent to the category of non-degenerate locally-scalar representations of the graph E 7 with the character and generalized dimension given on the following picture:
, where 
Specializing Theorem 2 to the case G = E 7 we get Theorem 5 below. In view of the symmetry of the graph E 7 the C-series and δ-series of the coordinate vector corresponding to vertex 4 differ from the C-series and δ-series of the coordinate vector corresponding to vertex 1 by the transposition of coordinates τ 1 = (1, 4) ; the orbit of the coordinate vector corresponding to 5 differ from the C-series and δ-series of the coordinate vector corresponding to vertex 2 by a transposition of coordinates τ 2 = (2, 5) ; the orbit of the coordinate vector corresponding to 6 differs from the C-series and δ-series of the coordinate vector corresponding to vertex 3 by a transposition of coordinates τ 3 = (3, 6). We will write τ v to denote vector obtained by permuting coordinates of vector v according to permutations τ . Only the C-series of the roots (1, 0, 0, 0, 0, 0, 0, 0), (0, 1, 0, 0, 0, 0, 0, 0), (0, 0, 1, 0, 0, 0, 0, 0), (0, 0, 0, 0, 0, 0, 0, 1) are listed in the appendix. The rest of C-series can be obtained by applying corresponding permutations. The notation u ≥ t v used in theorem below has been introduced before Theorem 2.
2 , . . . represent roots from the C-series of coordinate vector ε t corresponding to the vertex t of the graph listed in the same order they appear in the orbit of the Coxeter transformation c. Number k t denotes the minimal number of the Coxeter transformations • c and
• c necessary to apply (in alternating order) to get from coordinate vector ε t to a non-degenerate root.
s is the s-th vector in the set C t from Table 9 , m t = |C t | and k 0 = 4, k 1 = 27, k 2 = 14, k 3 = 9, k 7 = 11, k 8 = 6, ǫ j = 1 if j ∈ {2, 5} and ǫ 2 = ǫ 5 = 2.
If the vector χ ∈ h e E 7
, i.e χ does not satisfy the equation
has an irreducible non-degenerate representation in a generalized dimensions v if and only if two conditions hold 1. for some t ∈ {0, 1, 2} and some
where transposition τ ∈ {e, (1, 4), (2, 5) , (3, 6) } and τ = e if t = 0,
2.
A t,k τ χ ≥ t 0
where the matrix A t,k is taken from Table 9 .
The permutation τ and numbers t and k are determined uniquely. The irreducible representation of the algebra A e E 7 ,χ corresponding to the above generalized dimension and χ is unique.
If χ satisfies (5.1) then irreducible non-degenerate representations of A e E 7 ,χ may exist only in the generalized dimension δ alg ( E 7 ). They exist if and only if χ satisfies conditions H e
from Table 9 .
6
Representations of A E 8 ,χ .
The parameters χ = (α 1 , α 2 , α 3 , α 4 , α 5 , β 1 , β 2 , δ, γ) of the algebra A e E 8 ,χ and the vector of generalized dimension d = (d 1 , . . . , d 8 , d 0 ) will be plotted on the associated graph according to the following picture:
The category of non-degenerate * -representations of A e E 8 ,χ is equivalent to the category of non-degenerate locally-scalar representations of the graph E 8 with the character and generalized dimension given on the following picture:
and ζ is a prime root of unity of degree 5
Specializing Theorem 2 to the case G = E 8 we get Theorem 6 below. The notation u ≥ t v used in theorem below has been introduced before Theorem 2.
2 , . . . represent roots from the C-series of coordinate vector ε t corresponding to the vertex t of the graph listed in the same order they appear in the orbit of the Coxeter transformation c. Number k t denotes the minimal number of the Coxeter transformations k are non-degenerate for k ≥ k t and degenerate otherwise.
is the s-th vector in the set C t from Table 10 , m t = |C t | and (k 0 , . . . , k 8 ) = (10, 65, 34, 23, 14, 13, 28, 17, 19) , ǫ j = 1 if j ∈ {4, 7} and ǫ 4 = ǫ 7 = 2.
If the vector χ ∈ h e E 8
, i.e. χ does not satisfy the equation
then the algebra A e
has an irreducible non-degenerate representation in a generalized dimensions v if and only if two conditions hold 1. for some t ∈ {0, 1, . . . , 8} and some
2.
A t,k χ ≥ t 0 where the matrix A t,k is taken from Table 10 .
The permutation τ and numbers t and k are determined uniquely. The irreducible representation of the algebra A e E 8 ,χ corresponding to the above generalized dimension and χ is unique.
If χ satisfies (6. Appendix: Tables.
Below we present tables 7-10 for extended Dynkin graphs D 4 , E 6 , E 7 , E 8 correspondingly.
For easy referencing we recall some notations from the paper used in the tables.
The set of roots ∆ G of graph G is a disjoint union ∆ reg ∪ ∆ sing of the sets of regular and singular roots. Each of the sets ∆ reg and ∆ sing are union of elements of δ-series (cosets in ∆/δZ). Here δ = δ G is a minimal imaginary root. The set of representatives ∆ f of all δ-series is a finite set. We present in tables the sets ∆ reg ∩ ∆ f .
The set ∆ sing is a union of finite number of C-series (orbits under the action of the group generated by Coxeter transformations • c and • c) let us denote these C-series by C 1 , . . . , C m (each C j corresponds to j-vertex of the graph). We present in the tables the finite sets C j of representatives of δ-series comprising C j . The reader should bear in mind that the set C j is a "part" of the orbit of coordinate vector ε j rather then the intersection C j ∩ ∆ f .
Matrices A j,k define linear inequalities on the coordinates of a vector χ which are necessary and sufficient conditions for * -algebra A G,χ to have a representation in generalized dimension d (v 1 , . . . , v n , v 0 ) correspond to the enumeration of vertices shown on the pictures in sections 3-6. We will omit the parentheses and commas in the vectors to shorten notations. If a coordinate is not a decimal digit it will be put in parentheses.
7 Table. C-orbits and matrices A i,j for D 4 . 3. C 1 : 10000, 10001, 01111, 01112.
4. C 0 : 00001, 11111.
8 Table. C-orbits and matrices A i,j for E 6 . • Cv 0 = v 1 , . . . ,
0100000, 1100001, 1101011, 0111112, 0112122, 1112123.
0000001, 0101011, 1111112, 1212122.
• Cv 0 = v 1 , . . . , : : α 1 + β 2 > γ, δ + α 1 > γ, α 2 + β 1 > γ, δ + α 2 + β 3 > γ, δ + α 3 + β 2 > γ, δ + β 1 > γ, δ + α 1 + α 2 + β 2 > 2γ, δ + α 1 + α 3 + β 1 > 2γ, δ + α 1 + α 3 + β 2 + β 3 > 2γ, δ + α 1 + β 1 + β 3 > 2γ, δ + α 2 + α 3 + β 1 + β 3 > 2γ, δ + α 2 + β 1 + β 2 > 2γ, δ + α 1 + α 2 + α 3 + β 1 + β 2 > 3γ, 2δ + α 1 + α 2 + α 3 + β 2 + β 3 > 3γ, δ + α 1 + α 2 + β 1 + β 2 + β 3 > 3γ, 2δ + α 1 + α 2 + β 1 + β 3 > 3γ, 2δ + α 1 + α 3 + β 1 + β 2 > 3γ, 2δ + α 2 + α 3 + β 1 + β 2 + β 3 > 3γ Hyperplane conditions H e E 8 : δ + α 2 > γ, δ + β 1 > γ, α 3 + β 1 > γ, 3δ + α 2 + α 3 + α 4 + α 5 + 2β 1 + 2β 2 > 5γ, δ + α 1 + α 5 + β 1 > 2γ, α 1 + β 2 > γ, δ + α 4 + β 2 > γ, δ + α 2 + α 4 + β 1 > 2γ, δ + α 2 + β 1 + β 2 > 2γ, 2δ + α 2 + α 3 + β 1 + β 2 > 3γ, 2δ + α 1 + α 4 + β 1 + β 2 > 3γ, δ +α 1 +α 3 +α 4 +β 1 +β 2 > 3γ, δ +α 1 +α 2 +α 5 +β 1 +β 2 > 3γ, δ +α 3 +α 5 +β 1 + β 2 > 2γ, 2δ +α 1 +α 2 +α 3 +α 5 +β 1 +β 2 > 4γ, 2δ +α 2 +α 4 +α 5 +β 1 +β 2 > 3γ, 2δ + α 2 + α 3 + α 4 + 2β 1 + β 2 > 4γ, 2δ + α 1 + α 3 + α 5 + 2β 1 + β 2 > 4γ, 3δ+α 1 +α 2 +α 4 +α 5 +2β 1 +β 2 > 5γ, 2δ+α 1 +α 2 +α 3 +α 4 +α 5 +2β 1 +β 2 > 5γ, 2δ + α 1 + α 2 + α 4 + β 1 + 2β 2 > 4γ, 3δ + α 1 + α 2 + α 3 + α 4 + β 1 + 2β 2 > 5γ, 2δ + α 1 + α 3 + α 4 + α 5 + β 1 + 2β 2 > 4γ, 2δ + α 1 + α 2 + α 3 + α 5 + 2β 1 + 2β 2 > 5γ, δ + α 1 + α 3 + β 2 > 2γ
