One difficulty that arises in abstract argument systems is that many natural questions regarding argument acceptability are, in general, computationally intractable having been classified as complete for classes such as NP, co-NP, and
Introduction
Since their introduction in the seminal work of Dung [20] abstract argument systems have proven to be a valuable paradigm with which to formalise divers semantics defining argument "acceptability". In these a key component is the concept of an "attack" relationship wherein the incompatibility of two arguments -© and , say -may be expressed in terms of one of these "attacking" the other: such relationships may be presented independently of any internal structure of the individual arguments concerned so that the properties of the overall argument system, e.g. which of its arguments may be defended against any attack and which are indefensible, depend solely on the attack relationship rather than properties of individual argument schemata. Among other applications, this abstract view of argumentation has proven to be a powerful and flexible approach to modelling reasoning in a variety of non-classical logics, e.g. [20, 12, 17] .
We present the formal definitions underpinning argument systems in Section 2, including two of the widely-studied admissibility semantics -preferred and stable -introduced in [20] : at this point we simply observe that these describe differing conditions which a maximal set of mutually compatible arguments, , must satisfy in order to be admissible within some argument system comprising arguments with attack relationship .
Despite the descriptive power offered by abstract argument systems one significant problem is the apparent intractability of many natural questions concerning acceptability under all but the most elementary semantics: such intractability classifications encompassing NP-completeness and co-NP-completeness results of Dimopoulos and Torres [18] and the ¡ £ -completeness classifications presented in Dunne and Bench-Capon [24] . Motivated, at least to some degree, by these negative results a number of researchers have considered mechanisms by which argument systems may be specialised or enriched so that the resulting structures admit efficient decision procedures. Two main strategies are evident: the first, and the principal focus of the present paper, has been to identify purely graph-theoretic conditions leading to tractable methods for those cases within which these are satisfied; the second, which itself may be coupled with graph-theoretic restrictions, is to consider additional structural aspects in developing the basic argument and attack relationship form. Under the first category, [20] already identifies directed acyclic graphs (DAGs) as a suitable class, while recent work of Coste-Marquis et al. [14] has shown that symmetric argument systems -those in which motivation for both formalisms is, perhaps, more concerned with providing interpretations and resolution of issues arising from the presence of multiple maximal admissible sets which are mutually inconsistent, both approaches start with an arbitrary argument system, 
3
: the main distinction between [1] and [7] being the exact manner in which 3 is defined.
In this paper some further classes of graph-theoretic restrictions are considered:
4
-partite directed graphs, bounded degree systems, planar argument systems, and those with 4 -bounded treewidth. In the first class, for which the case is of particular interest. The concept of treewidth, introduced in work of Robertson and Seymour, e.g. [34] , has proven to be a useful aid in developing efficient methods for many computationally hard problems, e.g. via very general approaches such as those of Arnborg et al. [2] , Courcelle [15, 16] , even in the case of problems which are not directly graph-theoretic in nature, e.g. Gottlob et al. [29] .
In the remainder of this paper formal background and definitions are given in Section 2 together with the decision questions considered. Section 3 describes two important systems from [18, 24] that feature in a number of subsequent hardness proofs, while Sections 4 and 5 present results concerning, respectively,
-partite and bounded degree directed graphs. Planarity is discussed in Section 6 and properties of bounded treewidth systems are given in Section 7. The range of results proved indicate that for many of these restrictions it is possible to obtain efficient decision processes: both credulous and sceptical acceptability of individual arguments may be determined in polynomial time within bipartite systems. In the case of systems with bounded treewidth, similar positive results for a number of properties are derivable using a number of deep results originally obtained in [15, 16] and developed in [2] . It turns out, however, that for the development of standard argument systems into value-based frameworks we do not obtain more efficient mechanisms simply by limiting the graph structure: in Section 8 we show that two basic decision problems in this model remain hard even when the underlying graph structure is a binary tree. Conclusions and developments are discussed in Section 9.
Finite Argument Systems -Basic Definitions
The following concepts were introduced in Dung [20] . 
I is credulously accepted if there is some preferred extension containing it;
I is sceptically accepted if it is a member of every preferred extension.
Combining the ideas of credulous and sceptical with preferred and stable, provides a number of differing formalisations for the concept of a set of arguments being acceptable: these are sometimes referred to as the credulous preferred/stable semantics and sceptical preferred/stable semantics. Unless we explicitly state otherwise we will usually be considering the preferred variant of these.
We make one further assumption regarding the graph-theoretic structure of argument systems: as an undirected graph, s t $ # % ' w is connected. In informal terms, this states that systems do not consist of two or more "isolated" graphs.
The concepts of credulous and sceptical acceptance motivate a number of decision problems that have been considered in [18, 24] .
That problems (a-d) are NP-complete, while (e) is CO-NP-complete follows from results of [18] . Problems (f) and (g) were shown to be ¡ £ -complete in [24] .
The questions above are formulated in terms of single arguments, it will be useful to consider analogous concepts with respect to sets. Thus CA m o n denotes the decision problem whose instances are an argument system
together with a subset Fact 2 (e) is an easy consequence of the sceptical acceptance methods described in work of Vreeswijk and Prakken [36] .
While Fact 2 (a) ensures the existence of a preferred extension -a property that is not guaranteed to be the case for stable extensions -it is possible that the empty set of arguments (which is always admissible) is the unique such extension. Noting Table 1 (c), whether a given argument system Fig. 1 illustrates 
9
The proof in [24] , in fact presents a more general translation from arbitrary propositional formulae over the logical basis
. Exploiting such translations is a significant motivating device underlying Theorem 12 and, in particular, accounts for the original context of Fig. 8 . 
The term bipartite will be used for the case 
4
-partite argument systems. 
-partite argument system is coherent. In instances of these problems it is assumed that s t # b ' w is presented using an appropriate partition of
£
The results presented in Theorems 6, 7, and 8 first appeared in a preliminary version of this paper in [23] .
.Ẅ e first deal with the case of bipartite argument systems (
Q 5 Ë 7
). For other values it is noted that the classifications are largely straightforward consequences of the graph-theoretic constructions described in Section 3.
©
Notice that it is straightforward to deal with the claim made in Table 2 (h): a bipartite argument system cannot have any odd-length cycles, and thus coherence is ensured via Fact 2 (d). In contrast to undirected graph structures, the absence of odd-length directed cycles, while necessary, is not a sufficient condition for an argument system to be bipartite; symmetric systems, however, are bipartite systems if and only if the associated undirected graph contains no odd-length cycles.
The main idea underlying Algorithm 1 in proving Theorem 6 is as follows: in a bipartite argument system, 
. In order for this to occur, we must have a sequence of arguments
with the property that Table 2 (h) and the observation of [36] that, in coherent systems, an argument is sceptically accepted if and only if none of its attackers are credulously accepted.
Û
Examining the structure of Algorithm 1 allows the following characterization of the set of preferred extensions in bipartite systems. 
Corollary 1 Given a bipartite argument system
and each clause, , is defined using exactly three positive literals or exactly three negated literals, e.g. 
Û
The remaining cases in Table 2 are considered in the following Theorem.
Theorem 8
Proof: The membership proofs are identical to those that hold for the unrestricted versions of each problem. For (a), NP-hardness follows by observing that the argument system given in Section 3.1 is ï -partite: using three colours -
saymay be three vertex coloured by assigning
. The proof of (b) requires techniques introduced in Section 5 applied to the construction § of Section 3.2: details are given in Appendix 1.
Û 5 Bounded degree systems
In contrast to many of the results of Section 4, the restriction considered in this Section ò does not lead to improved algorithmic methods. Our principal interest is in introducing the concept of a given class of argument systems being capable of ò The presentation here is a revised and expanded treatment of ideas originally outlined in [23] .
"representing" another class. This is of interest for the following reason. Suppose that and ó are properties of argument systems (where the formal definition of "property" will be clarified subsequently). Furthermore, suppose that any system with property can be "represented" (in a sense to be made precise) by another system with property ó . Assuming such a representation can be constructed efficiently, we would be able to exploit algorithmic methods tailored to systems with property ó also to operate on systems with property : given 
Similarly is simulated by 
. Finally we say that a property is (polynomially)°-universal if it (polynomially)°-represents all argument systems.
It will be useful also to view as "polynomially°-universal" those properties that°-represent all but finitely many argument systems.
The class of argument systems considered in this section are those defined by the property,
The notation
will be used for the set of all
-bounded degree systems.
Our main result in this section is

Theorem 11
a.
is polynomially SA-universal.
Proof:
We prove part (a) only. An identical construction serves for part (b) with the analysis needed for the conditions of simulation w.r.t. sceptical admissibility proceeding in a similar style to the case of credulous admissibility.
. Consider any 
formed by introducing new arguments j 9
i.e. formed by replacing the attacks on 
. To see that is conflict-free it suffices to observe that the only way in which~can be conflict-free and fail to be so is if , we require that for each attack
,~must contain some attacker of
V x
: again all of these attacks will be members of . If, on the other hand,
I
P h , without loss of generality suppose that
and that © R P R
. Then either V 9 é P R (and thus also in ) or j x 9 k P . The second of these, however, requires that at least one of
is in~to counterattack j £
. It follows that if I Ï P 6 and attacks
In the reverse direction, suppose that y 0 2 is admissible in
either is also an admissible set of
is such a set (whenever
Noting that the construction does change the number of attacks on arguments other than I , a similar procedure can be applied to any remaining argument attacked by at least three arguments. A near identical construction serves when dealing with those arguments that attack more than two others. 
Proof: Apply the construction of Theorem 11 to the systems h and presented in Section 3.
Planar Argument Systems
We recall that a graph
is planar if it can be drawn (in the plane) in such a way that no two edges of the graph cross each other. Thus, the complete graph on four vertices is planar, e.g. Several graph-theoretic decision problems whose general versions are NP-hard are known to admit polynomial time algorithms when instances must be planar graphs. Examples include not only questions that are immediately resolvable from established properties of planar graphs, e.g. 4 vertex colouring and maximal clique, but also for questions where it is far from obvious that planarity assists in developing efficient algorithms, e.g. the problem of determining whether a graph has a bipartite subgraph containing at least some specified number of edges, [27, GT25, p. 196 ]. For problems whose complexity status is still open, most notably that of deciding if two given graphs are isomorphic, linear time methods have been found for planar graphs, e.g. [30] . Planarity, however, does not help in the construction of efficient decision procedures for the problems of Table 1 . The reductions employed to prove this make use of a device which is of some independent interest: in terms of the formalism introduced in the preceding section this allows us to argue that planarity is a polynomially CA-universal property.
We observe in passing that using the (NP-complete) decision problem PLANAR-3-SAT, whose instances are 3-CNF formulae having planar clause incidence graphs,
is NP-complete when is required to be a planar graph.
We do not consider the proof of this result in any further detail, For Q any of the decision problems of Table 1 , we let Q P denote the variant in which the argument system forming part of the instance is planar. 
!
It is not necessary to consider the case of three of more edges having a common crossing point: any graph may be drawn in such a way that this case does not arise.
Of course this new system will no longer have the same admissibility properties of the one it replaces: in particular it is not guaranteed to be the case that an admissible set containing can be built if and only if } t ¢ « w is satisfiable. For example, for the system shown in Fig. 6 , the set
( ' e is admissible, however, the corresponding instantiation of
ç . In order to restore the desired behaviour we systematically replace each new argument introduced with a planar argument system. The typical environment in this case is shown in Fig. 7(a) . We have arguments ( Before describing the exact design of the replacing system, however, we specify the order in which the " 8 # are replaced. We say that the argument
and now observe that the set of arguments, " 9 # may be ordered using the labelling approach presented in Algorithm 2 to assign a unique number . We need only consider the first of these as an identical proof covers the second. To simplify the analysis, it is useful to note that h We deduce that CA P is NP-complete as claimed.
Û
In the analysis demonstrating that the crossover gadget of Fig. 8 operated correctly, we relied on the fact that the system in which it was used was coherent and that thus for any given preferred extension, , arguments P could be assumed to be attacked by some argument © h P ± . We cannot, however, rely on this assumption in attempting to translate arbitrary non-planar argument systems to planar schemes, and thus it is unclear whether directly replacing crossing points using the crossover gadget would produce a system with similar admissibility properties. It turns out, however, that it is possible to transform any argument system, , into a planar system, P in such a way that questions regarding credulous admissibilty of arguments in may be posed of corresponding arguments in P . In order to do this a rather more indirect construction is needed. 
Theorem 13
is an admissible subset in : this, set however, is exactly the set of arguments in 5 Ö Ì 
Û 7 Bounded Treewidth
Treewidth, which may be informally understood as a measure of the extent to which a graph differs from a tree, is known to provide a significant aid in developing efficient algorithmic approaches, particularly in the case of graphs whose treewidth may be bounded by a constant value
4
. A useful survey of results concerning graphs with bounded treewidth is presented in [11] . With some minor differences, we follow the treatment given in Arnborg et al. [2] for the definition of treewidth in Defn. 15 and for the description of the language of monadic second order logic.
The second of these admits the use of powerful general tools for synthesising efficient decision algorithms for an extensive range of NP-hard graph problems when the graphs in question have bounded treewidth. We note that the scheme presented in [2] is rather more elaborated. The corresponding structure would be . For reasons of clarity we eschew this level of precision. We note that, where we write, e.g. and others fail to do so, i.e. such sentences provide 9 i Ò [2, Defn. 3.1, p. 314] requires exactly one, however, the distinction is not significant.
o 9
The satisfaction relation s r Ï p is defined in the usual inductive style via the structure of the MSOL sentence . a mechanism for specifying properties of finite argument systems. Formally we say an argument system property, , is MSOL-definable if there is a well-formed MSOL sentence,
For example, the property of an argument system being bipartite, 
Although not all graph-theoretic properties are MSOL-definable, for those which are -irrespective of the computational complexity for instances in general -the following result of Courcelle [15, 16] In total this expression captures the concept of coherence via: any subset of which is a preferred extension is also stable. A subset, , being a preferred extension if it is both admissible and maximal, i.e. for every for which . Suppose, however, we define
then we can obtain algorithms whose run-time is In order to prove this we exploit results from Gottlob et al. [29] in which a parameter with to respect which CNF-SAT is FPT was presented. 
Definition 18
For each I f P define the set of edges
Then if 
With this, f tree decomposition of , we may now apply the methods described in [29] to test satisfiability of the CNF
via a tree decomposition of P having width at most
Û 8 Value-based Argument Frameworks
To conclude we consider the effect that restricting the underlying graph structure has with respect to value-based argument systems. We recall the following definitions from Bench-Capon [7] . 
Definition 21 A value-based argumentation framework (VAF), is defined by a triple
. We say that°is a specific audience if°yields a total ordering of . Using VAFs, ideas analogous to those introduced in Defn. 1 by relativising the concept of "attack" using that of successful attack with respect to an audience. Thus, 
Definition 22 Let
and it is not the case that
Replacing "attack" by "successful attack w.r.t. the audience 3 ", in Defn. 1 (b)-(f) yields definitions of "conflict-free", "admissible set" etc. relating to value-based systems, e.g. is conflict-free w.r.t. to the audience 
3
. It may be noted that a conflict-free set in this sense is not necessarily a conflict-free set in the sense of Defn. Bench-Capon [7] proves that every specific audience,°, induces a unique preferred extension within its underlying VAF: we use
to denote this extension. Analogous to the concepts of credulous and sceptical acceptance, in VAFs the ideas of subjective and objective acceptance arise, Regarding these questions, [26, 8] show the former to be NP-complete and the latter co-NP-complete. Our main result in this section is that, unlike the case of standard argument systems, even within very limited graph classes, both of these problems remain computationally hard.
£
Formally we have,
be the decision problems of Table 3 with instances restricted to those for which the graph-structure We can now construct the instance
Theorem 23 subsumes the result presented in [23, Thm. 4, p. 93] where it was proven that SBA È £ É is NP-complete, i.e. when the underlying system is bipartite.
ï
see, e.g. [33, Propn. 9.3] for one proof that this variant of 3-SAT remains NP-hard.
Its argument set .)
The set of attacks,
, is formed by
The value set, of the instance contains 
The construction for the CNF formula } t j
is illustrated in Fig. 9 .
It is easy to see thatṽ § t # b ' w is a tree. 
It now suffices to observe that this instantiation is well-defined. 
Û
One feature of the reduction in Theorem 23 (as, indeed, of the reduction for general VAFs given in [26, 8] ) is that the number of values (
) is of the same order as the number of arguments in the system: in the reduction 
Û 9 Conclusions and Development
In this paper we have considered how the complexity of a number of important decision questions in both standard and value-based argument systems is affected under various graph-theoretic restrictions: the system being 4 -partite; each argument being attacked by and attacking some maximum number of arguments; planar systems; and systems with bounded treewidth.
Overall the picture apparent regarding the efficacy of graph-theoretic restrictions in admitting efficient algorithmic methods is somewhat mixed. For quite general classes -planar and and bounded degree systems -the complexity of decision questions remains unchanged from that of the unrestricted case. In contrast, for more limited classes, to the known examples of DAGs and symmetric frameworks can now be added bipartite systems and those with 4 -bounded treewidth. The nature of what characterises "efficient restrictions" from those which offer no gains may seem rather arbitrary, e.g. bipartite systems are tractable however ï -partite systems are not. A partial explanation of such phenomena is offered by our notions of "polynomial universality". Thus, although, for example, planarity is not a property of every finite argument system, by virtue of Theorem 13 there is no loss of generality (with respect to credulous acceptance issues) in assuming planarity since any system is transformable to a related planar system. Notwithstanding the fact that such translations, in general, do not simplify decision processes, there are potential applications exploiting polynomially universal properties in representing argument systems. For example, consider multiagent environments dedicated to maintaining information about admissible and preferred sets within a dynamically evolving system, knowledge concerning which is distributed over distinct agents. In earlier work, Baroni et al. [4] have shown the graph-theoretic concept of strongly connected component (SCC) decompositions provides a useful mechanism with which to approach this environment. One can envisage complementing such techniques by exploiting ¤ -partiteness and/or planarity as universal properties: the former sug-gests a natural partition of arguments over four agents with the set maintained by each being conflict-free and questions about a specific argument, © say, requiring local resolution via the (at most two) agents allocated its attackers; similar methods, using properties of planar graphs, e.g. the separator results of Lipton and Tarjan [31] , may also offer useful mechanisms. Such treatments are the subject of current work.
We conclude by raising a select number of interesting open issues. is NP-complete given in Theorem 7(a)? The crossover gadget of Fig. 8 is not bipartite and thus cannot be used to replace crossing points in the reduction from MCS. We note that CA
Open problems within
can be shown NP-complete via an involved reduction from PLANAR-3-SAT. One drawback to this reduction, however, is that the number of arguments in the instance set may be
where ¤ is the number of clauses in the planar CNF formula . B2. Corollary 1 characterises the set of preferred extensions within a given bipartite argument system. Can this characterisation be developed to construct efficient methods for counting or enumerating these? Here, given that there may be exponentially many distinct preferred extensions, the term "efficient enumeration procedure" is in the sense of Goldberg [28] .
Open problems with bounded treewidth systems
Potentially the most interesting suite of issues arises from the results on bounded treewidth decision problems given in Theorems 17 and 20. Although following the algorithm synthesis template of, for example [2] , produces a linear time algorithm via some MSOL sentence and width tree decomposition, such algorithms are likely to be rather opaque with the linear time method concealing large constant factors that increase rapidly with the treewidth bound.
l ©
Given such eventualities it is tempting to view the algorithms guaranteed by Courcelle's Theorem as "proof of 9 l © While the comparison is rather unfair the relationship between the property captured by a complex MSOL expression and the width ¤ algorithm synthesised is analogous to that of a high-level programming language description and the binary machine code resulting from its compilation. In addition, we recall that (relative to the full formal description of [2] ) the sentences given in the proof of Theorem 17 require further development in order to eliminate constructs such as
, etc. prior to applying the algorithm construction process.
concept", i.e. that efficient algorithms exist in principle, rather than as viable solutions in themselves. This interpretation then raises the question of forming practical algorithmic methods. Thus suppose one limits attention to systems of treewidth or ï , relying on the nature of argument systems as might arise in real settings to be of this form. Rather than synthesising methods indirectly via Courcelle's Theorem, one could attempt to develop practical direct methods. There are several promising indications that this is a realistic objective: the precise characterisation of those graphs having treewidth
7
, e.g. [11, Thm. 42, p. 22] ; and the dynamic programming templates discussed in [10] .
Two similar issues arise with respect to the methods discussed for determining credulous acceptability in Theorem 20. Firstly, although arguably of a less extreme nature, the algorithm for deciding CA I is rather indirect involving, as it does, a translation into CNF.
ò
Thus there is, again, the issue of finding direct algorithmic solutions, i.e not via CNF-SAT formulations, for systems with small treewidth, e.g. has, however, yet to be found.
A final group of problems regarding bounded treewidth systems concerns combining dialogue game methods, e.g. the TPI-disputes studied in [36, 25] , or the reasoning schema presented in [21] , using both the graph-theoretic form of and a width 4 tree decomposition of . Among the reasons why treewidth decompositions may provide useful representations for both of these approaches are the following. The pathological examples for which exponential length TPI-disputes result constructed in [25] , cannot occur in width 4 systems: the mechanism used to form
In addition, the methods of [29] require a further translation from CNF to a CSP problem in order to use an algorithm of Yannakakis [37] .
such cases is via the translation of "provably hard" unsatisfiable CNF instances : such instances, however, necessarily have primal graphs with large treewidth. Regarding the application to the dialogue structure promoted in [21] , we observe that one standard design approach for efficient algorithms based on tree decompositions, discussed in [10] , is to construct solutions working from the leaves of the tree decomposition building towards its root: such techniques mirror the reasoning methods discussed in [21] .
Issues in Value-based Argumentation
The results presented in Section 8 indicate that efficient methods for the central decision questions -SBA and OBA -are unlikely to come about through simply limiting the underlying directed graph form: binary tree structures being the most basic non-trivial graph class.
9
While Theorem 23 and Corollary 7 seem to offer rather pessimistic prospects for the possibility of developing tractable variants of SBA, these are in some respect unsurprising: a critical distinction between the nature of decision problems in VAFs and in standard argument systems concerns the search space examined.
For SBA this is the set of all specific audiences, i.e. the 4 j ß total orderings of ; in decision problems such as CA, this space is the set of all subsets of , Searching over orderings of structures within combinatorial objects (as opposed to subsets) is known to give rise to decision questions which often remain hard even in restricted instances, 9 ! a notable example being the bandwidth minimisation problem, [27, GT40, p. 200 ] that, like SBA is NP-hard even when restricted to binary trees.
It might, therefore, be argued that in order to identify non-trivial tractable variants of SBA, not only is it needed to restrict the underlying argument graph but also to restrict how the value set and mapping X s à interact with it. While, defines a parameter w.r.t which SBA is FPT -the procedure described in [7] These, again, are the subject of current work.
Appendix 1 -Further properties of p
In this appendix we present the proof of the result stated in Theorem 8(b). One ther other hand suppose the audience°is such that
