Multiprocessor system models at present are very important and widely used in modelling transaction processing systems, communication networks, mobile networks, and flexible machine shops with groups of machines. Heterogeneous processors system with one faster main server and several identical servers are studied. In this paper reconfiguration and rebooting delays are considered to study the performance measures for both bounded and unbounded system. Numerical results are presented for various performability parameters.
INTRODUCTION
There are many computer, communication, and manufacturing systems which give rise to models where a single bounded/unbounded queue evolves in an environment which changes state from time to time. Multiprocessor system models at present are very important and widely used in modelling transaction processing systems, communication networks, mobile networks, and flexible machine shops with groups of machines. In this chapter, the performance modelling of parallel multiprocessor systems are studied.
Models have been developed for multiprocessor systems (Trivedi [13] ; Harrison and Patel [9] ), and more specifically, nodes in communication networks, and flexible machine shops (Stecke and Kim [10] ; Stecke [11] ; Righter [12] ; Buzacott and Shantikumar [2] ; Fiems et al. [7] ) in a manufacturing environment. Such systems use more than one processor and can be homogeneous (i.e. all processors are identical) or heterogeneous (i.e. at least one processor is different than others). Furthermore, such systems are prone to break-downs. To combat this, it is essential that effective repair strategies are used. In this paper we develop approaches to model homogeneous and a specific type of heterogeneous multiprocessor systems with reconfiguration and rebooting delays by suitably extending the resulting quasi birth death (QBD) process in the performance models of multiprocessor systems with breakdowns and repair strategies Chakka [5] and Mitrani [3] .
Modelling homogeneous multiprocessor systems with rebooting and reconfiguration delays was considered in (Trivedi at. al. [14] , Gemikonakli et.al. [8] ) and approximate performance models were presented based on Markov reward models and spectral expansion were presented. Although it has many practical applications especially in farm processor systems (Wagner et. al ., [15] ; Adams and Vos [1] ) performance modelling for multiprocessor systems with one main and several identical processors has not been considered together with breakdowns and repairs so far. This configuration is commonly used especially in Beowulf clusters which provide a supercomputer's performance for much lower costs (Adams and Vos [1] ). This paper is organised as follows. The next section presents non-identical/ heterogeneous multiprocessor system with breakdowns and repairs considered in this work, and model the system as a QBD process. The section on modelling reconfiguration and rebooting delays in multiprocessor systems deals with multiprocessor systems with breakdowns, repairs, and with reconfiguration and rebooting delays. Exact solution for steady state performability heterogeneous systems is derived using the spectral expansion method in the section on steady state solution. Numerical results for the performability parameters are presented for the system considering unbounded queuing facilities. 
NON IDENTICAL MULTI-PROCESSOR WITH ONE MAIN SERVER SYSTEM
Multiprocessor systems are prone to breakdowns. Models have been developed to evaluate the performability of such systems considering various repair strategies [3, 5] . This section presents a model for such systems considering heterogeneous systems, extension to the homogeneous multiprocessors system [6] . The model is covers both bounded and unbounded queuing capacities.
The multiprocessor system, shown in Figure 2 , consists of one main and K-1 identical parallel processors, numbered 1, 2, …, K, with a common queue. The queue can be bounded with a size of L (L ≥ K), or it can be an unbounded queue. Jobs arrive into the system in a Poisson stream at rate σ, and join the queue. Jobs are homogeneous and the service rates of the identical processors are same. The service rate of the main processor is usually greater then the identical ones (Adams and Vos [1] ). Thus the service times of jobs serviced by processor k (k= 2, …, K) are distributed exponentially with mean 1/µ i and service times of jobs serviced by the main processor (i.e. k=1) are distributed exponentially with mean 1/µ m . Operative periods are distributed exponentially with mean 1/ξ for both main and identical processors. At the end of an operative period, processor k (k=1,2,…,K) breaks down and requires an exponentially distributed repair time with mean 1/η. When more than one processor are broken, including the main one, the repair priority is given to the main processor since it can provide the highest service rate in the system. No operative processor can be idle if there are jobs awaiting service, and no repairman can be idle if there are broken-down processors waiting for repair. If there are more operative processors than the number of jobs in the system, the main processor is employed since it can provide greater service rates. All interarrival, service, reconfiguration, rebooting, operative and repair time random variables are independent of each other. Like homogeneous processor systems, reconfiguration delay 1/δ and the rebooting delay 1/ϕ relate to the system and not to individual processors.
The state of the system at time t can be described by a pair of integer valued random variables, I(t) and J(t) specifying the processor configuration (can also be termed, operative state of the multiprocessor system) and the number of jobs present, respectively. Here, the precise meaning of processor configuration, and hence the range of values of I(t), means the number of operational processors and associated reconfiguration/rebooting delay when appropriate.
In general, let's assume that there are N+1 processor configurations, (operative states of the multiprocessor system) represented by the values I(t) = 0, 1, … , N. These N+1 configurations are the operative states of the model. The model assumptions are assumed to ensure that I(t), t ≥ 0, is an irreducible Markov process. J(t) is the total number of jobs in the system at time t, including the one(s) in service. Then, Z = {[I(t), J(t)]; t ≥ 0} is an irreducible Markov process on a lattice strip (a QBD process), that models the system. Its state space in general is, (N+1)(L+1).
The system now can be represented by a QBD process with finite or infinite state space. The state of the system can be defined by (I(t), J(t)) where I(t) represents the operative states of the system and J(t) is the number of jobs in the system. Let the operative states be represented in the horizontal direction and the number of jobs in the vertical direction of a twodimensional lattice strip. Here A is the matrix of instantaneous transition rates from operative state i to operative state k with zeros on the main diagonal. These are the purely lateral transitions of the model Z. Matrices B and C are transition matrices for one-step upward and one-step downward transitions respectively. When the transition rate matrices depend on j for j ≥ M, where M is a threshold having an integer value, the process Z evolves with the following instantaneous transitions:
A j : Purely lateral transition rate, from state (i, j) to state (k, j), (i=0,1,…,N, k=0,1,…,N; i ≠ k; j=0,1, …L), caused by a change in the operative state (i.e. a break-down followed by reconfiguration or rebooting, and a repair).
B j : One-step upward transition rate, from state (i, j) to state (k, j+1), (i=0,1,…,N, k=0,1,…,N, and j=0,1,…L), caused by a job arrival into the queue.
C j : One-step downward transition rate, from state (i, j) to state (k, j-1), (i=0,1,…,N, k=0,1,…,N, and j=0,1,…L), caused by the departure of a serviced job.
MULTIPROCESSOR SYSTEMS WITH RECONFIGURATION AND REBOOTING DELAY
In multiprocessor systems, in practice however, some delay is encountered (reconfiguration/rebooting delay) when a failed processor is being mapped out of the system, and when a repaired processor is being admitted into the system. A Markov model of the availability of a homogeneous multiprocessor system is developed and parameters such as probability of rejection, probability of interruption of an accepted task, and probability of late completion of an accepted task are also computed (Trivedi et. al.) . It is possible to model the system affected by such reconfiguration and rebooting delays effectively using the spectral expansion method for performability measures. In this section, models are developed for multiprocessor systems with breakdowns, repairs, reconfiguration and rebooting delays. The model can then be used to compute steady state probabilities and hence various performability parameters such as mean queue length, throughput, mean response time, blocking probability, utilisation etc. Both homogeneous and heterogeneous systems with bounded and unbounded queuing facilities are considered.
Let's consider the heterogeneous multiprocessor system with K processors, introduced in the previous section. µ m and µ i are the service rates of the main and identical processors respectively, and ξ is the failure rate of the processors. There is a single repair facility with repair rate η. Repair facility always gives the priority to the main processor. When a processor fails the fault is covered with probability c and is not covered with probability 1-c. Subsequent to a covered fault, the system comes up in a degraded mode after a brief reconfiguration delay, while following an uncovered fault a longer reboot action is required to bring the system up at a degraded mode. The failed processor can be the main processor or one of the identical processors. The main processor can work in the absence of identical processors and identical processors are capable of serving in the absence of the main processor. For reconfiguration/rebooting period, the system is assumed to be down.
Just like the homogeneous model, reconfiguration and rebooting times are exponentially distributed with mean 1/δ and 1/ϕ respectively. The queuing capacity (L) can be finite or infinite. σ is the arrival rate of jobs. The performance modelling presented in (Gemikonakli et. al. [7] ) can be extended in order to have a valid model for systems with one main and several identical processors. This system can also be solved and the steady state probabilities, p i,j , can be expressed by using the steady state solution . We have solved this system and performed a series of computations by using the spectral expansion method. The solution is presented below.
THE STEADY STATE SOLUTION
The solution for the system explained above is given for an unbounded queue (i.e. K ≤ L < ∞) as well as a bounded queue (i.e. finite L ≥ K). The given solution is valid for steady states of both homogeneous and heterogeneous systems. Consider a queuing system that can be modelled by a discrete time, two dimensional Markov process on semi-infinite lattice strip. The process has a Markovian property and the state of system at observation time t can be described by two random variables I(t) and J(t). The former one is bounded and referred to as a phase, the latter one is unbounded (infinite case) and is referred to as a level of the system. The Markov process is denoted by X = {I(t), J(t); t ≥ 0} and its state space is ({0,1,… , N}*{0,1, . . .}) for the infinite case. If the possible jumps of system's level in transition are only 0, -1 or 1, the corresponding process is known as Quasi Birth-Death process.
A j , B j and C j are matrixes having size of (N +1)(N +1). It is assumed that for j ≥ M the transition matrices become levelindependent. That are:
For further computations we introduce the following notations:
p i, j : the steady state probability of the
L can be finite or infinite and The important task is to determine these probabilities in terms of known parameters of the system. 
e: the column vector of (N + 1) elements each of which is equal to unit value and for a bounded system j is limited by finite L. The matrices given above are used in the spectral expansion solution for both bounded and unbounded queuing systems.
Analyses presented for bounded queue with 0 ≤j ≤ L, can also be extended to unbounded queue by considering L→ ∞ with the balance equations given as follows:
[ ]
In addition, since the sum of all probabilities must be one, we have: 
and in the state probability form,
where b k (k=0,1, …, N) are arbitrary constants which can be scalar or complex.
For an unbounded system, and avoiding large numbers resulting from the positive powers of eigenvalues greater than 1.0, one can obtain the general solution as: (13) and in the state probability form,
where a k (k=0,1, …, N) are arbitrary constants which can be scalar or complex. The remaining v j and a k values can be obtained using an iterative process.
We have solved the balance equations for both cases (Equations 4-7), using the spectral expansion method, computed the state probabilities and obtained the mean queue length as:
where L can be finite or infinite depending on whether the case concerned is bounded or unbounded. For cases where L is finite we obtained the percentage of jobs lost (PJL) by using the following equation which also gives the probability of queue to be full.
Assume that the above eigenvalues are simple. This assumption has been satisfied in all examples that have been examined numerically; in some cases it has been proved analytically. In fact, a weaker assumption would suffice, namely that if an eigenvalue has multiplicity m, then it also has m linearly independent left eigenvectors.
The following result provides the 'spectral expansion' solution of the Markov-modulated queue.
Proposition:
The QBD process system is study state, if and only if, the number of eigenvalues of Q(λ) in the interior of the unit disk is equal to the number of states of the Markovian environment [10] , i.e. d = N + 1. Then the solution has the form:
where k α , k = 1, 2, … N+1 are some constants may be complex too
Note that if there are non-real eigenvalues in the unit disk, then they appear in complex conjugate pairs and its corresponding eigenvectors are also complex conjugates. From this it must be true that the appropriate pairs of complex constants k α , in order that the right hand side of (17) be real.
The quadratic eigenvalue-eigenvector problem, for computational purposes can be reduced to a linear form uQ = λu, where Q is a matrix of size (2N+2)(2N+2). The process of evaluation, in detail is discussed in the previous chapter.
In what follows, Proposition 1 will be used to derive approximations, rather than exact solutions. A central role in those developments is played by the largest eigenvalue, λ N+1 , and its corresponding left eigenvector. When the queue is stable, λ N+1 , is real, positive and simple. Moreover, it has a positive eigenvector. From this onward, λ N+1 , will be referred to as the dominant eigenvalue, and is denoted by γ.
For expression (17), it implies that the tail of the joint distribution of the queue size and the environmental phase is approximately geometrically distributed, with parameter equal to the dominant Eigen value, γ. To see that, divide both sides of (17) by γ j and j tends to ∞. Since γ is strictly greater than in modulus than all other Eigen values, all terms in the summation vanish, except one:
when j is large, the above form can be expressed as:
This product form implies that when the queue is large, its size is approximately independent of the environment phase. The tail of the marginal distribution of the queue size is approximately geometric:
where e is the column matrix defined earlier. These results suggest seeking an approximation form:
where α is a constant.
Note that γ and u N+1 can be computed without having to find all eigen values and eigenvectors. There are techniques for determining the eigen values that are near a given number.
Here we are dealing with the eigen value that is nearest to but strictly less than 1.
One could decide to use the approximation (21) 
NUMERICAL RESULTS
To show the effectiveness of the model developed for heterogeneous multiprocessor systems with one main and several identical processors, and to evaluate the performance of these systems, numerical results are presented in this section. We first considered heterogeneous multiprocessor systems with break-downs and infinite queues. Figure 3 shows 2, 3, and 4-processor systems analysis. Other parameters are given as σ jobs/sec, ξ=0.01, η=0.5, µ i =4000 jobs/hr, µ m =8000 jobs/hr ,ϕ = 2 /hr, and δ = 60 /hr. This figure shows the relationship between the mean queue length and the mean arrival rate σ, for different number of servers and c=0. Figure 4 shows the mean queue length as a function of c. Other parameters are σ = 20 jobs/sec, σ/(Κµ i )=0.7, µ m =2µ i, ξ=0.01, η=0.5, ϕ = 10 /hr, and δ = 50 /hr. Again, an increase in c results in a decrease in the mean queue length since reconfiguration delays are shorter than rebooting delays. In Figure 4 it is possible to see that the mean queue length decreases as the number of processors increase. This is because, the main processor used in the heterogeneous systems has greater service rate than the processors used in the homogeneous system. This result shows that if the system has a main processor with higher service rates, reconfiguration and rebooting delays have a reduced effect on the mean queue length of heterogeneous systems.
The parameters 1/δ and 1/ϕ play an important role in determining the system degradation due to reconfiguration/rebooting delays for heterogeneous systems as well. The mean queue length has been computed as a function of reconfiguration rate δ for a 3-processor system (2 identical and 1 main processors). Other parameters are σ = 1 job/sec, σ/(Κµ i )=0.7, µ m =2µ i , ξ=0.01, η=0.5, and ϕ = 2 /hr. The results are illustrated in Figure 5 . Figure 6 shows mean queue length as a function of c, with K = 2, 3, and 4, σ = 20 jobs/sec, σ/(Κµ i )=0.7, µ m =2µ i , ξ=0.01, η=0.5, ϕ = 2 /hr, and δ = 60 /hr. This figure shows that, in such a system, failures do not affect the system as much as a homogeneous system. Figure 7 shows how mean queue length decreases as c increases for K=3, σ = 1 jobs/sec, σ/(Κµ i )=0.7, µ m =2µ i , ξ=0.01, η=0.5, and ϕ = 2 /hr. The computations are made for various values of δ. Just like in homogeneous systems, for larger reconfiguration delays (i.e. δ small) performance degradation is evident even at higher c values. As the reconfiguration delay decreases (e.g. δ > 20) the degradation is mainly due to c values. Numerical results also show that if we consider systems with unbounded queues, heterogeneous multiprocessor systems with one main and several identical processors perform better than the homogeneous multiprocessor systems. This is because, the main processor has greater service rates, and repair priority is given to the main processor in the system. Also if there are jobs in the system and the main processor is operative, then the main processor is always employed since it has the highest service rate. These results also show that in case of multiprocessor systems with unbounded queues, to have one main processor with high service rates can have a significant impact on the system's performance.
The following results have been obtained to demonstrate the effects of finite queuing capacity on heterogeneous multiprocessor systems with one main, and several identical processors. First, Figure 6 has been reproduced for L = 100, and σ =1 job/sec and presented in Figure 8 . All other parameters are same as the ones used for Figure 6 . Since σ/(Κµ i )=0.7, L is the limiting factor, and K has a negligibly small effect. The main processor with a greater service rate could not improve the performance of the system, because the main factor here is limited size of the queue. Similarly, Figure  7 was reproduced for L = 300. Again, the limiting factor here is L. This is illustrated in Figure 9 . These results show that in case of multiprocessor systems with finite queuing capacity, and low cover probabilities, using a main processor with greater service rates may not improve the performance of the system since the capacity of the queue become the limiting factor. However if high cover probabilities can be provided, adding a main processor can have a huge effect on system's performance. 
CONCLUSIONS
In this paper multiprocessor system with break-downs, repairs, and, reconfiguration and rebooting delays have been modelled for exact solution by considering heterogeneous multiprocessor systems with one main and several identical servers. Numerical results have been obtained and presented for various performability parameters, for both bounded and unbounded queuing systems. Results show that, for both homogeneous and heterogeneous multiprocessor systems, when queue limit is not an important factor on mean queue length performance, the choice of the optimum number of processors depends on the values of 1/δ, and 1/ϕ as well as c and demonstrate the effect of these parameters on system performance.
