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Re´sume´: Soit G un groupe re´ductif p-adique connexe. Nous effectuons une de´compo-
sition spectrale sur G a` partir de la formule d’inversion de Fourier utilise´e dans [Une
formule de Plancherel pour l’alge`bre de Hecke d’un groupe re´ductif p-adique - V. Heier-
mann, Comm. Math. Helv. 76, 388-415, 2001]. Nous en de´duisons essentiellement qu’une
repre´sentation cuspidale d’un sous-groupe de Levi M appartient au support cuspidal d’une
repre´sentation de carre´ inte´grable de G si et seulement si c’est un poˆle de la fonction µ de
Harish-Chandra d’ordre e´gal au rang parabolique de M . Ces poˆles sont d’ordre maximal.
Plus pre´cise´ment, nous montrons que cette condition est ne´cessaire et que sa suffisance
e´quivaut a` une proprie´te´ combinatoire de la fonction µ de Harish-Chandra qui s’ave`re eˆtre
une conse´quence d’un re´sultat de E. Opdam. En outre, nous obtenons des identite´s entre
des combinaisons line´aires de coefficients matriciels. Ces identite´s contiennent des in-
formations sur le degre´ formel des repre´sentations de carre´ inte´grable ainsi que sur leur
position dans la repre´sentation induite.
Summary: Let G be a reductiv connected p-adic group. With help of the Fourier
inversion formula used in [Une formule de Plancherel pour l’alge`bre de Hecke d’un groupe
re´ductif p-adique - V. Heiermann, Comm. Math. Helv. 76, 388-415, 2001] we give a
spectral decomposition on G. In particular we deduce from it essentially that a cuspidal
representation of a Levi subgroup M is in the cuspidal support of a square integrable rep-
resentation of G, if and only if it is a pole of Harish-Chandra’s µ-function of order equal
to the parabolic rank of M . These poles are of maximal order. In more explicit terms,
we show that this condition is necessary and that its sufficiency is equivalent to a combi-
natorical property of Harish-Chandra’s µ-function which appears to be a consequence of a
result of E. Opdam. We get also identities between some linear combinations of matrix
coefficients. These identities contain informations on the formel degree of square integrable
representations and on their position in the induced representation.
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Introduction:
Soit G le groupe des points rationnels d’un groupe alge´brique, re´ductif et connexe
de´fini sur un corps local non archime´dien F . Dans la terminologie de [H1] et [W] (qui
est rappele´ dans les paragraphes 1 et 2) on se fixe un couple (P,O) forme´ d’un sous-
groupe parabolique standard P = MU et de l’orbite inertielle O d’une repre´sentation
irre´ductible cuspidale de M . Soit ϕP,O la composante en (P,O) d’un e´le´ment de l’espace
de Paley-Wiener matriciel de G. On a montre´ dans [H1] (cf. proposition 0.2) qu’il existe
une application polynomiale ξϕP,O : O → i
K
P∩K
EO ⊗ i
K
P∩KE
∨
O a` image dans un espace de
dimension finie, telle que
ϕP,O(σ) =
∑
w∈W ;wO=O
(JP |wP (σ)λ(w)⊗ JP |wP (σ
∨)λ(w)) ξϕP,O(w
−1σ), (#)
en tout point σ de O en lequel les ope´rateurs d’entrelacement JP |wP (σ)λ(w) et JP |wP (σ
∨)
λ(w) sont de´finis. En outre, la fonction fϕP,O de´finie sur G par
fϕP,O(g) = γ(G/M)
∫
ℜ(σ)=r≫P 0
deg(σ)EGP ((JP |P (σ)⊗1)ξϕP,O(σ))(g
−1)µ(σ)dℑ(σ), (##)
est lisse a` support compact et sa transforme´e de Fourier en (P,O) est donne´e par ϕP,O (la
fonction µ e´tant celle de Harish-Chandra).
Dans cet article nous allons calculer l’inte´grale (##) a` l’aide de la formule inte´grale de
Cauchy et l’e´crire comme somme d’inte´grales, chaque inte´grale portant sur l’orbite unitaire
d’une repre´sentation irre´ductible de carre´ inte´grable dont le support cuspidal est donne´ par
un e´le´ment de la classe de conjugaison de O. Les termes qui apparaissent seront identifie´s
avec ceux dans la formule de Plancherel.
On montrera a` cette occasion que seuls les poˆles venant de la fonction µ de Harish-
Chandra subsisteront apre`s avoir effectue´ le changement de contours. On en de´duira en
particulier que, pour qu’une repre´sentation irre´ductible cuspidale de M appartienne au
support cuspidal d’une repre´sentation de carre´ inte´grable de G, il faut qu’elle soit un poˆle
de la fonction µ de Harish-Chandra d’ordre e´gal au rang parabolique de M (cf. corollaire
8.6). Ces poˆles sont d’ordre maximal (ceci re´sulte d’un re´sultat dans [O2] cf. 8.1). Par
ailleurs, nous montrons que la re´ciproque est e´quivalente a` une proprie´te´ combinatoire
de la fonction µ de Harish-Chandra qui s’ave`re eˆtre une conse´quence d’un re´sultat de E.
Opdam (cf. 8.7 pour un e´nonce´ plus pre´cis). Le tout re´pond a` une conjecture qui nous a
e´te´ communique´ par A. Silberger et qui a e´te´ formule´ par lui dans un projet de recherche
en 1978.
Dans le cas de la se´rie principale non ramifie´e d’un groupe de´ploye´, ou` la localisation
des poˆles et ze´ros de la fonction µ de Harish-Chandra est connue, cette conjecture sur
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le support cuspidal d’une se´rie discre`te non cuspidale est e´quivalente a` celle de Deligne-
Langlands (cf. [H2]). Dans ce cas le re´sultat est de´ja` connu graˆce aux travaux de Kazhdan
et Lusztig (au moins si G est semi-simple a` centre connexe) (cf. [KL]).
Signalons par ailleurs les travaux de Bernstein-Zelevinsky [Z] qui de´crivent les repre´-
sentations irre´ductibles de carre´ inte´grable non cuspidales de GLN (F ) et ceux de Moeglin
et Moeglin-Tadic (cf. [M2] et [MT]) qui traitent - modulo une conjecture sur les poˆles de la
fonction µ de Harish-Chandra (e´nonce´ et justifie´ dans [M1]) - les autres groupes classiques
de´ploye´s connexes (et un petit peu plus).
Nous obtenons en outre des identite´s entre des combinaisons line´aires de de´rive´es de
coefficients matriciels de repre´sentations induites - de´duits d’ope´rateurs d’entrelacement
- et des combinaisons line´aires de coefficients matriciels de repre´sentations irre´ductibles
de carre´ inte´grable de meˆme support cuspidal. Ces identite´s contiennent des informa-
tions sur le degre´ formel et sur la position des repre´sentations de carre´ inte´grable dans la
repre´sentation induite. On explique ceci dans 8.6 pour le cas ”re´gulier”. Pour extraire ces
informations dans le cas ge´ne´ral, il faudrait analyser de plus pre`s les combinaisons line´aires
de coefficients matriciels qui apparaissent, ce qui semble eˆtre un proble`me difficile. A titre
d’exemple, nous traitons le cas d’un groupe semi-simple de´ploye´ de type G2 dans l’annexe.
C’est le groupe de rang minimal, ou` des proble`mes non ne´gligeables apparaissent. Notre
e´tude utilise des arguments de [MW1] Annexe III. (Elle est toutefois plus proche du cas
des corps des fonctions.) Nous ne poussons cependant pas l’e´tude de notre identite´ dans
le cas difficile aussi loin que cela a e´te´ fait dans [MW1], puisque d’un coˆte´ les re´sultats
correspondants sont de´ja` connus dans ce cas (il s’agit de repre´sentations ayant un vecteur
invariant par un sous-groupe d’Iwahori) et d’autre part que les calculs peuvent se faire dans
le cas local a` l’aide d’un logiciel. Il nous a donc semble´ que cela ne repre´sente pas beaucoup
d’inte´reˆt d’exposer un calcul qui ne comporte aucune ide´e susceptible de se ge´ne´raliser.
Le principe de ce travail est en quelque sorte analogue a` la de´composition spectrale
de l’espace des formes automorphes sur un corps global qui a son origine dans les travaux
de R.P. Langlands (cf. [L], [MW1]), l’ide´e de de´crire des se´ries discre`tes par des re´sidus
ayant apparamment apparu la premie`re fois dans des travaux de A. Selberg. Signalons
e´galement le travail de E. Opdam [O2] qui effectue une de´composition spectrale dans le
contexte des alge`bres de Hecke affines a` partir de sa formule ge´ne´ratrice pour la trace [O1].
La partie des re´sultats de [O2] qui se traduit en termes de la the´orie des repre´sentations
de groupes p-adiques s’applique donc en particulier a` la se´rie principale non ramifie´e d’un
groupe p-adique semi-simple, en conside´rant les e´le´ments de l’alge`bre d’Iwahori-Hecke.
L’auteur de [O2] en de´duit des informations sur le degre´ formel de ces repre´sentations
(voir e´galement [HO2]). On abordera cette question dans le cadre donne´ par l’article
pre´sent e´ventuellement dans un travail futur.
Remarquons que l’analogue de nos re´sultats dans le cadre de la de´composition spec-
trale de Langlands est toujours un proble`me ouvert, des re´sultats complets n’existant que
pour le groupe G = GLN (F ) (cf. [MW2]).
Survolons alors le contenu de cet article: au paragraphe 1 sont fixe´es les notations. On
y trouve e´galement les de´finitions des diffe´rentes notions attache´es aux hyperplans d’une
orbite inertielle O qui seront centrales dans le reste de ce travail. Le paragraphe 2 sert
a` des rappels des re´sultats de [H1] et sur la formule de Plancherel de Harish-Chandra,
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adapte´s a` nos besoins.
Nous pre´sentons au paragraphe 3 le the´ore`me des re´sidus que l’on appliquera dans
la suite. Sa pre´sentation et sa preuve suivent la me´thode employe´e dans [BS]. Cet article
traitant d’inte´grales sur des espaces vectoriels et non pas sur un produit de tores de C∗,
notre concept de re´sidu ne peut toutefois eˆtre le meˆme. Par ailleurs, les poˆles que nous
rencontrons ne sont pas toujours re´els. Nous donnons donc une preuve assez de´taille´e.
Remarquons que l’article [BS] utilise une nouvelle approche inspire´e de [HO1] et cite [A],
[MW1] et [L], la preuve de l’unicite´ des donne´es de re´sidu e´tant plus indirecte dans le travail
de Langlands (cf. [MW1] V.2.2 Remarques (2) et V.3.13 Remarques (ii)). Mentionnons
e´galement le travail [Mo].
Dans le paragraphe 4, nous analysons de plus pre`s le cadre dans lequel le the´ore`me
des re´sidus sera applique´ ensuite. Nous donnons en particulier plus de de´tails sur les
hyperplans re´siduels qui apparaissent. Graˆce a` une observation que nous avons trouve´e
dans un article de A. Silberger [S3], on peut associer a` ces hyperplans un syste`me de racines.
En faisant usage des proprie´te´s des syste`mes de racines, nous re´e´crivons le the´ore`me de
re´sidus sous une forme qui s’appliquera directement a` notre situation. Le proce´de´ et
l’e´nonce´ sont analogues au re´sultat principal de [BS]. En passant, on e´noncera quelques
lemmes combinatoires sur le groupe de Weyl.
Au paragraphe 5, nous prouvons que, pour D = Dλ un ope´rateur diffe´rentiel holo-
morphe sur a∗M,C a` coefficients constants et τ un e´le´ment de i
G
PEO ⊗ i
G
PE
∨
O, la fonction
DλE
G
P,σλ
(τ), de´finie sur G, correspond au coefficient matriciel d’une repre´sentation admis-
sible de longueur finie dont les sous-quotients irre´ductibles sont a` support cuspidal dans
la classe de W -conjugaison de O. Ce sont de tels termes qui interviennent lors de la
de´sinte´gration de la formule (##).
Dans le paragraphe 6, nous ge´ne´ralisons une proprie´te´ (a` cet endroit conjecturale) de
la transformation (#) a` certaines applications rationnelles ξ˜ a` la place de ξ. Ceci nous
permettra d’identifier par re´currence la partie continue qui apparaˆıt apre`s de´sinte´gration
de (##).
Pour montrer que certains poˆles que nous obtenons apre`s le calcul de (##) s’annulent,
nous utilisons des e´le´ments spe´ciaux de l’espace de Paley-Wiener de G. Une ide´e semblable
a e´te´ utilise´e dans [O2] pour se de´barasser des re´sidus inutiles. Les e´le´ments que nous
utilisons sont de´ja` apparus dans [H1] lors de la preuve de la proposition 0.2. Un rappel
de la de´finition de ces e´le´ments ainsi que la preuve de leurs proprie´te´s particulie`res est le
sujet du paragraphe 7.
L’e´nonce´ et la preuve de notre the´ore`me principal font l’objet du paragraphe 8. Nous
y pre´cisons e´galement la notion de l’ordre d’un poˆle de la fonction µ. Les re´sultats concer-
nant les supports cuspidaux des repre´sentations de carre´ inte´grable de´couleront alors de la
de´composition spectrale et de sa preuve.
On trouvera dans l’annexe A le traitement d’un groupe semi-simple de´ploye´ de type
G2 ”a` la main”. Ceci est l’analogue local du cas e´tudie´ dans [MW1] A.III pour les corps
de nombres comme cela a e´te´ remarque´ ci-dessus.
A la fin, dans l’annexe B, on donne pour la commodite´ du lecteur une preuve du
the´ore`me 8.7 qui est, comme de´ja` signale´, duˆ a` E. Opdam (cf. [O2] theorem 3.29). (On
l’a inse´re´ ici avec l’autorisation de E. Opdam, parce que la preuve dans l’article [O2] est
6
assez concise et re´dige´e dans un langage diffe´rent du noˆtre.)
Nous recommandons au lecteur de continuer la lecture de cet article directement avec
le paragraphe 8 (apre`s avoir e´ventuellement jete´ un coup d’oeil sur les notations pre´sente´es
au paragraphe 1 et sur une revue des re´sultats de [H1] et de la formule de Plancherel au
paragraphe 2), en consultant les paragraphes ante´rieurs au fur et a` mesure.
Lors des diffe´rentes e´tapes de ce travail l’auteur a be´ne´ficie´ d’un se´jour a` l’Institute
for Advanced Study in Princeton en correspondance avec R.P. Langlands (finance´ par une
bourse Feodor-Lynen de la fondation Alex. von Humboldt et par la bourse DMS 97-29992
de la NSF) et d’un se´jour a` l’Universite´ Paris VII en correspondance avec M.-F. Vigne´ras
(finance´ par le Nachkontaktprogramm de la fondation Alex. von Humboldt). Mon tuteur
aupre`s de la fondation Alex. von Humboldt e´tait E.-W. Zink.
A ces occasions et lors d’autres se´jours a` Paris, l’auteur a be´ne´ficie´ de quelques dis-
cussions avec R.P. Langlands, C. Moeglin et J.-L. Waldspurger, ce qui l’a aide´ a` guider ses
de´marches. Il les remercie vivement de lui avoir consacre´ du temps.
Je remercie e´galement P. Ge´rardin et les autres membres de l’e´quipe de The´orie de
Groupes pour le bon accueil en leur sein lors de mes diffe´rents se´jours a` Paris, ainsi que L.
Clozel pour des encouragements.
Mes remerciements vont de meˆme a` W. Hoffmann pour une remarque sur les de´rive´es
de coefficients matriciels et suˆrtout a` E. Opdam qui m’a consacre´ du temps en m’expliquant
son travail et qui a autorise´ l’annexe B.
Ma reconnaissance va finalement a` A. Silberger pour m’avoir communique´ la con-
jecture sur les supports cuspidaux des repre´sentations spe´ciales a` un moment ou` j’e´tais
ignorant et qui m’avait motive´ a` aller au bout de cette de´composition spectrale.
Pour l’examen de´taille´ de mon travail, je remercie tout particulie`rement J.-L. Wald-
spurger.
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1. Notations et pre´liminaires
1.1 Fixons un tore de´ploye´ maximal T0 dans G et un sous-groupe ouvert compact
maximal K de G qui est en bonne position relative a` T0. (De tels groupes s’obtiennent
comme fixateur d’un point spe´cial de l’appartement associe´ a` T0 dans l’immeuble de G.)
On notera M0 le centralisateur de T0 dans G et W =W
G = NormG(T0)/M0 le groupe de
Weyl de´fini relatif a` T0.
Un sous-groupe parabolique P de G sera dit semi-standard, s’il contient T0. Il existe
alors un unique sous-groupe de Levi M de P qui contient T0. On appellera un tel sous-
groupe M de G dans la suite simplement un sous-groupe de Levi semi-standard de G.
Remarquons queM0 est le plus petit sous-groupe de Levi semi-standard. On e´crira souvent
P = MU , si P est un sous-groupe parabolique semi-standard et si M est le sous-groupe
de Levi semi-standard de P . On de´signera par TM le tore de´ploye´ maximal dans le centre
de M . Le sous-groupe parabolique de G qui est oppose´ a` P sera note´ P . (On a donc
P ∩ P =M .)
Si M est un sous-groupe de Levi semi-standard de G, on pose W(M) = {w ∈
W |wMw−1 = M}, et on e´crira W (M) pour le groupe quotient W(M)/WM . On iden-
tifiera ses e´le´ments avec certains e´le´ments de W(M) (par exemple de longueur minimale
dans leur classe a` gauche modulo WM ). Les identite´s qui suivent seront toutefois essen-
tiellement inde´pendantes du choix des repre´sentants.
On notera ΣG(TM ), (resp. Σ
G(P ) (resp. ΣGred(P ))) l’ensemble des racines (resp.
racines re´duites) de TM dans l’alge`bre de Lie de G (resp. U). On omettra souvent l’indice
G si cela ne preˆte pas a` confusion.
1.2 L’ensemble des caracte`res F -rationnels d’un sous-groupe de Levi semi-standard
de G sera note´ Rat(M). On pose a∗M = Rat(M) ⊗Z R et on notera aM l’espace dual. Le
choix d’un sous-groupe parabolique semi-standard P de LeviM de G est e´quivalent a` celui
d’un certain ordre sur a∗M . On notera >P l’ordre qui correspond a` P .
On de´signera par 〈 , 〉 le produit de dualite´ aM × a
∗
M → R. Avec q e´gal au cardinal
du corps re´siduel de F , on de´finit un homomorphisme HM : M → a
∗
M par la relation
〈χ⊗ 1, HM(m)〉 = − logq(χ(m)) pour tout χ ∈ Rat(M) et tout m ∈M .
Lorsque M = M0, on e´crit a
∗
0 a` la place de a
∗
M . On munit l’espace a
∗
0 d’un produit
scalaire invariant pour l’action par W . Pour tout sous-groupe de Levi semi-standard M ,
l’espace a∗M sera muni de la structure euclidienne induite par celle de a
∗
0. SiM
′ est un sous-
groupe de Levi qui contient M , on a une de´composition orthogonale a∗M = a
∗
M ′ ⊕ a
M ′∗
M .
On notera parfois λ = λM ′ + λ
M ′ la de´composition d’un e´le´ment λ de a∗M selon cette
de´composition. On a une de´composition duale aM = aM ′ ⊕ a
M ′
M . Le compose´ de HM avec
la projection de aM sur a
M ′
M sera note´ H
M ′
M .
Pour H un groupe, posons X(H) = Hom(H,C×). Notons |.|F la valeur absolue
normalise´e de F dont le groupe des valeurs est qZ. Pour M un sous-groupe de Levi semi-
standard, posons M1 =
⋂
χ∈Rat(M) ker(|χ|F ). Le groupe quotient M/M
1 est un Z-module
libre de rang e´gal a` celui de TM . On note X
nr(M) = X(M/M1). C’est une varie´te´
alge´brique complexe affine dont les e´le´ments sont appele´s les caracte`res non ramifie´s de M .
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On a une application surjective du complexifie´ a∗M,C de a
∗
M dans X
nr(M) qui associe a` λ
le caracte`re non ramifie´ χλ de M , de´fini par χλ(m) = q
−〈HM (m),λ〉. Sa restriction a` a∗M
est injective, ce qui permet de de´finir la partie re´elle d’un caracte`re non ramifie´, en posant
ℜ(χλ) := ℜ(λ) pour tout λ ∈ a
∗
M,C.
Le sous-groupe de Xnr(M) forme´ des caracte`res unitaires sera note´ Xnr0 (M).
Un ensemble ordonne´ m = (m1, · · · , md) d’e´le´ments deM dont les images moduloM
1
forment une base de ce Z-module sera appele´ une base de M modulo M1. Le choix d’une
telle base de´termine un isomorphisme Xnr(M) → C×, χ 7→ (χ(m1), ..., χ(md)), note´ ηm
ci-dessous. Cet isomorphisme est compatible avec la structure de varie´te´ affine complexe
sur Xnr(M). On pourra alors pre´ciser la notion de fonction polynomiale et rationnelle sur
X
nr(M): une fonction f : Xnr(M) → C sera dite polynomiale, si et seulement s’il existe
un polynoˆme p ∈ C[x1, x
−1
1 , ..., xd, x
−1
d ], tel que f(χ) = p(ηm(χ)) pour tout χ ∈ X
nr(M).
Le polynoˆme p de´pend e´videmment du choix de m. Le cas d’une fonction rationnelle se
traite de manie`re analogue.
Les sous-groupes de Levi minimaux de G contenant M sont en bijection avec les
e´le´ments de Σred(P ). On notera Mα le sous-groupe de Levi semi-standard de G qui
correspond a` un e´le´ment α de Σred(P ). On a une suite exacte courte
1→M1α ∩M/M
1 →M/M1 →Mα/M
1
α → 1
qui prouve que M1α ∩M/M
1 est un Z-module libre de rang 1. Notons hα un e´le´ment de
M1α∩M qui ve´rifie 〈α,HM(hα)〉 > 0 et dont l’image dans M
1
α ∩M/M
1 de´finit une base de
ce module. Notons par ailleurs α∨ l’unique e´le´ment de aM qui est un multiple de HM (hα)
par un re´el > 0 et qui ve´rifie 〈α, α∨〉 = 2, ainsi que α∗ l’unique multiple de α par un re´el
> 0 qui ve´rifie 〈HM (hα), α
∗〉 = 1.
On a une suite exacte duale de la pre´ce´dente donne´e par
1→ Xnr(Mα)→X
nr(M)→ X(M1α ∩M/M
1)→ 1,
la premie`re application e´tant la restriction a` M et la deuxie`me l’e´valuation en hα. Cette
suite exacte courte est scinde´e: il suffit de prolonger hα en une base m = (hα, m2, ..., md)
de M modulo M1. Une section sm : X(M
1
α ∩ M/M
1) → Xnr(M) s’obtient alors, en
associant a` χ l’e´le´ment de Xnr(M) qui vaut χ(hα) en hα et 1 en tout mj , j = 2, · · · , d. Il
n’est pas possible de de´finir un scindage ”canonique”.
1.3 Fixons une repre´sentation irre´ductible cuspidale (σ, E) d’un sous-groupe de Levi
semi-standard M de G. L’orbite inertielle de σ est l’ensemble O = Oσ forme´ des classes
d’e´quivalence des repre´sentations σ ⊗ χ avec χ parcourant Xnr(M). On e´crira O0 = Oσ,0
pour le sous-ensemble de O forme´ des classes d’e´quivalence des repre´sentations unitaires.
On a sur O (resp. O0) une structure de varie´te´ alge´brique complexe (resp. analytiques
re´elle) de´duite de sa structure d’espace principal homoge`ne sous Xnr(M) (resp. Xnr0 (M)).
Pour tout σ ∈ O, il existe un unique caracte`re non ramifie´ χλ de X
nr(M) avec λ ∈ a∗M ,
tel que σ ⊗ χ−1λ soit une repre´sentation unitaire. On e´crira ℜ(σ) := λ, ℑ(σ) = σ ⊗ χ−λ.
On notera ℜM ′(σ) la projection de ℜ(σ) sur a
∗
M ′ et ℑM ′(σ) = σ ⊗ χ−ℜM′ (σ).
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Le symbole EO de´signera parfois un espace vectoriel complexe dans lequel se re´alisent
les repre´sentations dans O. On notera W (M,O) le sous-groupe de W (M) forme´ des
e´le´ments w qui ve´rifient wO = O. Si M ′ est un sous-groupe de Levi qui contient M ,
StabM ′(σ) ou StabM ′(O) de´signera le sous-groupe de X
nr(M ′) forme´ des caracte`res non
ramifie´s χ ve´rifiant σ ⊗ χ ≃ σ (pour un e´le´ment σ de O). Si M ′ =M , on omettra parfois
l’indice M .
Une fonction complexe f sur O sera dite polynomiale (resp. rationnelle), si la fonction
X
nr(M)→ C, χ 7→ f(σ ⊗ χ) est polynomiale (resp. rationnelle). De meˆme, on de´finira la
notion de fonction lisse sur O0.
On notera iGP le foncteur de l’induction parabolique normalise´e qui envoie les repre´sen-
tations unitaires sur des repre´sentations unitaires. De´signons par Eχ l’espace E muni de la
repre´sentation σ⊗χ. Notons iKP∩KE l’espace des fonctions f : K → E invariantes a` droite
par un sous-groupe ouvert de K et ve´rifiant f(muk) = σ(m)f(k) pour tout m ∈ M ∩K,
u ∈ U ∩K et k ∈ K. La restriction a` K de´finit pour tout caracte`re non ramifie´ χ de M un
isomorphisme entre iGPEχ et i
K
P∩KE. Ainsi toutes les repre´sentations i
G
P (σ⊗χ) se re´alisent
dans le meˆme espace iKP∩KE.
Ceci permet de de´finir la notion un peu subtile d’une application polynomiale ou
rationnelle sur O a` valeurs dans iKP∩KE⊗i
K
P ′∩KE
∨ (E∨ de´signant la contragre´diente de E)
etc. (cf. [W] VI.1). (Ce sont des applications ve´rifiant une certaine proprie´te´ d’invariance
par rapport a` Stab(O).) Si V est un tel espace, on notera P(O, V ) l’espace des applications
polynomiales de O dans V dont l’image est incluse dans un sous-espace de dimension finie.
1.4 Lorsque M est un sous-groupe de Levi semi-standard de G et que σ est une
repre´sentation irre´ductible lisse d’un sous-groupe de Levi semi-standard de M , on pose
Oσ,M = {σ ⊗ χ|χ ∈ X
nr(M)}. On appelle cet espace l’orbite inertielle de σ sous M ou
relative a` M . Une application ψ : Oσ,M → C sera dite polynomiale (resp. rationnelle), si
l’application Xnr(M)→ C, χ 7→ ψ(σ ⊗ χ) est polynomiale (resp. rationnelle).
Fixons maintenant M et σ. Un sous-espace affine (radiciel) de Oσ,M sera pour nous
un espace de la forme Oσ′,M ′ avec σ
′ ∈ Oσ,M et M
′ un sous-groupe de Levi de G qui
contient M . Lorsque M ′ = Mα avec α ∈ Σ(TM ) et que la re´fe´rence a` M paraˆıt e´vidente,
on e´crira simplement Oσ′,α. (C’est par exemple le cas, si σ
′ est une repre´sentation de
M .) Un tel espace sera appele´ un hyperplan affine (radiciel) de Oσ,M . On munira Oσ,α
implicitement de l’orientation dans O de´termine´e par α.
On pose ℜ(Oσ′,M ′) = ℜ(σ
′) + a∗M ′ . (C’est l’ensemble des parties re´elles des e´le´ments
dans Oσ,M ′ .) On dira que M
′ est le sous-groupe de Levi associe´ a` A = Oσ′,M ′ ou a`
L = ℜ(Oσ′,M ′). On le notera MA ou ML.
Remarquons que, par de´finition de O, les e´le´ments de ℜ(O) ont tous la meˆme projec-
tion sur aM∗0 . On appellera cet e´le´ment l’origine de ℜ(O) et on le notera r(O). (Si O est
forme´ de repre´sentations de M , alors r(O) = 0.) C’est l’e´le´ment de ℜ(O) qui est le plus
proche de l’origine de a∗0 pour la structure euclidienne de´finie sur cet espace.
Pour α ∈ Σ(TM ), c ∈ C, de´signons par Hα,c l’hyperplan de a
∗
M donne´ par {λ ∈
a∗M ′ |〈λ, α
∨〉 = c} et muni de l’orientation donne´e par α. Remarquons que l’on a, en posant
c = 〈ℜ(σ′), α∨〉, l’e´galite´ ℜ(Oσ′,α) = Hα,c.
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Conside´rons maintenant un ensemble fini S d’hyperplans affines radiciels de Oσ,M . On
va y associer plusieurs objets: on notera A(S) l’ensemble forme´ des sous-espaces affines de
O qui sont les composantes connexes des intersections de sous-ensembles finis ou vides de
S. On conside´rera e´galement l’ensemble H = H(S) forme´ des parties re´elles des hyperplans
dans S. C’est un ensemble fini d’hyperplans affines de l’espace affine r(O) + a∗M . On y
associe l’ensemble L := L(H) := L(S) dont les e´le´ments sont les sous-espaces affines de
r(O) + a∗M obtenus en intersectant les e´le´ments d’un sous-ensemble (fini ou vide) de H.
Lorsque A est un sous-espace affine radiciel de Oσ,M (resp. L un sous-espace affine
radiciel de r(O) + a∗M ), on pose SA = {S ∈ S |S ⊇ A} (resp. HL = {L ∈ L |H ⊇ L}).
On de´signera par S(A) (resp. H(L)) l’ensemble fini d’hyperplans affines de A (resp. L)
dont les e´le´ments sont les composantes connexes des espaces non vides de la forme S ∩ A
avec S ∈ S−SA (resp. H ∩ L avec H ∈ H−HL). On pose AS,reg := A −
⋃
S∈S(A) S et
LS,reg := LH,reg := L −
⋃
H∈H(L)H. Quand cela ne preˆte pas a` confusion, on e´crira plus
simplement Areg et Lreg.
L’e´le´ment de L qui est le plus proche de l’origine r(O) de ℜ(O) (de´finie ci-dessus)
pour la structure euclidienne induite par celle sur a∗0 sera note´ r(L). Si L est la partie
re´elle de A ∈ A(S), alors on pose r(A) := r(L).
Si C est une composante connexe de L, et si H ∈ H(L) est tel que la cloˆture C de C
ait une intersection non vide avec H, on appelle l’inte´rieur de H ∩C une face de C. Cette
face est alors e´gale a` C ∩HH(H),reg. Deux composantes connexes C1 et C2 de Lreg seront
dites adjacentes, si elles ont une face en commun. Cette face est alors unique. Notons H
l’unique e´le´ment de H(L) qui contient cette face commune. De tout point de C1 a` tout
point de C2 il existe un chemin qui ne coupe
⋃
H′∈H(L)H
′ qu’en un point re´gulier de H.
1.5 Soit P = MU un sous-groupe parabolique semi-standard de G et (π, V ) une
repre´sentation lisse de M . On notera EGP,π l’application line´aire i
K
P∩KV ⊗ i
K
P∩KV
∨ →
C∞(G) qui associe a` v⊗v∨ le coefficient matriciel g 7→ 〈(iGPπ)(g)v, v
∨〉 de la repre´sentation
iGPπ. On omettra l’indice π parfois pour e´crire plus simplement E
G
P , si cela ne preˆte pas a`
des confusions.
Si O est l’orbite inertielle d’une repre´sentation irre´ductible cuspidale de M , et si ξ
est une application rationnelle sur O a` valeurs dans iKP∩KV ⊗ i
K
P∩KV
∨, alors, pour tout
g ∈ G, la fonction σ 7→ EGP,σ(ζ(σ))(g) est polynomiale sur O, i.e. dans P(O,C). L’assertion
analogue vaut pour ξ rationnelle.
Nous conside´rerons deux classes d’ope´rateurs d’entrelacement:
Si w est un e´le´ment de W , nous de´signerons pour toute repre´sentation (π, Eπ) de M
par λ(w) l’isomorphisme iGPEπ → i
G
wPwEπ entre les repre´sentations i
G
Pπ et i
G
wPwπ donne´
par v 7→ v(w−1.).
Soit P ′ = MU ′ un autre sous-groupe parabolique semi-standard de Levi semi-standard
M . Soit O l’orbite inertielle d’une repre´sentation irre´ductible de M . Pour π ∈ O, no-
tons vπ l’image d’un e´le´ment de i
K
P∩KEO dans l’espace i
G
PEπ. On de´finit l’ope´rateur
d’entrelacement JP |P ′ dans un coˆne ouvert de O pour tout v ∈ i
K
P ′∩KEO, k ∈ K par
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l’inte´grale convergente
(JP |P ′(π)v)(k) =
∫
U∩U ′\U ′
vπ(u
′k)du′.
Par prolongement analytique, on en de´duit un ope´rateur rationnel sur O a` valeurs dans
HomC(i
K
P ′∩KEO, i
K
P∩KE
∨
O) qui de´finit en tout point re´gulier π de O un homomorphisme
e´quivariant entre les repre´sentations iGPπ et i
G
P ′π (cf. [W] chapitre IV.1). Lorsque O est
l’orbite inertielle d’une repre´sentation irre´ductible tempe´re´e, l’inte´grale converge pour tout
π avec ℜ(π) >P ′ 0 (cf. [W] chapitre IV.2).
En particulier, la fonction O → C, π 7→ EGP,π(JP |P ′(π)ξ(π))(g) est rationnelle pour
tout ξ ∈ P(O, iKP ′∩KEO ⊗ i
K
P∩KE
∨
O) et tout g ∈ G.
Pour O l’orbite inertielle (resp. inertielle unitaire) d’une repre´sentation irre´ductible
cuspidale (resp. de carre´ inte´grable) d’un sous-groupe de Levi semi-standard de G et P , P ′
deux sous-groupes paraboliques semi-standard de facteur de Levi M , on notera µP |P ′ la
fonction rationnelle surO telle que µP |P ′(π)JP |P ′(π)JP ′|P (π) soit l’endomorphisme identite´
pour tout point re´gulier π de O. Si P = P , on e´crira µ = µP |P . (Cette fonction ne de´pend
en effet pas du choix de P (cf. [W] chapitre IV).) La fonction µ est invariante pour l’action
par W (cf. [W] V.2.1).
1.6 Pour tout r ∈ a∗M ′ et tout sous-groupe de Levi semi-standard M
′ ⊇ M , posons
Oσ,M ′,r = {σ
′ ∈ Oσ,M ′ |ℜM ′(σ
′) = r}. Munissons Xnr0 (TM ′) d’une mesure de Haar de
masse totale 1, Xnr0 (M
′) d’une mesure pour laquelle la restriction Xnr0 (M
′) → Xnr0 (TM ′)
conserve localement les mesures et Oσ,M ′,0 d’une mesure telle que l’applicaton X
nr
0 (M
′)
→ Oσ,M ′,0, χ 7→ σ ⊗ χ, conserve localement les mesures. Si ψ est une fonction rationnelle
sur Oσ,M ′ qui est re´gulie`re sur Oσ,M ′,r, on notera
∫
Oσ,M′,r
ψ(σ′)dℑM ′(σ
′) l’inte´grale
∫
Oσ,M′,0
ψ(σ′ ⊗χr)dσ
′. On e´crira e´galement
∫
ℜ(σ′)=r0
ψ(σ′)dAℑ(σ
′) avec A = Oσ,M ′ et r0 = r(A)+
r.
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2. Formule de Plancherel et the´ore`me de Paley-Wiener
2.1 On notera Θ l’ensemble des couples (P,O) forme´s d’un sous-groupe parabolique
semi-standard P = MU et de l’orbite inertielle O d’une repre´sentation irre´ductible cuspi-
dale de M . Si f est un e´le´ment de l’espace C∞c (G) des fonctions lisses a` support compact
sur G, sa transforme´e de Fourier par rapport a` (P,O) ∈ Θ, σ ∈ O, note´e f̂(P, σ), est un
e´le´ment de EndC(i
K
P∩KEO) de´fini par
f̂(P, σ)v := (iGPσ)(f)v =
∫
G
f(g)(iGPσ(g)v) dg.
On obtient ainsi une application polynomiale f̂(P,O) : O → iKP∩KEO ⊗ i
K
P∩KE
∨
O, σ 7→
f̂(P, σ), ou` on a identifie´ iKP∩KEO ⊗ i
K
P∩KE
∨
O a` un sous-espace de EndC(i
K
P∩KEO).
2.2 Fixons un e´le´ment (P,O) de Θ. On a prouve´ dans [H1], proposition 2.1, que, si ξ
est une application polynomiale sur O a` valeurs dans un sous-espace de dimension finie de
iK
P∩K
EO ⊗ i
K
P∩KE
∨
O, alors la fonction fξ : G→ C de´finie avec deg(σ) e´gal au degre´ formel
de σ par
fξ(g) := γ(G/M)
∫
ℜ(σ)=r≫P 0
deg(σ)EGP,σ((J
−1
P |P
⊗ 1)(σ)ξ(σ))(g−1)dOℑ(σ)
est lisse a` support compact. (Ici la notation r ≫P 0 signifie e´videmment que r est tre`s
positif dans la chambre de Weyl de P dans a∗M .)
Si (P ′,O′) ∈ Θ et si aucun e´le´ment de O n’est conjugue´ a` un e´le´ment de O′, alors
f̂ξ(P
′,O′) = 0 (cf. [H1] proposition 2.4.1). Pour σ ∈ O, on a l’identite´ de fonctions
rationnelles (cf. [H1] proposition 2.3)
f̂ξ(P, σ) =
∑
w∈W (M,O)
(JP |wP (σ)λ(w)⊗ JP |wP (σ
∨)λ(w))ξ(w−1σ).
2.3 L’espace de Paley-Wiener PW (G) est par de´finition l’image de C∞c (G) par trans-
formation de Fourier. Plus pre´cise´ment, un e´le´ment ϕ = (ϕP,O)(P,O) de
⊕
(P,O)∈Θ
P(O,
iKP∩KEO ⊗ i
K
P∩KE
∨
O) est dans PW (G), si et seulement s’il existe f ∈ C
∞
c (G), tel que
ϕP,O = f̂(P,O) pour tout (P,O) ∈ Θ.
Il est prouve´ dans [H1] (cf. the´ore`me 0.1) que ϕ = (ϕP,O)(P,O) est dans PW (G), si et
seulement si
(i) pour tout (P,O) ∈ Θ et tout w ∈WG, on a λ(w)ϕP,O = ϕwP,wOλ(w); et si
(ii) pour tout (P,O), (P ′,O′) ∈ Θ, on a l’identite´ de fonctions rationnelles
JP ′|P (σ)ϕP,O(σ) = ϕP ′,O(σ)JP ′|P (σ).
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La preuve de ce the´ore`me utilise les re´sultats rappele´s au nume´ro pre´ce´dent ainsi que
le fait (cf. [H1] lemme 0.2) que, si la famille ϕ = (ϕP,O)(P,O) ve´rifie les proprie´te´s (i) et
(ii), il existe une application polynomiale ξϕP,O : O → i
K
P∩K
EO ⊗ i
K
P∩KEO∨ telle que
ϕP,O(σ) =
∑
w∈W (M,O)
(JP |wP (σ)λ(w)⊗ JP |wP (σ)λ(w))ξϕP,O(w
−1σ).
L’e´le´ment de C∞c (G) qui correspond a` ϕ est de´termine´ de fac¸on unique (cf. [H1] corollaire
3.1.2). On le notera fϕ.
2.4 Fixons maintenant ϕ = (ϕP,O)(P,O) ∈ PW (G) et (P,O) ∈ Θ. Soit σ ∈ O et soit
P ′ = M ′U ′ un sous-groupe parabolique semi-standard de G contenant P . Soit (π, V ) une
repre´sentation de M ′ qui est un sous-quotient de iM
′
P∩M ′σ. Alors, comme ϕP,O(σ) laisse
- comme transforme´e de Fourier d’un e´le´ment de C∞c (G) - invariants les sous-espaces G-
e´quivariants de iGPE, cet endomorphisme de´finit par passage au quotient un endomorphisme
iGP ′V → i
G
P ′V . Notant Oπ,M ′ l’orbite de π sous M
′, ϕP,O induit ainsi une application
polynomiale Oπ,M ′ → i
K
P ′∩KV ⊗ i
K
P ′∩KV
∨ que l’on notera ϕP ′,Opi,M′ . On de´signera sa
valeur en π′ ∈ Oπ,M ′ parfois par ϕ(P
′, π′). Elle est e´gale a` l’endomorphisme (iGP ′π
′)(fϕ).
2.5 Notons Θ2 l’ensemble des couples (P,O0) forme´ d’un sous-groupe parabolique
semi-standard P =MU et de l’orbite inertielle unitaire O0 d’une repre´sentation irre´ducti-
ble de carre´ inte´grable de M . Si (P,O) ∈ Θ, on note Θ2(O) le sous-ensemble de Θ2 forme´
des couples (P ′ = M ′U ′,O′0) ∈ Θ2 tels que M
′ ⊇ M et que le support cuspidal de tout
e´le´ment de O′0 soit donne´ par la classe de W
M ′ -conjugaison d’un e´le´ment de O.
Soit maintenant ϕ un e´le´ment de PW (G) tel que ϕP ′,O′ = 0 sauf si O
′ est conjugue´
a` O. Appelons deux couples (P ′ = M ′U ′,O′0) et (P
′′ = M ′′U ′′,O′′0) de Θ2(O) associe´s,
s’il existe w ∈ W tel que wM ′ = M ′′ et wO′0 = O
′′
0 . Rappelons que W (M,O) de´signe
l’ensemble des w ∈W (M) tels que wO = O. Avec γ(G/M) une constante (de´finie dans [W]
I.1), la formule de Plancherel de Harish-Chandra donne alors (cf. [W] the´ore`me VIII.1.1)
fϕ(g) =
∑
(P ′=M ′U ′,O′0)∈Θ2(O)/ass
γ(G/M ′)|W (M ′,O′0)|
−1 (2.5.1)
∫
O′0
deg(π′)EGP ′,π′(ϕ(P
′, π′))(g−1)µ(π′)dπ′.
La somme des termes indexe´ par des couples (P ′,O′0) avec P
′ 6= G sera appele´e la partie
continue de la formule de Plancherel. La somme des autres termes sera la partie discre`te.
14
3. The´ore`me des re´sidus
3.1 Fixons un sous-groupe de Levi semi-standard M de G. Soit O l’orbite inertielle
sousM d’une repre´sentation irre´ductible cuspidale d’un sous-groupe de Levi semi-standard
de M . Fixons par ailleurs un ensemble fini S d’hyperplans affines radiciels de O. On
conside´rera dans la suite de ce paragraphe l’espace O muni de cet ensemble d’hyperplans.
On note R(O,S) l’ensemble des fonctions rationnelles ψ sur O qui sont re´gulie`res sur
Oreg := O−
⋃
S∈S S. Posons A = A(S), H = H(S) et L = L(S) (cf. 1.4 pour la de´finition
de ceci).
3.2 Pour donner des e´quations pour les hyperplans affines radiciels, explicitons des
e´le´ments particuliers de M .
Lemme: Soit α ∈ Σred(P ). Il existe une puissance h˜α de hα par un entier > 0 tel
que χ ∈Xnr(M) ve´rifie χ(h˜α) = 1 si et seulement si χ ∈ StabM (O)X
nr(Mα).
Preuve: Soit m > 0 minimal tel que χ(hmα ) = 1 pour tout χ ∈ StabM (O). Montrons
que h˜α := h
m
α ve´rifie les proprie´te´s de l’e´nonce´. Comme hα ∈ M
1
α, on a e´videmment
χ′(hα) = 1 pour tout χ
′ ∈ Xnr(Mα), d’ou` l’une des deux implications. Soit χ ∈ X
nr(M)
avec χ(hmα ) = 1. Ceci implique que χ(hα) est une racine m
e`me de l’unite´. Par minimalite´
de m, il existe χ1 dans StabM (O) avec χ1(hα) = χ(hα). Il en suit que (χχ
−1
1 )(hα) = 1. Il
en re´sulte alors par choix de hα et 1.2 que χχ
−1
1 ∈X
nr(Mα). ✷
On e´crira α˜ pour le multiple de α par un re´el > 0 tel que 〈HM (h˜α), α˜〉 = 1.
Corollaire: Soit σ ∈ O. Alors, pour que χ ∈Xnr(M) ve´rifie σ ⊗ χ ∈ Oσ,α, il faut et
il suffit que χ(h˜α) = 1.
Preuve: On a σ ⊗ χ ∈ Oσ,α, si et seulement s’il existe χ
′ ∈ Xnr(Mα) tel que σ ⊗ χ ≃
σ ⊗ χ′. Ceci e´quivaut a` χχ′−1 ∈ Stab(σ), d’ou` χ ∈ Stab(σ)Xnr(Mα), ce qui e´quivaut a`
χ(h˜α) = 1 par le lemme. ✷
3.3 Lemme: Soient A′ et A′′ deux sous-espaces affines de O, A′′ 6⊆ A′. Alors il
existe une fonction polynomiale sur O qui est identiquement nulle sur A′ et qui n’est pas
identiquement nulle sur A′′.
Preuve: Notons M ′ et M ′′ les sous-groupes de Levi semi-standard de G associe´s a` A′
et A′′ respectivement (cf. 1.4). Si M ′ 6⊆ M ′′, il existe α ∈ Σred(TM ) avec Mα ⊆ M
′ et
Mα 6⊆ M
′′. On en de´duit l’existence d’un hyperplan Oσ,α avec A
′ ⊆ Oσ,α et A
′′ 6⊆ Oσ,α.
On peut alors prendre le polynoˆme de´crivant Oσ,α explicite´ dans 3.2.
Si M ′ ⊆ M ′′, on se rame`ne a` M ′ = M ′′, en remplacant A′′ par un sous-espace affine
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de O plus grand qui n’est pas contenu dans A′. Les arguments dans l’exemple 2, V.1.2
dans [MW1] se ge´ne´ralisent alors et donnent un polynoˆme ade´quat sur O. ✷
3.4 Pour σ ∈ O, m ∈ M , posons pσ,m : O → C, σ ⊗ χ 7→ (χ(m) − 1), lorsque cette
fonction est bien de´finie. Si m = h˜α avec α ∈ Σ(TM ), on e´crira pσ,α ou encore pOσ,α . Il
re´sulte de 3.2 que Oσ,α est l’ensemble des e´le´ments de O en lesquels pσ,α s’annule.
Pour H = Hα,c un hyperplan affine radiciel de a
∗
M et λ ∈ a
∗
M , on pose pH(λ) =
pα,c(λ) = 〈α
∨, λ〉.
Si ψ ∈ R(O,S), alors il existe pour tout S = Oσ,α ∈ S un unique entier d = dσ,α(ψ) =
dS(ψ), tel que σ
′ 7→ pσ,α(σ
′)dψ(σ′) soit re´gulie`re et non identiquement nulle sur (Oσ,α)reg.
Si dσ,α(ψ) ≥ 1, on parlera d’un poˆle d’ordre dσ,α(ψ). Si dσ,α(ψ) ≤ −1, on parlera d’un
ze´ro d’ordre −dσ,α(ψ).
Si S contient tous les hyperplans singuliers de ψ et de 1/ψ, on appelle, pour σ ∈ O,
dσ(ψ) :=
∑
S∈S,σ∈S dS(ψ) l’ordre de ψ en σ. Si d = dσ(ψ) > 0, on parle d’un poˆle d’ordre
d, et, si d < 0, d’un ze´ro d’ordre −d.
De´finition: Pour σ′ ∈ (Oσ,α)reg, on pose (ResOσ,α ψ)(σ
′) = Resz=0 ψ(σ
′ ⊗ χ
zα˜
) (en se
rappelant que Oσ,α est muni d’une orientation donne´e par α). La fonction ResOσ,α ψ est
donc de´finie sur un ouvert Zariski dense de Oσ,α.
3.5 Pour σ′ ∈ O et ψ ∈ R(O,S), notons ψσ la fonction me´romorphe sur a
∗
M,C, donne´e
par λ 7→ ψσ′(λ) := ψ(σ
′ ⊗ χλ). Notons Dα˜ la de´rive´e en direction de α˜.
Lemme: Supposons que ψ ait un poˆle d’ordre d ≥ 1 sur Oσ,α. Alors, pour tout
σ′ ∈ (Oσ,α)reg, on a
(ResOσ,α ψ)(σ
′) =
1
(d− 1)!
(Dd−1
α˜
(〈λ,HM (h˜α)〉
dψσ′(λ)))|λ=0.
En particulier, la fonction ResOσ,α ψ est rationnelle.
Preuve: Par de´finition, (ResOσ,α ψ)(σ
′) = (Resz=0 ψ)(σ
′ ⊗ χ
zα˜
). Comme χ
zα˜
(h˜α) −
1 = q−z − 1 admet un ze´ro d’ordre 1 en z = 0, on trouve (Resz=0 ψ)(σ
′ ⊗ χ
zα˜
) =
1
(d−1)!
( d
dz
)d−1(〈zα˜,HM(h˜α)〉
dψσ′(zα˜))|z=0. Ceci est bien e´gal a` l’expression dans l’e´nonce´.
✷
3.6 Soient C1 et C2 deux composantes connexes adjacentes de ℜ(O)reg. Notons Hα,c
l’hyperplan affine qui les se´pare (cf. 1.4) muni de l’orientation donne´e par α. On dira que
Ci est ne´gatif (resp. positif) pour (l’orientation de) Hα,c, si les e´le´ments de Ci ve´rifient
〈α∨, λ〉 < c (resp. 〈α∨, λ〉 > c).
Proposition: Soit ψ dans R(O,S). Soient C1 et C2 deux composantes connexes
adjacentes dans ℜ(O)reg se´pare´es par Hα,c et supposons C1 ne´gatif et C2 positif pour Hα,c.
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Pour r1 ∈ C1, r2 ∈ C2 et r12 dans la face commune de C1 et C2, on a alors, modulo une
constante κ > 0 qui ne de´pend pas de ψ,
∫
ℜ(σ)=r2
ψ(σ)dOℑ(σ)−
∫
ℜ(σ)=r1
ψ(σ)dOℑ(σ) = κ
∑
S
∫
ℜ(σ)=r12
(ResS ψ)(σ)dSℑ(σ),
la somme portant sur les hyperplans S ∈ S de partie re´elle Hα,c.
Preuve: Posons M ′ = Mα. Comme les inte´grales ne de´pendent pas du choix de
rj ∈ Cj , on peut supposer que r2− r1 soit un multiple de α˜ par un re´el > 0 et que r12 soit
sur la droite reliant r1 et r2. Fixons σ0 ∈ O tel que la projection de ℜ(σ0) sur a
∗
M soit 0.
Posons rj,α = 〈HM (h˜α), rj〉. Par choix de r1, r2 et r12, ils ont la meˆme projection sur a
∗
M ′
que l’on note r′. On obtient alors, avec κ une constante positive qui de´pend uniquement
du choix des mesures que
∫
ℜ(σ)=r2
ψ(σ)dOℑ(σ)−
∫
ℜ(σ)=r1
ψ(σ)dOℑ(σ)
=κ(
log q
2π
∫ 2pi
log q
0
∫
Oσ0,M′,r′
ψ(σ ⊗ χ
(r2,α+it)α˜
)dℑM ′(σ)dt
−
log q
2π
∫ 2pi
log q
0
∫
Oσ0,M′,r′
ψ(σ ⊗ χ
(r1,α+it)α˜
)dℑM ′(σ)dt)
(cf. 1.6 pour la de´finition de Oσ0,M ′,r′ et celle de l’inte´grale inte´rieure).
Choisissons θ tel que, pour tout σ ∈ Oσ0,M ′,r′ , σ ⊗ χ(iθ+r12)α˜ ne soit sur aucun
hyperplan singulier de partie re´elle Hα,c. La diffe´rence des inte´grales est alors e´gale a`
log q
2π
∫ θ+ 2pilog q
θ+0
∫
Oσ0,M′,r′
ψ(σ ⊗ χ
(r2,α+it)α˜
)dℑM ′(σ)dt
−
log q
2π
∫ θ+ 2pilog q
θ+0
∫
Oσ0,M′,r′
ψ(σ ⊗ χ
(r1,α+it)α˜
)dℑM ′(σ)dt
Posons f(z) =
∫
Oσ0,M′,r′
ψ(σ ⊗ χ
zα˜
)dℑM ′(σ) pour tout z ∈ C pour lequel cette expression
fait un sense. Ceci de´finit une fonction me´romorphe sur C. Comme f(r+ iθ) = f(r+ i(θ+
2π/ log q)) pour r1,α ≤ r ≤ r2,α, l’expression ci-dessus est e´gale a` l’inte´grale de
1
i f(z) le
long du contour Γ ci-dessous, le facteur 1
i
venant du fait que l’on inte`gre ci-dessus le long
du chemin t 7→ it.
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Pour tout S ∈ S de partie re´elle Hα,c, il existe un unique nombre complexe cS de
partie imaginaire dans ]θ, θ+2π[, tel que S soit l’orbite de σ0⊗χcSα˜ sous M
′. Suite a` nos
hypothe`ses, ℜ(cS) = r12,α.
L’expression ci-dessus devient alors
1
2πi
∫
Γ
(
∫
Oσ0,M′,r′
ψ(σ ⊗ χ
zα˜
) dℑM ′(σ)) dz
=
1
2πi
∫
Oσ0,M′,r′
(
∫
Γ
ψ(σ ⊗ χ
zα˜
) dz) dℑM ′(σ)
=
1
2πi
∫
Oσ0,M′,r′
2πi
∑
S
(Resz=cS ψ)(σ ⊗ χzα˜) dℑM ′(σ)
Pour trouver l’expression de l’e´nonce´, il reste a` remarquer que
(Resz=cS ψ)(σ
′ ⊗ χ
zα˜
) = (Resz=0 ψ)(σ
′ ⊗ χ
(z+cS)α˜
) = (ResS ψ)(σ
′).
✷
3.7 Soit A ∈ A(S) et soit D = (S0, ..., Sh) un ensemble ordonne´ d’e´le´ments de A(S)
avec S0 = O, Si hyperplan affine radiciel de Si−1 pour i = 1, · · · , h et Sh = A, ou` on suppose
par ailleurs implicitement que Si soit muni d’une orientation en tant qu’hyperplan affine
de Si−1. On pose ResD(ψ) = ResSh(ResSh−1(· · ·ResS1 ψ)). L’ope´rateur ResD sera appele´
un ope´rateur re´sidu en A sur O relatif a` S. Une donne´e de re´sidu en A sur O relative a`
S, note´e ResA, sera alors une combinaison line´aire a` coefficients re´els d’ope´rateurs re´sidus
en A.
Remarque: A l’aide d’une re´currence, on de´duit facilement de la de´finition d’un
ope´rateur re´sidu et du lemme 3.5 que tout ope´rateur re´sidu en A de´finit une applica-
tion line´aire R(O,S) dans R(A, S(A)). Il en est alors de meˆme d’une donne´e de re´sidu en
A.
Pour d ∈ NS, notons R(O,S, d) le sous-espace de R(O,S) forme´ des applications
rationnelles ψ telles que dS(ψ) ≤ dS pour tout S ∈ S (cf. 3.4 pour la de´finition de dS(ψ)).
Proposition: Soit A ∈ A(S) et soit ResA une donne´e de re´sidu en A sur O relative
a` S. Soit d ∈ NS et soit M ′ = MA le sous-groupe de Levi associe´ a` A. Alors il existe un
ope´rateur diffe´rentiel holomorphe D = Dλ sur a
M ′
M,C a` coefficients re´els constants, tel que
pour tout ψ ∈ R(O,S, d) et tout σ ∈ Areg, on ait
(ResAψ)(σ) = Dλ((
∏
S∈SA
pdSℜ(S)(λ))ψσ(λ))|λ=0.
(avec ψσ de´finie en 3.5).
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Preuve: Il suffit de conside´rer le cas ou` ResA est un ope´rateur re´sidu en A. Il existe
donc un ensemble ordonne´ D = (S0, · · · , Sh) de sous-espaces affines dans O avec S0 = O,
Si hyperplan de Si−1 pour i = 1, · · · , h et Sh = A, tel que ResA = ResD. On va effectuer
une re´currence sur h. Si h = 0, il n’y a rien a` montrer. Sinon, posons A′ = Sh−1 et
D′ = (S0, · · · , Sh−1). On a donc ResA = ResSh ◦ ResD′ . Posons M
′ = MA′ . Soit α
la racine positive dans Σ(TM ′) telle que M
′
α soit le sous-groupe de Levi associe´ a` A et
qui refle`te l’orientation de A en tant qu’hyperplan de A′. Par hypothe`se de re´currence, il
existe un ope´rateur diffe´rentiel holomorphe a` coefficients re´els constants D′ sur aM
′∗
M,C, tel
que, pour tout ψ ∈ R(O,S, d), on ait
(ResA′ψ)(σ ⊗ χzα˜) = D
′((
∏
S∈SA′
pdSℜ(S)(λ))ψσ(λ+ zα˜))|λ=0
pour σ ∈ Areg et z ∈ C tel que σ ⊗ χzα˜ ∈ A
′
reg. Posons p(λ) =
∏
S∈SA− SA′
pdSℜ(S)(λ) pour
λ ∈ a∗M,C.
Par la re`gle de Leibniz, il existe des polynoˆmes Qj a` coefficients re´els sur a
∗
M et des
ope´rateurs diffe´rentiels Dj sur a
M ′∗
M holomorphes a` coefficients re´els constants, tels que l’on
ait pour z 6= 0, mais pre`s de 0, et toute fonction f me´romorphe sur aM
′∗
M et holomorphe
en 0, avec m un certain entier ≥ 0,
D′(p(λ+ zα˜)−1f(λ))|λ=0 = p(zα˜)
−m
∑
j
Qj(zα˜)(Djf(λ))|λ=0.
On en de´duit que
(ResA′ψ)(σ ⊗ χzα˜) = p(zα˜)
−m
∑
j
Qj(zα˜)Dj((
∏
S∈SA
pdSℜ(S)(λ+ zα˜))ψσ(λ+ zα˜))|λ=0.
On observe alors qu’il existe un entierm′ et une constante c ∈ R tels que p(zα˜) = czm
′
,
et on trouve, puisque les fonctions de la forme Dj(.)|λ=0 dans l’expression ci-dessus sont
re´gulie`res en z = 0,
ResSh(ResA′ψ)(σ) = Resz=0(ResA′ψ)(σ ⊗ χzα˜) =
1
(mm′ − 1)!
[(
d
dz
)mm
′−1c−m
∑
j
Qj(zα˜)Dj((
∏
S∈SA
pdSℜ(S)(λ+ zα˜))ψσ(λ+ zα˜))|λ=0]|z=0.
En appliquant de nouveau la re`gle de Leibniz, on obtient une expression du type voulu,
en se rappelant que les polynoˆmes Qj sont a` coefficients re´els. ✷
3.8 Les re´sultats techniques de ce nume´ro seront utiles avec ceux de 3.7 pour e´tablir
des proprie´te´s d’unicite´ des donne´es de re´sidu.
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Par ce qui a e´te´ explique´ en 1.2, on peut introduire des variables z1, · · · , zn surX
nr(M)
de´ployant la suite exacte 1→ Xnr(M ′)→Xnr(M) → X(M ∩M ′1/M1)→ 1, ainsi qu’une
base de aM
′∗
M,C forme´ d’e´le´ments de a
M ′∗
M , telles que
(i) les fonctions polynomiales surXnr(M) sont les polynoˆmes de Laurent en z1, · · · , zn,
les fonctions polynomiales sur X(M ∩M ′1/M1) correspondant aux variables z1, · · · , zm
pour un certain entier m, 0 ≤ m ≤ n;
(ii) pour tout vecteur k = (k1, · · · , km) forme´ d’entiers rationnels, les fonctions sur
aM
′∗
M,C qui sont les compose´es de monoˆmes de Laurent sur X(M
′1∩M/M1) de degre´ partiel
donne´ par le vecteur k avec l’application λ 7→ χλ sont des produits d’expressions de la
forme qkjλj par une constante, les λj de´signant les coordonne´es de λ.
La notion de degre´ et de monoˆme utilise´e dans le reste de cette section sera celle
de´termine´e par le choix de base et de variables ci-dessus.
Lemme: Soit D un ope´rateur diffe´rentiel holomorphe sur aM
′∗
M,C a` coefficients con-
stants donne´ par un monoˆme unitaire non nul. Soit σ ∈ O. Il existe une fonction polyno-
miale ψ sur O telle que (Dλψσ(λ))|λ=0 6= 0, mais (D
′
λψσ(λ))|λ=0 = 0 pour tout ope´rateur
diffe´rentiel holomorphe a` coefficients constants 6= D venant d’un monoˆme unitaire de degre´
total infe´rieur ou e´gal a` celui de D.
Preuve: Soit ψ une fonction polynomiale sur O, invariante pour l’action par Xnr(M ′).
Il existe des fonctions pk sur a
M ′∗
M,C qui sont les compose´es de monoˆmes de Laurent sur
X(M ′1 ∩M/M1) de degre´s partiels donne´s par le vecteur k par l’application λ 7→ χλ, tels
que, pour tout λ ∈ aM
′∗
M , on ait ψ(σ ⊗ χλ) =
∑
k pk(λ). Par nos choix, si λ1, · · · , λm et
k1, · · · , km sont les coordonne´es de λ et k respectivement, pk est un produit d’expressions
de la forme qkjλj par une constante.
A tout ope´rateur diffe´rentiel holomorphe a` coefficients constants D correspond donc
un polynoˆme QD sur R
dim(aM
′
∗
M ), tel que (Dλψ(σ ⊗ χλ))|λ=0 =
∑
k QD(log qk)pk(0).
L’application D → QD est line´aire, et, si D vient d’un monoˆme, QD est un monoˆme
du meˆme degre´.
Tout revient donc a` choisir une famille (ak) de nombres complexes dont presque
tous - sauf un nombre fini - sont nuls, telle que (ak) soit orthogonale a` (QD′(log qk))
pour tout D′ 6= D de degre´ total infe´rieur ou e´gal a` celui de D, et non orthogonal a`
(QD(log qk)). Or, ceci est toujours possible, puisque des monoˆmes de degre´s partiels dis-
tincts sont line´airement inde´pendants.
✷
Proposition: Soit D un ope´rateur diffe´rentiel holomorphe sur aM
′∗
M,C a` coefficients
constants. Soit σ ∈ O, soit p un polynoˆme sur O qui n’est pas identiquement nul sur
A := Oσ,M ′ , et soit p˜ une fonction me´romorphe sur a
M ′∗
M,C qui est re´gulie`re et non nulle
dans l’origine de aM
′∗
M,C. Supposons∫
ℜ(σ′)=ℜ(σ)
Dλ(p˜(λ)pσ′(λ)ψσ′(λ))|λ=0dAℑ(σ
′) = 0
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pour toute fonction polynoˆmiale ψ sur O.
Alors D = 0.
Montrons d’abord le lemme suivant:
Lemme: Sous les hypothe`ses de la proposition, on a Dλ(p˜(λ)pσ′(λ)ψσ′(λ))|λ=0 = 0
pour tout σ′ ∈ O avec ℜ(σ′) = ℜ(σ).
Preuve: On peut e´crire
pσ′(λ)ψσ′(λ) =
∑
k
mk(σ
′)ψk(λ),
ou` mk(σ
′) est un polynoˆme sur Oσ,M ′ dont les degre´s partiels par rapport aux variables de
X
nr(M ′) sont donne´s par le vecteur k, et ou` ψk est une fonction sur a
M ′∗
M,C qui est le compose´
d’un polynoˆme sur X(M ∩M ′1/M1) avec l’application λ 7→ χλ. Il suffit de prouver que
Dλ(p˜(λ)ψk(λ))|λ=0 = 0 pour tout k avec mk 6≡ 0.
Or, par line´arite´ deDλ, on trouve sous les hypothe`ses de la proposition par le the´ore`me
de Cauchy avec κ une constante non nulle et 0 le vecteur dont toutes les coordonne´es sont
nulles,
0 =
∫
ℜ(σ′)=ℜ(σ)
Dλ(p˜(λ)pσ′(λ)ψσ′(λ))|λ=0dOσ,M′ℑ(σ
′) = κ m0Dλ(p˜(λ)ψ0(λ))|λ=0.
Comme m0 est constant, m0 6≡ 0 implique (Dλ(p˜(λ)ψ0(λ)))|λ=0 = 0. Le re´sultat pour les
autres k se prouvent par le meˆme argument, en remplacant la fonction ψ par m−1k ψ pour
tout k tel que mk 6≡ 0. ✷
Preuve: (de la proposition) Supposons par absurde D 6= 0. NotonsDk un monoˆme non
nul de degre´ total maximal dans D. Par hypothe`se, il existe σ′ ∈ Oσ,M ′ tel que pσ′(0) 6= 0.
Choisissons ψ satisfaisant aux conclusions du premier lemme relatif a` Dk et σ
′. Alors
(Dkψσ′(λ))|λ=0p˜(0)pσ′(0) 6= 0, et, par les re`gles de Leibniz, Dλ(p˜(λ)pσ′(λ)ψσ′(λ))|λ=0 =
p˜(0)pσ′(0) (Dkψσ′(λ))|λ=0 6= 0. Ceci contredit les conclusions du deuxie`me lemme, d’ou`
une contradiction, l’espace des fonctions holomorphes sur aM
′∗
M,C e´tant invariant par trans-
lations. ✷
3.9 Proposition: Soient Res
(1)
A et Res
(2)
A deux donne´es de re´sidus en A telles que
Res
(1)
A ψ = Res
(2)
A ψ pour tout ψ ∈ R(O,SA). Alors Res
(1)
A = Res
(2)
A .
Preuve: Soit d ∈ NS. Posons M ′ = MA et notons D
(1) (resp. D(2)) un ope´rateur
diffe´rentiel holomorphe a` coefficients constants qui ve´rifie les conclusions de la proposition
3.7 par rapport a` Res
(1)
A (resp. Res
(2)
A ) et d. Il suffit de prouver que D := D
(1)−D(2) = 0.
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Soit σ ∈ Areg. Par hypothe`se, on a, avec p˜(λ) =
∏
S∈SA
(pdSℜ(S)(λ)p
−dS
S (σ ⊗ χλ)) (cf.
3.4), Dλ(p˜(λ)ψ(σ ⊗ χλ))|λ=0 = 0 pour tout ψ ∈ P(O,C). Par les arguments de la preuve
de la proposition 3.8, ceci implique D = 0. ✷
3.10 Supposons S stable par passage a` la partie imaginaire, i.e. que Oσ,α ∈ S implique
OℑM (σ),α ∈ S (chaque e´le´ment de H = H(S) est alors le translate´ d’un hyperplan affine de
ℜ(O) passant par l’origine r(O) de ℜ(O) et appartenant a` H).
Avant d’e´noncer le the´ore`me des re´sidus, nous allons choisir selon le proce´de´ suivant,
pour tout L ∈ L = L(S), un ensemble de points de Lreg qui est contenu dans la re´union des
composantes connexes de Lreg dont la cloˆture contient l’origine r(L) de L: Remarquons
d’abord que, l’ensemble L e´tant fini, il existe ǫ > 0 tel que pour tout L ∈ L la boule
B(r(L), ǫ) dans r(O) + a∗M de centre r(L) et de rayon ǫ n’ait une intersection non vide
avec un hyperplan affine H ∈ H que si celui-ci contient r(L).
Fixons maintenant L ∈ L et notons ML le sous-groupe de Levi semi-standard qui
lui est associe´. Par nos hypothe`ses, r(O) + a∗ML ∈ L. De´signons par H0(r(O) + a
∗
ML
)
l’ensemble forme´ des H ∈ H(r(O) + a∗ML) avec H passant par r(O). Notons PS(ML)
l’ensemble des composantes connexes de a∗ML,0 := a
∗
ML
−
⋃
H∈H0(r(O)+a∗ML
)(−r(O) +H).
Par choix de ǫ, la translation de vecteur r(L) dans a∗0 envoie B(0, ǫ) ∩ a
∗
ML,0
dans
B(r(L), ǫ) ∩ Lreg. Choisissons pour tout Q ∈ PS(ML) un e´le´ment ǫQ ∈ Q ∩B(0, ǫ). Alors
les points r(L) + ǫQ, Q ∈ PS(ML), se trouvent dans des composantes connexes de Lreg
dont la cloˆture contient r(L).
The´ore`me: Soit C une composante connexe de ℜ(O)reg. Il existe pour tout A ∈ A(S)
une donne´e de re´sidu ResA = Res
C
A qui ne de´pend que du choix de C, telle que, pour toute
fonction ψ dans R(O,S) et tout r ∈ C, on ait∫
ℜ(σ)=r
ψ(σ)dOℑ(σ) =
∑
L∈L
∑
Q∈PS(ML)
| PS(ML)|
−1
∑
A∈A(S),ℜ(A)=L
∫
ℜ(σ)=r(L)+ǫQ
(ResCA ψ)(σ)dAℑ(σ).
Par ailleurs, ResO = id et, pour S ∈ S, Res
C
S est un multiple de ResS par un re´el (qui peut
eˆtre nul).
Remarque: On aurait e´videmment pu prendre ci-dessus tout de suite la somme sur
tous les e´le´ments A de A(S) (ce que l’on fera plus tard), mais a` ce stade il nous a semble´
plus utile d’ordonner les e´le´ments de A(S) par leur partie re´elle.
Preuve: La preuve va suivre les lignes de celle du the´ore`me 1.13 dans [BS], en utilisant
les re´sultats pre´liminaires e´tablis dans les nume´ros pre´ce´dents. Rappelons que l’article
[BS] utilise une nouvelle approche inspire´e de [HO1] et cite [A], [MW1] et [L], la preuve de
l’unicite´ des donne´es de re´sidu e´tant plus indirecte dans le travail de Langlands (cf. [MW1]
V.2.2 Remarques (2) et V.3.13 Remarques (ii)).
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Pour montrer l’existence, on va effectuer une re´currence sur la dimension m de a∗M .
Si m = 0, il n’y a rien a` montrer. Soit m > 0 et supposons l’existence e´tablie lorsque
dim(a∗M ) < m. On peut e´crire∫
ℜ(σ)=r
ψ(σ)dO(σ) =
∑
Q∈PS(MO)
| PS(MO)|
−1
∫
ℜ(σ)=r(O)+ǫQ
(ResO ψ)(σ)dOℑ(σ)
+
∑
Q∈PS(MO)
| PS(MO)|
−1(
∫
ℜ(σ)=r
ψ(σ)dOℑ(σ)−
∫
ℜ(σ)=r(O)+ǫQ
ψ(σ)dOℑ(σ)).
La premie`re partie est identique a` la somme des termes de l’e´nonce´ correspondant a` L =
ℜ(O). Les termes entre parenthe`ses (...) se de´composent en somme de termes de la forme∫
ℜ(σ)=r2
ψ(σ)dOℑ(σ)−
∫
ℜ(σ)=r1
ψ(σ)dOℑ(σ)
avec r1 et r2 dans des composantes connexes adjacentes C1 et C2 de ℜ(O)reg.
Notons Hα,c l’hyperplan de ℜ(O) qui se´pare C1 et C2. On applique la proposition 3.6
a` la diffe´rence de ces inte´grales et on obtient que celle-ci est modulo une constante re´elle
e´gale a` ∑
S
∫
ℜ(σ)=r12
(ResS ψ)(σ)dSℑ(σ),
la somme portant sur les hyperplans S ∈ S de partie re´elle Hα,c. Fixons un tel hyperplan
S. Le sous-groupe de Levi associe´ a` Hα,c e´tant Mα, l’hypothe`se de re´currence s’applique
a` l’inte´grale
∫
ℜ(σ)=r12
(ResS ψ)(σ)dSℑ(σ), et on obtient∫
ℜ(σ)=r
ψ(σ)dO(σ) =
∑
L∈L
∑
Q∈PS(L)
∑
A∈A(S),ℜ(A)=L
c(A)
∫
ℜ(σ)=r(L)+ǫQ
(ResAψ)(σ)dAℑ(σ),
ou` c(A) de´signe une constante re´elle qui peut e´ventuellement eˆtre nulle. Mais peu importe,
en multipliant ResA par une constante convenable qui peut eˆtre nulle, on obtient une
expression du type voulu.
Prouvons maintenant l’unicite´. Il suffit de montrer que, si une famille (ResA)A∈A(S)
de donne´es de re´sidu ve´rifie∑
L∈L
∑
Q∈PS(ML)
| PS(ML)|
−1
∑
A∈A(S);ℜ(A)=L
∫
ℜ(σ)=r(L)+ǫQ
(ResAψ)(σ)dAℑ(σ) = 0
pour toute ψ ∈ R(O,S), alors ResA ≡ 0 pour tout A.
On va effectuer une re´currence sur la dimension de L = ℜ(A). Soit 0 ≤ m ≤ dim(a∗M )
et supposons ResA ≡ 0 pour tout A avec ℜ(A) de dimension > m. (Pour m = dim(a
∗
M ),
ceci est certainement vrai.) On a alors
0 =
∑
L∈L;dim(L)≤m
∑
Q∈PS(ML)
| PS(ML)|
−1
∑
A∈A(S),ℜ(A)=L
∫
ℜ(σ)=r(L)+ǫQ
(ResAψ)(σ)dAℑ(σ)
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pour toute ψ ∈ R(O,S). Fixons A ∈ A(S) avec L := ℜ(A) de dimension m. D’apre`s le
lemme 3.3, il existe pour toutA′ ∈ A(S), A′ 6= A, dont la partie re´elle est de dimension≤ m
un polynoˆme pA′ sur O qui est identiquement nul sur A
′, mais qui n’est pas identiquement
nul sur A.
Par suite, il existe, pour tout d ∈ NS, un polynoˆme p sur O qui n’est pas identiquement
nul sur A, telle que ResA′(pψ) ≡ 0 pour tout A
′ 6= A et toute ψ ∈ R(O,S, d). On en de´duit
0 =
∑
Q∈PS(ML)
| PS(ML)|
−1
∫
ℜ(σ)=r(A)+ǫQ
(ResApψ)(σ)dAℑ(σ).
Ceci est en particulier ve´rifie´ pour tout ψ ∈ R(O,SA, d|SA) (ici d|SA de´signe l’e´le´ment de
N
SA de composante dS en tout S ∈ SA). Pour de telles ψ, ResA(pψ) est une fonction
re´gulie`re sur A, en sorte que l’on peut remplacer r(L) + ǫQ par r(L) par le the´ore`me de
Cauchy pour tout Q ∈ PS(ML). On obtient donc
0 =
∫
ℜ(σ)=r(A)
(ResApψ)(σ)dAℑ(σ).
PosonsM ′ =MA. D’apre`s la proposition 3.7, il existe un ope´rateur diffe´rentiel holomorphe
D = Dλ sur a
M ′∗
M,C a` coefficients re´els constants, tel que
(ResA(pψ))(σ) = Dλ((
∏
S∈SA
pdSℜ(S)(λ))pσ(λ)ψσ(λ))|λ=0
pour tout ψ ∈ R(O,SA, d|SA), d’ou`, avec p˜(λ) =
∏
S∈SA
(pdSℜ(S)(λ)p
−dS
S (σ ⊗ χλ)),
0 =
∫
ℜ(σ)=r(A)
Dλ(p˜(λ)pσ(λ)ψσ(λ))|λ=0dAℑ(σ)
pour toute fonction polynomiale ψ sur O.
Comme p˜ est une fonction me´romorphe sur aM
′∗
M,C qui est re´gulie`re et non nulle en 0,
on peut appliquer la proposition 3.9 qui montre que D = 0, d’ou` ResA ≡ 0. ✷
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4. La fonction µ de Harish-Chandra, son syste`me de racines singulie`res et
son groupe de Weyl
On se fixe dans cette section un sous-groupe parabolique semi-standard P = MU , et
O de´signera l’orbite inertielle d’une repre´sentation irre´ductible cuspidale de M .
4.1 Proposition: i) Supposons M maximal. Si µ n’est pas constante sur O, il existe
une repre´sentation unitaire σ ∈ O telle que µ(σ) = 0. Posons Σred(TM ) = {α,−α}. Alors
il existe une constante cα > 0 et des nombres re´els strictement positifs k := kα et l := lα
tels que l’on ait, avec λ ∈ C (et α˜ de´fini dans (3.2)), l’identite´ de fonctions rationnelles
µ(σ ⊗ χ
λα˜
) = cα µℜ(σ ⊗ χλα˜)µℑ(σ ⊗ χλα˜)
avec µℜ(σ ⊗ χλα˜) =
(1− qλ)(1− q−λ)
(1− qk−λ)(1− qk+λ)
et µℑ(σ ⊗ χ( piilog q+λ)α˜
) =
{
(1−qλ)(1−q−λ)
(1−ql−λ)(1−ql+λ)
, si µ(σ ⊗ χ pii
log q α˜
) = 0
1 sinon.
ii) Soit σ ∈ O une repre´sentation unitaire. L’ensemble des racines α ∈ Σred(TM )
telles que µMα(σ) = 0 forme un syste`me de racines Σsp(σ). Si α, β sont des racines dans
Σsp(σ) de meˆme longueur, alors kα = kβ et lα = lβ (i.e. si l’un des deux nombres est
de´fini, l’autre l’est aussi, et les deux nombres sont e´gaux).
Preuve: L’assertion (i) est le the´ore`me 1.6 de [S2]. (Remarquons que la preuve de ce
the´ore`me donne´e dans [S2] repose sur la simplicite´ des poˆles de µMα dont la preuve dans
[S1] est erronne´e, comme cela nous a e´te´ rapporte´ par A. Silberger. L’auteur connaˆıt une
autre preuve de ce re´sultat qui lui a e´te´ communique´ par J.-L. Waldspurger.) Concernant
l’assertion (ii), le fait que Σsp(σ) est un syste`me de racines est indique´ dans [S3] 3.5. (La
preuve est analogue a` celle de la proposition 4.2 ci-apre`s.) Les autres assertions de (ii)
re´sultent alors du fait que le groupe de Weyl de Σsp(σ) est inclus dans W (M,O) (cf. [S3]
3.5) et que la fonction µ est invariante par W (M,O) (cf. 1.5). ✷
De´finition: Notons Σ+sp(σ) un ensemble de racines positives dans Σsp(σ) pour un
certain ordre. On de´finit µsp,σ =
∏
α∈Σ+sp(σ)
µMαℜ et µnsp,σ = µ µ
−1
sp,σ.
Remarquons que ℑ(σ) est un point re´gulier pour µnsp,σ et que µnsp,σ(ℑ(σ)) 6= 0.
4.2 Notons ΣO l’ensemble des α ∈ Σred(TM ) tels qu’il existe wα ∈ W
Mα(M,O)
ve´rifiant wα(P ∩Mα) = P ∩Mα. (L’e´le´ment wα est ne´cessairement unique (cf. [Cs] 7.1).)
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Lemme: L’automorphisme induit par wα sur a
∗
M est une re´flexion ve´rifiant wα(α) =
−α.
Preuve: Comme wα(P ∩Mα)w
−1
α = P ∩Mα, il est clair que wα(α) = −α. L’espace
aMα∗M e´tant de dimension 1, l’automorphisme induit par wα sur a
Mα∗
M est une re´flexion.
Pour que l’automorphisme induit par wα sur a
∗
M soit une re´flexion, il reste a` ve´rifier que
wα agit trivialement dans a
∗
Mα
. Or, ceci est imme´diat, puisque wα ∈ Mα et que a
∗
Mα
a
une base forme´e de caracte`res de Mα. ✷
Notons WO le sous-groupe de W (M,O) engendre´ par les re´flexions wα avec α ∈ ΣO.
La proposition suivante est analogue a` celle sur les racines ω-spe´ciales dans le nume´ro 3.5
dans [S3].
Proposition: L’ensemble ΣO est un syste`me de racines dans un sous-espace a
∗
M,O de
a∗M . Il est invariant par W (M,O). Son groupe de Weyl est engendre´ par les restrictions
des re´flexions wα de a
∗
M a` ce sous-espace. Il est isomorphe a` WO au moyen de cette
restriction. Le groupe WO est distingue´ dans W (M,O).
Preuve: On va appliquer les propositions 8 et 9 du paragraphe 2, chapitre VI de
[B]. Notons a∗M,O le sous-espace de a
∗
M engendre´ par ΣO. Remarquons d’abord que ΣO
est stable pour l’action par W (M,O), puisque w−1(P ∩Mα)w = wPw
−1 ∩Mwα et que
wwαw
−1(wPw−1 ∩Mwα) = (wPw
−1 ∩Mα). Notons W
′
O l’image de WO dans GL(a
∗
M,O)
et w′ l’image d’un e´le´ment w ∈WO par cette application.
Par ce qui pre´ce`de, le groupe W ′O est engendre´ par des re´flexions. Il est essentiel,
i.e. aucun e´le´ment 6= 0 de a∗M,O n’est invariant par W
′
O: comme ΣO engendre a
∗
M,O et
que v invariant par WO implique
∑
w∈WO
wv ∈ R∗v, il suffit de ve´rifier que Σw∈WOwα =
0 pour tout α ∈ ΣO. Or, on a
∑
w∈WO
wα =
∑
w∈WO
w(wαα) = −
∑
w∈WO
wα, d’ou`∑
w∈WO
wα = 0.
Notons LM,O le Z-sous-module de a
∗
M,O engendre´ par ΣO. Il est sans torsion et de
type fini, donc libre de meˆme rang que a∗M,O. On a vu que LM,O est invariant par W
′
O.
La proposition 9 (loc. cit.) prouve donc que W ′O est le groupe de Weyl d’un syste`me de
racines dans a∗M,O. Il re´sulte alors des propositions 8 et de la preuve de l’assertion ((iv)
implique (ii)) de la proposition 9 (loc. cit.) que ΣO est un syste`me de racines de groupe
de Weyl W ′O.
Il reste a` voir que la restriction WO →W
′
O est injective. Soit w ∈WO d’image triviale
dans W ′O. Alors wα = α pour tout α ∈ ΣO. Soit M
′ un sous-groupe de Levi minimal qui
contient ΣO. Alors, w ∈ M
′ et ΣO engendre a
M ′∗
M . Comme w ope`re trivialement sur ΣO,
il s’en suit que w = 1. ✷
4.3 Notons Sµ le plus petit ensemble qui contient les hyperplans affines de O qui sont
singuliers pour µ et qui est stable par passage a` la partie imaginaire, i.e. que Oσ,α ∈ Sµ
implique Oℑ(σ),α ∈ Sµ.
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Proposition: L’ensemble Sµ est W (M,O) invariant. L’ensemble des α ∈ Σ(TM ) tels
qu’il existe σ ∈ O avec Oσ,α ∈ Sµ est contenu dans ΣO.
Preuve: La premie`re assertion re´sulte de l’invariance de la fonction µ par W (M,O).
La deuxie`me assertion est due a` Harish-Chandra (cf. [S1] corollaire 5.4.2.3 et 5.4.2.2).
4.4 Pour alle´ger les notations, on e´crira dans la suite de ce paragraphe plus simplement
S au lieu de Sµ.
Lemme: Soit S0 le sous-ensemble de S forme´ des hyperplans affines dont la partie
re´elle contient l’origine de a∗M . L’ope´rateur rationnel σ 7→ µ(σ)JP |P (σ) est re´gulier sur
O−
⋃
S∈S− S0
S.
Preuve: Par la formule du produit pour la fonction µ et pour les ope´rateurs d’entrelace-
ment, on se rame`ne au cas d’un sous-groupe parabolique maximal. Si ℜ(σ) >P 0 ou
−ℜ(σ) >P 0, alors JP |P est re´gulier en la repre´sentation cuspidale σ par les re´sultats
de Harish-Chandra (cf. [S1] Th. 5.4.2.1). Dans les autres cas, la re´gularite´ en σ de
l’application dans l’e´nonce´ re´sulte de [W] Corollaire V.2.3. ✷
4.5 Notons ∆O la base de ΣO qui est forme´e de racines qui sont positives pour P . Si
Ω ⊆ ∆O, de´signons par MΩ le plus petit sous-groupe de Levi semi-standard M
′ contenant
M tel que Ω ⊆ aM
′∗
M . Comme MΩ peut eˆtre obtenu en adjoignant successivement des
racines de Ω a` M , Ω forme une base de aM
′∗
M . Un sous-groupe de Levi M
′ de G qui
contient M sera dit (P,S)-standard, si M ′ =MΩ pour un Ω ⊆ ∆O. On e´crira Ω = ∆
M ′
O .
Pour un sous-groupe de Levi (P,S)-standard M ′ on pose alors
W+O,M ′ = {w ∈WO|w de longueur minimale dans wW
M ′
O },
W∆O = {w ∈W (M,O)|w∆O = ∆O},
W∆O,M ′ = syste`me de repre´sentants de W∆OW
M ′(M,O)/WM
′
(M,O), forme´ d’e´le´-
ments de W∆O et contenant l’identite´ de W (M,O),
W+M ′(M,O) = W∆O,M ′W
+
O,M ′ .
Remarque: W∆O est un sous-groupe de W (M,O) qui ve´rifie WO ∩W∆O = {1}. Il
existe bien des cas ou` W∆O 6= {1}: les syste`mes de racines de type An, Dn et E6 posse`de
par exemple des automorphismes ne venant pas d’un e´le´ment de leur groupe de Weyl (cf.
[B]) et qui peuvent bien eˆtre re´alise´s par un e´le´ment du groupe de Weyl d’un syste`me de
racines plus grand de meˆme rang.
Lemme: L’ensemble W+M ′(M,O) est un syste`me de repre´sentants de W (M,O)/W
M ′
(M,O) dans W (M,O).
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Preuve: Soit w ∈W (M,O). Alors il existe wO ∈WO, tel que ww
−1
O ve´rifie ww
−1
O ∆O ⊆
Σ(P ). Comme ΣO est invariant par W (M,O), il en suit que w∆ := ww
−1
O ∈ W∆O .
E´crivons w∆ = w∆,M ′w
M ′
∆ avec w∆,M ′ ∈ W∆O,M ′ et w
M ′
∆ ∈ W
M ′(M,O). Alors w =
w∆,M ′w
M ′
∆ wO = w∆,M ′(w
M ′
∆ wOw
M ′ −1
∆ )w
M ′
∆ . Comme w
M ′
∆ wOw
M ′ −1
∆ ∈ WO, il est clair
que tout e´le´ment de W (M,O)/WM
′
(M,O) est repre´sente´ par un e´le´ment de W+M ′(M,O).
Prouvons l’unicite´ de cet e´le´ment: soient w∆, w
′
∆ ∈ W∆O,M ′ et w,w
′ ∈ W+O,M ′ et
supposons que w∆w et w
′
∆w
′ soient dans la meˆme classe a` droite modulo WM
′
(M,O). Il
existe donc w′′ ∈WM
′
(M,O) tel que w∆w = w
′
∆w
′w′′. Alors w′∆w
′w′′w−1 ∈W∆O , ce qui
implique w′w′′w−1 ∈ W∆O . Comme w et w
′ sont de longueur minimale dans leur classe a`
droite modulo WM
′
O , w
′′ doit ve´rifier w′′∆M
′
O = ∆
M ′
O et donc eˆtre un e´le´ment de W∆O . On
en de´duit w′′−1w′w′′ ∈ W+O,M ′ , WO e´tant distingue´ dans W (M,O), et (w
′′−1w′w′′)w−1 ∈
W∆O . Comme d’autre part (w
′′−1w′w′′)w−1 ∈ WO, c’est l’e´le´ment neutre de ce groupe,
d’ou` w∆ = w
′
∆w
′′. Mais, comme w∆ et w
′
∆ sont des repre´sentants d’une meˆme classe a`
droite modulo WM
′
(M,O), il en re´sulte w′′ = 1, d’ou` l’e´galite´ recherche´e. ✷
4.6 Continuons a` supposer M ′ (P,S)-standard. Il existe alors A ∈ A(S) tel que
M ′ =MA. La composante connexe Q de PS(MA) qui contient les e´le´ments λ de a
∗
MA
avec
〈α∨, λ〉 > 0 pour tout α ∈ ∆O − Ω sera dite (P,S)-standard. On la notera PA.
Lemme: Soit A ∈ A(S). Pour tout e´le´ment w de WO, l’action par w sur a
∗
M induit
une application de PS(MA) sur PS(MwA). Soit Q ∈ PS(MA). Il existe un unique sous-
groupe de Levi (P,S)-standard M ′ de G tel que Q soit conjugue´ a` l’e´le´ment (P,S)-standard
de PS(M
′) par un e´le´ment de WO. La classe a` droite modulo W
MA
O de cet e´le´ment est
de´termine´e de fac¸on unique.
Preuve: Soit M1 le sous-groupe de Levi contenant M , tel que ∆O engendre a
M1∗
M , i.e.
aM1∗M = a
∗
M,O. On a MA ⊆M1 et tout e´le´ment de PS(MA) est uniquement de´termine´ par
son intersection avec aM1∗M . L’intersection de a
∗
MA
avec aM1∗M e´tant a
M1∗
MA
, on se retrouve
dans le contexte des chambres relevant d’un syste`me de racines, ou` le re´sultat est connu
(cf. [Ca] Th. 2.5.8 et prop. 2.6.1, 2.6.3). ✷
4.7 Posons, pour M ′ un sous-groupe de Levi de G contenant M , W(M ′,O) = {w ∈
W (M,O)|wM ′ =M ′} et notons W (M ′,O) le groupe quotient W(M ′,O)/WM
′
(M,O).
Lemme: Soit M ′ un sous-groupe de Levi (P,S)-standard. Le nombre de sous-groupes
de Levi (P,S)-standard de G conjugue´s a` M ′ par un e´le´ment de W (M,O) est e´gal a`
|PS(M
′)| |W∆O,M
′ |
|W (M ′,O)| .
Preuve: Soit A ∈ A(S) avec M ′ = MA, et notons [A]P,S l’ensemble des A
′ ∈ A(S)
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qui sont conjugue´s a` A par un e´le´ment de W (M,O) et qui sont tels que MA′ soit (P,S)-
standard. On voit que A′ ∈ [A]P,S, si et seulement si MA′ est (P,S)-standard et qu’il
existe w ∈ W+MA(M,O) tel que A
′ = wA. E´crivons w = w∆wO avec w∆ ∈ W∆O,MA et
wO ∈W
+
O,MA
. Comme W∆O envoie tout sous-groupe de Levi (P,S)-standard sur un sous-
groupe de Levi (P,S)-standard, il faut que wOA ∈ [A]P,S. Les e´le´ments de [A]P,S sont donc
de la forme w∆wOA avec w∆ ∈ W∆O,MA et wO ∈ W
+
O,MA
tel que wOA ∈ [A]P,S. Notons
W+O,MA(P,S) le sous-ensemble de W
+
O,MA
de´crit par cette proprie´te´.
Par le lemme 4.6, on de´finit une application de W+O,MA(P,S) dans PS(MA), en as-
sociant a` un e´le´ment w l’e´le´ment w−1PwA de PS(MA), ou` PwA de´signe l’e´le´ment (P,S)-
standard de PS(MwA). Le lemme 4.6 prouve e´galement que cette application est surjective
et qu’elle est injective. Par suite, |W+O,MA(P,S)| = | PS(MA)|. On en de´duit que le sous-
ensemble W+MA(M,O)P,S deW
+
MA
(M,O) forme´ des e´le´ments w tels que wA ∈ [A]P,S est de
cardinal | PS(MA)| |W∆O,MA |. Il reste a` voir que les fibres de l’application W
+
MA
(M,O)→
{MA′ |A
′ ∈ [A]P,S}, w 7→ wMA, sont tous en bijection avec W (MA,O).
Fixons w ∈W+MA(M,O) et conside´rons la fibre au-dessu de wMA. Si w
′MA = wMA,
alors il existe un unique e´le´ment w′′ ∈ W (M,O) avec w′′MA = MA tel que ww
′′ = w′,
d’ou` une application de la fibre au-dessus de wMA dans W (MA,O). Inversement, soit
w′ ∈ W (MA,O). Alors il existe un unique repre´sentant w
′′ de w′ dans W (M,O) tel que
ww′′ ∈ W+MA(M,O), et on a ww
′′MA = wMA. Par construction, ces deux applications
sont inverses l’une de l’autre. ✷
4.8 On va maintenant appliquer le the´ore`me de re´sidus du paragraphe 3 au syste`me
fini d’hyperplans affines S = Sµ . Rappelons (cf. 1.4) que l’on a note´, pour A ∈ A(S),
par MA le sous-groupe de Levi semi-standard de G associe´ a` A. Il contient M . Fixons
ψ ∈ R(O,S).
Lemme: Pour tout w ∈W (M,O), on a (ReswCwAψ) ◦ w = Res
C
A(ψ ◦ w).
Preuve: Soit r un point de C. Alors wr ∈ wC. Comme w est une transformation qui
pre´serve les mesures, on a∫
ℜ(σ)=r
(ψ ◦w)(σ)dOℑ(σ) =
∫
ℜ(σ)=wr
ψ(σ)dOℑ(σ).
L’ensemble S (et donc A(S)) e´tant invariant par w−1, on trouve par le the´ore`me 3.10∫
ℜ(σ)=r
(ψ ◦ w)(σ)dOℑ(σ) =
∑
L∈L
∑
Q∈PS(ML)
| PS(ML)|
−1
∑
A∈A(Sµ),ℜ(A)=L
∫
ℜ(σ)=w−1(r(L)+ǫQ)
(ResCw−1A(ψ ◦ w))(σ)dw−1Aℑ(σ).
et ∫
ℜ(σ)=wr
ψ(σ)dOℑ(σ) =
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∑
L∈L
∑
Q∈PS(L)
| PS(ML)|
−1
∑
A∈A,ℜ(A)=L
∫
ℜ(σ)=r(L)+ǫQ
(ReswCA ψ)(σ)dAℑ(σ).
Comme∫
ℜ(σ)=r(L)+ǫQ
(ReswCA ψ)(σ)dAℑ(σ) =∫
ℜ(σ)=w−1(r(L)+ǫQ)
((ReswCA ψ)(wσ)dw−1Aℑ(σ),
le lemme re´sulte de l’unicite´ des donne´es de re´sidu relatives a` C et de l’invariance de A(S)
par les e´le´ments de W (M,O) (cf. 4.3). ✷
4.9 Rappelons que ℜ(O) = a∗M . Notons Res
P
A la donne´e de re´sidu en A correspondant
a` la composante connexe de R(O)reg (cet espace a e´te´ de´fini en 1.4) contenant les λ ∈ a
∗
M
avec λ ≫P 0. Rappelons (cf. 4.3) que SµMA de´signe le plus petit ensemble qui contient
les hyperplans affines de O qui sont singuliers pour la fonction µMA de´finie relative a` MA
et qui est stable par passage a` la partie imaginaire.
Lemme: Soit A ∈ A(S). La donne´e de re´sidu ResP∩MAA de´finie sur R(O,SµMA ) se
prolonge a` R(O,S) et y est e´gale a` ResPA.
Preuve: Il est clair par de´finition d’une donne´e de re´sidu que ResP∩MAA se prolonge a`
R(O,S). L’e´galite´ avec ResPA re´sulte alors de l’unicite´ des donne´es de re´sidus et de 3.9: les
deux donne´es de re´sidus co¨ıncident pour ψ ∈ R(O,SA), puisque
∫
ℜ(σ)=r≫P 0
ψ(σ)dAℑ(σ) =∫
ℜ(σ)=r1≫P∩MA0
ψ(σ)dAℑ(σ) pour de tels ψ. ✷
4.10 Lemme: Soit A ∈ A(S) et posons ΣMAO (P ∩MA) = Σ
MA
O ∩ Σ
MA(P ∩MA). Si
w ∈W (M,O) ve´rifie wΣMAO (P ∩MA) ⊆ Σ(P ), alors Res
P
A(ψ) = Res
w−1P
A (ψ).
Preuve: Comme une donne´e de re´sidu en A est uniquement de´termine´e par ses valeurs
sur R(O,SA) (cf. 3.9), il suffit de montrer que, si r ∈ a
∗
M ve´rifie r ≫P 0, alors w
−1r est
dans la meˆme composante connexe de ℜ(O)SA,reg que r. Or, si r ≫P 0 et wΣ
MA
O (P∩MA) ⊆
Σ(P ), on a bien 〈(wα)∨, r〉 ≫P 0 pour tout α ∈ Σ
MA
O (P ∩MA). ✷
4.11 Le re´sultat suivant est une ge´ne´ralisation a` notre situation du re´sultat principal
de [BS].
Proposition: Notons ∆O la base de ΣO qui est forme´e de racines qui sont positives
pour P . Alors on a∫
ℜ(σ)=r≫P 0
ψ(σ)dOℑ(σ) =
∑
Ω⊆∆O
∑
A∈A(S),MA=MΩ
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∑
w∈W+
MA
(M,O)
|W∆O,MA |
−1| PS(MA)|
−1
∫
ℜ(σ)=r(A)+ǫPA
ResPA(ψ ◦ w)(σ)dAℑ(σ).
Preuve: Par 4.6, il existe pour tout A ∈ A(S) et tout Q dans PS(MA) un unique
sous-groupe de Levi (P,S)-standard M ′ de G tel que Q soit conjugue´ a` l’e´le´ment (P,S)-
standard de PS(M
′) par un e´le´ment w deWO. La classe moduloW
MA
O de w est de´termine´e
de fac¸on unique. Remarquons que A(S) est W (M,O)-invariant (cf. 4.3). On de´finit donc
une bijection entre l’ensemble des couples (A,Q) forme´ d’un e´le´ment A de A(S) et d’un
e´le´ment Q de PS(MA) avec l’ensemble des couples (A,w) forme´ d’un e´le´ment w de W
+
O,MA
et d’un e´le´ment A de A(S) avec MA (P,S)-standard, en associant a` (A,w) le couple
(wA,wPA), PA de´signant la composante (P,S)-standard de PS(MA). De plus, on voit que
l’on peut choisir les ǫQ dans la proposition 3.10 tels que wǫPA = ǫwPA pour de tels w.
Avant d’appliquer ceci a` la proposition 3.10, ajoutons que, pour w ∈ W∆O,MA et
A ∈ A(S) avec MA (P,S)-standard, le sous-groupe de Levi wMA = MwA est e´galement
(P,S)-standard. Comme wPA = PwA pour de tels w, on peut en outre choisirs les ǫPA
tels que wǫPA = ǫPwA . Il re´sulte alors de ces remarques et de la proposition 3.10, ayant
W+MA(M,O) = W∆O,MAW
+
O,MA
par 4.5, que
∫
ℜ(σ)=r≫P 0
ψ(σ)dOℑ(σ) =
∑
Ω⊆∆O
∑
A∈A(S),MA=MΩ∑
w∈W+
MA
(M,O)
|W∆O,MA |
−1 | PS(MA)|
−1
∫
ℜ(σ)=w(r(A)+ǫPA )
(ResPwAψ)(σ)dwAℑ(σ).
Il ne reste alors qu’a` remarquer que∫
ℜ(σ)=w(r(A)+ǫPA )
(ResPwAψ)(σ)dwAℑ(σ) =
∫
Re(σ)=r(A)+ǫPA
(ResPwAψ)(wσ)dAℑ(σ),
et que, pour w ∈ W+MA(M,O), (Res
P
wAψ) ◦ w = Res
(w−1P )
A (ψ ◦ w) = Res
P
A(ψ ◦ w) par les
lemmes de 4.8 et de 4.10, pour en de´duire l’expression dans l’e´nonce´ de la proposition.
✷
4.12 En ge´ne´ralisant les me´thodes de [BS] on pourra probablement montrer que
ResPA = 0, si r(A) n’est pas une combinaison line´aire d’e´le´ments de ∆
MA
O := ∆O∩Σ
MA(AM )
a` coefficients ≥ 0.
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5. Les de´rive´es d’un coefficient matriciel
Proposition: Soit P = MU un sous-groupe parabolique semi-standard de G et D =
Dλ un ope´rateur diffe´rentiel holomorphe a` coefficients constants sur a
G∗
M,C. Soit (σ, E) une
repre´sentation irre´ductible lisse de M et τ dans iKP∩KE ⊗ i
K
P∩KE
∨.
Alors il existe une famille finie {(σ˜j, E˜j)}j∈J de repre´sentations admissibles lisses de
M de longueur finie et de sous-quotients irre´ductibles isomorphes a` (σ, E) et une famille
{τ˜j}j∈J d’e´le´ments de i
K
P∩KE˜j ⊗ i
K
P∩KE˜
∨
j , telles que, pour λ0 ∈ a
G∗
M,C,
(DλE
G
P,σ⊗χλ
(τ))|λ=λ0 =
∑
j∈J
EG
P,σ˜j⊗χλ0
(τ˜j).
Par ailleurs, les restrictions a` TG des repre´sentations i
G
P σ˜j, j ∈ J , et i
G
Pσ agissent sur
leurs espaces respectifs par le meˆme caracte`re qui est e´gal a` la restriction a` TG du caracte`re
central de σ.
Avant de prouver le the´ore`me, e´tablissons le lemme suivant:
Lemme: Soit (σ, E) une repre´sentation irre´ductible lisse de M , p1 un polynoˆme sur
aGM,C et e1 ⊗ e
∨
1 dans E ⊗ E
∨. Alors l’application m 7→ p1(H
G
M (m))〈σ(m)e1, e
∨
1 〉 est le
coefficient matriciel d’une repre´sentation admissible de longueur finie σ˜ de M dont les
sous-quotients sont isomorphes a` σ.
Preuve: Notons E˜ l’espace vectoriel engendre´ par les applications lisses de M dans E
de la forme e˜p : m 7→ p(H
G
M (m))σ(m)e avec e ∈ E et p polynoˆme sur a
G
M,C. Faisons agir
M sur E˜ par translation a` droite et notons σ˜ la repre´sentation lisse de M qui correspond
a` cette action.
Notons l la dimension de aGM,C. Munissons N
l de l’ordre lexicographique. Fixons une
base de aGM,C. On a alors une notion de monoˆme sur a
G
M,C correspondant aux coordonne´es
par rapport a` la base choisie. Lorsque p est un tel monoˆme, notons deg(p) le vecteur
dans Nl dont les composantes sont les degre´s partiels de p par rapport aux diffe´rentes
coordonne´es. On l’appellera le degre´ de p. Lorsque p est un polynoˆme, on de´signera par
deg(p) le degre´ du monoˆme non nul dans p de degre´ maximal pour l’ordre lexicographique.
Pour d ∈ Nl, soit E˜≤d (resp. E˜<d) le sous-espace de E˜ engendre´ par les applications e˜p
avec deg(p) ≤ d (resp. deg(p) < d). Ce sous-espace est stable pour l’action par σ˜. Notons
σ˜≤d (resp. σ˜<d) la repre´sentation de M dans cet espace de´duite de σ˜. Les repre´sentations
σ˜≤d et σ˜<d sont admissibles, puisque σ l’est.
Soit p un monoˆme avec deg(p) = d. Tout e´le´ment de E˜≤d/E˜<d est l’image d’une
application de la forme e˜p avec e ∈ E. Par ailleurs, on constate que l’application m 7→
(p(HGM (mm1)) − p(H
G
M (m)))σ(m)(σ(m1)e) est dans E˜<d, puisque deg(p(. + H
G
M (m1)) −
p(.)) < d. On en de´duit que l’application de E dans E˜≤d/E˜<d qui associe a` e la classe de
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e˜p de´finit un isomorphisme entre σ et la repre´sentation quotient σ˜≤d/σ˜<d. Les repre´senta-
tions σ˜≤d, d ∈ N
l, sont donc admissibles de longeur finie et leurs sous-quotients irre´ductibles
sont isomorphes a` σ.
Faisons correspondre a` e∨ ∈ E∨ l’application e˜∨ : E˜≤d → C, e˜ 7→ 〈e˜(1), e
∨〉. C’est
un e´le´ment du dual lisse de E˜≤d: il faut ve´rifier l’existence d’un sous-groupe ouvert H qui
laisse e˜∨ invariant. Comme e∨ est dans le dual lisse de E, il existe un sous-groupe ouvert
H contenu dans K qui laisse e∨ invariant. On a alors pour tout e ∈ E, tout polynoˆme p
sur aGM,C, et tout h ∈ H,
〈σ˜(h)e˜p, e˜∨〉 = 〈e˜p(h), e
∨〉 = p(HGM (h))〈σ(h)e, e
∨〉
= p(HGM (1))〈e, e
∨〉 = 〈e˜p(1), e
∨〉
= 〈e˜p, e˜∨〉.
Le lemme re´sulte alors du fait que (avec les notations de l’e´nonce´) l’application m 7→
p1(HM (m))〈σ(m)e1, e
∨
1 〉 est e´gale au coefficient matriciel m 7→ 〈σ˜≤d(m)e˜1, e˜
∨
1 〉 de σ˜d avec
d = deg(p1). ✷
Preuve: (de la proposition) Il suffit de conside´rer le cas ou` τ = v ⊗ v∨.
Pour g ∈ G, on a
〈iGP (σ ⊗ χ)(g)v, v
∨〉 =
∫
K
〈vχ(kg), v
∨(k)〉dk
=
∫
K
δ
1/2
P (mP (kg))χ(mP (kg))〈σ(mP (kg))v(kP (kg)), v
∨(k)〉dk,
ou` mP (kg) et kP (kg) de´signent les composantes de kg selon la de´composition G =MUK.
Les applications e´tant lisses, l’inte´grale est en fait une somme finie. L’ope´rateur
diffe´rentiel commute donc avec l’inte´grale et on obtient
Dλ(〈i
G
P (σ ⊗ χλ)(g)v, v
∨〉)|λ=λ0 =∫
K
Dλ(δ
1/2
P (mP (kg))χλ(mP (kg))〈σ(mP (kg))v(kP (kg)), v
∨(k)〉)|λ=λ0dk.
Le terme sous l’inte´grale est une expression de la forme p1(H
G
M (mP (kg))δ
1/2
P (mP (kg))
χλ(mP (kg))〈σ(mP (kg))v(kP (kg)), v
∨(k)〉 avec p1 polynoˆme sur a
G
M,C et k ∈ K.
D’apre`s le lemme pre´ce´dent, il existe une repre´sentation admissible lisse de longueur
finie (σ˜, E˜) et des e´le´ments v˜(kP (kg)), v˜∨(k) de E˜ et de E˜
∨, tels que cette expression
vaille δ
1/2
P (mP (kg))χλ0(mP (kg))〈σ˜(mP (kg))v˜(kP (kg)), v˜
∨(k)〉. En prenant pour (σ˜, E˜) la
repre´sentation explicite´e dans la preuve du lemme, on voit par ailleurs que
(v˜(kP (kg)))(m) = p1(H
G
M (m))σ(m)v(kP (kg)) pour m ∈M
et 〈e˜, v˜∨(k)〉 = 〈e˜(1), v∨(k)〉 pour e˜ ∈ E˜.
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On de´finit donc ainsi des applications k 7→ v˜(k) et k 7→ v˜∨(k). Montrons qu’elles sont
a` valeurs dans iKP∩KE˜ et i
K
P∩KE˜
∨ respectivement: elles sont toutes les deux invariantes a`
droite par un sous-groupe ouvert de K, puisque iGPσ est lisse. Par ailleurs, on trouve pour
kM ∈ K ∩M , kU ∈ K ∩ U et k ∈ K
v˜(kMkUk)(m) = p1(H
G
M (m))σ(m)v(kMkUk)
= p1(H
G
M (m))σ(m)σ(kM)v(k)
= p1(H
G
M (mkM ))σ(mkM )v(k)
= (σ˜(kM )v˜(k))(m)
ainsi que pour tout e˜ ∈ E˜
〈e˜, v˜∨(kMkUk)〉 = 〈e˜(1), v
∨(kMkUk)〉
= 〈e˜(1), σ∨(kM )v
∨(k)〉
= 〈σ(kM)
−1e˜(1), v∨(k)〉
= 〈σ˜(kM )
−1e˜, v˜∨(k)〉,
la dernie`re e´galite´ re´sultant du fait que (σ˜(k−1M )e˜)(1) = σ(k
−1
M )e˜(1), puisque H
G
M (k
−1
M ) =
HGM (1).
On de´duit de ceci que Dλ(〈i
G
P (σ ⊗ χλ)(g)v, v
∨〉)|λ=λ0 est une expression de la forme∫
K
δ
1/2
P (mP (kg))χλ0(mP (kg))〈σ˜(mP (kg))v˜(kP (kg)), v˜
∨(k)〉dk
=
∫
K
〈(iGP (σ˜ ⊗ χλ0)(g)v˜)(k), v˜
∨(k)〉dk
=〈iGP (σ˜ ⊗ χλ0)(g)v˜, v˜
∨〉,
d’ou` la proposition, puisque l’on a remarque´ que v˜ ⊗ v˜∨ ∈ iKP∩KE˜ ⊗ i
K
P∩KE˜
∨.
La dernie`re assertion de la proposition concernant la restriction des repre´sentation a`
TG se voit par une ve´rification directe, en remarquant que H
G
M (t) = 0 pour t ∈ TG. ✷
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6. Prolongement rationnel d’une identite´ polynomiale
6.1 Soit P = MU un sous-groupe parabolique semi-standard et soit O l’orbite iner-
tielle d’une repre´sentation irre´ductible cuspidale de M . Soit M ′ un sous-groupe de Levi
semi-standard de G contenant M . Lorsque ξ˜M
′
est une application rationnelle sur O a`
valeurs dans un sous-espace de dimension finie de iK∩M
′
P∩K∩M ′
EO⊗i
K∩M ′
P∩K∩M ′ E
∨
O, notons ϕξ˜M′
l’application rationnelle sur O a` valeurs dans iK∩M
′
P∩K∩M ′EO ⊗ i
K∩M ′
P∩K∩M ′E
∨
O de´finie par
ϕ
ξ˜M
′ (σ) =
∑
w∈WM
′
(M,O)
(JM
′
P∩M ′|wP∩M ′
(σ)λ(w)⊗ JM
′
P∩M ′|wP∩M ′(σ
∨)λ(w)) ξ˜M
′
(w−1σ).
Si ξ˜M
′
est polynomiale, ϕ
ξ˜M
′ est la composante en (P ∩M ′,O) d’un e´le´ment de l’espace de
Paley-Wiener PW (M ′) pour M ′ (cf. 2.2). Par abus de notation, cet e´le´ment de l’espace
de Paley-Wiener PW (M ′) sera e´galement note´ ϕ
ξ˜M
′ , ce qui permettra par exemple d’e´crire
ϕ
ξ˜M
′ (P1 ∩M
′, σ1), si P1 est un deuxie`me parabolique semi-standard de G de Levi semi-
standard M et σ1 ∈ O.
On notera par ailleurs, pour A ∈ A(S), Stab(A) = {w ∈ WMA(M,O)|wA = A},
et, pour σ ∈ O, E2(M
′, σ) l’ensemble des repre´sentations de carre´ inte´grable de M ′ de
support cuspidal e´gal a` la classe de WM
′
-conjugaison de σ. (Une condition ne´cessaire,
pour que σ soit dans le support cuspidal d’une repre´sentation de carre´ inte´grable de M ′
est e´videmment que la restriction de σ a` TM ′ agit par un caracte`re unitaire.)
Pour simplifier, on e´crira parfois EGP (J
−1
P |P
, ξ, σ) a` la place de EGP ((J
−1
P |P
(σ)⊗ 1)ξ(σ))
etc., et ResA(E
G
P (J
−1
P |P
, ξ, σ)(g)) de´signera ResA(E
G
P (J
−1
P |P
, ξ, .)(g))(σ) etc.
L’objet de ce paragraphe est la preuve de la proposition suivante:
Proposition: Soit P ′ = M ′U ′ un sous-groupe parabolique semi-standard contenant
P avec M ′ =MA pour un certain e´le´ment A de A(S). Fixons σ ∈ A avec ℜ(σ) = r(A).
Supposons qu’il existe une donne´e de re´sidu ResA en A, telle que, pour toute applica-
tion polynomiale ξM
′
sur O a` valeurs dans un sous-espace de dimension finie de iK∩M
′
P∩K∩M ′
EO ⊗ i
K∩M ′
P∩K∩M ′E
∨
O et tout g ∈ G, on ait l’identite´∑
w∈WM
′
(M,O)
γ(M ′/M) deg(σ)ReswA(E
M ′
P∩M ′(J
M ′ −1
P∩M ′|P∩M ′
, ξM
′
, w(σ ⊗ χ′))(g)) (6.1.1)
= | Stab(A)|
∑
π∈E2(M ′,σ)
deg(π)EM
′
M ′ (ϕξM′ (M
′, π ⊗ χ′))(g).
de fonctions rationnelles sur Xnr(M ′).
Soit ξ˜M
′
une application rationnelle sur O a` valeurs dans un sous-espace de dimension
finie de iK∩M
′
P∩K∩M ′
EO ⊗ i
K∩M ′
P∩K∩M ′E
∨
O telle que ϕξ˜M′ soit le produit de la composante en
(P ∩M ′,O) d’un e´le´ment de l’espace de Paley-Wiener PW (M ′) de M ′ par une fonction
rationnelle µ˜. Supposons qu’il existe un ensemble fini S˜ d’hyperplans radiciels de O de
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la forme Oσ′,α avec α ∈ Σ(P ) − Σ
M ′(P ∩ M ′) tel que ξ˜M
′
et µ˜ soient re´gulie`res sur
O−
⋃
S∈S˜
S. Alors l’identite´ ci-dessus vaut pour ξ˜M
′
.
Preuve: Remarquons que, pour π ∈ E2(M
′, σ), ϕ
ξ˜M
′ (M ′, π⊗ χ′) est bien de´finie pour
tout χ′ ∈ Xnr(M ′) avec σ ⊗ χ′ re´gulier pour µ˜. Le terme a` droite de l’identite´ (6.1.1)
est donc une fonction rationnelle sur Xnr(M ′). La fonction a` gauche est rationnelle par
de´finition des donne´es de re´sidu. Par prolongement analytique, il suffit donc de montrer
qu’il existe rM ′ ∈ a
∗
M ′ , tel que l’identite´ (6.1.1) vaut en tout χ
′ ∈Xnr(M ′) de partie re´elle
>P ′ rM ′ . Remarquons que ℜ(σ)M ′ = 0.
L’ensemble des sous-espaces affines radiciels A de O dans A(S) avec MA = M
′ e´tant
fini, on peut choisir rM
′
dans la chambre de Weyl de P ∩M ′ dans aM
′∗
M , tel que tout point
σ′ d’un tel sous-espace ve´rifie −rM
′
<P∩M ′ ℜ(σ
′)M
′
<P∩M ′ r
M ′ . On va alors prendre pour
rM ′ un e´le´ment de la chambre de Weyl de P
′ dans a∗M ′ tel que, pour tout Hα,c ∈ H(S˜)
avec α ∈ Σ(P )−ΣM
′
(P ∩M ′), et tout λM
′
∈ aM
′∗
M avec −r
M ′ ≤P∩M ′ λ
M ′ ≤P∩M ′ r
M ′ , on
ait 〈α∨, rM ′〉 > ℜ(c) − 〈α
∨, λM
′
〉. (Ceci est possible, puisque les formes line´aires 〈α∨, .〉,
α ∈ Σ(P )− ΣM
′
(P ∩M ′), sont non nulles sur a∗M ′ , alors que λ
M ′ parcourt un compact.)
Notons U le domaine des e´le´ments de O dont la partie re´elle λ ve´rifie λM ′ >P ′ rM ′ et
−rM
′
<P∩M ′ λ
M ′ <P∩M ′ r
M ′ . Les fonctions ξ˜M
′
et µ˜ sont re´gulie`res sur U : en effet,
par choix de rM ′ , on a, pour Hα,c ∈ H(S˜) avec α ∈ Σ(P ), et σ
′ ∈ U , 〈α∨,ℜ(σ)M ′〉 >
〈α∨, rM ′〉 > ℜ(c)− 〈α
∨,ℜ(σ′)M
′
〉, et donc 〈α∨,ℜ(σ)〉 6= ℜ(c).
En particulier, la fonction χ 7→ ξ˜M
′
(σ ⊗ χ) est pour tout r >P ′ rM ′ analytique
sur le polydisque U ′r de X
nr(M) forme´ des caracte`res χ ve´rifiant −rM
′
<P∩M ′ ℜ(σ ⊗
χ) <P∩M ′ r
M ′ et rM ′ <P ′ ℜ(χ) <P ′ r. Par la the´orie des fonctions analytiques en plusieurs
variables, ξ˜M
′
(σ ⊗ .) peut s’e´crire comme limite d’une suite d’applications polynomiales
(ξn) convergeant uniforme´ment sur tout compact de U
′
r et prenant ses valeurs dans un
meˆme sous-espace de dimension finie de iK∩M
′
P∩K∩M ′
EO⊗ i
K∩M ′
P∩K∩M ′E
∨
O que ξ˜
M ′ . Pour obtenir
des applications polynomiales sur O, on les rend invariantes par Stab(O) (cf. 1.3). Ce
proce´de´ ne change rien a` la convergence uniforme sur tout compact de U ′r vers ξ˜
M ′ , puisque
ξ˜M
′
est invariante.
Notons Ur l’ensemble des σ⊗ χ avec χ ∈ U
′
r. Cet ensemble est e´gal au sous-ensemble
de U forme´ des σ′ avec ℜ(σ′)P ′ <P ′ r. On a donc montre´ l’existence d’une suite (ξ
M ′
n )
d’applications polynomiales sur O qui converge uniforme´ment sur tout compact de Ur
vers ξ˜M
′
. Remarquons que, comme σ a e´te´ choisie dans A, on a, par choix de rM
′
et
graˆce a` l’invariance de A(S) par les e´le´ments de WM
′
(M,O), w(σ ⊗ χ′) ∈ Ur pour tout
w ∈WM
′
(M,O) et tout χ′ ∈Xnr(M ′), rM ′ <P ′ ℜ(χ
′) <P ′ r.
Suite aux hypothe`ses de la proposition, l’identite´ (6.1.1) est ve´rifie´e pour ξM
′
n en tout
χ′ ∈Xnr(M ′), et donc en particulier si rM ′ <P ′ ℜ(χ
′) <P ′ r. Il reste a` voir, si la suite des
valeurs en σ ⊗ χ′ converge pour n→∞ respectivement vers∑
w∈WM
′
(M,O)
γ(M ′/M) deg(σ)ReswA(E
M ′
P∩M ′(J
M ′ −1
P∩M ′|P∩M ′
, ξ˜M
′
, w(σ ⊗ χ′))(g))
et | Stab(A)|
∑
π∈E2(M ′,σ)
deg(π)EM
′
M ′ (ϕξ˜M′ (M
′, π ⊗ χ′))(g).
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L’identite´ (6.1.1) en χ′ en re´sulte.
E´tudions les deux cas se´pare´ment. Comme le calcul de la donne´e de re´sidu ResA
ne fait intervenir que des combinaisons line´ares re´elles de de´rive´es en direction d’e´le´ments
de aM
′∗
M,C et qu’une suite de de´rive´es de ξ
M ′
n converge par le the´ore`me de la convergence
uniforme des fonctions holomorphes uniforme´ment sur tout compact de Ur vers la de´rive´e
de ξ˜M
′
, on trouve pour tout w ∈WM
′
(M,O), ayant w(σ ⊗ χ′) ∈ Ur,
lim
n→∞
ReswA(E
M ′
P∩M ′(J
M ′ −1
P∩M ′|P∩M ′
, ξM
′
n , w(σ ⊗ χ
′))(g)) =
ReswA(E
M ′
P∩M ′(J
M ′ −1
P∩M ′|P∩M ′
, ξ˜M
′
, w(σ ⊗ χ′))(g)).
Concernant le deuxie`me terme, il suffit de prouver que ϕξM′n (M
′, σ⊗χ′) converge vers
ϕ
ξ˜M
′ (M ′, σ ⊗ χ′). Notant µ+ un de´nominateur pour la fonction rationnelle µM
′
qui est
invariant par WM
′
(M,O), on a une identite´
ϕµ+ξM′n (σ
′) =
∑
w∈WM
′
(M,O)
µ+(σ′) (6.1.2)
(JM
′
P∩M ′|wP∩M ′
(σ′)λ(w)⊗ JM
′
P∩M ′|wP∩M ′(σ
′∨)λ(w))ξM
′
n (w
−1σ′)
de fonctions rationnelles sur O. Choisissons un voisinage relativement compact et connexe
U ′ de σ ⊗ χ′ dans Ur tel que wU
′ ⊆ Ur pour tout w ∈ W
M ′(M,O). Comme l’ope´rateur
σ′ 7→ µ+(σ′)(JM
′
P∩M ′|wP∩M ′
(σ′)λ(w)⊗JM
′
P∩M ′|wP∩M ′(σ
′∨)λ(w)) est re´gulier sur O (cf. 4.4)
et que µ+ est invariant par WM
′
(M,O), (6.1.2) converge uniforme´ment sur tout compact
de U ′ vers ϕ
µ+ ξ˜M
′ (σ′). Par suite, limn→∞ ϕξM′n (σ
′) = limn→∞
ϕ
µ+ξM
′
n
(σ′)
µ+(σ′) =
ϕ
µ+ ξ˜M
′
(σ′)
µ+(σ′) =
ϕ
ξ˜M
′ (σ′) en tout point σ′ de U ′ avec µ+(σ′) 6= 0. Comme l’ope´rateur ϕ
ξ˜M
′ est re´gulier en
σ ⊗ χ′ et que la limite de´finit un ope´rateur me´romorphe sur U ′, on en de´duit l’e´galite´ en
σ ⊗ χ′ par prolongement analytique. ✷
6.2 La proposition 6.1 sera utilise´e dans la suite pour les applications rationnelles
de´crites dans le lemme suivant:
Lemme: Soit ξ une application polynomiale sur O a` valeurs dans un sous-espace
de dimension finie de iK
P∩K
EO ⊗ i
K
P∩KE
∨
O. Soit P
′ = M ′U ′ un sous-groupe parabolique
(P,S)-standard, P1 = (P ∩M
′)U ′ et P˜1 = (P ∩M
′)U ′. Identifions iG
P˜ 1
EO ⊗ i
G
P1
E∨O avec
iGP ′i
M ′
P∩M ′
EO ⊗ i
G
P ′i
M ′
P∩M ′E
∨
O. Soient g
′, g ∈ G. L’application rationnelle ξ˜M
′
g′g,g′ : O →
iK∩M
′
P 1∩K∩M ′
EO ⊗ i
K∩M ′
P1∩K∩M ′
E∨O,
σ 7→ µ
P1|P˜1
(σ)[
∑
w∈W+
M′
(M,O)
µM
′
w−1P∩M ′|P∩M ′(σ)
(J
P˜ 1|w−1P
(σ)λ(w−1)⊗ JP1|w−1P (σ
∨)λ(w−1))ξ(wσ)](g′g, g′)
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est re´gulie`re en dehors d’un ensemble fini S˜ d’hyperplans radiciels de O de la forme Oσ,α
avec α ∈ Σ(P1)− Σ
M ′(P ∩M ′). Par ailleurs, ϕM
′
ξ˜M
′
g′g,g′
(σ) = µ
P1|P˜1
(σ)(ϕξ(P1, σ)(g
′g, g′)).
Remarque: L’application polynomiale σ 7→ ϕξ(P1, σ)(g
′g, g′) du lemme est bien la
composante en P1 ∩ M
′ d’un e´le´ment de l’espace de Paley-Wiener de M ′, puisque les
hypothe`ses de 2.3 valent relatives a` cette application (ce qui est une ve´rification di-
recte en utilisant la fonctorialite´ des ope´rateurs d’entrelacement vis-a`-vis de l’induction
parabolique).
Preuve: La fonction µM
′
w−1P∩M ′|P∩M ′ est polynomiale sur O, si w ∈W
+
M ′(M,O): pour
que cette fonction ait un poˆle, il faut par la formule du produit pour la fonction µ et 4.3
qu’il existe une racine α ∈ ΣM
′
O ∩ Σ(P ) qui est ne´gative pour w
−1P ∩M ′. Or, comme w
est le produit d’un e´le´ment de W qui envoie ∆O dans lui-meˆme par un e´le´ment de WO
de longueur minimale dans sa classe a` droite modulo WM
′
O , α ∈ Σ
M ′
O ∩ Σ(P ) implique
wα ∈ Σ(P ), i.e. α est ne´cessairement positif pour w−1P ∩M ′.
Par la formule de de´composition pour les ope´rateurs d’entrelacement, on sait de meˆme
qu’un hyperplan de la forme Oσ,α avec α ∈ Σ
M ′(P ∩M ′) est singulier pour J
(M ′∩P )U ′|w−1P
(resp. JP1|w−1P ), seulement s’il existe α ∈ Σ
M ′
O ∩ Σ(P ) qui est ne´gative pour w
−1P ∩M ′.
Or, on vient de voir qu’un tel α n’existe pas. Il est clair que les hyperplans de cette forme
ne sont pas non plus singuliers pour µ
P1|P˜1
. Ceci prouve la premie`re assertion du lemme.
De´terminons maintenant ϕM
′
ξ˜M
′
g′g,g′
en un point ge´ne´rique σ. Comme µ
P1|P˜1
est invariante
par WM
′
(M,O) en tant que quotient des fonctions WM
′
(M,O)-invariantes µ et µM
′
, le
produit de µ
P1|P˜1
(σ)−1 avec
∑
w′∈WM
′
(M,O)
(JM
′
P1∩M ′|w′P1∩M ′
(σ)λ(w′)⊗ JM
′
P1∩M ′|w′P1∩M ′
(σ)λ(w′))ξ˜M
′
g′g,g′(w
′−1σ)
est l’e´valuation en (g′g, g′) de∑
w′∈WM
′
(M,O)
∑
w∈W+
M′
(M,O)
µM
′
w−1P∩M ′|P∩M ′(w
′−1σ)
(JP1|(w′P∩M ′)U ′(σ)λ(w
′)J
(P∩M ′)U ′|w−1P
(w−1σ)λ(w−1)⊗
JP1|w′P1(σ
∨)λ(w′)JP1|w−1P (w
′−1σ∨)λ(w−1))ξ(ww′−1σ)
=
∑
w′∈WM′(M,O)
∑
w∈W+
M′
(M,O)
µM
′
w−1P∩M ′|P∩M ′(w
′−1σ)
(JP1|(w′P∩M ′)U ′(σ)J(w′P∩M ′)U ′|w′w−1P (σ)λ(w
′w−1)⊗
JP1|w′P1(σ
∨)Jw′P1|w′w−1P (σ
∨)λ(w′w−1))ξ(ww′−1σ)
=
∑
w′∈WM
′
(M,O)
∑
w∈W+
M′
(M,O)
µM
′
w−1P∩M ′|P∩M ′(w
′−1σ)jM
′
w′w−1P∩M ′|w′P∩M ′(σ)
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(J
P1|w′w−1P
(σ)λ(w′w−1)⊗ JP1|w′w−1P (σ
∨)λ(w′w−1))ξ(ww′−1σ),
ou` on a utilise´ la formule du produit pour les ope´rateurs d’entrelacement. Comme
jM
′
w′w−1P∩M ′|w′P∩M ′(σ) id = λ(w
′−1)JM
′
w′w−1P∩M ′|w′P∩M ′(σ)J
M ′
wP∩M ′|w′w−1P∩M ′(σ)λ(w
′)
= JM
′
w−1P∩M ′|P∩M ′(w
′−1σ)JM
′
P∩M ′|w−1P∩M ′(w
′−1σ)
= jM
′
w−1P∩M ′|P∩M ′(w
′−1σ) id,
on a µM
′
w−1P∩M ′|P∩M ′(w
′−1σ)jM
′
w′w−1P∩M ′|w′P∩M ′(σ) = 1. Remarquons que W (M,O) =
WM
′
(M,O)(W+M ′(M,O))
−1 par 4.5. L’expression que l’on a obtenu est donc e´gale a`
(JP1|P (σ)⊗ JP |P1(σ
∨)−1)ϕξ(σ), ce qui vaut ϕξ(P1, σ), d’ou` le lemme. ✷
39
7. L’e´le´ment ϕHP,O de l’espace de Paley-Wiener
7.1 Fixons un sous-groupe parabolique semi-standard P = MU de G et l’orbite
inertielle O d’une repre´sentation irre´ductible cuspidale de M . Fixons en outre un sous-
groupe ouvert compact distingue´ H de K admettant une de´composition d’Iwahori par
rapport a` tout couple parabolique semi-standard de G et tel que EH∩MO 6= 0. On a de´fini
dans [H1] B.4. l’application polynomiale ϕHP,O suivante sur O a` valeurs dans i
G
PEO⊗ i
G
PE
∨
O:
De´signons pour une repre´sentation lisse (π, V ) de G par VP son module de Jacquet
qui est une repre´sentation lisse de M . L’espace VP est somme directe de deux sous-
espace M -e´quivariante VP (O) et VP (horsO) tels que tout sous-quotient irre´ductible de la
repre´sentation deM dans VP (O) soit dans O et qu’aucun sous-quotient de la repre´sentation
de M dans VP (horsO) ne le soit.
Pour H un sous-groupe ouvert compact de G admettons une de´composition d’Iwahori
par rapport a` P =MU , le foncteur de Jacquet V H → V H∩MP de´fini relatif aux invariants
par H et par H ∩M admet une section canonique sur un sous-espace note´ SHP (V ) de V
H .
La valeur de ϕHP,O en un point σ de O est alors e´gale a` la projection de i
K
P∩KEσ sur
SHP (i
K
P∩KEσ)(O) de noyau e´gal a` l’intersection des e´le´ments de S
H
P
(iKP∩KE
∨
σ )(O
∨).
On a montre´ qu’il existe un e´le´ment ϕO de l’espace de Paley-Wiener de PW (G) tel
que (ϕO)P,O = ϕ
H
P,O et que (ϕO)P ′,O′ = 0, si O
′ n’est pas conjugue´ a` O.
Choisissons des e´le´ments vi ∈ (i
K
P∩K
EO)
H (resp. v∨i ∈ (i
K
P∩KE
∨
O)
H), i ∈ I, a` support
dans (P ∩K)H (resp. (P∩K)H), tels que ei := vi(1) (resp. e
∨
i := v
∨
i (1)) forment des bases
de EM∩HO (resp. (E
∨
O∨)
M∩H) qui sont duales. Posons c = mesUP (H∩UP )mesUP (H∩UP ).
On a montre´ dans [H1] B.5 qu’une solution polynomiale de la relation (#) de l’introduction
relative a` ϕHP,O est donne´e par
ξϕH
P,O
:= c−1
∑
i∈I
vi ⊗ v
∨
i .
Notons fϕO l’e´le´ment de C
∞
c (G) qui correspond a` ϕO (cf. 2.3).
Lemme: Soit π une repre´sentation de carre´ inte´grable de G dont le support cusp-
idal est contenu dans la classe de W -conjugaison de O. Alors tr(π(fϕO)) est un entier
strictement positif.
Preuve: Notons Vπ l’espace de π. D’apre`s [H1] B.3.4.1, on a (Vπ)P (O) 6= 0. Par
re´ciprocite´ de Frobe´nius, il existe donc σ ∈ O, tel que π →֒ iGP σ. Il en re´sulte en outre
que SHP (i
G
P σ)(O) ∩ Vπ ⊇ S
H
P (Vπ)(O) 6= 0 (dans les notations de [H1] B.2) et que π(fϕO) =
ϕHP,O(σ) |Vpi . L’endomorphisme π(fϕ) est donc comme restriction d’une projection une
projection ou bien identiquement 0. Comme la trace d’une projection est toujours un
entier strictement positif, il reste a` montrer que π(fϕ) 6= 0. Or, d’apre`s ce qui pre´ce´dait, il
existe v ∈ SHP (i
G
Pσ)(O)∩Vπ, v 6= 0, et on a π(fϕ)(v) = ϕ
H
P,O(σ)(v) = v 6= 0, d’ou` le lemme.
✷
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7.2 Lemme: L’application rationnelle
O → C, σ 7→ EGP,σ((JP |P (σ)⊗ 1)ξϕHP,O
(σ))(1)
est constante et > 0.
Preuve: Remarquons d’abord que, pour σ re´gulier,
EGP,σ((JP |P (σ)⊗ 1)ξϕHP,O
(σ))(1) = c−1
∑
i∈I
EGP,σ(JP |P (σ)vi ⊗ v
∨
i )(1)
= c−1
∑
i∈I
〈JP |P (σ)vi, v
∨
i 〉
= c−1
∑
i∈I
∫
K
〈(JP |P (σ)vi)(k), v
∨
i (k)〉dk.
Soit p ∈ P ∩K et h ∈ H. NotonsmP (p)uP (p) la de´composition de p selon la de´composition
P = MU . On a
(JP |P (σ)vi)(ph) = ((i
G
Pσ)(h)JP |P (σ)vi)(p) = (JP |P (σ)(i
G
P
σ)(h)vi)(p)
= (JP |P (σ)vi)(p) = σ(mP (p))(JP |P (σ)vi)(1),
avec, d’apre`s le lemme B.5.2.1 de [H1],
(JP |P (σ)vi)(1) = mesUP (H ∩ UP )ei,
alors que v∨i (ph) = σ
∨(mP (p))v
∨
i (1) = σ
∨(mP (p))e
∨
i .
Comme supp(v∨i ) ⊆ (P ∩K)H et que 〈ei, e
∨
i 〉 = 1, on en de´duit que∫
K
〈(JP |P (σ)vi)(k), v
∨
i (k)〉dk = mes((P ∩K)H)mesUP (H ∩ UP ).
Par suite, EGP,σ((JP |P (σ) ⊗ 1)ξϕHP,O
(σ))(1) est constant et > 0 pour σ dans un ouvert de
Zariski de O, d’ou` le lemme par prolongement analytique. ✷
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8. La de´composition spectrale
Dans tout ce paragraphe, on fixe un sous-groupe parabolique semi-standard P = MU
de G et l’orbite inertielle O d’une repre´sentation irre´ductible cuspidale de M . Par ailleurs,
le symbole S de´signera dans tout ce paragraphe l’ensemble fini Sµ d’hyperplans affines de
O associe´ a` la fonction µ de Harish-Chandra de´finie relative a` O (cf. 4.3).
8.1 Appelons un sous-espace affine radiciel A de O re´siduel pour µ, s’il existe une
fonction polynomiale p sur O et une donne´e de re´sidu ResA en A, tel que ResA(pµ) 6= 0.
Notons Aµ(S) le sous-ensemble de A(S) forme´ des sous-espaces affines qui sont re´siduels
pour µ.
Notons rgss(H) le rang semi-simple d’un groupe re´ductif H. Si M
′ est un sous-groupe
de Levi de G, on appelle rgss(G)− rgss(M
′) le rang parabolique de M ′ (relatif a` G).
Le lemme suivant est une reformulation de re´sultats combinatoires de Heckman-
Opdam et Opdam:
Lemme: Soit Σ′ un syste`me de racines dans aG∗M de dimension m de groupe de Weyl
W ′, soit q1 un re´el > 1 et soit k = (kα)α∈Σ′ une famille de nombres > 0 tels que kwα = kα
pour tout w ∈W ′. Posons pour λ ∈ aG∗M,C
µ(λ, k) =
∏
α∈Σ′
1− q
〈α∨,λ〉
1
1− q
kα+〈α∨,λ〉
1
Pour qu’il existe une suite strictement croissante de sous-groupes de Levi M ⊂M1 ⊂
· · · ⊂ Mm−1 ⊂ Mm = G et une fonction p me´romorphe sur a
G∗
M,C et holomorphe en
un voisinage de λ telle que les re´sidus successifs de pµ(., k) par rapport aux sous-espaces
λ+aG∗Mi,C soient non nuls, il faut et il suffit que λ soit un poˆle d’ordre m de µ(., k) (l’ordre
d’un poˆle e´tant de´fini comme dans (3.4)). Ces poˆles de µ(., k) sont d’ordre maximal.
De plus, si λ est un poˆle d’ordre maximal m de µ(., k), alors les re´sidus successifs de
µ(., k) par rapport aux sous-espaces λ + aG∗Mi,C sont des fonctions non nulles qui ont des
poˆles simples par rapport aux sous-espaces λ+ aG∗Mi+1,C.
Preuve: Il re´sulte de [HO1] the´ore`me 3.9 et identite´ (3.17) que la condition est suff-
isante, pour que λ soit un poˆle d’ordre m, et que les poˆles des re´sidus successifs par
rapport aux aG∗Mi,C sont alors simples. La re´ciproque et la maximalite´ de l’ordre de ces
poˆles re´sultent de [O2] corollaire 7.10 et remarque 7.11. ✷
Proposition: Pour qu’un sous-espace affine radiciel A de O soit dans Aµ(S), il
faut et il suffit qu’un (ou tout) e´le´ment de Areg soit un poˆle de µ
MA d’ordre e´gal au rang
parabolique de M de´fini relatif a` MA. Ces poˆles sont d’ordre maximal pour µ
MA .
Preuve: Soit σ ∈ Areg. Conside´rons d’abord le cas MA = G. On a alors A =
Areg. En e´changeant P le cas e´che´ant, on peut supposer ℜ(σ) ≥P 0. Si Oσ,α est un
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hyperplan singulier pour µ, alors µMα(ℑ(σ)) = 0 par 4.1. Si µMα s’annule sur Oσ,α,
alors la projection ℜ(σ)Mα de ℜ(σ) sur aMα∗M est nulle (cf. 4.1). Notons Σ
+
sp(σ) le sous-
ensemble de l’ensemble Σsp(σ) (de´fini en 4.1), forme´ des racines qui sont positives pour
P . E´crivons µ = µnsp,σ µsp,σ avec les notations de 4.1 et posons σ0 := ℑ(σ). La fonction
λ 7→ µnsp,σ(σ0⊗χλ) est alors re´gulie`re et non nulle dans la partie re´elle de tout hyperplan
affine qui appartient a` S et qui contient A (i.e. qui est un e´le´ment de SA). On peut e´crire
µsp,σ(σ0 ⊗ χλ) =
∏
α∈Σ+sp(σ)
(1− q−mα〈α
∨,λ〉)(1− qmα〈α
∨,λ〉)
(1− qkα−mα〈α∨,λ〉)(1− qkα+mα〈α∨,λ〉)
(8.1.1)
avec des nombres rationnels mα > 0 qui ve´rifient mwα = mα pour w ∈ W (M,O) (en fait
mα = 〈α
∨, α˜〉−1, ce qui est clairement invariant par W (M,O)).
Posons m = rgss(G)−rgss(M), q1 = q
mα et k′α = kα/mα. Comme, par ce qui pre´ce`de,
k′α = k
′
wα pour w ∈W (M,O), on peut appliquer le lemme a` l’expression 8.1.1.
Pour que A ∈ Aµ(S), il faut qu’il existe une suite strictement croissante M ⊂ M1 ⊂
· · · ⊂ Mm−1 ⊂ Mm = G de sous-groupes de Levi de G et un polynoˆme p sur O tel que
les re´sidus successifs de λ 7→ pµsp,σ(σ0 ⊗ χλ) par rapport aux sous-espaces ℜ(σ) + a
G∗
Mi,C
soient non nuls. On de´duit alors du lemme que ceci implique que σ est un poˆle d’ordre m
de µ.
Re´ciproquement, le lemme montre que, si σ est un poˆle d’ordre m de µ, alors il existe
une suite strictement croissante M ⊂ M1 ⊂ · · · ⊂ Mm−1 ⊂ Mm = G telle que les re´sidus
successifs de λ 7→ µsp,σ(σ0 ⊗ χλ) par rapport aux sous-espaces ℜ(σ) + a
G∗
Mi,C
soient des
fonctions non nulles qui ont des poˆles simples par rapport aux sous-espaces ℜ(σ)+aG∗Mi+1,C.
Comme λ 7→ µnsp,σ(σ0⊗χλ) est re´gulie`re et non nulle dans la partie re´elle de tout hyperplan
affine de S qui contient A, ceci implique bien que A ∈ Aµ(S).
On de´duit du lemme e´galement que ces poˆles sont d’ordre maximal.
Soit maintenant A ∈ A(S), MA 6= G. Tout e´le´ment A
′ de A(S) qui contient A est
alors dans A(SµMA ), puisque les hyperplans affines dans S \SµMA sont de´finis a` partir
de racines dans Σ(P ) \ Σ(P ∩ MA) et ils ne contiennent donc pas A. De ce que l’on
vient de montrer, on de´duit qu’il faut et qu’il suffit que A ∈ AµMA (SµMA ), pour que tout
e´le´ment de Areg soit un poˆle de µ
MA d’ordre e´gal au rang parabolique de M relatif a` MA.
On est donc re´duit a` e´tablir que A ∈ AµMA (SµMA ) e´quivaut a` A ∈ Aµ(S). Soit p une
fonction polynomiale sur O, et soit D une suite de´croissante de sous-espaces affines de O
contenant A et de´finissant un ope´rateur re´sidu en A (cf. 3.7). Soit σ ∈ Areg. Comme
σ est alors re´gulier pour µ(µMA)−1, on de´duit du lemme applique´ a` µMA et aMA∗M que
ResD(pµ)(σ) 6= 0 ou ResD(pµ
MA)(σ) 6= 0 implique que les re´sidus successifs de µMA par
rapport aux sous-espaces afines formant D ont des poˆles simples par rapport a` ces sous-
espaces affines, d’ou` l’e´galite´ ResD(pµ)(σ) = (µ(µ
MA)−1))(σ)ResD(pµ
MA)(σ). Comme
(µ(µMA)−1)) ne s’annule par de´finition de S pas sur Areg, il en suit que ResD(pµ)(σ) 6= 0
e´quivaut a` ResD(pµ
MA)(σ) 6= 0, d’ou` l’e´quivalence recherche´e entre A ∈ AµMA (SµMA ) et
A ∈ Aµ(S). ✷
Remarque: Pour tous A ∈ Aµ(S), σ ∈ Areg et toute fonction rationnelle ψ sur O
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re´gulie`re sur Areg, nous avons montre´ au cours de la preuve de la proposition l’identite´
(ResPA ψµ)(σ) = ψ(σ)(Res
P
A µ)(σ) (8.1.2).
Nous avons e´galement e´tabli a` la fin de la preuve de la proposition que
Corollaire: Soit M ′ un sous-groupe de Levi semi-standard de G, M ′ ⊇ M . Soit
A ∈ A(SµM′ ).
Pour que A soit dans AµM′ (SµM′ ), il faut et il suffit que A appartienne a` Aµ(S).
8.2 On est maintenant en mesure d’e´noncer et de prouver notre re´sultat principal.
Appelons sous-groupe parabolique (P,S)-standard de G tout sous-groupe parabolique semi-
standard de la forme P ′ =M ′U ′, ou`M ′ =MA est un sous-groupe de Levi (P,S)-standard,
tel que PA contienne la chambre de Weyl associe´e a` P
′ dans a∗MA (cf. 4.6). Rappelons que
l’on a note´ (cf. 6.1) Stab(A) = {w ∈WMA(M,O)|wA = A} pour A ∈ A(S). On de´signera
par [A] la classe de WMA(M,O)-conjugaison de A. On fixe un ensemble de repre´sentants
[A(S)] dans A(S) de ces classes. On pose [Aµ(S)] := [A(S)] ∩Aµ(S).
Rappelons e´galement que E2(M
′, σ) de´signe l’ensemble des repre´sentations de carre´
inte´grable de M ′ dont le support cuspidal contient σ (cf. 6.1) et que, pour Ω ⊆ ∆O, MΩ
de´signe le plus petit sous-groupe de Levi M ′ de G contenant M et tel que Ω ⊆ aM
′∗
M (cf.
4.6).
The´ore`me: Pour toute application polynomiale ξ : O → iK
P∩K
EO⊗i
K
P∩KE
∨
O a` valeurs
dans un sous-espace de dimension finie, on a
γ(G/M)
∫
ℜ(σ)=r≫P 0
deg(σ)EGP ((J
−1
P |P
(σ)⊗ 1)ξ(σ))(g) dOℑ(σ) (8.2.1)
=
∑
Ω⊆∆O
∑
A∈[Aµ(S)],MA=MΩ
|W∆O,MA |
−1| PS(MA)|
−1γ(G/M)| Stab(A)|−1
∫
ℜ(σ)=r(A)
deg(σ)
∑
w′∈WMA (M,O)
∑
w∈W+
MA
(M,O)
ResPw′A(E
G
P ((J
−1
P |P
(ww′σ)⊗ 1)ξ(ww′σ))(g))dAℑ(σ).
Par ailleurs, pour tout A ∈ [Aµ(S)] et tout σ ∈ A avec ℜ(σ) = r(A), on a, avec M
′ =MA
et P ′ = M ′U ′ un sous-groupe parabolique (P,S)-standard, l’identite´ suivante de fonctions
rationnelles en χ′ ∈Xnr(M ′):
γ(G/M) deg(σ)| Stab(A)|−1
∑
w′∈WM
′
(M,O)
∑
w∈W+
M′
(M,O)
(8.2.2)
ResPw′A(E
G
P ((J
−1
P |P
(ww′(σ ⊗ χ′))⊗ 1)ξ(ww′(σ ⊗ χ′)))(g))
= γ(G/M ′)
∑
π∈E2(M ′,σ)
deg(π)µ(π ⊗ χ′)EGP ′(ϕξ(P
′, π ⊗ χ′))(g).
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De plus, pour que σ ∈ O ve´rifie E2(G, σ) 6= ∅, il faut qu’il appartienne a` un e´le´ment A de
Aµ(S) qui ve´rifie MA = G.
Preuve: Pour simplifier les notations (et e´conomiser de la place), on va identifier
iKP ′∩KEO ⊗ i
K
P∩KE
∨
O a` un sous-espace de End(i
K
P∩KEO, i
K
P ′∩KEO) etc. via le plongement
usuel. Ainsi (J−1
P |P
(σ)⊗ 1)ξ(σ) s’identifie a` J−1
P |P
(σ)ξ(σ).
Par le the´ore`me des re´sidus 4.11,
γ(G/M)
∫
ℜ(σ)=r≫P 0
deg(σ)EGP (J
−1
P |P
(σ)ξ(σ))(g)dOℑ(σ)
=
∑
Ω⊆∆O
∑
A∈[A(S)],MA=MΩ
|W∆O,MA |
−1 | PS(MA)|
−1γ(G/M)
∫
ℜ(σ)=r(A)+ǫA
deg(σ) (8.2.3)
| Stab(A)|−1
∑
w′∈WMA(M,O)
∑
w∈W+
MA
(M,O)
ResPw′A(E
G
P (J
−1
P |P
(ww′σ)ξ(ww′σ))(g))dAℑ(σ).
On va montrer que les contributions des termes venant d’un e´le´ment de [A(S)]− [Aµ(S)]
sont nulles, que les identite´s (8.2.2) sont ve´rifie´es pour tout A ∈ [A(S)] et que la somme
sous l’inte´grale (8.2.3) est re´gulie`re en tout σ avec ℜ(σ) = r(A). A l’aide de la formule de
Plancherel, ceci prouvera le the´ore`me.
On va effectuer une re´currence sur le rang semi-simple de G. Les diffe´rentes e´tapes de
la preuve (traitement de la partie ”continue” de (8.2.3) a` l’aide de l’hypothe`se de re´currence,
identification de la partie continue de (8.2.3) avec celle de la formule de Plancherel, traite-
ment de la partie ”discre`te”) sont reparties sur les nume´ros 8.3, 8.4 et 8.5 ci-apre`s.
8.3 On va effectuer une re´currence sur le rang semi-simple de G. Si rgss(G) = 0, il
n’y a rien a` montrer. Supposons le the´ore`me prouve´ pour tout groupe de rang semi-simple
plus petit que celui de G. Soit Ω ⊆ ∆O tel que M
′ := MΩ 6= G. Soit A ∈ [A(S)] avec
M ′ = MA et notons P
′ un sous-groupe parabolique (P,S)-standard de Levi M ′. Posons
P1 = (M
′ ∩ P )U ′. C’est un sous-groupe parabolique semi-standard contenu dans P ′ de
sous-groupe de Levi M . Comme ∆O ⊆ Σ(P ) et que P
′ est (P,S)-standard, tout e´le´ment
α ∈ ∆O ve´rifie ou α ∈ Σ(P ∩M
′) ou α|M ′ ∈ Σ(P
′). On en de´duit ∆O ⊆ Σ(P1).
On a alors pour σ ∈ O en position ge´ne´rique, en utilisant les re`gles de composition,
d’adjonction et de compatibilite´ vis-a`-vis de l’induction parabolique pour les ope´rateurs
d’entrelacement (ou` on identifie iGP1 avec i
G
P ′i
M ′
P1∩M ′
) (cf. [W] chapitre IV)∑
w∈W+
M′
(M,O)
EGP (JP |P (wσ)ξ(wσ))(g)
=
∑
w∈W+
M′
(M,O)
EGP (λ(w)λ(w
−1)JP |P (wσ)ξ(wσ))(g)
=
∑
w∈W+
M′
(M,O)
EGP (λ(w)Jw−1P |w−1P (σ)λ(w
−1)ξ(wσ))(g)
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=
∑
w∈W+
M′
(M,O)
µM
′
w−1P∩M ′|P∩M ′(σ)E
G
P1(λ(w)Jw−1P |P1(σ)JP1|(M ′∩P )U ′(σ)
J
(M ′∩P )U ′|w−1P
(σ)λ(w−1)ξ(wσ))(g)
=
∑
w∈W+
M′
(M,O)
EGP1((JP1|(M ′∩P )U ′(σ)⊗ 1)[µ
M ′
w−1P∩M ′|P∩M ′(σ)
(J
(M ′∩P )U ′|w−1P
(σ)λ(w−1)⊗ JP1|w−1P (σ
∨)λ(w−1))ξ(wσ)])(g)
=
∑
w∈W+
M′
(M,O)
EGP ′(i
G
P ′(J
M ′
M ′∩P |M ′∩P
(σ)⊗ 1)[µM
′
w−1P∩M ′|P∩M ′(σ)
(J
(M ′∩P )U ′|w−1P
(σ)λ(w−1)⊗ JP1|w−1P (σ
∨)λ(w−1))ξ(wσ)])(g)
=
∫
P ′\G
EM
′
P∩M ′(J
M ′
P∩M ′|P∩M ′
(σ)[
∑
w∈W+
M′
(M,O)
µM
′
w−1P∩M ′|P∩M ′(σ)
((J
(M ′∩P )U ′|w−1P
(σ)λ(w−1)⊗ JP1|w−1P (σ
∨)λ(w−1))ξ(wσ))(g′g, g′)])(1)dg′
Posons P˜1 = (M
′ ∩ P )U ′. Comme l’inte´grale est en fait une somme finie, il s’en suit
que, pour A′ dans [A] et σ ∈ A′ en position ge´ne´rique
∑
w∈W+
M′
(M,O)
ResA′(E
G
P (J
−1
P |P
(wσ)ξ(wσ))(g)) = (8.3.1)
∫
P ′\G
ResA′(E
M ′
P∩M ′(J
M ′ −1
P∩M ′|P∩M ′
(σ)[µ
P1|P˜1
(σ)
∑
w∈W+
M′
(M,O)
µM
′
w−1P∩M ′|P∩M ′(σ)
(J
(P∩M ′)U ′|w−1P
(σ)λ(w−1)⊗ JP1|w−1P (σ
∨)λ(w−1))ξ(wσ)](g′g, g′))(1))dg′
L’application rationnelle ξ˜M
′
g′g,g′ : O → i
K∩M ′
P∩K∩M ′
EO ⊗ i
K∩M ′
P∩K∩M ′E
∨
O,
σ 7→ µ
P1|P˜1
(σ)[
∑
w∈W+
M′
(M,O)
µM
′
w−1P∩M ′|P∩M ′(σ)
((J
(P∩M ′)U ′|w−1P
(σ)λ(w−1)⊗ JP1|w−1P (σ
∨)λ(w−1))ξ(wσ)](g′g, g′)
ve´rifie d’apre`s 6.2 les hypothe`ses de la proposition 6.1. Le lemme 6.2 montre par ailleurs
que ϕ
ξ˜M
′
g′g,g′
(σ) = µ
P1|P˜1
(σ)(ϕξ(P1, σ)(g
′g, g′)) (dans les notations de 6.2).
Fixons σ ∈ A avec ℜ(σ) = r(A). On trouve alors par la proposition 6.1 avec
l’hypothe`se de re´currence, en utilisant l’e´galite´ γ(G/M) = γ(G/M ′)γ(M ′/M), et en posant
σ′ = σ ⊗ χ′ l’e´galite´
| Stab(A)|−1
∑
w′∈WM′(M,O)
γ(G/M) deg(σ) (8.3.2)
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ResP∩M
′
w′A (E
M ′
P∩M ′(J
M ′ −1
P∩M ′|P∩M ′
(w′σ′)[µ
P1|P˜1
(w′σ′)
∑
w∈W+
M′
(M,O)
µM
′
w−1P∩M ′|P∩M ′(w
′σ′)
(J
(P∩M ′)U ′|w−1P
(w′σ′)λ(w−1)⊗ JP1|w−1P (w
′σ′∨)λ(w−1))ξ(ww′σ′)](g′g, g′))(1))
= γ(G/M ′)
∑
π∈E2(M ′,σ)
deg(π)µ
P1|P˜1
(σ′)EM
′
M ′ (ϕξ(P1, π ⊗ χ
′)(g′g, g′))(1).
de fonctions rationnelles en χ′ ∈Xnr(M ′). Remarquons que, par hypothe`se de re´currence,
E2(M
′, σ) est vide, si A 6∈ AµM′ (SµM′ ), ce qui e´quivaut par le corollaire 8.1 a` A 6∈ Aµ(S).
La somme (8.3.2) est donc nulle, si A ∈ [A(S)]− [Aµ(S)].
En appliquant 4.9, en inte´grant l’e´galite´ ci-dessus sur P ′\G par rapport a` g′, en
inse´rant le re´sultat dans l’identite´ (8.3.1) et en utilisant l’identite´ µ
P1|P˜1
(σ⊗χ′) = µ(π⊗χ′),
on en de´duit l’identite´
γ(G/M) deg(σ)| Stab(A)|−1
∑
w′∈WM
′
(M,O)
∑
w∈W+
M′
(M,O)
(8.3.3)
ResPw′A(E
G
P (J
−1
P |P
(ww′(σ ⊗ χ′))ξ(ww′(σ ⊗ χ′)))(g))
= γ(G/M ′)
∑
π∈E2(M ′,σ)
µ(π ⊗ χ′) deg(π)EGP ′(ϕξ(P
′, π ⊗ χ′))(g),
de fonctions rationnelles sur Xnr(M ′), ou` E2(M
′, σ) = ∅, si A 6∈ Aµ(S). Ceci implique
bien les identite´s (8.2.2) du the´ore`me pour tout Ω ⊆ ∆O, MΩ 6= G et que les termes
dans (8.2.3) indexe´s par [A(S)]− [Aµ(S)] sont nuls. Comme la fonction µ est re´gulie`re en
une repre´sentation de carre´ inte´grable (cf. [W] IV.3(6)), la fonction de´finie par (8.3.3) est
re´gulie`re en tout χ′ avec ℜ(χ′) = 0. On peut donc poser ǫA = 0 dans (8.2.3).
8.4 On va maintenant montrer que la somme des termes dans (8.2.3) indexe´s par
les sous-ensembles Ω de ∆O, MΩ 6= G, s’identifie a` la partie continue de la formule de
Plancherel.
Soit Ω ⊆ ∆O tel que MΩ 6= G, et supposons qu’il existe A ∈ [A(S)] tel queMA =MΩ.
De´signons par [A]P,S l’ensemble des A
′ ∈ [A(S)] qui sont conjugue´s a` A par un e´le´ment
de W (M,O) et qui sont tels que MA′ soit (P,S)-standard. (L’ensemble [A]P,S n’est qu’un
sous-ensemble de celui de´signe´ par le meˆme symbole a` l’inte´rieur de la preuve du lemme
4.7.) Fixons pour tout A′ de [A]P,S un e´le´ment σA′ de A
′ avec ℜ(σA′) = r(A
′), et un
sous-groupe parabolique (P,S)-standard de Levi MA′ que l’on notera (abusivement) PA′ .
On peut supposer que les repre´sentations σA′ sont mutuellement conjugue´es. Comme les
identite´s (8.2.2) ont e´te´ e´tablies pour les e´le´ments de [A]P,S, la somme des termes dans
(8.2.3), indexe´s par les e´le´ments de [A]P,S, est e´gale a`∑
A′∈[A]P,S
|W∆O,MA′ |
−1| PS(MA′)|
−1γ(G/MA′) (8.4.1)
∑
π∈E2(MA′ ,σA′)
∫
Opi,0
deg(π′)EGPA′ (ϕξ(PA′ , π
′))(g)µ(π′)dπ′.
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Remarquons que les constantes |W∆O,MA′ |, | PS(MA′)| et deg(σA′) ne de´pendent pas du
choix de A′ ∈ [A]P,S et que, par 4.7, |{MA′ |A
′ ∈ [A]P,S}| =
|PS(MA)| |W∆O,MA |
|W (MA,O)|
. Par
ailleurs, on a, pour w ∈W (M,O), E2(wMA, wσA) = {wπ|π ∈ E2(MA, σA)} et γ(G/MA) =
γ(G/wMA). On en de´duit avec [W] V.3.1 que les termes dans la somme (8.4.1) ne
de´pendent pas du choix de A′ ∈ [A]P,S. Par suite, (8.4.1) est e´gal a`
γ(G/MA)|W (MA,O)|
−1
∑
A′∈[A]P,S,MA′=MA
∑
π∈E2(MA′ ,σA′ )
(8.4.2)
∫
Opi,0
deg(π′)EGPA′ (ϕξ(PA′ , π
′))(g)µ(π′)dπ′.
Soit π ∈ E2(MA, σA). On peut identifierW (MA,Oπ,0) a` un sous-groupe deW (MA,O):
soit w ∈ W (MA,Oπ,0). Alors wσA est dans le support cuspidal de wπ et, comme wπ ∈
Oπ,0, il existe w
′ ∈WMA tel que ww′σA ∈ O, d’ou` ww
′O = O. La classe a` droite modulo
WMA(M,O) de w′ est de´termine´e de fac¸on unique.
L’ensemble des Oπ′,0 avec π
′ dans la re´union des E2(MA′ , σA′) avec A
′ ∈ [A]P,S,
MA′ = MA et Oπ′,0 conjugue´s a` Oπ,0 par un e´le´ment de W est sans multiplicite´, puisque
A′ ne peut eˆtre conjugue´ a` A par un e´le´ment de WMA(M,O) (les e´le´ments de [A]P,S e´tant
des repre´sentants de ces classe de conjugaison). On ve´rifie par ailleurs que cet ensemble
est e´gal a` l’orbite de Oπ,0 pour l’action par conjugaison par W (MA,O). Inversement,
toute orbite Oπ′,0 avec π
′ dans la re´union des E2(MA′ , σA′), A
′ ∈ [A]P,S et MA′ =MA, est
conjugue´e par un e´le´ment de W a` une orbite de la forme Oπ,0 avec π ∈ E2(MA, σA).
En rassemblant les repre´sentations π′ dans la re´union des E2(MA′ , σA′) avec A
′ ∈
[A]P,S et MA′ = MA, dont les orbites Oπ′,0 sont conjugue´es et qui ont par [W] V.3.1 la
meˆme contribution dans (8.4.2), l’identite´ (8.4.2) devient donc
γ(G/MA)
∑
π∈E2(MA,σA)
|W (MA,Oπ,0)|
−1
∫
Opi,0
deg(π′)EGPA(ϕξ(PA, π
′))(g)dπ′. (8.4.3)
Notons L2(G)[A]P,S le sous-espace de l’espace hilbertien L
2(G) engendre´ par les com-
binaisons line´aires des fonctions de la forme
g 7→
∫
Opi,0
EGPA(ϕξ(PA, π
′))(g)dπ′, (8.4.4)
avec π ∈ E2(MA, σA). En comparant (8.4.3) avec (2.5.1), on voit en utilisant la proposition
VII.2.2 de [W] que (8.4.3) est la projection orthogonale de fξ, conside´re´ comme e´le´ment
de L2(G), sur L2(G)[A]P,S.
Si on change de classe [A]P,S, (8.4.3) de´finit une fonction qui est orthogonale a` l’espace
L2(G)[A]P,S, puisque des fonctions de la forme (8.4.4) correspondant a` des orbites unitaires
non conjugue´es sont orthogonales (cf. [W] proposition VII.2.2).
Pour conclure que la somme des termes dans (8.2.3) indexe´s par les Ω ⊆ ∆O, MΩ 6= G,
est e´gale a` la partie continue de la formule de Plancherel, il reste a` ve´rifier que, pour tout
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(P ′ =M ′U ′,O′0) ∈ Θ2(O) avec M
′ 6= G, il existe A ∈ [Aµ(S)], σA ∈ A et π ∈ E2(MA, σA),
tel que MA soit (P,S)-standard et que O
′
0 soit conjugue´ a` Oπ,0.
Par hypothe`se de re´currence, pour que E2(M
′, σ) 6= ∅ pour un σ ∈ O, il faut qu’il
existe A ∈ AµM′ (SµM′ ) ⊆ A(S) tel que M
′ = MA. Par le lemme 4.6, M
′ est conjugue´ a`
un sous-groupe de Levi (P,S) -standard de G par un e´le´ment w de W (M,O). Soit π dans
wO′0. Par hypothe`se de re´currence, il existe alors A
′ ∈ [AµM′ (SµM′ )] ⊆ [Aµ(S)], σA′ ∈ A
′
tels que π ∈ E2(MA′ , σA′).
Tous les termes de la partie continue de la formule de Plancherel apparaissent donc
bien dans la partie continue de (8.2.3).
8.5 Supposons maintenant M∆O = G et conside´rons les termes dans (8.2.3) qui sont
indexe´s par ∆O. La fonction fξ : G → C, g 7→
∫
ℜ(σ)=r≫P 0
EGP (J
−1
P |P
(σ)ξ(σ))(g−1)dOℑ(σ)
est lisse a` support compact, donc de carre´ inte´grable. D’apre`s [W] proposition VI.3.1, pour
M ′ un sous-groupe de Levi ⊇M , π′ ∈ E2(M
′), la fonction
g 7→
∫
Opi,0
EGP ′(ϕξ(π
′, P ′))(g)µ(π′)dπ′
est dans l’espace de Schwartz-Harish-Chandra et donc e´galement de carre´ inte´grable. On
de´duit alors de (8.2.3) et des identite´s (8.2.2) que l’on vient d’e´tablir pour MΩ 6= G que la
fonction sur G de´finie pour g ∈ G par
∑
A∈[A(S)],MA=G
γ(G/M)
∫
ℜ(σ′)=r(A)+ǫA
deg(σ′) (8.5.1)
| Stab(A)|−1
∑
w′∈W (M,O)
ResPw′A(E
G
P (J
−1
P |P
(w′σ′)ξ(w′σ′))(g))dAℑ(σ
′)
est de carre´ inte´grable pour toute application polynomiale ξ sur O et, comme la somme
des termes indexe´s par les Ω ⊆ ∆O, MΩ 6= G, dans (8.2.3) s’identifie a` la partie continue
de la formule de Plancherel, l’expression (8.5.1) est e´gale a`
∑
(G,O′0)∈Θ2(O)
∫
O′0
deg(π′)EGG(ϕξ(G, π
′))(g)d(π′). (8.5.2)
Remarquons d’abord que, si MA = G, alors PS(MA) = {a
∗
G}. Par suite, on peut
choisir ǫA = 0 dans (8.5.1).
Soit A ∈ [A(S)] et σ ∈ A avec ℜ(σ) = r(A). Il faut e´tablir les identite´s (8.2.2) et
montrer que la valeur de chaque coˆte´ est nulle, si A ∈ [A(S)] − [Aµ(S)]. Notons χσ la
restriction a` TG du caracte`re central de σ qui est par choix de σ un caracte`re unitaire.
Rappelons l’application pχσ de´finie dans [W] VIII.4: elle associe a` une fonction f de
l’espace de Schwartz-Harish-Chandra la fonction pχσ (f) : G→ C bi-invariante par un sous-
groupe ouvert compact de´finie par pχσ(f)(g) =
∫
TG
χ−1σ (t)f(tg)dt. Elle ve´rifie pχσ(f)(tg) =
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χσ(t)f(g) pour tout t ∈ TG et g ∈ G. Comme les fonctions de´finies sur G par les identite´s
(8.5.1) et (8.5.2) sont dans l’espace de Schwartz-Harish-Chandra, on peut leur appliquer
la transformation pχσ .
Notons E2(G,O) l’ensemble des repre´sentations de carre´ inte´grable de G dont le sup-
port cuspidal contient un e´le´ment de O, et E2(G,O)χσ (resp. Aχσ) le sous-ensemble de
E2(G,O) (resp. d’un e´le´ment A de A(S)), forme´ des repre´sentations π
′ (resp. σ′) dont la
restriction a` TG agit par le caracte`re χσ. En refaisant les arguments de la preuve de [W]
the´ore`me VIII.4.2, on voit que la fonction de´finie par 8.5.2 devient, si on lui applique pχσ ,
e´gale a` celle de´finie pour g ∈ G par∑
π′∈E2(G,O)χσ
deg(π′)EGG(ϕξ(G, π
′))(g). (8.5.3)
Remarquons que l’espace A est forme´ des σ ⊗ χ′ avec χ′ ∈ Xnr(G). Comme la valeur de
JP |P en une repre´sentation ne change pas si on tensorise celle-ci par un e´le´ment de X
nr(G),
les fonctions sous l’inte´grale (8.5.1) sont polynomiales. On peut donc refaire de nouveau
les arguments de [W] the´ore`me VIII.4.2 pour montrer que la fonction de´finie par (8.5.1)
devient, si on lui applique pχσ , e´gale a` celle de´finie pour g ∈ G par
γ(G/M)| Stab(A)|−1
∑
σ′∈Aχσ
deg(σ′)
∑
w∈W (M,O)
ResPwA(E
G
P (J
−1
P |P
(wσ′)ξ(wσ′))(g)). (8.5.4)
Choisissons un polynoˆme p sur O invariant pour l’action par W (M,O) et pour celle par
X
nr(G), non nul en σ et qui s’annule en un ordre e´leve´ en tout σ′ ∈ O qui ne soit pas
conjugue´ a` σ et qui appartienne ou au support cuspidal d’un e´le´ment π′ de E2(G)χσ avec
ϕξ(G, σ
′) 6= 0 ou a` Aχσ pour un A ∈ [A(S)] ve´rifiant MA = G. L’ensemble de ses σ
′ ∈ O
est fini par de´finition de A(S) et par [W] VIII.1.1 (1). On peut par ailleurs supposer
que les de´rive´es de p en σ s’annulent a` un ordre suffisamment e´leve´. (L’existence d’une
fonction polynomiale p1 sur X
nr(M) invariante pour l’action par Xnr(G) s’annulant a`
un ordre e´leve´ en un nombre fini de points donne´s et ne s’annulant pas sur l’ensemble
fini correspondant aux conjugue´s de σ est e´le´mentaire, puisque le quotient de Xnr(M)
par Xnr(G) est un produit de tores C× (cf. 1.2). En prenant le produit de p1 avec ses
conjugue´s, on en de´duit une fonction polynomiale p sur O qui est invariante pour l’action
W (M,O) et par Xnr(G) et qui a toutes les proprie´te´s demande´es sauf peut-eˆtre que ses
de´rive´es en σ ne s’annulent pas a` un ordre suffisamment e´leve´. En remplacant p par son
produit avec −p+ 2p(σ) qui est un polynoˆme W (M,O)-invariant sur O et en re´pe´tant ce
proce´de´ un nombre suffisant de fois, on aboutit finalement a` une fonction polynomiale p
qui posse`de toutes les proprie´te´s demande´es.)
On de´duit de (8.5.3) et (8.5.4), en calculant ResPwA a` l’aide d’ope´rateurs diffe´rentiels
holomorphes a` coefficients constants (cf. 3.7) en utilisant les re`gles de Leibniz, l’e´galite´∑
π′∈E2(G,σ)
deg(π′)EGG(ϕpξ(G, π
′))(g) (8.5.5)
= γ(G/M) deg(σ)| Stab(A)|−1
∑
w∈W (M,O)
ResPwA(E
G
P (J
−1
P |P
(wσ)((pξ)(wσ)))(g))
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pour toute application polynomiale ξ : O → iK
P∩K
EO⊗ i
K
P∩KE
∨
O a` image dans un espace de
dimension finie, ou` on a utilise´ que ϕpξ(π
′, G) = p(σ′)ϕξ(π
′, G) pour tout π′ dans E2(G, σ
′)
et tout σ′ dans la re´union de Aχσ et de E2(G,O)χσ , ainsi que le fait que les de´rive´es de p
en σ′ s’annulent a` un ordre e´leve´. Les meˆmes arguments montrent que l’on peut ”diviser
par p” pour obtenir l’identite´ (8.2.2) en σ avec M ′ = G (et χ′ = 1). On en de´duit que
l’identite´ (8.2.2) est ve´rifie´e relative a` σ pour tout χ′ ∈ Xnr0 (G) et donc, puisque les deux
applications dans (8.2.2) sont rationnelles, en tout χ′ ∈Xnr(G).
Choisissons ξ = ξHP,O (cf. 7.1). Comme l’application O → C, σ
′ 7→ EGP (JP |P (σ
′)ξHP,O
(σ′))(1) est constante (cf. 7.2) et que EGP (J
−1
P |P
(σ′)ξHP,O(σ
′)) = EGP (JP |P (σ
′)ξHP,O(σ
′))µ(σ′),
on voit par de´finition de Aµ(S) que
ResPA((E
G
P (J
−1
P |P
(σ)ξHP,O(σ))(1)) = 0,
si A ∈ A(S) − Aµ(S). On en de´duit que chacun des termes dans (8.2.2) e´value´s en g = 1
est nul si A ∈ [A(S)]− [Aµ(S)], i.e. que l’on a∑
π∈E2(G,σ)
deg(π) tr(π(fϕO)) = 0,
avec fϕO = fξH
P,O
(cf. 2.2, 2.3 et 7.1 pour les notations). Comme tr(π(fϕO)) est par 7.1
un entier strictement positif pour tout π ∈ E2(G, σ), il s’en suit que E2(G, σ) = ∅. Ceci
prouve les dernie`res assertions du the´ore`me. ✷
8.6 Corollaire: Pour qu’un e´le´ment σ de O appartienne au support cuspidal d’une
repre´sentation de carre´ inte´grable de G, il faut que σ soit un poˆle de la fonction µ de
Harish-Chandra d’ordre e´gal au rang parabolique de M . Ces poˆles sont d’ordre maxi-
mal. Re´ciproquement, un poˆle σ de la fonction µ de Harish-Chandra d’ordre e´gal au rang
parabolique de M correspond ainsi a` une repre´sentation de carre´ inte´grable de G, si et
seulement si l’espace affine A = Oσ,G ve´rifie
∑
w∈W (M,O)(Res
P
wA µsp,σ)(wσ) 6= 0 et si
ℜ(σ) = r(A).
Preuve: La premie`re partie est une conse´quence directe de la dernie`re assertion du
the´ore`me 8.2 avec la caracte´risation de Aµ(S) donne´e par la proposition 8.1. Concernant
la deuxie`me assertion, l’identite´ (8.2.2) du the´ore`me 8.2 et le lemme 7.2 prouvent qu’avec
les notations du paragraphe 7 et A = Oσ,G
γ(G/M) deg(σ)| Stab(A)|−1EGP ((JP |P (σ)⊗ 1)ξ
H
P,O(σ))(1)
∑
w∈W (M,O)
(ResPwA µ)(wσ)
=
∑
π∈E2(G,σ)
deg(π) tr(π(fϕO)). (8.6.1)
si ℜ(σ) = r(A). Comme EGP ((JP |P (σ) ⊗ 1)ξ
H
P,O(σ))(1) et tr(π(fϕO)) sont des nombres
> 0 par les lemmes 7.1 et 7.2 respectivement, E2(G, σ) 6= ∅ e´quivaut a`
∑
w∈W (M,O)
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(ResPwA µ)(σ) 6= 0. On peut finalement remplacer µ par µsp,σ suite a` l’identite´ (8.1.2),
puisque µnsp,σ est re´gulie`re et non nulle en Areg et invariante par W (M,O) (cf. 4.1).
Il reste a` remarquer qu’une condition ne´cessaire, pour que σ soit dans le support
cuspidal d’une repre´sentation de carre´ inte´grable de G, est que σ agit sur TG par un
caracte`re unitaire, ce qui e´quivaut a` ℜ(σ) = r(A). ✷
Remarque: La somme
∑
w∈W (M,O)(Res
P
wA µsp,σ)(w.) comporte beaucoup de termes
qui sont en effet nuls. D’abord, comme on l’a de´ja` remarque´ en 4.12, on devrait avoir
ResPwA ≡ 0, si r(wA) n’est pas une somme d’e´le´ments de ∆O a` coefficients ≥ 0. Si ℜ(σ) est
dans la composante (P,S)-standard PA de PS(MA) (de´finie dans 4.6) (Silberger appelle σ
dans [S3] alors un point de Casselman), il est facile de voir (cf. par exemple les arguments
utilise´s pour la remarque 3.16 dans [HO1]) que ResPwA µ = 0 si w 6∈ Stab(A). Par ailleurs,
JP |P est dans ce cas re´gulier en σ. Notons ι l’inclusion de l’image de JP |P (σ) dans i
K
P∩KE
et p un projecteur de iKP∩KE sur l’image de JP |P (σ). Par la relation (#) de l’introduction,
on trouve avec Stab(∆O) =W∆O et les identifications de 2.1
ϕξ(σ) ◦ ι =
∑
w∈Stab(∆O)
(JP |wP (σ)λ(w)ξ(w
−1σ)λ(w−1)JwP |P (σ)) ◦ ι.
Remarquons que, pour w ∈ Stab(∆O), l’ope´rateur JP |wP (σ)λ(w) a la meˆme image que
JP |P (σ). On en de´duit, puisque l’image de JP |P (σ) est stable par ϕξ(σ) (cet endomor-
phisme venant d’un e´le´ment de l’espace de Paley-Wiener), que
EGP (ϕξ(σ) ◦ ι) =
∑
w∈Stab(∆O)
EGP ((pJP |wP (σ)λ(w)⊗ ι
∨JP |wP (σ
∨)λ(w))ξ(w−1σ))
=
∑
w∈Stab(∆O)
EGP (JP |P (wσ)ξ(wσ))
Il re´sulte alors de l’identite´ (8.2.2) avec les lemmes 4.8 et 4.10, compte tenu de (8.1.2) et
de l’invariance de µ par W (M,O), que∑
π∈E2(G,σ)
deg(π)EGP (ϕξ(G, π)) = γ(G/M) deg(σ)| Stab(A)|
−1EGP (ϕξ(σ) ◦ ι)(Res
P
A µ)(σ).
Par suite, l’image de ι dans iKP∩KE correspond a` une somme directe de repre´sentations de
carre´ inte´grable (ce qui a de´ja` e´te´ montre´ par Silberger (cf. [S3] Theorem 4.1.1)). Si on note
m(π, σ) la multiplicite´ d’une repre´sentation irre´ductible de carre´ inte´grable π dans l’image
de ι, on voit de plus que l’on a, par l’inde´pendance line´aire des coefficients matriciels de
repre´sentations irre´ductibles non e´quivalentes,
deg(π) = γ(G/M) deg(σ)| Stab(A)|−1m(π, σ)(ResPA µ)(σ).
En particulier, si ℜ(σ) >P 0 (ce que Silberger appelle dans [S3] un point propre de Cassel-
man), il est facile de voir que l’image de JP |P (σ) correspond a` une seule sous-repre´sentation
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irre´ductible π de iGPσ qui est de carre´ inte´grable par ce qui pre´ce´dait. On trouve donc dans
ce cas deg(π) = γ(G/M) deg(σ)(ResPA µ)(σ).
Si ℜ(σ) n’est pas dans PA, on peut obtenir des expressions assez complique´es (voir
par exemple le cas de l’identite´ (2)+(7)+(10) dans A.3), dont il semble difficile de de´duire
des informations pre´cises sur le degre´ formel des sous-quotients de carre´ inte´grable ou sur
leur position dans la repre´sentation induite. Il semble toutefois e´ventuellement possible
de de´duire de ces expressions une certaine proprie´te´ d’invariance des degre´s formels des
repre´sentations de carre´ inte´grable ayant le meˆme support cuspidal comme cela a e´te´ fait
dans [O2] pour des identite´s semblables dans le cas de la se´rie principale non ramifie´e.
Mentionnons e´galement [HO2] ou` les degre´s formels de certaines repre´sentations de carre´
inte´grable apparaissant dans la se´rie principale non ramifie´e de G sont calcule´s.
8.7 Le re´sultat suivant est duˆ a` E. Opdam:
The´ore`me: (cf. [O2] Theorem 3.29) Soit σ ∈ O un poˆle de la fonction µ de Harish-
Chandra d’ordre e´gal au rang parabolique de M . Alors
∑
w∈W (M,O)Res
P
wA µsp,σ(wσ) 6= 0.
Remarque: La convention 2.1 dans l’article [O2] qui n’a e´te´ faite que pour des raisons
de notations et qui ne joue aucun roˆle dans [O2] est d’ailleurs dans notre situation e´quiva-
lente a` la rationnalite´ des points de re´ductibilite´ pour les induites paraboliques de repre´sen-
tations cuspidales. Elle a e´te´ de´montre´e pour les groupes classiques de´ploye´s par C. Moeglin
(cf. [M3]). Pour les repre´sentations ge´ne´riques, elle re´sulte des travaux de Shahidi [Sh].
Corollaire: Soit σ ∈ O tel que ℜ(σ)G = 0. Pour que σ appartienne au support
cuspidal d’une repre´sentation de carre´ inte´grable, il faut et il suffit que σ soit un poˆle de
la fonction µ de Harish-Chandra d’ordre e´gal au rang parabolique de M . Ces poˆles sont
d’ordre maximal.
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Annexe A: L’exemple d’un groupe de´ploye´ semi-simple de type G2
Dans cet annexe, on va traiter l’exemple de la se´rie principale non ramifie´e d’un
groupe semi-simple de type G2 en de´tail et ”a` la main”. C’est le groupe de rang semi-
simple minimal pour lequel l’analyse des combinaisons line´aires de coefficients matriciels
qui apparaissent dans le the´ore`me 8.2 n’est pas sans difficulte´. Ce proble`me apparaˆıt
e´galement pour des groupes classiques (de´ploye´ ou non) de rang plus e´leve´ et d’autres
groupes. Comme on l’a de´ja` remarque´, c’est l’analogue local des analyses effectue´es dans
l’annexe 3 de [MW1]. Nous n’allons toutefois ici pas aussi loin dans le cas difficile des
identite´s (2)+(7)+(10) (cf. A.3) pour des raisons explique´es dans l’introduction.
Remarquons finalement que le cas d’un groupe de type An peut se traiter entie`rement
a` la main, comme cela a e´te´ fait pour la se´rie principale non ramifie´e dans le manuscrit
[H3], ou` on utilise un chemin d’inte´gration analogue a` celui effectue´ dans [MW2]. De´ja`
pour la se´rie principale non ramifie´e de Sp4, nous avons rencontre´ des poˆles qui s’annulent,
ce qui paraissait complique´ a` montrer par une me´thode directe. Disons tout de suite que
ce dernier cas de figure n’apparaˆıt pas pour un groupe de type G2.
A.1. Soit G un tel groupe. Fixons un sous-groupe parabolique minimal B =MU de
G. Le sous-groupe de Levi M est un tore de´ploye´ maximal de G. Remarquons que tout
sous-groupe de Levi Mγ de G obtenu en associant a` M une racine γ est isomorphe a` GL2.
On notera St2,γ la repre´sentation de Steinberg de Mγ . L’ensemble des racines positives
simples associe´ a` B sera note´ ∆ = {α, β}, α de´signant la racine courte. L’ensemble des
racines pour G relatives a` M qui sont positives pour B, note´ Σ+, est alors
{α, β, α+ β, 2α+ β, 3α+ β, 3α+ 2β}.
Remarquons que le syste`me des coracines Σ∨ est e´galement de type G2. L’ensemble Σ
∨+
des coracines positives pour B s’e´crit
{α∨, β∨, α∨ + β∨, α∨ + 2β∨, α∨ + 3β∨, 2α∨ + 3β∨},
en remarquant que α∨ est une racine longue.
Plus pre´cise´ment, (α+β)∨ = α∨+3β∨, (2α+β)∨ = 2α∨+3β∨, (3α+β)∨ = α∨+β∨
et (3α+ 2β)∨ = α∨ + 2β∨, ou` on a utilise´ que 〈β, α∨〉 = −3 et 〈α, β∨〉 = −1.
Le groupe de Weyl W correspondant a` AM est engendre´ par les syme´tries sα et sβ.
C’est en fait le groupe die´dral d’ordre 12 engendre´ par sβ et sαsβ avec s
2
β = (sαsβ)
6 = 1.
On a sα(β) = 3α + β, sβ(α) = α+ β.
Notons {ωα, ωβ} la base de a
∗
M qui est duale a` {α
∨, β∨}. On a ωα = 2α + β, ωβ =
3α+ 2β. Par suite, sα(ωα) = ωβ − ωα, sα(ωβ) = ωβ, sβ(ωα) = ωα et sβ(ωβ) = 3ωα − ωβ .
On en de´duit que
µ(χzαωα+zβωβ ) =
(1− qzα)(1− q−zα)(1− qzβ )(1− q−zβ )
(1− q−1+zα)(−1− q−1−zα)(1− q−1+zβ )(−1− q−1−zβ )
×
(1− qzα+zβ )(1− q−zα−zβ )(1− qzα+2zβ )(1− q−zα−2zβ )
(1− q−1+zα+zβ )(1− q−1−zα−zβ )(1− q−1+zα+2zβ )(1− q−1−zα−2zβ )
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×
(1− qzα+3zβ )(1− q−zα−3zβ )(1− q2zα+3zβ )(1− q−2zα−3zβ )
(1− q−1+zα+3zβ )(1− q−1−zα−3zβ )(1− q−1+2zα+3zβ )(1− q−1−2zα−3zβ )
Les hyperplans affines radiciels dans O = Xnr(M) qui sont singuliers pour µ sont donne´s
par Sγ := Oχγ/2,γ avec γ ∈ Σ
+. (On munit ces hyperplans donc de l’orientation donne´e
par le choix de Σ+.) L’ensemble S = Sµ est donc forme´ de ces hyperplans Sγ ainsi que de
leurs parties imaginaires (e´gales a` O1,γ).
Les hyperplans singuliers pour l’ope´rateur d’entrelacement JB|B se de´terminent en le
de´composant en ope´rateurs d’entrelacement de´finis par rapport a` des sous-groupes parabo-
liques adjacents. Soient B′ et B′′ deux sous-groupes de Borel adjacents dont l’intersection
est un sous-groupe de Borel de Mγ . Rappelons que Mγ est isomorphe a` GL2. Pour ce
groupe, les ope´rateurs d’entrelacement de´finis relatifs aux caracte`res non ramifie´s deM sont
bien connus. On en de´duit que JB′|B′′ est re´gulier en χλ, si et seulement si q
−〈λ,γ∨〉 6= 1.
L’ope´rateur de´fini en χλ est alors alors bijectif, si et seulement si q
−〈λ,γ∨〉 6∈ {q−1, q}.
Remarquons qu’un ope´rateur d’entrelacement qui est le compose´ de plusieurs ope´rateurs
d’entrelacement dont certains ont des poˆles en χλ et d’autres ne sont pas injectifs en χλ
peut bien eˆtre de´fini en χλ.
A.2 Notons E l’espace de la repre´sentation unite´ de M . Pour calculer l’inte´grale∫
ℜ(χ)=r≫B0
EGB (JB|B , ξ, χ)µ(χ)dℑ(χ) (A.1.1)
pour une application polynomiale ξ : O → iK
B∩K
E ⊗ iKB∩KE
∨ donne´e, on va effectuer
le chemin C dans a∗M ci-dessous de´ja` de´crit dans [MW2], appendice 3. On identifiera
dans la suite parfois la valeur de ξ en un caracte`re non ramifie´ χ a` un e´le´ment de
Hom(iKB∩KE, i
K
B∩K
E).
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A cette occasion, on trouve des poˆles, lorsque l’on coupe les hyperplans Hγ,1 de a
∗
M
(qui sont donne´s par 〈λ, γ∨〉 = 1, γ ∈ Σ+). L’origine de ces hyperplans est le point γ
2
. Soit
δ une racine dans Σ, tel que {γ, δ} soit un ensemble de racines simples pour un certain
ordre sur a∗M . Soit {ωγ , ωδ} la base duale a` la base {γ
∨, δ∨} de aM . Tout point de Hγ,1
s’e´crit alors sous la forme γ2 + tδωδ. E´crits sous cette forme, les points d’intersection du
chemin C avec les e´le´ments de H(S) sont:
γ = α, δ = β :
α
2
+ tδωβ , (tδ ≫ 0);
γ = β, δ = α :
β
2
+ tδωα, (
3
2
< tδ <
5
2
);
γ = 3α+ β, δ = −(2α+ β) :
3α+ β
2
+ (−tδ)(−α− β), (−
3
2
< tδ < −
1
2
);
γ = 3α+ 2β, δ = −(α+ β) :
3α+ 2β
2
+ tδα, (0 < tδ <
1
2
);
γ = α + β, δ = −(3α + 2β) :
α+ β
2
+ (−tδ)(−3α− β), (−
1
6
< tδ < 0)
γ = 2α+ β, δ = −(3α+ β) :
2α+ β
2
+ tδβ, (−
1
2
< tδ <
1
2
).
Posons rδ = tδωδ. Comme Hγ,1 est la partie re´elle d’un unique hyperplan singulier
Sγ , le calcul de l’inte´grale (A.1.1) le long du chemin C donne∫
Sα,rβ
EGB (JB|B, ξ, χ)(ResSα µ)(χ) dℑ(χ)
+
∫
Sβ,rα
EGB (JB|B , ξ, χ)(ResSβ µ)(χ) dℑ(χ)
+
∫
S3α+β,r
−2α−β
EGB (JB|B , ξ, χ)(ResS3α+β µ)(χ) dℑ(χ)
+
∫
S3α+2β,r
−α−β
EGB (JB|B , ξ, χ)(ResS3α+2β µ)(χ) dℑ(χ)
+
∫
Sα+β,r
−3α−2β
EGB (JB|B , ξ, χ)(ResSα+β µ)(χ) dℑ(χ)
+
∫
S2α+β,r
−(3α+β)
EGB (JB|B , ξ, χ)(ResS2α+β µ)(χ) dℑ(χ)
+
∫
ℜ(χ)=0
EGB (JB|B , ξ, χ)µ(χ) dℑ(χ)
Il reste maintenant a` rejoindre l’axe unitaire, i.e. a` effectuer a` chaque inte´grale un
de´calage vers rδ = 0. Pour de´terminer les poˆles qui apparaissent, posons B˜α = (Mα∩B)Uα
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et B˜β = (Mβ ∩B)Uβ . On a
µ
B|B˜α
(χα
2+zβωβ
) =
(1− q
1
2+zβ )(1− q
1
2−zβ )(1− q2zβ )(1− q−2zβ )
(1− q−
3
2+zβ )(−1− q−
3
2−zβ )(1− q−1+2zβ )(−1− q1−2zβ )
×
(1− q
1
2+3zβ )(1− q
1
2−3zβ )
(1− q−
3
2+3zβ )(1− q−
3
2−3zβ )
et
µ
B|B˜β
(χzαωα+ β2
) =
(1− q
3
2−zα)(1− q
3
2+zα)(1− q2zα)(1− q−2zα)
(1− q−
5
2−zα)(1− q−
5
2+zα)(1− q−1+2zα)(1− q−1−2zα).
Ces formules restent valables, si on remplace α par une racine courte ou β par une
racine longue, tout en remplacant ωβ ou ωα de fac¸on approprie´e, les constantes restant les
meˆmes.
On remarque qu’avec Bγ un sous-groupe de Borel pour lequel γ est simple positif et
B˜γ = (Mγ ∩B)Uγ , on a
(ResSγ µ) = µBγ |B˜γ
(ResSγ µ
Mγ ),
puisque les poˆles de µMγ sont simples. Les poˆles de ResSγ µ sont donc donne´s par ceux de
µ
B|B˜γ
.
Effectuons maintenant a` chaque inte´grale ci-dessus le changement de contours de rδ
a` 0. Le calcul de µ
Bγ |B˜γ
ci-dessus montre qu’aucun poˆle de JB|B n’apparaˆıt lors de ce
proce´de´ qui n’est pas e´galement un poˆle de la fonction µ
Bγ |B˜γ
(compte tenu de ce qui a
e´te´ dit sur les hyperplans singuliers de JB|B a` la fin de A.1). Notons |ωδ| l’unique e´le´ment
de Σ+ ∩ {ωδ,−ωδ}, fixons z0 ∈ C et notons z
′
0 l’unique nombre complexe qui ve´rifie
z0ωδ = z
′
0|ωδ|. Alors on de´finit Res
+
γ
2+z0ωδ
comme e´tant l’ope´rateur R(Sγ ,S(Sγ))→ C qui
associe a` ψ la valeur Resz=z′0 ψ(χ
γ
2+z|ωδ|
). (Remarquons qu’en notant δ1 la racine dans
Σ(AMγ ) qui est la restriction a` AMγ de l’unique racine positive dans {δ,−δ}, l’e´le´ment de
a∗Mγ que l’on a note´ δ˜1 en 3.2 est e´gal a` |ωδ|.)
Pour l’inte´grale (A.1.1) on obtient alors
Res+α
2+
3
2ωβ
(EGB (JB|B , ξ, .) (ResSα µ)) (1)
+Res+α
2+
1
2ωβ
(EGB (JB|B, ξ, .)(ResSα µ)) (2)
+Res+α
2+(
1
2+
pii
log q )ωβ
(EGB (JB|B , ξ, .)(ResSα µ)) (3)
+Res+α
2+(
1
2+
2pii
3 log q )ωβ
(EGB (JB|B, ξ, .)(ResSα µ)) (4)
+Res+α
2+(
1
2+
4pii
3 log q )ωβ
(EGB (JB|B, ξ, .)(ResSα µ)) (5)
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+∫
Sα,0
EGB (JB|B , ξ, χ)(ResSα µ)(χ)dℑ(χ) (6)
+Res+β
2+
1
2ωα
(EGB (JB|B, ξ, .)(ResSβ µ)) (7)
+Res+β
2+(
1
2+
pii
log q )ωα
(EGB (JB|B , ξ, .)(ResSβ µ)) (8)
+
∫
Sβ,0
EGB (JB|B , ξ, χ)(ResSβ µ)(χ)dℑ(χ) (9)
+Res+3α+β
2 +
α+β
2
(EGB (JB|B , ξ, .)(ResS3α+β µ)) (10)
+Res+3α+β
2 +(
1
2+
pii
log q )(α+β)
(EGB (JB|B , ξ, .)(ResS3α+β µ)) (11)
+
∫
S3α+β,0
EGB (JB|B , ξ, χ)(ResS3α+β µ)(χ)dℑ(χ) (12)
+
∫
S3α+2β,0
EGB (JB|B , ξ, χ)(ResS3α+2β µ)(χ)dℑ(χ) (13)
+
∫
Sα+β,0
EGB (JB|B, ξ, χ)(ResSα+β µ)(χ)dℑ(χ) (14)
+
∫
S2α+β,0
EGB (JB|B , ξ, χ)(ResS2α+β µ)(χ)dℑ(χ) (15)
+
∫
ℜ(χ)=0
EGB (JB|B , ξ, χ)µ(χ)dℑ(χ) (16)
A.3 Il reste a` rassembler les diffe´rents termes obtenus. Remarquons que, si ι est
l’injection d’une sous-repre´sentation de iGBχ dans i
K
B∩KE, alors l’image de ϕξ(χ) ◦ ι est
incluse dans celle de ι. Soit p un projecteur de iKP∩KE sur l’image de ι. On va utiliser a`
plusieurs reprises le fait suivant:
(A.3.1) si J est un e´le´ment de iKB∩KE ⊗ i
K
B∩KE
∨ tel que l’endomorphisme de iKB∩KE
correspondant ait l’image incluse dans celle de p, alors EGB,χ((p ◦ ι
∨)J) = EGB,χ(J).
(16) : Comme par un changement de variable,
(16) =
∫
ℜ(χ)=0
EGB (JB|B , ξ, w
−1χ)µ(χ)dℑ(χ),
pour tout w ∈W , il re´sulte de la relation (#) de l’introduction que
(16) =
1
|W |
∫
ℜ(χ)=0
EGB (ϕξ(χ))µ(χ)dℑ(χ).
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(6) + (14) + (15) : Notons ι l’injection de iGPα(St2,α⊗χzβωβ ) dans i
G
B(χα2+zβωβ ) et p la
projection de iKB∩KE sur l’image de ι de noyau e´gal a` Im(JB|sαB(χ−α2+zβωβ )). Si w ∈W
ve´rifie l(sαw) < l(w), alors JwB|B(χα2+zβωβ ) ◦ ι = 0. On en de´duit pour zβ dans un ouvert
dense de C
ϕ(χα
2+zβωβ
) ◦ ι
=
∑
w∈W
l(sαw)>l(w)
pJB|wB(χα2+zβωβ )λ(w)ξ(w
−1χα
2+zβωβ
))λ(w−1)JwB|B(χ
∨
α
2+zβωβ
) ι
Comme Im(JB|wB(χα2+zβωβ )) ⊆ Im(p), si l(sαw) > l(w), on en de´duit par (A.3.1)
EGB (ϕ(χα2+zβωβ ) ◦ ι) =
∑
w∈W
l(sαw)>l(w)
EGB (JB|B(w
−1χα
2+zβωβ
)ξ(w−1χα
2+zβωβ
))
En calculant les w−1χα
2+zβωβ
, on trouve alors
(6) + (14) + (15) =
1
2
∫
Sα,0
EGB (ϕξ(χ) ◦ ι)(ResSαµ)(χ)dIm(χ).
(9) + (12) + (13) : C’est analogue au cas pre´ce´dent, en e´changeant α et β.
(1) : L’ope´rateur d’entrelacement JB|B(χα2+zβωβ ) est re´gulier en zβ =
3
2
. On a α
2
+
3
2
ωβ = ωα + ωβ . Soit ι l’injection de l’image de JB|B(χωα+ωβ ). Il est imme´diat par la
relation (# ) de l’introduction que
ϕξ(χωα+ωβ ) ◦ ι = pJB|B(χωα+ωβ )ξ(χωα+ωβ )ι,
d’ou` l’on de´duit par (A.3.1) que
(1) = EGB (ϕξ(χωα+ωβ ◦ ι)) Res
+
α
2+
3
2ωβ
(ResSα(µ)).
La repre´sentation iGBχωα+ωβ posse`de (par exemple par la remarque 1) de 8.7.1) un unique
sous-quotient irre´ductible de carre´ inte´grable π(χωα+ωβ ) qui correspond a` l’image de l’ope´-
rateur d’entrelacement JB|B(χωα+ωβ ). Par l’identite´ (8.6.1), on trouve deg(π(χωα+ωβ )) =
γ(G/M) Res+α
2+
3
2ωβ
(ResSα(µ)).
(4) + (5) : L’ope´rateur d’entrelacement JB|B(χα2+zβωβ ) est re´gulier en zβ =
1
2 +
2πi
3 log q .
On a α2 + (
1
2 +
2πi
3 log q )ωβ = ωα +
2πi
3 log qωβ . Soit ι l’injection de Im(JB|B(χωα+ 2pii3 log qωβ
))
dans iKB∩KE et p la projection de i
K
B∩KE sur l’image de ι de noyau e´gal a` celui de
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JB|B(χωα+ 2pii3 log qωβ ). On ve´rifie que JwB|B(χωα+
2pii
3 log qωβ
) ◦ ι = 0 sauf si w ∈ {1, sβ}. Par
suite,
ϕξ(χωα+ 2pii3 log qωβ ) ◦ ι
= pJB|B(χωα+ 2pii3 log qωβ )ξ(χωα+
2pii
3 log qωβ
)ι
+pJB|sβB(χωα+ 2pii3 log qωβ
)λ(sβ)ξ(sβχωα+ 2pii3 log qωβ
)λ(sβ)JsβB|B(χωα+ 2pii3 log qωβ
)ι.
Remarquons que l’ope´rateur JsβB|B(χωα+ 2pii3 log qωβ
) est bijectif. L’image de JB|sβB
(χωα+ 2pii3 log qωβ
) est donc incluse dans Im(JB|B(χωα+ 2pii3 log qωβ
)). On en de´duit par (A.3.1)
que
EGB (ϕ(χωα+ 2pii3 log qωβ ) ◦ ι)
= EGB (JB|B(χωα+ 2pii3 log qωβ )ξ(χωα+
2pii
3 log qωβ
)) + EGB ((JB|B(sβχωα+ 2pii3 log qωβ )ξ(sβχωα+
2pii
3 log qωβ
)),
d’ou`
(4) + (5) = EGB (ϕξ(χωα+ 2pii3 log qωβ
) ◦ ι)(Res+α
2+(
1
2+
2pii
log q )ωβ
(ResSα µ)),
les deux re´sidus qui apparaissent dans (4) et (5) e´tant e´gaux.
On peut montrer facilement (comparer [Mu] proposition 4.2) que la repre´sentation
iGBχωα+ 2pii3 log qωβ
posse`de un unique sous-quotient irre´ductible de carre´ inte´grable que l’on
notera π(χωα+ 2pii3 log qωβ
) et que celui-ci correspond a` l’image de JB|B(χωα+ 2pii3 log qωβ
)). Par
l’identite´ (8.6.1), on en de´duit que deg(π(χωα+ 2pii3 log qωβ
)) = γ(G/M)(Res+α
2+(
1
2+
2pii
log q )ωβ
(ResSα µ)).
(3) + (8) + (11) : L’ope´rateur d’entrelacement JB|B(χα2+zβωβ ) est re´gulier en zβ =
1
2+
πi
log q . On a
α
2 +(
1
2+
πi
log q )ωβ = ωα+
πi
log qωβ . Soit ι l’injection de Im(JB|B(χωα+ piilog qωβ
))
dans iKB∩KE et p la projection de i
K
B∩KE sur l’image de ι de noyau e´gal a` celui de
JB|B(χωα+ piilog qωβ ). On ve´rifie que JwB|B(χωα+
pii
log qωβ
) ◦ ι = 0, sauf si w ∈ {1, sβ, sβsα}.
Par suite,
ϕ(χωα+ piilog qωβ
) ◦ ι
= pJB|B(χωα+ piilog qωβ
)ξ(χωα+ piilog qωβ
)ι
+pJB|sβB(χωα+ piilog qωβ
)λ(sβ)ξ(sβχωα+ piilog qωβ
)λ(sβ)JsβB|B(χωα+ piilog qωβ
))ι
+pJB|sβsαB(χωα+ piilog qωβ )λ(sβsα)ξ(sαsβχωα+
pii
log qωβ
)λ(sαsβ)JsβsαB|B(χωα+ piilog qωβ ))ι
Remarquons que les ope´rateurs JsβB|B(χωα+ piilog qωβ
) et JsβsαB|B(χωα+ piilog qωβ
) sont inversi-
bles. Par suite, les images de JB|sβB(χωα+ piilog qωβ
) et de JB|sβsαB(χωα+ piilog qωβ
) sont e´gales
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a` celle de JB|B(χωα+ piilog qωβ ). On en de´duit avec (A.3.1) que
EGB (ϕ(χωα+ piilog qωβ
) ◦ ι)
= EGB (JB|B(χωα+ piilog qωβ
)ξ(χωα+ piilog qωβ
))
+EGB (JB|B(sβχωα+ piilog qωβ
)ξ(sβχωα+ piilog qωβ
))
+EGB (JB|B(sαsβχωα+ piilog qωβ
)ξ(sαsβχωα+ piilog qωβ
)),
d’ou` l’on de´duit
(3) + (8) + (11) = EGB (ϕξ(χωα+ piilog qωβ ) ◦ ι)(Res
+
α
2+(
1
2+
pii
log q )ωβ
(ResSα µ)),
les re´sidus de µ qui apparaissent dans (3), (8) et (11) e´tant e´gaux.
On peut montrer facilement (comparer [Mu] proposition 4.1) que la repre´sentation
iGBχωα+ piilog qωβ posse`de un unique sous-quotient irre´ductible de carre´ inte´grable que l’on
notera π(χωα+ piilog qωβ ) et que celui-ci correspond a` l’image de JB|B(χωα+
pii
log qωβ
)). Par
l’identite´ (8.6.1) on en de´duit alors que deg(π(χωα+ piilog qωβ )) = γ(G/M)(Res
+
α
2+(
1
2+
pii
log q )ωβ
(ResSα µ)).
(2) + (7) + (10) : Ce cas est bien plus complique´, puisque l’ope´rateur d’entrelacement
JB|B (χα2+zβωβ ) n’est pas re´gulier en zβ =
1
2 . Remarquons que
α
2 +
1
2ωβ = ωα
Il est connu (cf. [Mu]) que la repre´sentation iGBχωα posse`de exactement deux sous-
quotients qui sont de carre´ inte´grable. Ils sont non isomorphes. Notons St2,α et St2,β
respectivement les repre´sentations de Steinberg de Mα et de Mβ. Alors la sous-repre´senta-
tion semi-simple maximale de iGPα(St2,αχ 12ωβ ) est de longueur 1 et de carre´ inte´grable.
Notons-la π1(χωα). La sous-repre´sentation semi-simple maximale de i
G
Pβ
(St2,βχ 1
2ωα
) est
somme directe de deux repre´sentations irre´ductibles de carre´ inte´grables dont l’une est
isomorphe a` π1(χωα). De´signons l’autre par π2(χωα). Le degre´ formel de ces deux
repre´sentations est calcule´ dans [R] (avec une normalisation des mesures diffe´rente de
la noˆtre). On a deg(π1(χωα)) =
1
2
deg(π2(χωα)).
On peut retrouver ces re´sultats par calcul direct en prenant pour ξ l’application poly-
nomiale constante de valeur λ(w0)1Iw0 I ⊗ 1I, I de´signant le sous-groupe d’Iwahori qui
correspond a` B. Pour de´terminer les termes (2), (7) et (10), on peut alors utiliser la de-
scription de Bernstein et Rogawski des ope´rateurs d’entrelacement de´finis relatifs a` l’alge`bre
d’Iwahori-Hecke, comme cela est explique´ dans l’annexe 3 de [MW1]. Tout est alors ex-
plicite et on retrouve les re´sultats ci-dessus par calcul (e´ventuellement a` l’aide d’un logiciel).
Il serait probablement possible de simplifier les calculs et de rendre le tout un peu plus
intelligible, en employant une me´thode semblable a` celle utilise´e dans l’annexe 3 [MW1].
Nous renoncons ici a` aller plus loin dans l’analyse de ce cas, d’une part puisque les
re´sultats sont de´ja` connus, et d’autre part puisque l’on n’a pas trouve´ de me´thode vraiment
intelligente pour traiter la somme des trois termes qui serait par ailleurs susceptible de se
ge´ne´raliser.
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Annexe B: Preuve du the´ore`me de Opdam
B.1 Pour la commodite´ du lecteur, nous donnons ci-apre`s avec l’autorisation de
l’auteur une preuve du the´ore`me 8.7 qui est - comme de´ja` signale´ dans le texte, duˆ a`
E. Opdam (cf. [O2] theorem 3.29). La preuve ci-dessous est essentiellement la sienne. La
motivation pour l’inse´rer ici vient du fait que la preuve de ce re´sultat dans l’article [O2]
est assez concise et re´dige´e dans un langage diffe´rent du noˆtre.
Remarquons que, comme nous travaillons dans le cadre des groupes p-adiques, notre
re´sultat concerne la fonction µ de Harish-Chandra, alors que Opdam s’inte´resse aux fonc-
tions µ venant des alge`bres d’Iwahori-Hecke.
B.2 Par le the´ore`me des re´sidus 3.10, la proposition 4.11 et les notations de 8.1
et 8.2, il existe une unique famille de donne´es de re´sidus ResPA, A ∈ A(S), ve´rifiant
ReswA(ψ ◦w
−1) = (ResA ψ) ◦w
−1 pour tout w ∈W (M,O), wΣMAO (P ∩MA) ⊆ Σ(P ), (cf.
lemmes 4.8 et 4.11), telles que, pour toute fonction rationnelle ψ dans R(O,S), on ait
∫
ℜ(σ)=r≫P 0
ψ(σ)dℑ(σ)
=
∑
Ω⊆∆O
∑
A∈[A(S)],MA=MΩ
|W∆O,MA |
−1| PS(MA)|
−1| Stab(A)|−1
∫
ℜ(σ)=r(A)+ǫA
∑
w′∈WMA(M,O)
∑
w∈W+
MA
(M,O)
(ResPw′A ψ(w.))(w
′σ)dAℑ(σ).
(cf. 8.2.3).
La premie`re partie de la preuve du the´ore`me 3.10 donne par ailleurs un proce´de´
re´cursif de calcul de ces donne´es de re´sidu: appelons point singulier d’un sous-espace affine
L ∈ L(S) tout point de L − Lreg. Fixons r ≫P 0. Choisissons pour tout Q ∈ PS(M) un
chemin de r a` r(O) + ǫQ qui ne contient qu’un nombre fini de points singuliers de a
∗
M ,
chacun se trouvant sur un unique hyperplan affine H ∈ H(S). (Rappelons que r(O) = 0.)
Chaque point singulier traverse´ donne lieu a` des ope´rateurs re´sidus ±ResS , correspondant
aux S ∈ S dont la partie re´elle contient ce point.
On continue alors ce proce´de´ avec chaque point singulier rencontre´ sur les chemins
ci-dessus relatif a` l’hyperplan affine H ∈ H qui le contient, en remplac¸ant, pour tout
S ∈ S de partie re´elle H, r(O), M et PS(M) respectivement par r(H), MH et PS(MH).
On obtient alors de nouveaux ope´rateurs de re´sidu relatifs a` des hyperplans affines A de
S. On compose ceux-ci avec ResS pour obtenir des ope´rateurs re´sidus ResA relatifs a` O.
On continue ce proce´de´ jusqu’a` ce que l’on aboutisse a` des sous-espaces affines ve´rifiant
A = Areg. (C’est certainement ve´rifie´ si A est un singleton.)
La donne´e de re´sidu ResPA en un e´le´ment A ∈ A(S) se de´duit alors, apre`s normalisation
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par la constante | PS(MA)|
−1 (cf. 3.10), de la somme des ope´rateurs re´sidus en A qui
apparaissent lors du proce´de´ ci-dessus.
Remarquons que, pour tout A ∈ A(S), toute donne´e de re´sidus ResA en A, tout
ψ ∈ R(O,S) et tout σ ∈ Areg, la fonction λ 7→ (ResAψ)(σ⊗χλ) est re´gulie`re sur a
∗
G. Pour
le calcul des donne´es de re´sidu ResPA, seule importe donc la projection du chemin sur a
∗
G.
B.3 L’objet de cette annexe est la preuve du the´ore`me suivant:
The´ore`me: Soit A ∈ [Aµ(S)] tel que MA = G. Alors
∑
w∈W (M,O)
(ResPwA µ)(wσ) 6= 0
pour tout σ ∈ A.
Remarque: Le re´sultat figurant dans le the´ore`me 8.7 concerne la fonction µsp,σ, σ ∈ A,
et non pas la fonction µ. Les deux assertions sont e´quivalentes graˆce a` (8.1.2), puisque
µnsp,σ est re´gulie`re sur A et invariant par W (M,O). La formulation du the´ore`me 8.7
avait e´te´ motive´ par le fait que le the´ore`me 3.29 de l’article [O2], ou` on travaille avec des
fonctions µ venant des alge`bres d’Iwahori-Hecke, s’y applique directement.
B.4 On re´duira d’abord la preuve du the´ore`me a` celle de la proposition suivante:
Proposition: Il existe un sous-groupe parabolique P ′ de sous-groupe de Levi M et
τ ∈ A tel que (ResP
′
A µ)(τ) 6= 0.
B.5 Il faut donc prouver la proposition suivante:
Proposition: Supposons la proposition B.4 ve´rifie´e. Alors le the´ore`me B.3 est vraie.
Comme les chambres dans a∗M relatives a` H(S) sont conjugue´es par les e´le´ments de
W (M,O), il existe w ∈ W (M,O) tel que Resw
−1P
A = Res
P ′
A . Par 4.8, on a donc 0 6=
(ResP
′
A µ)(σ) = (Res
w−1P
A µ)(τ) = (Res
P
wA µ)(wτ). Le lemme suivant est e´le´mentaire:
Lemme: Il existe une fonction polynomiale ψ sur O qui ne s’annulle pas en wτ et
qui ve´rifie ψ(w′τ) = 0 pour tout w ∈W (M,O) tel que w′τ 6= wτ .
Soit ψ une fonction sur O ve´rifiant le lemme et appliquons le the´ore`me 8.2 a` ξ = ψξHP,O
et g = 1. Le terme de gauche de l’e´galite´ (8.2.2) de ce the´ore`me vaut alors
∑
w′∈W (M,O)
(ResPw′A(ψµ))(w
′τ). Comme (ResPw′A(ψµ))(w
′τ) = ψ(w′τ)(ResPw′A µ) (w
′τ) par 8.1.2,
cette expression est non nulle par choix de ψ. L’ensemble E2(G, τ) est donc non vide, d’ou`∑
w′∈W (M,O)(Res
P
w′A µ)(w
′τ) 6= 0 par 8.6. ✷
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B.6 La preuve de la proposition B.4 se fait en plusieurs e´tapes par re´currence sur
le rang parabolique de M . Si dim(aG∗M ) = 1, on se trouve dans le cadre des fonctions
complexes d’une variable ou` la proposition est e´le´mentaire.
Supposons donc dim(aG∗M ) > 1. Comme par la remarque a` la fin de B.2, seule la
projection des chemins sur aG∗M importe, il suffit de conside´rer le cas ou` G est semi-simple
(et donc aG∗M = a
∗
M ). Notons Sτ l’ensemble des hyperplans affines de S passant par τ ,
Hτ l’ensemble des parties re´elles des e´le´ments de Sτ et S la sphe`re dans a
∗
M de centre
rτ := ℜ(τ) passant par l’origine de a
∗
M . (Le symboˆle S ne de´signera donc plus un sous-
espace affine de O.) Toute droite L qui appartient a` L(Hτ ) est partage´e par rτ en deux
demi-droites. Le lemme suivant (qui est analogue a` la remarque 3.14 de [Ho2]) montre
qu’une et une seule des deux demi-droites contient r(L).
Lemme: On a r(L) 6= rτ .
Preuve: Soit A ∈ A(Sτ ) avec L = ℜ(A). Notons µMA la fonction rationnelle e´gale
a` µ(µMA)−1. Alors, par les re´sultats du paragraphe 8, l’hypothe`se de re´currence, et
l’holomorphie de la fonction µ de Harish-Chandra en une repre´sentation de carre´ inte´grable,
la fonction
∑
w∈WMA(M,O)(ReswA µ)(wσ) = µMA(σ)
∑
w∈WMA (M,O)(ReswA µ
MA)(wσ) est
re´gulier pour ℜ(σ) = r(L), d’ou` r(L) 6= rτ . ✷
Dessinons en blanc la demi-droite qui contient r(L) et l’autre en noir.
Choisissons un point r1 sur la sphe`re S qui se trouve sur une demi-droite noire et qui
est de distance a` 0 minimale avec cette proprie´te´. Notons B la boule dans a∗M de centre 0
passant par r1.
La droite l passant par r1 et rτ peut s’e´crire sous la forme r1+ a
∗
M1
avec M1 un sous-
groupe de Levi maximal de G. Notons A1 l’e´le´ment de A(Sτ ) de partie re´elle r1 + a
∗
M1
.
(Il est de´termine´ de fac¸on unique, puisque ses e´le´ments sont ne´cessairement de la forme
τ ⊗χλ, λ ∈ a
∗
M1
.) Par hypothe`se de re´currence, il existe un sous-groupe parabolique P ′ de
G tel que, l’on ait (ResM1∩P
′
A1
µM1)(σ) 6= 0 pour tout σ ∈ A1. On peut choisir P
′ de telle
sorte que P ′M1 soit un sous-groupe parabolique de Levi M1 et que r1 − rτ >P ′M1 0.
Remarquons que l’ope´rateur ResP
′
A est de´termine´, graˆce a` 3.9, par sa restriction a`
l’espace R(O,Sτ ). En particulier, les hyperplans de la forme Oℑ(σ),α, Oσ,α ∈ Sτ (cf. 3.10)
peuvent eˆtre ne´glige´s lors du calcul des re´sidus. (Ils apparaissent toutefois ci-dessous dans
la de´finition des ensembles PS(ML) et des points ǫQ (cf. 3.10).)
B.7 Avant de de´crire un proce´de´ qui calcule les donne´es de re´sidus relatives a`R(O,Sτ )
et a` P ′ et qui montre que (ResP
′
A µ) (τ) 6= 0, on va expliciter dans cette section certains
points de a∗M . La proposition simple suivante nous servira a` plusieures reprises.
Proposition: Soit L ∈ L(Sτ ) et p ∈ Lreg. La demi-droite partant de rτ et passant
par p (et prive´e du point rτ ) est contenue dans une et une seule composante connexe de
Lreg.
Preuve: Sinon, cette demi-droite contiendrait un point singulier p′ qui serait donc
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contenu dans un hyperplan H ∈ H(Sτ ) qui ne contient pas L. Mais alors, comme rτ ∈ H,
la droite passant par p′ et rτ serait incluse dans H. Ainsi p serait singulier, d’ou` une
contradiction. ✷
Pour tout L ∈ L(Sτ ), notons r˜(L) le point d’intersection de S avec la demi-droite
partant de rτ et passant par r(L). On ve´rifie facilement que r˜(L) est le point de L ∩ S
a` distance minimale de 0. Si dim(L) > 1, L ∩ S est connexe, et on appelle r˜(L) l’origine
sphe´rique de L ou de L ∩ S. Si L est une droite, alors L ∩ S est forme´ de deux points
que l’on appelle des origines sphe´riques. Le point r˜(L) est blanc et l’autre noir d’apre`s la
convention faite au nume´ro pre´ce´dent.
Pour tout Q ∈ PS(ML), soit r˜(L)+ ǫ˜Q le point d’intersection de S avec la demi-droite
partant de rτ et passant par r(L) + ǫQ. La proposition ci-dessus montre que, r˜(L) + ǫ˜Q et
r(L) + ǫQ sont dans une meˆme composante connexe de Lreg.
Pour tout L ∈ L(Sτ ) d’origine sphe´rique dans l’inte´rieur de B et tout Q ∈ PS(ML),
on peut supposer ǫQ choisi suffisamment pre`s de 0, pour que r˜(L)+ ǫ˜Q soit a` l’inte´rieur de
B.
On observe alors que, si p est un point a` l’inte´rieur du segment de rτ a` r1, l’intersection
de S avec l’hyperplan affine p + aM1∗M est une sphe`re S
M1
p de centre p. On peut choisir p
de telle sorte que les hyperplans affines H ∈ H(Sτ ) qui ont une intersection 6= {rτ} avec
le coˆne ferme´ de centre rτ contiennent tous l (ou`, rappelons-le, l de´signe la droite passant
par r et rτ ).
Supposons p choisi avec cette proprie´te´. Remarquons que r1+a
M1∗
M est le plan tangent
a` S en r1. Notons S
M1
1 la projection orthogonale de S
M1
p sur r1 + a
M1∗
M et 0
M1
1 celle de 0.
Pour L ∈ L(Sτ ), L ⊇ l, soit r(L)
M1
1 la projection orthogonale de r(L) et, pourQ ∈ PS(ML),
r(L)M11 + ǫ
M1
Q,1 celle de r(L) + ǫQ. Il en suit que r(L)
M1
1 est le point de L ∩ (r1 + a
M1∗
M ) de
distance minimale a` 0M11 . Par ailleurs
Lemme: Le point r(L)M11 + ǫ
M1
Q,1 n’est contenu dans aucun hyperplan H ∈ H(Sτ ) qui
contient l et non pas L.
Preuve: Supposons que H soit un tel hyperplan. Alors H contiendrait e´galement la
droite par r(L)M11 + ǫ
M1
Q,1 paralle`le a` l, et, par suite, r(L) + ǫQ ∈ H ∩ Lreg, ce qui est
impossible. ✷
B.8 Fixons un point 0′ de la demi-droite allant de r1 a` 0
M1
1 et qui se trouve a` l’inte´rieur
de la sphe`re SM11 . Conside´rons la projection centrale de centre r1 et de rapport λ = d(r1, 0
′)
d(r1, 0
M1
1 )
−1. Notons, pour L ∈ L(Sτ ), L ⊇ l, et Q ∈ PS(ML), r(L)
′ et r(L)′ + ǫ′Q
respectivement les images de r(L)M11 et de r(L)
M1
1 +ǫ
M1
Q,1 par cette projection. Remarquons
que r(a∗M )
′ = 0′ et que r(l)′ = r1.
Lemme: Le point r(L)′ est le point de L ∩ (r1 + a
M1
M ) a` distance minimale de 0
′. Il
appartient a` l’inte´rieur de SM11 et a` l’inte´rieur de B. Quitte a` remplacer e´ventuellement
ǫQ par un point de norme absolue plus petite, r(L)
′ + ǫ′Q se trouve a` l’inte´rieur de S
M1
1
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ainsi qu’a` l’inte´rieur de B. Il appartient alors e´galement a` Lreg.
Preuve: La premie`re assertion est une conse´quence imme´diate du fait qu’une projec-
tion centrale laisse invariant les arcs et multiplie les distances par son rapport. Comme
L∩ (r1+a
M1∗
M ) contient r1 et que r(L)
′ est donc plus pre`s de 0′ que r1, r(L)
′ se trouve par
le the´ore`me de Pythagore a` l’inte´rieur de SM11 . En appliquant le the´ore`me de Pythagore
au triangle d’extre´mite´s r1, r(L)
M1
1 et 0
M1
1 , on en de´duit e´galement que r(L)
′ est plus
proche de 0M11 (et donc de 0) que r1, si L 6= l. Par suite r(L)
′ se trouve a` l’inte´rieur de
B. Il est alors clair que l’on peut e´galement supposer r(L)′+ ǫ′Q a` l’inte´rieur de S
M1
1 ainsi
qu’a` l’inte´rieur de B, quitte a` remplacer ǫQ par un point de norme absolue plus petite.
Par choix de SM11 , ce point n’appartient donc a` aucun hyperplan affine H ∈ H(S) qui ne
contient pas l. Suite a` la proposition et le lemme B.7, il ne se trouve pas non plus sur un
hyperplan contenant l et non pas L. Il est donc re´gulier. ✷
B.9 Lemme: Soit r un point re´gulier de SM11 tel que la projection orthogonale de
r − r1 sur a
M1∗
M soit dans la chambre de Weyl positive de P
′ ∩M1. Alors, r se trouve
dans la meˆme composante connexe de a∗M,reg que tout e´le´ment de a
∗
M qui est suffisamment
positive dans la chambre de Weyl de P ′.
Preuve: Conside´rons la demi-droite partant de rτ et passant par r. Les points 6= rτ
sont tous re´gulier graˆce a` la proposition B.7, puisque r l’est, et ils correspondent aux
valeurs de l’application r(t) = r + t−→rτr, t > 0. Il suffit donc de montrer que 〈r(t), α
∨〉
est strictement croissante en t pour toute racine α qui est ou dans Σ(P ′ ∩M1) ou dans
Σ(P ′M1).
Si α ∈ Σ(P ′∩M1), 〈r−rτ , α
∨〉 = 〈r−r1, α
∨〉 et donc 〈r(t), α∨〉 = 〈r, α∨〉+t〈r−r1, α
∨〉.
Comme 〈r − r1, α
∨〉 > 0 par choix de P ′, la fonction r(t) est donc strictement croissante
dans ce cas. Si α ∈ Σ(P ′M1), 〈r − rτ , α
∨〉 = 〈r1 − rτ , α
∨〉 et donc 〈r(t), α∨〉 = 〈r, α∨〉 +
t〈r1 − rτ , α
∨〉. Comme 〈r1 − rτ , α
∨〉 > 0 par choix de P ′, on conclut de meˆme que la
fonction r(t) est strictement croissante.
✷
B.10 Choisissons r ∈ a∗M ve´rifiant les hypothe`ses du lemme B.9. On de´duit de ce
lemme que l’on peut choisir r comme point de de´part pour calculer les donne´es de re´sidus
relatives a` P ′ et Sτ .
Rappelons (cf. B.6) que l’on a note´ A1 l’unique e´le´ment de A(Sτ ) de partie re´elle
l et que L(SA1) est alors e´gal a` l’ensemble des L ∈ L(S) qui contiennent l. Observons
que, si L ∈ L(SA1), tout e´le´ment Q ∈ PSτ (ML) est un sous-ensemble d’un e´le´ment Q
′ ∈
PSA1 (ML). Choisissons pour tout Q
′ ∈ PSA1 (ML) un Q ∈ PSτ (ML) ve´rifiant Q ⊆ Q
′, et
posons ǫQ′ := ǫQ. (On e´crira alors en particulier ǫ
′
Q′ := ǫ
′
Q.)
Commencons par effectuer le proce´de´ de´crit en B.2, partant de r, mais relatif au choix
de 0′ comme origine et relatif aux points r(L)′ + ǫ′Q′ , L ∈ L(SA1), Q
′ ∈ PSA1 (ML), en se
rappelant que r(L)′ est le point de L a` distance minimale de 0′. (On commence donc par
relier r aux points 0′+ǫ′Q′ , Q
′ ∈ PSA1 (M), et ainsi de suite. Tous les chemins peuvent donc
eˆtre pris a` l’inte´rieur de SM11 , en sorte que l’on ne rencontre en effet que des sous-espaces
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affines L ∈ L(SA1), et ainsi de suite.) Le lemme suivant montre que suite a` ce proce´de´ la
donne´e de re´sidus ResP
′
A1 a de´ja` e´te´ calcule´e:
Lemme: Il existe un chemin de r(L)′+ ǫ′Q′ a` r(L)+ ǫQ′ qui ne rencontre aucun point
singulier de L relatif a` H(SA1).
Preuve: Supposons d’abord L 6= l. Notons r˜(L)′ + ǫ˜′Q la projection de r(L)
′ + ǫ′Q sur
S paralle`le a` la droite l. Ce point est donc plus proche de 0 que r(L)′+ ǫ′Q, et il appartient
donc a` B graˆce au lemme B.8. Relions r(L)′+ǫ′Q a`
˜r(L)′+ ǫ˜′Q par la droite passant par ces
deux points. Par choix de SM11 , ce chemin ne contient aucun point singulier de L relatif a`
SA1 (et d’ailleurs pas non plus relatif a` Sτ ). Par ailleurs, il reste a` l’inte´rieur de B, puisque
tout point sur ce chemin est plus pre`s de 0 que r(L)′ + ǫ′Q.
On remarque alors que le point r˜(L) + ǫ˜Q est a` l’inte´rieur de B, puisque ˜r(L)′ + ǫ˜′Q y
est et que r˜(L)+ ǫ˜Q est (quitte a` changer e´ventuellement ǫQ par un point de norme absolue
plus petite) ne´cessairement plus proche de 0.
L’hyperplan affine qui contient r1 et qui est orthogonale a` la droite passant par 0 et rτ
partage l’espace a∗M en deux re´gions. On observe que l’intersection de S avec la re´gion qui
contient 0 est pre´cise´ment B ∩ S. Une des deux arcs sur S reliant ˜r(L)′ + ǫ˜′Q a` r˜(L) + ǫ˜Q
est donc contenue dans B.
Par ailleurs, cet arc ne rencontre aucun hyperplan affine H ∈ H(SA1) ne contenant
pas L: sinon, il en serait de meˆme de sa projection orthogonale sur r1 + a
M1∗
M . Rappelons
que r˜(L)+ ǫ˜Q′ est sur la demi-droite partant de rτ et passant par r(L)+ǫQ′ . La projection
orthogonale de r(L)+ǫQ′ sur r1+a
M1∗
M e´tant r(L)
M1
1 +ǫ
M1
Q′,1 et celle de rτ e´tant r1, l’image
de r˜(L) + ǫ˜Q′ par cette projection orthogonale se trouve sur la droite passant par r1 et
r(L)M11 + ǫ
M1
Q′,1. Cette droite contient e´galement le point r(L)
′ + ǫ′Q′ qui est la projection
orthogonale de r˜(L)′+ ǫ˜′Q′ . Il en suit que la projection orthogonal de l’arc est un segment
de la demi-droite partant de r1 et passant par r(L)
M1
1 + ǫ
M1
Q,1. Ce segment ne contient pas
r1. Comme r(L)
M1
1 +ǫ
M1
Q,1 est re´gulier relatif a` SA1 par le lemme B.7, suite a` la proposition
B.7, aucun point de ce segment ne peut appartenir a` un hyperplan affine H ∈ H(SA1) ne
contenant pas L.
On relie alors le point r˜(L) + ǫ˜Q′ a` r(L) + ǫQ′ par la droite passant par ces points.
La proposition B.7 montre que celle-ci ne contient aucun point singulier relatif a` SA1 . On
fait de meˆme pour L = l. Ceci prouve le lemme. ✷
B.11 Lemme: Soient L ∈ L(SA1), Q
′ ∈ PSA1 (ML) et Q ∈ PS(ML) tel que Q ⊆ Q
′.
Alors r(L)′ + ǫ′Q et r(L)
′ + ǫ′Q′ sont dans une meˆme composante connexe de Lreg.
Preuve: Par de´finition de PSA1 (ML) et de ǫQ′ , r(L) + ǫQ et r(L) + ǫQ′ sont dans une
meˆme composante connexe de L relatif a` H(SA1). Cette composante connexe contient par
un raisonnement analogue au lemme B.7 e´galement r(L)M11 +ǫ
M1
Q,1, et par suite elle contient
les projections centrales r(L)′+ ǫ′Q et r(L)
′+ ǫ′Q′ de ces points. Ils peuvent donc eˆtre relie´s
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par un chemin a` l’inte´rieur de SM11 qui ne peut donc, par choix de S
M1
1 , recontrer aucun
hyperplan H ∈ H(Sτ ) qui contient L et qui ne contient pas l. ✷
B.12 Effectuons maintenant un proce´de´ suivant B.2 pour calculer les donne´es de
re´sidus relatives a` Sτ . Il faut donc prendre en compte tous les hyperplans affines de Sτ et
conside´rer, pour L ∈ L(SA1) les e´le´ments de PSτ (ML) et pas seulement ceux de PSA1 (ML).
Soit d’abord L ∈ L(SA1), L 6= l, et Q ∈ PSτ (ML). Il existe alors Q
′ ∈ PSA1 (ML) avec
Q ⊆ Q′. Comme r(L)′+ ǫ′Q et r(L)
′+ ǫ′Q′ se trouvent par B.11 dans la meˆme composante
connexe de Lreg, on peut les relier sans rencontrer de point singulier. Ensuite, on relie
r(L)′ + ǫ′Q a` r(L) + ǫQ par le meˆme proce´de´ que r(L)
′ + ǫQ′ a` r(L) + ǫQ. (En effet, ǫQ′ et
ǫQ sont interchangeable.) Ce chemin reste a` l’inte´rieur de B.
Ce chemin ne rencontre seulement un nombre fini de points singuliers: s’il y en a, ils
se trouvent, par ce qui a e´te´ dit dans la preuve du lemme B.10, sur l’arc de r˜(L)′ + ǫ˜′Q a`
r˜(L) + ǫ˜Q. S’il existait une infinite´ de points, au moins deux d’entre eux se trouveraient
sur un meˆme hyperplan affine. La droite passant par ces deux points serait donc contenue
dans cet hyperplan et donc, comme cet hyperplan contient rτ , e´galement la droite passant
par r˜(L)′ + ǫ˜′Q et r˜(L) + ǫ˜Q, ce qui contredit le fait que r˜(L) + ǫ˜Q est re´gulier. Quitte
a` de´former le chemin dans un tre`s petit voisinage, on peut e´galement supposer que tout
point singulier de ce chemin se trouve sur un et un seul hyperplan affine singulier de L,
sans que les autres proprie´te´s de ce chemin n’aient change´.
On continue alors le proce´de´ avec chacun des points singuliers relatif a` l’hyperplan
affine singulier de L qui le contient. Comme ces points se trouvent a` l’inte´rieur de B,
l’origine sphe´rique de cet hyperplan affine de L se trouve e´galement a` l’inte´rieur de B. On
peut donc prendre les chemins a` l’inte´rieur de B. Et ainsi de suite.
On aboutit alors a` des points r˜(L)+ ǫ˜Q, L ∈ L(S), L 6= l, Q ∈ PS(ML), a` l’inte´rieur de
B (sans rencontrer des origines sphe´riques noires d’une droite L), auxquels il faut ajouter
le point r1.
Par nos choix et par la proposition B.7, on peut relier les points r˜(L) + ǫ˜Q, L 6= l, a`
r(L) + ǫQ par la droite passant par ces points, sans rencontrer de point singulier. Si on
va de r1 a` r(l) par la droite l, on rencontre un unique point singulier qui est rτ . (On peut
ensuite continuer vers les points r(l)+ ǫQ, Q ∈ PS(Ml), sans rencontrer de point singulier,
puisque r(L) est ne´cessairement re´gulier pour Sτ ).)
Pour terminer la preuve de la proposition B.4, il reste donc a` ve´rifier qu’en traversant
rτ , on trouve une donne´e de re´sidu Res
P ′
A qui ve´rifie (Res
P ′
A µ)(τ) 6= 0. Suite a` B.7 et ce
qui pre´ce´dait, on a ResP
′
A = ±Resτ Res
P ′
A1
, ou` Resτ de´signe l’ope´rateur qui associe a` une
fonction me´romorphe sur la droite affine A1 dans O son re´sidu en τ . En notant µMA1
la fonction me´romorphe µ(µMA1 )−1 de´finie sur A1, on trouve par (8.1.2) (Res
P ′
A1 µ)(σ) =
µMA1 (σ)(Res
P ′
A1
µMA1 )(σ) pour σ ∈ A1. Par 4.9, l’hypothe`se de re´currence et la remarque
a` la fin de B.2, ResP
′
A1
µMA1 = ResP
′∩M1
A1
µMA1 est une fonction constante non nulle sur
A1. Comme, par le lemme 8.1, (Resτ µMA1 ) 6= 0, la proposition B.4 est prouve´e. ✷
68
Index de notations
Areg, 1.4
[A], 8.2
A(S), 1.4
Aµ(S), 8.1
[A(S)], [Aµ(S)], 8.2
dAℑ(σ
′), 1.6
dSψ, dσ,α(ψ), 3.4
deg(σ), 2.2
EO, 1.3
EGP , 1.5
E2(M
′, σ), 6.1
fϕ, 2.3
fξ, 2.2
HM , 1.2
Hα,c, 1.4
h˜α, 3.2
hα, 1.2
G, 1.1
H(S), H(L), 1.4
H(S), 1.4
ℑ(σ), ℑM ′(σ), 1.3
JP |P ′ , 1.5
Lreg, 1.4
L(S), L(H), 1.4
MΩ, 4.6
MA, ML, 1,4
Mα, M
1, 1.2
Oσ,M , Oσ,α, 1.4
Oσ,M ′,r′ , 1.6
pσ,α, pH(λ), 3.4
PA, 4.6
P =MU , 1.1
PS(ML), 3.10
P(O, V ), 1.3
P , 1.1
PW (G), 2.3
q ,1.2
r(O), r(A), r(L), 1.4
ResA, ResD, 3.7
ResCA, 3.10
69
R(O,S), 3.1
R(O,S, d), 3.7
ℜ(χ), 1.2
ℜ(σ), ℜM ′(σ), 1.3
SA, S(A), 1.4
Sµ = S, 4.3
Stab(A), 6.1
StabM ′(O), StabM ′(σ), 1.3
TM , 1.1
W , W(M), W (M), 1.1
WO, 4.2
W (M,O), 1.3, 4.7
W+O,M ′ , W∆O , W∆O,M ′ , W
+
M ′(M,O), 4.5
X
nr(M), Xnr0 (M), 1.2
α∗, 1.2
α˜, 3.2
∆O, 4.5
λ(w), 1.5
µP |P ′ , µ, 1.5
µsp,σ, µnsp,σ, 4.2
ψσ, 3.5
ϕ(P ′, π′), 2.4
ϕ
ξ˜M
′ , 6.1
ϕO, 7.1
ξϕH
P,O
, 7.1
ΣG(TM ), Σ
G(P ), ΣGred(P ), 1.1
Σsp(σ), 4.1
ΣO, 4.2
Θ, 1.2
Θ2, Θ2(O), 2.5
>P , 1.2
70
Index terminologique
composante connexe adjacente de Lreg 1.4
composante connexe (P,S)-standard 4.6
donne´e de re´sidu 3.7
hyperplan affine (radiciel) 1.4
orbite inertielle 1.3
ope´rateur re´sidu 3.7
orbite inertielle de σ sous M 1.4
ordre du poˆle (d’une fonction rationnelle sur O) 3.4
rang parabolique 8.1
sous-espace affine (radiciel) de O (ou de a∗M ) 1.4
sous-espace affine re´siduel pour µ 8.1
sous-groupe de Levi associe´ a` un sous-espace affine de O (ou de a∗M ) 1.4
sous-groupe de Levi (P,S)-standard 4.5
sous-groupe parabolique (P,S)-standard 8.2
71
Re´fe´rences bibliographiques:
[A] A Paley-Wiener theorem for real reductive groups, J. Arthur, Acta Math. 150,
1-89, 1983.
[B] Groupes et alge`bres de Lie, chapitres 4,5 et 6, N. Bourbaki, Masson, 1981.
[BS] A Residue Calculus for Root Systems, E.P. van den Ban and H. Schlichtkrull,
Composito Mathematica 123, 27-72, 2000.
[Ca] Finite Groups of Lie Type, R.W. Carter, Wiley Classics Library, 1993.
[Cs] Introduction to the theory of admissible representations of p-adic reductive groups
- W. CASSELMAN, non publie´.
[H1] Une formule de Plancherel pour l’alge`bre de Hecke d’un groupe re´ductif p-adique
- V. Heiermann, Comm. Math. Helv. 76, 388-415, 2001.
[H2] Une caracte´risation semi-simple des L2-paires de Lusztig - V. Heiermann, manus-
crit, I.A.S. Princeton, NJ, 4p., 1999.
[H3] Vers le spectre re´siduel d’un groupe p-adique - V. Heiermann, manuscrit, 24p.,
2000.
[HO1] Yang’s system of particles and Hecke algrebras, G.J. Heckman et E.M. Opdam,
Ann. Math. 145, pp. 139-173, 1997.
[HO2] Harmonic analysis for affine Hecke algebras, G. J. Heckman et E.M. Opdam,
dans Current developments in mathematics, 1996 (Cambridge, MA), 37–60, Int. Press,
Boston, MA, 1997
[KL] Proof of the Deligne-Langlands conjecture for Hecke algebras, D. Kazhdan et G.
Lusztig, Invent. math., 87, p.153-215, 1987.
[L] On the functional equations satisfied by Eisenstein series, R.P. Langlands, Lecture
Notes in Mathematics 544, Springer, 1976.
[M1] Normalisation des ope´rateurs d’entrelacement et re´ductibilite´ des induites de
cuspidales; le cas des groupes classiques p-adiques, C. Moeglin, Ann. Math. 151. pp.
817-847, 2000.
[M2] Sur la classification des se´ries discre`tes des groupes classique p-adiques; parame`-
tres de Langlands et exhaustivite´, C. Moeglin, pre´publication, 1999.
72
[M3] Points de re´ductibilite´ pour les induites de cuspidales, C. Moeglin, pre´publication,
2001.
[Mo] Eisenstein series for reductive groupes over global function fields I:the cusp form
case; II: the general case, L.E. Morris, Can. J. Math. 34, pp. 91–168, pp. 1112–1182,
1982.
[MT] Construction of discrete series for classical p-adic groups, C. Moeglin et M.
Tadic, pre´publication, 1999.
[Mu] The unitary dual of p-adic G2, G. Muic, Duke Math. J., 90, pp. 465–493, 1997.
[MW1] De´composition spectrale et se´ries d’Eisenstein. Une paraphrase de l’e´criture,
C. Moeglin et J.-L. Waldspurger, Progress in Mathematics 113, Birkha¨user, Basel, 341p.,
1994.
[MW2] Le spectre re´siduel de GLn, C. Moeglin et J.-L. Waldspurger, Ann. ENS t.
22, pp. 605-674, 1989.
[O1] A generating function for the trace of the Iwahori-Hecke algebra, E. M. Opdam,
dans Studies in Memory of Issai Schur (Joseph, Melnikov, Rentschler eds.) , Progress in
Mathematics, Vol. 210, Birkha¨user, 2003. (arXiv:math.RT/0101006 v1 31 Dec 2000)
[O2] On the spectral decomposition of affine Hecke algebras, E. M. Opdam, pre´publica-
tion, arXiv:math.RT/0101007 v3 11 Oct 2002.
[R] On the Iwahori-spherical discrete series for p-adic Chevalley groups; formal degrees
and L-packets, M. Reeder, Ann. ENS t. 27, pp. 463 - 491, 1994.
[S1] Introduction to harmonic analysis on reductive p-adic groups, A. Silberger, Math-
ematical Notes of Princeton University No. 23, Princeton, NJ, 1979.
[S2] Special representations of reductive p-adic groups are not integrable, A. Silberger,
Ann. of Mathematics, 111, 571 - 587, 1980.
[S3] Discrete Series and classification of p-adic groups I, A. Silberger, Amer. J. Math-
ematics, 103, 1241 - 1321, 1981.
[Sh] A proof of Langlands’ conjecture on Plancherel measures; complementary series
for p-adic groups, F. Shahidi, Ann. of Mathematics, 132, 273-330, 1990.
[W] La formule de Plancherel pour les groupes p-adiques (d’apre`s Harish-Chandra),
J.-L. Waldspurger, a` paraˆıtre dans Journal de l’Institut de Math. de Jussieu.
73
[Z] Induced Representations of reductive ℘-adic groups II. On irreducible representa-
tions of GL(n), A.V. Zelevinsky, Ann. ENS t. 13., p. 165-210, 1980.
74
This figure "G2.gif" is available in "gif"
 format from:
http://arxiv.org/ps/math/0212303v2
This figure "chem.GIF" is available in "GIF"
 format from:
http://arxiv.org/ps/math/0212303v2
