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ABSTRACT 
This paper describes the problem of lineal filtering of noisy data under a Maximum 
Likelihood objective. In this sense, the paper shows that a weighted square error cost function 
deals and it is necessary to weight the filtering error sequence by a factor that, basically, 
depends the probability density function of the error sequence and on its first derivate. As it is 
well known, this information used to be not available and other proposals must be made. 
For this purpose, going around this problem, the paper discusses the design of this 
weighting factor for including sorne kind of data-selection mechanism for the final filter 
weight-vector solution design. 
The underlying of the proposal is the development of a recursive algorithm in such a way 
that for any measure or observation, its associated "innovation" presents a constant risk or 
variance. The paper shows the interest of the well-known 'likelihood-variable' for this 
purpose. 
1.- INTRODUCCION 
El filtrado lineal óptimo persigue la extracción de cierta información a partir de datos 
que por lo general son ruidosos. Este trabajo describe la aplicación de estas técnicas a la 
ecualización adaptativa de un canal de comunicaciones ya sea analógico o digital. En este sentido, 
lo que pretende es la caracterización del canal de modo que sea posible la corrección de su 
respuesta en frecuencia, así como reducir en lo posible el efecto del ruido que este introduce y 
que consideraremos como aditivo. 
Como es bien sabido, la forma habitual de abordar el diseño de los sistemas adaptativos 
para la ecualización de canales de comunicaciones es a partir de objetivos o funciones del error 
cuadrático medio. Los sistemas adaptativos con estrategias de gradiente se suelen originar a 
partir de funciones de coste estocásticas 121. 131 y las soluciones recursivas, frecuentemente 
relacionadas con el filtro de Kalman, como consecuencia de minimizar expresiones 
determinísticas del error 111. 131, 141. El estudio contempla este segundo caso, y el 
planteamiento trata de ser lo más riguroso posible, originándose como una estimación realizada 
bajo un criterio de máxima verosimilitud a partir del conjunto de datos que se le suministran al 
filtro. Lamentablemente, este planteamineto lleva a un problema que es no-lineal en su 
resolución, pero bajo ciertas condiciones si permite dar una forma recursiva a la solución, 
siendo, de hecho, un tema suficientemente flexible como para que se puedan dar otras propuestas 
distintas a las que aquí se presentan. 
11.- DEFINICION DEL OBJETIVO 121, 141, 151 
Como aparece en la figura 1 dado un conjunto de datos, {x(i)}o:;;i:;;n , a la salida del filtro 
ecualizador se estima una sefial de referencia (o de "entrenamiento") {d(i)}Q:;;i::;n y para cada 
muestra d(k) se comete un error que viene dado por la siguiente relación : 
en(k) = d(k) - .w_H (n) )i(k) ( 1 ) 
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