We consider an inhomogeneous interacting particle system where A particles jump symmetrically on empty neighboring sites (denoted by ∅) of an hypercubic lattice (A + ∅ ↔ ∅ + A) according to the excluded volume constraint (i.e. they are hard-core particles). This process is limited by the interaction of particles with a trap T : particles reaching the trapping site can disappear, according to the reaction A + T → T . In addition, we consider that an external homogeneous source can refill the empty sites according to the reaction ∅ → A. In dimensions d = 1, 2 and 3, for an imperfect and a perfect trap, and starting from the "microscopic" formulation of the model, we compute the exact concentration of particles as well as other global statistical properties. In particular we show that the concentration profile exhibits a depletion zone whose properties are studied in detail in the absence/presence of the source.
I. INTRODUCTION
Non-equilibrium interacting particles systems are examples of many-body systems that are far from equilibrium and much effort has been devoted to their study in the recent years, both theoretically (see e.g. [1, 2, 3] and references therein) and experimentally (see e.g. [4, 5, 6, 7, 8, 9] and references therein). Whereas there is no well established general formalism to handle this class of problems, the study of simplified prototypical models has proven to be fruitful to gain some general insight. In particular, the study of exact solutions, when available, is precious because the latter can be used as milestones for the development of more general analytical and/or numerical approximate approaches. Most of the known solution of stochastic many-body problems have been obtained for translationally-invariant one-dimensional systems (see e.g. [1, 2, 3] and references therein). However, many physical reaction processes are inhomogeneous: the substrates are indeed imperfect, disordered and the diffusion take place at interfaces of different phases. Hence, in most realistic situations, particles, molecules and excitons are not able to diffuse homogeneously [1, 4] and the understanding of the dynamical effects of inhomogeneities is highly desirable. To gain some insight in these issues, the analysis of simple models seems to be the most natural and promising approach. One of the simplest non-trivial situation to study is that of the diffusion of interacting particles in the presence of a trap. Various experimental, numerical and analytical works have been devoted to these issues (see e.g. [6, 7, 8, 9, 10, 11, 12, 13, 14] and references therein). In particular, in Reference [6] the authors studied an effectively one-dimensional hetereogeneous reaction involving the catalytic oxidation of glucose (the oxygen in water * Electronic address: mmobilia@buphy.bu.edu was the reactant and the glucose oxidase the trap) and observed that, near the trap, the concentration of oxygen exhibited a depletion zone whose time-dependence was measured to grow as t 0.50±0.05 , where t denotes the time. The authors of Reference [7] investigated photobleaching (by a focused laser beam: the "phototrap") reaction of diffusing fluorophore molecules and measured an effective time-dependent "trapping-rate" decaying as t −0. 49±0.07 in 1d. The latter work has recently been extended to the study of the growth of depletion zones around a static trap in effective one-dimensional geometry [8] . The authors of the very recent work [9] have studied experimentally the anomalous and non-universal growth of the depletion zone in a two-dimensional photobleaching trapping reaction.
In this work, we consider a simple diffusive model of interacting particles whose motion is limited by the presence of a single localized (immobile) trap. We also consider that an homogeneous source may inject particles in the system. It has to be emphasized that conversely to many studies on diffusion-limited reactions in the presence of traps [10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21] , here we study a "micoscopic model" on a discrete lattice on which diffuse interacting particles, and therefore each site can be at most occupied by one particle. In addition to the trapping reaction, this excluded volume constraint (i.e. the fact that we deal with hard-core particles) also limits the dynamics. It is known that, in general, systems of interacting particles are rather difficult to study analytically and most of the exact results have been obtained in one dimension, for homogeneous systems [3] . It is worthwhile to notice that recently ben-Avraham has succeeded in computing the non-trivial stationary concentration of particles in a one-dimensional model of reversible diffusion-limited coalescence in the presence of a trap [22] . More generally, in the area of nonequilibrium kinetics it is important to understand the physical consequence of the hard-core constraint which seems to be realized in many physical experiments [1, 4] and that is often assumed in numerical studies (see e.g. [8] ). In fact, one generally expects that for diluted systems, i.e. for models evolving towards an empty lattice, this constraint should play no major role in the dynamics. However, recently it has been shown that also in some "diluted systems" the interacting nature of the particles may be decisive [23, 24, 25] and much effort has recently been devoted to develop a field theory [26, 27] allowing to handle this class of problem. In addition, it is clear that one expects that the hard-core constraint should be effective for systems evolving towards an active state, where an infinite number of particles are present. This in particular the case for systems coupled to an external source.
The purpose of this work is to contribute to the understanding of diffusion-limited kinetics of interacting particles in the presence of a trap, with and without an external source. To do this, we derive exact results that can be directly compared (in the absence of the source) to experimental (and numerical) studies [6, 7, 8, 9] and others (in the presence of the source) that could be relevant for further experimental/numerical studies. In addition, in the absence of the source, we can also compare our analytical predictions to analytical results obtained in one and two dimensions for (continuum) models of non-interacting particles (i.e. "brownian particles") [10, 11, 12, 13, 14, 15] and thus establish what is the effective role of the interacting character of the particles.
We investigate the system under consideration here by extending an approach recently proposed [28] and obtain the exact long-time (and stationary) behavior of the concentration of particles. In particular, for the simple stochastic many-body problem under consideration here, we show that the presence of a single inhomogeneity suffices to give rise to non-trivial dynamics.
Qualitatively, the presence of a "trap" implies that the concentration profile exhibits a depletion zone in its vicinity [6, 7, 8, 9, 10, 11, 12, 13, 14] . In the simultaneous and contrasting presence of the trap and the source, the most interesting situation is expected to arise when the injection rate is small with respect to the trapping rate: in this case the competition between this two reactions is really effective.
More specifically, the main questions that we address in this work are the following:
• What is the spatiotemporal dependence of the concentration of particles ? What is the effect and the range of the competition between the localized trap and the homogeneous source ? What is the dynamical behavior within the "depletion zone " ?
• What are the global and contrasting effects of the source and the trap ? How does this competition change with the dimensionality of the system ?
To answer these questions, the work is organized as follows: In the next section we give a precise mathematical definition of the model under consideration as well as some basic equations. In Section III we give the formal solution of the dynamical equations for the concentration of particles. In Section IV, we especially focus on the 1d situation and obtain explicitly the stationary and longtime behavior of the concentration. In Section V, we focus on the two-dimensional situation. In Section VI, we obtain the 3d stationary concentration of particles. In Section VII, we study the global effect of the trap and the source in dimensions d = 1, 2 and 3. In Section VII we present a discussion of the results and our conclusion.
II. THE MODEL
In this work we study, in dimensions d = 1, 2 and 3, a stochastic model of interacting particles on a hypercubic lattice of size (2L + 1) d , with periodic boundary conditions. Each site, that can at most be occupied by one particle, is labelled by a vector r of components −L ≤ r i ≤ L, i = 1, . . . , d. To study the interacting-particle system under consideration from its "microscopic" dynamical rules, it turns out to be fruitful to formulate the latter within the so-called stochastic Hamiltonian Formalism (see, e.g., [2] and references therein). To do this, at each lattice site, we associate to a particle (vacancy) a spin-1 2 down (up). In so doing the master equation governing the dynamics of the model can formally be rewritten as an imaginary-time Schrödinger equation for a quantum spin system [1, 2] :
where P ({n}, t) describes the probability that the system is in the state {n} at time t and the sum runs over all the 2
d possible configurations {n}. The stochastic Hamiltonian appearing in the master equation (1) governing the dynamics of the system under consideration can be written as the sum of three terms: H = H SEP + H source + H trap , where each of these terms take respectively into account the following basic processes:
(i) As in the conventional Simple Exclusion Process (SEP) [1, 2, 29, 30] , particles jump symmetrically, with rate D > 0 to an empty neighboring site. In the formal quantum-spin chain language this process is described by the following stochastic Hamiltonian [1, 2] :
where the σ α j , α = x, y, z are the usual Pauli's matrices acting on site j, which nearest neighbour in the direction +e i is denoted j + e i . In the expression (3) one TABLE I: The three elementary processes under consideration. As explained in the text, the hopping and injection processes are homogeneous, whereas the trapping reaction is localized at site "0". recognizes the d−dimensional Heisenberg Ferromagnet Hamiltonian [1, 2, 30] . We also introduce the operators: 2σ
Reactions Processes

A∅
(ii) An homogeneous external"source" injects particles, with rate J ≥ 0, on previously empty sites. The associated stochastic Hamiltonian is therefore:
(iii) We consider that the origin of the lattice is"poisoned" and that particles landing on this site are "trapped" with a rate T > 0. A trapped particle does not participate longer to the dynamics. If T = ∞ the trap is said to be perfect because every particle landing on the trap is removed from the system. In the case where 0 < T < ∞, the trap is called imperfect since the particles visiting the trap still have a probability to escape. In the quantum-spin language, the stochastic Hamiltonian associated to this reaction is
Finally, in denoting a particle by the symbol A and a vacancy by ∅, the processes that we consider can be schematized as in Table 1: One can notice that the underlying global stochastic Hamiltonian is, in the language of quantum spin models, the Hamiltonian of the d-dimensional ferromagnetic Heisenberg model in the presence of a "magnetic field" [described by (4) ] and with some "boundary fields" [described by (5)]. These formal analogies between classical stochastic model of interacting particles and the theory of quantum spin-system have received much attention recently and are indeed one of the reason of interest (together with the similarity transformations) of the stochastic Hamiltonian formalism [1, 2] .
An advantage of the quantum stochatic reformulation of the master equation resides in the fact that the derivation of the equations of motion of the correlators are systematic in this formalism [1, 2] . For instance, it follows from (1) and (2) , that the concentration obeys the following equation:
, where |P (0) encodes the initial state of the system [1, 2] .
For the model under consideration here, with the expressions (3), (4) and (5), the concentration at site x, hereafter denoted c x (t) ≡ n x (t) for simplicity, obeys the coupled linear differential-difference equations (6) and (7) .
For x = 0, we have:
At the origin, i.e. for x = 0, because of the localized trap, we have another equation:
III. FORMAL SOLUTION
To solve the equations of motion (6) and (7) we take advantage of the method and techniques devised and briefly presented in our recent publication [28] . In the following sections we explain this approach in more details and extend the latter to take into account the presence of the source.
In the thermodynamic limit, the equations (6) and (7) can be formally solved using the properties of the Bessel functions of first kind (and of integer order n) I n (z) ≡ π 0 dq π e z cos q cos nq [32] , as explained hereafter.
In fact, as
is the solution of the equation of motion for [c x (t) − 1], according to (6) . Clearly, because of the linearity of the equation (6) , any linear superposition of this expression still solve the latter. Therefore, to obtain a suitable solution, one has to be able to find a superposition that matches the initial condition. Hence, if we first consider that T = 0, i.e. that Eq. (6) applies ∀x, one obtains the following solution (L → ∞):
where the summation accounts for the initial condition. From the expression (8) , it is clear that in the absence of the trapping reaction, and if J > 0, the system evolves towards a completely occupied lattice. It turns out that the dynamical approach towards this steady-state depends on the initial conditions. In fact, for an homogeneous initial system with concentration 0 ≤ c y (0) = ρ 0 ≤ 1, we simply have c x (t) = 1 − (1 − ρ 0 )e −dJt , whereas for a non uniform initial condition, such as c
Therefore, in the absence of the local trapping reaction, and for J > 0, the concentration evolves exponentially towards the unity, and the initial state of the system can affect the dynamics through non-universal subdominant power-law prefactors. In the absence of both source and trap (i.e. when T = J = 0), it follows both from (6) and (8) , that the concentration is conserved for an initially homogeneous system (c x (t) = ρ 0 ) and that it evolves algebraically for the non uniform initial condition c y (0) = 1 − δ y,x ′ , where (8) 
Let us now consider the problem in which we are specifically interested in and (formally) solve, in the limit L → ∞, the equations (6) and (7) in the presence of the trap, i.e. when T > 0. This is achieved in exploiting the linearity of these equations: As the solution of (6) is already given by (8) , one has to determine a suitable additional superposition of
−(J+2D)t I xi (2Dt) that must be added to the expression (8) in order to have a solution that simultaneously fulfills Eqs. (6) and (7) [at x = 0]. One readily realizes that the aforementioned additional term has the form of a convolution integral.
Therefore, one obtains the following exact (but still formal) expression for the concentration of particles (L → ∞) :
It has to be stressed that the above expression is valid both in the absence (J = 0) and in the presence (J > 0) of the source. It is also important to notice that the explicit determination of the long-time behavior of the concentration of particles requires the solution of the self-consistent integral equation (9), where the expression of the concentration appears both on the right (r.h.s) and left hand-side (l.h.s). This is achieved using Laplace transform techniques and the integral representation of the modified Bessel functions. In fact, we introduce the quantityÎ x that is essentially the Laplace transform of a product of Bessel functions:
From the integral representation of the modified Bessel functions, one can check that the quantitiesÎ x (s, D, J), that hereafter we denote simplyÎ x (s), can be rewritten as the so-called Watson integrals (or lattice Greenfunctions):
Where we have introduced a d-dimensional vector q = (q 1 , . . . , q d ).
We first focus on the site x = 0, and we specifically consider that initially the system is homogeneously occupied with a concentration c x (0) = ρ 0 of particles, which , 2] . With help of the convolution theorem, we get for the Laplace transform of the concentration of particles at the origin:
where we have made use of the identity 32] . Plugging the result (12) into the Laplace transform of Equation (9), we get:
Again, the expressions (12) and (13) are valid in the absence of the source (J = 0), as well as in the presence of the latter (J > 0).
The long-time behavior of the concentration of particles is therefore obtained from the analysis of (12) and (13) . This study is the scope of the the subsequent sections where we pay due attention to the effect of the dimensionality on the dynamics, and where accurate distinction is made between the cases where the source is absent/present.
It is useful to notice that for a lattice initially completely occupied, i.e. ρ 0 = 1, the second term on the r.h.s of (12) and (13) cancels. Therefore, using the general properties of Laplace transforms [32, 33] , the concentration for a system with initially c x (0) = ρ 0 is simply related to the concentration obtained from the case where ρ 0 = 1 and J = 0. In fact, it follows from (12) and (13) that
In the sequel, we therefore mainly focus on the case ρ 0 = 1, and then extend the results to the case of an initially random system, where 0 ≤ ρ 0 ≤ 1.
For further convenience we introduce the norm of the vector x, that is denoted
IV. CONCENTRATION IN ONE DIMENSION
In this section we consider specifically the onedimensional situation and compute explicitly the stationary concentration as well as its long-time behavior.
In one dimension, using the results available for the Laplace transform of the modified Bessel functions [32] , we can compute explicitlyÎ x (s) ≡Î x (s), with x ≥ 0:
It is clear from this expression that, as long as J > 0, I x (s) is a well defined quantity, even in the s → 0 limit. However, when J = 0, in the regime s → 0,Î x (s) diverges as s −1/2 . Because of this fact, we can already anticipate an exponential dynamics in the presence of the source and an algebraic one in absence of the latter. This issue is discussed in detail in the following subsections.
Let us notice thatÎ x (s) =Î −x (s) [see (10), (11)]. This implies that the concentration of particles, in any dimension, has the property: c x (t) = c −x (t). In particular, in 1d this means that the concentration is symmetric with respect to the origin, and in the next two subsections we denote: c x (t) ≡ c ±x (t) [as well asĉ x (s) ≡ĉ ±x (s)].
A. One-dimensional concentration without the source
We first consider the one-dimensional situation without the source, i.e. where J = 0. Because of the sole presence of the trap, and as particles perform random walks (limited by the excluded volume constraint), the concentration is clearly doomed to vanish at long-time (t → ∞). The main issue is therefore to determine the spatiotemporal evolution towards the absorbing state (the empty lattice).
To address this point we analyze (12) and (13) in the long-time regime where s → 0.
It follows from (15) that
and, for s → 0 with x √ s kept fixed, we have:
Inserting these expressions into (12) and (13) we obtain:ĉ
Therefore, after Laplace-inverting (18) and (19), with help of [33] , we obtain the following long-time behavior of the concentration (Dt → ∞ and T t → ∞):
and
where
2 dz is the usual error function [32] and erfc(t) ≡ 1 − erf(t) is the complementary error function. It is worth to notice that this result coincides with Equation (4) of Reference [8] (see also [10, 12] ). The expression (21) is particularly appealing in the scaling regime where x → ∞ and t → ∞, with x 2 /t kept finite. In fact it is readily checked that for
→ 0, we have c x (t) → 0, whereas for large time but for sites very distant from the trap, i.e. x ≫ √ Dt ≫ 1, c x (t) → ρ 0 . This means that there is an isotropic depletion zone around the trap. The symmetric fronts of this region propagate as t 1/2 . Inside the depletion area, the concentration vanishes algebraically with the time. More precisely the dynamics inside the depletion zone is described by the 0 < x ≪ √ Dt expansion of (21) . The latter gives:
This result shows that, within the depletion zone of length ℓ(t) ∼ √ Dt the concentration vanishes algebraically (as t −1/2 ). Outside this zone, for x ≫ ℓ(t), the concentration profile remains flat: c x (t) ≃ ρ 0 erf
We can also notice that, except at the origin, the amplitude of the long-time concentration [see (21) and (22)] mainly does not depend on the strength T > 0 of the trap, but does depend on the initial concentration ρ 0 through a multiplicative factor. This means that the results (21) and (22) are valid both for an imperfect and a perfect trap: in this latter case, T → ∞ and the concentration (20) at the origin vanishes. Another quantity which is theoretically relevant for the description of the depletion zone and, more importantly, which has been measured experimentally [8] is the so-called "θ-distance" (x θ ), which is the distance from the trap to the point where the concentration of A particles reaches the specific fraction θ (0 ≤ θ ≤ 1) of its value in the bulk [8] .
Requiring that c x (t) = θ ρ 0 on the l.h.s of Eq. (22), we obtain:
In recent experiments and numerical simulations [6, 7] , the depletion zone was indeed found to grow as the square root of the time [6, 7, 8] ; in agreement with numerical simulations and with the theoretical predictions of continuum models of non-interacting particles [8, 10] and also in agreement with the results (21), (22) and (23) that predict x θ (t) ∼ t α1D , with the universal exponent α 1D = 1/2. In addition, the authors of Reference [7] , in one-dimensional phototrapping experiments, observed a t −0.49±0.07 time-dependent rate which is consistent with a t −1/2 decay of the concentration, as also predicted by Eq. (22).
B. One-dimensional concentration in the presence of the source
We now consider the one-dimensional situation in the presence of the source, i.e. J > 0. In this case we can anticipate that the concentration of particles evolves towards an active stationary state exhibiting an isotropic static depletion zone of length ℓ s around the trap (at the origin), which should depend non-trivially on J, D and T . To investigate the concentration profile, according to the discussion of the last paragraph of Section III and Eq. (14), we first focus on the case where the system is initially completely occupied, i.e. ρ 0 = 1, and then extend the results to the general situation 0 ≤ ρ 0 ≤ 1.
From general properties of the Laplace transform [32, 33] , it is clear that the stationary concentration of particles satisfies the relation:
denotes the inverse Laplace transform of f (s). In addition, from (13) and (15), it is clear that in the limit s → 0, the quantityĉ x (s) diverges asĉ
It therefore follows that the one-dimensional stationary concentration is indeed given by this amplitude A, and thus reads:
It follows directly from (14) that this expression is valid for 0 ≤ ρ 0 ≤ 1.
In addition, as it is explained further, the formula (24) holds in any dimension (when J > 0), where one has just to replace x and 0, respectively, with x and 0. In fact, Expression (24) always gives the exact stationary concentration of particles (for any 0 ≤ ρ 0 ≤ 1) in the presence of the source: The dimension d affects the expression (24) of c x (∞) through the value of the integrals (11) appearing in (24) .
In one dimension, for J > 0, with (24) and (15), we find that the stationary concentration decays exponentially with the distance from the origin:
where we have introduced ξ ≡ 1 2 ln
For a perfect trap, where T → ∞ (with D and J finite), the formula (25) gives: c x (∞) = 1 − e −ξx and c 0 (∞) = 0. To compute the asymptotic approach to this stationary concentration, for a system initially completely occupied, i.e. with ρ 0 = 1 , we notice that
where the inverse Laplace transform on the r.h.s is a function of the variable t ′ . The long-time behavior is obtained from the Laplace-inversion of the s → 0 expansion of the integrand on the r.h.s of (26) .
In so doing, we obtain (Dt, Jt, T t ≫ 1):
where c x (∞) is given by (25) . Together with (20) and (21), we can immediately obtain the long-time behavior of the concentration for an initially random system, where 0 ≤ ρ 0 ≤ 1. In fact, according to (14) we obtain (0 ≤ ρ 0 < 1 and Dt, Jt, T t ≫ 1):
and for x > 0 we have (0 ≤ ρ 0 < 1 and Dt, Jt, T t ≫ 1 ):
From results (27) , (28), (29) and (25), it follows that in one-dimension the relaxation towards the stationary state is exponential, with a relaxation-time 1 J , and with a subdominant power-law prefactor ∝ t −ν(ρ0) , where (22) ]. The amplitude of the exponential decay in expressions (28) and (29) also depends on ρ 0 through a multiplicative factor. The results (27) , (28) and (29) are valid for an imperfect and a perfect trap.
The most interesting results are expected in the limit of a weak source, when ( J T ) ↓ 0 and ( J D ) ↓ 0, but J > 0. In fact, in this situation, the competition between the localized trap (of strengh T ≫ J > 0) and the homogeneous source is expected to be very effective and dramatic at some range. To check this assertion, we first consider the stationary expression (25) 
In the above-mentioned limit of a weak source, the long-time behavior of the concentration is again exponential with a subdominant power-law prefactor whose exponent ν(ρ 0 ) has been mentioned above: The longtime behaviors (27) , (28) and (29), are still valid for a weak source. We also notice that the results (30) also applies for a perfect trap: in this case one has just to take the limit T → ∞ in Eq. (30) . To describe the stationary properties of the depletion zone we can also introduce a "θ s -distance" (x θs (∞)), which is the static distance from the trap to the point where the stationary concentration of A particles reaches the specific fraction θ s of the unity (i.e. of the stationary concentration in the bulk). Requiring that c x (∞) = θ s on the l.h.s of Eq. (30), we obtain ( D/J ≫ 1 and T /J ≫ 1):
The exact results (30) and (31) show that, in the limit of a weak source (J ↓ 0), the effect of the competition between the trap and the source has a range of the order of D/J ≫ 1 and induces a depletion zone whose stationary length is ℓ s ≃ 2 D/J. For x within the depletion zone, i.e. far from the right edge of the interval I = [0, D/J], the stationary concentration increases linearly with the distance from the origin c(∞) ∼ x J/D, which is also confirmed by the expression (31) of the "θ s -distance". Near the edge of the depletion zone, x ≃ D/J the steady concentration profile evolves as a smooth function f (u) of the finite parameter u = x J/D, with f (u) ≃ 1 − e −u . In addition, the stationary concentration at sites sufficiently far away from the trap, i.e. for x ≫ ℓ s , is only affected by the trap through an exponentially vanishing term.
V. CONCENTRATION IN TWO DIMENSIONS
In this section we consider the two-dimensional system. As random walks are also recurrent in 2d, one can expect qualitatively the same kind of behavior as in 1d [1] . However, it is known that two-dimensional systems exhibit often "marginal" dynamics [1] . Hereafter, we compute the concentration profile in the absence/presence of the source.
Before discussing sperately the cases J = 0 and J > 0, we first give a result which is valid for any values J ≥ 0. In fact, in two dimensions the quantityÎ 0 (s), defined in (11), can be computed exactly (see, e.g., [31, 34, 35] ):
is the complete elliptic function of the first kind (see e.g. [32] ). It follows from the properties of this function [32] that, as long as J > 0,Î 0 (s) is well defined for all the values of s, including s → 0. However, when J = 0, the quantitŷ I 0 (s) diverges logarithmically with s → 0. As explained hereafter, such a reasoning applies also forÎ x (s) and this leads to completely different dynamical behaviors in the presence/absence of the source.
A. Two-dimensional concentration in the absence of the source
We consider first the two-dimensional situation in the absence of the source, i.e. J = 0. As there is no external injection of particles, the diffusive motion, is only limited by the excluded-volume constraint between the particles and by their interaction with the trap. As in 1d, the main issue is to determine the spatiotemporal structure of the concentration profile. This point is addressed in analyzing the s → 0 behavior of (12) and (13) .
To do this, we first realize that it follows from
For x > 0, the integrals (11) definingÎ x (s) are also divergent for s → 0. Therefore, in this limit, the main contribution to the expression (11) ofÎ x (s) arises from the integration over small q's. Thus, performing the q → 0 expansion of the integrand of (11) and using the proper-ties of Bessel functions [32] , we have, for x ≫ 1 :
is the modified Bessel function of the third kind [32, 33] . An important property of this function is the following [32] :
ln (1/r). Therefore, inserting these expressions into (12) and (13), we obtain:
and, for 1 ≪ x ≪ s −1/2 with s/T → 0, we have:
Therefore, after Laplace-inverting (35) and (36), we obtain the following long-time behavior of the concentration (Dt → ∞):
and, Dt, T t ≫ x 2 ≫ 1,
These results show that in two dimensions, in the absence of the source, the concentration at sites x ≪ t 1/2 still vanishes at long-time. More precisely, the concentration at all the sites within the "circular" depletion zone around the origin, and whose "radius" increases as ℓ(t) ∼ t 1/2 , decays logarithmically with the time [i.e. ∝ 1/ ln(t)], i.e. much slower as in 1d [see (22) and (38)]. An important difference with the 1d situation is that this logarithmic long-time dependence of the concentration implies that the 2d dynamics is non-universal and does not exhibit scaling. This point is efficiently clarified and illustrated by the computation of the previously introduced "θ-distance", x θ (t), which has also very recently been measured experimentally [9] . In fact, plugging c(t) = θ ρ 0 on the l.h.s of (38) , we obtain (Dt ≫ 1, T t ≫ 1):
This result, which is in agreement with the theoretical results obtained for a continuum model of non-interacting particles [13] and with recent experimental and numerical results [9] , shows that the θ-distance at which the concentration of particle is θ ρ 0 indeed evolves as a non-universal power-law characterized by the exponent α 2D = θ/2.
This result should be contrasted with the result (23) , where the exponent α 1D = 1/2 is universal. At very long distance from the depletion zone, i.e for x ≫ ℓ(t), as in 1d, the effect of the trap is less effective and the Laplace transformation of the concentration reads:ĉ
We have not been able to Laplace-invert such an expression. However it is clear from the latter that for x ≫ ℓ, the concentration profile remains flat: c x (t) − −−− → x→∞ ρ 0 .
Again, the main difference with the one-dimensional case resides in the fact that in 2d the concentration does not admit a simple scaling expression because of the logarithimic term arising in the expression (40) . A qualitatively similar result, but within a completely different context, has been reported recently in Reference [35] .
As in 1d, We can notice that, except at site 0, the amplitude of the concentration (22) does not depend on the strength T of the trap but depends on the initial concentration of particles ρ 0 via a multiplicative factor.
B. Two-dimensional concentration in the presence of the source
We consider now the 2d system where the source is present, i.e. J > 0. As in 1d, and for the same qualitative reasons, we can anticipate that the concentration profile reaches an active stationary value characterized by a static depletion zone whose length still depends on the rates J, D and T . Characteristics of this concentration profile, as well as its evolution are studied hereafter, where we focus especially on the case where the source and the trap are in effective competition, i.e. when the rate of the homogeneous source is "small" compared to the strength of the trap and to the diffusion rate.
As explained previously, for J > 0 the quantitiesÎ x (s) are well defined even for s = 0. Therefore, the same reasoning as in 1d applies, and it follows from (12) , (24) [where, we just have to replace the index 0 with 0] and (32) that the stationary concentration at the origin of the lattice reads:
According to (14) , this result is valid for any value J > 0 and for 0 ≤ ρ 0 ≤ 1. In particular, in the limit of a weak source, i.e. when (J/D) ↓ 0 and (J/T ) ↓ 0, with [32] . Therefore, in this limit, we obtain:
This result implies that, for D/J ≫ 1, the concentration at the origin decays logarithmically with the strength of the source [∝ ln (D/J)]. We can also notice that for a perfect trap (i.e. when T → ∞, with D and J finite), the concentration at the origin vanishes: c 0 (∞) = 0. We now compute the concentration of particles at sites x > 0. To do this one has to evaluateÎ x (0). Following the same reasoning as above, we notice that, for J > 0, the stationary concentration of particles (for 0 ≤ ρ 0 ≤ 1) is given by (24) , where one has to replace x by x. The difficulty resides in the explicit computation ofÎ x (0). For general J > 0 this is a difficult mathematical task. However, as we have already seen in the study of the onedimensional case, the most interesting situation arises when the competition between the source and the trapping reaction is really effective. This is the case when the strength of the source is weak, i.e. when (J/D) ↓ 0 and (J/T ) ↓ 0, with J > 0. Fortunately, it turns out that in this limit it is possible to evaluate the main contribution toÎ x (0) [for x ≫ 1]. The latter is again obtained via a q → 0 expansion of the integrand of (11) . In fact, for x ≫ 1, with (J/D) ↓ 0 and J > 0, from (11), one obtains:
Using the fact that K 0 (r) − −− → r→0 ln (1/r), together
, in the expression (24), we obtain the two-dimensional stationary concentration at sites x ≫ 1 in presence of a weak source. Again we have to distinguish three cases and make use of the parameter u = x 2J/D:
For a weak source, it follows from the logarithmic dependence of the stationary concentration that the density profile for u ≪ 1 exhibits a non-universal behavior. In fact, by computing the previously introduced static "θ sdistance", x θs (∞), which is the distance from the origin where the stationary concentration is the fraction θ s , from (44) we obtain (J ≪ D and J ≪ T ):
This result should be compared with the 1d result (31) , where the "θ s -distance" exhibits the universal behavior:
As in 1d, we see that for a weak source [(J/D) ↓ 0 and (J/T ) ↓ 0] there is a "circular" depletion zone of stationary "radius" ℓ s ∼ D/J ≫ 1 around the origin. Within this area, Eq. (44) shows that for 1 ≪ x ≪ ℓ s , the concentration evolves logarithmically with x [in 1d we have obtained a linear dependence on x within the depletion zone, see Eq. (30)]. As in 1d, when x ∼ ℓ s ≫ 1, there is a crossover and when x ≫ ℓ s ≫ 1 the stationary concentration is exponentially close to the unity [with a subdominant u −1/2 prefactor that did not appear in the 1d result, see Eq. (30)]. One can notice from (44) that, for a weak source, the strength T ≫ J > 0 of the trap does not affect the main contribution to the two-dimensional stationary concentration of particles. It has also to be emphasized that in all the regimes distinguished in Eq. (44) a multiplicative factor ln(D/2J) appears. The latter can be considered an intrinsic characteristic of the twodimensional many-body problem under investigation.
The calculation (43) can be extended, for x ≫ 1 and (J/D) ↓ 0, (D/T ) ↓ 0, to the dynamical case. In fact, one gets:
Using this result, together with (13), with the properties of elliptic functions [32] , and by considering again a system initially completely occupied (ρ 0 = 1), we have:
and for 1 ≪ x ≪ ℓ s , we obtainŝ
After Laplace-inversion of (47) and (48), we get the following long-time behavior for the two-dimensional concentration within the depletion zone (starting from a completely occupied lattice, i.e. ρ 0 = 1):
For homogeneous, yet random, initial conditions with 0 ≤ ρ 0 < 1, the main contribution to the long-time approach towards the stationarity, within the depletion zone, is obtained from (37), (38) according to (12) , (13) and (14) :
and for x = 0, we have (0 ≤ ρ 0 < 1):
The long-time behaviors (49), (50) and (51) show that the approach towards the stationary concentration is exponential, with a relaxation time 1/2J ≫ 1, half of the 1d relaxation-time. Conversely to the one-dimensional case the subdominant dynamical prefactor is not a power-law but involve logarithmic terms. In fact, as already noticed, the strength of the trap, T ≫ J > 0, only appears through subdominant contributions to the expressions (44), (49) and (50).
VI. STATIONARY CONCENTRATION IN THREE DIMENSIONS
We now consider the three-dimensional system. One has first to notice that in this case the integralsÎ x (s) [see (11) ] are always well defined, even for s → 0 and J → 0, i.e. lim J→0Îx (0) < ∞. This means that, even in the absence of the source (J = 0), the concentration profile evolves towards an active stationary state (with an infinite number of interacting particles), conversely to what happens in 1d and 2d when J = 0. This is related to the fact that in dimensions d ≥ 3 randomwalks are transient [1] and therefore particles have a finite probability not to be trapped, even if their motion is limited by the excluded-volume constraint.
Because the system evolves towards a stationary state including an infinite number of interacting particles, we can expect that in 3d, both in the presence and in the absence of the source, the hard-core character of the particles should affect the concentration (in fact, despite the trap, the system is never "diluted") and therefore the results obtained hereafter deviate from the solution of the continuum 3d diffusion equation supplemented by a radiation boundary condition [36] , which provides results valid for brownian particles.
In 3d, the depletion zone that characterizes the 3d concentration profile is studied in the genuine discrete case when J = 0, even if a suitable continuum "electrostatic" reformulation is shown to be fruitful. In the presence of the source, we immediately adopt a continuum formulation combined with some exact discrete results.
In the continuum limit, we will take advantage of results obtained in the theory of Green's functions. In particular, we will consider continuum differential equation:
where ∆ is the 3d−Laplacian operator and F (r) is some known integrable function. The solution of this equation is well-known (see, e.g., [36, 37] ) and reads:
In particular for an "electrostatic" problem, with
, where δ 3 (x) is the 3d-Dirac delta function. The solution of Eq. (52) is given by:
A. Three-dimensional stationary concentration in the absence of the source
As discussed above, in three dimensions, even in the absence of the source, i.e. when J = 0, the quantitieŝ I x (s = 0) are well defined. It therefore follows from (13) and (14) that the stationary concentration of particles in the absence of source reads:
To make this expression explicit, we take advantage of the recent results obtained by Glasser and Boersma [38] , who have been able to give exact expressions for I x (0). Following their work, we introduce the quantity
24 Γ 2 11 24 = 0.505462..., where Γ(z) is the usual Euler's Gamma function [32] . According to Reference [38] , we also introduce a triplet (a x , b x , c x ) of rational numbers, depending on x, and whose value is given [for x = (1, 0, 0) to x = (5, 5, 5)] in Table 2 of Reference [38] .
With these notations, and with help of the results obtained in [38] , the expression (55) explicitly reads:
We remark that for a perfect trap, i.e. when T → ∞, (56) reduces to an expression that is independent of D:
It is useful for the sequel to have explicitly the expression of the concentration at the origin, where (a 0 , b 0 , c 0 ) = (1, 0, 0) [38] . With (56), we obtain:
Clearly, for a parfect trap (T → ∞ and D finite), we have c 0 (∞) = 0.
As only a finite number of triplets (a x , b x , c x ) are given in [38] , and as their expression and computation is nontrivial, to gain some insight of the stationary concentration for x → ∞ in a simple manner, it is fruitful to adopt a continuum reformulation, as already devised in Reference [28] .
We consider the continuum quantity N (x) ≡ c(x; ∞)− ρ 0 , where c(x; ∞) is the stationary concentration in the continuum limit. According to the continuum limit of the stationary version of Eqs (6) and (7), N (x) obeys the differential equation (52), with κ = 0 and
. In this case, the equation (52) for N (x) is reduced to the problem of determining the "electrostatic potential" due to the "charge" c 0 (∞) at the origin. According to (53), with help of Expression (58) and because c(x; ∞) = ρ 0 + N (x), we obtain the following expression of the stationary concentration in the continuum limit:
This continuum expression is expected to be in good agreement with the exact discrete result (56) and to coincide with the latter for x ≫ 1. To check these expectations we have computed the stationary concentrations for ρ 0 = 4/5, T = 10D with both formula (56) and (59). The results are shown in Table II and indicate that, even for finite x, the continuum expression (59) is in excellent agreement with the discrete result (56). It therefore follows that in 3d, for x > 0, when J = 0, the stationary concentration is a smooth and isotropic function that evolves (for x > 0) as the inverse of the distance from the origin [the value of the concentration at the origin is given by (58)
where the amplitude A(D, T ) ≡ T 2π(2D+T g0) depends explicitly on the strength of the trap. For a "perfect" trap, we have the same behavior but with an amplitude that reads A(D, T → ∞) = 1/(2π g 0 ). As anticipated, at sites far from the trap, i.e x → ∞, the stationary concentration is the initial one: c x (∞) ≈ c(x, ∞) − −−− → x→∞ ρ 0 . As in the previous sections, an efficient description of the stationary depletion zone is provided by the static "θ sdistance", x θs (∞), from the origin to the point where the concentration of particles is θ s ρ 0 . With help of (59) it is easy to check that this quantity reads:
This results indicates that in 3d the quantity x θs (∞) ∼ θ −1 s exhibits an universal behavior. To obtain the 3d dynamical approach towards the active steady-state (57) [or (59)] we should analyze the s → 0 behavior of (13), which is a difficult task. However, for finite x we can infer from (9) that c x (t) − c x (∞) ∼ t −1/2 . It has to be noticed that, because of the interacting nature of the particles, the results obtained in this section does not coincide with the solution of the 3d diffusion equation supplement by a radiation boundary condition (see, e.g., the section 13.9 of Reference [36] ).
B. Three-dimensional stationary concentration in the presence of the source
We now consider the three-dimensional system in the presence of the source, i.e. with J > 0. As, discussed above, the stationary concentration of particles is given by Eq. (24) and, as for the case J = 0, an explicit expression of the concentration requires to compute explicitly the 3d integralsÎ x (0), with J > 0 and x > 0. Unfortunately, to the best of our knowledge, it has only been possible to compute these quantities, when x = 0. In fact, very recently Delves and Joyce [39] have computed various properties of the simple cubic lattice Green functions (11) , at x = 0, for arbitrary value of J. In particular, it follows from Eq.(6.12) of Reference [39] :
where z ≡
and 2 F 1 (a, b; c; d) denotes Gauss hypergeometric function [32] . Naturally, when we plug J = 0 into (61), we recover the expression employed in the previous subsection, i.e.
2D . Let us also notice that it follows from (12), and from the above discussion, that the 3d stationary concentration of particles at site 0 reads (for 0 ≤ ρ 0 ≤ 1):
Again, we can check that for a perfect trap (T → ∞, with D and J finite), c 0 (∞) = 0.
We now turn to the study of the 3d stationary concentration for x > 0 and J > 0. To do this, we adopt the continuum limit formulation which has proven to be fruitful in the case where J = 0 (see also [28] ).
Here we consider N (x) ≡ c(x, ∞) − 1, where, as previously, c(x, ∞) is the stationary concentration in the continuum reformulation, i.e. c(x, ∞) is the solution of the stationary equations (6) and (7) in the continuum limit. In so doing we see that N (x) obeys the equation (52), with κ ≡ 3J/D and
(53), we therefore obtain the following (continuum) stationary concentration of particles (for x > 0) : (59)] stationary 3d concentration of particles, in the absence of the source (J = 0), for a system with T = 10D and ρ0 = 4/5. For this system, from (58), we have c0(∞) = 0.2268.
(1, 0, 0) 0.6048 0.6195 (1, 1, 0) 0.6748 0.6724 (1, 1, 1) 0.7011 0.6958 (2, 0, 0) 0.7027 0.7098 (2, 1, 0) 0.7185 0.7193 (2, 1, 1) 0.7275 0.7263 (3, 0, 0) 0.7375 0.7398 (3, 1, 0) 0.7421 0.7429 (3, 1, 1) 0.7455 0.7456 (5, 5, 5) 0.7792 0.7792
This expression, together with (61) and (62), gives explicit expressions for the 3d concentration of particles. In fact, the result (63) is the exact continuum 3d stationary concentration of particles, valid for any values of J > 0. It is expected, as for the case J = 0, that such a result is in good agreement with the stationary discrete solution of (6) and (7) and should even coincide with the discrete solution for x ≫ 1. It has to be emphasized that in the presence of the source (J > 0), conversely to what happens when J = 0, the stationary concentration does not depend on the initial concentration ρ 0 .
The result (63) shows that the trap induces a depletion zone around the origin. The latter is isotropic and has a stationary "radius" ≃ T /[2π(T g 0 + 2D)], as in the previous subsection. It therefore follows that within the depletion zone, where the trapping reaction is important, the spatial stationary concentration has basically the same spatial dependence as in the case J = 0, described by Eqs. (56) and (59). Outside the depletion zone, it follows from (63) that the stationary concentration is exponentially close to unity, with a subdominant prefactor ∝ 1/x. This should be contrasted with previous results obtained for J > 0: In 1d there was no prefactor, whereas in 2d we have seen that the prefactor was ∝ x −1/2 . It follows from this discussion that in 3d, the case J = 0 corresponds simply to a system with a depletion zone of infinite stationary "radius" ℓ s → ∞. The main difference between the 3d system in the absence/presence of the source, in addition to the infinite/finite value of ℓ s , resides in the fact that, when there is no source (J = 0), the stationary concentration of particles away from the trap approaches the initial value ρ 0 , whereas in the case J > 0 the lattice becomes completely occupied, independently of ρ 0 .
Again, to determine rigorously the approach towards the stationary concentration (63) one should analyze the s → 0 behavior of (13), which we have been unable to do. However, it follows from (9) that for an initially completely occupied lattice (ρ 0 = 1) we have: c x (t) − c x (∞) ∼ e −3Jt t −3/2 . For 0 ≤ ρ 0 < 1, it still follows from (13) and from (14) , that c x (t) − c x (∞) ∼ e −3Jt t −1/2 .
VII. GLOBAL EFFECT OF THE TRAP AND THE SOURCE
In the previous sections we have studied the contrasting effects of trapping and injection reaction via the computation of concentration at each site of the lattice. In so doing, we have obtained exact informations on local properties of the system (such as the properties of the depletion zone).
Another question which is also relevant is related to the global effect of the source and the trap. For instance, when J = 0, one can wonder how the number of particles that are trapped increases with time. One can also wonder, when J > 0, what is the global balance of the contrasting effects of the trap and the source. To address these issues and gain some insight on the global effect of the processes responsible for the nonconservation of the total number of particles (the trapping and injection reactions), we compute the following quantity:
, which provides the evolution of the total number of particles present in the system.
A. Global effect of the trap in the absence of the source
We first consider the global effect of the trap in the absence of the source, i.e. when J = 0. In the absence of the source, the quantity B(t) simple gives the total number of particles that have been trapped at time t.
In the case under consideration here, for a system of homogeneous initial concentration ρ 0 , it follows from Eq. (9) , that
With help of the results (20), (37) and (58), we obtain the following long-time behavior of this quantity (t → ∞):
These results show that, for J = 0, the global effect of the trap, as the local properties of the concentration, changes radically with the dimension of the system. In fact, in 1d the total number of particles that have been trapped grows algebraically as t 1/2 , whereas in 3d this number increases linearly with the time (i.e. ∝ t). The two-dimensional case is marginal: the number of trapped particles grows linearly with the time, but in this case there is a logarithmic correction factor. It has to be noticed that both in 1d and 2d the long-time behavior of B(t) is independent of the strength T and thus, in 1d and 2d, the above results are valid both for an imperfect and a perfect (T → ∞) trap. In 3d the amplitude of B(t) depends on the value of T . Therefore, in 3d, for a perfect trap, B(t) still grows linearly with the time, but with the amplitude 2Dρ 0 /g 0 .
B. Global effect of the competition between the trap and the source
In the presence of the source, for a system initially completely occupied, i.e. with ρ 0 = 1, the quantity B(t)
gives the total number of particles that, at time t, have disappeared (because of the trapping reaction), without having been replaced by the source. Because of its definition, the expression of B(t) ≥ 0 provides the expected information on the global effect of the contrasting interplay between the injection and trapping reactions.
Again, it follows from Eq. (9) [with ρ 0 = 1] :
Without the help of any specific knowledge of c 0 (t), as we always have 0 ≤ c x (t) ≤ 1, we can readily obtain the following bounds:
We have seen that in low-dimensions the local concentration of particles approaches the stationarity exponentially fast. It thus follows from (66) and (27) , that in the long-time regime (t → ∞):
where c 0 (∞) is given by (25) in 1d and (42) Let us now focus on the study of B(∞). With (25), (41), (62) and (61) we obtain:
It is therefore clear from (68) that the competition between the source and the trap still does not depend only locally, but also globally, on the dimension of the system.
In the weak source limit [where (J/D) ↓ 0 and (J/T ) ↓ 0, with J > 0], these different effects are more apparent. In fact, in this regime, from (68), we have:
where 0 < B(D, T ) < We notice that in the stationary state, for a weak source, a large number B(∞) of particles have been trapped without having been replaced by the source. This number turns out to diverge as (D/J) 1/2 in 1d and T /J in 3d, whereas the two-dimensional case is marginal as there is a logarithimic correction to the D/J behavior. It is also clear from (67), (68) and (69) that the exact upper and lower bounds derived previously are satisfied.
VIII. DISCUSSION AND CONCLUSION
In this work we have studied in dimensions d = 1, 2 and 3 the kinetics of a simple stochastic many-body system where hard-core particles diffuse and interact with a localized trap, in the absence and the presence of an external homogeneous source that is allowed to refill empty sites. Conversely to other approaches, we have not considered brownian particles, and thus have not studied the dynamics via the continuum diffusion equation supplemented by some radiative boundary conditions. In fact, starting from the microscopic rules of the model, we have established the exact discrete system of equations obeyed by the concentration and have solved these coupled differential-difference equations by extending the method devised in our recent article [28] .
The exact results that we have obtained, enable us to answer the questions addressed in the introduction. In particular:
• We have seen that the presence of a single inhomogeneity (the trap) is sufficient to deeply affect the dynamics and is responsible for the formation of an isotropic depletion zone in the concentration profile. The property of this depletion zone depends on the dimensionality of the system and on the absence/presence of the external homogeneous source. In fact, in the absence of the source, in 1d and 2d, the "radius" of the depletion zone grows as t 1/2 . In 1d the concentration of particles within this area decays acording to the universal power-law t −1/2 , this is however not the case in 2d, where the decay of the concentration is logarithmically slow (∼ 1/ ln t). This fact implies that the so-called "θ-distance", which is the distance x θ where the concentration is a fraction θ of its initial value, grows universally as x θ (t) ∼ t 1/2 in 1d, but as a non-universal power-law behavior (x θ (t) ∼ t θ/2 ) in 2d. In 3d, the concentration evolves towards an active steady-state that only deviates from its initial value through a non trivial correction, proportional to the inverse of the distance from the origin.
In the presence of the source, because of the competition of the latter with the localized trap, which is most effective in the limit where J ≪ T and J ≪ D , the concentration evolves exponentially fast, in all dimensions, towards a non trivial active steady-state characterized by depletion zones whose properties depends on the dimensionality of the system. Of course, sufficiently far from the origin the lattice is completely ocupied. In all the dimensions the depletion zone have a stationary "ra-dius" ∝ (D/J) 1/2 . However, the behavior of the density profile within the depletion zone depends on the dimensionality: the stationary concentration profile is found to grow linearly with the distance from the trap in 1d, and logarithmically in 2d (in the limit of a "weak source"). In 3d, as in the absence of the source, the effect of the trap appears through a non trivial correction, proportional to the inverse of the distance from the origin of the lattice. The properties of the depletion zones have been also characterized by the static "θ s -distances" x θs that provides the points where the stationary concentration is θ s . In 1d we have found x θs ∼ (D/J) 1/2 , whereas in 2d we have obtained a non-universal behavior: x θs ∼ (D/J) θs/2 . We have seen that within the depletion zone the concentration of particles have a non-universal exponential behavior, with a relaxation-time 1/dJ and subdominant multiplicative factors that depend on the initial state and on the dimensionality.
Our results also show that in 1d and 2d, in the absence of the source, the long-time dynamics of the concentration (mainly) does not depend on the strength T > 0 of the trap. We have also obtained results in the limit of a "weak source", where the injection rate is much smaller than the diffusion and trapping rate. In this case we have obtained results that in 1d and 2d are mainly independent of the rate T > 0.
• In the absence of the source, we have also computed the asymptotic total number B(t) of particles that have been trapped. We have shown that this quantity grows as t 1/2 in 1d and as B(t) ∼ t in 3d. The two-dimensional case is marginal since there is a logarithimic correction: B(t) ∼ t/ ln t. It has to be noticed that the strength of the trap only appears in the amplitude of the 3d expression of the B(t). In the presence of the source, for an initially occupied lattice, the quantity B(t) gives the total number of particles that have been trapped, without having been replaced by the source. This quantity is shown to evolve exponentially fast towards a stationary value that, for a weak source, grows as (D/J) 1/2 in 1d, and as as T /J in 3d. Again the twodimensional case is marginal and a logarithmic correction arises: B(∞) ∼ D/[J ln(D/2J)].
In definitive, in this work we have studied the effect of a localized trap, in the absence/presence of an homogeneous source, on the dynamics of diffusing hard-core particles. Our results show that already a single inhomogeneity deeply affects the dynamics of the stochastic many-body system under consideration. In particular, the perturbation of the dynamics by the localized trap depends on the dimension d. In fact, in 1d and 2d, in the absence of the source, the concentration within the depletion zone vanishes and the front of this area propagates as t 1/2 . However, in 3d, even in the absence of the source, the concentration evolves towards an active steady-state exhibiting a static depletion in the vicinity of the trap. These different behaviors can be qualitatively understood with help of the properties of the random walks. In fact, the absence of the source, and because of the trap, the system tends to become more diluted in low dimensions, where the phase-space is retricted. Therefore, in 1d and 2d, at long-time, particles merely perform random-walks and the hard-core constraint does not play an important role. As random walks are recurrent [1] in 1d and 2d, every particles is thus doomed to be trapped. This is no longer the case in 3d, where the random walks are transient, and where the diffusing particles have a finite probability not to be trapped. This simple explanation is confirmed by the fact that the results obtained for the concentration in 1d and 2d, in the absence of the source, coincide with results obtained for non-interacting brownian particles and with recent experiments. In 3d, as well as in 1d and 2d in the presence of the source, the concentration admits a stationary state with an infinite number of particles and in this case the interacting nature of the particles has to be taken into account specifically: the results obtained in these cases do not coincide with the solution of diffusion equations supplemented by radiation boundary conditions.
Is is worthwhile to mention that the study and the methods presented in this work can be generalized to a wide class of diffusion-limited reactions of interacting particles with one or may inhomogeneities, that can be local trap and/or local source [28, 40] .
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