Abstract. The present paper is devoted to provide conditions for the Levi-Malcev theorem to hold or not to hold (i.e. for two Levi subalgebras to be or not conjugate by an inner automorphism) in the context of finite-dimensional Leibniz algebras over a field of characteristic zero. Particularly, in the case of the field C of complex numbers, we consider all possible cases in which Levi subalgebras are conjugate and not conjugate.
Introduction
The Levi decomposition, proved by E. E. Levi [5] , states that any finite-dimensional real Lie algebra G is the semidirect sum of the solvable radical and a semisimple subalgebra (see also [3] for the case of characteristic zero), and it plays an important role in Lie theory and representation theory. The semisimple subalgebra of the decomposition is called a Levi subalgebra of G. Moreover, Malcev showed that any two Levi subalgebras are conjugate by an inner automorphism (Levi-Malcev theorem) [7] .
There exists an analogue of Levi-Malcev decomposition for simply connected Lie groups and simply connected algebraic groups over a field of characteristic zero [8] . There again, there is no analogue of the Levi decomposition for most infinitedimensional Lie algebras; for example affine Lie algebras have a radical consisting of their center, but they cannot be written as a semidirect sum of the center and another Lie algebra. There is not a Levi decomposition for finite-dimensional algebras over fields of positive characteristic either.
A comprehensive study of the Lie algebra theory resulted in a number of beautiful results and generalizations. In particular, Loday introduced in [6] a non skew-symmetric analogue of a Lie algebra, called Leibniz algebra.
A simple, but yet productive property from Lie theory, namely the fact that the right multiplication operator on an element of the algebra is a derivation, can also be taken as a defining property for a Leibniz algebra. In the last years, Leibniz algebras have been under active research; among the numerous papers devoted to this subect, we can find some (co)homology and deformations properties, results on various types of decompositions, structure of solvable and nilpotent Leibniz algebras and classifications of some classes of graded nilpotent Leibniz algebras. Also, many results of theory of Lie algebras have been extended to the Leibniz algebras case. For instance, the classical results on Cartan subalgebras, Levi decomposition, Killing form, Engel's theorem, properties of solvable algebras with a given nilradical and others from the theory of Lie algebras are also true for Leibniz algebras.
Recently, D. Barnes proved an analogue of Levi's theorem for the case of Leibniz algebras [2] ; namely, a Leibniz algebra L is decomposed into a semidirect sum of its solvable radical and a semisimple Lie subalgebra, L = S+R. He also presents an example in which two semisimple Lie subalgebras corresponding to different decompositions are not conjugate by an inner automorphism. It is our objective in this paper to investigate when two semisimple Lie subalgebras in this context are conjugate via (inner) automorphisms.
The organization of this paper is as follows. In Section 2 we give some preliminary well-known results and some technical lemmas about Lie and Leibniz algebras. In Section 3 we give, in characteristic zero, some sufficient conditions for two Levi subalgebras to be conjugate or not. Namely, if L = S+R is a Levi decomposition of a Leibniz algebra L, I is the ideal generated by its squares and J is the maximal submodule of I such that Hom S (S, I) ≡ Hom S (S, J ), then we provide, depending on the value of J , sufficient conditions for two Levi subalgebras to be or not to be conjugate. In particular, if J = 0 then two Levi subalgebras are conjugate by an inner automorphism (Proposition 3.5). If J = 0 and [J , R] = 0, then two Levi subalgebras are conjugate by non-inner automorphisms (Proposition 3.7). If J = 0 and depending on the values [S, R], [S, R], equal to zero or not, with some additional assumptions, we obtain that they are not conjugate (Propositions 3.8 and 3.9). Finally, in Section 4, in the case of the field C of complex numbers, we provide a necessary and sufficient condition for two Levi subalgebras to be conjugate by inner automorphisms (Theorem 4.5).
Throughout the paper, linear spaces and algebras are finite-dimensional over a field of characteristic zero if it is not specified.
Preliminaries
In this section we give necessary definitions and results. The Leibniz identity is a generalization of the Jacobi identity, since under the condition of anti-symmetricity of the product "[· , ·]" this identity changes to the Jacobi identity.
For a Leibniz algebra L, the subspace generated by its squares I = {[x, x] : x ∈ L} becomes an ideal due to Leibniz identity, and the quotient L = L/I is a Lie algebra called the liezation of L. Since we are focused in Leibniz algebras which are not Lie algebras, we will always assume that I = 0.
The notions of nilradical and solvable radical (denoted further by N and R, respectively) are defined similarly to the case of Lie algebras (see [1] ). Since in a Leibniz algebra L the equality [x, [y, y]] = 0 holds for any x, y ∈ L, we derive [L, I] = 0. Therefore, I ⊆ N ⊆ R.
We recall an analogue of Levi-Malcev theorem for Leibniz algebras. 
The subalgebra S of the above theorem, similarly to Lie algebras theory, is called a Levi subalgebra of the Leibniz algebra L.
Let N be the nilradical of a Leibniz algebra L. Let a ∈ N and R a the right multiplication operator on a. We set
Then exp(R a ) is an automorphism of L. An automorphism obtained by composition of such type automorphisms is called an inner automorphism.
Below, we present an adapted version to our further using of the well-known Schur's Lemma ( [9, p.57, Corollary 3]).
where the operators ϕ ij : V i → W j are fixed G-module homomorphisms and λ ij are complex numbers. Furthermore, ϕ ij = 0 if and only if ϕ ij is an isomorphism.
On conjugacy of Levi subalgebras of Leibniz algebras
Firstly we show that ideals I, N and R are invariant under an automorphism of a Leibniz algebra L.
Proposition 3.1.
For any k ∈ N we have
where
, k ≥ 1, are the lower central and the derived series of N and R, respectively. Consequently, ϕ(N ) and ϕ(R) are nilpotent and solvable ideals, respectively; that is, ϕ(N ) ⊆ N and ϕ(R) ⊆ R. Applying dimensional arguments we complete the proof of the proposition.
Let L = S+R be a Leibniz algebra and let ϕ be an automorphism of L. Due to Proposition 3.1 we get ϕ = ϕ S,S + ϕ S,R + ϕ R,R .
Denote by Hom S (S, I) the set of all S-module homomorphisms from S into I.
We set
, it follows that the mapping x → x + θ(x) ∈ S θ , x ∈ S, is an automorphism from S onto S θ . 
Proof. Let L = S+ R, where R = R/I. Due to Levi-Malcev theorem for Lie algebras (see [7] ), there exists an element a ∈ N = N /I such that exp(R a )(S) = S 1 . For an element a from the class a, take an automorphism exp(R a ) of L.
Let π : L → L be the quotient map. Since any automorphism maps I into itself, the quotient map exp(R a ) is well defined, i.e.
Thus, for every x ∈ S there exists an element τ (x) ∈ I such that
For x, y ∈ S we consider
Consequently, τ ∈ Hom S (S, I). Moreover,
The following result follows from Theorem 3.3 and it asserts that the question on the conjugation of Levi subalgebras is reduced to verifying of the conjugation of Levi subalgebras S and S θ , where the Levi subalgebra S θ is an algebra of the form (3.1). In the next two propositions we give sufficient conditions to conjugations of Levi subalgebras. Proof. Taking into account the condition Hom S (S, I) = {0} in Theorem 3.3, we obtain S τ = S and therefore exp(R a )(S) = S 1 . Thanks to Proposition 3.5, henceforth we will consider only the case when Hom S (S, I) = {0}.
Let L = S+R be a Leibniz algebra. A Levi subalgebra S and S-module I can be uniquely represented as
For θ ∈ Hom S (S, I) we set
It is clear that δ
Consider a nilpotent derivation of the form: Proof. By Theorem 3.3 there exist τ ∈ Hom S (S, I) and an element a ∈ N such that exp(R a )(S τ ) = S 1 . Since [J , R] = 0, it follows that δ τ is a derivation with δ
The proof is complete.
Note that the example presented in the paper [2] satisfies the conditions of Proposition 3.7.
In the next two propositions consider the cases of Leibniz algebras with Levi subalgebras which are not conjugate via any automorphism. Consider an S-module homomorphism θ from S to J such that there exists x ∈ S with the condition θ(x) = i.
Let assume the existence of an automorphism ϕ = ϕ S,S + ϕ S,R + ϕ R,R ∈ Aut(L) such that ϕ(S) = S 1 .
For x ∈ S we have ϕ S,S (x) + ϕ S,R (x) = ϕ(x) ∈ S 1 ⊂ S + J . Hence ϕ S,R (x) ∈ J and ϕ S,R = ϕ S,J . Since ϕ(R) = R, then there exists z ∈ R such that ϕ R,R (z) = y. Taking into account in the following chain of equalities [S, R] = 0,
From this contradiction we obtain that there is no any automorphism of L which maps S onto S 1 . The proof is complete.
Let G = S+M be a Levi decomposition of a Lie algebra G satisfying the following conditions:
We set I = S and θ = id| S : S → I.
On the space L = S+M+I, we define the multiplication table in the following way: products on S+M remain unchanged (similar as in Lie algebra G),
Straightforward verification of Leibniz identity shows that L is a Leibniz algebra. Note that S and I are isomorphic S-modules via the isomorphism θ. 
Proof. Consider the Levi subalgebra
Suppose that there is ϕ = ϕ S,S + ϕ S,R + ϕ R,R ∈ Aut L such that ϕ(S) = S θ . Similar as in the proof of Proposition 3.8 we obtain ϕ S,R = ϕ S,I = 0. Taking into account ϕ(N ) = N we obtain that ϕ(p) = b + c, where b = αp = 0 and c ∈ N .
For an element 0 = x ∈ S we have
, c] ∈ N and 0 = ϕ S,I (x) ∈ I. Thus, we get a contradiction with the supposition on the existence of an automorphism of L which maps S onto S θ . 
, where S = e 1 , e 2 , e 3 ∼ = sl 2 , M = y 4 , y 5 , y 6 and I = x 7 , x 8 , x 9 . Since N = x 7 , x 8 , x 9 , y 4 , y 5 and [S, y 6 ] = {0}, it follows that this Leibniz algebra has the above structure.
On conjugacy of Levi subalgebras of complex Leibniz algebras
In this section we shall discuss on conjugacy of Levi subalgebras of Leibniz algebras over the field C.
Below, we shall use the following auxiliary lemma.
Proof. Since [y, b] ∈ I and [L, I] = {0}, for any x, y ∈ S we have
Let L = S+R be a Levi decomposition of a Leibniz algebra. Set
Proof. Let us first consider the case when S and I are simple S-modules.
Let us fix a non-zero element b ∈ E such that [S, b] = {0}. Taking into account that S and I are simple S-modules, we get a non-zero module homomorphism R b | S . Applying Schur's lemma we derive that the modules S and I are isomorphic and R b | S is a unique up constant isomorphism.
Let us take non-trivial τ ∈ Hom S (S, I). Then by Schur's lemma we have τ = α R b | S , α ∈ C. By Lemma 4.1, R 2 b | S is also an S-module isomorphism and again applying Schur's lemma we get R
Since b ∈ N , it follows that R b is nilpotent, and therefore there exists n ∈ N such that R I j be a decomposition into sum of irreducible S-modules. Set
for all i = 1, . . . , m, where E i = E/J i . By the above case we have
Thus
The proof is complete. Now we present an example which satisfies the conditions of Proposition 4.2.
Example 4.3. Let us consider the Leibniz algebra L(2, 0, 1) from [4] :
In this example L = S+R, where
Let L = S+R be a Leibniz algebra and
be the decompositions from Section 3, that is, Hom S (S, I) ≡ Hom S (G, J ) and Hom S (S, K) = {0}.
Let θ be an S-module homomorphism such that θ(G) = J . Suppose that
is a decomposition into sum of simple Lie ideals. Set
Since G i is an ideal in G, it follows that J i is a submodule of J .
Thus [J i ∩ J j , G] = {0}, and therefore the intersections J i ∩J j are trivial submodules. Since θ maps G onto J , it follows that
and each submodule decomposes as
for all j ∈ {1, . . . , n i } and i ∈ {1, . . . , n}. Proof. Let τ ∈ Hom S (S, J ). By Lemma 2.3 we have that
Due to Corollary 3.4 the proof of the proposition is complete.
We give the following criterion on conjugacy of Levi subalgebras. Since a Levi subalgebra S of L is unique up to conjugacy via an inner automorphism and the quotient of inner automorphism is also inner, it follows that S is unique up to conjugacy via an inner automorphism as Levi subalgebra of L i , for all i = 1, . . . , m. Taking into account (4.2) and G i is a simple algebra, by the above case we obtain that
for all i = 1, . . . , m, where E i = E/J i . Thus
The proof is complete. Recall that J is the maximal submodule of I such that Hom S (S, I) ≡ Hom S (S, J ).
In the following graph we describe the considered cases.
