ABSTRACT Wideband spectrum sensing is an important aspect of cognitive radio systems. In current models of wide spectrum sensing, a discrete frequency denotes a continuous frequency band. This type of model is divorced from practice and cannot reflect the reality of spectrum occupation. In this paper, we propose a novel wideband spectrum sensing scheme in terms of a modulated wideband converter (MWC) and sparse Bayesian learning (SBL). By exploiting the MWC, a practical wideband signal denoted by a block-sparse model is sampled to acquire the compressed measurements. We then employ SBL to directly extract the relevant information from the compressed measurements for estimating the support set. The estimated support set is chosen as the test statistic to facilitate spectrum sensing and analyze the detection performance. For applications in actual situations of support sets, different matching criteria are presented according to the requirements imposed by wideband spectrum sensing. Finally, we analyze the detection performance when a frequency band's location is given as well as when it is randomly generated by conducting simulations. These simulations show that the proposed method outperforms the MWC-based orthogonal matching pursuit method, and the best performance can be achieved under matching criterion 3.
I. INTRODUCTION
As a promising technology, cognitive radio has received greater attention from the communications community. Many related issues have been studied from different aspects, including spectrum sensing, dynamic spectrum allocation, and interference alignment [1] - [5] . Among these problems, spectrum sensing is the most important problem to solve. The earliest method for spectrum sensing can be traced back to the pioneering work by Urkowitz [6] . In light of his work, many variants of energy detection have been explored and developed [1] , [7] , [8] . Energy detection is still widely utilized due to its simple operation and low computational cost. Another significant advance in spectrum sensing has emerged in the cyclostationarity of the signal, which is inspired by the work of Tandra and Sahai [8] and Gardner et al. [9] . Because of its anti-noise and anti-interference features, cyclostationary detection has seen enormous strides and become a main method for spectrum sensing [10] - [12] . Another landmark work in the field of spectrum sensing is the eigenvaluebased detection originally proposed by Zeng and Liang [13] . This technique achieves robust detection performance in the low-signal-to-noise ratio (SNR) regime but suffers from a high computational complexity [14] . Certainly, we should mention matched filter detection. As a coherent detection technique, it can achieve the highest SNR [15] . However, its requirement for substantial amounts of prior knowledge is a major impediment to its development and application. All the aforementioned methods focus on narrowband signals [16] , [17] .
We encounter wideband signals in many situations. One difficulty in addressing wideband signals is an unacceptable sampling rate. It is almost impossible for one to employ the previous narrowband methods to address wideband signals if no change occurs. A straightforward method is whereby the wide frequency band is split into many narrow frequency bands, for which the conventional narrowband method can be adopted. Obviously, this method suffers from a long processing time, which is a fatal problem for practical application due to the fast change in spectrum occupation. In addition, a parallel method exploiting filter banks was studied to reduce the operating time [18] , but this method increases the hardware cost and complexity. Another scheme is two-stage spectrum sensing based on the wavelet transform [19] , [20] . In the first stage, many narrow frequency bands are detected cursorily to determine which channels the signal may exist in. These selected channels are then detected carefully to find the real idle spectrum. However, as wider frequency bands need to detected, coarse detection will be increasingly inaccurate. It is impossible to perform fine-grained detection in each narrow band due to the excessive computation time and resulting high complexity.
With the increasing demand for wireless communication services, wireless communication systems with different parameters are gradually being designed and constructed [21] . A wider bandwidth needs to be operated to search for signals as fast as possible. In traditional methods, the computational complexity and hardware cost eventually become unbearable. Fortunately, compressed sensing (CS) offers a competitive tool to address these problems. As a novel method of extracting information, it has drawn intensive interest in the field of digital image processing, signal processing, analog-to-digital conversion, wireless communications, and more [22] - [26] . Rather than using the bandwidth under Nyquist sampling theory, the sampling signal depends on the signal sparsity in compressed sensing. More importantly, sampling and compression of the signal are implemented simultaneously. For a wideband signal, these properties of compressed sensing lead to a drop in the computational complexity and hardware costs. However, there are two important premises for the application of compressed sensing in the field of signal processing [22] . More specifically, the first premise is that the signal should be sparse in a certain basis or the signal itself is sparse. The second premise is that the sensing matrix possesses the restricted isometry property (RIP) to perfectly recover the signal with high probability.
Although many spectrum resources have been assigned to certain communication systems, they are not always occupied in practice. Moreover, these assigned spectrum resources are often underutilized, which indicates the sparsity of the signal in the Fourier basis. It follows that introducing compressed sensing into wideband spectrum sensing is a reasonable choice. Compressed sensing was first applied to wideband spectrum sensing in [27] . With this method, the wideband spectrum is fully reconstructed, and then, wavelet-based edge detection is utilized to detect the spectrum holes.
To achieve robustness to noise uncertainty, a wideband spectrum sensing algorithm based on cyclic features was proposed in [28] . For the algorithm, the cyclic spectrum of the signal is computed by a cross correlation function of the lowdimensional compressed measurements. The cyclic spectrum and power spectrum of the signal are extracted to facilitate spectrum sensing. The computational complexity is reduced under the premise that the effective characteristics of the signal can be extracted. In compressed sensing, the compressed measurements can be considered as a linear combination of the columns of the sensing matrix, the coefficients are the nonzero entries of the sparse signal vector. To reduce the compression rate, the calculation of the coefficients is converted to the estimation of the structured covariance in [29] . Finally, a dimensional reduction technique based on the cyclic matrix is employed to decrease the computational complexity of covariance processing and achieve better detection performance.
To address the problem of signal fading, a cooperative wideband signal detection method based on compressed sensing was proposed in [30] - [37] , in which spatial diversity is utilized to mitigate the effects of signal fading. However, this method suffers from a higher computational complexity. To address this problem, [31] proposed a weighted wideband spectrum sensing algorithm for differential signals based on distributed compressed sensing. The method utilizes compressed sensing to reduce the computational complexity and simultaneously exploits weighted and distributed processing to combat signal fading. Reference [32] noted that the multinode cooperative spectrum sensing problem is equivalent to a matrix filling and a sparse signal reconstruction problem; then, one can exploit compressed sensing to obtain information about a specific bandwidth occupancy. Based on the above results, a compressed sampling framework for wideband signals was introduced to solve for real-time changes in signal sparsity [33] . For this framework, the author estimated the signal sparsity followed by adjusting the sampling rate. In addition, the author analyzed the estimation performance of the signal sparsity and obtained the number of compressed measurements for a different sensing matrix [34] . As further comment, an adaptive compressed spectrum sensing technique was studied without knowing the signal sparsity [36] . In this work, the JL lemma and cross validation are utilized, and the related parameters are optimized. In addition, the Bayesian probabilistic model was exploited to model the wideband sparse signal in [37] . In this model, spectrum sensing is enforced by computing the correlation of the recovered signals from adjacent sensing nodes. When weak correlation between adjacent reconstructed signals emerges, the wideband signal is not sparse, and the resultant information for signal detection should be abandoned.
We can observe that the above-mentioned methods depend on the discrete-time signal under the framework of Nyquist sampling theory, which is also an original assumption of compressed sensing. If we process the image data, this assumption is reasonable because image data only involve low frequency information. For wideband signals, however, very wide bandwidths are handled, which leads to an unacceptable sampling rate and resulting high computational complexity. As a method of solving this problem, sub-Nyquist sampling of analog wideband signals is a competitive technology. In [38] and [39] , a random demodulator was first explored VOLUME 6, 2018 as a sub-Nyquist sampling scheme. This method possesses the advantages of a simple circuit structure and low power consumption. However, the method only performs well for signals with finite discrete frequencies and not all types of signals. To overcome this limitation, a modulated wideband converter (MWC) was suggested [40] . This scheme exploits the random demodulator in parallel to construct a subNyquist sampling system. Rather than a simple discretization approximation in the frequency domain, the sampling process of MWC is essentially the segmentation of the frequency spectrum. Unlike other analog information conversion (AIC) methods, the operating target of the MWC is wideband analog signals. This characteristic perfectly satisfies the requirements of wideband spectrum sensing and provides a methodology of reducing the dimensionality of the sensing matrix and the computational complexity.
Inspired by compressed sensing, MWC was introduced to wideband spectrum sensing [41] - [45] . In [41] , MWC was first combined with wideband spectrum sensing. A four-step method was proposed based on the power spectrum density of the reconstructed signal, and the impact of integrating MWC with the tuning circuit of an antenna for wideband spectrum sensing was discussed [42] . In addition, OMP and MWC were considered simultaneously to achieve a wideband spectrum sensing method based on sub-Nyquist sampling [43] . Along with the advantages of eigenvalue-based detection, a new MWC-based wideband spectrum sensing was suggested in [44] . Later, MWC was innovatively expanded into distributed MWC [45] . In this method, stimulated by cooperative spectrum sensing, each sensor node is viewed as a sampling channel. It is observed that these applications of MWC are completely copied from its structure. However, there are some unnecessary components for spectrum sensing. To reduce the computational load, we will simplify the structure of MWC according to the requirements of wideband spectrum sensing.
In conventional CS-based wideband spectrum sensing, another issue to be solved is the high computational complexity arising from the recovery algorithm of the compressed sensing method. It is well known that spectrum sensing attempts to detect the signal but does not care about the contents of the signal. In other words, signal recovery is unnecessary in spectrum sensing. It has been proved that the compressed measurements contain all the information about the existence of the signal [46] , [47] . Currently, many studies have investigated the direct utilization of compressed measurements for spectrum sensing [46] - [51] . Nevertheless, the assumption about the signal model is far-fetched in a sense. Furthermore, the sensing method is implemented by relying on the l 0 norm or l 1 norm, which suffers from noise and correlations between the columns of the sensing matrix. With this in mind, we consider SBL as the sensing tool to directly manipulate compressed measurements. To further improve the detection performance, the idea of the multiple measurement vector (MMV) is also introduced, together with the simplified MWC.
The main contributions of this paper are threefold: 1) We simplify the MWC structure to reduce the hardware cost and computational load as well as offer insight into the parameter selection from the perspective of wideband spectrum sensing. 2) Considering the advantages of SBL, we extend the non-reconstruction framework to the case of MMV to avoid the signal recovery operation. 3) We propose three criteria according to practical settings to perform spectrum sensing, which can effectively improve the detection performance.
The remainder of this paper is organized as follows. In section II, we describe the problem model and summarize MWC to make our work self-contained. In section III, we provide a detailed discussion about the proposed method, including the simplification of the MWC, specification of the parameters of MWC for wideband spectrum sensing, comparison of MMV problem solutions, and detailed analysis of each part of SBL. The detection performance is evaluated and demonstrated through numerical simulations in section IV. Finally, we conclude the paper and suggest some issues to be considered in the future in section V.
II. PROBLEM FORMULATION AND THE RELATED BACKGROUND A. PROBLEM FORMULATION
It is well known that different wireless communication systems have been assigned different spectrum resources. It is supposed that the bandwidth and energy are limited for each narrowband signal. The real-valued wideband signal consisting of multiple narrowband signals can be formulated as
where K is the number of narrowband signals and q i (x) is the function determining the spectrum shape of the i th narrowband signal. For example, we can obtain the rectangular spectrum for q i (x) = sin(π x)/π x. B i , E i , τ i and f i denote the bandwidth, energy, time shift and central frequency of the i th narrowband signal, respectively. n(t) is Gaussian white noise, and B is the maximum bandwidth among all the narrowband signals. In addition, we assume that the highest frequency to be detected is denoted as f max ; therefore, the corresponding Nyquist frequency is f NYQ = 2f max . To further illustrate the wideband signal in the frequency domain, we offer an example in Fig. 1 . Because the wideband signal is block-sparse in the frequency domain in practice, we can denote its spectral support
For wideband spectrum sensing, our main task is to calculate the parameters K and
If we resort to conventional methods, the most serious difficulty is the unacceptable sampling rate. As a powerful tool, compressed sensing provides a completely new method of solving this problem. In view of compressed sensing, the wideband signal can be interpreted as a spectrally blocksparse signal [52] , [53] , and its support set A is composed of the parameters K and f 1 , f 2 , · · · , f K . Specifically, the main task of wideband spectrum sensing is transformed into an estimation of the support set of the block-sparse signal. Naturally, we choose the support set of the wideband signal as the test statistic. The binary hypothesis of spectrum sensing can therefore be stated as
where ∅ and A denote the empty set and the support set of the wideband signal.
Under the framework of compressed sensing, wideband spectrum sensing for model (2) involves two issues: acquiring the compressed measurements and estimating the support set. The first issue can be addressed in terms of AIC technologies [38] , [40] , namely, the analog signal x(t) can be sampled in accordance with sub-Nyquist sampling theory. Current schemes consist of random modulators, wideband modulator converters, etc. We choose MWC as the AIC method due to its adaptability and flexibility for wideband signals. The second issue is to estimate the support set of the wideband signal. The methods used frequently consist of greedy algorithms, base pursuit methods, SBL, etc. It has been noted that SBL imposes fewer limitations on the signal and sensing matrix and achieves better performance [54] - [56] relative to other methods; hence, we give SBL first priority. 
B. MODULATED WIDEBAND CONVERTER
In our work, multiple measurement vectors are acquired by MWC. We hence summarize the main results of MWC to make the paper self-contained. As a sampling technology for wideband signals under the framework of compressed sensing, MWC has received extensive interest in the field of signal processing and wireless communications. We first present its time-domain block diagrams in Fig. 2 [40] , [57] . Here, J is the number of sampling channels related to the signal sparsity K . p i (t) is the Bernoulli pseudo random sequence, with the value ±1. In principle, it is T p -periodic, and the number of ±1 is M in a period T p . h(t) is responsible for the low-pass filter, and g i (t) denotes the filtered signal.
We can observe that MWC consists of multiple parallel channels. In each channel, there exist identical operations, including spectrum shifting, a low-pass filter and low rate sampling using conventional ADC. These operations are illustrated in Fig. 3 .
We now analyze the relation between MWC and compressed sensing in the time domain. The signal g i (t) is expressed as [58] 
In the form of a discrete-time signal, the sparse signal vector x can be denoted as
where .,i is the i th column of dictionary and α is the coefficient vector of the sparse representation. However, the signal to be processed in our study is continuous in the time domain. The extension of conventional sparse representations into the form of continuous-time signals yields [38] , [58] 
where ψ i (t) is a continuous dictionary component. Substitution of (5) into (3) leads to
When sampling is implemented at time t = nT s , we can obtain the compressed measurement
In parallel with the conventional discrete-time compressed
,i , the n th entry of the i th VOLUME 6, 2018 column in the sensing matrix can be represented as
To proceed, we analyze MWC in the frequency domain. To clearly illustrate the sampling processing, we perform Fourier analysis in several key steps. We start with the modulated signalx i (t). In [40] , the Fourier transform ofx i (t) has been derived, and the resultant expression is
where X (f ) is the spectrum of the wideband signal x(t) and c i,l is the l th coefficient of the Fourier series of the periodic signal p i (t). Obviously, X (f ) is shifted by p i (t). Next, the modulated signal is filtered by h(t) to finish spectrum cutting, i.e., g i (t) =x i (t) * h(t). Only finite frequency components are allowed; therefore, we can calculate the Fourier transform of g i (t) in the form
where
The spectral shift and cutting in (10) are depicted graphically in Fig. 4 [59] . Finally, the compressed measurement y i (n) is obtained by sampling g i (t) | t = nT s . Its Fourier transform in the principal value region is identical to that of g i (t). Considering all the channels, the spectrum of the sampled wideband signal can be represented in the matrix form
. . .
Substituting (3) into (11) gives the closed form of c i,l
In the standard form of compressed sensing, (11) can be written as
It is observed that the discrete signals sampled by MWC comply with the framework of compressed sensing in the frequency domain.
III. THE PROPOSED ALGORITHM BASED ON SIMPLIFIED MWC AND SBL

A. SIMPLIFICATION OF MWC FOR WIDEBAND SPECTRUM SENSING
Let us now return to (15) . From the perspective of compressed sensing, (15) offers a theoretical foundation for recovering the signal x(t) from the compressed measurements y(n). However, the continuous-frequency f results in an NP-hard infinite measurement vector (IMV) problem. In [59] , a continuous-to-finite(CTF) block is suggested to solve this problem. We provide the operating process of CTF in Fig. 5 ; we refer readers to relevant studies for detailed information. Using the CTF block, an MMV problem solvable in polynomial time replaces the IMV problem. Herein, the so-called MMV problem is a collection of multiple vectors sharing a common sparse profile. Generally, this condition can be easily satisfied except for in extremely fast fading cases. Unfortunately, the operations of CTF, such as matrix factorization and vector multiplication, are computationally complex. Combining the CTF block and the inverse Fourier transform of (15), the MMV problem can be formulated as
Under the framework of MMV, the recovery of the sparse vectors Z involves two parts: support recovery and Moore−Penrose pseudoinversion. We summarize the abovementioned recovery process depicted in Fig. 6 .
Current spectrum sensing algorithms exploiting MWC resort to the recovered signal. The high computational load thus stems from the operations of the Moore−Penrose pseudoinverse and CTF block in the signal recovery process. It has been proved that the compressed measurements Y contain all the information of the support set [60] . Correspondingly, the CTF block, the pseudo inverse operation and signal recovery can be eliminated to reduce the computational complexity. A simple but reasonable MWC for wideband spectrum sensing is illustrated in Fig. 7 . The MMV composed of the compressed measurements is given in the matrix form (17) where
T and the noise matrix
Due to experiencing an identical thermal noise environment, the noise is considered as a zero-mean i.i.d. Gaussian random process with variance σ 2 .
B. THE PARAMETERS OF MWC FOR WIDEBAND SPECTRUM SENSING
Initially, the parameter setting of MWC centered on recovering the signal. However, wideband spectrum sensing boils down to the estimation of the support set of the signal. In this subsection, we therefore specify the parameters of MWC for wideband spectrum sensing considering the similarity and difference between signal recovery and spectrum sensing. For wideband spectrum sensing, the most important issue considered for choosing these parameters is to guarantee a complete support from the compressed measurements Y . Specifically, these conditions for recovering the signal are summarized as (1) (15) are linearly independent. Condition (1) is a fundamental limitation to guarantee no spectral aliasing. Because the signal x(t) is sparse in the frequency domain, spectral aliasing may change the signal sparsity. This condition must also be satisfied for wideband spectrum sensing to make the signal sparsity remain unchanged. To reduce the computational complexity, we make a popular choice of f p = B. Generally speaking, f s is an integral multiple of f p . Correspondingly, Z(f ) also contains integral multiple spectral information of X(f ). However, only a complete support set in the frequency domain suffices for wideband spectrum sensing. Considering Occamąŕs razor, we choose f s = f p .
We proceed to discuss condition (2) . Finite components of Z(f ) are generated due to limited f s and f max . For wideband spectrum sensing, both the detected bandwidth 2f max and the maximum bandwidth B for all narrowband signals are fixed, which corresponds to fixed f s and L 0 . However, the main goal of such a choice of L 0 is to contain all the nonzero components in X (f ). By the block-sparse definition [61] , larger L 0 implies more sparse Z (f ). In other words, both spectrum sensing and signal reconstruction benefit from larger L. Therefore, this condition may be relaxed such that L 0 ≥ f NYQ +f s 2f p − 1. Note that condition (3) implies that the cut-off frequency of the low-pass filter is (1/2)f s . This condition is to ensure that the matrix does not include duplicate columns. Condition (4) is bounded below for J to estimate the support set. From the perspective of recovering the support set, conditions (3) and (4) should be maintained due to the identical requirements for spectrum sensing and signal reconstruction.
Condition (5) is an essential representation for the wellknown restricted isometry property (RIP) of the sensing matrix of , which guarantees the uniqueness of the solution for compressed sensing. However, the verification of RIP involves combinatorial computational complexity [62] . Instead, the coherence of the matrix is leveraged to offer a simple criterion. Fortunately, the SBL adopted in this paper still possesses good performance even under strong coherence between different columns. This condition therefore may be relaxed; however, it is difficult to quantify the relaxed extent due to its complex relation with multiple parameters.
C. ANALYSIS AND COMPARISON OF SEVERAL METHODS OF SOLVING MMV PROBLEM
The signal recovery in the case of MMV can be formulated as
where Y ∈ R J ×N is the matrix form of MWC sampling and S ∈ R (2L 0 +1)×N is its corresponding sparse representation
I S i,· > 0 denotes the number of non-zero rows in S. Here, S i,· is the i th row, and I is the indicator function. β is the weighting coefficient and is responsible for balancing the approximation error in the presence of noise and the requirement of sparsity. Current methods of solving (18) consist of l 0 -norm-based greedy algorithms, l 1 -normbased convex optimization, SBL, etc. [60] , [63] - [68] . We first discuss greedy algorithms. In theory, an approximate solution of the l 0 norm in (18) can be calculated by greedy algorithms. This type of algorithm is typically based on matching pursuit (MP) algorithms, including orthogonal matching pursuit (OMP) algorithms, random OMP (ROMP), stagewise OMP (StOMP), compressive sampling MP (CoSaMP), and sparsity-adaptive MP (SAMP) [63] , [69] - [71] . These algorithms possess the advantages of low computational complexity, but the solution is not necessarily the sparsest.
For convex optimization algorithms, the l 0 norm in (18) is replaced by some convex norms such as the l 1 norm or the l 2 norm. In this setting, some conventional linear programming algorithms or the least square method are utilized to solve (18) . Unfortunately, it has been reported that the position of the sparsity cannot be distinguished by these norms [72] . Moreover, they achieve worse performances compared to SBL [73] . In other words, we cannot exploit them to perform wideband spectrum sensing. In addition, the l p norm (0 < p < 1) is always used to substitute the l 0 norm, and the corresponding algorithms include the focal undetermined system solver (FOCUSS) and its modified versions. The l p norm can guarantee the sparsest solution, but many local optima arise when computing the global minima. l p -norm-based methods thus have some shortcomings such as high computational complexities and difficult choice of local optima.
Most of the above-mentioned disadvantages can be avoided in the framework of SBL. SBL can be traced back to the work of Tipping [75] . In this work, a relevance vector machine (RVM) was proposed by employing a hierarchical Bayesian learning framework. To simplify the operation, the hierarchical Bayesian model is replaced by a parameterized Bayesian model [54] . Theoretically, SBL is composed of the selection of a sparse prior, the optimization of a cost function and signal recovery. For simplification but without loss of generality, we take the column S ·,i as an example to analyze the related issues of SBL in the next section.
In SBL, the sparse prior is a key issue in guaranteeing the signal sparsity. Different distributions perform differently in terms of computational complexity and convergence rate. Some prior distributions encouraging sparsity, such as the Laplace distribution and the Cauchy distribution, are discussed. These two distributions are characterized by the form exp(−|S ·,i |), which is sharply peaked at zero and decays to zero quickly in other regions. Regrettably, the Laplace distribution and Cauchy distribution are not conjugate distributions, which causes an extremely complex solution process and difficulty in deriving the closed form of the detection performance. To address this difficulty, hierarchical Bayesian learning is introduced. By choosing a zero-mean Gaussian random variable over S j,i , we have
where θ ∈ R 2L 0 +1 . To satisfy the requirement of a hierarchical prior, both the parameters β = σ −2 and θ are random variables following a Gamma distribution
where the Gamma function (u)
To specify the sparsity and non-informative requirement for the prior, we may choose very small values for the parameters a, b, c and d such that p(S ·,i ) ∼ 1/|S ·,i |. Please see [74] for detailed information.
In parameterized Bayesian learning, there is no hierarchical assumption. S ·,i is supposed to follow the zero-mean (2L 0 + 1)-dimensional Gaussian distribution with variance θ
The parameter θ is considered as a deterministic but unknown variable. Combining empirical Bayesian and automatic relevance determination (ARD), the parameter θ is optimized under the Bayesian framework until it converges to the required value.
We proceed by analyzing the cost function of parameterized Bayesian learning and hierarchical Bayesian learning. For parameterized Bayesian learning, given the parameters θ and σ 2 , the likelihood function is expressed as
where Y = σ 2 I + ( ) T , and = diag(θ ). Applying the Bayesian rule to (23) and (24) yields the posterior probability density function
, and = diag(θ ). To make θ sparse, the posterior probability density function serves as the cost function. In the framework of hierarchical Bayesian learning, the cost function is also the posterior probability density function
Making some approximations with the delta function [74] , we have
Substituting (27) and (28) into (26) gives
We can observe from (29) that the first term p(S ·,i |Y ·,i ; θ , σ 2 ) follows the Gaussian distribution, whose mean and variance hinge on the second term p(Y ·,i ; θ , σ 2 ). In a sense, only optimizing the second term p(Y ·,i ; θ , σ 2 ) suffices, being consistent with the cost function of parameterized Bayesian learning.
We now consider the extension of the above-mentioned methods to the case of MMV. Obviously, too many parameters are involved for hierarchical Bayesian learning to be computationally feasible. With the characteristics of MMV, each row of matrix Y can be assigned a variance in the framework of parameterized Bayesian learning. We thus choose it to estimate the support set toward reducing the computational load.
D. SBL-BASED ESTIMATION OF THE SUPPORT SET
It is observed from the previous analysis that solving (18) boils down to optimizing p(Y ·,i ; θ , σ 2 ) in the framework of SBL, i.e., max θ p(Y ·,i ; θ, σ 2 ). We start with an assumption of an N -dimensional Gaussian distribution with variance θ i for the i th row of S. Considering all rows of S, the variance of the column is denoted as θ = (θ 1 , · · · , θ 2L 0 +1 ); then, the cost function is expressed as
To facilitate the computation, we take the negative logarithm of (30) . The optimization is formulated as
By eliminating some constant terms, we can obtain the final optimization target together with (30) 
Superficially, (32) only contains the desired parameter θ except for the known Y from MWC; however, it is very difficult to directly take the derivative with respective to θ. As stated above, the parameter vector θ is the variance of the unknown S. In other words, S is a latent variable for (32) . Under this setting, the expectation maximization (EM) algorithm is an effective method for acquiring the optima. Certainly, there are some modified versions of EM that can improve the convergence rate such as the fast EM algorithm and iteratively reweighted least squares algorithm (IRLS). However, these algorithms do not necessarily guarantee convergence [63] , [75] , [76] . Considering the convergence accuracy, we utilize the conventional EM algorithm to solve (32) .
For the E-step of the EM algorithm, the parameter θ is supposed to be known, and (25) can be obtained. For clarity, we rewrite the mean and variance of the posterior probability density function
where = diag(θ) and i = 1, 2, · · · , (2L 0 +1). To reduce the computational complexity, (33) and (34) can be modified as
With these operations, the computational load reduces to O(J 3 ) from O((2L 0 + 1) 3 ). If further modifications are made, the computational load may become O((2L 0 + 1)K 3 ) [54] . In addition, the belief propagation algorithm is proposed to replace the pseudoinversion of the matrix with an iterative method [67] .
We proceed by discussing the M-step of the EM algorithm with the assumption of a known S. Optimizing (32) yields the update formulation of the parameter θ
where i = 1, 2, · · · , (2L 0 + 1) and N is the number of columns of Y . To calculate the optimal parameter θ , we repeat (35) , (36) and (37) until a desired θ is achieved.
As the results of SBL, the estimated support set S es of the MMV problem relies directly on the sparse prior parameter θ. Specifically, if the parameter θ i is greater than a threshold λ, the corresponding index is viewed as the entry of the estimated support set S es = {i|θ i >λ,i ∈ {1, 2, · · · , (2L 0 + 1)}} (38) Theoretically, the threshold λ can be calculated by the statistical distribution of the parameter θ . However, it is difficult to calculate the statistical distribution of the parameter θ due to its sparsity, let alone determine the threshold λ using it. If we know the prior information of the signal sparsity, the support set can be constructed by selecting the largest K parameters.
where B 0 denotes the number of nonzero elements of B.
With this, we can define the test statistic described in (2).
If we obtain the test statistic T=ø, no primary user signals exist; otherwise, we can detect existing signals according to the non-empty test statistic. Now, we discuss the matching of the theoretical support set S th and the estimated support set S es . For the theoretical support set, it is possible that the number of theoretical support sets will be a non-integer because the central frequency of the signal is randomly generated. We approximate the number of theoretical support sets by the ceiling operation:
Another important issue to be considered is the matching criterion of the theoretical support set and the estimated support set. According to the practical situation and the error range, the equality of two support sets could fall under three options based on the scenario. 1) Criterion 1 Both sets are equal in the conventional sense of sets, i.e., the definition of set equality is satisfied for the theoretical support set and the estimated support set. In this criterion, the test statistic is denoted as (39) .
2) Criterion 2 Under the case of low SNR, we can increase the number of elements of the estimated support set, and (39) becomes
In this setting, two support sets are considered as matching if S th ⊆ T. Here, the value of d depends on the given application.
3) Criterion 3 In general, the elements of the theoretical support set are made adjacent to each other by selecting appropriate sampling parameters such as S th = {1, 2, 96, 97}. To minimize the effect of the ceiling approximation on adjacent elements, the estimated support set can be enlarged slightly and then compared with the theoretical support set. We now enlarge the range of the estimated support set, i.e.,
where 
It is observed that a support set presents two matches, leading to an increased false-alarm probability. It is noted from the following simulation that d = 1 is a reasonable choice for improving the detection performance.
Finally, the proposed spectrum sensing method is summarized as follows: (1) 1) Setting the initial value of θ to a non-negative number 2) Applying MWC to obtain the compressed measurements Y . 3) Calculating the mean and variance using (35) and (36) . 4) Updating the parameter θ by exploiting (37). 5) Repeating step (3) and step (4) . When a desired value is achieved, the iteration terminates. 6) Performing spectrum sensing by matching S re and S th .
IV. SIMULATION RESULTS
In this section, some simulations are performed to evaluate and demonstrate the proposed method. We start with analyzing the detection performance for the known location of the frequency band, including a case for a single narrowband signal and one for multiple narrowband signals. Then, similar ideas are applied to the case of a randomly located frequency band. Finally, the impact of the matching criteria on the detection performance is investigated.
Given that the detected bandwidth is f max = 20GHz, the Nyquist sampling frequency is f NYQ = 2f max = 40GHz. Considering current communication systems, B = 50M is suggested to avoid spectrum aliasing, and correspondingly, f s = f p = 50MHz. We can calculate J = f max /B = 400 and L 0 = 800. The cut-off frequency of the low-pass filter is typically f s /2 = 25MHz.
A. PERFORMANCE ANALYSIS FOR THE KNOWN LOCATION OF FREQUENCY BAND
To begin, we conduct the simulation for a single narrowband signal, i.e., K = 2. According to the property of the Fourier transform, there exists a pair of symmetrical frequency bands for the real-valued signal. Certainly, we can check one or two frequency bands. The detection probability and false-alarm probability are calculated by
The number of Monte Carlo simulations is 5000 in this study, and the results are illustrated in Fig. 8 .
It is observed from Fig. 8a that the detection probability of exploiting one frequency band and two frequency bands is identical. This is why the time-domain signal is corrupted by the same noise, further imposing an identical impact on the symmetrical frequency band of the signal. In addition, for the detection probability, the SBL-based detection method outperforms the OMP-based method near 5dB. Simultaneously, the false-alarm probability remains essentially unchanged from −15dB to 10dB. Now, we take three narrowband signals as an example to further demonstrate the performance of the proposed method, i.e., K = 6. The detection probability is presented in Fig. 9 . From Fig. 9 , we can obtain the same conclusion in the case of a single signal. These results reflect the advantages of the SBL-based algorithm.
B. PERFORMANCE ANALYSIS FOR A RANDOMLY LOCATED FREQUENCY BAND
In this subsection, we also discuss the single narrowband signal case and the multiple narrowband signal case. The simulation parameters are similar to the case of the known location of the frequency band. Similarly, we also perform 5000 Monte Carlo simulations. The corresponding results for both cases are shown in Fig. 10 and Fig. 11 . In both FIGURE 9. Detection probability of proposed method and OMP-based method. FIGURE 10. Detection probability and false-alarm probability of the proposed method and OMP-based method in the single signal case. cases, it is observed that the proposed method achieves better detection performance than the OMP-based method. Meanwhile, a similar low false-alarm probability can be obtained in the given SNR range. Comparing the case of a known location of the frequency band, we find a decrease in the detection probability. Additionally, when the SNR exceeds the given value, the detection probability fluctuates due to the impact of the random location. Considering the randomness, the detection probability and false-alarm probability are calculated as
P f = Num(T = S th ) Num(iteration) × η(iteration, J , K , B) (45) where the parameter η is a random variable based on the maximum bandwidth, the number of channels, the signal sparsity and the number of iterations. It should be noted that we expand the range of SNR (from -20 dB to 20 dB) to illustrate the impact of η on the detection probability and the false-alarm probability integrally.
C. PERFORMANCE ANALYSIS UNDER DIFFERENT CRITERIA
In the previous subsection, we matched the theoretical support set and the estimated support set by utilizing criterion 1, i.e., two support sets fully match in the set sense. We now evaluate the performance of different criteria, and the relevant results for a given location and a random location are illustrated in Fig. 12 and Fig. 13 , respectively. In the simulation, three narrowband signals are exploited. We take d = 4 for criterion 2 and d = 1 for criterion 3. In both cases, the detection probability has been significantly improved. The performance improvement lies in the fact that criterion 2 and criterion 3 consider the effect of the noise on the support set, but criterion 1 does not. Therefore, criterion 1 possess the worst performance in the noisy circumstance.
V. CONCLUSION
As an inference problem, wideband spectrum sensing does not require all the information relevant to the signal. Therefore, the compressed measurements acquired by MWC from the analog signal are directly exploited to enforce wideband spectrum sensing. By analyzing the characteristic of each part of MWC, along with the requirements of wideband spectrum sensing, we remove the CTF block and pseudoinversion operation to reduce the computational complexity. In addition, the parameters of MWC are specified and analyzed under the setting of wideband spectrum sensing. Then, we utilize SBL to estimate the support set of the signal and offer three criteria based on the actual situation of the support set. The performance of the MWC-SBL-based algorithm is analyzed in detail. For a given location or random location as well as either single or multiple signals, the detection probability of MWC-SBL is better than that of the MWC-OMP algorithm. These results demonstrate the special advantages of the SBL algorithm in extracting signal features. Because of the influence of the random location, the detection probability is lower than that when given a location, and the detection probability fluctuates when the SNR is relatively high.
The combination of sparse characteristics and detection theory is a new topic, and relevant theories need to be developed. Therefore, there remains some unfinished work to be further explored. For example, the computational complexity of the algorithm needs to be further reduced. In addition, the impact of multiple parameters on the detection probability must be analyzed theoretically in the case of randomly located frequency bands.
