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Fabien Lotte∗
IRISA-INSA Rennes
Anatole Lécuyer†
IRISA-INRIA Rennes
Yann Renard‡
IRISA-INRIA Rennes
Fabrice Lamarche§
IRISA-Université de Rennes 1
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RÉSUMÉ
Cet article a deux objectifs principaux. Le premier est de
proposer un état-de-l’art sur l’utilisation des interfaces cerveau-
ordinateur en réalité virtuelle. De telles interfaces permettent à un
utilisateur d’envoyer des commandes à un ordinateur en faisant va-
rier son activité cérébrale, cette dernière étant mesurée et traitée
par le système. Le deuxième objectif est de présenter les premiers
résultats que nous avons obtenus dans le but de concevoir une in-
terface cerveau-ordinateur. Au cours de ces travaux, nous avons
démontré l’intérêt des sytèmes d’inférence flous pour la classifi-
cation de différents types d’activité cérébrale. A terme, il est en-
visagé d’utiliser ces algorithmes au sein d’une interface cerveau-
ordinateur couplée à un environnement virtuel.
Keywords: Réalité Virtuelle (RV), interfaces cerveau-ordinateur,
BCI, ElectroEncephaloGraphie (EEG), interaction, classification,
système d’inférence flou, logique floue
1 INTRODUCTION
Depuis une quinzaine d’années, un nouveau type d’interface
se développe de manière spectaculaire : les interfaces cerveau-
ordinateur ou Brain-Computer Interfaces (BCI) en anglais [45]. Ces
interfaces permettent à leurs utilisateurs d’envoyer des commandes
à des ordinateurs uniquement par le biais de leurs pensées, en pro-
duisant différents types d’activité cérébrale.
Les applications des BCI concernent principalement les do-
maines de la réhabilitation et du handicap. En effet, les BCI sont un
nouveau moyen de communication pour des personnes atteintes de
paralysie totale [22]. Cependant, d’autres applications sont actuelle-
ment étudiées et envisagées. La Réalité Virtuelle (RV), par exemple,
semble être un domaine d’application très prometteur [17].
Un des problèmes majeurs impliqué par la conception d’une
BCI est l’identification automatique de la classe (ou type) d’activité
cérébrale effectuée par l’utilisateur. Pour remédier à ce problème,
la très grande majorité des BCI existantes utilisent un algorithme
de classification. Afin de réaliser les BCI les plus efficaces pos-
sibles, de nombreux algorithmes de classification ont été explorés,
tels que les réseaux de neurones [20] ou l’analyse linéaire discrimi-
nante [24]. Dans cet article nous proposons une nouvelle méthode
pour classifier les données cérébrales, basée sur l’utilisation d’al-
gorithmes appelés systèmes d’inférence flous. Cette méthode a été
élaborée dans le cadre du projet national Open-ViBE qui a pour
thème de recherche les BCI et leur lien avec la RV [1] [2].
Dans la suite de cet article, nous présentons les BCI et proposons
un état-de-l’art de leur utilisation en RV (parties 2 et 3). En partie 4,
cet article présente le projet Open-ViBE et ses premiers résultats.
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La partie 5 décrit la méthode que nous proposons pour classifier
les données cérébrales à l’aide de systèmes d’inférence flous. Nous
montrons alors que ces algorithmes sont une méthode prometteuse
et intéressante pour l’identification automatique des différents types
d’activité cérébrale produits par les utilisateurs de BCI.
2 LES INTERFACES CERVEAU-ORDINATEUR
Une interface cerveau-ordinateur permet à un utilisateur d’en-
voyer des commandes à un ordinateur en faisant varier son activité
cérébrale. Une BCI peut être décrite comme un système en boucle
fermée, composé de six étapes principales : (1) mesure de l’activité
cérébrale, (2) prétraitement, (3) extraction de caractéristiques, (4)
classification, (5) traduction en une commande et (6) retour percep-
tif. Ce principe est schématisé sur la Figure 1.
FIG. 1: Schéma général de fonctionnement d’une interface cerveau-
ordinateur.
Les six parties suivantes décrivent plus précisemment ces
différents points.
2.1 Mesure de l’activité cérébrale
La première étape nécessaire au fonctionnement d’une BCI
consiste à mesurer l’activité cérébrale du sujet, alors que celui-ci
effectue une ou plusieurs tâches mentales. Pour ce faire, de nom-
breuses méthodes existent telles que la MagnétoEncéphaloGraphie
(MEG), l’Imagerie par Résonance Magnétique fonctionnelle
(fMRI) ou encore l’ElectroCorticoGraphie (ECoG) [46].
La méthode la plus utilisée reste cependant l’Elec-
troEncéphaloGraphie (EEG) qui mesure, grâce à des électrodes, les
micro-courants présents en surface du cuir chevelu. Ceux-ci sont
le résultat des échanges électriques entre neurones. Cette méthode
est peu coûteuse, non-invasive et fournit une bonne résolution
temporelle. Par conséquent, la majeure partie de la recherche en
BCI se concentre sur l’EEG comme mesure de l’activité cérébrale.
2.2 Prétraitement
Une fois les données acquises, il est souvent nécessaire de les
prétraiter afin de nettoyer les signaux et/ou de mettre en valeur
l’information intéressante qui peut y être enfouie. En effet, les si-
gnaux EEG sont réputés pour être très bruités car pouvant être
facilement perturbés électriquement, par l’activité musculaire des
yeux ou du visage par exemple. Pour effectuer ce prétraitement,
différents filtres spatio-temporels sont utilisés. Les plus répandus
sont l’Analyse en Composante Indépendante (ACI) et l’Analyse en
Composante Principale (ACP) [21].
2.3 Extraction de caractéristiques
La mesure de l’activité cérébrale par EEG conduit à l’acquisi-
tion d’une quantité de données considérable. En effet, les signaux
sont enregistrés avec un nombre d’électrodes allant de 2 à 128 et
à une fréquence variant traditionnellement entre 100 et 1000 Hz.
Dans le but d’obtenir les meilleures performances possibles, il est
nécessaire de travailler avec un plus petit nombre de valeurs qui
vont décrire certaines propriétés pertinentes des signaux. Ces va-
leurs sont appelées “caractéristiques”. Elles sont aggrégées sous
forme d’un vecteur appelé “vecteur de caractéristiques”. Parmi les
caractéristiques extraites des EEG pour concevoir des BCI on peut
citer la puissance dans certaines bandes de fréquences [24] ou bien
les coefficients de modèles autorégressifs décrivant le signal [23].
2.4 Classification
Le but de cette étape est d’attribuer automatiquement une classe
au vecteur de caractéristiques extrait précédemment. Cette classe
représente le type de la tâche mentale effectuée par l’utilisateur
de l’interface. La classification est réalisée à l’aide d’algorithmes
appelés “classifieurs”. Les classifieurs sont capables d’apprendre
à identifier la classe d’un vecteur de caractéristiques, à l’aide d’en-
sembles d’apprentissage. Ces ensembles sont composés de vecteurs
de caractéristiques étiquetés avec leur classe d’appartenance. Dans
le domaine des BCI, les classifieurs les plus populaires sont l’ana-
lyse linéaire discriminante [24], les réseaux de neurones [20] et
les Séparateurs à Vastes Marges (SVM) [37] [28]. Il est impor-
tant de noter que même si le nombre de tâches mentales à iden-
tifier est faible (généralement deux), les taux de classification cor-
recte atteignent très rarement 100 %. En effet, de nombreux pa-
ramètres rendent toute la phase d’identification très difficile. Parmi
ceux-ci on peut citer le bruit présent dans les EEG, la variabilité
de ces mêmes signaux, la concentration requise par les sujets pour
contrôler la BCI, etc.
2.5 Traduction en commande
Une fois la classe du signal identifiée, il ne reste plus qu’à asso-
cier celle-ci à une commande particulière qui permet, par exemple,
de faire bouger une prothèse de main [19], un robot [29] ou d’inter-
agir avec un environnement virtuel [17].
2.6 Retour perceptif
La dernière étape consiste à renvoyer à l’utilisateur une infor-
mation (visuelle, sonore, . . .) sur les tâches mentales qu’il effec-
tue. Cela lui permet de savoir s’il a correctement effectué celles-ci
ou pas, et par la même occasion, d’apprendre à maitriser son ac-
tivité cérébrale. Cette étape n’est pas présente dans toutes les BCI
mais permet généralement d’augmenter les performances et de di-
minuer le temps d’apprentissage nécessaire pour maitriser un tel
système [45]. La RV fait partie des retours possibles et utilisés.
3 INTERFACES CERVEAU-ORDINATEUR POUR LA RÉALITÉ
VIRTUELLE
La réalité virtuelle est une application à fort potentiel pour les
BCI [17]. Cette partie propose un état-de-l’art de l’utilisation des
BCI en réalité virtuelle. Celle-ci décrit tout d’abord les travaux
précurseurs de Bayliss et Ballard puis présente les différents tra-
vaux qui ont suivi. Ils sont divisés en deux catégories selon que
les BCI sont utilisées comme interface pour naviguer dans un en-
vironnement virtuel ou bien pour sélectionner/manipuler des objets
virtuels.
3.1 Travaux précurseurs
Les premiers travaux visant à étudier la possibilité d’utiliser des
BCI en environnements virtuels ont été réalisés en 2000 par Bay-
liss et Ballard [5]. Dans cette étude, les sujets prenaient part à une
simulation de conduite traditionnelle, en environnement virtuel. Au
cours de cette simulation, il leur était demandé d’arrêter la voi-
ture lors de l’apparition d’un feu rouge. La mesure de leur acti-
vité cérébrale par EEG a montré que l’apparition de feux rouges
déclenchait alors un signal cérébral particulier appelé P300 [5]. Ce
signal est en effet connu comme étant un pic d’amplitude posi-
tive, survenant 300 ms après un évènement rare et attendu. Il est
d’ailleurs utilisé pour piloter de nombreux types de BCI différents
[45]. Une analyse hors-ligne de ces signaux a montré que l’on
pouvait identifier automatiquement l’apparition de ces P300. Cette
étude a donc révélé que les signaux traditionnellement utilisés pour
piloter des BCI, ici le P300, peuvent aussi être utilisés quand le su-
jet est immergé dans un environnement virtuel. Par conséquent, il
est possible de concevoir une BCI pouvant interargir en-ligne avec
un environnement virtuel. Dans cette étude, les auteurs ont suggéré
d’arrêter automatiquement la voiture lors de la détection d’un P300,
c’est-à-dire lors de l’apparition d’un feu rouge. Enfin, cette étude a
suggéré que la RV pouvait être un contexte beaucoup plus motivant
pour les sujets que la plupart des autres conditions experimentales
utilisées en BCI, à savoir de simples flèches et/ou croix se déplacant
sur un écran d’ordinateur.
3.2 Navigation en environnement virtuel
La majorité des travaux existants utilisent les BCI pour naviguer
dans des Environnements Virtuels (EV). Ces travaux sont ici divisés
en deux catégories, selon que la BCI permet d’effectuer une rotation
de la caméra ou un déplacement dans l’EV.
3.2.1 Rotation de la caméra
Afin de permettre aux utilisateurs des BCI d’effectuer des ro-
tations (et donc de changer leur point de vue) dans des EV, deux
types de signaux cérébraux ont été utilisés : l’imagerie motrice et
l’autorégulation d’un rythme physiologique appelé µ .
L’imagerie motrice consiste, pour l’utilisateur, à imaginer des
mouvements de ses propres membres, comme les mains ou les
pieds par exemple. De telles tâches mentales sont réputées comme
déclenchant des variations reconnaissables dans les signaux EEG
[35]. Leeb et al ainsi que Friedmann et al se sont servis d’imagi-
nation de mouvements des mains gauche et droite comme signaux
cérébraux pilotant une BCI. Ils ont mis au point des expériences uti-
lisant des BCI pour changer de points de vue, respectivement dans
une salle de conférence virtuelle [26] et dans un bar virtuel [18].
Lors de celles-ci, des mouvements imaginés de la main gauche
permettaient de faire tourner la caméra vers la gauche, tandis que
des mouvements imaginés de la main droite faisaient naturellement
tourner la caméra vers la droite. Friedmann et al ont également
étudié l’impact de l’immersion, et donc de la sensation de présence,
sur les performances. Il ont alors montré que plus l’immersion était
grande, plus les utilisateurs arrivaient à effectuer correctement les
tâches mentales requises, ce qui avait pour effet d’augmenter le taux
de classification [18]. Les meilleures performances ont été obtenues
dans l’environnement le plus immersif, ici un CAVE. Il est impor-
tant de noter que ces deux expériences fonctionnent en mode “syn-
chrone”, c’est-à-dire que les sujets ne peuvent effectuer les tâches
mentales qu’à des instants précis et non pas quand ils le souhaitent.
En effet, mettre au point des BCI asynchrones est une tâche encore
très difficile [42].
Un autre type de signal pouvant être utilisé pour contrôler une
BCI est le rythme µ . En effet, il a été montré que ce rythme, qui
correspond aux oscillations cérébrales dans la bande de fréquence
8-13 Hz, peut être contrôlé en amplitude, suite à un entrainement
adapté [47]. Pineda et al ont utilisé ce signal afin d’effectuer des
rotations dans un jeux vidéo en 3D, de type “First Person Shooter”
(FPS) [36]. Plus précisément, si les sujets produisaient un rythme
µ élevé (supérieur à un seuil) cela entrainait des rotations vers la
droite tandis qu’un rythme µ bas (inférieur à un seuil) entrainait
des rotations vers la gauche. Un rythme µ entre ces deux seuils
ne produisait aucun effet, ce qui permettait un fonctionnement
asynchrone. Cette étude a également permis de montrer que les
BCI pouvaient être utilisées avec des environnements complexes,
comportant de nombreux détails graphiques. De plus, la motiva-
tion supplémentaire apportée par l’EV permet de réduire le temps
d’apprentissage nécessaire au sujet pour qu’il contrôle son activité
cérébrale.
3.2.2 Déplacement dans l’environnement virtuel
Plusieurs chercheurs ont également démontré la possibilité de
se déplacer dans des environnements virtuels en utilisant des
BCI. Leeb, Friedmann, Pfurtscheller et al ont mis au point une
expérience dans laquelle les sujets pouvaient avancer dans une
rue virtuelle grâce à ce type d’interface. Pour cela, il leur fallait
imaginer des mouvements des pieds pour avancer et imaginer des
mouvements de la main droite pour s’arrêter [17] [24] [25] [34].
Ce système fonctionne en mode synchrone et a également été
évalué avec différents périphériques immersifs. Ceci a confirmé
que généralement, plus l’immersion et donc la présence était
élevée, plus les sujets obtenaient de bonnes performances. Cela a
également permis de se rendre compte qu’un déplacement dans
un EV était généralement un retour plus motivant pour les sujets
qu’une rotation en EV.
Ron-Angevin et al ont eux aussi étudié le déplacement en envi-
ronnement virtuel piloté par une BCI. Dans leur système, les su-
jets, équipés d’un casque RV de type HMD (Head Mounted Dis-
play), devaient conduire une voiture et lui faire éviter des obs-
tacles présents sur la route [38] [39] [40]. Pour cela, un mouvement
imaginé de la main droite déplaçait la voiture sur la droite tandis
qu’une tâche mentale de relaxation (c’est-à-dire aucune tâche men-
tale particulière) déplaçait la voiture sur la gauche. Tout comme
dans le système précédent, cette BCI fonctionne en mode syn-
chrone. L’étude a comparé ce retour en EV avec un retour classique,
composé de flèches et de croix indiquant le type d’activité mentale
identifié. Il a alors été montré qu’en EV les sujets obtenaient de
meilleures performances qu’avec le retour classique.
Des travaux très récents, effectués par Scherer et al, ont permis
de mettre au point une BCI asynchrone, permettant de naviguer li-
brement dans un monde virtuel [41]. Dans ce système, les utilisa-
teurs devaient imaginer des mouvements des pieds pour avancer et
des mouvements des mains gauche ou droite pour changer la direc-
tion du déplacement vers la gauche ou vers la droite. Ce système
s’est avéré fonctionnel, assez naturel et très motivant pour les utili-
sateurs.
3.3 Sélection et manipulation d’objets virtuels
Deux études principales se sont intéressées à la
sélection/manipulation d’Objets Virtuels (OV) à l’aide de
BCI. Dans la première étude, Lalor et al ont mis au point un jeu
vidéo 3D immersif contrôlé par une BCI [23]. Dans ce jeu vidéo,
un monstre devait aller d’une plateforme à l’autre en marchant le
long d’une corde, équipé d’un long baton de funambule. De temps
en temps ce monstre perdait son équilibre et l’utilisateur devait
le rétablir en tirant sur l’extrémité gauche ou droite de son baton.
Pour cela des échiquiers étaient visibles sur chaque extrémité du
baton. Tous les deux clignotaient de façon continue mais chacun
avait une fréquence de clignotement propre. L’observation d’un
stimulus visuel émis de façon fréquentielle, déclenche un signal
cérébral appelé potentiel visuel évoqué de type “Steady State”.
Ce signal a une fréquence similaire à la fréquence d’émission du
stimulus. Ainsi, l’analyse des EEG permettait d’identifier quel
échiquier le sujet était en train de regarder et ainsi de rétablir
l’équilibre du monstre du côté de cet échiquier.
Dans une seconde étude, Bayliss a mis au point un nouveau
système se servant du signal P300 en EV. Dans son expérience,
les sujets se trouvaient plongés dans un appartement virtuel et de-
vaient activer ou désactiver (ON-OFF) différents objets présents,
tels qu’un interrupteur contrôlant la lumière, une télévision ou en-
core une chaine Hi-Fi [4]. Dans ce but, des sphères de couleur appa-
raissaient aléatoirement au dessus des différents objets. L’utilisateur
devait compter les sphères apparaissant au-dessus de l’objet qu’il
voulait activer. Ce protocole déclenchait chez le sujet un P300 lors
de l’apparition de la sphère. L’identification de ce P300 permettait
alors d’activer/désactiver l’objet en question.
3.4 Discussion
Ces différentes études ont démontré la possibilité de connecter
des BCI à des EV. Elles ont également montré qu’utiliser des BCI
en EV avait plusieurs avantages. D’une part, la RV apporte un sur-
croit de motivation aux utilisateurs de BCI qui leur permet d’ob-
tenir de meilleures performances et d’apprendre plus vite à maitri-
ser leur activité cérébrale. D’autre part les BCI s’avèrent être une
interface prometteuse pour la RV puisqu’elle permet déjà d’effec-
tuer trois des quatre types d’interaction en environnements virtuels
identifiées par Bowman, à savoir naviguer, sélectionner et manipu-
ler des objets virtuels [9]. Le quatrième type d’interaction, c’est-à-
dire le contrôle d’application, n’a pas, pour l’instant, été effectuée
par une BCI en EV. Cependant, contrôler des applications en uti-
lisant des BCI est déjà proposé pour la bureautique par Moore par
exemple [30]. Par conséquent, proposer cette dernière interaction
dans des EV semble être parfaitement réalisable.
Cependant, les BCI ont encore des capacités assez limitées. Par
exemple, le nombre de tâches mentales (ou classes) actuellement
reconnaissables avec un taux d’erreur acceptable dépasse rarement
trois, et est le plus souvent limité à deux. De même, la grande ma-
jorité des BCI actuelles fonctionne en mode synchrone. Concevoir
des BCI multi-classes permettrait d’augmenter le nombre de com-
mandes disponibles et donc d’augmenter la liberté de mouvements.
De la même façon, des BCI asynchrones rendraient l’utilisation de
l’interface plus naturelle et plus confortable [41].
4 LE PROJET OPEN-VIBE
Les travaux présentés dans la suite de cet article (partie 5)
s’inscrivent dans le cadre du projet Open-ViBE. Ce projet est
entièrement consacré à l’utilisation des interfaces cerveau-machine
pour la réalité virtuelle. Cette partie présente donc brièvement le
projet et décrit certains résultats obtenus par le consortium Open-
ViBE.
4.1 Contexte du projet Open-ViBE
Open-ViBE [1] [2] est un projet multipartenaires qui vise à
développer un environnement logiciel open-source proposant de
nouvelles techniques pour obtenir des interfaces cerveau-machine
plus efficaces pour la réalité virtuelle. Open-ViBE est un pro-
jet RNTL (Réseau National des Technologies Logicielles) financé
par l’ANR (Agence National de la Recherche) ayant démarré
à la fin de l’année 2005 pour une durée de trois ans. Le par-
tenariat d’Open-ViBE implique des compétences scientifiques
complémentaires : l’INRIA (réalité virtuelle, génie logiciel), France
Télécom R&D (traitement du signal, interfaces homme-machine),
l’INSERM Unité 280 (neurophysiologie, EEG temps-réel), et
l’AFM (spécifications, évaluations).
Les deux principales innovations technologiques attendues du
projet Open-ViBE concernent :
– des techniques de retour d’information vers l’utilisa-
teur concernant son activité cérébrale basées sur des
représentations en temps-réel et en réalité virtuelle qui consti-
tueront autant de sources d’amélioration pour l’apprentissage
et le contrôle de cette activité
– de nouvelles techniques de traitement et d’identification des
données cérébrales basées sur des expérimentations neuro-
physiologiques qui caractériseront de meilleurs indicateurs
physiologiques.
Le développement de plusieurs démonstrateurs est prévu dans le
cadre d’Open-ViBE afin d’illustrer l’utilisabilité des résultats ob-
tenus. Il s’agira notamment de proposer une interaction ludique
avec un environnement virtuel telle qu’une navigation en RV par
la pensée.
4.2 Premiers résultats du projet Open-ViBE
Parmi les premiers résultats obtenus par le consortium Open-
ViBE, nous pouvons distinguer :
– une technique de visualisation 3D de l’activité cérébrale en
RV [2]
– une technique d’identification de tâches mentales par locali-
sation de sources intra-cérébrales [15]
Dans le premier cas, il s’agit de pouvoir visualiser l’activité
électrique complète du cerveau en RV, en temps-réel et “on-line”,
c’est-à-dire lorsque l’utilisateur est équipé du système d’acquisition
EEG. Les signaux électriques mesurés à la surface du scalp et ac-
quis par la machine EEG sont utilisés pour reconstruire l’activité
électrique en 2394 voxels, dans le volume cérébral [2]. Le logiciel
utilise pour cela la technique de modèle inverse (reconstruction 3D)
et de localisation de sources intracérébrales LORETA (LOw Re-
solution Electromagnetic TomogrAphy) [31]. L’activité électrique
est alors représentée au niveau de chacun des voxels par des objets
graphiques (sphères, cônes, etc) dont la taille, la forme, l’opacité
et/ou la couleur peuvent varier en fonction de l’intensité ou de la
direction de l’activité (voir Figure 2). Des textures 3D peuvent être
ajoutées à la scène 3D pour faciliter la compréhension de l’envi-
ronnement virtuel. La possibilité d’activer la vision stéréoscopique
doit également permettre d’améliorer la perception des profondeurs
et des distances entre les voxels, et de favoriser le sentiment d’im-
mersion et de présence de l’utilisateur.
Dans le deuxième cas, il s’agit d’une technique permettant
d’identifier, dans une BCI, le type d’activité cérébrale effectué par
l’utilisateur, à l’aide du modèle inverse sLORETA [15]. La méthode
sLORETA (standardized LOw Resolution Electromagnetic Tomo-
grAphy) permet de localiser les sources d’activité dans le cerveau
avec une précision supérieure à celle de LORETA [32]. Or, on
sait que chaque région du cerveau correspond à une ou plusieurs
fonctionnalités. Cela signifie que si l’on sait où, dans le volume
cérébral, se trouvent les sources d’activité cérébrale alors on peut
identifier quelle est là tâche mentale effectuée. Cette méthode a
été appliquée pour l’identification d’intention de mouvement d’un
doigt de la main gauche ou de la main droite. Dans ce but, le jeu de
données IV, fournies lors de la “BCI competition 2003” a été uti-
lisé. Cette compétition visait à identifier les meilleurs algorithmes
sur différents jeux de données [7]. Pour ce problème, les régions
cérébrales mises en jeux par ces deux tâches ont été identifiées à
l’aide d’une analyse statistique. La méthode d’identification d’acti-
vité par modèle inverse, couplée à l’utilisation du filtre spatial CSP
(Common Spatial Pattern) et à un classifieur linéaire, s’est alors
révélée aussi efficace que la méthode gagnante sur le jeu de données
IV. En effet, le taux d’identification correcte obtenu était de 84%,
ce qui démontre l’efficacité de la technique.
5 CLASSIFICATION D’EEG PAR SYSTÈME D’INFÉRENCE
FLOU
Dans le cadre du projet Open-ViBE, un de nos objectifs est de
mettre au point des méthodes nouvelles et performantes pour clas-
sifier les données cérébrales et ainsi concevoir des BCI efficaces
et robustes. Jusqu’à présent, les chercheurs de la communauté BCI
ont déjà exploré de nombreux algorithmes de classification [28].
Parmi ceux-ci on peut citer les classifieurs linéaires, les Séparateurs
à Vastes Marges (SVM) ou bien encore les réseaux de neurones
artificiels. Cependant, un type d’algorithme de classification de-
meure très peu utilisé : les classifieurs basés sur la logique floue.
Les Systèmes d’Inférence Flous (SIF), qui appartiennent à cette
catégorie, n’ont jamais été utilisés pour concevoir des BCI. Pour-
tant ceux-ci ont de nombreux avantages. En effet ils sont :
– des approximateurs universels, ce qui veut dire qu’ils peuvent
approximer n’importe quelle fonction [44] ;
– interprétables, c’est-à-dire que l’on peut aisément extraire de
la connaissance de ce qu’ils ont automatiquement appris [12] ;
– extensibles, ce qui signifie que l’on peut facilement leur ajou-
ter de la connaissance a priori [12] ;
– utilisés avec succès dans de nombreux problèmes de recon-
naissance de formes, tels que [11] [3] ;
– adaptés à la classification de signaux biomédicaux [11].
C’est pourquoi l’utilisation de ces algorithmes pour les BCI
semble prometteuse [27].
Cette partie présente l’algorithme de SIF utilisé, puis rapporte
les résultats d’une évaluation menée sur des données EEG corres-
pondant à de l’imagerie motrice.
5.1 Algorithme utilisé
Lors de notre étude, nous avons choisi d’utiliser l’algorithme de
Chiu [12] [13]. En effet cet algorithme a la propriété d’être robuste
au bruit et d’être généralement plus efficace que des réseaux de
neurones, selon son auteur. Comme la plupart des algorithmes de
classification, il requiert au préalable une phase d’apprentissage
(aussi appelée entrainement) visant, ici, à apprendre des règles
floues. Cet apprentissage fonctionne comme suit :
– Classification non supervisée des données d’apprentis-
sage : Un algorithme d’apprentissage non supervisé, appelé
substractive clustering sépare tout d’abord les données de
chaque classe en différents clusters. Cet algorithme a l’avan-
tage d’être robuste au bruit et de déterminer automatiquement
le nombre de clusters et leurs positions. Il requiert cependant
que l’utilisateur précise la taille Ra des clusters.
– Génération initiale de règles floues : Pour chaque cluster
j, appartenant à la classe Cli, une règle “si-alors” floue est
générée :
Si X1 est A j1 et X2 est A j2 et . . .alors la classe est Cli
Où Xk est le k
ieme élément du vecteur de caractéristiques, A jk
est une fonction d’appartenance floue gaussienne, décrivant la
forme du cluster, le long de la kieme dimension :
A jk(Xk) = exp{−
1
2
(
Xk − x jk
σ jk
)2} (1)
où x jk est le k
eme élément du vecteur représentant le centre du
cluster et σ jk est une constante positive, qui est initialement
identique pour tous les A jk.
– Optimisation des règles floues : Enfin, les différents pa-
ramètres des règles, c’est-à-dire les fonctions d’appartenance
floues A jk, sont optimisés grâce à des méthodes de descente
de gradient :
FIG. 2: Visualisation 3D d’activité cérébrale en réalité virtuelle
x jk ⇐ x jk −λ
∂E
∂x jk
et σ jk ⇐ σ jk −λ
∂E
∂σ jk
(2)
où λ est un taux d’apprentissage positif et E une mesure de
l’erreur de classification sur l’ensemble d’apprentissage.
Il a été montré que, dans le but d’augmenter les performances du
classifieur, les fonctions d’appartenance pouvaient être des gaus-
siennes à deux côtés [12], composées d’une région “plateau”,
définie par deux moyennes µg et µd , et des déviations standards, σg
et σd , différentes à gauche et à droite de ce plateau (voir Tableau 1
pour un exemple).
Une fois cette étape d’apprentissage effectuée, le SIF peut clas-
sifier un nouveau vecteur de caractéristiques X = [X1, . . . ,XN ] en
calculant pour chaque règle floue son degré de satisfaction µ(X) :
µ(X) =
N
∏
k=1
A jk(Xk) (3)
La règle qui a le plus haut degré de satisfaction détermine alors
la classe de X.
5.2 Données EEG d’évaluation
Lors de cette étude nous avons travaillé sur les données prove-
nant de l’ensemble IIIb de la dernière “BCI competition”, en 2005
[8]. Cette compétition met à disposition de tous des jeux de données
EEG enregistrées suivant différents protocoles. Chaque ensemble
de données, correspondant à un protocole particulier, est divisé en
deux sous-ensembles : un ensemble d’apprentissage et un ensemble
de test. Dans l’ensemble d’apprentissage, chaque enregistrement de
signaux EEG est étiqueté avec la tâche mentale effectuée lorsqu’il
a été enregistré. Les données de l’ensemble de test sont, quant à
elles, non étiquetées. L’objectif des participants à la compétition
est d’identifier les tâches mentales correspondant aux données de
l’ensemble de test après avoir sélectionné les paramètres optimaux
pour leurs algorithmes à l’aide de l’ensemble d’apprentissage. Le
gagnant de la compétition est celui qui obtient le meilleur taux
de reconnaissance. Les données de cette compétition sont donc
fréquemment utilisées pour évaluer l’efficacité de nouveaux algo-
rithmes.
Le jeu IIIb correspond à des EEG enregistrés lorsque des sujets
devaient imaginer des mouvements de la main gauche ou droite.
Il y avait donc deux classes à identifier. Ces signaux EEG ont été
enregistrés chez 3 sujets, en utilisant seulement deux électrodes bi-
polaires, C3 et C4 [26] [43].
5.3 Extraction de caractéristiques
Afin de pouvoir classifier ces données, il a tout d’abord fallu ex-
traire des caractéristiques de ces signaux. Le nombre d’électrodes
étant trop petit pour pouvoir utiliser l’algorithme de localisation de
sources présenté précédemment (partie 4.2), nous avons opté pour
des puissances de bandes comme caractéristiques. Celles-ci sont
simplement le carré de l’amplitude du signal, préalablement filtré
dans une certaine bande de fréquence. Il fallait donc définir quelles
étaient les bandes de fréquences les plus utiles pour discriminer
les deux classes. Dans ce but, nous avons effectué un test statis-
tique (test-t apparié) comparant les moyennes des caractéristiques
pour les deux classes, pour différentes bandes de fréquences. Nous
avons alors trouvé que les fréquences réactives se situaient dans les
bandes α (8-14 Hz) et β (20-29 Hz). Il faut noter que ces bandes de
fréquences réactives, bien que toujours situées dans les bandes α et
β , étaient différentes pour chaque sujet. Nous avons alors obtenu
le vecteur de caractéristique [C3α ,C3β ,C4α ,C4β ], qui contient la
puissance moyenne du signal dans les bandes α et β , pour chacune
des électrodes C3 et C4.
5.4 Interprétabilité et Extensibilité
Un SIF a été entrainé sur les ensembles d’apprentissage de cha-
cun des 3 sujets, en utilisant les vecteurs de caractéristiques évoqués
précédemment. Il est intéressant de remarquer que pour chaque su-
jet, le classifieur a appris seulement deux règles, c’est-à-dire une
par classe. Les règles obtenues pour le sujet 1 sont visibles dans le
Tableau 1.
L’interprétation de ces règles montre que la puissance dans les
bandes de fréquences α et β , pour l’électrode C3, est plus basse
pour la classe “Droite” que pour la classe “Gauche”. De la même
façon, la puissance dans les mêmes bandes de fréquences, pour
l’électrode C4, est plus élevée pour la classe “Droite” que pour
la classe “Gauche”. Ce phénomène est connu sous le nom de
Désynchronisation Relative à un Evènement (DRE). En effet, il a
été découvert que lorsque l’on imagine un mouvement d’une main,
la puissance diminue dans le cortex moteur situé du côté opposé
à la main imaginée [33]. Aucune connaissance a priori n’a été
utilisée pour la conception de ce classifieur, et pourtant le SIF a
tout de même été capable d’extraire des informations pertinentes
sur les DRE, et de les présenter sous une forme compréhensible.
Cela démontre donc un avantage majeur des SIF : ils sont aisément
interprétables. Dans le domaine des BCI, cet avantage est non
négligeable car il peut permettre d’extraire automatiquement de la
connaissance sur le fonctionnement du cerveau, et ce lors de la mise
au point de BCI.
Enfin, étant donné que les SIF sont un ensemble de règles floues,
on peut imaginer créer des règles à la main et les ajouter ensuite
aux règles déjà existantes. Ces règles “faites-main” peuvent par
exemple représenter une connaissance a priori du domaine, et qui
pourrait servir à augmenter les performances de l’algorithme. Les
SIF sont ainsi extensibles [12].
TAB. 1: Règles floues obtenues pour le sujet 1
Si C3α est et C3β est et C4α est et C4β est
alors la
classe est
Règle 1
 1
 0
 1-0.5
 1
 0
 1-0.5
 1
 0
 1-0.5
 1
 0
 1-0.5
Droite
Règle 2
 1
 0
 1-0.5
 1
 0
 1-0.5
 1
 0
 1-0.5
 1
 0
 1-0.5
Gauche
5.5 Analyse comparative
Nous avons comparé le SIF à d’autres classifieurs très populaires
pour la mise au point de BCI [28], dans le but de savoir si ces algo-
rithmes ont des performances (précision de classification) compa-
tibles avec leur utilisation dans ces interfaces. Les classifieurs qui
ont été utilisés pour la comparaison sont :
– un classifieur linéaire : un Perceptron [16] ;
– un SVM avec noyau gaussien [10] ;
– un Perceptron MultiCouche (PMC), c’est-à-dire un réseau de
neurones artificiels [6].
Ces trois classifieurs ont été implémentés à l’aide de la
bibliothèque C++ d’algorithmes d’apprentissage “Torch” [14].
Concernant l’entrainement de tous les classifieurs, les valeurs op-
timales de leurs hyperparamètres (rayon Ra pour le SIF, paramètre
de régularisation C pour le SVM, etc.) ont été sélectionnées par va-
lidation croisée (10-fold cross validation). Enfin, une fois entrainés,
tous ces classifieurs ont été testés sur les ensembles de tests des
trois sujets. Le tableau 2 résume les taux de classification moyens
obtenus par chacun d’entre eux. Ce tableau montre que le SIF a ob-
TAB. 2: Taux de classification correcte des différents classifieurs
Sujet SIF SVM PMC Perceptron
Sujet 1 86.7% 86.8% 86.6% 84.1%
Sujet 2 74.7% 75.9% 75.5% 71.8%
Sujet 3 75.7% 75.4% 74.6% 72.7%
Moyenne 79% 79.4% 78.9% 76.2%
tenu de meilleurs résultats que le Perceptron, et des résultats simi-
laires au SVM et au PMC, qui sont pourtant des classifieurs réputés
comme les plus efficaces pour les BCI. Les SIF sont donc également
des classifieurs puissants pour la conception de BCI.
5.6 Discussion
Au cours de cette étude nous avons exploré l’utilisation des
systèmes d’inférence flous pour la conception de BCI. Nous les
avons évalués sur des données EEG couramment utilisées, à sa-
voir de l’imagerie motrice. Cette étude a montré que, pour ce type
de données, les systèmes d’inférence flous ont obtenu de meilleurs
résultats qu’un perceptron et des résultats similaires à ceux obtenus
par un SVM ou un PMC. Ces bonnes performaces, ajoutées au fait
que les SIF sont interprétables et extensibles, font d’eux des algo-
rithmes adaptés et intéressants pour les BCI.
6 CONCLUSION
Dans la première partie de cet article, nous avons proposé
un état-de-l’art sur l’utilisation des interfaces cerveau-ordinateur
(aussi appelées Brain-Computer Interfaces (BCI)) en environne-
ment virtuel. De telles interfaces permettent à des individus d’en-
voyer des messages uniquement par le biais de leur activité
cérébrale. Nous avons ainsi vu que les BCI permettent déjà de
naviguer dans des environnements virtuels et de manipuler ou de
sélectionner des objets virtuels.
Dans la deuxième partie, nous avons proposé une méthode, à
base de Systèmes d’Inférence Flous (SIF), permettant d’identifier
les différents types d’activité cérébrale utilisés dans les BCI.
Cette méthode s’est avérée efficace, puisqu’elle a obtenu des taux
de reconnaissance similaires ou meilleurs que les algorithmes
traditionnellement utilisés. De plus, les SIF permettent une
interprétation aisée de la connaissance qu’ils ont automatiquement
apprise. Enfin, ils permettent d’utiliser facilement de la connais-
sance a priori que l’on pourrait avoir sur les différentes tâches
mentales utilisées pour contrôler l’interface. Nous avons donc
montré l’intérêt des SIF pour la classification de données cérébrales
dans les BCI.
Travaux futurs : Nos premiers travaux nous ont permis de
mettre au point les outils nécessaires à l’identification automatique
de tâches mentales dans les BCI. Ceux-ci seront intégrés prochaine-
ment dans l’environnement logiciel Open-ViBE. Nos prochains tra-
vaux vont désormais consister à utiliser ces différents algorithmes
afin de coupler une BCI à des environnements virtuels et de propo-
ser des interactions nouvelles et innovantes. Il s’agira alors d’iden-
tifier les paradigmes d’interaction et les tâches mentales les plus
adaptées et les plus naturelles. Notre objectif au sein d’Open-ViBE
sera de réaliser des environnements virtuels ludiques pouvant être
contrôlés par des personnes handicapées à l’aide d’une BCI.
REMERCIEMENTS
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cielles (RNTL) à travers le projet Open-ViBE.
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