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CHAPTER 1 
INTRODUCTION 
1.1 Scope of Analysis 
The data analysed here was obtained from a survey 
conducted in Canberra in 1977/78 by the Social Psychiatry 
Research Unit (SPRU) of the National Health and Medical 
Research Council. Its main purpose was to investigate 
the effect of life events and aspects of social interaction 
on mental health. As respondents were interviewed over a 
period of one year there was considerable attrition of the 
sample. We examine "causes" of this attrition. 
1.2 Survey Sample 
The sample of 323 people was obtained by systematic 
sampling from the Canberra electoral roll which had been 
recompiled about six months before the first interviews. 
Thus non-citizen residents would not be represented and 
recent arrivals and those who had recently attained the 
voting age of 18 would be under-represented. 311 respondents 
were obtained from a systematic sample of the roll with the 
following rules for substitution: 
1. If the respondent died, no substitute was 
taken. 
2. If the respondent had left the address, but 
members of his household were still resident 
there, no substitute was taken, but the 
elector was interviewed if he was still in 
Canberra. 
(/ 
1 
~1. 
We compare the demographic composition of 
the sam?le with that of the sa~pling population, 
to see whethe r the sar.iple is random . The electoral 
roll lists the sex of electors but not age. We 
use the de~ographic information for persons aged 
18 years and over, resident in the A.C.T., from the 
1976 census. This is a convenient source of 
information , but not altogether satisfactory in 
view of the differences in the populations mentioned 
above, and the difference in time . 
The percentage of females in the census 
population is 49.8 compared with 55.1 in the Sili~ple, 
a difference of 5.3. The standard deviation for the 
percentage of females in a sample of 323 from the 
census population is 2.8. The difference, although 
large, is less than two standard deviations, and so 
no significant bias in the distribution of sex is 
indicated. 
Table 1.1 compares the sample distribution 
of age with that expected from the census population. 
Pearson 's x~ goodness-of-fit statistic is 6.96 
compared with X~. 9 ~ = 11.07. The age distribution 
is therefore not significantly different. Moreover, 
the smaller sample than expected for the category 
18-23 years is consistent with popu lation differences 
mentioned above. 
Table 1.1 : Comparison of sample and 
census population 
Age 18-23 24-28 I 29-34 35-39 40-49 
Sample 50 53 55 50 55 
Expected 56.3 55.2 57.9 35.8 53.2 
50 + 
60 
64.6 
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3. If the elector and all his household had 
left the address, a member of the new 
household was selected at random. 
A survey to examine the incidence of mental illness was 
conducted by the unit a few months earlier and twelve 
respondents who were not available at that time were 
included in the sample. 
It is reasonable to take the sample as a random 
one of Canberra electors. (See fc1c/r1d pri'Je.) 
1.3 Survey Procedure 
Each respondent who remained in the survey was 
interviewed four times, the time between interviews being 
as near as possible to four months. Interviewers were 
required to make up to four calls to contact the household 
and up to three more calls to obtain an interview with the 
respondent. If an interview was not obtained within four 
weeks of contact, no further attempt was made. 
1.4 Content of Interviews 
At each interview a General Health Questionnaire 
(GHQ), which gives a measure of mental health, was completed 
by the respondent, the Interview Schedule for Social 
Interaction (ISSI), from which scores for certain aspects 
of social interaction are derived, was administered, and 
information about recent experiences, in the previous year 
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at the first interview, and since the previous interview 
thereafter, was obtained. The respondent iden~ified 
recent experiences from a list of about seventy aspects 
of domestic, social, financial and work situations and gave 
a description of each, including its duration, time of 
occurrence and effect. At each interview information was 
also obtained on the general health of the respondent and 
his economic, educational and marital status. 
At the first interview, and at one later, details 
of early life, of family and other demographic variables 
were obtained. At three interviews Zung's "Self-rating 
depression scale" was obtained and at the second interview, 
personality scales measuring extroversion and trait 
neuroticism were found. 
The average length of interview was about seventy-
five minutes although some lasted as long as four hours. 
1.5 Outline of Analysis 
Our primary concern is to analyse the relationship 
between response and the demographic, psychological and 
technical variables available. By "technical" we mean those 
which concern the conduct of the survey. 
As a preliminary analysis, we examined contingency 
tables and analysis of variance (for continuous variables) 
of variables by non-response at the next wave and non-response 
at any wave of interviews. 
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To examine the combined effects of variables 
on response at the next wave a probit model was used. 
Probit analysis was used to partially determine the initial 
set of variables in a forward step-wise regression with the 
probit model. The possibility of variables having 
different effects at different waves was studied using 
contingency tables and analysis of variance. For the 
probit model the effect of wave was tested once a final set 
of explanatory variables had been determined by the 
regression procedure. 
Information on the type of non-response - whether 
the respondent refused, had left Canberra or was not 
available - was also obtained by the interviewer. The 
effects on each of these types was considered using step-
wise forward regression on a probit model, with the initial 
set of variables being a set of explanatory variables for 
overall non-response augmented by variables found by 
preliminary analysis of non-respondents, to affect type 
of non-response. 
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CHAPTER 2 
DESCRIPTION OF VARIABLES 
We list the variables encountered in this study, 
. 
giving a brief description of each, and commenting on their 
distribution and on transformations of them where appropriate. 
We divide the variables into the three categories of 
demographic and social, psychological and technical. 
2.1 Demographic and Social Variables 
SEX 
AGE - age last birthday 
MARSTAT - marital status 
This variable has five categories: MARRIED, SINGLE, 
WIDOWED, DIVORCED and SEPARATED. As only 7% of respondents 
were in the last three categories, they were amalgamated to 
a category, BEEN MARRIED to form a new variable, MARSTATGP. 
This eliminated small marginals and cells from contingency 
tables, allowing more definite generalization from them and 
? 
allowing valid use of the asymptotic distribution of the x. -
test for independence. Computation time for the probit 
regression also made it desirable to minimize the number of 
parameters to be estimated. 
The alternative categories were ~ompared when 
used. 
EDUCATION gave the educational level reached by the respondent 
and had the eight levels given in Table 2.1. There we re no 
respondents in the first category and only 7% in the next two. 
As for MARSTAT the first three categories were combined to 
(/ 
1 
~1. 
EDUCATION (X) is not a continuous 
variable but an ordinal variable, the levels j = 1, .. being the rank . Hav ing it appear in 
the regression model as ~ rather than LJ .xix(; 
where Xj is the indicator variable for level j , 
is the simplest way to reftect its ordinal nature, 
even though this does imply that the l evels are 
equally spaced on some scale. 
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give EDUCATIONGP. EDUCATION was also considered as a 
continuous variable, with values the level number, when 
used as an explanatory v ariable in the probit regression. 
( ~~E::. 1qc1r18 pc,~ & ~) 
Table 2.1 : Levels of EDUCATION 
1. NONE 
2 • ATTENDED PRIMARY 
3 • COMPLETED PRIMARY 
4 . ATTENDED SECONDARY 
5. INTERMEDIATE 
6 • MATRICULATION 
7 . ATTENDED TERTIARY 
8 • COMPLETED TERTIARY 
RESPINC - responde nt's gross annual income. 
HHINC - total gross annual income of respondent's household . 
The respondent gave income as falling into one of 
the thirteen ranges given in Table 2.2. To use these 
variables in regression, it was necessary to obtain some 
idea of the average over each interval. Although it is 
reasonable to take the midpoint of the bounded intervals, 
some other method must be used for the range "over 20,000 11 • 
Table 2.2 . Ranges for RESPINC and HHINC . 
(Gross annual income in '000) 
Under 1 
Under 2 
Under 3 
Under 4 
Under 5 
Under 6 
Under 7 
Under 8 
Under 10 
Under 12 
Under 15 
Under 20 
Over 20 
~. 
I 
·~·· 
,:, : 
·t ··. 
:l· 
"' ic·,·' 
r..i.·· • 
....... 
rw:· , 
... , . 
.... 
~' :· ,,~: 
1£;,., 
h' 
•• ... , . 
.... 
... {I· 
~I 
;: 
•· 
{/ 
1 
f(l. l 
t • :,:k[•~~!.~ftllfa?/;~:~:-=t~;'\ I ~~~i'!~.;.!.;+j;; 
It would be more appropriate to fit 
a non-ne gative distribution such as the log-
normal o r gamma to the income variables. 
As a di fferent v alue for t he mean of the 
h ighest i ncome range woul9 have required the 
p robit a n alysis to be don e again, this 
alternative fit was not und e rtaken . 
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For HHINC, a histogram and a plot of the 
cumulative distr ibution function indicated that it would 
be reasonable to fit a normal distribution to the frequencies. 
This was done using maximum likelihood estimation as 
described in Blight (1970) . 
given in Table 2.3. ( Se.e 
The averages obtained are 
-f ac ,·ng pcz ~' e~) 
Table 2 . 3 : Estimated means of income ranges 
('000) 
Range Mean 
< 1 - 1.57 
l - 2 1.52 
2 - 3 2.52 
3 - 4 3.52 
4 - 5 4.52 
5 - 6 5.52 
6 - 7 6.52 
7 - 8 7.51 
8 -10 9.05 
10 -12 11.04 
12 -15 13.55 
15 -20 17.48 
> 20 24.82 
The X,2- goodness-of-fit statistic was 17. 04, which, 
as a rough guide, we can compare with X\ 5 on l O degrees of 
freedom (allowing 2 d.f. for estimating parameters ) of 18.31. 
Thus fitting a normal distribution is a fair approximation. 
The negative value for the range "less than 1,000" needs to 
be ignored. It is reasonable only to take these figures as 
a guide, and so 25,000 was taken as the average for the 
highest range and the midpoints for the others. 
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For RESPINC the distribution appeared decidedly 
non-normal because of its high frequencies in the lower 
ranges. By amalgamating the lower ranges and using the 
above estimation procedure, the effect was to fit part of 
a normal distribution to the upper ranges. Amalgamating 
intervals below 7,000 and 8,000 gave averages for the range 
>-
"greater than 20,000" of 22,900 and 23,220 with;( statistics 
of 20.2 and 10.6 on 4 and 3 d.f. respectively. An average 
of 23,000 for the highest range was taken as a plausible 
guess. 
RESPINC and HHINC were also modified by averaging 
them to give RESPINCAV and HHINCAV. Respondents were asked 
their income and their household's income at each interview, 
but of 1,072 interviews RESPINC was not given in 26 and 
HHINC was not given in 72. When the average of answers 
given was found a value for income was obtained for all 
respondents and a value of household income for all but eight 
respondents, four of whom did not remain in the survey. 
Moreover, it can be argued that income averaged over the year 
is a better measure of economic position and that the cause 
and effect of large fluctuations are likely to be recorded 
in life events under the headings "Work Situation" and 
"Finan '--' ial Situation". 
Changes in income were examined via the correlations 
and regression slope coefficients listed in Tables 2.4 and 
2 . 5. It is seen that RESPINC at different waves is very 
highly correlated while HHINC is less so, though still 
strongly correlated. Although income tended to increase from 
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a wave to later waves, the coefficients, '3 I are less 
than 1. This is so as the lowest category cannot show a 
decrease nor 'the highest an increase. 
Wave 
Wave 
Wave 
Wave 
Wave 
Wave 
Table 2.4 : Correlation coefficient ? 
2 .91 
3 .91 
4 . 9 2 
Wave 1 
and regression coeffici~nt ~ 
of RESPINC at different waves. 
f /3 
Wave 2 .90 
.91 Wave 3 .94 .94 
.92 G95 Wave 4 .95 .97 
Wave 2 Wave 3 1i,\7ave 1 Wave 
Table 2.5 : Correlation coefficient (p) 
and regression coefficient (p) 
of HHINC at different waves. · 
f /3 
2 .76 Wave 2 .78 
3 .73 . 8 2 Wave 3 .76 . 8 5 
4 .71 . 8 2 .84 Wave 4 .7 4 .83 
Wave 1 Wave 2 Wave 3 Wave 1 Wave 
TIMECANB - time in Canberra at first interview. 
TIMESUB - time in suburb at first interview. 
2.2 Psychological Variables 
.96 
2 Wave 
. 8 2 
2 Wave 
3 
3 
GHQ - general health questionnaire. This 30 item questionnaire 
is scored from Oto 30 and is a measure of non-psychotic 
psychiatric morbidity. Duncan-Jones and Tenant (forthcoming) 
relate the GHQ score to the occurrence of an identifiable 
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psychiatric disorder or "caseness". From the logit mode l 
they fit to their data, a GHQ score of 9 or greater gives 
an incidence'of "caseness" of greater than 50%. In wave 1, 
one third of respondents scored O and two thirds scored 
3 or less. 
ZUNG - self-rating depression scale of 20 questions with 
a possible score between O and 100. A high score indicates 
depression. The Zung scale was not administered at wave 2, 
and the scores were averaged so as to obtain a value at each 
wave. There were also 13 interviews of 798 at waves 1, 3 
and 4 at which a ZUNG score was not obtained. The correlation 
structure between ZUNG scores at waves 1, 3 and 4 is given in 
Table 2.6. We see that the correlation between ZUNG scores 
is not particularly strong. However ZUNG and ZUNGAV differ 
little in determining response. Table 2.7 gives contingency 
tables for ZUNG and ZUNGAV at wave 1 by response at wave 2. 
We see that ZUNGAV has more values in the middle range, as 
would be expected from averaging and does not discriminate 
between response and non-response quite as well as ZUNG. 
Although using ZUNG would be preferable, use of ZUNGAV 
should not produce results which differ greatly. 
Table 2.6 . Correlation coefficient (f} . 
and regression coefficient (f ) 
of ZUNG at different waves. 
f ~ '._/ I I 
Wave 3 .58 Wave 3 .63 
Wave 4 .64 .71 Wave 4 .65 .68 
Wave 1 Wave 3 Wave 1 Wave 3 
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Table 2. 7 Contingency tables of ZUNG and 
ZUNGAV at wave 1 by response at wave 2. 
(i) ZUNG 
I 0-1 0 10- 15 15-19 I 19-24 24 -31 31-100 TOTAL 1 I ' r i I 
I i I I 
I l I No Response 5 5 10 I 1 12 8 I 41 I I I 
I 
; 
i l i 
I 
' I I 
' 
! 
I Response 38 51 I 46 ' 56 45 45 j 281 I I I I 
I I I I I I 
! I ! I \ I I 57 53 322 I Total 43 I 56 56 I 57 I 
I 
I I I . I 
)( i.. = 12. 1 on 5 d. f. Sig= .034 
(ii) ZUNGAV 
I 
TOTAL I I 0-10 10-15 15-19 I 19-24 24-31 31-100 
I I I ! 
' 
I I i 
I 
I 
10 I 1 I 12 8 41 No Response 5 5 I i 
I I 
I i I 
' 
' Response 35 53 I 52 52 48 41 I 281 
I 
I 
I 
I I I I I 
I 
I I 
Total 40 I 58 62 i 53 60 49 322 
x).. = 10.6 on 5 d.f. Sig= .061 
AVSI, ADSI, AVAT, ADAT. 
These are variables scored from the ISSI and measure 
AVailability and ADequacy of Socia l !ntegration and ATtachment. 
The ISSI was administered at each wave. The minima, maxima 
and medians are given in Table 2.8. 
Table 2.8 
Minimum 
Maximum 
Median 
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Minima, maxima and median of 
social interaction variables. 
AVSI 
0 
16 
8-9 
ADSI 
2 
17 
15-16 
AVAT 
0 
8 
6-7 
NEVl, NEV2, NEV3 - number of life events. 
ADAT 
0 
12 
10-11 
At each interview the respondent identified from a list 
of 71 types, life experiences which had occurred since the 
last interview, or in the last year, at the first interview. 
Thus for each wave the number of events NEVl, NEV2, NEV3 
experienced in the three preceding four month periods was 
available. The respondent gave the onset and duration of 
each event and scores on ten scales of aspects of its 
distressful impact. 
WEVl, WEV2, WEV3 - weighted life events. 
Each event was assigned an objective score for distressful 
impact by taking a weighted average of the mean of respondent's 
scores for that event and a score assigned to some events by 
Tennant and Andrews (1978). The weight on the mean score 
increased with the number of times an event was reported in 
the survey. 
2.3 Technical Variables 
INTERVIEWER -
Fifteen interviewers were used in the survey. 
Some time after the survey, the staff member of SPRU responsible 
... ·. ,. 
~--····~···1: •+ ·1•6,c,) l -~~: ;' ,\i ~·! t' /i ~.,;•aa,:, :, 
, .. ,. 
~;.' 
~F ·· i ;:: 
$~:::.: 
., 
I/ 
,, 
,., 
.,. 
~
•i::, 
.... 
" f': !.;':_ -, 
~
::.;;: 
1·· 
t·(. 
~~~ ~. 
fit 
~:!.t 
~
/'. 
•·· 
,·;- i f --:, 
I~,~-.". , .. • i; ~· f···· 1.:i!{j 
... ,. 
~!~ 
I!!~~ 
(/ 
1 
~1. 
The criterion was whether she 
expected the interviewe r to cause non - respons e 
in subsequent interviews. She was not aware 
of the response rates fo r the interviewers. 
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for organizing t hem categorized them into "good" and "bad" . 
This gave the variable INTERVIEWERGP. ( Sec: f c.t c 1;1 ~ pc.'je ~) 
LOCINT - location of interview. 
Most interviews were conducted at the respondent's residence 
although the opportunity was given to conduct them at SPRU or 
elsewhere. The distribution of LOCINT is given in Table 2.9. 
Table 2.9 : Distribution of LOCINT 
Residence 
1015 
SPRU 
14 
Other 
51 
LENGTHINT - length of interview. 
Total 
1080 
TIMETOINT - time in weeks from first contact to interview. 
No further attempt to interview was made after eight weeks. 
PROBLEMS - problems with interview. 
These were classified as: 
NONE 
ORAL COMPREHENSION 
READING COMPREHENSION 
REFUSAL TO ANSWER SOME QUESTIONS 
UNCOOPERATIVE 
INTERRUPTIONS 
OTHER 
and also considered as PROBLEMSGP when classified NONE/SOME. 
PRESENT - whether other people were present at the interview. 
Interviewers made every effort to conduct interviews in 
private. Seven interviews were supervised by SPRU staff to 
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monitor interviewing and 72 had other people present. 
PRESENTGP recoded a supervised interview as having no 
other people'present. 
LANGUAGE - difficulties with language classified as 
NONE/SOME. 
RESPONSE - indicates whether the interview took place or not. 
STATUS - indicates whether the interview took place, and 
if not, classifies non-response as: 
REFUSAL 
LEFT CANBERRA 
NOT AVAILABLE 
The classification of STATUS by WAVE is given in Table 2.10. 
We note the marked decrease in the rate of non-response at 
wave 4. 
Table 2.10 Non-response 
Wave Interviewed Refused Left No t I To t al 
' 
Canberra I Available I Non-re sp on se ! I 
' 
1 323 I I 
I 
2 282 19 13 I 9 41 I ! 
3 244 I 19 11 I 8 38 ' i I I I I 4 231 I 6 5 2 I 13 
f 
•. 
Total 44 I 29 19 92 i I 
-
-15-
CHAPTER 3 
PRELIMINARY ANALYSIS 
3.1 Description of Analysis 
Preliminary analysis investigated the effect of 
each variable on response, on type of non-response and, 
for some variables, on the wave of last response. The 
analysis used contingency tables and, for continuous 
variables, analysis of variance as well. Values of 
continuous variables were grouped into sextiles, or close 
to sextiles, to allow analysis by contingency tables. 
This division was sufficiently fine to discern any pattern 
in relationships, but, in general, avoided cells with 
expected counts of less than five which would make dubious 
~'/~ the use of the asymptotic distribution for the,~ statistic. 
We refer to variables which are the same at each 
wave, namely the demographic and social variables (using 
RESPINCAV and HHINCAV as the income variables) and ZUNGAV, 
as fixed variables. For these the effect of their value at 
wave 1 on response at a later wave (i.e. whether the respondent 
remained in the survey at wave 4) was examined and, for non-
respondents, the type of non-response and wave of last response, 
were also considered. For the other variables, where the 
value at one wave would affect most directly response at the 
next wave, we only examined the effect of their value at 
wave 1 on response at wave 2. We refer to these as wave-
dependent variables. For wave-dependent variables, the effect 
of their values at waves 1, 2 and 3 on response and type of 
non-response at the next wave was considered. 
i~-}r;\!;%;,:·1· 
~.;, , 
~_; i i; ,: 
t:.r ~ 
"" n- .. 
~· 
.~:.i 
~;-
i:: ft:·:· 
1;:;, .•.•. 
a\1'"1 ji:r,,. 
i.,.; 
t~:·: 
t;J;_'. 
&:;!\ ... 
!:;··.· 
-~:~ '. , 
ri 
~t:t~ 
1kt !/t 
,:f,, 
,n~;· 
' '?1 i'-1 • \}ih-~ 
,·r~ ~~ 
{1 
1 
~1 
Kendall's T~ is applicable when both 
variables in the contingency table are ordinal . 
Although t h e response variable h as no natural order , 
it is dichotomous and so the arbitrary assignment 
of an order to it does no more than distinguish the 
two values. Thus Kendall's i~ is applicable to 
tables of RESPONSE by a variable, X , if A is ordinal. 
If the rate of response is independent of 
a continuous variable, X , t hen the mean of X for 
responde rs and non-responders is the same. However , 
the converse does not ho ld, and so a test of these 
me ans is not powerful fo r the alternative of dependence. 
If the rate of response increases with X, then the 
mean of X for responde r s is grea te r than for non-
responders, and simi l arly if the rate decreases. Thus 
a test of means is powerful against the alternative 
of a monotone relation between a variable and response 
rate. 
The F-test is used to test equality of the 
means. Although the variables are no t normally 
distributed , the numbers in the sample are sufficiently 
large for the F-statistic to have an F-distribution. 
This is a consequence of the central limit theorem . 
Both Kendall 's C.:. and the F-test detect a 
monotone relation between a variable and the response 
rate. Although the use of ic requi res no distributional 
assumptions, it uses only frequencie s in cells of a 
contingency table. Tc.. is therefore not sensitive to 
effects at large and small values of X, whereas the 
F-test is. The F-test reverses the roles of the 
dependent and independent variables , and hence is not 
entirely appropriate. The probit analysis fin ally 
used places the dependent and independent variables 
in their proper roles. However, the F-test, because 
of its easy applica tion, is useful as an exp l oratory 
tool. 
-16-
L 
The statistics computed were the;( test of 
, 2-
independence, the Yates modified ;,{ for 2x2 tables, and 
for ordered variables, Kendall's cc , using the SPSS 
program CROSSTABS. For continuous variables the 
corresponding analysis of variance was obtained using 
BREAKDOWN in SPSS and the F-test used to compare the means 
of variables for levels of response, type of non-response 
and wave of last response. (See. f ac lr1g- pc,fje~) 
As a summary we list the significance levels of 
the statistics. If the test is significant at a 10 % level 
we give the contingency table and ANOVA; 
at a 5% level we comment on it. 
if it is significant 
3.2 Relation between fixed variables and RESPONSE at wave 4. 
Table 3.1 summarizes the results while Tables 3.2 
and 3.3 give more detail where a relation is significant. 
These are discussed below. 
SEX Men are less likely to respond than women. The 
difference in response rate is marked. Kendall's Le, statistic 
cannot indicate a strong association because the row and 
column proportions differ so greatly. 
HHINC and HHINCAV The response rate increases with 
household income, whether measured at wave 1 or averaged over 
2. 
all waves. The much greater significance of "[,c.. than ;r and 
the sign of Le also indicate that response increases with 
household income. The F-tests also show that household 
income is higher for responders. 2 7l , the proportion of the 
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Table 3.1: SUITl~ary of tests for effect of variable 
at wave 1 on response at wave 4. 
'2.. 
Variable umber I ;.( significance (_~( significance I F significance 
of 
Values 
SEX 2 .074 
AGE 6 ' 00 .14 
MARSTAT 5 .40 
MARSTATGP 3 .20 
EDUCATION 7 ' 00 .60 
EDUCATIONGP / 6 .52 
RESPINC 
RESPINCAV 
HHINC 
HHINCAV 
TIMECANB 
TIMESUB 
ZUNG 
ZUNGAV 
I 5 ' 00 . 7 7 
5 ' 00 . 26 
5 ' 00 .013 
5 ' 00 .012 
6 ' 00 . 53 
7' 00 .28 
6 ' 00 . 13 
6 ' 00 . 15 
*** significant at 1% 
** significant at 5% 
* significant at 10% 
_,_ 
.028 ..1 .... , .. " '' ,, 
.14 .37 
.14 .21 
. 14 
.so .92 
.34 . 86 
• .1 .... 1 .. 
.0021 ;': -;', ;'-: .0060 • .I .. .J ... .I .. '' '' '' '' ' ' 
• ..f .... t. 
.0022 .J ... J .... J .. .0098 ·-Jr:;'-(.;'\ ,, .,, ., ... ,, .... 
.099 ,':;, .28 
.0089 .. , .... , ....... .033 ... ,,. _,_ '' '' "' '' ..... 
. 46 .86 
.38 
Table 3.2: Tables with a significant relation between 
variable at wave 1 and response at wave 4. 
( i) SEX 
MALE FEMALE TOTAL 
No Response 49 43 92 
34% 24% 29 % 
Response 96 135 231 
66% 76 % 71% 
Total 145 178 323 
45 % 55% 100% 
2 
X = 3 .1 8 on 1 d.f. Sig = .074 
~ 
.095 Sig .028 LC= = 
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TABLE 3.2 Cont. 
-
(ii) HHINC 
. 
<$8,000 $ 8,000-/ 
$12,000 
No Response 13 22 
37% I 46% 
Response 22 I 26 
63 % I 54% 
I 
Total 35 I 48 I 
12% 16% 
X 
2 
= 12. 6 on 4 d. f. 
.16 5 
(iii) HHINCAV 
I 
I <$8 ,000 I $ 8,000-
i $12,000 I 
I 
I 
_ o Response I 14 21 I 
I 
I 41% 43% 
I I I 
I I I Response 20 28 
I 
59% 57% 
Total 34 49 
11% 16% 
2. 
X = 12. 9 on 4 d . f. 
.161 
$12,000- $15,000-
$15,000 $20,000 
14 13 
29% 20% 
35 51 
71% I 80% 
49 64 
16% 21 % 
Sig= .013 
Sig= .0021 
>$20,000 
I 
24 
22% 
84 
78% 
108 
35 % 
I $15 ,ooo- I >$20 ,ooo f $12 ,000- i 
I $15,000 $20,000 i 
I 
I 15 12 I 28% i 18% 
I 
38 54 
72% 82% 
53 66 
17% 21 % 
Sig= .012 
Sig= .0022 
I 
I 
I 
I 
26 I ! 
23% 
I 
87 
77% 
113 
36% 
Total I 
I 
86 
28% 
218 
72 % 
I 304 I 
100% I 
I 
Total 
88 
28% I 
I 227 I 72 % I 
315 I j 
100% I 
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TABLE 3 . 2 Cont . 
(iv) TI~1ECANB 
<2 yrs 3 or 4 5-7 
yrs yrs 
No Response 16 14 20 
33% 30% 36% 
Response I 32 ! 33 35 I 
I 67 % I 70% I 64 % 
I 
I 
Total I 48 I 47 I 55 I I 
I 
I 15% I 15% I 17% I 
X,.. = 4 .14 on 5 d . f . 
......... 
.074 L = 
C. 
(v) TIMESUB 
<l yr 1-2 2 yrs 
yrs 
No Response 20 8 15 
39% 26% 37% 
Response 31 23 26 
61 % 74 % 63% 
Total 51 31 41 
16% 10% 13% 
2. 
X = 7 . 52 on 6 d . f. 
Tc= .136 
8-11 12-19 
yrs yrs 
14 13 
23 % 22% 
46 4 ,5 
I 77 % 78% 
I 
I 
60 58 
19% 18% 
Sig = .53 
Sig = .099 
3 yrs 4-6 
yrs 
11 15 
31 % 25 % 
25 44 
69 % 7 5 ~~ 
36 59 
11 % 18% 
Sig= .28 
Sig = .0089 
I 
>20 yrs Total 
15 92 
27 % 29 % 
40 231 
73% I 71 % I 
I 
55 I 323 I 
I 
i 17% I I 
7-11 12+yrs Total 
yrs 
13 10 92 
26 % 18% 29 % 
38 44 231 
74% 82% 71 % 
51 54 323 
16% 17 % 
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Table 3.3: Significant F tests : for relation between 
a variable at wave 1 and response at wave 4. 
Means Overall I I I 2. Variable No I Response Mean I F D.f. I Sig. 7L I Response 
I I l 
HHINC 15,300 I 17,700 17,700 7.67 (1,302) .006 I .025 
HHINCAV 15,200 17,400 16,800 i 6.76 (1,313) .010 .021 I 
I 
TIMECANB 10.2 11.4 1 1 . 1 I 1.16 (1,321) .28 . 0036 
TIMESUB 4.88 6. 70 6. 18 I 4.57 (1,321) .03 3 .014 
I 
I 
sum of squares for income due to RESPONSE is very small. This 
says that RESPONSE is a poor predictor of HHINC or HHINCAV. 
As our concern is to predict RESPONSE from HHINCAV (and the 
l-- • 
other variables) rather than the reverse, the small 'L is of 
little import. In all other analysis of variance, ~~is small 
and a similar comment will apply. 
TIMESUB The response rate increases with time in suburb 
though less markedly than with household income. TIMESUB 
and HHINCAV have a small negative correlation (-.13) which 
suggests that the effects of TIMESUB and HHINCAV on response 
are distinct. 
3.3 Relation between wave-dependent variables at wave 1 
and respoDse at wave 2. 
Only contingency tables were used here. 
are given in Tables 3.4 and 3.5. 
The results 
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Table 3.4: Tests on relation between a variable at 
wave 1 and response at wave 2. 
Variable 
GHQ 
ZUNG 
ZUNGAV 
AVSI 
ADSI 
AVAT 
ADAT 
NEVl 
WEVl 
INTERVIEWER 
INTERVIEWERGP 
LOCINT 
LENGTH INT 
TIMETOINT 
PROBLEMS 
PROBLEMS GP 
PRESENT 
PRESENTGP 
LANGUAGE 
Number 
of Values 
5' co 
6 ' co 
6 ' co 
6 ' co 
7 ' (X) 
5 ' CX) 
7 ' CX) 
7' co 
6' co 
15 
2 
3 
6' co 
4 ' <Xl 
7 
2 
3 
2 
2 
1-x significance 
.37 
.034 
.061 
.28 
.65 
.1 2 
. 72 
.35 
.9 3 
.0 42 
.86 
.20 
.55 
.76 
.20 
.73 
. 097 
.26 
. 17 
.. , ..... t,. 
" " 
., . 
" 
"-LC significance 
. 1 7 
.15 
. 13 
.47 
.30 
.32 
.41 
• 4 6 
.42 
.37 
.25 
.22 
.30 
.072 
.030 
* 
Table 3.5: Tables with a significant relation between 
a variable at wave 1 and response at wave 2. 
(i) ZUNG 
0-10 11-15 16-19 20-24 25-31 32-100 Total 
No Response 5 5 10 1 12 8 41 
12% 9% 18% 2% 21 % 15% 13% 
Response 38 51 46 56 45 45 281 
88% 91 % 82% 98 % 79 % 85 % 87 % 
Total 43 56 56 57 57 53 322 
13% 17% 17% 18% 18% 1 7~~ 
2 
X = 12. 1 on 5 d.f. Sig = .03 4 
l = - .044 Sia = . 15 c.... D 
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Table 3.5 Cont 
(ii) ZUNGAV 
. 
' 
I I ' 
' 0-10 11-15 16-19 20-24 25-31 I 32-100 Total 
I 
No Response 5 5 10 1 12 8 . 41 
12% 9% I 16% 2% 20% I 16% 13% 
I 
Response 35 53 52 52 48 41 I 281 
88% 91 % 84 % 98% 80% I 84 % I 87 % 
' 
I ! Total 40 I 58 I 62 I 53 60 I 49 322 ' i I I I 0 I a 1 a 1 0 1 0 0 I I 12% 7% 15% 9% 18% 9% 
::t 2 . 
, = 10.6 on 5 d.f. Sig = .061 
Sig = .13 
(iii) INTERVIEWER 
1 2 3 4 5 6 ~ 8 I 
I 
No Response 3 3 1 1 2 3 5 : 2 
8% I 11% 8% I 5% 67 % 30% 19% I 67 % I 
! l Response I 36 25 12 20 1 7 22 1 I 
I 92% 89 % I 92% 95% 33% 70% 81% 33% I I I i 
I I I I Total 39 I 28 I 13 21 I 3 
I 
10 27 3 
I 12% I 9% I 4% 7% ! 1% 3% 8% l 1% 
INTERVIEWER (Cont.) 
9 10 11 12 13 14 15 Total 
No Response 1 2 I 6 1 5 3 3 41 
6% 10% I 14% 5% 16% 11 % 15% ! 13% 
I I 
! 
Response 15 18 37 
l 
20 26 25 17 
I 
282 I I 
94 % 90 % I 86 % 95 % 84% 89 % 85% 87% I : I .. 
Total 16 20 I 43 I 21 31 28 20 I 323 I I 
I 5% i 6% I 13% I 7% 10% 9% 6% I 
:{ 
2 
= 24. 3 on 14 d. f. Sig = . 042 
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Table 3.5 Cont 
(iv) PRESENT 
NONE SOME SUPERVISED TOTAL 
No Response 34 5 2 41 ' 
12% 23% 33% 13% 
Response 261 17 4 282 
88% 77% 67 % 87% 
Total 295 22 6 323 
91 % 7% 2% 
2.. 
t = 4.67 on 2 d.f. Sig = .097 
(v) PRESENTGP 
NONE SOME TOTAL 
No Response 36 5 41 
12% 23% 13% 
Response 265 22 323 
88% 77% 87 % 
Total 301 22 323 
93% 7% 
;('- = 1.28 on 1 d.f. Sig = .26 
--.... 
LC= -.027 Sig = .072 
(vi) LANGUAGE 
NONE SOME TOTAL 
No Response 38 3 41 
12% 33% 13% 
Response 276 6 282 
88% 67 % 87 % 
Total 314 9 323 
97 % 3% 
. 2.. 
X = 1.90 on 1 d. f. Sig = . 1 7 
C. = -.023 Sig = .030 C 
~~~ ·: q;;; )!·:~;;;;/•. 
'P£-1:: ·. 
~: L 
/ . ." 
c;:~· .· 
., ... 
'"' ' 
.... 
S/ 
ffi; 
m
t;;. 
:·-
;
1::. 
~. 
! .. · 
,..Y 
to?;· 
~
''i2. 
··_·. 
-:t:, 
' 
' i;-..• 
r ;, 
IL'\'.; {;.,~ !' l 
,f 
.,.;.' 
• ~ - i.. 
"' '<. l;:~~I 
;r:,.t"I i,'. 
l!"*-' 
ii ... \~i;; l •t• 
{ 
/ 
(v, 
1 
For 2x2 tables the X and Ge statistics 
are functions of the same statistic, f,,{>1.2. -p,"J...pi , 
where the P,i are the obs erved cell proportions. 
We have that 
-r (. -= ~ c p,, f"> .J 2 - F, 2 r .J. .J 
and X 2. -= 71 tr,, f ·u - f 12L,..,) 
?11- f 2..- f-r) FT]_ 
Under the null hypothesis of independence p.,f2.2.-f, ,p~, 
is asymptotically distributed as N ( o) p,~ p :i. - PT, f1 i ) 
and so, asymptotically X 2 is equivalent to Le 
The signifi cance level s given for Cc are for a one-
sided test and t~erefore the significance level for 
the corresponding K~ test should be twice that of 
This is the case when the rqw x~ statistic for 
table 3.5 (vi) is considered. However, for 2x2 
tables, the Yate3 modification of x~ is used and so 
this simple relationship no longer holds . 
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INTERVIEWER - There are two interviewers, 5 and 8, each 
with one response from three interviews, and these 
, 
L. 
contribute 13. 7 to the ;( value. However the expected 
counts for these and some other cells are too small for the 
use of the asymptotic distribution to be appropriate. We 
note that INTERVIEWERGP is not significant. 
LANGUAGE - The response rate for respondents with some 
language difficulties is markedly less than for those with 
none. 
2.. -We note that the significance for the Z and Le 
statistics are quite different, even though for a 2x2 table, 
departure from independence must be towards a monotone 
relation between the variables. (See 
3.4 Relation between fixed variables and wave of last 
response (see Tables 3.6, 3.7, 3.8). 
The analysis was applied only to non-respondents 
as otherwise the analysis of section 3.2 on response would 
be confounded with it. 
AGE Young people who drop-out tend to do so after the 
first wave whereas those older drop-out after the later waves. 
The analysis of variance table shows that the mean age of 
non-respondents after the first wave is much less than that 
of non-respondents after later waves. 
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Table 3.6: Tests on relation between variable at wave 1 
and wave of last response . 
2--
'Zc significance signif i c ancel Number ;(. significance F 
of 
Variable 
SEX 
AGE 
MARSTAT 
MARSTATGP 
EDUCATION ! 
I 
EDUCATIONGP : 
RESPINC 
RESPINCAV 
HHINC 
HHINCAV 
TIMECANB 
TIMESUB 
ZUNGAV 
Values 
2 
6 ' CX) 
5 
3 
7 ' CX) 
6 
5 CX) 
' 
5 CX) 
' 
5 CX) 
' 
5 ' CX) 
6 CX) 
' 
7 co 
' 
6 CX) 
' 
.36 .45 
. 12 . 004 
. 36 
.96 
. 18 . 24 
.23 .23 
.68 .3 3 
.48 .29 
.95 . 12 
.93 . 15 
. 21 . 46 
.75 .33 
.068 .,. .16 " 
Table 3. 7 : Tables with a. significant 
between variable at wave 
last response. 
i AGE 
Wave of 18-23 24 -28 29-34 35-39 
Last Response 
1 11 11 3 8 
73% 50% 30% 50% 
2 2 9 6 5 
13% 41 % 60 % 31 % 
3 2 2 1 3 
13% 9% 10% 19% 
Total 15 22 10 16 
16% 24% 11 % 17% 
-· z_ 
:t_ = 15.3 on 10 d . f. Sig = .123 
,....___. 
. 251 Sig . 004 (.. = = (. 
I 
I 
I 
;', ;, ;', 
.014 ... t. .. , • '" ,, 
.65 
.70 
. 7 5 
.38 
.54 
.26 
. 1 7 
.76 
relationship 
1 and wave of 
40-49 I so+ Total 
6 2 41 
46 % 12% 45 % 
5 11 38 
39 % 69 % 41 % 
2 3 13 
15% 19% 14% 
13 16 92 
14% 17% 
~~ : ... ,:r;:;:i r ~;i;l11;:·,~.·-
'-···. 
~ i,. 
~ .... . 
..-
~ '.: 
I'~ ; 
=-,·. I.· . 
II 
- .1 ~ 
... 
~- ·'- . 
~
•;;:, 
... 
r'ih .. ,. ,,.. ... ,. 
I:~,· t~;~~ b .· 5:~! -, 
.. ~· l;;: 
I\:. 
~
~·;'i 
~~t , , ti\: \?t 1 J;:+:, 
•·;h1 
{, 
/ 
) 
flt 
k The X test indicates a significant 
relationship between ZUNGAV and wave of +ast 
response , but as the relationship is not s trongly 
Qonotonic, the G0test is not significant . 
-26-
Table 3. 7 Co nt. 
(ii) ZUNGAV 
0-10 11-15 15-19 19-24 24-31 31-100 Total 
1 5 5 10 1 12 8 I 41 
31 % 36 % 77 % 9% 57 % 50% 45 % 
2 7 8 3 7 7 5 37 
44 % 57% 23% 64% 33 % 31 % 41 % 
3 4 1 0 1. 2 3 13 J 
25% 7% 0% 27 % 10% 19% 14% 
Total 16 14 13 11 21 16 91 
18% 15% 14% 12% 23 % 18% 
X2= 17.3 on 10 d.f. Sig = .06 8 
c= .095 Sig = .16 (.. 
(Se..e -f ac,n§ pcu3 e.) 
Table 3.8: F tests for significant relations between 
a variable at wave 1 and wave of last response . 
Means Overall Variable F D.f. Mean 1 2 3 
AGE 31. 5 40.3 38.8 36.2 4.47 (2,89) 
ZUNGAV 22.2 20.4 21.2 21. 3 .278 : (2,88) 
3.5 Relation between fixed variables and type of 
non-response (see Tables 3.9, 3.10, 3.11). 
Sig 
.014 
.76 
As in Section 3.4 analysis is confined to non-
respondents. 
. , 7l ._ 
.091 
.0063 
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Table 3.9: Tests on relation between a fixed variable 
at wave 1 and type of non-response. 
Variable • Number ;e ·2- significance F significance 
of 
Values 
SEX 2 .069 * 
AGE 6 ' CX) .063 * .072 * 
MARSTAT 5 .001 *** 
MARSTATGP 3 .0001 *** 
EDUCATION 7 ' CX) .30 .14 
EDUCATIONGP 6 .31 
RESPINC 5 ' 00 . 6 6 .67 
RESPINCAV 5 ' 00 . 7 4 .40 
HHINC 5 ' 00 I .71 .74 I HHINCAV 5 ' 00 .73 . 7 8 ! 
TIMECANB 6 ' 00 .004 I *** .0004 *** I 
TIMESUB 7 ' 00 .0 03 I *** I .003 *** I ZUNGAV 6 ' 00 .14 ! .009 *** 
' 
I 
Table 3.10: Tables with a significant relation between 
a fixed variable at wave 1 and type of 
non-response. 
( i) SEX 
Type of I MALE I FEMALE TOTAL I Non-Response I ' 
Refusal 18 26 44 
37% I 60% 48% I 
Left Canberra 18 I 11 29 I I 37% 26 % 31% 
I 
ot Available 13 I 6 19 I 26 % 14% 21 % 
. 
Total 49 43 92 I 53% t 47% 
;( -i.._ = 5 . 3 5 on 2 d . f. Sig - .069 
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Table 3.10 Cont. 
(ii) AGE 
I 
TYPE OF 18-23 24-28 NON-RESPONSE 
Refusal 4 11 
27% 50% 
Left Canberra 7 7 
47 % 32% 
Not Available 4 4 
27% 18% 
Total 15 22 
I 16% 24% 
1.--
x = 17.5 on 10 d.f. 
(iii) MARSTAT 
Married I Single 
Refusal 39 4 
58% 20% 
Left Canberra 16 13 
24% 65% 
I 
Not Available 12 I 3 l 18% 15% 
Total I 67 20 
a 73% a 22% 
:::(2--= 25.5 on 8 d.f. 
(iv) MARSTATGP 
I 
29-34 35-39 40-49 
5 6 9 
50% 38% 69% 
,- 8 0 .J 
50% 50% 0% 
0 2 4 
0% 12% 31% 
10 16 I 13 11 % 17% 14% 
Sig= .063 
I Widowed Divorced I 
1 0 
33% 0% 
0 0 
i 0% 0% 
I 2 1 67% 100% i 
I 3 1 I I a i a I 1% 3% 
Sig= .0013 
Married Single Been Total 
Married 
Refusal 39 4 1 44 
58% 20% 20% 48% 
Left Canberra 16 13 0 29 
24% 65% 0% 31% 
ot Available 12 1 4 19 .J 
18% 15% 80% ! 21% I 
Total 67 20 5 I 92 73% 22% ! 5% I 
= 24.6 on 4 d.f. Sig= . 0001 
I 
50+ I Total 
I 
9 
; 
l 44 
I 
56 % I 48% 
< 
2 29 
I 
13% 31 % 
5 ' 19 l 
31% ! 21% 
16 92 
I 17% 
i --r Separated ! Total 
I 
I 
0 i 44 i 
0% I 48% 
0 I 29 I 0% 31% 
1 19 
100% i 21% 
1 I 92 I 
a 
' 1% 
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Table 3.10 Cont. 
(v) TIMECANB 
Type of 0-2 3-4 5-7 8-11 12-19 20+ Total 
Non-Response yrs yrs yrs yrs yrs yrs 
Refusal ! 3 5 5 I 10 10 11 44 
I 19% 36% 25% I 71% 77 % 74% 48% 
j 
Left I 10 4 8 3 2 2 29 
Canberra 63% 29% 40% 21% 15% 13% 31 % 
Not Available 3 5 7 ! 1 1 2 19 I 
19% 36% 35% I 7% 8% 13% 21 % 
' Total 16 14 20 I 14 13 15 92 17% 15% 22% ! 15% 14% 16% 
I 
' I 
X = 26. 1 on 10 d. f. Sig= .0036 
(vi) TIMESUB 
I 
I 
I I Type of <l <2 2 3 4-6 7-11 12+ Total Non-Response yr yrs yrs yrs yrs yrs yrs 
Refusal 6 1 6 4 7 12 8 44 
30% 13% 40% 36 % 47% 92% I 80% 48% 
Left Canberra 11 4 5 5 2 1 1 29 I 55% 50% 33% 46 % 13% 8% 10% 31 % 
I 
Not Available 3 3 4 2 6 0 1 19 
15% 37% 27% 18% 40% 0% 10% 21 % 
Total 20 8 15 11 15 13 10 92 
22% 9% 16% 12% 16% 14% 11 % I I I I I 
"2..-):__ = 29.6 on 10 d.f. Sig= .0033 
(vii) ZUNGAV 
I 
I I 4 Type of 0-10 10-15 I 15-19 19- 24 24 -31 31 - 100 Non-Response I I I I ~ 
Refusal 4 6 5 I 6 10 I 12 43 I 
25% 43% 38% I 55% 48% I 75 % 47% I 
: 
Left Canberra 5 5 4 5 -, I 3 29 I 
31% 36% 31 % 46% 35% l 19% 32-% 
I 
1 ot Available 7 3 4 0 4 I I 1 19 
44% 21% 31% 0% 19 % I 6% I 21% 
I 
Total 16 14 13 11 21 ! 16 91 I 181~ 15% 14% 12% 23 % 18% I I i 
2.. 
it = 14 .9 on 10 d . f . Sig= .14 
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Table 3.11: F tests for significant relations between 
a fixed variable at wave 1 and type of 
non-response. 
I 
Variable Means Overall F D.f. Sig 
Ref. Left N.A. Mean 
Canb 
AGE 37.9 31. 4 39.7 36.2 2.71 (2,89) .072 
TIMECANB 13.9 6.02 7.84 10.2 8.48 (2,89) .0004 
TIMESUB 6.98 2 .43 3.76 4.88 6.09 I (2,89) .0033 
ZUNGAV 24.8 19.8 16.0 21.3 5.04 j (2,88) .0085 
L 
7l 
.058 
.160 
.120 
.103 
MARSTAT, MARSTATGP The tendency shown is for married people 
to refuse, single people to have left Canberra and for those who 
have been married to be not available. 
TIMECANB, TIMESUB Residents of long-standing tend to 
refuse, recent arrivals to leave Canberra and those with medium 
lengths of residence to be not available. 
ZUNGAV Subjects with high Zung scores are likely to 
refuse while those with low scores tend to be not available. 
The Zung score does not greatly affect the propensity to 
leave Canberra. 
Considering that there were only 19 subjects who 
were not available and 13 who last responded at wave 3, the 
Z-
use of the asymptotic distribution of the;{ statistic would 
be more appropriate and trends in the data more smoothly 
presented, if variables had been categorized with three levels 
for the 3e analyses. Variables which showed no significant 
effect with 6 or 7 levels would most likely show no significant 
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effect if the levels were coalesced to give 3 levels. 
Thus the former number of levels should not result in 
' failure to detect an effect. 
3.6 Relation between wave-dependent variables and 
response at next wave. 
As the wave-dependent variables measure the current 
state of the respondent or aspects of the current interview, 
their effect on response can be expected to be more apparent 
at the next wave than at later waves. Consequently their 
effect on response at the next wave was examined. In 
order to have as many observations as possible in a single 
analysis, particularly to allow examination of type of non-
response, the data from waves 1, 2 and 3 was combined and 
its effect on response at the next wave examined. As in 
Section 3.2 to 3.5 contingency tables and analysis of 
variance were used. 
The distribution of the test statistics may not be 
as given by the standard theory, as the observations in waves 
1, 2 or 3 are not independent, observations on the same 
respondent in different waves being related. Heuristically 
we could regard this dependence as effectively reducing the 
number of observations and hence making the actual size of 
the test greater than the nominal size. For the ;( ""L test of 
independence, however, this discrepancy in size may not be 
very large. Holt, Scott and Ewing (1980) consider data from 
complex survey designs anc show that the size of the test of 
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independence is similar to the nominal size, especially when 
compared with tests of goodness-of-fit and homogeneity. 
Although the nature of clustering and the type of variables 
here are quite different from those of Holt et. al., their 
results indicate that the test of independence could perform 
better than might be first expected. 
The alternative approach, of analysing each wave 
separately, encounters a similar problem of dependence when 
comparisons are made between the results for each wave. 
The grouping of data from different waves implicitly 
assumes that there is no interaction between the effects of 
the variable and of wave on response. This was examined 
for the fixed variables in Section 3.4 and no significant 
L.. 
interaction at the 5% level was found using the X test of 
independence and only one significant interaction found 
,...,__ 
using Kendall's Cc It would have been prudent to examine 
possible interaction for wave-dependent variables via a 
three way table of VARIABLE by WAVE by RESPONSE, although 
the use of tests would encounter the same problem of dependence 
mentioned above. 
We now consider the variables which showed a 
significant effect on response at the 5% level. 
3.12, 3.13, 3.14 give the details. 
Tables 
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Table 3.12: Tests on relation between variable at 
waves 1, 2 and 3 and response at next wave. 
, 
-;( 2-s ignif icance I F significance Variable Number l significance 
of C 
Values I 
I 
GHQ 5' co .7 3 .30 .53 
AVSI 6 ' co . 49 . 073 ·'· . 24 " I 
ADSI 7 ' co . 49 
I 
. 067 ~', . 1 1 I 
AVAT 5 ' 0) . 43 I . 15 I . 2 7 I 
I 
ADAT 7 ' co . 48 i . 039 
.. , ... .,1 ... 
.5 4 " " I 
I 
1EV1 8 ' co .038 
.J .... , .. 
I 
. 20 . 17 " " 
WEVl 6 ' co .99 . 29 .25 I I 
INTERVIEWER 15 . 0009 .J ...... L. .. r ... I ,., " ,., I 
I 
I 
INTERVIEWERGP 2 .74 I . 32 
LOCI T I 3 .60 
I LENGTH INT 6 ' co . 37 . 062 I .,. .34 i " 
I 
TIME TO INT 4 ' co . 18 I . 22 .27 I I I 
PROBLEMS 7 . 0008 ..J .. .. , ... , .. I 
I 
" ,., " I 
PROBLEMS GP 2 . 85 I .38 
PRESENT 3 .08 .,. " 
PRESENTGP 2 . 28 I .096 .J .. I " i 
LANGUAGE 2 . 013 ... , .. .., .. I .0025 .J .. ..J ... .. , ... " " ,-, A A I I 
Table 3 . 13 : Tables with a significant relation between 
variable at waves 1, 2 and 3 and response 
at next wave. 
(i) ADAT 
I 
i I 
1- 4 5,6 7,8 9 10 I 11 12 Total 
I I 
j I ! No Response 13 10 17 9 12 16 15 I 92 I I 15;~ 12% 15% 9% ' 9% 10% 9% I 11% I I 
I I ! Response 74 74 96 92 124 140 157 I 757 I I 85;~ 88% 85% 91 % 91 % I 90;~ 91% 89% 
I I I I I 87 84 113 101 136 I 1 ~ 6 1-7 849 Total I 
1..) I~ 
I 
I I 10~~ 10% 13% 12% I 16% I 18% 20;~ I I 
l.. X = 5.50 on 6 d.f . 
~ Le.= . 0428 Sig = . 039L;. 
I 
l 
I 
I 
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Tab le 3. 13 Cont. 
(ii) NEVl 
•O 1 2 
No Response 11 7 19 
12% 5% 12% 
I 
Response 81 132 I 143 
88% 95% 88% 
Total 92 139 162 I 11% 16% 19% I 
2. 
;( = 14.8 on 7 d.f. 
7 = - . 0202 
(__ 
(iii) INTERVIEWER 
1 2 3 
No Response 9 
\ 
12 5 
7% 12% 8% 
I 
Response 118 I 92 60 I 
93% r ss% 92% 
Total 127 104 65 
I 15% 12% 8% I 
INTERVIEWER (Cont.) 
9 10 11 
I No Response 6 2 6 
8% I 10% I 14% 
Response 71 18 I 37 I 86% I 92% 90% I 
! 
I Total 77 20 I 43 9% 2% I 5% I I 
2... ~ = 36.4 on 14 d.f. 
3 4 5 
15 18 6 
13% 18% 6% 
100181 92 
87% 
115 
14% 
4 
2 
3% 
75 
97% 
77 
9% 
12 
1 
,- % 
) 0 
20 
95% 
21 
2% 
I 82% 94% 
I 
99 98 I 
I 12% 12% 
Sig= .0383 
Sig= .204 
I 
I I 
5 ! 6 I ! 
16 7~ 
l 4 I i 27% I 
I 
I 1 11 
I 33% 7 3~{ I 
' I 
' 3 15 ' l 
.4% 2% ! 
I 
I 
! I 
I 
I 
13 14 ! 
I 
' 13 8 I 
13% 14% I i 
I 88 50 I I 
I I 87% 86% I 
I i 101 58 
I 12% I 7% I I 
6 
4 
7% 
51 
93 % 
55 
7% 
7 
17 
15% 
98 
85% 
115 
14% 
15 
3 
15% 
17 
85% 
20 
2% 
Sig= .000~ 
7+ Total 
12 92 I 14% 11% 
I 
I 77 75 7 
86% 89% I I 
I I 89 8~-9 
I I 10% I 1 I 
I 8 ~ 2 
67% I 
1 
33% 
3 
.4% 
Total I 
92 
11% 
757 ' I 
89% I I I 
! 
849 I 
I 
I 
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Table 3.13 Cont. 
No Response 
Response 
Total 
(iv) LANGUAGE 
• I 
NONE 
85 
10% 
739 
90% 
824 
97% 
X2.= 6.13 on 1 d . f. 
L = -.0202 (._ 
( v) PROBLEMS 
SOME 
7 
28% 
18 
72% 
25 
3% 
TOTAL 
92 
11 % 
757 
l 89 % 
849 
Sig= .0133 
Sig= .0025 
None Oral Reading I Refusal /uncooper- 1 Other 
Comp Comp of some ative i 
No 
Response 65 6 2 
11% 50% 7rr1 lo 
Response 523 6 28 
89% 50% 93% 
Total 588 12 30 
69% 1% 3% 
, 2-z = 22.97 on 6 d.f. 
(vi) AVSI 
I 0-5 6-8 
No Response 15 16 
Response 
Total 
11% 9% 
128 190 
89% 91% 
143 206 
17% 24% 
X 2- = 4 . 4 2 on 5 d. f . 
c'- = -.0352 
I 
I 
I 
I 
I 
' Questions ' 
i 
l ! 
I 
' I 0 I 
0% I I 
I 
4 
100% 
I 4 I I 
.5% I I I I 
9, 10 11 
17 I 14 
10% I 13% 
149 94 
90% 87% 
166 108 
20% 13% 
I 
4 1 
17% 7% 
19 14 
83% 93% 
23 15 
3% 2% 
Sig= .0008 
12 
14 
15% 
80 
85% 
94 
l 11% 
I 
Sig= .49 
Sig= .073 
13+ 
16 
12% 
116 
88% 
132 
16% 
Interr- Total 
uptions 
14 92 
8% 11% 
163 757 
I 92% 89 % 
177 849 
21% 
I 
I 
Total I 
I 
I 
92 I 11% 
757 
89% 
849 
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Table 3. 13 Cont. 
(vii) ADSI 
• 0-8 9-11 12,13 
No Response 11 17 14 
13% 16% 13% 
I 
76 Response 91 94 
87 % 84% l 87 % I 
/ 
Total 87 
! 
108 108 
10% 13% 13% ! j I I 
(viii) LENGTHINT 
0-57 I 58-67 68-75 
No Response 15 15 12 
8% 9% 14% 
Response 175 150 73 
92% 91% 86% 
Total 190 165 85 
22% 19% 10% 
7 
X '- = 5. 40 on 5 d. f . 
7 = -.0374 (_ 
(ix) PRESENT 
None Some 
No Response 81 9 
10% ' 16% I 
Response I 706 I 47 I I 90 % 84% 
Total I 78 56 
I 93% I 7% 
"l.. 
~ = 4.97 4 on 2 d . f. 
14 15 
I 8 10 8% 8% 
! 
I 87 113 
92% I 92% I 
I I 
95 I 123 I I 11 % ' 14% I I 
Sig= .49 
Sig . 066 
76-89 
19 
12% 
146 
88% 
165 
19% 
I 
I 
I 
! 
• 
90-97 1 
15 
16% 
82 
84% 
97 
11% 
Sig= .37 
Sig= .062 
Supervised 
2 
33% 
~ 
67 % 
6 
1% 
16 
17 
10% 
162 
90% 
179 
21% 
98+ 
16 
11% 
131 
89% 
147 
17% 
Sig= .0832 
17 Total 
I 
15 92 
10% 11 % 
134 757 
90 % 89 % I 
j 
149 849 l I 
I 
I 
' 
I 18% I I 
Total 
92 
11% 
757 
89% 
849 
Total 
92 
11 % 
757 
89% 
849 I 
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Table 3 .13 Cont. 
(x) PRESENTGP 
. None 
No Response 83 
11% 
Response 710 
89% 
Total 793 
93% 
"L. 7 = 1.170 on 1 d.f. 
cc= -.0138 
Some 
9 
16% 
47 
84% 
56 
7% 
Total 
92 
11% 
757 
89% 
849 
Sig= .279 
Sig= .0962 
Table 3.14: Significant F tests for relation between 
variable at waves 1, 2 and 3 and response at 
next wave. 
Variable Means Overall F D.f. I Sig No I 
Response Response Mean I 
AVSI 9.42 8.98 9.03 1.36 (1,847) f .24 .0016 
ADSI 13.08 13.66 13.60 2.55 (1,847) . 11 .0080 
ADAT 8.41 9.03 8.96 3.73 (1,847) .054 .0044 
NEVl 3.62 3.23 3.27 1.89 ( 1 , 84 7) .170 .0022 
LENGTH INT 80.3 77.4 77.7 .90 ( 1 , 84 7) .344 .0011 
ADAT The response rate increases with ADAT, but not 
markedly. 
NEVl '.11he only pattern discernible between NEVl and RESPONSE 
is that response is low for medium values of NEVl. 
INTERVIEWER As in Section 3.3, the main cause of 
departure from independence is interviewers 5 and 8. 
PROBLEMS Only two categories of PROBLEMS, ORAL 
COMPREHENSION and UNCOOPERATIVE have low response rates. The 
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cate gory ORAL COMPREHENSION and hav ing difficulty with 
language (SOME for variable LANGUAGE ) are distinct as, i n 
wave 1, of 3,in ORAL COMPREHENSION and 9 in SOME o f 
LANGUAGE there is only 1 in both. 
LANGUAGE The response rate is much lower for those with 
some language difficulties. 
We observe that all variables which show a 
significant effect on response at wave 1 show a significant 
effect at waves 1, 2 and 3. 
3 . 7 Relation between wave-dependent variables and type of 
non-response at next wave. 
As in Section 3.4 we only consider type of non-
response among non-respondents. The detailed results are 
given in Tables 3 . 15 , 3.16 and 3.17. 
Table 3.15: Tests on relation between variable at 
waves 1, 2 and 3 and type of non-response 
at next wave. 
Variable Number of ;(2 signi f icance F significa nce 
Values 
GHQ 5 ' 00 .95 .95 
AVSI 6 ' 00 .2 3 . 71 
ADSI 7 ' 00 .1 8 . 76 
AVAT 5 ' 00 .80 .89 
ADAT 7 ' 00 .30 .35 
EVl 8' 00 . 60 . 040 ;'-; ;': 
WEVl 6 ' 00 . 70 . 1 5 
I TERVIEWER 15 . 040 -k * 
INTERVIEWERGP I 2 .9 2 
LE GTHI T 6 ' 00 .so . 82 
TIMETOI T 4 ' 00 . 3 1 . 14 
PROBLEMS 7 . 45 
PROBLEMS GP 2 . 14 
PRESEJT 3 . 48 
PRESENTGP ') . 26 
LANGUAGE ') . 1 7 ~ 
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Table 3.16: Table with a significant relation between 
a variable at waves 1, 2 and 3 and type 
of non-response at next wave. 
( i) EV l 
Type of 
Non-Response 
Refusal 
Left 
Canberra 
Not 
Available 
Total 
I 
c = c... 
0 1 2 
5 5 9 
46% 71% 47% 
2 1 5 
18% 14% 2E % 
4 1 5 
36% 14% 26 % 
11 7 19 
12% 8% 21 % 
12.12 on 14 d.f. 
.00071 
I 
I 
I 
(ii) INTERVIEWER 
I 
I Type of 1 2 3 Non-Response 
l 
Refusal 2 11 I 4 
22% 92% ! 80% 
I ! Left 6 1 0 
Canberra 67 % 8% 0% 
Not 
I 
1 0 I 1 
Available 11% 0% 20% 
Total 9 12 5 
10% 13% 5% 
INTERVIEWER (Cont. ) 
I Type of 9 10 I 11 Non-Response I I 
I I 
Refusal 3 2 2 
I 50% 1100~ 33% ' I 2 I 1 Left I l I Canberra ; 33% I 0% 17% I I 
Not I 1 l 0 I 3 I Available I 16% i 0% 50% 
C I Total 6 2 6 I . 
i 6% 2% 6% 
X 2.- = 42 . 4 on 28 d. f. 
3 
7 
47% 
4 
27% 
4 
27% 
15 
16% 
! 4 
I 
I 
0 
0% 
0 
0% 
2 
100% 
2 
2% 
12 
0 
-· 0% 
1 
100% 
0 
0% 
1 
I 1% 
4 5 
10 3 
56% 50 % 
6 2 
33% 35% 
2 1 
11% 17% 
18 6 
20% 6% 
Sig= .597 
Sig= .497 
.... 6 :) 
1 1 
50% I 25 % 
I 0 1 0% l 25% 
1 2 
50% 50 % 
2 l 4 
2% l 4% l 
I I 13 14 
I 
I 
I 
I 
I 
5 4 
39% 50% I 
I 6 2 46% 25% 
2 2 
15% 25% 
I 13 8 14% 9% 
Sig= .0395 
6 7+ 
0 7 
0% ~-2% 
3 6 I 75 % 50% 
1 1 l I 25% 8% 
I 
4 12 I 4% I 13% I i 
7 8 
8 0 
47 % 0% 
6 2 
35% I 100% 
3 0 
12% 0% 
I 17 2 19% 2% I I 
I 
15 
I 
Total 
I 1 44 33% 48% I 
1 I 29 
33% I 32% 
1 19 
33% 21% 
3 92 
3% j 
Total ! 
44 
48% 
29 I 
31% 
19 
21% 
92 
I 
! 
l 
I 
I 
I 
! 
I 
I 
I 
I 
I 
Table 3.17: 
Variable 
Ref. 
EVl 3. 7o I 
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F tests for significant relations 
between a variable at waves 1, 2 and 3 
and type of non-response at next wave. 
Means I 
I 
Overall F D.f. Sig 
Left . A. Mean 
Canb 
I I 4 .72 3 . 4 2 3.97 I 1 . 202 i ( 2 , 89 ) . 306 I l I I 1 
NEVl A high score for NEVl is associated with leaving 
Canberra as is seen from Table 3.17, and similarly in 
Table 3 .16 ( i) , the proportion of LEFT CANBERRA is higher 
for larger values of NEVl, while the reverse is true for 
REFUSAL and NOT AVAILABLE. 
INTERVIEWER We only comment on those interviewers with 
sufficient observations (which we take as more than 10) to 
draw some reasonable conclusions. Of these three, 
interviewer 2 is unusual in having 11 REFUSALS from 12 
non-respondents. 
~ 1l ~ 
.026 
I 
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CHAPTER 4 
PROBIT ANALYSIS OF NON-RESPONSE 
4.1 Description of Analysis 
To examine the combined effects of variables 
on RESPONSE a probit model was fitted, i.e. 
Pr (non-response) ( 4 • 1) 
.,.. 
where Lis the cumulative distribution function of the 
standard normal distribution. Categorical variables are 
represented by dummy variables for each category. 
For continuous variables, the model implies that 
response rate is a monotone function of the variable, and 
behaviour other than this would require the use of quadratic 
or higher order terms. In the preliminary analysis, with 
one exception, where a dependence of response rate on a 
variable was found to be significant, the rate was a 
monotone function of the variable. 
NEVl, the relation was not strong. 
For the exception, 
Thus the linear model 
is sufficient. Moreover, the estimation of the model 
entails large computation time, and this made it desirable 
to limit the number of terms used. 
The probit model is preferable to the alternative 
of discriminant analysis as it can treat both continuous 
and categorical variables, it does not assume a normal 
distribution of the variables and fits a probability of 
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response. The last property could be of use in using the 
results to choose a second phase sample. 
The choice of the normal for the cumulative 
distribution is, to some extent, arbitrary, but was used 
for the following reasons. A Tobit model, following those 
described in Muthen (1979), for correcting regression 
estimates for non-response, was contemplated, but not 
implemented and this uses a probit model for non-response. 
Also, a probit model could be fitted using the GENSTAT 
statistical computing package. Examination, but not testing, 
of the normality assumption was performed. 
Maximum likelihood estimates of the coefficients 
in (4.1) were obtained by GENSTAT and the final set of 
explanatory variables obtained by a stepwise regression, 
with a variable being added if its coefficients, or set of 
coefficients for a categorical variable, differed most 
significantly from zero, according to the likelihood ratio 
test. Both ML estimation and the LR test assume that the 
observations are independent, and this is not the case 
when data from waves 1, 2 and 3 is combined, as was pointed 
out in Chapter 3. This problem may be lessened in the 
probit model which we can view in the following fashion. 
If a person, i, has a "response score" Rit, at wave t, such 
that he responds if Rit is greater than zero, and 
where ~ is standard normal, then we have (4.1). tt 
( 4 • 2) 
The 
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,. 
dependence is that the ~ ,c are related for a given i 
and we could consider that 
( 4 • 3) 
I 
where the E. 1..r: are now independent. Hence 
I 
7 K c· -. - .x. ·t- 2 q, - X . + 7J · + ~ . 
· r j <.d vt. lC" 
-.} 
( 4 • 4) 
As more variables are added, the term 1'- · would be absorbed 
thus lessening the dependence between the 
4.2 Univariate Analysis 
The first step in the probit analysis was to 
fit the model (4.1) for each variable singly and compare 
it, via the LR test, with the model 
Pr (non-response) constant ( 4 • 5) 
The variables are the values at waves 1, 2 and 3 and 
response is at the next wave. The results are given i n 
Table 4.1. 
For categorical variables with two levels there 
is only one dummy variable, X, which for SEX is O for MALE, 
1 for FEMALE and for PROBLEMSGP, PRESENTGP and LANGUAGE i s 
0 for NONE and 1 for SOME. For these and continuous 
variables , t he sign of 13 in 
Pr (non-response) - 1 (o<.--t-p X) ( 4 • 6 ) 
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is given. Only the sign is given as comparison of the 
magnitude of (3 would involve comparison of the spread of 
variables as'well. 
~ For a categorical variable with levels 
the model (4.1) becomes 
J - 1' ... 
Pr (non-response at level j) 
with the distribution of non-response rates being multi-
nomial. So the MLE of ~- satisfies 
I c) 
non-response rate at level 0 i (c<.18·) r-o 
and the model gives an exact fit to the data. Thus for 
dichotomous variables, the sign of p must agree with the 
results obtained from contingency tables, e.g. for SEX 
is negative, whence the non-response rate is higher for 
MALE, as is seen from Table 3.2(i). 
We compare the results of the probit analysis 
with those obtained from contingency tables. For fixed 
variables the probit is compared with the effect of the 
variable at wave 1 on response at wave 4 and for wave 
dependent variables with tables for the variable at waves 
1, 2 and 3 by response at the next wave. For continuous 
variables comparison is made with Kendall's Ccstatistic, 
( 4 • 7) 
( 4 • 8) 
as both 'Le and the probit model test for response rates which 
are monotone functions of the variable. For categorical 
2 
variables comparison is made with the X statistic. The 
results for the contingency table analyses are in Tables 3.1 
and 3.12. 
-44-
Table 4 . 1 : Probit analysis of Non-response for 
waves 1, 2, 3. 
Variable N L.R. I D.f. Significance 
of LR 
I 
SEX 849 3.8 1 I . 05 ** I I 
AGE 849 1. 2 1 I . 27 I 
MRSTAT 849 4 . 6 4 I . 30 I I 
MARSTATGP 849 3 . 4 2 .1 8 
EDUCATION 845 5 . 3 6 . 5 
EDUCATION (CONT) 845 1 . 5 1 . 22 
RESPINCAV 849 0.0 1 . 9 
HHINCAV 831 7 . 3 1 . 007 .. , .... , .. ..J.... ,, , .. A 
TIMECANB 849 1.3 1 . 25 
TIME SUB 849 5 . 4 1 . 020 .J ... ..1 .. "' '' 
GHQ 84 8 . 4 1 . 5 
ZUNGAV 847 . 2 1 . 7 
AVSI 849 1 . 3 1 . 25 
ADSI 849 2.4 1 . 12 
AVAT 849 1 . 1 1 .29 
ADAT 849 3.5 1 .06 .,. " 
NEVl 849 1 . 7 1 . 19 
WEVl 849 1 . 2 1 . 3 
INTERVIEWERGP 849 . 2 1 . 7 
LOCINT 849 . 8 2 . 7 
LENGTH INT 849 .9 1 . 3 
TIMETOINT 849 1 . 1 1 . 3 
PROBLEMS 849 15.8 6 . 015 ~ .. , .. ,, ..... 
PROBLEMSGP 849 0 . 0 1 . 9 
PRESENT 849 3 . 8 2 . 15 
PRESENTGP 849 1 . 5 1 . 22 
LANGUAGE 849 5.8 1 . 016 ... , .. .. t. " A 
D . 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
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In general, the figures given for significance 
are higher for the probit analysis than for contingency tables. 
Except for SEX and LANGUAGE, the variables which are significant 
at a 1%, 5 % or 10% level for the probit model are significant 
at that level or better from contingency tables. However, 
SEX and LANGUAGE are dichotomous, and so Leis meaningful. 
Both the probit LR and Le are significant at the 5% level for 
the two variables. Those variables which are significant 
for contingency tables, but not for probit, are significant 
only at the 10 % level. 
For the continuous variables, the difference in 
significance is consistent with the alternate hypothesis for 
the probit test being more specific than for Kendall's 
i.e. data which shows a monotone relation between a variable 
and response rate when aggregated, does not necessarily do so 
in the manner of the probit model. 
For continuous variables with significant effects 
for probit and for contingency tables, the sign of ~ agrees 
with the trends appearing in the contingency tables and the 
means of the variable for respondents and non-respondents. 
e.g. If f is positive, non-response rate increases with the 
variable and the mean for non-responders is highe~ than for 
responders. 
we note that values of Nin Table 4.1 -differ as 
some variables were not measured at every interview. 
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4.3 Choice of Variables for Multivariate Analysis 
As mentioned in Section 4.1, considerable 
computation {s involved in fitting the probit model, and 
this difficulty is increasing when using a step-wise 
regression. Consequently the number of variables used 
in the regression needs to be minimized. This was achieved 
by using only one from pairs of related variables and only 
one of different categorisations of variables. 
Related variables were the pairs RESPINCAV and 
HHINCAV, TIMECANB and TIMESUB, NEVl and WEVl. The one used 
for each pair was that which showed the most significant 
effect in the univariate probit model. 
HHINCAV, TIMESUB and NEVl were used. 
Thus, from Table 4.1, 
Different categorisations were MARSTAT and MARSTATGP, 
PROBLEMS and PROBLEMSGP, PRESENT and PRESENTGP and treating 
EDUCATION as a continuous variable. As the model using 
fewer categories can be obtained from the more complex one 
by applying a linear constraint to the parameters, the LR 
test can be used to compare them. If the simpler variable 
was not significantly different at the 5% level, it was used. 
From the results in Table 4.2, MARSTATGP, EDUCATION (Cont.), 
PROBLEMS and PRESENTGP were used. Except for PRESENTGP, 
these would be the variables chosen by the criterion used for 
related variables. If one member of a pair appeared in the 
final set cf explanatory variables it was swapped with the 
other to see if a better fit was obtained. 
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Table 4.2: Comparison of alternative forms of variables. 
Comparison . L.R . d.f. Sig 
MARSTAT/MARSTATGP 1.2 2 .55 
EDUCATION/EDUCATION (Cont) 3. 8 5 .58 
PROBLEMS/PROBLEMSGP 15.8 5 .0074 
PRESENT/PRESENTGP 2.2 1 .14 
I 
Table 4.3 lists the variables used 1n the step-wise 
regression. 
Table 4.3: Initial set of variables for regression 
for non- response. 
AGE 
SEX 
MARSTATGP 
EDUCATION (Cont) 
HHINCAV 
TIMESUB 
GHQ 
ZUNGAV 
AVSI 
ADSI 
AVAT 
ADAT 
NEVl 
INTERVIEWERGP 
LOCINT 
LENGTH INT 
TIMETOINT 
PROBLEMS 
PRESENTGP 
LANGUAGE 
4.4 Step-wise Regression 
A set of variables which predict response was 
obtained by a step-wise regression using GENSTAT. A variable 
was added if, using the LR test, its addition was the most 
Multicollinearity among the exp lanatory 
variables was examined via the nultiple correlation 
coefficients f:L . ) · • Among the 27 explanatory 
variables (counting sets of dummy variab les for 
categorical variable s) only four had P~·L· . . ; of 
greater than .50, i. e. in aach case the other 26 
variables explained more t han 50% of its variance . 
They are listed be low : 
Variable 
AVP,.T 
ADAT 
SINGLE 
MARRIED 
:.1 f ; (.. C, ) 
.6 87 
.7 09 
.73 5 
.74 9 
Howeve r AVAT and ADAT are highly correlated, having 
f) 1 = . 55 2 as are the levels MARRIED and SINGLE of 
MARSTATGP. Fo r the latter, p~ = .662 and this 
reflects the low incidence (7%) of the third level, 
BEEN MARRIED. When ADAT and MARRIED are removed 
the largest P'J..' lc . "' ) is .430. Thus the multi -
collinearity ' i s due to these two pairs of highly 
correlated variables and h e n ce the aliasing which 
results can be eas ily interpreted. 
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significant. This differs from the GENSTAT command 'BEST'. 
For 'BEST' a variable is added if the mean deviation 
(i.e. - 2 log L/(n-p-1), where n is the number of observations 
and p the number of parameters in the model being tested), 
decreases the most. When comparing variables which involve 
the same number of parameters the two methods are equivalent. 
However, for n as large as in this example, the change in mean 
deviation is almost proportional to the change in deviation, 
which is the LR statistic. Thus 'BEST' effectively chooses 
the variable which gives the largest LR statistic, irrespective 
of the number of degrees of freedom on which it is distributed. 
The method used is clearly preferable for the value of n 
encountered, although for smaller n, consideration of the 
mean deviation would be more effective in allowing for the 
different degrees of freedom. 
To obtain a set of variables to predict non-response, 
a variable was added only if it was significant at the 5 % 
level. To obtain variables to be examined for predicting 
type of non-response, those significant at the 10 % level were 
also included. Thus the regression was continued until a 
variable whose addition was significant at a level of more 
than 10 %, was found. (Se e 
The variable WAVE was treated differently. As seen 
in Table 2.10, the non-response rate is much lower after 
wave 3 than after waves 1 and 2. By using a model wh ich 
does not include WAVE, we would hope to account for this 
difference by reduced levels of the explanatory variables at 
wave 3. To test whether this was so, WAVE was added to the 
set of explanatory variables determined. 
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The results of the step-wise regression are given 
in Table 4.4. The four variables TIMESUB, HHINCAV, AVSI 
and ADAT ar~ determined to be the set which predicts non-
response. The final addition of ADAT is significant at 
the 2% level, much lower than the 5% cut-off value. 
Comments in Section 3.6 about the effect of the dependence 
between data at different waves, suggest that significance 
levels derived on the assumption of independence are lower 
than the true value, and so we can include ADAT in the set of 
explanatory variables with more confidence than if its 
significance had been close to 5%. 
Table 4 . 4: Successive Fits of Probit Model for 
Non- respons e (on 827 points) 
I Coefficients and S.E . 
Variable L . R . , Sig 1 Const TIME- I HHI CAV I AVSI I ADAT 
Added i SUB I (in 'OOO) i i I 
i I I 
! ! I CONSTAJT -1 . 26 I I (. 06) I I I ' I ! I 
l I I I 
8.0 I .005 -1. 11 I - . 028 I I I TIMESUB I I I i I (. 08) ( . 0 ) I ! I l I I I I I I 
l l 
.67 I -. 031 I -.026 I I HHINCAV I 8.6 
I 
.003 - I I I I I I I 
I 
I ( . 1 7) ( . 01) I ( . 00 9) I I 
I I I I 
I I i I I AVSI 6 . 5 I . 01 .99 - . 031 I -.033 .048 - I I I (.22) (.01 ) I (.01) I (. 02) I I ' I 
I ! I 
.68 I -.031 -.033 .058 -.047 ADAT 5.3 .02 - I 
I 
I I I (.26) (.01) (.01) (.02) i c.02) I I I I 
I 
-.032 -.031 .062 I -.043 LANGUAGE 3.0 .08 - .22 I ' (. 36) (. 01) ( .01) I (. 02) (. 02) I I i I 
I 
TIMETOI T I 
I 
2.3 . 1 3 I i I I I 
' 
LANG- I TIME-
UAGE I 
TOINT 
I 
l 
I 
I 
-.57 
c. 32) I 
I 
I 
I 
I 
I 
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To ind icate how well a model predicts non-response, 
the range of fitted values, was divided 
into dectiles, and for each dectile the expected non-response 
rate, i.e. the mean fitted value, computed. A wide range 
of expected rates indicates that the variables discriminate 
well between responders and non-responders. Comparison of 
the expected with the act~al non-response rate shows how 
well the model fits the data. 
From Table 4.5 we see that with the four variables 
fitted, the expected rate is twice the overall rate for the 
last dectile and one third of it for the firste The model 
thus predicts non-response quite well. At the addition of 
AVSI and ADAT the expected rates for the end dectiles change 
by 10% of their value, giving a worthwhile increase in 
prediction. Table 4.6 gives the actual and expected number 
of non-respondents for each dectile for the model with four 
variables. Although a goodness-of-fit test would be 
somewhat inappropriate as the proportions given by the model 
are determined from the data, the agreement between actual 
and expected rates is fair. There is some pattern in the 
discrepancy in that the actual rate is higher than the 
expected for high and low dectiles and less for the central 
ones. Thus a distribution other than the normal in (4.1 ) 
might give a better fit but its use could not be justified 
from a single set of data. 
Table 4.5: Successive Fits of Probit Model for Non-response (on 831 points). 
Expected Expected I Coefficients and S.E. 
Variable I Rate in Rate in Average 
Added . L.R. Sig. First Last Difference I Const. TIME- HHINCAV I AVSI I ADAT I LANG- , TIME- I WAVE l I WAVE 2 
Dectile Dec.tile SUB (in '000) UAGE TOINT 
CONSTANT l I I .106 I .106 I I -1.25 (. 06) 
I 
I 
. 02 I 
I 
I I TIMESUB 5.6 .053 .129 .015 -1 . 131 - . 022 ( . 08) ( . 01) 
HHINCAV I 9.2 I .0021 .043 I .183 I .026 I -. 66 - . 025 -.027 
( . 1 7) ( . 01) (.009) 
AVSI I 6.3 I . 0121 .OJ8 I .203 I .017 I - . 98 -.026 
-.034 G7 
(. 21) (.01) ( .009) ( .02) 
ADAT I 4.4 .04 .034 .223 .017 -.69 -.025 -.034 .056 -.043 
(.25) (.01) (. 009) (. 02) (. 0 2) 
WAVE 9.0 .01 -1. 06 -.032 -.032 .055 -.040 .38 .49 
(.29) ( . 01) (.009) (. 02) (. 02) (.17) ( . 1 7) 
I I I I 
' I .02 I I LAl~G UAGE"k I 5. 1 .031 .242 .013 - . 12 -.028 -.032 .061 -.038 . 70 
(.35) (.01) (.009) (. 02) (. 02) (. 3) 
I . 14 I I I TI METOlNT i 2 . 2 .030 .260 .022 -.20 -.029 -.033 .058 -.036 
. 7 3 I .072 (.36) ( . 01) (.009) (. 02) (. 02) ( . 3) (. 05) 
I 
-
I I I fi 
-·- Add ed t o mod el with th e first 5 terms. " 
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Table 4.6: Goodness-of-fit of model with 4 variables. 
I 
. 1 2 3 4 5 6 7 8 9 10 
umber 84 83 83 83 83 83 83 83 I 83 83 
- - --- -----
-----~ Actual 4 6 5 5 6 6 Non-Response 13 10 14 19 
·--- -------- ----- -
Expected 2.9 4.4 5.6 6.5 7.4 8.6 9.7 11. 2 13.3 i 18.5 Non-Response 
I 
I 
I 
I 
We note that Table 4.4 is based on the 827 points 
for which all the 20 variables initially in the regression 
were measured while Tables 4.5 and 4.6 are based on the 831 
points for which all the variables appearing in the table 
were measured. There are 86 non-respondents among the former 
and 88 among the latter. 
The LR statistics for the addition of each variable 
in Table 4.5 show that, on this set of points, LANGUAGE would 
have been included in the final set of explanatory variables 
and possibly that HHINCAV would have been included first. 
Except for TIMESUB and LANGUAGE the coefficients in Tables 4.4 
and 4.5 agree extremely well, and even the difference for 
TIMESUB and LANGUAGE are less than one standard error. 
However it would not be prudent to include LANGUAGE on this 
basis. 
I 
I 
I 
The above indicates that there may be some differences 
between the total sample and those for whom all variables were 
measured. We should therefore exercise some caution, in 
particular about including ADAT to explain non-response, when 
extending the results to the population. 
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The coefficients in Table 4.4, other than the 
constant term, which is of little interest, are stable when 
extra variables are added, in no case changing by more than 
one standard error. 
The variables TIMESUB and HHINCAV in the final set 
of explanatory variables, appeared in the initial set as 
representatives of pairss They were swapped with the other 
members of the pairs, TIMESUB and RESPINCAV to determine 
whether the latter performed better, as measured by the 
significance of the LR test for adding one of the pair to 
the other of the six variables in Table 4.4. The results 
are given in Table 4.7 and TIMESUB and HHINCAV are retained 
as explanatory variables. 
Table 4.7: Swapping variables in explanatory set. 
Added to HHINCAV , AVSI, ADAT, LANGUAGE, TIMETOINT L.R. Sig. 
TIMESUB 11. 2 .0008 
TIMECANB 4.6 .03 
Added to TIMESUB, AVSI, ADAT, LANGUAGE, TIME TO INT 
HHINCAV 1 1 . 1 .0009 
INCAV .8 . 4 
The addition of WAVE to the final set of variables 
is highly significant, showing that a change in the 
distribution of variables at wave 3 is not sufficient to 
explain .the lower non-response rate at wave 4. The 
coefficients of TIMESUB, HHINCAV, AVSI and ADAT change very 
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little on the addition of WAVE. 
effect on response is unchanged. 
Thus the nature of their 
With regard to the order in which variables were 
added to the regression, we note that TIMESUB was added 
first but that it is not the most significant variable in 
Table 4.1. This discrepancy occurs because Table 4.4 is 
based on those points for which all variables are measured 
while Table 4.1 is based on the number of points on which 
individual variables are measured. From Table 4.8 we see 
that there is little correlation among the six variables in 
Table 4.4 and SEX. Thus the difference in the number of 
points for the regressions would most likely explain why SEX 
is significant at the 5% level when considered individually, 
but is not among the variables selected in the multivariate 
analysis. We note that PROBLEMS would have been included 
in the final set after AVSI if the GENSTAT command 'BEST ' 
had been used. 
Table 4.8: Correlation coefficients of variables in 
Table 4.4 and SEX 
SEX (MALE) 
HHI CAV . 12 
TLfESUB -. 05 - .1 4 
AVSI . 1 7 . 3 1 . 02 
ADAT - . 12 .OS .10 . 21 
TIMETOI T . 04 .OS . 03 . 06 -.004 
LANGUAGE ( 'Q_TE) -. 01 . 13 -. 04 . 13 . 11 .06 
SEX(M) HHLTCA\1 TI1'1ESUB AVSI ADAT TIMETOL T 
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4.5 ~pe of non-response 
Explanatory variables for the three types of 
non-response, REFUSAL, LEFT CANBERRA and NOT AVAILABLE, were 
determined for each type by applying the step-wise regression 
described in Section 4.4 to an initial set which consisted of 
the six variables in Table 4.4, which best predict non-
response, and the variables which, in Sections 3.5 and 3.7, 
had shown a significant relation, at the 5% level, with type 
of non-response. Amongst the latter was the variable 
MARSTATGP, the three levels of which, MARRIED, SINGLE and 
BEEN MARRIED, showed a strong correspondence with the types 
of non-response, REFUSAL, LEFT CANBERRA and NOT AVAILABLE, 
respectively. Consequently the dummies for the three levels 
were used explicitly. 
given in Table 4.9. 
The variables in the initial set are 
Table 4.9: Initial ~et of variables for 
regression for type of non-response. 
TIMESUB 
HHINCAV 
AVSI 
ADAT 
LANGUAGE 
TIMETOINT 
NEVl 
ZUNGAV 
MARRIED 
SINGLE · 
BEEN MARRIED 
From Table 3.lO(iv) it is seen that there are none 
in the category BEEN MARRIED who have LEFT CANBERRA. So the 
fit for the probit model would require 
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0 - rate of LEF'I' CANBERRA among BEEN MARRIED 
( 4 • 9) 
which has no solution for finite q and r~ Thus BEEN 
MARRIED was excluded from the initial set of explanatory 
variables for LEFT CANBERRA. 
Table 4.10: Successive fits of probit model 
for REFUSAL. 
i I 
I Coefficients 
I Variable TIME- HHINCAV 
added I L.R. Sig. Const TOINT (in I 000) 
i 
CONSTANT I -1. 66 
I (.07) 
TIME TO INT 4.8 .03 -1.91 . 12 
(. 13) (.05) 
HHINCAV 4.3 .04 - .155 .13 -.023 
(.22) (. 05) (.011) 
AVSI 3.5 .06 -1. 85 . 12 -.029 
I I (. 28) (.05) (.012) 
I 
AVSI 
.045 
(.025) 
Table 4.11: Successive fits of probit model for 
LEFT CANBERRA. 
Coefficients and S.E. 
I 
I 
I 
I 
Variable TIME- HHINCAV 
added L.R. I Sig. Const SUB SINGLE NEVl (in '000) 
CO STANT I -1.83 
I (.08) 
I I 
' I TIMESUB 14.1 .00017 -1. 52 -.076 I 
I I ( . 12) (.028) I 
' 
I I I 
I 
I I SINGLE 9.7 .0018 -1. 71 -.065 I .62 I (. 14) (.025) I ( . 19) I I t I i 
I l ... , -;"~ 
EV 1 I 5.0 . 025 -1.98 -.061 .5 6 . 068 I ( . 1 9 ) ( . 0 25) (. 20) I ( . 030) I I 
' I 
-.02-.+ HHI CAV 8 -1. 59 -. 064 . 59 . 072 3 . 1 . 0 
c.28) I c .0 26) c.20) I c . o3o) ( . 014) 
; 
I 
I 
I 
I 
i 
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Table 4.12: Successive fits of probit model for 
NOT AVAILABLE. 
I 
Coefficients 
' Variable BEEN HHINCAV 
Added L.R. Sig Const ZUNGAV MARRIED (in '000 ) 
CONSTANT 
-2. 00 
(. 10) 
ZUNGAV 5. 1 .024 -1.54 -.024 
(.2 3) (.012) 
BEEN MARRIED 7.0 .008 -1. 53 -.030 .82 
(. 23) I (.012) (. 29) I I 
I I 
HHINCAV 3.0 .08 - .95 I -.035 .64 -.030 
I 
I (. 40) I (.012) (.30) (.016) 
The results of the analysis are given in Tables 
4.10, 4.11 and 4.12. We see that TIMETOINT and HHINCAV 
predict REFUSAL; TIMESUB, SINGLE and NEVl predict LEFT 
CANBERRA and ZUNGAV and BEEN MARRIED predict NOT A'\7AILABLE. 
A large value of TIMETOINT would often mean that 
arrangements with the interviewer had not been adhered to 
and so TIMETOINT seems a plausible indicator of REFUSAL. 
A small TIMESUB or being SINGLE also seem reasonable 
indication of the likelihood to leave Canberra. However, 
there seems little reason why a low ZUNGAV (i.e. little 
depression) or having BEEN MARRIED, should increase the 
probability of being NOT AVAILABLE. 
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We see that of the first two predictors of non-
response, TIMESUB is the first term for LEFT CANBERRA, 
while HHINCAV makes a small contribution to each type of 
non-response. The coefficients of HHINCAV are similar 
to its coefficients in the analysis of non-response 
(Table 4.4) while that of TIMETOINT and TIMESUB are markedly 
greater. The form of the effects of explanatory variables, 
as indicated by the signs of their coefficients, is 
consistent with the form with the previous analyses in 
Chapter 3 and Section 4.2 . 
Ct-1AP1E:A 5" 
SUM.."1A~Y OF FESULTS 
The :our v ariables fo u nd to predict 
non-response are , i n o rde r of i mpor tance, TIMESUB, 
the respondent ' s length o f re sidence in hi s suburb, 
HHINCAV , the hou s eho ld income , AVSI, the 
availabili t y of s ocia l integration and ADAT , the 
adequacy o f attachme nt in social relationships. 
The rate o f non- r esponse d ecreased as TI MESUB, 
HHINCAV and A.DAT i ncreased, bu t i nc reased wi th 
increasing AVSI . The rate of n o n-re spon s e also 
declined for the l a ter wave s and t h is was not 
explained by decre as e in a verage lev els of the 
predictor variables. 
Predictors f or t he thr ee t ypes of non-
response, REFUSAL , LEFT CAi~BERJ<A and NOT AVA.ILABLE, 
were al s o found. Ani.ong the p redictors of non-
response, HHIKCAV predicted REFU SAL and TI MESUB 
predicted LEF~ CA..NBE R.__~. Among all variables, 
RE?USAL depenced (in order ) o n, TI METOINT, the time 
from contact to interview, and HHI NCAV; LEFT 
C~..NBERRA on TIM3SUB, whether the respondent was 
SINGLE or not, an d the number, NEV, of life events 
i n t h e preceding four months , while NOT AVAILABLE 
depended o n ZUNGAV, a score for depression and 
wh e t her t he r e s pondent had BEEN MARRIED·. The rate 
of t h e t ype o~ non-respon s e increased with increasing 
TIMETOINT, NEV and if the r e spondent had BEEN MF-_RRIED 
or was SINGLE and decreased with HHINCAV, TIMESUB 
and ZUNGAV . 
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APPEPDIX : Glossary of Variables 
ADAT 
ADSI 
AVAT 
AVSI 
BEEN MARRIED 
EDUCATION 
EDUCATIONGP 
GHQ 
HHINC 
HHINCAV 
INTERVIEWER 
INTERVIEWERGP 
LANGUAGE 
LEFT CANBERRA 
LENGTH INT 
LOCINT 
MARRIED 
MARSTAT 
MARSTATGP 
NEV1-NEV3 
• 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
adequacy of social attach. ent 
~dequacy of social integration 
availability of social attachment 
availability of social integration 
widowed, divorced or separated -
level of MARSTATGP 
level of education graded 1 to 8 
EDUCATION with levels 1 to 3 combined 
score on general (mental) health 
questionnaire 
total gross annual household income 
HHINC averaged over interviews 
which one of 15 interviewers used 
INTERVIEWER recoded as "good" or 
II bad II 
: problems with language classified 
as NONE/SOME 
: no interview as respondent had left 
Canberra - level of STATUS 
: length of interview 
: location of interview (residence, 
research unit and other) 
· level of MARSTAT and MARSTATGP 
: marital status with 5 levels -
MARRIED, SINGLE, WIDOWED, DIVORCED 
and SEPARATED. 
: MAR.STAT with WIDOWED, DIVORCED and 
SEPARATED combined to BEEN MARRIED 
: numbers of life events in four month 
periods beginning 4, 8 and 12 months 
before interview 
NOT AVAILABLE 
PRESENT 
PRESENTGP 
PROBLEMS 
PROBLEMS GP 
REFUSAL 
RESP INC 
RESPINCAV 
RESPONSE 
SINGLE 
STATUS 
TIMECANB 
TIMESUB 
TIMETOINT 
WAVE 
WEV1-WEV3 
ZUNG 
ZUNGAV 
• 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
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no interview as respondent was not 
available - level of STATUS 
whether other people were present 
Gr interview was supervised 
PRESENT wi th supervised interview 
recoded as no others present 
problems with interview - 7 levels 
PROBLEMS recoded as NONE/SOME 
respondent refused interview -
level of STATUS 
respondent's gross annual income 
RESPINC averaged over interviews 
whether interview was obtained or not 
level of MARSTAT and MARSTATGP 
: whether interview was obtained with 
three types of non- response -
REFU s~_L, LEFT Cl\_.NBE RRP.. and NOT 
AVAILABLE 
: length of residence in Canberra 
: length of residence in suburb 
: time from first contact to interview 
: wave of interview - 1 to 4 
: weighted number of life events in 
4 month periods beginning 4, 8 and 
12 months before interview 
: Zung self-rating depression score 
: ZUNG averaged over interviews 
where measured . 
