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Abstract 
Because of the current trend of integration and interoperability of industrial systems, their size and complexity continue to 
grow making it more difficult to analyze, to understand and to solve the problems that happen in their organizations. 
Continuous improvement methodologies are powerful tools in order to understand and to solve problems, to control the 
effects of changes and finally to capitalize knowledge about changes and improvements. These tools involve suitably 
represent knowledge relating to the concerned system. Consequently, Knowledge Management (KM) is an increasingly 
important source of competitive advantage for organizations. Particularly, the capitalization and sharing of knowledge 
resulting from experience feedback are elements which play an essential role in the continuous improvement of industrial 
activities. In this paper, the contribution deals with semantic interoperability and relates to the structuring and the 
formalization of an Experience Feedback (EF) process aiming at transforming information or understanding gained by 
experience into explicit knowledge. The reuse of such knowledge has proved to have significant impact on achieving the 
missions of companies. However, the means of describing the knowledge objects of an experience generally remain informal. 
Based on an experience feedback process model and conceptual graphs, this paper takes domain ontology as a framework for 
the clarification of explicit knowledge and know-how, the aim of which is to get lessons learned descriptions that are 
significant, correct and applicable.  
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1. Introduction 
Because of the current trend of integration and 
interoperability of industrial systems, their size and 
complexity continue to grow making it more difficult 
to analyze, to understand and to solve the problems 
that happen in their organizations. Classical 
hierarchical and stable organizations are 
progressively replaced by distributed, networked and 
unstable ones, implying deep changes. Organizations 
have to adapt to this distributed and often ephemeral 
context. So, continuous improvement methodologies 
developed since many years in enterprises are still 
topical questions. They are powerful tools in order to 
understand problems, to solve them, to control the 
effects of changes and finally, to capitalize explicit 
knowledge about changes and improvements. These 
tools require to suitably represent knowledge relating 
to the concerned system, its environment, its 
missions and the situations in which this system 
evolves [1]. 
However, the ongoing distributed nature of 
enterprises leads to new requirements concerning 
interoperability (enterprises have to co-operate in 
order to reach global objectives - see section 1.2). 
On the other hand, continuous improvement and 
problem solving methodologies have to be adapted 
to these new configurations.  
Considering this context, the new requirements about 
continuous improvement and enterprise 
interoperability are successively described in the 
following sections 1.1 and 1.2.  
1.1. Continuous improvement requirements 
Continuous improvement constitutes a major aspect 
of the family of standards ISO 9000 maintained by 
ISO (International Organization for 
Standardization). It focuses on improving customer 
satisfaction through continuous and incremental 
improvements to products, services and processes. In 
order to meet requirements implied by continuous 
improvement, one key point is to optimize the 
problem solving process. This process is started 
when a negative event (i.e. with a negative impact on 
the client or on the organization) occurs. It aims at 
analyzing and solving the current problem then to 
avoid its reemergence. 
Several methods have been set up in order to 
organize the problem solving processes. One of the 
most widely used is the plan-do-check-act (PDCA) 
cycle, also known as Deming Cycle. Several other 
frameworks are commonly used such as 8 
Disciplines (8D) also called TOPS (Team-Oriented 
Problem Solving), Six Sigma DMAIC (Define, 
Measure, Analyze, Improve and Control), 7-step, 
etc.  
The main actions in these processes are: 
- to form a problem resolution team, 
- to describe and evaluate the event criticality, 
- to analyze the event, to search for root causes and 
to validate the analysis, 
- to propose a solution to the problem and apply it 
(curative solution), 
- to suggest actions to avoid another occurrence of 
the problem (lessons learned, preventive 
solution)  
The proposed EF frame is a generic representation of 
industrial problem solving methods where five main 
information slots can be distinguished: event, 
context, analysis, solution and lessons learned. 
Figure 1 shows the structure of the main problem 
solving processes and a mapping between the 
corresponding activities and the information slots 
that compose an experience. This mapping enables 
to put the emphasis on the links between problem 
solving processes in industrial organizations and 
experience feedback capitalization. It can be 
considered as a high-level guideline for practical 

























































Fig. 1: Mapping between “Problem solving processes” and the proposed experience model 
1.2. Interoperability 
Many companies are getting away from tight 
application-to-application interfaces as well as 
traditional enterprise application integration because 
of the too monolithic resulting systems [2]. These 
approaches are more and more replaced by service 
oriented, loosely coupled, message-based, and 
asynchronous techniques within networked 
organizations. The main characteristics of these 
organisations are: “virtuality” (enterprises are 
gathered for ephemeral co-operation in order to 
respond to market challenges); distributed control; 
inter-organizational business processes (business 
processes cross the entire organization); various 
supply chains, shared information and knowledge. In 
this context, enterprise interoperability is a key 
factor. IEEE [3] defines interoperability as “the 
ability of two or more systems or components to 
exchange information and to use the information that 
has been exchanged”. 
Let us explain the links between interoperability and 
Experience Feedback developed in this work. 
Because of integration and interoperability 
requirements in industrial systems, the size and 
complexity of problems continue to grow. To be able 
to analyze, to understand and to solve the technical 
problems turn into a challenge. The quantity of 
information to model, to process, to store, to 
exchange and to analyze becomes more and more 
important.  
- Let us consider a centralized industrial system 
without interoperability requirements. In such a 
system, the benefits of carrying out an EF process 
(see section 1.1) are usually well known and many 
enterprises have implemented it (at least partially in 
maintenance and quality services for instance – See 
examples of industrial applications in [4], [5]). In 
this situation, the most important is to have models 
based on ontology as well as problem solving 
processes as proposed in this article.  
- Let us consider now a networked (or distributed) 
organization with strong interoperability 
requirements. The quantity of information becomes 
very important and applications are usually 
distributed. The occurrence of a technical problem at 
a node of the networked organization and its 
resolution generate information. This information 
has to be transformed into explicit knowledge in 
order to be reused by other entities when similar 
problems will arise in the future. Rather than solving 
the problem locally using problem solving 
techniques, this paper proposes an EF process that 
enables not only to solve problems and to capitalize 
knowledge, but also to share knowledge with the 
entire organisation. The proposed methodology is 
based on the idea that a better interoperability can be 
reached if different actors have guidelines for 
knowledge capitalization and exploitation using a 
common ontology. Analysis and solutions carried 
out can be reused each time a similar problem is 
detected. The interoperability for which the 
proposed EF process contributes is a semantic one. It 
concerns the ability to understand the content of 
exchanged messages by senders as well as by 
receivers [6]. Each of them must understand the 
knowledge capitalized by the others.  
Therefore, the proposed EF process participates to 
the reduction of the complexity induced by the 
interoperability requirements. The corollary is that 
carrying out an EF process participates to the 
integration and then, favours a better interoperability 
because the system will be aided to share 
information and knowledge. 
It is important to notice that this paper does not 
focus on “how to reach interoperability within an 
organization”. It provides tools and methodological 
considerations aiming at supporting interoperability 
of networked organisations. The two following 
hypothesis are assumed:  
i) To be able to capitalize and to share knowledge 
about problem solving participates to integration and 
to interoperability because this knowledge can be 
distributed among further actors or entities; 
ii) Several distributed manufacturing units gathered 
with a common goal of performance can better 
interoperate if they are able to deploy a wide 
continuous improvement methodology using a 
predefined framework based on a common ontology 
of the domain and a common ontology of experience 
feedback. 
The paper is structured as follows. Section 2 exposes 
the state of the art concerning Knowledge 
Management and Experience Feedback approaches. 
Some comparisons between common architectures 
like KADS/CommonKADS and the Experience 
Feedback ones are discussed. In section 3, the 
proposed experience feedback framework is 
presented. Section 4 explains how the vocabulary is 
structured defining an ontology. The definition of 
ontology and its importance in this work concerning 
interoperability and problem solving are described as 
well as the justification of the conceptual graphs 
paradigm as processing support for ontology. 
Section 5 describes the proposed experience 
feedback process. Knowledge formalization within it 
is described in Section 6. An illustrative example is 
exposed in section 7. Finally, section 8 concludes 
and discusses future challenges. 
  
2. State of the art 
Knowledge management (KM) may refer [7] to the 
ways organizations gather, manage, and use the 
knowledge that they acquire. The term also 
designates an approach to improving organizational 
outcomes and organizational learning by introducing 
into an organization a range of specific processes 
and practices for identifying and capturing 
knowledge, know-how, expertise and other 
intellectual capital, and for making such knowledge 
assets available for transfer and reuse across the 
organization [8]. Generally, the two major 
challenges in a knowledge management process of 
an organization are the capitalization and the 
exploitation [9]. The former, knowledge 
capitalization is the process which allows reusing, in 
a relevant way, a given domain knowledge 
previously stored and modeled, in order to perform 
new tasks [10]. The latter, knowledge exploitation, is 
the dissemination of knowledge to serve current 
practice and to train future practitioners. 
Particularly, Experience Feedback (EF) approach 
[11] is a knowledge management initiative which 
objective is to convey experiential knowledge or 
lessons learned applicable to an operational, tactical, 
or strategic level such that, when reused, this 
knowledge positively impacts on the results of the 
organization. Enterprises turn towards Experience 
Feedback processes to avoid reproducing past 
mistakes and to benefit from all the knowledge and 
the know-how used and produced within them. 
Experience feedback models are typically tied to 
specific organizational objectives and are intended to 
lead to the achievement of specific targeted results. 
In the literature, different approaches can be found: 
experiential learning [12], lessons learned systems 
[13], experience feedback loop [14]. There are two 
main limitations of these models: first, an imprecise 
description of the vocabulary related to knowledge 
models and second, a lack of formal tools allowing 
rigorous models analysis. 
Section 2.1 exposes how EF is in line with 
Knowledge Based Systems, section 2.2 introduces 
languages and modeling for problem solving with 
the needed requirements and section 2.3 shows why 
conceptual graphs are a relevant paradigm to express 
and process experiences. 
2.1. Experience Feedback versus Knowledge 
Based Systems 
Differences with usual KM methodologies like 
CommonKADS [15] are interesting to consider in 
order to better understanding EF. CommonKADS 
was actually made from previous KBS 
methodologies, especially KADS (Knowledge 
Acquisition and Design Structuring). Indeed, it is 
often considered as a standard of KBS methodology. 
Its process consists in capturing and writing down 
the knowledge people are using to do a specific task. 
It actually regards the construction of a KBS as a 
modeling process. Once a kind of application is 
selected, a series of models are developed, which 
gradually transform real-world requirements and 
expertise into a system implementation. The main 
drawbacks of such approaches are: 
- the high level of abstraction of models makes 
them difficult to be adopted, 
- the time and human resources consumptions are 
important [16], 
- the intervention of a knowledge engineer whose 
role is to help the experts to describe their 
knowledge is required, 
- the extracted knowledge is weakly 
contextualized, 
- the knowledge maintenance and update require 
regular knowledge acquisition sessions. 
 
EF is another way to manage knowledge. It is a 
bottom-up approach, where knowledge is built 
gradually from useful cases. Generic knowledge can 
be extracted but above all, EF is a way to ensure 
partial knowledge preservation. Actually, given the 
classical hierarchy Data, Information, Knowledge, 
experience is halfway between information and 
explicit knowledge (knowledge that is formalized). 
The gradual transformation is done in three steps. 
First the event and its context are described 
(Information level) then analysis and solution are 
capitalized (Experience Level). The Knowledge 
level is reached when lessons learned, procedures, 
invariants, rules… are inferred from past 
experiences.  
To summarize, one major EF advantage resides in 
the contextualization of knowledge which makes it 
useful for practical needs. Since information and 
fragments of knowledge are captured as they arise, it 
requires less manpower and time, and the experience 
base is gradually updated.  
EF consists in capitalizing a particular problem 
resolution process which will be used again partially 
or totally whereas KADS capitalizes the generic 
knowledge necessary to solve a problem through 
models of expertise. Actually, the main objective of 
KADS is more general than solving an experience 
feedback problem. 
 
One major interesting aspect taken from KADS in 
the EF framework realization approach is the 
formalization degree and the unambiguous 
modeling. Actually, there are industrial applications 
[17] [18] of EF consisting in the capitalization of 
event, context, analysis and solution but they do not 
have enough structuring capabilities and often 
remain only descriptive. Each container is described 
with free text, picture or video. It allows for instance 
to create experience booklets and, whereas it is a 
very good approach in order to give explanations, it 
becomes difficult when it comes to knowledge 
extraction and reuse. This is why the outlined EF 
approach insists in the formalization, the data 
structuring in order to be able to computerize the EF 
process and better extract knowledge. 
2.2. Languages and modeling for problem 
solving 
Knowledge-based systems generally include a 
complex knowledge base and an inference engine 
which uses this knowledge to solve a given problem. 
Languages for knowledge-based systems have to 
cover both aspects with means to describe 
knowledge about the domain and knowledge about 
how to use this domain knowledge in order to 
achieve the task assigned to the system [19]. There 
are several formal languages and modeling 
paradigms developed to support knowledge- based 
systems (KBSs), with three traditions:  
- formal specification languages have spawned 
many purpose specification languages: 
operational languages (e.g. Prolog), algebraic 
specification techniques (e.g. TFL [20]) or 
model-based approaches (like B [21] and 
DESIRE [22]) which describe a system in terms 
of states and operations working on these states. 
- reactive system modeling (e.g Statecharts [23]) 
that offers a framework in which changes 
between (complex) states can be specified.  
- formal conceptual modeling (like Troll [24] and 
Conceptual Graphs [25]) which is concerned 
with capturing real-world knowledge and focuses 
on modeling domain entities, activities or agents 
(ontological knowledge) used to make assertions. 
 
In accordance with the requirements presented by 
Baader in [26], the presented work is based upon 
Knowledge Representation languages which have 
the following characteristics: 
- they have a declarative semantic: the knowledge 
represented should be defined independently to 
the programs processing the knowledge base. 
- they are logically founded: the correctness of an 
inference mechanism should be defined relatively 
to logics, and more specifically to logical 
deduction. 
- they support knowledge structuration: a 
Knowledge Representation language should 
provide a way to structure knowledge, such as 
the differentiation between ontological and 
assertional knowledge. Another aspect of 
knowledge structuring is that semantically related 
pieces of information should be gathered 
together. Hence, it is possible to really report as 
much as possible experiences and solution(s). 
  
With respect to these requirements, the proposed 
work is concerned with formal conceptual modeling 
approach because it provides means to understand 
the application domain (modeling schemes capture 
key experiences concepts), hence it is possible to 
build models of humans’ knowledge/beliefs about 
the world. Furthermore, formal conceptual modeling 
approach typically uses first order predicate logic as 
the underlying formalism and makes use of 
abstraction and refinement as structuring primitives. 
Particularly, for these reasons conceptual graphs are 
helpful in the context of experience feedback. 
Besides, on the basis of several criteria (expressive 
power, reusability, formal precision) of a method for 
language comparison given in [27], the ontology 
with conceptual graphs approach undertaken in this 
paper appears very interesting for problem solving. 
Indeed, the properties (e.g. formal semantics, 
separation of knowledge types and possible 
translations into other languages) of conceptual 
graphs make them suitable for modeling and 
specifying experiences feedback processes in which 
reasoning plays an essential role. 
 
The main requirements for the experience modeling 
are: to enable a structured conceptual modeling and 
to support search to facilitate reuse. With respect to 
these requirements, two major approaches were 
studied: Case Based Reasoning and Conceptual 
Graphs. Conceptual Graphs were selected mainly 
because of their ability to include in a consistent 
framework modeling and search operations. 
2.3. Conceptual graphs to express and process 
experiences 
To provide efficiency and integration, EF processes 
must rely on solid theoretical foundations requiring 
an appropriate representation language, with clear 
and well-defined semantics. This enables the explicit 
and non-ambiguous modeling of relevant knowledge. 
The representation language must give means to 
rigorously represent the used vocabulary, to analyze 
the models or to reason about them directly [15].  
Taking this into account, the suggested solution to 
the quality problem of EF representation relies on 
the utilization of a formal representation. EF can be 
carried out at operational level by several 
techniques. There are usual formalisms like the 
combination of frame or object oriented language 
with CBR (Case Based Reasoning) techniques or 
conceptual graphs for the representation of ontology 
and projection operation for the inference. Whereas 
both are quite similar in terms of computational 
objectives, the choice of Conceptual Graph (CG) 
was made because the integration of ontology is a 
basic feature of CG and therefore it constitutes an 
homogeneous formalism for interoperability 
requirements. Hence by the native ontology 
integration, a better interoperability is expected (see 
section 4 for details). 
 
As a preliminary short definition, a conceptual graph 
[25] is a directed, finite, connected graph consisting 
of concepts and conceptual relations. Concepts and 
relations represent declarative knowledge. 
Procedural knowledge can be attached through graph 
operations. An essential point is that Conceptual 
Graphs support different representation formats 
(graphical representation, internal Prolog 
representation or first order predicate calculus). 
Accordingly, for editing and manipulation of a 
knowledge base of Conceptual Graphs, the user can 
choose the most preferable format or can combine 
the advantages of two different formats [28]. 
Conceptual graphs language, with its clear and well-
defined semantics, can be helpful in both the 
definition of an adequate experience feedback 
representation and the development of techniques for 
the formal analysis of knowledge models. In addition 
to these advantages, a hypothesis can be made: 
conceptual graphs have an intuitive structure that can 
be understood easily. This paradigm is described in 
detail in section 6. 
The idea of this paper is to take formal domain 
ontology as a foundation for the clarification of 
knowledge and know-how. Formal domain ontology 
provides a precise and consensual description of the 
basic terminology and concepts related to knowledge 
capture and codification. With this formal domain 
ontology, people are better prepared to enhance 
knowledge sharing, which in turn fosters 
organizational learning and enriches innovation [29].  
3. Proposed approach for experience feedback 
The implementation of an experience feedback 
process relies on the development of a knowledge 
management framework. Generally, the task of a 
knowledge management framework is to capture and 
manage explicit and tacit knowledge of an 
organization in order to facilitate the access, sharing, 
and reuse of that information [30]. Knowledge 
management must be guided by a strategic vision to 
fulfill its primary organizational objectives: 
improving knowledge sharing and cooperative work 
inside the organization; disseminating best practices; 
preserving past knowledge of the company for reuse; 
improving the quality of projects and innovations; 
anticipating the evolution of the external 
environment; preparing for unexpected events and 
managing urgency and crisis situations [31]. 
In practice, a knowledge management framework 
can be materialized in various manners. A first 
solution consists in gathering and organizing a set of 
numerical documents by possibly associating it with 
information retrieval tools (for example, Documents 
Management Software). The advantage of this 
approach is its simplicity of implementation and thus 
its low cost. Its major drawback is its lack of 
clarification, which leads to difficulties in knowledge 
appropriation which, hidden in the documents, must 
be exhumed during the consultations. As a simple 
example, consider a company’s employee database. 
Much explicit information can be retrieved about 
specific attributes of employees, but there is plenty 
of knowledge which remains implicit; for example, 
the technical or strategic knowledge used everyday 
inside the company. On the other hand, a second 
solution consists of capturing knowledge 
requirements in organizations through conceptual 
modeling which will be the heart of the Knowledge 
Management [15]. The disadvantage from this point 
of view is the generated cost: computational 
modeling is a heavy component in each problem. Its 
advantage is to allow the clarification and the 
structuring of knowledge and know-how, which 
facilitates at the same time the diffusion, the 
evolution and the relevance of knowledge. 
In this work, the second point of view is advocated 
by considering that a framework of experience 
feedback should rely on the conceptualization of 
domain vocabulary and relevant knowledge relating 
to the activities of an organization. The objective is 
to explicitly represent experiential knowledge in an 
organization, while allowing its access and re-use by 
the organization members for their tasks. For doing 
this, conceptual graphs are used. They enable the 
users to visualize and understand the details of 
knowledge modeling. 
 
Experience Feedback processes (capitalization and 
reuse of past solutions) can be analyzed from a 
KADS/CommonKADS perspective. In 
CommonKADS three layers or levels of knowledge 
are considered: 
- the domain layer consists of the enumeration of 
concepts and their relationships. This level, often 
called ontology, materializes the domain knowledge; 
- the inference layer can be seen as a library of 
problem solving methods and processes described in 
a declarative manner; 
- the task layer provides a procedural interpretation 
of the inference layer.  
More recently, a similar perspective was used to 
structure the Unified Problem-solving Methods 
Language (UPML) [32]. In UPML, three major 
component types are defined: task, domain model 
and problem solving method (PSM). Moreover, 
several bridges enable connections between 
components, an ontology being at the core of the 
framework to define a terminology and its 
properties. 
For EF, the Domain layer consists of the domain 
ontology (domain knowledge) enriched by the 
ontology describing the experience feedback 
framework. The Inference layer consists of 
mechanisms aiming at capitalizing, retrieving and 
reusing experiences. Several techniques are explored 
for the search (based on similarity, adaptability) and 
for the adaptation phase (transformational, 
generative, compositional, hierarchical as explained 
in [11] – chapter 8). In this paper the projection 
operation of conceptual graph formalism [33] is used 
as a common technique for the search and the 
adaptation phase (see section 6 for details). Finally, 
the Task Layer consists of the actual process of 
experience feedback. Capitalization and Exploitation 
are the two main sub-processes. Capitalization is 
based on the industrial problem solving method as 
introduced in section 1.2. Each step is a 
capitalization sub-process (event description, context 
description, analysis and solution determination). 
Exploitation is based on the following sub-processes: 
retrieval, adaptation and generalization. These steps 
are the core techniques that support the EF problem 
solving cycle and have been inspired by the case-
based reasoning cycle [34] [35]. Although CBR can 
be considered as very close to EF, it is originally not 
regarded as an organizational model for experience 
reuse, but mainly as a cognitive model and a 
technical architecture (see [11] – chapter 2). 
The approach is structured in two steps: firstly, 
during knowledge capitalization, there is a formal 
modeling of knowledge, rules or heuristic associated 
to positive and negative events; afterward, there is 
the use of conceptual graphs operations founded on 
computing techniques to support the appropriation 
and the dissemination of capitalized knowledge. 
The activities through which the assessment of this 
approach has been carried out are the following (see 
figure 2): 
• Domain representation: the domain ontology 
of the target enterprise or organization is 
formalized. This formalization is in itself a 
conceptual and terminological clarification 
activity during which more or less vague 
concepts must be brought to an expression 
devoid of any ambiguity. The ontology layer 
supports the evolution of vocabularies as it can 
define relations between the different concepts 
and expresses a community's consensus 
knowledge about a domain. 
• Capitalization: capitalization involves all the 
activities making it possible to add new 
information into the Experience Feedback Base. 
These activities are organized for the creation of 
knowledge that will be the most effective in 
supporting the improvement of quality products 
and services delivered by the system. This 
knowledge describes fundamental facts and 
rules coming from the experience feedback and 
is generally issued by a pluridisciplinary 
committee. 
• Knowledge Formalization: the knowledge 
analysis requires the translation of cases or 
lessons learned of the previous phase into a 
formal specification expressed in conceptual 
graphs formalism. Based on the formal 
reasoning of conceptual graphs, the analysis 
techniques should allow for the determination of 
consistency (no contradictions) and correctness 
(objectives are satisfied) of experiential 
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Fig. 2: Proposed Methodology for experience feedback process 
4. Structuring the vocabulary with ontology 
An experience feedback system is a knowledge base 
containing a set of experiential elements 
(characterizing knowledge resulting from the 
analysis of the events). The main problem thus 
consists in the organization of these elements in 
order to be able to enrich them and use them easily. 
These experiential elements could effectively be 
used only if the different actors share a common 
understanding of domain vocabulary. Consequently, 
it is necessary to structure the appropriate 
vocabulary which will be used to describe each 
experiential element. 
Traditionally, the characterization of experiential 
terms is limited to simple taxonomies that lack 
constructs needed by analyst to reason over an 
instance representative of domain knowledge. 
Ontologies provide [36] powerful constructs with the 
ability to share a common understanding of 
experience thus enabling people to better reason 
over and analyze experiences. 
4.1. Definition of Ontology 
In philosophy, ontology is the study of the nature of 
Being and the essence of things. In the early 1990s 
computer scientists, particularly those in Artificial 
Intelligence, gave to the term a new, but related, 
meaning. It is possible to find in the literature several 
definitions of ontology. The most quoted one is 
proposed by Gruber [37]: an ontology is a formal, 
explicit specification of a shared conceptualization. 
This definition identifies four main concepts 
involved: an abstract model of a phenomenon termed 
“conceptualization”, a precise mathematical 
description hints the word “formal”, the precision of 
concepts and their relationships clearly defined are 
expressed by the term “explicit”, and the existence 
of an agreement between ontology users is hinted by 
the term “shared” [38]. 
Some essential aspects of ontologies are: 
- they are used to describe a model of a specific 
domain, 
- their concepts and relations are unambiguously 
and formally defined by axioms and definitions 
stated in a formal language, such as logic or 
some computer-oriented notation (e.g. conceptual 
graphs) that can be translated to logic, 
- there is a mechanism to organize the concepts by 
means of relationships, which might be 
hierarchical or non-hierarchical, 
- there is an agreement between users of an 
ontology in such a way that the meaning of the 
concepts is used consistently by all of them. 
Intuitively, a conceptualization can be considered as 
given by a set of features constraining the structure 
of a piece of reality, which an agent uses in order to 
isolate and organize relevant objects and relevant 
relations [39]. A set of formal constraints, expressed 
in a suitable formal language, can therefore be used 
to (partially) characterize a conceptualization. An 
ontology is a rigorous representation of concepts and 
their allowed interactions, with the purpose of 
providing an explicit framework in which to 
elaborate the experience feedback modeling.  
4.2. Roles and Uses of Ontology 
Scientific ontologies are being developed and used 
in disciplines ranging from biology and medicine 
[40] to enterprise modeling [41] and knowledge 
management [42]. The role of ontologies as 
facilitators of knowledge management is being 
praised stronger than more today, especially since 
when an important place was attributed to them 
inside the vision of Semantic Web [43]. Indeed, 
knowledge management as well as e-business [44] or 
enterprise application integration [45] [46] are seen 
as the areas where the use of ontologies and other 
Semantic Web technologies will strongly contribute 
to the creation of pragmatic vocabulary allowing 
computers and/or humans to co-operate in sharing 
information and in solving problems. 
Three main roles are devoted to ontologies in 
general: 
• Communication (humans and organizations): 
In order to meaningfully share the information, 
an ontology provides a common understanding 
to reduce or eliminate conceptual and 
terminological confusion. Such an 
understanding can help in achieving better 
communication between people and 
organizations. Indeed, all ontology users agree 
on the meaning of involved concepts and their 
relationships represented in the model of a 
domain. Moreover, the ontologies are used in 
the communication with other (external) 
systems, such as, e.g. user interfaces or other 
(knowledge) systems in a distributed system 
[47]. Interfaces of a knowledge system can 
make use of ontologies to direct users in their 
responses by explaining reasoning behavior in 
terms of its ontology [48]. In information 
retrieval applications, ontologies serve to 
disambiguate user queries, to elaborate 
taxonomies of terms or thesaurus in order to 
enhance the quality of retrieved results [49] 
[50]. 
• Interoperability (machines and systems): 
interoperability among systems or machines 
[51] is achieved by translating between different 
models, paradigms, languages and software 
tools. The shared understanding of domain 
ontology is the basis for a formal encoding of 
the important entities, attributes, processes and 
their inter-relationships in the domain of 
interest. For instance, ontologies are relevant to 
provide semantic definitions on concepts and 
constructs, so they allow the semantic matching 
or mediation that achieves interoperability 
between enterprise models/tools [52]. The 
usefulness of ontologies in agent based systems 
can be pointed out as they enable knowledge 
interoperation. For example, Orgun and Vu 
propose an ontology-based multi-agent system 
that provides a framework for interoperability in 
heterogeneous medical information systems 
[53].  
• Reasoning and Problem Solving: The basic 
role of ontology in this case is to represent the 
knowledge of the domain in order to be able to 
achieve reasoning, that is to say, to represent 
problems and generate solutions for these 
problems. This use is found in many expert 
systems (problem solvers) and decision support 
systems [54] [55] [56]. In using ontologies for 
this role, secondary goals are the creation of 
knowledge bases that are reusable, efficient, 
explainable, modular, etc. [57]. Indeed, the early 
use of ontologies in Artificial Intelligence 
research aimed at improving knowledge 
engineering by tackling these roles by creating 
“well structured” knowledge bases that would 
not only solve the problem at hand but be more 
maintainable, easier to extend, etc. In this sense, 
ontologies are a convenient engineering tool 
[58]. This role of ontologies implies the use of 
an inference engine that is used to achieve 
specific goals. 
The main paradigms of languages currently used to 
represent ontologies are conceptual graphs [25], 
description logics [59] and frame logics (a deductive 
and object-oriented formalism [60]). These main 
paradigms are complemented by RDF (Resource 
Description Framework) [61] and its evolution, the 
OWL (Web Ontology Language) [62] mainly 
applied in connection with the “Semantic Web” 
scheme.  
Frame logics are powerful in reasoning about and 
representing knowledge, but the flexible higher-
order syntax may lead to problems of stratification 
[63]. Description logics have been a successful 
attempt to combine well-defined logical semantics 
with efficient reasoning, but they suffer the problem 
of explaining specialization. Furthermore, 
conceptual graphs can be easily translated into the 
terminology of some other approaches in knowledge 
engineering, such as RDF [64], [65]. 
4.3. Relevance of conceptual graphs for 
experience feedback ontology formalization 
In this work, ontology is represented in the 
conceptual graph formalism and used as a tool to 
support knowledge capitalization and reuse. 
Considering the three main roles of ontologies 
described above (communication, interoperability, 
reasoning and problem solving) a mapping can be 
done, describing how conceptual graphs are 
appropriate to the ontology role and, furthermore, to 
the addressed problematic. 
From a communication viewpoint, two essential 
properties are seen in the conceptual graph 
formalism. The components of the knowledge base, 
simple graphs, are easily understandable by an end-
user (a knowledge engineer, or even an expert). The 
graphical representation, the mapping to natural 
language [66], and the explanation mechanism help 
in expressing and understanding knowledge, which 
is beneficial for users to construct and manipulate 
knowledge. And reasoning mechanisms are easily 
understandable too (at least if the graphs are 
reasonably small), for two reasons: graph operations 
(join, projection, see section 6.3 for details) enable 
the end-user to follow reasoning step by step and the 
same language is used at interface and computing 
levels [67]. 
From an interoperability viewpoint, the existence 
of a standard (such as CoGXML) when the graphs 
themselves are exchanged facilitates the connection 
of different knowledge systems that are able to 
encode or decode conceptual graphs. Some 
researchers (for example [68]) suggested using 
conceptual graphs as a pivot language to allow the 
automatic translation of knowledge structures 
between different knowledge representation 
formalisms. Moreover, conceptual graph ontology 
provides semantic definitions on concepts and 
constructs that are important in order to match 
semantic interoperability [52]. This advantage has 
shown a practical usefulness to support the 
cooperative work in a network organization [69]. 
From a reasoning and problem solving viewpoint, 
conceptual graphs are provided with a logical 
semantics [25]. General problems associated with 
both kinds of conceptual graph based reasoning are 
NP-hard [70]. However, some polynomial cases [71] 
obtained by restricting the structure of the graphs are 
used in real-world knowledge. On the other hand, 
considering graphs instead of logical formulas gives 
another viewpoint (for instance, some notions like 
path, cycle or neighborhood are natural on graphs) 
and provides other algorithmic ideas [72]. 
Conceptual graph formalism provides both a 
controlled vocabulary of artifacts in the real world, 
captures the relations between them, and supports 
various reasoning mechanisms. This vocabulary is 
used to construct a formal knowledge representation 
of Experience Feedback cases (the experiences) and 
lessons learned, then to make some interesting 
reasoning tasks as explained in the continuation. 
5. Modeling of Experience Feedback Process 
5.1. Definition 
Among many proposed definitions for "Experience 
Feedback", the one given in [5], [17], similar to the 
definition of "Lessons learned" given in [18], has 
been adopted. 
Experience Feedback is a process of knowledge 
capitalization and exploitation mainly aimed at 
transforming understanding gained by experience 
into knowledge. 
A lesson learned from experience must be 
significant in that it has a real or assumed impact on 
operations; valid in that it is factually and 
technically correct; and applicable in that it 
identifies a specific design, process, or decision that 
reduces or eliminates potential failures and mishaps, 
or reinforces a positive result. 
In this paper, only the experience feedback 
capitalization with the aim to capitalize the results of 
the experiential knowledge and to learn from it is 
studied. 
5.2. Experience Feedback Capitalization 
Representation 
The capitalization stage of Experience Feedback 
(EF) process seeks to capture experiential element 
available in the organization (including project 
experiences, problem-solving expertise, and design 
rationale). The motivations is to exploit the 
experience acquired from past projects and to keep 
some lessons from past to avoid reproduction of 
some mistakes. 
The input of the EF process is the occurrence of an 
unexpected (or “expected” – see section 6.2 – 
Definition of support) situation (an event) during the 
life cycle of a product, device or process in the 
organization. This study only concerns expected 
events. So, the event expresses an unexpected failure 
and a solving process is set up as soon as it is 
detected. For positive events, the rationale of 
successes is also considered as a source of lessons 
learned but this issue is not considered in this work. 
This process corresponds to a sequence of activities 
defined according to a process that will lead, in the 
best situation, to the resolution of the problem 
caused by the event occurrence. This study is based 
on a process defined in [17] and adapted to the 
addressed problematic. The proposed process (figure 
3) is described as follow. First, the event’s context 
and the event itself are described. This task is 
realized by the operational actors. They can be 
assisted by a knowledge engineer but the goal is that 
they would be able to capitalize themselves this 
information. This aspect can be achieved by the 
conceptual graphs formalism presented above (see 
section 4). This context will help later on to retrieve 
comparable problems in the experience base. 
Secondly, an expertise is realized by a committee of 
experts of the domain. The goal is to analyze the 
problem, to formalize experts analysis, to provide a 
solution and, if useful, to capitalize it. This whole 
information represents an experience. Thirdly, it may 
be judicious to build lessons that will be 
systematically used in future similar situations. To 
build them, a pluridisciplinary committee has to be 
defined in order to treat one or more particular 
themes (for instance, quantity of quality problems on 
a product). These lessons generalize and reinforce a 
set of previous experiences. In order to define a new 
experience, domain experts can search similar ones 
in the experience base. 
Consequently, in the following, any experience will 
be described according to four elements: context, 
triggering event, analysis and solution. Some lesson 







































Fig. 3. Global process to capture experience feedback from an event based on [17] 
Another more detailed point of view about this 
process is represented on figure 4 which highlights 
the information or knowledge reuse (drawn as 
dotted arrows). Four main tasks have been 
represented: domain representation, context and 
event capitalization, analysis and generalization. 
The domain representation task is achieved off-line 
by experts of the domain. Their role is to build the 
formal ontology by means of conceptual graphs. 
This task is described in the next section. Its 
outcome constitutes the support of the EF process: 
the Experience Feedback models. These models can 
be seen has components stored in a library as 
validated ready-to-use models facilitating reuse 
[73]. The second task represents context and event 
capitalization: it consists, for the operational actor, 
in using predefined EF models to represent the 
events as well as their context. Obviously, this 
capitalization requires that the event has occurred 
and more importantly has been detected. Then, the 
analysis of the problem has to be realized, aided by 
the previous capitalized experiences. This task is 
generally done by experts. The most important 
point is to capitalize this analysis within a model of 
experience. The last task concerns the 
generalization. It consists in building lessons (or 
rules) from the experiences previously capitalized 
but also from the previous lessons learned. This is 
realized by a pluridisciplinary committee and can 
not be automated. Obviously, tasks 2 and 3 are 
realized more frequently than the generalization 
one. Task 2 has to be done as early as it appears; 
task 3 is done immediately if the problem needs an 
immediate analysis and solution or it can be 
postponed to the next meeting of experts (for 
instance, a meeting can be planned each week). 
Task 4 generally requires several experiences, and 
is therefore realized less frequently. For instance, 
each month, a pluridisciplinary committee can be 
formed in order to treat particular problems (for 
instance, recurrent failures on a machine). 
Obviously, Experiences and lessons learned consist 
of conceptual graphs and they represent the 
capitalized knowledge. The next section gives some 
definitions about this paradigm and describes how 


















































Fig. 4: Formalization of experience feedback process 
6. Knowledge formalization with conceptual 
graphs 
The conceptual graphs are a knowledge 
representation language, introduced by John Sowa in 
[25] and extended in [28]. Such language permits at 
the same time to define a vocabulary (i.e. ontology) 
and to use this vocabulary to conceptualize facts. 
Conceptual graphs enable to represent complete 
first-order, modal, and higher-order logics, but they 
were developed as a more intuitive notation for 
logic. Conceptual Graphs can be considered as a 
compromise representation between a formal 
language and a graphical language because it is 
visual and has a range of reasoning processes [33]. 
The attractive features of conceptual graphs have 
been noted previously by other knowledge 
engineering researchers who are using them in 
applications [49], [69], [74], [75], [76]. These 
features include the ability to represent complex 
relationships among entities; to express selection 
constraints for any given entity; to map conceptual 
graphs onto database representations; and to map 
onto other formal systems, such as first-order 
predicate calculus.  
6.1. Construction of the Formal Ontology  
The ontology is the heart of any knowledge 
description: knowledge is intimately related to the 
ontology, since it is necessarily expressed in terms of 
this ontology. The ontological objects are usually 
described as a set of concepts and a set of relations 
between concepts. These sets may be ordered to 
form a taxonomy of concepts types or relations 
types. 
In the Conceptual Graph (CG) formalism, this 
knowledge is encoded in the support that includes 
the following sets: 
- The Concept Type Lattice (TC) describes all 
concept types that may be used in the concept 
tokens of conceptual graph representations. The 
Concept Type Lattice is a partially ordered finite 
set of concept types.  
- The Relations Type Lattice (TR) too describes 
the finite set of relations types that is structured 
by a partial order, forming a hierarchic structure.  
Both type concepts and relations are ordered by a 
subsumption link showing their inheritance 
relationships. The interpretation of the subsumption 
link is that the extension (i.e. the set of objects 
characterized by the type) of a concept type (e.g. 
Machine) is a subset of the extension of another 
concept type (e.g. Ressource). 
To a certain extent, the type used for concepts and 
relations must be precisely defined in the formal 
ontology where the terms may have associated 
constraints (e.g. signatures determining the link 
prerequisites for the relation types) and definitions 
(e.g. definitions of necessary and/or sufficient 
conditions). In the rest of the paper, the terms 
"support" and "ontology" are used alternatively: the 
former is the Conceptual Graph implementation of 
the latter (see figure 4 for an example).  
6.2. Conceptual graphs  
Setting up the support is a preliminary task to build a 
knowledge based application using Conceptual 
Graphs [28], [77]. 
 
Definition 1: Support 
A support is a four-tuple S = (TC,, TR,, I, τ).  
TC and TR are two partially ordered finite sets, 
respectively of concept types and relation types. TC 
possesses a greater element, called the universal 
type, and denoted by T. Relation types may be of any 
arity greater or equal to 1. Only relation types with 
same arity are comparable. I is the set of individual 
markers. TC, TR and I are pairwise disjoint. τ is a 
mapping from I to TC. The generic marker is 
denoted by *, where * ∉ I. The set I  ∪  {*} is 
partially ordered in the following way: * is the 
greatest element and elements of I are pairwise non-
comparable. 
The partial orders on types are interpreted as 
specialization relations (t ≤ t′ is read as t is a 
specialization of t′). 
 
Definition 2: Simple Graph 
A simple Conceptual Graph is a finite, directed, 
bipartite graph consisting of concept nodes (denoted 
as boxes), which are connected with conceptual 
relation nodes (denoted as circles). In the alternative 
linear notation, concept nodes are written within 
square brackets, while conceptual relation nodes are 
denoted within brackets. 
A conceptual relation binds two or more concepts 
according to the following diagram [C1]→(relation’s 
name)→ [C2] (means ‘C1 is linked to C2 by this 
relation’s name’). For example, 
[Material]→(Attr)→[Hardness] means Material "has 
an" attribute "which is" Hardness. Each relation has 
a signature, which fixes its arity (the number of 
arguments it takes) and gives the maximum types of 
concept available, to which a relation of the type can 
relate. 
The nested Conceptual Graphs [33] enables 
association of any concept node with a partial 
internal description. In addition nesting allows to 
create several representation levels, to organise these 
levels of detail into a hierarchy and thus to embed a 
conceptual graph in the marker of a concept by 
adding internal information to it. An important 
advantage of nested graph models is the option of 
partitioning the reasoning tasks into separate 
metalevel stages, each of which can be axiomatized 
in classical first-order logic. For that, a mathematical 
operator is defined that translates conceptual graphs 
into formulas in the first-order predicate calculus 
(relations become n-ary predicates, concepts become 
unary predicates, individual markers become 
constants and generic markers become existentially 
quantified variables). However, the underlying 
structure of the graph theory can support a broad 
variety of inferences that goes far beyond logical 
deduction. All properties on conceptual graphs 
depend on their own structure and on the ontology 
they share. The study of theirs manipulations by a 
knowledge base relies on conceptual graphs 
operations which are considered to be the backbone 
of the reasoning system. 
6.3. Conceptual graphs operations  
Reasoning relies on a standard operation of CG 
called projection [25]. Conceptual Graphs are 
logically founded, with projection being sound and 
complete with respect to deduction in first-order 
logic (FOL) [70]. In fact, the projection extracts a 
subgraph from a given graph by applying a sequence 
of specialization rules. More formally, a projection π 
from a graph G1 to a graph G2 is defined with the 
following properties:  
- π is a mapping from the nodes of G1 to the nodes 
of G2 which preserves edges, i.e., if xy is an edge 
of G1 then π(x)π(y) is an edge of G2. 
- π may specialize the labels of concept and 
relation nodes. For each concept c in G1, π(c) is a 
concept in π(G1) such that type(π(c)) ≤ type(c) 
and if c is an individual concept, then 
marker(π(c)) = marker(c). For each relation node 
r in G1, π(r) is a relation node in π(G1) such that 
type(π (r)) ≤  type(r). 
The existence of a projection from a CG G1 to a CG 
G2 means that the knowledge represented by G1 
(request graph) is deducible from the knowledge 
represented by G2 (context graph), as shown in 
figure 5. In this picture a projection is feasible, 
because the concept "Machine" is a specialization of 
concept "Resource" and the "tuning activity" is a 
specific "activity". So, the only one projection 
(Π(G1)) is encircled with a dot line. The context 
graph can be interpreted as “There is machine which 
is doing an activity of turning on a metal which is in 
titanium”. The request can be interpreted as “Is there 
a resource performing an activity?”. The projection 
graph gives the response which can be interpreted as 
“There is machine which is doing an activity of 
turning”. Conceptual Graph projection can be 
extended with an implementation of a depth-
attenuated distance (between types in the ontology) 
or graph transformations allowing approximate 
search [49], [78]. 
The question of the existence of a projection of a 
graph into another graph is NP-complete [70]. 
However there are polynomial cases, for instance the 
question of the existence of a projection of an 
acyclic graph into a general graph [71]. A practical 
interest of this result is that acyclic graphs seem to 
be very frequent in conceptual graph applications 






Figure 5. Application of a projection operation 
 
The projection operation is a building block for 
more complex kinds of knowledge reasoning, like 
graph constraints and graph rules [33].  
A graph rule has the following form: “if condition 
then conclusion” (where condition and conclusion 
are Conceptual graphs sharing the co-referents 
nodes). The graph rule is used in the following 
classical way: given a simple graph, if the condition 
of the rule projects to the graph, then the information 
contained in the conclusion is added to the graph. 
Each rule has a life duration that depends on the 
objective to be attained; when a context evolves, 
consistent knowledge that produce usable rules must 
be reviewed by competent actors. 
 
7. Methodology for Experience Feedback using 
conceptual graphs 
7.1. Ontology 
The formal ontology used in this work for 
experience feedback is represented on figure 6. The 
main advantage of this ontology is to propose jointly 
a support for experience feedback and a support for 
the domain. In order to make enterprises 
interoperate, this particularity is important because 
the manner to model and capitalize knowledge is 
integrated to the ontology as well as the domain 
itself. In the proposed example, the ontology of the 
domain addresses a manufacturing environment. The 
concept type “feedback_object” can be specialized 
into “Activity”, “Product”, “Process”, “Resource” or 
“Competency”. The “Resource” concept type can be 
also specialized. The experience feedback domain is 
described by means of the “Experience_Element” 
concept type that can be specialized into “Event”, 
“Context”, “Analysis” and “Solution” concept types. 
These four concepts are the four pillars of an 
experience and they are used to build conceptual 
graphs (see next section). 
The “Event” concept type can be specialized into 
“negative_event” or “positive_event” concepts type. 
In the rest of this paper, only negative events are 
considered. A negative event is generally unexpected 
and has a negative impact on the performance of the 
organization. In the proposed example, it can be 
specialized into “Breaking”, “Start”, “Late”, etc. 
Such a negative event can be part of an experience if 
it is possible to capitalize this event with its concept 
type, to analyze the root causes and then, to 
formalize and capitalize the solution. Positive events 
correspond to situations where products, processes 
or services are good (or even better than expected). 
These situations are more difficult to detect and to 
formalize. For instance, a project scenario leading to 
good results with respect to one or more objectives 
in a given context can be considered as a positive 
event and can be capitalized with the proposed 
framework. Generally, these events are difficult to 
highlight because decision makers do not spend time 
to analyze standard and positive situations. 
The second part of the support concerns relations 
types. It gathers some “high level” relation types like 
“Temporal”, “Spatial”, “Usual”, “Logic” and 
“Experience_Relation” ones. The specialization of 
the relation type “Experience_Relation” (“Require”, 
“Generate”, “Concern”, “Belong”) enables to gather 
into conceptual graphs several 
“Experience_Element” concept types. 
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Figure 6. Formal ontology (lattice of concept and relation types) in conceptual graph 
7.2. Generic conceptual graph model of an 
experience 
Building a Conceptual Graph (CG) depends on the 
possible labels that can be used, i.e. on the sets of 
types, relations, and markers. These sets constitute 
the ontology of a Conceptual Graph-based 
representation. The framework introduced here 
therefore mainly consists of a set of canonical 
conceptual graphs for experience feedback 
representation. These graphs are considered to be the 
backbone of the experience feedback formalization. 
Considering the general Experience Feedback 
process of figure 4, a framework describing an 
experience in a generic manner is required. When an 
event occurs, it is necessary to formalize this event 
and to precise the context in which the event has 
occurred. Clearly, in a continuous improvement 
context [1], it is not sufficient and the event has to be 
analyzed according to its context (search of causes, 
evaluation of effects on the system) and a solution 
has to be proposed. Most companies nowadays use 
this procedure. Each negative event (machine failure, 
quality problem on a product, etc.) has to be treated 
very quickly in order to avoid its propagation all 
along the process. In this context of reactivity, the 
analysis has to be quickly realized and can lead to a 
corrective solution. Decision makers need tools 
favoring rapid responses to problems, and in this 
respect, experience feedback is a good solution. This 
methodology enables to search in an experience base 
if similar experiences have been capitalized. From 
the capitalized experiences, analysis and solutions 
can be extracted, adapted to the current problem and, 
finally, also capitalized creating a new experience. 
Therefore, one contribution consists in a proposition 
of a conceptual graph based model for experiences, 
enabling the actors both to react more quickly and to 
capitalize more easily their knowledge. The generic 
conceptual graph of figure 7 uses nested CG for the 
representation of a generic experience. The CoGUI 
(Conceptual Graphs Graphical User Interface) tool 
[67] has been used in order to define the ontology 
















Figure 7. Generic experience GC 
Five concepts coming from the formal ontology 
(figure 5) are used: Event, Context, Analysis and 
Solution. Three relations are used: Belong, Require 
and Generate. This generic graph can be interpreted 
in formal language as: An experience has a 
description. This description is: there is an event 
belonging to a context, this event requires an 
analysis and the analysis generates a solution. The 
concepts Event, Context, Analysis and Solution can 
be described by means of nested CG. This generic 
model has to be instantiated each time an event 
occurs on the system. The instantiation of the generic 
GC consists in defining the markers and the content 
of the nested graphs descriptions. The marker of an 
experience concept enables to differentiate 
experiences. For instance: “[Experience: Exp1]” 
means that there exists an experience Exp1. 
Implicitly, this experience has a description which 
has to be described by a CG. The markers of the 
Event and Context concepts have to be defined when 
the event and its context are modeled by means of 
CG. A marker different to the generic one (“*”) for 
the event concept means that there is a CG 
describing this Event. In a similar way, the Analysis 
marker and the Solution marker are defined when the 
description of each one is provided. 
The main difficulty during the process of knowledge 
capitalization is to know which concepts are needed 
for the different descriptions so as to have a 
comprehensive knowledge. A possibility consists in 
adding to certain descriptions of the generic CG 
(mainly the Event and Context descriptions) a nested 
predefined CG. This nested CG can be seen as the 
minimum set of required attributes with the 
appropriated relations and edges. Each attribute is 
represented by a concept type. For instance, to 
describe the context of an event in an industrial 
workshop environment, the following minimum set 
of concepts can be required: {Machine, Actor, 
Activity, Product, Tool}. Therefore, the generic 
model has to be enriched (specialized) by these 
concepts. An example of predefined CG is proposed 
on the figure 8. It concerns the contextual 
description in an industrial workshop environment. 
Product: *



















Figure 8. Example of generic CG for the context’s description  
The conceptual graph of figure 8 can be interpreted 
in formal language as: a Product is the input of an 
activity; this activity uses a Machine, an Actor and a 
Tool. 
The main advantage of this generic graph is that 
experts in charge of the problem solving and the 
knowledge capitalization are guided by this 
framework. They are bound to use all the concepts of 
the minimum set. In return, this framework is very 
specialized to a particular domain. A flexible 
solution consists of further predefined nested CG 
(available on a library of generic conceptual graphs). 
Each one is adapted to a particular domain of the 
enterprise for which an experience feedback process 
is effective (production, quality, maintenance, 
project/process management, etc.) 
For the description of events, a predefined CG is 










Figure 9. Example of generic CG for the event’s description 
 
The characteristic of the support to have a partial 
order between two concepts is used to obtain a 
sufficient generic description of the event. The 
translation into formal language is: A feedback 
object is concerned by a negative event occurred at 
a date. A feedback object is a generic concept that 
can be specialized (into Activity, Process, Product or 
Resource – see the ontology on figure 5). It gathers 
all the concepts for which an experience feedback is 
possible. A negative event can be also specialized 
(Breaking, Stop, Start, Loss, Cut, Late, etc.). 
For the analysis description and the solution 
description, no generic nested CG is proposed. The 
reason is that it is impossible to know in advance 
what can be the problem analysis and its solution. 
On the other hand, this step could be aided by 
experience feedback. If similar events have already 
occurred, experts can use the previous analysis as a 
framework, as well as the solution. 
7.3. Process of instantiation of a new 
experience 
The process of instantiation of a generic experience 
is as follow. After an event is detected, the actors in 
charge of the resolution of the problem have to 
instantiate a generic experience. Firstly, a marker is 
given to the Experience concept. Secondly, the 
Event has to be described by means of the associated 
predefined nested conceptual graph of figure 8, 
using the ontology. In parallel, the marker of the 
Event has to be defined. The Feedback_object 
concept and the Negative_event concept have to be 
specialized into the right ones. The markers of the 
two concepts have to be defined as well as the 
marker of the Date concept. Thirdly, the Context has 
to be described and its marker has to be defined. The 
next steps consist of making the analysis, finding a 
solution, capitalizing the experience and carrying out 
the solution. The actors have to search in the 
experience base if a similar event has already 
occurred in the past. Therefore, a request has to be 
realized in the experience base to retrieve the 
concerned experiences if they exist. In order to make 
this action, the projection operation is used. This 
operation is described in the next paragraph. If one 
or more experiences are found, they have to be 
integrated by the experts to build the analysis and to 
define a solution to the current problem. The 
analysis and the solution are inspired and adapted 
from the previously capitalized experiences. Clearly, 
if no experiences are found, the experts must 
perform the analysis from scratch and find a solution 
without any feedback. 
7.4.  Similar experiences retrieval 
As presented in section 7.2, previous capitalized 
experiences are used to help the expert to solve the 
present problem. Reasoning mechanisms (projection, 
mappings or transformations [33]) of conceptual 
graphs can help to cover some problems solving 
methods closely or completely and to identify their 
relevance for the purpose of providing valuable 
results for a user (operator or manager) facing the 
problem. Particularly, the projection operation [71] 
defines a generalization/specialization relation over 
conceptual graphs and may slice the knowledge 
model to remove parts unrelated to the studied 
problem. Using the projection, the reasoning system 
is able to find not only descriptions of experiences 
that are annotated by some classes of normalized 
employed concepts and relationships but also those 
annotated by subtypes of these classes. Besides, to 
search with imprecise and/or incomplete experiences 
or to answer a vague query, approximate projections 
[49], [78], [79] can be used. Considering an event 
and its context modeled by means of GC, experts 
have to retrieve from the experience base 
experiences with similar events and/or context. To 
realize that search, the projection operation (see § 
6.3) is used. Therefore, a request has to be defined, 
using the conceptual graph paradigm. The request 
content is directly defined by the experts. It can be a 
description of the event but also a description of its 
context (or a partial description of the context). 
Therefore, a projection of the request graph on the 
capitalized experiences has to be realized. The 
generic CG of figure 6 is used to define the request. 
For the request, the descriptions of the event and its 
context have not to be very detailed. A set of 
concepts can be sufficient. In that case, the 
projection of the request on a CG modeling an 
experience enables to know if these concepts are 
present or not in the descriptions of the context or 
event. If all these concepts are present then there is 
at least one projection. Therefore, the concerned 
experience can be an interesting case and the 
analysis and solution can be helpful for the expert.  
7.5. Example of experience 
In order to illustrate the proposition, one suggests 
the example of a complete experience (figure 10). 
The conceptual graph is made according to the 
ontology proposed at paragraph 6.2. In formal 
language, this graph can be interpreted as follows. 
The experience Exp1 has a description: The event 
Evt1 belongs to the context C1 and requires the 
analysis A1. This analysis generates the Solution S1. 
The event description is: the Tool Standard Milling 
Cutter Phi20 is broken on 2006/05/22. The context 
description is: the product Px_10 is the input of the 
activity Milling 010 which uses the actor Robert, the 
machine Huron_Kx_10 and the tool Standard 
Milling Cutter Phi20. The analysis description is: 
the product Px_10 is in Titanium with a hardness 
incompatible with the Tool Standard Milling Cutter 
Phi20. The solution description is: Replace the Tool 
Standard Milling Cutter Phi20 by Tool Carburized 
Milling Cutter Phi20. This conceptual graph can be 








Tool: Standard milling cutter Phi20




















































Tool: Standard milling cutter Phi20
 
Figure 10. Example of a complete experience  
7.6. Example of experience feedback 
Considering the experience of figure 10 and a new 
event occurring in its context C025, the generic 
experience GC is instantiated with the marker Exp2. 
The event is described by the Event concept (marker 
Evt025) and its nested graph description (figure 11). 
The difference with the event Evt1 is the marker of 
the Tool concept (Turning versus Milling) and also 
the date of occurrence. The context C025 has the 
following description (figure 12). 
In order to describe the analysis and the solution, the 
expert can make a projection operation on the 
experiences previously capitalized. There is only one 
experience (figure 10) capitalized in the experience 







Tool: Standard turning cutter































Figure 12. New context concept with its description 
The request can be described by means of the 






















Figure 13. Request CG 
This request is interpreted as: Is there an experience 
where the event’s description is about a Tool 
breaking and where the analysis and the solution 
have descriptions? Therefore, the request CG is 
projected on the experience Exp1. 

























Figure 14. Projection of the request on the Experience Exp1 
This response is interpreted as: The experience Exp1 
concerns the event Evt1, the analysis A1 and the 
solution S1. The event’s description concerns the 
breaking of the tool “Standard milling Cutter 
Phi20”. This experience previously capitalized does 
not concern the same tool (milling and not turning 
one), but the solution can be useful for the expert to 
find a solution. The response only points out that the 
experience Exp1 seems to be useful with respect to 
the request. The expert has to explore the experience 
Exp1 in order to find (if possible) a solution to his 
problem. Therefore, the experience Exp2 can be 
entirely defined, adapting its analysis and its solution 
concepts. Let us point out that an implementation in 
Prolog+CG is currently carried out. “Prolog+CG is 
a conceptual and an object-oriented extension of 
Prolog, a standard programming language in 
Artificial Intelligence. Conceptual Graphs can be 
used to represent goals and can be used and 
manipulated as basic data structures, with 
operations like maximal join, projection (or more 
precisly subsumption), generalization and 
unification operations.” [80]. The implementation of 
the example may be achieved as follows: 
 
a) Description of the ontology 
 
The concept type hierarchy is described using the 
specialization operator (>). 
 
Universal >Feedback_Object, Experience_Element, Action, Attributes, 
Experience. 
Experience_Element > Solution, Context, Analysis, Event. 
Action > Use, Replace. 
Attribute > Material, Hardness, Date 
Competence > Technical_Competence, Non_Technical_Competence. 
Feedback_Object > Resource, Activity, Product, Process. 
Event > Positive_Event, Negative_Event. 
Negative_Event > Cut, Late, Loss, Stop, Start, Breaking. 
Technical_Competence > Product_Competence, Trade_Competence. 
Resource > Tool, Actor, Machine, Algorithm. 
 
b) Description of an experience  
An experience is a conceptual graph made of four 
sub-graphs (Event, Context, Analysis and Solution). 
All sub-graphs are described separately and gathered 
thanks to the expression written in bold. Here, 
conceptual graphs are described with the linear 
notation in which concepts are represented by square 
brackets instead of boxes, and the conceptual 
relations are represented by parentheses instead of 
circles: 
 
experience(_Exp, X) :-  
 desc(_Exp,[Event : _E = E]),  
 desc (_Exp,[Context : _C = C]), 
 desc (_Exp,[Analysis : _A = A]), 
 desc (_Exp,[Solution : _S = S]), 
eq(X , [Solution : _S = S]<-Generate-[Analysis : _A = 
A]<-Require-[Event : _E = E]-Belong->[Context : _C = 
C]). 
 
desc ( exp1,[Event : Event1 =  
 [Tool:Std_Phi20]-Obj->[Breaking]-Attr->[Date:zerotrois]]). 
 
desc (exp1,[Context:Context1=  
 [Product:Px10]<-Input-[Activity:Milling_10]- 
     -Agnt->[Use]- 
     -Obj->[Actor:Robert], 
     -Obj->[Machine:Huron], 










c) Description of a query 
 
A query is described by a name (query1) and an 
associated conceptual graph. 
 
query(query1,[Event : _ =[Tool]-Obj->[Breaking]]). 
 
d) Description of a search method based on 
projection (subsumption) 
 
This method is based on the projection 
(subsumption) operation. The idea is to check for 
each experience of the experience base if it matches 
the query and to return the context of relevant 
experiences. The operation “subsume(A, B, C)” 
checks that A subsumes B and returns in C the image 
of A in B (the sub-graph of B that is isomorph to A). 
 
find_context(Q,R) :-  
experience(E,_E),  // Get experiences 
query(Q,_Q), // Get the CG corresponding to the query 
subsume(_Q,_E,_X), // Find experiences that match the query 
subsume([Context],_E,R). // Get context of relevant experiences 
 
7.7. Lesson learned 
The next step of the model concerns the experience 
generalization (lesson learned). Periodically, an 
expert committee analyzes the experience base in 
order to generalize the knowledge capitalized during 
the experience feedback process described into the 
section 6. This process of generalization aims at 
preventing the occurrence of negative events. The 
process consists in searching into the experience 
base the experiences which contain knowledge about 
the theme treated by the committee. 
Therefore, a request has to be instantiated and a 
projection operation carried out on the entire 
experience base. The set of retrieved experiences can 
contain sufficient knowledge for rule generalization. 
It is important to notice that this process of 
generalization is not an automatic one. Its role is 
only to aid the experts to make appropriate decisions 
(to define the lessons). The advantage of this process 
is to capitalize the knowledge of experts in a 
structured way, enabling computer assistance to be 
more relevant. 
A lesson can be described by means of two CG: 
hypothesis and conclusion. An example of rule is 
proposed on figure 15.  
Product: *x
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Figure 15. Example of CG of lesson learned 
It can be interpreted as: If a product *x is in titanium 
and it is the input of an activity using the Tool 
Standard milling cutter Phi20, then: 
i) the product *x is incompatible with the tool 
Standard milling cutter Phi20; 
ii) this tool has to be replaced by the tool 
Carburized milling cutter Phi20. 
 
The conclusion part of the CG lesson learned of this 
example is constituted of two CGs. The first one (i) 
corresponds to a corrective proposition; the second 
(ii) is rather a preventive one enabling to avoid the 
occurrence of the negative event (tool breaking). 
8. Conclusion 
Based on an experience feedback process model, this 
paper takes conceptual graph implementation of the 
domain ontology as a framework for experience 
feedback processes formalization and knowledge 
reasoning. This framework is defined considering 
requirements about interoperability of networked 
organizations within a global continuous 
improvement process. 
The main contributions of this paper are: 
i) A methodology (the Event-Context-Analysis-
Solution-Lesson framework and its reification using 
conceptual graphs) suitable for effective description 
of experience feedback artifacts. Thus experiences 
acquired from past contexts and inducing lessons can 
be used to improve industrial activities within a 
continuous improvement process. This methodology 
is based on the idea that interoperability can be 
facilitated if different actors have guidelines for 
knowledge capitalization and exploitation using a 
common ontology. Therefore, these guidelines have 
five pillars: 
- the library of reusable Experience Feedback 
models based on the conceptual graphs paradigm; 
- the experience structure ; 
- the methodology integration within a continuous 
improvement process well understood and accepted 
in enterprises; 
- the strong theoretical background as the operator of 
projection in conceptual graphs very suitable for 
reasoning in a problem solving context; 
- tools as Prolog+CG very suitable for artificial 
intelligence fields and particularly interesting as 
support in the proposed methodology for reasoning. 
ii) A formal ontology that is “machine 
understandable”, in such a way that it enables 
making statements and asking queries about a 
particular domain due to the use of a precise 
conceptualization, which describes entities and their 
relationships. Consequently, domain ontology can be 
used in capitalization and exploitation of experience 
feedback processes. 
iii) The reasoning system relies on a set of graph 
transformations; an original feature is that it 
enables graphical illustration of reasoning for the 
end-user, since lessons learned can be directly 
visualized on the conceptual graph. So the graph 
structure can be exploited to enhance the knowledge 
modeling and adapt a relevant experience given by 
the users. 
The proposed methodology enables to capitalize and 
to share knowledge about problem solving. This 
aspect participates to integration and to 
interoperability because the knowledge is necessarily 
distributed among further actors or entities. So, two 
or more enterprises gathered with a common goal of 
performance can better interoperate if they are able 
to deploy a wide continuous improvement 
methodology using a predefined framework based on 
a common ontology about the domain and a common 
ontology about the knowledge engineering. 
Obviously, this methodology is validated only on a 
very simple example and needs to be evaluated on 
real and complex industrial contexts. For future work 
we wish to focus on an experience modeling closer 
to expert’s natural expression, for instance relying on 
the explicit representation and management of fuzzy 
knowledge in conceptual graphs [79]. In order to 
help non-technical end user with practical guidelines 
as to how such graphs should be built, it is necessary 
to study the role and impact of domain knowledge 
[81]. Since many new applications have the same 
requirements as earlier ones, one possibility is to 
create generic domain properties as templates for 
requirements of certain classes of applications [82]. 
This would be very useful for the end-users in graphs 
manipulation by providing sets of predefined 
conceptual graphs for experience feedback 
processes. 
The proposed approach aims at the same objective 
as case-based reasoning, but some standard 
vocabularies for case description are needed, which 
ensure the success of case interchange and 
distributed case-based reasoning. Comparing with 
traditional case representations (free-text format 
[83], object-oriented techniques [84], etc), this work 
has the advantages of enriched semantic 
representation and better integration with 
interoperability efforts. Meanwhile, several XML-
based case representation languages such as CBML 
[85] and OML [11] have recently been introduced 
into the CBR community, in order to facilitate the 
storage and distribution of case data over a network 
and possible interoperability with non-CBR systems. 
Thus, the research direction aiming at 
interoperability between Experience Feedback 
formalization using conceptual graphs and CBR 
systems is worthy of continued investigation. 
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