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ABSTRACT
DEVELOPMENT AND PROPERTIES OF THE ROC-ABC BAYES FACTOR
FOR THE QUANTIFICATION OF THE WEIGHT OF FORENSIC EVIDENCE
JESSIE HENDRICKS
2021
Many scholars have proposed the use of a Bayes factor to quantify the weight of
forensic evidence. However, due to the complex and high-dimensional nature of pattern
evidence, likelihood functions are intractable and thus, Bayes factors cannot be assigned
using traditional methods. Approximate Bayesian Computation (ABC) model selection
algorithms provide likelihood-free methods to assign Bayes factors. ABC Bayes factors
leverage the use of the scoring functions commonly used in recent years in forensic
statistics in a rigorous statistical manner. However, traditional methods for assigning ABC
Bayes factors are subject of several criticisms.
In this dissertation, one of the main criticisms of traditional ABC Bayes factors is
alleviated by deriving a relationship between ABC Bayes factors and ROC curves.
Additionally, the use of the ROC curve allows for an intuitive communication of the ABC
Bayes factor. A simple example is outlined to illustrate the implementation of a
ROC-ABC algorithm. Asymptotic properties of the ROC-ABC Bayes factor are explored.
The ROC-ABC algorithm is implemented to quantify the weight of fingerprint evidence.
1
1 INTRODUCTION
Disclaimer: Portions of this chapter have been reproduced from Hendricks et al. (2021b).
For more than a century, fingerprints have been used with considerable success to
identify criminals or verify the identity of individuals. In this dissertation, a fingermark, or
mark, is defined as the impression resulting from the inadvertent contact between the
finger of an unknown donor and a surface (e.g., at a crime scene). A control print, or print,
is defined as a finger impression collected under controlled conditions from a known
donor (e.g., a suspect). Finger impressions are affected by different distortion and
degradation effects. Fingerprints are usually characterized through certain features of the
ridge pattern, such as the general pattern formed by the friction ridge flow and events
disturbing the continuity of the ridges. These events, traditionally called minutiae, occur
when a ridge ends (ridge ending) or bifurcates (bifurcation). Other types of events exist
but are mainly combinations of these two basic types. The interested reader may refer to
Table A2.1 in Champod et al. (2004) for illustrations of some types of minutiae.
The purpose of forensic fingerprint examination is to support the inference of the
identity of the donor of a fingermark (source level in Cook et al. (1998)). Currently, this
inference process relies on the visual comparison between the fingermark and control
prints from one or more candidate donors who may have been selected through a police
investigation or by searching the fingermark in a database of prints from known
individuals. During the comparison process, an examiner first verifies the compatibility of
their general patterns and then determines whether the spatial relationships, types, and
orientations of the minutiae on both impressions correspond. Following the examination
of fingerprint evidence, it is customary for the examiner to report one of two possible
conclusions: an opinion of identification, implying that the source of the fingermark is the
donor of a given control print; or an opinion of exclusion, implying that the source of the
fingermark is not a considered candidate. Alternatively, the examiner may find the
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examination inconclusive, indicating that the characteristics of the impressions being
compared are not sufficient to reach one of the two possible conclusions (e.g., when the
impressions are too small or too degraded).
In a more general forensic setting, where physical evidence has been recovered in
connection with some crime, it may be of interest to determine the source of the evidence
whose origin is unknown. Typically, the evidence whose origin is unknown is compared to
samples collected under controlled conditions from one (or more) known sources. When
only one known, fixed source is under consideration, this problem is referred to as the
specific source identification problem. The propositions of interest in the specific source
identification problem, the so-called prosecution and defense hypotheses, are defined as
follows:
H1 : The unknown source evidence originates from the specific source.
H2 : The unknown source evidence originates from some other source in a population of
alternative sources.
The evidence, E, for addressing the propositions in the specific source
identification problem can be partitioned as follows: E = {eu, es, ea} where eu denotes
recovered materials from an unknown source; es denotes control materials from a known
fixed specific source; and ea denotes control materials from the population of alternative
sources. Measurements (or features) on the evidentiary objects can be denoted
E = {u, s,A} as done by Ommen and Saunders (2021), where u denotes measurements
on the object(s) eu; s denotes measurements on the object(s) es; and A denotes
measurements on the objects ea. In an abuse of notation, E = {eu, es, ea} will be used to
denote the measurements on the objects for the remainder of this dissertation.
The categorical conclusion scheme used by fingerprint examiners, and more
generally the inference process followed by forensic scientists, has been heavily criticized
in the scientific and legal literature (Cole, 2004, 2005, 2009; Kaye, 2003; Saks and
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Koehler, 2005, 2008; Zabell, 2005). As an alternative, statisticians can interpret and
present the measurements on the evidence within the context of sampling models, M1 and
M2, which describe how E arose under H1 and H2, respectively.
In a formal Bayesian paradigm, forensic statisticians address the following
comparison: What do we believe is the likelihood of observing the recovered materials, eu,
if they originated from the known, specific source, given what we know about the known,
specific source?
vs.
What do we believe is the likelihood of observing the recovered materials, eu, if they
originated from a source in a population of alternative sources, given what we know about
the alternative source population? In this setting, a tool called the Bayes factor
characterizes the weight of forensic evidence and acts as the key element of the inference
process.
1.1 THE BAYES FACTOR
In the Bayesian paradigm, the Bayes factor (BF) is the quantity used to update the prior
odds after the observation of data (Robert, 2007). In other words, the Bayes factor
quantifies the weight of support given by the observed data, D, in favor of one model

























where f(·) denotes a joint likelihood function; Π(·) denotes a probability measure
corresponding to a prior belief about the parameters, θ ∈ Θ, for the data generating
processes, M1 and M2; M1: D ∼ f(D|θ,M1) and M2: D ∼ f(D|θ,M2). In this form, it
can be observed that evaluation of the Bayes factor requires tractable likelihood functions
under both models. Please see Chapter 5 in Robert (2007) for a complete discussion on
the Bayes factor and Chapter 7 in Robert (2007) for a formal discussion on Bayesian
model selection.
When there is no uncertainty on the values of the parameters, θ, the quantity of
interest is known as the Likelihood Ratio (LR). For fixed values of the parameters, θ0, the





and can be used to quantify the weight of support given by the observed data, D, in favor
of M1 versus M2.
1.2 A BAYES FACTOR FOR FORENSIC EVIDENCE
Forensic scientists do not have a complete picture of all the evidence available in a given
criminal case (e.g., eyewitness evidence; means, motive and opportunity of an individual
of interest; other material and non-material evidence), which prevents them from assigning
probabilities to the different propositions that the parties may have regarding a particular
criminal activity. Furthermore, forensic scientists are not tasked with the fact-finding
mission in the criminal justice system and are not in charge of the decision-making with
respect to the propositions of the parties. Therefore, the role of the scientist is necessarily
limited to reporting the amount of support of the forensic evidence for these propositions.
This can be accomplished with a Bayes factor (or Likelihood Ratio). For example, a
Bayes factor (or Likelihood Ratio) equal to 100 would be interpreted as follows: the
features on the evidence are 100 times more likely if they originated from the known,
specific source, than if they originated from a source in the alternative source population.
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The interested reader should refer to Aitken et al. (2010) for a comprehensive discussion
of the use of the Bayes factor as the key element of the inference process in this setting.
In the fingerprint setting, measurements (or features) characterizing a fingerprint
pattern take the form of a heterogeneous, high-dimension random vector: minutia
locations and spatial relationships are continuous measurements; minutia types are
discrete observations; and minutia orientations are circular measurements. The
dimensionality of the vector increases with the number of minutiae observed on a given
impression. Therefore, modeling the joint distribution functions of the characteristics of
multiple features observed on an impression seems to present an unreasonable challenge,
and thus, the joint likelihood function is intractable. Model selection must be performed
without the direct use of the likelihood function. It should be noted that there have been
attempts to assign Bayes factors by directly modeling fingerprint features, such as those
proposed by Forbes et al. (2014), Tackett (2018), and Neumann et al. (2015), however,
these have been largely unsuccessful.
The challenge posed by complex and high-dimensional measurement vectors also
extends to other patterns of forensic interest, such as shoe sole impressions, chemical
spectra, or striations on bullets. In these settings, it is of primary importance to note that it
is not only of concern to support the correct model, but also to support it with the
appropriate magnitude. An appropriate magnitude of support is critical to ensure the
coherent combination of the respective weight of the multiple pieces of evidence that may
be considered in a given case. This imperative requirement is the main motivation behind
the present work and is the main force that eliminates the possibility of using more
deterministic pattern recognition algorithms.
1.3 ORGANIZATION OF THE WORK
The remainder of this dissertation is structured as follows: Chapter 2 reviews recent
models for quantifying the value of forensic evidence and considers their associated
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issues; Chapter 3 introduces a class of algorithms for likelihood-free model selection,
called Approximate Bayesian Computation (ABC), and summarizes accompanying
issues; Chapter 4 introduces Receiver Operating Characteristic (ROC) curves; Chapter 5
presents a relationship between the original ABC Bayes factor and the ROC curve, along
with several approaches to leverage this relationship to assign a ROC-ABC Bayes factor;
Chapter 6 presents a simple example to illustrate the implementation of an ABC model
selection algorithm and compare the traditional ABC Bayes factor and ROC-ABC Bayes
factor; Chapter 7 considers the asymptotic properties of the empirical ROC-ABC Bayes
factor; Chapter 8 presents an application of the ROC-ABC algorithm to fingerprint
evidence; lastly, Chapter 9 concludes the dissertation.
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2 REVIEW OF SCORE-BASED LIKELIHOOD RATIOS
Portions of this chapter are based on personal communications with Dr. Christopher
Saunders related to the history of the development of Score-based Likelihood Ratios
(Saunders, 2021), much of which has been summarized in detail in NIJ
2009-DN-BX-K234 and the NIST / JSM presentations on desiderata for Score-based
Likelihood Ratios (Gantz and Saunders, 2014). Additionally, portions of this chapter have
been reproduced from Hendricks et al. (2021b).
In Chapter 1, the issue of intractable likelihood functions for complex and
high-dimensional data (such as features on finger impressions, shoe sole impressions,
chemical spectra, or striations on bullets) was introduced. Researchers have attempted to
address this issue by relying on a scoring function:
∆(·, ·) : X1 ×X2 7→ R
between pairs of feature vectors (Meuwly and Drygajlo, 2001; Gonzalez-Rodriguez et al.,
2003, 2006, 2005; Egli et al., 2006; Neumann et al., 2006, 2007; Davis et al., 2012).
Real-valued scores represent the level of (dis)similarity between pairs of features.
The process of designing a score between pairs of features that is maximized when
the features originate from the same source and is minimized when the features originate
from different sources, and subsequently modeling the univariate distribution of the scores
under each scenario, presents an avenue that is more feasible than working with feature
vectors directly. Approaches that rely on scores are referred to as score-based methods.
This chapter will focus on score-based methods that claim to be proxies for Likelihood
Ratios or Bayes factors for forensic evidence1.
1It is worth mentioning a recent score-based model for statistical interpretation of fingerprint
evidence by Swofford et al. (2018). The authors are clear that their approach does not claim to
assign Bayes factors for fingerprint evidence, and thus, will not be covered in this chapter. For a
review of this approach and its limitations, please refer to Neumann (2020).
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One type of score-based approach is the family of Score-based Likelihood Ratios
(SLR). Scores have been used to calculate SLRs as early as the late 1990s and early 2000s
in the field of speaker recognition (Meuwly and Drygajlo, 2001; Gonzalez-Rodriguez
et al., 2003, 2006). Following suit, several researchers (Gonzalez-Rodriguez et al., 2005;
Egli et al., 2006; Neumann et al., 2006, 2007) proposed the use of scores from biometric
systems to evaluate the probative value of fingerprint evidence and other types of evidence.
Since then, various constructions of Score-based Likelihood Ratios have been proposed.
2.1 SPECIFIC SOURCE SCORE-BASED LIKELIHOOD RATIO
For the specific source scenario, SLR methods are centered around a score,
δ = ∆(Ts, eu), measuring the similarity or dissimilarity between measurements on the
unknown source evidence, eu, and measurements on a template for the specific source
evidence, Ts. The assumption of a template for the specific source evidence ensures that
there is enough information to fully characterize how the specific source generates traces.
For example, in the fingerprint setting, a template may be a full-rolled ink fingerprint.
The general idea is to compare the likelihood of the score, δ = ∆(Ts, eu, ), under
prosecution and defense sampling models for the score. A SLR for the specific source





The goal is to use the SLR to quantify the value of evidence.
Under the prosecution hypothesis, H1, the evidence score, δ = ∆(Ts, eu), arises
from the distribution of scores obtained by pairing template Ts with measurements on
trace materials generated from the specific source. To estimate the numerator of the
specific source SLR, many pseudo-traces, e∗sui, are generated from the specific source
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template, Ts, using a map
γ(·) : T → E (5)
which maps from the space of templates, T , to the space of traces, E . Next, a score is
calculated between Ts and each pseudo-trace generated from the specific source template,
using a scoring function
∆(·, ·) : T × E → R (6)
which maps a pair of template and a trace to the real line. This collection of scores can be
used to estimate the probability density function for scores under H1. The density in the
numerator of the SLR can be estimated by evaluating the evidence score, δ = ∆(Ts, eu),
in the numerator distribution estimate. The process of estimating the numerator of the
specific source SLR, using notation defined by Hepler et al. (2012), is illustrated on the
left hand side of Figures 1, 2, and 3.
Several classes of SLRs, trace-anchored, suspect-anchored, and general match
SLRs, can be defined (Hepler et al., 2012; Saunders, 2021) based on the definition of the
sampling model for the score under the defense hypothesis, H2.
2.1.1 TRACE-ANCHORED SLR
In the class of trace-anchored SLRs, the sampling model for the evidence score under H2
states that δ = ∆(Ts, eu) arises from the distribution of scores obtained by pairing eu with
measurements on control materials from a randomly selected source in the population of
alternative sources.
The process for estimating the denominator of the trace-anchored SLR, using
notation defined by Hepler et al. (2012), is illustrated on the right side of Figure 1. First,
assume that there is a template, Tai, for each element in ea. Next, a score is calculated
between eu and each template Tai using scoring function ∆(·, ·). This collection of scores
can be used to estimate the probability density function for scores under H2. The density
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in the denominator of the SLR can be estimated by evaluating the evidence score,
δ = ∆(Ts, eu), in the estimate of the probability density function of scores under H2.
The ratio of the estimates of the density of the evidence score, δ = ∆(Ts, eu),
under H1 (numerator) and H2 (denominator) is the trace-anchored SLR.
2.1.2 SUSPECT-ANCHORED SLR
In the class of suspect-anchored SLRs, the sampling model for the evidence score under
H2 states that δ = ∆(Ts, eu) arises from the distribution of scores obtained by pairing
measurements on recovered materials from a random source with Ts.
The process for estimating the denominator of the suspect-anchored SLR, using
notation defined by Hepler et al. (2012), is illustrated on the right side of Figure 2. First,
assume that there is a template, Tai, for each element in ea. Second, a pseudo-trace, e
∗
aiu,
is generated from each template Tai using map γ(·). Next, a score is calculated between
each pseudo-trace and Ts using scoring function ∆(·, ·). This collection of scores can be
used to estimate the probability density function for scores under H2. The density in the
denominator of the SLR can be estimated by evaluating the evidence score,
δ = ∆(Ts, eu), in the estimate of the probability density function of scores under H2.
The ratio of the estimates of the density of the evidence score, δ = ∆(Ts, eu),
under H1 (numerator) and H2 (denominator) is the suspect-anchored SLR.
2.1.3 GENERAL MATCH SLR
In the class of general match SLRs, the sampling model for the evidence score under H2
states that δ = ∆(Ts, eu) arises from the distribution of scores obtained by pairing
measurements on recovered materials from a randomly selected source with
measurements on control materials from a different randomly selected source.
The process for estimating the denominator of the general match SLR, using
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Figure 1: An illustration of the process for estimating the trace-anchored SLR using
notation defined by Hepler et al. (2012). On the left: The process for estimating the
density of the evidence score, δ = ∆(Ts, eu), under H1. The collection of scores con-
tained on the left in the blue rectangle is used to estimate the probability distribution
function of scores under H1. On the right: The process for estimating the density of
the evidence score, δ = ∆(Ts, eu), under H2 using the trace-anchored approach. The
collection of scores contained on the right in the red rectangle is used to estimate
the probability distribution function of scores under H2. The ratio of the estimates
of the density of the evidence score, δ = ∆(Ts, eu), under H1 (numerator) and H2
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Figure 2: An illustration of the process for estimating the suspect-anchored SLR
using notation defined by Hepler et al. (2012). On the left: The process for estimat-
ing the density of the evidence score, δ = ∆(Ts, eu), under H1. The collection of
scores contained on the left in the blue rectangle is used to estimate the probability
distribution function of scores under H1. On the right: The process for estimating
the density of the evidence score, δ = ∆(Ts, eu), under H2 using the suspect-anchored
approach. The collection of scores contained on the right in the red rectangle is used
to estimate the probability distribution function of scores under H2. The ratio of the
estimates of the density of the evidence score, δ = ∆(Ts, eu), under H1 (numerator)
and H2 (denominator) is the suspect-anchored SLR.
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assume that there is a template, Tai, for each element in ea. Second, a pseudo-trace, e
∗
aiu,
is generated from each template Tai using map γ(·). Next, for each e∗aiu, a score is
obtained between itself and all other templates Taj , j 6= i, using scoring function ∆(·, ·).
This collection of scores can be used to estimate the probability density function for
scores under H2. The density in the denominator of the SLR can be estimated by
evaluating the evidence score, δ = ∆(Ts, eu), in the estimate of the probability density
function of scores under H2.
The ratio of the estimates of the density of the evidence score, δ = ∆(Ts, eu),
under H1 (numerator) and H2 (denominator) is the general match SLR.
2.1.4 ISSUES WITH SCORE-BASED LIKELIHOOD RATIOS
It has been demonstrated empirically that different SLRs are not equal and can lead to
different conclusions (Hepler et al., 2012; Saunders, 2021). In addition to this, in general,
the specific source SLR
SLR =
Pr(∆ (eu, es) |M1)
Pr(∆ (eu, es) |ea,M2)
(7)











since some information is lost when eu and es are replaced with ∆(eu, es). Despite their
limitations, the use of SLRs in casework has been advocated in Europe (ENFSI, 2016).
2.2 NEUMANN, EVETT, AND SKERRETT (2012)
An alternative approach, that also relies on scores, was proposed by Neumann et al.
(2012) to quantify the weight of fingerprint evidence. Neumann et al. (2012) consider two
sets of scores. The first set of scores measure the level of dissimilarity between
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Figure 3: An illustration of the process for estimating the general match SLR, using
notation defined by Hepler et al. (2012). On the left: The process for estimating the
density of the evidence score, δ = ∆(Ts, eu), under H1. The collection of scores con-
tained on the left in the blue rectangle is used to estimate the probability distribution
function of scores under H1. On the right: The process for estimating the density of
the evidence score, δ = ∆(Ts, eu), under H2 using the general match approach. The
collection of scores contained on the right in the red rectangle is used to estimate
the probability distribution function of scores under H2. The ratio of the estimates
of the density of the evidence score, δ = ∆(Ts, eu), under H1 (numerator) and H2
(denominator) is the general match SLR.
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generated the suspect. The second set of scores measure the level of dissimilarity between
eu and measurements on pseudo-fingermarks originating from a sample of individuals
from a population of potential alternative sources. The idea is that if H1 is true, more
pseudo-fingermarks generated by the suspect should be “similar” to the observed
fingermark than should individuals in the population of alternative sources.
A simplified version of this author’s understanding of Neumann et al. (2012)
approach, in terms of the notation from Hepler et al. (2012) for SLRs, is illustrated in
Figure 4. In Neumann et al. (2012) application to fingerprint comparisons, there is some
entangling between the trace print and the feature selection on control prints which is
ignored for simplicity.
Results obtained with the algorithm proposed by Neumann et al. (2012) were used
to support the general admissibility of fingerprint evidence in U.S. courts (State v. Hull,
2008; State v. Dixon, 2011). Despite its success in courts, commentators of Neumann
et al. (2012)’s manuscript argued that the model had two main shortcomings. Some
commentators discussed that the algorithm did not result in a formal Bayes factor as it
does not formally incorporate user beliefs (Kadane, 2012; Lauritzen et al., 2012; Stern,
2012). Others noted that the algorithm relied on an ad-hoc weighting function used to
palliate the inability of the authors to assign Bayes factors at a threshold of 0, and that this
function had no other justification than convenience (Balding, 2012; Jandhyala and
Fotopoulos, 2012; Kadane, 2012).
In the next chapter, the Approximate Bayesian Computation framework for model
selection will be introduced in preparation for Chapter 5, where the similarities between
the algorithm proposed by Neumann et al. (2012) and the ABC framework will be
explained. These similarities will serve to address the criticisms raised in relation to
Neumann et al. (2012)’s model and provide a much needed general framework for the
quantification of the weight of fingerprint evidence, and any type of forensic pattern
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Figure 4: A simplified version of this author’s understanding of Neumann et al. (2012)
approach, in terms of the notation from Hepler et al. (2012) for SLRs. Pseudo-
fingermarks are generated using map γeu,θ(·) which takes parameters θ. Pseudo-
fingermarks generated under H1 (on the left) are generated using template Ts, while
pseudo-fingermarks generated under H2 (on the right) are generated using templates
Tai. Scores are calculated between the observed fingermark eu and each pseudo-mark
using scoring function ∆(·, ·). The collections of scores generated under H1 and H2




3 REVIEW OF APPROXIMATE BAYESIAN COMPUTATION FOR MODEL
SELECTION
Disclaimer: Portions of this chapter have been reproduced from Hendricks et al. (2021b).
Recall from Section 1.1 that evaluation of the Bayes factor requires tractable
likelihood functions under both models. However, in some scenarios, such as the
fingerprint setting introduced in Section 1.2, it is not possible to define a likelihood
function. In these scenarios, inferences on the models in question must be made without
the use of likelihood functions. This chapter will review the class of likelihood-free model
selection algorithms.
Approximate Bayesian Computation (ABC) originated as a class of algorithms
designed to sample from the approximate posterior density of a vector of parameters, θ,
given an observed data set, D, without direct evaluation of the likelihood function,
f(D|θ). This class of algorithms is especially useful in complex and high-dimensional
settings where the likelihood function is not available in a usable form. Please see Sisson
et al. (2019) for a recent overview. To sample from an approximate posterior density,
vectors of parameter values are first sampled from a prior distribution over the parameter
space, and then used to generate pseudo-observations (each denoted D∗) from an assumed
generative model. In the original rejection sampling approach, a vector of parameter
values is retained if the distance score measured by a scoring function, ∆(·, ·), between
values of a summary statistic, η(·), of D and D∗ is less than some tolerance, t > 0. In
other words, the ith sampled parameter vector, θ(i), is retained if the corresponding





3.1 TRADITIONAL ABC MODEL SELECTION
Since its origin as a class of methods for likelihood-free parameter inference (Tavare et al.,
1997; Pritchard et al., 1999; Beaumont et al., 2002), ABC has evolved into an algorithm
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that can be used for model selection by considering a model index parameter, M, and its
prior distribution over model indices (Beaumont, 2008; Grelaud et al., 2009; Toni and
Stumpf, 2010; Didelot et al., 2011; Robert et al., 2011). The model index determines the
prior distribution over the parameter space and the likelihood structure used to generate
pseudo-observations. The ith sampled model index parameter, M(i), is retained if the





The original ABC approach for assigning a posterior probability to a model, given
the observed data, is a function of the ratio of the number of times that model index has
been retained, over the total number of times any model was retained (Grelaud et al.,
2009; Toni and Stumpf, 2010; Didelot et al., 2011; Robert et al., 2011). Mathematically,












i=1 I(M(i) = 2) · I(∆ (η(D), η(D∗(i))) ≤ t)
, (9)
where I(·) is the indicator function and the subscript t in πt indicates that this measure is a
function of the choice of the tolerance level. The original ABC Bayes Factor, BFabc, can




· π(M = 2)
π(M = 1) . (10)
The traditional ABC algorithm for comparing two models is summarized in
Algorithm 1.
3.2 ISSUES IN ABC MODEL SELECTION
The benefits of Approximate Bayesian Computation methods are not without drawbacks.
Model selection using ABC is subject to two primary sources of error:
1. the quality of the approximation of the Bayes factor due to use of the tolerance, t;
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Algorithm 1: Original ABC model selection algorithm
Data: Observed data, D.
Result: ABC Bayes factor, BFabc.
for i = 1 to N do
Sample a model index M(i) from the model prior, π(M = m), where
m = 1, 2;
Sample a vector of parameters, θ(i), from the prior density, π(θ|M(i));







Calculate the ratio of counts as defined in Equation (9);
Assign BFabc as in Equation (10);
2. and the loss of information engendered by using an insufficient summary statistic.
The effect of the tolerance level, t, on the performances of ABC algorithms has
been widely discussed since the inception of ABC methods. In short, if t is too large, too
many samples from the prior distribution are accepted and the approximation becomes
invalid; and, if t is too small the rate of acceptance is too small to produce a stable result.
A standard approach for assigning t involves defining it as a pre-determined sample
quantile of all scores resulting from the ABC model selection algorithm (Marin and
Robert, 2014; Marin et al., 2019). This approach is still subject to the issues involved with
selecting a threshold value that is too small or too large.
The motivation for using summary statistics, rather than the full data set, stems
from the curse of dimensionality encountered with the high-dimensional data sets that are
common to scenarios in which ABC is necessary. When the dimension of the vectors
being compared with ∆(·, ·) is very large, it is nearly impossible to satisfy ∆(·, ·) ≤ t for
very small t. Objects of lower dimension will more easily satisfy ∆(·, ·) ≤ t.
However, along with the dimension reduction that is brought by summarizing the
data, information loss is also possible. Robert et al. (2011) showed that even when a
summary statistic that is sufficient for each model is used, there is no way to guarantee
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where BFη is the Bayes factor depending only on the summary statistic of the data and
g1(·) and g2(·) are real-valued (but unknown in settings where ABC is needed) functions
of the data. Thus, to enable convergence of BFabc to the Bayes factor based on the full
data, a summary statistic that is sufficient across models must be used (Robert et al., 2011;
Didelot et al., 2011). However, in general, it seems difficult (if not impossible) to find
sufficient summary statistics for the types of data that typically require ABC methods. The
goal is then to minimize the loss of relevant information for the model selection task that
may be encountered when using insufficient statistics. If the curse of dimensionality was
less of an issue, a general solution addressing the issue of the potential lack of sufficiency
of summary statistics could consist in using a large set of summary statistics with the hope
that they will jointly tend towards sufficiency by decreasing the loss of information.
3.3 MODIFICATIONS TO TRADITIONAL ABC MODEL SELECTION
Several modifications of the original ABC algorithm for model selection (Algorithm 1)
have been proposed with the goal of addressing some of the issues related to the
determination of the tolerance and the selection of low-dimensional summary statistics
that minimize the loss of information that is relevant to the model selection task. Most of
these modified algorithms are aimed at alleviating issues posed by use of the tolerance, t.
Most of these algorithms are rooted in the one proposed by Beaumont (2008), which uses
a polychotomous weighted logistic regression model that has been trained on the
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summary statistics of the pseudo-observations and corresponding model indices to predict
the posterior probability of a model. Modifications include constructing low-dimensional
vectors of summary statistics that are informative about the model index parameter
(Estoup et al., 2012; Prangle et al., 2014) and replacement of logistic regression by
artificial neural networks (Blum and Francois, 2010) or random forest algorithm (Pudlo
et al., 2016). While these methods may help reduce the loss of information due to the use
of insufficient summary statistics, computational challenges are associated with using
summary statistics of high dimension.
The literature shows that the issues of sufficiency, variable selection and tolerance
level are usually entangled. The solutions to these issues proposed to date, and
summarized above, have their own sets of complications:
1. None of these solutions enable formal monitoring of the convergence of BFabc to
the Bayes factor as the value of the tolerance, t, is reduced, or as the number of
samples increases.
2. Most of these solutions are focusing on selecting the correct model, but are not
necessarily designed to support the selected model with the appropriate magnitude,
which is a critical requirement in forensic science.
3. Some of the model selection algorithms, such as the one proposed by Beaumont
(2008), are trained using a limited subset of pseudo-observations. These
pseudo-observations are selected or weighted based on the proximity of their
summary statistics with those of the observed data. Unfortunately, this results in
replacing user-defined prior probabilities on model indices with probabilities
assigned in unpredictable ways by the algorithm based on the proportions of
training data selected from each model.
4. Methods based on generalized linear models (Beaumont, 2008), artificial neural
networks (Blum and Francois, 2010), random forests (Pudlo et al., 2016) or other
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classifiers can be very computationally intensive depending on the dimension of the
summary statistics or the number of pseudo-observations generated from the
considered models. They also rely heavily on appropriately estimating the (very
large number of) parameters of these classifiers.
3.4 SIMILARITIES BETWEEN TRADITIONAL ABC MODEL SELECTION AND
NEUMANN, EVETT, AND SKERRETT (2012) ALGORITHM
Figure 5 illustrates a process for obtaining the traditional ABC Bayes factor in the forensic
specific source scenario, using notation from Hepler et al. (2012) for SLRs. Pseudo-traces,
e
(j)
ui , are generated using map γeu,θ(·) which takes parameters θ with prior distribution
π(θ). Pseudo-traces generated under H1 (on the left) are generated using template Ts,
while pseudo-traces generated under H2 (on the right) are generated using templates Ta(k).
Scores are calculated between the observed trace eu and each pseudo-trace using scoring
function ∆(·, ·). The collections of scores generated under H1 and H2 are used to assign
an ABC Bayes factor as in Equations (9) and (10). The similarities between the algorithm
proposed by Neumann et al. (2012) and the traditional ABC model selection framework
(alluded to in Chapter 2) can be noted by comparing Figures 4 and 5.
3.5 MOTIVATION OF THE WORK
The similarities noted between the algorithm proposed by Neumann et al. (2012) and the
traditional ABC model selection framework suggest an approach to address the criticisms
raised in relation to Neumann et al. (2012)’s model. However, in order to provide a
general framework for the quantification of the weight of forensic evidence, shortcomings
of traditional ABC model selection must first be addressed.
In this dissertation, an alternative approach to traditional ABC model selection is
developed. This approach involves a novel extension to the original ABC model selection
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Figure 5: An illustration of the process for obtaining the traditional ABC Bayes
factor in the specific source scenario using notation from Hepler et al. (2012) for
SLRs. Scores generated under H1 are contained in the blue rectangle, while scores
generated under H2 are contained in the red rectangle.
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Operating Characteristic (ROC) curve. This ROC-based approach addresses issues with
the original ABC Bayes factor posed by the use of a heuristic tolerance level. The
proposed algorithm shifts the focus away from the tolerance level, and in doing so, can
accommodate larger sets of summary statistics in a computationally efficient manner. This
method is not designed to extend upon the models based on logistic regression and other
classifiers, but rather proposes an alternative development of the original ABC algorithm
that addresses shortcomings related to the choice of a suitable threshold in the original
algorithm. This method preserves user-defined priors, is straightforward to implement,
computationally efficient, and promotes inferences that are visually intuitive and can be
communicated effectively. Critically, this solution enables us to rigorously control its
convergence as the number of simulations increases.
The next chapters of this dissertation will introduce ROC curves and develop the
relationship between the ABC Bayes factor and the ROC curve.
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4 REVIEW OF RECEIVER OPERATING CHARACTERISTIC CURVES
Consider a space, Ω, containing elements, ω, that can be classified as belonging to one of
two mutually exclusive classes: the positive class and the negative class. It is possible to
imagine that elements in the positive class are generated by one model, M1, and elements
in the negative class are generated by an alternative model, M2. Also consider a
continuous mapping function, ∆, that maps any element of Ω to a subset of the real line,
X ⊆ R:
∆ : Ω → X ⊆ R. (14)
Then, for any ω ∈ Ω, ∆(ω) = X ∈ X ⊆ R. Without loss of generality, assume that ω’s
generated by M1 map to X’s that are typically smaller, while ω’s generated by M2 map to
X’s that are typically larger. Thus, it is possible to define a threshold value, t ∈ X ⊆ R,
and classify an ω whose class is unknown as belonging to the positive class if X is less
than t, or the negative class if X is greater than t. One example of this setting in practice
would be a diagnostic medical test that is used to classify individuals as diseased or
non-diseased. Receiver Operating Characteristic (ROC) curves have traditionally been
used to measure and compare the performances of such binary classifiers.
The scenario described in the previous paragraph can be extended, by instead
considering a product space, Ωu × Ωu∗ , containing pairs of elements, {eu, e∗u}, generated
under either M1 or M2, and re-defining the continuous mapping function, ∆, to map any
pair of elements from Ωu × Ωu∗ to a subset of the real line, X ⊆ R:
∆ : Ωu × Ωu∗ → X ⊆ R. (15)
Now, for any {eu, e∗u} ∈ Ωu × Ωu∗ , ∆(eu, e∗u) = X ∈ X ⊆ R. In this scenario, ∆ can be
called a scoring function, and ∆(eu, e
∗
u) = X can be referred to as a score, as in Chapter
2. This scenario can be related to Neumann et al. (2012)’s algorithm for quantifying the
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weight of fingerprint evidence in Chapter 2. Neumann et al. (2012)’s algorithm considers
scores, ∆(eu, e
∗
u) between an observed fingermark, eu, and pseudo-fingermarks, e
∗
u,
generated by various donors. Models M1 and M2 describe the data generation process for
e∗u under hypotheses H1 and H2, respectively, as defined in Section 1.2.
In this chapter, the ROC curve will be considered as a tool to visualize the
relationship between two distributions of scores as a function of a threshold, t. Then, in
Chapter 5, it will be made clear how ROC curves can be related to ABC for model
selection.
4.1 THE ROC CURVE
For a fixed decision threshold, t, the rate of correct decisions in favor of the positive class
is called the true positive rate (TPR) . The rate of incorrect decisions in favor of the
positive class (i.e., when elements originate from the negative class, but are classified as
originating from the positive class) is called the false positive rate (FPR). An ROC curve
can be obtained by plotting the TPR against the FPR as the decision threshold, t, is varied
across X (Pepe, 2003). Several examples of distributions of X for elements from positive
and negative classes, along with corresponding ROC curves, can be found in Figures
6, 7, and 8.
Figures 6, 7, and 8 illustrate that the shape of an ROC curve is dependent on the
relationship between the underlying density curves of X for elements from the positive
and negative classes. Comparison between Figures 6 and 7 illustrates that as the regions of
highest density from the two classes become more separated, the ROC curve reaches
higher into the upper left hand corner of the plot. Additionally, less overlap between
distributions produces ROC curves with steep slopes near the origin. An interesting ROC
curve arises from the relationship between the distributions in Figure 8. Here, it can be
observed that X arising from elements from the positive class as lower variability than


























Figure 6: Left panel: Probability density curves of X for elements from the positive
(left) and negative (right) classes. The blue shaded area represents the TPR and the
red shaded area represents the FPR for the current threshold, t (vertical black line).
Right panel: The ROC curve constructed by varying the threshold across X .
negative class produces both the smallest and the largest X . For smaller values of t, the
FPR is higher than the TPR. As the threshold travels through the range of values for which
X’s arising from elements in the positive class have highest density, the TPR increases
more quickly than the FPR. After the threshold has passed that range of values, the FPR
continues to increase while the TPR does not exhibit much change. This results in an ROC
curve with an ‘S’ shape or a ‘hook’ near the origin.
Based on the method of classification determined above (elements with X less
than t are classified as belonging to the positive class and elements with X greater than t
are classified as belonging to the negative class), TPR(·) and FPR(·) are defined as the
cumulative distribution functions (CDF) of X arising under the positive and negative
classes, denoted F (·) and G(·), respectively2. Defining p = G(x) = FPR(x) allows the
2If the reverse classification scheme had been considered (i.e., elements for which X is less than
t are classified as belonging to the negative class, and elements for which X is greater than t are
























Figure 7: Left panel: Probability density curves of X for elements from the positive
(peaked) and negative (rounded) classes. The blue shaded area represents the TPR
and the red shaded area represents the FPR for the current threshold, t (vertical

























Figure 8: Left panel: Probability density curves of X for elements from the positive
(peaked) and negative (rounded) classes. The blue shaded area represents the TPR
and the red shaded area represents the FPR for the current threshold, t (vertical
black line). Right panel: The ROC curve constructed by varying the threshold across
X .
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ROC to be formalized as a map from [0, 1] to [0, 1] (Pepe, 2003):
ROC(p) = F (G−1(p)) (16)
where G−1(·) denotes the quantile function (van der Vaart, 1998) for X arising from
elements in the negative class.
Importantly, Pepe (2003) has shown that the first derivative of the ROC curve is
















where f(·) and g(·) denote the probability density functions (PDF) of X arising from
elements in the positive and negative classes, respectively. The importance of this
relationship for the improvement of ABC model selection methods will be revealed in
Chapter 5. First, methods for constructing ROC curves in scenarios that are commonly
encountered in practice will be examined in the Sections 4.2 and 4.3; methods for
estimating the slope of the ROC curve will be presented in Section 4.3.1.
4.2 EMPIRICAL ROC CURVES
In practice, it is typical to encounter the scenario in which a finite number of X’s have
been observed, originating from elements whose membership to the positive or negative
class is known; however, the underlying distributions of X arising from elements in the























Figure 9: Left panel: Empirical ROC curve for the example in Figure 6 withK = L =
10. Right panel: Empirical ROC curve for the example in Figure 6 with K = L = 100.
must be constructed. One such estimate is an empirical ROC curve.
Suppose a random sample of K X’s arising from elements in the positive class and
L X’s arising from elements in the negative class have been observed. An empirical ROC
curve can be obtained by evaluating the composition of the empirical CDF of X arising
from the positive class, F̂K(·), with the empirical quantile function of X arising from the






It is interesting to note that only the relative ordering of the X’s (and not their
magnitudes or the spacings between them) arising from the two classes determines the
empirical ROC curve.
As both K and L increase, the empirical estimate becomes smoother (see Figure
9). However, in some cases an estimate with a smooth functional form is needed. This is
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the topic of the next section.
4.3 MODELING ROC CURVES
In some cases, it is useful to have an estimate of an ROC curve that is smooth, and has a
functional form. For example, an estimate of this type would be required to leverage the
relationship between the ROC curve and the Likelihood Ratio in Equations (17) to (19).
Models for ROC curves need to be flexible enough to account for scenarios such as the
ones presented in Figures 6, 7, and 8.
There are several main approaches for modeling ROC curves. Several researchers
(Metz et al., 1998; Mossman and Peng, 2016; Chen and Hu, 2016) have noted that, while
it is possible to construct an ROC model from separately modeled distribution functions,
F (x) and G(x), this approach requires direct assumptions about the forms of F (x) and
G(x). An alternative approach that consists in first, defining an ROC model as the
composition of two simple models for F (x) and G−1(p), and then directly fitting the ROC
model, relies on the weaker assumption that there exists a (possibly unknown) monotonic
increasing transformation that results in transformed X’s whose distributions can be
described by simple models. Since the ROC curve is invariant to monotonic increasing
transformations of the X’s (Pepe, 2003; Metz et al., 1998; Mossman and Peng, 2016;
Chen and Hu, 2016), this approach can be used to represent the ROC curve without
knowledge of the underlying distributions of X . Several popular models of this type
include binormal and bibeta models which will be defined below.
Arguably, the most well-known ROC model is the binormal model (Metz et al.,
1998; Pepe, 2003). This model requires the assumption that there exists a monotonic
increasing transform from the true distributions of X’s, F (x) and G(x), to N(µF , σF ) and
N(µG, σG). The common binormal representation of the ROC is given by:








, and Φ(·) represents the standard normal CDF.
A similar idea is the model based on two beta distributions, referred to as the
bibeta ROC model, proposed by Mossman and Peng (2016):
ROC(p) = F (G−1(p | αG, βG) | αF , βF ) (22)
where F (·) is a beta CDF with parameters αF and βF and G−1(·) is a beta quantile
function with parameters αG and βG. Please note that, for ease of notation, F (·) and
G−1(·) will continue to be used, although they now represent functions of X that have
been transformed according to some monotonic increasing transformation, rather than X
directly.
More general than the bibeta ROC model is the model based on two non-central
beta distributions (Johnson et al., 1995):
ROC(p) = F (G−1(p | αG, βG, λG) | αF , βF , λF ) (23)
where F (·) is a non-central beta CDF with parameters αF , βF , and non-centrality
parameter λF , and G
−1(·) is a non-central beta quantile function with parameters αG, βG,
and non-centrality parameter λG. For the remainder of this dissertation, this model will be
referred to as the non-central dual beta ROC model.
Pepe (1997) proposed the ROC generalized linear model (ROC-GLM) , which





where r(·) is a link function, S is an indexing set with arbitrary elements denoted by s,
and α0, α1, α2, ... are real-valued scalars which act as weights in the sum of specified
functions ψ0, ψ1, ψ2, ... . As noted by Gu and Pepe (2011), the classic binormal model
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(Equation (21)) falls into this class of models by defining r(·) = Φ−1(·), α0 = a, α1 = b,






=⇒ Φ−1 (ROC(p)) = a+ bΦ−1(p) (26)





4.3.1 APPROXIMATING THE DERIVATIVE OF THE ROC CURVE
In Chapter 4, it was shown that the first derivative of the ROC curve is equivalent to the
Likelihood Ratio function of X arising from elements in the positive class versus the
negative class. Gu and Pepe (2011) note this relationship while proposing several
approaches for estimating the Likelihood Ratio.
As a first approach, Gu and Pepe (2011) suggest the natural approach to estimating
the ratio of densities, and thus, the first derivative of the ROC curve, by obtaining separate
estimates, f̂(·) and ĝ(·), for f(·) and g(·), respectively. This approach requires direct
assumptions about the forms of both f(·) and g(·).
Gu and Pepe (2011) also present an approach that they describe as ROC-GLM
estimation. This approach involves defining a ROC-GLM model (Pepe, 1997) (see
Equation (24)), estimating the parameters of the model, and plugging parameter estimates
into the analytical derivative of the ROC-GLM model.
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5 ROC-ABC FOR MODEL SELECTION: DEVELOPMENT
Disclaimer: This chapter is based largely on Hendricks et al. (2021b).
As promised in Chapter 4, this chapter will serve to justify the interest in the ROC
curve by presenting a relationship between the traditional ABC Bayes factor (Equation
(10)) and the ROC curve. Then, two approaches to leverage this relationship to assign
ROC-ABC Bayes factors will be presented.
5.1 A PRELIMINARY CONVERGENCE RESULT
In this section, a convergence result will be derived for use in Section 5.2 where a
relationship between the traditional ABC Bayes factor and the ROC curve will be derived.
Theorem. Main result. Let Zi
iid∼ Bernoulli(π), where π ∈ (0, 1), and Xi iid∼ F for
i = 1, 2, ... . Define
F̂n(t) =
∑n
i=1 ZiI[Xi ≤ t]∑n
i=1 Zi
(28)




p→ 0 as n→ ∞.
A proof of this theorem will follow after proofs of two preliminary results.
Theorem. Preliminary result (a). Define
F̃n(t) =
∑n



















































































































Equality (30) is by definition; equalities (31) and (32) are through algebraic
manipulation; in equality (33), the second term has been removed from supt | · |
since it does not involve t. Because ZiI[Xi ≤ t] is bounded, then
supt |n−1
∑n















Theorem. Preliminary result (b). Define Fn(t) = n
−1∑n























































p→ 0 as n→ ∞. (38)
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Equality (36) is by definition. Equality (37) is a result of algebraic manipulation.
Noting that E [(Zi − π)I[Xi ≤ t]] = E (Zi − π)E (I[Xi ≤ t]) = 0, the convergence on
line (38) is implied by the Weak Law of Large Numbers.




|F̂n(t)− F (t)| = sup
t



















= op(1) + op(1) + op(1) (43)
= op(1) (44)
Equation (39) is obtained by adding an identity for 0; Equation (40) is by the
triangle inequality; Equation (41) is obtained by adding an identity for 0; Equation
(42) is by the triangle inequality; the first term in Equation (43) is by preliminary
result (a), the second term is by preliminary result (b), and the third term is a
result of the Glivenko-Cantelli Theorem. Equality (35) is a result of the Continuous
Mapping Theorem.
Therefore, supt |F̂n(t)− F (t)|
p→ 0 as n→ ∞.
5.2 A RELATIONSHIP BETWEEN THE ROC CURVE AND ABC BAYES FACTOR




arising under models 1 and 2 in Algorithm 1, respectively, it can be shown that the Bayes
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factor depending only on the summary statistic of the data, BFη, is a function of the ROC
curve constructed on the set of ∆(η(D), ·) arising under model 1 and the set of
∆(η(D), ·) arising under model 2.















i=1 I[M(i) = 2] · I[∆ (η(D), η(D∗(i))) ≤ t]
· π(M = 2)
π(M = 1) . (46)
Define K as the total number of times pseudo-data is sampled from model 1 out of
N trials and let L = N −K. Note that, by construction of the sampling algorithm, K/L
converges almost surely to the ratio π(M = 1)/π(M = 2), as N → ∞, for










≤ t|M = 1] (47)
denote the proportion of times that pseudo-data is accepted for threshold t when generated









≤ t|M = 2] (48)
be defined in an analogous manner for pseudo-data from model 2. Noting that as N → ∞
both supt |F̂K(t)− F (t)|
p→ 0 and supt |ĜL(t)− F (t)|
p→ 0 (please see Section 5.1 for a
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≤ t|M = 1]
∑L
l=1 I[∆ (η(D), η(D
∗(l))) ≤ t|M = 2]
· π(M = 2)







· π(M = 2)





















where ROC(p) = F (G−1(p)).
The relationship expressed between Equations (49) and (54) shows that the ABC
Bayes factor for two alternative models of interest can be assigned using the ratio between
ROC(p) and p as the rate of false positives in favor of model 1 approaches 0. This notable
result allows expression of the convergence of the ABC Bayes factor as a function of the
rate of false positives in favor of model 1. This result has significant practical implications
when it comes to using ABC for model selection:
1. This solution allows to monitor the convergence of the output of the algorithm to
BFη as function of a single, well-defined, measure, p, that depends only on the data
generated under one of the considered models, as opposed to t which depends on
both models and is usually set arbitrarily.
2. This solution is less sensitive to the curse of dimensionality as it does not require
any of the ∆(η(D), ·) to be close to 0. Indeed, this solution considers only the
relative ranks of the ∆(η(D), ·) calculated for the data generated under models 1
and 2.
3. This approach provides a natural setting for selecting summary statistics that are
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informative for the model selection task. As with random forest based ABC model
selection algorithms (Pudlo et al., 2016), this approach can accommodate large
vectors of summary statistics. It requires only the careful design of a scoring
function that ensures that the distributions of ∆(η(D), ·) are well-separated under
the competing models. In other words, the variable selection process that is part of
classifier-based ABC model selection algorithms is being replaced with the process
of choosing a scoring function that weights the components of η(·) in a particular
and influential way.
4. This solution uses the entire pseudo-data and does so in a computationally efficient
manner.
5. Finally, this solution formally preserves the user’s priors on the model indices.
The relationship between Equations (49) and (54) can be leveraged to assign an
ABC Bayes factor by estimating the expression in Equation (54). This extension, in terms
of the forensic specific source scenario, is illustrated in Figure 10.
Approaches for estimating the expression in Equation (54) are the topics of the
next two sections.
5.3 EMPIRICAL ROC APPROACH
The first method for assigning the ROC-ABC Bayes factor is purely data driven and uses





















≤ t|M = 1]
L−1
∑L
l=1 I[∆ (η(D), η(D
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Figure 10: An illustration of the process for assigning a ROC-ABC Bayes factor in
the specific source scenario using notation from Hepler et al. (2012) for SLRs. Scores
generated under H1 are contained in the blue rectangle, while scores generated under
H2 are contained in the red rectangle. Rather than assigning the ABC Bayes factor
in the traditional manner, the ROC extension to the ABC model selection framework
suggests construction of a ROC curve from the two sets of scores, which will then be
used to leverage the relationship between Equations (49) and (54).
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where R̂OC(·) is the empirical estimate of the ROC curve constructed from the set of K
∆(η(D), ·) generated under model 1 and the set of L ∆(η(D), ·) generated under model
2. Expression (57) can be interpreted as the ratio of the proportion of ∆(η(D), ·) arising
under model 1 that are less than t and the proportion of ∆(η(D), ·) arising under model 2
that are less than t. While this interpretation is still stated in terms of the tolerance, t, the












≤ t|M = 2] = 10), while allowing the total number of
simulations, N , and necessarily, L, to increase. As a result, the expression in the
denominator of Equation (57) will be driven to 0; hence, approximating the limit as
p→ 0+ in Equation (54). This approach has several major advantages as compared to the
original approach for assigning ABC Bayes factors:
1. t is chosen as a function of only the distance scores between the value of the
summary statistic of the observed data and the value of the summary statistic of the
data generated under model 2 (versus all distance scores in other implementations
of the ABC algorithm).
2. t is chosen such that the number of accepted distance scores under model 2 is fixed
(versus a fixed value of t arbitrarily close to 0, or a varying value of t based on a
fixed quantile of the empirical distribution of all the scores from models 1 and 2
combined).
For a given set of observed data, all current implementations of the ABC algorithm result
in unpredictable variations of both the numerator and the denominator of the ratio in
Equation (46) as N increases, which makes its convergence difficult to monitor. By fixing
the rate of convergence of the denominator in Equation (46), this approach has the
potential to better plan computing resources and monitor convergence.
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5.4 PARAMETRIC ROC APPROACH
The second approach for assigning the ROC-ABC Bayes factor extends further the




































where f(·) and g(·) denote the probability density functions of monotonic increasing
transformation of distance scores under models 1 and 2, respectively. The relationship in
Equation (58) stems from the limit definition of the right-hand derivative function; the
equality between Expressions (58) and (59) is due to the definition of the ROC in
Equation (16); the equality between Expressions (59) and (60) requires the chain rule and
differentiation of an inverse function; evaluation of the expression in Equation (60) at 0
results in the expression in Equation (61). It can be seen in Expression (58) that assigning
an ABC Bayes factor using Equation (60) requires estimation of the right-hand derivative
of ROC(p), evaluated at p = 0. Expressions (59) through (61) can be useful for evaluating
the derivative once a parametric ROC model has been selected, as will be seen in Section
5.4.2.
Sections 5.4.1 and 5.4.2 review two potential models to leverage the parametric
approach for assigning a ROC-ABC Bayes factor.
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5.4.1 THE BINORMAL ROC MODEL
To assign the ROC-ABC Bayes factor using the parametric approach described in Section
5.4, the common binormal ROC model, introduced in Section 4.3, can be considered:







, and Φ(·) represents the standard normal CDF. For this















































b · e− 12 (a2+2abz+b2z2−z2) (67)
where φ(·) denotes the standard normal PDF and Φ(·) denotes the standard normal CDF.
The equality between Expressions (64) and (65) utilizes a change of variable from p to the
standard normal z-score, z = Φ−1(p). Taking a and b in cases, the limit in (67) can be









b < 0 · 0
b = 0 · 0
0 < b < 1 · ∞
b = 1 a < 0 0
b = 1 a = 0 1
b = 1 a > 0 ∞
b > 1 · 0
Table 1: Right-hand derivative of the binormal model for ROC(p), evaluated at p = 0,
taking a and b in cases.
The right-hand derivative of the binormal ROC model at p = 0 takes values of 0, 1
or ∞, depending on the values of a and b. This instability across the parameter space of
the binormal ROC model indicates that this model is not suitable to assign Bayes factors
in ROC-ABC.
5.4.2 THE NON-CENTRAL DUAL BETA ROC MODEL
As an alternative to the binormal ROC model, the non-central dual beta ROC model,
introduced in Section 4.3, with the first shape parameter of each non-central beta density
the densities restricted to 1 (αF = αG = 1), can be considered:
ROC(p) = F (G−1(p | αG = 1, βG, λG) | αF = 1, βF , λF ) (68)
where F (·) is a non-central beta CDF with parameters αF , βF , and non-centrality
parameter λF , and G
−1(·) is a non-central beta quantile function with parameters αG, βG,
and non-centrality parameter λG, as in Section 4.3. The restriction on the first shape
parameter of the densities guarantees that the right-hand derivative of ROC(p), evaluated
47

























































































where B(·, ·) is the beta function. The equality in Equation (69) relies on the relationship
between Expressions (58) and (61) shown in Section 5.4. The equality between
Expressions (69) and (70) replaces G−1(0) with 0, by definition of the non-central beta
quantile function; Expression (71) replaces the densities with their definitions; arriving at
Expression (72) from (71) requires replacing αF and αG with 1, and simplifying terms.
Finally, the equality between (72) and (73) relies on rules of exponents, and the fact that
all terms of the summation over j are negligible, except when j = 0. The stability of the
derivative allows the non-central dual beta ROC model to be a candidate for assigning
Bayes factors in ROC-ABC.
Fitting the non-central dual beta ROC model requires the use of numerical
optimization techniques to estimate the parameter values. Once estimates for βF , λF , βG,
and λG are obtained, it is trivial to use Equation (73) to assign the ROC-ABC Bayes factor.
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6 ROC-ABC FOR MODEL SELECTION: A SIMPLE EXAMPLE
In this chapter, several model selection problems that are not necessarily related to the
forensic identification of source problem will be introduced. The goal is to provide simple
illustrative examples that allow the reader to develop an intuition for the behavior of the
proposed algorithm. Specifically, several variations of a simple example are considered for
the purpose of (1) illustrating the implementation of the ABC model selection algorithm
and (2) comparing the traditional ABC and ROC-ABC Bayes factors in a setting where the
Bayes factor can be obtained analytically. Additionally, several methods for incorporating
training data into an ABC model selection algorithm will be illustrated in Section 6.3.
The example considered in this chapter has been designed such that the observed
data is low-dimensional and dimension reduction via a summary statistic is not necessary;
thus, the issue of sufficiency of summary statistics across models, highlighted by Robert
et al. (2011) and discussed in Chapter 3, is not an element that needs consideration.
The basic framework for the example considered in this chapter involves the
observation of the total number of successes over n independent Bernoulli trials with
unknown probability of success. The goal is to provide support for one of two models, M1
and M2, with differing probabilities of success. First, a scenario in which there is no
uncertainty on the two competing probabilities of success will be considered. Second,
uncertainty on the two competing probabilities of success will be incorporated. Finally, a
scenario will be considered in which training data, generated under the two competing
probabilities of success, has been observed.
6.1 NO UNCERTAINTY ON THE PROBABILITY OF SUCCESS
First, consider a scenario in which the total number of successes, Xn, out of n
independent Bernoulli trials with fixed but unknown probability of success, has been
observed. It is of interest to determine whether the underlying process that generated the
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observed data had the known, fixed probability of success, θ1, or the known, fixed
probability of success, θ2. To rephrase this into a model selection problem, it is of interest
to select between a first model
M1 : Xn ∼ Binomial(n, θ1) (74)
and a second model
M2 : Xn ∼ Binomial(n, θ2) (75)
where θ1 and θ2 are known and fixed.


















can be used to quantify the weight of support given by the observed data, Xn, in favor of
M1 versus M2.
The sampling portion of a traditional ABC model selection algorithm for this
setting is given in Algorithm 2.
In this scenario, two different scoring functions are considered. The first is an
absolute distance (or equivalently, a euclidean distance) between the observed data, Xn,















Algorithm 2: A sampling algorithm for ABC model selection - scenario 1
Data: Observed data, Xn; parameters θ1 and θ2.









, with K scores
arising under M1 and L scores arising under M2.
for i = 1 to N do
Sample a model index parameter M(i) from the model prior:
π(M = m) = 0.5, m = 1, 2;





Binomial(n, θ1), if M(i) = 1
















































and will converge in distribution to a χ2 distribution with one degree of freedom as
n→ ∞ when X∗(i)n is generated by the same process that gave rise to Xn.
A method for assigning a traditional ABC Bayes factor for threshold t is provided
in Algorithm 3.
Algorithm 3: A method to assign the traditional ABC Bayes factor









, with K scores arising
under M1 and L scores arising under M2. A threshold value t.
Result: The traditional ABC Bayes factor.






which arose under M1 and are less than or
equal to t: numerator =
∑N













which arose under M2 and are less than or
equal to t: denominator =
∑N











Due to the discrete nature of Xn, a score (under either scoring function) exactly
equal to 0 will be realized when X
∗(i)
n is equal to Xn. Therefore, in this setting, it is
feasible to consider a threshold, t, that is equal to 0 to assign a traditional ABC Bayes
factor.
Two variations of an empirical approach for assigning a ROC-ABC Bayes factor
(Section 5.3) are given in Algorithm 4 (motivated by Equation (57)) and Algorithm 5








≤ t|M(l) = 2] remains fixed even as N increases.
Algorithm 4: An empirical method to assign the ROC-ABC Bayes factor -
approach 1









, with K scores arising
under M1 and L scores arising under M2. A threshold value t.
Result: A ROC-ABC Bayes factor.






which arose under M1 that are less than or








≤ t|M(k) = 1] ;






which arose under M2 that are less than or








≤ t|M(l) = 2] ;
Assign a ROC-ABC Bayes factor as: numerator
denominator
.
In Algorithm 5, p should be defined near 0, such as p = 1
L
, p = 10
L




Algorithm 5: An empirical method to assign the ROC-ABC Bayes factor -
approach 2









, with K scores arising
under M1 and L scores arising under M2. A value p ∈ [0, 1].
Result: A ROC-ABC Bayes factor.























Two variations of a parametric approach for assigning a ROC-ABC Bayes factor
(Section 5.4) are given in Algorithm 6 (motivated by the left side of Equation (58)) and
Algorithm 7 (motivated by Equation (60)). In Algorithm 6, p should be defined near 0,
such as p = 1
L
, p = 10
L
, p = 100
L
.
Algorithm 6: A parametric method to assign the ROC-ABC Bayes factor
- approach 1









, with K scores arising
under M1 and L scores arising under M2. A value p ∈ [0, 1].
Result: A ROC-ABC Bayes factor.























In Algorithm 7, p should be defined as equal to 0.
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Algorithm 7: A parametric method to assign the ROC-ABC Bayes factor
- approach 2









, with K scores arising
under M1 and L scores arising under M2. A value p = 0.
Result: A ROC-ABC Bayes factor.
Fit a parametric ROC curve, ROC(p), such as a non-central dual beta ROC model


























, where f(·), g(·), and G−1(·) are
as defined in Section 5.4.
The non-central dual beta ROC model was used in this example. The fitting






F (G−1(pi | 1, βG, λG) | 1, βF , λF )− R̂OC(pi)
)





where 0 < p1, ...pn ≤ 1.
ABC ROC-ABC ROC-ABC ROC-ABC ROC-ABC
truth θ1 θ2 n Xn N ∆(·, ·) BF BF 1 BF 2 BF 3 BF 4 BF
0.3 0.5 100 30 1e6 eq (78) 2269.4 2270.8 4314.6 1371.5 1396.1 3745.4
M1
0.3 0.5 100 30 1e6 eq (79) 2269.4 2270.8 4314.6 1101.5 1117.3 3745.4
0.3 0.5 100 50 1e6 eq (78) 2.3e-4 2.3e-4 0.9 1.8e-4 1.8e-4 1.6e-4
M2
0.3 0.5 100 50 1e6 eq (79) 2.3e-4 2.3e-4 0.9 1.5e-4 1.5e-4 1.6e-4
Table 2: Results for scenario 1
To obtain the results in Table 2, Xn was defined as nθ1 when M1 was true and Xn
was defined as nθ2 when M2 was true. Results in column “ABC BF” were obtained using
the approach in Algorithm 3 with t = 0. Results in columns “ROC-ABC BF 1” through
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“ROC-ABC BF 4” were obtained using approaches in Algorithms 4 through 7,









≤ t|M(l) = 2] = 10. For ROC-ABC Bayes factors obtained
using approaches in Algorithms 5 and 6, p was defined as p = 10
L
. Results have been
rounded for presentation in the table.
When M1 was true, the traditional ABC Bayes factor and the ROC-ABC Bayes
factor assigned using Algorithm 4 agree, although neither reach the magnitude of the LR.
Both parametric approaches for assigning the ROC-ABC Bayes factor underestimate the
LR. The selected scoring function did not have an effect on the traditional ABC Bayes
factor or the ROC-ABC Bayes factor assigned using Algorithm 4. It is expected that as the
number of simulated pseudo-observations increase, the ABC Bayes factor and ROC-ABC
Bayes factors will approach the analytical LR.
When M2 was true, all approaches provided results on the same order of
magnitude as the analytical LR except for Algorithm 5. This approach uses an empirical
ROC curve which is the composition of an empirical CDF and an empirical quantile
function. The empirical quantile function that was used here involves a linear interpolation
between points which may be the cause of this strange behavior. Further study is required.
6.2 INCORPORATING UNCERTAINTY ON THE PROBABILITY OF SUCCESS
Consider a scenario in which the total number of successes, Xn, out of n independent
Bernoulli trials with unknown probability of success, has been observed. It is of interest to
determine whether the underlying process that generated the observed data had probability
of success, θ1, or probability of success, θ2. The values of θ1 and θ2 are not known with
certainty. The uncertainty on each of these parameters is characterized using a beta
distribution. To rephrase this into a model selection problem, it is of interest to select
between a first model
M1 : Xn ∼ Binomial(n, θ1) (81)
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and a second model
M2 : Xn ∼ Binomial(n, θ2) (82)
where the uncertainty on θ1 is characterized as θ1 ∼ Beta(α1, β1) and the uncertainty on
and θ2 is characterized as θ2 ∼ Beta(α2, β2). The probability distributions characterizing
the uncertainty on θ1 and θ2 and the Bayesian hyperparameters, α1, β1, α2, and β2 in this
case, are chosen to reflect the belief structures of the individual assigning the evidential
value (see, for example, page 93 in Section 4.1.2 of Stern (2020)). Non-informative priors
are not considered for the simple reason that the focus is on reporting a Bayes factor and,
in general, non-informative priors tend to be improper probability distributions. If the
focus was on the posterior probability of the model, this issue could potentially be
mitigated. However, within the domain of forensic science, the use of posterior
probabilities is considered to be an infringement on the role of the decision maker within
the Bayesian paradigm for forensic evidence interpretation (see, for example, ASA
Forensic Science Advisory Committee (2019) and pages 243-244 in Section 10.3.4 of
Kaye (2020)).
The Bayes factor for quantifying the weight of support given by the observed data,






































































where θ = (θ1, θ2). The expression in the numerator of the Bayes factor is known as the
beta-binomial probability mass function with free parameters α1 and β1. Similarly, the
expression in the denominator is known as the beta-binomial probability mass function
with free parameters α2 and β2. The number of trials, n, is known and dictates the support
of the distribution: {0, 1, ..., n}.
The sampling portion of a traditional ABC model selection algorithm for this
setting is given in Algorithm 8.
Algorithm 8: A sampling algorithm for ABC model selection - scenario 2
Data: Observed data, Xn; parameters α1, β1, α2, β2.









, with K scores
arising under M1 and L scores arising under M2.
for i = 1 to N do
Sample a model index parameter M(i) from the model prior:
π(M = m) = 0.5, m = 1, 2;





Beta(α1, β1), if M(i) = 1
Beta(α2, β2), if M(i) = 2
;







1 ), if M(i) = 1
Binomial(n, θ
(i)









The scoring functions, ∆(·, ·), used to obtain results for this scenario are those
defined in Equations (78) and (79). The traditional ABC Bayes factor and the four
different versions of the ROC-ABC Bayes factor can be assigned according to Algorithms
3, 4, 5, 6, and 7, just as in the first scenario.
ABC ROC-ABC ROC-ABC ROC-ABC ROC-ABC
truth α1 β1 α2 β2 θ1 θ2 n Xn N ∆(·, ·) BF BF 1 BF 2 BF 3 BF 4 BF
2 4.7 3 3 0.3 0.5 100 30 1e6 eq (78) 1.6 1.6 1025.5 1.8 1.8 1.6
M1
2 4.7 3 3 0.3 0.5 100 30 1e6 eq (79) 1.6 1.6 1025.5 1.7 1.7 1.6
2 4.7 3 3 0.3 0.5 100 50 1e6 eq (78) 0.6 0.6 529.0 1.0 1.0 0.6
M2
2 4.7 3 3 0.3 0.5 100 50 1e6 eq (79) 0.6 0.6 529.0 0.9 0.9 0.6
Table 3: Results for scenario 2
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To obtain the results in Table 3, Xn was defined as nθ1 when M1 was true and Xn
was defined as nθ2 when M2 was true. Parameters α1 and β1 were defined such that
α1
α1+β1
= θ1 (i.e., θ1 is the expectation of the beta distribution characterizing the
uncertainty on θ1). Parameters α2 and β2 were defined in a similar manner for the beta
distribution characterizing the uncertainty on θ2. Results in column “ABC BF” were
obtained using the approach in Algorithm 3 with t = 0. Results in columns “ROC-ABC
BF 1” through “ROC-ABC BF 4” were obtained using approaches in Algorithms 4









≤ t|M(l) = 2] = 10. For ROC-ABC Bayes
factors obtained using approaches in Algorithms 5 and 6, p was defined as p = 10
L
. Results
have been rounded for presentation in the table.
Both the traditional ABC Bayes factor and most ROC-ABC Bayes factors are in
agreement with the analytical Bayes factor when H1 was true and when H2 was true. The
misleading ROC-ABC Bayes factors obtained using Algorithm 5 require further study, as
noted in the results of the first scenario. The selected scoring function did not have an
effect on the traditional ABC Bayes factor or the ROC-ABC Bayes factor assigned using
Algorithm 4.
6.3 INCORPORATING TRAINING DATA
Consider a scenario in which the total number of successes, Xn, out of n independent
Bernoulli trials with unknown probability of success, has been observed. It is of interest to
determine whether the underlying process that generated the observed data had probability
of success, θ1, or probability of success, θ2. The values of θ1 and θ2 are not known with
certainty. The uncertainty on each of these parameters is characterized using a beta
distribution. In addition to the observed data, Xn, the total number of successes, Y1m, out
of m independent Bernoulli trials with probability of success θ1 and the total number of
successes, Y2m, out of m independent Bernoulli trials with probability of success θ2 have
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also been observed. The observed Y1m and Y1m are referred to as training data.







Xn ∼ Binomial(n, θ1)
Y1m ∼ Binomial(m, θ1)
Y2m ∼ Binomial(m, θ2)
(88)






Xn ∼ Binomial(n, θ2)
Y1m ∼ Binomial(m, θ1)
Y2m ∼ Binomial(m, θ2)
(89)
where the uncertainty on θ1 is characterized as θ1 ∼ Beta(α1, β1) and the uncertainty on
and θ2 is characterized as θ2 ∼ Beta(α2, β2). Note that the data generating process of the
training data is not under dispute in the two opposing models, only the data generating
process of Xn.
The Bayes factor for quantifying the weight of support given by the observed data,
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where θ = (θ1, θ2). The expression in the numerator of the Bayes factor is known as the
beta-binomial probability mass function with free parameters α1 + Y1m and
β1 +m− Y1m. Similarly, the expression in the denominator is known as the beta-binomial
probability mass function with free parameters α2 + Y2m and β2 +m− Y2m. The number
of trials, n, is known and dictates the support of the distribution: {0, 1, ..., n}.
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6.3.1 APPROACH 1
One approach for a sampling portion of a traditional ABC model selection algorithm for
this setting is given in Algorithm 9.
Algorithm 9: A sampling algorithm for ABC model selection - scenario 3,
approach 1
Data: Observed data, Xn; training data, Y1m; training data, Y2m;
parameters α1, β1, α2, β2.







































scores arising under M1 and L scores arising under M2.
for i = 1 to N do
Sample a model index parameter M(i) from the model prior:
π(M = m) = 0.5, m = 1, 2;
Sample parameters from the prior distributions:
θ
(i)
1 ∼ Beta(α1, β1)
θ
(i)
2 ∼ Beta(α2, β2);








1 ), if M(i) = 1
Binomial(n, θ
(i)
2 ), if M(i) = 2
Y
∗(i)





































To accommodate the three sets of observed and training data and their
pseudo-counterparts, three different scoring functions are defined, as opposed to using the
ones defined in Equations (78) and (79) which are only defined for comparing Xn and
X
∗(i)


































































Y2m − Y ∗(i)2m
)2
(101)

































































































































































































The score in Equation (102) will converge in distribution to a χ2 distribution with three
degrees of freedom as n→ ∞ and m→ ∞ when X∗(i)n is generated by the same process
that gave rise to Xn.
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,when M2 is true
(106)
where ∆0(·, ·), ∆1(·, ·), ∆2(·, ·) are defined as above. This score (Equation (106)) will
converge in distribution to a χ2 distribution with two degrees of freedom as n→ ∞ and
m→ ∞ when X∗(i)n is generated by the same process that gave rise to Xn. While
traditionally, the scoring function used in ABC model selection algorithms the same no
matter the model index selected, it is of interest here to determine whether or not results
obtained using the scoring function defined in Equation (102) agree with results obtained
using the scoring function defined in Equation (106). The idea is that the information
contained in Y1m is not useful under M1 while the information contained in Y2m is not
useful under M2.
The traditional ABC Bayes factor and the four different versions of the ROC-ABC
Bayes factor can be assigned according to Algorithms 3, 4, 5, 6, and 7, using the set of





























































obtained from the result of Algorithm 9.
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truth α1 β1 α2 β2 θ1 θ2 n Xn m Y1m Y2m N ∆(·, ·) ABC BF alg ABC BF BF
2 4.7 3 3 0.3 0.5 100 30 50 15 25 1e6 eq (101) alg 3 30 20.3
2 4.7 3 3 0.3 0.5 100 30 50 15 25 1e6 eq (101) alg 4 24.6 20.3
2 4.7 3 3 0.3 0.5 100 30 50 15 25 1e6 eq (101) alg 5 24.6 20.3
2 4.7 3 3 0.3 0.5 100 30 50 15 25 1e6 eq (101) alg 6 107.0 20.3
2 4.7 3 3 0.3 0.5 100 30 50 15 25 1e6 eq (101) alg 7 265.1 20.3
2 4.7 3 3 0.3 0.5 100 30 50 15 25 1e6 eq (102) alg 3 30 20.3
2 4.7 3 3 0.3 0.5 100 30 50 15 25 1e6 eq (102) alg 4 24.6 20.3
2 4.7 3 3 0.3 0.5 100 30 50 15 25 1e6 eq (102) alg 5 24.6 20.3
2 4.7 3 3 0.3 0.5 100 30 50 15 25 1e6 eq (102) alg 6 12.5 20.3
2 4.7 3 3 0.3 0.5 100 30 50 15 25 1e6 eq (102) alg 7 12.5 20.3
2 4.7 3 3 0.3 0.5 100 30 50 15 25 1e6 eq (106) alg 3 28.9 20.3
2 4.7 3 3 0.3 0.5 100 30 50 15 25 1e6 eq (106) alg 4 28.9 20.3
2 4.7 3 3 0.3 0.5 100 30 50 15 25 1e6 eq (106) alg 5 104.2 20.3
2 4.7 3 3 0.3 0.5 100 30 50 15 25 1e6 eq (106) alg 6 550.7 20.3
M1
2 4.7 3 3 0.3 0.5 100 30 50 15 25 1e6 eq (106) alg 7 2324.8 20.3
2 4.7 3 3 0.3 0.5 100 50 50 15 25 1e6 eq (101) alg 3 0.05 0.05
2 4.7 3 3 0.3 0.5 100 50 50 15 25 1e6 eq (101) alg 4 0.05 0.05
2 4.7 3 3 0.3 0.5 100 50 50 15 25 1e6 eq (101) alg 5 0.2 0.05
2 4.7 3 3 0.3 0.5 100 50 50 15 25 1e6 eq (101) alg 6 0.004 0.05
2 4.7 3 3 0.3 0.5 100 50 50 15 25 1e6 eq (101) alg 7 0.004 0.05
2 4.7 3 3 0.3 0.5 100 50 50 15 25 1e6 eq (102) alg 3 0.05 0.05
2 4.7 3 3 0.3 0.5 100 50 50 15 25 1e6 eq (102) alg 4 0.05 0.05
2 4.7 3 3 0.3 0.5 100 50 50 15 25 1e6 eq (102) alg 5 0.2 0.05
2 4.7 3 3 0.3 0.5 100 50 50 15 25 1e6 eq (102) alg 6 0.05 0.05
2 4.7 3 3 0.3 0.5 100 50 50 15 25 1e6 eq (102) alg 7 0.05 0.05
2 4.7 3 3 0.3 0.5 100 50 50 15 25 1e6 eq (106) alg 3 0.04 0.05
2 4.7 3 3 0.3 0.5 100 50 50 15 25 1e6 eq (106) alg 4 0.04 0.05
2 4.7 3 3 0.3 0.5 100 50 50 15 25 1e6 eq (106) alg 5 3.6 0.05
2 4.7 3 3 0.3 0.5 100 50 50 15 25 1e6 eq (106) alg 6 0.03 0.05
M2
2 4.7 3 3 0.3 0.5 100 50 50 15 25 1e6 eq (106) alg 7 0.03 0.05
Table 4: Results for scenario 3, approach 1
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To obtain the results in Table 4, Xn was defined as nθ1 when M1 was true and Xn
was defined as nθ2 when M2 was true. Similarly, Y1m was defined as mθ1 and Y2m was
defined as mθ2 under both M1 and M2. Parameters α1 and β1 were defined such that
α1
α1+β1
= θ1 (i.e., θ1 is the expectation of the beta distribution characterizing the
uncertainty on θ1). Parameters α2 and β2 were defined in a similar manner for the beta
distribution characterizing the uncertainty on θ2. For ROC-ABC Bayes factors obtained








≤ t|M(l) = 2] = 10.
For ROC-ABC Bayes factors obtained using approaches in Algorithms 5 and 6, p was
defined as p = 10
L
. Results have been rounded for presentation in the table.
In most cases, both the traditional ABC Bayes factor and ROC-ABC Bayes factors
are in agreement with the analytical Bayes factor. As noted in the first two scenarios,
further study of misleading results obtained using Algorithm 5 is required. Further study
of results obtained using the scoring function from Equation (106) is also warranted, as
these results do not match results obtained using the scoring function from Equation (102).
6.3.2 APPROACH 2
A second approach for a sampling portion of a traditional ABC model selection algorithm
for this setting is motivated by the form of the Bayes factor in Equation (97). This
approach is given in Algorithm 10. It is important to note that this approach is not
necessarily practical in settings where likelihoods for the observed and training data are
intractable and likelihood free model selection approaches are needed.
The scoring functions, ∆(·, ·), used to obtain results for this scenario are those
defined in Equations (78) and (79). The traditional ABC Bayes factor and the four
different versions of the ROC-ABC Bayes factor can be assigned according to Algorithms
3, 4, 5, 6, and 7, just as in the first scenario.
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Algorithm 10: A sampling algorithm for ABC model selection - scenario 3,
approach 2
Data: Observed data, Xn; training data, Y1m; training data, Y2m;
parameters α1, β1, α2, β2.









, with K scores
arising under M1 and L scores arising under M2.
for i = 1 to N do
Sample a model index parameter M(i) from the model prior:
π(M = m) = 0.5, m = 1, 2;





BetaBinomial(α1 + Y1m, β1 +m− Y1m), if M(i) = 1









truth α1 β1 α2 β2 θ1 θ2 n Xn m Y1m Y2m N ∆(·, ·) ABC BF alg ABC BF BF
2 4.7 3 3 0.3 0.5 100 30 50 15 25 1e6 eq (78) alg 3 21.0 20.3
2 4.7 3 3 0.3 0.5 100 30 50 15 25 1e6 eq (78) alg 4 21.0 20.3
2 4.7 3 3 0.3 0.5 100 30 50 15 25 1e6 eq (78) alg 5 2590.4 20.3
2 4.7 3 3 0.3 0.5 100 30 50 15 25 1e6 eq (78) alg 6 45.7 20.3
2 4.7 3 3 0.3 0.5 100 30 50 15 25 1e6 eq (78) alg 7 45.8 20.3
2 4.7 3 3 0.3 0.5 100 30 50 15 25 1e6 eq (79) alg 3 21.0 20.3
2 4.7 3 3 0.3 0.5 100 30 50 15 25 1e6 eq (79) alg 4 21.0 20.3
2 4.7 3 3 0.3 0.5 100 30 50 15 25 1e6 eq (79) alg 5 2590.4 20.3
2 4.7 3 3 0.3 0.5 100 30 50 15 25 1e6 eq (79) alg 6 29.3 20.3
M1
2 4.7 3 3 0.3 0.5 100 30 50 15 25 1e6 eq (79) alg 7 29.4 20.3
2 4.7 3 3 0.3 0.5 100 50 50 15 25 1e6 eq (78) alg 3 0.05 0.05
2 4.7 3 3 0.3 0.5 100 50 50 15 25 1e6 eq (78) alg 4 0.05 0.05
2 4.7 3 3 0.3 0.5 100 50 50 15 25 1e6 eq (78) alg 5 112.1 0.05
2 4.7 3 3 0.3 0.5 100 50 50 15 25 1e6 eq (78) alg 6 0.04 0.05
2 4.7 3 3 0.3 0.5 100 50 50 15 25 1e6 eq (78) alg 7 0.04 0.05
2 4.7 3 3 0.3 0.5 100 50 50 15 25 1e6 eq (79) alg 3 0.05 0.05
2 4.7 3 3 0.3 0.5 100 50 50 15 25 1e6 eq (79) alg 4 0.05 0.05
2 4.7 3 3 0.3 0.5 100 50 50 15 25 1e6 eq (79) alg 5 112.1 0.05
2 4.7 3 3 0.3 0.5 100 50 50 15 25 1e6 eq (79) alg 6 0.04 0.05
M2
2 4.7 3 3 0.3 0.5 100 50 50 15 25 1e6 eq (79) alg 7 0.04 0.05
Table 5: Results for scenario 3, approach 2
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To obtain the results in Table 5, Xn was defined as nθ1 when M1 was true and Xn
was defined as nθ2 when M2 was true. Similarly, Y1m was defined as mθ1 and Y2m was
defined as mθ2 under both M1 and M2. Parameters α1 and β1 were defined such that
α1
α1+β1
= θ1 (i.e., θ1 is the expectation of the beta distribution characterizing the
uncertainty on θ1). Parameters α2 and β2 were defined in a similar manner for the beta
distribution characterizing the uncertainty on θ2. For ROC-ABC Bayes factors obtained








≤ t|M(l) = 2] = 10.
For ROC-ABC Bayes factors obtained using approaches in Algorithms 5 and 6, p was
defined as p = 10
L
. Results have been rounded for presentation in the table.
In most cases, both the traditional ABC Bayes factor and ROC-ABC Bayes factors
are in agreement with the analytical Bayes factor. As noted in the previous scenarios,
further study of the misleading results obtained using Algorithm 5 is needed. The selected
scoring function did not have a major effect on results.
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7 MONTE CARLO ASYMPTOTIC ANALYSIS OF THE ROC-ABC BAYES FACTOR
In this chapter, the behavior of the empirical ROC-ABC Bayes factor is studied as the total
number of simulations, N , from the original ABC algorithm (Algorithm 1), tends to ∞.
7.1 DERIVATION





, between observed data and pseudo-data arising under models
1 and 2 in Algorithm 1. Here, a simplified ABC algorithm will be considered, in which the
number of scores generated under M1 is defined deterministically as K = N · π(M = 1),
and the number of scores generated under M2 is defined deterministically as L = N −K.
(Recall that in Algorithm 1, K ∼ Binomial(N, π(M = 1)) and L = N −K.)
Then, as in Section 5.3, the empirical approach for assigning the ROC-ABC Bayes










≤ t|M = 1]
L−1
∑L
l=1 I[∆ (η(D), η(D











≤ t|M = 1] (108)
denotes the proportion of times that pseudo-data is accepted for threshold t when









≤ t|M = 2] (109)
is defined in an analogous manner for pseudo-data from model 2.












≤ t|M = 2] ∼ Bernoulli (G(t)) . (111)
Then,







K−1 ·K · F̂K(t)
)
(113)





= K−1 · (K · F (t)) (115)







K−1 ·K · F̂K(t)
)
(117)





= K−2 · (K · F (t) · (1− F (t))) (119)
= K−1 · F (t) · (1− F (t)) (120)
and







L−1 · L · ĜL(t)
)
(122)














L−1 · L · ĜL(t)
)
(126)





= L−2 · (L ·G(t) · (1−G(t))) (128)
= L−1 ·G(t) · (1−G(t)) (129)






d→ [F (t) (1− F (t))]
1
2 · Z (130)








2 · Z (131)
as L→ ∞, where Z ∼ N (0, 1).










































































π(M=2) as K → ∞, where Z ∼ N (0, 1). Line (134) is a result of algebraic
manipulation, while line (135) is a result of the Continuous Mapping Theorem and
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G(t) (1−G(t)) π(M = 1)









π(M=2) as K → ∞, where Z ∼ N (0, 1). Lines (136) through (140) are a result
of algebraic manipulation, while line (141) is a result of the Continuous Mapping
Theorem and Slutsky’s Theorem (van der Vaart, 1998).











F (t) (1− F (t))
G(t)2











π(M=2) as K → ∞, where Z ∼ N (0, 1).
7.2 APPLICATION


































quantile of the standard Normal distribution.
To illustrate this result, consider an example in which F (·) is a non-central beta
distribution function with parameters αF = 1, βF = 20, λF = 15, and G(·) is a
non-central beta distribution function with parameters αG = 1, βG = 2, λG = 15. Model
priors are defined such that
π(M=1)
π(M=2) = 1. Empirical distribution functions for samples of
size K = L = 500, 000 from each distribution are illustrated in Figure 11. The ratio of
these empirical distribution functions as a function of t is illustrated in Figure 12; 95%
confidence bounds were derived using Equation (143) with α = 0.05.
It can be seen that for t near 0, the bounds are much wider and the confidence
interval obtained using Equation (143) may cover negative values. When this occurs, this
strongly implies that the algorithm has not run long enough and that more iterations of the
ABC model selection algorithm are needed for a stable numerical estimate of the Bayes
factor in this region.
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Figure 11: Empirical distribution functions for samples of size K = L = 500, 000 from
a non-central beta distribution function with parameters αF = 1, βF = 20, λF = 15
(solid blue), and a non-central beta distribution function with parameters αG = 1,
βG = 2, λG = 15 (dashed red).
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Figure 12: The ratio
F̂K(t)
ĜL(t)
(solid black line), plotted as a function of t, for the
scenario considered in Figure 11. 95% bounds on the ratio, derived using result (142)
are illustrated by dashed blue lines.
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8 APPLICATION OF ROC-ABC TO FINGERPRINT EVIDENCE
Disclaimer: This chapter is based largely on Hendricks et al. (2021b).
In this application, similarities between the algorithm proposed by Neumann et al.
(2012) and the Approximate Bayesian Computation framework will be capitalized to
provide a method to formally and rigorously assign Bayes factors for fingerprint evidence.
The relationship between the traditional ABC Bayes factor and the ROC curve will be
leveraged to address shortcomings in existing ABC model selection algorithms. This
application addresses the issues raised in relation to Neumann et al. (2012) and provides a
much needed general framework for the quantification of the weight of any type of
forensic pattern evidence, as long as a similarity measure can be defined to compare two
pieces of evidence.
Assuming a fingermark, recovered in connection with a crime and a suspect,
Mr. X., the following two alternative propositions can be considered:
H1 : the fingermark originates from Mr. X.
H2 : the fingermark does not originate from a finger of Mr. X., but from another person
in a relevant population of potential donors.
To address the so-called prosecution and defense propositions, H1 and H2, two models
can be considered: M1, which represents how Mr. X. generates fingermarks, and M2,
which represents how fingermarks are generated by the donors in the population of
alternative sources. These models enable fingermarks to be sampled under the two
alternative propositions, and are necessary to generate the data used in the algorithm in
this chapter. Details of these models and their use are described in Section 8.1.
To assign an approximate Bayes factor to quantify the weight of evidence of an
observed fingermark, a parallel can be drawn between Algorithm 1 of Chapter 3 and the
fingerprint setting by:
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1. replacing the observed data D, by observations, eu, made on the fingermark that
was recovered at the crime scene and whose donor is unknown;
2. replacing models 1 and 2 in Equations (9) and (10) by methods to generate
fingermarks, e∗u, from any individual considered under the prosecution or the
defense hypotheses defined in Section 1.2 (these are equivalent to the
pseudo-fingermarks mentioned by Neumann et al. (2012));
3. defining a scoring function, ∆(·, ·), to compare pairs of finger impressions;
This results in an ROC-ABC algorithm to approximate a Bayes factor for fingerprint
evidence. The ROC-ABC algorithm for fingerprint evidence is summarized in Algorithm
11. It will converge to the Bayes factor under the same conditions as discussed above (i.e.
sufficient statistic across all models, optimal scoring function, infinite/large number of
simulations, etc.).
Algorithm 11: ROC-ABC algorithm for fingerprint evidence
for i = 1 to N do
Sample a model index, M(i), from π(M = m), where m = 1, 2;
if M(i) = 1: Select the control print;
else: Sample a print from the alternative source dataset;
Sample a set of distortion parameters;
Generate a pseudo-fingermark, e
∗(i)
u , by distorting the selected print using








Assign the ROC-ABC Bayes factor using methods from Section 5.3 or 5.4.
8.1 GENERATION OF PSEUDO-FINGERMARK DATA
Implementation of the ROC-ABC algorithm for fingerprint evidence requires a model
from which pseudo-fingermarks can be generated. The same fingerprint distortion model
as Neumann et al. (2012) is utilized to generate pseudo-fingermarks from any given
control print. This model mimics the way fingerprint features are displaced as the skin on
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the tip of a finger is distorted when pressed against a flat surface. This model relies on
thin-plate splines (Bookstein, 1989) and involves the estimation of the parameters of a
2-dimension vector field (Allassonniere et al., 2013). The parameter space of the model
represents a wide variety of distortion directions and pressures. These parameters were
estimated using 704 replicate impressions taken under 11 different controlled directions
and 4 pressure conditions from 17 fingers. This model allows many different distortions to
be produced from a single finger. The distortion model assumes that fingers distort in the
same way, independently of factors related to the donor (e.g., age, weight, profession) and
to the finger number (e.g., right vs. left hand, thumb vs. index finger). The model
obviously does not cover all possible distortion and pressure conditions, and donor related
factors; however, it is currently the only option to obtain a large number of
pseudo-fingermarks from any given individual.
8.1.1 GENERATION OF PSEUDO-FINGERMARKS UNDER THE PROSECUTION
MODEL
When comparing fingerprints, an examiner first detects k features of interest on the
fingermark. Second, the examiner compares it to the 10 control prints from the donor
considered by the prosecution proposition and selects the finger appearing to be the most
likely source of the mark. Finally, the examiner attempts to identify the most similar k
corresponding features out of the n features present on the control print from the selected
finger. Note that, once selected, the sets of features on the fingermark and the control print
remain fixed for the duration of the experiment, and that the selection process results in a
unique bijective pairing between the two sets of k features. The algorithm assumes that
this selection and pairing process has been done before generating pseudo-fingermarks
under M1. When M1 is selected by the algorithm, a pseudo-fingermark is generated from
the k features selected on the control print using the distortion model. By construction, the
features on this pseudo-fingermark have the same pairing with the features of the
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fingermark as the ones on the control print. The uncertainty on the type of the feature was
modeled as described in Neumann et al. (2015). By repeating this process each time M1 is
selected, a set of pseudo-fingermarks from the k features selected on the control print of
Mr. X can be obtained.
8.1.2 GENERATION OF PSEUDO-FINGERMARKS UNDER THE DEFENSE
MODEL
The defense proposition considers that, if the fingermark was not left by Mr. X, it must
have been left by another person in a relevant population of alternative sources. Assuming
that fingerprint patterns result from a completely random process during the development
of the foetus, data can be generated under M2, first, by randomly selecting an individual
from any representative sample of donors from the human population, and secondly, by
generating a pseudo-fingermark from this individual’s k minutiae configuration that is
most similar to the k minutiae observed on the fingermark. As in the previous section, the
features of this pseudo-fingermark have a unique bijective pairing with the features on the
fingermark by construction. This process is repeated each time M2 is selected to obtain a
random set of pseudo-fingermarks from the population of potential donors considered by
M2. Since it would be unrealistic to repeatedly select manually the most similar k
minutiae for each individual in a large sample, a commercially available automated
fingerprint matching system is used to perform this task.
8.2 SUMMARY STATISTIC
Configurations of minutiae can be described numerically in the form of heterogeneous
multi-dimensional random vectors containing the measurements summarized in Table 6.
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characteristic measurement variable type
location Cartesian coordinates in pixels continuous
orientation angle circular
type indicator of type discrete
Table 6: Characteristics of minutiae and their measurement and variable types.
Minutiae locations and orientations are taken with respect to a coordinate system
based on the frame of the impression’s picture (the interested reader should refer to Figure
3 (a) in Hendricks et al. (2021b)). Different framings of the same impression result in
different measurements for the same set of features. For this reason, the original
measurements need to be summarized in a way that is rotation and translation invariant.
Several invariant measurements capturing the spatial relationships between the minutiae in
a configuration can be calculated, such as the distances between every pair of minutiae in
the configuration (the interested reader should refer to Figure 3 (b) in Hendricks et al.
(2021b)). A similar approach can be used to define invariant summaries of the direction of
each feature by using fixed-length segments to represent minutiae directions and by taking
the distances between the ends of these segments for every pair of minutiae in the
configuration (the interested reader should refer to Figure 3 (c) in Hendricks et al.
(2021b)). Minutiae directions are represented as a function of the axes going from the
centroid through the location of each minutia (angles are measured counterclockwise) (the
interested reader should refer to Figure 3 (d) in Hendricks et al. (2021b)). Feature types
can be directly compared between configurations without the need to summarize since
types are rotation and translation invariant.
All of these measurements can be brought together to create a vector of summary
statistics of the original representation. For an example with 7 features, a vector of
summary statistics would include 21 cross-distances between pairs of minutiae, 21
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cross-distances to capture the spatial representation of the minutiae directions, 7 angles
and 7 types, for a total length of 56. For 10 features, the length of the vector of summary
statistics would be 110; and for 15 features, it would be 240.
Given the heterogeneity and dimension of the measurements, it is unlikely that a
sufficient summary statistic exists for fingerprint data. Here, an approach which consists
in pooling together as many individual summary statistics as possible is adopted in order
to minimize the loss of information with respect to the original data. However, contrarily
to previously proposed ABC model selection approaches, this method replaces the
summary statistic selection process by a careful design of the scoring function that
weights the different components of η(·) in order to maximize the separation between the
distributions of ∆(η(eu), ·). Therefore, the dimensionality of the summary statistics and
the computational aspects are not so problematic for the algorithm, as discussed in
Chapter 5. Nevertheless, the vectors of summary statistics described above were designed
to illustrate the concept of the ROC-ABC in the context of fingerprints and can certainly
be improved upon through further investigation.
8.3 SCORING FUNCTION
The ABC algorithm for fingerprint evidence depends on a scoring function, ∆(·, ·), which
compares pairs of summarized configurations of minutiae. As mentioned in Chapter 5, a
scoring function that best separates the distributions of ∆(η(eu), ·) obtained under the
competing models considered in Section 1.2 is desirable.
A carefully designed a scoring function is used to compare pairs of summarized
configurations of minutiae, and optimized the weights of several components to best
separate the two distributions of scores, ∆(η(eu), ·). For completeness, this development
and optimization process is included below; however, it should be stressed that other
summary statistics, scoring functions and optimization procedures could be considered
without loss of generality of the proposed ROC-ABC method.
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The scoring function used here, ∆(·, ·), is a linear combination of several scoring
functions, denoted by ∆1 (·, ·), ∆2 (·, ·), and ∆3 (·, ·), corresponding to the different
summary statistics described above (see Section 8.2) and aimed at capturing differences in
spatial relationships and directions of the features:
∆(·, ·) = c1∆1 (·, ·) + c2∆2 (·, ·) + c3∆3 (·, ·) (144)
where ci, for i ∈ {1, 2, 3}, are real-valued constants. The components of the scoring
function are described below. Recall that, by construction (see Section 8.1), the ith
measurement in eu is uniquely paired with the i
th measurement in any given
pseudo-fingermark, e∗u.
8.3.1 COMPONENTS OF THE SCORING FUNCTION
The first component, ∆1 (·, ·), captures the differences in cross-distances between the
locations of the minutiae in a pair of configurations. Denoting the ith cross-distance from
eu by di, and the i
th cross-distance from e∗u by d
∗
i , the first component of the scoring









. The second component, ∆2 (·, ·),
takes the same form as ∆1 (·, ·), but instead uses di and d∗i as the ith cross-distance
between location markers for feature directions on eu and e
∗
u respectively. This
component captures differences in directions of the features. The third component,
∆3 (·, ·), captures the difference in direction between the paired features for two
configurations. Denoting the angle (measured in degrees) for the ith minutiae of eu by ρi,
and the same from e∗u by ρ
∗









|ρi − ρ∗i |
ρi
if |ρi − ρ∗i | ≤ 180
(180− |ρi − ρ∗i |) mod 180
ρi
if |ρi − ρ∗i | > 180
.
Inclusion of minutiae type in the scoring function was considered, however, it was
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found that this characteristic was not reliable enough to be included.
8.3.2 OPTIMIZATION OF THE SCORING FUNCTION
Since the algorithm can accommodate vectors of summary statistics of any length, it is not
of interest to perform any form of variable selection. However, it is of interest to obtain
the “best” separation between the score distributions under the competing models in order
to recover the correct model.
Values for all ci in Equation (144) can be obtained by maximising the separation
between the distribution of ∆(·, ·)’s from minutiae configurations generated by the same
donor, and the distribution of ∆(·, ·)’s from minutiae configurations generated by
different donors. To obtain the results presented in Section 8.7 numerical optimization
was used to maximize the average area under 450 ROC curves obtained from
configurations with k = {5, 8, 12, 17, 23} minutiae. Each ROC curve was based on 50,000
distance scores as calculated in Equation 144 and obtained by comparing k minutiae on a
fingermark to pseudo-fingermarks resulting from the distortion of the true source of the
fingermark (Section 8.1.1) and from the distortion of other fingers (Section 8.1.2). Results
indicated that component 2 was the most useful to maximize the average area under the
ROC curve (c2 = 6.5), followed by component 1 (c1 = 1) and by component 3 (c3 = 0.1).
8.4 NUMBER OF SIMULATIONS
For the purpose of this application, the total number of pseudo-fingermarks generated for
each test configuration was limited to 500,000 (approximately 250,000 under each model,
due to the choice to use equal model priors). If it was of interest to assign the ROC-ABC
Bayes factor for a specific fingermark in forensic casework, a much larger number of
pseudo-fingermarks could be generated.
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8.5 DATASETS
The algorithm has been developed, optimized, and tested using two datasets. The first
dataset (Population Dataset) contains prints taken under controlled conditions from more
than 400,000 individuals (only identified through randomly assigned ID numbers) was
used as a sample of a population of potential sources. The size of the dataset was not
driven by scientific considerations, but corresponds to the number of control prints that the
authors managed to gather for research purposes. This dataset was used to generate
pseudo-fingermarks under the defense model (see Section 8.1.2) and to generate special
test cases under the prosecution model (see below).
The second dataset (Test Dataset) contains 207 quadruplets of finger impressions.
Each quadruplet includes:
1. a fingermark obtained from casework archives. These fingermarks were developed
on multiple surfaces using different physicochemical methods and represent a range
of fingermarks that can be observed in casework;
2. a control print from an individual deemed to be the true source (TS) of the
fingermark by an experienced fingerprint examiner;
3. the closest matching control print from another individual (CNM) than the true
source, as selected by an automated fingerprint matching system among the
individuals contained in Population Dataset;
4. a random control print from another individual (RS) than the true source selected
among the individuals contained in Population Dataset;
Within each quadruplet, the features observed on the fingermark and the TS print
were manually labelled, while the features observed on the CNM and RS prints were
automatically labelled. Each feature observed on the fingermark was manually paired to a
single feature on the TS print. Each feature observed on the fingermark was automatically
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paired with the single best corresponding feature on the CNM print and on the RS print by
the automated fingerprint matching system used in this study.
Each dataset comprises fingermarks or control prints captured digitally at 1:1
magnification and a resolution of 500 pixels per inch. The following features were
extracted from every fingerprint used in the study:
1. the finger of origin of the impression, from 1 - right thumb - to 10 - left little finger
(for control prints only);
2. the Cartesian coordinates of each minutia in pixels, using the bottom left of the
image as the origin;
3. the direction of each minutia in radians, using the bottom left of the image as the
origin and measuring counterclockwise;
4. the type of each minutia: ridge ending, bifurcation or unknown;
5. the Cartesian coordinates of the center of the impression (for control prints only).
Please note that these pieces of information extracted from every fingerprint are
the measurements considered in the summary statistic vector described in Section 8.2.
8.6 FITTING THE NON-CENTRAL DUAL BETA ROC MODEL
Fitting the non-central dual beta ROC model requires the use of numerical optimization
techniques to estimate the parameter values. A two step fitting procedure proceeds as
follows:
1. Obtain an initial set of parameter estimates for βF , λF , βG, λG using a Maximum
Likelihood Estimation approach for fitting a dual beta ROC model to continuous
data (Metz et al., 1998; Mossman and Peng, 2016; Chen and Hu, 2016).
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2. Refine the initial estimates by minimising some distance between the parametric
model and the empirical ROC. A distance function that is designed to weight






F (G−1(pi | 1, βG, λG) | 1, βF , λF )− R̂OC(pi)
))2
,
where 0 < p1, ...pn ≤ 1.
The first step of this procedure enables inclusion of information on which model




. However, during implementation, it
was found that the fit of the parametric model to the empirical ROC curve could be
improved from this method. Meanwhile, the second step alone did not allow fitting an
adequate model when the score distributions overlapped heavily. Combining both
processes gave the best results.
Once estimates for βF , λF , βG, and λG are obtained, it is trivial to use Equation
(73) to assign the ROC-ABC Bayes factor. In practice, when a limited number of distance
scores near 0 are observed, the quality of the fit of the ROC model near 0 can produce
Bayes factors of meaningless magnitude (e.g., larger than 10100 or smaller than 10−100);
these Bayes factors would vary wildly from one computation to another using the same
observed data. It was found that that evaluating the ratio in the left side of Equation (58)
using some low value for p, dependent on the sample size, produced more robust ABC
Bayes factors in comparison to those assigned using Equation (73) directly. This is likely
due to the fact that p = 0 is at the boundary of the support of the ROC function.
8.7 RESULTS
A total of 4067 minutiae configurations were sampled, ranging from 3 to 25 minutiae
from the 207 fingermarks contained in the Test Dataset (one configuration with a given
number of minutiae per fingermark). For each minutiae configuration, the corresponding
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minutiae on the TS, CNM and RS prints were also selected, thus providing quadruplets of
“matching” configurations. Table 7 summarizes the number of configurations per number
of minutiae.
# of minutiae 3 4 5 6 7 8 9 10
# of configurations 207 207 207 205 203 203 199 197
# of minutiae 11 12 13 14 15 16 17 18
# of configurations 190 187 184 179 174 173 170 168
# of minutiae 19 20 21 22 23 24 25 total
# of configurations 162 154 151 144 142 133 128 4067
Table 7: Number of test configurations for each number of minutiae in the Test
Dataset.
The configurations sampled the fingermark were used as eu when generating the
results presented below. The corresponding configurations on the TS, CNM and RS prints
were used as control prints from Mr. X to test the ROC-ABC algorithm under three
different prosecution propositions, H1:
TS: The fingermark originates from the donor of the TS print;
CNM: The fingermark originates from the donor of the CNM print;
RS: The fingermark originates from the donor of the RS print.
In these experiments, the configurations on the TS, CNM and RS prints were used to
resample pseudo-fingermarks under M1, and the Population dataset was used to resample
pseudo-fingermarks under M2. Results for all three experiments can be found in Figures
13 and 14, and in Table 8. ROC-ABC Bayes factors presented in Figure 13 were assigned



























Figure 13: Reproduction of Figure 4 from Hendricks et al. (2021b). Results obtained
using the empirical ROC method. Blue: results from the experiment where the
control prints originate from the true sources (TS). Red: results when the control
prints originate from sources with close non-matching prints (CNM). Green: results
when the control prints originate from randomly selected sources (RS).
Bayes factors that were assigned using the non-central dual beta ROC model described in
Sections 5.4 and 5.4.2. Note that the vertical axis in Figure 14 has been truncated to focus
on the mass of the distributions and that some extreme outliers may not be represented.
In experiment TS, the control prints originate from the true sources of the marks,
and so H1 is true. Both figures show a similar behavior where the magnitude of the
ROC-ABC Bayes factor increases as the number of minutiae increases. In both cases, the

























Figure 14: Reproduction of Figure 5 from Hendricks et al. (2021b). Results obtained
using the non-central dual beta ROC model. Blue: results from the experiment where
the control prints originate from the true sources (TS). Red: results when the control
prints originate from sources with close non-matching prints (CNM). Green: results
when the control prints originate from randomly selected sources (RS).
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factors stems from Equation (55), which requires a value to be set for p. In this case, p is
defined as the false positive rate evaluated at the 10th smallest ∆(η(eu), ·) generated
under H2. This corresponds to approximately 1 in 25,000. The bound for the non-central
dual beta ROC model stems from using the same p to evaluate the ratio in the left side of
Equation (58) as in the empirical model. Bayes factors erroneously supporting H2 are
noted in both series of results for smaller configurations of minutiae (from 40% of
configurations with 3 minutiae down to 5% of configurations with 7 minutiae. See Table
8.). This result is not surprising as these configurations contain less discriminative
information and are more likely to be observed by chance in fingers from different
individuals. Nevertheless, it can be noted that only around 1% of the ROC-ABC Bayes
factors support the wrong proposition for configurations with 10 minutiae or more (Table
8). Upon further investigation, these cases involve configurations displaying unusual
distortion that cannot be handled by the current generation of the distortion algorithm, or
minutiae that are miss-paired by the fingerprint analyst between the fingermark and the
control print. Improvement of the summary statistic, scoring function, distortion algorithm
as well as procedures for documenting comparisons may be able to minimize further the
number of cases where the Bayes factor erroneously supports H2. Finally, it can be
observed that the range of values taken by the ROC-ABC Bayes factor for configurations
with different numbers of minutiae overlap. This result supports the observations made by
Neumann et al. (2012) that there is no scientific justification for the use of a fixed number
of minutiae as a decision point to distinguish between H1 and H2, and that the evidential




3 4 5 6 7 8 9 10 11 12 13 14
TS 0.44 0.47 0.28 0.21 0.07 0.06 0.04 0.02 0.02 0.02 0.01 0.01
CNM 0.20 0.09 0.09 0.06 0.16 0.17 0.10 0.19 0.14 0.14 0.16 0.18empirical ROC
RS 0.07 0.02 0.01 0.00 0.00 0.00 0.00 0.01 0.02 0.01 0.00 0.01
TS 0.40 0.32 0.15 0.07 0.03 0.04 0.04 0.01 0.01 0.01 0.01 0.01
CNM 0.42 0.33 0.51 0.43 0.59 0.58 0.40 0.49 0.40 0.35 0.37 0.38non-central dual beta ROC
RS 0.12 0.04 0.05 0.06 0.03 0.03 0.01 0.03 0.02 0.01 0.01 0.04
# of minutiae
method scenario
15 16 17 18 19 20 21 22 23 24 25
TS 0.02 0.01 0.01 0.01 0.02 0.01 0.02 0.01 0.01 0.01 0.02
CNM 0.12 0.16 0.11 0.11 0.10 0.10 0.07 0.09 0.06 0.06 0.06empirical ROC
RS 0.01 0.00 0.00 0.00 0.00 0.02 0.02 0.01 0.01 0.01 0.00
TS 0.01 0.01 0.01 0.01 0.02 0.01 0.01 0.00 0.01 0.00 0.00
CNM 0.37 0.30 0.22 0.21 0.19 0.21 0.15 0.22 0.07 0.14 0.12non-central dual beta ROC
RS 0.01 0.03 0.02 0.02 0.01 0.03 0.04 0.03 0.00 0.02 0.02
Table 8: Rates of misleading evidence for the experiments presented in Figures 13
and 14.
In experiment CNM, the control prints originate from non-mated sources that are
chosen due to their similarity to the minutiae configuration on the fingermarks, and so H2
is true. In both Figures 13 and 14, it can be observed that a large proportion of the
ROC-ABC Bayes factors erroneously support the hypothesis of common source, H1,
although the algorithm using the empirical ROC appears to perform significantly better
(Table 8). The high rate of misleading evidence is not a surprise for low numbers of
minutiae (e.g., between 20% and 42% for configurations with 3 minutiae. See Table 8.)
since it is not difficult to find multiple similar configurations on different fingers in large a
dataset. The high rate of misleading evidence is more surprising for configurations with
more minutiae (e.g., between 18% and 38% for configurations of 14 minutiae. See Table
8.). Larger values of the ROC-ABC Bayes factor when H2 is true occur when the scoring
function used by the algorithm considers the pseudo-fingermarks generated using M1








































Figure 15: Left panel: Density curves for the scores generated under H1 (blue) and
H2 (red) for one case in experiment CNM. Middle panel: The empirical ROC curve
(black) and the non-central dual beta ROC curve (red) for the scenario presented
in the left panel. Right panel: A magnified version of the plot in the middle panel,
focused on the region around the origin, where 0 ≤ p ≤ 0.1.
improvement of the summary statistic and the scoring function should significantly reduce
the rate of misleading evidence in favor of H1. In practice, examiners comparing close
non-matching finger impressions would be able to exclude that they originate from a
common source by visual inspection using friction ridge characteristics that are not taken
into account by the scoring function.
In experiment RS, the control prints are obtained from randomly selected sources,
and so H2 is also true. In both cases the majority of observations correctly support the
hypothesis of different sources, H2. As in the second experiment, the algorithm using the
empirical ROC curve significantly outperforms the one based on the non-central dual beta
ROC model (Table 8).
Overall, the parametric modeling of the ROC curve needs to be improved. The
non-central dual beta ROC model is not flexible enough in cases such as the one discussed
in Chapter 4 in relation to Figure 8. In the fingerprint scenario, this corresponds to a case
in which both the smallest scores and the largest scores were generated under H2, and the
scores generated under H1 have lower variability than the scores generated under H2. The
result is a ROC curve with an ‘S’ shape or a ‘hook’ near the origin. This is not an
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uncommon scenario in experiment CNM. One such case from experiment CNM is
illustrated in Figure 15, where it can be seen that the non-central dual beta ROC does not
represent the data well near the origin. In particular, the slope of the non-central dual beta
ROC curve is too steep, leading to an ROC-ABC Bayes factor (BFabc = 4.54) that favors
model M1 (and thus, hypothesis H1 on the source of the fingermark), when H2 is true.
These experiments were repeated using the logistic regression method by
Beaumont (2008) (see Section 8.8). Results can be found in Figure 16 and Table 9 of
Section 8.8. It is important to note that the logistic method does not present an obvious
upper bound for the results in experiment TS and assigns Bayes factors with notably large
magnitudes. This property is not desirable since it may lead to unrealistic magnitude of
support.
A comparison of the computational times for the empirical and parametric ROC
methods and the logistic method is presented in Figure 17 of Section 8.8. The empirical
ROC-ABC method was without rival in terms of computation time. The logistic method
performed at a much slower rate, and the difference between the two methods increases
with the dimensionality of the data. When compared to a widely used ABC algorithm, the
ROC-ABC method provides the high computational efficiency that is necessary to provide
real-time calculation of the weight of forensic evidence in casework.
8.8 RESULTS USING THE METHOD OF BEAUMONT (2008)
Results for all three experiments were also generated using the logistic regression method
proposed by Beaumont (2008) since this method is the basis for most ABC model
selection algorithms and has been widely used and tested. The logistic regression method
is used with the same scoring function as the one used in the ROC-based ABC algorithm
in order to have directly comparable results. It should be re-emphasized that it is critical
for the forensic application to have a fair idea of the magnitude of support for a given

























Figure 16: Reproduction of Figure 8 from Hendricks et al. (2021b). Results obtained
using the logistic regression method. Blue: results from the experiment where the
control prints originate from the true sources (TS). Red: results when the control
prints originate from sources with close non-matching prints (CNM). Green: results
when the control prints originate from randomly selected sources (RS).
algorithm was not compared to machine-learning-based ABC methods since they seem to
be only focusing on the posterior distributions for the models (Pudlo et al., 2016), while
Equation (54) shows that the ROC-ABC Bayes factor can converge to the Bayes factor of
interest.
These results are presented in Figure 16 and Table 9. A comparison of the
computation times for each of the three methods (empirical ROC, parametric ROC, and


























Figure 17: Reproduction of Figure 9 from Hendricks et al. (2021b). A compari-
son of the computation time for the empirical ROC method (red), the parametric
ROC model (blue), and logistic regression method (green). The computation time
represents the time required to assign Bayes factors once the pseudo-data has been
generated.
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The general trend of the results of the logistic regression method are similar to
those of the ROC-based methods. For the experiment TS, the magnitude of the ABC
Bayes factor increases as the number of minutiae increases, while for experiments CNM
and RS, the ABC Bayes factors tend to generally support H2.
However, the logistic method does not present an obvious upper bound for the
results in experiment TS and assigns Bayes factors with notably large magnitudes. Based
on the convergence results shown in Equations (49) to (54), it does not seem reasonable
that the larger magnitude of the Bayes factors in Figure 16 can be justified by the number
of simulations performed in this experiment. These Bayes factors severely overstate the
weight of the evidence observed and generated in these cases. In addition, the very large
variance of the Bayes factor assigned using the logistic regression method during
experiment TS should be noted. This large variance results in a high rate of misleading
evidence in favor of H2. This rate is noticeably greater than that from the empirical
method (Table 9).
Interestingly, results from experiments CNM and RS show that the logistic
regression method produces less misleading evidence in favor of H1 when H2 is true, even
when very similar prints are used (Table 9). The logistic regression method maximizes the
separation between the two models by leveraging all of the content of the vectors of
summary statistics, while the scoring function described in Section 8.3 has been optimized
for the average case. The ROC-ABC method may be improved in this aspect by using an
adaptable scoring function that would also maximize the separation in each case.
Overall, while using the logistic regression method as proposed by Beaumont
(2008), the weighting of the pseudo-data prior to fitting the logistic regression model
resulted in the removal of large portions, if not all, of the data generated under either M1
or M2. As discussed previously, this results in altering the user-defined priors on the
model index and replacing them by unpredictable data-driven priors. Furthermore, this led
to instability when fitting the logistic regression model.
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A comparison of the computation time among the three methods (empirical ROC,
parametric ROC, and logistic regression) is presented in Figure 17. This computation time
represents the time require to assign ABC Bayes factors using the three different methods
once the pseudo-data has been generated. The empirical ROC-ABC method was without
rival in terms of computation time. Even as data complexity/dimensionality increased,
computation time was relatively constant. The logistic method outperformed the
parametric ROC-ABC method up until 9 minutiae. At this point, the total computation
time for the logistic method continued to increase at an exponential rate while the
computation time for the parametric ROC-ABC method remained fairly uniform. This is
unsurprising since the computational complexity of the parametric ROC-ABC is driven by
the number of univariate scores in the ROC curve, and not by the dimension of the vectors
of summary statistics. In addition to an increase in computing time, an increase in
computing resources was also required by the logistic regression method such that
fingerprint data with more than 22 features could not be processed on a standard desktop
computer, while the ROC-based methods have a very small computing footprint (once the




3 4 5 6 7 8 9 10 11 12 13 14
TS 0.44 0.47 0.28 0.21 0.07 0.06 0.04 0.02 0.02 0.02 0.01 0.01
CNM 0.20 0.09 0.09 0.06 0.16 0.17 0.10 0.19 0.14 0.14 0.16 0.18empirical ROC
RS 0.07 0.02 0.01 0.00 0.00 0.00 0.00 0.01 0.02 0.01 0.00 0.01
TS 0.40 0.32 0.15 0.07 0.03 0.04 0.04 0.01 0.01 0.01 0.01 0.01
CNM 0.42 0.33 0.51 0.43 0.59 0.58 0.40 0.49 0.40 0.35 0.37 0.38non-central dual beta ROC
RS 0.12 0.04 0.05 0.06 0.03 0.03 0.01 0.03 0.02 0.01 0.01 0.04
TS 0.57 0.49 0.39 0.37 0.27 0.27 0.22 0.20 0.13 0.08 0.07 0.06
CNM 0.13 0.06 0.05 0.02 0.02 0.02 0.02 0.00 0.02 0.00 0.01 0.00Beaumont (2008)
RS 0.04 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
# of minutiae
method scenario
15 16 17 18 19 20 21 22 23 24 25
TS 0.02 0.01 0.01 0.01 0.02 0.01 0.02 0.01 0.01 0.01 0.02
CNM 0.12 0.16 0.11 0.11 0.10 0.10 0.07 0.09 0.06 0.06 0.06empirical ROC
RS 0.01 0.00 0.00 0.00 0.00 0.02 0.02 0.01 0.01 0.01 0.00
TS 0.01 0.01 0.01 0.01 0.02 0.01 0.01 0.00 0.01 0.00 0.00
CNM 0.37 0.30 0.22 0.21 0.19 0.21 0.15 0.22 0.07 0.14 0.12non-central dual beta ROC
RS 0.01 0.03 0.02 0.02 0.01 0.03 0.04 0.03 0.00 0.02 0.02
TS 0.03 0.02 0.02 0.04 0.04 0.02 0.03 0.02 0.09 0.05 0.07
CNM 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00Beaumont (2008)
RS 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Table 9: Rates of misleading evidence for the experiments presented in Figures 13,
14, and 16.
8.9 DISCUSSION
The contribution of this work is twofold. Firstly, a method to rigorously quantify the
weight of fingerprint evidence using the formal statistical framework provided by ABC is
proposed. The fingerprint application addresses the issues raised in relation to Neumann
et al. (2012) and provides a much needed general framework for the quantification of the
weight of any type of forensic pattern evidence, as long as a scoring function can be
defined to compare two pieces of evidence. Secondly, the ROC-ABC algorithm addresses
some issues associated with the original ABC model selection algorithm. The intention is
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not to extend on the more modern approaches, but to propose an alternative approach to
these strategies while serving to address shortcomings related to the choice of a suitable
threshold in the original ABC model selection algorithm.
Overall, these results are consistent with the results presented by Neumann et al.
(2012) while capturing the user’s belief about the parameters of the two competing models
and providing an alternative to the weighting function that they proposed:
1. The probability of misleading evidence in favor of the defense proposition decreases
dramatically as the number of minutiae increases.
2. The probability of misleading evidence in favor of the prosecution proposition is
very low for configurations with more than 7 minutiae, when the donor has been
randomly selected. As expected, this probability is higher when the donor has been
selected based on the similarity of its fingerprints with the fingermark.
Improvements in the summary statistic used to describe fingerprint patterns and in
the scoring function used to compare them, together with the ability of fingerprint
examiners to account for more discriminative information than the ROC-ABC
model, will certainly reduce the rate of misleading evidence in favor of the
prosecution proposition in an operational implementation of the model.
3. The overlap between the ranges of values of the ROC-ABC Bayes factor across
different numbers of minutiae confirms that the use of the number of corresponding
minutiae is only one of the criteria for inferring the identity of the source, and that
the contribution of additional information regarding fingerprint pattern needs to be
taken into account when determining the donor of a fingermark.
In addition to the straightforward operational implementation of the ROC-ABC
approach, the ROC curve allows for visual presentation of results that can easily be
conveyed to jurors and other factfinders. (The interested reader may refer to Figure 2 from
Hendricks et al. (2021a) (Figure 6 from Hendricks et al. (2021b)) and Figure 3 from
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Hendricks et al. (2021a) (Figure 7 from Hendricks et al. (2021b)) for two examples of this
in the fingerprint setting.)
It is not claimed that the scoring function that was used in this application is
optimal. It is worth exploring adaptive scoring functions that maximize the separation
between the pseudo-data generated by both models in any specific case. Nevertheless,
while the summary statistic and the scoring function used to generate the results presented
in this manuscript can be improved upon, they are adequate to show the potential of the
concept of the ROC-ABC algorithm. Operational implementation of the method would
require further studies of the repeatability of the values obtained by the algorithm as a
function of different samples (and different sample sizes) of the population of potential
donors considered by H2.
To implement the ROC-ABC algorithm in practice, two methods to assign
ROC-ABC Bayes factors have been proposed. Results show significant differences in
performance between the empirical ROC and the non-central dual beta ROC method. The
empirical model appears to produce more stable and meaningful results (i.e., ABC Bayes
factors with reasonable magnitude). As the number of simulations is increased, the
empirical model naturally approximates the limit as p→ 0+ in Equation (54). A
parametric ROC model has the potential to explore the limit as p→ 0+ in Equation (54)
with a smaller sample size. In the application of the non-central dual beta ROC model, it
was observed that the values obtained using Equation (73) for multiple runs of the
ROC-ABC algorithm for a given set of observed data differ greatly from one another
(many orders of magnitude on the log10 scale). It appears that Equation (73) is very
sensitive to small changes in the values of the estimates of the model’s parameters.
Instead, the ratio in the left side of Equation (58) was evaluated at approximately 1
25,000
(corresponding to the false positive rate evaluated at the 10th smallest ∆(η(eu), ·)
generated under H2) to obtain more robust values and generate the data in Figure 14.
These results show that in several cases the ROC-ABC Bayes factor does not support the
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correct model; this may be due to the modeling of the ROC curve in the neighborhood of 0
not being an accurate representation of the data. Once again, this shows that the
non-central dual beta ROC model is very sensitive to small changes in the estimates of its
parameters. Improvements may be found in other models, whose limits at 0 exist and are
stable, and are more flexible than the non-central dual beta ROC model.
8.10 CONCLUSION TO THE APPLICATION
This application illustrated the proposed algorithm to formally and rigorously assign
Bayes factors to forensic fingerprint evidence. The ROC-modified ABC model selection
algorithm was used to address several criticisms of the model proposed by Neumann et al.
(2012) by framing the problem into a formal Bayesian framework. The results presented
here show that this method is promising, with low rates of misleading evidence, and has
the potential to be applied to many other complex, high-dimension evidence forms such as
shoe prints, questioned documents, firearms, and paint fragments, glass fragments, and
fibers characterized by analytical chemistry. Ultimately, the widespread use of statistical
approaches to quantify the weight of forensic evidence to replace the existing inference
paradigm can only be enabled by technology providers offering commercial products to
the forensic community. This method leverages currently available technology that was
designed to search forensic traces recovered at crime scenes into large databases and
retrieve the most likely candidates. For mainstream evidence types such as fingerprints,
firearms, and shoe impressions, the ROC-ABC algorithm can readily be implemented,
validated, and integrated in current commercial offerings, such as Automatic Fingerprint
Identification Systems. Furthermore, it can be noted that the use of ROC curves in the
algorithm will be naturally familiar to engineers and scientists designing these systems,
which may facilitate the implementation of this method in commercial systems. In
addition to its straightforward implementation, which leverages currently available
technology and its computationally efficiency, this method provides a visually intuitive
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presentation for lay individuals (i.e., jurors).
As an added benefit, the ROC-ABC algorithm addresses several shortcomings of
the original ABC model selection algorithm. The properties of the Receiver Operating
Characteristic curve allows the issue of choosing a suitable tolerance level when assigning
ABC Bayes factors to be addressed. The ROC-based modification to the traditional ABC
model selection algorithm allows for a natural convergence of the algorithm as the number
of simulations increases, and for monitoring this convergence as a function of the sole rate
of false positives in favor of the model considered in the numerator of the Bayes factor.
Focusing on the rate of false positives (rather than the tolerance level) allows this method
to rely on the ordering of scores, rather than the magnitudes of scores, and thus, is less
affected by the curse of dimensionality in comparison to the original ABC model selection
algorithm. In addition, this method considers the entire amount of pseudo-data generated
under the considered models in a computationally efficient manner, preserving the prior
beliefs of the user.
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9 CONCLUSION
Disclaimer: Portions of this chapter are reproduced from Hendricks et al. (2021b).
In this dissertation, a framework is developed for quantifying the weight of
forensic evidence in settings where feature vectors are complex and high-dimension (such
as finger impressions, shoe sole impressions, chemical spectra, or striations on bullets)
and likelihood functions are intractable, preventing the use of traditional, likelihood-based
approaches for assigning Bayes factors. The framework developed here relies on a
carefully designed scoring function measuring the similarity or dissimilarity between pairs
of feature vectors. This approach leverages similarities between the algorithm proposed
by Neumann et al. (2012) and the traditional ABC model selection framework, and avoids
the issues of Score-based Likelihood Ratios.
In the development process, shortcomings of the traditional ABC model selection
algorithm were addressed through a ROC curve extension to the algorithm. This modified
ABC model selection algorithm is referred to as the ROC-ABC algorithm. The ROC-ABC
algorithm results in several improvements to the original ABC model selection algorithm.
This approach, based on properties of the ROC curve, transforms the convergence of the
algorithm into a function of the rate of false positives in favor of the model considered in
the numerator of the Bayes factor. The original ABC model selection algorithm results in
unpredictable variations of both the numerator and the denominator of the ABC Bayes
factor as the number of simulations, N , increases, which makes the convergence of the
algorithm more difficult to monitor. In this approach, the tolerance level, t, for a given
data set is chosen such that the number of accepted samples under the model considered in
the denominator of the Bayes factor is fixed for all N . Hence, as N increases, the
approximation of the limit as the rate of false positives goes to 0 improves. This approach
has the potential to better plan computing resources. Critically, this method allows for
rigorously monitoring convergence.
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The ROC-ABC model selection algorithm also allows a shift from the traditional
tolerance level on values of scores, ∆(η(D), ·), to the rate of false positives in favor of
model 1 which does not require any of the ∆(η(D), ·) to be close to 0. Instead, only the
relative ranks of the ∆(η(D), ·) calculated for the data generated under models 1 and 2
are considered. This implies that the scoring function used to assess level of similarity can
accommodate large vectors of summary statistics because there is no need for any of the
scores to be close to 0. The algorithm only requires a carefully designed scoring function
that maximizes the separation between the distributions of ∆(η(D), ·) are well-separated
under the competing models. In addition to having the ability to accommodate large
vectors of summary statistics, this method is also able to process the entire amount of
pseudo-data generated in a computationally efficient manner and does not require filtering
the pseudo-data: as the dimension of the summary statistic vector increases, the time
required to assign Bayes factors using other methods (such as the logistic regression
approach) increases exponentially. Finally, this solution allows to formally preserve the
user’s priors on the model indices. Nevertheless, this approach may produce inconsistent
Bayes factors as their inverses may no longer be the Bayes factors for the other model.
While the ROC curve extension to the ABC model selection algorithm addresses
the choice of threshold issue, the issue of the sufficiency of the summary statistic across
models, which is required for the convergence of the ABC Bayes factor to the Bayes
factor, has not been formally addressed. This convergence is extremely important in some
contexts, such as forensic science, where fact-finders are as equally interested in the
proposition supported by the Bayes factor as in the magnitude of this support. However,
since the ROC-ABC method is able to accommodate large vectors of summary statistics, it
permits including as much information in the summary statistic vectors with the aim that
they will jointly tend toward sufficiency by decreasing the loss of information.
Importantly, the ROC curve extension to the traditional ABC model selection
algorithm allows for visual presentation of results that can easily be conveyed to jurors
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and other factfinders.
The simple example presented in Chapter 6 illustrates the implementation of the
ROC-ABC algorithm in a basic setting and an approach for incorporating training data
into the algorithm. The asymptotic development on the empirical ROC-ABC Bayes factor,
presented in Chapter 7, can be leveraged to determine the number of simulations needed
to produce a valid result. The application of the ROC-ABC algorithm to fingerprint
evidence in Chapter 8 shows promising results with low rates of misleading evidence.
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APPENDIX
A R CODE FOR SECTION 4
########## R code for figures in Chapter 4.











ggplot(NULL , aes(c(0,1))) + geom_vline(xintercept =my.t) +
xlab("X") + ylab("density ") +
geom_area(stat = "function ", fun = dbeta , args = list(
shape1 = a1 , shape2 = b1), fill = "blue", alpha =0.5,
xlim = c(0, my.t)) +
geom_area(stat = "function ", fun = dbeta , args = list(
shape1 = a2 , shape2 = b2), fill = "red", alpha=0.5,
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xlim = c(0, my.t)) +
geom_area(stat = "function ", fun = dbeta , args = list(
shape1 = a1 , shape2 = b1), fill = "grey", alpha =0.75,
xlim = c(my.t, 1)) +
geom_area(stat = "function ", fun = dbeta , args = list(
shape1 = a2 , shape2 = b2), fill = "grey", alpha =0.5,
xlim = c(my.t, 1))
# roc (right)
ggplot(NULL , aes(c(0,1))) + xlab("FPR") + ylab("TPR") +
geom_line(stat = "function ", fun = function (p,a1 ,a2 ,b1 ,
b2){pbeta(qbeta(p,shape1=a2 ,shape2=b2),shape1=a1 ,
shape2=b1)}, args = list(a1=a1 , a2=a2 , b1=b1 , b2=b2),
size =1.15, xlim = c(0, 1)) +
ylab("TPR") + xlab("FPR")
##### Figure 7.






ggplot(NULL , aes(c(0,1))) + geom_vline(xintercept =my.t) +
xlab("X") + ylab("density ") +
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geom_area(stat = "function ", fun = dbeta , args = list(
shape1 = a1 , shape2 = b1), fill = "blue", alpha =0.5,
xlim = c(0, my.t)) +
geom_area(stat = "function ", fun = dbeta , args = list(
shape1 = a2 , shape2 = b2), fill = "red", alpha=0.5,
xlim = c(0, my.t)) +
geom_area(stat = "function ", fun = dbeta , args = list(
shape1 = a1 , shape2 = b1), fill = "grey", alpha =0.75,
xlim = c(my.t, 1)) +
geom_area(stat = "function ", fun = dbeta , args = list(
shape1 = a2 , shape2 = b2), fill = "grey", alpha =0.5,
xlim = c(my.t, 1))
# roc (right)
ggplot(NULL , aes(c(0,1))) + xlab("FPR") + ylab("TPR") +
geom_line(stat = "function ", fun = function (p,a1 ,a2 ,b1 ,
b2){pbeta(qbeta(p,shape1=a2 ,shape2=b2),shape1=a1 ,
shape2=b1)}, args = list(a1=a1 , a2=a2 , b1=b1 , b2=b2),
size =1.15, xlim = c(0, 1)) +
ylab("TPR") + xlab("FPR")
##### Figure 8 .







ggplot(NULL , aes(c(0,1))) + geom_vline(xintercept =my.t) +
xlab("X") + ylab("density ") +
geom_area(stat = "function ", fun = dbeta , args = list(
shape1 = a1 , shape2 = b1), fill = "blue", alpha =0.5,
xlim = c(0, my.t)) +
geom_area(stat = "function ", fun = dbeta , args = list(
shape1 = a2 , shape2 = b2), fill = "red", alpha=0.5,
xlim = c(0, my.t)) +
geom_area(stat = "function ", fun = dbeta , args = list(
shape1 = a1 , shape2 = b1), fill = "grey", alpha =0.75,
xlim = c(my.t, 1)) +
geom_area(stat = "function ", fun = dbeta , args = list(
shape1 = a2 , shape2 = b2), fill = "grey", alpha =0.5,
xlim = c(my.t, 1))
# roc (right)
ggplot(NULL , aes(c(0,1))) + xlab("FPR") + ylab("TPR") +
geom_line(stat = "function ", fun = function (p,a1 ,a2 ,b1 ,
b2){pbeta(qbeta(p,shape1=a2 ,shape2=b2),shape1=a1 ,
shape2=b1)}, args = list(a1=a1 , a2=a2 , b1=b1 , b2=b2),
size =1.15, xlim = c(0, 1)) +
ylab("TPR") + xlab("FPR")
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##### Figure 9 (left).







# Sample the scores
P <- sort(rbeta(K, a1 , b1))
N <- sort(rbeta(L, a2 , b2))
# Plot
my.df <- data.frame(D=c(rep(0,K),rep(1,L)), M=c(P,N))
ggplot(my.df , aes(m = M, d = D)) + geom_roc(labels=FALSE ,
size = 1.25) + xlab("TPR") + ylab("FPR")
##### Figure 9 (right).








# Sample the scores
P <- sort(rbeta(K, a1 , b1))
N <- sort(rbeta(L, a2 , b2))
# Plot
my.df <- data.frame(D=c(rep(0,K),rep(1,L)), M=c(P,N))
ggplot(my.df , aes(m = M, d = D)) + geom_roc(labels=FALSE ,
size = 1.25) + xlab("TPR") + ylab("FPR")
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B R CODE FOR SECTION 6
########## R code for Chapter 6: functions .
########## By: Jessie Hendricks
# Function for part of chi -squared distance function (
Equations 79 and 102)
chisq.dist.fun <- function (my.counts){
p.hat.1 <- my.counts [1] / (my.counts [1]+ my.counts [2])
p.hat.2 <- my.counts [3] / (my.counts [3]+ my.counts [4])
p.hat.pooled <- (my.counts [1]+ my.counts [3]) / sum(my.
counts)
num <- (my.counts [1]+ my.counts [2]) * ((p.hat.1-p.hat.2)
^2)
denom <- 2*p.hat.pooled*(1-p.hat.pooled)
chisq.stat <- num /denom
return(chisq.stat)
}
# For Equation (80) to fit non-central dual beta ROC
my.anderson .darling .stat.fun <- function (param , eROC , x){
# Get the parametric curve
mod <- pbeta(qbeta(x,1, param[1], param [2]) ,1,param[3],
param [4])
# Calculate the distance , weight for a closer fit near
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zero.
eucl.dist <- sum (((mod - eROC)^2)*(1/mod))
# Return the (weighted ) squared euclidean distance .
return(eucl.dist)
}
# For Equation (80) to fit non-central dual beta ROC
ncdb.fit.fun <- function (P, N){
# Create vector of probabilities
p <- seq (0.001 ,1 -0.001 ,0.001)
# Obtain the empirical ROC
eROC <- ecdf(P)(quantile (N,p))
# Minimise the Euclidean distance between the eROC and
ROC. Obtain the resulting parameters .
param <- rep(1,4)
results <- optim(param , fn=my.anderson .darling .stat.fun
, eROC=eROC , x=p, method="L-BFGS -B", lower=1e-4,
upper=Inf , control =list(factr=1e4 , maxit =500))
param <- results $par
return(param)
}
########## R code for Chapter 6.1: binomial with known
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parameter (prob of success).
########## By: Jessie Hendricks
#################### STEP 0: set up.
# Load packages .
# source() # Direct to file path of source functions
# True model: "M1" or "M2"
true.mod <- "M1"
# Choose metric: "abs" or "chisq"
which.metric <- "abs"
#################### STEP 1: define observed data and
define "true" parameters . ####################
# Define the number of Bernoulli trials.
n <- 100
# SET THE SEED.
set.seed (314)
if(true.mod=="M1"){
# M1 is true










# M2 is true












#################### STEP 2: ABC algorithm
####################
# Define the number of simulations
N <- 1e6
########## STEP 2a: sample parameters from priors
# Draw model index parameter
N.M1 <- rbinom(1, N, prob =0.5)
N.M2 <- N-N.M1
########## STEP 2b: generate pseudo data.
# M1: Generate simulated data
D.star.M1 <- rbinom(n=N.M1 , size=n, prob=theta1)
# M2: Generate simulated data
D.star.M2 <- rbinom(n=N.M2 , size=n, prob=theta2)
########## STEP 2c: calculate distances between observed
data and pseudo data.
# M1: calculate distances between observed and simulated
data.
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# Option 1: absolute value distance
abs.dist.M1 <- abs(D.star.M1 - D.obs)
# summary(abs.dist.M1)
# Option 2: chi-squared test statistic
chisq.dist.M1 <- vector("numeric ", length=N.M1)
for(i in 1:N.M1){
chisq.dist.M1[i] <- chisq.dist.fun(c(D.star.M1[i], n-D.
star.M1[i], D.obs , n-D.obs)+0.5)
}
# summary(chisq.dist.M1)
# M2: calculate distances between observed and simulated
data.
# Option 1: absolute value distance
abs.dist.M2 <- abs(D.star.M2 - D.obs)
# summary(abs.dist.M2)
# Option 2: chi-squared test statistic
chisq.dist.M2 <- vector("numeric ", length=N.M2)
for(i in 1:N.M2){
chisq.dist.M2[i] <- chisq.dist.fun(c(D.star.M2[i], n-D.
star.M2[i], D.obs , n-D.obs)+0.5)
}
# summary(chisq.dist.M2)













#################### STEP 3: Calculate the analytical BF (
LR) ####################
num.BF <- dbinom(x=D.obs , size=n, prob=theta1)
denom.BF <- dbinom(x=D.obs , size=n, prob=theta2)
BF <- num.BF / denom.BF
BF
#################### STEP 4: Calculate the traditional ABC
BF ####################
# The threshold is traditionally defined using:
# - a predetermined quantile of the set of distances under
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both M1 and M2. (Bayesian Essentials with R, 8.3.2:
The ABC method (for parameter inference ), JM Marin , C
Robert)
# - a k nearest neighbors approach on the set of distances
under both M1 and M2. (Handbook of ABC , ch 6,
Likelihood -Free Model Choice , JM Marin , P Pudlo , A
Estoup , C Robert)
# (both are equivalent )
# Define a threshold
my.trad.abc.t <- 0
# Algorithm 3: Get the ABC BF
trad.ABC.BF <- sum(dist.M1 <= my.trad.abc.t) / sum(dist.M2
<= my.trad.abc.t)
trad.ABC.BF
#################### STEP 5: Calculate the ROC -ABC BF -
empirical approach ####################
# The threshold is defined using the kth score under M2.
# Then , as N increases (and necessarily , N.M2 increases ),
k / N.M2 (the rate of false positives in favor of M1)
will decrease .
# We are interested in the proportions of scores , less
than the threshold , as the rate of false positives
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approaches 0 for large N.
# Define a threshold
my.roc.abc.t <- sort(dist.M2)[10]
########## Algorithm 4: Get the ABC BF
# NOTE: this is very similar to the traditional approach
above , except
# taking proportion of distances under M1 vs. proportion
of distances under M2,
# rather than sum of distances under M1 vs. sum of
distances under M2.
# The two only differ by a factor of N.M2 / N.M1,
# and the way the threshold is defined.
# Equation (57): F.hat(t) / G.hat(t)
ROC.ABC.BF1 <- ecdf(dist.M1)(my.roc.abc.t) / ecdf(dist.M2)
(my.roc.abc.t)
########## Algorithm 5: Get the ABC BF
# NOTE: this uses an empirical ROC curve here (a
composition of an empirical CDF for M1 and an empirical
quantile function for M2)
# rather than the two ecdfs separately
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# Define p (rate of false positives in favor of M1)
p.seq <- 10 / N.M2
# Define the empirical ROC
eROC <- ecdf(dist.M1)(quantile (dist.M2 ,p.seq , type =7))
# Equation (55) - left side: eROC(p) / p
ROC.ABC.BF2 <- eROC / p.seq
#################### STEP 6: Calculate the ROC -ABC BF -
parametric approach ####################
# NOTE: Using the noncentral dual beta model here.
# Obtain the parameter estimates for the non-central dual
beta ROC model.
# NOTE: using an Anderson -Darling style distance between
the eROC and ROC model
# in the optimization function .
param <- ncdb.fit.fun(dist.M1 , dist.M2)
# PLOT the noncentral dual beta ROC model and compare to
eROC.
# plot(x=p.seq , y=pbeta(qbeta(p.seq ,1, param[1], param[2])
, 1, param[3], param[4]) , type=’l’, col="blue ") # ,
ylim=c(0,0.1) , xlim=c(0,0.1))
# lines(p.seq, eROC , col="black")
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########## Algorithm 6
# Equation (58): ROC(p) / p
# where ROC(p) is the non -central dual beta ROC model.
# NOTE: cannot evaluate at 0, only near 0 (divide by 0
issue)
ROC.ABC.BF3 <- pbeta(qbeta(p.seq ,1, param[1], param [2]) ,
1, param[3], param [4]) / p.seq
# An equivalent form:
# ROC.ABC.BF3 <- pbeta(qbeta(p.seq ,1, param[1], param[2]) ,
1, param[3], param[4]) /
# pbeta(qbeta(p.seq ,1, param[1], param[2]) , 1,
param[1], param[2])
########## Algorithm 7
# Equation (60): f(t) / g(t)
# where f() and g() are noncentral beta pdfs and t is
defined such that p is at 0
ROC.ABC.BF4.at0 <- dbeta(qbeta(0, 1, param[1], param [2]) ,
1, param[3], param [4]) /
dbeta(qbeta(0, 1, param[1], param [2]) , 1,
param[1], param [2])








########## R code for Chapter 6.1: binomial with
uncertainty on the parameter (prob of success),
characterized using a beta distribution.
########## By: Jessie Hendricks
#################### STEP 0: set up.
# Load packages .
# source() # Direct to file path of source functions
library (extraDistr )
# True model: "M1" or "M2"
true.mod <- "M1"
# Choose metric: "abs" or "chisq"
which.metric <- "abs"
#################### STEP 1: define observed data and
define "true" parameters . ####################
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# Define the number of Bernoulli trials.
n <- 100
# SET THE SEED.
set.seed (314)
#################### STEP 1: define observed data and
define "true" parameters . ####################
# Define the number of Bernoulli trials.
n <- 100
# SET THE SEED.
set.seed (314)
if(true.mod=="M1"){
# M1 is true
# Draw the observed data
D.obs <- 0.3*n
# M1:







# M2 is true











#################### STEP 2: define priors.





beta1 <- alpha1 * (1- theta1) / theta1
# M2
alpha2 <- 3
beta2 <- alpha2 * (1- theta2) / theta2
#################### STEP 3: ABC algorithm
# Define the number of simulations
N <- 1e6
########## STEP 3a: sample parameters from priors
# Draw model index parameter
N.M1 <- rbinom(1, N, prob =0.5)
N.M2 <- N-N.M1
# M1: Draw theta from prior
theta1.star <- rbeta(N.M1 ,alpha1 ,beta1)
# M2: Draw theta from prior
theta2.star <- rbeta(N.M2 ,alpha2 ,beta2)
########## STEP 3b: generate pseudo data.
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# M1: Generate simulated data
D.star.M1 <- rbinom(n=N.M1 , size=n, prob=theta1.star)
# M2: Generate simulated data
D.star.M2 <- rbinom(n=N.M2 , size=n, prob=theta2.star)
########## STEP 3c: calculate distances between observed
data and pseudo data.
# M1: calculate distances between observed and simulated
data.
# Option 1: absolute value distance
abs.dist.M1 <- abs(D.star.M1 - D.obs)
# summary(abs.dist.M1)
# Option 2: chi-squared test statistic
chisq.dist.M1 <- vector("numeric ", length=N.M1)
for(i in 1:N.M1){
chisq.dist.M1[i] <- chisq.dist.fun(c(D.star.M1[i], n-D.
star.M1[i], D.obs , n-D.obs)+0.5)
}
# summary(chisq.dist.M1)
# M2: calculate distances between observed and simulated
data.
# Option 1: absolute value distance
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abs.dist.M2 <- abs(D.star.M2 - D.obs)
# summary(abs.dist.M2)
# Option 2: chi-squared test statistic
chisq.dist.M2 <- vector("numeric ", length=N.M2)
for(i in 1:N.M2){
chisq.dist.M2[i] <- chisq.dist.fun(c(D.star.M2[i], n-D.
star.M2[i], D.obs , n-D.obs)+0.5)
}
# summary(chisq.dist.M2)












#################### STEP 4: Calculate the analytical BF
####################
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num.BF <- dbbinom (x=D.obs , size=n, alpha=alpha1 , beta=
beta1)
denom.BF <- dbbinom (x=D.obs , size=n, alpha=alpha2 , beta=
beta2)
BF <- num.BF / denom.BF
BF
#################### STEP 5: Calculate the traditional ABC
BF ####################
# The threshold is traditionally defined using:
# - a predetermined quantile of the set of distances under
both M1 and M2. (Bayesian Essentials with R, 8.3.2:
The ABC method (for parameter inference ), JM Marin , C
Robert)
# - a k nearest neighbors approach on the set of distances
under both M1 and M2. (Handbook of ABC , ch 6,
Likelihood -Free Model Choice , JM Marin , P Pudlo , A
Estoup , C Robert)
# (both are equivalent )
# Define a threshold
my.trad.abc.t <- 0
# Algorithm 3: Get the ABC BF
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trad.ABC.BF <- sum(dist.M1 <= my.trad.abc.t) / sum(dist.M2
<= my.trad.abc.t)
trad.ABC.BF
#################### STEP 6: Calculate the ROC -ABC BF -
empirical approach ####################
# The threshold is defined using the kth score under M2.
# Then , as N increases (and necessarily , N.M2 increases ),
k / N.M2 (the rate of false positives in favor of M1)
will decrease .
# We are interested in the proportions of scores , less
than the threshold , as the rate of false positives
approaches 0 for large N.
# Define a threshold
my.roc.abc.t <- sort(dist.M2)[10]
########## Algorithm 4: Get the ABC BF
# NOTE: this is very similar to the traditional approach
above , except
# taking proportion of distances under M1 vs. proportion
of distances under M2,
# rather than sum of distances under M1 vs. sum of
distances under M2.
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# The two only differ by a factor of N.M2 / N.M1,
# and the way the threshold is defined.
# Equation (57): F.hat(t) / G.hat(t)
ROC.ABC.BF1 <- ecdf(dist.M1)(my.roc.abc.t) / ecdf(dist.M2)
(my.roc.abc.t)
########## Algorithm 5: Get the ABC BF
# NOTE: this uses an empirical ROC curve here (a
composition of an empirical CDF for M1 and an empirical
quantile function for M2)
# rather than the two ecdfs separately
# Define p (rate of false positives in favor of M1)
p.seq <- 10 / N.M2
# Define the empirical ROC
eROC <- ecdf(dist.M1)(quantile (dist.M2 ,p.seq , type =7))
# Equation (55) - left side: eROC(p) / p
ROC.ABC.BF2 <- eROC / p.seq
#################### STEP 7: Calculate the ROC -ABC BF -
parametric approach ####################
# NOTE: Using the noncentral dual beta model here.
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# Obtain the parameter estimates for the non-central dual
beta ROC model.
# NOTE: using an Anderson -Darling style distance between
the eROC and ROC model
# in the optimization function .
param <- ncdb.fit.fun(dist.M1 , dist.M2)
# PLOT the noncentral dual beta ROC model and compare to
eROC.
# plot(x=p.seq , y=pbeta(qbeta(p.seq ,1, param[1], param[2])
, 1, param[3], param[4]) , type=’l’, col="blue ") # ,
ylim=c(0,0.1) , xlim=c(0,0.1))
# lines(p.seq, eROC , col="black")
########## Algorithm 6
# Equation (58): ROC(p) / p
# where ROC(p) is the non -central dual beta ROC model.
# NOTE: cannot evaluate at 0, only near 0 (divide by 0
issue)
ROC.ABC.BF3 <- pbeta(qbeta(p.seq ,1, param[1], param [2]) ,
1, param[3], param [4]) / p.seq
# An equivalent form:
# ROC.ABC.BF3 <- pbeta(qbeta(p.seq ,1, param[1], param[2]) ,
1, param[3], param[4]) /




# Equation (60): f(t) / g(t)
# where f() and g() are noncentral beta pdfs and t is
defined such that p is at 0
ROC.ABC.BF4.at0 <- dbeta(qbeta(0, 1, param[1], param [2]) ,
1, param[3], param [4]) /
dbeta(qbeta(0, 1, param[1], param [2]) , 1,
param[1], param [2])







########## R code for Chapter 6.1: binomial with
uncertainty on the parameter (prob of success), and
training data from the competing models.
########## By: Jessie Hendricks
#################### STEP 0: set up.
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# Load packages .
# source() # Direct to file path of source functions
library (extraDistr )
# True model: "M1" or "M2"
true.mod <- "M1"
# Choose metric: "euc" or "chisq" or "chisq2"
which.metric <- "euc"
#################### STEP 1: define observed data (and
summary statistics ) and define "true" parameters .
####################





# SET THE SEED.
set.seed (314)
if(true.mod=="M1"){
# M1 is true
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# Draw the observed data
D.unknown.obs <- 0.3*n
# M1:






# M2 is true












# M1: Draw the observed training data
D.train.M1.obs <- theta1*m
# M2: Draw the observed training data
D.train.M2.obs <- theta2*m
#################### STEP 2: define priors.




beta1 <- alpha1 * (1- theta1) / theta1
# M2
alpha2 <- 3
beta2 <- alpha2 * (1- theta2) / theta2
#################### STEP 3: ABC algorithm
# Define the number of simulations
N <- 1e6
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########## STEP 3a: sample parameters from priors
# Draw model index parameter
N.M1 <- rbinom(1, N, prob =0.5)
N.M2 <- N-N.M1
# M1: Draw theta from prior
# NOTE: need to draw both theta1 and theta2 to generate
training data (same under both models)
theta1.star.M1 <- rbeta(N.M1 ,alpha1 ,beta1)
theta2.star.M1 <- rbeta(N.M1 ,alpha2 ,beta2)
# M2: Draw theta from prior
# NOTE: need to draw both theta1 and theta2 to generate
training data (same under both models)
theta1.star.M2 <- rbeta(N.M2 ,alpha1 ,beta1)
theta2.star.M2 <- rbeta(N.M2 ,alpha2 ,beta2)
########## STEP 3b: generate pseudo data.
# M1: Generate simulated data
D.unknown .star.M1 <- rbinom(n=N.M1 , size=n, prob=theta1.
star.M1)
D.train.M1.star.M1 <- rbinom(n=N.M1 , size=m, prob=theta1.
star.M1)
D.train.M2.star.M1 <- rbinom(n=N.M1 , size=m, prob=theta2.
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star.M1)
# M2: Generate simulated data
D.unknown .star.M2 <- rbinom(n=N.M2 , size=n, prob=theta2.
star.M2)
D.train.M1.star.M2 <- rbinom(n=N.M2 , size=m, prob=theta1.
star.M2)
D.train.M2.star.M2 <- rbinom(n=N.M2 , size=m, prob=theta2.
star.M2)
########## STEP 3c: calculate distances between observed
data and pseudo data.
# M1: calculate distances between observed and simulated
data
euclidean .dist.M1 <- sqrt ((D.unknown .star.M1 - D.unknown .
obs)^2 + (D.train.M1.star.M1 - D.train.M1.obs)^2 + (D.
train.M2.star.M1 - D.train.M2.obs)^2)
chisq.dist.mat.M1 <- matrix(NA ,nrow=N.M1 , ncol =3)
for(i in 1:N.M1){
chisq.dist.mat.M1[i,1] <- chisq.dist.fun(c(D.unknown .
star.M1[i], n-D.unknown .star.M1[i], D.unknown .obs , n
-D.unknown .obs)+0.5)
chisq.dist.mat.M1[i,2] <- chisq.dist.fun(c(D.train.M1.




star.M1[i], m-D.train.M2.star.M1[i], D.train.M2.obs ,
m-D.train.M2.obs)+0.5)
}
# M2: calculate distances between observed and simulated
data
euclidean .dist.M2 <- sqrt ((D.unknown .star.M2 - D.unknown .
obs)^2 + (D.train.M1.star.M2 - D.train.M1.obs)^2 + (D.
train.M2.star.M2 - D.train.M2.obs)^2)
chisq.dist.mat.M2 <- matrix(NA ,nrow=N.M2 , ncol =3)
for(i in 1:N.M2){
chisq.dist.mat.M2[i,1] <- chisq.dist.fun(c(D.unknown .
star.M2[i], n-D.unknown .star.M2[i], D.unknown .obs , n
-D.unknown .obs)+0.5)
chisq.dist.mat.M2[i,2] <- chisq.dist.fun(c(D.train.M1.
star.M2[i], m-D.train.M1.star.M2[i], D.train.M1.obs ,
m-D.train.M1.obs)+0.5)
chisq.dist.mat.M2[i,3] <- chisq.dist.fun(c(D.train.M2.
star.M2[i], m-D.train.M2.star.M2[i], D.train.M2.obs ,
m-D.train.M2.obs)+0.5)
}
# Proceed with __ scoring function .
if(which.metric =="euc"){
# Euclidean
dist.M1 <- euclidean .dist.M1
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dist.M2 <- euclidean .dist.M2
} else if(which.metric =="chisq"){
# Chi -squared with all three
dist.M1 <- rowSums (chisq.dist.mat.M1[,c(1,2,3) ])
dist.M2 <- rowSums (chisq.dist.mat.M2[,c(1,2,3) ])
} else if(which.metric =="chisq2"){
# Chi -squared with only two
dist.M1 <- rowSums (chisq.dist.mat.M1[,c(1,2) ])




#################### STEP 4: Calculate the analytical BF
####################
num.BF <- dbbinom (x=D.unknown .obs , size=n, alpha=alpha1+D.
train.M1.obs , beta=beta1+m-D.train.M1.obs)
denom.BF <- dbbinom (x=D.unknown .obs , size=n, alpha=alpha2+
D.train.M2.obs , beta=beta2+m-D.train.M2.obs)
BF <- num.BF / denom.BF
BF
#################### STEP 5: Calculate the traditional ABC
BF ####################
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# The threshold is traditionally defined using:
# - a predetermined quantile of the set of distances under
both M1 and M2. (Bayesian Essentials with R, 8.3.2:
The ABC method (for parameter inference ), JM Marin , C
Robert)
# - a k nearest neighbors approach on the set of distances
under both M1 and M2. (Handbook of ABC , ch 6,
Likelihood -Free Model Choice , JM Marin , P Pudlo , A
Estoup , C Robert)
# (both are equivalent )
# Define a threshold
my.trad.abc.t <- 0
# Algorithm 3: Get the ABC BF
trad.ABC.BF <- sum(dist.M1 <= my.trad.abc.t) / sum(dist.M2
<= my.trad.abc.t)
trad.ABC.BF
#################### STEP 6: Calculate the ROC -ABC BF -
empirical approach ####################
# The threshold is defined using the kth score under M2.
# Then , as N increases (and necessarily , N.M2 increases ),
k / N.M2 (the rate of false positives in favor of M1)
140
will decrease .
# We are interested in the proportions of scores , less
than the threshold , as the rate of false positives
approaches 0 for large N.
# Define a threshold
my.roc.abc.t <- sort(dist.M2)[10]
########## Algorithm 4: Get the ABC BF
# NOTE: this is very similar to the traditional approach
above , except
# taking proportion of distances under M1 vs. proportion
of distances under M2,
# rather than sum of distances under M1 vs. sum of
distances under M2.
# The two only differ by a factor of N.M2 / N.M1,
# and the way the threshold is defined.
# Equation (57): F.hat(t) / G.hat(t)
ROC.ABC.BF1 <- ecdf(dist.M1)(my.roc.abc.t) / ecdf(dist.M2)
(my.roc.abc.t)
########## Algorithm 5: Get the ABC BF
# NOTE: this uses an empirical ROC curve here (a
composition of an empirical CDF for M1 and an empirical
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quantile function for M2)
# rather than the two ecdfs separately
# Define p (rate of false positives in favor of M1)
p.seq <- 10 / N.M2
# Define the empirical ROC
eROC <- ecdf(dist.M1)(quantile (dist.M2 ,p.seq , type =7))
# Equation (55) - left side: eROC(p) / p
ROC.ABC.BF2 <- eROC / p.seq
#################### STEP 7: Calculate the ROC -ABC BF -
parametric approach ####################
# NOTE: Using the noncentral dual beta model here.
# Obtain the parameter estimates for the non-central dual
beta ROC model.
# NOTE: using an Anderson -Darling style distance between
the eROC and ROC model
# in the optimization function .
param <- ncdb.fit.fun(dist.M1 , dist.M2)
# PLOT the noncentral dual beta ROC model and compare to
eROC.
# plot(x=p.seq , y=pbeta(qbeta(p.seq ,1, param[1], param[2])
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, 1, param[3], param[4]) , type=’l’, col="blue ") # ,
ylim=c(0,0.1) , xlim=c(0,0.1))
# lines(p.seq, eROC , col="black")
########## Algorithm 6
# Equation (58): ROC(p) / p
# where ROC(p) is the non -central dual beta ROC model.
# NOTE: cannot evaluate at 0, only near 0 (divide by 0
issue)
ROC.ABC.BF3 <- pbeta(qbeta(p.seq ,1, param[1], param [2]) ,
1, param[3], param [4]) / p.seq
# An equivalent form:
# ROC.ABC.BF3 <- pbeta(qbeta(p.seq ,1, param[1], param[2]) ,
1, param[3], param[4]) /
# pbeta(qbeta(p.seq ,1, param[1], param[2]) , 1,
param[1], param[2])
########## Algorithm 7
# Equation (60): f(t) / g(t)
# where f() and g() are noncentral beta pdfs and t is
defined such that p is at 0
ROC.ABC.BF4.at0 <- dbeta(qbeta(0, 1, param[1], param [2]) ,
1, param[3], param [4]) /
dbeta(qbeta(0, 1, param[1], param [2]) , 1,
param[1], param [2])
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########## R code for Chapter 6.1: binomial with
uncertainty on the parameter (prob of success), and
training data from the competing models (using the
conditional approach ).
########## By: Jessie Hendricks
#################### STEP 0: set up.
# Load packages .
# source() # Direct to file path of source functions
library (extraDistr )
# True model: "M1" or "M2"
true.mod <- "M1"
# Choose metric: "abs" or "chisq"
which.metric <- "abs"
144
#################### STEP 1: define observed data and
define "true" parameters . ####################





# SET THE SEED.
set.seed (314)
if(true.mod=="M1"){
# M1 is true
# Draw the observed data
D.unknown.obs <- 0.3*n
# M1:







# M2 is true











# M1: Draw the observed training data
D.train.M1.obs <- theta1*m
# M2: Draw the observed training data
D.train.M2.obs <- theta2*m
#################### STEP 2: define priors.





beta1 <- alpha1 * (1- theta1) / theta1
# M2
alpha2 <- 3
beta2 <- alpha2 * (1- theta2) / theta2
#################### STEP 3: ABC algorithm
# Define the number of simulations
N <- 1e6
# ########## STEP 3a: sample parameters from priors
# Draw model index parameter
N.M1 <- rbinom(1, N, prob =0.5)
N.M2 <- N-N.M1
########## STEP 3b: generate pseudo data.
# M1: Generate simulated data
D.unknown .star.M1 <- rbbinom (n=N.M1 , size=n, alpha=alpha1+
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D.train.M1.obs , beta=beta1+m-D.train.M1.obs)
# M2: Generate simulated data
D.unknown .star.M2 <- rbbinom (n=N.M2 , size=n, alpha=alpha2+
D.train.M2.obs , beta=beta2+m-D.train.M2.obs)
########## STEP 3c: calculate distances between observed
data and pseudo data.
# M1: calculate distances between observed and simulated
data
abs.dist.M1 <- abs(D.unknown .star.M1 - D.unknown .obs)
chisq.dist.M1 <- vector("numeric ",length=N.M1)
for(i in 1:N.M1){
chisq.dist.M1[i] <- chisq.dist.fun(c(D.unknown .star.M1[
i], n-D.unknown .star.M1[i], D.unknown .obs , n-D.
unknown.obs)+0.5)
}
# M2: calculate distances between observed and simulated
data
abs.dist.M2 <- abs(D.unknown .star.M2 - D.unknown .obs)
chisq.dist.M2 <- vector("numeric ",length=N.M2)
for(i in 1:N.M2){
chisq.dist.M2[i] <- chisq.dist.fun(c(D.unknown .star.M2[
















#################### STEP 4: Calculate the analytical BF
####################
num.BF <- dbbinom (x=D.unknown .obs , size=n, alpha=alpha1+D.
train.M1.obs , beta=beta1+m-D.train.M1.obs)
denom.BF <- dbbinom (x=D.unknown .obs , size=n, alpha=alpha2+
D.train.M2.obs , beta=beta2+m-D.train.M2.obs)
BF <- num.BF / denom.BF
BF
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#################### STEP 5: Calculate the traditional ABC
BF ####################
# The threshold is traditionally defined using:
# - a predetermined quantile of the set of distances under
both M1 and M2. (Bayesian Essentials with R, 8.3.2:
The ABC method (for parameter inference ), JM Marin , C
Robert)
# - a k nearest neighbors approach on the set of distances
under both M1 and M2. (Handbook of ABC , ch 6,
Likelihood -Free Model Choice , JM Marin , P Pudlo , A
Estoup , C Robert)
# (both are equivalent )
# Define a threshold
my.trad.abc.t <- 0
# Algorithm 3: Get the ABC BF
trad.ABC.BF <- sum(dist.M1 <= my.trad.abc.t) / sum(dist.M2
<= my.trad.abc.t)
trad.ABC.BF
#################### STEP 6: Calculate the ROC -ABC BF -
empirical approach ####################
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# The threshold is defined using the kth score under M2.
# Then , as N increases (and necessarily , N.M2 increases ),
k / N.M2 (the rate of false positives in favor of M1)
will decrease .
# We are interested in the proportions of scores , less
than the threshold , as the rate of false positives
approaches 0 for large N.
# Define a threshold
my.roc.abc.t <- sort(dist.M2)[10]
########## Algorithm 4: Get the ABC BF
# NOTE: this is very similar to the traditional approach
above , except
# taking proportion of distances under M1 vs. proportion
of distances under M2,
# rather than sum of distances under M1 vs. sum of
distances under M2.
# The two only differ by a factor of N.M2 / N.M1,
# and the way the threshold is defined.
# Equation (57): F.hat(t) / G.hat(t)
ROC.ABC.BF1 <- ecdf(dist.M1)(my.roc.abc.t) / ecdf(dist.M2)
(my.roc.abc.t)
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########## Algorithm 5: Get the ABC BF
# NOTE: this uses an empirical ROC curve here (a
composition of an empirical CDF for M1 and an empirical
quantile function for M2)
# rather than the two ecdfs separately
# Define p (rate of false positives in favor of M1)
p.seq <- 10 / N.M2
# Define the empirical ROC
eROC <- ecdf(dist.M1)(quantile (dist.M2 ,p.seq , type =7))
# Equation (55) - left side: eROC(p) / p
ROC.ABC.BF2 <- eROC / p.seq
#################### STEP 7: Calculate the ROC -ABC BF -
parametric approach ####################
# NOTE: Using the noncentral dual beta model here.
# Obtain the parameter estimates for the non-central dual
beta ROC model.
# NOTE: using an Anderson -Darling style distance between
the eROC and ROC model
# in the optimization function .
param <- ncdb.fit.fun(dist.M1 , dist.M2)
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# PLOT the noncentral dual beta ROC model and compare to
eROC.
# plot(x=p.seq , y=pbeta(qbeta(p.seq ,1, param[1], param[2])
, 1, param[3], param[4]) , type=’l’, col="blue ") # ,
ylim=c(0,0.1) , xlim=c(0,0.1))
# lines(p.seq, eROC , col="black")
########## Algorithm 6
# Equation (58): ROC(p) / p
# where ROC(p) is the non -central dual beta ROC model.
# NOTE: cannot evaluate at 0, only near 0 (divide by 0
issue)
ROC.ABC.BF3 <- pbeta(qbeta(p.seq ,1, param[1], param [2]) ,
1, param[3], param [4]) / p.seq
# An equivalent form:
# ROC.ABC.BF3 <- pbeta(qbeta(p.seq ,1, param[1], param[2]) ,
1, param[3], param[4]) /
# pbeta(qbeta(p.seq ,1, param[1], param[2]) , 1,
param[1], param[2])
########## Algorithm 7
# Equation (60): f(t) / g(t)
# where f() and g() are noncentral beta pdfs and t is
defined such that p is at 0
ROC.ABC.BF4.at0 <- dbeta(qbeta(0, 1, param[1], param [2]) ,
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1, param[3], param [4]) /
dbeta(qbeta(0, 1, param[1], param [2]) , 1,
param[1], param [2])








C R CODE FOR SECTION 7
########## R code for Chapter 7.
########## By: Jessie Hendricks
my.asymptotic .var.fun <- function (val){
# NOTE: pi(M1) / pi(M2) = 1
F.t <- val[1]
G.t <- val[2]




# Define some parameters
N <- 1e6
pi.M1 <- 0.5
# Define non -central beta parameters
shape1.pos <- 1 # must be equal to 1 for finite and stable
derivative of ROC curve at 0
shape2.pos <- 20 # keep shape2 and ncp somewhat close in
value to make less spiky.
ncp.pos <- 15 # increase this to make more spiked near 1.
shape1.neg <- 1 # must be equal to 1 for finite and stable
derivative of ROC curve at 0
155
shape2.neg <- 2 # keep fixed
ncp.neg <- 15 # increase this to make more spiked near 1.
# Define K and L (deterministically)
K <- N*pi.M1 # K <- rbinom(n=1, size=N, prob=pi.M1)
L <- N*(1-pi.M1) # L <- N-K #
# Sample scores from the positive and negative classes of
scores.
set.seed (1)
X.pos <- rbeta(n=K,shape1=shape1.pos ,shape2=shape2.pos ,ncp
=ncp.pos)






plot(t.seq , F.n.t, type="l", col="blue", xlab="t", ylab="F
(t) (solid blue),  G(t) (dashed red)")
lines(t.seq , G.n.t, col="red", lty="dashed")
##### Figure 12
ratio.vect <- F.n.t / G.n.t
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sigma <- sqrt(apply(cbind(F.n.t,G.n.t), 1, my.asymptotic .
var.fun))
upper.bound <- ratio.vect + qnorm (1 -0.05/2)*sigma / sqrt(K
)
lower.bound <- ratio.vect - qnorm (1 -0.05/2)*sigma / sqrt(K
)
plot(x=t.seq , y=ratio.vect , type="l", ylim=c(min(lower.
bound , na.rm=TRUE),max(upper.bound , na.rm=TRUE)), xlab=
"t", ylab="ratio")
lines(x=t.seq , y=upper.bound , col="blue", lty="dashed")
lines(x=t.seq , y=lower.bound , col="blue", lty="dashed")
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