Optical and magnetic control of exciton valley pseudospin in layered two-dimensional semiconductors by Lyons, Thomas
Optical and magnetic control of exciton
valley pseudospin in layered
two-dimensional semiconductors
Thomas Patrick Lyons
Department of Physics and Astronomy
The University of Sheffield





The experiments detailed in this thesis bring together two well established fields within solid
state physics, namely the optical properties of Coulomb-bound complexes known as excitons,
and the application of novel quantum degrees of freedom towards information processing,
storage and communication. The material basis for these investigations are the monolayer
transition metal dichalcogenides (TMDs), atomically thin direct band gap semiconductors
which exhibit exceptional coupling to light, via tightly bound exciton states which are stable
beyond room temperature. These materials may be easily thinned down to single atomic
monolayers, in which a unique regime of broken crystal inversion symmetry, time reversal
symmetry, and strong spin-orbit coupling together give rise to a valley pseudospin, which
acts as a spin-1/2 degree of freedom for charge carriers and excitons alike. Robust optical
selection rules allow selective addressability of the exciton valley pseudospin via circularly
polarised light, paving the way towards all-optical valley computation or memory.
Here, various ways in which the exciton valley pseudospin may be enhanced or controlled
are explored. In Chapter 4, the interaction between negatively charged exciton valley
pseudospin and strong magnetic fields is discussed, where lifting of degeneracy of opposite
valley states is demonstrated, leading to new understanding of the valley magnetism. In
Chapter 5, monolayer TMDs are embedded in energy-tunable zero dimensional optical
microcavities, in which the TMD excitons strongly couple to the confined photonic modes,
forming composite quasiparticles known as exciton-polaritons. By control of the optical
density of states via tuning of cavity length, the signatures of exciton valley pseudospin in
emission may be enhanced by several times relative to the uncoupled monolayer. Finally, in
Chapter 6, a monolayer TMD is placed in direct proximity to a ferromagnetic van der Waals
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1.1 Background: 2-dimensional materials
Two dimensional materials are flat atomically thin crystals characterised by strong intralayer
bonds and relatively weak interlayer van der Waals attraction. As such, they are intrinsically
stable in the form of single atomically thin flakes, known as monolayers. Since the first
discovery of the hexagonal 2D carbon lattice called graphene, a vast research field within
condensed matter physics has risen to global prominence. Since then, the family of 2D mate-
rials has grown dramatically, now encompassing excellent electrical conductors, insulators,
indirect and direct gap semiconductors, topological insulators, superconductors, and most
recently ferromagnets and antiferromagnets. The ubiquity of 2D material research around
the world has been accelerated by the ease of access to the materials, which are quite cheap,
and the fact that samples can be made by just about anybody, with only a piece of sticky tape,
using the exfoliation method originally demonstrated for graphene. This considerably lowers
the funding bar for entry into the field, as expensive epitaxial deposition and lithography
technology are not required to produce research-quality samples. Indeed, some of the most
remarkable and ground breaking scientific discoveries surrounding 2D materials have been
made with samples cobbled together on dusty office desks, a far cry from the world of highly
controlled cleanroom nanofabrication.
The inherent geometry of 2D materials is responsible for much of their scientific interest;
they represent a material platform to study solid state physics and quantum phenomena at
the ultimate 2-dimensional limit, in the extreme of surface to volume ratio. The reduced
dimensionality and associated quantum confinement lead to a variety of intriguing effects,
as will be discussed in Chapter 2. The van der Waals attraction of monolayers to adjacent
surfaces opens many prospects for incorporation of active monolayers onto any conceivable
substrate, not even limited to being flat, with monolayers variously suspended over holes,
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draped over micropillars or nanobeams, incorporated into photonic crystals, dispersed in
inks for printing, and even implanted into living tissue for biosensing. However, a notable
advantage of the van der Waals attraction is the ability to stack different 2D monolayers on
top of one another, to form so-called van der Waals heterostructures, which may be designed
arbitrarily to perform any desired device capability, from light emitting diodes to transistors
or photodetectors, all on the nanometre scale.
Overall, 2D materials represent a very versatile and cheap material platform to develop
future technology. Recent gains in the quality of large area grown monolayers and het-
erostructures are opening new routes towards scalability and mass production. Furthermore,
the inherently atomic thicknesses of 2D materials make them eminently suitable for the minia-
turisation of technology, combined with their mechanical flexibility and semi-transparent
characteristics, meaning they may easily be incorporated into ergonomic devices of the
future.
1.2 Motivation: all-optical valleytronics for information
processing
As will be discussed throughout this thesis, certain 2D materials possess an unusual property
whereby their electronic band structure features multiple degenerate energy extrema at
different points within the Brillouin zone. Owing to the generally parabolic shape of these
band minima and maxima, they are termed valleys, and can effectively localise free electrons
or holes in their local potential in momentum space. This gives rise to a new degree of
freedom for unbound charge carriers, known as a valley degree of freedom. In analogy to
electronic spin, which has been proposed as an information carrier in a field of research called
spintronics, the valley degree of freedom has been proposed as a spin-1/2 system in which
information may theoretically be encoded, manipulated or stored. This has given rise to a field
of research generally termed valleytronics, which explores methods of control of the valley
degree of freedom in these materials for the aim of applications in information technology.
As will be introduced in Chapter 2, excitons are quasiparticles found in semiconducting 2D
materials which can also experience a valley degree of freedom. Excitons are also highly
amenable to optical interfacing, as they can be created and annihilated with absorption or
emission of a photon. As such, excitons offer a bridge to realise all-optical valley information
processing, which would take advantage of the high speed of optical communications, avoid
the heating inherent to electrical charge currents, and may even offer a route to valley-based
quantum computing.
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1.3 Scope of thesis
1.3 Scope of thesis
This thesis opens with a review of relevant literature, starting with the crystal structure of
monolayer transition metal dichalcogenides, encompassing the electronic band structure and
valley pseudospin, Coulomb bound states known as excitons, and ending on the concept of
exciton valley pseudospin. Then follows a methods chapter, covering sample fabrication,
details of the equipment used to obtain the experimental results presented here, and some
discussion of the more complex aspects of data analysis which have been required. Chapters
4, 5, and 6 each then present a self contained experimental project, all sharing the common
theme of gaining control of the excitonic valley degree of freedom. “Control” in this context
means either inducing a desired energy shift or lifting of degeneracy between given excitonic
valley states, or inducing a population imbalance of occupation of opposite valley states, i.e.
creating a static valley pseudospin polarisation. All of the experimental results presented
in this thesis are acquired by optical investigations; electrical control of exciton valley
pseudospin is not considered. Various experimental tools are applied to gain control of the
valley pseudospin, such as strong or weak external magnetic fields (Chapters 4, 5, 6), or
optical microcavities (Chapter 5), or ferromagnetic proximity effects (Chapter 6).
In each of Chapters 4, 5 and 6, the presentation of optical experimental data is followed
by supporting theoretical calculations, developed by collaborators. In Chapter 4, a theoretical
framework is constructed to quantitatively describe the observed behaviour. The derived
equations are then applied to the data to extract valley Zeeman g-factors of each of the
four fine structure components of the negatively charged trion in monolayer WSe2. In
Chapter 5, a rate equation model is devised to describe the transfer of excitons between
opposite valley states, and between reservoir and polariton states. By feeding parameters from
literature into the model, the observed experimental data can be reproduced. In Chapter 6,
the theoretical contribution is purely in the calculation of the electronic band structure of the
semiconductor-ferromagnet heterostructure, which allows the optical data to be interpreted.
All of the results presented in this thesis may be considered as fundamental science;
any references to technological applications are purely for motivation and context. The
demonstration of all-optical valleytronic exciton-based prototype devices which may be
implemented for information processing or data memory are beyond the scope of this thesis.
As the entire family of 2D materials, and especially the monolayer transition metal dichalco-
genides, are a relatively recent discovery in the monolayer form, their innate properties must
first be understood before applications may be developed. This thesis contributes to the




Optical properties of monolayer
transition metal dichalcogenides
This chapter presents a broad overview of the properties of semiconducting 2D materials,
most prominently the transition metal dichalcogenides (TMDs) molybdenum disulphide
(MoS2), molybdenum diselenide (MoSe2), tungsten disulphide (WS2), and tungsten dise-
lenide (WSe2). These materials are direct band gap semiconductor analogues of graphene,
and as such offer a range of excellent properties complementary to those of the first known 2D
carbon material. In particular, the optical properties of these 2D films are highly promising
for the development of optoelectronic devices on the nanoscale.
2.1 Molybdenum and tungsten disulphides and diselenides
2.1.1 Crystal structure
Group VI TMDs of the form MX2 where M is a transition metal such as Mo or W, and X is a
chalcogen such as S or Se, are layered materials similar to graphite or mica, characterised by
covalent intralayer bonds and relatively weak electrostatic dipolar van der Waals attraction
between adjacent layers. In the macroscopic, multilayered form, they are termed as bulk
crystals, while each single covalently bonded sheet is known as a monolayer (Fig. 2.1).
Monolayer TMDs are most thermodynamically stable in the 2H (trigonal prismatic)
crystal phase, although a metastable 1T (octahedral) phase also exists. In both cases, the
monolayer consists of three atomic planes in the order X −M−X . In the 2H phase, the top
and bottom chalcogen atoms are vertically aligned, giving an overall atomic stacking order
of A−B−A. In the 1T phase, the chalcogen atoms are not vertically overlapping, and so the
stacking is A−B−C (Fig. 2.1). For the entirety of this work, only the most stable 2H phase
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will be discussed, associated with highly symmetry dependent semiconductor properties as
detailed in this chapter.
Fig. 2.1 (a) Photograph of a MoS2 bulk crystal. Image credit: 2D Semiconductors. (b)
Comparison of 2H and 1T monolayer crystalline phases. Image from Ref [1]. (c) Top view of
a monolayer 2H-TMD. The primitive cell, shaded in grey, contains either a single metal atom
or two chalcogen atoms on each sublattice site. The side view, shown on the right, reveals the
trigonal prismatic structure, lacking an inversion centre. Image from Ref [2]. (d) Illustration
of a bilayer 2H-TMD. Intralayer bonds are covalent, while interlayer bonds are van der Waals
dipole type. Image from Ref [3]. (e) Side views of the primitive cells of monolayer (ML) and
bilayer (BL) 2H-TMDs. Inversion symmetry is broken in the monolayer, and restored in the
bilayer. Image from Ref [4].
Multilayer stacking in the 2H phase has an A− B− A− B... order, with a unit cell
comprised of two monolayer unit cells, as shown in Fig. 2.1e. The bulk unit cell is inversion
symmetric, being of the D46h point group, whereby the two monolayer unit cells are 180
◦
in-plane rotations of one another, so the metal atoms of one monolayer are vertically aligned
with the chalcogen atoms of the other monolayer, and vice versa. This creates an inversion
axis about which symmetry is maintained. In a monolayer, however, the honeycomb lattice is
comprised of two sublattices, with each sublattice site occupied by either a single metal atom
or two chalcogen atoms (Fig. 2.1e). Therefore, in TMD monolayers, which are described
by the D13h point group, inversion symmetry is explicitly broken. This can be seen from the
trigonal prismatic cell in Fig. 2.1c: if the metal atom is taken as an inversion centre, and the
six chalcogen atoms at position vectors ri are transformed to positions −ri, then each atom
is mapped onto a vacant site [5, 3].
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2.1.2 Electronic band structure
Fig. 2.2 (a) Band structure of mono-, bi-, tri-layer and bulk MoS2 calculated by density
functional theory (DFT). The lowest energy interband transition is marked by the arrow.
Image from Ref [6]. (b) Comparison of interband radiative recombination in direct gap (left)
and indirect gap (right) semiconductors. Radiative recombination must involve no change
of momentum, and is therefore significantly less efficient in indirect gap materials, where a
momentum transfer (for instance via a phonon) is necessary. (c) Comparison of luminescence
intensity between bilayer and monolayer MoS2. The indirect to direct band gap transition
results in much higher quantum yield (inset figure). Image from Ref [7]. (d) Layer number
dependence of the peak luminescence energy, reflecting the changing band structure. Image
from Ref [7].
In the bulk form, 2H-TMDs are indirect band gap semiconductors. They have a valence
band (VB) maximum at the Γ point in the centre of the Brillouin zone, and a conduction band
(CB) minimum half way between the Γ and K points, as shown in Fig. 2.2a. While the Γ point
of the VB is comprised of a combination of anti-bonding pz orbitals from the chalcogen atoms
and dz2 orbitals from the transition metal atoms, the ±K points are comprised predominantly
of transition metal d-orbitals. This localises the electronic states at the ±K points within the
transition metal atom plane, shielding them from any spatial overlap of orbitals from adjacent
monolayers. Consequently, the Γ point is far more sensitive to decreasing layer number than
7
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the ±K points, causing the indirect transition to become larger than the direct ±K energy gap
(which remains largely unaffected) when going from the bilayer to the monolayer case. This
indirect to direct band gap transition results in monolayer TMDs having a much stronger
light-matter interaction than their multilayered counterparts, as no momentum transfer is
required for the absorption or emission of photons (Fig. 2.2c). Once promoted into the CB,
leaving behind a hole of effective charge +1 in the VB, an electron rapidly relaxes to the local
band minimum. In direct gap semiconductors, the electron can easily recombine with the
hole thanks to the equal wavevector between band extrema, emitting a photon of the band gap
energy. If the band gap is indirect, the inequivalent carrier momenta must be compensated by
interaction with a phonon, decreasing the recombination efficiency. The increased quantum
yield of monolayer TMDs makes them particularly promising for optoelectronic applications
on the extreme nanoscale. Along with a huge increase in emission intensity when crossing
over from two layers to one, there is an accompanying energy shift of the luminescence,
reflecting the changing band structure (Fig. 2.2d).
2.1.3 Spin and the valley pseudospin
In reciprocal space, the Brillouin zone of monolayer TMDs is hexagonal, with the CB and VB
extrema located at the +K and −K points at the edges, as shown in Fig. 2.3. Although there
are nominally six K-points in the Brillouin zone, three-fold rotation symmetry of the TMD
monolayer lattice leads to reduction of the band structure to two inequivalent K symmetry
points, often termed K and K’. At these points, the energy bands are quasi-parabolic, leading
to their being termed valleys. The CB is an upright parabola while the VB is an upturned
parabola, with the respective band extrema centred on the ±K points. Strong Zeeman-like
spin-orbit coupling associated with the heavy transition metal d-orbitals, under the effect
of strong quantum confinement in the single layer, lifts the degeneracy between spin states
at these band extrema, with the spin splitting being of opposite sign in opposite valleys as
a consequence of time reversal symmetry, E↑(+K) = E↓(−K) (Fig. 2.3) [9, 11]. The spin
projection on the c-axis perpendicular to the monolayer is well defined due to quantum
confinement [11]. Fig. 2.3 shows DFT calculated energy bands at the −K point of Mo
and W based monolayers. In the VB, comprised of transition metal dx2−y2 and dxy orbitals
hybridised as dx2−y2 ± idxy in the ±K valleys, the spin splitting is typically hundreds of meV,
while in the CB, comprised of dz2 orbitals, the splitting is only up to tens of meV [3, 12].
Furthermore, the CB spin sub-bands are reversed between Mo and W based TMDs, which
has significant consequences for optical properties of these materials, as detailed in Section
2.1.5. The energy bands at the +K point will be time reversal partners of those plotted here.
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Fig. 2.3 (a) The hexagonal Brillouin zone of a monolayer TMD. The direct band gap is
located at the +K and −K points at the corners. Strong spin-orbit coupling splits the valence
band (VB) spin states into quasi-parabolic sub-bands, with the spin splitting related by
time reversal symmetry between the +K and −K points. There is also spin splitting of the
conduction band (CB), but this is much smaller than in the VB, and has opposite sign between
Mo and W based TMDs. Image from Ref [5]. (b) Illustration of the different transition metal
d-orbitals which constitute the VB and CB extrema at the ±K points. The x and y axes
lie in the monolayer plane, and z is along the monolayer normal. Image from Ref [8]. (c)
Calculated spin-orbit splitting in WSe2 for the (top) VB and (bottom) CB. Scale bar units
are eV. Dashed lines indicate the Brillouin zone. Image from Ref [9]. (d) Density functional
theory (DFT) calculated energy bands at the −K point of monolayer TMDs. Spin-orbit
coupling polarises the spin states creating two spin sub-bands at the CB and VB edges. The
spin splitting is of opposite sign in the conduction band of Mo based TMDs compared to W
based materials. For each subfigure, the +K energy bands are identical but with opposite
spin states due to time reversal symmetry. The quasi-parabolic form of the bands gives rise
to the term valleys. Image from Ref [10].
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An electron or hole can occupy a spin state in either the +K or −K valleys, and as such
inherits a valley degree of freedom, termed a valley pseudospin, in that it acts much like a
spin-12 system. A particle in the +K valley can be termed valley pseudospin up, and in the
−K valley pseudospin down. In combination with the spin-orbit coupling and time reversal
symmetry, the spin and valley pseudospin are considered locked together, as an electron of a
fixed energy must occupy either the +K or −K valley depending on its spin. Single particle
valley pseudospin is expected to be very robust, as a momentum transfer of the order of the
inverse lattice constant would be required, along with an energetically unfavourable spin
flip, for a carrier to scatter between valleys. A reversal of orbital angular momentum would
also be required, as detailed in the next section [13]. As the spin-orbit splitting of the VB
is much stronger than the CB, holes are expected to have particularly long valley lifetimes,
experimentally measured to be ∼ 1 ns at cryogenic temperatures [14]. Such robust valley
lifetimes have led to proposals to utilise the valley pseudospin as an information carrier in
much the same way as conventional spin, opening up the field of valleytronics, a cousin of
spintronics.
2.1.4 Symmetry considerations: valley magnetism and Berry phase
The breaking of inversion symmetry in monolayer crystals has profound consequences for
their electronic and optical properties. Two key physical quantities describing electrons of
wavevector k in reciprocal space are the Berry curvature Ω(k), a pseudovector which modifies
the equations of motion of Bloch electrons when perturbed by electric fields, and the magnetic
moment m(k), which relates the orbital motion of electron wavepackets in momentum space
to energy changes arising under an external magnetic field. In inversion symmetric structures,
such as graphene or bilayer TMDs, then Ω(k) = Ω(−k) and m(k) = m(−k). In monolayer
TMDs, however, the lack of an inversion centre allows the Berry curvature and magnetic
moment to take inequivalent values at opposite wavevector k.
Although spatial inversion symmetry is broken in monolayer TMDs, time reversal sym-
metry is upheld. Therefore, Ω(k) =−Ω(−k) and m(k) =−m(−k). The striking conclusion
of broken inversion symmetry in the presence of time reversal symmetry is that these physical
parameters take exactly opposite values at opposite points in momentum space. As such, the
magnetic moments at the ±K points have the same magnitude but opposite sign. In this way,
the valley pseudospin is associated with a unique magnetic moment in much the same way as
conventional electron spin is associated with the Bohr magneton. Under an applied external
magnetic field, the degeneracy between valley states is lifted in a process known as the valley
Zeeman effect, in close analogy to the conventional spin Zeeman effect.
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Fig. 2.4 (a) The parallel transport of a vector along a loop on a sphere is a classical analogue
of the Berry phase. From the initial position at the north pole, with the vector pointing in the
x direction, the vector moves along the surface of the sphere, along the path P. The direction
of the vector relative to the surface does not change, it always remains tangential. After
completing the loop, the vector returns to its original position, but it has now rotated by an
angle φ , which is the Berry phase. The integral of the curvature of the surface bounded by
the loop is the Berry curvature. If the surface was flat, with no curvature, then no phase
change would occur after the loop. This analogue demonstrates the purely geometric origin
of the Berry phase. Image from Ref. [15]. (b) Calculated Berry curvature in the out of plane
direction, where Ωn(k) = Ωn,z(k)ẑ, along the −K → Γ →+K path of the MoS2 Brillouin
zone. The blue curve is the top of the VB, while the pink curve is the bottom of the CB.
Ωz(k) has opposite sign between bands at the ±K points, and it is strong in the CB zone
centre due to degeneracy of bands. Image from Ref. [16]. (c) Illustration of the valley Hall
effect for holes and electrons. The transverse velocity is opposite in the CB and VB within
the same valley, with opposite valleys related by time reversal symmetry. Particularly strong
spin-orbit coupling in the VB leads to resultant transverse spin separation, which is weaker
for electrons. Image from Ref. [2].
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To understand the Berry curvature, it is necessary to define the Berry phase. When the
external parameters influencing a quantum state undergo a slow, adiabatic evolution and
eventually return to their original values, thereby completing a loop in parameter space,
the state will similarly return to its original value, although it will have acquired a phase
difference, known as the Berry phase [17]. In the case of crystalline solids, the Bloch
functions describing the potential landscape experienced by electrons in momentum space
are periodic, and are therefore associated with a Berry phase, if allowed by crystal symmetries.
Mathematically, the Berry phase may be expressed as an integral of a field known as the
Berry curvature [2]. Fig. 2.4a demonstrates the purely geometric origin of the Berry phase
and its relation to the geometric curvature. Very similar concepts exist beyond solid state
physics, such as the phase associated with a charged particle in a loop enclosing a magnetic
field, in this case known as the Aharonov-Bohm phase [17]. The Berry curvature is often
considered as an effective magnetic field, although it acts in momentum space rather than








where εn(k) is the energy dispersion and Ωn(k) the Berry curvature of band n, and E the
electric field. For a derivation of Eq. 2.1 see Ref. [17]. The first term on the right hand side
is the conventional group velocity of an electron in a solid, and the second term describes
the anomalous velocity arising from the Berry curvature. In crystals simultaneously subject
to both time reversal and inversion symmetries, such as graphene, the only permissible
value of Ωn(k) is zero throughout the Brillouin zone. Therefore, Eq. 2.1 reduces to the
simple gradient of the band dispersion. However, in monolayer TMDs, the valley-contrasting
non-zero Berry curvature induces an anomalous velocity which is always transverse to the
electric field. Fig. 2.4b shows the calculated z-component of Berry curvature of the CB and
VB on the −K → Γ →+K path of the MoS2 Brillouin zone. As can be seen, Ωn,z(k)ẑ takes
opposite signs in each band within the same valley. Electrons and holes of matching valley
pseudospin therefore acquire transverse velocity in opposite directions when an electric field
is applied in a TMD monolayer plane. Overall, the presence of non-zero Berry phase in
monolayer TMDs indicates an underlying nontrivial topology of the band structure, where
the modification to the electron Lorentz force is the origin of the valley Hall effect, in analogy
to the spin Hall effect, although no magnetic field is required [18]. In a simple monolayer
TMD with an in-plane electric field applied, time reversal symmetry dictates that +K valley
electrons will move to the same edge of the monolayer as −K valley holes, therefore, no net
transverse bias is generated. In order to utilise the valley Hall effect to generate Hall charge
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currents, it is necessary to artificially break time reversal symmetry, and create a carrier
population imbalance between the valleys [2]. As described in the next section, this can be
achieved via the valley dependent optical selection rules.
2.1.5 Optical selection rules
To begin, we define the circular dichroism, η , as a function of k:
η(k) =
|Pcv+ (k)|2 −|Pcv− (k)|2
|Pcv+ (k)|2 + |Pcv− (k)|2
(2.2)
which is the normalised difference between absorption strengths of σ+ and σ− polarised
light in an interband transition, from the VB to the CB, at a given point in k-space. Pcv± (k)
are the coupling strengths of interband transitions to σ± optical fields, given by the interband
matrix element of the canonical momentum operator [5, 19, 16].
Considering that monolayer TMDs have effectively two inequivalent sets of band extrema
separated by the lowest band gap energy Eg, we introduce the index τK =±1 to denote an
interband transition at the ±K point of the Brillouin zone. It can be shown (see Ref. [19])
that the valley dependent interband matrix elements may then be expressed as:
|Pcv± (k)|2 = m2ev20(1± τK cosθ)2 (2.3)
where me is the electron mass and v0 the Fermi velocity (velocity associated with an electron
moving with kinetic energy equal to the Fermi energy in the system), and cosθ =Eg/[εc(k)−
εv(k)] [19]. Here, εc(k) and εv(k) are the CB and VB dispersion relations, respectively.
Therefore, exactly at the K-points, cosθ = 1, and the matrix elements reduce to:
|Pcv+ (+K)|2 = 4m2ev20
|Pcv− (+K)|2 = 0
|Pcv+ (−K)|2 = 0
|Pcv− (−K)|2 = 4m2ev20
(2.4)
which substitutes into Eq. 2.2 to give:
η(±K) =±1 (2.5)
corresponding to 100% coupling of interband transitions at the ±K points to σ± helicities of
light [19, 16]. Here lies justification for the immense scientific interest surrounding monolayer
13
Optical properties of monolayer transition metal dichalcogenides
TMDs, as they offer a direct and easy way to optically access the valley pseudospin, via these
chiral optical selection rules, bringing opto-valleytronics into the realms of possibility.
Elsewhere in the Brillouin zone, away from the K-points, cosθ is no longer equal to 1,
and as such η diminishes. However, the reduction of η is relatively insensitive to k close to
the K-points, and η only rapidly changes sign at the midpoint between the K-points in the
Brillouin zone, as shown in Fig. 2.5a [16]. This ensures the optical selection rules are robust
even when addressing wavevectors slightly removed from the K-points, for instance when
pumping the monolayer with light of energy > Eg.
The fundamental origin of the chiral optical selection rules in monolayer TMDs lies with
intercellular phase winding of Bloch electrons in k-space, described by periodic terms in the
corresponding Bloch functions [20, 5, 16, 21, 22]. This form of orbital angular momentum
is quantified by the valley contrasting magnetic moment introduced in the previous section,
m(k). Considering that any orbital motion must occur in the monolayer plane, the angular
momentum is always perpendicular to the plane, so can be expressed as m(k) · ẑ. The relation
between interband matrix elements of circularly polarised optical fields, Pcv± (k), incident
along the z-axis, and the magnetic moment m(k) · ẑ, may be expressed as:
m(k) · ẑ =−µB
2
(




where µB is the Bohr magneton [5, 19, 16]. The bracketed expression on the right hand
side of Eq. 2.6 is simply the difference between oscillator strengths of σ+ and σ− polarised
light as a function of wavevector, where the oscillator strength describes the probability of
absorption or emission of a photon in a transition between VB ↔ CB. As such, it can be





where µ∗B(k) is the effective Bohr magneton, which depends on the electron effective mass as
eh̄/2m∗. For a full derivation see Ref. [19]. As discussed in the previous section, inversion
symmetry breaking and time reversal symmetry act on the magnetic moment to ensure that
m(k) =−m(−k), i.e. the magnetic moment takes opposite values at opposite wavevectors.
From Eq. 2.7, it becomes clear that η(k) therefore must also take exactly opposite values
at opposite k. This reveals that the contrasting circular dichroism in the Brillouin zone
of monolayer TMDs is a direct consequence of symmetry considerations. In essence, the
circular dichroism appears because it is not prohibited by inversion symmetry, and it takes an
extreme form at the high symmetry K-points, leading to the nominal 100% degree of circular
polarisation in the region around the lowest energy band gap.
14
2.1 Molybdenum and tungsten disulphides and diselenides
Going further, we combine Eq. 2.5 with Eq. 2.7 to find that:
m(±K) · ẑ =±µ∗B(±K) (2.8)
indicating that µ∗B quantifies the valley pseudospin magnetic moment much as µB quantifies
the conventional spin magnetic moment. Nominally, m(±K) is equal between CB and VB,
however, in reality the breakdown of electron-hole symmetry leads to some inequivalence
between bands arising from carrier effective mass discrepancies [21]. Furthermore, µ∗B is



















Fig. 2.5 (a) Modelled lowest conduction band (purple) and highest valence band (blue) over
the Brillouin zone of monolayer MoS2. The direct band gap is at the K-points with Eg = 1.8
eV. The hexagon is a colourmap of circular dichroism η (defined in Eq. 2.2) showing 100%
chiral selectivity of optical transitions at the K-points. Image from Ref. [16]. (b) Schematic of
the band structure, incorporating spin-orbit coupling, of a Mo-based TMD monolayer around
the K-points, showing the chiral optical selection rules. Interband optical transitions conserve
spin and momentum, and have opposite circular polarization in opposite valleys. The arrows
represent the electron spin in the given subband, related by time reversal symmetry between
valleys. For W-based TMDs, the spin-orbit coupling in the conduction band has opposite sign.
By choice of photon energy and helicity, both spin and valley pseudospin can be selectively
optically addressed.
To complete the picture of the optical selection rules in monolayer TMDs, we must
also consider the strong spin orbit coupling (discussed in Section 2.1.3) which splits the
CB and VB edges into spin polarised subbands related by time reversal symmetry. As the
chiral optical selection rules introduced here couple only to the orbital part of the electronic
wavefunctions, spin is conserved in interband transitions [20, 5]. As such, the valley optical
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selection rules also become spin optical selection rules, as light of appropriate energy and
helicity can be used to create a spin polarisation in either valley. For example, pumping
with σ+ polarised light resonant with the band gap energy will populate photocarriers only
into the lower spin subband of the +K valley. Likewise, measuring polarisation resolved
emission provides information about the relative valley populations of free carriers. We can
now schematically draw the valleys around the K-points along with the corresponding optical
selection rules, as shown in Fig. 2.5b.
In emission, rather than absorption, the circular dichroism picture is slightly more
complicated. This is because there is a characteristic timescale involved with radiative
recombination of electron hole pairs, and this time window could allow some intervalley
scattering of carriers, which would reduce the circular polarization in luminescence, defined





where ρ is the degree of circular polarisation, Ico (Icross) is the intensity of photoluminescence
co(cross)-circularly polarized to a pump laser. Indeed, early photoluminescence measure-
ments on monolayer MoS2 revealed circular polarization degrees lower than 1; ranging from
∼ 0.3 to ∼ 0.9, as shown in Fig. 2.6 [16, 13, 11, 23].








where η ∼ 1 is the theoretical polarisation degree from the selection rules [16]. (1−δ )2 is
the valley selectivity of excitation, τ is the recombination time, and τv is the valley lifetime.
Intervalley excitation may be allowed by scattering with impurities or phonons, and so
δ = δimp +δph. The recombination time τ−1 = τ−1r + τ
−1
nr is the sum of radiative and non-
radiative recombination timescales. Non-radiative decay may arise for instance due to carriers
being trapped by defects or lost into the substrate. In a very clean sample, without crystal
defects, and at low temperature to suppress phonons, δ should be small, and so Eq. 2.10
implies that ρ < 1 must arise from a short valley lifetime relative to the recombination time.
However, in monolayer TMDs, the valley lifetime is expected to be very robust, as a
carrier scattering between valley states must undergo a transfer of momentum of the order of
the inverse lattice constant, flip its spin, and reverse it orbital angular momentum described by
m(k). Therefore, there must be another mechanism allowing relatively efficient intervalley





Fig. 2.6 Examples of early experimental reports of circular dichroism in photoluminescence
in monolayer MoS2. (a) Comparison of opposite polarisation degrees when exciting with
σ+ or σ− polarised light, at cryogenic temperature, indicating selective population of time
reversal symmetric valleys. Image from Ref. [23]. (b) Polarisation resolved photolumines-
cence spectra and corresponding polarisation degree from monolayer MoS2 at cryogenic
temperature. Image from Ref. [16]. (c) Degree of circular polarisation of photoluminescence
as a function of temperature, demonstrating robustness of valley selectivity. In this study, the
authors identified two peaks in their spectrum, some early evidence of excitonic effects in
monolayer TMDs. Image from Ref. [13].
TMDs is not governed by simple single particle interband transitions, but is instead strongly
subject to electron-hole Coulomb interactions which modify both the optical properties and
valley pseudospin dynamics considerably [11, 20, 24, 4]. These electronic excitations in
crystalline solids are common in nanostructures with reduced dimensionality, and are known
as excitons.
2.2 Excitons
2.2.1 Quasi-hydrogenic binding energy
The conduction band of semiconductor materials, including monolayer TMDs, is charac-
terised by many empty states which may be populated by electrons, for instance by the
absorption of photons of appropriate energy. Each promoted electron leaves behind a hole,
or electron vacancy, in the valence band, which takes an effective charge of +1. The electron,
with charge -1, is therefore attracted to the hole via electrostatic Coulomb forces [24]. In
much the same way as a Hydrogen atom, the electron and hole bind together to form a two-
body quasiparticle known as an exciton. In inorganic crystalline semiconductors, excitons
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are typically of the Wannier-Mott type, with approximate size larger than the crystal unit cell,
and consequently are not fixed to a specific atomic site [25]. In monolayer TMDs, the exciton
Bohr radius is very small, so they are therefore at the lower limit of Wannier-Mott classifi-
cation, verging towards the localised Frenkel type excitons common in organic molecules.
However, they are still free to move through the crystal and so the Wannier-Mott picture is a
suitable description for TMD excitons.
To be stable against dissociation by collisions with thermally activated phonons, the
exciton binding energy EB must exceed the thermal energy kBT where kB is the Boltzmann
constant and T is temperature:
EB > kBT (2.11)
Following the Bohr model, the series of exciton states with principal quantum number n












where m0 is the electron rest mass, εr the dielectric constant of the medium, and RH the
hydrogen Rydberg constant (13.6 eV) [25]. Considering that an exciton is distinct from a










where m∗e and m
∗
h are the effective electron and hole masses, taking account of conduction




εrn2aH = n2aX (2.14)
where aH is the hydrogen Bohr radius. From Eqs. 2.12 and 2.14 it is clear that excited states
of excitons have increasingly small binding energies and large radii [25]. To create an exciton
optically, the photon energy must equal the free particle band gap of the material less the
exciton binding energy:




Here, it is important to note that the free particle band gap Eg is renormalised from the
absolute band gap by the so-called self energy term, which is typically very similar to the
exciton binding energy but with opposite sign. Therefore, to create an exciton, the photon
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must have sufficient energy to create a free electron-hole pair, less the exciton binding energy.
The two energies almost cancel each other out, such that the exciton absorption is usually
quite close to the absolute band gap energy measured between conduction and valence bands
[24].
Fig. 2.7 (a) Comparison of exciton binding energy and Bohr radius in 3D and 2D systems.
In a bulk semiconductor, there is significant screening from the surrounding material with
dielectric constant ε3D. In a monolayer, there is no surrounding material, so the dielectric
constant ε0 < ε3D, and the 2D exciton is correspondingly more strongly bound, with a
smaller Bohr radius. The optical absorption of the exciton is the free particle band gap less
the binding energy. (b) Rydberg series of ground and excited exciton states in monolayer
MoS2, measured by reflectivity, showing increasing principle quantum number n. (c) Fitting
of the data to the Hydrogenic Bohr model reveals discrepancy for the 1s and 2s excitons,
which may be compensated by considering a changing effective dielectric constant as a
function of n, shown in the inset. All images from Ref. [26].
Due to strong confinement and the reduced dimensionality of atomically thin TMD
monolayers, along with large effective masses at the K point band edges, excitons have very
small Bohr radii (∼ 1 nm) and large binding energies (∼ 0.5 eV), as shown schematically
in Fig. 2.7a [27–30]. Indeed, absorption measurements of single monolayers have revealed
signatures of the excitonic Rydberg series up to n = 5, as shown in Fig. 2.7b [26]. Strikingly,
the data does not fit well with the hydrogenic Rydberg series, with a deviation observed in the
n = 1 and n = 2 exciton states (Fig. 2.7c). However, this discrepancy could be compensated
by introducing a dependence of dielectric constant on principle quantum number, as εr(n).
With variable dielectric constant, as shown in the inset of Fig. 2.7c, the experimental data
could be well described by this modified quasi-hydrogenic model [26]. The origin of this
discrepancy lies in the unique geometry of monolayer TMDs, whereby the dielectric constant
becomes highly anisotropic owing to the substrate and environment below and above the
monolayer, which provides reduced screening of the electric field between the carriers,
subsequently modifying the binding energy. This effect highlights the sensitivity of 2D
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materials to their immediate environment, which is to blame for many properties of 2D
materials, such as the exciton photoluminescence energy varying quite strongly between
different samples of the same material.
2.2.2 Optical signatures of excitons
As introduced in Section 2.1.3, the strong spin-orbit coupling in monolayer TMDs splits the
valence band by several hundreds of meV, and the optical selection rules conserve spin (see
Fig. 2.5b). As such, the optical transitions in monolayer TMDs may be classed as A and
B, with A indicating transitions involving the topmost valence subband and B involving the
lower valence subband, as shown in Fig. 2.8a. The large spin splitting is therefore evident in
optical absorption, where distinct absorption resonances are visible corresponding to neutral
exciton absorption from the A or B transitions, as shown in the upper panel of Fig. 2.8b for
the case of MoSe2 [31]. The photoluminescence from monolayer TMDs looks markedly
different from the absorption, as can be seen in the lower panel of Fig. 2.8b. While there is
strong emission from the A exciton, there is no emission from the B exciton (despite optical
excitation above the B exciton energy), and furthermore, a secondary peak appears at lower
energy than the A exciton [31].
To understand the photoluminescence, it is instructive to consider that excitons are not
restricted to simple electron-hole pairs, and more elaborate species can and do form in
monolayer TMDs. A bound state of two electrons and one hole forms a negatively charged
trion, with overall charge −1, whereas two holes and one electron form a positively charged
trion [31, 32]. Furthermore, two electrons and two holes may bind to form a biexciton [33, 34]
(Fig. 2.8d), and there are also experimental signatures of five body excitonic complexes
known as quintons [35, 36]. Owing to the additional binding energy required for a neutral
exciton to capture an extra carrier, these excitonic states emit at energies several tens of
meV below the exciton luminescence. For instance, the trion (X−) binding energy is ∼ 30
meV relative to the neutral exciton (X0) [32, 31]. Upon heating MoSe2 from 15 K to room
temperature, as shown in Fig. 2.8c, the trion emission drops to zero around T > 100 K owing
to the additional electron escaping the bound state and leaving behind a neutral exciton,
which remains stable beyond room temperature, albeit with thermal line broadening [31].
The population densities of the different exciton species depends on the excess charge
doping in the monolayer and the pumping power. In samples with very low doping, neutral
excitons are dominant, and so luminescence from the sample will display a prominent X0
peak [31, 37]. As excess positive or negative charge carriers are added to the system, creating
an n-type or p-type doping level, the corresponding negative or positive trion state will
become dominant and the neutral exciton will diminish. At very high pumping powers,
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Fig. 2.8 (a) Schematic of the conduction and valence bands at the K (-K) point of the
Brillouin zone in monolayer MoSe2. The lowest energy optical transition corresponds to the
A exciton, and the higher energy transition between the other spin subbands corresponds to
the B exciton. (b) Comparison of reflectivity (top panel) and photoluminescence (bottom
panel) from monolayer MoSe2. In absorption, the A and B excitons are visible, while
in photoluminescence, the A-exciton and A-trion are visible. Image from Ref. [31]. (c)
Temperature dependence of MoSe2 photoluminescence, showing thermalisation of the trion
and broadening of the neutral exciton up to room temperature. Image from Ref. [31]. (d)
Illustration of Coulomb-bound excitonic complexes, where red and blue circles denote the
hole and electron, respectively, and Q is the total charge. (e) MoSe2 photoluminescence as a
function of back-gate voltage. As more electrons (holes) are accumulated in the monolayer,
the neutral exciton emission gives way to negative (positive) trion emission. Low energy
band at 0 V corresponds to localised neutral excitons. Image from Ref. [31].
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but near zero doping, the neutral exciton density is very high, and biexcitons will begin
to form [33–36]. Fig. 2.8e shows the photoluminescence from monolayer MoSe2 under
positive or negative applied back-gate voltages, thereby creating excess electron or hole
populations, respectively. The neutral exciton emission at 0 V can be seen to evolve into
either positive or negative trion emission depending on the applied voltage [31]. The lower
energy emission at 0 V is attributed to localised states, which feature to varying degrees in
photoluminescence spectra from the four main TMD materials. The exact origin of these
states remains somewhat ambiguous, with phonon replicas, lattice defects or strain induced
exciton trapping all variously proposed; notably resulting in observation of single photon
emission from highly confined low energy excitons [38–41]. However, in this thesis, focus is
maintained on neutral exciton and trion spectroscopy only.
2.3 Exciton valley pseudospin
Given that the chiral optical selection rules in monolayer TMDs are valley dependent, it
follows that optically generated excitons may too be associated with a valley index, inherited
from their constituent electron and hole. As such, excitons possess a valley pseudospin, so
long as they are optically bright, that is, they may radiatively recombine without any spin
flip or momentum changes. The implication of this is that excitons behave as charge-neutral
composite bosons with a unique pseudospin degree of freedom, which may be optically
addressed with ease via the selection rules. This opens the possibility of all-optical valley
based information processing or communication at the atomic limit.
2.3.1 Valley-orbit coupling
The electron-hole Coulomb interactions which influence excitons can be separated into
direct and exchange contributions. The direct Coulomb interaction describes the attraction
between positive and negative charge distributions of the electron and hole, and is therefore
largely responsible for the exciton binding energy [24]. It is also sensitive to the dielectric
environment, leading to exciton energy variation when monolayer TMDs are placed on
substrates of differing dielectric constant [42].
The Coulomb exchange interaction, on the other hand, may be further separated into short
range and long range types. The short range interaction arises from wavefunction overlap
between the constituent electron and hole, and is highly sensitive to their relative spin and
valley indices owing to the Pauli exclusion principle [24]. As such, the short range exchange
interaction gives rise to energy splitting between singlet and triplet excitons, and contributes
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to energy differences between optically bright and dark excitons [24, 43], and has particular
significance for the results presented in Chapter 4 regarding the WSe2 trion fine structure.
The long range electron-hole exchange interaction, while a much weaker effect than
the direct component, plays a very prominent role in the optical response of excitons in
monolayer TMDs. It is responsible for coupling between exciton states of opposite valley
index, and allows efficient inter-valley scattering of excitons without the need of momentum
transfer or a spin flip [2, 4, 20, 24, 43]. Here, the long range Coulomb exchange interaction
creates an energy splitting between excitons with their microscopic dipole moment parallel or
perpendicular (longitudinal or transverse) to the in-plane wavevector, k = (kx,ky), termed the
LT-splitting [43, 20, 44–46]. The coupling between K and K’ valley excitons is represented




(Ωk ·σ ) (2.16)
where Ωk = (Ωx,Ωy) is an effective precession frequency for the valley pseudospin, rep-
resented by a vector of Pauli matrices, σ = (σx,σy). The precession components are
h̄Ωx = 2αk2 cos2θ and h̄Ωy = 2αk2 sin2θ , where θ is the angle between k and the kx
axis, and α is the valley coupling parameter arising from the long-range electron-hole ex-
change interaction [43, 20]. The eigenmode splitting is therefore given by h̄Ωk = 2αk2,
however, the coupling term becomes weaker at larger wavevectors, resulting in h̄Ωk ∝ k. The
nominally parabolic exciton dispersion consequently acquires an energy splitting, increasing
at larger wavevectors, between the longitudinal and transverse components, which each
couple to orthogonally linearly polarised light [44].
Ωk therefore behaves as an effective magnetic field acting on the valley pseudospin,
causing precession, with strength proportional to k and a double winding in-plane orientation
about k = 0, as shown in Fig. 2.9a. The interaction which gives rise to this effective magnetic
field is therefore responsible for a coupling of K and K’ exciton valley pseudospin, which in
real terms allows valley pseudospin flips of optically bright excitons, and explains the lower
than unity circular polarisation degrees observed in exciton photoluminescence, despite the
robust optical selection rules [43, 20, 44, 45].
In TMDs, the giant exciton binding energies and small Bohr radii contribute to a very
strong LT-splitting, predicted to be ∼ 2 orders of magnitude larger than in GaAs quantum
wells [44]. As such, the splitting is prominent even at very low wavevectors, when Ωk
is at its weakest. At the extreme lower limit, that is, close to k = 0 within the light cone,
corresponding to overall wavevector equal to ±K, the exciton dispersion takes a conical
linear dispersion in the form of a Dirac cone, as shown in Fig. 2.9b. The striking consequence
of this is that bright excitons localised at the K-points are essentially massless quasiparticles
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Fig. 2.9 (a) Illustration of the neutral exciton dispersion with a longitudinal-transfer (LT)
splitting, which is proportional to wavevector K. The orange lines indicate the light cone,
in which an exciton may recombine with the emission of a photon. Inset: top view of
the dispersion showing the orientation of the effective magnetic field ΩK arising from LT-
splitting, about which the pseudospin precesses. Image from Ref. [20]. (b) Closer view of
the exciton dispersion at low wavevectors, where the strength of the valley-orbit coupling
realises a massless Dirac cone in the exciton dispersion in the light cone, as shown in the
inset. Single headed green arrows denote the valley pseudospin at various wavevector, double
headed arrows indicate the orientation of linear polarisation of photons. Image from Ref. [44].
The overall effect of this valley-orbit coupling is to allow depolarisation of the exciton valley
pseudospin, with a stronger effect at larger wavevectors.
associated with robust valley pseudospin, which theoretically offers many intriguing avenues
of research, but in reality is somewhat limited by the extremely rapid exciton radiative decay
within the light cone [44, 47].
2.3.2 Exciton valley polarisation and coherence
It is instructive to consider the exciton valley pseudospin in the Bloch sphere formalism,
in which the pseudospin is represented as a vector pointing from the origin of the Bloch
sphere onto the surface. The pseudospin vector pointing to the north pole of the sphere
corresponds to the exciton state |K⟩, while the south pole corresponds to |−K⟩. Similarly,
the vector pointing anywhere on the equator denotes a coherent superposition of the two
[48, 4]. The chiral optical selection rules of monolayer TMDs therefore allow preparation of
an exciton state with the pseudospin vector pointing to any arbitrary position on the surface
of the sphere, via the polarisation state of the photon [49, 48]. σ+ or σ− polarised light will
address the north and south poles, while linearly polarised light, which is a superposition of
σ+ and σ−, will initialise the vector to the equator. In principle, elliptical polarisation would
allow arbitrary initialisation of the vector to anywhere between the poles, corresponding to
an arbitrarily mixed valley state [49].
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Fig. 2.10 (a-c) Polarisation resolved photoluminescence from the neutral exciton in monolayer
WSe2, under different excitation and detection polarisations. In each case, the injected
polarisation is retained in the emission, indicating optical generation of valley polarisation
and coherence. (d-f) Simplified band diagrams for the σ+, σ− and linearly polarised exciton
states contributing to emission in (a-c), with electron and hole spin indicated. (g-i) Pseudospin
vector orientation on the Bloch sphere corresponding to K, K’, or superposition states. Image
from Ref. [4].
25
Optical properties of monolayer transition metal dichalcogenides
The optical addressability of excitons in monolayer TMDs can be studied in a straight-
forward manner by performing polarisation resolved optical spectroscopy. For instance,
pumping a monolayer with a σ+ circularly polarised laser creates only |K⟩ valley excitons,
creating a valley polarisation of the exciton population [11, 50–52]. By time reversal symme-
try, the same applies for σ− polarisation. Similarly, pumping with a linearly polarised laser
generates excitons in a coherent linear superposition of valley states, a phenomenon known
as valley coherence [48, 49, 53, 54].
In order for the valley pseudospin to be of any potential use for the goal of information
processing, it must be long lived. In particular, the optically initialised valley state must
remain well defined until the exciton radiatively recombines. Therefore, to measure the
degree of valley polarisation, a simple method is to excite a sample with circularly polarised
light, and measure the photoluminescence in a co-polarised and cross-polarised basis. Any
intensity difference between the two indicates some retention of valley polarisation over
the radiative lifetime [4, 48, 11]. As introduced in the previous section, the long range
electron-hole exchange interaction efficiently couples |K⟩ and |−K⟩ exciton pseudospin
states, offering a route for depolarisation, which typically results in valley polarisation
degrees in photoluminescence far from unity [43, 20, 44, 45].
Fig. 2.10 shows a series of polarisation resolved photoluminescence measurements of
the neutral exciton emission in monolayer WSe2. Clear intensity differences are observed
between co-polarised and cross-polarised emission, both for circularly polarised and linearly
polarised light [48, 4]. These measurements indicate that WSe2 is able to maintain an
arbitrary pseudospin state to a significant degree over the time between photogeneration and
recombination of the exciton, pointing to either a relatively long valley lifetime, or relatively
short radiative lifetime. It is important to note that the degrees of valley polarisation vary
strongly between the various TMDs, for instance, MoSe2 tends to only retain a negligible
valley polarisation in the exciton photoluminescence [55]. Fundamentally, the amount of
valley polarisation (or coherence) remaining in the emission signal depends on the ratio of
valley lifetime to radiative lifetime, as will be explored in detail in Chapter 5.
2.3.3 The valley Zeeman effect
The valley magnetic moment m(k) introduced in Section 2.1.4 is associated with the valley
pseudospin in analogy to the Bohr magneton being associated with the conventional electron
spin [4]. Bloch states at the conduction and valence band extrema in opposite valleys
are Kramers doublets, related by time reversal symmetry, and so the magnetic moment
takes the same magnitude with opposite sign [51]. This provides a means to gain control
of the valley pseudospin by the application of an external magnetic field, which lifts the
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degeneracy between opposite valley states, in a process known as the valley Zeeman effect
[56, 21, 51, 57, 58, 50].
Fig. 2.11 (a) Scheme of magnetic moments which cause each spin subband in each valley
to shift in energy in response to an external magnetic field B. Terms are defined in the text.
The measured valley Zeeman splitting is the difference in shifts of the spin-parallel subbands
within each valley. (b) Measured valley Zeeman splitting of the neutral exciton in WSe2,
symmetric about the field orientation. (c) Illustration of the valley contrasting magnetic
moments. Blue and red are spin up and down, respectively. The green arrow represents
opposite self-rotation of the Bloch wavepacket giving rise to the valley magnetic moment.
The purple arrows indicate the atomic orbital magnetic moment which shifts the valence
band states. Images from Ref. [56].
However, the valley magnetic moment is not alone, but rather accompanied by magnetic
moments arising from conventional electron spin, and the magnetic moments of the transition
metal d-orbitals which constitute the conduction and valence band edges (Fig. 2.3b). As such,
each conduction and valence spin subband will shift in energy by a total amount representing
the sum of these three moments [56, 21, 57]. The resulting change in photon emission energy
from neutral exciton recombination reflects the difference is shifts between the spin-parallel
conduction and valence bands, involved in the optical recombination.
Following the notation used in Ref. [56] and shown in Fig. 2.11a, the spin magnetic
moment leads to a shift of each spin subband by ∆s = 2szµBB where sz is the electron
spin ±1/2. This, however, has no effect on the PL emission from a sample as optically
bright transitions must conserve spin, so the initial and final states are shifted by the same
amount. Next, the valley magnetic moment introduced above will induce a shift of each
subband ∆v = αc,vτzµBB where αc,v is the valley g-factor for the conduction and valence
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bands, respectively, and τz is the valley index ±K, giving the sign of the shift (as α is always
positive) [56]. The valley magnetic moment therefore shifts all subbands in the K valley to
higher energy, and all subbands in the K’ valley to lower energy. While the valley g-factor
is expected to be equal for the conduction and valence bands, the difference ∆α = αc −αv
has recently been reported as having a finite value in some samples, due to the inequivalent
effective masses of the conduction and valence bands [56]. Finally, there is a shift arising
from the atomic orbitals which constitute the band edge states in the two valleys, which are
mainly tungsten d-orbitals with m = 0 in the conduction band and m =±2 in the +K and
−K valence bands, respectively [56, 21]. As such the atomic orbital angular momentum
associated shift of conduction band states is zero, while the valence band states shift by
∆a = 2τµBB.
The cumulative effect of the valley and orbital magnetic moments, ∆v and ∆a, therefore
leads to an effective Zeeman splitting of the exciton emission energy by ∆(B) = 2(2−
∆α)µBB between optical resonances in opposite valleys, which is linear in B [56]. Indeed
this is observed, as shown in Fig. 2.11b, where the σ+ and σ− circularly polarised exciton
emission splits under a magnetic field applied out of the monolayer plane, with the splitting
reversed depending on the sign of the field. In this case, the splitting was measured to be
E(σ+)−E(σ−)≈−1.8µBB, where −1.8 is here termed the valley Zeeman g-factor [56].
The fact that this is smaller than −4, as predicted from the orbital magnetic moment of the
valence band, suggests ∆α is non-zero, perhaps pointing to inequivalent effective electron
and hole masses. However, in repeated experiments on different samples, a g-factor of −4 is
most commonly measured, consistent with the expectation [21, 57, 51, 50, 58].
While the valley Zeeman splitting of the neutral exciton in all four of the main TMDs
is now fairly well understood, there remains some ambiguity surrounding the trion valley
Zeeman effect in tungsten based TMD monolayers, with valley splittings ranging between





In Chapter 2 the significance of the monolayer form of TMDs such as MoSe2 and WSe2 was
discussed, associated with a direct band gap, strong excitonic effects, and a regime of coupled
spin and valley physics. As such, a controllable and reproducible method for fabrication of
monolayer TMDs is crucial to enable new research. Furthermore, the ability to selectively
incorporate monolayer TMDs into a variety of sample architectures opens a multitude of new
research avenues focused on the interactions of these materials with their environment. In
this chapter, such fabrication methods are discussed, followed by a description of various
experimental techniques which may be employed to reveal new insights into these novel
materials.
3.1 Techniques of 2-D material sample fabrication
3.1.1 Exfoliation of monolayer films
The Nobel prize winning work which involved the isolation of stable monolayers of graphene
used a technique known as micromechanical exfoliation, whereby single layers of graphene
were pulled away from bulk graphite using adhesive tape [61, 62]. This is achieved by
peeling the surface of the bulk crystal with tape of strong enough adhesion to overcome the
van der Waals attractive forces holding adjacent monolayers together. After peeling away
from a bulk crystal, the tape will be covered with thin flakes which previously constituted
the surface layers of the bulk crystal (Fig. 3.1a). There will be a thickness distribution of
these flakes, ranging down to individual monolayers. The tape is then pressed onto a desired
surface and peeled off again, transferring both monolayer flakes and thicker material onto the
new substrate (Fig. 3.1b). Methodically searching such a substrate by eye under a microscope
















Fig. 3.1 (a) Photograph of tape exfoliation of MoSe2. Repeated peeling between two pieces
of tape thins down a bulk crystal to a wide distribution of thicknesses. (b) The tape is then
pressed onto a substrate, in this case Si / SiO2, warmed on a hotplate for a few minutes to
promote adhesion, then the tape is peeled off, leaving exfoliated material on the surface.
(c) Bright field microscope image of some exfoliated material on Si /SiO2. Individual
monolayers can be identified by eye under the microscope by their appearance, with colours
and transparency both indicative of thickness. (d) Diagram of a bright field optical microscope
modified to perform photoluminescence imaging using a white light excitation source. A
combination of short-pass and long-pass edge filters and a beamsplitter allow a CCD to image
the photoluminescence from exfoliated material, by acquiring with several seconds exposure
time to gather the low levels of luminescence. Image from Ref. [60]. (e,f) Comparison
between a green-filtered bright field image and a photoluminescence image of the same
MoSe2 exfoliated flake. Only the monolayer region emits brightly, owing to the direct band
gap. A fold in the monolayer shows dim luminescence associated with the bilayer band
structure.
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In the years since, despite some refinements, this method remains the best way to obtain
high quality monolayers for experiment [63]. Problems still remain with this method, most
prominently the low yield of sample fabrication. This is largely due to the low probability
of isolation of monolayers as opposed to few-layer material during exfoliation [62]. This
inefficiency is compounded by the difficulty in distinguishing and identifying monolayers on
a substrate after exfoliation. Only certain substrates allow monolayers to be seen through
bright field optical microscopy, many others, such as glass or metal, leave monolayers as
almost entirely transparent [62]. To combat this problem, 2-D materials may be exfoliated
onto a thin (∼ 100 nm) layer of dielectric or polymer on top of a an opaque base substrate
such as silicon. The optical interference effects of this thin film typically provide much
greater contrast between a monolayer and the underlying substrate, allowing higher visibility.
A highly reliable method to identify the layer number of a flake is atomic force microscopy
(AFM), but the cumbersome nature of AFM is a limiting factor; it is not feasible to scan
entire substrates searching for monolayers using AFM [62]. A common alternative method of
identifying a monolayer is by exposing it to a light source and observing photoluminescence
(PL), as a monolayer will typically be tens or hundreds of times brighter in emission than
a bilayer owing to the indirect-to-direct band gap transition in the single layer [64]. It
is possible to modify a standard bright field optical microscope to detect emission from
monolayers simply by using a short-pass filter in front of the white light bulb, allowing only
higher energy light through, and a long-pass filter in front of the CMOS camera, to allow only
low energy emission to be detected (Fig. 3.1d) [60]. PL imaging reveals a wealth of detail
about the monolayers, as the intensity of luminescence can indicate degradation, and the high
resolution of the microscope allows sub-micron structure to be studied, revealing cracks or
other damage, alongside providing a clear distinction between mono- and bi-layer material
(Fig. 3.1e,f). Imaging PL in this way offers a much quicker and easier way to characterize
flakes than mounting them in a PL spectroscopy setup and exciting them with a laser.
Overall, exfoliation and PL imaging allow individual monolayers to be relatively rapidly
identified from large areas of exfoliated waste material, but the process still requires methodi-
cal searching by eye. This bottleneck in fabrication is the key limiting factor to the scalability
of 2-D material based devices. Micromechanical exfoliation alone is unlikely to be viable as
a method of mass production of future optoelectronics incorporating TMDs, due to the lack
of control of monolayer size and position, along with the low yield [65].
3.1.2 Chemical vapour deposition
An alternative to micromechanical exfoliation, which is a “top-down" method, is to synthesise







Fig. 3.2 (a) Photoluminescence microscopy image of CVD-grown MoSe2, showing the
characteristic triangular monolayers which are a hallmark of the hexagonal crystal structure.
Sample grown by collaborators at UNIST, Korea. (b) Lower magnification photolumines-
cence image of the sample from (a), showing uniform coverage of monolayers over large
substrates, unachievable with standard exfoliation techniques. Sample grown by collaborators
at UNIST, Korea. (c) Photoluminescence image of CVD-grown WSe2, showing poor growth
quality, as indicated by the lack of emission from the central regions of each monolayer.
Sample grown by collaborators at UNIST, Korea. (d) Bright field microscopy image of
CVD-grown MoS2 doped with cobalt atoms during the growth process, in an attempt to
induce ferromagnetism in the TMD. CVD offers unique fabrication possibilities such as this.
Sample grown by collaborators at NTU, Singapore.
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achieved by a process known as chemical vapour deposition (CVD), whereby precursor
materials are sublimed into a gas which flows over a cooled substrate [66–68]. A chemical
reaction occurs on the substrate leading to growth of crystalline material. Once started, the
growth extends laterally following the crystal axes of the material being grown. TMDs
therefore tend to form equilateral triangle shaped monolayers, as can be seen in Fig. 3.2a.
CVD can cover entire large substrates with ensembles of monolayers, as shown in Fig. 3.2b,
constituting a huge advantage of yield over the exfoliation method. However, very often poor
growth quality is observed (Fig. 3.2c) and it can be difficult to optimize growth parameters
reproducibly. However, after significant improvements in the techniques of CVD, growers
now have generally good control over the sizes of the monolayers, and are currently develop-
ing methods to control the alignment of crystal axes and avoid bilayer formation, which will
ultimately lead to reproducible wafer-scale growth of single monolayers, an ideal building
block for mass production of 2D material devices [69].
An advantage of CVD grown flakes is that molecules other than the necessary precursors
may be introduced to the chamber, to dope and modify the physical properties of the grown
material. For example, cobalt, nickel, or iron may be added, producing TMD monolayers
with ferromagnetic islands (Fig. 3.2d), leading to unusual and unexplored properties.
Despite the progress made in CVD fabrication methods, the optical quality of the grown
monolayers remains overall quite low [70]. Luminescence from excitons is generally of
much broader linewidth and lower intensity than exfoliated flakes of the same materials.
However, improvements are being made, and possibly CVD methods will provide the
combination of high quality and scalability necessary for implementation of monolayer
TMDs into future technology. It should be noted that other methods of monolayer growth
exist, such as molecular beam epitaxy [71] and metal-organic vapour phase epitaxy [72],
however, CVD remains the most popular method owing to relative simplicity and cheapness
of implementation [66–68].
3.1.3 Flake transfer via viscoelastic stamping
Micromechanical exfoliation produces high optical quality monolayer TMDs, but offers little
to no control over various important considerations for sample design, such as size, shape,
position, and orientation of the monolayer. After exfoliation, monolayers are often adjoined
to much thicker material, i.e. they are not isolated laterally, posing problems for certain types
of research. While it is possible to transfer a monolayer onto a desired substrate simply by
pressing the post-exfoliation tape onto the surface and peeling off, this provides no control

























Fig. 3.3 (a) Photograph of a typical PDMS film on a glass slide, with exfoliated TMD material
on top. The pen marks are used to indicate the approximate coordinates of any monolayers
identified after exfoliation. (b) Photograph of the flake transfer setup under the microscope.
The arm, on which the glass slide is mounted upside down via vacuum, is positioned above
a hotplate for the target substrate. x, y, z micrometer stages allow precise positioning of
the transferred flake. All is contained beneath a long working distance microscope. (c)
Photograph of the transfer microscope, showing the selection of colour filters in front of
the light source. Colour filters can improve monolayer contrast which helps monitor the
transfer. (d) Diagram of a flake transfer microscope system. Image from Ref. [70]. (e)
PDMS stamping process. After exfoliation onto the PDMS and identification of a suitable
monolayer, the stamp is aligned and lowered onto the target substrate using a microscope
as in (d). The viscoelastic properties of PDMS ensure low adhesion to the monolayer when
being peeled off very slowly, ensuring a high chance of successful transfer.
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experiment, a monolayer of the correct size and shape must be identified, then transferred
onto the requisite substrate in the chosen location.
This may be achieved by exfoliating the material onto a viscoelastic polymer film, such as
polydimethylsiloxane (PDMS), which is itself on a hard transparent substrate such as a glass
slide (Fig. 3.3a). After exfoliation, microscopy may be used to locate a monolayer suitable
for transfer. Once located, the glass slide is turned upside down and mounted on an arm under
a microscope, as shown in Fig. 3.3 [70]. The microscope is equipped with both a camera and
eyepieces, along with various colour filters to improve the visibility of monolayers. There is a
choice of long working distance objective lenses, ranging from 5x magnification to 50x. The
monolayer, now facing down, may be viewed through the transparent glass and PDMS layers.
A substrate suitable for the planned experiment is then placed underneath the monolayer, on a
hotplate which has a small hole in the middle from which a vacuum may be applied to fix the
substrate in place. The hotplate is mounted on x and y translation stages and a rotation stage,
allowing precision tuning of the relative angle between the flake and substrate, which may be
of interest in certain van der Waals heterostructures [73]. The arm is carefully lowered down
until the PDMS makes contact with the substrate. During the lowering, the lateral position
of the monolayer over the substrate may be controlled to micrometer precision, allowing
precise positioning relative to substrate features or other previously transferred flakes. Due
to the viscoelastic properties of the PDMS, it displays reduced adhesion when lifted away
from the substrate very slowly [70]. This, along with the option to heat the target substrate,
ensures a high probability of successful transfer of the monolayer (Fig. 3.3).
3.1.4 Fabrication of van der Waals heterostructures
While viscoelastic stamping methods allow accurate placement of single monolayers onto
substrates of choice, alternative transfer techniques allow stacking of a variety of 2D materi-
als on top of one another, forming van der Waals heterostructures [76, 74] (Fig. 3.4a). By
stacking a predetermined sequence of 2D conductors (graphene), insulators (such as hexag-
onal boron nitride, hBN), TMDs, and other 2D materials with complementary properties,
van der Waals heterostructure analogues of existing multilayered semiconductor technology
can be created [74]. These structures can be electrically connected to external circuits by
conventional lithography and metallisation techniques [77], or by using graphene flakes as
low resistance electrodes [78]. Such prototype electrically contacted devices include field
effect transistors [79], photodetectors [80], and electroluminescent devices based on multiple
quantum wells [81].
The standard method for fabricating van der Waals heterostructures is outlined in Fig. 3.4b.





Fig. 3.4 (a) Illustration of a van der Waals heterostructure consisting of random 2D mate-
rials stacked up together. The freedom to stack arbitrary layers on top of one another is
analogous to stacking LEGO bricks, in contrast to conventional epitaxy methods for bulk
semiconductors, where lattice matching and dangling bonds pose limitations. Image from
Ref. [74]. (b) Schematic of PMMA assisted bottom-up heterostructure fabrication. A water
soluble polymer layer allows a hydrophobic PMMA membrane with exfoliated monolayer to
be isolated from a Si substrate. The membrane can then be stamped and peeled off a target
flake or substrate to build a heterostructure, as described in the text. Image from Ref. [75]. (c)
Example of a hBN / MoSe2 / hBN heterostructure fabricated by the author with the method
described in (b). A MoSe2 monolayer is transferred from a PMMA membrane onto a thick
hBN flake exfolaited onto a Si / SiO2 substrate. Then an encapsulating few-layer hBN flake
is transferred on top of the MoSe2 by repeating the same method.
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The lower polymer layer is water soluble, typically polymethylglutarimide (PMGI), with
a hydrophobic layer on top, such as poly(methyl methacrylate) (PMMA) [75, 82]. Once a
suitable monolayer is identified by microscopy, the whole structure is placed into a beaker
of de-ionized water, which dissolves the PMGI layer, causing the Si to sink. This leaves
the PMMA membrane, complete with monolayer, floating on the surface of the water. The
membrane is fished out of the beaker by a glass or metal slide with a hole in the middle,
which is upturned and mounted in the transfer microscope (see Fig. 3.3a). The hole causes
the membrane to stretch taut while it dries, making the transfer easier. The monolayer is then
laterally aligned above a target flake or unfinished heterostructure on the target substrate, and
lowered down into contact. The target substrate is then heated to ∼ 60◦ to promote adhesion,
while the membrane is lifted away, leaving the monolayer transferred on top of the target
monolayer or heterostructure [75, 82]. An example of a hBN / MoSe2 / hBN heterostructure
fabricated by the author is shown in Fig. 3.4c.
There are other advantages of stacking 2D materials beyond allowing complex device
design. hBN provides an atomically flat surface, much smoother than typical dielectric or
metallic surfaces, owing to its layered structure, and so is ideal for acting as a substrate
beneath an active monolayer for experiments [75]. This has the added benefit of isolating the
TMD from potential adverse effects of the underlying substrate, such as trapped charges in
SiO2 [75]. Going further, a TMD monolayer may be encapsulated by hBN layers both beneath
and above it, providing excellent protection against adverse environmental effects which
would otherwise lead to degradation of the monolayer and associated loss of luminescence
intensity and line broadening [42].
A significant problem with existing sample fabrication methods is contamination of the
monolayers. This has been observed with transmission electron microscopy as the presence of
hydrocarbons and other chemical adsorbates on the surface of the monolayer [76, 83]. Such
contamination, while potentially problematic for single monolayers, is mitigated somewhat
in van der Waals heterostructures because the contaminants are pushed together into isolated
bubbles between the layers [76]. As such, fabrication of high quality monolayer samples is
achievable by incorporating them into heterostructures, where the interfaces between adjacent
layers are atomically clean [81].
As an alternative to building a heterostructure bottom-up with repeated PMMA transfers,
the entire heterostructure can be assembled top-down by picking up lower layers with the
planned final top layer, then transferring the whole completed sample onto the final target
substrate [77, 82]. In this case, for example, a thin hBN flake on a polymer membrane can
be lowered into contact with a TMD monolayer which has been exfoliated onto a hard inert
surface such as glass. By carefully raising the polymer membrane, it is possible to pick
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the TMD monolayer up from the substrate, purely by van der Waals attraction to the hBN.
This TMD / hBN stack may then be transferred on top of another hBN flake elsewhere,
leaving a fully encapsulated TMD monolayer which has never been in contact with potential
contaminants such as PMMA; only glass and hBN. Additional layers can be added arbitrarily
by picking them up successively before the final transfer, which typically involves removing
the polymer membrane from the heterostructure on the target substrate by washing with
a solvent [77, 82]. This method generally provides the very cleanest and highest quality
samples, and is used to fabricate the samples measured in Chapters 4 and 6.
3.2 Micro-photoluminescence spectroscopy
The principles of photoluminescence with respect to monolayer TMDs have been described
in Chapter 2, and here the implementation of micro-photoluminescence spectroscopy in the
laboratory is discussed. In order to measure the luminescence from a sample, a series of
optical components must firstly be used to guide an excitation light source onto the sample.
The resulting emission is collected, dispersed by a diffraction grating in a spectrometer, and a
narrow range of emission of desired energy is focused onto a high resolution charge-coupled
device (CCD), where data indicating photoluminescence intensity as a function of wavelength
may be recorded digitally. A schematic of the optical apparatus used in this work is shown in
Fig. 3.5.
The excitation source used in this work is a continuous wave diode laser operating with a
wavelength of 637nm (1.946 eV). This laser energy is significantly higher than the absorption
edge of excitonic resonances in MoSe2 and WSe2, and is therefore sufficient to generate
electron-hole pairs in these materials. After passing through a variable neutral density filter to
control the transmitted power, the laser beam is focused into a single mode optical fiber. This
strongly attenuates all modes except the fiber mode, and therefore transforms the distorted
spot from the laser into a symmetric spot with a Gaussian intensity profile, ideal for being
focused down to a highly concentrated spot on the sample. The fiber terminates on an optics
board where the output beam is collimated by an aspheric lens into free space. On the optics
board, the beam is reflected by two adjustable mirrors, which allow full alignment of the
beam to ensure that it enters the objective lens centrally and with perpendicular incidence.
The beam is then linearly polarized by a Glan-Thompson prism (LP in Fig. 3.5), followed by
a half-wave plate (λ/2), which allows the the plane of the linear polarization to be rotated
relative to the sample. Next, the laser enters a cube beamsplitter which splits the beam into
reflected and transmitted components of equal power. The reflected beam is directed into the










































Fig. 3.5 Diagram of photoluminescence setup used throughout the projects included in
this thesis. It can perform fully automated polarization resolved optical spectroscopy, with
automatically stabilized laser power and high long-term stability owing to the sample being
mounted in a helium bath cryostat. Spectra are acquired with a low noise high sensitivity
nitrogen cooled charge-coupled device, with pixel size 20 µm in an array 1340x400 pixels.
A 300 grooves/mm diffraction grating is used, which provides ∼ 0.9nm/pixel spectral




system, the power meter is connected via computer to the variable neutral density filter next
to the laser, to ensure highly stable laser power is always directed to the sample. Influences
such as temperature and humidity can cause a drift in power over time, particularly arising
from movement in the fiber, so this power stabilization technique is vital when running
several hour long automated measurements. Between the beamsplitter and cryostat there is
a quarter-wave plate (λ/4) which converts the laser from linear polarization to σ± circular
polarization, when the optic axis is set to ±45◦ from the linear polarization plane. This wave
plate is mounted in a motorised rotation stage, allowing automated switching between both
left and right handed circularly polarised laser excitation, necessary to selectively initialise
valley populations in TMD monolayers. Furthermore, by setting the λ/4 optic axis parallel
to the laser linear polarization, it will be transmitted without modification, allowing coherent
pumping of both valley states in the TMD. The objective lens is an achromatic doublet,
5 mm in diameter with a focal length of 7.5 mm. As such, the numerical aperture is 0.3,
corresponding to a nominal diffraction limit of 1.0 µm at the laser wavelength of 637 nm.
However, the laser spot size afforded by this objective lens in the system, measured as the
full width at half maximum of the focused laser spot, has diameter 2.4 µm, larger than the
diffraction limit owing to cumulative influences from the other optics in the system as a
whole.
Circularly polarised emission from the sample is collimated by the objective lens and
passes backwards through the quarter-wave plate again, becoming linearly polarised. The
λ/4 will simultaneously convert left and right handed circularly polarised luminescence
into two orthogonally linearly polarised components, which are partially transmitted back
through the beamsplitter. Then follows an analyser half-wave plate followed by a linear
polariser, which in combination allow selective transmission of one or the other orthogonally
polarised components. This can be controlled by rotating the λ/2 between parallel and
45◦ from the linear polariser axis, which in this setup is automated and motorised. As
such, σ+ or σ− circularly polarised photoluminescence from the sample can be selectively
detected, allowing insight into opposite exciton valley states via the optical selection rules.
The transmitted emission is then focused into another single mode fiber, which has the effect
of spatially filtering the detection spot to closely match the laser excitation spot, maximising
the detection of photoluminescence and minimising background light, thereby improving the
signal-to-noise ratio. This filtering also improves the spatial resolution of the setup, crucial
in order to avoid measuring the average luminescence properties of a large sample area. The
collection fiber output is collimated and then re-focused onto a spectrometer slit of width
100 µm. Inside the spectrometer, monochromatic images of the slit are focused onto the
CCD pixel array as a linear function of wavelength by a series of two concave mirrors and
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a diffraction grating. The CCD used in this work is cooled to −120◦C to minimise dark
current, and has a pixel size of 20 µm in a 1340 x 400 array. The diffraction grating used
most commonly in this work has 300 grooves/mm, and overall a spectrum of wavelength
range ∼ 120 nm may be recorded from each CCD exposure, with resolution ∼ 0.09 nm
/ pixel. During a CCD exposure, counts from columns of pixels are binned vertically, to
improve signal-to-noise ratio in the final spectrum. Background counts are removed during
post-processing of data by subtracting a reference spectrum acquired by moving the laser
spot off the sample onto adjacent substrate.
In order to ensure that only emission from the sample is detected by the CCD, a com-
bination of optical filters are added into the setup. A 650 nm short-pass filter is added
into the excitation beam path before the sample, to block any higher order laser modes or
luminescence generated within the fiber. Then, a 700 nm long-pass filter is added into the
detection path after the sample, to attenuate the main laser mode and any other background
light of under 700 nm wavelength. The 50 nm overlap between these two filters ensures that
any light around the filter cut-on and cut-off wavelengths is also blocked.
Finally, a combination of white light source and small camera are added to the setup, to
allow real-time imaging of the sample, so the exact position of the laser spot on the sample
can be seen. The sample is mounted on piezo nanopositioners allowing precision lateral
and vertical adjustment, which can be monitored by the camera. This allows fine control of
sample position and enables the laser to be focused down to a 2.4 µm diameter spot. The
white light source is coupled to multi-mode fiber with a wide 400 µm core, bringing as much
light as possible into the cryostat. The light is introduced by raising a mirror on a flip mount
or hinge, which blocks the laser and feeds the white light beam into the optical path. A
pellicle beamsplitter reflects ∼ 8% of the light coming from the sample towards a small
colour camera, allowing live imaging of the sample illuminated by white light. Alternatively,
the laser spot can be imaged, vital when focusing the beam or adjusting the alignment.
3.2.1 Magneto-optical measurements
A powerful technique for probing the physical processes at work in TMD monolayers is
by carrying out micro-photoluminescence spectroscopy while applying a magnetic field
(B-field) over the monolayer, with direction either perpendicular or parallel to the monolayer
plane. This is achieved with a pair of superconducting coils mounted around the sample
space inside the helium bath cryostat. Field strengths up to 9T out-of-plane (known as the
Faraday geometry) and 4.5T in-plane (the Voigt geometry) are possible.
For the magneto-photoluminescence measurements presented in Chapter 4, automated
scans (written in National Instruments LabView software) ramp the current in the Faraday
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Fig. 3.6 (a) Photograph of optics board on top of helium bath cryostat. These optics corre-
spond to the schematic in Fig. 3.5. Optical fibers connect the board to the laser, spectrometer,
and white light source which are all on an adjacent optical table. (b) Photograph of the
helium bath cryostat, containing a 2-axis 9 T / 4.5 T vector magnet system, with the optics
board from (a) on top. The trolley next the the cryostat contains all control elements, for the
magnets, piezo nanospositioners to move the sample, monitor liquid helium level, monitor
the temperature and apply heat to the sample.
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coil to a value calibrated to provide the desired field strength over the sample, in the magnet
bore. This will be one increment of a desired step size; a typical example being a step
size of 200mT for a total scan range from B = −8 T to B = +8 T. Once at the target
field, polarisation resolved PL spectra are acquired by automated rotation of λ/4 and λ/2
waveplates on the optics board, alternating with automated exposures of the CCD, typically
for up to 10 s per exposure.
For the results presented in Chapter 6, in which ferromagnetic hysteresis is measured,
automation scripts were written which sweep the magnetic field over a loop from a minimum
to maximum value, and back again. At each field increment of the sweep (typically 2
mT in the case of scans running between B = ±200 mT), a spectrum is acquired, with
the waveplates only being rotated after each loop is complete. Therefore, two full loops
consisting of two forwards and two reverse sweeps each are performed, to record PL spectra
first in σ+ and then σ− polarisation.
In the case of Chapter 5, where microcavity spectroscopy is performed at various fixed
magnetic field strengths, the magnet may be ramped to a desired current, and then set
into persistent mode whereby a superconducting element effectively short circuits the coil,
creating an infinite current loop with no resistance. The current does not decay in such a
situation, and so a stable fixed magnetic field is generated during the several hours typically
required to run automated microcavity spectroscopy measurements.
3.3 Optical microcavities
3.3.1 Distributed Bragg reflectors
An optical microcavity can be formed by confining light between two mirrors over a length
scale of the order of the wavelength, creating standing waves inside the structure. In this
thesis cavities were formed between two facing distributed Bragg reflectors (DBRs), which
are layered structures consisting of alternating pairs of high and low refractive index (nH , nL






In order to maximise the reflectivity of the DBR for a desired wavelength λ , the thick-
nesses of the layers are chosen such that the reflections from each interface interfere construc-
tively over the periodic structure, creating a photonic band gap which prevents transmission
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of waves, and leading to near 100% reflection. This condition is satisfied when the phase





and so the required thickness of each layer is given by dL,H = λ/4nL,H . Increasing repetitions













where n1 and n2 are the refractive indices of the regions on either side of the DBR. Typically,
this is vacuum on one side, within the cavity, and silica on the other (the substrate used for
DBR growth) which gives n1 = 1 and n2 = 1.5. The refractive index contrast ∆n = nH −nL
determines the spectral width ∆sb of the photonic band gap, known as the stopband, over





where λ is the design wavelength of the DBR, which occurs in the centre of the stopband,




)−1 is the effective refractive index of the whole DBR structure.
Therefore, in planning microcavity experiments, DBRs are designed by choosing two
suitable materials and an appropriate number of pairs per mirror in order to give the desired
microcavity. Typically, SiO2 is used as a low index dielectric, at nL ∼ 1.4, and Nb2O5 or
Ta2O5 are used as high index, with nH ∼ 2.5 and 2.3 respectively. The design wavelength
is usually chosen to be the neutral exciton resonance of the particular TMD planned for
investigation (for instance, 750 nm in MoSe2). The number of pairs are chosen to give
a slightly lower reflectivity of one DBR compared to the other, such that the majority of
photoluminescence will escape through one side of the cavity, which is the side facing the
objective lens. Fig. 3.7 shows a simulation of the electric field profile within an optical
microcavity formed by two DBRs of alternating SiO2 and Nb2O5 layers, with a design
wavelength of 750 nm. This simulation was performed using a transfer matrix open source
software package called CAMFR, developed by researchers at the University of Ghent,
Belgium. A simulation such as this is performed to test possible DBR designs suitable for a
planned experiment, and then an order can be placed with an external supplier to deposit the
DBR layers by ion-beam sputtering.
In Fig. 3.7, it can be seen that one DBR terminates with a high index layer, while the
other terminates with a low index layer, facing into the cavity space. The termination layer
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Fig. 3.7 Transfer matrix simulation of the electric field magnitude within the microcavity,
confined between two DBRs of alternating high and low refractive index. The right hand
DBR represents the bottom planar mirror, which terminates in a low index material (SiO2)
such that a monolayer TMD placed on the surface of the DBR lies at one of the E-field
maxima, increasing the light matter coupling strength. As the mirror separation changes, the
wavelength of the cavity mode changes accordingly.
refractive index determines the strength of the local E-field, as can be seen in the figure,
the E-field has a node at the high index terminating DBR and an antinode at the low index
terminating DBR. In this way, a TMD monolayer placed on the surface of the low index
terminating DBR will be positioned at the maximum E-field strength, and so the light-matter
interaction will be maximised.
3.3.2 Zero dimensional discrete photonic modes
While the simulation in Fig. 3.7 concerns a microcavity formed by two planar DBRs, in
reality the microcavities used in this thesis are zero-dimensional, in that they confine the
E-field in all three dimensions. This allows much smaller mode volumes to be realised,
further enhancing the light-matter coupling and offering other advantages as will be explored
in Chapter 5. To realise a zero-dimensional microcavity experimentally, a hemispherical
geometry is adopted, by using a planar DBR in conjunction with a concave DBR.
The concave DBRs are made by depositing the dielectric layers onto a substrate with
arrays of concave features on them, which are created by focused ion beam (FIB) milling
using gallium ions to bombard the thick SiO2 substrate and remove material. The arrays of
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concave features are milled into a plinth structure, which is a raised plateau rising ∼ 100 µm
above the surrounding substrate. This geometry allows the concave mirrors be brought
into direct contact with an adjacent planar DBR to form the cavity. Figs. 3.8a and b show
two plinth designs, one circular and one square, before and after DBR layer deposition,
respectively. Figs. 3.8c-e show profilometry data of concave features after FIB milling,
indicating excellent uniformity and sub-nm surface roughness, which all contribute to a high
cavity quality factor.
Fig. 3.8 (a) Scanning electron microscope image of a circular plinth design, with an array
of identical concave features, of radius of curvature ∼ 20 µm. Image taken directly after
FIB milling of SiO2. Image credit: Oxford HighQ. (b) Microscope image of an array of
concave features on a square plinth, after DBR layers have been deposited on top. This design
incorporates concave features of varying radius of curvature, with the largest ones ∼ 20 µm
Fabrication performed by collaborators in the University of Oxford, UK. (c) Profilometry
data for the array of features shown in (a), showing almost identical shape and uniform
depth. Image credit: Oxford HighQ. (d) Profile of a single concave feature from the plinth in
(a). Image credit: Oxford HighQ. (e) Residual after polynomial fitting of the profile in (d),
indicating sub-nm surface roughness and high uniformity, achievable by focused ion-beam
milling. Image credit: Oxford HighQ.
A hemispherical optical microcavity modifies the photonic density of states supported
inside the cavity by introducing confinement to a freely propagating Gaussian beam. As
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such, the modified electric field profile becomes describable by a series of discrete Gaussian
longitudinal modes, each associated with a series of higher order transverse modes. The
longitudinal modes satisfy a round trip phase φ(k,Lopt) within the cavity equal to an integer
multiple of 2π:
φ(k,Lopt) = 2kLopt +φDBR(k) = 2aπ (3.5)
where k is the wavenumber, Lopt the optical cavity length, a an integer, and φDBR the sum
of reflection phases of the two mirrors (a structural constant for a given microcavity). The
general description for the eigenfrequencies of the confined E-field within a zero-dimensional















where q is the longitudinal and m,n the associated transverse Gaussian mode indices, and
ncav is the refractive index inside the cavity (in an open tunable cavity n = 1). The distinction
between the optical cavity length Lopt and the mirror separation length Lcav arises because
the cavity modes penetrate into the DBRs before being fully reflected, and so Lopt is the sum
of Lcav and the sub-micron penetration depths of each mirror. The eigenfrequencies depend
on the RoC owing to the boundary condition that the phase front of the confined beam at
each mirror surface must match the radius of curvature of the respective mirror. However,
given that the planar mirror has infinite radius of curvature, the eigenfrequencies depend only
the RoC of the concave mirror.
The cavity modes are supported as long as the stability condition is met, that Lcav < RoC,
in which case the Gaussian modes converge to focus as a minimum beam waist on the planar
mirror surface. In the system used in this work, a 20 µm RoC mirror is always used, giving
a beam waist on the planar mirror ∼ 1 µm diameter, smaller than the laser spot diameter
achievable using the objective lens in the cryostat, which is ∼ 2.4 µm. The shortest attainable
cavity length in the system is around 2.5 µm, calculated by measuring the frequency ∆ν






The hemispherical cavity nominally has perfect cylindrical symmetry, and so the allowed
discrete photonic states correspond to Laguerre-Gaussian mode profiles. These are solutions
of the paraxial Helmholtz equation using a cylindrical coordinate basis, and the result is a
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Fig. 3.9 (a) First nine Laguerre-Gaussian cylindrical mode profiles LGl p. (b) Examples of
Ince-Gaussian beam profiles, more likely to be observed in the cavity owing to very slight
ellipticity in the concave top DBR. All modes above the ground state 00 mode are neglected
in experiments in this thesis. In Ref. [84] a series of LG modes are imaged in an identical
system to the one used in this thesis, showing that such cylindrical modes are certainly
achievable.
series of E-field amplitude profiles describing the transverse electromagnetic (TEM) modes
of a Gaussian beam propagating along the z axis with the origin at the centre of the beam
waist (i.e. from the planar mirror surface towards the concave mirror). The spatial E-field
distribution of the TEM modes may be expressed as (see Ref. [85] for a derivation):
































where l and p are the azimuthal and radial mode indices, respectively, E0 is the E-field
amplitude at the origin, ω0 is the radius of the beam waist, Llp are generalised Laguerre
polynomials, k is the wavenumber, R(z) is the radius of curvature of the beam wavefront at
position z, zR = πω20/λ is the Rayleigh length, and ω(z) is the radius of the beam at position











In reality, however, the cavity is unlikely to be sufficiently symmetrical to support
Laguerre-Gaussian mode profiles, and instead the elliptical coordinate solutions to the wave
equation are observed, corresponding to Ince-Gaussian modes. Fig. 3.9 shows a comparison
of the LGl p and IGmp E-field profiles. Here, it can be seen that although the higher order
transverse modes differ significantly, the ground state TEM00 modes are essentially identical.
Considering that all the experiments in this thesis use only the ground state mode, the exact
form of the higher order modes is not a concern for the experimental results.
Fig. 3.10 (a) Photoluminescence spectrum of hemispherical cavity modes, showing the LG00
mode at lowest energy (highlighted), and associated higher order transverse modes. (b) A
high spectral resolution measurement of the LG00 mode, revealing the TE-TM splitting, in
this case equal to 270 µeV. The mode linewidths are ∼ 100 µeV, indicating a cavity Q-factor
∼ 16 000.
Fig. 3.10a shows a photoluminescence spectrum taken from the hemispherical cavity
used in this thesis. The LG00 longitudinal ground state mode can be seen at the lowest
energy, with the transverse modes incrementally appearing at higher energy. The origin of
the splitting in the higher order modes is asymmetry in the cavity causing a splitting between
nominally degenerate modes. Fig. 3.10b shows the LG00 mode when measuring with a much
higher spectral resolution (by changing to a diffraction grating with more grooves/mm). Here,
a splitting is visible, which corresponds to transverse-electric transverse-magnetic (TE-TM)
splitting, arising due to birefringence in the cavity DBRs [84]. This may be considered
as photonic spin-orbit coupling, as it relates the polarisation of the electric and magnetic




3.3.3 Low temperature tunable open-access microcavity system
The hemispherical cavity is realised in the laboratory by mounting both DBRs inside the
2-inch bore insert of the helium bath cryostat shown in Fig. 3.6. The DBRs are mounted
independently, each on their own stack of piezo nanopositioners, which allow complete
movement of each mirror relative to the other. The cavity is arranged such that the planar
DBR is situated on the larger bottom stack of nanopositioners, while the top DBR with the
plinth and concave features is mounted upside down above it. The x, y, z nanopositioner stack
for the top DBR is offset within the insert bore such that an objective lens in a long thin tube
can be mounted along the central axis of the bore, which corresponds to the optical path. The
top DBR itself is attached to an arm which protrudes out from the stack of nanopositioners,
such that the laser can be focused down onto the back of the top DBR substrate to pump the
cavity, and PL can be collected from the cavity (the concave top DBR is designed with fewer
dielectric layers to ensure the majority of signal escapes the cavity in to the detection side).
As such, the top DBR can be completely moved sideways out of the optical path, allowing
direct optical spectroscopy of the monolayer / heterostructure to be performed. The objective
used in this thesis is a 5 mm diameter achromatic doublet, which is designed to give a good
compromise of diffraction limited performance between the laser and PL wavelengths, at 637
nm and 700 - 800 nm, respectively. The focal length is 7.5 mm and the numerical aperture
is ∼ 0.5. Fig. 3.11 shows a schematic of the open cavity compared to a photo of the real
system. For experiments, the insert is pumped to high vacuum, then small amount of helium
exchange gas is vented into the insert to keep the sample cold, as the piezo stages are not an
efficient thermal bridge.
The bottom planar DBR, on which there will be the sample (single monolayer or het-
erostructure) is mounted on 5 piezo nanopositioners which give x, y, z movement and θ , φ tilt
control. The tilt control is necessary in order to bring the two DBRs to be parallel, to allow
the shortest possible cavity length to be achieved. Any angle between the DBRs leads to the
mirrors touching each other far from the concave feature, which limits the mirror separation
at the location of the cavity itself. The angle between the DBRs may be minimised by
viewing the cavity with a broadband light source and observing the etalon-like interference
fringes which form with periodicity reflecting the steepness of angle between mirrors. By
changing the θ and φ stages, the period of the interference fringes can be visibly increased
until no more bands can be observed, at which point the mirrors are very close to being
parallel.
Once the DBRs are parallel, the laser is focused and aligned onto the back of one of
the concave features on the plinth structure, and the detection path is aligned onto the
same spot, by feeding a laser backwards through the optical components above the cryostat.
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Fig. 3.11 (a) Illustration of the microcavity itself, with a concave top DBR and planar bottom
DBR with transferred TMD monolayer. The LG00 mode is pictured. (b) Real space image of
the LG00 mode in an identical system to the one used in this thesis, taken from Ref. [84]. The
beam waist is ∼ 1µm. (c) Schematic of the tunable open cavity DBRs mounted independently
on piezo nanopositioners, allowing full control of each mirror, and cavity length tunability.
(d) Photo of the open cavity system used in this thesis. The five bottom piezo stages can be
seen, along with three top piezo stages offset towards the camera. The objective lens lies
behind the top three stages. The structure is housed in an aluminium cylinder to provide
stability, and the whole assembly lies at the bottom of a ∼ 2 m long bath cryostat insert which
contains a small volume of helium exchange gas to maintain a low sample temperature. The
open cavity assembly pictured sits inside the bore of a superconducting magnet coil. Free
space optical access is afforded from above by a window in the top of the long insert vacuum
housing, giving a direct path between the objective lens and the optics pictured in Fig. 3.6.
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Then, microcavity experiments may be performed by laterally moving the monolayer /
heterostructure region of the bottom planar DBR directly underneath the concave top DBR,
and then bringing the bottom DBR up to meet the top DBR, until they touch. Touching the
mirrors is an efficient way to increase the cavity Q-factor by bringing the mirror vibrations
into phase. Once in this state, the cavity length may be decreased a very small amount by
applying a DC voltage to the bottom z nanopositioner, squeezing the mirrors together slightly.
This reduction in cavity length increases the energy of the supported cavity modes, allowing
the LG00 mode to be swept through resonance with the excitonic absorption in the sample,
which is the fundamental procedure of all the cavity experiments covered in this thesis.
3.3.4 Open cavity data fitting procedure
Fig. 3.12 (a) Schematic of a typical cavity experiment. Photoluminescence is measured while
the cavity length is decreases incrementally by applying a DC voltage to the bottom planar
DBR z-axis piezo nanopositioner. (b) Example of polariton photoluminescence spectra while
decreasing cavity length. Polariton spectra are characterised by two emission peaks, the
lower and upper polariton branches (LPB, UPB). These shift their energy as a function of
applied piezo voltage.
The definition of the strong light-matter coupling regime and associated Rabi splitting
will be introduced fully in Chapter 5, which presents all results relating to microcavities in
this thesis. As detailed in the previous section, a microcavity may be formed by moving a
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concave DBR into the optical path above a monolayer on the planar DBR substrate, and
bringing the two mirrors to a separation shorter than the radius of curvature of the concave
feature. Upon pumping the monolayer with off-stopband laser light, it will emit into the cavity
modes and form exciton-polaritons, which characteristically split the LG00 cavity mode into
two non-degenerate eigenstates (termed polariton branches), each a mixture of excitonic and
photonic character (see Chapter 5). The microcavity geometry used in this work allows tuning
of the LG00 mode energy by changing the cavity length, by applying a DC voltage to a piezo
nanopositioner (Fig. 3.12a). A typical experiment therefore involves incrementally applying
increasing DC voltage while taking photoluminescence spectra corresponding to polariton
emission. Fig. 3.12b shows a series of spectra, taken for increasing voltage, showing the
energy evolution of two peaks corresponding to lower and upper polariton branches (LPB
and UPB), highlighted by the dashed lines.
A crucial part of the analysis of microcavity polariton spectra is measurement of the Rabi
splitting h̄ΩR, which is the smallest energy difference between the two modes (see Chapter
5). Therefore, from cavity spectra such as those in Fig. 3.12b, it is necessary to fit the lower
and upper polariton PL peaks to Lorentzian functions and extract the peak energies as a
function of piezo voltage. Each scan of the cavity length therefore gives two datasets, EL(V )
and EU(V ). These two arrays are then fitted to the eigenstates of the exciton-photon coupling




where Ex is the uncoupled exciton energy, in this case constant, and gxp = h̄ΩR2 is the exciton-
photon coupling term, corresponding to half of the Rabi splitting. The uncoupled cavity
photon energy Ep(V ) may not respond linearly with applied voltage, and so is described by
the equation Ep(V ) = y0 +aV +bV 2 where y0, a and b depend on the piezo response and
particular experimental conditions.
The eigenstates of the Hamiltonian are the lower and upper polariton dispersions EL(V )
and EU(V ), while the corresponding eigenvectors give the excitonic/photonic compositions
of each eigenstate. These are the Hopfield coefficients, functions of voltage which describe
the transition from photon-like to exciton-like for the LPB, and vice versa for the UPB,
as the cavity mode is tuned through resonance with the exciton. The Hamiltonian may be
diagonalised using the Hopfield transformations
LV = κLx XV +κ
L
p PV




where LV and UV are the annihilation operators for the new lower and upper polariton
eigenstates, and XV and PV are the annihilation operators for excitons and cavity photons,
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where ∆xp(V ) = Ep(V )−Ex is the detuning. From Eqs. 3.10 and 3.11 the Hamiltonian may










from which it is clear that in the resonance condition, when Ep(V ) = Ex, the eigenenergies
become EU = Ex + gxp and EL = Ex − gxp, i.e. the polariton modes are separated by the
Rabi splitting. This coincides with (κLx )
2 = (κLp)
2 = (κUx )
2 = (κUp )
2 = 0.5, indicating that at
resonance, exciton-polaritons are exactly half-light-half-matter quasiparticles.
Fig. 3.13 (a) Example of the peak energies of the LPB and UPB (extracted by Lorentzian
peak fitting to each spectrum) as a function of piezo voltage fitted to Eq. 3.12. (b) The same
fitted data with the piezo voltage scale converted to a detuning scale, E(cavity)−E(exciton),




The datasets EL(V ) and EU(V ) from a cavity scan are then fitted to Eq. 3.12 using a least
squares method, where Ex, Ep(V ) = y0+aV +bV 2, and gxp are all fitting parameters. This is
how the Rabi splitting is measured for a given sample. Often, cavity scans are performed with
the two mirrors touching one another in order to keep their vibrations in phase and therefore
increase cavity stability. However, touching the mirrors while increasing the DC voltage
can lead to the cavity mode energy increasing less and less with each additional applied
volt, as the mirrors resist being squeezed closer together. This can cause the cavity spectra
EL,U(V ) to appear distorted, as shown in Fig. 3.13a. It is therefore beneficial to convert the
piezo voltage scale to a detuning scale, using the fitting outputs Ex and Ep(V ), for which the
cavity mode energy Ep(∆xp(V )) is always linear. A comparison of raw data, EL,U(V ), fitted
to Eq. 3.12, and the same data converted to a detuning scale are shown in Fig 3.13b.
The above analysis is carried out to process the data from each sweep of the cavity length,
in order to extract all results as functions of detuning, which is a universal scale, unlike the
piezo voltage, which is arbitrary. Data presented in Chapter 5 which depends on the detuning




The trion valley Zeeman effect in
monolayer WSe2
In Chapter 2 the electron hole complexes known as excitons and trions were introduced, fol-
lowed by a description of the valley Zeeman effect observed in neutral exciton luminescence.
In this chapter, the valley Zeeman effect is extended to consider negatively charged trions,
complexes of two electrons and one hole, in monolayer tungsten diselenide. These trions
inherit several properties arising from their three-body nature which are absent in neutral
excitons, most notably a charge of −1, a larger effective mass, and a much smaller binding
energy (the energy required to ionise the trion and leave an exciton and a single electron in
the conduction band) [32]. While the valley Zeeman splitting of neutral excitons in WSe2
is fairly consistently reported to be E(σ+)−E(σ−) ≈ −4µBB [56, 21, 57], where µB is
the Bohr magneton (see Chapter 2), values reported in literature for the negatively charged
trion vary from −4µBB to −13µBB [21, 57–59], and are the subject of some speculation
and ambiguity as to the cause of the reported variation. Typically, trion emission dominates
the photoluminescence spectra from monolayer WSe2, thanks to intrinsic electron doping
inherent to exfoliated flakes. As such, a full understanding of the magneto-optics of trions in
WSe2 is crucial to clarify major ambiguities in the valley magnetism.
The results presented in this chapter are already published as below:
T. P. Lyons, S. Dufferwiel, M. Brooks, F. Withers, T. Taniguchi, K. Watanabe, K. S.
Novoselov, G. Burkard, A. I. Tartakovskii, “The valley Zeeman effect in inter- and intra-valley
trions in monolayer WSe2", Nature Communications 10, 2330 (2019)
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4.1 Background - intervalley and intravalley trions
As mentioned in Section 2.2.2, a trion consists of a neutral exciton bound to an additional
carrier. The charge of this carrier determines the charge of the trion, either negative in the
case of an electron or positive for a hole [46]. In exfoliated monolayer TMDs, however, an
overall n-type doping is typically observed, ascribed to the presence of dopants or substrate
interactions [32, 79]. Consequently, negatively charged trions are preferentially formed,
by photogenerated neutral excitons binding to an excess electron in the conduction band
[32, 86].
In monolayer WSe2, optical selection rules dictate that negative trions must have an
electron with the same valley index as the hole, and opposite spin, in order to allow radiative
recombination (i.e. spin and momentum are conserved). As such, an electron must always
occupy the upper spin state of the conduction band, allowing the excess electron to occupy
the lower energy conduction spin subband, in either valley. This gives a total of four different
ground state bright A-trion configurations, which are illustrated in Fig. 4.1. Two of these
trion configurations are intravalley, with all three carriers in the same valley, and the other
two are intervalley, with the excess electron in the opposite valley to the e-h pair which may
recombine with the emission of a photon [56, 87]. For the two trions with excess electron
in the +K (-K) valley, the trion centre of mass wavevector is qX− = K+k (qX− =−K+k),
where ±K is the vector from the Γ-point to the ±K-point (therefore K = 4π3a where a is the
lattice constant), and k = (k cosθ ,k sinθ) is the trion wavevector taking the ±K-points as the
origin [44]. As such, the energy extrema of the trion dispersions are located at qX−/K =±1,
on the K-points, as shown in Fig. 4.1.
The binding to an extra electron has the effect of opening a gap at the Dirac point of
the neutral exciton dispersion (shown in Fig. 2.9b), giving the trion a gapped Dirac cone
associated with a large effective mass [44]. The large mass at the gapped Dirac points is linked
to a strong Berry curvature, which takes opposite values in the upper and lower branches of
the gapped dispersion, in much the same way as single electrons occupying Bloch bands at
the K-points are associated with a Berry curvature, giving rise to their valley Hall effect, as
discussed in Chapter 2. In this way, both electrons and trions in monolayer TMDs may be
considered as massive Dirac fermions, in contrast to neutral excitons which are massless
within the light cone [44, 4]. Indeed, there is no light cone as such in the trion dispersion,
as the excess electron can nominally compensate any momentum transfer associated with
radiative recombination at non-zero wavevectors. In reality, however, the likelihood of trion
emission (known as trion brightness, plotted in Fig. 4.1) decays exponentially with increasing




[44]. This restricts trion emission to the K-points,
where the Berry curvature is strongest, and takes opposite sign in opposite valleys by time
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Fig. 4.1 Top: four ground state trion carrier valley configurations in monolayer WSe2, where
hollow circles are holes, solid black (orange) circles are recombining (excess) electrons.
Intervalley trion configurations have an additional exchange interaction between the electron-
hole pair and excess electron, which opens a gap at the Dirac point of the trion dispersion,
as shown in the lower panel, where a few-meV gap is seen between inter- and intra-valley
trion states. The x-axis qX−/K is defined in the text. Owing to the large effective mass
at the K-points, the trion is associated with strong Berry curvature with sign depending
on the valley index of the recombining electron-hole pair. This is further associated with
chiral optical selection rules, giving circularly polarised emission from the dispersion branch
extrema. The black-white colour scale of the plot represents trion brightness, which decreases
exponentially with wavevector away from the K-points. Image from Ref. [44].
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reversal symmetry, as shown in Fig. 4.1. The Berry curvature at the K-points is also linked to
the chiral optical selection rules in TMDs, leading to opposite circular polarisation of trion
emission from upper and lower gapped dispersion branches, despite nominally having the
same centre of mass wavevector [44].
The opening of the gap at the Dirac point of the trion dispersion is a consequence of
intervalley Coulomb exchange between an electron-hole pair in one valley and an excess
electron in the opposite valley. As such, the gap is opened by raising the energy of the
intervalley trion states above the intravalley trion states, by an amount corresponding to the
exchange interaction, expected to be a few meV [44]. In luminescence, this energy gap
gives rise to trion fine structure, which has been observed experimentally in WS2 and WSe2
[88–91, 87]. The fine structure splitting is typically reported to be ∼ 6 meV, which is often
far less than the trion photoluminescence linewidth in the majority of samples. As such, it
is only possible to observe trion fine structure experimentally in exceptionally high quality
samples with linewidths of the order of the exchange splitting.
Fig. 4.2 (a,b) Examples of trion valley Zeeman splitting E(σ+)−E(σ−) = gµBB reported
in literature. The measured g-factors are (a) -6.3 and (b) -13.3, a factor of 2 apart, despite
both samples being the same material. Images from Refs. [21, 59] respectively.
Owing to this limitation, magneto-optical studies of the valley Zeeman effect in monolayer
WSe2 typically consider the trion emission as a single photoluminescence peak, and any
measurement of the valley Zeeman splitting E(σ+)−E(σ−) is taken from the polarisation
resolved single peak energies. There have been various reports of the trion valley Zeeman
splitting, with effective g-factors ranging between −4µBB to −13µBB [57, 21, 58, 59], two
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examples of which are shown in Fig. 4.2. It is highly likely that the complex nature of the
gapped trion dispersion and associated fine structure may be responsible, considering that
the fine structure splitting and valley Zeeman splitting are both of the order of a few meV. In
this chapter, the trion valley Zeeman effect is measured, with particular consideration for the
independent behaviour of all fine structure complexes, enabled by very high sample quality.
4.2 hBN encapsulated monolayer WSe2
Fig. 4.3 (a) Microscope image of an hBN encapsulated WSe2 monolayer. Evaporated gold
clamps serve to fix the sample in place during fabrication and help identify the location of
the heterostructure on the substrate. (b) Sample image at lower magnification.
The sample used in this investigation consists of a monolayer of mechanically exfoliated
WSe2, encapsulated on both sides by few-layer hexagonal boron nitride (hBN) [92]. In
particular, the hBN used in this sample has been synthesised under highly controlled condi-
tions by collaborators at NIMS, Japan, and is known to effectively suppress inhomogenous
broadening of excitonic luminescence in monolayer TMDs, owing to atomically clean and
flat interfaces and exceptional purity [42, 92]. Along with protecting the WSe2 layer from
contaminants from above, the hBN also isolates the WSe2 from the SiO2 substrate below,
which may otherwise introduce adverse effects ultimately leading to spectral line broadening
[93, 42].
This sample, fabricated by collaborators at the University of Manchester, has been made
using a so-called “pick-up” method which introduces the least possible contamination to
the WSe2 monolayer, as detailed in Section 3.1.4. The sample is shown in Fig. 4.3, where
evaporated gold clamps can also be seen, employed to affix the heterostructure down to the
substrate to prevent it washing away when solvents are used to remove the polymer transfer
membrane.
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Fig. 4.4 Photoluminescence (PL) spectrum from the sample under non-resonant laser excita-
tion at 4.2 K. Peaks attributed to the neutral A-exciton (X0) and trion (X−) can be seen. The
trion linewidth is exceptionally narrow, at 3.8 meV, owing to complete encapsulation in high
purity hBN.
A PL spectrum from the sample at 4.2 K, excited by continuous wave laser light at 1.946
eV, can be seen in Fig. 4.4 Peaks corresponding to the neutral A exciton (X0) and negatively
charged trion (X−) are visible, typical of WSe2 [48], although the trion here displays an
exceptionally narrow linewidth of 3.8 meV, significantly narrower than the typical 10 - 20
meV values for bare WSe2 [48] and approaching the intrinsic homogeneous linewidth [94].
Consequently, this sample is well suited for a study of the fine structure magneto-optical
response.
4.3 Optically probing the trion fine structure
It is convenient to define the four trion ground state carrier configurations introduced in
Section 4.1 as spin singlet or triplet trions, where the cumulative spin of the electron pair is
equal to 0 or 1, respectively. These are shown in Fig. 4.5, along with their exchange-split
dispersions (shown over a much larger wavevector range than in Fig. 4.1, which shows the
gapped Dirac cone at the K-points) and carrier configurations in the conduction and valence
spin-subbands, labelled for reference as v1, c1, c2. Overall, the four ground state trion
configurations can be defined as:
Singlet s+ with σ+ optical helicity and excess electron spin down
Singlet s− with σ− optical helicity and excess electron spin up
Triplet t+ with σ+ optical helicity and excess electron spin up
Triplet t− with σ− optical helicity and excess electron spin down
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Fig. 4.5 Generalised trion dispersion relations E(k), where k is the centre of mass wavevector,
of the four optically bright ground state negative trions in monolayer WSe2. Side panels
illustrate the spin-valley configurations of the constituent carriers of each trion variety. v1 is
the topmost spin-subband within the valence band, while c1 (c2) is the lower (upper) energy
spin-orbit split conduction band. Based on optical selection rules, the black electron (black
filled circle) and hole (black empty circle) are the recombining pair, while the purple electron
(purple filled circle) is excess and occupies band c1. Orange (green) conduction and valence
band states are spin up (down). Red (blue) colours denote σ+ (σ−) helicity of the bright
transition. The trion states are labelled XY where X = s, t for singlet or triplet, Y =+,−
for σ+ or σ− emission helicity. Purple arrows indicate the intervalley Coulomb exchange
interaction arising from parallel electron spin, present only in triplet trions, which raises the
energy of the triplets by an amount δex above the singlets. This energy gap gives rise to the
trion fine structure in emission.
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4.3.1 Temperature dependent trion photoluminescence
Fig. 4.6 (a,b) Temperature dependence of photoluminescence from the sample, over (a) the
whole spectral range and (b) the exciton and trion region, with σ+ excitation and detection,
and no external magnetic field. Spectra for σ− excitation and detection look effectively
identical owing to time reversal symmetry of exciton and trion states.
Given that the reported trion fine structure splitting is ∼ 6 meV, it should be clearly visible
in the PL spectrum from the sample in Fig. 4.4, in which the trion linewidth is 3.8 meV.
However, it is absent, although there appears to be a small shoulder on the high energy side of
the trion peak. To investigate further, the sample was heated up from the base temperature of
4.2 K up to 50 K, with resulting spectra shown in Fig. 4.6. Here, the main trion peak can be
seen to get dimmer with increasing temperature, while the high energy shoulder gets brighter
up to 30 K, then gets dimmer again as it becomes indistinguishable from the broadened trion
feature.
Upon plotting the trion PL feature vs temperature, with normalised intensity, it becomes
clear that the high energy shoulder grows relative to the main peak, as shown in Fig. 4.7a.
Such intensity renormalisation is attributed to thermal population of the higher energy triplet
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Fig. 4.7 (a)Temperature dependence of the trion photoluminescence from 4.2 K to 30 K.
Increasing thermal population of the higher energy triplet states can be inferred from the
increasing spectral weight of the high energy shoulder of the trion peak, indicated by the
black arrows. (b) PL spectra from the sample at 50 K co- and cross- circularly polarised to
the σ+ polarised excitation laser. There is a very close similarity to the spectra in (c), taken
from the earliest reports of trion fine structure in WSe2 [91].
states. This is consistent with the Boltzmann distribution, whereby increasing temperature
leads to increasing probability of occupancy the triplet states, pi, relative to the singlet, ps,




[95]. At 30 K, the triplet luminescence is of comparable intensity to
the singlet, although the fine structure is not spectrally resolvable owing to line broadening
associated with the elevated temperature. To confirm the attribution of the high energy
shoulder to the triplet trion states, polarisation resolved PL spectra at raised temperature
may be compared with literature (from Ref. [91]), as shown in Fig. 4.7b,c, where a very
close similarity is observed. The discrepancy in absolute emission energy between the two
samples is attributed to a modified dielectric environment influencing the exciton binding
energy, owing to different hBN used in each sample [96].
4.3.2 Multiple peak fitting
Fig. 4.8 shows the region of interest of the PL spectrum at 30 K, fitted to five Lorentzian
peaks, each corresponding to a different emissive state. 30 K is an ideal temperature to use as
it populates the triplet state sufficiently for peak fitting, but avoids the overall line broadening
and dimming observed at 40 K and 50 K in Fig. 4.6, thereby allowing the greatest insight
into the magneto-optical response of the fine structure. The trion feature fits accurately to
a doublet peak structure, indicating the presence of non-degenerate singlet and triplet trion
emission. The singlet is 33 meV below X0, and the triplet is 29 meV below, meaning the
exchange splitting δex = 4 meV. This value is smaller than previously reported values ≈ 6
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Fig. 4.8 Photoluminescence spectrum from the sample at 30 K, fitted to 5 lorentzian peaks
corresponding to various optically active states. The trion peak fits well to 2 peaks corre-
sponding to the fine structure components, separated by ∼ 4 meV. The navy blue peak may
be the recently reported negatively charged biexciton, XX−, ∼ 50 meV below X0.
meV [91], with the difference likely due to influences of the dielectric environment on the
relative singlet and triplet binding energies in our fully encapsulated sample [97, 98]. The
fourth peak is 48 meV below X0, very close to the reported binding energy of the negatively
charged biexciton [33–36].
4.4 Magneto-optical response of singlet and triplet trions
4.4.1 Trion peak substructure evolution under a magnetic field
Fig. 4.9 shows polarisation resolved PL spectra from the sample as a function of temperature,
with an external magnetic field B =±8 T applied out of the sample plane. The high energy
shoulder seen in Fig. 4.6, attributed to triplet trion emission, can now be seen to appear or
disappear at opposite B-field or polarisation, and the entire lineshape of the trion feature has
a strong dependence on magnetic field, most notably at raised temperatures. These spectra
appear to indicate that substructure of the trion PL feature is shifting with the B-field in
non-uniform ways, leading to changing asymmetry in the trion line.
To elucidate this response, spectra at 30 K in both polarisations at positive and negative
fields are shown in Fig. 4.10. Initially at zero external B-field, an asymmetric trion feature
composed of an unresolved lower energy singlet peak and higher energy triplet peak is
observed, as shown in the 0 T traces of Fig. 4.10. As depicted in Fig. 4.5, emission from t+
(s+) and t− (s−) is at the same energy in the absence of an external B-field, and there is a
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Fig. 4.9 (a,b,c,d) Temperature dependence of photoluminescence in both σ+ and σ− polar-
isations, and at B =±8 T applied perpendicular to the sample. The high energy shoulder,
attributed to unresolved triplet trions, appears to respond to the field in a different manner than
the main trion peak, indicating inequivalent response of trion fine structure to the external
B-field.
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Fig. 4.10 (a,b) Polarisation resolved trion PL spectra (a) at positive B-fields and (b) negative
B-fields, all at a sample temperature of 30 K. The spectra indicate inequivalent valley Zeeman
g-factors of the unresolved trion fine structure. Black arrows indicate the shoulder, attributed
to the triplet trions, which becomes more prominent in σ+ (σ−) polarisation at negative
(positive) B-fields.
few meV energy gap δex between the triplet emission and singlet emission, arising from the
intervalley exchange coupling.
Upon applying an external B-field perpendicular to the sample, up to B = ±8 T, the
σ+ and σ− components of the emission shift spectrally away from one another, with σ−
emission shifting to higher energy when B > 0, consistent with the valley Zeeman effect.
However, as is clear from the ±4 T and ±8 T traces of Fig. 4.10, there is an accompanying
lineshape evolution of the trion feature with external field. It appears that when shifting to
lower energy, the singlet and triplet increase their energy separation, as evidenced by the
prominent shoulder appearing in the σ+ (σ−) emission at B > 0 (B < 0), highlighted by
black arrows. Conversely, when shifting to higher energy, the singlet and triplet peaks appear
to reduce their energy separation, resulting in the overall brighter and narrower emission
profile seen in the σ− (σ+) emission at B > 0 (B < 0).
By applying the same fitting procedure as used in Fig. 4.8 for zero-field PL, the photon
energies of the four different trion states, i.e. s+,s−, t+, t−, may be extracted as a function of
external magnetic field at 30 K. An example of the fitted fine structure is shown in Fig. 4.11a,
at B = 4 T, where it is clear that four distinct peaks exist in total, corresponding to the four
ground state trion varieties. Each of these fitted Lorentzian peaks is distinct from the other
three by either photon energy, helicity, or both. As such, it is possible to isolate and trace the
energy shift of each trion state independently over the external B-field range, as shown for s+
and t+ overlaid on the raw σ+ spectra in Fig. 4.11b.
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Fig. 4.11 (a) The trion fine structure may be fitted to two Lorentzian peaks in each photon
helicity, showing all four trion configurations at B = 4 T. Open circles are the CCD data.
(b) B-field dependent trion PL in σ+ polarisation. Solid and dashed red lines trace the
approximate peak energies of the fitted Lorentzian functions for s+ and t+, respectively,
shown in (a) for B = 4 T.
Fig. 4.12 Fitted peak energies of the fine structure components as a function of external
B-field. Solid lines are linear fits to the data for either positive or negative field ranges. The
rates of shift are inequivalent for each trion state between positive and negative B-fields.
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Fig. 4.12 plots the fitted peak energies of all four trion varieties over the entire B-field
range, from which two key observations can be made. Firstly, there is a much larger apparent
valley splitting between singlet trions than between triplet trions, consistent with what may
be inferred from the raw spectra in Fig. 4.10. Secondly, there is a small redshift affecting
all four trion states which appears to depend only on the magnitude of the B-field, and is
independent of sign. As such, when B > 0, the σ− trions appear to have lower rates of shift
than their σ+ counterparts, in other words, t− (s−) is less sensitive to the external field than
t+ (s+). Conversely, when B < 0, t+ (s+) is less sensitive than t− (s−), resulting in a striking
change of gradient as each trion state crosses B = 0 T in Fig. 4.12.
4.4.2 Magnetic moment contributions to the observed line shifts
The change in emitted photon energy ∆Ehν from trion radiative recombination under an
external magnetic field may be broadly expressed as:
∆Ehν = ∆EZ −∆ER (4.1)
where ∆EZ is the neutral exciton-like valley Zeeman shift in the initial state trion, and ∆ER
describes all changes in photon energy arising from the recoil of the excess electron, essen-
tially the change in final state after recombination. Eq. 4.1 neglects a quadratic diamagnetic
shift of the trion lines, expected to become significant only at stronger field strengths of tens
of Tesla [99].
Firstly, ∆EZ is considered. The factors influencing ∆EZ are the same as those which give
rise to the valley Zeeman splitting of a neutral exciton, which is to be expected, considering
that Eq. 4.1 reduces simply to ∆Ehν = ∆EZ if there is no excess electron and the final state is
simply a lone photon. The trion initial state consists of either a singlet, or a triplet at a raised
energy δex. Each of these trion complexes are subject to energy shifts arising from the atomic
orbital and Berry curvature associated magnetic moments inherent to monolayer WSe2,
which apply also to the neutral exciton, as discussed in detail in Section 2.3.3 [56, 21, 57, 44].
The atomic orbitals constituting the valence band edge (band v1 in Fig. 4.5) have a magnetic
moment of magnitude 2µB, which leads to an expected valley splitting of magnitude 4µBB
[56, 21]. In the same manner as the neutral exciton valley Zeeman effect, we can express the





where τz =±1 for σ± emission helicity, and gz describes the cumulative effect of atomic
orbital and Berry curvature magnetic moments.
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From the initial state t− or s+ (t+ or s−), the final state after trion recombination will
be a photon and a single electron in the conduction band state |+K,↓⟩ (|−K,↑⟩). In each
of these two final states, the electron experiences magnetic moments due to both the spin
and valley pseudospin, which counteract one another in the case of band c1 in WSe2 (see
Fig. 2.11) [56]. The cumulative spin-valley electron g-factor ge in band c1 therefore depends
on the difference between these two opposing magnetic moments. The energy shift ∆Ee of





where τe =±1 for the electron in the ±K valley, as a consequence of time reversal symmetry.
Upon radiative recombination of the spin/momentum allowed electron-hole pair of a trion,
the excess electron must occupy a free conduction band state, and so ∆Ee modifies the emitted
photon energy. The electron recoil effect described by ge is trion-specific, and is responsible
for the larger singlet-singlet splitting in Fig. 4.12 than triplet-triplet splitting.
In addition to the spin and valley energy shifts, both the initial state (a trion) and final
state (photon plus electron) of trion emission are subject to Landau level (LL) effects,
both being (quasi)particles of charge = −1. The associated cyclotron frequencies will be
ωX− = e|B|/mX− in the case of the trion, and ωe = e|B|/me for the electron, where e is the
electron charge and mX− (me) are the trion (electron) effective masses. The frequency ωX−
will be smaller than ωe owing to the much larger trion effective mass. Consequently, when a
trion radiatively recombines, the additional energy of the electron LL relative to the trion
LL is deducted from the photon energy. This leads to a LL-associated global redshift ∆El
of trion PL with increasing B-field magnitude, insensitive to spin or valley, which may be
quantified by an effective g-factor gl as
∆El = h̄ωe(ne +1)− h̄ωX−(nX− +1) = glµB|B| (4.4)
where ne and nX− are the LL index of the electron and trion, respectively. In Fig. 4.12, gl
gives rise to the inequivalent rates of shift of each trion state between positive and negative
B-field.
Considering that ∆Ee and ∆El may both be considered as arising from the action of the
excess electron, absent for the neutral exciton, then the change in photon energy arising from
recoil effects may be defined as ∆ER = ∆Ee +∆El . This, in combination with Eqns. 4.1 and
4.2, allows the total energy shift of each trion state PL line to be expressed as a function of
change in B-field ∆B as
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Fig. 4.13 Energy level diagram showing initial (one of the four trion varieties) and final
(photon plus single electron in band c1) states of trion optical recombination, at positive and
negative B-fields. The intervalley electron-hole exchange interaction creates the energy gap
δex, lifting the degeneracy between singlet and triplet trions. When B ̸= 0, energy shifts arise
from Landau level quantisation of both trions and free electrons (orange areas), along with




(τzgz − τege)µB∆B−glµB|∆B| (4.5)
In Eq. 4.5, gz may be viewed as the excitonic valley Zeeman g-factor of the trion, equal
for all trion states, and ge and gl are modifications to the emitted photon energy arising
from the recoil energy of the excess electron. The relative photon energies of the four trion
states associated with Eq. 4.5 when B ̸= 0 are shown schematically in Fig. 4.13. In order
to reproduce the data in Fig. 4.12, the band c1 valley magnetic moment must have larger
magnitude than the spin magnetic moment, such that under a positive external B-field, the
state |+K,↓⟩ is at higher energy than |−K,↑⟩, considering that these two magnetic moments
have opposite sign in c1 [56]. If the spin magnetic moment was larger than the valley
magnetic moment, then the triplet-triplet splitting would be stronger than the singlet-singlet
splitting, contrary to what is observed in Fig. 4.12. Overall, the line shifts of each trion state
are given by Eq. 4.5 as
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4.5 Full picture of the trion valley Zeeman effect in mono-
layer WSe2
4.5.1 Extraction of contributory g-factors
In order to extract the g-factors in Eq. 4.5 from the magneto-PL measurements, the photon
energy separations between trions of opposite PL polarisation are calculated, in the convention
E(σ+)−E(σ−), as plotted in Fig. 4.14a. Remarkably, despite the complexities of three
distinct g-factors acting on four distinct trion states, the inherent symmetries in the system
cause the energy splittings to become quite simplistic. Table 4.1 lists the measured gradients
of each line in Fig. 4.14a, and the corresponding description calculated from Eq. 4.5. The
associated energy separations when B > 0 are shown schematically in Fig. 4.14b. Table 4.1
reveals that gz = −7.9± 0.1, corresponding to an energy splitting of ≈ −7.9µBB. This
is approximately double the value expected from purely atomic orbital contributions in
the valence band (−4µBB), implying a large Berry curvature associated magnetic moment
of all trion states before recombination, present in the initial state but absent in the final
state, considering that gz is a linear sum of atomic orbital and Berry curvature contributions
[21, 90, 44]. The opening of the energy gap δex between oppositely circularly polarised
dispersion minima (Fig. 4.1), absent for neutral excitons, transforms the trion into a massive
Dirac particle, associated with a large Berry curvature Ω(k), as discussed in Section 4.1
[44, 4]. The additional orbital magnetic moment µΩ(k) of the trion associated with the
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Fig. 4.14 (a) Photon energy separation as a function of external B-field between oppositely
circularly polarised trion configurations, calculated from E(σ+)−E(σ−) in photolumines-
cence. Open squares are data points, while solid lines are linear fits used to extract gradients.
(b) Schematic of the energy separations between photon energies from each trion state when
B > 0, calculated from Eq. 4.5. Solid red or blue lines specifically indicate photon energy in
PL, rather than trion energy, with the colour representing the photon polarisation. The colour
of text and arrows corresponds with the data in (a).
Energy Separation Measured Gradient Corresponds to:
E(s+)−E(t−) (−7.9±0.1)µB gzµB
E(t+)−E(s−) (−7.9±0.1)µB gzµB
E(t+)−E(t−) (−5.3±0.1)µB (gz +ge)µB
E(s+)−E(s−) (−10.5±0.1)µB (gz −ge)µB
Table 4.1 List of measured gradients extracted from data shown in Fig. 4.14a, and their
representations in terms of gz and ge from Eq. 4.5, illustrated in Fig. 4.14b. The data suggest
gz =−7.9±0.1 and ge = 2.6±0.1.
g-factor Extracted value Physical origin
gz −7.9±0.1 Trion valley Zeeman splitting
ge 2.6±0.1 Band c1 spin-valley splitting
gl 1.9±0.1 Trion → electron LL energy
Table 4.2 Summary of extracted g-factors in this study, corresponding to Eq. 4.5.
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The data suggest that gΩ amounts to ∼ 4, as |gz| ≈ 8 and the atomic orbital contribution
∼ 4. Additionally, the measured exchange splitting in this sample is δex ∼ 4 meV, and so
Eq. 4.8 yields a value of Ω(±K) ∼ 1.5× 104 Å2. This is in excellent agreement with the
predicted value when modelling the trion as a massive Dirac fermion, as plotted in Fig. 4.1
(the slightly larger Berry curvature in Fig. 4.1 reflects the larger value of δex = 6 meV taken
in those calculations) [44].
From Table 4.1 we also extract ge by inserting gz = −7.9±0.1 into (gz ±ge)µB. The
result is a valley splitting of band c1 of E|+K,↓⟩−E|−K,↑⟩ = geµBB = (2.6±0.1)µBB, corre-
sponding to a single electron magnetic moment of ±(1.3±0.1)µB in the ±K valley of band
c1. This is in good agreement with the predicted c1 magnetic moment in a single particle
picture, which is ∼ 1.5µB [100]. This value is the sum of spin and valley magnetic moments,
where the latter is a type of orbital magnetic moment arising from cyclic motion of electron
Bloch states in momentum space, with opposite rotation between valleys, as introduced in
Chapter 2 [101].
Inserting gz = −7.9± 0.1 and ge = 2.6± 0.1 into Eq. 4.5 allows extraction of gl by
taking the gradients of the linear fits in Fig. 4.12. Calculating gl from each of the eight
gradients (positive and negative B-field ranges for each of the four trion states) yields a mean
gl = 1.9±0.1. Table 4.2 lists the three g-factors in Eq. 4.5 extracted in this study.
4.5.2 Landau level contribution
Next, gl is considered, which describes the asymmetry between rates of shift of the same trion
state at positive and negative B-fields. Landau level spectroscopy performed on monolayer
WSe2 has revealed that many-body interactions are quite weak in the band c1, ensuring that
a single particle picture remains valid to describe the dynamics of the excess electron upon
recoil [100]. Taking a theoretically predicted electron effective mass in the WSe2 band c1
of 0.29me [10] gives a cyclotron energy of ∼ 6.9µBB, larger than the measured c1 valley
splitting of ∼ 2.6µBB. As such, the conduction band LL quantisation will have the form
shown in Fig. 4.15a.
Below, two regimes are proposed whereby gl takes either the same value regardless of
excess electron valley index, or inequivalent values, depending on the Fermi level of the
sample. These are illustrated in Fig. 4.15b. The larger cyclotron energy than valley splitting
in the band c1 leads to a staggered energy ladder of successive LLs when B > 0 [100, 102].
In the scenario A, the next available empty states which the excess electron can occupy
upon trion recombination are the n = 2 LLs in both valleys. Therefore, gl should be equal
regardless of excess electron valley index. However, in the scenario B, the n = 2 LL is
completely filled in the −K valley, but empty in +K. As such, the excess electron must
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Fig. 4.15 (a) Under a magnetic field, the conduction and valence band dispersions begin
to quantise into discrete Landau levels. In a single particle picture, valid in the conduction
band of WSe2 [100], the cyclotron energy between adjacent LLs is greater than the Zeeman
splitting. The valence band is not relevant for discussion of the excess electron involved in
trion recombination. Image from Ref. [100]. (b) Illustration of spin-valley polarised Landau
levels in the band c1 when B > 0. The density of states is quantised into LLs separated by
the cyclotron energy due to the B-field. These LLs then split into pairs due to the magnetic
moment of the band c1. εAF and ε
B
F indicate the Fermi level in two different scenarios A and
B described in the text.
occupy a LL of different n in opposite valleys. This would induce an additional PL redshift,
amounting to h̄ωe, from trion states with the excess electron in the −K valley. This picture is
simplistic and neglects Landau level broadening [103, 104], or the kinetic energy involved
in trion recombination, which are all likely to depend on temperature [105]. However, it
demonstrates how gl can take inequivalent values for different trion states, depending on the
arbitrary Fermi level in a given sample, offering another contribution to the wide ranging
trion valley splittings reported in literature. While in this work the observed global redshift
is attributed to Landau level effects in the initial and final states of trion recombination, it
is important to note that there may be an increase in trion binding energy with increasing
magnetic field strength, which would also contribute a slight redshift to the observed PL
emission with increasing |B| [106]. Both of these processes may contribute to the measured
redshift component here quantified with gl . To fully separate these possible contributions to
gl , experiments with electron density controlled samples in high magnetic fields are required,
to enter the regime of low LL filling factor, and significant binding energy modification.
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Fig. 4.16 Comparison of trion PL valley splitting E(σ+)−E(σ−) measured by two different
methods, both without taking the trion fine structure into account, as described in the text.
4.5.3 Significance of results
This investigation reveals that any measurement of the trion valley splitting when treating it as
a single resonance (without fine structure) risks a high degree of inaccuracy, as the measured
value will depend on the relative contributions of the four fine structure components, each
of which have different rates of shift, as shown in Fig. 4.12, alongside variable relative PL
intensities, as shown in Figs. 4.6 - 4.9. It cannot be excluded that the varying contributions
to the overall trion PL from the four underlying states may have influenced the measured
g-factors in an uncontrolled manner in existing published reports. To compound the problem,
typical exfoliated WSe2 monolayers exhibit trion linewidths much broader than the few meV
exchange energy separation, making it impossible to isolate the fine structure components in
all but the highest quality samples.
Temperature Peak analysis method Measured overall g-factor
4 K Peak intensity −12.8±0.2
30 K Peak intensity −12.4±0.1
4 K Centre of mass −7.04±0.04
30 K Centre of mass −5.69±0.02
Table 4.3 Summary of extracted trion PL g-factors (E(σ+)−E(σ−) = gµBB) when the trion
fine structure is not taken into account, corresponding to the data shown in Fig. 4.16.
To demonstrate how neglecting the fine structure can lead to extraction of erroneous
g-factors, the valley splitting of the total trion emission (the spectral feature comprising
unresolved singlet and triplet PL) is measured at 4 K and 30 K, by two methods commonly
77
The trion valley Zeeman effect in monolayer WSe2
used to extract a valley splitting [56]. The centre of mass method is calculated as (∑(E ×
I)n)/(∑ In), where E and I are the energy and intensity of the nth CCD pixel, whereas the
peak intensity is the energy corresponding to the pixel with the most counts per second.
The results are shown in Fig. 4.16 and Table. 4.3, and reveal two key conclusions. Firstly,
the centre of mass and peak intensity do not agree with each other at either temperature.
This strongly indicates the presence of peak substructure which is not negligible. Secondly,
none of these g-factors correspond to the values accurately extracted using multiple peak
fitting, listed in Table 4.1. This comparison demonstrates that when the trion fine structure is
neglected, the uncontrolled influences on the overall PL line shifts can lead to extraction of
valley Zeeman splittings ranging from ∼−5µBB to ∼−13µBB, all from the same sample,
and corresponding quite closely to the range of trion g-factors already reported in literature
[21, 57–59]. Therefore, only by simultaneous consideration of both singlet and triplet trions
is it possible to extract the strength of the valley splitting of the initial states, gz.
4.6 Summary
This study uncovers the complexities of the trion valley Zeeman effect in monolayer WSe2,
demonstrating that the trion energy splitting in PL does not reflect the underlying valley
Zeeman splitting of the initial state. Instead, the process of trion radiative recombination
itself modifies the emitted photon energy, via electron recoil to valley polarised conduction
band states, having the effect of enhancing the singlet-singlet splitting, and diminishing the
triplet-triplet splitting. On top of this asymmetry, the action of a third process is observed,
also associated with the electron recoil, attributed to Landau level quantization of both
initial and final states. Furthermore, the relative PL intensity of singlet and triplet trions is
found to strongly depend on temperature, such that heating a WSe2 monolayer from 4 K
to 30 K thermally populates the triplet states, allowing simultaneous measurement of the
magneto-optical response of the trion fine structure components.
Each of the four trion fine structure valley configurations are seen to display inequiva-
lent rates of field-dependent spectral shift, which is incompatible with the valley Zeeman
framework reported for neutral excitons. A true valley Zeeman splitting of (−7.9±0.1)µBB
is extracted for all trion states, which may be measured only by consideration of both singlet
and triplet trions. The deviation of this value from the known atomic orbital contribution of
∼−4µBB is attributed to a strong Berry curvature associated magnetic moment unique to
WSe2 trions. However, this true trion valley Zeeman splitting is observed to be masked by
energetic recoil processes of the additional electron, which modify the measured trion energy
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shifts in low temperature magneto-PL studies and are likely to depend heavily on external
factors such as doping level, which vary from sample to sample.
The results presented here gain critical insight into the magneto-photoluminescence
of trion fine structure in monolayer WSe2, information which will be crucial in future





Exciton valley dynamics in the strong
light-matter coupling regime
The valley Zeeman effect discussed for neutral excitons in Chapter 2 and for trions in Chap-
ter 4 offers a good degree of control over the excitonic valley states in monolayer TMDs.
However, for any appreciable changes in optical transition energy of these states, or any
appreciable suppression of inter-valley pseudospin relaxation processes, large external mag-
netic fields are required. This is highly impractical for the application of 2-D materials for
information processing, as strong magnetic fields require large amounts of power, space,
equipment, and typically are restricted to cryogenic temperatures. In this chapter, an alter-
native method of control of the exciton valley pseudospin is presented, based around the
use of photonic structures. Specifically, by incorporating monolayer TMDs inside optical
microcavities, the light-matter interaction may be enhanced to such a degree as to enter the
strong coupling regime, associated with the formation of exciton-polaritons. As is shown
in this chapter, the properties of exciton-polaritons hosted by monolayer TMDs are highly
amenable to external control via modification of the photonic structure itself.
The results presented in this chapter are already published as below:
S. Dufferwiel, T. P. Lyons, D. D. Solnyshkov, A. A. P. Trichet, F. Withers, S. Schwarz,
G. Malpuech, J. M. Smith, K. S. Novoselov, M. S. Skolnick, D. N. Krizhanovskii, A. I.
Tartakovskii, “Valley addressable polaritons in atomically thin semiconductors", Nature
Photonics 11, 497-501 (2017)
S. Dufferwiel, T. P. Lyons, D. D. Solnyshkov, A. A. P. Trichet, A. Catanzaro, F. Withers,
G. Malpuech, J. M. Smith, K. S. Novoselov, M. S. Skolnick, D. N. Krizhanovskii, A. I.
Tartakovskii, “Valley coherent exciton-polaritons in a monolayer semiconductor", Nature
Communications 9, 4797 (2018)
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5.1 Background - exciton-polaritons in 2D materials
As discussed in Chapter 2, excitons in monolayer TMDs are characterised by very large
binding energies (hundreds of meV), arising from the reduced dimensionality of the lattice,
which provides a highly anisotropic dielectric environment and associated weak screening
of the electron-hole Coulomb interaction [26, 30, 29]. They also have a very short radiative
recombination time, associated with a high oscillator strength, giving rise to strong absorption
of light at the exciton resonance energy, between 10-20% for a single monolayer, and around
2 orders of magnitude stronger than for single particle interband transitions [7, 52, 30].
Fig. 5.1 (a) Illustration of coupled oscillators with exciton and cavity frequencies ωX and ωc,
damping γx and γc, and coupling term ν . The exciton is represented by dielectric polarisation
P in the monolayer, while the cavity is represented by the E-field E. (b) Schematic of a
microcavity with an exciton and cavity photon coupled by ν . Here, γx represents non-radiative
decay of the exciton, and γc represents tunnelling of the photon through one of the cavity
mirrors.
The strong oscillator strength of monolayer TMDs becomes highly advantageous when
they are embedded inside an optical microcavity with the aim of enhancing the light-matter
interaction. In a cavity of sufficiently high quality factor, which confines photons around
the TMD exciton absorption resonance, a cyclical transfer of energy can occur between the
exciton and cavity mode, corresponding to repeated absorption and re-emission of a cavity
photon by the exciton. This recurrent light-matter interaction is well described by a classical
coupled oscillator model (Fig. 5.1a) where the electric field of the cavity mode, E, and the
dielectric polarisation, P, of the TMD monolayer represent the two oscillators, of uncoupled
frequencies ωc and ωx, respectively, with a coupling term ν between them. The system may








= (ωx − iγx)P+νE
(5.1)
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where γx and γc are the damping terms of the oscillators, corresponding in real terms to
the linewidths of the exciton absorption and cavity mode, respectively [30]. This can be
understood as the exciton experiencing radiative damping as energy is lost to a photon.
Fig. 5.1b shows how the model applies to a real microcavity, in which ν is the light-matter
coupling strength, γc the photon losses through the mirrors (caused by non-unity reflectivity),
and γx is non-radiative decay of the exciton state, for example via scattering to a dark state.
Describing the polarisation and E-field as harmonic oscillators, i.e. P,E ∝ e−iωt , and solving
Eqs. 5.1 gives the quadratic equation
(ω −ωx + iγx)(ω −ωc + iγc) = ν2 (5.2)
the two roots of which are the eigenfrequencies ω± of the coupled oscillator system [30]. The
core definition of the strong light-matter coupling regime occurs at the resonance condition
ωc = ωx ≡ ω0, in which case the eigenfrequencies are





4ν2 − (γx − γc)2
2
(5.3)
from which it is clear that the final term becomes imaginary if 2ν < |γx − γc|, in which case
the oscillators are said to be weakly coupled, and their respective frequencies meet at ω0.
However, if 2ν > |γx − γc|, the oscillators enter the strong coupling regime, whereby the
last term is real, and modifies the energy spectrum of the system by opening a gap between
the two eigenfrequencies ω± [30, 107]. This creates a characteristic anticrossing allowing
definition of higher and lower energy eigenmodes called upper and lower polariton branches,
which are a signature of strong coupling and denote exciton-polariton formation, rather than
simply Purcell enhancement of an exciton state. The energy separation at exciton-cavity
resonance is given by the Rabi splitting h̄ΩR =
√
4ν2 − (γx − γc)2 (here ΩR is the Rabi
frequency), which may be measured experimentally to determine the coupling strength of
a given system. In reality, the polariton branch linewidths may be comparable to the Rabi
splitting, and so they may be spectrally unresolved, making it difficult to determine if the
system is in the strong or weak coupling regimes.
The coupling term ν depends on the physical characteristics of the microcavity (such
as quality factor and mode volume) and on the exciton oscillator strength, related to the
radiative decay rate. The losses depend on disorder and phonon interactions in the monolayer,
which leads to scattering of excitons and non-radiative decay, while the photonic damping
depends on the reflectivity of the cavity mirrors and stability of the system [30].
Strong coupling between TMD excitons and microcavity modes has successfully been
realised over recent years in a variety of materials and cavity geometries [108–110, 37], but of
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Fig. 5.2 (a) Unambiguous early demonstration in photoluminescence of strong light-matter
coupling in monolayer MoSe2 embedded in a tunable zero dimensional microcavity. In-
creasing piezo voltage corresponds to reduction of cavity length. This tunes the cavity
mode through resonance with the neutral exciton X0, where a clear anticrossing is visible,
indicating strong coupling. The brightening of the mode when in resonance with the trion X−
corresponds to weak coupling and associated Purcell enhancement. (b) Fit of the polariton
mode spectral peak positions to a coupled oscillator model, from which the Rabi splitting
20 meV is extracted. (c) PL spectrum of the polariton states at exciton-photon resonance.
The lindwiths are much smaller than the Rabi splitting, making the polariton formation
unambiguous. All subfigures from Ref. [107].
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particular note is the demonstration of polariton formation in zero dimensional hemispherical
microcavities of the type introduced in Section 3.3 [107]. In this work, a monolayer of MoSe2
encapsulated in hBN was embedded inside a microcavity of high reflectivity paired dielectric
distributed Bragg reflectors (DBRs), one of which is hemispherical, leading to confinement
of the photonic mode in all directions. The tunable cavity length allowed control of the
0D cavity mode energy, which was passed through resonance with the exciton transition
in MoSe2. At resonance, a clear anticrossing was observed between the exciton and cavity
mode, defining upper and lower polariton branches unambiguously, and confirming the
strong-light matter coupling regime [107]. The Rabi splitting was measured to be ∼ 20
meV, much larger than the polariton linewidths of a few meV, and also much larger than
typical Rabi splitting displayed by exciton-polaritons in III-V semiconductor quantum well
microcavities of ∼ 3−4 meV, reflecting the giant discrepancy in oscillator strength [111].
The study of TMD excitons in the strong light-matter coupling regime represents the
combination of two rich fields of research. In polariton systems in other materials, such as
III-V semiconductor quantum wells, a wealth of nonlinear effects have been observed, such
as Bose-Einstein condensation [112], superfluidity [113], soliton propagation [114], and
novel topological phases [115]. There are many advantages inherent to monolayer TMDs
for the study of polaritons, notably the large binding energy allowing room temperature
strong coupling, the relative ease of electrical injection, opening the possibility of electrically
pumped polariton lasers, and the ability for spatial propagation of polaritons, either for
non-trivial topological diffusion patterns or towards polaritonic circuit elements. In particular,
polariton systems are highly promising in the study of novel spin textures, for instance
with demonstrations of controllable ferromagnetic type spin interactions between adjacent
spatially localised polariton condensates [116]. However, in line with the topic of this thesis,
it is the exciton valley pseudospin, unique to TMDs, which will be this chapter’s focus of
investigation in the strong light-matter coupling regime.
5.2 Monolayer films of MoSe2 and WSe2 on distributed
Bragg reflectors
To study TMDs in the strong light-matter coupling regime, they must be incorporated into
optical microcavities. The results presented in this chapter are from one sample consisting
of monolayer MoSe2 on thin (3-4 nm) hBN on a DBR, and from another consisting of a
single WSe2 monolayer viscoelastically stamped onto a DBR, without hBN. The use of hBN
has advantages for exciton linewidth and reduced sample disorder, nominally leading to
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larger Rabi splitting, but unavoidably comes with the disadvantage of shifting the active layer
slightly away from the antinode of the electric field, located on the surface of the planar DBR,
which reduces the Rabi splitting. A description of the DBR substrates, the microcavities, and
the sample fabrication techniques used in the experiments in this chapter can be found in
Chapter 3 - methods.
A striking consequence of the coupled spin and valley regime described in detail in
Chapter 2 is the optical selection rules which apply to interband transitions in the K and
K’ valleys, where the direct band gap is found. Here, light of σ+ or σ - helicity is tied to
transitions in the K and K’ valleys, respectively. As such, it becomes possible to optically
initialise the excitonic population in one valley or the other simply by optically pumping a
sample with a given circular polarisation. Likewise, it is possible to measure the imbalance
between valley exciton populations by collecting light of σ+ and σ - polarisation, and com-
paring their intensities [19]. A crucial equation, introduced as Eq. 2.9, is the polarisation
degree, ρ = (Ico − Icross)/(Ico + Icross) where Ico (Icross) is the intensity of emission of light
co-polarised (cross-polarised) to the excitation beam. This applies to either circularly or
linearly polarised light, whereby it serves as a measure of retention of valley polarisation or
coherence, respectively. For the most part, this chapter explores how the polarisation degree
of excitonic states in monolayer TMDs may be modified or otherwise controlled when the
excitons strongly couple to photonic modes in a microcavity.
Therefore, before incorporating MoSe2 and WSe2 monolayers into microcavities, they
are characterised using polarisation resolved photoluminescence (PL), to give insight into
their exciton valley dynamics, and to consequently enable direct comparison to the cavity-
modified valley dynamics in the polariton states. Spectroscopy of the bare flakes, which rest
on planar DBR substrates, is enabled by moving the top hemispherical mirror out of the
optical path inside the cryostat using piezo nanopositioners, allowing direct optical access to
the monolayers.
5.2.1 Anomalous valley polarisation of monolayer MoSe2
While it is inefficient for a single charge carrier to scatter between valleys, due to the large
valley contrasting spin splitting and overall momentum difference involved, the measured
polarisation degree of TMD monolayers under non-resonant circularly polarised optical
excitation is not unity [13, 11, 117–119]. This is because the optical properties of TMD
monolayers are dominated by excitons, rather than individual carriers. Excitons, unlike lone
carriers, may effectively flip their valley pseudospin via the long range electron-hole exchange
interaction, aided by the presence of disorder potentials over the monolayer crystal, as
discussed in Chapter 2 [120, 43, 121, 44]. While this does act as a limiting factor, polarisation
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Fig. 5.3 Circular polarisation resolved PL spectra from monolayer (a) MoSe2 and (b) WSe2,
under σ+ polarised non-resonant continuous wave laser excitation. Neutral (X0) and neg-
atively charged (X−) excitonic species are labelled. While WSe2 displays strong valley
polarisation ∼ 50%, MoSe2 does not.
resolved PL studies of MoS2, WS2, and WSe2 nevertheless report high polarisation degrees,
of up to 90%, 40%, and 60%, respectively [13, 122, 118, 48, 123, 124, 11, 117]. MoSe2,
however, does not follow the pattern of these other TMDs, with polarisation degrees of
< 5% typically reported [125, 57, 50, 55]. Fig. 5.3 shows circular polarisation resolved
photoluminescence spectra from monolayer MoSe2 and WSe2 under continuous wave σ+
polarised laser excitation at 1.946 eV and 4.2 K. While in WSe2 there is a large intensity
difference between co-polarised and cross-polarised emission, in MoSe2 the emission from
opposite valleys is almost of equal intensity. It is not possible to identify the cause of the
anomalously low polarisation degree of MoSe2 from these steady state PL measurements
alone. It may be related to inefficiencies in the optical valley initialisation, or it may arise
from extremely rapid valley depolarisation. Whatever the origin, this poor retention of
valley polarisation remains a vital barrier to the exploitation of MoSe2 in future information
processing valleytronic applications.
5.2.2 Control of exciton valley coherence in monolayer WSe2
Although monolayer WSe2 can display degrees of circular polarisation up to several tens
of percent in the excitonic photoluminescence [124, 57, 56], it has also been reported to
display a non-zero linear polarisation degree in the neutral exciton emission. In this case,
optical pumping with a linearly polarised laser leads to linearly polarised emission, with
polarisation axis parallel to the laser polarisation plane (Fig. 5.4a). This is indicative of
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Fig. 5.4 (a) Linear polarisation resolved PL from a WSe2 monolayer, under linearly polarised
laser excitation in the vertical ("V") plane. The neutral exciton peak preferentially emits in
vertical over horizontal ("H") polarisation, indicating retention of injected valley coherence.
(b) Bloch sphere representation of the valley pseudospin vector. Valley polarised states
(|K⟩ and |K′⟩) lie on the poles of the sphere while valley coherence is represented by a
Bloch vector lying on the equator. The application of a perpendicular magnetic field leads
to precession of the pseudospin vector around the equator due to the valley Zeeman effect,
rotating through an angle 2θ .
an optically induced effect, rather than the linearly polarised emission arising from some
crystalline anisotropy. No retention of linear polarisation is observed in MoSe2, as may be
expected considering the lack of valley polarisation.
In a Bloch sphere representation of the exciton valley pseudospin, as shown in Fig. 5.4b,
the Bloch vector pointing to the north pole corresponds to the K valley state, while pointing
to the south pole corresponds to the K’ valley state, and pointing to a position on the
equator denotes a coherent superposition state between both valleys. As such, pumping
a monolayer with linearly polarised light, which is a linear combination of σ+ and σ−
polarisations, prepares excitons in a coherent linear superposition of K and K’ valley states as
|X⟩= 1√
2
(|K⟩+ |K′⟩) [118, 49, 48, 126, 53, 54, 127]. However, the lifetime of such exciton
valley coherence has been estimated to be a few hundred femtoseconds, limiting the degree to
which the valley pseudospin may be coherently controlled [49, 53, 54, 127]. A short lifetime
is consistent with the reports of valley coherence only manifesting in the neutral exciton PL,
as it is likely to be the only emitting state in WSe2 with a short enough radiative lifetime to
retain any of the injected coherence in the emission.
The linear polarisation degree of the exciton peak in Fig. 5.4a is 23%. In the spectra,
vertically linearly polarised (V) emission corresponds to coherent emission from the exciton
population, while horizontally linearly polarised (H) emission is in reality unpolarised
incoherent background emission, which may only be measured in the H-basis to filter out
the V-component. This is distinct from the case of valley polarisation, where opposite
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circular polarisations correspond to well defined pseudospin vectors pointing to the poles,
and the circular polarisation degree gives a measure of intervalley relaxation. Here, the linear
polarisation degree given by V and H intensities under V illumination indicates the degree
of valley coherence remaining upon radiative recombination, relative to incoherent exciton
emission with no defined Bloch vector [53].
Much as with valley depolarisation, valley decoherence arises from the long range
electron-hole Coulomb interaction, aided by momentum scattering on disorder, which ran-
domises the pseudospin vector orientation within the exciton population such that the overall
coherence is lost, as discussed in Chapter 2 [128, 45, 44, 121]. While in principle electrons
and holes are free of this particular dephasing process, and may hold longer valley coherence
times, they suffer from a lack of optical control, along with a tendency to efficiently form
excitons and trions, which inevitably leads back to the fast dephasing problem [129, 130].
Fig. 5.5 (a) Valley Zeeman splitting of the neutral exciton in monolayer WSe2. The extracted
g-factor is −4.1. (b) Intensity of neutral exciton emission as a function of linear polarisation
detection angle. The black arrow indicates laser polarisation at 0◦ (termed "vertical").
Applying a magnetic field rotates the polarisation of emission. The fit corresponds to Eq. 5.7.
(c) Extracted rotation angle of emission as a function of B-field strength. Errorbars arise
from error in fitting polar data in (b) at each value of B-field. The fit corresponds to Eq. 5.5.
As discussed in Section 2.3.3 and Chapter 4, the application of a magnetic field B
perpendicular to a monolayer TMD lifts the degeneracy between exciton valley states via the
valley Zeeman effect, where the energy splitting is given by the excitonic Larmor frequency
ΩB as h̄ΩB = gµBB, where g is the g-factor and µB the Bohr magneton [21, 56]. Fig. 5.5a
shows the valley Zeeman splitting of the exciton in WSe2. The measured g-factor is −4.1, in
excellent agreement with the expected value [56, 21, 57].
Introducing an energy separation between the valley states on the poles of the pseudospin
Bloch sphere causes a precession of the pseudospin vector around the equator, constituting a
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change in relative phase between the superposition of |K⟩ and |K′⟩ (Fig. 5.4b) [49, 54]. The
time evolution of the superposition is given by
|X⟩= 1√
2
(|K⟩e−iΩBt/2 + |K′⟩eiΩBt/2) (5.4)
which leads to rotation of the vector around the equator by an angle
2θ = arctan(ΩBT ∗2 ) (5.5)
where the characteristic time T ∗2 is defined as
1/T ∗2 = 1/T1 +1/T2 (5.6)
where T1 is the state lifetime, quantifying population decay, and T2 is the valley coherence
time [49, 54].
In real terms, precession of the pseudospin vector around the equator by an angle 2θ
leads to a rotation of the plane of linearly polarised photoluminescence by an angle θ from
the laser [49]. Therefore, the final state of the pseudospin vector after manipulation by
a magnetic field can be read-out optically, by measuring the angle between the laser and
PL linear polarisation axes [49, 54]. The linear polarisation axis of the PL is measured by
acquiring spectra as a function of rotation angle φ of a half-waveplate placed in front of a
linear polariser. φ = 0◦ corresponds to vertical-polarisation, matching the laser. As such,
when B= 0, the maximum intensity of the exciton PL is detected at φ = 0◦. Any field induced
rotation leads to a maximum intensity when 2φ = θ . This is shown in Fig. 5.5b, where a
clear rotation of the linearly polarised neutral exciton PL can be seen when fields of B =±8
T are applied. The polarisation rotation angle θ may be extracted by fitting the polar intensity
data to
r(φ) = A0 +A1 cos(2φ −θ) (5.7)
allowing θ to be plotted against B, as shown in Fig. 5.5c. This data is fitted to Eq. 5.5 to
extract T ∗2 = (0.52±0.05) ps. Given the exciton lifetime is expected to be a few ps in WSe2
[131, 47], this suggests a sub-ps valley coherence time, in agreement with previous reports
[53, 49, 54]. In one instance the exciton lifetime has been measured as 1.8 ps, which suggests
a coherence time of ∼ 0.7 ps for this sample.
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5.3 Strong exciton-photon coupling in TMD monolayers
5.3.1 Exciton-polaritons in WSe2
Fig. 5.6 (a) Colourmap of cavity photoluminescence spectra as a function of detuning
∆ = Ec −Ex. A clear anticrossing can be seen in the ground state LG00 cavity mode. Higher
order modes also couple to the exciton, but these are neglected in the results. (b) Peak
energies extracted from the data shown in (a) fitted to the eigenstates of the 2-level exciton-
photon coupling Hamiltonian, plotted as a function of detuning, revealing a Rabi splitting of
(19.5±0.1) meV.
By introducing a concave top DBR into the optical path above the WSe2 monolayer
on a planar DBR, and bringing the DBR separation to ∼ 2.5 µm, the exciton state in the
monolayer is observed to strongly couple to the confined photonic field within the newly
formed microcavity. Full details of the hemispherical microcavity geometry and laboratory
implementation are given in Section 3.3. By decreasing the cavity length, the energy of
the zero-dimensional ground state Laguerre-Gaussian LG00 mode may be tuned through
resonance with the neutral exciton, allowing observation of splitting of the mode into two
eigenstates known as lower and upper polariton branches (LPB, UPB). Fig. 5.6a shows a
photoluminescence colourmap of the cavity spectra as a function of detuning ∆ = Ep −Ex,
where Ep and Ex are the uncoupled photon and exciton energies, respectively. See Section
3.3.4 for a description of fitting cavity data to a detuning scale. Moving from left to right
corresponds to decreasing cavity length, and increasing mode energy. A clear anticrossing
is visible, defined by a splitting of the LG00 mode as it passes through resonance with the
neutral exciton energy. Fig. 5.6b shows the peak energies of the lower and upper polariton
branches fitted to the eigenstates of the exciton-photon coupling Hamiltonian:
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where Ep is a function of piezo voltage (i.e. cavity length), and gxp is the exciton photon
coupling strength, equal to half the Rabi splitting, gxp = h̄ΩR/2. By fitting the spectral
polariton branches to the eigenstates of this Hamiltonian, as described in detail in Section
3.3.4, the Rabi splitting may be extracted, and in this sample it is h̄ΩR = (19.5±0.1) meV,
significantly larger than the polariton branch linewidths, and therefore unambiguous evidence
of exciton-polariton formation with monolayer WSe2.
5.3.2 Exciton-trion-polaritons in MoSe2
The same experiment described above for WSe2 is next repeated with MoSe2, by creating
a zero-dimensional microcavity around the monolayer and measuring the upper and lower
polariton dispersions by decreasing the cavity length. The resulting photoluminescence
colourmap is shown in Fig. 5.7a. As with WSe2, a very clear anticrossing is visible as
the LG00 mode tunes through resonance with the neutral exciton absorption at 1.667 eV,
indicating exciton-polariton formation.
However, the situation differs from WSe2 in that the lower branch is observed to interact
with the trion state in MoSe2, ∼ 30 meV below the neutral exciton. Upon closer inspection
of the trion-cavity resonance region, the mode can be seen to contain two polariton branches
separated by a small anticrossing. Fig. 5.7b shows multiple peak fitting of the mode as it
passes through trion-cavity resonance, indicating the presence of two polariton eigenstates,
defined as the lower and middle polariton branches (LPB, MPB), indicating that the MoSe2
exciton and trion form a strongly coupled three level system with the cavity mode.
Consequently, the two level coupled oscillator model is no longer applicable to the case
of MoSe2, and the exciton-photon coupling Hamiltonian presented above is modified to
incorporate an additional strongly coupled trion state:Ex 0 gxp0 Et gt p
gxp gt p Ep(V )

where the uncoupled exciton and trion energies Ex and Et are constant, and the uncoupled
photon energy remains a function of cavity length, as previously. The additional term
gt p describes the trion-photon coupling strength. In this case, the Hamiltonian has three
eigenvalues corresponding to the dispersions of L,M,UPB, with the three corresponding
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Fig. 5.7 (a) Colourmap of cavity photoluminescence spectra plotted against detuning. The
ground state cavity mode (LG00) first couples to the trion then the exciton. The much larger
Rabi splitting at the exciton resonance reflects the larger oscillator strength than the trion. (b)
Series of spectra when tuning through resonance with the trion, fitting the emission two two
polariton branches at each stage. (c) Peak energies from (a) and (b) fitted to eigenstates of
a three level strongly coupled Hamiltonian, defining the lower, middle and upper polariton
branches. The exciton and trion Rabi splittings are (15.2± 0.1) meV (1.3± 0.1) meV
respectively.
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eigenvectors giving the Hopfield coefficients (exciton, trion, photon fractions) of each branch.
Fig. 5.7c shows the polariton dispersions described by the 3x3 matrix above after fitting to
the cavity data shown in Fig. 5.7a. From this fitting, the exciton-photon coupling strength is
2gxp = (15.2±0.1) meV and the trion-photon coupling strength is 2gt p = (1.3±0.1) meV.
Fig. 5.8 Waterfall plot of cavity spectra as the LG00 mode is tuned through resonance with the
trion state in monolayer MoSe2. The red lines indicate uncoupled trion and cavity energies.
A clear mode splitting is seen corresponding to trion-polariton formation. The Rabi splitting
is 5 meV. Note: this data is from an additional sample.
Although the trion-photon coupling strength is relatively low in this sample, repeat
measurements on an additional sample reveal a far clearer trion-cavity anticrossing, as shown
in Fig. 5.8. In this additional sample, the trion-photon coupling strength is 5 meV. The reason
for the much lower coupling strength than the neutral exciton is that the trion oscillator
strength is fundamentally lower, as an electron-hole pair must bind an extra electron to form
a trion, slowing down the absorption process.
In this three-level system, the simple mixing between exciton and photon fractions which
occurs in the UPB and LPB of a two-level system becomes more complicated, with mixing
between three characters to consider within each branch, with the introduction of the trion
Hopfield coefficient κ(i)t (V ), where
(κ
(i)





p (V ))2 = 1, i = L,M,U (5.8)
represent the excitonic, trionic, and photonic fractions of each branch, respectively. By fitting
the cavity data to the exciton-trion-photon coupling Hamiltonian eigenstates, as shown in
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Fig. 5.7c, the associated eigenevectors can be calculated, giving the Hopfield coefficients.
These are plotted as a function of detuning in Fig. 5.9, where it can be seen that the LPB
moves from photonic to trionic, while the MPB goes from trionic, to photonic, to excitonic,
while the UPB behaves much as in the two-level case, with inverse exciton and photon
fractions crossing at 0.5 at zero detuning.
Fig. 5.9 Calculated Hopfield coefficients for the MoSe2 (a) lower, (b) middle and (c) upper po-
lariton branches. The excitonic, trionic, and photonic fractions of each branch are represented
by x, t, and p, respectively. The Hopfield coefficients are calculated from the eigenvectors of
the three-level Hamiltonian, based on the fitted cavity spectra shown in Fig. 5.7c.
5.4 Valley addressable exciton-polaritons
Performing polarisation resolved microcavity photoluminescence measurements reveals
information about the valley pseudospin of the polaritons, which may be directly compared
to the bare flake measurements shown in Section 5.2, to infer details about how the strong
coupling regime modifies the valley relaxation and decoherence processes. Of particular
interest are the polariton valley polarisation dynamics in MoSe2, considering that the bare
flake retains no valley polarisation in emission (Fig. 5.3a), and the valley coherence of WSe2,
which manifests strongly in the neutral exciton of the bare flake (Fig. 5.4a).
5.4.1 Valley polarised polaritons in MoSe2 and WSe2
Fig. 5.10 shows a series of MoSe2 polariton photoluminescence spectra at various piezo
voltages, with the first six panels corresponding to tuning through the trion resonance
and the lower six panels tuning through the neutral exciton resonance. The spectra are
polarisation resolved in either σ+ or σ− circular polarisation, taken under laser excitation
in σ+ polarisation. As can be seen, the σ+ intensity exceeds σ− in almost every polariton
emission peak, indicating a non-zero degree of circular polarisation and associated retention
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Fig. 5.10 A series of polariton spectra from MoSe2 embedded in a zero-dimensional optical
microcavity. The laser is σ+ circularly polarised, and the PL detection is in σ+ and σ−
polarisation, indicating a clear optically injected valley population imbalance surviving
beyond the radiative limit. The upper six panels correspond to tuning the cavity mode
through resonance with the trion state, while the lower six panels go through the exciton state.
Additional non-labelled peaks are higher order modes, visible in the colourmap in Fig. 5.7a.
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of optically injected valley polarisation, exceeding the negligible polarisation degree of the
bare monolayer (Fig. 5.3a).
Fig. 5.11 Degree of circular polarisation under σ+ polarised excitation of MoSe2 exciton-
polariton lower, middle and upper branches, as a function of detuning. The vertical dotted
and dashed lines indicate resonance between the cavity mode and the trion and exciton,
respectively.
Significantly in Fig. 5.10, the polarisation degree appears to display a complicated
dependence on cavity length. To investigate this further, the polarisation degree of each
branch is calculated as a function of detuning, by fitting the polarisation resolved polariton
spectra at each increment of piezo voltage to Lorentzian functions and applying the equation
ρ = (Ico − Icross)/(Ico + Icross). The result is shown in Fig. 5.11, where indeed a complex
detuning dependence is revealed. As can be seen, the polarisation degree of the LPB rises
from negligible values at very strong negative detuning, reaching a maximum > 10% when
resonant with the trion. The MPB similarly rises to a maximum approaching 20% at the trion
energy, before decreasing and then regaining polarisation when approaching resonance with
the exciton. At positive detuning the polarisation degree decreases. On the other hand, the
UPB displays an almost linear increase in polarisation degree as a function of increasing
positive detuning, quite dissimilar to the L/MPB response.
The same experiment can be performed for WSe2, by measuring the polariton PL in a
circular polarisation resolved basis and extracting the polarisation degree as a function of
photon-exciton detuning. Unlike MoSe2, WSe2 already does retain strong valley polarisation
in the bare flake, as shown in Fig. 5.12a, where the polarisation degree of the exciton peak
is ∼ 40%. In the strong coupling regime, the polariton states also display robust valley
coherence, ranging from approximately 25% to 50% depending on the detuning, as shown in
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Fig. 5.12 (a) Circular polarisation resolved photoluminescence spectra from a bare WSe2
monolayer, under σ+ polarised excitation. (b) Circular polarisation degree of polariton
branches from the same monolayer as in (a) embedded in a microcavity, as a function of
detuning.
Fig. 5.12b. As no strong coupling with the trion state is observed in WSe2, there are only
two polariton branches, consistent with the two-level coupled oscillator model.
5.4.2 Valley coherent polaritons in WSe2
Performing polarisation resolved microcavity spectroscopy in a linear, rather than circular,
polarisation basis allows measurement of the degree of valley coherence of exciton polaritons.
Section 5.2.2. detailed the retention of optically injected valley coherence in the neutral
exciton state of monolayer WSe2. Any retention of linear polarisation in WSe2 exciton-
polaritons in therefore indicative of valley coherent polaritons, which are superpositions of
exciton valley states, themselves in further superposition between light and matter.
For this experiment, the cavity length is incrementally reduced while WSe2 polariton
photoluminescence spectra are recorded either co-polarised or cross-polarised to the vertically
linearly polarised laser (0◦ on a polar plot such as that shown in Fig. 5.5b). A selection
of spectra are presented in Fig. 5.13 for tuning of the cavity mode through resonance with
the exciton, where retention of linear polarisation can be seen to varying degrees in the
emission. From these spectra, the linear polarisation degree can be measured as a function of
detuning, by fitting polariton peaks to Lorentzian functions to extract their intensities. The
result is shown in Fig. 5.14, where both branches are observed to increase their polarisation
degree as the cavity moves from negative to positive detuning. Strikingly, the degree of linear
polarisation reaches 40%, almost double the value of the neutral exciton peak in the bare
flake (23%), indicating robust valley coherence within the exciton-polariton population.
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Fig. 5.13 A selection of WSe2 exciton-polariton photoluminescence spectra taken as the
cavity mode is tuned through resonance with the neutral exciton state. The laser is linearly
polarised in the vertical (V) plane, and PL is detected in either the vertical or horizontal (H)
plane. Brighter vertical emission is indicative of valley coherence in the polariton states.
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Fig. 5.14 Extracted linear polarisation degree of the LPB and UPB as a function of exciton-
cavity detuning. Both branches display an increasing polarisation degree with the cavity
moving to positive detuning. The maximum of 40% far exceeds the bare flake value of 23%.
Fig. 5.15 Detection polarisation angle resolved intensity of linearly polarised polariton
emission form the LPB and UPB, all taken at zero detuning. The maximum radius of the
data indicates the angle of linear polarisation of emission. The black arrows indicate the laser
linear polarisation angle. As the laser is rotated, the emission follows suit, pointing to valley
coherence as the origin of the polarisation.
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To confirm that the origin of the linear polarisation of polariton emission is indeed valley
coherence, rather than an artefact such as a structural effect of the microcavity geometry, the
angle of linear polarisation of emission is measured for three inequivalent laser polarisation
angles. Here, the laser is first vertically linearly polarised, then rotated 45◦ to diagonal
orientation, and finally another 45◦ to horizontal polarisation. In each case, the linear
polarisation plane of the LPB and UPB emission is measured at zero exciton-cavity detuning,
by rotating a half wave plate through 180◦ in front of a linear polariser in the detection path
of the optical system. The results are shown in Fig. 5.15, where the polar intensity profiles
of both the LPB and UPB correspond exactly to the laser polarisation in each case. This is
conclusive evidence of the origin of the polarised emission being optically generated valley
coherence.
5.4.3 Coherent manipulation of polariton valley pseudospin
Fig. 5.16 (a,b) Intensity of LPB and UPB PL as a function of detection polariser angle at
B = 8 T and a detuning of (a) ∆ =−7.5 meV and (b) +17.5 meV. Black arrows indicate laser
linear polarisation. The rotation of the polarisation of emission indicates coherent control of
the pseudospin. (b) Extracted linear polarisation rotation angle as a function of detuning for
both polariton branches in WSe2.
To demonstrate control of the valley coherent polariton population, a magnetic field
is applied in the Faraday geometry (perpendicular to the DBRs), to repeat the bare flake
experiment from Section 5.2.2 now in the strong coupling regime. Fig. 5.16a and b show
the polariton PL as a function of detection angle under vertically linearly polarised laser
excitation and at exciton-photon detunings of −7.5 meV and +17.5 meV, respectively, for
an applied magnetic field of B = 8 T. These plots are measured in the same way as those
shown in Fig. 5.15, by the rotation of a half waveplate through 180◦ before a linear polariser
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in the detection path. However, the plots in Fig. 5.15 are measured at zero detuning and zero
B-field, unlike here, where any rotation of the polarisation plane of emission relative to the
laser indicates coherent manipulation of the pseudospin vector [49, 54].
It is clear from the plots that the induced rotation of the LPB is much larger than that of the
UPB at both positive and negative detuning. Furthermore, the rotation of each state appears
weaker in the +17.5 meV plot than the −7.5 meV plot. To measure the full dependence,
a series of polar plots such as these were acquired at several increments of photon-exciton
detuning, all at a fixed field of B = +8 T applied over the microcavity. Fitting each polar
plot to Eq. 5.7 allows the linear polarisation rotation angle to be extracted as a function
of detuning for both branches, with the overall detuning dependence shown in Fig. 5.16c.
Here, a general trend of decreasing rotation angle with increasing detuning is observed for
both polariton branches. Significantly, the LPB rotation approaches 50◦ at −10 meV, almost
double the angle achievable in the bare exciton at an equivalent field strength (Fig. 5.5).
Fig. 5.17 (a) Emission angle of linearly polarised LPB photoluminescence under vertically
(0◦) linearly polarised excitation as a function of detuning, at B = 0 T. (b-d) Detection angle
dependent intensity of LPB PL at (b) −41 meV (c) −29 meV and (d) +8 meV exciton-photon
detuning, under vertically linearly polarised excitation. Data points corresponding to each
polar plot are labelled on (a).
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At detunings more strongly negative than −10 meV, the influence of lower energy emitters
in WSe2 begin to interfere with the detected angle of LPB linearly polarised emission. The
linear polarisation resolved bare flake PL spectrum shown in Fig. 5.4a shows a very small
cross-polarisation of emission from all states below the neutral exciton. The origin of this
orthogonal polarisation remains unclear, but the effect is very small (< 3% linear polarisation
degree). As such, in the absence of applied fields, at strong negative detuning ∼−40 meV, a
measurement of the linear polarisation plane of LPB emission reveals an apparent angle of
90◦. This is not attributed to coherent manipulation of the pseudospin vector, but rather the
LPB reflecting the intrinsic polarisation orientation of the underlying states with which it
is quasi-resonant. As the detuning becomes less negative and the LPB more excitonic, the
apparent angle of LPB emission rotates, until it settles at 0◦ to match the laser polarisation,
as expected. As such, the influence of lower energy states in WSe2 masks the coherent
manipulation of the LPB at detunings more negative then −10 meV, and so this is taken as a
lower bound in Fig. 5.16c.
5.5 Cavity modified pseudospin relaxation dynamics
This section seeks to develop an understanding of the circular and linear polarisation degrees
as functions of detuning shown in Figs. 5.11 and 5.14. The general situation is the same for
both valley polarisation and valley coherence, and applies to both MoSe2 and WSe2. Here,
100% valley polarisation or coherence is injected by the laser at 1.946 eV, according to the
laser polarisation. When probing valley polarisation, the laser is σ+ polarised, preparing the
valley pseudospin vector at the North pole of the Bloch sphere, while in the case of valley
coherence, the linearly polarised laser will direct the pseudospin vector onto the equator, at
an azimuthal angle given by the plane of the laser linear polarisation. The exciton ensemble
then relaxes down the parabolic dispersion, eventually populating the polariton states which
occupy the light cone at low wavevector, |k|= ωx/c, before eventually decaying radiatively
by escape of a photon from the cavity [30].
As introduced in Section 2.3.1, coupling between |K⟩ and |K′⟩ valley excitons via the
long range electron-hole exchange interaction causes the exciton dispersion to split into
components with dipole moment parallel (longitudinal) and perpendicular (transverse) to the
in-plane wavevector. This LT-splitting is linearly proportional to the k-vector, and gives rise
to an effective valley-orbit coupling which may be treated as an effective magnetic field about
which the exciton valley pseudospin precesses, with field strength and orientation determined
by the k-vector [44, 45, 121, 43, 132]. Scattering of the excitons due to disorder creates a
randomly varying field which leads to random valley pseudospin precession and associated
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decoherence, where the precession is stronger at larger wavevector [49, 53, 54, 127]. This
combination of momentum scattering and LT-splitting induced precession is known as the
Maialle-Silva-Sham mechanism, and results in loss of definition of the valley pseudospin
vector over the ensemble of particles in the momentum-dark high wavevector regions of the
dispersion, termed the exciton reservoir, as excitons must wait in these states until scattering
into the light cone to couple to photons [30].
5.5.1 Valley depolarisation in a three level strongly coupled system
Fig. 5.18 (a) Diagram of the energy relaxation and momentum scattering processes in strongly
coupled MoSe2. Excitons relax down their LT-split dispersion, and populate the polariton
branches with characteristic rates derived in the text. Inset shows the orientation of the
effective magnetic field arising from the LT-splitting, which acts on the valley pseudospin.
The energies of the polariton states correspond to zero exciton-photon detuning. The zero-
dimensional cavity restricts the polariton states to small k-vectors, protecting them from
the effective depolarising field. While it may be the case that polariton states are directly
populated from the trion dispersion, this is not assumed to be dominant considering the much
weaker trion-photon coupling observed in Fig. 5.7. (b) Reproduction of the experimental
data shown in Fig. 5.11 using the model of coupled rate equations presented in the text, with
paramters listed in Table. 5.1.
To understand the complex detuning dependence of circular polarisation degree shown in
Fig. 5.11, a dynamical model incorporating state lifetimes and scattering rates was developed
by collaborators at the Institut Pascal, Clermont Auvergne, France, with the end goal to
reproduce the data shown in Fig. 5.11. In general, the pseudospin depolarisation in MoSe2
may be modelled as scattering between opposite valley populations of exciton and exciton-
polaritons. To begin, Boltzmann equations describing the ±K valley populations ni± of
polaritons in each branch i are given as
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, i = 2,3,4 (5.9)
where nx± are the exciton reservoir ±K valley populations, Wi are the scattering rates from the
reservoir into each polariton branch i, τi is the polariton state lifetime, τi± is the polariton state
valley relaxation time, and i = 2,3,4 denotes LPB, MPB, UPB. In the above equation, the
first term describes valley dependent population of each branch from the reservoir, the second
term describes losses due to radiative decay of the polariton states by photons escaping
the cavity, or non-radiative decay via the excitonic fraction, and the third term describes














where P+ indicates population of the K valley reservoir from the σ+ polarised pump (as is
used to acquire the data in Fig. 5.11), the second term describes non-radiative decay of the
excitons, the third term is scattering to each polariton branch, and the final term describes
intervalley relaxation. As such, the −K valley reservoir is only populated by scattering of
+K valley excitons. By solving these coupled rate equations in the steady state, the circular


















Next, the scattering rates Wi must be derived. Here, a crucial distinction must be made
between polariton states at higher and lower energy than the bottom of the exciton dispersion.
To populate lower states (the LPB and MPB), the rates W2,3 describe energy relaxation of
excitons from the bottom of the reservoir down into the branches. However, for the UPB,
which always lies above the bottom of the reservoir, W4 describes momentum scattering at
constant energy, as shown in Fig. 5.18a.
Considering first the LPB and MPB, the scattering rates may be described in general as
the difference between excitons scattering into the branch and excitons backscattering from
the branch back into the reservoir:
Wx→i =W0xi
Wi→x =W0xie
−Ex−EikBT , i = 2,3
(5.12)
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where kB is the Boltzmann constant, T the temperature, and xi the total excitonic fraction
(i.e. excitonic plus trionic, rather than photonic) of the LPB or MPB (i = 2,3). Here, the
scattering mechanism may be the exciton-exciton or exciton-phonon interactions. Both
of these rates will increase with excitonic fraction of the branch, because the energy gap
between the branch and reservoir decreases, and because only the excitonic fraction can
interact with other excitons and phonons to scatter. The basic coefficient W0 is the same
for both rates, however, the upwards scattering rate Wi→x has a lower probability because
energy must be gained rather than lost, i.e. a phonon must be absorbed rather than emitted.







, i = 2,3 (5.13)
The form of this equation means that there is a compromise between scattering into the
branch and backscattering out of it. As detuning increases from negative towards resonance,
the excitonic fraction of the branch increases, leading to more efficient population of the
branch. However, as the energy gap between branch and reservoir decreases, the rate of
backscattering also increases to balance the population. Eventually, as the branch becomes
quasi-resonant with the reservoir, it ceases to be photonic at all, and is essentially simply a
part of the reservoir, and the rate Wi approaches zero. Overall, there is a maximum of Wi
around xi = 0.5, where the best compromise between scattering rates occurs.
The UPB is a different situation completely, as the polarisation degree of states within
the exciton reservoir is assumed to decrease towards the bottom of the reservoir owing
to depolarisation during energy relaxation. As shown in Fig. 5.18a, the UPB is directly
populated from reservoir states with which it is resonant. The UPB population can therefore
be modelled by a pumping rate P with associated polarisation degree ρx, where ρx decreases
from 1 at the top of the reservoir (laser energy) to 0 at the bottom of the reservoir. As the
momentum dependent exchange field Ωk increases linearly with k, the polarisation degree ρx
























where n4± are the UPB valley populations, the first terms describe population as a function
of reservoir polarisation degree, the second terms are the UPB lifetime, and the third terms
describe depolarisation within the branch. The steady state solutions of these coupled rate
equations are:
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indicating that the polarisation degree of the UPB is proportional to the polarisation degree
of the reservoir as a function of energy. This explains the almost linear increase in UPB
polarisation degree observed in Fig. 5.11, quite dissimilar from the LPB and MPB behaviour
owing to the UPB state always being resonant with some portion of the parabolic exciton
dispersion. As the detuning increases and the UPB shifts to higher energy, it becomes
populated with exciton reservoir states of increasing polarisation.













where xi, ti, pi are the exciton, trion, and photon fractions of each branch i, τx, τt are the
exciton and trion non-radiative lifetimes, and τp is the photon lifetime, corresponding to the
time until escape of the photon from the cavity.













where the coefficients α and β are necessary because the depolarisation of the exciton
component of the polariton states is always less efficient than the depolarisation of pure
exciton states in the reservoir, owing to the restricted polariton wavevector k ≈ 0 in the
zero-dimensional cavity, with correspondingly weak exchange interaction. Furthermore, the
polariton wavefunction spatially extends over the beam waist of the LG00 mode, about 1 µm
diameter. This is a much larger area than the typical length scale of lattice associated disorder
and defects, making the exciton component of the polaritons less subject to scattering. Taking
consideration of these values, the coefficients are estimated to be α ≈ β ≈ 0.05, indicating
the highly robust nature of polariton states against the Maialle-Silva-Sham mechanism. While
there is some depolarisation due to the photonic spin-orbit coupling, arising from cavity
mode TE-TM splitting (see Section 3.3.2), it is expected to be a far weaker effect compared
to the exciton momentum scattering processes.
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Parameter Description Value Source
τx Exciton lifetime 5.3 ps Ref. [107]
τt Trion lifetime 12 ps Ref. [107]
τp Photon lifetime 1.3 ps From cavity Q-factor
τx± Exciton valley lifetime 0.15 ps Fitting parameter
τt± Trion valley lifetime 1 ps Fitting parameter
τp± Photon valley lifetime 15 ps From cavity TE-TM splitting
W0 Energy relaxation rate (1/0.15) ps Fitting parameter
xi, ti pi Hopfield coefficients See Fig. 5.9 Eigenvectors of Hamiltonian
α, β Depolarisation coefficients 0.05 Estimated, see text
Table 5.1 List of values used to reproduce the experimental data shown in Fig. 5.11 with
the rate equation model described in the text. The exciton and trion lifetimes are taken from
time resolved measurements in Ref. [107]. A measurement of the LG00 mode Q-factor and
TE-TM splitting can be found in methods Section 3.3.2.
Using the rates in Eq. 5.13 for the LPB and MPB with Eq. 5.11, and Eq. 5.16 for the
UPB, allows reproduction of the experimental data in Fig. 5.11 with the model, as shown
in Fig. 5.18b, where the associated model parameters are given in Table. 5.1. The best
reproduction of the data occurs when the exciton and trion valley lifetimes are τx± = 0.15 ps
and τt± = 1 ps, respectively, and the energy relaxation rate W0 = (1/0.15) ps. This relaxation
rate is reasonable given the resolution limited rise-time of exciton photoluminescence in time
resolved measurements in Ref. [107], inferring a 1 ps upper limit on energy relaxation.
The fitted exciton and trion valley lifetimes are both an order of magnitude faster than
the respective state lifetimes. This offers a clue as to the absence of circular polarisation
in the PL from the bare flake: no valley polarisation remains by the time the excitons
radiatively recombine, owing to very efficient momentum scattering high in the dispersion
in the presence of a k-dependent depolarising field. By coupling the excitons to photonic
modes in a microcavity, the excitons occupy polariton states which are highly protected
from such depolarisation processes, and emit quickly retaining high polarisation. Indeed,
the photons have a much shorter lifetime, and a much longer depolarisation time than the
excitons and trions, both leading to weak depolarisation in the polariton states, alongside the
cavity geometry which supports only photonic modes of very low wavevector.
5.5.2 Pseudospin decoherence processes
The rate equation model presented above for the case of valley depolarisation in MoSe2 in
the strong light-matter coupling regime is highly instructive when considering the polariton
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Fig. 5.19 (a) Illustration of the LT-split exciton dispersion in monolayer WSe2, with the
orientation of the effective magnetic field shown by purple arrows. Excitons are injected with
strong coherence at the pump energy, and subsequently lose coherence until they populate
the UPB and LPB states, which have a very small extent in k-space and so are protected from
efficient decoherence. (b) Slice of the exciton dispersion highlighting the energy relaxation
which populates the LPB and momentum scattering which populates the UPB.
valley coherence dynamics observed in WSe2, and shown in Fig. 5.14. The case of WSe2 is
simplified in comparison to MoSe2 in that no trion strong coupling is observed, and so there
are only two polariton branches. As before, the parabolic exciton dispersion is split into two
by the long-range electron hole exchange interaction, acting as a k-dependent effective mag-
netic field, the orientation of which is indicated in Fig. 5.19a. Precession of the pseudospin
about this field causes efficient decoherence when the exciton ensemble experiences random
momentum scattering, leading to the effective field orientation to change unpredictably and
reduce the overall degree of valley coherence. As such, the linear polarisation degree of
the exciton reservoir states decreases towards the bottom of the dispersion, as energy and
momentum relaxation take their effect.
As with MoSe2, the UPB in WSe2 is degenerate with states within the exciton reservoir,
while the LPB occupies a lower energy, as shown in Fig. 5.19a. As such, the LPB is populated
by energy relaxation of excitons from low in the reservoir, as shown in Fig. 5.19b, while
the UPB is populated by direct momentum scattering of higher energy reservoir states.
Correspondingly, when moving from negative to positive detuning, the LPB becomes more
excitonic and closer in energy to the exciton reservoir, increasing the population rate, and
resulting in a gradual increase in linear polarisation degree from zero (when the LPB is very
photonic) to ∼ 23%, which is the value of the bare exciton at the bottom of the reservoir, as
indicated by the bare flake PL in Fig. 5.4a. The UPB, on the other hand, directly reflects
the polarisation degree of the exciton reservoir states with which it is resonant. Therefore,
the observed UPB linear polarisation degree at negative detuning, when it is very excitonic
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and near the bottom of the reservoir, is also ∼ 23%. As detuning becomes more positive,
the UPB increases in energy, and probes successively higher energy reservoir states with
increasingly strong valley coherence.
This interpretation is fully consistent with the observed polariton pseudospin vector
rotation angle as a function of detuning, shown in Fig. 5.16. Here, a larger angle of rotation
in the final state photon reflects a slower overall relaxation pathway taken by the initial state
exciton. The UPB extracts high-k excitons from the reservoir before significant pseudospin
precession has occurred, while the excitons which accumulate at the bottom of the reservoir
eventually populate the LPB at a rate determined by the detuning. The majority of pseudospin
vector rotation occurs in the reservoir, due to the reduced exciton fraction of polaritons, which
leads to smaller Zeeman splitting and a lower precession frequency than pure excitons.
5.6 Summary
In conclusion, this work presents unambiguous observation of valley polarised exciton-
polaritons in monolayer MoSe2, along with robust valley coherence of polaritons in mono-
layer WSe2. In both materials, the degrees of optical polarisation in photoluminescence far
exceed the values obtainable in bare, uncoupled monolayers, owing to cavity modified valley
pseudospin relaxation dynamics. A theoretical model based on dynamical rate equations
which incorporate energy, momentum, and pseudospin relaxation is developed, which accu-
rately reproduces the MoSe2 polariton circular polarisation degree, confirming that extremely
efficient pseudospin relaxation occurring at high exciton wavevectors is responsible for low
polarisation degrees in emission.
Furthermore, coherent manipulation of the exciton-polariton valley pseudospin vector is
demonstrated, arising from precession of the vector about the Bloch sphere equator under the
action of an applied strong magnetic field. While in this work, a magnetic field was used to
control the polariton pseudospin, it would be possible to induce ultrafast vector rotation by
the application of Stark pulses, with the final state angle easily selectable by adjusting the
cavity detuning [127].
The results presented in this chapter unveil the complex valley pseudospin relaxation
dynamics of excitons in monolayer TMDs, and demonstrate how the use of optical mi-
crocavities allow the efficient depolarisation timescales inherent to these materials to be
overcome, by offering highly protected polariton states for the excitons to occupy, in which
their pseudospin vector remains well defined over enhanced timescales. The implications of
this work include the possibility for study of valley dependent non-linear polariton behaviour,
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such as condensation and superfluidity, or the implementation of polaritonic circuit elements




Exciton valley physics in
semiconductor-ferromagnet
heterostructures
In this chapter, a fundamental property of 2D materials is exploited to allow unprecedented
levels of control over the exciton valley pseudospin, performed entirely at the nano-scale
and without the need for strong magnetic fields or bulky macroscopic photonic structures.
Successful control at this level is a vital step towards the implementation of 2D materials
in future technology, for which miniaturisation is crucial. In this sense, 2D materials
already have a great advantage over conventional semiconductors, given their nanometre
scale thickness. However, these advantages are significantly diminished when complex
external structures and equipment are required in order to interface with the active materials
themselves. As discussed in Chapters 2 and 3, 2D films have the unique ability to be
stacked on top of each other to form van der Waals heterostructures, which can mimic
the layer structure of conventional semiconductor devices without the need for epitaxial or
lattice matching considerations. In analogy to the structures studied in the research field of
spintronics, and those already employed in information processing and memory technology,
it is possible to directly stack a monolayer TMD on top of a ferromagnetic material, to create
a ferromagnet-semiconductor heterostructure. In such structures, the TMD experiences
the typically very strong interfacial magnetic exchange field from the ferromagnet, and
may interact with spin polarised carriers along the interface. This chapter demonstrates
the consequences of close proximity to ferromagnets for exciton valley states in monolayer
TMDs.
The results presented in this chapter are as yet unpublished.
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6.1 Background - ferromagnetism in 2D materials
Few of the materials which have underpinned solid-state physics research over the past
century now lack a 2-dimensional crystalline analogue [133]. This is keenly exemplified by
recent (as of 2017) discoveries of long range magnetic order persisting into the monolayer
limit in layered van der Waals materials, beginning with CrI3 and Cr2Ge2Te6 [134, 135],
but ever expanding to encompass a range of 2D magnets with various properties [136–139].
Of particular note is CrI3, a van der Waals layered crystal (Fig. 6.1a) which has since 2017
been the focus of extensive research in both its ferromagnetic and antiferromagnetic phases
[135, 140–148].
Fig. 6.1 (a) Top view of a monolayer CrX3 crystal, where X is Cl, Br, or I. (b) Side view of
the monolayer, with arrows indicating the out of plane spin orientation of the Cr3+ magnetic
moments. (c) Polar magneto-optic Kerr effect measurements on monolayer (top panel),
bilayer (middle panel) and trilayer (bottom panel) CrI3. Results reveal a layer dependent
(anti)ferromagnetism. All subfigures from Ref. [135].
Truly 2-dimensional ferromagnetism is a prospect which was long thought impossible,
owing to the Mermin-Wagner theorem, which posits that thermal fluctuations in a 2D lattice
of magnetic moments would lead to breakdown of long range order [149]. However, if
magnetic anisotropy is introduced to the 2D structure, Mermin-Wagner theorem can be
overcome and long range collective ordering, be it ferromagnetic or otherwise, can exist
114
6.1 Background - ferromagnetism in 2D materials
at finite temperatures [135, 134]. In 2D van der Waals layered materials with unpaired
spins, reduced crystal symmetry can lead to a magnetocrystalline anisotropy out of the plane
[135]. As such, in CrI3 the magnetic moment of each Cr3+ ion points along the hexagonal
c-axis, either up or down out of the monolayer plane (Fig. 6.1b), leading to long range
ferromagnetic order even to the monolayer limit. This is well described by the Ising model
of ferromagnetism, in contrast to the Heisenberg model in which the spin at each lattice site
may point in any direction [149, 150].
Fig. 6.2 (a) Image of a WSe2 monolayer on top of multi-layered CrI3, with hBN encapsulation.
(b,c) Polarisation resolved photoluminescence from the sample above (b) and below (c) the
Curie temperature of CrI3, ∼ 60 K. Red (blue) curves are σ+ (σ−) polarisation. (d,e)
Measurement of the valley splitting (d) and circular polarisation degree (e) of the sample
when sweeping a magnetic field in both directions perpendicular to the sample. All subfigures
from Ref. [141].
The magnetisation of a planar ferromagnet with perpendicular anisotropy, such as thinned
CrI3, may be probed via the polar magneto-optic Kerr effect (MOKE). Here, linearly polarised
light incident normal to the sample surface will be reflected with a small rotation of the plane
of linear polarisation, with the angle of rotation directly dependent on the local magnetisation
[135]. MOKE spectroscopy on monolayer CrI3 reveals a non-zero magnetisation which
responds to a weak external magnetic field aligned out of plane, as shown in Fig. 6.1c (top
panel). The Kerr angle switches between two values at positive and negative B-field, with
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a significant remanent magnetisation leading to hysteresis about zero field, a signature of
ferromagnetism [135]. Interestingly, in the bilayer, the magnetisation of the two layers
appears to counteract one another, leading to net zero magnetisation, associated with an
antiferromagnetic overall state (Fig. 6.1c middle panel). In the trilayer, ferromagnetism is
regained, with a stronger magnetisation than the monolayer case (Fig. 6.1c bottom panel)
[135]. Overall, these results represent a new paradigm for nanoscale magnetism, and bring to
prominence the possibility of devices incorporating van der Waals magnets, semiconductors
and more, to create spintronic technology in the 2D limit.
A particularly interesting avenue to explore is the range of interactions between this
new class of layered ferromagnets and the well studied monolayer TMDs. In particular,
the unique geometry of van der Waals heterostructures may be exploited to allow direct
proximity between a layered ferromagnet and monolayer TMD, such that the short range
magnetic exchange field may couple to the TMD valley magnetic moment and allow a new
regime of control of valley pseudospin. To this end, research has been carried out on a
sample of multi-layered CrI3 with a monolayer of WSe2 transferred directly on top (Fig. 6.2a)
[141]. When cooled below the Curie temperature of CrI3, the photoluminescence from
the WSe2 spontaneously displayed a valley splitting and valley polarisation, attributed to
proximity effects from the magnet (Fig. 6.2b,c). Upon sweeping a B-field perpendicular to the
sample, the valley splitting and polarisation display a response mimicking the magnetisation
behaviour of the magnet, with hysteresis and saturation effects (Fig. 6.2d,e) [141].
6.2 MoSe2 / CrBr3 van der Waals heterostructures
Chromium tribromide (CrBr3) is a ferromagnetic insulator of the same metal trihalide family
as CrI3 [151]. The majority of investigations on the material properties of CrBr3 were carried
out in the 1960s, on bulk crystals typically of several micron thickness. These include
spectrally resolved polar MOKE measurements, establishing magnetic resonances at 426 nm
and 375 nm [152], a Curie point at 37 K and magnetic moment per Cr ion of ∼ 3µB [153],
along with studies of the light absorption edge, established to be in the green part of the
visible spectrum [154]. The origin of ferromagnetic order was found to be a superexchange
interaction between nearest neighbour Cr3+ cations via an intermediary bromine anion
[153, 155]. Since these initial studies, there has not been much output regarding CrBr3,
and to this day it remains a relatively little studied material. However, since the renewed
interest in van der Waals layered materials, and in particular since the discovery of monolayer
ferromagnetism in CrI3, there has been a resurgence of interest in CrBr3.
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Fig. 6.3 Bright field microscope image of the hBN / CrBr3 / MoSe2 / hBN van der Waals
heterostructure sample studied in this chapter. This sample was fabricated by Dr. Abhishek
Misra at the National Graphene Institute, Manchester, using an argon glove box for the entire
process in order to prevent degradation of air-sensitive CrBr3.
Very recent studies include investigation of CrBr3 in magnetic tunnel junctions comprised
of few-layer CrBr3 stacked between graphene electrodes [156]. The tunnelling of electrons
through the ferromagnetic barrier was found to be accompanied by an electron spin flip with
the emission of single magnons, which are quantized spin-waves. This allows CrBr3 to be
used for electrical spin-injection [156]. Beyond electrical measurements, photoluminescence
from CrBr3 flakes has also been observed, in which the intensity of the emission in opposite
circular polarizations corresponded with the magnetization of the film [157]. Furthermore, the
magneto-photoluminescence changed with decreasing number of CrBr3 layers, corresponding
to a layer dependent response to external magnetic fields, as was also shown in CrI3 [135,
140].
However, beyond these studies, CrBr3 remains an ambiguous material. It is therefore
of significant scientific interest to study in conjunction with monolayer TMDs in van der
Waals heterostructures, as has recently been done very successfully for CrI3 / WSe2 [141].
Indeed, the coupling between CrBr3 and any semiconductor material remains a completely
unexplored topic, as so far only graphene has been combined with CrBr3 in van der Waals
heterostructures [156]. To this end, in this project, the magnetic proximity effects between
ferromagnetic CrBr3 and monolayer MoSe2 are investigated. Coupling these two materials
is expected to facilitate interactions between valley polarisation phenomena and spin based
magnetic proximity effects [141]. Furthermore, the out of plane anisotropy of CrBr3 ensures
that the magnetic moments are oriented along the same c-axis as both the valley and spin
magnetic moments in the TMD, helping to ensure a robust interaction. Indeed, the valley
magnetic moment of monolayer TMDs is strictly out of plane owing to reduced 2D geometry
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and crystal symmetries, resulting in a valley pseudospin insensitivity to in-plane B-fields
[13]. In contrast to WSe2 / CrI3, discussed in the previous section, the MoSe2 / CrBr3
structure used here offers advantages of a far less studied material in CrBr3, along with a
TMD which displays no valley polarisation in photoluminescence in the absence of external
magnetic fields. As such, any detected polarisation degree may unambiguously be attributed
to the influence of proximity to CrBr3. Furthermore, MoSe2 has an optically bright exciton
ground state, which gives much brighter emission than WSe2 at low temperatures, and
generally displays a less ambiguous PL spectrum, consisting normally of only exciton and
trion emission, without a strong band of low energy emission of varying intensity. Studying
MoSe2 also avoids the inherent difficulties in measuring trion valley splitting which are
present in WSe2 as a result of the trion fine structure, as exemplified in Chapter 4. Therefore,
the PL response of individual exciton and trion states in MoSe2 are expected to be more
amenable for gaining insight into the magnetic proximity effects in the MoSe2 / CrBr3
heterostructure.
The sample used in this investigation was fabricated by collaborators at the National
Graphene Institute, Manchester. It consists of a monolayer of MoSe2 placed directly on top
of few tens of nm thickness CrBr3, with few-layer hBN encapsulating the structure on both
sides, as shown in Fig. 6.3. The hBN encapsulation is necessary here owing to the extreme
environmental sensitivity of exfoliated CrBr3, which degrades rapidly under exposure to air
and moisture, in a reaction catalysed by light [158]. The extreme sensitivity of the material
makes it necessary to perform the exfoliation and transfer entirely inside a glovebox with an
inert argon atmosphere. The residue-free transfer techniques used during fabrication (see
Section 3.1.4) ensure full contact between the MoSe2 and CrBr3, such that interlayer charge
transfer and proximity induced magnetic exchange effects are all uninhibited.
6.2.1 Hole doping in optically pumped MoSe2 / CrBr3 interfaces
To aid understanding of the electronic processes in the MoSe2 / CrBr3 van der Waals het-
erostructure, collaborators at QuantaLab, Iberian International Nanotechnology Laboratory,
Portugal, performed density functional theory (DFT) calculations of the electronic band
structure of monolayer CrBr3. These calculations take as a starting point a unit cell of the
crystal, and model the electronic band structure (energy as a function of wavevector) along
high symmetry lines of the Brillouin zone, thereby taking a slice or linecut of the overall
3-dimensional band structure. The calculations focus on the electron density associated with
the various atomic orbitals which constitute the material, and an overall cumulative electron
density distribution is built by addition of all the various electron wavefunctions [159]. The
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Fig. 6.4 (a) Electronic band structure of monolayer CrBr3, calculated by density functional
theory (DFT), with band projection on spin up or down. There is a band gap ∼ 1.5 eV, and
bands are spin polarised. (b) Generalised schematic of CrBr3 spin polarised density of states.
Below the Curie temperature, the ferromagnetic exchange interaction splits spin states of
each band. Depending on the band energies relative to the Fermi level EF , there will be
an imbalance of electron spins, giving an overall magnetic moment, which manifests as
magnetisation. In the figure, the spin majority is spin up, as there are more occupied spin
up states (below EF ) than spin down. Application of an external magnetic field can flip the
magnetisation, thereby reversing the majority and minority spin orientations between down
and up or vice versa. DFT calculations performed by Dr. Alejandro Molina-Sánchez.
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end result is a plot of the band structure of a material over several high symmetry points in
momentum space, as shown in Fig. 6.4a which shows the spin projection of CrBr3 bands.
In a ferromagnet, the degeneracy between density of states of opposite spin is lifted by
the Heisenberg exchange interaction when the sample is cooled below the Curie temperature
(Fig. 6.4b). In CrBr3, the magnetic Cr3+ cations are not directly covalently bonded, but
are separated by nonmagnetic Br− anions, and so the energy band splitting arises from a
superexchange interaction, via wavefunction overlap with an intermediary bromine lattice
site [153]. The Cr-Br-Cr path changes angle by 90◦ (see Fig. 6.1b for a side view of the lattice
of CrX3, X = Cl, Br, I), for which the sign of the superexchange is ferromagnetic [155].
Following the Stoner model, the splitting of bands relative to the Fermi energy will result
in an excess of electrons of one spin over the other, allowing definition of the spin majority
and spin minority states [160]. Within a given magnetic domain, the magnetisation is given
by the difference in total magnetic moments between spin majority and minority electrons
[160]. In the case of CrBr3, the Fermi energy lies in a gap between spin polarised bands,
and so CrBr3 is a ferromagnetic semiconductor, where the smallest band gap is between
parallel electronic spin states, a feature leading to CrBr3 being also suitable for spin filtering
[161, 156].
From the DFT calculations, the electron affinity (energy between the bottom of the
conduction band and the vacuum level, analogous to the ionisation energy in atomic physics)
can be inferred, indicating a type II band alignment between CrBr3 and MoSe2, with the
MoSe2 conduction band (CB) minimum at higher energy than CrBr3 (Fig. 6.5a). Therefore,
it is expected that any excess electron doping inherent to the exfoliated MoSe2 monolayer is
eliminated upon contact with the CrBr3 flake, as all excess electrons will occupy the empty
CrBr3 CB states at lower energy. Furthermore, any inherent excess hole doping of either
layer is not expected to be present in their initial exfoliated conditions. As such, the MoSe2
layer effectively becomes an intrinsic semiconductor, largely free of excess electrons or holes,
before exposure to the pump laser.
Upon continuous wave laser excitation of the sample at 1.946 eV, ∼ 300 meV above
the MoSe2 A-exciton resonance, photocarriers are generated in the MoSe2 layer. Some of
these hot electrons will scatter and relax into the lower energy CrBr3 empty CB states, in
a process which will leave resident holes in the MoSe2 valence band (VB), trapped by the
type II band alignment and unable to radiatively recombine due to the diminished MoSe2
electron population. As such, the MoSe2 layer becomes hole-doped (Fig. 6.5a). Strong
Coulomb interactions in the 2D film cause electrons and holes to bind into neutral excitons,
which in turn will interact with the resident holes to form positively charged Coulomb bound
complexes known as trions [31, 50].
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Fig. 6.5 (a) Schematic of the type II band alignment over the MoSe2 / CrBr3 heterojunction.
Optically injected hot electrons in the MoSe2 layer may scatter and relax into empty CrBr3
conduction band states, in a process which generates a static hole doping of the MoSe2 layer.
(b) PL spectrum from the sample under continuous wave laser excitation at 1.946 eV and a
sample temperature of 4.2 K. Neutral exciton (X0) and positive trion (X+) peaks are visible.
The low PL intensity, by MoSe2 standards, is due to reduced quantum yield associated with
non-radiative decay of electrons over the heterojunction.
Unpolarised photoluminescence (PL) from the sample at 4.2 K reveals a spectrum
characteristic of MoSe2, in that there are two peaks separated by the trion binding energy
∼ 30meV [31, 32]. This, with consideration of the anticipated hole doping discussed above,
leads to assignment of these peaks as intralayer MoSe2 neutral exciton (X0) and positively
charged trion (X+) (Fig. 6.5b) [31]. One major observation is that the overall PL intensity
is very low compared to the usual response of exfoliated MoSe2, which very reliably and
reproducibly tends to emit around 1-2 orders of magnitude brighter PL than this sample
under the same conditions and with the same measurement apparatus. Here, a laser power of
300 µW is used, in the linear pumping regime. This low luminescence intensity is further
indicative of interlayer charge transfer between the layers and associated reduced quantum
yield, owing to efficient non-radiative loss of photocarriers into the CrBr3 [162]. No evidence
of PL from CrBr3 itself is seen over the range between the laser energy and the limit of
the detector sensitivity, ∼ 1.14 eV (given by the band gap of silicon), possibly due to a
combination of inefficient photoexcitation owing to low oscillator strength of interband
absorption, and the expected loss of holes into MoSe2. However, it should be noted that any
photoexcitation in the CrBr3 would simply add to the already present MoSe2 resident hole
population, and so would not fundamentally alter the interpretation of the system proposed
in Fig. 6.5.
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6.3 Polarisation resolved magneto-photoluminescence
Fig. 6.6 (a,b) Schematic of the electron (solid circle) and hole (hollow circle) spin and
valley configurations for the two ground state optically bright positively charged trions in
MoSe2, (a) K and (b) K’, showing the helicity of the emitted photon. Purple (green) bands
are electron spin up (down). (c) Circular polarisation resolved photoluminescence spectra
from the MoSe2 / CrBr3 sample at zero, weak positive, and weak negative external B-field
strengths, applied out of the sample plane. The peak ascribed to positive trion emission (X+)
displays valley polarisation, while the neutral exciton (X0) does not. (d) Data from literature
included for comparison to (c), showing the response of isolated MoSe2 (i.e. without CrBr3)
to an external B-field. Here, the trion peak is negatively charged, owing to the lack of
CrBr3. Comparison to (c) reveals that the influence of CrBr3 induces trion valley polarisation
comparable to an effective Zeeman field of several Tesla, when only B =±200 mT is applied.
Image from Ref. [51].
As introduced in Chapter 2, the valley degree of freedom of carriers in monolayer MoSe2
extends to excitons and trions, which may recombine in either the K or K’ valley, thereby
emitting a σ+ or σ− circularly polarised photon, owing to chiral optical selection rules
[5, 11, 46]. Positively charged trions consist of an electron-hole pair in one valley, with an
additional hole in the opposite valley (Fig 6.6a,b) [46, 31]. There are two intervalley X+
ground states, related by time reversal symmetry. This intervalley ground state is highly
favoured over the intravalley trion configuration, for which the large ∼ 200 meV spin-orbit
coupling strength in the VB is prohibitive [46, 31, 10].
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In order to gain insight into the valley pseudospin dynamics in the sample, PL is detected
in σ+ and σ− circular polarisations. In the absence of an external magnetic field, the σ+
and σ− PL spectra are identical at 4.2 K (Fig 6.6c), which is very consistent with known
behaviour of monolayer MoSe2, arising from ultrafast intervalley relaxation of exciton
populations, on a timescale faster than the radiative lifetime, as discussed in Chapter 5.
Upon applying a very weak external magnetic field (B-field) perpendicular to the sample,
of B = 200 mT, an intensity difference is observed in the trion peak, with σ+ becoming
brighter than σ−. Any difference in the relative trion PL intensities is indicative of a
population imbalance of resident holes between valleys, i.e. a static hole valley polarisation
[46, 50]. This change in intensity is much stronger than would be expected purely from
the valley Zeeman effect at 200 mT, which would be negligible. This is confirmed by the
published MoSe2 valley Zeeman response, reproduced in Fig 6.6d, which indicates that
the valley polarisation induced by a B-field of several Tesla strength is comparable to that
observed in this MoSe2 / CrBr3 sample at B = 200 mT, an order of magnitude difference
[50, 51, 57]. Such a drastic response to the external B-field must arise from the influence of
CrBr3 on the MoSe2 trion valley states. In stark contrast, the neutral exciton peak displays
no such intensity differences, indicating some degree of insensitivity to the ferromagnet.
Fig. 6.7 (a-d) Colourmaps of normalised photoluminescence intensity in (a,b) σ+ and (c,d)
σ− polarisation as a function of B-field while sweeping forwards (a,c) and backwards (b,d).
(e) Polarisation resolved integrated PL intensity of the positive trion (X+) peak in both
forwards (upper panel) and backwards (lower panel) B-field sweep directions.
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Next, polarisation resolved PL is acquired while sweeping the external field within
the range B =±200 mT, in both forward (negative to positive) and backward (positive to
negative) sweep directions. Fig. 6.7 shows the resulting PL in both circular polarisations and
both sweep directions, as a function of emitted photon energy and B-field strength. As can
be seen, the trion peak transitions between brighter and dimmer states at opposite B-field
strengths, while the exciton peak remains constant, in each polarisation. However, the trion
intensity is not linear in B, rather there are sharp discontinuities visible in the data. For
instance, sweeping forwards in σ+ polarisation, the trion is observed to sharply increase in
intensity at B =−20 mT, followed by a steady further increase, until the intensity reaches a
plateau at B ∼ 50 mT.
To elucidate the trion magneto-optical response, the integrated trion intensity in both
circular polarisations is plotted, in both forwards and backwards B-field sweep directions,
as shown in Fig. 6.7e. As can be seen, the trion intensities in opposite polarisations behave
exactly symmetrically, such that when the intensity of one polarisation decreases the other
increases by the same amount. In both sweep directions, the intensities invert as B passes
through zero, indicating a clear reversal of trion valley populations when very small B-fields
are applied. Looking closer at the very low field response, abrupt discontinuities in the trion
intensities are visible at B =−20 mT (+20 mT) in the forward (backward) sweep directions.
These discontinuities occur only when sweeping towards zero-field from a stronger absolute
field strength, either positive or negative. After passing through B = 0, in both sweep
directions, the intensities change in a more gradual manner until reaching their respective
plateaus at B ∼ ±50 mT. A specific response to the sweep direction which is symmetric
about zero-field, such as this, is a hallmark of ferromagnetism, confirming the influence of
CrBr3 on the MoSe2 trion valley states.
6.4 Valley dependent proximity effects
6.4.1 Valley polarisation switching
From the polarisation resolved intensities Iσ+ and Iσ− , the degree of circular polarisation
can be calculated as ρ = (Iσ+ − Iσ−)/(Iσ+ + Iσ−), as plotted in Fig. 6.8 for B-field sweep
direction forwards and backwards, respectively. The strong trion intensity dependence on B-
field, shown in Fig. 6.7, is manifested clearly in the trion polarisation degree, which switches
from negative when B < 0 to positive when B > 0. There is also a transition zone at very
low B-field, between the two polarised conditions. This data realises a valley polarisation
switch with three states, negative/off/positive, with the application of mT B-fields allowing
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Fig. 6.8 (a,b) Colourmaps of photoluminescence circular polarisation degree, defined in the
main text, in both forwards (a) and backwards (b) B-field sweep directions.
rapid and repeatable switching between the three states. Uniquely, the switching only occurs
in the trion state, with the exciton (at ∼ 1.64 eV) remaining constant at ρ ∼ 0, effectively
serving as a reference off state.
Fig. 6.9 Polarisation degree from integrated intensities of neutral (X0) and positively charged
(X+) exciton photoluminescence, in both sweep directions. The trion peak displays switch-
ing between opposite valley polarisation states as B is reversed, while the neutral exciton
polarisation remains constant.
Fig. 6.9 shows the polarisation degree of the X0 and X+ peaks calculated from integrated
intensities over the range B = ±200 mT, in both sweep directions. Here, the contrasting
response of the two excitonic species becomes abundantly clear, implying a highly trion state
specific influence from the ferromagnet on the TMD. Furthermore, two lobes appear in the
trion polarisation degree, defined by sharp discontinuities at B =±20 mT; artefacts of the
abrupt intensity changes seen in Fig. 6.7. The hysteresis-like form of these lobes, despite not
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being centred on zero-field, strongly indicates a ferromagnetic response, originating in the
CrBr3 but manifesting through the MoSe2 excitonic PL.
Fig. 6.10 (a,b) Comparison of trion polarisation degree in both sweep directions under (a) σ+
or (b) σ− polarised laser excitation. The result is almost identical, indicating an insensitivity
to the polarisation state of the laser.
In these experiments, the laser is σ+ circularly polarised, nominally addressing only
the K valley. However, owing to the highly non-resonant pump energy used, alongside the
sub-picosecond exciton valley depolarisation time characteristic of MoSe2, arising from long
range electron-hole Coulomb exchange (see Chapter 5) [163, 43, 121], the laser polarisation
has no influence on the final state PL polarisation. To confirm this, the experiment is repeated
with σ− laser polarisation, and an essentially identical result as that shown in Fig. 6.9 is
measured, as shown in Fig. 6.10. This confirms that any valley polarisation signatures in
the data arise purely from proximity effects with the CrBr3 in combination with the external
B-field, and are not due to selective valley initialisation from the laser.
6.4.2 Extraction of the effective Curie temperature
To further confirm the ferromagnetic origin of the enhanced trion valley polarisation, the B-
field is fixed at B = 200 mT, thereby saturating the magnetisation, and the polarisation degree
is measured as a function of sample temperature. As shown in Fig. 6.11, the polarisation
degree tends to zero as the temperature reaches ∼ 60 K. The Curie point of CrBr3 has
variously been reported between 33 K and 86 K [153, 164, 165, 156, 166, 167]; the result
from this sample, ∼ 50−60 K, lies within the previously reported range. It is possible that
multiple factors influence the measured Curie temperature, such as flake thickness, stacking
order, or crystal growth technique, possibly explaining the range of values so far reported
from different samples.
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Fig. 6.11 Trion polarisation degree as a function of sample temperature, while heated
under a fixed external B-field of strength 200 mT, corresponding to saturation of the CrBr3
magnetisation parallel to B. The data indicates a Curie temperature of CrBr3 ∼ 50− 60
K, although this cannot be relied upon to high accuracy considering that MoSe2 trion
photoluminescence itself depends strongly on temperature (as shown in Fig. 2.8c).
6.4.3 Lifting of valley degeneracy
Fig. 6.12 (a) Example of fitting a σ+ polarised photoluminescence spectrum from the sample
to two Gaussian peak functions corresponding to the neutral and positively charged excitons.
The red line is the sum of the Gaussian peaks, which closely reproduces the data over the
excitonic emission region (the low energy tail of PL arises from defect associated emission
and can lead to unpredictable lineshapes). (b) Valley splitting E(σ+)−E(σ−) of exciton
and trion as a function of B-field. Both excitonic states display switching of valley splitting
upon reversal of the B-field.
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By placing MoSe2 on top of CrBr3, it is expected that the TMD will experience a strong
interfacial magnetic exchange field arising from the spin polarised orbitals of the uppermost
CrBr3 layer in the structure [168, 141, 145]. It is worth noting that this exchange field will
be much stronger than the magnetic dipole field associated with the entire volume of the
multi-layered CrBr3 flake, which will be overall quite weak for such a small volume [168].
The exchange field, on the other hand, is very short range and can be several Tesla in strength
within a few nm from the surface of a ferromagnet [168, 141]. In direct proximity to this
field, the CB and VB valley states in MoSe2 will shift in energy owing to the spin and
valley magnetic moments (see Section 2.3.3), leading to a measurable valley splitting in
photoluminescence, from which the exchange field can be estimated assuming a standard
valley Zeeman g-factor of −4 [51, 169, 50, 57].
To extract the valley Zeeman splitting, E(σ+)−E(σ−), Gaussian peak fitting of the
polarisation resolved PL spectra was performed and the peak energies extracted. A valley
Zeeman splitting is indeed observed, which is attributed to the short range magnetic exchange
field from the topmost CrBr3 layer. The strength of the valley splitting, ∼ 0.3 meV, indicates
the magnetic exchange field is ∼ 1.3 T. Although the valley splitting appears to differ slightly
between the exciton and trion, this is most likely an artefact of the fitting procedure, consid-
ering that the valley splitting is much smaller than the linewidths. A further consideration is
that the strength of the exchange field experienced by the MoSe2 will depend on the exact
distance between layers over the van der Waals gap, along with the partiuclar form of the
adjacent atomic orbitals in the two layers [170].
6.4.4 High magnetic field regime
When applying a much stronger B-field, up to B =±8 T, no other sharp discontinuities in ρ
are observed, simply a gradual linear increase, nominally consistent with the intrinsic MoSe2
response to an external B-field arising from the valley Zeeman effect (Fig. 6.13a) [50, 57].
This firmly suggests that the influence of the ferromagnet ceases at B ∼±50 mT, which is
taken to correspond to saturation of the CrBr3 magnetisation parallel to the B-field. However,
the gradients of the exciton and trion polarisation degrees are not equivalent, as should be
the case for the valley Zeeman effect in MoSe2 [50, 57]. Furthermore, the gradients of the
exciton and trion valley splittings are also inequivalent (Fig. 6.13b), with the trion appearing
to reach a maximum valley splitting upon CrBr3 saturation, while the exciton shifts linearly
with the field. This is also not consistent purely with the MoSe2 valley Zeeman effect, in
which a linear shift is generally observed in both exciton and trion emission [50, 57, 51, 169].
The origin of these inequivalent gradients at raised B-field strengths is as yet unknown and
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Fig. 6.13 (a) Polarisation degree and (b) valley splitting of exciton and trion photolumines-
cence peaks as a function of B-field in the strong magnetic field range up to B =±8 T. For
the trion, both low and high B-field ranges are shown.
should be investigated further, most obviously by repeating the measurements in additional
samples to see if the effect is reproduced.
The absence of additional switching (i.e. sign reversal) or discontinuities and jumps in ρ
or valley splitting at raised field strengths is in contrast to reported behaviour of CrI3, whereby
such additional switching is attributed to layer dependent antiferromagnetic ordering, i.e.
a vertically resolved domain structure in multi-layered samples [135, 141, 171]. In this
situation, the top layer may reverse magnetisation at arbitrary non-zero field strengths to
compensate domain alignment with the external B-field occurring in deeper layers within the
flake. A measurement of the local magnetisation of the top CrI3 layer, as is the case for a
TMD monolayer in direct proximity owing to the short range of spin polarised wavefunction
interactions, will therefore only reveal the magnetisation state of the top layer, and remain
largely insensitive to the cumulative magnetisation of the multi-layered flake as a whole. The
fact that no such arbitrary switching at raised field strengths is observed in this sample points
to robust ferromagnetism in CrBr3, as opposed to the layer dependent antiferromagnetism of
CrI3 [135, 141, 171]. However, it is also the case that such layer dependent effects may have
an overall thickness dependence, and so a systematic study of the magnetic properties of
CrBr3 flakes of varying thickness would be required before such a conclusion can be drawn
with full confidence.
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6.5 Spin dependent interlayer scattering
6.5.1 Heterobilayer electronic band structure
To interpret the data presented in Fig. 6.9, it may be separated into three distinct regimes.
Firstly, there is negative saturation, when B < −50 mT, then positive saturation, when B
> 50 mT, and thirdly the intermediate regime when |B|< 50 mT. Making the assumption
that |B|> 50 mT corresponds to saturation of the CrBr3 magnetisation, it follows that the
complex form of the trion ρ vs B dependence in the intermediate regime is due to the CrBr3
magnetisation dynamics responding to the external B-field. As such, if the trion polarisation
degree can be understood in the saturation regimes, then it becomes possible to consider how
these two regimes mix to produce the unusual behaviour seen in the intermediate regime (for
instance, the hysteretic lobes in ρ).
Fig. 6.14 DFT calculated electronic band structure of CrBr3 / MoSe2 heterobilayer, with
bands colour-coded green or purple to indicate the CrBr3 or MoSe2 layer in which they
are localised. The CrBr3 spin majority (minority) bands are highlighted with blue (red).
On the right, the corresponding atomic orbitals which constitute each series of bands are
illustrated and labelled I-IV. They are all d-orbitals of the metal ions. There is indication of
band hybridisation (white coloured bands) at the K point where the electron states are mixed
between the layers, allowing highly efficient electron scattering over the van der Waals gap.
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The plateaus in trion polarisation degree may be understood as saturation of the CrBr3
magnetisation, uniformly aligned with the external B-field along the c-axis, essentially in
a single magnetic domain state. Consequently, the CrBr3 spin majority electrons will be
aligned with B, while the spin minority electrons anti-aligned. From this starting point, the
spin-resolved electronic band structure of a MoSe2 / CrBr3 heterobilayer is modelled, as
shown in Fig. 6.14, using density functional theory (these calculations were performed by
collaborators at INL, Portugal). The MoSe2 CB and VB extrema can be seen at the K point
(bands I and IV in Fig. 6.14), and part of the CrBr3 CB is visible from 0.4−1.5 eV above the
MoSe2 VB maximum (bands II and III in Fig. 6.14). The ferromagnetic exchange interaction
in CrBr3 splits the CB into spin polarised bands, with the spin majority (minority) states at
lower (higher) energy.
The DFT model confirms that the band alignment is type II, with the MoSe2 CB and
VB extrema both at higher energy than those of CrBr3. Crucially, however, the calculation
reveals a degeneracy between the MoSe2 CB minimum at the K point (band I in Fig. 6.14),
and the CrBr3 spin minority CB (band II in Fig. 6.14). In this region of overlap, the electronic
bands in the two materials hybridise, and can no longer be associated purely with the TMD
or ferromagnet. Electrons in the hybridised CB therefore are not localised in either layer, and
may scatter between CB states of either material completely elastically using the hybridised
bands as an efficient bridge. Furthermore, around the hybridisation energy the CrBr3 CB is
characterised by very flat bands, associated with a high density of states, and so it is expected
that electrons will preferentially leave the MoSe2 CB and occupy the CrBr3 CB. Crucially,
the band hybridisation is only present for one spin character, owing to the ferromagnetic spin
polarisation of CrBr3 bands. Therefore, only MoSe2 electrons with spin parallel to the spin
minority band are in a hybridised state.
6.5.2 Valley selective non-radiative decay channel
The spin-valley locking effect inherent to MoSe2 ensures that the spin-selective band hybridi-
sation extends to also include valley pseudospin. As such, the band hybridisation constitutes
an additional non-radiative decay channel for electrons in one MoSe2 CB valley only, absent
for electrons with opposite spin and valley index. It is important to note that this consid-
eration involves only the lowest energy MoSe2 CB spin subbands, which are involved in
radiative recombination for the A exciton and A trion [128]. Indeed, there should be some
hybridisation in both valleys, albeit at different energies, owing to the spin-orbit coupling
of the MoSe2 CB. However, the interlayer scattering of electrons is expected to be more
dominant in the lowest energy CB subbands, as scattering in the higher energy bands will
only be from hot electrons which are in the process of relaxing, whereas electrons will
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accumulate in the bottom subbands and therefore have a longer window of time in which to
scatter into the CrBr3.
Given that the spin orientation of the conduction and valence states in CrBr3 may be
reversed by changing the sign of the weak perpendicular external B-field, the band hybridis-
ation may be considered as spin-selective, as the band II reverses spin. Consequently, the
efficient relaxation pathways for spin-valley polarised electrons may also be controlled via
the B-field orientation. However, electrons are likely to scatter from the MoSe2 CB to the
CrBr3 CB regardless of spin, as evidenced by the overall much weaker PL intensity from this
sample than typical exfoliated MoSe2, in both circular polarisations. This is supported by the
DFT calculations, which show CrBr3 bands of both spin orientations (bands II and III) lying
at lower energy than the MoSe2 K-point (band I), suggesting relaxation is possible from both
MoSe2 valleys without any spin flip required. However, the band hybridisation will ensure
that the relaxation is significantly more efficient and rapid from one valley over the other.
Additionally, electron scattering from MoSe2 band I into the CrBr3 band III will inevitably
be slower than into band II, regardless of any hybridisation, owing to the large energy gap
(∼ 500 meV) between the MoSe2 K-point and the uppermost spin majority states.
The scheme of valley dependent interlayer electron transfer is presented in Fig. 6.15a
and c for the two situations of opposite magnetisation of CrBr3. Here, any scattering of
optically excited electrons from MoSe2 to CrBr3 generates a resident hole population in
the MoSe2 VB. The spin-selective band hybridisation ensures that a valley polarisation of
holes is generated, as a result of faster electron loss from one CB valley, combined with the
long valley lifetime characteristic of holes in monolayer TMDs (approaching 1 ns) [14, 172].
A larger population of resident holes in one valley will lead to brighter trion PL from the
opposite valley, owing to the intervalley X+ ground state, and considering that the intensity
of trion PL is a reflection of excess charge density [31]. In this way, the magnetisation of
CrBr3 is directly linked to the polarisation resolved PL intensity of positive trions in MoSe2,
as shown in Fig. 6.7. In essence, the specific form of the interlayer band alignment in this
heterostructure directly leads to generation of a static hole valley polarisation in optically
pumped MoSe2, which is reflected in the trion ρ plotted in Fig. 6.9 when |B|> 50 mT. If the
pumping is ceased, the hole valley polarisation is expected to decay in line with the reported
hole valley lifetime in MoSe2 ∼ 500−700 ps [172].
The attribution of spin selective band hybridisation as giving rise to the robust trion polar-
isation degree is confirmed when the exciton and trion polarisation resolved PL linewidths
are considered, as plotted in Fig. 6.15b. The trion linewidth closely follows the polarisation
resolved intensity switching behaviour seen in Fig. 6.7, while the exciton linewidth remains
constant. The PL linewidth of an excitonic transition is comprised of homogeneous and
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Fig. 6.15 (a) Schematic of excess hole doping in the valence band K valley (band IV in
Fig. 6.14) owing to spin-selective band hybridisation allowing electrons to efficiently scatter
from the K valley of MoSe2 (band I in Fig. 6.14) into the CrBr3 spin minority band (band
II in Fig. 6.14). Interlayer tunnelling of electrons from the K’ valley into the CrBr3 spin
majority band (band III in Fig. 6.14) is much slower owing to the ∼ 500 meV energy gap. In
this situation, the B-field is positive (antiparallel to the spin minority), and the resulting PL is
brighter from positive trions emitting in σ− polarisation, as they bind to holes in the K valley.
(b) Photoluminescence linewidths of exciton and trion, extracted from Gaussian peak fitting.
The trion displays switching of linewidth between broader and narrower regimes, while the
exciton linewidth remains constant, indicating a trion specific interaction with the CrBr3. (c)
As (a), but for the case of band hybridisation in the K’ valley, which leads to excess hole
doping in the K’ valley, in turn leading to a greater population of positive trions emitting
in σ+ polarisation. The situations shown in (a) and (c) may be selected by reversing the
external B-field, allowing control of the spin-selective band hybridisation and engineering of
the valley relaxation dynamics.
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inhomogeneous contributions. The homogeneous part is directly related to the lifetime of
the emitter, comprising both radiative and non-radiative processes [173, 52, 174]. Therefore,
a broader linewidth is suggestive of an additional decay channel shortening the lifetime of
the trion state, which is attributed here to efficient electron scattering into CrBr3 via the
hybridised bands. As such, a reversal of magnetisation leads to switching of the hybridisation
between opposite valleys, and so the trion linewidth switches between broader and narrower
values to reflect the altered carrier relaxation dynamics [175, 141]. Although the measured
linewidths of the exciton and trion from this sample are inhomogeneously broadened (the
homogeneous linewidth of an exciton PL peak in monolayer TMDs is around 1-2 meV [42]),
the clear reversal of σ+ and σ− trion linewidths indicates a change in the lifetime, arising
from proximity with CrBr3. This argument assumes that the inhomogeneous linewidth,
arising from scattering with lattice defects and phonons, does not depend on B. An estimate
of the upper bound for the timescale of the additional decay channel can be inferred from the
difference in σ+ and σ− trion linewidths when |B|> 50 mT as h̄/∆LW ∼ 1.3 ps, although it
may be much faster.
Consideration of the PL linewidths helps to shed light on the apparent insensitivity of
the neutral exciton peak to the magnetisation dynamics, a very clear indication of the PL
measurements. The radiative lifetime of the exciton and trion in MoSe2 have been reported to
be only a few ps and > 10 ps, respectively [107, 47, 176]. Although these measurements were
considering the negative rather than positive trion, it is safe to assume a significantly longer
radiative lifetime of the positive trion than the neutral exciton, owing to the reduced oscillator
strength. Considering that the approximate timescale of the valley selective additional decay
channel is up to ∼ 1 ps, of the same order as the exciton radiative lifetime, it is likely that the
insensitivity of the exciton emission to the B-field is due to ultrafast recombination, before
feeling the influence of carrier population imbalances. The trion, on the other hand, is both
highly sensitive to any resident carrier populations, and has a lifetime an order of magnitude
longer than the interlayer scattering time. This firmly suggests that the origin of the PL
polarisation lies in the valley selective interlayer charge transfer and associated resident hole
valley polarisation.
6.6 Insight into ferromagnetic domain dynamics in CrBr3
The above sections and associated DFT models offer explanations as to why the trion
polarisation degree acts as a switch between positive and negative plateaus depending on the
magnetic saturation state of the CrBr3. However, they offer few clues about the trion ρ vs B
dependence in the regime of |B|< 50 mT. Here, the trion polarisation degree moves between
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positive and negative values along a path which depends upon the sweep direction, leading
to the formation of hysteretic loops. As such, it must have its origins in ferromagnetism.
Therefore, to complete the picture, the magnetisation dynamics of CrBr3 in response to the
external B-field must be considered.
6.6.1 Perpendicular magnetocrystalline anisotropy
CrBr3 is an Ising-type ferromagnet with perpendicular magnetocrystalline anisotropy [153].
As such, the ferromagnetic domains will have magnetisation (M) pointing either up or down
along the c-axis, and in the absence of an external B-field, will tend to form a lateral in-plane
domain pattern with adjacent domains having opposite M, arranged in such a way as to
minimise the overall stray field associated energy [177]. Upon the application of a B-field
parallel to the c-axis, domains with M parallel to B will grow, at the expense of domains with
M antiparallel to B, which will shrink. This growing and shrinking occurs via lateral domain
wall motion, where a domain wall may be thought of as a border region of finite width over
which the electron spin states gradually transition from pointing up to pointing down, or vice
versa. At the saturation field, Bsat , the system is uniformly magnetised parallel to B, and may
be considered as a single domain state. In this sample, saturation occurs when B reaches
±50 mT (as can be seen in Fig. 6.9).
In these experiments, PL measurements are taken from a laser spot of FWHM diameter
2.4 µm. Consequently, the measurement takes an average of proximity effects within this
area, giving an averaged PL spectrum. Considering that the influence of CrBr3 appears to
cease when |B|> 50 mT, this is expected to correspond to single domain behaviour within
the laser spot area. When |B|< 50 mT, there is a mixture of upwards and downwards oriented
domains within the laser spot, with their relative areas determining the average magnetisation,
and consequently, the measured ρ of X+.
6.6.2 Spontaneous magnetic nucleation
The unusual shape of the ρ vs B traces in Fig. 6.9, when treated as a measure of M vs
B, as shown schematically in Fig. 6.16, is highly characteristic of a spontaneous magnetic
nucleation process. This is a known feature of thin ferromagnetic films with perpendicular
anisotropy [177], whereby the saturation state persists even as the strength of B is reduced
below Bsat , due to existing in a metastable state. Here, there is an energy penalty associated
with domain wall formation, and so the magnet remains saturated, trapped in a local potential
minimum. Eventually, at a certain nucleation field strength, a domain with magnetisation
antiparallel to B will appear, and will rapidly expand, leading to a sudden drop in overall M,
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Fig. 6.16 (a) Schematic of magnetisation (M) vs B curve of the CrBr3 flake in this sample,
as indicated by the trion polarisation degree in Fig. 6.9. Bsat is the saturation B-field. (b-d)
Illustrations of the domain alignment of CrBr3 within the laser spot area, where ±1 indicates
a domain with magnetisation pointing directly up or down out of the plane, respectively. The
strong perpendicular anisotropy of CrBr3 ensures that every domain must have magnetisation
parallel to the c-axis. The three regimes are (b) negative saturation, (c) mixed domain
state within the laser spot, and (d) positive saturation. Red arrows indicate position on the
schematic of magnetisation curve measured by the laser.
as is observed. This occurs at the point when the energy associated with the demagnetising
field (stray field arising around the ferromagnet due to the magnetisation) becomes larger
than the energy required to form a domain wall, and so domain wall formation becomes
energetically favourable. In Fig. 6.9, this energy balance is tipped at B = ±20 mT. After
the nucleation event, the magnetisation should become equal to its value at the same B-field
strength in the opposite sweep direction, as is indeed the case in Fig. 6.9. This is indicative
of freely moving domain walls, whereby adjacent domains grow and shrink unimpeded, in
response to the external field. As B passes through zero, the mixed domain state evolves
easily via domain wall motion. If there is substantial disorder in the lattice, domain walls
can become pinned, which leads to the introduction of zero-field hysteresis [177]. The fact
that negligible coercivity is observed in this sample points to a relatively defect-free crystal
structure in CrBr3.
For the case of a much smaller laser spot size, it is possible that the magnetic length
scale may exceed the spot diameter and the measurement will only observe a single domain
responding to the B-field. In this case, the magnetisation will flip between ±1 without
observing any gradual change in M. The flip may occur either side of B = 0, depending on
the laser spot position on the sample, considering that it may or may not happen to probe
a nucleating domain. This zero-field hysteresis and associated coercivity is reminiscent
of measurements performed on CrI3 (Fig. 6.2) [141], and highlights an unusual source
of uncertainty when measuring the magnetic properties of 2D magnetic materials using a




In conclusion, the significant potential of van der Waals heterostructures to engineer the
band structures of emergent spin-valleytronic devices is demonstrated, which may have
applications ranging from new data memories to nanoscale sensing. Clear proximity induced
switching of hole valley polarisation in a MoSe2 monolayer is observed, attributed to a
complex interplay between carrier relaxation dynamics, radiative recombination timescales
and spin-selective band hybridisation. Furthermore, starkly contrasting proximity effects
between neutral and charged exciton states are seen, and high B-field measurements imply that
CrBr3 does not display layer dependent antiferromagnetism inherent to CrI3 [135, 141, 171],
or indeed the easy-plane anisotropy of CrCl3 [178, 179]. This completes the set of easily
stackable metal trihalides with complementary magnetic properties (Fig. 6.17), constituting
an ideal basis for development of van der Waals spintronic devices.
a b cCrBr3 CrI3 CrCl3
Fig. 6.17 Characteristic magnetic anisotropy and ordering in multi-layered (a) CrBr3, which
is an Ising-type ferromagnet with out of plane anisotropy and appears to have ferromagnetic
layer coupling, (b) CrI3, with Ising-type ferromagnetism within each monolayer, but a
tendency for antiferromagnetic ordering between layers, and (c) CrCl3, which also has
intralayer ferromagnetic order and interlayer antiferromagnetism, but unlike CrI3 it has
in-plane shape anisotropy, giving an easy-plane. This most likely arises from the expected
out of plane magnetocrystalline anisotropy being weak. These figures represent the magnetic
order upon zero-field cooling below TC.
The measurements of polarisation resolved trion photoluminescence indicate thin CrBr3
to have perpendicular magnetic anisotropy and a micron-scale typical lateral domain size,
possibly even a maze or labyrinthine domain arrangement. Easily switchable ferromagnets
with perpendicular anisotropy have direct applications in magnetic memory technology
utilising spin-transfer torque, which is highly amenable to scaling down for ultra-high density
memories [180–182]. Recent gains in the electrical field control of magnetisation in CrI3
may now be incorporated with the results of this work, to fully realise and understand the
combined electrical, optical and magnetic interactions within ferromagnet-semiconductor






7.1 Summary of findings
The trion valley Zeeman effect in WSe2
In Chapter 4, the response of the trion fine structure in monolayer WSe2 to strong external
magnetic fields was studied. The four ground state trion valley configurations, charac-
terised by a zero-field fine structure splitting owing to short range electron-hole Coulomb
exchange, were observed to have a strong temperature dependence, whereby heating the
sample thermally populates the higher energy triplet trions.
This study uncovers the complexities of the trion valley Zeeman effect in monolayer
WSe2, demonstrating that the trion energy splitting in PL does not reflect the underlying valley
Zeeman splitting of the initial state. Instead, the process of trion radiative recombination
itself modifies the emitted photon energy, via electron recoil to valley polarised conduction
band states, having the effect of enhancing the singlet-singlet splitting, and diminishing the
triplet-triplet splitting. On top of this asymmetry, the action of a third process is observed,
also associated with the electron recoil, attributed to Landau level quantization of both initial
and final states.
Each of the four trion fine structure valley configurations are seen to display inequiva-
lent rates of field-dependent spectral shift, which is incompatible with the valley Zeeman
framework reported for neutral excitons. A true valley Zeeman splitting of (−7.9±0.1)µBB
is extracted for all trion states, which may be measured only by consideration of both singlet
and triplet trions. The deviation of this value from the known atomic orbital contribution of
∼−4µBB is attributed to a strong Berry curvature associated magnetic moment unique to
WSe2 trions. However, this true trion valley Zeeman splitting is observed to be masked by
energetic recoil processes of the additional electron, which modify the measured trion energy
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shifts in low temperature magneto-PL studies and are likely to depend heavily on external
factors such as doping level, which vary from sample to sample.
Exciton valley dynamics in the strong light-matter coupling regime
Chapter 5 presented experiments involving the incorporation of monolayer MoSe2 and WSe2
into energy-tunable zero dimensional optical microcavities, which allowed the formation of
exciton-polaritons. These composite quasiparticles are part-light part-matter, resulting in
modifications to the state lifetimes and valley depolarisation times.
This work presented both unambiguous observation of valley polarised exciton-polaritons
in monolayer MoSe2, along with robust valley coherence of polaritons in monolayer WSe2.
In both materials, the degrees of optical polarisation in photoluminescence far exceed the
values obtainable in bare, uncoupled monolayers, owing to cavity modified valley pseudospin
relaxation dynamics. A theoretical model based on dynamical rate equations which incorpo-
rate energy, momentum, and pseudospin relaxation is presented, which accurately reproduces
the MoSe2 polariton circular polarisation degree, confirming that extremely efficient pseu-
dospin relaxation occurring at high exciton wavevectors is responsible for low polarisation
degrees in emission. Furthermore, coherent manipulation of the exciton-polariton valley
pseudospin vector is demonstrated, arising from precession of the vector about the Bloch
sphere equator under the action of an applied strong magnetic field.
The results presented in this chapter unveil the complex valley pseudospin relaxation
dynamics of excitons in monolayer TMDs, and demonstrate how the use of optical mi-
crocavities allow the efficient depolarisation timescales inherent to these materials to be
overcome, by offering highly protected polariton states for the excitons to occupy, in which
their pseudospin vector remains well defined over enhanced timescales. The implications of
this work include the possibility for study of valley dependent non-linear polariton behaviour,
such as condensation and superfluidity, or the implementation of polaritonic circuit elements
for valley pseudospin based information processing at high speeds.
Valley physics in semiconductor-ferromagnet van der Waals heterostructures
Chapter 6 discussed the valley effects which arise when a monolayer of MoSe2 is placed in
direct proximity to a layered van der Waals ferromagnetic material, CrBr3. The resulting
heterostructure was found to display a hybridised and spin-polarised band structure, which
resulted in efficient valley dependent carrier hopping between the layers, leading to non-zero
valley polarisation in MoSe2 photoluminescence despite only very weak, milliTesla range
magnetic fields being applied.
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The results indicate the significant potential of van der Waals heterostructures to engineer
the band structures of emergent spin-valleytronic devices, which may have applications
ranging from new data memories to nanoscale sensing. Clear proximity induced switching of
hole valley polarisation in a MoSe2 monolayer is observed, attributed to a complex interplay
between carrier relaxation dynamics, radiative recombination timescales and spin-selective
band hybridisation. Furthermore, starkly contrasting proximity effects between neutral and
charged exciton states are seen, explained by the discrepancy is radiative lifetimes.
The measurements of polarisation resolved trion photoluminescence indicate thin CrBr3
to have perpendicular magnetic anisotropy and a micron-scale typical lateral domain size,
possibly even a maze or labyrinthine domain arrangement. Easily switchable ferromagnets
with perpendicular anisotropy have direct applications in magnetic memory technology
utilising spin-transfer torque, which is highly amenable to scaling down for ultra-high density
memories [180–182]. Recent gains in the electrical field control of magnetisation in CrI3
may now be incorporated with the results of this work, to fully realise and understand the
combined electrical, optical and magnetic interactions within ferromagnet-semiconductor
nanostructures, with a view to the creation of functional optically or electrically switchable
valleytronic devices.
7.2 Outlook
7.2.1 Optical routing of exciton-polariton valley pseudospin
Fig. 7.1 Scanning electron microscope images of (a) Focused ion beam milled waveguides
in open cavity top-plinth structures (see Chapter 3). (b) Y-shaped waveguide routers for
creating valley polarised polariton currents Image credit: Aurelien Trichet.
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Beyond control of the exciton valley pseudospin as demonstrated in this thesis, another
key milestone towards implementation of opto-valleytronics would be long range valley
transport between distant systems. Excitons are charge neutral and are free to move through
the lattice, and so are nominally suitable for valley transport. Indeed, exciton integrated
circuits have been demonstrated in other material systems [183]. However, in TMDs, their
propagation length is severely limited by their short lifetime, as uncovered in chapter 5. A
potential way around this would be to use exciton-polaritons to transport the valley pseu-
dospin, considering they retain robust polarisation as demonstrated earlier. They also have a
very low effective mass and high propagation speed, owing to their photonic component.
To this end, a variety of novel cavity DBR plinth designs have been fabricated (by
collaborators at the University of Oxford), as shown in Fig. 7.1, in contrast to the circular
concave plinth designs used in this thesis in Chapter 5. These include linear waveguides,
which are essentially 1-dimensional cavities, restricting the polariton motion along the
axis of the cavity. Such an experiment would therefore involve testing the diffusion of
polaritons from a pump source, or investigating how the polaritons could be accelerated
along the waveguide, for instance by pumping at an angle (to inject in-plane momentum) or
by tilting the cavity mirrors to create a wedge shaped cavity with an energy gradient along
the waveguide.
In Fig. 7.1b, a series of Y-shaped cavity waveguides are shown. These may act as
polariton valley routers, whereby polaritons created at the bottom of the Y travel to the
junction, and then preferentially move down one arm or the other owing to the the finite
Berry curvature of the exciton component, which induces a transverse velocity with sign
depending on the polariton valley index. Essentially this represents a polariton valley Hall
effect, coupled to a router, constituting the proof of principle for polariton valley circuits.
7.2.2 Ferromagnetic proximity coupling to TMD exciton-polaritons
An interesting avenue to explore would be the incorporation of ferromagnetic layered materi-
als inside optical microcavities. This effectively combines the results of Chapters 5 and 6,
where microcavities and ferromagnets were both demonstrated to enhance the valley polari-
sation of monolayer MoSe2. Quite possibly, in combination their effects could multiply to
produce near unity valley polarised polariton populations, arising due to lifting of degeneracy
between the opposite valley exciton resonances. This may allow easy switching of the entire
polariton population pseudospin via milliTesla magnetic fields.
Another related prospect is the incorporation of electrically pumped TMD-ferromagnet
heterostructures into microcavities, whereby current injection through the ferromagnet may
act as a spin pump, leading to electroluminescence in only one MoSe2 valley. The microcavity
142
7.2 Outlook
could operate in the weak coupling regime, vastly enhancing the radiative rate of emission,
and resulting in electrically pumped rapidly switchable σ+ or σ− polarised emission.
7.2.3 Enhanced valley splitting in MoSe2 on EuS substrates via inter-
facial magnetic exchange field
Fig. 7.2 (a) Reflectance contrast spectrum of MoSe2 on a europium sulphide 10nm film
substrate under an external magnetic field of B = 8 T. The neutral exciton absorption displays
a strong valley splitting between σ+ and σ−, while the trion absorption is 100% valley
polarised. (b) Valley Zeeman splitting of the neutral exciton absorption from MoSe2 on EuS
as a function of external B-field strength. Below the Curie temperature of EuS, ∼ 17 K,
the MoSe2 valley splitting is strongly enhanced by the exchange field, as indicated by the
non-linear response, mimicking the EuS magnetisation.
In contrast to fabrication of elaborate van der Waals heterostructures combining mono-
layer TMDs with layered ferromagnets, as was demonstrated in Chapter 6, an easy alternative
is to simply polymer stamp a TMD monolayer onto a non-van der Waals ferromagnetic
substrate. To this end, preliminary experiments have been performed on a sample consisting
of monolayer MoSe2 stamped onto a 10nm thin film of europium sulphide (EuS), a ferro-
magnetic insulator with a rock-salt crystal structure, grown by electron beam deposition
by collaborators at the University of Tokyo. The reflectance contrast spectrum from the
sample ((R0 −R)/R0, where R0 and R are the reflectance of the substrate and monolayer,
respectively) displays two absorption resonances ascribed to neutral and negatively charged
exciton absorption (Fig. 7.2a). The EuS layer strongly modifies the magneto-optical response
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of the MoSe2 excitons, leading to a 100% degree of circular polarisation of the trion absorp-
tion under an external magnetic field of B = 8 T, indicating complete spin polarisation of
conduction band electrons [184]. Furthermore, the valley splitting of the neutral exciton is
strongly enhanced by the EuS short range interfacial magnetic exchange field, and follows a
non-linear curve mimicking the magnetisation response of EuS to the applied field (Fig. 7.2b)
[168]. The valley splitting is several times stronger than the valley Zeeman effect for applied
B-fields ∼ 1− 2 T, indicating that EuS serves to strongly amplify the external field. The
ferromagnetic origin of the enhanced valley splitting is confirmed by heating the sample
above the Curie temperature of EuS, ∼ 17 K, at which point the conventional valley Zeeman
splitting of MoSe2 is regained [168]. Coupling monolayer TMDs with non-layered materials
in this way plays to the strengths of 2D materials, in that their van der Waals forces allow
them to be arbitrarily transferred onto a variety of substrates, creating hybrid structures
potentially associated with a wealth of unexplored interactions.
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