We present a purely syntactical de nition of E.W. Dijkstra's predicate transformer wp for nondeterministic while-programs in in nitary logic. Then we show that it is sound wrt. a de nition of weakest preconditions given in terms of denotational semantics.
Introduction
Usually, semantics of programming languages comes in three avours, viz. operational, denotational, and axiomatic. Of the latter, one of the best known is weakest precondition semantics (also known as wp-calculus), introduced by E.W. Dijkstra 9, 10] as a generalization of Hoare logic 16] to reasoning about total correctness of imperative programs. It is based on a function wp which, usually, is de ned in a semantical fashion, i.e., maps a program p (the only syntactic argument) and a set of states R (the postcondition) to the largest set of states Q (the weakest precondition) such that execution of p from a state of Q will result in p terminating in a state of R.
Besides axiomating the semantics of a programming language, weakest preconditions can also be used as an aid in program construction. This has been shown by many authors including E.W. Dijkstra 10, 11] , D. Gries 14] , R. Backhouse 5] , and C. Morgan 19] for example. The techniques used here are based on predicate calculus and easily accessible to anyone with background in logic. Instead of working with sets of states or { as it is common practice { equating a logical formula with a predicate on states or the set of all states in which it is valid, therefore, a purely syntactical de nition of wp as a function that maps a program and a formula to a formula should be used. This avoids inaccuracies and ambiguities caused by identifying formulae and their interpretations or by borrowing symbols from logic while using them for something entire di erent. That the common practice may lead to wrong results is e.g., demonstrated in 24]. Our approach is also in accordance with the use of predicate logic as a general mathematical tool for writing formal speci cations.
Purely syntactical de nitions of the function wp are very rare. In this article we revisite R. Back's approach 2], where wp is { as a direct translation of E.W. Dijkstra's original formulation into logic { de ned as a function on programs and formulae of the in nitary logic L ! 1 ! . We present a rigorous syntactical de nition of wp for nondeterministic while-programs. In doing so, the variable substitution problem of L ! 1 ! raised by assignment statements is solved by restricting the class of formulae. (In 2] this problem is neglected.) Our main result is that the presented syntactical de nition of the function wp is sound wrt. a de nition of weakest preconditions given in terms of denotational semantics (and the validity of formulae according to states). This soundness theorem leads to a perspicuous denotational standard model of the wp-calculus which is in sharp contrast with the intuitive model in 2] being an opportunistic hybrid of logic, set theory, and operational semantics. From a practical point of view it is also crucial, since, for example, a programmer might use weakest preconditions to construct programs and to reason about their properties, whereas a compiler writer might use denotational semantics to implement the programming language.
A formal statement and proof (as subsequently presented) could not be found in the hitherto existing literature, i.e., the soundness theorem seems to be a \folk theorem" in the sense of D. Harel 15] . Perhaps the reason for this is that those authors that use denotational semantics investigate only Hoare logic, while those with a preference to weakest preconditions de ne semantics in an operational manner.
Nondeterministic While-Programs
In this section we de ne syntax and denotational semantics of a simple imperative programming language. We assume the reader to be familiar with the notions of a signature and a -algebra and the foundations of denotational semantics like directed sets, ( at) complete partial orders (brie y: cpos), strictness, monotonicity, continuity, and the least xed point operator . Details on signatures and algebras can be found in 26]; for the foundations of denotational semantics we refer to the textbooks 21, 25] .
The syntactical basis of the programms consists of a signature = (S; C; F), where S, C, and F are the sets of sorts, constant symbols (each is assigned a sort), and function symbols (each is assigned a functionality), respectively, and a countable in nite set X of variables (each is assigned a sort again). It is supposed that S contains at least the sort bool for the truth values, C contains at least the constant symbol false of sort bool for falsity, and F contains at least the function symbol not with functionality bool ! bool for negation. The set E m of expressions of sort m 2 S over and X is inductively de ned as usual. Now we can x the syntax of our programming language: 2.1 De nition. The set PRG of non-deterministic while-programs (or statements) is inductively de ned as follows: 
Assertions and Weakest Preconditions
When specifying pre-and postconditions of imperative programs by logical formulae, normally one uses additional function symbols not contained in the programming language's signature. Therefore we suppose in the following such an extension e of the signature of the last section to be given and denote the set of expressions of sort m 2 S over the original set X of variables and the extended signature e by T m .
As already mentioned in the introduction we use R. Back's 2] approach to formalize the wpcalculus in in nitary rst-order logic L ! 1 ! . We will here only present the most basic notions of this logic, for details see 17, 18] for example. Let L denote the set of ordinary rst-order formulae built over e and X, where the Boolean expressions from T bool are the atomic formulae and the connectives :, _,^, !, $ and quanti ers 8, 9 are used. The set L ! 1 Here z is a \fresh" variable which does not occur neither in the formula Q y : ' nor in the expression t, usually the rst fresh variable in the assumed enumeration x 0 ; x 1 ; : : : of the set X of variables such that substitution becomes unique. Substitution in quanti ed L ! 1 ! -formulae in the just described simple way is impossible if var(') = X holds as for 9 x 0 : W fx 0 = x i : i > 0g. Hence we consider for a formalization of the wp-calculus a subset of L ! 1 ! -formulae for which it can be applied.
De nition.
A formula ' 2 L ! 1 ! is said to be an assertion if var(') is nite. The set of all assertions is denoted by ASS. When substitution in assertions is de ned as in the case of ordinary-rst order formulae, as a consequence we get the well-known substitution property
which will be used in the proof of soundness in the next section. After these preparations we are now in a position to formalize the decisive notions of totally correctness and weakest preconditions in terms of the denotational semantics and the two validity relations. ' 2 ASS the formula wp(p; ') 2 L ! 1 ! is also an assertion remains to be shown. In the proof of the following Lemma 4.2 and also in the remainder of this article we assume (as generally done in the literature) that a variable of a while-program (a so-called programming variable) does not occur bound in an assertion. Due to this assumption we do not need a separation of the set X into programming variables and logical variables and further functions, usually called assignments, which then map the logical variables to semantic elements; but strictly speaking it has to be shown that the assumption remains true when applying the function wp.
De nition. a)
4.2 Lemma. Assume a while-program p 2 PRG and an assertion ' 2 ASS. Then we have var(wp(p; ')) var(p) var(') : As a consequence, var(wp(p; ')) is nite, i.e., wp(p; ') 2 ASS. Proof. We use structural induction on p.
The only interesting case of the induction base is that the program p is an assignment statement x := t. Here In the remaining case b] ]( ) = ? bool , from the de nition of the function wp, the relations j = and j , and the functional we obtain that both sides of the equivalence ( ) are false. This ends the proof of ( ).
Returning to the main induction we now consider the limit of the iteration used in the xed point theorem for continuous functions over cpos. From the de nition of the Egli-Milner-order we obtain that ? 6 2 G In this case we additionally have Now we prove the main result of this section saying that the function wp in fact computes a weakest precondition according De nition 3.2.b. This proof is very easy since the di cult computations already have been carried out in the proof of the preceeding lemma. The soundness theorem expresses the fact that the set L ! 1 ! of in nite rst-order formulae can be used to axiomatize weakest preconditions for total correctness. There are some other syntactical formalizations of the wp-calculus using, for example, weak second-order logic 23, 6, 7] or polymorphic higher-order logic 4]. But the set L of ordinary nite rst-order formulae is too weak for formalizing weakest preconditions. A counter-example p over groups (due to R. where the constant symbol e denotes the group's (G; ; 1) unit element 1 and the binary function symbol is interpreted as group multiplication . Given 2 State, it can easily be shown that j = wp(p; true) ] i (x) 6 = ? and there exists i 2 Nnf0g such that (x) i equals the unit element, i.e., i (x) is a so-called torsion element. However it is known (see 13] for example) that this property cannot be described by a nite rst-order formula.
Theorem (Soundness
In the last theorem of this section we show the strictness of the function wp and that it behaves well under conjunction. In the literature these properties are called healthiness criteria. Continuity expresses the fact that nondeterminism is bounded, i.e., operationally all computation trees are only nitely branching. Following the pattern of the last proof, also this property easily can be shown just as further properties of the function wp like its distributivity over universal quanti cation (mentioned in 6, 7] ), subdistributivity over existential quanti cation, the equivalence of ] p '] and j = ! wp(p; '), and the well-known loop invariant theorem 14] for estimating weakest preconditions of while-loops.
Conclusion
Our main concern was to consider an established and well proved approach to weakest preconditions (which also is very close to the usual semantical approach presented in the most well-known textbooks) and to close wrt. it a gap in the theory. Based on the work of R. Back, we have presented a purely syntactical de nition of E.W. Dijkstra's weakest preconditions predicate transformer as a function wp from programs and formulae to formulae and have shown that this de nition is sound wrt. a de nition of weakest preconditions given in terms of denotational semantics and the validity of formulae according to states.
The relationship between axiomatic and denotational semantics established by this result allows to use both notions in a mutual way. In particular, given a speci c problem one can use the more quali ed semantics to solve it. First examples for such a proceeding have been the proofs of the two healthiness criteria. Without the connection to denotational semantics these require costly inductions on the structure of the given program. As a further example we consider a proof for a while-loop to terminate when a certain condition holds, a task which frequently occurs in program derivation resp. veri cation. Formally this means that we have to show j = ( ! wp(while b do s od; true)) ] for all 2 State. In our experience the easiest approach to prove this property formally is, rst, to de ne a Noetherian order on the set f 2 State : j = ]g and, then, to prove for all states from this set the inequation ( ) 6 = ? (where comes from De nition 2.2) by Noetherian induction using denotational semantics. Of course, this approach is similar to the well-known method (presented in 14] for example) using a socalled bound function. However, in contrast with 14], it takes also into consideration so-called nite errors like unde ned loop conditions. In this article we have been concerned only with erratic nondeterminism since this seems to be the most import kind of nondeterminism, in particular wrt. implementability. Following the lines of the presented proof it is obvious that the wp-calculus is also sound if we de ne denotational semantics in such a way that nondeterminism becomes demonic, which means that possible nontermination is equivalent to guaranteed nontermination. The third kind of nondeterminism discussed in the literature, called angelic, only considers partial correctness since here possible termination is equivalent to guaranteed termination; a comparison with weakest preconditions for total correctness seems not to be reasonable. Some arguments for an erratic approach to program semantics being better than a demonic or angelic approach can be found in 12] for example.
A serious assumption, however, is that in our programming language nondeterminism is bounded. For two reasons it seems to be di cult to generalize our proof of soundness to a programming language allowing also unbounded nondeterminism. First, in this case continuity of the loop functional does not hold in general such that the xed point theorem for continuous functions cannot be applied. And, second, the in nitary rst-order logic L ! 1 ! is too weak to express weakest preconditions for unbounded nondeterministic programs as shown by R.
Back 2] using that well-foundedness cannot be characterized in L ! 1 ! 18] . There are some approaches to weakest preconditions which deal with unbounded nondeterminism, but all of them are of semantical nature or use the (sometimes dangerous) common practice mentioned in the introduction. See 1, 3, 8] for example. Using a rst-order logic enriched by a least xed point operator, perhaps a purely syntactical formalization can be obtained. (For deterministic programs this was sketched to the author by K. Apt.) The di culties here are that one has to consider syntactical monotonicity (i.e., the number of negations over a variable) and implication leads on formulae only to a pre-order such that least elements are not unique. Furthermore, the question remains whether for a practical use such a xed point formalization is superior to that of this article, which bases on a for years well-proved approach.
