We discuss the computation of I f], where I is a positive functional on C a; b]. Any algorithm starts with some input, in typical situations this input consists of function values (f (x 1 ) ; : : : ; f (x n )) and the more global information f 2 K, where K C a; b] is a given set. The algorithm which makes the fullest use of the input is called the strongly optimal algorithm. We shall show that in many cases of practical interest these algorithms are not linear in (f (x 1 ) ; : : : ; f (x n )), in sharp contrast to the better known optimal algorithms. A weakening of the notion of strong optimality leads to algorithms with nite deviation, for these we obtain almost the same results.
Introduction
Denote by I a positive linear functional de ned on C a; b]. Our theme are numerical algorithms for the computation of I f]. In most cases the input of an algorithm does not specify f completely, but consists of a set Info (f) C a; b] with f 2 Info (f). I Info (f)] is the set of all numbers compatible with the given input, and so the determination of I Info (f)] is the best what we can do. To obtain nontrivial results, we have to give some structure to Info (f). From now on x n points x 1 ; : : : ; x n with a = x 1 < x 2 < : : : < x n = b and a convex symmetric set K C a; b] called the co-observation. 
Because of the convexity of K, the set I Info (f)] is an interval (and we assume that our information is not contradictory, so it is nonvoid), because of (1) it is bounded. We de ne further the \strongly optimal" (or \central") algorithm Although this a simple and natural concept (the idea goes back at least as far as v. Mises 1933] ), there are very few explicity known examples of strongly optimal algorithms. Our purpose is to identify a source of the di culties by showing that in many cases of practical interest the strongly optimal algorithms are nonlinear. Here we call Q so linear if it has the form Q so f] = n X =1 a f (x ) ; f 2 K
with (a 1 ; : : : ; a n ) 2 R n independent of f.
So we may look for other algorithms which combine simplicity with small error. An algorithm is in our context a real function Q de ned on f(f(x 1 ); : : : ; f(x n )) : f 2 Kg. As a measure of the quality of Q we de ne the \deviation" We shall show that linear algorithms (in the sense (2)) with nite deviation do not exist in most cases, so the weakening of the notion of strongly optimality does not help very much.
From a more general standpoint the nonlinearity of strongly optimal algorithms is discussed in two papers of Kon/Tempo 1989] , 1991], but our results are more concrete. The problem of nonlinearity gains in interest, if we realize that optimal (not strongly optimal) linear algorithms do exist always. For these algorithms and the general philosophy of optimality see the book of Traub/Wo zniakowski 1980].
The results
We shall treat two kinds of co-observations, rstly boundedness of a derivative: If n r then we use a suitable expression for the error of polynomial interpolation at the nodes x 1 ; : : : ; x r and obtain jg 1 (x) ? g 2 (x)j Mconst where the constant depends only on x 1 ; : : : ; x n . So (5) holds and a strongly optimal algorithm exists. If n < r the existence depends on I, and in case of existence the determination of Q so is easy, see the remark after special case 1 in section 3. To exclude trivialities, we assume from now on that I is not of the form
Theorem 1. In the case of the co-observation (3) we have (i) Let n > r + 1 > 2. Then there is no linear algorithm with nite deviation.
(ii) Let n = r + 1 or r = 1. Then there is a linear algorithm with dev Q 2. But there is no general result about the existence of linear strongly optimal algorithms.
(iii) Let n = r. Then there is a linear strongly optimal algorithm.
Theorem 2. In the case of the co-observation (4) we have (i) Let I be strictly positive and let n > r + 1 > 3. Then there is no linear algorithm with nite deviation.
(ii) Let n = r + 1 or r = 2. Then there is a linear algorithm with dev Q 2.
(iii) Let n = r or r = 1. Then there is a linear strongly optimal algorithm.
(iv) Let r = 2 and n 3. Then there is no linear strongly optimal algorithm.
Remark: Most likely the assumption of strict positivity (that means I f] > 0 if inf x f (x) > 0) is unnecessary. In any case it can be dropped, if n is su ciently large. This can be shown with method similar to that of the proof of (iv). Denote by intpol (x 1 ; : : : x n ) h] the interpolating polynomial of h for the nodes x 1 ; : : : ; x n . We choosek := 2 intpol (x 1 ; : : :
This is possible for both co-observations and we obtain Q so f] = I intpol (x 1 ; : : :
Remark: If n < r and Q so exists, we may use the same method and obtain the same result.
Special case 2:
= 1; 2; : : : ; n ? 1 : This is possible for both co-observations (and for many others, e.g. kf 0 k q M) and we obtain with a short computation
This is the generalized trapezoidal rule. The result is contained in Secrest 1964] (for coobservation (3)) and in Traub/Lee 1985] (for co-observation (4), they do not restrict to continuous functions, but our proof remains applicable).
Special case 3: n even, n = r+1, x = b+a?x n+1? ( = 1; : : : ; n) and I f] = R b a f (x) dx. We choosek := intpol (x 1 ; : : : ;
The main point is that the interpolation polynomial is (not of degree n ? 1, but) of degree n ? 2 because of the symmetry condition. So we havek 2 Info (f) for both co-observations and we obtain Q so f] = Z b a intpol (x 1 ; : : : ;
Our next example of a linear Q so could be obtained as a further special case of lemma 1, but because of some technical di culties, we prefer another method.
Lemma 2. Let K = ff : Var f Mg \ C a; b]. Then Q so is linear.
Proof: By the representation theorem of Riesz there is an increasing function so that
holds for g 2 C a; b]. If we extract the points of non-continuity at x ( = 1; : : : ; n), we may
where s 0 and 1 is continuous at x .
We de ne a set C R n?1 by C = (c 1 ; c 2 ; : : : ; c n?1 ) 2 C i c d := max ff (x ) ; f (x +1 )g ( = 1; : : : ; n ? 1) and
We may write the last condition in the form n?1
Given any C 2 C and any m > 2 sup (x +1 ? We have lim
This means: If C 2 C and " > 0 are given, there exists g 2 Info (f) with
s f (x ) ? " :
On the other hand we have for g 2 Info (f) evidently The sup can easily be determined to 
4. Linear algorithms with small deviation
We shall construct linear algorithms Q with dev Q 2 as special cases of the following (well-known) lemma:
Lemma 3. Let ' denote a map form R n in C a; b] with the following property ' (f (x 1 ) ; : : : ; f (x n )) 2 Info (f) if f 2 K :
Then Q := I ' is an algorithm with dev Q 2.
Proof: jI f] ? I ' (f (x 1 ) ; : : : ; f (x n ))j jQ f] ? Q f] j = 2 (f). Special case 1: Co-observation (3) and r = 1.
We choose ' as broken line interpolant with knots x 1 ; : : : ; x n . Evidently (7) holds.
Special case 2: Co-observation (3) and n = r + 1.
We choose ' as polynomial interpolation with nodes x 1 ; : : : ; x n . The Newton form of p := ' (f (x 1 ) ; : : : ; f (x n )) shows is continuous. So we have proved (7).
Special case 3: Co-observation (4) and r = 2.
We choose ' as broken line interpolant with knots x 1 ; : : : ; x n . Using the abbreviation s := ' (f (x 1 ) ; : : : ; f (x n )) we have Inserting this in (11) gives (9).
Proof of theorem 1
We have already proved theorem 1 (iii) (special case 1 of lemma 1) and the rst part of (ii) (special cases 1 and 2 of lemma 3). We have given examples for the existence of linear Q so if n = r + 1 or r = 1 (special cases 3 and 2 of lemma 1). To complete the proof of (ii) We now turn to the proof of (i). Lemma 7. Let p be a polynomial of exact degree r with main coe cient M r! . Then Info (p) = fpg :
The proof is similar to the proof of lemma 6 and can be omitted. Suppose now that there is a linear algorithm Q with nite deviation. For the functions speci ed in lemma 6 and lemma 7 we have (f ) = (p) = 0. So Q has to be exact for these functions and (linearity!) for all their linear combinations. So all spline functions of degree r with knots in x 2 ; x n?1 ] are in the kernel of the functional R := I ? Q. We apply now the Peano representation theorem and obtain for all f 2 C r+1 a; b]
Considering the kernel of R, we obtain L r+1 (u) = 0 ; u 2 x 2 ; x n?1 ] :
In the Peano representation 
Proof of theorem 2
We have already proved theorem 2 (iii) (special case 1 of lemma 1 and lemma 2) and theorem 2 (ii) (special cases 3 and 4 of lemma 3).
Lemma 8. Let h 2 C a; b] and let there exist 2 ]a; b so that h ( ) > jh (x)j for all x 6 = :
Then we have for all g of bounded variation
We have equality in (13) 
Proof:
is well-known in the theory of Stieltjes integrals. We apply (15) (ii) There is exactly one point 2 ]x +1 ; x +r?1 with B ( ) > jB (x)j for all x 6 = .
Lemma 10. If r = 2, then H = fx 2 ; x 3 ; : : : ; x n?1 g. If Any function of the form B + B +1 with 0 has exactly one maximum, this can be proven using a standard Rolle type argument. So h shows that y 2 H and the lemma follows.
The proof of theorem 2 (i) is now quite easy: Because of (16) the Peano kernel L r has a zero interval, this contradicts the hypothesis of strong positivity.
Finally we have to prove theorem 2 (iv). Assume now that Q is strongly optimal. From lemma 10 and (16) it follows L 2 (x ) = 0 = 2; 3; : : : ; n ? 1 :
We use again that L 2 is convex on x ; x +1 ] and that L 2 (x 1 ) = L 2 (x n ) = 0. So (17) shows that Q can be improved, so Q is not strongly optimal.
