Breast cancer is one of the most mediated malignant diseases, because of its high incidence and prevalence, but principally due to its physical and psychological invasiveness. The study of this disease using computer science tools resorts often to the image segmentation operation. Image segmentation, although having been extensively studied, is still an open problem. Shortest path algorithms are extensively used to tackle this problem. There are, however, applications where the starting and ending positions of the shortest path need to be constrained, defining a closed contour enclosing a previously detected seed. Mass and calcification segmentation in mammograms and areola segmentation in digital images are two particular examples of interest within the field of breast cancer research.
Introduction
The breast cancer disease is studied at several stages. This begins with cell biology and how the disease starts, and passes through to screening and diagnosis 1 . The next stage is surgical planning (mainly with oncological aspects in mind, but also incorporating the aesthetic result) 2 , with the final stage concerning the evaluation of the results (again both in terms of disease eradication and the aesthetic result) 3 . Our focus in this work is in the screening and diagnosis, and aesthetic evaluation after surgery.
The most common breast cancer screening test is mammography. Computeraided detection (CAD) systems have been developed in order to provide a "second opinion" to aid the radiologist in their final assessment. A fundamental stage in typical CAD systems is the segmentation of masses in regions of interest (ROIs), which could have been manually or automatically detected. Depending on the application, it may be necessary to have a very precise extraction of the contour of the mass, while in other cases, an approximate contour is sufficient 4 . In the mass classification case, for instance, it is advantageous to have a good segmentation step since some characteristics are extracted from the mass shape (it is known that convex masses tend to be more benign than very spiculated masses).
After the detection phase, when the cancer is confirmed, the patient must go through treatment. The most used procedure for breast cancer treatment is known as "Breast Cancer Conservative Treatment" (BCCT). BCCT aims to obtain local tumor control and survival rates equivalent to mastectomy, but with better aesthetic results. Objective methodologies to assess the overall aesthetic result make use of features extracted semi-automatically from frontal photographs of patients. These features capture some of the factors which are considered to impact the overall cosmetic results: breast asymmetry, skin color changes caused by radiotherapy and surgical scars. These measurements are preceded by the semi-automatic localization and segmentation of fiducial points or regions (nipple-areolar complex, breast contour and jugular notch of sternum) on the digital images.
From this overview it is clear that segmentation plays an important role in several breast cancer applications. Segmentation methods proposed in the computer vision community can have one of two main goals: to separate a unique object from the image background or to detect multiple objects in a single image. We will focus on the first case where we are interested in a unique object. Under this restricted problem, there are still many lines of research, encompassing merging and splitting techniques using pre-defined metrics, and techniques that try to directly find the contour (typically using information from the image gradient). The method here proposed uses the last viewpoint.
The focus of this article is thus on the computation of a closed contour enclosing a seed point. To find the closed shortest contour, typically the image is first transformed into polar coordinates, where the closed contour is transformed into an open contour between two opposite margins. After addressing some limitations of this process, we show how to compute the closed contour in the original coordinate space. Closed contours (segmented regions) will enclose a previously detected seed. This seed can be manually or automatically defined depending on the application.
The remainder of this article is organized as follows: Section 2 presents an overview on the state of the art on the detection of closed contours; Section 3 details the theoretical background necessary to understand the proposed method; in Section 4 the closed shortest path in the original coordinates is introduced; experimental results on toy and breast cancer related images are shown in Section 5. The paper ends in Section 6 with conclusions and directions for future work.
State of the Art
The detection of closed contours in an image is a common task in many different problems. There are some methods which make assumptions about the characteristics of the content present in the scene, and can incorporate low-, mid-, and high-level shape priors 5 . Other methods are based on contour completion 6 , which is a powerful tool to detect closed regions.
Different approaches based on Gestalt cues of parallelism, collinearity, proximity and symmetry to group contours have been also proposed 7, 8 . These methodologies face an important challenge in relation to the complexity of pairwise contour grouping to detect symmetry-related contour pairs. Levinshtein et al. 9 attempt to overcome this computational complexity limitation by constraining the symmetric parts to be collections of superpixels.
Conceptually simpler methods based on continuity and proximity, such as the notion of boundary gap, are used to measure the absence of edges along the closed contour. The probability of the connection between two adjacent contours was modeled by Elder and Zucker 10 in order to find contours using a shortest path algorithm. Wang et al 11 created a measure to evaluate the gap of a contour using the ratio cut approach, based only on the total boundary gap. The problem of perceptual completion of occluded surfaces was addressed by Williams and Hanson 12 , defined by a set of occluded surfaces from image contours computed with a labeled knot-diagram.
The stated methodologies find the appropriate closed contour with high complexity approaches, which mostly use heuristics to prune the search range. In Zhu et al. 13 this problem is solved by transforming the edge into polar coordinates. Jermyn and Ishikawa 14 computed the closed contour with ratio cuts working directly with pixels using a 4-connected image grid and by minimizing many different closure costs in a simply connected planar graph. However, this solution is not optimal since the representation of individual pixels complicates the gap computation.
The idea of transforming the problem of detecting edge segments into a problem of finding the minimum-cost path in a weighted and directed graph was initially proposed by Martelli 15, 16 and then developed by many other researchers 17, 18, 19 . When comparing to other traditional methods, minimum cost segmentation has several advantages. Watershed techniques produce closed contours, but are known to over-segment images. A way to contend with this drawback is to use markers rather than the minima of the image.
Active contours (or snakes), which are a special case of deformable surfaces, can also produce closed contours 20 . Based on energy minimization, and guided by external and internal forces influenced by the image, the contours are pushed towards nearby edges, allowing accurate edge detection. Many problems have been addressed using active contours such as the detection of edges and lines, motion tracking, and stereo matching. Since their introduction, active contours have been used in many applications 21, 22, 23 , but they have some limitations. One of the main limitations of the active contour model is that it cannot handle changes in the topology of the evolving contour. As a result, contours cannot split or merge automatically. This makes the recognition of multiple objects difficult. Another drawback of this model is that it uses an arbitrary parameterization of the curves, thus, losing the opportunity to effectively use information present in the geometry of objects. Furthermore, this approach uses multiple parameters that must be estimated before processing an image.
Live-wire methods use the minimum cost idea, but require seed points (usually given by the user) that must belong to the final contour. The Riverbed technique can reduce the number of these seed points along complex shapes, but Live-wire is still better in dealing with badly defined borders 24 . Segmentation with graph cuts is increasingly used for a variety of applications, one of the most common being the extraction of an object of interest from its background. However, they have the disadvantage of being biased toward producing small contours and generating uncontrolled shapes 25 . If there is any knowledge about the object shape (i.e. a shape prior), incorporating this knowledge helps to achieve a more robust segmentation. Veksler 26 proposed a star shape prior for graph cut segmentation. A star shape is defined with respect to a center point c. An object has a star shape if for any point p inside the object, all points on the straight line between the center c and p also lie inside the object. The star shape prior has an additional important benefit -it allows the inclusion of a term in the objective function which encourages a longer object boundary. This helps to alleviate the bias of a graph cut towards shorter segmentation boundaries.
For a survey on graph-related methods, please refer to 27 , and for specific medical-imaging applications, please see 28, 29 . Despite the advantages of the shortest path calculation, the traditional manner in which it is used to compute a closed contour requires a transformation to the polar domain (and then back to the Cartesian domain) 30, 31 . In this transformation resolution may be lost, discontinuities introduced and extra computational power and time required. Additionally, the distance between neighboring pixels has to be defined in the transformed space. In addition to being less intuitive, it will vary with the angular and radial resolution chosen for the polar image.
Conventional Closed Shortest Path Algorithms: a review
In order to understand the method here proposed, several background notions are necessary. In this section graph terminology is introduced in subsection 3.1, followed by the description of some traditional neighborhoods and the design of the weight function in subsection 3.2. Subsection 3.3 shows how the computation of the shortest path is made and in subsection 3.4 methodologies to use the shortest path algorithm in the extraction of closed contours are detailed.
Graph Concepts
A graph G = (V, A) is composed of two sets V and A. V is the set of nodes, and A the set of arcs (p, q), p, q ∈ V . The graph is directed (digraph) if the edges have a direction associated with them (the set A is a set of ordered pairs of nodes). An arc a = (p, q) is considered to be directed from p to q; q is called the head and p is called the tail of the arc; q is said to be a direct successor of p, and p is said to be a direct predecessor of q.
The graph is weighted if a weight w(p, q) is associated to each arc. On images, the weight of each arc, w(p, q), is usually a function of pixels values and pixels relative positions. A path from vertex (pixel) v 1 to vertex (pixel) v n is a list of unique vertices v 1 , v 2 , . . . , v n , with v i and v i+1 corresponding to neighbor pixels. The total cost of a path is the sum of each arc weight in the path
A directed acyclic graph (DAG) is a directed graph with no directed cycles. A topological sort or topological ordering of a DAG is a linear ordering of its vertices such that, for every edge (u, v), u comes before v in the ordering. Equivalently, each DAG gives rise to, at least, a partial order ≤ on its vertices, where u ≤ v exactly when there exists a directed path from u to v in the DAG.
Some algorithms become simpler when used on DAGs instead of general graphs, based on the principle of topological ordering. For example, it is possible to find shortest paths and longest paths from a given starting vertex in DAGs in linear time by processing the vertices in a topological order, and calculating the path length for each vertex to be the minimum or maximum length obtained via any of its incoming edges. In contrast, for arbitrary graphs the shortest path may require slower algorithms such as Dijkstra's algorithm or the Bellman-Ford algorithm, and longest paths in arbitrary graphs are NP-hard to find.
Design of the Weight Function
The d-neighborhood of a node (pixel) p is the set of the d closest nodes of p, for some adopted distance (usually the Euclidean distance). In a topological ordering of a DAG, we define the causal neighborhood of a node p as the subset of neigh- Figure 1 illustrates some typical neighborhoods in images and the corresponding causal neighborhoods, assuming the linear ordering of the vertices is given by column number.
The weight of an edge in the graph is usually set as a function of the values of the incident nodes (pixels). One starts by computing some feature(s) (e.g., gradient, directional derivatives, texture, etc.) and the distance between the node and each of its causal neighbors. Finally the cost is set as a monotonic function of these. Then the shortest path should minimize the sum of the costs over the path. Like in 30 , we will assume that the cost is a function of the features computed at the head of the arc and the distance to the causal neighbors. Figure 2a represents an appropriate DAG to find a path from the left side to the right side of an image or grid such that the cost of the path is minimum. Note that: a) we have assumed the 8-neighborhood; b) this DAG does not allow paths that zigzag back and forth, since at least one arc would be traversed in the wrong direction, an example of which is presented in Figure 2b ; c) the DAG to compute the shortest path from right to left is obtained by inverting the direction of the arcs. In the case of a DAG, the shortest path is easily solved by examining the nodes according to the natural order and for each of them applying the typical iteration presented in Algorithm 1, where d i is the accumulated cost of the path until i.
(Open) Shortest Path Extraction Algorithm in a DAG

Algorithm 1:
Main cycle for the shortest path in a DAG.
Although it is also possible to follow a forward form, we have adopted backwards computation, leading to the classic dynamic programming algorithm 30 . For the grid shown in Figure 2a , the ordering is given by the column position. The linearization step can be removed since it amounts to scan the image column by column, from top to bottom (although inside a column the scanning could be different). The computation of the shortest path can be rephrased as follows, directly in the image grid.
Closed Shortest Path Extraction Algorithm in Polar Coordinates
The method discussed in the previous subsection can be applied to the computation of closed shortest paths in images. Given a point that should be enclosed by the path, one starts by performing a transformation to polar coordinates using the given point as origin. With this transformation the closed shortest path results in the shortest path between opposite margins, with the constraint that it should start and end in the "same" line. (Note that the line does not need to be exactly the same; the start and end points only need to be neighbors, assuming that the image wraps around, e.g. the leftmost and the rightmost columns are actually neighboring columns.) In spite of the efficiency of the computation of the shortest path between the whole left and right margins, or between two pre-defined points in the margins, or between one of the margins and a pre-defined point in the other margin, the search for the shortest path between the left and right margins with the constraint that the path should start and end in the same row seems to increase the complexity of the procedure. As typically, optimization with constraints is more difficult than without.
Had one been interested in the simple shortest path between the left and right margin and the computation would be very efficiently performed using dynamic programming, as seen above. Note that the above procedure gives not only the shortest path between the left and right margins but also yields the shortest path between any point in the right margin and the whole left margin: for any point j in the right margin, C(N 1 , j) indicates the cost of the shortest path between j and the whole left margin, see Figure 3 . Finally, it should be clear how to change the initial conditions of the above procedure to yield the shortest path between two pre-defined points in the opposite margins.
Unfortunately, the computation of the shortest path constrained to start and end in the same row (corresponding to closed contours in the original window) does not seem amenable to such an efficient procedure. The brute force solution of computing the shortest path between the i-point in the left margin and the i-point in the right margin, for i = 1 · · · N 2 , and taking the minimum, is not compatible with requirements of near real-time in many applications.
Noting that if j and are two distinct points in the right margin, then the shortest paths between each of these points and the whole left margin do not cross, it is trivial to conclude that there is a point m in the right margin for which the shortest path between m and the whole left margin starts also at row m. Note that this path P 1 corresponds to a closed path in the original coordinates (not necessarily the shortest one). Similarly, interchanging the role of the left and right margin, it is possible to obtain a point n in the left margin for which the shortest path P 2 to the whole right margin is closed a . Therefore, we chose to approximate the (optimal) shortest path between the left and right margins starting and ending on the same row by min(P 1 , P 2 ).
Note that this algorithm corresponds to the multiple back-tracking algorithm (MBTA) of 30 but we execute it both from left to right and from right to left b (or from bottom to top and top to bottom). In Figure 3a the shortest paths between each point on the bottom margin and the whole middle row are traced. Likewise, Figure 3b shows the shortest paths between each point on the middle row and the whole bottom margin. The authors in 30 failed to realize that there is always at least one closed path among the paths obtained with MBTA ("We have found that on an image or regular a P 1 and P 2 are not necessarily unique. b When we first introduced this method 32 , we were unaware of the significant work by Sun and Pallottino 30 .
grid one can almost always find a circular path although this circular path may not be the circular shortest path."). Here we prove that it is indeed possible to always find at least one.
Proof. A key argument in the demonstration is that the shortest path between a whole margin and a point p in the opposite margin does not cross the shortest path between the whole margin and a different point q. Let's prove by contradiction: if the two paths do cross at a point a (see Figure 4) then one of the paths can be improved by taking the other sub-path between a and the whole margin. In the special case that both sub-paths between a and the whole margin have the same cost then we will always make the same decision (e.g., always choosing the option with the starting point in the highest row). Let's now consider the path ending in the first line. If the starting point of the path is also on the first line we are done; otherwise the starting line is higher than 1 (≥ 2). Let's now consider the path ending in the second line. If the starting point of the path is also on second line (note that it cannot be on the first line by the argument before) we are done; otherwise the starting line is higher than 2 (≥ 3). Proceeding in this way until we reach the path ending on the last line, we can achieve a closed path, as the path cannot start on the line before (and there is no line after). Although this method is quite interesting in practice, it also has its weaknesses. A first concern is the transformation of the input image (or input ROI) to polar coordinates. The transformation itself requires the definition of a resolution for θ and the radius, which is not obvious. A high resolution will result in a bigger polar image and more computational effort; a low resolution may result in a coarse estimation of the path. Moreover, there is the danger that closed contours in polar coordinates become open when performing the inverse transformation for the original coordinates. In fact, when transforming back to original coordinates, the interpolation step will originate gray-level values (resulting in a path fuzzily defined except for the nearest-neighbor interpolation), which can produce disconnected paths if the θ resolution is not over-dimensioned for the maximum possible radius. It is always possible to heuristically interpolate paths to make them connected but that postprocessing is likely to add noise to the result. Finally, we reiterate the dependency of the distance between pixels on the selected resolution for the angular and radial directions.
Closed Shortest Path Algorithm in the Original Coordinates
In here we present our main novel contribution of this work, a technique to find the closed shortest path directly in the original coordinates, overcoming the limitations previously enumerated. The goal is to find the minimum cost path enclosing a given seed point. The cost of each edge is defined by the weight function already discussed. The method should not have any bias or preference for paths closer to the seed point.
The computation of the closed shortest path in the original coordinates has some initial difficulties. A first task involves creating a DAG from the grid and an appropriate linearization of the DAG. Secondly, since paths closer to the center have less pixels, they will be naturally selected even if the cost of the weight of the edges is slightly higher than in paths further away from the center. Thirdly, one must consider if the Euclidean distance between nodes (pixels) is appropriate or if another notion of distance is more effective to capture the distance in the context of closed paths enclosing a given node.
Linearization of the DAG
While working in polar coordinates, the linear ordering of the vertices is given by column number, since one wants to go from left to right (or from right to left). The causal neighbors of a given node are the neighbors with lower column number and edges are oriented from the causal neighbors to the given point. Now, working in the original coordinates, one wants to go around a given seed point O, from 0 to 360 degrees. It is therefore natural to order the nodes by the angle θ of the node relative to O. Defining the angle θ ∈ [0, 360 o ] relative to the horizontal axis, oriented from left to right, one obtains the order depicted in Figure 5 .
The causal neighbors of a node p at angle θ are the nodes v i in the dneighborhood of p with θ i < θ. Edges are oriented from the causal neighbors v i to the seed node p. Note that now the number of causal neighbors varies from node to node, depending on θ and the position of the node in the ROI -see Figure 6 . For example, for the node at the bottom of the ROI, only 3 of the 8 neighbours are inside the ROI; from those 3, only 1 has an angle less than 270 o and therefore it is its only causal neighbor.
It is important to stress that the linearization step does not depend on the content of the image and for a fixed size of the ROI, it can be pre-computed or computed only once or even hardcoded in the software (or hardware). 
Edge Cost Modulation
A difficulty with searching for the closed shortest path enclosing a given point O (shortest in the sense of minimizing the cost of the path) is that small paths, collapsing in the point O, are naturally favored. We overcome that difficulty by manipulating the cost of an edge appropriately. In Figure 7 we depict two closed paths enclosing a point C. The pixels assume the same value in both contours. If the cost of an edge is solely based on features extracted from the edge or a neighborhood of the pixel, the cost of the edge takes the same value in both contours and the smallest contour is preferred since it has less edges and therefore smaller overall cost. Assuming that, in general, one does not want to give preference to any of them, costs should be adapted to correct the increase of the number of edges in a path with the distance. As such, we weight the cost of an edge by 1/r, where r is the distance of the head node of the edge to the seed. Roughly speaking, the perimeter (and therefore, the number of edges in the contour) grows proportionally to r; the normalization makes the overall cost approximately independent of r. Note that this same behavior is true with the conventional polar coordinates transformation: after transformation, all circular paths centered in the seed point have the same cost; in here this is achieved implicitly with resampling, transforming every circular path in a line with the same number of points.
Distance between nodes
As previously mentioned, the cost of an edge will include a factor related with the feature(s) computed at the head of the edge and a factor related with the distance between the head and the tail of the edge. Let us concentrate in the second factor.
The Euclidean distance between the two nodes seems at first a reasonable solution. Note, however, that in this case the (position of the) seed point does not impact the distance. Attend to Figure 8 . In one case the contour is moving directly to the center, while in the other case the contour is almost orthogonal to the radius of the current node. Note that with the conventional polar coordinates transformation not only all circular paths centered in the center of the ROI have the same cost, but they are also the shortest paths when all the pixels have the same information. In fact, they are transformed into straight lines between opposite margins. Trying to mimic this behavior, we also experimented with two other measures. The first one is exactly what would be obtained in the polar domain, using a resolution of one degree per pixel and one radial unit per pixel:
The second measure is the Euclidean distance modulated by a function of α, the angle between the direction orthogonal to the radius at the current node and the vector from the causal neighbor to the current point:
Note that in this way we penalize steps that depart from the expected circular path.
Experimental Results
In this section we evaluate the behavior of the proposed algorithm in multiple scenarios. We start by illustrating the behavior in some toy examples. Next, we apply the method to two real breast cancer problems: mass segmentation in mammograms and nipple detection for aesthetic evaluation of breast cancer treatments.
Illustrative Examples
We start by explaining the behavior of the method in synthetic images. The results in Figure 9 were obtained using a 8-neighborhood and the polar distance. The derivative along each radial line is computed according to:
where f (.) is the grayscale value along the radial direction, r is the radius and h is set to 1.
In Figures 9a to 9c the weight of the edge is directly the negative of the magnitude of the derivative in the radial direction (centered in the seed point). In Figure 9d the weight was set as a nonlinear function of the derivative (motivated by previous work on similar settings
3 ):
with f l = 2, f h = 32, β = 0.025, and d equal to the magnitude of the derivative. Note that in this case the detected contour follows the expected path, while previously it had a tendency to smooth the contour. Nonetheless, in general, the method is quite robust to different cost functions. In Figure 9e we illustrate the influence of the seed position in the final result for one of the toy examples. It is important to highlight that for any angle centered in the seed, the output contour will cross the radial direction only once. Therefore, for the seed position in Figure 9e , it will be impossible to perfectly delineate the true boundary. This behavior corresponds to accept the star shape constraint 26 . In the next subsections, we depart from the subjective analysis of a small number of images to an objective evaluation in two different applications in breast cancer research.
Mass segmentation
As previously stated, one of the first stages in a CAD system for screening mammograms usually involves generating candidates which identifies suspicious, unhealthy candidate regions of interest (candidate ROIs, or simply candidates) from a medical image. These ROIs are then analyzed to differentiate malignant cancers from other candidates. Here, we focus on finding the mass inside the ROI.
All 116 masses from the INBreast database 34 were used in the following tests. The INBreast database is manually annotated by experts and the rectangular ROI for our experiments was generated from the annotated bounding box (BB) of each mass, by expanding the BB by 20%. The seed point was set at the centre of the ROI. The costs were based on the nonlinear function of the derivative introduced in Eq. (2) . Three distance metrics were tested, "Euclidean", "Polar" and "Cos". Although the differences were almost negligible, "Polar" showed the best behavior; therefore we only present the results for this distance metric.
Evaluation was undertaken using both Region and Contour-based metrics c . The first includes the area overlap measure (AOM), and a combined measure (CM) of under-segmentation, over-segmentation and AOM 35 . Contour-based metrics include average distance (AD), average minimum Euclidean distance (AMED) and Hausdorff distance (HD) 36 . These last measures were normalized by the ROI diagonal. Note that the region based measures are measures of accuracy (the higher the better), while contour based measures are measures of error (the lower the better). Results for different values of the neighborhood can be seen in Table 1 . Paired t-tests were performed, where the null hypothesis is that data in the samples' difference are a random sample from a normal distribution with mean 0 and unknown variance, against the alternative that the mean is not 0. The test was performed at the 5% significance level.
For the two region metrics, differences between the neighborhood 4 and all the others were significant. Between the 8 and 20 neighborhoods, differences were not significant. When comparing 8 with 12 neighborhoods, and 12 with 20 neighborhoods, differences were significant. For the contour-based metrics, no differences have shown to be significant.
Comparison with other segmentation methods
In order to assess the behavior of the proposed method in comparison with existing state of the art methods, other techniques were tested i the INBreast database. To act as baseline technique, an ellipse was generated centered in the ROI and with axis diameters corresponding to 1/1.2 the ROI length (or width) to compensate for the 20% of the mass surrounding region included in the ROI. Note that this baseline method is using knowledge not available in practice but it helps us attain a reference result.
The second method is based on the active contours idea, implementing the basic snake segmentation contour, as introduced by Kass et al. 20 , including a "balloon force" parameterization, which is not part of the original methodology d . The definition of the snake is based on the potential energy generated by processing the image data. Here, the Gradient Vector Flow theory is used. After a couple of iterations the force generated by this energy will lead the snake to the nearest salient edge. As already stated, it requires an initial step for the positioning of the points. In the present tests, we positioned the points over the previously generated ellipse.
The third comparison method is the previously mentioned graph-cut method with star shape prior 26 . We used the implementation provided by Gulshan et al.
37e . "ESC" segmentation algorithm was selected and the default parameter values were used. Initialization was manually made by generating two strokes inside the mass region and two strokes outside the mass.
Finally, a local convergence filter (LCF) with a sliding band filter (SBF) was tested f . LCF detects the locations in the image where the image gradient converges. This makes them optimally suited for finding convex shapes. The SBF defines a support region formed by a band of fixed width, with varying radius in each direction to allow for the maximization of the convergence index at each point. This filter combines shape flexibility with limited band search. For more details on this technique, please refer to 38, 39 . Results of these techniques are shown in Table 2 . Example illustrations of some segmentations are shown in Figure 10 . According to the Region metrics, SBF is significantly worse than all the other methods, whereas our proposed method is significantly better than every other method. For both AD and HD, our method still shows a significant improvement over all the other tested approaches. The only exception is when comparing our method with the Star technique using AMED, in which case no significant difference was found.
Some other works have computed mass contours based on the shortest path algorithm in polar coordinates. Timp , the CM metric was used, in which their dynamic programming method obtained a CM of less than 0.70. We also applied the closed shortest path in polar coordinates (with cubine spline interpolation as post-processing) in the INBreast database, obtaining an AOM of 0.74. Since the databases are not the same, a direct comparison cannot be made. Moreover, all the papers found used region-based evaluation metrics and not contour-based metrics. However, our segmentation method appears to have a competitive accuracy when compared to previous implementations. Moreover, in our database, our proposed method working in the original coordinates attains a better performance than the traditional polar coordinates approach, probably due to the impact of the angular and radial resolution on the final result in the traditional method. Figure 11 illustrates this behavior in one of the masses. 
Impact of small perturbations on the seed
The aim of the next experiment was to study the degradation of the contour quality in relation to the seed position. The random seed was selected to be inside a window centered on the ground truth seed and with size α times the size of the ROI. The only restriction was that the seed must be kept inside the mass. The value of α was varied from 0.02 to 0.10. For each α we repeated the experiment 10 times and averaged the results. Results using the 8-neighborhood and polar distance are presented in Table 3 . As expected, the performance decreases as α increases, and the decrease is smooth without abrupt changes. Again, t-tests were performed to test the significance of the degradation. As 10 contours were generated for each ROI, it was decided to use an unpaired t-test with the null hypothesis that the data are independent random samples from normal distributions with equal means and equal but unknown variances, against the alternative that the means are not equal. A 5% significance level was used. The degradations were not significant for all metrics, except the very sensitive contour metric HD.
Time efficiency
Since the methods were tested in different platforms and were implemented in different programming languages, a straightforward comparison between them is not fair. Nevertheless, some comments on the running time are in order. The proposed algorithm in the original coordinates was about 4 times faster than the corresponding implementation in polar coordinates (and the proposed method also achieved the best results). After the ellipse method (obviously the fastest to compute), the most time-efficient method was the SBF; however, it was also the method with worst accuracy. Snakes, the second best performing method, was the most time consuming approach. When using these methodologies in practice, the trade-off between accuracy and time-efficiency must be considered.
Nipple detection
Breast surface is generally characterized as a featureless shape, and typically, the nipple is the most prominent feature on it. However, many other characteristics can be mistaken by the nipple when using traditional feature detectors, based on color or more complex features like texture. Since the nipple is part of the areola complex, a closed region enclosing the nipple, regional information can assist the detection of the nipple.
We start by over-detecting nipple candidates; next, we find one or more closed contour(s) enclosing each candidate. Finally, we select the best pair candidate/closed contour fusing information from the contour and the nipple candidate.
The areola complex is typically more textured than the rest of the breast surface. Therefore, we apply a corner-based method to detect the nipple. However, it is quite difficult to achieve a good detection rate without detecting multiple spurious points. Limiting the spurious points leads to a high miss detection rate. We therefore use a corner descriptor as an initial step, by over-detecting possible nipple locations. We adopted the Harris detector, which is based on the second moment matrix.
The second step comprises the application of the proposed closed contour method using as center each candidate, with the aim of finding the areola contour (see Figure 12b and Figure 12c ). Since the areola complex is often rich in edges and false contours, we modified the proposed closed contour method to output all the closed contours found in the process. Note that the proposed approximation to find the best closed contour may find multiple closed contours. Instead of just keeping the closed contour with the smallest cost, we keep them all to perform a joint analysis of the contour features (shape, etc.) and center candidate. This approach has two main assumptions: firstly, at least a nipple candidate lies within the true areola contour; secondly, the areola contour represents a closed path over pixels of strong gradient. The candidate nipple does not need to match the true nipple position for a correct contour detection. The challenge now is to discriminate the correct candidate/contour pair. A combination of several features and a classifier-based approach was implemented. The extracted features include:
• Harris corner quality factor, ρ h ; • Average magnitude of the directional derivative of the contour, µ(∆C a );
• Shape factor, S a , of the contour; • Equivalent diameter, d a , of the contour.
Harris corner quality factor ρ h measures the confidence of the detector in the corner or junction found. Average derivative µ(∆C a ) measures the magnitude (strength) of the directional derivative over the areola contour; the circularity of the contour is measured by the shape factor S a = A training set was built by manually labeling all pairs candidates/contours detected in a set of 76 images (yielding 1740 candidates/contours pairs). A binary SVM classifier was optimized by performing a grid-search on the parameters of the model (C parameter, degree of the polynomial kernel and bandwidth of the RBF kernel) using four-fold cross-validation. Finally, the performance of the model was estimated in a test set built similarly to the training set. When more than one pair nipple/contour is predicted as positive in an image, we select the prediction with the highest probability (SVMs were implemented with libsvm, enabling the estimation of the probability).
The performance in the test set, presented as the average distance between the manually marked nipple and the predicted nipple, is summarized in Table 4 . The instantiation of the method with the polar distance attains the best performance, achieving an average error around 1 cm. Although in this application the (areola) contour detection is being evaluated indirectly, by evaluating the final result of the system, it provides evidence of the usefulness of the method.
Conclusions
We have proposed a novel method to find a closed shortest path in an image. The closed shortest path we obtain ensures that the starting and ending positions are connected. This algorithm has many applications, including object boundary detection, borehole image analysis, fiducial point detection, to name a few.
Unlike conventional methods for closed path detection, which require a mapping into polar coordinates, our proposed method works on the original space. Our method increases efficiency by avoiding the unnecessary transformation to polar coordinates, and in addition suffers no loss in resolution. Through our evaluation we show the algorithm to be reliable on several different types of real images from the breast cancer field.
We have explored the application of this method in the description of a region enclosing a given point. Instead of simply capturing local information in the seed point, as in the nipple detection problem, we describe the region around a candidate which should correspond to the areola complex. The overall quality of the candidate integrates information both from the point itself and the area around it. We believe that this reasoning could be applied in several other computer vision applications.
