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Abstract
In this article, we propose a communication-efficient decentralized machine learning (ML) algorithm, coined
quantized group ADMM (Q-GADMM). To reduce the number of communication links, every worker in Q-GADMM
communicates only with two neighbors, while updating its model via the group alternating direct method of multipliers
(GADMM). Next, each worker quantizes its model updates before transmission, thereby decreasing the communication
payload size. However, due to the lack of centralized entity in decentralized ML, the spatial sparsity and payload
compression may incur error propagation, hindering model training convergence. To overcome this, we develop a novel
stochastic quantization method to adaptively adjust model quantization levels and their probabilities, while proving the
convergence of Q-GADMM for convex objective functions. Furthermore, to demonstrate the feasibility of Q-GADMM
for non-convex and stochastic problems, we propose quantized stochastic GADMM (Q-SGADMM) that incorporates
deep neural network architectures and stochastic sampling. Simulation results corroborate that Q-GADMM significantly
outperforms GADMM in terms of communication efficiency while achieving the same accuracy and convergence speed
for a linear regression task. Similarly, for an image classification task, Q-SGADMM achieves significantly less total
communication cost with identical accuracy and convergence speed compared to its counterpart without quantization,
i.e., stochastic GADMM (SGADMM).
Index Terms
Communication-efficient decentralized machine learning, GADMM, ADMM, quantization.
I. INTRODUCTION
Spurred by a plethora of Internet of things (IoT) and smart devices, the network edge has become a major
source of data generation. Exploiting the sheer amount of these user-generated private data is instrumental in
training high-accuracy machine learning (ML) models in various domains, ranging from medical diagnosis
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2and disaster/epidemic forecast [1] to ultra-reliable and low latency communication (URLLC) and control
systems [2]–[6]. However, local data is often privacy sensitive (e.g., health records, location history), which
prohibits the exchange of raw data samples.
In view of this, privacy-preserving distributed ML has recently attracted significant attention [7]–[9]. A
notable example is federated learning (FL) [10], in which edge devices, i.e., workers, locally train their own
ML models that are periodically aggregated and averaged at a parameter server, without exchanging raw
data samples. In contrast to classical cloud-based ML, distributed ML hinges on wireless communication
and network dynamics, whereby communication may hinder its performance. To obviate this limitation, the
communication cost of distributed ML can be decreased by reducing the number of communication rounds
until convergence, communication links per round, and/or the payload size per link.
Concretely, to reduce the communication payload size, arithmetic precision of the model parameters can be
decreased using 1-bit gradient quantization [11], multi-bit gradient quantization [12], or weight quantization
with random rotation [13]. Additionally, for large models such as deep neural networks (NNs) consisting
of millions of model parameters, model outputs can be exchanged via knowledge distillation [14], [15].
To reduce communication links, model updates can be sparsified by collecting model updates until a time
deadline [16], based upon significant recent model updates [12], [17], or based on channel conditions [18]–
[20]. Lastly, to reduce the number of communication rounds, convergence speed can be accelerated via
collaboratively adjusting the training momentum [21], [22]. However, these methods commonly rely on a
parameter server that collects all model updates, which is not be scalable in large-scale networks, calling for
communication-efficient decentralized ML without any central entity.
In this work, we consider the communication-efficient decentralized ML framework, called group ADMM
(GADMM) proposed in our prior work [23]. Even if GADMM is communication efficient as compared to
other decentralized ADMM techniques, it still suffers from the communication bottleneck among the nodes
within the groups. We are solving this issue by proposing a novel algorithm, named quantized GADMM
(Q-GADMM), based on reducing the number of communication rounds, links, and payload size. Fig. 1(a)
shows the architecture of Q-GADMM, in which workers are divided into head and tail groups. Moreover,
the workers in the same group update their models in parallel, whereas the workers in different groups
update their models in an alternating way via the alternating direction method of multipliers (ADMM) [24].
Every alternation entails a single communication round, in which each worker communicates only with two
neighboring workers in the opposite group, significantly reducing the communication links. Then, by further
integrating model quantization into GADMM, workers in Q-GADMM quantize their model parameters before
every transmission, thereby decreasing the payload size.
Quantization errors may lead to high unintended variance in model parameter updates. Its neighbor-based
communication aggravates this problem further, since the errors may easily propagate across iterations. In
view of this, we provide a stochastic quantization scheme that ensures zero mean and un-biased error at every
iteration, and we theoretically analyze the convergence guarantees of Q-GADMM corroborated by numerical
3evaluation of Q-GADMM, yielding the following contributions.
• We propose Q-GADMM, in which a stochastic quantization and a mechanism to redefine the quantization
range and the rounding probability to different quantization levels at every iteration are utilized on top
of the original GADMM algorithm to ensure zero-mean unbiased error and convergence of Q-GADMM
(see Fig. 1(b) and Algorithm 1). .
• With exchanging the maximum range of quantization and the number of quantization levels, we prove
that Q-GADMM achieves the convergence and the optimality of GADMM for convex functions (see
Theorem 2).
• For applications of Q-GADMM in modern deep learning frameworks, we additionally propose a variant
of Q-GADMM, coined quantized stochastic GADMM (Q-SGADMM), incorporating deep NN architec-
tures and stochastic GADMM (see Sec. V-B).
• For a linear regression task, we numerically validate that Q-GADMM converges as fast as GADMM with
significantly less communication cost. Compared to parameter server based baselines using distributed
gradient descent (GD), quantized GD (QGD), and Accelerated DIANA [25], Q-GADMM achieves faster
convergence and significantly less communication cost.
• For an image classification task, we numerically show that Q-SGADMM converges as fast as its variation
without quantization, called stochastic GADMM (SGADMM), with significantly less communication
cost. Compared to parameter server based benchmarks using SGD, and QSGD, Q-SGADMM achieves
faster convergence with significantly less communication costs, respectively.
Note that a preliminary version of this work will be presented at the IEEE ICASSP conference [26].
Compared to this, the current version includes results of more extensive simulation experiments considering
more metrics such as the communication energy and more benchmark schemes such as accelerated DIANA.
It also includes sensitivity analysis to the hyper-parameters. Finally, it includes detailed convergence analysis
with all proofs of Lemma 1, Theorem 1, and Theorem 2, while validating the effectiveness of the proposed
framework under deep learning architectures, by proposing Q-SGADMM and compare it to SGS and Q-SGD.
II. RELATED WORKS
Fundamentals of decentralized ML are rooted in decentralized optimization, i.e., distributed optimization
without the aid of any central entity. To understand the gist of Q-GADMM compared to prior algorithms,
communication-efficient distributed optimization and decentralized optimization frameworks are briefly re-
viewed as follows.
In the distributed optimization literature, there are a variety of algorithms that are broadly categorized
into primal methods [27]–[30] and primal-dual methods [31]–[33]. Consensus optimization underlies most
of the primal methods, while dual decomposition and ADMM are the most popular among the primal-dual
algorithms [24], [34]–[38]. The performance of distributed optimization algorithms is often characterized by
their computation time and communication cost. The computation time is determined by the per-iteration
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<latexit sha1_base64="Al bnGHjQ1OIvHiJwIlpXDY+U7a8=">AAAXqnicndj9b+O2GQdw p+u2Nnu7bkDzw4DCWO6A3Joe7HZDgQMGNLHz/u68OC9KDIq ibJ1FSSdReTlC+z+3v2aURPErKVl/qIE7ix8+pEjqoSTHjn wvEb3efxY++9Xnv/7Nb7/4cvF3v//DH//06qs/XyRhGlN2Tk M/jC9tkjDfC9i58ITPLqOYEW77bGzPB3n9+J7FiRcGZ+IpY recTAPP9SgRiiavhGWHvpM8cfUlLV81dEg2Ce7k/Nt+1rV8 5goSx+FD15oRIRvBYsYEybKJDL7rZ2WD1Z8N+7YKm7xa7r3r FZ/u84O+Plju6M/x5Kuvv7GckKacBYL6JElu+r1I3EoSC4/ 6LFtcXLTShEWEzsmUSZcE9GnmxKtdFiWuNy2/V7uEJ2LGi2 9OxKw4yIdZHLhhIJLVbpLaqkUas9VusbpZo2cxi5kqxEIQOz 9vre4mCInzIU3UsKgnmnXSKbpvGgvUfGLSDqUhz6ep0Auon zpMzhhxWGsgPPWFp65LU21vmog4VY0XrYA9qKUPY8al/s7km T5o1Kq2QfjgM2fKihPf6IpbudaqWXzTaOdPw9hTC1pvYax5 ikcvbIQV5UYIVUlcixjkxWaAT7x6H4Oi3AwJ8xXLc70eB2w HO554FqutHfqBUaGSohlbYTNYzZ/FrX6NNUId5npBewxDYCO YPRIe+fURbGhphbGYekkzTlMj0Geck0zuF1+t6cah75P4KV OTrA4bEUEoSGvYhxU1AqM4VPukftmOtbTDojApJ51HmEIjS v0j8TyTo/K7UZeEftoa0WlFzcBUzVfNpxanpZmxiQqMygGt4 fj5FcnU3c7tvngp8sm7YczLEDNxtYvUhbfK2UhpBaEXOGp7 dfOocm7vrVmi9jSTvXf/VE2yfD/nbT4yR762bF9t2eRjSmL 2Oisr1KlCF11Ji/Folq9k6L7Pulk9Kpk/izudM0Fn3bAYZKM FCxzd9cz1fL+bjyDTE6jVFYP9u7TymOzfeZClbpJ5hIi9+/ wxZqVBMveiX9b2Pm/6QySqZdiQVn7/Tly5UQ30dOdwZDQvmI q613inHj4yK5w/BNUzT0fF0oq96awqrpSVK7r4Vte+1WXfL ustWTW3dYRVnfamjLjRxVtdf6tv2Pm9nwSOukAq7dRVUk8I O7/z68HZXKVL8VRSe8HJ5HfFp7sehvM8axR1NVXnm+VjKh7J 1aPdNjVpqybVNZSoaQv2KNTSDDJSHZqli6h6JkUTeidDUJ5 PJa703lY8kqOJlT/9dbEIKqkZV+MQQy/G1RxktbBVXfk9kS t541VhehyUF5cSX02hOsuBVGc5MEWeF3lV3EeL/fq0RmpWsq deXKpsGWX16kG7ekDqAQ4r2vf/T3uHDdrV9fYqMQNpPXgOE 56v1sgqM7WoE+XCiKrsO2Gq7i+mn2F2ZzG1o/SpntdGuip1 Y8ObI6SB3XIb8bnqW0eRHeqepPS1Gbf9YohdD2GuKwtXB1k7 +0We3Tf9W1m2rWX8cr/ooRFs+yl7Fl2gDv/Fu+cCOXFh5uY F0r7Tk/ICzDlMBSpUwdQMUzmclJxGBm2D9sxgZDCiBh2DTlD hYSoPJxKdVuyAHYxtlKpMfx49csC16HEqx3ft8Y4dgxiFSK V4oV/hgGv9prLdqSPbPd6XYrvyvnYRNJlrsK3bbZvFt7Wsr 5tbhKtptFmRW15O1ZNrhqpvdfIsNhQKbeqoQqo2pr4Iprv4k znF9WaRZm9UMvlO1w8f1AuXeoHVg3tS/8v3/6rGSqQZB8kX 5023moNxG2lFoRTqQB0oY2BW242urM+84il0Cp1BZ1AP6kE /QD9A59A51If6UA7l0ABa32DQEBpBkYH2R+hHaAyNoQk0gQo otrKdQlPoPfQe+gB9gD5CH6FP0CfoJ+gnaA/aK25vOu0oiT xB/K7PhPqxkejoNUSvoY916Dp0AB1Ah9AhdAO6Ad2EbkK3o FvQbeg2dAe6A92F7kL3oHvQfeg+9AB6AD2EHkKPoEfQY+gx9 AR6Ah1B8Ti3T6Gn0DPoGfQceg69gF5Ax9Ax9BJ6Cb2CXkGv odc6p4qi/TOpxU1q2bXU4utQpBYfQJFafAhFavENKFKLb0KR WnwLitTi21CkFt+BIrX4LhSpxfegSC2+D0Vq8QMoUosfQpF a/AiK1OLHUKQWP4EitfgIitTip1CkFj+DIrX4ORSpxS+gSC 0+hiK1+CUUqcWvoEgtfg2tUmtAfG8ak2jm0ZdTi67hzWvNPI PXgeYxT19606dD4NDgBtD8bKSbQPNgp1vALYPbQPPeQXeAO wZ3gbsG94B7Bl/60UEPgObHCj0EHho8Ah4ZPAYeGzwBnhgc Ac3PCnoKPDV4BjwzeA48N/jSKzMdA8cGL4GXBq+AVwavgdcG HaB6A5q8Wu63/378/ODi+3f9H959f/KP5Z9W9d+Wv+j8tfO 3zkqn3/mx81Nnu3PcOe/Qzn8XOgtfLiwurS6Nlq6WbsrQzx Z0m790Gp8l53+eOBdP</latexit>
head primal update1
✓k+1n2Nh  ✓ˆ
k
n 1, ✓ˆ
k
n+1
<latexit sha 1_base64="mN3DIua+zneXDx vo1Fb1xFcLYGE=">AAAXuXic ndhpb+O4GQdwZ7fHNj12tgs 0LQoURjMDZHazA3u3RYEpCmx i506cxDmcQ4lBSZSlWJQ0EpV jCPVNP2U/Qr9FKYniX1Ky+2 INzFj88SFFUg8lOWbkewnv9f 678MmnP/v5L3752a8Wf/2b3/ 7u81df/P48CdPYomdW6Ifxh UkS6nsBPeMe9+lFFFPCTJ9Oz Pkgr5/c0zjxwuCUP0X0hpFZ4 DmeRbik6av/CMMMfTt5YvJLG NylnGTZVASGFxiMcNcivhhl Uze7FfOv+1nX8KnDSRyHD13D JfyHmn/Tzxtkqz8a9HUZNH21 3HvXKz7d5wd9dbDcUZ+j6Rd /+Ithh1bKaMAtnyTJdb8X8Rt BYu5ZPs0WFxeNNKERseZkRoV DAuvJtePVLo0Sx5uV36tdwh LusuI7n2lxkA+yOHDCgCer3S Q1ZYs0pqvdYrGzRs/cjaksxJ wTMz9vre46CIl9lyZyWJbHm 3XCLrpvGg3kfGLSDrVClk9To hdYfmpT4VJi09ZAWOpzT16Tp preLOFxKhsvGgF9kAsfxpQJ 9Z2JU3XQqJVtg/DBp/aMFie+ VhU3Yq1Vs/im0c6fhbEnF7Te QlvzFI9e2Agryo0QS+Z0LWK QF5sBPvHqfQyKcjMkzFcsT/1 6HLAdbHv8WayydugdtbhMimZ shc1gOX8at/rV1gi1qeMF7TE MgY1g+khY5NdHsKGkFUZjy0 uacYoagT5ljGRiv/hqTTcOfZ /ET5mcZHXYiAhCTlrDHlXUCI ziUO6T+mU7UtIOi8KknHQeo QuNKPmPxPNMjMvvRl0S+mlrR CcVNQNTOV85n1qckmbGJjIwK ge0huPnVyST9zqn++KlyCfv hDErQ/TE5S6SF94oZyOEEYRe YMvt1c2jyrm9N9xE7mkqeu/+ Lptk+X7O23ygtnhtmL7cssm HlMT0dVZWyFOFDroSBmWRm69 k6LzPulk9Kpk/izuZU2653bA YZKMFDWzVtet4vt/NR5CpCd TqisF+JYw8Jvt3HmTIm2QewW PvPn+qGWmQzL3op7W9z5t+F/ FqGTZE8aRKHLFRDfRkZzTWm hd0Rd1rvFMPH+sVlo+r/Hmno mJhxN7MrYorZeWKKr5VtW9V2 TfLekNUzU0VYVSnvS4jrlXx RtXfqBt2fu8ngS0vkEw7eZXk E8LM7/xqcCaT6VI8leResDPx TfHprofhPM8aSV1F1fncfEzF A9mXrwg2yaamrklbNamqsYi cNqePXC7NICPVoV66yJLPpGh q3YoQlOdTiSu9txWPxXhq5M9 +VSyCSmrG1TjE0ItxNQdZLW xVV35PxUreeJXrHgdCv8sM9F kOhDzLgS6yvMiq4j5a7NenNZ azEj352lJlyzirVw/a1QNSD 7Bp0b7/A+1tOmhX19vLxAyE8 eDZlHu+XCOjzNSijpcLw6uyb 4epvL/ofobZrUHljlKnel4b qarUiTVvjpEGZstNxOeqbh1F dsh7ktTXetzmiyFmPYQ6jihc HmTt7Od5dl/3b0TZtpbxy/2 ih0aw6af0WXSBKvwn755z5MS 5npsXCPNWTcoLMOcw5aiQBV0 zTMVwWnIaaTQ1mq7GSGNkab Q12kGFo1SMpgKdVmyDbYxtnM pMfx49tsG16EkqJrft8U5sjR gFTwV/oV9ug2v9pqLdqS3aP d6XYjrivnYRFOlrsK3abevFN 5Wsr+tbhKNovFmRU15O2ZOjh 6pudeI01hRyZfKoQktuTHURd HfxR32Kq80izd7IZPLtrh8+ yBcu+QKrBvck/xfv/1WNlQg9 DpIvzptuNQftJtLKglpQG2pD KQXT2m50RH3mFc+gM6gLdaE e1IPeQe+gc+gc6kN9KIMyaAC tbzBoCI2gyEDzA/QDNIbG0AS aQDkUW9lMoSn0HnoPfYA+QB +hj9An6BP0I/QjtAftFbc3lX YWiTxO/K5PufyxkajoNUSvoY 916Dp0AB1Ah9AhdAO6Ad2Eb kK3oFvQbeg2dAe6A92F7kL3o HvQfeg+9AB6AB1BR9BD6CH0C HoEPYYeQ8dQPM7NE+gJ9BR6 Cj2DnkHPoefQCXQCvYBeQC+h l9Ar6JXKqaJo/khqMZ1aZi21 2DoUqcUGUKQWG0KRWmwDitR im1CkFtuCIrXYNhSpxXagSC2 2C0VqsT0oUovtQ5Fa7ACK1GI jKFKLHUKRWuwIitRix1CkFh tDkVrsBIrUYqdQpBY7gyK12D kUqcUmUKQWu4AitdglFKnFrq BVag2I781iErme9XJqWWt481 rTz+B1oH7MWy+96VtD4FDjB lD/bLQ2gfrBbm0BtzRuA/V7h 7UD3NG4C9zVuAfc0/jSjw7rA Kh/rFgj4EjjIfBQ4xHwSOMx 8FjjGKh/VlgnwBONp8BTjWfA M40vvTJbE+BE4wXwQuMl8FLj FfBKow2Ub0DTV8v99t+Pnx+ cf/uu/927b4//tvz9qvrb8me dP3f+2lnp9Dv/6Hzf2e4cdc4 6Vud/C58v/HHhT0v/XCJL7t JdGfrJgmrzZafxWUr+D9u6H0 g=</latexit>
head group
tail group
2 head quantization
✓ˆ
k+1
n2Nh  ✓k+1n2Nh , ✓ˆ
k
n2Nh
<latexit sha1_base64="3d h1/yZPYzsKcoTkD4O4mNI/FpM=">AAAX1XicndjbbuS2GQfw cdK0qXvIJgXqiwCFUO8C3sRdzOSAAgsEiD3jsz22x4fxQfa AkqgZ7YiSVqJ8WEK9KnrbR+hz9W1KSRT/kuwUSAbYHfHHjx QpfpQ0tiLfS3i3+9+Fjz7+1Se//s2nv1383e//8MfPXnz+xX kSprFNz+zQD+MLiyTU9wJ6xj3u04sopoRZPh1b835eP76jc eKFwSl/jOgNI9PAcz2bcEmTF/8xZ4QL0wp9J3lk8kuYfEY5 ybKJCEwvMBnhM5v4YphNZtmtmH/dywzTpy4ncRzeG8+0/OmG q8bPPVs2ebHcfdMtPsbTg546WO6oz9Hk8z//xXRCO2U04LZ PkuS61434jSAx92yfZouLi2aa0IjYczKlwiWB/Thz4lWDRo nrTcvvVYOwhM9Y8Z2PqTjIh1wcuGHAk1UjSS3ZIo3pqlEsRN bomc9iKgsx58TKz1uruw5C4rxLEzks2+PNOuEU3TeNBnI+M WmH2iHLpynRC2w/daiYUeLQ1kBY6nNPrlVTLW+a8DiVjRfNg N7LZQhjyoT6zsSpOmjUyrZBeO9TZ0qLE1+rihux1qpZfNVo 50/D2JMXtN5CW/MUD17YCCvKjRBb5nstop8XmwE+8ep99It yMyTMr1i+LepxwHaw4/Enscraoe+ozWVSNGMrbAbL+dO41a+ 2RqhDXS9oj2EAbATTB8Iivz6CDSWtMBrbXtKMU9QI9CljJB P7xVdrunHo+yR+zOQkq8NGRBBy0hr2sKJGYBSHcp/Ul+1IS TssCpNy0nmELjSi5D8SzzMxKr8bdUnop60RnVTUDEzlfOV8a nFKmhmbyMCoHNAajp+uSCbvfK7x7FLkk3fDmJUheuJyF8mF N8vZCGEGoRc4cnsZeVQ5t7fmLJF7morum+9lkyzfz3mb99Q RL03Ll1s2eZ+SmL7Mygp5qtBFV8KkLJrlVzJ032ZGVo9K5k/ iTuaU2zMjLAbZaEEDR3U9cz3fN/IRZGoCtbpisF8JM4/J/p EHmfImmUfw2LvLn3hmGiRzL/plbe/ypt9GvLoMG6J4piSu2K gGerIzHGnNC7qi7jXeqYeP9BWWD6/8OaiiYmHG3nRWFVfKy hVVfK1qX6uyb5X1pqiaWyrCrE57XUZcq+KNqr9RN+z83k8C Ry6QTDu5SvIJYeV3fjU4i8l0KZ5Kci84mfhb8THWw3CeZ40k Q1F1vlk+puLx7MvXB0c+xy1dk7ZqUlVjEzltTh+4vDT9jFS H+tJFtnwmRRP7VoSgPJ9KXOm+rngkRhMzfxNQxSKopGZcjU MMvRhXc5DVha3qyu+JWMkbr3LdY1/ot46+PsuBkGc50EWWF1 lV3EeL/fq0RnJWoitfW6psGWX16n67uk/qAQ4t2vd+or1D+ +3qenuZmIEw7z2Hcs+X18gsM7Wo4+WF4VXZd8JU3l90P4Ps 1qRyR6lTPa2NVFXqxpo3R0gDq+UW4nNVt44iO+Q9SepLPW7r 2RCrHkJdVxQuD7J29vM8u697N6JsW8v45V7RQyPY8lP6JLp AFf6Ld885cuJcz80LhHWrJuUFmHOYclTIgq4ZpGIwKTmNNFo arZnGSGNka3Q0OkGFw1QMJwKdVuyAHYxtlMpMfxo9csC16H Eqxrft8Y4djRgFTwV/pl/ugGv9pqLdqSPaPd6VYrnirrYIi vQabKt22/riW0rW1/UtwlU02qzILZdT9uTqoapbnTiNNYVcm Tyq0JYbUy2C7i7+oE9xtVmk2SuZTL5j+OG9fOGSL7BqcI/y f/H2h2qsROhxkPzivDKqOWi3kFY21IY6UAdKKZjWdqMr6jO veAqdQmfQGdSDetB30HfQOXQO9aE+lEEZNIDWNxg0hEZQZKD 1HvoeGkNjaAJNoByKrWyl0BR6B72D3kPvoQ/QB+gj9BH6Af oB2oV2i9ubSjubRB4nvuFTLn9sJCp6DdFr6GMdug7tQ/vQA XQA3YBuQDehm9At6BZ0G7oN3YHuQHehu9A96B50H7oPPYAeQ IfQIfQQegg9gh5Bj6HH0BEUj3PrBHoCPYWeQs+gZ9Bz6Dl0 DB1DL6AX0EvoJfQKeqVyqiha/ye1mE4tq5ZabB2K1GJ9KFKL DaBILbYBRWqxTShSi21BkVpsG4rUYjtQpBbbhSK12B4UqcX 2oUgtdgBFarEhFKnFDqFILXYERWqxYyhSi42gSC12AkVqsV MoUoudQZFa7ByK1GJjKFKLXUCRWuwSitRiV9AqtfrE96YxiW ae/Xxq2Wt481rTz+B1oH7M28+96dsD4EDjBlD/bLQ3gfrBb m8BtzRuA/V7h70D3NG4C9zVuAfc0/jcjw77AKh/rNhD4FDj IfBQ4xHwSOMx8FjjCKh/VtgnwBONp8BTjWfAM43PvTLbY+BY 4wXwQuMl8FLjFfBKowOUb0CTF8u99t+Pnx6cf/Om9+2bb46 /W/5xVf1t+dPOl52/dlY6vc7fOz92tjtHnbOOvfDJwtcL3y 18vzReypb+ufSvMvSjBdXmT53GZ+nf/wP36Cr3</latexit>
2 tail quantization
✓ˆ
k+1
n2Nt  ✓k+1n2Nt , ✓ˆ
k
n2Nt
<latexit sha1_base64="5W q/tnOscYe6AmTE6lZp16tyhZM=">AAAX1XicndjbbuS2GQfw cdK0qXvIJgXqiwCFUO8C3sRdzOSAAgsEiD3jsz22x4fxQfa AkqgZ7YiSVqJ8WEK9KnrbR+hz9W1KSRT/kuwUSAbYHfHHjx QpfpQ0tiLfS3i3+9+Fjz7+1Se//s2nv1383e//8MfPXnz+xX kSprFNz+zQD+MLiyTU9wJ6xj3u04sopoRZPh1b835eP76jc eKFwSl/jOgNI9PAcz2bcEmTF/8xZ4QL0wp9J3lk8kuYfEY5 ybKJCEwvMBnhM5v4YphNeHYr5l/3MsP0qctJHIf3xjMtf7rh qvFzz5ZNXix333SLj/H0oKcOljvqczT5/M9/MZ3QThkNuO2 TJLnudSN+I0jMPdun2eLiopkmNCL2nEypcElgP86ceNWgUe J60/J71SAs4TNWfOdjKg7yIRcHbhjwZNVIUku2SGO6ahQLkT V65rOYykLMObHy89bqroOQOO/SRA7L9nizTjhF902jgZxPT NqhdsjyaUr0AttPHSpmlDi0NRCW+tyTa9VUy5smPE5l40Uzo PdyGcKYMqG+M3GqDhq1sm0Q3vvUmdLixNeq4kastWoWXzXa +dMw9uQFrbfQ1jzFgxc2wopyI8SW+V6L6OfFZoBPvHof/aL cDAnzK5Zvi3ocsB3sePxJrLJ26Dtqc5kUzdgKm8Fy/jRu9au tEepQ1wvaYxgAG8H0gbDIr49gQ0krjMa2lzTjFDUCfcoYyc R+8dWabhz6PokfMznJ6rAREYSctIY9rKgRGMWh3Cf1ZTtS0 g6LwqScdB6hC40o+Y/E80yMyu9GXRL6aWtEJxU1A1M5XzmfW pySZsYmMjAqB7SG46crksk7n2s8uxT55N0wZmWInrjcRXLh zXI2QphB6AWO3F5GHlXO7a05S+SepqL75nvZJMv3c97mPXX ES9Py5ZZN3qckpi+zskKeKnTRlTApi2b5lQzdt5mR1aOS+ZO 4kznl9swIi0E2WtDAUV3PXM/3jXwEmZpAra4Y7FfCzGOyf+ RBprxJ5hE89u7yJ56ZBsnci35Z27u86bcRry7DhiieKYkrNq qBnuwMR1rzgq6oe4136uEjfYXlwyt/DqqoWJixN51VxZWyc kUVX6va16rsW2W9Karmloowq9NelxHXqnij6m/UDTu/95PA kQsk006uknxCWPmdXw3OYjJdiqeS3AtOJv5WfIz1MJznWSPJ UFSdb5aPqXg8+/L1wZHPcUvXpK2aVNXYRE6b0wcuL00/I9W hvnSRLZ9J0cS+FSEoz6cSV7qvKx6J0cTM3wRUsQgqqRlX4x BDL8bVHGR1Yau68nsiVvLGq1z32Bf6raOvz3Ig5FkOdJHlRV YV99Fivz6tkZyV6MrXlipbRlm9ut+u7pN6gEOL9r2faO/Qf ru63l4mZiDMe8+h3PPlNTLLTC3qeHlheFX2nTCV9xfdzyC7 NancUepUT2sjVZW6sebNEdLAarmF+FzVraPIDnlPkvpSj9t6 NsSqh1DXFYXLg6yd/TzP7uvejSjb1jJ+uVf00Ai2/JQ+iS5 Qhf/i3XOOnDjXc/MCYd2qSXkB5hymHBWyoGsGqRhMSk4jjZZ Ga6Yx0hjZGh2NTlDhMBXDiUCnFTtgB2MbpTLTn0aPHHAtep yK8W17vGNHI0bBU8Gf6Zc74Fq/qWh36oh2j3elWK64qy2CI r0G26rdtr74lpL1dX2LcBWNNityy+WUPbl6qOpWJ05jTSFXJ o8qtOXGVIugu4s/6FNcbRZp9komk+8YfngvX7jkC6wa3KP8 X7z9oRorEXocJL84r4xqDtotpJUNtaEO1IFSCqa13eiK+sw rnkKn0Bl0BvWgHvQd9B10Dp1DfagPZVAGDaD1DQYNoREUGWi 9h76HxtAYmkATKIdiK1spNIXeQe+g99B76AP0AfoIfYR+gH 6AdqHd4vam0s4mkceJb/iUyx8biYpeQ/Qa+liHrkP70D50A B1AN6Ab0E3oJnQLugXdhm5Dd6A70F3oLnQPugfdh+5DD6AH0 CF0CD2EHkKPoEfQY+gxdATF49w6gZ5AT6Gn0DPoGfQceg4d Q8fQC+gF9BJ6Cb2CXqmcKorW/0ktplPLqqUWW4citVgfitRi AyhSi21AkVpsE4rUYltQpBbbhiK12A4UqcV2oUgttgdFarF 9KFKLHUCRWmwIRWqxQyhSix1BkVrsGIrUYiMoUoudQJFa7B SK1GJnUKQWO4citdgYitRiF1CkFruEIrXYFbRKrT7xvWlMop lnP59a9hrevNb0M3gdqB/z9nNv+vYAONC4AdQ/G+1NoH6w2 1vALY3bQP3eYe8AdzTuAnc17gH3ND73o8M+AOofK/YQONR4 CDzUeAQ80ngMPNY4AuqfFfYJ8ETjKfBU4xnwTONzr8z2GDjW eAG80HgJvNR4BbzS6ADlG9DkxXKv/ffjpwfn37zpffvmm+P vln9cVX9b/rTzZeevnZVOr/P3zo+d7c5R56xjL3yy8PXCdw vfL42XsqV/Lv2rDP1oQbX5U6fxWfr3/wA14Csb</latexit>
(a) Operational structure of Q-GADMM
[✓ˆ
k
n]i
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(b) Stochastic quantization in Q-GADMM
Fig. 1: An illustration of (a) quantized GADMM (Q-GADMM) operations, in which at every iteration k every worker
communicates with two neighbors, (b) quantizing its local model θkn with radius R
k
n (for 4 quantization levels).
complexity of the algorithm. The communication cost is determined by: (i) the number of communica-
tion rounds until convergence, (ii) the number of channel uses per communication round, and (iii) the
bandwidth/power usage per channel use. Note that the number of communication rounds is proportional to
the number of iterations; e.g., 2 rounds at every iteration k, for uplink and downlink transmissions or for
head-to-tail and tail-to-head transmissions in Fig. 1(a). For a large scale network, the communication cost
often becomes dominant compared to the computation time, calling for communication efficient distributed
optimization [7], [39]–[41].
To reduce the bandwidth/power usage per channel use, decreasing communication payload sizes is one
popular solution, which is enabled by gradient quantization [42], model parameter quantization [41], [43],
and model output exchange for large-sized models via knowledge distillation [14]. To reduce the number of
channel uses per communication round, exchanging model updates can be restricted only to the workers whose
computation delays are less than a target threshold [44], or to the workers whose updates are sufficiently
changed from the preceding updates, with respect to gradients [17], or model parameters [40]. Albeit the
improvement in communication efficiency for every iteration k, most of the algorithms in this literature
are based on distributed gradient descent whose convergence rate is O(1/k) for differentiable and smooth
objective functions and can be as low as O(1/√k) (e.g., when the objective function is non-differentiable
everywhere [24]), incurring a large number of communication rounds.
On the other hand, primal-dual decomposition methods are shown to be effective in enabling distributed
optimization [24], [34]–[38], among which ADMM is a compelling solution that often provides fast con-
vergence rate with low complexity [34], [35], [38]. It was shown in [45] that Gauss-Seidel ADMM [34]
achieves the convergence rate o(1/k). However, all aforementioned distributed algorithms require a parameter
server being connected to every worker, which induces a costly communication link or it may be infeasible
particularly for workers located beyond the server’s coverage. Moreover, in parameter server based topology,
5all workers compete over the limited communication resources when transmitting their model updates to the
parameter server at every iteration k. In sharp contrast, our focus is to develop a decentralized optimization
framework ensuring fast convergence without any central entity.
Under decentralized architectures, decentralized gradient descent (DGD) has been investigated in [46].
Beyond the gradient descent based approach, several communication-efficient decentralized algorithms were
proposed. [47], [48] proposed decentralized algorithms with the convergence rate O(1/√k). On the other
hand, [49] proposed a decentralized algorithm that enforces each worker to transmit the updated primal and
dual variables at every iteration. Note that, GADMM achieves o(1/k) convergence rate and requires each
worker to transmit its primal parameters only. Finally, it is worth mentioning that GADMM is closely related
to other group-based ADMM methods as in [50], [51], but these methods consider more communication links
per iteration than our proposed GADMM algorithm. Notably, the algorithm in [51] still relies on multiple
central entities, i.e., master workers under a master-slave architecture.
III. PROBLEM FORMULATION AND PROPOSED ALGORITHM
We consider a set of N workers storing their local batch of input samples. The n-th worker has its model
vector θn ∈ Rd, and aims to solve the following decentralized learning problem:
Minimize
{θ1,θ2,··· ,θN}
N∑
n=1
fn(θn)
subject to θn = θn+1, ∀n = 1, · · · , N − 1. (1)
In [23], GADMM is proposed to solve (1) where the workers are divided into two groups, heads and tails,
such that each worker in the head (or tail) group is communicating with two tail (or head) workers. In
order to obtain the GADMM udpates for the problem in (1), consider the augmented Lagrangian for the
optimization problem in (1) as
Lρ(θ,λ)=
N∑
n=1
fn(θn)+
N−1∑
n=1
〈λn,θn−θn+1〉+ρ
2
N−1∑
n=1
‖θn−θn+1‖2. (2)
As discussed in [23], let Nh = {θ1,θ3, · · · ,θN−1} and Nt = {θ2,θ4, · · · ,θN} denote the sets of head and
tail workers, respectively. The GADMM updates of [23] to solve the problem in (1) using the augmented
Lagrangian of (2) are given by
θk+1n∈Nh = argmin
θn
{
fn(θn) + 〈λkn−1,θkn−1 − θn〉+ 〈λkn,θn−θkn+1〉+
ρ
2
‖θkn−1−θn‖2+
ρ
2
‖θn−θkn+1‖2
}
(3)
for the head workers and
θk+1n∈Nt = argmin
θn
{
fn(θn) + 〈λkn−1,θk+1n−1 − θn〉+〈λkn,θn−θk+1n+1〉+
ρ
2
‖θk+1n−1−θn‖2+
ρ
2
‖θn−θk+1n+1‖2
}
(4)
6for the tail workers. The corresponding dual update for the GADMM is written as
λk+1n = λ
k
n + ρ(θ
k+1
n − θk+1n+1) (5)
for all n = 1, · · · , N−1. As Fig. 1 illustrates, the primal variables of head workers are updated in parallel, and
downloaded by their neighboring tail workers. Likewise, the primal variables of tail workers are updated in
parallel, and downloaded by their neighboring head workers. Lastly, the dual variables are updated locally at
each worker. GADMM algorithm shows a significant improvement in terms of the communication overhead
over the existing ADMM algorithms, but still it needs to receives the latest information θ’s from the neighbors
at each worker n. For instance, in the primal and dual GADMM updates of (3)-(5), each worker n requires
θn−1 and θn+1 to execute one iterate of GADMM algorithm. This creates a communication bottleneck;
especially when the dimensions d of θ is large. We address this issue by proposing the use of stochastic
quantization in which we use the quantized version of the information θˆn−1 and θˆn+1 to update the primal
and dual variables at each worker n.
A. Stochastic Quantization
For the convergence guarantee, unbiased quantization is crucial under which the expected quantization error
becomes zero. For communication efficiency, it is effective to quantize the difference between successive
gradients rather than each raw gradient, as the differences are commonly smaller than individual gradients,
enabling to allocate less bits to represent the desired information. Stochastic rounding is a well-known
technique achieving unbiased quantization, but existing works [52], [53], [54], [55] focus on quantizing
individual gradients, not the gradient differences. The quantization method in [12] is based on the gradient
difference, yet it is biased. To ensure convergence of our proposed algorithm, we propose the following
unbiased stochastic quantization method for compressing the model differences.
We now describe the overall quantization procedure of Q-GADMM. Worker n in Q-GADMM at iteration
k quantizes the difference between the current model and the previous quantized model vector θkn − θˆ
k−1
n
as θkn − θˆ
k−1
n = Qn(θ
k
n, θˆ
k−1
n ). The function Qn(·) is a stochastic quantization operator that depends on the
quantization probability pkn,i for each model vector’s dimension i ∈ {1, 2, · · · , d}, and on bkn bits used for
representing each model vector dimension. To ensure the convergence of Q-GADMM, pkn,i and b
k
n should be
properly chosen as detailed below.
As Fig. 1 shows, the i-th dimensional element [θˆ
k−1
n ]i of the previously quantized model vector is centered
at the quantization range 2Rkn that is equally divided into 2
bkn−1 quantization levels, yielding the quantization
step size ∆kn = 2R
k
n/(2
bkn − 1). In this coordinate, the difference between the i-th dimensional element [θkn]i
of the current model vector and [θˆ
k−1
n ]i is
[cn(θ
k
n)]i=
1
∆kn
(
[θkn]i − [θˆ
k−1
n ]i+R
k
n
)
, (6)
7where adding Rkn ensures the non-negativity of the quantized value. Then, [cn(θ
k
n)]i is mapped to:
[qn(θ
k
n)]i =

⌈
[cn(θ
k
n)]i
⌉
with probability pkn,i⌊
[cn(θ
k
n)]i
⌋
with probability 1− pkn,i
(7)
where d·e and b·c are ceiling and floor functions, respectively.
Next, we select the probability pkn,i in (7) such that the expected quantization error is E
[
kn,i
]
is zero i.e.,
pkn,i should satisfy:
pkn,i
(
[cn(θ
k
n)]i − d[cn(θkn)]ie
)
+(1−pkn,i)
(
[cn(θ
k
n)]i −b[cn(θkn)]ic
)
=0, (8)
Solving (8) for pkn,i, we obtain
pkn,i =
(
[cn(θ
k
n)]i − b[cn(θkn)]ic
)
(9)
The pkn,i selection in (9) ensures that the quantization in (7) is unbiased and the quantization error variance
E
[(
kn,i
)2] is equal to (∆kn)2/4. This implies that E [∥∥kn∥∥2] = d(∆kn)2/4.
In addition to the above, the convergence of Q-GADMM requires non-increasing quantization step sizes
over iterations, i.e., ∆kn ≤ ∆k−1n for all k. To satisfy this condition, bkn is chosen as
bkn ≥
⌈
log2
(
1 + (2b
k−1
n − 1)Rkn/Rk−1n
)⌉
. (10)
Given pkn,i in (9) and b
k
n in (10), the convergence of Q-GADMM is provided in Sec.IV. We remark that in
the numerical simulations (Sec.V), we observe that Rkn decreases over iterations, and thus ∆
k
n ≤ ∆k−1n holds
even when bkn is fixed.
With the aforementioned stochastic quantization procedure, bkn, R
k
n, and qn(θ
k
n) suffice to represent θˆ
k
n,
where
qn(θ
k
n) = ([qn(θ
k
n)]1, [qn(θ
k
n)]2, · · · , [qn(θkn)]d)ᵀ, (11)
which are transmitted to neighbors. After receiving these values, θˆ
k
n can be reconstructed as follows:
θˆ
k
n = θˆ
k−1
n + ∆
k
nqn(θ
k
n)−Rkn1. (12)
Consequently, when the full arithmetic precision uses 32bit, every transmission payload size of Q-GADMM
is bknd+ (bR + bb) bits, where bR ≤ 32 and bb ≤ 32 are the required bits to represent Rkn and bkn, respectively.
Compared to GADMM whose payload size is 32d bits, Q-GADMM can achieve a huge reduction in
communication overhead, particularly for large models, i.e., large d.
8Algorithm 1 Quantized Group ADMM (Q-GADMM)
1: Input: N, fn(θn)∀n, ρ,K, Output: θn,∀n
2: Initialization: θ(0)n = 0,λ
(0)
n = 0,∀n
3: Nh = {θ1,θ3, · · · ,θn−1}, Nt = {θ2,θ4, · · · ,θN}
4: while k ≤ K do
5: Head workers (n ∈ Nh): in Parallel
6: Reconstruct θˆn−1 and θˆn+1 via (12), and update θn via (13)
7: Choose pkn,i via (9) and b
k
n via (10)
8: Quantize θn via (7)
9: Transmit bkn, R
k
n, qn(θn) to its two tail neighbors
10: Tail workers (n ∈ Nt): in Parallel
11: Reconstruct θˆn−1 and θˆn+1 via (12), and update θn via (15)
12: Choose pkn,i via (9) and b
k
n via (10)
13: Quantize θn via (7)
14: Transmit bkn, R
k
n, qn(θn) to its two head neighbors
15: All workers (n ∈ {1, · · · , N}): in Parallel
16: Update λkn−1 and λ
k
n locally via (17)
17: k ← k + 1
18: end while
B. Q-GADMM Operations
Here we describe the updates for the proposed algorithm to solve the problem in (1). Firstly, the head
worker’s primal variables are updated as
θk+1n∈Nh = argmin
θn
{
fn(θn) + 〈λkn−1, θˆ
k
n−1 − θn〉+ 〈λkn,θn−θˆ
k
n+1〉
+
ρ
2
‖θˆkn−1 − θn‖2 +
ρ
2
‖θn−θˆkn+1‖2
}
(13)
for all n ∈ Nh \ {1}. For the first worker n = 1, θn−1 is not defined since the first head worker does not
have a left neighbor, hence the update for n = 1 is done as
θk+11 = argmin
θ1
{
f1(θ1) + 〈λk1,θ1−θˆ
k
2〉+
ρ
2
‖θ1−θˆk2‖2
}
. (14)
Subsequently, each head worker transmits its quantized model to its two tail neighbors, and the tail workers’
primal variables are updated as:
θk+1n∈Nt = argmin
θn
{
fn(θn) + 〈λkn−1, θˆ
k+1
n−1 − θn〉+〈λkn,θn−θˆ
k+1
n+1〉+
ρ
2
‖θˆk+1n−1−θn‖2+
ρ
2
‖θn−θˆk+1n+1‖2
}
(15)
9for n ∈ Nt \ {N}. For the last worker n = N , θN+1 is not defined. Hence, the update of the last tail worker
n = N is given by
θk+1N = argmin
θN
{
fN(θN) + 〈λkN−1, θˆ
k+1
N−1 − θN〉+
ρ
2
‖θˆk+1N−1−θN‖2
}
. (16)
Finally, every worker locally updates its dual variables λn−1 and λn utilizing the quantized information from
its neighbors as follows
λk+1n = λ
k
n + ρ(θˆ
k+1
n − θˆ
k+1
n+1) (17)
for n = 1, · · · , N − 1. The primal and the dual update procedure discussed in (13)-(17) is summarized in
Algorithm 1.
IV. CONVERGENCE ANALYSIS
In this section, we prove the optimality and convergence of Q-GADMM for convex functions. The
necessary and sufficient optimality conditions are the primal and dual feasibility which are defined by
θ∗n =θ
∗
n−1,∀n > 1, Primal Visibility (18)
0 ∈∂fn(θ∗n)− λ∗n−1 + λ∗n, n ∈ {2, · · · , N − 1},
0 ∈∂fn(θ∗n) + λ∗n, n = 1, Dual Visibility
0 ∈∂fn(θ∗n)− λ∗n−1, n = N, (19)
Firstly, note that at iteration k + 1, every θk+1n for n ∈ Nt \ {N} minimizes (15), which implies that
0∈∂fn(θk+1n )−λkn−1+λkn+ρ(θk+1n −θˆ
k+1
n−1)+ρ(θ
k+1
n −θˆ
k+1
n+1). (20)
Since k+1n = θ
k+1
n − θˆ
k+1
n is the quantization error at iteration k + 1, using (17), the result in (20) can be
re-written as
0 ∈ ∂fn(θk+1n )− λk+1n−1 + λk+1n + 2ρk+1n (21)
Similarly, the optimality condition for the last tail worker (n = N ) is given by
0 ∈ ∂fN(θk+1N )− λk+1N−1 + 2ρk+1N . (22)
Secondly, every θk+1n for n ∈ Nh \ {1} minimizes (13) at iteration k + 1. Hence, it holds that
0∈∂fn(θk+1n )−λkn−1+λkn+ρ(θk+1n −θˆ
k
n−1)+ρ(θ
k+1
n −θˆ
k
n+1). (23)
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We can rewrite (23) using k+1n and λ
k+1
n in (17) as follows
0 ∈ ∂fn(θk+1n )− λk+1n−1 + λk+1n + 2ρk+1n + ρ(θˆ
k+1
n−1 − θˆ
k
n−1) + ρ(θˆ
k+1
n+1 − θˆ
k
n+1) (24)
Next, the optimality condition for the first head worker (n = 1) is
0 ∈ ∂f1(θk+11 ) + λk+11 + 2ρk+11 + ρ(θˆ
k+1
2 − θˆ
k
2). (25)
In (24) and (25), let sk+1n be the dual residual of worker n ∈ Nh at iteration k + 1 defined as
sk+1n =
ρ(θˆ
k+1
n−1 − θˆ
k
n−1) + ρ(θˆ
k+1
n+1 − θˆ
k
n+1), for n ∈ Nh \ {1},
ρ(θˆ
k+1
n+1 − θˆ
k
n+1), for n = 1.
(26)
Consider the primal feasibility in (18) and let us define the corresponding primal residual at iteration k + 1
as rk+1n−1,n = θ
k+1
n−1 − θk+1n and rk+1n,n+1 = θk+1n − θk+1n+1. In order to show the convergence of Q-GADMM, we
need to show that the optimality conditions mentioned in (18)-(19) are satisfied. For that, it is required to
prove that the primal (rk+1n−1,n) and dual (s
k+1
n ) residuals converge to zero as k → ∞. Further, we need to
prove that the objective function
∑N
n=1 fn(θ
k+1
n ) converges to the optimal value
∑N
n=1 fn(θ
∗
n) in the limit.
Next, we state the first Lemma we need to prove the convergence of the proposed algorithm.
Lemma 1: At k + 1 iteration of Q-GADMM, the optimality gap satisfies:
LB1 ≤
N∑
n=1
E[fn(θk+1n )− fn(θ∗n)] ≤ UB1, (27)
where LB1 and UB1 are the lower and upper bounds, respectively, given by
LB1 = −E
[
N−1∑
n=1
〈λ∗n, rk+1n,n+1〉
]
(28)
UB1 = E
[
−
N−1∑
n=1
〈λk+1n , rk+1n,n+1〉 −
N−1∑
n=1
2ρ〈k+1n ,θ∗n − θk+1n 〉+
∑
n∈Nh
〈sk+1n ,θ∗n − θk+1n 〉
]
. (29)
The proof of Lemma 1 is provided in Appendix VII-A. Next, in order to prove the convergence of the
proposed algorithm, let us define a Lyapunov function Vk as follows
V k =
1
ρ
N−1∑
n=1
‖λkn − λ∗‖2 + ρ
∑
n∈Nh\{1}
‖θkn−1 − θ∗‖+ ρ
∑
n∈Nh
‖θkn+1 − θ∗‖. (30)
Then, to show the convergence, we need to prove that E
[
V k − V k+1] is bounded above which is presented
in Theorem 1 next.
Theorem 1: When fn(θn) is closed, proper, and convex, and the Lagrangian L0 has a saddle point, then
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the following inequality holds true at the (k + 1)-th iteration of Q-GADMM:
E
[
V k − V k+1] ≥ ∑
n∈Nh\{1}
E
[
ρ‖θk+1n−1 − θkn−1 − (k+1n−1 − kn−1)− rk+1n−1,n‖2
]
+
∑
n∈Nh
E
[
ρ‖(θk+1n+1 − θkn+1)− (k+1n+1 − kn+1) + rk+1n,n+1‖2
]− dρ
2
∑
n∈Nt
(
∆k+1n
)2
, (31)
The proof of Theorem 1 is detailed in Appendix VII-B. Using Lemmas 1 and 1, next we show that E [V k]
decreases monotonically with the iteration index k and both the primal and dual residuals go to zero using
Q-GADMM. We thereby present the main theorem stating the convergence and the optimality of Q-GADMM
in solving (1) as follows.
Theorem 2: Under the assumptions of Theorem 1, and provided that the quantization step sizes is a non-
increasing sequence, i.e., ∆kn ≤ ∆k−1n for all k, such that
∑∞
k=0 ∆
k
n < ∞, for all n, the primal and dual
residual converges to 0 in the mean square sense as k →∞, i.e. ,
lim
k→∞
E
[‖rkn,n+1‖2] = 0 and lim
k→∞
E
[‖skn‖2] = 0.
Furthermore, the optimality gap converges to 0 in the mean sense, i.e.,
lim
k→∞
E
[
N∑
n=1
fn(θ
k
n)
]
= E
[
N∑
n=1
fn(θ
∗)
]
.
The proof of Theorem 2 is deferred to Appendix VII-C.
V. NUMERICAL RESULTS
To validate the performance of Q-GADMM and to gauge its communication efficiency compared to
GADMM, we conduct numerical experiments for distributed machine learning tasks for the convex problem
of linear regression. We also evaluated the performance of its stochastic version (Q-SGADMM) for the
stochastic and non-convex problem of image classification using deep neural networks (DNN). We compare
Q-GADMM and Q-SGADMM with the following benchmark algorithms.
• GADMM [23] and SGADMM: The original full precision GADMM in which 32bits are used to transmit
each model’s element at every iteration, and its stochastic version
• GD and SGD: Distributed gradient descent algorithm in which at every iteration, each worker computes
the gradient of its local function with respect to a global model and uploads it to the parameter server
which updates the global model using a one global gradient descent step, and its stochastic version
• QGD and QSGD: Quantized version of GD, and its stochastic version.
• ADIANA [25] (Accelerated DIANA): ADIANA enjoys faster convergence compared to GD/SGD with
less number of transmitted bits since every worker quantizes its model. However, every worker needs
12
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Fig. 2: Linear regression results showing: (a) loss (|F − F ∗|) w.r.t. # number of communication rounds; (b)
loss w.r.t. number of transmitted bits; and (c) energy efficiency (loss w.r.t consumed energy).
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Fig. 3: Linear regression results showing: CDF of the consumed energy to achieve the loss value of 10−4,
(a) system bandwidth is 10MHz, (b) system bandwidth is 2MHz, and (c) system bandwidth is 1MHz
to share more variables per iteration (the gradient vector with respect to the current model, and the
gradient vector with respect to another variable that is introduced to accelerate the convergence).
A. Numerical results for the convex problem of linear regression
1) Simulation settings: We evaluate the performance of Q-GADMM for decentralized linear regression
using the California Housing dataset [56] which consists of 20, 000 samples, each has six features, i.e.,
the model size d = 6. We uniformly distribute the samples across 50 workers. Note that, in GD, QGD,
and ADIANA, each iteration involves N + 1 communication rounds. i.e., N uploads (N workers upload
their gradient vectors) and one download from the parameter server (PS). On the other hand, for GADMM
and QGADMM, each iteration involves N communication rounds since each worker needs to broadcast its
updated model. Finally, for all quantized algorithms, we assume that the quantizer resolution is equal to 2 (4
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quantization levels), and it remains constant over iterations and across workers (i.e., bkn = 2∀n, k). Finally,
we choose ρ = 24.
We drop 50 workers randomly in a 250x250m2 grid, and for the PS-based algorithms, we choose the worker
with the minimum sum distance to all workers as the PS. For the decentralized algorithms (GADMM/QGADMM),
we implement the heuristic described in [23] to find the neighbors of each worker. We assume that the total
system bandwidth is 2MHz equally divided across workers. Therefore, the available bandwidth to the n-th
worker (Bn) at every communication round when utilizing GADMM and Q-GADMM is (4/N)MHz since
only half of the workers are transmitting at each communication round. On the other hand, the available
bandwidth to each worker when using GD, QGD, and A-DIANA is (2/N)MHz. The power spectral density
(N0) is 10−6W/Hz, and each upload/download transmission time (τ ) is 1ms. We assume a free space
model, and each worker needs to transmit at a power level that allows uploading the gradient vector in
one communication round. For example, using GD, each worker needs to find the transmission power that
achieves the transmission rate R = (32d/1ms) bits/sec. Therefore, using Shannon capacity, the corresponding
transmission power can be calculated as P = τ ·D2 ·N0 ·Bn · (2(R/Bn) − 1), and the consumed energy will
be E = P · τ .
2) Result discussion: Figure 2(a) plots the loss function which is defined as the absolute difference between
the objective function at communication round k and the optimal solution of the problem. Clearly, Figure 2(a)
verifies Theorem 2, and shows the convergence of Q-GADMM for convex loss functions. Moreover, it
shows that both GADMM and Q-GADMM-2bits achieve the loss of 10−4 at almost the same number of
communication rounds outperforming the considered baselines.
We plot in Figure 2(b) the loss value versus the total number of transmitted bits. Figure 2(b) shows that the
quantized algorithms require less number of bits to achieve the loss value of 10−4 as compared to GADMM
and GD. Moreover, Q-GADMM is shown to achieve the minimum number of transmitted bits since it enjoys
the fastest convergence speed and transmits the lower number of bits per iteration. Note that in A-DIANA,
each worker transmits two variables at every iteration, namely 32 + 2 · d · 2 bits versus 32 + d · 2 bits for
Q-GADMM. Moreover, in A-DIANA and QGD, the PS transmits 32 · d bits at every iteration.
To draw a comparison in terms of the actual consumed energy in the system, in Figure 2(c), we plot
the loss versus the total sum energy (all workers’ uplink energy + server’s downlink energy). Figure 2(c)
shows significant reduction in the total consumed energy for Q-GADMM compared to all baselines, thanks
to the decentralization in which each worker communicates with only nearby neighbors, the fast convergence
inherited from GADMM, and the stochastic quantization which reduces the number of transmitted bits at
every iteration significantly while ensuring convergence.
In Fig. 3, we plot the CDF of the total consumed energy of all algorithms after conducting 100 experiments,
where at each experiment, we randomly drop 50 workers and run all algorithms. We plot the results in
Figs. 3(a)-(c) for three choices of the system bandwidth 10, 2, and 1 MHz respectively. We make two
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Fig. 4: Image classification results showing: (a) test accuracy w.r.t. # number of communication rounds;
(b) test accuracy w.r.t. number of transmitted bits; and (c) energy efficiency (test accuracy w.r.t consumed
energy) when the system bandwidth is 40MHz.
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Fig. 5: Image classification results showing: CDF of the consumed energy to achieve 90% accuracy, (a)
system bandwidth is 400MHz, system bandwidth is 100MHz, and (c) system bandwidth is 40MHz
observations from Figs. 3(a)-(c). First, at high bandwidth regime, even GADMM, which relies only on
topology decentralization, can outperform the quantized PS-based algorithms since each worker has enough
bandwidth and requires significantly less transmission power to communicate with its neighbors compared to
communicating to a central PS. Second, Q-GADMM achieves the minimum energy cost in all experiments
and maintains the same performance gap compared to all PS-based baselines in all bandwidth regimes.
B. Numerical results for the non-convex problem of Image classification using DNN
1) Simulation settings: To evaluate the performance of the stochastic version of Q-GADMM in stochastic
and non-convex functions, we consider an image classification task using deep neural networks (DNN).
Specifically, we consider the MNIST dataset comprising 60, 000 28x28 pixel images that represent hand-
written 0-9 digits. The dataset is divided into training (70%) and testing (30%) and then the training data
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is distributed uniformly across 10 workers. Our DNN architecture is a multi-layer perceptron (MLP) that
comprises three fully connected layers having 128, 64, and 10 neurons, respectively. Note that the model size
using this architecture is 109184 which significantly larger than the model size of the linear regression model
described above. Following the standard settings, we consider that the input image is flattened into a vector
of size 784×1. The rectified linear unit (ReLu) activation function is used for each neuron, and the soft-max
function is applied after the output layer. The loss function is cross-entropy defined as −∑i yilog(y′i), where
yi is the vector label, and y′i is the DNN output vector. We use Adam optimizer with a learning rate 0.001 and
ten iterations when solving the local problem at each worker. Moreover, we use a quantization resolution of
8 bits (256 quantization levels). We assume that the transmission time is 100 ms and the system bandwidth
is 40MHz. Finally, we choose ρ = 20.
Under the aforementioned deep NN architecture, the loss function is non-convex. In this case, it is well-
known that stochastic sampling of training data mini-batches enables not only low computing complexity but
also escaping saddle points. For this reason, we consider the stochastic variants of GADMM and Q-GADMM,
coined stochastic GADMM (SGADMM) and quantized stochastic GADMM (Q-SGADMM), respectively, in
which a mini-batch of 100 samples are randomly selected per iteration. It is worth mentioning in order for
both SGADMM and Q-SGADMM to converge for this non-convex problem, the updating step of the dual
variable needs to be modified as λk+1n = λ
k
n + αρ(θˆ
k+1
n − θˆ
k+1
n+1), where α is a small constant, chosen to be
equal to 0.01 in our simulation experiments.
2) Result discussion: Figs. 4 and 5 show the results of the classification task using DNN. The results
confirm the findings of the linear regression results. Namely, both Q-SGADMM and SGADMM have the
same convergence speed and achieve the accuracy after the same number of iterations, outperforming both
baselines (SGD and QSGD). However, as shown in Fig. 4-(b), Q-SGADMM-8bits achieves the accuracy of
90% at one-fifth of the number of transmitted bits compared to full precision SGADMM.
C. Sensitivity Analysis
In this section, we study the impact of the number of workers and the hyperparameters on the convergence
speed and accuracy of Q-GADMM and QSGADMM.
a) Impact of the number of workers: We conducted a number of linear regression and image classifi-
cation experiments where for varying number of workers, we plot the loss/accuracy. In particular, Fig. 6-(a)
plots the loss versus the total transmitted bits for linear regression problem under different choices of the
number of workers. The figure reflects the scalability of Q-GADMM with respect to increasing number of
workers. As we can see from the figure, the communication cost in terms of the total number of transmitted
bits to achieve the loss value of 10−4 is increasing linearly and maintains the same 3.5x less number of
transmitted bits compared to GADMM. Finally, Fig. 6-(b) shows similar results and confirms the findings
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Fig. 6: Impact of the number of workers in (a) linear regression and (b) image classification using DNNs.
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Fig. 7: Impact of the disagreement penalty weight ρ in (a) linear regression and (b) image classification using
DNNs.
of the linear regression problem for the stochastic and non-convex problem of image classification using
Q-SGADMM.
b) Impact of ρ: The penalty weight ρ adjusts the degree of disagreement between local and neighbor
models in both linear regression and image classification tasks. In linear regression, Fig. 7(a) shows that a
larger ρ leads to faster convergence for both Q-GADMM and GADMM.
In image classification, on the other hand, Fig. 7(b) shows that a smaller ρ reaches the highest test accuracy
faster. For small ρ, the disagreement penalty with other workers is not large. Therefore, every worker is likely
to be biased towards its local optima. Hence, if the local optima is very close to the global one (the datasets
of the workers are highly dependent), lower value of ρ yields faster convergence. On the other hand, if the
local optima is far away from the global one (the datasets are highly independent), large ρ can reduce the
model disagreement and push all workers towards minimizing the disagreement in their model updates at
every iteration which may lead to a faster convergence.
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Fig. 8: The computation time (a) Q-GADMM vs. GADMM and (b) Q-SGADMM vs. SGADMM
D. Computation time
Though our focus is on minimizing the communication energy given the scarce bandwidth, in this sub-
section, we show the extra cost encountered using Q-GADMM due to the quantization step. Fig. 8 plots
the loss/accuracy versus the local computation time for both linear regression and image classification tasks;
we ignore the communication time in this comparison. Since both GADMM and QGADMM and their
stochastic versions encounter the same number of communication rounds to achieve the same loss/accuracy,
the running time gap boils down to the per iteration consumed time. It is worth mentioning that linear
regression task is performed using MATLAB R2015b and image classification task is performed using
Python 3.2 and TensorFlow 2.0, and both run in a CPU based MacBook Air notebook. Fig. 8-(a) shows that
QGADMM requires 40% more computation time to achieve the accuracy of 10−4 for the linear regression
problem. However, for the image classification problem, even though the model size is significantly larger,
Q-GADMM reduces the computation time gap compared to GADMM for high accuracy targets. That is
due to the stochastic nature of the problem, introducing errors that can result in oscillation in the achieved
accuracy.
Finally, we conclude the evaluation section by mentioning that with as low as 2-bit quantizer resolution (4
quantization levels), Q-GADMM achieves the same accuracy and convergence speed of GADMM for convex
loss functions, which confirms the statement of Theorem 2. For the stochastic and non-convex problem of
image classification using a DNN, we observe that as we reduce the quantizer resolution, we see a very slight
drop on the accuracy of Q-SGADMM compared to SGADMM. Theoretically studying the performance of
Q-SGADMM for stochastic and non-convex problems could be an interesting topic for future work.
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VI. CONCLUSION
This article proposed a communication-efficient decentralized ML algorithm, Q-GADMM. Compared to the
original GADMM with full precision, Q-GADMM enjoys the same convergence rate, but at significantly lower
communication overhead. Utilizing stochastic quantization and re-defining the quantization range at every
iteration are key features that make Q-GADMM robust to errors while ensuring its convergence. Numerical
results in a convex linear regression task for Q-GADMM and stochastic non-convex image classification
task for Q-SGADMM using deep learning corroborate the advantages of Q-GADMM over GADMM, GD,
QGD, and A-DIANA. Theoretically studying the feasibility of Q-SGADMM for stochastic and non-convex
functions, studying the impact of time-varying network topologies are interesting topics for future research.
VII. APPENDICES
A. Proof of Lemma 1
Given that f =
∑
n fn(θn) is closed, proper, and convex, then the augmented Lagrangian Lρ is subdiffer-
entiable. Since θk+1n∈Nh minimizes Lρ(θn∈Nh ,θkn∈Nt ,λkn), for each n ∈ N ′h at each iteration k + 1, from (24)
and (26), it holds that
0 ∈ ∂fn(θk+1n )− λk+1n−1 + λk+1n + 2ρk+1n + sk+1n . (32)
Without loss of generality, we use λk+10 = λ
k+1
N = 0 for the rest of the proof. From (32), we note that θ
k+1
n∈Nh
minimizes the function
fn(θn) + 〈−λk+1n−1 + λk+1n + 2ρk+1n + sk+1n∈Nh ,θn〉. (33)
Next, we substitute θn = θk+1n and θn = θ
?
n to obtain
E
[
fn(θ
k+1
n ) + 〈−λk+1n−1 + λk+1n + 2ρk+1n + sk+1n∈Nh ,θk+1n 〉
]
≤ E [fn(θ∗n) + 〈−λk+1n−1 + λk+1n + 2ρk+1n + sk+1n∈Nh ,θ∗n〉] (34)
for n ∈ Nh. The second equality in (34) holds since the error introduced due to the stochastic quantization
is zero mean. Similarly, for n ∈ Nt, it holds that
E
[
fn(θ
k+1
n ) + 〈−λk+1n−1 + λk+1n + 2ρk+1n ,θk+1n 〉
] ≤ E [fn(θ∗n) + 〈−λk+1n−1 + λk+1n + 2ρk+1n ,θ∗n〉]. (35)
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Adding (34) and (35), summing over all workers, and rearranging terms yields
N∑
n=1
E[fn(θk+1n )− fn(θ∗n)]
≤ E
[
N∑
n=1
〈−λk+1n−1 + λk+1n ,θ∗n − θk+1n 〉 +
∑
n∈Nh
〈sk+1n∈Nh ,θ∗n − θk+1n 〉 − 2ρ
N∑
n=1
〈k+1n ,θ∗n − θk+1n 〉
]
. (36)
Using the definition of rk+1n,n+1 = θ
k+1
n − θk+1n+1, we can write
〈λk+1n ,θ∗n − θk+1n 〉 = 〈λk+1n ,θ∗n − θk+1n+1〉 − 〈λk+1n , rk+1n,n+1〉. (37)
There are three summation terms in the right hand side of (36). Let us analyze each of them separately.
Consider the following term
N∑
n=1
〈−λk+1n−1,θ∗n − θk+1n 〉+ 〈λk+1n ,θ∗n − θk+1n+1〉
=− 〈λk+10 ,θ∗1 − θk+11 〉+ 〈λk+11 ,θ∗1 − θk+12 〉 − 〈λk+11 ,θ∗2 − θk+12 〉+ 〈λk+12 ,θ∗2 − θk+13 〉+ . . .
+ 〈λk+1N−1,θ∗N−1 − θk+1N 〉 − 〈λk+1N−1,θ∗N − θk+1N 〉=0, (38)
where we have used θ∗n − θ∗n+1 = 0 for all n and λ0 = λN = 0 in (38). Therefore, we can write (36) as
N∑
n=1
E[fn(θk+1n )− fn(θ∗n)] ≤E
[
−
N−1∑
n=1
〈λk+1n , rk+1n,n+1〉 − 2ρ
N∑
n=1
〈k+1n ,θ∗n − θk+1n 〉+
∑
n∈Nh
〈sk+1n∈Nh ,θ∗n − θk+1n 〉
]
(39)
which is the upper bound stated in Lemma 1. For the lower bound, consider the definition of the augmented
Lagrangian using θn+1 rather than θˆn+1 as follows
Lρ=
N∑
n=1
fn(θn)+
N−1∑
n=1
〈λn,θn−θn+1〉+ρ
2
N−1∑
n=1
‖θn−θn+1‖2. (40)
Given that (θ∗n,λ
∗
n) is a saddle point for L0(θn,λn), it holds that L0(θ∗n,λ∗n) ≤ L0(θk+1n ,λ∗n). Therefore,
we can write
E
[
N∑
n=1
fn(θ
∗
n) +
N∑
n=1
〈λ∗n,θ∗n − θ∗n+1〉
]
≤ E
[
N∑
n=1
fn(θ
k+1
n ) +
N−1∑
n=1
〈λ∗n,θk+1n − θk+1n+1〉
]
. (41)
Note that θ∗n − θ∗n+1 = 0 for all n and using rk+1n,n+1 = θk+1n − θk+1n+1, we obtain can write (41) as
N∑
n=1
E [fn(θk+1n )− fn(θ∗n)] ≥ −
N−1∑
n=1
E [〈λ∗n, rk+1n,n+1〉] (42)
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which concludes the proof of Lemma 1. 
B. Proof of Theorem 1
To proceed with the analysis, we add (39) and (42), and then multiplying by 2 to get
2
N−1∑
n=1
E
[〈λk+1n − λ∗n, rk+1n,n+1〉]︸ ︷︷ ︸
I
+ 2
∑
n∈Nh
E
[
sk+1n∈Nh ,θ
k+1
n − θ∗n〉
]
︸ ︷︷ ︸
II
+ 4ρ
N∑
n=1
E
[〈k+1n ,θk+1n − θ∗n〉]︸ ︷︷ ︸
III
≤ 0. (43)
There are three summation terms on the left hand side of (43). We analyze each of them separately in order to
obtain the final result as follows. From the dual update in (17), we have λk+1n = λ
k
n+ρr
k+1
n,n+1−ρk+1n +ρk+1n+1.
Therefore, the first term on the left hand side of (43), can be re-written as
I =2
N−1∑
n=1
E
[〈λkn + ρrk+1n,n+1 − ρk+1n + ρk+1n+1 − λ∗n, rk+1n,n+1〉] (44)
=
N−1∑
n=1
[
2E
[〈λkn − λ∗n, rk+1n,n+1〉]+ 2ρE ‖rk+1n,n+1‖2 − 2ρE [〈k+1n , rk+1n,n+1〉]+ 2ρE [〈k+1n+1, rk+1n,n+1〉] .
Replacing rk+1n,n+1 with its expression
1
ρ
(λk+1n − λkn) + k+1n − k+1n+1 in Eq. (44), we get
2E
[〈λkn − λ∗n, rk+1n,n+1〉]
=
2
ρ
E
[〈λkn − λ∗n,λk+1n − λ∗n〉]− 2ρ E [‖λkn − λ∗n‖2]+ 2E [〈λkn − λ∗n, k+1n − k+1n+1〉]+ ρE [‖rk+1n,n+1‖2]
+
1
ρ
E
[‖λk+1n − λ∗n‖2]+ 1ρ E [‖λkn − λ∗n‖2]+ ρE [‖k+1n − k+1n+1‖2]+ 2E [〈λk+1n − λ∗n, k+1n − k+1n+1〉]
+ 2E
[〈λ∗n − λkn, k+1n − k+1n+1〉]+ 2ρ E [〈λk+1n − λ∗n,λ∗n − λkn〉]+ 2E [〈k+1n+1 − k+1n ,λk+1n − λ∗n〉]
+ 2E
[〈k+1n+1 − k+1n ,λ∗n − λkn〉]− 2ρE [‖k+1n − k+1n+1‖2] . (45)
Expanding the term ‖k+1n − k+1n+1‖2 and re-arranging the expressions in (44), we can write
I =
1
ρ
N−1∑
n=1
E
[‖λk+1n − λ∗n‖2]− 1ρ
N−1∑
n=1
E
[‖λkn − λ∗n‖2]+ ρN−1∑
n=1
E
[‖rk+1n,n+1‖2]
− ρ
N−1∑
n=1
{
E
[‖k+1n ‖2]+ E [‖k+1n+1‖2]− 2E [〈k+1n , k+1n+1〉]} . (46)
Using the fact that
−
N−1∑
n=1
{
E
[‖k+1n ‖2]+ E [‖k+1n+1‖2]} = −2N−1∑
n=1
E
[‖k+1n ‖2]− E [‖k+1N ‖2]+ E [‖k+11 ‖2] , (47)
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we can write (46) as
I =
1
ρ
N−1∑
n=1
E
[‖λk+1n − λ∗n‖2]− 1ρ
N−1∑
n=1
E
[‖λkn − λ∗n‖2]+ ρN−1∑
n=1
E
[‖rk+1n,n+1‖2] (48)
− 2ρ
N−1∑
n=1
{
E
[‖k+1n ‖2]− E [〈k+1n , k+1n+1〉]}− E [‖k+1N ‖2]+ E [‖k+11 ‖2] .
Next, expanding the sum over nodes ρ
N−1∑
n=1
E
[‖rk+1n,n+1‖2] into the summation over n ∈ N ′h and n ∈ Nh
where we define N ′h := Nh \ {1}, we obtain
I =
1
ρ
N−1∑
n=1
E
[‖λk+1n − λ∗n‖2]− 1ρ
N−1∑
n=1
E
[‖λkn − λ∗n‖2]+ ρ ∑
n∈N ′h
E
[‖rk+1n−1,n‖2]+ ρ ∑
n∈Nh
E
[‖rk+1n,n+1‖2]
− 2ρ
N−1∑
n=1
{
E
[‖k+1n ‖2]− E [〈k+1n , k+1n+1〉]}+ ρE [‖k+11 ‖2]− ρE [‖k+1N ‖2] . (49)
Next, we consider the second term on the left side of (43). Since sk+1n = ρ(θˆ
k+1
n−1 − θˆ
k
n−1) + ρ(θˆ
k+1
n+1 − θˆ
k
n+1)
for n ∈ N ′h, it holds that
II = 2ρ
∑
n∈N ′h
E
[
〈θˆk+1n−1 − θˆ
k
n−1,θ
k+1
n − θ∗n〉
]
+ 2ρ
∑
n∈Nh
E
[
〈θˆk+1n+1 − θˆ
k
n+1,θ
k+1
n − θ∗n〉
]
. (50)
Note that for n ∈ {2, . . . , N − 1}, we have θˆkn−1 = θkn−1 − kn−1 and θˆ
k
n+1 = θ
k
n+1 − kn+1 for all k. Hence,
(50) becomes
II = 2ρ
∑
n∈N ′h
E
[〈θk+1n−1 − θkn−1 − k+1n−1 + kn−1,θk+1n − θ∗n〉]
+ 2ρ
∑
n∈Nh
E
[〈θk+1n+1 − θkn+1 − k+1n+1 + kn+1,θk+1n − θ∗n〉] . (51)
Further, for n ∈ {2, . . . , N−1}, using θk+1n = −rk+1n−1,n+θk+1n−1 = rk+1n,n+1+θk+1n+1 and θ∗n = θ∗n−1 = θ∗n+1 = θ∗,
and expanding the inner product terms, we can rewrite (51) as
II =2ρ
∑
n∈N ′h
E
[−〈θk+1n−1 − θkn−1, rk+1n−1,n〉 + 〈k+1n−1 − kn−1, rk+1n−1,n〉+ 〈θk+1n−1 − θkn−1,θk+1n−1 − θ∗〉
−〈k+1n−1 − kn−1,θk+1n−1 − θ∗〉
]
+ 2ρ
∑
n∈Nh
E
[〈θk+1n+1 − θkn+1, rk+1n,n+1〉 − 〈k+1n+1 − kn+1, rk+1n,n+1〉+ 〈θk+1n+1 − θkn+1,θk+1n+1 − θ∗〉
−〈k+1n+1 − kn+1,θk+1n+1 − θ∗〉
]
. (52)
22
Given the equalities
θk+1n−1 − θ∗ = (θk+1n−1 − θkn−1) + (θkn−1 − θ∗), n ∈ N ′h,
θk+1n+1 − θ∗ = (θk+1n+1 − θkn+1) + (θkn+1 − θ∗), n ∈ Nh (53)
we can rewrite the Eq. (52) as
II = 2ρ
∑
n∈N ′h
E
[− 〈θk+1n−1 − θkn−1, rk+1n−1,n〉+ 〈k+1n−1 − kn−1, rk+1n−1,n〉+ ‖θk+1n−1 − θkn−1‖2 (54)
+ 〈θk+1n−1 − θkn−1,θkn−1 − θ∗〉 − 〈k+1n−1 − kn−1,θk+1n−1 − θkn−1〉 − 〈k+1n−1 − kn−1,θkn−1 − θ∗〉
]
+ 2ρ
∑
n∈Nh
E
[〈θk+1n+1 − θkn+1, rk+1n,n+1〉 − 〈k+1n+1 − kn+1, rk+1n,n+1〉+ ‖θk+1n+1 − θkn+1‖2
+ 〈θk+1n+1 − θkn+1,θkn+1 − θ∗〉 − 〈k+1n+1 − kn+1,θk+1n+1 − θkn+1〉 − 〈k+1n+1 − kn+1,θkn+1 − θ∗〉
]
.
Further using the equalities,
θk+1n−1 − θkn−1 = (θk+1n−1 − θ∗)− (θkn−1 − θ∗), n ∈ Nh \ {1},
θk+1n+1 − θkn+1 = (θk+1n+1 − θ∗)− (θkn+1 − θ∗), n ∈ Nh, (55)
we write (54) as
II =2ρ
∑
n∈N ′h
E
[〈−θk+1n−1 − θkn−1, rk+1n−1,n〉 + 〈k+1n−1 − kn−1, rk+1n−1,n〉+ ‖θk+1n−1 − θkn−1‖2 + 〈θk+1n−1 − θ∗,θkn−1 − θ∗〉
− ‖θkn−1 − θ∗‖2 − 〈k+1n−1 − kn−1,θk+1n−1 − θkn−1〉 − 〈k+1n−1 − kn−1,θkn−1 − θ∗〉
]
+
∑
n∈Nh
E
[〈θk+1n+1 − θkn+1, rk+1n,n+1〉 − 〈k+1n+1 − kn+1, rk+1n,n+1〉+ ‖θk+1n+1 − θkn+1‖2 + 〈θk+1n+1 − θ∗,θkn+1 − θ∗〉
− ‖θkn+1 − θ∗‖2 − 〈k+1n+1 − kn+1,θk+1n+1 − θkn+1〉 −〈k+1n+1 − kn+1,θkn+1 − θ∗〉
]
. (56)
Rearranging the terms, we can write
II=
∑
n∈N ′h
E
[−2ρ〈θk+1n−1−θkn−1, rk+1n−1,n〉+2ρ〈k+1n−1−kn−1, rk+1n−1,n〉+ρ‖θk+1n−1 − θkn−1‖2+ρ‖(θk+1n−1−θ∗)−(θkn−1−θ∗)‖2
+ 2ρ〈θk+1n−1−θ∗,θkn−1−θ∗〉−2ρ‖θkn−1−θ∗‖2 − 2ρ〈k+1n−1−kn−1,θk+1n−1−θkn−1〉−2ρ〈k+1n−1−kn−1,θkn−1−θ∗〉
]
+
∑
n∈Nh
E
[
2ρ〈θk+1n+1 − θkn+1, rk+1n,n+1〉 − 2ρ〈k+1n+1 − kn+1, rk+1n,n+1〉+ ρ‖θk+1n+1 − θkn+1‖2
+ ρ‖(θk+1n+1 − θ∗)− (θkn+1 − θ∗)‖2 + 2ρ〈θk+1n+1 − θ∗,θkn+1 − θ∗〉 − 2ρ‖θkn+1 − θ∗‖2
− 2ρ〈k+1n+1 − kn+1,θk+1n+1 − θkn+1〉 −2ρ〈k+1n+1 − kn+1,θkn+1 − θ∗〉
]
. (57)
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Finally, expanding the square terms ‖(θk+1n−1−θ∗)− (θkn−1−θ∗)‖2 and ‖(θk+1n+1−θ∗)− (θkn+1−θ∗)‖2 in (57),
we get
II =
∑
n∈N ′h
E
[−2ρ〈θk+1n−1 − θkn−1, rk+1n−1,n〉 + 2ρ〈k+1n−1 − kn−1, rk+1n−1,n〉+ ρ‖θk+1n−1 − θkn−1‖2 (58)
+ ρ
(‖θk+1n−1 − θ∗‖2 − ‖θkn−1 − θ∗‖2)− 2ρ〈k+1n−1 − kn−1,θk+1n−1 − θkn−1〉 −2ρ〈k+1n−1 − kn−1,θkn−1 − θ∗〉]
+
∑
n∈Nh
E
[
2ρ〈θk+1n+1 − θkn+1, rk+1n,n+1〉 − 2ρ〈k+1n+1 − kn+1, rk+1n,n+1〉+ ρ‖θk+1n+1 − θkn+1‖2
+ ρ
(‖θk+1n+1−θ∗‖2−‖θkn+1−θ∗‖2)− 2ρ〈k+1n+1 − kn+1,θk+1n+1 − θkn+1〉 −2ρ〈k+1n+1 − kn+1,θkn+1 − θ∗〉] .
Substituting (49) and (58) into (43) and using the following Lyapunov function
V k =
1
ρ
N−1∑
n=1
E
[‖λkn − λ∗‖2]+ ρ ∑
n∈N ′h
E
[‖θkn−1 − θ∗‖2]+ ∑
n∈Nh
ρE
[‖θkn+1 − θ∗‖2] , (59)
we obtain
Vk+1 − Vk − 2ρ
N−1∑
n=1
{
E
[‖k+1n ‖2]− E [〈k+1n , k+1n+1〉]}+ ∑
n∈N ′h
E
[
ρ‖rk+1n−1,n‖2 − 2ρ〈θk+1n−1 − θkn−1, rk+1n−1,n〉
+ 2ρ〈k+1n−1 − kn−1, rk+1n−1,n〉+ ρ‖θk+1n−1 − θkn−1‖2 − 2ρ〈k+1n−1 − kn−1,θk+1n−1 − θkn−1〉 −2ρ〈k+1n−1 − kn−1,θkn−1 − θ∗〉
]
+
∑
n∈Nh
E
[
ρ‖rk+1n,n+1‖2 + 2ρ〈θk+1n+1 − θkn+1, rk+1n,n+1〉 − 2ρ〈k+1n+1 − kn+1, rk+1n,n+1〉+ ρ‖θk+1n+1 − θkn+1‖2
− 2ρ〈k+1n+1 − kn+1,θk+1n+1 − θkn+1〉 −2ρ〈k+1n+1 − kn+1,θkn+1 − θ∗〉
]− ρE [‖k+1N ‖2]+ ρE [‖k+11 ‖2]
+ 4ρ
N∑
n=1
E
[〈k+1n ,θk+1n − θ∗n〉] ≤ 0. (60)
Adding and subtracting the terms ρ‖k+1n−1 − kn−1‖2 and ρ‖k+1n+1 − kn+1‖2 to (60), we obtain
Vk+1−Vk−2ρ
N−1∑
n=1
{
E
[‖k+1n ‖2]−E [〈k+1n , k+1n+1〉]}+∑
n∈N ′h
E [Zn−1,n−ρ‖k+1n−1−kn−1‖2−2ρ〈k+1n−1−kn−1,θkn−1 − θ∗〉 ]
+
∑
n∈Nh
E [Zn+1,n − ρ‖k+1n+1 − kn+1‖2 − 2ρ〈k+1n+1 − kn+1,θkn+1 − θ∗〉 ]− ρE
[‖k+1N ‖2]
+ ρE
[‖k+11 ‖2]+ 4ρ N∑
n=1
E
[〈k+1n ,θk+1n − θ∗n〉] ≤ 0. (61)
where
Zn−1,n := E
[
ρ‖(θk+1n−1 − θkn−1)− (k+1n−1 − kn−1)− rk+1n−1,n‖2
]
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and
Zn+1,n := E
[
ρ‖(θk+1n+1 − θkn+1)− (k+1n+1 − kn+1) + rk+1n,n+1‖2
]
.
Furthermore, since every tail worker is summed twice, i.e., when we sum over n− 1 and n+ 1 for the head
worker n, we can write the following identities
− ρ
∑
n∈N ′h
‖k+1n−1 − kn−1‖2 − ρ
∑
n∈Nh
‖k+1n+1 − kn+1‖2 = −2ρ
∑
n∈Nt
‖k+1n − kn‖2 (62)
and
− 2ρ
∑
n∈N ′h
〈k+1n−1 − kn−1,θkn−1 − θ∗〉 − 2ρ
∑
n∈Nh
〈k+1n+1 − kn+1,θkn+1 − θ∗〉 = −4ρ
∑
n∈Nt
〈k+1n − kn,θkn − θ∗〉.
(63)
Using the identities of (62) and (63) into (61), we get
Vk+1 − Vk − 2ρ
N−1∑
n=1
{
E
[‖k+1n ‖2]− E [〈k+1n , k+1n+1〉]}+ ∑
n∈Nh
Zn−1,n +
∑
n∈Nh
Zn+1,n + ρE
[‖k+11 ‖2]
− ρE [‖k+1N ‖2]+ 4ρ ∑
n∈Nh
E
[〈k+1n ,θk+1n − θ∗n〉]+ 4ρ∑
n∈Nt
E
[〈k+1n ,θk+1n − θ∗n〉]
− 4ρ
∑
n∈Nt
E
[〈k+1n − kn,θkn − θ∗〉]− 2ρ∑
n∈Nt
E
[‖k+1n − kn‖2] ≤ 0. (64)
Using the equality θk+1n − θ∗ = (θk+1n − θkn) + (θkn − θ∗) in the term 4ρ
∑
n∈Nt E
[〈k+1n ,θk+1n − θ∗〉] gives
Vk+1 − Vk − 2ρ
N−1∑
n=1
{
E
[‖k+1n ‖2]− E [〈k+1n , k+1n+1〉]}+∑
n∈N ′h
Zn−1,n +
∑
n∈Nh
Zn+1,n − ρE
[‖k+1N ‖2]
+ ρE
[‖k+11 ‖2]+ 4ρ ∑
n∈Nh
E
[〈k+1n ,θk+1n − θ∗n〉]+ 4ρ∑
n∈Nt
E
[〈k+1n ,θk+1n − θkn〉]
+ 4ρ
∑
n∈Nt
E
[〈kn,θkn − θ∗〉]− 2ρ∑
n∈Nt
E
[‖k+1n − kn‖2] ≤ 0. (65)
Let us define a sigma algebra Fk that collect the algorithm history until instant k, which implies that
E[θˆ
k
n | Fk] = θkn or alternatively E[kn | Fk] = 0. Similarly, this implies that E[θˆ
k+1
n | Fk+1] = θk+1n ,
E
[〈kn, k+1n 〉 | Fk+1] = E [〈kn,E[k+1n | Fk+1]〉] = 0, E [〈kn,θ∗〉] = 0. Now, let us consider the following
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inner product terms from (65),
E
[〈k+1n ,θk+1n − θ∗n〉] = E [〈k+1n ,θk+1n − θ∗n〉 | Fk+1] = 〈E [k+1n | Fk+1],θk+1n − θ∗n〉 = 0, (66)
E
[〈k+1n ,θk+1n − θkn〉] = E [〈k+1n ,θk+1n − θkn〉 | Fk+1] = 〈E [k+1n | Fk+1],θk+1n − θkn〉 = 0, and (67)
E
[〈kn,θkn − θ∗〉] = E [〈kn,θkn − θ∗〉 | Fk] = 〈E [kn | Fk],θkn − θ?〉 = 0. (68)
Using (66)-(68) into (65), we obtain
Vk+1−Vk − 2ρ
N−1∑
n=1
{
E
[‖k+1n ‖2]− E [〈k+1n , k+1n+1〉]}+ ∑
n∈N ′h
Zn−1,n +
∑
n∈Nh
Zn+1,n − ρE
[‖k+1N ‖2]
+ ρE
[‖k+11 ‖2]+ 4ρ ∑
n∈Nh
E
[‖k+1n ‖2]+ 2ρ∑
n∈Nt
{
E
[‖k+1n ‖2]+ E [‖kn‖2]} ≤ 0. (69)
Using the following inequality
− 2ρ
N−1∑
n=1
E
[‖k+1n ‖2]− 2ρE [‖k+1N ‖2] = −2ρ ∑
n∈Nh
E
[‖k+1n ‖2]− 2ρ∑
n∈Nt
E
[‖k+1n ‖2] , (70)
Eq. (69) can be expressed as
Vk+1−Vk + 2ρ
N−1∑
n=1
{
E
[〈k+1n , k+1n+1〉]}+ ∑
n∈N ′h
Zn−1,n +
∑
n∈Nh
Zn+1,n + ρE
[‖k+1N ‖2]+ ρE [‖k+11 ‖2]
+ 2ρ
∑
n∈Nh
E
[‖k+1n ‖2]+ 2ρ∑
n∈Nt
E
[‖kn‖2] ≤ 0. (71)
From the result in (71), it holds that
V k − V k+1 ≥2ρ
N−1∑
n=1
E
[〈k+1n , k+1n+1〉]+ ∑
n∈N ′h
Zn−1,n +
∑
n∈Nh
Zn+1,n + ρE
[‖k+11 ‖2]+ ρE [‖k+1N ‖2]
+ 2ρ
∑
n∈Nh
E
[‖k+1n ‖2]+ 2ρ∑
n∈Nt
E
[‖kn‖2] . (72)
Finally, using the following equality,
2ρ
N−1∑
n=1
E
[〈k+1n , k+1n+1〉] = ρN−1∑
n=1
{
E
[‖k+1n + k+1n+1‖2] − E [‖k+1n ‖2]− E [‖k+1n+1‖2]}
− 2ρ
∑
n∈Nt
E
[‖k+1n ‖2]+ ρE [‖k+1N ‖2]+ ρE [‖k+11 ‖2] , (73)
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we can rewrite (72) as
V k − V k+1 ≥
∑
n∈N ′h
Zn−1,n +
∑
n∈Nh
Zn+1,n − 2ρ
∑
n∈Nt
E
[‖k+1n ‖2] . (74)
where we drop the positive terms 2ρE
[‖k+11 ‖2], 2ρE [‖k+1N ‖2], 2ρ∑n∈Nt E [‖kn‖2], and
ρ
∑N−1
n=1 E
[‖k+1n + k+1n+1‖2] from the right hand side. Now, we have E [‖k+1n ‖2] = d (∆k+1n )2 /4, which
implies that
− 2ρ
∑
n∈Nt
E
[‖k+1n ‖2] = −dρ2 ∑
n∈Nt
(
∆k+1n
)2
. (75)
Hence, the inequality (74) can be rewritten as
V k − V k+1 ≥
∑
n∈N ′h
Zn−1,n +
∑
n∈Nh
Zn+1,n − dρ
2
∑
n∈Nt
(
∆k+1n
)2
, (76)
which finalizes the proof. 
C. Proof of Theorem 2
From (31), we can write
E
[
V k − V k+1]+ dρ
2
∑
n∈Nt
(
∆k+1n
)2 ≥ ∑
n∈Nh\{1}
E
[
ρ‖θk+1n−1 − θkn−1 − (k+1n−1 − kn−1)− rk+1n−1,n‖2
]
+
∑
n∈Nh
E
[
ρ‖θk+1n+1 − θkn+1 − (k+1n+1 − kn+1) + rk+1n,n+1‖2
]
. (77)
Taking the sum over k = 0, . . . , K, and using the fact that V k is a positive decreasing sequence, we can
write
E
[
V 0
]
+
dρ
2
∑
n∈Nt
K∑
k=0
(
∆k+1n
)2 ≥ K∑
k=0
∑
n∈Nh\{1}
E
[
ρ‖θk+1n−1 − θkn−1 − (k+1n−1 − kn−1)− rk+1n−1,n‖2
]
+
K∑
k=0
∑
n∈Nh
E
[
ρ‖θk+1n+1 − θkn+1 − (k+1n+1 − kn+1) + rk+1n,n+1‖2
]
. (78)
Taking the limit as k → ∞, and using the assumption ∑∞k=0 ∆kn < ∞, we conclude that the left hand side
is convergent and as a consequence, we can write that
lim
k→∞
∑
n∈Nh\{1}
E
[‖θk+1n−1 − θkn−1 − (k+1n−1 − kn−1)− rk+1n−1,n‖2] = 0, (79)
lim
k→∞
∑
n∈Nh
E
[‖θk+1n+1 − θkn+1 − (k+1n+1 − kn+1) + rk+1n,n+1‖2] = 0. (80)
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Expanding the term in (79), we can write
E
[‖θk+1n−1 − θkn−1 − (k+1n−1 − kn−1)− rk+1n−1,n‖2] (81)
= E
[‖θk+1n−1 − θkn−1 − rk+1n−1,n‖2]+ E [‖k+1n−1 − kn−1‖2]− 2E [〈θk+1n−1 − θkn−1 − rk+1n−1,n, k+1n−1 − kn−1〉] .
Similarly, from (80), we have
E
[‖θk+1n+1 − θkn+1 − (k+1n+1 − kn+1) + rk+1n,n+1‖2] (82)
= E
[‖θk+1n+1 − θkn+1 + rk+1n,n+1‖2]+ E [‖k+1n+1 − kn+1‖2]− 2E [〈θk+1n+1 − θkn+1 + rk+1n,n+1, k+1n+1 − kn+1〉] .
Using the following bounds
E
[‖k+1n−1 − kn−1‖2] ≤ 2 (E [‖k+1n−1‖2]+ E [‖kn−1‖2]) , (83)∣∣E [〈θk+1n−1 − θkn−1 − rk+1n−1,n, k+1n−1 − kn−1〉]∣∣ ≤ E [‖θk+1n−1 − θkn−1 − rk+1n−1,n‖2] 12 E [‖k+1n−1 − kn−1‖2] 12 , (84)
where in the second bound, we have used Jensen and Cauchy-Schwarz inequalities. Since we have E
[‖kn‖2] ≤
d(∆kn)
2/4 and lim
k→∞
∆kn = 0, then lim
k→∞
E [‖kn‖2] = 0. Combining this with the bounds (83) and (84), we obtain
lim
k→∞
E
[‖k+1n−1 − kn−1‖2] = 0, (85)
lim
k→∞
E
[〈θk+1n−1 − θkn−1 − rk+1n−1,n, k+1n−1 − kn−1〉] = 0. (86)
As a consequence, we get from (79), that
lim
k→∞
∑
n∈Nh\{1}
E
[‖θk+1n−1 − θkn−1 − rk+1n−1,n‖2] = 0. (87)
Using similar arguments, we get
lim
k→∞
∑
n∈Nh
E
[‖θk+1n+1 − θkn+1 + rk+1n,n+1‖2] = 0. (88)
Therefore, we can write
lim
k→∞
 ∑
n∈Nh\{1}
E
[‖θk+1n−1 − θkn−1 − rk+1n−1,n‖2]+ ∑
n∈Nh
E
[‖θk+1n+1 − θkn+1 + rk+1n,n+1‖2]
 = 0. (89)
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Expanding the terms inside the limit, we get∑
n∈Nh\{1}
E
[‖θk+1n−1 − θkn−1 − rk+1n−1,n‖2]+ ∑
n∈Nh
E
[‖θk+1n+1 − θkn+1 + rk+1n,n+1‖2]
=
∑
n∈Nh\{1}
E
[‖θk+1n−1 − θkn−1‖2]+ ∑
n∈Nh
E
[‖θk+1n+1 − θkn+1‖2]+ ∑
n∈Nh\{1}
E
[‖rk+1n−1,n‖2]+ ∑
n∈Nh
E
[‖rk+1n,n+1‖2]
− 2
∑
n∈Nh\{1}
E
[〈θk+1n−1 − θkn−1, rk+1n−1,n〉]+ 2 ∑
n∈Nh
E
[〈θk+1n+1 − θkn+1, rk+1n,n+1〉] . (90)
Since θk+1n∈Nt minimizes fn(θn) + 〈−λk+1n−1 + λk+1n + 2ρk+1n ,θn〉, then we can write
fn(θ
k+1
n ) + 〈−λk+1n−1 + λk+1n + 2ρk+1n ,θk+1n 〉 ≤ fn(θkn) + 〈−λk+1n−1 + λk+1n + 2ρk+1n ,θkn〉. (91)
Similarly, θkn∈Nt minimizes fn(θn) + 〈−λkn−1 + λkn + 2ρkn,θn〉, then we can write
fn(θ
k
n) + 〈−λkn−1 + λkn + 2ρkn,θkn〉 ≤ fn(θk+1n ) + 〈−λkn−1 + λkn + 2ρkn,θk+1n 〉. (92)
Adding (91) and (92) and using the fact that ρrk+1n,n+1 = λ
k+1
n − λkn − ρk+1n + ρk+1n+1 and ρrk+1n−1,n = λk+1n−1 −
λkn−1 − ρk+1n−1 + ρk+1n , we get
ρ〈rk+1n−1,n − rk+1n,n+1 + k+1n+1 + k+1n−1 − 2kn,θk+1n − θkn〉 ≥ 0, ∀n ∈ Nt, (93)
then, we can easily show that∑
n∈Nh
E
[〈θk+1n+1 − θkn+1, rk+1n,n+1〉] ≥ ∑
n∈N ′h
E
[〈θk+1n−1 − θkn−1, rk+1n−1,n〉]−∑
n∈Nt
E
[〈θk+1n − θkn, k+1n+1 + k+1n−1〉]
+ 2
∑
n∈Nt
E
[〈θk+1n − θkn, kn〉] . (94)
We also have ∑
n∈Nh\{1}
E
[‖rk+1n−1,n‖2]+ ∑
n∈Nh
E
[‖rk+1n,n+1‖2] = N−1∑
n=1
E
[‖rk+1n,n+1‖2] . (95)
Then, from (94), (95) and (90), we can write
∑
n∈Nh\{1}
E
[‖θk+1n−1 − θkn−1‖2]+ ∑
n∈Nh
E
[‖θk+1n+1 − θkn+1‖2]+ N−1∑
n=1
E
[‖rk+1n,n+1‖2]
≤
∑
n∈Nh\{1}
E
[‖θk+1n−1 − θkn−1 − rk+1n−1,n‖2]+ ∑
n∈Nh
E
[‖θk+1n+1 − θkn+1 + rk+1n,n+1‖2]
+ 2
∑
n∈Nt
E
[〈θk+1n − θkn, k+1n+1 + k+1n−1〉]− 4 ∑
n∈Nt
E
[〈θk+1n − θkn, kn〉] . (96)
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Using Jensen and Cauchy-Schwarz inequalities, we can write∣∣E [〈θk+1n − θkn, k+1n+1 + k+1n−1〉]∣∣ ≤ 2E [‖θk+1n − θkn‖2] 12 (E [‖k+1n+1‖2]+ E [‖k+1n−1‖2]) 12 , (97)∣∣E [〈θk+1n − θkn, kn〉]∣∣ ≤ E [‖θk+1n − θkn‖2] 12 E [‖kn‖2] 12 . (98)
Since we have lim
k→∞
E [‖kn‖2] = 0, then
lim
k→∞
E
[〈θk+1n − θkn, k+1n+1 + k+1n−1〉] = 0, (99)
lim
k→∞
E
[〈θk+1n − θkn, kn〉] = 0. (100)
Therefore, from (89), (99), and (100), we obtain
lim
k→∞
 ∑
n∈Nh\{1}
E
[‖θk+1n−1 − θkn−1‖2]+ ∑
n∈Nh
E
[‖θk+1n+1 − θkn+1‖2]+ N−1∑
n=1
E
[‖rk+1n,n+1‖2]
 = 0. (101)
As a consequence, we get that the primal residual converges to 0 in the mean square sense
lim
k→∞
E
[‖rk+1n,n+1‖2] = 0. (102)
Furthermore, we get
lim
k→∞
E
[‖θk+1n−1 − θkn−1‖2] = 0, (103)
lim
k→∞
E
[‖θk+1n+1 − θkn+1‖2] = 0. (104)
Using the bound on the dual residual
E
[‖Sk+1n,n+1‖2]
≤ 4ρ2 (E [‖θk+1n−1 − θkn−1‖2]+ E [‖θk+1n+1 − θkn+1‖2]+ E [‖k+1n−1 − kn−1‖2]+ E [‖k+1n+1 − kn+1‖2]) . (105)
Using Eqs. (85), (103), and (104), we get that the dual residual converges to 0 in the mean square sense
lim
k→∞
E
[‖Sk+1n,n+1‖2] = 0. (106)
Using the lower and upper bounds derived in Lemma 1 and using Jensen and CauchySchwarz inequalities
combined with (102) and (105), we get that
lim
k→∞
E
[
N∑
n=1
fn(θ
k
n)
]
= E
[
N∑
n=1
fn(θ
∗)
]
. (107)

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