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ABSTRACT 
Dynamics of Spatial Pattern Formation: 
Cases of Spikes and Droplets 
by 
Yuya Sasaki, Master of Science 
Utah State University, 2007 
Major Professor: Dr. Xioafeng Ren 
Department: Mathematics and Statistics 
iii 
This thesis studies the gradient system that forms spatial patterns such that 
the minimum distances of pairs among various points are maximized in the end. As 
this problem innately involves singularity issues, an extended system of the gradient 
system is proposed. Motivated by the spatial pattern suggested by a numerical 
example , this extended system is applied to a three-point problem and then to a 
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CHAPTER 1 
INTRODUCTION 
Several app lied problems motivate the gradient system which drives multiple 
points to form a spatial pattern such that the distances of pairs of these points are 
eventua lly maximized. To this end, consider initially a bounded smooth domain 
D c IR2, and K points 6, • • • , ~KE D. Let d(~i, 8D) denote the distance between ~i 
and 8D. Throughout, II· II denotes the Euclidean norm. Define the function 
Our interest is the state ( 6, • • · , ~K) E DK such that ¢ is maximized. With 
d(~i, 8D) and ½ll~j - ~kll representing upper bounds of the radii of the K disks 
centered at ~i's, this problem is equivalent to finding the state at which the K disks 
are packed in D with the maximum possible radius , i.e. , the disk-packing problem 
(see [18]). For this objective, it is reasonable to propose the gradient system 
(1.1) 
for each i E {1, · · · , K}. We need to carefully define the domain of this ODE (1.1), 
given that there are singularities on a subset of DK as investigated in Chapter 2. 
This issue will be resolved by finding an extension of this ODE to a possibly larger 
domain via the limit of an approximating function for¢ (see Theorem 2.1). 
The model (1. 1) was originally motivated by the multiple interior peak 
solutions to the singularly perturbed ellipti c Neumann problem 
{
c26.u - u + uP = 0, u > 0 
OU_ o av -
in D, 
on an, (1.2) 
2 
wher e 6 = ~~ =l {/;,x is the Laplace operator on n dimensions , c > 0 is a consta nt , p 
' 
is a para meter sat isfying 1 < p < ~~;, and v( x) is the unit outward norm al at 
x E an. Equ at ion (1.2) is th e limiting stationary equation of the Gierer-Meinhardt 
system [6, 13] that accounts for various types of spatia l pattern formation and 
morphogenesi s observ ed in biological development (see [20]) for insta nce ; for a study 
of its original model with Green 's funct ion , see [25]. A Similar motiv at ing probl em 
is the Cahn-Hilliard equation [5]: 
{
c26u + J(u) = c inn , 
1A1 fn u(x)dx = m m E (0, 1), 
~~ = 0 on an, 
(1.3) 
where f ( u) = u( u - ½) (u - l ) and c is a constant to be determin ed in th e problem . 
For a condition of the existe nce of two multi-point solutions on this probl em , see 
[18], and for a st udy of multi-point with the Green's funct ion , see [19], whose 
num erical results serve as a comp arat ive benchmark for our num erical result s 
evidencing a difference in the solutions between Green's function and equat ion (1.3). 
Th e existence of least -energy solut ions (i.e., the state that has the least energy 
among all the positive soluti ons) to equation (1.2) was established, cf. [11, 15, 16]. 
Bound ary spike layer solution s in various contexts, including the problems (1.2) and 
(1.3), have been exte nsively st udied, cf. [l , 2, 3, 7, 8, 12, 14, 17, 20, 23, 24]. On the 
other hand , on the st udy of single int erior spike solution s, the distance function , 
d(E,, an) where E, is the the locatio n of a spike, was introduced and proved to reach 
the maximum for int erior solution s, cf. [21, 22]. Furthermore, for multipl e int erior 
spikes 6, · · · , E,K E n, [9] introdu ced ¢ as defined earlier , and showed th at ¢ is 
maximi zed at int erior spike solution s [9] for the problem (1.2). A similar result was 
also produ ced by [4] in the context of the limiting case of the Cahn-Hilli ard 
equation (1.3). These results entail a disk-packing problem in locat ing interior 
spikes, each representing th e center of a disk. 
For the goal of modeling the dynami cs that forms such a K-peaked solution, 
an ODE defining only the motion of tho se spikes in r2 is introdu ced. As 
¢(6, · · · , (K) is supposed to reach the maximum in the end, it is reasonabl e to 
propose the ODE ( 1.1) for this goal. In order to replicate a dom ain containing 
sufficiently many spikes, equation (1.1) will be studied in a quoti ent space of IR.2 as 
opposed to bound ed .0. This setting enables an artificial domain with many spikes 
where in fact only a few spikes interact, thus simplifying our analysis. As this 
assumption obviates the need to consider 8.0, the dista nces involving bound aries 
will be omitted in the definition of ¢ hereafter. Th at is, we assume 
c/> = min {} ll(j - (k II I j, k E {1, · · · , K} , j =I k }-
Droppin g the boundar y makes the motivating Neuman problem s (1.2) and (1.3) 
somewhat irrel evant, but the quotient-space approac h realizes the solution 




SINGULARITY ISSUES AND AVERAGE GRADIENTS 
Despite the apparent simplicity of the ODE (1.1), there are singularity issues 
that are not necessarily straightforward to handle without appropriate modification 
of the equation for</>. Note that equation (1.1) can fail to be well defined for two 
reasons. First, if there exist distinct j, k such that ~j = ~k, then we have 
</>(6, · · · ,~K) = ½ll~j - ~kll = 0, making 'v'Ei¢(6, · · · ,~K) undefined. We preclude 
this possibility from the domain of dynamics, as ~j = ~k would mean that two points 
occupy the same location in the space, which is physically impossible - or otherwise 
they should be considered a single point. Second, if for some i there exist distinct 
j, k such that </>(6, · · · , ~K) = ½ll~i - ~jll = ½ll~i - ~kll, then 
having 'v' E; </>( 6, · · · , ~K) undefined. Unlike the first singularity case, this situation 
cannot be precluded from the domain of dynamics, as it is perfectly possible in 
reality. This sort of difficulties arise from the definition of </> which makes it 
non-smooth. An adverse effect from this non-smoothness is also evidenced by the 
failure of numerical solution ( direct search using the simplex search method of [10]) 
to the maximization problem of</>, as illustrated in Fig. l; it can been seen that for 
K ?:: 4 the global maxima are not achieved; in fact, the computation was stuck at 
local maxima, which is imputed to the non-smooth nature of the function ¢. 
Therefore, we require an alternative regularizing function approximation for ¢. 
• • • • • • • 








• • • 
• 
, (x) for K from 1 to 9. 
5 
Simplify notations in the definition of ¢ as 
where 
¢( 6 , · · · ,~K) = min{!IDII IDES}, 
S = {Djk I j , k E {1, .. · , K}, j < k} 
1 
Djk = 2(~j - 6) 
for each j , k E {1, · · · , K}, j < k. Note the dependence of Son (6, · · · , ~K)- A 
common realization of a regulariz ed approximation for </> is to find th e limit of th e 
weighted sum of IIDjkll's according to th e Gibbs distr ibution , th at is, 
LD EsllDlle-/3IIDII 
LD ES e- /311DII 
L i Lj >i II Dij II e-/3II D;j 11 
" . " . . e-i3IID;j II L..,i L..,J >i 
6 
It is well known that limi3__.00 </>i3 ( 6, · · · , ~K) = ¢( 6, · · · , ~K), thus this regularized 
function approx imates the non-smooth ¢. (Not ing that e-i3IID;ill 's represent the 
probability distributi on , we see that </>i3 appro ached the minimum IIDij II as /3 - oo.) 
Another int eresting analogue is the so-called Constant-Elasticity-of-Substitution 
(CES ) funct ion , </>p, given by 
used in neoclass ical economi cs. This regul arized funct ion is also known to have the 
property limp__.00 </>p(6 , · ·· ,~K) = ¢( 6 ,· · · ,~K)- See Fig . 2 for the approximated 
num erical solution to min ¢(6, · · · , ~K) with thi s CES funct ion in the unit circle n 
for K from 1 to 9 wher e the parameter value of p = 10 was used. 
7 
-
• • • 
• • • • • • 
Fig. 2. Approximate numerical solutions to max¢( 6 , , ~K) for K from 1 to 9 by 
the CES function with p = 10. 
8 
As the CES function is (analytically) easier to study than the one based on the 
Gibb s dist ribution , we employ equation (2.1) to define an alternative dynamic s of 
the ODE (1.1). This is first enabled by the following observation. 
Lemma 2.1. For every k E {l , · · · , K}, 
where 
. LDESk v'€kllDII 
}2..~ v' €k<l>P(6, .. · , ~K) = IS*I , 
S* = {DE s I IIDII = </>(6 ,· · · ,~K)} , 
s; - {D ik, DkjES*li < k,j> k}. 
Example 2.1. Consider the unbounded n = JR.2 and 6 , 6, 6 En. Assume 
thus the ODE (1.1) is well defined . With the notations defined in the state ment of 
Lemma 2.1, 
By Lemma 2.1, for each i E {l , 2}, 
On th e other hand , 
LD ES* v'dlDII 
1 
IS*I 
y' €; II D12 II 
1 
v' €;</>(~1, 6 , 6). 
IS*I 
9 
k E {1, 2, 3}. 
Generalizing Example 2.1, we have 
Theorem 2.1. On the set in which V f.k </>( 6, · · · , (K) is well defined, 
Consequently, the equation 
IS*I (2.1) 
is an extension of the ODE (1.1). 
This theorem provides a resolution to the problem of singularity in the 
dynamics of non-smooth functions. Also, to our best knowledge, it is the first 
attempt in the literature that the CES function is employed to approximate the 
dynamics of a gradient-system. As it is an extension, the extended (2.1) perfectly 
agrees with the ODE (1.1) on the non-singular set. On the other hand , it is not still 
clear whether the singular set is invariant under the extended (2.1), i.e., the points 
stay in this set under the flow given by this extension. This issue will be 
investigated in Section 4.2. If the singular set turns out to be invariant under it, 
then the extended (2.1) successfully defines a dynamics, and takes form of the 
"average gradients" as demonstrated by the following example. 
Example 2.2. Consider the unbounded domain D = JR2 and 6 , 6, 6 ED. Assume 
10 
thus the singular state for the ODE (1.1) as 'v6 ¢(6, 6 , 6) is undefined. With the 
notation s defined in the statement of Lemma 2.1, 
By Theorem 2.1, the motion of .;2 in particular is given by 
d6 
dt 
Note that this last expression is the average of the gradients of ½ 116 - 611 and 
½//.;2 - 6//, where ¢(6,6 ,6) = ½116 - <;2// = ½l/6 - 6 //. 
In this way, the extended (2.1) takes form of average gradients on the set in 
which the ODE (1.1) would suffer singularit ies. 
CHAPTER 3 
FORMATION OF TRIANGLES 
11 
A motivating numerical example with a hundred points (Fig. 3 (a)) exhibits 
an interesting spatial pattern. Though not precisely true , some points in the circle 
form somewhat equilateral triangles with adjacent points. Equivalently, a point is 
nearly at the middle of an almost regular hexagon (Fig. 3 (b)). This observation 
suggests the need to study the dynamics of three points' interactions for our first 
application of equation (2.1) , an extension of the ODE (1.1). 
Throughout this section , we focus on three points 6 , 6, 6 in the unbounded 
domain D = JR.2 . Let 
which is the dmain of dynamics for three points less the states where two or three 
points occupy the same position. Using the notations of Chapter 2, but more 
explicitly denoting the depenence on (6, 6 , 6) , define 
S(6 ,6 ,6) 
¢(6 ,6 ,6) 
Furthermore , let 
{
1 1 1 } 2(6 - 6) , 2(~2 - 6) , 2(6 - 6) ' 
min {IIDII IDE S(~1, 6 , 6)}. 
S*(l;i , 6 , ~3) = {DE S(6 , 6 , 6) I IIDII = ¢(6 , ~2, 6)}' 
whose cardinality corresponds to the number of pairs of points that yield the 
minimum distance. 
12 
• • • • 0.8 • • • • • • • • 0.6 • • • • • • • • • • • 0.4 • • • • • • • • • • 
0.2 • • • • • • • • • • • 
0 • • • • • • • • • • • • • • • • • • • • -0.2 • • 
• • • • • • • • -0.4 • • 
• • • • • • • • • -0.6 • • • • • • • • • • -0.8 • • • • • 
-1 
(a) -1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 
• • 
• • • 
(b) • • 
Fig. 3. Approximate numerical solutions to max ¢(6, · · · , 6oo) by the CES function 
with p = 10. (b) is a part extracted from image (a) , illustrating a point nearly at 
the middle of an almost regular hexagon. 
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We define the level-M subset of D3 as 
Dt- := { (6 , 6, 6) E D3 I IS*(6, 6 , 6) 1 = M} 
for each ME {1, 2, 3}. Clearly, {Dr, Dt DD forms a partition of D3 . Based on our 
discussion of Chapter 2, the level-1 subset Dr well defines the ODE (1.1), but the 
level-2 and -3 subsets do not , thus requiring the extension ( 2 .1). 
Consider the following initial value problem. Let (6(0), 6(0) , 6(0)) E Dr, and 
assume without loss of generality that 116(0) - 6(0)11 < 11(2(0) - 6(0)11 and 
116(0) - 6(0)11 < 116(0) - 6(0)11. The ODE (1.1) (or equivalently (2.1)) yields 
d6 1 
= v\1 (2116 - 611) dt 
d6 1 
(3.1) - - v-6( 2II6 - (211) dt 
d6 0 - -
dt 
as long as /16(t) - 6(t)IJ < ll6(t) - 6(t)/I and ll6(t) - 6(t)II < ll6(t) - 6(t)II hold . 
Proposition 3.1. There exists t1 > 0 such that (6(t),6(t),6(t)) E Dr for 
t E [O, t1) and lim t--+ti (6(t), 6(t), 6(t)) ED~ U D~ under equation (3.1). 
As the initial condition for the next stage, consider (6(t 1),6(t 1),6(ti)) ED~. 
Without loss of generality, assume 









- 2V6( 2116-6II) 
1 1 1 
- 2v~2(2/l(1 - 611 + 2116 - 611) 
1 1 
- 2V6( 2II6 - 611) 
as long as ll6(t) - 6(t)II = ll6(t) - 6(t)II < ll6(t) - 6(t)II holds. 
(3.2) 
14 
Proposition 3.2. If 6(t 1), 6(t 1), and 6(t 1) are collin ear, then there exis ts t2 > t1 
such that (6 (t), 6(t), 6(t)) E D~ f ort E [t1, t2) and limt--.t2 (6 (t), 6(t), 6(t)) E D~ 
under equation (3.2). 
As the initi al condition for the next stage, consider (6(t 2),6(t 2),6(t 2)) ED~. 
Th en, it is necessarily that ll6 (t1) - 6(t1)II = ll6(t1) - 6(t1)II = ll6 (t1) - 6(t1)II-







1 1 1 
3"76( 2116 - 611 + 2116 -611 ) 
1 1 1 
3"76( 2116 - 611 + 2116 - 611) 
1 1 1 
3'vfa(2116 - 611 + 2116 - 611) 
as long as ll6(t) - ~2(t)II = ll6(t) - 6(t)II = 11~3(t) - 6(t)11 holds. 
Proposition 3.3 . (6(t),6(t),6(t)) ED~ for all t ~ t2 by equation (3.3). 
Th erefore , D~ is invariant under equation (3.3). 
(3.3) 
From Proposition s 3.1 - 3.3, a tr iple (6, 6, 6) goes thro ugh the transit ions of 
three phases 
to form isosceles triangles (D~), thence equilat era l triangles (D~). 
Thus far, we have observed that three point s eventu ally form equilatera l 
tr iangles, provided an unbounded domain and existence of no other obstructing 
points , thus the triangle is ever expanding. In the next sect ion , an artifi cial domain 
is const ructed via a quot ient space to imit ate the dynamics of interact ion between 
anoth er point and an already-formed equilateral triangle. To this end, we will take a 
15 
quotient of JR.2 mod a lattice formed by vectors forming an angle of j, in particular, 
e1 = (v'3 , 1) and e2 = (v'3,-1). As will be illustrated in Section 4.2, this lattice will 
form a parallelogram which is indeed a concatenation of two equilateral triangles. 
Furthermore , as Section 4.3 reveals, the result of (2.1) under this setting is a 
hexagonal pattern as motivated by Fig. 3. 
CHAPTER 4 
TWO POINTS IN A PARALLELOGRAM 
4.1 Definitions of Dynamics 
With e1 = (v'3, 1) E JR2 and e2 = (v'3, -1 ) E JR2, define the lattic e 
A = {pe1 + qe2 E JR2 I p, q E Z}. 
Define the quotient space JR2 / A by identifying any pair of points 6 , (2 E JR2 by 
6 - 6 E A. For any representative ( E JR2 , its coset is denoted by ( + A E JR2 / A. 
ZN= {O, 1, · · · , N - l} is the cyclic group of order N, mainly used as a set of 
indices. Define f · l : JR - Z and l · J : JR - Z by Ir l = min { z E Z I z ~ r} and 
lr J = max{ z E Z I z ~ r} , respectively. 
16 
For any ( E JR2 , there uniquely exist p, q E JR such that ( = pe 1 + qe2, since e1 
and e2 are linearly independ ent in JR2. Given~ E JR2, let Ar,= p.0 , >.1, >.2, >.3 } where 
->. O = Ip l e1 + I q l e2 ->.1 = fpl e1 + lqJe2 
->.2 = lPJe1 + lqJ e2 ->. 3 = lP j e1 + I q l e2. ( 4.1) 
Note that Ar, CA and 1 ~ !Ar.I ~ 4. 
Proposition 4.1. If ( E JR2, then min>.EA~ II~+ >-ii < II~+ >-ii for any>. EA \Ar,. 
Let 6 , ~2 E JR2 . By Proposition 4.1 , the half "distance" between 6 + A and 
6 + A in IR2 / A, thus ¢, can be defined by 
17 
In particular, the notion of "min" makes sense by the proposition. By using the 
notation of (4.1) with 6 - 6 = pe1 + qe2 , </> can be more concretely written as 
The ODE (1.1) suggests 
i E {1, 2} (4.2) 
whenever the gradient is well defined. As was investigated in Chapter 2, there are 
two ways that the right side of ( 4.2) fails to be well defined. First , if 6 - 6 E A, 
then it is quite obvious that </>(6, ) = 0 and consequently that 'v r.i</>(6, ) does 
not exist. We preclude this possibility by removing the state 6 - ~2 E A from the 
domain of this dynamics. Second, consider the case where there exist n, n' E 2 4 
such that 
In this case (An -=/-An') , 
and similarly 
6 - 6 + >.n 
116 - 6 + >-nil 
6 - 6 + An' n' 
-=/- 116 _ 6 + )_nil = 'vr.111~1 - 6 + A II-
making the right side of ( 4.2) undefined. 
Thus, the dynamics (4.2) defined on the quotient space share the same 
singularity issue as the ODE (1.1), as studied in Chapter 2. It is therefore required 
18 
to consider a quotient-space analogue of the extension (2.1) for the dynamics (4.2). 
The same reasoning as Lemma 2.1 and Theorem 2.1 carrying over to this case, we 
have the extension 
i E {1, 2}, (4.3) 
of equation ( 4.2), where 




I = 1 does not involve singularity issues, the extended 
(4.3) agrees with the ODE (4.2) on this set. However, as noted after the 




I = 2 
or 3 is invariant under this extension (4.3). This issue will be investigated in Section 
4.2 (see Propositions 4.4 and 4.5). 
A further simplification of the problem is feasible. Let ( = 6 - 6 E IR.2 . 
Proposition 4.2. Equation (4.3) implies 
( 4.4) 
Thus, the introduction of ( reduced a two-point problem to a single-point problem, 
thanks to the symmetric movements of 6 and ~2 . 
4.2 Initial Value Problem 
Consider the initial locations of two points 6 (0) + A and 6(0) + A in the 
quotient space IR.2 / A, where 6 (0) and 6(0) are representatives in IR.2 . With the 
notation ( = 6 - 6 introduced in Section 4.1, denote (0 = ((0) = 6(0) - 6(0). 
Then, equation ( 4.1) with (0 = pe1 + qe2 provides A(o = {An I n E Z4 }. Define the 
set 
D = {- L anAn E lR2 I Lan= land an E [0, 1] for each n E z4}, 
nEZ4 nEZ4 
which is geometrically a convex hull of ( the negative reflection of) the vertices 
A(o = {An In E Z4 }. There are four possible shapes of Din JR2 depending on the 
values of p and q: 
Shape 1 - p E Z and q E Z • D is a point -A 0 = -A 1 = -A 2 = -A 3 . 
Shape 2 - p E Zand q (j_ Z • Dis a line segment between -A 0 = -A 3 and 
-Al= -A2. 
Shape 3 - p (j_ Z and q E Z • D is a line segment between --AO = - A 1 and 
->.2 = -A3. 
Shape 4 - p (j_ Zand q (j_ Z • D is a parallelogram with vertices -A 0, -A1, 
19 
In Section 4.1, the state 6 - 6 EA (equivalently p , q E Z) was precluded from 
the domain of the dynamics, thus eliminating the possibility of Shape 1 in the above 
list. Consequently, only Shapes 2 - 4 are discussed hereafter. Define 
A123 = (Al+ A2 + A3)/3, 
A301 = (A3 +Ao+ A1)/3, 
and A13 =(Al+ A3)/2. 
For each m, n E Z4 , define 
and for each n E Z4 , define 
which is the set of all the points in n that is closer to ). n than any other 
For not at ional simplicit y, given Ti, T2 E IR2, let [Ti, T2] denot e the closed line 
segment between Ti and T2 in IR2 , that is, 
Similarly , let (Ti, T2) denot e the open line segment between Ti and T2 in IR2. 
Moreover, given Ti, T2 , · · · , Tk E IR2 , let 
With these notations , impor tant subsets of n can be expressed succinct ly as 
ni \ni = [-Ai 2 -Ai23 -A3oi -Aoi 1 ' ' ' ' 
f23\f23 = [-A30 -A30i -Ai23 ->. 23] 
' ' ' ' 
20 
n1 n n2 = [->,.12, ->.123], 
n2 n [23 = [-A23, ->.123], 
[23 n [24 = [-A30, -A301], 
[23 n no n n1 = { -A 301} ,
n1 n n2 n [23 = {-A123}, 
21 
(4.5) 
These notations are illustrated in Fig. 4 (a). Shapes 2 and 3 are only special 
subregions of Shape 4, as Shape 2, for example, may be considered as a subset 
[-A0, ->.1] (or identically [->.2, -A3]) of the parallelogram described in Fig . 4 (a). 
Hence, in order to deal with Shapes 2 - 4 collectively , it suffices to consider only 
Shap e 4, that is, th e case where D is a parallelogram. 
Given n E Z4 and ( E nn, the definition of nn implies IJ( + >-nil < II(+ >-mil for 
all >.m E A(o \ {>.n}. That is, A(= {>.n}, and by equation (4.4) , 
d( ( + >.n 
dt JI(+ )_nil' 
From this equation , the initial value ((0) = (0 yields 
(o + An 
((t) = (o + t IJ(o + >.nlJ as long as ((t) E nn. (4.6) 
This dynamics of ( is illustrated by solid arrows in the phase portrait of Fig. 4 (6). 
Intuitively, ( moves away from the nearest vertex -An linearly at the constant 
velocity of IJ(o + >-nl!/IJ(o + >.nJI = l. 
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(a) -Al 
_,12/ •~ _,01 n 
o n1 o 
-A' -~ -l -t i,,~ . - ),0 






Fig. 4. Parallelogram D enclosed by A (o. 
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However , as nn is bounded, equation (4.6) forces ( to eventually leave nn, upon 
which the dynamics is no longer defined by equation (4.6). Provided (0 E nn, define 
{ 
(o + An n} 
t1 = sup t > 0 I (o + t ll(o + >,nil En ) 
whose existence is guaranteed by the boundedness of nn. 
Proposition 4.3. If ((t) is given by equation (4-6), then limt___.t1 ((t) E nn\nn. 
Consequently , ((t) E nn for all t E [O, t1) but limt----+ti ((t) t/. nn. 
This proposition, along with the definition of t1, implies that the dynamics of 
((t) is defined by equation (4.6) fort E [O, t 1) , but no longer so defined upon t = t 1. 
Let (1 := limt--,t1 ((t) E nn\nn c n. By equation ( 4.5) , it follows that 
and 
These states may be catego rized into the following cases: 
(i) (1 E [->-o1, ->-301] =non n1, 
(ii) (i E [->-12, ->-123] = n1 n n2, 
(iii) (i E [-A23, -A123] = n2 n n3, 
(iv) (i E [-A3o, -A301] = n3 n no, 
and (v) (i E [-A123, -A301] = n1 n n3_ 
if (o En°, 
if (o E n1, 
if (o E n3 . (4.7) 
Each of these five cases are analogous to each other , and moreover, the first four 
cases are geometrically symmetric. Hence, it suffices to observe one case , say (i) 
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Consider ( 1 E [->.01 , ->.301 ) = (n° n n1 )\ {->.301 }. By continuity of the norm, 
( E n° n n1 implies that >-0 , ). 1 E Ac- Furthermore, as the point ->. 301 is removed in 
[- >-01 - >-301 ) >-3 d A* Therefore A* = {AO >.1} and by equation (4 4) 
' ' "F- (· ' ( ' ' • ' 
d( 1 [ ( + Ao ( + A 1 l 
dt = 2 11( +>-011 + II(+ >-11  
as long as ( ( t - t1) E [- >-01 , ->. 301 ). ( 4.8) 
The next proposition implies that the set [- >-01, - >-301 ) is invariant under equation 
(4.8). Therefore , equation (4.8) indeed well defines a dynamics on [->.01,->.301 ). 
Proposition 4.4. Suppose that ((t) is given by equation (4.8). Then , 
{i) Given ((t 1) = (1 E (->.01,->-301 ), there exists unique t2 > t 1 such that 
((t) E (->.01, ->.301 ) for all t E [t1 , t2 ) and limt-,t 2 ((t) = ->.301 . Moreov er, ((t) is 
monotone on [t1 , t2 ). 
(ii) - >-01 is an equilibrium point . 
{iii) Consequently, the set [->.01,->.301 ) is invariant under equation {4-8) until ((t) 
possibly reaches ->-301 . 
By the geometrical symmetry, similar statements hold for the sets 
in place of [->.01,->.301 ) with appropriate modification of equation (4.8). The 
dynamics of ((t) fort E [t1 , t 2 ) as described above is depicted by dotted arrows in 
Fig. 4 (b). Note that each of these dotted arrows points to either ->. 301 or ->.123 . 
Thus far, the dynamics on n has been studied entirely, except for two points, 
namely , ->. 301 and ->. 123 . As these two points are geometrically symmetric again, it 
suffices to study one of them , say, ->. 301 . By using the notation of Proposition 4.4 , 
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we assume that ((t) enters { ->.301 } at time t 2 (possibly t 2 = 0) , and accordingly 
(2 := ((t 2). By the definition of the point ->.301 , it is equally nearest to ->.3 , ->.0 , 
and ->.1 , but not to ->.2 . Therefore, A(= {>.3 , >.0 , >.1}, and by equation (4.4), 
d( 1 [ ( + A 3 ( + AO ( + ,>..1 l 
dt = 3 II(+ >-3 11 +II(+ >-0 11 +II(+ >-111 
as long as ((t - t2) E { ->.301 }. 
The next proposition implies that the set (singleton) {->.301 } is invariant under 
equation ( 4.9). 
Proposition 4.5. If ((t) is given by equation (4.9), then the point ->.301 is an 
equilibrium. Consequently, the set { ->. 301 } is trivially invariant under equation 
(4.9). 
The same is true of the set { - >. 123 }. 
( 4.9) 
From Propositions 4.4 and 4.5 , those points indicated by "o" and "*" in Fig. 4 
(b) are stationary points. Besides , the phase portrait in this same figure suggests 
that "*" are stable equilibria while "o" are saddle points. In particular , this phase 
portrait suggests 
( moves toward a "o" 
( moves toward a "*" 
( l 3) if (0 E 8D U ->. , ->. , 
if (o ED\ [8D U (->.1, ->.3)]. 
Even more in particular , "*" is most likely the destination from a probabilistic 
viewpoint; if the initial point ( 0 is uniformly random in D, 8D U (->.1, ->.3) having 
the probability measure zero implies that ( almost always ends up with a "*-" 
Note that equation ( 4.4) was derived from the limit of the CES function (see 
Lemma 2.1 and Theorem 2.1). To be more concrete, it was derived as 
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It is therefore tempting to observe the phase portraits of 
for various values of p. Fig. 5 shows numerical solutions to this ODE for p = 5, 10, 
and 25. As p increases, the phase portrait tends less smooth and approaches Fig. 4 
(b) in the pattern of trajectories. 
4.3 Spatial Pattern 
Section 4.1 introduced the law of motion ( 4.4) as a special case of equation 
(2. 1) , and Section 4.2 verified that each level of singular set is invariant under this 
law of motion. Consequently, this law of motion well defines a dynamics on each 
level of singular subset of D, thus on entire D. Moreover, Section 4.2 concluded that 
the trajectory of ((t) almost always ends up with eith er ->. 301 or ->. 123 , depicted by 
a "*" in Fig. 4 (b). 
Recall that ( is a representative of the difference 6 - 6 in the quotient space 
JR2 / A. Without loss of generality , assume 6 = 0. In this case, 
6+A (+A, 
A, 
A for each n E Z4 
in lR2 / A. As the eventual state is ( E { ->. 301 , ->. 123 }, we eventually have 
6 +A= ->.301 +A or 6 +A= ->.123 +A. 
Graphically, this means that 6 + A and 6 + A can be associated with the symbols 
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-1.5 -1 -0 .5 0 0.5 1.5 
Fig. 5. Phase portraits of the numerical solutions to ~ = V [LnEz
4 
II(+ ;_n11-p]-l/p 
for p = 5, 10, and 25. 
->.301 + A (respectively -,\ 123 + A), then the spatial pattern looks like Fig. 6 (a) 
( respectively (b)). These figures exhibit honey-comb spatial patterns formed 
together by "*" and "•." 
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( a) • * • * • * • 
* • * • * • 
• * • * • * • 
* • * • * • 
• * • * • * • 
* • * • * • 
• * • * • * • 
(b) • * • * • * • 
• * • * • * 
• * • * • * • 
• * • * • * 
• * • * • * • 
• * • * • * 
• * • * • * • 




While the dynamics of two points in the parallelogram entailed the spatial 
pattern delineating honey-combs (Chapter 4) , occupation of two "*" points , both 
->.301 and ->.123 , would construct a hexagonal pattern as illustrated in Fig. 7. Note 
that this pattern is consistent with the motivating numerical result with a hundred 
points (Fig. 3). Identifying one point with a "•" as in the previous discussion , 
occupation of two "*" points requires that we examine the dynamics of three points 
instead of two. 
However, the analogous dynamics is not well defined with three points. An 
example will suffice to show the failure. Let fo + A, 6 + A, 6 + A E JR2 / A. Choose 
the stat where their representatives in JR2 are given by ~o = (0, 0) , 
6 = ( J3, -1 + c) , and 6 = 2;c ( v'3, 1) for small enough c > 0. In this case , there 
are two minimum distances , 
c: = 116 - fo +>-ii= 116 - fo + >-'II, 
where A= (v'3, -1) EA and X = (v'3, 1) EA. As this is a singular state , the 







Given this , some calculation yields 
d 1 v'3 3 d , 
-11~1 - ~o +>-II= - + - =I- = -116 - ~o + >-11-ill 2 4 4 ill 
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• * * • * * • * * • 
* • * * • * * • * 
• * * • * * • * * • 
* • * * • * * • * 
• * * • * * • * * • 
* • * * • * * • * 
• * * • * * • * * • 
Fig. 7. A hexagonal spatial pattern. 
That is, the extended (2.1) fails to retain (fo + A, 6 + A, 6 + A) is the singular set , 
or equivalently, the singular set is not invariant under (2.1). 
Although ODE is not defined in the situation of three points, we can easily 
calculate the state under which ¢ is maximum. For convenience, identify fo + A 
with O + A. Th en , (fo + A, 6 + A, 6 +A)= (0 + A, ).301 + A, ).123 + A) maximizes ¢, 
the plot of which is given by Fig. 7, the hexagon al pattern justifying Fig. 3. 
32 
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APPENDIX 
Proof of Lemma 2.1 
For notational simplicity, let <I>:= ¢(6 , · · · ,~K)- From the definition of the 
CES function ( 2 .1) , 
</>p(6, ... , ~K) = [z=11Dll-pl-l/p, 
DES 






if D (/_ S* 
by the definition of <I>= ¢(6 , · · · ,~K) as the minimum of {IIDII IDES}. Thus, 
( 
<I> ) P { 1 if D E S* 
}~~ IIDII = 0 if D (/_ S* . 
Moreover , 
v'~JDII = 0 if D tf_ {Dik,Dkj ES Ii< k,j > k} , 
thus 
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Noting th ese fact s, tak e the natural logarithm of equation (A.1) and then take the 
limit to get 
as p -+ oo. Ther efore, 
as desired. 
Proof of Th eorem 2. 1 
• 
Let St' be set in which V (k </>( 6 , · · · , ~K) is well defined. Th en, there is a uniqu e 
minimum of S in S1'. Th erefore, by definition of S*, IS*I = 1. Let k E {1, · · · , K} . If 
s;, = 0, then by Lemma 2.1, 
IS*I 
On the other hand , ifs ;, -/= 0, then s;, = S* must hold since s;, ~ S* and 
0 < Is;, I ~ IS* I = 1. In this case , by the definition of s;,, we have S* = s;, = Dik for 
some i < k, or Dkj for some j > k. Without loss of generality , assume 
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S* = s;, = Dik· By Lemma 2.1, 
and Lemma 2.1 imply that the equation defined by 
/S*/ 
agrees with the ODE (1.1) on D', showing that this equat ion is an extension of the 
ODE (1.1) . 
Proof of Proposition 3.1 
Without loss of generality, assume 6 (0) + 6(0) = 0 (by a translation if 
necessary). By way of contradi ct ion, assume that there is no such t 1, i.e., 
I/ 6 ( t) - 6 ( t) II < /16 ( t) - 6 ( t) 11 and I/ 6 ( t) - 6 ( t) / I < I/ 6 ( t) - 6 ( t ) I/ hold for all 
t;?: 0. This assump tion allows that the dynamics of (6(t),6(t),6(t)) to be 
determined by equation (3.1) for all t;?: 0. Thi s first implies that 
d 6(t) - 6(t) 6(t) - 6(t) 
dt [6 (t) + 6 (t)] = 21/6(t) - 6(t)I/ + 2/l6(t) - 6(t) II = O, 
thus 6 (t) + 6(t) = 0 for all t ;?: 0. Second, 
d 
dt 116 ( t ) - 6 ( t) 11 
d6 d6 
= v\ill6(t) - 6(t)lldt + V6116(t) - 6(t) lldt 
• 
ll6 (t) - 6(t)ll 2 ll6(t ) - 6(t)l/ 2 _ 
1 
- 2fl6(t) - 6(t)/l 2 + 2/f6(t) - 6(t)f/ 2 - (A.2) 
38 
for all t:;?: 0. Now, let t := 2116(0)11-As equation (3.1) prevails for all t :;?:, we have 
6(t) = 6(0) for all t:;?: 0, and in particular, 6(t) = 6(0). This observation and 
equation (A.2) yields 
116 (t) - 6(t) 11 - 116 (o) - 6(0) 11 + i 
- 116(0) - 6(0)11 + 2ll6(t)11, 
hence 
ll6(t) - 6(t)11 ~ ll6(t)11 + ll6(t)11 
_ ( 116 ( t) ; 6 ( i) 11 _ 116 ( o) ; 6 ( o) 11 ) + ( 116 ( t) ; 6 ( t) 11 ) 
~ ll6(t) - 6(t)11, 
contradicting our assumption that 116 (t) - 6(t) II < ll6(t) - 6 (t) II for all t:;?: 0. • 
Proof of Proposition 3.2 
While equation (3.2) governs the dynamics , we have 
d 6(t) - 6(t) d6 6(t) - 6(t) d6 
dt ll.;i (t) - 6 (t)II - 116 (t) - 6(t) 11 Tt + ll6(t) - 6 (t) II Tt 
_ ll6(t) - 6(t)ll 2 + ll6(t) - 6(t)ll 2 
4ll6(t) - 6(t)ll 2 4ll6(t) - 6(t)ll 2 
(6(t) - 6(t))(6(t) - 6(t)) 
+ 4ll6(t) - 6(t)llll6(t) - 6(t)II 
1 (6(t) - 6(t))(6(t) - 6(t)) 
- 2 + 4ll6(t) - 6 (t) II ll6(t) - 6(t) 11 (A.3) 
and similarly 
d 1 (6(t) - 6(t))(6(t) - 6(t)) 
dt ll6 (t) - 6 (t) II = 2 + 4ll6(t) - 6(t) 11 ll6(t) - 6(t) 11 · (A.4) 
Also, 
d 6(t) - 6(t) d6 6(t) - 6(t) d6 
dtll6 (t) - 6 (t)II = ll6(t) - 6(t)II di+ ll6(t) - 6(t)II di 
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(6(t) - 6(t))(6(t) - 6(t)) (6(t) - 6(t))(6(t) - 6(t)) 
= 4ll6(t) - 6(t)llll6(t) - 6(t)II + 4ll6(t) - 6(t)llll6(t) - 6(t)II. (A.5) 
Equations (A.3) and (A.4) imply 
d 
dt (ll6(t) - 6(t)ll - ll6(t) -6(t)II) = o. 
Hence, 116 (t) - 6(t) II = ll6(t) - 6(t) II as long as equation (3.2) governs the 
dynamics. 
Let 0(t) = L6(t)6(t)6(t) fort~ t 1 . Then , i < 0(t1 ) < 1r from the condition 
that ll6(t1) -6(t1)II = ll6(t1) -6(t1)II < ll6(t1) - 6(t1)II (i.e., an isosceles triangle 
has a longer base) , and that 6(t 1), 6(t 1), and 6(t 1) are not collinear. With this 
setting, equations (A.3) and (A.5) becomes 
d 1 cos 0(t) 
dt 116 ( t) - 6 ( t) 11 - 2 + 4 , 
and 
d . ~ sm 2 dtll6(t) - 6(t)II -
2 
, 
respectively. Integrating , we obtain 
ll6(t) - 6(t)II - l
1
t (~ + cos:(s)) ds + C12 
l
t sin 0(s) 
and ll6(t) - ~, (t) II -
2 
2 ds + C31 
t1 
Geometrically, we have 
. 0(t) 116 (t) - 6(t) 11 
Slil - = -'-'----'-------'--'---'-'--
2 2116 (t) - 6(t) 11' 
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hence 
. 0 ( t) [it ( 1 cos 0 ( s) ) d C l -lt sin ¥ d C sm - - + s + 12 -
4 
s + 31 ·
2 t1 2 4 t1 
Differentiate the above equation with respect to t to get 
0'(t) 0(t) [lt (1 cos0(s)) d C ] . 0(t) (1 cos0(t)) sin e~t) --cos- -+--- s+ 12 +sm- -+--- = --. 
2 2 t1 2 4 2 2 4 4 
Solving for 0'(t) , 
B'(t) = _ 2sin¥ (1 +cos0(t)) < 0, 
cos¥ [ft: (2 + cos0(s)) ds + 4C12] 
since sin e~t) > 0, 1 + cos 0(t) > 0, cos e~t) > 0, and 2 + cos 0(t) > 0 by the condition 
i < 0(t) < 1r fort ~ t1, and C12 > 0. This shows that 0(t) is decreasing in time, thus 
This provides an upper bound of 0' ( t) as 
where 
Integrate to get 
2sin e~t) (1 + cos0(t)) 
0'(t) = ---~---=--------=-
cos e~t) [ft: (2 + cos0(s)) ds + 4C12j 
and 
2sin -rrt (1 + cos0(t 1)) < ---~--=--------=-
cos 1r~
3 [ft: (2 + cos i) ds + 4C12] 
A 
A 
2 sin 1r~ 3 (1 + cos 0(t1)) 
= I '>. > 0 
cos T ( 2 + cos i) 
4C12 
0 --- >. 
2 + cos i 
0(t) < -A ln(t - t 1 + C12) + C 
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for some constant C. Since the natural logarithm is unbounded and monotone 
increasing, this shows that there exists t2 > t1 such that limt--,t2 0(t) = i· But then, 
this implies that ll6(t) - 6(t)II = ll6(t) - 6(t)II / ll6(t) - 6(t)II as t ~ t2. 
Therefore , limt-t 2 (6(t),6(t),6(t)) E nf 
Proof of Proposition 3.3 
For notational simplicity, let 
Without loss of generality , assume 6 (t2) + 6(t 2) + 6(t 2) = 6. Then, the condition 
(6(t2),~2(t2),6(t2)) En~ implies that 6(t2), 6(t2), and 6(t 2) form an equilateral 
triangle with the center of mass at 6. Therefore, we have 
1<I> = 116 (t2) II = ll6(t2) II = ll6(t2) 11-Let ~c(t) = ½(6 (t) + 6(t) + 6(t)) for t ;::: t2. 
Our assumption , 6(t2) + 6(t2) + 6(t2) = 6, implies ~c(t2) = 6. 
We claim that 
• 
~i(t2)t 
~i(t) = ~i(t2) + 2J311~i(t2)II (A.6) 
for each i E {1, 2, 3} is the solution to the ODE (3.3) with the initial value 
(6(t2),6(t2) ,6(t2)) Ent that stays inn~ for all t;::: t2. First, note that equation 
(A.6) implies 
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for all i,j E {1,2,3}, i =I= j . Therefore, 
¢(~1(t),~2(t),~a(t)) 





for all t under equation (A.6). That is, (6(t), 6(t), 6(t)) stays in D~ under equation 
(A.6), provided that the initial value is in D~. It remains to show that equation 
(A.6) is the solution to the ODE (3.3). 
Equation (A.6) implies, independently oft, 
~i(t) 
ll~i(t)ll 
(: (t ) (i(t2)t 
<,,i 2 + 2v3ll(;(t2)II 
ll~i(t2) + 2.k,f;:l:2)1111 
~i(t2)(l + k) 
ll~i(t2) ll(l + 4~) 
~i(t2) 
ll~i(t2)ll . 
Equation (A.6) also implies, independently oft, 
~c(t) - 6(t) + 6(t) + ~3(t) 
t 




- ~c(t2)(l + 
4
<1)) = 0, 
(A.8) 
(A.9) 
since ~c(t2) = 0. Equations (A.7) and (A.9) imply that (6(t),6(t),6(t)) remains an 
equilateral triangle with the center of mass at O for all t under equation (A.6). 
Therefore, we have, independently of t , 
2 
v'3¢(6(t), 6(t), 6(t)) = ll6(t)II = ll6(t)II = ll6(t)ll (A.10) 
Differentiating equation (A.6) with respect to t , and then using equations (A. 7) , 
(A.8), (A.9), and (A.10), we get 
d6 6(t2) 
-






4¢(6(t) , 6(t), 6(t)) 
6 (t) - ~c(t) 
-
4¢(6 (t), 6(t) , 6(t)) 
1 36 ( t) - 3~c ( t) 
-
6 2¢(6(t) , 6(t) , ~3(t)) 
1 (6(t) - 6(t)) + (6(t) - 6(t)) 
-
6 2¢(6(t), 6(t) , 6(t)) 
-
1 [ 6(t) - 6(t) 6(t) - 6(t) ] 
6 ll6(t) - 6(t)11 + ll6(t) - c;2(t)II ' 
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thus the last express ion is exact ly equation (3.3) for 6- Similar conclusions hold for 
6 and 6- Therefore, equat ion (A.6) is indeed the solution to the ODE (3.3) 
sat isfying th e required condition. • 
Proof of Proposition 4.1 
Let>. EA \A€. If we write ->. = pe1 + qe2 (where p, q E Z), then at least one of 
the following must hold: 
(i)p> fpl, (ii)p< [pJ, (iii)q> fql, or (iv)q< lqJ. 
Consider Case (i): p > !Pl Since q E Z, we have q ~ lqJ or q?: r ql There are 
sub-cases depending on q. In the subcase (i- i) q 2'.'. I q l , 
p - p > f pl - p ?: 0 and q - q ?: f q l - q ?: 0, 
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so 
l(ll~ + ).JJ2 - II~+ >-0 112) 
_ [(i>-P)2 _ ff Pl_ P)2l + [(q - q)2 _ ff ql _ q)2l 
+[(i>-P)(q- q) - ff Pl -p)ff ql -q)J 
> 0, 
implying JI~+ >.0JJ < II~+ ,X.JJ. On the other hand , in the sub-case (i-ii) q:::;; lqJ, 
P - P = IP l - P +mp> IP l - P ~ 0 and q - q = q - lqJ + mq ~ q - lqJ ~ 0, 
where mp E Z+ and mq E Z+ U {O}. We further branch into four sub-cases. First, if 
(i- ii- i) JmP - mql = 1 and mq = 0, then obviously mp= 1. Hence, 
l(II~ + ,X.JJ2 - II~+ >-1112) 
- m; + 2mp(f pl - p) - mp(q - lqJ) + m~ + 2mq(q - lqJ) - mq(f pl - p) - mpmq 
- m; + 2mpff Pl - p) - mp(q - lqJ) 
- mp[mp - (q - lqJ)] + 2mpff Pl - p) 
> 0 
since mp~ 1, q - lqJ < 1, and I Pl - p ~ 0. Second , if (i- ii- ii) Imp - mql = 1 and 
mq ~ 1, then 
l(II~ + ,X.JJ2 - II~+ >-11!2) 
- m; + 2mpff Pl - p) - mp(q - lqJ) + m~ + 2mq(q - lqJ) - mqff Pl - p) - mpmq 
- ( mp - mq )2 + mp mq + (f pl - p) ( 2mp - mq) + ( q - l q J ) ( 2mq - mp) 
> 0 
since /mp - mq/ = 1 and mp, mq?:: 1 together imply 2mp - mq?:: 1 and 
2mq - mp ?:: 1, as well as mpmq > 0. Third, if (i-ii - iii) Imp - mq/ = 0, 
irn~ + ~112 - II~+ >-1112) 
_ (ft-p)2+[(q-rJ)2-UPl-p)2-(q-lqJ)2 
-(ft- p)(q- ri) + UPl - P)(q - lqJ) 
- [ (ft - P) - ( q - ri) l 2 - [UP l - P) - ( q - l q J ) l 2 
+ (ft - P) ( q - ri) - UP l - P) ( q - l q J) 
> 0 
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since [(p- p) - (q- q)] = [(!pl - p) - (q- lqJ)] + mp - mq = [(!pl - p) - (q- lqJ)] 
and 
(p-p)(q-q)-(lpl -p)(q-lqJ)?: (lpl-p+l)(q- lqJ +1)-(lpl -p)(q- lqJ) > o. 
Fourth, if (i- ii- iv) Imp - mql ?: 2, then 
}rn~ + ~112 -11~ + >-1 112 ) 
- [(P - P) - (q - ri)l2 - [UPl - p) - (q - lqJ)l2 
+(ft- p)(q- ri) - UPl - P)(q - lqJ) 
> 0 
since IUPl - p) - (q- lqJ)I < 1 and Imp - mql;?: 2 together imply 
/(p - P) - (q - q)/ = /[(!pl - p) - (q - lqJ)] + mp - mql > 1, thus 
[ (p - P) - ( q - q)] 2 - [(Ip l - p) - ( q - l q J ) ]2 > 0 ( as well as 
(p- p)(q - q) - (!pl - p)(q - lqJ)). In each of these sub-cases (i-ii - i) - (i-ii- iv) , we 
have //~ + >-1 11 < II~+ ~II-
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Cases (ii) - (iv) are similar to Case (i) with only symmetric differences. Thus, 
in each case, there is a _>.n E At such that II~ - >-nil < II~ - ~II-
Proof of Proposition 4-2 
We have 
This equality, equation (4.3), and ( = 6 - 6 together imply 
as desired. 
Proof of Proposition 4.3 
Since nn is convex, the set 
{ 
(o + >-n } n n 
l = (o + t 11 (o + An 11 I t E JR n 
is a connected line segment (which is nonempty since (0 E nn by assumption). By 
definition of t1 , one end point of this line segment l is 
• 
• 
Certainly, L := -ll(o + >-nil a so gives an end point of this line segment l, as 
(o + >,n n 
(o + L ll(o + >-nil = ->- ' 
which must be distinct from the end point at t1 as t1 ~ 0 > L (i.e., t1 -=/-L). 
Geometrically (from Fig. 4 and equation ( 4.5)), the line segment l which passes 
through - >-n and (0 (-=/-- >-n) has an end point on rtn \[zn. Clearly, - >-n (/_ [tn \ nn. 
Therefore, the other end point of l must be on [tn\nn, that is, 
. ( ) - (o + >,n n\ n 
hm ( t - (o + t111r ' II E n n . 
t-+t1 ~o + /\n 
as desired. 
Proof of Proposition 4.4 
(i) Assume that ((t) is defined by 
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• 
d( l [ ( + Ao ( + A 1 ] 
dt = 2 II(+ >-011 + II(+ >-111 (A.11) 
fort ~ t1 . Note that equation (A.11) is a replication of equation (4.8), but (4.8) is 
constrained by the set ( ->-01, ->-301). By equation ( A.11) , 
Similarly , 
:tll(+>-011 = 
( + >,O d( 
II(+ >-011 dt
( + >,O 1 [ ( + >,O ( + >,1 ] 
- II(+ >-011 . 2 II(+ >-011 + II(+ >-1 II 
1 [((+>-0),((+>-0) ((+>-0),((+>-1)] 
- 2 11( + >-0112 + 11( + >-01111( + >-1 II 
1 1((+>-0)·((+>-1) 
- 2 + 211( + >-01111( + >-111. (A.12) 
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Hence , 
!(II(+ A0 11- /I(+ A1 II) = 0. 
This and the initial codition 11(1 + A011 = 11(1 + A 111 ( as ( 1 E [-A01, -A 301) c non [21) 
together imply 
ll((t) + A0 11 = ll((t) + A1 II 
fort~ t 1 , provided equation (A.11). That is, ((t) stays on the perpendicular 
bisector between - AO and - A 1, of which ( - A 01, - A 301) 3 ( 1 is a connected subset. 
Th erefore , by the continuity of ((t) (by equation (A.11)), 
t2 := sup {t > t1 I ((t) E (-Ao1, -A 301)} 
implie s 
lim ((t) E { -Ao1' -A 301}. 
t-+t2 (A.13) 
In order to prove the proposition , it is required to show that such t2 exists, and 
then to show that limt-,t 2 ((t) = -A 301. Now, let 0(t) := L'.(-A0)(((t))(-A 1) be the 
inner angle formed by the line segments [((t) , -A 0] and [((t) , -A 1]. Th en, 
geomet rically, 
0 IIAO-AOl/1 1 
ll((t) + A II = . 0(t) = . 0(t) 
sm 2 sm - 2 
and 
(((t) + A0 ) • (((t) + A1) 
11 ( ( t) + AO 1111 ( ( t) + A 1 11 = cos 0 ( t). 
Substitute these equalities in equation (A.12) to get 
thus 








In particular , this implies that 




dt2 ll((t) + Aoll _!}_(! cos 0(t)) d0(t) d0 2 + 2 dt 
_ sin 0(t) d0(t) > 0 if O < B(t) < 7f. 
2 dt 
Note that ((t) = ((t 1) E (-A 01,->.301 ) implies O < 0(t) < 1r, hence the above 
condition is met. Therefore , ll((t) + >.0 /1 is not only increasing (by equation (A.12)), 
but also is positively accelerating. But then, by the boundedness of the set 
( - >. 01 , - >. 301 ), there must exist 
t2 = inf { t > t1 I ( ( t) 1 ( - >. 01 , - A 301 )} . 
With this being the case, equation ( A.13) implies 
lim ((t) = ->.01 or - >.301 _ 
t-+t2 
But the fact that ll((t) + Aoll is increasing eliminates the possibility 
limt_,.t2 ( ( t) = - A 01 , as - A 01 is the nearest point to - AO on the perpendicular 
bisector between -A 0 and -A 1 . Therefore , limt-+t
2 
((t) = -A 301 , and the definition 
of t2 guarantees that 
Finally , the monotonicity of ((t) on [t1 , t2 ) follows from our observation that 
ll((t) + >.0 11 is both increasing and positively accelerating. 
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(ii) If ( E {->..01 } (i.e., ( = ->..01 , then (Enon 01, but ( r/. 0 2 and ( r/. 0 3 . 
But then, A2 = {->..0 , ->..1} and equation (4.8) hold. Since ( = ->..01 = -½ [>..0 + >..1] 
by definition of >.. 01 , it follows that 
Moreover, as (Enon 01, II(+ >..011 =II(+ >-1 11-Then, by equation (4.8) 
d( 1 [ o 1 ] 
dt = 211 ( + >.. 0 II ( ( + >.. ) + ( ( + >.. ) = 0 
as desired. 
Part (i) showed that ((t) E (->..01,->..301 ) C [->..01,->..301 ) under equation (4.8) 
fort?: t 1 until ((t) reaches ->..301 . Part (ii) showed that 
( ( t) E { ->.. 01 } c [->.. 01 , ->.. 301 ) for all t ?: t 1 . From these two facts , the statement 
(iii) follows. 
Proof of Proposition 4.5 
Let ( E { ->.. 301 } , i.e. , ( = ->.. 301 . By definition of ->.. 301 as the center of mass 
of this equilateral triangle , ( = ->.. 301 implies 
->._3 _ >._0 _ >,1 
( = 3 , 
thu s (( + >..3 ) + (( + >..0 ) + (( + >..1) = O. 
Moreover , as ( E D3 n n° n D1 , II(+ >-3 11 =II(+ >-011 =II(+ >-1 11-Therefore , (4.9) 
yields 
!~ = 311( ! )._311 [(( + >._3) + (( + >._0) + (( + >._1)] = 0, 
hence ->..301 is an equilibrium point. Consequently , equation ( 4.9) reduces to 
((t) = (2 for all t ?: t2 , that is, ((t) E { ->..301 } for all t?: t2 , showing that the set 
• 
{ ->..301 } is invariant under equation (4.9). • 
