Abstract. Better forecast of carbon emission prices may increase risk control capabilities of emission market stakeholders, and provide decision support for policy makers, financial institutions and enterprises. However, the issue of carbon price forecasting is complicated and several existing prediction models are difficult to achieve satisfactory results. This paper proposes an integration model based on SVR to predict international carbon market price. The model we suggest includes two steps: we respectively establish ARIMA, BP neural network, grey model GM(1,1) and genetic programming to fit the original sequence of the carbon price at the first phase, and get four prediction results. Additionally, SVR is used to integrate these four results and eventually obtain prediction result. For verification and testing, EUA (DEC15) carbon price from December 3, 2012 to April 10, 2015 under the EU ETS was used to examine the forecasting ability of the proposed integration model. The result demonstrates the accuracy of integration model proposed in this paper is superior to the other three basic models.
Introduction
The conflict between economic advancement and environmental protection is one of the most serious challenges facing the world today. Since the British government first proposed "low carbon economy" concept in Energy White Paper in 2003 [1] , various countries have responded, and the transformation from high-carbon economy such as the traditional high energy consumption, high pollution and high emissions to low carbon economy such as the low energy consumption, low pollution, and low emissions has become a consensus. Carbon finance generates as the development of low-carbon economy, and it has now become an important innovation in the financial sector [2] .
European Union has taken the active exploration and practice in carbon markets and carbon finance, and first establishes European Union Emission Trading Scheme (EU ETS). During the development process of carbon trading market, the carbon price has always been not only a core issue in the carbon market, but also a hot topic among international and domestic academics.
Nowadays international and domestic academics have done a lot of researches for international carbon price forecasting and proposed many prediction methods. These methods can be divided into single prediction model and hybrid forecasting model according to their characteristics. Single model mainly includes ARIMA, ARCH, GARCH, artificial neural networks, support vector regression, genetic programming methods, etc., which is used to analyze and predict time series of carbon price [3, 4] . However, analyzing and forecasting often may not achieve satisfactory results by using a single model due to economic time series with strong noise and highly sophisticated features. So in recent years, most scholars have used mixed models to research, e.g., Paolella and Taschini [5] and Benz and Trück [6] have used an AR(1) -GARCH(1, 1) model to fit EUA spot price fluctuations. Bangzhu Zhu and Yiming Wei [7] constructed an ARIMA-LSSVM hybrid model to predict carbon price. Jinliang Zhang and Zhongfu Tan [8] applied a hybrid prediction model based on WT, CLSSVM and EGARCH to the Spanish electricity futures market. G. Peter Zhang [9] presented an ARIMA-ANNs hybrid model while traditional ARIMA model has no effect on digging nonlinear characteristic hidden in a time series.
In this paper, an integration Model based on SVR to predict International carbon market price is constructed which integrates the respective results of ARIMA, BP neural network, grey system GM(1,1) model and genetic programming by SVR. We first respectively establish ARIMA, BP neural network, grey model GM(1,1) and genetic programming to fit the original sequence of the carbon price, and get four prediction results. Additionally, SVR is used to integrate according to the former four results and eventually obtain prediction result.
Methodology
ARIMA ARIMA model is the most common time series model [10] , containing AR and MA two parts. The basic idea of ARIMA model is that prediction object time series is viewed as a random sequence, described by specific mathematical model [11] . An ARIMA(p, d, q) model of degree of AR(p), difference(d) and MA(q) can be mathematically expressed as (1) BP BP neural network, a multilayer feed-forward neural network trained by backward propagation of errors, is one of the most widely used method of training artificial neural networks [12] . A BP neural network consists of an input layer, at least one hidden layer and an output layer [13] . The training of BP neural network involves a forward process and a backward process [14] . And in the feed-forward process, the signals are calculated through network, and the errors are computed at the output layer. Correspondingly, the weights are updated in the backward process. Technically speaking, BP algorithm calculates the gradient of the errors of the network regarding the network's modifiable weights and finds proper weights that minimize the errors. Grey model GM (1, 1) Grey model can be used to analyze the behavior through little system information when system information is not sufficient [15] . The GM(1,1) model is a first-order one variable grey model which has been commonly used in prediction. It can simulate system evolution trends by fitting the features of previous observations.
The GM(1,1) modeling process shows as follows [16] . Assume that the original data sequences are expressed as ={x
(n)}. Let ={x (1) (1), x
(n)}, where is the first-order accumulated generating operation of [17] . If and meet the certain test, then can be generally expressed as (2) where the parameter is the developing coefficient which reflects the developing tendencies of and and reflects the variation relationship among data. Genetic Programming Genetic Programming (GP) is a common evolutionary computation technique that belongs to the computational intelligence research [18] . Essentially, GP is a set of instructions and a fitness function to measure how well a computer has performed a task.
Specifically, an individual is represented with a GP tree which is built of functions (operators, program statements etc.) and terminals (features, constants etc.) [19] . In order to find possible solutions to a problem, a group of populations are generated by GP in each generation. The first population is usually generated randomly. Subsequent generations are evolved through using genetic operators. Generation by generation, successful populations are evolved in new generations to create improved possible solutions. The quality of solutions is expressed by applying a fitness function [20, 21] .
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Support Vector Regression Support vector machine (SVM) algorithm is regarded as a supervised learning method that analyzes data [22] . SVM algorithm is used to accurately predict when the data are typically nonlinear, non-stationary. SVM overcomes the over-fitting problem and achieves excellent generalization performance with minimizing the structural risk [23] .
A version of SVM for regression is called support vector regression (SVR). The basic idea of SVR is that, the input variables are mapped to high-dimensional feature space F through non-linear transformation and process the linear regression on the F [24] . The linear function in SVR is expressed as (3) where denotes the vector of weights and is the offset from the origin.
According to the structural risk minimization principle, it can be converted to the following optimization problem: (4) In Eq. (4), the parameter represents the complexity of the model and is defined as a regularization variable which penalizes the complex model to avoid over-fitting the training data. The parameter denotes the insensitive loss function and and are slack variables.
Data and Modeling

Data Source
In this study, European Union allowance (EUA) (DEC15) futures prices of daily trading from December 3, 2012 to April 10, 2015 from the London Intercontinental Exchange (ICE) were selected to examine the forecasting ability of the proposed integration model. The main reason is that EUA is a kind of carbon finance whose trading volume is the biggest and liquidity is the highest. As is well known, the "Kyoto Protocol" came into effect in 2005, and the EU carbon emissions trading market was formally established at the same year, specifically the first phase is 2005-2007, the second phase 2008-2012 and the third phase 2013-2020 [25] . Since various carbon futures contract prices have huge trends at different periods, the data from December 3, 2012 to February 27, 2015 with a total of 572 observations are used as the training set and the data from March 2, 2015 to April 10, 2015 with a total of 28 observations are defined as the testing set. The carbon price trend is shown in Fig. 1 . Modeling process In this paper, an integration model based on SVR to predict international carbon market price is constructed, which integrates the respective results of ARIMA, BP neural network, grey system GM(1,1) model and genetic programming by SVR. We first respectively establish ARIMA, BP neural network, grey model GM(1,1) and genetic programming to fit the original sequence of the carbon price, and get four prediction results. Additionally, SVR is used to integrate the previous four results and eventually obtain prediction result. Fig. 2 describes the modeling process and the specific steps include: a) The initial processing for original carbon price time series. All data are divided into a training set and a test set, i.e., and . b) Constructing four basic models. For the training set, ARIMA, BP neural network, grey model GM(1,1) and genetic programming are built to simulate and predict. c) Constructing the proposed integration model. Let the former four prediction results at the first phase be , , and , and they are viewed as independent variables in SVR at the second phase. Thus, carry out integrated forecasting and obtain a final result . d) The certain tests for the proposed integration model. 
Results and Conclusions
All the models are implemented in the R 3.2.0 and Matlab 2011b platform. To measure the forecasting performance, two main criteria are used. The root mean square error (RMSE) and mean absolute percent error (MAPE) are adopted, which are respectively expressed as (5) and (6) where is the actual value, is the predicted value and m denotes the number of sample points. Generally speaking, the smaller the RMSE and MAPE are, the better the forecasting performance is. Table 1 shows the results from the model comparison for the prediction accuracy. We can see that the proposed integration model outperforms other four basic models due to the smallest RMSE and MAPE. And Fig. 3 describes the comparison between the actual carbon price and the final prediction for the test set, which also demonstrates the proposed integration model to predict carbon price is feasible. Fig. 3 . The final prediction result The carbon trading markets have been successively established in Shenzhen, Beijing, Shanghai, Tianjin, Guangdong, Hubei and Chongqing since June 2013, which marks the opening salvo in China's carbon emission trade. So accelerating the development of carbon trading market conforming to national condition and improving international carbon price forecasting ability have great realistic significances. Therefore, the proposed integration model in this paper which can achieve superior forecasting performance for carbon price is a promising methodology and provide decision-making references for policy makers, financial institutions and enterprises.
