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Abstract
A one-parameter symplectic group {etÂ}t∈R derives proper canonical trans-
formations on a Boson Fock space. It has been known that the unitary
operator Ut implementing such a proper canonical transformation gives a
projective unitary representation of {etÂ}t∈R and that Ut can be expressed
as a normal-ordered form. We rigorously derive the self-adjoint operator
∆(Â) and a phase factor e
i
∫
t
0
τ
Â
(s)ds
with a real-valued function τ
Â
such that
Ut = e
i
∫
t
0
τ
Â
(s)ds
eit∆(Â).
Key words: Canonical transformations(Bogoliubov transformations), symplectic groups, projective
unitary representations, one-parameter unitary groups, infinitesimal self-adjoint generators, local
factors, local exponents, normal-ordered quadratic expressions.
1 Introduction
This paper is motivated by a close resemblance between infinitesimal generators of
rotation groups in white noise analysis and those of proper canonical transformations
(Bogoliubov transformations) on a Boson Fock space F . In white noise analysis
rotation groups {gθ}θ∈R acting on (S ′) have been studied so far by many authors,
e.g., see Hida [7]. Here (S ′) is the dual of a subspace (S) of F . Such rotation groups
are induced from e.g., shifts, dilations, SO(n), special conformal transformations
and the Le´vy group, etc. Their infinitesimal generators are defined by
lim
θ→0
gθ − 1
θ
in (S ′)
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and it is established that generators consist of infinite dimensional Laplacians, e.g.,
the Gross Laplacian, the Le´vy Laplacian, the Beltrami Laplacian, etc. These Lapla-
cians are expressed in the form of polynomials of second degree of the annihilation
operators and the creation operators in (S ′). See e.g. Obata [14].
Meanwhile, it is known that a proper canonical transformation
UB(A) : F → F , A ∈ Σ2,
gives a projective unitary representation of a symplectic group Σ2 ([20]). In this
paper from UB(·) a unitary representation Ût := e−iθ(t)UB(etÂ) of a one-parameter
symplectic group {etÂ}t∈R ⊂ Σ2 is constructed with some real-valued function θ(t).
Classically this is known as the Bargmann theorem [5]. The unitary representation
Ût induces a one-parameter unitary group {Ût}t∈R on F . Regarding F as F ⊂ (S ′),
we recognize that the self-adjoint infinitesimal generator ∆(Â) of Ût may correspond
to a Laplacian in F . The purpose of this paper is to give ∆(Â) and θ(t) rigorously.
F (S ′)⊂
❄
Ût
F (S ′)⊂
❄
gθ
Figure 1: One-parameter unitary group Ût and rotation group gθ
Let H be a Hilbert space over the complex field C endowed with an antiunitary
involution Γ with Γ2 = 1. Set
X = ΓXΓ
for an operator acting on H. Let Σ be a symplectic group, i.e., A =
(
S T
T S
)
∈ Σ
if and only if bounded operators S, T on a Hilbert space H satisfy
A∗JA = AJA∗ = J,
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where
J =
(
1 0
0 −1
)
.
The linear canonical transformation on F over H associated with A =
(
S T
T S
)
∈ Σ
is given as the map
a(f) 7−→ bA(f) := a(Sf) + a∗(Tf)
a∗(f) 7−→ b∗A(f) := a(Tf) + a∗(Sf),
where a∗(f) and a(f), f ∈ H, are the creation operator and the annihilation operator
on F smeared by f , respectively. Let us define subgroup Σ2 by
Σ2 =
{
A =
(
S T
T S
)
∈ Σ
∣∣∣∣∣ T a Hilbert-Schmidt operator
}
.
It had been established that the linear canonical transformation associated with
A ∈ Σ can be implemented by a unitary operator UB(A) on F if and only if A ∈ Σ2,
i.e.,
A ∈ Σ2 ⇔ UB(A)a♯(f)UB(A)−1 = b♯A(f), (1.1)
where a♯ = a, a∗ and b♯A = bA, b
∗
A. The correspondence between a, a
∗ and bA, b
∗
A
arising as in (1.1) is called a proper canonical transformation. Without effort one
can show that if dimH < ∞, all linear canonical transformations are proper. It is
known that UB(A) is equal to
U(A) := det(1−K∗1K1)1/4e−
1
2
∆†
K1 :e−NK2:e−
1
2
∆K3 (1.2)
up to a phase factor. Here :X: denotes the normal ordering of X ,
K1 = TS
−1, K2 = 1− (S−1)∗, K3 = −S−1T ,
and the operators ∆†X , ∆X , NX are quadratic operators of a
∗a∗ type, a∗a type
and aa type respectively, which are constructed by operator X . U(A) is called the
“normal-ordered quadratic expression” of UB(A).
U(·) : Σ2 −→ unitary operators on F
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induces a projective unitary representation of Σ2, i.e.,
U(A)U(B) = ω(A,B)U(AB), A, B ∈ Σ2,
with local factor ω(A,B) ∈ {eiψ|ψ ∈ R}. We are interested in one-parameter sym-
plectic groups in Σ2. Let
σ2 :=
{
Â =
(
S T
T S
) ∣∣∣ÂJ + JÂ = Â∗J + JÂ∗ = 0, T a Hilbert-Schmidt operator} .
A one-parameter symplectic group {etÂ}t∈R belongs to Σ2 if and only if Â ∈ σ2.
When Â ∈ σ2,
etÂ =
(etÂ)11 (etÂ)12
(etÂ)21 (e
tÂ)22

induces the proper canonical transformation
a(f) 7−→ bt(f) := a((etÂ)11f) + a∗((etÂ)21f),
a∗(f) 7−→ b∗t (f) := a((etÂ)12f) + a∗((etÂ)22f).
Set
Ut := U(e
tÂ), t ∈ R,
eiρ(t,s) := ω(etÂ, esÂ), t, s ∈ R,
where ρ(t, s) is called a local exponent. Then Ut satisfies
UtUs = e
iρ(t,s)Ut+s, t, s ∈ R.
In this paper we shall show that
Ût := e
−i
∫
t
0
τ
Â
(s)dsUt, (1.3)
τ
Â
(s) :=
1
2
ImTr(T ∗(esÂ)21(e
sÂ)−111 ),
satisfies
ÛtÛs = Ût+s.
4
Namely local exponent ρ(t, s) is equivalent to zero, i.e., Ût furnishes a unitary rep-
resentation of {etÂ}t∈R. Moreover we derive the infinitesimal generator of Ut, i.e.,
we show that
Ût = e
it∆(Â), t ∈ R, (1.4)
where
∆(Â) :=
i
2
(∆†T −∆T )− iNS,
and we prove that ∆(Â) is essentially self-adjoint on a certain domain. (1.4) also
implies that Ût gives the normal-ordered quadratic expression of e
itÂ.
In Berezin [6, Chapter 3] these kinds of argument exist, however it is not rigorous
at a few places. Quadratic operators such as ∆(A) has been studied in e.g., Araki
[1], Araki-Shiraishi [3] and Araki-Yamagami [4]. Langmann [12] calculated the local
exponent in (1.3) in the different way as ours. Fermionic cases for our discussion
are established by e.g., Lundberg [13], Carey and Ruijsenaars [8] and Araki [2].
Next issue will be to study infinitesimal generators in the case where T is not a
Hilbert-Schmidt operator, i.e.,
A =
(
S T
T S
)
6∈ Σ2. (1.5)
We, however, do not consider this problem here. Actually in the case where T is not
a Hilbert-Schmidt operator, we can not define ∆†T as an operator acting in F , and
as was mentioned above the linear canonical transformation is not implemented by
a unitary operator. So, in the case of (1.5) we may have to shift our argument to
white noise analysis. See [9, 10, 11] to this direction.
We organize this paper as follows. In Section 2 we review fundamental facts on
the Fock space, quadratic operators. In Section 3 we introduce one-parameter sym-
plectic groups and main theorems. In Section 4 we show the weak differentiability
of UtΩ in t. In Section 5 we give proofs of the main theorems. In Section 6 we give
some examples.
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2 Fundamental facts
2.1 Boson Fock spaces
Let F = F(H) denote the Boson Fock space over H defined by
F :=
∞⊕
n=0
F (n),
where F (n) = H⊗ns is the n-fold symmetric tensor product of H with H⊗0s := C.
Vector Ψ of F is written as Ψ =
{
Ψ(0),Ψ(1),Ψ(2), · · ·
}
with Ψ(n) ∈ F (n). The
vacuum Ω ∈ F is defined by
Ω := {1, 0, 0, · · ·}.
The creation operator a∗(f) : F → F smeared by f ∈ H is given by
(a∗(f)Ψ)(n) := Sn(f ⊗Ψ(n−1)),
where Sn denotes the symmetrizer of n-degree. Let
F0 := the linear hull of {a∗(f1) · · ·a∗(fn)Ω|fj ∈ H, j = 1, ..., n, n ≥ 0}.
It is known that F0 is dense in F . Simply for f ∈ H, we write as f for Γf . The
annihilation operator a(f) is defined by
a(f) :=
(
a∗(f)
⌈
F0
)∗
.
Since a♯(f)⌈F0 is closable, we denote its closed extension by the same symbol a♯(f).
It holds that
(Ψ, a∗(f)Φ)F = (a(f)Ψ,Φ)F , Ψ,Φ ∈ F0.
where (f, g)K denotes the scalar product on Hilbert space K, which is linear in g
and antilinear in f . In addition, we denote by ‖f‖K the associated norm. If no
confusions arise, we omit K of ‖ · ‖K and (·, ·)K. The creation operator and the
annihilation operator satisfy canonical commutation relations:
[a(f), a∗(g)] = (f, g)H,
[a(f), a(g)] = 0,
[a∗(f), a∗(g)] = 0
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on F0. The field operator is defined by
φ(f) :=
1√
2
(a∗(f) + a(f)).
The following proposition is known.
Proposition 2.1 (1) Suppose that a bounded operator K commutes with eiφ(f) for
all f ∈ H. Then K is a multiple of the identity.
(2) Let G be a closed subspace of F such that eiφ(f)G ⊂ G for all f ∈ H. Then
G = F .
2.2 Symplectic groups
Let B = B(H) denote the set of bounded operators on H and B2 = B2(H) Hilbert-
Schmidt operators. We denote the norm (resp. Hilbert-Schmidt norm) of a bounded
operator X on H by ‖X‖ (resp. ‖X‖2). For S, T ∈ B we define
A :=
(
S T
T S
)
: H⊕H → H⊕H
by
A(φ⊕ ψ) := (Sφ+ Tψ)⊕ (Tφ+ Sψ).
Let
J :=
(
1 0
0 −1
)
: H⊕H → H⊕H.
We define the symplectic group Σ and a subgroup Σ2 of Σ as follows.
Definition 2.2 (1)
Σ :=
{
A =
(
S T
T S
)
: H⊕H → H⊕H
∣∣∣∣∣AJA∗ = A∗JA = J
}
,
where A∗ =
(
S∗ T ∗
T ∗ S∗
)
.
(2)
Σ2 :=
{
A =
(
S T
T S
)
∈ Σ
∣∣∣∣∣ T ∈ B2
}
.
Note that (K∗) = (K)∗ and that the inverse of A ∈ Σ is given by
A−1 = JA∗J =
(
S∗ −T ∗
−T ∗ S∗
)
. (2.1)
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2.3 Quadratic operators
The number operator N is defined by
D(N) :=
{
{Ψ(n)} ∈ F
∣∣∣ ∞∑
n=0
n2‖Ψ(n)‖2F(n) <∞
}
,
(NΨ)(n) := nΨ(n).
Now we introduce fundamental facts.
Proposition 2.3 (1) Let f1, ..., fm ∈ H. Then there exists a constant cm(f1, ..., fm)
such that for Ψ ∈ D(Nm/2),
‖a∗(f1) · · ·a∗(fm)Ψ‖ ≤ cm(f1, ..., fm)‖(N + 1)m/2Ψ‖.
Moreover suppose that
f
(n)
j → fj , j = 1, ..., m,
strongly in H as n→∞ . Then for Ψ ∈ D(Nm/2),
s− lim
n→∞
a♯(f
(n)
1 )...a
♯(f (n)m )Ψ = a
♯(f1)...a
♯(fm)Ψ. (2.2)
(2) Let {en}∞n=1 be a complete orthonormal system. Then
(Ψ, NΦ) =
∞∑
n=1
(a(en)Ψ, a(en)Φ). (2.3)
Proof: See e.g., [15, Section X.7]. ✷
Let K ∈ B2. Then there exist two orthonormal systems {ψn}, {φn} in H, and a
positive sequence λ1 ≥ λ2 ≥ ... > 0 such that
Kf =
∞∑
n=0
λn(ψn, f)φn, f ∈ H,
with
∑∞
n=0 λ
2
n = ‖K‖22.
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Lemma 2.4 Let K ∈ B2 and S ∈ B. Then for Ψ ∈ F0,
(1)‖
M∑
n=1
λna
∗(ψn)a
∗(φn)Ψ‖ ≤
√
6‖K‖2‖(N + 1)Ψ‖ (2.4)
(2)‖
M∑
n=1
λna(ψn)a(φn)Ψ‖ ≤ ‖K‖2‖NΨ‖, (2.5)
(3)‖
M∑
n=1
a∗(en)a(S∗en)Ψ‖ ≤ ‖S‖‖NΨ‖, (2.6)
where {en} is a complete orthonormal system of H.
Proof: We have
‖
M∑
n=1
λna
∗(ψn)a
∗(φn)Ψ‖2 =
M∑
n,m
λnλm(a
∗(ψm)a
∗(φm)Ψ, a
∗(ψn)a
∗(φn)Ψ)
= A+B + C +D + E,
where
A =
M∑
n
λ2n(Ψ, a(ψn)a
∗(ψn)Ψ),
B =
M∑
n
λ2n(Ψ, a
∗(φn)a(φn)Ψ),
C =
M∑
n
λn(Ψ, a(Kψn)a
∗(φn)Ψ),
D =
M∑
n
λn(Ψ, a
∗(ψn)a(K
∗φn)Ψ),
E =
M∑
n
λn(a(ψn)a(φn)Ψ, a(ψm)a(φm)Ψ).
We have
|A| ≤
M∑
n
λ2n‖a∗(ψn)Ψ‖2 ≤
M∑
n
λ2n‖(N + 1)1/2Ψ‖2 ≤ ‖K‖22‖(N + 1)1/2Ψ‖2,
and
|B| ≤
M∑
n
λ2n‖a(φn)Ψ‖2 ≤
M∑
n
λ2n‖N1/2Ψ‖2 ≤ ‖K‖22‖N1/2Ψ‖2.
We have
C =
M∑
n
λn(Kψn, φn)‖Ψ‖2 +
M∑
n
λn(Ψ, a
∗(φn)a(Kψn)Ψ)
9
We estimate the right-hand side above such as∣∣∣∣∣
M∑
n
λn(Kψn, φn)‖Ψ‖2
∣∣∣∣∣ ≤
M∑
n
λn‖Kψn‖‖Ψ‖2
≤
(
M∑
n
λ2n
)1/2 ( M∑
n
‖Kψn‖2
)1/2
‖Ψ‖2
≤ ‖K‖22‖Ψ‖2,
and
|
M∑
n
λn(Ψ, a
∗(φn)a(Kψn)Ψ)| ≤
(
M∑
n
λ2n
)1/2 ( M∑
n
‖a(φn)Ψ‖2‖K‖2‖N1/2Ψ‖2
)1/2
≤ ‖K‖2‖K‖‖N1/2Ψ‖2.
Hence
|C| ≤ ‖K‖22‖Ψ‖2 + ‖K‖2‖K‖‖N1/2Ψ‖2.
We have
|D| ≤
(
M∑
n
λ2n
)1/2 ( M∑
n
‖a(ψn)Ψ‖2‖K‖2‖N1/2Ψ‖2
)1/2
≤ ‖K‖2‖K‖‖N1/2Ψ‖2.
Finally we see that
|E| = ‖
M∑
n=1
λna(φn)a(ψn)Ψ‖2
≤
M∑
n=1
λ2n
M∑
n=1
‖a(φn)a(ψn)Ψ‖2
≤ ‖K‖22
M∑
n=1
‖N1/2a(ψn)Ψ‖2
= ‖K‖22
M∑
n=1
(a(ψn)Ψ, Na(ψn)Ψ)
= ‖K‖22
M∑
n=1
(a(ψn)Ψ, a(ψn)NΨ)− (a(ψn)Ψ, a(ψn)Ψ)
≤ ‖K‖22(Ψ, N2Ψ)
= ‖K‖22‖NΨ‖2.
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Combining estimates from A to E above, we obtain that
‖
M∑
n=1
λna
∗(ψn)a
∗(φn)Ψ‖2
≤ ‖K‖22
(
‖(N + 1)1/2Ψ‖2 + 3‖N1/2Ψ‖2 + ‖Ψ‖2 + ‖NΨ‖2
)
≤ 6‖K‖22‖(N + 1)Ψ‖2.
Thus (1) follows. From the estimate of E in (1) we have
‖
M∑
n=1
λna(φn)a(ψn)Ψ‖2 ≤ ‖K‖22‖NΨ‖2.
Thus (2) follows. Finally we estimate (3). It is proven on F0 that
s− lim
M→∞
M∑
n=1
a∗(en)a(ΓS
∗en)Ψ =
∞⊕
n=1
 n∑
j=1
1⊗ · · ·⊗ jS ⊗ · · · ⊗ 1
Ψ(n).
Since
‖
∞⊕
n=1
 n∑
j=1
1⊗ · · ·⊗ jS ⊗ · · · ⊗ 1
Ψ(n)‖ ≤ ‖S‖‖NΨ‖,
we obtain (3). ✷
From Lemma 2.4 we can define for Ψ ∈ F0
∆†KΨ := s− lim
M→∞
M∑
n=1
λna
∗(ψn)a
∗(φn)Ψ, (2.7)
∆KΨ := s− lim
M→∞
M∑
n=1
λna(ψn)a(φn)Ψ, (2.8)
NSΨ := s− lim
M→∞
M∑
n=1
a∗(en)a(S∗en)Ψ. (2.9)
Let Ψ = a∗(f1) · · ·a∗(fn)Ω. Then it is seen that
∆KΨ =
n∑
i 6=j
(f¯i, (K +K∗)fj)a
∗(f1) · · · â∗(fi) · · · â∗(fj) · · ·a∗(fn)Ω, (2.10)
NSΨ =
n∑
j=1
a∗(f1) · · · a∗(Sfj) · · ·a∗(fn)Ω. (2.11)
The following lemma is inherited from Lemma 2.4.
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Lemma 2.5 Let K ∈ B2 and S ∈ B. Then for Ψ ∈ F0,
‖∆†KΨ‖ ≤
√
6‖K‖2‖(N + 1)Ψ‖, (2.12)
‖∆KΨ‖ ≤ ‖K‖2‖NΨ‖, (2.13)
‖NSΨ‖ ≤ ‖S‖‖NΨ‖. (2.14)
From this lemma it is shown that the domains of ∆†K , ∆K and NS can be extended
to D(N). We directly see the following lemma.
Lemma 2.6 (1) We have (∆K)
∗ = ∆†K∗ and (NS)
∗ = NS∗ on D(N).
(2)
[∆†K , a(f)] = −a∗((K +K∗)f), (2.15)
[∆K , a
∗(f)] = a((K +K∗)f), (2.16)
[NS, a(f)] = −a(S∗f), (2.17)
[NS, a
∗(f)] = a∗(Sf). (2.18)
(3) Let K,L ∈ B2 and S, T ∈ B. Then on D(N),
∆†K+L = ∆
†
K +∆
†
L,
∆K+L = ∆K +∆L,
NS+T = NS +NT .
From above commutation relations it follows that
‖∆†KΩ‖2 = Tr[K∗(K +K∗)]. (2.19)
We set
D∞ :=
∞⋂
k=1
D(Nk).
Lemma 2.7 (1) Suppose that
(i) K ∈ B2, (ii) K∗ = K, (iii) ‖K‖ < 1.
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Then for Ψ ∈ F0,
e−
1
2
∆†
KΨ := s− lim
M→∞
M∑
n=0
1
n!
(
−1
2
∆†K
)n
Ψ
exists and e−
1
2
∆†
KΨ ∈ D∞.
(2) Suppose that S ∈ B and K ∈ B2. Then for Ψ ∈ F0,
:e−NS:Ψ := s− lim
M→∞
M∑
n=0
1
n!
:
(
−1
2
NS
)n
: Ψ (2.20)
e−
1
2
∆KΨ := s− lim
M→∞
M∑
n=0
1
n!
(
−1
2
∆K
)n
Ψ (2.21)
exist, and :e−NS:Ψ ∈ F0 and e− 12∆KΨ ∈ F0.
Proof:We shall prove (1). It is enough to show the lemma for Ψ = a∗(f1) · · ·a∗(fN)Ω.
Let
an =
(
1
2n
1
n!
)2
‖(∆†K)nΩ‖2.
It is proven in [18] that f(z) =
∑∞
m=0 amz
m exists for |z| < 1/‖K‖2 and
f(z) = det(1− zK∗K)−1/2.
In particular f(z) is analytic for |z| < 1/‖K‖2. We have
‖
∞∑
m=0
1
m!
(−1
2
∆†K)
mΨ‖2 ≤ ‖f1‖2 · · · ‖fN‖2
×
∞∑
m=0
(N − 1 + 2m)(N − 2 + 2m) · · ·2mam <∞.
Thus (1) is proven. (2) follows from the fact that :NnS : Ψ = 0 and ∆
n
KΨ = 0 for a
sufficiently large n. ✷
From (2.15)-(2.18) the following commutation relations hold on F0:
[e−
1
2
∆†
K , a(f)] =
1
2
a∗((K +K∗)f)e−
1
2
∆†
K , (2.22)
[e−
1
2
∆K , a∗(f)] = −1
2
a((K +K∗)f)e−
1
2
∆K , (2.23)
[:e−NS:, a(f)] =
1
2
a(S∗f) :e−NS:, (2.24)
[:e−NS:, a∗(f)] = −1
2
a∗(Sf) :e−NS: . (2.25)
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2.4 Proper canonical transformations
Let A =
(
S T
T S
)
. Then A induces the following maps:
a(f) 7−→ bA(f) := a(Sf) + a∗(Tf), (2.26)
a∗(f) 7−→ b∗A(f) := a(Tf) + a∗(Sf). (2.27)
Formally we may write
(bA(f) b
∗
A(f)) = (a(f) a
∗(f))
(
S T
T S
)
.
Then canonical commutation relations
[bA(f), b
∗
A(g)] = (f, g)H, (2.28)
[bA(f), bA(g)] = 0, (2.29)
[b∗A(f), b
∗
A(g)] = 0, (2.30)
hold on F0 and
(Ψ, b∗A(f)Φ)F = (bA(f)Ψ,Φ)F , Ψ,Φ ∈ F0,
follows. Since b♯A(f)⌈F0 is closable, we denote its closed extension by the same symbol
b♯A(f). The following proposition is well known.
Proposition 2.8 There exists a unitary operator UB(A) on F such that
UB(A) : D(a
♯(f))→ D(b♯A(f))
with
UB(A)a
♯(f)UB(A)
−1 = b♯A(f) (2.31)
if and only if A ∈ Σ2.
Proof: See [6, 18]. ✷
If U ′B(A) also implements such as (2.31), then it holds that
UB(A)
−1U ′B(A)a
♯(f) = a♯(f)UB(A)
−1U ′B(A).
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Hence
UB(A)
−1U ′B(A)e
iφ(f) = eiφ(f)UB(A)
−1U ′B(A),
which implies that
U ′B(A) = ωUB(A)
with some ω ∈ {eiψ|ψ ∈ R} by Proposition 2.1.
Now we construct a unitary operator UB(A) concretely. The condition A =(
S T
T S
)
∈ Σ is equivalent with the following algebraic relations:
S∗S − T ∗T = 1, (2.32)
S∗T − T ∗S = 0, (2.33)
SS∗ − TT ∗ = 1, (2.34)
TS∗ − ST ∗ = 0. (2.35)
Lemma 2.9 Let A =
(
S T
T S
)
∈ Σ. Then (1) S−1 ∈ B, (2) ‖TS−1‖ < 1, (3)
(TS−1)∗ = TS−1, (4) (S−1T )∗ = S−1T .
Proof: From (2.32) it follows that
S∗S = 1 + T ∗T ≥ 1. (2.36)
Thus ‖S‖2 ≥ 1, and (1) follows. By (2.36) we have TS−1 = T (1 + T ∗T )−1S∗, which
implies that
(TS−1)(TS−1)∗ = T (1 + T ∗T )−1S∗S(1 + T ∗T )−1T ∗ = T (1 + T ∗T )−1T ∗.
Thus
‖TS−1‖2 = ‖T (1 + T ∗T )−1T ∗‖
= ‖T (1 + T ∗T )−1/2(1 + T ∗T )−1/2T ∗‖
= ‖(1 + T ∗T )−1/2T ∗T (1 + T ∗T )−1/2‖ < 1.
Thus (2) follows. By (2.33) we have S∗TS−1 = T ∗. Then S∗TS−1 = T ∗ follows.
Note that (S∗)−1 = (S−1)∗. It is obtained that
TS−1 = (S∗)−1T ∗ = (S−1)∗T ∗ = (TS−1)∗.
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Hence (3) follows. Similarly (4) is obtained from (2.35). ✷
Let A =
(
S T
T S
)
∈ Σ2. We set
K1 := TS
−1, K2 := 1− (S−1)∗, K3 := −S−1T .
Since K1 ∈ B2, K∗1 = K1 and ‖K1‖ < 1, we see that by Lemma 2.7,
U(A) := det(1−K∗1K1)1/4e−
1
2
∆†
K1 :e−NK2:e−
1
2
∆K3 (2.37)
is well defined on F0. Moreover it is seen that
U(A)Ψ ∈ D∞, Ψ ∈ F0.
Lemma 2.10 Let A ∈ Σ2. Then U(A) can be uniquely extended to a unitary oper-
ator on F .
Proof: By the commutation relations (2.22)-(2.23) it is seen that
U(A)a♯(f)U(A)−1Ψ = b♯A(f)Ψ (2.38)
for Ψ ∈ F0. From this, and the canonical commutation relations (2.28) and (2.29),
it follows that
‖U(A)a∗(f1) · · ·a∗(fn)Ω‖2
= ‖b∗A(f1) · · · b∗A(fn)U(A)Ω‖2
= det(1−K∗1K1)1/2‖b∗A(f1) · · · b∗A(fn)e−
1
2
∆†
K1Ω‖2
= det(1−K∗1K1)1/2
∑
π∈Pn
(f 1, fπ(1)) · · · (fn, fπ(n))‖e−
1
2
∆†
K1Ω‖2
= ‖a∗(f1) · · ·a∗(fn)Ω‖2,
where Pn denotes the set of permutations of n degree, and we used that
‖e− 12∆†K1Ω‖2 = det(1−K∗1K1)−1/2
and
bA(f)e
− 1
2
∆†
K1Ω = 0, f ∈ H.
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Then U(A) is an isometry from F0 onto E , where
E := the linear hull of ×
×{b∗A(f1) · · · b∗A(fn)U(A)Ω, U(A)Ω|fj ∈ H, j = 1, ..., n, n ≥ 1}.
From (2.1) it follows that
(a(f) a∗(f)) = (bA(f) b
∗
A(f))
(
S∗ −T ∗
−T ∗ S∗
)
. (2.39)
By this we see that
a♯(f)E ⊂ E , f ∈ H. (2.40)
Let Ψ ∈ E and
ΨN := {Ψ(0),Ψ(1),Ψ(2), ...,Ψ(N), 0, 0, ...}.
Since Ψ ∈ F0, we see that ΨN is an analytic vector of φ(f), i.e.,
eiφ(f)ΨN =
∞∑
n=0
1
n!
(iφ(f))nΨN , (2.41)
which implies, together with (2.40), that eiφ(f)ΨN ∈ E , and by a limiting argument
eiφ(f)Ψ ∈ E . Thus eiφ(f)E ⊂ E follows. By a limiting argument we have
eiφ(f)E ⊂ E .
Thus E = F by Proposition 2.1. Hence we conclude that U(A) can be uniquely
extended to a unitary operator on F . The lemma follows. ✷
We denote the unitary extension of U(A) by the same symbol U(A).
Proposition 2.11 Let A ∈ Σ2. Then we can choose U(A) as UB(A) in (2.31).
Proof: Note that D(a♯(f)) ⊃ D∞ ⊃ F0. In particular D∞ is a core of b♯A(f). Since
U(A) : F0 → D∞, we see that U(A) maps a core of a♯(f) to a core of b♯A(f). By
(2.38) we conclude that U(A) maps D(a♯(f)) to D(b♯A(f)) with
a♯(f) = U(A)−1b♯A(f)U(A).
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Thus the proposition follows. ✷
U(·) gives a projective unitary representation of Σ2, i.e.,
U(A)U(B) = ω(A,B)U(AB)
with a local factor ω(A,B) ∈ {eiψ|ψ ∈ R}.
3 One-parameter unitary groups
3.1 One-parameter symplectic groups
Definition 3.1
σ2 : =
{
Â =
(
S T
T S
) ∣∣∣ÂJ + JÂ = Â∗J + JÂ∗ = 0, T ∈ B2
}
=
{
Â =
(
S T
T S
) ∣∣∣S∗ = −S, T ∗ = T, T ∈ B2
}
.
Lemma 3.2 Let Â ∈ σ2. Then
etÂ ∈ Σ2, t ∈ R.
In order to prove Lemma 3.2 we need lemmas.
Lemma 3.3 We have etÂ ⊂ Σ if and only if ÂJ + JÂ = Â∗J + JÂ∗ = 0.
Proof: Assume that etÂ ∈ Σ. Namely
etÂJetA
∗
= etA
∗
JetÂ = J, t ∈ R. (3.1)
Take a strong derivative at t = 0 on the both sides of (3.1). Then it follows that
AJ + JA∗ = A∗J + JA = O. (3.2)
Conversely assume (3.2). Then we have
d
dt
etÂJetA
∗
= 0.
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Hence it holds that
J(t) := etÂJetA
∗
= J(0) = J, t ∈ R.
In the similar manner
etA
∗
JetÂ = J, t ∈ R
is proven. Thus the lemma follows. ✷
For Â ∈ σ2, we set
etÂ =
(etÂ)11 (etÂ)12
(etÂ)21 (e
tÂ)22
 =
(etÂ)11 (etÂ)21
(etÂ)21 (etÂ)11
 .
In what follows we set S =
(
S 0
0 S
)
and T =
(
0 T
T 0
)
. Moreover B2⊕ denotes the
set of Hilbert-Schmidt operators on H⊕H, and ‖X‖B2⊕ the Hilbert-Schmidt norm
of X ∈ B2⊕.
Lemma 3.4 Let Â =
(
S T
T S
)
∈ σ2. Then
etÂ − etS ∈ B2⊕, t ∈ R,
and ∥∥∥∥etÂ − etS∥∥∥∥
B2⊕
≤
‖T‖B2⊕
‖T‖
(
et‖T‖ − 1
)
, t ∈ R.
Proof: Let
Y (t) = etÂe−tS, T (t) = etSTe−tS =
(
0 etSTe−tS
etSTe−tS 0
)
. (3.3)
We see that
d
dt
Y (t) = Y (t)T (t)
in the operator norm on H⊕H, which implies that
Y (t) = E +
∞∑
n=1
Yn(t), (3.4)
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where
Yn(t) =
∫ t
0
∫ t1
0
· · ·
∫ tn−1
0
T (t1)T (t2) · · ·T (tn)dt1dt2 · · · dtn.
We have
‖Yn(t)‖B2⊕ ≤
∫ t
0
∫ t1
0
· · ·
∫ tn−1
0
‖T (t1)‖B2⊕×
×‖T (t2)‖H⊕H · · · ‖T (tn)‖H⊕Hdt1dt2 · · ·dtn,
where ‖X‖H⊕H denotes the norm of bounded operator X on H⊕H. Since etS is a
unitary operator in H⊕H, we have
‖T (tj)‖H⊕H ≤ ‖T‖, j = 2, 3, ..., n,
‖T (t1)‖B2⊕ ≤ ‖T‖B2⊕ .
Then it follows that
‖Yn(t)‖B2
⊕
≤ ‖T‖
n−1
n!
tn‖T‖B2
⊕
, (3.5)
which yields that Y (t)− E ∈ B2⊕ and
‖Y (t)−E‖B2⊕ ≤
‖T‖B2⊕
‖T‖
(
et‖T‖ − 1
)
. (3.6)
From (3.6) it follows that∥∥∥∥etÂ − etS∥∥∥∥
B2⊕
= ‖(Y (t)−E)etS‖B2⊕
≤ ‖(Y (t)−E)‖B2⊕
≤
‖T‖B2⊕
‖T‖
(
et‖T‖ − 1
)
.
Hence the lemma follows. ✷
Proof of Lemma 3.2
The fact etÂ ∈ Σ follows from Lemma 3.3. We shall prove (etÂ)21 ∈ B2. By Lemma
3.4, etÂ − etS ∈ B2⊕. It implies
(etÂ − etS)21 ∈ B2.
Since (etÂ)21 = (e
tÂ − etS)21, etÂ ∈ Σ2 follows. ✷
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Remark 3.5 In [6, Lemma 6.3] it has been proven that if S, T ∈ B, S∗ = −S,
T ∗ = T , and
F (t) =
∫ t
0
eτSTe−τSdτ ∈ B2
with ‖F (t)‖2 ∈ L1loc(R, dt). Then etÂ ∈ Σ2.
3.2 The main theorems
For A ∈ σ2, we set
Ut := U(e
tÂ), t ∈ R.
Ut gives a projective unitary representation of {etÂ}t∈R, i.e.,
UtUs = e
iρ(t,s)Ut+s,
where we set
eiρ(t,s) := ω(etÂ, esÂ).
For Â =
(
S T
T S
)
, let
∆(Â) :=
i
2
(∆∗T −∆T )− iNS.
The main theorems in this paper are as follows.
Theorem 3.6 Let Â ∈ σ2. Then ∆(Â) is essentially self-adjoint on F0.
Theorem 3.7 Let Â ∈ σ2. Then
eit∆(Â)a♯(f)e−it∆(Â) = b♯(f), t ∈ R.
For notational convenience we set
Kt := (e
tÂ)21(e
tÂ)−111 .
Theorem 3.8 Let Â ∈ σ2. Then
Ut = e
i
∫
t
0
τ
Â
(s)dseit∆(Â), t ∈ R,
where
τ
Â
(s) :=
1
2
ImTr(T ∗Ks).
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Corollary 3.9 Let Â ∈ σ2.
∫ t
0 ImTr(T
∗Ks)ds = 0 if and only if
Ut = e
it∆(Â), t ∈ R.
Namely in the case of
∫ t
0 ImTr(T
∗Ks)ds = 0, Ut gives a unitary representation of
{etÂ}t∈R.
Proof: It follows from Theorem 3.8. ✷
Corollary 3.10 Let Â ∈ σ2. Then the local exponent ρ(·, ·) is given by
ρ(t, s) =
∫ t
0
τ
Â
(r)dr +
∫ s
0
τ
Â
(r)dr −
∫ t+s
0
τ
Â
(r)dr.
Proof: We directly see that
UtUs = e
i
{∫
t
0
τ
Â
(r)dr+
∫
s
0
τ
Â
(r)dr
}
ei(t+s)∆(Â) = e
i
{∫
t
0
τ
Â
(r)dr+
∫
s
0
τ
Â
(r)dr−
∫
t+s
0
τ
Â
(r)dr
}
Ut+s.
Then the corollary follows. ✷
Corollary 3.11 Let Â ∈ σ2. Then
Ût := e
−i
∫
t
0
τ
Â
(s)dsUt
gives a unitary representation of {etÂ}t∈R, and Ût is a normal ordered quadratic
expression of eit∆(A). In particular it follows that
(Ω, eit∆(A)Ω) = det(1−K∗tKt)1/4e−i
∫
t
0
τ
Â
(s)ds.
Proof: Since we actually have Ût = e
it∆(A), the corollary follows. ✷
Example 3.12 Let
S = S = −S∗, T = T = T ∗. (3.7)
Then Â =
(
S T
T S
)
satisfies the assumptions of Corollary 3.9.
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Let H = L2(R, dx) and Γ be the complex conjugation. Define the Hilbert-Schmidt
operator T by
Tφ(x) =
∫
R
g(x, y)φ(y)dy
with a real-valued function g(x, y) ∈ L2(R × R). Let f be a real-valued measurable
function such that f ∈ L∞(R) and f(−x) = −f(x). Define S by
S = f(
d
dx
).
Then S and T satisfy (3.7).
4 Weak differentiability of Ut
In this section we shall prove the weak differentiability of UtΩ in t. Throughout this
section we assume that Â =
(
S T
T S
)
∈ σ2. The next lemma is fundamental.
Lemma 4.1 Let Tt ∈ B2 and St ∈ B. Assume that Tt is differentiable in t in B2,
and St in B with
d
dt
Tt = T
′
t and
d
dt
St = S
′
t. Then TtSt is differentiable in t in B2
with
d
dt
TtSt = T
′
tSt + TtS
′
t.
Proof: We have∥∥∥∥Tt+ǫSt+ǫ − TtStǫ − T ′tSt − TtS ′t
∥∥∥∥
2
≤
∥∥∥∥Tt+ǫ − Ttǫ − T ′t
∥∥∥∥
2
‖St+ǫ‖+ ‖T ′t‖2‖St+ǫ − St||+ ‖Tt‖2
∥∥∥∥St+ǫ − Stǫ − S ′t
∥∥∥∥
→ 0
as ǫ→ 0. Hence the lemma follows. ✷
Lemma 4.2 It follows that (etÂ)ij, i 6= j (resp. i = j), is differentiable in t in B2
(resp. B) with
d
dt
(etÂ)ij = (Âe
tÂ)ij.
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Proof: Since
d
dt
etÂ = ÂetÂ in B(H⊕H),
it follows that
d
dt
(etÂ)ij = (Âe
tÂ)ij in B.
Let i = 2, j = 1. Then we have∥∥∥∥{1ǫ
(
e(t+ǫ)Â − etÂ
)
− ÂetÂ
}
21
∥∥∥∥
2
=
∥∥∥∥∥∥
∑
k=1,2
(etÂ)2k
{
1
ǫ
(
eǫÂ −E
)
−A
}
k1
∥∥∥∥∥∥
2
≤ ‖(etÂ)21‖2
∥∥∥∥{1ǫ
(
eǫÂ −E
)
− A
}
11
∥∥∥∥+ ‖(etÂ)22‖ ∥∥∥∥{1ǫ
(
eǫÂ −E
)
−A
}
21
∥∥∥∥
2
.
Since ∥∥∥∥{1ǫ
(
eǫÂ − E
)
− A
}
11
∥∥∥∥→ 0, ‖(eǫÂ)22‖ → 1
as ǫ→ 0, it is enough to prove that∥∥∥∥{1ǫ
(
eǫÂ −E
)
−A
}
21
∥∥∥∥
2
=
∥∥∥∥1ǫ (eǫÂ)21 − T
∥∥∥∥
2
→ 0
as ǫ→ 0. By (3.3) and (3.4) we see that 0 (etÂ)21
(etÂ)21 0
 = ∞∑
m=0
Y2m+1(t)e
tS.
Hence  0 (etÂ)21 − tT
(etÂ)21 − tT 0
 = ∞∑
m=0
Y2m+1(t)e
tS − tT.
Since ∥∥∥∥∥∥
 0 (etÂ)21 − tT
(etÂ)21 − tT 0
∥∥∥∥∥∥
2
B2⊕
= 2‖(etÂ)21 − tT‖22,
it is enough to show that
lim
t→0
1
|t|
∥∥∥∥∥
∞∑
m=0
Y2m+1(t)e
tS − tT
∥∥∥∥∥
B2⊕
= 0. (4.1)
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Since ‖etS −E‖H⊕H = ‖etS − 1‖, we have∥∥∥∥∥
∞∑
m=0
Y2m+1(t)e
tS − tT
∥∥∥∥∥
B2⊕
≤
∥∥∥∥∥
∞∑
m=0
Y2m+1(t)− tT
∥∥∥∥∥
B2⊕
+ |t|‖T‖B2⊕‖etS − 1‖.
It is obvious that
lim
t→0
1
|t| |t|‖T‖B2⊕‖e
tS − 1‖ = 0.
We have
1
|t|
∥∥∥∥∥
∞∑
m=0
Y2m+1(t)− tT
∥∥∥∥∥
B2⊕
≤ 1|t|‖Y1(t)− tT‖B2⊕ +
1
|t|
∥∥∥∥∥
∞∑
m=1
Y2m+1(t)
∥∥∥∥∥
B2⊕
.
Since
‖etSTe−tS −T‖B2⊕ ≤ ‖T‖B2⊕(‖e−tS − 1‖+ ‖etS − 1‖),
‖etSTe−tS −T‖B2⊕ is continuous at t = 0. Then we have
lim
t→0
1
|t|‖Y1(t)− tT‖B2⊕ = limt→0
1
|t|‖
∫ t
0
(et1STe−t1S −T)dt1‖B2⊕
≤ lim
t→0
1
|t|
∫ t
0
‖et1STe−t1S −T‖B2⊕dt1 = 0.
Moreover by (3.5),
lim
t→0
1
|t|
∥∥∥∥∥
∞∑
m=1
Y2m+1(t)
∥∥∥∥∥
B2
⊕
≤ lim
t→0
1
|t|
∞∑
m=1
‖T‖2m
(2m+ 1)!
|t|2m+1‖T‖B2
⊕
= lim
t→0
‖T‖B2
⊕
sinh(|t|‖T‖)− |t|‖T‖
|t|‖T‖ = 0.
Hence we conclude (4.1). In the case of i = 1, j = 2, the lemma is similarly proven.
✷
Lemma 4.3 Kt is differentiable in t in B2 with
d
dt
Kt = K
′
t := (Âe
tÂ)21(e
tÂ)−111 − (etÂ)21(etÂ)−111 (ÂetÂ)11(etÂ)−111 . (4.2)
Proof: By Lemma 4.2 we see that
d
dt
(etÂ)21 = (Âe
tÂ)21 in B2,
d
dt
(etÂ)−111 = (e
tÂ)−111 (Âe
tÂ)11(e
tÂ)−111 in B.
Then by Lemma 4.1 we obtain (4.2). ✷
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Lemma 4.4 Let Ψ ∈ F0. Then (∆†Kt)nΨ is strongly differentiable in t with
d
dt
(∆†Kt)
nΨ = n∆†K ′
t
(∆†Kt)
n−1Ψ.
Proof: Using Lemma 2.6, we have
1
ǫ
(
∆†Kt+ǫ −∆†Kt
)
Ψ−∆†K ′
t
Ψ = ∆†1
ǫ
(Kt+ǫ−Kt)−K ′t
Ψ.
Then by Lemmas 2.5 and 4.3, we have
∥∥∥∥1ǫ
(
∆†Kt+ǫ −∆†Kt
)
Ψ−∆†K ′
t
Ψ
∥∥∥∥ ≤ √6 ∥∥∥∥1ǫ (Kt+ǫ −Kt)−K ′t
∥∥∥∥
2
‖(N + 1)Ψ‖ → 0
as ǫ→ 0. Then
d
dt
∆†KtΨ = ∆
†
K ′
t
Ψ.
We have
1
ǫ
{
(∆†Kt+ǫ)
n − (∆†Kt)n
}
Ψ− n∆†K ′
t
∆†Kt
n−1
Ψ
=
n−1∑
j=0
(∆†Kt+ǫ)
j
{
1
ǫ
(∆†Kt+ǫ −∆†Kt)−∆†K ′t
}
(∆†Kt)
n−j−1Ψ
+
n−1∑
j=0
j−1∑
i=0
(∆†Kt+ǫ)
i
(
∆†Kt+ǫ −∆†Kt
)
∆†K ′
t
(∆†Kt)
n−i−2Ψ.
Hence we see that
∥∥∥∥1ǫ ((∆†Kt+ǫ)n − (∆†Kt)n)Ψ− n∆†K ′t∆†Ktn−1Ψ
∥∥∥∥
≤ (
√
6)n
n−1∑
j=0
(2n− 1)!!‖Kt+ǫ‖j‖Kt‖n−j−1
∥∥∥∥1ǫ (Kt+ǫ −Kt)−K ′t
∥∥∥∥
2
‖Ψ‖
+(
√
6)n
n−1∑
j=0
j−1∑
i=0
(2n− 1)!!‖Kt+ǫ‖i2‖K ′t‖2‖Kt‖n−i−2‖Kt+ǫ −Kt‖2‖Ψ‖. (4.3)
As ǫ→ 0, the right-hand side of (4.3) goes to zero. Then the lemma follows. ✷
Lemma 4.5 Let Ψ ∈ F . Then (Ψ, UtΩ) is differentiable in t.
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Proof: We have
(Ψ, UtΩ) = det(1−K∗tKt)1/4(Ψ, e−
1
2
∆†
KtΩ).
We shall show that det(1−K∗tKt)1/4 and (Ψ, e−
1
2
∆†
KtΩ) are differentiable in t. Note
that
det(1−K∗tKt)−1/2 =
∞∑
n=0
(
1
n!
(
−1
2
)n)2
‖(∆†Kt)nΩ‖2.
Since
d
dt
‖(∆†Kt)nΩ‖2 = 2Re((∆†Kt)nΩ, n∆†K ′t(∆
†
Kt)
n−1Ω)
by Lemma 4.4, and∣∣∣∣∣ ddt‖(∆†Kt)nΩ‖2
∣∣∣∣∣ ≤ 2n(2n− 1)√6‖K ′t‖2‖(∆†Kt)nΩ‖‖(∆†Kt)n−1Ω‖,
we obtain that
∞∑
n=0
∣∣∣∣∣
(
1
n!
(
−1
2
)n)2 d
dt
‖(∆†Kt)nΩ‖2
∣∣∣∣∣
≤
√
6
(
∞∑
n=0
(
1
n!
(
−1
2
)n)2
‖(∆†Kt)nΩ‖2
)1/2
×
(
∞∑
n=0
(2n+ 1)2
(
1
n!
(
−1
2
)n)2
‖(∆†Kt)nΩ‖2
)1/2
<∞.
Thus det(1−K∗tKt)−1/2 is continuously differentiable in t with
d
dt
det(1−K∗tKt)−1/2 = 2Re(e−
1
2
∆†
KtΩ,−1
2
∆†K ′
t
e−
1
2
∆†
KtΩ).
In particular det(1−K∗tKt)1/4 is continuously differentiable in t. Next we estimate
(Ψ, e−
1
2
∆†
KtΩ). We have
(Ψ, e−
1
2
∆†
KtΩ) =
∞∑
n=0
1
n!
(
−1
2
)n
(Ψ(2n), (∆†Kt)
nΩ).
Since by Lemma 4.4,
d
dt
(Ψ(2n), (∆†Kt)
nΩ) = (Ψ(2n), n∆†K ′
t
(∆†Kt)
n−1Ω),
and ∣∣∣∣∣ ddt(Ψ(2n), (∆†Kt)nΩ)
∣∣∣∣∣ ≤ ‖Ψ(2n)‖n(2n− 1)√6‖K ′t‖2‖(∆†Kt)n−1Ω‖,
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it follows that
∞∑
n=1
∣∣∣∣∣ ddt(Ψ(2n), (∆†Kt)nΩ)
∣∣∣∣∣
≤ ‖Ψ‖
√
6‖K ′t‖2
(
∞∑
n=0
(2n+ 1)2
1
22
(
1
n!
(
−1
2
)n)2
‖(∆†Kt)nΩ‖2
)1/2
<∞,
which implies that (Ψ, e−
1
2
∆†
KtΩ) is continuously differentiable in t with
d
dt
(Ψ, e−
1
2
∆†
KtΩ) = (Ψ,−1
2
∆†K ′
t
e−
1
2
∆†
KtΩ).
Hence the lemma follows. ✷
5 Proof of Theorems
5.1 Proof of Theorem 3.6
Lemma 5.1 Let Â ∈ σ2. Then
‖∆(Â)Ψ‖ ≤ α‖(N + 1)Ψ‖,
where α := max{√6‖T‖2, ‖S‖}.
Proof: We obtain from (2.12)–(2.14) that
‖∆(Â)Ψ‖ ≤ 1
2
(
‖∆†TΨ‖+ ‖∆TΨ‖
)
+ ‖ÂSΨ‖,
≤ 1
2
(√
6‖T‖2‖(N + 1)Ψ‖+ ‖T‖2‖NΨ‖
)
+ ‖S‖‖NΨ‖,
≤ max{
√
6‖T‖2, ‖S‖}‖(N + 1)Ψ‖.
Thus the lemma follows. ✷
Lemma 5.2 Let Ψ ∈ F0. Then, for t ∈ (−1/2α, 1/2α),
∞∑
n=0
‖∆(Â)nΨ‖tn
n!
<∞.
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Proof: It is enough to prove the lemma for Ψ ∈ F (n). Note that
∆(Â)kΨ ∈
n+2k⊕
m=0
F (m).
By Lemma 5.1 it follows that
‖∆(Â)kΨ‖ ≤ αk(n+ 2k − 1)(n+ 2k − 3) · · · (n+ 1)‖Ψ‖.
Hence we have
∞∑
n=0
‖∆(Â)nΨ‖tn
n!
≤
∞∑
n=0
(n + 2k − 1)(n+ 2k − 3) · · · (n+ 1)
n!
αktk‖Ψ‖.
The right-hand side above converges for tα ∈ (−1/2, 1/2), thus the lemma follows.
✷
Proof of Theorem 3.6
By Lemma 2.6 and the assumption such that T ∗ = T , S∗ = −S, it follows that
(∆†T )
∗ = ∆T , N
∗
S
= −NS
on F0. In particular D(Â) is a symmetric operator on F0. By Lemma 5.2, we see
that F0 is a set of analytic vectors for ∆(Â). Hence the Nelson analytic vector
theorem [15, Theorem X.39] yields that ∆(Â) is essentially self-adjoint on F0. ✷
5.2 Proof of Theorem 3.7
Let ad0A(B) = B and ad
k
A(B) = [A, ad
k−1
A (B)]. It is well known that
AnB =
n∑
k=0
(
n
k
)
adkA(B)A
n−k.
Lemma 5.3 We have on F0
(1) adk
i∆(Â)
(a(f)) = a((Âk)11f) + a
∗((Âk)21f),
(2) adk
i∆(Â)
(a∗(f)) = a((Âk)12f) + a
∗((Âk)22f).
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Proof: We prove the lemma through an induction. We directly see that
[i∆(Â), a(f)] = a(Sf) + a∗(Tf),
[i∆(Â), a∗(f)] = a(Tf) + a∗(Sf).
Thus the lemma follows for k = 1. Assume that
adk
i∆(Â)
(a∗(f)) = a((Âk)12f) + a
∗((Âk)22f).
Then we have
adk
i∆(Â)
(a∗(f)) = [i∆(Â),+a((Âk)12f) + a
∗((Âk)22f)]
= a(T (Âk)22f + S(Â
k)12f) + a
∗(S(Âk)22f + T (Â
k)12f)
= a((Âk+1)12f) + a
∗((Âk+1)22f).
Thus (1) follows. (2) is proven in the similar manner. ✷
Proof of Theorem 3.7
Let Ψ,Φ ∈ F0. We define for z ∈ C
F1(z) = (Φ, e
iz∆(Â)a∗(f)Ψ),
F2(z) = (bz(f)Φ, e
iz∆(Â)Ψ),
where
bz(f) = a((e
zÂ)11f) + a
∗((ezÂ)21f).
Since, by Lemma 5.2, Ψ and Φ are analytic vectors for ∆(Â), for |z| < 1/2α, Fj(z)
are analystic. We have
dnF1(z)
dzn
⌈z=0 = (Φ, (i∆(Â))na∗(f)Ψ)
=
n∑
k=0
(
n
k
)
(Φ, adk
i∆(Â)
(a∗(f))(i∆(Â))n−kΨ)
=
n∑
k=0
(
n
k
)
(Φ, [a((Âk)12f) + a
∗((Âk)22f)](i∆(Â))
n−kΨ).
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On the other side we see that
dnF2(z)
dzn
⌈z=0 =
n∑
k=0
(
n
k
)
([a((Âk)11f) + a
∗((Âk)21f)]Φ, (i∆(Â))
n−kΨ)
=
n∑
k=0
(
n
k
)
(Φ, [a((Âk)12f) + a
∗((Âk)22f)](i∆(Â))
n−kΨ).
Here we used
(Âk)21 = (Â
k)12, (Âk)11 = (Â
k)22.
Hence we obtain
F1(z) = F2(z), |z| < 1/2α,
which implies that
e−izÂΦ ∈ D(a(f))
with
a(f)e−izÂΦ = e−izÂbz(f)Φ, |z| < 1/2α.
In particular we have
eitÂa(f)e−itÂΦ = bt(f)Φ
for all t ∈ Rd by the group property. The identity
eitÂa∗(f)e−itÂΦ = b∗t (f)Φ
can be also proven similarly. Then the theorem follows. ✷
5.3 Proof of Theorem 3.8
By the uniqueness of the proper canonical transformation, we have
Ut = e
iθ(t)eitÂ,
with some function θ(·) : R→ R.
Lemma 5.4 We have θ ∈ C(R).
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Proof: Note that
eiθ(t) =
(Ω, UtΩ)
(Ω, eit∆(A)Ω)
.
Since (Ω, UtΩ) and (Ω, e
it∆(A)Ω) are continuously differentiable in t by Lemma 4.5,
the lemma follows. ✷
Proof of Theorem 3.8
Since
R ∋ det(1−K∗tKt)−1/2 = (Ω, UtΩ) = (Ω, eiθ(t)eit∆(A)Ω),
we see that
d
dt
(Ω, eiθ(t)eit∆(A)Ω) = iθ′(t)(Ω, UtΩ) + (Ω, i∆(A)UtΩ) ∈ R.
Moreover (Ω, UtΩ) ∈ R employs that
θ′(t)(Ω, UtΩ) = −Im(Ω, i∆(A)UtΩ) = −Im(1
2
∆†TΩ, UtΩ).
Then we have
θ′(t) = −Im1
2
(∆†TΩ, UtΩ)
(Ω, UtΩ)
= −1
2
Im(∆†TΩ, e
− 1
2
∆†
KtΩ) =
1
4
Im(∆†TΩ,∆
†
KtΩ).
It can be directly proven that
(Ω, [∆T ∗ ,∆
†
Kt ]Ω) = 2Tr(T
∗Kt).
Thus we have
θ′(t) =
1
2
ImTr(T ∗Kt).
Hence we conclude that
θ(t) =
∫ t
0
1
2
ImTr(T ∗Ks)ds,
and then the theorem follows. ✷
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6 Examples
6.1 Diagonal cases
Lemma 6.1 Let Â =
(
S 0
0 S
)
∈ σ2. Then
Ut = e
it∆(A). (6.1)
Proof: τ
Â
(s) ≡ 0 implies (6.1) by Corollary 3.9. ✷
Theorem 6.2 Let S∗ = −S. Then
:exp
(
−N
(1−e+tS)
)
:= exp (tNS) . (6.2)
Proof: Let Â =
(
S 0
0 S
)
. Since
Ut = :exp
(
−N
(1−e+tS)
)
:
exp (it∆(A)) = exp (tNS) ,
the lemma follows from Lemma 6.1.1 ✷
In particular setting S = i1 in Lemma 6.2,2 we have
:exp
(
−(1 − eit)N
)
: Ψ = exp (itN) Ψ. (6.3)
Since Ψ ∈ F0 is an analytic vector for exp (itN), (6.3) can be extended to t→ −iβ,
β ∈ R, i.e., we have for Ψ ∈ F0,
:exp
[
(eβ − 1)N
]
: Ψ = exp (βN)Ψ.
In particular we obtain for Ψ ∈ F0,
:exp (tN): Ψ = exp (log(t+ 1) N) Ψ, t ≥ 0. (6.4)
1(6.2) is shown in [18, Corollary 5.4].
2eitN can be regarded as the Fourier trasformation on F . See [19].
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6.2 Integral formulae
Let F = F(L2(R)). Let a(k) be the kernel of a(f) defined by
(a(k)Ψ)(n) (k1, · · · , kn) =
√
n+ 1
∫
Ψ(n+1)(k, k1, · · · , kn)dk1 · · ·dkn.
It is well known that for Ψ ∈ F0,∫
Rn
‖a(k)Ψ‖2dk = ‖N1/2Ψ‖2.
This formula can be extended as follows.
Corollary 6.3 Let Ψ ∈ F0 and t ≥ 0. Then
∞∑
n=0
tn
n!
∫
Rn
‖a(k1) · · · a(kn)Ψ‖2dk1 · · · dkn = ‖e(1/2) log(t+1) NΨ‖2.
Proof: We have
∞∑
n=0
tn
n!
∫
Rn
‖a(k1) · · ·a(kn)Ψ‖2dk1 · · · dkn = (Ψ, :etN: Ψ)
Then from (6.4) the lemma follows. ✷
6.3 Commutative cases
Theorem 6.4 Let Â =
(
S T
T S
)
∈ σ2 and [S, T ] = 0. Then
exp
(
it
{
i
2
(∆†T −∆T )− iNS
})
= C exp
(
−1
2
∆†tanh tT
)
:exp
(
−N
(1−e+tS cosh−1 tT )
)
: exp
(
+
1
2
∆tanh tT
)
, (6.5)
where
C := e−i
∫
t
0
1
2
ImTr(T ∗ tanh sT )dsdet(1− | tanh tT |2)1/4,
| tanh tT |2 = (tanh tT )∗ tan htT.
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Proof: It follows that [(
S 0
0 S
)
,
(
0 T
T 0
)]
= 0.
Hence we see that
exp(tA) = exp
(
t
(
S 0
0 S
))
exp
(
t
(
0 T
T 0
))
=
(
etS cosh tT etS sinh tT
etS sinh tT etS cosh tT
)
. (6.6)
Since
(etÂ)21(e
tÂ)−111 = (e
tÂ)−111 (e
tÂ)21 = tanh tT
1− ((etÂ)−111 )∗ = 1− (e−tS cosh−1 tT )∗ = 1− e+tS cosh−1 tT,
(6.5) follows from Theorem 3.7. ✷
Corollary 6.5 Assume the same assumptions as in Theorem 6.4. Then
(Ω, eit{ i2 (∆†T−∆T )−iNS}Ω) = e−i
∫
t
0
1
2
ImTr(T ∗ tanh sT )dsdet(1− | tanh tT |2)1/4.
A Appendix
We demonstrate a direct proof of the following theorem in this Appendix.
Theorem A.1 Let Â =
(
S T
T S
)
∈ σ2. Then for Ψ ∈ F0,
s− lim
t→0
Ut − 1
t
Ψ = i∆(Â)Ψ.
Before going to a proof of Theorem A.1, we show several lemmas. For notational
convenience we set
∆†t := −
1
2
∆†Kt , ∆
† = −1
2
∆†T .
Lemma A.2 We have
lim
t→0
Tr
[
1
t2
log(1−Kt∗Kt)
]
= −‖T‖22.
35
Proof: We shall prove
lim
t→0
Tr
[
1
t2
log(1−Kt∗Kt) + T ∗T
]
= 0.
Note that ‖Kt‖ < 1. Then we have
log(1−Kt∗Kt) = −
∞∑
n=1
1
n
(Kt
∗Kt)
n
in the operator norm, from which it follows that
Tr
[
1
t2
log(1−Kt∗Kt) + T ∗T
]
= Tr
[
T ∗T − 1
t2
Kt
∗Kt
]
− Tr
[
1
t2
∞∑
n=2
(Kt
∗Kt)
n
]
=
(
‖T‖22 −
∥∥∥∥Ktt
∥∥∥∥2
2
)
− Tr
[
1
t2
∞∑
n=2
(Kt
∗Kt)
n
]
.
By Lemma 4.3, Kt/t→ T in B2 as t→ 0. Then
lim
t→0
(
‖T‖22 −
∥∥∥∥Ktt
∥∥∥∥2
2
)
= 0.
Let {ej} be a complete orthonormal system of H. We have
|Tr
[
1
t2
∞∑
n=2
1
n
(Kt
∗Kt)
n
]
| = |
∞∑
j=1
(ej ,
1
t2
∞∑
n=2
(Kt
∗Kt)
nej)|
≤
∞∑
j=1
1
t2
∞∑
n=2
1
n
|(Ktej, Kt(Kt∗Kt)n−2Kt∗Ktej)|
≤
∞∑
j=1
1
t2
∞∑
n=2
1
n
‖Ktej‖2‖Kt‖2n−2
=
∞∑
j=1
‖Ktej‖2
t2
(− log(1− ‖Kt‖2)− ‖Kt‖2
‖Kt‖2
)
=
∥∥∥∥Ktt
∥∥∥∥2
2
(− log(1− ‖Kt‖2)− ‖Kt‖2
‖Kt‖2
)
.
Since ‖Kt/t‖22 → ‖T‖22 as t→ 0 and ‖Kt‖ → 0 as t→ 0, we obtain that
lim
t→0
∥∥∥∥Ktt
∥∥∥∥2
2
(− log(1− ‖Kt‖2)− ‖Kt‖2
‖Kt‖2
)
= 0.
Hence the lemma follows. ✷
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Lemma A.3 We have
lim
t→0
1
t2
{
det(1−Kt∗Kt)1/4 − 1
}
= −1
4
‖T‖22.
Proof: Since det(1−Kt∗Kt)1/4⌈t=0= 1, it follows that
lim
t→0
1
t2
{
det(1−Kt∗Kt)1/4 − 1
}
=
d
d(t2)
det(1−Kt∗Kt)1/4⌈t=0
=
d
d(t2)
log det(1−Kt∗Kt)1/4⌈t=0.
Note that
log det(1−Kt∗Kt)1/4 = 1
4
Tr log(1−Kt∗Kt).
Then we have by Lemma A.2
lim
t→0
1
t2
{
det(1−Kt∗Kt)1/4 − 1
}
=
1
4
lim
t→0
1
t2
Tr log (1−Kt∗Kt) = −1
4
‖T‖22.
The proof is complete. ✷
Lemma A.4 We have
lim
t→0
∥∥∥∥Ut − 1t Ω
∥∥∥∥ = ‖∆†Ω‖.
Proof: We have
lim
t→0
∥∥∥∥Ut − 1t Ω
∥∥∥∥2 = limt→0 2t2 {1− Re(UtΩ,Ω)} .
Note that
(UtΩ,Ω) = det(1−Kt∗Kt)1/4.
Thus by Lemma A.3 we have
lim
t→0
2
t2
(1− det(1−Kt∗Kt)1/4) = 1
2
‖T‖22 = ‖∆†Ω‖2.
Thus the lemma follows. ✷
Lemma A.5 Let k ≥ 1. Then
lim
t→0
1
t
‖NkUtΩ‖ = ‖Nk∆†Ω‖.
37
Proof: We note that
1
t2
‖NkUtΩ‖2 =
∞∑
n=1
1
(n!)2
(2n)2k
∥∥∥∥∥(∆
†
t)
n
t
Ω
∥∥∥∥∥
2
.
By Lemma 4.4 we have
lim
t→0
∥∥∥∥∥(∆
†
t)
n
t
Ω
∥∥∥∥∥
2
=
{ ‖∆†Ω‖2, n = 1,
0, n ≥ 2,
and limt→0 ‖(∆†t)nΩ‖2/t2 → 0 uniformly in n ≥ 2. Then by the Lebesgue dominated
convergence theorem yields that
lim
t→0
1
t2
‖NkUtΩ‖2 = lim
t→0
∞∑
n=1
1
(n!)2
(2n)2k
∥∥∥∥∥(∆
†
t)
n
t
Ω
∥∥∥∥∥
2
=
∞∑
n=1
1
(n!)2
(2n)2k lim
t→0
∥∥∥∥∥(∆
†
t)
n
t
Ω
∥∥∥∥∥
2
= 22k‖∆†Ω‖2 = ‖Nk∆†Ω‖2.
Thus the lemma follows. ✷
Lemma A.6 We have
s− d
dt
NkUtΩ⌈t=0= Nk∆†Ω.
Proof: (In the case of k = 0)
We see that∥∥∥∥Ut − 1t Ω−∆†Ω
∥∥∥∥2 = ∥∥∥∥Ut − 1t Ω
∥∥∥∥2 − 2Re(Ut − 1t Ω,∆†Ω
)
+
∥∥∥∆†Ω∥∥∥2 . (1.1)
From Lemma 4.5 it follows that
lim
t→0
(
Ut − 1
t
Ω,∆†Ω
)
= ‖∆†Ω‖2,
and from Lemma A.4
lim
t→0
∥∥∥∥Ut − 1t Ω
∥∥∥∥2 = ‖∆†Ω‖2.
Thus
lim
t→0
∥∥∥∥Ut − 1t Ω−∆†Ω
∥∥∥∥ = 0
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holds and the lemma follows for k = 0.
(In the case of k ≥ 1)
We have ∥∥∥∥NkUt − 1t Ω−Nk∆†Ω
∥∥∥∥2
=
∥∥∥∥NkUt − 1t Ω
∥∥∥∥2 − 2Re(Ut − 1t Ω, N2k∆†Ω
)
+
∥∥∥Nk∆†Ω∥∥∥2 .
From Lemma 4.5 it follows that
lim
t→0
(
Ut − 1
t
Ω, N2k∆†Ω
)
= ‖Nk∆†Ω‖2,
and from Lemma A.5
lim
t→0
1
t2
∥∥∥∥NkUt − 1t Ω
∥∥∥∥2 = limt→0 1t2‖NkUtΩ‖2 = ‖Nk∆†Ω‖2.
Thus
lim
t→0
∥∥∥∥NkUt − 1t Ω−Nk∆†Ω
∥∥∥∥ = 0
follows. Hence the proof is complete. ✷
Proof of Theorem A.1
Let Φ = a∗(f1) · · ·a∗(fn)Ω. Then
Ut − 1
t
Φ = I(t) + II(t),
where
I(t) =
n∑
j=1
b∗t (f1) · · · b∗t (fj−1)
1
t
(b∗t (fj)− a∗(fj)) a∗(fj+1) · · ·a∗(fn)Ω,
II(t) = b∗t (f1) · · · b∗t (fn)
(
Ut − 1
t
)
Ω,
b∗t (fj) = a
∗((etÂ)22fj) + a((e
tÂ)12fj).
Note that
s− lim
t→0
(etÂ)22fj = fj ,
s− lim
t→0
(etÂ)12fj = 0.
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Moreover
1
t
(b∗t (fj)− a∗(fj)) = a∗(
1
t
(etÂ −E)22fj) + a(1
t
(etÂ)12fj),
s− lim
t→0
1
t
(etÂ − E)22fj = Sfj ,
s− lim
t→0
1
t
(etÂ)12fj = s− lim
t→0
1
t
(etÂ − E)12fj = Tfj .
Hence we obtain that
s− lim
t→0
I(t) =
n∑
j=1
a∗(f1) · · ·
(
a(Tfj) + a
∗(Sfj)
)
· · · a∗(fn)Ω
=
(
1
2
∆T +NS
)
a∗(f1) · · · a∗(fn)Ω. (1.2)
Here we used the assumption T ∗ = T . Next we shall estimate II(t). We have
∥∥∥∥b∗t (f1) · · · b∗t (fn){Ut − 1t − (−12∆†T )
}
Ω
∥∥∥∥
≤ C
∥∥∥∥(N + 1)n/2 {Ut − 1t − (−12∆†T )
}
Ω
∥∥∥∥
with some constant C independent of t. By Lemma A.6 it follows that
lim
t→0
∥∥∥∥(N + 1)n/2 {Ut − 1t − (−12∆†T )
}
Ω
∥∥∥∥ = 0.
Hence we obtain that
s− lim
t→0
II(t) = s− lim
t→0
b∗t (f1) · · · b∗t (fn)(−
1
2
∆†T )Ω
= a∗(f1) · · ·a∗(fn)(−1
2
∆†T )Ω
= −1
2
∆†Ta
∗(f1) · · · a∗(fn)Ω.
By (1.2) and (1.3) the theorem follows. ✷
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