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SUMMARY
The structural design of vehicles has become lighter but stronger because of new materials and
more precise analysis of structural safety. But, the future generation of aircraft will suffer more
severe load conditions and service conditions due to their more extreme mission. Current method-
ologies for aircraft certification, and maintenance scheduling are based on statistical distributions,
and a heuristic understanding that assumed the future aircraft can be operated in similar environ-
ments and maneuvers, which is an assumption that may be highly uncertain. To overcome the
shortcomings of conventional methodologies, we need a paradigm shift, the digital twin. However,
the ‘detail’ is not always sufficient for the philosophy of damage tolerance design to simulate a
crack propagation. Therefore, this study suggests a new digital twin method for the purpose of
damage tolerant safety and develops a framework for its application.
In aerospace applications for novel lightweight structures, manufacturers design their aircraft
to ensure design safety based on regulations for damage tolerance design, which assumes the ex-
istence of cracks and the ability to sustain defects until periodic maintenance. However, design
regulations guide only the possibility of cracks based on standard history operation regardless of
the current condition for individual aircraft. Since each individual aircraft has a unique condition
of operation, the study of structural health monitoring suggests identifying any defects as early
as possible and taking corrective action early to minimize the operation cost and the maintenance
cost. The structural health monitoring examines the current state of individual aircraft and simu-
lates the propagation of cracks under various conditions through a computational model referred to
as the digital twin, which represents the actual aircraft and plays a key role in a reliable simulation
of crack propagation in structural health monitoring. Since defects or crack sizes are minuscule,
the finite element of digital twin requires an extremely fine mesh, which requires enormous com-
putation time, making a general finite element method unsuitable for analyzing the behavior of
micro cracks. Therefore, this study proposes a new methodology, the hierarchical finite element
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method (HFEM), to solve the problem of adaptable mesh size and computation time. The HFEM
transfers external loads from global-level to base-level model as grid forces, which is the result of
global-level of FE analysis.
In the pre-processing stage of the HFEM, classes of a finite element model are categorized
into three levels: a micro-level, a base-level, and a global-level model. The global-level model is
an entire system of a structure with an appropriate element size. The HFEM first partitions the
various shape and size of the component elements in the global-level model into k clusters using a
K-means clustering algorithm. Each cluster center is a candidate for the base-level model, which
conducts the crack simulation with fine meshes. Each candidate of the base-level model has a stress
distribution map generated by six components of unit loads. In the case of composite materials,
the stress map contains additional information, amplification factors, from the micro-level model
by applying six components of unit loads on the candidate unit cells, which depend on fiber array
types.
Post-processing is the simulation of the prognosis for the digital twin with actual aerodynamic
loads to predict the remaining life based on the crack propagation analysis. The constituent element
in the base-level model behaves individually with cellular automata rules, an effective way of
simulating complex systems without central control. The simulation emerges to a stable or unstable
point according to simple local operating rules and neighboring effects. This study investigates
local rules and neighboring effects for the crack propagation to employ it in the crack simulation
in the HFEM. Crack simulation advances the analysis by regarding an element as a dead cell
if the residual strength, calculated based on the fracture mechanics, reaches a critical factor. A
mathematical crack-closure model determines critical factors with a size of influence region and
the effect of neighboring elements, the former of which determines its life cycle.
This study will create a virtual simulation environment to analyze the life cycle of aircraft
based on the proposed HFEM by assuming that installed fiber optic sensors are on the wing. Like
a real application, embedded sensors at certain locations provide the strain information along the
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span of the wing. Strains, acting as aerodynamic loads, need to transfer at the independent node
of multi-point constraints. Independent nodes deliver loads to their dependent nodes, which are
surrounding nodes of the independent node, to represent a pressure effect. This study proposes a
K-means clustering method to classify all elements into clusters to represent a center of the cluster
as an independent node and members of the cluster as dependent nodes. Then, cluster centers
deliver aerodynamic forces as an appropriate way to the digital twin.
In the virtual simulation, the digital twin, adopting the cyclic load from virtual sensors, will
analyze the remaining life of the aircraft. However, the remaining life is not able to be predicted
with currently acquired cyclic loads because it requires future cyclic loads. Therefore, this study
proposes an inverse transport wing standard (TWIST) method to forecast the future time-series
of cyclic loads based on current loads. TWIST is a spectrum generating method developed to
standardize a stress spectrum of transport aircraft by using historical data of fatigue life. In this
study, as following the method of TWIST, acquired data from sensors can be samples of standard
spectrum to generate a predicted historical data. Thus, the digital twin with the stress spectrum of
predicted historical data enables the prognosis of remaining life based on accumulated data.
The affordability of the HFEM for the prediction of remaining life will be a turning point from
inspections based on schedules to inspections based on demand approach. Further, the HFEM
enables us to evaluate complex decision making for a damaged aircraft component with reliable





World War I and World War II witnessed the rapid development of structural design technology
in aerospace engineering. After World War II, engineers began to apply the concept of safety to
structural design technology. Studying the limits of stress and the elastic zone, structural engineers
used the safety factor to prevent the failure of a structure by examining uncertainty in the design of
aircraft with applied loads. Despite the introduction of these safety factors, some aviation accidents
occurred in the 1950s. In 1954, an accident involving a Comet airplane, Figure 1.1, was found
to result from fatigue failure without exceeding the allowable load [1]. This accident led to the
introduction of a safe-life design method based on fatigue life, which has evolved into a safe-life
design concept that guarantees structural safety within a design life.
Figure 1.1: BBC News in 1954, “Metal fatigue” caused the Comet crash [1]
Despite the efforts of structural design engineers to prevent structural failures, the B707, illus-
trated in Figure 1.2, was involved in an accident that occurred in 1977. The National Transportation
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Safety Board(NTSB), an independent U.S. government investigative agency responsible for civil
transportation accident investigation, determined that the accident may have resulted from poten-
tial cracks and fatigue cracks inside the aircraft that led to an additional examination of structural
failure [2]. Thus, aerospace engineers examined approaches to detect cracks that can lead to a
catastrophic failure in an aircraft and overcoming potential deficiencies. The result of such efforts
led to the development of the fail-safe design concept applied to aircraft.
Figure 1.2: A Dan-Air Boeing 707 similar to the crash aircraft [2]
The fail-safe design does not apply to all parts of the aircraft, only to critical parts such as the
primary structure of an aircraft. Even though an aircraft may have some cracks or potential defects
in its most critical parts, the design concept ensures the safety of a structure until the next inspection
cycle. In other words, the aircraft structure is designed to ensure safety against crack propagation
until the next inspection cycle under the assumption that the structure contains potential defects
or cracks . This method is referred to as damage tolerance design. Any civil aircraft needs to
meet criteria from FAA certification process which is related to damage tolerance philosophy in
satisfying the FAA damage tolerance requirements. Swif T. described the latest FAA certification
steps to be taken in the damage tolerance analysis by itemized it and included details of required
certification testing in Ref. [3].
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During operation, an aircraft designed using damage tolerance certification allows cracked
structures to withstand all design loads until inspectors can detect and determine the critical size
of crack inside the structure, or damage, or excessive deformation of the entire structure. Dam-
age tolerance design, which generally combines the existing safe-life and fail-safe concepts, must
guarantee that the design is able to withstand simultaneous cracks and also predict their propaga-
tion. When the damage tolerance design is analyzed with the simultaneous presence of cracks at
multiple locations, this design method is referred as widespread fatigue damage (WFD). WFD is
raised to consider multiple site damage and multiple element damage cracks that are typically too
small to initially be reliably detected with normal inspection methods. As an aircraft ages, these
cracks will grow, and eventually imperil the structural integrity of the aircraft. WFD specifications
are included in a FAA rule announced on Jan. 2011 and all aircraft manufacturers are now required
to prove the compliance of the criteria of WFD [4]. The WFD is not only required for the manu-
facturer, but also airline companies who must adjust maintenance schedule to comply with WFD
criteria.
From historical lessons, all recently and currently manufactured aircraft structures must meet
the design requirements specified in regulations such as those listed in Federal Aviation Regula-
tions (FARs) for civil aircraft and those for US Military Standards and Specifications for military
aircraft. Specifically, civil aircraft needs to follow criteria that is provided by FAA within AC
(advisory circular). For example, the fatigue and damage tolerance design for transport aircraft
is written in AC 23-13A and all manufactures must comply criteria in AC23-13A [5]. Design
requirements are typically validated through finite element analysis and experiments with actual
structures. However, because of their cost and time, experiments are usually used only as a means
of validating the results of design through finite element analysis. Thus, at the design stage of an
aircraft, finite element analysis is a critical step that must follow proper methods and procedures
according to regulations. In finite element analysis, design engineers perform stress and a mar-
gin of safety analysis to evaluate the safety of an aircraft under the static loading conditions of a
3
structure. Static loads are usually considered in two forms, limit load and ultimate loads according
to the airworthiness regulations. Static stress analysis typically uses the ultimate load, which is
the limit load multiplied by a safety factor of 1.5. The results of an analysis under an ultimate
load allows for local breakage and buckling, while ensuring the overall safety of a structure. Once
design engineers evaluate safety under the ultimate load, they conduct a fatigue analysis under the
condition of a limit load based on stress information, which is the result of the static analysis.
To demonstrate safety within the fatigue life of an aircraft structure, a fatigue analysis for
dynamic loads should be conducted. The dynamic loads are obtained from either a flight record
of a similar aircraft when no actual flight data are available, or by a standardized load spectrum.
Typical standard load spectra are the transport wing standard spectrum (TWIST) for civil aircraft,
FELIX for a helicopter with a fixed or articulated rotor system, HELIX for a helicopter with a
hinged or articulated rotor system, and a fighter aircraft loading standard for fatigue evaluation
(FALSTAFF) of a fighter aircraft [6].
The dynamic loads are then utilized to analyze both the safe-life and fail-safe design require-
ments which also advocated as fatigue analysis and damage tolerance analysis. First, the safe-life
requirement calculates the fatigue life corresponding to the stress through the S−N or ε−N curve,
applies Miner’s rule that accumulates the damage, and compiles the stress cycle . Miner’s rule is a
standard cumulative damage method presented in the FAA Advisory Circular for calculating dam-
age at various amplitude loadings by assuming that fatigue failure occurs when the accumulated
damage reaches value 1 [7].
Based on the result of the fatigue life analysis, fatigue critical locations are recognized, and
the critical locations are assumed as locations where cracks can initially occur. Thus, the critical
location needs to prove its future safety by the damage tolerance analysis. The damage tolerance
design method, based on the LEFM theory, assumes that the stress intensity factor is calculated
from partial damage, or that a latent crack progresses when the stress intensity factor reaches a
critical stress intensity factor. Thus, this method calculates fatigue life by estimating the propaga-
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tion cycles of a crack during the length of the propagation of an initial crack to the final length of
the fracture crack .
1.2 Problems with current structural design concepts
1.2.1 Inherent risks for uncommon operation
Design requirements and concepts that ensure the structural safety of aircraft were discussed in the
previous section. The newest design concept, WFD, requires the certification of a damage tolerant
structure for simultaneous cracks, a critical requirement for all newly designed aircraft. According
to FAA regulations, to ensure the safety of operation against flaws, a damage tolerance analysis
that includes inspection schedules must be discussed for structural endurance of a structure or a
part until the next scheduled inspection to repair the flaw that inherently existed, accidentally oc-
curred, or periodically accumulated. The maintenance schedule, inspections, or even the method
of damage tolerance analysis is based on historical experience. In other words, these design re-
quirements are based on an empirical database and entail the evaluation of safety using guesswork
and then estimating the load and repetition of events that an aircraft will experience.
All aircraft in a fleet share a manual of scheduling and maintenance, both of which are deter-
mined from the results of the damage tolerance analysis at the design stage. We refer to this task
as design-based maintenance scheduling, which is a means of overcoming the limitations of the
current aircraft design concept. However, recent studies have pointed out problems of uncertain-
ties that need to be accounted for maintenance, an approach that would not have been addressed
or even possible with design-based, maintenance scheduling for future aircraft. For example, E.
H. Glaessgen and D.S. Stargel[8] argued that existing methodologies for vehicle certification, fleet
management, and sustainment based on a heuristic understanding of structural behavior are not
suitable for future generations of NASA and U.S. Air Force vehicles, which must be lighter, while
being subjected to extreme service conditions. They also claimed that, for future generation air-
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craft, we need to shift from design-based maintenance to demand-based maintenance scheduling
that decides the maintenance requirement based on the current structural health.
The problem of design-based maintenance scheduling is not only an issue for future aircraft, but
also some of current aircraft groups that have irregular flight patterns. For example, suppose that
aircraft A and aircraft B are the same aircraft, and they start operating at the same time. Aircraft
A frequently flies over short distances in areas with heavy wind and heavy maneuvers. Aircraft B
is relatively easy to maneuver and mainly flies long distances. It is clear that the durability of the
landing gear system or other structures of aircraft A will be lower than that of aircraft B. However,
since they are the same aircraft type, the two aircraft are under the same maintenance cycle. An
explanation of this risk was reported in testimony by the FAA in March 2010 [9]. Representatives
of the FAA explained that on-demand operators like aircraft B in the example, which have an ir-
regular history for short-range flights, have more takeoffs and landings that entail the most critical
loads. Therefore, they also claimed that on-demand operators encounter inherent risks that cannot
be predicted by a general damage tolerance concept.
Motivating Question 1
How should the inherent risk for operational uncertainties be covered for future generation
aircraft or an on-demand operator?
The simplest and only way of detecting a possible crack or defect as early as possible is regula-
tory inspection and maintenance. However, the development of IT (Information Technology) and
sensor technologies should soon usher in a new era of aircraft operating systems. A more detailed
description of the framework introduced in this study appears in the following chapters. In sum-
mary, however, we reiterate that design-based maintenance scheduling must shift to demand-based
scheduling to adapt to the future generation of aircraft with a structural health monitoring system.
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1.2.2 Cost burden for design-based maintenance
The current structural design has been secured by maintenance or inspection for an inherent prob-
lem such as exist or newly developed damage which were not expected at design stage. The main-
tenance replaces a TCI (time change item) periodically to block any catastrophic failure from the
certain part. The other hand, inspection finds any damage, crack, or fatigue weariness to confirm
that the certain part has enough residual strength by generally NDI (non-destructive inspection)
method. NDI determines the existence of cracks on the basis of test results based on separate de-
termination criteria after non-destructive testing, which is generally conducted by observation or
special tools. When inspection equipment or inspectors detect a defect in a product by NDI, they
determine whether the product can be used as is or not. Thus, inspectors must be well trained in
the various methods of NDI, listed in Table 1.1.
Table 1.1: The relative uses and merits of various NDI methods [10]
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In the case of current systems of aircraft operation, inspections and maintenance follow guide-
lines in a manual that includes inspection location, periods, methods, and other information and
they are determined at the design stage. As the decision applies to all of the same models regard-
less of their operational environments or current conditions, for some individual aircraft, an extra
unnecessary inspection must be conducted, which incurs additional costs of parts and labor. As
aircraft inspections and maintenance require considerable time and labor, the cost is prohibitive.
For example, every six years, an airline must perform one inspection that requires 50,000 man-
hours and 20 months to complete. While performing the inspection, inspectors have to replace
TCIs in batches without evaluating their current conditions. We can avoid incurring the cost of
inspections and maintenance if TCIs take operation type into consideration. For example, if an
aircraft operates primarily short range, TCIs should relate more to the landing gear section. Like
the TCI example, maintenance and replacement in aerospace operations are inefficient because of
their ineffectiveness and demand for high safety, both of which are prohibitively expensive. The
reason for the inefficiency of maintenance is strongly related to the airtight safety demand that
covers significant uncertainty of an entire fleet, not only individual aircraft. Figure 1.3a and 1.3b
show the difference between the failure uncertainty of an individual aircraft and that of a fleet of
ten aircraft.
Each of the ten aircraft shown in Figure 1.3b has its own uncertainty of structural failure that is
determined by operating conditions, and each failure uncertainty has a unique mean and variance
for its uncertainty distribution. Therefore, the uncertainty becomes much larger, so inspection and
maintenance must cover the increased area.
As the aircraft fleet ages, uncertainty to be covered by inspections and maintenance increases.
Thus, the required cost increases as the aircraft undergo a greater workload. Since the design of
aircraft is similar and their materials have identical deterioration properties, the characteristic for
the cost requirement of maintenance of all fleets is generally unique. Pyles[11] examined the rela-
tionship between the ages of estimates of USAF aircraft fleets and maintenance and modification
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(a) Uncertainty of one aircraft (b) Uncertainty of ten aircraft
Figure 1.3: Uncertainty of a structural failure comparisons for one aircraft vs. ten aircraft
workloads and material consumption. The author provided a foundation for the future effects of
maintenance-resource requirements, aircraft availability, and annual operating costs. Figure 1.4
illustrates his two workload growth models. The linear equation assumes that the annual workload
increases a fixed amount each year as if the growth were a fixed percentage of the initial workload.
In contrast, the compound equation assumes that the annual workload increases at a fixed percent-
age of the accumulated workload of the previous years. For a typical aircraft fleet, he claimed that
both equations provided acceptably accurate estimates of life cycle workloads or costs.
Many global airlines have focused on maintenance costs and methods for reducing them. Ac-
cording to the 2015 IATA benchmark analysis[12], in 2014, the airlines spent $62.1 billion, ex-
cluding overhead, on global maintenance, repair, and overhaul (MRO). MRO, which consists of
requirements that guarantee the safety of both passengers and crew members, represents around
9% of total operating costs. With a 3.8% increase annually, the cost of MRO is expected to reach
$90 billion in 2024. The ICF International Forecast in 2014[13] reported that the strongest drivers
of MRO market growth were engine and component markets, shown in Figure 1.5, with engine
parts the largest portion spent on MRO. Not surprisingly, most engine manufacturing companies
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Figure 1.4: Predictions of linear and compound growth equations [11]
are devoting more and more attention to their maintenance capabilities. For example, General
Electric Aviation, one of the biggest manufacturers of aircraft engines, adopted a new maintenance
system that replaced its traditional design-based system. The company is currently selling not only
aircraft engines, but also maintenance service that can monitor the structural health of engines in
real time.
Another engine company, Rolls Royce, using onboard sensors and live satellite feeds, estab-
lished an Engine Health Management (EHM) system to track the health of thousands of its engines
operating worldwide. The company has dramatically reduced the maintenance costs of its cus-
tomers, such as Boeing and Airbus. According to Johann Bordais[14], vice president of service
and support for Embraer Commercial Aviation, “By replacing traditional inspection procedures
such as general and detailed visual inspections and non-destructive inspections such as X-rays,
eddy currents and dye penetrantless time would be needed to perform time-consuming disassem-
blies to gain access to inspection areas. The inspection times would come down to minutes instead
of hours in some cases” (Aug 12, 2016, online Aviation Week)
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Figure 1.5: Global MRO Expenditures in 2014 and 2024 predictions (in $B) [13]
Other strong drivers of MRO, in addition to engines, are scheduling maintenance for compo-
nents, predicted to be 24% of MRO expenditures in 2024, and heavy airframes, 13% of expendi-
tures related to inspections that detect defects that potentially lead to structural failure. The two
parts, maintenance for components and heavy airframes, are both related to structural maintenance
and inspection scheduling. Thus, we can assume that 37% of MRO expenditures go to structural
maintenance and inspection scheduling. SHM can impact this high potential MRO market reduc-
ing labor intensity of the schedule.
Motivating Question 2
To cover the uncertainty of a fleet, not an individual aircraft, design-based maintenance re-
quires unnecessary expenditures. How can we reduce unnecessary expenditures on ensuring
structural safety for aircraft operation?
11
This study has asserted that design-based scheduling needs to shift to demand-based scheduling
for future generations of aircraft. The prohibitive cost also underscores the necessity of a paradigm
shift. We could minimize the cost burden of unnecessary inspection and maintenance if we were
able to control inspection and maintenance scheduling while recognizing the current condition of
an aircraft.
1.2.3 Unacceptability of design-based maintenance for drones
In the near future, a large number of delivery or surveillance systems will consist of a vast num-
ber of autonomous drones that conduct aerial routine cycles from a smart warehouse to customers
homes. During the cyclic routine, drones are exposed to cyclic loads caused directly by rotating
propellers, or indirectly by forcing aerodynamic loads. Cyclic loads lead to the accumulation of
damage from fatigue, which could cause catastrophic structural failure of the drones.
Motivating Question 3
Drones also require numerous checks and inspections that mitigate the weaknesses of current
design problems. In light of the explosive growth and supply of drones, how can we control
the safety of drone airworthiness?
Since drones fly above populated cities, the catastrophic failure of drones could cause an un-
expected concatenation of incidents. To prevent the worse-case scenario, an intelligent algorithm
of drones must monitor their health during operation. The algorithm should have a smart way to
detect damage from fatigue and to estimate the remaining life of a part after it is damaged. As
described in Figure 1.6, based on the analysis of the remaining life, a decision algorithm orders a
drone to fly to a repair station after the drone aborts a current mission.
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Figure 1.6: Health decision requirement for drones
1.3 Structural Health Monitoring
Aircraft manufacturers have expended a great deal of effort to meeting requirements by airline
and government regulators (e.g., FAA, EASA) relating to low maintenance costs, high operational
efficiency, and eco-friendliness. However, as aircraft structures always incur high maintenance
costs, which ensure high operational efficiency and eco-friendliness, airlines have sought ways to
control and maintain high efficiency and friendly aircraft; as a result, they have applied state-of-
the-art sensor and IT technology to develop a system capable of instantly assessing defects in an
aircraft structure. The largest aircraft manufacturing companies, Boeing and Airbus, are currently
working on a road map for an SHM (structural health monitoring) system that will be installed on
their aircraft in 2018 and 2020, respectively. Figure 1.7 shows the road map of the Airbus.
The SHM systems can shift the maintenance paradigm from design-based maintenance cycle
to a demand-based maintenance cycle by monitoring and preventing the possibility of structural
defects in aircraft. In some cases involving fighter aircraft, the time required for inspection de-
creases by up to 44%, as shown in Table 1.2. Major research programmers in this area suspect that
up to 20% of current maintenance and inspection costs of civil and military transportation can be
saved [16].
The development of SHM systems affects not only maintenance costs but also design and
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Figure 1.7: SHM Development and Application Roadmap for Airbus [15]
fabrication. If safety is ensured in the long-term operation in SHM-embedded aircraft fleet, the
paradigm of structural design will be able to shift from a high-demand safety factor to a design with
less-demand safety factor. After all, sensors in the SHM system can inform us about unexpected
structural failure while the aircraft is in operation, leaving little uncertainty that must be dealt with
during the design stage. While operating, however, an SHM system must ensure design safety
that complies with airworthiness regulations, which demand static, fatigue, and damage tolerance
analysis. To satisfy the safety requirements of an aircraft structure, the SHM should use an FEM
that can represent the aircraft appropriately applying load conditions that the aircraft undergoes
to determines sufficient fatigue life and damage tolerance capabilities. When the FEM can mirror
and predict aircraft performance over the life of its corresponding physical twin in a simulation,
we refer to the FEM as a digital twin,” the key parameter of SHM.
1.4 Roles of Digital Twin in SHM
A digital twin is a virtual representation of an aircraft used in health monitoring to predict its
remaining life or to diagnose the current status of its health. GE, the one of the leaders in the use of
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Table 1.2: Expectation of inspection time effort for a modern fighter aircraft [16]
the digital twin for the purpose of monitoring service, defined it as “a living model of the physical
asset or system, which will continually adapt to changes in the environment or operations and
deliver the best business outcome” [17]. This definition is the one most commonly used in various
fields. NASA and the U.S. Air Force predicts that the digital twin will become more essential
technique for the future generation of aircraft.
According to a paper from E.H. Glaessgen and D.S. Stargel [8], the majority of future aircraft
will become increasing lighter while being subjected to higher loads and more extreme service
conditions than the current generation of aircraft. Thus, current approaches for certification, fleet
management, and sustainment will be unable to address the more extreme requirements of future
vehicles because they are largely based on statistical distributions of material properties, heuristic
design philosophies, physical testing, and an assumed similarity between testing and operational
conditions. Therefore, the historically based design approach might not be suitable for future air-
craft, which calls for a new approach that assures the design safety of future aircraft. The approach
must be capable of capturing unexpected loading during operation and evaluating it instantly for
stress and fatigue failure (crack initiation) and crack propagation. With such capabilities, the SHM
framework with the digital twin, an on-board integrated vehicle health management system, will
be essential for future generations of vehicles.
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1.5 Challenge of current digital twin method
In the on-board framework, the digital twin needs to use a finite element model with which we can
verify the safety of airworthiness by stress evaluation, fatigue analysis, damage tolerance analysis,
and so on. One big problem is that an airworthiness analysis that checks structural safety requires
different fidelities of finite element models. Stress and fatigue analyses for a global aircraft requires
a coarse mesh. A damage tolerance analysis, however, should have a very fine element model that
demonstrates the phenomenon of crack propagation. Thus, to have the functionality of damage
tolerance design, the digital twin should be a finite element model that is meshed with remarkably
fine element. For example, while the typical wing span of an aircraft is 60 m, a standard surface
flaw size is 3.175 mm. To simulate crack propagation in a wing, the element size needs to be
1/100th the flaw size; the element number in the wing would then be in the millions, which is not
suitable for our purposes of the on-board framework structural health monitoring.
A contradiction of the digital twin:
• Diagnosis requires a coarse mesh for determining the status of the each element in the global
size of the system.
• Prognosis requires a fine mesh for analyzing the severity of the crack regarding the fracture
mechanics for a particular area with a crack.
1.5.1 Previous studies for the contradiction of digital twin
In a technical report, Scott C. Forth[18] proposed a hybrid numerical analysis method for struc-
tural health monitoring. The report developed a new hybrid surface-integral-finite-element numer-
ical scheme that entails modeling a three-dimensional crack propagating through a thin, multi-
layered coating. The new hybrid method enables the analysis of the incremental growth of three-
dimensional non-planar cracks. This method uses a fine mesh at the surface, where the appearance
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of cracks is highly likely, and a coarse mesh at the plane of symmetry, where the likelihood of
reducing computation time is quite low. That is, this method still requires a large amount of com-
putation time because it involves monitoring the global size of an aircraft. Although Forth used
3-D mesh to represent crack propagation, which is good to observe more detail phenomenon, the
2-D mesh is more desirable in the aerospace field because we generally use it for the global aircraft
FE model that consists of thin skins.
In another study, S. Gopalakrishnan and his co-authors[19] proposed a spectral FE method
that originally solved a wave propagation problem. Since the sizes of the elements should be of
the same order as the wavelengths of the signals, the detection and diagnosis of an initial crack
requires a reasonably fine mesh that is smaller than the wavefront length. This approach uses an
integral transform method to solve FEM in a different way. Using wave propagation, it is highly
accurate for crack detection and propagation analysis. Also, computational time is shorter than that
of the conventional FEM. However, this method is more suitable as it uses active control SHM;
that is, it more likely requires an embedded active actuator to generate a wavefront signal. This
method also transforms a dynamic load in a time series to a frequency domain, so its application
for a conventional FEM tool is difficult. Moreover, in the case of modeling complex geometry, this
method has less flexibility than conventional FEM.
1.6 Problem Formulation
1.6.1 Research Objective
Although the development of the digital twin was prompted by the need for a method of diagnosing
the current system or the state of the physical object and preventing failure from crack propagation,
the use of the digital twin has become more widespread since machine-learning based techniques
were introduced. Using a machine-learning algorithm and advanced mechanical engineering the-
ory, this study seeks a solution to address the size problem of the digital twin for crack propagation.
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To achieve this goal, this study introduces and validates a new digital twin method that manages
all safety criteria. To understand the purpose and the role of the digital twin, we must study the
process of design safety validation. The details of this process will be described in Chapter 2, but
not before discussing the main flow of the process during the development of aircraft. The process
for safety validation during the development is shown in Figure 1.8. The process has been the
standard for more than 50 years.
Figure 1.8: Schematic of the current life prediction process [20]
The process begins with the development of the external loads on an aircraft, which are placed
in a database that is based on a mission analysis. A stress evaluation group applies the loads to the
structural finite element model that represents a global model of the entire aircraft. They analyze
the ultimate stress criteria and calculate the margin of safety for the static load. At the same time,
the load group develops the internal loads in the airframe for each design load case and develops
a dynamic spectrum from the database. The fatigue analysis and damage tolerance experts utilize
these internal load cases and relate them to the external loads for local stresses with details such as
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fastener holes, cutouts, and fillets. Such a model sometimes resembles a very fine element model
for a detailed analysis or a simple mathematical model for a non-complex case. For the dynamic
load generation that is needed by the fatigue analysis, they apply stress that is from static analysis
to the loads in the flight load database to develop a stress spectrum at each point of the critical
design part of the airframe [20].
This whole process is quite complicated and requires the collaboration of many teams and their
members. Generally, the safety evaluation of a small business jet could require more than 100
specialized engineers over the course of several years. This study attempts to simplify such a com-
plicated process with a new digital twin method and create it in a framework that can be mounted
on an aircraft.
Research Objective
Develop an on-board intelligent framework that can determine the requirements of inspection
or maintenance by analyzing airworthiness criteria with a new digital twin method while
monitoring the current structural health condition.
To develop this framework, we need to implement the same series of processes used in the
design stage for aircraft in operation with actual loads in a digital twin, which is a finite element
model as the representative model of the aircraft. It is necessary that we build a system that can
derive variable results by performing basic stress analysis, advanced fatigue analysis, and damage
tolerance analysis for each independent aircraft in a given unique environment. This system must
not only predict the fatigue life in the current state by acquiring and learning the loads experi-
enced by the actual aircraft, but also enable the prediction of the future state by estimating the
future load spectrum based on the learned history. Then the intelligent framework can determine
the requirements of inspection, or maintenance, based on the prognosis of the remaining life of
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its parts, while monitoring structural health through embedded sensors. Development of such a
complex framework requires a comprehensive system that can be connected and interactive after
the accomplishment of the following sub-objectives.
• To develop a new digital twin method that can be used for multidisciplinary purposes to
identify and validate structural safety based on airworthiness certification criteria
• To establish an on-board diagnostic method for identifying a critical location vulnerable to
the initiation of a crack based on the stress analysis for static loads and the fatigue analysis
for dynamic loads.
• To retrieve crack propagation theories for an on-board prognosis method that are capable of
scheduling inspection and maintenance based on the current conditions of an aircraft.
• To improve the algorithm of load spectrum generation for forecasting a future load spectrum.
To focus on the development of a framework and its sub-algorithms, this study presents a
simplified example. It makes the following environmental assumptions to demonstrate the func-
tionality of the on-board framework and then tests and validates the framework under the following
assumptions for NASA CRM (common research model), a hypothetical virtual aircraft:
• The aircraft is a conventional transport aircraft that demonstrates the framework. For this
purpose, the NASA CRM represents the base model of an imaginary aircraft.
• The imaginary aircraft has sensors embedded on its wings. The purpose of the sensors is not
for active SHM that can detect an actual crack. Instead, they are measurement tools such as
a strain gauge or fiber optic sensors.
• Sensors transfer accurate load data to the framework from external computation that converts
strain to external loads.
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Figure 1.9: The main flow diagram of the on-board framework with the HFEM application
• This study uses aerodynamic loads calculated from GT-QHL [21], a simple load-generating
program that assigns an acceptable load condition for a common aircraft in the absence of
external loads for real load cases of a particular aircraft.
Based on the research objective and assumptions, Figure 1.9 shows the computational flow for
fulfilling the research objective for the entire framework with sub-objectives. In the flow chart, the
green boxes represent the datasets of inputs and outputs, the blue boxes represent sub-programs
and methods, the light-blue boxes in the HFEM(Hierarchical Finite Element Model) section are
the digital twin level that will be discussed in the next chapter, the black arrow indicates the flow
of the ASCII data, and the red arrows indicate the flow of the dynamic loads.
At the traditional design stage, checks of airworthiness primarily entail the use of two FE
models: the global finite element and local detail finite element models. Since the SHM has to
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evaluate airworthiness as a process in the traditional design stage, the SHM framework with digital
twin requires that a simultaneous global and locale finite element analysis. A full FE model with
very fine meshes with a detailed design that represents all components of the airframe could be
an option for a simultaneous analysis in digital twin. However, the full FEM with fine meshes
requires considerable computing power, which is not even possible at the design stage because
of considering the thousands of load cases. Thus, this study proposes an integrated FE model, a
new digital twin method in the SHM system. Although Chapter 1.5.1 introduced representative
approaches such as the hybrid mesh method and spectral FE, which could solve the problem,
neither is suitable for this study.
To solve the contradiction of the digital twin that requires multi-fidelity finite element mod-
els, we could apply hierarchical finite element models separately, depending on their purposes, to
achieve an adaptable mesh size and computation time. For example, Figure 1.10 depicts the stress
analysis for aerodynamic loads and crack initiation analysis performed using a global-level model
and the simulation of crack propagation for a specific area performed using a base-level model.
In addition, in the case of anisotropic material, we might want to observe microscopic behavior.
Therefore, the hierarchical models require additional micro-models that can represent the lamina,
or fiber, and the matrix.
1.6.2 Research question 1
In the scenario of the design stage of an airworthiness check, we recognize that the process requires
several FE models. For example, the load conditions are first checked in global FE model to learn
about stress distribution. Then, from the fatigue analysis, we select the critical locations. For crack
prorogation, we need fine mesh FE models to calculate stress intensity factors.
Likewise, this framework requires different mesh types of FE models such as global-, base-,
and micro-levels inside of the dotted box in Figure 1.9. For the independent FE models, let us
assume that a comprehensive method successfully interconnects the FE models, thus acting like
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Figure 1.10: The basic idea of a new digital twin method
one FE model, then we can use the comprehensive method as a new digital twin. As we have
discussed in the previous chapter, for the comprehensive method, the hierarchical finite element
method (HFEM) is proposed as a new digital twin method with two FE models that are connected
for an isotropic material or three FE models connected for an anisotropic material.
To act as a digital twin, the hierarchical FE models, which must be connected, are needed to
transfer data such as loads or stress. For example, the static stress analysis needs to be conducted
in global-level FE models. Then the stress information must be incorporated into the CIA (crack
initiation analysis) and the CPA (crack propagation analysis) models. The CIA and CPA modules
should able to increase or decrease the intensity of load spectrum from iTWIST(inverse transport
wing standard spectrum) by the ratio of stress to match up the intensity of stress on the location




How can independent FE models with various fidelities interconnect and transfer load data acting
as one interacted FE model?
Integrating all FE models, which have variable fidelity, into one FE model is a complicated
problem, as FE models also have variable dimensionality. External loads, which would be subject
to the global FE, should be distributed to the local FE with appropriate methodology. Thus, to
integrate FE models in HFEM, research Question 1 raises the following technical questions.
Technical Questions about RQ 1
• External loads need to be applied to the aircraft wing. Information from the sensors are point
loads, but the wing is subjected by pressure force. How should the external loads be applied
to the aircraft wing in global-level FE?
- The point forces can be expressed as pressure force with MPC(multi-points constraints)
element in global-level FE. Detail techniques will be discussed in the load transfer method
section.
• External loads are introduced into the global-level model with coarse mesh, but the crack
propagation analysis must be conducted on a base-level model meshed with a fine element.
How can the external loads be transferred from the global- to base-level model?
- From the result of global-level FE, we will have internal forces that caused by the external
forces. The base-level FE will use the internal forces for the crack propagation analysis. The
transferring solution will be discussed in the interconnection method.
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• To use composite material in one representative FEM, we must account for both macrome-
chanical failure, which can result from the delamination or static failure of a layer or layers,
and micromechanical failure, which can result from the delamination or static failure of the
matrix or fiber. However, Analyzing micromechanical failure in a macro mechanical FEM
is not possible because the models are all independent with varying dimensionality, raising
the following question: What is an efficient way of viewing micromechanical attributes in
an HFEM(one representative FEM) that is a macromechanical model?
- This study will use a scale factor introduced by SIFT(strain invariant failure theory) to
represent the micromechanical behavior of composite material for a global model with
macromechanical behavior. The following section, Composite Mechanical Property, will
introduce the theory and scale factor, is an amplification factor.
Summary of RQ 1
If an HFEM that incorporates all levels of the FE model is obtained by the methods described
above, we must determine if this HFEM works properly. For verification, the HFEM needs to
prove the functionality of the digital twin; that is, prove that the digital twin represents a system or
a part with the same results as if there is only one FE. The following lists the factors from HFEM
required for each module in the framework.
• CIA: material properties for fatigue analysis, stress results for the global-level model
• CPA: material properties for crack growth, stress results for the base-level model, CIA results
Since the CIA and CPA use only stress data from a finite element model, the stress that comes
out from the result of HFEM can be an indicator for the validation of its functionality.
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Hypothesis for RQ 1
If the hierarchical finite element method (HFEM) can derive integrated results by connecting
independent finite element models, it will calculate an identical stress value as that of a general
finite element method that uses one model.
By answering the technical questions, we have seen how HFEM can overcome the dimension-
ality problem of the FE level. We also know that CIA and CPA modules that use HFEM require
only stress data. Therefore, an indicator of whether HFEM is working properly is stress, which
needs to be verified with the results of a reliable source such as a conventional FE tool. For the
validation of HFEM, Chapter 3.5 presents a flat plate problem that can be depicted as a simpli-
fied aircraft wing. The chapter will present not only the validation, but also the actual application
method of the integrated algorithm between global- and base-level models, such as the technical
method for finding an element, its corresponding nodes, and corresponding forces around the nodes
from the large quantity of ASCII data in the FE results file.
1.6.3 Research Question 2
We have assumed that load cases are imported from an external analysis correlated with embed-
ded sensors. The series of static loads need to be multiplied with a non-dimensional standardized
spectrum that constitutes accumulated historical data for a specific aircraft. The historical data
for the spectrum are mainly about the response of 1g load and exceedance gust or maneuver. A
representative historical spectrum is TWIST (Transport WIng Standard specTrum), widely used
when the historical data for the aircraft is not available. We will present a detailed background and
methodology for the TWIST in Chapter 6, Future Load Spectrum Generation. Briefly, the TWIST
generates a spectrum based on the accumulated history from ten conventional transport aircraft.
However, for the purpose of this study, aircraft safety should not be examined from fleet-based
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data that involve high variance. Instead, this study requires an investigation of unique load condi-
tions that an aircraft will most likely experience.
Research Question 2
How can we use currently accumulated load data to generate a future load spectrum that can
represent unique load conditions that an aircraft will experience?
The TWIST is a random load-generation algorithm based on a study of ten historical trans-
port aircraft. Recorded historical information is stored in a table format that serves as a basis for
random selection of the intensity of cyclic loads for the generation of a load spectrum. Thus, the
random collection of cyclic load points and their frequencies depends on the data collected from
the ten aircraft listed in the table. Then the series of loads generated from the table are applied
to the new conventional transport aircraft under the assumption that it will exhibit similar flight
behavior. For our framework, we also utilize the method of TWIST, but not the table from the
ten aircraft. Instead, we use a table that will be created by a specific loading from an aircraft in
which the framework will be installed. Since the load data will be collected from only this aircraft,
the load occurrence table will be unique for this aircraft. Therefore, the load spectrum generated
from the occurrence table eventually becomes a very suitable load spectrum unique to that aircraft.
Chapter 6 will expand on this research question with a more detailed algorithm for this method and
its application.
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Hypothesis for RQ 2
The TWIST has widely used an algorithm to generate a standard fatigue spectrum based on the
historical gust occurrence data. If the gust occurrence data is replaced with the exceedance data
from embedded sensors in a specific aircraft, the unique spectrum will be generated for a specific
aircraft by the TWIST algorithm.
1.6.4 Research Question 3
The CIA (crack initiation analysis) must first exploit the load spectrum generated from iTWIST
to estimate the critical locations. For compliance with the airworthiness criteria, the selection of
critical locations must be decided by a fatigue analysis, which is generally depends on the charac-
teristics of the ductility of a material. High ductility material usually has a high cycle fatigue life.
In this case, a suitable option is the S-N approach. In other words, the ε-N approach is generally
low ductility material that exhibits a low cycle fatigue life. We will discuss details of the S − N
and the ε − N theories in Chapter 4. These methods, which have been used for over 100 years
in the aerospace field, are well established. Based on conventional methods, we prefer to create
a simple program that can estimate critical locations while an aircraft is in operation or on the
ground. Moreover, in the framework, the CIA must operate within the new digital twin method,
the HFEM introduced earlier. Since the new digital twin uses several FE models, the module of
the CIA requires cooperation within a complex environment. Eventually, the CIA has to reliably
estimate and select critical locations that will be required to do a damage tolerance analysis.
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Research Question 3
To estimate critical locations, what method should be used and how will it work with the new
digital twin method?
The CIA module calculates the remaining life of the aircraft and its parts by the S −N or the
ε−N approach. The former, the stress-life approach, is generally used on a material with a high-
cycle fatigue life, such as the aluminum alloy. In the case of a low fatigue life of generally less
than 1,000 cycles, the latter, strain-life approach, is a suitable option. This study examines both
approaches, but focuses more on the high cycle fatigue analysis for the aluminum alloy. Thus, the
development of the CIA module is based on one of the fatigue analyses that depends on the type of
material for on-board purposes while working within HFEM. The purpose of the developed pro-
gram is to identify critical locations, an approach that differs from conventional fatigue analysis
tools developed for design safety. Theoretically, however, they share the same objective which is to
calculate fatigue life cycles, so the outcome of the CIA module should be similar to conventional
software for estimating the remaining life.
Hypothesis for RQ 3
Since the CIA module has been developed for on-board purposes operating with HFEM and con-
ventional fatigue analysis tools theoretically share the method for complying with airworthiness,
the CIA and the tools will show similar fatigue life results under the same conditions.
To validate the Hypothesis for RQ3, Chapter 4.6 will propose a simple example and explore the
results of validation. In the chapter, we will validate the CIA module by comparing the calculated
fatigue life with the results from a commercial fatigue analysis tool. In the HFEM, for the selection
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of theories that depends on the fatigue characteristic of material, crack initiation can be analyzed
by either the stress-life or the strain-life approach, both of which are generally used for analyzing
fatigue life during the design stage of an aircraft. Although many aircraft manufacturers have
their own tools for this analysis, some commercial tools are available for the purpose of design
validation. One tool, MSC.Fatigue, can calculate the fatigue life of a system or its parts. Since
MSC.Fatigue is widely used in many industrial fields, it can be a benchmark solution for the
module developed in this research.
Unlike the conventional analysis tool at the design stage, on-board crack initiation tools need
to be targeted to a specific purpose. Further, the process of analysis needs to be automatic, that
is, without any human interaction. Because of this special functionality, the CIA in this study
is designed to calculate fatigue life without any input from a human. The required data such
as spectrum, static stress, and etc. will automatically feed into CIA module for each element.
And, once fatigue life is automatically calculated after a flight or a certain period of time, it will
incorporate with the global-level of the HFEM to decide which element will be initiated for crack
propagation.
1.6.5 Research Question 4
The CPA module must be capable of analyzing crack propagation in the base-level model by ac-
counting for the phenomena of crack closure and opening. Calculating crack propagation requires
a complex analysis because it must account for several variables such as stress, the shape of a
crack, the size of a crack, the direction of loading, the opening mode of a crack, and properties of
materials. Without the consideration of various variables, the analysis of crack propagation with a
simple da of dN curve generates an inaccurate estimate of life cycles and often too conservative
results. Thus, the CPA module should provide a detailed analysis that is able to account for the
characteristics of a crack.
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Research Question 4
How can on-board CPA analyze crack propagation by compiling advanced theories about the phe-
nomenon of crack growth, closure, and openness to guarantee the fidelity of airworthiness
Even in the early design stages, a crack propagation analysis is a complex task. Therefore, this
study constructs an algorithm under several assumptions:
• A crack opening is a mode I case
• The tip stress concentration does not vary
• The material property is ductile isotropic
Although under these assumptions, we slightly simplify the analysis, we must still account
for a number of phenomena that we cannot ignore. The most important phenomenon for crack
propagation is the crack closure and opening because of the plastic region that sometimes forms at
the crack tip. Chapter 5 of this thesis analyzes a simple example for the crack propagation with a
crack closure and without crack closure.
The CPA module also requires validation, which will show that it calculates reasonable cycles
of crack propagation. Generally considered a standard tool for aircraft manufacturers at the design
stage, the NASGRO, developed by NASA, is the benchmark used in this study.
Hypothesis for RQ 4
The results of crack propagation from the CPA that is developed for on-board purposes by integrat-
ing with the HFEM will be similar to the results of the analysis tool for the proof of airworthiness
in the design stage.
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Chapter 5.4 will present the results of validation in a comparison of the results of the CPA
module to those from NASGRO. In the chapter, we will discuss about how the crack closure
phenomenon affects the crack propagation cycles and how an advanced theory can be applied in a
real example. The simple algorithm of crack calculation for the crack growth with closure effect is




2.1 Airworthiness for Structural Safety
Figure 2.1: Structural design requirements of aircraft
To explain the roles of the digital twin and the on-board SHM framework, this chapter intro-
duces structural design for airworthiness with Figure 2.1. The digital twin requires a finite element
model with which we can analyze the static strength, fatigue, and damage tolerance for the SHM
framework to fulfill airworthiness requirements. The structure of civil aircraft designs must com-
ply with the Federal Aviation Regulations (FAR) and that of military aircraft must meet Military
Specifications, Mil-spec. Examples of FAR categories for commercial aircraft are listed below, but
this study focuses on FAR Part 25.
• Federal aviation regulation (FAR), VOL. III, PART23 AIRWORTHINESS STANDARDS:
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NORMAL, UTILITY, AND AEROBATIC CATEGORY AIRPLANE
• Federal aviation regulation (FAR), VOL. III, PART25 AIRWORTHINESS STANDARDS:
TRANSPORT CATEGORY AIRPLANE
• Federal aviation regulation (FAR), VOL. III, PART27 AIRWORTHINESS STANDARDS:
NORMAL CATEGORY ROTORCRAFT
• Federal aviation regulation (FAR), VOL. III, PART29 AIRWORTHINESS STANDARDS:
TRANSPORT CATEGORY ROTORCRAFT
• JAR(Joint Airworthiness Requirements)- EUROPEAN COUNTRIES
With regard to the standard design of aircraft that meet airworthiness requirements, FAR sug-
gests methods for both design and analysis as well as design criteria, indicating that that the digital
twin and the FE model must undergo analyses of static and ultimate strength, fatigue, and dam-
age tolerance to satisfy the requirements of FAR. Fatigue analysis, which identifies initial critical
locations of possible cracks, typically advances to damage tolerance analysis.
2.2 Aerodynamic loads
To verify the safety of a design, aerospace engineers use the results of static stress analysis under
an ultimate load which is the limit load multiplies by a safety factor of 1.5. Static stress analysis
requires mainly three input categories: geometry, material properties, and aerodynamic load (static
load). Geometry is constructed from CAD modeling such as CATIA and Unigraphics, and its
format is usually Parasolid or IGES. The geometry can be meshed with an appropriate size or
shape of an element, both of which depend on their purpose. The meshed geometry, the finite
element model, acts as a digital twin in the SHM during the process of airworthiness analyses.
During the analysis, the digital twin is subjected to aerodynamic loads defined by a limit load for
dynamic analysis or an ultimate load for static analysis. The loads in the design stage are generated
34
by an aerodynamic group for a number of flight conditions based on V-n diagram, Figure 2.2. In
the case of the digital twin, loads are actual loads calculated by sensor information. The actual
loads, however, fall with the categories of the design loads described below.
Figure 2.2: V-n diagram for a typical jet trainer aircraft [22]
Loading conditions from the envelop described in Figure 2.2 are all 1g conditions that corre-
sponds to mean stress in stress spectrum. Gust or maneuver conditions are considered as shifted
curve of the V-n diagram which corresponds to amplitude stress in stress spectrum
• Limit loads: maximum loads expected in service. FAR Part 25 (and most other regulations)
specifies that there be no permanent deformation of the structure at limit load.
• Ultimate loads: limit loads times the safety factor, which Part 25 specifies as 1.5. For military
aircraft, researchers may set the safety factor to as low as 1.20 while composite sailplane
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manufacturers may use 1.75. The structure must be able to withstand the ultimate load for at
least three seconds without failure.
During operation, aerodynamic loads are changed by maneuver or gust condition, but must stay
in the envelope described in Figure 2.2. In other words, the aircraft designed by the envelope will
be experienced any combination of load condition in the envelop, but the critical condition might be
appeared on the line of envelope. Thus, to ensure the structural safety, various loading conditions,
specially conditions on the envelope, must be accounted by following the type of aircraft operation.
To simplify the environment for the analysis of the framework, however, this study will use one
loading condition by assuming that it is the most critical loading condition for fatigue standpoint
for a study purpose. The aerodynamic loads and constraints are described with six degrees of
freedom, three translations, and three moments for the finite element model that is utilized in this
study.
2.3 Stress
This section will provide a detailed background of theories of stress, its corresponding strain, and
constitutive laws for various types of material properties. For the analysis of stress by mathematical
approaches, we generally assume that material is elastic, isotropic, homogeneous, and infinitely
divisible without changes in properties. By adding an external force to an object made of a material,
we can cause deformation by exerting an internal force through the inside of the object that is
distributed across the exposed surface. For example, the Figure 2.3 illustrates a general loaded
solid body. To determine the state of stress at point Q in the object (a), we expose an isolated
section. In (b), the arbitrary selected section that is oriented by surface normal x establishes the
yz plane. Both external and internal forces remain across the isolated section. In the general
case, internal forces are not uniform, but we assume that the distribution at a point in the section
will have components in the normal and tangential directions in which the units of the internal
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force distribution are the force per unit area. The force distribution for the normal direction is
referred to as normal stress, σ, and that for the tangential direction is referred to as tangential
stress, (c). Normal stress is also regarded as tensile stress when it is forced outside of the surface
and compressive stress when it is forced onto the surface [23].
Figure 2.3: General loaded solid body [23]
In the previous example, the normal stress is expressed as an internal force distribution per unit





where A is the cross section and P is the applied axial load. The equation is derived under
a certain condition that stress is uniformly distributed over the cross section. The case of non-
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uniformly distributed forces (e.g., a case in which the load does not act as the centroid of an object)
requires a more complicated analysis. Sometimes, even the axial load at the centroid does not form
uniformly distributed forces because of non-uniform geometry such as holes and tapers. In this
case, the load is transmitted through the non-uniform geometry while producing high localized
stress, referred to as stress concentration. The stress concentration is a very important factor for
fatigue analysis and it is highly correlated with geometrical shape. Young [24] listed various
examples of stress concentrations and stress formulas based on a study in a book by Raymond
Roark [24], Roarks Formulas for Stress and Strain, a reference commonly cited in many studies
and software packages for structural analysis.
We have discussed normal stress established for the normal direction to the plane of an isolated
section. For Cartesian components, normal stress can be established for the x, y, and z directions.
Then, net shear stress is also resolved into components. Therefore, in general, a complete state
of stress is defined by nine stress components: σx, σy, σz, τxy, τxz, τyx, τyz, τzx, and τzy. Figure 2.4
shows the states of stress at a point described by three mutually perpendicular surfaces for the nine
stress components. In the diagram, the 1, 2, and 3 coordinate systems correspond to the x, y, z
coordinates, but here after, we will refer to the 1, 2, 3 systems.
Figure 2.4: Stress components acting on a differential volume element [25]
The nine stress components can be reduced by force and moment equilibria. To show the
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reduced stress components, Bauchau and Craig [25] explain the equilibrium equations in their first
chapter. The results produce the following equations.
τ23 = τ32, τ13 = τ31, τ12 = τ21. (2.2)
These equations correspond to
τyz = τzy, τxz = τzx, τxy = τyx. (2.3)
The reduced stress components for three-dimensional states are now six components: σ1, σ2,
σ3, τ12, τ23, and τ31. The six independent stress values are often arranged in a 3 × 3 matrix for






So far, the principal requirements of normal stress are that geometry remain uniform throughout
its volume, that loads be exerted through the centroids of the cross sections, and that the material
be homogeneous. As previously mentioned, if the geometry is not uniform, we need a special
factor such as the stress concentration factor. In addition, if the load does not act on the centroid
of the cross section, axial stress should be combined with other stress contributors such as bending
stress. The framework of this study will use finite element models that calculate equivalent stress,
which is the combined representative stress for these factors. Very often, however, stress for a
specific part is calculated separately in the global finite element and then analyzed in detailed
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stress surveys. This is because the global FEM is often not able to capture a phenomenon such as
stress concentration for a complex geometry of detail part.
2.4 Strain
Strain is the amount of deformation under tensile or compressive loading and is measured by a
static test. For the test, an ASTM standard tension specimen with a diameter of 0.505 inch is
generally used. As the specimen is slowly stretched by a test equipment such as MTS, the axial
load is measured and recorded by a gauge attached to the specimen. The deflection, elongation, or
extension of the length of the gauge is obtained by L− L0 , in which L is the length of the gauge






A uni-axial state of strain is characterized by the simplified form of Hooke’s law,
σ = Eε, (2.6)
where ε is the unit strain in the direction of unit stress σ, and E is a constant of proportionality
called the modulus of elasticity, or Young’s modulus, for the material. The modulus of elasticity, a
measure of the stiffness of a material, is the slope of the stress-strain curve that can be obtained by
the specimen test. Figure 2.5 presents the stress-strain diagram obtained from the standard tensile
test.
The first region of stress-strain diagram, which begins at origin O and extends to A, is a linear
region with proportional deformation. The slope of this line, O to A, is the modulus of elasticity,
which has the same units as stress because the slope has units of stress divided by strain. With
an increase in stress beyond A, materials generally reach a point where strain begins to increase
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Figure 2.5: Stress-strain diagram for typical structural steel under tension [26]
rapidly without a corresponding increase in stress. The point is referred to as the yield point,
and the stress at the point is referred to as the yield stress. Any additional load beyond the yield
point causes permanent deformation. Although an aircraft is designed to withstand ultimate stress,
which is point D, when an aircraft in flight engages in a maneuver that causes stress beyond the
yield point, it must be examined carefully immediately after the flight.
From historical lessons, we have recognized failure in the linear region, OA, which is the safety
region. The failure occurs because of recursive loading in the region while forming cycles of stress.
The cyclic stress develops plastic deformation even though the stress is under the linear region. We
call this failure “fatigue failure,” which we will discuss it great detail in the following sections.
2.5 Constitutive laws for materials
Simplified Hooke’s law, introduced in Eq. (2.6), shows the linear relationship between applied
loads and resulting elongations. This equation, the simplified Hooke’s law, however, is strongly
limited by its application since it shows only longitudinal stress and strain by uniaxial load. The
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modulus property also assumes isotropic material that has an identical property in every direction.
To express a general version of Hooke’s law, Eq. (2.6) can be expressed as Eq. (2.7)
σij = Cijklεkl, (2.7)
where σij is a second-order tensor form with the nine components of stress, εkl is the corre-
sponding strain for the stress, and Cijkl is a fourth-order tensor with 81(34).
Invoking the symmetry of the stress tensor develops Cijkl = Cjikl,and the symmetry of the
strain tensor develops Cijkl = Cijlk. Therefore, the number of independent constants decreases
from 81 to 36 for the symmetry relationship of the stress and strain. For a reduced number of
constants, Eq. (2.7), generalized Hooke’s law, can be described as Eq. (2.8).
σi = Cijεj(i, j = 1, 2, ..., 6), (2.8)
where the reduced notation for stress and strain is defined by the following equivalences.
σ1 = σ11 ε1 = ε11
σ2 = σ22 ε2 = ε22
σ3 = σ33 ε3 = ε33
σ4 = σ23 ε4 = 2ε23
σ5 = σ31 ε5 = 2ε31
σ6 = σ12 ε6 = 2ε12
(2.9)
The Cij are referred to as “elastic constants, moduli and stiffness coefficients.” The six com-
ponents of stress strain can be stored in an array, σ̄ and ε̄. Then, the strain energy, A, stored in a
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where σ̄ = C̄ε̄ from Hooke’s law. Conversely, Hooke’s law can be expressed in the form of ε.
εi = Sijσj, (2.11)
which is also expressed as a matrix form with six components,
ε̄ = S̄σ̄. (2.12)
Here, note that
S̄ = C̄−1. (2.13)











The stored strain energy is a positive quantity for any deformation or stress state the material
is subjected to, indicating that both stiffness and compliance matrices are symmetric and definitely
positive. Then, the 36 components are reduced to 21 independent coefficients, which can be written
43











C11 C12 C13 C14 C15 C16
C22 C23 C24 C25 C26















The components of the matrix in Eq. (2.15) are 21 constants, and Cij characterizes the behavior
of the material. The matrix in Eq. (2.15) represents an anisotropic material. We obtain these
constants only from experiments, but experiments cannot be conducted for some constants. In the
case of such experiments, we use theoretical equations.
Many cases of materials show a characteristic symmetry about a plane. In this case, the stress-











C11 C12 C13 0 0 C16
C22 C23 0 0 C26















This material is monoclinic material with 13 independent constants. If the material has a second
plane of material symmetry, then we have two mutually orthogonal planes of symmetry, and the
44











C11 C12 C13 0 0 0
C22 C23 0 0 0















In the stiffness matrix in Eq. (2.17) , 12 coefficients vanish and nine independent coefficients
remain, which indicates an orthotropic material. Detailed composite failure theory accounts for
this resolution of fidelity for calculating the failure analysis. Many composite failure theories,
which we will discuss later, allow us to find the nine independent coefficients.
The nine independent coefficients cannot be directly obtained from experiments, but they can
be converted from engineering constants, which are values that we measure from experiments for
a specific material. For example, if we assume an orthotropic material for a unidirectional fibrous
composite with axes aligned parallel and perpendicular to the fiber direction, then the nine inde-
pendent coefficients can be expressed in terms of the related engineering constants obtained from
experiments. In the case of an orthotropic material subjected to a three-dimensional state of stress,











































The engineering constants in the previous equations are expressed as, E1, E2, and E3, and
they represent the modulus of elasticity in the three coordinate directions. The definition of the
modulus of elasticity is discussed in the 2.6 with Figure 2.5. The E1 is the axial or fiber direction
of the modulus, and E2 and E3 are the transverse moduli, respectively. ν is a Poisson’s ratio, a
dimensionless ratio of axial strain to lateral strain. The lateral strain is proportional to the axial
strain at the same point if the material is linearly elastic. Since the material is linearly elastic only
for the corresponding coordinate, in the preceding equations, νij is expressed for each coordinate






Lastly, the G is the shear modulus of elasticity, or the modulus of rigidity, which can be ob-
46
tained from the following equation for Hooke’s law in shear.
τ = Gγ, (2.25)
where γ represents the engineering shear strain. In Eqs. Eq. (2.21) to Eq. (2.23), shear strain is
denoted by γij = 2εij and shear stress by τij . The shear modulus has the same units as the tension





The shear moduli, Gij , in the equations of engineering constants, from Eqs. Eq. (2.18) to
Eq. (2.23), are defined for shear stress loading in the i, j plane.
Generally, laminated composite materials are regarded as materials presenting two orthogonal
planes of symmetry and one plane of isotropy. Then, G12 and G13 are axial shear moduli in two
orthogonal planes that include fibers, and G23 is the transverse shear modulus. For example, in
Figure 2.6, planes (x1, x2) and (x2, x3) are the mutually orthogonal planes of symmetry and the
plane of (x2, x3) shows the characteristics of an isotropic material. The stress-strain relationship,











C11 C12 C12 0 0 0
C22 C23 0 0 0


















Figure 2.6: Transversely isotropic material [27]
Conversely, we need to know the constitutive equation for the compliance matrix with compli-











S11 S12 S12 0 0 0
S22 S23 0 0 0

















Only five constraints remain for the transversely isotropic material. Then, the engineering
constants, that is, the modulus of elasticity of tension and shear, and the Poisson’s ratio require
only five independent elastic constants. For the relationship between the engineering constants and
applied stress states, Figure 2.7 shows the five independent engineering constants for transversely
isotropic material.
Figure 2.7 represents the relationship among E2 = E3, ν12 = ν13, G12 = G13, and G23 =
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Figure 2.7: Engineering constants for transversely isotropic material [27]
E2/2(1 + ν23). Thus, to observe the behavior of the material, we must know only E11, the fiber
direction of elasticity; E22, the transverse elasticity of fiber; G12, the shear modulus of fiber and
the transverse plane; ν12 , the Poisson’s ratio of the same plane; and G23, the shear modulus of
the plane that contains the two transverse directions. The relationship of stiffness constants and















































































In the case of a thin sheet of material such as composite laminate, we can assume a plane stress


























In the reduced compliance matrix, we see five engineering constraints, E1, E2, ν12, ν21 andG12,
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the same as those in Figure 2.7. However, we note that the compliance matrix must be symmetric,
so ν21/E2 = ν12/E1. One can be calculated by the other, so the independent constraints are
actually four, indicating that we need to obtain four engineering constraints to analyze thin laminate
composite material.
Lastly, isotropic material is characterized by all symmetric planes showing an identical re-
sponse in all directions. In this case, the stiffness matrix, Eq. (2.27) for the transversely isotropic











C11 C12 C12 0 0 0
C11 C12 0 0 0




















Thus, an isotropic material has only two independent elastic constraints, E and ν, for the ex-
pression of engineering constraints.
Consequently, in the proposed new digital twin method, HFEM needs to share four material
properties for a laminate composite material and two material properties for an isotropic material.
Then the output of each level of the hierarchical model should contain at least three degrees of
freedom of stress arrays to calculate the failure of a structure. In the following chapter, we will
discuss failure theories for both composite and isotropic materials.
2.6 Failure Theories for Static Loading
The general procedure for static failure analysis is to survey the margin of safety under an ultimate
load condition, which is 1.5× a limit load. The structure must be able to support both ultimate
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loads without failing and limit loads without detrimental permanent deformation, implying that
the margin of safety equals zero or greater, but it is never negative. For aluminum alloys, Niu [28]
describes the margin of safety in Figure 2.8.
Figure 2.8: Stress and strain curves for aluminum alloy [28]
In the figure, ftl is the actual stress that we obtain from the finite element model subjected by a





Sometimes, finite element analysis is subjected to an ultimate load. In this case, we obtain
the ftu directly from the results of FEM without multiplying it by 1.5 because the ultimate load is
already multiplied by 1.5 in the loading. In the following sections, we will assume the former that
analysis is conducted under ultimate loading cases.
In the previous chapter, Chapter 2.5, we discussed six components of stress and their relation-
ships. For the margin of safety in Eq. (2.38), however, we need only one representative stress, ftl.
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The representative stress or equivalent stress can be determined by various failure theories. We
will begin by discussing the isotropic application in Chapter 2.6.1, and then follow with the failure
theories of a composite in Chapter 2.6.2
2.6.1 Failure theories for isotropic materials
No universal theory can be applied to a general case of material properties or stress state. Thus,
the choice of a failure theory is an engineering decision made by the examiner. However, from
a historical hypothesis that has been formulated and tested, we determine failure theories from
representative candidates. Figure 2.9 describes a summary flowchart for the selection of failure
theories for a static loading case. Failure theories for an isotropic, or homogeneous, material should
be selected according to the properties of a material, specifically its ductility, and the purpose of
analysis. Ductile materials are normally regarded as those with a fracture strain εf greater than
0.05. εf is the engineering strain at which a specimen fractures for a uniaxial tensile test. Ductile
material has an identifiable yield strength that is often identical for both compression and tension
(Sy = Syt = Syc). Brittle materials, however, do not have identifiable yield strength, so they are
often characterized by their ultimate strength.
This section will examine mainly ductile material and its applications in aerospace engineering
with one failure criterion, which follows the maximum shear stress theory that utilizes maximum
principal stress. The maximum principal stress criterion is a conservative way to analyze a struc-
ture. In aerospace field, we normally select a conservative way when we have several options to
analyze an airframe or part of an aircraft. In addition, both fatigue and damage tolerance analyses,
both of which relate to cyclic loading, are assumed to occur under unidirectional loading that has
mainly the portion of principal direction of stress. To calculate the margin of safety, we need to
find the stresses in terms of the global coordinate system. A material could cause a failure at some
angles rather than on the global coordinate. In Eq. (2.36), we analyze stress components, σ1, σ2,
and τ12 for a case of plane stress. In this particular example, we use the x, y coordinate system to
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Figure 2.9: Failure theory selection flowchart [23]
describe the geometry. For plane stress, which is two-dimensional stress, free body diagrams for
elements are represented in Figure 2.10.
The three components, σx, σy, and τxy, are represented in Figure 2.10(a) for the global co-
ordinate system x and y. When we assume that the element rotates from x to x′ at angle θ, an
infinitesimal face is shown in Figure 2.10(b). Face AB is normal to the x′ axis, and stress σx′ and
shear stress τx′y′ are indicated with positive signs. For the equilibrium of the forces for all the stress
components, the transformation equations for stress are given in the following equations.
σx′ = σx cos
2 θ + σy sin
2 θ + 2τxy sin θ cos θ (2.39)
τx′y′ = τxy(cos
2 θ − sin2 θ) + (σy − σx) sin θ cos θ (2.40)
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Figure 2.10: Elements in plane stress
We can find stress σy′ by substituting θ + π/2 for θ in Eq. (2.39).
σy′ = σx sin
2 θ + σy cos
2 θ − 2τxy sin θ cos θ (2.41)
The following trigonometric identities,
cos2 θ =













(σx + σy) +
1
2











(σx − σy) cos 2θ − τxy sin 2θ (2.45)
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To find the principal stresses, the maximum and minimum normal stresses, σx and σy, we first
need to find θp , in which the shearing stress vanishes and the normal stress reaches extreme values.





(σx + σy) +
1
2






(σx − σy)(−2 sin 2θ) + τxy(2 cos 2θ) = 0
dσx′
dθ
= −(σx − σy) sin 2θ + 2τxy cos 2θ = 0
(2.46)





Eq. (2.47) carries two values of θp in the range of 0 − 180◦, with 90◦ difference. We note
that the planes on which the principal stresses act are perpendicular. Introducing the values of the
sine and the cosine corresponding to the two principal angles obtained from Eq. (2.47) yields the
following equation.








+ τ 2xy (2.48)
The maximum principal stress is among the algebraically larger stress values in Eq. (2.48) [29].
In most of the fatigue failure analysis, we will mainly use the maximum principal stress. Thus, in
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the fatigue analysis chapters, stress will indicate the maximum principal stress obtained from the
FE analysis.
2.6.2 Failure theories for composite materials
Failure theories for composite material, based on comparisons between the state of stress or strain
in a material and a set of defined failure criteria, predict when material failure will occur. When
dealing with composite material (but not with isotropic material), we must account for the orien-
tation effects resulting from the complex orthotropic nature of their loading properties. Therefore,
we have created a reduced form of the compliance matrix under consideration of the plane and
orthotropic material in Eq. (2.36). In this equation, we find stresses σ1, σ2, and τ12. In this chapter,
we refer to composite failure theories based on ply-by-ply failure to calculate loads that cause the
failure of individual layers. For each layer, we will calculate failure based on a theory that yields
a method that combines the three stresses and mechanical strengths. We describe this method or
equation, which entails a function form as a general failure criterion, as follows:
F (σ1, σ2, τ12) = 1 (2.49)
When the layer reaches 1, then we assume the layer is fractured.
This chapter will briefly discuss several composite failure theories for the function of f in
the above equation. These theories are categorized into classic failure theories, which deal with
laminated properties, and advanced failure theories, which account for the effect of fiber and the
matrix itself and its interference. The former includes the maximum stress criterion, the maximum
strain criterion, and the Tsai-Hill, Tsai-Wu, and Tsai-Hahn failure theories. The latter indicates
the Hashin and Sun theories, and the strain invariant failure theory (SIFT). The among of many
possible composite failure theories, we will mainly discuss with SIFT because the HFEM utilizes
a scale factor concept which has been used in SIFT for a concept of transferring factor from micro
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to macro-mechanics.
In current theories, the strength properties of a laminate are derived from the strength of indi-
vidual lamina determined by an analysis of angled unidirectional lamina and related to the normal
and shear strengths of the material. Principle and maximum shear stresses are transformed into a
set of local axes based on fiber orientations. In unidirectional laminates, the two axes analyzed are
those parallel to the fibers and a transverse axis perpendicular to the fibers, shown in Figure 2.11
below.
Figure 2.11: Diagram of the directions of a composite laminate
A comparison of the state of stress and strain necessitates engineering strength values. The
following is a list of five strength parameters commonly used in composite analysis:
• Xt: Ultimate longitudinal tensile strength in the fiber direction
• Xc: Ultimate longitudinal compressive strength in the fiber direction (negative value)
• Yt: Ultimate transverse tensile strength in the matrix direction
• Yc: Ultimate transverse compressive strength in the matrix direction (negative value)
• S12: Ultimate in-plane shear strength
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Maximum stress theory
The traditional approach to composite analysis is ply-based failure analysis, in which the failure
of a laminate is determined whenever any ply reaches its material strength limit. A representative
theory is maximum stress theory, which indicates a failure when any stress component exceeds
its uniaxial strength, without considering the interaction of the components. The theory is simply
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Then, the final margin of safety is
MOS = min {MOSmax σ1 ,MOSmax σ2 ,MOSmax τ12} (2.54)
Any given ply can easily be characterized by maximum stress theory, which is based solely
on uniaxial ply data. However, the theory does not account for the interaction among the stress
components. As discussed in the stress and strain chapters, stress does not exist independently, but
it combines with other stresses or rotates to other coordinates. Thus, the application of maximum
stress theory is highly likely to result in failure caused by equivalent stress.
Maximum strain theory
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Despite these similarities, their failure envelopes differ slightly, as shown in Figure 2.12.
Figure 2.12: Failure envelopes for maximum stress and strain theories [26]
The selection of either the maximum stress or maximum strain theory depends on the ductility
of a material. Highly ductile or nonlinear composite materials are best served by the maximum
strain theory [26].
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2.6.3 Strain invariant failure theory
Background
According to recent studies, damage to a composite structure under a constant load results from
deformation caused by the expansion or twisting of the fiber and the matrix [30]. For example,
Schilling et al. [31] studied X-ray microtomography, which facilitates the characterization of the
internal configuration of flaws, including delamination, matrix cracking, and microcracking, in
composite laminates. In another study, Beyerl et al. [32] surveyed the mechanical characteristics
of a unidirectional composite related to the individual properties of the matrix, the fibers, and the
interfaces. Sun [33] also shows the importance of analyzing a matrix, a fiber, and their interface in
calculations of the failure of composite laminate.
In micro-mechanics, the fracture reference equation for the fiber and the matrix of a composite
structure is defined by SIFT. This theory also assumes the strain invariant failure criterion through
the first strain and equivalent strain for volume and shape changes. Each strain invariant is defined
as follows.
J1 = εxx + εyy + εzz (2.59)








J3 = εxxεyyεzz +
1
4
(εxyεyzεzx − εxxε2yz − εyyε2zz − εzzε2xy) (2.61)
J1 implies the most suitable condition for expressing interlaminar fracture resulting from a
volume increase during the matrix phase. If we look at the equation, we see no consideration
of damage under a compressive load through the above conditions. However, in general, it is
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not possible to reach the yield value under a compressive load, so J1 can be adopted as a failure
equation of a structure under increasing volume [34].
SIFT is based on the first invariant and estimated changes in volume through Von-Mises strain.
When the first invariant reaches a critical strain invariant, the theory defines a failure. With respect
to a unidirectional laminate composite, we define the critical strain invariants that imply damage
initiation by the following two equations.
J1 ≥ J critical1 (2.62)
εequivalent ≥ εcriticalequivalent (2.63)
where, J1 can be obtained by Eq. (2.59) and εequivalent is calculated by the following Eq. (2.64),
εequivalent =
√
0.5 [(ε1 − ε2)2 + (ε1 − ε3)2 + (ε2 − ε3)2] (2.64)
Critical strain invariant
Critical strain invariant values can be obtained by two methods. The first is a method used by Gosse
[35] to obtain the critical value through the global-to-micro FE model of a specimen under actual
failure loads. The second method entails obtaining J1 or εequivalent through a known database or
experimental material strength data. For example, yield strain εyield is measured by a uniaxial
tensile test or a compression test and used to obtain the critical strain invariant value, J critical1 . The
relationship is as follows.
J critical1 = εxx + εyy + εzz = εyield + (−2ν)εyield = (1− 2ν)εyield (2.65)
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The critical equivalent strain value is also obtained and shown in Eq. (2.66).
εcriticalequivalent =
√
0.5 [(εyield + ν12εyield)2 + (εyield + νεyield)2 + (εyield + νεyield)2] (2.66)
For the analysis of fiber, Eq. (2.66) can be abbreviated as follows.
εcriticalequivalent = (1 + ν12)εyield (2.67)
Redefined critical strain invariant
The process of obtaining the critical strain invariant value for the SIFT analysis is imperative, as
it is the factor that determines the boundary of the failure state equation. To calculate the critical
strain invariant, Chapter 2.6.3 provides two methods. One is the method of obtaining the threshold
value through the global-to-micro FE model. However, this method has several drawbacks. First,
as it is a stacking type model, its implementation is complex and increases the likelihood of errors.
In addition, the threshold value obtained by testing a material cannot be acquired by physical
strength. To overcome these shortcomings, we adopt a method of obtaining the critical strain
invariant value from the physical strength used in conventional classical composite theory. The
strength properties of most composites are already known for the analysis of conventional laminate
theory. The following presents the method of using this strength property for acquiring the critical
strain invariant value.
The strength properties are divided into fiber and matrix directions, as previously shown in
Figure 2.11. To convert the physical properties of the composite strength into the strength in the
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strain concept, it is reasonable to adopt Yt and the modulus of elasticity, E22, because the load type
is the tensile in the transverse direction at J1 ≥ 0 on the matrix. Therefore, if the strength is defined
as yield strain, εyield, and substituted into Eq. (2.65), the following equation can be obtained.




If the fiber is J1 < 0 , longitudinal strength Xt and longitudinal elastic modulus E11 are
adopted. Therefore, by redefining the strain strength against the yield strain, εyield, we can rewrite
Eq. (2.68) as follows.






HIERARCHICAL FINITE ELEMENT METHOD
3.1 The Need for a New Digital Twin Method
Figure 3.1: Boeing 777 wing span [36]
Structural health monitoring (SHM) is a process of assessing the current health and analyzing
predictions for the remaining life of a structure. Thus, SHM requires an examination of the current
state of an individual aircraft and simulation of the propagation of cracks under various conditions
through a computational model. Under the presumption that such a model plays a vital role in
SHM, this study applies the finite element (FE) method for both diagnosis and prognosis as a
digital twin that represents an actual aircraft. However, because the sizes of flaws or cracks are
extremely small compared to the size of an aircraft, FEM in SHM consumes an exorbitant amount
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of computation time. For example, the wing span of a conventional aircraft, shown in Figure 3.1,
is 60 m but the typical size of an identifiable surface flaw is 6.35 mm long and 3.175 mm deep
[37]. Since flaws or cracks are minuscule, a FEM for the digital twin requires an extremely fine
mesh, which requires enormous computation time. Therefore, a solution to the problem of mesh
size requires a new method of the digital twin.
3.2 Hierarchical Finite Element Method
Using conventional FEM as a digital twin, this study entails a simple stress analysis of the system
level of FEM with coarse meshes(global-level) and calculates crack propagation on the element
level of FEM with fine meshes(base-level) if global-level FEM and base-level FEM are connected
mutually. To solve problems related to the mesh size and computation time, this study proposes
the hierarchical finite element method (HFEM) that involves the development of a flexible intrinsic
FEM that adapts the size of elements, depending on the purpose. This study also proposes a method
of building a stress or strain relationship between the hierarchical models that is connected by the
unit load method, a virtual load analysis that uses six components of unit loads. The connection by
the unit load transfers information between the higher and lower levels. For example, Figure 3.2
shows that one of the constituent elements in the higher-level of FEM with coarse mesh possesses
a corresponding lower-level of FEM with extremely fine mesh.
For the case of two level hierarchy HFEM, higher-level and lower-level FEM are mutually con-
nected and they conduct appropriate analyses for their purposes while shearing necessary data. At
this time, the higher-level of FEM refers to a global level of FEM, the highest level of HFEM. The
global-level model, an entire system under investigation, can apply external loads, aerodynamic
forces that are pressure forces acting perpendicular to the surface of a wing. These forces, external
forces, however, are generally transformed into six components of loads for structural analysis:
Fx, Fy, Fz, Mx, My, and Mz. The primary role of the global-level model is to transfer the external
forces to the internal forces and then transform the internal forces to normalized stress. Thus, each
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Figure 3.2: The HFEM from higher to lower element level
element in the global-level model has a unique child element, a base-level model with a normalized
stress map (Figure 3.3) which is analyzed under boundary conditions of the base-level, and it acts
as a base model for crack propagation. This process is enabled by transferring external load from
global-model to base-model and simplified by the unit load method. The detail of those methods
are introduced in Section 3.3.
Each element in the global-level FEM has unique boundary conditions and dimensions. Thus,
a stress map for an element is not applicable to other elements. To generate the stress map for
all elements in the global FEM, we need to apply each condition of the unit load method for each
unique base-level model. However, the computation is prohibitively expensive. For example, the
aircraft wing in Figure 3.2 has 4,694 BAR elements, 7,650 QUAD4 elements, and 60 TRIA ele-
ments. Therefore, the number of runs for a stress analysis of 12,404 elements for six components
of a unit load is 74,424, requiring about 62 days. To mitigate the problem of time consumption,
this study proposes a clustering method in which elements in the global-level FEM are clustered by
element size and property type. After clustering, therefore, elements are grouped by similarity. In
each group, a representative model, which is commonly the cluster center, is picked from clustered
elements. Then, we only need to know the stress maps for the element of each cluster. A detailed
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Figure 3.3: Example of a normalized stress map for the base level of HFEM
discussion of the process will be presented in Section 3.4.
3.3 Load transfer methods
3.3.1 External load transfer method
In the on-board framework, the digital twin obtains external loads from sensors that have only
strain information available at the sensor locations to analyze the stress with global-level model.
A common strain gauge is one option for measuring strain, but it is not suitable for this on-board
framework because it requires too many wires and weighted equipment for the installation. Re-
cently, for the structural health monitoring system, a fiber optic sensor that utilizes the fiber Bragg
grating (FBG) as a strain gauge has been widely studied and adopted. One major study was pub-
lished by the NASA Dryden Flight Research Center, which developed a real-time fiber optic strain
and shape sensing (FOSS) technology and validated the technology with an X-33 and an F-18.
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The recent development of a predator-B was validated by an experiment involving a real-time
wing shape [38]. In this research, the shape estimation and strain measurement are not the subject
of study. We assume that reasonable loads can be calculated from the FBG and apply it to the
global level of the digital twin, or HFEM.
Since we have assumed that HFEM is receiving proper load information from the gauge, let
us discuss how to transfer the point loads as a pressure load. Most preliminary design stage of
aircraft FE models or even global FE models in the detail design stage use a special element called
MPC (Multi-point Constraint) transfer aerodynamic loads to the FE. MPC constructs geometric
relationships that are required to match the displacements of certain nodes of the FE model. This
is very useful method for the FE modeling, without the numeric difficulties that would imply to
model them as truly flexible bodies of high stiffness. Thus, the main function of MPC is to generate
internal relationships between nodes from geometric data defined by the user.
Figure 3.4: MPC example
With the functionality of MPC, we can define that a group of dependent nodes follows the
movement of one independent node with predefined factors such as allowed degree of freedom
and intensity of stiffness. An example for the MPC from Patran is shown in Figure 3.4 with RBE2
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types, which defines that six degrees of freedom, three translations and three rotations, is allowed
to transmit to the dependent nodes from the independent nodes. In Figure 3.4, the blue star is
an independent node, and the ends of all lines are the positions of the dependent nodes. Then,
when point loads are subjected to the independent node, the movement of dependent node acts as
distributed forces in the FEM.
Figure 3.5: Load transferring method from FBG
Thus, in the global-level HFEM, external aerodynamic loads are transferred from the FBG
point to the FEM by the MPC connection method. In Figure 3.5, the yellow star indicates the
location of the FBG which are the independent nodes, the red dots are candidate dependent nodes.
All free surface elements in the FE model requires to be corresponded with one independent node
to transmit the load. In addition, when we have the functionality of the grouping, we can move FE
model or change shape like adaptable mesh without changing geometry itself that is a big advantage
in FE modeling. For example, in Figure 3.5 the green circles represent the initial shapes which is
0 g condition(ground condition), and the blue circles are shapes deformed by the loads which is 1
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g condition(a cruise condition). This wing example is initially modeled for 1 g condition, but we
can move it to 0 g condition or even 2 g condition as shown in Figure 3.6. The green is the initial
position for 1G condition, blue is 2 g condition, and red is 0 g condition.
Figure 3.6: FE model shape change with elements grouping
3.3.2 Internal load transfer method
The applied external load in the global model needs to be passed on to the base-level FE model
which is more detail model. The base-level can be any parts that is considered as critical parts,
such as frame, skin, splices, and etc. The applied external load can be transformed to the internal
forces through the analysis in global model. Then, the base-level FE will use the internal forces,
which are point-grid forces, that are derived from the external forces in the global-level FE. In
other words, when the global-level analysis finds a location that shows a critical remaining fatigue
life, the location of element transfers the internal forces to its corresponding base-level model, thus
constituent nodes in the element of global-level model are the points we need to have the internal
forces. The framework developed by this study needed to find the critical location of element, its
constituent nodes, and corresponding internal forces about the nodes from global-level analysis
result. This series of processes should be automatic without any user interference because the new
digital twin method should work as one FE model.
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To help better understand the series of processes, let us assume that an initial possible crack
at element 55 is detected by the result of global-level analysis, then the corresponding base-level
model to the element 55 will be an FEM to progress the crack propagation. To analyze crack
propagation in a base-level model, internal forces about constituent nodes in the element 55 will
be extracted by an algorithm from the output file of global-level analysis. The output file which
contains the internal forces for all elements in global model is often very large in ASCII format, but
we only need to have the internal forces at the corner nodes of element 55. This study develops an
algorithm that can search the element number, its corresponding nodes, and the internal forces of
the nodes. Then, transfer the internal loads to input loads for the base-level model with a specific
boundary condition, shown in Figure 3.7. The boundary condition in this figure applies only to
the case in which an element is surrounded by other elements. In the case of an edge element, one
degree of freedom for the free edge needs to be released.
Figure 3.7: Free body diagram of grid forces
With the internal forces, the base-level model can calculate stress dependently in the area of
an element. We can create the base-level model after initiating an analysis, but since the shape
and size of elements in global-level model are very similar, having some representative models
is preferable. Thus, grouping elements of a similar size and shape requires the introduction of a
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cluster method.
3.3.3 Unit load method
As described in the previous section, the framework uses the unit load method to reduce the time
consumption for stress analysis in the base-level model. The unit load method can be regarded
as a direct result of the principle of virtual work, an application of the unit load method easily
demonstrated by Euler-Bernoulli beam structures [39]. If the displacement at a point of the beam
can be valued as magnitude ∆ , the principle of virtual work can be explained as follows:
∆δD + δW
′
I = 0 (3.1)
In the case of all statically admissible virtual forces in which δD is the virtually driven force,
δW
′
I , is the internal virtual work in the Euler-Bernoulli beam. Then, the unit load method can be
summarized in the following three steps.
1. Find the actual force and moment distributions acting in a beam subjected by the externally
applied loads.
2. Apply a unit load at the point and in the direction of the all displacement components.
3. Evaluate the statically admissible force and moment distributions in the beam with equilib-
rium of the unit load.
To validate the unit load method for this framework, this study applies a simple beam model
and a real wing box model to evaluate stress. In the example, six degrees of freedom are fixed at
the root and 100 N of the concentration force is imposed as shown in Figure 3.8. For the unit load
method, six unit loads, one in each degree of freedom, Fx, Fy, Fz,Mx,My, and Mz, are applied
independently to construct a stress matrix. Once the stress matrix is complete, then stresses for
other loading cases can be calculated by Force× StressMatrix without finite element analysis.
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Figure 3.8: Validation model for simple beam
The results of the unit load method are compared with the results of general finite element
analysis in Table 3.1. The results show almost a 0 % of error. However, we should note that
this example is a very simple linear case. For further investigation, Figure 3.9 shows the error
distributions of σx, σy, σxy, and Von-Mises stress (VMS) obtained by calculating the root mean
square(RMS) and comparing t-distribution. As an example, the error distribution of VMS, the
bottom-right distribution, illustrates accurate results of the unit load method with that a mean error
of 0.00396 and a standard deviation of 0.0055
3.4 Base-model development
Representative base-level from selection of clustering results
Let us assume that the FE models of the HFEM are well integrated via previous methods. Then,
the CIA informs the CPA of the possibility of an existing crack, initiating a crack propagation
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Table 3.1: Results of the validation model for a simple beam
analysis. This process is part of the full framework, previously illustrated in Figure 1.9. We will
focus on Figure 3.10 for this section.
When the CPA calculates the crack propagation, it must use the stress from the base-level
model to calculate the stress intensity factor. In order to do this, the framework must have a finite
element solver inside. However, carrying an FE solver should be avoided for the following reasons.
• FE solvers for the purpose of airworthiness are too powerful with many functions which
invoke comparatively long run time.
• The purpose of this framework is to provide an on-board algorithm that can be embedded in
all kinds of aircraft and a large number of drones. Thus, we prefer a simply way to get the
stress distribution.
• The framework would become more complex if external software is used because of input
and output file exchanging between the framework and external software.
We can solve the previous problems by simply performing a stress analysis prior to operating
the framework. For the purpose of use later loading condition, the stress analysis should be con-
ducted for unit loads. Then, the SHM will carry the performed stress information inside of the
framework as a table array.
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Figure 3.9: Error distributions of σx, σy, σxy, and VMS for the validation model
Since CPA cannot be informed about which elements are critical prior to the CIA result while
operating, the framework needs to carry the results of unit loads for all elements, a considerable
data and time-consuming task. Even though the static analysis would entail a simple calculation,
solving the FE still takes some time. For example, if the FE analysis takes one second for one
element, it will take 100,000 seconds, or about 28 hours, for 100,000 elements that the global-level
model contains. Therefore, this study suggests an idea that carrying some representative elements
only not all the elements. Actually, FEM elements are very similar for their shapes, sizes and prop-
erties. Specially, size should be similar as many to be a good FEM because it reduces singularity.
Thus, we can pick some representative elements that are candidates for the base-level model. If
one element is selected as a critical location, its base-level model will be that of the representative
model.
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Figure 3.10: The initiation process of crack propagation
Following question is that how can we cluster the elements and pick the representative models?
In Chapter 3.4.1, we will discuss the clustering method from machine-learning theories. The the
clustering task, which will be carried out by the K-means algorithm, will result in ten clusters.
3.4.1 Clustering in machine learning
Machine learning is largely divided into supervised learning and unsupervised learning. Clustering
is representative of unsupervised learning that finds clusters that best describe given data without
adding label. To conduct classification, we need data and corresponding labels for the data; in
reality, however, we already have data, but we do not know what the label or the category of the
data is, so we need to explain the data in a way other than classification. The goal of clustering is to
partition a dataset into some K number of clusters, with the value K normally given or assumed.
Intuitively, we consider a cluster a group whose distances inside their space are shorter than those
to points outside the group. Figure 3.11 illustrates a conventional clustering method, the K-means
algorithm, using the re-scaled Old Faithful dataset [40].
In Figure 3.11, (a) is the initial dataset and the green points that we wish to cluster. The dataset
is in a two-dimensional Euclidean space that also has initial cluster centers, µ1and µ2, depicted by
red and blue crosses, respectively. From (b) to (h), the clustering process presents an example ofK-
means with the application of the EM (expectation-maximization) algorithm. The EM algorithm
is a general technique for finding maximum likelihood estimators in latent variable models, which
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Figure 3.11: Illustration of K-means clustering algorithm [40]
we can use to determine the center of the clusters in this example. The goal of clustering is to find
clusters that most accurately describe the given data in the absence of information about each piece
of data. Therefore, we often use clustering to solve optimization problems as well as many other
unsupervised learning problems. Although the EM algorithm is one way to solve the optimization
problem, this study focuses more on the application of clustering. The figure presents the results
of clustering in (i), which contains two clusters, blue and red, and the centers of these clusters are
represented by their corresponding crosses.
This study uses a clustering algorithm from Python open source, Scikit-learn, an open forum of
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machine-learning users. Scikit-learn defines various clustering methods in Table 3.2. For general
purposes, only two dimensions are considered, and since the base-model clustering does not require
many cluster centers, this study adopts the K-means algorithm for clustering with the global-level
FEM.
Table 3.2: A comparison of clustering methods [41]
Method name Usecase Geometry (metric used)
K-Means
General-purpose, even cluster size,
flat geometry, not too many clusters
Distances between points
Affinity propagation

























Distances between nearest points
Gaussian mixtures
Flat geometry,
good for density estimation
Mahalanobis distances to centers
Birch
Large dataset, outlier removal,
data reduction.
Euclidean distance between points
80
3.4.2 K-means clustering
A cluster can be defined in a number of ways. One of the simplest ways is as follows: data
belonging to a cluster are those with the closest Euclidean distance. That is, theK-means algorithm
assumes that data belonging to the same cluster are close to each other. In this case, each cluster
has one “center,” and the cost is defined as “how close each datum is to its center.” The K-means










wnk = 1, ∀k (3.2)
In Eq. (3.2), we assume an ‘N ’ size of data and a ‘K’ number of clusters. To minimize the
equation, we need to find and assign data points to clusters as well as a set of vectors xnin which the
sum of the squares of the distances of each data point to its closest vector µk. Each xn corresponds
to a binary variable in the vector of wnk ∈ {0, 1}, where k = 1, ..., K. The set of binary variables
indicates which of the K clusters the data point xn is assigned to. If data point xn is assigned to
cluster k then wnk = 1 and wnj = 0, where the most case, j 6= k.
The goal of clustering is to find values for wnj and µk while minimizing Eq. (3.2). This prob-
lem is difficult to solve because of the binary variable wnj , which requires checking each cluster
combination, one at a time, to obtain the optimal value. However, by avoiding joint optimization,
we can fix either µ or w and then update the other one, then the optimization process can be a
simple problem. When the remaining values are fixed, we can obtain the optimal value of µk by
calculating the mean of the the ‘mean’ of the ‘k’th cluster. This is why this method is referred
as the K-means algorithm for finding the mean for the number of k. The optimal value of wnk
for all data ‘k’ is acquired by assigning it to the cluster with the smallest ‘xn − µk’ among all
clusters.Therefore, if we know exactly one of the other variables, conducting alternative optimiza-
tion becomes relatively simple. We called the iterative procedure expectation (fixing a value with
expectation)/maximization (optimizing the other value, the distance).
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3.4.3 Clustering method for selecting representative base-level models
Using a K-means clustering algorithm for base-model clustering, we partition the various shapes
and sizes of the component elements in a global-level model into k clusters. Each cluster center
is a candidate for the base-level model, which conducts crack simulation with a fine mesh. Then,
each candidate of the base-level model has a stress distribution map generated by six components
of unit loads on the unit element. Therefore, we need results for only the cluster center elements
from the FEM. An example of clustering results and the element shape of a cluster center are
shown in Figure 3.12. The application of K-means clustering for base-model clustering, however,
is not a simple problem because of the dimensions of the elements. In the input file of FEM,
an element has four nodes when we assume it is QUAD4 element. Each node consists of three
coordinate values; the location of x, y, and z. Thus, each element has 4 × 3 = 12 dimensions, an
undesirable number for clustering. However, we can easily reduce the 12 dimensions by geometric
correlation. For instance, Figure 3.13 describes a QUAD4 element and corresponding information.
Node numbers begin at the top-left of the element (the arrow shows node 1). Although each of
the four nodes carries three-dimensional geometry information(x,y,z coordinates), because of the
symmetric shape, we need to know only the distance of either the top or the bottom lines and the
distance of either the right side or left side line.
The framework developed in this study conducts dimension reduction prior to K-means clus-
tering. For real-world applications, in the NASTRAN input file, element information is represented
in Figure 3.14. Starting with the first column, each column represents the following information
about each element: the type, the number, the property, node 1, node 2, node 3, and node 4. When
crack propagation is initiated by the global-level FEM, we have information only about the element
number, that is, the number of elements with possible cracks, and then we must conduct the propa-
gation analysis. For example, if we analyze the crack propagation of element 55 with nodes 55, 56,
157, and 156, then we assume that each node has actual coordinate data, as shown in Figure 3.15,
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Figure 3.12: An example of clustering result
Figure 3.13: An example of QUAD4 element
with the type, the number, and the x, y, and z coordinates. From this assumption that element 55
is the base-level model, the framework obtains the coordinate data by first searching for element
number 55 and then its corresponding four nodes. With the information of the coordinate data and
the four nodes, we need to reduce the dimension from 12 to 2.
The reduction algorithm begins by assuming that the first node, in this example, the fixing
node, is node 1, indicated by the large arrow in Figure 3.13. As we do not know the diagonal node
of node 1, we find the diagonal node by calculating the maximum of the norm for the other nodes:
83
Figure 3.14: An element section of NASTRAN input file
Figure 3.15: A grid section of NASTRAN input file
nodes 2, 3, and 4. Then we can determine which node is actually node 4, the diagonal node, and
the other nodes 2 and 3 as well. After defining the node numbers, we can calculate the length of
the edges by the following equations.
∆y12 = max(|x1 − x2| , |y1 − y2| , |z1 − z2|) (3.3)
∆y34 = max(|x3 − x4| , |y3 − y4| , |z3 − z4|) (3.4)
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∆y = avg(∆y12,∆y34) (3.5)
∆x13 = max(|x1 − x3| , |y1 − y3| , |z1 − z3|) (3.6)
∆x24 = max(|x2 − x4| , |y2 − y4| , |z2 − z4|) (3.7)
∆x = avg(∆x13,∆x24) (3.8)
The ∆x and ∆y are the input metrics for the clustering method explained above. Figure 3.16
presents the clustering results for all elements in the global level. The different colored crosses
indicate the cluster centers, each of which represents the base-level model for its group. These
results show ten clusters, each with a number of samples, shown in Table 3.3. The results for
the QUAD elements indicate that the global level has 7,650 elements. In Figure 3.16, the x-axis
represents the lengths of the top or bottom edges and the y axis the side edges. The figure shows
all elements labeled with their cluster centers.
85
Figure 3.16: K-means clustering result for all elements in global-level
3.4.4 Additional micro-level models for composite materials
So far the HFEM has been applied to only metallic material. In a case of composite material, the
stress map for the base-level model must contain additional information about laminate properties,
which can be derived from a micro-level model. For the connection between the base and micro-
levels, to formulate the constitutive relationship, this study proposes strain amplification factors
as an important parameter in strain invariant theory (SIFT) [35]. An analysis of damage by SIFT
(discussed in the introduction of SIFT in Chapter 2.6.3) requires that the SIFT of the micro concept
be converted to that of the macro concept, thus simplifying its application. For example, we apply
the global-level FE model for the static analysis without accounting for the effects of the fiber or
the matrix, which entails a huge global FE and great detail, because such an effort would consume
86
Table 3.3: Results of K-means clustering













To solve the time consumption issue in the framework, this study introduces a micro-mechanical
factor, the strain-amplification factor which has been used for SIFT analysis. The strain amplifi-
cation factor can be obtained by an FEM analysis of virtual composite specimens and stored in






where εij is a local strain, ∆Lij is the prescribed unit displacement and L0 is the original
length of representative volume elements (RVE), an explicit model of the fiber and the matrix. The
amplification factor need to be calculated from 20 locations, described in Figure 3.17. The figure
shows that F9 measures the fiber strain, F1 to F8 measure the interaction in the fiber, M1 to M8
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measure the interaction in the matrix, and IF1, IF2, and IS measure the matrix strain [35].
Figure 3.17: Amplification factor points[42]
To determine the appropriate amplification factors, type of fiber arrangement for a unit-block
model, the representative volume elements(RVEs), are needed to identify the fiber and matrix
shapes. In micro-level modeling, three shapes of fiber arrays, that are mostly used in industry
are assumed to be ideal: squares, hexagons, and diamonds. From the stress analysis for the three
unit of tensile loads, Figure 3.19 shows strain distributions for the square array of RVEs. The
normalized strain distribution acts as a factorized ratio at specific points, shown in Figure 3.18.
These points indicate F as the fiber area and M as the matrix area, which we use to distinguish
independent applications of material properties and to analyze micromechanical failure, such as
the breakage, delamination, or bounding of the fiber or the matrix.
Material properties of RVE model need to be defined as fiber and matrix respectively. Fiber
property is determined as 3 dimensional orthotropic material , but matrix can be described as
isotropic material. An example of material property of RVE is described in Table 3.4.
As the final result, amplification factors at the points described in Figure 3.17 act as a scale
factor that can deliver stress magnitude in the lower level of FEM to the higher level of FEM by
representing the structure format as shown in Figure 3.20. On a higher level, the ply model may
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Figure 3.18: Example of RVE and amplification factor points
have a single ply or laminated plies, such as coupon-based composites. For coupon-based compos-
ite design, an examination of the mechanical and material properties of a ply from experimental
coupon tests are often required to find the behavioral characteristics of a layer to laminated com-
posites. The characteristic of coupon-based composites will be reflected on laminated composite
models to be acting as a base model for the analysis of crack propagation.
3.5 Validation of Hierarchical Finite Element
By comparing the results of the FE analysis of the global model with those of the single model
analysis of the corresponding element, we can validate the stress analysis functionality of HFEM.
To compare these results, we first select a specific element after the FE analysis in the global
model and extract the corresponding grid force (e.g., to extract the grid force in the sub-case in the
Nastran input field, the input file should place the output request, GPFORCE = ALL.) The case of
the Quad4 element consists of four corresponding nodes, so the four grid-forces are in the output
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(a) Direction 22 (b) Direction 12 (c) Direction 23
Figure 3.19: Example of strain distributions for square array of RVE
Table 3.4: Material properties for RVE [43]
results that need to be the input forces of the base model. With a specific element in the global
model, the base model independently forms the same geometry and then conducts the FE analysis.
If the stress or displacement values of the base model are similar to those of the global model,
we can assume that the HFEM works correctly. Furthermore, the HFEM uses the base model as
a detailed model for crack propagation, so the FE model requires only stress. Therefore, with an
accurate calculation of the value of stress, we assume that no problems will arise from the model
in the future with regard to the analysis of crack propagation. In other words, the verification of
both stress and crack propagation or initiation analysis methods ensures verification of the entire
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Figure 3.20: Micro-mechanical approach to base-level HFEM
framework.
3.5.1 A case study for the verification of global and base models
The following process with a simple example represents how to connect the global and base models
and to verify this method through a comparison of stress. Figure 3.21 describes a thin rectangular
plate 11 mm long, 5 mm wide, and 2 mm thick. The size of each element in the model is 1 mm ×
1 mm.
Figure 3.21: Validation example of global model
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The material is Al-7050-T7451, the elastic modulus is 71,700 MPa and shear modulus is 26,900
MPa. For the boundary conditions, all directions of six degrees of freedom were constrained at the
root, and 1 N and 10 N forces were applied to the ends of the material in the y and z directions,
respectively. Figure 3.22 shows the combined force of two directions and the fixed boundary
conditions.
Figure 3.22: Boundary and force conditions
The results of FE analysis conducted with NASTRAN are presented in Figure 3.23 and Fig-
ure 3.24. The two figures show that maximum stress, 184 MPa, occurred near the root and transla-
tional displacement, 0.111 mm, occurred in the direction of z coordination. Now we select element
55, located in the middle of the global model; in Figure 3.24, the middle red rectangle describes
the corresponding element, element 55, while showing the stress values of the four nodes.
The HFEM developed in this study reads the internal grid force of elements from the output file,
such as those shown in Figure 3.25, corresponding to each component node. The HFEM extracts
the grid force, the values in the red dotted boxes, to utilize it in the analysis of the base model.
Figure 3.26 shows the grid forces extracted from the results of the global model by the HFEM
framework. The algorithm for extracting grid forces for the base level appears in Appendix F.
Next, for the base model, the same geometry model as global Element 55 is independently
generated. The base model is 1 × 1 mm and 2 mm thick, the same material and properties as that
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Figure 3.23: The deflection results of the global model
Figure 3.24: The stress results of the global model
of the global model, but fine meshes on. The stress distributions for the corresponding elements
in the global model and those in the base model are compared in Table 3.5 for the stress values at
each node. As evident from the tiny percentage error shown by the table, the connection method
for the global and base models in HFEM works very well.
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Figure 3.25: The example of output file for grid forces
Figure 3.26: The grid forces extracted by the HFEM framework
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Table 3.5: Comparison of the stress results for the global and base models
Base model Global model
Node number Von Mises Stress (MPa) Node number Von Mises Stress (MPa) Error(%)
Node 1 1.08E+02 Node 34 1.08E+02 0%
Node 2 8.81E+01 Node 40 9.03E+01 -2%
Node 3 1.07E+02 Node 33 1.06E+02 1%




Crack initiation, an assumption of initial cracking, can be determined by strain-life approach or
stress-life approach with classical theories. One approach that is commonly used for estimating
initial cracks or low cycle fatigue in not only the aerospace field but also general engineering fields
is the strain life approach [44] [45]. This approach has been used on many aluminum alloys such
as 2024 and 7075, the most commonly used materials in aerospace engineering [46]. However,
the low cycle fatigue behavior is generally for the case of fast moving part such as engine parts in
aircraft. Most primary structure and main part of aircraft which we want to construct in this study
relates to high cycle fatigue behavior and that can be more suitable with stress life approach as
crack initiation analysis [47] [48].
Figure 4.1 illustrates the integrated process of the CIA module with the HFEM. The load spec-
trum is an assumed spectrum that can be generated during the acquisition of strain information
from FBG sensors.The load spectrum, a non-dimensional unit load spectrum, must be multiplied
by the stress analyzed at the global-level of the HFEM. Then, the load spectrum is converted to
the stress spectrum scaled by stress and load data. The stress spectrum generally consists of ir-
regular amplitude loading that requires a counting method. For spectrum counting, this study uses
rainflow counting, a standard counting method. The output of rainflow counting can be repre-
sented as a matrix with the mean stress, the intensity of stress, and the number of cycles. With
either the stress- or strain-life approach, the matrix can easily be used for calculating damage
while accounting for the mean stress effect, which is related to the mean of the amplitude stress.
The damage results from the approach, which generates damage for a block of the spectrum ma-
trix, is accumulated with the Miners rule. Then damage can be converted to the fatigue life with
Life = 1/ accumulated damage. The results of CIA represent the cycles of fatigue life for ev-
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Figure 4.1: The flow diagram of CIA
ery element in the global model in the HFEM. Finally, the HFEM indicates elements that have
have possible cracks based on the results of CIA to the base-level model. Thus, base-level models
initiate a crack propagation analysis whenever the cycles reach a critical condition.
4.1 Fatigue Load Spectrum
Producing reliable fatigue life or crack growth analyses for aerospace structures require test dy-
namic loads that represent realistic loadings on a structure, which in turn, requires test loading for
adequately representing common types of loading. By standardizing the test-load sequence, we
can exchange and compare the variable amplitude test results of various origins while building a
database containing many spectrum reference data points. Loading standards have been defined by
several European aeronautical institutes: FALSTAFF for fighter aircraft wings, TWIST and Mini
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TWIST for transport aircraft wings, HELIX and FELIX for helicopter rotor blades, Cold TUR-
BISTAN for tactical aircraft cold-end engine disks, and ENSTAFF for tactical aircraft wing skin
composites [49] [50].
To represent the test loading spectrum for this study, we selected the Transport Wing Standard
(TWIST) to simulate loading on a transport aircraft wing. The TWIST spectrum represents the
load history of the wing root of transport aircraft such as the Boeing 720, Boeing 737, and DC-10,
among others [51] [52]. From historical data, the frequencies of certain levels of relative stress are
determined by their intensities during flights. The intensities of flight load levels are assumed by
ten different gust load conditions, which determine the amount of stress that the wing root would
be under the mean flight stress value. All stress levels in the spectrum are normalized to 1 by the
mean stress value. After all, the TWIST spectrum is became a normalized spectrum that can be
used generally for a transport aircraft. The TWIST spectrum contains 40,000 flights and the most
severe flights (each denoted as a level I flight with an amplitude of 1.6 times that of the mean flight
stress value) occurred only ten times during the entire 40,000 flights. Thus, we often use a reduced
spectrum that is one tenth of 40,000 flights. Figure 4.2 represents a TWIST spectrum with 4,000
flight cycles. It contains 797,330 points, and the maximum level is 2.6 with a mean of 1 for the
4,000 flights. The minimum value is -0.6, which is the ground level value that can sometimes be
ignored in a tensile-to-tensile fatigue analysis.
This historically-based spectrum is recommended for performing cycle counting analysis. For
analysis and testing purposes, cycle counting summarizes and simplifies the results of a com-
plicated load spectrum. Perhaps the most widely accepted method of identifying critical fatigue
events is Rainflow counting. This study used the Rainflow cycle counting program, written in
Fortran, which was supplied courtesy of members of the SAE Fatigue Design and Evaluation
Committee [53].
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Figure 4.2: Example of load spectrum from TWIST
4.2 Strain Life Approach
Crack initiation can be estimated by the strain life approach, which is typically used in the low-
cycle fatigue region where the applied strains have a dominant plastic component. In this regime,
cyclic loads are relatively large and undergo a significant amount of associated plastic deformation
in addition to relatively short lifetimes. This type of behavior has traditionally been referred to as
“low cycle fatigue,” and more recently, “strain-controlled fatigue” [54]. The strain life approach
schematically represents the ε−N curve on a log-log scale in Figure 4.3, where N is the number
of cycles that reversals to failure. Given the total strain from the sum of the elastic and plastic
strains relate to a life time by the curve that can be approximated as a curved line from the elastic
and plastic curves.
The ε−N curve equation can be divided into two parts, the elastic region and the plastic region,
shown in Eq. (4.1). Eq. (4.2) is presented by half-amplitude strain [55] to express the equation as
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Figure 4.3: ε−N curve
cyclic loading.










Basquin [56] identified the stress and fatigue life-cycle relationship with Eq. (4.3).
∆ε
2
= ε′f (2Nf )
c (4.3)
where, ε′f is a plastic strength defined in Figure 4.3.







b + ε′f (2Nf )
c. (4.4)
where, b , c represent the each slope of elastic and plastic curve shown in Figure 4.3.
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Eq. (4.4), which represents a constant amplitude loading case, is seldom experienced in real en-
vironments. Typically, some mean stress or strain is present, and mean stress effects predominantly
follow long cycles of fatigue. Therefore, the mean stress effect must be taken into account. Two
methods that account for the mean stress effect are the S.W.T (Smith Watson Topper) and Morrow.
As the S.W.T. method is the more conservative, this study adopted it. Eq. (4.5) incorporates the


















The amplitude strain is accumulated by Miner’s rule for adding damages. The relationship






where ni is the number of repetitions for each stress level and Ni is the lifetime of each stress
level calculated from the ε − N curve. When D, the fatigue damage, equals 1, we can decide
that the part has an initial crack [7]. At the same time when the strain life approach returns a
damage index of 1, defining the initial crack size for the following crack propagation is required.
To determine the size of the initial crack, we refer to a damage tolerant design requirement for
military aircraft regulation (MIL-A-83444), shown in Table 4.1 [58]. From the table, we assume
that the initial crack size is 0.05 inch or 1.27 mm.
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Table 4.1: Initiation crack size
Category Critical Detail Initial Flaw Assumption
Slow crack growth
Hole, Cutouts etc.
For t < 0.05 inch, 0.05 inch through thickness flaw
For t < 0.05 inch, 0.05 inch radial corner flaw
others
For t < 0.125 inch, 0.25 inch through thickness flaw
For t < 0.125 inch, 0.25 inch radial corner flaw
4.3 Stress Life Approach
The most widely used and conventional approach for the evaluation of fatigue life is the stress-life
method for a ductile material. The stress-life method is applied to high cycle fatigue while the
acting stress is mainly in the elastic region of the material. Thus, it ignores the effect of plastic
region which is mainly about low cycle fatigue. However, most materials used in the field of
aerospace engineering have a high-cycle fatigue characteristic. In general, when evaluating the
fatigue life by the stress-life method, the S −N curve is typically represented by the relationship
between the alternating stress (S) and the number of repetitions (N ) until fracture. We obtain S−N
data from a fatigue test, which shows the stress-life relationship. The vertical axis represents the
alternating stress, and the horizontal axis represents the number of repetitions until failure (Nf ) on
a log-log scale. Figure 4.4 indicates that the value of the alternating stress converges to a specific
value according to the increase in lifetime (N ). Under stress that is less than this specific value
(Se), referred to as the “fatigue strength” or “limit,” the material has an infinite life cycle. Thus,
when conducting the analysis, we truncate the small stress. If experimental data are not available,
then the relationships between the general tensile strength and the fatigue limit can be introduced
as shown in Eq. (4.8) [55].
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Figure 4.4: S-N curve
Se =

0.056 Sut if Sut ≤ 212 ksi (1460 MPa)
107 ksi if Sut > 212 ksi
740 Mpa if Sut > 1460 MPa
(4.8)
where Sut represents the ultimate strength of each material.
We estimate the magnitude of the alternating stress corresponding to the fatigue life of 103
cycles as 0.9 times the tensile strength and use the line connecting this point to the fatigue limit
as the design line for the S − N line if actual fatigue data are not available for a material. The
S − N diagram shown previously illustrates effect of the stress amplitude on the lifetime in the
condition in which the average stress is zero. Even if the range of stress in the stress history remains
consistent, the fatigue life is not always consistent. This phenomenon is due to the influence of
average stress. In practice, however, the basis of many fatigue tests is a constant amplitude stress
test with a mean stress of zero and a fixed maximum and minimum stress. Therefore, average
stress should be used in an actual fatigue analysis.
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The stress width represents the difference between the maximum stress and the minimum stress
and the mean stress is the median of these stresses. The stress amplitude represents variation
with respect to the mean, which is half of the stress width. The following equations Eq. (4.9),
Eq. (4.10), and Eq. (4.11) mathematically represent stress width, average stress, and the stress
amplitude respectively [23].









Figure 4.5: Definition of alternating stress
The stress ratio (R) and the amplitude ratio (A), used to describe the state of the applied stress,
are expressed by the following Eq. (4.12). The corresponding loading situations are summarized










Fully reversed case: R = −1 A = inf
Tensile alternating load case: R = 0 A = 1
Compressive alternating load case: R = inf A = −1
(4.13)
(a) Fully reversed case
(b) Tensile alternating load case
(c) Compressive alternating load case
Figure 4.6: Alternating load cases
In addition to the stress-life method, a method of calculating the fatigue life cycle that entails
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average stress is the Haigh diagram, shown in Figure 4.7. The diagram depicts the stress-life
relationship from several stages of experimental data using mean stress and alternate stress. The
construction of the Haigh diagram, however, entails a considerable amount of time and cost, so
relational expressions of fatigue life that account for the influence of mean stress need to be defined.
In the case of the S−N approach, the Gerber (Germany,1874) Eq. (4.15), Soderberg (USA, 1930)
Eq. (4.16), Morrow (USA, 1960) Eq. (4.17), all of which account for the effects of mean stress, are
used. In the following relationships, the endurance limit, the yield strength, the ultimate strength,
and the true fracture stress are defined as Se, Sy, Sut, and σf , respectively.




























Generally, the Goodman is the failure criterion widely used for the following reasons [23].
• It is a straight line, and the algebra is linear and simple.
• It is easily graphed for every problem.
• It reveals subtleties of insight into fatigue problems.
• Answers can be scaled from diagrams for checking the algebra.
4.4 Variable Amplitude Loading
Chapter 4.2 and 4.3 have dealt with methods of determining fatigue life under a constant amplitude
load (S − N or ε − N method), shown in Figure 4.8, and methods that account for mean stress
effects (S.W.T equation for ε−N and Goodman equation for S −N ) under constant loading with
mean stresses. Figure 4.9 shows constant loading with mean stress and corresponding translations
by the Goodman and Gerber equations.
Figure 4.8: Constant loading with a fully reversed condition
The following sections will demonstrate how to apply a variable load generated from an actual
aircraft or automobile to a theoretical formula, such as the damage accumulation method of load
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Figure 4.9: Constant loading with mean stress and corresponding fully reversed loading
blocks (Miner’s rule), and the cycle counting method under a variable amplitude load (Rainflow
counting).
4.4.1 Damage accumulation method
The linear damage rule, the Palmgren-Miner rule, or Miner’s rule, are methods commonly used
to calculate the variable amplitude loading. Miner [7] introduced the concept of the cycle ratio to
express a damage fraction, which expresses the cycle ratio as the ratio of the number of repetitions





According to Miner’s rule, the damage fraction (D) in the stress magnitude (Si) is expressed as
the cycle ratio, ni/Ni . In other words, the fraction of damage caused by one cycle of load (
1/N ) is
the application of one cycle of loading that consumes 1/N of fatigue life. The cumulative damage
rate resulting from a series of processes is expressed in Eq. (4.19) as the sum of the damage rates








The percentage of lifetime spent in each stress magnitude of failure at variable amplitude load-
ing is assessed together and failure occurs when the cumulative damage rate is greater than 1, as in
Eq. (4.20).
D ≥ 1 (4.20)
In the case of composites laminated in various directions, each ply is generally assumed to be
under multiaxial stress. In this case, one way of calculating fatigue life is to perform a fatigue test
on the stress values for various directions to obtain the S −N curve. Because of the huge number
of possible combinations for each stress element, however, this method is impractical. There-
fore, a new damage guideline based on the Tsai-Wu static strength failure criterion is proposed
as Eq. (4.21). This equation, proposed by Yongming Liu and Sankaran Mahadevan [59], requires
only a fatigue test for the unidirectional laminate and predicts fatigue life by taking into account a


























where K is ply number in laminate, and ni and Ni are the number of repetitions and the corre-
sponding fatigue life for the ith ply.
4.4.2 Cycle counting method
To predict the life of a member subjected to variable load history or irregular sequence, shown in
Figure 4.10, we have to reduce the complicated load history to several simplified load histories
such as those in Figure 4.11, which correspond to useful constant amplitude experimental data
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used by the damage accumulation method, Miner’s rule. This process is called cycle counting, and
Rainflow cycle counting is the most common [60].
Figure 4.10: Variable loading with irregular sequences
Figure 4.11: Block loading after cycle counting
Since 1967, when Endo [61] first calculated the hysteresis loop regarding stress and strain, re-
searchers have devoted significant effort to the study of Rainflow counting, a calculation algorithm.
In the 1980s, ASTM and SAE adopted the Rainflow algorithm as the official algorithm form and
developed another algorithm that generated a more accurate hysteresis loop. This study upgraded
Fortran code from [62] as a more applicable form for accurately calculating variable loading, but
the result and the concept are identical. Figure 4.12 shows the basic concept of the rainflow count-
ing algorithm in time domain data from a hysteresis point of view. The cycle of the hysteresis
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point is described by a raindrop falling on a roof. To plot Figure 4.12, we applied several rules to
represent falling rain and to identify the closed hysteresis loops.
• A. To exclude the summation of half cycles, the strain-time history is drawn to start and end
at the largest strain value.
• B. The flow of rainfall begins at the reversal of each strain in the history and continues to
flow, except in the following cases.
– A raindrop flows from the local maximum point to the opposite side, a local maximum
point that is greater than that which has passed.
– A raindrop flows from the local minimum point to the opposite side, a local minimum
point that is greater than the point at which it passes.
– A raindrop meets the stream flow of a previous raindrop.
Figure 4.12: The basic concept of the Rainflow counting
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As shown in Figure 4.12, the strain-time history starts at the largest strain value (Point A), and
the point at which the raindrop flows down describes the change in the direction of the loading.
We need the following process to complete a hysteresis loop, which is the load history that can be
combined into a complete cycle.
• A. A raindrop flows from point A, passes points B and D, and there is no condition in which
rain water can stop, so it continues to the end point of history.
• B. A raindrop passes from point B to point C and stops on the other side (point D) because
both the local maximum point and point D are larger than point B in both points B and D.
• C. A raindrop flows from point C and stops as soon as it meets rainwater from Point A.
• D. A raindrop passes from point D to point E and point G, and there is no condition in which
rainwater can stop, so it continues to the end point of history.
• E. A raindrop passes from point E past point F and stops at point G on the opposite side
because both points E and G are local minimum points and point G is larger than point E.
• F. A raindrop flows from point F and stops as soon as it meets a raindrop flowing from point
D.
• G. Araindrop passes from point G to point H and stops at point A on the opposite side
Because both points G and A are local minimum points and the size of point A is larger than
point G.
• H. A raindrop flows from point H and stops as soon as it meets a raindrop from point D.
The result of rainflow counts generally represents a load spectrum in the form of a matrix with
three rows: range, mean, and cycle. Figure 4.13 illustrates a rainflow counting matrix, the Helix
load spectrum.
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Figure 4.13: Matrix form of the Rainflow counting results
4.5 Crack Initiation Analysis Program
Based on theories and applications discussed in this chapter, this study developed a crack initiation
analysis (CIA) program. Figure 4.14 presents a flowchart of the CIA for both of the S − N and
ε − N approaches. In the beginning of the process, generation of the load spectrum produces
non-dimensional variable amplitude loading from the standard load spectrum-generating program,
TWIST. This load spectrum should be replaced by the actual load of a part or the structure of
the system in the real application. Variable amplitude loading is converted to a Rainflow matrix
consisting of mean stress, amplitude stress, and cycle numbers through the Rainflow counting
technique. By contrast, a static load obtained from the aerodynamic analysis such as CFD is
applied to the structure to obtain the stress of each element using the finite element method such as
Nastran. The unit stress, which is the result of the previously calculated non-dimensional Rainflow
matrix, is multiplied by the actual stress obtained from the finite element method. As a result,
all elements of the finite element model can possess their own stress spectrum described by the
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Figure 4.14: Program flow for crack initiation analysis
expression of the Rainflow matrix. For each element, the failure cycles corresponding to each
stress along the loading sequence is obtained from the S −N or ε−Ncurve, and then the damage
is accumulated for each load block according to Miner’s rule. At this time, if the damage is 1, a
crack is assumed to have occurred in the element; that is, the crack initiation time is calculated
based on the number of cycles that occur before a cycle in which the damage reaches 1.
4.6 Validation of the Crack Initiation Analysis Program
To validate the results of the fatigue life analysis of the CIA module, this study compares these
results to those of a commercial program, MSC Fatigue. MSC Fatigue is an FE-based durability
and damage tolerance solver that deals with the full range of fracture and fatigue life calculations
for static and dynamic problems in both the time and frequency domains [63] [64].
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4.6.1 Linear static analysis
For the purpose of validation, we suggest a keyhole model: a keyhole shaped, notched component,
shown in Figure 4.15. The keyhole model is subjected to 10,000 N in the direction of the arrow,
and only the top half of the keyhole is used in this validation process because of symmetry.
Figure 4.15: A keyhole example for the purpose of validation
This study presents a linear static finite element analysis using Nastran and performs a pre- and
post-process using MSC Patran. A stress analysis was performed prior to the fatigue analysis, the
results of which are shown in Figure 4.16, also including the findings from the linear static analysis
for principal stress and its deformation. Maximum principal stress is about 333 MPa.
4.6.2 Loading condition
In the CIA module validation process, a unit load with a maximum of 1 and a minimum of -1 is
applied, shown in Figure 4.17, has the effect of oscillating 10, 000 N from +10, 000 to −10, 000
in the fatigue analysis. In this unit-load condition in Figure 4.17, the mean stress is zero, and
the maximum and minimum stress absolute magnitudes are identical, indicating a fully reversed
loading condition, R = −1.
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Figure 4.16: Stress and deformation for the linear static analysis
Figure 4.17: Unit load for one cycle
4.6.3 S-N curve
The S − N curve is expressed in many equation forms. Conventionally, many companies or
documentations of material databases such as MMPDS [65] use a form of Eq. (4.22).
logN +m logS = log k (4.22)
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Figure 4.18a, illustrating the curve of Eq. (4.23) from MSC Fatigue and Figure 4.18b, shows the
curve of Eq. (4.22) from CIA developed in this study. As shown in the Figures, for the aluminum
2014-HV-T6, the S −N curve of the CIA program is identical to that of MSC Fatigue.
4.6.4 Comparison of results
To evaluate the accuracy of the developed program based on the proposed methods, we analyze
CIA and MSC Fatigue under the same conditions. The results of fatigue life for all elements is
shown in Figure 4.19.
The minimum life cycle, or the maximum damage cycle from the result of MSC Fatigue is
about 3.17× 107, which represents a 7.50 log cycle. This number is nearly the same as 3.10× 107
cycles or 7.49 log cycles, the results of CIA. For a more accurate comparison, we extracted 200
elements from the full model and compared the values of the fatigue results. The results of the
comparison are expressed as the percentage of error in Eq. (4.26) and as a histogram in Figure 4.20.
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(a) S-N curve from MSC Fatigue (b) S-N curve from CIA
Figure 4.18: S-N curves for aluminum 2014-HV-T6
The mean of error is 0.0494 % and the variance is 0.0122.
Percentage error =
∣∣∣∣Expected value−Obtained valueExpected value
∣∣∣∣× 100 (4.26)
Figure 4.19: Fatigue analysis result from MSC Fatigue
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Crack propagation utilizes the concept of damage tolerance design, a philosophy used to refine fail
safe design by predicting structural failure, assuming that cracks exist and will grow large enough
to produce failure. The global calculation of crack propagation for a structure such as a wing
requires a solution of a complex system that accounts for a crack opening or a crack closure. The
global level of HFEM is used as a general finite element model with coarse meshes to determine
static stress, and it is analyzed as a crack initiation by the strain-life or stress-life approach. If a
crack initiates in a certain element, then the element is taken into account in a base-level model to
build the simulation environment of crack propagation.
For the purpose of simulation, cellular automata (CA) an effective way of solving a complex
system is adopted in this study, for it functions without central control and performs according
to simple local rules of operation. A CA local rule is employed such that a cell is regarded as
a dead cell if the calculated residual strength based on linear elastic fracture mechanics (LEFM)
approaches a critical factor. The cellular model acts automatically following a cyclic load from the
history spectrum. Crack propagation at the base model was performed by independent calculations
for each CA model.
Crack propagation analysis is performed by following local rules, neighboring cell rules, and
CA updating rules. This simulation method raises the possibility of evaluating the safety of com-
plex systems. The method of crack propagation on the cellular automata model with parallel
computation was published in the 56th AIAA [66].
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5.1 Background
Since the concept of damage tolerance design is a guideline to obtaining certification of an aircraft
design, the concept of damage tolerance design can be an ideal approach to evaluating structural
health. Furthermore, the use of HFEM alleviates computational burden and cellular automata
provide a simple solution for a complex simulation.
Under the assumption that cracks exist and grow large enough to produce global failures, a
damage tolerance design is able to predict the structural failure caused by fatigue. Defects, initial
cracks, can be introduced during the manufacturing and assembly processes or from any fatigue
cracks caused by accidental damage occurring in service [67]. In the aerospace industry, structural
designers have applied the damage tolerance approach to verify design safety and to predict the
service life of aircraft. Dale L. Ball and Scott Norwood applied the strain life approach for crack
initiation and fracture mechanics for crack propagation to present airworthiness certification [68].
In the case of crack propagation, LEFM is widely used to predict the growth of fatigue cracks
in a structure [69].Crack propagation with LEFM considers the geometry configuration, the load
history, the static stress intensity, and the material property. From a global perspective, the cal-
culation of crack propagation for a structural component such as a wing requires the solution of
a complex system by taking micro-level crack openings or crack closures into account. It is es-
pecially difficult to predict the phenomenon of a crack closure, which is a crucial factor in the
analysis of the behavior of multiple cracks. However, studies of multiple crack behaviors have ex-
amined only microscopic aspects of failure analysis. For example, several studies have examined
multiple cracks to more thoroughly understand the interaction effect of cracks. Nakamura [70] has
proposed investigating the failure propagation behavior of many random pores. In an analysis of
porous material, Nakamura simulated crack propagation to characterize its unique failure process
and found that a crack tends to propagate along the shortest path between neighboring pores. In
a simulation using finite element analysis, his study showed the interaction effects of neighboring
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cracks. The simulation, however, was performed from a micro-mechanical viewpoint under certain
conditions, so any conclusion from the results could not be generalized to the macro level.
Choppa and Sukumar [71] proposed a numerical technique for modeling the fatigue crack
propagation of multiple coplanar cracks. They applied the fast marching method to handle the
merging of distinct cracks naturally with no collision detection or mesh reconstruction and then
used the method in conjunction with the Paris crack growth law to propagate the crack tip. Their
study showed crack propagation in the global structure of the finite element model using the Paris
law, an approach suited to aircraft wing design. The authors, however, did not apply the interaction
effects of neighboring cracks during the simulation.
In a previous chapter, this study suggested employing the hierarchical finite element modeling
method, both at a global and base level, for the simulation of crack growth. This hierarchical mod-
eling method enables joint solutions to both global and local problems. To reduce the complexity
and computational cost of the hierarchical scheme, this study proposed CA (cellular automata).
The CA method is an effective solution for solving complex systems with complicated calcula-
tionssystems in which large networks of components with no central control and simple rules of
operation give rise to complex collective behavior, sophisticated information processing, and adap-
tation via learning or evolution [72]. This method was introduced by Von Neumann and Stephen
Wolfram, who invented the cellular automation lattice [73].
Several studies have applied CA to structural engineering. Abdalla [74] used CA in the ap-
plication of two-dimensional continuum topology optimization problems. Using the methods of
CA, Zafer Grdal [75] implemented an integrated analysis and design approach to achieve an op-
timal structural configuration. His paper shows the basic features of the CA and demonstrates a
formulation for the design of two-dimensional truss structures that exhibit linear and geometrically
nonlinear response characteristics. Another paper by Tatting [76] takes basic elements of the CA
and specific formulation used for isotropic plates. He presents analysis and design rules that satisfy
static constraints and fulfill material failure conditions of maximum stress. The update rules are
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based on the deformation of an equivalent structure and the relationship between the thicknesses
of the isotropic plate.
5.2 Overview of Crack Propagation Analysis Module
Figure 5.1: The flow diagram of CPA
The flow chart for the CPA(Crack Propagation Analysis) is described in Figure 5.1. The global-
level of HFEM initiates the CPA based on the results of the crack initiation analysis and indicates
elements with possible cracks. From the indicated elements, we select a representative element,
which is the cluster center for the base-level FE model in the HFEM. Then the CPA is started on
the base-level FE model with the internal loads formed by external loads from the global-level.
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From the element number of the base-level FE that is selected, an algorithm in the framework finds
the internal, or grid forces, which are nodal forces corresponding to the target element. Then, with
the internal forces, it writes the FE input file, which marks the beginning of the crack propagation
analysis.
The processes of finding internal forces and writing the input file with the forces and boundary
conditions are conducted in the preprocessing step in the framework. Then the CPA executes an
external FE solver such as NASTRAN to conduct the stress analysis. This step can be replaced
by a unit load method that was introduced in Chapter 3. Results of the analysis are combined
with those of the load spectrum to generate a stress spectrum. The main CPA starts by calculating
the critical crack length that accounts for the critical stress intensity factor and information about
the shape and the size of a crack. From the stress spectrum, the amplitude stress level is used to
calculate the ∆K, which is the difference between the maximum and minimum stress intensity
factors. To examine the crack closure and opening modes for the plastic region at the crack tip,
this study adopts the Newman equation and factors to calculate the threshold of the stress intensity
factor, which is Kth. With ∆K and Kth, we calculate the crack growth cycles from a da of the dN
curve, which is closely related to the material property [77]. The final result of CPA visualized in
the base-level CA model shows the effect of crack propagation based on the cycles of propagation.
Detailed theories and applications will be discussed in following Chapters.
5.3 Theoretical Approach of Crack Propagation Analysis
5.3.1 Load spectrum for LEFM
For the following crack initialization procedure, the load sequence was not relevant because a
cumulative method using Miners rule was simply a summation of the damage. Now, however, the
sequence is important for LEFM to analyze crack propagation since LEFM uses the integration
of each cycle. Thus, the load sequence effect becomes an important consideration. The load
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sequence can be arranged into five sequences: low-high, high-low, low-high-low, high-low-high,
and random block sequence (Figure 5.2). One study shows that the low-high combination has
the shortest fatigue life [78]. The load spectrum directly from Rainflow counting, which can be
considered a random sequence, is the fifth load sequence [79].
Figure 5.2: Combination of load sequences
5.3.2 Crack growth
In damage tolerance design, particularly in the aerospace field, crack propagation is calculated
using the LEFM method. Under the basic assumption that material conditions are predominantly
linear elastic during the propagating process, designers use this method to analyze crack growth
in materials. The analysis of crack growth is important because propagation is part of the longest
cycle in fatigue life. For example, if we assume that the panel in Figure 5.3 contains a crack of a
half length a with a finite width and subjected to constant amplitude loading, then if the applied
stress increases from zero to value σ , the crack will extend an amount δa. At this time, the stress
is not high enough to cause any failure in the panel. This kind of growth is referred to here as
stable growth or sub-critical crack growth. If the panel is subjected by cyclic loading from zero to
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a maximum value of stress, then the crack will continue to propagate to an amount, δa, on each
cycle. As the length of the crack increases, the rate of crack growth δa/δN increases, shown in
Figure 5.4. In this study, we will assume that this crack growth, the most typical crack growth
pattern, is also steady.
Figure 5.3: Cracked panel under constant amplitude loading
Crack propagation can be distinguished as three modes, shown in Figure 5.5, in the following
load direction and crack geometry shapes: Mode I (opening mode), Mode II (sliding mode) and
Mode III (tearing mode).
Typically, Mode I type crack propagation is the most common, primarily because cracks tend
to grow on the plane of maximum tensile stress. This study examines Mode I crack propagation
because of its high rate of occurrence. In addition, the other two modes in combination with Mode
I cracks often turn into Mode I cracks. The stress intensity factor for Mode I is simply represented
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Figure 5.4: Typical crack growth curve




where, a is crack length and f(g) is the shape correction factor, which depends on the geometric
shape by the model or the crack. This simple equation is not easily solved numerically because of
the shape correction factor, which depends on the geometry of the shape of the crack. An important
Figure 5.5: Crack propagation modes [80]
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property for crack propagation is shown in Figure 5.6 by da/dN (the fatigue crack growth rate per
cycle), a function of ∆K (the stress intensity factor range). ∆K is represented in Eq. (5.2) for
Mode I crack propagation.
Figure 5.6: da of dN vs ∆K curve
∆K = Kmax −Kmin = f(g)σ
√
πa (5.2)
As shown in Figure 5.6, crack propagation can be divided into three regions, respectively. At
low stress intensities, Region I, cracking behavior is associated with threshold. In the Region II,
the curve is linear and is the most commonly operated region. This region is associated with most
of the current applications of LEFM approach. The Paris law, presented in Eq. (5.3), is the most
widely accepted methods of approximating Region II [82].
da/dN = C(∆K)m, (5.3)
where C is the constant value of the Paris law and m is the material parameter value. In Region
III, crack propagation is high, so Forman’s law, a modified version of the Paris law, is applied [83].
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As Region III shows a nonlinear tendency, the Paris saw would overestimate the crack propagation





where R is the load ratio and Kc is the material resistance to fracture, referred to as “fracture
toughness.”
This chapter has discussed only the Paris and Forman equations, initially proposed in the early
1960s and the most common methods of estimating crack propagation to date. However, the da
of dN curve can be approximated by various equations. Shantz [84] surveyed the approximation
models of crack growth, and his findings are listed in Table 5.1. The following chapter will discuss
the most advanced model in his list, the NASGRO model, which accounts for the crack closure
effect.
5.3.3 Crack closure
Crack closure theories are imperative to the accurate prediction of amplitude fatigue crack growth.
A crack closure is caused by residual plastic deformation remaining in the wake of an advancing
crack. According to crack closure theory, the surfaces of fatigue cracks close when a remotely
applied load is still tensile and do not open again until a sufficiently high tensile load is obtained
at the next loading cycle. The applied stress level at which crack surfaces are fully open was
denoted as crack opening stress, σop, by Elber [62]. Crack opening stress can be applied in fracture
mechanics by using the effective stress intensity factor range, ∆Keff . The effective stress intensity
factor range is given in Eq. (5.5) [85].




Table 5.1: Fatigue crack growth models [84]
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Crack opening stress is calculated by Newmans crack closure model. The model defines crack
opening stress by Eq. (5.6) and Eq. (5.7), which were developed by fitting them to the results
calculated by the closure model for a center crack tension specimen.
σop
σmax
= A0 + A1R + A2R
2 + A3R
3 for R ≥ 0 (5.6)
σop
σmax
= A0 + A1R for R < 0, (5.7)
where,
A0 = (0.852− 0.34α + 0.05α2)[cos(πσmaxF/2σ0)]1/α
A1 = (0.415− 0.071α)(σmaxF/σ0)
A2 = 1− A0 − A1 − A3
A3 = 2A0 + A1 − 1,
where α is a constraint factor, σ0 is the average of the yield stress and the ultimate stress of the
material, and R is the stress ratio.
5.3.4 Cellular automata model
This study examines micromechanical crack propagation by adopting CA (cellular automata). In
a number of scientific fields, CA are discrete, abstract computational systems considered useful as
both general models of complex systems and more specific representations of non-linear dynamics.
For one, CA are spatially and temporally discrete and composed of a finite or denumerable set of
homogeneous simple units, normally cells or sometimes atoms. At each time interval, the cells
update and instantiate one of a finite set of states. They evolve in parallel at discrete time stepsthe
load spectrum cycle in this studyfollowing state update functions, or dynamical transition rules,
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which are the stress intensity factor and material strength information. The update of a cell state
with a stress intensity factor is obtained by taking the states of cells in the strength of plasticity of
local neighborhood cells into account.
Another reason CA are useful is that they are abstract. That is, they can be specified in purely
mathematical terms and implemented in physical structures without complicated constraints. Thus,
crack closure, one of most costly calculations in structural design, could be achieved under the con-
dition of multiple-crack propagation while accounting for neighboring crack effects. In addition,
since CA can compute functions and solve algorithmic problems, they are computational systems,
so fundamental LEFM theory can be infused into each cell. Despite functioning differently from
traditional methods, CA, with suitable rules, can emulate a universal result. For example, in this
study, a crack closure is not applied to the crack itself, as is traditionally done. The crack itself is
typically the object of the computational results and other elements, even if neighboring elements
were not considered. In CA, however, all cells can become one crack. The model calculates their
material strength from their communication with neighboring cells and updates the results at each
time step. Then it enables the cells to communicate with neighboring cells or elements.
1. CA local rules
The strength of a cell is calculated by the stress intensity factor, based on the LEFM method.
If the damage calculated by Eq. (5.8) reaches a critical value of 1, a crack is regarded as a
dead cell. Each N can be estimated from Eq. (5.9), which is the integrated form of Eq. (5.4).
Dead cells become cavities in the model and induce a reduction in the strength of neighboring
cells. Using the cells own information, the cellular model acts automatically while updating
















If a neighboring cell of cell “A” is dead, the residual strength of cell “A” will be declined.
When a load condition reaches a certain value, however, the dead cell may form a plastic
region, causing an increase in strength. This crack closure of neighboring cells is represented
by updating ∆Keff and Kc. When dead cells reach the edge of the micro-level model
base, CA neighborhood rules are updated to other local processes. To find the effect of a
neighborhood that can be applied as a CA neighborhood rule, we conducted an experiment
on an isotropic material with deductibility for general aluminum alloy. In the experiment,
neighboring cracks are infused in one rectangular plate, shown in Figure 5.7, and exhibit the
following four stages of status.
• Distance 47.62 mm: two cracks are not affected by each other
• Distance 22.22 mm: two cracks begin to interact
• Distance 9.52 mm: two cracks have further interaction, but not neighboring elements
of cracks
• Distance 5.71 mm: two cracks have a significant effect and their stress distributions
have completely changed
The distance from the center of a crack to the first affected point is 3.17 mm, when the stress
increased by the range of 1.4 - 1.6 times more. Thus, we can define the neighboring effect
as 1.5 times more stress when a neighboring crack is in the boundary of 3.17 mm. Since the
element size for the base level is 3.65 mm, we can assume that the boundary is the adjacent
neighboring cells of a crack.
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Figure 5.7: Experiment for the neighboring effect on CA
We must also acknowledge the local neighborhood effect as important in the global-level
FEM. The effect can simply be accounted for by recognizing the adjacent base-level ele-
ment, but even in parallelized computation (very often desired), the local can be updated
by applying synchronization, explained as follows. Crack propagation at the base-level has
independent calculations for each element that can be run in parallel with each crack propa-
gation process treated as a logical process. When two cracks, however, become sufficiently
close at the global level, the two base levels need to interconnect their effects, requiring a
synchronization algorithm that updates the crack positions and implements a function that
communicates the interaction between cracks, which explains the distributed crack propaga-
tion process.
Figure 5.8 shows a simple application of the algorithm. At the global level, the possibility of
a crack at the base level proceeds as follows: G, Y1, B, and Y2. The wall clock starts from
1 and increases by 1 by initiating crack propagation on the base level. At the base level, the
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blue dot represents a dead cell, which indicates that a crack has reached the critical length
based on the calculation of the stress intensity factor. The red circle, which represents the
region of influence, appears as a neighboring effect. The simulation begins with the G base
level, which has a crack that is growing independently, and then continues with the Y1, B,
Y2, and so on. All are independently simulated, except for Y1 and Y2, which are adjacent
elements in the global level. Thus, the neighboring effect that we found in the previous
chapter must be considered. The effect can be simply triggered by rolling back to the initial
status when the framework identifies a problem. In this example, at time 5, the framework
identified the problem. Then, the simulation of crack propagation for the Y2 began again at
6 with the initial condition while considering the neighboring effect of Y1. This method is
an application of time warp synchronization, which is generally used for the synchronization
of parallel computation [86].
Figure 5.8: Application of the roll-back algorithm for synchronization
3. Update rules
Updating events follow load spectrum cycles from rainflow counting or its results. Each
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cycle can be transferred to a time domain using Eq. (5.10). For example, the TWIST load
spectrum contains 797,330 cycles for 4,000 flights. When we assume that one flight entails
five hours of operation time, time step (1 cycle) of an updating event is equal to 0.025 hours
of total operation life.




Updating the CA status is repeated until the end of the sequence of the load spectrum, or
crack size a has reached critical length acr.
5.4 Application of Crack Propagation Analysis Module
The results of the crack propagation analysis (CPA) program developed in this study are compared
with the results of the analytical solution and NASGRO through a simple example. The purpose
of NASGRO, which was originally developed at the NASA Johnson Space Center, was to perform
fracture control analysis on NASA space systems [87]. The primary capability of NASGRO is to
calculate fatigue crack growth and the crack instability of cyclically or statically loaded structures
that contain initial crack-like defects [88]. With the creation of the NASA/FAA/USAF National
Aging Aircraft Program, NASGRO became the preferred software package for many worldwide
companies involved in the manufacturing of aircraft structures. Therefore, results generated by
NASGRO will be accurate indicators of the CPA module developed in this study. The study utilizes
the demo version of the NASGRO package, which allows for only the case of TC01 (a through
crack in the center of a plate) and SC01 (a surface crack in the center of a plate), and the material
property of Al 2024-T6.
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Figure 5.9: Ultrasound scan that detects a flaw in a flap [89]
5.4.1 Problem description
All aircraft in operation are examined for safety through periodic inspections. Such inspections
are typically based on visual inspection and nondestructive inspection (NDI) examination; how-
ever, the determination of components that will be inspected must follow FAA regulations, which
depends on the time of flight [90]. Figure 5.9 shows an ultrasound scan, a recently developed NDI
test. This study assumes that a crack is found during this ultrasound examination. The size of
the crack and the shape of the surrounding structures are depicted in Figure 5.10 and used as a
verification model for CPA, the subprogram of HFEM.
The identified crack on the plate is 50 mm wide and 2 mm thick; the initial crack was 1.27 mm
long, which is the standard minimal size that can be found from mil-spec, Table 4.1. The material
properties of this component, made from Al 2024-T3, are as follows: yield stress = 365.4 MPa,
K1c = 1042. The da of dN curve for the Al 2024-T3, shown in Figure 5.11, exhibits the following
fitting parameters: C = 2.382×E − 12, m = 3.2. The plate is subject to a cyclic load that causes
stress variation from 20 MPa to 200 MPa.
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Figure 5.10: Problem description for the verification of CPA
5.4.2 Calculation of the critical crack size
The LEFM-based damage tolerance design determines the fatigue life by calculating the number
of cycles from the growth of the initial crack to the growth of the critical crack. Therefore, we must
first know the length of the critical crack. We can begin to determine the length of the critical crack
size from Eq. (5.1), and the equation can be transformed as follows (Eq. (5.11)) with the result of
















where Y is the geometry correction factor, which we assume to be 1.12 for the following
reason. Y is the value of f(g), which is the shape correction function that includes the finite width
effect, the front wall effect, and the crack shape. The stress intensity factor KI is expressed as a
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Figure 5.11: The basic fit for 2024-T3 [91]





















where B is the thickness of plate, W is the width of the plate, and the P is a force that acts on
the plate. Thus, the first term of Eq. (5.12), P
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[0.752 + 0.37] (5.15)
If we substitute Eq. (5.15) into Eq. (5.14) instead of f( a
W
) then,
Y = 1.12 (5.16)
The range of equation f(g) is from 1 to 1.4, but many industrial situations show a factor of 1
to 1.2. This study uses Y = 1.12, derived from Eq. (5.13) to Eq. (5.16).
Let’s return to Eq. (5.11), which shows the result of the critical crack size. The result of
analytical solution is 6.888 mm, and the CPA module of HFEM yields the same result, 6.88794
mm, as expected. This study evaluates the critical crack size through one of the NASGRO modules,
NASCCS, which calculates the critical crack size with an iteration method, Newtons method [97].
The basic concept of CPA module is very similar to the NASGRO method, but it divides the step
size of a crack to calculate Ki, which originates from the stress intensity corresponding to the
initial size, ai , more precisely. In addition, the calculation of Y generates some of the difference
between the CPA module and NAGRO method. However, the result of crack size, 7.0752mm,
from NASGRO, shown in Figure 5.12, is almost the same as the analytical solution and the result
of CPA module.
In crack propagation analysis, the next step is to calculate the crack growth from ai , the initial
crack size, and then ac, the critical crack size from Eq. (5.11).
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Figure 5.12: The result of critical crack size from NASGRO
5.4.3 Crack propagation
The relation between da/dN and K for the steady-state crack growth region, region II in Fig-
ure 5.6, has already been described in Paris Eq. (5.3) already. Since region II is typically seen
under cyclic loading, the Paris law is generally used in many applications. The definition of Paris
law was da/dN = C(∆K)m. To calculate fatigue life, we rearrange the equation and integrate the










From Eq. (5.2) and Eq. (5.13), we know that ∆K = f(g)σ
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To obtain analytical solution, we substitute the actual values in Eq. (5.19).
Nf =
1





















The analytical solution from Eq. (5.21) shows that the initial crack size reaches the critical
crack size while loading about 2,614 half-cycles because loading data have two points. Thus,
we interpret 2,614 half-cycles as 1,307 cycles. However, this result differs significantly from
the results we derive from NASGRO. From this conclusion, which will be discussed in the next
chapter, NASGRO showed a crack propagation phenomenon of about 2.16 mm as a result of
the life cycle analysis of 2,000 cycles. This finding shows a significant error from the 6.88 mm
crack propagation, which is the duration of the initial crack that reached the critical crack size
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during the 1,307 cycles, resulting from the analytical solution. The difference in these results
is directly related to the crack closure phenomenon. Thus, because the crack tip region forms a
plastic that actually blocks the propagation, the crack closure phenomenon must be considered a
very important factor in the analysis of crack growth.
5.4.4 CPA module with crack closure
Forman, Newman, and other scientists from NASA, NLR, and ESA formulated well-known crack
















where N is the number of fatigue cycles in a load spectrum, a is the crack length, R is the
stress ratio, ∆K is the range of the stress intensity factor, and C, n, p, and q are empirically
derived constants from the material property. For the factor of crack closure, the crack opening
function is f , the threshold stress intensity factor is ∆Kth, and the critical stress intensity factor is













Eq. (5.23) includes many types of stress intensity factors, Kmax, Kmin, ∆K, ∆K∗, and ∆Kth.
Eq. (5.24) and Eq. (5.23) show the maximum and the minimum stress intensity factor respectively.




Kmin = Y σmin
√
πa (5.25)
∆K is the difference of Kmax − Kmin. The threshold stress intensity factor, ∆Kth, needs to






















th), R < 0
(5.26)








where R is the stress ratio, A0 is a constant from Eq. (5.6) and Eq. (5.7), ∆K1 is the threshold
stress intensity factor range when R goes 1.0, Cth is an empirical fit constant with different values
for positive(superscript p) and negative(superscript m) of R ratios, a is the crack length, and a0







max(R,A0 + A1R + A2R
2 + A33) , R ≥ 0
A0 + A1R ,−2 ≤ R < 0
(5.28)
We applied the crack opening equation to develop the CPA module of HFEM, based on the
phenomena of the crack closure explained in this chapter. Thus, it is through this module that we
reevaluate the previously described example. According to the finding that appears in Figure 5.13,
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the final crack size after 2,000 cycles is 2.431 mm; that is, the final number of life cycles from the
initial crack size is about 29,340,535.
Figure 5.13: The result of crack propagation from CPA module of HFEM
A comparison between this result and the numerical calculation revealed a significant error.
Thus, for further verification, this study conducted a crack propagation analysis for the same ex-
ample using NASGRO and compared it with the CPA module. The load information input for the
calculation of NASGRO was 2,000 cycles, as in the previous analysis, and a block of 1,000 cycles
was repeated twice, as shown in Figure 5.14.
Figure 5.14: Input window of the load spectrum for the NASGRO
In the input, the stress oscillates from 200 MPa to 20 MPa along the cosine wave, which is a
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simple amplitude fluctuation similar to that in the example.
The material information is already shown in Figure 5.11 through the da of dn curve, but the
detail numerical data are shown in Figure 5.15. Similarly, using Al 2024-T3 material, we used the
same input values in the CPA module of the HFEM analysis.
Figure 5.15: Input window of the material data for the NASGRO
Figure 5.16 represents the crack length calculated by NASGRO. As shown in the figure, the
crack growth length for the 2,000 cycles is about 2.159mm, which is close to 2.036mm calculated
by the CPA module. Because of the nature of fatigue analysis, this finding is relatively accurate
and generally an adequate interpretation even if the number of digits is the same. For example,
if a spectrum is generated at 60 Hz, 60 points are the duration of one second. In other words,
one second has 15 cycles. If we obtain an error of 1,500 cycles, it indicates only a 100-second
difference over the entire lifetime of an aircraft, which is roughly 40,000 hours.
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The TWIST (Transport Wing STandard) is a program for generating the load spectrum of a fixed-
wing aircraft based on the overall experimental data on historical transport aircraft such as the
Boeing 720, Boeing 737, and DC-10, among others [51]. Through the experiment, the flight load
spectrum related to the bending moments of the wing roots is obtained from various aircraft types
to develop a standardized load spectrum. From the accumulated experimental data of the aircraft,
the TWIST algorithm can generate the standardized load spectrum by considering the weight, wing
load, cruise speed and design distance over a wide range.
In TWIST, all spectra were based on a 40,000 flights, which is the average value of the de-
sign life for the transport aircraft. The data obtained on load spectra for the considered aircraft
are shown in Figure 6.1. As shown in the Figure 6.1, each spectrum has a similar shape, so a
standardized load spectrum can be obtained based on the mean value.
Figure 6.1: Load spectra pertaining to 40,000 flights for different aircraft [51]
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In order to obtain load spectrum points for test purposes or computational analysis, it is neces-
sary to switch data to different levels of specific strength based on the standardized spectrum. The
switching process proceeds in the following order.
6.1.1 Step 1: Convert the sequenced spectrum into a “stepped” function
The continuous load spectrum is expressed as a stepped function to limit and define the number
of different load amplitudes. The limitations considerably simplify the load control system and
the analysis system of the fatigue machine or program. To convert a continuous spectrum into a
stepped state, the size of the largest amplitude and the smallest amplitude must first be determined.
From the two amplitudes, ten different types of gust load distribution are computed. This is defined
as the load level, which is divided by the magnitude of the load spectrum. The strongest load is
level I, and the weakest load is level X. The magnitude of each load is 1.0 ± 1.60 for level I






where, the S is the stress and the Smflight is the mean stress during a flight.
The flight type according to the cruise condition of the aircraft can be represented by the dis-
tribution of the load levels I to X. For example, flight type A is the strongest flight with the largest
amplitude (level I), and flight type J includes only the lowest amplitude (level X). The load spec-
trum is obtained from a series of these flight types. The Figure 6.2 is a stepped flight load spectrum
showing the frequency and magnitude of occurrence by load level constructed through the ex-
plained conditions.
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Figure 6.2: Stepped test load spectrum for 40,000 flights [51]
6.1.2 Step 2: Definition of “flight block”
A method of dividing the standardized load spectrum for a 40,000 hour flight into a constant
“flight block” is required. This is considered to be the obvious choice, to divide 4,000 flights into
10 “flight blocks”, since the highest load occurs 10 times in 40,000 flights. As a result, one block
of 4,000 flights will be repeated periodically in the experiment or the computational analysis.
The 4,000 flight hour block contains ten different flight types, denoted from A to J, in which
flight type A contains a level I flight and is hence the most severe flight type. The different flight
types, as well as frequency at which each amplitude level is experienced during the flight type, is
shown in Table 6.1.
6.2 Inverse TWIST Method
Based on the historical load data, TWIST divides the intensity of flight into 10 sections that are
from I to X and arranges the number of load cycles corresponding to the each flight type. By
combining these flight types into a single spectrum, the load spectrum for the required aircraft
design is completed. For this study, inversed TWIST method is developed and it will be referred
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Table 6.1: Definition of flight types and number of load cycles within one block [51]
as iTWIST. The iTWIST aims to update the load spectrum based on the data that an aircraft has
experienced using the method of TWIST.
The iTWIST first identifies the intensity of the load when it receives load data from sensors,
such as a fiber optic sensor, mounted on a wing or structure. The magnitude of intensity and number
of intensity accumulated at the end of the flight help to determine which of the 10 flight types
corresponds to current flight. This eventually corresponds to a classification method classified into
10 labels, which are flight types based on the accumulated data. The data are an array of non-
dimensionalized stress values and the order is not important because of the random arrangement
from TWIST itself. For example, a flight with only level X intensity of 25 cycles seems to be a
J-type flight obviously. On the other hand, if there is at least one level IX of flight intensity, it
becomes I-type flight. Classification is thus accomplished easily according to the greatest stresses
in flight. However, the number of cycles for each lower intensity level can be determined when it
completes the total number of flights occurring in one flight block has.
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The iTWIST algorithm eventually replaces the values of Table 6.1 with the unique values from
each aircraft based on the data obtained during the flight. Therefore, if the spectrum is generated
according to the TWIST algorithm based on the updated table, the inherent fatigue spectrum of the
aircraft can be obtained. As the aircraft continues to operate, the resulting load values will continue
to update this table, and iTWIST will gradually learn the table values in the direction of utilizing





7.1 Structural Common Research Model
The parametric structural wing model, an applied finite element analysis, is based on the CRM
(common research model) of NASA. The NASA CRM, widely used in studies of the aerodynamic
behavior of a wing, contains one-half of a notional aircraft cut away at the plane of symmetry. It
includes one half of the fuselage and one wing and consists of surfaces necessary for aerodynamic
analysis. However, it does not offer ample opportunity for structural analysis as it lacks the required
internal components for stiffness and strength calculations. This chapter introduces such missing
components for structural analysis of the CRM by adopting the most widely used design choices.
Figure 7.1: The geometry of the full CRM model
7.1.1 NASA common research model
This model is based on the CRM, a common NASA research model that focuses on the aero-
dynamic design of the wing. The model adopts a contemporary transonic supercritical wing de-
153
sign with well behaved, high-performance aerodynamic characteristics for configurations with and
without the nacelle/pylon group [93].
This study first developed a full CRM model from a part of CRM distributed by NASA for an
example of a digital twin. The geometry outer model is shown in Figure 7.1. For the purpose of
stress and fatigue analysis, the digital twin requires the development of an FE model. Figure 7.2
and Figure 7.3 show the FE model that represents a digital twin developed in this study. Neverthe-
less, we examined the wing box only for the on-board framework.
Figure 7.2: Top view of the full FEM of the CRM
7.1.2 Configuration and description of the finite element model
The development of the CRM involved the use of contemporary experimental databases for the
purpose of validating specific applications of computational fluid dynamics (CFD). Therefore, the
CRM wing has mainly been modeled with a skin surface because CFD analysis requires only the
layout of wing geometry. Because of the absence of an internal structure, a structural analysis is
virtually impossible. A valid investigation of structural analysis requires internal structures such
as spars, ribs, and stringers. Therefore, to examine the internal structure, this chapter uses specific
geometry that represents todays most common types of aircraft.
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Figure 7.3: Bottom view of the full FEM of the CRM
Wing box configuration
We determine a structural model by defining the part of the CRM wing occupied by the wing box,
so we select wing-box geometry by imposing its chord-wise extension, that is, the position of the
front and rear spars. Although commercial transport aircraft generally have two main wing spars,
some models contain a third spar in the portion of the wing closest to the fuselage. The locations of
the main wingbox spars for Boeing are shown in Figure 7.4. The NASA CRM wing model closely
resembles the Boeing 777 with a half span of 1,038 inches and a chord length of 624 inches. Since
the sizes of aircraft wings vary, the locations are shown as a percentage of the chord (measured
from the leading edge) versus the percentage of the span (measured from the fuselage) [94]. The
results of this notional model show that the front spar is located at 25% of the chord and the rear
spar at 70%, shown in Figure 7.5.
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Figure 7.4: Spar location chart for the Boeing 7X7 Series [94]
Figure 7.5: Position of the wing box
Wing rib arrangements
Wing-rib arrangements outside of the wing-root joint are critical for designing compression struc-
tural stability, especially on the wing upper surface. The root joint design and two basic arrange-
ments are shown in Figure 7.6 [95]. Rib spacing is also important. The wing ribs for transport
aircraft are typically uniformly spaced over the majority of the wing span. The average spacing
between the centers of the ribs for the Boeing is 2.1 - 2.6 ft. along the wing sweep direction (i.e.,
along the wing) and approximately 2 ft. for the span direction (i.e., perpendicular to the fuselage
axis). The uniformity of rib spacing for transport jets is most likely driven by maintenance access
requirements [94]. The shape of the rib arrangement for this model is shown in Figure 7.7.
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Figure 7.6: Arranged internal structure
[95]
Figure 7.7: Rib arrangements
All ribs are perpendicular to the rear spar, which is parallel to the fuselage and spaced 30
inches, common in recently developed transport.
FEM model
The FEM model is based on the geometry model developed by NASA CRM for an internal struc-
ture of an aircraft. This model is meshed with shell elements for the skin and beam elements for
stringers. In the case of shell elements, QUAD4 is mainly used for the upper and lower skin,
flanges, spars, and ribs. Sometimes TRIA3 elements, which adapt to changes in geometry, are
used. The QUAD4 element contains four nodes located on every apex and isoparametric flat-plate
element. This element behaves well when irregularly shaped and good results can be obtained with
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Figure 7.8: SCRM internal structure
skew angles up to 45 degrees [94].
7.1.3 Global finite element model
The reference wing model used for the purposes of a macro-mechanical approach to initial crack
evaluation is the CRM (common research model) from NASA. This model was initially developed
as a reference configuration model with a focus on the aerodynamic design analysis of a wing. The
model adopted a contemporary transonic supercritical wing design with well-behaved aerodynamic
characteristics typical of high-performance configurations. The model has associated contempo-
rary experimental databases for the purpose of validating specific applications of computational
fluid dynamics (CFD). Therefore, the CRM wing has mainly been modeled only with an outer
mold line with no internal structure. The wing platform geometry follows: the wing span is 58.765
m, the aspect ratio is 9.0, and the taper ratio is 0.275 [93]. The internal structural components
developed for the CRM consist of spars, robs, and stringers. The intense structure, modeled by the
structural common research model (SCRM), is based the standard layout of common aircraft types
[94]. Details for the SCRM components for the wing box of the finite element model are shown in
Figure 7.8.
We select the wing-box geometry by imposing its chord-wise extension, that is, the position
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of the front and rear spars. Although commercial transports generally have two main wing spars,
some models contain a third spar in the portion of the wing closest to the fuselage. This FEM
model is covered by shell elements for skin and beam elements for stringers. We assume a flight
condition based on the most severe aerodynamic load condition for static stress analysis. The
selected condition is a cruise with a velocity of Mach 0.75, an altitude of 5,500 m and a load
factor of 2.3 g. For this flight condition, aerodynamic loading is generated through Georgia Tech -
Quick Hit Loads (GT-QHL), an in-house static aeroelastic solver for aircraft wings [96]. GT-QHL
is a MATLAB-based tool that calculates static, steady-state loads that act on an aircraft during
simple, symmetric pull-up or push-over maneuvers or under vertical gust conditions. The tool was
originally used in the Airbus uncertainty quantification and management (UQ&M) spreadsheet.
For the application of equivalent stress to the load spectrum, the fatigue and crack propagation
analysis requires static stress results. Figure 7.9 shows the results of the stress analysis for a
structural CRM model. Maximum stress occurs around the Yehudi break area on the lower skin,
the value of which is 242.7 MPa. Margins of safety are 1.4 for the yield strength and 1.48 for the
ultimate strength for an element whose material is Al 2324. The results of stress for each element
are combined with a standardized load spectrum for the fatigue data to perform the fatigue analysis
with the stress-life approach.
Figure 7.9: Results of the static stress analysis
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7.2 Framework Overview
This simulation time step follows the history load spectrum from TWIST, the output of which is
counted by the Rainflow counting method for the transfer of load blocks. The load spectrum is
transferred to the stress spectrum by applying static stress results. The SCRM is analyzed though
NASTRAN with one of the critical aerodynamic loads from GT-QHL. Then, the analysis of the
dynamic structure begins. The simulation is performed with a two-level hierarchical finite element
model, and the flowchart for the analysis is shown in Figure 7.10. At the macro level, a finite
element wing model is analyzed with the ε − N or the S − N approach from the results of static
stress. In the CIA program, if a crack is initialized in a certain element, then the element is
considered a base model upon which the base-level environment will be built. To perform this
base-level analysis, we use LEFM to calculate crack propagation using CA. The finite element
model yields valid information about geometry, material properties, and internal loads on cells in
the CA model.
Figure 7.10: Flowchart of the framework
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This study employs CA local rules for visualization, which require that a cell be regarded as
dead if the residual strength calculated by LEFM approaches a critical factor. Dead cells, consid-
ered cavities in the model, induce a reduction in the strength of neighboring cells, and they may
form a plastic region when the load condition meets a certain value, causing an increase in strength.
To speed up calculation, we use Fortran to write the CIA program and then code the CPA module
in Python for the local rule of CA. Then we follow the steps of the framework in the hierarchical
two stepscrack initiation and crack propagationand conduct both analyses with a dynamic load
spectrum defined by TWIST. The spectrum can be a discrete cycle- or time-based event. Crack
initiation at the global level and crack propagation at the base level are independent calculations.
In the case of conventional damage tolerance analysis, a crack propagation analysis was con-
ducted in a separated model with an assumption of the crack shape and location. To build a separate
crack propagation model, we imported or calculated all material properties, geometric shapes, and
corresponding internal loads from an outside source. In HFEM, however, the internal load was
delivered from the global model to the local model automatically, and the local model inherently
contained all of the required information for the simulation of crack behavior.
7.2.1 Composite mechanical property
This study focuses on isotropic materials, but introduces a method of dealing with anisotropic
material with the third hierarchical FE model, the micro-level model, with amplification factors
from SIFT (strain invariant failure theory). The theoretical background of SIFT is introduced in
Chapter 2.
Strain Invariant Failure Theory (SIFT) is a composite fracture theory that can simultaneously
address the difficulty of considering the interaction between fiber and matrix in the classical lami-
nate failure theory and the difficulty of applying it to complex structures in micro-mechanics to be.
SIFT theory was first proposed by Gosse [2001] as a technique for evaluating whether a strain in-
variant reaches a critical failure value by designating it as a variable for the volume change of fiber
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and matrix [97]. Kelly [2003] reiterated that the first invariant is applicable only to interlaminar
fracture due to the matrix volume change under tensile load, the distinction between tension and
compressive load, and the distinction between fiber and matrix [43].In order to apply SIFT based
on previous research to complex complex structures, it is necessary to apply a micro concept SIFT
as a macro concept. Tay proposed an element failure method (EFM) and damage theory through
SIFT [2005] [98] and further proposed a macro approach to SIFT for failure and damage of com-
posites [2006] [99]. In the Chapter 2.6.3 , the validity of the SIFT theory was compared with the
classical laminate theory. Fracture analyses were done using an in-house Fortran code and FEM
analysis. Stresses, and strains were determined using MSC Nastran for FEM analysis.
Figure 7.11: Information flow for composite failure analysis
The difficulty of interconnecting models is that the flow of data is not in one direction. Fig-
ure 7.11 shows the schematic flow of data required for each model in the analysis of the composite
material. In the figure, the micro-scale, meso-scale, macro-scale, and global-scale are a modeling
scheme or analysis resolution, and they are not the same as defined in HFEM. The scale in this
figure refers to the fidelity of theories that indicate how much detail model or analysis is con-
sidered for the composite failure analysis. What is important, however, is that we need to have
162
similar functionality for the exchanging information between the macro- and micro-scales for this
framework. In HFEM, the complex damage tolerance is achieved at the base level, which must
receive information such as the composite stacking sequence, the angle of lamina, and the strength
of fibers and the matrix. This information, used for calculating the mechanical properties, enables
the crack propagation analysis. For a more accurate interpretation, information is exchanged at
the global scale, which corresponds to the global level in the HFEM. In this case, we derive the
results of the stress analysis that apply composite properties with a micro-mechanical aspect that
can possible to observe an effect of fiber or matrix, or their correlation.
The main point in the Figure 7.11 is that the stress or strain flows from the top down, but the
mechanical properties for composite laminate flows from the bottom up. That means we need
to have mechanical properties to calculate stress and vice versa the detail level of analysis needs
the stresses, or strains, for estimating the micro-mechanical behaviors. To solve this difficulty, a
scale factor is introduced from SIFT theory. Using the scale factor, or amplification factor, we
can decide the intensity of stress variation that is due to composite lamination that consists of
fiber and matrix. The scale factor represents stress or strain by adding six degrees of unit loads to
the composite stack, modeled with fiber and a matrix for the micro-mechanical aspect. Then, the
scaling factor is superimposed onto the base-level analysis process. Details of the methodology of





Simulation is performed with a two-level HFEM in the framework described in Chapter 7. The
HFEM for isotropic materials consists of a global model and a local model that is also a base
model for crack propagation. While the global model is used for analyzing crack initiation based
on the stress life approach, the local model performs crack propagation based on the Paris law.
If the initiation of a crack occurs in a certain element of the global model, then the element is
considered in a base model for crack propagation. A crack propagation analysis is performed
with one of the elements in the base model while accounting for its neighboring effects. For the
calculation of crack propagation, the finite element in the base model plays a role equivalent to
that of the CA (cellular automata) by interacting with information about the material properties
and the stress intensity factor. When the local element is played as an autonomous cell, the local
rules provided in Chapter 5, which account for the neighboring crack effect, are applied.
The principal input data for deriving results is the stress spectrum discussed in Chapter 6.
Although the chapter discusses standardized single spectra derived from TWIST, introducing a
stochastic approach that assumes differences in gusts or maneuvers during operation rather than
determining the spectra deterministically would be prudent.
In this chapter, we use the stochastic approach to determine a fatigue spectrum for the input
of the simulation and then present a method of converting a single standardized spectrum into
several hypothetical spectra for this approach. In addition, we evaluate whether such a hypothetical
spectrum would meet the purpose of the actual simulation, how many runs are required to obtain
confident representative spectrum, run the actual simulation with HFEM using the hypothetical
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representative spectrum, and discuss the results.
8.2 Stochastic fatigue spectrum
A hypothetical fatigue spectrum is created for the purpose of simulation by applying randomness
to the original TWIST spectrum. The original TWIST spectrum was developed based on historical
operation data from ten aircraft. The historical data, which are exceedance curves, are traces of
their operational history. The data are standardized as a single representative exceedance curve.
Thus, we assume that the variations in the distributed trace curves can be regarded as randomness
caused by differences in the aircraft size, maneuvers, gusts, and other factors.
Note that in the output analysis, the TWIST spectrum is truncated by removing load level X
since the small amplitude of level X does not contribute to damage. This method, one of the
methods used in MINITWIST [52], reduces the number of load cycles.
The most widely used method of statistical analysis in engineering is the normal distribution,
which has been proven to successfully approximate many natural phenomena; thus, it is frequently
used for probabilistic analyses in many fields. Most data samples that do not appear to be normally
distributed tend to become a normal distribution when a sufficiently large amount of population
data is cumulated, known as the central limit theorem. The probability density function (PDF) of a
normal distribution is given by Eq. (8.1) for a random variable X that is normally distributed with









From Figure 8.1, exceedance curves for ten aircraft are assumed to be normally distributed
along with the standardized exceedance curve. The pixel points in the figure are used to estimate
the variance of the distribution at 0.12, which is a normalized non-unit stress ratio. The mean of the
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distribution should be 1, as it is applied to the standardized exceedance curve. Figure 8.1 depicts
the concept of an applied normal distribution, a blue bell shape, to the standardized exceedance
curve, a solid red line. A new spectrum is created by data points that we can obtain from the
distribution that lies on the exceedance curve. To obtain data points from the distribution, this
study uses a random number generator. A Python module, referred to as random, produces data
points from the normal distribution, expressed as
X N [µ, σ2] = N [1, 0.12] (8.2)
Figure 8.1: Stochastic exceedance curve
The hypothetical fatigue spectrum generated by applying random values from the normal dis-
tribution is compared to the legacy fatigue spectrum in Figure 8.2. Since the spectrum is a huge
piece of information with 797,330 points, only 500 points are compared, which is an arbitrarily
selected portion consisting of between 1,000 and 1,500 points. The portion fluctuates in a range
not exceeding 0.8, which corresponds to the amplitude load level VII, which is 0.685 of the rela-
tive stress ratio. Note that the max value for the legacy point is 0.685, defined as level VII; 0.53,
defined as level VIII; 0.375, defined as IX; and mostly 0.222, defined as level X in Figure 6.2.
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In the figure, the comparison shows that the points from the hypothetical spectrum vary accord-
ing to their corresponding legacy points. The random variation applied in the hypothetical fatigue
spectrum is considered noise that is assumed to be caused by a number of uncertainties.
Figure 8.2: Stochastic exceedance curve
8.3 Input analysis
Determining whether the generated spectrum is suitable for the simulation requires several verifi-
cations. To be input to the simulation, the derived spectrum must be verified as an independent and
identically distributed(iid) condition. In addition, it must be clearly shown that the results derived
through the hypothetical spectrum have an effect similar to that of the legacy spectrum.
8.3.1 IID condition
In their book Modeling and Simulation, published in 2007 [100], Lewis and Gilbert covered the
discrete event dynamic simulation (DEDS) in depth. DEDS is a collection of interacting entities
that produce some form of behavior that can be observed over an interval of a discrete event or
time. For example, the HFEM framework presented in this study is one of the DEDS for observing
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crack initiation and propagation of 40,000 flights by the fatigue spectrum. In the book, the authors
claimed that the variable in a DEDS model can be considered a set of stochastic processes that can
be divided into autonomous and dependent stochastic processes. Dependent stochastic processes
are usually derived from autonomous stochastic processes coupled by the behavior of a model, and
generally they are an output variable. The autonomous stochastic process is generally an input
variable that can be represented by a homogeneous stochastic process that is a sequence of random
variables constituting an iid conditioned stochastic process.
When the HFEM is connected to a sensor that measures the actual load, obtaining insight into
its autonomous stochastic processes are possible by observing the acquired data from FBG sensors
or strain gauges. For the purpose of simulation at the design stage, however, a hypothetical spec-
trum is created as input to an HFEM with random behavior. To use the hypothetical spectrum as
input to the DEDS, we must first ensure that the hypothetical spectrum is a homogeneous stochas-
tic process, which we can prove by showing its iid condition, generally evaluated by two graphical
methods: scatter plots and autocorrelation plots. As a simple verification, a scatter plot is used
with Eq. (8.3) for the fatigue spectrum, which is a time series x = (x1, x2, x3, ..., xn).
Pi = (xi, xi+1) (8.3)
where, i is from 1 to 797,330 for the fatigue spectrum.
For comparison, Figure 8.3(a) below presents a scatter plot generated from the equation for the
hypothetical spectrum and Figure 8.3(b) presents a scatter plot for the legacy spectrum.
In the case of little or no dependence, the points should be scattered in random fashion, con-
firmed by Figure 8.3(a). The figure displays symmetrical points in relation to the red diagonal,
which is due to the nature of the fatigue spectrum from an oscillation caused by repeated loading.
Therefore, it would be correct to evaluate the random fashion from only one side of the symme-
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Figure 8.3: Scatter plots for hypothetical and legacy spectra
tries. The symmetrical tendency is more pronounced in the legacy spectrum in Figure 8.3(b), which
shows almost perfect symmetry with respect to the red diagonal. Note that this spectrum also con-
tains 797,330 points but is mostly overlaid since it uses step-wise stress values. The column near
the x-axis with the largest value is made up of 10 points, which is consistent with the 10 stress
levels defined in the TWIST method detailed in Chapter 6.
8.3.2 Verification of the hypothetical spectrum
For the purpose of simulation, the hypothetical spectrum has been generated by imposing uncer-
tainties on the standardized legacy spectrum. The hypothetical spectrum is derived from the normal
distribution, which lies on the standardized exceedance curve. Thus, the trend, or the intensity of
the hypothetical spectrum should be similar to its standardized spectrum. To check for similarity,
we use one of the modules in HFEM to compare the results derived from the hypothetical spectrum
to those of the legacy spectrum.
The HFEM simulates crack initiation in the global domain and crack propagation in the local
domain. In the simulation, the crack propagation analysis, which integrates the crack length, is
more sensitive to the fatigue spectrum than to crack initiation, which summarizes the damage.
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Therefore, comparing the results of crack propagation from the hypothetical spectrum to the results
from the legacy spectrum will provide a more accurate evaluation. That is, the similarity between
the effect of the hypothetical spectrum and that of the legacy spectrum can be evaluated by checking
the similarity of crack growth curves.
Introduced in Chapter 5, the square plate example, which has an identified crack at its center,
is used here as an example to verify the similarity of the spectrum. First, ten sample hypothetical
spectra are created by the methodology described in the previous Section 8.2, and then a crack
propagation analysis based on the CPA simulation is conducted on each spectrum; only one ele-
ment of the base model, however, is considered.
Figure 8.4 presents a comparison between the crack growth curves analyzed from the ten sam-
ple spectra and the crack growth curve analyzed from the legacy spectrum. The x-axis is logarith-
mic, and the y-axis is representative of the incremental size of the crack length. The results of the
ten-sample hypothetical spectra, represented by the brown curve, mostly overlap. Thus, it appears
as if only one curve is plotted, but actually, ten sample curves are plotted. From this compari-
son, we confirm that the crack growth results from the hypothetical spectra are consistent with the
targeted crack growth curve resulting from the legacy spectrum.
8.4 Simulation overview
The method for generating the spectrum and its input analysis are discussed in the previous sec-
tion, and the framework and the structural common research model using HFEM are described
in Chapter 7. Using the framework and the model, we simulate the wing model of the SCRM,
assuming that an external load, which is the input spectrum created by the method that uses ran-
dom variables, is transferred. The results of the HFEM simulation for both of crack initiation and
propagation are discussed in the next sections.
Figure 8.5 illustrates the simulation. The upper left shows the distribution of the initial crack
potential in the wing box, and the lower left displays the spectrum imposed on the global model.
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Figure 8.4: Crack growth curves for ten hypothetical spectra and the legacy spectrum
The lower right shows the spectrum imposed on the local model, and the upper right displays the
CPA module, with a red dot representing an element whose cracks have grown above the critical
limit in the base model.
8.5 Output analysis
The stochastic approach has been introduced in the input analysis, in which the ten hypotheti-
cal sample spectra are generated and discussed by introducing DEDS simulation into HFEM. For
the output analysis of DEDS, output variables can be categorized by point-set output variables
(PSOVs) and derived scalar output variables (DSOVs). PSOVs are data delivered from the execu-
tion of the simulation through the accumulation of a finite set of time indexed input. However, in
most simulations, we should focus on the property derived from the accumulated PSOV rather than
the individual value of PSOV. The property, which is a value computed and assigned a designated
scalar value for the accumulated data, is a DSOV [100]. For example, in the HFEM simulation, the
hypothetical spectrum, a random input variable, produces a set of output consisting of the crack
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Figure 8.5: Simulation snapshot
growth results for elements. One spectrum produces one set of these output for elements in the
base-level FEM. In the one set, information about the results of the crack growth for each element
is PSOV output. When the simulation runs a finite number, we can calculate an output value from
the collection of PSOVs. The calculated output, such as the minimum, the maximum, or the av-
erage, is the DSOV. The information that we finally seek in this simulation is the values of the
parameters of the distribution from the DSOVs. We simply choose the mean value.
8.5.1 Estimation of the means and the confidence interval
Suppose that crack growth curve Y1, Y2, ..., Yn is obtained by the crack propagation simulation
for spectrum X1, X2, ..., Xn. X is the input, with each spectrum containing 759,300 points. Y
is the output, the accumulation of the crack growth size, which is analyzed from the simulation
of elements in the base level. If a spectrum is not counted by a counting method, then the Y
should be the shape of 759,300 x 10,000 (spectrum points x element numbers). An analysis of
all elements in the base-model, however, is not required because if the crack growths exceeds the
172
initial crack size, which becomes twice the observable size (0.125 inch or 3.175mm, from Table
4.1), it must be discovered through close inspection and targeted for repair or replacement. In
this simulation, therefore, only some of the elements that exhibit high stress are analyzed. This
approach is reasonable because most of the elements do not incur any cracks during the entire
operating life of an aircraft unless their stress concentration is exceedingly high. The element
number 5700, the most critical element in the base level, is selected for the output analysis. In
addition, with a suitable single stochastic fatigue spectrum determined to represent the number
of replications in the output analysis, more elements that show high stress are observed in the
simulation.
The replication sample number, n, of the fatigue spectrum is generated by the method described
in the section ”Stochastic fatigue spectrum.” The collection of the n observed crack growth curve
for one element is Y1, Y2, ..., Yn for the n number of the hypothetical spectrum. Each Y contains
m number of crack growth sizes per loading cycle, which is y1, y2, ..., ym. For the purpose of the
output analysis, the series of y is cumulated to obtain the final crack size, that is, the crack size at
the final stage of the fatigue spectrum. The sample mean of the final crack sizes for n number of





where, n is the number of random spectra, and yf is the final entity of the cumulated crack
growth curve. The histogram plot and expected distribution, depicted in Figure 8.6, show a mean
of 1.2210 and a variance of 0.0043 for the 250 samples of spectra runs. As explained in Section 8.2,
the 250 stochastic spectra are truncated at the lowest stress level which isX in Table 6.1. Therefore,
the number of n is became 80,000 instead of 759,330.
The difficulty of adopting y(n) as an estimator of µ, which is a true mean without any additional
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Figure 8.6: Final crack size of the histogram plot and the distribution of 250 spectra
information, is that we do not have a way of assessing how close y(n) is to µ because y(n) is a
random variable with variance. Although in one simulation, y(n) may be close to µ, another y(n)
may differ from µ by a considerable amount [101]. Therefore, adopting y(n) as an estimator of µ
requires additional information, the confidence interval, which identifies where the known mean
is likely to fall, together with the measurement of the “confidence” associated with the collected





When we collect data, we can quantify the quality of a sample by the confidence obtained from
Eq. (8.5). Further, when the confidence meets a certain criterion, we can determine the number
of replications required to run a simulation for the sample. The quantification can be achieved by
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comparing the sample mean to the ζ in Eq. (8.5), and the required number of replications can be





Table 8.1: Results of the simulation run
As the number of sample spectra increases, the r converges to a certain confidence level; then
we can determine the suitable number of required sample spectra. For example, Table 8.1 shows
the calculation of r with confidence intervals, the mean, and the variance. As the number of
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spectra, n, increase, r decreases monotonically. When the n is reached at 250, r converges to
about 0.00044. This convergence, plotted in Figure 8.7, shows that the ratio of reduction slows
down at 100 and flattens between 200 and 250. Therefore, the sample mean that is observed in
this simulation for 250 replicated samples is considered a true mean and applied to determine the
representative spectrum.
Figure 8.7: The convergence of r for 250 runs
The last step of the output analysis is the selection of a representative spectrum from among the
replicated spectra. A representative spectrum can be the one that produces a final crack size that is
closest to the true mean. Figure 8.8 shows the crack growth curves analyzed from the representative
spectrum. The final crack size is 1.22101, which is the value among those of the samples closest
to the true mean, 1.22102. For the purpose of simulation, the representative spectrum, acting as an
external load, is applied to the HFEM. The results of the simulation are discussed in the following
sections.
176
Figure 8.8: Representative crack growth curve
8.6 CIA results
Figure 8.9 shows the results of global-level analysis for crack initiation by the simple life-cycle
approach. The color spectrum shows a range of values for fatigue damage. More red indicates
that the element has a greater possibility of developing cracks. The figure shows that the bottom
of the aircraft wing suffers the most severe damage, even though the lower skin, made of Al 2324-
T39, has higher fatigue resistance. The value of static stress was similar in both the upper and
lower wing from the static analysis result shown in Figure 7.9. However, the upper skin suffers
mostly compressive stress, which is a minor contributor in fatigue life. In contrast, the bottom of
the aircraft wing experiences greater tensile loads. Thus, unlike the static stress result, the fatigue
damage distribution is more concentrated in the lower skin in Figure 8.9.
If the direction of the stress component and material property are not different, then the prin-
cipal factor affecting fatigue life is obviously the magnitude of the stress. Fatigue results for five
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Figure 8.9: The simulation of crack initiation for global-level
critical elements in the lower skin are summarized in Table 8.2. These results are located at the
Yehudi break area as mentioned in Section 7.1.3, and Figure 8.10 shows their locations in the
bottom view of the global-level FEM. In the static analysis, the five elements exhibited maximum
stress.
Table 8.2: Crack initiation results
Element No. Location Material Damage Crack initiation block cycles
3561 Lower skin Al 2324-T39 0.062127 16.09608
3557 Lower skin Al 2324-T39 0.061808 16.17901
3549 Lower skin Al 2324-T39 0.061269 16.32147
3565 Lower skin Al 2324-T39 0.061123 16.36057
3553 Lower skin Al 2324-T39 0.060979 16.39902
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Figure 8.10: The five critical locations in global-level FEM
The fatigue damage for all elements are presented in Figure 8.11. The x-axis is the element
number and y axis is the value of damage. The maximum damage, which is 0.0621, occurred at
element 3561. The value of damage represents the possibility of fatigue failure, and the life cycles
for the one-block cycle can be calculated by Miners rule. Based on the Miner’s rule, 0.0621(dam-
age) divided by 1 is 16.096, and it is block numbers that can be repeated a standard block. Since
the standard block is 4,000 flights in TWIST, the surveyed aircraft wing is safe until 64,384 flights,
which can be calculated simply by the following: 4, 000× 16.096 = 64, 384.
We know that the correlation between fatigue damage and stress is very high because the fa-
tigue spectrum is obtained from the load spectrum derived by multiplying the stress of the element.
Figure 8.12 describes a trend for the normalized fatigue damage and the resulting stress: normal-
ized with maximum values. This figure shows that the assumption is not always proved true. In
some cases, high stress does not result in greater damage. Regions that show a different trend
include element numbers from mid-4000 to about 5000, which represent elements that are located
in spars, and element numbers from 7161 to 7502, which are located in the ribs. In these regions,
even though the normalized stress is very high, the normalized fatigue damage is very low. In air-
craft structure, spars and ribs mainly take compressive loads, and this result shows again that the
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Figure 8.11: The results of crack initiation for global-level
Figure 8.12: Comparison of normalized fatigue damage and resultant stress
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principal factors of fatigue damage are not only the magnitude of the stress but also the component
of stress or material properties related to stress- or strain-life curves.
8.7 CPA results
The crack propagation analysis performed in the CPA module and the results of the analysis are
discussed in this section. HFEM begins by identifying the element with the most critical fatigue
damage from the global-level FEM to analyze crack propagation on the base-level FEM, a local
model. It is a representative model developed by clustering elements, a method introduced in
Section 3.4. When the external load (the load spectrum for the case of simulation) is applied on
the global level, internal loads are transferred to the base-level FEM by the internal forces transfer
method (introduced in Section 3.3.2). Then, the actual stress can be obtained by applying the
internal force to the normalized stress distribution determined in the base-level FEM by the unit-
load method (introduced in Section 3.3.3).
Table 8.3: Curve parameters for 2324-T39 [102]
Material is applied to the wing model, as described in Appendix C. The elements in the wing
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model mainly consist of four materials: 7055-T7751 for the upper wing, 2324-T39 for the lower
wing, 7150-T7751 for the spar, and 7050-T7451 for the rib. The analysis of the CIA module
confirms that the lower wing is a fatigue critical area. The material used for the lower wing is
2324-T39, which is a typical for the lower wing of aircraft. The material is an age-hardened,
high-strength version of alloy 2024, but it has stronger fatigue resistance and fracture toughness
[103]. The curve fit parameters of da/dN of Delta K curve for 2324-T39, from National Aerospace
Laboratory NLR [102], are applied to the crack propagation analysis and listed in Table 8.3.
Among the elements of the global-level FEM in which crack propagation first initiated, element
3561 is shown in Figure 8.13 with its stress distribution. Note that the boundary condition and
forces are applied by the method described in Section 3.3.2.
Figure 8.13: Static stress distribution for the base-level FEM
The initial occurrence of the crack obviously begins on the right central side, which is the
maximum stress point. The initial cracked element, which acts as a cellular automata, described
in Section 5.3.4, conducts the crack propagation analysis described in Sections 5.3.2 and 5.3.3 of
itself internally. When the results of the analysis exceed the element size or a given limit size, the
cracked element switches to a dead cell and stops the propagation analysis. Simultaneously, other
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elements also conduct crack propagation analysis of themselves. During a self-analysis, when a
neighboring cell switches to a dead cell, the neighboring effect of the dead cell is applied as a
weighting factor, which is discussed in Chapter 2.
In the simulation of the CPA base-level model, the first crack is initiated in element number
5700 which is the most critical element in the base-level, when the crack size from the self-analysis
of the element exceeds 1mm, the size of the element. Crack initiation of the base-level model
occurs at 34,327 cycles(68,654 points), or 0.85 of the aircraft life time, and element 5700 becomes
a dead cell. The dead cell broadcasts its status to its neighboring cells: elements 5600, 5599,
5699, 5799, and 5800. Figure 8.14 depicts the dead cell and neighboring cells from the simulation
signals. After the 34,327 cycles, the neighboring cells conduct their self-analysis under more
stress, which is 1.5 times as much as their initial stress.
Figure 8.14: Neighboring effect from a dead cell
The CPA simulation continues throughout the life time of an aircraft, allowing for observation
of the crack growth of the base-level FEM. The results of the first 100 elements of 10,000 in the
base level are depicted in Figure 8.15, which display the shapes and sizes of crack propagation.
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Interestingly, the shape of the crack propagation in the simulation reveals three phases for the 100
elements:
• Phase I: The first dead cell occurs at 34,327 cycles (Figure 8.15a); then, by 34,340 cycles,
10 more dead cells have propagated rapidly; and by 34,679 cycles, 40 dead cells have prop-
agated along the edge (Figure 8.15b).
• Phase II: The crack propagation path changes. When a dead cell develops in the second
column, which is element 41 at 34,684 cycles, the path widens (Figure 8.15c). The crack
propagates lengthwise until 60 dead cells have propagated at 34,729 cycles (Figure 8.15d).
Both columns of dead cells propagate until the 89th dead cell, which occurs at 35,141 cycles.
• Phase III: The crack propagation path changes again. The path widens again at 35,163
cycles, with 90 dead cells (Figure 8.15e), and propagates lengthwise (Figure 8.15f).
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(a) Dead cells at 68,654 cycles (b) Dead cells at 69,357 cycles
(c) Dead cells at 69,368 cycles (d) Dead cells at 69,457 cycles
(e) Dead cells at 70,325 cycles (f) Dead cells at 70,369 cycles
Figure 8.15: CPA simulation result
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A summary of the sequence for the propagation of dead cells appears in Figure 8.16. The first
cracked element with the highest stress and its neighboring elements becomes a dead cell within a
small number of cycles (Phase I). Then, in the relatively lower stress region, the ratio of becoming
dead cells per cycles is slowed down, but dead cells are monotonically increased. From 34,679 to
34,729 cycles, about 22 cells rapidly become dead cells because of both accumulated damage to
them and the effect of neighboring dead cells, which have formed an elongated line (Phase II). At
35,163 cycles, when the crack widens, the number of dead cells rapidly increases again (Phase III).
Figure 8.16: Sequence of dead cell numbers
Analyzing the results obtained from the example simulation, we can claim that the current
design of SCRM wing falls short of the acceptable damage tolerance design criterion, which re-
quires a change in the design or the release of a maintenance manual of periodic inspection to
the operating airline. The manual should provide guidelines for the periodic inspection, such as
the inspection interval, the critical location, and the recommended inspection method, which can
be determined based on a detailed damage tolerance analysis. Unless a separate detailed FEM is
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analyzed, the conventional damage tolerance analysis is typically one dimensional, involving the
calculation of only the length of a crack based on an assumption of the location of the initial crack
and the direction of crack propagation. HFEM framework simulation provides a two-dimensional
analysis, allowing us to observe the direction of cracks and the propagation phase simultaneously.
Therefore, when a design changes or when inspections are required, more information will be
available to those making decisions.
8.8 Summary of simulation
The simulation progression of the operational lifetime of the aircraft has been presented during
which time the wing experiences cyclic loading represented by its loading history generated by
TWIST. The method to develop stochastic spectra from historical TWIST spectrum is suggested
and analyzed in the input analysis.A representative single spectrum is selected in the output anal-
ysis among of the stochastic spectra, and utilized for the simulation of HFEM.
In the simulation model, cyclic loading causes a reduction in material strength that can be cal-
culated by the stress intensity factor. The Paris law is used to calculate the residual strength with
mode I, based on LEFM, by the stress intensity factors. This simulation study performed crack
propagation modeling with cellular automata and observed the phenomenon of crack propagation
for a wing with infused cracks over the operational lifetime of an aircraft. A crack initiation analy-
sis generated initial crack cycle information for every element in the global-level FEM. The crack
propagation analysis following local rules, neighboring cell rules, and the updating CA rules. The
results enabled the estimation of damage tolerance design safety while accounting for in-service
or manufacturing defects. This simulation method also introduced the possibility of evaluating the




This study suggests the application of and development of a framework for a hierarchical FEM
methodology that can be used for monitoring the current structural health condition at the operation
stage and analyzing crack behavior in an aircraft design at the design stage. In the HFEM, since the
framework deals with a very large subject and tiny cracks simultaneously, we divided the analysis
into global-level (CIA) and base-level (CPA) FE modeling to improve the practicality of the FE
analysis. As variables from the global model, such as external loads, are paramount to crack
propagation analysis at the base level, mutual information exchange between the global and base
levels was important. Load transfer methods, representative base-model development, and unit
load methods are applied in the HFEM and enabled the interaction between CIA and CPA.
The HFEM is a systematized framework for simulating crack initiation and propagation for
CIA and CPA. In the simulation section of this study, the framework was tested with a wing ex-
ample from SCRM, and the results were discussed. An input analysis of the simulation, which
provided a reliable input variablethe iid condition of the load spectrumwas conducted. The input
variable, the load spectrum, was replicated to a stochastic spectrum by applying a random num-
ber from a probability distribution. From the results of the simulation runs, the output analysis
provided information on the number of replications that affected the simulation and the number of
runs required in order to ensure reliable simulation results. From the results of the input and output
analysis, a representative spectrum was selected and used for the simulation of CIA and CPA in
the HFEM.
The global model, the CIA module in the HFEM, was developed by the stress- or strain-life ap-
proach that determined the occurrence of cracks from a global perspective. The results of the CIA
were compared to those of a commercial fatigue analysis program and the results were satisfactory.
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For the local model, the CPA module in the HFEM, the LEFM approach with crack closure effect
was considered for the simulation of the crack propagation. The stress intensity factor introduced
in the LEFM approach was calculated for each cycle to determine the crack growth rate, which
entailed the use of the Paris law, an approximation of the da of the dN curve. To overcome the
crack closure phenomenon caused by the plastic region generated at the tip of the crack, this study
used a crack opening equation from Newman theory and introduced a more accurate crack growth
formula into the CPA module. The CPA results were compared to those of NASGRO, developed
by NASA, and the effectiveness of the CPA module was verified by its insignificant number of
errors.
The design of this framework enables researchers to address two issues: changes in the re-
quirements at the design stage of an aircraft and changes in the inspection requirements at the
operating stage. First, at the design stage, simulation via the HFEM can be used as a tool for
determining whether or not the current design of an aircraft meets the FAA certification of require-
ments for damage tolerance design. Conventionally, this verification is carried out by a number
of engineers who conduct detailed analyses based on load data from the global FEM for all major
components and critical areas. Through the load transfer method and the automated crack growth
analysis model, which link the global FEM and the local FEM, this study proposed a framework
for reducing the amount of effort devoted to analysis, thus reducing the time and the cost of design
development.
From the perspective of aircraft operation, this study suggested a method of generating a unique
spectrum of an aircraft and a method of predicting crack behavior through simulation. These
methodologies can help us determine which component should be intensively inspected during
a subsequent maintenance cycle for the specific aircraft. Furthermore, if the performance of the
sensor and the reliability of the algorithm improve, we expect that the HFEM can be used as a
framework that can be referred to as a hierarchical digital twin of structural health monitoring
(SHM).
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The SHM system, based on the developed HFEM, will be conducive to ensuring the structural
safety of aircraft if it is installed in the system of an aircraft in operation. It could also reduce
the time and the cost of frequent, periodic maintenance. By intelligently estimating the impact of
unexpected damage on a structure within a few hours after such damage occurs, we can enhance
the efficacy of pilot decision making regarding the continuation of a mission. In addition, in the
near future, when tens of thousands of drones become operational, we expect to be able to infuse
the self-maintenance algorithm based on HFEM into drones and dramatically reduce the labor and





THE FUNCTION OF ELEMENT SHAPE
1 d e f GenElemShape ( elem , g r i d ) :
2
3 import numpy as np
4
5 elemShape = np . z e r o s ( ( l e n ( elem ) , 2 ) )
6
7 f o r i i n r a n g e ( l e n ( elem ) ) :
8
9 node1= g r i d . l o c [ g r i d [ ’ node ’ ] == elem [ ’ node1 ’ ] [ i ] ]
10 node1=node1 . drop ( ’ node ’ , a x i s =1) . v a l u e s
11 node2= g r i d . l o c [ g r i d [ ’ node ’ ] == elem [ ’ node2 ’ ] [ i ] ]
12 node2=node2 . drop ( ’ node ’ , a x i s =1) . v a l u e s
13 node3= g r i d . l o c [ g r i d [ ’ node ’ ] == elem [ ’ node3 ’ ] [ i ] ]
14 node3=node3 . drop ( ’ node ’ , a x i s =1) . v a l u e s
15 node4= g r i d . l o c [ g r i d [ ’ node ’ ] == elem [ ’ node4 ’ ] [ i ] ]
16 node4=node4 . drop ( ’ node ’ , a x i s =1) . v a l u e s
17
18 t o t a l N o d e =np . c o n c a t e n a t e ( ( node1 , node2 , node3 , node4 ) , a x i s =0)
19
20 # base node=1 l e t ’ s f i n d e d i a g n a l node
21 d i s t 1 2 = np . l i n a l g . norm ( node1−node2 )
22 d i s t 1 3 = np . l i n a l g . norm ( node1−node3 )
23 d i s t 1 4 = np . l i n a l g . norm ( node1−node4 )
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24
25 d i s t =[ d i s t 1 2 , d i s t 1 3 , d i s t 1 4 ]
26 d i agna lNode = d i s t . index ( max ( d i s t ) ) +1
27
28 d iagna lNodeCoord =np . append ( [ t o t a l N o d e [ 0 ] ] , [ t o t a l N o d e [ d i agna lNode ] ] ,
a x i s =0 )
29
30 remainNode = np . d e l e t e ( [ 0 , 1 , 2 , 3 ] , 0 , 0 )
31 remainNode = np . d e l e t e ( [ 0 , 1 , 2 , 3 ] , d iagna lNode , 0 )
32
33 s u b t r a c t N o d e C o o r d = np . append ( [ t o t a l N o d e [ remainNode [ 0 ] ] ] , [ t o t a l N o d e [
remainNode [ 1 ] ] ] , a x i s =0 )
34
35 de ly1 2 = max ( abs ( d iagna lNodeCoord [0]− s u b t r a c t N o d e C o o r d [ 0 ] ) )
36 de lx1 3 = max ( abs ( d iagna lNodeCoord [0]− s u b t r a c t N o d e C o o r d [ 1 ] ) )
37 de ly4 3 = max ( abs ( d iagna lNodeCoord [1]− s u b t r a c t N o d e C o o r d [ 0 ] ) )
38 de lx4 2 = max ( abs ( d iagna lNodeCoord [1]− s u b t r a c t N o d e C o o r d [ 1 ] ) )
39
40 d e l y = max ( de ly12 , de ly 43 )
41 d e l x = max ( de lx13 , de lx 42 )
42
43 # elemShape [ i ,0]= elem [ ’ e l e m e n t ’ ] [ i ]
44 elemShape [ i , 0 ] = d e l x
45 elemShape [ i , 1 ] = d e l y
46
47 re turn elemShape
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APPENDIX B
THE FUNCTION OF CRACK CALCULATION
1 d e f c r a c k C a l S t e p ( s max , s min , a 0 ) :
2 import numpy as np
3 import math
4
5 # P r o p e r t i e s
6 K c = 39
7 Y =1.12
8 S max s 0 = 0 . 3
9 DK1 = 0 . 7 4
10
11 # P a r i s c u r v e
12 C= 6E−09
13 m= 3 . 2 # n i n NASGRO
14 p = 0 . 2 5
15 q = 1
16 a l p h a =2
17
18 a c r i t i c a l = ( K c / ( Y∗ s max ) ) ∗∗2 / np . p i
19 p r i n t ” −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−”
20 p r i n t ” C r i t i c a l c r a c k l e n g t h = ” , a c r i t i c a l
21
22 a = a 0
23 K max = Y∗ s max∗np . s q r t ( np . p i ∗a )
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24 K min = Y∗ s min ∗np . s q r t ( np . p i ∗a )
25
26 R= s min / s max
27
28 # b e t a R = 0 .9+0 .2∗R∗∗2 − 0 . 1∗R∗∗4
29 # R>=0
30 delK= ( K max−K min )
31 d e l K s t a r = DK1∗ ( a / ( a+ a 0 ) ) ∗ ∗ ( 1 / 2 . 0 )
32
33 # Newman e q u a t i o n
34 aA 0 = ( 0 . 8 2 5 − 0 .34∗ a l p h a + 0 .05∗ a l p h a ∗∗2) ∗ ( np . cos ( ( np . p i / 2 ) ∗
S max s 0 ) ) ∗ ∗ ( 1 . 0 / a l p h a )
35 aA 1 = ( 0 . 4 1 5 − 0 .071∗ a l p h a ) ∗S max s 0
36 aA 3 = 2∗ aA 0 +aA 1 − 1
37 aA 2 = 1 − aA 0 − aA 1 − aA 3
38
39 i f R >= 0 :
40 f newman = max (R , aA 0 + aA 1∗R +aA 2∗R∗∗2 + aA 3∗R∗∗3 )
41 e l s e :
42 f newman = aA 0 + aA 1∗R
43
44 i f R < 0 :
45 d e l K t h = ( d e l K s t a r ∗ ( (1−R) /(1− f newman ) ∗∗ (1+R∗C∗∗m) ) ) / (1−aA 0 ) ∗∗ ( (C
∗∗p −R∗C∗∗m) )
46 e l s e :
47 d e l K t h = ( d e l K s t a r ∗ ( (1−R) /(1− f newman ) ∗∗ (1+R∗C∗∗p ) ) ) / ((1− aA 0 )
∗∗((1−R) ∗C∗∗p ) )
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48
49 # Main e q u a t i o n
50 i f delK > d e l K t h :
51 da dN = (C∗ ( delK ∗∗m) ∗(1− d e l K t h / delK ) ∗∗p ) / ( ( 1 − K max / K c ) ∗∗q )
52 e l s e :
53 da dN =0
54
55 a c u r r e n t = a 0 + da dN∗ c y c l e n u m b e r
56
57 p r i n t ” Number o f c y c l e s a p p l i e d =” , c y c l e n u m b e r
58 p r i n t ” −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−”
59 p r i n t ” C u r r e n t c r a c k l e n g t h = ” , a c u r r e n t
60
61 d e l a = a c r i t i c a l −a 0
62 T o t a l c y c l e s = d e l a ∗ ( c y c l e n u m b e r / da dN )
63
64 p r i n t ” E s t i m a t e d l i f e c y c l e s = ” , T o t a l c y c l e s
65 p r i n t ” −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−”
66
67 # i f math . i s n a n ( da dN ) :
68 # da dN= 0
69
70 re turn da dN
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APPENDIX C
MECHANICAL PROPERTIES FOR EVERY SECTIONS
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APPENDIX D
NASTRAN BDF FILE READER
1 d e f readBDF ( f i l eName ) :
2 import numpy as np
3 import os
4 import pandas as pd
5
6 # ############ g r i d read ###########3
7 f = open ( f i leName , ’ r ’ )
8 s e a r c h l i n e s = f . r e a d l i n e s ( )
9 f . c l o s e ( )
10 fw = open ( ” g r i d . d a t ” , ”w” )
11
12 f o r i , l i n e i n enumera t e ( s e a r c h l i n e s ) :
13 i f ”GRID” i n l i n e :
14 f o r l i n s e a r c h l i n e s [ i ] : fw . w r i t e ( l )
15 # p r i n t (”GRID da ta c r e a t e d ! ! ! ”)
16 fw . c l o s e ( )
17
18 g r i d = np . g e n f r o m t x t ( ” g r i d . d a t ” , u s e c o l s = ( 1 , 2 , 3 , 4 ) )
19 # p r i n t g r i d I n t
20
21 # ############ mesh read ###########3
22 f = open ( f i leName , ’ r ’ )
23 s e a r c h l i n e s = f . r e a d l i n e s ( )
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24 f . c l o s e ( )
25
26 fw = open ( ” e l e m e n t . d a t ” , ”w” )
27 f o r i , l i n e i n enumera t e ( s e a r c h l i n e s ) :
28 i f ”CQUAD4” i n l i n e :
29 f o r l i n s e a r c h l i n e s [ i ] : fw . w r i t e ( l )
30 # p r i n t (” Element da ta c r e a t e d ! ! ! ”)
31 fw . c l o s e ( )
32
33 elem= np . g e n f r o m t x t ( ” e l e m e n t . d a t ” , u s e c o l s = ( 1 , 2 , 3 , 4 , 5 , 6 ) )
34
35 # ############ mesh read f o r t r i ###########3
36 f = open ( f i leName , ’ r ’ )
37 s e a r c h l i n e s = f . r e a d l i n e s ( )
38 f . c l o s e ( )
39
40 fw = open ( ” e l e m e n t T r i . d a t ” , ”w” )
41 f o r i , l i n e i n enumera t e ( s e a r c h l i n e s ) :
42 i f ”CTRIA3” i n l i n e :
43 f o r l i n s e a r c h l i n e s [ i ] : fw . w r i t e ( l )
44 # p r i n t (” Element da ta c r e a t e d ! ! ! ”)
45 fw . c l o s e ( )
46
47 e l e m T r i = np . g e n f r o m t x t ( ” e l e m e n t T r i . d a t ” , u s e c o l s = ( 1 , 2 , 3 , 4 , 5 ) )
48
49 # ############ p s h e l l read ###########3
50 f = open ( f i leName , ’ r ’ )
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51 s e a r c h l i n e s = f . r e a d l i n e s ( )
52 f . c l o s e ( )
53
54 fw = open ( ” p s h e l l . d a t ” , ”w” )
55 f o r i , l i n e i n enumera t e ( s e a r c h l i n e s ) :
56 i f ”PSHELL” i n l i n e :
57 f o r l i n s e a r c h l i n e s [ i ] : fw . w r i t e ( l )
58 # p r i n t (” Pro da ta c r e a t e d ! ! ! ”)
59 fw . c l o s e ( )
60
61 p s h e l l = np . g e n f r o m t x t ( ” p s h e l l . d a t ” , u s e c o l s = ( 1 , 2 , 3 , 4 , 5 ) )
62
63 os . remove ( ” g r i d . d a t ” )
64 os . remove ( ” e l e m e n t . d a t ” )
65 os . remove ( ” p s h e l l . d a t ” )
66 os . remove ( ” e l e m e n t T r i . d a t ” )
67
68 g r i d = pd . DataFrame ( g r i d , columns =[ ’ node ’ , ’ x ’ , ’ y ’ , ’ z ’ ] )
69 elem = pd . DataFrame ( elem , columns =[ ’ e l e m e n t ’ , ’ p r o p e r t y ’ , ’ node1 ’ , ’ node2
’ , ’ node3 ’ , ’ node4 ’ ] )
70 e l e m T r i = pd . DataFrame ( e lemTr i , columns =[ ’ e l e m e n t ’ , ’ p r o p e r t y ’ , ’ node1 ’ ,
’ node2 ’ , ’ node3 ’ ] )
71 p s h e l l = pd . DataFrame ( p s h e l l , columns =[ ’ p r o p e r t y ’ , ’ m a t e r i a l ’ , ’
t h i c k n e s s ’ , ’ mat2 ’ , ’ mat3 ’ ] )
72
73 elemProp =elem . drop ( ’ node1 ’ , a x i s =1)
74 elemProp = elemProp . drop ( ’ node2 ’ , a x i s =1)
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75 elemProp = elemProp . drop ( ’ node3 ’ , a x i s =1)
76 elemProp = elemProp . drop ( ’ node4 ’ , a x i s =1)
77
78 e l e m P r o p T r i = e l e m T r i . d rop ( ’ node1 ’ , a x i s =1)
79 e l e m P r o p T r i = e l e m P r o p T r i . d rop ( ’ node2 ’ , a x i s =1)
80 e l e m P r o p T r i = e l e m P r o p T r i . d rop ( ’ node3 ’ , a x i s =1)
81
82 # Quad e l e m e n t
83 elemProp [ ’ m a t e r i a l ’ ]=0
84
85 f o r i i n r a n g e ( l e n ( e lemProp ) ) :
86 r o w P r o p e r t y = p s h e l l . l o c [ p s h e l l [ ’ p r o p e r t y ’ ] == elemProp [ ’ p r o p e r t y ’ ] [ i ] ]
87 elemProp . s e t v a l u e ( i , ’ m a t e r i a l ’ , r o w P r o p e r t y [ ’ m a t e r i a l ’ ] )
88
89 # T r i e l e m e n t
90 e l e m P r o p T r i [ ’ m a t e r i a l ’ ]=0
91
92 f o r i i n r a n g e ( l e n ( e l e m P r o p T r i ) ) :
93 r o w P r o p e r t y T r i = p s h e l l . l o c [ p s h e l l [ ’ p r o p e r t y ’ ] == e l e m P r o p T r i [ ’ p r o p e r t y ’
] [ i ] ]
94 e l e m P r o p T r i . s e t v a l u e ( i , ’ m a t e r i a l ’ , r o w P r o p e r t y T r i [ ’ m a t e r i a l ’ ] )
95
96 p r i n t ( ” Reading BDF f i l e i s comple t ed . . ” )
97 re turn g r i d , elemProp , e l emPropTr i , p s h e l l , elem , e l e m T r i
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APPENDIX E
THE FUNCTION OF CHECKING NASTRAN RUN
1 d e f nas t r anRunCheck ( ) :
2 import os
3 # check s t s t u s o f n a s t r a n
4 s t a t u s =0
5 whi le ( s t a t u s >= 0) :
6 t a s k L i s t =os . popen ( ’ t a s k l i s t ’ ) . read ( )
7 s t a t u s = t a s k L i s t . f i n d ( ’ n a s t r a n . exe ’ )
8
9 # D e l e t e u s e l e s s f i l e s
10 d i r e c t o r y = os . getcwd ( )
11 t e s t = os . l i s t d i r ( d i r e c t o r y )
12
13 f o r i t em i n t e s t :
14 i f i t em . e n d s w i t h ( ” .DBALL” ) :
15 os . remove ( os . p a t h . j o i n ( d i r e c t o r y , i t em ) )
16 i f i t em . e n d s w i t h ( ” . f04 ” ) :
17 os . remove ( os . p a t h . j o i n ( d i r e c t o r y , i t em ) )
18 i f i t em . e n d s w i t h ( ” . l o g ” ) :
19 os . remove ( os . p a t h . j o i n ( d i r e c t o r y , i t em ) )
20 i f i t em . e n d s w i t h ( ” .MASTER” ) :
21 os . remove ( os . p a t h . j o i n ( d i r e c t o r y , i t em ) )
22 i f i t em . e n d s w i t h ( ” . xdb ” ) :
23 os . remove ( os . p a t h . j o i n ( d i r e c t o r y , i t em ) )
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24 i f i t em . e n d s w i t h ( ” . IFPDAT” ) :
25 os . remove ( os . p a t h . j o i n ( d i r e c t o r y , i t em ) )
26 i f i t em . e n d s w i t h ( ” . 1 ” ) :
27 os . remove ( os . p a t h . j o i n ( d i r e c t o r y , i t em ) ) # d e l t e p r e v i o u s f 0 6 f i l e
28
29 p r i n t ( ” Run Gl ob a l model i s comple t ed . . . ” )
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APPENDIX F
THE FUNCTION OF EXTRACTING GRID FORCE FROM GLOBAL-LEVEL FOR
BASE-LEVEL
1
2 d e f g r i d F o r c e S e a r c h ( f i leName , t a r g e t E l m ) :
3
4 import pandas as pd
5 import numpy as np
6 import os
7
8 f = open ( f i leName , ’ r ’ )
9 s e a r c h l i n e s = f . r e a d l i n e s ( )
10 f . c l o s e ( )
11
12 fw = open ( ” g r i d F o r c e s . d a t ” , ”w” )
13 f o r i , l i n e i n enumera t e ( s e a r c h l i n e s ) :
14 i f ”POINT−ID ELEMENT−ID ” i n l i n e :
15 f o r j i n r a n g e ( 1 , 5 1 ) :
16 f o r l i n s e a r c h l i n e s [ i + j ] : fw . w r i t e ( l )
17 fw . c l o s e ( )
18
19 f = open ( ’ g r i d F o r c e s . d a t ’ , ’ r ’ )
20 s e a r c h l i n e s = f . r e a d l i n e s ( )
21 f . c l o s e ( )
22 fw = open ( ” g r i d F o r c e s 2 . d a t ” , ”w” )
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23
24 f o r i , l i n e i n enumera t e ( s e a r c h l i n e s ) :
25 i f n o t ” 1 MSC.NASTRAN” i n l i n e and \
26 n o t ” DEFAULT” i n l i n e and n o t ” \n ” i n l i n e and \
27 n o t ” G R I D” i n l i n e and \
28 n o t ” POINT−ID ” i n l i n e and \
29 n o t ” ∗ ∗ ∗ ∗ ” i n l i n e and \
30 n o t ” 0 SEID” i n l i n e and \
31 n o t ” −−−” i n l i n e and \
32 n o t ”=” i n l i n e and\
33 n o t ”F−OF−SPC” i n l i n e and\
34 n o t ”F−OF−MPC” i n l i n e and\
35 n o t ”MSC.NASTRAN” i n l i n e and\
36 n o t ”END OF JOB” i n l i n e and\
37 n o t ” ’ ” i n l i n e and\
38 n o t ” No” i n l i n e and\
39 n o t ”APP−LOAD” i n l i n e and\
40 n o t ”∗TOTALS∗” i n l i n e :
41 f o r l i n s e a r c h l i n e s [ i ] : fw . w r i t e ( l )
42
43 fw . c l o s e ( )
44
45 f = open ( ’ g r i d F o r c e s 2 . d a t ’ , ’ r ’ )
46 s e a r c h l i n e s = f . r e a d l i n e s ( )
47 f . c l o s e ( )
48
49 fw = open ( ” g r i d F o r c e s 3 . d a t ” , ”w” )
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50 f o r i , l i n e i n enumera t e ( s e a r c h l i n e s ) :
51 l i = l i n e . l s t r i p ( )
52 i f n o t l i . s t a r t s w i t h ( ” 0 ” ) :
53 f o r l i n s e a r c h l i n e s [ i ] : fw . w r i t e ( l )
54 fw . c l o s e ( )
55
56 g r i d F o r c e s = np . g e n f r o m t x t ( ” g r i d F o r c e s 3 . d a t ” )
57
58 df =pd . DataFrame ( g r i d F o r c e s , columns =[ ’ node ’ , ’ e l e m e n t ’ , ’ s o u r c e ’ , ’T1 ’ ,
’T2 ’ , ’T3 ’ , ’R1 ’ , ’R2 ’ , ’R3 ’ ] )
59 df = df . d rop ( ’ s o u r c e ’ , a x i s =1)
60
61 # w i t h 0
62 f = open ( ’ g r i d F o r c e s 2 . d a t ’ , ’ r ’ )
63 s e a r c h l i n e s = f . r e a d l i n e s ( )
64 f . c l o s e ( )
65
66 fw = open ( ” g r i d F o r c e s 4 . d a t ” , ”w” )
67 f o r i , l i n e i n enumera t e ( s e a r c h l i n e s ) :
68 l i = l i n e . l s t r i p ( )
69 i f l i . s t a r t s w i t h ( ” 0 ” ) :
70 f o r l i n s e a r c h l i n e s [ i ] : fw . w r i t e ( l )
71 fw . c l o s e ( )
72
73 g r i d F o r c e s = np . g e n f r o m t x t ( ” g r i d F o r c e s 4 . d a t ” )
74 df2 =pd . DataFrame ( g r i d F o r c e s , columns =[ ’ 0 ’ , ’ node ’ , ’ e l e m e n t ’ , ’ s o u r c e ’ ,
’T1 ’ , ’T2 ’ , ’T3 ’ , ’R1 ’ , ’R2 ’ , ’R3 ’ ] )
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75 df3 = df2 . drop ( ’ 0 ’ , a x i s =1)
76 df4 = df3 . drop ( ’ s o u r c e ’ , a x i s =1)
77
78 f r a me s = [ df , d f4 ]
79 dfx = pd . c o n c a t ( f r a me s )
80
81 i f t a r g e t E l m i n dfx [ ’ e l e m e n t ’ ] . v a l u e s :
82
83 k e y F o r c e s = dfx [ dfx [ ’ e l e m e n t ’ ]== t a r g e t E l m ]
84 k e y F o r c e s = k e y F o r c e s . d r o p d u p l i c a t e s ( s u b s e t =[ ’ node ’ ] , keep= ’ f i r s t ’ )
85
86 p r i n t ( ” Found g r i d f o r c e s ! ! ! ” )
87 e l s e :
88 k e y F o r c e s = 0 . 0
89 p r i n t ( ” No g r i d f o r c e s f o r t h e t a r g e t Element ! ! ! ” )
90
91 os . remove ( ” g r i d F o r c e s . d a t ” )
92 os . remove ( ” g r i d F o r c e s 2 . d a t ” )
93 os . remove ( ” g r i d F o r c e s 3 . d a t ” )
94 os . remove ( ” g r i d F o r c e s 4 . d a t ” )
95
96 re turn k e y F o r c e s
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APPENDIX G
THE FUNCTION OF STRESS FINDER IN GLOBAL-LEVEL
1 d e f s t r e s s F i n d e r ( f i l eName ) :
2 import numpy as np
3 import pandas as pd
4 import os
5
6 f = open ( f i leName , ’ r ’ )
7 s e a r c h l i n e s = f . r e a d l i n e s ( )
8 f . c l o s e ( )
9
10 fw = open ( ” s t r e s s . d a t ” , ”w” )
11 f o r i , l i n e i n enumera t e ( s e a r c h l i n e s ) :
12 i f ”CEN/ 4 ” i n l i n e :
13 f o r l i n s e a r c h l i n e s [ i ] : fw . w r i t e ( l )
14 fw . c l o s e ( )
15
16 s t r e s s = np . g e n f r o m t x t ( ” s t r e s s . d a t ” )
17 s t r e s s Q u a d =pd . DataFrame ( s t r e s s , columns =[ ’ 0 ’ , ’ e l e m e n t ’ , ’ s o u r c e ’ , ’
D i s t a n c e ’ , ’NORMAL−X’ , ’NORMAL−Y’ , ’SHEAR−XY’ , ’ANGLE’ , ’MAJOR’ , ’
MINOR’ , ’VON MISES ’ ] )
18 s t r e s s Q u a d = s t r e s s Q u a d . drop ( ’ s o u r c e ’ , a x i s =1)
19
20 #### F i n d i n g T r i e l e m e n t ###################
21 fw = open ( ” s t r e s s T r i . d a t ” , ”w” )
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22 f o r i , l i n e i n enumera t e ( s e a r c h l i n e s ) :
23 i f ” ID . DISTANCE” i n l i n e :
24 f o r j i n r a n g e ( 1 , 3 3 ) :
25 f o r l i n s e a r c h l i n e s [ i + j ] : fw . w r i t e ( l )
26 fw . c l o s e ( )
27
28 f = open ( ’ s t r e s s T r i . d a t ’ , ’ r ’ )
29 s e a r c h l i n e s = f . r e a d l i n e s ( )
30 f . c l o s e ( )
31
32 fw = open ( ” s t r e s s T r i 1 . d a t ” , ”w” )
33 f o r i , l i n e i n enumera t e ( s e a r c h l i n e s ) :
34 l i = l i n e . l s t r i p ( )
35 i f n o t ”SUBCASE” i n l i n e and\
36 l i . s t a r t s w i t h ( ” 0 ” ) :
37 f o r l i n s e a r c h l i n e s [ i ] : fw . w r i t e ( l )
38 fw . c l o s e ( )
39 s t r e s s = np . g e n f r o m t x t ( ” s t r e s s T r i 1 . d a t ” )
40 s t r e s s T r i =pd . DataFrame ( s t r e s s , columns =[ ’ 0 ’ , ’ e l e m e n t ’ , ’ D i s t a n c e ’ , ’
NORMAL−X’ , ’NORMAL−Y’ , ’SHEAR−XY’ , ’ANGLE’ , ’MAJOR’ , ’MINOR’ , ’VON
MISES ’ ] )
41
42 os . remove ( ” s t r e s s T r i . d a t ” )
43 os . remove ( ” s t r e s s T r i 1 . d a t ” )
44 os . remove ( ” s t r e s s . d a t ” )
45 re turn s t r e s s Q u a d , s t r e s s T r i
46
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47 p r i n t ( ” E x t r a c t i n g s t r e s s d a t a from f06 f i l e i s comple t ed . . . ” )
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