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Введение. Успехи в области микроэлектроники привели к резкому возрастанию сложности 
проектируемых сверхбольших интегральных схем (СБИС), что значительно усложнило задачу 
обеспечения правильности их функционирования. По мере усложнения СБИС все более ответ-
ственным этапом проектирования становится их диагностирование, обеспечивающее опера-
тивное обнаружение ошибок в устройствах в процессе их работы. Значительная часть времени 
проектирования цифровой аппаратуры уходит на разработку проверяющих и диагностических 
тестов.
Традиционный метод анализа цифровой аппаратуры основан на моделировании поведения 
на последовательности входных воздействий (тестовой последовательности) и сравнении полу-
ченных откликов на выходных полюсах устройства с ожидаемыми. Относительно просто вы-
полняется тестирование (и строится тест) для случая комбинационных схем. Наличие элементов 
памяти у последовательностных схем значительно усложняет их тестирование по сравнению 
с комбинационными в силу того, что поведение последовательностных схем в значительной сте-
пени зависит от их внутреннего состояния (набора состояний элементов памяти), в котором они 
находятся перед подачей на входы тестовых воздействий.
В промышленности используется множество методов и программно-аппаратных средств автома-
тизации процесса тестирования, включающих анализ тестируемости устройств, автоматическую 
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генерацию тестовых наборов (ATPG – automatic test pattern generation), моделирование неисправ-
ностей, проектирование тестируемых схем (DFT – design for testability), встроенное самотестиро-
вание (BIST – built-in self-test) [1–5]. В настоящее время наиболее перспективным направлением 
считается развитие методов и средств встроенного самотестирования [1, 3]. Эти методы основа-
ны на использовании встроенных генераторов тестовых последовательностей, получении сигна-
туры реакций тестируемой схемы путем сжатия этих последовательностей и сравнении получен-
ной и эталонной сигнатур. Достоинство этого вида тестирования заключается в высокой скоро-
сти и сокращении объема сравниваемой информации. Недостатком же является необходимость 
встраивания дополнительной аппаратуры и возможный пропуск тестовых наборов, на которых 
проявляется неисправность, за счет их возможного попадания в обратную (исправную) сигнатуру 
и неполного охвата пространства возможных входных наборов [3, 4]. Это становится проблемой 
при тестировании устройств, для которых требуется большое покрытие тестами (99 % или выше) [3]. 
В таких случаях наиболее приемлема технология внешнего тестирования на основе направлен-
ной генерации наборов тестовой последовательности.
Перед началом тестирования необходимо провести инициализацию тестируемой последова-
тельностной схемы, заключающуюся в установлении элементов памяти в некоторые известные 
состояния путем подачи на входы схемы некоторой последовательности воздействий, которая 
называется установочной [4–6]. Под установочной последовательностью далее понимается по-
следовательность входных воздействий, переводящая схему в некоторое известное определенное 
состояние (при этом получаемая выходная последовательность может быть любой, так как она 
зависит от начального состояния схемы).
Обычно задача построения установочных последовательностей рассматривается для случая, 
когда поведение последовательностной схемы задается в виде дискретного автомата [7, 8]. Обзор 
существующих методов построения установочных последовательностей для конечных автома-
тов можно найти в работе [9]. Следует отметить, что поиск кратчайшей установочной последова-
тельности (минимальной длины) представляет собой NP-трудную задачу [10].
В настоящей статье задача построения кратчайшей установочной последовательности рас-
сматривается в более общем виде – для структурного описания последовательностной схемы. 
Под состоянием схемы понимается набор состояний, в которых находятся ее элементы памяти. 
Предполагается, что начальное состояние элементов памяти схемы неизвестно. Необходимо найти 
такую последовательность наборов значений сигналов, подаваемых на входы схемы в следующие 
друг за другом такты, которая переводит схему в известное состояние и имеет минимальную дли ну. 
В работе рассматривается случай, когда схема является синхронной, элементы памяти – D-триг-
геры, а комбинационные элементы – как простые вентили типа И-НЕ, ИЛИ-НЕ, И, ИЛИ, так 
и элементы из некоторой библиотеки, реализующие более сложные булевы функции. Следует за-
метить, что решение этой задачи не всегда существует, но иногда она может быть упрощена: не-
обходимо найти последовательность, устанавливающую один триггер в заданное состояние (0 или 1).
Предлагаемый в данной работе метод основан на сведении задачи поиска установочной по-
следовательности к задаче выполнимости конъюнктивной нормальной формы (КНФ), которая 
может быть эффективно решена с помощью известных SAT-решателей [11–13], обеспечивающих 
проверку выполнимости КНФ значительной сложности.
1. Постановка задачи. Последовательностную схему часто представляют в виде двухблоч-
ной структуры: блока комбинационной логики и блока триггеров. Первый блок является чисто 
комбинационной схемой, часть его выходов служит входами блока триггеров. Выходы триггеров, 
в свою очередь, являются входами комбинационного блока схемы (рис. 1) в следующем такте 
работы схемы. Таким образом, комбинационный блок имеет два типа входных полюсов: внеш-
ние входы последовательностной схемы, значения которых определяются сигналами извне, и 
внутренние полюсы, значения которых определяются сигналами с выходных полюсов триггеров 
и задают состояние элементов памяти. Аналогично комбинационный блок имеет и два типа вы-
ходных полюсов: внешние выходы последовательностной схемы, значения которых передаются 
во внешнее окружение последовательностной схемы, и внутренние выходы, значения которых 
передаются на блок памяти и определяют функции возбуждения триггеров.
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Будем считать далее, что комбинационный блок состоит из элементов, таких как И, ИЛИ, НЕ, 
И-НЕ, ИЛИ-НЕ, исключающее ИЛИ, либо из более сложных элементов некоторой библиотеки, 
блок памяти состоит из D-триггеров. Пример такой схемы показан на рис. 2. Задача заключается 
в инициализации блока памяти, т. е. в поиске установочной последовательности, подача которой 
на входы схемы гарантированно устанавливает все элементы памяти в известные состояния.
Пусть имеем синхронную схему с n входными полюсами и k D-триггерами. Обозначим че-
рез x i = (x1
i, x2
i, …, xn
i) булев вектор значений входных сигналов, подаваемых на входы схемы 
в момент времени i. Последовательность входных воздействий X = (x1, x2,…, x p) называется уста-
новочной, если состояние (определяемое состоянием всех триггеров), в которое переходит схема 
после подачи на ее входы этой последовательности, определяется однозначно вне зависимости 
от того, в каком состоянии схема была перед началом эксперимента. Число p называется длиной 
установочной последовательности. Установочная последовательность наименьшей длины назы-
вается кратчайшей.
Задача состоит в поиске кратчайшей установочной последовательности для синхронной по-
следовательностной схемы выделенного типа. Следует заметить, что для любой заданной схемы 
может существовать не одна, а несколько установочных последовательностей (в том числе и крат-
чайших).
Поведение D-триггера описывается автоматом Мура, который имеет два состояния: обозна-
чаемые через Q и `Q и соответствующие 1 и 0. Значение сигнала на выходе D-триггера совпадает 
с состоянием, в котором он находится в соответствующий момент времени. D-триггер выполняет 
роль элемента задержки сигнала. Если значение функции возбуждения входа триггера в момент 
времени t равно z, то в следующий момент времени t+1 он переходит в состояние z и на его вы-
ходе появляется сигнал z. Соответственно поиск установочной последовательности, переводящей 
D-триггеры в заданные состояния, сводится к поиску входной последовательности, обеспечива-
ющей соответствующие значения функций их возбуждения.
Таким образом, можно ограничиться рассмотрением только комбинационной части схемы, 
которая ответственна за генерацию функций возбуждения триггеров (рис. 3). Выделенная и рас-
сматриваемая далее схема имеет n + k входов, описываемых переменными x1, x2, …, xn, z1, z2, …, zk 
Рис. 1. Структура последовательностной схемы
Рис. 2. Пример тестовой последовательностной схемы
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и соответствующих n входным полюсам схемы и k выходным полюсам триггеров, и k выходов, 
описываемых переменными y1, y2, …, yk и определяющих k функций возбуждения триггеров. 
Значения выходных переменных y1, y2, …, yk рассматриваемой комбинационной схемы будут яв-
ляться значениями ее входных переменных z1, z2, …, zk на следующем такте работы.
2. КНФ разрешения логической схемы. КНФ представляет булеву функцию в виде конъ-
юнкции одного или более дизъюнктов. Каждый дизъюнкт, в свою очередь, является дизъюнкцией 
одного или более литералов (под литералом понимается булева переменная или ее отрицание). 
КНФ задает полностью определенную булеву функцию, и каждый из ее дизъюнктов соответствует 
имплиценте этой функции. Матричное представление КНФ задается троичной матрицей, строки 
которой соответствуют дизъюнктам, а столбцы – переменным.
Задача проверки выполнимости КНФ заключается в нахождении такого присваивания (может 
быть частичным) значений ее переменным, которое обращает КНФ в 1. Если такое присваивание 
удается найти, то говорят, что КНФ выполнима и полученное присваивание называют выполня-
ющим эту КНФ. Иначе КНФ невыполнима и представляет собой функцию, тождественно равную 0.
Множество равенств типа xi = si (где si ∈ {0, 1}, i = {1,
 2,…, n}) задает присваивание значений 
компонентам вектора x = (x1, x2, …, xn). Присваивание значений компонентам вектора x может 
быть полным, если задаются значения всех xi, или частичным в противном случае. Полное при-
сваивание представляет собой элемент (набор), а частичное – интервал n-мерного булева про-
странства En. Интервал ранга p фиксирует значения p переменных и покрывает 2n–p элементов 
булева пространства, также его можно представить в виде конъюнкции p литералов.
Структура комбинационной схемы задается направленным ациклическим графом, в котором 
вершины соответствуют логическим элементам, внешним входам и выходам схемы, а ребра – со-
единениям элементов и внешних полюсов. Большинство SAT-решателей исходят из представле-
ния схемы в виде так называемой КНФ разрешения схемы [14], которая задает все возможные 
допустимые комбинации сигналов на всех ее n + l полюсах, где n – число входных полюсов схе-
мы, l – число элементов. При построении КНФ разрешения схемы выходные полюсы элементов 
и сами элементы обозначаются одним и тем же именем. Локальная функция элемента (полюса 
схемы) y определяет зависимость сигнала на выходе элемента от сигналов на его входах (т. е. за-
дается в терминах локальных входных переменных). Функцией разрешения элемента, реализу-
ющего локальную функцию y = f (z1, z2, …, zn), называется функция j
 (y, f ) = y ~ f
 (z1, z2, …, zn), за-
дающая все допустимые комбинации сигналов на полюсах этого элемента. Представление функ-
ции j (y, f ) в форме КНФ дает КНФ разрешения элемента. Ниже приводятся КНФ разрешения 
некоторых простых элементов:
y =`z → (z ∨ y)
 (`z ∨`y);
y = z1 ⊕ z2 → (z1 ∨ z2 ∨`y) (`z1 ∨`z2 ∨`y) (z1 ∨`z2 ∨ y) (`z1 ∨ z2 ∨ y);
y = z1 z2 … zn →  (z1 ∨`y)
 (z2 ∨`y)
 … (zn ∨`y)
 (`z1 ∨`z2 ∨ … ∨`zn∨ y);
y = z1 ∨ z2 ∨… ∨ zn → (`z1 ∨ y)
 (`z2 ∨ y)
 … (`zn ∨ y)
 (z1 ∨ z2 ∨ … ∨ zn ∨`y);
y = 1 2z z⊕  → (z1
 ∨ z2
 ∨ y) (`z1
 ∨`z2 ∨ y) (z1
 ∨`z2
 ∨`y) (`z1
 ∨ z2
 ∨`y);
y = 1 2... nz z z  →  (z1 ∨ y)
 (z2 ∨ y)
 … (zn ∨ y)
 (`z1 ∨`z2 ∨ … ∨`zn ∨`y);
y = 1 2 ... nz z z∨ ∨ ∨  → (`z1 ∨`y)
 (`z2 ∨`y)
 … (`zn ∨`y)
 (z1 ∨ z2 ∨ … ∨ zn ∨ y).
Рис. 3. Комбинационная часть тестовой последовательностной схемы
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КНФ разрешения всех элементов схемы объединяются операцией конъюнкции в одну КНФ 
разрешения схемы. Ее размер и сложность данного преобразования линейно зависят от числа 
логических элементов комбинационной схемы. КНФ разрешения (z ∨ y)
 (`z ∨`y) инвертора y =`z 
можно опускать, заменяя все вхождения переменной y в КНФ разрешения схемы на `z. В первом 
столбце табл. 1 приведена КНФ C1 разрешения тестовой схемы (см. рис. 3).
Таблица 1. КНФ разрешения комбинационной схемы 
№
КНФ C1 КНФ C1пр после упрощения C
1
z1
1 z2
1 x1
1 x2
1 x3
1 e1
1 e2
1 e3
1 e4
1 y1
1 y2
1 z1
1 z2
1 x1
1 x2
1 x3
1 e1
1 e2
1 e3
1 e4
1 y1
1 y2
1
1 2
1 – – 1 – – 1 – – – – – e1
1 – – – – – 1 – – – – – e1
1
2 1 – – – – 1 – – – – – – – 0 – – – – – – – –
3 0 – 0 – – 0 – – – – – – – – – – 0 – 0 – – – e3
1
4 – 1 – 1 – – 1 – – – – e2
1 – – – – 0 – – 0 – – –
5 – 0 – 0 – – 1 – – – – – – – – 1 1 – 1 – – –
6 – 1 – 0 – – 0 – – – – – – – – – – – – – – – y1
1
7 – 0 – 1 – – 0 – – – – – – – – – – – – – – 0 y2
1
8 – – – – – 0 – 0 – – – e3
1 – – – – 1 – – – – – –
9 – – – – 0 – – 0 – – –
10 – – – – 1 1 – 1 – – –
11 0 – – 0 – – – – 1 – – e4
1
12 1 – – 1 – – – – 1 – –
13 0 – – 1 – – – – 0 – –
14 1 – – 0 – – – – 0 – –
15 – – – – – – 1 1 – 1 – y1
1
16 – – – – – – 0 0 – 1 –
17 – – – – – – 1 0 – 0 –
18 – – – – – – 0 1 – 0 –
19 – – – – 0 – – – – – 0 y2
1
20 – – – – – – – – 0 – 0
21 – – – – 1 – – – 1 – 1
3. Метод поиска установочной последовательности. Задача булевой выполнимости фор-
мулируется относительно двоичных переменных, которые представляют собой ограничения, 
накладываемые решаемой проблемой. Все присваивания значений переменным, выполняющие 
КНФ, эквивалентны с точки зрения решения задачи выполнимости. Соответственно в процес-
се поиска установочной последовательности посредством решения задачи выполнимости КНФ 
не существует возможности сформулировать эту задачу таким образом, чтобы можно было най-
ти кратчайшую установочную последовательность или сказать, что ее для данной схемы не су-
ществует. Можно только сформулировать задачу поиска установочной последовательности не-
которой априори заданной длины в виде задачи о выполнимости некоторой КНФ, получить один 
(или все) набор значений булевых переменных, выполняющий эту КНФ, если КНФ выполнима. 
Значения входных переменных схемы в выполняющем наборе зададут установочную последова-
тельность. Если КНФ окажется невыполнимой, то установочной последовательности заданной 
длины не существует.
Таким образом, задача поиска кратчайшей установочной последовательности может быть сфор-
мулирована как ряд задач поиска установочных последовательностей возрастающей длины. Про-
цесс заканчивается, когда на некотором шаге будет установлена выполнимость анализируемой 
КНФ и, соответственно, найдена кратчайшая установочная последовательность. Ясно, что априо-
ри должна быть задана и предельная длина искомой последовательности. Далее будет предложен 
метод, позволяющий сократить вычислительные затраты при поиске кратчайшей установочной 
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последовательности путем сведения к задаче проверки выполнимости КНФ. Покажем, как по-
строить первую КНФ разрешения C1 комбинационной части схемы при проверке существования 
установочной последовательности длины 1, а затем приведем метод итеративной модификации 
КНФ разрешения Ci для получения КНФ Ci+1 при необходимости увеличения длины искомой 
установочной последовательности.
Процесс поиска кратчайшей установочной последовательности начинается с поиска устано-
вочной последовательности X1 = (x1) длины 1, т. е. последовательности входных воздействий, 
приводящей к установке триггеров в известное состояние за один такт работы схемы. При по-
строении КНФ разрешения C1 для комбинационной схемы предполагается, что аргументы 
(x1
1, x2
1, …, xn
1) соответствуют входным полюсам последовательностной схемы, аргументы 
(z1
1, z2
1, …, zk
1) соответствуют k линиям обратной связи последовательностной схемы (с выходных 
полюсов триггеров). Предполагается, что значения входных переменных (z1
1, z2
1, …, zk
1) комбина-
ционной части схемы перед началом эксперимента по поиску установочной последовательности 
не определены, т. е.: z1
1 = z2
1 = … = zk
1 = «–», так как начальное состояние последовательностной 
схемы неизвестно.
Если построенная таким образом КНФ разрешения C1 выполнима, то будет найден вы-
полняющий набор значений всех ее переменных, в частности набор значений переменных 
X1 = (x1
1, x2
1, …, xn
1), представляющий кратчайшую установочную последовательность (длины 1), 
и набор значений переменных Y1 = (y1
1, y2
1, …, yk
1), задающий значения выходных функций ком-
бинационного блока или значения функций возбуждения триггеров в ответ на подачу на входы 
значений из X1. Значения функций возбуждения определят состояние последовательностной схе-
мы в следующий такт ее работы.
Если построенная КНФ разрешения C1 невыполнима, то длина искомой установочной по-
следовательности увеличивается на 1 и формируется КНФ разрешения C2 для поиска уста-
новочной последовательности X2  = (x1, x2), Y 2  = (y1, y2). При этом КНФ C2 формируется для 
двухблочной комбинационной схемы (первых два блока на рис. 4). Внутренняя структура обо-
их блоков – это одна и та же комбинационная часть исходной последовательностной схемы 
(см. рис. 3). Входными переменными второго блока являются переменные x1
2, x2
2, …, xn
2, по-
даваемые на входы последовательностной схемы на втором такте ее работы, и переменные 
z1
2, z2
2, …, zk
2, соответству ющие линиям обратной связи, их значения совпадают на втором такте 
со значениями выходных переменных первого блока: z1
2 = y1
1, z2
2 = y2
1, …, zk
2 = yk
1. Если по-
лученная КНФ разрешения C2 выполнима, то будет найдена установочная последовательность 
X2 = (x1, x2) длины 2, выполняющая установку триггеров в известные состояния (определяемые 
набором Y 2 = (y1, y2)) за два такта.
Если КНФ C2 невыполнима, то аналогичным образом производится увеличение числа блоков 
анализируемой комбинационной схемы (см. рис. 4) и соответственно ищется установочная по-
следовательность X3 = (x1, x2, x3) длины 3. Процесс увеличения числа блоков комбинационной 
схемы продолжается до тех пор, пока на некотором шаге не будет найдена установочная последо-
вательность, которая и будет кратчайшей, или число итераций не достигнет наперед заданного 
предельного числа, и тогда установочная последовательность не будет найдена.
Рис. 4. Увеличение числа блоков комбинационной логики до трех
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4. Поиск установочной последовательности посредством сведения к выполнимости КНФ. 
Так как переменные z1
i, z2
i, …, zk
i КНФ Ci отождествляются с переменными y1
i-1, y2
i-1, …, yk
i-1, то 
для упрощения процесса построения (i+1)-й КНФ по i-й (в случае невыполнимости Ci) примем 
следующий порядок столбцов матричного задания КНФ: z1
i, z2
i, …, zk
i,  x1
i, x2
i, …, xn
i,  e1
i, e2
i,…, el
i, 
y1
i, y2
i, …, yk
i.
Рассмотрим для примера приведенную выше последовательностную схему (см. рис. 2), для 
которой найдем кратчайшую установочную последовательность. Согласно изложенному выше 
методу, построим сначала одноблочную схему (см. рис. 3), приписав всем символам переменных 
верхний индекс 1. КНФ разрешения C1 этой схемы определена на 11 аргументах и состоит из 
21 дизъюнкта (первый столбец табл. 1).
Перед проверкой выполнимости необходимо заменить определенные значения переменных 
z1
1, z2
1, …, zk
1 на неопределенные, так как их значения перед началом эксперимента неизвест-
ны и в выполняющем КНФ наборе им нельзя присвоить определенные значения в отличие от 
переменных x1
1, x2
1, x3
1. Замена значений этих переменных упрощает КНФ C1: некоторые строки 
становятся избыточными. Например, три первых дизъюнкта (x1
1 ∨ e1
1) (z1
1 ∨ e1
1) (`z1
1 ∨`x1
1 ∨`e1
1), по-
рождаемых КНФ разрешения элемента e1
1, заменяются сначала на три более простых дизъюнкта 
(x1
1 ∨ e1
1) e1
1 (`x1
1 ∨`e1
1), а затем после упрощения – на два: e1
1`x1
1.
Следует заметить, что существуют простейшие элементы, сигналы на выходных полюсах 
которых имеют неопределенное значение в том случае, если хотя бы один входной сигнал эле-
мента имеет неопределенное значение. Таким элементом является исключающее ИЛИ. На при-
мер, четыре дизъюнкта (z2
1 ∨ x2
1 ∨ e2
1) (`z2
1 ∨`x2
1 ∨ e2
1) (z2
1 ∨`x2
1 ∨ e`1
1) (`z2
1 ∨ x2
1 ∨ e`1
1) для КНФ 
разрешения элемента e2
1 после удаления переменных z2
1 заменяются на (x2
1 ∨ e2
1) (`x2
1 ∨ e2
1) 
(`x2
1 ∨ e`1
1) (x2
1 ∨ e`1
1). Эта последняя КНФ невыполнима. Следовательно, можно удалить эти дизъ-
юнкты из КНФ C1, распространив неопределенное значение переменной e2
1 по схеме путем ис-
ключения всех вхождений этой переменной в дизъюнкты КНФ C1. Это также упростит вид КНФ C1. 
Упрощенное представление C1пр КНФ разрешения C
1 для одноблочной схемы (см. рис. 3) пока-
зано во втором столбце табл. 1.
В нашем случае КНФ C1пр оказывается невыполнимой. Это означает, что установочной после-
довательности длины 1 для последовательностной схемы (см. рис. 2) не существует. Если точнее, 
то в рассматриваемом случае не удалось инициализировать первый D-триггер за один такт, но 
существует установочная последовательность (в данном случае набор значений входных пере-
менных схемы) длины 1 для второго D-триггера: при x3
1 = 1, y2
1 = 0. Это следует из того, что КНФ 
разрешения C1пр для одноблочной схемы (см. рис. 3), реализующей функцию y2
1 возбуждения 
второго триггера, состоит из двух дизъюнктов: `y2
1 x3
1 (как это следует из табл. 1).
Для поиска установочной последовательности длины 2 строим двухблочную схему (рис. 5), 
состоящую из пары одинаковых последовательно связанных блоков (см. рис. 3), две пары полю-
сов для которых отождествлены: y1
1 и z1
2; y2
1 и z2
2. КНФ разрешения C2 (первый столбец табл. 2) 
Рис. 5. Двухблочная комбинационная схема для поиска установочной последовательности длины 2  
для последовательностной схемы 
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получается из КНФ C1 следующим образом. Добавляется p – k переменных (где p – число пе-
ременных КНФ C1). Для нашего примера это переменные x1
2, x2
2, x3
2, e1
2, e2
2, e3
2, e4
2, y1
2, y2
2, 
переменные y1
1 и y2
1 переобозначаются через z1
2 и z2
2. В КНФ C2 включается КНФ C1пр (7 дизъ­
юнктов) и КНФ C1 с переобозначением верхнего индекса переменных с 1 на 2 (21 дизъюнкт) 
(первый столбец табл. 2, добавления помечены цветом).
Таблица 2. КНФ разрешения для двухблочной комбинационной схемы 
№
КНФ C2 для двублочной схемы КНФ C2пр после упрощения C
2
z1
1 z2
1 x1
1 x2
1 x3
1 e1
1 e2
1 e3
1 e4
1 z1
2 z2
2 x1
2 x2
2 x3
2 e1
2 e2
2 e3
2 e4
2 y1
1 y2
1 z1
1 z2
1 x1
1 x2
1 x3
1 e1
1 e2
1 e3
1 e4
1 z1
2 z2
2 x1
2 x2
2 x3
2 e1
2 e2
2 e3
2 e4
2 y1
1 y2
1
1 2
1 – – – – – 1 – – – – – – – – – – – – – – e1
1 – – – – – 1 – – – – – – – – – – – – – – e1
1
2 – – 0 – – – – – – – – – – – – – – – – – – – 0 – – – – – – – – – – – – – – – – –
3 – – – – – 0 – 0 – – – – – – – – – – – – e3
1 – – – – – 0 – 0 – – – – – – – – – – – – e3
1
4 – – – – 0 – – 0 – – – – – – – – – – – – – – – – 0 – – 0 – – – – – – – – – – – –
5 – – – – 1 1 – 1 – – – – – – – – – – – – – – – – 1 1 – 1 – – – – – – – – – – – –
6 – – – – – – – – – – 0 – – – – – – – – – y2
1 – – – – – – – – – – 0 – – – – – – – – – y2
1
7 – – – – 1 – – – – – – – – – – – – – – – – – – – 1 – – – – – – – – – – – – – – –
8 – – – – – – – – – – – 1 – – 1 – – – – – e1
2 – – – – – – – – – – – – – – 1 – – – – – e1
2
9 – – – – – – – – – 1 – – – – 1 – – – – – – – – – – – – – – – – 0 – – – – – – – –
10 – – – – – – – – – 0 – 0 – – 0 – – – – – – – – – – – – – – – 1 – 1 – – 1 – – – – e2
2
11 – – – – – – – – – – 1 – 1 – – 1 – – – – e2
2 – – – – – – – – – – 0 – 0 – – 1 – – – –
12 – – – – – – – – – – 0 – 0 – – 1 – – – – – – – – – – – – – – 1 – 0 – – 0 – – – –
13 – – – – – – – – – – 1 – 0 – – 0 – – – – – – – – – – – – – – 0 – 1 – – 0 – – – –
14 – – – – – – – – – – 0 – 1 – – 0 – – – – – – – – – – – – – – – – – – 0 – 0 – – – e3
2
15 – – – – – – – – – – – – – – 0 – 0 – – – e3
2 – – – – – – – – – – – – – 0 – – 0 – – –
16 – – – – – – – – – – – – – 0 – – 0 – – – – – – – – – – – – – – – – 1 1 – 1 – – –
17 – – – – – – – – – – – – – 1 1 – 1 – – – – – – – – – – – – – – – – – – 1 1 – 1 – y1
2
18 – – – – – – – – – 0 – – 0 – – – – 1 – – e4
2 – – – – – – – – – – – – – – – 0 0 – 1 –
19 – – – – – – – – – 1 – – 1 – – – – 1 – – – – – – – – – – – – – – – – – 1 0 – 0 –
20 – – – – – – – – – 0 – – 1 – – – – 0 – – – – – – – – – – – – – – – – – 0 1 – 0 –
21 – – – – – – – – – 1 – – 0 – – – – 0 – – – – – – – – – – – – – – – – – – – – – 0 y2
2
22 – – – – – – – – – – – – – – – 1 1 – 1 – y1
2 – – – – – – – – – – – – – 1 – – – – – –
23 – – – – – – – – – – – – – – – 0 0 – 1 –
24 – – – – – – – – – – – – – – – 1 0 – 0 –
25 – – – – – – – – – – – – – – – 0 1 – 0 –
26 – – – – – – – – – – – – – 0 – – – – – 0 y2
2
27 – – – – – – – – – – – – – – – – – 0 – 0
28 – – – – – – – – – – – – – 1 – – – 1 – 1
Шестой дизъюнкт КНФ C1пр, порождаемый y1
1, был исключен, вместо этого неопределен-
ным считается значение отождествляемой с ним переменной z1
2: переменная z1
2 исключается из 
всех дизъюнктов (соответствующим элементам матрицы, представляющей C2пр, присваивается 
неопределенное значение). Полученная упрощенная КНФ разрешения C2пр двухблочной схемы 
(см. рис. 5) приведена во втором столбце табл. 2.
КНФ C2пр оказывается выполнимой, один из выполняющих наборов значений ее переменных 
имеет следующий вид:
–  –  0  –  1  1  –  0  –  –  0  0  0  1  1  1  0  –  0  0 ,
или в форме конъюнкции `x1
1 x3
1 e1
1`e3
1`z2
2`x1
2`x2
2 x3
2 e1
2 e2
2`e3
2`y1
2`y2
2. Таким образом, для исследуе-
мой последовательностной схемы (см. рис. 2) найдена следующая установочная последователь-
ность длины 2, которая, по построению, является кратчайшей:
X2  = (0–1, 001), Y2  = (00).
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Для того чтобы инициализировать последовательностную схему (см. рис. 2), необходимо на 
первом такте подать на ее входы сигналы x1 = 0, x2 = 0, x3 = 1 или x1 = 0, x2 = 1, x3 = 1, а на вто ром 
такте – x1 = 0, x2 = 0, x3 = 1. В результате оба D-триггера схемы установятся в состояние 0.
5. Особенности поиска установочной последовательности посредством сведения к вы-
полнимости КНФ. Следует обратить внимание на некоторые особенности поиска установочной 
последовательности посредством булевой выполнимости. Они обусловлены наличием обратных 
связей в последовательностной схеме, которые приводят к неопределенности значений тех вход-
ных сигналов комбинационной части схемы, которые снимаются с выходов триггеров на следу-
ющем такте работы. На первом такте инициализации последовательностной схемы соответству-
ющим переменным не могут быть произвольно присвоены никакие определенные значения, так 
как их значения определены в процессе предшествующего эксперименту функционирования 
схемы и неизвестны. Исходя из этого приходится исключать переменные z1
1, z2
1, …, zk
1 из КНФ 
разрешения C1 одноблочной комбинационной схемы. Исключение этих переменных может при-
вести к невыполнимости некоторых фрагментов КНФ C1 в силу того, что неопределенность зна-
чений сигналов на одном или нескольких входных полюсах некоторых элементов может при-
вести к неопределенности сигнала на их выходных полюсах. Характерным примером служит 
КНФ разрешения элемента типа исключающее ИЛИ. Неопределенность на одном из его входов 
приводит к появлению неопределенности на его выходе и, соответственно, к невыполнимости 
КНФ разрешения этого элемента. При построении КНФ разрешения элемента типа исключаю-
щее ИЛИ можно сразу не включать его КНФ разрешения в КНФ разрешения C1 одноблочной 
комбинационной схемы, перенося неопределенность на выход элемента и присваивая неопреде-
ленное значение соответствующей переменной во всех дизъюнктах КНФ C1.
Для того чтобы решить означенную проблему в общем случае, можно воспользоваться для 
анализа выполнимости КНФ разрешения Ci SAT-решателем (например, PicoSAT [11]), который 
после установления конфликта в процессе анализа на выполнимость выдает путь доказательства, 
приведший к его выявлению. Получив фрагмент, являющийся причиной невыполнимости КНФ Ci, 
можно исключить его из КНФ Ci, присвоив неопределенное значение переменной, соответству-
ющей выходному полюсу фрагмента во всех остальных дизъюнктах КНФ. 
Заключение. Рассмотрена задача поиска кратчайшей установочной последовательности для 
синхронной последовательностной схемы с памятью на D-триггерах. Предложен метод сведения 
этой проблемы к задаче булевой выполнимости КНФ разрешения комбинационной схемы, реа-
лизующей функции возбуждения D-триггеров. Метод основан на последовательном увеличении 
числа однотипных блоков комбинационной схемы, в которой i-й блок соответствует i-у такту 
работы последовательностной схемы. Процесс увеличения числа блоков комбинационной схемы 
продолжается до тех пор, пока на некотором шаге не будет получена выполнимая КНФ разреше-
ния, по которой и будет определена кратчайшая установочная последовательность.
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