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Zelo pogosta naloga industrijskega robota je operacija primi-položi, pri kateri pobere 
objekt na enem mestu in ga spusti na drugem. Orientacijo objekta je mogoče določiti z 
uporabo  kamere. Pri tem je potrebno zagotoviti ustrezno osvetlitev, umeritev slikovnega 
sistema in transformacijo med koordinatnima sistemoma slike in robota. Nato sledi 
določanje ustrezne poti vrha robota do objekta. V diplomski nalogi je obravnavan problem, 
pri katerem je robot premikal objekte, ki jih je zaznala kamera. Vrh robota se je premikal 
po sprogramirani poti in polagal objekte na končne pozicije. 
 
  
x 
  
 
 
xi 
 
Abstract 
UDC 007.52:681.5(043.2)  
No.: VS I/644 
 
Pick-and-place with robot Fanuc LR Mate 200iD/4S and a camera 
 
Janez Leben 
 
 
 
 
 
Key words:   robots 
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A very common task of an industrial robot is pick-and-place where the robot picks up an 
object at one place and puts it down in a different place. The orientation of the object can 
be determined with a camera, however, a suitable lighting, a camera calibration and a 
transformation between the world frame and the camera frame must be provided. Then, it 
is necessary to specify an appropriate movement of an end-effector to the position of the 
object. This thesis addresses the problem of the robot moving the objects that were located 
with the camera. The end-effector moved according to the programmed path and placed the 
objects in the final positions. 
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1 Uvod 
1.1 Ozadje problema 
Robot je računalniško programljiv stroj, ki ga uporabljamo za izvajanje ponavljajočih 
gibov. Zgodovina besede robot sega v leto 1920. Takrat si jo je izmislil češki dramski 
pisatelj znanstvene fantastike Karel Čapek. V češkem jeziku beseda »robota« pomeni 
»delo« oziroma »suženj«. Prvo robotsko roko je na proizvodno linijo namestilo podjetje 
Genral Motors leta 1961. Robot se je imenoval UNIMATE in je izpolnjeval ukaze 
shranjene v magnetnem bobnu. Več kot tono težka roka je bila namenjena zlaganju vročih 
ulitkov iz kovine. 
 
Danes so roboti veliko bolj elegantni, njihova struktura pa je povsem podrejena funkciji, ki 
jo robot opravlja. V proizvodnjah se roboti uporabljajo vedno več, saj proizvodna podjetja 
stremijo k avtomatizaciji v čim večjem obsegu. V glavnem se roboti uporabljajo za 
premikanje in pozicioniranje izdelkov med napravami in za proizvodne namene kot je 
varjenje, barvanje in sestavljanje. Cena delovne sile je vedno višja in zaradi potrebe po 
hitrejši dostavi, boljši kvaliteti ter zaradi pritiskov konkurence, so roboti dobili pomemben 
pomen. Izdelke lahko izdela zelo hitro, zato je njihova cena nižja. S pomočjo robota lahko 
v krajšem času opravimo veliko več dela in s tem človeka razbremenimo predvsem težkih, 
nevarnih in zdravju škodljivih del. Zaradi robotov so proizvodna podjetja postala veliko 
bolj avtomatizirana. Pojav robotov pa nima samo pozitivnih učinkov. V proizvodnih 
podjetjih so nastale potrebe po strokovnjakih za programiranje in uporabo robotov, zato je 
potrebno delavce dodatno izobraževati. Marsikateri stroj ne potrebuje več operaterja, saj ga 
nadomešča robot, zato je možno tudi odpuščanje delavcev. 
 
Robotu pa je pri nekaterih operacijah v veliko pomoč tudi kamera. Z razvojem 
računalniške tehnologije se strojni vid uporablja na različnih področjih pri operacijah, ki 
imajo potrebo po inteligenci. Zelo uporaben je pri kontroli kvalitete izdelkov, saj je človek 
omejen s časom, poleg tega pa obstaja možnost človeške napake, saj delavec na izdelke ne 
gleda vsak dan enako objektivno. Pri monotonem delu kot je kontrola izdelkov, delavcu 
hitro pade koncentracija, zato se lahko zgodi, da spregleda kakšno napako na izdelku. 
Strojni vid se uporablja tudi pri operaciji primi-položi. Robot s pomočjo slikovnega 
sistema najde objekte in jih preloži na določeno pozicijo. To se veliko uporablja pri 
pakiranju v prehrambeni industriji, kjer robot pobira izdelke s tekočega traku in jih prleoži 
v škatle.  
Uvod 
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1.2 Cilji 
Cilj eksperimentalnega dela naloge pa je bil vzpostaviti sistem za pobiranje in odlaganje 
objektov z robotom Fanuc LR Mate 200iD/4S in s pomočjo kamere. To je tudi ena izmed 
najpogostejših nalog, ki jih opravlja industrijski robot. Objekt mora biti ustrezno osvetljen 
in potreben je dober kontrast med objektom in njegovim ozadjem. Zelo pomembna je 
natančna umeritev kamere, da robot lahko pride točno na pozicijo objekta. Vrh robota 
mora na ustrezen način dostopati do objekta in ga prijeti z ustreznim prijemalom. Potrebno 
je najti tudi tudi povezavo med koordinatnima sistemoma kamere in robota. 
 
V teoretičnem delu bo podrobneje razdelana tematika pobiranja in odlaganja predmetov z 
industrijskim robotom. Tu se je potrebno posvetiti približevanju objekta in izbiri 
ustreznega prijemala. Ena izmed najbolj pogostih nalog robota je operacija primi-položi, 
pri kateri je potrebno natančno načrtovanje gibanja robota, da ne pride do trkov. Za lažje 
programiranje robotov uporabljamo različne koordinatne sisteme. Pri aplikacijah robota s 
strojnim vidom je zelo pomembna umeritev kamere, in pretvorba koordinat kamere v 
koordinate robota. Na koncu teoretičnega dela bo razdelana še direktna in inverzna 
kinematika robota. 
 
Objekte in list z narisanimi končnimi pozicijami objektov razporedimo naključno na vidno 
območje kamere. Ta zazna njihove pozicije in jih zapiše v koordinatni sistem kamere. 
Robot se nato premakne na natančno pozicijo prijemanja objekta, kar pomeni, da je kamera 
dobro umerjena. S prstnim prijemalom objekte prenese na njihove končne pozicije.  
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2 Teoretične osnove in pregled literature 
2.1 Operacija primi-položi 
Prijemanje in odlaganje je ena izmed najbolj pogostih nalog, ki jih robot opravlja. 
Velikokrat je robotu težko avtomatsko načrtovati gibanje. Razlog za to težavo je tako 
zapletenost geometrije okolice, kot tudi objekta, ki ga želimo prijeti. Slika 2.1 prikazuje 
primer robotove delovne okolice za operacijo primi-položi. Ko robot izvede nalogo primi-
položi v okolici, v kateri je veliko vsakdanjih predmetov naključno postavjenih, lahko 
pride do zapletov. Robot lahko položi objekt v zelo tesno območje, ki ga obkrožajo drugi 
predmeti ali pa ga položi na površino drugih predmetov. Rešitev za določanje končne 
pozicije in orientacije objekta ni povsem preprosta. 
 
 
 
Slika 2.1: Operacija primi-položi z oviranjem vsakdanjih predmetov [1] 
Teoretične osnove in pregled literature 
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Pri operaciji primi-položi je potrebno izbrati ustrezno prijemalo za prijemanje določenega 
objekta. Potrebno je načrtovati pot robota, saj se je potrebno izogniti vsem oviram, ki so 
postavljene med začetno pozicijo robota, začetno pozicijo objekta, končno pozicijo objekta 
ter končno pozicijo robota.  
 
Operacija primi-položi se zelo veliko uporablja na področju elektronike, pakiranja, 
farmacije in v še veliko drugih lahkih industrijah. Uporablja se za obdelovanje, 
pregledovanje, razvrščanje in urejanje izdelkov. Ponavadi so ti izdelki lahki in majhne 
velikosti.  
 
Za operacijo primi-položi se najbolj pogosto uporabljajo naslednji tipi industrijskih 
robotov, kateri bodo v nadaljevanju tudi predstavljeni: 
‐ Delta robot, 
‐ SCARA, 
‐ Večosni artikularni robot [2]. 
 
 
2.1.1 Delta robot 
Delta roboti so eni izmed najhitrejših robotov. Zaradi izredno suhih rok in zelo hitrega 
gibanja spominjajo na pajka. Vsako roko poganja motor, ki je nameščen v stacionarni bazi 
nad delovnim območjem (ang. work envelope) robota. Sklepi roke poganjajo rotirajočo os, 
ki je povezana s koncem robotske roke. Imajo 4 prostostne stopnje, tri translacije in eno 
rotacijo okoli vertikalne osi [3]. 
 
 
 
Slika 2.2: Delta robot [3] 
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Orodna plošča robota je vedno vzporedna z delovno površino ne glede na to v katero smer 
se robot premika. Večina robotov je zasnovanih tako, da imajo vse osi zaporedno 
povezane. Delta roboti pa imajo osi povezane vzporedeno. To omogoča zelo hitro in 
eksplozivno gibanje ter visok obratovalni cilklus. Motorji robota so na stalni lokaciji in za 
razliko od drugih robotov ne prenašajo okrog teže motorjev. Komponente robota so 
narejene iz lahkih materialov, kot sta aluminij in ogljikova vlakna. Delta roboti so bili 
oblikovani za prenašanje majhnih bremen. Veliko se uporabljajo v proizvodnji hrane za 
sortiranje in pakiranje [3]. 
 
 
2.1.2 SCARA 
Za robotsko sestavljanje v manjšem delovnem območju se zelo pogosto uporabljajo roboti 
SCARA. To je kratica za artikulirano robotsko roko s selektivno skladnostjo (ang. 
Selective Compliance Articulated Robot Arm), kar pomeni, da se lahko premika v X in Y 
osi, v Z osi pa je tog [4].   
 
 
 
Slika 2.3: Struktura Scara robota [4] 
 
Struktura SCARA je sestavljena iz dveh rok, ki sta združeni. Na sklepih J1 in J2 sta dva 
neodvisna motorja z inverzno kinematiko, ki nadzirata gibanje robota v smeri X in Y. 
Končni položaj X-Y na koncu druge roke lahko izračunamo kot produkt kota J1, kota J2, 
dolžine prve roke in dolžine druge roke. Ima delovno območje v obliki valja, čigar polmer 
določata dolžini prve in druge roke. Delovno območje pa je ponavadi omejeno le na 
sprednjo in stransko stran, saj ima robot zadaj pnevmatske cevi in kable [4].  
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Število prostostnih stopenj določajo število sklepov, lokacija sklepov in os, ki jo nadzira 
vsak izmed sklepov. Roboti SCARA imajo 4 osi. Lahko se premikajo po oseh X, Y in Z, 
po osi Z pa se premikajo tudi rotacijsko. Rotacije okoli X in Y osi roboti SCARA nimajo, 
zato niso primerni za operacije, kjer je potreben naklon in odklon [4]. 
 
 
 
Slika 2.4: Operacija primi-položi s SCARA [4] 
 
Za robote SCARA so najbolj primerne operacije pobiranje, postavljanje in sestavljanje v 
manjšem obsegu. So izjemno natančni, imajo namreč najučinkovitejšo ponovljivost med 
vsemi tipi robotov, kar je ključnega pomena pri operacijah kot je sestavljenje in vijačenje 
vijakov. Razlog odlične ponovljivosti je, da ima SCARA samo dva motorja za doseganje 
položaja X-Y. Drugi tipi robotov imajo za smer X-Y namenjene 3 ali več motorjev, kar 
botruje slabši natančnosti [4]. 
 
 
2.1.3 Večosni artikularni robot 
Najbolj pogosto uporabljeni robot pa je artikularni robot. Ta ima 5 ali 6 prostostnih 
stopenj. Za razliko od SCARA in delta robota, je artikularni robot primeren za prelaganje 
težjih bremen. Delovno območje artikularnega robota je lahko zelo veliko. Tega robota ne 
uporabljamo le za prelaganje izdelkov, ampak je zelo uporaben še v industrijskih 
aplikacijah, kot je varjenje, barvanje in sestavljanje. So zelo različnih velikosti, primerni pa 
so za daljše gibe. Njegovo delovno območje je v obliki polkrogle, njegov doseg pa je 
odvisen od dolžine rok.  
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Slika 2.5: 6-osni artikularni robot pri varjenju [5] 
 
 
2.2 Prijemanje objektov 
Ljudje prijemamo objekte robustno zelo različno, glede na objekt, katerega prijemamo. 
Redko kdaj sploh pomislimo na to, kako ga bomo prijeli. Ponavadi ga primemo tako, kot 
nam je najlažje, saj se s tem gibom srečujemo že od zgodnjega otroštva. Robot pa se mora 
objektu približati s prave smeri in ustrezne orientacije. To zanj ni vedeno najlažje.  
 
Potrebno je izbrati prijemalo, s katerim lahko primemo objekt na njegovi začetni poziciji in 
se izogne trkom na začetni in končni poziciji. Za določanje ustreznega prijemala lahko 
uporabljamo 2 načina: 
 
‐ Pregledamo prijemala, ki lahko primejo objekt na njegovi začetni poziciji. Potem 
pregledamo prijemala, ki ne povzročajo trkov na končni poziciji objekta. Prijemalo 
lahko nato izberemo iz preseka teh dveh prijemal, saj ne povzročajo trkov na začetni ali 
končni poziciji, poleg tega pa predmet lahko primemo na njegovi začetni poziciji. 
 
‐ Izračunamo transformacijo T, ki začrta pot objekta od začetne do končne pozicije. Za  
kopijo ovir v bližini končne pozicije objekta, izračunamo inverzno transformacijo T-1. 
Transformirane ovire dodamo v bližino objekta na njegovi začetni poziciji. Poiščemo 
pot, ki se izogne tem oviram [6]. 
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Slika 2.6: Transformacija ovire [6] 
 
Na sliki 2.6 vidimo trasformacijo ovire B: 
‐ (a) začetna pozicija objekta A 
‐ (b) končna pozicija objekta A 
‐ (c) ovira na končni poziciji objekta A (črtkana črta) transformirana v oviro na začetni 
poziciji predmeta A (polna črta). 
 
Ti dve metodi nista ekvivalentni. Druga metoda najde manj primernih prijemal kot prva. 
Predstavljajmo si, da načrtujemo približevanje prijemala na začetni poziciji in ne 
načrtujemo poti do končne pozicije. V tem primeru ni nujno, da bo robot lahko dostavil 
predmet na končno pozicijo z željeno orientacijo. Potrebno je načrtovati tudi pot od 
začetne do končne pozicije in ugotoviti, če je robot zmožen takega gibanja. Če ni zmožen, 
je potrebno predmet na poti do končne pozicije odložiti in preprijeti, da ga potem lahko 
postavimo na končno pozicijo. Pri tem je potrebno upoštevati še vse ovire, ki so na poti do 
končne pozicije [6]. 
 
 
2.2.1 Prijemanje objektov s pomočjo kamere 
Pri prijemanju objektov je robotu v veliko pomoč tudi kamera, ki najde objekte na njenem 
vidnem območju. Za to je potrebna ustrezna strojna in programska oprema ter umeritev 
kamere.  
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Slika 2.7: Zaznavanje predmeta s pomočjo kamere [7] 
 
Naj bo 𝑔 = (𝑗, 𝜙, 𝑤, 𝑞). To definira prijem, ki je pravokoten na ravnino x-y. Prijem je 
določen s pozicijo objekta, središčem prijemala 𝑗 = (𝑥, 𝑦, 𝑧), rotacijo 𝜙  okoli z osi in 
porebno širino za prijem w. Veličina q predstavlja možnosti uspešnega prijema objekta. 
 
Želimo določiti prijem na globinski sliki 2.5D, pri čemer je 𝑁 = 𝑅𝐻𝑥𝑊 z višino H in širino 
W, kar razberemo iz kamere z znanimi notranjimi parametri. Na zajeti sliki N je prijem 
definiran po sledeči enačbi:  
?̃? = (ℎ,   ?̃?,  ?̃?, 𝑞) 
(2.1) 
 
V enačbi 2.1 h = (u, v) predstavlja središčno točko na koordinatah slike v slikovnih točkah, 
?̃? je rotacija referenčnega koordinatnega sistema kamere in  ?̃? je prijem v koordinatah 
slike. Slednjega preuredimo v prijem koordinatnega sistema osnove s sledečo 
transformacijsko enačbo: 
𝑔 = 𝑡𝑅𝐶(𝑡𝐶𝐼(?̃?)) 
(2.2) 
 
V enačbi 2.2 𝑡𝑅𝐶 transformira točke iz kamere na koordinatni sistem robota osnove, 𝑡𝐶𝐼 pa 
transformira iz 2D slikovnih koordinat v 3D koordinatni sistem kamere, ki temelji na 
notranjih parametrih kamere in umeritvi med kamero in robotom. Po tej enačbi lahko 
izračunamo najboljši možen prijem v koordinatnem sistemu osnove [7]. 
 
 
2.2.2 Robotska prijemala 
Robotska prijemala imajo ključno vlogo pri moderni avtomatizaciji, saj oblikujejo konec 
robotske roke, kateri je v neposrednem stiku z objektom. Prijemanje mora biti varno, da ne 
poškodujemo objekta, poleg tega pa mora biti hitro, da je čas cikla manjši. To lahko 
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postane problem, kadar gre za objekte različnih dimenzij ali različne operacije z objektom. 
V ta namen so proizvajalci izumili prijemala številnih velikosti in oblik. Razpon prijemal 
je zelo širok, od miniaturnih do ogromnih. Proizvajalci prijemal stremijo k temu, da bi z 
enim prijemalom lahko prijeli čim več objektov različnih velikosti in oblik, saj tako 
menjava prijemala ne bi bila potrebna, s čimer se čas cikla poveča. Prijemalo je potrebno 
izbrati glede na obliko, težo predmeta, material itd. V praksi najbolj pogosto uporabljamo 
vakuumska in prstna prijemala, katera bodo v nadaljevanju tudi podrobneje opisana. 
 
 
2.2.2.1 Vakuumska prijemala 
Vakuumska prijemala lahko uporabimo za premikanje različnih objektov kot so marmor, 
steklo, embalaža itd. Veliko se uporabljajo v industriji pri pakiranju. Njihova prednost je 
mehak prijem, saj s tem ne poškodujejo objekta tudi če je ta težak in velik. Za dviganje 
objektov je potreben določen podtlak, za katerega moramo vedeti, kako težko breme lahko 
dvigne. Problem pri vakuumskih prijemalih pa je ta, da lahko objekt zdrsne [8]. 
 
 
 
Slika 2.8: Vakuumska prijemala [9] 
 
 
2.2.2.2 Prstna prijemala 
Zelo primerna prijemala so tudi prstna prijemala. Poznamo zelo različne oblike prstnih 
prijemal, ki se razlikujejo tako po sili prijemanja, kot tudi po številu prstov.  
 
 
 
Slika 2.9: Prstna prijemala [9] 
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Prijemalo številka 1 na sliki 2.9 prikazuje prijemanje objekta s tremi prsti. Zaradi 
specifične oblike prstov ne potrebujemo velike sile v horizontalni smeri. Potrebni so le 
dovolj togi prsti, da objekt ne pade skozi prste. Prijemalo številka 2 prikazuje držanje 
objekta z dvema prstoma, pri čemer je en prst specifične oblike. Tako prijemalo potrebuje 
silo tako v vertikalni kot tudi v horizontalni smeri. Prijemalo številka 3 pa drži objekt zgolj 
s silo v horizontalni smeri. Pri tem je pomembno tudi dovolj veliko trenje med objektom in 
prijemalom, da predmet ne zdrsne [9].  
 
 
2.3 Slikovni sistemi 
Slikovni sistemi se v današnjem času vedno bolj pogosto uporabljajo na različnih 
področjih. Uporabljamo jih za zagotavljanje varnosti (gibanje ljudi, nadzor infrastrukture, 
narave...). Pri izdelkih vsesplošne uporabe je tehnika slikovnih sistemov vedno bolj 
napredna (digitalna fotografija, video, digitalizacija dokumentov, mobilne tehnologije). S 
pomočjo slikovnih sistemov je vedno bolj napredna tudi medicina, pri katerih slikovne 
sisteme uporabljamo za diagnostične inštrumente in analizo motorike. Najbolj pogosta pa 
je uporaba slikovnih sistemov v industriji. Tam jih uporabljamo za zagotavljanje 
kakovosti, prepoznavanje okolja, avtomatizacijo montaže in adaptivno krmiljenje (sledenje 
zvarne reže).  
 
 
 
Slika 2.10: Zgradba slikovnega sistema 
 
Na sliki 2.10 je prikazana blokovna shema slikovnega sistema. Predstavljajmo si, da so 
izdelki na tekočem traku, kamera jih zazna in robot izdelke nalaga v škatle. Pri tem vhodni 
element X predstavlja izdelke na traku. Izdelek mora biti dobro osvetljen, pri čemer mora 
biti dober kontrast med podlago in robom izdelka. Izdelek lahko osvetlimo na več načinov: 
v osi od spredaj ali zadaj, pod kotom ali pa pravokotno na smer opazovanja [10]. 
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Slika 2.11: Načini osvetlitve objekta [10] 
 
Potrebno je dobro poznavanje kamere, saj moramo odčitati ali izračunati optične parametre 
(goriščna razdalja, numerična odprtina, optične popačitve) in mehanske parametre (format 
slike, najmanjša oddaljenost objekta, zunanje dimenzije). Pri izračunih predpostavimo, da 
je leča v objektivu tanka, saj enačbe za izračune veljajo samo za tanke leče [10]. 
 
 
 
Slika 2.12: Optična preslikava za tanke leče [10] 
 
• a...oddaljenost objekta od objektiva (sečišča žarkov v objektivu) 
• b... oddaljenost slike od objektiva (sečišča žarkov v objektivu) 
• f ...gorišče objektiva 
 
Za določanje razmerja med goriščem objektiva ter lego slike in objekta uporabimo enačbo 
2.3 in 2.4. 
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1
𝑎
+
1
𝑏
=
1
𝑓
 (2.3) 
𝑎 + 𝑏 = 𝐿 
(2.4) 
 
Razmerje med velikostjo slike in objekta določimo s povečavo: 
𝑚 =
𝑏
𝑎
=
𝑆
𝑂
 
(2.5) 
 
Za hitro oceno gorišča objektiva, ki ga potrebujemo za preslikavo iz enačbe 2.3 in 2.4 
izpeljemo enačbo:  
𝑓 =
𝑎𝑚
𝑚 + 1
=
𝑎𝑆
𝑂 + 𝑆
 
(2.6) 
 
Naslednji korak je digitalizacija slike. Če imamo sliko z barvno globino 8 bitov (črno-bela 
slika), potem imamo 256 odtenkov barve. Slika je sestavljena iz slikovnih točk, vsaka 
slikovna točka pa ima svojo bitno vrednost (0-255), katera je določena glede na barvni 
odtenek. O kameri moramo vedeti tudi podatke o naslednjih parametrih: fizična velikost 
detektorja slike, število točk tipala, hitrost delovanja, velikost točke, format slike, 
digitalizacija, šum, izhodni priključki, fizične dimenzije... Vzorčenje merilnega območja je 
razdalja med dvema sosednjima točkama na objektu. Izračunamo ga glede na detektor slike 
in velikost točke. [10] 
 
 
 
Slika 2.13: Vzorčenje [10] 
 
Predstavljajmo si, da imamo zaznavalo slike VGA formata (640x480) točk in detektor 
slike 3,2x2,4 mm.  
𝑉𝑥 =
3,2𝑚𝑚
640
= 5𝜇𝑚 
(2.7) 
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𝑉𝑦 =
2,4𝑚𝑚
480
= 5𝜇𝑚 
(2.8) 
 
Po enačbi 2.7 in 2.8 vidimo, da je fizična velikost točke 5μm, kar je ekvivalentno 
vzorčenju slike. 
 
Na koncu je potrebno sliko še obdelati, kar je prikazano na sliki 2.14. 
 
 
 
Slika 2.14: Obdelava slike [10] 
 
Zajeto sliko pretvorimo iz barvnega formata RGB (24 bitov) v binarno sliko (2 bita). Sliki 
določimo območje, v katerem se nahajajo objekti. Filtriramo manjše napake pri zajeti sliki 
in objektu določimo področje, ki je za nas pomembno. Na koncu je potrebna še korekcija 
aberacij na sliki in določitev merila. Če je slika ustrezno obdelana, robot dobi signal, da 
pobere objekt. Za odlaganje objekta na željeno pozicijo, moramo korake v zgradbi 
slikovnega sistema ponoviti. 
 
 
2.4 Umeritev kamere 
V območjih strojnega vida je umeritev kamere vedno osnovni predkorak, ki vzpostavi 
povezavo med trodimenzijskim realnim svetom in dvodimenzijskimi slikami. S 
povečevanjem uporabe kamer v sistemih strojnega vida, se umeritev kamere že dolgo 
raziskuje. V zadnjih desetletjih je bilo predstavljenih kar nekaj različnih metod umeritve 
kamere. Glede na dimenzije uporabljenih umeritvenih tarč, ločimo 3 tipe vzorcev in sicer 
3D vzorec, ploskovni vzorec in 1D vzorec. 3D umeritev zahteva drage naprave in 
zapleteno namestitev. 2D ploskovni model je zelo prilagodljiva tehnika umeritve in lahka 
za uporabo. 1D model zahteva omejene premike, pri čemer poznamo dimenzije modela.  
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Avtomatska umeritev oziroma 0D umeritev ne potrebuje tarče, njena natančnost ob hrupu 
pa je omejena [11]. 
 
Umeritev kamere je izračunavanje notranjih parametrov (ang. intrinsic parameters) 
kamere (goriščna razdalja, skalarni faktor, singularna točka) in zunanjih parametrov (ang. 
extrinsic parameters)  kamere (pozicija in orientacija glede na referenčni sistem). Statična 
umeritev kamere je nerodna za uporabo. Za tarčo umeritve z znanimi dimenzijami 
velikokrat uporabimo šahovnico, katere pozicije točk so izmerjene na sliki. Če se sistem 
premakne, je potrebno kamero ponovno umeriti. Taka umeritev je časovno zelo potratna in 
zahteva veliko vloženega dela. Dinamični algoritem za umeritev kamere ne potrebuje 
posebnih umeritvenih tarč ali naprav in ima veliko prednosti. Je hitra in učinkovita metoda. 
Čeprav je potrebno sistem premikati sem in tja, ga lahko uporabimo takoj, ko ga 
postavimo. Če se velikost ali razdalja do objekta objektu spremenita, mora biti 
spremenjena tudi relativna pozicija kamere in orientacija, da lahko kamera zazna osvetljen 
izdelek [11]. 
 
 
 
Slika 2.15: Notranji in zunanji parametri kamere [12] 
 
Metode za umeritev kamere se delijo v dve veliki kategoriji. Prva temelji na tarči, ki je 
ponavadi v povezavi s slikami poznanih tarč. Parametri kamere so določeni glede na 
ujemanje med dvodimenzijskimi (2D) in trodimenzijskimi (3D) povezavami. Ta metoda je 
primerna za umeritev pri natančnih dimenzijskih meritvah. Druga kategoriija temelji na 
samoumeritvi kamere. Ta metoda uporablja nekatere matematične značilnosti za ocenitev 
notranjih in zunanjih parametrov kamere kot sta vzorec premikanja in bežišča. 
Samoumeritev kamere pa ima nekaj omejitev glede gibanja, poleg tega pa je njena 
natančnost relativno nizka [13].  
 
 
2.4.1  Model kamere z luknjico 
Zelo enostaven sistem, ki se uporablja za modeliranje kamer je tako imenovana kamera z 
luknjico (ang. pinhole camera). Oblikovana je iz majhne škatle, ki ima na eni strani 
majhno luknjo, na nasprotni strani pa ima fotografski papir, kamor se projicira slika. Ker 
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sistem ne vsebuje leč in zrcal, svetloba potuje v ravnih črtah, zato na fotografskem papirju 
nastane obrnjena slika. Zelo pomembno vlogo ima velikost luknjice. Manjša kot je, bolj je 
slika ostra, vendar je tudi temnejša. Biti mora okrogle oblike in optimalne velikosti, saj 
premajhna luknjica povzroči uklon svetlobe. 
 
Koordinatno izhodišče se nahaja v centru projekcije. Gorišče in z os sovpadata z optično 
osjo. Razdalja od gorišča do slike se imenuje goriščna razdalja, ki jo označimo s črko f. 
 
 
 
Slika 2.16: Model kamere z luknjico [14] 
 
Z uporabo podobnih trikotnikov lahko zapišemo: 
𝑥
𝑓
=
𝑋
𝑍
 (2.9) 
 
Enačbo lahko z uporabo homogenih koordinat zapišemo tudi v matrični obliki: 
𝝀 [
𝒙
𝒚
𝟏
] = [
𝒇 𝟎 𝟎 𝟎
𝟎
𝟎
𝒇 𝟎 𝟎
𝟎 𝟏 𝟎
] [
𝑿
𝒀
𝒁
𝟏
] 
(2.10) 
 
V enačbi 2.10 𝜆 predstavlja globino, ki je enaka Z, zato lahko zapišemo: 
𝑲 = [
𝒇 𝟎 𝟎
𝟎 𝒇 𝟎
𝟎 𝟎 𝟏
] , 𝒙 = [
𝒙
𝒚
𝟏
] , 𝑿 = [
𝒙
𝒚
𝟏
] 
(2.11) 
 
To lahko zapišemo tudi kot: 
𝝀𝒙 = 𝑲[𝑰𝟑𝒙𝟑  |  𝑶𝟑𝒙𝟏]𝑿 = 𝑷𝑿 
(2.12) 
 
Pri enačbi 2.12 velja 𝑃 = 𝐾[𝐼3𝑥3 |  𝑂3𝑥1]. Matrika P povezuje razširjene koordinate slike 
𝑥 = (𝑥, 𝑦, 1) z razširjenimi koordinatami objekta 𝑋 = (𝑋, 𝑌, 𝑍, 1) po enačbi: 
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𝜆𝑥 = 𝑃𝑋 
(2.13) 
 
Enačbo 2.13 imenujemo enačba kamere. Pri tem upoštevamo 𝑃𝐶 = 0, kjer C določa 
homogene koordinate gorišča [14]. 
 
 
2.4.2 Notranji parametri kamere 
Notranje parametre kameri določajo optične komponente, ki vplivajo na distorzije in 
aberacije pri zajemu slike. Notranje parametre kamere določa faktor K: 
𝑲 = [
𝜸𝒇 𝒔𝒇 𝒙𝟎
𝟎 𝒇 𝒚𝟎
𝟎 𝟎 𝟏
] 
(2.14) 
 
• f...goriščna razdalja 
• γ...koeficient vida 
• s...popačitev 
• (x0, y0)...projecirana točka 
 
Omenjene parametre imenujemo tudi notranji parametri kamere, saj oblikujejo notranje 
lastnosti kamere. Za večino kamer velja 𝑠 ≈ 0 in 𝛾 ≈ 1, projicirana točka pa se nahaja v 
bližini središča slike. Za kamero pravimo, da je umerjena, če je faktor K poznan [14].  
 
 
2.4.3 Zunanji parametri kamere 
Velikokrat nam je lahko v pomoč, če znamo koordinate objekta izraziti še v katerem 
drugem koordinatnem sistemu, ne le v koordinatnem sistemu kamere. Da to lahko 
določimo, je potrebno določiti povezavo med koordinatnima sistemoma. To lahko 
naredimo z Evklidovo transformacijo [22].  
 
Koordinatni sistem kamere označimo z indeksom c (Xc , Yc , Zc), koordinatni sistem objekta 
pa s črko o (Xo , Yo , Zo). Evklidovo transformacijo med koordinatnim sistemom kamere in 
koordinatnim sistemom objekta lahko zapišemo v homogenih koordinatah: [14] 
[
𝑿𝒄
𝒀𝒄
𝒁𝒄
𝟏
] = [
𝑹 𝟎
𝟎 𝟏
] [
𝑰 −𝒕
𝟎 𝟏
] [
𝑿𝒐
𝒀𝒐
𝒁𝒐
𝟏
]      ⇒     𝑿𝒄 =  [
𝑹 −𝑹𝒕
𝟎 𝟏
] 𝑿𝒐 
(2.15) 
 
V enačbi 2.15 R predstavlja rotacijsko matriko, t pa translacijski vektor. Ta dva parametra 
imenujemo zunanja parametra kamere. Gorišče (0, 0, 0) v koordinatnem sistemu kamere 
mora ustrezati točki t v koordinatnem sistemu objekta. Če vstavimo enačbo 2.15 v enačbo 
2.12 in upoštevamo, da je X v enačbi 2.12 enak kot Xc v enačbi 2.15, potem dobimo:  
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𝝀𝒙 = 𝑲𝑹[𝑰   | − 𝒕]𝑿𝟎 = 𝑷𝑿𝟎 
(2.16) 
 
Pri tem upoštevamo 𝑃 = 𝐾𝑅[𝐼  | − 𝑡]. Ponavadi predpostavimo, da so koordinate objekta 
izražene v koordinatnem sistemu objekta in pri tem prezremo Xo. Gorišče 𝐶𝑓 = 𝑡 =
(𝑡𝑥 , 𝑡𝑦 , 𝑡𝑧) je dano iz desne strani enačbe matrike v P: 
𝑷 [
𝒕𝒙
𝒕𝒚
𝒕𝒛
𝟏
] = 𝑷 = 𝑲𝑹[𝑰  | − 𝒕] [
𝒕𝒙
𝒕𝒚
𝒕𝒛
𝟏
] = 𝟎 
(2.17) 
 
 
2.4.4 Umeritev s šahovnico 
Uporaba vzorcev je zelo natančna in zanesljiva metoda za umeritev kamere. Zelo robustna 
metoda za umeritev kamere je metoda, ki zazna vzorec šahovnice. Za umeritev kamere na 
neki ravnini, sta potrebna dva koraka. Prvi korak je vzpostavitev povezave med točkami na 
vzorcu slike in koordinatnim sistemom osnove. V tem koraku se določijo koordinate točk 
na sliki. Drugi korak pa je izračunavanje notranjih in zunanjih parametrov z uporabo 
koordinat točk na sliki. Za izračunavanje se uporabljajo različne numerične metode. 
 
Na sliki 2.17 je prikazan vzorec šahovnice, ki ga je oblikoval Zhang. Štiri figure iz dvojnih 
trikotnikov so postavljene na vogale, ena pa v središče šahovnice. S tem določimo lokacijo 
šahovnice in posebnih točk, ki jih tvorijo črni ali beli kvadrati na vogalih vzorca na sliki 
2.17 [15]. 
 
 
 
Slika 2.17: Vzorec šahovnice s posebnimi točkami [15] 
 
Najprej se določi koordinate štirih vogalov na sliki, nato pa se izračuna koordinate 
posebnih točk z uporabo posebnega algoritma. Koordinate so potem poslane v algoritem za 
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iskanje natančne pozicije posebnih točk. Koordinate posebnih točk se lahko uporabijo za 
umeritev kamere. Ta metoda je bila preizkušena v različnih svetlobnih pogojih, pri 
zapletenem ozadju in pri različnih orientacijah pogleda [15].  
  
Vzorec šahovnice je eden izmed najbolj pogosto uporabljenih ravninskih umeritvenih 
vzorcev. Njegove posebne točke so oblikovane s črnimi ali belimi kvadrati, ki jih ni težko 
zaznati. V proces iskanja posebnih točk na šahovnici je vključeno tudi iskanje vogalov 
vzorca, razvrščanje zaznanih vogalov v štirikotnike in razvrščanje zaznanih vogalov v vrste 
in kolone [15].  
 
 
2.4.5 Distorzija leče 
Distorzija leče v optiki označuje odstopanje od idealnega modela projekcije, kjer ravne 
linije na objektu ostanejo ravne linije na projekcijski ravnini. Distorzije so lahko različnih 
oblik, najbolj pogoste pa sta radialna in tangencialna distorzija. V teoriji lahko napravimo 
idealno lečo brez distorzije, v praksi pa imajo leče, ki so v kamerah večjo ali manjšo 
distorzijo. Razlog temu je proizvodni proces leč, saj je veliko lažje in ceneje izdelati 
sferično lečo, kot idealno parabolično. Zaradi sferične leče nastaja radialna distorzija. Do 
tangencialne distorzije pa pride, ko senzor slike in leča nista povsem poravnana.  
 
 
2.4.5.1 Radialna distorzija 
Radialna distorzija se deli na sodasto in blazinasto distorzijo. Pri sodasti distorziji je slika 
največja v sredini in se zmanjšuje proti robovom. Pri blazinasti distorziji pa je ravno 
obratno. Slika je največja na robovih in se zmanjšuje proti sredini [16].  
 
 
 
Slika 2.18: Oblike radialnih distorzij [16] 
 
Radialna distorzija je v centru leče enaka 0 in se povečuje z oddaljevanjem proti robovom. 
V praksi lahko radialno distorzijo aproskimiramo s prvimi tremi elementi Taylorjeve vrste.  
Velikost distorzije v odvisnosti od oddaljenosti od centra opisuje enačba 2.18.  
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𝑟2 = 𝑥2 + 𝑦2  
(2.18) 
 
Položaj vsakega piksla na sliki se popravi po enačbi 2.19 in 2.20. 
𝑥𝑝𝑜𝑝𝑟𝑎𝑣𝑙𝑗𝑒𝑛 = 𝑥 + 𝑥(𝑘1𝑟
2 + 𝑘2𝑟
4 + 𝑘3𝑟
6) (2.19) 
𝑦𝑝𝑜𝑝𝑟𝑎𝑣𝑙𝑗𝑒𝑛 = 𝑦 + 𝑦(𝑘1𝑟
2 + 𝑘2𝑟
4 + 𝑘3𝑟
6) (2.20) 
 
k1, k2 in k3 so koeficienti radialne distorzije, ki jih je potrebno odkriti pri umeritvi kamere 
[16]. 
 
 
2.4.5.2 Tangencialna distorzija 
Do tangencialne distorzije pride zaradi nevzporedne namestitve leče in senzorja v ohišju 
kamere.  
 
Položaj vsakega piksla na sliki se popravi po enačbi 2.21 in 2.22. 
𝑥𝑝𝑜𝑝𝑟𝑎𝑣𝑙𝑗𝑒𝑛 = 𝑥 + (2𝑒1𝑦 + 𝑒2(𝑟
2 + 2𝑥2)) (2.21) 
𝑦𝑝𝑜𝑝𝑟𝑎𝑣𝑙𝑗𝑒𝑛 = 𝑦 + (𝑒1(𝑟
2 + 2𝑦2) + 2𝑒2𝑥) 
(2.22) 
 
e1 in e2 sta koeficienta tangencialne distorzije, ki jih je potrebno odkriti pri umeritvi 
kamere. Pri novejših kamerah je tangencialna distorzija zelo redka [16]. 
 
 
2.5 Koordinatni sistemi v robotiki 
Za pravilno delovanje programa pri vsakem industrijskem robotu, je potreben določen 
koordinatni sistem. Poznamo sledeče koordinatne sisteme, ki so določeni z geometrijo: 
kartezični, polarni, cilindrični in sferični. Industrijski roboti, ki se uporabljajo za srednje 
težka bremena, imajo 6 prostostnih stopenj (angl. degrees of freedom) in v glavnem 
uporabljajo kartezični koordinatni sistem. 
 
 
2.5.1 Koordinatni sistem osnove 
Koordinatni sistem osnove je vnaprej določen in ga ni mogoče spreminjati. Njegovo 
koordinatno izhodišče se nahaja v središču druge osi.  
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Slika 2.19: Koordinatni sistem osnove [17] 
 
 
2.5.2 Sklepni koordinatni sistem 
To je koordinatni sistem, kjer se vsaka os vrti okoli svojega rotacijskega središča. Je 
vnaprej določen in ga ni mogoče spreminjati. Pravimo mu tudi kartezični koordinatni 
sistem. 
 
 
 
Slika 2.20: Sklepni koordinatni sistem [17] 
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2.5.3 Uporabniški koordinatni sistem 
Uporabniški koordinatni sistem določimo glede na koordinatni sistem osnove. Uporaben je 
takrat, kadar operiramo z objekti, ki imajo nagnjeno površino. Ta koordinatni sistem nam 
zelo olajša programiranje, ko določamo točke ki so pravokotne na nagnjeno površino 
objekta. Koordinatni sistem določimo po metodi treh točk, štirih točk ali z direktnim 
vnosom koordinat.  
 
 
 
Slika 2.21: Uporabniški koordinatni sistem [18] 
 
2.5.4 Koordinatni sistem orodja 
Veliko robotov lahko vzpostavi koordinatni sistem orodja. Na primer pri varjenju izdelkov 
po krožnem loku, je zelo pomembna pravilna orientacija gorilnika glede na zvar. 
Koordinatni sistem orodja pove robotu, kje se nahaja središčna točka orodja. Če tega ne 
storimo, robot računa gibanje glede na koordinanti sistem robota [19]. 
 
 
 
Slika 2.22: Koordinatni sistem orodja [19] 
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Za določanje koordinatnega sistema orodja pri robotu proizvajalca Fanuc se uporabljajo 3 
metode: šest-točkovna, tri-točkovna in metoda z direktnim vpisom koordinat. Tri-točkovna 
in šest-točkovna metoda se izvedeta tako, da pripeljeta center orodja na znano pozicijo in 
zabeležita tri oziroma šest točk, ki se centru orodja približata z različnih orientacij. Robot 
združi zabeležene točke različnih orientacij v eno samo in izračuna podatke o orientaciji 
orodja. Vrednosti lahko vnesemo tudi neposredno v kontroler in s tem ustvarimo 
koordinatni sistem orodja [19]. 
 
 
2.6 Direktna in inverzna kinematika robotske roke 
Kinematika je veda, ki proučuje gibanje teles, pri čemer se ne ozira na sile in momente, ki 
so pri tem prisotni. Oblikovanje ustrezne kinematike je pri robotu dokaj zapleteno. V 
osnovi se za popis kinematike robotske roke uporabljata 2 prostora: kartezični in 
kvaternion. Transformacija med tema dvema koordinatnima sistemoma se razdeli na 
rotacijo in translacijo. Rotacijo lahko popišemo na veliko načinov, med katerimi poznamo 
naslednje metode: Eulerjevi koti, Gibbsov vektor, Cayley-Klein parametri, Paulijeva 
rotacijska matrika... V robotiki se za homogene transformacije najbolj pogosto uporabljajo 
realne matrike 4x4. Jacques Denavit and Richard Hartenberg sta leta 1955 pokazala, da so 
za transformacijo med dvema sklepoma potrebni štirje parametri. Te parametre poznamo 
pod imenom Denavit-Hartenberg (DH) parametri in so postali standardni za popis robotske 
kinematike.  
 
V robotiki se kinematika deli na direktno in inverzno. Pri direktni kinematiki s 
pridobivanjem enačb ni večjih problemov. Veliko večji problem pa je inverzna kinematika, 
kjer izračuni vzamejo veliko časa, poleg tega pa imamo problem zaradi singularnih točk in 
nelinearnosti.  
 
 
 
Slika 2.23: Shema direktne in inverzne kinematike [20] 
 
Na sliki 2.23 je prikazana shema direktne in inverzne kinematike robota. Če poznamo 
rotacijo vseh sklepov, potem lahko izračunamo, na kateri poziciji se nahaja vrh robota ter 
kakšna je njegova orientacija. To imenujemo direktna kinematika, pri kateri je vedno le 
ena rešitev. Inverzna kinematika pa deluje v obratni smeri, in sicer, ko je znana pozicija 
vrha robota in moramo izračunati rotacije posameznih sklepov. Pri inverzni kinematiki je 
možnih več rešitev [20].  
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2.6.1 Direktna kinematika 
Robotski manipulator je sestavljen iz zaporednih členov, ki so med sebojo povezani z 
rotacijskimi ali translacijskimi sklepi od osnove do vrha robota. Kot že rečeno, direktna 
kinematika računa pozicijo in orientacijo vrha robota glede na rotacije posameznih 
sklepov. Za kinematično analizo robotskih sistemov uporabljamo Denavit-Hartenberg 
metodo, ki uporablja štiri parametre za opis kinematike robota. Ti parametri so: 
 
• ai-1...dolžina člena 
• αi...rotacija člena 
• di...odmik člena  
• θi...kot sklepa 
 
Da lahko določimo DH parametre, je k vsakemu sklepu priložen svoj koordinatni sistem. Zi 
os koordinatnega sistema kaže v smeri rotacije ali drsenja sklepov. 
 
 
 
Slika 2.24: Koordinatni sistemi posameznih sklepov [20] 
 
Na sliki 2.24 je razdalja od Zi-1 do Zi merjena vzdolž Xi-1 in jo označimo z ai-1. Kot med Zi-1 
in Zi  je merjen po osi Xi in ga označimo kot αi-1. Razdalja od Xi-1 do Xi je merjena vzdlož Zi 
osi in jo označimo kot di. Kot med Xi-1 in xi je merjen okoli Zi osi in ga označimo kot θi. 
Splošno transformacijsko matriko 𝑇𝑖
𝑖−1  lahko za vsak člen pridobimo na sledeč način: 
𝑻 = 𝑹𝒙(𝜶𝒊−𝟏)𝑫𝒙(𝒂𝒊−𝟏 )𝑹𝒛(𝜽𝒊 )𝑸𝒊(𝒅𝒊)𝒊
𝒊−𝟏  
 
 
= [
𝟏     𝟎         𝟎      𝟎
𝟎
𝟎
𝟎
𝒄𝜶𝒊−𝟏 −𝒔𝜶𝒊−𝟏 𝟎
𝒔𝜶𝒊−𝟏 𝒄𝜶𝒊−𝟏 𝟎
𝟎 𝟎 𝟏
] [
𝟏      𝟎 𝟎 𝒂𝒊−𝟏
𝟎
𝟎
𝟎
𝟏 𝟎 𝟎
𝟎 𝟏 𝟎
𝟎 𝟎 𝟏
] [
𝒄𝜽𝒊   −𝒔𝜽𝒊 𝟎  𝟎
𝒔𝜽𝒊
𝟎
𝟎
     
𝒄𝜽𝒊 𝟎  𝟎
𝟎 𝟏  𝟎
𝟎 𝟎 𝟏
] [
𝟏 𝟎 𝟎 𝟎
𝟎
𝟎
𝟎
𝟏 𝟎 𝟎
𝟎 𝟏 𝒅𝒊
𝟎 𝟎 𝟏
] 
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= [
𝒄𝜽𝒊 −𝒔𝜽𝒊         𝟎              𝒂𝒊−𝟏
𝒔𝜽𝒊𝒄𝜶𝒊−𝟏
𝒔𝜽𝒊𝒔𝜶𝒊−𝟏
𝟎
𝒄𝜽𝒊𝒄𝜶𝒊−𝟏 −𝒔𝜶𝒊−𝟏 −𝒔𝜶𝒊−𝟏𝒅𝒊
𝒄𝜽𝒊𝒔𝜶𝒊−𝟏 𝒄𝜶𝒊−𝟏 𝒄𝜶𝒊−𝟏𝒅𝒊
𝟎 𝟎 𝟏
] 
(2.23) 
 
V enačbi 2.23 Rx in Rz predstavljata rotacijo, Dx in Qi pa translacijo. Spremenljivki cθi in sθi 
pa sta okrajšavi za cosθi in sinθi. Direktno kinematiko od osnove robota do vrha robota 
določimo z množenjem vseh 𝑇𝑖
𝑖−1  matrik. 
𝑇𝑣𝑟ℎ 𝑟𝑜𝑏𝑜𝑡𝑎
𝑜𝑠𝑛𝑜𝑣𝑎 = 𝑇1
0 𝑇 … 𝑇𝑛
𝑛−1
2
1  (2.24) 
 
Enačbo 2.24 lahko zapišemo tudi kot: 
𝑻𝒗𝒓𝒉 𝒓𝒐𝒃𝒐𝒕𝒂
𝒐𝒔𝒏𝒐𝒗𝒂 = [
𝒓𝟏𝟏 𝒓𝟏𝟐 𝒓𝟏𝟑 𝒑𝒙
𝒓𝟐𝟏
𝒓𝟑𝟏
𝟎
𝒓𝟐𝟐 𝒓𝟐𝟑 𝒑𝒚
𝒓𝟑𝟐 𝒓𝟑𝟑 𝒑𝒛
𝟎 𝟎 𝟏
] 
(2.25) 
 
V enačbi 2.25 so elementi rkj rotacijski elementi trasnformacijske matrike, px, py in pz pa so 
elementi pozicijskega vektorja. Za 6-osni robotski manipulator sta pozicija in orientacija 
vrha robota podana z enačbo: 
𝑻 = 𝑻𝟏
𝟎 (𝒒𝟏)𝟔
𝟎 𝑻 𝟐
𝟏 (𝒒𝟐) 𝑻𝟑
𝟐 (𝒒𝟑) 𝑻𝟒
𝟑 (𝒒𝟒) 𝑻𝟓
𝟒 (𝒒𝟓) 𝑻𝟔
𝟓 (𝒒𝟔) 
(2.26) 
 
V enačbi 2.26 qi predstavlja posamezen sklep (i=1,2,...6) [20]. 
 
 
2.6.2 Inverzna kinematika 
Problem inverzne kinematike se pri robotih proučuje že desetletja. Reševanje inverzne 
kinematike predstavlja kar velik strošek, saj so izračuni zelo kompleksni, poleg tega pa je 
metoda časovno zelo potratna. Naloge, ki jih opravlja robot, so v kartezičnem prostoru, 
medtem ko aktuatorji delujejo v sklepnem prostoru. Kartezični prostor vključuje 
orientacijsko matriko in pozicijski vektor, medtem ko je sklepni prostor popisan s koti v 
sklepih. Pretvorbo pozicije in orientacije vrha robota iz kartezičnega v sklepni prostor 
imenujemo inverzna kinematika. Za reševanje tega problema uporabljamo dve metodi; 
geometrijsko in algebraično [20]. 
 
 
2.6.2.1 Geometrijsko reševanje 
Ta metoda temelji na razstavljanju prostorske geometrije robota na več ravnin. To je 
uporabno pri robotih z enostavno strukturo, kot na primer robot z dvema prostostnima 
stopnjama, pri katerem sta oba sklepa rotacijska, kot prikazuje slika 2.25 
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Slika 2.25: (a) ravninski manipulator. (b) Reševanje inverzne kinematike glede na geometrijo [20]. 
 
Komponente točke P so določene na sledeč način: 
𝑝𝑥 = 𝑙1𝑐𝜃1 + 𝑙2𝑐𝜃12 
(2.27) 
𝑝𝑦 = 𝑙1𝑠𝜃1 + 𝑙2𝑠𝜃12 
(2.28) 
 
V enačbah 2.27 in 2.28 l1 in l2 predstavljata dolžini obeh rok, ob tem pa velja tudi 𝑐𝜃12 =
𝑐𝜃1𝑐𝜃2 − 𝑠𝜃1𝑠𝜃2 in 𝑠𝜃12 = 𝑠𝜃1𝑐θ2 − 𝑠𝜃12 + 𝑐𝜃1𝑠𝜃2. 
 
θ2 lahko izračunamo kot vsoto kvadratov enačbe 2.27 in 2.28: 
𝑝𝑥
2 = 𝑙1
2𝑐2𝜃1 + 𝑙2
2𝑐2𝜃12 + +𝑙1𝑙2𝑐𝜃1𝑐 
(2.29) 
𝑝𝑦
2 = 𝑙1
2𝑠2𝜃1 + 𝑙2
2𝑠2𝜃12 + +𝑙1𝑙2𝑠𝜃1𝑠𝜃12 
(2.30) 
𝑝𝑥
2 + 𝑝𝑦
2 = 𝑙1
2(𝑐2𝜃1 + 𝑠
2𝜃1) + +𝑙2
2(𝑐2𝜃12 + 𝑠
2𝜃12) + 2𝑙1𝑙2(𝑐𝜃1𝑐𝜃12 + 𝑠𝜃1𝑠𝜃12) 
(2.31) 
 
Če upoštevamo 𝑐2𝜃1 + 𝑠
2𝜃1 = 1, lahko enačbo 2.31 zelo poenostavimo: 
𝑝𝑥
2 + 𝑝𝑦
2 = 𝑙1
2 + 𝑙2
2 + 2𝑙1𝑙2(𝑐𝜃1[𝑐𝜃1𝑐𝜃2 − 𝑠𝜃1𝑠𝜃2] + 𝑠𝜃1[𝑠𝜃1𝑐𝜃2 + 𝑐𝜃1𝑠𝜃2]) 
 
𝑝𝑥
2 + 𝑝𝑦
2 = 𝑙1
2 + 𝑙2
2 + 2𝑙1𝑙2(𝑐
2𝜃1𝑐𝜃2 − 𝑐𝜃1𝑠𝜃1𝑠𝜃2 + 𝑠
2𝜃1𝑐𝜃2 + 𝑐𝜃1𝑠𝜃1𝑠𝜃2) 
 
𝑝𝑥
2 + 𝑝𝑦
2 = 𝑙1
2 + 𝑙2
2 + 2𝑙1𝑙2(𝑐𝜃2[𝑐
2𝜃1 + 𝑠
2𝜃1]) 
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𝑝𝑥
2 + 𝑝𝑦
2 = 𝑙1
2 + 𝑙2
2 + 2𝑙1𝑙2𝑐𝜃2 
(2.32) 
 
Iz tega sledi: 
𝑐𝜃2 =
𝑝𝑥
2 + 𝑝𝑦
2 − 𝑙1
2 − 𝑙2
2
2𝑙1𝑙2
 
(2.33) 
 
Če velja 𝑐2𝜃𝑖 + 𝑠
2𝜃𝑖 = 1 (𝑖 = 1,2,3, … ), potem lahko 𝑠𝜃2 izračunamo kot: 
𝑠𝜃2 = ±√(1 −
𝑝𝑥
2 + 𝑝𝑦
2 − 𝑙1
2 − 𝑙2
2
2𝑙1𝑙2
)
2
 
(2.34) 
 
Tako dobimo 2 rešitvi za kot 𝜃2: 
𝜃2 = 𝐴𝑡𝑎𝑛2 (±√(1 −
𝑝𝑥
2 + 𝑝𝑦
2 − 𝑙1
2 − 𝑙2
2
2𝑙1𝑙2
)
2
,
𝑝𝑥
2 + 𝑝𝑦
2 − 𝑙1
2 − 𝑙2
2
2𝑙1𝑙2
) 
(2.35) 
 
Za izračun kota 𝜃1 je potrebno pomnožiti obe strani enačbe 2.27 s 𝑐𝜃1 in obe strani enačbe 
2.28 s 𝑠𝜃1. Ob tem moramo poznati tudi dolžine členov ter kot 𝜃2. 
𝑐𝜃1𝑝𝑥 = 𝑙1𝑐
2𝜃1 + 𝑙2𝑐
2𝜃1𝑐𝜃2 − 𝑙2𝑐𝜃1𝑠𝜃1𝑠𝜃2 
(2.36) 
𝑠𝜃1𝑝𝑦 = 𝑙1𝑠
2𝜃1 + 𝑙2𝑠
2𝜃1𝑐𝜃2 − 𝑙2𝑠𝜃1𝑐𝜃1𝑠𝜃2 
(2.37) 
𝑐𝜃1𝑝𝑥 + 𝑠𝜃1𝑝𝑦 = 𝑙1(𝑐
2𝜃1 + 𝑠
2𝜃1) + 𝑙2𝑐𝜃2(𝑐
2𝜃1 + 𝑠
2𝜃1) 
(2.38) 
 
Iz tega dobimo poenostavljeno enačbo: 
𝑐𝜃1𝑝𝑥 + 𝑠𝜃1𝑝𝑦 = 𝑙1 + 𝑙2𝑐𝜃2 
(2.39) 
 
V naslednjem koraku pomnožimo obe strani enačbe 2.27 z −𝑠𝜃1 in obe strani enačbe 2.28 
s 𝑐𝜃1: 
−𝑠𝜃1𝑝𝑥 = −𝑙1𝑠𝜃1𝑐𝜃1 − 𝑙2𝑠𝜃1𝑐𝜃1𝑐𝜃2 + 𝑙2𝑠
2𝜃1𝑠𝜃2 
(2.40) 
𝑐𝜃1𝑝𝑦 = 𝑙1𝑠𝜃1𝑐𝜃1 − 𝑙2𝑐𝜃1𝑠𝜃1𝑐𝜃2 + 𝑙2𝑐
2𝜃1𝑠𝜃2 
(2.41) 
−𝑠𝜃1𝑝𝑥 + 𝑐𝜃1𝑝𝑦 = 𝑙2𝑠𝜃2(𝑐
2𝜃1 + 𝑠
2𝜃1) 
(2.42) 
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Enačbo še poenostavimo in dobimo: 
−𝑠𝜃1𝑝𝑥 + 𝑐𝜃1𝑝𝑦 = 𝑙2𝑠𝜃2 
(2.43) 
 
Potem pomnožimo obe strani enačbe 2.39 s 𝑝𝑥 in obe strani enačbe 2.43 s 𝑝𝑦. 
𝑐𝜃1𝑝𝑥
2 + 𝑠𝜃1𝑝𝑥𝑝𝑦 = 𝑝𝑥(𝑙1 + 𝑙2𝑐𝜃2) 
(2.44) 
−𝑠𝜃1𝑝𝑥𝑝𝑦 + 𝑐𝜃1𝑝𝑦
2 = 𝑝𝑦𝑙2𝑠𝜃2 
(2.45) 
𝑐𝜃1(𝑝𝑥
2 + 𝑝𝑦
2) = 𝑝𝑥(𝑙1 + 𝑙2𝑐𝜃2) + 𝑝𝑦𝑙2𝑠𝜃2 
(2.46) 
 
Iz enačbe 2.46 lahko izrazimo 𝑐𝜃1 in 𝑠𝜃1: 
𝑐𝜃1 =
𝑝𝑥(𝑙1 + 𝑙2𝑐𝜃2) + 𝑝𝑦𝑙2𝑠𝜃2
𝑝𝑥
2 + 𝑝𝑦
2
 (2.47) 
𝑠𝜃1 = ±√1 − (
𝑝𝑥(𝑙1 + 𝑙2𝑐𝜃2) + 𝑝𝑦𝑙2𝑠𝜃2
𝑝𝑥
2 + 𝑝𝑦
2 )
2
 
(2.48) 
 
Tako dobimo 2 rešitvi za kot 𝜃1: 
𝜃1 = 𝑎 𝑡𝑎𝑛 2 (±√1 − (
𝑝𝑥(𝑙1 + 𝑙2𝑐𝜃2) + 𝑝𝑦𝑙2𝑠𝜃2
𝑝𝑥
2 + 𝑝𝑦
2 )
2
,
𝑝𝑥(𝑙1 + 𝑙2𝑐𝜃2) + 𝑝𝑦𝑙2𝑠𝜃2
𝑝𝑥
2 + 𝑝𝑦
2 )
 (2.49) 
 
Čeprav smo obravnavali enostavnega robota s samo dvema prostostnima stopnjama, 
vidimo da je reševanje inverzne kinematike na geometrijski način zelo nepraktičen in 
zahteva ogromno časa za izračun [21]. 
 
 
2.6.2.2 Algebraično reševanje 
Pri robotih z več členi in pri katerih se roke gibljejo v 3 dimenzije, postane geometrija zelo 
zapletena. Zaradi tega je algebraično reševanje inverzne kinematike veliko bolj primerno. 
Spomnimo se enačbe 2.26: 
𝑻𝟔
𝟎 = [
𝒓𝟏𝟏 𝒓𝟏𝟐 𝒓𝟏𝟑 𝒑𝒙
𝒓𝟐𝟏
𝒓𝟑𝟏
𝟎
𝒓𝟐𝟐 𝒓𝟐𝟑 𝒑𝒚
𝒓𝟑𝟐 𝒓𝟑𝟑 𝒑𝒛
𝟎 𝟎 𝟏
] = 𝑻 𝟏
𝟎 (𝒒𝟏) 𝑻 𝟐
𝟏 (𝒒𝟐) 𝑻𝟑
𝟐 (𝒒𝟑) 𝑻𝟒
𝟑 (𝒒𝟒) 𝑻𝟓
𝟒 (𝒒𝟓) 𝑻𝟔
𝟓 (𝒒𝟔) 
(2.50) 
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Za izračun inverzne kinematike prvega sklepa (q1) kot funkcijo poznanih elementov 
𝑇𝑣𝑟ℎ 𝑟𝑜𝑏𝑜𝑡𝑎
𝑜𝑠𝑛𝑜𝑣𝑎 , je potrebno transformacijo člena narediti inverzno: 
[ 𝑻(𝒒𝟏)]𝟏
𝟎 −𝟏 𝑻𝟔
 𝟎 = [ 𝑻(𝒒𝟏)]𝟏
𝟎 −𝟏 𝑻(𝒒𝟏)𝟏
𝟎  𝑻𝟐
𝟏 (𝒒𝟐) 𝑻𝟑
𝟐 (𝒒𝟑) 𝑻𝟒
𝟑 (𝒒𝟒) 𝑻𝟓
𝟒 (𝒒𝟓) 𝑻𝟔
𝟓 (𝒒𝟔) 
(2.51) 
 
V enačbi 2.51  [ 𝑇(𝑞1)]1
0 −1 𝑇(𝑞1)1
0 = 𝐼, I predstavlja matriko identitete. Enačbo 2.51 lahko 
zapišemo tudi kot: 
[ 𝑻(𝒒𝟏)]𝟏
𝟎 −𝟏 𝑻𝟔
 𝟎 = 𝑻𝟐
𝟏 (𝒒𝟐) 𝑻𝟑
𝟐 (𝒒𝟑) 𝑻𝟒
𝟑 (𝒒𝟒) 𝑻𝟓
𝟒 (𝒒𝟓) 𝑻𝟔
𝟓 (𝒒𝟔) 
(2.52) 
 
Tudi ostale spremenljivke lahko dobimo na podoben način: 
[ 𝑻(𝒒𝟏) 𝑻𝟐
𝟏 (𝒒𝟐)]𝟏
𝟎 −𝟏 𝑻𝟔
 𝟎 = 𝑻𝟑
𝟐 (𝒒𝟑) 𝑻𝟒
𝟑 (𝒒𝟒) 𝑻𝟓
𝟒 (𝒒𝟓) 𝑻𝟔
𝟓 (𝒒𝟔) 
(2.53) 
[ 𝑻(𝒒𝟏) 𝑻𝟐
𝟏 (𝒒𝟐) 𝑻𝟑
𝟐 (𝒒𝟑)]𝟏
𝟎 −𝟏 𝑻𝟔
 𝟎 = 𝑻𝟒
𝟑 (𝒒𝟒) 𝑻𝟓
𝟒 (𝒒𝟓) 𝑻𝟔
𝟓 (𝒒𝟔) 
(2.54) 
[ 𝑻(𝒒𝟏) 𝑻𝟐
𝟏 (𝒒𝟐) 𝑻𝟑
𝟐 (𝒒𝟑) 𝑻𝟒
𝟑 (𝒒𝟒)]𝟏
𝟎 −𝟏 𝑻𝟔
 𝟎 = 𝑻𝟓
𝟒 (𝒒𝟓) 𝑻𝟔
𝟓 (𝒒𝟔) 
(2.55) 
[ 𝑻(𝒒𝟏) 𝑻𝟐
𝟏 (𝒒𝟐) 𝑻𝟑
𝟐 (𝒒𝟑) 𝑻𝟒
𝟑 (𝒒𝟒)]𝟏
𝟎 −𝟏 𝑻𝟔
 𝟎 𝑻 𝟓
𝟒 (𝒒𝟓)  = 𝑻𝟔
𝟓 (𝒒𝟔) 
(2.56) 
 
Število prostostnih stopenj nam določa število nelinearnih enačb. Ko izračunamo q1, lahko 
izračunamo ostale spremenljivke na enak način. Ni nujno, da iz prve enačbe dobimo q1, iz 
druge q2 itd. Vrstni red računanja je povsem poljuben, pri tem pa si pomagamo z zakoni 
trigonometrije [20].  
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3 Metodologija raziskave 
3.1 Strojna in programska oprema 
3.1.1 Fanuc LR Mate 200 iD/4S 
To je šest-osni robot, ki je zasnovan za tesne prostore in kompaktne stroje. Ima doseg do 
550 mm in lahko prenese največ 4 kg težka bremena. Nameščeno ima prijemalo Schunk 
EGP 40-N-N-B, ki lahko prime objekte širine med 15 in 30 mm. Robot je v kletki in 
namenjen je predvsem izobraževalnim namenom. 
 
  
 
Slika 3.1: Fanuc LR Mate 200iD/4S 
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3.1.2 Kamera  
Za prepoznavanje objektov je uporabljena kamera Sony XC-56, ki je povezana na 
krmilnik. Zaradi njene majhne velikosti je zelo enostavna za montažo. Pritrjena je nad 
delovnim območjem robota, njena ločljivost pa je 640x480 slikovnih točk. Slike lahko 
zajema s hitrostjo 30 slik/sekundo.  
 
 
 
Slika 3.2: Kamera Sony XC-56 
 
 
3.1.3 iRVision 
iRVision je Fanucovo programsko okolje, ki ga uporabljamo za prepoznavanje objektov. 
Integriran je v krmilnik R-30iB. Sistem je zelo enostaven za uporabo. Objekte lahko poišče 
glede na njihovo velikost, pozicijo ali obliko. Bere lahko tudi črtne kode, razvršča objekte 
glede na barve, vizualno sledi trakovom z veliko hitrostjo (iRPickTool) in zlaga objekte na 
paleto.  
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Slika 3.3: Shema povezav [21] 
 
Učna naprava je povezana neposredno na krmilnik R-30iB. Tja so prav tako povezani 
robot, kamera in računalnik preko ethernet povezave. Za uporabo programskega okolja 
iRVision je potrebno v Internet explorer vpisati IP naslov robota. V tem programskem 
okolju lahko v živo spremljamo dogajanje na učni napravi, zelo uporabno pa je za umeritev 
kamere in prepoznavanje objektov ter pozicije odlaganja objektov.  
 
 
3.2 Eksperimentalni del 
3.2.1 Priprava koordinatnih sistemov 
Koordinatni sistem orodja 
 
Koordinatni sistem je nastavljen z direktnim vnosom vrednosti. S tem dosežemo, da se 
robot pri rotaciji vrti okoli nastavljene točke. Na ta način robotu povemo, katero orodje 
uporablja, saj je potrebno za vsako orodje nastaviti svoj koordinatni sistem orodja. 
 
 
Uporabniški koordinatni sistem 
 
Uporabniški koordinatni sistem je le odmik od koordinatnega sistema osnove. Nastavljen 
je po metodi štirih točk. Pri tem si pomagamo z umeritveno mrežo in biti moramo zelo 
natančni, da se točke določi čimbolj na sredini krogov.  
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Slika 3.4: Določanje uporabniškega koordinatnega sistema 
 
Uporabniški koordniatni sistem se določi na naslednji način: na učni napravi pritisnemo 
menu ⇒ setup ⇒ frames ⇒ F3 (OTHER) ⇒ user frame. Nato med devetimi 
uporabniškimi koordinatnimi sistemi izberemo številko 6 s tipko F2 (DETAIL). V 
naslednjem koraku je potrebno določiti metodo določanja uporabniškega 
koordinatnega sistema. S tipko F2 (METHOD) izberemo štiri točkovno določanje 
koordinatnega sistema (four point). Odpre se okno s štirimi točkami, ki jih je 
potrebno določiti. Po vrsti se približamo označenim točkam na umeritveni mreži. Ko 
smo z orodjem nekaj mimimetrov nad površino in na sredini določenega kroga, točko 
določimo s tipko SHIFT in F5 (RECORD). Tako določimo vse štiri točke.  
 
 
3.2.2 Umeritev kamere 
Kamera je umerjena s pomočjo umeritvene mreže, na kateri tri večje pike določajo x smer, 
dve večji piki pa y smer koordinatnega sistema. Slika iz kamere ima distorzijo, zato jo je 
potrebno ustrezno umeriti. S programom iRVision vsaki točki na sliki priredimo ustrezno 
koordinato.  
 
Krmilnik robota je z ethernet kablom povezan z računalnikom. V Internet explorer 
vpišemo IP naslov robota in dobimo povezavo s kamero. Pri orodju za umeritev kamere je 
potrebno določiti parametre, ki so prikazani na sliki 3.5. 
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Slika 3.5: Parametri za umeritev kamere 
 
Vsako ravnino, v kateri se kamera uporablja, je potrebno posebej umeriti. Najprej 
izberemo ustrezno kamero. S časom odprtja zaslonke določimo čas, ko je digitalni senzor 
znotraj kamere izpostavljen svetlobi. Večji kot je ta čas, bolj svetla je slika. Potrebno je 
nastaviti tako vrednost, da je kontrast med črnimi pikami in belim ozadjem čim večji. Na 
umeritveni mreži so pike med seboj razmaknjene za natanko 30 mm. Izberemo uporabniški 
koordinatni sistem številka 6, kateri je nastavljen glede na umeritveno mrežo. Ostalih 
parametrov ne spreminjamo. Ko je vse potrebno nastavljeno, kliknemo na gumba »set« in 
»find«.  
 
 
 
Slika 3.6: Točke umeritve 
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Zajeta slika ima zelen in rdeč križec v središču vsakega kroga. Zelen križec prikazuje 
središče kroga na sliki, rdeč križec pa prikazuje izračunano pozicijo kroga, kjer naj bi se ta 
nahajal. Če je izračunana pozicija kroga enaka poziciji kroga na sliki, potem se križca 
prekrivata, viden pa je samo zelen križec.  
 
 
 
Slika 3.7: Točke umeritve 
 
Na sliki 3.7 so prikazane točke umeritve. V drugem in tretjem stolpcu so prikazane pozicije 
točk v slikovnih koordinatah, ki so zaznane s kamero. V naslednjih treh stolpcih pa so 
prikazane pozicije točk, ki so izračunene glede na uporabniški koordinatni sistem. V 
zadnjem stolpcu je prikazana razdalja med izračunanimi vrednostmi pozicij točk in pozicij 
točk, ki so zaznane s kamero (razdalja med zelenimi in rdečimi križci).  
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Slika 3.8: Podatki o umeritvi 
 
Na sliki 3.8 so prikazani podatki o umeritvi. Izačunano goriščno razdaljo je potrebno 
preveriti, če ustreza leči, ki jo kamera uporablja. Kamera ni umerjena na njenem celotnem 
vidnem območju, ampak le v območju modrega pravokotnika. Na območju izven 
pravokotnika pa vidimo, da je prisotna sodasta distorzija. Distorzija leče mora biti čim 
manjša. Leče z manjšo goriščno razdaljo imajo večjo distorzijo.  
 
 
3.2.3 Prepoznavanje objekta 
Kamera mora prepoznati določen objekt in s tem dati robotu signal, da se ta premakne na 
pozicijo objekta. Ustvarjen »Vision process« je poimenovan »PRIJEMANJE«. Pri 
eksperimentalnem delu je kamera prepoznavala mirujoče objekte le v eni ravnini, zato je 
izbran tip »2-D Single-View Vision Process«. 
 
Objekt položimo na ploščo na vidno območje kamere pritisnemo »snap«. Nato z orodjem 
GPM Locator Tool nastavimo parametre, ki so potrebni za učinkovito prepoznavanje 
objekta. Objekt, ki ga želimo prepoznati, je narejen iz plastike, zelo lahek in gabaritnih 
dimenzij 60x45x25 mm.  
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Slika 3.9: Orodje za prepoznavanje objkta 
 
Na vidnem območju kamere je označeno območje na katerem se nahaja objekt, katerega 
naj bi kamera zaznavala. Objektu določimo center, da bi se robot s prijemalom postavil 
čimbolj na sredino objekta in ga s tem čimbolj natančno prijel. Objektu določimo masko, 
da izbrišemo nepravilnosti, ki jih kamera zazna na objektu. Poudarjeno območje objekta 
nastavimo tako, da obrišemo njegovo zunanjo konturo. Kameri za območje iskanja objekta 
določimo celotno črno ploščo.  
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Slika 3.10: Določitev karakteristik objekta 
 
Ko vse to ustrezno nastavimo, pritisnemo »snap« in »find«. 
 
 
 
Slika 3.11: Prepoznavanje objekta 
 
Okoli objekta se pojavi pravokotnik, kar pomeni, da kamera zazna objekt. Prikazana je tudi 
pozicija in rotacija objekta glede na koordinatno izhodišče. Referenčni poziciji X in Y 
nastavimo na 0. S tem je nastavljeno vse, kar je potrebno za ustrezno zaznavanje objekta. 
 
 
3.2.4 Prepoznavanje pozicije odlaganja objekta 
Postopek prepoznavanja pozicije odlaganja objekta je povsem enak postopku za 
prepoznavanje objekta. Ustvarimo »Vision process« in ga poimenujemo »ODLAGANJE«. 
Pri tem eksperimentalnem delu je kamera prepoznavala pozicijo za odlaganje objektov le v 
eni ravnini, zato izberemo tip »2-D Single-View Vision Process«. 
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List papirja, na katerega je s prosto roko narisan vzorec za prepoznavanje, položimo na 
ploščo na vidno območje kamere in pritisnemo »snap«. Nato z orodjem GPM Locator Tool 
nastavimo parametre, ki so potrebni za učinkovito prepoznavanje vzorca. 
 
 
 
Slika 3.12: Orodje za prepoznavanje pozicije za odlaganje 
 
Na vidnem območju kamere označimo območje na katerem se nahaja vzorec, katerega naj 
bi kamera zaznavala. Vzorcu določimo center, da bi robot objekt odložil čimbolj na 
sredino vzorca. Maske vzorcu ni potrebno določiti, saj je vzorec s črnim flomastrom 
narisan na bel papir, kar daje zelo dober kontrast in na vzorcu ni zaznati nobene 
nepravilnosti. Poudarjeno območje vzorca nastavimo tako, da obrišemo njegovo zunanjo 
konturo. Kameri za območje iskanja vzorca določimo celotno črno ploščo.  
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Slika 3.13: Določitev karakteristik pozicije za odlaganje 
 
Ko vse to ustrezno nastavimo, pritisnemo »snap« in »find«. 
 
 
 
Slika 3.14: Prepoznavanje pozicije za odlaganje objekta 
 
Okoli objekta se pojavi pravokotnik, kar pomeni, da kamera zazna vzorec. Prikazana je 
tudi pozicija in rotacija vzorca glede na koordinatno izhodišče. Referenčni poziciji X in Y 
nastavimo na 0. S tem je nastavljeno vse, kar je potrebno za ustrezno zaznavanje vzorca. 
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3.2.5 Program 
Naslednji korak je izdelava programa. Robotu je potrebno določiti pot, po kateri se bo 
gibal. Določimo tudi vhodno-izhodne signale in komunikacijo robota s kamero. Točke 
določimo v uporabniškem koordinatnem sistemu 6 tako, da se premaknemo na željeno 
pozicijo in pritisnemo F1 (POINT).  
 
1 : LBL[99] 
2 : CALL AA_HOME 
3 : UTOOL_NUM=1 
4 : UFRAME_NUM=6 
5 : LBL[1] 
6 : VISION RUN_FIND 'PRIJEMANJE' 
7 : VISION GET_OFFSET 'PRIJEMANJE' 
  : VR[2] JMP LBL[1] 
8 : CALL HAND_OPEN 
9 : VISION RUN_FIND 'ODLAGANJE' 
10: J  P[1] 100% CNT100 VOFFSET, VR[2] 
11: L  P[2] 350mm/sec FINE 
  : VOFFSET, VR[2] 
12: CALL HAND_CLOSE 
13: J  P[4] 100% CNT100 VOFFSET, VR[4] 
16: L  P[5] 350mm/sec FINE 
  : VOFFSET, VR[4] 
17: CALL HAND_OPEN 
18: J  P[6] 100% CNT100 VOFFSET VR[4] 
19: JMP LBL[99] 
[End] 
 
 
Razlaga programa: 
 
1: Oznaka vrstice. 
2: Premik robota v začetno pozicijo. 
3: Uporaba koordinatnega sistema orodja 1. 
4: Uporaba uporabniškega koordinatnega sistema 6. 
5: Oznaka vrstice. 
6: Zajemanje slike, iskanje objektov za prijemanje. 
7: Zapis pozicije najdenega objekta v vidni register [2]. Če objekt ni najden, program 
skoči nazaj na oznako vrstice [1] in ponovno zajame sliko. 
8: Odpiranje prijemala. 
9: Zajemanje slike, iskanje pozicije za odlaganje. 
10: Premik robota v pozicijo, ki je 75 mimimetrov nad objektom. Prijemalo je že pravilno 
orientirano glede na objekt. X in Y pozicija robota in vse rotacije so enake zapisani 
vrednosti v vidni register [2]. Spremenjena je le pozicija na Z osi, da gre robot lahko na 
pozicijo prijemanja objekta navpično navzdol. Če robot ne bi šel v to pozicijo, bi lahko 
trčil z objektom v primeru, da bi bil objekt na skrajnem levem ali desnem robu 
delovnega območja robota, saj bi moral priti na pozicijo prijemanja predmeta iz 
začetne pozicije pod prevelikim kotom. 
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11: Premik robota navpično navzdol na pozicijo prijemanja objekta.  
12: Zapiranje prijemala. Robot sedaj drži objekt. 
13: Navpičen premik robota z objektom navzgor za 75 mm. Premik je translatoren, objekt 
je orientiran enako kot na poziciji prijemanja. X in Y koordinati ter vse rotacije so 
enake zapisani vrednosti v vidni register [2]. Spremenjena je le pozicija na Z osi, da 
robot lahko gre na pozicijo nad višino ostalih objektov in z njimi ne trči.  
14: Zapis pozicije odloženega objekta v vidni register [4]. 
15: Premik robota na pozicijo, ki je 75 mm nad končno pozicijo odloženega objekta. 
Objekt je orientiran pravilno glede na končno pozicijo. X in Y koordinati ter vse 
rotacije so enake zapisani vrednosti v vidni register [4]. Spremenjena je le pozicija na Z 
osi, da robot lahko gre na pozicijo nad višino ostalih objektov in z njimi ne trči. 
16: Navpičen premik robota navzdol do končne pozicije.  
17: Odpiranje prijemala. 
18: Premik robota v pozicijo 75 milimetrov nad končno pozicijo.  
19: Skok na oznako vrstice [99]. S tem ukazom dosežemo, da se program izvaja ciklično.  
 
V programu uporabimo linearne (ang. linear L) in sklepne (ang. joint J) gibe robota. 
Sklepni gibi so veliko hitrejši, a manj natančni od linearnih. To uporabimo pri gibih do 
pozicij, ki so 75 mm nad objektom oz. pozicije odlaganja, saj tam ni potrebe po natančnem 
gibu. Pri tem gibu robot v bistvu ne gre v zapisano pozicijo, ampak jo le obvozi. Pri 
možnosti CNT se določi, koliko se približa točki. V tem primeru je nastavljeno 100% 
CNT100, kar pomeni, da se točki oddalji v velikem loku. Linearne gibe pa uporabimo pri 
navpičnih premikih robota navzdol, saj se tam zahteva natančnost pri premiku na pozicijo 
prijemanja oz. na pozicijo odlaganja objekta. Omejimo tudi hitrost na 350 mm/sekundo. 
Program se izvaja zaporedoma, od prve do zadnje vrstice. S črnim pravokotnikom je 
prikazano, na kateri vrstici se program trenutno nahaja. Ko robot preloži vse 3 objekte na 
končne pozicije, se program ustavi na vrstici 6, kjer zajema sliko in išče objekte. Sivi 
objekti so položeni na bel list papirja. Takrat kamera objekta ne zazna, saj je kontrast med 
objektom in njegovo podlago zelo slab. 
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4 Rezultati in diskusija 
Objekti in list papirja, na katerem so narisani vzorci za odlaganje objektov, so bili 
postavljeni povsem naključno na vidno območje kamere. Potrebno je bilo nastaviti 
ustrezen čas odprtja zaslonke, saj dnevna svetloba v prostoru vsak dan ni povsem enaka. 
Poleg tega pa na nastavitev časa odprtja zaslonke vpliva tudi pozicija celotne konstrukcije 
robota. To je bilo mogoče opaziti, ko smo robota premaknili za nekaj metrov in kamera 
objektov zaradi drugačne osvetlitve ni več zaznala.  
 
Robot se premakne do naključnega objekta na vidnem območju kamere in ga premakne na 
naključno pozicijo izmed treh, ki jih kamera zazna. Pri vsakem ciklu kamera zazna samo 
en objekt in en vzorec za odlaganje na končno pozicijo. V programu ni določeno, kateri 
objekt in kateri vzorec kamera najprej zazna, zato je vrstni red prijemanja in odlaganja treh 
objektov naključen. 
 
 
 
Slika 4.1: Začetne in končne pozicije objektov 
 
Ko je program pravilno deloval, smo ga lahko pognali v avtomatskem načinu. Na učni 
napravi premaknemo stikalo na OFF, zapremo kletko in na krmilniku nastavimo 
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avtomatski način. Nato na učni napravi pritisnemo »reset« in na krmilniku pritisnil »cycle 
start«.  
 
Cilj je bil dosežen, ko je robot vse tri naključno postavljene objekte zaporedoma premaknil 
na končne pozicije. Na sliki 4.1 vidimo, da objekti niso postavljeni povsem vzporedno 
drug na drugega. Razlogov za to je več. Objekti so izdelani s 3D tiskanjem in vsi trije niso 
povsem enaki. Valj, za katerega prime prijemalo, pri vseh treh objektih ni povsem 
pravokotno natisnjen glede na osnovno površino. Pri višjih hitrostih robota se objekti na 
končni poziciji lahko malo zavrtijo, zaradi česar končna pozicija ni povsem natančna. 
Prijemalo objektov ne prime povsem na sredini. Razlog tega je majhna človeška napaka pri 
umeritvi kamere. Tako se pri prijemanju ena stran prijemala objekta dotakne prej kot druga 
in ga premakne.  
 
 
 
Slika 4.2: Pozicija najdenega objekta 
 
Na levi strani slike 4.2 vidimo pozicijo robota v točki prijemanja objekta. Na desni strani 
slike 4.2 pa vidimo koordinate objekta, ki ga je zaznala kamera. Koordinati sta določeni 
glede na uporabniški koordinatni sistem 6, kateri je uporabljen za umeritev kamere. 
Vidimo, da sta koordinati X in Y praktično enaki, kar pomeni, da je kamera dobro 
umerjena. Koordinata Z pa je vnešena ročno. Postavljena je 25 milimetrov pod ravnino 
uporabniškega koordinatnega sistema, saj je ravnina uporabniškega koordinatnega sistema 
določena nad višino objekta. Ob zajemu slike s kamero se v vidni register zapiše tudi 
rotacija objekta. Okoli X in Y osi (rotaciji W in P) objekt ni zarotiran, okoli Z osi (rotacija 
R) pa je. Ta rotacija je določena ročno na učni napravi. Z robotom se premaknemo na 
točko prijemanja objekta in prijemalo zarotiramo tako, da je orientirano vzporedno z 
dvema robovoma objekta. Tudi ta kooridnata ne odstopa veliko od vrednosti, ki je zapisana 
v vidni register. Pri operaciji odlaganja objekta je vse storjeno na enak način. 
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5 Zaključki 
V diplomskem delu je predstavljena operacija primi-položi z robotom Fanuc LR Mate 
200iD/4S. Za zaznavanje objektov in vzorcev, ki predstavljajo njihove končne pozicije 
smo uporabili kamero XC-56, ki jo je bilo potrebno umeriti, določiti ustrezno osvetlitev in 
vzpostaviti povezavo med koordinatnim sistemom kamere in uporabniškim koordinatnim 
sistemom. Ko je kamera zaznala objekte in njihove končne pozicije, je robot dobil signal, 
da se premakne na ustrezno pozicijo. 
 
1) Z robotom Fanuc LR Mate 200iD/4S Mate smo zasnovali sistem za pobiranje in 
odlaganje objektov s pomočjo kamere. Kamera je zaznala objekt in vzorec, ki prikazuje 
njegovo končno pozicijo. Robot je dobil signal, da se premakne na pozicijo objekta, ga 
prime in prenese na njegovo končno pozicijo.  
 
2) Pokazali smo, da se z uporabo slikovnega sistema operacija primi-položi lahko izvede 
na zelo enostaven način. V programskem okolju iRVision lahko na enostaven način 
določimo objekte, za katere želimo, da jih kamera prepozna. Objektu je potrebno 
določiti njegovo poudarjeno območje, masko in središče. Nastaviti je potrebno ustrezen 
čas odprtja zaslonke, da je ob zajemu slike kontrast med objektom in njegovim 
ozadjem jasno razviden. 
 
3) Dobljeni rezultati pomenijo, da je bila naloga korektno izvedena, saj je robot naključno 
postavljene objekte preložil na končne pozicije. Vsi trije objekti niso povsem enaki, 
zato njihove končne pozicije niso povsem natančne. Valj, za katerega prime prijemalo 
ni povsem pravokoten glede na osnovno ploskev objekta, zato prijemalo objekt včasih 
prime nekoliko postrani. Prijemalo se objekta ne dotakne z obeh strani hkrati. En prst 
prijemala se objekta dotakne prej kot drug in objekt že pred prijemom nekoliko 
premakne. Razlog tega je manjša napaka, ki se pojavi pri umeritvi kamere. 
 
4) Ugotovili smo, da je kamera v industrijski avtomatizaciji zelo uporabna. Slikovni 
sistemi so namreč v veliko pomoč pri zaznavanju objektov in njihovih končnih pozicij. 
Kamera je objekte zaznala in zapisala njihovo pozicijo v koordinatni sistem kamere. 
Pozicija se nato transformira v uporabniški koordinatni sistem in zaradi dokaj natančne 
umeritve kamere se robot premakne na pozicijo objekta. 
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Robot se je do sedaj na fakulteti uporabljal za dokaj enostavne gibe. Z uporabo kamere je 
bil narejen bolj zapleten program, ki prikazuje gibanje robota glede na zajeto sliko iz 
kamere. 
 
 
Predlogi za nadaljnje delo 
 
Za nadgraditev te diplomske naloge obstaja veliko možnosti. Kamera bi lahko zaznavala 
objekte, katerih ravnina ne bi bila pravokotna na optično os kamere. Zelo zanimivo bi bilo 
tudi delo s premikajočimi objekti, kjer bi bila kamera nameščena zraven prijemala. Kamera 
bi se premikala skupaj z vrhom robota in sproti dajala informacije o poziciji objektov. 
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