Let P be a set of n random points chosen uniformly in the unit square. In this paper, we examine the typical resolution of the order type of P . First, we show that with high probability, P can be rounded to the grid of step 1 n 3+ without changing its order type. Second, we study algorithms for determining the order type of a point set in terms of the the number of coordinate bits they require to know. We give an algorithm that requires on average 4n log 2 n + O(n) bits to determine the order type of P , and show that any algorithm requires at least 4n log 2 n − O(n log log n) bits. Both results extend to more general models of random point sets.
Introduction
An order type is a combinatorial abstraction of a finite point configuration. Informally, the order type of a planar point set P records for every triple in P the orientation (clockwise or counterclockwise) of the triangle that they form. This information already determines which subsets of P are in convex position and which pairs of elements of P form intersecting segments; hence, the order type encodes the convex hull, the convex pealing structure, the triangulations of P , or, for instance, which graphs admit straight-line embeddings with vertices mapped to P .
In this paper, we study "how much randomness" is contained in the order type of random point sets, for instance uniform samples of the unit square. We make the meaning of this question clear right after recalling some background.
Context
Let us briefly recall the notions of order type and the topic of their random generation.
Definitions. The orientation of a triple (a, b, c) ∈ (R 2 ) 3 is the sign of the determinant
where a x is the x-coordinate of a, etc. This sign is −1 if the triangle abc is oriented clockwise, 0 if it is flat, and 1 if it is oriented counterclockwise. Two sequence P = (p 1 , p 2 , . . . , p n ) ∈ (R 2 ) n and Q = (q 1 , q 2 , . . . , q n ) ∈ (R 2 ) n have the same chirotope if for every indices i, j, k the triples (p i , p j , p k ) and (q i , q j , q k ) have the same orientation. A related notion is for two finite subsets P and Q of R 2 to have the same order type, meaning that there exists a bijection f : P → Q that preserves orientations. Having the same order type (resp. chirotope) is an equivalence relation, and an order type (resp. chirotope) is an equivalence class for that relation. An order type or chirotope is simple if it can be realized without three collinear points. These definitions extend readily to R d , but in this paper, we are only interested in planar, simple point sets.
Depending on the context, we will work with chirotopes or with order types. The questions we are interested in are usually oblivious to the labeling of the points, but our methods for addressing them do make explicit use of that labeling. The two notions are related, since an order type of size n corresponds to at most n! chirotopes, possibly fewer if some bijections of the point set into itself preserve orientations. We nevertheless phrase our questions in terms of order types, but state our results in terms of chirotopes for the sake of precision.
Enumerating order types. There are finitely many order types of size n, so, in principle, some properties of planar point sets of small size can be studied by sheer enumeration of order types. Here is an example, coming from geometric Ramsey theory, of such a "constant size" question. Gerken [6] proved that any set of at least 1717 points in the plane without aligned triple contains an empty hexagon: six points in convex position with no other point of the set in their convex hull. The largest known point set with no empty hexagon, of size 29, has not been improved for decades [10] .
In practice, order types were enumerated (up to possible reflexive symmetry) up to size 11 by Aischolzer et al. [1] . They used their database for instance to establish sharp bounds on the minimum and maximum numbers of triangulations on 10 points, a very finite result that they could bootstrap into an asymptotic bound. The number of order types of size n does, however, quickly become overwhelming as n increases: it reaches thousands of billions already for n = 11, and grows at least as n 3n+o(n) since the number of chirotopes grows as n 4n+Θ(
It is thus unlikely that the order type database will be extended much beyond size 11, and the geometric Ramsey theory problem above seems out of reach of enumerative methods.
Sampling order types. When a configuration space is too large to be enumerated, it is natural to try and explore it by random sampling. Two desirable properties of a random generator of order types are that it be both efficient (a random order type can be produced quickly, say in time polynomial in n) and reasonably unbiased (it will explore a reasonably large fraction of the space of order types). Satisfying both requirements may be challenging because of two properties of order types. On the one hand, order types enjoy small combinatorial encodings, even of subquadratic size [4] , but the set of order types is difficult to describe: already deciding membership is NP-hard [11] . On the other hand, order types can be manipulated through point sets realizing them, so that one needs not worry about remaining in the space of order types, but there are order types of size n for which any realization requires 2 Ω(n) bits per coordinate [8] . In fact, little seems known already on the following question. Let m n be a sequence of positive integers with m n → ∞, and let µ n be a probability measure on the set of order types of size m n . Say that {µ n } n∈N exhibits concentration if there exists for each n a set S n of order types of size m n such that S n contains a proportion n → 0 of all order types, while µ n (S n ) → 1. In other words, µ n and the uniform measure on order types of size m n are "asymptotically singular".
Open problem 1. Does there exist a sequence of measures µ n on order types of size n such that (i) no subsequence exhibits concentration, and (ii) a random order type of size n according to measure µ n can be produced in time polynomial in n?
It is easy to produce a random order type by first generating a random point set, then reading off its order type. In this paper, we study some of the properties of these random generation methods. Let us stress that it is not clear how the probability distribution on point sets translates into a probability distribution on order types. Naturally, when sampling points independently and from a probability distribution whose support has non-empty interior, every order type appears with positive probability. Indeed, every order type can be realized on an integer grid, and order types are unchanged under rescaling and sufficiently small perturbation. One may nevertheless expect some bias, if only because some order types require exponential precision for their realization [8] and are therefore much more brittle than others. In fact, for order types of small size, bias is unavoidable [7, Prop. 2].
Questions
We are interested in "how much randomness" there is in the order type of n random points. Formally, we consider two questions:
1. Can we simulate this distribution of order types efficiently, given access to a source of unbiased random bits? (Here we assume a discrete model of computation (e.g., a Turing machine), not the real-RAM machine customary in computational geometry.)
2. How biased is the resulting (induced) distribution on order types?
The answers may of course depend on the distribution chosen for the point sets, and we are interested in this dependency. We elaborate on these questions before stating our results.
Algorithmic reformulation. Recall that any real r ∈ [0, 1] has a binary development of the form 0.r 1 r 2 . . . with r i ∈ {0, 1}, so we can identify r with the sequence r 1 r 2 . . . ∈ {0, 1} N . (In particular, the real 1 is identified with the sequence 1 N ; for dyadic reals, which have two representations, we can choose any.) Our first question has the following algorithmic counterpart. We are given a random point set contained in the unit square (this is not a restriction since order types are invariant under rescaling), in the form of 2n infinite binary strings, one per point coordinate. We can read the coordinates, but it has a cost; specifically, accessing the next bit in one of these strings has unit cost, and any other computation is considered free. How efficiently can we (on average) determine the order type of these n points?
Bias. We built some intuition on the second question by running a basic experiment (see Appendix A for details): we picked sets of 10 random points in the square [1, 2] 2 and read off their order types. A billion repetitions produced only about 10 million different order types (out of the 28.6 million 1 order types of size 10), and a very small fraction of these order types (namely, about 63 thousands of them) represent 99% of the samples. This experiment is very rudimentary (e.g. we used floating point coordinates, a standard pseudo-random generator, etc.) so its results should be considered with care; it nevertheless reveals that in practice also, the random generation of diverse order types does require some care.
Results
We present here some results on the chirotope of certain random point sets. For the sake of clarity, we state and prove our results for a uniform sample of the unit square, understood as a sequence of random points chosen independently and uniformly in [0, 1] 2 . We comment in Section 5 to what extent our methods generalize. We write log to mean the logarithm of base 2.
First, we give near-tight lower and upper bounds on the expected number of bits needed to determine the chirotope.
Theorem 2. Let P be a uniform sample of the unit square of size n.
(i) Any algorithm that determines the chirotope of P reads on average at least 4n log n − O(n log log n) coordinate bits.
(ii) There exists an algorithm that determines the chirotope of P by reading on average 4n log n + O(n) coordinate bits.
As a byproduct of the proof of Theorem 2, we obtain that the typical "resolution" of the chirotope of uniform samples of [0, 1] 2 is polynomial. We define the resolution of chirotope ω to be the smallest integer m such that ω can be realized on a m × m regular grid. This parameter is related to the intrinsic spread studied by Goodman et al. [8] as noted by them. We prove that with high probability, a uniform n-sample of the unit square has resolution no more than n 3+ . More precisely:
Theorem 3. Let 0 < < 1. Let P be a uniform sample of size n of the unit square. With probability at least 1 − O (n − ), P can be rounded to the regular grid of step n −3− without changing its chirotope.
Do most chirotopes have resolution O n 3+ ? If not, then Theorem 3 reveals some bias in the probability distribution of the order type of a uniform sample of the unit square. The best bounds that we are aware of, due to Caraballo et al. [3] , do not settle this question: they only assert that the number of chirotopes of resolution n −3− is at least n 3n−O(n log log n/ log n) , whereas the number of chirotopes is n 4n+Θ( n log n ) .
We prove our two theorems in two steps. First, Section 2 answers the questions listed above for an arbitrary point set P in terms of two statistics (L and U ) of that point set. Sections 3 and 4 then make a probabilistic analysis of these statistics for our random point sets.
Setup
In this section, we do not make any probabilistic assumption, and let P be an arbitrary set of n points in the unit square, no three aligned. Grids and orientations. We use the following relation between grids and orientations. Consider three points in [0, 1] 2 , and assume that we know only which cells of G m they lie in (that is, we know the first k bits of each coordinate). Refer to Figure 1 . If these three cells cannot be intersected by a line, then the orientation of the three points can be determined solely from these 6k bits.
Upper bounds. The algorithm that we propose for Theorem 2 (ii) refines greedily the coordinates of a point involved in a triangle with undetermined orientation, until the chirotope can be determined. We start with no bit read, so we only know that all points are in the unit square. At every step, we select one point and read one more bit for both of its coordinates. So, at every step of the algorithm, we know for each point some grid cell that contains it; the resolution of the grid may of course be different for every point. The selection is done greedily as follows:
Find three pairwise distinct indices a, b, c such that the cells known to contain p a , p b , p c can be intersected by a line, and select one among these points known to the coarsest resolution. We break ties arbitrarily, so this is perhaps a method rather than an algorithm. By definition, when the algorithm stops, the chirotope of P can be determined from the precision at which every point is known. The algorithm does not stop if P contains three aligned points. The fact that it stops if no three points in P are aligned may be clear; formally, it can be seen via the following statistic. The number U (i) is well-defined if p i is not aligned with any two other points of P , otherwise we let U (i) = ∞. Statistic U (·) bounds from above the complexity of our algorithm on an input P , as measured by the number of bits read. In particular, this implies that our algorithm terminates if P has no aligned triple.
Lemma 5. In the greedy algorithm above, independently of how ties are resolved, for every i ∈ [n], at most U (i) bits are read from each coordinate of p i .
Proof. Assume that at some point in the algorithm, we read the kth bit of both coordinates of point p i . To read these bits, our selection method requires that there exist a, b ∈ [n] \ {i} such that:
(1) in {p a , p b , p i }, p i is one of the points known at coarsest resolution, (2) there exists a line intersecting the cells known to contain p a , p b , and p i .
Condition (1) ensures that for each of {p a , p b , p i }, the cell known to contain the point is contained in a cell of
The statistic U (·) also controls the resolution of P .
Corollary 6. The resolution of P is at most 2 maxi U (i) .
Proof. Let m = 2 maxi U (i) . When the algorithm terminates, every orientation is determined. Thus, by Lemma 5, knowing, for every 1 ≤ i ≤ n, the first U (i) bits of each coordinate of p i , determines the chirotope of P . Hence, the chirotope of P remains unchanged if we move every point of P to the center of the cell in G m that contains it. This provides a realization of the order type of P on a grid of size m × m.
Lower bounds. We also introduce the following statistic. Definition 7. Let L(i) denote the smallest k such that at least one horizontal or vertical segments of length
The statistic L(·) bounds from below the complexity of any algorithm determining the chirotope of P .
Lemma 8. Any algorithm that determines the chirotope of P must read, for every i, at least L(i) − 1 bits of each coordinate of p i .
Proof. Assume that we know k bits of the x-coordinate of the point p i . The set of possible positions for p i then contains a horizontal segment S of length 2 −k containing p i ; in fact, it would be exactly such a segment if we knew the y-coordinate of p i to infinite precision.
By definition of L(i), the two horizontal segments of length 2 −(L(i)−1) starting in p i both intersect some line p a p b with a, b ∈ [n] \ {i} (the lines are different for the two segments). If 2
, then the segment S contains at least one of these horizontal segments, and is also intersected by some line p a p b with a, b ∈ [n] \ {i}. Since the possible positions of p i contain S, this means that the bits read so far from p i do not suffice to determine the orientation of the triple (p i , p a , p b ), even if p a and p b were known to infinite precision.
Conversely, if an algorithm that determines the chirotope of P reads k bits from the x-coordinate of p i , then we must have 2
The same argument applies to the y-coordinate of p i .
From here... So the minimal number of bits required to determine the chirotope of P is at least 2 n i=1 (L(i)−1) and at most 2 n i=1 U (i). Note that our lower bound holds for any algorithm that determines the chirotope, provided it reads the bits of each coordinate in order, starting from the most significant. It is in particular not assumed that the algorithm always reads as many bits of the two coordinates for a given point, although our proposed algorithm does respect this condition.
We do not know how far apart 2 n i=1 (L(i) − 1) and 2 n i=1 U (i) can be in the worst case but we show, in the next sections, that when P is a uniform sample of the unit square, the expectations of L(i) and of U (i) are equal up to the first order.
3 Analysis of U (1) for a uniform sample of the unit square Proof. Note that the bound holds trivially if p and q are in the same cell (δ(p, q) = 0) or in adjacent cells (δ(p, q) = 1/m). Otherwise, the butterfly B m (p, q) consists of two parts: a strip S m (p, q) and the union T m (p, q) of four triangles (shaded in, respectively, green and blue in Figure 2 ). We have and whose height h is at least
Butterflies
(the two kinds of triangles have blue and red boundaries in Figure 2 ).
Letting u and v denote the scaling factors, the areas of the two homothetic triangles sum to
. Since the scalings turn the height of the reference triangles to two lengths that sum to 2 at most √ 2, we have
and one pair of homothetic triangles contributes at most 
Distribution of U (1)
We now analyze the distribution function of the random variable U (1). Recall that the randomness here refers to the choice of the random points p 1 , p 2 , . . . p n , which are taken independently and uniformly in [0, 1] 2 .
Proof. We have:
The geometry of B 2 k (p 1 , p 2 ) depends on the distance between the centers of the cells that contain p 1 and p 2 . We therefore condition on the cell containing p 1 , then sum the contributions of the cell containing p 2 by distance to the cell containing p 1 . Accounting for boundary effects, for any 1 ≤ t ≤ 2 k there are at most 8t cells whose center lies at a distance between t2 −k and (t + 1)2 −k from a given cell. We thus have
The statement trivialy bounds a probability by something greater than 1 for k ≤ 5. For k ≥ 6, the final term is at most 57n2 −k .
We can extract an upper bound on the expectation of U (1):
Proof. By definition we have
For the first 2 log n + 6 terms, we use the trivial upper bound of 1 and for the remaining terms we use the upper bound of Lemma 10:
Altogether it comes that E [U (1)] ≤ 2 log n + 8.
Proofs of Theorems 3 and 2 (ii)
The above analysis of U (1) suffices to prove Theorems 3 and 2 (ii). Again, let P be a uniform sample of size n of the unit square. We first prove that with probability at least 1 − O (n − ), the points of P can be rounded to the regular grid of step n −3− without changing the chirotope.
Proof of Theorem 3. By Corollary 6, the resolution of P is at most 2 maxi U (i) . By union bound, we have
so for k = (3 + ) log n we have
and the statement follows with Corollary 6.
8
We next prove that our greedy algorithm for deciding the chirotope of P reads on average at most 4n log n + O(n) coordinate bits.
Proof of Theorem 2 (ii)
. By Lemma 5, our greedy algorithm reads at most U (a) bits from each coordinate of point p a . Thus, using Lemma 11, the average number of bits used by our algorithm is at most:
This proves the statement.
Analysis of L(1) for uniform samples of the unit square
Our approach is to look for lines passing close to p 1 , as such lines are likely to force L(1) to be large. To do so, we divide the plane into some number of angular sectors around p 1 ( Figure 3 ) and define a blue disk of center p 1 and radius 0.2 and a red annulus with center p 1 and radii 0.3 and 0.4. This discretizes the problem, as if we find two points of P in the blue and red parts of the same or nearby sectors, then they must span a line passing close to p 1 . To turn this idea into a lower bound on L(1) we must take care of a few issues; we do this in sections 4.1 to 4.3 and establish:
Lemma 12. For every x > 1, there exists c > 0 such that P [L(1) ≥ 2 log n − x log log n] is at least 1 − 2 −cn .
The proof of Lemma 12 is somewhat technical due to some dependency between the random variables involved. Before we get to that, let us see how it can be used.
Proof of Theorem 2(i). From Lemma 12, we get the following lower bound on the expectation of L(1).
Corollary 13. For n large enough, E [L(1)] is at least 2 log n − 2 log log n.
Proof. As spelled out in the proof of Lemma 11, E
Note that P [L(1) > k] decreases with k. Lemma 12 for x = 3 2 implies that the first 2 log n − 3 2 log log n terms are at least 1 − 2 −cn for some constant c > 0. Keeping only these terms, we get
For n large enough, 2 −cn+1 log n < 1 2 log log n and the statement follows. Theorem 2(i) now follows from Lemma 8 and Corollary 13: all n variables L(i) have the same expectation, and any algorithm that determines the chirotope of P must read at least a total of 2( i L(i) − 1) = 4n log n − O(n log log n) coordinate bits.
Discretization
Let us come back to the proof of Lemma 12. First, if p 1 is close enough to the boundary of [0, 1] 2 , then parts of the red and blue regions will be outside of [0, 1] 2 and cannot contain any point of P . We handle this by considering the 4 diagonal directions (±1, ±1), and picking the one in which the boundary is the furthest away from p 1 . Now, in the cone of half-angle π/8 around that direction, the red and blue parts are contained in the unit square. Letting 8s denote the total number of sectors, we therefore focus on the s sectors around that direction. For the rest of this section, we assume that this direction is (1, 1) as illustrated in Figure 3 ; the three other cases are symmetric. We label B 1 , B 2 , . . . B s (resp. R 1 , R 2 , . . . R s ) the intersection of each of our angular sectors with the blue disk minus p 1 (resp. the red annulus), in counterclockwise order. Next, finding a line close to p 1 is not enough: to ensure that L(1) > k, we need to find lines that intersect all four horizontal and vertical segments of length 2 −k with endpoint p 1 . To do that, we look for lines (br) where b ∈ B i and r ∈ R i+1 . This shift in indices ensures that the line (br) is close to p 1 and passes below p 1 : indeed, r and b are respectively above and below the ray from p 1 that is a common boundary of B i and R i+1 . Similarly, finding some points b ∈ B i and r ∈ R i −1 will provide a line (b r ) passing close to p 1 and above it; together, these two lines will intersect all four horizontal and vertical segments that have p 1 as an endpoint.
From here, two tasks remain: quantify the lower bound on L(1) that comes from finding such indices i and i , and estimate the probability that such indices exist. We do that in the next two subsections.
Geometric analysis
We now formulate the lower bound on L(1) afforded by the collisions that we want. We focus on a pair b ∈ B i and r ∈ R i+1 that yields the line below p 1 , as the other pair is symmetric.
Since we consider what happens around the direction (1, 1), the line passing below p 1 will have to intersect both the horizontal segment with p 1 as leftmost point and the vertical segment with p 1 as topmost point. Note, however, that any line (br) that we consider has slope at least tan 
A balls-in-bins analysis
We now prove Lemma 12. Since we are interested in the probability that L(1) be at least 2n log n (minus some change), we use Corollary 15 with s = n 2 log x n and x > 1.
Proof idea. We want to bound from below the probability that there exist a, b ∈ [s] such that each of B a , R a+1 , B b , and R b−1 is hit by P . For i ∈ [s] and j ∈ [n − 1] we define the following random variables:
(Note that, for a better bookkeeping, we index the events associated with p j by j − 1 because p 1 is already chosen.) In plain english, X i is the indicator variable that B i is nonempty, and X counts the number of non-empty regions B i . (The Y • variables do the same for the regions R i .) The definition of the regions ensures that each is fully contained in the unit square, that all B i have the same area, and that all R i have the same area. So all the {X i,j } i,j are identically distributed, and so are the {Y i,j } i,j , the {X i } i , and the {Y i } i . Remark, however, that for fixed j, any subset of {X i,j } i ∪ {Y i,j } i is dependent as its sum is zero or one. Conditioned on the fact that a point lands in a red cell, that red cell is chosen uniformly among the s red cells. Thus, conditioning on the values of X and Y , we have
Indeed, all but at most one of the occupied blue cells are next to a red cell which, if occupied, makes the event true. If the random variables involved were all independent, we could use the Chernoff-Hoeffding concentration bound to bound from below with high probability the values of X and Y . As explained above, however, we have to deal with some dependencies. Also, Inequality (1) takes care of only half of the condition formulated by Corollary 15. ] are independent, so we have
Laws of the random variables.
the first and second inequalities coming, respectively, from the facts that for every t ≥ 0 we have 1 − t ≤ e 
Finally, since the X i are identically distributed, and so are the Y i , we have
Negatively associated random variables. The variables {X i,j } i are negatively dependent in the sense that when one is 1, the others must be 0. Formally, they can be shown to be negatively associated. We do not elaborate on this notion here, but refer to the paper of Dubhashi and Ranjan [5] from which we highlight the following points:
• Any finite set of 0 − 1 random variables that sum to 1 is negatively associated [5, Lemma 8] . So, the set {X i,j } i ∪ {1 − i X i,j } is negatively associated.
• Any set of increasing functions of pairwise disjoint subsets of negatively associated random variables forms, again, a set of negatively associated random variables [5, Proposition 7] . Thus, each of the sets
, and {Y i } i∈ [s] consists of negatively associated random variables.
• The Chernoff-Hoeffding bounds apply to sums of any set of negatively associated random variables [5, Proposition 5] . Applying [9, Theorem 4.2] for δ = 1 2 for instance yields 
which is exponentially close to 1. We thus bound from below
and concentrate on the conditional probability.
Bichromatic birthday paradox. The probability P We now pick the r red regions to be occupied.
Let E + (resp. E − ) denote the event that a region of T + (resp. T − ) has been chosen among the r red regions. Pretend, for the sake of the analysis, that we choose the red regions one by one. If none of the first i regions chosen is in T + , then next one has to be picked from the s − i unpicked regions, at least b − 1 of which are in T + . Thus,
Using a symmetric argument for T − and applying a union bound, we get
, both b and r are Θ(n) = o(s). Taking logarithm and using
Simpson's approximation formula, which asserts that log(N !) = N log(N ) − N + O(log N ), we get
Now in the regime we are looking at, we have b = c 1 n/2 − O (log x n), r = c 2 n/2 − O (log x n), and s = n 2 log x n . Taking first order Taylor expansions, our bound rewrites as
provided we have x > 1. Hence, f (r, b) = 1 − exp(Θ(log(n) x )). Altogether, we get that P [O|G] is exponentially close to 1. Since P [G] is also exponentially close to 1, we finally get that our event O holds with probability exponentially close to 1. With Corollary 15, this proves Lemma 12.
Perspectives
We stated and proved our main results (Theorems 2 and 3) for a uniform sample of the unit square. The careful reader may observe, however, that we have taken care to separate the geometric from the probabilistic arguments. Although the multiplicative constants of the leading terms in the end-results matter (we want both E [U (i)] and E [L(i)] to equal 2 log n at first order), the multiplicative constants in the geometric arguments do not matter:
• Lemma 9 needs only establish an upper bound of O( 1 mδ(p,q) ) for Lemma 10 to yield that
• If the blue disk and red annulus are scaled by a constant factor, Lemma 14 still holds with ↓ π 2s replaced by ↓ Θ( 1 s ) ; this changes the choice of s in Section 4.3 to s = Θ n 2 log x n , which changes only at which exponential speed the probability that L(1) ≥ 2 log n − O(log log n) converges to 1.
• More generally, the lower bound on L(1) should work for any probability measure for which one can prove a uniform lower bound of Ω(1/s) for the probabilities of the individual blue and red regions.
It should therefore be clear that the same analysis, with different constants, holds for a variety of more general probability distributions for the points; examples include the uniform distribution on any bounded convex domain with non-empty interior, or even any distribution on such a convex set with a density that is bounded away from 0.
Before examining too closely what other distributions can be handled by our arguments, it would perhaps be interesting to determine tighter upper bounds on the difference between the U (i) and L(i) statistics in the deterministic setting. This would quantify the amount by which our algorithm overshoots in the worst-case. We currently have no result in this direction.
Another question is whether completely different random point sets would produce order types with typical resolution much higher than that given by Theorem 3. We plan experimentations with determinantal point processes.
A Some experimental data
Let us give some details on the experiment mentioned in the introduction.
Disclaimer. Let us stress that this is provided as contextual evidence, and nothing more. We do not claim that it meets any experimental standard; for example we did not measure precisely computation times, etc. We hope nevertheless that it gives some idea of the practical limitations one faces when trying to explore order types via random sampling.
Setup. We produced a billion sets of 10 points and recorded the empirical frequencies of their order types. In practice, we recorded the empirical frequencies after every 10 millions point sets. In our experiment, every order type is identified via a signature (see below). We represent our points' coordinates with double precision floating point numbers (long double in C++). The mantissa has 52 bits, while 16 suffice to represent any order type of size 10 (c.f. Aicholzer et al. [1] ).
Order type signature. Given a set P of n points, consider all n! possible labelings of these points by 1, 2, . . . , n. For each labeling σ, contruct the word w(σ) = 2a 1,1 a 1,2 . . . a 1,n−2 1a 2,1 a 2,2 . . . a 2,n−2 1a 3,1 a 3,2 . . . a 3,n−2 . . . 1a n,1 a n,2 . . . a n,n−2 where 1a i,1 , a i,2 , . . . are the labels of the points in circular CCW order around the ith point, starting from the first point (or from the second point when turning around the 1st point). The lexicographically smallest word w(σ) characterizes the order type of P . It can be computed in time O(n 3 ) by observing that one needs only examine the labellings where 1 and 2 are consecutive on the convex hull, and the other points are labelled in CCW order around 1 following 2. (The geometric computations are done using CGAL's Exact predicates inexact constructions kernel.)
Pseudo-random generation. We generated our point sets by picking the coordinates of each point in [1.0, 2.0], so that the precision is the same everywhere. We used the pseudo-random generators of the standard C++ library:
std::random device rd; std::mt19937 64 gen(rd()); std::uniform real distribution<double> dis(1.0, 2.0); Then we produced each point's coordinate by a call to dis(gen).
Order types of size 10. Aicholzer et al. [1] counted 14 309 547 order types of size 10 up to reflection; that is, they identify the order type of a point set with the order type of the reflection of that point set with respect to a line. We examined every realization in their database and checked whether reflecting the points (horizontally) yields the same order type; this happened for 13 064 of the realizations. So, the total number of order types of size 10 is 28 606 030.
Some results. Our one billion point sets produced 10 920 123 distinct order types, of which 2 476 184 were only seen once and the 7 most frequently found were seen respectively 563 409, 375 833, 374 657, 299 907, 277 054, 276 609 and 248 045 times. The following tables give some more general overview of these data. Table 2 : Proportion s of all order types discovered over our billion trials that suffice to make up a percentage p of the trials: half of the trials produce a fraction of only 1 8000 of the order types seen, and slightly more than 0.58% of the order types seen account for 99% of the trials.
