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Abstract. In molecular biology and other subfields of biology one can
encounter many machine learning problems where the goal consists of
predicting relations or interactions between pairs of objects. In this ar-
ticle we elaborate on three applications that represent such a learning
scenario: predicting functional relationships between enzymes in bioin-
formatics, predicting protein-ligand interactions in computational drug
design and predicting heterotroph-methanotroph interactions in micro-
bial ecology. All three case studies are analyzed using an extension of a
general kernel-based framework that we proposed recently. From a math-
ematical perspective, we both consider monadic and dyadic relations, and
we use Kronecker product feature mappings to couple feature represen-
tations of paired objects, which correspond to vertices in a graph.
1 Introduction
Relational data can be observed with many faces in systems biology: interactions
between proteins, regulation between genes, binding of chemical compounds, etc.
Usually such data cannot be appropriately analyzed with traditional methods for
vectorial data. In this article we discuss the challenges that occur when trying to
predict relations between objects from feature representations of those objects.
To make this more precise, let us first introduce the three case studies that we
will consider:
– As a first application we consider the problem of ranking a database of en-
zymes according to their catalytic similarity to a query protein. This catalytic
similarity, which serves as the relation of interest, represents the relationship
between enzymes w.r.t. their biological function. For newly discovered en-
zymes, this catalytic similarity is usually not known, so one can think of
trying to predict it using machine learning algorithms and kernels that de-
scribe the structure-based or sequence-based similarity between enzymes.
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– In a second application we also use a protein query, not against a database of
proteins but for finding ligands that can bind the protein with high affinity.
Extracting relevant features for these two types of molecules, this framework
could serve as a post-processing method for docking algorithms, greatly aid-
ing drug design. From a technical standpoint, this problem differs from the
previous one. Relations are here dyadic instead of monadic, since two differ-
ent types of objects are considered.
– A third application originates from the field of microbial ecology, where it is
known that bacteria form complex ecological networks, exchanging metabo-
lites, nutrients and information. More specifically, the interaction between
methanotrophic bacteria and heterotrophic bacteria forms a key interest for
biologists. The question we are interested in is how different kinds of each
group influence each others growth. In wet lab experiments different com-
binations of both groups are incubated and their mutual growth density is
measured. We construct a model that ranks the bacteria of one group for
their predicted cooperation with our reference bacteria from the other func-
tional group. As features we use a metabolic and phylogenetic representation
of the different organisms. This model could give environmental technologists
a powerful tool for synthetic ecology.
From a machine learning perspective, the above three applications have a
lot in common, and the learning scenario can be formally summarized as fol-
lows. Given a dataset of known relations between pairs of objects and a feature
representation of these objects in terms of variables that might characterize the
relations, the goal usually consists of inferring a statistical model that takes two
objects as input and predicts whether the relation of interest occurs for these
two objects. Moreover, since one aims to discover unknown relations, a good
learning algorithm should be able to construct a predictive model that can gen-
eralize towards unseen data, i.e., pairs of objects for which at least one of the
two objects was not used to construct the model. As a result of the transition
from predictive models for single objects to pairs of objects, new advanced learn-
ing algorithms need to be developed, resulting in new challenges with regard to
model construction, computational tractability and model assessment.
As relations between objects can be observed in many different forms, this
general problem setting provides links to several subfields of machine learning,
like statistical relational learning [1], graph mining [2], metric learning [3] and
preference learning [4]. More specifically, from a graph-theoretic perspective,
learning a relation can be formulated as learning edges in a graph where the nodes
represent information of the data objects; from a metric learning perspective,
the relation that we aim to learn should satisfy some well-defined properties like
positive definiteness, transitivity or the triangle inequality; and from a preference
learning perspective, the relation expresses a (degree of) preference in a pairwise
comparison of data objects.
Our methods are based on generating a joint feature representation of pairs
of objects by using the Kronecker product pairwise kernel (KPPK). In the most
simple case, methods such as regularized least squares can then be used to make
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predictions on pairs of objects. It can be shown that the KPPK can learn any
arbitrary relation [5], though it is not guaranteed to be the most optimal kernel.
By using kernels we can deal with complex data structures such as sequences,
graphs and trees, which are frequently encountered in systems biology.
When the ranking error is optimized, the above framework can be used for
conditional ranking. Here a set of objects are ranked, conditioned on another
object, the query. This means we are now treating the problem as a kind of
information retrieval setting where we want to find the most relevant objects.
We explore several performance measures such as the ranking error, mean aver-
age precision, ROC and CROC curves, to find the most meaningful evaluation
criterion for a particular problem.
Despite clear connections with (fuzzy) logic and statistical relational learn-
ing, our framework differs substantially differs from existing logical or relational
learning papers. In our setting we assume that there is an underlying relation
such as similarity of enzymes or binding affinity of molecules defined between
the data points. The values for this relation are observed between some, or in
some cases, between all the training data points. The relation to be learned is
based directly on this underlying relation. In contrast, existing frameworks such
as [6–11] typically consider relational and logical information as additional in-
formation, rather than as the direct source of the labels. That is, the relational
graph as such does not define the rankings over the training data points, but
simply provides us with additional information about the relationships between
the data points.
2 A general framework for learning relations
2.1 Using pairs of objects as instances
Relational learning is equivalent to inferring labels on edges between vertices of
a graph. When considering relations between two objects one can define monadic
and dyadic relations. The former only deals with objects of the same ’type’, for
example inferring interactions between proteins, as depicted in Figure 1. The
dyadic setting on the other hand treats prediction about a pair of objects of a
different type, for example whether a small molecule can bind a protein. This
setting can be viewed in Figure 2. Let Q(v, u) denote a binary relation on an
object space V × U , then one can distinguish the following basic settings [5]:
– Crisp relations, when Q : V × U → {0, 1}, this corresponds to a binary
classification with the pair of objects as input.
– real-valued relations when the relation is of the form Q : V × U → R, thus
resulting in a regression type of learning setting.
– Ordinal-valued relations: when a certain order can be derived, but the actual
values or differences between the values do not matter.
– Monadic relations: in this case we have the restriction V = U .
Assuming the data is structured as a bipartite graph G = (V,U , E , Q) where V
and U correspond to two different sets of nodes v and u, and E ⊆ V×U represents
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Figure 1 Example of a multi-graph. If this graph, on the left, would be used for ranking the elements 
conditioned on C, then A scores better than E, which ranks higher than E, which on its turn ranks 
higher than D and D ranks higher than B. There is no information about the relation between C and F 
and G, respectively, our model could be used to include these two instances in the ranking if features 
are available. Notice that in this setting unconditional ranking of these objects is meaningless as this 
graph is obviously intransitive. Figure reproduced from (Pahikkala et al., 2010). 
 
 
The proposed framework is based on the Kronecker product kernel for generating 
implicit joint feature representations of queries and the sets of objects to be ranked. 
Exactly this kernel construction will allow a straightforward extension of the 
existing framework to dyadic relations and multi-task learning problems 
(Objectives 1 and 2). It has been proposed independently by three research groups for 
modeling pairwise inputs in different application domains (Basilico et al. 2004, Oyana 
et al. 2004, Ben-Hur et al. 2005). From a different perspective, it has been considered 
in structured output prediction methods for defining joint feature representations of 
inputs and outputs  (Tsochantaridis et al., 2005, Weston et al., 2007). While the 
usefulness of Kronecker product kernels for pairwise learning has been clearly 
established, computational efficiency of the resulting algorithms remains a major 
challenge. Previously proposed methods require the explicit computation of the 
kernel matrix over the data object pairs, hereby introducing bottlenecks in terms of 
processing and memory usage, even for modest dataset sizes. To overcome this 
problem, one typically applies sampling strategies of the kernel matrix for training. 
An alternative approach known as the Cartesian kernel has been proposed in 
(Kashima et al., 2009). This kernel exhibits interesting computational properties, but 
it can be solely employed in selected applications, because it cannot make predictions 
for (couples of) objects that are not observed in the training dataset.  
 
When modeling interactions between two types of objects one gets close to the field 
of collaborative filtering, as shown in (Pessiot et al., 2007). Matrix factorization 
methods, which are used especially in collaborative filtering, may be applied to 
conditional ranking problems, by exploiting the known labels for pairs of objects in 
order to generate a latent feature representation that allows predicting these labels for 
pairs for which this information is missing. Such methods can be combined with 
our machine learning approach, as a preprocessing step in which additional latent 
features are generated (part of Objectives 1 and 2). 
 
Fig. 1. Relational learning presented as learning the labels on a graph (in this case a
real value between 0 and 1). Since the machine learning framework is based on features
of the individual objects, a generalization can be made to make predictions of pairs
where one (for example {A,F}) or both (for example {F,G}) of the objects do not
appear in the training set. After [5].
the set of edges e, for which training labels are provided in terms of relations.
These relations are represented by training weights ye on the edges, generated
by the unknown underlying relation Q : V × U → [0, 1]. In areas like logic,
relational calculus and fuzzy logic, these relations are confined to the interval
[0, 1], i order to a alyze relatio al properties such as transitivity. However, it
is always possible to make an extension to real-valu d r la ion h : V × U → R
by using an increasing mapping σ : R→ [0, 1] such that
Q(v, u) = σ(h(v, u)), ∀(v, u) ∈ V × U . (1)
The learning problem is formulated as the selection of a suitable function h ∈ H,
with H a certain hypothesis space, in particular a reproducing kernel Hilbert
space (RKHS). Thus the hypothesis h : V × U → R is denoted as
h(e) = wTΦ(e), (2)
with w a vector of parameters to be estimated from the training data and Φ a
joint feature mapping for edges in the graph.
To derive a relevant kernel for pairs of objects, a feature mapping based
on the Kronecker product is proposed to express pairwise interactions between
features f nodes:
Φ(e) = Φ(v, u) = φ(v)⊗ φ(u), (3)
where φ denotes the feature mapping of the individual nodes. This feature map-
ping is shown3 to correspond to the the Kronecker product pairwise kernel [13]
KΦ⊗(e, e¯) = K
Φ
⊗(v, u, v¯, u¯) = K
φ(v, v¯)Kφ(u, u¯), (4)
3 Remember the mixed-product property for the Kronecker product: (A⊗B)(C⊗D) =
AC⊗BD
Learning Monadic and Dyadic Relations 5
*
Figure 2 Example of a dyadic graph (left) and its matrix representation (right). One could interpret the 
rows as queries and the columns as database objects. When only some of the relations are observed (in 
green) one can try to infer the missing values by assuming some generative model. Here it is assumed 
that the values of the relations are a product of some latent features (in red and purple) of the two types 
of objects. 
 
 
Objective 3 further exploits the extension from conditional ranking algorithms to 
structured output prediction problems, which are characterized by huge computational 
demands, when dealing with moderate- and high-dimensional output spaces. Discrete 
output spaces allow for an exponential number of candidate predictions, and 
continuous output spaces have even worse properties from that perspective, leading 
to combinatorial optimization problems that cannot be solved in an exact 
manner, see e.g. Tsochantaridis et al. (2005). However, more efficient approximate 
algorithms have been proposed recently, often relying on output decomposition 
techniques such as stacking and chaining, see e.g. Cheng and Hüllermeier (2009) and 
Dembczynski et al. (2011) for an overview. The running time of such techniques 
can be further decreased via parallel implementations, due to the decomposition 
over one-dimensional components. This naturally leads to Objective 4, in which 
large-scale algorithms will be developed for the above-mentioned problems. To this 
end, we intend to adopt regularized least-squares algorithms, for which running 
times can be enormously improved by applying bundle methods, analytic 
shortcuts and cluster computing techniques.  
 
To establish Objective 5, we intend to work on three specific application domains, 
in collaboration with local and international experts in these fields. The first 
application considers the problem of ligand retrieval for protein binding, as 
described above. The second application tackles the related problem of functional 
ranking of enzymes. Enzymes are (usually) proteins that catalyze a particular 
chemical reaction in a living system. They are classified according the reactions they 
catalyze by an EC (Enzyme commission) number. Every enzyme code consists of the 
letters "EC" followed by four numbers separated by periods. Those numbers represent 
a progressively finer classification of the enzyme. While there are methods that try to 
predict the EC-number based on a protein sequence of structure, it can be argued it is 
Fig. 2. Relational learning of dyadic data, presented as learning the labels on a graph
(in this case a real value between 0 and 1). Features of the individual objects are used
to make predictions about the labels. In addition, latent features can be obtained by
means of matrix factorization methods. This is shown with the matrices M and Q,
purple and red, constituting a factorization of the original label matrix Y [12].
with Kφ the kernel corresponding to φ or, stated differently, the node kernel.
This is a very beautiful and efficient way to generalize kernel methods to deal
with pairs of objects. By simply taking the Kronecker product of the kernel or
kernels for the nodes one obtains a kernel representing the edges that can simply
be plugged in your favorite kernel algorithm to learn the label of the edges. [5]
prove that the Kronecker product pairwise kernel is indeed universal and can be
used to learn arbitrary relations.
Theorem Let us ssume that the spaces V and U are compact metric spa es. If
a continuous k nel Kφ is univers l on V and U , then KΦ⊗ defines a univ rsal
kernel E.
This is by no means equivalent to saying that this kernel is the most opti-
mal kernel for learning relations. The theorem only states that the Kronecker
product pairwise kernel can be used to approximate any relation, given enough
suitable data to train the algorithm. However, this does not exclude the possibil-
ity of obtaining performance gains by considering other pairwise kernels. Several
of such pairwise kernels have been introduced in bioinformatics, including the
metric learning pairwise kernel [14] and the Cartesian kernel [15]. We refer to [5]
for an in-depth discussion of the differences between such kernels.
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2.2 Conditional ranking
Let us further elaborate on the second case study in the introduction to introduce
conditional ranking algorithms. Suppose a company wants to design a new drug
to cure a certain disease. They have a set of promising organic molecules, some
of them being potentially suitable as a drug. From experiments a target protein
is found on which the drug should bind and act as an inhibitor. To minimize
side effects, there is also a set of proteins that are similar in function, but not
involved in the disease for which the compound should preferably have a low
affinity. Given a dataset of known protein ligand interactions, it is possible,
using the methods described above, to construct a model to predict a value
quantifying binding of a ligand to a protein. This model could be used to search
for the best compounds in the database, so that only these compounds need to
be investigated during clinical trials. Though this may sound very reasonable,
one can see this may not be the best approach for this problem. The model
constructed is used to predict a binding value, but this is not something one is
directly interested in. The researcher wants an ordered list of the best or worst
binding compounds for a given protein. The model is optimized to predict an
accurate value (usually by minimizing the squared residuals), not to be able
to perform an optimal ranking. Thus the appropriate solution for this problem
would be to construct a model that can rank a database of molecules according
to their binding properties conditioned on a target protein.
Given the relations Q(v, u) and Q(v, u′) we compose the ranking of u and u′
conditioned on v as:
u v u′ ⇔ Q(v, u) ≥ Q(v, u′). (5)
To obtain a model that can correctly rank the nodes, it is desirable to use a loss
function that punishes error in the ranking, the ranking loss
L(h, T ) =
∑
v∈V
∑
e,e¯∈Ev:ye<ye¯
I(h(e)− h(e¯)), (6)
with I(x) the Heaviside function, returning one when its argument is positive,
zero when its argument is negative en 1/2 when its argument is zero. Ev de-
notes the set of all edges starting from, or the set of all edges ending at the
node v, depending on the specific task. Since Equation 6 is neither convex nor
differentiable, we use an approximation of the ranking loss
L(h, T ) =
∑
v∈V
∑
e,e¯∈Ev
(ye − ye¯ − h(e) + h(e¯))2. (7)
Thus the mean difference between conditional ranking and a regression-based
framework is the use of a ranking-based loss function. This framework was de-
scribed in [16]. It can be implemented efficiently and it easily scales to millions
of edges, using a closed-form analytic shortcut.
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Fig. 3. Heatmap of the catalytic similarity between the enzymes in the analyzed
dataset. Rows and columns are ordered according to the main EC classes.
3 Experimental results
For each of the three application mentioned in the introduction we have been
able ot obtain quite promising results using the framework outlined above. Due
to lack of space it is impossible to provide an elaborate description of all three
case studies. Hence we will focus here on the first application, where the goal
consists of predicting functional relationships between enzymes, as defined by
the enzyme commission (EC) hierarchy. Further details about the other two
case studies can be found in [17].
Our models were built and tested using a dataset of 1730 enzymes with
known protein structures. All the enzyme structures had a resolution of at least
2.5 A˚, they had a binding site volume between 350 and 3500 A˚
3
, and they
were fully EC annotated. For evaluation purposes our database contained at
least 20 observations for every EC number, leading to a total of 21 different
EC numbers comprising members of all 6 top level codes. A heat map of the
catalytic similarity of the enzymes is given in Figure 3. This catalytic similarity
will be our relation of interest, constituting the output of the algorithm. As
input we consider five state-of-the-art kernel matrices for enzymes, denoted cb
(CavBase similarity), mcs (maximum common subgraph), lpcs (labeled point
cloud superposition), wp (fingerprints) and wfp (weighted fingerprints). More
details about the generation of these kernel matrices can be found in [18].
The dataset was randomized and split in four equal parts. Each part was
withheld as a test set while the other three parts of the dataset were used for
training and model selection. This process was repeated for each part so that
every instance was used for training and testing (thus, four-fold outer cross-
validation). In addition, a 10-fold inner cross validation loop was implemented
for estimating the optimal regularization parameter λ, as recommended by [19].
The value of the hyperparameter was selected from a grid containing all the
powers of 10 from 10−4 to 105. The final model was trained using the whole
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training set and the median of the best hyperparameter values over the ten
folds. We used the implementation RLScore in Python to train the models.
We benchmark our algorithm against an unsupervised procedure that is com-
monly used in bioinformatics for retrieval of enzymes. Given a specific enzyme
query and one of the above similarity measures, a ranking is constructed by com-
puting the similarity between the query and all other enzymes in the database.
Enzymes having a high similarity to the query appear on top of the ranking,
those exhibiting a low similarity end up at the bottom. More formally, let us
represent the similarity between two enzymes by K : V2 → R, where V repre-
sents the set of all potential enzymes. Given the similarities K(v, u) and K(v, u′)
we compose the ranking of u and u′ conditioned on the query v as:
u v u′ ⇔ K(v, u) ≥ K(v, u′). (8)
This approach follows in principle the same methodology as a nearest neighbor
classifier, but rather a ranking than a class label should be seen as the output
of the algorithm.
The quality of the obtained ranking can be evaluated by comparison with a
ground truth ranking that is based on the EC numbers of the enzymes in the
ranking (provided that their EC numbers are known). This ground truth rank-
ing can be deduced from the catalytic similarity (i.e. ground truth similarity)
between the query and all database enzymes. To this end, we count the number
of successive correspondences from left to right, starting from the first digit in
the EC label of the query and the database enzymes, and stopping as soon as the
first mismatch occurs. For example, an enzyme query with number EC 2.4.2.23
has a similarity of two with a database enzyme labeled EC 2.4.99.12, since both
enzymes belong to the family of glycosyl transferases. The same query manifests
a similarity of one with an enzyme labeled EC 2.8.2.23. Both enzymes are trans-
ferases in this case, but they show no further similarity in the chemistry of the
reactions to be catalyzed.
Table 1 gives a global summary of the results obtained for the unsupervised
and the supervised ranking approach, respectively. All models score relatively
well for all the performance measures. One can observe that supervised ranking
outperforms unsupervised ranking for all four performance measures and all five
kernels. The statistical significance of the differences was confirmed by a paired
Wilcoxon test and a conservative Bonferroni correction for multiple hypotheses
testing (p < 10−6). Moreover, for all kernels and performance measures, super-
vised ranking decreases the standard deviation of the error, implying that the
models become more stable.
Three important reasons can be put forward for explaining the improvement
in performance. First of all, the traditional benefit of supervised learning plays
an important role. One can expect that supervised ranking methods outperform
unsupervised ranking methods, because they take ground-truth rankings into
account during the training phase to steer towards retrieval of enzymes with a
similar EC number. Conversely, unsupervised methods solely rely on the charac-
terization of a meaningful similarity measure between enzymes, while ignoring
EC numbers.
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cb fp wfp mcs lpcs
RA 0.9062 (0.0603) 0.8815 (0.0689) 0.8467 (0.0884) 0.8923 (0.0692) 0.8877 (0.0607)
MAP 0.9321 (0.1531) 0.7207 (0.235) 0.2836 (0.2132) 0.8846 (0.1578) 0.7339 (0.2074)
AUC 0.9636 (0.0795) 0.8655 (0.1387) 0.7527 (0.1468) 0.9393 (0.0919) 0.8794 (0.1126)
nDCG 0.9922 (0.0329) 0.9349 (0.1424) 0.3202 (0.3282) 0.9812 (0.0498) 0.9471 (0.1112)
RA 0.9951 (0.017) 0.995 (0.015) 0.9981 (0.01) 0.9944 (0.0112) 0.9952 (0.0156)
MAP 0.9991 (0.0092) 0.9954 (0.0432) 0.9981 (0.0167) 0.9989 (0.0076) 0.9835 (0.0797)
AUC 0.9976 (0.0005) 0.9967 (0.0184) 0.9975 (0.0016) 0.9975 (0.0024) 0.9934 (0.0368)
nDCG 0.9968 (0.0171) 0.9942 (0.0424) 0.9979 (0.0173) 0.987 (0.0398) 0.9812 (0.0673)
Table 1. A summary of the results obtained for unsupervised and supervised ranking
(above and below double horizontal line, respectively). For each combination of model,
kernel and performance measure, the average of the value over the different queries and
folds is given by the standard deviation between parentheses. In every row the best
ranking model is marked in bold, while the worst model is indicated in italic.
Second, we also advocate that supervised ranking methods have the ability to
preserve the hierarchical structure of EC numbers in their predicted rankings.
Figure 4 supports this claim. It summarizes the values used for ranking one
fold of the test set obtained by the different models. So, for supervised ranking
it visualizes the values h(v, u), for unsupervised ranking it visualizes K(v, u).
Each row of the heatmap corresponds to one query. For the supervised mod-
els one notices a much better correspondence with the ground truth given in
Figure 3. Furthermore, the different levels of catalytic similarity can be better
distinguished.
A third reason for improvement by the supervised ranking method can be
found in the exploitation of dependencies between different similarity values.
Roughly speaking, if one is interested in the similarity between enzymes v and
u, one can try to compute the similarity in a direct way, or derive it from the
similarity with a third enzyme z. In the context of inferring protein-protein
interaction and signal transduction networks, both methods are known as the
direct and indirect approach, respectively [14, 20]. We argue that unsupervised
ranking boils down to a direct approach, while supervised ranking should be
interpreted as indirect. Especially when the kernel matrix contains noisy values,
one can expect that the indirect approach allows for detecting the back bone
entries and correcting the noisy ones.
4 Discussion
In this paper we discussed the applicability of kernel methods for learning rela-
tions or interactions in systems biology and related fields. Using such methods
we obtained very promising results recently on three case studies. Due to lack
of space we only discussed one of these case studies in detail. We showed that
retrieval of enzymes w.r.t. functionality can be substantially improved by ap-
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Fig. 4. Heat maps of the values used for ranking the database during one fold in the
testing phase. Each row of the heat map corresponds to one query. This figure can be
compared with the ground truth of Figure 3
plying a supervised ranking method that takes advantage of ground-truth EC
numbers during the training phase. Supervised ranking outperformed unsuper-
vised ranking in a consistent manner for all kernels and performance measures
we considered. While the unsupervised approach succeeded quite well in return-
ing exact matches to a query, the hierarchical structure of EC numbers was
better preserved in the rankings predicted by the supervised approach. As such,
supervised ranking can be interpreted as a correction mechanism for existing
unsupervised methods that rely on the notion of similarity.
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