In the present paper, we establish a reduction theorem for linear Schrödinger equation with finite smooth and time-quasi-periodic potential subject to Dirichlet boundary condition by means of KAM technique. Moreover, it is proved that the corresponding Schrödinger operator possesses the property of pure point spectra and zero Lyapunov exponent.
Introduction
Recently years there are many literatures to investigate the reducibility for the linear Schrödinger equation of quasi-periodic potential, of the form
or of the more general form, where H 0 = −△ + V (x) or an abstract self-adjoint (unbounded) operator and the perturbation W is quasiperiodic in time t and it may or may not depend on x or/and ∇. From the reducibility it is proved immediately that the corresponding Schrödinger operator is of the pure point spectrum property and zero Lyapunov exponent.
When x ∈ R d , there are many interesting and important results. See [1, 2, 6, 15] and the references therein.
When x ∈ T d with any integer d ≥ 1, there are relatively less results. In [9] , it is proved that iu = i(−△ + εW (φ 0 + ωt, x; ω)u),
is reduced to an autonomous equation for most values of the frequency vector ω, where W is analytic in (t, x) and quasiperiodic in time t with frequency vector ω. The reduction is made by means of Töplitz-Lipschitz property of operator and very hard KAM technique. As a special case of (1.2) with d = 1, the reduction can be automatically derived from the earlier KAM theorem for nonlinear partial differential equations, assuming W is analytic in (t, x). See, [11] and [12] for example.
As we know, the spectrum property depends heavily on the smoothness of the perturbation for the discrete Schrödinger operator. For example, the Anderson localization and positivity of the Lyapunov exponent for one frequency discrete quasi-period Schrödinger operator with analytic potential occur in non-perturbative sense (the largeness of the potential does not depend on the Diophantine condition. See [4] , for the detail). However, one can only get perturbative results when the analytic property of the potential is weaken to Gevrey regularity (see [10] ). Thus, a natural problem is that what happens when the perturbation W is finite smooth in (t, x).
Actually in his pioneer work, by reducibility Combescure [6] studied the quantum stability problem for one-dimensional harmonic oscillator with a time-periodic perturbation. The techniques of this paper were extended in [7] and [8] , in order to deal with an abstract Schrödinger operator −i∂ t + H 0 + βW (ωt), where H 0 , a selfadjoint operator acting in some Hilbert space , has simple discrete spectrum λ n < λ n+1 obeying a gap condition of the type inf{n −α (λ n+1 − λ n ) : n = 1, 2, ...} > 0 for a given α > 0, β ∈ R, and W = W (t) is periodic in t and r times strongly continuously differentiable as a bounded operator.
In the present paper, we will extend the time periodic W to time quasi-periodic one. Let us consider a linear Schrödinger equation with quasi-periodic coefficient:
subject to the boundary condition
where W is a quasi-periodic in time t with frequency ω :
and W is also an even function of x. Assume ω = τω 0 , where ω 0 is Diophantine:
3) is a hamiltonian system with hamiltonian functional 
and a quasiperiodic symplectic change u = Ψ(x, ωt)v such that for any τ ∈ Π, (1.3) subject to
where M ξ is a real Fourier multiplier:
with constants ξ k ∈ R and |ξ k | ε. Moreover, the Schrödinger operator L is of pure point spectrum property and of zero Lyapunov exponent. Remark 1. We will combine the Jackson-Moser-Zehnder approximation technique(see [5] , for example) and KAM technique [11] and [12] , which also applies to the case dealt with in [7] and [8] . Thus our result extends theirs. We also mention [16] where the reducibility is dealt for a finite smooth and unbounded perturbation W .
Preliminaries

Analytical Approximation Lemma
In this subsection, we cite an approximation lemma with the aim of this paper. These result can be obtained by [13] and [14] .
We start by recalling some definitions and setting some new notations. Assume X is a Banach space with the norm ||·|| X . First recall that C µ (T n ; X) for 0 < µ < 1 denotes the space of bounded Hölder continuous functions f : T n → X with the form
If µ = 0 then f C µ ,X denotes the sup-norm. For ℓ = k + µ with k ∈ N and 0 ≤ µ < 1, we denote by C ℓ (T n ; X) the space of functions f : T n → X with Hölder continuous partial derivatives, i.e., ∂ α f ∈ C µ (T n ; X α ) for all muti-indices α = (α 1 , · · · , α n ) ∈ N n with the assumption that |α| := |α 1 | + · · · + |α n | ≤ k and X α is the Banach space of bounded operators T : ∏ |α| (T n ) → X with the norm
We define the norm 
Then there exists a constant C ≥ 1 depending only on ℓ and n such that the following holds: For any σ > 0, the function f σ (x) is a real-analytic function from C n /(πZ) n to X such that if ∆ n σ denotes the n-dimensional complex strip of width σ ,
then for ∀α ∈ N n such that |α| ≤ ℓ one has
1)
and for all 0 ≤ s ≤ σ , For the following result, the reader can referred to [16] , for detail. For ease of notation, we shall replace · X by · . Fix a sequence of fast decreasing numbers s ν ↓ 0, υ ≥ 0, and
For a X-valued function P(φ ), construct a sequence of real analytic functions P (υ) (φ ) such that the following conclusions holds:
(1) P (υ) (φ ) is real analytic on the complex strip T n s υ of the width s υ around T n .
(2) The sequence of functions P (υ) (φ ) satisfies the bounds:
where C denotes (different) constants depending only on n and ℓ.
(3) The first approximate P (0) is "small" with the perturbation P. Precisely speaking, for arbitrary φ ∈ T n s 0 , we have
where constant C is independent of s 0 , and the last inequality holds true due to the hypothesis that s 0 ≤ 1 2 . (4) From the first inequality (2.3), we have the equality below. For arbitrary φ ∈ T n ,
Lemmas
We need the following Lemmas.
and B ii = 0 is bounded linear operator on ℓ 2 , and B ≤
Remark 2. Lemma 2.3 holds true for the weight norm · N .
Main results
Consider the differential equation:
It is well-known that the Sturm-Liouville problem
with the boundary condition
has the eigenvalues and eigenfunctions, respectively,
Note that W is an even function of x. Write
where
Considering that
Then (3.1) can be expressed as
which implies that
This is a hamiltonian system
with hamiltonian
x j y j .
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Then we can write
Define a Hilbert space h N as follows:
Note that the Fourier transformation (3.7) is isometric from
is the usual Sobolev space. By (3.14), we have that
where || · || h N →h N is the operator norm from h N to h N , and
here we used the fact that
Thus,
where C is a universal constant which might be different in different places. Combing (3.18), (3.19) and (3.20), we have sup
Now let us apply analytical approximation Lemma to the perturbation P(φ ). Take a sequence of real numbers {s v ≥ 0} ∞ v=0 with s v > s v+1 goes fast to zero. Let R(θ ) = P(θ ). Then by (2.6) we can write,
where 
Iterative parameters of domains Let
. . , which measures the size of perturbation at ν − th step.
• s ν = ε 1/N ν+1 , ν = 0, 1, 2, . . . , which measures the strip-width of the analytic domain T n s ν , T n s ν = {θ ∈ C n /(πZ) n : |Imθ | ≤ s ν }.
• C(ν) is a constant which may be different in different places, and it is of the form
where C 1 , C 2 are absolute(?) constants.
•
where · h N →h N is the operator norm, and set
Iterative Lemma
In the following, for a function f (ω), denote by ∂ ω the derivative of f (ω) with respect to ω in Whitney's sense. 
where R l,ν is operator-valued function defined on the domain T n s ν × Π ν , and
and µ
× Π ν with l ≥ ν, and is analytic in θ for fixed τ ∈ Π ν , and
Then there exists a compact set Π m+1 ⊂ Π m with
32)
and exists a symplectic coordinate changes 
such that the Hamiltonian function H m is changed into
H m+1 H m • Ψ m = ∞ ∑ j=1 λ (m+1) j u j u j + ∞ ∑ l≥m+1 ε l R l,m+1 u, u ,(3.
Derivation of homological equations
Our end is to find a symplectic transformation Ψ ν such that the terms R l,v (with l = v) disappear. To this end, let F be a linear Hamiltonian of the form
where X t ε m F is the flow of the Hamiltonian. Vector field X ε m F of the Hamiltonian ε m F with the symplectic structure √ −1duΛdu. Let
By (3.25), we write
with 
with symplectic structure dIΛdθ + √ −1duΛdu. By combination of (3.36)-(3.41) and Taylor formula, we have
where {·, ·} is the Poisson bracket with respect to √ −1duΛdu, that is
Let Γ K m be a truncation operator. For any
Define, for given K m > 0,
and R mmi j (θ ) is the matrix element of R mm and R mmi j (k) is the k-Fourier coefficient of R mmi j (θ ). (3.45) where
The equation ( 
and we assume Γ K m F(θ , τ) = F(θ , τ). Write F i j (θ ) is the matrix elements of F(θ , τ) . Then (3.52) can be rewritten as:
where i, j = 1, 2, . . . . 
Solutions of the homological equations
× Π m+1 , with F(θ , τ) T n s m+1 ×Π m+1 ≤ C(m + 1)ε − 2(2n+3) N m , (3.57) F(θ , τ) L T n s m+1 ×Π m+1 ≤ C(m + 1)ε − 4(2n+3) N m .
(3.58) 12
Proof. By passing to Fourier coefficients, (3.54) can be rewritten as
where i, j = 1, 2, . . . , k ∈ Z n with |k| ≤ K m . Recall ω = τω 0 . Let
and let
where i, j = 1, 2, . . . , k ∈ Z n with |k| ≤ K m , and k 0 when i = j. Let
Then for any τ ∈ Π m+1 , we have
Therefore, by (3.63), we have
where C is a constant depending on n,
By Lemma 2.3 and the Remark 2, we have
Applying ∂ τ to both sides of (3.59), we have
) m | log ε|, and using (3.27) and (3.28) with ν = m, and using (3.64), we have, on τ ∈ Π m+1 ,
By (3.61), (3.65), (3.67) and (3.68), we have
Note that s m > s ′ m > s m+1 . Again using Lemma 2.2 and Lemma2.3, we have
The proof of the measure estimate (3.56) will be postponed to section 3.7. This completes the proof of Lemma 3.2.
Coordinate change
, where X t ε m F is the flow of the Hamiltonian ε m F, vector field X ε m F with symplectic √ −1duΛdu. So
be initial value. Then
By Lemmas 3.2 in Section 7,
It follows from (3.73) that
where · is the operator norm from
and , τ ∈ Π m+1 , and is analytic in θ 0 ∈ T n s m+1
, with
Note that (3.72) is a Hamiltonian system. So P m (θ 0 ) is a symplectic linear operator from h N × h N to h N × h N .
Estimates of remainders
The aim of this section is devoted to estimate the remainders:
• Estimate of (3.48).
By (3.41), let
By the definition of truncation operator Γ K m ,
That is,
• Estimate of (3.50).
Let
× Π m+1 . By (3.30) and (3.31) with l = m, v = m,
Let S m (θ ) = J S m (θ ). Then by Lemmas 3.2 in Section 7, we have
and
Note that the vector field is linear. So, by Taylor formula, one has
By (3.84) and (3.86),
By (3.85) and (3.87),
and ||ε
• Estimate of (3.49)
Note R * mm is a quadratic polynomial in u and u. So we write
By (3.28) and (3.29) with l = ν = m, and using (3.86) and (3.87),
where · is the operator norm in
Using Taylor formula to (3.92), we get This shows that the Assumption (A1) ν with ν = m + 1 holds true.
Estimate of measure
In this section, C denotes a universal constant, which may be different in different places. Now let us return to (3.60)
