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li teóriu Peanovho jadra kvadratúrnej formule a možnosť aplikácie Bernoulliho
polynómov. Následne je dokázaná superlineárna konvergencia pre analytické
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Kapitola 1
Úvod - numerická kvadratúra
Numerická kvadratúra je dôležitým a často používaným nástrojom numerickej
matematiky. Zaoberá sa približným výpočtom hodnoty určitých integrálov
a následným odhadom chyby zapríčinenej aproximáciou integrálu kvadratúr-
nym vzorcom. Kvadratúrne vzorce sú závislé na počte a výbere bodov a fun-
kčných hodnôt v týchto bodoch, s ktorými ďalej pracujú. Numerickú kvadratúru
môžme vyjadriť v tvare1∫ b
a
v(x)f(x)dx ≈
n∑
j=0
Cjf(xj) + E(f).
Uvedený súčet nazývame kvadratúrnym vzorcom, funkciu v(x) váhovou funkci-
ou, čísla Cj koeﬁcientami kvadratúrneho vzorca, body xj uzlami kvadratúrneho
vzorca a konečne E(f) chybou kvadratúrneho vzorca.
Kvadratúrne formule sú zväčša založené na myšlienke nahradiť integrovanú
funkciu nejakou funkciou, pre ktorú je spočítanie daného integrálu jednoduchšie,
pričom sa snažíme dopustiť čo najmenšej chyby. Často sa používa napríklad in-
terpolácia polynómami. Preto takéto kvadratúry môžme nazvať interpolačnými
kvadratúrami.
Ďalší spôsob prístupu charakterizuje tzv. neinterpolačné kvadratúry. V prípade
Rombergovej kvadratúrnej formule je to aproximácia hodnoty intergrálu po-
mocou lineárnej kombinácie medzivýsledkov dosiahnutých v predchádzajúcom
kroku, pričom počiatočné hodnoty získame pomocou tzv. zloženého lichobežní-
kového pravidla.
Skôr než pristúpime k vlastnému odvodeniu tejto metódy, pripomeňme v skrat-
ke niektoré základné termíny a tvrdenia týkajúce sa numerických kvadratúr.
Definícia 1.1. 2 Povieme, že kvadratúrny vzorec má algebraický rád presnosti
rovný m ∈ N ∪ 0, ak platí
E(xk) = 0, pre k = 0, . . . ,m
a zároveň E(xm+1) 6= 0.
1[2], str. 51
2[2], str. 51
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Definícia 1.2. 3 Newtonove-Cotesove kvadratúrne vzorce sú vzorce, ktoré do-
staneme integráciou Lagrangeovho interpolačného polynómu v ekvidištantných
uzloch.
Nech teda xi ∈ [a, b], xi+1 = xi + h, i = 0, . . . , n. Nech Ln je Lagrangeov
interpolačný polynóm pre funkciu f v bodoch x0, . . . , xn. Potom
K(f) =
∫ b
a
Ln(x)dx,
sa nazýva Newtonovým-Cotesovým kvadratúrnym vzorcom. Ak x0 = a
a xn = b, potom sa vzorec nazýva uzavretý, ak je a < x0 a b > xn, vzorec sa
nazýva otvorený.
Najpoužívanejším Newtonovými Cotesovými vzorcami sú4
• Obdĺžnikové pravidlo :
Tento kvadratúrny vzorec dostaneme integráciou Lagrangeovho interpo-
lačného polynómu L0(f). Uvedieme dva prípady voľby uzlu interpolácie :
x0 = a, x˜0 = 12(a+ b). V prvom prípade dostaneme
K0(f) = f(a)(b− a),
v druhom prípade platí
K˜0(f) = f
(
a+ b
2
)
(b− a).
• Lichobežníkové pravidlo :
Integráciou polynómu L1(f) interpolujúceho funkciu f v bodoch a a b
dostávame
K1(f) = (b− a)f(a) + f(b)
2
.
• Simpsonovo pravidlo :
Toto pravidlo je založené na integrácii polynómu L2(f) a je dané vzorcom
K2(f) =
b− a
6
(
f(a) + 4f(
a+ b
2
) + f(b)
)
.
Definícia 1.3 (Zložený kvadratúrny vzorec). 5 Interval [a, b] predom rozdelíme
na k dielov a na každom vzniknutom podintervale použijeme daný základný
kvadatúrny vzorec, tieto vzorce sčítame a tým dostaneme zložený kvadratúrny
vzorec.
Pre úplnosť deﬁnujme ešte Lagrangeov interpolačný polynóm.
3[2], str. 56
4[2], str. 63
5[2], str. 65
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Definícia 1.4. 6 Lagrangeov interpolačný polynóm je polynóm deﬁnovaný
vzorcom
Ln(x) =
n∑
i=0
li(x)f(xi),
kde funkcie li(x) splňujú rovnosti
li(x) =
∏n
j=0,j 6=i(x− xj)∏n
j=0,j 6=i(xi − xj)
,
pre i = 0, . . . , n.
6[2], str. 14
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Kapitola 2
Richardsonova extrapolácia
2.1 Všeobecný úvod
Uvažujme nejaký problém s presným riešením T , napríklad výpočet integrálu
T =
∫ 1
−1 f(x)dx, ktorý sa snažíme riešiť približne, teda použitím diskretizačných
metód. K tomu sa zvyčajne zavádza diskretizačný parameter h, tzv. dĺžka kro-
ku. Riešenie diskrétneho problému, T (h), závisí na parametri h, a ak počítame
podľa zloženého lichobežníkového pravidla, je rovné :
T (h) = h[
1
2
f(−1) +
n−1∑
i=1
f(−1 + ih) + 1
2
f(1)], kde h=2/n.
Predpokladajme, že platí limh→0 T (h) = T (0) = T , čo znamená, že T (h) je
spojitá na intervale [0, H] sH > 0 a že riešenie diskrétneho problému konverguje
k riešeniu problému pôvodného.
Nech ďalej platí, že existuje asymptotický rozvoj funkcie T (h) v premennej
h taký, že ju môžme písať v tvare
T (h) = c0 + c1h
k + c2h
k+1 + · · ·+ cmhk+m +O(hk+m+1).
Zanedbaním členu O(hm+1) a všetkých ďalších členov s vyššou mocninou, sa
daný rozvoj, T̂ (h), stáva polynómom stupňa m v premennej h, teda T̂ (h) ∈ Pm,
majúci v bode 0 hodnotu c0 = T (0) = T , čo je presné riešenie problému. Preto
je žiadúce určiť konštanty c0, . . . , cm.
Pripomeňme, že každý polynóm stupňam je jednoznačne určený hodnotami
vm+1 rôznych bodoch. Teda ak poznámem+1 hodnôt T (hi) ≡ Ti, i = 0, . . . ,m
v rôznych bodoch hi, i = 0, . . . ,m, sme schopní skonštruovať jednoznačne urče-
ný polynóm T̂ (h), napríklad použitím Lagrangeovho interpolačného polynómu.
A potom c0 bude aproximovať T s chybou O(hm+1). Teraz vyvstáva otázka
konvergencie Lagrangeovej interpolácie. Ako vieme, táto metóda nie vždy kon-
verguje v každom bode, ak počet uzlov neobmedzene rastie. Preto hľadáme
podmienky konvergencie pre Lagrageovu interpoláciu v bode h = 0, akm→∞.
Zrejme sa v určitých prípadoch dajú použiť lepšie aproximačné metódy, napr.
ak rozvoj T (h) neobsahuje žiadne celočíselné mocniny premennej h. Alterna-
tívne metódy sú napríklad racionálna interpolácia alebo interpolácia použitím
splineov.
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Richardsonova extrapolácia je založená na myšlienke dosadenia dvoch rôz-
nych hodnôt premennej h do rozvoja T (h), odstránenia členu T a následnom
odvodení aproximácie vyššieho rádu. Nech všeobecne platí
T (h) = T + Chp +O(hr), kde C, p, r sú konštanty také, že 0 < p < r.
Môžme teda písať T (h) = T +O(hp). Z toho odvodíme aproximáciu rádu O(hr)
nasledujúcim spôsobom:
Zvolíme q 6= 1 a dosadíme násobok qh za h, čím dostaneme ako vyššie :
T (h) = T + Chp +O(hr),
a
T (qh) = T + C(hq)p +O(hr).
Teraz tieto dve rovnice od seba odčítame
T (h)− T (qh) = Chp(1− qp) +O(hr)
a ďalej upravujeme
Chp(1− qp) = T (h)− T (qh) +O(hr)
Chp =
T (h)− T (qh)
1− qp +O(h
p).
Toto vyjadrenie pre Chp dosadíme do pôvodného vzťahu, čo vedie k
T = T (h) +
T (h)− T (qh)
qp − 1 +O(h
r).
Takže ak označíme symbolom T1(h) = T (h)+
T (h)−T (qh)
qp−1 je vidieť, že sme dostali
lepšiu aproximáciu veličiny T , a to konkrétne:
T = T1(h) +O(h
r).
Ak sa zameriame na pôvodný rozvoj funkcie
T (h) = c0 + c1h
k + c2h
k+1 + c3h
k+2 + · · ·+O(hk+m+1)
a vezmeme časový krok h a polovičný časový krok h/2, použitím ukázaných
vzťahov dostaneme aproximáciu, ktorej chyba je rádu O(hk+1), teda o jedna
lepšiu ako pre T (h):
T =
2kT (h/2)− T (h)
2k − 1 +O(h
k+1).
Algoritmus opakovanej Richardsonovej extrapolácie spočíva v tom, že funkciu
ϕ danú v s+ 1 bodoch
ϕ(hk) = T (h), ϕ((
h
2
)k) = T (
h
2
), . . . , ϕ((
h
2s
)k) = T (
h
2s
),
interpolujeme polynómom Ls stupňa najviac s a za novú aproximáciu T berie-
me Ls(0). Opakovaným použitím tejto formule v lichobežníkovom pravidle sa
dopracujeme k tzv. Rombergovej kvadratúre. Je preto žiadúce poznať hodnotu
polynómu Ls v bode nula. Hodnotu interpolačného polynómu v jednom bode
môžeme najjednoduchšie vypočítať pomocou Aitkenovej-Nevilleovej schémy.
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2.2 Algoritmus polynomiálnej extrapolácie
Ďalej používame len Lagrangeovu interpoláciu. Miesto explicitného prevedenia
použijeme Aitken-Nevilleovu schému, ktorú teraz opíšeme.
Majme zadanú tabuľku hodnôt funkcie T (h) v uzloch h0, . . . , hn :
T (h0), . . . , T (hn), pre ktoré budeme používať skrátené označenie T0, . . . , Tn.
Označme Li,k Lagrangeov interpolačný polynóm najviac k-teho stupňa, ktorý
interpoluje funkciu T (h) v k + 1 uzloch hi, . . . , hi+k, pre 0 ≤ i ≤ n, 0 ≤ k ≤
n − i. Špeciálne platí Li,0 = T (hi) pre i = 0, . . . , n a Lnn = Ln je Lagrangeov
interpolačný polynóm, ktorý interpoluje funkciu T (h) v bodoch h0, . . . , hn, nás
zaujíma práve hodnota tohto polynómu v bode nula.
Pre lineárny interpolant medzi dvoma diskrétnymi hodnotami Ti funkcie
T (h), platí
Li,1(T, h) =
hi+1 − h
hi+1 − hiTi +
h− hi
hi+1 − hiTi+1.
Opakovaním tohto procesu s Li,1(T, h) a Li+1,1(T, h) dostávame
Li,2(T, h) =
hi+2 − h
hi+2 − hiLi,1 −
hi − h
hi+2 − hiLi+1,1(T, h),
čo je polynóm druhého stupňa v premennej h, ktorý interpoluje funkciu T (h)
v bodoch hi, hi+1, hi+2. Všeobecne platí nasledujúce tvrdenie :
Veta 2.1. 1 Označme Li,0 = T (hi) pre i = 1, . . . , n dané funkčné hodnoty.
Ak označíme Li,k Lagrangeov interpolačný polynóm stupňa najviac k, ktorý
interpoluje funkciu T (h) v uzloch hi, . . . , hi+k, 0 ≤ i ≤ n, 0 ≤ k ≤ n− i, potom
platí
Li,k(T, h) =
hi+h − h
hi+k − hiLi,k−1 −
hi − h
hi+k − hiLi+1,k−1,
pre 0 ≤ i ≤ n, 0 ≤ k ≤ n− i.
Dôkaz. 2 Dôkaz tvrdenia sa prevedie matematickou indukciou (podľa i).Dokážeme,
že Li,k(hi) = T (hi), Li,k(hi+1) = T (hi+1), . . . , Li,k(hi+k) = T (hi+k) pre všetky
0 ≤ i ≤ n, 0 ≤ k ≤ n− i.
Z práve uvedenej vety vyplýva možnosť výpočtu hodnoty polynómu Ln v
určitom bode. K riešeniu našeho pôvodného problému je potrebné nájsť hodnotu
polynómu v bode h = 0 a teda algoritmus má tento tvar :
Li,1(T, 0) =
Tihi+1 − Ti+1hi
hi+1 − hi ≡ T
(i)
1 ,
Li,2(T, 0) =
Li1(T, 0)hi+2 − Li+11hi
hi+2 − hi =
T
(i)
1 hi+2 − T (i+1)1 hi
hi+2 − hi ≡ T
(i)
2 ,
Li,n(T, 0) =
Lin−1(T, 0)hi+n − Ln−1i+1(T, 0)hi
hi+n − hi =
T
(i)
n−1hi+n − T (i+1)n−1 hi
hi+n − hi ≡ T
(i)
n ,
1[2], str. 17
2[2], str. 17
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pre i = 0, 1, . . . , n. Hodnoty Li,n(T, 0) sú zvyčajne usporiadané do trojuholní-
kovej T-schémy, ktorá je veľmi užitočná pre aplikácie. Schéma znázorňuje rád
konvergencie:
L0,0
L1,0 L0,1
L2,0 L1,1 L0,2
. . . . . . . . .
. . . . . . . . . . . .
. . . . . . . . . . . . . . .
Lm,0 Lm−1,1 . . . . . . L0,m
Často je asymptotický rozvoj funkcie T (h) párna funkcia, teda T (h) = T (−h),
ak obsahuje len párne mocniny h. V tomto prípade dostaneme ďalšie hodnoty
T−i = T (−hi) = T (hi) = Ti, s ktorými môžme ďalej počítať. Výsledný in-
terpolačný polynóm musí zrejme tiež byť párna funkcia, v Ln(T, h) sa budú
vyskytovať len párne mocniny h.
Rovnakého výsledku dosiahneme, ak nahradíme h dĺžkou kroku h2 a interpo-
lujeme vzhľadon k n+ 1 hodnotám T0, . . . , Tn. Takto modiﬁkovaný algoritmus
vyzerá nasledovne :
T
(i)
1 =
Tih
2
i+1 − Ti+1h2i
h2i+1 − h2i
=
T
(i)
0 h
2
i+1 − T (i+1)0 h2i
h2i+1 − h2i
T (i)n =
T
(i)
n−1h
2
i+n − T (i+1)n−1 h2i
h2i+n − h2i
,
pre i = 0, 1, . . . a n = 1, . . . .
2.3 Rombergova schéma
Dôležitým príkladom extrapolačnej metódy je Rombergova schéma, ktorá vy-
hodnocuje integrál
∫ b
a f(x)dx použitím lichobežníkového pravidla s dĺžkami kro-
ku hi =
{
b−a
2i
}
. Priamym dosadením takto voleného kroku do predchádzajúceho
algoritmu sa dopracujeme až k rekurzívnemu vyjadreniu tejto metódy :
T (i)n =
T
(i)
n−1
(b−a)2
4i+n
− T (i+1)n−1 (b−a)
2
4i
(b−a)2
4i+n
− (b−a)2
4i
=
(b−a)2
4i
(
1
4nT
(i)
n−1 − T (i+1)n−1
)
(b−a)2
4i
(
1
4n − 1
)
=
1
4n
(
T
(i)
n−1 − 4nT (i+1)n−1
)
1
4n (1− 4n)
Výsledne :
T (i)n =
4nT
(i+1)
n−1 − T (i)n−1
4n − 1 , (2.1)
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pre i = 0, 1, . . . , n a pre n = 1, 2, . . . .
Ďalej pre zjednodušenie predpokladajme, že a = 0 a b = 1. K aproximácii
integrálu
∫ b
a f(x)dx, je v nultom kroku (teda pre n = 0) schéma deﬁnovaná ako
zložené lichobežníkové pravidlo, teda nasledovne :
T
(0)
0 =
1
2
[f(0)− f(1)] ,
T
(1)
0 =
1
4
[f(0) + 2f(1/2) + f(1)] =
1
2
T
(0)
0 +
1
2
M1f,
T
(2)
0 =
1
8
[f(0) + 2f(1/4) + 2f(1/2) + 2f(3/4) + f(1)] =
1
2
T
(1)
0 +
1
2
M2f,
T
(3)
0 =
1
16
[f(0) + 2f(1/8) + 2f(1/4) + 2f(3/8) + 2f(1/2) + 2f(5/8)
+ 2f(3/4) + 2f(7/8) + f(1)]
=
1
2
T
(2)
0 +
1
2
M4f,
....
Takže všeobecne platí
T
(k)
0 =
1
2k+1
f(0) + 2 2k−1∑
i=1
f(
i
2k
) + f(1)
 = 1
2
T
(k−1)
0 +
1
2
M2k−1f, (2.2)
kde M2kf =
1
2k
∑2k
i=1 f(
2i−1
2k+1
) je zložené obdĺžnikové pravidlo s použitím fun-
kčnej hodnoty v strede intervalu.
Nespornou výhodou tejto metódy je, že všetky spočítané funkčné hodnoty
f(x) z j−teho kroku, sa využívajú vo všetkých nasledujúcich krokoch. Môžme
sa o tom presvedčiť jednoduchým dosadením do rovnice (2.1) a použitím vyššie
zmienených vzťahov :
T
(0)
1 =
4T
(1)
0 − T (0)0
3
=
1
3
(
1
2
f(0) + 2f(1/2) + f(1)
)
=
1
6
[f(0) + 4f(1/2) + f(1)] ,
T
(1)
1 =
4T
(2)
0 − T (1)0
3
=
1
3
(
1
4
f(0) + f(1/4) +
1
2
f(1/2) + f(3/4) +
1
4
f(1)
)
=
1
12
[f(0) + 4f(1/4) + 2f(1/2) + 4f(3/4) + f(1)] ,
T
(2)
1 =
4T
(3)
0 − T (2)0
3
=
4
(
1
2T
(2)
0 +
1
2M4f
)
− T (2)0
3
=
T
(2)
0 + 2M4f
3
=
1
3
(
1
8
[f(0) + 2f(1/4) + 2f(1/2) + 2f(3/4) + f(1)] + 2
1
4
4∑
i=1
f
(
2i− 1
8
))
=
1
24
(f(0) + 2f(1/8) + 4f(1/4) + · · ·+ 2f(7/8) + f(1)) .
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Za povšimnutie taktiež stojí, že uvedené vzťahy sú vlastne vyjadrenia zloženého
Simpsonovho pravidla, teda trojbodovej Newtonovej-Cotesovej formule.
Počítame ďalej :
T
(0)
2 =
16T
(1)
1 − T (0)1
15
=
1
90
[7f(0) + 32f(1/4) + 12f(1/2) + 32f(3/4) + 7f(1)],
T
(1)
2 =
16T
(2)
1 − T (1)1
15
=
1
180
[7f(0) + 32f(1/8) + 12f(1/4) + 32f(3/8) + · · ·+ 12f(3/4)+
+ 32f(7/8) + 7f(1)],
a vidíme, že sme sa opäť dopracovali k uzavretým Newtonovým-Cotesovým
vzorcom.
Pre n > 2 však žiaden priamy vzťah medzi T (i)n a Newtonovými-Cotesovými
vzorcami neexistuje, teda T (i)n už ďalej nie sú interpolačné kvadratúry. Napríklad
už pre T (0)3 z Rombergovej schémy totiž platí
T
(0)
3 =
64T
(1)
2 − T (0)2
63
=
1
5670
[217f(1) + 1024f(1/8) + 352f(1/4) + 1024f(3/8)
+ 372f(1/2) + · · ·+ 1024f(7/8) + 217f(1)].
Algebraická presnosť tohto vyjadrenia je 7. Avšak Newtonova-Cotesova 9 bo-
dová formula, ktorej algebraický stupeň presnosti je 9, má tvar∫ 1
0
f(x)dx ≈ 1
28350
[989f(0) + 5888f(1/8)− 928f(1/4) + 10496f(3/8)
− 4540f(1/2) + 10496f(5/8)− 928f(3/4) + 5888f(7/8) + 989f(1)].
Je známym faktom, že pre viac ako sedembodové Newtonove-Cotesove vzorce
obsahujú záporné koeﬁcienty. V ďalšej kapitole ukážeme, že koeﬁcienty Rom-
bergovej kvadratúry sú vždy kladné.
Podľa (2.1) dostaneme,že
T (i)n =
n∑
j=0
cn,n−jT
(i+j)
0 . (2.3)
Každá aproximácia T (i)n je teda lineárnou kombináciou lichobežníkových pra-
vidiel s 2i, 2i+1, . . . , 2i+n intervalmi. Popísaný výpočet je možné usporiadať do
schémy, ktorá je analogickou verziou Aitkenovej-Nevillovej schémy.
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T
(0)
0
T
(1)
0 T
(0)
1
T
(2)
0 T
(1)
1 T
(0)
2
. . . . . . . . .
. . . (2.4)
. . . . . . . . .
. . . . . . . . .
T
(m)
0 T
(m−1)
1 . . . . . . T
(0)
m
To znamená, že z m+ 1 hodnôt v prvom stĺpci, nájdených pomocou licho-
bežníkového pravidla, môžme podľa (2.3) vypočítať všetky ostatné hodnoty
v uvedenej schéme. Zo základných vlastností tohto pravidla vieme, že ak je dru-
há derivácia funkcie f(x) ohraničená na intervale [a, b], potom T (m)0 konverguje
k presnej hodnote T integrálu
∫ b
a f(x)dx, ak m→∞. Zaujímavé by bolo zistiť,
či k T konverguje aj T (0)m pre m→∞. Tým sa budeme zaoberať v ďalšej časti.
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Kapitola 3
Konvergencia Richardsonovej
extrapolácie
Zmienený Richardsonov extrapolačný proces a T-schému (2.4) by sme mohli
graﬁcky znázorniť nasledovne :
T (h)
h→0−−−−→ T (0) ≡ Tyinterpolácia ykonvergencia
T̂ (h)
h→0−−−−→ T̂ (0).
Zrejme nemôžeme vždy očakávať, že limn→∞ T
(i)
n = limh→0 T̂ (h) = T (0), keďže
Lagrangeova interpolácia nekonverguje pre každú spojitú fukciu. Z jednozna-
čnosti polynomiálnej interpolácie vyplýva, že Aitkenova-Nevillova schéma je
presne zhodná s Lagrangeovou polynomiálnou interpoláciou, čo využijeme
v nasledujúcej časti. Budeme predpokladať, že veľkosť uzlov hi sa limitne blíži
k h = 0 tak, aby sme v tomto bode dosiahli konvergenciu, povedzme, že uzly
hi konvergujú k 0 v zmysle geometrického radu. Potom môžme vysloviť nasle-
dujúce tvrdenie :
Veta 3.1. 1 Ak hi ≥ ahi+1 s a > 1 pre ∀i ∈ N0 a T (h) je spojitá pre h ∈ 〈0, H〉,
kde H > 0. Potom polynomiálna extrapolácia konverguje, tzn.
lim
n→∞
T (i)n = T (0).
K dôkazu uvedej vety je nutné využiť základné poznatky z funkcionálnej
analýzy, ktoré v skratke pripomenieme.
Veta 3.2 (Princíp rovnomernej ohraničenosti). 2 Nech X je Banachov priestor,
Y normovaný lineárny priestor a S podmnožina L(X,Y ). Potom
sup {||L|| : L ∈ S} <∞,
1[1], str. 376
2[6], str. 24
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práve keď
sup {||Lx|| : L ∈ S} <∞pre každé x ∈ X.
Dôkaz. Viď [6], str. 24.
Veta 3.3 (Banachova-Steinhausova). 3 Predpokladajme, že X je Banachov
priestor, Y normovaný lineárny priestor a Ln je postupnosť spojitých lineár-
nych zobrazení z (X,Y ). Ak pre každé x ∈ X existuje limn→∞ Lnx a ak túto
limitu označíme Lx, je L ∈ L(X,Y ).
Dôkaz. Viď opäť [6], str. 25.
Využijeme aj ďalšie jednoduché tvrdenie:
Veta 3.4. 4 Nech L je lineárne zobrazenie medzi normovanými lineárnymi
priestormi E a Y , L : E → Y . Potom L je spojité práve vtedy, keď existuje
konštanta K > 0, že ‖L(x)‖ ≤ K pre ∀x ∈ BE, kde BE = {x ∈ X : ‖x‖ ≤ 1}.
Dôkaz. Viď [6],str. 8.
Dôkaz. (3.1) K dokázaniu uvedenej vety stačí, ak overíme predpoklady Banachovej-
Steinhausovej vety :
Zmienenú vetu aplikujeme s tým, že za Banachov priestor X volíme priestor
všetkých spojitých funkcií na intervale [0, H], značíme C([0, H]), rovnako volíme
za normovaný lineárny priestor Y . Táto voľba je korektná, keďže [0, H] ⊂ R je
kompaktná množina a priestor C([0, H]) je úplný v norme deﬁnovanej nasledov-
ne
‖f‖ ≡ max {|f(t)| : t ∈ [0, H]} , f ∈ C([0, H])
a teda Banachov. Postupnosťou lineárnych spojitých operátorov je v tomto
prípade postupnosť {Li,n}∞n=0 pre ∀i ∈ N0. Je zrejmé, že ak sa na vyjadrenie
T
(i)
n = Li,n(T, 0) (podľa značenia z kapitoly 2) pozeráme ako na operátor, ktorý
spojitej funkcií priradí Lagrangeov interpolačný polynóm stupňa n, je tento
operátor zrejme lineárny.
Aby sme mohli túto vetu skutočne využiť, zostáva nám ešte overiť nasledu-
júce dva predpoklady :
1. pripomeňme ďalšie pomocné tvrdenie :
Veta 3.5 (Weierstrass). 5 Nech f ∈ C(〈a, b〉) je komplexná funkcia. Potom
existujú polynómy Pn také, že
Pn(x)⇉ f na 〈a, b〉.
Ak je f : 〈a, b〉 → R, dajú sa nájsť polynómy Pn s reálnymi koeﬁcientami,
tzn. Pn : R → R.
3[6], str. 25
4[6], str. 8
5[5], str. 406
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Ak ukážeme, že limn→∞ T
(i)
n = T (0) pre každý polynóm, potom z pred-
chádzajúceho tvrdenia a z vlastností rovnomernej konvergencie dostaneme
konvergenciu pre každú spojitú funkciu.
2. Zostáva ukázať, že operátor Li,n(T, 0) = T
(i)
n je skutočne spojitý, tzn.
potrebujeme ukázať, že ‖Lin(T, 0)‖ je ohraničená pre všetky n. K tomu
využijeme zmienené tvdrenie (3.2). Skrátene budeme značiť Li,n(T, 0) =
Ln.
Norma ‖Ln+1‖ je deﬁnovaná nasledovne
‖Ln+1‖ ≡
n∑
k=0
|λk(0)| =
n∑
k=0
∣∣∣∣ ωn+1(0)ω′n+1(hk)hk
∣∣∣∣ ,
kde ωn+1(h) =
∏n
k=0(h− hk).
Je zrejmé, že prvá podmienka je splnená, keďže T (i)n ≡ Ln+1(f, x) = f(x)
pre n ≥ m ak f ∈ Pm, čo je základná vlastnosť Lagrangeovej interpolácie.
Teda ak na polynóm stupňa menšieho ako n aplikujeme zmienenú interpoláciu,
výsledný polynóm bude zhodný s pôvodným.
Z dôvodu zjednodušenia dôkazu druhej podmienky, použijeme Aitkenovu-
Nevilleovu schému s T0 a použijeme Lagrangeovu polynomiálnu interpoláciu
Ln+1(T (h), h) =
n∑
k=0
λk(h)Tk.
Potom pre normu ‖Ln+1‖ platí
‖Ln+1‖ =
n∑
k=0
|λk(0)|.
Po dosadení bodu 0 do vyjadrenia ωn+1(x) =
∏n
k=0(x− hk) dostaneme
|ωn+1(0)| =
n∏
k=0
hk.
Podobne ω′n+1(h) =
∑n
j=0
∏n
k=0,k 6=j(h− hk), ekvivalentne môžme písať
|ω′n+1(hν)| =
n∏
k=0,k 6=ν
|hν − hk| .
Po dosadení dostávame
|λk(0)| =
∣∣∣∣ ωn+1(0)ω′n+1(hk)hk
∣∣∣∣ =
∣∣∣∣∣
∏n
j=0 hj∏n
j=0(hj − hk)hk
∣∣∣∣∣ =
n∏
j=0,j 6=k
hj
|hj − hk|
=
n∏
j=0,j 6=k
1∣∣∣1− hkhj ∣∣∣
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a následne
‖Ln+1‖ =
n∑
k=0
 1∏n
j=0,j 6=k
∣∣∣1− hkhj ∣∣∣
 . (3.1)
Vychádzame z predpokladu, že hi ≥ ahi+1, čo postupným rekurentným
dosadzovaním za hi+1 vedie k nerovnostiam :
hi ≥ ahi+1 ≥ a2hi+2 ≥ · · · ≥ arhi+r,
z čoho môžme vyjadriť člen ar :
hi
hi+r
≥ ar a hi+r
hi
≤ 1
ar
.
Vieme, že a > 1, z čoho vyplýva, že člen hi+rhi je menší ako 1, čo využijeme
v nasledujúcich pomocných odhadoch :
1∣∣∣1− hi+rhi ∣∣∣ =
1
1− hi+rhi
≤ 1
1− 1ar
=
ar
ar − 1
a pre druhú nerovnosť
1∣∣∣1− hihi+r ∣∣∣ =
1
hi
hi+r
− 1 ≤
1
ar − 1 .
V rovnosti (2.1) menovateľ rozdelíme na dve časti vzhľadom k indexu k :
n∑
k=0
|λk(0)| =
n∑
k=0
k−1∏
j=0
1∣∣∣1− hkhj ∣∣∣
 .
 n∏
j=k+1
1∣∣∣1− hkhj ∣∣∣
 .
Na tieto dve časti použijeme predchádzajúce pomocné odhady, keďže pre členy
v prvej zátvorke platí j < k (aplikujeme s r = k − j) a pre členy z druhej
zátvorky zasa j > k (v tomto prípade r = j − k), čo nás privedie k nerovnosti
n∑
k=0
|λk(0)| ≤
n∑
k=0
k−1∏
j=0
ak−j
ak−j − 1
 .
 n∏
j=k+1
1
aj−k − 1
 ,
ktorú môžme zapísať taktiež v tvare
n∑
k=0
|λk(0)| ≤
n∑
k=0
ak . . . a
(ak − 1) . . . (a− 1) . . . (an−k − 1) ≡
n∑
k=0
Ak.
Takže teraz musíme ukázať, že členy Ak sú ohraničené. V ďalšom budeme uva-
žovať prvky Ak, Ak+1, . . . , Ak+ν , pre ktoré platí k + ν ≤ n.
Vychádzame z deﬁnície, ktorú postupne upravujeme :
Ak+ν =
ak+ν . . . ak+1ak . . . a
(ak+ν − 1) . . . (ak+1 − 1) (ak − 1) . . . (a− 1) (a− 1) . . . (an−k−ν − 1)
=
ak+ν . . . ak+1
(ak+ν−1 − 1) . . . (ak+1 − 1)
(
ak . . . a
(ak − 1) . . . (a− 1) (a− 1) . . . (an−k − 1)
)
.
.
(
an−k−ν+1 − 1
)
. . .
(
an−k − 1
)
18
Čitateľ sme museli dodatočne vynásobiť
(
an−k−ν+1 − 1) . . . (an−k − 1), pretože
sme rovnakými členmi navyše násobili menovateľ. Tým sme docielili, že výraz
v zátvorke je podľa deﬁnície rovný členu Ak. Rovnosť teda upravíme na
Ak+ν =
ak+ν . . . ak+1
(
an−k−ν+1 − 1) . . . (an−k − 1)
(ak+ν − 1) . . . (ak+1 − 1) Ak.
Čitateľ teraz upravujeme tak, že uvedené zátvorky roznásobíme postupne prv-
kami ak+ν . . . ak+1, teda členom ak+ν násobíme výraz
(
an−k−ν+1 − 1), ak+ν−1
násobíme výraz
(
an−k−ν−2 − 1), atď. až konečne prvkom ak+1 vynásobíme(
an−k − 1). Týmito úpravami sa dopracujeme k vyjadreniu
Ak+ν =
an+1 − ak+ν
ak+ν−1
.
an+1 − ak+ν−1
ak+ν−1 − 1 . . .
an+1 − ak+1
ak+1 − 1 Ak. (3.2)
V rovnosti (3.2) vystupuje ν faktorov, ktoré násobia člen Ak. Svoju pozornosť
upriamime na posledný z nich, pretože je tvorený najväčším čitateľom a záro-
veň najmenším menovateľom, čo znamená že je zo všetkých ν faktorov najväčší.
Toto tvrdenie je zrejmé, keďže ak+ν > ak+ν−j pre ľubovoľné j > 0, teda v me-
novateli je od členu an+1 odčítaná najväčšia z hodnôt ak+ν , . . . , ak+1. Rovnaké
úvahy použijeme aj pri porovnávaní jednotlivých menovateľov.
Takže všetky faktory násobiace Ak nahradíme práve týmto posledným, čím
dostaneme horný odhad pre Ak+ν :
Ak+ν ≤
(
an+1 − ak+1
ak+1 − 1
)ν
Ak.
Analogicky sa dá postupovať v odhade pre členAk−ν , ktorý je podľa deﬁnície
rovný
Ak−ν =
ak−νak−ν−1 . . . a
(ak−ν − 1) . . . (a− 1) (a− 1) . . . (an−k+ν − 1) .
Znovu by sme chceli v odhade využiť člen Ak. Na to je potrebné ekvivaletne
upraviť daný zlomok, tzn. vynásobiť aj vydeliť chýbajúcimi členmi. Uvedomíme
si, že n − k + ν < n − k a jednoduchým rozšírením zlomku sa dopracujeme k
vyjadreniu tvaru:
Ak−ν =
(
akak−1 . . . ak−νak−ν−1 . . . a
(ak − 1) . . . (ak−ν − 1) . . . (a− 1) (a− 1) . . . (an−k − 1)
)
·
·
(
ak − 1) (ak−1 − 1) . . . (ak−ν+1)
akak−1 . . . ak−ν+1 (an−k+1 − 1) (an−k+2 − 1) . . . (an−k+ν − 1) .
Skrátene
Ak−ν =
(
ak − 1) . . . (ak−ν+1 − 1)
akak−1 . . . ak−ν+1 (an−k+1 − 1) . . . (an−k+ν − 1)Ak
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Opäť ako v predchádzajúcom prípade upravíme menovateľ tak, že postupne
roznásobíme členmi ak . . . ak−ν+1 výrazy
(
an−k+1 − 1) . . . (an−k+ν − 1). Tento
postup nás privedie až k vyjadreniu:
Ak−ν =
ak − 1
an+1 − ak−ν+1 .
ak−1 − 1
an+1 − ak−1 . . .
ak−ν+1 − 1
an+1 − ak−ν+1 .
Znova je počet faktorov násobiacich člen Ak rovný ν. Aby sme dosiahli horný
odhad pre Ak−ν , vyberieme najväčší z nich, tentokrát je to a
k−1
an+1−ak
, pretože
pozostáva z najväčšieho čitateľa a zároveň najmenšieho menovateľa. (Pripome-
ňme, že a > 1, preto ak > ak−ν+1.) Výsledný horný odhad má tvar :
Ak−ν ≤
(
ak − 1
an+1 − ak
)ν
Ak. (3.3)
Rovnosť v (3.2) aj (3.3) nastáva jedine v prípade, ak ν = 1.
Uvažujme teraz index k taký, pre ktorý hodnoty Aj nadobúdajú svojej ma-
ximálnej hodnoty, tzn. Ak = maxj Aj . V takom prípade platí Ak+1 < Ak.
Ak by platilo Ak+1 = Ak, potom by sme dostali rovnosť a
n+1−ak+1
ak+1−1
= 1 a jed-
noduchou úpravou dostaneme an+1 − 2ak+1 + 1 = 0. Avšak táto podmienka
všeobecne nie je splnená.
Takže môžme uvažovať len ostrú nerovnosť, teda Ak+1 < Ak a z odhadu (3.2)
je okamžite zrejmé, že
0 < qn ≡ a
n+1 − ak+1
ak+1 − 1 < 1.
Analogicky, Ak−1 < Ak a teda pri znažení pn ≡ ak−1an+1−ak dostaneme
0 < pn < 1.
Následne musíme zvážiť tieto 4 možnosti, ktoré môžu nastať :
1.
lim
n→∞
qn < 1, lim
n→∞
pn < 1
2.
lim
n→∞
qn = 1, lim
n→∞
pn < 1
3.
lim
n→∞
qn = 1, lim
n→∞
pn = 1
4.
lim
n→∞
qn < 1, lim
n→∞
pn = 1.
Na začiatku uvažujme prípad (1) :
Dosadením do vzťahu (3.1) dostaneme
‖Ln+1‖ ≤
n∑
j=0
Aj =
k−1∑
j=0
Aj +Ak +
n∑
j=k+1
Aj
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Použijeme odhady z predpokladov pre pn a qn :
‖Ln+1‖ < pknAk + · · ·+ pnAk +Ak + qnAk + · · ·+ qn−kn Ak
≤ Ak
∞∑
ν=0
(pνn + q
ν
n) =
(
1
1− p +
1
1− q
)
Ak.
Aplikovali sme odhad pomocou geometrického radu a známy vzorec pre jeho
nekonečný súčet, kde p = sup pn a q = sup qn. Je zrejmé, že posledný výraz je
ohraničený, ak je ohraničený člen Ak.
Teraz sa zameriame na ďalšiu možnosť :
Vychádzame z predpokladu lim qn = 1, čo znamená, že
lim
n→∞
(
an+1 − ak+1
ak+1 − 1
)
= lim
n→∞
(
ak+1
ak+1 − 1
(
an−k − 1
))
= 1.
Prvá časť výrazu a
k+1
ak+1−1
≥ 1 konverguje k 1, pre k → ∞. Pri analýze druhého
členu uvažujeme najskôr pevné konečné k, k < n, je vidieť, že an−k − 1 > 1 pre
∀n ∈ N. Ak k, n→∞, potom s využitím predpokladu dostaneme
limn→∞
(
an−k − 1
)
= 1,
alebo ekvivalentne limn→∞ an−k = 2.
Pretože v limitnom prechode sa čísla n a k môžu líšiť len o konečné číslo,
povedzme χ ∈ N, deﬁnované vzťahom aχ = 2 (napr. χ = 1 ak a = 2). Takže
máme len konečný počet členov Aν s ν > k. Podľa deﬁnície pn môžme písať
pn =
ak − 1
an+1 − ak =
1− a−k
an−k+1 − 1
a použitím vzťahu limn,k→∞an−k = 2 sa dopracujeme k nerovnosti
lim
n→∞
pn =
1
2a− 1 < 1,
pre a > 1.
Predchádzajúce nerovnosti a známe vlastnosti geometrických radov použi-
jeme pri odhade normy ‖Ln+1‖ :
‖Ln+1‖ < pn−χn Ak + · · ·+Ak + χAk =
(
pn−χn + · · ·+ p+ 1 + χ
)
Ak
< Ak
(
χ+
1
1− p
)
,
kde p = sup pn. Opäť sme dospeli k záveru, že norma ‖Ln+1‖ je ohraničená, ak
je ohraničený člen Ak.
Ďalej sa budeme zaoberať treťou moznosťou a ukážeme, že táto situácia ne-
môže nastať .
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Zo začiatku môžme postupovať ako v predchádzaúcom prípade, teda vychádza-
me z predpokladu limn→∞qn = 1. Rovnakým postupom sa dopracujeme až
k nerovnosti
lim
n→∞
pn =
1
2a− 1 < 1,
čo je však v tomto prípade spor s predpokladom, ktorý je limn→∞pn = 1. Takže
je zrejmé, že táto možnosť nenastane.
Konečne zameriame svoju pozornosť na poslednú možnosť :
Pre túto situáciu dostaneme podľa deﬁnície pn, že
lim
n→∞
ak − 1
an+1 − ak = limn→∞
ak − 1
ak
1
an−k+1 − 1 = 1.
Kedže platí a
k−1
ak
≥ 1 a pre k → ∞ konverguje zlomok k hodnote 1. Podobne
ako v bode (2.) dospejeme k záveru, že predpoklad je splnený, ak
lim
n→∞
an−k =
2
a
.
Znovu predpokladáme k, n→∞, preto sa tieto veličiny líšia len o konečné číslo,
z čoho vyplýva, že postupnosť {Ak+1, . . . , An} obsahuje len konečne mnoho
členov, povedzme χ, ktoré sú všetky späté s členom Ak. Potrebujeme spočítať
limn→∞qn, vychádzame z deﬁnície
qn =
an+1 − ak+1
ak+1 − 1 =
an−k − 1
1− a−k−1
a limitným prechodom n, k →∞ dostaneme konvergenciu k hodnote 2−aa . Všim-
nime si špecálny prípad a = 2, pre ktorý musí z predchádzajúceho výpočtu pla-
tiť rovnosť n = k. Ak uvažujeme a ≥ 2, je potom člen An v postupnosti {Ak}
najväčší. Pre hodnotu a takú, že 1 < a ≤ 2 dostaneme qn < 1 a zároveň máme
podľa predpokladu limn→∞pn = 1. Pre členy Ak−ν s použitím predchádzajúcich
nerovností a jednoduchých úprav platí
Ak−ν = Ak
(
ak − 1) . . . (ak−ν+1 − 1)
(an+1 − ak) . . . (an+1 − ak−ν+1)
<
Ak
(an−k+1 − 1) . . . (an−k+ν − 1) = Ak
1∏ν
i=1 (a
n−k−i − 1) .
Po najviac konečnom počte krokov, povedzme l dostaneme an−k+ν > 2, ak ν > l
a v tomto prípade limn→∞
(
an−k+ν − 1)−1 < 1. Takže postupnosť {A1, . . . , Ak−1}
je konečná a má spoločný faktor Ak.
Zhrnutím predchádzajúcich výsledkov pre člen Ak sa dopracujeme k
‖Ln+1‖ <
k−l−1∑
j=0
Aj +
k−1∑
j=k−l
Aj +Ak +
n∑
j=k+1
Aj
<
(
pk−ln Γn + · · ·+ pnΓn + l + 1 + χ
)
Ak
<
(
Γ
1− p + χ+ 1 + l
)
Ak
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pri použití označenia Γn =
∏l
i=1
1
an−k+i−1
, Γ = supn Γn a p = supn pn.
Pre všetky štyri prípady sme dostali rovnaký výsledok, a to, že norma
‖Ln+1‖ je ohraničená, ak je ohraničený člen Ak.
Nezostáva teda nič iné, len ukázať, že člen Ak je skutočne ohraničený. Pripo-
meňme ako bol deﬁnovaný
Ak =
ak . . . a
(ak − 1) . . . (a− 1) ·
1
(a− 1) . . . (an−k − 1) ≡ P1 · P2.
Budeme sa zaoberať každým členom P1 ≡ ak...a(ak−1)...(a−1) , P2 ≡
1
(a−1)...(an−k−1)
zvlášť.
Člen P1 môžme odhadnúť nasledujúcim spôsobom
P1 =
k∏
j=1
aj
aj − 1 =
k∏
j=1
(
1 +
1
aj − 1
)
<
∞∏
j=1
(
1 +
1
aj − 1
)
.
V tomto okamihu použijeme jednoduché tvrdenie z teórie nekonečných súčinov
:
Veta 3.6. Nech
∏∞
n=1 pn. Ak pn = 1 + αn, n = 1, 2, . . . tak, že αn nemení
znamienko, potom pre konvergenciu súčinu je nutné a stačí, aby konvergoval
rad
∑∞
n=1 αn =
∑∞
n=1 (pn − 1).
Teda v našom prípade je nutné a stačí, aby konvergoval rad
∑∞
j=1
1
aj−1
. To
platí, ak a > 1.
Člen P2 je ohraničený, keďže pre ∀a > 1 existuje prirodzené číslo k(a) také,
že pre k > k(a) je ak > 2 a teda
(
ak − 1)−1 ≤ 1.
Takže sme ukázali, že člen Ak je naozaj ohraničený a teda aj norma ‖Ln+1‖
je ohraničená. Je možné aplikovať vetu o princípe rovnomernej ohraničenosti
(3.2), ktorá nám zaručí spojitosť limity operátorov Ln. Overili sme všetky pred-
poklady Banachovej-Steinhausovej vety, ktorej využitím je tvrdenie dokázané.
Veta (3.1) teda dokazuje, že Richardsonov extrapolačný proces konverguje,
ak dĺžka kroku hi klesá zrovnateľne s geometrickým radom. Z hľadiska numeric-
kých aplikácii je tento výsledok, akokoľvek obmedzujúci, predsalen nádejný. To
je zreteľné v prípade, ak volíme hi+1 = 12hi, tj. pri postupnom polení časového
kroku. Vtedy sa totiž hodnoty Ti vyskytujú v členoch Ti+1, čo znamená, že sa
vyhneme opakovanému počítaniu funkčných hodnôt.
Hoci zmienená veta dokazuje konvergenciu extrapolácie, neposkytuje žiadnu in-
formáciu o kvadratúrnej formuli, ktorú je možné týmto spôsobom vygenerovať.
Pre hi = H2i dostávame Rombergovu kvadratúru a v ďalšej kapitole si ukážeme,
aké veľmi dôležité vlastnosti táto schéma má.
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Kapitola 4
Vlastnosti Rombergovej
schémy
Rombergova kvadratúrna formula má nasledujúce dôležité vlastnosti: všetky
váhy zmienenej kvadratúrneho vzorca sú pozitívne a konverguje pre všetky
spojité funkcie f ∈ C0([0, 1]).
4.1 Pozitivita a konvergencia Rombergovej
kvadratúry
Ako už bolo skôr ukázané, pre nepárny počet uzlov je jednoduchá formula Rom-
bergovej kvadratúry blízko spätá s Newtonovými-Cotesovými vzorcami, ak však
tieto majú len kladné koeﬁcienty. Teraz ukážeme, že koeﬁcienty Rombergovej
formule sú všetky pozitívne.
Veta 4.1. Rombergova kvadratúrna metóda je pozitívna.
Dôkaz. Pripomeňme (z kapitoly 2) základné vyjadrenie Rombergovej schémy
(2.1)
T
(k)
0 =
1
2
[
T
(k−1)
0 +M2k−1f
]
, k = 1, 2, . . . ,
kde M2kf =
1
2k
∑2k
i=1 f
(
2i−1
2k
)
.
Rekurentným dosadením za člen T (k−1)0 a pri zjednodušenom značení Mk ≡
M2kf dostávame, že
T
(k)
0 =
1
2
[
1
2
T
(k−2)
0 +
1
2
Mk−2
]
= . . .
=
1
2k
[
T
(0)
0 +M0 + 2M1 + · · ·+ 2k−1Mk−1
]
=
1
2k
[
T
(0)
0 +
k−1∑
i=0
2iMi
]
,
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čo je zrejme pozitívne, s ohľadom na vyjadrenie Mi (2.2).
Použitím známych vzorcov a priamym výpočtom sa dopracujeme k nasledujú-
cim vzťahom
T
(k−1)
1 =
1
3
[
4T
(k)
0 − T (k−1)0
]
=
1
3
(
2−k
[
T
(0)
0 +
k−1∑
i=0
2iMi
]
· 4− 21−k
[
T
(0)
0 +
k−2∑
i=0
2iMi
])
=
1
3
(
2−k
[
T
(0)
0 +
k−2∑
i=0
2iMi + 2
k−1Mk−1
]
· 4− 21−k
[
T
(0)
0 +
k−2∑
i=0
2iMi
])
=
21−k
3
[
T
(0)
0 +
k−2∑
i=0
2iMi + 2
k−1Mk−1
]
· 2− 2
1−k
3
[
T
(0)
0 +
k−2∑
i=0
2iMi
]
=
21−k
3
(
2T
(0)
0 +
k−2∑
i=0
+2kMk−1
)
.
Ak označíme
T
(k−1)
1 ≡
21−k
3
[
a
(1)
0
(
T
(0)
0 +
k−2∑
i=0
2iMi
)
+ 2k−1a
(1)
1 Mk−1
]
,
potom a(1)0 = 1, a
(1)
1 = 2.
Počítame ďalej, tentokrát vychádzame zo vzťahu pre T (k−2)2 :
T k−22 =
1
15
[
16T
(k−1)
1 − T (k−1)1
]
=
1
15
[
16 · 2
1−k
3
(
a
(1)
0
(
T
(0)
0 +
k−2∑
i=0
2iMi
)
+ 2k−1a
(1)
1 Mk−1
)]
− 1
15
[
22−k
3
(
a
(1)
0
(
T
(0)
0 +
k−3∑
i=0
2iMi
)
+ 2k−2a
(1)
1 Mk−2
)]
=
1
15
· 2
2−k
3
· 23
[
a
(1)
0 T
(0)
0 + a
(1)
0
k−3∑
i=0
2iMi + a
(1)
0 2
k−2Mk−2 + a
(1)
1 2
k−1Mk−1
]
− 1
15
· 2
2−k
3
[
a
(1)
0 T
(0)
0 + a
(1)
0
k−3∑
i=0
2iMi + 2
k−2a
(1)
1 Mk−2
]
=
22−k
45
[
7a
(1)
0
(
T
(0)
0 +
k−3∑
i=0
2iMi
)
+ 2k−2Mk−2
(
8a
(1)
0 − a(1)1
)
+ 2k+2a
(1)
1 Mk−1
]
.
Použijeme analogické označenie ako v predchádzajúcom kroku :
T
(k−2)
2 ≡
22−k
45
[
a
(2)
0
(
T
(0)
0 +
k−3∑
i=0
2iMi
)
+ a
(2)
1 2
k−2Mk−2 + a
(2)
2 2
k−2Mk−1
]
,
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kde pre tento prípad platia rovnosti a(2)0 = 7, a
(2)
1 = 6a
(1)
0 − a(1)1 = 6 a konečne
a
(2)
2 = 16a
(1)
1 = 32.
Ďalej sa zameriame na vyjadrenie pre T (k−3)3 :
T
(k−3)
3 =
1
63
[
64T
(k−2)
2 − T (k−3)2
]
=
1
63
[
64 · 2
2−k
45
(
a
(2)
0
(
T
(0)
0 +
k−3∑
i=1
2iMi
)
+ a
(2)
1 2
k−2Mk−2 + a
(2)
2 2
k−2Mk−1
)]
− 1
63
[
23−k
45
(
a
(2)
0
(
T
(0)
0 +
k−4∑
i=0
2iMi
)
+ a
(2)
1 Mk−32
k−3 + a
(2)
2 2
k−3Mk−2
)]
=
32
63
· 2
3−k
45
(
a
(2)
0
(
T
(0)
0 +
k−4∑
i=0
2iMi + 2
k−3Mk−3
)
+ a
(2)
1 2
k−2Mk−2 + a
(2)
2 2
k−2Mk−1
)
− 1
63
· 2
3−k
45
(
a
(2)
0
(
T
(0)
0 +
k−4∑
i=0
2iMi
)
a
(2)
1 Mk−32
k−3 + a
(2)
2 2
k−3Mk−2
)
=
1
63
· 2
3−k
45
[
31a
(2)
0
(
T
(0)
0 +
k−4∑
i=0
2iMi
)
+ 2k+2a
(2)
0 Mk−3 + 2
k+3a
(2)
1 Mk−2
]
+
1
63
· 2
3−k
45
[
2k+3a
(2)
2 Mk−1 − 2k−3a(2)1 Mk−3 − 2k−3a(2)2 Mk−2
]
=
1
63
· 2
3−k
45
[
31a
(2)
0
(
T
(0)
0 +
k−4∑
i=0
2iMi
)
+ 2k−3
(
25a
(2)
0 − a(2)1
)
Mk−3
]
+
1
63
· 2
3−k
45
[
2k−3
(
26a
(2)
1 − a(2)2
)
Mk−2 + 2
k+3a
(2)
2 Mk−1
]
.
S prihliadnutím k predchádzajúcemu značeniu môžme písať :
T
(k−3)
3 ≡
1
63
· 2
3−k
45
[
a
(3)
0
(
T
(0)
0 +
k−4∑
i=0
2iMi
)
+ 2k−3
3∑
i=1
a
(3)
i Mk+1−4
]
,
kde
a
(3)
0 = 31a
(2)
0 = 31.7 = 217
a
(3)
1 = 2
5a
(2)
0 − a(2)1 = 32.7− 6 = 218
a
(3)
2 = 2
6a
(2)
1 − a(2)2 = 64.6− 32 = 352
a
(3)
3 = a
(2)
2 .2
6 = 64.32 = 2048.
Pomocou matematickej indukcie dokážeme platnosť všeobecného vzorca:
T (k−m)m =
2m−k
(4m − 1) . . . (4− 1)
[
a
(m)
0
(
T
(0)
0 +
k−m−1∑
i=0
2iMi
)
+ 2k−m
m∑
i=1
a
(m)
i Mk+i−m−1
]
,
(4.1)
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ak zvolíme a(0)0 ≡ 1.
Pre m = 1 sme platnosť vzťahu dokázali v predchádzajúcej časti priamym
výpočtom. Zostáva dokázať, že uvedená identita platí prem+1 za predpokladu,
že platí pre m.
Dosadíme do pôvodného vzťahu :
T
(k−m−1)
m+1 =
1
4m+1 − 1
[
4m+1T (k−m)m − T (k−m−1)m
]
Za T (k−m)m a T
(k−m−1)
m dosadíme podľa indukčného predpokladu a dostaneme
nasledujúci vzťah :
T
(k−m−1)
m+1 =
1
4m+1 − 1
[
4m+1
2m−k
(4m − 1) . . . (4− 1)
[
a
(m)
0
(
T
(0)
0 +
k−m−1∑
i=0
2iMi
)
+
+ 2k−m
m∑
i=1
a
(m)
i Mk+i−m−1
]
−
− 2
m+1−k
(4m − 1) . . . (4− 1)
[
a
(m)
0
(
T
(0)
0 +
k−m−2∑
i=1
2iMi
)
+ 2k−m−1
m∑
i=1
Mk+i−m−2
]]
.
V prvome člene jednoduchou úpravou dostaneme :
4m+1 · 2m−k = 22m+2 · 2m−k = 22m+1 · 2m+1−k.
Teraz môžme z oboch členov vyňať 2
m+1−k
(4m−1)...(4−1) , čím sa dopracujeme k rovnosti
:
T
(k−m−1)
m+1 =
2m+1−k
(4m+1) (4− 1)
(
22m+1
[
a
(m)
0
(
T
(0)
0 +
k−m−2∑
i=0
2iMi + 2
k−m−1Mk−m−1
)
+
+ 2k−m
m∑
i=1
a
(m)
i Mk+i−m−1
]
−
[
a
(m)
0
(
T
(0)
0 +
k−m−2∑
i=0
2iMi
)
+
+ 2k−m−1
m∑
i=1
a
(m)
i Mk+i−m−2
])
.
Ďalšíe jednoduché úpravy nás privedú k vzťahu :
T
(k−m−1)
m+1 =
2m+1−k
(4m+1) (4− 1)
[(
22m+1 − 1
)
a
(m)
0
[
T
(0)
0 +
k−m−2∑
i=0
2iMi
]
+
+ 2k+mam0 Mk−m−1 + 2
2m+22k−m−1
m∑
i=1
a
(m)
i Mk+i−m−1−
− 2m−k−1
m∑
i=1
a
(m)
i Mk+i−m−2
]
. (4.2)
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Ak označíme a(m+1)0 =
(
22m+1 − 1) a(m)0 , je prvá časť vzťahu v požadovanom
tvare. Zamerajme sa preto na druhú časť, konkrétne na výraz :
2k+ma
(m)
0 Mk−m−1+2
2m+22k−m−1
m∑
i=1
a
(m)
i Mk+i−m−1−2k−m−1
m∑
i=1
a
(m)
i Mk+i−m−2.
Z druhej sumy vyčleníme výraz príslušný i = 1 :
= 2k+ma
(m)
0 Mk−m−1 + 2
2m+22k−m−1
m∑
i=1
a
(m)
i Mk+i−m−1−
2k−m−1
m∑
i=2
a
(m)
i Mk+i−m−2 − 2k−m−1a(m)1 Mk−m−1 =
= 2k−m−1
(
22m+2
m∑
i=1
a
(m)
i Mk+i−m−1 −
m∑
i=2
a
(m)
i Mk+i−m−2
)
+
+ 2k−m−1Mk−m−1
(
22m+1a
(m)
0 − a(m)1
)
.
Označíme a(m+1)1 =
(
22m+1a
(m)
0 − a(m)1
)
, prvú sumu preindexujeme spôsobom
j = i+ 1 a počítame ďalej
= 2k−m−1a
(m+1)
1 Mk−m−1 + 2
k−m−1
(
22m+2
m+1∑
j=2
a
(m)
j−1Mk+j−m−2 −
m∑
i=2
a
(m)
i Mk+i−m−2
)
= 2k−m−1a
(m+1)
1 Mk−m−1 + 2
k−m−1
(
m+1∑
i=2
Mk+i−m−2
(
22m+2a
(m)
i−1 − a(m)i
))
.
Je zrejmé, že člen 2k−m−1a(m+1)1 Mk−m−1 môžme začleniť do sumy pre i = 1.
Pri značení a(m+1)i = 2
2m+2a
(m)
i−1−a(m)i , pre i = 2, . . . ,m a špeciálne pre i = m+1
a
(m+1)
m+1 = 2
2m+2a
(m)
m dostávame konečné vyjadrenie
=2k−m−1
m+1∑
i=1
a
(m+1)
i Mk+i−m−2,
ktoré po použití vo vzťahu (4.2) dokazuje požadovaný vzťah (4.1) pre hodnotu
m+ 1 :
T
(k−m−1)
m+1 =
2m+1−k
(4m+1 − 1) . . . 3
[
a
(m+1)
0
(
T
(0)
0 +
k−m−2∑
i=0
2iMi
)
+ 2k−m−1
m+1∑
i=1
a
(m+1)
i Mk+i−m−2
]
.
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Pri dokazovaní tejto identity sme využili nasledujúce značenie (vtedy prem+1):
a
(m)
0 = (2
2m−1 − 1)a(m−1)0
a
(m)
1 = 2
2m−1a
(m−1)
0 − a(m−1)1
...
a
(m)
i = 2
2ma
(m−1)
i−1 − a(m−1)i , pre i = 2, 3, . . . ,m− 1
...
a(m)m = 2
2ma
(m−1)
m−1 .
Napríklad pre m = 4 dostávame a(4)0 = 27559, a
(4)
1 = 27558, a
(4)
2 = 55456,
a
(4)
3 = 88064 a a
(4)
4 = 524288. Koeﬁcienty a
(m)
0 , a
(m)
1 , a
(m)
m môžme explicitne
vyjadriť rekurentným dosadením, zatiaľ čo koeﬁcienty a(m)i pre i = 2, . . . ,m−1
sa dajú len odhadnúť.
Pre a(m)0 platí :
a
(m)
0 = (2
2m−1 − 1)a(m−1)0 = (22m−1 − 1)(22(m−1)−1 − 1)a(m−2)0
= (22m−1 − 1)(22m−3 − 1)(22m−5 − 1)a(m−3)0 = . . .
= (22m−1 − 1)(22m−3 − 1)(22m−5 − 1) . . . (2− 1).
Všimnime si, že použitím základných vyjadrení sa môžme dopracovať k pomoc-
nému vzťahu :
a
(m)
0 = (2
2m−1 − 1)(22m−3 − 1) . . . (2− 1)
a
(m−1)
0 = (2
2m−3 − 1) . . . (2− 1)
a
(m)
0 + a
(m−1)
0 = (2
2m−1 − 1 + 1)(22m−3 − 1) . . . (2− 1) = 22m−1a(m−1)0 ,
ktorý využijeme pri upravovaní koeﬁcientov a(m)1 .
Vychádzame zo základného vyjadrenia a postupujeme nasledujúcim spôsobom
:
a
(m)
1 = 2
2m−1a
(m−1)
0 − a(m−1)1 = a(m)0 + a(m−1)0 − a(m−1)1
= a
(m)
0 + a
(m−1)
0 −
(
22m−3a
(m−2)
0 − a(m−2)1
)
= a
(m)
0 + a
(m−1)
0 − a(m−1)0 − a(m−2)0 + a(m−2)1
= a
(m)
0 + a
(m−1)
0 − a(m−1)0 − a(m−2)0 + a(m−2)0 + a(m−3)0 − a(m−3)1 .
Je vidieť, že sa postupne dopracujeme k teleskopickému radu, teda že sa všetky
členy okrem prvého a posledného odčítajú. Keďže platí, že a(0)0 = 1, môžme
teda výsledne písať :
a
(m)
1 = a
(m)
0 + (−1)m+1 .
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Jednoduchým rekurentným dosadením dostaneme aj explicitné vyjadrenie
pre a(m)m :
a(m)m = 2
2ma(m−1)m = 2
2m · 22m−2a(m−2)m = 22m · 22m−2 · 22m−4 . . . 24 · 2 > 0.
Takže sme dokázali, že koeﬁcienty a(m)0 , a
(m)
1 a aj a
m
m sú kladné pre ∀m ≥ 3.
Pre koeﬁcienty a(m)i , kde m ≥ 3 a i = 2, 3, . . . dokážeme nasledujúcu nerovnosť
3 · 22m−2a(m−1)i−1 < a(m)i < 22mam−1i−1 .
Postupovať budeme opäť indukciou podľa i, pričom v každom kroku prevedieme
ešte indukciu podľa m. V provom kroku ukážeme platnosť nerovnosti pre i = 2:
3 · 22m−2a(m−1)1 < a(m)i < 22ma(m−1)i−1
Najskôr uvažujme m = 3. V tomto prípade je nerovnosť splnená, pretože :
3 · 22·3−2a(2)1 = 48a(2)1 = 288
26a
(2)
1 = 384.
Kedže a(3)2 = 352, vidíme, že nerovnosť skutočne platí. Predpokladajme že
nerovnosť sa nadobúda pre nejaké m > 3, teda
3 · 22m−2a(m−1)1 < a(m)2 < 22ma(m−1)1 .
Vzťah overíme pre m+ 1, pričom vychádzame z deﬁnície :
a
(m+1)
2 = 2
2m+2am1 − a(m)2 < 22m+2a(m)1 − 3 · 22m−2a(m−1)1 < 22m+2a(m)1 .
Pri poslednom odhade sme využili faktu, že koeﬁcienty a(m)1 sú kladné.
Pri dokazovaní ľavej strany nerovnosti, využijeme nasledujúcu vlastnosť koeﬁ-
cientov a(m)1 :
a
(m+1)
1 = a
(m+1)
0 + (−1)m+2 =
(
22m+1 − 1) (22m−1 − 1) . . . (2− 1) + (−1)m+2
>
(
22m−1 − 1) . . . (2− 1) + (−1)m+1 = a(m)1 , pre m ≥ 3.
Vychádzame z deﬁnície :
a
(m+1)
2 = 2
2m+2a
(m)
1 − a(m)2 > 22m+2a(m)1 − 22ma(m−1)1
> 22m
(
22 − 1) a(m)1 = 3 · 22ma(m)1 .
Zároveň sme dokázali, že koeﬁcienty a(m)2 sú kladné pre m ≥ 3. Pri ďalšom
kroku indukcie budeme využívať ešte vzťah
a
(m+1)
2 > 3 · 22mam1 > 3 · 22ma(m−1)1 > 22ma(m−1)1 > a(m)2 , pre m ≥ 3.
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Prevedieme ďalší krok indukcie, to znamená, predpokladáme platnosť nasledu-
júceho vzťahu :
3 · 22m−2a(m−1)i−1 < a(m)i < 22ma(m−1)i−1
a zároveň
· · · > a(m+1)i > a(m)i > a(m−1)i > . . . ,
kde uvedené koeﬁcienty a(m)i sú kladné pre m ≥ 3. Chceme sa dopracovať k
nasledujúcemu vyjadreniu
3 · 22ma(m−1)i < a(m)i+1 < 22mam−1i ,
ktoré platí pre m ≥. Postupujeme indukciou podľa m. Najskôr volíme m = 3,
potom je však i = 2 a túto situáciu sme vyriešili v predchádzajúcom. Predpo-
kladajme teda, že nerovnosť je splnená pre i = 2, . . . ,m − 1 a m ≥ 3. Zostáva
nám teda ukázať, že nerovnosť je taktiež splnená pre m+ 1.
Podobne ako v predchádzajúcom prípade, vychádzame z deﬁnície :
a
(m+1)
i+1 = 2
2m+2a
(m)
i − a(m)i+1 > 22m+2a(m)i − 22ma(m−1)i
> 22m+2a
(m)
i − 22ma(m)i = 3 · 22ma(m)i .
Keďže z predpokladu máme, že koeﬁcienty a(m)i sú kladné, z práve overenej
nerovnosti okamžite dostávame nezápornosť koeﬁcientov a(m+1)i+1 pre m ≥ 3.
Pravú stranu nerovnosti dostaneme podobne :
a
(m+1)
i+1 = 2
2m+2ami − a(m)i+1 < 22m+2a(m)i − 3 · 22m−2a(m−1)i < 22m+2a(m)i .
Podľa dokázaného, je overená aj nerovnosť :
a
(m+1)
i+1 > 3 · 22ma(m)i > 3 · 22ma(m−1)i > 22ma(m−1)i > a(m)i+1.
Takže koeﬁcienty a(m)i , pre i = 0, 1, . . . ,m − 1 a m ≥ 1 sú vždy kladné a
keďže T (k−m)m , k = m,m+1, . . . pozostávajú len z členov T
(0)
0 a Mk, čím je teda
dokázaná pozitivita Rombergovej kvadratúry.
Po dokázaní tejto dôležitej vlastnosti by bolo vhodné dokázať konvergenciu
pre každý polynóm. Konvergencia pre každú spojitú funkciu f ∈ C([0, 1]) by
potom pomocou princípu rovnomernej ohraničenosti (3.2) bola opäť dôsledkom
Banachovej-Steinhausovej vety. Uvažujme teda f ∈ Pn. Potom skonštruujeme
funkciu
T (h) = c0 + c1h+ c
2
2 + · · ·+ cnhn ∈ Pn,
čo je polynómom stupňa n v premennej h. Ako bolo demonštrované v predchá-
dzajúcej kapitole, potrebujeme najviac n+1 hodnôt T (k)0 aproximujúcich T (h),
aby sme obdržali identitu
T (h) = T̂ (h).
Takže schéma má polynomiálnu presnosť a môžme vysloviť nasledujúcu vetu :
Veta 4.2. Rombergova kvadratúrna schéma konverguje pre každú funkciu
f ∈ C([0, 1]).
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Kapitola 5
Chyba Rombergovej
kvadratúrnej formule
Skôr ako začneme skúmať chybu Rombergovej schémy, uvedieme základné po-
znatky o Peanovom jadre, ktoré je veľmi dôležitým nástrojom pri analýze chýb
kvadratúrnych a kubatúrnych vzorcov.
5.1 Peanovo jadro kvadratúrnej formule
K odvodeniu vzorca pre Peanovo jadro kvadratúrnej formule je vhodné vysloviť
nasledujúce známe tvrdenia.
Definícia 5.1. 1 Nech x je reálne číslo a k ≥ 0, potom deﬁnujeme kladnú časť
(x− t)k+ predpisom :
(x− t)k+ =
{
0, pre t ≥ x
(x− t)k, pre t < x.
Veta 5.2 (Taylorova veta s integrálnym tvarom zbytku). Nech a, b sú reálne
čísla také, že a < b, nech funkcia f je triedy C(〈a, b〉). Potom pre každé x ∈ 〈a, b〉
platí
f(x) = f(a) + (x− a)f ′(a) + · · ·+ 1
k!
(x− a)kf (k)(a) + 1
k!
∫ x
a
(x− t)kf (k+1)(t)dt
Teraz môžme pristúpiť k názornému odvodeniu Peanovho jadra pre kvad-
ratúrne vzorce, pričom budeme postupovať ako v Engels [1], str. 94-95.
Uvažujme ľubovoľnú funkciu f triedy Ck+1([0, 1]), ktorú môžme podľa predchá-
dzajúcej vety (5.2) písať v tvare
f(x) =
k∑
i=0
1
i!
xif (i)(0) +
1
k!
∫ x
0
(x− t)kf (k+1)(t)dt, pre x ∈ [a, b].
1[4], str. 94
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Ak zapíšeme túto rovnosť pomocou kladnej časti (x− t)k, dostávame
f(x) =
k∑
i=0
1
i!
xif (i)(0) +
1
k!
∫ 1
0
(x− t)k+f (k+1)(t)dt, pre x ∈ [a, b]. (5.1)
Uvažujme ďalej kvadratúrny vzorec Qn s algebraickým stupňom presnosti k. Na
uvedený rozvoj (5.1) funkcie f aplikujeme lineárny funkcionál En reprezentujúci
chybu kvadratúrnej formule Qn
Enf = En
{
k∑
i=0
1
i!
xif (i)(0) +
1
k!
∫ 1
0
(x− t)k+f (k+1)(t)dt
}
=
k∑
i=0
1
i!
En(x
i)f (i)(0) +
1
k!
En
{∫ 1
0
(x− t)k+f (k+1)(t)dt
}
. (5.2)
Pretože algebraický rád kvadratúrneho vzorca Qn je k, čo znamená En(xi) = 0
pre i = 0, . . . , k a En(xk+1) 6= 0, môžme rovnosť (5.2) napísať v tvare
Enf =
1
k!
En
{∫ 1
0
(x− t)k+f (k+1)(t)dt
}
=
1
k!
∫ 1
0
f (k+1)(t)En(x− t)k+dt.
Definícia 5.3 (Peanovo jadro). 2 Nech funkcia f je triedy Ck+1 na intervale
〈0, 1〉, nech Qn je kvadratúrna formula rádu k. Potom funkciu
Kn,k(t) ≡ Exn(x− t)k+
nazveme Peanovým jadrom kvadratúrnej formule Qn rádu k.
Peanovo jadro je možné deﬁnovať aj v prípade, že funkcia f je triedy Cm+1
na intervale [0, 1] a kvadratúrna formula Qn má algebraický rád presnosti k,
kde m 6= k. V situácií, kedy je m > k, sa vzorec pre výpočet Peanovho jadra
nezmení. Naopak, pre m < k, môžme deﬁnovať Peanovo jadro dvoma spôsobmi
Enf =
1
m!
∫ 1
0
Kn,m(t)f
(m+1)(t)dt,
alebo
Enf =
k∑
i=m+1
f (i)(0)
i!
En(x
i) +
1
k!
∫ 1
0
Kn,k(t)f
(k+1)(t)dt.
Pomocou Peanovho jadra je možné vyjadriť chybu kvadratúrnej formule Qn,
ako demonštruje nasledujúca veta.
2[1], str. 95
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Veta 5.4. 3 Nech f ∈ Ck+1[−1, 1], kde k ≥ 0 a Qn je kvadratúrna formula
algebraického stupňa presnosti m ≥ k. Potom pre chybu Enf =
∫ 1
−1 f(t)dt−Qnf
platí
Enf =
1
k!
∫ 1
−1
K(t)f (k+1)(t)dt,
kde K(t) predstavuje Peanovo jadro kvadratúrnej formule Qn rádu k.
Dôkaz. Dôkaz plynie z konštrukcie Peanovho jadra.
Veta 5.5. 4 Pre daný interval [a, b], funkciu f a kvadratúrny vzorec Qn je
vyjadrenie Peanovho jadra Kn,k(t) pre pevné k jediné.
Dôkaz. Dôkaz je opäť zrejmý z konštrukcie Peanovho jadra.
V ďalšej časti využijeme základné tvrdenie matematickej analýzy
Veta 5.6 (1. veta o strednej hodnote). 5 Nech sú funkcie f, g spojité na inter-
vale [a, b], funkcia g ≥ 0. Potom existuje ξ ∈ [a, b] tak,že∫ b
a
f(x)g(x)dx = f(ξ)
∫ b
a
g(x)dx
Dôkaz. Dôkaz môžme nájsť v [5], str. 278
Predchádzajúca veta nám umožňuje formulovať nasledujúce tvrdenie.
Veta 5.7. 6 Peanovo jadro Kn,k(t) má nulové body násobnosti aspoň k pre
t = ±1 a platí
(i+ 1)Kn,i(t) +K
′
n,i+1(t) = 0,
pre i = 0, 1, . . . , k − 1.
Dôkaz. Naznak dôkazu môžme nájsť v [1], str. 99-100.
Za povšimnutie stojí, že K(t) je po častiach polynomiálne, inak povedané,
K(t) je spline.
5.2 Chyba Rombergovho kvadratúrneho vzorca
K tomu, aby sme boli schopní odvodiť chybu Rombergovej kvadratúrnej for-
mule, začneme so všeobecným vyjadrením chyby pre T (k)0 a následne budeme
prevádzať extrapolačný proces. Rád derivácie, ako bude v ďalšej časti ukázané,
je zvyšovaný integrovaním per-partes. Ukážeme tiež, že Peanovo jadro pre T (k)i
má konštantné znamienko v intervale [0, 1] a teda aplikáciou vety o strednej
3[1], str. 95
4[1], str. 99
5[5], str. 278
6[1], str. 100
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hodnote budeme môcť jednoducho reprezentovať chybu schémy.
Pre názornosť, uvedieme príklad formule nízkeho rádu, zloženého lichobežníko-
vého pravidla, ktoré reprezentuje T (k)0 . Nech funkcia f je triedy Cm pre nejaké
vhodné m. Použitím vety (5.4) môžme chybu E
T
(0)
0
2 lichobežníkového pravidla
T
(0)
0 vyjadriť nasledovne
E
T
(0)
0
2 f =
∫ 1
0
f(t)dt− T (0)0 =
∫ 1
0
f(t)dt− 1
2
(f(0) + f(1)) =
∫ 1
0
K
T
(0)
0
2,1 (x)f
′′(t)dt,
kde funkciaK
T
(0)
0
2,1 značí Peanovo jadro jednoduchého lichobežníkového pravidla.
Podľa deﬁnície (5.3) ho môžme vyjadriť nasledovne
K
T
(0)
0
2,1 (t) =
∫ 1
0
(x− t)1+dx−
1
2
[
(0− t)1+ + (1− t)1+
]
=
∫ 1
t
(x− t)dx− 1
2
(1− t)
≡ −1
2
t(t− 1).
Je zrejmé, že platí K
T
(0)
0
2,1 (t) = K
T
(0)
0
2,1 (1−t), pre t ∈ [0, 1], čo je možné nahliadnuť
aj z obrázku
−0.025
−0.075
x
−0.125
0.0
−0.05
−0.1
1.00.750.50.250.0
Obrázok 5.1: K
T
(0)
0
2,1
Rozpolením intervalu [0, 1] dostaneme lichobežníkové pravidlo druhého rá-
du, teda pre chybu E
T
(1)
0
3 f platí
E
T
(1)
0
3 f =
∫ 1
0
f(t)dt− T (1)0 =
∫ 1
0
f(t)dt− 1
2
[
1
2
f(0) + f(1/2) +
1
2
f(1)
]
≡
∫ 1
0
K
T
(1)
0
3,1 (t)f
′′(t)dt,
kde Peanovo jadro K
T
(1)
0
3,1 (t) má v tomto prípade tvar
K
T
(1)
0
3,1 (t) =
{
−12 t
(
1
2 − t
)
, pre t ∈ [0, 12 ],
1
2
(
1
2 − t
)
(1− t) , pre t ∈ (12 , 1],
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čo môžeme jednotne zapísať ako
K
T
(1)
0
3,1 (t) =
1
2
(
i
2
− t
)(
i+ 1
2
− t
)
,
pre t ∈ [ i2 , i+12 ), kde i = 0, 1.
Poznámka 5.8. Pre zjednodušenie zápisu, aj v ďalšom texte, píšeme otvorený
interval pri 1 i keď uvažujeme tento interval uzavretý.
Priamym dosadením sa dajú jednoducho overiť nasledujúce vzťahy
K
T
(1)
0
3,1 (t) = K
T
(1)
0
3,1 (1− t), pre t ∈ [0, 1/2],
K
T
(1)
0
3,1 (t) =
1
4
K
T
(0)
0
2,1 (2t), pre t ∈ [0, 1/2],
K
T
(1)
0
3,1 (t) =
1
4
K
T
(0)
0
2,1 (2t− 1), pre t ∈ [1/2, 1].
Peanovo jadro K
T
(1)
0
3,1 môžme teraz graﬁcky znázorniť.
0.75
−0.01
−0.02
−0.03
−0.025
t
0.0
−0.015
0.25 1.0
−0.005
0.50.0
Obrázok 5.2: K
T 10
3,1
Než prístupime k odvodeniu všeobecného vzorca Peanovho jadra pre zložené
lichobežníkové pravidlo, zameriame sa v skratke ešte na Peanovho jadro vyjad-
renia T (2)0 . Postupovať budeme analogicky ako v predchádzajúcich prípadoch a
dostaneme
K
T
(2)
0
5,1 =
∫ 1
0
(x− t)1+dx−
1
4
[
1
2
(0− t)1+ + (
1
4
− t)1+ + (
1
2
− t)1+ + (
3
4
− t)1+ +
1
2
(1− t)1+
]
,
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z čoho jednoduchými úpravami dostaneme
K
T
(2)
0
5,1 (t) =

1
2 t
2 − 18 t = 18 t(4t− 1) pre t ∈ [0, 14 ],
1
16 − 38 t+ 18 t2 = 116(1− 4t)(1− 2t) pre t ∈ [14 , 12 ],
3
16 − 58 t+ 12 t2 = 116(1− 2t)(3− 4t) pre t ∈ [12 , 34 ],
3
8 − 78 t+ 12 t2 = 18(3− 4t)(1− t) pre t ∈
[
3
4 , 1
)
.
Vzorec pre K
T
(2)
0
5,1 (t) môžme stručne zapísať v tvare
K
T
(2)
0
5,1 =
1
2
(
i
4
− t
)(
i+ 1
4
− t
)
,
kde t ∈ [ i4 , i+14 ), pričom i = 0, 1, 2, 3.
Opäť je ľahké nahliadnuť, že pre K
T
(2)
0
5,1 (t) platia podobné vlastnosti ako pre
K
T
(1)
0
3,1 (t), teda konkrétne
K
T
(2)
0
5,1 (t) = K
T
(2)
0
5,1 (1− t), pre t ∈ [0, 1],
K
T
(2)
0
5,1 (t) =
1
16
K
T
(0)
0
2,1 (4t− i), kde i = 0, 1, 2, 3 a t ∈
[
i
4
,
i+ 1
4
)
.
Tieto vlastnosti potvrdzuje aj graﬁcké znázornenie jadra K
T
(2)
0
5,1 (t)
−2
t10−3
0.5
−6
1.00.25
0
−4
0.750.0
Obrázok 5.3: K
T
(2)
0
5,1
Pristúpme teraz k odvodeniu vzorca Peanovho jadra pre všeobecné T (k)0 .
Pripomeňme najskôr deﬁníciu tohto členu
T
(k)
0 =
1
2k+1
f(0) + 2k−1∑
i=1
f
(
i
2k
)
+ f(1)
 .
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Postupujeme rovnakým spôsobom, platí teda
E
T
(k)
0
2k+1
f =
∫ 1
0
f(t)dt− T (k)0 =
∫ 1
0
K
T
(k)
0
2k+1,1
f ′′(t)dt,
kde jadro K
T
(k)
0
2k+1,1
je deﬁnované vzorcom
K
T
(k)
0
2k+1,1
=
∫ 1
0
(x− t)1+dx−
1
2k
1
2
(0− t)1+ +
2k−1∑
i=0
(
i
2k
− t
)1
+
+
1
2
(1− t)1+
 .
Jednoduchými úpravami a použitím matematickej indukcie sa dopracujeme k
vyjadreniu
K
T
(k)
0
2k+1,1
=
1
2
(
i
2k
− t
)(
i+ 1
2k
− t
)
,
kde t ∈ [ i
2k
, i+1
2k
), pre i = 0, . . . , 2k − 1.
Ďalej využijeme aditivitu integrálu vzhľadom na interval integrácie a získame
všeobecný vzorec pre chybu E
T
(k)
0
2k+1,1
f zloženého lichobežníkového pravidla T (k)0
E
T
(k)
0
2k+1,1
f =
∫ 1
0
f(t)dt− T (k)0 =
2k−1∑
i=0
∫ 2−k(i+1)
2−ki
1
2
(
i
2k
− t
)(
i+ 1
2k
− t
)
f ′′(t)dt.
Opäť môžme overiť platnosť analogických vlastností ako v predchádzajúcich
krokoch
K
T
(k)
0
2k+1,1
=
1
4k
K2,1
(
2kt− i
)
=
1
2
(
i
2k
− t
)(
i+ 1
2k
− t
)
,
kde x ∈ [ i
2k
, i+1
2k
), pre i = 0, . . . , 2k − 1.
Ako je ľahko vidieť z tohto zápisu, jadro K
T
(k)
0
2k+1,1
(t) je periodická funkcia s
periódou 2−k a na každom podintervale je reprezentovaná adaptovanou funkciou
K
T
(0)
0
2,1 (t), je spojitá na celom intervale [0, 1]. Navyše platí
K
T
(k)
0
2k+1,1
(t) = K
T
(k)
0
2k+1,1
(1− t), pre t ∈ [0, 1],
K
T
(k)
0
2k+1,1
(t) ≤ 0, pre ∀t ∈ [0, 1].
Funkcia K
T
(k)
0
2k+1,1
teda nemení znamienko, čo je veľmi dôležitá vlastnosť, ktorú
neskôr využijeme. V ďalšej časti budeme potrebovať aj vyjadrenie Peanovho
jadra pre T (k+1)0 . Uvedieme len jeho tvar, ktorý dostaneme dosadením k+1 za
k
K
T
(k+1)
0
2k+1+1,1
=
1
2
(
i
2k+1
− t
)(
i+ 1
2k+1
− t
)
,
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pre t ∈ [ i
2k+1
, i+1
2k+1
)
, pre i = 0, . . . , 2k+1 − 1.
Prejdime teraz k vyjadreniu Peanovho jadra pre T (k)1 , teda pre druhý stĺpec
T-schémy. Postupujeme aplikáciou Richardsonovho extrapolačného procesu. Pre
názornosť začnime počítať vzorec jadra pre T (0)1
E
T
(0)
1
2 f =
∫ 1
0
f(t)dt− T (0)1 =
∫ 1
0
f(t)dt− 1
3
[
4T
(1)
0 − T (0)0
]
≡
∫ 1
0
K
T
(0)
1
3,1 f
′′(t)dt,
kde funkcia K
T
(0)
1
3,1 je deﬁnovaná predpisom
K
T
(0)
1
3,1 (t) =
1
3
[4K
T
(0)
0
2,1 (t)−K
T
(0)
0
2,1 (t)] =

1
3 [K
T
(0)
0
2,1 (2t)−K
T
(0)
0
2,1 (t)], t ∈ [0, 12 ],
1
3 [K
T
(0)
0
2,1 (2t− 1)−K
T
(0)
0
2,1 (t)], t ∈ (12 , 1].
Po dosadení známeho vzťahu pre K
T
(0)
0
2,1 sa dopracujeme k vyjadreniu
K
T
(0)
1
3,1 (t) =

−16 t(1− 3t), t ∈ [0, 12),
1
6(1− t)(3t− 2) = K
T
(0)
1
3,1 (1− t), t ∈ [12 , 1].
0.04
0.02
0.0
0.01
t
0.25 0.75
0.03
−0.01
1.00.50.0
Obrázok 5.4: K
T
(0)
1
3,1
Integrál vyjadrujúci chybu E
T
(0)
1
2 f spočítame integráciou per-partes. Pripravme
si najskôr niektoré rovnosti, ktoré pri ďalších výpočtoch využijeme
K
T
(0)
1
3,2 (t) ≡
∫ t
0
K
T
(1)
1
3,1 (x)dx = −
∫ t
0
1
6
x(1− 3x)dx = −1
6
t2(
1
2
− t),
a
K
T
(0)
1
3,3 (t) ≡
∫ t
0
K3,2(x)dx = −
∫ t
0
1
6
x2(
1
2
− x)dx = − 1
72
t3(2− 3t),
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pre t ∈ [0, 12 ].
Je zrejmé, že K
T
(0)
1
3,2 (
1
2) = 0, funkcia je v tomto bode spojitá a ukážeme, že pre
t ∈ [0, 12 ] platia nasledujúce vlastnosti
K
T
(0)
1
3,2 (1− t) =
∫ 1−t
1
2
1
6
(1− x)(2− 3x)dx = 1
6
t2(
1
2
− t) = −KT
(0)
1
3,2 (t)
K
T
(0)
1
3,3 (1− t) =
∫ 1−t
1
2
K3,2(1− x)dx =
∫ 1−t
1
2
1
6
(x− 1
2
)(1− x)2dx = KT
(0)
1
3,3 ,
a teda K
T
(0)
1
3,2 (t) a K
T
(0)
1
3,3 (t) môžme spojito deﬁnovať na celom intervale [0, 1].
Navyše, obe tieto funkcie nadobúdajú hodnotu 0 v bodoch x = 0 a x = 1. Vďaka
spojitosti jadier K
T
(0)
1
3,2 a K
T
(0)
1
3,3 môžme integrovať per-partes, čím dostaneme∫ 1
0
K
T
(0)
1
3,1 (t)f
′′(t)dt =
[
K
T
(0)
1
3,2 (t)f
′′(t)
]1
0
−
∫ 1
0
K
T
(0)
1
3,2 (t)f
′′′(t)dt
= −
[
K
T
(0)
1
3,3 (t)f
′′′(t)
]1
0
+
∫ 1
0
K
T
(0)
1
3,3 (t)f
(IV )(t)dt
=
∫ 1
0
K
T
(1)
1
3,3 (t)f
(IV )(t)dt,
kde K
T
(1)
1
3,3 (t) je Peanovo jadro Simpsonovho pravidla. Uveďme ďalšie vlastnosti
K
T
(0)
1
3,3 (1) =
∫ 1
0
K
T
(0)
1
3,2 (x)dx = 0,
K
T
(0)
1
3,3 (t) ≤ 0, pre t ∈ [0, 1]
K
T
(0)
1
3,1 (0) = K
T
(0)
1
3,1 (1) = 0,
ktorých platnosť overíme jednoduchým dosadením a ktoré potvrdzujú aj graﬁc-
ké vyobrazenia. Poznamenajme ešte, že funkcia K
T
(0)
1
3,3 (t) je monotónna na [0,
1
2 ]
a [12 , 1].
3
−2
10−3
2
−1
t1
0.75
0
−3
0.25 1.00.50.0
t
1.0
−6*10−4
0.750.50.25
−4*10−4
0*100
−2*10−4
−8*10−4
0.0
Obrázok: Vyobrazenie jadier K
T
(0)
1
3,2 (vľavo) a K
T
(0)
1
3,3 (vpravo).
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Teraz spočítame vyjadrenie Peanovho jadra pre T (1)1 . Postupujeme analo-
gicky ako v predchádzajúcich prípadoch
E
T
(1)
1
3 f =
∫ 1
0
f(t)dt− T (1)1 =
∫ 1
0
f(t)dt− 1
3
[4T
(2)
0 − T (1)0 ] ≡
∫ 1
0
K
T
(1)
1
5,1 f
′′(t)dt.
Pre jadro K
T
(1)
1
5,1 teda platí
K
T
(1)
1
5,1 =
1
3
[4K
T
(2)
0
5,1 −K
T
(1)
0
3,1 ].
Po dosadení známych vzťahom sa dopracujeme k vzťahu
K
T
(1)
1
5,1 (t) =

1
3 [
4
16K
T
(0)
0
2,1 (4t)− 14K
T
(0)
0
2,1 (2t)] =
1
12 t(6t− 1), pre t ∈ [0, 14),
1
3 [
4
16K
T
(0)
0
2,1 (4t− 1)− 14K
T
(0)
0
2,1 (2t)] =
1
2(
1
3 − t)(12 − t), pre t ∈ [14 , 12),
1
3 [
4
16K
T
(0)
0
2,1 (4t− 2)− 14K
T
(0)
0
2,1 (2t− 1)] = 12(12 − t)(23 − t), pre t ∈ [12 , 34),
1
3 [
4
16K
T
(0)
0
2,1 (4t− 3)− 14K
T
(0)
0
2,1 (2t− 1)] = 12(1− t)(56 − t), pre t ∈ [34 , 1].
5.0
0.0
t
10−3
0.75
2.5
0.25
−2.5
1.00.50.0
7.5
10.0
Obrázok 5.5: K
T
(1)
1
5,1
Označme ako v predchádzajúcom kroku, pre t ∈ [0, 12 ]
K
T
(1)
1
5,2 (t) =

∫ t
0
1
12x(6x− 1)dx = 124 t2(4t− 1), t ∈ [0, 14)
∫ 1
2
0
1
12x(6x− 1)dx+
∫ t
1
2
1
2(
1
3 − x)(12 − x)dx = t
3
6 − 5t
2
24 +
t
12 − 196 , t ∈ [14 , 12 ].
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Podobne pre K
T
(1)
1
5,3 platí
K
T
(1)
1
5,3 =

∫ t
0
1
24x
2(1− 4x)dx = 172 t3(3t− 1), t ∈ [0, 14)
∫ 1
2
0
1
24x
2(1− 4x)dx+ ∫ t1
2
(
x3
6 − 5x
2
12 +
x
12 − 196
)
dx =
= t
4
24 − 5t
3
12 +
t2
24 − t96 + 11152 , t ∈ [14 , 12 ].
Jednoduchými výpočtami sa môžme presvedčiť o platnosti analogických vlast-
ností
K
T
(1)
1
5,2 (1− t) = −K
T
(1)
1
5,2 (t),
K
T
(1)
1
5,3 (1− t) = K
T
(1)
1
5,3 (t),
pre t ∈ [0, 12 ]. Priamym dosadením sa dá overiť, že platí
K
T
(1)
1
5,3 (t) =
1
16
K
T
(1)
0
3,3 , K
T
(1)
1
5,3 (t) = K
T
(1)
1
5,3 (1− t), pre t ∈ [0,
1
2
].
1.0
10−4
0
0.50.25
4
2
−4
t
0.75
−2
0.0 −2*10−5
−3*10−5
0.750.25
0*100
−4*10−5
1.00.50.0
t
−1*10−5
−5*10−5
Obrázok: Vyobrazenie jadier K
T
(1)
1
5,2 (vľavo) a K
T
(1)
1
5,3 (vpravo).
Odvoďme vzorec Peanovho jadra pre ľubovoľné T (k)1 , teda pre ľubovoľný
prvok druhého stĺpca T-schémy. Pripomeňme deﬁníciu
T
(k)
1 =
1
3
[4T
(k+1)
0 − T (k)0 ] =
1
3 · 2k+1 [f(0) + 2
2k∑
i=1
f(
i
2k
) + 4
2k−1∑
i=1
f(
2i− 1
2k+1
) + f(1)].
Pre chybu kvadratúrneho vzorca T (k)1 teda platí∫ 1
0
f(t)dt− T (k)1 =
∫ 1
0
f(t)dt− 1
3
[4T
(k+1)
0 − T (k)0 ]
=
1
3
∫ 1
0
[4K2k+1+1,1(t)−K2k+1,1(t)dt
≡
∫ 1
0
K˜2k+1+1,1(t)f
′′(t)dt.
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Jadro K˜2k+1+1,1(t) je tiež periodická funkcia s periódou 2
−ka na každom po-
dintervale je reprezentovaná adaptovanou funkciou K
T
(0)
1
3,1 . Podobné tvrdenie
môžme vysloviť aj o funkciách K2k+1+1,2(t) a K2k+1+1,3(t), ktoré su deﬁnované
K2k+1+1,2(t) ≡
∫ t
0
K2k+1+1,1(x)dx, K2k+1+1,3(t) ≡
∫ t
0
K2k+1+1,2(x)dx
Taktiež platí∫ 1
0
f(t)dt− T (k)1 =
∫ 1
0
K2k+1+1,1(t)f
′′(t)dt = −
∫ 1
0
K2k+1+1,2(t)f
′′′(t)dt
=
∫ 1
0
K2k+1+1,3(t)f
(IV )(t)dt.
Rovnako postupujeme pri odvodení vzorca Peanovho jadra pre ďalšie stĺpce
T-schémy. Pre názornosť ešte uveďme vyjadrenie jadra pre kvadratúrny vzorec
T
(0)
2 a všimnime si niektoré zaujímavé vlastnosti
K
T 02
5,1 =

1
2 t
2 − 790 t, pre t ∈ [0, 14)
1
2 t
2 − 1330 t+ 445 , pre t ∈ [14 , 12)
1
2 t
2 − 1730 t+ 745 , pre t ∈ [12 , 34)
1
2 t
2 − 8390 t+ 1945 , pre t ∈ [34 , 1].
Jadro K
T
(0)
2
5,1 môžme zobraziť graﬁcky(viď obr.(5.6)). Ak by sme ďalej počítali
všeobecné vyjadrenie Peanovho jadra pre T (k)2 , dospeli by sme k záveru, že každá
takto skonštruovaná funkcia je periodická a na každom podintervale pozostáva
z adaptovanej funkcie reprezentujúcej jadro kvadratúrneho vzorca T (0)2 .
Deﬁnujme funkcie K
T
(0)
2
5,2 (t) a K
T
(0)
2
5,3 (t) nasledujúcim spôsobom
K
T
(0)
2
5,2 (t) =
∫ t
0
K
T
(0)
2
5,1 (x)dx,
K
T
(0)
2
5,3 (t) =
∫ t
0
K
T
(0)
2
5,2 (x)dx,
kde t ∈ [0, 12 ]. Dosadíme známy vzťah pre K
T
(0)
2
5,1 (t) a dostávame
K
T
(0)
2
5,2 (t) =
{
1
6 t
3 − 7180 t2, pre t ∈ [0, 14)
1
6 t
3 − 1360 t2 + 445 t− 190 , pre t ∈ [14 , 12 ].
Všimnime si, že podobne ako pre K
T
(0)
1
3,2 (t) platí K
T
(0)
2
5,2 (
1
2) = 0, funkcia je spojitá
v bode t = 14 a platí rovnosť
K
T
(0)
2
5,2 (1− t) = −K
T
(0)
2
5,2 (t), pre t ∈ [0,
1
2
],
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0.25
2.5
5.0
10.0
−5.0
0.0
−2.5
7.5
t
0.75 1.00.0 0.5
10−3
Obrázok 5.6: K
T
(0)
2
5,1
teda K
T
(0)
2
5,2 je spojitá v bode t = 0. Spočítajme ešte vyjadrenie funkcie K
T
(0)
2
5,3 (t)
K
T
(0)
2
5,3 (t) =
1
15
[16K
T
(1)
1
5,3 (t)−K
T
(1)
0
3,3 ]
=
1
15
K
T
(0)
1
3,3 (2t)−K
T
(0)
1
3,3 (t), pre t ∈ [0, 12)
K
T
(0)
1
3,3 (2t− 1)−K
T
(0)
1
3,3 (t), pre t ∈ [12 , 1].
Po dosadení známych vzťahov sa dopracujeme k vyjadreniu jadra K
T
(0)
2
5,3 (t) a
ľahko overíme jeho spojitosť
K
T
(0)
2
5,3 (t) =
{
1
24 t
4 − 7540 t3, pre t ∈ [0, 14)
1
24 t
4 − 13180 t3 + 245 t2 − 190 t+ 11080 , pre t ∈ [14 , 12 ].
−2.5
t
10−4
1.00.750.0 0.25
5.0
−5.0
0.0
0.5
2.5 2.5
t
10−5
0.5
−2.5
1.00.25
5.0
0.0
0.750.0
Obrázok: Vyobrazenie jadier K
T
(0)
2
5,2 (vľavo) a K
T
(0)
2
5,3 (vpravo).
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Ako už bolo v predchádzajúcom texte ukázané, Peanovo jadro K
T
(0)
1
3,3 (t) je
monotónne klesajúce v intervale [0, 12 ], takže
K
T
(0)
1
3,3 (2t)−K
T
(0)
1
3,3 (t) ≤ 0,pre t ∈ [0,
1
4
].
Pre t ∈ [14 , 12 ] máme K
T
(0)
1
3,3 (2t) = K
T
(0)
1
3,3 (1− 2t) a teda pre t ∈ [14 , 12 ]
K
T
(0)
1
3,3 (2t)−K
T
(0)
1
3,3 (t)
{
≤ 0
≥ 0 pre
{
1− 2t ≤ t
1− 2t ≥ t alebo
{
t ≥ 13
t ≤ 13 .
Navyše, K
T
(0)
1
3,3 (t) je monotónne rastúce pre x ∈ [13 , 12 ] a teda∫ 1
2
0
K
T
(0)
1
3,3 (2x)dx =
1
2
∫ 1
0
K
T
(0)
1
3,3 (x)dx =
1
2
[
2
∫ 1
2
0
K
T
(0)
1
3,3 (x)dx
]
.
Túto rovnosť použijeme pri vyjadrení K
T
(0)
2
5,3 (t)∫ 1
0
K
T
(0)
2
5,3 (x)dx =
1
15
[∫ 1
2
0
K
T
(0)
1
3,3 (2x)dx−
∫ 1
2
0
K
T
(0)
1
3,3 (x)dx
]
= 0.
Ak označíme
K
T
(0)
2
5,4 (t) ≡
∫ t
0
K
T
(0)
2
5,3 (x)dx,
potom dostaneme rovnosť K
T
(0)
2
5,4 (0) = K
T
(0)
2
5,4 (
1
2) = 0 a naviac platí
K
T
(0)
2
5,4 (1− t) = −K
T
(0)
2
5,4 (t), pre t ∈ [0, 12 ], jednoducho overíme aj spojitosť tejto
funkcie. Analogicky deﬁnujeme
K
T
(0)
2
5,5 (t) ≡
∫ t
0
K
T
(0)
2
5,4 (x)dx,
potom platí identita K
T
(0)
2
5,5 (0) = K
T
(0)
2
5,5 (
1
2) = 0, funkcia je v bode t =
1
2 spojitá
a taktiež K
T
(0)
2
5,5 (1− t) = K
T
(0)
2
5,5 (t), pre t ∈ [0, 12 ], funkcia je navyše spojitá.
Opäť môžme integrovať per-partes,čo nás privedie k nasledujúcej rovnosti∫ 1
0
K
T
(0)
2
5,3 (x)f
(IV )(x)dx =
∫ 1
0
K
T
(0)
2
5,4 (x)f
(V )(x)dx =
∫ 1
0
K
T
(0)
2
5,5 (x)f
(V I)(x)dx.
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10−6
2.5
−2.5
0.750.25
0.0
1.00.50.0
5.0
t
−5.0
0.0*100
−1.0*10−6
t
0.25 0.75
−5.0*10−7
1.00.50.0
−2.5*10−7
−7.5*10−7
−1.25*10−6
Obrázok: Vyobrazenie jadier K
T
(0)
2
5,4 (vľavo) a K
T
(0)
2
5,5 (vpravo).
Základné vlastnosti Peanových jadier umožňujúce integrovanie per-partes sa
prenášajú opakovaním uvedených výpočtov aj na jadrá kvadratúrnych vzorcov
vyšších rádov, čo sa dá jednoducho ukázať využitím matematickej indukcie. Naj-
podstatnejšie časti týchto výpočtov sme ukázali v predchádzajúcom texte, hoci
označenie jadier sme podľa potreby modiﬁkovali. Keďže prvý index značenia
Ki,j je jednoznačne určený druhým, použijeme značenie K2j+1 = K2k+j+1,2j+1.
Zhrňme teda vlastnosti Peanovho jadra kvadratúrnych vzorcov vyšších rádov
do nasledujúcej vety.
Veta 5.9 (Bauerova veta). 7 Majme rekurzívne zadanú postupnosť funkcií, kde
K1(x) = −12x(1− x) a
K˜2j−1(x) =
1
4j − 1
{
K2j−1(2x)−K2j−1(x), pre x ∈ [0, 12 ]
K2j−1(2x− 1)−K2j−1(x), pre x ∈ [12 , 1]
K2j(≡)
∫ x
0
K˜2j−1(t)dt, K2j+1(x) ≡
∫ x
0
K2j(t)dt
pre j = 1, 2, . . . .
Potom tieto funkcie majú nasledujúce vlastnosti
1. Kj(1− x) = (−1)j+1Kj(x)
2. Kj(x) ≤ 0 pre x ∈ [0, 12 ]
3. Kj(0) = Kj(1) = 0, K2j(12) = 0
4. K2j−1(x) je monotónne klesajúca na intervale [0, 12 ],
pre j = 1, 2, . . . a platí rovnosť∫ 1
0
f(t)dt− T (k)j =
∫ 1
0
K2j−1(x)f
(2j)(x)dx,
kde K2j−1(x) nemení znamienko na intervale [0, 1].
7[1], str. 386
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Dôkaz. Tvrdenie 1: Budeme postupovať matematickou indukciou podľa j. Plat-
nosť tvrdenia pre K1 ,K2, K3 je zrejmá z predchádzajúcej konštrukcie, kde táto
vlastnosť bola ukázaná. Pre pripomenutie uveďme ako sú tieto funkcie deﬁno-
vané
K1(t) = −1
2
t(1− t), pre t ∈ [0, 1
2
] (5.3)
K2(t) =
∫ t
0
K˜1(x)dx =

1
6 t
3 − 112 t2, pre t ∈ [0, 12)
1
6 t
3 − 512 t2 + 13 t− 112 , pre t ∈ [12 , 1]
(5.4)
K3(t) =
∫ t
0
K2(x)dx =

1
24 t
4 − 136 t3, pre t ∈ [0, 12)
1
24 t
4 − 536 t3 + 14 t2 − 112 t+ 172 , pre t ∈ [12 , 1].
(5.5)
Predpokladajme, že uvedené tvrdenie platí pre j, ktoré môžme napísať v tvare
j = 2l − 1, kde l = 2, 3, . . . . Ukážeme platnosť vzťahu pre j + 1 = 2l a j + 2 =
2l + 1.
Podľa deﬁnície je K2l rovné
K2l =
1
4l − 1
[∫ t
0
(K2l−1(2x)−K2l−1(x))dx
]
.
Chceli by sme dokázať, že platí
K2l(t) =−K2l(1− t)
pre t ∈ [0.12 ].
Začnime so vzťahom pre K2l(x) a použime indukčný predpoklad∫ t
0
(K2l−1(2x)−K2l−1(x))dx =
∫ t
0
(K2l−1(1− 2x)−K2l−1(1− x))dx =
= −1
2
∫ 1−2t
1
K2l−1(y)dy +
∫ 1−t
1
K2l−1(z)dz =
=
∫ 1
2
0
K2l−1(x)dx−
∫ 1
2
0
K2l−1(2x)dx+
∫ 1−t
1
2
K2l−1(x)dx−
∫ 1−t
1
2
K2l−1(2x− 1)dx,
pri prechode k tretej rovnosti sme použili jednoduché substitúcie a aditivitu
integrálu vzhľadom na interval integrácie. Teda celkovo sme sa skutočne dopra-
covali k požadovanej rovnosti.
Dokážme teraz tvrdenie pre K2l+1. Podľa deﬁnície vieme
K2l+1(t) =
∫ t
0
K2l(x)dx.
Chceme ukázať, že K2l+1(t) = K2l+1(1−t) pre t ∈ [0, 12 ]. Podobnými výpočtami
a využitím výsledku z predchádzajúceho kroku dostaneme∫ t
0
K2l(x)dx = −
∫ 1
0
K2l(1− x)dx =
∫ 1−t
1
K2l(y)dy =
=
∫ 1
2
0
K2l(x)dx+
∫ 1−t
1
2
K2l(x)dx,
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čo odpovedá vyjadreniu K2l+1(1− t), pre t ∈ [0, 12 ].
Tvrdenie 2: Tvrdenie platí pre K1, K2, K3, čo môžme jednoducho nahliadnuť z
deﬁnície (5.3), (5.4), (5.5). Predpokladajme platnosť vzťahu pre j = 2l− 1, kde
l = 2, 3 . . . , dokážeme danú nerovnosť pre j+1, j+2. Z prvého bodu vieme, že
platí K2l−1(t) = K2l−1(1−t), pre t ∈ [0, 12 ], preto ak je táto funkcia nekladná na
intervale [0, 1], je nutne nekladná aj na intervale [12 , 1] a teda na celom intervale
[0, 1]. S využitím aditivity integrálu môžme písať
K2l(t) =C
∫ t
0
(K2l−1(2x)−K2l−1(x))dx
=C
(∫ t
0
K2l−1(y)dy +
∫ 2t
t
K2l−1(y)dz −
∫ t
0
K2l−1(x)dx
)
=C
∫ 2t
t
K2l−1(x)dx ≤ 0
pri značení C = 1
4l−1
, pre t ∈ [0, 1]. Nerovnosť vyplýva z toho, že integrál
nekladnej funkcie cez neprázdny interval je nekladný. Pre j + 2 postupujeme
analogicky, použijeme práve dokázanú nerovnosť pre K2l.
Tvrdenie 3: Uvažujme najskôr index j párny, teda j = 2l, pre l = 1, 2 . . . .
Z deﬁnície K2l(t) dostaneme, že K2l(0) = 0. Potom z prvého tvrdenia vieme,
že platí
K2l(t) = −K2l(1− t),
pre t ∈ [0, 1/2]. Dosadením t = 12 je zrejmé, že K2l(12) = 0 a pre t = 0 je
K2l(0) = K2l(1) = 0.
Nech j = 2l − 1, pre nejaké l = 1, 2, . . . . Rovnakými úvahami ako vyššie sa
dopracujeme k identitám K2l−1(1) = K2l−1(0) = 0, tu však neplatí
K2l−1(
1
2) = 0.
Tvrdenie 4: Funkcia K1 deﬁnovaná vzťahom (5.3) monotónne klesá na intervale
[0, 12 ], čo sa dá overiť derivovaním. Z tvrdenia č.2 vieme, že funkcie K2l(t) ≤ 0,
pre t ∈ [0, 12 ] a l = 1, 2 . . . , preto zderivovaním rovnosti
K2l−1(t) =
∫ t
0
K2l(x)dx,
podľa premennej t okamžite dostávame
K ′2l−1(t) = K2l(t) ≤ 0,
teda funkcia K2l−1 je monotónne klesajúca na intervale [0, 12 ].
Aplikovaním vety (5.7) a základného vzorca Rombergovej schémy dostaneme
E
T
(k)
j
2k+1
f =
1
(2j − 1)!
∫ 1
0
f (2j)(t)K
T
(k)
j
2k+j+1,2j−1
(t)dt,
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pričom so značením
(2j − 1)!K2j−1(t) ≡ KT
(k)
j
2k+j+1,2j−1
(t),
dostaneme dokazovanú rovnosť.
Podľa prvej časti vieme, že platí K2j−1(1− t) = K2j−1(t) a z druhého tvrdenia
vyplýva, že funkcia K2j−1(t) nemení na intervale [0, 1] znamienko.
Keďže funkciaK2j−1(x) nemení znamienko, môžme aplikovať vetu o strednej
hodnote.
Veta 5.10. 8 Chyba kvadratúrneho vzorca T (k)j je daná vzťahom∫ 1
0
f(t)dt− T (k)j = f (2j)(t)
∫ 1
0
K2j−1(x)dx, t ∈ (0, 1).
Dôkaz. Použijeme vyššie uvedenú Bauerovu vetu, podľa ktorej môžme písať
E
T
(k)
i
2k+1
f =
∫ 1
0
f (2j)(t)K2j−1(t)dt.
Naviac, funkcia K2j−1 nemení na intervale [0, 1] znamienko. Môžme teda použiť
vetu (5.6), čím dostaneme dokazovanú rovnosť.
5.3 Bernoulliho polynómy
Definícia 5.11. 9 Bernoulliho polynómy Bk(x) sú tie polynómy stupňa k, ktoré
sú koeﬁcientami pri člene t
k
k! v rozvoji
t(ext − 1)
et − 1 =
∞∑
k=0
Bk(x)
tk
k!
. (5.6)
Odtiaľ plynie
Bk(0) = 0, k ≥ 0
Bk(1) = 0, k 6= 1.
Ak rozvinieme výraz (5.6) do mocninného radu, môžeme napísať niekoľko pr-
vých Bernoulliho polynómov
B0(x) = 0
B1(x) = x
B2(x) = x
2 − x
8[1], str. 386
9[2], str. 155-156
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B3(x) = x
3 − 3
2
x2 +
1
2
x
B4(x) = x
4 − 2x3 + x2 − 1
30
B5(x) = x
5 − 5
2
x4 +
5
3
x3 − 1
6
x.
B6(x) = x
6 − 3x5 + 5
2
x4 +
1
2
x2 +
1
42
B7(x) = x
7 − 7
2
x6 +
7
2
x5 − 7
6
x3 +
1
6
x
B8(x) = x
8 − 4x7 + 14
7
x6 − 7
3
x4 +
2
3
x2 − 1
30
Rozvoj ľavej strany rovnosti (5.6) bez výrazu ext − 1 sa dá zapísať v tvare
t
et − 1 =
∞∑
k=0
Bk
tk
k!
,
kde konštanty Bk sa nazývajú Bernoulliho čísla. Z mnohých identít týkajúcich
sa Bernoulliho polynómov a čísel sú obzvlášť zaujímavé tieto tri
B2k+1 = 0, k > 0
B′2k(x) = 2kB2k−1(x), k > 1
B′2k+1(x) = (2k + 1)(B2k(x) +B2k), k ≥ 0.
Polynómy Br(x) − Br maju veľmi podobné vlastnosti ako uvedené Peanove
jadrá. Naviac Bernoulliho polynómy splňujú nasledujúcu identitu∫ 1
0
Br−1(x)dx =
1
r
(Br(1)−Br) = 0, pre r > 1,
ak Br(1) = Br. Pre r > 1 platí
Br(1− x) = (−1)rBr(x).
Platí teda
K1(x) =
B2(x)−B2
2
a ∫ 1
0
K1(x)dx = −B2
2
= − 1
12
.
Ďalej môžme písať
K˜1(x) =
1
3!
(B2(2x)−B2(x)) = 1
6
x(3x− 1)
K2(x) =
∫ x
0
K˜1(t)dt =
1
6
x2(x− 1
2
) =
1
36
[(B3(2x)−B3)− 2(B3(x)−B3)]
K3(x) =
∫ x
0
K2(t)dt =
1
72
x3(3x− 2) = 1
288
[(B4(2x)−B4)− 4(B4(x)−B4)]
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a teda ∫ 1
0
K3(x)dx =
1
288
[
1
2
−B4 + 4B4] = 1
720
.
Zápis môžme zjednodušiť, ak použijeme nasledujúce označenie
b
(0)
k (x) ≡
(Bk(x)−Bk)
k!
,
b
(2n)
2k+j(x) ≡
1
2jn
[
b
(2n−2)
2k+j (2x)− 2jnb(2n−2)2k+j (x)
]
,
pre j = 0, 1, 2, k = 1, 2, . . . a n = 1, 2, . . . .
Potom
K1(x) = b
(0)
2 (x),
K˜1(x) =
1
3
[b
(0)
2 (2x)− b(0)2 (x)] =
1
3
b
(2)
2 (x),
K2(x) =
1
3
· 1
2
[b
(0)
3 (2x)− 2b(0)3 (x)] =
1
3
b
(2)
3 (x),
K3(x) =
1
3
· 1
4
[b
(0)
4 (2x)− 4b(0)4 (x)] =
1
3
b
(2)
4 (x),
K˜3(x) =
1
3
· 1
15
[b
(2)
4 (2x)− b(2)4 (x)] =
1
3
· 1
15
b
(4)
4 (x),
K4(x) =
1
3
· 1
15
· 1
4
[b
(2)
5 (2x)− 4b(2)5 (x)] =
1
3
· 1
15
b
(4)
5 (x),
K5(x) =
1
3
· 1
15
· 1
16
[b
(2)
6 (2x)− 16b(2)6 (x)] =
1
3
· 1
15
b
(4)
6 (x),
atď.
Pomocou matematickej indukcie sa ľahko ukáže, že táto reprezentácia Peano-
vých jadier skutočne platí.
Ak by sme nezačali s vyjadrením jadra pre T (0)0 ale miesto toho s vyjadrením
jadra pre T (k)0 , potom príslušné Panovo jadro je periodická funkcia s periódou
2−k a
K1(x) =
b
(0)
2 (2
kx)
4
, na intervale [0, 2−k].
A teda ďalšie výpočty môžme prevádzať rovnako ako v predchádzajúcom prí-
pade. Dostaneme, napríklad∫ 1
0
K1(x)dx =
∫ 1
0
K2k−1,1(x)dx = 2
k
∫ 2−k
0
1
4k
b
(0)
2 (2
kx)dx =
4−k
2
B2
a sme teda schopní spočítať koeﬁcient chyby∫ 1
0
K2i+1(x)dx =
i∏
j=1
(4j − 1)−1
∫ 1
0
b2i+2(x)dx,
51
keďže integrály Bernoulliho polynómov sú nulové na intervale [0, 1]. Pre j = 2,
k = i, n = i dostaneme postupným dosadzovaním∫ 1
0
b
(2i)
2i+2(x)dx =
1− 22i
22i
· 1− 2
2i−2
22i
· · · · · 1− 4
4
∫ 1
0
b
(0)
2i+2(x)dx
a rovnosť ∫ 1
0
b
(2i)
2i+2(x)dx = −
B2i+2
(2i+ 2)!
konečne dáva∫ 1
0
b
(2i)
2i+2(x)dx = (−1)i+1
 i∏
j=1
(4j − 1)
B2i+2 1
(2i+ 2)!2i(i+1)
,
čo sa skutočne zhoduje s vyjadrením jadra pre T (0)i . Pre T
(k)
i dostaneme navyše
prenásobenie výrazom 4−(i+1)k a môžme formulovať nasledujúce tvrdenie.
Veta 5.12 (Bauer). 10 Chyba Rombergovej kvadratúrnej formule T (k)i sa dá
vyjadriť vzťahom∫ 1
0
f(t)dt− T (k)i = (−1)i+1
1
(2i+ 2)!
· 1
4(i+1)k
· 1
2i(i+1)
B2i+2f
(2i+2)(t), (5.7)
kde t ∈ (0, 1).
Dôkaz. Vyplýva z predchádzajúcej konštrukcie.
Pre Bernoulliho čísla B2i+2 platí nasledujúci asymptotický rozvoj
B2i+2 ≈ 2(−1)
i(2i+ 2)!
(2pi)2i+2
, (5.8)
pre dostatočne veľké i.
Dôsledok 5.13 (Bauer). 11 Pre dostatočne veľké hodnoty indexu i platí pre
chybu Rombergovej kvadratúrnej formule T (k)i asymptotický rozvoj∫ 1
0
f(t)dt− T (k)i ≈
−1
2(i+1)2+2k(i−1)pi2i+2
f (2i+2)(t)
pre t ∈ (0, 1).
Dôkaz. Overenie vzťahu sa prevedie dosadením uvedeného asymptotického roz-
voja B2i+2 do rovnosti (5.7).
Uvedieme niekoľko absolútnych hodnôt koeﬁcientov chýb
σi,k =
1
(2i+ 2)!
· 1
4(i+1)k
· 1
2i(i+1)
B2i+2,
aby sme ilustrovali rád konvergencie, čomu sa budeme viac venovať v nasledu-
júcej časti.
10[1], str. 389
11[1], str. 389
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i
k 0 2 4 6 8 10
0 8.33 ∗ 10−2 5.17 ∗ 10−7 1.99 ∗ 10−14 3.04 ∗ 10−24 1.82 ∗ 10−36 4.24 ∗ 10−51
2 5.21 ∗ 10−3 1.26 ∗ 10−10 1.90 ∗ 10−20 1.13 ∗ 10−32 2.65 ∗ 10−47 2.41 ∗ 10−64
4 3.26 ∗ 10−4 3.08 ∗ 10−14 1.81 ∗ 10−26 4.22 ∗ 10−41 3.85 ∗ 10−58 1.37 ∗ 10−77
5.4 Superlineárna konvergencia Rombergovej
schémy
Ak je integrand f(x) analytická funkcia s deﬁničným oborom obsahujúcim in-
terval integrácie, môžme dokázať veľmi priaznivý výsledok pre konvergenciu
Rombergovej kvadratúrnej formule. Najskôr však deﬁnujme pojem superlineár-
nej konvergencie.
Definícia 5.14 (Superlineárna konvergencia). 12 Povieme, že rad
∑∞
k=0 ak kon-
verguje superlineárne, ak konverguje asymptoticky rýchlejšie ako akýkoľvek
geometrický rad.
Vo všeobecnosti, termín superlineárnej konvergencie značí, že kvocient radu
an+1
an
sa blíži k 0, pri limitnom prechode n→∞. Uveďme príklad, rady
∞∑
n=1
an
n
,
∞∑
n=0
an
2n
,
∞∑
n=0
an
n!
, kde |a| < 1 je konštanta,
sú všetky konvergentné, avšak len tretí z nich konverguje superlineárne.
Nech C je uzavretá krivka obsahujúca interval [0, 1] a celá obsiahnutá v
deﬁničnom obore analytickej funkcie f(x). Ďalej deﬁnujme d ako vzdialenosť
medzi C a bodni z intervalu [0, 1]. Potom z teórie analytických funkcíí vieme,
že platí ∣∣∣f (2i+2)(x)∣∣∣ ≤ (2i+ 2)!
d2i+3
· |C|M
2pi
.
Z Bauerovej vety (5.12) použitím predchádzajúceho vzťahu dostaneme∣∣∣∣∫ 1
0
f(t)dt− T (k)i
∣∣∣∣ ≤ |C|M2pid
(
1
d222k+i
)i+1
|B2i+2|.
Aplikovaním asymptotického rozvoja Bernoulliho čísel (5.8) spolu so Stirlingo-
vou formulou pre faktoriály13
n! =
(n
e
)n√
2pin
(
1 +
1
12n
+
1
288n2
+ . . .
)
,
dostaneme asymptotický odhad
|B2i+2| ≈ 4(pi(i+ 1))
1
2
(
i+ 1
pie
)2i+2
,
12[1], str. 391
13Andel J., Matematika náhody, matfyzpress, Praha, 2003, str. 194
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a teda ∣∣∣∣∫ 1
0
f(t)dt− T (k)i
∣∣∣∣ ≈ |C|M2pid
(
i+ 1
pied · 22k+i/2
)2i+2
≡ Di.
Pri tomto značení dostávame
Di+1
Di
≈
(
i+ 2
pied · 2i+k+1
)2 [(
1 +
1
i+ 1
)i+1]2
∼=
(
i+ 2
pid · 2k+1
)2
→ 0,
pre i→∞.
Špeciálne, pre pevné k, zvyšovanie hodnoty i má efekt pohybu pozdĺž dia-
gonály v trojuholníkovej T-schéme. Uvedený poznatok môžme formulovať do
vety.
Veta 5.15 (Bauer, Rutishauser, Stiefel). 14 Ak f(z) je analytická funkcia na
obore hodnôt R obsahujúcom uzavretú krivku C, ktorá opäť obsahuje interval
[0, 1], potom každá diagonála T-schémy (tzn. postupnosť T (k)i s pevným k a
premenlivým i) konverguje superlineárne.
Dôkaz. Vyplýva z konštrukcie vyššie uvedeného odhadu.
14[1], str. 391
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Kapitola 6
Numerické experimenty
Všetky uvedené experimenty sú naprogramované v prostredíMatlab 7.5.0. Zau-
jímal nás hlavne priebeh chyby Rombergovej schémy a jej porovnanie so zlože-
ným lichobežníkovým pravidlom. Za presné riešenie (exact) daného problému
sme prehlásili výstupnú hodnotu zabudovanej funkcie quad. Absolútna chy-
ba (abserr) je počítaná ako absolútna hodnota rozdielu presného a približné-
ho riešenia spočítaného na každej úrovni delenia intervalu. Relatívnou chybou
(relerr) tu rozumieme chybu danú vzorcom
abserr =
abserr
|exact| ∗ 100,
čo nám vlastne dáva percentuálne vyjadrenie chyby vzhľadom na presné rie-
šenie. Priebehy funkcií Rombergovej chyby (RSerr) a chyby zloženého licho-
bežníkového pravidla (TRerr) sú znázorňované graﬁcky, na vodorovnej osi je
zaznačená úroveň delenia intervalu, teda počet uzlov v danej úrovni odpovedá
n = 2x.
1.
If =
∫ 1
0
ex
2
dx
Uvedená funcia je spojitá, deﬁnovaná v oboch krajných bodoch a mo-
notónna (rastúca). Pri výpočte nenastali žiadne problémy. Nasledujúca
tabuľka zobrazuje výsledky pri maximálnom delení na n = 23 = 8 podin-
tervalov.
T
(k)
0 T
(k)
1 T
(k)
2 T
(0)
3 presné rieš.
1.85914 1.47573 1.46291 1.46265 1,4627
1,5716 1.46371 1.46265
1,4907 1.46272
1,4697
Chybu v jednotlivých krokoch pre Rombergovu schému (RSerr) ako aj
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pre lichobežníkové pravidlo (TRerr), relatívnu a absolútnu chybu Rom-
bergovej kvadratúrnej schémy zme zobrazili do ďalšej tabuľky.
rel. chyba abs. chyba RSerr TRerr
n = 22 0.017616 0.00025767 0.39649 0.39649
n = 23 1.8225e-006 0.0001246 0.013079 0.10893
0.00025767 0.028027
1.8225e-006 0.0070605
Nasledujúci graf znázorňuje závislosť chyby Rombergovej kvadratúry
a zloženého lichobežníkového pravidla na počte podintervalov.
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TRerr
RSerr
Obrázok 6.1: Chyby kvadratúrnych vzorcov pre If =
∫ 1
0 e
x2
2.
If =
∫ 1
0
e−x
−2
dx
Funkcia je opäť monotónna na (0, 1], nebolo nutné ani dodeﬁnovať v kraj-
nom bode. Absolútna chyba Rombergovej kvadratúry klesala veľmi rýchlo,
už na tretej úrovni, teda po rozdelení intervalu na 8 podintervalov, kles-
la absolútna chyba pod jednotku. Vzhľadom na to, že uvedená funkcia
nadbúda veľmi nízkych hodnôt, je chyba menšia ako 1% uspokojivým vý-
sledkom.
Uveďme ešte hodnoty relatívnej a absolútnej chyby a chyby v jednotli-
vých krokoch Rombergovej schémy (RSerr) a lichobežníkového pravid-
la(TRerr). Pre informáciu uvádzame aj hodnoty relatívnej a absolútnej
chyby dosiahnutej na štvrtej úrovni delenia, teda pre počet podintervalov
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T
(k)
0 T
(k)
1 T
(k)
2 T
(0)
3 presné rieš.
0.18394 0.735240e-1 0.911484e-1 1.46265 0.089073
0.101128 0.900469e-1 0.890412e-1
0.928172e-1 0.891041e-1
0.900324e-1
rel. chyba abs. chyba RSerr TRerr
n = 23 0.733106e-1 0.653e-4 0.094867 0.094867
n = 24 5.663e-007 0.00063577 0.015549 0.012055
0.0020755 0.0037441
6.5498e-005 0.00095915
rovný n = 24 = 16.
Pre názornosť uvedieme grafy závislosti chýb kvadratúrnych vzorcov na
počte uzlov.
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Obrázok 6.2: Chyby kvadratúrnych vzorcov pre If =
∫ 1
0 e
−x−2
3.
If =
∫ 2
0
sin(10x)dx
Táto funkcia je spojitá a ohraničená, nie je však monotónna. Teda oča-
kávame nepresný výsledok pri nízkom stupni delenia intervalov, pretože
v provom kroku je Rombergova schéma zhodná so zloženým lichobežní-
kovým pravidlom. Je teda pravdepodobné, že pri delení na nízky počet
podintervalov (2,4) sa nezachytí, že funkcia mení viackrát znamienko,
stratia sa oscilácie. Náš predpoklad potvrdzuje aj numerický výpočet.
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T
(k)
0 T
(k)
1 T
(k)
2 T
(k)
3 T
(k)
4 T
(k)
5
0.91295 -0.42105 -0.22253 0.12651 0.56317e-1 0.59222e-1
-0.8755e-1 -0.23494 0.12106 0.56591e-1 0.59219e-1
-0.19809 0.98808e-1 0.57599e-1 0.59209e-1
0.24584e-1 0.60174e-1 0.59184e-1
0.51277e-1 0.59246e-1
0.57253e-1
rieš. 0.059192
Ďalšia tabuľka uvádza hodoty relatívnej a absolútnej chyby Rombergovej
schémy a chyby oboch kvadratúrnych vzorcov v jednotlivých krokoch.
K porovnaniu uvádazme ešte absolútnu a relatívnu chybu pre počet delení
n = 26 = 64 intervalu (0, 2).
rel. chyba abs. chyba RSerr TRerr
n = 24 4.8589 0.0028761 0.85375 0.85375
n = 25 0.048925 2.8959e-005 0.48024 0.14674
n = 26 0.00012335 7.3016e-008 0.28173 0.25728
0.067323 0.034607
0.0028761 0.0079157
2.8959e-005 0.0019395
Pri začiatku výpočtu, pre nízky stupeň delenia intervalu je vidieť, že chyba
lichobežníkového pravidla je menšia ako chyba Rombergovej kvadratúry,
pretože sa počiatočná chyba prenáša v ďalšom výpočte Rombergovej ex-
trapolácie. Avšak po určitom počte delení (na úrovni n = 24 = 16) je už
chyba Rombergovej metódy menšia a klesá rýchlejšie.
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Obrázok 6.3: Chyby kvadratúrnych vzorcov pre If =
∫ 2
0 sin(10x)
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4.
If =
∫ 2
0
sin(100x)dx
Uvedená funkcia je na intervale [0, 2] spojitá a ohraničená, avšak veľmi
rýchlo oscilujúca. Očakávame relevantné výsledky, podobne ako v pred-
chádzajúcom prípade, až pre vysoký stupeň delenia, pretože inak kvadra-
túrny vzorec nezachytí silné oscilácie. Náš predpoklad je doložený nume-
rickým výpočtom.
T
(k)
0 T
(k)
1 T
(k)
2 T
(k)
3 T
(k)
4 T
(k)
5
-0.8733 -0.966253 -0.965811 -0.965812 -0.965812 -0.965812
-0.94301 -0.965839 -0.965812 -0.965812 -0.965812 0.436496
-0.96013 -0.965814 -0.965812 -0.965812 0.435127 -0.0246905
-0.96439 -0.965812 -0.965812 0.429655 -0.0242414 0.00559449
-0.96546 -0.965812 0.40785 -0.0224684 0.00556535 0.00512642
-0.96572 0.321996 -0.0157447 0.00545585 0.00512685
6.6477e-005 0.00536414 0.00512459 0.00512814
0.0040397 0.00513956 0.00512808
0.0048646 0.0051288
0.0050627
Vzhľadom na objem dát je tabuľka rozdelená na dve časti.
T
(k)
6 T
(k)
7 T
(k)
8 T
(k)
9
0.436839 -0.0248313 0.00560421 0.00512627
-0.0248031 0.00560374 0.00512627
0.00560189 0.00512628
0.00512631
rieš. 0.0051281
Zhrňme ešte výsledky chýb v jednotlivých krokoch pre Rombergovu kvad-
ratúru a zložené lichobežníkové pravidlo. Pre ilustráciu uveďme ešte re-
latívne a absolútne chyby Rombergovej metódy, pri použití n = 28 a 29
uzlov.
Ako je vidieť, chyba je v oboch prípadoch pri delení do piatej úrovne,
teda pri použití n = 21 = 1, . . . , n = 25 = 32 uzlov, blízko jednej, čo je
spôsobené výberom použitých uzlov. Lichobežníkova chyba je menšia ako
chyba Rombergovej metódy, až do posledného kroku. Príčina je podobná
ako v predchádzajúcom prípade, Rombergova metóda počíta s hodnotami
zaťaženými chybou po prvom kroku.
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abs. chyba rel. chyba RSerr TRerr
n = 28 9.28390 0.00047609 0.85375 0.87843
n = 29 0.0360024 1.84625e-006 0.97138 0.94814
0.97094 0.96526
0.97094 0.96952
0.97094 0.97059
0.97094 0.97085
0.43171 0.0050616
0.029959 0.0010884
0.00047609 0.00026352
1.8462e-006 6.5368e-005
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Obrázok 6.4: Chyby kvadratúrnych vzorcov pre If =
∫ 2
0 sin(100x)
5.
If =
∫ 100
1
log(x)dx
Funkcia je na danom intervale spojitá, ohraničená honotami 0 a log(100).
Výpočet by teda mal prebehnúť bez problémov, najviac nás bude zaují-
mať rozdiel medzi chybou spôsobenou Rombergovou metódou a zloženým
lichobežníkovým pravidlom.
Z hodnôt uvedených v nasledujúcej tabuľke je zrejmé, že by k výpočtu
hodnoty daného integrálu stačilo n = 24, nakoľko je absolútna chyba ve-
ľmi nízka. Relatívna chyba je oproti predchádzajúcim príkladom vysoká,
avšak vzhľadom na hodnotu presného riešenia je postačujúca.
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T
(k)
0 T
(k)
1 T
(k)
2 T
(k)
3 T
(k)
4 T
(k)
5
227.96 334.836 353.667 359.307 360.99 361.42
308.12 352.49 359.219 360.983 361.42
341.4 358.799 360.956 361.418
354.45 360.821 361.411
359.23 361.374
360.84
rieš. 361.517
rel. chyba abs. chyba RSerr TRerr
n = 24 0.145874 0.527358 133.56 133.56
n = 25 0.0267516 0.0967115 26.681 53.401
n = 26 0.00335961 0.0121456 7.8495 20.12
2.2096 7.0688
0.52736 2.2894
0.096712 0.67957
Chyba Rombergovej metódy je teda rádovo trikrát menšia ako chyba zlo-
ženého lichobežníkového pravidla, za použitia rovnakých uzlov.
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Obrázok 6.5: Chyby kvadratúrnych vzorcov pre If =
∫ 100
1 log(x)
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6.
If =
∫ 1
0
ln(x)
√
xdx
Funkciu treba najskôr dodeﬁnovať v bode x = 0 hodnotou 0. Funkcia je
inak na danom intervale spojitá a ohraničená, nie však monotónna
a nadobúda veľmi malé hodnoty.Výsledné dáta kvôli ich veľkosti rozdelí-
me do dvoch tabuliek.
T
(k)
0 T
(k)
1 T
(k)
2 T
(k)
3 T
(k)
4 T
(k)
5
0 -0.32675 -0.40039 -0.4271 -0.4376 -0.44177
-0.24506 -0.39578 -0.42668 -0.43756 -0.44176 -0.4434
-0.3581 -0.42475 -0.43739 -0.44175 -0.4434 -0.44404
-0.40809 -0.4366 -0.44168 -0.4434 -0.44404
-0.42947 -0.44136 -0.44337 -0.44404
-0.43839 -0.44324 -0.44403
-0.44203 -0.44398
-0.44349
T
(k)
6 T
(k)
7 presné rieš.
-0.44341 -0.44404 -0.44444
-0.44404
Zamerajme sa na rozdiel chyby medzi zloženým lichobežníkovým pravid-
lom a Rombergovou schémou, zaujíma nás tatktiež relatívna a absolútna
chyba Rombergovej schémy, hodoty uvedieme pre počet uzlov n = 26
a n = 27.
rel. chyba abs. chyba RSerr TRerr
n = 25 0.60156 0.0026736 0.44444 0.44444
n = 26 0.2329 0.0010351 0.11769 0.19938
n = 27 0.089131 -0.00039614 0.044054 0.086336
0.01734 0.03635
0.0068366 0.014966
0.0026736 0.0060509
0.0010351 0.0024097
0.00039614 0.00094675
Z výsledkov je tiež patrné, že chyba zloženého lichobežníkového pravidla
je rádovo trikrát väčšia ako chyba Rombergovej schémy, ktorá využíva
rovnaké uzly.
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Obrázok 6.6: Chyby kvadratúrnych vzorcov pre If =
∫ 1
0 ln(x)
√
x
7.
If =
∫ 5
1
(x− 1) 15
(x2 + 1)
Zadaná funkcia je je spojitá a ohraničená na intervale (1, 5), ale nie je
monotónna.
T
(k)
0 T
(k)
1 T
(k)
2 T
(k)
3 T
(k)
4 T
(k)
5
0.1015 0.34015 0.46572 0.52168 0.54447 0.55408
0.28049 0.45787 0.52081 0.54438 0.55407 0.55822
0.41352 0.51688 0.54401 0.55404 0.55822
0.49104 0.54232 0.55388 0.5582
0.5295 0.55316 0.55814
0.54724 0.55782
0.55518
rieš. 0.56139
Takže v tomto prípade, pre počet uzlov n = 26, je približným riešením
hodnota T (0)6 = 0.55822. Spočítajme relatívnu a absolútnu chybu a po-
rovnajme chyby v jednotlivých krokoch Rombergovej a lichobežníkovej
kvadratúry.
Opäť je chyba Rombergovej metódy menšia ako chyba zloženého lichobe-
žníkového pravidla, tentokrát rádovo dvakrát.
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rel. chyba abs. chyba RSerr TRerr
n = 26 0.56451 0.0031691 0.45989 0.45989
n = 27 0.24485 0.0010351 0.22124 0.2809
n = 28 0.106 0.00025607 0.095678 0.14787
0.039709 0.070356
0.016923 0.031896
0.0073101 0.014151
0.0031691 0.0062148
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Obrázok 6.7: Chyby kvadratúrnych vzorcov pre hodnotu If
8.
If =
∫ 1
−1
1
1 + 100x2
Funkcia je spojitá, ohraničená,párna, nie je monotónna, limity v krajných
bodoch sú 1101 , hodnota v bode nula je rovná 1, teda jej najväčšie hodnoty
sa nadobúdajú práve v okolí nuly, smerom ku krajným bodom klesá. Žia-
den problém s výpočtom nečakáme, preto sa zameriame hlavne na chybu
kvadratúrneho vzorca.
V ďalšej tabuľke sú uvedené relatívne a absolútne chyby Rombergovej me-
tódy využívajúcej rôzny počet uzlov, ako aj chyby v jednotlivých krokoch
pre zložené lichobežníkové pravidlo.
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T
(k)
0 T
(k)
1 T
(k)
2 T
(k)
3 T
(k)
4 T
(k)
5
0.019082 1.3399 0.324448 0.277118 0.281135 0.293912
1,00990 0.38792 0.277858 0.281119 0.2939
0.54341 0.284736 0.281068 0.29385
0.34941 0.281298 0.29365
0.29832 0.292878
0.29424
rieš. 0.29423
rel. chyba abs. chyba RSerr TRerr
n = 25 0.106625 0.00031372 0.27442 0.27443
n = 26 0.03138 9.2328e-005 1.0457 0.71567
n = 27 0.00059495 1.7505e-006 0.030222 0.24919
0.017108 0.055179
0.013091 0.0040984
0.00031372 1.3687e-005
9.2328e-005 3.799e-006
Zaujímavé je sledovať rozdiel chýb oboch metód. Pre prvé delenie inter-
valu je chyba Rombergovej metódy väčšia, čo je spôsobené tým, že
v tomto kroku využíva výsledku z predchádzajúceho kroku, ktorý je ve-
ľmi nepresný. Po zapojení bodov x = ±12 do kvadratúrneho vzorca chyba
Rombergovej kvadratúry veľmi rýchlo klesá, avšak na konci výpočtu je
chyba zloženého lichobežníkového pravidla menšia, pretože Rombergova
metóda až do konca počíta s počiatočným nepresným priblížením. Chy-
ba Rombergovej schémy je menšia ako chyba zloženého lichobežníkového
pravidla až na ôsmej úrovni delenia, tzn. pre 256 uzlov.
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Obrázok 6.8: Chyba kvadratúrnych vzorcov pre If
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9.
If =
∫ 1
0
f(x)dx,
kde funkcia f je deﬁnovaná nasledujúcim predpisom
f(x) =
{
1
x+2 , pre x ∈ [0, e− 2)
0, pre x ∈ [e− 2, 1].
Zadaná funkcia je nespojitá v bode e − 2, je ohraničená. Je nutné zvýšiť
počet uzlov, v ktorých sa bude počítať funkčná hodnota. Uvedieme hod-
noty chýb pre počet uzlov n = 29 = 128, pre n = 27 je už relatívna chyba
menšia ako jedna, z dôvodu veľkého množstva dát neuvádzame všetky
medzivýsledky. Presné riešenie má hodnotu 0.30685.
rel. chyba abs. chyba Výsledok RSerr TRerr
n = 27 0.23103 0.00070891 0.30614 0.056853 0.056853
n = 29 0.015183 4.6589e-005 0.30681 0.043147 0.018147
0.056606 0.033242
0.00046286 0.010973
0.0046252 0.00027561
0.0085494 0.0055656
0.0012117 0.002699
0.00070891 0.001264
0.00026537 0.00054603
4.6589e-005 0.00018694
Chyby oboch metód nie sú monotónne funkcie, záleží na výbere uzlov s
ktorými sa počíta. Chyba Rombergovej schémy je od počtu krokov n = 26
rádovo dvakrát menšia ako chyba zloženého lichobežníkového pravidla.
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Obrázok 6.9: Chyby kvadratúrnych vzorcov pre If =
∫ 1
0 f(x)dx
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10.
If =
∫ 1
0
f(x)dx,
tentokrát je funkcia f deﬁnovaná nasledujúcim spôsobom
f(x) =

1, pre x ∈ [0, 15)
0, pre x ∈ [15 , 13)
x3, pre x ∈ [13 , 1].
Zadaná funkcia má dokonca dva body nespojitosti, ktoré nie sú uzlami
kvadratúrnych vzorcov.Presné riešenie má hodnotu 0.44691. Je nutné po-
užiť vysoký počet uzlov, avšak výsledok je pomerne presný.
rel. chyba abs. chyba Výsledok RSerr TRerr
n = 27 0.30261 0.0013524 0.44826 0.55309 0.55309
n = 28 0.41828 0.0018693 0.44878 0.030243 0.11559
n = 29 0.060884 0.0002721 0.44664 0.12469 0.060191
0.020639 0.007701
0.029868 0.019383
0.004399 0.0035743
0.0079515 0.004717
0.0013524 0.00071363
0.0018693 0.0011553
0.0002721 0.00021194
Veľkosť chyby kvadratúrnych vzorcov závisí na rozmiestnení uzlov, preto
je patrný pokles chyby a na nasledujúcej úrovni delenia zasa nárast.
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Obrázok 6.10: Chyby kvadratúrnych vzorcov pre If =
∫ 1
0 f(x)dx
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11.
If =
∫ 1
0
sin(
1
x
)dx.
Zadaná funkcia na danom intervale veľmi rýchlo kmitá. Predpokladáme
teda , že bude nutné použiť vysoký počet uzlov, aby vzorce boli schopné
rozpoznať oscilácie. Je nutné dodeﬁnovať funkcie v bode x = 0 hodnotou
0. Presné riešenie má hodnotu 0.50443.
rel. chyba abs. chyba Výsledok RSerr TRerr
n = 213 0.079678 0.00040192 0.50403 0.083696 0.083696
n = 214 0.042877 0.00021629 0.50403 0.24201 0.16058
n = 215 0.079139 0.0003992 0.50403 0.24125 0.11814
0.21715 0.10822
0.036339 0.013505
0.014626 0.0080107
0.043708 0.027166
0.0078579 0.014648
0.0092791 0.002113
0.0079864 0.0044787
0.0016315 0.00042164
0.0020405 0.0014452
0.0019825 0.0018389
0.00040192 0.00030427
0.00021629 8.7854e-005
0.0003992 0.00031027
Z tabuľky je vidieť, že na niektorých úrovniach delenia intervalu integrá-
cie, je chyba zloženého lichobežníkového pravidla niekoľkonásobne menšia,
ale chovanie funkcie vyjadrujúcej chybu Rombergovej schémy je od sied-
mej úrovne delenia klesajúce. Naopak, chyba zloženého lichobežníkového
pravidla na štrnástej úrovni delenia prudko klesne, avšak v nasledujúcom
kroku opätovne prudko stúpne.
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Obrázok 6.11: Chyby kvadratúrnych vzorcov pre If =
∫ 1
0 sin(
1
x)dx
Vo všetkých uvedených príkladoch Rombergova metóda vytvorila menšiu
chybu približného výpočtu. Taktiež môžme konštatovať, že pri rýchlo oscilujú-
cich funkciách alebo fukciách, ktoré nadobúdajú veľké hodnoty len na malom
intervale, sa výpočet horšie adaptuje. Teda prvotný nepresný výpočet sa pre-
náša do ďalších krokov, avšak pri ďalšom delení intervalu sa táto chyba stráca
a celková chyba Rombergovej schémy dosahuje menších hodnôt ako chyba zlo-
ženého lichobežníkového pravidla.
Nespornou výhodou Rombergovej kvadratúrnej formule je, že funkčné hodnoty
v uzloch sa počítajú len v prvom kroku, potom už sa pracuje len s kombináciami
hodnôt dosiahnutých v predchádzajúcom kroku. Nevýhodou môže byť, že uzly
sú rozmiestnené ﬁxne vzhľadom na interval pre každú funkciu rovnako. Ďalšou
nevýhodou je, že množstvo počítaných hodnôt rastie exponenciálne, tzn. pri
použití 8 uzlov sme boli nútení spočítať 10 hodnôt T (k)i , zatiaľ čo pre zložené
lichobežníkové pravidlo by sme spocítali len 4. Keďže váhy Rombergovej kvad-
ratúry sú vždy kladné, ako bolo ukázané v predchádzajúcej kapitole, takže sa
znižuje riziko straty dát pri odčítaní.
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Záver
V práci sme deﬁnovali Rombergovu kvadratúru, ukázali jej najdôležitejšie vlast-
nosti a dokázali sme tvrdenie, že táto kvadratúrna schéma konverguje pre každú
spojitú funkciu. Zaujímavou otázkou je, či je možné dokázať konvergenciu tejto
metódy pre ľubovoľnú Riemannovsky integrovateľnú funkciu, podobne ako to-
mu je napríklad pre Gaussove kvadratúrne vzorce. Tento problém, pokiaľ viem,
však zostáva stále nezodpovedaný.
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Prílohy
Zdrojový kód Rombergovej schémy a zloženého lichobežníkového pravidla pou-
žitý pri numerických experimentoch.
clc
clear all
% f(x), integrovana funkcia
f= @(x) (x-1).^0.2./(x.^2+1);
% a, dolna hranica integracie
a=1;
% b, horna hranica integracie
b=5 ;
% n, maximalny pocet pouzitych uzlov
n=2^7;
%*****************************************************
% znazorni zadane data
disp(sprintf(’\n\n*****************Zadane hodnoty****************\n’))
disp(sprintf(’ f(x), integrand’))
disp(sprintf(’ a = %g, dolna hranica ’,a))
disp(sprintf(’ b = %g, horna hranica ’,b))
disp(sprintf(’ n = %g, pocet uzlov, nutne, aby to bola mocnina cisla 2’,n))
format short g
% zacina simulacia
disp(sprintf(’\n****************Simulacia*****************\n’))
sum=0 ;
disp(’I(k,j) = I(k-1,j+1) + [I(k-1,j+1) - I(k-1,j)] / [4^(k-1) - 1]’)
disp(’ ’)
nstep = floor(log2(n))+1 ;
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% Pociatocne aproximacie vyuzivajuce zlozene ichobeznikove pravidlo
disp(’1) Hodnoty T_0^{(k)}’)
disp(’ ’)
% pocitame zlozene lichobeznikove pravidlo pre rozny pocet uzlov
for i=1:nstep
I(1,i)=0.5*(f(a)+f(b)) ; %f(a) nahradime 1 pri dodefinovani niektorych funkcii
h(1,i)=(b-a)/(2^(i-1)) ;
for j=1:2^(i-1)-1
I(1,i)=I(1,i)+f(a+j*h(1,i)) ;
end
I(1,i)=h(1,i)*I(1,i);
disp(I(1,i))
end
%prepripadne vykreslenie integrovanej funkcie
%x=a:0.005:b;
%y=f(x);
%gr=plot(x,y)
%set(gr,’Color’,’black’)
% pristupujeme k vlastnej Rombegovej scheme
disp(’ ’)
disp(’2) dalsie kroky rombergovej metody’)
disp(’ ’)
% dalsie kroky Rombergovej metody
index = nstep-1;
for k = [2:nstep]
display(k)
display(’stlpec T-schemy’)
for j = [1:index]
I(k,j)=I(k-1,j+1) + (I(k-1,j+1)-I(k-1,j))/(4^(k-1)-1) ;
disp(I(k,j))
end
index = index - 1 ;
end
approx = I(nstep,1) ;
% vysledky
disp(sprintf(’\n\n*****************Vysledky**********************’))
% najde ’presne’ riesenie
exact = quad(f,a,b) ;
disp(’chyby Rombergovej kvadratury pre jednotlive urovne delenia’)
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for i=1:nstep
err1(1,i)=abs(exact-I(i,1));
end
for i=1:nstep
disp(err1(1,i))
end
disp(’chyby zlozeneho lichobeznikoveho pravidla pre jednotlive urovne delenia’)
for i=1:nstep
err(1,i)=abs(exact-I(1,i));
end
for i=1:nstep
disp(err(1,i))
end
%vykreslenie chybovych funkcii
for i=1:nstep
bod(1,i)=i-1;
end
plot(bod,err,bod,err1)
legend(’TRerr’,’RSerr’)
xlim([0,nstep])
disp(’presne riesenie :’)
disp(exact)
disp(’vysledok Rombergovej schemy :’)
disp(approx)
disp(’Absolutna chyba :’)
trueerr=abs(exact-approx);
disp(trueerr)
disp(’Relativna chyba : ’)
relerr=trueerr/exact*100;
disp(relerr)
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