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ABSTRACT 
The atomic force microscope (AFM) has a unique set of capabilities for investigating 
biological systems, including sub-nanometer spatial resolution and the ability to image 
in liquid and to measure mechanical properties. Acquiring a high quality image, 
however, can take from minutes to hours. Despite this limited frame rate, researchers 
use the instrument to investigate dynamics via time-lapse imaging, driven by the need 
to understand biomolecular activities at the molecular level. Studies of processes such 
as DNA digestion with DNase, DNA-RNA polymerase binding and RNA transcription 
from DNA by RNA polymerase redefined the potential of AFM in biology. As a result 
of the need for better temporal resolution, advanced AFMs have been developed. 
The current state of the art in high-speed AFM (HS-AFM) for biological studies is 
an instrument developed by Toshio Ando at Kanazawa University in Japan. This 
instrument can achieve 12 frames/sec and has successfully visualized the motion of 
protein motors at the molecular level. This impressive instrument as well as other 
advanced AFMs, however, comes with tradeoffs that include a small scan size, limited 
Vlll 
imaging modes and very high cost. As a result, most AFM users still rely on standard 
commercial AFMs. The work in this thesis develops algorithmic approaches that can 
be implemented on existing instruments, from standard commercial systems to cutting 
edge HS-AFM units , to enhance their capabilities. 
There are four primary contributions in this thesis. The first is an analysis of 
the signals available in an AFM with respect to the information they carry and 
their suitability for imaging at different scan speeds. The next two are algorithmic 
approaches to HS-AFM that take advantage of these signals in different ways. The 
first algorithm involves a new sample profile estimator that yields accurate topology 
at speeds beyond the bandwidth of the limiting actuator. The second involves more 
efficient sampling, using the data in real time to steer the tip. Both algorithms yield at 
least an order of magnitude improvement in imaging rate but with different tradeoffs. 
The first operates beyond the bandwidth of the controller managing the tip-sample 
interaction and therefore the applied force is not well-regulated. The second keeps this 
control intact but is effective only on a limited set of samples, namely biopolymers or 
other string-like samples. Experiments on calibration samples and .A-DNA show that 
both of the algorithms improve the imaging rate by an order of magnitude. In the 
fourth contribution, extended applications of AFMs equipped with the algorithmic 
approaches are the tracking of a macromolecule moving along a string-like sample 
and a time optimal path for repetitive non-raster scans along string-like samples. 
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Chapter 1 
Introduction 
1.1 Overview 
1 
The atomic force microscope (AFM) has a unique set of capabilities for investigating 
biological systems, including sub-nanometer spatial resolution, the ability to image in 
liquid and the capacity to measure mechanical properties. Acquiring a high quality 
image, however, can take from minutes to hours in conventional AFMs. Faster imag-
ing is essentially universally desired both to improve the usability of AFM and to 
expand the class of dynamic systems at the nanometer scale that can be explored. As 
a result , High Speed Atomic Force Microscopes (HS-AFM) with speeds on the order 
of single to tens of frames per second (see Sec. 1.4) have been enabled using a variety 
of approaches (see Sec. 1.3 ). Even though these instruments represent an impres-
sive achievement, they remain specialized and achieve their speed in part by limiting 
their scan range. Further, t heir cost and complexity has to date prevented them from 
finding broad application. In this thesis we develop algorithmic approaches that can 
be implemented in existing instruments, from standard commercial systems to cut-
ting edge HS-AFMs, and which yield at least an order of magnitude improvement in 
imaging rate. 
In the remainder of this chapter, we first describe the details of AFM. Different 
approaches to HS-AFM are illustrated that have led to advanced AFMs. This is 
followed by a brief overview of the contribution in biological studies of conventional 
as well as advanced AFMs. With this background we then describe the contributions 
2 
of this thesis. 
1. 2 Fundamental Concepts of AFM 
Since its invention in 1986, AFM has become a useful instrument in a variety of 
fields due to its nanometer or better spatial resolution and its ability to measure 
mechanical properties (Binnig and Quate, 1986). The basic measurement mechanism 
·-Tip Atoms 
t Force 
Figure 1·1: The standard layout of an AFM. Picture is reproduced 
from ( Agilent, 2000). 
of an AFM is illustrated in Fig. 1·1. A tip with a radius on the order of single to tens 
of nanometers is mounted to a cantilever. When the tip is near to or in contact with 
the sample surface, the force between the tip atoms and the surface atoms causes the 
cantilever to deflect. This deflection is quantified typically by measuring the shift of a 
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laser on an optical beam detector reflected off the back of the cantilever, a technique 
known as an optical lever. 
There are three primary operating modes, contact, tapping and non-contact mode. 
In contact mode the tip-sample distance is kept constant by a feedback controller so 
that the output of the controller represents the profile of the sample being scanned 
(Abramovitch et al. , 2007). In the other two modes the cantilever is excited by a 
sinusoidal signal at or close to its resonant frequency so that the tip-sample separation 
is modulated as the tip scans over the sample. In tapping mode, the probe taps on 
the surface only at the extreme of each modulation cycle. This greatly reduces the 
magnitude of lateral (shear) forces and reduces damage on soft samples (Hansma 
et al. , 1994). Therefore, it is a preferable choice over contact mode when imaging 
biological samples in liquid. Similar to contact mode, a feedback loop is introduced 
to keep the amplitude, phase or frequency of the vibration of the cantilever regulated 
to a reference input. In non-contact mode, the cantilever vibrates at a much smaller 
amplitude so that the tip and the sample are kept apart from each other. This in 
turns yields a much gentler force than tapping mode. In theory, non-contact mode 
is preferable while imaging extremely soft samples in liquid, such as cell membranes 
(Ando et al. , 2008). The low sensitivity to the change of the sample surface, however, 
make it very challenging to operate in liquid in practice. As a result, there are few 
examples in the literature involving the use of non-contact mode for biological samples 
to date. 
AFM has been widely used in a variety of fields, such as semiconductor failure 
analysis (Lin et al., 2006), biosciences (Rajasekaran, 2008), nanomanipulation (Xie 
et al. , 2008) and materials science (Pauli et al. , 2008). This thesis, in particular, 
focuses on biological applications. Therefore tapping mode is considered in the rest 
of the discussion. 
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1.3 Components in HS-AFM 
In this section, we discuss the efforts to date on achieving HS-AFM, with a focus on 
those suitable for investigating dynamics in biological systems. 
1.3.1 Modification of the Designs of the Physical Components 
One of the reasons that AFM produces high quality images is that almost all of its 
main components (cantilever , piezo actuators) are mechanical in nature. This leads to 
a high Signal-to-Noise Ratio (SNR) in the resulting image. The speed of the process, 
however, is limited by the dynamics of those mechanical components. A great deal of 
effort has been made to improve the designs of those component in order to improve 
their speed while maintaining the high SNR. 
Small Cantilevers: A theoretical analysis of the speed limit of AFM was carried 
out in 1993 (Butt et al. , 1993), showing that the performance of the cantilever in terms 
of the spring constant, the damping and the mass limited the tip speed at 0.1 f..l,m/sec 
in air and 2 f..l,m / sec in liquid based on the cantilevers available at that time. Soon 
after that, the concept of small cantilevers was proposed in 1996 (Walters et al. , 1996) 
and practically used in AFM in 1999 (Viani et al., 1999). 
Small cantilevers have three critical benefits: achieving fast dynamics , lowering 
the noise density, and improving sensi ti vi ty to the tip-sample force (An do, 2011) . 
Consider the cantilever as a spring. Then the dynamics of the cantilever depend on 
two critical parameters, the resonant frequency fc and the quality factor Q, with a 
response time Tc = &1c . In order to achieve a fast response, a high f c and small Qc 7r c 
are desired. It is shown in (Butt et al. , 1993) that 
(1.1) 
where L is the length, w is the width, d is the thickness, E and p are the Young's 
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modulus and density of the material. Since fc is proportional to f2 , short cantilevers 
are able to achieve a high resonant frequency and thus a short response time. 
In addition, thermal noise in the motion of the cantilever only depends on the 
spring constant and the temperature. The spring constant of the cantilever is given 
by (Ando, 2011) 
(1.2) 
which indicates that kc is proportional to the cube of f. Thus a thin and short 
cantilever has not only a fast response but also a small spring constant that in turn 
yields a low thermal noise level. 
The measurement sensitivity through the optical deflection system (see Sec. 1.2) 
is also improved when using small cantilevers. The sensitivity is defined as ~~ = 2~, 
where 6.8 and 6z are the angle change and displacement at the free end of the 
cantilever. Thus a short cantilever leads to a high sensitivity. 
The most advanced cantilevers in these respects are reported m (Ando et al., 
2008). They are made of Si3N4 , and are 6 11m long, 2 11m wide, and 90 nm thick. 
The resulting f c in air and water are 3.5 MHz and 1.2 MHz, while kc and Q are 
respectively 0.2 N /m and 2- 3 in water. These cantilevers enabled a new generation 
of AFMs (Viani et al. , 1999) in the early 2000s. As a result, the speed of the imaging 
process in current systems is no longer limited by the performances of the cantilevers 
but by the piezo actuators. 
Designs for Scanners: High speed imaging requires the scanner to respond fast 
and to provide a sufficient scanning range. A variety of designs have been proposed 
to trade off the resonant frequency and the scanning range (Schitter and Rost, 2008). 
The appropriate choice among these different designs of the piezos actuator depends 
on the particular application. 
The tube scanner shown in Fig. 1·2 (a) is commonly used in conventional AFMs. 
6 
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Figure 1·2: Illustration of designs of scanners, reproduced from (Schit-
ter and Rost , 2008) 
It scans in both the x- and y-direction acting as a pendulum with two degrees of 
freedom. The design offers a good balance between accessible scan range and resonant 
frequency. Example performances including scan ranges of more than 100 f.-liD with 
the resonant frequency on the order of 1 kHz, or a scan range of a few microns with 
the first resonance on the order of 10 kHz (Schitter and Rost , 2008). 
Based on the two essential considerations of reducing the mass and increasing 
the stiffness (Kindt et al. , 2004), a conical piezo geometry (Fig. 1· 2(b)) was de-
veloped by Leiden Probe Microscopy, with a 4 7 kHz resonant frequency in the x-
and y- directions , and 70 kHz in the z-direction while maintaining a scan range of 
800x800x400 nm3 . In addition, a Micro Electro Mechanical Systems (MEMS) z-
stage has been realized shown in Fig. 1·2(c), with a positioning range of about 300 
nm and a first resonant frequency of 170kHz (Schitter and Rost , 2008). Other designs 
include piezo- stacks, where the actuation can be realized in either a serial or parallel 
manner (Kindt et al., 2004). Using this configuration, resonances beyond 20 kHz 
with a scan range of more than 10 f.-liD was achieved. More recently, a configuration 
of double-hinged serial-flexures used to guide the motion of the x- and y-stages was 
reported in (Kenton and Leang, 2012). Along with the dynamics and nonlinearity 
control, a line rate of 7 kHz was achieved yielding a theoretical frame rate of 70 
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frames/sec of the images with a resolution of lOOxlOO. 
1.3.2 Advanced Controllers for the Scanners 
Advanced control laws have been developed to account for the dynamics as well as 
the nonlinearities of the piezo actuators. In this section, we highlight some of these 
contributions to give a brief introduction of the efforts in the control community in 
this area. 
Controlling the piezo dynamics: Proportional Integral (PI) controllers are 
standard in commercial AFMs due to the fact that they are easy to implement, com-
putationally simple, and reasonably effective. To improve the performance, several 
modifications to PID have been developed over the past ten years. Examples in-
clude the adaptive PID control combined with an effective Q control (Kodera et al., 
2005) and a semi-automatic PID controller designed to model the inverse dynamics 
of the piezo actuator (Abramovitch et al. , 2008) . In addition to the PID controller, 
robust H 00 synthesis control was used to better shape the triangular signal for raster 
scanning and to estimate the sample surface and use it in a feedforward manner to 
improve the scanning speed (Salapaka et al. , 2002). 
Controlling for positioning accuracy: In addition to the dynamics , the non-
linearities of the actuator such as hysteresis and creep are also of essential importance. 
For the x-direction actuator, researchers took advantage of the fact that the desired 
trajectory is periodic. As a result , iterative learning control in a feedforward fashion 
was investigated to compensate for hysteresis and creep as well as for the dynamics to 
enhance the positioning accuracy under high scanning speed (Wu and Zou, 2007). A 
similar idea was employed in the z-direction actuator in order to improve the imaging 
bandwidth as well as to avoid extreme values of the tip-sample force . Details can be 
found in (Necipoglu et al., 2011). 
For a review of these and other ongoing approaches, see (Yong et al. , 2012). 
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1.3.3 Other approaches 
In addition to schemes that focus on improving the positioning behavior and the 
response speed of the actuators, other approaches have also had a great impact on 
increasing the imaging bandwidth of AFM. 
Tuning fork method (Humphris et al., 2005): This method focuses on a res-
onator stage design and a mechanical z-feedback loop that uses a external force ap-
plied to the cantilever base. The combined effort was developed using a flexure frame 
matched with a tuning fork design on the cantilever. Even though the design can 
achieve over 1000 frames/sec, it is only able to be used in contact mode. 
Transient signals based detection (Sahoo et al., 2005): The essential idea of 
this approach is to deal with the signals of fast dynamics. Accordingly, a Kalman 
filter is designed for the cantilever and the innovation signal of the amplitude can 
be derived. It is shown that this signal responds very fast to the sample profile, 
considered as a disturbance in the system input. Information about the edges of the 
sample can be extracted from the transient process of the cantilever, with a bandwidth 
around ~ of the resonant frequency of the cantilever. As a result, the method is also 
known as the Transient Mode AFM (TM-AFM). The imaging results, however, can 
only show the outline of the samples due to the fact that only the edge information 
was extracted. In this thesis, a modification to the TM-AFM is proposed in Ch. 4 
and implemented to produce standard topography images. 
Scan trajectories: On recognition of the effort of improving the speed of tak-
ing single measurement in the imaging process of AFM, there are also methods for 
scanning the sample more efficiently. Examples include the spiral (Mahmood and Mo-
heimani, 2009) and Lissajous (Tuma et al., 2012) curves as the scanning trajectory 
as well as our local raster scan designed for string-like samples (previously developed 
in (Chang et al., 2011), see Ch. 5). In addition, the concept of compressive sens-
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ing (G.Kutyniok, 2012) in signal processing has been applied in the imaging process 
of AFM. The work in (Song et al. , 2011) and (Andersson and Pao, 2012) developed 
different scan patterns demonstrating the potential of this technique in AFM imaging. 
1.4 AFM and HS-AFM in biological studies 
Due to its capability of operating in liquid and its ease of sample preparation, AFM 
has been used extensively in the biological area. AFM is primarily designed for ob-
taining the topography of the sample being scanned. This basic technique has been 
extended in a variety of ways to broaden the interactions that can be measured with 
the instrument. Examples include force spectroscopy (Zhang and Moy, 2002),(Muller 
et al., 2002), tracking (Thomson et al., 1996), and AFM combined with other mea-
surement modalities such as AFM combined with optics (Vesenka et al., 1995), AFM 
combined with epifiuorescence measurements (Chiara et al., 2009) and AFM com-
bined with Raman spectroscopy (Zhang et al. , 2007). 
Due to its resolution and range, a variety of specimens can be investigated by 
AFM across many length scales, including tissues and organs, cells, bacteria, viruses, 
proteins, DNAs and RNAs as well as single proteins. The resolution of AFM in 
imaging bacteria and viruses are comparable to the Electron Microscope (EM), but 
imaging can be done on live samples rather than fixed ones. Due, however, to the 
limited scanning range, AFM is not well-suited for studying large-scale tissue samples 
or organs (Kasas et al. , 1993), (Ushiki et al. , 1994), (Fullwood et al., 1995). In the 
following, we briefly describe the use of AFM in studying structures ranging from 
cells down to single molecules. 
Cells: Imaging cells with high resolution is difficult due to t he fact that cells 
are extremely soft as well as very rough (Radmacher et al. , 1992), (Braunstein and 
Spudich, 1994). In addition, the t ip induces perturbation of the cells, requiring that 
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the stimulus to the cell by the scanning tip be considered. Due to these factors, 
the AFM achieves a resolution between optics and EM. Over the past ten years, the 
resolution and imaging rate have not been significantly improved. In fact, the ma-
jor improvement is that it has been made stable and reproducible. The benefit of 
using AFM in cell imaging, however, is that some of the mechanical properties can 
be simultaneously recorded while imaging. HS-AFM has recently become important 
for studying living cell membranes due to the fact that little is known about the 
dynamic molecular processes of membrane proteins that play important roles in the 
functions of cells. The membranes, however, are extremely soft compared with avail-
able cantilevers, which presents a challenge in sample preparation and the need for 
non-contact mode in liquid. A recent report on the high-resolution imaging in liquid 
of individual hydration layers on lipid membranes shows the progress and importance 
of HS-AFM in this area (Fukuma et al., 2007). 
Proteins: Living organisms rely on a variety of proteins that have thousands of 
functions including maintenance of structure, transport, defense, regulation, catalysis 
and motion (Kasas et al., 1997b). AFM is a powerful tool in understanding how 
proteins accomplish their functions due to its ability to measure mechanical forces. 
The task is not trivial, since the specimen should be bound to a flat substrate with a 
sufficiently strong adhesion so that it is not swept away by the scanning tip. On the 
other hand, a binding force that is too high will inhibit the activity of the samples. 
Therefore, effort has been made on the sample preparation process. In addition, 
the scanning speed of AFM is critical to catch the changing conformations of the 
proteins. To achieve the necessary speeds, several alternative approaches to AFM 
imaging have been developed. For example, the turnover rate of ATP-dependent 
dissociation events of the GroEL/GroES complexes was measured using a single-line 
two-dimensional scan method (Viani et al. , 2000) and protein motion was monitored 
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in (Thomson et al. , 1996) by maintaining the position of the AFM tip above a single 
protein molecule. 
RNAs: Imaging of RNA with AFM began in 1992. In these experiments, the 
lengths of double stranded retrovirus RNA on silanated mica were found (Lyubchenko 
et al., 1992). Later, ternary complexes containing linear DNA, nascent RNA tran-
scripts, and RNA polymerase were imaged using AFM (Rees et al., 1993). In addi-
tion, transcription was observed by periodically stopping the process, imaging with 
the AFM, and then re-starting the process (Kasas et al., 1997a). Despite these suc-
cesses, more work is needed to elucidate the structure of RNAs and the dynamics of 
transcription (Kasas et al., 1997b). 
DNAs: DNA studies began with explorations of its structural changes in the 
transcription process (Kasas et al., 1997b), such as structural changes in response 
to protein binding (Rees et al., 1993). DNA has been imaged on different surfaces 
both in air and in liquid (Samori et al., 1993), (Hansma et al., 1995), (Bustamante 
et al., 1992). Thanks to the development of small cantilevers (see Sec. 1. 3), t he 
double helix as well as the major and minor groove has been resolved recently with 
images shown in Fig. 1·3. HS-AFM has been applied in the studies on DNA-Protein 
interaction. Details can be find in (Biological Application of Fast-Scanning Atomic 
Force Microscopy, 2010) (Shlyakhtenko et al. , 2013). 
Single Molecules: Among a variety of single molecular processes, we take the 
intracellular transport phenomena involving motor proteins as well as actin filaments 
and microtubules (Howard, 2001) as an example. This transport phenomena is per-
formed with these "vehicle" like proteins carrying biological cargos as they move on 
the microtubules or actin filaments. Microtubules and actin filaments span the inside 
of the cell with a "highway system", providing the track for these proteins to walk on. 
The heavy "traffic" inside the cell illustrated in a cartoon in Fig. 1·4 is regulated by 
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Figure 1·3: A high resolution AFM image of DNA, which is able to 
resolve the major and minor groove in the double helix structure (Ido 
et al. , 2013). 
the fact that the "highways" (microtubules and actin filaments) both have polarity 
(Howard, 2001). 
Other available techniques of investigating the molecular processes, such as Fluo-
rescence Imaging with One-Nanometer Accuracy (FIONA) (Yildiz et al. , 2003) and 
Optical Traps (Svoboda et al. , 1993), have a common drawback in that they rely on 
a modification to the natural structure of t he system, namely the attachment of fiuo-
rescent proteins or of optical beads. It is still not clear how such modifications affect 
the biological system of interest mechanically and chemically. By contrast, AFM is 
able to observe the system directly at a resolut ion of a nanometer or better. In 2000, 
it was used to investigate microtubules and kinesin decorated microtubules in liquid 
using tapping mode (Kacher et al. , 2000). With the development of (near) video-rate, 
the visualization of myosin V at work was realized in 2010 (Kodera et al. , 2010). 
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Figure 1·4: An illustration of the traffic system inside a cell produced 
by Nicolle Rager Fuller , National Science Foundation. 
1.5 Contribution of this thesis 
As discussed in the last section, AFM is a primary tool for revealing the structure 
of the samples. In addition, time-lapse imaging has been a fundamental way to 
investigate the dynamics of the system of interest at a fame rate on the order of 
minutes in 1990s and 2000s. Despite the importance of this technique, the imaging 
rate is far slower than the rate of change of systems of interest (e.g. protein-protein 
interaction or the motion of the RNA polymerase). The ability to directly observe 
dynamics with a resolution of a nanometer or better , however , is crucial to enhance 
our understanding of biomolecular processes. 
Recent results in the application of HS-AFM highlights its importance. In particu-
lar, the visualization of the motion of myosin V enabled by AFM has been recognized 
as a grand achievement and is an inspiration for the role of AFM in the field of 
molecular biology. Despite these successes, there is still a need for faster rates and for 
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making HS-AFM more accessible. The work in (Kodera et al., 2010), for example, 
is still not a real-time observation of myosin V and there are other motor proteins 
that are faster, such as axonomal dynein. Further, current HS-AFMs have a limited 
scan size on the order of hundreds of nanometers. As a result, they are not able to 
observe systems with a size on the order of microns. Finally, such advanced AFMs 
are very expensive and not readily accessible to AFM users. In the work of this thesis, 
we develop algorithmic approaches that require little to no hardware modification to 
existing AFMs and can serve as "add-on" modules. 
There are four primary contributions of the thesis. The first is an analysis of 
the signals available in an AFM with respect to the information they carry and 
their suitability for imaging at different scan speeds (see Ch. 3). The next two are 
algorithmic approaches to HS-AFM that take advantage of these signals in different 
ways. The first algorithm involves a new sample profile estimator that yields accurate 
topology at speeds beyond the bandwidth of the limiting actuator (see Ch. 4). The 
second involves more efficient sampling taking advantage of the feature of the sample 
of interest (e.g. string-like samples) , using the data in real time to steer the tip (see 
Ch. 5). This method was previously developed in (Chang et al., 2011), (Chang, 2012). 
In this thesis, we derive the reconstruction of the images produced by non-raster data 
from local raster scanning and effectively implement the local raster scan algorithm. 
Experiments on calibration samples and .A.-DNA show that both of the algorithms 
improve the imaging rate by an order of magnitude. Users of standard commercial 
AFMs can implement our algorithmic modules on their own systems to enhance the 
temporal resolution of their instruments. In addition, our algorithmic approaches are 
complementary to all the standard approaches to HS-AFM and are thus capable of 
being integrated in any advanced AFMs. Combining our "add-on" modules with HS-
AFMs such as in (Kodera et al., 2010) will allow even faster dynamics to be resolved. 
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In the fourth contribution, two extended applications of AFMs equipped with the 
algorithmic approaches are developed. These are the tracking of a macromolecule 
moving along a string-like sample and a time optimal path for repetitive non-raster 
scans along string-like samples (see Ch. 6). 
Chapter 2 
Experimental Setup 
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A single experimental platform was used for the work in this thesis. To ease the ex-
planation of the experimental results in the following chapters, we describe here the 
physical setup, including the commercial AFM, the probe used, and the nanoposi-
tioning system for debugging the implementation of the customized x- y trajectories. 
2.1 The Agilent 5500 AFM 
All experiments were performed on an Agilent 5500 AFM equipped with a MAC III 
module and operated in its Acoustic AC (AAC) mode (a form of tapping mode). As 
illustrated in Fig. 2·1 (a), a top-down optical axis through the scanner allows an un-
obstructed view of the cantilever and the sample without sacrificing sample handling 
(AgilentTechnologies, 2012). Most of the control and computation for standard imag-
ing is done in the main controller box shown in Fig. 2·1 (b). Post-processing of the 
imaging result is done with manufacturer-provided software. In addition, customized 
commands for the scanner in all directions can be applied through the BNC interface 
in the controller box labeled "X in", "Y in" and "Z in". It should be noted, however, 
that these inputs can only be used when the Agilent system is in open-loop mode. 
The tapping mode module is executed in the MAC III box shown in Fig. 2·2 (b) , 
which permits the access to the drive and the position measurement of the cantilever. 
In addition, the measurement of the position of the scanner in all three directions is 
available through the signal break out box shown in Fig. 2·2 (a) via the ports labeled 
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(a) Agilent 5500 (b) Controller box 
Figure 2 ·1: (a) The Agilent 5500 AFM used in the experiments in this 
thesis. (b) The main controller box with the interface for commanding 
t he scanner in all three directions via the BNC port labeled "X in", 
"Yin" and "Z in" . 
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(a) Break out box (b) MAC III box 
Figure 2·2: Additional components of the Agilent 5500 AFM. (a) 
The break out box from which the scanner position information can be 
sampled via the ports labeled "X sensor", "Y sensor" and "Z sensor". 
(b) The MAC mode controller box from which the cantilever drive 
(through the D-sub connector inside the lower yellow circle) and the 
deflection (by the BNC interface in the upper yellow circle) can be 
measured. 
"X sensor", "Y sensor" and "Z sensor". 
2.1.1 Probe description 
The cantilever used in the work of this thesis is a type II MAC lever. Typical param-
eters are given in Table 2.1. 
2 .1. 2 The scanner 
The manufacturer 's specifications give the bandwidth of the closed-loop in the z-
direction to be around 1kHz. The scanning range is 90 p,m x90 p,m and the z-range 
is 8 11m. In the conventional raster scan for standard imaging, the scanner is operated 
in its closed-loop in all three axes. To customize the scan trajectory, the user can 
input custom commands to the scanner in the lateral axes. As noted above, this 
requires the Agilent controller to be disabled (through software). As a result , low 
level controllers to achieve stability with sufficient phase margin are required for the 
x- and y- axes. The design of our custom controller is described below. 
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Table 2.1: The Type II MAC Lever Probe Parameters (AgilentTech-
nologies, 2012). Note that these are typical values, individual probes 
vary and relevant parameters must be measured. 
Open loop system of the piezo tube 
To measure the system behavior in the frequency domain, a white noise signal was 
input to both the x- and y- axes. The measured Bode plots of the open loop system 
of the piezo tube in both axes are shown in Fig. 2·3 (a) (b). Note that the phase of the 
x-axis starts from 180 o . This is a quirk of the instrument , as , per communication 
with the manufacturer, the x-axis was installed backwards. As can be seen in the 
Bode plots in Fig. 2·3(a)(b), the two axes have similar behavior in the low frequencies. 
Their resonances are both around 420 Hz with a quality factor of about 8.6. As a 
result , the same controller is used for both axes. 
In addition, the cross-coupling between the two axes was quantified. These Bode 
plots are shown in Fig. 2·3(c)(d). The DC gains for the cross-coupling are low enough 
to be ignored but there are peaks that occur at the resonance of the two axes. Since the 
cross-coupling affects the imaging process at a particular frequency, the phenomena 
can be taken care of by post processing of the images. In addition, the control 
design seeks to emphasize stability over performance such as high bandwidth. These 
resonances are thus not expected to be strongly excited. Therefore the two axes are 
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(a) X-X (b) y-y 
103 104 
Frequency (Hz) 
(c) x - y (d) y- X 
Figure 2·3: Measured Bode plots of the Agilent 5500 scanner, includ-
ing (a) x input to x sensor, (b) y input toy sensor, (c) x input to y 
sensor and (d) y input to x sensor. 
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controlled with separate single-input, single-output controllers. 
Controller design and the closed-loop behavior 
As described in Ch. 1, there are many techniques for achieving a high closed-loop 
bandwidth in piezo actuators, particularly in tubes with clean, second-order charac-
teristics as seen in Fig. 2·3. One of the primary goals of this work, however, is a 
set of techniques available to a broad class of users. Therefore, our control design 
emphasizes stability, robustness, and simplicity over bandwidth. The performance of 
the algorithms in terms of how much the imaging rate can be improved, however, is 
dependent on the achievable bandwidth of the motion of the scan and thus even bet-
ter performance can be achieved by pushing the speed of the scanner using advanced 
controllers. 
For the sake of simple implementation, a low-order controller is pursued with 
the primary goal being a large phase margin. A second order controller is preferred 
to avoid numerical issues such as the fact that the fixed-point data type is used in 
the computation in the FPGA. As a result, a PI controller is selected. Due to the 
simplicity of the controller structure, the measurement of the open loop system in 
the frequency domain is used to tune the PI gains. In particular, the proportional 
and integral gains are tuned to be Kp = 0.1 and Ki = 0.035 with a sampling rate of 
10kHz. The closed-loop Bode plots of the two axes are shown in Fig. 2·4. The step 
response and the triangle wave for the raster scan for both of the two axes are shown 
in Fig. 2·5 and Fig. 2·6. 
2.2 Nanopositioning system 
To debug the implementation of the algorithms involving customized x-y trajectories , 
we used a two-axis nanopositioning stage, constructed from a pair of Nano-OP (Mad 
City Lab) actuators. Using it before applying high voltages to the scanner in Agilent 
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(b) y-axis 
Figure 2·4: The closed-loop Bode plots of the lateral axes of the piezo 
tube, under the PI controller descried in Sec. 2.1.2. (a) the x-axis and 
(b) the y-axis. 
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F igure 2·6: Closed-loop system of the y-axis response to (a) a step 
and (b) a triangle input. 
5500 reduces the risk of breaking the AFM system. Both axes have a scan range of 
30 p,m and a closed-loop bandwidth around 110 Hz. The Bode plots of the measured 
closed-loop system of the two axes are shown in Fig. 2·8(a)(b). 
Figure 2 ·7: A picture of the nano-positioning system from Mad City 
Lab. It is operated in closed-loop controlled by the "Nano-Drive 85" 
behind the x - y stage. 
T his nanopositioning system is only for demonstrating the correctness of the im-
plementation of the code by testing on calibration samples, (see Ch. 5), which is an 
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(a) x-axis (b) y-axis 
Figure 2·8: The Bode plots of the measured closed-loop system of the 
nano-positioning system in the a) x-axis and (b) y-axis . 
intermediate phase in developing the algorithmic approaches. To achieve "add-on" 
modules, we seek to modify the hardware setup of an instrument for the users as little 
as possible. Having an additional nanopositioner raises the cost of our algorithmic 
modules and adds a layer of complexity for the user to implement. In addition, the 
nanopositioner introduces additional noise resulting in the failure of imaging samples 
with small features such as >.-DNA with a thickness of 0.8 nm (see Ch. 5). The sur-
face tilt is also a problem, as it is impossible to adjust the tilt of the stage relative 
to the Agilent z-axis for this particular setup of the positioner (for details, see Ch. 
5) . Lastly, the positioner makes sample mounting and the init ial search for a suitable 
area more challenging. As a result , after making sure the code runs properly, the 
execution of customized scan trajectories was done using t he scanner in Agilent 5500. 
2.3 The computational hardware platform 
The data acquisition and the implementation of the algorithms are done usmg a 
compact Reconfigurable Input-Output (cRIO) system (cRIO 9082, National Instru-
ments) , shown in Fig. 2·9. This system includes an embedded 1.33 GHz real-t ime 
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Figure 2·9: The computational hardware platform for implementa-
tion, NI 9082, a cRio with A/D , fast A/ D, and D / A. 
processor and an LX150 FPGA from the Xilinx Spartan-6 family. The cRIO was 
outfitted with a 1Ms/s high-speed analog-digital converter (ADC) (NI 9215, National 
Instruments) for sampling the cantilever position, cantilever drive and the cantilever 
amplitude (deflection), a 100Ks/s ADC (NI 9223, National Instruments) for sam-
pling the z-controller output for the height information of the sample and a 100Ks/ s 
digital-to-analog converter (DAC). The software was written in LabView 12.0 (Na-
tional Instruments). 
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Chapter 3 
AFM signals at different scan speeds 
In this chapter, we consider the standard signals available to AFM users as well as 
some derived signals that are designed to extract information at scan rates beyond 
those for typical imaging. Portion of this work appeared in [(Huang and Andersson, 
2013c), (Huang and Andersson, 2013b)]. The allowable imaging rate of an AFM 
is typically well below the lowest bandwidth of the mechanical components of the 
system, including the cantilever and the piezoelectric actuator in the vertical (z-) 
direction. A block diagram of a typical z-loop is given in Fig. 3·1, together with 
several auxiliary signals that can be derived from the existing instrument. A typi-
cal commercial AFM produces images primarily from the controller output and the 
amplitude and phase signals. Details on this process can be found in (Abramovitch 
et al., 2007). 
As discussed Sec. 3.6, at speeds beyond the bandwidth of the closed-loop system, 
the controller output cannot be relied upon to produce a good image. Nevertheless, 
the signals in the system still carry valuable information. An example algorithm 
that uses this information is the TM-AFM technique introduced in Sec. 1.3 and 
described further in Sec. 3.4. This scheme uses an observer to estimate the state 
of the cantilever , generating an innovation signal that can be further processed to 
detect impacts (caused by sample edges). The innovation sequence of the observer, 
however , contains more information than just the onset of a transient and in Sec. 3.5 
we develop an estimator of the sample topology that is effective at rates beyond the 
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Figure 3·1: Illustration of the structure of a typical z- loop in an 
AFM. The dashed box contains the control loop of a typical AFM while 
outside of the box are signals generated from the cantilever motion. 
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bandwidth of the z-loop. 
Before developing that estimator, we first describe in more detail the signals we 
are interested in. 
3.1 Height 
In amplitude-modulated tapping mode, the change in the amplitude of the oscillation 
of the cantilever while scanning is controlled to a set value by adjusting the vertical 
position of the z- piezo. As illustrated in Fig. 3·1, this motion is typically commanded 
by a PID or similar simple controller. For accurate imaging, the time interval between 
the measurements in two pixels should be sufficient for all the blocks along the control 
loop to recover to their steady states. In this scenario, the output of the PID controller 
is representative of the sample height and is therefore taken as the height image. As 
the tip speed is increased, the height signal begins to be corrupted by the dynamics 
of the piezo actuator, leading to controller and dynamic artifacts in the height signal. 
Note that this can occur even at speeds well below the closed-loop bandwidth. At 
even higher tip speeds, the controller cannot respond to the disturbance caused by the 
sample and the height signal loses all information. As a result, high quality imaging 
based on this signal always incurs a large cost in terms of imaging time. 
3.2 Amplitude 
The amplitude signal is the error signal in the control loop. The tip-sample interaction 
causes a small shift in the resonant frequency of the cantilever. Since the cantilever 
is oscillating at a frequency close to its resonance, this shift causes a change in the 
amplitude of oscillation. This change is very sensitive to changes in the sample 
topology. When scanning within the allowable imaging rate, the controller regulates 
the error signal back to zero. Due to its sensitivity, sample edges cuase a rapid change 
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in the amplitude and thus the error. This is then regulated away by the controller. 
As a result , the amplitude signal in essence acts as an edge detector and can be used 
to enhance the contrast in an image along the edges of the sample. It can often also 
provide a clearer image of small elements attached to a large object. 
As the tip speed is increased enough so that the controller can no longer regulate 
the error signal, the amplitude begins to reflect the topology of the sample. As noted 
in Fig. 3·1, the error signal is derived from the cantilever motion by demodulating 
the drive signal generating the oscillation. At even faster tip speeds, then, the rates 
become comparable to or faster than the rate of demodulation and the amplitude 
signal becomes corrupted with the dynamics of the demodulator. To avoid those 
dynamics, one can step back to the cantilever signal and consider other derived signals; 
this is pursued below. 
3.3 Innovation process based on the cantilever dynamics 
The cantilever system in tapping mode can be modeled as a damped spring system 
driven to oscillate near its resonance (Song and Bhushan, 2008). This yields 
where a 1 and a2 are system coefficients that can be computed by the resonance and the 
quality factor of the cantilever, which in turn are easily determined experimentally, 
u(t) is the sinusoidal driving input , n1(t) is the input noise , u2(t) is the input due to 
the sample surface change and nr(t) is the thermal noise. Define 
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With this, (3. 1) can be expressed in state space form in discrete-time as 
x(k) = Fx(k- 1) + Gu(k- 1) + w 1(k - 1) + w2 (k - 1) , 
y(k) = Hx(k) + v(k), 
(3.2a) 
(3.2b) 
where F , G, H are the state matrix, t he input matrix and the output matrix re-
spectively, E[w1 (k)] = 0, E[w1 (k)wf(k)] = Q1 , v(k) is the measurement noise with 
E[v(k)] = 0 and E[v(k)vT(k)] = R , and w2(k) is due to the change in t he sam-
ple profile. This last term is viewed as deterministic but unknown. Note that the 
noise parameters Q1 and R can be experimentally measured. Ignoring the unknown 
disturbance w2 , the Kalman filter for (3.2) is given by 
x(klk- 1) = Fx(k- 1lk- 1) + Gu(k- 1), 
x(klk) = x(k lk- 1) + K1(k), 
(3.3a) 
(3.3b) 
where K is the steady-state Kalman observer gain and 1(k) = y(k)- Hx(k lk- 1) is 
the measurement residual, also known as the innovation process. 
As the cantilever is scanned over the sample surface, the changes in the sample 
profile enter the model through the (unknown) input w2 . Since the filter (3.3) does 
not account for this term, the innovation process contains information about this 
disturbance. 
3.4 Likelihood ratio test on the innovation process for edge 
detection 
This idea was proposed in (Sahoo et al. , 2003) for the TM-AFM. We include it here 
for two reasons. First, the signal is useful for our non-raster scanning algorit hm (see 
Ch. 5). Second, it is the foundation for our estimator (see Sec. 3.5) . This method 
begins with the assumption that at high scan rates the transition of the tip from the 
31 
substrate to the sample can be approximated as an abrupt input to the cantilever 
system. That is, w2 ( k) is approximated as a Dirac delta and the rising edges of the 
sample cause an instantaneous shift of the true state relative to the observer estimate. 
As a result , the innovation process loses the zero-mean property for a short period of 
time. As the observer converges to the true state, the innovation sequence once again 
returns to zero mean. 
The problem can be formulated as the detection of an abrupt input to a second 
order system. The solution has been well established in (Willsky A. 8. , 1976) and 
formulated in a standard binary hypothesis framework 
Ho: 1(k) = 11(k), 
H1 : 1(k) = G (k; e) v + 11(k) , 
where 1 1(k) is a zero mean white Gaussian stochastic process (modeling the mea-
surement residual in the absence of impulses); G(k; e) is a function of a window of 
time with a value that depends on the parameters of the cantilever and the observer 
dynamics; e is the moment an impulse occurs and v is the corresponding gain of that 
impulse. The decision between the two hypotheses is made using a generalized likeli-
hood ratio test. Details of the derivation of G(k; e) as well as the computation of the 
likelihood ratio can be found in (Willsky A. 8. , 1976). While offering a high-speed 
edge detection, it does not produce an estimate of the sample profile. 
3.5 Estimating the sample profile from the innovation pro-
cess 
To extract information beyond sample edges from w2 , we develop its relationship 
to the sample profile. Consider, then the Kalman filter in (3.3). Through some 
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manipulation the measurement residual can be shown to be 
!(k) = HF (x(k- 1)- x(k- 1lk- 1)) + Wt(k- 1) + w2(k- 1) + v(k). (3.4) 
Taking the second- order expectation of both sides of (3.4) yields, 
Here P( k -1) is the covariance of the estimate of the state. The value of Eb( k )IT ( k)] 
can be estimated using the Mean Square Error (MSE) over a finite window with a 
size M as follows , 
k-M+l 2( .) 
Var [l(k)] = '"' I z . ~ M-1 
i=k 
The next step is to replace the covariance matrix Pin (3.5) in terms of the second-
order statistic of 1(k). To do this , a straightforward derivation leads to 
KH [x(k)- x(kik)] =(I- KH)K1(k). 
Taking the second expectation of both sides of this expression and replacing the true 
variance of 1(k) by Var [!(k)] then yields P(k- 1) in terms of Var [!(k)]. 
Using these results to invert (3.5) leads to an estimate of w2 given by 
where we have used the fact that H = [1 0] and expressed the system and steady-
state Kalman gain matrices as 
K = (kn). 
k21 
The entires of F are given by the (experimentally determined) parameters of the 
cantilever and those of K by these same parameters as well as the noise matrices Q 1 
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Table 3.1: Scan parameters. 
and R. 
3.6 Utility of the signals and discussion 
As discussed above, the accessible signals in a commercial AFM as well as the derived 
signals contain different information content at different scan speeds. In order to 
illustrate the behavior of these signals, a single line of a linear grating was scanned 
at different speeds. The grating (TGZ01 , MikroMash) has a feature height of 20 nm 
and a pitch width of 3.3 f-Lm. A representative scan is shown in Fig. 3·2. 
The scanning parameters used are shown in Table. 3.1 and the corresponding 
signals from the scans are shown in Figs. 3·2-3·5. As discussed below, these figures 
illustrate that there is useful information in all the signals but that the best choice 
depends on the scanning speed and the application. 
The images that best captured the topography of the sample are clearly those 
taken at 0.2 lines/s (Fig. 3·2) but at the cost of waiting 42 minutes to acquire the 
image. At this low speed, the PID control kept the error signal in good regulation, 
leading to quality images. At the same time, this good regulation kept the amplitude 
signal near zero, preventing it from being used to detect edges and thus used in 
detection-based schemes such as the Local Raster Scan algorithm (LRS) (see Ch. 5) . 
The derived signals were also essentially devoid of information about the sample. 
When the tip speed was increased to 40 f-Lm/s (1 line/s), shown in Fig. 3·3, 
the controller performance was somewhat degraded. This image was acquired in 8 
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Figure 3·2: Results from a line rate of 0.2 line/s with a scan range 
of 10 11m (corresponding to a tip speed of 4 Jlm/ s). (a) topography 
trace image; (b) amplitude trace image; (c) raw height (blue) and am-
plitude (black) signals from a portion of the scan; the sample tilt in the 
height signal is evident although the sample profile remains clear; (d) 
innovation signal (black), likelihood ratio (red), and estimator signal 
(blue). The innovation and likelihood ratio show no clear indication 
of the edges in the sample while the estimator signal has occasional 
negative spikes at those locations. 
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Figure 3·3: Results from a line rate of 1 line/s with a scan range 
of 20 J.Lm (corresponding to a tip speed of 40 J.Lm/s). (a) topography 
trace image; (b) amplitude trace imaging; (c) raw height (blue) and 
amplitude (black) signals from a portion of the scan. The sample tilt is 
evident in t he height signal although the sample profile remains clear 
(d) innovation signal (black), likelihood ratio (red), and estimator signal 
(blue). As with the slower speed, the innovation and likelihood ratio 
signals still show no clear indication of t he sample edges. The estimator 
signal , however, now has clear posit ive and negative spikes at the step-
up and step-down edges of t he sample. 
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Figure 3·4: Results from a line rate of 8 line/ s with a scan range of 20 
f.J,m (corresponding to a tip speed of 400 f.J,m/ s). (a) topography retrace 
image; (b) amplitude retrace image; (c) raw height (blue) and ampli-
tude (black) signals from a portion of the scan. The sample tilt remains 
evident and the sample profile in the signal has become corrupted with 
the dynamics of the piezos and controllers. The amplitude signal has 
a stronger overshoot and longer transient than at slower speeds. (d) 
innovation signal (black) , likelihood ratio (red), and estimator signal 
(blue). The innovation signal has some clear spikes at the sample edges 
which the likelihood ratio signal amplifies. The estimator signal still 
has clear positive and negative spikes at the step-up and step-down 
edges of the sample, though the width of those spikes is larger than at 
the slower tip speeds. 
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Figure 3·5: Results from a line rate of 24 line/ s with a scan range of 
90 p,m (corresponding to a tip speed of 4000 p,m/ s). (a) topography 
retrace image; (b) amplitude retrace image. Both are clearly poor im-
ages (c) raw height (blue) and amplitude (black) signals. The height 
signal was completely corrupted and contained essentially no informa-
tion about the sample topography. The amplitude signal was corrupted 
by the demodulation dynamics and similarly contained no information 
on the sample. (d) innovation signal (black), likelihood ratio (red), and 
estimator signal (blue) . The innovation now shows clear peaks at the 
edges of the sample; these were strongly enhanced in the likelihood ra-
tio signal. T he estimator signal still has positive and negative edges at 
the corresponding sample edges and is now an estimate of the sample 
profile. 
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minutes but yielded a poorer topography image; the linear gratings were no longer 
straight and the height value was not uniform along the edge. At the same time, 
this faster speed yielded a clearer amplitude image than before as the overshoot at 
each edge was greater (see Fig. 3·3(c)) . This speed was still too slow, however , to 
model the tip encounters with the sample edges as delta functions and as a result 
neither the innovation signal nor the likelihood ratio contained useful information. 
The disturbance to the cantilever system was a result of the sample surface change 
compensated by the z-piezo at this speed and was estimated by w2 . Therefore w2 
provided small but distinct peaks at the step-ups and step-downs of the grating. 
In the third scan, the tip speed was increased so that the scanning rate was 
comparable to the bandwidth of the closed-loop system. This can be seen in Fig. 
3·4( c) where the amplitude signal barely has time to return to steady state before the 
next edge occurs, implying that the time interval between edges is approximately the 
same as that defined by the bandwidth of the closed-loop system. At this speed the 
height signal is no longer reliable and the topography shows nothing more than the 
edges in the sample. As seen in Fig. 3·4(d), the innovation sequence now has small 
spikes at the sample edges. These spikes are significantly amplified in the likelihood 
ratio signal. The estimator signal has clear positive and negative going spikes at 
each edge of the sample. The images took approximately one minute to acquire. If 
accurate topography were not a priority, the height and amplitude signals still reveal 
useful information. 
In the last scan, shown in Fig. 3·5, the upper limit of the tip speed of the in-
strument was used, approximately 4000 f-Lm/s. In order to achieve this tip speed, 
the scanning range was set to 90 f-Lm. With this large scan area and high speed, 
tilt in the sample surface caused failure of the engagement of the tip for portions of 
each scan with only a small portion of the range having good engagement. The data 
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shown represents only this region of good engagement. The speed was far beyond the 
timescale set by the bandwidth of the controller and thus the height signal (shown in 
Fig. 3·5(a)) was meaningless. Similarly, the amplitude signal could not be brought 
back to steady state between two edges. The decay rate of the innovation signal, 
however, is defined by the gain of the observer. As can be seen in Fig. 3·5(d), the 
innovations now have clear spikes at every positive going edge. These spikes are am-
plified by the likelihood ratio. In addition, w2 contains a reasonable estimate of the 
features in the sample. 
3.7 Summary 
The results in this chapter clearly indicate that the information available in the signals 
in an AFM depends heavily on the tip speed. At low speeds, the standard imaging 
signals of height and amplitude provide an accurate estimate of the sample topology 
and features with the amplitude signal becoming richer and the height signal less 
informative. Note that we have not discussed the phase signal because that phase is 
typically used to reveal material properties and is not, in general, a good signal for 
topology. At even faster speeds, information moves directly into the cantilever motion 
where it can be extracted using different approaches. In particular , we introduced a 
new sample profile estimator. This estimator is analyzed in detail in Ch. 4. It is also 
important to note that the definition of fast is with respect to the bandwidth of the 
z-controller and other elements in the feedback loop. Thus the conclusions here are 
just as relevant to a high-speed instrument with a bandwidth on the order of 100kHz 
to a commercial one with a bandwidth on the order of 1 kHz or less. 
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Chapter 4 
HS-AFM enabled by a fast estimator 
In this chapter, the sample profile estimator introduced in Ch. 3 is analyzed. Recall 
that the estimator is given by 
where we have used the fact that H = [1 0] and expressed the system and steady-
state Kalman gain matrices as 
K = (kn). 
k21 
We demonstrate how it can be used to create images using scan speeds far beyond the 
bandwidth of the z-actuator. Portion of this work appeared in (Huang and Andersson, 
2013b). 
4.1 Bandwidth Analysis 
The control block diagram for the z-loop is shown in Fig. 4·1 (a). Since the dynamics 
of the cantilever are much faster than those of the piezo, we simplify the analysis 
by replacing the cantilever and demodulator system by a DC gain as shown in Fig. 
4·1 (b). 
The PID controller drives the piezo to compensate for the disturbance presented 
by the sample surface ( h( ·)) so that the magnitude of the oscillation of the cantilever is 
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Figure 4·1: Control block diagram of t he z-loop of a typical com-
mercial AFM. (a) The entire control loop in the z direction. (b) A 
simplified control loop obtained by taking the much faster dynamics of 
the cantilever and demodulator as a DC gain. 
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maintained at the reference level. Without loss of generality, we assume the reference 
amplitude to be 0. The discrete-time, closed loop transfer function from the reference 
to the output is 
KcC(z- 1 )P(z- 1 ) 
1 + KcC(z-1 )P(z-1) ' (4.2) 
where C(z-1 ) and P(z- 1 ) denote respectively the transfer function of the PID con-
troller and the piezo plant in discrete time. 
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Figure 4·2: Illustration of the dynamics of the z-piezo and the design 
of the controller by simulating a generic second order system. The pa-
rameters of the plant were chosen such that the closed-loop bandwidth 
is normalized to 1. The Bode plot includes the open loop of the generic 
second order system (solid black), the corresponding controller (dashed 
black)and the resulting closed-loop system (solid red). 
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There are a variety of ways to generate the gains of the PID controller. Under 
the assumption that the piezo system is well-modeled by a second order plant, we use 
the technique developed in (Abramovitch et al. , 2008). This approach designs the 
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gains to effectively "notch out" the resonant peak. We use the simulation result of 
a generic second order system to illustrate the dynamics of the piezo-controller loop 
with the normalized so that the closed-loop bandwidth is 1. The Bode plot of the 
simulation is shown in Fig. 4· 2. 
Our sample profile estimator in ( 4.1) is derived from the cantilever observer in 
(3.3). To establish the bandwidth of the estimator, we derive the transfer function 
from the sample height h(·) to 1{). From (3.2) and (3.3), the transfer functions from 
w2 (·) to the output y(·) and the estimate f;(·) are, 
Accordingly, r(k) = y(k)- y(k) can be written in the frequency domain as 
This yields, 
Given W2 (z-1 ) = h(z-1)- Z(z- 1 ) , plug (4.2) into (4.3) to yield 
(1- H(z-11- (F- KH))- 1 K) (H( z-11- F)- 1 G2 ) 
1 + K cC(z- 1 )P(z-l) (4.4) 
Due to the fact the state matrix F is determined by the resonance and the quality 
factor of the cantilever in use , ( 4.4) shows that the performance of the fast estimator 
depends upon the cantilever parameters as well as the observer gain. To illustrate this, 
consider a cantilever with a resonant frequency 100 times the closed loop bandwidth. 
This is typical in AFM systems. The Bode plot of the transfer function ( 4.4) as well 
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45 
as the closed-loop system in Fig. 4·2 cascaded with the cantilever dynamics are shown 
in Fig. 4·3. The figure illustrates that the signal w2 begins to represent the sample 
surface change when the speed is fast enough to disable the closed-loop system of the 
piezo actuator. 
4.2 Implementation and Experiments 
To demonstrate the effectiveness of the fast estimator , the observer was implemented 
on the platform discussed Sec. 2.3. The calculation of w2 was done in the FPGA 
in real-time with data transferred to the host via DMA FIFO. The raster scan was 
executed by the Agilent 5500 AFM described in Sec. 2.1 operated in the conventional 
raster for standard imaging. 
4.2.1 Experimental results on the linear grating sample 
In the first experiment, the same grating sample used inCh. 3 (TGZ01, MikroMash) 
with a feature height of 20 nm and a pitch width of 3.3 Jlm was imaged. A regular 
raster scan was performed first with a scan range of 20 Jlm, a line rate of 1 Hz and a 
pixel number of 512. The resulting image, shown in Fig. 4·4 (a), took 8.5 minutes (510 
seconds) to acquire. The tip speed was then pushed to the limit of the instrument by 
setting the line rate to 24.41 Hz and the scan range to 90 Jlm. To avoid nonlinearities 
such as sample tilt and bowing due to the large scan range as well as to ensure good 
tip-sample interaction, only the center 20 Jlm of data was used as seen in Fig. 4·4 
(c). The total scan time was only 21 seconds ( 4% of the raster scan time). From 
this data two images with pixel numbers of 512 were generated, one from the height 
signal measured from the instrument and the other from the w2 signal. The imaging 
results, shown in Fig. 4·4 (b) (c), indicate that the height image (as expected) contains 
no information while w2 contains the main features of the sample. Note that there 
are missing features in the w2 image, which are the right hand side edges of the 
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grating. This missing information can be avoided by pressing the cantilever harder 
on the surface to have it fully engaged during the scan. The increased applied force, 
however, would be more likely to break the probe or damage the sample. While this is 
a concern, our primary application is biological studies. Since the biological samples 
of interest have smaller heights, this problem is less pronounced (see, e.g Fig. 4·6). 
4.2.2 Experimental results on a polymer sample 
The second experiment was on a polymer sample produced by the thermal AFM with 
a heated tip developed in (Hu et al., 2012). The sample is in a sinusoidal shape and 
was generously provided by Huan Hu and Dr. William Paul King from University 
of Illinois of Urbana Champion. The sample was characterized by first performing a 
standard raster scan at a line rate of 1 Hz. The resulting image produced from the 
z-sensor is shown in Fig. 4·5(a). Then the scan speed was increased to 24.41line/sec. 
The imaging results with the z-sensor and w2 are presented in Fig. 4·5(b)(c) . To 
calibrate the w2 signal in Fig. 4·5 (c), the linear grating results in Fig. 4·4 was used 
since the sample features had a known height of 20 nm. This is essentially the same 
calibration procedure used in standard AFM topology imaging. 
At the line rate of 1 Hz, the z-piezo closely compensated the change in the sample 
surface. As seen in Fig. 4·5(a), the z-sensor is capable of representing the sample 
profile. A decent imaging result from the raster scan was acquired in 8.5 minutes. 
As shown in Fig. 4·5(b) , the z-piezo was unable to respond effectively to the change 
of the sample surface when the line rate was increased to 24.41 Hz. Meanwhile, 
obvious vibration occurs after the sample (the tip is moving left-to-right) due to the 
resonance and other dynamic effects in the z-controlloop. The estimator, on the other 
hand, closely captures the profile of the underlying sample. The estimator image was 
acquired in 21 seconds achieving an-order-of-magnitude improvement in frame rate. 
Due to the nature of the innovation process there is a natural high-pass filter effect 
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Figure 4·4: Imaging of a linear grating. (a) Standard raster scan at 1 
line/sec, 512 pixel resolution, (8.5 minutes), (b) height signal, and (c) 
w2 image and 24.41 lines/sec, 512 pixel resolution, (21 seconds). 
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Figure 4· 5: Imaging results of the polymer sample. (a) and (b) are 
the images produced from the z-sensor at line rates of 1 Hz and 24.41 
Hz respectively while (c) is t he image generated from the estimator at 
a line rate of 24.41 Hz. 
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as seen in Fig. 4·3. As a result , there is no need to post-process the images produced 
from the estimator signal such as the flattening process mentioned above. Since the 
estimator is decoupled from the z-piezo loop, the imaging result is also free from the 
vibration effects shown in Fig. 4·5 (b,c). 
4.2.3 Experimental results on a ..\-DNA 
The third experiment was on ..\-DNA. This is DNA for a bacteria phage and was 
generously provided by Dr. Joseph Lee of Harvard Medical School. The DNA was 
diluted in purified water to a concentration of 50 f.Lg/mL. A quantity of 30 f.LL was 
deposited on a freshly cleaved mica substrate (9.9 mm, PELCO Mica Discs) , incu-
bated for 5 minutes to allow the DNA to adhere to the substrate and then flushed 
using a volume of 1 mL purified water to rinse off any unbound samples. It was then 
dried in air for 24 hours. 
A standard raster-scan image of the DNA was taken first, with a line rate of 1 Hz, 
a scan range of 3 f.Lm and a pixel number of 512. The resulting image, acquired in 
8.5 minutes, is shown in Fig. 4·6 (a) . The scan rate was then increased to 24.41 Hz 
in the same fashion as with the linear grating. The w2 and the topography images 
are shown in Figs. 4·6 (b,c). These images were acquired in 21 seconds. 
Using the calibration from the grating sample, the height of the DNA from the 
w2 image in 4·6 (b) corresponds well with that of the original raster scan in Fig. 
4·6 (a). The topography image illustrated in 4·6 (b) vaguely shows the shape of the 
DNA, however, the height value is not reliable. In particular, the height read along 
the strings is much less than 0.8 nm, which is the typical thickness for this particular 
type of DNA. In addition, there is clear discontinuity along the DNA strand. A user 
could easily be misled by the height image and misinterpret the results. 
The high line rate, relative to the bandwidths of the scanning stage as z-actuation, 
resulted in vibrations from the x - y scanner that are clearly apparent in Figs. 4·6 
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Figure 4·6: Imaging of >..-DNA. (a) Topography image scanned at 
1 line/sec, 512 pixel resolution (8.5 minutes) , (b) topography image 
scanned at 24.41 lines/sec, 512 pixel resolution, (21 seconds), and (c) 
w2 image. 
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Figure 4·7: The regular DNA image after imaging with w2 signal by 
operating AFM at an ultra-fast speed. 
(b ,c). Unlike the previous experiments, these arise outside the z-loop, namely in 
the x - y scanning signals, and thus they do affect the w2 image. These vibrations 
appearing at the very edges of the scan area, however, did not affect the imaged 
features of the DNA. These results illustrate that the limiting element is the lateral 
scan rate; the use of advanced stages (Yong et al., 2012) would allow for line rates on 
the order of a kHz and the corresponding 50-fold or better increase in frame rate. 
As noted above, however , operating the AFM beyond the bandwidth of the z-
actuator implies that the tip-sample interaction is no longer controlled. High-speed 
scanning therefore risks applying high vertical forces to the sample. (Since imaging is 
being performed in tapping mode with cantilever dither frequencies in the tens of kHz 
to MHz range, shear forces should remain small. ) This issue also arose in high-speed 
contact-mode AFM (Picco et al. , 2007). In that work , however , it was shown that 
despite the concerns, collagen could be imaged in contact mode at frame rates in 
excess of 1000 frames per second without damage to the sample. 
To demonstrate on the DNA sample that repeated imaging at rates beyond the 
controller bandwidth can be achieved, the sample was imaged using a standard raster 
scan after the high-speed scan was complete. The resulting image, shown in Fig.4-7, 
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shows no evidence of damage from the scanning process. 
4.3 Discussion 
The effectiveness of this algorithm relies on the fact that the z-piezo is unable to 
respond to the sample surface change. Otherwise the resulting estimation would be 
the compensated surface as discussed in Sec. 3.6. The vertical piezo, however, is still 
needed to deal with low frequency changes, such as the surface tilt. To implement 
this algorithm on an existing AFM, the user requires access to the drive signal as well 
as to the position of the cantilever to accomplish the observer calculation. Then the 
imaging source can be replaced by the estimator signal rather than using the output 
of the control of the z-piezo. This approach can then convert the instrument to an 
HS-AFM with a frame rate ten times faster than before. 
Similarly, incorporating the fast estimator in an HS-AFM, will enhance its speed 
by the same factor of 10. The advanced instrument mentioned inCh. 1, for example, 
can achieve a frame rate of 8.3 frames/sec with a scan size of 100 nmx 100 nm and 
a resolution of 100 x 100 as well as a probe with a resonance on the order of single 
MHz in water. Replacing the imaging source signal with the fast estimator will result 
in a bandwidth of single measurement of around 1 MHz. This implies that a frame 
rate of 100 frames /sec can be achieved with the same scan parameters. In addition, 
the integration of the estimator permits a larger scan area of this instrument while 
maintaining the same imaging speed on the order of tens of frames per second as in 
the small scan sizes. For example, if a scan size of 1 p,m x 1 p,m is considered with a 
resolution of 256x256, a frame rate of 15 frames/sec can be achieved, which allows a 
more general application of this particular HS-AFM. 
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Chapter 5 
HS-AFM enabled by local raster scan 
As mentioned in Sec. 1.3, non-raster scanning can achieve high-speed imaging by 
sampling more efficiently. The local raster algorithm (LRS) was previously developed 
in [(Chang et al., 2011), (Chang, 2012)] and primarily designed for string-like sam-
ples. In this chapter, we described the experiments of calibration gratings and DNA 
samples showing an order of magnitude improvement in imaging rate. Portions of 
this work appeared in [(Chang et al., 2011) , (Huang and Andersson, 2011), (Huang 
and Andersson, 2013a)]. 
5.1 Overview of the Local Raster Scan (LRS) Algorithm 
In standard imaging, AFM is operated under the raster-scan pattern. This pattern 
can be viewed as open-loop for the x- and y- directions. Often the sample of interest 
is string-like, including examples such as DNA, actin, microtubules, nanotubes and 
the boundary of two-dimensional structures such as cells and crystals. For this type 
of sample, under the raster-scan approach most of the imaging time is wasted in 
obtaining data about the substrate rather than the sample of interest . 
LRS, as shown in Fig. 5·1, uses the measurements in real time to compute the local 
curvature and heading direction of the string being scanned. Using the estimates, the 
spatial evolution of the sample can be predicted. Accordingly, the x - y piezo stage 
is driven as follows, 
r tip ( s) = r ( s) ± A sin ( w s) q2 ( s) , (5.1) 
AFM 
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Figure 5·1: Block diagram of the LRS algorithm. The estimator 
uses real time data to calculate the heading direction and curvature 
and passes them to a low-pass filter that predicts the spatial evolution 
of the underlying string-like samples. The tip trajectory is generated 
according to the prediction. Whenever the detector indicates a crossing 
between the sample and the tip trajectory, the prediction is updated 
as well as the corresponding tip trajectory. 
where q2(s) is the normal to r at s (the arclength), A is the scan amplitude and 
w is the spatial frequency. An example of scanning with the LRS is shown in Fig. 
5·2. Details can be found in (Chang et al., 2011). In particular, A and w are user's 
choice decided by the particular sample size and the desired spatial resolution. This 
tip trajectory shown in (5. 1) is updated whenever there is a crossing between rtip(s) 
and r(s). These adaptation moments are determined by the detector flagging the 
algorithm based on signals containing the edge information of the sample. 
5.1.1 Detector 
Good scanning with LRS begins with effective detection of whether the tip is on 
sample or off sample. In practice, the goal of the detector is to find the edges of the 
sample in the scan; these edges are then used in the prediction of the sample's spatial 
evolution. 
As discussed in Sec. 3.6, the amplitude, the innovation, the likelihood ratio test 
and 'lih are capable of representing the edges of the sample at different scan speeds. 
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F igure 5·2: Illustration of a typical local raster scanning trajectory. 
The underlying image is a portion of the height data from a standard 
raster-scan of DNA using a commercial AFM system. The tip trajec-
tory (sinusoidal segments) is driven by the estimation of the evolution 
of the edge of the DNA sample (short line segments). Reproduced from 
(Chang et al., 2011) . 
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In standard imaging, the tip-sample interaction is closely regulated by the z-piezo. 
At such speeds, the biological samples are considered safe from being destroyed by 
the sharp tip. The amplitude signal, as demonstrated in the linear grating results 
in Ch. 3, is able to provide edge information as a detector in standard imaging, 
though detection is made easier by sacrificing some image quality for increased scan 
speed. Despite the risk of damaging samples, imaging at high speeds is still desired 
so as to resolve fast dynamics. The amplitude signal, however, fails to contain edge 
information while the z-piezo is unable to respond effectively as shown in Ch. 3. At 
such high speeds, the derived signals from the observer of the cantilever can pick up 
informati<;m of the sample. In particular, as experiments in Ch. 3 demonstrated, the 
innovation signal, while noisier than the likelihood ratio test, still provides a good edge 
detector. Since it is computationally much easier, we typically choose the innovation 
signal when operating at speeds too fast for the amplitude to be effective. 
5.2 Generating Images from Non-raster Data 
Under the raster scan pattern, the samples are evenly spaced and generation of images 
is straightforward. Under non-raster imaging, the acquired data is no longer regularly 
distributed in space. Therefore, generating images from the non-raster data is a non-
trivial problem. Fig. 5·3 illustrates the imaging results of a DNA sample of both 
raster and non-raster scan approaches. In order for the non-raster method to produce 
useful images, the data shown in Fig. 5·3 (b) must be interpolated in such a way as to 
accurately capture the DNA with a fidelity similar to the raster image in Fig. 5·3(a). 
In choosing the spatial interpolation methods for reconstructing credible images by 
interpolating date onto a regular grid, accuracy is of primary concern. 
57 
300 300 
.3 
250 250 
200 
? 
~ 
>-< 150 
200 250 300 350 
X(nm) 
(a) Raster-scan 
50 
200 250 300 350 
X(nm) 
(b) Non-raster scan 
Figure 5·3: Comparing raster to non-raster data. (a) Raster data 
(and image) of DNA. (b) Non-raster data set of the same DNA as the 
raster set. The challenge is to produce an image capturing the details 
of the DNA in (a) from the data set in (b). Note that the height unit 
is in nanometers. 
.3 
.2 
.1 
58 
5.2.1 Modified Kriging Interpolation 
As an alternative approach to imaging in AFM , the non-raster scan should be capable 
of providing an imaging result as faithful as the conventional raster scan. Kriging is 
known as the best linear unbiased estimator (Stein, 1999)" as it provides an estimation 
error with minimum variance. Kriging is more successful when it is well tuned to 
fit the specific spatial distribution pattern of the given data. As a result, in the 
consideration of accuracy, Kriging becomes our first choice even though it bears high 
computational load. 
Kriging performs interpolation using a weighted linear combination of the available 
data. The scheme views the sampled data as being generated by a random process. 
The weights are assigned to derive an unbiased approximation while minimizing the 
error variance (Isaaks, 1989). 
Overview of the standard Kriging interpolation (Isaaks, 1989): 
Kriging estimates the value at a target location 80 according to 
n 
V(So) = I:wiV(Si), (5.2) 
i=l 
where S1 , ... , Sn are the positions with known values V(Si)· The weights of this 
linear combination are computed by establishing a probabilistic model. In this model, 
V(S0 ) , V(SI), ... , V(Sn) are seen as the outcomes of first order stationary random 
processes with identical probability distributions. Therefore, the estimation error is 
also a random variable given by 
n 
R(So) = LwiV(Si)- V(Sa). (5.3) 
i=l 
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Accordingly, the mean and variance of the estimation error are calculated by 
n 
E(R(So)) = E(LwiV(Si))- E(V(So)) 
i=l 
n 
(5.4) 
i= l 
n n n 
Var[R(S0 )] = 0"2 + L L wiwjCij + 2 L wiCiO, (5.5) 
i = l j = l i=l 
where 0"2 is the variance of V , Cij = Cij(h), denotes the spatial covariance between the 
ith and jth points with respect to their distance h under our stationary assumption 
and E(V) is the common mean of the random variables. 
To achieve unbiasedness, set (5.4) to 0, yielding 
(5.6) 
To minimize the error variance, apply the first order condition 
oVar[R(So)] 
a = o. 
Wi 
(5.7) 
It can be shown that (5.7) yields n equations in then unknown weights, w1 , w2 , .. . , Wn· 
To enforce the unbiasedness condition in (5.6), introducing a Lagrange multipler p, 
to enforce the unbiasedness condition. The optimal weights are then given by the 
following linear system 
Cu 
(5.8) 
Let C denote the ( n + 1) x ( n + 1) matrix on the left of ( 5. 8) and D the vector on the 
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right. Under the assumpt ion that the C matrix is invertible, t he weights are given by 
w = c-1n. (5.9) 
This result indicates that the optimal choice of weights depends upon the C and 
D matrices. These are constructed from n( n + 1) covariances that capture t he spatial 
dependence of the data. In practice, they are typically calculated from standard 
covariance functions that guarantees the existence and uniqueness of the solution 
of (5.9). Then, a set of weights can be generated to produce unbiased estimates 
with minimum error variance subjected to our accepted covariance function. If the 
chosen function happens to be inappropriate, that is, if it fails to capture t he spatial 
continuity characteristics of the data set, then Kriging is unable to offer a satisfying 
result. As a result, the successful application of Kriging requires the user to choose an 
appropriate covariance function, to inspect the resulting estimates, and to manipulate 
the model parameters until a satisfying interpolation is produced. 
Given the non-raster data from the local raster scan in AFM , we made three 
essential modifications to the standard Kriging interpolation to account for the special 
distribution pattern in our data sets. 
Straightening out the sample: Since t he AFM data is sampled over a 2-D 
region, a traditional interpretation would use a 2-D Euclidean distance. The actual 
sample, however , is essentially 1-D and the appropriate notion of distance is along 
t he sample. Examples are shown in Fig. 5·4(a). To first order , the sample trajectory 
between two crossings can be approximated by a straight line. Accordingly, we apply 
t he coordinate transformation along the sample segment by segment as shown in Fig. 
5·4(b) , yielding a transformed trajectory in which all the crossing points lie on a 
horizontal line. This transformation, denoted <I>(·; Tj, ej,j+l) is given by 
(5. 10) 
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(a) (b) 
Figure 5·4: Straightening out non-raster data for interpolation. (a) A 
non-raster scan (black points) along a biopolymer sample (red). The 
crossing positions are highlighted in yellow. Point rN, while physically 
near points r 1 through r 3 , is not related to those points. Interpolation 
near r 1 through r 3 should therefore ignore rN; (b) The transformation 
in (5.10) places the points rj and rJ+1 on a horizontal line. Apply-
ing the transformation sequentially yields a trajectory in which all the 
intersection points are on a horizontal line. 
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where eJ,J+l is the angle of the straight line connecting crossing points rJ and rJ+l 
with respect to the original lab-fixed frame and 
T. = [ cos e sin e] 
(j -sine cose (5.11) 
is a rotation matrix. In these transformed coordinates, the standard Euclidean dis-
tance describes the distance along the sample. 
Defining the axis of anisotropy: The sample is highly anisotropic. The axis 
of continuity lies along the string and is constantly changing direction as the sample 
curves in space. As a result, a dynamic direction of anisotropy is needed. As it 
turns out , the local raster scan algorithm provides information as to the local axis of 
continuity due to the estimate of the local direction of the curve. To account for this, 
we modify the spatial covariances at every crossing point based on this information. 
Selecting points and reducing the interpolation time: The most important 
factor in reducing the time to generate an image is reducing the total number of points 
used in each interpolation event, as the computational cost is proportional to the cube 
of this total number. Since the substrate is nominally homogeneous, there is a large 
amount of redundancy in the measurements collected off of the sample. In addition, 
it is possible for the sample topology to change relatively rapidly along its length, 
especially if one is imaging proteins bound to biopolymers (such as polymerases on 
DNA or motor proteins on actin). As a result, it is advantageous to take a small 
radius over which to use data in the interpolation. 
In practice, effective use of Kriging will rely on some prior knowledge of the sample. 
Knowing that the sample is DNA, for example, will help the user to choose the Kriging 
parameters and to evaluate the resulting image in terms of its gross structure. As 
with any imaging scheme, even with the standard raster scan method, the user must 
be aware of artifacts arising from the imaging process. 
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Since the time cost of Kriging is quite high, it is best suited for off-line generation 
of images. It can be useful to the user, however, to have images produced in real time 
during the imaging process. We therefore also present an alternative method that 
has lower accuracy but also lower computational complexity. 
5.2.2 Delaunay Triangulation 
Among all the alternative online implementation candidates including polygonal in-
terpolation, averaging, inverse distance methods, and triangulation, we focus on De-
launay triangulation since it is reasonably accurate but also computationally efficient. 
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Figure 5·5: Delaunay triangulation interpolates by creating a trian-
gular mesh based on the available data. 
Delaunay triangulation uses three nearby points to interpolate sample values based 
on a criterion, discussed below, that offers a smooth solution. It is a well-studied 
approach and well-tuned algorithms exist which enable it to run extremely quickly 
(Lischinski, 1993)(Lee and Schachter, 1980). Since only three points are used, the 
images produced in general have less accuracy than those made by Kriging but the 
speed of execution makes it a viable alternative for online implementation. 
As shown in Fig. 5·5, to estimate the height value of the target position (denoted 
by the blue dot), triangulation employs the Delaunay criteria to build a triangular 
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hull using a choice of three nearby known values (red dots) surrounding the target 
and their corresponding position coordinates (black dots) . The edges of the hull are 
illustrated by the pink lines. 
The interpolated value at the target position is then given by the height on the 
triangular facet. Specifically, in the example shown, the value at 0 is given by 
V(So) = AoBcVA + AoABVc + AoAcVB, 
AABC 
(5.12) 
where A represents the area of the triangle defined by the points denoted in the 
subscript and V denotes the sample value at the point denoted in the subscript. While 
there are many ways to generate a triangular mesh over a set of points , Delaunay 
creates a unique solution by finding one that maximizes the minimum angle of each 
triangle (Isaaks and Srivastava, 1992). 
5.2.3 Performance of the Modified Kriging and Delaunay 
To illustrate and evaluate the modified Kriging and Delaunay triangulation schemes, 
we applied both schemes to data sets acquired using the local raster scan algorithm 
operated in simulation on the regular raster scan image of DNA (see Fig. 5·3). The 
original data set (acquired in intermittent contact mode using an Asylum Research 
MFP-3D) had a spatial resolution of approximately 2.9 nm/pixel and was viewed as 
"ground truth". The accuracy of an interpolated image was described using the root 
mean square error on a pixel-by-pixel basis 
RMS= L~l (ii- Xi)
2 
N (5.13) 
where ii denotes the estimated value in pixel i, xi is the corresponding value in the 
raster result and N is the total number of estimations. 
Low resolution data set: In the first simulation, we used a non-raster data 
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set of 1767 samples along a DNA strand 731 nm long. The spatial resolution in 
this set (as defined by the average spacing of the crossing points along the strand) 
was approximately 17.4 nm. We applied our modified Kriging algorithm with four 
different search radii , 100 nm, 66 nm, 33 nm, and 15 nm. The resulting images are 
shown in Fig. 5·6. We also applied the Delaunay algorithm to the same data set; the 
resulting image is shown in Fig. 5·7. 
200 250 300 350 
X(nm) 
Figure 5 ·7: Image generated using Delaunay triangulation from 1767 
samples. The result should be compared to those based on Kriging in 
Fig. 5·6. 
In Table 5.1 we show the RMS error in the generated images and the time to 
compute the image. Among the Kriging images, the computation time is greatly 
reduced as the radius is reduced due to the smaller number of points used in the 
interpolation. With too large of a radius , points are used in the interpolation that 
are physically unrelated, leading to a larger RMS error. With too small of a radius, 
not enough points are used, also leading to a larger RMS error. In this data, a search 
radius of approximately twice the resolution in the data yielded the lowest image 
error. With a proper choice of the searching radii, Kriging is capable of representing 
the profile of the sample decently when the spatial resolution of a given data set 
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Table 5.1: Results comparison. The grey cell is the optimal result in 
terms of accuracy. 
is not high enough. The Delaunay image had a much larger error, but it executed 
approximately two orders of magnitude faster than Kriging. 
High resolution data set: The accuracy of an image is limited by the resolution 
of the original data set. To illustrate this , we performed image interpolation from 
data sets with 2701 and 5101 samples over the same range of the DNA. The imaging 
results based on Kriging (using a radius of twice the sampling resolution in the data 
set) are shown in Fig, 5·8. While the radius was smaller in the higher resolution data, 
the number of points inside the radius remained approximately the same. As a result , 
the computation time remained approximately 40 s. 
The same data sets were used in the Delaunay algorithm. The resulting images 
are shown in Fig. 5·9. While the images capture the gross structure of the DNA with 
RMSs as low as Kriging results, there are more artifacts. We note that since Delaunay 
uses only three local points in the interpolation, it is relatively straightforward to 
speed up the algorithm by building the image a small region at a time based on small 
blocks of incoming data. 
The results indicate that our Kriging method yields more accurate images but at 
a high computational cost. It is therefore best suited for offline image generation. 
Delaunay, while less accurate, is fast enough for real-time implementation. 
68 
300 300 
.3 
250 250 
0.1 200 §' 
..__.,. 
200 g 
;::.-. 150 0 ;::.-. 150 
0.1 
0 
-0.1 
200 250 300 350 
X (mn) 
(a) 2701 samples result 
-0 .1 
100 
50 
200 250 300 350 
X(mn) 
(b) 5101 samples result 
Figure 5·8: Fig.5·3(a) is the original raster scanning result; (a) a 
Kriging interpolation result of 2701 samples with lower spatial resolu-
tion than the data set in (b) of 5101 samples. The RMSs are 0.001418 
and 0.0007112. 
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Figure 5·9: Delaunay interpolation based on (a) 2701 and (b) 5101 
samples. The RMSs are 0.001316 and 0.0007685. 
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5.3 Simulations of LRS 
To illustrate the effectiveness of the local raster-scan algorithm, a detailed dynamic 
simulator of an AFM system was developed in Simulink. The simulator modeled 
the dynamics of the actuators, the low-level controllers, and the nonlinear tip-sample 
dynamics and allowed us to produce both standard raster-scan and local raster-scan 
images of the same sample. 
5.3.1 Simulation Setup 
The cantilever dynamics were modeled as a second-order system while the tip-sample 
interaction was described using the Derjaguin-Muller-Toporov model (Sebastian et al., 
2001). The simulated AFM could be operated in either contact or tapping mode. In 
the simulations presented here, tapping mode was used with a nominal amplitude 
of the cantilever oscillation of 70 nm. The measured amplitude signal was produced 
by demodulating the cantilever signal and corrupting it by two additive zero mean 
Gaussian white noise sources. The first, capturing thermal noise, had a standard 
deviation of 0.1 nm while the second, capturing measurement noise, had a standard 
deviation of 0.8 nm. The z controller acted to maintain a set amplitude. The resonant 
frequency of the cantilever was 210 kHz, the spring constant was 0.4 N /m and the 
quality factor in air was 180. 
A generic second order system was utilized to represent the dynamics of the piezo 
actuator in all three axes. For each axis, a semi-automatic tuned PID controller 
(Abramovitch et al., 2008) was used to provide a high closed loop bandwidth. The 
Bode plots for the open loop dynamics , PID controller, and the closed-loop system 
used for all axes are shown in Fig. 5·10. To simulate sensor noise in the lateral 
positioning, samples from a zero mean, 1 nm variance Gaussian white noise process 
were added to the measurements of the x- andy- piezo positions. 
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Figure 5·10: Bode plots for the piezo system used for all three axes 
of the simulated AFM. The resonant frequency of the piezo appears as 
the first peak in the open loop system (blue) and was approximately 
800Hz. The semi-automatic tuned PID controller (green) notched out 
the resonance of the piezo. The closed loop dynamics (red) show a 
bandwidth of approximately 10kHz. Note that the second peak is the 
cantilever resonance at 210 kHz. 
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To implement the local raster-scan algorithm, one must choose a detection algo-
rithm for the detector block. For these simulations, a threshold of the amplitude 
signal was derived from the simulation results and incorporated in the detector. 
T 
6nm 
~ 
8nm 
Figure 5·11: Sample profile used in the simulator. 
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Figure 5·12: Simulation result of local raster ((a)(c)) and raster-scan 
(d) on a sinusoidal test curve. Image (b) clearly indicates that the local 
raster-scan kept the tip in the vicinity of the sample. The tip speed 
in both images was set to 20.0 J.Lm/ s. The local raster-scan took 0.785 
seconds while the raster-scan took 16.2 seconds (21 times longer). 
We simulated two samples placed in an 800 nm by 800 nm area. Each sample had 
the same cross section in the shape as shown in Fig. 5·11. In order to roughly mimic 
biopolymers, the width was set to 8 nm and the height to 6 nm. One sample path 
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Figure 5·13: Simulation result of local raster ((a)(c)) and raster-scan 
(d) on a flower test curve. Image (b) clearly indicates that the local 
raster-scan kept the tip in the vicinity of the sample. The tip speed 
in both images was set to 20.0 p,mjs. The local raster-scan took 1.25 
seconds while the raster-scan took 16.2 seconds (13 times longer). 
was modeled as a sinusoid along a diagonal line (see Fig. 5·12 (d)) while the path of 
the other was modeled as a flower pattern by periodically varying the radius of a 300 
nm circle (see Fig. 5·13(d)). For each sample, a standard raster-scan image was made 
using a line rate of 12.5 Hz and an image resolution of 200 by 200 pixels , corresponding 
to an average tip speed of 20 p,m/s and an imaging time of 16.2 seconds. A local 
raster-scan was then made of the same sample using the same tip speed. For each 
scan, the amplitude parameter was set to A= 24 nm and the resolution parameter to 
w = 1/8 rad/nm, corresponding to a nominal spacing between crossings of the sample 
of 4 nm, making the spatial resolution equivalent to that of the raster scanned images. 
5.3.2 Simulation results 
The results for the sinusoidal sample are shown in Fig. 5-12. The data measured 
along the local raster-scan trajectory are shown in Fig. 5·12(a) and the corresponding 
trajectory in Fig. 5·12(b). The local raster scan image, generated from the modified 
Kriging method, is shown for comparison in Fig. 5·12(c). The raster scan image is 
shown in Fig. 5·12(d). Note that the noise in the measurements can be seen on the 
substrate portion of the raster image, as can a small parachuting effect (due to the 
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dynamics of the controller) , in which the peak of the sample appears on the leading 
edge of the scan direction. The Kriging image is set to have the same pixel resolution 
as the raster scan image (200 by 200 pixels). The scan time for the local raster-
scan algorithm was 0. 785 seconds or 4.85% of the raster-scan imaging time. This 
reduction is driven by the fact that the algorithm scans a significantly smaller area, 
greatly reducing the path length followed by the tip. 
The results for the flower sample are shown in Fig. 5·13, with the measured data 
along the local raster-scan trajectory in Fig. 5·13(a) and the corresponding trajectory 
in Fig. 5·13(b). The local raster-scan image, generating from Kriging, is shown in Fig. 
5·13(c) and the raster-scan image is shown in Fig. 5·13(d). As before, the Kriging 
image has the same pixel resolution. The scan time for the local raster-scan algorithm 
was 1.25 seconds, or 7.72% of the standard raster-scan time. 
5.4 Preliminary experiments of LRS 
A set of preliminary experiments was performed due in part to the fact that we wanted 
to ensure that the implementation was bug free before applying high voltage to the 
scanner in the Agilent system. As a result , the execution of the x- andy- trajectories 
was done by the nanopositioning system described in Ch. 2. As shown in Fig. 5·14, 
the scanner in Agilent 5500 sits on top of the nanopositioner and only the z-axis is 
in action. 
There are three main blocks in the implementation: the host computer, the real 
time processor (RT) , and the FPGA. Due to latency in transferring data between the 
RT and the FPGA, most of the algorithm was implemented in the FPGA despite 
the additional complexity of coding and debugging. The main role of the RT was to 
perform an initial raster scan to find a sample to track. 
Note that in the trajectory in ( 5.1) , the curve is specified with respect to arclength. 
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Figure 5·14: The instrumental setup for the preliminary experiments 
of LRS in which the nanopositioning system executes the x - y motion 
while the Agilent scanner is only active in its z-axis. 
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The implementation, however, calculates in time, necessitating a conversion between 
time and arclength. The relationship involves an integral equation that depends on 
the parameters A and f and which, in general, must be solved numerically (Chang 
et al., 2011). Performing this computation in real time in the FPGA is not feasible 
due to the numerical complexity of the solution. Thus a table of the time to arclength 
relationship is calculated by the host system prior to beginning a run; this table is 
downloaded to the FPGA. After receiving this table, the FPGA flags the host to go 
into an idle state and then sends an interrupt request (IRQ) to the RT indicating 
that it should begin a standard raster scan. The RT does so until the tip encounters 
the sample. At that point, scanning is cancelled, the RT goes back to idle, and the 
FPGA and host enter their main loops. 
The main loop of the FPGA performs detection, sample curve estimation and 
trajectory generation (rtip)· The detection loop executes at a rate of 500 Ks/s and 
runs the amplitude threshold detector. Note that this high sampling rate necessitated 
the FPGA to be executed under a generated clock of 80 MHz. The estimation and 
trajectory generation loops are run at much slower rates , selected based on the desired 
tip speed. Each time the detection loop flags the existence of an edge, these loops 
update the prediction of the sample path and the desired tip trajectory. 
5.4.1 LRS on grating and the polymer samples 
In this section we describe experimental results of scanning both a linear grating 
(TGZOl, MikroMash) and a circular grating (CS-20NG, Ted Pella). Each grating 
provided feature heights of 20 nm. The linear grating had a pitch width of approxi-
mately 3.3 f-Lm while the circular grating had a pitch of 5 f-Lm with circles of radius 3 
f-LID. Standard raster-scan image of the gratings are shown in Fig. 5·15. 
In the linear grating scan, the LRS parameters were set to A =1.35 f-Lm and the 
spatial frequency to f =1/80 nm-1 . Note that the scan crosses the sample twice per 
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F igure 5-15: Standard raster-scan images of the (a) linear grating 
and (b) circular grating. Note that the circular grating is a portion 
of a larger grating sample and shows a region of a rectangular grating 
as well. Images acquired using an Agilent 5500 in AAC mode wit h a 
resolution of 256 x 256 pixels. 
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Figure 5 ·16: Raster image of the grating samples, (a) linear grating 
with t he edge of interest inside the black box and (b) the individual 
circle of interest. 
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period so the effective resolution in the scan is 40 nm between crossings along the 
edge. The tip speed was set to 11.2 J.Lm/sec. In this run the threshold detector on 
the amplitude signal was used and all signals were sampled at 1 kHz. The results are 
shown in Fig. 5·17. The figure shows the x-y trajectory of the tip, the height image 
of the edge generated from the data collected along the trajectory, and the height 
signal, amplitude signal, and detection signal. The scan took 34 seconds to complete. 
The generated image clearly shows the edge as well as the overall sample tilt. We 
note that no post-processing was run on the data; typically one would flatten the 
image to remove the sample tilt. 
To place these results in context, a standard raster scan was performed using the 
Agilent 5500 AAC mode. An image size of 10 J.Lm square was selected with the line 
rate of 0.5 Hz to match (approximately) the tip speed of 11.2 J.Lm/sec. An image size 
of 256 pixels square was selected to match the 40 nm resolution in the LRS image. 
Note that in standard raster imaging, a single line consists of a trace and a retrace 
scan; thus a line rate of 0.5 Hz on this image translates to 10 J.Lm/sec tip speed. The 
resulting image is shown in Fig. 5·16(a). To compare the results, the region scanned 
by the LRS algorithm is boxed in black; this region took 422 seconds to image using 
standard raster scanning. The images created by the LRS algorithm and the raster 
scan compare quite well despite the fact that LRS was an order of magnitude faster. 
In addition, the LRS was applied to the circular grating. A sampling rate of 1 kHz 
and a tip speed of 37 J.Lm/sec were used. The LRS parameters were set to A= 1.12 
J.Lm and a spatial frequency off= 1/ 40 nm- 1 (corresponding to a spatial resolution 
of 20 nm). Fig. 5·18 shows the tip trajectory, the generated image, and the height, 
amplitude, and detection signals. As shown in Fig. 5·18(d), the height data was 
poor due in part to the additional noise and the severe surface tilt introduced by 
the nanopositioner. Therefore an image was generated from the amplitude signal. 
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Figure 5·17: LRS scan of a linear grating using a tip speed of 11.2 
f.Lm/sec. (a) t ip trajectory; (b) image generated from the data acquired 
along the tip trajectory in (a); (c) measured signals: height (in black), 
amplitude (in blue), and detector (with 0 indicating no detection, 1 
indicating detection) (red); (d) zoomed-in version of the signals in (c) 
to better show their features. 
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As before the threshold detector on the amplitude signal was used. The run began 
on the top of the circle and proceeded clockwise around. Due most likely to debris, 
tracking was lost after proceeding approximately halfway around the circle. (See 
also the discussion below). This scan took approximately five seconds; an equivalent 
raster-scan image would take 85 seconds. 
The third trial of LRS was on the polymer sample described in Ch. 4. A sampling 
rate of 1 kHz and a tip speed of 20 J.Lm/sec were used. The LRS parameters were 
set to A= 2 J.Lm and a spatial frequency off = 1/80 nm-1 . Fig. 5·19 shows the tip 
trajectory, the generated image, and the amplitude and detection signals. 
Challenges for successful tracking 
Unlike the standard raster-scan pattern, the LRS algorithm is a closed-loop law that 
relies on the current measurements to drive the tip trajectory. This leads to the 
order-of-magnitude improvement in scanning time shown experimentally above, but 
also introduces new challenges due to noise and unmodeled events in the scanning. 
This is clear from the circular trajectory scan in Fig. 5·18 in which tracking was lost 
before the feature was fully scanned. The detector cannot distinguish what causes a 
spike in the amplitude signal (or innovations signal) and therefore any of these could 
trigger a false detection. While there is some filtering in the algorithm, such false 
triggers, if far away from the actual feature, can cause loss of tracking. The solutions 
to these issues rely on how to acquire and make use of necessary prior knowledge of 
the sample under scanned and are the topic of active investigation. 
A second problem is the tilt of the sample, shown clearly in Fig. 5·16(b). In 
standard imaging such tilt is removed using post-processing. In the LRS, the detectors 
nominally are independent of the sample tilt; however, the performance of the z-
controller is impaired if the rate of tilt is fast with respect to the size of the scan. 
This directly leads to poor detector performance. 
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Figure 5·18: LRS of a circular grating using a tip speed of 37 f.Jm/sec. 
(a) tip trajectory; (b) image generated from the data acquired along 
the tip trajectory in (a); (c) measured signals: height (black) , ampli-
tude (blue), and detector (with 0 indicating no detection, 1 indicating 
detection (red); (d) zoomed-in version of the signals in (c) to better 
show their features. 
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Figure 5·19: LRS of a polymer sample in a sinusoidal shape. (a) tip 
trajectory; (b) image generated from the data acquired along the tip 
trajectory in (a); (c) measured signals: amplitude (black) , and detec-
tor (with 0 indicating no detection, 1 indicating detection (red); (d) 
zoomed-in version of the signals in (c) to better show their features. 
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A higher-level problem is that of initializing the LRS scan and finding a good start 
location by just beginning a raster scan and switching to LRS upon detection is both 
inefficient and unrepeatable. For example, unlike the gratings, the polymer sample is 
not a repetitive pattern. A related problem arises with the use of the nanopositioning 
system for LRS scanning and the Agilent 5500 system for regular raster images. That 
is, it is difficult to locate samples found under the Agilent scan when switching to 
our custom stage. To avoid this as well as the discussions of the disadvantages of 
using the nanopositioning system in Ch. 2, we decided to take full advantage of the 
Agilent scanner and implement the LRS on the AFM directly. In addition to making 
initialization easier, this permits a simpler overall implementation. This approach, as 
well as results with DNA, are presented beginning in the next section. 
5.5 LRS on the Agilent 5500 
As discussed inCh. 2, the Agilent 5500 includes a signal access module that allows the 
user access to the drive signals to the piezo tube. The use of these inputs, however, 
requires the tube to be operated in its open loop mode. In these experiments the 
closed loop controller described in Ch. 2 was used to ensure the Agilent piezo tube 
followed the commanded LRS trajectory. 
5.5.1 Initialization process for LRS and its implementation 
In standard AFM imaging, the typical procedure is first to acquire a couple of images 
to find a general imaging area. Then a specific scan area of interest is targeted by 
acquiring a smaller range , higher resolution image. After that, one more raster scan 
is performed to acquire the imaging results of the particular target. The initialization 
process for LRS is designed to follow the same procedure as the regular raster scan. 
Thus, conventional raster scans are performed first to find the area of interest. Then, 
the user is able to choose the starting spot on the images taken. 
I 
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Choose Initial 
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Figure 5·20: The implementation description of the updated initial-
ization process. There are three steps shown inside the dashed box on 
the FPGA side (in purple) , including receiving data for the look up 
table and targeting a start position after the raster scan. The host 
is in charge of registering the data transferred from the FPGA and 
displaying the scanning results. The execution of these initialization 
steps as well as the main loop of LRS in the host and the FPGA are 
synchronized by the interrupt request . 
I 
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As a result, the entire implementation shown in Fig. 5·20 is more complicated in 
the initialization part than the previous version used in the preliminary experiments 
described in Sec. 5.4. An example experiment of LRS on the linear grating is shown 
in Fig. 5· 21 to illustrate the interface and the function of the implementation. On the 
left is the interface associated with the FPGA execution, by which the parameters 
can be specified such as the cantilever dynamics , the sampling rate, the PI gains for 
the controller of the x- andy- axes and the initial value of heading direction. On the 
right is the host interface, by which the parameters for the initial raster scans can 
be assigned. In addition, the raster scan results can be displayed, on which the user 
can click the mouse to choose a starting point of interest for LRS. After selecting the 
initial spot, LRS is begun by clicking the button with "Start LRS" written in red. 
This triggers the main loop of the execution of LRS in both the FPGA and the host. 
The scan trajectory is shown on the scope on the host interface on the upper right 
corner labeled "LRS". The LRS results on the linear grating sample are shown in 
Fig. 5·22. The images in Fig. 5·22 (a)(d) for both the raster and LRS were produced 
from the amplitude signal to highlight the effectiveness of LRS of tracking the edges 
of the linear grating. 
5.5.2 Experimental results on a .\-DNA 
Imaging of DNA in standard AFM is relatively routine , though there are several 
challenges that must be considered. Primary among these are the choice of probe 
(if the stiffness is too high then the DNA will be shredded by during the scanning 
process) and the sample preparation, (if the concentration is too high then the DNA 
will aggregate and if too low it will be difficult to find). 
Applying LRS on DNA brings additional challenges in addition to those in stan-
dard raster scanning. The feature size of DNA, from 1-2 nm, is quite small relative 
to gratings and thus the SNR is lower. Good edge detection is thus more difficult and 
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Figure 5 ·21: Illustration of the interface of LRS. On the left is the 
FPGA interface while the host interface is on the right on which the 
initial raster scan results are displayed. The user can click a particular 
spot of interest on the image to initialize the LRS. 
local disturbances due to dust , residual salt islands, or other features are more likely 
to disturb the LRS. In addition the spatial evolution of DNA is more complex, with 
regions of high curvature and rapid curvature change. This makes filtering of the 
data more difficult. Finally, DNA strands often overlap or have branches. These can 
also lead to false detection and loss of tracking. Despite these challenges, however, 
we have successfully applied the LRS to rapidly image DNA. 
The first experiment involved a relatively simple shape of DNA. After finding a 
general scan area as shown in Fig. 5·23, the string inside the black box was targeted, 
since it was isolated from the surrounding strands. The LRS imaging results are shown 
in Fig. 5·24(d) with the corresponding raster scan results shown in Fig. 5·24(a). The 
LRS parameters were assigned to A=100 nm and f= 1/ 6 nm-1 and a tip speed of 10 
p,m j sec. The LRS scan took 2.5 seconds while the raster scan with the same scan 
speed and resolution, would have taken around 26.8 seconds. As we can see in the 
imaging results in both raster scan and LRS in Fig. 5·24(a)(d), there are disturbances 
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Figure 5·23: LRS experiment: scanning a A.-DNA sample. The scan 
area of interest is inside the black box. 
' > 
to the LRS algorithm in terms of dirt or salt on the substrate. If such disturbances 
are attached to or very close to the DNA strand, they would not cause loss of tracking 
since the estimate of the evolution of the string would remain close to the true one. 
If such objects are farther away but still within the LRS scan area, they would cause 
poor prediction and possible loss of tracking. For this particular experiment , the low-
pass filter for the calculation of the heading direction was effective and good tracking 
of t he DNA string was achieved. 
The second experiment demonstrates what happens when scanning a DNA that 
branches or intersects another. The area of interest is shown inside the yellow box 
of the raster scan results in Fig. 5·26(a). Then LRS was initiated at the spot denoted 
by the red arrow. When the tip moved t hrough the region with an intersecting 
strand, the trajectory was misled by the disturbances and t he complicated structure. 
After passing by the intersection, the tip followed the curve named (2) in Fig. 5·26(a) 
instead of t he one named (1) . The entire LRS took 7.2 seconds covering a DNA string 
with about 211m long. The corresponding raster scan with the same scan speed took 
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Figure 5 ·24: Experimental results of scanning a .\-DNA sample, (a) 
raster scan image generated from the amplitude signal, (b) the LRS 
x - y trajectory, (c) t he amplitude signal (black) and the edge indicator 
(red) and (d) LRS imaging results reconstructed from the amplitude 
signal using Kriging. 
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Figure 5·25: LRS experiment: scanning a .A-DNA sample with branch-
ing. The scan area of interest is inside the black box. 
102.4 seconds. Again, an order of magnitude in imaging rate was achieved. 
A similar scenario is shown in Fig. 5·29 in which the DNA is in a "fork" or "Y" 
shape. The starting point was on the left hand side of the fork. The scan amplitude 
was set to 50 nm to avoid accidentally touching the strand just above the target. 
To produce a high-quality image, we increased the spatial frequency to 1/3 nm-1 . 
As the tip moved to the knot , intuitively, it would follow either one of the branches 
randomly. The low-pass filter in the calculation of the heading direction, however , 
tends to drive the tip to the branch with a smaller change in the heading direction. 
This can be seen in the LRS result in Fig. 5·28 (d). The experiment was repeated and 
again t he lower branch was followed. A speed of 10 p,m/sec was used at which the 
LRS took about 8 seconds while the raster scan in Fig. 5·28 (a) spent 102.4 seconds. 
The last example experiment of LRS on DNA one in which the DNA string had a 
more interesting spatial evolution. The LRS scan was begun at the red arrow in Fig. 
5·30(a). LRS successfully followed the spatial evolution of the DNA until the spot 
where the black arrow points. At this point , not only there is a big aggregation, but 
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Figure 5·26: Experimental results of LRS on >.-DNA strings tangled 
together. (a) raster scan image generated from the amplitude signal, 
(b) the LRS x - y trajectory, (c) the amplitude signal (black) and the 
edge indicator (red) and (d) LRS imaging results reconstructed from 
the amplitude signal using Kriging. 
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Figure 5·27: LRS experiment: scanning a .A-DNA sample. The scan 
area of interest is inside the black box. 
also a greater turn than any of the previous ones. The loss of tracking was due in 
part to the junction as well as the fact that there is a need to tune t he parameters 
in the low-pass filter in calculating the heading direction to allow for the rapid turn. 
The same scan parameters were used as the last experiments and the LRS took 8.6 
seconds while the raster took 102.4 seconds. 
5.6 Discussion 
The experiments on the calibration samples and the polymer sample demonstrated the 
correctness of t he implementation as well as the effectiveness of the LRS algorithm. 
The DNA results, in addit ion, illustrates the potential of this algorithm of AFMs. 
They also highlight some of the ongoing challenges and limitations. There is a need 
for more robustness to ensure sample tracking will not be lost. The algorithm will 
also only explore one branch of a multiarmed sample. 
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Figure 5·28: Experimental results of LRS on A-DNA strings in a fork 
shape.(a) raster scan image generated from the amplitude signal, (b) 
the LRS x-y trajectory, (c) the amplitude signal (black) and the edge 
indicator (red) and (d) LRS imaging results reconstructed from the 
amplitude signal using Kriging. 
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Figure 5·30: Experimental results of LRS on .\-DNA strings in a curvy 
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Chapter 6 
Extended applications of HS-AFM based 
on LRS 
As described in Ch. 4 and Ch. 5, the profile estimator and the local raster scan 
are both effective at improving imaging rates. Experimental results show that it is 
straightforward that the algorithms can be implemented on any existing instruments, 
from standard commercial systems to advanced units , only requiring access to partic-
ular signals. An order of magnitude improvement due to either of t he algorithms can 
be achieved. In this chapter, we continue the discussion of the potential applications 
of HS-AFMs enabled by our algorithmic approaches. Portion of t his work appeared 
in [(Huang and Andersson, 2012a), (Huang and Andersson, 2012b )]. 
6.1 Tracking molecules on top of a string-like sample 
Our first target application is the direct tracking of a single macromolecule moving on 
a biopolymer. Examples include protein motors walking in t he plane parallel to t he 
substrate or carrying a large cargo (Howard, 2001) and the motion of RNA polymerase 
during DNA transcription (Kasas et al. , 1997a). Such systems have features that 
involve a macromolecule moving along a track. This structure can be taken advantage 
of to create a new tracking scheme. In particular , the presence of such a molecule 
on its track results in a change in the apparent width of the track. In t his chapter 
we develop a high level detection scheme that ut ilizes t he transient period of the 
cantilever to estimate the width of t he sample in real time. This scheme requires 
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the cantilever to be in a transient while moving on top of the cross-section of the 
sample surface. As a result , the AFM needs to be operated faster t han the z-loop 
bandwidth to avoid t he regulation of the z-piezo. Despite the fact that w2 can be 
used to generate image at such high speeds as discussed in Ch. 4, the goal of this 
width detector is to close loop on the position of the macromolecule and t rack the 
motion of it. The tracking bandwidth depends upon the probe being used (e.g. t he 
resonant frequency and the damping term) as well as the motion of t he scanner in 
x - y axes. 
6.1.1 Overview of the detection scheme 
The detection scheme begins with an AFM cantilever operating in tapping mode 
and being driven repeatedly across a biopolymer according to LRS. The scan pat-
tern is illustrated in Fig. 6·1 in which the tip trajectory is shown as a sequence of 
dots representing the measurement points. Measurements on the underlying sample 
are highlighted in yellow. Our detection scheme relies on monitoring the difference 
between the actual cantilever motion and that of a reference model. 
tate 
Figure 6·1: Illustration of the tip and cantilever motion. The local 
raster-scan algorithm drives the tip in a sinusoidal pattern (dots) over 
the sample. Measurements on the sample itself are highlighted in yel-
low, those on t he substrate are in black. As the tip scans, the cantilever 
transitions from steady state at A, to a transient state caused by the 
interaction with the sample at B, and back to a steady state at C. 
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Suppose that AFM is operated with a sufficient tip speed and the width of the 
sample is thin enough such that the z- controller cannot settle into its steady state 
while the tip is crossing the sample. The duration of the transient process contains 
information about the width of the underlying sample. In addition, changes of the 
width of the sample allow the detection of the moving macromolecule. Unlike an 
imaging application, our tracking scheme requires that the cantilever is held in its 
transient state while the tip is on top of the sample and relies on the information 
extracted from this transient process. 
To describe the algorithm, consider the segment of the tip trajectory from points 
A to C in Fig. 6·1. At A and C, the cantilever (illustrated in green) is tapping on the 
substrate and is assumed to be in steady state. It is this steady state that forms the 
reference model for comparison. As the tip proceeds to B, the transition up onto the 
sample is a disturbance that drives the cantilever into its transient state. Assuming 
the z- controller is slow relative to the tip speed across the sample, the cantilever 
will remain in the transient state until some time after moving back to the substrate. 
As the tip continues over the substrate, the controller has time to act, returning 
the cantilever to its steady state upon reaching C. The detection scheme uses the 
difference between the reference (steady state) dynamics and the true dynamics to 
estimate when the tip is on the sample, backing out the width from the position of 
the tip during that time. 
6.1.2 Width Computation 
Under our assumptions, the cantilever continues to be driven into its transient while 
it scans across the sample. Once leaving the sample, it begins to settle back to steady 
state. The settling time T8 is defined by (Chen, 1999) 
T __ lnE 
s- (wo' (6.1) 
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where E is the tolerance fraction to be chosen by the user. The total time spent in the 
transient state, T , is then a sum of the time spent crossing the sample itself (denoted 
t) with the settling time. The time to cross the sample during the ith detection cycle 
is then given by 
ln E 
t· = T· - T · = T +-t t Bt t /" l 
..,wo 
where ( is the damping and w0 the resonant frequency of the cantilever. 
(6.2) 
Once the time ti is calculated, it is used in two ways , to modify the indicator signal 
to generate the "hit" along the center line of the sample and to calculate the length of 
the tip trajectory across the sample through the relation li = vtipk As shown in Fig. 
6·2, the sinusoidal pattern of the tip trajectory under the local raster-scan algorithm 
is defined by a spatial frequency of f and an amplitude of A. Then the width of the 
sample can be calculated from li using the knowledge of the angle c.p to be 
Figure 6·2: Illustration of the geometry of the sinusoidal local raster-
scan pattern. The sinusoidal tip trajectory is defined by the spatial 
frequency f i and amplitude Ai· 
(6.3) 
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Figure 6·4: Simulation of detecting an RNApolymerase on a strand 
of DNA. (a) Tip trajectory (in blue) and the center of the evolut ion of 
the sample (in red) is estimated. At the position around (118,194), the 
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6.1.3 Simulation results 
A simulated sample with a varying width is illustrated in Fig. 6·3. The sample 
approximates an underlying biopolymer (the string) and a particle on that polymer. 
The dimensions of the sample can be selected based on the particular biopolymer-
macromolecule we are trying to mimic. For the example considered here, we chose 
to model an RNA polymerase on a DNA strand. Therefore the strand width was 
selected to be 2.5 nm and the particle to be 16 nm long with a maximum width of 
11.25 nm and a height of 10 nm (Guthold et al., 1994). For simplicity, the lateral 
profile of the particle was taken to be sinusoidal. The simulator described in Sec. 
5.3.2 was used to perform the simulation studies. The simulated sample was scanned 
with a local raster pattern shown as in Fig. 6·4(a). The change in the scanning width 
at approximately (118,194) nm was caused by the simulated particle on the DNA. 
The red curve represents the estimated center of the DNA strand. 
The width value estimated from (6.3) and its true value are shown in Fig. 6·4(b). 
The error between these two is due to several sources, including the noise, the choice 
of threshold in the detector of LRS, scan rate as well as cantilever properties. The 
estimator almost uniformly over-estimates the width, indicating a positive bias. Such 
a bias is not necessarily detrimental, however, since the goal is to determine the 
location of the particle on the biopolymer and thus it is the change in width that is 
most important. 
Using the method discussion in Sec. 5.2, a reference image as the visual feedback 
was generated; this is shown in Fig. 6·5. 
6.1.4 Discussion 
The tracking speed is limited by the bandwidth of the scanner and the cantilever dy-
namics. In our instrumental setup (Agilent 5500 system) , in particular, the maximum 
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Figure 6·5: Sample-width image. Note that height values are arbi-
trarily assigned proportional to the estimated width. 
speed of the lateral motion is 4000 p,m/sec, which is equivalent to 0.0125 ms/pixel 
given the scan size and the resolution in this simulation. The dynamics of the can-
tilever gave rise to a speed of 0.1 ms/pixel due to the need of the cantilever to return 
to its steady state before the next crossing. The overall frame rate is limited by the 
cantilever in t his case, which is approximately 10 frames/sec. This rate with the 
scan size shown above is able to track a macromolecule with a walking speed up to 2 
p,m/sec. Much higher speeds, therefore, can be achieved through, for example, active 
Q control (Rodriguez and Garcia, 2003) to drive the cantilever back to its steady 
state as quickly as possible. The switching time of t he Q control would rely on the 
prior knowledge of the sample from previous scans. In addition, much higher speeds 
can also achieved by using advanced instrument with cantilevers of faster dynamics 
such as the one described in Sec. 1.4. In this particular instrument, the resonant 
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frequency of the cantilever is 2 MHz in water , which can achieve 0.05 ms/pixel. As 
long as their lateral scanner is able to travel at 2000 p,m/sec, the frame rate of this 
particular scan size in the simulation can achieve 200 frames/sec , which is able to 
resolve a macromolecule with a walking speed up to 40 p,m/sec. 
6.2 Time optimal path of non-raster scan 
In this part of the chapter, we describe our second application of the algorithmic 
approaches in the consideration of performing repetitive scans using LRS. By taking 
advantage of the prior knowledge from the previous scan in terms of the non-raster 
data on the string-like sample, a time-optimal path can be derived to maximize the 
imaging rate. 
6.2.1 Problem description 
We assume that we have an initial scan along a biopolymer; this scan establishes a 
sequence of crossing points. Our goal is to move transversely across the sample from 
crossing point to crossing point as quickly as possible. A single crossing sequence is 
illustrated in Fig. 6·6. In this figure, C1 and C2 denote points on the centerline of 
the string-like sample while si and sf represent points of transition on the different 
sides of the sample. Given our assumptions, these points are known exactly from the 
previous local raster-scan (shown in dashed-black on the figure). There are clearly 
many other paths between the points si and sf that would be suitable for a local-
raster scan; all that is needed is that from an initial point at Si with a velocity vector 
pointing toward C1 , the system end at Sf with a velocity vector pointing toward C2 . 
Our basic problem, then, is to find the time-optimal trajectory that satisfies the given 
boundary conditions. A full scan of the sample can then be accomplished by driving 
the tip to follow the time optimal paths connecting the sequence of crossings along 
the string-like sample. Note that the resulting entire trajectory is a combination of 
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Figure 6·6: Illustration of the tip trajectory under the local raster 
scan and the time optimal trajectory. The local raster-scan algorithm 
drives the tip in a sinusoidal pattern (dashed black) transversely to the 
sample (solid black). Si and S1 (red) are the initial and final states 
with full knowledge including the position and the velocity. cl and c2 
(green) are the measurements on the centerline of the sample which 
are used here to determine the velocity of Si and S1. Given a pair of 
initial and final states, the time optimal path can be derived illustrated 
in purple. 
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each local optimal trajectory and is not necessarily a globally optimal solution. 
As discussed in Ch. 1, scanning in AFM is typically done with piezo actuators 
using either a piezo tube or a frame-in-frame style scanner (Abramovitch et al., 2007). 
In modeling the positioning mechanism, both dynamics (Adriaens et al. , 2000) and 
nonlinearities including hysteresis (Dahl and Wilder, 1985) and creep (Mokaberi and 
Requicha, 2008) should be taken into account. While such effects are important, 
we will assume a linear model for the purpose of finding a time-optimal trajectory. 
In practice, one could have a (even lower level) controller to handle nonlinearities , 
though more practically our approach will need to be modified to directly account for 
them. 
Here as elsewhere in the thesis, we use a second order model as this was shown in 
(Dahl and Wilder, 1985) to capture the dominant characteristics. 
With these assumptions in place, our problem then becomes one of finding the 
time-optimal controller to transition a second-order linear time-invariant system be-
tween two points in its state space. This is a well-known problem that can be solved 
using the Pontryagin Maximum Principle (PMP) (Pontryagin et al. , 1962) . In the 
next section we briefly describe recent results in the time optimal control of such 
systems and then use those results in our application. 
6.2.2 Time-optimal control of second-order systems 
The time optimal control of linear time-invariant systems was considered at least as 
far back as Pontryagin's seminal work on his maximum principle (Pontryagin et al. , 
1962). As described below, that approach yields a bang-bang control law based on 
a switching curve in the state space. Finding that switching curve, and thus the 
switching time, is in general computationally challenging. Recent results for second 
order systems have yielded a more efficient approach based on mapping the problem to 
a coordinate system in which the switching curve is made up of segments of standard 
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spirals. Below we outline the scheme; details can be found in (Sherr et al. , 2013). 
Problem formulation and the bang-bang solution 
Consider a second-order system of the form 
The time-optimal control problem can be formulated as follows: 
subject to 
x = ( 
x(to) = Xo , 
tf 
min J = j dt , 
0 
1 
-2(wn 
(6.4) 
(6.5) 
(6.6) 
where we have expressed the system in state space form. We assume that the system 
has a pair of stable complex conjugate poles and that the admissible control is in the 
range of u E [umin, Umaxl· 
Appealing to the PMP, the optimal solution can be shown to be bang-bang. That 
1s, the system should first apply one extreme of the control for a given amount of 
time, then switch to the other extreme for another period of time, and so on until 
the target is reached. The point at which switches occur is defined by the switching 
curve. This curve divides the state space into two distinct regions; the positive control 
extreme is applied on one side of the curve and the negative control extreme on the 
other. Constructing t his switching curve, however, is non-trivial. As shown in Fig. 
6·7, for example, the final switching curves (x1A and x1B ) are derived by evolving 
the system backwards in time from the target ( x f) under t he control Umax and Umin 
N 
X 
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Figure 6·7: Illustration of the construction of the switching curve in 
state space. x f is the final state. x fA and x JB are the final switching 
curves derived by evolving the system backwards in time under the 
control Umax and Umin respectively; Other components of the switching 
curve such as BAt and AtE are produced by rotation and scaling of 
x1A and x1B. 
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respectively. Other components of the switching curves can be then produced by 
rotating and scaling the final switching curve. Construction of the curve is in general 
a non-trivial computation step. Similarly, determining the switching time (or times) 
is computationally challenging since it involves knowing when a trajectory has crossed 
the (numerically computed) switching curve. 
In the following section, we describe recent work from (Sherr et al., 2013) in which a 
convenient mapping is derived that simplifies the process of constructing the switching 
curve as well as computing the switching time. 
A useful coordinate transformation 
Consider a second order system of the form (6.5) but expressed in a different coor-
dinate system. This new coordinate system is built from the following mapping. We 
define 
and let 
Axr + Bumax = [v, zf, (6. 7a) 
(6. 7b) 
Then we define a mapping Mmin: IR2 ~ IR2 , 
(6.8) 
in which 
R(t) = e'¥-t , (6.9a) 
X(t) = (R(t) cos(wt) , R(t) sin(wt)f , (6.9b) 
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Amin = ( 
m 
m(4a2-a1)-2a1n 
4a2w 
_ a1m+2n 
2w 
(6.9c) 
(6.9d) 
Under this mapping the switching curve becomes a collection of similar spirals. 
The detailed structure of that curve depends on the type of target point. Here we 
consider holdable equilibrium points defined as follows. 
Definition 1. A target state Xr is called a holdable equilibrium target state if :J u 0 E 
[umin, 'Umax] such that Axr + Buo = 0. D 
The condition Ax 1 + Bumax =f. 0 and Ax f + Bumin =f. 0 should be satisfied to 
guarantee the existence and effectiveness of the mapping, meaning that x 1 should be 
reachable under the control 'Umax and 'Umin. 
The benefit of introducing this mapping is that t he switching curves become reg-
ular spirals. This structure facilitates the computation of the switching time. An 
example is shown in Fig. 4. The figure illustrates an initial condition (xi) from which 
only a single switch (at S) is needed. The switching time is then defined by two 
angles, a and (3. The acceleration and deceleration time is then given by these two 
angles. These angles can be found using a simple numerical scheme. 
6.2.3 Application to non-raster scanning in AFM 
The approach to solve for our time-optimal trajectory is now clear. Given a initial 
state Xi and final state x 1 on opposite sides of the strand being imaged (as illustrated 
in Fig. 6·6), let the corresponding coordinates in the new system by denoted (X0 , Yo) 
and (X1, Y1) respectively. As illustrated in Fig. 6·9, the two points are "close" in 
the state space and thus a single switch is expected (although t he technique can 
handle an arbitrary number of switches). The switching time is then found using the 
method outlined above. After the transition, the end point becomes the new initial 
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x1 
Figure 6·8: Illustration of constructing the switching curve in the 
new coordinates . x 1 is the final state. AS is a system trajectory under 
control Umin passing through the initial state xi· a = L.xir1S and 
(3 = L.x 1r2S. 
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condition, the next (desired) crossing point becomes the new target point, and the 
process repeats. 
In principle, the entire path, including all the switching times can be calculated in 
advance. In practice, however, each switch should be calculated after the previous mo-
tion has been completed to prevent errors from growing throughout the scan. These 
errors arise from model mismatch, noise and the chattering of bang-bang control. 
6.2.4 Simulation result 
To illustrate our approach , we performed a simulation to generate the time optimal 
path for a second order system given the boundary conditions corresponding to adja-
cent crossing positions from a local raster scan of a biopolymer. We choose a model 
which (loosely but reasonably) approximates a piezo tube (see, e.g. (Schitter and 
Rost, 2008)). In particular, for each axis, we choose a resonant frequency off= 871 
Hz (wn = 5.47 x 103 rad/sec) and a damping of ( = 0.1282. In addition, the accessible 
range of the scanner is set to be from -10 J..Lm to 10 J..Lm with the drive voltage in the 
range of -10 V to 10 V. As discussed in the last section, for simplicity we ignore the 
cross-coupling between the two axes and use the same model for both x- andy- axes. 
The piezo model was the same as the one to simulate the local raster scan of 
a sample with a tip speed of 20 J..Lm/sec in Ch. 5. In order to compare to that 
result , we set the tip speed at the beginning and end points of our time-optimal 
problem to also be 20 J..Lm/sec. A pair of successive crossings produced from a run 
of local raster scan were selected arbitrarily. These points were Xax = [201.7, 5747JT, 
Xay = [202, -1915.7]T and Xrx = [205 .85, 1831.4]T, Xrx = [197.95, 1991.6]T. The units 
in the state variables are nanometers and nanometers/second respectively. 
In order to apply the results described in Sec. 6.2.2, we must ensure the target 
point (XJ , YJ) is a holdable equilibrium point. Consider just the motion in the x-
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Figure 6·9: Simulation result of the switching curve in the normal 
space for x- andy-stage. The initial position are the black dots (shown 
in the zoomed image). 
direction. The state space model of the piezo actuator is 
(6.10) 
With this model it is easy to show that in fact there does not exist a U 0 E ( Umin, Umax) 
such that Axrx + Bu0 = 0. Thus the target point is not a holdable equilibrium point. 
The target speed of 20 J-tm/sec, however, is quite slow relative to the maximum speed 
achievable by the system. As a result , we can approximate it by zero resulting in 
an end point as one at rest. Under such an approximation, the target is a holdable 
equilibrium point. A similar argument holds for the y-axis actuator. 
Applying the mapping established in Sec. 6.2.2, initial a.nd target points become 
X 0 = [0.9996, O.OOOljT, Xf = [1 , Of and Y0 = [1.0003, -0.0007JT , Yf = [1, O]r. These 
points and the switching curve (in terms of regular spirals) are shown in the new 
coordinate system in Fig. 6·9. The initial positions (black dots) seen in the zoom in 
plot fall in the domain of only one switch for both of the stages. For the x- stage, the 
system experiences acceleration (umax, blue) first then decelerates (umin, red) to its 
l 
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Figure 6·10: Simulation result of the switching policy for both x- and 
y stages. 
final state; for they- stage it decelerates ( Urnin, red) from the starting point to achieve 
the opposite direction of the velocity and switches to the accelerating process ( Umax, 
blue) until arriving the target. This entire process for both of the two stages can be 
shown in Fig. 6·10. Computing a and (3 numerically yields a switching time of 3. 792 
p,s, and a total travel time of 7.227 p,s for the x- stage; a switching time of 3.584 p,s 
and a total travel time of 7.427 p,s for the y- stage. Note that x- stage accomplishes 
its transition faster than the y-stage in theory. In the simulation, we artificially limit 
the maximum command to the faster direction (or , equivalently, scale time) to ensure 
that they finish at the same time. The transition time is then 7.427 p,s time. The 
time optimal tip trajectory is generated as shown in Fig. 6·11. 
The two crossing points xi and x f are approximately 4 nm apart. Since most 
biopolymers have the same width along their entire length, one can assume that the 
time between any successive crossings spaced 4 nm apart will be essentially the same. 
Thus, using this approach, a 1p,m-long string can be scanned in approximately 2 ms 
for a corresponding frame rate of 500Hz. This should be compared to the local raster-
scan which can achieve approximately a 10 Hz frame rate under the same conditions 
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Figure 6·11: Illustration of the optimal time tip trajectory. (b) is the 
zoom in plot inside the purple dashed rectangular in (a). 
on the actuator, image resolution, and scan length, and to a standard raster scan 
which can achieve approximately a 1 Hz frame rate for the same conditions. 
6.2.5 Discussion 
The possible increase in frame rate to 500 Hz is quite enticing but should also be 
viewed as an upper limit (under the conditions stated). A comprehensive evaluation 
of the performance of this time optimal scanning is needed after being implemented 
and one should keep in mind that our approach makes several simplying assumptions. 
In addition, due to the nature of bang-bang control , chattering would be caused by any 
external disturbances or unmodeled dynamics of the system. Therefore, at the very 
least a robust time-optimal control scheme such as proximate time-optimal systems 
(PTOS) (Workman et al., 1987) must be used. These schemes trade off optimality 
for robustness, reducing the achievable frame rate. 
Another consideration is the response speed of the scanner m the z-direction. 
Since the scheme we discussed in this section drives the tip onto and then off a 
sample approximately every 8 f-lS, features are coming at a rate of 2/(8 f-lS) or 250 
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kHz, which is well beyond the typical bandwidth of a z-controller (Abramovitch et al., 
2007). However, as discussed in Ch. 4, w2 can be incorporated and produce topology 
at this high rate. In addition, the width detector can be implemented with the time 
optimal path to enhance the tracking rate as discussed in the previous section. 
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Chapter 7 
Summary and Future Directions 
In this chapter, we will summarize the contributions of this thesis and discuss some 
open questions for future researches. 
7.1 Summary 
The work in t his thesis began with an analysis of the accessible signals and the derived 
signals in a standard AFM system. The information content was studied at differ-
ent scan speeds. Taking advantage of the information, two algorithmic approaches 
were developed. The first was a sample profile estimator derived by signal process-
ing technique. Replacing the conventional imaging source signal with t he estimator, 
the frame rate can be improved by an order of magnitude. Experiments on both a 
polymer sample and a .A-DNA were performed on an Agilent 5500 AFM to demon-
strate the effectiveness of the algorithm. The second algorithm was the local raster 
scan, previously developed by Dr. Peter I. Chang and Prof. Sean B. Andersson. 
It was designed for fast imaging of string-like samples such as biopolymers. Using 
the position information of the tip as well as an edge indicator obtained from either 
the amplitude signal or the cantilever observer , the tip is driven to remain in the 
neighborhood of t he string instead of arbitrarily raster scanning the entire surface. 
In addition to developing t he methods of reconstructing images from the non-raster 
data by scanning with LRS, this thesis gave extensive simulations of the algorithm, 
provided an analysis of different detectors and their efficiency at different scan rates, 
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and effectively implemented it on the cRio platform in order to apply it on DNA as 
well as other biological samples. Experiments on .\-DNA and a polymer sample in a 
sinusoidal shape show an order of magnitude improvement in imaging rate. Following 
the discussion of the two algorithmic approaches, we developed two possible appli-
cations of the instrument equipped with those approaches. One of them is a direct 
tracking of a single macromolecule that moves along a string-like sample. Simulations 
demonstrated that the measurement of the sample width incorporated in LRS can 
achieve a tracking frame rate around 10 fames/sec on a standard instrument where 
frame rates are typically 0.1 Hz. The other application is fast LRS imaging enabled 
by time optimal path. This application is for repetitive imaging with LRS lever-
aging prior knowledge of the sample to drastically improve the frame rate, at least 
theoretically. 
The results in this thesis show a great potential of the algorithmic approaches to 
HS-AFM. Perhaps most powerful is the fact that they can be integrated with any 
existing AFM systems, from standard commercial instruments to advanced units. In 
addition, the usability of those algorithms of the biological samples has been demon-
strated, which will enhance the capability of AFM observing the dynamics in biology. 
7.2 Future Directions 
Given the current experimental results on the Agilent 5500 AFM, it is very promis-
ing to have the algorithmic approaches integrated in any commercial instrument. In 
particular, fast imaging of DNA enabled by both of the algorithms have been demon-
strated. The potential of the ability of these algorithms in high-speed imaging in the 
biological studies is highlighted while there are still possible modifications to make 
the methods perform better. 
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7.2.1 Alternative implementation of the non-raster trajectory 
The local raster trajectory described in Ch. 5 is a sinusoidal dither over the sample. 
The implementation of this trajectory requires a conversion from the arclength to 
time. Due to the computational complexity of the inversion from time to arclength, an 
LUT was pre-calculated and transferred to FPGA while executing LRS. Implementing 
the algorithm in this way requires prior knowledge of the sample, such as the thickness 
to determine the scanning amplitude and spatial frequency. Unfortunately, the prior 
knowledge is not always readily available. More importantly, this pre-calculation 
reduces the flexibility of adapting the scanning parameters online. For the sample 
with complex structures, such as the A-DNA in Ch. 5 with junctions, the ability 
to adapt to the changing sample would be helpful to accomplish the scan. Other 
patterns of the non-raster scanning, which avoid or simplify this conversion would 
permit such real-time adaptation. Further, alternative patterns may be more robust 
with respect to dust or other particles that may disturb the tracking. 
7.2.2 Integrate the estimator in LRS 
In the particular setup in Agilent 5500, the closed-loop bandwidth of the z-piezo is 
around 1kHz. Operating the instrument to scan one pixel of information at a rate 
around 10 kHz (but below a quarter of the resonance of the cantilever) exceeds the 
bandwidth of the z-piezo and thus w2 can be used to represent the sample profile. In 
LRS scanning, one pixel means a single crossing between the tip trajectory and the 
sample. As a result , the sinusoidal trajectory is of a frequency around 5 kHz which 
in turns yields that the bandwidth of the x- y scanner should be greater than 5 kHz. 
Using the control design in Ch. 2, the closed-loop bandwidth is around 120 Hz, far 
below the requirement. Therefore, the integration of the estimator in LRS cannot be 
demonstrated in this thesis. The primary goal of the control design was to emphasis 
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stability over bandwidth in order to demonstrate the implementation of LRS. As 
shown in the open-loop measurement in the frequency domain of the scanner shown 
in Ch. 2, the x- and y- axes both show nice and clean second order properties. With 
such systems, there are a variety of designs of controllers to achieve a high bandwidth 
such as the work in (Abramovitch et al. , 2008) as well as others discussed in Ch. 
1. As a result, a controller capable of achieving a high closed-loop bandwidth while 
maintaining stability and robustness can be achieved and is desired. Therefore, the 
imaging process with string-like samples can be improved two orders of magnitude 
by the two algorithms working together. 
7.2.3 The sample profile estimator in non-contact AFM 
As described in Ch. 1, little is known about membrane proteins at the molecular 
level. Since cell membranes are extremely soft , non-contact AFM operated in liquid is 
needed to visualize them. Non-contact mode in liquid, however , has not been routinely 
operated; little progress in this area has been made to date. The challenge of this 
technique originates from the behavior of the cantilever in liquid, which introduces 
extra damping thus a low sensitivity. As shown inCh. 3, our sample profile estimator 
is based on signal processing technique which can extract information buried in the 
signal. Applying a similar approach to non-contact mode imaging may yield useful 
results in terms of the ability to image these soft samples and to do so with frame 
rates high enough to reveal dynamics of the protein motion. 
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