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Abstract
Significant obstacles remain for the fabrication of germanium n-MOSFETs, including enhanced diffusion of
donor atoms which leads to electrical deactivation. The preferential generation of self-interstitials via proton
irradiation reduces donor diffusion and offers a promising route for effective fabrication of n-type devices.
Fairly little effort has been devoted to the theoretical study of germanium interstitials. In this work, neutral
self-interstitial formation energies are calculated with the accurate Diffusion Monte Carlo (DMC) method.
Taking care to minimize errors, calculations are performed for 216 atom systems. Formation energies for
hexagonal, tetragonal, and split/dumbbell structures are found to be 5.3 eV, 6.1 eV, and 4.7 eV, respectively;
a significant increase over predictions from Density Functional Theory (DFT). This indicates a large error
on the part of DFT, DMC, or both. If the DMC energies are biased, the most likely source is the fixed node
error. Further calculations should be performed with better wavefunctions to resolve this concern, perhaps
using fast multideterminant expansions beginning to be applied to condensed systems.
A novel form of the quantum energy density is also introduced to exclude statistical noise from irrelevant
portions of defect systems to improve DMC efficiency. The best results for the hexagonal structure achieve
a 3× speedup over standard total energy calculations. No speedup is obtained for the tetragonal and
split interstitial systems, perhaps due to the increased pressure in the fixed volume cells or the presence of
charge-energy fluctuations across the defect/bulk boundary. Applications to even larger systems or further
refinements to the method may be required to routinely increase efficiency for DMC formation energy
calculations.
Also included in this work are two sub-studies in addition to the major effort regarding germanium. The
first involves the calculation of the vibrational excitation spectrum of bcc helium-4, which was experimentally
observed to contain unexpected optic-like branches. This is explained by the quantum vibrational properties
of helium atoms where states with d or 2s symmetry form the optical branches. The second project studies
in detail the bias due to walker population control in the DMC method and a possible way to increase
parallel efficiency while reducing the bias.
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Chapter 1
Motivation for Studying Germanium
Self-Interstitials
This chapter provides a detailed rationale for accurately establishing fundamental properties of the germa-
nium self-interstitial by computational means. First, a broad overview of the importance of germanium in
several modern technologies is given. Since defects play a central role in the fabrication and proper func-
tioning of germanium semiconductor devices, the next section discusses how defects can either improve or
degrade the desired properties of such devices. Particular attention is then given to Ge CMOS devices,
which represent a potential pathway through the increasingly acute crisis of reducing transistor sizes toward
the atomic limit. Though several challenges remain, the active generation of self-interstitials may reduce
the unwanted diffusion and subsequent electrical deactivation of dopants in germanium n-MOSFETS. In
order to consider possible contributions to this effort, an overview of relevant defect properties, accessible
somewhat unevenly to theory and experiment, is laid out. The current state of experimental and theoretical
knowledge of these properties is explored next, emphasizing the need for further exploration on all fronts,
including accurate calculations. Finally, the scope of this study is narrowed to an appropriate starting place:
calculating formation energies of neutral germanium self-interstitials via Diffusion Monte Carlo which, while
technically challenging and computationally demanding, offers a high degree of accuracy through careful
minimization of systematic errors.
1.1 Germanium as a technological material
Since its discovery by Clemens Winkler in 1886 [10], germanium has become a key component in a wide
range of technologies. Its potential was not fully realized until the rise of modern electronics, when it was
considered as a promising material in early semiconductor devices. With its eventual replacement, silicon,
now reaching its fundamental limits at small length scales, the promise of germanium is being raised again
and many of the original setbacks to its adoption are being overcome. In addition to its use in modern
transistor technology, elemental germanium and its compounds have found niches in several other important
areas due to advantageous optical and transport properties.
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Germanium and germanium dioxide have a high index of refraction and low optical dispersion in infrared
and visible wavelengths, respectively, making them ideally suited for applications in infrared and fiber optics.
With a bandgap of 0.7 eV, germanium is transparent to infrared light having wavelengths greater than 2µm.
Due to its ability to transmit in the infrared and absorb the visible portion of the spectrum, pure germanium
lenses are frequently used in infrared optics and night vision systems. Such systems are used in a wide range
of military applications including thermal imaging, surveillance, navigation, and targeting systems [11].
Large germanium blanks are also used to fashion windows for tanks and other military vehicles. In addition
to military uses of pure germanium, much of the infrastructure of the internet and global telecommunications
industry is reliant on the transmission properties of germanium dioxide, which forms the cores of modern
optical fibers. Early optical fibers used titanium dioxide for the core material, but this required a heat
treatment that made the fibers brittle and inflexible [12]. Later, researchers for Corning discovered that
GeO2 cored fibers had similar optical properties, thus avoiding the heat treatment and allowing more flexible
fibers to be produced. More recently, Corning has developed germanium cored fiber optic cables that can be
bent around tight corners without the typically observed signal loss. This development has enabled a much
more widespread installation of high speed fiber optic cables in small buildings such as homes or business
offices [11]. Another direct advance in fiber optic technology owes its existence to the photosensitivity
of germanium, which was discovered by Hill and coworkers in 1978 [13]. The researchers established a
high intensity standing wave pattern in a length of optical fiber with an Argon-ion laser. This standing
wave caused a periodic modulation in the refractivity of the germanium core, thus creating a fiber bragg
grating. Fiber bragg gratings now serve essential functions for routing and amplification in modern fiber
optic networks [14].
In the wake of international concern over the possible acquisition and detonation of nuclear weapons by
terrorist organizations, much effort has been expended to secure national borders against the transport of
nuclear material. Effective screening methods must be capable of precisely identifying the source material
of any nuclear radiation. Though several types of detectors exist for gamma ray sources, systems based on
high purity germanium consistently have the highest degree of accuracy. Since the bandgap of germanium is
in the infrared, thermal excitations can cause transitions into the conduction band and add significantly to
observed noise. Cooling of the high purity germanium crystal to liquid nitrogen temperatures prevent the
majority of these transitions and result in gamma ray detectors with superb resolution over energy scales
ranging from a few keV to MeV [15]. The resultant resolution is so fine that medical isotopes can be sharply
distinguished from dangerous sources such as plutonium. Advances in cooling technology have eliminated
the need for liquid nitrogen as a coolant, increasing device portability and broadening the range of possible
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Figure 1.1: Schematic of a multijunction solar cell [3]. Colors qualitatively indicate portions of solar spectrum
absorbed by each layer.
military and homeland security applications [16].
Over the last several decades a diverse effort has been invested on the part of independent researchers and
corporations to realize cost effective photovoltaic devices. A key attribute of optimal photovoltaic devices is
a high efficiency (defined here as the amount of solar energy converted into electrical energy). A promising
approach is the fabrication of multijunction solar cells that use a combination of photovoltaic materials that
absorb in different parts of the solar spectrum so as to capture the maximum amount of energy possible.
Recently, multijunction solar cells using germanium both as a substrate and junction material (to absorb
the red part of the spectrum) have reached efficiencies in excess of 40% [17] (see figure 1.1), though this is
still less than half of the theoretical peak value for multijunction cells [18]. Although the materials used in
multijunction cells (e.g. GaInP, GaInAs, and Ge) tend to be more expensive than those often used in single
junction cells (e.g. Si or CdTe), the increased efficiency offered by germanium based multijunction cells can
provide an incentive for paying a premium or be leveraged to increase cost competitiveness. On the premium
side, multijunction cells are frequently used in satellites or on space missions to accommodate greater power
demands [19]. For terrestrial based applications, efforts have focused on solar concentrator based systems
which require less raw photovoltaic material and hence lower costs sufficiently to compete with traditionally
cheaper alternatives. Recently, multijunction solar cells promising efficiencies of nearly 38.5% have started
mass production for large scale solar power installations [20].
Though supplanted by silicon early in the history of transistor design, the story of germanium in digital
logic devices is still unfolding. To date, the usefulness of Ge in practical CMOS devices has been largely
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limited to its mechanical properties. As group IV materials, germanium and silicon bond in the diamond
structure, and thus germanium is compatible with silicon in device fabrication, though it prefers a lattice
spacing larger than native silicon. For the last decade, SiGe alloys have filled a central role in improving
CMOS performance by introducing strain into the device channel, resulting in an increased carrier mobility
over unstrained silicon. More recent efforts, which will be covered in more detail later on, have attempted
to take advantage of the superior electrical properties of germanium. The high native carrier mobility of
germanium has motivated a wave of research aimed either at creating complete germanium MOSFETS with
modern fabrication techniques or enhancing the performance of current silicon devices by directly replacing
silicon in the channel with crystalline germanium. Provided the defect properties of germanium can be
effectively controlled, it may provide an effective way forward for the continued improvement of CMOS
devices that form a significant portion of the technological bedrock upon which modern life is built.
1.2 The role of defects in technological applications
The most basic deviations away from the perfection of bulk crystal lattices or surfaces are point defects.
Such defects can exist as dangling bonds at surfaces, lattice mismatches at the interface between two mate-
rials, doping impurities, and native interstitials or vacancies. Analogous to atoms in vacuum, point defects
can become ionized, sending positive or negative charges into the crystal medium. As deviations from the
regularity of the crystal lattice, defects can serve as scattering sites and have a large impact on the trans-
port of charge carriers. In addition to their involvement in electronic transport, point defects themselves
diffuse through the lattice assisted by thermal phonons or incident radiation. Like their electronic quasi-
particle counterparts, defects such as interstitials or vacancies have finite lifetimes as they migrate to grain
boundaries, surfaces, or each other and terminate. Adding to the transience, point defects can effectively
change identity over time as they alternate between various structural and charge states. Both the strain
and screened electrical charge associated with defects can be long ranged on the atomic scale, which induces
attractive or repulsive reactions among them. These interactions form the basis of a type of meta-chemistry
among point defects, leading to more involved behavior such as the formation of “molecules” (referred to as
complexes) that have distinct properties from their constituents. Given this rich set of behavior, it is not
surprising that control of point defects has a significant impact on solid state technology.
In general, semiconductor properties that are technologically relevant are determined by the types, con-
centrations, and locations of defects. In the case of gamma radiation detectors, neutrons emitted from
the radioactive source can cause damage to the highly pure germanium crystals given sufficiently high flu-
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ences or exposure times. The resulting intrinsic defect complexes act as deep active centers and cause hole
trapping. The net effect is a reduced energy resolution, blurring out peaks corresponding to the various
radioactive isotopes under observation [15]. In each semiconductor component of multijunction solar cells,
doping impurities are the basis of p-n junctions, which separate the radiation induced electron hole pairs
and create the electrical output current of such devices. Though all photovoltaic performance degrades with
exposure to radiation over time, radiation hardness is especially desirable for space applications because of
continuous exposure to bare solar radiation. Similar to the case of radiation detectors, radiation damage
creates recombination centers for the charge carriers in semiconductor photovoltaics, thus shortening carrier
lifetimes and reducing the efficiency of the solar cells [19].
Perhaps in no other application is more care given to the control of intrinsic and extrinsic defects than
in CMOS technology. As in solar cells, dopants are responsible for the creation of electron (n-type) or
hole (p-type) dominated regions, that are used to form the basic building blocks of transistor logic. The
resulting dopant profiles, following ion implantation and annealing, critically depend on diffusion processes
that are mediated by intrinsic defects: vacancies and interstitials. High diffusion rates of vacancy- or
interstitial-dopant pairs can result in the formation of defect clusters that neutralize the function of the
original dopants. The introduction of additional dopants is sometimes used to pin vacancies, interstitials,
or other dopants to reduce unwanted diffusion. Particular care is also taken to ensure high quality lattice
matching of device layers, since dangling bond or other types of defects, e.g. at channel interfaces, increase
scattering which reduces carrier mobility and device performance. The impact of defects on device function
is so critical that an entire field of defect engineering has formed to understand and control the formation
of both desired and unwanted defect structures.
1.3 The challenge and promise of defect engineering for Ge
CMOS devices
Following World War II, germanium was selected for use in some of the first semiconductor devices. Efforts
to scale germanium devices were soon met with serious challenges. Perhaps the most serious of these was
that the quality of the native oxide capping in layers was poor. As research progressed with silicon, especially
with the discovery of a higher quality oxide capping layer [21], it soon became the material of choice. In the
1960s with the advent of integrated circuit technology and motions away from the bipolar-junction transistor
in favor of Metal Oxide Semiconductor Field Effect Transistors (MOSFETS) [22], silicon-based technologies
proved to be scalable, allowing smaller and smaller feature sizes over many years. This dramatic reduction
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of feature size and the corresponding increase in the number of transistors contained in a single device led
Gordon Moore to coin his now famous Moore’s Law [23] describing an exponential increase in the number
of transistors on a chip over time. These advantages of silicon technology have enabled the fulfillment of
Moore’s law from that time until present day. Only in recent years have some of the fundamental limits
in bare silicon technology been reached as feature sizes have been taken below the 65 nanometer range.
Upon reaching the 65 nanometer regime, major challenges faced by the industry were related to noticeable
quantum tunneling due to the small feature size, resulting in increased leakage current and a concurrent
increase in heat produced. This crisis spurred the development of some of the largest changes seen to silicon
technology in the prior 40 years as the silicon dioxide capping layers finally proved to be reaching their
dielectric limits. This barrier was then surmounted with the introduction of high-k dielectric materials
[24] such as zirconium or hafnium dioxides, which required significant changes to contemporary device
fabrication techniques. Though this gain among many others has enabled further reductions in feature size,
the challenges faced in the creation of each new generation of devices becomes successively greater. In order
to ensure the continued exponential scaling embodied in Moore’s Law, and now expected by consumers of
digital technology worldwide, further changes to current silicon technology must be explored.
One possible route forward that has been invested in heavily in recent decades is to use alternative
semiconductor materials to silicon. These materials have traditionally been difficult to integrate with silicon
substrates without introducing major defects and hence reducing device performance. Group III-V semi-
conductors, such as gallium arsenide and others, have shown considerable gains with intervening research
investment. However, the use of group-IV germanium, which is isovalent with silicon, may provide a more
direct route forward for improved Complementary Metal Oxide Semiconductor (CMOS) devices. Early in
the history of transistor devices, germanium was originally chosen as a material more promising than silicon
because it demonstrated superior carrier mobilities [25]. This same advantageous property may now hold
promise for the development of next generation transistors that can deliver either higher switching speeds,
giving devices more raw computational power, or reducing electrical power consumption demands. The
possibility of decreasing energy demands is a critical consideration, given the recent explosion of mobile
devices such as smart phones and tablet computers that are claiming an ever increasing market share over
traditional desktop PCs.
Over the last decade a large amount of industrial and academic research has been invested to realize
high performance germanium MOSFETs. Efforts have been made to create devices based completely on
germanium, [26] (see figure 1.2 [4]) much in the fashion of silicon technology. Another, more complementary
approach aims to improve carrier mobility in the device channel by integrating a pure germanium channel
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Figure 1.2: Example of a germanium n-MOSFET with Al2O3 gate stack [4].
into otherwise silicon-based transistors [5] (shown in figure 1.3). In either case, transistors that incorporate
germanium face several challenges, especially in areas of interface quality and the gate dielectric scaling
problem. For germanium, the issue of finding a suitable gate dielectric is perhaps more difficult than it is
for silicon [27]. Early on germanium was largely abandoned as a transistor material due to the poor quality
of its native oxide layers. It was originally thought that GeO2 formed at the surface with a transition from
GeO to pure germanium in the bulk [28]. Further studies have revealed that volatile GeO forms at the
surface [29–31] and can be responsible for dopant and substrate loss as it desorbs [32, 33]. The instability
of native germanium oxides also causes the insulating gate layer to be nonuniform, creating many dangling
bonds that increase carrier scattering and reduce device performance [34, 35]. Recent efforts have shown
great improvements to germanium oxide layers, demonstrating GeO2 dielectrics with low carrier scattering
[29, 30]. As in silicon, much work has also been done in exploring the integration of high-k dielectrics into
the gate stack. The range of materials explored is quite diverse, including ZrO2 [26], HfO2 [36], LaON/HfO2
[37], Al2O3/TiO2 [38], La2O3/LaGeOx [39], CeO2/CeGeOx [40], Dy2O3 [41], Gd2O3 [42], LaLuO3 [43], and
GeO2/Y2O3 [44]. Some of the best results for n/p germanium MOSFETs has been obtained for Al2O3
capping layer atop germanium oxide [45], with best n-type performance alone being demonstrated for a
GeO2/Y2O3 gate, rivaling state of the art strained silicon nMOS devices [44]. The early introduction of
ZrO2 and HfO2 as gate dielectrics saw poor device performance, likely due to unstable oxidation of the
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Figure 1.3: Example of a silicon n-MOSFET with a germanium channel [5].
germanium surface upon contact with Zr/HfO2. A possible solution to this issue is the introduction of a
silicon capping layer [46], providing access to the well-established suite of effective silicon dielectrics. Though
not as effective for n-type transistors, the use of silicon capping layers is quite successful for Ge p-MOSFETS,
and it now looks promising that high-performance p-type devices may be produced in the near future [27].
Although many of the challenges faced by p-type transistors are being overcome, the fabrication of their
n-type counterparts present unique problems. The functioning of any semiconductor device centers critically
around control of the placement and behavior of dopant atoms that act as the donors of holes and electrons
in the material which ultimately determine the viability of the device. In n-type germanium dopant atoms
diffuse much more rapidly than is observed in the p-doped material. Providing an even larger challenge to
device fabrication, the dopant diffusion increases quadratically with the carrier concentration [47], rapidly
exacerbating the problem as the desired functional level of free carriers is approached. This enhanced
diffusion results in the donor atoms exploring a much larger portion of phase space, greatly increasing the
probability of interactions between the dopant atoms and other defects. The resulting “collisions” between
dopant atoms causes them to form bound complexes. These newly complexed defect clusters behave as
new entities in the crystal with distinct electrical properties. As part of the formation process, the dopant
complexes often remove free carriers from the crystal matrix, resulting in unwanted electrical deactivation
within the devices [48].
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A key way to directly improve the viability of n-type germanium devices is then to control this unde-
sirable enhanced diffusion of the dopants. Several approaches have been tried with mixed success. One
approach that has garnered much attention is to co-dope the material with electrically inert species that can
provide additional interaction centers for the mobile donors. Co-doping with elements such as carbon [47] or
nitrogen has demonstrated that n-dopant diffusion can indeed be reduced as the n-dopant atoms may pref-
erentially bind to the relatively immobile co-dopants and thus remain pinned. However, unwanted electrical
deactivation is still observed in these situations before functional carrier concentrations are reached since the
co-dopants greatly increase the number of scattering centers and reduce carrier mobility [49]. Clearly a more
direct approach to reduce the diffusion of n-dopant atoms is highly desirable. In germanium it is well known
that donor diffusion is dominated by a single type of intrinsic point defect, namely the vacancy [50]. This
contrasts sharply with the defect engineering situation in silicon, where both vacancies and self-interstitials
have fairly similar formation energies. Thus in silicon, populations of either vacancies or interstitials can
be sustained to affect donor diffusion [51]. Under equilibrium conditions, it would seem that this balanced
picture of diffusion in germanium is impossible because the self-interstitial is believed to have a much larger
formation energy than the vacancy [52, 53], thus cementing the near total dominance of the vacancy in
equilibrium dopant diffusion. If, however, germanium self-interstitials could be preferentially generated, it
might offer some hope to directly diminish the vacancy population and hence reduce dopant diffusion to
acceptable levels. Reducing donor diffusion in this manner could allow the desired carrier concentration to
be reached before dopant complexing reaches catastrophic levels.
An alternative to fabricating devices under equilibrium conditions is to use radiation sources as an aid
to defect engineering. Under irradiation (typically in the form of high energy electrons or protons) the bulk
of the material sustains damage causing potentially complex defect states away from the pristine crystal
lattice. When struck by an incident proton, for example, a germanium atom may be removed from its
lattice site, provided the kinetic energy of the incident proton exceeds an intrinsic threshold value. If the
incident energy is high enough, the contacted atom may, along with the original radiative particle, cause a
cascade of similar knock on events and thus produce a non-equilibrium population of both vacancies and
self-interstitials. Under typical circumstances it would seem that producing interstitials in this way would
present little benefit, since interstitials and vacancies must necessarily be produced in equal numbers. In this
case self-interstitials and vacancies seem destined to remain at similar concentrations as they annihilate in
a pair-wise fashion or at crystal surfaces. However, recent experiments have shown evidence for a dominant
interstitial population under irradiation.
In experiments performed by Bracht et al.[6], two separate germanium substrates were prepared with
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Figure 1.4: Boron concentration of multiple delta layers in germanium before (blue) and after (red) irradia-
tion [6].
delta layers of phosphorous and boron, respectively. A delta layer is essentially a column or sheet of dopant
atoms reaching from the surface to relatively deep within the crystal bulk. The samples were prepared with
alternating delta layers and regions of pristine germanium to allow any changes away from the initial doping
conditions to be clearly resolved. In this multi-layer structure, dopant diffusion can be directly observed as a
broadening of the delta layers. This layer broadening can subsequently be compared with simulation models
to assess the effective diffusion rates of the dopant atoms under the experimental conditions of interest.
In these experiments the samples were subjected to 2.5 MeV proton irradiation and the ensuing dopant
diffusion was observed. The two types of dopants selected demonstrate distinct and contrasting diffusion
properties within germanium. Phosphorous atoms diffuse readily within germanium and are known to
migrate via the vacancy-pairing mechanism. Boron atoms, in contrast, diffuse very little under equilibrium
conditions [54, 55], and so if substantial diffusion of boron is observed, it must be caused by some other
mechanism. In the experiments, the observed diffusion of phosphorous was suppressed by a factor of 20
relative to its equilibrium rate even though irradiation often enhances donor diffusion. Simultaneously,
substantial diffusion of the boron dopants was witnessed (see figure 1.4 for the diffusion profile) indicating
the presence of an alternative diffusion mechanism. The observed diffusion constant was increased by a
factor of 3× 108 over equilibrium conditions. Recent DFT calculations suggest that although Boron atoms
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do not bind to vacancies in germanium [48, 53], they may be able to bind with interstitials [53] and migrate
with them if complexing occurs. A dominant population of interstitials in the radiation experiments could
simultaneously explain both observations. If interstitials were somehow preferentially generated, it is possible
that the vacancy population could be reduced and thus explain the suppressed diffusion of phosphorus atoms.
By the same token, if the theoretical predictions of the boron interstitial binding are correct, a dominant
interstitial population would also explain the enhanced diffusion of boron. If true, this finding could open
new avenues to defect engineering in germanium and may offer a possible solution to the long-standing
problem of enhanced n-type dopants such as phosphorous in germanium n-MOSFETS.
Upon initial consideration, it would seem unlikely that interstitials could be preferentially generated under
radiation conditions. As radiative particles impact within the sample it is clearly the case that vacancies
and interstitials must be created in equal numbers. However, both this diffusion experiment [6] and direct
Transmission Electron Microscope (TEM) imaging [56] offer insight as to how this imbalance might occur.
As the delta layers in the diffusion experiments extend from the surface to deep with in the substrate, the
diffusion of boron atoms can be resolved as a function of depth. What the experimenters observed was a
constant diffusion rate independent of depth. This is an unexpected result for the following reason. What
is typically assumed is that crystal surfaces act as ready sinks of both vacancies and interstitials, and for
vacancies in particular this assumption is supported by experimental evidence [57]. If this were also the case
for interstitials in germanium, a decreasing diffusion rate should be observed as the surface is approached
since the concentration of germanium atoms would reduce with increasing surface proximity. Instead the
results seem to indicate that the germanium surface repels the self-interstitials, perhaps acting as a reflective
barrier. This would allow a non-equilibrium population of interstitials to grow within the crystal bulk,
similar to filling an empty tank with air. High quality TEM imaging experiments [56] performed at a similar
time seem to corroborate this hypothesis. By imaging samples only a few atomic layers thick, the researchers
were able to observe not only the locations of germanium atoms residing at crystal sites, but faint traces of
the diffusion trails of germanium atoms located at interstitial sites could also be resolved. Since the imaging
time in the experiments was on the order of one second, it should not have been possible to directly image
the interstitial atoms if they were readily absorbed at the surface. The combined findings of these two studies
then strongly suggest that the germanium surface preferentially acts as a sink for vacancies providing the
type of imbalance required to sustain large self-interstitial populations.
These findings expand the possible options available to defect engineering when fabricating Ge devices.
The preferential generation of interstitials in Ge holds a possible advantage over co-doping strategies to
resolve the enhanced diffusion and deactivation problems plaguing current Germanium n-MOSFETS. Sup-
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pressing the vacancy population directly addresses the root cause of n-type dopant diffusion and thus might
reduce the undesired diffusion while simultaneously avoiding electronic deactivation still present in co-doping
strategies.
Given the dominance of vacancies in germanium dopant diffusion until the recent discovery of these new
possibilities, it is not surprising that the fundamental properties of self-interstitials have received compara-
tively little attention. To date only a few experimental studies have shown more than indirect evidence of the
properties of germanium self-interstitials. Although more consideration has been given to self-interstitials on
the theoretical side, the information provided by DFT studies does not always yield a coherent picture and
some of the calculations that have been performed are underconverged with respect to basis set, k-point grid,
or system size. The current state of affairs thus justifies and provides an opportunity for highly accurate
Quantum Monte Carlo calculations to give insight into the basic properties of germanium self-interstitials
that are not yet well understood.
1.4 Quantities of interest for fundamental point defects
Ultimately, study should be given to all of the defect properties that are relevant to defect engineering
and device design. Defect properties that most directly affect CMOS device functioning are diverse and
complex. Some of these properties include the shape of long-ranged strain and charge induced interactions
between interstitials and donor atoms, the dominant charge state of interstitial-donor pairs, the diffusion
of interstitial-donor pairs at thermal equilibrium, under radiation, or in the presence of electric fields, and
the thermodynamics of further clustering resulting in dopant precipitation and deactivation in the crystal
matrix. Here, the focus will remain on the somewhat simpler (though still quite challenging to obtain)
properties that are intrinsic to fundamental point defects such as vacancies or self-interstitials.
In this context, a few basic processes that hinge on energetic properties merit discussion and review. The
energetic properties focused on here regard the process of forming a defect, how subpopulations of charged
defects change in relative size as the material becomes successively more charged, and the migration of
defects through the crystal lattice. More detail for each of these properties is given in turn in the following
subsections.
1.4.1 Defect Formation Energies
Perhaps the most fundamental quantity related to any defect is its formation energy, that is, the energy cost
of pulling together the atoms and charges that comprise the defect from other parts of the system, as well as
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the changes in the local atomic and electronic structure that are caused by the presence of the defect. From
this perspective, the defect formation energy is straightforwardly obtained from a Grand Canonical picture,
where N perfectly arranged atoms deep within the bulk portion of a large, but finite, crystal comprise the
region of interest with the remainder of the crystal, including surfaces and complex defect aggregates, acting
as a bath or source of particles. After Na atoms and Ne electrons transit the boundary (in or out), we are
left with a (possibly charged) defect in the region of interest with a Gibbs free energy of Eqd. If the bulk
region prior to the transit of particles had a Gibbs free energy of Eb = NEa (Ea is the energy per atom in
bulk), then the total energy of the constituent elements of the defect prior to its formation is given by
Econstituents = Eb + µaNa + µeNe (1.1)
where µa and µb are the chemical potentials of the source atoms and electrons, respectively, in the bath
region. The defect formation energy is just the difference in total energy before and after formation:
EForm = E
q
d − Eb − µaNa − µeNe (1.2)
Though the transiting atoms and electrons may come from or go to surfaces, grain boundaries, or defect
clusters, it is standard to consider them as coming from the bulk. Thus µa is just the energy per atom in bulk
(Ea) and µe is near the Fermi level (EF ). Considering an interstitial (Na=1) in charge state q (Ne = −q),
the formation energy becomes
EqForm = E
q
d −
N + 1
N
Eb + qEF (1.3)
Since strain fields and electronic disturbances resulting from the defect may extend into the bath for small
N , the full formation energy (including all the energy in the strain and polarization fields) is obtained in the
thermodynamic limit: N →∞. In practice, Ed, Eb, and EF are obtained for finite systems (with either open
or periodic boundary conditions) via Density Functional Theory (DFT) or Quantum Monte Carlo (QMC)
calculations. Calculations for successively larger systems are then used to extrapolate to the infinite limit.
1.4.2 Defect Ionization Levels
Another quantity of interest, which can be directly compared to experimental results, are the defect ionization
levels. At a given level of net charge in the crystal, the ensemble of point defects within it exists in a
variety of charge states. As electrons are added to or removed from the system, the relative balance among
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charged defect subpopulations shifts, almost always tipping between just two defect states that are closest
in formation energy. The electron chemical potential at which the two competing defect subpopulations are
equal in size is known as an ionization level (this is also referred to as a charge transition level). As the
electronic chemical potential is swept through a range of values, many ionization levels may be observed.
These levels can be used to identify the dominant set of charged defects at a given carrier concentration.
This information is valuable because defect-defect interactions vary with charge state, affecting both the
precipitation of dopants in the bulk as well as their diffusion.
To begin an investigation into the thermodynamics of charge transition levels, let us first consider the
temperature dependence of a single population of defects in charge state q. Provided that the defects are
sufficiently dilute in the crystal to render defect-defect interactions negligible, the amount of Gibbs free
energy added to the pristine bulk system from the introduction of nq defects is given by [58]
Gd = nqE
q
Form − TSc (1.4)
where EqForm is the defect formation energy from equation 1.3 and Sc refers to the configurational entropy
of the defects. Since the nq defects have an equal chance of residing on any of N sites within the crystal,
the configurational entropy is simply given by
Sc = k log
N !
(N − nq)!nq! (1.5)
Making use of Stirling’s approximation and the low concentration limit (nq << N), minimizing the Gibbs
free energy gives
µq =
∂Gd
∂nq
= EqForm + kT log
nq
N
= 0 (1.6)
and hence the defect concentration displays simple Arrhenius behavior in the dilute limit:
nq
N
= exp (−βEqForm) (1.7)
Since the ionization levels correspond to the tipping points between defect populations, they can identified
by examining the ratio of concentrations.
nq/N
nq′/N
= exp
(
−β
[
Eqd − Eq
′
d + EF (q − q′)
])
= 1 (1.8)
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Figure 1.5: Formation energies of charged tetragonal structure self-interstitials as a function of electron
chemical potential (Fermi energy) [7]. Intersections occur at the ionization levels where one defect population
dominates over another.
Solving for the electron chemical potential, or Fermi energy, the ionization levels are found to be
(q/q′) =
Eqd − Eq
′
d
q′ − q (1.9)
At low temperatures (large β), the transitions become increasingly sharp as one defect population dominates
over the other, approaching a step function at T = 0. Often, the charge transition levels are represented
graphically by plotting the defect formation energies as a function of the chemical potential (see figure 1.5
for an example). In this way, the ionization levels and the dominant defect type (lowest formation energy)
are readily apparent.
1.4.3 Defect Migration Energies
Primary defects, such as interstitials and vacancies, can reside at a large number of sites throughout the
crystal, proportional to the total number of atoms. This set of sites defines the phase space for defects in the
lattice and hopping-like diffusion among the sites can occur under the right conditions. At sufficiently low
temperatures, all atoms in the system vibrate approximately harmonically about their equilibrium positions.
As the temperature is raised, the kinetic energy of all atoms increases and different defect populations begin
to diffuse through the lattice. Defect migration energies correspond to the amount of kinetic energy that is
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required for respective defects to become “active” or mobile.
In most cases, the Born-Oppenheimer approximation is valid and the essentially classical nuclei experience
the many-body electronic ground state as an effective potential V (r1, . . . , rN ). The hopping rate of a defect
is calculated by considering all possible paths connecting the initial and final states. For an interstitial,
for example, one can imagine transporting the interstitial atom (with position coordinate r) along a fixed
path with all other atoms relaxing in response to its presence at each point along the path. Each possible
transition path will typically have one (or more) potential maxima rs, or barriers, as the atom moves toward
its destination (these are technically saddle points as all other particles remain near minima). The hopping
rate then corresponds to the average flux of atoms that cross the barrier. Bundling all other particles
coordinates into a single many-body coordinate R ≡ [r2, . . . , rN ], the hopping rate can be represented as
[58]
νhop =
1√
2pim
∫
dR exp (−βV (rs, R))∫
drdR exp (−βV (r,R)) (1.10)
At sufficiently low temperatures, the integrals are dominated by regions near potential minima, in this
case the saddle point for the numerator and the global minimum (current interstitial configuration) for the
denominator. Expanding to second order about these extrema, the hopping rate is found to be
νhop =
√
1
m
det(D0)
det(Ds)
exp (−β[Vs − V0]) (1.11)
where Ds and D0 are the dynamical matrices (D ≡ ∇∇TV ) and Vs and V0 are the potentials at the saddle
point and original minimum, respectively. The rate prefactor contains vibrational information (encapsulated
in the dynamical matrices), which is sensible because local atomic vibrations will determine the opportune
moments for the interstitial to hop across the barrier. The barrier height Vs − V0 is the defect migration
energy which can be obtained directly from diffusion experiments. First principles calculations explicitly use
the approximations presented here, namely that the single lowest energy transition path contains most of
the relevant information rather than considering all paths. This path is often identified using the Nudged
Elastic Band [59, 60] (NEB) method and the energies at the initial state and saddle point are explicitly
calculated within DFT or QMC. Full molecular dynamics calculations can be employed to overcome these
approximations [61], provided the kinetics are accessible within the limited timescale of the simulations.
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1.5 Summary of prior knowledge regarding germanium
self-interstitials
Throughout much of the research efforts invested in germanium, investigations into the fundamental proper-
ties of the self-interstitial have been quite limited. The lack of focus on the self-interstitial have largely been
justified since little evidence of its presence has been found, thus rendering its influence to be negligible in
most practical settings. For example, following Czochralski growth [52, 62], highly pure germanium crystals
can contain micron sized pits resulting from vacancy clustering, but no similar signs of self-interstitials is
typically seen. Accordingly, most of the experimental information regarding the self-interstitial is indirect
and uncommon. As mentioned earlier, more direct evidence of the self-interstitial has been found only
rather recently with the suppression of vacancy populations in Boron diffusion [6] or oxygen implantation
experiments [63, 64] as well as the direct imaging of interstitial atoms with high quality TEM efforts [56].
This section summarizes what is known about the fundamental properties of the germanium self-interstitial
from both experimental and theoretical investigations. The discussion is limited to a few basic properties,
largely outlined in the previous section, such as local atomic structure, formation energies, ionization levels,
and migration energies of the interstitial. A few of the experimental techniques that have contributed to
our understanding of the self-interstitial are Transmission Electron Microscopy (TEM), which has provided
information regarding preferred atomic structure (at least in the vicinity of surfaces), Perturbed Angular
Correlation Spectroscopy (PACS) and Deep Level Transient Spectroscopy (DLTS), which have observed ion-
ization levels believed to be associated with the interstitial, and impurity diffusion and PACS experiments,
which have provided indirect measures of interstitial migration. On the theoretical side, the representation
among methods is rather narrower, with Density Functional Theory (DFT) providing essentially all of the
information as it has been the method of choice (based on popularity) among electronic structure methods
in recent years. While some effort is made to outline the basic working principles behind PACS, and DLTS,
discussion of the details of the DFT approach is reserved for chapter 2.
1.5.1 Local atomic structure of self-interstitials
A particular crystal lattice may offer a variety of sites at which an interstitial can stably reside. In addition
to occupying open spaces, interstitials can also exist in “split” configurations that can be visualized as a
single atomic site splitting in two, with an atom residing at each of the two split sites. In the relatively
open diamond lattice of germanium, the self interstitial is believed to primarily exist in one of three stable
structures. These configurations are named in a fashion describing the local defect structure. Just as in
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Figure 1.6: Atomic structures of (a) split/dumbbell , (b) hexagonal, and (c) tetragonal interstitials [8].
silicon, these structures are referred to as H (Hexagonal), T (Tetragonal), and D (dumbbell) or X (split)
[65]. These structures are illustrated in figure 1.6.
Hexagonal and tetragonal interstitials are obtained by a simple insertion of an extra atom at a relatively
high symmetry point in the local structure. The hexagonal interstitial (figure 1.6b) resides in the center of
a ring of six equidistant neighboring atoms, creating a roughly planar structure. The tetragonal interstitial
figure (1.6c) sits at the center of an atomic cage comprised of eight atoms with four forming nearest neighbor
tetragonal bonds much like the other sites in the crystal. For the dumbbell or split interstitial (figure 1.6a),
a single atomic site in a 〈110〉 zigzag chain is split along the same direction.
Experiments using the Department of Energy’s (DOE) transmission electron aberration-corrected micro-
scope (TEAM) found evidence of self-interstitials in 300 keV electron irradiated germanium samples of only
a few atomic layers in thickness [56]. In addition to imaging atomic positions in directions transverse to the
surface, sub-nanometer precision along the beam direction was achieved using contrast analysis. In this way,
interstitial locations could be estimated in three dimensions, permitting the researchers to determine the
likely structures. Many interstitials were observed at locations consistent with the tetragonal or hexagonal
sites, though surprisingly no split interstitials were observed, which are expected to dominate in the bulk. A
new structure was also observed (labeled S) that was found to be stable in DFT slab calculations, although
not in the bulk.
Structural relaxation studies within DFT have largely confirmed the picture of H, T, and D/X being
the stable configurations of germanium self-interstitials; however, there have been some exceptions. Two
supercell calculations using both the LDA and GGA functionals found that the H structure was unstable
[56, 66], relaxing instead to the T configuration [56]. While the number of k-points should have been
sufficient, rather small basis sets were used (a planewave energy cutoff of 22 Ry in one [56] and a single
zeta Gaussian basis set in the other [66]), which might present an unconverged energy landscape for the
relaxation. Another calculation [9] using large hydrogen passivated clusters and (somewhat small) Gaussian
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basis sets found the opposite effect: H was stable for neutral interstitials, while T structures relaxed to H.
If positively charged (2+), then T was stabilized but both D and H relaxed to T. Two studies [7, 9] (one a
GGA cluster calculation, the other LDA+U in supercells), found distorted hexagonal structures to be stable,
although only with a very small stabilizing barrier away from H. Although it is possible that some of these
results are physical, it is perhaps more likely that a combination of functional choice and underconverged
basis sets are responsible for both the stability of distorted structures and the instability of traditional ones.
1.5.2 Formation energetics of self-interstitials
The current state of understanding of the formation energetics of germanium self-interstitials is almost
entirely owed to theoretical work. Though estimates of interstitial formation energies from semi-empirical
molecular dynamics can be found, to date the most accurate information has been provided by Density
Functional Theory. Although much progress has been made in recent years with the development of hybrid
functionals that more fully incorporate exchange and screening information, even current DFT calculations
of germanium self-interstitials have been limited to earlier functional descriptions such as the Ceperley-Alder
[67] Local Density Approximation (LDA) or the Generalized Gradient Approximation (GGA) of Perdew and
Wang [68], sometimes incorporating a Hubbard U parameter (LDA+U) [69]. In addition to these limitations,
as discussed in the preceding subsection questions remain regarding the convergence of the basis sets used
to represent the Kohn-Sham [70] orbitals, leading to the instability of certain defect structures. Here we
identify major trends exhibited by past studies as well as points of disagreement, beginning with neutral
interstitials and then assessing the influence of charge states.
Neutral germanium self-interstitials have received the most theoretical attention [7, 66, 71–74]. The
calculation of neutral formation energies is the least complicated, involving a simple energy difference between
defective and bulk systems, and thus we might expect that chances for agreement among various calculations
to be highest. Recall that the formation energy for a defect is given by eq. 1.3
EqForm = E
q
d −
N + 1
N
Eb + qEF
with q = 0 for a neutral system. Figure 1.7 contains a panel plot comparing formation energies obtained
by past DFT calculations for each interstitial structure. Missing bars for the H structure mark calculations
finding H to be unstable during structural relaxation. If the oldest calculation is excluded, formation energies
agree to within ±0.5 eV for H and X, but disagree more regarding T, showing a 1 eV spread in values.
Systematic errors of this size represent a shift of many orders of magnitude in the equilibrium concentration
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Figure 1.7: DFT formation energies for neutral self-interstitials in germanium. Labels below each bar
indicate the functional used and number of atoms in the system.
of interstitials. Despite this level of variation in absolute formation energies, better agreement is found
regarding the relative stability of the neutral structures. Figure 1.8 shows relative formation energies for
neutral as well as charged interstitials. The most stable structure for each charge state is set as the reference
energy (∆E = 0). Considering for the moment results for the neutral charge state only, there is general
agreement that X is the most stable structure, similar to findings in the context of silicon. A single study
finds T to be most stable, but a relatively small supercell of 64 atoms was employed there and thus may
not represent a fully converged result. A general trend of energy ordering among the structures is also fairly
clear. In terms of decreasing energy (or increasing stability), the neutral ordering is apparently H → T → X,
with H requiring about 0.5 eV more than X and T falling somewhere in between.
The picture for charged self-interstitials is not quite as clear, but this is certainly due in part to a reduced
amount of available data [7, 72–74]. Still some trends are apparent. Note that although formation energies of
charged interstitials depend on the Fermi level, the relative stability of a given charge state is independent of
the electrical environment. Therefore results at any Fermi energy (EF = 0, or the valence band maximum,
for figure 1.8) can be used to identify the most stable structure for a particular charge state. From the
available information, it seems that the X structure is also favored for the q = −1 charge state. Given the
limited results, the relative stability among H and T cannot be ascertained. The opposite trend is found
for the q = 2 charge state, with T instead claiming the dominant role. The split (X) structure is much
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Figure 1.8: Relative DFT formation energies for each charge state of germanium self-interstitials. The lowest
energy structure for each charge serves as the reference.
more difficult to form for q = 2, requiring about 0.9 eV more than T. The apparent instability of H in
the calculations prevents an assessment of what role, if any, it plays for the +2 charge state. The energy
ordering of self-interstitial structures for the +1 charge state is least clear. Each of the three calculations
performed for q = 1 claims a different structure as the ground state. Accordingly, the variability of the q = 1
results calls into question the accuracy of predicted thermodynamic transitions (ionization levels) into or
out of the +1 charge state. Thus the following structures are expected to dominate with increasing charge:
X−1 → X0 →?+1 → T+2.
Another way to gain insight into the behavior of self interstitials is to consider how a given defect
structure responds to charging. When a germanium crystal is formed or irradiated, at low temperatures
sub-populations of each of the defect structures will be frozen in (their absolute concentrations may not
follow equilibrium expectations). In this situation a given charge state will be preferred for each interstitial
sub-population. Figure 1.9 shows how interstitial formation energies depend on charge at a fixed electron
chemical potential (again for EF = 0). The zero of energy is taken to be the q = 0 charge state for the
X structure. By representing formation energies in this way, it is straightforward to find the global ground
state for the germanium-self interstitial. Though it is often assumed that the most common interstitial
structure is the split configuration, there is some evidence that the tetrahedral structure in a +2 charge
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Figure 1.9: Relative DFT formation energies for each self-interstitial structure as a function of charge with
the Fermi level fixed at the valence band maximum. The neutral split interstitial serves as the reference.
state may be the most stable when the Fermi level is kept near the valence band edge. In fact successively
increasing the charge on the tetrahedral structure for this value of the chemical potential seems to result in
a monotonic lowering of the formation energy. The split (X) configuration shows consistent behavior upon
negative charging, but there is no consensus on whether the formation energy will increase or decrease with
positive charging. The small amount of data available for the H structure is in fair agreement, indicating
that removing an electron has little impact on the formation energy.
1.5.3 Ionization levels of self-interstitials
A finite value of the Fermi level within the gap shifts the charge/energy landscape shown in figure 1.9 in
a linear fashion with ∆E = qEF . As the Fermi level is increased toward the conduction band, positive
charge states become less stable while negative charge states become more favorable. The electron chemical
potential at which two charge states are equally likely to form marks a thermodynamic charge transition (or
ionization) level. The Fermi level corresponding to the transition is given by equation 1.9:
(q/q′) =
Eqd − Eq
′
d
q′ − q
At low temperatures the transitions are sharp with a sub-population of defects having a given structure
rapidly shifting to a more negative charge state as the Fermi level is increased. While transitions typically
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occur between neighboring charge states (|∆q| = 1), it is possible for intermediate charge states to be skipped
over, resulting in transitions like (+2/0). Though most of the information regarding charge transitions in
germanium stems from DFT calculations [7, 9, 72, 73], two notable experimental studies using Perturbed
Angular Correlation Spectroscopy [75] (PACS) and Deep Level Transient Spectroscopy [76] (DLTS) were
able to identify ionization levels corresponding to the self-interstitial.
In the PACS experiments of Haesslein et al., [77] 111In probe atoms were implanted in germanium
samples having a variety of carrier concentrations prior to implantation. The local electric field of the host
environment leads to a nuclear quadrupole interaction with the In atoms. These hyperfine interactions resultd
in measurable nuclear precession frequencies proportional to the local electric fields. Thus the presence of
defects residing in a nearest neighbor position relative to the probe atoms can be inferred from a change in
nuclear precession frequencies. One precession signal was clearly associated with vacancies when the In probe
atoms were involved in primary knock-on events during irradiation. Since the radiation was expected to
generate only single Frenkel-pairs, a second weaker signal was necessarily identified with the self-interstitial.
The signal faded in samples with higher electron concentrations, indicating that the interstitial underwent
a charge transition, no longer binding to the In probe. Fermi levels in each sample were identified from Hall
measurements, permitting an estimate of the (+/0) ionization level to be made. The ionization level was
found to reside at 0.04 eV below the conduction band minimum.
A similar ionization level has been found more recently with Deep Level Transient Spectroscopy (DLTS).
DLTS techniques are capable of determining concentrations, ionization levels, and symmetry groups of
individual charged defect species. DLTS has a high sensitivity to defect concentrations, capable of resolving
concentrations 10−6 times smaller than the carrier concentration [65]. In the process of a DLTS measurement
a Schottky diode or p-n junction is held under reverse bias. As the voltage is pulsed, charge carriers enter the
depletion region and charge the defects there. As the voltage returns to its equilibrium distribution, defects
thermally emit charge carriers. This non-equilibrium thermal emission process is macroscopically observable
as a capacitance transient. After a return to equilibrium, the voltage pulse is repeated to improve statistics.
The highly resolved decay rates of the transients (corresponding to charge emission rates of defects) can be
used to infer ionization levels and defect concentrations, often via inverse Laplace transforms. Until recently,
only n-type Schottky diodes of sufficient quality had been constructed, restricting study to the upper half
of the band gap. In 2006, Mesli and others succeeded in creating n+p germanium diodes, finally allowing
experimental study of positively charged defect states with DLTS [78]. In addition to confirming a (+/0)
self-interstitial level near the conduction band (located 0.08 eV below the minimum), the researchers found
a new double donor level (++/+) deeper in the band gap at 0.24 eV below the conduction band minimum.
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Figure 1.10: Reported ionization levels for the self-interstitial from experiment and DFT separated by
structure. The symbol above/below the levels marks the stable charge state for that range of Fermi energies.
Results from the PACS [77] and DLTS [78] experiments, as well as ionization levels found from the
various DFT studies [7, 9, 72, 73], are summarized in figure 1.10. Horizontal lines mark the locations of the
interstitial ionization levels within the band gap of germanium. Symbols above/below the lines indicate the
stable charge state for Fermi energy above/below the ionization levels. Though several DFT ionization levels
are close to the experimental values, the sheer spread among the results almost guarantees this to be the
case. Even in the case of numerical matches between experimental and theoretical levels, the experimental
assignment of the level (q/q′) would have to be mistaken for a true match to exist. Assuming the experimental
charge assignments are correct, some DFT levels can be found within 0.2 eV. Making matches based on this
(admittedly optimistic) criterion, the data would suggest that the (0/+) level belongs either to the H or T
structures and the (+/++) level is associated with T. Given the spread of DFT results for formation energies
involving the +1 charge state, this reading of the results seems less likely. DFT predictions for H(0/+) and
T(+/++) vary by about 0.5 eV, which is similar to the size of the band gap itself.
The relative size of these systematic errors highlights the difficulty of such calculations. Some of the
difficulties faced are generic to calculation methods involving finite systems, while others reveal the short-
comings of DFT itself. Given the long-ranged nature of the Coulomb interaction, rather large systems (likely
larger than any employed in the DFT studies reviewed here) are required to converge finite size effects from
polarization or spurious image interactions from periodic boundary conditions. Since these errors vary with
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supercell/cluster size as well as supercell/cluster boundary shape, it is expected that the DFT calculations
suffer from different finite size errors. Since the universal density functional is unknown, practical DFT
functionals are also, by necessity, approximations and could be responsible for errors of this magnitude. The
most successful incarnation of density functional methods invokes an auxiliary non-interacting system as
the source of the electron density. Perhaps more seriously than problems involving the functional itself, this
auxiliary Kohn-Sham system is often relied on to supply necessary physical information. This is motivated
in part by the observation that the eigenvalues of this single particle system (the Kohn-Sham eigenvalues)
sometimes strongly resemble the many-body excitations of actual systems. This is not always the case,
resulting in the so called “band gap problem,” meaning that Kohn-Sham eigenvalues typically underesti-
mate semiconductor band gaps. This is particularly dramatic for germanium, as the band gap fully closes
for conventional functionals and is still misrepresented for functionals containing onsite coulomb repulsion
or fractions of Hartree exchange. This further complicates the picture, as ionization levels are referenced
from either the valence band maximum or the conduction band minimum, potentially introducing human
selection errors into the presented results.
1.5.4 Migration energies of self-interstitials
The migration of self-interstitials in germanium has received the most limited attention of all quantities
considered so far. Early Electron Paramagnetic Resonance studies [79] provided only indirect evidence of
interstitial diffusion, observing a diffusion activation event with an energy of 0.1 eV that could plausibly be
linked to self-interstitials. In addition to shedding light on interstitial ionization levels, PACS investigations
[77, 80] also found activation energies related to diffusion. During the experiments, some interstitials neigh-
boring the In probes became free and diffused away. The activation energy for this process was estimated
to be 0.5 eV. Since these events involved overcoming both the binding energy and the migration barrier
(though modified by the presence of In), this figure is likely larger than the corresponding migration energy
of a bare interstitial.
Activation energies obtained from these studies, are averaged quantities representing the many stages
involved in self-interstitial migration. The complete picture of defect migration in a solid requires the
consideration of all possible transition pathways between stable defect sites and any attendant changes in
charge state along the way (a defect may ionize as it settles into a new site depending on what charge
state is locally stable). The microscopic details comprising such a picture are most accessible to theoretical
approaches.
DFT studies of migration properties are as sparse as the available experimental work. Though several
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Figure 1.11: Migration energy landscape for the germanium self-interstitial from GGA calculations [9].
Distorted dumbbell/split and tetrahedral structures are denoted Dd and Td.
DFT studies have approached the calculation of interstitial formation energies and ionization levels, only a
pair of studies [7, 9] (as far as is known) have attempted to outline self-interstitial diffusion pathways and
their attendant migration barriers. The work of Spiewak et al.[7] considered only migration between the
T and H sites in fixed neutral or +1 charge states. They found a very low migration barrier of about 0.1
eV between neighboring T sites in the neutral case with the H site acting as the saddle point of migration.
Positively charging the interstitial increased the migration barrier to 0.6 eV, similar to what is observed in
the PACS experiments. A more complete investigation of the possible interstitial diffusion mechanisms was
completed by Carvalho et al.[9] The proposed migration energy landscape, involving intermediate distorted
structures (labeled Dd and Td) can be found in figure 1.11. Here the symbols D/X refer to the identical
dumbbell/split interstitial structures. First considering charge states in isolation, neutral interstitials migrate
along D/X→ H→ D/X with an activation energy of about 0.5 eV, interstitials with +1 charge take a similar
path among slightly distorted structures with a reduced activation energy of 0.3 eV, and interstitials in the
+2 charge state migrate along the 〈111〉 direction provided a barrier of 1.2 eV is overcome. The general
picture is more complicated and does not easily reduce to a simple summary. In general as the Fermi level
changes the diffusion paths for the positive charge states will shift. Thus depending on the level of the
chemical potential, the migrating interstitial can experience a range of migration barriers as it transitions
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between sites as well as charge states, depending on the lifetime of the metastable charge state relative to the
hopping frequency between sites. Resolving the full kinetics is a much more involved problem, however it is
likely (within the context of these DFT results) that the observed migration energy will be in the vicinity of
a few tenths of an electron volt unless the carrier concentration is such that the T (+2) state becomes highly
stabilized relative to the charge +1 configurations.
1.6 The scope of this study
This study represents the first investigation of germanium self-interstitials with modern Quantum Monte
Carlo techniques. Though a few previous QMC studies have approached defect systems in the recent past,
such as the silicon self-interstitial [8, 81], the carbon vacancy [82], and the charged Schottky defect in MgO
[83], the study of defects with QMC very much remains in its infancy. It is therefore prudent to begin with
the most accessible quantities and ensure that all sources of error within QMC can be sufficiently controlled
before pursuing more complex calculations that may demand even higher accuracy.
Key factors to weigh in deciding upon the target application are the desired level of energetic accuracy
and the system sizes that would ultimately be required to reach full convergence of the electronic and atomic
structures. Any study of interstitials must contend with long range strain fields extending away from the
defect into the bulk. The addition or removal of electrons presents additional challenges for calculations of
finite systems, especially in periodic boundary conditions. Firstly, periodic boundary conditions introduce
spurious image charges which must be screened with a neutralizing background charge. The finite size
error introduced by these interactions diminishes only very slowly with system size, scaling like N−1/3
[84]. Second, the finite nature of a simulation excludes a large portion of the long range polarization field
around a defect. This systematic error also scales as N−1/3 [84] making it difficult to obtain converged
results. Indeed, systems containing thousands of atoms are sometimes required to reach full convergence [85]
without introducing model assumptions [84]. Formation and migration energies are typically on the order
of a few electron volts, indicating that a statistical accuracy of about 0.1 eV should be sufficient to make
meaningful comparisons. In contrast, the ionization levels lie a few tenths of an electron volt away from the
valence or conduction bands. Resolving these energy levels would require an order of magnitude of increased
accuracy, translating into hundredfold increases in computational cost. For these reasons it is sensible to
limit current investigations to neutral systems. Additionally, the relative simplicity of formation energetics,
and the valuable reference experience of other QMC calculations exploring them, favors study of formation
energetics over migration properties as the appropriate starting point.
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This work attempts to make two primary contributions: (1) an accurate assessment of the formation
energies of neutral self-interstitials in germanium and (2) a method of locally partitioning the many-body
energy to improve the efficiency of generic large scale defect simulations. Current work should be able to
improve upon the accuracy offered by prior QMC calculations. Previous studies were limited to rather small
systems of between 16 and 64 atoms. Though reasonable for bulk calculations, it is not credible to claim
that formation energies obtained from such systems contain all of the relevant strain information. Gains in
computing power should allow current simulations on the order of a few hundred atoms to be performed,
which is much more typical for comparable DFT studies. Calculations of this magnitude are still expensive
and it is possible that even larger system sizes may be required for full convergence. In order to reign in
current and future costs of defect calculations with QMC, a representation of the quantum energy density
is developed for many-body systems, similar in spirit to recent approaches for DFT [86].
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Chapter 2
Details of Quantum Monte Carlo and
Density Functional Methods
Quantum Monte Carlo (QMC) methods are among the most accurate available for condensed systems and
have seen continuous development for both bosonic and fermionic systems. Diffusion Monte Carlo calcu-
lations provided benchmark data for the homogeneous electron gas, permitting an accurate formulation of
the LDA DFT functional in 1980 [67, 87]. QMC simulations of inhomogeneous systems followed, revealing
very unfavorable scaling of computational cost with increasing nuclear charge (∝ Z6) due to the high energy
scales and rapid variations in the wavefunction near atomic cores [88, 89]. For all but the simplest systems,
practical QMC calculations require core energies to be filtered out. This is usually accomplished by repre-
senting the relatively inert ion cores with non-local pseudopotentials, leaving only the more homogeneous
valence electrons. The unique challenges pseudopotentials present to QMC methods (especially projector
based methods) were partially overcome in the early 1990’s [90] opening the way to the simulation of large
systems. The majority of QMC applications in electronic condensed matter have focused on bulk properties
such as the equation of state. Accordingly, QMC methods have found a niche in high pressure applications
and structural phase transitions. A subset of calculations have been applied to energy differences that remain
finite in the thermodynamic limit, such as electronic excitations or defect formation energies.
This chapter provides basic details of the Quantum Monte Carlo methods employed throughout this
thesis work. The formal foundations of QMC are explored first, beginning with the condensed matter
Hamiltonian and various approximations applied to it for short-ranged bosons and long-ranged electrons.
The effectiveness of all QMC methods considered here depend on approximate solutions to Schro¨dinger’s
equation [91]. Trial forms of the many-body wavefunction are outlined next, mostly following developments
for electronic structure systems, including Slater determinants [92] (exact for non-interacting systems), one
and two body correlations embodied in Jastrow factors [93], and quasiparticle backflow transformations [94]
which represent quantum hydrodynamics. Multideterminant wavefunctions [95] are also briefly covered,
but several other possible forms such as Pfaffian [96] or Geminal [97] wavefunctions are not included in
the discussion. The approximate solutions to Schro¨dinger’s equation provided by QMC algorithms involve
high-dimensional integrals (often with thousands of degrees of freedom) that are intractable with analytic or
29
standard numerical integration approaches. The most efficient way to perform these integrals is by Monte
Carlo simulation where the most important contributions to the integrals are preferentially sampled. Formal
representations of Variational [98], Diffusion [99], and Correlation Function [100] Monte Carlo are then given,
emphasizing the conceptual simplicity of QMC algorithms. Finally, a brief overview is given of Density
Functional Theory [70, 101] which often provides a reasonable level of accuracy with low computational
cost. In the context of QMC calculations, DFT also provides single particle orbitals that form the basis for
QMC trial wavefunctions of fermionic systems.
2.1 The condensed matter system: Hamiltonian and
eigenfunctions
A complete description of any condensed matter system is given by the Schro¨dinger equation [91]. The
time-independent form of the Schro¨dinger equation is a high-dimensional continuum eigenvalue problem.
Hˆ|Ψn〉 = En|Ψn〉 (2.1)
The Hamiltonian operator Hˆ describes the energetics of the system, which separates into kinetic and potential
energies Hˆ = Tˆ + Vˆ . The kinetic energy operator is the mass-weighted sum of single particle Laplacians.
Tˆ = −
∑
i
1
2mi
∇2ri (2.2)
For many systems, the potential energy is accurately described by a sum of one and two body interactions
that may be distinct for each respective particle or particle pair (but identical particles require identical
interactions).
Vˆ =
∑
i
vi(ri) +
1
2
∑
i 6=j
vij(rij) (2.3)
In the above expression as well as those that follow, rij is used as a shorthand for the relative pair coordinate
ri − rj and sums denoted
∑
i 6=j vij are the same as
∑N
i=1[
∑i−1
j=1 vij +
∑N
j=i+1 vij ].
2.1.1 Effects due to periodicity and image interactions
The solutions to Schro¨dinger’s equation are not unique unless appropriate boundary conditions are specified.
Simulations of quantum systems necessarily involve a finite number of particles. In this situation, the most
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appropriate boundary conditions for a condensed system are periodic, where particles in a single cell interact
with identical images of themselves in an infinite array of adjoining cells. If the cell lattice vectors are denoted
{L}, then the potential energy becomes
Vˆ =
∑
i
vi(ri) +
1
2
∑
i 6=j
vij(rij) +
1
2
∑
L 6=0
∑
ij
vij(rij + L) (2.4)
where the one body external potentials vi are required to be periodic vi(r + L) = vi(r). After rearranging,
it is clear that the total potential is invariant under any translation in {L} of any particle.
Vˆ =
∑
i
vi(ri) +
1
2
∑
i 6=j
∑
L
vij(rij + L) +
1
2
∑
i
∑
L 6=0
vii(L) (2.5)
This representation of the potential energy shows that periodicity redefines pair potentials as Ewald [102]
sums and introduces a new constant term, the Madelung energy, representing the interaction of a particle
with its own images. The Ewald pair interactions vEw and Madelung energies vM are given by
vEwij (r) =
∑
L
vij(r + L) (2.6)
vMii =
∑
L6=0
vii(L) = lim
r→0
[
vEwii (r)− vii(r)
]
(2.7)
Image sums of the potential are handled differently depending on the range of particle interactions. For
short-ranged potentials, such as the effective helium-helium interaction used in chapter 5 (vij(r) −−−→
r→∞ 1/r
6),
the contribution of image interactions are often quite small. In this case the image sum is replaced by the
dominant in-cell term
∑
L vij(rij + L) ≈ vij(rij). The potential now has a gradient discontinuity at the
edges of the cell where the gradient should actually vanish by symmetry. One option is to include nearest
neighbor images. Another commonly used approach is to modify the tail of the potential, where the potential
smoothly transitions to zero at a cutoff radius rc that fits within the cell.
v¯ij(r) =

vij(r)− vij(rc) if r ≥ rc
0 otherwise
(2.8)
If total energies are desired, a tail correction Vtail ≡
∫
drg(r)vij(rc) is added to compensate for the modifi-
cation, where g(r) is the pair correlation function. Within this approximation, the Madelung terms vanish
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and the total potential energy for a short-ranged system is
Vˆ =
∑
i
vi(ri) +
1
2
∑
i 6=j
v¯ij(rij) (2.9)
The total potential energy rapidly becomes exact for larger system/cell sizes, leaving a small finite size effect
for modest system sizes.
For long-ranged potentials, such as the Coulomb interaction, the contribution from the “tail” cannot be
neglected and the Ewald sum must be computed directly. The sum can be performed efficiently if the pair
potential is separated into a sum of short-ranged and long-ranged contributions.
vij(r) = v
s
ij(r) + v
`
ij(r) (2.10)
The short-ranged portion retains any divergence at r = 0 and is chosen to strictly vanish outside the cell.
The resulting long-ranged portion of the Ewald potential is slowly varying in real space and short-ranged in
momentum space, approximately vanishing beyond a cutoff length kc.
∑
L
v`ij(r + L) ≈
∑
|k|≤kc
eikrv˜`ijk (2.11)
v˜`ijk ≡
1
Ω
∫
∞
dre−ikrv`ij(r) (2.12)
Here Ω is the volume of a single cell and {k} are the reciprocal lattice vectors of the cell (k · L = 2pin,
with n integer). The k = 0 term is pathological for potentials that become Coulomb-like at long range
vij(r) −−−→
r→∞
qiqj
r , as is the case for both the electrons and pseudo-ions considered in this work. The Fourier
transform of potentials with Coulomb tails scales like 1/k2 for small k, making the k = 0 contribution
infinite. Excluding the k = 0 term is equivalent to coating a large, but finite, crystal composed of many
cells with a perfect conductor and taking the limit as the number of cells approaches infinity, which is a well
defined macroscopic limit. With the k = 0 term removed, the Ewald interactions become
vEwij (r) =
∑
L
[
vsij(r) + v
`
ij(r)
]− v˜sij0 − v˜`ij0 (2.13)
= vsij(r) +
∑
k
eikrv˜`ijk − v˜sij0 − v˜`ij0 (2.14)
≈ vsij(r)− v˜sij0 +
∑
0≤|k|≤kc
eikrv˜`ijk (2.15)
32
and the Madelung energies are
vMii = lim
r→0
[
vEwii (r)− vii(r)
]
(2.16)
= lim
r→0
vsii(r)− v˜sii0 + ∑
0≤|k|≤kc
eikrv˜`ijk − vsii(r)− v`ii(r)
 (2.17)
= −v˜sii0 − v`ii(0) +
∑
0≤|k|≤kc
v˜`ijk (2.18)
Substituting these results into equation 2.5 gives the total potential energy for long-ranged periodic systems.
Vˆ =
∑
i
vi(ri) +
1
2
∑
i6=j
vEwij (rij) +
1
2
∑
i
vMii (2.19)
=
∑
i
vi(ri) +
1
2
∑
i6=j
vsij(rij)− v˜sij0 + ∑
0≤|k|≤kc
eikrij v˜`ijk
+ 1
2
∑
i
−v˜sii0 − v`ii(0) + ∑
0≤|k|≤kc
v˜`ijk
 (2.20)
The symmetries of the Hamiltonian also have implications for the set of admissible wavefunctions. The
Hamiltonian is unchanged whenever a particle is translated through any cell lattice vector Hˆ({p}, {r}\ri , ri+
L) = Hˆ({p}, {r}\ri , ri). The notation {r}\ri means the set of all particle coordinates excluding coordinate
ri. In this situation, Bloch’s Theorem [103] indicates that the wavefunction gains a constant phase factor
when a particle wraps around the boundary of the cell.
Ψ({r}\ri , ri + L) = eiqLΨ({r}\ri , ri) (2.21)
The momentum space coordinate q can take on any value, unlike k in the relations above that is restricted to
reciprocal lattice vectors of the cell. This results in a spectrum of energies associated with the cell, depending
on the boundary conditions.
Eq =
〈Ψq|Hˆ|Ψq〉
〈Ψq|Ψq〉 (2.22)
The constraint of equation 2.21 is often referred to as twisted boundary conditions. Twisted boundary
conditions are a generalization on periodic boundary conditions for the wavefunction (q = 0) and can be
used to improve convergence to the thermodynamic limit for a condensed system. Consider a supercell that
is formed from a M ×M ×M tesselation of system cells. The periodic reciprocal cell of the supercell is
much smaller (by a factor of M3) than the standard reciprocal cell. Because of this, a single point q in the
reciprocal supercell maps into M3 equivalent points in the standard reciprocal cell. As M → ∞, the set
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of equivalent points densely fills the entire reciprocal cell (the first Brillouin zone of the standard system
cell). Since the points are equivalent, an estimate of the energy that suffers from smaller finite size effects is
obtained by averaging over all points in the first Brillouin zone of the cell [104].
E =
1
ΩBZ
∫
BZ
dqEq (2.23)
In practice, the integral in equation 2.23 is often approximated by a Riemann sum over a grid of evenly
spaced points. Higher order corrections for finite size integration errors also exist [105–107] and are used in
this study, but these will not be detailed here. Additional finite size effects arise from fluctuations in particle
number as particles move in and out of cells of size Ω in the infinite system. Finite size errors of this type
are not corrected for in this study.
2.1.2 Ionic considerations: Born-Oppenheimer and pseudopotential
approximations
For electronic structure systems, nuclei present significant computational challenges. The difficulties experi-
enced are due to the nuclei having substantially greater masses and charges than electrons. The large mass
of nuclei cause them to move slowly, which increases the cost of computing real or imaginary time dynamics.
The increased charge of nuclei introduces large energy scales in atomic core regions. Even small errors in
the description of the wavefunction in core regions can therefore greatly bias the total energy. A partial
solution to both of these problems is encapsulated in two approximations: the Born-Oppenheimer separation
of “slow” and “fast” degrees of freedom and the replacement of high energy electrons in core regions with
pseudopotentials felt by valence electrons.
In the Born-Oppenheimer approximation [108], electrons are assumed to rapidly relax to the ground state
for each configuration of nuclear positions. This behavior is formally expected because of a large separation
in electronic and nuclear kinetic energies. Since nuclear momenta should not be many times greater than
the momenta of electrons, the large ratio of nuclear to electronic mass mn/me ≈ 104 − 105 suggests that
nuclear kinetic energies are relatively small. The decoupling between these degrees of freedom is anticipated
by separating the wavefunction into a product of electronic (Ψ) and nuclear (Φ) wavefunctions.
Ψtot(Re, Rn) = Ψ(Re, Rn)Φ(Rn) (2.24)
The variables Re and Rn represent the collective coordinates of electrons and nuclei, respectively. The
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Hamiltonian is also separated into electronic and nuclear components.
Hˆtot = Hˆe + Hˆn (2.25)
Hˆe = Tˆe + Vˆ (2.26)
Hˆn = Tˆn = − 1
2mn
∇2n (2.27)
The electronic Schro¨dinger equation with fixed nuclei results in a ground state energy as a function of nuclear
coordinates.
HˆeΨ = ERnΨ (2.28)
Considering the action of Hˆtot on Ψtot reveals a nonlinear Schro¨dinger equation for the nuclei.
HˆtotΨtot = ERnΨΦ−
1
2mn
[
Ψ∇2nΦ + 2∇nΨ∇nΦ +∇2nΨΦ
]
= EΨΦ (2.29)
⇒ − 1
2mn
∇2nΦ +
[
ERn −
1
2mn
(
Ψ−1∇2nΨ + 2Ψ−1∇nΨ · Φ−1∇nΦ
)]
Φ = EΦ (2.30)
Potential terms proportional to 1/(2mn) are treated perturbatively. In the zeroth order approximation,
those terms are neglected entirely.
− 1
2mn
∇2nΦ + ERnΦ = EΦ (2.31)
This is especially appropriate for heavy nuclei at low temperature. Often nuclei remain tightly bound near
equilibrium positions (R0). In this case, the electronic potential is well approximated by its second order
Taylor expansion resulting in simple harmonic motion (phonons).
ERn ≈ ER0 +
1
2
(Rn −R0)T∇n∇TnERn |Rn=R0(Rn −R0) (2.32)
The nuclear ground state energy provides a correction (E − ER0) to the equilibrium electronic energy for
zero point motion. For many systems of interest, zero point effects are themselves small and can be safely
neglected.
Even with “frozen” nuclei, the large energy scales intrinsic to inhomogeneous systems pose a significant
challenge to accurate calculations. A partial solution to this problem is to partition electrons into core and
valence groups. The energy from the core plus nucleus (the ion) is excluded and valence electrons instead
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experience an effective potential from the core region.
vˆeI(r) =
∫
drdΩdΩ′|r,Ω〉v(r,Ω)〈r,Ω′| (2.33)
This has the additional advantage that the majority of relativistic and spin-orbit effects are accounted for in
the core region, leaving the valence Hamiltonian free from these complications. The ionic pseudopotential
is radially local, but angularly nonlocal. The nonlocal aspect of the pseudopotential can be understood by
considering the exchange of core and valence electrons. When the innermost valence electron and outermost
core electron are at the same radius, their respective affiliation with core and valence switches. This appears
as an angular jump of the valence electron. Beyond a certain radius, core exchanges no longer occur and the
potential returns to being local. In addition, only a few angular momentum channels (Y`m) are required to
reproduce the angular behavior of the core. Reflecting this qualitative picture, the semilocal pseudopotentials
used in practice have the form
vˆeI(r) =
∫
drdΩdΩ′|r,Ω〉
[
vloc(r)δΩ,Ω′ +
∑
`m
vnonloc` (r)Y`m(Ω)Y
∗
`m(Ω
′)
]
〈r,Ω′| (2.34)
where the nonlocal potentials vnonloc` (r) vanish beyond a core radius rcore. Pseudopotentials of this form
can be found directly for non-interacting systems such as the auxiliary Kohn-Sham [70] or Hartree-Fock
[109, 110] systems. The situation for QMC derived pseudopotentials is much more complex since the exact
wavefunction includes correlations between all particles. Although some attempts have been made to create
pseudopotentials with QMC approaches [111], DFT or Hartree-Fock pseudopotentials are typically used in
practice. This represents an uncontrolled approximation for QMC calculations in addition to the difficulties
of sampling nonlocal operators.
2.2 Approximations to the many-body wavefunction
The efficiency and accuracy of Quantum Monte Carlo methods substantially depend on the quality of
approximations to many-body wavefunctions. Although exact many-body wavefunctions are highly complex,
a hierarchy of forms with increasing accuracy has been suggested by perturbation theory [94]. The simplest
solution for a non-interacting system (Hˆ =
∑
i hˆi =
∑
i[p
2
i /(2mi)+vi(ri)]) is a Hartree product of eigenstates
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of the respective single particle Hamiltonians (hˆiφi = iφi).
ΨHP =
N∏
i=1
φi(ri) (2.35)
This approximate wavefunction does not have the appropriate exchange symmetry for either bosonic or
fermionic particles. Wavefunctions of this form can have a large component on the bosonic ground state and
may comprise an appropriate starting point for such systems. In contrast, antisymmetry under exchange is
essential for fermionic systems. The antisymmetric solution takes the form of a Slater determinant [92].
ΨSD =
∣∣∣∣∣∣∣∣∣∣∣∣∣
φ1(r1) φ1(r2) . . . φ1(rN )
φ2(r1) φ2(r2) . . . φ2(rN )
...
...
. . .
...
φN (r1) φN (r2) . . . φN (rN )
∣∣∣∣∣∣∣∣∣∣∣∣∣
(2.36)
Orbitals are added to the determinant in order of increasing single particle energy i. If orbitals are repeated,
the Slater determinant strictly vanishes and so wavefunctions of the form 2.36 cannot support a condensate,
unlike the Hartree product in equation 2.35. For spin- 12 fermion systems without spin interactions, particles
of opposite spin cannot exchange. In this case, the Slater matrix is block diagonal in spin components and
factorizes into the product of spin-up and spin-down sub-determinants.
ΨSD =
∣∣∣∣∣∣∣
D↑ 0
0 D↓
∣∣∣∣∣∣∣ = |D↑||D↓| (2.37)
The set of single particle orbitals {φ} in 2.36 are typically obtained from a prior DFT calculation.
The first order improvement over the non-interacting forms introduces pair correlations in the form of a
Jastrow prefactor [93].
ΨSJ = e−JΨHP/SD (2.38)
The Jastrow factor mirrors the structure of the potential energy.
J =
∑
i
ui(ri) +
∑
i6=j
uij(rij) (2.39)
The optimal form of ui and uij include both long and short range correlations. The exact local energy
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(EL ≡ Ψ−1HˆΨ) is constant for all particle configurations Ψ−1HˆΨ = E. For systems where vij(r) is infinite
at r = 0, the uij terms contain features that cancel the divergence in the potential with an opposing
divergence in the kinetic energy. The exact correlation factors for electronic structure systems must have
cusps at short range. The sharpness of the cusp differs for correlations between like and unlike spin electrons
or electrons and nuclei [112, 113].
du↑↑/↓↓
dr
= −1
4
(2.40)
du↑↓
dr
= −1
2
(2.41)
duen
dr
= Z (2.42)
If a pair potential does not diverge at the origin, the radial slope must vanish there (duij/dr|r=0= 0). The
asymptotic form for long range electronic correlations are given by the Random Phase Approximation of
Bohm and Pines [114]. This exact condition requires that uij(r) −−−→
r→∞ aij/r for electrons.
The next improvement suggested by the perturbative expansion of Ceperley and Holzmann [94] is a trans-
formation of particle coordinates known as backflow. In a homogeneous system, the backflow transformation
has the form
r¯i = ri +
∑
j 6=i
η(|rij |)rij (2.43)
The quasiparticle coordinates {r¯} replace the standard coordinates {r} in the single particle orbitals, but not
in the Jastrow factor. Physically, the backflow transformation supports the formation of eddy motion among
neighboring particles when a given particle moves past them. In addition, backflow improves the location
of the nodes of a trial wavefunction. This is important for the Diffusion Monte Carlo method covered in
section 2.5.1 since its accuracy depends on the quality of the nodal surface for fermionic systems.
Another way to improve the quality of the nodes is to use a sum of Slater determinants instead of just a
single one. The determinants are constructed by selecting distinct sets of N orbitals from an extended set
of N +M orbitals.
ΨMD = e−J
∑
n
ΨSD({φpi}Ni=1) {φpi}Ni=1 ⊂ {φi}N+Mi=1 (2.44)
If the single particle orbitals form a complete basis, the resulting set of Slater determinants is a complete
many body basis. While this opens a route to systematic improvement of the wavefunction, it does so
with potentially great cost. The number of Slater determinants arising from a set of N +M orbitals scales
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exponentially with N or M . The effectiveness of this approach rests on the success of currently active
research aimed at identifying the most important determinants to include for a condensed system.
2.3 Monte Carlo integration
Monte Carlo methods accomplish a task that becomes exponentially hard for nearly any other approach:
the integration of non-separable functions in high dimensional spaces. In physics, exact solutions of general
many-body problems require just this type of integration. Monte Carlo methods are best at performing
integrals over probability distributions (if sign problems are to be avoided). If the integral of f(R) is desired,
it must be factored into a probability distribution P (R) and the remainder g(R) so that g = f/P .
F =
∫
dRf(R) = 〈g〉 =
∫
dRP (R)g(R)∫
dRP (R)
(2.45)
Here the coordinate R is a shorthand for all (particle) coordinates R ≡ [r1, r2, . . . , rN ]. The function P (R)
must be non-negative (P (R) ≥ 0) and normalizable (∫ dRP (R) <∞).
The basic idea of Monte Carlo integration is to collect samples of P at a set of representative configurations
{Rm}Mm=1. Since low probability regions are not very representative of P as a whole, many of the samples
come from high probability regions that contribute most to the integral. In contrast, direct integration
methods weigh all points in the space equally (or nearly equally) and so the cost grows with the size of the
space, which is exponential in the number of dimensions. The sampling approach works well for physical
systems since only a relatively small part of the phase space is meaningful. Electrons in atomic systems,
for example, remain close to the atoms and local fluctuations in atomic charge deviate only modestly from
neutrality. With sampling, the integral of f(R) is given approximately by the average of the sampled values.
F ≈ 1
M
M∑
m=1
g(Rm) (2.46)
The series of sample configurations is generated differently depending on the QMC algorithm. For
projector methods, such as Diffusion Monte Carlo or Correlation Function Monte Carlo, direct methods
are known to sample the Gaussian probability distributions involved. For more general distributions the
Metropolis [115] algorithm is typically relied upon to generate sample configurations. Beginning with an
arbitrary configuration R0, a correlated chain of configurations is formed in the following way. First, the
configuration is moved to a new position R → R′ according to a known transition probability T (R,R′).
Although T (R,R′) is general, in practice some variant of a Gaussian is used, such as exp(−(R−R′)2/(2σ2)).
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Second, the move is retained, or accepted, with probability
A(R,R′) = min
[
1,
T (R′, R)P (R′)
T (R,R′)P (R)
]
(2.47)
Both accepted or rejected configurations contribute equally to estimate in equation 2.46.
The ability to perform high-dimensional integration comes at a price. The error in the estimate δF is
related to the variance of the sampled values.
δF ≈
√√√√√ 1
M(M − 1)
 M∑
m=1
g(Rm)2 −
(
M∑
m=1
g(Rm)
)2 (2.48)
The central limit theorem states that the error diminishes only slowly with the number of samples δF ∝
1/
√
M . Each additional digit of accuracy therefore requires a one hundred-fold increase in the number of
samples and hence in the computational cost. The efficiency of the sampling is vastly improved improved
if a partitioning of f between P and g can be found such a that g is only slowly varying. Fortunately,
partitionings of this type follow naturally for the energetics of quantum many-body systems.
2.4 Variational Monte Carlo
Variational Monte Carlo (VMC) [98] is the simplest of all QMC methods. As its name suggests, the method
relies on the variational principle of quantum mechanics. A given trial wavefunction ΨT , such as those
reviewed in section 2.2, generally has components on all eigenstates of the Hamiltonian.
|ΨT 〉 =
∑
n
cn|Ψn〉 cn = 〈ΨT |Ψn〉 (2.49)
The trial energy is a weighted sum of the energy spectrum of the Hamiltonian.
ET =
〈ΨT |Hˆ|ΨT 〉
〈ΨT |ΨT 〉 =
∑
n|cn|2En∑
n|cn|2
≥ E0 (2.50)
The trial energy is therefore always larger than the ground state (lowest) energy E0.
The formal statement of the VMC algorithm is simply the calculation of ET via many-body integration
in real space.
EVMC = ET =
∫
dR|ΨT (R)|2EL(R) (2.51)
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The real space integration is performed via the Metropolis method. The integral has been rearranged slightly
to emphasize two important features. First, the many-body wavefunction naturally forms the probability
distribution Ψ∗TΨT . Second, the local energy EL ≡ Ψ−1T HˆΨT approaches a constant (E0) as ΨT approaches
the exact ground state wavefunction. Better forms of ΨT therefore greatly reduce the cost of any approximate
integration scheme since a summation over smaller portion of the phase space is required for an accurate
answer. If ΨT is exact, then integration over any infinitesimal domain is sufficient.
This naturally leads to a second variational principle for the trial wavefunction regarding the variance of
the local energy. If we denote EVMC = 〈EL〉, then the variance σ2VMC is given by
σ2VMC = 〈E2L〉 − 〈EL〉2 ≥ 0 (2.52)
The inequality is a general feature of the variance of any distribution. The variance vanishes only when ΨT
is an eigenstate, or EL = En.
The variational principles for the energy and variance in equations 2.50 and 2.52 can be combined to
judge the relative quality of different trial wavefunctions. If we define the cost function for a given trial
wavefunction as
c[ΨT ] = γEVMC [ΨT ] + (1− γ)σ2VMC [ΨT ] γ ∈ [0, 1] (2.53)
then for any two wavefunctions Ψ1 and Ψ2, c[Ψ1] < c[Ψ2] implies that Ψ1 is closer to the exact ground state.
This property is useful for optimizing trial wavefunctions. In practice, a wavefunction is selected to have one
of the general forms presented in section 2.2. The trial wavefunction is given a limited degree of variational
freedom by selecting analytic forms for ui, uij , or ηij each having a few adjustable parameters {α} (usually
from tens to hundreds in total). The optimal trial wavefunction is obtained by solving equations arising
from the condition ∇αc[ΨT (α)] = 0. Several alternative methods exist for carrying out the optimization
[116, 117], but due to their complexity, they are not detailed here. In practice, Variational Monte Carlo is
primarily employed to obtain high quality trial wavefunctions for use in more accurate projector methods.
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2.5 Projector Monte Carlo methods: DMC and CFQMC
Projector Monte Carlo methods rely on the action of the thermodynamic density matrix ρˆt = exp(−tHˆ) to
remove excited state components from trial wavefunctions.
ρˆt|ΨT 〉 = e−tE0
[
c0|Ψ0〉+
∑
n>0
cne
−t(En−E0)|Ψn〉
]
(2.54)
Since En > E0, all excited state contributions are exponentially damped with respect to the ground state.
Ground state projector methods such as Diffusion Monte Carlo (DMC) take the projection to large imaginary
times to isolate E0, while the excited state method Correlation Function Monte Carlo (CFQMC) considers
intermediate projection times where excited state information is still present. The commonalities of the two
algorithms in the way projection is performed is covered first, followed by details specific to each method.
In each case, a guiding function ΨG is introduced to improve the statistical efficiency [118]. This takes
the form of a similarity transformation of the projector with the operator
ΨˆG =
∫
dR|R〉ΨG(R)〈R| (2.55)
The projection in equation 2.54 is modified to include ΨG.
ΨˆGe
−tHˆ |ΨT 〉 = ΨˆGe−tHˆΨˆ−1G |ΨGΨT 〉 = e−tΨˆGHˆΨˆ
−1
G |ΨGΨT 〉 (2.56)
The transformed Hamiltonian Hˆ takes the following form in real space.
Hˆ = ΨˆGHˆΨˆ−1G = Tˆ + Eˆ (2.57)
Tˆ = −1
2
∇2 +∇ · v + v · ∇+ ELG , v ≡ ∇ log ΨG (2.58)
Eˆ = ELG = Ψ−1G HˆΨG = −
1
2
Ψ−1G ∇2ΨG + V (2.59)
The similarity transformation of the Hamiltonian preserves the energy spectrum so long as ΨˆG is invertible.
This is not the case when ΨG has nodes, yet the transformation is still quite useful for ground state properties
of fermionic systems.
The convolution property of the density matrix e−(t1+t2)Hˆ = e−t1Hˆe−t2Hˆ is used to build the long time
projector from short time representations. In real space the product of short time projectors takes the form
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of a path integral.
e−tHˆ =
M∏
m=1
e−τHˆ (2.60)
=
∫
dRMdRM−1 . . . dR0|RM 〉
M∏
m=1
G(Rm, Rm − 1)〈R0| (2.61)
Here the timestep is defined as τ = t/M and G(R′, R) = 〈R′|e−τHˆ|R〉 is the short time projector in real
space. This approach is feasible because an explicit approximation to G(R′, R) is obtained with a Trotter
breakup [119].
e−τHˆ −−−→
τ→0
e−τ Tˆ e−τ Eˆ (2.62)
The real space forms of e−τ Tˆ and e−τ Eˆ are known as the diffusion and branching Green’s functions.
Gd(R
′, R) = 〈R′|e−τ Tˆ |R〉 = exp
(
− 1
2τ
[R′ −R− τv(R)]2
)
(2.63)
Gb(R
′, R) = 〈R′|e−τ Eˆ |R〉 = exp
(
−τ
[
ELG(R)− E˜0
])
δ(R−R′) (2.64)
A constant factor eτE˜0 has been included in the branching weight where E˜0 is an estimate of the ground state
energy. This factor has been included to prevent the norm of expectation values from growing or shrinking
exponentially in imaginary time.
The path integral represented in equation 2.60 is performed via direct Monte Carlo sampling. Beginning
with a set of configurations {R0} at t = 0 distributed according to |ΨG|2, each configuration is advanced in
imaginary time according to the diffusion Green’s function Gd.
Rt+τ = Rt + τv(Rt) +
√
τηt (2.65)
The variable ηt represents a vector of Gaussian distributed random numbers with unit variance. Each
configuration drifts with velocity v and then diffuses randomly in a fashion reminiscent of Brownian motion.
The effect of v = ∇ log ΨG is to guide the random walk away from low probability areas which greatly
increases the efficiency of the algorithm. At each point along the random walk the branching weight Wt ≡
Gb(Rt) has to be included in estimates of the energy. The DMC and CFQMC algorithms employed in this
work differ in how the branching weight is incorporated as well as other details.
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2.5.1 Features unique to DMC
For Diffusion Monte Carlo [99], the observable that is calculated with the highest degree of accuracy is the
ground state energy.
E0 = lim
t→∞
∫
dR〈R|ELT e−tHˆ|Ψ2T 〉∫
dR〈R|e−tHˆ|Ψ2T 〉
(2.66)
The guiding function in DMC is just the trial wavefunction ΨG = ΨT that has been previously optimized
during a VMC calculation. In the case of fermions, ΨˆT is not invertible and the action of e
−tHˆ on |Ψ2T 〉
preserves the locations of the nodes. Projection with the similarity transformed (or importance sampled)
density matrix finds the lowest energy of any state with the same nodes as ΨT . This is the fixed node
approximation. The fixed node energy obtained at large imaginary time is not the exact ground state
energy, but remains an upper bound to it. In practice, the fixed node DMC energy represents a great
improvement over the VMC energy and is sufficiently accurate for many applications of interest.
Another source of bias present in the DMC algorithm centers around how the branching weights are
handled. Following each drift-diffusion step (see equation 2.65), bGb(Rt) + uc copies of each configuration
are made where u is a uniformly distributed random number between 0 and 1. This process is known
as branching. Branching has the advantage that low energy configurations proliferate and improbable high
energy ones die off. This process can become unstable, leading to a population of configurations that diverges
or vanishes. There are several procedures available to control the population size and stabilize the algorithm.
The most popular is to dynamically adjust the estimate of the ground state energy used for normalization.
E˜0 → E˜0 − 1
gτ
log
Pt
P0
(2.67)
With this adjustment the dynamic population size Pt returns to its equilibrium or target value P0 every g
steps on average. This procedure introduces population control bias in the energy that is large for small g,
but is small for large population sizes.
2.5.2 Features unique to CFQMC
The Correlation Function Quantum Monte Carlo (CFQMC) method attempts to simultaneously calculate
an entire spectrum of excitation energies [100]. In CFQMC, a set of approximate excited state wavefunctions
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are expressed as linear combinations of many-body basis functions.
ΨApproxi =
M∑
j=1
cijΨ
Basis
j (2.68)
Minimizing the Rayleigh quotients 〈ΨAi |Hˆ|ΨAi 〉/〈ΨAi |ΨAi 〉 with respect to the coefficients cij results in a
generalized eigenvalue problem.
∑
j
Hijcjk = Ek
∑
j
Nijcjk (2.69)
Hij ≡ 〈ΨBi |Hˆ|ΨBj 〉 (2.70)
Nij ≡ 〈ΨBi |ΨBj 〉 (2.71)
The eigenvalues obtained in this way are known to be strict upper bounds to the excited state energies from
a generalization of the ground state variational principle [120].
Under the action of the projection operator, the energies from equation 5.2 approach the exact eigen-
spectrum from above exponentially fast in imaginary time. Including the importance sampled projection
operator e−tHˆ into the expectation values for Hij and Nij gives
Hij(t) =
∫
dR〈R|Ψ
B
i
ΨG
ELie
−tHˆΨ
B
j
ΨG
|Ψ2G〉 (2.72)
Nij(t) =
∫
dR〈R|Ψ
B
i
ΨG
e−tHˆ
ΨBj
ΨG
|Ψ2G〉 (2.73)
The variable ELi refers to the local energy of basis state i, ELi = HˆΨ
B
i /Ψ
B
i . The guiding function for
CFQMC should be large whenever any of the basis wavefunctions is large. A simple and efficient form that
achieves this is [100]
ΨG =
(
M∑
i=1
di|ΨBi |2
)1/2
(2.74)
This guiding function is nodeless and so the eigenspectrum of Hˆ is preserved.
Along a single drift-diffusion trajectory [R0, R1, . . . , RM ] of length K, estimates for Hij and Nij are
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accumulated according to the expressions
Hij(nτ) =
1
K
K∑
k=0
Fi(Rk+n)ELi(Rk+n)Wk+n,kFj(Rk) (2.75)
Nij(nτ) =
1
K
K∑
k=0
Fi(Rk+n)Wk+n,kFj(Rk) (2.76)
where Wk+n,k ≡
∏n+k−1
`=k Gb(R`+1, R`) and Fi ≡ ΨBi /ΨG. These estimators have the form of two point
correlation functions in imaginary time. At the completion of a Monte Carlo run, the generalized eigenvalue
problem in equation 5.2 is solved at each point in imaginary time giving projected estimates of the eigenvalue
spectrum {Ei(t)}Mi=1. At large imaginary times, all approximate eigenfunctions collapse to the ground state.
This effect appears in the method as exponentially growing statistical and systematic errors with increasing
imaginary time.
2.6 Density Functional Theory
The foundations of Density Functional Theory were laid first by Hohenberg and Kohn [101] in 1964 followed
by the work of Kohn and Sham [70] in 1965. The Hohenberg-Kohn theorem states that the electronic ground
state energy is a functional of the density and that the mapping between the ground state energy and density
is unique.
E0 = E[ρr] (2.77)
ρr ⇔ E0 (2.78)
The exact density functional can be formally separated into kinetic and potential components.
E[ρ] = T [ρ] + Vion[ρ] + Vee[ρ] (2.79)
Only the functional for the ionic energy is known Vion[ρ] =
∫
drρrVion(r). The kinetic T [ρ] and electron-
electron Vee[ρ] functionals depend only implicitly on the density and must be approximated. In addition,
the work of Hohenberg and Kohn did not provide a way to determine the ground state density.
Both of these problems were partially addressed by Kohn and Sham in the following year. In the Kohn-
Sham approach, the many-body system is replaced by a set of non-interacting particles. In this auxiliary
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system, the effect of interactions between the particles is represented as a mean external field VKS .
−1
2
∇2φ+ VKS(r)φ = KSφ (2.80)
The density of the many-body system is approximated as the sum of densities of the occupied orbitals in
the Kohn-Sham system.
ρ ≈
N∑
i=1
|φi|2 (2.81)
The kinetic energy functional is similarly represented in terms of the orbitals.
Ts[ρ] = −1
2
∑
i
∫
drφ∗i∇2φi (2.82)
The remaining unknown aspects of the exact functional are limited to the potential term. After the
classical (Hartree) potential energy VH [ρ] =
1
2
∫
drdr′ρrρr′/|r − r′| is removed, the Kohn-Sham potential
energy functional is represented as
VKS [ρ] = Vion[ρ] + VH [ρ] + VXC [ρ] (2.83)
Here VXC contains all of the remaining many-body information regarding exchange and correlation effects.
The Kohn-Sham potential is then determined by a simple functional derivative with respect to the density.
VKS(r) =
δVKS [ρ]
δρ
= Vion(r) +
∫
dr′
ρr′
|r − r′| + VXC(r) (2.84)
The exchange-correlation energy VXC [ρ] is typically represented as a local functional of the density.
VXC [ρ] =
∫
drEXC([ρ], r)ρr (2.85)
In this case the exchange-correlation potential is given by
VXC(r) =
δVXC
δρ
= EXC([ρ], r) + ρr δEXC([ρ], r)
δρ
(2.86)
The average energy per electron EXC([ρ], r) can be approximated within the Local Density Approximation
(LDA), where the energetic contribution of an electron at location r is the same as a homogeneous electron
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gas with density ρr [67, 87]. The energy per electron then has the simple form EXC(ρr). A natural extension
is to include contributions from electron density gradients EXC(ρr,∇ρr) as in the Generalized Gradient
Approximation (GGA) [68]. Beyond these approximations a myriad of other modern functionals exist, such
as those including fractions of exact exchange.
The process of a DFT calculation involves the iteration between equations 2.79, 2.86 and 2.80 until self-
consistency is reached. Beginning with an initial guess for the charge density, the iteration process has the
schematic form
ρr → VXC(r)→ {φ} → ρr · · · (2.87)
Once the charge density no longer varies in the cycle, the ground state energy is calculated with the desired
density functional.
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Chapter 3
The Quantum Energy Density:
Improved QMC Efficiency for Defect
Calculations
In this chapter, a physically meaningful representation of a quantum energy density is established for use in
Quantum Monte Carlo calculations. The energy density operator, defined in terms of Hamiltonian compo-
nents and density operators, returns the correct Hamiltonian when integrated over a volume containing a
cluster of particles. This property is demonstrated for a Helium-Neon “gas,” showing that atomic energies
obtained from the energy density correspond to eigenvalues of isolated systems. The formation energies of
defects or interfaces are typically calculated as total energy differences. Using a simple model system where
a single plane of Si atoms are replaced with Ge, it is shown that interfacial energies can be calculated more
efficiently with the energy density since the region of interest is small. It is also demonstrated that the
energy density correctly transitions to the bulk limit away from the interface where the correct energy is
obtainable from a separate total energy calculation.
3.1 Background and Motivation for the Energy Density
A description of local energetics at the quantum level opens the possibility of greater insight into properties
as fundamental as bonding or energy transport in matter. In electromagnetism, formulations of the energy
density constitute an integral part of the theory, but quantum analogues of the classical representations have
received only limited attention. As in the classical setting, representations of the quantum energy density are
not unique, but this ambiguity is mitigated somewhat by the fact that each representation is an observable
of the quantum system.
The search for a more complete understanding of energy transport in phonon systems led Hardy [121]
to define a quantum energy density operator, closely related to the Hamiltonian, nearly 50 years ago. The
perspective taken in that work was to associate distinct energies with each quantum particle. Later on,
and perhaps independently, Ziesche and Lehmann [122] introduced alternative representations of the kinetic
energy density as well as a field form of the potential energy for both the many-body wavefunction and
Kohn-Sham [70] orbitals. Similar forms were also recognized by Chetty and Martin [123], and have recently
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been applied [86] to the problem of defect formation energies and surface relaxations, strictly in the context
of Density Functional Theory [101] (DFT).
In this work, we expand on past conceptions of the quantum energy density and investigate its application
within Quantum Monte Carlo (QMC) calculations, which allow access to the many-body properties of
quantum systems with high accuracy. Following the work of Hardy, we seek quantum operators to represent
observable forms of the energy density. A new form of the kinetic energy density operator is presented,
disrupting the notion of unique kinetic energies within specialized atomic volumes [86]. If the perspective is
taken that particles carry the energy, we also show that the partitioning of potential energy among various
charge species is not arbitrary, but must take a unique form if long-ranged energy transfers between neutral
subsystems are to be avoided. Appropriate forms of the energy density operator for use in Diffusion Monte
Carlo [118, 124] (DMC) simulations are established with special consideration taken of typical use cases such
as twist averaging [104]. As the energy operator for a subsystem does not, in general, commute with the
Hamiltonian, we compare the appropriateness of mixed versus extrapolated estimates of subsystem energies.
A great advantage of such a local description of energetics is that it offers an alternative to the “brute
force” approach of calculating formation energies from total energy differences, which is currently the stan-
dard way of obtaining formation energies of surfaces, interfaces, and defects. A large portion of this compu-
tational effort is extraneous due to cancellation between similar parts of the systems. For Quantum Monte
Carlo, the situation is particularly bad since these similar regions contribute substantially to the statistical
variance while adding nothing to the final answer. The use of densities reduces this problem, since quantities
are accumulated over the area of interest alone, eliminating the noise from other regions. The efficiency gains
of this approach can be quite substantial, especially if the region of interest is small compared to the total
simulation volume, a property we demonstrate in a simple interface system: a single plane of germanium
atoms within bulk silicon.
The remainder of the chapter is organized as follows. In section 3.2 we derive kinetic and potential
energy densities (along with corresponding operators) starting from standard expressions for the respective
energies. A single form of the energy density operator is recommended for use in DMC. A more rigorous
derivation of the energy density operator from imposing successive physical constraints on a general initial
form is explored next in section 3.3. Special care is required in the case of periodic Ewald [102] interactions.
Potential energy densities in Ewald systems are treated in section 3.4. The preferred form of the energy
density operator is validated in section 3.5 with a model of a Helium-Neon gas. This system is chosen
because the atoms involved are approximately non-interacting, providing the expectation of separable atomic
energies. Efficiency enhancements for QMC energy difference calculations are explored in detail in section
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3.6 with a simple model system, where germanium atoms are confined to a single crystal plane in silicon.
In section 3.7, we find the Kohn-Sham energy density resulting from our representation and demonstrate
its close relationship with one recently employed in DFT by Yu, Trinkle, and Martin [86]. We also compare
atomic energies of a model interfacial system obtained with the Martin form in DFT with Diffusion Monte
Carlo results. Our major conclusions are then summarized in section 3.8.
3.2 Suggestive Derivation of the Energy Density
All descriptions of energy density (Er) must satisfy the simple requirement
E =
∫
drEr (3.1)
where E is the total energy. While eq. 3.1 is only loosely constraining, it can be used to arrive at fairly natural
forms for the energy density. When these forms are recast in terms of energy density operators, it becomes
clear that this “natural” approach amounts to preserving the exchange symmetries of the Hamiltonian in
each corresponding energy density operator. Even within such highly symmetric forms, ambiguity remains.
Valid forms of the energy density are screened on the basis of their suitability for use in QMC calculations.
3.2.1 Kinetic Energy Density
The hermiticity of the momentum operator immediately provides three equivalent forms for the kinetic
energy
T = −1
2
∑
i
〈∇2iΨ|Ψ〉 (3.2)
=
1
2
∑
i
〈∇iΨ|∇iΨ〉 (3.3)
= −1
2
∑
i
〈Ψ|∇2iΨ〉 (3.4)
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where the sum is over all quantum particles. Using exchange symmetries and transforming to real space,
these forms become
T = −N
2
∫
dR∇21Ψ(R)∗Ψ(R) (3.5)
= −N
2
∫
dR∇1Ψ(R)∗∇1Ψ(R) (3.6)
= −N
2
∫
dRΨ(R)∗∇21Ψ(R) (3.7)
where R represents the N particle coordinate vector, R = [r1, r2, . . . , rN ]. For notational convenience, we
introduce R\i which is just R excluding ri.
In the spirit of the number density, ρr ≡ N
∫
dR\1 |Ψ(r,R\1)|2, we recognize distinct kinetic energy
densities:
TL
2
r = −
N
2
∫
dR\1∇2rΨ(r,R\1)∗Ψ(r,R\1) (3.8)
TLRr =
N
2
∫
dR\1∇rΨ(r,R\1)∗∇rΨ(r,R\1) (3.9)
TR
2
r = −
N
2
∫
dR\1Ψ(r,R\1)
∗∇2rΨ(r,R\1) (3.10)
The superscripts denote the direction of action of the gradients in the expectation value, left (L) or right
(R). TL
2
r and T
R2
r have the undesirable feature of being complex valued. After separating the real and
imaginary parts, the relationship between the three energy densities takes a more illuminating form with
help from the chain rule
TR
2
r − TL
2
r =
i
2
∇r · jr (3.11)
TR
2
r + T
L2
r
2
= TLRr −
1
4
∇2rρr (3.12)
where ρr and jr are the number and current densities, respectively.
To construct operators corresponding to the above densities, we insert density operators within the
standard operator for the total kinetic energy:
Tˆ =
1
2
∑
i
pˆ2i (3.13)
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The real space density operator for particle i is defined as
δˆrri =
∫
dR|R〉δrri〈R| (3.14)
Since each density operator integrates to the identity
∫
drδˆrri =
∫
dR|R〉〈R| ≡ 1ˆ (3.15)
any insertion of density operators into Tˆ will create a kinetic energy density operator TˆXr satisfying the
normalization condition
∫
drTˆXr = Tˆ (3.16)
The operators corresponding to TL
2
r , T
LR
r , and T
R2
r are then given by
TˆL
2
r =
1
2
∑
i
pˆ2i δˆrri (3.17)
TˆLRr =
1
2
∑
i
pˆiδˆrri pˆi (3.18)
TˆR
2
r =
1
2
∑
i
δˆrri pˆ
2
i (3.19)
as can be confirmed directly by calculating 〈Ψ|TˆXr |Ψ〉. The complex nature of TL
2
r and T
R2
r surfaces here
in the non-hermiticity of their operators. Again, a symmetric combination remedies the problem:
TˆL
2+R2
r =
1
2
∑
i
pˆ2i δˆrri + δˆrri pˆ
2
i
2
(3.20)
Density operator insertion also reveals a less obvious “modulus” form:
Tˆmodr =
1
2
∑
i
|pˆi|δˆrri |pˆi| (3.21)
Though difficult to apply in real space, this form is perfectly reasonable in a momentum space formulation
since |pˆ||p〉 = |p||p〉. Since Tmodr cannot be related to the other forms of the kinetic energy densities by
introducing a vanishing surface term, integration over “gauge independent” [86] volumes will not provide
unique kinetic energies.
In Diffusion Monte Carlo calculations, expectation values of observables are approximated by “mixed”
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estimates:
〈A〉 ≈ 〈Ψ0|Aˆ|ΨT 〉〈Ψ0|ΨT 〉 (3.22)
Here Aˆ is the observable in question, ΨT is a variational approximation of the ground state, and Ψ0 is the
exact ground state (for fermions it is actually the lowest energy state sharing the nodes [99, 124]/phase [125]
of ΨT ). Any leftward (L) acting representations of the kinetic energy operator are challenging for DMC,
since they involve derivatives of Ψ0, and hence derivatives of the projection operator used to obtain Ψ0 from
ΨT . It would therefore be ideal if Tˆ
R2
r could be used to obtain the energy density. Fortunately, there is a
class of situations which makes this choice possible.
In order to reduce finite size effects, observables in QMC calculations of extended systems are often
calculated with twist averaged boundary conditions (TABC), i.e. they are integrated over the first Brillouin
zone of the simulation cell. At each k-point, solutions (Ψk) to the Schrodinger equation [91] satisfy a many-
body form [126, 127] of the standard [103] Bloch condition, and hence Ψ−k = Ψ∗k. From this, we can relate
TL
2
r,k and T
R2
r,k :
TR
2
r,−k = 〈Ψ−k|TˆR
2
r |Ψ−k〉
= 〈Ψk|TˆR2†r |Ψk〉
= 〈Ψk|TˆL2r |Ψk〉
= TL
2
r,k (3.23)
If the k-point set used to approximate the Brillouin zone integration has inversion symmetry, we further see
that
TR
2
r,TABC =
1
Nk
∑
k
TR
2
r,k
=
1
Nk
∑
k
TR
2
r,k + T
R2
r,−k
2
=
1
Nk
∑
k
TR
2
r,k + T
L2
r,k
2
= TL
2+R2
r,TABC (3.24)
Thus TR
2
r,TABC will be real-valued for pure (non-mixed) estimators as long as inversion symmetry of the
k-point grid is maintained. For DMC, the mixed estimator (see eq. 3.22) will again yield a complex-valued
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kinetic energy density, but since the imaginary part is due solely to errors in the trial function ΨT , it can
simply be ignored. In the remainder of the chapter, TˆR
2
r is used as the kinetic energy density operator.
3.2.2 Potential Energy Density
In deriving the potential energy density, we consider a system comprised of electrons (neglecting spin) and
identical ions with nuclear charge Z. This choice is made to simplify the analysis while maintaining the
essential partitioning between fast moving particles (the electrons) and slow moving or immobile particles
(the ions). Generalizing to multiple ionic or spin species, or any other system interacting via pair potentials,
is straightforward. The potential energy operator of such a system is given by
Vˆ =
1
2
∑
i6=j
vˆeerirj +
∑
i`
vˆeIrir˜` +
1
2
∑
` 6=m
vˆIIr˜`r˜m (3.25)
where vee, veI , and vII are the electron-electron, electron-ion, and ion-ion Coulomb energies, respectively.
In the above and in following expressions, electron coordinates are denoted ri or rj while ion coordinates
are denoted r˜` or r˜m.
In order to translate the potential energy into a density, we enlist the help of the pair density operator
and its factorization according to electron or ion species
ρˆrr′ =
∑
p 6=p′
δˆrrp δˆr′r′p (3.26)
=
∑
i 6=j
δˆrri δˆr′rj +
∑
i`
δˆrri δˆr˜′r˜`
+
∑
i`
δˆrr˜` δˆr′ri +
∑
` 6=m
δˆrr˜` δˆr′r˜i (3.27)
= ρˆeerr′ + ρˆ
e
rρˆ
I
r′ + ρˆ
I
r ρˆ
e
r′ + ρˆ
II
rr′ (3.28)
where ρˆer and ρˆ
I
r are the single particle density operators
ρˆer =
∑
i
δˆrri ρˆ
I
r =
∑
`
δˆrr˜` (3.29)
By rewriting the pair potential operators in the form
vˆrirj =
∫
drdr′δˆrri δˆrrj vˆrr′ (3.30)
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the total potential energy becomes
V = 〈Ψ|Vˆ |Ψ〉 (3.31)
=
1
2
∫
drdr′
[
ρeerr′v
ee
rr′ + ρ
e
rρ
I
r′v
eI
rr′
+ ρIrρ
e
r′v
Ie
rr′ + ρ
II
rr′v
II
rr′
]
(3.32)
In this step, we have made use of the Born-Oppenheimer approximation, [108] so that ρeIrr′ ≈ ρerρIr′ with ρer
depending on ion positions. This immediately suggests potential energy densities “belonging” to electrons
or ions
V er =
1
2
∫
dr′
[
ρeerr′v
ee
rr′ + ρ
e
rρ
I
r′v
eI
rr′
]
(3.33)
V Ir =
1
2
∫
dr′
[
ρIrρ
e
r′v
Ie
rr′ + ρ
II
rr′v
II
rr′
]
(3.34)
The separation of terms is made on the basis of whether r is equal (via a delta function) to an electron or
ion coordinate.
In many electronic structure calculations, including the majority of QMC calculations, the ions are
considered to be classical and immobile. In this case, densities for the ion terms revert to collections of delta
functions
ρIr =
∑
`
δrr˜` ρ
II
rr′ =
∑
` 6=m
δrr˜`δr′r˜m (3.35)
and so the electron and ion potential energy densities become
V er =
1
2
∫
dr′ρeerr′v
ee
rr′ +
1
2
ρer
∑
`
veIrr˜` (3.36)
V Ir =
1
2
∑
`
δrr˜`
∫
dr′ρer′v
Ie
rr′ +
1
2
∑
`
δrr˜`
∑
m 6=`
vIIr˜`r˜m (3.37)
When rewritten as an operator, the potential energy density takes on the strikingly simple form
Vˆr =
∑
i<j
δˆrri + δˆrrj
2
vˆeerirj +
∑
i`
δˆrri + δˆrr˜`
2
vˆeIrir˜`
+
∑
`<m
δˆrr˜` + δˆrr˜m
2
vˆIIr˜`r˜m (3.38)
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Thus each particle carries half the energy of any pair interaction in which it participates. As we show in
section 3.3, this equal sharing of potential energy between particles, regardless of charge, is not accidental.
Without it, energy would be transferred over large distances between otherwise non-interacting (neutral)
systems.
It is worth noting that if vˆeIrir˜` is replaced by a non-local pseudopotential
vˆPPrir˜` =
∑
Y
|Y 〉vYrir˜`〈Y | (3.39)
in the analysis above (with {Y } representing spherical harmonics), the density operator for pseudopotential
energy has the same form
Vˆ PPr =
∑
i`
δˆrri + δˆrr˜`
2
vˆPPrir˜` (3.40)
Thus pseudo-ions are treated on the same footing as other particles.
An alternative form can be introduced which bears some similarity to the classical energy density of
electric fields. If we denote the Coulomb potential due to a point charge q sitting at rq as v
q
rrq and recall
that −∇2rvqrr′ = qδrr′ , the potential energy of a pair of charges can be written in the following way
vqq
′
rqrq′ =
∫
drvqrrqq
′δrr′q (3.41)
= −
∫
drvqrrq∇2rvq
′
rrq′ (3.42)
=
∫
dr∇rvqrrq∇rvq
′
rrq′ −
∫
ds · vqrrq∇rvq
′
rrq′ (3.43)
If the integral is taken over the entire simulation domain, then the surface term vanishes and we are left
with an energy density for the pair:
vqq
′
r = ∇rvqrrq∇rvq
′
rrq′ (3.44)
The resulting energy density for a collection of point charges involves products of electric fields from different
particles, rather than the square of the total electric field, and thus avoids the infinite energy involved in the
formation of a point charge. Applying the transformations entailed in eqs. 3.41-3.43 to eq. 3.25, a density
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operator that stores potential energy in these single particle fields is
Vˆ fieldr =
∑
i<j
∇rvˆerri∇rvˆerrj +
∑
i`
∇rvˆerri∇rvˆIrr˜`
+
∑
`<m
∇rvˆIrr˜`∇rvˆIrr˜m (3.45)
It should be noted that this field form assumes a system composed of Coulomb particles. It is unlikely that
similar forms exist for general pair interactions, e.g. dispersive interactions between helium atoms cannot be
described by the electric field arising from a static charge density since they arise from induced correlations
between particles.
Despite its potential lack of generality, the field form poses other difficulties for QMC calculations. First,
Vˆ fieldr would have to be evaluated over an entire grid or basis expansion for each sample, whereas Vˆr can be
accumulated with a simple histogramming approach. Second, the divergences in ∇rvqrrq∇rvq
′
rrq′ would result
in a high variance, since large positive or negative values would be accumulated as any particle passed near a
grid point. Similarly, a basis expansion of V fieldr would have difficulty capturing the divergences, potentially
introducing bias as well as having a large variance. For these reasons, we prefer Vˆr for use in QMC.
3.2.3 Total Energy Density
To summarize, the energy density operator we have derived has the following form
Eˆr = 1
2
∑
i
δˆrri
pˆ2i +∑
j 6=i
vˆeerirj +
∑
`
vˆeIrir˜`

+
1
2
∑
`
δˆrr˜`
∑
i
vˆIerir˜` +
∑
m6=`
vˆIIr˜`r˜m
 (3.46)
Its essential quality is to break up the total energy into single particle contributions, with the particles
themselves carrying the kinetic and potential energy (as expressed by the delta functions).
If the energy density operator is integrated over a subvolume of the entire domain, it returns a Hamil-
tonian operator which reasonably represents that subsystem. As an example, consider the Hamiltonian for
an infinite number of particles inhabiting all of space. If the particles are constrained to undergo periodic
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motion in an array of cells, we have an extended Ewald system with energy density operator
Eˆ∞r =
1
2
∑
c
∑
i
δˆrrci
pˆ2ci +∑
j 6=i
vˆrcircj

+
1
2
∑
c6=c′
∑
ij
[
δˆrrci vˆrcirc′j + δˆrrc′j vˆrcirc′j
]
(3.47)
where c is the cell index, and rci is the position of the i-th particle in cell c. Integrating this energy density
operator over a single periodic cell results in the familiar Ewald Hamiltonian involving only the particles in
the cell, along with the potential felt by periodic images
∫
Ω0
drEˆ∞r =
∑
i
pˆ20i
2
+
∑
i<j
vˆr0ir0j +
1
2
∑
c6=0
∑
ij
vˆr0ircj (3.48)
In order to calculate the potential energy density resulting from Ewald interactions, special care must be
given to separate out single particle energies (including the partitioning of constant terms). This issue is
addressed in more detail in section 3.4.
3.3 The Energy Density Operator from Successive Constraints
The energy density operator Eˆr can be derived by starting with a general form and imposing successive
physical conditions. Specifically, Eˆr must integrate to the Hamiltonian (
∫
drEˆr = Hˆ) and will be constrained
to share its symmetries. It will also be required to obey an isolation principle: neutral atoms far away from
each other do not exchange energy. As the energy density operator is not unique, one condition will involve
a conscious choice of representation and hence is a matter of taste or convenience.
The real space form of the energy density operator can be represented as
Eˆr =
∑
i
ai(r,R)hˆi +
∑
i<j
bij(r,R)vˆij (3.49)
where hˆi is the single particle Hamiltonian of particle i and vˆij is the potential between particles i and j.
The functions airR and b
ij
rR distribute the energy from each term over space (r), possibly depending on all
particle coordinates (R). In all expressions, i labels a particle, while the composite index ij labels a bond,
and so ij and ji are interchangeable.
We ignore the noncommutativity of hˆi and a
i
rR, since a more general representation only leads to an
arbitrary linear combination of TˆL
2+R2
r , Tˆ
LR
r , Tˆ
mod
r , or other equivalent forms adding unnecessary clutter
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to what follows. As before, we select TˆR
2
r for practical reasons, which eq. 3.49 reflects.
The terms already present in a Hamiltonian do not change form when a new particle is added to the
system. In particular, they do not depend on the position or momentum of the new particle. The final form of
the Hamiltonian also does not depend on the order in which particles are added. Imposing these invariances
on the energy density constrains the distribution functions to depend only on the particle coordinates of the
corresponding Hamiltonian terms:
ai(r,R) = ai(r, ri) b
ij(r,R) = bij(r, ri, rj) (3.50)
Next, we specify where the energy is to be stored. The energy can be stored in fields of various kinds,
such as bijrrirj = ∇rvrri∇rvrrj/vrirj , as we have seen before. However, we will view the energy as being
carried by the particles:
ai(r,R) = ai(ri)δrri (3.51)
bij(r,R) = biji (ri, rj)δrri + b
ij
j (ri, rj)δrrj (3.52)
The physical system is invariant under the translation or inversion of all particles (ri → ri + ∆r and
ri → −ri), so
ai(r,R) = aiδrri (3.53)
bij(r,R) = biji (ri − rj)δrri + bijj (ri − rj)δrrj (3.54)
biji/j(−r) = biji/j(r) (3.55)
Since the energy density merely redistributes energy, we have the normalization condition
∫
drEˆr = Hˆ,
which further requires
ai = 1 biji (rij) + b
ij
j (rij) = 1 (3.56)
The energy density operator must also be invariant under the exchange of identical particles (ri ↔ rj):
biji (rij) = b
ij
j (rij) =
1
2
(identical particles) (3.57)
To establish the same partitioning of interaction energy among disparate particles, consider a system
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comprised of a nucleus n of charge Z and Z + 1 electrons. Integrating the pair potential energy density
operator over a volume containing only electron Z + 1
vˆZ+1 =
∫
ΩZ+1
drVˆ pairr (3.58)
=
1
2
Z∑
i=1
1
|rZ+1 − ri| −
Zbene (rZ+1 − rn)
|rZ+1 − rn| (3.59)
Since the unknown function bene depends only on the positions of the nucleus and electron Z + 1, we are free
to consider any configuration of the first Z electrons. By moving them arbitrarily close to the nucleus, the
interaction energy between the electron and the compressed atom must vanish
vˆZ+1 → Z|rZ+1 − rn|
(
1
2
− bene (rZ+1 − rn)
)
= 0 (3.60)
This can only be satisfied if bene (rZ+1 − rn) = 1/2 and thus benn (rZ+1 − rn) = 1/2 also.
Though the configuration used to establish this point is highly improbable in nature, any deviation from
an equal partitioning of energy has real physical consequences. If the electron and atom were a large distance
apart (far enough so that dispersive forces are negligible, but Coulomb forces are not), the same conclusion
is reached since the atomic size is small compared to the separation distance. The equal sharing guarantees
that the energy shared with the distant electron by the electron cloud and nucleus exactly cancel. If this
were not the case, the energy attributed to a neutral atom far from a neutral chunk of matter would vary
like 1/r, causing a long ranged energy transfer between effectively isolated systems.
Since any pairing of electrons and/or protons (e − e, e − p, or p − p) results in each particle carrying
1/2 of the interaction energy, it immediately follows that a pair of composite particles (such as nuclei with
differing charge) also evenly split interaction energy. This line of reasoning also extends to coarse grained
models of atomic interactions, such as Helium atoms interacting via an approximate pair potential. Thus if
particles carry the energy, the energy density operator must have the form
Eˆr =
∑
i
δrri hˆi + hˆiδrri
2
+
∑
i<j
δrri + δrrj
2
vˆij (3.61)
which has been symmetrized to restore hermiticity.
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3.4 The Ewald Potential Energy Density
To compute the energy density according to eq. 3.46, the energy carried by a single particle must be
determined. In the standard breakup of the Ewald potential [102, 128] into long and short ranged parts, it is
not immediately obvious how constant terms in the potential energy should be distributed among particles.
Beginning with the general description of energy density in an infinite Ewald system (eq. 3.47), we determine
the correct partitioning.
The single particle energy is isolated by integrating the energy density around particle i in an arbitrary
cell
vi =
1
2
∑
j 6=i
vij(rij) +
1
2
∑
L6=0
∑
j
vij(rij + L) (3.62)
The set of vectors {L} mark the centers of the infinite cell array. Dividing each Ewald pair potential into
long and short ranged components
∑
L
vij(r + L) = v
s
ij(r) + v
`
ij(r) (3.63)
and denoting corresponding Fourier transforms as v˜sij(k) and v˜
`
ij(k), we find the desired single particle energy
vi =
1
2
∑
j 6=i
vsij(rij)− v˜sij0 + ∑
0≤|k|≤kc
eikrij v˜`ijk
+ 1
2
−v˜sii0 − v`ii(0) + ∑
0≤|k|≤kc
v˜`iik
 (3.64)
The standard expression for the total Ewald potential is recovered by summing over all particles. Similarly,
the Ewald potential energy density is the sum of single particle densities
V Ewaldr =
∑
i
δrrivi (3.65)
3.5 Demonstration of Separability: A Helium-Neon “Gas”
The energy density is perhaps best understood as a partitioning of the total energy among particles. If the
energy density provides a physical description of this partitioning, it should match the partitioning naturally
found in separable systems. For example, the atoms in a low density Helium-Neon gas only weakly interact
and so, to a good approximation, the total many body wavefunction separates into a product of atomic
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Total Kinetic Potential
He isolated -2.8629(08) 2.6543(67) -5.5172(68)
He integrated -2.8622(10) 2.6470(60) -5.5093(60)
Ne isolated -33.9157(32) 22.571(25) -56.487(25)
Ne integrated -33.9159(26) 22.566(16) -56.482(17)
Table 3.1: Total, Kinetic, and Potential atomic energies for He and Ne from isolated total energy calculation
or integrated energy density of He-Ne pair. All energies are in Hartree units. Parentheses indicate statistical
uncertainty in the last two decimal places.
wavefunctions, Ψtot =
∏
a Ψa. In this case, the total energy also separates into a sum of atomic energies:
Etot = 〈Ψtot|Hˆtot|Ψtot〉 ≈
∑
a
〈Ψa|Hˆa|Ψa〉 =
∑
a
Ea (3.66)
Such atomic energies constitute a physically meaningful partitioning of the energy, which should be reflected
in the energy density. Any deviation from this partitioning can be considered a long-ranged transfer of
energy between otherwise non-interacting systems. As shown in appendix 3.3, the energy density operator
of eq. 3.46 should be capable of isolating these atomic energies when integrated over single atom volumes.
To test this property, we have performed Variational Monte Carlo [98] simulations of three systems: a
single Helium atom, a single Neon atom, and a Helium-Neon pair, each using the Ewald summation to
represent an infinite gas. In all cases, the interatomic distance was fixed at 14 Bohr on a square lattice and
pseudopotentials generated with the OPIUM [129] program represented ion cores (nucleus of Helium and the
He core of Neon). Orbitals were generated by the Quantum Espresso [130] package with a cutoff of 150 Ry.
The conclusions reached here are insensitive to these choices and also generalize to DMC calculations, since
DMC can be represented as a reweighting of VMC configurations.
The results of the calculations are shown in table 3.1. The integrated energies from the Helium-Neon
pair system match the energies of the single atom systems to within a few mRy, verifying that the energy
density operator partitions the energy in a physically meaningful way.
3.6 Efficient Energy Differences: Germanium Layer in Silicon
Beyond providing physical insight into local energetics, the energy density is particularly useful in QMC
because it can reduce the statistical variance of energy differences. In some cases the desired quantity can be
obtained in a single calculation with the energy density, [86, 123] enabling an even larger efficiency gain. To
illustrate these points, we have performed a series of DMC energy density calculations for an model interface
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Figure 3.1: Total (a), kinetic (b), and potential (c) atomic DMC energies for 12 × 1 × 1 systems. Bulk Si
is shown in blue with Ge interface system in red. Atomic positions are projected onto the Cartesian x-axis
and shown in units of a/2. Each atom represents an equivalent (100) plane.
system, where variations in the energy density are expected to vary along only one spatial direction.
Since we are interested only in demonstrating the efficiency enhancement of the energy density over
total energy calculations, we introduce several idealizations in our system. First, the interfacial layer is
represented by a plane of single atoms. Second, the foreign specie is chosen to be germanium since it is not
expected to introduce long-ranged charge disturbances. Third, the cell dimensions parallel to the interfacial
layer are chosen minimally; the system is represented as a line of 2-atom primitive cells (8, 12, or 16 cells
long) and the germanium layer is formed by replacing a single Si atom with Ge, forming a (100) plane.
These idealizations are made for convenience only and do not affect our conclusions.
It is natural to discuss the energy density in terms of atomic energies. Here volumes assigned to each
atom are chosen to be the Voronoi [131] polyhedra of the nuclei. Though more physically motivated and
transferable volumes can be found, [86] they cannot be determined beforehand which makes a histogramming
approach difficult. An algorithm could likely be developed to find these volumes during a QMC simulation,
but the resulting gains may not be worth the effort unless one is interested in assigning precise energies to
each individual atom. In many cases, the region of interest is joined to a bulk region where any repeated
volumes of the appropriate size will contain the same energy due to the periodicity of the lattice. Thus
differing definitions in atomic volumes can only change the location of the boundary enclosing the bulk by
no more than a single periodic unit.
Total, kinetic, and potential atomic energies for the 24-atom system (12× 1× 1 tiled primitive cell) are
shown in figure 3.1. The energy profiles are asymmetric due to the bipartite diamond lattice. As expected,
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Figure 3.2: Energy difference (a) and speedup (b) vs. integration distance from Ge layer. Energy differences
between the layer and bulk systems are marked in black. Quantities in red use the bulk-like region of the
Ge layer system to estimate bulk energies. Speedup is relative to standard total energy differences.
atomic energies for the interfacial system relax to bulk values away from the Ge plane, further establishing
the local quality of the energy density operator (eq. 3.46).
In Diffusion Monte Carlo, the total energy is estimated more accurately than other quantities, since
the mixed estimator provides the exact answer, Emix = 〈Ψ0|Hˆ|ΨT 〉/〈Ψ0|ΨT 〉 = E0. Observables (O) that
do not commute with the Hamiltonian are typically calculated using the extrapolated estimate, Oextrap ≡
2Omix − Otrial, which is accurate to second order in the trial wavefunction error. Here Otrial is obtained
from a separate VMC calculation.
The energy density presents an interesting situation: although it is intimately related to the total energy,
the energy density operator does not commute with the Hamiltonian. For very small volumes (δΩ), it is
reasonable to expect the mixed estimate to be more accurate, since
∫
δΩ
drEˆr and Hˆ will be most different.
It is also clear that for volumes (Ω′) approaching the system size, the commutator of
∫
Ω′ drEˆr and Hˆ tends
to zero. Thus there will always be some integration volume for which the mixed estimator is more accurate.
For cases similar to our interfacial example, the right choice for calculating total energy differences from
energy densities is the mixed estimator. Since the DMC total energy is correct for the bulk system, the bulk
atomic energies are also correct due to symmetry. The same conclusion is reached for atomic energies in the
bulk-like regions of the interfacial system, since they match the energies of the bulk system (see fig. 3.1).
Thus the energy of the interfacial region as acquired via the mixed estimator is exact (i.e. the integral of
the energy density over the region). In this case the extrapolated value underestimates the exact value by
the VMC error.
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Due to the cancellation of atomic energies in the bulk-like regions, the energy difference of interest can
be written as
Elayertot − Ebulktot =
∫
Ωd
drE layerr −NdEbulka (3.67)
where the volume Ωd encloses all energy disturbances due to the Ge layer, Nd is the number of atoms within
Ωd, and E
bulk
a is the energy per atom of bulk. As in the standard approach, E
bulk
a can be acquired from a
separate bulk calculation, but the energy density provides an alternative. It can also be estimated from the
bulk-like region of the Ge layer system
Ebulka =
1
Nb
∫
Ωb
drE layerr (3.68)
with Ωb and Nb satisfying Ωd ∪Ωd = Ωtot and Nd +Nb = Ntot, respectively. Thus the energy difference can
be obtained from a single calculation.
Figure 3.2a shows the convergence of the energy difference as the integration volume surrounding the Ge
layer is increased. The final point in black corresponds to the standard total energy difference. Consistent
with fig. 3.1, the energy difference converges to its final value once a few neighboring layers are summed
over.
The statistical variance is also greatly reduced relative to total energy differences, resulting in a significant
speedup as shown in figure 3.2b. The speedup is defined as the ratio computer times required to reach the
same statistical error using the respective approaches. For the smallest converged volumes, the computational
cost is diminished by a factor of 16. In general the speedup achieved depends on the relative size of the
subsystem of interest. For a system of nearly uniform composition with Ntot atoms and a subsystem of Nsub
atoms, it will roughly scale as Ntot/Nsub.
This can amount to a substantial savings, since a series of calculations of increasing size are often
performed to extrapolate to the thermodynamic limit. To represent this process, figure 3.3 displays atomic
energies for the 16, 24, and 32 atom Ge interface systems. For our model system, finite size effects due
8× 1× 1 12× 1× 1 16× 1× 1
layer & bulk 3.5 6.6 8.9
layer only 9.3 16.3 22.0
Table 3.2: Speedup at fixed integration volume for various system sizes (M × 1× 1 primitive cell tilings).
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Figure 3.3: Total atomic DMC energies for 16, 24, and 32 atom Ge layer systems vs atomic position.
to confinement and artificial periodicity are rather small, as evidenced by the similarity of the Ge energy
profiles. The same integration volume can therefore be used throughout to obtain the energy differences.
The speedup gained by the energy density approach in each case is summarized in table 3.2.
3.7 Comparison to DFT Energy Density
Though Density Functional Theory (DFT) originated with the mapping of the ground state density onto the
total energy, its use has been extended to include a variety of other physical observables. Since many these
properties represent an approximation beyond the use of inexact functionals (i.e., their accuracy depends
on the overall physical relavance of the Kohn-Sham system itself), their fidelity to the true system must be
assessed via benchmark calculations. The addition of the energy density to this repertoire should be afforded
the same comparison.
Since Kohn-Sham DFT is formulated in terms of a Hamiltonian, the transformations found earlier can
be used to obtain a DFT energy density. We will start with the expression for the DFT total energy as
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Figure 3.4: Atomic energies referenced to respective bulk values of the 8 × 1 × 1 Ge layer system. Results
for DMC are shown in red and DFT in black.
found in Yu, et al. [86]
EDFTtot = T + Vee + VeI + VII (3.69)
T = −1
2
∑
n
fn
∫
drφ∗nr∇2rφnr (3.70)
Vee =
1
2
∫
drdr′ρrvCrr′ρr′ +
∫
drρrXC(ρr,∇rρr) (3.71)
VeI =
∫
dr
∑
`
[
ρrV
L
rr`
+
∑
nY
φ∗nrV
NL
Y rr`
PˆY φnr
]
(3.72)
VII =
∑
`<m
Z`Zmv
C
`m (3.73)
where r & r` are the electronic and ionic coordinates, φnkr and ρr are the DFT orbitals and density, v
C
is the bare Coulomb energy, and V Lrr` and V
NL
Y,rr`
are the local and non-local parts of the pseudopotential
centered on ion `.
Applying the transformations
∇2r1 → δrr1∇2r1 (3.74)
vCr1r2 →
δrr1 + δrr2
2
vCr1r2 (3.75)
V L/NLr1r` →
δrr1 + δrr`
2
V L/NLr1r` (3.76)
to eq. 3.69, we find expressions for DFT kinetic and potential energy densities associated with either the
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electrons or ions:
T er = −
1
2
∑
n
fnφ
∗
nr∇2rφnr (3.77)
V er = ρr
[
1
2
∫
dr′vCrr′ρr′ + XC(ρr,∇rρr) +
1
2
∑
`
V Lrr`
]
+
1
2
∑
`nY
φ∗nrV
NL
Y rr`
PˆY φnr (3.78)
V Ir =
∑
`
δrr`
[
1
2
∑
m6=`
Z`Zmv
C
`m +
1
2
∫
dr′ρr′V Lr′r`
+
1
2
∑
nY
∫
dr′φ∗nrV
NL
Y r′r` PˆY φnr
]
(3.79)
For comparison, the energy density of Yu, et al. [86] is
T er = −
1
2
∑
n
fnφ
∗
nr∇2rφnr (3.80)
V er = ρr
[
1
2
∫
dr′vCrr′ρr′ + XC(ρr,∇rρr) +
1
2
∑
`
V Lrr`
]
(3.81)
V Ir =
∑
`
ρLrr`
1
2
∑
m 6=`
V Lrr` +
1
2
∫
dr′ρr′V Lr′r`

+
∑
`
δrr`
∑
nY
∫
dr′φ∗nrV
NL
Y r′r` PˆY φnr (3.82)
where ρLrr` is the classical charge density corresponding to the local part of the pseudopotential, ρ
L
rr`
≡
−∇2V Lrr` . Here the model potential and density employed by Yu et al. have been removed, as they were
introduced for efficiency reasons only.
The only distinctions between the two forms, as represented above, involve the treatment of pseudopoten-
tials. First, the form of Yu et al. [86] locates all of the energy from the non-local part of the pseudopotentials
on the ion cores rather than distributing half of it to the electrons within the cutoff radius. Second, the por-
tion of the electron-ion energy belonging to ion ` is distributed according to ρLrr` rather than a delta function,
though this charge density approaches zero as the local potential approaches −Z`/|r − r`|. Provided the
region of interest contains one or more atomic volumes, either definition of the DFT energy density will yeild
quantitatively similar results. Thus results obtained from the VASP [132–135] implementation of eqs. 3.80,
generalized to the PAW formalism, [86, 136, 137] can be meaningfully compared to our DMC calculations.
The DFT (PBE [138, 139]) energy density of the Ge layer system is shown in figure 3.4 alongside our DMC
results. The model potential and density in the formalism of Yu et al. introduces an independent reference
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energy for each atomic specie, and so bulk values of Si or Ge have been subtracted from each respective atomic
energy in the Ge layer system. The DFT results accurately reproduce the range of the energy disturbance
due to Ge. DFT also correctly predicts whether atomic energies lie above or below the corresponding bulk
values, however the magnitude of the departure from bulk is systematically underestimated. While the
Kohn-Sham energy density may not reproduce the many-body result (even with the exact functional), this
comparison does show that it can provide at least qualitative insight into local energetics.
3.8 Conclusion
Consistent with prior studies, we have derived an energy density operator that provides a truly local descrip-
tion of energetics. This operator is well suited for QMC calculations as it can be implemented in existing
codes with minimal effort. For the case of Diffusion Monte Carlo, a simple asymmetric form of the kinetic
energy density operator can be used as long as the wavefunction is real, or, if twist averaging, the k-point
set has inversion symmetry. We have also established that standard DMC mixed estimates of subsystem
energies should be preferred over extrapolated estimates when calculating total energy differences, despite
the non-commutativity between total and subsystem energy operators.
We have demonstrated that the energy density can be used to significantly improve the efficiency of
energy difference calculations. The speedup realized in a given calculation is proportional to the degree of
cancellation between total energies. Though the gains will largely depend on physical context, the energy
density approach should be worthwhile for many important systems, such as surfaces, interfaces, and point
defects.
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Chapter 4
Quantum Monte Carlo Calculations of
Germanium Self-Interstitials
This chapter discusses the details and results of Diffusion Monte Carlo (DMC) calculations of neutral self-
interstitial formation energies in germanium. Although DMC methods are formally exact, like any other
many-body method for fermionic systems, several approximations must be made to obtain a tractable,
efficient algorithm with low polynomial scaling versus system size. An advantage of DMC over other methods,
such as DFT, is that the approximations made are largely controllable, i.e. there exist systematic ways to
improve accuracy until the exact answer is approached. This means that in practice many sources of
systematic error must be explored and controlled in order to obtain quality results.
Prior to presenting the main results, a detailed discussion will be given regarding the extensive prepara-
tory calculations that aim to minimize known sources of error and identify the necessary system size for
production simulations. The production calculations performed on 64 and 216 atom cells have two major
aims. The first is to provide accurate results for the formation energies of neutral self-interstitials in germa-
nium. This would provide a valuable benchmark for comparable DFT calculations and also demonstrate that
it is now possible to perform QMC calculations of converged defect systems as opposed to smaller models.
The second aim is to further improve the efficiency of QMC defect calculations so that large systems may be
studied more routinely. To this end, we explore whether the energy density can be used to remove statistical
noise arising from bulk-like portions of the largest self-interstitial systems.
4.1 Addressing Sources of Systematic Error
Since DMC calculations become quite expensive for large systems, it is advantageous to explore the various
sources of systematic error with smaller, but representative, systems or less expensive methods such as
DFT wherever possible. For properties that require explicit DMC calculations to determine convergence,
a tetrahedral structure self-interstitial in a 16 atom fcc cell is used as a representative trial system. The
convergence of the DMC timestep, planewave and B-spline representations of single particle orbitals, one
and two-body Jastrow correlation factors, and minimization of fixed node errors for a discrete set of orbitals
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sources will be performed with this 17 atom structure. Though previous QMC studies of silicon have used
this system size, it is to be expected that larger systems will be required to converge finite size effects due
to the long range strain fields surrounding the interstitials. These effects were explored by proxy using
relatively inexpensive DFT calculations with fcc shaped supercells containing 16, 54, 128, or 250 atoms
and cubic supercells with 64 or 216 atoms. Convergence of Brillouin zone sampling was simultaneously
explored using up to 5×5×5 k-point grids depending on the system size. Errors due to the choice of
pseudopotential were assessed by calculating the equilibrium lattice constant, a quantity known to high
accuracy experimentally. Empirical testing of pseudopotentials is necessary in the case of germanium since
the complementary all-electron calculations are prohibitively expensive with current approaches. The last
source of error considered here is the method used to obtain relaxed structures. Since DMC is not yet
capable of finding optimal structures for large systems, density functional methods must be relied on instead.
The structures found will vary with the approximate functional chosen. In this case, DMC total energy
calculations are used to compare the stable geometries from each functional and identify the best structure
available. The combined results from these exploratory studies provide a best guess for the input parameters
of production calculations.
4.1.1 Numerical representation of single particle orbitals
The trial wavefunctions employed in this work are of the relatively simple Slater-Jastrow form. The Jastrow
correlation factor [93] is strictly positive for all particle configurations and so the nodes of the trial wave-
function are completely defined by the Slater determinant of single particle orbitals [92]. Since the nodal
surface of the trial wavefunction ultimately determines the accuracy of DMC for fermionic systems [99], it
is important to represent the orbitals with as high an accuracy as possible. The overall accuracy of the
orbitals factors into two independent considerations: (1) orbital variations due to functional choice and (2)
orbital variations due to basis size. In this subsection, the accuracy of the orbital representation (or basis
set completeness) is addressed, while the impact of functional choice will be returned to later on.
While the most direct metrics of orbital quality are fixed node energies themselves, often more indirect
measures are used as proxies. Secondary quantities that are frequently used are kinetic energies or stresses.
These quantities are simple to obtain from deterministic methods or alternatively from the inexpensive Vari-
ational Monte Carlo approach (see section 2.4). One potential drawback is that while absolute convergence
is rather easy to determine, it is difficult to assess the potential impact of less complete bases on fixed node
energies.
The choice of basis set and basis set size used to represent the single particle orbitals ultimately represents
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Figure 4.1: Convergence of the kinetic energy with respect to DFT planewave energy cutoff. The value at
300 Ry is the reference.
a balance between competing factors such as efficiency, accuracy, and current memory constraints. The
Quantum Espresso package [130] (used here to generate DFT orbitals) expands the single particle orbitals
in a planewave basis {exp(ikr)}. Unlike the competing Gaussian representation, the planewave basis is
complete, providing a simple means to systematically improve the fidelity of the orbitals. In practice the
set of planewaves with kinetic energies smaller than a specified cutoff ~k2/2me < Ecut are included in the
basis. While a smaller cutoff is more efficient, the accuracy can be arbitrarily improved with increasing
cutoff size. Figure 4.1 shows the convergence of the kinetic energy versus planewave energy cutoff for a 16
atom tetrahedral interstitial (results for a bulk supercell are very similar). The kinetic energy for a 300
Ry cutoff is taken as the reference. Since the purpose of the DFT calculations is to provide high quality
orbitals, a rather conservative choice for the energy cutoff should be made. Orbitals for all subsequent QMC
calculations in this work were generated with a 200 Ry planewave energy cutoff. Though this is much larger
than would be used in typical DFT calculations, the added expense remains modest relative to DMC.
Quantum Monte Carlo simulations must calculate the values of each orbital at each particle location
for every step in the random walk, which scales as N2. Represented in planewaves, every orbital depends
on each of M planewave basis function, increasing the scaling to MN2 with M  N . Because of this
poor scaling, Quantum Monte Carlo codes such as QMCPACK [140] use B-spline [141] basis functions that
are local in space. This change of basis requires fewer floating point operations and memory lookups, but
increases memory requirements in exchange. B-splines partition space in a 3D uniform mesh and thus
memory requirements increase cubically with decreasing mesh spacing (or increasing mesh factor). Figure
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Figure 4.2: VMC kinetic (a) and total (b) relative energies for B-spline interpolated orbitals versus mesh
factor. A larger mesh factor indicates a denser B-spline mesh. The largest mesh factor serves as the reference.
4.2a shows VMC kinetic energies versus mesh factor. A mesh factor of 1.0 should closely reproduce the
planewave orbitals for a given energy cutoff. An noticeable increase in kinetic energy is seen for smaller
mesh factors. It does not seem to be systematic, however, as the smallest mesh factor (coarsest grid) shows
similar behavior to the second largest. The quality of a B-spline interpolant may vary with the placement
of the grid points as well as the mesh spacing, which may partially explain the results.
Unlike the planewave case, computational constraints do not permit the most conservative (largest) basis
representations. To simulate the largest 216 atom systems, a mesh factor of 0.4 must be selected for the
combined set of orbitals to fit into available memory. The VMC results show some variation in kinetic energy
at this level which may contribute to fixed node error. However, fixed node errors due to a less accurate
basis may largely cancel for energy differences such as the formation energy. DFT kinetic formation energies
show an order of magnitude reduction in error due to basis set incompleteness for formation energies over
either the defect or bulk systems alone. The effect on the VMC total energy is also quite small (see figure
4.2b. Thus even for large interstitial systems with somewhat coarse B-spline meshes, it is reasonable to
expect minimal additional bias.
4.1.2 Optimization of Jastrow Factors
Another component of the trial wavefunction that must be of high quality is the Jastrow factor. As discussed
in section 2.2, the Jastrow factor represents a correction to the wavefunction that explicitly includes particle
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Figure 4.3: Total energy during wavefunction optimization. The final value is taken as reference.
correlations. Incorporating these correlations vastly improves the quality of the trial wavefunction which is
essential for accurate and affordable QMC calculations.
In all Quantum Monte Carlo calculations, a central function of the Jastrow factor is to improve efficiency.
In the absence of the Jastrow factor, the distribution of sampled local energies often has a large variance
making the desired signal (the mean energy) difficult to resolve from the noise. The use of an accurate
Jastrow factor significantly reduces the variance. The resulting dividends in efficiency can be substantial
since the computer time to obtain a given level of statistical accuracy diminishes linearly with decreasing
variance.
In addition to efficiency considerations, Jastrow factors must also be accurate to reduce systematic bias.
Although only the single particle orbitals contribute to fixed node error, calculations involving nonlocal
pseudopotentials incur additional bias depending on the quality of the entire wavefunction. Solutions to the
problem of using nonlocal pseudopotentials in Diffusion Monte Carlo, such as localization [90] or nonlocal
sampling techniques [142], all contain biases that are second order in the total wavefunction error |ΨT −
Ψ0|2. This systematic and controllable bias is additional to the nonsystematic error intrinsic to employing
pseudopotentials generated for use in other theories. This includes essentially all pseudopotentials used
in practice since QMC derived pseudopotentials have been limited to research studies [111]. Additional
assumptions are employed with reasonable accuracy in the functional form of Jastrow correlation factors.
In this work, only pair correlations are considered, with distinct functional forms for spin up-spin up
and spin up-spin down electron correlations as well as electron-pseudo ion correlations. In general, each
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Figure 4.4: Electron-electron (a) and electron-ion (b) Jastrow correlation functions during wavefunction
optimization.
of these three pair correlations is described by an unknown six dimensional function u(r1, r2). The form
is considerably simpler for liquids where continuous translation and rotation symmetries constrain pair
correlation factors to a one dimensional radial form u(|r1 − r2|). In the calculations performed here, this
radial function is represented by an arbitrary one dimensional B-spline that is assumed to vanish at distances
larger than the simulation cell size. It is fairly straightforward to find the best possible form for these
functions with stochastic optimization techniques.
The linear optimization techniques [116] employed in this study are iterative in nature and must be
repeated in order to minimize the total energy, the variance, or a combination of both (the exact ground
state simultaneously displays the lowest energy and zero variance). Figure 4.3 shows the convergence of the
total energy for a 16 atom tetrahedral interstitial with each iteration of attempted optimization. The total
energy converges smoothly during the optimization with a fairly small gain of 0.6 eV in total energy. This
indicates that the initial guess for the pair correlations was fairly accurate.
Closer inspection of the electron-electron correlation factors confirms this. Figure 4.4a shows the change
in spin up-spin up and spin up-spin down correlation factors during optimization. The initial guess is a fit
to the Random Phase Approximation (RPA) correlations [114] for an electron gas with a number density
equal to that of the valence electrons in germanium. During the optimization process, the spin up-spin down
correlations do not change with only a small variation seen in spin up-spin up correlations. The electron-ion
term varies more during optimization (see figure 4.4b), but both the energy and the variance seem to be
insensitive to these changes. The main effects of correlation are therefore captured fairly accurately by the
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Figure 4.5: Total energy of a 16 atom tetrahedral interstitial as a function of DMC timestep. The most
conservative timestep (τ = 0.01 Ha−1) is taken as the reference.
RPA forms, indicating that optimization for larger interstitial systems should not be demanding.
4.1.3 Resolving timestep error
The source of timestep error in Diffusion Monte Carlo is the short time Trotter breakup [119] of the projection
operator. Without importance sampling, the factorization of the propagator has the form
e−τ(Tˆ+Vˆ ) = e−τTˆ e−τVˆ +O(τ) (4.1)
Although the error can be reduced to O(τ2) by symmetrizing the approximate short time projector (with or
without importance sampling), in practice other sources of timestep error such as non-local pseudopotentials
reintroduce linear terms. Timestep error appears in the total energy (as well as other observables) and should
be constrained to be smaller than the acceptable level of overall systematic error.
To assess timestep errors the DMC total energy was calculated for a 16 atom tetrahedral interstitial
at several different timesteps. To obtain comparable results, each population of walkers was propagated
the same length in imaginary time. The results displayed in figure 4.5 do not show a clear dependence on
timestep. In fact if the data point at τ = 0.02 Ha−1 is excluded, then the results are consistent with having
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the same mean. If all the results belong to the same distribution (with a mean of −0.07 eV on figure 4.5),
then an outlier similar to the point at τ = 0.02 is expected for one in five studies of this type. The difference
in timestep error should be largest between τ = 0.01 Ha−1 and τ = 0.08 Ha−1. Since τ = 0.01 Ha−1 is a
conservative (small) timestep and there is no significant increase in timestep error at τ = 0.08 Ha−1, it is
most likely that timestep errors are smaller than 0.1 eV, which is twice the size of the error bars. Since we
are interested in interstitial formation energies accurate to 0.1 eV, timesteps in the range studied should be
acceptable. Since larger timesteps showed signs of population instability (large fluctuations in the walker
population), a timestep of 0.03 Ha−1 was chosen for production calculations.
4.1.4 Minimizing fixed node error
The fermion sign problem remains a challenge for correlated many-body methods. The most practical partial
solution to the sign problem for electronic structure QMC is embodied in the fixed node constraint [99]. In
this approximation, the projected wavefunction is constrained to vanish at the nodes of a fermionic trial
wavefunction. The resulting DMC “fixed node” energy is an upper bound to the fermion ground state energy,
becoming exact if the ground state nodes are used. Fixed node error can be systematically reduced, but
not eliminated, and it is very difficult to be certain that residual fixed node error is small without referring
to nearly exact calculations. In practice, approximations to the wavefunction must be used, although a
hierarchy of increasingly accurate forms are known.
A single Slater determinant single particle orbitals represents the zeroth order approximation to a many-
body fermionic wavefunction. Since the majority of the total energy is captured by this form, it is reasonable
to expect that variations in the orbitals will have a large impact on fixed node error. Wavefunctions involving
single determinants are also the least expensive, which is advantageous for large defect systems. While the
total function space of possible orbitals is difficult to explore, a more limited search among orbital sources
is accessible.
Density functional calculations typically produce orbitals that are at least as good (for use in QMC) as
Hartree Fock [109, 110] derived orbitals. The various functionals also produce states that can differ qualita-
tively, potentially offering a range of fixed node errors. Germanium has a small band gap of approximately
0.7 eV, making it especially susceptible to the DFT band gap problem. In fact, traditional functionals find
no Kohn-Sham [70] band gap making germanium metallic. Hybrid functionals [143], on the other hand
open the band gap, correctly describing germanium as a semiconductor. The orbitals generated by these
two classes of functionals may be qualitatively different, as they lie on either side of an electronic phase
transition. Kolorenc et al.have recently demonstrated that adjusting the fraction of exchange in modern
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Figure 4.6: Total energy of a 16 atom tetrahedral interstitial with orbitals generated by a range of DFT
functionals. The number following the HSE labels indicate the fraction of exact exchange. Results for
PBEsol serve as reference
hybrid functionals can also significantly affect the quality of the nodal surface [144]. Fixed node calculations
performed for a spread of functionals and exact exchange fractions can therefore be used to minimize the
fixed node error within a physically meaningful discrete subspace of single particle orbitals.
Total energies from fixed node Diffusion Monte Carlo calculations of the 16 atom tetrahedral interstitial
are shown in figure 4.6. Functionals selected for this investigation included traditional functionals such as
LDA [67, 87] and PBE [138, 139], the surface corrected PBEsol [145] functional, and the PBE0 [146] and
HSE [147, 148] hybrid functionals. In addition the fraction of exact exchange was varied for HSE between
0.2 and 0.9 (a value of 0.25 is standard). A significant increase in fixed node error is observed for increasing
fractions of exact exchange. The optimal value appears to be the standard one of 0.25, differing from the
situation observed by Kolorenc et al.[144]. Otherwise the results across the various functionals are strikingly
similar.
If formation energies are considered instead of total energies, even differences due to varying the exchange
fraction vanish. Figure 4.7 shows the corresponding formation energies versus varations in DFT functional
choice (Eform = Einterstitial − 17/16Ebulk). For the formation energy, the fixed node errors of interstitial
and bulk systems largely cancel. Given the insensitivity of the formation energy with respect to functional,
79
Figure 4.7: Formation energy of a 16 atom tetrahedral interstitial with orbitals generated by a range of DFT
functionals. The number following the HSE labels indicate the fraction of exact exchange. The results are
statistically the same, indicated by the average shown in red.
the choice of functional for production calculations becomes somewhat arbitrary. Conventional wisdom
maintains that the functional used to create a pseudopotential should be used in the corresponding QMC
calculations. Although the pseudopotential employed here derives from Dirac-Fock calculations [149], it was
found to behave quite similar to standard PBE pseudopotentials. For this reason the PBE functional was
chosen to generate orbitals for the larger interstitial systems.
The results presented here support multiple possible conclusions. Given the insensitivity of the fixed
node error on functional choice, it could be concluded that fixed node errors are small. This may not be
the case since similar (16 atom) calculations for silicon self-interstitials found significant shifts in fixed node
energies with the introduction of backflow into the trial wavefunction [150]. In that study, all three structures
were found to have nearly the same formation energy. The use of backflow resulted in differing formation
energies, but this may have been due to simply reducing the fixed node error by differing amounts for each
structure. It may also indicate that if backflow is to be effectively used in defect calculations, high quality
optimization calculations may be required. While backflow may not offer an efficient solution to reduce fixed
node error, its use for silicon self-interstitials does point toward the more conservative conclusion that the
nodal surface presented by DFT orbitals is similar but inexact in this case. If true, this implies that either
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the space of possible orbitals contains better unexplored options, or that fixed node errors are primarily of
higher order. It is also possible, despite the similarity across functionals, that the fixed node error is different
for interstitial and bulk systems leading to a residual error in formation energies. Despite these possibilities,
the Slater-Jastrow wavefunction provides the appropriate starting place.
4.1.5 Assessing pseudopotential accuracy
The theory for developing QMC pseudopotentials is not as well developed as it is for DFT. Part of the
reason for this is that pseudopotentials depend on the wavefunction, which is complex for an interacting
system. Some efforts have been made to define many-body pseudopotentials in terms of the natural orbitals
of the single particle reduced density matrix [111], but this approach has not found widespread adoption.
Instead pseudopotentials are typically imported with little modification from other theories such as DFT or
Hartree/Dirac-Fock. This approach is not theoretically rigorous and can introduce significant non-systematic
errors.
Despite these problems the accuracy of a given pseudopotential can be verified. The best theoretical test
is to compare against all electron calculations. Tests of this nature have been performed for relatively light
atomic systems such as cubic boron-nitride [151], for example. Calculations for larger systems become much
more difficult since the computational cost scales like Z6 [88, 89], with Z referring to the atomic number. As
in the silicon interstitial calculations, the pseudopotential used here for germanium retains four electrons per
atom in the valence. Since germanium atoms contain 32 electrons, an all electron calculation would require
approximately 260, 000 times more computer time than a valence-only simulation. Costs of this magnitude
are clearly unaffordable.
An alternative approach is to compare pseudopotential results against well established empirical data.
This is valid provided other approximations in DMC are well controlled. A quantity that can be measured
to high accuracy is the lattice constant of a material, providing a strong test case. The experimental lattice
constant for germanium is 5.658 A˚ at room temperature. This figure reduces to 5.639 A˚ if finite temperature
effects are removed with all electron DFT calculations [152]. Valence DFT calculations performed here indi-
cate that full Brillouin zone sampling yields negligible improvement in the lattice constant over calculations
at the simulation cell L point only. Simulations performed at the L point have the advantage of real valued
wavefunctions, since this k-point corresponds to antiperiodic boundary conditions Ψ(ri + Rcell) = −Ψ(ri).
Real wavefunctions are nearly twice as efficient to evaluate as their complex counterparts which reduces the
cost of QMC calculations.
A series of bulk germanium DMC calculations were performed with a Trail-Needs Dirac-Fock pseudopo-
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Figure 4.8: DMC energy per atom vs. relative lattice constant. The equilibrium lattice constant is 5.639 A˚
tential [149] at a range of lattice constants both smaller and larger than the equilibrium value. A 64 atom
cubic supercell was used throughout. Figure 4.8 shows the DMC total energy per atom as a function of the
relative lattice constant. Results for the equilibrium lattice constant are more accurate if a fitting function
is used to interpolate the data. Both the Birch-Murnaghan [153] and Vinet [154] forms are frequently used
in the equation of state literature, although the Vinet form is often cited as more accurate. The optimal
Vinet equation of state is shown in red and it is clear that the fit is extremely good. The equilibrium
lattice constant obtained from the Vinet fit is 5.678 A˚, corresponding to a relative error of about 0.7%,
which is of fairly typical quality for DMC equation of state calculations. Given this level of agreement, the
pseudopotential seems to be sufficient for accurate QMC calculations.
4.1.6 Converging finite size errors from strain and k-point sampling
Finite size errors are an important consideration for any finite simulation of an infinite system. In periodic
boundary conditions typical sources of QMC finite size error include momentum quantization effects and
interactions with perfectly correlated image cells. Defect calculations carry additional finite size errors
because the boundary conditions do not match the system under study.
In periodic boundary conditions, interstitials interact with an infinite array of identical images via strain.
The strain field from a self-interstitial or vacancy falls off rather slowly with distance, potentially requiring
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Figure 4.9: PBE formation energy of the split (X) germanium self-interstitial vs. cell shape, k-point sampling
and system size. The labels M ×M ×M denote the k-point grid size.
simulations of large systems to minimize this effect. The strain field is also compressed in a finite simulation
cell and must be allowed to relax toward its infinite limit. The effective lattice shape of the image interstitials
also has an effect. The strain field of a specific defect may prefer particular lattice directions possibly
incommensurate with the choice of supercell shape (both cubic and fcc shaped supercells are allowed for the
diamond lattice of germanium).
In order to estimate the convergence of finite size effects with respect to supercell size, shape, and k-point
sampling (related to momentum quantization effects) inexpensive DFT calculations have been performed as
a proxy for QMC behavior. The split/dumbell structure interstitial was selected for test calculations because
it displays the most nonuniform strain field and should be most sensitive to the choice of supercell shape.
PBE calculations were performed for a range of system sizes. Face-centered cubic supercells containing 16,
54, 128, and 250 were considered as well as cubic supercells with 64 or 216 atoms. A series of k-point grids
was explored for each supercell, ranging from 5× 5× 5 for the smallest cells to 2× 2× 2 for the largest (note
that a 4 × 4 × 4 grid for a 16 atom cell is equivalent to a 2 × 2 × 2 grid for a 128 atom cell). Formation
energies following relaxation are shown in figure 4.9. The results are plotted versus 1/N1/3 with N being
the number of atoms in a supercell so that the infinite limit is at the origin. For the fcc series, all cells
are converged with a 2× 2× 2 k-point grid and the corresponding L point results are closer to convergence
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than is the case for cubic cells. While the formation energies for fcc shaped cells converge more rapidly
with increasing k-point sampling, the strain field seems to be more commensurate with cubic boundaries. A
strain mismatch at the boundary should raise the energy, which can be seen when comparing fcc and cubic
results with a similar number of atoms. Since converging k-point sampling is not difficult, the cubic series
is selected for this study.
4.1.7 Obtaining accurate self-interstitial structures
The calculation of defect formation energies involves two simultaneous minimization problems: (1) relax-
ation of ionic positions and (2) relaxation of the electronic wavefunction for fixed ions. Both the optimal
structure and wavefunction must be found for calculations to be accurate. At present, Diffusion Monte
Carlo is not capable of general structural relaxation problems. Some successful attempts have been made
for small systems, but resolving small energy differences or forces remains challenging. As is the case with
pseudopotentials, other theories are typically employed for structural optimization with DFT being the most
common.
The use of DFT still presents a range of possibilities as the optimal structure can vary with functional
choice. Previous QMC studies of defects have typically assumed the accuracy of a particular functional for
structural relaxation, but this point deserves deeper investigation. In the DMC studies of Batista et al.[81]
for silicon self-interstitials, the calculated formation energies were found to be large compared to empirical
results. This positive bias was attributed to inaccuracy in the DFT GGA structures, essentially asserting
that if all structures could be searched with DMC much more accurate ones would be found. Although the
entire space of structures is far too large for a brute force approach, the most accurate structure can be
selected among the more limited set of available options. Similar to selecting optimal single particle orbitals,
optimal structures can be found for a range of DFT functionals and then compared with DMC total energy
calculations.
Optimal structures were determined for the 16 atom tetrahedral self-interstitial for the LDA [67, 87],
PW91 [68], PBE [138, 139], PBEsol [145], and HSE [147, 148] functionals. The tetrahedral structure was
selected because the split and hexagonal structures become very distorted in a 16 atom cell due to the
closeness of periodic images. DFT relaxed structures were found to converged with a 50 Ry planewave cutoff
and a k-point grid size similar to what is needed for accurate total energies. Reducing convergence thresholds
for the total energy a maximum atomic force below the default values of 10−4 Ry and 10−3 Ry/Bohr,
respectively, in the iterative structural optimization scheme had a neglible impact on the formation energies.
DMC total energy calculations were perfomed for each optimized structure structure. Results from these
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Figure 4.10: DMC total energies for the 16 atom tetrahedral interstitial vs. DFT functional used for
structural relaxation.
calculations are summarized in figure 4.10 with all energies taken relative to the LDA structure. Most of
the functionals produce structures that are statistically indistinguishable in formation energy. The largest
outlier is HSE which produces inferior results, although this may be the result of using the Trail-Needs
Dirac-Fock pseudopotential [149] for HSE in the absence of a quality norm-conserving PBE pseudopotential
(the PAW pseudopotential [136, 137] used for the PBE and PBEsol calculations is incompatible with the
implementation of hybrid functionals in the Quantum Espresso code [130]). The similarity of the results
is unexpected, however a closer inspection of the structures shows they are quite close to each other. This
may be an artifact of the 16 atom cell and the possibly constraining high pressures that are experienced at
fixed volume for the self-interstitials. These results indicate that 16 atom cells may be too small to compare
relaxation effects.
In order to fully resolve questions surrounding structural relaxation, optimal structures were found for
self-interstitials in 64 atom cells with the LDA, PBE, and PBEsol functionals. The HSE functional was
excluded since it was the only one to produce poorer results in the 16 atom cell and PBE was taken
to be representative of GGA-type functionals like PW91. Diffusion Monte Carlo formation energies for
the hexagonal, tetragonal, and split self-interstitials are shown in figure 4.11. Formation energies for each
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Figure 4.11: DMC formation energies for 64 atom Ge self-interstitials vs. DFT functional used for structural
relaxation.
structure are statistically equivalent, indicating that the choice of functional makes no difference for structural
optimization. As in the case of the single particle orbitals, low variation with respect to DFT functional
choice does not guarantee that the optimal DMC structure has been found, only that structural errors have
been minimized within the space of available functionals. Though it cannot be claimed that the residual
error is smaller than the desired tolerance, the structures used here are the best that can be obtained in the
absence of DMC forces.
Although many functionals and cell shapes and sizes were explored, all of the possible self-interstitial
sites maintained stable structures. These results stand in contrast with several prior DFT studies that found
structural instability, especially between the hexagonal and tetragonal sites, during the relaxation process.
This difference may be attributable to varying quality among the calculations. The calculations performed
here used a more complete basis for the orbitals, represented by the larger planewave energy cutoff of 50
Ry. Many of the other studies employed planewave cutoffs of up to 30 Ry or coarse Gaussian bases. Since
the structures found here were stable for both a single k-point or densely sampled k-point grids, it is more
likely that the increased energy cutoff improved the quality of energy differences and forces.
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Figure 4.12: Formation energies for the hexagonal (H), tetragonal (T), and split (X) germanium self-
interstitial. Quantities marked with an asterisk (*) were calculated as part of this work.
4.2 Production Results for Neutral Self-Interstitial Formation
Energies
All of the efforts to minimize various sources of error were pursued in hopes of obtaining formation energies
of germanium self-interstitials accurate to within 0.1 eV. Calculations of this nature comprise the first step
toward a fundamental understanding of this newly relevant point defect. This comprises one of the two
major goals of this work; the other is improved efficiency for general defect calculations which is taken up
in the following section.
Production DMC calculations were performed for the hexagonal, tetragonal, and split self-interstitials in
both 64 atom and 216 atom cubic supercells. The selection of the timestep, orbital source, pseudopotential,
relaxation approach, etc. were made on the basis of the error convergence calculations detailed in section
4.1. The 216 atom calculations were performed at a single k-point (L) and a 2 × 2 × 2 k-point grid was
used for the 64 atom supercell. Residual errors due to undersampling the Brillioun zone were corrected with
PBE calculations. These corrections were on the order of 0.2 eV for the 64 atom cells and 0.1 eV for the
216 atom cells. Image correlation effects in the potential and kinetic energy were also corrected by using
the Modified Periodic Coulomb (MPC) interaction [105] and the correction of Chiesa et al.[106]. These
correlation corrections were smaller than 0.05 eV in all cases.
Results for these calculations can be found in figure 4.12. The PBE and DMC energies from this work
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are marked with an asterisk (*) on the label with the remainder of the data coming from the published DFT
calculations. Numbers at the end of each label indicate the number of atoms present in the bulk supercell
(prior to the insertion of an interstitial atom). The best converged DMC formation energies (from the 216
atom structures) are 5.3 eV for hexagonal, 6.1 eV for tetragonal, and 4.7 eV for the split/dumbbell structure
self-interstitial. All of the formation energies found here are much larger than what is predicted by DFT.
The hexagonal and split configurations have DMC formation energies that are about 1 eV greater than the
DFT results. This difference grows to 2 eV for the tetrahedral structure, which represents a 50% increase
over the DFT results.
An error of this magnitude on the part of DFT seems unlikely, raising suspicion that the residual error
in the DMC calculations may not be small. Similar DMC calculations performed by Batista et al.for self-
interstitials in silicon (using only 16 atom cells) also found formation energies about 1 eV above results from
traditional DFT functionals [81]. Thus our results for the hexagonal and split configurations may be typical
of current QMC approaches. The DMC formation energies for the silicon self-interstitials were too large to
be fully compatible with experimental results. The large formation energy found here for the tetrahedral
structure similarly suggests the presence of a positive bias. Since several of the most critical approximations
made in this study are variational in nature (e.g. the fixed node approximation, sampling of non-local
pseudopotentials, and atomic relaxation), it is reasonable to assume that at least some of them have not
been sufficiently minimized to achieve the desired level of accuracy.
Extrapolating to the infinite limit may also provide some insight. The exploratory DFT calculations of
formation energies as a function of system size outlined in section 4.1.6 revealed a linear dependence on
N−1/3 for the fcc supercells with 54 atoms and larger. This type of scaling can be anticipated on general
grounds from the continuum theory of elasticity. The strain field from a point defect asymptotically decays
like s ∝ 1/r2 at large enough distances. If the energy due to displacement is approximately harmonic at
each lattice site (E = ks2/2), then the energy stored in the strain field scales like 1/r4. Integrating this
energy density over a spherical annulus excluding the point defect itself and having an outer radius R results
in a total energy with an asymptotic term proportional to 1/R. Since a simulation of a defect inside a
simulation volume cannot include all information regarding the strain field extending out of the cell, the
finite size error will retain the same scaling form ∆EFS ∝ 1/R ∝ V −1/3 ∝ N−1/3. Finite size scaling of a
defect interacting with its periodic images falls off more rapidly, since the interaction energy is proportional
to 1/r3. An Ewald sum of the interaction energies retains this scaling in terms of the spacing between
image cells ∆EEwald ∝ 1/R3 ∝ N−1. If finite size terms scaling like 1/N become small for cubic cells at
a similar point in size as the fcc series (i.e. around 64 atoms), then the results can be extrapolated with
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Figure 4.13: Relative formation energies for the hexagonal (H) and tetragonal (T) self-interstitials. The split
configuration (X) provides the reference energy. Quantities marked with an asterisk (*) were calculated as
part of this work.
a linear fit in N−1/3. The extrapolated formation energies are then given by EF∞ = E
F
216 − 2(EF216 − EF64)
which yields DMC energies of 3.9 eV, 5.9 eV, and 3.9 eV for the H, T, and X structures, respectively. The
tetrahedral structure clearly remains an outlier in its behavior. The effect on the PBE formation energies is
less pronounced giving 4.1 eV, 3.8 eV, and 3.5 eV for the same structures. While these results do indicate
that the seemingly large formation energies may be reduced upon finite size extrapolation, it should be noted
that such extrapolations can be rather sensitive to bias and should be performed using more than just two
data points so that the effect of higher order terms can be assessed.
Given that the bias is likely to be larger for the defect systems than in the bulk, some of the bias may
cancel if energy differences between distinct self-interstitial systems of the same size (relative formation
energies) are considered. If the formation energies are biased and partial cancellation of error is achieved
in the relative formation energies, the discrepancy between DFT and DMC results should diminish, though
it will remain finite even if the cancellation of bias is perfect. Figure 4.13 displays the relative formation
energies for the hexagonal (H) and tetragonal (T) self-interstitial structures. Since there is broad agreement
among past and current calculations that the split (X) structure has the lowest formation energy, it is taken
as the reference configuration. The DMC results for the hexagonal structure are now within a few tenths of
89
an electron volt of the DFT results and the discrepancy for the tetrahedral configuration is reduced from 2
eV to 1 eV. Although these results do not prove that the DMC results are in error, they are consistent with
a positive bias on the order of 0.5 to 1 eV based on the level of observed cancellation. If the residual bias is
of this size, it suggests that current QMC practices that yield sufficient accuracy for bulk properties may be
insufficient to accurately resolve the fine energy differences required for defect formation energies.
Before the results of this study are considered to be conclusive, a further investigation of some of the most
likely errors should be pursued. The types of error that are most likely to cause a positive bias involve the
description of the distributions of electrons (the wavefunction) or the ions (the atomic structure). In the case
of the atomic structure, relaxation with several different functionals resulted in structures with similar PBE
or DMC energies, as discussed in section 4.1.7. Given the quantitative agreement among the qualitatively
distinct functionals, it is most likely that the dominant sources of bias lay elsewhere. The fixed node error
demonstrated similar insensitivity to functional choice (see section 4.1.4), however this search was limited to
the Slater-Jastrow form of the wavefunction along with the assumption that correlations are similar in the
vicinity of each atom and that the single particle orbitals do not relax in the presence of these correlations.
A multideterminant wavefunction [95] would allow the nodes to adjust self-consistently with the varying
electron-electron and electron-ion correlations throughout the self-interstitial system. While wavefunctions
of this type have been introduced recently for isolated molecular systems [155], it is not yet established how
to select the appropriate multideterminant expansion for condensed systems in periodic boundary conditions.
This is an active area of research that should see considerable progress over the next few years. Finally, bias
due to the choice of pseudopotential cannot be fully ruled out. Though the non-systematic error introduced
by the pseudopotential is non-variational, it can be positive as is suspected here. It is possible that achieving
accuracy in the lattice constant which is consistent with DMC calculations of other solids is not sufficient
to guarantee the accuracy of defect formation energies. More work needs to be done to derive and test
pseudopotentials from a correlated many body theory such as DMC or the Configuration Interaction (CI)
method [156].
4.3 Assessing the Effectiveness of the Energy Density in
Realistic Defect Systems
As demonstrated in chapter 3, the energy density can be used to increase the efficiency of energy difference
calculations. The efficiency gains in the model test system were quite substantial, reaching a factor of 20 in
speedup. In general, the efficiency gains will depend on the extent of the similarity between the two systems
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involved in the energy difference. The similarity of the respective systems can be quantified by defining
energies associated with each atom. If each atom is assigned a particular volume of space (Va), then the
energy associated with an atom can be determined by integrating the energy density over its subvolume
Ea =
∫
Va
drEr (4.2)
In a bulk system such as diamond structure germanium, all of the atomic energies will be identical by
symmetry Ea = E
atom
bulk . Thus the total energy is just Ebulk = NE
atom
bulk , where N is the number of atoms in
the bulk supercell. In a self-interstitial system, a large spread in atomic energies will be present. However
far from the defect, as the bulk crystal is approached, atomic energies will become approximately uniform
returning to bulk values. For large enough supercells, a fraction of the atoms will be approximately bulk-like
and the total energy factors into bulk and defect contributions
Edefect =
∑
a
Ea =
Ndefect∑
d=1
Ed +NbulkE
atom
bulk (4.3)
with Ndefect +Nbulk = N + 1 for a self-interstitial. The formation energy thus involves a cancellation of the
energy in the bulk-like portion of the defect cell.
Eform = Edefect − N + 1
N
Ebulk
=
Ndefect∑
d=1
Ed +NbulkE
atom
bulk − (N + 1)Eatombulk
=
Ndefect∑
d=1
Ed +NbulkE
atom
bulk − (Ndefect +Nbulk)Eatombulk
=
Ndefect∑
d=1
(Ed − Eatombulk ) (4.4)
Although the bulk-like atoms in the self-interstitial system do not contribute to the formation energy, the
statistical sampling of electrons in the bulk-like region does add noise to the result. If the bulk-like atoms
can be effectively identified, then the formation energy can be calculated by summing energies from the
defect atoms alone. This will exclude the bulk noise from the calculation and should produce a smaller error
bar on the result representing an increase in efficiency. A feature that may mitigate efficiency gains is that
partial energies are not eigenvalues of the many body Hamiltonian and so the zero variance principle does
not strictly apply. Performing the bulk/defect partitioning hinges on an appropriate definition of atomic
volumes and establishing a metric to quantify similarity to bulk.
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Figure 4.14: Atomic energies from Voronoi volumes relative to bulk energy per atom for the hexagonal (H)
self-interstitial. Atoms are indexed in order of decreasing bulk character according to distance from the
interstitial (left panel) or bulk likelihood/Z-score (right panel).
The partitioning of a condensed system into atomic volumes is not a unique process and involves making
reasonable assumptions. One approach focuses on the shape of density fields associated with the electrons
such as the charge density or potential, kinetic, or total energy densities. In each case the boundaries
separating atoms are defined as the zero flux surfaces of the density gradient nˆ ·∇ρ = 0 [157]. Although this
approach has the advantage that it is sensitive to changes in the electronic charge distribution, it is not ideal
for Quantum Monte Carlo calculations because statistical noise in each density function makes it difficult
to isolate where the zero flux condition is satisfied. A simpler approach is to consider only the distribution
of ions in the supercell, assigning each point in space to the nearest ion. The resulting volumes are Voronoi
polyhedra [131] which are simple to use in QMC because electron-ion distances are already available within
the minimum image convention for computing potential energy. Although these volumes would likely be
insufficient if one were interested in assigning meaningful atomic energies in an ionic system, they should
allow accurate identification of bulk atoms since Voronoi volumes become identical and are charge neutral
(on average) in the bulk limit.
A variety of metrics should be explored to find the optimal partitioning between atoms belonging to
the interstitial or the bulk. A direct measure of similarity is the statistical likelihood that a particular
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atomic energy is the same as the bulk value. The probability that an atom is in the bulk can be directly
calculated using Student’s T-test [158]. Since this probability increases monotonically with the Z-score (Z ≡
mean/standarderror), atomic energies can be ordered based on the Z-score alone. A possible disadvantage
of this approach is that both the mean value and standard error are subject to statistical noise, meaning
that false positives are likely and the bulk/defect classification will vary across different simulation runs.
Another class of metrics focuses instead on the atomic structure. The simplest metric is distance from the
interstitial site. Atomic energies should smoothly approach bulk values far from the self-interstitial. It is
also reasonable to expect that regions of low strain will be bulk-like. The metric used for ordering in this
case is simply the magnitude of the displacement from unrelaxed positions |rrelaxeda −runrelaxeda | with a large
value automatically assigned to the interstitial atom. The final metric considered concerns the local bonding
environment of an atom. Atoms with compressed or stretched nearest neighbor bonds are likely to store
energy associated with the interstitial. In this case, atoms with the smallest change in maximum nearest
neighbor bond distance maxbonds|ddefectbond − dbulkbond| are considered most like the bulk.
DMC atomic energies for the hexagonal self-interstitial in a 216 atom cubic cell are shown in figure 4.14.
An index from 0 to 216 is assigned to each atom ranking them in order of decreasing similarity to bulk
according to the respective metric (the atom indexed at 0 is considered most like bulk). Atomic ordering
according to two different metrics, largest distance and greatest likelihood (smallest Z-score), are shown in
figure 4.14. In general, high energy atoms are effectively identified as belonging to the defect (high index).
In each panel, the highest energy atom (# 216) is the interstitial itself and the six atoms just lower in index
are the six nearly equidistant nearest neighbors of the hexagonal site. While all metrics largely agree on
the least bulk-like atoms, most of the differences in ordering regard atoms in the strain field. While many
of the lower index atoms do not seem visually distinct in atomic energy, the ranking of low energy atoms
significantly affects whether a particular metric produces an efficient bulk/defect partitioning.
The optimal partitioning will result in the greatest increase in efficiency without compromising the
accuracy of calculated formation energies. If a set of atoms belong to the bulk, the sum of their relative
atomic energies (like those shown in figure 4.14) should remain statistically consistent with zero. To identify
the bulk region, atomic energies are summed starting with atoms predicted to be closest to bulk (according
to the metric). The transition between bulk and defect atoms is considered to have occurred when the
cumulative sum of atomic energies falls below a 95% confidence of being zero. Based on this criterion, bulk-
like orderings according to the metrics of strain or bond compression are the least effective at identifying
good bulk/defect partitionings. Figure 4.15 shows two types of cumulative energy sums for each of these two
metrics. Red curves correspond to the cumulative energy starting from zero and adding the most bulk-like
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Figure 4.15: Cumulative formation energy (red curves) for the hexagonal (H) self-interstitial from atomic
energies ordered according to strain (left panel) or bond strain (right panel). Black curves are formation
energies with bulk-like atoms removed. Low index atoms are most like bulk.
atoms. The error bars on this curve are used to determine when the sum of atomic energies departs from
being bulk-like, i.e. it determines the bulk/defect partitioning. The boundary between bulk and defect
atoms is marked by a vertical dashed black line and the number of bulk (Nbulk) and defect (Ndefect) atoms
according to the metric are marked on the plot. Black curves are generated by successively removing the
most bulk-like atomic energies from the total formation energy, which is marked at 5.2 eV with a horizontal
black line. The horizontal dashed blue lines mark the error bars on the total formation energy. The black
curve is used to determine the increase in efficiency due to the bulk/defect partitioning. The speedup is given
by (σtotal/σdefect)
2 where σtotal and σdefect represent the error bars of the standard (total) formation energy
and the formation energy obtained by summing atomic energies over the defect region alone. A speedup
of 2, for example, means that a simulation of only half the length of a standard total energy calculation is
required to reach a given level of statistical accuracy when the energy density is used to perform a bulk/defect
partitioning. Speedups quoted on the plots refer to the maximum speedup possible for bulk regions of size
Nbulk or smaller. The strain and bond strain metrics shown in figure 4.15 do not identify any atoms as
belonging to bulk and consequently fail to produce an increase in efficiency.
Distance from the interstitial site or the statistical likelihood of individual atomic energies being bulk-like
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Figure 4.16: Cumulative formation energy (red curves) for the hexagonal (H) self-interstitial from atomic
energies ordered according to distance from interstitial (left panel) or bulk likelihood/Z-score (right panel).
Black curves are formation energies with bulk-like atoms removed. Low index atoms are most like bulk.
were more accurate at identifying efficient bulk/defect partitions. Cumulative formation energies for the 216
atom hexagonal interstitial are shown in figure 4.16. According to the distance metric, only a few of the
atoms in the corners of the cell are bulk-like, yielding a modest 20% increase in efficiency. Small, plateau-
like features in distance-ordered cumulative energy correspond to bulk-like atoms according to the likelihood
(Z-score) metric. Ordering atoms according to bulk likelihood results in a much larger bulk-like region
composed of roughly half of the atoms in the supercell. The maximum increase in speedup is also much
larger giving a 270% increase in efficiency. The maximum speedup is influenced by statistical fluctuations in
the error bars themselves and a more representative speedup for an arbitrary partitioning between indices
40 and 100 is about a factor of two.
The size of the bulk-like region and the corresponding efficiency gains are highly system dependent.
The split interstitial structure has the second most bulk-like atoms according to the likelihood metric with
roughly one-third not contributing to the formation energy (see figure 4.17). Although this represents a
modest decrease in bulk size relative to the hexagonal structure, the reduction in speedup is substantial.
The maximum increase in efficiency is only 10%, with most reasonable bulk/defect partitionings actually
showing a reduction in efficiency relative to standard total energy differences. Efficiencies falling below
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Figure 4.17: Cumulative formation energy (red curves) for the split (X) self-interstitial from atomic energies
ordered according to distance from interstitial (left panel) or bulk likelihood/Z-score (right panel). Black
curves are formation energies with bulk-like atoms removed. Low index atoms are most like bulk.
the standard approach must be due to sources of energy variance not present in total energy calculations.
One possibility is transient charge-energy fluctuations. When an electron transits the boundary between
the defect and bulk regions, it carries energy across the boundary and temporarily charges each subregion.
These discontinuous changes in energy are absent in a total energy calculation and increase the range of
possible energies of a subregion over what would be seen in a strictly charge neutral domain. The charge
fluctuations therefore increase the variance (and statistical error) of subregion energies but do not impact
average values. The occurrence of transient charge flux increases proportional to the surface area of the
boundary separating bulk and defect regions. A spherical boundary reaches its maximum size near the point
it contacts the edges of a cubic supercell. At this point the volumes inside and outside the sphere are roughly
equal. Consistent with this, the error in the distance-ordered cumulative formation energy in figure 4.17
peaks near an even division of atoms between defect and bulk. The effect is even more pronounced in the
likelihood ordered results. Likelihood ordering identifies bulk-like atoms without regard to spatial proximity,
resulting in a disconnected bulk region. This region will have a higher surface area than a convex domain
with the same volume and so charge-energy fluctuations should be greater for the likelihood metric in many
cases. The likelihood metric also identifies more bulk-like atoms, making the net change in efficiency a
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Figure 4.18: Cumulative formation energy (red curves) for the tetragonal (T) self-interstitial from atomic
energies ordered according to distance from interstitial (left panel) or bulk likelihood/Z-score (right panel).
Black curves are formation energies with bulk-like atoms removed. Low index atoms are most like bulk.
competition between reduced variance by excluding bulk noise and increased variance from including surface
noise. The balance between surface and bulk noise might be improved for system sizes larger than the 216
atom supercells considered here.
A better approach might be to move away from the energy density perspective and its intrinsically
fixed volumes. Instead, collections of atoms assigned to defect or bulk would remain charge neutral. The
neutrality would not be enforced as a new constraint, but through the assignment of electrons to either the
bulk or defect atoms. Electrons would be exchanged in a pairwise fashion between the regions, allowing the
bulk/defect particle count to remain fixed while effectively having fluctuating volumes. The energy transfer
between subsystems would still be discontinuous since each electron in the exchange pair would have a
distinct energy, but the dominant single particle portion of the energy (the average energy per electron)
would cancel and the energy fluctuations would be smaller than in the fixed volume case.
The choice of fixed volume supercells also seems to have a detrimental impact on efficiency and possibly
on accuracy as well. The tetrahedral self-interstitial had a significantly larger DMC energy than the other
configurations and there is evidence that its formation energy is more sensitive to confinement effects than
the others. Cumulative formation energies for the 216 atom tetrahedral self-interstitial are shown in figure
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4.18. This structure has the fewest bulk atoms according to the likelihood metric, showing that the formation
energy is spread throughout much of the simulation cell. Much of this difference is contained in the long-range
portion of the strain field. The energy contained in the furthest 170 atoms is about 2 eV for the tetrahedral
structure while it is only 1 eV for the hexagonal or split configurations. Some of this increase is likely to be
intrinsic to the tetrahedral structure regardless of cell size, however there is also evidence that the location
of the boundary is playing a significant role. The PBE pressure for the tetrahedral cell is over 50% larger
than it is for the hexagonal or split structures. This increased confinement effect is also visible in the far
field atomic energies. The distance ordered cumulative formation energy in figure 4.18 varies nearly linearly
for the first 150 atoms. This indicates that each far field atom contributes a constant amount of energy
above the bulk value to the formation energy. Atoms in this region are therefore bulk-like, but are found at
a higher pressure than the equilibrium bulk due to the presence of the interstitial in the confined volume.
Constant pressure rather than constant volume boundary conditions would reduce the confinement effects
observed here. This would likely decrease the formation energy of the tetrahedral structure in particular. In
addition to increasing the accuracy, the change to constant pressure boundary conditions could also improve
the efficiency gains realized by the energy density. Reduced pressure would result in more bulk-like atoms
in the far field and decrease the amount of bulk noise included in the formation energy.
4.4 Conclusion
Accurate and efficient calculations of defect formation energies remain challenging for the Diffusion Monte
Carlo approach. Although substantial effort was invested in this work to minimize potential sources of error,
a significant level of residual bias is suspected, perhaps on the order of 0.5 to 1 eV. The most likely sources
of error are the fixed node approximation and the uncontrolled bias due to pseudopotential choice. Further
investigations of these biases will have to be made to correct the present results or confirm their accuracy.
It is possible that more accurate forms of the wavefunction including multireference or backflow effects may
be required to routinely obtain formation energies with 0.1 eV accuracy. If more sophisticated wavefunction
and pseudopotential descriptions have little impact, formation energies for the self-interstitial in germanium
would be substantially larger (by 1-2 eV) than what is anticipated on the basis of Density Functional Theory.
In either case, further work will reveal the level of theory that is required to obtain fully predictive results
and inform our fundamental understanding of germanium self-interstitials.
The effectiveness of using the energy density to improve the efficiency of real defect calculations is also
mixed. A bulk/defect partitioning of the hexagonal structure yields a 2-3× increase in efficiency while
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other structure show no speedup. This is due in part to larger than expected statistical error from particle
and energy fluctuations across the boundary between bulk and defect regions. The increased noise from
the surface could be reduced by allowing the bulk/defect volumes to fluctuate while maintaining charge
neutrality. The energy density also reveals that the tetrahedral structure is sensitive to confinement effects.
Constant pressure rather than constant volume supercell calculations may improve the efficiency gains of
the energy density approach and reduce bias. Efficiency gains may also be greater for larger supercells than
are explored in this work.
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Chapter 5
The Nature of Optical Excitations in
bcc 4He
This chapter reviews the first of two major sub-projects completed in addition to the major work on ger-
manium self-interstitials. The aim of this project was to accurately calculate the vibrational excitation
spectrum of bcc 4He in the wake of experimental observations of unexpected optical branches [1, 2, 159].
Approximate many-body excitations were calculated with the Correlation Function Quantum Monte Carlo
method in a simple harmonic vibrational basis with added pair correlations appropriate for helium atoms
which have a strongly repulsive core. The full details of the method are provided in section 2.5.2. Transient
estimates of the vibrational energies are in fair agreement with the experimental results, suggesting that the
observed optical excitations arise from quantum vibrational states with d or 2s symmetry.
5.1 Introduction
Though it has been the subject of intense study over the last 60 years, discoveries of unexpected and
fascinating properties continue to be made in solid Helium. In 2002, inelastic neutron scattering experiments
by Markevich, et al. [2] revealed an anomalous optic-like branch along the [110] direction in bcc 4He. This
observation cannot be explained from a harmonic perspective as only acoustic branches are predicted for a
monoatomic bcc crystal. Further experiments by Pelleg, et al. [1, 159] uncovered an additional optic-like
branch (referred to as the lower optic-like branch or LOB) and confirmed the existence of the higher optic-
like branch (HOB) along other directions in reciprocal space. The two optic-like branches manifest several
qualitative differences.
The higher optic-like branches exhibit moderate dispersion and approach the Γ-point (k = 0) with a
value near 15K. At higher momentum transfer, the HOB was found to interact with longitudinal phonons
[2]. In contrast, the lower optic-like branches do not couple with phonon modes. They are almost completely
dispersionless, indicating that they correspond to localized modes. Pelleg, et al. postulated that the LOB
may be due to point defects or their excitations [159]. Indeed, its consistent energy value near 11K is
strikingly similar to the vacancy formation energy in Helium, which is near 11.5K (hcp phase) [160].
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The presence of these modes is unusual, given the monoatomic nature of bcc 4He. A classical, harmonic
description of the crystal yields only an acoustic dispersion relation with modes able to take on a continuous
range of energies. Adding anharmonicity to the interaction renormalizes [161] the harmonic frequencies and
can also introduce localized modes, [162] provided the anharmonicity is sufficiently strong. Such localized
modes have an optic-like dispersion and it is reasonable to expect that they have a quantum-mechanical
analogue. Indeed a mean field solution of a Helium dipole model produced a mode with optical dispersion
[163] at an energy close to the Γ-point value of the HOB.
The strong quantum effects that solid Helium manifests are intrinsically many-body in nature. This
marks it as an ideal system for the application of Quantum Monte Carlo (QMC) methods, though the
calculation of the full crystal excitation spectrum within QMC is fairly ambitious. The aims of this work are
two-fold: (1) calculate the excitation spectrum from first principles to confirm the existence of the anomalous
branches, and (2) explore the nature of the excitations, i.e. determine whether they are related to vacancies,
localized modes, or something else.
A recent study has successfully reproduced the excitation spectrum of hcp 4He by calculating the dynamic
structure factor via QMC [164]. Although the maximum entropy approach used there allows the estimation
of excitation energies, the character of the excitations cannot easily be discerned since it does not rely on
excited state wavefunctions.
Though several approaches have been developed to generalize QMC methods to calculate excited states,
the Correlation Function Quantum Monte Carlo method [100] (CFQMC) is particularly well suited for this
problem. It has been used in the past to obtain molecular vibration frequencies and excitation energies for
the homogeneous electron gas, though this is the first time it has been applied to a crystalline solid. Both
energies and excited state wavefunctions are available from the method, which provides sufficient microscopic
detail to explore the nature of the excitations.
5.2 CFQMC in the context of bcc 4He
Although the CFQMC method has been covered in full detail in section 2.5.2, a few of its basic features are
briefly reviewed here to clarify the following discussion. More consideration is then given to adaptations of
the method that are specific to the application of crystalline helium. After reviewing the model Hamiltonian
and many-body basis functions, the importance and implementation of point-group and finite translation
symmetries is discussed.
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5.2.1 Salient features of the CFQMC method
In CFQMC, a set of approximate excited state wavefunctions are expressed as linear combinations of many-
body basis functions.
ΨApproxi =
M∑
j=1
cijΨ
Basis
j (5.1)
The best approximate solutions to the Schro¨dinger equation are found by solving a generalized eigenvalue
problem.
∑
j
Hijcjk = Ek
∑
j
Nijcjk (5.2)
The matrices H and N are just the Hamiltonian and overlap matrices in the subspace of basis wavefunctions.
Hij = 〈ΨBi |Hˆ|ΨBj 〉 (5.3)
Nij = 〈ΨBi |ΨBj 〉 (5.4)
To obtain more accurate energies, an imaginary time projection operator (ρˆt) is inserted into the matrix
elements.
ρˆt =
∫
dR1dR2|R1〉ΨG(R1)〈R1|e−tHˆ |R2〉/ΨG(R2)〈R2| (5.5)
At large imaginary time, the approximate energies approach the exact eigenvalues from above. A challenging
feature of the method is that both the statistical and systematic errors grow exponentially with imaginary
time, and it is not generally known beforehand whether energy values will converge before these errors spoil
the results. In practice, however, improving the quality of the basis reduces this problem considerably.
5.2.2 Model Hamiltonian and Vibrational Wavefunctions
As in many prior Helium studies, atoms are modeled as single Bose particles interacting through a high-
quality empirical pair potential [165]. The major features of the Aziz HFDB2 potential are a hard core
repulsion which diverges as r−10 at short range, a long range van der Waals interaction (r−6) at long range,
and a well depth of about 10.9K. This potential reflects the strong anharmonicity of the He-He interaction,
which enhances the presence of optic-like modes. Though approximate, this pair potential representation
of helium atoms has produced high quality low temperature results in a number of other Quantum Monte
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Carlo studies.
In addition to specifying particle interactions, the CFQMC method requires an explicit representation of
the many-body ground and excited state wavefunctions (see eq. 5.1). Since it is very difficult to represent
the general set of eigenstates, we will content ourselves with a simple and computationally efficient basis
constructed from single site excitations. The ground state is represented by a Nosanow wavefunction, in
which particles are harmonically bound to the equilibrium lattice sites and pair correlations are introduced
which become exact for a Lennard-Jones system at short range [166].
ΨB0 =
∏
i<j
exp
(−B/|ri − rj |5)∏
s
exp
(−C(rs − r¯s)2) (5.6)
By minimizing the ground state energy with respect to B and C we find as optimal values B = 95.0A˚5 and
C = 0.530A˚−2 for the experimental density of 0.02867 atom/A˚3. In the absence of pair correlations (B = 0),
this would give a Lindemann’s ratio 1 of γ ≈ 0.273.
Basis functions for excited states are obtained by placing an atom on a single site in a higher state of
harmonic oscillation. An arbitrary single site excitation can be constructed from linear combinations of
these harmonic states. In practice, we use a product Gaussians combined with monomials in each physical
dimension:
ΨBns = (xs − x¯s)nx (ys − y¯s)ny (zs − z¯s)nz ΨB0 . (5.7)
Here, s is the lattice site being excited and n is a vector of integer powers. We restrict the basis to contain
states satisfying
∑
i ni ≤ 3, which allows states of s, p, d, or f symmetry on each site. For the system
sizes considered here (16, 54, and 128 atoms), bases consisting of 305, 1027, and 2433 states are required,
respectively. Although the hamiltonian and overlap matrices generically grow as the square of the basis size,
translation and point group symmetries can be used to reduce matrix size and increase statistical accuracy.
5.2.3 Enforcing Point Group Symmetries
Translation and point group symmetries can be used to establish relationships between matrix elements.
This greatly reduces statistical error and the amount of memory required. Enforcing these symmetries of
the Hamiltonian also guarantees that the approximate eigenstates cluster into degenerate subgroups. Since
the projection operator is a simple function of the Hamiltonian, these groupings are the same for all imaginary
1The Lindemann’s ratio is defined as the root-mean-square displacement of atoms away from equilibrium positions in units
of nearest neighbor distance.
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times.
Given an arbitrary matrix element
Mnn
′
ss′ = 〈ΨBns|M(Hˆ)|ΨBn′s′〉 (5.8)
translation symmetries can be exploited to reduce the memory footprint and improve statistics by a factor
of N
Mnn
′
R =
1
N
∑
s−s′=R
Mnn
′
ss′ (5.9)
The bcc lattice has Oh symmetry and thus its point group has all 48 operators. By representing these
operators as products O = PD for the 6 permutation matrices (P ) and 8 diagonal matrices (Dij = ±δij),
the relationship between matrix elements under point group operations can be expressed as
Mnn
′
R =
(
3∏
i=1
D
ni+n
′
i
ii
)
MPn,Pn
′
PDR (5.10)
This has generally been used in post-processing the matrix data.
5.2.4 Crystal Momentum Operators
Energy eigenvalues are associated with specific k values by considering the many body crystal momentum
operator Kˆ, which generates “translation” permutations [167] (that wrap around cell edges) along lattice
vectors (R).
eiKˆR (rˆs − r¯s) = rˆs−R − r¯s−R (5.11)
The action of a translation permutation on our single site excited state basis follows in a straightforward
manner
eiKˆRΨBns = Ψ
B
n,s−R (5.12)
Considering the elements of the translation permutation operator in the model basis
〈Ψns|eiKˆR|Ψn′s′〉 = 〈Ψn,s+R|Ψn′s′〉 = Ns+R,s′ = (PRN)s,s′ (5.13)
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shows that it is just the product of a permutation matrix and the already computed overlap matrix.
Since any translation permutation can be constructed from permutations along the primitive lattice
vectors ai, all of the information required to obtain the crystal momentum eigenvalues is encapsulated in
just three matrices, defined as Pi = PaiN . By simultaneously diagonalizing the Hamiltonian and the three
permutation matrices with respect to the overlap matrix, unique eigenvalues (E,k) can be assigned to map
out the entire energy spectrum. This diagonalization process consists of successively block diagonalizing each
matrix in the eigenvector basis of the previous matrix. A short outline of the simultaneous diagonalization
process is given below in pseudocode.
solve Hc = NcE
let V0, N0,P1,0,P2,0,P3,0 = c,N,P1,P2,P3
for n in {1, 2, 3}
for Mn−1 in {Nn−1,P1,n−1,P1,n−1,P3,n−1}
Mn = V
−1
n−1Mn−1Vn−1
end
solve PnnV˜n = NnV˜nΛnn
Vn = Vn−1V˜n
end
The final product of the iteration, V = V3, simultaneously diagonalizes H,N,P1,P2, and P3. Let the
matrices in the diagonal basis be denoted as H¯, N¯ , P¯i. There are as many eigenvalues as there are functions
in the many-body basis and the energies are given by Eb = H¯bb/N¯bb. The eigenvalues of each Pi are of the
form λi = exp(ik · ai) and thus the crystal momenta, k, can be computed as
kb = −iA−1 log λb (5.14)
where A is a matrix containing the primitive lattice vectors and λb is the vector [λ1b, λ2b, λ3b]
T .
As a result of these symmetries, eigenstates of the many body crystal momentum operators (eq. 5.11)
can be constructed from the model basis. The crystal momentum operators can be used directly to assign
a unique eigenvalue (E,k) to each state (see section 5.2.4). While this has the advantage of testing that
the crystal symmetry operations were performed correctly, it does not provide a ready means to assess band
shape or interband interactions since k values can only lie on reciprocal lattice vectors allowed by the finite
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simulation cell. A natural band interpolant can be obtained by considering a state with well-defined crystal
momentum:
Ψk =
∑
ns
eikscnkΨ
B
ns (5.15)
where s is a lattice site and n marks the site basis elements. Considering the matrix elements of these Bloch
states, we find
Hnn
′
k =
∑
ss′
eik(s−s
′)Hnn
′
ss′ = N
∑
s
eiksHnn
′
s0 (5.16)
and similarly for Nk. The last equality holds because of lattice translation symmetry. The matrices H
nn′
s0 and
Nnn
′
s0 are collected during the Monte Carlo sampling for several imaginary times in the interval [0, 0.1] K
−1.
The coefficients cnk are then obtained by solving the generalized eigenvalue equation
Hkck = NkckEk (5.17)
Within this formalism, k can be given values interpolating between those available from a finite periodic
cell. While eigenvalues obtained for intermediate k values are not necessarily upper bounds, they do provide
a means to associate particular eigenvalues with specific experimental branches. They also provide a direct,
though qualitative, means to explore partial hybridization of states, interband repulsion, and band splitting.
Although we are treating a bosonic system, the model basis states are not Bose symmetrized. It has found
that for solid 4He, Bose symmetrization lowers the energy by only a small amount [168] because exchange
effects in hard core solids are small (≈ 10−6K). At sufficiently large imaginary time, all inaccuracies of
the wavefunction model description are projected out within the subspace of true eigenstates having a non-
vanishing overlap with the model states. Thus systematic errors arise only from insufficient projection time
or large qualitative errors in the model basis.
5.3 Results and Discussion
Calculations have been done for 16, 54, and 128 atom periodic cells. The data are resolvable at steadily
smaller projection times as the system size is increased, thus results for the larger systems are less accurate.
Figure 5.1 shows unprojected simulation results for the largest system (128 atoms) along major directions
in the Brillouin zone. Results from the smallest system statistically resolve much farther in imaginary time,
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Figure 5.1: Excitation energies along the [111], [100], and [110] directions. Simulation results for N = 128
and t = 0 are shown as solid lines while experimental results [1, 2] are dash-dotted. Acoustic branches are
shown in red and optic in blue. For the Monte Carlo results, circles mark reciprocal lattice points allowed
by periodic boundary conditions. Along interpolated sections, s,p,d, and f character is indicated by color
(black, red, blue, and magenta, respectively).
and yet, as shown in figure 5.2, some energies have not fully converged, indicating that a residual positive
bias is still to be expected. Results from small systems can be accurate provided that finite size effects can
either be corrected or shown to be small. For the calculated excitation bands, finite size effects are indeed
small throughout the Brillouin zone, as shown in figure 5.3. We employ a correction of the form
Ecorr16 (t) = E
raw
16 (t) + [E
raw
128 (0)− Eraw16 (0)] (5.18)
which assumes that finite size errors are roughly constant in imaginary time.
Because the helium atoms lie on a simple Bravais lattice, only acoustic modes are expected within the
harmonic approximation. However, the strong anharmonicity of the He-He potential permits the formation
of optic modes [162] that could require a complete treatment of quantum effects to be described. Finite
size corrected optical excitation energies are in reasonably good agreement with experimental results (see
table 5.1). The finite size correction of eq. 5.18 is always positive and so raw excited state energies are
systematically underestimated by the 16 atom system. However, the corrections are relatively small, with
the exception of the Γ point where a finite size shift of nearly 2K is found for the lowest optic mode. Acoustic
excitation energies are significantly larger than expected (especially the nonzero Γ point (i.e. k = 0) acoustic
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Symm q Eraw δEFS Ecorr Eexp qexp
Γ
d 0.0 14.7 1.0 15.7(1) 14.2(3) 0.00
2s 0.0 17.5 -0.3 17.2(4) 15.7(4) 0.00
d 0.0 15.5 1.9 17.4(1) 17.4(1) 0.10
[100]
d 0.5 25.9 -0.1 25.8(1) 24.5(2) 0.50
[110]
d 0.5 20.0 0.7 20.6(1) 19.0(2) 0.50
d 0.5 20.7 0.8 21.5(1) 19.0(2) 0.50
[111]
d 0.5 28.4 0.2 28.6(2) 23.2(8) 0.50
Table 5.1: Finite size corrected 16 atom excitation energies compared with experimental results at the
Γ point [1] and along the [100] [1], [110] [2], and [111] [1] directions. Energies are in Kelvin and crystal
momenta are in reduced lattice units (2pi/a). Statistical uncertainty in the final digit is noted in paretheses.
state), though the finite size corrections are even smaller (< 0.7K). The reason for this, which we investigate
in further detail in section 5.4, is the presence of a positive bias due to center of mass vibrations being
misrepresented in the trial wavefunction basis. Given the variational property of the CFQMC method, our
agreement with the experimental results indicates that the optic modes observed in bcc 4He are the result
of correlated collective modes constructed out of states with s or d symmetry. Though not usually observed
in a monoatomic bcc crystal, the small mass of Helium allows the anharmonic portions of the interatomic
potential to be accessed by zero point motion, giving rise to observable optic bands.
Excitations involved in the Lower Optic Branch (LOB) are conspicuously absent from our results, however
recall that the set of observations which can be made with CFQMC are constrained by the choice of basis.
Here we have considered only vibrational modes that preserve the lattice, but another class of elementary
excitations could have been considered, namely the creation of vacancies. In solid helium near melting, the
concentration of vacancies should already be fairly high, with perhaps one or two vacancies per thousand
lattice sites. Variational calculations at these system sizes are certainly possible and with methodological
improvements, perhaps to finite projection times as well.
Without performing such calculations, we can already determine the qualitative nature of the vacancy
band by considering the form of the Hamiltonian and overlap matrices arising from a basis that includes
vacancy states. By inversion symmetry a bulk state containing a single p-like excitation is orthogonal to
the ground state. By introducing a vacancy into each of these states, the overlap will become nonzero but
will still be very small. Thus acoustic vibrational modes will interact only very weakly with vacancies,
which is consistent with experimental observations of the LOB as well as previous QMC calculations using
high quality “shadow” wavefunctions. In this case the acoustic and vacancy modes approximately block
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Figure 5.2: Convergence of Γ-point energies vs. imaginary time for N = 16. The dominant angular character
of the excitation at any point in time is represented by its color.
diagonalize the Hamiltonian. The vacancy block will be of Toeplitz form (i.e. composed of diagonal stripes
of constants) and strongly diagonally dominant since matrix elements involving vacancies on different sites
will be very small. The off-diagonal elements will also be nearly constant, since the presence of the vacancy
will only distort the vibrations of nearby atoms. In the absence of this anisotropy, the vacancy band would
be completely flat, with a value equal to the isolated (localized) vacancy formation energy. The bandwidth
of vacancy excitations is then determined by the strength and range of the vibrational anisotropy caused by
the vacancy. Since the nearest neighbor matrix elements will still be much smaller than the onsite elements,
this bandwidth should be small just as is the case with the LOB.
At this point, we should acknowledge that the bandwidth of vacancy modes is the subject of some debate.
Some time ago, Goldberg and Guyer created a model of the vacancy band in Helium by treating vacancies
similar to polarons [169]. They assumed a very small vacancy bandwidth ( 1mK), which was consistent with
experimental data at the time. An analysis of later experiments pointed out that the band could not be this
narrow. By fitting the model of Goldberg and Guyer to Nuclear Magnetic Resonance (NMR) data, Schuster
et al. determined the vacancy bandwidth to be around 1K in the bcc phase near melting and much smaller
than this for hcp [170]. Time of flight experiments in the hcp phase estimated the bandwidth as 5.7K from
the motion positive ions through the lattice under the influence of an applied electric field [171]. Finally,
variational Monte Carlo calculations using novel shadow wavefunctions estimated the bcc and hcp vacancy
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bandwidths to be 19.2K and 10.9K, respectively [172]. For comparison, the bandwidth of the LOB is 3K.
Another potential obstacle to assigning the LOB to vacancy modes is the apparent discrepancy between
effective mass theory and the qualitative picture of helium vacancies as rapidly traveling, delocalized ob-
jects. The relatively flat nature of the LOB indicates that its quasiparticles have a large effective mass,
and hence are expected to be localized. A direct analysis of the Schrodinger equation at each value of k
resolves the apparent contradiction. For a perfectly flat band, k derivatives of the vacancy wavefunctions
are also solutions with the same eigenvalue. Since no additional degeneracy is allowed, it is clear that these
derivative states are simply proportional to the original set, i.e. they are planewave-like and delocalized. A
small bandwidth disrupts the perfect degeneracy and hence the infinite delocalization of the states. This
observation of delocalized states arising from nearly flat bands simply denotes the breakdown of the effective
mass approximation, and thus its use can be misleading in such situations.
In addition to band shape, the average value of the LOB must be consistent with the typical vacancy
formation energy. Various experiments on solid He have shown a range of thermally activated phenomena
(attributed to vacancies) ranging between 1K and 14K depending on the density (small vacancy formation
energies are expected at low densities as the liquid phase is approached). NMR experiments on the bcc phase
found a vacancy formation energy of 5− 6K at a density of 0.02845 atoms/A˚3 (the density investigated here
is 0.02867 atoms/A˚3). Previous Quantum Monte Carlo work has found a formation energy of 8 ± 1K at
0.02898 atoms/A˚3, though for a 128 atom cell. An earlier work used much larger cells, but with very large
error bars [173]. The average value of the LOB is 11K, which does not strikingly agree with these results,
but given the possible sources of systematic error (models in experiment, cell size and lack of vibrational
coupling in calculations) it is not unreasonable for the formation energy to be of this magnitude.
It should be emphasized that the attribution of the LOB to collision induced vacancies is somewhat
speculative. A definitive assignment can only be made in the face of further analysis which includes the
coupling of vacancy modes with the p, d, and f vibrational states. Such an analysis should be possible with
improvements to the methodology employed in this study.
Qualitative insight regarding other features of the excitation spectrum can be gained by considering the
interpolated bands. The interpolation method outlined in section 5.2.2 seems to work best at small projection
times. As projection time is increased, the interpolated bands become distorted with a propensity to bias
negatively for q < 0.5 and positively for q > 0.5. However, the interpolation is expected to be most accurate
near points where ∂E/∂k = 0 by symmetry, such as the H, N , and Γ points. Figure 5.4 shows the dispersion
of the higher optic bands near the Γ point. Our results bear qualitative similarities to the experimental data,
including the existence of both flattened and curved optic branches in the [110] direction. However, instead
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Figure 5.3: Simulation results at t = 0 for 16, 54, and 128 atom systems shown in red, blue, black, respec-
tively. The marked similarity at simulation cell reciprocal lattice vectors (black circles) indicates that finite
size effects are generally small.
of just two branches, five distinct bands appear, arising from combinations of d states.
It is also clear at all projection times that a strong interaction exists between the longitudinal acoustic
band (p symmetry), and the the 2s optic band. This is evident from the hybridization (color transfer in the
figures) and repulsion as the highest p band approaches the 2s state along the [110] direction (see fig. 5.1
near q = 0.4). At higher projection times, as the d and 2s bands relax downwards, this interaction can be
seen, but at smaller values of k. For the 54 atom results at t = 0.048K−1, a near degeneracy between the
acoustic and optic modes occurs near q = 0.2, which corresponds with the broad feature observed in the
experimental data [2].
Another example of this effect is found in the flattening of the maxon peak (L111) with increasing
projection time. At low projection time (fig. 5.1), the maxon peak has a smooth idealized shape. As the
d and 2s optical states relax downward with increasing projection time (see fig. 5.5) the peak is flattened,
taking on a 2s character. The corresponding experimental feature is the broad linewidth observed over this
range of q [1].
The experimental data [1, 2, 159, 174] is not well resolved for excitation energies larger than 23K, likely
due to similar interband interactions. Our data suggest that many more states exist above the energy at
which the experimental bands disappear. Interactions with these states would appear as a broad feature in
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Figure 5.4: Dispersion of optical bands is shown along the [100] and [110] directions for the 16 atom system
at the highest projection time acheived (t = 0.096 K−1). Experimental data for the high optic branch (HOB)
is shown in red for comparison.
the experimental data into which previously well resolved modes would decay. The most likely candidates
for this decay are the 2s and five d states which exist in our results between 15K and 30K. However, beyond
30K 2p and f states are seen and there are likely to be many higher states as well which have not been
included in our basis.
Despite the quantitative success of the CFQMC method for key aspects of the optic states, much of our
data remains at a more qualitative level. We will now explore some of the reasons for these shortcomings,
which ultimately are tied to the representation of the projector and the variational basis. The exponential
form of the projection operator results in a statistical error and bias that also increase exponentially with
increasing imaginary time. This situation is worse for larger systems, since the noise is proportional to
the system size while the signal for excitation energies is single particle. Given this circumstance, it always
remains somewhat of a risk that the needed level of convergence will not be sufficient for the chosen problem.
We have been fortunate that at least some of the most interesting excitations (the 2s and d states) seem to
have sufficiently converged. Other bands, such as the acoustic p states, seem to converge extremely slowly
in imaginary time. These problems can be understood in terms of the variational basis, based upon the
Nosanow wavefunction, which contains erroneous center of mass motion (see section 5.4).
Although the variance and bias will scale exponentially in imaginary time for any method using the
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Figure 5.5: Simulation results along the [111] direction for the 54 atom system at t = 0.048 K−1 showing a
strong hybridization of the maxon peak. Experimental results (dash-dotted) are shown for comparison.
thermodynamic density matrix as a projector, there are ways to reduce the exponential growth rate of the
variance and bias experienced in CFQMC. Improved basis states will lead to a reduction of error, but require
greater insight into the underlying physics of the excitations. Additional improvements can be gained by
changing the sampling method.
In the CFQMC method, the exponentially growing variance is strongly dominated by fluctuations of the
weights. The use of weights could be eliminated by using Reptation Monte Carlo [175] sampling, however
this would limit the calculations to a fixed (but larger) imaginary time. The variance would still grow
exponentially but with a smaller growth constant. By setting Wn,n+k = 1, we can estimate the added
benefit of Reptation. Results for a 16 atom system indicate that the growth rate of the variance is a
factor of 6 larger with varying weights. This means that a Reptation calculation of the 128 atom system
should have the same accuracy as a CFQMC calculation of the 16 atom system. Alternatively, one could
achieve projection times 6 times larger than we have throughout, which should be enough to eliminate the
exponential part of the bias, but the center of mass bias would still be close to 1.3K for acoustic modes due
to its 1/t scaling.
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5.4 Analysis of Bias from Center of Mass Vibrations
The bias due to center of mass confinement is present for all states at all imaginary times and it is the
source of the 6.5K shift of the acoustic modes at the Γ point (k = 0). The contribution of the center of mass
vibrations to the total energy are, in general, a 1/N effect, but this is the case for the excitation energies as
well. If we consider the trial ground state wavefunction as well as a Γ point mode constructed from p states,
we find that they differ only in their center of mass terms
Ψ0 = e
−CNR2Ψx (5.19)
ΨΓ =
∑
s
α · (rs − s)Ψ0
=
∑
s
α · (xs + R− s)Ψ0
= Nα ·Re−CNR2Ψx
where x and R label relative and center of mass coordinates, respectively.
The Hamiltonian factorizes simply into center of mass and relative terms
Hˆr =HˆR + HˆX (5.20)
HˆR ≡ − λ
N
∇2R (5.21)
HˆX ≡ −λ
∇2X − 1N
3∑
d=1
∑
ij
∂xdi∂xdj
+ VX (5.22)
which implies that the projected overlap matrix element of a state Ψr = ΨRΨX will have the form
Nr ≡ 〈Ψr|e−tHˆr |Ψr〉
= 〈ΨR|e−tHˆR |ΨR〉〈ΨX |e−tHˆX |ΨX〉 ≡ NRNX (5.23)
The form for the Hamiltonian is similar
Hr = HRNX +NRHX (5.24)
and the energy is given by
Er =
HR
NR
+
HX
NX
(5.25)
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Figure 5.6: The imaginary time decay of a spurious Γ-point mode (black) is compared to the analytic
prediction of eq. 5.26 (blue). The nonzero value of the mode is due to the center of mass confinement of the
Nosanow wavefunction.
Since eqns. 5.19 share the same ΨX , the energy difference EΓ − E0 depends only on the center of mass
coordinates. Neglecting periodic images, the center of mass projector, exp(−tHˆR), is gaussian in real space.
Under this assumption (most accurate at small N) the integrals can be performed analytically to obtain the
energy bias
δEΓ =
2λC
1 + 2λCt
(5.26)
This decays very slowly in imaginary time.
The decay is very different from the exponential convergence that is usually assumed. It results from
projecting a highly localized function into a completely delocalized one. The center of mass vibrations are
tightly confined to the middle of the simulation cell by the Nosanow wavefunction, but given the contin-
uous translation symmetry of the Hamiltonian, these degrees of freedom should roam the box with equal
probability.
Because of this slow decay, projection times much longer than the 0.1K−1 acheived in this work are
required. A plot of the actual vs. theoretical decay of this mode can be found in fig. 5.6. There is near
perfect agreement at zero time followed by a deviation at short time. This deviation is dependent on N and
is likely due to our neglect of the projector’s periodic images. At longer time there is a decay which matches
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the slope of the theoretical curve.
Given the analytic nature of the center of mass components of the various matrix elements, it seems
reasonable that a correction scheme may be devised to remove the center of mass bias from all states.
However, attempts to do so thus far have been thwarted by the difficulty of guaranteeing that relative
coordinate constraints are fully imposed only by controlling center of mass terms. If the center of mass bias
could be appropriately handled, it is likely that the accuracy of the calculated spectrum would improve.
5.5 Conclusion
Variational bounds have been calculated for portions of the excitation spectrum in bcc 4He. We have
been able to establish that collective modes constructed out of correlated local excitations with s or d
symmetry could be responsible for the higher optic-like branches originally observed by Markovich, et al.,
however questions remain regarding the cause of the lower optic-like branches. Additional evidence has
been given that the broad excitation band at higher energies as well as the damping of acoustic branches
observed in experiments are due to interaction with these optic s and d bands. We have outlined some
of the shortcomings of the methods employed along with an understanding of how to improve upon them.
Room for improvement clearly remains, but we feel that this is an important step toward a fundamental
understanding of the excitations in crystalline 4He.
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Chapter 6
Population Control Bias with
Applications to Parallel Diffusion
Monte Carlo
This chapter reviews the second major sub-project associated with this thesis. This work addresses scaling
challenges for the DMC method as parallel machines grow larger. To address these scaling issues in a simple
way, it is proposed that a time delay be introduced into the population control feedback. The affect of
the time delay on population control bias and population stability are investigated in an model harmonic
oscillator system. The model results are condensed into a simple set of recommendations to improve the
scaling of DMC while managing the population control bias. This chapter reproduces material published
in Advances in Quantum Monte Carlo. Reprinted with permission from [176]. Copyright 2012 American
Chemical Society.
6.1 The Future of Parallel DMC
Modern parallel machines are composed of tens of thousands of SMP nodes which will rapidly increase into
the millions in coming years. Keeping pace with such developments is crucial to the success of scientific
computing. Monte Carlo methods are particularly well suited to make use of this ever increasing computing
power since they contain low serial dependency. In Markov Chain Monte Carlo, a function is evaluated
along a large chain of randomly generated particle configurations to obtain its mean. Conceptually, we
think of the chain as a random walk, meaning that it is formed by a walker which steps from configuration
to configuration. Typically, straightforward replication of Monte Carlo random walks allows near perfect
scaling, however a central feature of any Monte Carlo algorithm will limit the practical efficiency gains
realized when scaling to millions of processors: the equilibration time of the random walks.
The bottleneck due to equilibration time arises from the pursuit to simulate ever larger systems. Since
the time to obtain new configurations is increased, the equilibration time consumes a larger fraction of the
fixed serial run time. A direct way to minimize the ratio of serial equilibration time and total run time is to
minimize the number of walkers per SMP node. For many Monte Carlo algorithms it is possible to achieve
the exact minimum of just one walker per node; however this is not the case for the standard Diffusion
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Monte Carlo (DMC) method.
DMC is a Monte Carlo procedure to solve the many-body time independent Schrdinger equation [67, 177].
It is currently the most widely used Quantum Monte Carlo algorithm for chemical and condensed matter
systems. In the standard algorithm, the population of walkers fluctuates through a birth-death process known
as branching and so load balancing challenges arise in the limit of few walkers per node. For example, a
set of nodes each running with a single walker will quickly evolve into a situation where nodes contain zero,
one, or two or more walkers each. In this circumstance, the overall efficiency can fall since all walkers must
complete a step before the trial energy is collected and branching is performed. In typical implementations,
current codes use on the approximately one hundred walkers per node to avoid load balancing inefficiency,
however this leads to equilibration inefficiency as mentioned above. Though load balancing operations cannot
perfectly redistribute the load for arbitrary population sizes, they will have to be performed frequently to
prevent the situation from becoming even worse. Since most implementations of load balancing rely on
operations within the Message Passing Interface (which impose synchronization at some level), parallel
efficiency will further suffer with increasing machine size. At the same time, the branching process must be
tightly regulated to prevent chronic shortages of walkers which could leave large numbers of nodes idle.
Demanding smaller fluctuations in the DMC walker population (greater stability) increases a systematic
error within DMC as we detail below. However, with the advent of larger machines, a greater level of
accuracy will inevitably be pursued, requiring parallel algorithms with greater robustness and less bias.
Thus the population control bias, which has largely been neglected in the past, could become increasingly
relevant to future applications.
In this work, we explore the relationship between the population control parameters and the stability and
accuracy of the standard DMC method. Using a simple and efficient model problem, the simple harmonic
oscillator, we obtain empirical formulas describing the behavior of population stability and the population
control bias over a range of control parameters. Since we expect population dynamics (and hence stability
and bias) to depend more strongly on the control method used than the particular details of the physical
system, these results should apply broadly to current DMC practice.
Looking ahead to the rapidly approaching parallel efficiency difficulties outlined above, we move on to a
possible solution to the scaling problem. We propose the introduction of a feedback delay in the population
control mechanism which removes synchronization requirements from the algorithm and allows load balancing
techniques that capitalize on keeping the time averaged load constant rather than the instantaneous load.
These features ease the tradeoff between serial and parallel efficiency. As we must be cautious not to introduce
unmanageable instability or bias into the simulation, we repeat the model analysis on cases with delayed
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feedback. These results are then consolidated into a brief set of practical recommendations to improve the
parallel efficiency and reduce the population control bias in typical DMC simulations.
Other types of Quantum Monte Carlo, such as Reptation [175] and Path Integral Monte Carlo [168],
do not suffer from population control bias. However, those methods have not been systematically applied
to systems of many electrons, and in particular, there have been no studies of their relative efficiency, e.g.
how their errors scale with computer time and number of electrons. In addition, these methods have other
difficulties in scaling to very large number of processors. For these reasons, we limit the discussion to
Diffusion Monte Carlo.
6.2 DMC features salient to population control stability and bias
In Diffusion Monte Carlo, the variational probability density |ΨT |2 is evolved forward in imaginary time
through the iterative application of a short time Greens function.
ft+τ =
∫
dRG (R′, R; τ) fτ (R) (6.1)
The importance sampled [67, 177–179] form of this propagator optimally guides the trial probability den-
sity toward the mixed distribution (ΨTΨ0) which is composed of the trial and exact ground state wavefunc-
tions. In fact, the probability density evolves toward the mixed distribution exponentially fast in imaginary
time.
ft −−−→
t→∞ ΨTΨ0e
−t(E0−ET ) (6.2)
The exponential factor on the right hand side of equation 6.2 provides the first glimpse of an instability
in the DMC algorithm which will be addressed in the context of population control. The trial energy, ET ,
is selected as close to the ground state energy (E0) as possible to prevent the norm of the distribution from
vanishing or diverging within the timescales of interest.
The conversion of the formal method into a Monte Carlo sampling process introduces the practical issues
of efficiency, stability, and accuracy. Recall that, in practice, the short time Greens function is approximately
factorized into a product of diffusion and branching terms. The branching term in the factorization is given
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by
Gd(R
′, R) = exp
(
− 1
4τ
[
R′ −R− 2τΨ−1T (R)∇ΨR(R)
]2)
Gb(R
′, R) = exp
(
−τ
2
[EL(R
′) + EL(R)]
)
(6.3)
Here the magnitude of the timestep, τ , is determined by the acceptable level of error in the breakup; later
on τ will take on a meaning which differs from this standard usage. In the DMC algorithm, the branching
term Gb(R
′, R) acts as a configurational weight, which is typically implemented as a birth-death process of
the walkers. In this context, a walker can be thought of as a set of particle positions that is statistically
representative of (or sampled from) the distribution f∞ = Ψ0ΨT . In a real simulation, a large number of
these representative walkers must be generated in order to accurately probe all of the relevant features of
f∞.
The walker population at finite imaginary time is represented by the norm of the mixed distribution:
Pt =
∫
dRft(R) (6.4)
Recalling the large time limit of the probability density in equation 6.2, it is clear that the walker population
will perish or diverge, depending on the value of the trial energy. Yet, even if the trial energy is exact, local
fluctuations in the branching weights (eq 6.3) will cause the dynamic population to vary in an unbounded
fashion as imaginary time progresses. This is evident from the fact that the integral in equation 6.4 is
approximated by a sum over all Monte Carlo trajectories (prior walker populations) which involve products
of the branching weights up to time t − τ . Thus the future weight of a single walker, represented by the
number of its descendants, will exponentially disappear or diverge depending on the local energy along its
future trajectory. The collective effect of unhindered branching is an instability in the walker population,
which is clearly intolerable from a practical perspective.
Several procedures have been invented to restrict the fluctuations of the walker population at the expense
of introducing additional bias into the calculation. Such procedures generally fall into one of two camps:
fixed population methods, such as the “comb” [180, 181] and reconfiguration algorithms [182, 183], or the
dynamic adjustment of the trial energy [67, 177, 184, 185]. In this study, attention will be restricted to the
latter, as it is the most widely used method for population control in the DMC community. In the standard
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population control procedure, the trial energy is modified in the following way:
ET (t) = 〈EL〉t − 1
gτ
log
Pt
P0
(6.5)
Here, the average indicates the current best estimate of the total energy and Pt and P0 are the current and
target populations, respectively.
The calculation of the total energy and population is what binds together the otherwise independent
walkers, and causes a parallel bottleneck. The control parameter, g, is somewhat arbitrary and equals the
typical number of generations (or branching steps) required for the population to return to its target value.
In the absence of fluctuations, the population will return to its target value in exactly gτ units of imaginary
time. These population control adjustments perturb the branching weights and hence introduce bias into
any estimators. If the control parameter is too large, the population fluctuations will be hard to control; if
it is too small, there could be a large bias on the estimated energy.
The population control bias has been addressed in only a handful of studies to date, possibly because its
magnitude has been small for the typical range of physical system sizes [107]. Though it has been known
for some time that this bias ultimately scales exponentially with physical system size [185, 186], it seems
that this fact is only becoming appreciated more recently [187, 188]. It has been shown that the bias will
decrease linearly with target population size [184–186, 189] and will decrease if the uncontrolled population
fluctuations are small [182]. The population control bias can be systematically reduced by updating the trial
energy less often [184], increasing the target population size, loosening the dynamic control [185], increasing
g, or using importance sampling [184, 185, 189] with a better trial wavefunction. Attempts to completely
correct for the bias include extrapolation in 1/P0 [184, 185] which requires many runs, and reweighting
samples over a partial history [185, 186] in a single run, though this is not always more efficient than the
extrapolation approach [190].
6.3 Delayed Feedback DMC
The pursuit of higher accuracy is one of the main reasons larger machines are developed for computational
science. In the context of Quantum Monte Carlo this means that continual effort must be given to minimize
statistical error and systematic biases. In order to meet these goals, we wish to reformulate Diffusion
Monte Carlo in a simple way that removes the bottleneck to parallel efficiency and does not exacerbate the
population control bias. Any modifications to the DMC algorithm should also maintain the stability of the
algorithm, i.e. the population fluctuations must be controllable. Finally, we require that reproducibility be
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maintained, specifically that simulation results should not depend on machine conditions such as the number
of nodes used or interruptions from background daemon processes.
A simple way of meeting these requirements is to introduce a time delay, or lag, in the population control
feedback. Thus the trial energy used at time t only requires information from all walkers at time t−L. The
opening of this window in “time” postpones any synchronization demands, and may remove them entirely
provided that a load balancing can be done within this time window. This opens the possibility of near
perfect parallel scaling even for a very small number of walkers per node. Introducing a feedback delay
clearly satisfies the requirement of reproducibility since information from different imaginary times is not
mixed. Its impact on stability and bias is not as obvious and requires further consideration and testing.
In general, the introduction of a feedback delay should decrease the stability of the simulation, meaning
that fluctuations of the walker population should grow larger. Crudely speaking, the effect of the time
delay is to increase the population control parameter (g) by the length of the delay (L), since it will take L
more steps to reign in population fluctuations than it would otherwise. This loosening of control will allow
larger fluctuations, increasing the probability that the population will explode, vanish, or simply become
too volatile for effective load balancing.
The impact of a feedback delay on the population control bias is somewhat more subtle. To see its effect,
consider walkers entering a region of very low local energy. Without a feedback delay, the population will
immediately rise, causing a sharp response from the population control mechanism and hence a large bias.
Introducing a time delay will allow walkers to diffuse back out of this biasing region before branching, thus
smoothing out its effect and reducing the bias. The effect may or may not be large, but at the very least
the introduction of delayed feedback should not increase the population control bias.
6.4 Dependence of Stability and Accuracy on DMC Parameters
The impact of delayed population feedback on stability and accuracy needs to be studied and quantified, with
attention given to its interrelationship with other parameters used in DMC. Relevant parameters include the
target population size, population control parameter, branching frequency, and trial energy update frequency.
In order to probe these relationships empirically, we have developed a model that implements DMC for one
of the simplest possible systems, the one dimensional harmonic oscillator. This model is justified because the
bias and population fluctuations should depend more strongly on the control method used than the actual
details of the physical system.
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6.4.1 Model system
The simple harmonic oscillator has the advantage that its imaginary time propagator is known exactly.
This fact can be exploited to eliminate the timestep error typically incurred by the breakup into diffusion
and branching terms (see eq 6.3). With the timestep error removed, the only bias remaining is due to the
population control procedure, allowing us to study it in isolation and hence much more accurately. In order
to mimic DMC, the importance sampled propagator is again factored into diffusion (Gd) and branching (Gb)
terms:
G(R′, R) = Gd(R′, R)Gb(R′) (6.6)
Gb(R
′) ≡
∫
DRG(R′, R) (6.7)
In the limit of small imaginary time, the results in equation 6.3 are recovered.
Though the resulting DMC algorithm has no timestep error, the timestep used here still has an important
connection to typical DMC simulation. In standard DMC, there are three timescales which are relevant to
the discussion of population control bias. The first is the Trotter timestep, τt, which appears in the standard
breakup given in eq 6.3. This timescale relates to the timestep error and it has been purposefully removed
from our model. The other timescales are the branching period, τb, which is the time between branching
operations, and τu, the time between updates of the trial energy (ET ). Branching more often without
adjusting the trial energy should have no adverse effect on the bias, and so we set τb = τu in the model
simulations. For the remainder of the discussion, this timescale is referred to as the timestep or the update
period and it is denoted as τ . The bias will increase with more aggressive population control, and it is
expected that a larger population control bias will be observed at small timesteps in the model results.
The potential and trial wavefunction used for the model system are given by
V (x) = x2 (6.8)
ΨT (x) = e
−ax2/2 (6.9)
with all quantities listed in dimensionless units (~ = 1, m = 1/2). The exact ground state energy for
this system is equal to 1 and the ground state wavefunction is obtained when a = 1. Since a poor trial
wavefunction will increase the branching rate, and thus more strongly manifest the population control bias,
we use a trial function with a = 0.1 which badly oversamples low probability regions.
123
The exact importance sampled propagator, or Greens function, is given by
G(x′, x; τ) = (2pis)−1/2 exp
(
τET − a(x′2 − x2)/2− [c(x′2 + x2 )−2xx′] /(2s)
)
(6.10)
Where c and s are defined as
c ≡ cosh(2τ) s ≡ sinh(2τ) (6.11)
The Greens function is then integrated, as in equation 6.6, to obtain the effective branching weight and
diffusion transition probability.
Gd(x
′, x) =
(
c+ as
2pis
)1/2
exp
(
−c+ as
2s
[
x′ − x
c+ as
]2)
(6.12)
Gb(x
′) =
(
1
c+ as
)1/2
exp
(
− 1
2s
[
c− as− 1
c+ as
]
x′2 + τET
)
(6.13)
The transition probability can be sampled exactly using a Gaussian random number generator, making the
model algorithm very efficient.
6.4.2 Definitions of stability and bias
Let us define exactly what is meant by stability and bias in Diffusion Monte Carlo. Defining bias is straight-
forward: it is simply the deviation away from the exact ground state energy.
b ≡ 〈E〉 − E0 (6.14)
Stability is most easily quantified in terms of its opposite: the volatility of the walker population. Here we
define volatility as
v ≡ 〈log (Pt/P0)2〉 − 〈log (Pt/P0)〉2 (6.15)
which is the magnitude of population fluctuations.
Perhaps a more direct measure of stability is the probability that a simulation will not fail, meaning that
the population remains within a practical range (the condition used here is P0/10 < P < 10P0). Given the
inexpensive nature of our calculations, we also explore this quantity by repeating runs many times in volatile
areas of parameter space (which is spanned by g, P0, and τ). These quantities are linked in the sense that
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Figure 6.1: Population volatility vs. combined population control parameter and update period.
isosurfaces of the volatility closely match those of the stability. The reason for this close relationship is that
both quantities are determined by the width of the population distribution. Thus conclusions drawn from
the volatility are valid reflections of how viable, or stable, DMC simulations will be.
6.4.3 Results with zero feedback delay
A series of long simulations (3.34 × 108 samples) were performed over a range of control parameters (g =
1, 2, 4, 8, 16, 32, 64, 128), population sizes (P0 = 8, 16, 32, 64), and update periods (τ = 0.0025, 0.005, 0.01, 0.02, 0.04).
These population targets are very small, but were chosen so that the volatility and bias would be increased
and thus computed more accurately.
The relationship between volatility (v), control parameter (g), target population size (P0), and update
period (τ) can be inferred from figure 6.1. The data for various population sizes (differentiated by symbol)
largely lie on top of one another, demonstrating the inverse relationship between volatility and population
size. Simulations with P0 = 8 were largely unstable and have been excluded from the fits (though the 1/P0
relationship still clearly held for these runs). The data also support a power law relationship between the
volatility and gτ . Slight deviations from power law behavior were found for g < 4 (data not shown). As g
is taken below the critical threshold of 1, the population feedback overcorrects, causing the population to
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Figure 6.2: Population control bias vs. combined population control parameter and update period.
oscillate within an exponentially growing envelope. Thus, g can be regarded as an independent parameter
only as this instability is approached (small g). To summarize, we find that:
v ∝ gτ
P
(6.16)
A similar relationship can be obtained for the population control bias. Figure 6.2 displays results for
the bias over the same range of parameters in Figure 6.1. Again, it is immediately clear that the bias scales
inversely with target population size. The bias is clearly not a power law in gτ , but a logarithmic fit conforms
to the data almost perfectly. The bias then approximately satisfies the empirical relation
b ∝ 1
P
log
tf
gτ
(6.17)
where tf is a constant roughly equal to 3.0. It should be noted that this form cannot hold in the limit of
large gτ because the bias must strictly vanish in this regime. A simple analysis of DMC using continuous
weights rather than branching reveals that the bias must transition to an inverse relationship
b −−−−→
gτ→∞
1
Pgτ
(6.18)
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Figure 6.3: Stability vs. feedback delay and population control parameter shown with instability lines for
P0 = 64 and τ = 0.01. Brighter regions are more stable.
in the large gτ limit.
Alhough we have studied the bias in a simple model problem, our results should hold for other systems
of typical interest involving singular potentials or the fixed node constraint. These complicating factors will
indeed affect the bias, since they change the local energy distribution. However, the central limit theorem
implies that these local energies, if averaged over enough steps, will converge to the same distribution as
the model case, but with a different variance. Therefore the effects of nodes and singular potentials should
be contained only within the fit constants in equation 6.17, and not in its functional form. Though this
argument is fairly general, explicit tests of such systems should be made to fully confirm its validity.
6.4.4 Results with finite feedback delay
For the introduction a finite feedback delay (L), we expect that most of the prior results will simply be
modified by replacing g with g + L. This expectation is largely borne out by the data, especially in the
case of the volatility. Figure 6.3 shows filled stability contours of a 64 walker simulation with unstable
regions becoming increasingly dark. Though the stability (probability of a successful run) is shown here, the
essential features are identical to the inverse volatility. A dramatic effect of the feedback delay is seen in the
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Figure 6.4: Population control bias vs. effective control parameter for standard (black) and time delayed
(red) DMC at τ = 0.01 and P0 = 32
region of tight control (small g) and finite delay.
The strong instability seen in this region is a manifestation the critical instability discussed earlier, only
here the system becomes unstable for all g < L+1. In this regime, population fluctuations are overcorrected,
similar to the feedback experienced when a microphone is placed next to a loudspeaker. The upper solid line
in the plot marks the expected isostability curve geff = g + L shown along the boundary between stability
and instability. For systems with smaller target populations, the stable (white) region becomes narrower and
the predicted contour matches well with the observed stability until the critical instability is approached.
Thus equation 6.16 is extended to obtain
v ∝ (g + L)τ
P
(6.19)
as long as the time delay satisfies
L < g − 1 (6.20)
Provided L is chosen somewhat below this bound, the time delayed method should be as stable as the
standard algorithm with a control parameter of g + L. Though the triangular stability region narrows as L
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increases, it should be noted that its size will increase proportional to the target population size.
Results for the population control bias demonstrate that a feedback delay does reduce the bias, though
the beneficial effects are partially checked by an increase in volatility. Figure 6.4 illustrates this situation by
showing the real decrease in the bias after the increased volatility is accounted for. Time delayed simulations
were performed with a fixed control parameter (g = 32) over a range of delays (from 0 to 32). The time
delayed data are plotted at an effective control parameter (g+L), so that data displayed at a particular value
of g have the same volatility. It appears at first that adding a time delay equal to the control parameter
halves the bias relative to the undelayed case. However, after the data are shifted to reflect the loss of
stability, the actual gains are smaller. Still, increasing the feedback delay can be an effective means for
reducing the population control bias provided the increased volatility is acceptable.
6.5 Practical Recommendations for DMC Simulations
Optimizing the balance between efficiency and accuracy is a significant goal of any discipline which employs
large scale simulation. Finding the right tradeoffs in DMC is a case of selecting optimal values for the
control parameters. Using the insight gained from the model system, we are now in a position to effectively
navigate the parameter space toward the optimal solution. A natural benefit of increasing machine size is
that the target walker population must scale in the same way, providing an added reservoir of stability to the
simulation and damping the bias. The increase in the size of the simulated physical system requires a decrease
of the number of walkers per node in order to restore the serial efficiency lost from longer equilibration times.
The low walker count per node increases the total idle time due to more interactions with synchronization
barriers and strains load balancing algorithms, further reducing the parallel efficiency.
Introducing a population control feedback delay of sufficient length should push back the synchroniza-
tion barriers inherent in standard DMC. Though the time delay will increase the volatility of the walker
population, and thus require frequent attention from the load balancer, there will be more time to get the
balance right before the energy must be accumulated. The load should be defined in this case as the amount
of time required to advance all walkers to a specific point in imaginary time, such as L steps beyond the
average projection time of the walkers.
The population control parameter (g) should be selected so as to satisfy the lower bound in equation 6.20
while keeping it as small as is necessary to reign in the population fluctuations. If the population control
bias is a primary concern, the population correction in the trial energy could be updated less often and/or
standard correction methods such extrapolation [184] or reweighting [185] could be employed.
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6.6 Conclusion
We have established empirical relationships which reveal the dependence of the population control bias and
population volatility on the trial energy update period, population control parameter, and target population
size. Though established by a thorough investigation of a simple model system, we expect that these
relationships will apply generally to Diffusion Monte Carlo. We have proposed a simple modification to the
DMC algorithm, namely the use of delayed feedback in the population control mechanism, which should
increase the parallel performance of DMC simulations. This modification, which requires minimal change
to existing codes, should function well with only a few walkers per node which will reduce the fraction of
CPU time spent on walker equilibration. Model results have shown that the introduction of a feedback
delay moderately reduces the population control bias after the increase in population volatility has been
accounted for. Finally, we have provided general recommendations to improve serial and parallel efficiency
while reducing bias by adjusting only the trial energy update frequency, population control parameter, and
feedback delay. Future work will investigate the population control bias in real physical systems to assess
the adequacy of conclusions drawn from the model system.
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