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Abstract
Electronic health record systems (EHRs) facilitate the storage, retrieval, and sharing of
patient health data; however, the availability of data does not directly translate to support for
tasks that healthcare providers encounter every day. In recent years, healthcare providers
employ a large volume of clinical data stored in EHRs to perform various complex dataintensive tasks. The overwhelming volume of clinical data stored in EHRs and a lack of
support for the execution of EHR-driven tasks are, but a few problems healthcare providers
face while working with EHR-based systems. Thus, there is a demand for computational
systems that can facilitate the performance of complex tasks that involve the use and working
with the vast amount of data stored in EHRs. Visual analytics (VA) offers great promise in
handling such information overload challenges by integrating advanced analytics techniques
with interactive visualizations. The user-controlled environment that VA systems provide
allows healthcare providers to guide the analytics techniques on analyzing and managing
EHR data through interactive visualizations.
The goal of this research is to demonstrate how VA systems can be designed systematically
to support the performance of complex EHR-driven tasks. In light of this, we present an
activity and task analysis framework to analyze EHR-driven tasks in the context of
interactive visualization systems. We also conduct a systematic literature review of EHRbased VA systems and identify the primary dimensions of the VA design space to evaluate
these systems and identify the gaps. Two novel EHR-based VA systems (SUNRISE and
VERONICA) are then designed to bridge the gaps. SUNRISE incorporates frequent itemset
mining, extreme gradient boosting, and interactive visualizations to allow users to
interactively explore the relationships between laboratory test results and a disease outcome.
The other proposed system, VERONICA, uses a representative set of supervised machine
learning techniques to find the group of features with the strongest predictive power and
make the analytic results accessible through an interactive visual interface. We demonstrate
the usefulness of these systems through a usage scenario with acute kidney injury using large
provincial healthcare databases from Ontario, Canada, stored at ICES.
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Summary for Lay Audience
Many medical organizations adopt electronic health record systems (EHRs) to replace
traditional paper-based patient records as they modernize their operations. EHR data includes
patients’ medical history, medications, diagnoses, treatment plans, and laboratory test results.
Healthcare professionals use EHR-based systems to perform various tasks that involve the
use and working with a vast amount of data stored in EHRs. Such tasks include identifying
patients at high risk of developing diseases, monitoring a patient’s condition, and studying
the effect of treatments, among others. Despite the benefits of EHR systems, they fail to meet
the healthcare professional’s computational needs. Therefore, it seems like there is a need for
computational tools that can support the execution of various tasks on large bodies of data in
EHRs. This research aims to prove the usefulness of computational tools, known as visual
analytics, in performing different tasks on EHRs. VA combines the strength of data analytics
techniques with interactive visualizations to allow healthcare professionals to explore and
analyze the clinical data interactively. We first identify the gaps in support of tasks
performed by EHR-based systems using a proposed framework. We then provide a
comprehensive overview of EHR-based VA systems through a systematic literature review.
We evaluate these systems based on the tasks, analytics, visualizations, and interactions they
support and identify the areas with little prior work. We develop two novel VA systems
(SUNRISE and VERONICA) to show how the VA approach can be used to address the
challenges of EHRs. SUNRISE is designed to help healthcare professionals to identify
relationships between laboratory test results and a disease. VERONICA uses several
analytics techniques to find the best representative group of features in identifying high-risk
patients. We show how these VA systems can be used to solve real-world problems using the
healthcare datasets from Ontario, Canada, stored at ICES.
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Chapter 1

1

Introduction
Motivation
The increasing adoption of electronic health records (EHRs) by medical organizations
has created an untapped resource with the power to improve and change healthcare
(Caban & Gotz, 2015; Harerimana et al., 2019; Yazhini & Loganathan, 2019). The EHR
data includes patients’ medical history and diagnoses, laboratory test results, medications,
procedures, immunization history, allergies, treatment plans, and symptoms, among
others (Lee et al., 2017). EHR systems have made patient information easily accessible to
healthcare facilities for various basic healthcare operations. While initially developed for
archiving patient records and supporting administrative tasks, researchers have
recognized the inevitable application of EHRs to clinical research (Shickel et al., 2018).
EHR-based systems offer an opportunity to utilize information derived from real-world
patient data to better guide clinical decisions regarding patients (Murphy et al., 1999;
Reisman, 2017). Healthcare providers utilize these systems to perform various EHRdriven tasks such as monitoring patient progression (Doupi, 2012), studying the
effectiveness of treatments and medications (Cowie et al., 2017; Feng et al., 2019),
detecting adverse clinical events (Medicine & America, 2000), and ultimately improving
quality of care (Ali et al., 2007; Christensen & Grimsmo, 2008; Tang & McDonald,
2006). Despite the many hopes that access to more information through EHR-based
systems would lead to better decisions, access to huge volumes of clinical data has made
some analytical processes more challenging (Amarasingham et al., 2014). This problem
is referred to as information overload and is very common in the healthcare domain.
Information overload arises when trying to analyze a large number of variables that
exceed human cognition’s limits (Halford et al., 2005). It results in individuals
misinterpreting, ignoring, or overlooking important information. In healthcare settings,
information overload can lead to erroneous diagnoses, incorrect treatment decisions, and
wrong interpretation of the clinical data (Caban & Gotz, 2015). Thus, there is a need for
data analytics techniques to keep pace with the large volumes of complex EHR data.
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Data analytics techniques incorporate methods and algorithms from various fields, such
as statistics, machine learning, and data mining, to facilitate clinical decision making and
to examine condition-specific clinical process outcomes (Han et al., 2011). In the past
years, several data analytics techniques have been developed to support complex
analytical tasks such as identifying patient cohorts, risk prediction, and biomarker
discovery, studying the effect of treatments, and detecting adverse drug events (W. Sun et
al., 2017; Yadav et al., 2018). However, while data analytics techniques are capable of
processing a huge amount of data, they are not equipped to handle noisy and
heterogeneous EHR data efficiently. They are also not capable of managing ill-defined
clinical tasks that require human judgment (D. A. Keim et al., 2010). Since these
techniques mostly hide the intermediary steps in the analysis process, healthcare
providers can only be minimally involved in the process. Complementing data analytics,
interactive visualizations display the clinical data in a visual form, enable healthcare
providers to control the flow of the data, and let them customize representations to fulfill
their cognitive needs. Several interactive visualization tools have been developed to
explore and query EHRs (Rind et al., 2013). While beneficial, these tools fell short when
confronted with problems requiring computational analysis, such as identifying patients
at risk of certain diseases or detecting nephrotoxic medications (D. A. Keim et al., 2010).
Thus, there is an increasing demand for an approach that integrates interactive
visualizations with data analytics techniques to address the cognitive and computational
needs of healthcare providers.
Visual analytics systems (VA) have the potential to transform raw EHR data into
actionable insights by combining the strengths of data analytics and interactive
visualizations (Caban & Gotz, 2015; D. Keim, Andrienko, et al., 2008; Ola & Sedig,
2014). VA systems support the execution and performance of a wide variety of complex
EHR-driven tasks. For instance, VA could help researchers perform population-based
analysis and gain insights from the huge amount of clinical data. Patients could use VA to
understand personalized wellness plans and compare their health status and
measurements against similar patients. Healthcare administrators could be supported in
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understanding the productivity of an organization, outcomes measurements, gaps in care,
and patient satisfaction. Physicians can use VA to explore patients’ trajectories and
determine how a group of patients with chronic diseases can develop other comorbidities
over time (Goldsmith et al., 2010; Perer & Sun, 2012; Rajwan et al., 2013). When using
VA systems, tasks can be distributed between the healthcare provider and the system. In
other words, the healthcare provider and the system work together to accomplish the task
(Didandeh & Sedig, 2016; Sedig et al., 2012). For instance, a physician responsible for
identifying the effect of a treatment on a patient might choose to delegate the
computational sub-task of finding similar patients to the VA system. From observing the
analytics results in the visualization, the physician can examine how similar patients
responded to the treatment. In this scenario, both the VA system and the physician
collaborate to determine the effect of a treatment on a patient. As EHR-driven tasks are
usually ill-defined and domain-knowledge intensive, this user-guided discourse is very
beneficial (Kamal, 2014; D. Keim et al., 2010). Although VA systems have shown great
promise in supporting various EHR-driven tasks, to date, health lags behind other fields
in the design and development of VA systems. The design of VA systems for EHRs is a
non-trivial endeavor that requires a deeper understanding of individual components of
VA systems and how to best develop and integrate them. There are several decisions that
need to be made by the designer. For instance, the designer needs to determine how to
organize and encode data items in the visualization, support and facilitate healthcare
providers’ tasks, and decide which data analytics technique to choose. There is currently
a lack of direction on the effective and systematic design of VA systems for EHRs
(Amarasingham et al., 2014; Shah, 2014; Silow-Carroll et al., 2012).
This research aims to show how VA systems can be designed and developed
systematically for EHRs. We first conduct a systematic literature review of all the EHRbased interactive visualization tools that support clinical decision-making. We then
present a framework to analyze EHR-driven tasks and activities in the context of
interactive visualization tools. The framework helps us to evaluate the existing tools and
identify the gaps in support of activities performed by these tools. We also conduct a
comprehensive review of existing EHR-based visual analytics systems. These systems
are evaluated based on four key dimensions: visual analytics tasks, analytics,
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visualizations, and interactions. We then identify which challenges remain insufficiently
addressed. In light of this, we design and develop two novel EHR-based VA systemsnamely, SUNRISE and VERONICA. These VA are designed for epidemiologists and
clinical researchers at ICES-KDT. ICES is a not-for-profit, independent, world-leading
research corporation that uses population-based health data and clinical and
administrative databases to produce reliable and generalizable knowledge on a wide
range of healthcare problems. KDT refers to the provincial Kidney Dialysis and
Transplantation research program located in London, Ontario, Canada. We demonstrate
the utility of these systems through usage scenarios with acute kidney injury (AKI) by
investigating the process of exploring large provincial healthcare databases from Ontario,
Canada, stored at ICES. SUNRISE and VERONICA allow healthcare providers at ICES
to gain novel and actionable insights into the data and accomplish various EHR-driven
tasks. These tasks include investigating the risk prediction result, tracking the decision
path leading to the prediction, identifying the best representative features in predicting
patients at high risk, examining the relationship between laboratory test results and a
disease outcome, and conducting what-if analysis by testing hypothetical scenarios on
patients.
One of the primary contributions of this research is developing an activity and task
analysis framework that can help researchers and designers conceptualize functionalities
of EHR-based interactive visualization tools in an organized manner. This research can
help with the evaluation and systematic design of EHR-based interactive visualization
tools using this framework. Furthermore, this research offers a comprehensive review and
characterization of the state-of-the-art in VA for EHRs. It also identifies the key
dimensions of EHR-based VA design space that unify prior work through the collection
and analysis of the literature on EHR-based VA systems. Moreover, this research
identifies the gaps and challenges of VA’s use in EHRs that remain insufficiently
addressed. When developing EHR-based VA systems, there are several challenges that a
designer might face. These challenges include providing busy clinicians with timely
information in the proper format, identifying and visualizing cause-and-effect
relationships, scaling VA systems to billions of patient records, and validating and
refining the VA systems, among others. This research addresses these challenges by
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combining machine learning techniques, data mining algorithms, visualization, and
human-data interaction. This research shows how VA systems can be designed
systematically. It provides a comprehensive description of different components of VA
systems in an organized manner and explains how these components work together to
support the execution of complex data-driven tasks. This research then discusses the
design decisions that need to be considered while developing an optimized and efficient
EHR-based VA system. Finally, through the development of two unique VA systems,
this research provides the healthcare domain with evidence of VA's efficiency for
exploring EHRs.

Structure of Dissertation
The rest of this dissertation is broken into five chapters, as follows:
Chapter 2 provides a framework for identifying and analyzing EHR-driven tasks and
activities in the context of interactive visualization tools—that is, all the activities, subactivities, tasks, and sub-tasks that are and can be supported by EHR-based tools. To do
so, we conduct a systematic literature review to collect all the research papers that
describe the design, implementation, and evaluation of interactive visualization tools that
support exploring and querying of EHR data. We provide an overview of each tool's
overall purpose, describe its visualization, and analyze how different sub-activities, tasks,
and sub-tasks combine to achieve the tool’s main higher-level activities of predicting,
monitoring, and interpreting. The frameworks can be used to evaluate the existing EHRbased tools and design new tools systematically. It identifies the gaps in support of some
higher-level activities that are supported by these tools.
In Chapter 3, we conduct a systematic literature review to gather articles describing the
design and implementation of EHR-based VA systems and provide a comprehensive
overview of these systems. This review also proposes a design space, including four
primary dimensions used to characterize and evaluate the state-of-the-art EHR-based VA
systems. These key dimensions include VA tasks, analytics, visualizations, and
interactions. This review illustrates the major application of analytics, visualizations, and
interactions in supporting the EHR-driven VA tasks. We also connect and unify the
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existing work using the dimensions identified in the design space with this review.
Finally, we discuss the remaining challenges, areas of little prior work, and identify
promising future research directions.
Chapter 4 presents a novel proof of concept VA system called SUNRISE that utilizes
laboratory test result data to develop disease prediction models. SUNRISE allows
healthcare providers to interactively explore the associations between laboratory test
results and a disease outcome. It integrates frequent itemset mining with extreme gradient
boosting (XGBoost) to create specialized prediction models. SUNRISE also includes
interactive visualizations to enable the user to interact with the prediction model, track
the decision process, and conduct what-if analysis by generating hypothetical input and
observing how the model responds. It improves the user’s confidence in the generated
predictions by illustrating models' underlying working mechanisms through visualization
representations. We demonstrate SUNRISE's utility through a usage scenario of
exploring the relationships between laboratory test results and acute kidney injury using
large provincial healthcare databases from Ontario, Canada stored at ICES.
Chapter 5 presents another novel VA system, called VERONICA, that takes advantage
of the natural group structure of features in EHRs to find the group of features with the
strongest predictive power. VERONICA incorporates several machine learning
techniques —namely, classification and random forest, regression and classification tree,
C5.0, support vector machines, and naive Bayes to allow the analysis of EHRs from
different perspectives. It then enables the user to compare the risk prediction models in a
systematic way through an interactive visual interface by integrating different sampling
strategies, analytics algorithms, visualization techniques, and human-data interaction. To
demonstrate the usefulness and utility of this VA system, we use the clinical dataset
stored at ICES to identify the best representative feature groups in detecting patients who
are at high risk of developing acute kidney injury.
In Chapter 6, we summarize the conclusions drawn from the research reported in the
preceding chapters, explain the contributions of this research to the wider scientific
community, and discuss some future research areas.
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It should be noted that the chapters of this dissertation are self-sufficient and can be read
individually or sequentially. Chapter 2 has been published; Chapters 3,4, and 5 have been
submitted. This dissertation is written in an integrated article format, so Chapters 2
through 5 are self-contained.
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Chapter 2

2

Data-Driven Activities Involving Electronic Health Records:
An Activity and Task Analysis Framework for Interactive
Visualization Tools
This chapter has been published as N. Rostamzadeh, S.S. Abdullah, and K. Sedig, “Data
Driven Activities Involving Electronic Health Records: An Activity and Task Analysis
Framework for Interactive Visualization Tools” in the Multimodal Technologies Interact.
Journal, 4(1), 7; February 2020.
Please note that the format has been changed to match the format of the dissertation.
Figure, Section, and Table numbers mentioned herein are relative to the chapter number.
For instance, “Figure 1” corresponds to Figure 2-1. Additionally, when the term “paper”,
“work”, or “research” is used, it refers to this particular chapter.

Introduction
An electronic health record (EHR) contains patient data, such as demographics,
prescriptions, medical history, diagnosis, surgical notes, and discharge summaries.
Healthcare providers use EHRs to make critical decisions, study the effects of treatments,
determine the effectiveness of treatments, and monitor patient improvement after a
particular treatment. In addition to these benefits, EHRs can potentially aid clinical
researchers in detecting hidden trends and missing events, revealing unexpected
sequences, reducing the incidence of medical errors, and establishing quality control
(Christensen & Grimsmo, 2008; Tang & McDonald, 2006). Recently, several healthcare
organizations have used systems that incorporate EHR data to improve the quality of
care; these systems are intended to replace traditional paper-based medical records
(Boonstra et al., 2014). However, a few studies (Himmelstein et al., 2010; Stead & Lin,
2009) reveal that these EHR-based systems hardly improve the quality of care. One of the
reasons for this is that they do not allow for human–data interaction in a manner that fits
and supports the needs of healthcare providers (Himmelstein et al., 2010; Rind et al.,
2013). A set of technologies and techniques that can improve the efficacy and utility of
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these EHR-based systems can be found in information visualization (Rind et al., 2013), or
broadly speaking interactive visualization tools (IVTs).
IVTs can be defined as computational technologies that use visual representations (i.e.,
visualizations) to amplify human cognition when working with data (Sears & Jacko,
2007; Sedig & Parsons, 2016). IVTs can help people who use them gain better insight by
providing the means to explore the data at various levels of granularity and abstraction.
An important feature of IVTs that makes them suitable for the exploration of EHRs is the
ability to show relevant data quickly by mapping it to visualizations (Rind et al., 2013).
Another feature is interaction. Making the visualization interactive allows healthcare
providers to perform various data-driven tasks and activities. Interaction helps users
accomplish their overall goals by dynamically changing the mapping, view, and scope of
EHR data. In recent years, a number of EHR-based IVTs have been developed and
deployed to support healthcare providers in performing data-driven activities.
To provide a clear and systematic approach in examining EHR-based IVTs for clinical
decision support, this paper provides a framework for analyzing tasks and activities
supported by these tools. To do so, we will first provide a brief survey of some of the
existing IVTs that support the exploration and querying of EHR data and examine overall
patterns in these tools. This survey does not include EHR-based IVTs that are designed
for clinical documentation, administration, and billing processes.
There are a few studies that review EHR-based IVTs and their applications. Rind et al.
(Rind et al., 2013) reviewed and compared state-of-the-art information visualization tools
that involve EHR data using four criteria: (1) data types that they cover, (2) support for
multiple variables, (3) support for one versus multiple patient records, and (4) support for
user intents. Lesselroth and Pieczkiewicz (Lesselroth & Pieczkiewicz, 2011) surveyed
different visualization techniques for EHRs. They cover a large number of visualization
tools (e.g., Lifelines, MIVA, WBIVS, and VISITORS). Their survey is organized into
five sections: (1) multimedia, (2) smart dashboards to improve situational awareness, (3)
longitudinal and problem-oriented views to tell clinical narratives, (4) iconography and
context links to support just-in-time information, and (5) probability analysis and
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decision heuristics to support decision analysis and bias identification. Combi et al.
(Combi et al., 2010) reviewed a few visualization tools (e.g., IPBC, KHOSPAD, KNAVE
II, Paint Strips, and VISITORS) and described them based on the following features:
subject cardinality (single/multiple patients), concept cardinality (single/multiple
variables), abstraction level (raw data, abstract concepts, knowledge), and temporal
granularity (single, single but variable, multiple). Finally, in a book chapter, Aigner et al.
(Aigner et al., 2008) described strategies to visualize (1) clinical guidelines seen as plans
(e.g., GEM Cutter, DELT/A), (2) patients’ data seen as multidimensional information
space (e.g., Midgaard, VIE-VISU, Gravi++), and (3) patients’ data related to clinical
guidelines (e.g., Tallis Tester, CareVis).
A careful examination of the above surveys shows that a systematic analysis of IVTs with
a focus on how they support EHR-data-driven tasks and activities is lacking. The purpose
of the current paper is to fill this gap. Here, we present a framework for analyzing how
IVTs can support different EHR-based tasks and activities. The framework can help
designers and researchers to conceptualize the functionalities of EHR-based IVTs in an
organized manner. In addition, this paper is suggestive of how this framework can be
used to evaluate existing EHR-based IVTs and design new ones systematically. This
paper also leads to the development of best practices for designing similar frameworks in
similar areas.
The rest of this paper is organized as follows. Section 2 discusses how the proposed
framework is formed and examines the relationships among the three concepts of
activities, tasks, and low-level interactions in the context of the framework. Section 3
presents our strategy for searching relevant literature and explains our selection criteria.
Section 4 provides a brief survey of a set of IVTs and outlines their main goal(s). In this
section, using the proposed analytical framework, we identify the tasks and activities that
IVTs support. Finally, Section 5 discusses how the framework can be used to evaluate the
surveyed EHR-based IVTs.
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A Proposed Activity and Task Analysis Framework
In the context of IVTs, user-tool interaction can be conceptualized as actions that are
performed by users and consequent reactions that occur via the tool’s interface. This bidirectional relationship between the user and the tool supports the flow of information
between the two. Interaction allows for human–information discourse (Ola & Sedig,
2018). Furthermore, it allows users to adjust different features of the IVT to suit their
analytical needs. Interaction can be characterized at different levels of granularity (Sedig
& Parsons, 2013, 2016). As displayed in Figure 1, an activity can be conceptualized at
the highest level, where it is composed of multiple lower-level tasks (e.g., ranking,
categorizing, and identifying) that work together to accomplish the activity's overall goal.
An activity and a task can consist of multiple sub-activities and sub-tasks, respectively.
At the lower level, tasks can be considered to have visual and interactive aspects; tasks
that are supported by visual processing are called visual tasks. For instance, consider a
scenario in which a user is working with a stacked bar chart that aggregates laboratory
test results. The user needs to understand the distribution of a specific test of a collection
of patients after surgery over time. Some of the visual tasks that the user may need to
perform can include detecting the time when the test is at its peak and observing the
average test result at different times. Interactive tasks require users to act upon
visualizations. For instance, in the example above, the user may want to cluster the test
results based on different time granularities (e.g., over an hour, over a day, or over a
month). Each interactive task is made up of a number of lower-level actions (i.e.,
interactions) that are carried out to complete the task.
In most complex situations, activities, sub-activities, tasks, and sub-tasks are combined to
support users in accomplishing their overall goal. It is important to note two perspectives
from which we can view human–data discourse. From a top-down perspective, users’
goals flow from higher-level activities that need to be accomplished. From here, we go
down to a number of tasks and sub-tasks (visual and interactive), and then to a set of lowlevel interactions. From a bottom-up perspective, the performance of a series of low-level
interactions that users perform with visual representations gives emergence to tasks.
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Figure 2-1: Relationships among activities, tasks, and interactions. Top-down view:
activity is made up of sub-activities, tasks, sub-tasks, and interactions. Bottom-up
view: activity emerges over time, through performance of tasks and interactions.
Visualizations are depicted as Vis and reactions as 𝐑 𝐱. Source: adapted from (Sedig
& Parsons, 2016).
Similarly, the performance of a sequence of tasks gives emergence to activities all the
way up until an overall goal is accomplished.
In this paper, we present an activity and task analysis framework for examining EHRbased IVTs (i.e., ones that involve EHRs as their main source of data with which users
perform data-driven tasks and activities). To identify what activities, sub-activities, tasks,
and sub-tasks are supported in EHR-based ITVs, we have examined a number of such
tools that have been developed by different researchers and have been reported in the
literature (see Wang et al. (Taowei David Wang et al., 2008); Wongsuphasawat et al.
(Krist Wongsuphasawat et al., 2011); Wongsuphasawat and Gotz (K. Wongsuphasawat
& Gotz, 2012); Malik et al. (Malik et al., 2014); Fails (Fails et al., 2006); Klimov et al.
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(Klimov et al., 2010a); Wongsuphasawat (Krist Wongsuphasawat, 2009); Monroe et al.
(Monroe et al., 2013); Brodbeck et al. (Brodbeck et al., 2005); Chittaro et al. (Chittaro et
al., 2003); Rind et al. (Rind, Aigner, Miksch, Wiltner, Pohl, Drexler, et al., 2011);
Plaisant et al. (Plaisant et al., 1998); Faiola and Newlon (Faiola & Newlon, 2011);
Pieczkiewicz et al. (Pieczkiewicz et al., 2007); Bade et al. (Bade et al., 2004); Hinum et
al. (Hinum et al., 2005); Rind et al. (Rind, Aigner, Miksch, Wiltner, Pohl, Turic, et al.,
2011); and Ordonez et al. (P. Ordonez et al., 2012); Gresh et al. (Gresh et al., 2002); Horn
et al. (Horn et al., 2001)). To conceptualize and develop the elements of the framework,
our focus is the identification of activities and tasks that are independent of any specific
technology or platform. To be consistent, we re-interpret how activities and tasks are
named by the authors of the afore-listed sources in light of the unified language of our
proposed framework. The activity and task terms we use might differ from the language
of the existing literature since the authors have described their tools using their own
vocabulary. Unfortunately, the language that different authors use is not consistent. Such
inconsistency makes it difficult to analyze how well and comprehensively such tools
support EHR-based tasks and how they can be improved. In the next section, we define
and categorize the higher-level activities that result from interaction and combination of
different sub-activities, tasks, and sub-tasks.

2.2.1

Higher-Level Activities: Interpreting, Predicting, and
Monitoring

After reviewing numerous papers, we have concluded that, broadly speaking, all EHRdata-driven healthcare activities can be organized under three main categories:
interpreting (Auffray et al., 2016; Groves et al., 2003; Komaroff, 1979; M. Kumar et al.,
2007; Låg et al., 2014), predicting (Amarasingham et al., 2014; Cohen et al., 2014;
Kankanhalli et al., 2016; Raghupathi & Raghupathi, 2014; Allan F. Simpao et al., 2014;
Y. Wang et al., 2018), and monitoring (Anderson et al., 2015; Hauskrecht et al., 2013;
Kho et al., 2007; Li & Wang, 2016; Saeed et al., 2002; Tia Gao et al., 2005). Interpreting
refers to the activity of detecting patterns from patients’ medical records and making
sense of the relationships among different features. Predicting refers to the activity of
anticipating patient outcomes and creating new hypotheses by analyzing patient history
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and status (Siegel, 2013). Lastly, monitoring refers to the activity of repetitive testing
with the aim of adjusting and guiding the management of recurrent or chronic diseases
(Glasziou et al., 2005).

2.2.2

Hierarchical Structure of Activities, Sub-Activities, Tasks,
and Sub-Tasks

In this section, we identify sub-activities, tasks, and sub-tasks that blend and combine
together to give rise to the three activities of interpreting, predicting, and monitoring.
Interpreting, as a higher-level activity, can be comprised of four sub-activities: (i)
understanding (e.g., gaining insight into patient medical records), (ii) discovering (e.g.,
finding patients with interesting medical event patterns), (iii) exploring (e.g., observing
patient data in different temporal granularities), and (iv) overviewing (e.g., providing
compact visual summaries of all event sequences found in the data). Likewise, predicting
can be comprised of two sub-activities: (i) learning (e.g., generating new hypotheses
from the data), and (ii) discovering (e.g., recognizing the deterioration of the disease).
Finally, monitoring is composed of (i) investigating (e.g., examining the development of
a patient after treatment), (ii) analyzing (e.g., studying the aggregated event sequences for
quality assurance), and (iii) evaluating (e.g., assessing the quality of care based on
clinical parameters). At the next level of the hierarchy, as shown in Figure 2, each subactivity can be composed of a number of visual (e.g., specifying, recognizing, and
detecting) as well as interactive tasks (e.g., locating, ordering, querying, and clustering).
Moreover, as shown in Table 1, each task consists of different sub-tasks; for instance,
ordering can be carried out by a combination of sub-tasks such as ranking, aggregating,
identifying, and classifying.

Methods
2.3.1

Search Strategy

We conducted an electronic literature search in order to collect the research papers that
describe the design, implementation, or evaluation of EHR-based IVTs. In order to assure
a comprehensive document search, we included all the keywords that are relevant to the
goal of the research and also covered all the synonyms and related terms, both for EHRs
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Figure 2-2: Overview of the proposed activity and task analysis framework. The
visual tasks are represented as blue and interactive tasks are represented as yellow.
and visualization tools. We further broadened our search by adding an * to the end of a
term to make sure the search engines picked out different variations of the term. We also
added quotation marks around phrases to ensure that the exact sequence of words is
found. To ensure that relevant papers were not missed in our search, we used a relatively
large set of keywords. We used two categories of keywords. The first category concerned
visualization tools and included the following terms: “visualization*”, “visualization
tool*”, “information visualization*”, “interactive visualization*”, “interactive
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Visual

Interactive

Table 2-1: Shows the breakdown of the interactive and visual tasks.
Task

Sub-tasks

Ordering

Aggregating, Classifying, Identifying, Ranking

Locating

Aggregating, Aligning, Classifying, Identifying, Ranking

Querying

Classifying, Identifying, Ranking,

Organizing

Aggregating, Classifying, Identifying, Highlighting

Summarizing

Aggregating, Classifying, Identifying

Clustering

Classifying, Identifying, Ranking

Observing

Aggregating, Aligning, Identifying, Ranking

Recognizing

Aggregating, Aligning, Classifying, Identifying, Ranking

Specifying

Aggregating, Aligning, Classifying, Identifying, Highlighting, Ranking

Detecting

Classifying, Identifying, Ranking

visualization tool*”, “visualization system*”, and “information visualization system*”.
For the second category, EHR, we used the following terms: “Health Record*”,
“Electronic Health Record*”, “EHR*”, “Electronic Patient Record*”, “Electronic
Medical Record*”, “Patients Record*”, and “Patient Record*”. As we were looking for
papers about EHR-based visualization tools, we used the keywords shown in Table 2. We
used the following search engines based on their relevance to the field: PubMed, the
ACM Digital Library, the IEEE Library, and Google Scholar. We also looked for relevant
papers in two medical informatics journals (International Journal of Medical Informatics
and Journal of the American Medical Informatics Association). Furthermore, additional
papers were collected in conference proceedings (e.g., IEEE Conference on Visual
Analytics Science and Technology (VAST), HCIL Workshop 2015, and IEEE VisWeek
Workshop on Visual Analytics in Health Care) that were published in 2007 and later. We
then manually reviewed the reference lists of the papers that met the selection criteria to
find other relevant studies that had not been identified in the database search. All the
studies included in this survey were published from 1998 until 2015. We reviewed all of
the abstracts, removed the duplicates, and shortlisted abstracts for a more detailed
assessment.
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Table 2-2: Overview of the search terms used.
Terms Used
“Visualization*” +“Health Record*”
“Visualization*” + “Electronic Health Record*”
“Visualization*” + “EHR*”
“Visualization*” + “Electronic Patient Record*”
“Visualization*” + “Electronic Medical Record*”
“Visualization*” + “Patients Record*”
“Visualization*” + “Patient Record*”
“Visualization tool*” +“Health Record*”
“Visualization tool*” + “Electronic Health Record*”
“Visualization tool*” + “EHR*”
“Visualization tool*” + “Electronic Patient Record*”
“Visualization tool*” + “Electronic Medical Record*”
“Visualization tool*” + “Patients Record*”
“Visualization tool*” + “Patient Record*”
“Information visualization*” +“Health Record*”
“Information visualization*” + “Electronic Health Record*”
“Information visualization*” + “EHR*”
“Information visualization*” + “Electronic Patient Record*”
“Information visualization*” + “Electronic Medical Record*”
“Information visualization*” + “Patients Record*”
“Information visualization*” + “Patient Record*”
“Interactive visualization*” +“Health Record*”
“Interactive visualization*” + “Electronic Health Record*”
“Interactive visualization*” + “EHR*”
“Interactive visualization*” + “Electronic Patient Record*”
“Interactive visualization*” + “Electronic Medical Record*”
“Interactive visualization*” + “Patients Record*”
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“Interactive visualization*” + “Patient Record*”
“Interactive visualization tool*” +“Health Record*”
“Interactive visualization tool*” + “Electronic Health Record*”
“Interactive visualization tool*” + “EHR*”
“Interactive visualization tool*” + “Electronic Patient Record*”
“Interactive visualization tool*” + “Electronic Medical Record*”
“Interactive visualization tool*” + “Patients Record*”
“Interactive visualization tool*” + “Patient Record*”
“Visualization system*” + “Health Record*”
“Visualization system*” + “Electronic Health Record*”
“Visualization system*” + “EHR*”
“Visualization system*” + “Electronic Patient Record*”
“Visualization system*” + “Electronic Medical Record*”
“Visualization system*” + “Patients Record*”
“Visualization system*” + “Patient Record*”
“Information visualization system*” + “Health Record*”
“Information visualization system*” + “Electronic Health Record*”
“Information visualization system*” + “EHR*”
“Information visualization system*” + “Electronic Patient Record*”
“Information visualization system*” + “Electronic Medical Record*”
“Information visualization system*” + “Patients Record*”
“Information visualization system*” + “Patient Record*”

2.3.2

Selection Criteria

Out of all the studies that survived the initial filtering, we only included those that
described an interactive visualization tool and provided a detailed description of the
tool’s visualization and its interaction design in order to analyze how the tool can support
different EHR-data-driven tasks and activities. All the papers related to the visualization
of any administrative tasks with patient data, medical guidelines, genetics data, and
syndromic surveillance were excluded from our survey as we only focused on clinical
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EHR data. We also excluded the studies that were solely focused on the visualization of
free text (e.g., the patient’s progress notes) and medical images (e.g., magnetic resonance
imaging, and X-ray images).

2.3.3

Results

A total of 912 articles were identified from our initial search of electronic databases. A
search of the gray literature and manually searching references from articles resulted in
an additional 34 papers. We removed a total number of 205 duplicates that were included
in the 946 articles, both within and between search engines. We then reviewed all the
abstracts and excluded 685 further articles. Next, we read the full text of 56 remaining
articles and excluded the ones that did not meet the selection criteria. Finally, 24 studies
remained for the analysis. The results of the selection procedure are displayed in the flow
diagram in Figure 3.

Survey of the Interactive Visualization Tools
In this section, we provide a survey of 19 IVTs that are described in the chosen articles
and use our proposed activity and task framework to analyze them. The survey includes
an overview of the goal of the IVT, a brief description of its visualization, and an analysis
of how sub-activities, tasks, and sub-tasks blend and combine to accomplish the tool's
main higher-level activities of interpreting, predicting and, monitoring. A very
important criterion to differentiate IVTs is whether they support activities that involve
multiple patient records or exploration of an individual patient. We divide our survey into
two different types of IVTs based on this criterion: population-based tools and singlepatient tools. Initially, studies were focused on single-patient tools, but since 2010, most
of the IVTs are developed to support large numbers of patient records. Our survey
includes more population-based tools, as it seems that these are more prevalent than
single-patient tools. For the first type, we survey 14 tools, and, for the second type, we
survey five tools.
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Figure 2-3: Search results and how we selected the 24 articles that described 19
IVTs.

2.4.1

Population-Based Tools

Population-based IVTs support data-driven activities that involve multiplicity of patient
records in an aggregate form. Although these types of tools display fewer details about a
particular patient, they provide users with the ability to recognize patterns, detect
anomalies, find desired records, and cluster and aggregate records into different groups.
In this section, we survey fourteen population-based IVTs.
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2.4.1.1

Lifelines2

Lifelines2 (T. D. Wang et al., 2009; Taowei David Wang et al., 2008) enables users to
explore and analyze a set of temporal categorical patient records interactively. As shown
in Figure 4, each record is represented by a horizontal strip containing patient ID and
multiple events in patient history that occur at various times. Each event shows up as a
color-coded triangle icon on a horizontal timeline. Lifelines2 allows the detection of
temporal patterns and trends across EHRs to facilitate hypothesis generation and identify
cause-and-effect relationships between patient records.
This tool supports the activity of interpreting by allowing users to get a better
understanding of clinical problems and discovering patients with interesting medical
event patterns. It also supports monitoring by investigating the impact of hospital
protocol changes in patient care. It allows for temporal ordering of event sequences,
observing the distribution of temporal events, and locating records with particular event
sequences. These tasks (ordering, observing, locating) are supported by sub-tasks such as
ranking, aggregating, and identifying.

2.4.1.2

Lifeflow

Lifeflow (Guerra Gómez et al., 2011; Krist Wongsuphasawat et al., 2011) provides a
visual summary of the exploration and analysis of event sequences in EHR data. While in
Lifelines2, due to limited screen space, it is not possible to see all records simultaneously;
Lifeflow gives users the ability to answer questions that require an overview of all the
records. To convert from Lifelines2 view to Lifeflow, a data structure called “tree of
sequences” is created by aggregating all the records. This structure is then converted into
a Lifeflow view with each node representing an event bar. Figure 5 shows Lifeflow
visualization where all the records are vertically stacked on the horizontal timeline and all
the events are represented using color-coded triangles.
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Figure 2-4: Lifelines2: Interactive visualization tool for temporal categorical data.
Source: Image courtesy of the University of Maryland Human–Computer
Interaction Lab, http://hcil.umd.edu.
In this IVT, the sub-activities of exploring and overviewing medical events support the
activity of interpreting, while analyzing aggregated event sequences for quality
assurance supports the activity of monitoring. Recognizing patterns and temporal
ordering of aggregated event sequences are two tasks that enable Lifeflow to support
exploring, overviewing, and analyzing sub-activities. Finally, sub-tasks such as
aggregating, identifying, and classifying work together to accomplish higher-level tasks.
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Figure 2-5: Lifeflow: Interactive visualization tool that provides an overview of
event sequences. Source: Image courtesy of the University of Maryland Human–
Computer Interaction Lab, http://hcil.umd.edu.

2.4.1.3

Eventflow

Eventflow (Monroe et al., 2013) provides users with the ability to query, explore, and
visualize interval data interactively. It allows pattern recognition by visualizing events in
both a timeline that displays all individual records and an aggregated overview that
shows common and rare patterns. As displayed in Figure 6, all the records are shown on a
scrollable timeline browser. On the horizontal timeline, point-based events are displayed
as triangles, while interval events are represented by the connected rectangles. In the
center, an aggregated display gives users an overview of all event sequences in EHR data.
The aggregation method works exactly like the one in Lifeflow, but it has been extended
to work for interval events in the Eventflow. All the records with the same event
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sequence are aggregated into a single bar and the average time between two events
among the records in the group is represented by the horizontal gap between two bars.
This tool supports interpreting by providing an overview of all event sequences found in
the data and exploring medical events (point-based events as well as interval events). The
overviewing and exploring sub-activities can be accomplished by recognizing temporal
patterns and simplifying temporal event sequences. Monitoring can be accomplished by
investigating aggregated event sequences. The investigating sub-activity is supported by
detecting anomalies in the data. Eventflow supports predicting by learning new
hypotheses where this sub-activity can be carried out by tasks such as specifying temporal
patterns and simplifying temporal event sequences. Aggregating, identifying, classifying
are the lowest-level sub-tasks for Eventflow.

Figure 2-6: Eventflow: Interactive visualization tool for analysis of event sequences
for both point-based and interval events. Source: image courtesy of the University of
Maryland Human–Computer Interaction Lab, http://hcil.umd.edu.

2.4.1.4

Caregiver

Caregiver (Brodbeck et al., 2005) is an IVT that supports therapeutic decision making,
intervention, and monitoring. As displayed in Figure 7, the tool has three different views
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where the upper view displays the duration and size of the patient groups that are chosen
by physicians to receive interventions. A common timeline for each patient is shown in
the lower view of the chosen attributes. Caregiver allows users to create new cohorts
from the search results based on a combination of values of any number of variables.
In this tool, the activity of interpreting can be accomplished by discovering trends,
critical incidents, and cause–effect relationships. Caregiver also supports predicting by
allowing users to learn about the deterioration in the status of a disease. It supports these
sub-activities (discovering and learning) by specifying temporal relationships and
clustering. Specifying and clustering can be carried out by sub-tasks such as identifying,
classifying, and ranking.

Figure 2-7: Caregiver: Interactive visualization tool for visualization of categorical
and numerical data. Source: Image courtesy of Dominique Brodbeck.
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2.4.1.5

CoCo

CoCo (Malik et al., 2014, 2015) is an IVT for comparing cohorts of sequences of events
recorded in EHRs. It provides users with overview and event-level statistics of the chosen
dataset along with a list of available metrics to generate new hypotheses. It consists of a
file manager pane, a dataset statistics pane, an event legend, a list of available metrics,
the main window, and options for filtering and sorting the results (as shown in Figure 8).
The summary panel includes high-level statistics containing the total number of records
and events in each record.
CoCo supports the activity of interpreting by allowing users to explore and investigate
two groups of temporal event sequences simultaneously. The activity of predicting can
be accomplished by learning new hypotheses from the statistical analysis while
comparing the event sequences (i.e., detecting differences among groups of patients).
Ranking, classifying, and identifying are the lowest-level sub-tasks in CoCo.

Figure 2-8: CoCo: Interactive visualization tool for comparing cohorts of event
sequences. Source: image courtesy of the University of Maryland Human–Computer
Interaction Lab, http://hcil.umd.edu.
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2.4.1.6

Similan

Similan (Krist Wongsuphasawat, 2009) is a tool that provides users with the ability to
discover and explore similar records in the temporal categorical dataset. Records are
ranked by their similarity to a target record that can be either a reference record or a
user's specified sequence of events. The similarity measure considers the transposition of
events, addition, removal, and temporal differences of matching to estimate the similarity
of temporal sequences. Simian lets users to visually compare the selected target with a set
of records and rank those records based on the matching score, as shown in the left side
middle panel in Figure 9.
In this IVT, interpreting can be carried out by exploring and discovering similar records
in temporal categorical data where these sub-activities themselves are supported by
detecting (calculating similarity measure among records) and recognizing similarity
among records. Predicting is accomplished by discovering patients with similar
symptoms to a certain target patient. The sub-activity discovering can be carried out by
tasks such as temporal ordering and dynamic query. Finally, sub-tasks such as ranking,
identifying, and classifying work together to accomplish higher-level tasks.

2.4.1.7

Outflow

Outflow (K. Wongsuphasawat & Gotz, 2012; Krist Wongsuphasawat & Gotz, 2011) is a
graph-based visualization that shows the eventual outcome across the event sequences in
patient records. It aggregates and displays event progression pathways and their
corresponding properties, such as cardinality, outcomes, and timing. The tool allows
users to interactively analyze the event sequences and detect their correlation with
external factors (e.g., beyond the collection of event types that specify an event
sequence). The tool is a state transition diagram, which is represented by a directed
acyclic graph. The states (nodes) are unique combinations of patient symptoms that are
mapped to rectangles, where the height of each rectangle is proportional to the number of
patients. The graph is divided into different layers vertically, where layer i consists of all
states in the graph with i symptoms. These layers are arranged from left to right,
displaying patient history from past to future. Edges display transitions among symptoms
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Figure 2-9: Similan: interactive visualization tool for the exploration of similar
records in the temporal categorical data. Source: image courtesy of the University of
Maryland Human–Computer Interaction Lab, http://hcil.umd.edu.
where each edge encodes the number of patents that are involved in the transition and the
average time interval between different states. The end state that is represented by a
trapezoid followed by a circle is used to mark points where the patient paths have ended.
Finally, the color of the edges and end states represents the average outcome for the
corresponding group of patients.
In this tool, sub-activities of exploring and overviewing event sequences work together to
accomplish the activity of interpreting. Outflow also supports predicting by allowing
users to discover the progression of temporal event sequences. The sub-activities of
exploring, overviewing, and discovering can be accomplished by summarizing temporal
event sequences, specifying temporal relationships, and detecting patterns from statistical

29

summaries. Finally, aggregating, identifying, and classifying are the lowest-level subtasks.

2.4.1.8

IPBC

IPBC (Chittaro et al., 2003) (interactive parallel bar charts) is an interactive 3D
visualization of temporal data. IPBC applies visual data mining to a real medical problem
such as the management of multiple hemodialysis sessions. It provides users with the
ability to make various decisions regarding such things as therapy, management, and
medical research. Each time series is displayed as a 3D bar chart where one of the
horizontal axes shows time and the vertical axis represents the value, as displayed in
Figure 10. Lined up bar charts on the second horizontal axis enable users to view all the
series simultaneously.
IPBC supports interpreting by allowing users to explore patient data interactively.
Monitoring can be carried out by evaluating the quality of care based on certain clinical
parameters. The sub-activities of exploring and evaluating are supported by specifying
temporal relationships and recognizing similar patterns where these tasks themselves can
be accomplished by sub-tasks such as identifying, classifying, and ranking.

2.4.1.9

Gravi++.

Gravi++ (Hinum et al., 2005) allows users to explore and analyze multiple categorical
variables using interactive visual clustering. This tool uses a spring-based layout to place
both patient and variable icons across the visualization, where the value of a variable for
a patient identifies the distance between that patient's icon and the variable’s icon.
Gravi++ provides users with the ability to detect clusters since patients with similar
values are placed together on screen. In order to visualize the exact values of each
variable for each patient, the tool shows each patient’s value as a circle around variables.
The patient icons are represented by spheres while the variable icons are encoded by
squares. Moreover, the tool can encode different patient attributes using patient icons; for
instance, the size of the sphere can be mapped to the body mass index of the patient and
its color can encode the patient’s gender or therapeutic outcome.
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Figure 2-10: IPBC: 3D visualization tool for analysis of numerical data from
multiple hemodialysis sessions. Source: reprinted from Journal of Visual Languages
& Computing, 14, Chittaro L, Combi C, Trapasso G, Data mining on temporal
data: a visual approach and its
This tool supports the activity of interpreting by allowing users to explore patient data
and discover clusters of similar patients. Monitoring can be accomplished by
investigating the development of a patient after a certain treatment. The sub-activities of
exploring, discovering, and investigating are supported by tasks such as recognizing
patterns and specifying temporal relationships. Finally, identifying and classifying are the
lowest-level sub-tasks that are supported by the tool.
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2.4.1.10 PatternFinder
PatternFinder (Fails et al., 2006) is a query-based tool for data visualization and visual
query that can help users search and discover temporal patterns within multivariate
categorical data. PatternFinder allows users to specify queries for temporal events with
time span and value constraints and enables them to look for temporally ordered
events/values/trends as well as the existence of events. Also, users can set a range of
possible time spans among the events to specify how far apart the events are from each
other. The tool has two main panels: the pattern design and query specification panel and
the result visualization panel. The leftmost part of the pattern design panel is the
Person/People panel that enables users to limit the types of patients by name, by choosing
from a list of patients, or by typing a text string. Any modifications that are done in this
panel are dynamic queries that lead to an immediate update of the results in the result
visualization panel. The temporal panel that is placed to the right of the Person/People
panel enables users to form temporal pattern queries by chaining the events together.
Users are able to search for the presence of events, the temporal sequence of events (e.g.,
an emergency doctor's visit followed by a hospitalization), the temporal sequence of
values (e.g., 200 or below cholesterol followed by 240 or higher), and the temporal value
patterns (e.g., monotonically decreasing). The result visualization panel displays a
graphical table of all the matches where each row shows a single pattern match for one
patient. Pattern matches are represented as a timeline in a "ball-and-chain" visualization
fashion where the event points are shown as circles and time spans are displayed by blue
bars between the events. The color of the event point in the result visualization panel
matches the color of the associated event in the query specification panel. All the events
that match the query pattern specified by users are linked together by horizontal lines.
In this tool, the activity of interpreting is supported by discovering patterns and exploring
patient data dynamically, where these sub-activities themselves can be carried out by
tasks such as specifying temporal relationships and issuing dynamic queries. Identifying
and ranking are the two low-level sub-tasks that work together to support the
aforementioned tasks.
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2.4.1.11 TimeRider
TimeRider (Rind, Aigner, Miksch, Wiltner, Pohl, Drexler, et al., 2011) offers an
animated scatter plot to help users discover patterns in irregularly sampled patient data
covering several time spans. As shown in Figure 11, time is represented by either traces
or animation in TimeRider. Color, shape, and size of marks are used to encode up to three
additional variables. Users can compare patient records of different time spans by
synchronizing patients' age, calendar date, and the start and end of the treatment.

Figure 2-11: TimeRider: Interactive visualization tool for pattern recognition in
patient cohort data. Source: reprinted by permission from Springer Nature:
Springer, Ergonomics and Health Aspects of Work with Computers, Visually
Exploring Multivariate Trends in Patient Cohorts Using Animated Scatter Plots, Rind
A, Aigner W, Miksch S, et al., copyright (2011).
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This tool supports interpreting by allowing users to detect trends, clusters, and
correlations and providing them with an overview to visually compare patient data in
parallel. The sub-activities of detecting and overviewing can be carried out by tasks such
as specifying temporal relationships, clustering, and recognizing patterns. Identifying and
aligning are the sub-tasks that work together to support the aforementioned tasks.

2.4.1.12 VISITORS
VISITORS (Klimov et al., 2010a, 2010b) is an IVT that allows for exploration, analysis,
and retrieval of raw temporal data. The tool uses raw numerical data (e.g., white blood
cell counts) across time to derive temporal abstractions (e.g., durations of low, normal, or
high blood-cell-count levels for patients). It then uses lower-level temporal abstractions
in conjunction with raw data to generate higher-level abstractions. Finally, patient
groups’ values are aggregated and displayed. Figure 12 shows this tool’s visualization
environment, where raw numerical data is represented by line charts, whereas categorical
data is displayed as tick marks or bars on a horizontal zoomable timeline.
In this tool, the activity of interpreting is supported by exploring patient data in different
temporal granularities. The sub-activity of exploring can be carried out by tasks such as
specifying relationships, observing the distribution of aggregated values of a group of
patients, and locating records based on specific time and value constraints. VISITORS
supports the activity of monitoring by sub-activities, such as investigating treatment
effects, clinical trial results, and quality of clinical management processes. The latter subactivity, investigating, can be carried out by the task of recognizing patterns as well as all
the other tasks needed to support the activity of interpreting. Finally, aggregating,
classifying, aligning, and identifying are the lowest-level sub-tasks that are supported by
this tool.

2.4.1.13 Prima
Prima (Gresh et al., 2002) is a population-based IVT that allows users to explore the
categorical and numerical data by constructing different linked views. This helps users to
not only understand the large set of patient records but also discover patterns and trends
in the dataset. The aggregated window provides an overview of the categorical variables
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Figure 2-12: VISITORS: Interactive visualization tool for the exploration of
multiple patient records. (A) displays lists of patients. (B) displays a list of time
intervals. (C) displays the data for a group of 58 patients over the current time
interval. Panel 1 shows the white blood cell raw counts for the patients, while Panels
2 and 3 display the states of monthly distribution of platelet and haemoglobin in
higher abstraction, respectively. Abstractions are encoded in medical ontologies
displayed in panels (D). Source: reprinted from Journal of Artificial Intelligence in
Medicine, 49, Klimov D, Shahar Y, Taieb-Maimon M, Intelligent visualization and
exploration of time-oriented data of multiple patients, 11-31., copyright (2010), with
permission from Elsevier.
by showing the proportions of patients in each category for those variables using stacked
bar charts. This window enables users to filter patients by applying a color “brush”. It
also displays correlations among different categorical variables through interactive
coloring. Another view displays a histogram of numerical variables. The data can also be
explored with a 2D scatter plot. Another view of the data is called multiple category
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tables. It shows the values of either a single variable or multiple categories. Finally, the
tool incorporates the Kaplan–Meier curve to estimate the survival function from the
patient data.
Prima supports the activity of interpreting by allowing users to explore patient data
interactively, where this sub-activity itself can be accomplished by recognizing patterns
and specifying temporal relationships. Finally, aggregating and ranking are the lowestlevel sub-tasks that are supported by the tool.

2.4.1.14 WBIVS
WBIVS (Pieczkiewicz et al., 2007) is a web-based interactive tool that visualizes
numerical and categorical variables for lung transplant home monitoring data. Numerical
variables are displayed in line plots, while categorical variables are visualized in matrix
plots. The tool visualizes ten variables in total. When a data point gets selected, all the
other data points that belong to the same time period will get highlighted in the other
charts. Moreover, users can find details about the last two chosen data points on the right
part of the graph.
This tool supports the interpreting activity by allowing users to explore patient data
interactively and discover patterns. Monitoring is supported by investigating treatment
effects. The exploring and discovering sub-activities can be accomplished by tasks such
as specifying temporal relationships among data points and organizing data for pattern
recognition. These tasks can be composed of lowest-level sub-tasks, such as identifying,
classifying, and highlighting.

2.4.2

Single-Patient Tools

Single-patient IVTs provide visualizations of one single-patient record at a time. These
tools enable users to overview a given patient’s historical data, detect important events in
the patient’s history, and recognize trends. In this section, we survey five single-patient
IVTs.
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2.4.2.1

Midgaard

Midgaard (Bade et al., 2004) allows for exploration of the intensive care units’ data at
different levels of abstraction from overview to details. It uses visualizations to display
numerical variables of treatment plans. It incorporates a complex semantic zoom method
for numerical variables by calculating their categorical abstractions based on the
available screen area and zoom level. Midgaard provides users with the ability to switch
between different views such as a colored background, colored bars, area charts, or
augmented line charts based on the level of details. The tool can progressively switches
to a more detailed view to display all the individual data points when users zoom in or
switch back to more compact graphical elements when they zoom out.
Midgaard can also visualize medical treatment plans using colored bars where each bar
can contain further bars displaying sub-plans. It allows users to navigate and zoom by
interacting with two time axes that are placed below the visualization area. The bottom
axis displays a temporal overview of the patient record while the middle axis allows users
to see specific time intervals in more detail.
The activity of interpreting is supported by exploring patient data at different levels of
abstraction, where this sub-activity itself can be accomplished by tasks such as
recognizing fluctuations in data. Identifying and classifying are the two sub-tasks that are
supported by this tool.

2.4.2.2

MIVA

MIVA (Faiola & Newlon, 2011) (Medical information visualization assistant) is a tool
that transforms and organizes biometric data into temporal resolutions to provide
healthcare providers with contextual knowledge. It allows users to prioritize and
customize visualizations based on specific clinical problems. It visualizes the data using
point plots to display temporal changes in numerical values, where each variable is
represented by a separate plot, as shown in Figure 13. MIVA enables users to detect
changes in multiple physiological data points over time for faster and more accurate
diagnosis. Users can control the data source, time resolutions, and time periods to narrow
down the assessment of a patient’s condition.
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Figure 2-13: MIVA: Interactive visualization tool to show the temporal change of
numerical values where each variable is represented by an individual point plot.
Source: image courtesy of Antony Faiola.
This tool supports the activity of interpreting by enabling users to carry out sub-activities
such as exploring longitudinal relationships in patient data where this sub-activity can be
accomplished by tasks such as specifying temporal relationships and recognizing patterns.
At the level of sub-tasks, this tool supports identifying as well as classifying.

2.4.2.3

VIE–VISU

VIE–VISU (Horn et al., 2001) uses a set of glyphs to display changes in a patient's status
over time in intensive care. Each glyph’s geometrical shape and color encodes categorical
variables, while the numerical variables are represented by size of the glyph's elements.
Every glyph can encode 15 variables that are classified by physiological systems. For
instance, the respiratory parameters are mapped to a rectangle in the middle of the glyph;
circulatory parameters are mapped to a triangle on top of the glyph, and the fluid balance
parameters are shown by two smaller rectangles at the bottom of the glyph. By default,
the tool displays 24 glyphs, one per hour.
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The activity of interpreting can be accomplished by overviewing a patient’s status, where
this sub-activity is supported by tasks such as recognizing patterns. This tool supports
monitoring by evaluating changes in patient’s status over time. The task of identifying
temporal relationships supports the sub-activity of evaluating. Finally, aggregating and
classifying are two sub-tasks that can be carried out by the tool.

2.4.2.4

Lifelines

Lifelines (Plaisant et al., 1998) offers a visualization environment to show patient history
on a zoomable timeline, where a patient's medical record is displayed by a set of events
and lines. Episodes and events in a patient record are represented by a set of multiple line
segments as shown in Figure 14. Color can be used to encode the states of categorical
variables. This IVT provides an overview of a patient history to recognize trends, specify
important events, and detect omissions in data.
The activity of interpreting is supported by understanding patient’s status where this subactivity itself can be carried out by tasks such as recognizing patterns and specifying
temporal relationships. The tool supports monitoring by allowing users to carry out subactivities such as investigating trends and anomalies in patient data. The investigating
sub-activity is supported by outlining and summarizing the patient data. Finally,
aggregating, classifying, and identifying are the sub-tasks that are supported by the tool.

2.4.2.5

VisuExplore

VisuExplore (Pohl et al., 2011; Rind, Aigner, Miksch, Wiltner, Pohl, Turic, et al., 2011)
displays patient data in different views aligned with a horizontal timeline, where each
view shows multiple variables. This IVT uses common visualization techniques that
make it easy to use and learn. In this tool, numerical data are displayed using bar charts
and line plots, whereas categorical data are represented using event charts and timeline
charts, as shown in Figure 15.
In this tool, the activity of interpreting is supported by exploring temporal data of
patients with chronic diseases, where this sub-activity can be carried out by tasks such as
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Figure 2-14: Lifelines: interactive visualization tool that displays patient’s medical
histories on a timeline. Source: image courtesy of the University of Maryland
Human–Computer Interaction Lab, http://hcil.umd.edu.
specifying temporal relationships. Finally, aligning and identifying are two sub-tasks that
can be carried out by the tool.

Discussion and Limitations
In this paper, we have presented and proposed a framework to identify and analyze EHRdata-driven tasks and activities in the context of IVTs—that is, all the activities, subactivities, tasks, and sub-tasks that are supported by EHR-based IVTs. Using a survey of
19 EHR-based IVTs, we demonstrate how these IVTs support activities by identifying
the combination of sub-activities, tasks, and sub-tasks that work together to help users
carry out the three higher-level activities as displayed in Table 3. Interpreting is
supported by all IVTs surveyed in this paper. Eventflow, Similan, CoCo, Outflow, and
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Figure 2-15: VisuExplore: interactive visualization tool that displays patient data in
various views on a timeline. Source: reprinted by permission from Springer Nature:
Springer, Human–Computer Interaction, Patient Development at a Glance: An
Evaluation of a Medical Data Visualization, Pohl M, Wiltner S, Rind A, et al.,
copyright (2011).
Caregiver are the only IVTs that support predicting, whereas Lifelines2, Lifeflow,
Eventflow, Gravi++, IPBC, TimeRider, VISITORS, WBIVS, VIE-VISU, Lifelines,
CoCo, and Visu-Explore are the tools that facilitate monitoring. Going down from highlevel activities, recognizing patterns and specifying temporal relationships are the most
common sub-activities that help users with the activity of interpreting in most of the
IVTs. The existing EHR-based IVTs support predicting by giving users the ability to
perform sub-activities such as learning new hypotheses, discovering patients with similar
symptoms to a target patient, and detecting early deterioration of a disease. Finally, the
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most common sub-activities that facilitate monitoring are evaluating the quality of care
and investigating the development of a patient's status after treatment.
Our proposed framework can offer a number of benefits for designers, researchers, and
evaluators of EHR-based IVTs. Firstly, the framework can help the designer to
conceptualize activities, tasks, and sub-tasks of EHR-based IVTs systematically.
Secondly, it can assist researchers in making sense of IVTs by providing them with all
the activities that can be accomplished by carrying out different sets of sub-activities,
tasks, and sub-tasks. Thirdly, this framework can be used by evaluators to identify the
gaps in support of higher-level activities supported by existing IVTs. It appears that
almost all existing IVTs focus on the activity of interpreting, while only a few of them
support predicting despite the importance of this activity in supporting users to find the
patients that are at high risk and identify the risk factors of various diseases. Also, some
of the EHR-based IVTs do not pay enough attention to monitoring, even though this
activity is beneficial in investigating the quality of clinical management processes. All
these higher-level activities should be an integral part of a properly designed EHR-based
IVT since healthcare providers use such tools to (1) better understand patients' condition,
(2) anticipate the discourse of a specific disease, and (3) track patients' condition after
treatment. Most of the tools surveyed in this paper can only satisfy a certain aspect of
users' needs. According to a recent survey in the US, 40% of the clinicians are not
satisfied with the existing EHR-based systems (EHRIntelligence, 2018). Therefore, a
framework is needed to guide the designer of an IVT in choosing which activities, tasks,
and sub-tasks the tool should support. Using questions such as, "What activities can users
accomplish by executing a set of tasks?" or "What tasks should be supported to provide
users with the ability to perform their activities?", we demonstrate how the proposed
framework can be used by designers of EHR-based IVTs to systematically conceptualize
and design the tasks and activities of such tools. Given the framework, all designers need
to know is, which low-level sub-tasks, tasks, and sub-activities to select and how to blend
and combine them to support higher-level activities and allow users to accomplish their
overall goal. For instance, if a designer wants to design an IVT to monitor an infant's
condition in the neonatal intensive care unit, they can choose different sets of subactivities, such as investigating the effect of a specific treatment or evaluating changes in
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infant's status over time. Then, the designer selects a combination of tasks such as the
temporal ordering of event sequences or displaying the distribution of temporal events to
support the chosen sub-activities. Finally, a set of sub-tasks, such as ranking,
aggregating, and identifying, are chosen to support the selected tasks.
We believe a successful EHR-based tool should be capable of doing more than just
storing, retrieving, and exchanging patient data. It should support more complex
activities, tasks, and sub-tasks to allow healthcare providers to accomplish their goals.
Our proposed framework promises a new means for designers of EHR-based IVTs to
understand the effectiveness of incorporating such activities, tasks, and sub-tasks in their
tool. The use of our framework in EHR-based IVTs will also help physicians to make
better treatment decisions and track changes in a patient's condition over time.
This paper has three key limitations. First, we do not investigate the completeness and
accuracy of the data sources that IVTs are using as our survey relies on the descriptions
of the IVTs found in publications and video tutorials. Second, as the main goal of this
paper is the analysis of EHR-based IVTs, we exclude tools that are mainly dependent on
statistical and machine learning methods. Finally, we do not consider commercial tools in
this paper. This is because online descriptions of such tools do not systematically and
thoroughly cover the features of these tools, i.e., their visualizations, interactions, and
results.
The findings of this paper will lead to the development of best practices for creating
similar frameworks in other domains. A possible area of future research involves
developing frameworks for visual analytics tools that incorporate automated analysis
techniques along with interactive visualizations to support the increasingly large and
complex datasets in EHRs.
Table 2-3: Evaluation summary of the 19 existing tools based on the proposed
framework.
IVTs

Interpreting

Predicting

Monitoring
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Subactivity

discovering,
understanding,

no

investigating

n/a

locating,
observing,

locating, observing,
Tasks
Lifelines 2

ordering

Subtasks

aggregating,
identifying,

ordering

n/a

ranking

Population-based tools

Lifeflow

Eventflow

Similan

CoCo

aggregating,
identifying,
ranking

Subactivity

exploring,
overviewing

no

analyzing

Tasks

ordering, recognizing

n/a

ordering,
recognizing

Subtasks

aggregating,
classifying,
identifying

n/a

aggregating,
classifying,
identifying

Subactivity

exploring,
overviewing

learning

investigating

Tasks

recognizing,
summarizing

specifying,
summarizing

detecting

Subtasks

aggregating,
classifying,
identifying

aggregating,
classifying,
identifying

aggregating,
classifying,
identifying

Subactivity

discovering, exploring

discovering

no

Tasks

detecting, recognizing

ordering,
querying

n/a

Subtasks

identifying,
classifying, ranking

identifying,
classifying,
ranking

n/a

Subactivity

exploring

learning

investigating

Tasks

detecting

detecting

detecting
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Outflow

Caregiver

Gravi++

IPBC

Pattern
Finder

Subtasks

classifying,
identifying, ranking

identifying,
classifying,
ranking

identifying,
classifying,
ranking

Subactivity

exploring,
overviewing

discovering

no

detecting, specifying,

detecting,
specifying,

n/a

Tasks
summarizing

summarizing

Subtasks

aggregating,
classifying,
identifying

aggregating,
classifying,
identifying

n/a

Subactivity

discovering

learning

n/a

Tasks

specifying

clustering,
specifying

n/a

Subtasks

classifying,
identifying, ranking

classifying,
identifying,
ranking

n/a

Subactivity

discovering, exploring

no

investigating

Tasks

recognizing,
specifying

n/a

recognizing,
specifying

Subtasks

classifying,
identifying

n/a

classifying,
identifying

Subactivity

exploring

no

evaluating

Tasks

recognizing,
specifying

n/a

recognizing,
specifying

Subtasks

classifying,
identifying, ranking

n/a

classifying,
identifying,
ranking

Subactivity

discovering, exploring

no

no
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Prima

Timerider

Tasks

specifying, querying

n/a

n/a

Subtasks

identifying, ranking

n/a

n/a

Subactivity

exploring

no

no

Tasks

recognizing,
specifying

n/a

n/a

Subtasks

aggregating, ranking

n/a

n/a

Subactivity

detecting,
overviewing

no

investigating

Tasks

clustering,
recognizing,
specifying

n/a

recognizing

Subtasks

aligning, identifying

n/a

n/a

Subactivity

exploring

no

investigating

Tasks

locating, observing,
specifying

n/a

locating,
observing,
recognizing,
specifying

Subtasks

aggregating, aligning,
classifying

n/a

aggregating,
aligning,
classifying,
identifying

Subactivity

discovering, exploring

no

investigating

Tasks

organizing, specifying

n/a

organizing,
specifying

Subtasks

classifying,
highlighting,
identifying

n/a

classifying,
highlighting,
identifying

VISITORS

WBIVS
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Midgard

Single-Patient Tools

MIVA

VIE-Visu

Lifelines

VisuExplor
e

Subactivity

exploring

no

no

Tasks

recognizing

n/a

n/a

Subtasks

classifying,
identifying

Subactivity

exploring

no

no

Tasks

recognizing,
specifying

n/a

n/a

Subtasks

classifying,
identifying

Subactivity

overviewing

no

evaluating

Tasks

recognizing

n/a

specifying

Subtask

aggregating,classifyin
g

n/a

aggregating,
classifying

Subactivity

understanding

no

investigating

Tasks

recognizing,
specifying

n/a

outlining,
summarizing

Subtasks

aggregating,
classifying,
identifying

n/a

aggregating,
classifying,
identifying

Subactivity

exploring

no

evaluating

Tasks

specifying

n/a

recognizing

Subtasks

aligning, identifying

n/a

identifying
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Chapter 3

3

Visual Analytics for Electronic Health Records: a Review
This chapter has been submitted to Health Informatics journal.
Please note that the format has been changed to match the format of the dissertation.
Figure, Section, and Table numbers mentioned herein are relative to the chapter number.
For instance, “Figure 1” corresponds to Figure 3-1. Additionally, when the term “paper”,
“work”, or “research” is used, it refers to this particular chapter.

Introduction
In recent years, medical organizations are increasingly deploying electronic health record
(EHR)-based systems that generate, store, and manage their data. Therefore, the amount
of data available to clinical researchers and clinicians continues to grow at an
unprecedented rate, creating an untapped resource with the capacity to improve the
healthcare system (Murdoch & Detsky, 2013). The EHR-based systems are used to detect
hidden patterns and trends, monitor patient conditions (Doupi, 2012), reduce medical
errors (A. Agrawal, 2009), detect adverse drug events (S. S. Abdullah, Rostamzadeh,
Sedig, Lizotte, et al., 2020; Dey et al., 2018), and ultimately improve quality of care
(Christensen & Grimsmo, 2008; Rostamzadeh et al., 2020; Tang & McDonald, 2006).
However, despite the evidence showing the benefits of EHR-based systems, they rarely
improve healthcare experts' ability to make better clinical decisions by having access to
more comprehensive information (Heisey-Grove et al., 2014; Lau et al., 2012). Access to
large volumes of clinical data has made some analytical and cognitive processes more
difficult for healthcare experts. As the amount of data stored in EHRs continues to grow
exponentially, and new EHR-based systems are implemented for those already overrun
with too much data, there is a growing demand for computational systems that can handle
the huge amount of clinical data.
Visual analytics (VA) systems have shown significant promise in addressing information
overload challenges in EHRs by combining analytics techniques with interactive
visualizations (D. A. Keim et al., 2010; Ola & Sedig, 2014). For a VA system to work
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well, there must be a strong coupling among all its components (Ribarsky et al., 2009;
Sedig et al., 2012). Such components include but are not limited to tasks, interactive
visual representations, and analytics techniques. Analytics has the potential to facilitate
healthcare experts' clinical decision-making process by using techniques from various
fields such as statistics, machine learning, and data mining. Completing analytics,
interactive visualizations allow healthcare experts to explore the underlying data, alter the
representations, and guide the analytics techniques to accomplish their tasks (Cortez &
Embrechts, 2013; D. A. Keim et al., 2015; Vamathevan et al., 2019). VA systems fuse
the strengths of both analytics techniques and interactive visualizations to support the
execution of EHR-driven tasks. VA is needed to support the intuitive analysis of EHRs
for healthcare experts while masking the data's underlying complexity. Clinical
researchers can use VA to perform population-based analysis and gain insights from large
volumes of patient data. Moreover, VA can also support physicians in tracking symptom
evolution during disease progression and creating and visualizing detection models for
disease surveillance (Goldsmith et al., 2010; Lo et al., 2013; Perer & Sun, 2012; Rajwan
et al., 2013). The complex and diverse challenges and applications of VA in the analysis
and exploration of EHRs have led to the development of several EHR-based VA systems,
which aim to fulfill the computational and cognitive needs of healthcare experts. The
design and development of such systems require collaboration with healthcare experts to
assess their requirements and challenges and to better understand EHR-driven tasks from
their perspective. This motivates us to systematically study and gather healthcare experts’
needs and expectations and get an overview of the state-of-the-art EHR-based VA
systems.
The purpose of this paper is to provide a comprehensive review of the state-of-the-art in
EHR-based VA systems. We identify the primary dimensions of the EHR-based VA
design space through the analysis of the literature. We then use these dimensions along
with a characterization of different types of EHR-driven VA tasks to organize the
existing systems. Furthermore, we identify the gaps and areas with little prior work,
which remains a challenge for future research. To the best of our knowledge, no study
has been conducted to review the existing VA systems that have been applied to EHRs.
Thus, this review is equipped to help researchers identify which challenges remain
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insufficiently addressed and understand the primary dimensions that unify the existing
work. Finally, the result can provide value to researchers and designers as an organized
catalog of various approaches that are most appropriate for EHR-driven VA tasks.
The rest of the review is organized as follows. Section 2 presents the strategy for
searching relevant literature and explains the selection criteria. Section 3 provides a brief
overview of the EHR-based VA systems that met the selection criteria. In Section 4, we
identify and explain the key dimensions of the EHR-based VA design space. Finally, in
Section 5, we discuss how the selected EHR-based VA systems support these dimensions
and identify the gaps.

Methods
3.2.1

Search Strategy

We conducted a systematic literature review to retain all the peer-reviewed studies
published between 2010 to 2020. We collected all the studies that describe the design,
development, and implementation of VA systems that have been applied to EHRs. Search
keywords were grouped into three categories: visualization, analytics, and EHR (Table
1). An electronic literature search was conducted in August 2020 using PUBMED, IEEE
XPLORE, WEB of SCIENCE, and GOOGLE SCHOLAR. We also utilized the related
article function in PubMed on studies that were initially included to identify additional
ones. This was supplemented using citation searching. Reference lists from highly
relevant studies were also reviewed to find other relevant studies.
Table 3-1: Search terms used to identify studies related to EHR-based VA
KEYWORDS: (K1) AND (K2) AND (K3)
within each group, the keywords are combined by the "OR" operator
K1 (Visualization)

Visualization or visual

K2 (Analytics)

Analytics or analysis or data mining or machine learning
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K3 (EHR)

EHR or electronic health record or electronic medical record or
EMR or healthcare record or patient record or clinical data

3.2.2

Inclusion and exclusion criteria

Articles had to describe the development of VA systems that would be applied to EHRs.
We included articles in our review if they met the following criteria: 1) articles must be
published in a peer-reviewed journal or conference proceedings; 2) articles must be full
papers with empirical evidence; and 3) articles must implement a VA system to support
EHR-driven analytical tasks.
Articles were excluded if they were position papers explaining the need for VA, describe
medical guidelines, or VA systems designed for administrative tasks with or in relation to
patient data (e.g., scheduling and billing). We also excluded articles describing static
visualizations because interaction is a key characteristic of VA systems. We also did not
include articles on VA of syndromic surveillance, geospatial environmentally aware data,
and genetics in our review because we were focused on clinical EHR data. Furthermore,
we excluded articles that report the result of abstracts, surveys, feasibility studies, short
reports, commentaries, letters, and studies not published in English.

3.2.3

Article selection and Analysis

We collected the authors, journal, title, year of publication, and abstract for each article in
an Excel spreadsheet. In the first step, two reviewers screened the title and abstract for
each article and eliminated those categorized with exclusion criteria or lacked inclusion
criteria. If the reviewers could not assess the article's relevance based on the information
provided by its title and abstract, they assessed the full article. In the next step, the full
texts of articles that were deemed to be potentially relevant and/or the articles without
enough information were reviewed by reviewers. The studies that were cited in eligible
articles were also reviewed using a similar screening process. The articles identified for
the review were examined by reviewers qualitatively, as described in Section 3.
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3.2.4

Results

A total of 1037 references were retrieved from our initial search of electronic databases.
A search of the gray literature and hand-searching references from articles resulted in an
additional 32 papers. All titles and abstracts were reviewed, with duplicates removed
(n = 256). We then excluded 781 articles based on the exclusion criteria. Then the full
text of each of the remaining 32 articles was then read; 10 of these articles were excluded
since they only described a visualization technique or an analysis technique with static
visualization. The results of the screening process in the analysis are noted in the flow
diagram in Figure 1. Finally, 22 articles were included in the review.

Figure 3-1: Flow diagram of literature search results.

EHR-based Visual Analytics Systems
In this section, we provide an overview of the state-of-the-art VA systems that are
applied to EHRs. We offer a brief summary of the system's overall goal and its analytics
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and visualization techniques. We then briefly describe how the system integrates
analytical processes with interactive visualizations to help users accomplish their tasks.

3.3.1

Overview of Systems

DecisionFlow (D. Gotz & Stavropoulos, 2014) is a VA system that supports the analysis
and exploration of temporal event sequences in high-dimensional datasets. It allows users
to test different hypotheses regarding the factors that might affect the patient outcome
and compare multiple complex patient event pathways by integrating on-demand
statistical analysis techniques with interactive flow-based visualization. DecisionFlow
helps users to specify a subsequence of interest with a milestone-based query interface.
Then the matching data is aggregated to generate a DecisionFlow graph that contains a
linear sequence of nodes (i.e., milestones) connected by directed edges. The system then
analyzes the graph to extract multiple statistics (e.g., gender and age distributions and
edge summary statistics). The system includes three main linked views-namely, the
temporal flow view, edge overview view, and event statists view. The temporal flow
view visualizes the DecisionFlow graph using a directed graph of nodes representing
milestones where nodes are mapped to grey rectangles and are arranged in temporal order
from left to right. The edges that connect these nodes are represented by two marks—
namely, the time edges and the link edges, and they are color-coded to encode the
average outcome. The edge overview panel summarizes the subsequence of interest that
are returned from the query interface by showing multiple aggregate statistics. The event
statistic view displays a color-coded bubble chart that represents different edge summary
statistics.
RetainVIS (Kwon et al., 2018) is a VA system that assists healthcare experts in the
exploration of patient medical records in the context of risk prediction tasks. It provides
users with the means to investigate common patterns in a patient's history to identify
which medical codes or patient visits (i.e., sequence and timing) contribute to the
prediction score. It can also help users to conduct different what-if analysis by testing
hypothetical scenarios on patients (e.g., edit/add/remove medical code, alter visit
intervals). Furthermore, RetainVIs allows users to provide feedback to the model based
on their domain knowledge if the model acts in an undesirable manner. RetainVIS
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generates prediction scores based on the RetainEX technique, a bidirectional recurrent
neural networks (RNN) model that harnesses the temporal information stored in patient
records (e.g., time intervals between patient visits). It increases the interpretability and
interactivity of models by calculating code-level and visit-level contribution scores.
This system integrates RetainEX with multiple interactive visualizations. The Overview
summarizes patients regarding their contribution scores, medical codes, and predicted
diagnosis risks using a scatter plot, multiple bar charts, an area chart, and a circle chart.
Patient Summary shows a temporal summary of the selected patients. It contains a table,
a code bar chart, and a contribution progress area chart. Patient Summary provides a
summary description of the selected patients and represents aggregated contribution
scores of medical codes over time and their mean contribution scores. Patient List shows
selected patients in a row of rectangles. It allows users to compare and explore multiple
patients and select a patient of interest to view their details in the Patient Details view.
Patient Details view is composed of a line chart of prediction scores, a temporal code
chart of contribution scores of medical codes, and a code bar chart representing the most
contributing medical codes for each patient. Finally, Patient Editor represents each
patient visit horizontally in a temporal order and lists medical codes for each visit
downwards. It allows users to test hypothetical scenarios by changing the date of the visit
or inserting new medical codes into a visit. Once the user changes are complete, the
system generates the new model and returns the new predicted risk and contribution
scores on top of the original records.
DPvis (Kwon et al., 2020) is a VA system that supports clinical researchers in
interactively discovering and exploring disease progression patterns and studying
interactions between such patterns and patient's characteristics. It also allows users to test
and refine hypotheses for multiple clinically relevant subgroup cohorts in an ad hoc
manner. DPVis models disease progression pathways by characterizing a patient's clinical
course as a sequence of transitions between multiple states where each state describes a
co-occurring pattern of observed symptoms and variables. Then, it uses a class of
unsupervised models, namely- continuous-time hidden Markov models (CT-HMMs), to
discover these hidden states and state transitions from large-scale longitudinal patient
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records. These models identify associations between disease progression patterns and
various observed variables and predict a patient's future states. DPVis combines the
outcome of HMM models with interactive visualizations to assist medical experts in
interpreting these models and clinically make sense of the discovered patterns.
DPVis is composed of seven linked views. The Static Variable Distribution view contains
a list of selected measures in a horizontal bar chart. The Observed Attributes view
contains feature matrix, feature distribution, feature heatmap over time, and feature over
time. It summarizes all the characteristics of disease states that are discovered by HMM.
State Transitions view shows multiple representations of state-to-state transition patterns
over a series of visits or over time. It includes four views-namely, Pathway over
Observation, Pathway by Time Unit, Pathway Waterfall, and State Transition Chord
Diagram. Frequently Occurring State Transition Pattern view shows a list of frequently
occurring state sequential patterns. Subject Timeline represents an individual patient's
observations over time. It contains Dual Kernel Densities view and Subject List view.
State Sequence Query Builder allows users to create and refine cohorts based on state
transitions. Cohort view enables users to load and save intermediate results. Once users
create more than two cohorts in the Cohorts view, they can trigger the Comparison Mode
between the selected views. This selection then turns all views into the Comparison
Mode.
The VA system for pharmacovigilance (i.e., drug safety) in electronic medical records
developed by Ledieu et al. (Ledieu et al., 2018) integrates a modified version of the
Smith-Waterman (SW) sequence alignment algorithm with an interactive web interface to
detect inappropriate drug administration and inadequate treatment decisions in patient
sequences. The SW algorithm is used to compare a reference sequence (i.e., a sequence
specified by the user) and a patient's sequence, where each sequence is considered a
string of characters. Each character in the sequence represents a clinical event, such as a
laboratory test result or a drug administration. The algorithm calculates a similarity score
for each comparison. A high similarity score corresponds to a higher similarity between
the reference and the patient sequences. This VA system allows users to create the
reference sequence(s) in a query interface. It provides them with a visual dictionary of
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event types (e.g., the discretized numerical events are encoded by color-coded squares or
the direction of arrows represents the trend of change) in a grey rectangular area. To form
a pattern, users can drag and drop these icons down to a query line. The system also
enables the user to indicate time-constraint events in the query. The adopted SW
algorithm returns the search result, which is displayed as a list of patients and their
corresponding sequences, sorted based on their similarity score to the reference sequence.
Each sequence is aligned to the reference pattern or its closest match. The time interval
between the time-constraint event and the aligned events is shown by a vertical line along
with the time duration in days on top of it.
Gotz et al. (D. Gotz et al., 2014) develop a VA system to explore and query clinical
event sequences stored in EHRs by combining on-demand analytics with visual queries
and interactive visualizations (Figure 2). The visual query module provides an intuitive
user interface that enables users to retrieve cohorts of patients that satisfy complex
clinical episode specifications. Users can define a clinical episode by specifying
milestones, time gaps, preconditions (i.e., a set of constraints that should be satisfied
before the starting milestone), and outcome measures in the query interface. Upon
submission of the query, the system returns a set of matching patient event sequences.
The returned event sequence for each patient includes the specified milestones and
several intermediate events that occur between milestones. Each episode is subdivided
into a series of intermediate episodes at each milestone.
Frequent pattern mining (FPM) is then performed first on the overall episode as well as
on each of the intermediate episodes that are retrieved by the visual query module. The
FPM engine includes two main components-namely, the frequent pattern miner and the
statistical pattern analyzer. The frequent pattern miner uses the bitmap-based Sequential
PAttern Miner (SPAM) (Ayres et al., 2002) algorithm for pattern discovery. SPAM
employs a search strategy that combines a depth-first traversal of the search space with an
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Figure 3-2: The screenshot of the VA system developed by Gotz et al. (D. Gotz et al.,
2014) including, the visual query panel, the milestone timeline, the cohort overview,
and the pattern diagram. Source: Reprinted from Journal of Biomedical
Informatics, 48, Gotz D, Wang F, Peter A, A methodology for interactive mining
and visual analysis of clinical event patterns using electronic health record data,
148-159., Copyright (2014), with permission from Elsevier.
efficient pruning mechanism. It takes a set of event sequences and a user-specified
support as inputs and returns a set of frequent patterns as an output. Then the statistical
pattern analyzer computes correlations (e.g., Pearson correlation, odds ratio, and
information gain) between the mined patterns and the outcome measure. Finally, an
interactive visualization allows users to explore the results and discover temporal
patterns. The interactive visualization component is composed of three linked views. The
cohort overview shows the age and gender distributions for patients that satisfy the query
specifications. The milestone timeline represents the sequence of milestones using a
series of ordered, vertical grey bars. The bars are connected by color-coded edges, where
each edge has two parts-namely, the time edge, and the link edge. The time edge maps
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the mean duration between the milestones while the link edge connects the bars to show
sequentially. The pattern diagram shows the set of patterns mined from the part of the
episode that is selected in the milestone timeline in a scatter plot where the x and y axes
encode the level of support for a specific pattern for patients with positive and negative
outcomes, respectively.
The VA system developed by Simpao et al. (A. F. Simpao et al., 2014) facilitates the
dynamic and continuous monitoring of medication alerts and care providers' responses
through an automated, user-friendly dashboard. It allows pharmacists and care providers
to examine and filter the alert data based on patient location and ordering provider type
and to identify which specific orders triggered the drug-drug interaction alerts. This VA
dashboard is an integral part of a hospital quality improvement initiative to improve
medication safety and reduce alert fatigue by deactivating irrelevant alert rules. The
system is developed in collaboration with a clinical decision support committee that is
asked to perform three interventions to deactivate irrelevant drug-drug interaction alert
rules. The impact of these interventions on pharmacists' alerts and override rates is
analyzed using an interrupted time-series framework with piecewise regression. Baseline
IQRs and median rates are compared to IQRs and median rates following three
intervention phases of drug-drug interaction deactivations and are tested for statistical
significance using the Wilcoxon rank-sum test. The user interface of this system includes
a central display area with graphical and tabular data representations. Medication alert
and override rates, different alert types, and various care providers, and patient
characteristics are displayed and explored at a specific time point or across a user-defined
time interval using multiple filters and limits.
The MOSAIC dashboard system (Arianna Dagliati et al., 2018) aims to support the
prediction and diagnosis of type 2 diabetes mellitus (T2DM) by analyzing clinical and
home monitoring data. The system integrates data querying and mining technique with an
interactive user interface to assist caregivers in devising management strategies and
therapeutic interventions for T2DM complications. The mining techniques are triggered
by the query module that is responsible for retrieving the data from the i2b2 data
warehouse, calling the proper data mining technique, and sending the results back to the
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user interface. The data mining module implements several temporal analytics models
such as temporal abstractions, the care flow mining algorithm, drug exposure pattern
detection, and risk prediction models for T2DM complications. Temporal abstractions are
extracted using the Time Series Abstractor (JTSA) tool that provides a library of
techniques that can be employed for time-series processing and abstraction (Sacchi et al.,
2015). The care flow mining technique uses the temporal sequence of events to determine
the most frequent clinical pathways patients experience during their care process,
automatically generating groups of patients with similar care histories (A. Dagliati et al.,
2017). The proportion of days covered is used to summarize the dug purchase patterns
using the data gathered from administrative resources. Finally, several risk prediction
models are generated to estimate the risk of T2DM complications (Arianna Dagliati et al.,
2018).
The graphical user interface of MOSAIC has two primary components designed for 1)
clinical decision support and 2) outcome assessment on populations of interest. The
clinical decision support system dashboard is composed of three sections-namely,
metabolic control, frequent temporal patterns, and drug purchase patterns. The metabolic
control evaluation section is based on a "traffic light" metaphor to enable quick
assessment of the control level of certain parameters. The frequent pattern mining section
is composed of a scatter plot and a timeline plot. The drug purchase graph shows all the
purchases made by a patient for each drug class using a scatter plot. The outcome
assessment dashboard provides an overview of the treatments' outcomes on the
population of patients with T2DM to clinical researchers. It includes summary charts that
represent patient counts grouped by clinical and demographic variables. It also shows the
most frequent temporal patterns of the patients selected in the summary chart using
timeline graphs.
VisualDecisionLinc (Mane et al., 2012) is a VA system that helps clinicians to identify
subpopulations of patients with similar clinical characteristics and to understand the risks
and effectiveness of different treatment options for these subpopulations using psychiatric
patients' data with major depressive disorder (MDD). The system aims to improve and
simplify the decision-making process by reducing the number of available therapeutic
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options to those that have proven to be most effective with minimal side-effects. To
define the MDD comparative population, VisualDecisionLinc uses a patient data-driven
approach where the patient's medical profile is used as 'seed' data (i.e., patients with a
primary diagnosis of MDD and their last prescribed medications) to identify a
comparable group of patients with similar clinical characteristics. At the computational
level, the system creates a bin for each medication and inserts patients into bins of their
prescribed medication. At the same time, the system tags patients based on their
treatment outcome response, which is reported in the database in the form of a clinical
global impression (CGI) score. CGI score is a 7-point scale that offers a brief score of the
clinician's assessment of the severity of the patient's illness prior to and after starting
treatment. A lower CGI score indicates a better treatment outcome for the patient. After
the binning process is done, the system uses additional computational processes to
quantify the collective comparative MDD patient response into a '% Patient Improved'
score.
VisualDecisionLinc is composed of five linked views. Data view of patient demographics
shows patient demographic data such as age, gender, and race, to name a few. Data view
of summarized medication response displays '% Patient Improved' score and the absolute
number of patients that are used to compute this score. Color-coded dots placed next to
the medication names encode the '% Patient Improved' score greater than 10 (green dots)
and less (red dots). Data view of comorbidities shows a list of comorbid conditions
among patients on a selected medication from the summarized medication view. Data
view of contextual patient treatment outcome shows the CGI score of a patient over time.
It also displays prescribed medications and their timespan using horizontal bars below the
CGI temporal view. Finally, the data view of median-based historical response to
medication shows the historic outcome response to the selected medication. Blue and red
lines reflect the median-based historical trend in medication outcome from the
comparative populations and patient's response to the selected medication in the past,
respectively.
Care Pathway Explorer (Perer et al., 2015) is an interactive hierarchical information
exploration system that can help physicians analyze patients’ longitudinal medical
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records. The system provides an overview of the frequent patterns that are mined from
patient event sequences. The physician then studies these patterns and interactively
selects patterns of interest for more details. The system computes the group of patients
that match the physician's specified sub-traces. Then the event traces for those patients
are extracted using a deeper level of the user-specified hierarchy. The system feeds these
traces to the frequent pattern miner engine, which mines frequent patterns and analyzes
how these patterns are associated with outcomes using a modified version of the SPAM
algorithm (Ayres et al., 2002). The patterns are then visualized alongside meaningful
statistics.
The visual interface of Care Pathway Explorer features two complementary views. The
overview contains a bubble chart and represents events of the most frequent patterns
mined by the frequent pattern miner engine. Each bubble encodes a medical event that
occurs frequently among patients and is computationally positioned close to events with
which it most frequently occurs to show an overview of clusters of patterns. The flow
view shows how bubbles connect to each other using a visualization similar to the Sankey
diagram. Events in the most frequent patterns are encoded by nodes, and event nodes
belonging to the same pattern are connected by edges. Both bubbles and patterns are
color-coded according to their association with the outcome, which is determined by the
Pearson correlation.
RegressionExplorer (Dingen et al., 2019) is an interactive VA system that enables
clinical researchers to quickly generate, compare, and evaluate many regression models.
It also helps to formulate new hypotheses and steer the development of models by
allowing the user to compare candidate models across several subpopulations. Upon
loading the dataset and selecting the appropriate responder that captures the condition of
interest, the system allows the researcher to analyze the one-to-one relationships between
each covariate and the responder by performing a univariate analysis. The results are
displayed as colored rectangles next to the variable names in the univariate analysis view.
The significance level of an effect is determined using p-value, where a lower p-value
results in a higher level of significance and a more saturated color. Red represents a
positive effect, while blue represents a negative effect. Next, the system allows the user
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to perform stepwise multivariate analysis by dragging variables from the list of variables
to the variable selection view. After each selection, the system generates a new model
displayed as a single row of the multivariate model matrix. Columns in the matrix show
the levels of significance for the included covariates following the same convention as for
the univariate view. The system also displays histograms, along with some basic
descriptive statistics for all the covariate distributions to provide basic checks and
interpretation during analysis.
Another integral part of the RegressionExplorer is subgroup analysis that allows the user
to gain more insight into the subpopulations throughout the univariate and multivariate
analysis. To support subgroup analysis, the system enables the user to drag and drop a
variable from the univariate analysis view to the population view, which leads to the
partition of the population. If the user drops another variable into the population view, all
the previously created subpopulations are partitioned recursively. The subpopulation tree
is represented as an icicle plot. The system follows the same basic approach for both
univariate and multivariate analysis when handling subpopulations. The primary
difference is that the cells that used to show significant effects are now subdivided into
sub-cells (i.e., icicle plots).
The VA system developed by Mica et al. (Mica et al., 2020) helps guide patient
assessment and therapeutic decisions for physicians using severely injured patients'
clinical data in a trauma center (Figure 3). The system allows the user to filter cohorts of
patients based on multiple parameters, including age, body temperature, ISS, multiple lab
results, and AIS score. With every change of the filtering criteria, a query is sent to the
server to extract a group of patients that satisfy the query specifications using several
algorithms such as statistical frequency grouping, time interval simplification, and
consecutive event merging. The system enables the user to explore the results using a
variation of the Sankey diagram. Each node in the graph encodes a medical state (e.g.,
treatment or outcome), and each link encodes transitions between consecutive states in
the cohort of interest. The height of nodes and links represents the relative number of
patients that share the state and transition, respectively. The color encodes the ratio of
patients that develop the outcome of interest. Statistically, to justify the distribution of
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Figure 3-3: The screenshot of the VA system developed by Mica et al. (Mica et al.,
2020) shows the pathway of the early death outcome of a hypothetical patient with
an age of 35 years, an ISS of 35, and a temperature at admission of 35 °C using a
Sankey diagram. Source: Reprinted by permission from Springer Nature:
[Springer] [World Journal of Surgery [Development of a Visual Analytics Tool for
Polytrauma Patients: Proof of Concept for a New Assessment Tool Using a Multiple
Layer Sankey Diagram in a Single-Center Database, Mica, L.; Niggli, C.; Bak, P.;
Yaeli, A.; McClain, M.; Lawrie, C.M.; Pape, H.-C.], Copyright (2020).
patients based on clinical scores, the system integrates binary logistic retrogression along
with receiver operating characteristic (ROC).
Visual Temporal Analysis Laboratory (ViTA-Lab) (Klimov et al., 2015) integrates
temporal data mining techniques with query-driven interactive visualizations to support a
knowledge-based exploration of time-oriented clinical data and the discovery of
interesting patterns within it. ViTA-Lab is composed of three main interfaces. The main
visualization interface provides an overview of the longitudinal concepts and the
distribution of derived temporal abstractions (TA) for individual and multiple patients at
different temporal granularities. It provides the user with a knowledge-based browser and
a graphical widget for selecting an individual patient or a group of patients. It uses a
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scatter diagram over time and a modified version of the bar chart visualization technique
to show the distribution of TAs and help the user discover trends in these distributions.
The temporal association chart (TAC) allows visual exploration and discovery of
probabilistic temporal associations among the distributions of various abstract concepts at
different times. TAC's input is a group of patients and a set of concepts that are chosen
within the same or a different time window panel. The system calculates the distributions
of values for each concept within the chosen time. Each concept is represented by a
rectangular bar. The corresponding data values between two consecutive concepts for
each patient are linked. Multiple links, including the same pair of values for a group of
patients, are aggregated into a temporal association rule. This rule indicates the
probability of having the second concept's value, given the first concept's value, and the
total frequency of that combination. Thus, a group of patients who have this specific
combination of values from two concepts, simultaneously or at different times based on
the user-specified time period, is represented by a temporal rule.
The pattern explorer supports the exploration of temporal patterns that are discovered by
data-driven computational techniques. It works based on a version of the KarmaLego
algorithm, which is used for the discovery of frequent temporal patterns (Moskovitch &
Shahar, 2015a, 2015b). Components of the output’s temporal pattern (a pair of concept
and value) are represented by horizontal lines that are ordered according to each
component's start time, maintaining, in a proportional fashion, the mean duration of each
component and of the time gaps among components. The color of the same type of
component in all patterns stays the same. The pattern explorer allows the user to
recognize the meaning of a temporal pattern, that is, which components make up the
pattern, and what temporal associations such as overlaps, before, or after hold between
them.
RadVis (Ha et al., 2019) is a VA system that supports psychiatrists in analyzing and
exploring multidimensional medical datasets for patients who have dementia (Figure 4).
It allows the user to get a better understanding of the characteristics of patient clusters
and analyze the variable values of data comprising each cluster at the same time. The
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Figure 3-4: The screenshot of RadVis (Ha et al., 2019) combing 3D RadVis and
parallel coordinates. Source: image used under CC-BY 4.0 License.
system enables the user to select variables of interest from "Variable Selection Menu"
and select "Cluster Segmentation Menu" to segment clusters of patients based on their
traits. The user can choose the number of clusters for segmentation after selecting either a
forgy cluster or a random cluster algorithm. Following either of the clustering algorithms,
the cluster's central value is calculated based on the number of clusters. After the
Euclidean distance between the central value and each node is calculated, multiple nodes
are included to obtain clusters of similar value. This process is repeated until the central
value stays constant.
RadVis displays the distribution of data instances using 3-dimensional radial coordinate
visualization (3D RadVis) that prevents node overlap. Furthermore, it facilitates the
distribution of several nodes into optimum positions regardless of the number of
dimensions. A patient with dementia is represented by a single node in this visualization.
Nodes are color-coded according to the cluster they belong to. RadVis also supports a
multi-filtering function through parallel coordinates plot to assign different conditions for
a more comprehensive analysis. The parallel coordinates plot is used to display both

65

categorical and numerical variables. It allows the user to check a value that satisfies a
specific condition in the 3D RadVis. It also displays the variable values of a node that is
selected in the 3D RadVis.
The predictive VA system developed by Sun et al. (J. Sun et al., 2014) aims to predict
the risk and timing of deterioration in hypertension control using EHRs. The system is
composed of three main modules. The feature engineering module converts clinical data
into a feature matrix and a target label vector that can be used to build the predictive
model. The target label is derived based on the physician's assessment of blood pressure
control status as in-control (i.e., positive) versus out-of-control (i.e., negative). The
positive and negative transition points (from an episode of positive (negative) assessment
points into negative (positive) points) are considered as target labels for the prediction
model. Next, to turn event sequences into feature variables, the system specifies an
observation window for each feature concept (e.g., diagnosis concept). It then aggregates
all the events of the same feature concept within the observation window into a single
value. The system then applies a two-level feature selection process. In the first level,
within the same concept, features are chosen based on the information gain. Then a
greedy forward selection algorithm is used to choose which concepts to keep. In the next
step, the system starts iteratively combining features from different concepts until the
combination fails to improve the performance of the prediction. Finally, various
techniques, such as naive Bayes, logistic regression, and random forests, are used to
generate transition point models. The system allows the user to explore the prediction
results and other events through interactive visualization. An individual patient's timeline
is represented by a line, and each hypertension control assessment event is represented by
a circle. Red and blue circles represent in-control and out-of-control blood pressure
episodes, respectively.
The VA system developed by Guo et al. (Guo et al., 2020) helps clinicians to explore
medical records from both multivariate and temporal perspectives and identify and
analyze similar records (Figure 5). The system integrates an unsupervised learning-based
technique with interactive linked views to support physicians in several tasks such as
finding similar records based on a focal patient record, comparing patients' medical
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Figure 3-5: The screenshot of the VA system developed by Guo et al. (Guo et al.,
2020). (a) and (b) display each neonate’s similarities of tests taken and the records of
test values, respectively. (c) shows changes of dissimilarities of test
records over time between the neonate chosen from (a) or (b) and
top-3 similar neonates. (d) displays a statistical overview of the
chosen neonate and top-3 similar neonates. (e) provides all the test
results at the selected time in (c) or (f). (f) displays the temporal
changes of values of the chosen test in (d) or (e). (g) lists all medical
test names. Source: Reprinted from Journal of Visual Informatics, 4, Guo, R.;
Fujiwara, T.; Li, Y.; Lima, K.M.; Sen, S.; Tran, N.K.; Ma, K.-L., Comparative
visual analytics for assessing medical records with sequence embedding, 72-85.,
Copyright (2020), with permission from Elsevier.
feature values at a specific time point or identifying (dis)similar time stamps among
similar records. The system provides two overviews of all patients: One is for patients'
similarities according to the combination of tests taken during the collected time period,
and the other view shows patient's similarities according to the test values. To create the
first overview, the system applies the Jaccard index (Gower & Warrens, 2014) to
compute the similarity. Then it extracts clusters of similar patients by combing a
dimensionality reduction (DR) technique (i.e., t-SNE) and a density-based clustering
method (i.e., HDBSCAN). For the second overview, the system first calculates the
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similarity of each pair of the test records and then similar to the other overview; it applies
t-SNE to visualize the similarity relationships. To visualize the clustering information,
each point (i.e., each patient's record) is colored based on the assigned cluster-ID. The
system allows the user to select a patient of interest from these overviews. It then
automatically searches for the top-3 similar patients based on the pre-computed
similarities. The system uses autoencoder-based event embedding (Kramer, 1991) and
sequence to sequence learning (seq2seq) (Sutskever et al., 2014) technique to handle
various event types and convert records with different lengths to vectors of the same
length. Then, it computes the similarity of each pair of patients using a certain distance
metric, such as the Euclidean distance. The system provides multiple line charts to show
changes of dissimilarities of test records over time between the patient of interest and top3 similar patients and to visualize a statistical overview of the focal and top-3 similar
patients.
SubVIS (Hund et al., 2016) is a VA system to support medical experts in interpreting
high-dimensional clinical data and exploring subspace clusters from different
perspectives (Figure 6). It enables the user to analyze each subspace independent of its
association to a certain clustering technique. It allows the use of every subspace
clustering technique available at OpenSubspace Framework (Müller et al., 2009). SubVis
allows a three-level exploration of data and clusters through its interface. The first level
provides the user with a general overview of all the detected subspace clusters, their
properties, and the distribution of dimensions within each subspace cluster using
interactive bar charts. A matrix-based heatmap is also available to give more details on
the association between the pair-wise distance. The second exploration level allows the
user to choose a subset of relevant clusters in the multidimensional scaling (MDS) (Cox
& Cox, 2008) plot to get an aggregated overview of the cluster members in an
aggregation table. The distance between various clusters in the MDS plot shows their
pair-wise similarity. SubVis contains various similarity measures, such as Overlapping,
Jaccard Index, and Dice Coefficient. The system enables the user to inspect the
distribution of the cluster members in every dimension for each cluster. In the last
exploration level, a table-lens-like view (Rao & Card, 1994) supports the exploration of
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Figure 3-6: A screenshot of SubVIS (Hund et al., 2016) including (A) MDS
projection plot, (B) MDS small multiples, (C) barcharts showing the distribution
properties of the subspaces, (D) heatmap, (E) aggregation table, and (F) table lens.
Source: image used under CC-BY License.
the actual data records and provides interactive coloring and sorting of the record and its
dimension.
The VA system developed by Huang et al. (Huang et al., 2015) supports the interactive
exploration of patient trajectories to assist physicians and clinical researchers in
identifying chronic diseases and determining how a group of patients with chronic
diseases might go on to develop other comorbidities over time (Figure 7). The system
first aligns patient trajectories based on the time they are diagnosed with a specific
chronic disease. Then once the user specifies the time windows, the patient trajectories
are divided based on their timestamps, and patients within the same time window are
aggregated into one. The system then clusters the patient records at each time window
based on a similarity measure and create a set of cohorts. The system supports frequencybased cohort clustering and hierarchical cohort clustering techniques. A cohort of patient
trajectory network is built based on the clustering result where each node represents a
cohort at a time window, and each edge shows the relationship between two cohorts at
consecutive time windows where their members overlap. The system allows the user to
filter edges using the variance-based association filtering technique by adjusting the
entropy threshold. When the threshold is zero, only associations between fully
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Figure 3-7: The screenshot of the VA system developed by Huang et al. (Huang et
al., 2015) shows the result of frequency-based cohort clustering using a Sankey
diagram. Source: image used under CC-BY 4.0 License.
overlapped cohorts are shown; in the case when the threshold is high, all associations are
visualized. A Sankey-like timeline then visualizes the output results. The nodes are colorcoded based on the unique comorbidities, and the color of the edges is determined by the
two nodes it connects (i.e., a gradient for smooth transitions). Each cohort has a label that
shows its dominant features. In addition, the cardinality of both nodes and edges are
represented by their height.
CarePre (Jin et al., 2020) is a clinical decision assistance system that supports the
exploration and interpretation of deep learning prediction models that are developed to
predict future diagnosis events for a focal patient based on their medical background. It
assists physicians in making more informed decisions by letting them analyze
contributing factors in prediction results and explore the outcomes of possible treatments
through interactive visualizations. CarePre allows the physician to input potential
diagnoses (based on the patient's symptoms and tests) for a focal patient into the system.
The system then automatically estimates the risk of future diseases for the patient based
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on their medical history using a state-of-the-art deep learning technique and allows the
physician to explore the results and the details of the historical medical records in the
prediction view. The prediction view shows the patient's event sequence leading up to the
time point of prediction, which is represented by rectangular nodes arranged horizontally
in order of their occurrence. The predicted likelihood of each diagnosis is also displayed
as a series of rectangular nodes where the color saturation for each node shows the
prevalence of the predicted diagnosis across the records for a population of similar
patients.
In the next step, the physician can specify a query to retrieve a group of similar patients
to help interpret the prediction results. CarePre measures similarity between sequences by
computing the similarity between each pair of events using the Euclidean distance of the
corresponding event vectors. It then displays event sequence data for the focal patient as
well as a group of similar patients. It also aggregates the event sequences for similar
patients into a flow-based visualization to allow a one-to-many comparison between the
focal patient and a group of similar patients and to show the overall evolution of
treatments and diseases over time. Lastly, the physician can explore alternative treatment
plans and identify the key factors that contribute to the prediction result through various
interactions such as editing the focal patient's events (e.g., adding events, changing the
order) in the prediction view and comparing the edited event sequence in the outcome
analysis view.
Peekquence (Kwon et al., 2016) is a VA system that aims to make the frequent sequence
mining results more interpretable by allowing the user to explore the patterns by ranking
them based on their variability or correlation to the outcome. It can also integrate patterns
with a patient timeline to help the user understand where the patterns occur in the actual
data. Peekquence uses the SPAM (Ayres et al., 2002) frequent sequence mining
algorithm to detect the most frequent sequences. The system uses four linked views to
visualize the result of SPAM on the patient's medical records. All the views use an event
glyph to visualize the event sequences. The event glyph represents each unique event
type appearing in the mined patterns by a circle and is color-coded based on a categorical
ontology. These event glyphs are labeled with an abbreviation of the name of the event
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type. The sequence network view displays the frequency of co-occurring events within
patterns that are mined using SPAM. The event types are represented by the nodes, and
the two co-occurring nodes within patterns are connected by an edge. The pattern list
view displays all the mined patterns, aligned vertically. Each row represents a pattern that
is visualized as a sequence of circular event glyphs. Furthermore, the association of the
patterns with the outcome is represented by the stacked bar chart next to the sequence.
The event co-occurrence histogram view shows the frequency of co-occurring events
with a selected pattern from the pattern list view. Each event type is represented by a bar
partitioned into three blocks to show events occurring before, within, and after the chosen
pattern. Lastly, the timeline view displays the patient's event sequences aligned according
to the selected pattern.
PHENOTREE (Baytas et al., 2016) is a hierarchical and interactive phenotyping VA
system that allows physicians to participate in the phenotyping process of large scale
patient records. It enables the user to explore patient cohorts, and to create, interpret, and
evaluate phenotypes by generating and navigating a phenotype hierarchy. The system
uses the sparse principal component analysis (SPCA) to identify key clinical features that
describe the population given a cohort or sub-cohorts of patients. These key clinical
features are used to build deeper phenotypes at finer granularities by expanding the
phenotype hierarchy. Patients that are associated with each key feature are grouped into
individual sub-cohorts. The system then iteratively applies the SPCS to each sub-cohort
of patients created in the previous step. PHENOTREE assists physicians in identifying
groups of phenotypes and their corresponding patient sub-cohorts at different
granularities through this process. The system utilizes the radial Reingold-Tilford tree to
visualize the results. Each node in the tree represents a structured phenotype and a subcohort characterized by this phenotype.
VALENCIA (S. S. Abdullah, Rostamzadeh, Sedig, Garg, et al., 2020b) is a VA system
that aims to address the challenges of high-dimensional EHRs by integrating several
dimensionality reduction (DR) and cluster analysis (CA) techniques with real-time
analytics and interactive visualizations (Figure 8). VALENCIA’s analytics engine has
two components—namely, DR and CA engines. The DR engine incorporates several DR

72

techniques to transform EHRs from the high-dimensional space to one with lower
dimensions. The CA engine then uses several clustering techniques to classify the data
points in this low-dimensional space into meaningful groups with similar characteristics.
VALENCIA allows the user to choose the most appropriate combination of DR and CA
techniques and explore the results through two main views—namely, DR and CA views.
The DR view has four subviews, including raw-data, projected-features, association, and
variance subviews. These subviews allow the user to choose their features of interest,
select the DR technique, adjust the configuration parameters, investigate how features are
associated with transformed dimensions, and choose dimensions to be included in the CA
engine. The CA view has three subviews—namely, hierarchical subview, frequency
subview, and projected-observation subview. These subviews allow the user to examine
the hierarchical structure of the CA results, choose the CA technique and configuration
parameters, and observe the distribution of features in each subset of the data.

(a)
(b)

Figure 3-8: The screenshot of VALENCIA (S. S. Abdullah, Rostamzadeh, Sedig,
Garg, et al., 2020b) showing (a) the DR view and (b) the CA view. Source: image by
authors.
VISA_M3R3 (S. S. Abdullah, Rostamzadeh, Sedig, Garg, et al., 2020a) is a VA system
that allows clinical researchers to identify medications or medication combinations that
are associated with a higher risk of acute kidney injury (AKI) (Figure 9). The system
incorporates regression, frequent itemset mining, and interactive visualization to help the
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user explore the relationship between medications and AKI. The analytics module of
Visa_M3R3 is composed of two components. The first component is the singlemedication analyzer that focuses on finding associations between individual medications
and AKI using multivariate regression. The multiple-medications analyzer aims to
identify associations between medication combinations and AKI using frequent itemset
mining and regression. All models are validated through Bonferroni correction and
represented in multiple interactive views. The regression models generated from singlemedication and multiple-medications analyzers are represented in two scatter plots in the
single-medication and multiple-medication views. The output of the frequent itemset
mining is shown using a chord diagram in the frequent-itemset view. The user can filter
and control the information presented in other views using sliders in the covariates view.
Finally, the medication-hierarchy view displays additional information regarding data
elements using a data table.

Figure 3-9: The screenshot of VISA_M3R3 (S. S. Abdullah, Rostamzadeh, Sedig,
Garg, et al., 2020a) showing (A) the single-medication view, (B) the multiplemedication view, (C) the covariates view, (D) the data table, and (E) the frequentitemset view. Source: image by authors.
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Design Space
In this section, we introduce the primary dimensions of the design space of EHR-based
VA systems and highlight the key elements in each dimension that are frequently used for
designing and developing these systems. For a VA system to work well, there must be
harmonious functioning among all of its components. Such components include VA
tasks, analytics and data models, and visual representations. One way in which we can
investigate the strength of the coupling among components of VA systems is through the
lens of interaction. Therefore, the four key dimensions that are used to evaluate the
existing systems include VA tasks, analytics, visualizations, and interactions (for
comparison see (Sedig et al., 2012; Sedig & Parsons, 2016) ). To identify the main
categories for each dimension in the design space, we have examined the existing EHRbased VA systems (see (Mane et al., 2012; D. Gotz et al., 2014; D. Gotz & Stavropoulos,
2014; A. F. Simpao et al., 2014; J. Sun et al., 2014; Huang et al., 2015; Klimov et al.,
2015; Perer et al., 2015; Baytas et al., 2016; Hund et al., 2016; Kwon et al., 2016;
Arianna Dagliati et al., 2018; Kwon et al., 2018; Ledieu et al., 2018; Dingen et al., 2019;
Ha et al., 2019; S. S. Abdullah, Rostamzadeh, Sedig, Garg, et al., 2020a; . S. Abdullah,
Rostamzadeh, Sedig, Garg, et al., 2020b; Guo et al., 2020; Jin et al., 2020; Kwon et al.,
2020; Mica et al., 2020)).

3.4.1

VA Tasks

In this section, we summarize the EHR-based VA tasks that have gained attention from
researchers over the past decade. We classify these tasks into four categories according to
their objectives: 1) understanding the progression of diseases, 2) discovering and
exploring cohorts of interest, 3) learning and understanding prediction models, and 4)
discovering adverse events.
Understanding the Progression of Diseases: VA techniques can be used to model and
visualize a patient's medical condition over time, which is known as the patient's medical
trajectory. Research studies have shown that different patient trajectories can have
different associated risks for the same outcome (Oh et al., 2016; Yadav et al., 2015). For
instance, a patient may die due to cardiovascular complications, kidney complications, or
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peripheral complications. Although the outcome is the same, disease progression paths
that lead to the outcome is typically different. Thus, studying such various trajectories
can result in the development of more tailored treatment plans, the discovery of
biomarkers, and the development of different risk estimation indices. Comorbidity
analysis, which is the process of analyzing and exploring associations among diseases, is
another key factor in improving the quality of care, especially for older patients who
suffer from multiple diseases. Therefore, understanding the incidence, prevalence, and
coincidence of diseases is the foundation for making important policy decisions. Thus,
there have been many EHR-based VA systems developed to accomplish this task. For
instance, Huang et al. (Huang et al., 2015) have developed a system that supports the
exploration of patient trajectories to help clinical researchers detect chronic diseases and
determine how a set of patients with multiple chronic diseases might go on to develop
other comorbidities over time. DPvis (Kwon et al., 2020) supports the interactive
exploration of disease progression patterns and the discovery of interactions between
such patterns and patient's characteristics. Similarly, DecisionFlow (D. Gotz &
Stavropoulos, 2014) and Peekquence (Kwon et al., 2016) allow comparison of multiple
complex patient event pathways by combining statistical analysis processes with
interactive flow-based visualizations.
Discovering and Exploring Cohorts of Interest: The identification of a cohort (group)
of patients who meet predefined criteria from a large patient population has various use
cases, including survival analysis, clinical trial recruitment, and other retrospective
studies (Mathias et al., 2012; Strom et al., 2011). Cohort identification forms a platform
for future clinical research studies in areas such as predicting complications,
pharmacovigilance, and detecting adverse events. Traditionally, this process is carried out
through chart reviews by primary care staff and research staff in individual practices to
query the clinical systems for patients matching a specific set of criteria. However,
manual cohort identification can be extremely challenging and time-consuming,
depending on the complexity of the criteria. This is because the patient data satisfying
these criteria is buried within large volumes of data stored in EHRs. Thus, there is a need
for electronic phenotyping algorithms to replace the manual chart reviews for cohort
identification.
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A phenotype can be defined as a specification of an observable state of an organism. It
can be applied to patient characteristics that are inferred from EHRs, such as clinical
conditions, blood type, or physical traits. Phenotype algorithms that characterize or
identify phenotypes can be used for the direct identification of cohorts based on clinical
or medical characteristics, risk factors, and complications, thereby allowing clinical
researchers to improve patient outcomes. These algorithms can be generated using
various forms of machine learning techniques. However, an integrated approach that
combines these analysis techniques with visualization is more likely to facilitate the
process of creating and comparing different patient cohorts, determining risk factors
associated with a particular disease, and discovering hidden structures in the patient data.
As a result, several VA systems have been developed recently to address this issue. For
instance, Mane et al. (Mane et al., 2012) developed VisualDecisionLinc to help clinical
researchers identify subpopulations of patients with similar clinical characteristics to help
them evaluate the risks and effectiveness of different treatment options. Similarly,
PHENOTREE (Baytas et al., 2016) is another VA system that allows clinical researchers
to explore patient cohorts and create and evaluate phenotypes by generating a phenotype
hierarchy.
Learning and Understanding Prediction Models: The focus on creating prediction
models is increasing in many areas of clinical research. These models aim to assist
physicians in personalized decision making with regards to diagnosis, prognosis, and
treatment. Examples of successful risk prediction models are the Apache system that
estimates the risk of hospital mortality, the Framingham heart score that predicts
cardiovascular mortality, and the Nottingham Prognostic Index that allocates patients
with breast cancer to different risk groups (Chalmers et al., 2013; Galea et al., 1992;
Gaziano et al., 2010; Knaus et al., 1991; Nashef et al., 1999; Timmerman et al., 2005).
Despite the strong performance of these models, it is often challenging for physicians to
understand how the prediction models arrive at an estimated risk. The black-box nature of
most of these models can impede their wide adoption in clinical practice since there is
little tolerance for errors in medical decision making.
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Thus, providing interpretability and transparency in prediction models is critical in
validating the resulting predictions. To address these needs, VA systems provide clinical
researchers with accurate, fast, and trustworthy interpretation of prediction models by
integrating effective visual representations with machine learning techniques (Munzner,
2014; Treisman, 1985; Ware, 2019). For instance, RetainVIS (Kwon et al., 2018)
combines interpretable and interactive RNN-based models and interactive visualization to
allow exploration of patient records in the context of prediction tasks.
Discovering adverse events: Adverse events can be defined as the harmful effects of
medical care on a patient's medical condition. They are caused by medical management
rather than the patient's underlying condition (Medicine & America, 2000). For instance,
an infection developed during the treatment of a different condition is considered an
adverse event. Adverse events are responsible for 2.9%-16-6% of all acute
hospitalizations, and studies have shown that 30%-58% of all these events are
preventable (Brennan et al., 1991; Leape et al., 1991; E. J. Thomas et al., 1999, 2000;
Wilson et al., 1995). Adverse events can also often be linked to drugs. Adverse drug
events cause 3.5 million physician visits, 125,000 hospitalizations, and 98,000 drugrelated deaths each year (Torio et al., 2006). Even though drugs are tested for any
potential adverse events and are cleared for marketing to the medical community,
unsuspected adverse events are occasionally detected. This is due to the fact that clinical
trials are usually limited to short time periods and include only a small test cohort. In
addition, the frequency of these adverse events may be so low that they are hard to detect
in clinical trials. Another issue in detecting adverse drug events is confounding by
indication. For instance, insulin is prescribed for diabetes. Myocardial infarction is a
common comorbid disease for patients who have diabetes and thus, detecting the adverse
event myocardial infarction for insulin is a false positive ("a confounding effect"). There
are several approaches to detect significant adverse drug events using automatic analysis
techniques; however, most of these approaches overlook low-frequency events.
Furthermore, the domain knowledge regarding the confounding effect should be included
in these automatic analysis techniques. VA systems can address these issues by involving
domain experts in the analysis process. For instance, Ledieu et al. (Ledieu et al., 2018)
developed a VA system for pharmacovigilance in electronic medical records to detect
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inappropriate drug administration and inadequate treatment decisions in patient
sequences. VISA_M3R3 (S. S. Abdullah, Rostamzadeh, Sedig, Garg, et al., 2020a) is
another EHR-based VA system that helps healthcare providers to identify medications
that are associated with a higher risk of acute kidney injury.

3.4.2

Analytics

There have been several analytics methods used for visual analysis of EHR data. These
methods include 1) classification, 2) clustering, 3) frequent pattern mining, 4) association
rule mining, 5) time series mining, 7) regression, 8) inference, and 9) dimensionality
reduction.
Classification: Classification is used to classify data points into predefined categorical
class labels. "Class" is the feature in a dataset in which users are most interested. In
statistics, it can be defined as the dependent variable. In order to classy data points, a
classification technique generates a model, including classification rules. Classification is
a two-step process, including training and testing. In the training step, a classification
model is built by analyzing training data that contains class labels. The accuracy of the
classification model depends on the degree to which classifying rules are correct. In the
testing step, the classifier's (i.e., classification model) ability to classify unknown data
points for prediction is examined. Some of the most common classification techniques
that are used in the analysis of EHRs are support vector machine (Cortes & Vapnik,
1995; Cristianini et al., 2000), decision tree (Breiman et al., 1984), naïve Bayes (Lewis,
1998), and neural network (Daniel, 2013). For instance, RetainVIS (Kwon et al., 2018)
uses the RetainEX technique (i.e., a bidirectional recurrent neural networks (RNN)
model) to generate prediction scores based on the temporal information stored in EHRs
and help the user identify which medical codes or patient visits contribute to the
prediction score.
Clustering: Clustering is an unsupervised learning technique that occurs by analyzing
only independent variables. In other words, unlike classification techniques, clustering
techniques do not use "class". Thus, clustering is best used for exploratory studies,
especially if those studies include large volumes of data, but very little is known about
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the data. Clustering groups the data points into a certain number of clusters so that points
within a cluster have high similarity and points from different clusters have low
similarity. The similarities between the data points are measured using their feature
values. Some of the most commonly used clustering techniques in exploring EHRs are kmeans (Hartigan & Wong, 1979; Jain, 2010), hierarchical clustering (Nielsen, 2016),
model-based clustering (Fraley & Raftery, 2002), and density-based clustering (Ester et
al., 1996). For instance, the VA system developed by Guo et al. (Guo et al., 2020) uses
HDBSCAN which is a density-based clustering technique to cluster similar patients
according to the combination of tests taken during a specific time period.
Pattern discovery: Pattern discovery aims to identify statistically significant associations
and frequently occurring patterns in the data. In the analysis of EHR data, pattern
discovery can be further classified into frequent pattern mining and association rule
mining techniques (R. Agrawal, Imielinski, et al., 1993). The purpose of the frequent
pattern mining is to identify the inherent regularities in the EHR data. In other words,
these techniques can be used to find common subsequences in the clinical event sequence
dataset. Frequent pattern mining can be further extended to other problems such as
sequential pattern mining and time-series mining that are very common when dealing
with clinical event sequences. Association rules can be considered as a second-stage
output of frequent pattern mining. Association rule mining is often used to discover
relationships among data items. Association rule mining techniques can be employed to
identify underlying relationships among health conditions, symptoms, and diseases in the
healthcare field. For instance, the VA system developed by Gotz et al. (D. Gotz et al.,
2014) helps the user to explore the clinical event sequences using a Frequent Pattern
Mining (FPM) engine. The FPM engine has two main components, including the
Frequent Pattern Miner and the Statistical Pattern Analyzer. The frequent pattern miner
uses the SPAM (Ayres et al., 2002) algorithm for pattern discovery. Then the Statistical
Pattern Analyzer computes correlations between the mined patterns and the outcome
measure.
Regression: Regression techniques are often used to identify associations between
features, such as the extent to which feature A affects feature B. Logistic regression is a
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special type of regression that is commonly used in the analysis of clinical data (Ismail &
Anil, 2014). It draws a separating line among classes using the training data; then, it
applies the line to classify the test data's unknown data points. Logistic regression is often
used to analyze the relationship between a dependent feature (e.g., patient outcomes) and
one or more independent features (e.g., patient comorbidities, symptoms, and laboratory
test results). For instance, RegressionExplorer (Dingen et al., 2019) allows the user to
formulate a new hypothesis and steer the development of models by creating, comparing,
and evaluating multiple regression models.
Inference: Inference refers to the process of reaching conclusions based on the evidence
found in the existing data. However, conclusions drawn from inference are only
justifiable under some specific conditions and can be false when applied to unobserved
data. One of the inference techniques used in the analysis of the clinical event sequences
is graphical models. Graphical models show the conditional dependence between clinical
events using an event correlation graph, such as the Markov chain (Stopar et al., 2019)
and Bayesian Networks (Bhattacharjya et al., 2020). For instance, DPvis (Kwon et al.,
2020) uses continuous-time hidden Markov models to learn how various diseases go
through different states, discover biomarkers (i.e., observed variables) that can
characterize the disease progression, and to use these biomarkers to identify diseases
earlier in patients.
Dimensionality Reduction: Dimensionality reduction is the process of transforming a
high-dimensional dataset into a dataset with reduced dimensionality without losing too
much information (Siwek et al., 2013). Dimensionality reduction techniques help the user
to get a better understanding of the underlying structure of the data by removing
multicollinearity and creating a dataset with a smaller volume. In Clinical settings,
dimensionality reduction is often required, as EHRs are often high dimensional. Thus, by
reducing the dimensions, one can mitigate this issue and possibly decrease the
computational time for analysis and visualization of the EHR data. For instance,
PHENOTREE (Baytas et al., 2016) uses sparse principal component analysis (SPCA) to
identify primary clinical features that describe the patient population to assist the user in
building and navigating a phenotype hierarchy and exploring patient cohorts.
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3.4.3

Visualizations

We identify four categories of visualizations that are commonly used in EHR-based VA
systems: 1) Relation-based, 2) time-based, 3) hierarchy-based, and 4) flow-based
visualizations.
Relation-based: Relation-based visualizations show connections and relationships
between two or more attributes. They are inherent to the clustering and association tasks
within VA. A variety of visualization techniques can be used to display relations, such as
scatter plots, parallel coordinates plots, bubble charts, bar charts, and heatmaps. For
instance, Gotz et al. (D. Gotz et al., 2014) use a scatter plot to show the distribution of the
most frequent patterns with respect to their level of support for patients with positive and
negative outcomes.
Time-based: Time-based visualizations show data or the sequence of clinical events over
a time period. The main function of these visualizations is to assist the analysis and
reasoning process of healthcare experts when investigating patients' clinical history. The
primary time-based visualization technique is Timeline. Timeline displays a series of
clinical events in a temporal order where each event is generally represented by an icon
and is encoded by size, shape, or color to distinguish events with different characteristics.
For instance, Peekquence (Kwon et al., 2016) displays each patient's entire event
sequence in a timeline to assist users in discovering patterns in the patient’s event
sequences.
Hierarchy-based: Hierarchy-based visualizations show how data items are ordered and
ranked in a system. Several visualization techniques can be used to display the
hierarchical structure of the data, such as tree diagrams, treemaps, and icicle plots. For
instance, DecisionFlow (D. Gotz & Stavropoulos, 2014) aggregates clinical event
sequences with the similar occurrence of milestone events into a tree of sequences, where
each node encodes an event positioned according to its prefix in the sequence.
VALENCIA (S. S. Abdullah, Rostamzadeh, Sedig, Garg, et al., 2020b) uses a treemap to
display the distribution of patient characteristics in different clusters.
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Flow-based: Flow-based visualizations show flows and their quantities with respect to
one another. Sankey diagrams and parallel sets are two of the main flow-based
visualization techniques that are used in EHR-based VA systems to provide an overview
of transitions between different types of clinical events. For instance, Care Pathway
Explorer (Perer et al., 2015) uses a Sankey diagram to show how clinical events in the
most frequent patterns are connected to each other, where each event is represented by a
node and nodes belonging to the same pattern are connected by edges.

3.4.4

Interactions

Interaction is an integral part of VA and plays a vital role in the success of EHR-based
VA systems. We adapted the epistemic actions introduced as part of the framework
proposed by Sedig et al. (Sedig & Parsons, 2013) to classify and evaluate interactions
used in EHR-based VA systems. Epistemic actions are actions that are taken to alter the
visualizations in a manner that supports the user’s analytical and cognitive needs (mental
processes). The subset of the actions identified in the framework commonly used in
EHR-based VA systems (Sedig & Parsons, 2013) include: 1) arranging, 2) comparing, 3)
drilling, 4) filtering, 5) searching, 6) selecting, 7) transforming, 8) translating, 9)
animating/freezing, 10) collapsing/expanding, 11) inserting/removing, and 12)
linking/unlinking.
Arranging: Arranging refers to acting upon visualizations to change their ordering,
either temporally or spatially. Some variants of this epistemic action that are commonly
used in EHR-based VA systems are sorting, ordering, organizing, and ranking. For
instance, VALENCIA (S. S. Abdullah, Rostamzadeh, Sedig, Garg, et al., 2020b) supports
arranging by allowing the user to sort the heatmap that represents the result of
dimensionality reduction techniques based on either a dimension or a feature by clicking
on the corresponding column or row.
Comparing: Comparing refers to acting upon visualizations to determine their degree of
similarity or dissimilarity. The degree of similarity is often defined as the distance
between or proximity of value or meaning in EHRs-based VA systems. For instance,
RegressionExplorer (Dingen et al., 2019) allows the user to investigate a regression
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model's behavior on a specific subpopulation and compare it with its behavior on a
different subpopulation. It supports this action by letting the user drag and drop a feature
from the variable selection view to the population view, which results in the partition of
the patient population.
Drilling: Drilling is acting upon visualizations to bring out deep information that is
currently not displayed. Its main functionality is to make perceptually inaccessible
information available for further investigation. Drilling is a fundamental action in EHRbased VA systems as it helps the user process and examine desired information more
deeply when dealing with a large volume of data stored in EHRs. For instance,
Visa_M3R3 (S. S. Abdullah, Rostamzadeh, Sedig, Garg, et al., 2020a) supports this
action by allowing the user to hover their mouse over a glyph representing a regression
model in the scatter plot to get additional information about the corresponding model.
Filtering: Filtering refers to acting upon visualizations to show a subset of their elements
based on specific criteria. It allows the user to adjust the level of details, which is an
essential feature of the process of abstraction in the exploration of complex highdimensional EHRs. Thus, filtering is integral to many EHR-based VA tasks. For instance,
the VA system developed by Mica et al. (Mica et al., 2020) allows the user to filter a
cohort of patients according to various parameters (e.g., body temperature, age, and lab
results).
Searching: Searching refers to acting upon visualizations to locate or seek out the
existence of position of certain relationships, items, or structures. Some variants of this
action are querying and seeking. Searching is commonly used in EHR-based VA systems.
For instance, Visa_M3R3 (S. S. Abdullah, Rostamzadeh, Sedig, Garg, et al., 2020a)
supports this action by allowing the user to enter the name of the medication of interest in
a search bar, allowing that medication to get highlighted in other views.
Selecting: Selecting refers to acting upon visualizations to focus on or choose them either
individually or as a group. This action is necessary for performing other actions in VA
systems. By selecting an information item and making it visually distinctive, the user can
keep track of it within a large volume of information, even when it is going through some
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changes. Most of the EHR-based VA systems support selecting. For instance,
DecisionFlow (D. Gotz & Stavropoulos, 2014) allows the user to perform edge selection
by clicking on time edges in the temporal flow view. The system then outlines the
corresponding rectangular mark representing the edge and updates the overview and the
edge statistics view to display information regarding the selected edge.
Transforming: Transforming refers to acting upon visualizations to modify their
geometric form. This epistemic action can change the look, size, or orientation of
visualizations by scaling, rotating, magnifying, and/or distorting them. Magnifying
visualizations is the most common variant of this action in EHR-based VA systems. For
instance, Visa_M3R3 (S. S. Abdullah, Rostamzadeh, Sedig, Garg, et al., 2020a) applies
the cartesian fisheye distortion technique on both axes of the scatter plot representing
regression models to help the user distinguish between models when the glyphs are
densely clustered.
Translating: Translating is acting upon visualizations to convert them into alternative
conceptually- or informationally-equivalent forms. This action has a high degree of utility
for all EHR-based VA tasks as each alternative visualization form reveals different
aspects of the data. For instance, SubVIS (Hund et al., 2016) supports translating by
allowing the user to choose a more advanced representation of glyphs to show the
subspace's underlying dimensions where each dimension is encoded by a small line
around the border of the dot.
Animating/Freezing: Animating/Freezing refers to acting upon dynamic visualizations
to create movement in constituent parts or oppositely to stop. Animating can be used to
observe temporal trends and show complex relationships among clinical events in EHRs.
For instance, the VA system developed by Gotz et al. (D. Gotz et al., 2014) uses a threestaged animation process to transition between different views in the Pattern Diagram
view to highlight temporal patterns by allowing comparison between mining results at
different parts of a clinical episode.
Collapsing/Expanding: Collapsing/Expanding is acting upon visualizations to make
them compact or, oppositely, make them diffuse. These actions can facilitate
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investigating the associations among data items when dealing with complex highdimensional EHRs. Collapsing enables the user to condense a set of data items into one,
thus reducing complexity and facilitating the understanding of overall associations and
patterns within EHRs while expanding allows the user to explore them in more detail. For
instance, DPvis (Kwon et al., 2020) allows the user to convert Pathway over Observation
diagram (i.e., a stacked Sankey diagram displaying pathways for subjects) into a bipartite
Sankey diagram, which includes two stacked bars with paths between them. The
converted view simplifies the transition by only displaying the changeover from a start to
an end, thereby allowing the user to follow the state pathways between two consecutive
patient visits.
Inserting/Removing: Inserting/Removing refers to acting upon visualizations to add new
visualizations into them, or oppositely to take out unwanted or unnecessary parts. Such
actions can facilitate the exploration of EHRs, allowing the user to create hypothetical
scenarios by interjecting or getting rid of clinical events in patient trajectories and
observing the effect. For instance, CarePre (Jin et al., 2020) enables the user to edit the
focal patients’ event sequence within the prediction view by inserting new events and
removing existing ones. This allows the user to determine key factors that affect the
prediction results and explore how changes in the patient’s record (i.e., a novel treatment
or the absence of a comorbidity) impact those results.
Linking/Unlinking: linking/Unlinking refers to acting upon visualizations to establish an
association between them, or oppositely to disconnect their associations. In general,
EHR-based VA systems with multiple coordinated views are assumed to support these
actions. For instance, in VisualDecisionLinc (Mane et al., 2012), all the views are linked
together to create a coordinated display, where filtering updates on one of the views
prompts relevant updates to data items in other views. This aids the user in their decisionmaking process and evaluation of multiple treatment options by helping them to better
understand the relationship between different data elements.
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Discussion
The reviewed VA systems demonstrate a broad spectrum of VA tasks and analytics
methods, visualizations, and interactions to deal with the challenges of complex data
stored in EHRs. The EHR-based VA systems are getting increasingly popular in recent
years. Figure 10 includes a timeline that shows most of these systems were developed
between 2014 to 2020. We evaluate these systems by analyzing their strengths and
weaknesses using the dimensions introduced in Section 4. Figure 11 provides an
overview of the characteristics of the systems with respect to the four primary
dimensions, including VA tasks, analytics, visualizations, and interactions.

Figure 3-10: The figure shows the original order of the creation of the VA systems in
a timeline.
The most common VA task that is supported by the systems is discovering and exploring
patient cohorts. This task's popularity is mostly because of its numerous use cases,
including survival analysis, clinical trial recruitment, and other kinds of retrospective
studies (Mathias et al., 2012; Strom et al., 2011). Moreover, identifying patients who
satisfy pre-defined criteria can form the platform for future studies in areas such as
predicting patient outcomes, pharmacovigilance, and understanding patient trajectories.
Thus, as seen in Figure 11, discovering and exploring patient cohorts is supported by
most systems that support other VA tasks. Other VA tasks supported by several systems
are understanding the progression of a disease and learning and exploring prediction
models. Understanding the incidence, prevalence, and coincidence of diseases is the
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Figure 3-11: The reviewed EHR-based visual analytics system. Each system is
labeled by the relevant element in the design space. The rows are grouped and
colored by dimensions of the design space: VA tasks, analytics, visualizations, and
interactions.
foundation on which important policy decisions are made, and thus researchers have
spent considerable efforts on this task. Similarly, learning and exploring prediction
models is the most natural and immediately impactful task. Conversely, discovering
adverse events is not as popular as the other VA tasks. This could be due to the fact that
this task requires extensive collaborations.
Pattern discovery is one of the most widely used analytics methods in EHR-based VA
systems. It is often used to uncover common subsequences in the clinical event sequences
and quantify the similarity between event sequences. This analytics method is commonly
used in most of the systems that support understanding the progression of diseases. The
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other popular analytics method is clustering. For instance, the VA system developed by
Gotz et al. (D. Gotz et al., 2014) and Care Pathway Explorer (Perer et al., 2015) use the
SPAM (Ayres et al., 2002) frequent sequence mining algorithm to detect the most
frequent patterns and examines how these patterns are associated with patient outcomes.
Clustering often aims to organize patients into several groups, where patients within each
group have similar characteristics. Most of the systems that support cohort discovery task
use different clustering techniques. For instance, the VA system developed by Guo et al.
(Guo et al., 2020), VALENCIA (S. S. Abdullah, Rostamzadeh, Sedig, Garg, et al.,
2020b), and RadVis (Ha et al., 2019) apply several clustering techniques to assists
clinical researchers in the identification of cohorts of patients with similar clinical
characteristics. One of the other commonly used analytics methods is classification. It is
often used in VA systems that support learning and exploring prediction models. For
instance, RetainVIS (Kwon et al., 2018) and CarePre (Jin et al., 2020) support this VA
task by creating deep learning prediction models and allowing the user to explore and
interpret the results. Dimensionality reduction, regression, and inference are the other
analytics methods that are used in EHR-based VA techniques. Dimensionality reduction
techniques are usually used as a pre-processing step, followed by clustering techniques.
Most of the systems use multiple visualizations to allow the user to explore the data and
the analytics results from different perspectives. The most common visualization used in
the systems is relation-based visualizations, including scatter plots, bar charts, heatmaps,
and parallel coordinates plots. Scatter plots are most suitable in representing clustering
techniques, while bar charts are usually used to show the distribution of clinical features
and their contributions to the prediction models. The other common visualization used in
the EHR-based VA systems is time-based. The reviewed systems frequently adopt timebased visualizations such as timelines to display temporal distribution of clinical events
in different time granularities and reveal temporal information among clinical event
sequences. CarePre (Jin et al., 2020) and RetainVIS (Kwon et al., 2018) represent
patient’s clinical events in a temporal order in a time-based visualization that allows the
user to conduct what-if analyses by modifying these events and get the newly generated
predicted risks for the patient. Thus, the systems can display the result of classification
and pattern discovery techniques by adopting time-based visualizations. Flow-based
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visualizations such as Sankey diagrams and parallel sets have also been adopted by many
EHR-based VA systems. They are mostly used to provide an overview of the progression
pathways of clinical events within a cohort and thus, help the user to understand which
clinical features, pathways, or other structures are more associated with the outcome of
interest. Finally, a small number of EHR-based VA systems adopt hierarchy-based
visualizations such as icicle plots and treemap to reveal the hierarchical organization of
features or event sequences within EHRs. For instance, while DecisionFlow (D. Gotz &
Stavropoulos, 2014) uses a hierarchy-based tree to display the aggregated progression
patterns of interest, VALENCIA (S. S. Abdullah, Rostamzadeh, Sedig, Garg, et al.,
2020b) allows the user to explore the hierarchical structure of clustering results using a
tree map.
EHR-based VA studied in this review support a wide range of interactions. Selecting,
filtering, likening/unlinking, and drilling are the most common epistemic actions
supported by the systems. Selecting is supported by all the systems as this action is often
regarded as a way for the user to perform additional manipulations on the selected data
items. Filtering is also supported by most of the systems since these systems need to
handle a large volume of data stored in EHRs. Likening/unlinking is another common
action supported by the systems as most of the VA systems with multiple views support
this action through brushing and linking technique. Drilling is the fourth epistemic action
to play a leading part in the systems. Almost all of the reviewed systems provide a
function to display additional details about data items, typically in a tooltip. Comparing is
a common epistemic action in the reviewed systems, especially when investigating the
similarities and differences between clinical event sequence data. Some of the reviewed
systems support searching action through an intuitive visual query interface. It is
surprising that the systems do not more widely support the translating action, given the
wide range of possible visual encodings. Inserting/removing actions are mostly utilized in
the systems that allow the user to test different hypotheses regarding the factors that
might affect the patient outcome by adding and removing different event types to/from
the patient’s event sequence. Collapsing/expanding action is not widely supported by the
reviewed systems. These actions are mostly used in systems that adopt a hierarchy-based
visualization. Finally, animating/freezing is only supported by three systems. It is
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interesting to note that the systems that support these actions are used to perform pattern
discovery and understanding the progression of diseases.
As shown in Figure 11, this review enables researchers to identify the EHR-based VA
research areas that requires more attention. First, it appears that most of the existing
systems support a limited number of analytics methods, which is not appropriate for
handling ill-defined tasks (i.e., tasks that do not have clear objectives or solution paths) in
EHRs. Second, bipolar actions (e.g., animating/freezing and collapsing/expanding) are
not commonly supported by the systems in comparison to unipolar action patterns (e.g.,
selecting and comparing). Lastly, most of the systems mainly allow for interactive
exploration of the analytics results rather than illustrating the underlying working
mechanisms of those techniques, which is essential in building trust with the user in
healthcare settings. The findings of this paper can provide value to designers as an
organized catalog of different approaches that are most suitable for EHR-driven tasks.
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Chapter 4

4

Visual Analytics for Predicting Disease Outcomes Using
Laboratory Test Results
This chapter has been submitted to Computers in Biology and Medicine.
Please note that the format has been changed to match the format of the dissertation.
Figure, Section, and Table numbers mentioned herein are relative to the chapter number.
For instance, “Figure 1” corresponds to Figure 4-1. Additionally, when the term “paper”,
“work”, or “research” is used, it refers to this particular chapter.

Introduction
Accurate and early clinical diagnoses play an important role in the successful treatment
of diseases. Every disease stems from or causes changes on a molecular and cellular
level, and some of these changes can be detected through changes in urine and blood
parameter values (Gunčar et al., 2018). Patterns within laboratory test results may contain
additional information relevant to patient care that are not appreciated by even the most
experienced physicians (Badrick, 2013; Cabitza & Banfi, 2018). Laboratories typically
report test results as individual categorical and numerical values, but some individual
results, particularly when studied in isolation, may have limited clinical value. Physicians
often integrate several individual tests from a patient and interpret them in the context of
medical knowledge and experience to use them for disease diagnosis and management.
Furthermore, patients might have many individual tests, spanning years. There is a higher
chance of overlooking important patterns in the increasing numbers of parameters that
laboratories measure. While the manual approach to test interpretation is the routine
procedure in most cases, data analytics offer the potential to improve the laboratory tests'
diagnostic value (Louis et al., 2014). Several studies have been conducted to develop risk
prediction models using laboratory test data, and some of these models were developed
using data analytics techniques (Demirci et al., 2016; Diri & Albayrak, 2008; Goldstein et
al., 2017; Y. Kumar & Sahoo, 2013; Lin et al., 2013; K. E. Liu et al., 2014; Lu & Ng,
2020; Nelson et al., 2012; Putin et al., 2016; Razavian et al., 2015; Richardson et al.,
2016; Somnay et al., 2017; Surinova et al., 2015; Yang et al., 2020; Yuan et al., 2012).
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These studies solely rely on performance metrics such as high accuracy scores to assess
model performance. Furthermore, the analytics techniques used in these studies are often
treated as black-boxes due to their unclear working mechanisms and their
incomprehensible functions. Therefore, the question arises whether the user can trust
these analytics techniques or not, especially in medical settings, where the model makes a
critical decision about patients (Han et al., 2011; Krause, Perer, & Bertini, 2016). One
way to increase the model's interpretability is by getting the user involved in the analytics
process through an integrated approach called visual analytics (Kehrer & Hauser, 2013;
D. A. Keim et al., 2010).
Visual Analytics (VA) is an emerging research discipline that integrates data analytics
and interactive visualizations (D. Keim, Andrienko, et al., 2008; D. A. Keim et al., 2010;
Ola & Sedig, 2018). It has the potential to enhance the user's confidence in the prediction
results by improving their understanding of the modeling process and output (Munzner,
2014; Treisman, 1985; Ware, 2019). It is capable of illustrating the model's rationale,
presenting the prediction result, and providing the user with the means to validate the
model's response. VA allows the user to access, modify, and restructure the displayed
data and guide the data analytics techniques. This, in turn, starts off internal reactions that
result in execution of more analytical processes. VA aims to make the best possible use
of the massive amount of data stored in EHRs by combining the strength of analytical
processes and the user's visual perception and analysis capabilities (S. S. Abdullah,
Rostamzadeh, Sedig, Garg, et al., 2020a, 2020b; Saffer et al., 2004; Allan F. Simpao et
al., 2014). It enhances the user's ability to accomplish data-driven tasks by allowing them
to examine and analyze EHRs in a way that would be very difficult to do otherwise (Ola
& Sedig, 2014; Parsons et al., 2015).
The goal of this paper is to show how VA systems can be developed systematically
to create disease prediction models using laboratory test result data. To this end, we
present a novel proof of concept system called SUNRISE (viSUal aNalytics for exploring
the association between laboRatory test results and a dIsease outcome using xgbooSt and
Eclat). SUNRISE allows healthcare providers to examine associations between different
groups of laboratory test results and a specific disease by letting them hypothesize new
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data by tweaking the test values and inspecting how the predictive model responds. It
aims to support the user to go beyond judging predictive models based on their
performance measures. Instead of just relying on the evaluation metrics, SUNRISE helps
the user better understand how predictions are generated by illustrating their underlying
working mechanisms. While several VA systems have been designed for other areas in
healthcare (S. S. Abdullah, Rostamzadeh, Sedig, Garg, et al., 2020a, 2020b; Basole et al.,
2015; Baytas et al., 2016; D. H. Gotz et al., 2012; Klimov et al., 2015; Mane et al., 2012;
Mittelstädt et al., 2014; Ninkov & Sedig, 2019; Perer et al., 2015; Perer & Sun, 2012),
SUNRISE is novel in that it integrates frequent itemset mining (i.e., Eclat algorithm), the
extreme gradient boosting technique (i.e., XGBoost), visualization, and interaction in an
integrated manner. We demonstrate the usefulness of SUNRISE through a case study of
exploring associations between laboratory test results and acute kidney injury (AKI)
using large provincial healthcare databases from Ontario, Canada stored at ICES (ICES –
a not-for-profit, independent, world-leading research organization that utilizes
population-based health data to produce knowledge on several healthcare issues).
The rest of this paper is organized as follows. In Section 2, we provide an overview of the
conceptual background to understand the design of SUNRISE. We explain the methods
used for the design of SUNRISE by providing a description of its structure and modules
in Section 3. Section 4 presents a usage scenario of SUNRISE to demonstrate the
potential utility of the system. Finally, in Section 5, we discuss the usefulness and
limitations of the proposed VA system. Finally, Section 6 concludes the paper.

Background
This section introduces the necessary concepts and notions for understanding the design
of SUNRISE. First, we describe the two components of visual analytics. Then, we briefly
describe the concepts of machine learning techniques used in this paper.

4.2.1

Visual Analytics

Visual analytics (VA) can be defined as "the science of analytical reasoning facilitated by
interactive visual interfaces" (J. J. Thomas & Cook, 2005). VA can help the user to gain
insights from data via integration of analytics techniques and interactive visualization
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with human judgment. It can support the execution of data-driven cognitive tasks such as
sense-making, knowledge discovery, and decision-making, to name a few (Endert et al.,
2014; Parsons et al., 2015; Sedig & Parsons, 2016). The primary challenge that goes
along with these tasks is that the user needs to rapidly analyze, interpret, compare, and
contrast large amounts of information. VAs are capable of providing cognitive and
computational possibilities to assist the user in performing these cognitive tasks by
combining machine learning techniques, analytical processes, visualizations, and various
interaction mechanisms (Angulo et al., 2016; K. Zhao et al., 2016). In summary, VA is
composed of two integrated modules: an analytics module and an interactive
visualization module (Sedig et al., 2012; Sedig & Parsons, 2016).
The analytics module combines machine learning with data processing techniques to
reduce the cognitive load of the user when performing data-intensive tasks (Didandeh &
Sedig, 2016; D. A. Keim et al., 2015; Ola & Sedig, 2014; Yu et al., 2016; K. Zhao et al.,
2016). The analytics module is technology-independent, and it includes the use of
processing techniques and data mining algorithms that fits best the needs of a domain.
This module is composed of three primary steps: pre-processing, transformation, and
analysis (Han et al., 2011; Jeong et al., 2015). In the pre-processing step, the raw data
retrieved from multiple sources gets pre-processed. It includes tasks such as cleaning,
integration, fusion, and synthesis (Han et al., 2011). Then the pre-processed data gets
transformed into forms that are more appropriate for analysis. Examples of tasks that can
be integrated into this stage are feature construction, normalization, aggregation, and
discretization (Han et al., 2011). Finally, different data mining algorithms and machine
learning techniques are applied to discover useful, unknown patterns from the data in the
analysis stage. Data analysis includes tasks such as frequent itemset mining and
classification. Despite all the benefits, most of these computational techniques are treated
as black-box models and not developed with interpretability constraints. VA can provide
the user with the underlying working mechanisms of these models to make them more
trustworthy, informative, and easier to understand through interactive visualization.
Interactive visualization in VA involves mapping processed and derived data from the
analytics module to visual structures (Sedig et al., 2012; Sedig & Parsons, 2016). It
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allows the user to interactively control and validate the analytical processes towards
better interpretability and performance. It provides the user with new analytical
possibilities that can be utilized in an iterative manner (Rostamzadeh et al., 2020). In the
context of VA, these iterations can be regarded as discourses between the user and the
VA. This back-and-forth communication supports the user by distributing the processing
load between the user and the VA system during their analysis and exploration of the data
(Z. Liu et al., 2008; Salomon, 1997; Sedig & Parsons, 2016).

4.2.2

Machine Learning Techniques

In this section, we briefly describe the overview of machine learning techniques used in
this paper.

4.2.2.1

Frequent Itemset Mining (Eclat)

Frequent itemset mining that was first introduced by Agrawal and Srikant (R. Agrawal &
Srikant, 1994) is a task of discovering features that frequently appear together in a
database. Although frequent itemset mining was initially proposed to find groups of items
that frequently co-occur in transactions made by customers, it now can be considered as a
general mining task that can be used in many other domains such as image classification
(Fernando et al., 2012), bioinformatics (Naulaerts et al., 2015), activity monitoring
(Yunhao Liu et al., 2012), network traffic analysis (Brauckhoff et al., 2012; Glatz et al.,
2014), analyzing customer reviews (Mukherjee et al., 2012), and disease prediction
(Ilayaraja M. & Meyyappan T., 2015; C. Ordonez, 2006) to name just a few.
The problem of frequent itemset mining can be defined as follows. Let I be a set of items
where I={𝑖1 , 𝑖2 , . . . , 𝑖𝑚 }. A transactional database 𝑇 includes a set of transactions
{𝑡1 , 𝑡2 , . . . , 𝑡𝑛 } where every transaction is a set of items (𝑡𝑖 ⊆ 𝐼) that can be identified by a
unique transaction identifier (TID). An itemset 𝑥 is a collection of items and can be
characterized by a notion called support value (sup (𝑥)). Support is defined as the ratio
of the number of transactions in 𝑇 that contain 𝑥 and the total number of transactions in
𝑇. It shows the frequency of appearance of an itemset in the database. An itemset is
considered frequent if its support value is no less than a given minimum support
threshold (𝑚𝑖𝑛𝑠𝑢𝑝) that is defined by the user. The task of frequent itemset mining
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consists of extracting all frequent itemsets from database 𝑇 given a minimum support
threshold (𝑚𝑖𝑛𝑠𝑢𝑝). Several techniques have been proposed to address this task. One of
the most common frequent itemset mining techniques is the Eclat algorithm.
Eclat (Zaki, 2000) is a depth-first search approach that uses a vertical database format. A
vertical database format represents the list of transactions where each item appears (i.e.,
𝑡𝑖𝑑 − 𝑙𝑖𝑠𝑡 or 𝑡𝑖𝑑(𝑥) for itemset 𝑥). The main benefit of this format is that it makes it
possible to obtain the 𝑡𝑖𝑑 − 𝑙𝑖𝑠𝑡 of an itemset by simply intersecting the 𝑡𝑖𝑑 − 𝑙𝑖𝑠𝑡𝑠 of its
included items without requiring a full scan of the dataset. The main idea of Eclat is to
utilize the 𝑡𝑖𝑑 − 𝑙𝑖𝑠𝑡𝑠 intersections to obtain the support value of an itemset by using the
property that sup (𝑥)=|𝑡𝑖𝑑(𝑥)|. This algorithm first scans the dataset to obtain all
frequent itemsets with 𝑘 items, and then it generates all candidate itemsets that include
𝑘 + 1 items from frequent 𝑘 −itemsets. In the next step, it gets all frequent (𝑘 +
1) −itemsets by leaving out all the non-frequent itemsets. It repeats these steps until no
other candidate itemset can be generated.

4.2.2.2

Extreme Gradient Boosting

Extreme Gradient Boosting (i.e., XGBoost) belongs to a class of learning algorithms that
aim to create a strong classifier by combining many "weak" classifiers — namely
boosting techniques (Chen & Guestrin, 2016). XGBoost is chosen due to its scalability,
excellent performance, and its efficient training speed (Möller et al., 2016; Pavlyshenko,
2016; Tamayo et al., 2016). This technique is an enhancement of the gradient boosting
decision tree, and it is used for both regression and classification problems (Friedman,
2002).
The idea of XGBoost is to build decision trees sequentially such that each subsequent tree
seeks to reduce the residuals of the previous trees. At each iteration, the tree that grows
next in the sequence learns from its predecessors by fitting a new model to the last
predicted residuals and then minimizing the loss when adding the latest prediction.
XGBoost adds an additional custom regularization to the loss function to establish the
objective function.
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𝑜𝑏𝑗 = 𝐿(Θ) + Ω(Θ)

(1)

𝐿 is the loss function that measures how well the model fits on the training data and Ω
represents the regularization term, which measures the model's complexity.
For a training data set with n samples, the model is given by a function of the sum of K
tress:
𝑘

𝑦̂𝑖 = ∑ 𝑓𝑘 (𝑥𝑖 ), 𝑓𝑘 ∈ 𝐹

(2)

𝑖=1

Where 𝑥𝑖 is the independent variable, 𝑦̂𝑖 is the predicted value corresponding to the
dependent variable 𝑦𝑖 , 𝑓𝑘 represents the tree structure, and F is the collection of all
possible trees. When the model is additive, we can write the prediction value at iteration 𝑡
using the following equation:
𝑡
(𝑡)
𝑦̂𝑖

(𝑡−1)

= ∑ 𝑓𝑘 (𝑥𝑖 ) = 𝑦̂𝑖

+ 𝑓𝑡 (𝑥𝑖 )

(3)

𝑘=1

Then the objective function at iteration 𝑡 can be defined as:
𝑛

𝑜𝑏𝑗

(𝑡)

=

(𝑡)
∑ 𝑙(𝑦𝑖 , 𝑦̂𝑖 )
𝑖=1

𝑡

+ ∑ Ω(𝑓𝑘 )

(4)

𝑘=1

Where n represents the number of samples. Chen et.al (Chen & Guestrin, 2016) define
the regularization term using the following equation:
𝑇

1
Ω(𝑓𝑘 ) = 𝛾𝑇 + 𝜆 ∑ 𝑤𝑗2
2
𝑗=1

(5)
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Where 𝛾 is the minimum loss reduction required to make a further split to a terminal node
in the tree, 𝑇 is the number of terminal nodes in the tree, 𝜆 is the regularization parameter,
and 𝑤 represents the vector of scores on terminal nodes.
We can re-write the objective function as:
𝑛

𝑜𝑏𝑗 (𝑡) =

𝑇

(𝑡−1)
∑ 𝑙 (𝑦𝑖 , 𝑦̂𝑖
𝑖=1

1
+ 𝑓𝑡 (𝑥𝑖 )) + 𝛾𝑇 + 𝜆 ∑ 𝑤𝑗2 + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡
2

(6)

𝑗=1

At each iteration, a tree that optimizes the objective function defined in equation (6) is
created. In order to optimize this function, the second-order Taylor expansion of the loss
function is taken.

𝑜𝑏𝑗

(𝑡)

𝑛

𝑇

𝑖=1

𝑗=1

1
1
= ∑[𝑔𝑖 𝑓𝑡 (𝑥𝑖 ) + ℎ𝑖 𝑓𝑡2 (𝑥𝑖 )] + 𝛾𝑇 + 𝜆 ∑ 𝑤𝑗2
2
2

(7)

Where 𝑔𝑖 and ℎ𝑖 are the first and second derivatives of the loss function. By solving this
equation, the optimal values for 𝑤𝑗 (weights for a given tree structure) can be calculated
as:
𝐺𝑗
𝐻𝑗 + 𝜆

(8)

𝐺𝑗 = ∑ 𝑔𝑗

(9)

𝑤𝑗 =
Where 𝐺𝑗 and 𝐻𝑗 can be defined as:

𝑖∈𝐼𝑗

𝐻𝑗 = ∑ ℎ𝑗
𝑖∈𝐼𝑗

Where 𝐼𝑗 represents all the samples assigned to the 𝑗-th terminal node of the tree.

(10)
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Now that we have a way to learn the weights for a given tree structure, the next step is to
learn the structure of the tree. A set of candidate splits are proposed for each split, and the
one that minimizes the loss function is selected. This is the criterion that we seek to
minimize to find the optimal split in the tree and it can be defined as:
𝑇

𝐺𝑗2
1
𝑠=− ∑
+ 𝛾𝑇
2
𝐻𝑗 + 𝜆

(11)

𝑗=1

Equivalently, we seek the split that maximizes the gain:
(𝐺𝐿 + 𝐺𝑅 )2
1 𝐺𝐿2
𝐺𝑅2
𝐺𝑎𝑖𝑛 = [
+
−
]
2 𝐻𝐿 + 𝜆 𝐻𝑅 + 𝜆 𝐻𝐿 + 𝐻𝑅 + 𝜆

(12)

Given an input, each tree identifies a root-to-leaf path (i.e., decision path), which results
in the prediction generated by each tree. If we assume the decision path is composed of
𝑀 non-leaf nodes 𝑑(𝑝) = {𝑑1 , … , 𝑑𝑚 , … , 𝑑𝑀 }. The path can be represented as:
𝑝 = {(𝑥 𝑓𝑑1 ⊗ 𝜏𝑑1 ), (𝑥 𝑓𝑑2 ⊗ 𝜏𝑑2 ), … , (𝑥 𝑓𝑑𝑀 ⊗ 𝜏𝑑𝑀 )}

(13)

Where 𝑓𝑑𝑚 is the feature at the node 𝑑𝑚 ,𝜏𝑑𝑚 is the corresponding threshold that is used to
split node 𝑑𝑚 into two child nodes, and ⊗∈ {"≻", " ≼ "} represents the boolean condition
on each node 𝑑𝑚 (Zhao et al., 2019). The final prediction is the weighted sum of the
predictions for each individual tree.

Materials and Methods
This section describes the methods that have been used to design the proposed visual
analytics system, namely SUNRISE. In Section 3.1, we give an overview of the design
process and participants. Then, in Section 3.2, we briefly explain how the overall system
works. Sections 3.3 and 3.4 then describe the analytics and interactive visualization
modules of SUNRISE, respectively. Finally, we explain the implementation details of
SUNRISE in Section 3.5.
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4.3.1

Design Process and Participants

We adopted a participatory design approach in the development of SUNRISE to
understand the EHR-driven tasks from the perspective of the healthcare providers,
generate design solutions, collect feedback iteratively, and thus continuously improve our
proposed VA system to meet the needs and expectations of the healthcare providers
(Benyon, 2013; Hettinger et al., 2017; Sedig et al., 2017). Participatory design is an
iterative group effort that requires all the stakeholders (e.g., end-users, partners, or
customers) to work together to ensure the end product meets their needs and expectations
(Leighton, 2004). Several computer scientists, data scientists, along with an
epidemiologist and a clinician-scientist were involved in the conceptualization, design
and evaluation of SUNRISE. It is critical to enhance the communication between all the
members of the design team since healthcare experts might have a limited understanding
of the technical background of the analytical processes, and medical terms might not be
very comprehensible to the members of the team with a technical background. In light of
this, we asked healthcare providers to provide us with their feedback on different design
decisions. We performed formative evaluations continuously at every stage of the design
process. This process was essential to build trust between the system and its end-users. In
our collaboration with healthcare providers, we recognized two high-level tasks to
consider in the design of SUNRISE: 1) They would like to examine the relationship
between different groups of laboratory test results and the disease. 2) They would like to
investigate the prediction result and track the decision path to determine how reliable the
prediction is based on their domain knowledge.

4.3.2

Workflow

As shown in Figure 1, SUNRISE has two components, the Analytics module and
Interactive visualization module. The Analytics module utilizes Eclat and XGBoost to
generate prediction models. The Interactive Visualization module encodes the data items
generated by the analytics module to four main sub-visualizations: 1) selection panel, 2)
control panel, 3) probability meter, and 4) decision path panel. These sub-visualizations
support multiple interactions to assist the user in achieving their tasks. These interactions
include selecting, drilling, searching, measuring, and inserting/removing.
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Figure 4-1: The workflow diagram of SUNRISE
The basic workflow of SUNRISE is as follows. First, we create an integrated dataset
from different databases. Next, features in the laboratory test data are encoded and
transformed into forms appropriate for analysis. In the next step, we apply the Eclat
algorithm to the pre-processed dataset to obtain the frequent laboratory groups (i.e.,
frequent combinations of laboratory tests). For each laboratory group, we then create a
subset of data with all the tests included in the group. In each subset, we only include
rows where all the tests in the group are available. We then split each subset into train,
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validation, and test sets. We use the validation set to adjust the tuning parameters. Then,
the XGBoost technique is applied to each subset with its corresponding tuning
parameters. We develop four sub-visualizations in the Interactive Visualization module to
allow the user to examine associations between laboratory groups and the outcome. The
user can choose multiple laboratory tests using the selection control panel based on the
result of the Eclat algorithm. When the user selects a test from the selection panel, the
system then inserts a slider associated with the selected test in the input control panel.
The user can probe the prediction models by creating input examples with their desired
values using the input control panel. Upon clicking the "submit" button, the system
passes the input (i.e., the chosen laboratory group and selected test values) to the
Analytics module. The Analytics module uses the XGBoost model corresponding to the
chosen laboratory group to predict the patient outcome and returns the results to the
probability meter and the decision path panel. Finally, the user is able to observe the final
prediction outcome and track the decision process that leads to the outcome to gain a
deeper insight into the working mechanism of the prediction model.

4.3.3

Analytics Module

The Analytics module of SUNRISE generates prediction models using laboratory test
data stored in EHRs by integrating the XGBoost techniques with Eclat. In this section, we
describe how these techniques are combined to build the prediction models.
First, we create an integrated dataset from different databases. This dataset includes
laboratory test data and the outcome for every patient. For a laboratory test, a patient
might have multiple values from different times. Therefore, a sequence of laboratory test
results can be formed. In order to represent this sequence for each patient, we use the
average result. The outcome is considered positive if the patient develops the disease and
it is considered negative otherwise. If there are many laboratory tests available, we
cannot consider every possible combination of these tests because of limited memory and
computational resources. Therefore, we use a frequent itemset mining technique to obtain
the most frequent combinations to make the computations manageable. In order to
generate more specialized prediction models, we use the Eclat algorithm to obtain
frequent combinations of laboratory tests. Eclat is a fast frequent itemset mining
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technique that reduces memory requirements due to the use of depth-first search
technique. We use the "arules" library to implement the Eclat algorithm with a specified
minimum support to create several laboratory groups (i.e., frequent itemsets) from
laboratory tests included in the dataset. Then for each group, we create a subset of data
with all the laboratory tests that were included in the group. In order to get more accurate
predictions, we only include rows where all the laboratory variables in the group are
available in each subset. This approach allows us to deal with a more specialized model
chosen based on the available laboratory tests in the prediction phase rather than a
generalized model using the whole dataset.
In the next stage, we apply the XGBoost technique to each group. XGBoost has good
model performance and can handle missing values and outliers very well. It provides
various benefits, such as distributed computing, cache optimization, parallelization, and
out-of-core computing. For each laboratory group, we split its corresponding subset into
train, validation, and test sets to generate the prediction model. We use 80% of patients
for training the model, 10% for validation and 10% for testing. The validation set is used
to tune the hyperparameters when building the XGBoost model to avoid overfitting and
control the "bias-variance" trade-off. We adjust the complexity of the model by changing
values of tuning parameters minimum leaf weight (min_child_weight) and maximum tree
depth (max_depth). Minimum leaf weight is the minimum weight that is required to
generate a new node in the tree. A smaller value for this parameter allows for the
generation of children that correspond to fewer samples, thus allowing for the creation of
more complex trees that are more likely to overfit. Maximum tree depth is the maximum
number of nodes allowed from the root of the tree to its farthest leaf. A large value for
this parameter makes models more complex by letting the algorithm create more nodes.
However, as we go deeper in the tree, splits become less relevant, thus causing the model
to overfit. Another approach to avoid overfitting is to add randomness to make the model
more robust to noise. Randomness is tuned by setting the sub-sampling rate (i.e.,
subsample parameter) at each sequential tree. Another parameter that can get adjusted is
the model's learning rate (i.e., eta) that determines the contribution of each tree to the
overall model. A low learning rate should result in better performance, but it will increase
the computational cost. The final model is a linear combination of all trees in the
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sequence, along with their contributions weighted by the learning rate. In order to
identify the best combination of parameters for each laboratory group, we use the random
search approach, which is shown to have higher efficiency compared to a manual search
and grid trials when given the same computation time. Another advantage of random
search is that as opposed to the manual search, results obtained through random search
are reproducible (Bergstra & Bengio, 2012). We use the combination of parameters with
the best performance on the validation set to train the final model for each laboratory
group.
We use the xgboost library in r to implement XGBoost and use the area under the
receiver operating characteristic curve (i.e., AUROC) (Ferri et al., 2009; Garcıa et al.,
2012) to measure the performance of all the models and choose the best combination of
tuning parameters. A ROC curve shows the trade-off between specificity and sensitivity
across different decision thresholds (i.e., threshold that is used for interpreting
probabilities to class labels). Sensitivity measures how often a model classifies a patient
as "at-risk" correctly. On the other hand, specificity is the capacity of a model to classify
a patient as "risk-free" correctly (Parikh et al., 2008).

4.3.4

Interactive Visualization Module

The Interactive Visualization module is composed of four main sub-visualizations: the
selection panel, control panel, probability meter, and decision path panel (Figure 2). In
this section, we describe how data items that are generated in the analytics module are
mapped into visual representations to allow healthcare providers to accomplish their
tasks.
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Figure 4-2: SUNRISE includes four main sub-visualizations: Selection Panel(A),
Control Panel (B), Probability meter (C), and Decision Path Panel (D).

4.3.4.1

Selection Panel

The selection panel displays the hierarchical structure of the laboratory data using
horizontally stacked rectangles ordered from left to right (Figure 2-A). The first rectangle
to the left (i.e., root) that represents the laboratory tests takes the entire height. Each child
node is placed to the right of its parent with the height proportional to the percentage it
consumes relative to its siblings.
The selection panel utilizes the result of the Eclat algorithm from the Analytics module to
allow the user to select their desired group of laboratory tests. The user can choose a test
by clicking on its corresponding rectangle in the selection panel. This action changes the
color of the selected rectangle from green to blue. When a test is selected, all the other
rectangles corresponding to tests that are not in any laboratory group with the selected
test become un-clickable and greyed out. The user can also insert/remove a slider
corresponding to a test in the control panel by clicking/unclicking the rectangle
corresponding to that test in the selection panel. We will describe the control panel in
more detail in the next section.
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The selection panel allows the user to observe the full name of laboratory tests that
belong to a category by clicking on the rectangle corresponding to that category. In
addition, when the user hovers the mouse over any of the rectangles, a tooltip with
information regarding the test shows up. The selection panel is supported by a search bar.
If the user enters the name of a specific laboratory test in the search bar, the border of the
rectangle corresponding to the specified test becomes orange.

4.3.4.2

Control Panel

The control panel includes sliders corresponding to the laboratory tests that the user has
chosen in the selection panel (Figure 2-B). It allows the user to probe the prediction
models by creating input examples with their desired values and observe the output the
model generates. When the user selects a test from the selection panel, the system inserts
a slider associated with the selected test in the input control panel. Each slider is
composed of a label including the full name and unit of measurement of its corresponding
test, a horizontal axis with a linear scale representing the possible values of its associated
test, and a rectangular handle that allows the user to change the values of the test. This
panel allows the user to interactively tweak the values of the selected tests and see how
the predictive model responds. The user can hover the mouse over the handle to observe
the chosen value in any of the sliders.
When the user clicks on the "submit" button after selecting multiple tests from the
selection panel and choosing the values of each test using their corresponding sliders, the
system passes the information regarding the chosen laboratory group and selected test
values to the Analytics module. The Analytics module uses the corresponding XGBoost
prediction model that is associated with the selected group to predict the outcome and
returns the results to the probability meter and the decision path panel.

4.3.4.3

Probability Meter

The probability meter is a radial gauge chart with a circular arc that shows the probability
of developing the outcome (Figure 2-C). This probability is the outcome prediction after
the system feeds the input (i.e., chosen laboratory group and laboratory test values) to its

107

corresponding XGBoost model. The value inside the arc represents the probability. If the
probability is less than 50 percent, then the shading of the arc is green; otherwise it is red.

4.3.4.4

Decision Path Panel

The Decision Path Panel allows the user to investigate the decision process of a
prediction outcome to ensure its corresponding XGBoost model works appropriately
when given an input (i.e., chosen laboratory group and laboratory test values) (Figure 2D). The final prediction outcome in the XGBoost model is the additive sum of all the
interim predictions from each individual tree, where each interim prediction has a unique
decision path. Therefore, summarizing the structure of all the decision paths that lead to
the final prediction can deepen the understanding of the model’s working mechanism.
Thus, this panel is designed to assist the user investigate the decision paths by
summarizing the critical ranges of the laboratory tests involved in the chosen laboratory
group and providing the detailed information of the decision paths layer by layer.
In order to reveal the structure of the decision paths that lead to the final prediction, we
first summarize the features (i.e., laboratory tests included in the chosen group) at the
layer level. A feature may appear multiple times at each layer of all the decision paths
(Eq. 13) for an input data point of 𝑥 = {𝑥 1 , 𝑥 2 , … , 𝑥 𝐻 } with 𝐻 features of
Q={𝑞1 , 𝑞2 , … , 𝑞𝐻 }. In each layer 𝑙𝑖 of all the decision paths, for each feature 𝑞ℎ ∈ 𝑞𝑙𝑖 , we
ℎ,𝑙

merge the ranges on 𝑞ℎ to [𝜏𝑙𝑞𝑖 , 𝜏𝑙𝑞𝑖
𝑙𝑖 }, and where 𝜏𝑙𝑞𝑖

ℎ,𝑢

ℎ,𝑢

], where 𝜏𝑙𝑞𝑖

ℎ,𝑙

= 𝑀𝑖𝑛{𝜏𝑑ℎ |𝑞𝑑ℎ = 𝑞ℎ ,⊗= "≻", 𝑑ℎ ∈

= 𝑀𝑎𝑥{𝜏𝑑ℎ |𝑞𝑑ℎ = 𝑞ℎ ,⊗= " ≼ ", 𝑑ℎ ∈ 𝑙𝑖 }.

We represent these summarized features using feature nodes. Each feature node
summarizes the feature ranges for each laboratory test in each layer using a horizontal bar
chart. The x-axis uses a linear scale to represent the possible values of the laboratory test
associated with the feature node. The vertical bar represents the laboratory test value of
the current input. The color of the feature node is identical to the color of its
corresponding laboratory test slider in the input control panel. The user can hover the
mouse over the feature node to observe the summarized ranges associated with the node.
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We create a decision path flow by connecting the feature nodes from different layers
using ribbons. The tooltip of a ribbon displays the pair of feature nodes that are connected
by the hovered ribbon. This allows the user to examine the order of the features that
appeared in the decision paths, which is very critical in measuring the importance of each
feature. In the decision path panel, each column represents a layer where the layer depth
increases from left to right. This supports the user in understanding how the ranges from
each feature evolve from root to the terminal node (i.e., leaf). We append a circle to the
decision path flow to encode the leaf that represents the final prediction outcome. If the
probability of developing the outcome for the input data point is less than 50 percent,
then the color of the circle is green; otherwise it is red (i.e., similar to the probability
meter). The tooltip of the circle displays the probability of the outcome for the given
input.

4.3.5

Implementation Details

SUNRISE is implemented using Java programming language, R packages, JavaScript
library D3, Ajax, SAS, and standard HTML. D3 and HTML were used to implement the
front end of the system, which includes the interactive visualization module. Several R
libraries were used to develop the Analytics module. SAS was used to cut and integrate
the data from multiple sources since the ICES data is stored in the SAS server. The
communication between Analytics and Interactive Visualization modules is implemented
using AJAX and Java.
We used R to develop the Analytics module since it 1) provides several packages to
perform Eclat and XGBoost, 2) is open-source and platform-independent, and 3) is
available in the ICES workstations.
We chose D3 to develop the Interactive Visualization module because it 1) provides a
data-driven approach to attach data to the Document Object Model elements. 2) is an
open-source library, 3) supports users in using the full capabilities of modern webbrowsers, and 4) is compatible with other programming languages that have been used in
this system.
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Usage Scenario
In this section, we demonstrate how SUNRISE can assist healthcare experts in studying
associations between laboratory test results and AKI using the data stored at ICES.

4.4.1

Data Description

We used a data cut that contained nine laboratory test results and the outcome of AKI for
229,620 patients, which were obtained from three health administrative databases (see
Appendix A) from ICES. These datasets were linked using unique, encoded identifiers
that were derived from patient health card numbers and were analyzed at ICES. We
obtained outpatient albumin/creatinine ratio (ACr), serum creatinine (SCr) , serum
sodium (SNa), serum potassium (SK), serum bicarbonate (SBC), serum chloride (SCl),
hemoglobin (HGB), white blood cell count (WBC), and platelets (Pl) measurements from
the Dynacare medical laboratories, which represents around one third of outpatient
laboratory testing for Ontario residents. A 365 days lookback window was used to obtain
the outpatient laboratory test data. Hospital admission codes and emergency department
(ED) visits were identified from the National Ambulatory Care Reporting System and the
Canadian Institute for Health Information Discharge Abstract Database (hospitalizations).
ICD-10 (i.e., International Classification of Diseases, post-2002) codes were used to
identify the incidence of AKI from ED visit and hospital admission data. The cohort
included senior patients aged 65 years or older who visited ED or were admitted to
hospital between April 1, 2014 and March 31, 2016. The hospital admission date or ED
visit date served as the index date. If an individual had multiple hospital admissions or
ED visits, the first incident was selected.

4.4.2

Outcome

AKI was the outcome variable for all the prediction models in this case study (Liangos et
al., 2006a; Waikar et al., 2006). AKI is defined as a sudden deterioration of the kidney
function in a short period of time (Liangos et al., 2006a; Waikar et al., 2007). The
management and diagnosis of AKI can be a challenging task because of its complex
etiology and pathophysiology. In the process of AKI diagnosis, the available information
is complemented by additional data, which is obtained from patients' medical history and
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different diagnostic tests, including laboratory tests. Laboratory tests play a crucial role in
the detection and diagnosis of AKI. The incidence of AKI was captured using the
National Ambulatory Care Reporting System and Canadian Institute for Health
Information Discharge Abstract Database based on the ICD-10 (International
Classification of Diseases - Tenth Revision) diagnostic codes (i.e., "N17"). If an
individual had multiple episodes of AKI, the first episode was selected. Positive cases
were the ones in which AKI was acquired during the index date (i.e., 6,743), and negative
cases were those when AKI was never developed (i.e., 222,877).

4.4.3

Case Study

First, the features in the laboratory test data are encoded and transformed into forms
appropriate for analysis. For instance, if there is more than one result for a test on a
patient, the average result is used. Thus, we created nine variables for each laboratory test
reported in the past year prior to the index date for each patient. Then we apply Eclat with
the minimum support of 0.05 to obtain the most frequent combinations of laboratory
tests. At this stage, a total of 263 laboratory groups (i.e., frequent itemsets) were created
from nine laboratory tests (see Appendix B). Next, we create a subset of data for each
group only including rows where all tests in the group are available.
Generally, in most of the laboratory groups the prevalence of AKI is lower than 2.5
percent, which leads to an imbalanced class ratio. This issue can severely reduce the
prediction performance, as most classifiers are developed to maximize the total number
of correct predictions, and thus are more sensitive to the majority class. Therefore, if the
imbalance issue is not addressed properly, then the classification result can be biased
towards the majority class leading to poor performance on the prediction of AKI. The
misclassification of AKI, including false positive and false negative cases affects the
choice of treatment and prognosis, which consequently might increase the overuse of
clinical resources and the risk of deterioration in the patient's condition. To address this
issue, we set the weight of positive class (i.e., scale-pos_weigth) parameter in the
XGboost models using following equation:
Scale-pos-weight=√number of non − AKI cases in each subset/number of AKI cases in each subset
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After adjusting tuning parameters for each subset, we apply XGBoost with 100 trees and
its corresponding tunning parameters and scale-pos-weight parameter to each subset
(Table B1). Thus, we create 263 XGBoost prediction models in total.
As shown in Figure 3, the laboratory tests are classified into four categories: Creatinine,
Complete Blood Count (CBC), Serum electrolyte, and Urine. Creatinine refers to SCr.
CBC is composed of HGB, WBC, and Pl. Serum electrolyte contains SNa, SK, SBC, and
SCl and Urine includes ACR. Now, let's assume the user is interested in exploring the
relationship between SCr, SK, and SCl and AKI. The user can first select the rectangle
corresponding to serum electrolytes to open it up and observe the full laboratory names
included in that group and then select the rectangles corresponding to SCr, SK, and SCl
in the selection panel. Upon selection, the system inserts a slider corresponding to the
chosen test in the control panel. The system allows the user to probe the prediction model
by generating input examples for their chosen tests using sliders in the control panel. As
shown in Figure 3, the user has selected the SCr value of 70 umol/L, SK of 4 mmol/L,
and SCl of 102 mmol/L through corresponding sliders. Upon submission, the Analytics
module uses the XGBoost model generated with the subset of data including SCr, SK,
and SCl to predict AKI with the input values and returns the result to the probability
meter and the decision path panel. The probability meter in Figure 3 shows that the
probability of developing AKI for a patient with the chosen values for SCr, SK, and SCl
is 22 percent.
To ensure the prediction is reliable, the user examines the decision path panel to check
the result (Figure 4). As shown in Figure 4, the user can observe that SCr is the only
feature that appears in the first and second layers. Since we expect features near the root
of the path to be more important than features near the leaves, SCr has higher importance
than SCl, and SK when predicting AKI given the input. Also, if the user hovers the
mouse over the SCr feature node in the root layer, they can see the split threshold for that
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Figure 4-3: Shows how the probability meter and the decision path panel get
updated upon submission with the user input of SCr value of 70 umol/L, SK of 4
mmol/L, and SCl of 102 mmol/L.

Figure 4-4: Shows how the decision path panel can help the user to ensure the
reliability of the results.
specific node (i.e., SCr>121.1 umol/L). This information can guide the user to observe
how the probability of developing AKI changes if they increase the SCr from 70 to 140
(i.e., a value greater than 121.1 umol/L for SCr). Figure 5 shows that the AKI probability
is risen to 68 percent by increasing the SCr value. The user then might be curious to
explore the association between SK, SCl and AKI. In this case, they can click on SCr
rectangle in the selection panel to remove its corresponding slider from the control panel.
Let's assume the user wants to observe how the changes in SK level would affect the
probability of AKI. If the user increases SK to 6 mmol/L (high potassium level), the
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probability of AKI becomes 80 percent (Figure 6). The user can then observe the feature
ranges and the path that led to this probability. For instance, they can observe that the
split points for SK are around 4.7 to 5.1 mmol/L, which suggests that this range is critical
when using SK in predicting AKI. They can also observe that SK and SCl have similar
importance in AKI prediction based on the order they appear on the decision path.

Figure 4-5: Shows how the system gets updated when the user increases the value
of SCr from 70 to 140 (umol/L).

Discussion and Limitations
The purpose of this paper is to: 1) show how VA systems can be designed to examine
relationships between laboratory test results and a specific disease outcome and 2) study
the structure and the working mechanisms of the risk prediction models. To accomplish
these tasks, we have reported the development of SUNRISE, a VA system designed to
support healthcare providers. SUNRISE incorporates two main components: the
Analytics module and Interactive visualization module. The Analytics module integrates
a frequent itemset mining technique (i.e., Eclat) with XGBoost to develop risk prediction
models. The Interactive Visualization module then maps the data items generated by the
analytics module to four main sub-visualizations—namely, the selection panel, control
panel, probability meter, and decision path panel. SUNRISE is unique in how it integrates
XGBoost with Eclat to develop prediction models, and it allows the user to interact with
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Figure 4-6: Shows how the system gets updated when the user removes SCr from
the control panel and increase the value of SK to 6 (mmol/L).
the model and audit the decision process through multiple interactive sub-visualizations.
SUNRISE provides a balanced distribution of processing load through the seamless
integration of computational techniques (i.e., frequent itemset mining and XGBoost in the
Analytics module) with interactive visual representations (i.e., sub-visualizations in the
Interactive Visualization module) to support the user's cognitive tasks. It provides the
user with the means to probe the prediction model by creating input instances and
observing the model's output. Furthermore, it allows the user to examine how a particular
input example's risk might change if it had different values. Finally, SUNRISE helps the
user gain deeper insight into the underlying working mechanism of the model, increasing
their confidence in the generated predictions.
In terms of generalizability, SUNRISE is designed in a modular way so that it can easily
accept new data sources and data types. SUNRISE can be used to investigate other
clinical problems, such as exploring the association between medication dosage and
diabetes. Although SUNRISE focuses on making XGBoost interpretable, a similar
approach can be applied to other tree-based ensemble techniques such as Random forest.
Random forest uses several decision trees and generates final predictions by summarizing
the output of all internal trees. Unlike XGBoost, decision trees in Random forest are
trained independently. One potential enhancement to support Random forest is to
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summarize the paths based on whether they generate positive predictions or negative ones
and let the user compare them in the same view.
One of the primary considerations in the design of SUNRISE is scalability. To make the
control and decision path panels less cluttered because of the user's limited visual
capacity when the number of laboratory tests increases, we restrict the maximum number
of tests that can get inserted into the control panel by adjusting the minimum support
parameter of Eclat.
This research has several limitations. The first limitation is that, although we used a
participatory design approach and medical researchers have assessed SUNRISE and
found it useful, we have not conducted any formal usability studies to assess SUNRISE's
performance and the efficiency of its interaction mechanisms. Second, the decision path
panel may not function properly if the number of layers in the XGBoost trees gets higher
due to screen space limitations and computational resources. Third, as we use curves to
link the feature cells from different layers in the decision path panel, these curves might
have overlapping problems. Another limitation is that the prediction models might be
prone to overfitting because a small validation set might lead to an unstable model at a
particular hyperparameter set. This will result in validation error measurements that are
overoptimistic. Finally, we aggregated laboratory test results for a patient by taking the
average of their test results in the past 365 days before the index date. As such, we might
have lost vital information regarding laboratory tests. To address this issue, in future
versions, we plan to offer the user different aggregation functions such as the trend of
change (i.e., increase/decrease) in tests over a certain period of time.

Conclusion
The overall goal of this paper is to show how VA systems can be designed systematically
to support the investigation of different clinical problems. We report the development of
a VA system—namely, SUNRISE and demonstrate how it can be employed to assist
healthcare providers in exploring associations between laboratory test results and a
disease outcome. SUNRISE's novelty stems from its design: it incorporates XGBoost,
frequent itemset mining, visualization, and human-data interaction mechanisms in an
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integrated manner to support complex EHR-driven tasks. We illustrate SUNRISE's value
and usefulness through a usage scenario of investigating and exploring relationships
between laboratory test results and AKI using the data stored at ICES. We demonstrate
how it can help clinicians and researchers at ICES probe the AKI risk prediction models
by hypothesizing input examples and observing the model's output. They can also audit
the decision process to verify the reliability of the prediction models. Finally, the design
concepts employed in SUNRISE are generalizable. They can be utilized to systematically
develop any VA system whose purpose is to support clinical tasks involving investigation
and analysis of EHR data using XGBoost and frequent itemset mining. Applications of
such VA systems result in the emergence of best practices for developing similar VA
systems in other medical domains.
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Chapter 5

5

VERONICA: Visual Analytics for Identifying Feature Groups
in Disease Classification
This chapter has been submitted to Computers in Biology and Medicine.
Please note that the format has been changed to match the format of the dissertation.
Figure, Section, and Table numbers mentioned herein are relative to the chapter number.
For instance, “Figure 1” corresponds to Figure 5-1. Additionally, when the term “paper”,
“work”, or “research” is used, it refers to this particular chapter.

Introduction
A key component of precision medicine is to determine a person’s individualized
estimates of different health outcomes, which then guides therapy to increase the chance
of long-term good health. Identifying the group of features in electronic health records
(EHRs) with the most substantial predictive power helps in the development of robust
predictive models (Bengio et al., 2013; Jordan & Mitchell, 2015). The data in EHRs has
great promise for improving predictive risk modeling (Hersh, 2007). However, EHRs are
often challenging to analyze due to their high dimensionality (Jensen et al., 2012;
Weiskopf & Weng, 2013). In recent years, several studies have incorporated various data
mining and machine learning techniques to address this problem. Most of the existing
studies use unsupervised learning techniques such as principal component analysis
(Hotelling, 1933), K-means (Hartigan & Wong, 1979; Jain, 2010), and hierarchical
clustering (Nielsen, 2016) to find the best representative group of features in high
dimensional EHRs (Alexander et al., 2020; Lütz, 2019; Khalid et al., 2018; Miotto et al.,
2016, 2016; Lasko et al., 2013; Marlin et al., 2012; L. Wang et al., 2020; Panahiazar et
al., 2015; Langavant et al., 2018). Although these unsupervised techniques have shown
promise in managing high dimensional data, to our best knowledge, this problem has not
been studied thoroughly using supervised techniques (S. Abdullah, 2020; S. S. Abdullah,
Rostamzadeh, Sedig, Garg, et al., 2020b). One of the main issues with both supervised
and unsupervised techniques is that they suffer from a lack of interpretability and
transparency (Caruana et al., 2008; Johnstone & Titterington, 2009; D. A. Keim et al.,

118

2010). In healthcare settings, it is essential to better understand how a given technique
works. Therefore, increasing a technique's interpretability by involving humans in the
analytic process can play a vital role in building trust with users (Krause, Perer, &
Bertini, 2016; Krause, Perer, & Ng, 2016; S. Liu et al., 2017; Spinner et al., 2020; X.
Zhao et al., 2019). The analytic results can be made accessible to users through visual
analytics (VA) to address these issues.
Visual analytics (VA) integrates data analytics techniques with interactive visualizations
to improve users' capabilities in performing data-driven tasks (D. A. Keim et al., 2010;
Ola & Sedig, 2014). It enables users to achieve their goals through interactive exploration
and manipulation of the data (Parsons et al., 2015; Allan F. Simpao et al., 2014). The
design of a VA system is often not straightforward because it requires the designer to
consider users’ activities and tasks, the structure of the data, and human factors (Sedig et
al., 2012; S. Abdullah, 2020). Thus, the designer needs to make several non-trivial
decisions when developing such systems. For instance, one needs to consider which
techniques to use, which features and samples to incorporate, and what level of
granularity to look for when choosing a data analytics technique (Ola & Sedig, 2014).
Similarly, it is important to determine how to map and classify data items and help users
accomplish their tasks when developing interactive visualizations. Consequently,
combining analytic techniques with interactive visualizations becomes a more complex
challenge. Thus, it is important to involve stakeholders (e.g., clinical researchers and
medical practitioners) in the design and development process of a VA system (Leighton,
2004).
The purpose of this paper is to show how VA systems can be designed systematically to
identify the best representative subset (i.e., a combination of groups) of high-dimensional
EHRs. The proposed VA system, VERONICA (Visual analytics for idEntifying featuRe
grOups iN dIsease ClAssification), takes advantage of the group structure of features
stored in EHRs. EHRs are generally classified into different groups: comorbidities,
medications, laboratory tests, hospital encounter codes, and demographics. It is possible
to combine these groups to create multiple subsets of groups. For instance, one can create
a subset by combining all features from both comorbidity and demographic groups.
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Depending on the predictive power of features within them, some groups or subsets (i.e.,
combinations of groups) are stronger predictors in identifying diseases in comparison to
others. To identify the subset with the most substantial predictive power, VERONICA
considers every possible subset of groups (i.e., groups of features) and applies several
supervised learning techniques to each subset. It allows users to compare the results
based on different performance measures through an interactive visual interface.
VERONICA aims to assist healthcare providers at ICES-KDT—where ICES is a nonprofit, world-leading research organization that utilizes population-based health data to
produce knowledge on a broad range of healthcare issues, and KDT refers to the Kidney
Dialysis and Transplantation Program located in London, Ontario, Canada. We utilize the
clinical dataset housed at ICES to identify the best representative feature groups in
detecting patients with high risk of developing acute kidney injury to demonstrate
VERONICA's utility and usefulness.
The rest of the paper is organized as follows. Section 2 gives an overview of the
conceptual and terminological background to understand the design of VERONICA.
Section 3 briefly describes existing EHR-based VA systems. Section 4 explains the
methodology used for the design of VERONICA. Section 5 presents VERONICA by
describing its structure and components. We address the limitations of the system in
Section 6. Finally, Section 7 discusses the conclusions and future areas of application.

Background
In this section, we present the terminological and conceptual background to understand
the design of VERONICA. We discuss different components of VA systems to provide a
better understanding of the concept of VA. Finally, we provide a summary of the chosen
machine learning techniques—namely, classification and regression tree (CART)
(Wilkinson, 2004), C5.0 (Quinlan, 2014), random forest (Breiman, 2001), naïve Bayes
(NB) (Lewis, 1998), and support vector machine (SVM) (Cristianini et al., 2000).

5.2.1

Visual Analytics

Visual Analytics (VA) systems combine the strengths of data analysis and interactive
visualizations to enable users to apply filters, and explore and manipulate the data
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interactively to accomplish their goals (J. J. Thomas & Cook, 2005). The processing load
in VA is distributed between users and the key components of the system—namely, the
analytics module and interactive visualization module (Cui, 2019; Jeong et al., 2015; D.
A. Keim et al., 2010; Ola & Sedig, 2014; Parsons & Sedig, 2014; Sedig & Parsons,
2013).

5.2.1.1

Analytics Module

The analytics module is responsible for storing, pre-processing, transforming, and
performing computerized analysis on the data. It involves three main stages: data preprocessing, data transformation, and data analysis (Ola & Sedig, 2014). The raw data
retrieved from different sources gets processed in the pre-processing stage. This stage
involves tasks such as fusion, integration, cleaning, and synthesis (Han et al., 2011). Then
in the transformation stage, the pre-processed data is transformed into a form suitable for
analysis. Common tasks in this stage include smoothing, aggregation, normalization, and
feature generation (Han et al., 2011). Finally, the analysis stage involves the discovery of
hidden patterns and relationships and allows for the extraction of useful and novel
information from the data (R. Agrawal, Swami, et al., 1993; Sahu et al., 2008). This can
be done by applying various statistical and machine learning techniques (e.g., random
forest, SVM, NB, and decision trees) to the transformed data. However, despite all the
benefits, most of these computational techniques do not support proper exploration and
manipulation of the computed results (D. A. Keim et al., 2010). VA systems address this
problem by allowing users to engage in a more involved discourse with the data through
interactive visualizations.

5.2.1.2

Interactive Visualization Module

In VA systems, the interactive visualization module is composed of a mapping
component that retrieves the analyzed data from the analytics module and generates
interactive visual representations. It allows users to change the displayed information,
modify the subset of the information displayed, and guide and control the intermediary
steps of the analytical processes within the analytics module. This, in turn, incites a chain
of reactions that leads to the execution of additional analysis processes. The interactive
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visualization module provides users with flexibility and supports their cognitive and
perceptual needs as they engage in various complex tasks. However, despite the
advantages of interactive visualizations in amplifying users' cognitive needs, they fell
short when confronted with data-intensive tasks that require computational analysis (D.
A. Keim et al., 2010). Therefore, an approach that integrates analytical processes with
interactive visualizations through VA is required to overcome these challenges (Kehrer &
Hauser, 2013; D. Keim, Mansmann, et al., 2008).

5.2.2

Machine Learning Techniques

In this section, we give a brief overview of all machine learning techniques used in
VERONICA.

5.2.2.1

Decision Tree

Decision trees are among the most popular and powerful classification techniques that
can provide informative models (Breiman et al., 1984). They construct a set of predictive
rules to solve the classification problems using the recursive partitioning process. In their
simplest form (e.g., C4.5 (Quinlan, 2014)), each feature is tested and ranked based on its
ability to split the remaining data. The training data is propagated through the decision
tree branches until enough features are chosen to correctly classify them. The classifier
has a tree-like structure where each of its leaf nodes corresponds to a subset of the data
that belongs to one class. Two widely known methods for generating decision trees are
Classification and Regression Trees (CART) and C5.0. CART is based on a tree-growing
algorithm that uses the GINI index as its splitting criteria. The strategy is to choose the
feature whose GINI Index is minimum after each split. On the other hand, C5.0 builds the
tree by splitting based on the feature that yields the most considerable information gain
(Entropy). These classifiers are robust in handling missing values since the tree-growing
process is not affected by missing data (Ismail & Anil, 2014). However, despite all the
benefits, they tend to over-fit the training data (Deng et al., 2011). Random forest
addresses this problem by generating an ensemble of decision trees where each tree is
built from a random arrangement of features (Breiman, 2001; Liaw & Wiener, 2002). A
new object passes through every tree in the forest to get classified based on a vector of
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features. Each distinctive tree gives a classification and votes for the class. The final
classification of the new object is based on the majority "vote" of all the trees in the
forest.

5.2.2.2

Support Vector Machines

Support Vector Machines are among the most successful and robust classification
techniques (Cortes & Vapnik, 1995; Cristianini et al., 2000). They aim to identify an
optimal separating hyperplane that can distinctly divide the instances of multiple classes
in a multi-dimensional space by maximizing the minimum distance from the hyperplane
to the closest instance. Although models produced by SVM are often hard to interpret and
understand, they work well on classification tasks involving a large number of features
(Ghaddar & Naoum-Sawaya, 2018). SVM is first outlined for the linearly separable
classification problems, but a linear classifier might not be the most appropriate candidate
for the binary classification. SVM can support non-linear decision surfaces using kernel
functions. Due to its good generalization ability and its low sensitivity to the curse of
high-dimensionality, SVM is often used in many classification problems.

5.2.2.3

Naive Bayes

Naive Bayes is a simple and powerful probabilistic classifier that often creates stable and
accurate models (Lewis, 1998). The model is based on the probability of each class and
the conditional probability of each class given each feature. These probabilities that are
directly calculated from the data can be used for the classification of new data based on
the Bayes theorem. Naive Bayes makes a simplistic assumption that all the features are
independent of one another. Despite this assumption and its simplistic design, it can be
very efficient, particularly when the data is high-dimensional.

Related work
In this section, we describe some of the existing EHR-based VA systems. MatrixFlow
(Perer & Sun, 2012) is a VA system that helps users discover complex temporal patterns
across patient groups in EHRs. Likewise, Simpao et al. (A. F. Simpao et al., 2014)
developed a VA system to support the management of adverse drug alerts in EHRs to
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enhance drug safety. It helps clinicians to explore not only alert types and patient
characteristics but also medication alerts. VisualDecisionLinc (Mane et al., 2012) is
another VA system that facilitates the interpretation of EHRs by providing summaries of
patient outcomes and treatment options in a dashboard. It allows users to identify patient
subpopulations with similar clinical characteristics to assist them in the decision-making
process. Visual Temporal Analysis Laboratory (ViTA-Lab) (Klimov et al., 2015) is a
VA-based framework designed to investigate temporal medical data. It combines
longitudinal data mining techniques with query-driven visualizations to help users
discover temporal patterns within time-oriented medical data. Care Pathway Explorer
(Perer et al., 2015) enables clinical researchers to identify common event sequences and
examine how they are connected with patient outcomes. It combines a sequence mining
procedure with an interactive visual interface to achieve this. PHENOTREE (Baytas et
al., 2016) is another VA system that enables interactive exploration of patient groups and
the interpretation of hierarchical phenotypes by combining principal component analysis
with an interactive user interface. VISA_M3R3 (S. S. Abdullah, Rostamzadeh, Sedig,
Garg, et al., 2020a; S. S. Abdullah, Rostamzadeh, Sedig, Lizotte, et al., 2020) is a VA
system that assists clinical researchers in identifying medications that are associated with
a higher risk of acute kidney injury. It integrates frequent itemset mining, multivariable
regression, and interactive visualizations to support investigation of high-risk
medications. Finally, VALENCIA (S. S. Abdullah, Rostamzadeh, Sedig, Garg, et al.,
2020b) is another VA system that incorporates various clustering and dimensionality
reduction techniques with interactive visualizations to allow exploration of high
dimensional data stored in EHRs.

Materials and Methods
In this section, we describe the methods we used to design the proposed VA system—
namely, VERONICA.

5.4.1

Design process and Participants

The design and development of VA systems is an integrated process that requires various
sets of skills and expertise. In light of this, we adopted a participatory design approach to
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obtain the needs and requirements of the healthcare providers and to understand the realworld EHR-driven tasks that they perform. Participatory design is a co-operative
approach that places users at the center of the design process. It is an iterative group
effort that requires all the stakeholders to work together to ensure the system meets their
expectations (Leighton, 2004). An epidemiologist, a clinician-scientist, a statistician, data
scientists, and computer scientists were involved in the conceptualization, design, and
evaluation of this VA system. It is important to optimize the communication between all
stakeholders involved in the process because they might experience a language gap due
to their different backgrounds. For instance, it is critical to ensure that the medical terms
are comprehensible to the team members with a technical background, and the
motivations of the analysis process and design decisions are well-addressed across the
team. In light of this, we asked healthcare experts to provide us with their formative
feedback on different design decisions and a list of tasks they perform on EHRs. Multiple
participatory design approaches are used to obtain the healthcare providers' needs and to
identify opportunities that can significantly improve the VERONICA’s performance
through more effective visualizations and analysis techniques.

5.4.2

Data Sources

We formed a derivation cohort using large linked administrative healthcare databases
held at ICES. We ascertained hospital and patient characteristics, outcome, and drug use
from five administrative databases (see Appendix C). These datasets were linked using
unique encoded identifiers that were derived from health card numbers of patients and
were analyzed at ICES. The Ontario Drug Benefit Program database is used to identify
prescription drug use. This database contains highly accurate patient records of all
outpatient prescriptions administered to patients aged 65 years or older, with an error rate
of less than 1% (Levy et al., 2003). We acquired vital statistics from the Ontario
Registered Persons Database, which includes demographic data on all Ontarians who
have ever been issued a health card. We identified baseline comorbidity data, ED visits,
and hospital admission codes from the National Ambulatory Care Reporting System and
the Canadian Institute for Health Information Discharge Abstract Database
(hospitalizations). We used ICD-10 (i.e., International Classification of Diseases, post-
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2002) codes to identify hospital encounter codes and baseline comorbidities. In addition,
baseline comorbidity data and health claims for physician services were acquired from
the Ontario Health Insurance Plan database. All the coding definitions for the
comorbidities are provided in Appendix D and E.

5.4.3

Cohort Entry Criteria

We created a cohort of patients aged 65 years or older who were admitted to a hospital or
visited an emergency department (ED) between 2014 and 2016. The discharge date from
the hospital or ED served as the index date, also referred to as the cohort entry date. If a
patient had multiple ED visits and hospital admissions, we chose the first incident.
Individuals with invalid data regarding age, sex, and the health-card number were
excluded. In addition, we excluded individuals who: (1) previously received a kidney
transplant or dialysis treatment as the assessment of acute kidney injury is usually no
longer relevant in patients with end-stage kidney disease; (2) left the hospital or ED
against medical advice or without being seen by a physician; and (3) had acute kidney
injury recorded during their hospital admission or ED visit prior to hospital discharge, as
acute kidney injury was already present prior to the follow-up period. The diagnosis
codes for the exclusion criteria are shown in Appendix F.

5.4.4

Response Variable

Acute Kidney Injury (AKI) is defined as a sudden deterioration of the kidney function. It
is associated with a lower chance of survival, prolonged hospital stays, subsequent
morbidity after discharge, and incremental healthcare costs (Collister et al., 2017;
Liangos et al., 2006a). A system that detects early AKI or predicts its clinical
manifestations with considerable lead-time allows healthcare experts to provide more
effective treatments to prevent AKI. We build models to predict hospital admission with
AKI within 90 days after being discharged from ED or hospital. The incidence of AKI is
identified using the Canadian Institute for Health Information Discharge Abstract
Database and National Ambulatory Care Reporting System based on ICD-10 diagnostic
codes (i.e., "N17").
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5.4.5

Input Features

The final cohort includes 162 unique features. These features can be classified into five
groups—namely, demographics, comorbidities, hospital encounter codes, general
practitioner (GP) visits, and medications. The demographic group includes four
features—namely, age, sex, region, and income quintile. The comorbidity group contains
ten known risk factors of AKI, including diabetes mellitus, chronic kidney disease,
chronic liver disease, cerebrovascular disease, coronary artery disease, hypertension,
major cancers, peripheral vascular disease, heart failure, and kidney stones. These
comorbidity features are detected prior to index hospital admission or ED visit. We
applied a 5-year look-back window to identify these features. The GP visit group contains
twenty-three features that are identified based on the billing codes from the Ontario
Health Insurance Plan database (Table 1).
Table 5-1: The features included in the GP visits Group
Features
Minor assessment
General assessment
General re-assessment
Consultation
Repeat consultation
Intermediate assessment or well-baby care
Mini assessment
Complex house call assessment
House call assessment
Limited consultation
Special family and general practice consultation
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Comprehensive family and general practice consultation
Care of the elderly FPA
Periodic health visit - adult 65 years of age and older
Chronic disease shared appointment-2 patients (per unit)
Chronic disease shared appointment - 3 patients (per unit)
Chronic disease shared appointment - 4 patients (per unit)
Chronic disease shared appointment - 5 patients (per unit)
Chronic disease shared appointment - 6 to 12 patients (per unit)
Nursing home or home for the aged - first 2 subsequent visits per patient per month (per visit)
Nursing home or home for the aged - additional subsequent visits (maximum 2 per patient per month)
per visit
Additional visits due to intercurrent illness (see General Preamble GP33) per visit

The hospital encounter code group includes 1878 diagnostic codes that were detected
during the index hospital admission and ED visit. The medication group consists of 595
medications prescribed to the patients within 120 before the index date. We apply the
Chi-Square test for feature selection on the hospital encounter code and medication
groups and then filter the chosen features with a healthcare expert. We select seventy and
fifty-five most significant features for hospital encounter code and medication groups,
respectively based on the result of the chi square test. The ten most important features in
the hospital encounter code and medication groups are shown in Table 2.
Table 5-2: The top ten features included in hospital encounter codes and
medications groups
Hospital encounter codes

Medications

Acute myeloid leukemia

Sunitinib Malate
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5.4.6

Diffuse non-Hodgkin's lymphoma

Lenalidomide

Chronic kidney disease

Abiraterone Acetate

Congestive heart failure

Metolazone

Cholecystitis

Cyclosporine

Lymphoid leukemia

Megestrol Acetate

Malignant neoplasm of bladder

Lithium Carbonate

Decubitus ulcer

Atropine Sulfate & Diphenoxylate Hcl

Abnormal serum enzyme levels

Furosemide

Secondary and unspecified malignant neoplasm of lymph nodes

Prochlorperazine Maleate

Implementation Details

VERONICA is implemented in HTML, JavaScript library D3, and R packages. R is used
to develop the Analytics module. Html and D3 are used to build the interface and controls
in the Interactive Visualization module. We implement the communication between these
two modules using PHP and JavaScript.
We use R to develop different components of the Analytics module because it (1) offers
support in performing various sampling and machine learning techniques, (2) is an opensource and platform-independent tool, (3) has several libraries, and (4) is available in the
ICES environment.
D3 (Data Driven Documents) will be used to implement the interactive visualizations,
and the Java programming language will be used to integrate data analytics with the
visualizations. D3 (1) is an open-source Javascript library that works with web standards,
(2) provides users with the full capabilities of the modern web browsers, (3) enables them
to reuse JavaScript code and add different functionalities, and (4) is compatible with
multiple platforms and other programming languages that are used in the implementation
of VERONICA.
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5.4.7

Workflow

As shown in Figure 1, VERONICA has two modules: Analytics and Interactive
Visualization. The Analytics module utilizes the group structure of features stored in
EHRs to identify the subset of feature groups that best represent the data in the prediction
of AKI. The Interactive Visualization module maps the data items generated by the
Analytics module into interactive visual representations to assist users in exploring the
results. It supports six main interactions: 1) arranging, 2) drilling, 3) searching, 4)
filtering, 5) transforming, and 7) selecting.
The basic workflow of VERONICA is as follows. First, we gather patient and hospital
characteristics from five different databases stored at ICES. We then classify these
features into five main groups—namely, hospital encounter codes, comorbidities, GP
visits, medications, and demographics. The features included in these groups are preprocessed and transformed into forms appropriate for the analysis. We then create all
possible subsets of groups (i.e., thirty-one groups), as shown in Figure 2. In the next step,
we apply undersampling and SMOTE (Chawla et al., 2002) to each subset to obtain two
sampled datasets. Next, five machine learning techniques—namely, CART, C5.0,
random forest, naïve Bayes, and SVM are applied to each sampled dataset, generating
310 prediction models. We use the area under the receiver operating characteristic curve
(AUROC) to report the performance of these models. To help users compare and explore
the analytic results, we make them accessible to users through interactive visualizations.
The Interactive Visualization module uses an interactive visual interface to show the
results of the Analytics module. It allows users to explore the prediction models and
compare their performance. The interface is supported by several controls, such as a
search bar, selection buttons, and drop-down menus. Finally, several interactions are built
into the system to allow users to manipulate the results.
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Figure 5-1: The workflow diagram of VERONICA.

The Design of VERONICA
We use VERONICA to identify the subset of groups that has the most substantial
predictive power in the classification of AKI. VERONICA applies several machine
learning techniques to each subset and allows exploration of the analysis results through
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Figure 5-2: All possible subsets of 5 groups of features, including Comorbidities (C),
Demographics (D), Hospital encounter codes (I), GP visits (G), and Medications
(M).
interactive visualizations. In this section, we describe the two main components of the
system. We explain how the data is processed and analyzed in the Analytics module. We
then describe the Interactive Visualization module and how it assists users in the
interpretation and exploration of the results.

5.5.1

Analytics Module

The Analytics module utilizes a representative set of machine learning and sampling
techniques to identify the subset that best represents the data in identifying AKI. Three
tree-based classifiers (CART, C5.0, and random forest), one kernel-based classifier
(SVM), and one probabilistic classifier (naive Bayes) are used in this analysis. In this
section, we explain how these techniques can be employed to analyze the data.
We classify features stored in our clinical dataset into five main groups based on the
domain knowledge—namely, demographics, comorbidities, medications, hospital
encounter codes, and GP visits. For each feature included in these groups, the last
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recorded value before the index date is chosen. The features in comorbidity, medication,
hospital encounter code, and GP visit groups are set to either "Y" or "N". If an individual
is prescribed a medication or has a comorbid condition, then its corresponding value is
set to "Y". If there is evidence of a particular hospital encounter code to be present for a
patient, we set its corresponding value to “Y”. We create multiple dummy variables for
the age feature where each variable represents a specific age range. If a patient's age lays
within a specified range, then the corresponding variable is set to "1". The region feature
takes either "R" or "U" representing rural or urban, respectively. The sex feature takes
either "M" or "F" for males and females. The income feature takes an integer value that
lies within 1 to 5 to represent the income quintile. All features included in the cohort are
transformed into a scale and format suitable for further analysis by machine learning
techniques.
A total of 924,533 participants are included in the final cohort, of which 5,993
experienced AKI after being discharged from the index encounter. This dataset has an
imbalanced class distribution, where the negative class (i.e., non-AKI) is represented by a
large number of patients (i.e., 899,449 patients) compared to the positive class (i.e.,
5993). In such an imbalanced dataset, classification techniques generally do not perform
well since most of them assume that the ratios of each class are equal (Gu et al., 2009;
Laza et al., 2011; Yang Liu et al., 2011; Zhang et al., 2010). Thus, the cost gets skewed in
favor of the negative class in imbalanced datasets (Gu et al., 2008; Longadge & Dongre,
2013; Maloof, 2003). This makes the classifiers often biased toward the majority class.
One approach to improve the classification process is to use sampling strategies (Blagus
& Lusa, 2013; Drummond & Holte, n.d.; Nguyen et al., 2012; Rahman & Davis, 2013).
We apply two sampling approaches to solve this issue: (1) undersampling and (2)
synthetic minority oversampling technique (SMOTE). Undersampling removes samples
from the negative class randomly until the dataset is balanced. Although it reduces the
strain on storage and improves run time, it might result in the loss of useful information.
On the other hand, SMOTE is a sampling approach that involves oversampling minority
class by creating samples synthetically using the k-nearest-neighbours algorithm. We
configure undersampling and SMOTE so that the number of positive cases becomes
equal compared to the negative cases. We use the DMwR package in R to implement the
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SMOTE algorithm. The “k” (i.e., nearest neighbors) and “perc.over” variables of the
SMOTE algorithm are set to 5 and 100, respectively.
To develop the prediction models, we first split the dataset into training and test sets. The
training and test set includes 903,442 and 2000 cases, respectively. In the next step, we
create every possible subset of groups, as shown in Figure 2. The total number of subsets
is 25 − 1 = 31 where 5 is the number of groups. We then apply both undersampling and
SMOTE to each subset to obtain two sampled datasets. We develop ten prediction models
for each subset by applying five machine learning techniques—namely, CART, C5.0,
random forest, naive Bayes, and SVM to the sampled datasets. We created a total of 31 ∗
2 ∗ 5 = 310 models where 31, 2, and 5 are the number of subsets, sampling approaches,
and machine learning techniques, respectively. In each model, AKI is the response
variable and all features included in the subset are predictor variables. The CART and
C5.0 classifiers are implemented using the "rpart" and "C50" packages in R, respectively.
We use the "e1071" package in R to implement naive Bayes and SVM with a radial
kernel (kernel=" radial"). Random forest is implemented using the "randomForest"
package in R with fifty trees (i.e., ntree=50).
We compare the performance of all the generated models using AUROC (Ferri et al.,
2009; Garcıa et al., 2012). A ROC curve shows the trade-off between sensitivity and
specificity across different decision thresholds. Sensitivity measures how often a test
classifies a patient as "at-risk" correctly. On the other hand, specificity is the capacity of a
test to classify a patient as "risk-free" correctly (Parikh et al., 2008). The AUROC ranges
from 0.51 to 0.89 for the classification of AKI among the generated models.
In total, VERONICA generates 310 models that are built by applying five machine
learning techniques mentioned above on two sampled datasets (i.e., undersampled and
SMOTE) for each subset. As a result, a large number of models and subsets are
generated, which makes it difficult for users to understand the results. To overcome this
issue, the data items generated by the Analytics module are made available to users
through an interactive visual interface.
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5.5.2

Interactive Visualization Module

VERONICA is composed of an interactive visual interface and several selection controls,
such as a search bar, drop-down menus, and selection buttons. In this section, we explain
how data items produced by the Analytics module and subsets of groups are mapped into
visual representation to allow users to accomplish various tasks.
As shown in Figure 3, groups of features (i.e., comorbidities, demographics, medications,
hospital encounter codes, and GP visits) and their subsets are represented by a two-layer
graph structure. In the first layer, the group nodes are mapped by color-coded rectangles,
where each rectangle is labeled with a code representing the first letter of its
corresponding group's name (Table 3). For instance, the rectangle representing the
comorbidity group is color-coded in pink and is labeled with "C". The second layer
includes all the nodes representing subsets of groups where each node includes a grey
circle and a combination code in the text format. The combination code for each subset
contains the first letters of all the groups that are included in the subset. For instance, as
shown in Figure 3, the first grey circle from the top represents the subset of all groups,
and it is labeled with "MHDGC". The connections between the nodes in the first and
second layers are shown by color-coded links where the link's color is identical to its
corresponding group node's color. Two nodes from the first and second layers are
connected if the node in the first layer (i.e., group node) is included as one of the groups
that make up the node in the second layer (i.e., subset node).
Table 5-3: Groups and their representing codes
Groups

Codes

Comorbidities

"C"

Demographics

"D"

GP visits

"G"

Hospital encounter codes

"H"

Medications

"M"
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VERONICA uses a sortable heatmap to show the result of the Analytics module, as
shown in Figure 3. It enables users to compare the performance of the generated models
by placing the analysis techniques in the columns and subsets of groups in the rows. Each
cell in the heatmap includes a color-coded numerical value representing the AUROC
achieved by applying an analysis technique to a subset in the connecting column and row.
The color of the cells of the heatmap is light grey by default. However, through different
interactions, users can observe the cell's color based on the value of test AUROC
corresponding to that cell. This color-coding is based on two gradient scales. The first
gradient scale is created by blending different shades of green. It represents all the cells
corresponding to models where AUROC is greater than 0.8. It is interesting to note that
most of the models are densely clustered between 0.8 and 0.9. Thus, the second scale is
built by blending different shades of blue to represent all the cells corresponding to
models where AUROC is less than 0.8. We included a legend to assist users in
interpreting the heatmap based on these gradient scales. There is also a help button (“?”)

Figure 5-3: Overview of VERONICA
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located to the right of the legend to provides users with additional information on how to
interact with the heatmap.
Users can hover the mouse over any rectangle representing a group to highlight all the
subset nodes that include the hovered group, links connecting the hovered group and
highlighted subsets, and cells corresponding to the highlighted subsets (Figure 4-A). In
addition, VERONICA allows users to select group nodes by clicking on their
corresponding rectangles (Figure 4-B). The system then highlights all the subset nodes
that contain all the groups corresponding to the selected rectangles, links connecting the
selected groups and highlighted subsets, and rows of cells corresponding to the
highlighted circles. In addition, to get additional information, users can move their mouse
over the circles representing subsets to bring out tooltips. Furthermore, the system
enables users to select any number of subsets by clicking on their corresponding circles.

(A)

(B)

Figure 5-4: Shows how the system gets updated when users hover over (A) or select
(B) a rectangle representing groups.
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This interaction highlights all the cells corresponding to the selected subsets, group nodes
that contain the selected subset, and links connecting the selected subset node and
highlighted group nodes (Figure 5).
Users can observe the performance of different analysis techniques by clicking on circles
representing the combinations. This interaction highlights all the cells in the heatmap
representing the selected column. When a circle gets selected, its color changes to dark
blue. As shown in Figure 6, when several subset nodes (or group nodes) and circles
representing analysis techniques are selected simultaneously, the color of all the cells that
both their rows and columns are selected changes based on the gradient scales mentioned
above (i.e., shades of green or blue based on the value of the cell’s AUROC).
Users can also hover the mouse over the cells in the heatmap to highlight the labels and
circles representing the hovered cell. Also, this interaction changes the cell's color based
on its corresponding AUROC value. The system enables users to sort the cells by rows

Figure 5-5: Shows how the system gets updated when users select a circle
representing subsets.
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and columns based on their corresponding AUROC values by clicking on the pink sort
icons. For instance, cells in the heatmap are sorted by the "MHGDC" subset and
"undersampling-SVM" technique in Figure 6.
The horizontal and vertical groups of "Select All" and "Deselect All" buttons on the top
left corner of the heatmap allow users to select/deselect all the subsets and techniques.
These buttons help users easily get an overview of all the performances without selecting
all the circles individually. VERONICA provides users with a search bar and four dropdown menus on the top left corner of the screen. Suppose users are interested in learning
about a specific subset. In that case, they can enter the combination code corresponding
to that subset in the search bar to change its color from black to green in the interface. In
addition, when users hover their mouse over the help button placed besides the search
bar, a tooltip appears with information on how to use the search bar.

Figure 5-6: Shows how the system gets updated when users select multiple subset
nodes and techniques.
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The drop-down menus allow users to interactively filter subsets and techniques based on
different criteria. This gives users great flexibility to focus on the data points of interest.
The drop-down menus provide filtering based on groups, sampling techniques, machine
learning techniques, and subsets from top to bottom, respectively. Each drop-down menu
provides users with several options to choose from using radio buttons. The "Groups"
menu allows users to focus on a specific group of features. If users select a group, the
system only displays all subsets that contain the chosen group. For instance, Figure 7
shows how the system updates the interface if the "Medications" option is chosen from
the menu. The "Sampling Techniques" and "Machine Learning Techniques" menus allow
users to filter the columns of the heatmap based on sampling and machine learning
techniques, respectively. For instance, if users are interested to learn how a specific
combination of sampling and machine learning techniques such as SMOTE and random
forest performs, they can select them in the second and third drop-down menus,
respectively, as shown in Figure 8. The "Subsets" menu provides users with an option to
compare all models that only include a specific number of groups. For instance, if users
are interested in comparing the performance of all the techniques on subsets that only
include two groups, they can choose "Subsets of Two" from the last menu (Figure 9).
Users can filter data points based on different criteria by choosing an option from each
menu (Figure 10). All these menus give users an option to reset the interface based on all
groups, subsets, and techniques. Also, if users select any groups, subsets, or techniques,
the system restores all the selections when it gets updated using any of the drop-down
menus.
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Figure 5-7: Shows how the system gets updated when users select "Medications"
from the "Groups" drop-down menu.

Figure 5-8: Shows how the system gets updated when users select "Undersampling"
and "Random Forest" from the "Sampling Techniques" and "Machine Learning
Techniques" drop-down menus.
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Figure 5-9: Shows how the system gets updated when users select "Subsets of Two"
from the "Subsets" drop-down menu.

Figure 5-10: Shows how the system gets updated when users select "Comorbidities",
"Random Forest", and "Subsets of Three" from "Groups", "Machine Learning
Techniques", and "Subsets" drop-down menus.

Limitations
This tool should be evaluated with respect to four limitations. The first limitation relates
to the problem of using undersampling. The main issue with this sampling approach is
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that it results in the loss of potentially useful data that could be essential for the induction
process. The second limitation is that the system only supports a limited number of data
mining and sampling techniques. Third, the system is designed for imbalanced datasets.
The sampling techniques are unnecessary if the dataset is balanced. Forth, most of the
guidelines for AKI diagnosis rely on an increase in serum creatinine as a gold standard.
However, these guidelines need a premorbid serum creatinine value to be used as a
baseline creatinine, which was not available for all patients in this research. Therefore,
the episode of AKI was identified using the ICD-10 code. The fifth limitation is that
although the healthcare experts at ICES have found VERONICA helpful and usable
through the participatory design process, we have not conducted a formal study to
evaluate the system's performance or the efficiency of its user-information discourse
mechanism.

Conclusion
In this paper, we demonstrate how VA systems can be designed to address the challenges
stemming from the high dimensional EHRs to identify the subset of feature groups with
the most predictive power in the classification of AKI systematically. To accomplish this,
we have reported the development of VERONICA, a VA system designed to assist
healthcare providers at ICES' KDT program. VERONICA incorporates two components:
Analytics and Interactive Visualization modules. The Analytics module identifies the best
representative subset of data in detecting the patients at high risk of developing AKI
using different sampling and machine learning techniques. It incorporates two sampling
techniques—namely, undersampling and SMOTE. It also uses a representative set of
machine learning techniques, including CART, C5.0, random forest, SVM, and naive
Bayes. Our clinical dataset includes comorbidities, demographics, hospital encounter
codes, GP visits, and medications. The system generates a large number of prediction
models by applying sampling and machine learning techniques mentioned above to each
subset. The performance of all the generated models is reported using AUROC. The
system enables users to access, explore, and compare these models through interactive
visualizations. The Interactive Visualization module is composed of an interactive visual
interface and several selection controls, such as a search bar, drop-down menus, and
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selection buttons. The interactive visual interface assists users in the exploration of the
analytic results by providing them several interactions such as arranging, drilling,
searching, filtering, transforming, and selecting.
In terms of VERONICA's scalability and extensibility, we design it in a modular way so
that it can accept new data sources and sampling and machine learning techniques.
VERONICA can be used to analyze high-dimensional datasets in many other domains,
such as insurance, bioinformatics, and finance, where the features included in the dataset
have a group structure.
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Chapter 6

6

Conclusion
This dissertation has touched upon several aspects regarding the design and development
of VA systems to accomplish complex EHR-driven tasks. Chapter 2 presents a
framework for analyzing activities and tasks supported by EHR-based interactive
visualization tools to provide a systematic approach to examine and evaluate these tools.
To do so, we provide a brief survey of the existing EHR-based interactive visualization
tools and examine patterns in these tools. In chapter 3, we conduct a comprehensive
systematic review of existing EHR-based VA systems. We explain the review criteria,
including visual analytics tasks and analytics, visualizations, and interactions supported
by these VA systems. The EHR-based VA systems are evaluated using these criteria to
identify the gaps and challenges of the use of VA in EHRs that remain insufficiently
addressed. These challenges motivate us to design two novel EHR-based VA systems.
Chapter 4 presented SUNRISE (viSUal aNalytics for exploring the association between
laboRatory test results and a dIsease outcome using xgbooSt and Eclat), a VA system that
allows interactive exploration of associations between laboratory test results and a
disease outcome. Chapter 5 presents VERONICA (Visual analytics for idEntifying
featuRe grOups iN dIsease ClAssification), another VA system that uses the
classification of features in EHRs to identify the group of features with the strongest
predictive power in detecting patients at high risk of developing a disease. Both of these
VA systems are designed to assist the healthcare researchers at the ICES-KDT program.
We demonstrate the utility of the proposed VA systems using large provincial healthcare
databases from Ontario, Canada, stored at ICES to solve different AKI-related problems.
This chapter concludes the dissertation and is broken into three sections: 1) a brief
overview of each chapter and some of its contributions, 2) general contributions of this
research to the scientific literature, 3) area and future research and limitations.
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Dissertation Summary
In Chapter 2, we conduct a systematic literature survey of 19 population-based and
single-patient interactive visualization tools that involve EHRs as their primary source of
data. We then present an activity and task analysis framework to examine EHR-driven
tasks and activities supported by these tools. We provide an analysis of how subactivities, tasks, and sub-tasks blend to accomplish the tool’s main higher-level activities
using the framework. The proposed framework can help designers to conceptualize the
functionalities of new EHR-based tools. It can also be used to evaluate the existing tools
and reveal the gaps in support of higher-level activities supported by these tools.
In Chapter 3, we provide an overview of the state-of-the-art in EHR-based VA systems.
To do so, we conduct a systematic literature review to collect all the research papers that
describe the design of VA systems that work with EHRs. We then identify the primary
dimensions of the EHR-based VA design space, including VA tasks, analytics,
visualizations, and interactions. This chapter gives an overview of the characteristics of
the reviewed VA systems with respect to the selected dimensions. The findings of this
chapter can provide value to designers and researchers as an organized catalog of various
techniques that are most suitable for EHR-driven tasks. The evaluation of these systems
is used to identify areas with little prior work that remains a challenge for future research.
In Chapter 4, we demonstrate how VA systems can be designed to facilitate the creation
and interpretation of risk prediction models. We report the development of a novel proof
of concept VA system called SUNRISE and show how it can be utilized to help
healthcare providers to explore associations between laboratory test results and a disease
outcome. SUNRISE integrates extreme gradient boosting (XGBoost) and a frequent
itemset mining technique (i.e., Eclat) with multiple interactive sub-visualizations to
develop and explore risk prediction models. It has shown to assist healthcare providers in
1) exploring relationships between various groups of laboratory test results and disease,
2) investigating the prediction results, 3) tracking the decision path by studying the
working mechanisms of the models to verify their reliability, and 4) conducting what-if
analysis by allowing them to probe the prediction model and observing its output. We
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show the utility of this system through a case study with AKI using healthcare data from
Ontario, Canada, housed at ICES.
In Chapter 5, we explain how to design VA systems in a systematic manner to address
the challenges stemming from high dimensional EHRs to improve predictive risk
modeling. We introduce VERONICA, a novel proof of concept EHR-based VA system
that utilizes the natural classification of features in EHRs to identify the group of features
with the most substantial predictive power. It incorporates a representative set of
supervised learning techniques, including classification and regression tree, C5.0, random
forest, support vector machines, and naive Bayes to allow the analysis of the data from
different perspectives. VERONICA helps healthcare providers in comparing and
exploring the analytics results by making them accessible through an interactive visual
interface. We demonstrate the usefulness of this VA system by identifying representative
feature groups in detecting patients with a high risk of developing AKI using a clinical
dataset stored at ICES.

General Contributions
As discussed in the introduction, the broad concern of this research lies in the design of
VA systems that facilitate the performance of complex data-intensive tasks with EHRs.
There is currently a lack of research in this area, and thus, we aim to bridge the gap
through this work. This research describes the individual components of VA systems and
presents the process of integrating these components systematically to design EHR-based
VA systems that support the computational and cognitive demands of healthcare
providers. Furthermore, this research explains how various EHR-driven tasks can be
accomplished by combining machine learning techniques, data mining algorithms,
visualization, and human-data interaction through VA. Using this research, designers can
approach the development of EHR-based VA systems with a deeper understanding of
how the process unfolds.
In Chapters 2 and 3, we have highlighted the need for coherent, unifying, and
comprehensive frameworks that support the conceptualization of functionalities of EHRbased systems in an organized manner. In light of this, one of the main contributions of
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this research is the activity and tasks analysis framework that helps researchers to get a
deeper understanding of interactive visualization tools by providing them with all the
higher-level activities that can be achieved by performing different sets of tasks and subtasks. Furthermore, it can result in the development of best practices for designing similar
frameworks in other fields. Through a systematic literature review of existing EHR-based
VA systems, this research identifies and described the primary dimensions of EHR-based
VA design space that unify the existing work in Chapter 3. The proposed design space
can be used to evaluate the EHR-based VA systems from different perspectives.
Moreover, the comprehensive review of the state-of-the-art in EHR-based VA systems
can help researchers and evaluators to assess healthcare providers’ demands and
expectations and to better understand the EHR-driven tasks from their perspective. Also,
the findings of this review can give value to designers as an organized archive of
different analytics, visualization, and interaction approaches that are most appropriate for
various EHR-driven VA tasks.
Another Contribution of this research is the development of EHR-based VA systems,
known as SUNRISE and VERONICA, which are discussed in Chapters 4 and 5. To help
us understand the real-world EHR-driven tasks performed by healthcare providers, we
adopt a participatory design approach. We asked the stakeholders at the ICES-KDT
program to provide us with formative feedback on design decisions in every step of the
design and development process of the proposed VA systems. Through these evaluations,
users at the ICES-KDT program find the systems helpful and sophisticated. These VA
systems are scalable and can be reconfigured to work with other forms of data.
Finally, this research provides the healthcare domain with evidence of the efficacy of VA
for handling EHRs. This research has suggestions for other areas that require their data to
be made analyzable and accessible through VA. Designers in the following areas will
likely find this research useful: data and information visualization, statistics, data science,
and educational and learning technologies.
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Limitations and Future Work
The systems presented in this dissertation lay a foundation for the usefulness of VA
systems in healthcare. We identified a small number of interactive visualization tools that
support higher-level activities, “predicting” and “monitoring” through the activity and
task analysis framework. Thus, more research is required to explore how EHR-based VA
systems can be extended to support these activities.
This research reports the development of two EHR-based VA systems—namely,
SUNRISE and VERONICA. In Chapters 4 and 5, we describe the data sources,
stakeholders, interface, input, output, and design criteria of these systems. Although, we
describe these systems’ workflow to demonstrate their design, their architectures are not
described thoroughly. We mainly focus on the conceptual challenges rather than practical
difficulties while describing the proposed systems. For instance, we do not investigate the
VA systems’ ability to interact with other systems or the number of users that can be
supported simultaneously. Another limitation of the proposed systems lies in their
capability to increase their capacity and functionalities based on users’ needs. The other
limitation is that we cannot assess the scalability of these systems as they are both
developed in an access-restricted virtual machine. Also, we are not required to develop
web services or implement any adapters for the same reason.
We use various programming languages, platforms, and servers for implementing these
systems. These systems are implemented using JavaScript library D3, HTML, Java
programming language, Ajax, SAS, and R packages. The datasets are stored in the SAS
server. R server is employed to perform all the underlying processing. Since different
technologies are used to develop these systems, it is easy to incorporate new analytics
techniques (e.g., using a new package in R), additional features in the user interface (e.g.,
changing D3 functions), and additional data (e.g., incorporating new datasets).
It should be noted that we have not conducted any formal studies to evaluate the
performance of the proposed systems nor the effectiveness of their interaction
mechanisms. However, during the design process, healthcare providers have evaluated
these systems and found them useful. Thus, formal studies can help assess the efficiency
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of these systems for both expert and non-expert users. Both systems presented in this
research are developed and tested using healthcare databases stored at ICES. Studies that
ascertain the effectiveness of these systems with different datasets and settings will help
us better understand the efficacy of these systems in the future.
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Appendices
Appendix A: List of databases held at ICES used for the development of SUNRISE
(an independent, non-profit, world-leading research organization that uses
population-based health and social data to produce knowledge on a broad range of
healthcare issues).
Data Source

Description

Study Purpose

Canadian Institute for
The Canadian Institute for Health Information Discharge Abstract Database

Health Information
Discharge Abstract
Database and National
Ambulatory Care

and National Ambulatory Care Reporting System collect diagnostic and

Cohort description,

procedural variables for inpatient stays and ED visits, respectively. Diagnostic

exposure, and outcome

and inpatient procedural coding use the 10th version of the Canadian Modified

estimation

International Classification of Disease system 10th Revision (after 2002).

Reporting System

Dynacare (formerly

Database that contains all outpatient laboratory test results from all Dynacare

known as Gamma-

laboratory locations across Ontario since 2002. Dynacare is one of the three

Outpatient laboratory

Dynacare Medical

largest laboratory providers in Ontario and contains records on over 59 million

tests

Laboratories)

tests each year.

Appendix B: Laboratory groups created by Eclat algorithm and their
corresponding XGBoost tunning parameters and AUROC
Group

Laboratory Tests in the Group

AUROC

max_depth

eta

subsample

min_child_weigth

gamma

1

SBC,SCr,SK,SNa

0.78

9

0.084

0.843

0

3

2

SBC,SCr,SNa

0.77

8

0.031

0.963

10

2

3

SBC,SK,SNa

0.66

3

0.178

0.724

7

4

4

SBC,SCr,SK

0.76

7

0.068

0.972

10

2

5

SBC,SCr

0.76

9

0.047

0.912

5

5

6

SBC,SK

0.61

3

0.286

0.96

0

5

7

SBC,SNa

0.66

6

0.178

0.77

0

3
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8

ACr,HGB,Pl,SCl,SCr,SK,SNa,WBC

0.81

7

0.16

0.989

5

3

9

ACr,Pl,SCl,SCr,SK,SNa,WBC

0.82

8

0.123

0.753

6

0

10

ACr,HGB,Pl,SCl,SK,SNa,WBC

0.76

3

0.268

0.721

4

3

11

ACr,HGB,Pl,SCl,SCr,SK,SNa

0.81

10

0.285

0.818

4

0

12

ACr,Pl,SCl,SCr,SK,SNa

0.81

8

0.196

0.785

0

2

13

ACr,HGB,Pl,SCl,SK,SNa

0.75

3

0.245

0.948

8

2

14

ACr,Pl,SCl,SK,SNa,WBC

0.75

4

0.295

0.741

1

5

15

ACr,HGB,SCl,SCr,SK,SNa,WBC

0.81

7

0.268

0.758

4

0

16

ACr,SCl,SCr,SK,SNa,WBC

0.81

6

0.209

0.819

9

0

17

ACr,HGB,SCl,SK,SNa,WBC

0.77

3

0.275

0.834

3

2

18

ACr,HGB,SCl,SCr,SK,SNa

0.81

9

0.279

0.948

0

2

19

ACr,SCl,SCr,SK,SNa

0.8

7

0.212

0.861

7

0

20

ACr,HGB,SCl,SK,SNa

0.75

3

0.286

0.96

0

5

21

ACr,SCl,SK,SNa,WBC

0.76

10

0.217

0.938

5

3

22

ACr,Pl,SCl,SK,SNa

0.74

7

0.231

0.766

2

5

23

ACr,HGB,Pl,SCl,SCr,SNa,WBC

0.81

8

0.274

0.856

3

4

24

ACr,Pl,SCl,SCr,SNa,WBC

0.81

10

0.269

0.718

0

1

25

ACr,HGB,Pl,SCl,SNa,WBC

0.76

9

0.188

0.925

7

4

26

ACr,HGB,Pl,SCl,SCr,SNa

0.81

7

0.268

0.95

1

2

27

ACr,Pl,SCl,SCr,SNa

0.8

7

0.284

0.728

5

4

28

ACr,HGB,Pl,SCl,SNa

0.74

3

0.279

0.714

7

3
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29

ACr,Pl,SCl,SNa,WBC

0.74

10

0.084

0.921

5

3

30

ACr,HGB,SCl,SCr,SNa,WBC

0.81

10

0.267

0.91

6

5

31

ACr,SCl,SCr,SNa,WBC

0.81

6

0.169

0.752

9

2

32

ACr,HGB,SCl,SNa,WBC

0.77

4

0.264

0.772

6

3

33

ACr,HGB,SCl,SCr,SNa

0.8

9

0.274

0.981

5

2

34

ACr,SCl,SCr,SNa

0.8

9

0.027

0.714

2

0

35

ACr,HGB,SCl,SNa

0.75

4

0.295

0.741

1

5

36

ACr,SCl,SNa,WBC

0.74

6

0.22

0.81

3

4

37

ACr,Pl,SCl,SNa

0.72

3

0.264

0.702

0

2

38

ACr,SCl,SK,SNa

0.73

5

0.282

0.818

9

5

39

ACr,HGB,Pl,SCl,SCr,SK,WBC

0.81

9

0.112

0.977

3

5

40

ACr,Pl,SCl,SCr,SK,WBC

0.81

6

0.23

0.7

9

4

41

ACr,HGB,Pl,SCl,SK,WBC

0.78

6

0.289

0.761

3

4

42

ACr,HGB,Pl,SCl,SCr,SK

0.81

10

0.192

0.729

0

3

43

ACr,Pl,SCl,SCr,SK

0.8

5

0.292

0.754

3

0

44

ACr,HGB,Pl,SCl,SK

0.75

3

0.279

0.714

7

3

45

ACr,Pl,SCl,SK,WBC

0.75

3

0.269

0.915

0

1

46

ACr,HGB,SCl,SCr,SK,WBC

0.8

10

0.284

0.93

7

4

47

ACr,SCl,SCr,SK,WBC

0.8

7

0.29

0.834

3

0

48

ACr,HGB,SCl,SK,WBC

0.76

3

0.291

0.998

6

0

49

ACr,HGB,SCl,SCr,SK

0.81

9

0.267

0.941

9

1
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50

ACr,SCl,SCr,SK

0.79

5

0.292

0.754

3

0

51

ACr,HGB,SCl,SK

0.75

3

0.271

0.863

7

1

52

ACr,SCl,SK,WBC

0.75

8

0.23

0.701

8

1

53

ACr,Pl,SCl,SK

0.74

4

0.295

0.741

1

5

54

ACr,HGB,Pl,SCl,SCr,WBC

0.81

10

0.248

0.991

9

0

55

ACr,Pl,SCl,SCr,WBC

0.8

8

0.234

0.831

1

4

56

ACr,HGB,Pl,SCl,WBC

0.77

4

0.29

0.926

4

3

57

ACr,HGB,Pl,SCl,SCr

0.8

9

0.208

0.929

3

1

58

ACr,Pl,SCl,SCr

0.79

9

0.277

0.718

1

2

59

ACr,HGB,Pl,SCl

0.75

3

0.284

0.764

8

1

60

ACr,Pl,SCl,WBC

0.74

5

0.28

0.956

5

2

61

ACr,HGB,SCl,SCr,WBC

0.8

7

0.27

0.765

4

3

62

ACr,SCl,SCr,WBC

0.8

5

0.257

0.805

2

4

63

ACr,HGB,SCl,WBC

0.76

3

0.265

0.898

6

1

64

ACr,HGB,SCl,SCr

0.8

10

0.191

0.728

0

3

65

ACr,SCl,SCr

0.8

8

0.298

0.987

4

3

66

ACr,HGB,SCl

0.74

3

0.221

0.833

8

2

67

ACr,SCl,WBC

0.73

5

0.293

0.73

4

2

68

ACr,Pl,SCl

0.73

6

0.215

0.888

8

5

69

ACr,SCl,SK

0.73

3

0.284

0.764

8

1

70

ACr,SCl,SNa

0.72

7

0.291

0.723

2

5

177

71

ACr,HGB,Pl,SCr,SK,SNa,WBC

0.83

6

0.294

0.912

2

0

72

ACr,Pl,SCr,SK,SNa,WBC

0.82

5

0.291

0.952

1

4

73

ACr,HGB,Pl,SK,SNa,WBC

0.77

4

0.287

0.771

6

0

74

ACr,HGB,Pl,SCr,SK,SNa

0.82

10

0.191

0.945

1

5

75

ACr,Pl,SCr,SK,SNa

0.82

6

0.25

0.763

5

5

76

ACr,HGB,Pl,SK,SNa

0.74

5

0.146

0.844

3

1

77

ACr,Pl,SK,SNa,WBC

0.75

5

0.238

0.92

6

4

78

ACr,HGB,SCr,SK,SNa,WBC

0.83

9

0.17

0.718

5

2

79

ACr,SCr,SK,SNa,WBC

0.83

10

0.175

0.76

5

5

80

ACr,HGB,SK,SNa,WBC

0.76

8

0.077

0.733

5

5

81

ACr,HGB,SCr,SK,SNa

0.81

4

0.276

0.923

2

2

82

ACr,SCr,SK,SNa

0.8

4

0.27

0.726

1

3

83

ACr,HGB,SK,SNa

0.75

4

0.228

0.945

7

0

84

ACr,SK,SNa,WBC

0.75

5

0.166

0.955

9

0

85

ACr,Pl,SK,SNa

0.72

4

0.201

0.784

0

4

86

ACr,HGB,Pl,SCr,SNa,WBC

0.82

7

0.278

0.927

2

4

87

ACr,Pl,SCr,SNa,WBC

0.83

7

0.27

0.765

4

3

88

ACr,HGB,Pl,SNa,WBC

0.76

3

0.278

0.988

0

1

89

ACr,HGB,Pl,SCr,SNa

0.82

10

0.187

0.891

4

5

90

ACr,Pl,SCr,SNa

0.81

3

0.219

0.823

8

0

91

ACr,HGB,Pl,SNa

0.74

3

0.095

0.855

3

4

178

92

ACr,Pl,SNa,WBC

0.74

6

0.289

0.79

9

5

93

ACr,HGB,SCr,SNa,WBC

0.82

9

0.277

0.948

10

4

94

ACr,SCr,SNa,WBC

0.83

8

0.141

0.714

10

1

95

ACr,HGB,SNa,WBC

0.76

4

0.173

0.773

6

4

96

ACr,HGB,SCr,SNa

0.82

7

0.278

0.927

2

4

97

ACr,SCr,SNa

0.81

3

0.297

0.988

9

5

98

ACr,HGB,SNa

0.74

4

0.043

0.725

1

4

99

ACr,SNa,WBC

0.74

5

0.216

0.799

1

3

100

ACr,Pl,SNa

0.71

3

0.265

0.898

6

1

101

ACr,SK,SNa

0.71

5

0.288

0.888

10

5

102

ACr,HGB,Pl,SCr,SK,WBC

0.83

10

0.206

0.828

9

2

103

ACr,Pl,SCr,SK,WBC

0.83

9

0.186

0.889

3

5

104

ACr,HGB,Pl,SK,WBC

0.77

7

0.231

0.766

2

5

105

ACr,HGB,Pl,SCr,SK

0.82

5

0.176

0.999

2

4

106

ACr,Pl,SCr,SK

0.82

5

0.213

0.719

6

3

107

ACr,HGB,Pl,SK

0.75

5

0.085

0.929

5

4

108

ACr,Pl,SK,WBC

0.75

3

0.278

0.988

0

1

109

ACr,HGB,SCr,SK,WBC

0.83

6

0.205

0.799

1

4

110

ACr,SCr,SK,WBC

0.83

5

0.236

0.755

1

4

111

ACr,HGB,SK,WBC

0.77

3

0.284

0.764

8

1

112

ACr,HGB,SCr,SK

0.82

10

0.191

0.945

1

5

179

113

ACr,SCr,SK

0.81

3

0.275

0.929

8

1

114

ACr,HGB,SK

0.74

4

0.028

0.828

9

5

115

ACr,SK,WBC

0.75

9

0.181

0.83

10

4

116

ACr,Pl,SK

0.72

5

0.238

0.92

6

4

117

ACr,HGB,Pl,SCr,WBC

0.82

8

0.249

0.812

6

3

118

ACr,Pl,SCr,WBC

0.82

10

0.284

0.94

6

4

119

ACr,HGB,Pl,WBC

0.76

7

0.284

0.728

5

4

120

ACr,HGB,Pl,SCr

0.82

10

0.193

0.81

4

4

121

ACr,Pl,SCr

0.81

3

0.275

0.834

3

2

122

ACr,HGB,Pl

0.74

4

0.201

0.717

10

4

123

ACr,Pl,WBC

0.73

5

0.248

0.888

0

2

124

ACr,HGB,SCr,WBC

0.81

4

0.276

0.923

2

2

125

ACr,SCr,WBC

0.82

7

0.291

0.723

2

5

126

ACr,HGB,WBC

0.75

4

0.145

0.746

9

5

127

ACr,HGB,SCr

0.82

5

0.281

0.715

10

1

128

ACr,SCr

0.81

4

0.264

0.772

6

3

129

ACr,HGB

0.74

8

0.134

0.717

0

5

130

ACr,WBC

0.73

7

0.269

0.871

8

4

131

ACr,Pl

0.71

3

0.291

0.812

5

2

132

ACr,SK

0.7

3

0.286

0.96

0

5

133

ACr,SNa

0.7

8

0.224

0.757

7

3

180

134

ACr,SCl

0.72

7

0.148

0.823

5

5

135

HGB,Pl,SCl,SCr,SK,SNa,WBC

0.8

6

0.289

0.761

3

4

136

Pl,SCl,SCr,SK,SNa,WBC

0.79

3

0.293

0.736

8

2

137

HGB,Pl,SCl,SK,SNa,WBC

0.74

9

0.28

0.788

5

5

138

HGB,Pl,SCl,SCr,SK,SNa

0.8

5

0.282

0.818

9

5

139

Pl,SCl,SCr,SK,SNa

0.79

5

0.229

0.717

7

5

140

HGB,Pl,SCl,SK,SNa

0.72

8

0.134

0.717

0

5

141

Pl,SCl,SK,SNa,WBC

0.66

8

0.265

0.953

1

5

142

HGB,SCl,SCr,SK,SNa,WBC

0.8

5

0.282

0.818

9

5

143

SCl,SCr,SK,SNa,WBC

0.78

5

0.168

0.731

0

3

144

HGB,SCl,SK,SNa,WBC

0.72

3

0.264

0.702

0

2

145

HGB,SCl,SCr,SK,SNa

0.8

7

0.203

0.775

7

4

146

SCl,SCr,SK,SNa

0.78

5

0.282

0.818

9

5

147

HGB,SCl,SK,SNa

0.71

7

0.269

0.814

3

5

148

SCl,SK,SNa,WBC

0.65

8

0.26

0.776

1

5

149

Pl,SCl,SK,SNa

0.65

9

0.223

0.949

8

3

150

HGB,Pl,SCl,SCr,SNa,WBC

0.8

9

0.153

0.754

10

5

151

Pl,SCl,SCr,SNa,WBC

0.78

6

0.197

0.925

4

3

152

HGB,Pl,SCl,SNa,WBC

0.73

5

0.271

0.878

3

0

153

HGB,Pl,SCl,SCr,SNa

0.79

4

0.26

0.721

0

3

154

Pl,SCl,SCr,SNa

0.78

4

0.253

0.806

4

4
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155

HGB,Pl,SCl,SNa

0.71

7

0.127

0.748

5

2

156

Pl,SCl,SNa,WBC

0.65

7

0.255

0.84

0

3

157

HGB,SCl,SCr,SNa,WBC

0.8

5

0.134

0.916

3

1

158

SCl,SCr,SNa,WBC

0.78

4

0.267

0.825

10

4

159

HGB,SCl,SNa,WBC

0.72

5

0.288

0.888

10

5

160

HGB,SCl,SCr,SNa

0.79

5

0.135

0.742

8

4

161

SCl,SCr,SNa

0.78

9

0.28

0.788

5

5

162

HGB,SCl,SNa

0.7

10

0.233

0.784

5

5

163

SCl,SNa,WBC

0.65

8

0.26

0.776

1

5

164

Pl,SCl,SNa

0.63

10

0.191

0.945

1

5

165

SCl,SK,SNa

0.64

6

0.267

0.868

1

1

166

HGB,Pl,SCl,SCr,SK,WBC

0.81

9

0.28

0.788

5

5

167

Pl,SCl,SCr,SK,WBC

0.79

6

0.289

0.79

9

5

168

HGB,Pl,SCl,SK,WBC

0.73

4

0.228

0.945

7

0

169

HGB,Pl,SCl,SCr,SK

0.8

7

0.278

0.927

2

4

170

Pl,SCl,SCr,SK

0.78

5

0.245

0.968

6

0

171

HGB,Pl,SCl,SK

0.71

6

0.133

0.806

7

4

172

Pl,SCl,SK,WBC

0.66

6

0.289

0.761

3

4

173

HGB,SCl,SCr,SK,WBC

0.8

5

0.194

0.79

6

4

174

SCl,SCr,SK,WBC

0.79

4

0.245

0.767

7

4

175

HGB,SCl,SK,WBC

0.72

3

0.241

0.714

9

2

182

176

HGB,SCl,SCr,SK

0.8

5

0.176

0.763

3

2

177

SCl,SCr,SK

0.78

7

0.164

0.743

6

5

178

HGB,SCl,SK

0.71

9

0.285

0.846

10

3

179

SCl,SK,WBC

0.64

7

0.261

0.732

0

2

180

Pl,SCl,SK

0.63

5

0.283

0.923

4

3

181

HGB,Pl,SCl,SCr,WBC

0.8

7

0.048

0.745

2

5

182

Pl,SCl,SCr,WBC

0.78

5

0.227

0.771

8

2

183

HGB,Pl,SCl,WBC

0.73

3

0.271

0.849

5

0

184

HGB,Pl,SCl,SCr

0.79

5

0.271

0.878

3

0

185

Pl,SCl,SCr

0.78

6

0.149

0.756

7

0

186

HGB,Pl,SCl

0.7

7

0.184

0.876

7

5

187

Pl,SCl,WBC

0.64

9

0.22

0.805

1

4

188

HGB,SCl,SCr,WBC

0.8

3

0.279

0.714

7

3

189

SCl,SCr,WBC

0.78

6

0.076

0.715

7

5

190

HGB,SCl,WBC

0.71

3

0.28

0.936

6

0

191

HGB,SCl,SCr

0.8

4

0.245

0.767

7

4

192

SCl,SCr

0.78

3

0.232

0.837

0

0

193

HGB,SCl

0.7

5

0.292

0.754

3

0

194

SCl,WBC

0.62

9

0.281

0.841

9

5

195

Pl,SCl

0.6

8

0.295

0.823

4

0

196

SCl,SK

0.61

9

0.277

0.948

10

4
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197

SCl,SNa

0.64

9

0.232

0.873

8

1

198

HGB,Pl,SCr,SK,SNa,WBC

0.8

7

0.219

0.969

1

5

199

Pl,SCr,SK,SNa,WBC

0.8

4

0.287

0.771

6

0

200

HGB,Pl,SK,SNa,WBC

0.73

8

0.134

0.717

0

5

201

HGB,Pl,SCr,SK,SNa

0.8

5

0.273

0.885

5

5

202

Pl,SCr,SK,SNa

0.79

8

0.058

0.713

0

4

203

HGB,Pl,SK,SNa

0.69

7

0.291

0.723

2

5

204

Pl,SK,SNa,WBC

0.66

5

0.27

0.847

0

5

205

HGB,SCr,SK,SNa,WBC

0.8

5

0.201

0.744

3

4

206

SCr,SK,SNa,WBC

0.79

4

0.201

0.784

0

4

207

HGB,SK,SNa,WBC

0.71

7

0.291

0.723

2

5

208

HGB,SCr,SK,SNa

0.8

5

0.288

0.888

10

5

209

SCr,SK,SNa

0.79

6

0.22

0.81

3

4

210

HGB,SK,SNa

0.69

9

0.257

0.768

7

5

211

SK,SNa,WBC

0.64

5

0.283

0.923

4

3

212

Pl,SK,SNa

0.64

6

0.285

0.994

2

3

213

HGB,Pl,SCr,SNa,WBC

0.8

3

0.291

0.812

5

2

214

Pl,SCr,SNa,WBC

0.79

3

0.291

0.812

5

2

215

HGB,Pl,SNa,WBC

0.71

5

0.258

0.846

6

2

216

HGB,Pl,SCr,SNa

0.8

4

0.26

0.721

0

3

217

Pl,SCr,SNa

0.79

5

0.194

0.79

6

4

184

218

HGB,Pl,SNa

0.69

7

0.206

0.732

4

4

219

Pl,SNa,WBC

0.64

4

0.287

0.771

6

0

220

HGB,SCr,SNa,WBC

0.8

6

0.164

0.878

3

5

221

SCr,SNa,WBC

0.79

4

0.297

0.774

5

2

222

HGB,SNa,WBC

0.7

7

0.164

0.743

6

5

223

HGB,SCr,SNa

0.79

4

0.198

0.856

3

5

224

SCr,SNa

0.79

3

0.165

0.726

9

3

225

HGB,SNa

0.68

8

0.26

0.776

1

5

226

SNa,WBC

0.61

9

0.299

0.746

10

3

227

Pl,SNa

0.61

9

0.194

0.951

7

4

228

SK,SNa

0.63

5

0.283

0.923

4

3

229

HGB,Pl,SCr,SK,WBC

0.8

9

0.103

0.817

4

5

230

Pl,SCr,SK,WBC

0.8

4

0.201

0.717

10

4

231

HGB,Pl,SK,WBC

0.72

7

0.255

0.84

0

3

232

HGB,Pl,SCr,SK

0.8

5

0.245

0.968

6

0

233

Pl,SCr,SK

0.79

8

0.208

0.955

6

5

234

HGB,Pl,SK

0.69

9

0.159

0.953

10

5

235

Pl,SK,WBC

0.66

5

0.166

0.782

3

4

236

HGB,SCr,SK,WBC

0.8

7

0.106

0.776

0

2

237

SCr,SK,WBC

0.79

5

0.248

0.888

0

2

238

HGB,SK,WBC

0.7

5

0.291

0.952

1

4

185

239

HGB,SCr,SK

0.8

6

0.289

0.761

3

4

240

SCr,SK

0.79

6

0.081

0.787

8

3

241

HGB,SK

0.68

8

0.277

0.921

4

0

242

SK,WBC

0.64

9

0.11

0.738

10

5

243

Pl,SK

0.63

9

0.197

0.889

2

5

244

HGB,Pl,SCr,WBC

0.8

5

0.227

0.771

8

2

245

Pl,SCr,WBC

0.79

4

0.179

0.708

8

5

246

HGB,Pl,WBC

0.71

4

0.198

0.856

3

5

247

HGB,Pl,SCr

0.79

3

0.019

0.702

2

2

248

Pl,SCr

0.79

5

0.177

0.988

4

5

249

HGB,Pl

0.68

7

0.189

0.723

8

2

250

Pl,WBC

0.63

3

0.196

0.748

1

0

251

HGB,SCr,WBC

0.8

4

0.228

0.945

7

0

252

SCr,WBC

0.79

4

0.264

0.772

6

3

253

HGB,WBC

0.7

5

0.05

0.888

10

1

254

HGB,SCr

0.79

7

0.026

0.989

8

5

255

SCr

0.79

10

0.205

0.967

8

4

256

HGB

0.67

8

0.272

0.765

0

0

257

WBC

0.6

8

0.23

0.701

8

1

258

Pl

0.56

8

0.286

0.967

3

2

259

SK

0.62

9

0.259

0.704

1

0

186

260

SNa

0.59

6

0.133

0.855

0

0

261

SCl

0.6

10

0.048

0.797

10

4

262

ACr

0.7

5

0.163

0.872

3

3

263

SBC

0.62

3

0.144

0.91

10

4

Appendix C: List of databases held at ICES used for the development of
VERONICA
Data Source
Canadian Institute
for Health
Information
Discharge Abstract
Database and
National
Ambulatory Care
Reporting System

Description

Study Purpose

The Canadian Institute for Health Information Discharge
Abstract Database and National Ambulatory Care Reporting

Cohort creation,

System collect diagnostic and procedural variables for

description,

inpatient stays and ED visits, respectively. Diagnostic and

exposure, and

inpatient procedural coding use the 10th version of the

outcome

Canadian Modified International Classification of Disease

estimation

system 10th Revision (after 2002).

The Ontario Drug Benefits database includes a wide range of
Ontario Drug

outpatient prescription medications available to all Ontario

Benefits

citizens over the age of 65. The error rate in the Ontario Drug
Benefits database is less than 1%.

Medication
prescriptions,
description, and
exposure

The Registered Persons Database captures demographic (sex,
date of birth, postal code) and vital status information on all
Registered Persons

Ontario residents. Relative to the Canadian Institute for

Database

Health Information Discharge Abstract Database in-hospital
death flag, the Registered Persons Database has a sensitivity

Cohort creation,
description, and
exposure

of 94% and a positive predictive value of 100%.
The Ontario Health Insurance Plan database contains
Ontario Health

information on Ontario physician billing claims for medical

Insurance Plan

services using fee and diagnosis codes outlined in the Ontario
Health Insurance Plan Schedule of Benefits. These codes

Cohort creation,
stratification,
description,

187

capture information on outpatient, inpatient, and laboratory

exposure, and

services rendered to a patient.

outcome

Appendix D: Coding definitions for comorbid conditions.
Variable

Database

Code
International
Classification of
Diseases 9th

Canadian Institute

Revision

Set Code

150, 154, 155, 157, 162, 174, 175,
185, 203, 204, 205, 206, 207, 208,
2303, 2304, 2307, 2330, 2312, 2334

for Health
971, 980, 982, 984, 985, 986, 987,

Information
Major cancer

Discharge Abstract

International

988, 989, 990, 991, 993, C15, C18,

Database

Classification of

C19, C20, C22, C25, C34, C50, C56,

Diseases 10th

C61, C82, C83, C85, C91, C92, C93,

Revision

C94, C95, D00, D010, D011, D012,
D022, D075, D05

Ontario Health
Insurance Plan

Diagnosis

International
Classification of
Canadian Institute
for Health

Diseases 9th
Revision

Information
Chronic liver

Discharge Abstract

International

disease

Database

Classification of
Diseases 10th
Revision

Ontario Health
Insurance Plan

203, 204, 205, 206, 207, 208, 150,
154, 155, 157, 162, 174, 175, 183, 185

4561, 4562, 070, 5722, 5723, 5724,
5728, 573, 7824, V026, 571, 2750,
2751, 7891, 7895

B16, B17, B18, B19, I85, R17, R18,
R160, R162, B942, Z225, E831,
E830, K70, K713, K714, K715, K717,
K721, K729, K73, K74, K753, K754,
K758, K759, K76, K77

Diagnosis

571, 573, 070

Fee code

Z551, Z554

188

Canadian
Classification of
Diagnostic,
Therapeutic and

4801, 4802, 4803, 4804, 4805, 481,
482, 483

Surgical Procedures
Canadian
Canadian Institute

Classification of

for Health

Health Interventions

1IJ50, 1IJ76

Information
Coronary artery

Discharge Abstract

International

disease

Database

Classification of

(excluding

Diseases 9th

angina)

Revision

412, 410, 411

International
Classification of
Diseases 10th

I21, I22, Z955, T822

Revision
Diagnosis

410, 412

Ontario Health
Insurance Plan

Fee code

R741, R742, R743, G298, E646,
E651, E652, E654, E655, Z434, Z448

International
Classification of
Canadian Institute

Diseases 9th

for Health

Revision

250

Information
Diabetes

Discharge Abstract

International

Database

Classification of
Diseases 10th

E10, E11, E13, E14

Revision

Ontario Health
Insurance Plan

Diagnosis

250

Fee code

Q040, K029, K030, K045, K046

189

Canadian
Classification of
Diagnostic,

4961, 4962, 4963, 4964

Therapeutic and
Surgical Procedures
Canadian
Canadian Institute

Classification of

for Health

Health Interventions

1HP53, 1HP55, 1HZ53GRFR,
1HZ53LAFR, 1HZ53SYFR

Information
Heart failure

Discharge Abstract

International

Database

Classification of
Diseases 9th

I500, I501, I509, I255, J81

Revision
International
Classification of
Diseases 10th

I21, I22, Z955, T822

Revision

Ontario Health
Insurance Plan

Diagnosis

428

Fee code

R701, R702, Z429

International
Classification of
Canadian Institute

Diseases 9th

for Health

Revision

401, 402, 403, 404, 405

Information
Hypertension

Discharge Abstract

International

Database

Classification of
Diseases 10th

I10, I11, I12, I13, I15

Revision
Ontario Health
Insurance Plan

Diagnosis

401, 402, 403

190

International
Classification of

Kidney stones

Canadian Institute

Diseases 9th

for Health

Revision

5920, 5921, 5929, 5940, 5941, 5942,
5948, 5949, 27411

Information
Discharge Abstract

International

Database

Classification of

N200, N201, N202, N209, N210,

Diseases 10th

N211, N218, N219, N220, N228

Revision
Canadian
Classification of
Diagnostic,
Therapeutic and

5125, 5129, 5014, 5016, 5018, 5028,
5038, 5126, 5159

Surgical Procedures

Canadian
Canadian Institute

Classification of

for Health

Health Interventions

Information
Discharge Abstract
Database
Peripheral

1KG57, 1KG76MI, 1KG87,
1IA87LA, 1IB87LA, 1IC87LA,
1ID87LA, 1KA87LA, 1KE57

International
Classification of
Diseases 9th

vascular disease

1KA76, 1KA50, 1KE76, 1KG50,

4402, 4408, 4409, 5571, 4439, 444

Revision
International
Classification of
Diseases 10th

I700, I702, I708, I709, I731, I738,
I739, K551

Revision
R787, R780, R797, R804, R809,
R875, R815, R936, R783, R784,
Ontario Health
Insurance Plan

Fee code

R785, E626, R814, R786, R937,
R860, R861, R855, R856, R933,
R934, R791, E672, R794, R813,
R867, E649

191

International
Classification of
Cerebrovascular
disease (stroke
or transient
ischemic attack)

Diseases 9th

Canadian Institute

430, 431, 432, 4340, 4341, 4349, 435,
436, 3623

Revision

for Health
Information
Discharge Abstract

International

Database

Classification of
Diseases 10th
Revision

I62, I630, I631, I632, I633, I634,
I635, I638, I639, I64, H341, I600,
I601, I602, I603, I604, I605, I606,
I607, I609, I61, G450, G451, G452,
G453, G458, G459, H340

International
Classification of
Canadian Institute

Diseases 9th

for Health

Revision

4030, 4031, 4039, 4040, 4041, 4049,
585, 586, 5888, 5889, 2504

Information
Chronic kidney

Discharge Abstract

International

disease

Database

Classification of
Diseases 10th

E102, E112, E132, E142, I12, I13,
N08, N18, N19

Revision
Ontario Health

Diagnosis

Insurance Plan

403, 585

Appendix E: Diagnostic codes for health care utilization characteristics.
Variable

Database

Code

A001, A003, A004, A005, A006, A007, A008, A900,

Family
physician visit

Set Code

Ontario Health

Fee

Insurance Plan

code

A901, A905, A911, A912, A967, K131, K132, K140,
K141, K142, K143, K144, W003, W008, W121

Appendix F: Diagnostic codes for exclusion criteria.
Variable

Database

Code Set

Code

192

Canadian
Classification of
Diagnostic,
Therapeutic and

5127, 5142, 5143, 5195, 6698

Surgical
Procedures
Canadian
Institute for
Health
Information

Canadian
Classification of
Health

1PZ21, 1OT53DATS, 1OT53HATS,
1OT53LATS, 1SY55LAFT, 7SC59QD, 1KY76,
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