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This paper reports the application of near infrared (NIR) spectroscopy and pattern recognition methods to rapid and automatic
discrimination of the genotypes (parent, transgenic, and parent-transgenic hybrid) of cotton plants. Diﬀuse reﬂectance NIR
spectra of representative cotton seeds (n = 120) and leaves (n = 123) were measured in the range of 4000–12000cm−1.A
practical problem when developing classiﬁcation models is the degradation and even breakdown of models caused by outliers.
Considering the high-dimensional nature and uncertainty of potential spectral outliers, robust principal component analysis
(rPCA) was applied to each separate sample group to detect and exclude outliers. The inﬂuence of diﬀerent data preprocessing
methods on model prediction performance was also investigated. The results demonstrate that rPCA can eﬀectively detect outliers
andmaintaintheeﬃciencyofdiscriminantanalysis.Moreover,theclassiﬁcationaccuracycanbesigniﬁcantlyimprovedbysecond-
orderderivativeandstandardnormalvariate(SNV).Thebestpartialleastsquaresdiscriminantanalysis(PLSDA)modelsobtained
total classiﬁcation accuracy of 100% and 97.6% for seeds and leaves, respectively.
1.Introduction
Cotton is an economically important plant grown world-
wide as a principal source of staple ﬁber and vegetable oil.
A great deal of eﬀort has been made to improve cotton
cultivation and characteristics by genetic engineering [1],
such as adapting advantageous varieties to new geographical
areas, increasing protein and oil contents of seeds [2],
recovering more fertile varieties, and developing disease and
insect resistance [3]. Although widely cultivated, transgenic
plants have aroused wide concern among the public [4–6],
including the transfer of the introduced genes to wild
plants and nontransgenic plants, the indirect eﬀects of the
transgenic crops on the environment, modiﬁcation of the
biodiversity of wildlife, unpredicted harmful changes in food
products, and so on. Therefore, there is an increasing de-
mand for monitoring and verifying the presence and the
amount of genetically modiﬁed organisms (GMOs) in agri-
cultural crops and in products derived [7, 8].
Toperformatransgenicanalysis,aprimaryandbasictask
is to identify the existence of certain genotype. The currently
used methods for transgenic product identiﬁcation include
protein-based methods [9], DNA-based methods [10], mi-
croscopy, spectroscopy, and chromatography [1, 11]. The ra-
tionale behind NIR transgenic analysis is the spectral ab-
sorbance of molecular bonds such as C–H, C–N, and C–O
that is related to the phenotypic changes (expression level)
caused by genotypic changes. Then, chemometric methods
are used to extract detailed information concerning sample
genotypes. For transgenic identiﬁcation, some advantages
make NIR spectroscopy a useful alternative tool to biological
analytical methods: (1) no or less sample preparation, (2) re-
duced analysis time and cost, (3) simultaneous characteriza-
tionofmultiplecomponentsinﬂuencedbygenotype,and(4)
feasibility of online analysis [12]. However, compared with
biological analysis methods, NIR-transgenic analysis also
suﬀers some disadvantages. Firstly, due to the baseline, low
signal-to-noise ratio (SNR) and the natural weak absorbance
of some components, the sensitivity of NIR analysis is much
lower. To increase the analytical sensitivity, proper data-pre-
processing methods, such as smoothing [13], taking deriva-
tives [13], and standard normal variate (SNV) [14], are2 Journal of Analytical Methods in Chemistry
Table 1: Analyzed cotton plants.
Objects Acquisition time Plantation Genotype Sample size
Seeds
2010.9
2010.9
2010.9
Zhejiang University
Zhejiang University
Zhejiang University
Parent 222
Transgenic 07-19
Hybrid 08-6
41
40
40
Leaves
2011.10
2011.10
2011.10
China Jiliang University
China Jiliang University
China Jiliang University
Parent 222
Transgenic 07-19
Hybrid 08-6
41
36
45
required to remove background, improve SNR, and enhance
spectral resolution. Another practical problem is the exis-
tence of outliers which would degrade or spoil the classi-
ﬁcation models. Considering the multivariate nature and
uncertainty of potential spectral outliers, it is important to
detect and exclude the real outliers before any chemometric
models are developed.
The aim of this paper is to develop a rapid, accurate, and
robust method for genotype analysis of cotton plants (pa-
rent, transgenic, and parent-transgenic hybrid) by near in-
frared (NIR) spectroscopy and robust partial least squares
discriminant analysis (PLSDA) [15] methods. To tackle the
problem of outliers, robust principal component analysis
(rPCA)[16]wasappliedtoeachseparatesamplegrouptode-
tect and exclude the measured outliers. The inﬂuence of dif-
ferent data-preprocessing methods on model prediction per-
formance was also investigated.
2.Experimentaland Methods
2.1. Sample Collection and NIR Spectra Acquisition. The cot-
ton plants of three diﬀerent genotypes including parent,
transgenic,andparent-transgenichybridwerecollectedfrom
twoplantationsasshowninTable 1.Thetransgenewasmod-
iﬁed with Bt toxins inserted into the nuclear genome. All the
leave samples were 3-lobed ones from the top of the plants.
The collected leaves were cleaned with water and dried at
60◦C for 24 hours before grinding. For seed collection, im-
mature and deﬁcient seeds were manually excluded. Both
leaves and seeds were then ground into powders and ﬁnally
sifted through a 0.45mm sieve.
NIR spectra were collected using a TENSOR37 Fourier
Transform NIR spectrometer (Bruker, Ettlingen, Germany)
in the wavelength range of 4000–12000cm−1.F o re a c hs a m -
ple, 32 scans were performed with a resolution of 8cm−1 at
25◦C using OPUS6.5 software. An increase in scanning time
didnotsigniﬁcantlyimprovethesignal.Theaverageofthe32
scans was used as a raw spectrum for further data analysis.
2.2. Outliers Detection by rPCA. Detection of NIR spectral
outliersisfarfromatrivialtaskforsomereasons.Firstly,NIR
spectra are of multivariate nature; for example, a spectrum
can have more than one thousand analytical channels, while
the size of training set is usually less than 100. Therefore, in
the case of “large p,s m a l ln”p r o b l e m ,s u ﬃcient description
of the multivariate sample distribution usually requires
dimension reduction of the measured data by latent-variable
methods, such as PCA. Moreover, when performing outlier
detection, the masking eﬀects of multiple outliers need to
be considered, so robust class models resistant to outliers are
required.
Robust principal component analysis (rPCA) was based
on robust estimators of principal components (PCs) and the
resulted projection distances and residuals. Hubert et al. [17]
proposedanimprovedversionofrPCAalgorithm,whichwas
numericallymorestableforhigh-dimensionaldataandcom-
putationally eﬀective. In rPCA, score distance (SD) is deﬁn-
ed as the sample distance from the data center in PC space
and orthogonal distance (OD) as a measure of the PC pro-
jection residual. An object can be classiﬁed into one of the
following four groups in terms of OD and SD: good PCA-
leverage points (with large SD and small OD), orthogonal
outliers (with small SD and large OD), bad PCA-leverage
points (with large SD and large OD), and regular objects
(with small SD and small OD).
2.3. PLSDA. Since PLS is a commonly used method in
chemometrics, here only a brief introduction to multiclass
PLSDA is presented. The training NIR spectral set can be
arranged in an N × p matrix X containing the absorbance
measurementsat pwavelengthsforN samples.Formulticlass
problems, N denotes the total size of all the B (in this paper,
B = 3) diﬀerent classes. A response matrix Y(N ×B)i sc o n -
structed containing the category variables of each sample in
X, where each row vector in Y indicates the class of a sample.
If a sample belongs to class i(i = 1:B), then the ith element
of its response variable is assigned a value of 1 and otherwise
0. Then B PLS models can be developed to ﬁt each column
of Y using X. For prediction, an unknown object is classiﬁed
into class j(j = 1:B) when the jth element of its predicted
response vector is the nearest to 1.
2.4.ModelValidationandEvaluation. For PLSDA, an impor-
tant problem is to select the number of latent components or
determine the model complexity. Including too many latent
variables would lead to an unnecessarily complicated model
that tends to overﬁtting, while selecting too few components
would lose useful data information and fail to classify the
samples suﬃciently. Therefore, an improved cross-validation
algorithm, Monte Carlo cross-validation (MCCV) [18], was
used for this purpose. By multiple resampling and leaving
out a higher percent of training samples for prediction,
MCCV has been proved to be a reliable method to estimate
model complexity and can reduce the risk of overﬁtting ef-
fectively. The RMSEMCCV (root mean square errors of
MCCV) values with diﬀerent model complexity were calcu-
latedandthentestedwithawell-establishedF-testprocedureJournal of Analytical Methods in Chemistry 3
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Figure 1: Some of the raw NIR spectra of cotton leaves (a) and seeds (b). The genotypes were (1) parent 222, (2) transgenic 07-19, and (3)
hybrid 08-6.
[19, 20]. To avoid selecting too many latent variables, this
F-test procedure determines model complexity as obtaining
an RMSEMCCV not signiﬁcantly higher than the lowest
RMSEMCCV with least model complexity.
To evaluate the performance of discriminant models,
sensitivity and speciﬁcity of prediction set for each genotype
were calculated as follows:
Sens. =
TP
TP+FN
,S p e c . =
TN
TN+FP
, (1)
where TP, FN, TN, and FP denote the numbers of true posi-
tives, false negatives, true negatives, and false positives, resp-
ectively.
All the data analysis was performed on MATLAB 7.0.1
(Mathworks, Sherborn, MA).
3. Results andDiscussion
Someofthemeasuredspectraofcottonseedsandleavesfrom
three diﬀerent genotypes are shown in Figure 1. The interval
between 12000cm−1 and 10000cm−1 is contaminated with
signiﬁcant noise and was excluded from data analysis. Seen
from Figure 1, for both seeds and leaves, the spectra of
three genotypes assume very similar absorbance bands and
the data are characterized by low absorbance and baseline.
Therefore, proper data preprocessing methods were required
to reduce various undesirable factors in the raw data. Figures
2 and 3 show the preprocessed spectra obtained by smooth-
ing and taking second-order derivative and SNV transfor-
mation for leaves and seeds, respectively. Smoothed spectra
seem to have an improved SNR at the cost of losing some
detailed information. Second derivative can eﬀectively im-
prove resolution but has a degraded SNR. From Figure 3,
itis very obvious the detailed information around7200cm−1
in second-order derivative spectra is very useful for classiﬁ-
cation.
Outlier detection was performed based on rPCA of the
raw spectral data at a signiﬁcance level of 0.05. Because each
genotype has a diﬀerent sample distribution, rPCA was per-
formed on each of the genotype. To demonstrate the outlier
diagnosis, Figure 4 demonstrates the rPCA plots of the tran-
sgenic cotton leaves. 10 components account for 85.77% of
the total variances and more components can not decrease
the robust cross-validation PRESS (prediction sum of squa-
res) value signiﬁcantly; therefore, 10 components were selec-
ted. Seen from Figure 4(b), sample 13 was detected as ortho-
gonal outliers and samples 22 and 35 as good PCA-leverage
points. To select a representative set covering a wide range of
samples, only bad PCA-leverage points and orthogonal out-
liers were excluded and good PCA-leverage samples were re-
tained. The outlier diagnosis results for three genotypes of
l e a v e sa n ds e e d sa r es u m m a r i z e di nTable 2.
To select representative training and test sets for model
training and validation, K-S algorithm [21] was used to split
the samples into a training set and a test set. The K-S algo-
rithm selects the set of training samples that covers the over-
all sample domain based on their distance (Euclidean dis-
tance) from each other. Because the distributions of diﬀerent
g e n o t y p e sw e r ed i ﬀerent, K-S algorithm was performed on
each subclass and then the obtained samples were combined
to form a training set and test set. Table 3 demonstrates the
splitting of training and test sets with outliers waded.
With diﬀerent preprocessing methods, PLSDA models
were developed. The sampling time of MCCV was 100 and
the signiﬁcance level of the F-test was set to be 0.25 as pro-
posed. The prediction results of test set are summarized in
Table 4. Seen from Table 4, second derivative and SNV spec-
tra obtained improved prediction accuracy compared with
raw and smoothed spectra. For cotton seeds, second-order
spectra can correctly classify all the test samples and SNV
spectrahadjustoneobjectwronglypredicted.Forleavesam-
ples, both second-order derivative and SNV spectra had4 Journal of Analytical Methods in Chemistry
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Figure 2: Some of the NIR spectra of cotton leaves preprocessed by (a) smoothing, (b) second-order derivative, and (c) SNV. The genotypes
were (1) parent 222, (2) transgenic 07-19, and (3) hybrid 08-6.
Table 2: Results of outlier diagnosis.
Objects Genotype Orthogonal outliers Bad PCA leverages Final data sizes
Seeds
Parent 222
Transgenic 07-19
Hybrid 08-6
16,19
13,21,30,33
14,19,25
1
—
—
38
36
37
Leaves
Parent 222
Transgenic 07-19
Hybrid 08-6
34
13
5,29
9
—
—
39
35
43
Table 3: Splitting of data with outliers waded into training and test sets.
Objects Genotype Clean data size Splitting (training/test) Total (training/test)
Seeds
Parent 222
Transgenic 07-19
Hybrid 08-6
38
36
37
25/13
25/11
25/12
75/36
Leaves
Parent 222
Transgenic 07-19
Hybrid 08-6
39
35
43
25/14
25/10
25/18
75/42Journal of Analytical Methods in Chemistry 5
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Figure 3: Some of the NIR spectra of cotton seeds preprocessed by (a) smoothing, (b) second-order derivative, and (c) SNV. The genotypes
were (1) parent 222, (2) transgenic 07-19, and (3) hybrid 08-6.
Table 4:Classiﬁcationresultsoftestsetwithdiﬀerentpreprocessing
methods.
Objects Preprocessing Wrongly classiﬁed Total accuracy
Seeds
Raw 5 86.1%
Smoothing 3 91.7%
2nd derivative 0 100.0%
SNV 1 97.2%
Leaves
Raw 4 90.5%
Smoothing 7 83.3%
2nd derivative 1 97.6%
SNV 1 97.6%
one sample wrongly predicted. The eﬀects of second-order
derivative spectra on classiﬁcation can be also seen from
Figure 3(b), where the three genotypes can be clearly distin-
guished from the naked eye by some detailed high-frequency
information.Comparedwiththerawdata,smoothedspectra
cannot improve classiﬁcation accuracy, which might be
attributed to the loss of high-frequency spectral information
[22].
4. Conclusions
Rapid and accurate discrimination of three diﬀerent geno-
types of cotton plants were developed by NIR analysis of
leaves and seeds. The best models obtained total classiﬁ-
cation accuracy of 100% and 97.6% for seeds and leaves,
respectively. In order to tackle the problem of spectral
outliers, robust PCA models were applied to each subclass
and were proved to be very eﬀective. SNV and second-order6 Journal of Analytical Methods in Chemistry
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Figure 4: Robust PCA outlier diagnosis of the transgenic cotton leaves based on raw spectra.
derivative can signiﬁcantly improve the classiﬁcation accu-
racy by removing background and baseline and enhancing
resolution. Spectral smoothing can not improve prediction
performance due to the possible loss of high-frequency in-
formation.Theresultsalsodemonstratetheremovalofback-
ground and baseline plays a more important role than en-
hancing signal SNR for classiﬁcation.
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