Contrastive Structured Anomaly Detection for Gaussian Graphical Models by Maurya, Abhinav & Cheung, Mark
Contrastive Structured Anomaly Detection for Gaussian Graphical Models
Abhinav Maurya AMAURYA@ANDREW.CMU.EDU
Department of Information Systems, Carnegie Mellon University, Pittsburgh, PA – 15213
Mark Cheung MARKCHEU@ANDREW.CMU.EDU
Department of Electrical and Computer Engineering, Carnegie Mellon University, Pittsburgh PA – 15213
Abstract
Gaussian graphical models (GGMs) are proba-
bilistic tools of choice for analyzing conditional
dependencies between variables in complex sys-
tems. Finding changepoints in the structural evo-
lution of a GGM is therefore essential to detect-
ing anomalies in the underlying system modeled
by the GGM. In order to detect structural anoma-
lies in a GGM, we consider the problem of es-
timating changes in the precision matrix of the
corresponding Gaussian distribution. We take
a two-step approach to solving this problem:-
(i) estimating a background precision matrix us-
ing system observations from the past without
any anomalies, and (ii) estimating a foreground
precision matrix using a sliding temporal win-
dow during anomaly monitoring. Our primary
contribution is in estimating the foreground pre-
cision using a novel contrastive inverse covari-
ance estimation procedure. In order to accurately
learn only the structural changes to the GGM, we
maximize a penalized log-likelihood where the
penalty is the l1 norm of difference between the
foreground precision being estimated and the al-
ready learned background precision. We mod-
ify the alternating direction method of multipli-
ers (ADMM) algorithm for sparse inverse co-
variance estimation to perform contrastive esti-
mation of the foreground precision matrix. Our
results on simulated GGM data show significant
improvement in precision and recall for detect-
ing structural changes to the GGM, compared to
a non-contrastive sliding window baseline.
Preliminary work. Under review by the International Conference
on Machine Learning (ICML) workshop on Anomaly Detection
(2016). Do not distribute.
1. Introduction
Gaussian graphical models (GGMs) have been widely ap-
plied as probabilistic models for analyzing conditional de-
pendencies between variables in complex systems such as
gene regulatory networks (Dobra et al., 2004) and flight
planning systems (Liu & Willsky, 2013). The structure of
a GGM is encoded in the inverse covariance matrix, also
known as the precision matrix. The zero entries of the pre-
cision matrix correspond to pairs of features that are con-
ditionally independent given the rest of the graph. Thus,
estimation of the precision matrix can be thought of as es-
timating the topology of a Gaussian MRF (Koller & Fried-
man, 2009). This estimation can be performed using sev-
eral methods such as selection procedure (Scheinberg et al.,
2010) and graphical lasso (Yuan & Lin, 2007). Given the
feature observations, a estimated sparse precision matrix
can be used to uncover relationships between the features.
However, GGMs model stationary processes and tempo-
ral extensions to GGM focus on modeling the smoothly
evolving nature of dynamic processes, not on anomaly de-
tection. An example of such temporal modeling is (Ko-
lar et al., 2010) which employs a sliding window approach
based on a semi-parametric class of models to estimate the
graph structure locally. Real-time analysis for structural
anomaly detection in GGMs is useful in a wide variety of
applications such as detecting organizational process dis-
ruption, detecting vulnerabilities, and modeling gene regu-
lation anomalies that cause diseases.
Another approach to anomaly detection would be to treat
anomaly detection as a two-class modeling problem using
joint graphical lasso (Danaher et al., 2014; Yuan & Lin,
2007; Hoefling, 2010). The background and foreground
precision matrices could then be simultaneously estimated
using a joint convex optimization problem. However, if the
structural change is localized or its effect is subtle, a penal-
ized log-likelihood maximization using the joint graphical
lasso will capture the background structure in both the esti-
mated precision matrices and treat the structural change as
statistical noise to best explain the observed dataset.
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2. Contrastive Structured Anomaly Detection
We detect sudden structural changes that may occur in
Gaussian graphical models (GGMs). In the data modeling
phase, we use background data from the past that has been
identified to not contain any anomalies, to learn a GGM
that describes the structural relationships between the ran-
dom variables in the background data-generating process.
In the anomaly monitoring phase, we move a sliding win-
dow over newly arriving data and perform detection within
each window. Given a set of new observations of the ran-
dom variables within a window i.e. foreground datapoints,
we intend to learn the minimum structural changes in the
background graphical model that can explain the new set
of observations. Hence, we call our algorithm Contrastive
Structured Anomaly Detection (CSAD) for Gaussian graph-
ical model.
We can accomplish our goal by solving the graphical lasso
optimization problem via penalizing the resulting fore-
ground graphical model to be as close as possible in struc-
ture to the background graphical model. For very high val-
ues of penalization, we expect to see a foreground graph-
ical model that is structurally identical to the background
graphical model. As we reduce the penalization, we expect
to see the most statistically significant structural changes
to the foreground graphical model that explain the resul-
tant foreground data. This method of finding structural
changes can be advantageous when we have huge amounts
of background data but the number of foreground observa-
tions is small compared to the dimensionality of the graph-
ical model, and we expect localized structural changes to
occur in the graphical model in response to an event.
Since the graphical lasso optimization is a semi-definite
program, we solve the resulting optimization problem in
a scalable fashion by using a distributed optimization al-
gorithm called alternating direction method of multipliers
(ADMM).
2.1. Optimization Problem
Using background data, we estimate a GGM precision ma-
trix Θb that describes the structural relationships between
the covariates (Boyd et al., 2011). Given a set of new obser-
vations, we can learn the structural changes by contrasting
it with the background precision matrix via penalized log
likelihood maximization:
arg min
Θ0
{trace(SΘ)− log det(Θ) + λ||Θ−Θb||1} (1)
Here, S is the empirical covariance matrix, Θb is the back-
ground precision matrix and Θ is the foreground precision
matrix that we want to learn to detect structural changes in
the underlying graphical model. For small n, the optimiza-
tion problem is feasible since the MLE is tractable.
The augmented Lagrangian of the problem is as follows:
Lρ(Θ, Z, U) = trace(SΘ)− log det(Θ)
+ λ||Z −Θb||1
+
ρ
2
||Θ− Z + U ||2F
(2)
where ρ is the penalty parameter for the inequality between
Θ and Z, λ is the lasso regularization parameter, and ||∗||F
is the Frobenius norm, the square root of the sum of squares
of a matrix’s entries.
2.2. Optimization Algorithm
We solve the optimization problem by alternatively opti-
mizing over Θ, Z, and U (Boyd et al., 2011).
We can minimize the objective over Θ using the first-order
optimality condition for the gradient:
S −Θ−1 + ρ(Θ− Zn + Un) = 0 (3)
∴ ρΘ−Θ−1 = ρ(Zn − Un)− S (4)
Taking the eigenvalue decomposition of ρ(Zn − Un) − S
as QΛQT :
ρΘ−Θ−1 = QΛQT (5)
∴ ρΘ˜− Θ˜−1 = Λ (6)
where Θ = QΘ˜QT
We solve for a diagonal solution of Θ˜ using the quadratic
formula:
Θ˜ii =
λi +
√
λ2i + 4ρ
2ρ
(7)
where λi is the ith diagonal value of Λ. The computational
cost of updating Θ is thus an eigenvalue decomposition of
a symmetric matrix.
The minimization involving Z can be accomplished using
elementwise soft-thresholding:
Zn+1ij = Sλρ
(Θn+1ij + U
n+1
ij −Θbij) (8)
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Finally, we update U to its new value as follows:
Un+1 = Θn+1 − Zn+1 + Un (9)
We summarize the ADMM procedure in algorithm (1).
Algorithm 1 ADMM Algorithm for CSAD
procedure ADMM(S,Θb, λ, ρ)
n = size(S)
Θ1, Z1, U1 = zeros(n)
for n = 1..max iterations do
Θn+1 = arg minΘ trace(SΘ)
− log det(Θ) + ρ2 ||Θ− Zn + Un||2F
Zn+1 = arg minZ λ||Z −Θb||1
+ρ2 ||Θn+1 − Z + Un||2F
Un+1 = Θn+1 − Zn+1 + Un
return Θn+1
3. Experimental Setup and Results
We simulated a 100-dimensional sparse positive semi-
definite (PSD) precision matrix Pb for background data.
We also simulated a sparse PSD matrix Pδ of identical
size for the anomalous change in precision matrix of back-
ground data. We obtain the foreground precision matrix Pf
by adding Pb and Pδ . Since Pb and Pδ are both PSD ma-
trices, their sum Pf is also a PSD matrix since the space of
PSD matrices is a convex cone.
Using the precision matrices Pb and Pf for background and
foreground data, we simulate 10000 datapoints each to ob-
tain the background and foreground datasets. We use zero
vector as the mean of the multivariate Gaussian distribu-
tions being simulated.
Figure 1 shows that the ADMM algorithm convergence is
rapid. The ADMM algorithm is considered to have con-
verged when the primal and dual residuals (green solid
lines in figure 1) are small i.e. ||Θ − Z||F ≤ primal and
||ρ(Z−Zold)||F ≤ dual. The tolerance values primal and
dual depend on the scale of the ADMM variables:
primal = nabs + relmax{||Θ||F , ||Z||F } (10)
dual = nabs + rel||ρU ||F (11)
For our simulations, we chose abs = 10−4 and rel =
10−2, and the resulting convergence graph shows both the
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Figure 1. Convergence criteria versus iteration. The green solid
curve shows the actual value, while the red dotted curve shows
the tolerance for the convergence criterion. When both the values
have fallen below their tolerances, the algorithm stops.
dual and primal residuals crossing the stopping criteria af-
ter around 500 iterations.
In order to compare our method with a baseline, we create
a non-contrastive version of the structural anomaly detec-
tion algorithm which we call Baseline Structured Anomaly
Detection (BSAD). In BSAD, we estimate the foreground
precision matrix using sparse inverse covariance selection
with only the foreground data i.e. background data or back-
ground precision matrix is not used. Such a method will
work well if the structural change is strong, but will fare
poorly if the change is localized and its strength is small.
For the precision matrices simulated to generate the data
as well as the precision matrices estimated using algorithm
BSAD or CSAD, we consider an edge exists between two
nodes if the corresponding entry in the precision matrix is
non-zero, and vice versa.
In figure (2), we show an example result of CSAD detec-
tion. The graph consists of 100 nodes. The edges cor-
rectly detected by CSAD i.e. the ones which were present
in the injected structural change are shown in green. The
edges which were falsely identified as part of the structural
change but did not occur in the true injected change are
shown in red. All other edges in hidden for reason of figure
clarity. From the figure, we see that CSAD has a fairly high
precision. Figure (3) shows the same result for an example
run of BSAD. We observe the significantly low precision
offered by BSAD, since most edges are red.
Considering the presence of an edge in a structural change
as 1 and its absence as 0. For example, an edge which was
a part of the injected structural change but was not detected
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Figure 2. CSAD Detection. The edges correctly detected by
CSAD are shown in green, while the edges incorrectly detected
i.e. false positives are shown in red. All other edges are hidden
for clarity.
Figure 3. BSAD Detection. The true positive edges detected by
BSAD are shown in green, while the false positives are shown in
red. All other edges are hidden for clarity.
by the algorithm is considered a false negative.
Using this edge annotation, we plot the precision and recall
of structural change detection at various values of the lasso
regularization parameter λ in figures (4) and (5) respec-
tively. With increasing regularization, fewer edges are de-
tected as more entries in the estimated precision matrix are
driven to zero. Hence, the precision improves for CSAD.
For BSAD, the precision improves until λ ≈ 5.0, and
then deteriorates sharply. This phase change in precision
happens precisely because BSAD is non-contrastive. Un-
til λ ≈ 5.0, the structural change is captured correctly as
signal, albeit poorly compared to CSAD. After λ ≈ 5.0,
the regularization is too strong and the structural change
signal is lost as noise in comparison to the effect of the
background precision matrix. In CSAD, this does not hap-
pen because we estimate the background precision matrix
separately before anomaly detection and the second step is
dedicated to estimating only the structural change from a
learned background precision matrix.
As regularization increases, the recall of both CSAD and
BSAD decreases as fewer edges are detected. CSAD pro-
vides better recall than BSAD at all values of λ.
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Figure 4. Precision of CSAD and BSAD
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Figure 5. Recall of CSAD and BSAD
4. Conclusions and Future Work
We proposed a method to detect structural changes in
GGMs given datapoints from the background GGM and a
structurally different foreground GGM. We evaluated the
method on a network of 100 nodes and found promising
improvements on both precision and recall of structural
changes. One direction of future work is to test for sta-
tistical significance of detected changes using a statistical
test or a scoring mechanism (Maurya et al., 2016). An-
other useful direction of generalization is to identify model
misfit of a single GGM and use a mixture of GGMs to
model background data as the observed variables might
come from a mixture of Gaussian MRFs instead of a single
Gaussian MRF.
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