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Abstract
We propose a numerical method for solving block-structured mesh partitioning prob-
lems based on the variational level-set method of (Zhao et al., J Comput Phys 127,
1996) which has been widely used in many partitioning problems such as image seg-
mentation and shape optimization. Here, the variational model and its level-set for-
mulation have been simplified that only one single level-set function is evolved. Thus,
the numerical implementation becomes simple, and the computational and memory
overhead are significantly alleviated, making this method suitable for solving realis-
tic block-structured mesh partitioning problems where a large number of regions is
required. We start to verify this method by a range of two-dimensional and three-
dimensional uniform mesh partitioning cases. The results agree with the theoreti-
cal solutions very well and converge rapidly. More complex cases, including block-
structured adaptive mesh partitioning for single-phase and multi-phase multi-resolution
simulations, confirm the accuracy, robustness and good convergence property. The
measured CPU time shows that this method is efficient for both two-dimensional and
three-dimensional realistic partitioning problems in parallel computing. The proposed
method has the potential to be extended to solve other partitioning problems by replac-
ing the energy functional.
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1. Introduction
Different types of partitioning problems emerge in a large variety of research sub-
ject of scientific computing. In image processing, a typical example is the image seg-
mentation technique by which an image is partitioned into multiple pieces to detect
the embedded objects. In the spatial multi-scale simulations of e.g. reaction-diffusions
processes [1–4], the computational domain is decomposed into different parts where
macroscopic, mesoscopic, and microscopic methods are employed, depending on the
species concentration level [5]. In network science, the nodes of a complex network
are clustered to identify the community structures [6]. In addition, large-scale paral-
lel computing, such as direct numerical simulations of Navier-Stokes equations and
Motel-Carlo simulations of microscopic processes, requires suitable domain decom-
position strategies on massively parallel distributed memory computer architectures.
When the finite-difference or finite-volume schemes are used to discretize the gov-
erning equations in compuational fluid dynamics, the problem is referred to as mesh
partitioning [7, 8].
As partitioning a domain is NP-hard, many heuristic algotithms have been proposed
to solve different partitioning problems [9]. Particularly for mesh partitioning, tradi-
tional methods such as space-filling curve algorithms [10] and graph-based algorithms
[9, 11, 12], although widely used in the community of scientific computing, either
suffer from inaccurate minimizion of data comminication or generates non-connected
subdomins [9, 13]. Another idea, transforming the problem to a partial differential
equation (PDE) and solving the PDE by fast algorithms, motives the development of
the variational level-set method by Zhao et.al [14] to capture multi-phase motions. The
energy functional is formulated with respect to the level-set function and is minimized
by solving a level-set advection equation [15]. Sucessful applications of this method
include the shape optimization problem where fluid dynamics dependent cost func-
tional [16–22] is minimized, and the image segmentation problems [23–26] where the
zero level-set contour is evolved to approach the image objects. This method shows
better flexibility and robustness than graph partitioning based method. Regarding the
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mesh partitioning problem, although a variational model and the correspoding level-set
formualtion have been proposed in Ref. [14], it is computational costly as for a large-
scale parallel computation the number of level-set advection equations required by this
method is large, which limits the application in realistic mesh partitioning.
In this paper we develop a partitioning method based on the variational concept
with Ref. [14] but differs in model formulation and the numerical discretization. We
focus on the block-structured mesh partitioning which is simpler than other partition-
ing problems and has two main objectives, (i) the computational workload at each
computing processor is required to identical, namely load balancing condition, (ii)
inter-processor data communication is minimized. Unlike the idea of multiple level-
set method used previously, our model rather is solved by the regional level-set method
[27–29], which means only one single scalar function are evolved, irrespective with the
number of regions. Compared to other mesh partitioning methods, the method is more
general in the sense that its application is easily extended to other types of partition-
ing problems. The advantage of this method over other graph-based or particle-based
partitioning methods such as the centroidal Voronoi particle method [30] is that the
communication cost and workload are better measured as the interface location is eas-
ily reconstructed by the level-set function, leading to a more accurate method. The
paper is organized as follows. Sec. 2 gives a brief overview of the varitional model
of Zhao et. al. [14] and details our efficient partitioning method based on this model.
We assess the capabilities of the model and it numerical discretization by a ranges of
two-dimensional (2D) and three-dimensional (3D) mesh partitioning cases in Sec. 3.
Concluding remarks and outlooks are given in Sec. 4.
2. Numerical method
2.1. Variational model for mesh partitioning
Following the variational model proposed by Zhao et.al. [14], we consider the
solution of the mesh partitioning problem is determined by an evolving interface C in
Rd, where d is the dimension number. The interface separates the domain Ω into N
regions, and each region Ωn (n ∈ [1,N]) contains Mn computational units (grid points
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for finite difference schemes or cells for finite volume schemes). The units belonging
to the same region are computed by one single CPU processor. We seek the optimal
partitioning strategy which balances the workload on every processor and minimizes
the total communication volume. This can be considered as a variational problem
where energy functional is formulated with respect to workload and communication
cost. Similar to Ref. [14], we formulate the variational problem in the following way.
First the energy functional related to the communication cost is defined as
Es(C) =
1
2
N∑
r=1
∫
∂Ωr
ρ(x) ds, x ∈ ∂Ωr (1)
where the density ρ is the communication cost per unit area. We solve the following
optimization problem,
min
C
Es(C) subject to ∀r,
∫
Ωr
%(x) dv − m¯ = 0, m¯ = m
N
(2)
where the density % is the computational cost per unit volume and m =
∫
Ω
%(x) dv is the
total computational cost. Then we define the load imbalance induced energy
Eb(C) =
N∑
r=1
∫
Ωr
(mr − m¯)2 dv =
N∑
r=1
(∫
Ωr
%(x) dv − m¯
)2
(3)
and minimize the total energy E,
C∗ = argmin
C
E(C) = argmin
C
(Es(C) + µEb(C)) , (4)
where the parameter µ is the weight for Es and Eb, similar to that for image segmen-
tation [23]. In the following, we call Es and Eb the surface energy and bulk energy,
respectively. The combination of communication cost minimization effect and the load
balancing consraint is different with that in Ref. [14] where a Lagrangian multiplier is
used to combine the two effects.
2.2. Level-set formulation of the model
The interface is represented by C = {x|φ(x) = 0} in the level-set method [15, 31],
where φ : Rd → R is the level-set function. Like the Chan-Vese model [23] for image
segmentation, the variational model for mesh partitioning has a level-set formulation.
4
If we use the multiple level-set method in Ref. [14] where N level-set functions are
assigned to N regions, the total energy is a functional of all N level-set functions which
are solved simultaneously and coupled by Lagrangian multipliers [14]. However, in
a typical large scale parallel computing, the number of CPU processors, N, can be
hundreds or thousands, which limits the application of method in Ref. [14]. Here we
rather employ the regional level-set function [27, 32] ϕχ : Rd → R × N, which is
defined as ϕχ(x) = (ϕ(x), χ(x)), where ϕ(x) > 0 and χ(x) is an integer region indicator.
Then the energy functional E(C) is rewritten as
E(ϕχ) =
1
2
N∑
r=1
∫
Ω
ρ δ(φr)|Oφr | dv + µ
N∑
r=1
(∫
Ω
H(φr)% dv − m¯
)2
, (5)
where H(φ) is the Heaviside function, δ(φ) is the Dirac delta function and m¯ is the
averaged workload. The local signed value φr is obtained by a simple mapping Cr :
R × N→ R defined as
φr(x) = Cr (ϕχ(x)) =

ϕ(x) if χ(x) = r
−ϕ(x) otherwise
. (6)
The Gaˆteaus derivative of E(ϕχ) with respect to ϕχ is
∂E(ϕχ)
∂ϕχ
=
N∑
r=1
∂Er(ϕr)
∂ϕr
= −1
2
N∑
r=1
∫
Ωr
δ(φr)
(
ρO ·
(
Oφr
|Oφr |
)
+
Oρ · Oφr
|Oφr |
)
dv
+
N∑
r=1
∫
∂Ω
δ(φr)
|Oφr |
∂φr
∂n
ds + 2µ
N∑
r=1
(mr − m¯)
∫
Ωr
%δ(φr) dv, (7)
where
mr =
∫
Ω
%H(φr) dv (8)
is the total computational cost of the region r and mr − m¯ is the corresponding load
imbalance error. Here we simply call mr mass and refer mr − m¯ to mass error. We
obtain the Euler-Lagrangian equation by advecting ϕχ in the opposite direction of the
Gaˆteaus derivative and imposing the Neumann boundary conditions,
∂ϕχ
∂t
=
N∑
r=1
δ(φr)
(
ρO ·
(
Oφr
|Oφr |
)
+
Oρ · Oφr
|Oφr |
)
−
N∑
r=1
µr (mr − m¯) %δ(φr), (9)
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where the weighting factors µr are set as
µr =
c∫
Ω
ρ δ(φr)|Oφr | dv , (10)
and c is a constant to ensure the effect of two energy terms in Eq. (5) are in the same
order of magnitude, i.e.,(∫
Ω
ρ δ(φr)|Oφr | dv
)2
'
(∫
Ω
H(φr)% dv − m¯
)2
. (11)
After applying the rescale step in Ref. [14], the Dirac delta function δ(φr) in Eq. (9) is
replaced by |Oφr | and Eq. (9) becomes
∂ϕχ
∂t
=
N∑
r=1
|Oφr |
ρO · ( Oφr|Oφr |
)
+
Oρ · Oφr
|Oφr | +
c % (m¯ − mr)∫
Ω
ρ δ(φr)|Oφr | dv
 (12)
which can be easily solved by existing numerical schemes for Hamilton-Jacobi equa-
tions [15].
2.3. Numerical discretization
We use the numerical method in Ref. [28] to efficiently solve the advection equation
Eq. (12). For problems with large N, the evaluation of right hand side terms is costly.
Note that before the rescale step most of δ(φr) in Eq. (9) will vanish, which simplifies
Eq. (12). In a 2D Cartesian mesh, we discretize Wq. (12) by
∂ϕ
χ
i, j
∂t
=
Ns∑
r=1
|Oφr |i, j
ρi, jO · ( Oφr|Oφr |
)
i, j
+
(Oρ)i, j · (Oφr)i, j
|Oφr |i, j +
c %i, j (m¯ − mr)∫
Ω
ρ δ(φr)|Oφr | dv
 , (13)
where (i, j) index the grid points and Ns  N is the number of regions existing in a
local small stencil, e.g. {(k, l)|i− 1 < k < i+ 1, j− 1 < l < j+ 1} in Ref. [28, 29]. Then
we reformulate Eq. (13) by
∂ϕ
χ
i, j
∂t
=
Ns∑
r=1
uri, j|Oφr |i, j = ui, j|Oφχi, j |i, j, (14)
where the driven velocity uri, j is only computed at near-interface grid points, {(i, j)|χi, j ,
χi+1, j∨χi, j , χi−1, j∨χi, j , χi, j+1∨χi, j , χi, j−1}. Then the interface velocity is extended
to the reset grid points by using the closest point method [33]. In this way, the velocity
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along the interface normal direction remains approximately invariant [33]. The semi-
discrete form of Eq. (14) is
∂ϕ
∂t
+ HG(D+xφ
r,D−xφ
r,D+y φ
r,D−y φ
r) = 0 (15)
where HG(ϕ) is the Godunov numerical Hamiltonian [15],
HG(a, b, c, d) =

√
max(|a−|2, |b+|2) + max(|c−|2, |d+|2) if u > 0√
max(|a+|2, |b−|2) + max(|c+|2, |d−|2) otherwise,
(16)
with f + = max( f , 0) and f − = min( f , 0). The derivatives, D+xφr, D−xφr, D+y φr and D−y φr,
are obtained by the 1st-order finite difference scheme. After advection, a remapping
R : RNs → R × N,
ϕ
χ
i j = R(φ
r1
i j , φ
r2
i j , . . . , φ
rNs
i j ) =
(
|max
r
φri j|, arg max
r
φri j
)
(17)
is used to reconstruct the regional level-set function, see Ref. [28, 29] for details.
Moreover, we observe that the Heaviside function in Eq.(8) leads to large oscillations
and bad convergence feature, see Fig. 2. Thus we modify Eq. (8) by
mr =
∫
Ωr
% α(φr) dv, (18)
where the volume fraction α(φr) is calculated by geometrical reconstruction such as
that in Ref. [34].
2.4. Main features
Before validate our mesh partitioning method, we first summarize the main features
of this method as
• This method requires less computational and memory cost than that of Ref. [14],
as only one single funtion is evolved. The efficiency of this method can be fur-
ther increased by the narrow-band technique [35] and adaptive mesh refinement
techinque [36, 37]. The time-step constraint due to diffusion terms of Eq. (13)
can be less restrictive by using some operator splitting strategies [38–40] and the
costly redistancing procedure can be avoided by adding a penalty term [25, 26].
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Although additional computational efficiency can be achieved by using those
algorithms, the splitting errors and penalty terms may effect the partitioning re-
sults. This will be our future work.
• Usually in the test cases below, we randomly initialize the ϕχ field that its en-
ergy largely deviates from the equilibrium state. However, in a realistic parallel
computing, as the initial ϕχ is chosen to be the equilibrium state of the previous
partitioning result and the flow field changes continuously in time, the iteration
number becomes smaller.
• Like the original level-set method [15], the method is well suitable to be paral-
lized, and the computational cost and communicated data are neglectable com-
pared to that of the fluid dynamic simulations, as the level-set data is defined on
a coarser resolution, e.g. the block level.
• Apart from the mesh partitioning for parallel computing, this method can be
applied to other partitioning problems by suitably formulate the energy func-
tional in Eq.(5). For example, to solve the image segmentation problem, one can
replace the bulk energy by an energy based on image gray scale, like the Chan-
Vese model [23]. For the spatial multi-scale simulations of reaction-diffusions
processes [1–4], one can define the energy term according on the concentration
of species and dynamically partition the domain [5].
3. Numerical examples
In this section, we apply our numerical method to solve a number of 2D and 3D
mesh partitioning cases. The 1st-order upwind scheme and the explicit Euler scheme
are used for spatial discretization and time marching, respectively. If not mentioned
otherwise, the CFL number is 0.6 and the parameter c is 1.0.
3.1. Simple test cases
3.1.1. 2D cases
We start with simple mesh partitioning problems where theoretical solution exists.
First we consider a two-region case where the density functions are constant, % = 1
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and ρ = 1. This turns out to be the classic minimal surface problem under the volume-
preservation constraint [41, 42]. Case 1, as shown in Fig. 1(a), initially has a load-
balancing state (two equal size regions) but the communication volume (total interface
length) is larger than the theoretical value. The results of our method show that the
square interface continuously becomes circular while the area of two regions keeps
identical, as shown in Figs. 2(a) and (d). The exact mass mr and surface energy Es
are obtained within about 200 iterations. Then we consider a case with unequal region
area, see case 2 of Fig. 1(b). The square expands and transforms to a circle finally. Fig.
2(b) shows that the region area imbalance monotonically converges to zero and Fig.
2(d) shows that the interface length first increase and decreases to the exact solution
afterwards. We also consider the non-uniform density distribution for case 3 in Fig.
1(c), % = 1.0 inside the square and % = 0.5 outside, i.e., the area of each region is the
same but the mass is not. The interface evolution and time history of energy terms are
shown in Fig. 1(c) and Fig. 2(c), respectively. The results fit the theoretical value very
well and converges rapidly, as expected. Note that if we use the Heaviside function
suggested in Ref. [14], rather Eq. (18), to compute the bulk energy terms, the results
exhibit large oscillation (Figs. 2(b) and (d)) and may converge to wrong solution (Fig.
2(b)).
Then we increase the complexity of partitioning problems by adding triple points
in the system. As shown in Fig. 3, the computational domain is decomposed by 5
regions and the initial conditions of three cases, case 3-5, are shown in the first column.
Both uniform (Figs. 3(a) and (b)) and non-uniform (Fig. 3(c)) density distribution
are considered. For all three cases, Fig. 3 shows that the circular region (χ = 1)
transforms a curved polygon during iterations and the angles near the triple points
converges to approximately 120◦. We observe that the interface near the 4 triple points
is not smooth which can be improved by the redistancing-like mapping operator in
Ref. [28]. As this operation is more costly than Eq. (6) and the oscillating of triple
points location is small, we tolerate this for mesh partitioning. The workload of each
region mr converges to the exact value rapidly, as shown in Figs. 4(a)-(c). The surface
energy Es evolution in Fig. 4(d) converges to steady value with small fluctuations due
to the triple point motion. This steady value of Es is smaller than a reference solution
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which corresponding to a 5-region system with identical mr and a circular inner region
(χ = 1).
3.1.2. 3D cases
Here we extend the 5-region 2D case to 9-region 3D case. The domain [0, 1] ×
[0, 1] × [0, 1] is decomposed into 9 regions: a sphere (χ = 1) centered at (0.5, 0.5, 0.5)
with a radius of R0 and the exterior of the sphere which is equally split by 8 regions
(χ = 2 − 9). We consider two configurations, i.e., case 7 with % = 1 and R0 = 0.2, and
case 8 with % = 1 and R0 = 0.2. This indicates that the initial state does not satisfy the
load balancing condition. In both cases, the interface is evolved to reach the minimal
surface energy Es under the constraint of load balancing. Similar to 2D cases, the
spherical region deforms to curved polyhedra, see Fig. 5. The initial load imbalance is
decreased to zero and the mass of each regions agrees with the exact value, as shown
in Fig. 6(a). The surface energy is minimized quickly below the reference value which
corresponding to a topology composed of 9 identical mr and a spherical inner region
(χ = 1).
3.2. Adaptive mesh partitioning
After validating our method by simple 2D and 3D uniform mesh partitioning prob-
lems, we present adaptive mesh partitioning cases in this section. We consider both
single-phase and multi-phase compressible flows simulations with adaptive mesh re-
finement technique. If the numerical simulations for those flows utilize `max different
resolution levels, we define the density field according to the local mesh level `(x),
%(x) = 21−`(x)/`max , and set ρ = %.
3.2.1. Single-phase simulations
The double Mach reflection with a Mach 10 shock wave is chosen in this sec-
tion to demonstrate our mesh partitioning method for adaptive single-phase parallel
simulations, see Ref. [43] for problem description and initial condition. We use the
multi-resolution solver [44] to generate flow fields and block distributions which will
be used to calculate the background % field. The resolution level is set as `max = 6 and
each block contains 16×16 cells, leading to an effective resolution of 1024×4096. The
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blocks with finest resolution are mainly located near the shock wave loactions by the
multi-resolution representation of Ref. [45], ash shown in Fig. 7(b). The computational
domain, [0, 4]× [0, 1], is decomposed by N = 10 randomly generated voronoi cells ini-
tially, with each containing unequal computational workload. We test our method at
5 physical time, t = 0, 0.05, 0.1, 0.15 and 0.2. As shown in Fig. 7, after a number
of iterations, the straight voronoi edges become curved during the multi-region system
motion, leading to a foam-like topology, which is similar to the minimal surface prob-
lem [41, 42] which seeks the least possible surface area of a given volume. Thus we
consider our method belongs to physical-motived method which mimics the dry-foam
dynamics under volume preservation constraints.
Here the resolution of level-set advection is identical to the resolution of blocks,
256×64. When the resolution is not consistent with that of blocks, one need interpolate
the density functions, % and ρ, which is defined on blocks. We plot the time evolution
of region workload mr for t = 0, t = 0.1 and t = 0.2 in Figs. 8(a), (b) and (c),
respectively. It takes less than 1000 steps to converges to steady solution for each
region, with small oscillations shown in the inserts of Fig. 8. The relative mass errors,
|mr−m¯|/m¯, for each region is less than 1%, which demonstrates the high accuracy of our
method for adaptive mesh partitioning problems. The surface energy Es, representing
communication cost, is shown in Fig. 8(d) and is minimized rapidly.
3.2.2. Multi-phase simulations
We consider the shock-water-column interaction problem with a Mach 3 shock
wave [46] to test our method for mesh partitioning of multiphase flow simualtions.
We use the sharp-interface multi-phase solver [47] which adaptively refines the mesh
according to the interface location and shock wave dynamics, as shown in Fig. 9(b).
As the sharp-interface method requires more computational operations (including in-
terface fluxes calculation, flow state extending, flux mixing, level-set advection and
redistancing, etc, see Ref. [47] for details) in a multi-phase block than that in a single-
phase block, we obtain a density value larger than 1.0 in those multi-phase blocks, as
shown in the last subfigure of Fig. 10(a). The resolution level is set as `max = 8 and
each block contains 16 × 16 cells, leading to an effective resolution of 4096 × 4096.
11
The computational domain is a unit square and is decomposed by N = 100 randomly
generated voronoi cells initially. We show our mesh partitioning result at physical
times, t = 0, 0.1264, 0.2529, and 0.3794 in Fig. 9. The regions concentrate near the
shock patterns where the density % is large. The initial large load imbalance, as shown
in Figs. 10(a)-(c), decrease to the steady value very fast. The mass error, |mr − m¯|, as
shown in the insert of Fig. 10 is small, which demonstrates the accuracy of our method.
The surface energy Es plotted in Fig. 10(d) demonstrates the communication cost is
minimized under the load balancing constraint.
Then we consider the 3D shock-water-drop interaction problem with the same ini-
tial condition of the above 2D case, see Fig. 12(a) for the problem configuration. We
set `max = 5 and each block contains 16 × 16 × 16 cells, corresponding an effective
resolution of 1024 × 1024 × 1024 for fluid dynamics simulations. The computational
domain is randomly partitioned into N = 10 regions, as shown in Fig. 11(b). Clearly,
this partition exhibits large load imbalance. For example, the region χ = 4 contains a
large number of blocks while the region χ = 10 merely has 9 blocks, as qualified in
the insert (i) of Fig. 12(a). After achieving the steady solution, we observe the optimal
partition in Fig. 11(c). Its realtive mass error |mr − m¯|/m¯ is less than 0.2%, as shown
in the insert (ii) of Fig. 12(a). The corresponding surface energy Es in Fig. 12(b) is
minimized within 1000 steps.
The efficiency of our method is demonstrated by measuring the CPU time for the
above mesh partitioning cases. As shown in Table 1, our method exhibit high efficiency
for the double Mach reflection mesh partitioning problems and only takes 1 or 2 sec-
onds on a 8-core (Intel Xeon E5620) desktop. It is about 300 times faster than another
particle-based physical-motived mesh partitioning method [48] due to three reasons, (i)
our method only uses 1st-order finite difference scheme for advection equation while
the interpolation stencil (kernel function) of smoothed particle hydrodynamics (SPH)
method of Ref. [48] requires more data, especially in 3D, which is costly; (ii) the up-
dated physical state includes particle coordinates, pressure, density and velocity vector
while our method only updates one single unsigned level-set function; (iii) traditional
schemes [15] for level-set advection exhibits fast convergence speed which is consid-
ered as a main numerical issue of SPH method. We note that the 3D mesh partitioning
12
Table 1: CPU time (in seconds) of mesh partitioning problems for double Mach reflection (256 × 64 grid points) and shock-water
interaction (256× 256 grid points for 2D and 256× 256× 256 grid points for 3D) multi-resolution simulations. The 2D simulations and
the 3D simulations are performed on a 8-core (Intel Xeon E5620) desktop and a 20-core (Intel Xeon E5-2660 v2) node in a linux cluster
of Leibniz Supercomputing Centre, respectively. The wall clock time is measured when both the mass error and surface energy have
been minimized. The corresponding iteration number is 1600 for 2D and 1000 for 3D cases to ensure the steady solution is achieved.
Advection Redistancing Energy terms evaluation Others * Total
Double Mach reflection
Fig. 8(a) 13.9% 30.4% 21.6% 34.0% 1.77(s)
Fig. 8(b) 15.0% 31.6% 22.9% 30.7% 1.80(s)
Fig. 8(c) 13.7% 31.4% 23.3% 31.6% 2.20(s)
Shock-Water interaction
Fig. 10(a) 15.1% 32.1% 18.4% 34.4% 19.8(s)
Fig. 10(b) 15.7% 31.9% 18.0% 34.4% 17.7(s)
Fig. 10(b) 15.8% 33.0% 18.4% 32.9% 17.2(s)
Fig. 12 16.8% 33.4% 19.2% 30.6% 44.6(s)
* This includes computational cost of calculating volume fraction, updating tags, time history of energy terms output
and computing time-step, etc.
shown in Fig. 11, takes about 45 seconds at one single computing node (20-core Intel
Xeon E5-2660 v2), which can be reduced by using more nodes as the nuemrial method
for solving level-set advection used here [15] is well suitable for distributed memory
parallelization.
4. Conclusion and outlook
In this paper we have proposed a variational level-set method for solving mesh
partitioning problems encountered in large-scale parallel simulations. We simplify the
original variational level-set method by evolving an unsigned level-set function and a
region indicator function. In this way, solving the interface evolving equation corre-
sponding to the variational model becomes computational and memory efficient, indi-
cating that the present method is suitable for realistic mesh partitioning problems. A
number of simple 2D and 3D uniform mesh-partitioning cases show that our method
can obtain the theoretical results, which demonstrates the accuracy of our method.
The load imbalance errors converge to zero and the total communication cost is mini-
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mized rapidly. More complex adaptive mesh partitioning problems, including the 2D
double Mach reflection, 2D shock-water-column interaction and 3D shock-water-drop
interaction simulations, are tested. The results and the CPU time measurement demon-
strate that our method is robust, accurate, and efficient. The coupling with the multi-
resolution single-phase or multi-phase simulations will be future work. Its performance
on unstructured mesh partitioning and heterogeneous computing platforms needs to be
studied. This method has the potential to be applied to other similar problems such
as image segmentation and multi-scale coupling method by replacing the energy func-
tional.
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Figure 1: Interface evolution of three 2D 2-region mesh partitioning problems: (a) L0 = 1/
√
2 and % = 1
(case 1), (b) L0 = 0.3 and % = 1 (case 2), and (c) L0 = 1/
√
2, % = 1 (inside), and % = 0.5 (outside) (case 3).
ρ = 1 for all cases. The resolution for level-set advection in each case is set as 64 × 64 which corresponds
to 6400 × 6400 total mesh grid points if every block contains 100 × 100 grid points. See Movie 1 in the
supplementary material for details.
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Figure 2: Time history of three 2D 2-region mesh partitioning results in Fig. 1. The mass of each region mr
of cases 1, 2 and 3 are show in (a), (b) and (c), respectively. (d) shows the surface energy Es of each case.
The dashed lines indicate the theoretical steady states. The dash-dotted lines in (b) and (d) are the results by
using Heaviside function in Ref. [14].
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Figure 3: Interface evolution of three 2D 5-region mesh partitioning problems: (a) R0 = 1/
√
5pi and % = 1
(case 3), (b) R0 = 0.2 and % = 1 (case 4), and (c) R0 = 1/
√
5pi, % = 1 (χ = 1), and % = 0.5 (χ = 2 − 5)
(case 5), where R0 is the radius of the circular region (χ = 1). ρ = 1 for all cases. The resolution for level-
set advection in each case is set as 64 × 64. The level-set contour, represented by black lines, ranges from
ϕ = 0.15 to ϕ = 0.9. The interface is colored by red. See Movie 2 in the supplementary material for details.
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Figure 4: Time history of three 2D 5-region mesh partitioning results in Fig. 3. The mass of each region mr
of cases 4, 5 and 6 are show in (a), (b) and (c), respectively. (d) shows the surface energy Es of each case. The
dashed lines indicate the theoretical steady states and dash-dot lines provide the reference communication
cost.
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Figure 5: Mesh partitioning results of two 3D 9-region mesh partitioning problems: (a) R0 = 0.2 and % = 1
(case 7), (b) R0 = 0.3, % = 1 for χ = 1, and % = 0.5 for χ = 2 − 9 (case 8), where R0 is the radius of the
spherical region (χ = 1). ρ = 1 for all cases. The resolution for level-set advection in each case is set as
64 × 64 × 64.
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Figure 6: Time history of mass (a) and surface energy (b) for two 3D 9-region mesh partitioning results
in Fig. 5. The dashed lines indicate the theoretical steady states and dash-dot lines provide the reference
communication cost.
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(a) (b)
Figure 7: The interface at steady state (a) and the corresponding 10-region partitioning results (b) for 2D
multi-resolution simulations of double Mach reflection at 5 physical time instants t = 0, t = 0.05, t = 0.1,
t = 0.15 and t = 0.2 (from the top row to the bottom row). The resolution for level-set advection in each case
is set as 256 × 64 and the effective resolution for the flow field is 4096 × 1024.
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Figure 8: Time history of mass (a-c) and surface energy (b) of the 10-region partitioning for 2D multi-
resolution simulations of double Mach reflection in Fig. 7.
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Figure 9: The steady interface topologies (a) and the corresponding 100-region partitioning results (b) for 2D
multi-resolution simulations of shock-water-column interaction at 4 physical time instants t = 0, t = 0.1264,
t = 0.2529, and t = 0.3794 (from the top row to the bottom row). The resolution for level-set advection in
each case is set as 256 × 256 and the effective resolution for the flow field is 4096 × 4096. See Movie 3 for
details.
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Figure 10: Time history of mass (a-c) and surface energy (b) of the 100-region partitioning for 2D multi-
resolution simulations of shock-water-column interaction in Fig. 9.
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Figure 11: (a) The computational configuration of the 3D shock-water-drop interaction: a shock wave of
Mach 3 hits a spherical water drop. The block distribution and density field are shown in the middle and
right column. The initial and converged mesh partitioning results are shown in (b) and (c), respectively.
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Figure 12: Time history of mass (a-c) and surface energy (b) of the 10-region partitioning for 3D multi-
resolution simulations of shock-water-drop interaction in Fig. 11.
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