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Abstract
Geological carbon storage is a promising technology for reducing CO2 emissions released into 
the atmosphere as one contribution to the Paris Agreement goals to limit the global temperature
increase to 1.5oC (UNFCCC 2015). Among possible storage sites, deep saline aquifers have
the largest storage capacity. Once injected into the aquifer, due to its smaller density compared 
to that of formation brine, the CO2 in the free phase tends to migrate upwards and forms a thin 
layer below the caprock (a low permeable formation that prevents the free CO2 plume from 
further upwards migration). 
This work investigated the impact of the caprock morphology on CO2 plume migration in the 
saline aquifer storage sites, especially in relation to elevation changes below the seismic
detection range.. Several mathematical tools and methods have been employed throughout this
work, such as analytical calculation, numerical simulation, vertical equilibrium (VE) modelling
(MRST and EVE), and data analysis and optimisation. The impact of caprock morphology and 
aquifer boundary on the CO2 storage process through 3D numerical simulation and analytical 
calculations were subsequently investigated. The effect of boundary conditions on the storage
process shows that CO2 dissolution in aquifers with one closed end (due to faults, salt walls,
etc.) is higher than an open aquifer.
Moreover, the analytical approach shows promising performance for estimating the CO2 
storage capacity (and possibility), making it a suitable site-screening tool before performing
numerical simulations. The results suggest that dissolution is strongly correlated with 
formation dip (the acute angle with a horizontal plane). In models with low vertical
permeability, however, increasing the tilt angle resulted in a lower dissolution (opposite to what
was observed in previous studies). The plume outline in VE and 3D models was found to be
similar, and in terms of computational cost, MRST was found to outperform the rest 
significantly. The conventional 3D simulators could be computationally intractable for long-
term geological CO2 storage problems. Therefore, the feasibility of simplified, computationally 
inexpensive VE models in studying the CO2 storage process was investigated over a wide range
of scenarios with various caprocks. The results were compared with several full 3D simulation 
methods and show that the VE approach is an effective method to model the relevant physical
effects of geological CO2 storage.
An optimisation tool implemented using VE formulation was seen to improve the match




          
    
     
      
     
    
    
   
     
 
       
       
















Sleipner field storage site in Norway. The results show an improvement of around 8% in the
Sleipner plume match resulting from an average absolute elevation change of 3.23 metres. 
Calibrating the porosity, permeability, CO2 density and injection rate results in a 5%
improvement in the match, and once caprock morphology is included in the optimisation
process, the match improvement increases by 16%. Subsequently, and for the first time, the
importance of caprock topography variations has been quantified in the Sleipner model in the
presence of other uncertain parameters, including porosity, permeability, CO2 density, injection
rate and temperature, using data analysis tools. The results show that caprock morphology is 
the second most important parameter (after density) in controlling the CO2 plume migration in 
the Sleipner field. 
This work raises the scientific understanding of the complexity of the impact of the caprock
morphology on CO2 plume migration in a real field model for safe sequestration, such as the
most recent Sleipner Benchmark simulation grid and implies that its impact on model
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Srw Irreducible water saturation
Sw Wetting phase saturation
Snw Non-wetting phase saturation
?̅? Effective aquifer height
𝜍𝑇 Aquifer top boundary
𝜍𝐵 Aquifer bottom boundary
𝜔1 Angular frequency
𝜃 Aquifer tilt angle
𝑐 Total molar concentration
k Absolute permeability
kr Relative permeability
krw Water relative permeability
krg Gas relative permeability
𝑊 Wavelength
𝜆 Fluid mobility




u Fluid velocity 
𝜇 Fluid viscosity 
g Gravitational acceleration 
𝜉𝐵 Elevation of the bottom of the formation (surface)
𝜉𝐼 Elevation at which two fluids are separated (surface)








     
    
    
    
 
    
    
    
     
    
     
    
    
    
     
    
    
     
    
    
    
     
     
     
    








CCS Carbon capture and storage
VE Vertical equilibrium
EOR Enhanced oil recovery









SHAP SHapley additive exPlanations
ST Structural traps
LR Linear regression
OFAT One factor at a time
E100 ECLIPSE blackoil simulator
E300 ECLIPSE compositional simulator
EVE ECLIPSE vertical equilibrium simulator
MVE MRST vertical equilibrium simulator
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1.1. Geological carbon storage
Global warming, primarily caused by the rapid increase in carbon dioxide (CO2) emissions 
from fossil fuel combustion, is one of the major issues of our time (Olivier, Schure and Peters
2017). One of the proposed solutions to tackle this problem is carbon capture
and storage (CCS), which has the potential to decrease greenhouse emissions by up to 32% by
2060 (Abergel et al. 2017). The idea of CCS is to capture CO2 emissions from large point
sources, such as power plants or industrial facilities, transport it to a geological storage site,
and inject it deep into the ground in a geological formation that can hold the CO2 indefinitely.
The best geological formations for safe and long-term CO2 storage purposes are usually within
sedimentary rock with an appropriate porosity and permeability to prevent the CO2 from 
escaping. The injected CO2 parameters, such as its volume, temperature and pressure and CO2 
solubility in brine (formation water), and the injection site environment, such as the reservoir
caprock permeability, heterogeneity, formation thickness, the presence of reactive minerals, 
potential fault, stress regime, injectivity and fracture formation, should also be considered in
any storage site selection process (Grataloup et al. 2009; Rodosta et al. 2011; Wei et al. 2013). 
Moreover, it is preferable to exploit a storage formation near the CO2 emissions source, such 
as a power plant or another energy-intensive industry, to lower transportation costs (Grant et 
al. 2018). 
Currently, CCS is generally about carbon storage in geological formations, such as saline
aquifers, or used as an enhanced oil recovery (EOR) agent in hydrocarbon reservoirs (Bui et
al. 2018). Given this scenario the long-term security of the storage process should be
investigated in which the selection, characterisation, and monitoring of the storage site needs
to be carefully addressed. It is worth mentioning that although we have learnt a lot from various
storage projects worldwide, the reality is that geological formations are generally
heterogeneous, and their properties vary significantly with location. Studies show that even a
small-scale internal heterogeneity in sedimentary formations can affect the CO2 trapping
potential by creating capillary barriers to CO2 migration (Behzadi, Alvarado and Lynds 2012;




      
 
   
          
    
    
      
     
 
   
     
   
     
    
       
 
    
 
    
        
     




   
   
    
 
    
   
  
    
Various trapping mechanisms prevent the CO2 from further migration. The major ones are
dissolution and residual trapping, structural closures, mineral trapping, stratigraphic pitchouts
and hydrodynamic traps (Bachu, Gunter and Perkins 1994; Potdar and Vishal 2016; Zhang, D. 
and Song 2014b). The free phase CO2 injected into a saline aquifer tends to migrate upwards
due to buoyancy, as its density is lower compared to that of the resident brine and subsequently 
forms a thin layer beneath the sealing formation. Therefore, the topography variations of the 
reservoir's upper boundary play a significant role in the CO2 plume’s migration direction. Other
factors controlling plume migration include the type (closed or open) of aquifer lateral
boundaries, driving forces (flow is driven by hydrodynamic, capillary and buoyancy forces and
opposed by viscous and sometimes capillary forces), fluid properties, displacement 
characteristics of the CO2-water system in sedimentary rocks (irreducible saturation and
capillary entry pressure of CO2) and aquifer properties, such as thickness, porosity,
permeability and heterogeneity (Al-Khdheeawi et al. 2017a; Al-Khdheeawi et al. 2017b;
Bachu 2015; Li, B. and Benson 2015). Besides these factors, using various simulation tools
may also result in differences in predicting CO2 migration. For example, several simulators 
were employed by academic and industry experts to study three fundamental CO2 storage
problems. The results were not in general agreement, particularly for a problem relating to the 
upwards migration of the CO2 plume in part of the Johansen formation in Norway (Class et al.
2009).
High vertical grid resolution would be required to represent the vertical phase distribution of
the thin CO2 plume beneath the caprock (Nilsen, Lie and Andersen 2016a). Moreover, the
lateral grid resolution direction should be sufficiently high for two main reasons: first, to retain
the small-scale topography variations in the geological model, which can retard the plume
migration and divert its path; and second, to resolve the unstable dynamics of convective
dissolution which may retard and limit the plume migration (which also requires high vertical 
resolution). Conventional 3D reservoir simulators are frequently computationally impractical 
to address long-term CO2 storage problems for high-resolution models (Nilsen, Lie and 
Andersen 2016a). It is, however, possible to model most of the relevant physical aspects of
long-term CO2 storage using dimensionally reduced models, as has been investigated in
previous studies (Bandilla, Karl and Celia 2019; Gasda, Sarah E., Nordbotten and Celia 2009;
Nilsen, Lie and Andersen 2016b; Nordbotten, Jan Martin and Celia 2011). Using a model based 
on the assumption of vertical equilibrium, the problem dimension can be reduced from 3D to
2D. This significantly reduces the number of unknowns that need to be solved in the equation 





       
 
     
   
         
    
      
        
    
         
 
  
    
   
        
    
    
      
    
  
       
    
   
     
     
 
 
   
     
      
    
      
lateral grid resolution beyond what would be practical in full 3D simulations. The full 3D 
model can be reconstructed from the 2D one (Nilsen, Lie and Andersen 2016b) as a post-
processing step.
The impact of caprock morphology on CO2 storage in saline aquifers, however, has previously 
been underestimated. General seismic surveys are proficient in detecting large-scale features
in the caprock, including domes, traps and spill points. Their detection level, however, does 
not cover rugosity (the variation in structural relief below 10 m). LiDAR scanning of outcrops
with a typical resolution between 0.1 to 1 metres, can provide evidence of geological features 
not evident in the seismic investigation. LiDAR is a technique for determining the distance to
an object by transmitting a laser beam and measuring the time the light takes to return to the
transmitter (Jackson et al. 2010). Sine-wave shaped structures present in the natural geological
setting influence the CO2 storage process (Ambrose et al. 2008). It is necessary to quantify and
find the sources of uncertainty in the data representing the geological model as if this is not
undertaken, it introduces errors into the simulation process.
This work shows that implementing realistic caprock characteristics will lead to a better 
prediction of plume migration and trapping, which is essential for screening and planning
optimal storage sites. Most of the previous studies undertaken on CO2 storage employed a one
factor at a time (OFAT) approach (Allen, R. et al. 2018), where the response to one parameter
is investigated, and the rest are kept at their initial value. The current work shows the limitation
of the OFAT approach in the most recent Sleipner Benchmark model. This study introduces a 
more reliable method to simultaneously analyse the impact of six uncertain parameters,
including porosity, permeability, CO2 density, caprock morphology, reservoir temperature and 
pressure, by running one million sets of simulations. Moreover, this is one of the most
comprehensive studies comparing the performance of a wide range of mathematical tools 
including full 3D and vertical equilibrium-based simulation approaches (E100, E300, EVE and
MVE), analytical methods and adjoint-based optimisation tool to study the impact of caprock
morphology, with the focus on small scale topography changes, on CO2 storage migration in
saline aquifers. 
1.2. CO2 Storage in saline aquifers
Among the proposed options for CO2 storage projects, previous research shows that deep saline
aquifers have the greatest storage potential (Benson et al. 2005; Gasda, S. E., Nilsen and Dahle
2013; Nilsen, Lie and Andersen 2016a). A promising, generic aquifer for CO2 storage purposes 




       
         
    
   
       
    
      
      
 
       
    




      





      
 








      
 
  
(Chadwick, A. et al. 2008; Gunter, William D., Bachu and Benson 2004). A saline aquifer has
a considerably higher temperature than found at the surface, as the average thermal gradient of
the earth is about 25-30 °C/km (Vandenberghe et al. 2000; Wolfson and Wissler 2007). 
Depending on the geothermal gradient, at depths below 800–1000 m, CO2 becomes 
supercritical and has a liquid-like density of around 500–800 kg/m3 (Metz et al. 2005). 
Supercritical CO2 behaves in a similar manner to liquids and gases in terms of density and
compressibility, respectively (Perera et al. 2011) and occupies a much lower volume than CO2 
in the gaseous phase (Haghbakhsh et al. 2013). In this form, CO2 has a lower buoyancy force
which increases storage efficiency with increasing depth (Bachu 2002). On the other hand, as 
higher injection pressures are required for deep aquifers to tackle hydrostatic pore pressures, it
is important to find an aquifer at an optimum depth to minimize the operational costs (Bachu
2015). Current and previous operational CO2 storage projects in saline aquifers are listed in 
Table 1.1. 
Table 1.1. List of current and previous worldwide operational CO2 storage in saline aquifers.
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Worth et al. 2017; 
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Japan P 2002 In operation 0.015
(Ajayi, Gomes and Bera
2019)
(Allen, D. J. and Brent 
2010; Furre, A-K et al.
Sleipner Norway C 1996 In operation 0.9 2019; Furre, Anne-Kari 
et al. 2017; Hansen, H., 
Eiken and Aasum 2005)
(Furre, A-K et al. 2019; 
SnØhvit Norway C 2008 In operation 0.7
Hansen, O. et al. 2013; 
Maldal and Tappel 
2004)
Frio USA P 2004 Ended 0.065
(Ajayi, Gomes and Bera
2019)
(Ajayi, Gomes and Bera
2019; Finley 2009; 
Hnottavange-Telleen, 
Decatur USA C 2011 Ended in 2014 1
Krapac and Vivalda




(Ajayi, Gomes and Bera
Cranfield USA P 2009 In operation 1-1.5 2019; Lu, J. et al. 2013; 
Lu, Jiemin et al. 2012)
(Ajayi, Gomes and Bera




USA P 2006 Ended 0.062
(Ajayi, Gomes and Bera







       
     
    
         
      
     
      
  
    
    
    
      
  
   
  
    
     
     
       
       
    
   
 
     
     
  
  
      
   
   
     
* C: commercial (highlighted in grey); P: pilot.
Sleipner in Norway is the first CO2 storage project in a saline aquifer at a commercial scale
(Ghosh, Sen and Vedanti 2015; Torp and Gale 2004). The project started in 1996 using a saline
aquifer located at a depth between 800 m to 1,000 m beneath the sea, with the CO2 provided
by a nearby natural gas processing field (Arts et al. 2004; Head et al. 2004). The Sleipner field
of the Utsira storage formation is late Cenozoic, a 200-250 m thick sandstone that has stored
17.8 Mt of CO2 by 1 January 2019 (Furre, A-K et al. 2019), while the caprock formation is a
Nordland shale with a thickness of 200-300 m (Nooner et al. 2007). About three years after the
start of the project, the plume migrated through several thin layers of mudstone within the 
sandstone formation and stopped beneath the Nordland shale caprock. These layers help the
dissolution process as they increase the interaction time between the brine and the CO2. The
risk of leakage through all stages of the storage process has been managed (Arts et al. 2004), 
and no leakage of CO2 has been detected from this storage formation. The injected CO2 into 
this layer is limited from further upwards migration by thick shale caprock. The seismic studies 
show that the mudstone layers physically trap the CO2 within the sand formation (Ringrose and
Oldenburg 2018).
The Snøhvit gas field is located in the Barents Sea 150 km from the coast and has been operated
by Equinor since 2007. The produced gas contains 5-8% CO2, separated and transported back
to the geological storage field (Chiaramonte, White and Trainor-Guitton 2015) via a 150 km 
pipeline. The Snøhvit CO2 storage project is the second-largest offshore CCS project to date 
(Buscheck et al. 2016). The transported CO2 has been injected into a saline formation (since
2008) at a depth of 2600 – 26700 m below sea level, located next to the field. By April 2011, 
the aquifer had stored 1.09 million tonnes of CO2 (Buscheck et al. 2016).
1.3. CO2 Trapping mechanisms in saline aquifers
Various physical and geochemical mechanisms take place to store the injected CO2 in the saline
aquifer securely. There are four major trapping mechanisms, identified below:
1.3.1. Mineral trapping
The geochemical reactions between the dissolved CO2 in brine and the surrounding rock result
in secondary minerals’ precipitation (Gunter, WD, Wiwehar and Perkins 1997; Pruess, K. et
al. 2001). The process depends on several parameters, including rock type, composition, 




        
    
  
      
     
  
       
     
  
         
     
    
   
   
        
   
      
   
      





      
    
  
       
 
     
     
    
    
 
the reaction of CO2 with carbonate-rich rock is much higher than other types of grain, such as
quartz, which consequently increases the amount of mineral trapping (Newell and Ilgen 2019). 
1.3.2. Residual trapping
Both the CO2 plume and the displaced formation brine migrate away from the point of injection.
During the post-injection period, however, the CO2 and brine migration is strongly influenced
by fluid density differences, and they move upwards and downwards, respectively. Therefore,
the wetting phase (i.e. brine) displaces the CO2 resulting in the disconnected CO2 becoming 
trapped in the pores (Juanes et al. 2006; Kumar et al. 2005; Zhang, D. and Song 2014a). 
1.3.3. Dissolution trapping 
Dissolution trapping is regarded as the most effective storage mechanism, as it reduces the risk
of buoyancy pressure and leakage effects on the caprock (Pruess, K. et al. 2001). The
dissolution of CO2 into the formation brine is controlled by the chemical potential, gravitational
forces and density difference. Convective mixing (i.e. the transport of fluid driven by density 
differences), which generally occurs because the density of the CO2-saturated water is about
1% greater than the unsaturated water density, is understood to be the dominant mechanism in
the dissolution process (Pruess, K. et al. 2001; Riaz et al. 2006). The level of solubility depends 
on pressure, temperature, salinity and the type of formation. According to Hassanzadeh et al.,
(Hassanzadeh, Pooladi-Darvish and Keith 2009), the solubility decreases for lower caprock tilt 
angles and higher permeability anisotropies. This is due to the retardation of the vertical plume
migration and convective mixing. On the other hand, another study (Chen, Zeng and Shi 2013)
reported that the dissolution mass is higher in heterogeneous aquifers, leading to increased
storage capacity.
1.3.4. Structural and stratigraphic trapping
Stratigraphic traps result from changes in the depositional or diagenetic setting of the formation 
where the geometry of the depositional facies, together with its continuity, are the main
parameters (Ambrose et al. 2008). Stratigraphic heterogeneities control the permeability 
distribution as they influence the inter-bedding between sandstones and mudstones. Moreover,
the fluid’s migration path is a strong function of the origin of the deposits, as it controls the
stratigraphic structure in the formation (Galloway 1984; Morton, Jirik and Galloway 1988).
Structural traps, which play a key role in CO2 storage, are geometries in folded shapes or 
permeability barrier faulted rocks (Richards et al. 2015). Following the injection of CO2 within 
the aquifer, the structural trapping mechanism plays a role in keeping the plume within the







   
        
      
   
   
   
  
    
 
  
   
 




    
    
    
      
   
     
         
 
   
   
 
    
    
      
      
1.4. Thesis overview
1.4.1. Aims and objectives
This aim of this thesis is to determine the role of caprock morphology on CO2 storage trapping
and migration mechanisms in saline aquifers. The focal point of the analysis is the caprock
elevation changes below the seismic detection range (~10m, referred to as rugosity), which are
consequently not accurately represented in geological models employed in reservoir
simulators. The research objectives to achieve the aim are as follows: 
1. A study of the impact of caprock morphology on the CO2 storage process. 
2. An analysis of different simulation methods and a comparison of their performance in terms
of accuracy and computational cost 
3. A determination of whether considering the caprock morphology as a history matching 
parameter improves the final match between observed and simulated plume outline in a real
case study. 
4. A quantification of the importance of caprock morphology in a real CO2 storage project in
the presence of other uncertain parameters.
1.4.2. Research questions
The work addresses the following questions:
• What are the roles of numerical and analytical approaches in studying the impact of 
caprock morphology in a CO2 storage project?
• What is the alternative (and possibly more efficient) computational method, besides full
3D simulations, to quantify the role of caprock morphology in long-term CO2 storage?
• How does caprock morphology improve the match between an observed and simulated 
plume outline in a real case CO2 storage site, such as Sleipner, if it is considered the
only history matching variable?
• In a real case problem, how significant is an uncertainty in caprock morphology in the 
presence of other sources of model uncertainty?
The injected CO2 plume might migrate several hundred kilometres in the lateral direction with 
minimal vertical movement. Therefore, a high resolution in the horizontal direction is essential 
in CO2 storage problems to analyse the impact of caprock topography changes on plume




       
   
         
     




       
     
     




        
       
 
     
    
         
      
  
        
  
      
    
    




     
           
computationally tractable methods than full 3D simulators for CO2 storage studies. Due to the
significant difference in fluid densities, soon after the injection, the injected plume forms a
continuous layer beneath the caprock. Therefore the shape and characteristics of the caprock
can control the fate of an injected plume. The third and fourth research questions provide
qualitative and quantitative assessments on the impact of caprock morphology on CO2 storage.
1.4.3. Thesis structure
The thesis continues with the following chapters:
Chapter 2 presents the material synthesised from the available literature on the subject in an
organised way. It provides information about the nature of caprock, followed by a critical
analysis of previous work to find the gaps in current knowledge on the topic. 
Chapter 3 looks at the impact of top surface morphology and the reservoir boundary on the
CO2 plume advancement, together with structural and dissolution trapping mechanisms, using 
numerical simulations and analytical calculations. Several models are synthesised using
various equations to build-up an impression of the contact between the caprock and aquifer.
The conditions under which structural trapping exists, together with its storage capacity, is
calculated using analytical methods, and the results are later compared to those using a 
compositional simulator.
While the compositional simulator used in Chapter 3 showed promising results, its high
computational cost restricts its use, e.g. increased lateral grid resolution beyond a limit.
Therefore, Chapter 4 looks for a more efficient simulation tool to study the impact of caprock
morphology on CO2 storage. For this purpose, the performance of four simulators, including 
ECLIPSE vertical equilibrium, ECLIPSE black-oil, ECLIPSE compositional and the Matlab
reservoir simulation toolbox (MRST) vertical equilibrium, are compared. The aim is to find an
approach with reasonable accuracy and low computational cost.
Chapter 5 aims to find the importance of considering the caprock morphology as a history
matching parameter. For this purpose, after making sure about the performance of MRST in
the previous chapter, an optimization tool is added to the simulation code implemented in 
MRST. The optimization tool is first tested on a synthetic model to find the match between
observed and simulated plume outline. In the second part of the Chapter, the optimization tool
is applied to the Sleipner model to minimize the mismatch between the data from seismology 
and simulation by changing the caprock morphology only.
So far in previous chapters, the importance of considering the uncertainties in caprock 




      
  
      
    
  




importance of this uncertainty in the presence of other model uncertainties, such as in
temperature, density, injection rate, porosity and permeability. For this purpose, the focus is on
the CO2 storage site, Sleipner in Norway. Data analysis tools are used to quantify the 
importance of caprock morphology in the presence of other uncertain parameters reported in
the literature for the Sleipner model after running one million simulations.






   
  
    
   
      
  
 
    
 
     
  







Caprock is a very low permeable geological unit that prevents the upwards migration of fluid, 
leading to the formation of a reservoir below. Considering the low permeability criteria and 
based on Figure 2.1 (Beauheim and Roberts 2002), caprock is often formed from shale or
evaporite, which are different forms of sedimentary rock.
Figure 2.1. Relative ranking of permeability of various lithologies (Beauheim and Roberts 
2002)
Shale is the most common sedimentary rock and is comprised of compacted mud containing
clay and various minerals, including quartz, calcite, mica, etc. Shale is typically formed in slow
deposition environments, such as lakes, swamps and ocean flow, through compaction. Heavier




     
 
      
      
 
      
   






        
   
      
   
    
       
   
     
     
  
        
      
remain suspended in the water above (Schieber, Zimmerle and Sethi 1998; Vine and Tourtelot
1970). 
Due to its small particle size, shale can serve as a caprock to block (or limit) the fluid flow as
in the Melke and Spekk formations in Norway (the Viking group) which are interbedded with
shale and mudstone (Bugge, Knarud and Mørk 1984). 
Although evaporites are the least common sedimentary rocks, 14 and nine of the world’s largest 
oil and gas fields, respectively, are sealed by them (Warren 2017). Even at shallow depths of a
few hundred metres, they act as a pressure seal, (i.e. an impermeable rock, with zero 
transmissivity sustained over long periods of geologic time) which is not necessarily the case
for thick shale layers (Warren 2017). The nature of the sealing in the Kalundborg CO2 storage
site in northern Denmark, for example, is evaporate. (Larsen et al. 2007). 
2.1.2. Caprock morphology
Once injected into a saline aquifer, a portion of CO2 will be securely stored through various 
processes, including structural, dissolution, residual and mineral trapping. At the same time,
the remainder remains as a free phase. CO2 is generally injected in a supercritical state (for
space utilization purposes), and depending on the storage conditions, is stored as a gas, liquid 
or in a supercritical phase. Regardless of the phase, the injected CO2 has a lower density than 
the formation water. Formation water is a mixture of originally trapped fluids, such as seawater
and fluids, modified by rock–water interaction (hydration or dehydration reactions or crustal
transport). Formation water exists naturally in the rock all along, before drilling. Consequently, 
shortly after the end of the injection period, most of the free phase CO2 will migrate upwards 
due to buoyancy to lie beneath the seal. Therefore, the structural geometry of this low 
permeability seal may influence the long-term storage and plume migration of the CO2. Figure





     
 
     
   
       
       
  
   
    
 
    
       
     
     
   
   
     
   
          
    
       
Figure 2.2. CO2 and caprock interaction during the storage process
Most caprocks are sedimentary rocks, mainly deposited horizontally (Gasda, SE, Celia and
Nordbotten 2008). However, they may become tilted over the long term, after the imposition 
of various tectonic forces. These structures, such as tilted beds, folds, etc., that we observe in
the field are controlled by several processes such as pressure and temperature changes during 
the deformation of sedimentary rocks, which do not necessarily operate independently. 
Sinusoidal structures are formed throughout the deformation of strata and the deposition of 
sediments. They are common in sedimentary rocks and are observed at various scales, from 
microscopic to regional, of which the main types are folds and bedform (Tucker 2011). 
Folds, which are known to be the largest type of sinusoidal features in geological settings, result
from the non-isostatic pressure or so-called stress. There are three broad classes of folds,
namely anticlines, synclines and monoclines (Fossen 2010). Table 2.1 illustrates the scales of
sinusoidal structures observed in geologic environments (Han and Kim 2018a). As shown in
Table 2.1, folds occur along the entire geologic scale, from a thin section to the entire basin. 
Sinuous unfaulted symmetric folds are observed within numerous folds and thrust belts on a 
scale of hundreds of metres (Fossen 2010). In large scale basins (tens of kilometres), the
caprock morphology is identified by domes and anticlines (Gasda, S. E. et al. 2012), which are
in a seismic observation range greater than 10m (Jackson et al. 2010). The structural relief
(SR) variation below 10 m is referred to as rugosity, which is not evident in current seismic 




    
 
    
     
  
    
     









   
 
    
 
     
 
     
     
     
     
   
    
      
  
       
       
  
LiDAR scanning of outcrops and geostatistical earth models (Jones et al. 2009; Pringle et al.
2010). 
Bedforms are geological features that are omnipresent in various environments, including 
eolian, fluvial etc. They are sine wave-shaped morphological features developed through the
interaction of unconsolidated sediments and fluid flow (Miall 2013; Mountney 2012; Reading
2009). Bedforms are characterised based on their size and shape (Table 2.1), and their scale is
regulated based on grain size, medium velocity (air or water) and flow depth. For instance,
Eolian dunes, which are regularly spaced bedforms, have a wavelength between 5-250 m
(Wilson 1972). 
Table 2.1. The scale of different structures available in geological settings (Han and Kim
2018a).
Thin section Hand sample 
Type Outcrop (m) Basin (km)
(mm) (cm)




There have been numerous studies on CO2 storage processes in dipping saline aquifers (Flett, 
Gurton and Weir 2007; Goater, Bijeljic and Blunt 2013; Jing et al. 2014; Wang et al. 2017). 
Formation dip has proven to significantly influence the storage process, including the residual 
and dissolution trapping (Kumar et al. 2005), up-dip migration and plume stabilization
(Doughty and Pruess 2004). In some demonstration storage sites, the formation has preserved
various dip angles from high ranges, such as Nagaoka in Japan (Mito, Xue and Ohsumi 2008)
and Ketzin in Germany with 15° dip (Forster et al. 2006), Frio in Texas with 16°dip (Hovorka
et al. 2006), to low ranges including the Vedder formation in California with a 7° dip (Doughty 
2010). The dip angle is measured using geological basin maps and databases (Gasda, S. E. et 
al. 2012). The real case examples of these impacts also exist in the seismic survey of the plume
migration in the Utsira Sand in Norway (Hermanrud, Christian et al. 2009). 
The characteristic dip angle resulting from any regional uplift may be constant for hundreds of
kilometres. However, the topography on a kilometre scale could change more and contain





       
  
 
   
    






   
 
 
   
seismic surveys (Nilsen, Lie and Andersen 2016a). Table 2.2 summarises the structural 
properties of some saline aquifers, including their SR range, which are in a different 
development stage for real CO2 storage projects.
Table 2.2. The structural properties of some real and potential storage sites. All figures are
exaggerated by a factor of 25 in the z-direction.
SR range
Name 3D view (vertical axis represents the depth) Location Status* 
(m)
Captain 
X North Sea 10-300 D
Sleipner















North Sea 10-50 D
Site 1
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Bunter
Closure North Sea 200-700 D
* D: developing; O: operating.
2.2. Literature review
Several research studies investigated the impact of caprock morphology on the CO2 plume
migration through numerical and analytical methods using realistic (Allen, R. et al. 2018;
Nilsen et al. 2012) and synthetic models (Ahmadinia, M., Shariatipour and Sadri 2019; Han 
and Kim 2018a; Shariatipour, Seyed M., Pickup and Mackay 2016). It has been suggested that
the nature of the caprock could be a source of the poor match between the observed and
simulated plume outline in the Sleipner (Bandilla, Karl W., Celia and Leister 2014; Nilsen et 
al. 2017; Zhu et al. 2015). Some of the previous works on the importance of caprock
morphology and slope on CO2 storage are reviewed here.
The storage security of the site needs to be investigated carefully for long term CO2 
sequestration. The change of CO2 from a free to a trapped gas, dissolved into the aqueous phase
and precipitating on solid surfaces, is desirable and needs further investigation as this increases
storage security. To fulfil this goal, Pruess and Nordbotton (Pruess, Karsten and Nordbotten
2011) performed numerical simulations using the TOUGH2-MP/ECO2N code for CO2 storage
in an aquifer with a tilted caprock. They considered a set of ideal fluid, rock and model 
properties. The aim was to focus on the fluid flow mechanisms, CO2 migration and dissolution.
Their results show that the buoyancy-driven plume migration dominates after injection ends,
whereas, during the injection phase, the CO2 pressure pushes the brine out of the pores. 
Although the plume thickness decreases as the CO2 advances, the speed remains unaltered. The
migration speed in the vertical equilibrium (VE)-based simulation model is higher than its 
actual value, which could be due to the vertical flow not being considered in the VE model. 
The permeability anisotropy acts as a resistance to the fluid path and thus slows the vertical 




       
    
      
   
     
 
      
    
  
     
   
      
     
     
    
   
     
    
  
    
      
    
 
   
       
       
        
  
     
     
   
     
    
  
where the plume displaces the water outwards due to its higher pressure. When it reaches the
caprock, however, when the water displacement is mostly downward as the plume, due to its
lower vertical pressure gradient, it has a higher tendency to move upward. The dissolution-
diffusion-convection process increases the CO2 dissolution sharply in the early injection stages, 
followed by a steadier state. The work could be improved by taking the heterogeneity, salinity, 
hysteresis (in relative permeability) into account.
Nilsen et al. (Nilsen et al. 2012) employed a systematic approach to investigate the effect of
storage site properties and geometry on the carbon sequestration. They focused specifically on
the top surface morphology and investigated the impact of geological heterogeneities on CO2 
capacity. Two types of the geological feature were considered in their study to apply the fold 
traps, namely offshore sand ridges (OSS) and a flooded marginal marine setting (FMM) built 
using a Gaussian random field. Three sets of configurations were investigated, namely a flat
depositional topography with exclusively fault traps, an un-faulted system where there are only 
folded traps and a case with a combination of both. The structural trapping capacity was
calculated through a spill-point (the structurally lowest point of the trap that can retain CO2) 
approach and geometric analysis to reduce the computational cost. The CO2lab module of the 
Matlab Reservoir Simulation Toolbox (MRST) is a set of open-source simulation and 
workflow tools to study the long-term, large-scale storage of CO2 (Lie 2019; Nilsen et al. 2015). 
Using the CO2lab module, they calculated the total available volumes (free, residually and
structurally trapped) for all the models. The results showed the feasibility of the spill-point
method in estimating the structural traps. While a simple volume analysis provides a good 
estimation of structural trapping, residual trapping must be calculated through detailed flow
simulation.
Furthermore, regarding residual trapping, while using the flow simulation, not all the plume
reached the top surface in OSS, which resulted in a smaller volume than the one resulting from 
the spill point method. The same statement applied to the FMM. The plume follows a single
trail in the spill point for the flat case while it spreads laterally in the flow simulation method,
resulting in a larger volume than the spill point method.
The impact of rugosity on plume migration using the static equilibrium upscaling was discussed 
by Gasda et al. (Gasda, S. E. et al. 2012). While some of the modelling studies employ 
computationally expensive approaches, such as local grid refinement (LGR) to include
heterogeneity, they used the VE method to decrease the computational cost. They questioned
the widespread application of a simplified top surface morphology on the CO2 storage problem 





    
      
  
       
       




   
     
    
 
   
    
    
     
 
      
   
     
     
 
       
      
     
       
   
    
      
  
    
   
overestimation of the migration speed. Moreover, the roughness provides additional storage
capacity for the CO2. Their results also indicated that caprock topography could control the
long-term CO2 plume migration by reducing its maximum extent and trapping the CO2 beneath
the structural features. Top surface morphology also affects the dissolution trapping 
mechanism. The dissolution is expected to be higher in tilted reservoirs compared with flat
ones, as the injected CO2 has more space to migrate upwards and interacts with more formation
brine. Large structural traps, such as sand ridges or anticlines, result in a lower dissolution as 
the CO2 has less of an interaction with the formation brine. 
In a later work (Gasda, S. E., Nilsen and Dahle 2013), the authors evaluated the importance of 
key structural parameters (including amplitude and wavelength of small scale structural traps)
in controlling the CO2 plume migration and trapping, compared with other mechanisms such 
as capillary trapping. While amplitude plays a significant role in the amount of structural 
trapping, the plume dynamics are mainly affected by the trap spacing, spill-points and 
formation dip angle. They also investigated the impact of topographic parameters on the up-
scaling process and argued that the geological models characterised by shorter wavelengths are
more suitable for up-scaling while those with longer wavelengths can be sufficiently resolved.
They also showed that once CO2 is flowing, the shape of an upscaled relative permeability 
curve is controlled by the structural characteristics that contribute to surface roughness,
including structural relief, dip angle and spill point ratios. They defined the spill-point ratio to 
compare the distribution of spill-point depths over the area. A large ratio shows a more
significant difference between the depth of the shallowest and deepest part of the trap and,
consequently, higher surface roughness. Their work helps simplify the model and reduce the
computational cost by effectively upscaling the topographical heterogeneity below the model
resolution scale. 
Goater et al. (Goater, Bijeljic and Blunt 2013) focused on the dynamic and spatially varying
effects of CO2 flow in dipping saline aquifers with no significant large-scale structural closure
(such as domes or fault sealing traps). They improved the previous studies on the field as below:
Gammer et al. (Gammer et al.) worked on the UK Storage Appraisal Project (UKSAP)
considering the sensitivity of storage capacity in a dipping aquifer with a smooth top surface. 
Their work showed that aquifer permeability and formation dip were the main parameters
affecting storage efficiency. Goater et al. (Goater, Bijeljic and Blunt 2013) improved their work 
by implementing top surface elevations into the models and showed that ignoring the caprock
topography may underestimate storage capacity. As mentioned earlier, Nilsen et al. (Nilsen et 




        
 
 
   
     
       
      
   
        





    
     
   
    
    
     
 
     
 
 
    
    
     
      
      
       
     
   
     
    
structure of a dipping aquifer. Goater et al. (Goater, Bijeljic and Blunt 2013) improved their
work by combining the effect of permeability, formation dip, top surface topography, injection 
rate, migration speed and pressure in their study.
Moreover, while other studies (Chadwick RA and Noy DJ. 2010; Jin et al. 2012; Pickup, Gillian
Elizabeth et al. 2011) showed the importance of top surface morphology on the overall CO2 
plume migration, Goater et al. (Goater, Bijeljic and Blunt 2013) performed a systematic
analysis of the impact of the top surface topography. They introduced four topographical 
features to smooth the models, including structural closures, and regions with a lower and 
higher dip than the model average and channels. Implementing structural closure and channels
resulted in higher and lower storage efficiencies, respectively. The impact of higher and lower
dip on storage efficiency was harder to explain and appeared dependant on the regime
categorisation of the equivalent smooth model. For instance, a high dip region could decrease
storage efficiency when the CO2 plume in the equivalent smooth model was not limited by the
migration velocity of the CO2 nor its pressure. 
Shariatipour et al. (Shariatipour, S. M., Pickup and Mackay 2016) studied the effect of tilt, 
rugosity and permeability anisotropy in CO2 storage migration and trapping in a saline aquifer. 
They considered the domain's effect between the aquifer and the caprock (transition zone) on 
the CO2 dissolution and movement, which was neglected in previous studies. Three sets of
models were considered, with two created to investigate the aquifer/caprock morphology,
where ridges were either parallel (para model) or perpendicular (perp model) to the tilt. Using
impermeable interbedded shale layers, the effect of the transition zone was considered in the 
third set. Their results showed that the impact of the permeability anisotropy on migration
speed was dominant during the injection phase.
In addition, while permeability anisotropy altered the migration distances in the post-injection 
phase, the tilt angle became the dominant parameter during this period. The trapping was
limited in the tilted scenarios, and the authors derived a formula to find the maximum possible
tilt for trapping. Their results also showed the opposite impact of the amplitude of rugosity in
the perp and para models. While it increased the plume migration distance in the
perp(endicular) mode, the same rugosity resulted in a smaller plume extension in the para(allel)
model. The transition zone results showed an enhancement in the dissolution as the CO2 has
more contact with the brines as a result of the shale dispersing the plume over a wider area. 
Moreover, CO2 was trapped beneath the shales, which increased its storage security.
Wang et al. (Wang et al. 2016) performed a systematic analysis of the impact of the formation




      
     
      
     
       
     
 
   
 
    
     
      
   
 
 
      
     
   
   
      
    
  
   
  
     
 
     
       
     
       
    
  
       
  
results, the plume will be symmetrical around the injection well. Moreover, the impact of dip
on the CO2 plume migration was negligible during the injection phase. They suggested that the
dip angle, however, should be considered as one of the main criteria for long-term monitoring.
While Nilsen et al. (Nilsen et al. 2012) demonstrated that topography changes straddling the
scale of seismic resolution significantly retard the CO2 plume up-dip migration, in another later
work (Nilsen, Lie and Andersen 2016a), focussed on smaller-scale roughness and rugosity
effects similar to the work done by (Gasda, S. E., Nilsen and Dahle 2013; Gasda, S. E. et al. 
2012). They employed the CO2store module in MRST and used analytical and numerical up-
scaling methods to resolve the small-scale structural features in a 1D model. They represented
the caprock rugosity as layers with zero lateral permeability where the CO2 plume becomes
immobilized inside. Their results showed that residual and dissolution trapping reduces the
plume thickness, while caprock rugosity retards the plume migration. The majority of the CO2 
near the tip of the plume was seen to be structurally trapped inside the small-scale structures 
(rugosity). Their results also showed that small-scale topography changes in the caprock would
also affect the relative permeabilities.
Nilsen et al. (Nilsen et al. 2017) tried to match the observed plume outline from seismic data
with the one from the simulation. They considered a wide range of parameters to calibrate it
including top surface elevation, injection rate, porosity, permeability and CO2 density. Their 
results suggested that the caprock morphology mainly controls the plume outline shape and
that the CO2-brine contact was governed by the CO2 density. Later Allen et al. (Allen, R. et al.
2018) employed a one-factor-at-a-time (OFAT) approach and studied the sensitivity of
estimating the storage to changes in porosity, permeability, caprock elevation and aquifer
conditions (pressure and temperature) in the Utsira aquifer. For caprock elevation, the 
sensitivity analysis was also performed on a Geomodel of the Sandnes aquifer, and the results 
were compared against those for Utsira. Although the Utsira surface model is relatively smooth 
with sparsely distributed structural traps, the Sandnes aquifer contains dramatic slopes and a
high degree of variation on the top surface. Their results showed that caprock elevation and
permeability have the most significant impact on plume dynamics, which was also partially
confirmed by Nilsen et al. (Nilsen et al. 2017). While average elevation changes of ±8 m in the
Sleipner model resulted in a significant change in plume outline and CO2 storage capacity, a
perturbation level of ±30 m was not enough to produce any significant difference in the 
trapping structure of the Sandnes aquifer.
Han and Kim (Han and Kim 2018a) studied the impact of formation dip (2-10o) and the




    
    
      
     
   
         
        
      
    
   
  
      
    
     
     
    
    
    
 
    
  
   
 
     
   
      
       
    
      
   
       
    
  
contact boundary between the caprock and formation was chosen to be the same as in
Shariatipour et al. (Shariatipour, S. M., Pickup and Mackay 2016). The speed of the plume
front and amount of structural trapping was seen to be most sensitive to the formation dip and
structural relief amplitude, respectively. The frontal speed showed a minor change with
wavelength. Similar to the conclusion made by (Shariatipour, S. M., Pickup and Mackay 2016), 
the horizontal distance of the plume front and time showed a non-linear trend initially
(representing the migration speed). The authors argued that this was due to the CO2 plume’s
vertical migration before reaching the caprock (due to lower buoyancy). After the plume
reaches the caprock and migrates mainly in the horizontal direction, the CO2 plume in tilted
models was seen to advance with a constant frontal speed, which confirms the results from
previous studies (Pruess, Karsten and Nordbotten 2011). 
Ahmadinia et al. (Ahmadinia, M., Shariatipour and Sadri 2019) performed a sensitivity analysis
on the impact of caprock rugosity, aquifer slope and well location on CO2 trapping mechanisms
using sinusoidal geological models. In the highly tilted formations, the plume is dominated by 
the up-dip migration; therefore, to see the impact of rugosity, they considered a tilt angle of up
to 3o only. Their results, similar to the previous studies (Gasda, Sarah E., Nordbotten and Celia
2012; Han and Kim 2018b), show that higher dip angles result in a higher dissolution and 
residual trapping but lower structural trapping. As the CO2 plume migrates upward, it fills the 
traps by displacing the resident brine. Once the CO2 and brine contact reaches the spill-point,
the CO2 plume moves to the neighbouring structure. Increasing the tilt angle results in a lower 
spill-point (therefore smaller structural traps), which results in a further upwards migration of 
the plume to contact the non-saturated brine, which eventually increases the residual and
dissolution trappings. The results also indicated that in models with the highest rugosity values, 
the plume is less mobile, and residual trapping is minimal. In another work, they compared the 
results from the VE tool in MRST−CO2lab (MVE) against a number of simulators, including 
the ECLIPSE-black-oil (E100), ECLIPSE-compositional (E300) and ECLIPSE-VE (EVE) in 
a CO2 storage study in an aquifer. They studied the impact of caprock morphology and aquifer
slope on the CO2 plume migration and dissolution. The results showed a good agreement
between the approaches in terms of plume shape, although the amount of dissolved CO2 in
brine was different. While previous studies (Pruess, K. and Nordbotten 2011; Wang et al. 2016)
showed that by increasing the tilt angle, the plume migrates further, which consequently results
in a higher dissolution; Ahmadinia et al. argued that in tilted models, however, with limited 
vertical permeability, more CO2 becomes trapped residually in the bottom layers which





















































   
outperformed the rest. Table 2.3 summarises the model and methodology employed in previous
studies on CO2 storage. A list of equations representing the shape of the caprock-aquifer 
boundary is also presented in Table 2.4. 












































































































































































































































































































































































   
 
 





   
 






























































































































































































































































































































































































































































   






   
 
 
     
    
 
    
    






   




Table 2.4. Equations representing caprock morphology in previous studies.
Work Equation
symmetric sinusoidal surface:




?̅?= effective aquifer height = ∫ [𝜍𝑇 (𝑥) − 𝜍𝐵(𝑥)]𝑑𝑥𝐿 0 
(Gasda, S. E. 𝜍𝑇 𝑎𝑛𝑑 𝜍𝐵 represents reservoir top and bottom boundaries vertical locations
et al. 2012) 2𝜋𝛼1 = 0.1, 𝛼1 = 0.25, 𝜔1 = 𝑎𝑛𝑔𝑢𝑙𝑎𝑟 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 = 𝑊 
asymmetrical system of staggered elliptical structures:
𝜍𝑇(𝑥, 𝑦) = ?̅?(1 + 𝛼2𝑒
−𝛾)
where
𝛾 = 𝑠𝑖𝑛2𝜔2(𝑥 − 𝑦) + 𝑠𝑖𝑛
2𝜔2(𝑥 + 𝑦) + 2𝑠𝑖𝑛
22𝜔2𝑥
𝑠𝑖𝑛𝑥 
surface in the form of , Parameters: 
𝑥 
Nilsen et al.
(Nilsen et al. 
Model Short axis range Long axis range Standard 
deviation
2012)





FMM 200 7000 5
𝑥 2𝜋𝑥 
𝑧(𝑥) = 𝐷 − 𝐿1 𝑠𝑖𝑛 ( ) 𝑡𝑎𝑛𝜃 + 𝐴 𝑠𝑖𝑛 ( )𝑊1 𝑊2 
where
D = maximum depth 
𝜃 = aquifer tilt angle
𝑊1= characteristic length of the antiform structure
𝑊2 = wavelength of the small-scale structures 









   
 
 
















   
 






















𝑧(𝑥) = 𝑥𝑠𝑖𝑛𝜃 + 200𝑐𝑜𝑠𝜃
where
𝜃 = aquifer tilt angle
Shariatipour






S. M., Pickup 𝜔 = 𝑎𝑛𝑔𝑢𝑙𝑎𝑟 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 = 
𝑊 
and Mackay 
𝜃 = aquifer tilt angle
2016)







𝜔 = is the angular frequency
𝑊 






𝑧(𝑥, 𝑦) = 𝐴[𝑠𝑖𝑛(𝜔𝑏𝑥) + 𝑠𝑖𝑛(𝜔𝑏𝑦)] 
− 𝑅𝑥 𝑠𝑖𝑛(𝜔𝑐𝑥) − 𝑅𝑦 𝑠𝑖𝑛(𝜔𝑐𝑦) + 𝑥 𝑡𝑎𝑛(𝜃𝑥) + 𝑦 𝑡𝑎𝑛(𝜃𝑦)
where
2𝜋
𝜔 = is the angular frequency
𝑊 
A= amplitude of large-scale structures (domes)
𝑅 = amplitude of small-scale structures (rugosity)









      
       
   
    
 
       
         
   
     
 
     
         
      
        
    
   
       
  
    
   
  
      
  
   
        
       
     
       
      
2.3. Software and tools 
The following tools have been used throughout this study: 
1. MATLAB Reservoir Simulation Toolbox (MRST)
2. ECLIPSE (E100, E300)
The majority of simulations in this work rely on MRST. This free, open-source software is 
available for public use for any purpose based on the GNU General Public License version 3 
(GPLv3). This research tool aims to support studies on simulation and modelling of fluid in
porous media. MRST provides a wide range of mathematical and plotting tools and 
computational methods that extends MATLAB in the direction of reservoir simulation. A 
collection of core functionalities is available as sets of add-ons to minimise the maintenance
cost and make the software as flexible as possible. They offer a wide range of options,
including (but not limited to) discretisation and solvers, simulators of incompressible and
compressible flow, workflow tools such as flow diagnostics, grid coarsening, upscaling, and
visualization of simulation output. In this study, the CO2lab module in MRST has been used 
to simulate CO2 plume migration and trapping in saline aquifers. This module contains the 
results of more than a decade of research and development studies on CO2 storage modelling, 
available in a unified and easy to use the toolbox. CO2lab module is in particular geared 
towards the long-term storage and trapping of CO2 in a saline aquifer. It offers a wide range of
computational methods and graphical use interphase to compute structural, residual and
dissolution trapping and visualise their corresponding results. Moreover, it is equipped with an 
efficient simulator based on vertical equilibrium formulation to compute the plume migration 
path and detailed trapping inventories for various storage scenarios.  
ECLIPSE is an oil and gas reservoir simulator owned and marketed by Schlumberger. 
Schlumberger is the world’s leading provider of technology for reservoir characterisation, The
ECLIPSE simulation package includes two separate simulators, ECLIPSE 100 and ECLIPSE
300. ECLIPSE 100 is a fully implicit simulator, which is specialised in black oil modelling and 
can simulate up to three-phase systems. 
ECLIPSE 300 is a compositional simulator equipped with equations of state, pressure-
dependent K-values, and the black oil model. It can be run in fully implicit, IMplicit Pressure
Explicit Saturation (IMPES) and adaptive implicit (AIM) modes. In compositional simulation
as the number of components and consequently, equations to be solved are large, the fully 
implicit mode's computational cost is significantly higher than ECLIPSE black oil. One






    
     
    
     




    
      
     
   
  
   
 
 
      
   
      
 
      
 
 
     
 
   
   
  
 
        
  
necessary. Four equations of state are implemented in E300 including Redlich-Kwong, Soave-
Redlich-Kwong, Peng-Robinson and Zudkevitch-Joffe. In this study, the CO2STORE option
in ECLIPSE 300 is used to simulate CO2 storage in saline aquifers. The CO2STORE option is
a compositional reservoir simulator used for numerical simulations of CO2 in geological 
formations (Schlumberger 2017). Three phases, including the CO2 (gas phase), H2O (liquid 
phase) and a solid phase, can be considered in the model. The Spycher and Pruess model
(Spycher and Pruess 2005) is implemented in this simulator and is suitable for calculating the
mutual solubility of CO2 from 12 to 110 °C and H2O from 15 to 100 °C and up to 600 bar.
2.4. Summary
This chapter summarises the existing knowledge on the impact of caprock morphology and
reservoir slope on the CO2 storage process as part of carbon capture and storage in saline
aquifers. Discussions on the role of the caprock on CO2 storage and its impact on various 
trapping mechanisms and plume migration are provided. Moreover, the published literature
containing qualitative and quantitative findings on the importance of caprock is summarised 
with respect to its characterisation. The review provides the following crucial points as listed
below: 
• While the impact of dip on the CO2 plume migration is negligible during the injection 
phase, it could be considered as one of the long-term monitoring criteria.
• Surface roughness (rugosity) in tilted models decreases the plume migration speed and
provides additional storage capacity for the plume. 
• Dissolution is expected to be higher with increasing tilt angle, resulting in further
upwards migration of the plume and increased interaction with the formation brine. 
This is not always the case; studies show that in the models with limited vertical
permeability, increasing the tilt results in more CO2 becoming residually trapped in the
bottom layers, which consequently decreases the dissolution. 
• Using the VE models, the significant reduction of unknowns of the 2D system
(compared to 3D), makes it possible to increase the lateral resolution beyond the
practical limits in traditional 3D simulations, thus providing a better representation of 
the caprock morphology 
• VE models show great potential for use in CO2 storage problems, especially in cases




      
 
   
   
 
 
   
       
     
  
  
     
   
    
   
     
     
 
   
  
 
    











• Increasing the tilt angle results in a lower spill point and consequently smaller structural
traps. This leads to further upwards migration of the plume (not necessarily in models 
with low vertical permeability), which increases the residual and dissolution trappings
in the long run. On the other hand, the plume becomes less mobile in models with larger 
rugosity on the top surface, which results in lower residual trapping.
2.5. Contribution to knowledge
This research presented in this thesis aims to fill the current research gap through its aim of
developing a better understanding the role of caprock morphology in the CO2 storage process
and quantifying its impact in the presence of other model uncertainties by employing efficient
simulation and optimization tools. The novelty of this work lies in the following points:
• While previous studies are mainly focused on the impact of uncertain parameters 
separately, to the best of our knowledge, this is the first time that a study has focused
on the joint effect of six of the most cited sources of uncertainties in a CO2 storage
problem. The uncertainty space on Sleipner 2019 Benchmark (Layer 9) is fully spanned 
using data-driven models. This work will enhance our scientific understanding of the 
complexity of the impact of the reservoir uncertainty on CO2 plume migration in a real
field model.
• For the first time, an optimization tool is applied to the Sleipner benchmark 2019 model, 
which resulted in an improved plume match by locally adjusting caprock elevation 
within seismic detection limits.
• This is the first benchmark studies on the impact of caprock morphology on CO2 storage









       
      
      
    
       
  
     
    
     
      
       
      
     
     
    
       
    
    
   
 
         
 
             
         
 
         
        
 
3.
Chapter 3 * 
Impact of caprock morphology on CO2 migration 
and trapping
3.1. Introduction
This chapter focuses on carbon sequestration in saline aquifers to better understand CO2 
migration so that characterising the storage site becomes an essential consideration Several
conditions need to be confirmed to verify the feasibility of a site for CO2 storage, including
the presence of a caprock, the possible CO2 injection rate, the mechanical and flow properties
of the reservoir and its storage capacity (Pruess, K. et al. 2001). The CO2 migration distance
depends on the relationship between the up-dip plume movement, residual trapping and the
gas dissolution rate (Ennis-King, Jonathan and Paterson 2005). As the CO2 plume eventually
becomes distributed below the caprock, it is essential to study the site heterogeneities and the 
caprock's nature (Shariatipour, S. M., Pickup and Mackay 2016). An exemplary storage site
candidate will have a secure and very low permeable caprock (extremely tight formation), a
large pore volume, good permeability and good pressure connectivity over long distances so
the injection will not result in a significant pressure build-up (Saripalli and McGrail 2002). 
Moreover, several parameters, including the presence and size of structural traps, the planned
amount of injected CO2, likely migration paths, and migration speed and pressure build-up, 
must be taken into account while characterising a potential storage reservoir. 
Based on the site's structural characteristics, the lateral and vertical migration of the CO2 can
be predicted. Generally, two basic storage geometries are distinguishable, namely structural
closure and open aquifer (Chadwick, A. et al. 2008). Structural closure or the so-called 
anticlinal trap occurs when the vertical (and possibly lateral) migration of the free CO2, is
* The content of this chapter is taken from the following paper: 
Ahmadinia, M. and Shariatipour, M. (2020) A study on the impact of storage boundary and caprock morphology
on carbon sequestration in saline aquifers. Greenhouse Gases: Science and Technology. 
The candidate planned and developed the methodology, performed all the simulation and analysis, and wrote the 




    
      
     
   
 
     
       
    
     
          
     
  
     
       
    
     
      
        
         
       
 
   
    
    
  
    
     
  
  
      
 
   
limited by low permeability rocks. The advantage of this trapping mechanism is that it
increases storage efficiency. There is, however, the possibility of a pressure build-up under the
caprock as a result of a closed column of trapped buoyant fluid (Zhou et al. 2008). Another
drawback is the small contact area between the gas and the water, limiting the dissolution
between the two phases. In this type of trapping, the geometry of the anticlines and the down-
dip flanks, where the dissolved CO2 migrates in the long term, need to be analysed. The open 
aquifer is another storage geometry in which the CO2 is free to migrate laterally as there are
no laterally confining boundaries. After rising upwards due to its lower density, the injected 
CO2 spreads beneath the caprock. The resulting large contact surfaces between the gas and 
water enhance the dissolution process. Due to the large plume extent, a larger area will need
to be monitored, thus increasing the cost of monitoring the site and analysing the risk for the
potential leakage pathways (Deng et al. 2017). 
In order to better clarify the plume migration pattern and the potential storage capacity of the
CO2, it is crucial to characterise the structure of the storage site both locally and regionally. To 
fulfil this goal, the structure mapping of the depth to the top of the reservoir, reservoir
thickness, and reservoir structural compartmentalisation need to be investigated carefully 
(Zhang, Z. and Huisingh 2017). The characteristics of the caprock may influence the plume
migration and long-term CO2 storage. For instance, they may result in complex flow paths,
where the CO2 travels in a tortuous, complex way through the rock column (Ambrose et al.
2008). Hesse et al. (Hesse et al. 2007), analysed the migration scale of the CO2 plume after
injection. Their results showed that the plume development has two stages, the first occurring
in the full thickness of the aquifer and the second at the top of the site. They also addressed it
in tilted models, where the residual trapping can play a dominant role. The demonstration case
examples of these impacts exist in the seismic survey of the plume migration in the Utsira
Sand in Norway (Hermanrud, Christian et al. 2009). Moreover, several studies have
investigated the impact of the caprock on the overall carbon storage process in realistic
(Goater, Bijeljic and Blunt 2013; Nilsen et al. 2011b; Nilsen et al. 2012) and synthetic
(Ahmadinia, M. et al. ; Gasda, S. E. et al. 2012; Pruess, K. et al. 2001; Shariatipour, Seyed M., 
Pickup and Mackay 2016) models. 
This chapter presents an investigation into the impact of the reservoir boundary and top surface
morphology on the structural and dissolution trapping mechanisms through the aid of




   
  
     
     
    
     
     
   
  
   
    
      
     
   





       
       
    
       
  
   
     
  
      
   
a better understanding of the impact of top surface morphology by performing qualitative and 
quantitative analyses of CO2 plume behaviour under dipping and sinusoidal structures while 
considering the role of boundary conditions. In the first step, the impact of boundary conditions 
on the CO2 plume migration and dissolution for horizontal and tilted planar models has been
investigated. Subsequently, the widespread application of the simplified top surface in 
simulation models is questioned by focusing on the caprock shape's impacts on the CO2 
dissolution in the geological storage formations. For this purpose, ten models have been
synthesized. Using the boundary conditions in the first part and based on the structural 
properties of several potential sites.
Moreover, similar to some previous work, such as (Han and Kim 2018b; Pruess, K. and
Nordbotten 2011; Shariatipour, S. M., Pickup and Mackay 2016; Wang et al. 2016), but with 
a wider range of top surfaces, the impact of the caprock morphology on plume advancement
is studied. An analytical method has been developed for one of the models to determine the
amount of structural trapping and the results have been validated through numerical 
simulations. This method would be useful for site screening before running any numerical
simulation.
3.2. Methodology
It is computationally expensive and sometimes even impossible to run detailed 3D simulations
on an entire CO2 storage formation. Therefore, the model used in storage studies is sometimes 
part of a more extensive reservoir simulation. To represent the real case situation more
accurately, the boundary of the sub-model needs to be evaluated carefully. One method to take
the impact of removed pore volume into account is to multiply the porosity values of the sub-
model edges by a factor (Shariatipour, S. M., Pickup and Mackay 2016). In the first part of
this chapter, the impact of boundary conditions on the CO2 plume migration and dissolution 
for horizontal and tilted planar (no added rugosity) models is investigated. Various quantities 
of pore volume multipliers are considered, and the pressures at the boundaries are monitored. 
In Section 3.2.1, the numerical simulation model is described, followed by a summary of the 
role of the boundary conditions in the CO2 plume migration and storage process (3.2.1.1).




    
  
   
  
    
    
     
   
       
 
       
           
     
            
      
       
       
       
      
    
      
         
         
  
    
 
      
       
   
     
   
The application of analytical methods to study the possibility and the amount of structural
trapping are explained in Section 3.2.3.
3.2.1. Numerical simulation
The CO2STORE option in ECLIPSE E300, a compositional reservoir simulator, is employed 
to perform the numerical simulations (Schlumberger 2017). Three phases, including the CO2 
(gas phase), H2O (liquid phase) and a solid phase, are considered in the model. The Spycher
and Pruess model (Spycher and Pruess 2005) is implemented in this simulator and is suitable
to calculate the mutual solubility of CO2 from 12 to 110 °C and H2O from 15 to 100 °C and up 
to 600 bar.
The simulation is performed on a 2D cross-section of a synthetic gas-water reservoir with a
grid resolution of 81 × 1 × 100 and a cell size of 250 m × 8000 m × 1 m, which is considered 
to be constant throughout the study; except in Section 2.1.1. where the cell size is 175 m × 
8000 m × 1 m. A single CO2 injector is situated in the centre of the model operating under a
constant flow rate of 1,368,603 cubic metres per day, roughly equivalent to a quarter of the
CO2 emission of a 500 MW coal-based power plant. The well is controlled by surface rate with 
a bottom-hole pressure limit of 220 bars. The total injected CO2, however, in all the models is 
the same, as the pressure never reaches the assigned limit. The CO2 is injected for 30 years, 
followed by a 1000-year post-injection period. The aquifer contains 100% brine in its initial
condition with a mole fraction of 0.967 and 0.033 for H2O and NaCl, respectively, and the salt
is assumed to remain in the aqueous phase. The CO2 plume migration beneath the caprock is 
mainly a drainage process; therefore, similar to the work done by (Pruess, K. and Nordbotten
2011; Wang et al. 2016) simulations are performed on a non-hysteretic model. The aquifer’s
static data, including porosity and permeability, is based on the Sherwood Sandstone Group 
(SSG, part of the CASSEM project) (Pickup, GE et al. 2011). The permeability is considered 
to be isotropic. 
CO2 dissolution in the aquifer is highly desirable due to the implication for increased storage
safety. Studies have indicated the importance of molecular diffusion and its dominant role in 
CO2 dissolution, especially in the early stages (Ennis-King, J. and Paterson 2003). Therefore,
molecular diffusion option in ECLIPSE is considered in the simulations. The molar flux of 









   
  
    
   
     
     
    












   
  
  
𝜕𝑥𝑖𝐽𝑖 = −𝑐𝐷𝑖 Equation 3.1𝜕𝑑 
where:
c is the total molar concentration
𝐷𝑖 is the diffusion coefficient of component i
𝑥𝑖 is the mole fraction of component i
𝜕 
is the gradient in the direction of flow
𝜕𝑑 
The flux goes from high to low concentration regions, with a magnitude that is proportional to 
the concentration gradient. Therefore, as the injected CO2 is being dissolved into the formation 
brine, the concentration gradient decreases, resulting in a lower dissolution rate. In other
words, since the aqueous phase is fairly-immobile, the CO2 dissolution, therefore, is limited 
by the rate at which the molecular diffusion removes the dissolved CO2 at the dissolution
boundary (Pruess, Karsten and Zhang 2008). More information about the model and operation
data can be found in Table 3.1. 
Table 3.1. Model properties and operation data
Parameter Value
Number of cells (NX×NY×NZ) 81×1×100
Section 2.1.1. 175×8000×1Cell size (m)
(DX×DY×DZ) Rest of chapter 250×8000×1
Water diffusion CO2 0.0001
coefficients (m2/day)
H2O 0.0005
Rock compressibility at 150 bars (1/bars) 5.0E-5
Irreducible water saturation (Srw) 0.36




   
  
   
  






     
      
     
      
    
   
        
   
Absolute permeability (mD) 500
Porosity 0.2
Pressure at the 1500 m depth (bar) 150
Simulation period (years) 1030
Injection rate (sm3 per day) 1,368,603
Perforated layers 50 to 100
Reservoir Temperature at 1500 m (oC) 45
Duration of injection 30 years
Equation of state Peng-Robinson
Figure 3.1 shows the relative permeability and capillary pressure curves used in this study. 
They were measured at Heriot-Watt University using an SSG sample as part of the CASSEM
project (Smith et al. 2012). The relative permeability to brine and CO2 and the capillary 
pressure are denoted by Krw, Krg and Pc, respectively. The irreducible water saturation is 0.36,
resulting in a possible maximum gas saturation of 0.64. A critical feature of the relative 
permeability curves carried out on the SSG is the low CO2 end-point relative permeability 
(around 0.05). Therefore, the effective permeability of the rock saturated with CO2 is about 20









     
  
 
   
    
     
      
      
   
 
Figure 3.1. Relative permeability and capillary pressure curves using SSG samples (Smith et 
al. 2012).
3.2.1.1. Reservoir boundary
As mentioned above, one method to decrease the computational cost is to focus on a selected
section of the main site and apply porosity multipliers at the edges of the sub-model to account 
for the deactivated sections. In the first part of the study, the impact of boundary conditions on 
the CO2 plume migration and dissolution in horizontal and tilted (0.5
o, clockwise direction) 
planar (no rugosity) models are investigated (Figure 3.2). The multipliers (M in Figure 3.2) 
represent extra pore volume and are located on the left, right and both sides of the 2D models
(x-axis), respectively. In order to maintain a constant pore volume, the same for all the models,
in the cases where the multipliers are on both sides, their values are divided by two (M/2 in





    
 
           
     
        
  
  
        
   
  
   
     
   
      
 
 
Figure 3.2. Schematic of the multiplier position used for flat (2a-2b-2c) and 0.5o tilted (2d, 2e,
2f) models.
The main model is large, and the pressure response at the boundaries is negligible. Therefore,
for this part of the study in order to observe the effect of boundary conditions more precisely,
all the cell sizes in the x-direction were reduced from 250 m to 175 m (30% reduction), while
other properties were kept the same as in the section (3.2.1). 
The injector is perforated between layers 50 to 100. The simulation results indicated that the 
pressure change in the mid-perforated layer (75th) is more significant than for other layers.
Therefore, the pressure response is monitored at cells (1,1,75) and (81,1,75) or both if the
multiplier is located at the left (x=3), right (x=79) or both sides of the aquifer, respectively. 
The pressure is monitored at two columns after the multiplier to ensure that the pressure wave
does not reach the boundary and the infinite acting condition is valid. Figure 3.3 shows the 
schematic of the model used to study the impact of boundary conditions. The multipliers are
applied to all the layers located in x=3 (cases a and b) or x=79 (cases b and e) or both (cases c 
and f). The main goal of this section is to find a proper multiplier to apply to the synthetic








           
    
    
  
       
  
       
   
           
   
   
  
   
      
 
     
       
Figure 3.3. Model schematic.
3.2.2. Caprock morphology analysis
The second part of the work presented here is focused on the impact of the caprock shape on
the CO2 dissolution and plume migration in geological storage formations. In order to make
the synthetic model more realistic, the structural properties of several real sites were studied
carefully (Table 2.2). This was undertaken to find the common range of structural reliefs
available at their top surface. Therefore, the models are categorised based on their structural 
reliefs in small (0-20 m), medium (20-50 m) and large-scale (> 50 m) groups. 
As observed in Table 2.2, most of these real and recommended storage sites have small to 
medium scale structural reliefs; considering this fact, ten different equations are employed to
synthesise the models (a-j) for this part of the chapter. A combination of sine, arc-tan and tan 
(tilted models) equations is employed, and ten different caprock surfaces are created. The CO2 
is injected for 30 years, followed by a 1000-year post-injection period. Applying the small-
scale topography variations on the models, the impact of rugosity, which is not detected in 
seismic investigations, is considered in the study. A suitable multiplier found in the first section 
of the chapter is applied to all the synthetic models to guarantee the infinite acting condition in
the models.
The equations representing the morphology of the caprock in the models are functions of




   
 
  























      
     
be generalised into six sets of equations listed in Table 3.2, where Z0 is the caprock depth, and
B is constant.
Table 3.2. Generalised equations used in this chapter.
Equation Condition Cases
𝑥 















𝑓3 = 𝑍0 + 𝐴 𝑠𝑖𝑛( )𝑊 
A≠0 e, f
2𝜋𝑥 








𝑊𝑓6 = 𝑍0 + 𝐵 𝑥 
+ 𝑥 𝑡𝑎𝑛(Ѳ)
B≠0 j
Using the derivative (the slope of the tangent line at any point) and integral (represents the




     
       
   
      
 
 
   














   
  
 
   
curve, it is, therefore, possible to find the conditions without trapping and structural trapping
capacity. It should be noted that the word structural trapping capacity here refers to the amount
of CO2 trapped just beneath the caprock in the structural reliefs controlled by the amplitude
and the tilt angle. Table 3.3 illustrates the top surface characteristics of the synthetic models,
including their equations, 3D view, structural relief, slope and scale. 
Table 3.3. Top surface characteristics of each model.
case top surface equation 3D view (top surface) structural slope (o) scale
relief (m)
a 𝑥 0 0.03 Small1500 − 5 tan−1 
1500 
𝑥b 0 0.03 Small1500 + 5 tan−1 
1500 
c 1500 1-2 0.34 small
𝑥 
− 5 tan−1 
1500 
2𝜋𝑥 
+ 0.5 sin 
500 
































   
 
  
        
     
e 2𝜋𝑥 2-4 0 Small
1500 + 2 sin 
1000 
f 2𝜋𝑥 2-4 0 Small
1500 + 2 sin 
2000 
g 2𝜋𝑥 1-2 2 Small
1500 + 2 sin 
1000 
2𝜋 
+ 𝑥 tan 
180 
h 2𝜋𝑥 1-2 2 Small
1500 + 2 sin 
2000 
2𝜋 
+ 𝑥 tan 
180 
i 𝑠𝑖𝑛𝑥 1-6 0 Small
1500 + 1000 
𝑥 
j 𝑠𝑖𝑛𝑥 20-90 0.37 Medium






The CO2 plume is trapped beneath the formation only if there is a down-dip structure on the




       
    
 
     
 
     
      
 
 
        
 
 
feature has an opposite sign to the slope. For instance, Figure 3.4 shows a graph with a positive
slope, in which trapping can occur thanks to the down-dip structures with a negative derivative.
Figure 3.4. A structure with an opposite derivative sign to the slope is required to have
structural trapping.
Therefore, in order to secure a non-trapping condition, the derivative of the top surface equation 
𝑑𝑓 
should always have the same sign as the slope, i.e. if the slope is positive then ≥ 0 and vice
𝑑𝑥 
versa.
The area under the curves represents the possible amount of trapping. As shown in Figure 3.5, 




   
 
       
     
    
 
            
 
 





   
         
   
         
    
   
    
   
    
    
 
         
    
 
      
  
Figure 3.5. The red area represents the possible storage capacity of an anticline.
It is possible to evaluate (X2, f(X2)) by setting the derivative to zero and (X1, f(X1)) as the
intersect of the horizontal line passing from the spill point (X2) and the curve. Having X1 and 
X2, the structural trapping capacity can be calculated using the following equation:
𝑋2
Structural trapping capacity =[∫ [𝑓(𝑥) − 𝑓(𝑋1)]𝑑𝑥] × 𝑌 × ɸ × (1 − 𝑆𝑟𝑤) Equation 𝑋1 
3.2,
where Y is the length of the 2D model in the y-direction, ɸ is the porosity and 𝑆𝑟𝑤 is the
irreducible water saturation.
3.3. Results and discussion
3.3.1. Reservoir boundary
In this part of the chapter, a porosity multiplier is used in the model edges to add extra pore
volume to the reservoir, and its effect is investigated on the overall CO2 storage process.
Initially, different values for the multiplier (6E+2, 1E+3, 2E+3, 1E+4, 2E+4, 5E+4, 1E+5, 
2E+5 and 1E+7) are considered and, while monitoring the pressure at the boundary, the suitable
porosity multiplier was selected. The selection criteria are to meet the infinite acting condition, 
which means the pressure wave should not touch the cells in the boundaries throughout the 
simulation. Figure 3.6 shows the pressure variation in the cell (81, 1, 75) located in the right 
end of the model (Figure 3.3), throughout the simulation for different values of multipliers
applied to the right side of the horizontal planar aquifer (Case b in Figure 3.2). It is evident in 
Figure 3.6 that for a multiplier higher than 1E5, the pressure remains relatively constant in the 
boundaries throughout the injection period and validates the infinite acting assumption. Similar
results were observed for other cases presented earlier in Figure 3.2 (a, c, d, e and f) and a
multiplier of 1E5 on one side (Cases a, d and e) or 0.5E5 on both sides (Cases c and f) confirmed
the infinite acting condition. Therefore, three different values of 1E5, 1E7 and 1E9 (equal and
higher than 1E5) are considered when studying the impact of extra pore volume at the boundary 










      
  
         
        
   
       
     
      
         
     
  
 
Figure 3.6. The pressure variation at the cell (81,1,75) resulting from different multipliers
(Horizontal case).
Using the multipliers results in additional volume in the reservoir, which consequently changes 
the model's pressure propagation. Figure 3.7 shows the pressure distribution two years after the
start of injection (the cases relate to the cases in Figure 3.2), in which a total multiplier of 1E7 
is applied at the left (7a, 7d), right (7b, 7e) and both sides (7c, 7f) of the horizontal (7a, 7b and
7c) and 0.5o tilted (7d, 7e and 7f) planar models. There are 100 layers in the model of which
the lower half is perforated. The pressure is lower in the vicinity of the multipliers (edges). 
Considering all the parameters being constant, the fluid tends to migrate from a higher pressure
zone to the lower pressure one (Schlumberger 2017). The pressure distribution near the 
injection point (middle) is relatively similar in all the cases regardless of the multiplier position 
and value. Therefore, a lower pressure zone near the boundaries (as a result of extra pore
volume) results in a higher pressure difference and consequently a higher driving force.





     
      
    
     
 
 
    
          
  
     
    
      
        
      
       
        
   
       
       
      
Figure 3.7. The pressure distribution in the reservoir two years after the start of injection, for
the horizontal (a, b and c) and 0.5o tilted (d, e and f) planar models with a total multiplier of 
1E7 in left (a and d), right (b and e) and both (c and f) sides of the aquifer. All figures are
exaggerated with a factor of 25 in the z-direction. Here the cases (a-f) relate to cases in Figure
3.2.
The percentage of dissolved CO2 at the end of the injection and post-injection periods for both 
the tilted and planar case is shown in Figure 3.8. Figure 3.8a and Figure 3.8b illustrate the
percentage of dissolved CO2 at the end of the injection (30 yrs.) and post-injection (1030 yrs.)
periods, respectively, for the planar model. The CO2 plume does not reach the cells with the 
volume multipliers in any of the cases. Since the model is symmetric, regardless of the
multiplier being on the right or left side, the dissolution becomes almost the same in the planar
cases. There is a minor difference (0.1% error) in Figure 3.8b, which is likely due to numerical
errors and is negligible. The results also indicate that CO2 dissolution in the brine, when the
reservoir is open from one side, is higher than when it is open from both sides. The large one-
sided extra pore volume results in a more significant pressure difference between the two
boundaries (the one with multiplier has lower pressure). This consequently helps the plume to
move further to the open side, and hence the CO2 comes into contact with more formation
water. It is also evident in the pressure distribution in Figure 3.7, that if the reservoir is open




        
    
        
       
     
     
       
   
 
 
     
      
   
       
  
  
     
    
   
 
and that boundary is higher. This higher pressure difference results in an increased driving
force and further migration of the plume to the open side.
Figure 3.8c and Figure 3.8d show the results for the tilted models. Since the model is tilted in
a clockwise direction, the buoyancy force and elevation difference deviate the plume to the
left-hand side, and as a result, the primary dissolution occurs on the left side while leaving the
brine on the right side intact. Having the multiplier on the right side leads to a portion of the
plume dispersing into the formation water to the zone full of low-saturated brine, consequently
increasing dissolution. Moreover, the overall dissolution of the tilted model is greater than the
planar case. 
While the of position the porosity multiplier changes the amount of dissolution, the impact of 
its value on the results is not that significant, and the amount of dissolution is relatively close
for all the three values of e multipliers in both the tilted and horizontal models. The only 
exception is in Figure 3.8d for the tilted model with the multipliers located on both sides, in
which a higher multiplier results in more dissolution. The reason for this could be that while 
the up-dip migration of the plume towards the left side of the model is mainly dominated by
the buoyancy force (and not the multiplier on the left side), increasing the multipliers on both
sides results in a stronger buoyancy force on the right side of the model and leads the plume
towards the unsaturated formation brine. In order to have the infinite acting condition, a total 
multiplier of 1E7 is considered on both sides (half each) of the models in the next section of 





      
     
      




       
     
 
   
      
      
Figure 3.8. (a), Percentage of dissolved CO2 at the end of injection (horizontal model), (b), 
Percentage of dissolved CO2 at the end of the simulation (horizontal model). (c), Percentage of
dissolved CO2 at the end of injection (tilted model). (d), Percentage of dissolved CO2 at the
end of the simulation (tilted model). The multiplier is on the left, right and both sides of the 
models. 
3.3.2. Caprock morphology
Once the plume reaches the caprock, it migrates in the horizontal direction, while its dissolution
in the formation water beneath the plume occurs vertically. Due to its lower density, the plume
migrates up-dip in the tilted aquifer. Similar to the theory of differential entrapment of
hydrocarbons proposed by (Gussow, William C. 1968; Gussow, William Carruthers 1954), 
once the first sand ridge is filled to its spill point, the free CO2 moves up-dip beneath the




      
  
    





       
  
         
    
      
         
thickness is on the same scale as the relief amplitude. Since it takes a while for the plume to 
migrate upward, the effect of rugosity is negligible during the injection phase. Therefore, the
focus on the long-term CO2 migration and the desired time-period is one thousand years after
the cessation of injection.
Figure 3.9. Gas saturation (left) and gas water ratio (right) 1000 years after the end of CO2 
injection in all models. Here the cases (a-j) relate to cases in Table 3.2. 
Figure 3.10a illustrates the percentages of the total injected CO2 dissolved in the brine for all
the cases (a to j). Similar to the previous studies (Gasda, S. E., Nilsen and Dahle 2013; Kumar
et al. 2005; Shariatipour, S. M., Pickup and Mackay 2016), in the tilted reservoirs (Cases g and




      
       
    
     
       
     
      
    
    
       
       
    
    
     
   
      
        
     
   
 
 
         
    
 
dissolution reaches a maximum. The lowest dissolution occurs where the plume extent is
inhibited by the structural relief, resulting in a thicker plume with less area of extent. (Case j).
The results show the negligible impact of the rugosity on the plume dissolution while the 
dissolution decreases in the models with large-scale structures (Cases i and j). Based on
Equation 2.1, the diffusion rate of the CO2 across a unit of area is a linear function of the 
concentration gradient. In other words, as the injected CO2 accumulates near the wellbore and
dissolves into the brine, its diffusion rate at this location decreases as the brine is already 
saturated. The results for dissolved CO2 in the aquifer show that immediately after the
commencement of injection, when there is only unsaturated brine, a noticeable portion of the 
injected CO2 will dissolve rapidly. Figure 3.10a clearly shows that the curves have a higher 
slope during the injection phase. As the local cells become saturated due to the lower gradient
in the concentration, however, the dissolution rate drops. The remaining free gas migrates
towards the lower concentrated regions where low saturated formation water is available. 
Since the portion of the injected CO2 is much higher than the dissolved one, the slope has a
downward trend throughout the injection period (30 years). After the shut-in, since no more
CO2 is being added, the percentage of the dissolved CO2 rises with a smaller slope. (Wang et
al. 2016) suggested that the dip angle does not have a significant influence on the plume
migration and dissolution during the injection phase, which was confirmed in the study. This
is evidenced by the dissolution (Figure 3.10a) and migration (Figure 3.10b) curves that are the 
same for all the models in the first 30 years of simulation. 
Figure 3.10. (a) Percentage of the dissolved CO2 for all the models. (b) The migration distance




     
    
    
    
     
    
   
   
    
    
      
     





   









The advancement of the plume front for all the cases is presented in Figure 3.10b. Similar to 
the results presented in previous work (Pruess, K. and Nordbotten 2011; Shariatipour, S. M., 
Pickup and Mackay 2016; Wang et al. 2016), there is a linear trend in the graph a short period 
after the end of injection, indicating a constant frontal speed. The nonlinearity during the
injection phase is due to the vertical migration of the plume toward the caprock once injection 
commences. The impact of wavelength on the plume migration is negligible, and the frontal
advancement in the horizontal (e and f) and the tilted (g and h) models with various 
wavelengths is about 3000 and 6000 metres, respectively. Similar results were achieved by 
(Han and Kim 2018b). The results also show a higher migration distance in the tilted models
due to the reduction of the CO2 density in these cases as it migrates upwards toward the slope
(Shariatipour, S. M., Pickup and Mackay 2016). The CO2 source in the study is an injection
well. Therefore, the plume shape during the injection phase in dominated by the injection-
induced pressure (Wang et al. 2016). The resulting advancement graphs, however, are similar 
to the work in which the CO2 was released by assigning a uniform saturation (Han and Kim 
2018b; Pruess, K. and Nordbotten 2011). 
3.3.3. Analytical calculation
The structural trapping criteria for each of the cases are evaluated using the first derivatives of




     
 
      
      























      
 
 





Table 3.4. The structural trapping criteria for each of the cases.







B < 0 (slope > 0)
trapping on the right-
side of the injection 
point
trapping on the left-









B < 0 (slope > 0)
B > 0 (slope < 0)
trapping on the right-
side




















2𝜋𝑐𝑜𝑠 ( ) 𝑠𝑖𝑛 ( )









2𝜋𝑐𝑜𝑠 ( )𝑊Ѳ ≥ 𝑡𝑎𝑛−1(−𝐵 ( 
𝑊𝑥 
2𝑥𝜋
𝑠𝑖𝑛 ( )𝑊− ))
𝑥2 
No trapping
As can be seen, except in the tilted models in which the possibility of trapping depends on the 
tilt degree, the structural trapping is guaranteed in all other cases. The caprock morphology has




     
   
 
      
  
  
      
    
    
     
    
 




     
   
 
     
     
    
  
 
shown earlier in the simulation results, the plume's spread is inhibited if its height is on the 
same scale as the amplitude of the relief. Therefore, for thin plumes (resulting from low
injection rates or longer migration distances associated with dipping aquifers lacking structural 
traps), the small structural reliefs retard their migration and result in a more secure CO2 
sequestration, while for thicker plumes, their effect is negligible. 
3.3.3.1. Case study
In this part of the chapter, the equation which represents Case (j) is used. The goal is to compare
the amount of trapping predicted by the analytical estimate with the numerical simulation
results. The results are then validated through numerical simulations. The model dimensions
for the numerical simulations are the same as in section (3.2.1). For 𝜆 = 1000 m, 𝑍0 = 
1500 m 𝑎𝑛𝑑 𝐵 = 10000, the equation representing the caprock morphology becomes:  
2𝜋𝑥
𝑠𝑖𝑛( ) 
𝑍 = 1500 + 10000 1000 + 𝑥 𝑡𝑎𝑛(Ѳ) Equation 3.3
𝑥 
The synthesised aquifer model used in this section is illustrated in Figure 3.11. 
Figure 3.11. Aquifer model used for numerical simulation and analytical calculation. All
figures are exaggerated by a factor of 25 in the z-direction.
The analytical method indicated that for the model studied, the structural trapping capacity for
4o tilted (and above) becomes zero. Moreover, using the same approach, the amount of
structural trapping capacity for the models with 0, 1, 2, 3 and 4 degrees tilt angles, respectively, 











   
   
   
   
   
      
    
       
   




Table 3.5. Structural trapping capacity estimated using the analytical method and numerical
simulations.
Analytical calculation Numerical simulation
Tilt angle






To compare the results, numerical simulations are undertaken for the same models. Figure 3.12
illustrates the simulation results for free CO2 trapped beneath the caprock structures for various
tilt angles. To compare the simulation results with the analytical method, the plume must have
enough time to migrate. For this purpose, and keeping all other factors constant, the post-
injection period was extended to 5000 years. The plume is not immobilized, however, and 
would extend further for a longer simulation duration, which introduces some error in 





       
  
 
     
      
  
     
     
      
  
     
    
 
        
       
      
  
 
Figure 3.12. Cross-section view of the free CO2 structurally trapped beneath the caprock. All 
figures are exaggerated by a factor of 50 in the z-direction.
As shown in Figure 3.12, increasing the tilt angle significantly decreases the amount of
structural trapping. Results showed that for the 5o tilted (and above) models, the structural
trapping capacity is zero, which is the same for the analytical approach. Moreover, by knowing 
the cell dimensions, saturation and porosity, it is possible to calculate the volume of the CO2 
for each of the models (Figure 3.12, 2o tilted model). The results are listed in the third column 
of Table 3.5. Possible sources of error could be the factor of time (as mentioned above) and 
grid geometry. While the analytical approach considers the curvy edges of the model, the
geological model used in the numerical simulation consists of cuboids. Therefore, the volume
considered in numerical simulations could be smaller and introduce some error, depending on
the grid resolution.
Moreover, the results presented here are site-specific and valid for the studied model. The goal
here, however, is to check the performance of the analytical approach for rapid estimation of
structural trapping capacity. This could be useful in site screening before performing any





      
  
     
  
 
          
      
 
       
      
   
        
 
    
       
      
 
       
  
    
      
          
     
   
  
3.4. Concluding remarks
The impact of top surface morphology and reservoir boundary on the plume advancement,
along with structural and dissolution trapping mechanisms were investigated, using numerical 
simulations and analytical calculations. To make the synthetic model more realistic, the
structural properties of several real sites were studied carefully, and their structural relief 
classified into three scales (small, medium and large). 
The CO2 dissolution in brine in an aquifer closed on one side (closed faults, salt walls etc.) is
seen to be more significant than one that is open from both sides. The dissolution is strongly
dependent on the formation dip, whereby increasing the tilt results in the injected CO2 having 
more space to migrate upwards and interact with more formation water. The least dissolution
occurs where the major portion of the injected CO2 is trapped in a sand ridge or an anticline.
The impact of the dip angle on the plume migration and dissolution during the injection phase
was found to be negligible (Figure 3.10). Due to higher buoyancy forces, the results showed a
higher migration distance in the tilted models. 
The possibility of structural trapping was estimated through analytical calculations. The results 
showed that, except for the tilted reservoir models where the degree of tilt plays a significant
role in the plume migrations, some structural trapping is guaranteed. The comparison between
the numerical simulation and analytical calculations for structural trapping capacity estimation 
in a synthetic model was reasonably acceptable. Therefore, it is suggested that an analytical
approach is used for initial site screening and selection before full reservoir simulations. 
It is worth mentioning that while two-dimensional idealized sinusoidal patterns are assumed
in the study, three -dimensional ones, in reality, are more complicated. Moreover, the patterns
are not preserved well in real cases due to various geological events, such as erosion
(Mountney, Posamentier and Walker 2006). It would be valuable to see the results from this 
chapter on a more complex 3D model with various types of rugosity and sinusoidal pattern on









       
      
       
   
 
      
    
    
    
 
       
     
      
    
    
     
    
 
         
 
              
            
    
 
         
            
      
 
4.
Chapter 4 ‡ 
Accuracy of VE models to study caprock 
morphology
4.1. Introduction
Numerical simulators are essential tools for studying problems related to the safe storage of 
CO2 in saline aquifers. They have become popular when investigating safety, feasibility and
economic concerns related to a CCS proposal. Therefore, we must have confidence in the 
results provided by numerical simulators and understand how sensitive their responses are with 
respect to storage site parameters.
One of the key sensitivity issues when modelling CO2 storage is caprock geometry, both at the
large and smaller scale (Ahmadinia, M., Shariatipour and Sadri 2019; Onoja and Shariatipour 
2018). The caprock geometry of sedimentary rocks is usually deformed over geological time,
which results in structures such as tilted beds and folds. As mentioned previously in Chapter
2, sinusoidal structures formed through deformation and deposition processes are common in 
sedimentary rocks. They are observed at various scales of which folds and bedforms are the
main types (Han and Kim 2018a). Folds resulting from non-isostatic pressure (stress) are the
most significant type of sinusoidal features and have three broad classes: anticlines, synclines
and monoclines. As discussed, the occurrence of dipping strata and sine-wave structures is
widespread in geological settings. The current chapter assumes that such heterogeneous 
features (rugosity and dipping strata) preserved in the targeted storage site could have an impact
on the CO2 plume storage and trapping process.
‡ The content of this chapter is taken from the following paper:  
Ahmadinia, M., Shariatipour, S. M., Andersen, O., & Sadri, M. (2019). Benchmarking of vertically integrated
models for the study of the impact of caprock morphology on CO2 migration. International Journal of Greenhouse
Gas Control, 90, 102802.
The candidate planned and developed the methodology, performed all the simulation and analysis, and wrote the 
manuscript. Seyed Shariatipour and Odd Andersen supervised the project and provided feedback on the




      
       
   
         
     
  




    
        
    
  
    
  
   
    
   
   
      
    
  
    
  
  
   
     
     
    
        
   
The model data representing the formation characteristics will always be uncertain in a 3D 
simulation of CO2 storage. Regardless of the predominant driving force in the model,
heterogeneity may considerably alter the plume migration path. Most of the aquifers, in reality, 
have complex geology, such as the Sleipner in the North Sea, which has a complex, layered 
structure. The detailed modelling of the aquifer is not always available due to the limited
number of exploration wells and scarce seismic data. Although the caprock morphology 
governs the plume migration path in the long-term, oversimplified top surfaces are sometimes
considered in simulation studies (Shariatipour, Seyed M., Pickup and Mackay 2016).
Current approaches cannot fully resolve the problems related to physical modelling, upscaling, 
and numerical modelling in the practical simulation of CO2 in geological formations.  
Therefore, the problem needs to be simplified to be computationally feasible. A benchmark
study was performed (Nordbotten, J. M. et al. 2012) using three distinct approaches: reduced
physics, upscaling and a non-converged discretisation to simplify the problem. The CO2 
storage in a simplified aquifer was simulated using different simulation approaches to answer 
relevant storage questions. The results for the various simulation methods and assumptions
diverged, suggesting that, even with highly idealised problems, the numerical simulation tools
do not always provide convincing results.
In this chapter, the CO2lab module in MRST (Bao et al. 2017) is employed, and the results 
have then been compared with three numerical solutions provided by the ECLIPSE software,
namely E300, E100 and EVE. It is worth noting that E300 is a compositional simulator, and 
thus differs significantly from the other three, all based on the black-oil formulation. The
Computational Geoscience Group has developed the Matlab Reservoir Simulation Toolkit
(MRST) within the Department of Mathematics and Cybernetics in the division of SINTEF
Digital in Norway. The CO2lab module is based on the vertical equilibrium assumption, which 
facilitates the modelling of large-scale CO2 migration. The vertical equilibrium method 
supports modelling of the most relevant physical effects involved in long-term migration, and
its applicability on realistic models has been the topic of past multiple studies (Bandilla, Karl 
and Celia 2019; Gasda, Sarah E., Nordbotten and Celia 2009; Nilsen, Lie and Andersen 2016b). 
For the long-term storage of CO2, plume migration is controlled by gravity and capillary forces 
(Bjørnarå et al. 2014). Since the gravity segregation is often over a reasonably short timescale 
(due to the difference between the fluid densities), the plume can often be assumed to form a




   
  
      
        
   
      
   
   
      
       
   
  
     
     
   




   
   
  
 
        
      
        
 
     
  
       
      
the vertical fluid segregation is prompt, compared with the up-dip migration, and one can 
assume that the fluids are fully segregated and are in vertical equilibrium. 
It is possible to formulate the VE model in a black oil simulation framework as it has the same 
structure for multiphase flows as standard equations. The VE model in the MRST (MVE) is
based on fully implicit solvers and is adaptable to industry standards (Nilsen, Lie and Andersen 
2016a). As mentioned above, the VE assumption is valid for the long-term storage of CO2 
where the timescale is larger than the vertical segregation time. It should be noted that the VE
model avoids errors caused by vertical discretisation, but is built on the assumption of vertical 
equilibrium, and will, therefore, introduce modelling errors of its own if this assumption is not
justified. When using a VE approach, vertical heterogeneity in the permeability is ignored,
which is a source of error if there are substantial vertical variations in permeability. Some recent 
studies (Møyner and Nilsen 2017; Møyner, Andersen and Nilsen 2018), however, have applied
VE in a multilayer setting with strong permeability contrast, combined with full 3D 
discretisation locally where needed. The errors introduced by a VE assumption are in many 
cases smaller than the errors induced by low lateral resolution grids to make the 3D simulations
computationally feasible (Nilsen, Lie and Andersen 2016b). 
In a VE formulation, the problem dimension is reduced to 2D. The considerable reduction in
the number of unknowns of the 2D system compared to the 3D system significantly reduces 
the computational cost of the problem. Therefore, it allows the modeller to increase the lateral
grid resolution, beyond what would be otherwise impractical for 3D simulations. Using the up-
scaled 2D variables from the VE formulations, it is possible to reconstruct the 3D solution
through analytical calculations. Many researchers (Coats et al. 1967; Coats, Dempsey and
Henderson 1971; Martin 1958; Martin 1968) used similar models several decades ago in the 
petroleum industry. 
The performance of a number of 3D numerical methods has been investigated (Class et al.
2009) on specific problems related to the CO2 storage in geological models. The results showed
a reasonable degree of agreement. The major sources of error were believed to be due to
gridding, wrong inputs and different interpretations of the problem (such as boundary
conditions). An early comparison of full 3D simulations and VE calculations on a real model
was undertaken on the Utsira formation (Nilsen et al. 2011a). A simplified model that did not
include capillary pressure and dissolution was considered in their work. The results showed





      
    
     
     
      
    
     
  
  
   
    
       
    
   
        
 
    
  
 
       
     
   
           
      
 
 
   
     
            
  
Moreover, when segregation is achieved, the solutions provided by the VE models were more
accurate than their 3D counterparts. The spatial distribution of reservoir permeability was
modified to match the observed and calculated plume extension data for the Sleipner model.
The authors (Cowton et al. 2018) developed a vertically integrated fluid flow simulator, and 
their results were nearly identical to those of E100. Several (10 in total) mathematical and
numerical models were applied (Class et al. 2009) to three different benchmark studies,
including leakage of injected CO2 into overlying formations through a leaky well; enhanced
gas recovery (EGR) by injection of CO2 and; CO2 plume spreading and dissolution and storage
mechanisms in a large-scale heterogeneous reservoir. According to their study, realistic
heterogeneities and uncertainties, due to different ways of incorporating heterogeneity within 
the applied spatial discretisation, have a noticeable impact on the results. A simplified CO2 
storage study was designed (Nordbotten, J. M. et al. 2012) in order to understand the extent of
variability in model predictions due to applying different modelling approaches to the same
problem. Six research groups participated using the 3D simulator (four groups), MVE and
analytical approaches. Despite considering a relatively simple, idealised problem, the resulting 
model predictions varied significantly. The error sources were mainly due to a difference in
physical processes (such as dissolution and capillary pressure), numerical modelling 
approaches, upscaling, and problem definition interpretation.
The work presented below is one of the first benchmark studies on the impact of caprock
morphology on CO2 storage migration using several modelling approaches (E100, E300, EVE
and MVE). In particular, the impact of small-scale, sinusoidal undulations in the caprock
(referred to as 'rugosity') are investigated on CO2 plume migration and dissolution trapping.
For this purpose, fifteen sets of 3D geological models are constructed with a wide range of 
rugosity and slopes in Matlab; and systemically analysed the performance of four simulation
approaches in a CO2 storage study. The objective is to show the benefits of using the VE
approach for CO2 migration and dissolution in a geological model while focusing on a realistic
caprock morphology. 
4.2. Mathematical formulation
In this section, the governing equations for the flow dynamics in the VE and 3D models are
compared. Equation 4.1 describes the mass conservation in the 3D 











    
 




      
 
   
  
 
               
    
     
      
   
        
 
𝜕(𝜑𝜌𝛼𝑠𝛼) + 𝛻. 𝜌𝛼𝑢𝛼 = 𝜌𝛼𝑞𝛼 Equation 4.1𝜕𝑡 
where,
𝛼: fluid phase (w or g),
𝜑: porosity,
𝜌𝛼: fluid density,
𝑠𝛼: phase saturation, 
𝑞𝛼: phase volumetric flux,
𝑢𝛼: is the fluid velocity, given by the multi-phase extension of Darcy’s equation 
𝑢𝛼 = −𝑘𝜆𝛼(𝛻𝑃𝛼 − 𝜌𝛼𝑔) Equation 4.2
where,
𝑘: rock absolute permeability,
𝜆𝛼: fluid mobility,
𝑘𝑟𝛼(𝑠𝑤)𝜆𝛼 = 𝜆𝛼 (𝑠𝑤) = , 𝑘𝑟𝛼 and 𝜇𝛼 denote for relative permeability and fluid viscosity 𝜇𝛼 
respectively
𝑃𝛼: phase pressure,
𝑔: gravitational acceleration, 
Replacing the parameters in Equation 4.1 with their vertically integrated
counterparts, it is possible to derive the governing equation for the vertical equilibrium
approach. For simplicity, a sharp interface between the fluids is assumed. A detailed derivation
can be found in (Bandilla, Karl W., Celia and Leister 2014; Nilsen, Lie and Andersen 2016a;
Nilsen et al. 2011b). Here the final mass conservation relation in the VE model is presented. 
Plume thickness below the caprock is used as a variable to present the equation in fractional











     
 
 
             
 
    
    
 
                 
            
                
 












𝑧𝑡: top surface depth, 
𝑈𝑡: total volume flux which is given by s vertically integrated version of the multiphase
extension of Darcy’s equation,  
𝑈𝑡 = −𝑘Ʌ𝑡(ℎ)(𝛻𝑃𝑖 − [𝜌𝑤 − (𝜌𝑤 − 𝜌𝑔)𝑓𝑔(ℎ)]𝑔𝛻(𝑧𝑡 + ℎ)) Equation 4.4
where,
𝑃𝑖: pressure at the interface of gas and water,
𝑓𝑔: fractional flow function for the gas phase, which is given by,
𝑓𝑔 = Ʌ𝑔(ℎ)/[Ʌ𝑤(𝐻 − ℎ) + Ʌ𝑔(ℎ)] Equation 4.5
It is important to note that upscaled mobility (Ʌ𝑡 in Equation 4.4) is different from the
fine-scale (𝜆𝛼 in Equation 4.2 ) and is defined as (Nordbotten, Jan Martin and Celia 2011):




𝜉𝐵= elevation of the bottom of the formation (surface),






      
      
       
   
     
       
 
     
  
  
        
   
         
   
    
     
      
  
   
    
         
      
      
      
 
 
     
  
      
       
The upscaled parameters in the VE formulation are obtained by integrating the fine-scale ones
across the aquifer's thickness with respect to the z-direction. Therefore, despite 𝜆𝛼 which
depends on three spatial parameters ‘x’, ‘y’ and ‘z’, Ʌ𝑡 depends on ‘x’ and ‘y’ only (in addition
to time). Several models are available to reconstruct fine-scale saturation and mobility based 
on the upscaled saturation, out of which the sharp interface is employed while performing the 
VE based simulations. The method is valid when the capillary pressure effect is negligible in
the 3D model. More details can be found in (Andersen, Gasda and Nilsen 2015).
Both ECLIPSE and MRST have implemented their equations using finite-volume
discretisation that is fully implicit in time. 
4.2.1. Dissolution in E300, E100, EVE and MVE
CO2 dissolves into the brine and saturates at values of a few percent per volume. The CO2 
dissolution algorithm provided by the CO2STORE keyword in E300 allows the carbon dioxide
to dissolve in the aqueous phase. The fugacity function for aqueous CO2 is constructed to match
the solubility data, based on which the equilibrium between aqueous CO2 and brine is defined. 
E300 in the current study uses the Peng-Robison equation of state to compute the fluid
properties at their corresponding temperature and pressure (Schlumberger 2017). The CO2 
solubility in water is a function of temperature, pressure and salinity, calculated from the Chang
et al. correlation (Chang, Coats and Nolen 1996). 
The fluid properties in E100 are provided from two dimensional (brine and dissolved CO2) 
tabular data which are a function of pressure and are interpolated and extrapolated if required,
at a constant slope. The tables for E100 can be derived from the E300 fluid inputs, using the
PVTi program in ECLIPSE to make sure the input properties are identical. Therefore, E100 
and E300 input properties are identical with a high degree of accuracy, and the only difference
is in their formulation method, which is black oil and compositional in E100 and E300,
respectively.
Vertical Equilibrium in ECLIPSE (EVE) is an option available in E100. Using EVE, apart from 
the saturation data (used to calculate relative permeability and capillary pressures), other data
and the simulation approach are the same as in E100. In E100 the dispersed saturation function 
is specified (fluids are assumed to be evenly distributed over the grid block). At the same time,




      
   
        
 
     
    
     
     
    
     
    
     
 
 
     
       
       




   
    
    
    
   
     
         
       
   
 
 
average of the two (VE assumption, where fluids are in hydrostatic equilibrium). Therefore,
dissolution in EVE is handled the same way as it is in E100, i.e. using the PVT tables. 
While using MVE, the CO2 and brine are assumed to be separated by a sharp interface, leading
to an up-scaled relative permeability function that is linear (Nilsen, Lie and Andersen 2016b). 
Viscosity and compressibility are interpolated from a sampled table (identical to the one used
in other simulations) within the desired temperature and pressure range. In such a fully 
segregated system, dissolution occurs only in the interface region. Since CO2 saturated brine
at the interface is denser than the ambient brine, convective mixing may be triggered to 
significantly enhance dissolution by transporting saturated brine away from the two-phase
region and downwards into the vertical column. This process occurs spontaneously in
sufficiently resolved 3D simulators, but in MVE dissolution is mainly governed by a constant
upscaled “rate” value and a maximum dissolution parameter. The “rate” is constant and 
depends on both the rock and fluid properties. Before starting the main benchmark study, some 
simulations are performed using E300 and calculated the gas flow rate for an individual block
to set an accurate value for this rate. Using this flow rate, the average downward migration 
speed of CO2 during the post-injection period is calculated. In this way, it is possible to estimate
the suitable up-scaled rate value for the MVE. After ensuring that the rate is a good
representation of the dissolution occurring in the 3D simulations, the benchmark study is 
performed.
4.3. Numerical simulations 
4.3.1. Model set-up
The purpose of this chapter is to investigate the outcomes of different simulation approaches
applied to the models with different rugosities and aquifer top-surface slopes. Long-term plume
development, the amount of dissolved CO2, and computational requirements are compared. For
this purpose, a homogeneous closed boundary aquifer was defined, to which rugosity and slope
were added, depending on the specific test case. The horizontal permeability is 50 mD which 
is in the range of the In Salah storage site. CO2 is injected through one centre injector for ten 
years with a rate of 0.5 Mt/year, comparable to 20% of the emissions of a 500 MW coal-fired
power plant (Orr 2009). The injection is then followed by 1000 years of post-injection




















   
  
  




    
  
 
Table 4.1. Aquifer parameters
Parameter Value
Number of cells (NX×NY×NZ) 201×201×9




DZ 10 (layers 5-7)
25 (layers 8-9)
Rock compressibility (1/bars) 4.35E-5
Water density at 1500 m depth (kg/m3) 1049
CO2 density at 1500 m depth (kg/m
3) 468
Residual water saturation (Srw) 0.27
Residual CO2 saturation (Src) 0.20
Horizontal Permeability kh (mD) 50
Vertical to horizontal to Permeability (kv/kh) 0.1
Porosity 0.2
Pressure at the 1500 m depth (bar) 147
Simulation period (years) 1010
Number of time steps 200 (100*0.1 years + 100*10 years)
Water viscosity at 150 bar (Centipoise) 0.444








    
 
        




       
 
 
      
       
      
     
    
        
 
The relative permeability curves are shown in Figure 4.1. 
Figure 4.1. Relative permeability curves (Smith et al. 2012)
Four parameters, including the aquifer top-surface slope and amplitude of the rugosity in x and
y directions, were chosen for the sensitivity analysis. The following formula describes the
contact boundary between the caprock and reservoir:
𝑧(𝑥, 𝑦) = 𝐴[𝑠𝑖𝑛(𝜔𝑏𝑥) + 𝑠𝑖𝑛(𝜔𝑏𝑦)] − 𝑅𝑥 𝑠𝑖𝑛(𝜔𝑐𝑥) − 𝑅𝑦 𝑠𝑖𝑛(𝜔𝑐𝑦) + 𝑥 𝑡𝑎𝑛(𝑆𝑥) + 𝑦 𝑡𝑎𝑛(𝑆𝑦)
Equation 4.7
2𝜋 
where 𝜔 = is the angular frequency of the sine wave function and z, x and y are the z, x and
𝑊 
y-directional coordinate of the caprock surface, respectively. 
The terms A, 𝜔𝑏 and 𝜔𝑐 are constant in Equation 4.7 at the values of 40 (m), 25 (rad/m) and
150 (rad/m), respectively, while 𝑅𝑥, 𝑅𝑦, 𝑆𝑥 and 𝑆𝑦 are unique for each case. The first two terms 
(with “A” as a multiplier) represent the main structural traps. The next two negative terms
represent rugosity, which has a higher frequency than the main structural traps (𝜔𝑐 > 𝜔𝑏). The
next two tangential terms represent the model tilt angles. The amplitude of rugosity, and model
dip angles in the x and y directions are represented by 𝑅𝑥, 𝑅𝑦, 𝑆𝑥 and 𝑆𝑥 , which are the




       
     




   
      
 
   
   









The base case model is flat (not tilted, 𝑆𝑥 = 𝑆𝑦 = 0 ), without rugosity (𝑅𝑥 = 𝑅𝑦 = 0) and the 
caprock is presented local domes only using the first two terms in Equation 4.7 (Figure 4.2). 
The amplitude of the dome is 40 m, having 𝑅𝑥,𝑦 = 20 adds a sinusoidal structure with an
average amplitude of 20 m to the dome.
Figure 4.2. The thickness of Base case (Not to scale)
To analyse how dipping and small-scale structures affect the CO2 storage process, a function
was written in Matlab to construct the geological models using different rugosity and slope in 
x and y directions. The models (Table 4.2) were then automatically imported into MVE, E100, 
E300 and EVE simulators separately and their corresponding results for CO2 dissolution and 







   
    
 




          
          
          
          
          
          
          
          
 
   
     
      
      
  
         




   
 

















BASE 0 0 0 0 8 20 0 0 0
1 0 0 0 5 9 20 0 0 5
2 0 0 5 0 10 20 0 5 0
3 0 0 5 5 11 20 0 5 5
4 0 20 0 0 12 20 20 0 0
5 0 20 0 5 13 20 20 0 5
6 0 20 5 0 14 20 20 5 0
7 0 20 5 5 15 20 20 5 5
4.3.2. Justification of constant temperature assumption
The shallowest part of the domain corresponds to a 1.5 km depth, and a constant temperature
of 80oC is considered in all the models. The impact of temperature becomes more significant
in the tilted models. The highest tilt angle in this chapter is 5o, which results in the following
condition (Figure 4.3): 
• CO2 will be injected at a depth of 3.25 km, which is feasible in CO2 storage studies 
such as the Rousse site in France (4 km) and Weyburn in Canada (3.8km) (Espinoza
and Santamarina 2017).
• The temperature at the top of the model (1.5 km depth) is 80oC.
• The temperature at the injection point (3.25 km depth, middle) is 115oC.





       
 
 
   
    
         
 
     
    
         
       
   
    
   
        
     
  
   
    
   
     




Figure 4.3. Reservoir condition in 5o inclined models. Approximated temperature and pressure
values are given at each depth.
If one compares the tilted models (injection point at 3.25 km, 115 oC) with the flat models
(injection point at 1.5 km, 80 oC), considering a constant temperature, a 35oC (115 oC-80 oC=35
oC), the change in temperature will be ignored (which is also equivalent to the distance from 
the injection point to the top of the model in the tilted models). In other words, in this chapter, 
the temperature is at a constant value of 80oC while the real temperature at the injection point
in the models with 5o tilt would be 115oC. According to the CO2 solubility data in water (Kohl
and Nielsen 1997), a change in temperature from 80oC to 115oC at 300 bars (pressure at the
injection point in the tilted models, Figure 4.3), results in a 0.2% error in CO2 solubility. Based
on the theoretical data, under high temperature and pressure conditions (such as those used
here), CO2 solubility becomes a weak function of temperature, making the constant
temperature assumption (within the aquifer boundaries) reasonable. Three sets of experiments
are performed using E300 to support this argument. The surface temperature varies between 0-
30oC (Bachu 2003). Setting the surface temperature to 15oC, three sets of the geothermal 
gradient were including:
• Exp1: A geothermal gradient of 43oC/km until the depth of 1.5km, followed by 
20oC/km from 1.5km downward, which is the same condition shown in Figure 4.3. A 
related point to consider is that there are real cases with abnormal geothermal gradients 
within the certain depth, such as Soultz-sous-Forêts (Gérard et al. 2006), in which at a
depth of 1000m the geothermal gradient is 100oC/km and decreases to 50 oC/km at
2000m. 
• Exp2: A constant geothermal gradient of 20oC/km.







    
        
        
      
      
    
     
       
 
 
     
  
  
    
    
    
 
    
      
Details of the geothermal gradients in all the experiments are available in Figure 4.4. 
Figure 4.4. Temperature versus depth data in all the experiments.
The simulation is performed using Base Case (0,0,0,0) and Case 1 (0,0,0,5) in E300,
considering the temperature versus depth data presented in Figure 4.4. The averaged absolute
errors between the results from these experiments (variable temperature in aquifer according 
to depth) and the ones used in this chapter (constant temperature in the aquifer) are reported in
Table 4.3. A constant temperature of 80oC is considered, which means that the CO2 is injected 
at this temperature in tilted and flat cases. The corresponding injection temperature for Base
Case in Exp1 and Exp3 and Case 1 in Exp2 is also 80oC (Figure 4.4) which explains the
minimum averaged absolute errors in these scenarios.  
Table 4.3. The averaged absolute error between the results from the experiments and the ones
used in this chapter for Base Case and Case 1.
The averaged absolute error
Exp1 Exp2 Exp3
Base Case (0,0,0,0) 0.99% 5.29% 2.01%
Case 1 (0,0,0,5) 4.51% 1.92% 5.36%
These results confirm the observation from the CO2 solubility data in water (Kohl and Nielsen








         
      
    
     
   
    
    
    
      
      
    
    
operation conditions (above 150 bars and at 80oC), the impact of temperature on the overall
dissolution is relatively small, although not always completely negligible. 
4.3.3. Simulation results
The CO2 plume saturation in the top cells of the base case was compared with four other cases
(4, 5, 11 and 12) at the end of the simulation in Figure 4.5. There is a good agreement between 
the final plume distribution results from the ECLIPSE (E100, E300 and EVE) and MRST
(MVE) models. The plume migrates farther in the tilted models (Case 4 vs 5) while rugosity
on the top surface limits the extent of its migration (Bases case vs 12). 
The upscaled (VE) saturation is not the true fine-scale (3D) saturation, but the fraction of CO2 
in a total vertical column, which is plume thickness divided by aquifer thickness (when
disregarding residual saturation). To present the vertical equilibrium results more effectively,
3D CO2 saturations are reconstructed from the VE solution for the mobile and residual CO2 
interfaces and then projected onto a 3D image. For this purpose, based on the value of
calculated CO2 thickness, saturation values are allocated to the corresponding cell in the 3D





     
 
         
    
   
      
    
    
        
Figure 4.5. CO2 saturation profile at the end of the simulation.
The extent of the plume seen to be is higher in the VE model (EVE and MVE) which could be
partially due to the earlier segregation, and partially due to the numerical diffusion caused by
limited vertical resolution in the 3D model. Another reason is that since the vertical 
permeability is 5 mD, the plume spreads much further before reaching the top. Eventually, part 
of the plume becomes trapped residually while moving upward, seen in the 3D simulations 
(E100 and E300). In the VE model, however, the plume’s upwards migration is instantaneous.




     
     
  
 
   
 
distribution are illustrated for the E300 and EVE model. The extent of the plume at each end 
is shown with an arrow. A noticeable portion of the CO2 becomes trapped residually in the 
E300 model in the bottom layers, resulting in lower migration distance/speed. 




        
    
    
     
 
  
     
      
    
   
       
      
  
   
      
       
    
   
      
     
       
     
    
     
   
        
    
      
     
         
   
The percentage of CO2 dissolution for all the cases is presented in Figure 4.7. The amount of 
dissolved CO2 at the end of injection, at mid-way and the end of the simulation are investigated. 
Based on the current simulation parameters, using formula (19) from (Andersen and Nilsen
2018), the segregation time can be shown to be in the order of 20 years for this scenario. The
results indicate a discrepancy in the early stages (10 years, which is less than the segregation 
time), which is likely caused by the assumption that VE is not approximately valid at this point.
The dissolution is higher in the VE models (EVE and MVE) than in 3D (E100 and E300). As 
mentioned above, when using the VE model, the plume migrates to the top of the aquifer 
instantly, which consequently increased its contact with fresh brine, migrated a farther distance, 
and exhibited a higher dissolution. This statement is consistent with the two different trends 
observed for the VE and 3D models as well. For instance, while the dissolution is higher in the
Base Case (Rx=0, Ry=0, Sx=0, Sy=0 or 0,0,0,0) than for Case 1 (0,0,0,5) in the 3D models, the
trend is opposite for the VE models. This is because by increasing the aquifer slope, the cone-
shaped CO2 plume around the well area extends further upslope, thereby increasing in volume
and leading to more residual trapping of the CO2 (Figure 4.6). In other words, the plume
migration distance becomes smaller in the 3D than the VE models, resulting in less contact
with in-situ brine in distances further away and therefore a lower dissolution. To confirm this
argument, for Bases Case (0,0,0,0) and Cases 1 (0,0,0,5), the horizontal and vertical 
permeabilities were increased to 500mD and 50mD, respectively. The results show an increase
in dissolution by increasing the tilt angle in both E100 and E300. The corresponding amount
of dissolved CO2 in brine for both simulators for the Base Case (0,0,0,0) and Case 1 (0,0,0,5)
became 39.1% and 41.6%, respectively, while with lower permeability they were 31.1% and
27.2%, respectively.
In the flat cases, the injected CO2 moves vertically upwards with limited lateral migration at
the bottom layers (compared to the tilted models), eventually resulting in lower residual 
trapping and therefore higher dissolution. Figure 4.6 also shows that the residual trapping in 
the Base Case and Case 12 (20,20,0,0) is lower than their equivalent tilted models which are
Cases 1 (0,0,0,5) and 13 (20,20,0,5), respectively. A similar conclusion was reported in 
previous studies (Shariatipour, S. M., Pickup and Mackay 2016), where the dissolution was
seen to decrease by increasing the tilt in the models with low vertical permeability. Moreover, 
to assure that the resulted dissolution trend is not due to the error introduced by low vertical
resolutions, the Base Case (0,0,0,0) and Case 1 (0,0,0,5) were refined to 90 cells in the vertical




    
 
     
    
 
      
      
   
  
    
     
       
      




      
 
 
observed before, the dissolution in the tiled model (Case 1) was less than the flat one (Base
case). 
Another reason for the different observed behaviours in the dissolution in the 3D and vertical
equilibrium models is possibly due to the differences in fluid properties and saturation data.
(See section 2.1).
The results for the E100 and E300 are similar throughout the simulation. While both VE
approaches show similar overall trends, the MVE shows a higher dissolution due to differences
in how dissolution is modelled in the EVE and MVE models, as described earlier. The
minimum dissolution occurs in the flat model with rugosity in both the x and y directions (#12),
which is because the plume becomes immobilised in small structural traps (Figure 4.6). In this 
case, even in 3D models, increasing the slope results in a higher dissolution, so as a
consequence Cases 13 (20,20,0,5) have a higher dissolution than Case 12 (20,20,0,0), which
was not seen for Cases 1 (0,0,0,5) versus the Base case (0,0,0,0). As is clear in Figure 4.6, the 
plume extent in Case 13 (20,20,0,5) is significantly higher than Case 12 (20,20,0,0) for both
E300 and EVE models.
Figure 4.7. CO2 dissolution in the aquifer (percentage of total injected CO2), for all the cases 




       
       
   
      
 
   
 
  
      
       
     
    
  
   
     
     
     
Figure 4.8 shows the simulation time for all the models. The computational time is evaluated
using the same hardware for all the simulations. As expected, both VE models have
significantly lower computational cost than the 3D simulators. Top surface rugosity and tilt do
not appear to play any major role in regard to the computational time.
Figure 4.8. Simulation time for all the cases (minutes)
4.4. Conclusion and remarks
In this chapter, four simulation models, including EVE, E100, E300 and MVE, are compared.
The simulations were performed on a homogenous model with a relatively low permeability of
50 mD and 5 mD in the horizontal and vertical directions, respectively. The impact of the 
reservoir slope on dissolution in 3D simulators was different from what was expected in high
permeability aquifers. As reported in previous studies, increasing the tilt angle resulted in a 
farther migration of the CO2 and more significant contact with the brine, which consequently 
increases the dissolution (Pruess, K. and Nordbotten 2011; Wang et al. 2016). However, the 
trend in 3D simulators was opposite, and the dissolution was seen to decrease with increasing 




    
     
    
 
 
to limited vertical permeability. Therefore, the match between the results from VE and 3D
simulators observed in previous studies might not be the case in tight reservoirs. The results
showed a good agreement between the plume shapes in all the models. Concerning the







    
 
  
    
      
       
     
   
   
    
   
  
   
   
       
   
        
    
   
              
       
 
         
 
              
           
 
 
         
         
 
5.
Chapter 5 § 
Role of caprock morphology in history matching
5.1. Introduction
While a portion of the CO2 injected into underground reservoirs as part of a long-term 
sequestration process will be securely stored through a combination of physical, capillary and
dissolution trapping mechanisms, a large part will remain as a free phase in the short to medium 
term. If there is no proper barrier to impede its progress, such as an anticline, the free phase
will move upslope along the caprock. As mentioned in Chapter 2, general seismic surveys can 
detect large-scale features in the caprock, including domes, traps and spill points. Their
detection level and resolution, however, does not cover rugosity, i.e. the topography variation 
below 10 m (Jackson et al. 2010). Therefore, uncertainties in geological models are
unavoidable as they are usually developed based on limited data, which consequently 
introduces errors into the simulation process. A popular method to mitigate the model
uncertainty in reservoir engineering problems is history matching using the pressure and 
production data (Silva et al. 2017). 
The Sleipner CCS project is the first storage project demonstrated at commercial scale (Ghosh,
Sen and Vedanti 2015; Torp and Gale 2003). The CO2 is captured from the nearby gas 
processing field and then injected into the reservoir at an approximate rate of one million tonnes
per year (Korbøl and Kaddour 1995; Torp and Gale 2003). The reservoir had by 1 January 
2019 stored approximately 17.8 Mt of CO2 from the start of the operation (Furre, A-K et al.
2019). The storage site is a saline aquifer located at a depth of 800-1000 m (Arts et al. 2004; 
Head et al. 2004). Although no leakage has been reported in the site, constant monitoring of
§ The content of this chapter is taken from the following paper: 
Ahmadinia, M. and Shariatipour, M. (2020) Analysing the role of caprock morphology on history matching of
Sleipner CO2 plume using an optimisation method. Greenhouse Gases: Science and Technology 10 (5), 1077-
1097.
The candidate planned and developed the methodology, performed all the simulation and analysis, and wrote the 




          
    
      
      
      
   
         
   
 
   
        
   
       
   
   
 
     




   
       
      
       
 
     
     




the storage process it crucial in managing the leakage risk throughout the operation (Nooner et
al. 2007). Moreover, developing an understanding of the plume behaviour in this specific site
is essential for decision-making purposes in regard to other global site choices. Several studies
(Cavanagh, Haszeldine and Nazarian 2015; Chadwick RA and Noy DJ. 2010; Hodneland et al. 
2019; Nilsen et al. 2017) have aimed to gain a better understanding of the plume migration
behaviour in the Sleipner and to find a satisfactory history match of the CO2 plume migration.
The caprock model used has been suggested to be a cause of the poor match between the
observed and simulated plume outline in the Sleipner (Bandilla, Karl W., Celia and Leister 
2014; Nilsen et al. 2017; Zhu et al. 2015). 
Typical uncertain parameters considered in history matching problems are porosity, and
absolute and relative permeability data (Sadri et al. 2019). The focus of the current chapter is 
on caprock rugosity. Through a parameter estimation approach using an adjoint-based 
optimization method, the approach was tested by recreating a reference CO2 plume shape in a 
synthetic model. The unknown parameter is caprock slope and elevation. Subsequently, the
methodology was applied to the Sleipner 2019 benchmark model and improved the plume
match by modifying the caprock elevation. Simulations were performed based on the vertical-
equilibrium assumption using the CO2lab module in MRST. The simulator is then coupled to
an adjoint-based optimisation tool found in MRST to minimise the mismatch between the
observed and simulated plume shape. 
5.2. Materials and methods
5.2.1. Part I: Synthetic model description
Initially the optimization tool was tested on a problem with a known answer. A plume outline 
has been created using specific slope and caprock topography variations and is referred to as
“observed” plume. Using the optimization tool, the “observed” plume outline was recreated
through systematic optimization of uncertain parameters, i.e. aquifer slope and caprock
topography. Since the answer is already known, this step helps to validate the approach before
applying it to a more complex model such as Sleipner. The contact boundary between the
caprock and aquifer of the synthetic models in the first part of the chapter is represented by




   
 
 





       
       
     
        
   
      
 
        
       
  








𝑧(𝑥, 𝑦) = 𝐵[𝑠𝑖𝑛(𝜔1𝑥) + 𝑠𝑖𝑛(𝜔1𝑦)] + 𝐴𝑥 𝑠𝑖𝑛(𝜔2𝑥) + 𝐴𝑦 𝑠𝑖𝑛(𝜔2𝑦) + 𝑥 𝑡𝑎𝑛(𝑆𝑥) + 𝑦 𝑡𝑎𝑛(𝑆𝑦) Equation 5.1
Where
2𝜋
𝜔 = : Angular frequency of the sine wave function 
𝑊 
x, y and z: Directional coordinate of the caprock surface
A and B: Amplitude of the sine wave function
S: Model dip angle 
In Equation 5.1, the first two terms (with “B” as a multiplier) represent the main structural
traps. The rugosities in the x and y directions are presented by the next two terms, with a higher 
angular frequency than the main traps (𝜔2 > 𝜔1). The last two terms represent the model slope.
B, 𝜔1 and 𝜔2 are constant in Equation 5.1 at values of 35 (m), 15 (rad/m) and 100 (rad/m),
respectively. The model parameters are the rugosity amplitude and model slope in the x and y 
directions, presented by 𝐴𝑥, 𝐴𝑦, 𝑆𝑥 and 𝑆𝑦 , respectively, which are subjected to change in order
to find the best match.
A single CO2 injector is considered at the centre of a homogenous model, injecting CO2 for 12
years (starting from 1999) with a constant flow rate of 0.5 Mt/year, equivalent to 20% of the
CO2 emission of a 500 MW coal-based power plant (Orr 2009). Further information about the




   
  
  










   
  
 
    
      
 
   
    





Table 5.1. Synthetic model parameters
Parameter Value
Reservoir grid resolution (NX×NY×NZ) 101×101×4
Reservoir size (km) (LX×LY×LZ) 15×15×0.1
Rock compressibility (Pa -1) 1.00 E-10
Water density (kg/m3) 1020
CO2 density (kg/m
3) 760
Residual water saturation (Srw) 0.11
Residual CO2 saturation (Src) 0.21
Permeability (mD) 500
Porosity 0.2
Simulation period (Years) 10
Bribe viscosity (Pa.S) 8.0E-4
CO2 viscosity (Pa.S) 6E-5
Caprock depth (m) 1500
The numerical simulation of CO2 injection and migration was initially performed on a synthetic
model with a known slope (𝑆𝑥 and 𝑆𝑦) and rugosity (𝐴𝑥 and 𝐴𝑦). The resulting plume outline 
was recorded and subsequently reinterpreted as "observed" data. New models were synthesized 
with different inputs for the investigated parameters (slope and rugosity in the x and y 
directions). Simulations were then performed on individual synthetic models using the
nonlinear optimization framework. The investigated parameters were calibrated within 




     
       
 
        
      
  
 
    
   
      
   
      
     
  
 
   
 
 
    
  
 
         
      
      
 
5.2.2. Part II: Sleipner 2019 benchmark model
The Sleipner 2019 Benchmark Model (Santi A., Furre A.K. and Ringrose P. 2020) is a
reference dataset from the Sleipner CO2 storage site. This site, located off the western coast of 
Norway using part of the more extensive Utsira Formation as a storage site, has been
commercially used by Equinor ASA, a Norwegian state-owned multinational energy company,
as a CO2 storage site since 1994, to prevent CO2 emissions associated with the gas production 
from the same region. The site has been extensively monitored from its inception, and a series
of time-lapse seismic datasets that documents the migration of the injected CO2 has been
established and (along with associated well logs and baseline seismic) has served as an input
to the creation of the benchmark model. The 2019 benchmark model is the first complete 3D 
model of the Sleipner covering eight reservoir zones interbedded with eight continuous shale
layers. The geological model used in this part of the chapter consists of the caprock, a sand 
wedge (L9, highlighted in red in Figure 5.1) and a shale layer on the bottom. Other layers are
ignored as the focus is on the behaviour at the top surface. The seismic lateral and vertical
resolutions are about 12.5 m (Santi A., Furre A.K. and Ringrose P. 2020) and 8 m (Chadwick, 
RA et al. 2004) respectively. 
Figure 5.1. Depth data for Sleipner 2019 benchmark original model. Purple line: bottom of the
reservoir; blue lines: intra-formational shale layers; red zone: the only sand layer considered in
this study (L9); dotted line: injection well in the original model; 15/9-A-16: injection well.
A single CO2 injector (15/9-A-16) is considered in the model (Santi A., Furre A.K. and
Ringrose P. 2020) operating with injection rates as in (Nilsen et al. 2017) for 12 years (1999 to
2010) and are listed in Table 5.2. The rates presented in the table are representative of the CO2 





   
             
 
 
            
 
 
       
    
      
   
        
      
  
     
   
    
    
    
  
         







Table 5.2. CO2 reservoir volume entry rates taken from (Nilsen et al. 2017)
year 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010
rate (m3) 
×106 
0.03 0.08 0.14 0.21 0.31 0.44 0.62 0.87 1.18 1.57 2.06 2.65
As the internal layers are not considered, the entire CO2 plume will reach the top-surface
immediately once injected. In contrast, in reality, the plume encounters and passes through 
eight shale layers, and part of it becomes trapped before reaching the ninth. To avoid an
unrealistically large plume, the optimization tool was used to initially calibrate the injection
rate. The results showed that using a rate multiplier of 0.7, which is in agreement with the range
reported by (Nilsen et al. 2017), would improve the plume match (9% improvement in plume
match in 2010 for instance). Therefore, the resulting plume roughly represents the fraction of
CO2 that has reached the upper layer based on the time-lapse seismic data. This rate multiplier
is applied to the simulations in the second part of this chapter (Sleipner model).
Dissolution and mineralization trapping mechanisms have been neglected due to the time scale
of the study. Relative permeability data have been taken from (Singh VP et al. 2010) with a
residual saturation of 0.11 and 0.21 allocated to the brine and CO2, respectively. The impact of 
temperature on density (and viscosity) is modelled with sampled tables of density and viscosity
as functions of pressure and temperature using the TREND library (Span et al. 2015). Further






   
     
 
     
     
 
   
 
     
 
    
    
  
 
   
 
     
      
     
     
    
   
 
   
      
       
Table 5.3. Sleipner model information
Parameter Value Reference
Porosity 0.27 – 0.4 (Holloway et al. 2000; Lothe and 
Zweigel 1999)
Permeability (mD) (1.1 – 5) E3 (Lindeberg et al. 2001)
Number of cells (NX*NY*NZ) 64*118*47 (Santi A., Furre A.K. and Ringrose
P. 2020)
Cell dimensions (m) 50 * 50 * 2 (Santi A., Furre A.K. and Ringrose
P. 2020)
(DX*DY*DZ)
Area (km2) 18 (6*3) Seismic depth map
Seafloor temperature (oC) 7 (Nilsen et al. 2017)
Brine viscosity (Pa.s) 8E-4 (Nilsen et al. 2017; Singh VP et al. 
2010)
CO2 viscosity (Pa.s) 6E-5 (Nilsen et al. 2017; Singh VP et al. 
2010)
Brine viscosity (Pa.s) at 8.1 MPa 1020 (Bickle et al. 2007)
CO2 viscosity (Pa.s) ) at 8.1 MPa 760 (Alnes, Eiken and Stenvold 2008)
Brine compressibility (Pa -1) at 8.1 MPa 4.37 E-10 (Nilsen et al. 2017)
CO2 compressibility (Pa 
-1) at 8.1 MPa 4.37 E-9 (Nilsen et al. 2017)
Rock compressibility (Pa -1) at 8.1 MPa 1.00 E-10 (Nilsen et al. 2017)
Thermal gradient (oC/km) 35.6 (Nilsen et al. 2017)
5.2.3. Numerical simulation
The numerical simulations are performed using the CO2lab module in MRST (Bao et al. 2017), 




      
       
  
       
  
   
     
     
       
  
     
      
   
     
  
     
   
      
    
        
   
  
   
     
     
 
 
   
    
 
assumption. VE modelling is based on two main assumptions. The first is that brine and CO2 
are assumed to be in hydrostatic equilibrium throughout the simulation. In the second, vertical 
flow migration is considered negligible compared to lateral migration (Nordbotten, Jan Martin 
and Celia 2011). Due to the significant difference between the CO2 and brine densities,
segregation is considered to occur instantly, and the fluids form two separate layers. For typical
operation conditions and formation thickness in geological CO2 storage projects, the VE
assumption is likely to be valid for horizontal permeabilities above 100 mD (Court et al. 2012). 
Note that the permeability in Sleipner’s layer nine is between 1100 – 5000 mD.
Moreover, because of the difference in the densities of CO2 (~760 kg/m
3) and brine (~1020
kg/m3), the ninth layer of the Sleipner is characterized by gravity segregation (Nilsen et al. 
2017). Using the VE method, it is possible to model the most relevant physical aspects of long-
term CO2 storage. Its feasibility in the context of CO2 storage has been investigated in previous
studies (Ahmadinia, Masoud et al. 2019; Bandilla, Karl and Celia 2019; Gasda, Sarah E.,
Nordbotten and Celia 2009; Nilsen, Lie and Andersen 2016b) and was also employed to model
the Sleipner benchmark (Bandilla, Karl W., Celia and Leister 2014; Nilsen et al. 2011a; Nilsen
et al. 2017; Singh VP et al. 2010). Singh et al. showed that strong segregation occurs in
Sleipner, and the plume migration is strongly affected by the caprock morphology (Singh VP
et al. 2010). The VE modelling was compared with a full 3D black-oil simulator, and the results
showed that the VE model could capture the flow physics of the Sleipner benchmark (Nilsen
et al. 2011a). The CO2 plume behaviour in Sleipner observed in the VE model was observed
to be the same as a full 3D simulation model (Bandilla, Karl W., Celia and Leister 2014). In 
the VE model, the problem dimension is reduced from 3D to 2D. This significant reduction in 
the number of unknowns also significantly reduces the computational cost and allows the
modeller to consider a higher lateral grid resolution beyond what would be practical in full 3D 
simulations. It is then possible to reconstruct the full 3D model from the 2D one as a post-
processing step, using analytical calculations (Nilsen, Lie and Andersen 2016b). More details 
can be found in Section 4.2.
5.2.4. Optimization framework
The optimization tool employed in this chapter is implemented in the MRST. It can be used for 




     
 
       
      
       
    
 
     
   
  
               
  
    
   
 
 
   
  
   
      
    
    





   
    
Newton optimization routine using Broyden–Fletcher–Goldfarb–Shanno (BFGS) updated
Hessians (Lie 2019). 
In the first part of the chapter (synthetic model), model parameters are 𝐴𝑥, 𝐴𝑦, 𝑆𝑥 𝑎𝑛𝑑 𝑆𝑦 which
are scalar values representing the rugosity amplitude and aquifer slope in the x and y directions,
respectively (Equation 5.1). In the second part of the chapter, however, the model parameter is 
dz, the absolute local elevation changes in caprock depth and has a size equal to the number of
cells in the top row of Sleipner layer 9 (64 × 118 = 7552). 
Note that only the plume thickness (h) was matched, and the objective function in this chapter
exclusively depends on plume saturation. The optimization framework aims to find a set of 
model parameters and minimize the misfit function in the form of  𝐽 = ∑ 𝐽𝑚 where
𝑚𝐽𝑚(ℎ𝑚) = ∑𝑐𝑒𝑙𝑙𝑠 𝑉(ℎ
𝑚 − ℎ𝑜𝑏𝑠 )
2 + ∑𝑐𝑒𝑙𝑙𝑠 𝛽𝑑𝑧
2𝑉 Equation 5.2
where
m = Time-instance of the set of observed CO2 plume thickness (ℎ𝑜𝑏𝑠). Four sets of observed 
data (2001, 2004, 2006 and 2010) are used in both parts of this chapter.
h = Simulated plume thickness given the model parameters.
V = Aquifer volume found below each cell in the 2D top surface grid.
𝛽 = Regularization term (equals to 0.1). 
While adjusting dz in the work in the second part of the chapter, the degree of freedom is very 
large in the optimization problem (equivalent to the z-value of all caprock cells in Sleipner 
model). The regulation term (𝛼) prevents possible overfitting of the data. In other words, this 
term restricts the drastic modification of the top surface elevation, which could occur by
assigning a maximally shallow z-value to all grid cells within the observed plume and a
maximally deep z-value to the ones outside. See sections 2.3 to 2.6 in (Nilsen et al. 2017) for
more information about the implemented adjoint-based optimization framework in the MRST 
and (Jansen 2011) for more details about solving adjoint equations.
5.2.5. Sørensen–Dice coefficient
Several approaches are available to quantify the similarity of the plume migration resulting




    
     
       
 
      
    
        
 
 










      
      
 
  
        
     
      
          
    
    
    
Manceau and Rohmer 2014; Manceau and Rohmer 2016) compares the plume centre of mass 
with a reference point, such as the injection point. Here the Sørensen–Dice coefficient (SDC), 
a statistic used to quantify the similarity of two discrete samples was used (Dice 1945;
Sørensen 1948). The approach showed promising results when applied to the Ketzin (Lüth, 
Ivanova and Kempka 2015) and Sleipner (Allen, R. et al. 2018; Hodneland et al. 2019) CO2 
storage sites to compare the similarity of the simulated and observed CO2 footprint. SDC ranges 
between 0 and 1, where an SDC equals one corresponds to identical samples. The SDC
coefficient is defined as: 
2|𝑋∩𝑌|
𝑆𝐷𝐶 = Equation 5.3
|𝑋|+|𝑌| 
where,
X: The plume outline from the simulation at the desired time
Y: The observed footprint generated from the seismic data at the same time as X. 
Note that the SDC coefficient is not implemented into the optimization framework and, as 
mentioned in section 5.2.4, the objective function in this chapter is solely a function of plume
thickness (i.e. saturation). Once the model parameters are optimised, the SDC coefficient is 
calculated after running a forward simulation using the optimised parameters.
5.3. Results and discussion
5.3.1. Part I: The Synthetic model
The approach was initially tested on a synthetic model with the aim being to optimise the model
parameters. The adjoint-based optimization tool is employed to effectively minimise the 
mismatch between the observed and simulated plume outline by changing the rugosity
amplitude (𝐴𝑥 and 𝐴𝑦 in Equation 5.1) and aquifer slope (𝑆𝑥 and 𝑆𝑦 in Equation 5.1). Two sets
of limits to optimize the variables are considered: scenarios “a” and “b” in which the optimised
value could be any value within (0 – 10) and (0 – 20), respectively. The observed plume outline 
is achieved with the following set of inputs: 𝐴𝑥= 7 m, 𝐴𝑦=3 m, 𝑆𝑥= 4
o and 𝑆𝑦= 2
o. Six sets of
initial guesses are considered which are listed in Table 5.4. Moreover, the number of iterations 
for each optimisation run is also reported in Table 5.4. Results clearly show that optimisation 




     
 
























      
     
     




     
 
  




















    
  
can decrease the computational cost, although this could introduce the risk of missing the
optimum points.
Table 5.4. Initial guesses and search range for each of the model parameters.
Model parameter limit
Scenario
Ax (m) Ay (m) Sx (o) Sy (o) 
a 0-10 0-10 0-10 0-10
b 0-20 0-20 0-20 0-20
Observed 7 3 4 2
Initial model parametersNumber of 
Case
iterations Ax (m) Ay (m) Sx (o) Sy (o) 
a 11
1 0 0 0 0
b 15
a 10
2 10 10 10 10
b 12
a 10
3 10 10 0 0
b 11
a 8
4 0 0 10 10
b 12
a 11
5 0 10 0 10
b 13
a 9








      
 
 
Assigning the initial guess values to the model parameters results in different plume outlines
in 2001, 2004, 2006 and 2010, shown in Figure 5.2. 







      
 
 
   
 
 
    
     
     
     
     
     
     
 
     
       
        
    
 
 
The corresponding SDC for plume outlines using initial model parameters is listed in Table
5.5. 





1 0.81 0.74 0.74 0.75
2 0.69 0.66 0.68 0.71
3 0.71 0.62 0.62 0.61
4 0.68 0.65 0.68 0.71
5 0.36 0.31 0.29 0.29
6 0.55 0.55 0.58 0.59
The calibrated models for all the cases resulted in an SDC of ~1, i.e. the observed and simulated
plume outline completely matched throughout the simulation. The calibrated CO2 plume
thickness profile for the synthetic models (scenario “a”) are presented in Figure 5.3. The results
indicate that a satisfactory plume match is achieved regardless of the starting point (Cases 1 to









      
Figure 5.3. Calibrated CO2 plume thickness profile for the synthetic models (Scenario “a”) in
2001, 2004, 2006 and 2010.
Here the results are compared based on the calibrated values for the model parameters. Figure




        
  
        
         






    
  






outline is achieved when setting 𝐴𝑥= 7 m, 𝐴𝑦=3 m, 𝑆𝑥= 4
o and 𝑆𝑦= 2
o in Equation 5.1. For
this study, no significant dependence on the initial guess is observed for the final solution 
obtained; except for Case 3 ( 𝐴𝑥 = 10 m, 𝐴𝑦=10 m, 𝑆𝑥 = 0
o and 𝑆𝑦 = 0
o) where optimization
results for both scenarios “a” and “b” were less accurate than other cases. Note that in more
complex optimization settings, the choice of the start point would be important and here the
problem is simplified. 
Figure 5.4. Optimized values for all the cases.
The averaged error in the match between the observed and calibrated model parameters for
each of the cases is presented in Figure 5.5. Setting tighter bounds (scenarios “a”) for the 






          
 
 
       
       
   
    
    
 
 
    
   




Figure 5.5. The averaged percentage error in the match between the calibrated and observed
models.
While there is a small ‘wiggle room’ in calibrated parameter values, the results clearly show
that the optimization tool employed in the work in this chapter can identify precisely a single
set of model parameters to match the plume extension at different time steps. In the next 
section, the results from applying the tool to the recent Sleipner model are discussed. The aim
is to calibrate its caprock morphology to improve the match between the observed and
simulated plume outline.
5.3.2. Part II: The Sleipner model
The plume outline resulting from the original Sleipner model is compared with seismic data in
2001, 2004, 2006 and 2010 (Figure 5.6). The plume shows a better match in the early years 





       
     
   
 
Figure 5.6. Plume outline from seismic (1st row), results from the original model (2nd row),
comparison of the plume outlines (3rd row; dark blue: seismic, yellow: simulated, green:




         
      
     
    
      
     
    
    
     
       
   
    
    
 
   
   
   
       










While several sources of uncertainty have been reported in the Sleipner model, the focus of the
work in the presented in the current chapter is to improve the plume match merely by changing 
the caprock elevation within the seismic detection range (~10 m). Each grid cell in the 2D grid
can be freely moved up and down along the z-direction. The resulting plume outline from the
calibrated model is compared with the seismic data in Figure 5.7. The result shows an increase
in the average SDC in the four studied time steps from 65% (Original model) to 73%
(Calibrated model), which is significant. Note that a perfect match is not expected to be found
as other parameters affect the Sleipner plume match. Various researchers addressed the
different source of uncertainties, such as temperature (Cavanagh and Haszeldine 2014; 
Hermanrud, C. et al. 2012; Hodneland et al. 2019), CO2 plume impurities (Hodneland et al.
2019), CO2 density (Alnes, Eiken and Stenvold 2008; Alnes et al. 2011; Cavanagh and 
Haszeldine 2014; Zhu et al. 2015), the injection rate (Nilsen et al. 2017; Zhu et al. 2015), 
porosity and permeability (Nilsen et al. 2017) affecting the plume match in the Sleipner model.
Calibrating the caprock morphology seems to improve the match in the middle of the plume, 
where CO2 has the highest saturation and forms a reverse “L” shape. SDC cannot observe this
improvement as the plume thickness is not considered in the similarity measurement, which is 
a limitation of this approach. Moreover, SDC considers the difference in the uncommon area,
which is another limitation. In other words, if circle X and Y have an area equivalent to 75%
and 125% of circle Z, respectively, then 𝑆𝐷𝐶𝑋 & 𝑍 = 𝑆𝐷𝐶𝑌 & 𝑍 = 0.75. Note, as mentioned in 
Section 5.2.5, the SDC coefficient is not implemented into the optimization framework and is





     
     
  
 
Figure 5.7. Plume outline from seismic (1st row), results from the calibrated model (2nd row), 
comparison of the plume outlines (3rd row; dark blue: seismic, yellow: simulated, green:




   
        




   
 
  
      
   
   
          
     
 
      
While the optimization tool could modify the caprock morphology within the Sleipner seismic
vertical resolution (~ 8m), the results presented earlier are achieved by a change of ± 10 m.
Figure 5.8 shows the elevation change applied to the original geological model. The algorithm 
seems to decrease the elevation in the region outside the observed plume outline, which might
result in a lower structural trapping capacity.     
Figure 5.8. Caprock elevation change
5.4. Conclusion
The exercises in this chapter focused on the impact of caprock morphology on CO2 plume
migration and footprint. An optimization code was developed to systematically change the
model parameters to minimize the error match between the observed and simulated plume
outlines. First, the method was used to predict the CO2 plume shape in a synthetic model. A set
of parameters representing the slope and rugosity in the x and y directions was found using the
non-linear simulation-based optimisation tool. The observed plume footprint was successfully 




   
    
         
        
   
  
    
      
   
   
       
     
  
starting points and calibration limits for each parameter. The optimisation tool was employed 
to improve the plume match in the Sleipner 2019 benchmark model by modifying the caprock 
morphology within a range smaller than the seismic detection limit. The results showed an 
average improvement of about 8% in the plume match. A wide range of parameters has been
reported in the literature affecting the plume match in Sleipner. The goal here is not to find a 
perfect match as here the caprock morphology is the only HM parameter. Therefore, the results
of the optimization method would be considered a good match.
Moreover, the algorithm significantly improved the match in the middle of the plume, where
the CO2 has the highest saturation and forms a reverse “L” shape. The reported match
improvement in percentages, however, did not take this into account as the plume thickness is 
not considered in the similarity measurement in SDC calculation, which is a limitation of this
approach. Given that the objective function used in this chapter is a function of plume thickness 










       
         
       
      
  
     
    
     
      
    
     
  
 
    
   
     
    
    
 
          
 
             
          
  
 
         
         
     
 
6.
Chapter 6 ** 
Quantifying the importance of caprock 
morphology through data analysis
6.1. Introduction
As mentioned in Chapter 5, the Sleipner CCS project, the first storage project on a commercial
scale (Ghosh, Sen and Vedanti 2015). The gravity-driven flow was an essential factor in CO2 
plume migration in the Sleipner storage site (Cavanagh, Haszeldine and Nazarian 2015). The
researchers (Cavanagh, Haszeldine and Nazarian 2015) applied a capillary flow model to the 
Sleipner model to solve the over-prediction of viscous effects in gravity segregated systems.
While a better match was achieved in the northern part of the plume, the upslope plume
migration was overestimated, this being explained as being due to neglecting viscous effects
acting against the gravity drive. Therefore, the work in this chapter highlights the importance
of gravity-driven flow and suggests using models with enough vertical grid resolution or
reduced-orders models, such as vertical equilibrium. To improve the match, higher
permeabilities (6 and 10 Darcy) for the Utsira formation have also been considered (Chadwick
RA and Noy DJ. 2010; Chadwick, RA et al. 2009). These authors also studied cases with
anisotropic permeabilities and increased the temperature to 36oC.
Nilsen et al. (Nilsen et al. 2017) tried to match historical data to the Sleipner storage site. Their 
results suggested that the plume outline is governed by the caprock, its permeability and the
influence of plume density, while the CO2-brine contact shape and porosity and injection rate
affect the plume volume. The impact of uncertainties in temperature and fluid impurities on 
CO2 migration in the Sleipner was investigated (Hodneland et al. 2019). While the impact of 
** The contents of this chapter are taken from the following paper: 
Ahmadinia, M., Shariatipour, M., Andersen, O. and Nobakht, B. (2019) Quantitative evaluation of the joint effect
of uncertain parameters in CO2 storage in the Sleipner project, using data-driven models. International Journal of
Greenhouse Gas Control 103, 103180.
The candidate planned and developed the methodology, performed all the simulation and analysis, and wrote the 
manuscript. The co-author supervised the project and provided feedback on the manuscript. Behzad Nobakht




     
 
          
      
   
     
   
     
   
 
   
      
   
   
   
   
     
   
    
    
       
    
     
       
   
      
   
 
    
 
 
CO2 impurity on plume migration was negligible, the authors found that raising the average
storage site temperature to 46oC improves the history matching results.
Most of the previous studies undertaken on the Sleipner model took a one factor at a time
(OFAT) approach (Allen, R. et al. 2018) in which the response to one parameter is investigated,
and the rest are kept at their initial value. Some other works also considered a limited number
of parameters in their sensitivity analyses (Hodneland et al. 2019). To fully span the uncertainty
space, to the best of our knowledge, this is the first time the focus will be on the cross-
correlation of six important parameters, to show their impact on the overall CO2 migration and 
trapping in Sleipner. Several sources are considered including uncertainties in the geological
model (porosity, permeability and caprock morphology), fluid (CO2 density), aquifer property 
(temperature) and operational condition (injection rate). One million samples of the six
uncertain parameters are generated within their reported ranges in the literature for the Sleipner
model Layer 9 and ran a simulation for each input parameter set. The study was performed on
the most recent Sleipner Benchmark simulation grid, 2019 (Santi A., Furre A.K. and Ringrose
P. 2020). Considering the computational cost, the forward simulations are performed using the
VE modelling approach implemented in MRST-CO2lab (Nilsen, Lie and Andersen 2016a;
Nilsen, Lie and Andersen 2016b). CO2lab is an add-on module providing a family of
computational tools specially developed to study the long-term CO2 storage in large-scale
aquifer systems. The MRST-CO2lab performance was compared with full 3-D simulations in
previous studies (Ahmadinia, Masoud et al. 2019; Nilsen et al. 2011a), and showed promising 
performance. Each forward simulation of CO2 injection in Layer 9 for 12 years, took about 30 
seconds using the VE approach; while using the same computational power configuration the
simulation could take up to 10 and 14 hours in black-oil and compositional simulation tools,
respectively. In order the make this study feasible in terms of computational time, a cluster
system is used to run 80 parallel simulations at a time. Random forest (RF) and decision tree
(DTree) (Dumont et al. 2009; Tin Kam Ho 1995) models available in Scikit-learn machine 
learning library in the Python programming language are employed to find the importance of
each parameter in the plume shape. The input is a matrix of 1M by six (temperature, rate, 
porosity, heterogeneity in permeability and porosity, density and caprock elevation) and the






      
        
      
   
    
     
          
     
      
     
    






   
     
        
  
     
    
  
     
   
        
         
  
6.2. Material and method
6.2.1. Geomodel
As stated previously, the Sleipner model (Santi A., Furre A.K. and Ringrose P. 2020) is for a 
CO2 storage site located off the western coast of Norway and is part of the Utsira formation.
The model was briefly described in Section 5.2.2.  Here, as in Chapter 5, the geological model
used for simulation contains the caprock layer, L9 sand wedge (L9, highlighted in red in Figure
5.1) and a continuous shale layer on the bottom. The model is initially fully saturated with
brine, at hydrostatic balance. The water density is considered a fixed value of 1020 kg/m3 
(Bickle et al. 2007). However, the value of 760 kg/m3 (Alnes, Eiken and Stenvold 2008) for
the CO2 density is subjected to change throughout the simulation (based on different
multipliers). The residual saturation of 0.11 and 0.21 was assigned to the brine and CO2, 
respectively (Singh VP et al. 2010). The CO2 is injected for 12 years (1999 to 2010) with the
rate similar to (Nilsen et al. 2017), and due to the time scale of the study, the dissolution and
mineralization trappings have been neglected. Please refer to Table 5.3 for more information 
about the model.
6.2.2. Model uncertainty
In the following, further details about the uncertain parameters are provided:
6.2.2.1. Temperature
Temperature uncertainty in the Sleipner model has always been a topic of discussion in the 
literature (Hodneland et al. 2019). Problems encountered include an unknown subsurface
temperature at the time prior to injection, and there being no reliable data is available on the
extent of the heat exchange between the injected plume and the aquifer. In addition, the injected 
CO2 temperature varies between 43-52
oC (downhole temperature) when entering the formation
at the injection point and consequently has a complex and time-dependent temperature profile
(Hodneland et al. 2019).
Changing the temperature would largely affect the CO2 density and viscosity, and therefore its 
buoyancy and mobility. Cavanagh and Haszeldine (Cavanagh and Haszeldine 2014)
considered a temperature of 31oC and 37oC at 800 metres depth for the Sleipner layer 9 and 
Hermanrud et al. (Hermanrud, C. et al. 2012) proposed a temperate range between 34-40oC. In




     
 
         
         
      
    
     
        
      
    
        
   
  




   
    
   
    
     
   




    
   
Hodneland et al. 2019), the following relationship represents the temperature change
throughout the model:
𝑇(𝑥, 𝑦) = 𝑇𝑠 + 𝐷𝑇 + G𝑇 × (𝑍𝑠 − 𝑍(𝑥, 𝑦)) Eq. 1
where 𝑇𝑠 and 𝑍𝑠 denotes the seafloor temperature and depth respectively, G𝑇 is the thermal
gradient in the vertical direction (oC/km) and 𝑍(𝑥, 𝑦) represents the cell depth and DT is the
terms considered in this study to modify the aquifer temperature. One million random values
of DT between -6 to +6 are considered. Using Equation 1, the temperature at the average
reservoir depth (–812m) becomes between 29.9 to 41.9 oC. The plume temperature in this
study is considered to be in equilibrium with the geothermal gradient, and the fluid properties
(viscosity and density), are a function of pressure and temperature. Similar to the works
undertaken by (Singh VP et al. 2010), assigned values for 𝑇𝑠, 𝑍𝑠 and G𝑇 are 7 
oC, 100 m and
35.6 oC/km, respectively. Nilsen et al. ( 2017) manually calculated the thermal gradient for
Layer 9, and their results were very similar to the benchmark’s proposed value of 35.6 oC/km; 
therefore the same value is used. Temperature ranges used in previous studies on the Sleipner
are listed in Table 6.1.
Table 6.1. Temperature range considered for the Sleipner model in previous studies. 
Study Temperature (oC) Reference depth
(Hodneland et al. 2019) 28.6 to 40.6 -818m
(Chadwick RA and Noy DJ. 2010) 29 Top surface
(Alnes et al. 2011) 32.2 -768m
(Bickle et al. 2007) 35 Average
(Singh VP et al. 2010) 35 Top surface





(Cavanagh and Haszeldine 2014) 31 & 37 -800m




    
   
  
   
     
  
           
    
   
 
   
     
 
    
     
     
      
  
       
  
   
 
  
      
 
  
    
    
     
   
    
  
      
(Hermanrud, C. et al. 2012) 34 to 40 Average
Current study 29.9 to 41.9 Average
6.2.2.2. Injection rate
The original Sleipner model is made up of nine layers each separated with a thin shale layer 
(Figure 1) and the plume is injected at a depth of 1010.5 metres (L1) below sea level (Singh
VP et al. 2010). In this study, only Layer 9 (L9) is modelled, and the coordinate of the entry 
point in L9 is considered to be the same as for L1. In the real storage process, once injected,
the plume encounters and passes through eight intra-formational shale layers (which are
neglected in the current study) before reaching L9. The shale layers would result in 10-20 m 
thick CO2 layers (beneath each shale layer), vertically stacked and extended by hundreds of 
metres laterally (Gregersen and Johannessen 2001; Zweigel et al. 2004). Despite the accurately 
mapped areal distribution of the CO2 plume, its flow behaviour is still subject to uncertainties
(Cavanagh and Haszeldine 2014).
The mechanisms of vertical migration (diffusion, migration points or both) and the number and
location of vertical migration points, however, are uncertain (Nilsen et al. 2017; Zhu et al.
2015). Vertical migration here refers to the flow from intra-formational thin shale layers to the
above sand layer. The injection rates used in this study are similar to (Nilsen et al. 2017) and
represent an anticipation of the amount of CO2 entering Layer 9 and is subjected to uncertainty 
because we are not sure how much of the injected CO2 in L1 reaches L9 in reality. One million
random rate multipliers (RM) between 0.7 to 1.3 are applied to the benchmark’s volumetric
rate to include the uncertainty of the entry rate into Layer 9.
6.2.2.3. Density
Another source of model uncertainty addressed in previous studies is CO2 density (Alnes,
Eiken and Stenvold 2008; Alnes et al. 2011; Cavanagh and Haszeldine 2014; Zhu et al. 2015). 
It is recognised that fluid density depends on temperature; however, changing temperature
results in a change in viscosity (and therefore, mobility). Here, especially while undertaking 
the one factor at a time analysis, one goal is to analyse the impact of density itself on the storage
process. Other sources of uncertainty in CO2 density in the Sleipner model are uncertainty in 
aquifer pressure (Allen, R. et al. 2018) and the unaccounted impurities in the injected CO2
(Hodneland et al. 2019), the latter affecting the storage process especially within the 
temperature range of 32-38 oC (Hodneland et al. 2019). Therefore, the impact of uncertainty in 




   
      
   
 
     
       




    
      
   
    
  
   
    
    
     
    
  
       
 
        
     
 
and the impact of the temperature on density (and viscosity) is modelled with sampled tables 
of density and viscosity as functions of pressure and temperature using the TREND library
(Span et al. 2015). An average CO2 density of 675±20 kg/m3 was suggested by (Alnes et al. 
2011), based on the microgravity surveys which correspond to a plume temperature of around
31oC. Cavanagh (Cavanagh and Haszeldine 2014) and Zhu et al. (Zhu et al. 2015), however,
considered a CO2 density of 355 kg/m
3 and 479 kg/m3, respectively. The initial CO2 density is 
considered to be 760 kg/m3 (Alnes, Eiken and Stenvold 2008), and it is then modified using a
random density multipliers (DM) between 0.4 to 1.2.
6.2.2.4. Porosity, permeability and caprock elevation
The reported ranges for porosity and permeability data of Sleipner Layer 9 are 0.27-0.4
(Holloway et al. 2000; Lothe and Zweigel 1999) and 1100-5000 mD (Lindeberg et al. 2001), 
respectively. One million permeability realizations are generated using a lognormal 
distribution approach within the reported range in this study. Porosity realizations are then
generated from permeability data using the Kozeny-Carman correlation (Carman 1937). The
typical seismic resolution is around 10 m and topography variations below this resolution are
referred to as rugosity (Jones et al. 2009; Pringle et al. 2010) as introduced in a previous
chapter. The reported seismic vertical resolution for the Sleipner model is 8 m (Chadwick, RA
et al. 2004). In order to investigate the importance of the topography variations below the
seismic detection range, one million realizations of top surface elevations within the range of
±5 m are considered using Gaussian random fields.
Figure 2 shows an illustrative (not representative of actual uncertainty ranges) of data for
porosity, permeability and caprock elevation perturbations within the mentioned ranges. Note
that since the VE model is used, porosity and permeability here refers to their column-wise
averaged values. Therefore, the impact of their variation on plume migration might be










      
      
    
   
    
   
 
      
       
    
    
    
      
       
    
  
Figure 6.1. Samples of realizations representing the elevation (m), porosity and permeability 
(mD) distribution in the model. Figures show the top view of the grid (x and y-direction). 
6.2.3. Simulation approach
In this study, a set of one Million simulations was undertaken using the co2lab module in 
MRST (Nilsen, Lie and Andersen 2016a) based on the vertical equilibrium simulation. The
impact of uncertainty in caprock topography, CO2 density, reservoir temperature, porosity and
permeability heterogeneity and injection rate are studied on plume migration and structural 
trapping. In order to treat the parameters equally, in each of the one million simulation runs, 
the six parameters are randomly selected within their allocated range at once, to provide the 
inputs of the simulations.
Simulations are performed for two phases, namely CO2 and formation brine. While a full 3-D 
simulation of the new Sleipner benchmark model could take up to 17 hrs (five processor
system), simulations based on the VE approach could be performed within a minute. A similar 
VE setup results were promising compared with full 3D simulations models in previous studies 
using synthetic (Ahmadinia, Masoud et al. 2019) and Sleipner (Cowton et al. 2018; Nilsen et
al. 2011a) models. Therefore, the VE method is used in this study to decrease the computational 
cost. Two base assumptions of VE modelling are the following: The hydrostatic equilibrium
between brine and CO2 is pre-assumed throughout the simulation. Due to the difference




     
    
   
 
    
  
    
      
     
   
      
   
 
    
   
      
   
   
  
    
        
 
      
  
 
                                                    
  
          
   
    
          
fluids form two separate layers compared to the lateral plume migration. For injection rates and
formation thicknesses typical of geological carbon storage sites, the VE model is likely to be
valid for formation permeabilities higher than about 100 mD to have fast vertical segregation 
of fluids (Court et al. 2012).
It has been observed that injected plume may migrate several kilometres in the horizontal
direction with very limited vertical movement (Shariatipour, Seyed M., Pickup and Mackay
2016). This makes the second assumption namely that the vertical flow migration can be
considered negligible compared with the horizontal one is valid (Nordbotten, Jan Martin and 
Celia 2011). In a VE simulation model, the problem is reduced to 2-D, allowing the modeller
to allocate the computational cost to increase the lateral resolution beyond what would be
otherwise feasible in 3-D simulations. The MRST implementation of a VE model is written
based on black-oil based formulations with upscaled models for capillary pressure and 
mobility. 
Note that vertical heterogeneity in permeability is averaged out in VE models. Consequently,
in this study, intra-layer flow in the simulation here was not included and by permeability the
reference is the horizontal permeability only. In the works undertaken previously (Møyner and
Nilsen 2017; Møyner, Andersen and Nilsen 2018), the authors presented a multi-layer VE
approach with full 3-D simulations locally where needed. The errors introduced by VE
modelling can in many cases be lower than the errors resulting from low lateral resolution to
make the 3-D simulations computationally feasible (Nilsen, Lie and Andersen 2016b). Readers
are referred to Nordbotten et al. (Nordbotten, Jan Martin and Celia 2011) for a detailed vertical
equilibrium model description.
Hodneland et al. (Hodneland et al. 2019) showed that for a certain set of assumptions (thin 
plumes moving upwards under a sloping caprock), CO2 migration velocity is given by:
k(ρw−ρg)g sin θ 
V ≅ Equation 6.1
μgϕ 
where V represents the fluid velocity, θ is the caprock tilt angle and μg is CO2 viscosity.
According to Eq. 2, an increase and drop in permeability and CO2 density values, respectively,
results in higher migration speed. Higher permeability means less resistance to flow. Moreover,




       
       





   
     
         
   
  
                     
  
     
       
    





    
        
      
 
      
        
     
     
     
tend to migrate from a zone with higher density to one with a lower value. Within the 
temperature range used in this study and an average pressure of 83 bar in layer 9 (Hodneland
et al. 2019), and based on the data provided by (Bachu 2003), increasing the temperature results
in lower viscosity and density, thus increasing migration velocity. 
6.2.4. Plume similarity
Several methods have been previously utilized to quantify the similarity of the plume migration 
of two different geological models. Some researchers (Han et al. 2011; Manceau and Rohmer
2014; Manceau and Rohmer 2016) have compared the location of the plume’s centre of mass
with a reference point, such as injection point or plume centre of mass of the base model.
Another method is the Sørensen–Dice coefficient (SDC), a statistic used to quantify the 
similarity of two discrete samples (Dice 1945; Sørensen 1948), 
2|X∩Y|
SDC = Equation 6.2
|X|+|Y| 
This method has been recently used to compare the similarity of the simulated and observed
CO2 footprint at the Ketzin (Lüth, Ivanova and Kempka 2015) and Sleipner (Allen, R. et al.
2018; Hodneland et al. 2019) storage sites. In this chapter, X represents the plume outline from
the simulation at the desired time, and Y is the observed footprint generated from the seismic 
data at the same time. Therefore, the SDC is equal to twice the overlapping area, divided by
the summation of plume outlines (Equation 6.3). SDC ranges between 0 and 1, where an SDC
equal to 1 corresponds to identical samples. 
To better understand the underlying relationship between the target variables in SDC and the
rest of the uncertain variables, it is necessary to employ a reliable data analysis technique that 
unveils linear/non-linear dependence in data. This provides a later quantification of the 
importance of each uncertain variable (i.e. input variables of the data-driven model) based on
their contribution to the predicted target values. The model inputs are caprock elevation,
temperature, density, porosity and permeability heterogeneity and injection rate, while the 
output (or target) variables are SDC values in different years. Knowing which model is
appropriate for a given scenario is not always clear and requires more than one data-driven
method to be trained on any supplied dataset. Therefore, a baseline Linear Regression (LR)
model was initially fitted to a training set, subsequently predicted an unseen test set (25% of









    
     
   
    
   
 
     
   
 
    
    
    
    
    
    
 
    
       
  
    
   
  
    
compared. The baseline LR model reached an R-squared of about 0.2, which is very poor. The
following models are then used to improve the baseline model prediction:
K-nearest neighbours (KNN): a neighbours-based regression model that performs the learning
process based on the proximity of K closest training examples of each query point, where K is
a user-defined constant (Goldberger et al. 2004).
Decision Trees (DTree): a tree-based model that sets up decision rules inferred from the
observed data. Decision-tree learners can generate over-complex trees that fail to reliably
generalise to unseen data (Dumont et al. 2009). 
Random Forests (RF): an ensemble method to link the predictions of several decision trees to
improve the predictive capability of each estimator while minimising the risk of overfitting 
(Tin Kam Ho 1995).
The training/testing set used for the baseline (LR) model is used to compare the predictive
power of KNN, DTree and RF models, and the results are listed in Table 6.2. 
Table 6.2. Comparison of the employed data analysis models.
Model Mean absolute error Mean squared error R-squared
LR 5.3387E-02 3.2598E-03 1.9582E-01
KNN 1.9868E-02 1.0330E-03 8.3654E-01
RF 2.3100E-04 1.0885E-06 9.9938E-01
DTree 9.5000E-05 1.1006E-06 9.9944E-01
Table 6.2 clearly shows that DTree and RF models outperform the LR and KNN models by a
large margin, with the RF model having an R-squared of 0.9993. Therefore, the DTree and RF
models are kept solely for evaluating variable importance. As to variable importance, simple 
models strongly represent themselves and are highly interpretable as they are based on simple
rules. Complex statistical models, however, such as ensemble methods, are not easy to explain. 
Instead, an interpretable approximation of the original statistical model can be used to represent





       
    
  
     
   
     
  
         
      
  
 
   
   
          
     
  
      
     
    
      
     
       
    
        
        
 
         
  
      
     
predictions, namely the SHAP (SHapley Additive exPlanations) method introduced by 
Lundberg and Lee (Lundberg and Lee 2017) in 2017. The SHAP framework identifies the class
of additive feature importance methods and finds a solution in this class that quantifies variable
importance. SHAP relates to the family of models called ‘‘additive feature attribution 
methods’’ where the real variables are replaced by additive variables in that the explanation
model for variable importance is formulated as a linear function of additive binary features. 
The exact solution to SHAP values is computationally expensive. They can, however, be
approximated by combining different additive feature attribution methods. SHAP also provides 
each feature with an importance value for a particular prediction. Lundberg and Lee (Lundberg
and Lee 2017) demonstrated that SHAP is better adjusted using human intuition and more
robustly distinguish between model output classes than several existing methods. 
6.2.5. Structural trapping estimation
Structural traps (ST), the most immediately available trapping mechanism, corresponding to 
the local maxima of the top surface play a key role in CO2 storage. In this trapping mechanism,
the CO2 plume is prevented from migrating further upwards after reaching the caprock
(Shariatipour, S. M., Pickup and Mackay 2016). MRST-CO2lab implements several algorithms
to identify the ST in the sealing caprock without any flow simulation. Due to its very low
computational cost, this method can be used in large models. The “spill path” refers to the path
the CO2 follows beneath the caprock, assuming infinitesimal flow. Once injected, the CO2 
plume tends to move upwards and fill the traps/ridges below the caprock. When a trap has been
filled to its spill point, any additional CO2 will flow to the neighbour trap (Nilsen, Lie and
Andersen 2015). Individual traps are connected by spill paths, like lakes being connected by
rivers in surface hydrology. The static ST capacity in terms of CO2 mass is estimated using
Equation 6.4 (Nilsen et al. 2015). 
𝑆𝑇 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 = ∫ 𝜌𝑉𝜑(1 − 𝑆𝑟𝑤) Equation 6.4𝛺 
where 𝜌 denotes for CO2 density at aquifer condition (kg/m3), 𝑉 is trap volume (m3), 𝜙 is
porosity, 𝑆𝑟𝑤 is residual water saturation and the integrate is over the boundary of Ω ⊂ 𝑅
𝑛 . 
Note that for traps with the same pore volume (V𝜑) but located at a different depth, ST capacity 




      
    
  
       
  
    
      
     
      
        
  
     
     
       
   
          
     
  
    
      









more details about ST capacity and spill-point analysis. Other important trapping mechanisms 
for CO2 storage are residual, dissolution and mineral trapping mechanisms. Due to the short
timescale of the study (12 years) for the Sleipner project, their impacts are neglected.
6.3. Results and discussion
In this section, two simulations are analysed with the best and worst average (in four time steps)
plume match, together with the minimum and maximum ST capacity. The importance of each 
of the uncertain parameters on plume outline is investigated using both the cross-correlation
effect of all parameters and a one factor at a time (OFAT) approach. Figure 3 shows the case
with the best match between the plume outline from seismic (1st row) and simulation (2nd row) 
results. The figure also visualises the overlapped area of the plume outlines (3rd row). Note that 
the presented results are generated from one set of uncertain parameters with the highest
average SDC in 2001, 2004, 2006 and 2010.  The average SDC of the four time steps for each
of the one million simulations are calculated, and the results are ranked from best (highest 
average SDC) to worst (lowest average SDC) match. The plume outline at the end of each of
the studied timestep is reported. The reason to focus on these four outputs is that the plume
outline data for Sleipner model is available for limited timesteps, of which 2001, 2004, 2006 
and 2010 are used in this study. The primary source of mismatch was the tail-like plume outline
which seems to be due to the path governed by the caprock elevation variations that plume
follows.
Note that although the vertical seismic resolution is about 8 m, it is possible to calculate the
thickness of topmost CO2 below the seismic detection range using methods such as structural
analysis of the reservoir top (Chadwick RA and Noy DJ. 2010; Chadwick, R. A. et al. 2009;
White, James C. et al. 2018) and spectral decomposition technique (Huang et al. 2015; White,











      
   
   
   
6.3.1. Best and worst matches
Figure 6.2. Plume outline from seismic (1st row), the simulation results with the best average
match (2nd row), comparison of the plume outlines (3rd row; dark blue: seismic, yellow:
simulated, green: overlapped) in 2001, 2004, 2006 and 2010. The legend shows the plume
thickness (m).
At different time steps, the plume shape shows a good match between the plume lateral
extension outline from seismic and simulation studies. However, the presented results are the
best averaged outcome from one million simulations and not necessarily the best possible 















       
 
   
       
      
     
     
      
       
      
    
       
   
    
 
   
     
Table 6.3. Simulation parameters for the case with the highest average SDC.
Parameter Value
Average SDC of the studied time steps 0.81
Density multiplier (DM) 0.41




Average elevation change (m) 0.32
Average absolute elevation change (m) 2.36
According to Table 6.3, a lower DM (0.41), and a positive DT (5.72 oC) results in a better
match. Analysis of the results showed that the best overall match for the plume outline mainly
has a density multiplier of between 0.40 and 0.50, resulting in a CO2 density of 304 kg/m
3 and 
380 kg/m, respectively. These values are similar to those used in the work undertaken by
(Cavanagh and Haszeldine 2014) in which the authors suggested a CO2 density of 355 kg/m
3. 
A density of 391 kg/m3 was also suggested by (Nilsen et al. 2017) in one of their calibrated set 
of parameters for Layer 9. The Sleipner condition is close to the critical point, and CO2 has a
gas-like behaviour under supercritical conditions (Hodneland et al. 2019). Therefore,
increasing the temperature results in a significantly lower density and consequently, a higher
buoyancy force. A higher temperature at pressures close to the average pressure of 83 bar in
Layer 9 (Hodneland et al. 2019), results in a lower viscosity (Bachu 2003) and consequently,
higher mobility. In this condition (higher temperature) the CO2 plume conforms more
accurately the caprock morphology. Increasing the temperature was previously (Hodneland et
al. 2019) suggested improving the match between simulation and seismic surveys results. As
it is shown in 
Table 6.3, an RM of 0.83 results in the best average plume match. Note that the results 






    
  
   
        
   
 
 
not completely independent, a different set of input parameters might potentially lead to the
same if not better results. 
Table 6.3 shows that realizations with average porosity and permeability values of 0.3 and 2.94
D, respectively, result in the best match. An average absolute elevation change of around 2.36 
m is observed in the case with the highest averaged SDC. 
Similar to the previous case, Figure 6.3 shows the results for the case with the lowest averaged 










      
     
       
        
       
Figure 6.3. Plume outline from seismic (1st row), the simulation results with the worst average
match (2nd row), comparison of the plume outlines (3rd row; dark blue: seismic, yellow:
simulated, green: overlapped) in 2001, 2004, 2006 and 2010. The legend shows the plume
thickness (m).
According to Figure 6.3 (3rd row), all the plume outlines from the simulation results, are larger
than those from the seismic studies. This can be justified by the DM and RM values which are
almost at their maximum possible range (Table 6.4). The mass flow rate depends on the
allocated plume density and a higher density results in a higher mass flow rate of CO2 (Nilsen




      
    
       
    
  
 
    
   
  
 
   
  















resulted in a better match in previous cases (Table 6.3), does not necessarily guarantee a better
answer as the case with minimum average SDC in 2001, 2004 and 2006 has a DT of 5.95 oC. 
Therefore, the impact of the parameters on the plume match is affected by the presence of other
uncertain parameters, highlighting the limitation of the OFAT approach. The impact of 
uncertain parameters on plume migration changes throughout the simulation time and the 
results presented here shows the average impact on plume match. The problem we are dealing 
with in the Sleipner is complex; therefore, a different set of parameters might account for the
best match in each time step. A data-driven modelling approach is used in Section 6.3.3. to find
the contribution of each parameter in CO2 plume migration more precisely.
Table 6.4. Simulation parameters for the case with the lowest average SDC.
Parameter Value
Average SDC of the studied time steps 0.40
Density multiplier (DM) 1.18




Average elevation change (m) 0.48
Average absolute elevation change (m) 3.54
6.3.2. OFAT approach
As mentioned earlier the following set of values are assigned to the uncertain parameters in 
this study:
- DT: -6 to 6 oC.
- DM: 0.4 to 1.2.






   
      
   
      




    
    
      
      
       
 
    
   
 
 
       
     
   
 
 
- Porosity: 0.27 to 0.4.
- Permeability: 1.1 D to 5 D.
- Caprock elevation: -5 to +5 m.
In this section, the well-known OFAT approach is used, by analysing the model's response to
a change in individual uncertain parameters, while keeping the rest of inputs at their initial 
state. One hundred values (and realizations for the cases of porosity, permeability and
elevation) are considered within the allocated range. The results are presented in Figure 6.4, 
with the initial values of the model highlighted in purple. It is clear that the initial input data 
used in this study creates a better representative of the flow behaviour in 2001 (blue line).
It is hard to find a similar trend between the results of the same parameters in various time 
steps. For example, looking at the overall trend for density, while in 2001 an increase in the
DM (higher than 0.4) increases the matching accuracy, the same phenomenon in 2010 results 
in a lower SDC. A similar trend was observed in the results for RM. A lower RM and DM both
result in a lower mass flow rate. As CO2 is not being injected at a constant rate, the reason
behind these trends might be that the rate used in this study in 2010, is higher than the actual
flow entering Layer 9. 
As claimed in work undertaken by (Nilsen et al. 2017), caprock elevation seems to have a
noticeable impact on the plume match. There is no visible relationship between the employed
realization for caprock elevation and the calculated SDC in different time steps. The results in 
2001, 2004 and 2006, however, show more resemblance than 2010. The elevation is changing 
within -5 to 5 metres in the current study, with an average absolute elevation change of less 
than 1.9 (m). As Figure 6.4 shows, even this small variation, which is about a quarter of the





     
  
  
      
   
    
        
Figure 6.4. Calculated SDC for each of the input parameters using an OFAT approach. Initial 
values of the model are highlighted in purple. Blue, orange, black and yellow lines represent
the results for the years 2001, 2004, 2006 and 2010, respectively.
Note that the overall constant trend of SDC for DT (between -6 to 0) or RM (between 0.7 to
1.3) in 2004 and 2006 does not mean that the plume outline has remained constant while these
parameters are changing as it is possible to have two different outlines with the same SDC. 




     
       
   
       
           




         
 
      
   
    
   
    
    
    
     
    
     
    
       
  
values of DT while keeping other parameters constant. The figure clearly shows that not only
plume extensions are not identical, but also the CO2 plume seems to become thicker by
increasing the DT. This could attributed to one of the Dice method's limitations as it considers
the difference in the unique elements. In other words, if circle A and B have an area equivalent
to 90% and 110% of circle C, respectively, therefore SDCA & C = SDCB & C = 0.90. Moreover,
the plume thickness is not considered in the similarity measure, which is a limitation of this
approach. 
Figure 6.5. Plume outline for various values of DT in 2010. The legend shows the plume
thickness (m).
Figure 6.4 shows that the plume match is affected by permeability distribution in the model
which is in agreement with the results of the work undertaken by Nilsen et al. (Nilsen et al. 
2017). They used adjoint-based sensitivities, adjusting parameters in a way to minimize the
mismatch between the observation and simulation. The optimised permeability data set in their
work, however, had an average one-order magnitude higher than the original value reported
for Layer 9. While the reported range of permeability for Layer 9 is between 1.1 and 5 Darcy, 
the authors proposed an average permeability of 21.7 Darcy to improve the plume match. In
the current study, the range of reported permeability (and porosity) data are not changed;
therefore the impact of permeability on overall plume match might be less significant than their
work. Uncertainties in porosity show a smaller impact on plume dynamics than uncertainties 
in permeability and caprock elevation. While the level of perturbations applied to these
parameters affects their degree of impact, however, similar results were observed in work
performed by (Allen, R. et al. 2018) where even an increase of ±50% of the original average




   
        
   
       
       
      
  
  
     
        
 
    
      
      
   
    
   
   
        
  
          
    
      
   
 
 
Increasing the DT resulted in a slight improvement in the match for values up to 3oC, followed 
by a relatively sharp drop for DT between 3 to 6oC. The worst and best average match analysis
also showed that a higher temperature does not necessarily improve the match. A recent study
on the Sleipner model, however, showed that raising storage temperature would significantly
improve the match (Hodneland et al. 2019). Hodneland et al. (Hodneland et al. 2019) used the
previous Sleipner model; therefore, the base case of their model has a different caprock 
elevation than the one used in this study. Moreover, the distribution of porosity and 
permeability data was also different. Here, the impact of uncertainty in porosity, permeability
and caprock elevation in calculated SDC for temperature, density and rate, are examined using
the OFAT approach. For this regard, the simulations illustrated in Figure 6.4 are repeated, using
new realizations of porosity, permeability and caprock elevation (within the allocated range
and using the same distribution approach as in Section 2.2). Subsequently, the model's response
to the change in temperature, density, and the rate is analysed (one parameter at a time). Results 
are shown in Figure 6.6, where the graphs in the Group A (highlighted in yellow) are the same 
as the ones in Figure 6.4, and the ones in Group B (highlighted in purple) have the new set of 
data for porosity, permeability and caprock elevation. Results show a mismatch in the trend of
SDC between Groups A and B. For instance, despite Group A, increasing the temperature in 
Group B shows an overall improvement in the match. For density, in Group A, an increase in 
DM has a negative impact on the overall match in 2010, for Group B however, it increases the
SDC. Therefore, it is difficult to make a general statement on the impact of a parameter on the
overall match. The lack of agreement in the results shows the limitation of the OFAT approach
being due to the complexity of the problem, and the presence of other sources of uncertainty 
affecting the results. In the next section, a data-driven approach is introduced to investigate the







      
    
 
 
Figure 6.6. Impact of uncertainty in porosity, permeability and caprock elevation in calculated 
SDC for temperature, density and rate and using an OFAT approach. A group (yellow
highlight): same as the ones in Figure 5. Group B (purple highlight): resulted by new sets of




    
       
      
   
  
  
    
   
          
   
  
  
   
   
 
  
      
      
  
    
    
         
       
  
 
    
 
      
      
    
         
   
     
6.3.3. Cross-correlation effect of parameters through data analysis
The percentage overall variable importance plots for both RF and DTree models approximated 
by SHAP are presented in Figure 6.8. All SHAP values are obtained by averaging over five
trials with the different starting point (multiple restarts) to ensure the reliability and 
reproducibility of estimations. Both the RF and DTree models consistently identify density, 
elevation, temperature, injection rate and heterogeneity in permeability as the most important 
parameters when averaged over the four years under study. Heterogeneity in porosity is the 
lowest-impact variable for both RF and DTree models. Percentage variable importance is also
computed for every variable each year (see the number in the boxes). A higher percentage
shows the dominant impact of the parameter on the SDC or in other words a better match
between the simulated and observed plume outlines. For instance, the variable "elevation" has
the highest impact on model prediction in 2001 and 2004. Here the trends observed in the RF
model is discussed (which are consistent with the DTree model as well).
Results clearly show that the impact of each parameter might change throughout the simulation.
For instance, while the elevation is the dominant factor in 2001 (35.59%), its impact becomes
less significant later in 2010 (8.37%, RF). Meanwhile, the importance of injection rate and
density seems to increase with time and their percentage predictor importance changes from
12.38% and 14.32% in 2001 to 26.55% and 36.40% in 2010, respectively. One justification is
that the impact of other uncertain parameters is being overshadowed by the density and 
injection rate in the later years. This happens because the injection rate used in this study is not
constant and increases with time. Density and injection rate are the only two parameters that
have a direct impact on the mass flow rate in the aquifer. Since multipliers for these two
parameters are being used, a constant amount is not applied throughout the simulation, and as 
the injection rate in the model increases, the impact of these two multipliers becomes more
significant as well. In the case of temperature and caprock elevation, the weight of adjustment 
in these parameters is constant during the simulation while adding/subtracting a value within
the same range over the simulation. 
The results also show clearly the importance of caprock elevation in controlling the plume
outline. Note that the average absolute change on caprock elevation in this study is about 1.7m 
with a maximum and minimum of 5m and -5m, respectively. Although there have been several 
sources of uncertainties reported in the literature for determining the best plume match, the 
impact of caprock morphology, however, seems to be underestimated as it has average





         
  
 




resolution in the Sleipner is used and the impact is yet significant. Permeability and porosity 
contribute to changing the shape of the plume outline with overall percentage importance of
around 10% and 6% respectively. 







     
     
     
      
      
    








   
   
   
   
    
   
   
   
 
  
   
       
6.3.4. ST capacity estimation
The parameters in the cases with the highest and lowest ST capacity are listed in Table 6.5. As 
the CO2 density increases the structural traps contain more CO2 (mass = density × 
volume (constant)). Therefore, the DMs of 0.4 and 1.2 resulted in minimum and maximum
ST capacity, respectively. As mentioned earlier, using a lower temperature in the Sleipner 
aquifer condition would result in a higher density and consequently higher ST capacity. The
findings in this chapter agree with previous works (Allen, R. et al. 2018; Bachu 2003) and the
minimum and maximum ST capacity corresponds to the DT of 6 and -6, respectively. As
expected, a higher (and positive) caprock elevation change and porosity increase the structural
trapping.  




ST capacity (Mt) 1.76 3.6
SDC (2010) 0.70 0.41
Simulation # 3414 9581
Density multiplier (DM) 0.4 1.2
∆T (oC) 6 -6
𝜑avg 0.30 0.37
Average elevation change (m) 0.28 0.70
Average absolute elevation change (m) 1.44 2.48
6.4. Conclusions
In the work outlined in this chapter, the focus has been on the cross-correlation of uncertain 





    
      
     
      
   
     
   
      
   
       
     
  
    
        
 
the Sleipner 2019 benchmark model. For this purpose, one million forward simulations were
performed analysing the importance of porosity and permeability heterogeneity, reservoir
temperature, CO2 density and caprock elevation of plume outline. To make the study
computationally feasible, the simulations are performed using the VE approach. In the work
internal layers were disregarded, and the whole thickness of the aquifer as one layer as a single
VE model was simulated. Upwards migration of CO2 through internal layers was implicitly 
modelled through the rate multipliers. A more complex study would involve applying a VE
model to each internal layer which could be considered for future work.
The results showed that CO2 density values of 304 kg/m
3 and 380 kg/m3, which were lower 
than the initially assigned values of 760 kg/m3, improved the plume match significantly. The
CO2 density was shown to be the most important parameter in controlling the plume migration
with the overall importance of 23% followed by the caprock elevation (21%), temperature
(21%), the injection rate (19%), and heterogeneity in permeability (10%) and porosity (6%).
Note that the best combination of parameters reported in this study is one of the many possible 
answers. As was shown in the OFAT approach results, the effect of a parameter on the plume






    
 
  
    
  
    
        
          
   
     
    
       
      
   
     
        
    
      
     
      
     
    
      
      
   
   
    
     
    
7.
Chapter 7
Summary, conclusions, and future work
7.1. Summary and conclusions
In this work, the impact of caprock morphology on the CO2 storage process has been studied. 
Various approaches and mathematical tools, including analytical calculations, numerical 
simulation, vertical equilibrium modelling, data analysis, and optimization, were employed for
this purpose. The effect of caprock morphology on CO2 plume migration and trapping was first 
investigated using a wide range of fully 3D synthetic simulation models (Chapter 3). A more
computationally feasible approach (i.e. VE modelling) for the problem was introduced and its 
performance compared with full 3D simulation methods (Chapter 4). Once the VE modelling
results met the expectations, the study using this approach was carried out. Later an 
optimization tool is used to reduce the mismatch between the observed and simulated plume
outline for the Sleipner model (Chapter 5). At this stage it was found that caprock morphology
is an important parameter which needs to be carefully implemented in the geological models
for a geological CO2 storage problem. Later on the focus of the work was to quantify its 
importance in a real case model, in the presence of other uncertain parameters using data
analysis tools (Chapter 6). Here is the summary and conclusion of the chapters: 
In Chapter 3, using numerical simulation and analytical calculation, the impact of caprock 
morphology and aquifer boundary has been studied on plume trapping (structural and
dissolution) and migration. This chapter presents a preliminary study on the impact of
boundary conditions on the CO2 plume migration and dissolution for horizontal and tilted
caprock models. This was performed because most of the case study models employed for 
geological CO2 storage studies are part of larger reservoirs. The obtained results were used in
the simulation models of the second part of the chapter, to model appropriately an infinite-
acting reservoir. Subsequently, the impact of caprock morphology on the CO2 plume
advancement and its structural and dissolution trapping mechanisms are investigated by
performing numerical simulations on synthetic models. Dissolution was seen as a strong 
function of aquifer dip angle as by increasing the tilt, plume migrates further distances upwards
and makes more contact with the unsaturated brine. The tilt angle, however, had a negligible





    
     
     
      
  
     
     
   
    
   
      
         
     
     
   
     
       
   
     
   
  
  
   
   
    
    
      
      
   
    
       
cases with structural traps with high amplitudes as they trap the plume and limit its contact
with the brine. In terms of the impact of boundary conditions on CO2 storage process, results 
showed that the dissolution in aquifers with one closed end (due to faults, salt walls, etc.) is 
higher than an open aquifer. The amount of structural trapping is evaluated using an analytical 
method, and results are validated using numerical simulation. This methodology is appropriate
for site screening prior to performing any numerical simulation. Results for the amount and 
possibly of structural trapping for a specific case showed a good agreement between analytical 
calculation and numerical simulation approaches. 
When injected in an aquifer, the free phase CO2 tends to migrate upwards, due to its lower 
density compared to the in-situ brine. This vertical migration is generally limited to tens of 
metres depending on the reservoir thickness. The plume migration distance in the horizontal
direction could be over hundreds of kilometres (depending on the time horizon, reservoir
characteristics, trapping mechanisms involved, etc.). In the general cases, the plume ends up
as a separate region below a sealing barrier. This large aspect ratio between the plume
migration in the horizontal and vertical directions often allows reduced dimensionality such as
vertical equilibrium (VE) models for CO2 storage simulation. Under a VE assumption, the 
injected CO2 plume flow in 3D can be approximated in terms of its thickness to obtain a 2D
simulation model, consequently decreasing the computational costs.
In Chapter 4, the focus is on comparing the performance of several simulation methods,
including ECLIPSE-black-oil (E100), ECLIPSE-compositional (E300) and ECLIPSE-VE
(EVE) and VE tool in MRST-CO2lab (MVE). A homogenous model with a constant porosity
and permeability is considered for simulation studies to simplify the studied case. The impact 
of tilt angle on dissolution in 3D simulators was opposite to what was observed in the previous
chapter, and the dissolution was decreased by increasing the tilt angle. A low permeability in 
the vertical direction was considered (5mD compared to the 50 mD in the horizontal direction).
Consequently, part of the plume was trapped residually in the bottom layers due to the limited
vertical permeability. The dissolution increased, however, with increasing tilt angle in the VE
models because segregation occurs instantly, and the plume migrates upwards and lies beneath
the caprock without being trapped in the bottom layers. The plume outline in all the models
was similar, and in terms of computational cost, MVE outperformed the rest significantly.  
The uncertainty of input parameters in reservoir simulation models is unavoidable. A popular






    
    
     
 
       
     
        
     
    
        
      
   
       
       
     
     
        
       
     
  
   
    
   
     
 
   
         
   
    
    
parameters to match the simulated production data with the actual hydrocarbon production 
data; an approach commonly referred to as history matching. Typical parameters adjusted in 
history matching in reservoir engineering are porosity and absolute and relative permeability 
data. For CO2 storage in saline aquifers, however, the caprock morphology plays an important
role with respect to the plume migration and storage security. 
In Chapter 5, a non-linear simulation-based optimisation tool was used in MRST to improve
the match between observed and simulated plume by changing the caprock morphology only. 
The study was first performed on a synthetic model to modify caprock slope and rugosity, 
where the method showed a good performance and the results were satisfactory for different
scenarios. One of the ongoing discussions in the Sleipner field of the Utsira formation CO2 
storage project is to find a satisfactory match for plume migration. Later, after testing the
optimization tool on the synthetic models, the method was applied to the most recent
benchmark model for the Sleipner to minimize the mismatch between the observed plume from 
seismic survey and simulation e, by changing the caprock elevation within the seismic 
detection range (~10 m). The results showed an average improvement of 8% in the plume
match. A wide range of parameters has been modified in previous studies on Sleipner to
improve the plume match. The results clearly show that one of the parameters which should 
be considered in history matching of the plume is the caprock morphology.
Several studies have been based on the Sleipner reservoir model to better understand the
inherent flow physics of the storage site, to find a satisfactory match of the CO2 plume
migration. Various sources of uncertainty in the geological model and the fluid have been
investigated. Most of the work undertaken on the Sleipner model employed the one factor at a
time (OFAT) method and analysed the impact of uncertain parameters individually on plume
match. In previous chapters, the focus was on the importance of caprock morphology on the 
geological CO2 storage process in synthetic models and Sleipner. 
Chapter 6 focuses on employing a data analysis approach to quantify the importance of
uncertainties in caprock morphology in the presence of other reported sources of modelling 
uncertainties in the Sleipner 2019 benchmark model. One million simulations were performed
using the VE model in MRST and focusing on the cross-correlation effect of porosity and 
permeability heterogeneity, reservoir temperature, CO2 density and caprock elevation in
overall CO2 migration and trapping. To the best of the author’s knowledge, this is the first time





   
       
    
       
 
  
      
  
     
      
 
    
 




   
  
 
      
  
     
    
 
   
   
      
   
analysis techniques. The work in this chapter raises the scientific understanding of the
complexity of the impact of the reservoir uncertainty on CO2 plume migration in a real field 
model. Results showed that caprock elevation was the second most important factor with the
overall importance of 21% (after density with importance of 23%), followed by temperature
(21%), the injection rate (19%), and heterogeneity in permeability (10%) and porosity (6%). 
7.2. Summary of key findings
1. The impact of boundary condition on the storage process showed that dissolution in aquifers
with one closed end (due to faults, salt walls, etc.) is higher than an open aquifer. 
2. The amount of structural trapping evaluated using the analytical method, was in the same
range as numerical simulation. This methodology is appropriate for site screening prior to
performing any numerical simulation. 
3. In models with low vertical permeability, increasing the tilt angle resulted in a lower
dissolution (opposite to what was observed in previous studies). 
4. The plume outline in VE and 3D models was similar and in terms of computational cost, 
MRST outperformed the rest significantly.
5. The results showed an improvement of around 8% in the Sleipner plume match resulting 
from an average absolute elevation change of 3.23 metres. 
6. Calibrating the porosity, permeability, CO2 density and injection rate resulted in a 5%
improvement in the match, and once caprock morphology was included in the optimization
process, the match improvement increased by 16%. 
7. The caprock morphology of the recent Sleipner benchmark (2019) model does not represent 
the observed plume outline from seismic and is less accurate than the previous benchmark.
8. Caprock elevation was the second most important factor in controlling the plume migration
in the Sleipner model (after density), followed by temperature, the injection rate, and
heterogeneity in permeability and porosity.
7.3. Future work
Here are some recommendations for future studies: 
• A code in MRST was developed to improve the match between the observed and





      
   
 
        
       
  
   
        
     
  
       
     
     















elevation. It would be possible to implement the code as a plug-in for Petrel using the
Ocean software development framework by Schlumberger to add caprock morphology
as one of the HM parameters.  
• An SDC was used to compare the similarity between two plume outlines. Although 
SDC is a straightforward method, it does not consider the plume saturation distribution
into account which could be investigated in future studies. 
• While working on the recent Sleipner benchmark model, the internal layers were
disregarded, and the focus was on Layer 9 only. A more detailed study would involve
applying the VE model to each individual layer and using a stacked VE model instead,
where modified transmissibility could represent shale layers.
• One million simulations were run on the Sleipner model. A combination of six input
parameters resulted in a wide range of plume outlines and trapping conditions
(structural, dissolution and residual). A possible opportunity for future work is to 
employ a machine learning (ML)approach and train a model to predict the plume
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