Abstract. We construct examples of non-separable Isotropic Multiresolution Analyses (IMRA) for L 2 (R d ). We develop a wave equation based poststack depth migration scheme using the frames arising from IMRA. If we discretise the signal at only one resolution level, then the method reduces to a so-called explicit scheme (see for example [8, 10] ). The multiscale structure of IMRA, offers the possibility of reducing the cost of computation.
Introduction
Migration is a seismic imaging technique used by the oil industry to image the interior of the Earth for the purpose of oil prospecting. A detailed description of seismic migration is beyond the scope of this article. In Section 2, we give a very brief overview of what is called wave equation migration and we arrive at the socalled Phase-shift propagator operator which is used to obtain the image of the interior by downward propagating acoustic waves recorded on the surface. Our focus in this article is the efficient discretisation of this operator in terms of pairs of dual frames arising from a First Generation Isotropic Multiresolution Analysis (IMRA) described in Section 3. Seismic migration is a delicate inverse problem. To solve it we work on a 3 or 4 dimensional time-frequency space, R × R 2 or R × R 3 respectively. The underlying spaces are L 2 (R) ⊗ L 2 (R d ) with d = 2, 3. One of the main tools is the Fourier transform. We actually use two such transforms; the Fourier transform on L 2 (R) and the Fourier transform on L 2 (R d ). We refer to R as the time-domain and to R d as the spatial domain. We refer to the dual group of R 2 or R 3 as the wavenumber domain to distinguish it from the dual group of R, which we refer to as the frequency domain. Wavenumbers, i.e. elements of the dual group of R d , are denoted by ξ's versus elements of the dual group of R, the time domain, denoted by ω's. The phase shift operator is a multiplicative operator in the wavenumber domain. It is therefore, a convolution in the space domain. If the velocity of sound waves is not assumed to be constant beneath the surface then this becomes a spatially varying convolution operator. The recursive application of this convolution operator is referred to as an explicit scheme. Explicit schemes for wave equation migration are attractive because they handle lateral variations in velocity better than implicit schemes such as Fourier finite differences [13] . However, the computational cost of explicit schemes is always a matter of concern due to the enormity of the data sets. In Section 4 we show that the IMRA-based wave equation migration (henceforth referred to as migration) reduces to a standard explicit scheme when applied to a signal at the zero resolution level. The multiscale structure of IMRA, offers the possibility of reducing the computational cost. This can be compared to the work of Margrave and his collaborators [11] , who describe a sub-sampling scheme using the frequency domain. We continue with some additional notation that we use throughout the article. The shift operator T k :
We call a d × d matrix, A, with integer entries, radially expansive if A = aO, for some fixed a > 1 and a d × d unitary matrix O. We define the dilation D A :
, with respect to a radially expansive matrix A by,
For notational convenience we drop the subscript, A, and use D to denote the dilation operator with the understanding that it is always defined with respect to a radially expansive matrix A. It is easy to check that the translation and dilation operators defined above are unitary. Let F denote the Fourier Transform on L 2 (R d ) defined by
) and extended to L 2 (R d ) by Plancherel's Theorem. For convenience we adopt the notation,
Next we define the concepts of frames and Bessel families on separable Hilbert space H.
Definition 1.1. Let (H, ., . H ) be a separable Hilbert space. A subset {f n } n∈Λ of H, where Λ is a countable indexing set, is called a frame if and only if there exist two constants 0 < A, B < +∞, such that
The set, {f n } n∈Λ , is called a Bessel family if only the upper bound, B, in (1) exists and A = 0. The minimum constant B for which (1) holds is called the upper Bessel bound or the upper frame bound. The optimal constant A for which (1) holds is called the lower frame bound.
If A = B = 1 then we refer to the frame as Parseval. In this case we have the following reconstruction formula:
Let K be a separable Hilbert space with an orthonormal basis {e n } n∈Λ . The operator, S : K → H, defined via S(e n ) = f n , is called the synthesis operator for the family {f n } n∈Λ . If {f n } n∈Λ is Bessel then S can be extended to a bounded linear operator. The adjoint of this operator is given by, S * (f ) = n∈Λ f, f n e n for all f ∈ H. We refer to S * as the analysis operator for {f n } n∈Λ . A restatement of the above reconstruction formula is: SS * = I H if and only if {f n } n∈Λ is a Parseval frame. Let {f n } n∈Λ and {f n } n∈Λ be frames of H. If
holds for all g ∈ H, then {f n } n∈Λ and {f n } n∈Λ are dual to each other. In operator theoretic language, if S and S are the synthesis operators for {f n } n∈Λ and {f n } n∈Λ respectively, then {f n } n∈Λ and {f n } n∈Λ are dual to each other if and only if S(S) * = I H . For more details on frames, the reader is referred to [3] .
Explicit schemes for wave equation migration
In this section we give a brief overview of the explicit wave equation migration. In a typical prospecting experiment, sound waves generated by small explosions travel from a source on the surface into the ground and are reflected back by the complex structures beneath the surface which we refer to as reflectors. These reflectors represent the surfaces where the stratigraphy changes. The reflected waves are recorded on receivers called geophones (or hydrophones in the case of off-shore exploration). If we assume that the source and the receiver are located at the same point then the data (recorded pressure wave on the receivers) is said to have zero offset. For zero-offset data the incident and reflected waves travel along the same path. A simplifying assumption is to disregard the incident wave and assume that the reflectors beneath the surface explode at time t = 0, to produce the waves that travel to the surface at half of the actual velocity and are recorded on the receivers. With this assumption the propagation distance (reflector to surface) is half the actual propagation distance (surface to reflector and back to the surface). Since, both the velocity and propagation distance are half of their actual values, the pressure wave created by the exploding reflectors arrives at the same time as the original reflected wave. Migration refers to the process of obtaining the image of the reflectors using the pressure wave recorded on the surface. The pressure wave at x,y horizontal coordinates, depth z and time t is denoted by f (x, y, z, t). We begin by taking the Fourier transform of f with respect to the time variable. This new function with variables x, y, z and ω is called the 'wavefield' for frequency, ω. If the velocity varies only with depth z, we solve the following differential equation proposed by Claerbout ([5] ), who derives it by applying principles of classical optics;
where c(z) denotes the velocity, f denotes the wavefield in the wavenumber domain (with respect to x and y variables), and k x and k y denote the wavenumbers. We refer to (2) as the one-way wave equation because it represents the upward going waves when the reflectors 'explode' in the subsurface. The solution to (2) is given by,
For a small depth step ∆z, c is practically constant. Hence, for practical purposes we allow
In conclusion, the wavefield at z + ∆z is calculated from the wavefield at z via a multiplication in the wavenumber domain. The RHS of the previous equation defines a multiplicative operator referred to as the phase shift operator. This is a convolution operator in the spatial domain which we denote by P. We recursively obtain the wavefield for all z using P. Integrating numerically over all frequencies ω, we obtain the pressure wave f (x, y, z, 0) for all z at time t = 0 which depicts the 'exploding' reflectors. This procedure is termed post stack migration, because, in order to apply the 'exploding reflectors' concept, the data has to be stacked into zero offset sections. The interested reader can find the details of the stacking process and the derivation of the one-way wave equation in [5] . If the velocity varies laterally, the operator P is replaced by a 'spatially varying convolution' operator. We clarify this kind of convolution below. But before doing this we want to mention that in the geophysical literature, the migration process described above, is discretised by sampling the wave-field on a regular grid and by approximating e ±i∆z q ω 2
(the symbol of the operator, P in the wavenumber domain) with a trigonometric polynomial. This approximation of P is carried out for every point of the grid on which the data are collected. The collection of all these approximations of P is referred to as a propagator matrix. Propagator matrices are applied recursively on the data to calculate the propagating wavefield for all z. Our approach is formal compared to various ad-hoc discretisations of the phase-shift operator. It also leads to a sparser propagator matrix in certain cases. Let us now return to P. For a fixed ω, we denote the wavefield at (x, z, ω) by f z (x), where x = (x, y). The operator P acts via a multiplication in the wavenumber domain,
where ξ = (k x , k y ). Thus,
For all this to work, we need to assume that f z is appropriately band-limited and is in L 2 (R 2 ). Now, let φ be a continuous function with compact support. Then,
The previous equation allows us to consider situations that are realistic in seismic imaging, where the velocity has lateral variation. If, the support of φ is sufficiently small, then we can assume that c is practically constant in the support of φ. Then, we can define P via (5), on a space of band-limited functions, and allow c in (5) to be a function of x ∈ R 2 . The band-limited assumption, even when c varies, implies that P defined via (5) is a bounded linear operator. This gives the propagator operator we want to discretise and formalizes what we called a spatially varying convolution operator. We will describe this discretisation in Section 4.
First Generation Isotropic Multiresolution Analysis
We begin this section by defining an Isotropic Multiresolution Analysis (IMRA) of L 2 (R d ) (see [1] ). We also construct examples of IMRAs we use for the discretisation of the propagator operator in Section 4.
satisfying the following conditions:
Each V j is referred to as a resolution space. We will refer to φ as a scaling function associated to the IMRA, {V j } j∈Z , if {T k φ} k∈Z d is a Bessel family and
Note that the definition of IMRA does not require the existence of such a function. In fact, we might require several (possibly infinite) scaling functions so that their translates generate V 0 . But in this article, we will restrict ourselves to the case in which V 0 is generated by a single scaling function. We do not require the translates of the scaling function to form an orthonormal basis or even a frame.
If ψ i ∈ V 1 for all i = 1, . . . , n then we say that the multiwavelet is associated to the IMRA {V j } j∈Z . We can find Z d -periodic functions m i , referred to as high pass filters, so that ψ i (A * .) = m i φ, for all i = 1, . . . , n. We define the detail spaces by
. . , n}. Notice that although, the relation W j ⊂ V j+1 holds, the orthogonality of the W j and V j , which is true for classical MRAs, may not hold in this case. This together with the fact that we do not require the translates of the scaling function or wavelets to be frames, allows us a lot of flexibility in designing filters. For instance, we are allowed to have smooth filters versus the discontinuous ones which are necessary if we want the translates of the scaling function to form a frame (see [3] ). Although, we do not have frames for each of the resolution or detail spaces, we shall prove that under some conditions on the low pass and high pass filters, the set,
More precisely, we will characterize the families, X a φψ and X s φψ , that form a pair of dual frames, in terms of certain conditions on the associated low and high pass filters. This is the content of the next theorem.
where A is a radially expansive matrix. We refer to m 0 as a low pass filter associated with φ.
The spectrum of φ, denoted by σ(φ), is defined via
is referred to as the auto-correlation function for φ. 
Before we prove this theorem, we state and prove a lemma required in the proof.
The superscripts a and s stand for analysis and synthesis respectively. We refer to (8) and (9), for i = 0, . . . , n, as the two-scale relations, with the convention, ψ a 0 = φ a and ψ
Lemma 3.5. Let G be a finite group with the group operation denoted by • and let χ be a character on G. If χ is not the identity character on G, i.e. there exists an
Proof: Let Y = g∈G χ(g) and observe
Hence, we have Y (χ(h) − 1) = 0, which gives us the required result since χ(h) = 1. 
for a.e. ξ ∈ R d and l ∈ Z d (The function j 0 is defined in (13) below). In the second part we show that this condition is equivalent to (10) . We begin by defining a unitary operator U :
Next we define the set J by
where we adopt the convention ψ
. This operator acts on the modulations as follows,
Thus, we see that each S a k,(j,r,i) commutes with all the modulation operators M l . These modulation operators are defined on 
We denote the symbol for this operator again by S a k,(j,r,i) (·), so that,
Now, the adjoint of S a can be represented by the
is the adjoint of a multiplicative operator, it itself, is a multiplicative operator with symbol S a k,(j,r,i) (.). Therefore,
where we adopt the convention ψ s 0 = φ s . Arguing as before for S a , we obtain the following expression for S s :
where
The families, X a φψ and X s φψ , is a pair of dual frames, if and only if,
with the convention that j 0 (0) = +∞.
. Thus using Lemma 3.5, we conclude
Hence, for k = l, (12) reduces to,
Thus using (11), X a φψ and X a φψ is a pair of dual frames if and only if the following condition holds for a.e.
Changing variables, in the previous equation gives that it is equivalent to:
for a.e. ξ ∈ R d and l ∈ Z d . This finishes the first part of the proof. Now, we proceed to the second part of the proof. In this part we show that (15) holds if and only if (10) holds. We will first assume (10) holds and prove that (15) holds for all l = 0. Using the two-scale relations ( (8) and (9)) and (10) we obtain,
Next, using the hypothesis (10), we show that (15) holds for l = 0,
→0 as N →∞ because the series converges for a.e. ξ∈R d
→1 as N →∞ by (7) and continuity of c φ s , c φ a at the origin.
,
Thus, we have shown that (10) implies (15). Next we establish that the converse implication is valid. Assume first, that (10) holds for q = 0. Under the assumption, the calculations we carried out to prove that Eq. (10) implies Eq. (15) for l = 0 are still valid for almost every ξ and all
A is expansive and, thus, A * leaves the lattice Z d invariant. Observe j 0 (l) = 0, because q + p does not belong to the integer grid. Since, (15) is valid for all l = 0 we deduce
Take ξ and ξ + q in σ(φ a ) ∩ σ(φ s ) such that A * ξ belongs to the set of points in R 
In order to complete the proof of the theorem we need to establish that (10) holds for q = 0. To verify this set l = 0 in (15):
Observe that this implies,
Using the two scale relations, (8) and (9), we infer, 
We now describe a discrete wavelet decomposition and reconstruction algorithm, first presented in [2] in the context of exact reconstruction isotropic filter banks. We use the synthesis low pass filters to construct isotropic refinable functions in order to produce IMRA examples. We show that the low and high pass filters of these isotropic filter banks satisfy the condition (10), which is an exact reconstruction filter bank equation. Hence, by Theorem 3.4 the associated families X a φψ and X s φψ form a pair of dual frames for L 2 (R d ). The wavelet decomposition will be defined in terms of the analysis filters, denoted with the superscript a, and the reconstruction will be defined by the synthesis filters, denoted with the superscript s. This is consistent with the notation in Theorem 3.4. Let A = aO, be the radially expansive matrix used to define the dilation operator, where a > 1 and O, a unitary d × d matrix. Now, let
We denote the balls of radii ab 1 and ab 2 by B 1 and B 2 respectively. We begin with the analysis low-pass filter, a smooth, Z d -periodic function m a 0 satisfying the following three properties:
• m a 0 = 1 inside the ball of radius
Using h a we define the high pass filters as follows:
where {q l : l = 0, 1, 2, . . . , |det(A)|−1} are the representatives of the quotient group
Remark 3.7. We note that the set {e k h a :
The latter union would yield |det(A)| high pass channels with decimation. In our implementation, all these channels are combined into an undecimated one using the filter h a , which is the Z d periodic function defined in (16).
Accordingly, in our implementation the low-pass filtering is followed by decimation determined by A while the high pass filtered signal stays undecimated. We use upper case characters to denote each filter in the spatial domain. Using this notation, the analysis filters produce analysis operators M a and H a given by
where D denotes downsampling operator given by, • h s = 0 inside the ball of radius b 3
We define |det(A)| synthesis high pass filters by m s i = e q i−1 h s for each i = 1, . . . , |det(A)|, corresponding to the |det(A)| analysis high pass channels defined above. As in the case of analysis high pass filters, the |det(A)| high pass channels are combined into a single high pass channel with filter h s . We define the high pass synthesis operator by H s σ = |det(A)| 1/2 H s * σ and the operator M s σ := |det(A)| 1/2 M s * (Uσ) is the low pass synthesis operator, where σ ∈ 2 (Z d ) and U is the upsampling operator, (Uσ)
Proposition 3.8 (Exact reconstruction formula). Let M s , M a , H s and H s be operators on 2 (Z d ) as defined above, then the following identity holds Remark 3.9. The exact reconstruction formula holds even if we use
Hence, for the implementation, we do not apply the synthesis high pass filter. Nevertheless, we mention it here because if we use Remark 3.10. In contrast to the usual tensor-product constructions both filters (low pass and high pass) are isotropic. The analysis and synthesis scaling functions are C ∞ -smooth in the wavenumber domain by definition. This, in turn, implies that the wavelets are also C ∞ -smooth in the wavenumber domain. Thus, the radial scaling functions and their associated wavelets have rapid decay in the spatial domain, a property which is very useful for handling the lateral variations of the velocity, c.
We now define
It is easy to check that {V j } j∈Z forms an IMRA. Next, we show that the analysis and synthesis filters defined above satisfy condition (10) for q = 0:
An alternative way to verify this equation is to use Proposition 3.8. Now, for
This is because the supports of m s 0 and m a 0 (. + q) are disjoint by definition. Hence,
. Now, we need to show that s q is zero for all q = 0.
Since, q = 0 and we know that q ∈ (A
Therefore, e q is not the identity character on the quotient group
Hence, by Lemma 3.5, s q = 0. Thus, the low and high pass filters obey the conditions in (10) 
It is easy to see that T k φ a : k ∈ Z d is a Bessel family because the associated autocorrelation function is bounded (see Theorem 7.2.3 in [3] ). Hence, it is enough to show that
. . , n is a Bessel sequence. For a fixed i and a fixed j, we have,
The sum over l ∈ Z d in the last equality reduces to a sum over l ∈ F , where F is a finite subset of Z d . This follows from the compact support of ψ a i . Note that the set F is the same for all j. Now, applying Plancherel's theorem to the
Now, applying Cauchy-Schwarz inequality, we obtain
, where |F | is the cardinality of F . This, in turn, implies
The existence of an upper Bessel bound is verified once we observe that, for each l,
4. Application of the First Generation IMRA to the solution of the one-way acoustic wave equation
In this section we describe the discretisation of the one-way wave equation in terms of the dual pairs of frames, X a φψ and X s φψ , obtained in Section 3. For a fixed depth, z, and a frequency, ω, the samples of the wavefield, f on Z 2 , are assumed to be equal to the coefficients f, T k φ a where φ a is the two dimensional IMRA analysis scaling function. This is based on the assumption that the wavefield is band-limited in the ball, B 2 . Indeed, for all such f , we have:
The second equality is true because φ a is equal to 1 on the support of f and the last equality follows from Plancherel's theorem. Now, if the signal (function) has a higher band limit, then we sample the signal on a finer grid and the samples are then the coefficients f, D j T k φ a for an appropriate scale j > 0. Recall that the families X a φψ and X s φψ form a pair of dual frames for L 2 (R 2 ). This
is a unitary operator for all j 0 ∈ Z. Hence, every f ∈ L 2 (R 2 ) can be written as:
In the special case that f is band limited to the disk of radius a j0+1
Hence, the representation of f in (20) reduces to,
We refer to this expression as the representation at the j 0 resolution level. In practise, the resolution level is not quantified. All data sets are delivered on a sampling grid. Thus, we always adopt the convention that the wavefield, f , lies in the zero-resolution space, i.e. f can be expressed by means of (21) with j 0 = 0.
4.1. Discretisation of the propagator. Let P denote the propagator operator and k 0 the ratio , where c 0 is the velocity which is assumed to be constant for the moment. The discretisation of P turns out to be a Toeplitz matrix in this case. In the wavenumber domain, P acts via multiplication with the symbol of the operator,
Next, we plug in the frame decomposition (20) to obtain a discretisation of P. First,
Before we proceed, note that the support of a function in the wavenumber domain is invariant under the action of the propagator, P because P is multiplicative in this domain. Hence, for a function, f bandlimited to B 2 , P(f ) is also bandlimited to B 2 . Now, from (19) and (21), such a function, f , can be expressed in terms of the integer translates of φ s :
Since, the same is also true for P(f ), we have,
where,
Thus, the vector of samples of the wavefield at z + ∆z is given by multiplying the vector of samples of the wavefield at z with a matrix which we denote by P (0) . We refer to this matrix as the propagator matrix for V 0 , given by,
The last equality follows from the fact φ s = 1 on the support of φ a . Now, since φ a is supported in B 1 ⊂ T 2 , the l, k-entry of
Observe that P (0) is a Toeplitz matrix. Hence, the operator is applied on the discretised signal by convolution with the first row of this matrix. For a fixed value of the ratio k 0 = ω c 0 , we refer to these Fourier coefficients as the propagator filter corresponding to k 0 . Note that for the constant velocity model, we required only one propagator filter for each ω. Now, if the velocity varies laterally, for each ω, we need more than one propagator filter to construct the propagator matrix P (0) . In that case, we construct a 'table' driven migration scheme, meaning that we calculate the propagator filters for a pre-determined set of values of the ratio k 0 = ω c 0 and store them in a 'table'. The values of k 0 range from 0 to ω max c min , where ω max is the maximum temporal frequency of the data and c min is the minimum velocity for the given velocity model. Recall, for the variable velocity model, we define the propagator weakly via (5):
This equation is valid for φ compactly supported in the spatial domain and continuous. The equation is still valid if
Applying the Fubini-Tonelli Theorem, we can change the order of integration. We replace c(x) by c l , the l−th sample of the velocity model because T l φ a is well localized in the space domain. This yields
Hence, at a given depth step, the l-th row of the matrix P
l,k is the propagator filter corresponding to the ratio ω c l . Hence, the l-th row of the matrix can be obtained from the pre-calculated table by picking up the propagator filter corresponding to k 0 which is closest to the ratio ω c l .
Notice that φ a acts like a smoothing function to obtain a trigonometric polynomial approximation of the phase shift operator. The matrix, P (0) , is practically a spatially varying convolution. This is because for the constant velocity case, we saw it was a Toeplitz matrix (i.e. each row is obtained by right shifting the previous row) and hence, a convolution. Now that the filter changes with every point on the grid (i.e. l-th row depends on c l ), this induces what is referred to as a spatially varying convolution. As pointed out in the introduction, the discretisation of P we obtained here, at the zero resolution level, is what geophysicists call a standard explicit scheme. In the geophysics literature, this kind of analysis is not carried out. Instead, the entries of the propagator matrix are calculated via (24), where instead of φ a φ s = φ a , an arbitrary smoothing filter is used.
However, the multilevel structure of the IMRA can be utilized to reduce the computational cost as we argue in the following subsections.
4.2.
Decomposing the signal and the propagator matrix using the fast isotropic wavelet algorithm. We can decompose a wavefield belonging to V 0 into a low pass component and a high pass component using the two dimensional version of the fast wavelet algorithm described in Section 3. Now, the representation of the function becomes 
high pass component
For this representation, the propagator matrix P (0) is decomposed into the following:
We argue that we can ignore F (−1) and T (−1) to obtain the following block diagonal propagator matrix,
We now describe the process of obtaining each of the components,
and Q (−1) , for the constant velocity case. The generalisation to the variable velocity model is exactly the same as for P (0) . This is done according to the following equations:
Similarly, we obtain the following expressions:
Now, observe that φ a (A * .) and ψ a 1 (A * .) overlap only in a small annulus with inner radius b 2 and outer radius b 1 . We denote this annulus by S. Hence, we can ignore the contribution of the off diagonal components. We give a justification for this claim by looking more closely at
We claim that ||F (−1) A(f )|| tends to zero, as the area of the annulus, S, goes to zero, for all f such that f is essentially bounded. This is a reasonable assumption on f because we only have finitely many samples of the wavefield. It is therefore represented by a finite linear combination of the translates of the synthesis scaling function which is bounded in the wavenumber domain. We write l = Al + p i , and define |det(A)| sub-matrices of F (−1) , denoted by Figure 1 . Here we show the vertical cross sections of the images obtained for the SEG Salt model using IMRA. The left image on the top was obtained by discretising the propagator at the zero resolution level. The right image on the top was obtained using one-level of decomposition with the Dyadic dilation matrix. The image on the bottom was obtained using one-level of decomposition using the Quincunx dilation matrix.
the ratio ω/c correspond to evanescent waves which are considered non-physical [5] . Hence, we only need to propagate the waves corresponding to wavenumbers smaller than ω/c accurately, while the evanescent waves can be damped or set to zero. Now, for ratios ω/c < b 2 , we can set the high pass component equal to zero because in this case the high pass component contains only the evanescent waves. By setting the high pass component to zero, we mean that we can set the l-th row of Q (−1) equal to zero whenever ω/c l < b 2 . In the case of dyadic dilations, Figure 2 . Horizontal cross-sections of the results obtained using the IMRA for the Impulse (left) and the Salt (right) models. Due to the radial nature of the filters the faults in all directions are imaged with the same accuracy and have no directional artifacts. . This reduces the computational load significantly for regions where the velocity is high and the temporal frequency is low, because in such regions we only propagate the low pass component and with the use of dyadic dilations the low pass component is one-quarter the size of the original grid. This use of the IMRA can be compared to the sub-sampling scheme proposed by Margrave et al [11] . However, unlike Margrave's sub-sampling, the 1-level IMRA wavelet decomposition is suitable for localized variations of the velocity model. In their implementation, for a fixed frequency, ω, the signal is sub-sampled to reduce the computation time. The IMRA decomposition is more general because we subsample not only for one fixed frequency, but also for various regions of the image where the velocity is high. A significant gain in speed as compared to standard explicit scheme can be anticipated if we can discard the high pass component for a sufficient number points in the grid. However, Table 1 shows that with dyadic dilation, we have to propagate the high pass component for almost every grid point when the frequency is higher than 9 Hz. When this happens a decomposition ends up being more expensive. Hence, it is useful to decompose the wavefield only for very low frequencies. To rectify this, we want the low pass filter to be supported in a ball that has bigger radius than the one we had with Dyadic dilation, so that the high pass component can be discarded for more values of ω/c. This can be achieved by replacing the Dyadic dilation matrix with the Quincunx matrix:
This allows the low pass band to be supported in a ball of radius b 0 , where
4 . But, in this case the discretisation grid for the low pass component is half the size of the original computation grid. As we can see from Table 1 . Percentage of points in the high pass component that must be propagated for various ranges of temporal frequencies, in the case of Dyadic and Quincunx dilations, for the SEG Salt model.
Filter design and implementation
To implement either the explicit scheme or the IMRA approach, we need a trigonometric polynomial approximation of the phase shift operator. We need short filters (i.e. less terms in the trigonometric polynomial) to keep the computational cost under control. Since the extrapolation is done for small increments ∆z, these filters must not amplify the wavefield at every depth step. Hence, we have to optimize the filter under a constraint that guarantees stability and in a way that keeps the computational cost under control. We use a weighted least squares (WLSQ) algorithm due to Thorbecke et al [15] , to carry out this task. Recall that wavenumbers larger than the ratio ω/c correspond to evanescent waves which are considered non-physical. The only requirement for the evanescent waves is that they should be damped (i.e. must be less than one in absolute value) so that they do not cause numerical instability. Hence, we use a weight that is equal to one in the propagating region (|ξ| < ω/c) and equal to a very small value (about 10 −5 ) in the evanescent region (|ξ| > ω/c). The filters calculated with this weighted least squares approach have larger errors in the evanescent region but are very accurate for |ξ| < ω/c. Whereas, filters calculated without the weight (i.e. by truncating the Fourier series) have oscillations in the propagating region which results in numerical instability. This is illustrated in Figure 3 . For 3-D migration, we have to convolve with 2-D filters. Two-dimensional convolutions are expensive and hence, we study ways to make these convolutions computationally efficient without compromising accuracy. We can take advantage of the radial nature of the filters to optimize the 2-D convolution. Since a radial filter is even in both variables, for each point we can first sum up the four quarters of the data and perform the convolution for 1/4 of the original size of the filter i.e. just the first quadrant. Another approach is to design a 1-D filter in the radial variable and use a transformation to map it to a 2-D filter. We considered two such transformations, the McClellan transform (see [12, 9] ) and the Soubaras' Laplacian synthesis (see [14] ).
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