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Dans la première partie de ce mémoire nous introduisons toute la théorie nécessaire 
à une bonne compréhension de la théorie des variétés et orbifolds toriques. Dans la 
deuxième partie nous présentons la construction de Delzant d'une variété torique. Fina­
lement, le troisième chapitre présente deux preuves différentes de la formule de Guille­
min. Mots clés: géométrie kiihlérienne, orbifold, variété torique, polytope de Delzant. 
INTRODUCTION 
Le but de ce travail est de donner une vue d'ensemble sur les orbifolds toriques, 
surtout du point de vue de la théorie de Delzant. Le chapitre 1 se verra comme un rap­
pelou une introduction à toute la terminologie utilisée dans les chapitres suivants et à 
l'élaboration de résultats nécessaires pour une meilleure compréhension de ceux-ci. Dans 
le chapitre 2, la construction d'une variété torique à partir d'un polytope de Delzant 
sera élaborée. Cette construction nous permet d'établir une correspondance bijective 
entre les polytopes de Delzant et les variétés toriques. La construction de Delzant peut 
se généraliser aux polytopes rationnels de Delzant (Lerman et Tolman, (1997)) et nous 
allons montrer de quelle façon le choix d'un réseau influence l'orbifold construite (Apos­
tolov, Calderbank, Gauduchon et T0nnesen-Friedman, (2004)). Comme exemple princi­
pal d'orbifold torique nous donnerons celui des espaces projectifs à poids. Ces derniers 
sont des orbifolds toriques obtenues par la construction généralisée de Delzant à partir 
d'un simplexe rationnel. Le troisième et dernier chapitre est consacré à l'élaboration 
de deux preuves différentes de la formule de Guillemin (Guillemin, (1994)) (Calderbank, 
David et Gauduchon (2002)). Cette formule permet de décrire en terme de l'application 
moment, une métrique kahlérienne canoniquement associée à chaque orbifold torique. 
CHAPITRE l 
RAPPELS 
Dans ce premier chapitre nous rappelerons toutes les notions nécéssaires à l'élaboration 
de la théorie de Delzant, qui sera discutée dans le chapitre 2. Nous introduirons aussi 
tous les concepts utiles pour avoir une bonne compréhension de la formule de Guillemin. 
En outre, nous introduirons les notions de variété symplectique, groupe de Lie, algèbre 
de Lie, action adjointe et co-adjointe, orbifolds, structure kahlérienne, connexions et 
plusieurs autres. Cependant, nous allons prendre pour acquis les définitions de variété 
différentiable et de fibré vectoriel. Nous utiliserons la convention habituelle r(E) pour 
désigner l'ensemble des sections Coo de E, où 'Tf : E ---t M est un fibré vectoriel ainsi 
que COO(M) pour l'ensemble des fonctions réelles lisses sur M. 
1.1 Orbifolds 
Définition 1.1.1. Une orbifold M est la donnée d'un espace topologique IMI et d'un 
atlas li de cartes uniformisantes: li = {(V, f, </;)} où V C ]Rn est un ouvert, f est un 
groupe fini qui agit linéairement sur V et </;: V ---t IMI est une application continue qui 
induit un homéomorphisme, encore noté </;, de VIf vers V c IMI. 
Les ouverts </;(V) doivent satisfaire les conditions de compatibilité suivantes: 




(2)	 pour toutes cartes uniformisantes (V, f, </;), (V', f', </;') et pour tout point x de
 
</;(V) n </;'(V') il existe une carte uniformisante (V/I, f/l, </;/1) telle que x est dans
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1;"({J") C 1;(Û) n 1;'(Û'). 
(3)	 pour toute paire de cartes uniformisantes (Û,r,1;), (Û',r', 1;') telles que 1;(Û) C 
1;'(Û'), il existe une injection À: (Û,r,1;) ---t (Û',r', 1;') et un homomorphisme de 
groupe 'Y: r ---t r' tels que À est équivariante i.e. : À(gx) = 'Y(g)À(x) pour tout x 
dans U et pour tout 9 dans r. 
Remarque 1.1.2. (1) Deux atlas sont équivalents s'il existe un atlas qui contient les 
deux. Plus précisément, une orbifold M est la donnée d'un espace topologique IMI 
et d'un atlas maximal selon cette relation d'équivalence. L'atlas maximal doit bien 
sûr satisfaire les propriétés (1) à (3) précédentes. 
(2) On notera souvent une carte uniformisante (Û, r, 1;) par l'ouvert Û qui la défini. 
Définition 1.1.3. Soit li et V des atlas maximaux sur IMI et INI respectivement. Une 
application entre orbifolds f : M ---t N est la famille d'objets suivante: 
(1)	 Une application continue f : IMI ---t INI. 
(2)	 Pour toute carte uniformisante Û on a une application lisse f ü : Û ---t Véquivariante 
par rapport à l'action de r sur Û et par rapport à un homomorphisme 'Y : r ---t r' 
où V = f(Û) E V. 
(3)	 Pour toute injection À : Û ---t Û' , on a une application 1>. : f(Û) ---t f(Û') qui 
satisfait 1>. 0 f ü = f Ü' 0 À. 
Remarque 1.1.4. Une application f : M ---t N est une immersion si les f ü sont des 
immersions. Un plongement est une immersion telle que l'application continue entre 
IMI et INI est un homéomorphisme sur l'image. Un difféomorphisme est un plongement 
surjectif. 
Définition 1.1.5. Soit x EMet soit (Û, r, 1;) une carte uniformisante telle que x E 
1;(ÛIr). Le groupe de structure de x est le groupe d'isotropie (le stabilisateur), noté r x, 
de tout x E Û tel que 1;(x) = x. 
Remarque 1.1.6. Ce groupe est bien défini c'est-à-dire que ce groupe ne dépend pas du 
x choisi. 
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Définition 1.1.7. L'espace tangent de U en x est appelé l'espace tangent uniformisé 
en x. Il est noté TxM. Le quotient TxM/rx est TxM. Le fibré tangent de M est le fibré 
pour lequel la fibre en x est TxM. 
Définition 1.1.8. Un champ de vecteurs ç sur M est un champ de vecteurs r-invariant 
€û sur chaque carte uniformisante (U,r,cP). Le champ doit bien se recoller sur chaque 
intersection. Plus précisément, si À : (U, r, cP) -t (U', r', cP') est une injection alors 
À*(€û) = û'· 
Définition 1.1.9. Une 1-forme différentielle w sur M est une 1-forme différentielle r ­
invariante Wü sur chaque carte uniformisante (U, r, cP). La 1-forme doit bien se recoller 
sur chaque intersection. Plus précisément, si À : (U, r, cP) -t (U', r', cP') est une injection 
alors À*(wû') = wÛ' 
Remarque 1.1.10. On étend cette définition aux n-formes différentielles, aux champs de 
tenseurs, aux métriques riemanniennes, aux formes symplectiques, etc. 
Définition 1.1.11. Un revêtement orbifoldien est une application entre orbifolds P : 
!VI -t M qui possède les propriétés suivantes: 
(1)	 pour tout point x de IMI il existe une carte uniformisante assez petite (U, r, cP) 
telle que x est dans V := cP(U) et pour chaque composante connexe Vi de p- l (V) 
on a Vi ~ U/ri via cP où ri :::; r 
(2)	 plv; : Vi -t V correspond à la projection naturelle i.e. plv 0 cPi = cP 0 'Tf où 
t 
..., ~ - ~ ~ """ 
cP : U/f ..=; V, cPi : U/ri ..=; Vi et 'Tf : U/ri -t U/r est la projection naturelle. 
Remarque 1.1.12. Deux revêtements Pl : Ml -t M et P2 : M2 -t M sont équivalents s'il 
existe un difféomorphisme f : Ml -t M2 tel que P2 0 f = Pl. 
Définition 1.1.13. Un revêtement orbifoldien P : M -t M est universel si pour tout 
revêtement orbifoldien de M, T : !VI -t M, il existe un revêtement orbifoldien a : M -t 
!VI tel que T 0 a = p. 
Théorème 1.1.14. (Thurston, (1997)) Toute orbifold M possède un unique revêtement 
universel à équivalence près. Il est noté M. 
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Pour une preuve de ce théorème on peut consulter (Thurston, (1997)) (théorème 
13.2.4). Dans les sections et chapitres qui suivront nous définirons les concepts sur une 
variété en sachant que ces concepts se généralisent de manière naturelle sur une orbifold. 
Dans les cas où des précisions seront nécessaires, elles seront apportées. 
1.2 Groupes et algèbres de Lie 
Définition 1.2.15. Un groupe de Lie G est un groupe abstrait muni d'une structure 
de variété différentiable, telle que la prise d'inverse et la multiplication abstraite soient 
des applications eoo i.e. : 
<P : G x G ~ G: (g, h) I-t 9 . h et 
sont eoo . 
Remarque 1.2.16. Les applications 
Lg : G ~ G : h I-t 9 . h et 
Rg : G ~ G : h I-t h . 9 
sont des difféomorphismes de G. Ces difféomorphismes induisent des applications linéaires 
Définition 1.2.17. Soit 9 un espace vectoriel muni d'une opération bilinéaire 
[.,.] : 9 x 9 ~ 9 
qui possède les propriétés suivantes : 
(1) [x, y] = -[y, x] (antisymétrie) 
(2) [[x, y], z] + [[y, z], x] + [[z, x], y] = 0 (identité de Jacobi) 
On dit alors que (9, [', .]) est une algèbre de Lie. 
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Exemple 1.2.18. Étant donnée une variété lisse M, on va définir le crochet de Lie de 
champs de vecteurs [.,.] : f(TM) x f(TM) -t f(TM). Ce dernier munira f(TM) d'une 
structure d'algèbre de Lie de dimension infinie. 
Soit <P : U -t V : p t---t (<Pl(p), ... ,<P2(p)) une carte autour d'un point p de M. 
n 
Posons Xi := <Pi(p). Localement, on peut écrire Xlv = L Xi(x)k où Xi E COO(<p(U)). 
i=l ' 
Étant donnée f E COO(M), Lx(J) = f: Xi(x)lf E COO(M). Ici, on fait un abus de 
i=l ' 
notation car en fait c'est f 0 <p- 1 qu'on dérive par rapport à Xi. On a les deux résultats 
suivants: 
Proposition 1.2.19. Soit XE f(TM). Pour toutes fonctions f,g E COO(M) et pour 
tous réels a, b on a 
(1) Lx(af + bg) = aLxf + bLxg 
(2) Lx(Jg) = (Lx 1)g + f(Lxg) 
Proposition 1.2.20. Si L : COO(M) -t COO(M) satisfait (1) et (2) alors il existe une 
unique section lisse X de TM telle que L = Lx. 
Définition 1.2.21. [Lx, Ly] = Lx 0 Ly - Ly 0 Lx 
Remarque 1.2.22. On peut vérifier que [Lx, Ly] satisfait (1) et (2). 
Définition 1.2.23. [X, Y] est l'unique champ de vecteurs qui satisfait L[x,y] = [Lx, Ly]. 
Proposition 1.2.24. [.,.] : f(TM) x f(TM) -t f(TM) : (X, Y) [X, Y] défini une t---t 
structure d'algèbre de Lie sur f(TM). 
Définition 1.2.25. Soit G un groupe de Lie. On dit qu'un champ de vecteurs X sur 
G est invariant à gauche s'il est laissé fixe par les difféomorphismes (Lg )*, Le. 
Définition 1.2.26. Pour un groupe de Lie G on définit l'algèbre de Lie de G comme 
suit: 
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On a la proposition suivante qui peut s'avérer très utile: 
Proposition 1.2.27. Soit G un groupe de Lie et g l'espace des champs de vecteurs 
invariants à gauche. Nous avons les propriétés suivantes: 
(1)	 L'application 0: : g ----; TeG : X f---t Xe est un isomorphisme d'espaces vectoriels, en 
particulier dimlR.(g) = dimlR.( G) = n. 
(2)	 Chaque élément X de g est lisse. 
(3)	 Le sous-espace g C r(TG) est invariant sous le crochet de Lie de r(TC) et donc 
ce dernier fournit une structure d'algèbre de Lie à g. 
Définition 1.2.28. Une action lisse d'un groupe de Lie sur une variété différentiable 
est une application lisse 
a : C x M ----; M : (g, x) f---t 9 . X 
telle que 
(1)	 pour tout élément 9 de C, ag : M ----; M : x f---t 9 . x est un élément du groupe
 
Diff(M) = {4> : M ----; M 14> est un difféomorphisme de M}
 
(2)	 ae = IdM si e = Ide. 
Définition 1.2.29. (1) Définissons l'action de C sur g de la manière suivante: 
Cette action est communément appelée l'action adjointe de C. 
(2)	 Grâce à cette action on peut définir une action de G sur g* de la manière suivante: 
G x g* ----; g* : (g, "1) = Ad;"1 
où Ad~"1(ç) = "1(Adgç) pout tout vecteur ç de g. Cette action est communément 
appelée l'action co-adjointe de G. 
Définition 1.2.30. Une action d'un groupe de Lie G sur une variété M est effective si 
le seul élément du groupe qui laisse fixe tout les points de M est e, l'identité du groupe. 
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De manière équivalente, l'action de C sur M est effective si et seulement si l'ho­
momorphisme p : C ~ Diff(M) est injectif. 
Remarque 1.2.31. Si C est compact et l'action de C sur M est effective on a que les 
orbites de cette action forment une stratification de M, c'est-à-dire que M = UCp. On 
p 
dira qu'une orbite Cp est générique si dim(TpCp) est maximale. On peut voir (Audin, 
(1991)) (proposition 2.2.4) que l'ensemble des points pour lesquels l'orbite est générique 
est un ensemble dense dans M. 
1.3 Actions hamiltoniennes et application moment 
Définition 1.3.32. Soit M une variété lisse. Un groupe à un paramètre de difféomorphismes 
est une application lisse <I> : IR x M ~ M qui satisfait les trois propriétés suivantes: 
(1) <I>t : M ~ M est un difféomorphisme pour tout t E IR 
(2) <I>o = l dM 
(3) <I>t 0 <I>s = <I>t+s 
où on a posé on <I>t := <I>(t,.) 
Définition 1.3.33. Un groupe infinitésimal à un paramètre de difféomorphismes (ou 
simplement un groupe infinitésimal de difféomorphismes) est une application lisse 
<I> : (-E, E) X M ~ M 
qui vérifie les propriétés (1)-(3) pour tous s,t tels que s + tE (-E, E). 
Soit <I>t un groupe infinitésimal de difféomorphismes et p un point de M. On lui 
associe <I>t(p), une courbe lisse. On a <I>o(p) = p et ftlt=o <I>t(p) E TpM. En faisant un 
abus de notation on considère que <I>t : M ~ TM : p f-) (p, ftlt=o <I>t(p)) est une section 
lisse. De telle façon on associe à chaque groupe infinitésimal <I>t une section X E r(TM). 
Si M est compact alors, grâce au théorème fondamental des équations différentielles 
ordinaires, on peut renverser cette correspondance en associant à chaque section lisse 
X de TM un groupe infinitésimal <I>f tel que <I>~ (p) = p et ft 1t=O <I>f (p) = X (p). 
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Définition 1.3.34. cI>f est appelé le flot du champ de vecteurs X. 
Définition 1.3.35. Une variété symplectique (M, w) est une variété différentiable M 
munie d'une 2-forme différentielle w qui est fermée et non-dégénérée. 
Remarque 1.3.36. (1) Si M est une variété symplectique alors dim]R(M) = n = 2m. 
En effet, pour un point p de M considérons TpM et sont dual T; M. Étant donné 
b dans /\2(T; M) il existe une base {fi, ... , f~} de T; M telle que b = fi /\ f2+ 
... + f 2m- 1 /\ f 2rn et cet entier m ne dépend que de b (Guillemin et Sternberg (2), 
(1984)). Considérons maintenant la base dual {h, ... , fn} et prenons b = w. On 
trouve que wh = w(h,') = f2, wh = w(f2,·) = - g, ..., whm._l = W(hm-l") = 
f 2m , whm. = w(f2m,·) = - f 2m- 1 alors que wh = w(fk,') = 0 si k > 2m. Mais 
Wv = w(v,·) = 0 si et seulement si v = O. Donc n = 2m. 
(2) Comme la 2-forme west non-dégénérée elle fournit un isomorphisme: 
où Wv est l'unique élément de T;M qui satisfait wv(u) = w(v,u) pour tout u dans 
TpM. On notera w- 1 : T;M -; TpM : v w-l(v) l'isomorphisme inverse. On 1---+ 
remarque que w-l(v) est l'unique élément de TpM qui satisfait v(u) = w(w-l (v), u) 
pour tout u dans TpM. 
Définition 1.3.37. Une application f : (M, w) -; (N, "7) est un symplectomorphisme si 
f est un difféomorphisme et si f préserve les formes symplectiques Le. 1*"7 = w. 
Définition 1.3.38. Un champ de vecteurs X est un champ symplectique si (cI>f)*(w) = 
w pour tout tE (-€,€) ou, de manière équivalente, si Lxw = ftlt=o(cI>f)*(w) = o. 
Définition 1.3.39. Soit H : M -; IR une fonction lisse sur une variété symplectique. 
Considérons dH, qui est une 1-forme sur M. Alors, par définition, w-1(dH) est un 
champ de vecteurs hamiltonien sur M. 
Remarque 1.3.40. Chaque champ de vecteurs hamiltonien est un champ symplectique. 
En effet, soit XF = w-1(dF) un champ de vecteurs hamiltonien. Alors 
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Définition 1.3.41. Soit (M,w) une variété symplectique et H : M ---t :IR une fonction 
lisse. Notons par gJ.J le groupe à un paramètre de difféomorphismes associé au champ de 
vecteurs w-1(dH). On défini le crochet de Poisson de deux fonctions lisses F, G : M ---t lR 
comme suit: 
{F,G} = ddl F(gJ.J(x)) =dF(XH) =W(Xp,XH)' 
t t=O 
où X p = w-1(dF) et XH = w-1(dH). 
On peut vérifier que (COO( M), {', .}) est une algèbre de Lie. 
Lemme 1.3.42. Définissons 
On a que cette application est un homomorphisme d'algèbres de Lie. 
Démonstration. Pour H E COO(M) on pose X H := w-1(dH). On doit montrer que 
II({H,G}) = [XH,XC]. Soit F:= {H,G}. L'identité de Jacobi nous donne 
{A,F} = {{A,H}G} - {{A,G} ,H}. 
Donc, LXF = LxCLXH -LXHLXC' Mais LxCLxH -LXHLxC = L[XH.Xcl· Alors LXF = 
L[XH'xcl' On conclut donc que Xp = [XH, Xc] ce qui nous donne le résultat voulu. 0 
Corollaire 1.3.43. L'ensemble des champs de vecteurs hamiltoniens est une sous­
algèbre de Lie de l'algèbre de Lie des champs de vecteurs. 
Soit G x M ---t M une action d'un groupe de Lie compact et connexe G sur une 
variété symplectique (M, w) et supposons que cette action laisse w fixe. Soit ç un élément 
de 9 = Lie(G). On veut associer à ç un champ de vecteurs sur M. Soit x un point de 
M et fx : G ---t M : g 1---7 gx. Considérons aussi (dfx)e : 9 ---t TxM. En faisant varier x, 
on obtient, pour un ç donné, un champ de vecteurs 
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Définition 1.3.43. On appele le champ de vecteurs ÇM, le champ de vecteurs fonda­
mental associé à ç. 
Définition 1.3.44. Soit G x M M une action lisse d'un groupe de Lie compact et---t 
connexe G sur une variété symplectique (M, w). L'action est faiblement hamiltonienne 
si pour tout ç dans g, il existe 1JE. E COO(M) telle que ÇM = w-l(d1JE.). 
Définition 1.3.45. Soit G x M M une action lisse d'un groupe de Lie compact ---t 
et connexe G sur une variété symplectique (M,w). L'action est hamiltonienne si pour 
tout ç dans g, il existe 1JE. E COO(M) telle que ÇM = w-l(d1JE.) et l'application e :9 ---t 
COO(M) : ç f-t 1jJE. est un homomorphisme d'algèbres de Lie (où la structure d'algèbre 
de Lie de COO(M) est donnée par le crochet de Poisson). 
L'application ç f-t ÇM est injective si l'action de G est effective. 
Définition 1.3.46. On peut alors définir l'application moment comme suit: 
<I>: M g* : p f-t <I>(p) où (<I>(p),ç) = 1JE.(p).---t 
On note que cette application est G-équivariante. On dira aussi que (M, w) est 
un G-espace hamiltonien. 
On peut aussi donner la définition équivalente suivante d'une action hamilto­
nienne: 
Définition 1.3.47. Soit G un groupe de Lie compact connexe qui agit sur une variété 
symplectique (M,w) de manière effective. L'action de G sur M est hamiltonienne s'il 
existe une application (appelée application moment) <I> : M g* qui soit G-équivariante ---t 
et telle que W(ÇM,') = - (d<I>,ç) pour tout vecteur ç de g. 
Proposition 1.3.48. Les deux définitions d'application moment sont équivalentes. 
Démonstration. En effet, si on considère la première définition d'une action hamilto­
nienne on a W(ÇM,') = WE.M = ww-1(d</J{) = d1JE.. Donc pour tout point p de M on a 
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W(ÇM(p),,) = d</l(p) = d((<I>(p),ç)). En évaluant cette 1-forme sur un vecteur Yp de 
TpM on obtient W(ÇM(p), Yp) = d( (<I>(p) , ç) )(Yp). Pour retrouver la deuxième définition 
il suffit donc de montrer que d((<I>(p),ç))(Yp) = (d<I>(p)(Yp),ç) . Mais cette égalité est 
claire puisque dériver <I> après l'avoir évalué sur un vecteur de 9 est équivalent à dériver 
d'abord <I> et ensuite l'évaluer sur un vecteur ç de 9. 
Réciproquement, si on a une application <I> : M ----t 9* qui satisfait W(ÇM,') = 
- (d<I>,ç) pour tout vecteur ç de 9 alors, pour un vecteur ç de 9 on défini </l(p) ' ­
(<I>(p),ç)). [J 
Considérons (M, w) un G-espace hamiltonien où G est abélien. Étant G-équavariante, 
l'application moment défini un homomorphisme d'algèbres de Lie. Sans perte de généralité 
on peut supposer que G est connexe et que l'action de G sur M est effective (dans le 
cas contraire on n'a qu'à quotienter G par le noyau de l'action pour avoir une action 
effective). On a alors le théorème suivant(Atiyah,(1982)) : 
Théorème 1.3.49. Soit (M, w) une variété symplectique. Soit G un groupe de Lie 
compact, connexe et abélien qui agit de manière effective et hamiltonienne sur M. Si 
dimM = 2n alors n ~ dimG. 
Démonstration. Soit p un point pour lequel l'orbite Gp est générique. Un tel point existe 
(Audin, (1991)) (proposition 2.2.4). Puisque G est compact, connexe et abélien on a que 
G est un tore. On peut montrer, en utilisant la théorie de Morse, qu'une orbite générique 
d'une action effective et hamiltonienne d'un tore a la dimension du tore (Atiyah,(1982)). 
Montrons que la restriction de W à Tp(Gp) est nulle i.e. si X, Y E r(T(Gp)) alors 
w(X, Y) = O. Puisque G est abélien on a [ç,7]] = 0 pour tous ç, 7] E 9. Si on considère 
8: 9 ----t COO(M): ç ~ </l alors G([ç,7]]) = O. Mais G([ç,7]]) = {<pç ,<p1J }. On obtient 
donc w( Xq,(, Xq,fJ) = O. Cependant, pour tout X E r(T( Gp)) il existe un élément ç de 
9 tel que X = Xq,(' Donc il existe ç et 7] dans 9 tels que w(X,Y) = w(Xq,(,Xq,fJ) = O. 
Donc dim Tp(Gp) Sn. Ce qui nous donne le résultat voulu. 0 
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En vertu de ce théorème nous allons nous intéresser au cas où dim M = 2dimG. 
Définition 1.3.50. Si G = Tn = lRn /zn agit sur (M, w) de manière hamiltonienne et 
effective et si dimlR.M = 2n alors on dit que la variété M est torique. 
Définition 1.3.51. Une action d'un groupe de Lie G sur une variété M est localement 
libre s'il existe un voisinage U€ de l'identité tel que l'action de U€ sur M soit libre. 
Remarque 1.3.52. Soit M une variété munie d'une action localement libre d'un groupe 
de Lie compact. Alors x E M a un stabilisateur fini. Sinon on a que l'identité de G est 
un point d'accumulation du stabilisateur de g-I . X où 9 est un point d'accumulation du 
stabilisateur de x (Stabx(G) étant infini sur un compact). On a donc que l'action n'est 
pas localement libre. 
1.4 Géométrie kahlérienne 
Définition 1.4.53. Une variété riemannienne (M, g) est une variété lisse M munie 
d'une section 9 E qT*M ® T* M) qui est symétrique et définie positive en chaque point 
i.e. pour chaque point p de M 
Remarque 1.4.54. On se sert de 9 pour définir un isomorphisme entre TpM et T; M. 
(1) D : TpM -t T; M : v v~ où v~ est l'unique élément de T; M qui satisfait 1-+ 
v~(u) = g(v, u) Vu E TpM. 
wtt(2)	 rt : T; M -t TpM : w 1-+ où wtt est l'unique élément de TpM qui satisfait 
g(wtt , u) = w(u) Vu E TpM. 
Définition 1.4.55. Soit X E r(TM) et <I>f le flot de X. On dit que X est une isométrie 
infinitésimale (ou un champ de Killing) de (M, g) si (<I>f)*g = 9 pour tout t dans (-E, E). 
On note le groupe des isométries infinitésimales par Isom(M,g). 
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Remarque 1.4.56. Si (M,g) est compacte on a que Isom(M,g) est compact (Kobayashi 
et Nomizu, (1996))(section 4). 
Définition 1.4.57. Soit M une variété différentiable de dimension réelle 2n et soit J 
une section de End(TM) telle qu'en chaque point, J2 = -Id alors J est une structure 
presque-complexe sur M. 
Définition 1.4.58. Soit (M, g, w) une variété riemannienne et symplectique de dimen­
sion 2n. Soit J une structure presque-complexe sur M. Si w(X, Y) = g(JX, Y) alors on 
dit que la variété M est presque-kiihlérienne. 
Soit M une variété différentiable de dimension réelle 2n et soit Tf;M = TM ®lR C 
la complexification du fibré tangent TM. Soit T~M = T* M ®lR C la complexification 
du fibré cotangent T* M. On considère l'algèbre extérieure /\T~M et on pose ~Y(M) := 
r(/\1'T~M) qui sont les formes différentielles de degré r à valeurs complexes. La dérivée 
extérieure d agit sur les formes différentielles réelles et peut être étendue par linéarité 
complexe sur les formes différentielles à valeurs complexes. On a la suite suivante: 
avec d2 = O. Cette suite est appelé le complexe de DeRham 
Supposons que (M, J) est une variété différentiable munie d'une structure presque­
complexe. L'endomorphisme J est un isomorphisme C-linéaire sur chaque fibre de Tf;M 
et possède ±i comme valeurs propres. Soit T Ml,O le fibré des espaces propres correspon­
dant à la valeur propre i de J et soit T MO,l le fibré des espaces propres correspondant 
à la valeur propre -i de J. On défini la conjugaison complexe sur T* Mf; de la manière 
suivante: 
Q : T* Mf; --+ T* Mf; : v ® ex t---l v ® a. 
Une telle conjugaison envoie T Ml,o dans T MO,l et vice-versa. 
En chaque point x de M, Jx : TxM --+ TxM satisfait f; = -Id. Cet endomor­
phisme nous permet d'induire une multiplication par les nombres complexes sur TxM. 
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En effet, posons s + it(vx) = sVx + tJx(vx) où Vx E TxM et de cette manière TxM de­
vient un espace vectoriel complexe noté TxMJ. Notons TMJ le fibré sur M pour lequel 
la fibre en un point x est TxMJ. On a que TMJ est canoniquement isomorphe à TMI,O. 
L'isomorphisme est donné par v ® a I-t av où a est un nombre complexe. 
Soit T*MI,o (resp. T*Mo,l) le fibré dual sur ~ du fibré TMI,O (resp. TMO,I). 
Considérons les fibrés algèbres extérieures /\T~M, /\T* MI,o et /\T* MO,I. On a que 
/\T~M = /\T* MI,O E9 /\T* MO,I. Considérons le fibré /\p,qT~M où la fibre en un point x 
est /\PT; MI,O E9 /\qT; MO,I. Une section de ce fibré est une forme différentielle de type 
(p, q) sur M à valeur dans ~. L'ensemble de ces sections est noté np,q(M). De plus, on 
a que: 
D,T(M) = E9 np,q(M)
p+q=r 
Soit {WI,'" ,wn } une base trivialisante du fibré T*MI,O pour un ouvert U de M 
(i.e. pour tout x dans U, {WI(X), ... ,wn(x)} est une base de T;MI,O). Il s'ensuit que 
{WI,'" ,wn } est une base trivialisante du fibré T* MO,1 pour le même ouvert. Une base 
trivialisante pour le fibré /\p,qT* Mc dans l'ouvert U est donc donnée par 
1 -JI J }{ W /\ W W 1 = Wil /\ ... /\ Wi p et W = wJi /\ ... /\ Wjq 
où 1 ::; il < ... < ip ::; net 1 ::; JI < ... < Jp ::; n. 
On a alors que n'importe quelle section s de np,q(M) restreinte à U s'écrit comme 
s = :L alJwl /\ ii/ où alJ est une fonction Coo sur U. Notons que 
1/1=p,IJI=q 
l Jds = L dalJ /\ (wl /\ wJ ) + alJd(w /\ w ). 
1/1=p,IJI=q 
Soit (p, q) tels que p + q = r. On a alors la projection naturelle suivante: 
7rp,q : D,T(M) -l np,q(M). 
En restreignant d à np,q(M), on obtient: 
d: np,q(M) -l np+q+l (M) = E9 nt,S(M)
t+s=p+q+l 
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On défini a : D,p,q(M) D,p+l,q(M) en posant a := 7Tp+l,q 0 d et ËJ : D,p,q(M)----t	 ----t 
dimM 
D,p,q+l(M) en posant ËJ := 7Tp,q+l 0 d. On étend a et [j à tout D,*(M) = L: D,T(M) par 
T=l 
linéarité complexe. En général, d : D,p,q(M) D,p+q+l(M) se décompose comme suit:----t 
d = 7Ts,t 0 d.L 
s+t=p+q+l 
En particulier, cette décomposition comprend a+ [j. 
Définition 1.4.59. Si d = a+ ËJ alors on dit que la structure presque-complexe est 
intégrable. 
Définition 1.4.60. Soit (M, g, w) une variété presque-kahlérienne. Soit J une structure 
presque-complexe sur M. Si J est intégrable alors M est une variété kahlérienne. 
Remarque 1.4.61. (1) On peut voir (McDuff et Salamon, (1995)) (théorème 4.12) 
qu'une structure presque-complexe est intégrable si et seulement si le tenseur de 
Nijenhuis définit comme suit: 
N(X, Y) = ~([JX, JY] - J[JX, Y] - J[X, JY] - [X, Y]) 
est identiquement nul. 
(2)	 De plus, si J est une structure presque-complexe qui provient d'un atlas de cartes
 
holomorphes alors d = a+ [j (Wells, (198Ü))(théorème 3.7).
 
(3)	 Le célèbre théorème de Newlander-Nirenberg affirme que N(X, Y) = Üsi et seule­

ment si d = a+ ËJ si et seulement si la structure presque-complexe J provient d'un
 
atlas de cartes holomorphes.
 
Définition 1.4.62. Soit (M 2n, g, w) une variété presque-kahlérienne alors <Pt : (M 2n, g, w) ----t 
(M2n,g,w) est un groupe infinitésimal d'isométries hamiltoniennes si <Pt est le flot d'un 
champ hamiltonien w-1(dH) et de plus <Pt est dans Isom(M2n,g,w). 
Définition 1.4.63. Soit M une variété lisse de dimension m. Une sous-variété (N, q;) 
est une variété lisse N et une application lisse q; : N ----t M telle que 
(1)	 q; est injective, 
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(2) <p* : TaN ~ T,p(a)M est injective pour tout point a de N. 
Remarque 1.4.64. Par le lemme 1.3.42 et puisque les champs de Killing forment une 
algèbre de Lie ((GaBot, Hulin et Lafontaine (1987))), l'ensemble des champs de Killing 
hamiltoniens sur une variété presque-kiihlérienne (M2n, g, w) est une sous-algèbre de 
Lie des champs de Killing de (M 2n,g,w) c'est-à-dire de Lie(Isom(M,g)). On peut donc 
lui associer un sous-groupe de Lie Isomo(M,g,w) C Isom(M,g,w). En effet, on a le 
théorème suivant : 
Théorème 1.4.65. Soit G un groupe de Lie avec algèbre de Lie g. Soit ~ C 9 une sous­
algèbre de Lie de g. Alors il existe un unique sous-groupe de Lie (H, <p) < G tel que 
<p*(~) = t 
1.5 Connexions 
Définition 1.5.66. Soit 7r : E ~ M un fibré vectoriel sur une variété différentiable. 
Une connexion 'V : f(TM) x r(E) ~ r(E) est une application lisse qui vérifie les 
propriétés suivantes: 
(1) 'VX(ÀSl + /-LS2) = À'VX Sl + /-L'VX S2, 
(2) 'V fX+gYs = f('V xs) + g('Vys), 
(3) 'V x(fs) = df(X)s + f('V xs), 
où X, Y E f(TM), SI, S2, sE r(E), f, 9 E COO(M), À, /-L E lR. 
Remarque 1.5.67. Soient (E, 'lE) et (F, 'VF) deux fibrés munis de connexions. Si s E 
r(E) alors 'lEs E r(T* M 0 E). Si SI, sE r(E), S2 E r(F), s* E r(E*) alors: 
(1) (E EB F, 'VE+F) où 'VE+F(SI + S2) := 'V E(SI) + 'V F(S2) 
(2) (E 0 F, 'VE0F) où 'Vf0F(SI 0 S2) := ('VfsI) 0 S2 + SI 0 ('V~S2) 
(3) (E*, 'lE") où ('Vf s*)s := Lx (s*, s) - (s*, 'vxs) 
sont tous des fibrés munis de connexions. On peut donc conclure que 'lE induit une 
connexion sur le fibré E* 0 ... 0 E* 0 E 0 ... ® E. Par abus de notation on note encore 
, v "'-y-" 
q-fois p-fois 
cette connexion 'lE. 
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Définition 1.5.68. Soit 1r : E ---t M un fibré vectoriel muni d'une métrique rieman­
nienne i.e une section 9 E r(E* Q9 E*) qui est symétrique et définie positive. Une 
connexion V est métrique si V9 = O. 
Remarque 1.5.69. De telles connexions existent. 
Définition 1.5.70. Soit M une variété riemanienne et (TM, V) le fibré tangent muni 
d'une connexion. La torsion de la connexion est T\1 (X, Y) := Vx Y - Vy X - [X, Yj où 
X, y E r(TM). T\1 est une section du fibré T* M Q9 T* M Q9 TM. 
Définition 1.5.71. Une connexion est sans torsion si T\1 = 0 
Théorème 1.5.72. (Levi-Civita) Sur chaque variété riemannienne (M, g) il existe une 
unique connexion D qui est à la fois métrique et sans torsion. Cette connexion est 
appelée la connexion de Levi-Civita. 
Pour une preuve de ce théorème on peut voir (Gallot, Hulin et Lafontaine (1987)). 
Lemme 1.5.73. Soit K un champ de vecteurs lisse sur une variété riemannienne M 
munie de la connexion de Levi-Civita. Alors K est un champ de Killing si et seulement 
si (dKD)(X, Y) = 2(Dx KD)(Y) 
Rappelons premièrement deux faits: 
(1) Si 9 est une métrique riemannienne sur M et D est sa connexion de Levi-Civita, 
alors
 
(Dxg)(Y, Z) - (Lxg)(Y, Z) = -g(DyX, Z) - g(Y, DzX)
 
D'ici on obtient (Lxg)(Y, Z) = -g(Dy X, Z) - g(Y, DzX). 
(2) Si a est une 1-forme différentielle alors 
(da)(X, Y) = (Dxa)(Y) - (Dya)(X) 
où D est une connexion sans torsion. En effet, pour a une p-forme différentielle sur 
une variété différentiable M on a la formule suivante (Gallot, Hulin et Lafontaine 
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(1987))(corollaire 1.122) : 
p. ~ 
da(Xo, ... ,Xp ) = L: (-1) tLx;(a(Xo, ... ,Xi , ... ,Xp ))+ 
i=O 
L (_1)i+ j a([Xi ,Xj], Xo, .. . , Xi, ... ,Xj , ... , Xp ) 
O~i<j~p 
où Xo, ... ,Xp sont des champs de vecteurs lisses sur M. Si a est une 2-forme et 
X, y sont des champs de vecteurs lisses sur M on obtient: 
da(X, Y) = Lx(a(Y)) - Ly(a(X)) - a([X, Y]) 
Puisque la connexion D est sans torsion on trouve que Dx Y - Dy X = [X, Y]. 
Donc, on obtient que 
da(X, Y) = Lx(a(Y)) - Ly(a(X)) - a(DxY - Dy X)
 
= (Lx(a(Y)) - a(DxY)) - (Ly(a(X)) - a(DyX))
 
Cette dernière expression est précisément (Dxa)(Y) - (Dya)(X).
 
Démonstration. Si K est un champ de Killing alors par (1) 
0= (LKg)(X, Y) = -g(DxK, Y) - g(X, Dy K) = g(Dx K, Y) + g(X, DyK). 
Mais par définition, g(DxK, ZY) = (Dx K)P(Y) = (Dx KP)(Y) et g(X, DyK) = 
(Dy K)P(X) = (Dy KP)(X). Donc, (Dx KP)(Y) = -(Dy KP)(X). 
Si (dKP)(X, Y) = 2(Dx KP)(Y) alors par (2), (Dx KP)(Y) = -(Dy KP)(X) et 
donc (DxKP)(Y) + (DyKP)(X) = O. Conséquemment, 
-g(DxK, Y) - g(X,DyK) = -(DxKP)(Y) - (DyKP)(X) = 0 
et pour conclure (LKg)(X, Y) = -g(Dx K, Y) - g(X, DyK) = 0 i.e. K est un champ 
de Killing. o 
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1.6 Thansformée de Legendre 
Soit y = f(x) une fonction convexe deux fois différentiable sur IR i.e. f"(x) > 0 
pour tout réel x. Soit U = {p E IRI3x ER avecf(x) = p}. Soit p dans U. Considérons 
x = x(p) = le maximum par rapport à x de la fonction F(p, x) = xp - f(x). 
Définition 1.6.74. Posons g(p) = F(p, x(p)), alors g(p) est la transformée de Legendre 
de f. 
Maintenant, soit f : IRn -t IR une fonction lisse convexe par rapport au vecteur 
x = (Xl"", xn)i.e. det (a:2Ixj IJ > 0 pour tout point x de IRn. Soiti 
Définition 1.6.75. La transformée de Legendre de f est une fonction 9 U -t IRn 
définie par 
9 : U -t IR : p t-t F(p, x(p)) = max F(p, x) 
xERn 
où F(p, x) = (x,p) - f(x). Cette fonction est bien définie car si on fixe p la fonction 
F(p, x) aura un maximum par rapport à x en x(p) si et seulement si p = aIl ­7fX	 x(P) 
1.7 Distributions et le théorème de Frobenius 
Définition 1.7. 76. Une distribution Coo sur une variété lisse M est une correspondance 
a t-t D(a) C TaM 
où a E M. Cette correspondance doit satisfaire les propriétés suivantes: 
(1)	 pour tout point a de M dimJR(D(a)) =p = rang(D), 
(2)	 pour tout point a de M il existe un voisinage Ua contenant a et des sections 
Xl,"" Xp de f(TM) telles que 
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Définition 1.7.77. On dit que (N,cP) est une sous-variété intégrale de (M,D) si 
cP*(TN) cD. 
Définition 1.7.78. On dit que D est une distribution complètement intégrable si pour 
tout a EMil existe une sous-variété intégrale (Na, cPa) telle que dim N = p = rang(D) 
et a E cPa(Na). 
Définition 1.7.79. Une distribution D est dite involutive si pour tout point a de M 
il existe un voisinage Ua de a et des champs de vecteurs lisses {Xl,'" ,Xn } sur Ua tels 
que pour tout b E Ua : 
(1) span]R {Xl (b), ... Xp(b)} = D(b), 
(2) [Xi, Xj](b) E D(b). 
Notons que (2) ne dépend pas des choix de vecteurs dans (1). 
Théorème 1.7.80. (Frobenius)(Narasimhan (1985))Une distribution lisse D de rang 
p est complètement intégrable si et seulement si elle est involutive. 
Définition 1.7.81. Soit (M,w) une variété symplectique et N c M une sous-variété. 
Alors N est une sous-variété isotrope si et seulement si la forme symplectique w, res­
treinte à T N, est nulle. 
Remarque 1.7.82. Soit Ne M 2n une sous-variété isotrope. Alors dim N ::; n. 
Définition 1.7.83. Si dim N = n alors on dit que N est une sous-variété lagrangienne. 
1.8 Fibrations et fibrés principaux 
Définition 1.8.84. Soient E, B et F des variétés différentiables et p : E -t B une 
application lisse. On dit que p est une fibration de base B de fibre F et d'espace total 
E si: 
(1) l'application p est surjective, 
(2) il existe un recouvrement (Ui)iEI de B et des difféomorphismes 
hi : p-1 (Ui) -t Ui X F 
tels que hi(p-l(x)) = {x} x F pour tout x dans Ui. 
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Définition 1.8.85. Dans le cas où la fibre est isomorphe à un groupe G qui agit 
librement sur l'espace total E on dit que p est une G-fibration principale. 
CHAPITRE II 
THÉORIE DE DELZANT 
Dans ce chapitre nous présenterons la construction de Delzant dans le cas d'un 
polytope de Delzant. Une construction similaire est proposée par (Lerman et Tolman, 
(1997)) dans le cas d'un polytope rationnel. Notons que la construction de Delzant 
décrite dans ce mémoire est tirée essentiellement de (Guillemin, (1994)). 
2.1	 Principe de réduction de Marsden-Weinstein et quotients sym­
plectiques 
Théorème 2.1.1. (Guillemin, (1994))(théorème 1.4)Soient G un groupe de Lie com­
pact qui agit de manière hamiltonienne sur M, <I> son application moment et c un 
élément de <I>(M). Soit Mc = <I>-l(c). Alors Mc est G-invariant ce qui nous permet de 
définir une action de G sur Mc. De plus, c est une valeur régulière de <I> si et seulement 
si l'action de G en tout point p E Mc est localement libre. 
Remarque 2.1.2. On aura que Mc est une sous-variété de M , de codimension dimG, si 
et seulement si c est une valeur régulière de <I>. 
Supposons que G agit librement sur Mc. On a que l'espace des orbites 
B:= MelG 
est une variété lisse et par définition, l'application 
7r : Mc ---t B : p f-t [P]c 
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est une G-fibration principale. Soit ~ : Mc ----t M l'inclusion. 
Théorème 2.1.3. Il existe une forme symplectique WB sur B telle que 
Une preuve de ce théorème sera donnée dans le théorème 2.1.7. 
Remarque 2.1.4. On peut généraliser ce résultat dans le cas où l'action de G sur Mc est 
localement libre au lieu d'être libre. Dans le cas d'une action qui est localement libre 
on obtient que B = MclG est une orbifold symplectique. 
Définition 2.1.5. Si l'action est libre alors MlicG = <I>-l(c)/G est une variété sym­
plectique appelée quotient symplectique ou réduction symplectique de M par G. Plus 
généralement, si l'action est localement libre alors Mil cG est une orbifold symplectique. 
Théorème 2.1.6. Soit G un groupe de Lie compact et N un sous-groupe de Lie fermé. 
Supposons que (M, w) est un G-espace hamiltonien avec application moment <I> : M ----t g* 
et <I>N = ~* 0 <I> : M ----t n* est l'application moment induite de l'action hamiltonienne de 
N, où ~* est l'adjointe de ~ : n ----t g. Supposons de plus que N est un sous-groupe normal 
dans G, que ë E g* est invariant sous l'action co-adjointe de G et que c = ~ *(c) est une 
valeur régulière de <I>N telle que l'action de N sur <I>jVl(c) est localement libre. Alors 
M = MilcN est un GIN-espace hamiltonien dont l'application moment, vue comme 
une application N-invariante sur <I>jVl(c), est la restriction de <I> - c à <I>jVl(c). 
Démonstration. L'action d'un élément [g] du groupe quotient GIN sur une classe [z] de 
M est donnée par [g] . [z] = [g. z]. Il faut voir que cette action est bien définie Le. on 
doit montrer que g. z est dans <I>jVl(c). On a que les points z de <I>jVl(c) sont caractérisés 
par (<I>(z) - c, Ç) = 0 pour tout vecteur ç de n. On a que c est invariante par l'action 
co-adjointe et <I> est G-équivariante par définition. Donc, 
Donc 9 . z est dans <I>jVl(c). 
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Puisque N est un sous-groupe normal, [g. z] ne dépend que de [g] et [z]. En effet, 
si on prend gh un représentant de la classe gN et i = h· z un élément de l'orbite N z 
alors [g . z] = [(gh) . (h . z)] (il suffit de prendre h = 9 . (hh)-lg-l E N et on obtient 
h((gh) . (h. z)) = g. z). 
Le fait que (<p(z) - ê,Ç-) = 0 pour tout point z de <Pr:/(c) et pour tout vecteur ç­
de n implique que 1/ := (<I> - ê)I<I>N1(c) est à valeur dans nO = annulateur dendansg*. 
On peut identifier nO à (g/n)*. En effet, nO = {l E g*1 (l,x) = OVx E n} et (g/n)* = 
{l: gin -t IRllest linéaire}. Puisque l ne dépend pas du représentant choisi, l s'annule 
sur tout élément de n. On obtient donc un isomorphisme entre nO et (g/n)*. En se 
servant de cet isomorphisme on peut considérer 1/ comme étant à valeur dans (g/n)*. 
On veut démontrer que I/(g . z) = I/(z) pour tout 9 élément du groupe N. Soit ç- un 
vecteur dans gin: 
(v(g . z), Ç-) = (<I>(g . z) - ê, Ç-) = (Ad;(<I>(z) - ê), ç-) 
car 9 E N(ici on considère plutôt Ad[g-IIN qui agit bien sûr comme l'identité sur gin). 
Ceci montre que l'application v : M -t (g/n)* est bien définie. Il suffit de voir que 
(dv, [Ç]) = -w(·, [Ç-]M) où west une forme différentielle qui nous est donnée par le 
théorème 2.1.3 ( ici i : <I>-l(c) -t M est l'inclusion) et on aura que v est l'application 
moment de l'action de GIN sur M. Si ç- est un vecteur de 9 et Yp est dans Tp<I>-l(c), 
on obtient 
71"* (dv, [ç-]) (Yp) = (dv(7I"*(Yp)), [Ç]) 
= (d<I>(i*(Yp)), Ç-) = -w(~*(Yp), ~*(Ç-M(p))) 
On conclut donc que (dv, [ç-]) = -w(', [Ç-]M). o 
On a le théorème suivant (Futaki, (1987))(section 2) qui nous permet essentielle­
ment de descendre la structure kahlérienne si l'espace quotienté possède une structure 
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kahlérienne. Dans ce théorème on considère à la fois l'algèbre de Lie comme une algèbre 
de Lie de champs de vecteurs sur M et comme l'espace tangent à l'identité du groupe. 
Théorème 2.1.7. Soit (M, w, J, g) une orbi/old kiihlérienne munie d'une action ha­
miltonienne d'un groupe de Lie compact et connexe K. Supposons de plus que l'action 
préserve la structure complexe de M. Si 0 est une valeur régulière de l'application mo­
ment 4> alors MK = <1>-1 (0)/K est une orbi/old kiihlérienne. 
Démonstration. Posons Z = 4>-1(0). Soit ç- un vecteur de ~ = Lie(K). Pour tout point 
p de M considérons ep = spanRçM(p). Soit p un point de Z, y un vecteur de TpZ et X 
dans ~p alors 
g(JX, Y) = w(X, Y) = d4>x(Y) = 4>*(Y)(X) = 0, 
où 4>x : M -t JR : p I---t (4)(p), X). En effet, puisque Y E TpZ on a que 4>*(Y) = O. 
Soit {e, ... ,ç-dimK} des éléments de ~ tels que ~ = spanR {e, ... ,ç-dimK}. Puisque 
codimZ = dimK et g(JX, Y) = 0 si Y est dans TpZ on conclut que 
dimK .)
où ~~ = spanRç~(p). Soit Ep le complément orthogonal à ( E9 ~t dans TpZ pari=l P 
rapport à la métrique g. On obtient donc 
Si Wp est dans Ep alors JWp est dans Ep. Donc Ep est J-invariant. On a de plus que la 
distribution E = span {Eplp E Z} est K-invariante. Puisque E est J-invariante on a la 
décomposition suivante de E @ ([; : 
où E 1,0 (resp. EO,l) est l'espace propre associé à i (resp. -i). On a que 
E 1,o = T 1,oMlz n (TZ @ q 
. 10 10 10 1En effet, en chaque pOInt p de Z on a que Ep' C TpZ @ ([; et Ep' C Tp' M z donc 
E1,O C T 1,oMlz n (TZ@q. Il reste donc à voir que T 1,oMlz n (TZ@q C E 1,o. 
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Soit p un point de Z et soit Xp dans TJ'oMlz n (TpZ 181 C). On veut voir que Xp est 
dans E~'o. Remarquons d'abord que E1,O = {X - iJXIX E E}. En effet J(X -iJX) = 
JX + iX = i(X - iJX). On veut donc voir que X p = Yp - iJYp avec Yp E Ep. On 
a que Xp appartient à TJ'o M alors Xp = Wp - iJWp où Wp est un élément de TpM. 
On a que Xp est dans TpZ 181 C alors Xp = (a + ib)Vp pour un Vp dans TpZ. Donc 
Xp = Wp-iJWp = (a+ib)Vp = aVp+ib~. Conséquemment, Wp = aVp et -JWp = bVp. 
On veut voir que Wp appartient à Ep . Mais 
car aVp E TpZ. De plus, 
car bVp E TpZ. Donc Wp est un élément de Ep par définition de Ep. 
Cette décomposition nous montre que E1,O est complètement intégrable. En effet, 
si X, Y sont des champs de vecteurs de T 1,oMlz alors [X, Y] E T1,O Mlz et on a le 
même résultat pour des champs de vecteurs dans TZ 181 C. Donc, par le théorème 1.7.80 
on conclut que E1,O est complètement intégrable. Soit 7r : Z --> MK la projection alors 
d7rIEp induit un isomorphisme entre Ep et T-rr(p)MK. On définit une structure presque­
complexe JK sur MK de telle sorte que l'équation suivante est satisfaite: 
Une telle application peut être définie car l'action de K sur M préserve J. On a que JK 
est intégrable. 
En effet, soient SI et S2 deux sections de T1,OMK et s~ et s; les uniques sections 
K-invariantes de E1,O telles que d7r(sD = Si (i = 1,2). Puisque E1,O est intégrable 
on a que [s~,s2] est une section K-invariante de E 1,o. Alors d7r[s~,s;] = [Sl,S2] est une 
section de T1,O MK car d7rIE est un isomorphisme sur son image. Donc JK est intégrable. 
En effet, puisque Sl,S2 sont dans f(T1,OMK) on a qu'il existe X 1,X2 deux champs de 
vecteur réels tels que Sj = X j - iJKXj pour j = 1,2. Posons 
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Donc 
~(Z + iJKZ) = ~ {[Xl, X 2] - i[X1, JKX2]- i[JK Xl, X 2] - [JK Xl, JK X2]} 
+41 {iJK[X1, X 2]+ JK[X1, JKX2]+ JK[JKX1, X 2]- iJK[JKX1 , JKX2]} 
= 41 {[X1,X21+ JK[JKX1,X2]+ JK[X1, JKX2]- [JKX1 , JKX2]} 
1
+4 {-iJK[JKX1 , JKX2]- i[JKX 1, X2] - i[X1 , JK X 2] + iJK[X1, X2]}
 
= -N(X1, X2) - iJK(N(X1 , X2))'
 
Puisque Z E l'(T1,oMK) on a Z = Zl - iJKZl avec Zl un champ de vecteurs réel. Donc
 
Donc N(X1, X 2) = 0 pour tout Xl, X2 E l'(TMK) car on avait choisi 81,82 quelconques. 
Définissons une métrique riemannienne gK sur MK par la propriété suivante: 
pour tous vecteurs X p et Yp de Ep. On a que gK est JK-invariante. Posons 
Nous allons montrer que 1r*WK = h*w où h: K -t M est l'inclusion. Soient X' et Y' les 
uniques sections K-invariantes de E telles que d1r(X' ) = X et d1r(y l ) = Y. On a 
g(JX', yi) = h*W(X' ,yi). 
Si X' est un vecteur de Tp(Kp) alors 1r*WK(X', Y') = 0 pour tout Y'. D'un autre côté 
pour le même X' on a que h*W(X' , yi) = g(JX' , yi) = 0 car JX' est perpendiculaire 
dimK .)à TZ ( TpM = TpZ EB i!l Je~ ). Ceci montre que 1r*WK = h*W. Il reste juste à voir( 
que WK est fermée (et donc gK sera une métrique kiihlérienne). 
Puisque 1r*WK = h*W et west fermée 1r*dwK = h*dw = O. Mais 1r est surjective et 
donc 1r* est injective ce qui implique dwK = O. o 
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2.2 Construction de Delzant 
Définition 2.2.8. Soit 9 un espace vectoriel et A un réseau de g. Soit b. C g* un 
polytope convexe. On dit que 6. est un polytope de Delzant par rapport au réseau A si 
(1)	 En chaque sommet p se rencontrent n arêtes. 
(2)	 Les arêtes qui se rencontrent en chaque sommet sont entières, i.e. chaque arête est 
de la forme p + tVi 0::; t ::; 00 avec Vi E A*. 
(3)	 Les Vi forment une base sur Z de A*. 
Remarque 2.2.9. (1) On peut décrire un polytope de Delzant de la manière suivante: 
Nn{x E g* 1(x, Ui) 2: Àd où Ài E ]R 
i=l 
et Ui E A est le vecteur normal, pointant vers l'intérieur de la ieme face de co­
dimension un. Sans perte de généralité, on suppose que les Ui sont primitifs i.e. 
Ui =1= ku: pour <dans A et k =1= ± 1. 
(2)	 Le fait que les Ui soient primitifs implique que les normales des n faces de codi­
mension 1 qui s'intersectent en un sommet forment une base sur Z de A. 
Définition 2.2.10. Un polytope b. C g* est dit polytope de Delzant rationnel par 
rapport au réseau A si 
(1)	 En chaque sommet p se rencontrent n arêtes 
(2)	 Les arêtes qui se rencontrent en chaque sommets sont entières, i.e. chaque arête 
est de la forme p + tVi 0::; t ::; 00 avec Vi E A*. 
(3)	 Les Vi forment une base sur Q de A*. 
Remarque 2.2.11. Les normales aux n faces qui s'intersectent en un sommet forment 
une base sur Q de A. On a toutefois qu'en chaque sommet ces normales engendrent (sur 
Z) un sous-réseau de A. 
Comme cas particulier on peut considérer G ]Rn jzn. On retrouve ainsi la 
définition usuelle de polytope de Delzant : 
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Définition 2.2.12. Un polytope convexe .6. c (IRn )* est de Delzant si : 
(1)	 En chaque sommet p se rencontrent n arêtes 
(2) Les arêtes qui se rencontrent	 en chaque sommets sont entières, i.e. chaque arête 
est de la forme p + tVi 0::; t ::; 00 avec Vi E (zn)*. 
(3) Les Vi forment une base sur Z de (zn)*. 
On a cette fois-ci que: 
N 
n	 {x E (IRn)* I(X,Ui) ~ >'d où >'i E IR 
i=l 
et Ui E zn est le vecteur normal, pointant vers l'intérieur de la ieme face de codimension 
un avec les Ui primitifs i.e. Ui =1- ku: pour u: dans zn et k =1- ±1. Le fait que les Ui soient 
primitifs implique que les normales des n faces qui s'intersectent en un sommet forment 
une base sur Z de zn. 
Définition 2.2.13. Soit Fi une face de codimension un de 6.. On pose 
Nous allons maintenant expliquer la construction de Delzant, qui associe à un 
polytope de Delzant une variété symplectique qui dépend uniquement du polytope. 
Sans perte de généralité g = IRn et A = zn. Soit 6. c (IRn)* un polytope de Delzant, 
donc 
N 
.6.=n{xE(IRn)*I(x,Ui)~>'d où >'iEIR 
i=l 
et Ui E zn est le vecteur normal de la ieme face de codimension un. Soit el, ... , eN la 
base standard de IRN et soit w : ZN ---. zn : ei 1--1 ui. On note aussi w : IRN ---. IRn son 
extension. Soit w']' : ']'N ---. ']'n l'application induite sur le quotient ']'N = IRN jZN. Soit 
K = ker(w']'), on obtient donc la suite exacte courte suivante: 
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N N 
On a R2N ~ eN. Considérons la forme symplectique E 2dxj 1\ dYj = i E dZj 1\ dzj . Le j=1 j=1 
tore ]'N agit sur eN de la manière suivante 
I0N I0N . (( iOj iON) ( )) (iOj iON)]'N XIU -+IU . e , ... ,e , Z1, ... ,SN I--t e z1, ... ,e ZN 
Il est facile de vérifier que cette action est hamiltonienne avec application moment 
où c E (Rn )* est une constante arbitraire. Pour des fins de simplification nous allons 
poser c = >. = (>'1"" ,>'N).
 
Soit 1- : K --+ ]'N l'inclusion. Cette inclusion induit un morphisme d'algèbres de Lie
 
qu'on notera aussi 1- : e --+ RN. Soit 1-* : (RN)* --+ e* la transposée de L Soit K x eN --+
 
eN l'action de ]'N restreinte à K. On a que l'application moment de cette action est
 
<I> K = 1-* 0 <I>. La preuve du théorème suivant peut être trouvée dans (Guillemin, (1994)). 
Théorème 2.2.14. <I>K1(0) est compact dans eN et K agit librement sur ce compact. 
Démonstration. 1re étape: 
Considérons la courte suite exacte 
et la suite exacte duale 
On a ker(I-*) Im(w*). Soit 1:::.' = w*(I:::.). Puisque w* est injective on conclut que 
I:::.'~I:::.. 
Montrons que <I>K1(0) = <I>-1(I:::.'). On a <I>K1(0) = {z E CNI<I>K(Z) = O} et <I>-1(I:::.') =
 
{z E CNI<I>(z) E I:::.'}. Si Z est dans <I>K1(0) alors I-*(<I>(z)) = O. Donc, <I>(z) appartient à
 
ker(I-*) et alors <I>(z) est un élément de Im(w*). Donc, <I>(z) est dans 1:::.'. Conséquemment,
 
z est un point de <I>-1(I:::.').
 
Si z est dans <I>-1(I:::.') alors <I>(z) est dans 1:::.' et donc on a qu'il existe un vecteur x de
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(IRn )* tel que <1>(z) = w*(x). Donc l-*(<I>(z)) = l-*(w*(x)) = O. On en déduit que z est un
 




Soit z = (Zl,'" ,ZN) un élément de eN, J = {il Zi = O} et
 
Soit 1['1 l'image de IRI dans 1['N. Le stabilisateur d'un tel z est 1['1. En effet, 
_ _ iB _ ( iB i iBN)(zl, ... ,zN ) -z-e z- e zl, ... ,e ZN 
si et seulement si ej E IR lorsque j E J et ej = 0 lorsque j ~ J. 
3e étape:
 
D'après l'étape 1, z est dans <I>K1(0) si et seulement si <I>(z) = w*(p) pour un certain point
 
p de b.. Montrons que si p est dans int(b.) alors 1['N agit librement sur {zl<1>(z) = w*(p)}.
 
En effet, posons x = w*(p) = <I>(z). Notons que p est dans int(b.) si et seulement 
si (p, Ui) > Ài pour tout i. On en déduit que (x, ei) = w*(p)(ei) = p(w(ed) = p(Ui) > Ài 
pour tout i et (x, ei) = Xi = 'zf + Ài = la ieme composante de <I>(z). Donc, pour tout 
i on a ,zf + Ài > Ài . Conséquemment, Zi =f 0 pour tout i. La deuxième étape implique 
que J = 0 alors 1['1 = 1['0 = {e}. Donc 1['N agit librement sur {zl<I>(z) = w*(p)}. 
4e étape:
 
Si p fait parti de la frontière de b., pEn {x E b.1(x,ui) = Àd, alors Stab1['N(z) = 1['1
 
iEI 
pour tout z tel que <I>(z) = w*(p). 
En effet, soit x = w*(p) = <I>(z), alors p est dans n {x E b.1(x, Ui) = Àd si et 
iEI 
seulement si (p, Ui) = Ài pour tout i dans J. Donc (x, ei) = Ài pour tout i dans J. 
Mais, (x, ei) = Xi = Izt + Ài = la ieme composante de <I>(z) et donc ,zf + Ài = Ài . 




Considérons le cas où p est un sommet de b.. Sans perte de généralité on prend p = 0
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et on suppose que les hyperplans qui s'intersectent en p sont donnés par les équations 
(y, Ui) = 0 i = 1, ... , n. Nous allons utiliser l'hypothèse de Delzant qui dit que (modulo 
Gl(n, Z)) Ul, ... , Un est la base standard de ]Rn. Donc l'application w : ]RN ]Rn : ei I--t----t 
Ui envoie le sous-espace ]RI = ]Rn = bijectivement sur ]Rn et envoie le tore {f= ciei } 
t=1 
correspondant ']['1 sur ']['n. Puisque K = ker(w), ']['1 n K = e C ']['N. Mais par l'étape 4, 
on a que ']['1 = Stab1l'N(z) donc K agit librement sur {zl<I>(z) = p}. 
Nous avons donc montré que K agit librement sur <I>ï/(O). Il ne reste qu'à voir 
que <I>k..l(O) est compact. Ceci résulte du fait que <I>K1(0) = <I>-I(.6.'). L'application <1> 
étant propre et .6.' étant compact on en conclut que <I>K1(0) est compact. D 
Par le théorème 2.1.6 on a que <I>K1(0)/K est une variété munie d'une action 
hamiltonienne de ']['N / K ~ ']['n et son application moment est v = <I>14>K1(0) qui est 
vue comme une application K-invariante allant de <I>K1(0) vers (Lie(']['N)/Lie(K))* ~ 
(Lie(']['n))* ~ (]Rn)*. 
Théorème 2.2.15. v(M) = .6. 
Démonstration. Par l'étape 1 du théorème précédent, on a .6. ~ .6.' = w*(.6.). Soit donc 
x un point de .6. et x l'élément correspondant dans .6.'. On a aussi par l'étape 1 que 
<I>K1(0) = <1>-1(.6.'). Donc <I>-I(x) C <I>K1(0). Soit y dans <I>-I(x) alors v(y) = X I--t x. D 
On a donc associé à un polytope de Delzant .6. C (]Rn)* une variété torique dont 
l'image par l'application moment est .6.. Réciproquement, (Atiyah,(1982)) (théorème 
1) et (Guillemin et Sternberg (1), (1982)) (théorème 4) ont montré que l'image par 
l'application moment d'une variété torique est un polytope convexe. Résumons donc le 
tout dans le théorème suivant dû à Delzant : 
Théorème 2.2.16. Soit (M,w) une variété compacte connexe de dimension 2n munie 
----td'une action hamiltonienne de ']['n = '][' et soit <1> : M t* l'application moment de 
cette action. Alors l'image .6. C t de <I> est un polytope de Delzant par rapport au réseau 
A, où A est le réseau qui satisfait 11' = t/A. De plus, la variété torique construite par 
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la construction de Delzant à partir de ce polytope est isomorphe à M comme 'lI' -espace 
hamiltonien. 
Remarque 2.2.17. Dans leur article (Lerman et Tolman, (1997)) (théorème 8.1) ont 
généralisé la construction de Delzant au cas où le polytope est un polytope rationnel 
par rapport à un réseau A. Dans ce cas on a le théorème suivant : 
Théorème 2.2.18. À chaque orbifold torique (M, w, 'lI') on associe de manière unique 
le couple (A,~) où A est le réseau de t tel que 'lI' = t/A et ~ est le polytope rationel 
de Delzant de g* tel que <I>(M) =.6.. Réciproquement, pour chaque tel couple (A,~) il 
existe une unique (à un symplectomorphisme équivariant près) orbifold torique (M, w, 'lI') 
avec <I>(M) = .6. et 'lI' = t/A. 
La preuve de ce théorème est semblable à la preuve de Guillemin pour la construc­
tion de la variété torique. Cependant Lerman et Tolman calculent le groupe de structure 
des points de l'orbifold construite. 
2.3 Réseaux minimaux et orbifolds toriques 
Dans cette section nous expliquerons en quoi le réseau dans lequel on considére les 
normales aux faces de codimension 1 influence l'orbifold torique obtenu par la construc­
tion de Delzant généralisée. Par le fait même nous obtiendrons une classification en terme 
de réseau des orbifolds toriques ayant le même polytope de Delzant. Cette section ex­
plicite certains résultats établies par (Apostolov, Calderbank, Gauduchon et T0nnesen­
Friedman, (2üü4))(section 1). 
Remarque 2.3.19. Dans le théorème qui suit on considère le tore qui agit sur l'orbifold 
comme un sous-groupe des difféomorphismes de l'orbifold et son algèbre de Lie comme 
une algèbre de Lie de champs de vecteurs qui commutent sous le crochet de Lie. De plus 
l'algèbre de Lie vue comme une algèbre de Lie de champs de vecteurs est une algèbre 
de Lie de champs de Killing par rapport à la métrique induite par la métrique plate de 
eN qui passe au quotient dans la construction de Delzant. Nous verrons même dans le 
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prochain chapitre que Guillemin a donnée une formule explicite pour cette métrique. 
Mais tout d'abord montrons les deux lemmes suivants. 
Lemme 2.3.20. Soit X, Y des champs de vecteur hamiltoniens sur une orbifold kiihlérienne 
M. Alors [X, Y] = 0 si et seulement si {lx, fy} = c où fx (resp. fy) est une fonction 
telle que X = 19radg (jx) (resp. Y = 19radg (jy)) et c est une constante. 
Démonstration. Soit 8 : COO(M) -t Hamil(M,w) : f I---t w-1(dj) où Hamil(M,w) est 
l'algèbre de Lie des champs de vecteurs hamiltoniens sur M. On a que 8 est un homo­
morphisme d'algèbres (lemme 1.3.42) et 
ker(8) = {c : M -t RI c est la fonction constante égale à c} . 
Si {lx, fy} = c, alors [X, Y] = 0 car c est dans ker(8) et 8 est un homomorphisme. 
Si [X, Y] = 0, on a [X, Y] = w-1(d{lx,fy}). Mais w- 1 est un isomorphisme ce qui 
implique que d {lx, fy} = 0 et donc {fx) fy} est constante. 0 
Lemme 2.3.21. Soit G un groupe abélien qui agit sur (M, w) de manière faiblement 
hamiltonienne. Si M est compacte alors l'action de G sur M est hamiltonienne. 
Démonstration. Puisque G est abélien, pour montrer que l'action de G sur M est ha­
miltonienne il suffit de montrer que {lx, fy} = 0 pour tout potentiel de champs hamil­
toniens. Soit Po = maxfx(p) où fx est le potentiel d'un champ hamiltonien X. Par le 
pEM 
lemme qui précède on a wpo(X(po), Y(po)) = {lx, jy} (p) = c mais wpo(X(po), Y(po)) = 
dfx(Y)lpo = O. Donc c = O. L'action de G sur M est donc hamiltonienne. 0 
Théorème 2.3.22. Soit (M2n,w, ']['n) une orbifold torique compacte et connexe de di­
mension 2n avec polytope de Delzant (~, A). Soit p : M -t M un revêtement orbifoldien 
compact de M alors NI est une orbifold torique et le polytope de Delzant rationnel de 
M est (~, Â) avec Â C A. 
Remarque 2.3.23. L'existence d'une structure kahlérienne sur chaque orbifold torique 
est démontrée. 
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Démonstmtion. Grâce à p : M - (M,w,g,J) on peut définir (p*(J),p*(w),p*(g)) = 
(J,w,fJ). Ici, p*(J) = (p*)-lJ(p*). Ce triplet défini une structure kahlérienne sur M. Il 
nous faut maintenant définir une structure torique sur M, i.e. on doit définir une action 
hamiltonienne d'un tore sur M. 
Si K est un champ de Killing hamiltonien sur M alors K = Jgrad ! où ! E COO(M) carg
K est hamiltonien. On défini K = Jgradg(f 0 p). Ce dernier est un champ hamiltonien 
sur M. Il reste à voir que K est un champ de Killing. Pour qu'un champ de vecteurs K 
soit champ de Killing il faut que l'équation (dK'r»(X, Y) = 2(Dx K'r»(y) soit satisfaite 
autour d'un point p de M. Puisque K est un champ de Killing sur M et que p est une 
isométrie locale on a que K va satisfaire à l'équation (dK'r»(X, Y) = 2(ÎJ K'r»(y) oùx 
ÎJ est la connexion de Levi-Civita associée à la métrique fJ et X, Y sont des champs 
de vecteurs, définis autour de chaque point de la pré-image de p, qui sont envoyés sur 
XetY. 
En considérant {KI,"" K n }, n champs de Killing linéairement indépendants 
qui engendrent t = Lie('I['n), on peut construire {KI, ... ,Kn } qui sont n champs 
de Killing hamiltoniens sur (M, fJ, w). On a de plus que [Ki, K j ] = 0 car p est un 
difféomorphisme local et p*(Ki ) = Ki. Considérons t = spanlR. {Kl , ... ,K n }. On a que 
i C Lie(Isom(M,fJ)). Considérons donc G l'unique sous groupe connexe de Isom(M,fJ) 
qui satisfait Lie(G) = i. On a que G est abélien car t = Lie(G) est abélienne. Soit C 
la fermeture topologique abélienne de G dans Isom(M, g). On a que C est compact car 
Isom(M, fJ) est compact. Donc C = t l car C est compact abélien et connexe. De plus, 
l ~ n car Lie(C) = l :=J t et i contient au moins n vecteurs linéairement indépendants. 
Montrons que n ~ l. Pour ce faire il suffit de montrer que l'action de C sur M 
est hamiltonienne. Par le théorème 1.3.49 on conclura que la dimension maximale de ë 
est n. En effet, si p est un point dont l'orbite est générique Le. Tp(Cp) a la dimension 
maximale, alors puisque l'action est hamiltonienne on a que w(X, Y) = 0 pour tout 
vecteurs X et Y de Tp(CP). Ceci veut dire que Tp(Cp) est un sous-espace lagrangien de 
TpM. Donc dim t = dim Tp(Cp) :::; n. 
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Pour voir que l'action de G sur M est hamiltonienne il suffit de montrer que 
cette action est faiblement hamiltonienne et d'utiliser le lemme 2.3.21. Pour montrer 
que l'action de G sur Mest faiblement hamiltonienne, on va utiliser le théorème suivant 
dû à Frankel (McDuff et Salamon, (1995))(théorème 5.5) ou (Gauduchon, (2006)) : 
Théorème 2.3.23. Soit G un groupe qui agit sur une orbifold kiihlérienne compacte. 
Soit K est un champ de Killing de cette action qui satisfait LKJ = O. Il existe fK E 
Coo (M) telle que K = J gradg(fK) si et seulement si K possède un zéro. 
Démonstration. S'il existe fK E COO(M) telle que K = Jgradg(fK) alors, puisque M 
est compact, on a que fK atteint son maximum en Xo et donc gradg(fK(xO)) = O. Pour 
la réciproque on peut consulter (McDuff et Salamon, (1995))(théorème 5.5). 0 
Par la construction de Delzant, on a que (<I> 0 p)-l(x) est un ensemble fini de 
points fixes de l'action de G si x est un sommet de f::j.. Donc les champs de vecteurs 
engendrés par cette action s'annulent en ces points. Si k est un de ces champs il pourra 
donc s'écrire comme k = jgradg(fk)' 
Considérons <Î> = p. (<I» = <I> 0 p. 
On a alors le diagramme commutatif suivant 
Donc, <Î>(M) = <I>(p(M)) = <I>(M) = f::j.. 
Il nous reste maintenant à montrer que Â C A. Notons d'abord que t ~ t 
via p•. Soit €un vecteur de t n Â alors toute les orbites de €sont fermées dans M. 
Conséquemment, X = p.(€) possède des orbites fermées dans M. Soit p un point de 
M qui est générique pour l'action de 'J[m sur M i.e. 'J['n p est une sous-variété de di­
mension n. Soit 'J['n p l'orbite d'un tel point. On a 'Y(t) = exp(tX) C ']['n. Considérons 
F : ']['n X M ---t M l'action de ']['n sur M alors F(-y(t),p) est l'orbite de X en p qu'on 
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dénote aussi Xp. Cette orbite est fermée. On a de plus que F fournit un difféomorphisme 
entre 1I'n x p et 1I'np et donc un difféomorphisme entre (r(t),p) et son image par F qui 
elle est fermée. On a donc que ,(t) est fermée dans ']l'n. Mais puisque les éléments de 
l'algèbre de Lie t qui ont des orbites fermées sont des éléments du réseau A on conclut 
que X E A. En effet, si X E t possède des orbites fermées dans M alors sans perte de 
généralité on a F(r(O),p) = F(r(l),p) i.e r : [0, 1J ~ M : t ~ F(r(t),p) est une courbe 
fermée dans M. Mais alors ceci implique que ,(0) = ,(1). Donc, par définition de, on 
trouve que 
exp(X) = exp (IX) = exp(OX) = exp(O) = Id. 
Donc XE A. D 
N 
Soit b. = n {x E (lRny I(x, Ui) ~ Ài } un polytope de Delzant rationnel. Dans la 
i=l 
suite on prendra pour acquis l'existence d'une structure kahlérienne sur M. 
Théorème 2.3.24. Soit (M, b., A) une orbifold torique construite à partir d'un poly­
tope de Delzant rationnel pour lequel les normales aux faces de codimension un sont 
considérées dans le réseau A. Soit Â c A et (b., Â) le même polytope rationnel de Del­
zant mais avec les normales considérées dans le réseau Â. Alors !VI I(AI Â) = M où !VI 
est l'orbifold torique construite à partir de b. pour lequel les normales sont considérées 
dans Â 
Démonstration. Soit !VI = CN IlK et M = CN 11K. Pour M on considère A plutôt que 
Â dans la construction de Delzant. 
Il suffit de montrer que K ~ k x (AIÂ) et on aura alors 
M = CN IIK ~ CN II(K x A/Â) = (C N IIK)/(A/Â) = !VII(A/Â) 
Lemme 2.3.25. Dans la construction de Delzant pour les orbifolds toriques considérons 
séparément Wr : 1I'N ~ IRn1Â et WJr : ']l'N ~ IRn 1A où Â cAc zn sont deux réseaux 
contenant les normales aux faces de codimension un de b.. Alors il existe p : IRn 1Â ~ 
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Jan1A qui rend le diagramme suivant commutatif. 
Ici, i dénote l'inclusion. De plus, p est surjective et pour tout élément [(Xl, ... , Xn)]A de 
JanlA p-I([(XI"",Xn)]A) ~ A/Â. 
Démonstration. Soit p: JanlÂ ---+ JanIA: [(x}, ... ,xn)]Â ~ [(Xl,'" ,Xn)]A. 
Montrons d'abord que p est bien définie i.e. si j'ai un représentant (YI"", Yn) de 
[(xI, ... ,xn)li\alorsje dois voir que (YI, ... ,Yn) est un représentant de [(XI,,,,,Xn)]A' 
Mais si (YI,"" Yn) est dans [(Xl,"" xn)]Â alors (YI - Xl, ... , Yn - Xn) est dans Â CA. 
Donc, (YI, ... ,Yn) est un représentant de [(Xl, ... , Xn)]A et donc p est bien définie. On 
a que po WlI'(x) = [W(X)]A = [W(X)]A = WlI'(x), 
L'application p est clairement surjective car pour obtenir [(Xl"", Xn)]A il suffit de 
considérer [(Xl,"" xn)li\ et on a que p([(XI,"" xn)li\) = [(Xl,"" Xn)]A. 
Soit {UI, ... , un} des vecteurs de zn tels que A = spanZ {UI, ... , un}. Puisque AIÂ est 
un groupe fini on a que AIÂ ~ Zil X •.. X Zi. 1 ~ s ~ n où Zi. = Z/isZ. On considère 
nj = Iispanz {Uj }1Âj Il où Âj est le sous-réseau maximal de dimension 1 de Â contenu 
dans spanz {Uj}' On a qu'il existe njk tel que ik = njk pour tout k compris entre 1 et 
s. Considérons Znh x ... X Znj.' Ce groupe agit sur p-I([(XI,,,,,Xn)]A) de manière 
transitive. Pour voir ceci il suffit de remarquer que p([(XI, ... , XiI + mj] uiI, ... , Xj. + 
mj.Uj., ... ,Xn)li\) = [(XI, ... ,Xn)]A où mjk E {O,l, ... ,njk -l} etl ~ k ~ s. On 
conclut donc que p-I([(XI,"" Xn)]A) ~ A/Â. 0 
(retour à la preuve du théorème) 
On a K = ker(wT) ~ ker(p 0 WlI')' Il ne reste à montrer que ker(p 0 WlI') ~ k x (AI Â). 
Pour voir ceci on remarque que 0 est un point de Jan1A qui possède lAIÂI pré-images 
dans Jan1Â. Soient 0, b2, ... , bIA/ Â1 ces lAIÂI pré-image et soit Dr = wïr l (br). Puisque 
']['N1il ~ IRn 1Â on a k ~ Dr. De plus po wlI'(Dr ) = 0 pour tout r compris entre 1 et 
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IA/ÀI· Conséquemment, Dr C ker(p 0 WT) pour tout r compris entre I et IA/ÀI. Donc 
ker(p0 Wl') ~ k x (A/À). 0 
Le lemme 2.3.25 nous donne le corollaire suivant: 
Corollaire 2.3.26. K est connexe si et seulement si A est minimal i.e A = Amin = 
sparvz, {U1, ... , UN} où ui est la normale à la ieme face de codimension un. 
Démonstration. Montrons que si A est minimal alors K est connexe.
 
Considérons l'application wz : ZN ----t Amin : ei I-t Ui. Cette application est surjec­

tive donc K = ker(wT) ~ ker(w)/ker(wz). On a bien sûr que ker(w)/ker(wz) est
 
connexe (quotient d'un espace vectoriel par un réseau), donc K est connexe. Montrons
 
la réciproque Le. K connexe::::} A est minimal.
 
Supposons que A ne soit pas minimal. Donc, il existe Ao C A tel que Ao est minimal.
 
Donc Ko est connexe. De plus, K ~ Ko x (A/Ao), mais Ko x (A/Ao) n'est pas connexe
 
sauf si A/Aa ~ I donc K ~ Ka. Donc A est minimal. D
 
On en conclut donc qu'en considérant À C A pour construire (M, bo) on a que M 
est un revêtement orbifoldien de M. 
Théorème 2.3.27. Soit (Mmin,b.,Amin) alors 7r1(Mmin) = {I}. 
Démonstration. Soit A ::J Amin un réseau de t*. Alors (Mmin , b., Amin) est un revêtement 
orbifoldien de (M, bo, A). De plus, (Mmin , bo, Amin) est aussi revêtement orbifoldien de 
(M, b., À) pour tout réseau À tel que Amin C À C A. Donc (Mmin , bo, Amin) est le 
revêtement universel de (M,bo,A). On en déduit que 7r1(Mmin) = {l}. D 
Corollaire 2.3.28. Soit M = (M, b., A). Si 7r1 (M) = {I} alors A est minimal. 
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Démonstration. Supposons que A ne soit pas minimal alors il existe Ao ç A qui soit 
le réseau minimal contenant les normales {ud. On a alors que PO : (Mo, 1:1, Ao) -t 
(M, 1:1, A) est le revêtement universel. Mais alors, Mo = M car M est le revêtement 
universel de M au sens des orbifolds (M étant simplement connexe et par unicité du 
revêtement universel). Donc on conclut que Ao = A. Conséquemment A est minimal. D 
2.4 Espaces projectifs à poids 
Soit Cn+l = {(Zl, ... , Zn+1) IZi E C} et a = (al,"" an+1) un élément de INn+!. 
On défini l'action Pa de C* sur cn+1 de la manière suivante: 
• 11"'1* II"'1n+1 II"'1n+1. (t ( )) (ta! tan+!)Pa.OU Xou --+ou ., zl, ... ,Zn+1 1---+ Zl, ... , Zn+1 
Considérons aussi cette action restreinte à SI. 
Définition 2.4.29. On appelle espace projectif à poids (de poids a) le quotient de cn+ 1 
par cette action de C*. Il est noté Cp;:. 
Proposition 2.4.30. s2n+1 / SI ~ CP;: où s2n+1 / SI est le quotient de s2n+1 C cn+1 
par l'action de C* définie ci-haut restreinte à l'action de SI. 
Démonstration. On a que 
est un isomorphisme. De plus q; est bien définie et est injective. Il ne reste qu'à montrer 
que q; est surjective. 
Soit [Zl"'" Zn+1]a un point de Cp;:. Nous affirmons qu'il existe un unique réel t tel 
n+l 2 que 2:= t 2ai IZi 1 = 1. En effet, si on considère [Zl,' .. , Zn+1]a fixé et si on considère le 
i=l 
n+1 2 
polynôme réel p(t) = 2:= t2ai IZil - 1 on peut montrer que p(t) possède un zéro sur 
i=l 
l'intervalle (0, (0). 
En effet, p'(t) = 2a1clt2a!-1 + ... + 2an+1Cn+1t2an+!-1 et donc p'(t) > 0 si t > O. Donc 
p(t) est strictement croissant sur (0,00). De plus, p(O) = -1 et lim p(t) = 00. Par le 
t-+oo 
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théorème de la valeur intermédiaire on a que p(t) possède un zéro sur (0, (0) et il est 
unique car p(t) est strictement croissant sur (0, (0). On a que 
t 2an+ 1A.([t2a1 1)
(l 
- [(t 2 )a1 (t2 )an+ 1 1 - [ 1
'f' Zl,· .. , Zn+1S 1 - Zl, .. ·, Zn+ a- Zl,···,Zn+1a 
n+1 
où t est l'unique réel qui satisfait E t 2ai IZil2 = 1. Donc </> est surjective. On en conclut 
i=l 
que </> est un isomorphisme. o 
Théorème 2.4.31. Chaque espace projectif à poids est une orbifold torique simplement 
connexe obtenue par la construction de Delzant à partir d'un simplexe dont les normales 
aux faces de codimension 1 {U1, ... ,UN} sont considérées dans Amin = spanz {U1, ... ,UN}. 
Démonstration. Soit ~ c (lRn )* un simplexe. Le simplexe ~ possède n + 1 faces de 
codimension un. Dans la construction de Delzant, on prend donc N := n + 1. On a 
que K est connexe et dim(K) = (n + 1) - n = 1. Donc K 3:! Sl. De plus <pï{l(O) est 
isomorphe à la sphère s2n-1 C Cn + 1 . L'action de Sl sur cette sphère correspond à 
l'action qui détermine un espace projectif à poids. o 
CHAPITRE III 
FORMULE DE GUILLEMIN 
Soit M une variété torique. On a vu, au chapitre précédent que M possède une 
structure kiihlérienne. Dans ce chapitre nous élaborerons deux preuves différentes de la 
formule de Guillemin. La première sera faite dans le cas des variétés toriques (Guille­
min, (1994)) et la deuxième sera plus générale et s'appliquera aux orbifolds toriques 
(Calderbank, David et Gauduchon (2002)). Cette formule permet de définir sur chaque 
variété torique une métrique kiihlérienne naturelle. 
3.1 Deux constructions équivalentes d'une même variété 
Soit NI une variété torique. On a alors l'application moment <I> : M ---t Rn. On 
a que M est obtenue par la construction de Delzant à partir d'un polytope de Delzant 
comme un quotient symplectique. 
Soit 6. c (Rn )* le polytope de Delzant associé à M. On a 
N 
6. = n{x E (Rn )* I(x, Ui) 2:: Àd où Ài E R 
i=! 
et Ui E zn est le vecteur normal de la ieme face de codimension un. Soit el, ... , eN la 
base standard de RN et soit w : ZN ---t zn : ei f-f ui. On note aussi w : RN ---t Rn son 
extension. Soit k = kerw, et L : k ---t RN l'inclusion, on a alors la suite exacte courte 
suivante: 
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et par dualité on a aussi: 
Soit 1I'(; = ~n /27fiZn et 1I'~ = ~N /27fiZN . L'application linéaire w s'étend en une 
application W(; : ~N ---t ~n. Cette dernière envoie 27fiZN sur 27fiZn de manière surjective 
et elle induit donc une application entre tores complexes qui sera encore notée W(; : 
Soit K(; le noyau de cette application. La première suite exacte nous donne la suite 
exacte de groupes suivante: 
Soit", : 1I'~ ---t Gl(N, C) l'action linéaire de 1I'~ sur ~N définie par ",(expw)z = 
((expwI)zl"'" (expwN)zN) et soit "'1 cette action restreinte à K(;. 
Pour chaque multi-indice l = (il"" ,ir ), 1 ::; il <, ... , < i r ::; N, posons 
On a que ~V est une 1I'~ -orbite et chaque 1I'~ -orbite est de cette forme. Donc 
la correspondance l f---+ ~V définie une correspondance bijective entre les 1I'~ -orbites 
dans ~N et les multi-indices l = (il" .. ,ir ), 1 ~ il <, ... , < i r ::; N. Soit F une face 
de Ll de codimension r définie par un système d'égalités (x, Ui) = Ài , pour i dans I, où 
1 est un multi-indice de longueur r. Posons 
En particulier, si F = int(Ll) alors ~~ = {(Zl,'" ,zN)lzi t:- O\fi}. En d'autres mots C~ 
est la 1I'~-orbite ouverte dans ~N. Posons maintenant 
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Théorème 3.1.1. (:~ est un sous-ensemble ouvert de (:N. De plus, K~ agit librement 
sur (:~ ; et l'espace des orbites X = (:~ / K ~ est une variété compacte. 
Démonstration. Nous montrerons d'abord la première partie du théorème 3.1.1. La com­
pacité de X sera la conséquence directe d'un théorème ultérieur. 
Soit 
une orbite de l'action de 1r~ sur (:N. Puisque 1r~ est abélien les stabilisateurs de deux 
points distincts de cette orbite sont égaux. On a K:(expw)z = ((expwl )Zl, ... , (expwN )ZN) 
pour tout expw = (expwl,"" expwn ) E 1r~ et pour tout Z dans Cr Donc par la 
définition de (:7 on a que le stabilisateur d'un point de cette orbite est défini par la 
condition suivante: 
K:(expw)z = z {::} expWi = 1 si i ~ l 
On va dénoter ce stabilisateur par (1r~h.
 




définissent F. Posons l = IF et pour chaque l = IF posons (:~ = (:7 et (1r~)F =
 




Montrons que (:~ est ouvert.
 
Soit z dans <c7 avec l = IF, alors 
est un voisinage ouvert de z qui est inclu dans (:~.
 
Montrons que z est dans P, i.e Zj -=1- 0 si j ~ l = IF, Soit j ~ IF alors Zj -=1- 0 par
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définition de Cf. Donc Z est dans P.
 
Montrons que P C C~. Soit Z un point de P alors Z = (ZI, , .. ,ZN) avec zk f. 0 si k ~ IF.
 
Soit J = (jI, .. , ,jr) 1::; jl < .. , < jr ::; N le multi-indice tel que Zjl = ... = Zjr = O.
 
On a J C IF. Donc le multi-indice J décrit bien une face de ~. Alors Z E cIj. Donc
 
P C C~. Bien sûr P est ouvert puisqu'un point de P possède un voisinage ouvert indu
 






Montrons maintenant que K~ agit librement sur C~,
 
Nous avons vu plus haut que le stabilisateur d'un point Z de C% est (']['~)F' Donc 
il suffit de montrer que 
K~ U (']['~)F = {e} 
pour toute face F de ~. Si l' c l alors (']['~)II C (']['~)I. Il suffit donc de le montrer 
pour un l de longueur maximale. Ce multi-indice correspondra à un sommet de ~. Soit 
p un sommet de ~ qui est défini par les équations 
où l = (il"", in). Puisque ~ est un polytope de Delzant, Uil"'" Ul n est une base 
de zn, Donc l'application (eil"'" ein ) ----; (Uil"'" Ul n ) envoie le sous-réseau de ZN 
engendré par (eil' , .. , ein ) bijectivement sur zn, Par la définition de (']['~) 1 on a que si 
i E l alors expWi est libre de prendre n'importe quelle valeur. Donc l'application w dans 
la courte suite exacte 
envoie (']['~)I bijectivement sur 1I'ê. Puisque la suite est exacte on a que Kc U (1I'~)F = 
{e}. D 
Remarque 3.1.2. (1) X possède une structure complexe naturelle qui provient de la 
structure complexe de eN, 
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(2)	 Par la suite exacte des groupes on a que 1I''{; ~ 1I'~ / K(;. Donc il y a une action 
naturelle de 1I''{; sur X et les orbites de cette action sont les images par' l'application 
quotient des orbites de l'action de 1I'~ sur C~. Par la définition de C~ ces orbites 
sont les ensembles C~ donc leur images sont C'J./K(;. Conséquemment, les 1I''{;­
orbites dans X sont en bijection avec les faces de 6.. 
(3)	 L'orbite correspondant à int(6.) est l'unique orbite ouverte et 1I''{; agit librement 
sur cette orbite. 
La construction de Delzant présentée au Chapitre 2 nous permet d'associer à 
chaque polytope de Delzant 6. une unique variété torique à symplectomorphisme équivariant 
près. Puisqu'elle a été construite en utilisant le principe de réduction de Marsden­
Weinstein, cette variété possède une structure symplectique naturelle, structure sym­
plectique qui satisfait 1r*WM = L*W(;N. Le théorème 2.1.7 implique que cette variété est 
une variété kiihlérienne. Considérons 
Z = <Pj/(O) 
dans la construction de Delzant et M = Z/K. 
On a le théorème suivant: 
Théorème 3.1.3. Z est contenu dans C~ et chaque K(;-orbite dans C~ intersecte Z 
en une K -orbite. 
Démonstration. Montrons d'abord que Z c C~. 
Considérons l'application v : Z -t (IRn )* qui fait commuter le diagramme suivant: 
Nous allons montrer le lemme suivant et un corollaire de ce lemme nous donnera le 
résultat voulu. 
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Lemme 3.1.4. L'application v est une application surjective de Z vers 6. et v(z) est 
dans F si et seulement si Z est dans C~ n Z 
Démonstration. On a que 
Ce dernier ensemble s'écrit comme 
De l'injectivité de w*, il résulte que x est unique. Cependant puisque Uk = w(ek) les 
équations décrivant cet ensemble peuvent être réécrites comme suit: 
Donc si z est dans Z alors x = v(z) satisfait (X,Uk) = ~IZkI2 +).,k et donc v(z) est 
dans 6.. Conséquemment, v(Z) c tl. L'équivalence des systèmes d'équations définissant 
l'ensemble Z nous donne la surjectivité de v. De plus, le système (x, Uk) = ~IZkI2 +).,k 
nous donne que v(z) est dans F si et seulement si z appartient à C~ n Z. 
En effet, si z est un point de C~ n Z alors z = (Zl"" ,ZN) avec Zi = 0 si et 
N 
seulement si i E IF, Donc il existe x dans (IR.n )* n tl tel que w*x = :L ~ IZkl2 +).,k et 
k=l 
donc (x, Uk) = ~IZkI2+).,k avec Zk = 0 si et seulement si k E IF. On conclut que x = v(z) 
appartient à F. 
Si v(z) = x est dans F alors (x, Uk) = ~IZkI2 + ).,k où Zk = 0 si et seulement si 
k E IF. On conclut que z est un point de C~ n Z. D 
Corollaire 3.1.5. Z C C~. De plus pour toute face F C 6., Z n c~ n'est pas vide. 
Démonstration. Si Z appartient à Z alors v(z) est dans 6.. Donc v(z) est dans au moins 
une face de 6., disons v(z) est un élément de Fo. Donc z est dans C~o n Z ce qui donne 
que z appartient à C~. Conséquemment, Z C C~. Supposons maintenant qu'il existe 
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une face F c 6. telle que C~ n F = 0. Il en résulte que pour tout z dans Z, v(z) ~ F, 
ce qui est une contradiction avec le fait que v est surjective. 0 
Pour ce qui est du reste de la preuve, c'est-à-dire pour montrer que chaque K(;­
orbite dans C~ intersecte Z en une K-orbite, nous allons seulement en donner les 
grandes lignes. Pour plus de détails on peut consulter (Guillemin, (1994))(annexe 1). 
Remarquons d'abord que pour obtenir le résultat voulu, il suffit de montrer les 
deux assertions suivantes. 
Assertion 1. Chaque K(;-orbite dans C~ intersecte Z. 
Assertion 2. L'intersection d'une K(;-orbite avec Z est une K-orbite. 
Ces deux assertions découlent d'une troisième assertion que voici: Par définition, 
En posant A = K (; n IRN, nous avons 
(Le. K(; est le produit du tore K avec l'espace vectoriel A). Donc les Assertions 1 et
 
2 sont conséquences de l'assertion suivante:
 
Assertion 3. Chaque A-orbite dans C~ intersecte Z en un et un seul point.
 
Remarque 3.1.6. Nous allons montrer que l'Assertion 3 entraîne les Assertions 1 et
 
2. En effet, montrons que l'Assertion 3 implique l'Assertion 1 
Soit Az une A-orbite dans C~. On a Az n Z i- 0. Supposons que K(;z n Z = 0. 
Alors en particulier AznZ = 0. On obient alors une contradiction et donc K(;znZ i- 0. 
Montrons que l'Assertion 3 entraîne l'Assertion 2 
Soit Az n Z = {y} l'intersection d'une A-orbite avec Z. On a alors 
K(;zn Z = (KA)z n Z = K(Az) n Z = K({z}). 
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Donc l'intersection d'une Kc-orbite avec Z est une K-orbite. 
Considérons maintenant l'application moment 
et rappelons nous que Z = (<PK)-l(O). Donc l'Assertion 3 est une conséquence des 
assertions suivantes: 
Assertion 4. Soit Y une A-orbite dans ([;~. Alors <P K envoie Y de manière difféomorphe 
dans un ouvert convexe de e*. 
Assertion 5. Si deux A-orbites sont dans la même strate ([;~ de ([;~ alors leur image 
par <P K sont identiques. 
En effet, soit Y = Az une A-orbite de ([;~. Si 0 est un point de <PK (Y) alors 
(<pKly)-l(O) C Y et donc ZnY i- 0. Mais puisque <PKl y est un difféomorphisme 0 est 
atteint au plus une fois. Donc IIAz n ZII ::; 1. 
Supposons qu'il existe Az telle que Az n Z = 0. Soit ([;~ telle que z est dans ([;~. 
On a Az c ([;~. On a que Z n ([;~ i- 0. Soit y dans Z n ([;~. On a Ay c ([;~. Donc 
par l'Assertion 5, <PK(Ay) = <PK(Az). Mais 0 est dans <PK(Ay) donc 0 appartient à 
<PK(Az) et donc Zn Ai- 0. 
Pour montrer les Assertions 4 et 5 il suffit de trouver une formule explicite pour 
la restriction de <P K à une A-orbite. Nous ne ferons pas cette construction ici. Pour plus 
de détails on peut voir (Guillemin, (1994))(annexe 1). o 
Remarque 3.1.7. Le théorème 2.2.14 et le théorème 3.1.3 nous donnent que X est une 
variété compacte. On a en effet X ~ M = (<PK )-1(0)/K et cette dernière est compacte. 
3.2 Formule de Guillemin 
Revenons sur la construction de la variété complexe X. 
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a que 
K(exp a)(o-(z)) = O-(K(exp a)(z)). 
Conséquemment 0- envoie la K(;-orbite de z dans la K(;-orbite de o-(z) et donc induit 
une involution sur l'espace des orbites: 
Î: X----1x. 
Nous allons dénoter par X r l'ensemble des points fixes de Î et on dira que c'est la partie 
réelle de X. 
La restriction de <I> à X r est un revêtement ramifié 
à 2n feuilles au-dessus de int(~) et ces feuilles sont envoyées de manière difféomorphe 
sur int(~) par 'lj;. Comme sous-variété de X chacune de ces composantes possède une 
métrique riemannienne. Nous allons maintenant montrer le théorème suivant qui nous 
servira à établir une formule explicite pour la forme symplectique de M. 
Théorème 3.2.8. Soit X: une des 2n composantes connexes de 'lj;-l(int(~)) où E E 
{ ( El, ... , En) 1Ei E {-l, 1} }. La métrique sur X: provenant de la métrique de X est égale 
au pullback par 'lj; de la forme bilinéaire symétrique 
1/2 ~ (dl i )2 
Ll 
i=l t 
Pour ce faire nous allons montrer trois résultats préliminaires. 
Soit 0- : (;N (;N : z r--; z. Par définition Z = <I>ï{l(O) est fixe sous 0-. Soit Zr----1 
l'ensemble des points fixes de la restriction de 0- à Z. On obtient donc l'application 
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Remarque 3.2.9. Ici on considère X r C X où X est une variété complexe. 
nThéorème 3.2.10. L'application 7r : Zr ---+ Xr est un revêtement à 2N - feuilles et 
son groupe de transformations est 
{a E KI a2 = 1} 
Démonstration. On a dime*' = N - n. Donc codimO = N - n et alors codim<I>ï{l(O) = 
N - n ce qui implique que dim(Zr) = N + n. Mais 
et donc il y a 2N -n points différents de Zr qui sont envoyés sur un point de Xr. Si 
f : Zr ---+ Zr est tel que 7r(j(z)) = 7r(z) alors en particulier on a Ilf(z)11 = IIzll et z et 
f(z) sont tout les deux dans RN. Puisque les automorphismes de Zr sont des "multipli­
cations" par des nombres complexes (l'action de K sur Zr est une action composantes 
à composantes), les nombres qui satisfont Ilwzll = Ilzll sans changer le fait que z et 
wz soient dans RN sont ±1 Le. chaque composante de west ±1. Donc le groupe de 
transformations du revêtement est {a E Kla2 = 1}. D 
Un point z = x + iy de CN est fixé par (J si et seulement si y = O. Donc on a 
Zr C RN et on peut décrire Zr de la manière suivante 
Zr = {x E RN 1 ~ "tx;ai = ->.} 
l=l 
où ai = ~*(en et >. = l: >'/ca/c. 
Considérons sur Zr la restriction de la métrique euclidienne de RN et sur Xr la 
restriction de la métrique kahlérienne de X. De cette façon Zr et X r sont des variétés 
riemanniennes. 
Théorème 3.2.11. Le revêtement 7r : Zr ---+ X r est une isométrie locale. 
Démonstration. Soit p un point de Zr quelconque et q = 7r(p). Soit r;ert l'espace tangent 
à la K{;-orbite dans (8N qui contient p (i.e. K{;p) et soit T;or son complément orthogonal 
par rapport au produit hermitien de TpC N . 
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En effet, considérons 
une base de Tp (Kp) alors 
est une base de r;ert. On a 
donc 
Donc TpZ vu comme sous-espace de TpCN est dans le noyau de (Il>K)*(p)' Mais 
dim(ker((Il>K )*(p))) = dim(TpZ) donc TpZ = ker((1l> K)*(p))' On a (Il> K)*(p) (Ki(p)) = 
O. Conséquemment, span]R {K1(p), ... , KN-n(P)} C TpZ. On peut alors écrire 
où Ep est le complément orthogonale à spanIR {K1(p), ... ,KN-n(P)} dans TpZ. 
Pour prouver que Ep = T;or il suffit de vérifier que JKi(p)l..TpZ. En effet, on a 
dim(TpZ) = N - n et si JKi(p)l..TpZ il y aura donc un sous-espace de TpZ de 
dimension 2n qui sera complémentaire à la fois à 
et à 
Mais T;or satisfait précisément cette propriété. On aura donc Tphor C TpZ. Pour 
ce faire considérons X(p) un vecteur de TpZ = ker((Il>K)*(p)) on a 
où ((lf>K)*(p)(X(p)))i est la ieme coordonnée de (lf>K)*(p)(X(p)). Mais puisque X(p) 
est dans ker((lf»*(p)) on obtient le résultat voulu. 
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(2)	 d<:1p(T;ert) = T;ert et d<:1p(T;or) = T;or. Puisque d<:1p préserve la métrique kalhérienne 
sur TpC N il suffit de vérifier que oop(T;ert) = T;ert. Mais <:1(p) = P alors on a que 
<:1 envoie la K~-orbite contenant p sur elle-même. 
(3) L'application d7rp : TpZ ---t TqX envoie T;or bijectivement sur TqX. On a que d7rp 
est surjective. De plus dimIR(T;Or) = dimIRX = 2n. Il suffit donc de voir que si vp 
est un vecteur de (T;or)J.. n TpZ alors d7rp(vp) = 0 et on aura le résultat voulu. 
Soit vp dans (T;or)J.. nTpZ. On a (T;or)J.. nTpZ = Tp(Z nK~p) = Tp(Kp). Donc 
vp appartient à Tp(Kp) et on conclut donc que d7rp(vp) = O. 
(4)	 TpZr est l'ensemble des points fixes de l'application d<:1p : Trr -+ T;or. Montrons 
que TpZr C Fix(d<:1p). On a Zr C Fix(<:1), alors <:1 agit comme l'identité sur Zr. Donc 
d<:1p(vp) = vp pour tout élément vp de TpZr. Il en résulte que TpZr C Fix(oop). 
Soit vp un vecteur de Fix(d<:1p)' On a que vp est dans T;or. De plus, vp est un 
vecteur réel de TpZ puisqu'il est fixé par d<:1p. Conséquemment, vp appartient à 
TpZr. Donc, Fix(d<:1p) C TpZr 
(5)	 d7rp : TpZr ---t TqXr est une bijection. On a dimIRX = 2n donc dimIRXr = n. Par 
définition Zr est une variété réelle de dimension n. Il suffit donc de montrer que 
d7rp est une surjection, mais par définition de 7r d7rp est surjective. 
Identifions TpC N à CN et soit Jp : TpCN -+ TpC N la multiplication par R 
(6)	 J envoie Thor dans Thor et Tvert dans T vert Puisque J préserve la métriquePpp P P' P 
kalhérienne de TpQ;N il suffit de le vérifier pour T;ert. Mais comme r;ert est l'espace 
tangent d'une sous-variété complexe de Q;N alors Jp laisse bien r;ert invariant. 
(7)	 On a l'application bijective d7rp : T;or ---t TqX. Définissons Jq : TqX ---t TqX 
de la manière suivante Jq(Wq) = d7rp(Jp(vp)) où vp est l'unique vecteur tel que 
wq = d7rp(vp). La structure complexe de TqX est Jq. 
(8)	 T;or est muni d'une structure symplectique wp (restriction de la structure sym­
plectique de TpQ;N) et d7rp : T;or ---t TqX est une application symplectique (par le 
théorème 2.1.3) i.e. wq(d7rp(Vl), d7rp(V2)) = wp(v}, V2)' 
(9)	 Par les points (6)-(8), on conclut que d7rp : T;or -+ TqX est une application qui 
préserve les structures kiihlériennes des espaces de départ et d'arrivée. 
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0 
Donc par les points (9) et (2)-(5) on conclut que l'application 7T Zr -; Xr est une 
isométrie en p. 
N 




Si on fait le changement de coordonnées Si = ~, i = 1, ... , N, alors sur l'en-
N 
semble {(Xl,'" ,XN)lé1X1 > 0, ... , éNXN > ° éi = ±1} la métrique L::: (dxi)2 devient 
i=l 
~ f (d:~)2. Soit Z: = Zr n {(Xl,' .. ,XN)lé1X! > O, ... ,éNXN > ° éi = ±1}. Dans les 
i=l ' 
coordonnées S, Z: = {(Sl,"" sN)lsi > O} n {(Sl"'" sN)1 f SiD:i = -À}. De plus l'ap­
t=l 
plication moment cP: eN -; (lRN)* restreinte à Zr s'écrit maintenant cP((X1,"" XN)) = 
N 
~ L::: x~ek + À. Si on considère cette application restreinte à Z; dans les nouvelles coor­
k=l 
N 
données on trouve cP((Sl"'" SN)) =	 L::: sk + Àkekk=! 
Théorème 3.2.12. L'application cP	 restreinte à Z: est un difféomorphisme entre Z; et 
w*(int(~)). 
Démonstration. On a la suite exacte suivante 
Comme D:i = ~ *(en pour touts dans Z: alors 
N N 
~*(cP(s)) = ~\2= Sk + Àkek) = I>k + ÀkD:k = O. 
k=l k=l 
Par l'exactitude de la suite on trouve qu'il existe un vecteur X de (lRn )* tel que cP(s) = 
w*(x). Cependant, par définition de cP on a 
puisque Si > O. D'un autre côté on a 
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Donc (x, Ui) > Ài ce qui implique que x appartient à int(~). Il en résulte que 4> est un 
difféomorphisme entre Z; et w* (int(~)). o 
Considérons li : int(~) -t R : x ~ (x, Ui) - Ài . On a alors le théorème suivant. 
"" Théorème 3.2.13. En vertu de l'isomorphisme 'IjJ : X; -=. int(~), la métrique rieman-
N IrlJ.\2 
nienne de X; s'écrit comme 'IjJ*(! L: ~), où'IjJ est l'application moment restreinte à 
i=l ' 
Xi· 
Démonstration. Puisque w* est injective on peut regarder 4> comme un difféomorphisme 
entre Z; et int(~). On a li(4)(s)) = li( f Sk + ÀkejJ = / f Sk + Àkek, Ui) - Ài = 
k=l \k=l 
Si + Ài - Ài = Si. Donc li 0 4> = si. Un calcul simple utilisant la définition de 4> nous 
donne alors que 4>*(! f (4,)2) = ~ f (d: i )2. Considérons l'application 1r : Zr -t X r 
i=l' i=l' 
et soit X; = 1r(Z;). Soit 'IjJ la restriction de <P à X;. La construction de Delzant nous 
permet de dire qu'il existe v : Z -t (Rn )* qui rend le diagramme suivant commutatif: 
Grâce a cette application on peut maintenant considérer <P l'application moment de l'ac­
tion de ']['n sur Z / K = X. Cette dernière est l'unique application qui rend le diagramme 
suivant commutatif: 
Puisque 4> est une application allant de Z; vers (Rn )* on a que 4> = v. Donc, en 
considérant 'IjJ au lieu de <P, 4> au lieu de g, Z; au lieu de Z, int(~) au lieu de (Rn )* et 
Xi au lieu de X, on trouve le diagramme commutatif suivant: 
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0 
Puisque 7r est une isométrie locale et cP est un difféomorphisme on en déduit que 'l/J est 
un difféomorphisme. Considérons alors 'l/J = cP 0 (7rIZ~)-1 et puisque cP*(~ f (d:,)2) = 
i=l ' 
N (ds)2	 N (dl)2 N (ds.)2 ~ I: s' ,on trouve que 'l/J*(~ I: -/-) = ((7rIZ~)-I)*(~ I: ~). Cette dernière est 
i=l '	 i=l ' i=l ' 
précisément la métrique sur X: car 7r est une isométrie locale. 
Soit M := 1['~ et soit l'action 1['n x M -1 M : (y, z) 1---+ z + iy. Soit w une forme 
bihlérienne 1['n-invariante sur M. Supposons que l'action de 1['n sur M est hamiltonienne 
et soit <I> : M -1 (lRn)* l'application moment associée à cette action. On a qu'il existe 
F E coo(lRn) telle que w = 2iaaF (Guillemin, (1994)) (annexe 2). En réalité Fest 
une fonction définie sur M mais comme elle est 1['n-invariante on dira que c'est une 
fonction définie sur lRn (l'action de 1['n sur M ne fait que changer la partie imaginaire 
des éléments de M). On a le théorème suivant (Guillemin, (1994)) (annexe 2) : 
Théorème 3.2.14. À une constante près c, <I> est la transformée de Legendre associée 
à F, i.e. <I>(x + iy) = ~ + c où c est un point de (lRn )*. 
Remarque 3.2.15. (1) On peut dériver selon la variable x car 1['~ = lRn EBlRnj27rzn, 




(2)	 On peut éliminer la constante c en remplaçant F par F - I: CkXk, ce qui ne modifie 
i=l 
pas w. 
Par la remarque 3.1.2 on peut identifier la 1['~-orbite ouverte de X avec M = 1['~. 
Donc dans la suite on remplace M par la 1['~-orbite ouverte de X qu'on notera Mo. 
Comme forme kahlérienne sur Mo on considère w, la restriction de la forme kahlérienne 
de X. On considére <I> : Mo -1 (lRn)* la restriction de l'application moment de l'action 
de 1['n sur X. On a que 
_ i _ i n a2F 
w = 2iaaF = -aaF = - L a a dZj /\ dZk2 2 X· Xk j,k=l J 
où on a remplacé F par (t)F et par le théorème 3.2.14 on peut normaliser F de telle 
sorte qu'elle satisfasse <I>(x + iy) = ~(x). 
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Soit X r la partie réelle de X. On a XrnMo = R nEB1ri(zn j(2z)n) et en particulier 
Rn est une composante connexe de cet ensemble. La restriction à Rn de la métrique 
kahlérienne ~ t a~2L dZj 1\ dZk est la métrique riemannienne 
j,k=l J k 
Nous allons pouvoir obtenir une formule explicite pour F et par le fait même une 
formule explicite pour la restriction de w à Mo. 






Mais ~ = O. Donc ~ = ! L .Q!..Lt-~, ce qui nous donne le résultat voulu. 
i:JYj i:JYk UYjUYk i=l i:JYk ; Yj 
Théorème 3.2.16. Soit F : ]Rn ---t R une fonction qui satisfait <I>(x + iy) = f{;(x). 
Alors, la transformée de Legendre y I----t 9J!(y) = x est l'inverse de la transformée de 
n 
Legendre x I----t f{;(x), où H = G + L aiYi et les ai sont des constantes. 
i=l 
n 
Démonstration. Soit L dXi 1\ dYi, la forme symplectique standard de R 2n et soit 
i=l 
r = { (x, y) E R 2n 1y = ~~ (x) } , 
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le graphe de la transformée de Legendre x f---t ~(x). On a que r est une sous-variété 
lagrangienne de IR2n et puisque l'application x f---t ~(x) est un difféomorphisme les 
I-formes différentielles dXl,"" dXn et dYl, ... , dYn sont indépendantes sur r. De plus, 
grâce au théorème 3.2.14, on a que la restriction à r de la métrique L dXidYi peut 
s'écrire comme 
ou encore 
a2c ~-adYidYjL.J Yi Yj 
Alors en posant x = x(y) on peut aussi écrire la restriction de L dXidYi à r comme 
Donc, en comparant les deux expressions précédentes on trouve 
Cependant, puisque r est lagrangienne un calcul simple nous donne 
aXi _ aXj = 0 
aYj aYi 
et donc è.i. = ..)!Jb. Ce qui veut dire que 
dYj UYjUYi • 
ac 
Xi = - + ai; i = 1, ... , n 
aYi 
où les ai sont des constantes. En posant H = C + L aiYi on conclu que 
aH 
x = ay' 
et on obtient le résultat voulu. o 
Théorème 3.2.16. Sur la 1l{';-orbite ouverte de X la forme kiihlérienne west égale à 
N 
iaacl>*(Z= Àk(ln lk) + Loo) 
i=l 
où Loo : int(.6.) -1 IR : yf---t (y, i~ Ukek) et (.,.) correspond à l'évaluation d'une forme 
linéaire sur un vecteur. 
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Démonstration. Puisque F et H sont des transformées de Legendre qui sont les inverses 
l'une de l'autre on peut dire que 
n 
F(x) = L XiYi - H(y) 
i=l 
si on évalue le côté droit en y = fi. Cependant, comme une fonction de y, le côté droit 
de l'égalité est égal à 
ôH 
"""' Yi- - H(y)o ÔYi 
ou bien à 
ôG 
"""' Yi- - G(y)o ÔYi 
N 
car H = G +L aiYi et Xi est aussi égal à ~. Puisque G = ~ L ldy) ln ldy) le premier ~ k=l 
terme de l'équation qui précède peut être réécrit de la manière suivante 
et puisque lk(Y) = (y, Uk) - Àk cette dernière équation peut être réécrite comme 
On obtient donc 
1 
F(x) = 2(L (lk(Y) + Àk) lnlk + loo(Y)) - G(y) 
1 1 
= 2(L (lk(Y) + Àk) ln lk(Y) + loo(Y)) - 2 L lk(Y) ln lk(Y) 
1
= 2L Àk ln lk(Y) + loo(Y) 
où y = ~~. En remplaçant fi par 1>(x) on trouve que 
1 N 
F = 21>*(L Àk ln lk + loo) 
k=l 
On obtient donc que 
N 




3.3 Autre preuve de la formule de Guillemin 
Plaçons nous sous les mêmes hypothèses que celles du théorème 2.1.6. Supposons 
que G agit librement sur M et que dimG = 1/2dimM. Alors l'application moment 
cI> : M --t g* est un G-fibré principal sur cI>(M). Si 9 est une métrique riemannienne 
G-invariante compatible avec walors on obtient une unique métrique riemannienne 9red 
sur Im( cI» = /:).' qui fait que cI> est une submersion riemannienne de 9 vers 9red. 
De manière similaire, le groupe quotient G / K agit librement sur le quotient M = 
M / / cK ce qui fait de 1/ : M --t (g/~)* un G / K-fibré principal sur Im(//) = /:).. Alors 1/ est 
une submersion riemannienne pour une unique métrique gred sur /:). si M est munie de 
la métrique 9 induite par l'inclusion de cI>-l(c) dans M. Posons l = u* + è l'application 
affine de /:).' dans /:). induite par l'inclusion naturelle u* : (g/~)* --t g* et è est telle que 
L(è) = c. 
Lemme 3.3.17. Les métriques réduites 9red et gred sont liées par la formule suivante: 
l* 9red = gred 
Démonstration. Soit z un point de cI>h.l(c) et soit X E TzM tel que X est orthogonal 
à Tz(GZ). Posons x = 7r(z). Alors la projection X de X dans TxM est orthogonale à 
Tx(G/ K x). On a donc 
Mais cI>(z) = l(l/(x)) et donc 
o 
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Soit (M 2n,w) une orbifold torique avec une application moment x : M ~ (IRn )* 
et soit (g, J) une structure kahlérienne compatible. Soit 
où les Xi sont les champs de Killing hamiltoniens qui satisfont 
W(Xi, Y) = -dX(Y)i 
pour tout Y dans r(TM) où -dX(Y)i est la ieme coordonnée de -dx(Y) (on s'est choisi 
une base de (}Rn)*). On peut écrire cet ensemble d'égalités sous une forme plus compacte 
de la manière suivante: 
w(X, ) = -dx 
On veut étudier la géométrie de M localement, sur un ouvert U, donc on va 
supposer que l'action du tore est libre sur cet ouvert. Alors J X est une famille de 
champs de vecteurs holomorphes et les composantes de X et de J X forment une base 
locale de champs de vecteurs qui commutent sous le crochet de Lie. Soit 
{Xi, ... ,X~, (JXd*,· .. (JX n )*} 
une base locale de T* M. Une I-forme h est fermée si et seulement si elle est exacte 
sur U. Donc si on considère a = (Xi, ... , X~) et Ja = -a 0 J qui sont deux I-formes 
à valeurs dans IRn avec a(X) = 1dJRn alors la I-forme fermée sera une combinaison 
linéaire des composantes de ces I-formes. Si on écrit localement a = dt et Ja = -dy 
avec y, t : M ~ }Rn alors y + it : M ~ {;n est une carte holomorphe sur U. 
Les composantes de Ja et de w(X, ) engendrent le même sous-fibré de rang n de 
T* M : l'annulateur de l'espace tangent aux orbites de l'action du tore. En effet, soit 
p un point de M et soit 'fnp son orbite. Soit Tp('fnp) C TpM alors l'annulateur de 
Tp('fnp) est défini comme suit: 
63 
On peut montrer qu'en fait les composantes de Ja. sont les (JXi)*. Soit TJ un élément 
de spanIR. {(JX1)*, ... , (JXn)*} i.e. 
n 
TJ = Lai(JXi)* 
i=l 
alors il faut voir que TJ(Xp) = 0 pour tout Xp dans Tp(']['n p). Mais si X p est dans Tp(']['n p) 
n 
alors X p = L biXi(P) donc TJ(Xp) = O. 
i=l 
Soit TJ un vecteur de spanIR. {w(X1(p), ), ... ,w(Xn(p), )} i.e. 
n 
TJ = L aiw(Xi(p), ) 
i=l 
alors il faut voir que TJ(Xp) = 0 pour tout Xp dans Tp(']['n p). Mais 
n n n n 
TJ(Xp ) = L aiw(Xi, L bjXj(p)) = Lai L bjw(Xi(p), Xj(p)) = 0 
i=l j=l i=l j=l 
Ceci implique qu'il existe deux fonctions 
et 
qui satisfont 
w(X, ) = (F, Ja.) et Jo. = (G, w(X, )) 
et qui sont mutuellement l'inverse l'une de l'autre c'est-à-dire pour tout point p de M, 
Puisqu'en chaque point p de M 
on obtient que F est, en chaque point de M, un élément symétrique et défini positif de 
(lRny Q9 (lRny. En chaque point p de M on considère 
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et 
Si on choisi une base de Rn et la base duale pour (Rn )* alors puisque F(p) E Hom(Rn, (Rn)*) 
(resp. G(p) E Hom((Rn)*, Rn)), F(p) (resp. G(p)) possède une représentation matri­
cielle Frs(p) (resp. Crs(p)). On a que (Crs(p)) = (Fr~(p))-1 où Frs(p) (resp. Crs(p) est 
vu comme une forme bilinéaire sur Rn (resp. (Rn )*). Mais on a (F!s)-l = (Fsr )-1 = 
(Frs )-I. Donc (Crs) = (Frs )-I. Donc (Crs) est aussi symétrique et définie positive 
comme élément de Rn Q9 Rn. 
Concrètement, si on choisi une base de l'algèbre de Lie Rn, par rapport à cette 
base, on obtient: 
n	 n 
dXr = L Frsdys et dYr = L Crsdxs 
s=1 s=1 
n 
De plus, :L Crsdxs est fermée si et seulement si Crs est le Hessien par rapport à x d'une 
s=1 
fonction C. L'implication ({:::) est triviale. Pour voir l'autre implication on remarque 
que si 
n 




est fermée alors par le lemme de Poincaré il existe une fonction Gr : M --t R telle que
 
dYr	 = dGr. Soit 
n 
1] =	 LCjdxj 
j=1 
On a d1] = :L (9fi: - î~J )dXi J\ dXj = 0 car 9fi: = Cij = Cji = ~. Donc 1] est fermée i<j J ' J	 , 
ce qui implique que 1] est exacte. Encore par le lemme de Poincaré, il existe C : M --t .IR 
telle que 1] = dG. Donc Grs est le Hessien par rapport à x de C. De la même manière 
n
:L Frsdys est fermée si et seulement si Frs est le Hessien par rapport à y d'une fonction 
s=1 
F. 
On a donc deux fonctions F et G définies sur M telles que Xr = .gE.. et Yr = ~.aYr ax,­
Puisque d(F +C - (x, y)) = 0 on en déduit que la fonction F +C - (x, y) est constante. 
Sans perte de généralité on la pose égale à O. Donc les systèmes de coordonnées x et y 
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et les fonctions	 F et G sont liées par la transformée de Legendre 
n oG n oF 
F+G = (x,y) = L X"8 = LY1'a 
1'=1 x" "=1 Y1' 
n 
F est un potentiel kahlérien car w = :z= F1'sdys 1\ dt,. = ddcF. En effet, on a la formule 
1',s=1 
générale suivante: 
Mais on a 
Donc on conclut que w(Xi, JXj ) = Fij . 
Remarque 3.3.18. Soit U et V des espaces vectoriels réels de dimension n et m respec­
tivement. Soit f : U ---t V : x l---t Ax + p une application affine. Alors f*(dYi) = A*(dyd 
où {dY1, ... , dYm} est une base de V*. 
n 




m n 0 
f(x) = A(x) + P = L L (AijXi)a + Pj 
j=1 i=1 YJ 
où {dY1, ... , dYm} est une base de V en chaque point. On a f* 0 d = do f*. Appliquons 
cet opérateur à la fonction 
On obtient f* (dYj) = d(Yj 0 J). Explicitons cette expression: 
n 
f*(dYj) = d(Yj(A(x) + p)) = d(L AjiXi + Pi) 
i=1 
n 
= LAjidxi = A*(dYj) 
i=1 
Théorème 3.3.19. Soit CM, w) une variété kahlérienne torique de dimension réelle 2N. 
Dénotons par Mo l'ouvert sur lequel la 1J:'N -action est libre de telle sorte que l'application 
moment 1> : Mo ---t U C (IRN )* est un 1J:'N -fibré principal. Soit K C 1J:'N un sous-groupe 
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de codimension n avec application moment <I>K = ,,* 0 <I> où " : (lRN)* ~ t* est la 
transposée de l'inclusion. Soit ë E (lRN)* tel que c = ,,*(ë) est une valeur régulière de 
<I>K et telle que l'action de K sur <I>j/(c) est localement libre. Soit M = <I>j/(c)/K le 
quotient kiihlérien avec la métrique 9 et soit 1f : <I>j(I(c) ~ M la projection naturelle. 
L'action de 1['N sur NI fixe <I>j(I(C) et donc induit une action hamiltonienne du tore 
1['n = 1['N / K sur M et l'application moment v est définie par v 0 1f = <I> - ë. Soit 
~o = v(Mo) où Mo = (<I>R.1(c) n Mo)/K. Alors la métrique réduite gred sur ~o est le 
tiré en arrière par l de la métrique réduite 9red sur U et donc, si G : U ~ lR est un 
potentiel dual pour 9 sur Mo i.e. Dd(G) = 9red, alors G = Go l : ~o ~ lR est un 
potentiel dual pour 9 sur Mo. 
Démonstration. On se retrouve sous les hypothèses du théorème 2.1.6 et donc on utilise 
le lemme 3.3.17 pour conclure que l*9red = gred' Il reste juste à voir que G = l*G est 
un potentiel dual pour la métrique 9 sur Mo i.e voir que gred = Dd(G). Ceci résulte du 
lemme 3.3.17 et de la remarque 3.3.18 étant donné que l est une application affine par 
rapport aux connexions D et D de ~o et U. En effet, pour les potentiels duaux on a 
Dd(l*G) = Dl*(dG) = l*(DdG) = l*(9red) = gred 
La deuxième égalité est obtenue grâce au fait que les bases {dYl, ... ,dYN} de (lRN)* et 
{dXl, ... , dxn} de (lRn )* satisfont ÏJ~dYj = 0 et D â dXj = O. D 
âYi 8Xi 
Il reste maintenant à calculer la métrique réduite 9red sur cP(CN ), le potentiel 
dual Gpour la structure kiihlérienne plate de CN et son tiré en arrière par l. Ici, cP est 
l'application moment de l'action hamiltonienne de 1['N sur CN. Le potentiel kiihlérien 
pourra être calculé par une transformée de Legendre. Le calcul de 9red et de G se fai t 
par un simple changement de coordonnée: Zj = rjeiBj . Les composantes de l'application 
moment cP sont cPj = i-.2 Donc la métrique plate de CN est 
~ - ~ (2 2 2) ~ (dcPJ 2)~dZjdZj = ~ dTj + rjdf)j = ~ 2cP' + 2cPjdf)j . 
j=! j=1 j=1 J 
N d4>2 _ N 
Donc 9red = ~ I: ~ et on peut calculer qu'un potentiel dual est G = ~ I: cPj ln cPj·j=1 ] j=! 
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Théorème 3.3.20. Soit (M 2n,w) une orbifold symplectique torique avec une applica­
tion moment rP : M -t .6. c (lRn )* où .6. est le polytope rationnel de Delzant donné 
par 
N 
.6. = n{x E (lRn)*llj(x) ~ ü} 
j=l 
où lj(x) = (UjJ x) - ).,j pour Uj E zn et ).,j E lR. Considérons la métrique de Guillemin 
sur M (métrique obtenue par passage au quotient de la métrique kiihlérienne de eN). 
Alors la métrique réduite sur .6.0 est donnée comme suit: 
1 N dl2 
gred = 2LT 
j=l J 
et les potentiels dual et kiihlérien sont donnés par 
1 N 
G = 2L lj(x) ln lj(x) 
j=l 
1 N 
F = 2L).,j ln lj(x) + lj(x) 
j=l 
Démonstration. En utilisant le théorème précédent on trouve que la métrique réduite 
est 
1 N dl 2 
gred = 2LT 
j=l J 
et le potentiel dual est 
en posant rPj = lj (x). 
Il reste maintenant à calculer la transformée de Legendre de G pour trouver F. 
Celle-çi est donnée par 
1 N 
-G(x) + (x,y) = 2L(((Uj,x) -lj(x))lnlj(x) + (Uj,x)) 
j=l 
1 N 
= 2L (lj(x) + ).,j +).,j ln lj(x)) 
j=l 
Cette dernière expression est égale à F à une constante près. D 
CONCLUSION 
L'intérêt des orbifolds toriques est essentiellement qu'en étudiant une orbifold to­
rique on est amené à étudier le polytope moment qui lui est associé. Ce fait simplifie 
grandement leur compréhension. Nous avons essayé d'être le plus clair possible dans 
la théorie développée dans les chapitres précédents. Sachant que nous n'avons pas pu 
toucher et mettre en lumière toutes les propriétés des orbifolds toriques, voici quelques 
autres avenues qui auraient pu être explorées dans le cadre de ce travail. Les métriques 
extrémales au sens de Calabi se calculent de manière explicite dans le cas des orbi­
folds toriques (Abreu, (2001)). Robert L. Bryant (Bryant, (2001)) a montré l'existence 
d'un certain type de métriques (de Bochner-Kahler) sur tous les espaces projectifs à 
poids. Tous ces travaux sur les variétés et orbifolds toriques font de ce domaine des 
mathématiques un domaine vibrant d'action et riche de nouveaux résultats. 
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