A description of a system of subroutines to compute solutions to the iteratively reweighted least squares problem is presented. The weights are determined from the data and' linear fit and are computed as functions of the scaled residuals. Iteratively reweighted least squares is a part of robust statlstms where "robustness" means relative insensltlwty to moderate departures from assumptions. The software for iteratively rewelghted least squares is cast as semiportable Fortran code whose performance is unaffected (m the sense that performance will not be degraded) by the computer or operating-system environment in which it is used. An /~ start and an ~2 start are provided. Eight weight functions, a numerical rank determination, a convergence criterion, and a stem-and-leaf display are included.
INTRODUCTION
T h e p u r p o s e of this p a p e r is to describe a s y s t e m of F o r t r a n s u b r o u t i n e s w r i t t e n as m o d u l a r m a t h e m a t i c a l software to solve the i t e r a t i v e l y r e w e i g h t e d least s q u a r e s p r o b l e m . T h e software i n c l u d e s d o c u m e n t a t i o n for use a n d flow of c o n t r o l as c o m m e n t s in the s u b r o u t i n e s . T h e specifications f r o m w h i c h t h e software was w r i t t e n are c o n t a i n e d in [12] . T h e collection of s u b r o u t i n e s uses o r t h o g o n a l factorizations b y H o u s e h o l d e r t r a n s f o r m a t i o n s or the s i n g u l a r v a l u e d e c o m p o s it i o n f r o m E I S P A C K II [7] to c o m p u t e the ~2 s t a r t a n d i t e r a t i o n s for r e w e i g h t e d least squares. CL1 [2] c o m p u t e s t h e ~1 start, a n o v e r d e t e r m i n e d s o l u t i o n i n t h e ~1 n o r m .
Householder transformations. Displaying the J2 condition of the matrix, the weights, residuals, and the .convergence criterion is an option. Two forms of equilibration are also provided [16] .
The usual statistical information--the number of observations, number of variables, maximum diagonal element of the "hat" matrix, co/~dition number of the weighted data matrix, the maximum absolute value of the residuals, and the minimum weight--is optionally available. There is an option to provide the (weighted) sum of squared residuals and the sum of absolute residuals. Also available is the (weighted) R-squared statistic, the (weighted) standard error, and the (weighted) F statistic.
The software is available in the form of a basis tape suitable for use by the Fortran converter [1] from IMSL 1 to produce target Fortran code for CDC, Burroughs, Honeywell, PDP-10, and Univac machines. The source code is long precision IBM code acceptable to the Fortran converter. The PFORT verifier [14] was used to check the software.
We do not discuss the theoretical properties of iteratively reweighted least squares or the tuning constants for the weight functions in this paper. For such information we refer the reader to Holland. and Welsch [11] and the references therein.
This paper is organized as follows: Section 2 defines the iteratively reweighted least squares problem, Section 3 describes the selection of rank for the data matrix and the reweighted data matrix, and Section 4 gives some numerical results. The weight functions are listed in Table I of Section 2. The subroutines for the computation are listed in Table II of Section 4.
ITERATIVELY REWEIGHTED LEAST SQUARES
The method of least squares has been the primary technique for fitting models to data for many'years. It is versatile and numerically stable when computationally stable methods are used [13] . Despite its central role in the past, much work has been done by statisticians to improve least squares in the sense of getting more information about the data than is available from just the least squares solution or from the matrix factorizations that are used to obtain it.
The area of work that our software addresses is robust regression which is aimed at analyzing and improving the behavior of least squares estimation when the disturbances are not well behaved. We focus our attention on one of the computational procedures for robust linear regression, i.e., iteratively reweighted least squares.
Consider the model b ffi A x + r where b is an m × 1 vector of observations, A is an m × n data or design matrix, x is an n × 1 vector of parameters, and r is an m × 1 vector. The notation b ffi A x + r corresponds to the statistical notation y • X f l + E where y is n x 1, X i s n x p , f l i s p x 1, and ~i s n x 1.
The ordinary least squares problem is minx ~1 ((r,(x))/s) 2 where r is a vector of residuals b -Ax, and s is a constant or fixed scale.
The weighted least squares problem is rain ~1 W,((r,(x))/s) 2 which is solved by using ordinary least squares with W1/2A and W~/2b where W is a diagonal matrix of weights that are functions of scaled residuals. Logistm
These are default values for the tuning constants which are designed to have 95 percent asymptotic efficmncy wlth respect to ordinary least squares when the disturbances come from the normal or Gaussian distribution and the scaling function converges to the standard deviation of that disturbance distribution.
T h e iteratively reweighted least squares problem assumes a start ~(o), which can be obtained from d2, ordinary least squares, least absolute residuals, that is to say, the overdetermined solution in the d~ norm, previous iterations of iteratively reweighted least squares, or a start specified by the user. Given ~(o), the problem is iterated to obtain the least squares solution ~(k+l) = ((W(~+I))I/2A)+ (W(k+l))~/2b, where A + is the pseudoinverse of A and the diagonal matrix W is computed as a function of scaled residuals at the kth stage. T h e residual scaling function we use is the median absolute deviation, i.e., the median absolute value of the nonzero residuals. T h e modularity of the software makes readily possible the inclusion of additional residual scaling functions such as the interquartile range of the residuals. T h e software to compute the weights includes the eight weight functions listed in Table I. T o test convergence of iteratively reweighted least squares, we use the convergence criterion suggested by Dennis [4] . After the kth iteration; We compute a scale-independent measure of the gradient, ATr, where r is the residuals b -Ax, which is
where H" II is the Euclidean norm.
T h e problem of iteratively reweighted least squares is a problem in optimization in the sense that one is minimizing a function of scaled residuals. T h e function that is being minimized determines the formula for the weight function used. In general, we minimize ~,ml~ (r~(x)/s) so that weight function is given by W(u) = p'(u)/I u I. residuals regression. The d2 start and iterations subsequent to the 4, d2, or usersupplied start are computed by orthogonal factorizations, i.e., Householder transformation or a combination of Householder transformations and the singular value decomposition.
The way in which we decide to use the QR (Householder transformations) or a combination of QR and MINFIT [7] (least squares solution by singular value decompsition) needs some explanation. Frequently the data matrix A, in the statistical model b = Ax + r, has some variables (columns) that are close in the numerical sense to being linear combinations of other columns of A. Since such a situation may occur, the numerical rank [8] of A must be determined before proceeding with the least squares computation. The numerical rank should be determined by the user, and the determination of rank should be made with respect to the certainty of the data. Since the rank must be determined at every iteration (reweighting may downweight rows, i.e., observations, to the extent that the effective deletion of observations creates rank degeneracy), it is necessary to estimate the condition of the weighted A as inexpensively as possible. For the E2 start and for all iterations after any start we default to a QR factorization with column pivoting. Unless A is exactly singular the completion of the QR factorization of A provides the upper triangular factor R whose condition is that of A. The condition estimate using R [3] is only O(n 2) operations, gives a reliable measure of the ill conditioning of A, and is used to determine whether QR is computationaUy sufficient or whether the computationally more expensive singular value decomposition MINFIT is necessary.
We strongly believe that the user should determine the rank of his data or design matrix by inspecting the singular values of A (which are the same as those of R). However, we provide a conservative default determination of rank associated with the condition of the matrix at each iteration relative to the square root of the precision of the computing machine that is used. Explicitly, the condition estimate of R as obtained by [3] is an estimate of the largest and smallest singular values, amax and a .... of A. If the ratio (Om~/Omax) < e 1/2 where e is the relative precision of the arithmetic of the computing machine, the computation is continued by using the singular value decomposition. When the singular value decomposition is used, the number k of singular values such that
is determined from the certainty of the data or from the square root of the precision of the computing machine.
SOME NUMERICAL RESULTS
The software to compute the solutions to the iteratively reweighted least squares problem consists of 17,500 lines of code, comments, and documentation for use. The 17,500 lines include all of the software that is required for the interactive driver and its options for use plus a selection of test matrices. The software includes "help" commands to give on-line information to users. The interactive driver is designed to operate effectively on any computer system that permits the transmission of four characters to and from a terminal. The subroutines, however, can also be used in a batch environment. All of the software is designed to be processed by the Fortran converter. CL1  CLIBLAS  HELP1  IRHELP  IRLSDR  IROPN  IROPNN  IROPR  IRPRNT  IRPROP  IRSTAT  IRSTLF  MATOA  HATOB  MATRDR  MAT04  MAT05  MAT06  MAT07  MATO8  MAT09  OTHER We have included a selection of test matrices including those from [5] . We chose this particular collection of matrices because of the widespread use of [5] as a reference and text. Some matrices are cast in integer form and then assigned as floating point numbers to ensure that there is uniform input to a variety of computing machines.
MATRIX WEIGHTS COMPUTES RESIDUAL B-AX SCALE RESIDUALS BY SCALING FACTOR DOES STEM AND LEAF DISPLAY (CALLS OTHERS) $$ DETERMINES STEMS AND LEAVES $$ PRINTS STEM AND LEAF DISPLAY $$ DETERMINES SCALE FACTOR AND UNIT FOR DISPLAY $$ SHELL SORT IN INCREASING ORDER $$ DETERMINES MAD SCALING FACTOR USER START FOR I R L S L1 START (FROM CL1) FOR I R L S L2 START (FROM NINSOL) FOR I R L S L2 START (FROM OR1) FOR I R L S ESTIMATES LARGEST S.V. OF UPPER TRIANGULAR MATRIX ESTIMATES SMALLEST S . V . OF UPPER TRIANGULAR MATRIX UNIFORM ( 0 , 1 ) RANDOM NUMBER GENERATOR FUNCTION ANDREWS WEIGHTING FUNCTION $ BIWEIGHT (BISOUARE) WEIGHTING FUNCTION $ CAUCHY WEIGHTING FUNCTION $ WELSCH WEIGHTING FUNCTION $ FAIR WEIGHTING FUNCTION $ COMPUTES SCALE INDEPENDANT MEASURE OF GRADIENT HUBER WEIGHTING FUNCTION $ LOGISTIC WEIGHTING FUNCTION $ TALWAR (ZERO-ONE) WEIGHTING FUNCTION $ USER-DEFINED WEIGHTING FUNCTION $

DOES AN L1 START BASIC LINEAR ALGEBRA ROUTINES FOR CL1 PRINTS HELP FOR I R L S I R L S HELP COMMAND INTERACTIVE DRIVER FOR I R L S GETS I1 OPTION FOR I R L S GETS I2 OPTION FOR I R L S GETS REAL OPTION FOR I R L S I R L S PRINT COMMAND I R L S OPTIONS COMMAND I R L S STATISTICS COMMAND I R L S STEM&LEAF COMMAND GETS DATA MATRIX FOR I R L S GETS RHS VECTOR FOR I R L S READS A MATRIX AND B VECTOR FROM LOGICAL UNIT
The name and a brief description of the subroutines that are needed for all options of the iteratively reweighted least squares problem are listed in Table II .
Selected results from one of the weight functions, Biweight, and the terminal session used to compute the results applied to [6] are given at the end of this section.
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