MDS array codes are widely used in storage systems to protect data against erasures. We address the rebuilding ratio problem, namely, in the case of erasures, what is the the fraction of the remaining information that needs to be accessed in order to rebuild exactly the lost information? It is clear that when the number of erasures equals the maximum number of erasures that an MDS code can correct then the rebuilding ratio is 1 (access all the remaining information). However, the interesting (and more practical) case is when the number of erasures is smaller than the erasure correcting capability of the code. For example, consider an MDS code that can correct two erasures: What is the smallest amount of information that one needs to access in order to correct a single erasure? Previous work showed that the rebuilding ratio is bounded between 1 2 and 3 4 , however, the exact value was left as an open problem. In this paper, we solve this open problem and prove that for the case of a single erasure with a 2-erasure correcting code, the rebuilding ratio is 1 2 . In general, we construct a new family of r-erasure correcting MDS array codes that has optimal rebuilding ratio of 1 r in the case of a single erasure. Our array codes have efficient encoding and decoding algorithms (for the case r = 2 they use a finite field of size 3) and an optimal update property.
I. INTRODUCTION
Erasure-correcting codes are the basis of the ubiquitous RAID schemes for storage systems, where disks correspond to symbols in the code. Specifically, RAID schemes are based on MDS (maximum distance separable) array codes that enable optimal storage and efficient encoding and decoding algorithms. With r redundancy symbols, an MDS code is able to reconstruct the original information if no more than r symbols are erased. An array code is a two dimensional array, where each column corresponds to a symbol in the code and is stored in a disk in the RAID scheme. We are going to refer to a disk/symbol as a node or a column interchangeably, and an entry in the array as an element. Examples of MDS array codes are EVENODD [1] , [2] , B-code [3] , X-code [4] , RDP [5] , and STAR-code [6] .
Suppose that some nodes are erased in an systematic MDS array code, we will rebuild them by accessing (reading) some information in the surviving nodes, all of which are assumed to be accessible. The fraction of the accessed information in the surviving nodes is called the rebuilding ratio. If r nodes are erased, then the rebuilding ratio is 1 since we need to read all the remaining information. However, is it possible to lower this ratio for less than r erasures? For example, Figure 1 shows the rebuilding of the first systematic (information) node for an MDS code with 4 information elements and 2 redundancy This work was supported in part by the NSF grant ECCS-0802107 and by an NSF-NRI award. nodes, which requires the transmission of 3 elements. Thus the rebuilding ratio is 1/2. In a storage system there is a difference between erasures of systematic and parity nodes. Erasure of the former will affect the information access time since part of the raw information is missing, however erasure of the latter does not have such effects, since the entire raw information is accessible. Moreover in most storage systems the number of parity nodes is negligible compared to the systematic ones. Therefore our construction focuses on optimally rebuilding the systematic nodes. In [7] , [8] , a related problem is discussed: the nodes are assumed to be distributed in a network, and the repair bandwidth is defined as the minimum amount of data needed to transmit in the network in order to retain the MDS property. Note that one block of data transmitted can be a function of several blocks of data. In addition, retaining MDS property does not imply rebuilding the original erased node, whereas we restrict our problem to exact rebuilding. Therefore, the repair bandwidth is a lower bound of the rebuilding ratio.
An (n, k) MDS code has n nodes in each codeword and contains k nodes of information and r = n − k nodes of redundancy. A lower bound for the repair bandwidth was shown as [7] M
where M is the total amount of information, and all the surviving nodes are assumed to be accessible. It can be verified that Figure 1 matches this lower bound. A number of works addressed the repair bandwidth problem [7] - [16] , and it was shown by interference alignment in [12] , [13] that this bound is asymptotically achievable for exact repair. Instead of trying to construct MDS codes that can be easily rebuilt, a different approach [17] , [18] was used by trying to find ways to rebuild existing families of MDS array codes. The ratio of rebuilding a single systematic node was shown to be 3 4 + o(1) for EVENODD or RDP codes. However, from the lower bound of (1) the ratio is 1/2. The main contribution of this paper is the first explicit construction of systematic (n, k) MDS array codes for any constant r = n − k, which achieves optimal rebuilding ratio of 1 r . We call them intersecting zigzag sets codes (IZS codes). The code has low encoding and decoding complexity (for r = 2, the code uses finite field of size 3). In addition, the code has optimal update: when an information element is updated, only r + 1 elements in the array need update.
The rest of paper is organized as follows: Section II gives definitions and notations, Section III constructs the MDS array codes with optimal rebuilding ratio, and generalizations of the codes are given in Section IV. Due to space limitation, a lot of details are omitted, and the reader is referred to [19] .
II. DEFINITIONS AND PROBLEM SETTINGS
In the rest of the paper, we are going to use [i, j] to denote {i, i + 1, . . . , j} for integers i ≤ j. And denote the complement of a subset X ⊆ M as X = M\X.
Let A = (a i,j ) be an array of size p × k over a finite field F, each entry of which is an information element. We add to the array two parity columns and obtain an (n = k + 2, k) MDS code of array size p × n. Each element in these parity columns is a linear combination of elements from A. More specifically, let the two parity columns be (r 0 , r 1 , ..., r p−1 ) t and (z 0 , z 1 ..., z p−1 ) t . Then for l ∈ [0, p − 1], r l = ∑ a∈R l α a a and z l = ∑ a∈Z l β a a, for some subsets R l , Z l of elements in A, and some coefficients {α a }, {β a } ⊆ F.
We will assume that each information element appears exactly once in each parity column, which implies optimal update for the code. Then it can be shown that the sets R l 's (or Z l 's), l ∈ [0, p − 1], are partitions of A into p equally sized sets of size k. Moreover, by the MDS property, any set R l (or Z l ) does not contain two information elements from the same column. Therefore, for the j-th systematic column (a 0 , . . . , a p−1 ) t , its p elements are contained in p distinct sets R l , l ∈ [0, p − 1]. In other words, the membership of the jth column's elements in the sets {R l } defines a permutation
Similarly, we can define a permutation f j corresponding to the second parity column, where f j (i) = l iff a i ∈ Z l . For example, Figure 2 shows a (5, 3) code. Each element in the parity column Z is a linear combination of elements with the same symbol. For instance the ♣ in column Z is a linear combination of all the ♣ elements in columns 0, 1, and 2. And each systematic column corresponds to a permutation of the four symbols.
Observing that there is no importance of the elements' ordering in each column, w.l.o.g. we can assume that the first parity column contains the sum of each row of A and g j 's correspond to identity permutations, i.e. r i = ∑ k−1 j=0 α i,j a i,j . We refer to the first and second parity columns as the row column and the zigzag column respectively, likewise R l and Z l , l ∈ [0, p − 1], are referred to as row sets and zigzag sets respectively. By assuming that the first parity column
Permutations for zigzag sets in a (5, 3) code with 4 rows. Columns 0, 1, and 2 are systematic nodes and columns R, and Z are parity nodes. Each element in column R is a linear combination of the systematic elements in the same row. Each element in column Z is a linear combination of the systematic elements with the same symbol. The shaded elements are accessed to rebuild column 1.
contains the row sums, the code is uniquely defined by (i) the permutations { f j } of zigzags, and (ii) the coefficients in the linear combinations. Due to the following theorem, there exist coefficients such that the code is MDS, and thus we will focus on finding proper permutations { f j } first. The proof is omitted.
be an array of size p × k and the zigzag sets be Z = {Z 0 , ..., Z p−1 }, then there exists a (k + 2, k) MDS array code for A with Z as its zigzag sets over the field F of size greater than p(k − 1) + 1.
The idea behind choosing the zigzag sets is as follows: assume a systematic column (a 0 , a 1 , ..., a p−1 ) t is erased. Each element a i is contained in exactly one row set and one zigzag set. For rebuilding of element a i , access the parity of its row set or zigzag set. Moreover access the values of the remaining elements in that set, except a i . We say that an element a i is rebuilt by a row (zigzag) if the parity of its row set (zigzag set) is accessed. For example, in Figure 2 supposing column 1 is erased, one can access the shaded elements and rebuild its first two elements by rows, and the rest by zigzags. It can be verified that all the three systematic columns can be rebuilt by accessing half the remaining elements.
For a fixed number of rows p define the rebuilding ratio for an (k + 2, k) MDS code C as
which denotes the average fraction of accesses in the surviving array for rebuilding one systematic node. Define the ratio function for all (k + 2, k) MDS codes with p rows as
By (1) for any p and k, R(k) ≥ 1 2 . For example, the code in Figure 2 achieves the lower bound 1/2, and therefore R(3) = 1/2.
From this example, we can see that in order to get low ratio, we want the union of the row sets and zigzag sets used to rebuild a column to be as small as possible. In other words, for an erased column i, if elements in rows X i ⊆ [0, p − 1] are rebuilt by rows and |X i | = p 2 (p even), then
The previous section gave us a lower bound for the ratio function. The question is can we achieve it? If so, how? We know that each (k + 2, k) MDS array code with row and zigzag columns is defined by a set of permutations f 0 , ..., f k−1 and their subsets X i 's. The following construction constructs a family of such MDS array codes. From any set T ⊆ F m 2 , |T| = k, we construct an (k + 2, k) MDS array code of size 2 m × (k + 2). The ratio of the constructed code will be proportional to the sum in (2), and thus we will try to construct such permutations and subsets that minimize (2) . We will show that some of these codes have the optimal ratio of 1 2 . In this section all the calculations are done over F 2 . By abuse of notation we use x ∈ [0, 2 m − 1] both to represent the integer and its binary representation. It will be clear from the context which meaning is in use.
Construction 1 Let
represented in its binary representation. One can check that this is actually a permutation. For example when m = 2, v = (1, 0)
and the corresponding permutation of v is [2, 3, 0, 1]. In addition, we define X v as the set of integers x in [0, 2 m − 1] such that the inner product between their binary representation and v satisfies x · v = 0, e.g., X (1,0) = {0, 1}. The construction of the two parity columns is as follows: The first parity column is simply the row sums. The zigzag sets Z 0 , ...,
We will denote the permutation f v j as f j . Assume column j needs to be rebuilt, and denote S r = {a i,j : i ∈ X j } and S z = {a i,j : i / ∈ X j }. Rebuild the elements in S r by rows and the elements in S z by zigzags.
Recall that by Theorem 1 this code can be an MDS code over a field large enough. The following theorem gives the ratio for Construction 1 and the proof is omitted. Theorem 2 The code described in Construction 1 and generated by the vectors v 0 , v 1 , ..., v k−1 is a (k + 2, k) MDS array code with ratio
The following lemma will help us to calculate the sum in (3), but first we associate to any vector
Proof: Consider the group (F m 2 , +). Recall that f v (X) =
, and they are either identical or disjoint.
and the result follows.
This construction enables us to construct an MDS array code from any subset of vectors in F m 2 . However, it is not clear which subset of vectors should be chosen. The following is an example of a code construction for a specific set of vectors.
be the set of vectors with weight 3 and length m. Notice that |T| = ( m 3 ). Construct the code C by T according to Construction 1. Given
3 ), which is the number of vectors with 1's in different positions as v. Similarly, |{u ∈ T :
2 ) and |{u ∈ T : |B v \B u | = 1}| = 3(m − 3). By Theorem 2 and Lemma 3, for large m the ratio is
Note that this code reaches the lower bound of the ratio as m tends to infinity. In the following we will construct codes that reach the lower bound exactly.
where δ i,j is the Kronecker delta. Let {e i } m i=1 be the standard vector basis of F m 2 and set e 0 to be the zero vector. The following theorem constructs a set of orthogonal permutations of size m + 1.
Theorem 4
The permutations f 0 , ..., f m and sets X 0 , ..., X m constructed by the vectors {e i } m i=0 and Construction 1 where X 0 is modified to be X 0 = {x ∈ F m 2 : x · (1, 1, ..., 1) = 0} is a set of orthogonal permutations. Moreover the (m + 3, m + 1) MDS array code of array size 2 m × (m + 3) defined by these permutations has optimal ratio of 1 2 . Hence, R(m + 1) = 1 2 . The proof is omitted. Note that the optimal code can be shortened by removing some systematic columns and still retain an optimal ratio, i.e., for any k ≤ m + 1 we get R(k) = 1 2 . Actually this set of orthogonal permutations in Theorem 4 is optimal in size, as the following theorem suggests.
Theorem 5 Let F be an orthogonal set of permutations over the integers [0, 2 m − 1], then the size of F is at most m + 1. 
MDS array code generated by the orthogonal permutations. The first parity column C 3 is the row sum and the second parity column C 4 is generated by the zigzags. For example, zigzag z 0 contains the elements a i,j that satisfy f j (i) = 0.
., h f k−1 g} is also a set of orthogonal permutations with sets g −1 (X 0 ), g −1 (X 1 ), ..., g −1 (X k−1 ). Thus w.l.o.g. we can assume that f 0 is the identity permutation and
. From the orthogonality we get that
Assume the contrary, thus w.l.o.g we can assume that
From equations (5) and (6) we conclude that f j (X i ∩ X 0 ) ∩ f i (X i ∩ X 0 ) = ∅, which contradicts the orthogonality property. Define the set of permutations
which is a set of orthogonal permutations with sets {X i ∩ X 0 } k−1 i=1 . By induction k − 1 ≤ m and the result follows.
The above theorem implies that the number of rows has to be exponential in the number of columns in any systematic code with optimal ratio and optimal update. Notice that the code in Theorem 4 achieves the maximum possible number of columns, m + 1. An exponential number of rows is practical in storage systems, since they are composed of dozens of nodes (disks) each of which has size in an order of gigabytes. In addition, increasing the number of columns can be done using duplication (Theorem 7) or a larger set of vectors (Example 1) with a cost of a small increase in the ratio.
Example 2 Let
A be an array of size 4 × 3. We construct a (5, 3) MDS array code for A as in Theorem 4 that accesses 1 2 of the remaining information in the array to rebuild any systematic node (see Figure 3 ). For example, X 1 = {0, 1}, and for rebuilding of node 1 (column C 1 ) we access the elements a 0,0 , a 0,2 , a 1,0 , a 1,2 , and the following four parity elements r 0 = a 0,0 + a 0,1 + a 0,2 r 1 = a 1,0 + a 1,1 + a 1,2 z f 1 (2) = z 0 = a 0,0 + 2a 2,1 + 2a 1,2 z f 1 (3) = z 1 = a 1,0 + 2a 3,1 + a 0,2 .
It is trivial to rebuild node 1 from the accessed information. Note that each of the surviving node accesses exactly 1 2 of its elements. It can be easily verified that the other systematic nodes can be rebuilt the same way. Rebuilding a parity node is easily done by accessing all the information elements.
The following theorem shows that only a small field is needed to make the construction in Theorem 4 an MDS code.
Theorem 6
The field F 3 suffices for the code C constructed in Theorem 4 to be an (m + 3, m + 1) MDS code.
Proof: Let the information element of C in row i, column j be a i,j , and let its zigzag coefficient be β i,j . Set u i = ∑ i j=0 e i . Assign all row coefficients to be 1 and assign zigzag coefficient β i,j = 2 if i · u j = 1 and β i,j = 1 otherwise. In an erasure of two systematic columns i, j ∈ [0, m], i < j, we access the entire remaining information in the array. Set r = r + e i + e j , and recall that a r,i ∈ Z l if l = r + e i , thus a r,i , a r ,j ∈ Z r+e i and a r,j , a r ,i ∈ Z r+e j . From the two parity columns we need to solve the following equations (for some y 1 , y 2 , y 3 ,
This set of equations is solvable if
Note that β r,i = β r ,i and β r,j = β r ,j and each of the β's is either 1 or 2, thus (7) is satisfied over F 3 and the result follows. It is clear that F 2 does not suffice for an MDS code, therefore this is the optimal field size. The coefficients in Figure 3 are assigned by the proof of Theorem 6.
IV. GENERALIZATIONS
In this section, first we are going to increase the number of columns in the constructed (k + 2, k) MDS codes, such that the ratio is approximately 1 2 . Second we will construct codes with r > 2 parity nodes that has optimal ratio 1 r . Let C be a (k + 2, k) array code where the zigzag sets {Z l } p−1 l=0 are defined by the set of permutations { f i } k−1 i=0 ⊆ S p and p is the number of rows in the array. For an integer s, an s-duplication code C is an (sk + 2, sk) MDS code with zigzag permutations defined by duplicating the k permutations s times each. Moreover, the first parity column is the row sums. The coefficients in the parities may be different from the code C.
Suppose in the rebuilding algorithm of C, for column i, elements of rows J = {j 1 , j 2 , . . . , j t } are rebuilt by zigzags, and the rest by rows. In C , all the s columns corresponding to f i are rebuilt in the same way: the elements in rows J are rebuilt by zigzags. Therefore we obtain the following theorem.
Theorem 7 If a (k + 2, k) code C has ratio R(C), then its sduplication code C has ratio at most R(C)(1 + s−1 sk+1 ). Hence the s-duplication of the code in Theorem 4 has ratio at most 1 2 + 1 2(m+1) for large s.
Using duplication we can have arbitrarily large number of columns, independent of the number of rows. Moreover the above theorem shows that it also has an almost optimal ratio.
A construction in the full version of the paper [19] uses a finite field of size at least s + 2, for an MDS s-duplication of the code in Theorem 4. For example, in an s-duplication code for m = 10, the array is of size 1024 × (11s + 2). For s = 2 and s = 6, the ratio is 0.522 and 0.537 by Theorem 7, the code length is 24 and 68, and the field size needed is 4 and 8, respectively. Both of these two codes are suitable for practical applications.
Next we generalize Construction 1 into arbitrary number of parity nodes. Let n − k = r be the number of parity nodes, we will construct an (n, k) MDS array code with r m rows for some m > 0, i.e., it can rebuild up to r erasures. We assume that each systematic node stores 1/k of the information and is stored in column i, for some i ∈ [0, k − 1]. The l-th parity node is stored in column k + l, where 0 ≤ l ≤ r − 1. Similar to the case of r = 2, each parity column corresponds to k permutations.
Construction 2
Let T be a subset of vectors of Z m r . We will construct for each integer l, 0 ≤ l ≤ r − 1, a set of permuta-
where each permutation acts on the set [0, r m − 1]. By abuse of notation we use x ∈ [0, r m − 1] both to represent the integer and its r-ary representation, and all the calculations are done over Z r . Define f l v (x) = x + lv. For example, for m = 2, r = 3, x = 4, l = 2, v = (0, 1), f 2 (0,1) (4) = 4 + 2(0, 1) = (1, 1) + (0, 2) = (1, 0) = 3,
and the permutation f l v is [2, 0, 1, 5, 3, 4, 8, 6, 7] . For x ∈ [0, r m − 1], we define the zigzag set Z x in parity node l as the elements a i,j such that their coordinates satisfy f l v j (i) = x. In rebuilding of systematic node i the elements in rows X l i = {v ∈ [0, r m − 1] : v · v i = r − l} are rebuilt by parity node l, l ∈ [0, r − 1].
Note that similar to Theorem 1, these parity nodes described form an (n, k) MDS array code under appropriate selection of coefficients in the linear combinations of the zigzags.
The next theorem is a generalization of Theorem 4.
Theorem 8 Let { f l i : i ∈ [0, m], l ∈ [0, r − 1]} be the set of permutations defined by the set T = {e 0 , e 1 , . . . , e m } together with the corresponding sets {X l i }, and modify X l 0 to X l 0 = {x : x · (1, 1, . . . , 1) = l}, for 0 ≤ l ≤ r − 1. Then the (m + r + 1, m + 1) code defined by these permutations has ratio 1/r, which matches the lower bound in (1) . Surprisingly, one can infer from Theorem 8 that changing the number of parities from 2 to 3 adds only one node to the system, but reduces the ratio from 1/2 to 1/3 in the rebuilding of any systematic column. Similar to the 2 parity case, the above theorem achieves the optimal number of columns. In other words, the number of rows has to be exponential in the number of columns in any systematic code with optimal ratio, optimal update, and r parities.
A natural generalization of the rebuilding problem is the rebuilding of multiple erasures. In order to simultaneously rebuild e erasures in a storage system with r parities (e ≤ r), one needs to access at least e/r of the surviving information. The code constructed in Theorem 8 achieves this lower bound for any e erasures. The proof for the lower bound and the rebuilding algorithm are described in [19] .
