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ON COLLABORATIVE COMPRESSIVE SENSING SYSTEMS:
THE FRAMEWORK, DESIGN AND ALGORITHM∗
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Abstract. Based on the maximum likelihood estimation principle, we derive a collaborative estimation framework that fuses
several different estimators and yields a better estimate. Applying it to compressive sensing (CS), we propose a collaborative
CS (CCS) scheme consisting of a bank of K CS systems that share the same sensing matrix but have different sparsifying
dictionaries. This CCS system is expected to yield better performance than each individual CS system, while requiring the
same time as that needed for each individual CS system when a parallel computing strategy is used. We then provide an
approach to designing optimal CCS systems by utilizing a measure that involves both the sensing matrix and dictionaries and
hence allows us to simultaneously optimize the sensing matrix and all the K dictionaries. An alternating minimization-based
algorithm is derived for solving the corresponding optimal design problem. With a rigorous convergence analysis, we show
that the proposed algorithm is convergent. Experiments are carried out to confirm the theoretical results and show that the
proposed CCS system yields significant improvements over the existing CS systems in terms of the signal recovery accuracy.
Key words. Collaborative compressive sensing, dictionary learning, image compression, sensing matrix design
AMS subject classifications. 62H35, 68P30, 68U10, 94A08
1. Introduction. Compressive (or compressed) sensing (CS), aiming to sample signals beyond Shannon-
Nyquist limit [16, 17, 19, 24], is a mathematical framework that efficiently compresses a signal vector x ∈ <N
by a measurement vector y ∈ <M of the form
y = Φx,(1)
where Φ ∈ <M×N (M  N) is a carefully chosen sensing matrix capturing the information contained in the
signal vector x.
As M  N , we have to exploit additional constraints or structures on the signal vector x in order to
recover it from the measurement y and sparsity is such a structure. In CS, it is assumed that the original
signal x can be expressed as a linear combination of few elements/atoms from a l2-normalized set {ψ`}, i.e.,
||ψ`||2 = 1, ∀ `:
x =
L∑
`=1
ψ`s` = Ψs,(2)
where Ψ :=
[
ψ1 ψ2 · · · ψL
] ∈ <N×L is called the dictionary and the entries of s ∈ <L are referred to
as coefficients. x is said to be κ-sparse in Ψ if ‖s‖0 = κ, where ‖s‖0 is the number of non-zero elements of
the vector s. Under the framework of CS, the original signal x can be recovered from x = Ψŝ with ŝ the
solution of the following problem when the sparsity level κ is small:
ŝ := argmin
s
||y −As||22 s.t. ‖s‖0 ≤ κ,(3)
where A := ΦΨ is called the equivalent dictionary. A CS system is referred to equations (1) and (2)
plus an algorithm used to solve (3) and its ultimate goal is to reconstruct the original signal x from the
low-dimensional measurement y. The latter depends strongly on the properties of Ψ and Φ.
In general, the choice of dictionary Ψ depends on the signal model. Based on whether the dictionary is
given in a closed form or learned from data, the previous works on designing dictionary can be roughly clas-
sified into two categories. In the first one, one attempts to concisely capture the structure contained in the
signals of interest by a well-designed dictionary, like the wavelet dictionary [39] for piecewise regular signals,
the Fourier matrix for frequency-sparse signals, and a multiband modulated Discrete Prolate Spheroidal
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Sequences (DPSS’s) dictionary for sampled multiband signals [61]. The second category is to learn the dic-
tionary in an adaptive way to sparsely represent a set of representative signals (called training data). Typical
algorithms for solving this sparsifying dictionary learning problem include the method of optimal directions
(MOD) [30], K-singular value decompostion (K-SVD) [3] based algorithms, and the method for designing in-
coherent sparsifying dictionary [35]. Peyre [44] considered designing signal-adapted orthogonal dictionaries,
where the dictionaries are considered to be tree-structured in order to avoid the intractability involved in the
optimization problem and lead to fast algorithms for solving the problem. Learning a sparsifying dictionary
has proved to be extremely useful and has achieved state-of-the-art performance in many signal and image
processing applications, like image denoising, impainting, deblurring and compression [2, 28].
To recover the signal x from its low dimensional measurement y, another important factor in a CS
system is to select an appropriate sensing matrix Φ that preserves the useful information contained in x.
It has been shown that a sparse signal x can be exactly reconstructed from its measurement y with greedy
algorithms such as those orthogonal matching pursuit (OMP)-based ones [13, 40, 42, 49, 52] or methods
based on convex optimization [16, 21, 25], if the equivalent dictionary A = ΦΨ satisfies the restricted
isometry property (RIP) [10, 16, 17], or the sensing matrix Φ satisfies the so-called Ψ-RIP [18]. However,
despite the fact that a random matrix A (or Φ) with a specific distribution satisfies the RIP (or Ψ-RIP)
with high probability [10], it is hard to certify the RIP (or Ψ-RIP) for a given sensing matrix that is utilized
in practical applications [7]. Thus, Elad [27] proposed to design a sensing matrix via minimizing the mutual
coherence, another property of the equivalent dictionary that is more tractable and much easier to verify.
Since then, it has led to a class of approaches for designing CS systems [1, 6, 26, 31, 37, 55, 57]. When the
signal is not exactly sparse, which is true for most natural signals such as image signals even with a learned
dictionary, it is observed that the sensing matrix obtained via only minimizing the mutual coherence yields
poor performance. Recently, a modified approach to designing sensing matrix was proposed in [34], where
a measure that takes both the mutual coherence and the sparse representation errors into account is used,
and achieves state-of-the-art performance for image compression.
The ultimate objective of dictionary learning is to determine a Ψ ∈ <N×L such that the signals of
interest (like image patches extracted from natural images) can be well represented with a sparsity level κ
given. To that end, a large L is preferred as increasing L can enrich the components/atoms that are used
for sparse representation. One notes, however, that mutual coherence of Ψ, formally defined as
µ(Ψ) := max
i6=j
|ψTi ψj |
‖ψi‖2‖ψj‖2
with T and ψ` denoting respectively the transpose operator and the `-th column of matrix Ψ, satisfies [53]
(4)
√
L−N
N(L− 1) ≤ µ(Ψ) ≤ 1,
which implies that when L is very large, the dictionary Ψ will have large mutual coherence. Since the
equivalent dictionary A = ΦΨ, where Φ is of dimension M ×N with M  N , µ(A) gets in general larger
than µ(Ψ). Thus, increasing L may affect sparse signal recovery dramatically. Besides, a large scale training
data set is required in order to learn richer atoms (or features) and thus it needs a long time for the existing
algorithms to learn a dictionary, though it is not a big issue for off-line design.
These motivate us to develop an alternative CS framework that yields a high performance in terms of
reconstruction accuracy as if a high dimensional dictionary were used in the traditional CS framework (see
Fig. 1(a)), but gets rid of the drawbacks of a high dimensional dictionary as mentioned above. Our argument
here is that a signal within some class of interest can be well represented/approximated sparsely in different
dictionaries or frames. Given different training data, we can learn different dictionaries containing different
atoms or features for the signals of interest. Though these dictionaries perform differently one from another
for a signal to be represented, a fusion of these representations obtained with these dictionaries may be better
than any of the individual representations. As pointed out in [20], many natural signals of interest, e.g.,
images, video sequences, include several types of structures and can be well represented sparsely in various
frames simultaneously. Based on this observation, the authors of [20] proposed an approach for improving
signal reconstruction using the co-sparsity analysis model [41], where the analysis dictionary is designed
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based on a concatenation of (Parseval) frames that are used to impose the signal sparsity.
The main contributions of this paper are stated as follows:
• The first contribution is to derive a new framework named collaborative estimator (CE) based
on the maximum likelihood estimation (MLE) principle. Such a framework is actually a linear
transformation of K estimators used for estimating the same signals/parameters and is expected to
yield a better estimate than any individual estimators. It is shown that the optimal transformation
is determined by the covariance matrix of the estimation errors and the optimal CE outperforms
the best individual estimator when the estimation errors of the K estimators are uncorrelated;
• The second contribution regards application of the CE framework to CS, leading to a collaborative
CS (CCS) system, in which the set of individual estimators is specified by a bank of K traditional
CS systems that have an identical sensing matrix but different dictionaries of dimension N × L0.
See Fig. 1(b). More importantly, we provide an approach to simultaneously designing the sensing
matrix and sparsifying dictionaries for the proposed CCS system. Unlike [6, 26], where the sensing
matrix and the dictionary are designed independently (though the sensing matrix is involved when
the dictionary is updated), we use a measure that is a function of sensing matrix, dictionaries and
sparse coefficients and hence allows us to consider both the sensing matrix and dictionaries under
one and the same framework. By doing so, it is possible to enhance the system performance and to
come up with an algorithm with guaranteed convergence for the optimal CCS design;
• The third contribution is to provide an alternating minimization-based algorithm for optimal design
of the proposed CCS system, where updating the dictionaries is executed column by column with an
efficient algorithm, the sparse coding is performed using a proposed OMP-based procedure, and the
sensing matrix is updated analytically. It should be pointed out that the alternating minimization-
based approach has been popularly used in designing sensing matrix and sparsifying dictionary
[3, 26, 27, 37, 34], in which the convergence of the algorithms is usually neither ensured nor seriously
considered. As one of the important results in this paper, a rigorous convergence analysis is provided
and the proposed algorithm is ensured to be convergent;
• Finally, we provide a convergence guarantee of the OMP algorithm [49] solving the sparse recovery
problem (3) without posing any condition on the linear system. In particular, we show that the OMP
algorithm always generates a stationary point of the objective function for (3), which is expected
to be useful for convergence analysis of other OMP-based algorithms for sensing matrix design and
dictionary learning [3, 26, 36].
It should be pointed out that there exist some related works reported. Multimeasurement vector (MMV)
problems considering the estimation of jointly sparse signals under the distributed CS (DCS) framework [11]
have been studied in [56, 58]. The proposed CCS differs from DCS in that the former only involves one
measurement vector and aims to improve the performace of the classical CS performance by using multiple
dictionaries, while the latter involves a number of measurement vectors observed for a set of sparse signals
sharing common supports which are exploited to yield better performane than the classical approach that
individually and independently solves the sparse recovry problem for each signal. Elad and Yavneh [29]
investigated the problem of detecting the clean signal x from the measurement y = x + v, where x = Ψs
with s the sparse representation in dictionary Ψ, and demonstrated with experiments that using a set of
sparse representations {si} generated by randomizing the OMP algorithm, a more accurate estimate of x
can be obtained by fusing {si} with a plain averaging strategy which, as to be seen, corresponds to a special
case of the fusion model we derive. Recently, the same structure of the CCS was proposed independently by
Wijewardhana et al. in [54], where the same plain averaging model was used with the set of sparse vectors
{si} jointly obtained using a customized interior-point method and the performance improvement was exper-
imentally demonstrated in the context of signal reconstruction from compressive samples. Besides deriving
a more general fusion model, we consider the joint optimal design of the K CS systems in the context of
the performance of the overall CCS system and develop an algorithm with guaranteed convergence for it.
We will discuss further the differences and similarities between our proposed CCS and these related works
in Section 2.2 when we present our CCS system.
Notations: Throughout this paper, finite-dimensional vectors and matrices are indicated by bold charac-
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ters. The symbols I and 0 respectively represent the identity and zero matrices with appropriate sizes. In
particular, IN denotes the N × N identity matrix. UN :=
{
h ∈ <N : ‖h‖2 = 1
}
is the unit sphere. Also,
OM,N := {R ∈ <M×N : RRT = IM} with M ≤ N - a set of matrices called orthogonal projectors in CS
literature, and when M = N , ON,N is simply denoted as ON . For any natural number N , we let [N ] denote
the set {1, 2, ..., N}. Let Sk be a set of samples for variable zk for k ∈ [K] and S1 × S2 · · · × SK denote
the set consisting of joint variables (z1, z2, · · · , zK). In particular, SK0 represents the set S0 × S0 · · · × S0
when Sk = S0, ∀ k. We adopt MATLAB notations for matrix indexing; that is, for a matrix Q, its (i, j)-th
element is denoted by Q(i, j), its i-th row (or column) is denoted by Q(i, :) (or Q(:, i)). When it is clear
from the context, we also use qi, qi,j to denote the i-th column and (i, j)-th element of Q. Similarly, we use
qi or q(i) to denote the i-th element of the vector q ∈ <N .
The outline of this paper is given as follows. In Section 2, a collaborative estimation framework is derived
based on the MLE principle and then applied to compressed sensing, resulting in a collaborative CS system
that fuses a set of individual CS systems for achieving high precision of signal reconstruction. Section 3
is devoted to designing optimal CCS systems. Such a problem is formulated based on the idea of learning
the sensing matrix and the sparsifying dictionaries simultaneously. An algorithm is derived for solving the
proposed optimal CCS system design in Section 4. Section 5 is devoted to performance analysis, including
implementation complexity of the proposed CCS and convergence analysis for the proposed algorithm for
optimal CCS design. To demonstrate the performance of the proposed CCS systems, experiments are carried
out in Section 6. The paper is concluded in Section 7.
2. A Collaborative Estimation-based CS Framework. Let us consider a set of estimators, all
used for estimating the identical signal x ∈ <N×1. Assume that the output of the i-th estimator is given by
(5) xi = x+ ei, i = 1, . . . ,K,
where ei is the estimation error of the ith estimator. How to fuse the set of estimates {xi} to obtain a better
estimate x̂ = f(x1, . . . ,xK) has been an interesting topic in estimation theory [32]. In the next subsection,
we will derive such a fusion based on the maximum likelihood estimation principle.
2.1. MLE-based collaborative estimators. Denote
(6) e¯T :=
[
eT1 · · · eTi · · · eTK
]
, x¯T :=
[
xT1 · · · xTi · · · xTK
]
.
Lemma 2.1 presented below yields an optimal estimate of x with x¯.
Lemma 2.1. Let {ei} be the set of the estimation errors defined in (5). Under the assumption that e¯
defined in (6) obeys a normal distribution N (0,Γ), the best estimate x̂ of x, which can be achieved in the
MLE sense with the observations {xi} in (5), is given by
x̂ = (¯IT Γ−1I¯)−1I¯T Γ−1x¯ := Ωx¯ =
K∑
i=1
Ωixi,(7)
where x¯ defined in (6), I¯ :=
[
IN · · · IN · · · IN
]T ∈ <NK×N , Ω = [ Ω1 · · · Ωi · · · ΩK ] with
Ωi ∈ <N×N , ∀ i. Consequently,
E[‖x̂− x‖22] = trace[ΩΓΩT ],(8)
where E[·] and trace[·] denote the mathematical expectation and the trace operation, respectively.
Proof of Lemma 2.1. Under the assumptions made in this lemma, the probability density function (PDF)
of e¯ is given by
(9) fe¯(ξ) =
e(−
1
2ξ
T Γ−1ξ)√
2pi|Γ| ,
where | · | represents the determinant of a matrix. According to the MLE principle [32], the best estimate x̂
of the ideal signal x using the measurements x¯ is the one that maximizes the likelihood function in x, that
is fe¯(ξ) with ξ = x¯− I¯x. Note that Γ has nothing to do with x. The best estimate x̂ is the solution leading
the derivative of 12ξ
T Γ−1ξ w.r.t. x to zero. Thus, −I¯T Γ−1ξ = 0, which leads to (7) directly.
As to the second part of the lemma, (8) follows directly from the fact x = (¯IT Γ−1I¯)−1(¯IT Γ−1I¯)x = ΩI¯x
and (7) with x¯ = I¯x+ e¯.
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The estimator given by (7) is called a collaborative estimator of x that fuses K individual estimators
of the same x. One notes that under the MLE principle, the collaborative estimate (7) is actually a linear
transformation of the observations {xi}. Such a transformation Ω is determined by the covariance matrix
Γ of the estimation errors e¯ of the K individual estimators.
Denote G := Γ−1 = {Gij} with Gij ∈ <N×N , ∀ i, j = 1, · · · ,K. Then, Ω can be specified in terms of
{Gij} via
(10) Ωi =
 ∑
k,l∈[K]
Gkl
−1 K∑
k=1
Gki, ∀ i.
Clearly, we have
∑K
i=1 Ωi = IN . Generally speaking, Ωi is fully parametrized with non-zero elements.
Depending on Γ, Ωi can have different structures, among which there are two interesting models of low
implementation complexity:
• Ωi = diag(ri1, · · · , rin, · · · , riN ) := Di, ∀ i. (7) becomes
x̂ =
K∑
i=1
Dixi.(11)
• Ωi = ωiIN , ∀ i. Consequently, the collaborative estimator is of form
x̂ =
K∑
i=1
ωixi,(12)
which implies that the collaborative estimate is just a linear combination of the observations.
Remark 2.1:
• (7) yields the optimal estimate with the observations collected from the individual estimators no
matter these estimation errors are correlated or not. Though it is difficult to see relationship between
the performance of the collaborative estimator and that of each individual estimator from (8),
extensive experiments showed that the former is much better than the latter. See the experiments
results in Section 6;
• (11) and (12) are special cases of (7), corresponding to different circumstances of the estimation
errors {ei} generated by the K estimators. Though these two models are not necessarily for the sit-
uations in which these errors are statistically independent/uncorrelated, very interesting properties
of the collaborative estimators can be obtained when the errors are statistically independent, which
give us some insights on the perspectives of the collaborative estimation.
When {ei} are all statistically independent, Γ = diag(Γ1, · · · ,Γi, · · · ,ΓK) and hence
Ωi =
(
K∑
k=1
Γ−1k
)−1
Γ−1i(13)
and (8) yields
(14) E[‖x̂− x‖22] =
K∑
`=1
trace[Ω`Γ`Ω
T
` ] = trace
( K∑
`=1
Γ−1`
)−1 .
Furthermore, when Γi = diag(γ
(i)
1 , · · · , γ(i)n , · · · , γ(i)N ) := Γ(i)d , ∀ i, (13) suggests that Ωi is also diagonal.
This means that the corresponding collaborative estimator follows model (11) and particularly, when Γi =
2i IN , ∀ i, the corresponding collaborative estimator actually obeys model (12) with the weighting factors
given by
(15) ωi = 
−2
i /
K∑
`=1
−2` , ∀ i
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and
(16) E[‖x̂− x‖22] =
K∑
`=1
ω2`E[‖x` − x‖22] =
N∑K
`=1 
−2
`
.
Remark 2.2:
• First of all, as the weighting factors {Ωi} and {ωi}, given in (13) and (15), respectively, are decreasing
with K, it is expected that the performance of these collaborators gets improved with the number
of estimators increasing. This claim is supported by (14) and (16). Furthermore, assume without
loss of generality that the first estimator is the best among the K estimators. It follows from (14)
that
E[‖x̂− x‖22] = trace
Γ1(IN + K∑
`=2
Γ
1/2
1 Γ
−1
` Γ
1/2
1
)−1 ≤ trace [Γ1] = E[‖x1 − x‖22]] ,
where Γ
1/2
1 denotes a (symmetric) square root matrix of Γ1, that is Γ1 = Γ
1/2
1 Γ
1/2
1 . The above
equation implies that the variance of estimation error by the collaborative estimator is smaller than
that by the best one of the K individual estimators and that it deceases with the number K of the
individual estimators in fusion.
• Based on (7) that is derived under some specific conditions, we can propose different models for
practical problems, in which we usually do not have much statistical priori information of the signals
and have other issues such as implementation complexity to be considered. (11) and (12) are two of
such models. As to be seen in Section 6, with a set-up, in which the estimation errors are correlated,
that is the covariance matrix Γ is not block-diagonal, we set the general model (7) and the simplified
model (12) according to (13) and ωi =
1
K , ∀ i, respectively, both are not optimal for this case. It
is observed that these two collaborative estimators still outperform significantly all the individual
estimators, though yielding a performance not as good as the optimal collaborative estimator whose
transformation Ω is set using (10) with the true covariance matrix Γ.
2.2. Collaborative compressed sensing. As known, the ultimate goal of a CS system (Φ,Ψ) is
to reconstruct or estimate the original signal x from its compressed counterpart y. Fig. 1(a) depicts the
block-diagram of such a system with image compression.
Specifying the K estimators with a bank of K CS systems {(Φ,Ψi)}, we obtain a CS-based collaborative
estimator which is shown in Fig. 1(b). Such a system is named collaborative compressive sensing (CCS) in
the sequel.
For the same measurement y – the compressed version of x via (1) – the estimate xi of x given by the
i-th CS system (Φ,Ψi) is
1
(17) xi = Ψiŝi, ∀ i,
where Ψi ∈ <N×L0 , ∀ i are designed using different training samples and the sparse coefficient vector ŝi
is obtained using a reconstruction scheme, say (3), with the measurement y and the equivalent dictionary
Ai = ΦΨi.
Combining (7) and (17) yields
x̂ = Ωdiag(Ψ1, · · · ,Ψi, · · · ,ΨK)

ŝ1
...
ŝi
...
ŝK
 := Ψcsc,
1Here, the reconstruction error ei = xi − x depends mainly on the CS system (Φ,Ψi) as well as the algorithm used for
signal recovery and is assumed to be statistically independent of the signal x. A learning strategy may be applied for more
complicated situations.
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(a)
(b)
Figure 1. Illustration of (a) the classical CS system, and (b) the proposed collaborative CS system for patch-based image
compression. Here, x represents one patch of the image.
which can be viewed as a linear sparse approximation of x using a larger dictionary Ψc, having KL0 atoms,
with a sparsity level of κK. A signal x can be represented in many different ways. In fact, in the proposed
CCS system x is κ-sparsely represented in each of K different dictionaries and the collaborative estimator
(7) is equivalent to a representation in a high dimensional dictionary Ψc ∈ <N×KL0 and a constrained block
sparse coefficient vector sc. It is due to this equivalent high dimensional dictionary that enriches the signal
representation ability and hence makes the proposed CCS scheme yield an improved performance.
As discussed in Section 2.1, the choice of Ω depends on the statistical information of the errors cor-
responding to the estimate xi. As illustrated in Section 6, when the prior information of the statistical
information of the estimation errors is not available, a practical strategy is to take the average of all the
estimates available. This coincides with the fusion strategy used in [29] and [54].
Remark 2.3:
• In [29], the authors consider estimating the clean signal x from the measurement y of form y = x+v,
where v is assumed to be zero mean independent and identically distributed (i.i.d.) Gaussian and
x is sparse in a given dictionary Ψ: x = Ψs. With a set of sparse representations {si} generated
by a randomized OMP algorithm, which is intended to solve the minimization of ||y −Ψs˜||22 under
the sparsity constraint imposed on s˜, an estimator for x was proposed by fusing {si} with a plain
averaging, which is equivalent to
x̂ =
1
K
K∑
i=1
xi,(18)
where xi = Ψsi = x+ Ψ(si − s) := x+ ei, ∀ i. Clearly, the above fusion is the same as (12) with
ωi =
1
K , ∀ i. Experiments in [29] showed that such obtained x̂ outperforms the maximum a poste-
riori probability (MAP) estimator. In this case, there is nothing to ensure that the corresponding
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estimation errors {ei} are uncorrelated, which is one of the condition assumed when (18) is derived
under the MLE principle;
• A practical model is usually derived with some ideal conditions assumed. This is the case of the
fusion model (18). Experiments have shown that such a model works very well in some circumstances
[29], [54]. The analysis in [29] and the one provided in Section 2.1 can be served as complementary
to each other for studying the theoretical foundation of such a model;
• The same CCS scheme was independently proposed in [54], in which the plain averaging fusion (18)
is adopted and the sensing matrix as well as the dictionaries are assumed to be given, and the focus is
to derive a customized interior-point method to jointly obtain the set of sparse vectors {si}. Instead
of using fixed dictionaries and random sensing matrix, these elements are simultaneously optimized
in our proposed CCS and hence the performance of the system is enhanced. This will be discussed
in next section.
3. Design of Optimal CCS Systems. In the classical dictionary learning, the sparsifying dictionary is
designed using a collection of available signal samples. For example, in image application the signal samples,
called training samples, are collected from a set of patch-based vectors generated from some database (e.g.,
LabelMe [47]) that contains a huge number of different images taken a priori.
Traditionally, a CS system (Φ,Ψ) is designed with the sparsifying dictionary Ψ learned using the training
samples first and the sensing matrix Φ then determined based on the learned Ψ, where the two stages involve
different design criteria.
Let
X =
[
X1 · · · Xi · · · XK
] ∈ <N×J0K
be the data matrix of training samples with Xi ∈ <N×J0 , ∀ i. The problem we confront with is to learn Ψi
using Xi for i = 1, 2, · · · ,K and the same Φ shared by all the K dictionaries.
In this section, we provide an approach that allows us to optimize all Φ and {Ψi} jointly using the same
criterion.
3.1. Structure of sensing matrices. Before formulating the optimal CCS design problem, let us
consider an alternative reconstruction scheme to (3). A class of structures for sensing matrices is then
derived under such a scheme.
Consider a CS system (Φ,Ψ) and that the original signal x is given by the following more general signal
model than (2):
(19) x = Ψs+ e,
where e is the sparse representation noise (a.k.a signal noise). The measurement y = Φx is then of form
y = As+ v,
where v := y −As = Φe and A = ΦΨ is the equivalent dictionary of the CS system.
Suppose e is of normal distribution with a zero-mean and
E[eeT ] = σ2eIN .
Then, v has the multivariate normal distribution with N (0, σ2eΦΦT ), that is its PDF fv(ξ) is given by (9),
where Γ = σ2eΦΦ
T and the sensing matrix Φ is assumed of full row rank. As understood, according to the
MLE principle along with the sparsity assumption on s, the best estimate ŝ of the sparse coefficient vector
s that can be achieved with the given CS system and the measurement y is the one that maximizes the
likelihood function in s, that is fv(ξ) with ξ = y −As. This leads to
ŝ := argmin
s
‖(ΦΦT )−1/2(y −As)‖22,
s.t. ‖s‖0 ≤ κ.
(20)
(20) is referred to as pre-conditioned reconstruction scheme (PRS) [36], which is different from the traditional
scheme (3).
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Note that the objective function in (20) can be rewritten as
(21) ‖(ΦΦT )−1/2(y −As)‖22 = ‖y −ΦΨs‖22,
where Φ := (ΦΦT )−1/2Φ and y := (ΦΦT )−1/2y = Φ¯x.
Now, we present some results regarding the RIP properties of the CS systems (Φ,Ψ) and (Φ¯,Ψ) under
the assumption that they utilize the classical reconstruction scheme (3) for signal recovery.
A matrix Q is said to satisfy the RIP of order κ if there exists a constant γ ∈ (0, 1) such that
(22)
√
1− γ ≤ ‖Qs‖2‖s‖2 ≤
√
1 + γ
for all ‖s‖0 ≤ κ. It is shown in [22, Lemma 4.1] that the matrix Φ satisfies the RIP if so does the sensing
matrix Φ. A generalization of the RIP is Ψ-RIP [18]: a matrix Φ is said to be Ψ-RIP of order κ if there
exists a constant δ ∈ (0, 1) such that
(23)
√
1− δ ≤ ‖ΦΨs‖2‖Ψs‖2 ≤
√
1 + δ
holds for all s with ‖s‖0 ≤ κ. We have the following interesting results.
Lemma 3.1. Let (Φ,Ψ) be a CS system. Suppose that Ψ satisfies the RIP of order κ with constant
γ ∈ (0, 1) and that Φ ∈ <M×N satisfies the Ψ-RIP of order κ with constant δ < 1 and x = Ψs with
‖s‖0 ≤ κ. Denote Φ = (ΦΦT )−1/2Φ, A = ΦΨ and A = ΦΨ. Then,
(24)
√
(1− δ)(1− γ) ≤ ‖As‖2‖s‖2 ≤
√
(1 + δ)(1 + γ),
and
(25)
√
(1− δ)(1− γ)
pimax(Φ)
≤ ‖As‖2‖s‖2 ≤
√
(1 + δ)(1 + γ)
pimin(Φ)
,
where pimax(Φ) and pimin(Φ) denotes the largest and smallest nonzero singular values of Φ respectively.
Proof of Lemma 3.1. Since Ψ is RIP, (22) holds with Q = Ψ, which combined with (23) results in (24)
in a straightforward fasion.
Let Φ = T−1Φ for any non-singular matrix T . Then, Φ = TΦ. It follows from matrix analysis that
‖Φx‖2 ≤ ‖T−1‖2 ‖Φx‖2, ‖Φx‖2 ≤ ‖T ‖2 ‖Φx‖2,
which implies ‖T ‖−12 ‖Φx‖2 ≤ ‖Φx‖2 ≤ ‖T−1‖2‖Φx‖2. With T = (ΦΦT )1/2 and Φ satisfying Ψ-RIP, we
have
(26)
√
1− δ
pimax(Φ)
≤ ‖Φx‖2‖x‖2 ≤
√
1 + δ
pimin(Φ)
.
Thus (25) follows from (26) and (24). This completes the proof.
Remark 3.1:
• It was shown in [18] that a random matrix Φ with a specific distribution satisfies (23) with high
probability. The 2nd part of Lemma 3.1 implies that the equivalent dictionaries A and A have RIP
of order κ if so is the dictionary Ψ;
• Both (24) and (25) imply that Φ severs as an isometric operator similar to Φ for all κ-sparse signals,
but the constants on the left and right hand sides of them depend on the condition number of Φ.
Specifically, for a given Ψ, Φ makes A achieve the tightest RIP constants if Φ is a tight frame. 2
2We say Φ ∈ <M×N a frame of <M if there are positive constants c1 and c2 such that 0 < c1 ≤ c2 < ∞ and for any
y ∈ <M , c1‖y‖22 ≤ ‖ΦT y‖22 ≤ c2‖y‖22. A frame is a c-tight frame if c1 = c2 = c, which implies ΦΦT = cIM . A unit tight
frame corresponds to c = 1.
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Let (Φ,Ψ) be any CS system and (Φ,Ψ) be the CS system, where the sensing matrix Φ = (ΦΦT )−1/2Φ.
It is interesting to note that for the same original signal x = Φs, both (Φ,Ψ) with y = Φx and (Φ,Ψ) with
y¯ = Φ¯x yield exactly the same estimate of s under the PRS (20). In this sense, designing (Φ,Ψ) is totally
equivalent to designing (Φ,Ψ) of a structure Φ = (ΦΦT )−1/2Φ. Furthermore, note that for any full row
rank matrix Φ
ΦΦ
T
= (ΦΦT )−1/2ΦΦT (ΦΦT )−1/2 = IM .
Therefore, one concludes that under the PRS (20), designing a CS system (Φ,Ψ) with the sensing matrix
Φ searched within the set of full row rank sensing matrices is totally equivalent to designing a CS system
(Φ,Ψ) with the sensing matrix Φ searched within the set of all unit tight frames, that is 3
(27) Φ ∈ OM,N .
In the optimal CCS design problem to be formulated in the next subsection, the PRS (20) is assumed to
be used and hence the optimal sensing matrix Φ will be searched under the constraint (27). Note that the
unit tight frames have already been utilized for CS. In particular, it has been proved that when the sensing
matrix Φ is obtained by randomly selecting a number of rows from an orthonormal matrix, it satisfies the
RIP under certain condition [46]. A typical example is the random partial Fourier matrix [16]. Instead of
randomly selecting a number of rows from an orthonormal matrix, we attempt to learn the unit tight frame
adaptively to the training data.
3.2. Learning CCS systems - problem formulation. Our objective here is to jointly design the
sensing matrix and dictionaries for CCS systems with training samples X. To this end, a proper measure is
needed.
First of all, it follows from (19) that
(28) Xi = Ψ˜iS˜i +Ei,
where Ψ˜i is the underlying dictionary and ‖S˜i(:, j)‖0 ≤ κ. A widely utilized objective function for dictionary
learning is
(29) %1(Ψi,Si,Xi) := ‖Xi −ΨiSi‖2F ,
which represents the variance of the sparse representation error Ei, where ‖ · ‖F denotes the Frobenius
norm, and is utilized in state-of-the-art dictionary learning algorithms like the MOD [30] and the K-SVD [3].
Similarly, denote
(30) %2(Φ,Ψi,Si,Xi) := ‖Φ(Xi −ΨiSi)‖2F
as the variance of the projected signal noise ΦEi.
It follows from (28) that the measurements are of the form Yi = ΦXi = ΦΨ˜iS˜i + ΦEi. Thus besides
reducing the projected signal noise variance %2, the sensing matrix Φ is expected to sense most of the key
ingredients Ψ˜iS˜i. This can be done by choosing the sensing matrix Φ such that ‖ΦΨ˜iS˜i‖2F is maximized.
As ΦΦT = IM is assumed (see (27)), maximizing ‖ΦΨiSi‖2F in terms of Φ is equivalent to minimizing
(31) %3(Φ,Ψi,Si) := ‖(IN −ΦTΦ)ΨiSi‖2F .
Therefore, the following measure is proposed for each CS in the proposed CCS system:
%(Φ,Ψi,Si,Xi) := %1(Ψ,Si,Xi) + α%2(Φ,Ψi,Si,Xi) + β%3(Φ,Ψi,Si),(32)
where %1(.), %2(.) and %3(.) are the measures defined in (29) - (31), respectively, and α and β are the weighting
factors to balance the importance of the three terms.
3With Φ constrained by (27), Φ¯ = (ΦΦT )−1/2Φ = Φ. Therefore, Φ¯ will be no longer used in the sequel.
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The problem of designing optimal CCS systems is then formulated as
(Φ˜, {Ψ˜i, S˜i}) := argmin
Φ,{Ψi,Si}
K∑
i=1
%(Φ,Ψi,Si,Xi),
s.t. Φ ∈ OM,N , ‖Si‖∞ ≤ b, ‖Si(:, j)‖0 ≤ κ, Ψi(:, `) ∈ UN , ∀ i, j, `,
(33)
in which both the sensing matrix Φ and the bank of dictionaries {Ψi} are jointly optimized using the
identical measure. Here, ‖Si‖∞ denotes the largest (in absolute value) entries in Si and ‖Si‖∞ ≤ b defines
the set of stable solutions [8]. We can set b arbitraily large to make the set {Si : ‖Si‖∞ ≤ b} contain the
desired solutions for any practical application. We also note that such a constraint assists in the convergence
analysis in Section 5.2 since it results in well bounded solutions.
4. Algorithms for Designing Optimal CCS Systems. We now propose an algorithm based on
alternating minimization for solving (33). The basic idea is to construct a sequence {Φk, {Ψi,k}, {Si,k}}
such that {∑Ki=1 %(Φk,Ψi,k,Si,k,Xi)} is a decreasing sequence.
First of all, note that %(Φ,Ψi,Si,Xi) can be rewritten as
(34) %(Φ,Ψi,Si,Xi) = ‖C(Φ,Xi)−B(Φ)ΨiSi‖2F ,
where
(35) C(Φ,Xi) :=
 Xi√αΦXi
0
 , B(Φ) :=
 IN√αΦ√
β(IN −ΦTΦ)
 .
The proposed algorithm is then outlined in Algorithm 1.
Remark 4.1:
• The proximal terms ν1‖ΦTΦ − ΦTk−1Φk−1‖2F and ν2‖Ψ − Ψi,k−1‖2F in (36) and (37) are utilized
to improve the convergence of the alternating-minimization based algorithms [4]. Here the term
‖ΦTΦ − ΦTk−1Φk−1‖2F is slightly different than the classical choice which suggests to use ‖Φ −
Φk−1‖2F . As illustrated in Lemma 4.1, with this term ‖ΦTΦ−ΦTk−1Φk−1‖2F , we have a closed-form
solution to (36).
• As seen from the outline of Algorithm 1, all the dictionaries {Ψi} (and the coefficients {Si}) can
be updated concurrently. Thus, utilizing parallel computing strategy, it takes the same time to
design a CCS system as that to design a traditional CS system though such efficiency is not an issue
for off-line design.
The proposed Algorithm 1 consists of three minimization problems, specified by (36), (37) and (38),
respectively. In the remainder of this section, we will provide a solver to each problem, while the performance
analysis of the whole algorithm will be given in next section.
4.1. Updating sensing matrix and sparse representations. First of all, let us consider updating
the sensing matrix, that is to solve (36). The solution is given by the following lemma:
Lemma 4.1. Define G˜ :=
∑K
i=1G(Ψi,k−1,Si,k−1,Xi) + 2ν1Φ
T
k−1Φk−1, where
G(Ψ,S,X) := βΨS(ΨS)T − α(X −ΨS)(X −ΨS)T .(39)
Let G˜ = VG˜ΠV
T
G˜
be an eigen-decomposition (ED) of the N ×N symmetric G˜, where Π is diagonal and its
diagonal elements {pin} are assumed to satisfy pi1 ≥ pi2 ≥ · · · ≥ piN . Then the solution to (36) is given by4
(40) Φk = U
[
IM 0
]
V T
G˜
with U ∈ OM arbitrary.
4Note that to simplify the notations, we omit the subscript k in Ψi,k and Si,k.
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Algorithm 1 Design an optimal CCS system
Input: the training data {Xi}, the dimension of the projection space M , the number of atoms L0, the
number of iterations Nite, and the parameters ν1, ν2, ν3 and ν4.
Initialization: set initial dictionaries {Ψi,0}, say each dictionary can be chosen as a DCT matrix or randomly
selected from the data, initial sparse coefficient matrixs Si,0 by solving the sparse coding (i.e., minimizing
%1 given by (29) with Ψi = Ψi,0 ) for all i ∈ [K].
Begin k = 1, 2, · · · , Nite
• Update Φ with Ψi = Ψi,k−1,Si = Si,k−1,∀ i using the proximal method:
(36) Φk = argmin
Φ∈OM,N
K∑
i=1
%(Φ,Ψi,Si,Xi) + ν1‖ΦTΦ−ΦTk−1Φk−1‖2F ,
which, as to be seen, can be solved analytically using Lemma 4.1.
• Update Ψi with Φ = Φk,Si = Si,k−1,∀ i ∈ [K] using the proximal method:
(37) Ψi,k = argmin
Ψ(:,l)∈UN ,∀l
%(Φ,Ψ,Si,Xi) + ν2‖Ψ−Ψi,k−1‖2F .
An algorithm will be given later (see Algorithm 2) for solving such a problem.
• Update Si with Φ = Φk,Ψi = Ψi,k, ∀i: Note that (33) becomes
Si,k = argmin
S
%(Φ,Ψi,S,Xi), s.t. ‖S‖∞ ≤ b, ‖S(:, j)‖0 ≤ κ, ∀ j.(38)
As to be seen below, such a problem can be addressed using an OMP-based procedure that is
parametrized by two positive constants ν3 and ν4.
End
Output: Φ˜ = ΦNite and {Ψ˜i = Ψi,Nite}.
The proof is given in Appendix A.
We now consider (38). Under certain conditions (like the mutual coherence or the RIP) on B(Φk)Ψi,k,
the OMP algorithm is guaranteed to solve (38) exactly [23, 49] but these conditions are not always satisfied
as the iteration goes. Here, we propose a numerical procedure for updating {Si} that can ensure the cost
function of (38) decreasing. This is crucial to guarantee convergence of the proposed Algorithm 1.
Denote by Sκ,b the set of κ-sparse signals that has bounded energy:
(41) Sκ,b =
{
s ∈ <L0 : ‖s‖∞ ≤ b, ‖s‖0 ≤ κ
}
.
and PSJ0κ,b [S] as the orthogonal projection of S ∈ <
L0×J0 onto the set SJ0κ,b.5
Let S˜i,k denote the solution obtained by the OMP algorithm [40] and ζ(S˜i,k,Si,k−1) := %(Φk,Ψi,k,Si,k−1,Xi)−
%(Φk,Ψi,k, S˜i,k,Xi). Then, the sparse representations are updated with
(42) Si,k =
{
S˜i,k, if ζ(S˜i,k,Si,k−1) ≥ ν3‖Si,k−1 − S˜i,k‖2F & ‖S˜i,k‖∞ ≤ b,
PSJ0κ,b [Si,k−1 − ν4∇Si%(Φk,Ψi,k,Si,k−1,Xi)] , otherwise,
where ∇Zf denotes the gradient of function f w.r.t. variable Z.
The basic idea behind algorithm (42) is to ensure that Si,k makes the objective function decrease, that
is ζ(Si,k,Si,k−1) > 0, which is actually a standard requirement for minimization algorithms. As seen from
5The orthogonal projection PSJ0
κ,b
acts as keeping the largest (in absolute value) κ elements for each column of the input
matrix and then truncates the entries to ±b if they are larger (in absolute value) than b.
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(42), if the OMP solution can not meet such requirement the projected gradient descent algorithm [13] is
utilized to attack (38).6 A sufficient condition for the gradient descent algorithm to produce a Si,k that
yields a smaller objective value than the previous one is to choose ν4 such that [15]
(43) δ(S,S′) := ‖∇S%(Φ,Ψ,S,X)−∇S%(Φ,Ψ,S′,X)‖F < 1
ν4
‖S − S′‖F
for all Φ ∈ OM,N ,Ψ ∈ UL0N ,S,S′ ∈ SJ0κ,b. To obtain a further simpler guidance for ν4, we derive an upper
bound on the Lipschitz constant regarding the partial gradient ∇S%(Φ,Ψ,S,X). Towards that end, it
follows from (32) that
δ(S,S′) = 2
∥∥ΨT [I + αΦTΦ + β(I−ΦTΦ)]Ψ(S − S′)∥∥
F
,
which leads to
δ(S,S′) ≤ 2 ∥∥ΨT [I + αΦTΦ + β(I−ΦTΦ)]Ψ∥∥
2
‖S − S′‖F
≤ 2(1 + α+ β)∥∥ΨTΨ∥∥
2
‖S − S′‖F ≤ 2(1 + α+ β)L0 ‖S − S′‖F ,
(44)
where the second inequality utilizes the fact Φ ∈ OM,N and the last inequality follows because Ψ ∈ UL0N .
Thus, ν4 can be simply chosen as
(45) ν4 <
1
2(1 + α+ β)L0
:=
1
Lcs
.
Remark 4.2: Algorithm 1 is derived for addressing the optimal CCS problem (33). There are four
parameters ν1, ν2, ν3 and ν4 involved. As to be seen in Section 5, such an algorithm is ensured to be strictly
convergent with a setting, in which the first three can be chosen as arbitrary positive numbers and ν4 is set
according to (45). For a fixed ν4, it has been observed from simulations that picking small values for ν1, ν2
and ν3 assists in the convergence speed of the algorithm and when they are smaller than a certain value (say
10−4 as the case in our experiments), the effect of these parameters on the algorithm’s performance is not
significant. Furthermore, the choice for ν4, as the step-size of the gradient descent algorithm, is important
to ensure the convergence of the proposed Algorithm 1. Starting from Si,k−1, the optimal ν4, which results
in a Si,k that minimizes %(Φk,Ψi,k,S,Xi), depends on the cost function % and the previous point Si,k−1.
Such an optimal step-size is usually difficult to obtain and a practical strategy is to use line search methods
such as the backtracking line search to select an appropriate step-size [43]. Here we utilize a simple strategy
in (45) to choose an appropriate step-size which is enough to guarantee the decrease of the objective function
(see (75) in Appendix C) and hence the convergence of the proposed Algorithm 1, though it is not the
optimal one. Moreover, as seen from (45), this upper bound 1Lcs does not depend on the previous point
Si,k−1 and is just determined by the parameters L0 (the number of atoms in a dictionary Φi) and (α, β).
We know that α and β are the two weighting factors in the cost function % and they are basically determined
empirically. Some discussions on how to choose the two parameters are given in Section 6. Given enough
computational resources, using a linear search method to addaptively select a better step-size ν4 for each
iteration is expected to increase the convergence of Algorithm 1. We defer this to our future work.
4.2. An iterative algorithm for (37). We now provide an iterative algorithm for (37). It can be
shown with (34) that (37) consists of a set of constrained minimizations of form
(46) Ψ˜ = argmin
Ψ(;,`)∈UN ,∀ `
{f(Ψ) := ‖C −BΨS‖2F + ν2‖Ψ−Ψ′‖2F },
where C,B and S have nothing to do with Ψ.
The idea behind the algorithm can be explained as follows. Assume that the first ` − 1 columns of Ψ
have been updated. Rewrite the objective function as
f(Ψ) = ‖C −B
∑
j 6=`
ψjs
T
j −Bψ`sT` ‖2F + ν2‖Ψ−Ψ′‖2F .(47)
6In practical implementations, once the OMP solution can not meet such requirement (i.e., makes the objective function
decrease) for successive two times, one can directly utilize the projected gradient descent algorithm to attack (38) for all the
following iterations to reduce the computational complexity.
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Let E` := C −B
∑
j 6=`ψjs
T
j . Then minimizing f in terms of ψ` is equivalent to solving
(48) ψ˜` = argmin
ψ∈UN
‖E` −BψsT` ‖2F + ν2‖ψ −ψ′`‖2.
With some manipulations, it can be shown that the above objective function is equal to
ψT (sT` s`B
TB + ν2I)ψ − 2(sT` ET` B + ν2ψ′T` )ψ + ‖E`‖2F + ν2‖ψ′`‖2,
which implies (48) is equivalent to
(49) ψ˜` = argmin
ψ∈UN
{ψTD`ψ − 2dT` ψ},
where D` := ‖s`‖22BTB + ν2I is a positive semi-definite (PSD) matrix and d` := BTE`s` + ν2ψ′`.
As to be seen in the next subsection, the constrained least square problem (49) can be solved efficiently
using an algorithm, denoted as AlgCQP .
Based on the developments given above, we propose Algorithm 2 for addressing (37).
Algorithm 2 Update dictionary Ψi via solving (37)
Initialization: set C = C(Φk−1,Xi),B = B(Φk−1), S = Si,k, and Ψ = Ψi,k−1.
Begin ` = 1, 2, · · · , L0, update the `-th column of Ψ by
• Compute the overall representation error by
E` = C −B
∑
j 6=`
ψjs
T
j
and D` and d` as
D` = ‖s`‖22BTB + ν2I, d` = BTE`s` + ν2ψ`.
• Update the `-th column by solving (49) with AlgCQP and setting Ψ(:, `) = ψ˜`.
End
Output: Ψi,k = Ψ.
4.3. Algorithm AlgCQP . As seen, (49) requires to solve a set of constrained quadratic programmings
of form
(50) hopt := argmin
h∈UN
{ξ(h) := hTDh− 2dT h},
where D ∈ <N×N is a PSD matrix and d ∈ <N , both are not a function of h. Let D = UΣUT be an ED
of D where Σ is an N ×N diagonal matrix with diagonals ordered as σ1 ≥ · · ·σN ≥ 0, and U ∈ ON . Note
that when d = 0, (50) is equivalent to finding the smallest eigenvector of D and hence the solution to (50)
is h = U(:, N). Thus d 6= 0 is assumed in the sequel. Unlike the unconstrained one, due to the unit-norm
constraint, in general there is no closed-form solution to (50).
Denote the Lagrange function L(h, λ) of problem (50) as
L(h, λ) = ξ(h)− λ(hT h− 1).
Then, it follows from the Karush-Kuhn-Tucker (KKT) conditions that any solution to (50) should satisfy
∇hL(h, λ) = 2((D − λIN )h− d) = 0, hT h− 1 = 0.(51)
Note that the KKT condition in (51) is equivalent to
(Σ− λIN )h = d, hT h− 1 = 0,(52)
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where h = UT h and d = UT d.
With some manipulations, one can show that for any solution (h, λ) to (52), the objective function of
(50) is given by
(53) ξ(h) =
N∑
n=1
d
2
n
λ− σn + λ := ξ˜(λ)
for λ ∈ Sλ, where Sλ is the solution set of
(54) g(λ) := ‖h‖22 =
N∑
n=1
d
2
n
(σn − λ)2 = 1.
Therefore, the optimal λ that corresponds to the solution of (50) is given by
(55) λopt := argmin
λ∈Sλ
ξ˜(λ)
with which the solution of (50) can then be obtained from
(D − λoptIN )hopt = d.
Some properties of the set Sλ are summarized in the following theorem, which are given in [59].
Theorem 4.2. Let g(λ) be defined in (54) for all λ ∈ < such that λ 6= σ`,∀ ` unless d` = 0. Then
• g(λ) is convex on each of the interval (−∞, σN ), (σN , σN−1), . . ., (σ2, σ1), and (σ1,∞).
• there exist N solutions {λn} for g(λ) = 1 with 2 ≤ N ≤ 2N . Suppose λ1 > λ2 > · · · > λN . Then
λ1 := max
`
{
σ` ± d`
} ≤ λ1 ≤ λ1 := σN +
√√√√ N∑
`=1
d
2
`
and g(λ) is monotonically increasing within [λ1, λ1].
• ξ˜(λ) (defined in (53)) is increasing on λn:
(56) ξ˜(λ1) ≤ ξ˜(λ2) ≤ · · · ≤ ξ˜(λN ),
which implies λopt = λ1.
As guaranteed by (56), λopt = λ1. As g(λ) is monotonically increasing within [λ1, λ1], we can find λ1
easily via a standard algorithm, say a bi-section-based algorithm. For convenience, the whole procedure for
solving the unit-norm constrained quadratic programming (48) is denoted as AlgCQP .
Remark 4.3: Our proposed Algorithm 1 is based on the basic idea of alternating minimization that has
led to a class of iterative algorithms for designing sensing matrices and dictionaries. The key difference that
makes one algorithm different from another lies in the ways how the iterates are updated. It should be
pointed out that though the alternating minimization-based algorithms practically work well for nonconvex
problems, there is still lack of rigorous analysis for algorithm properties such as convergence. To the best of
our knowledge, a few of results on this issue have been reported [8, 50].
5. Performance Analysis. In this section, we will analyze the performance of the proposed CCS and
Algorithm 1 in terms of implementation complexity and convergence.
5.1. Implementation complexity. We first note that the collaborative CS system has an identical
compression stage as the classical CS system (as shown in Fig. 1). With respect to the signal recovery
stage, in the collaborative CS system the estimators {xi} are independent to each other and can be obtained
simultaneously by solving (17) in parallel. Therefore, with the parallel computing strategy, the time needed
for the collaborative CS system obtaining the estimates {xi} is similar to that for the classical CS system
with a single dictionary of size N × L0, but is cheaper than that for the classical CS system with a single
large dictionary of size N ×KL0.
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Once the estimates {xi} are computed, the rest procedure in the collaborative CS system is to implement
Ωx¯ as shown in (7) with Ω ∈ <N×KN , x¯ ∈ <KN×1. When Ω is fully-parameterized, the computation
complexity for computing Ωx¯ is O(KN2). When model (11) is used, where Ωi is diagonal for all i ∈ [K],
the computation complexity is O(KN). It is interesting to note that model (12) has the same computation
complexity as (11) in general but when ωi = 1/K,∀ i, the computation complexity is O(N) - the simplest
model.
We now discuss the complexity of Algorithm 1 for learning the CCS system. Recall that Φ ∈
<M×N ,Ψi ∈ <N×L0 and Xi ∈ <L×J0 . Our algorithm is an iterative method and in each iteration, there
are three main steps. They are sensing matrix updating which requires computing G˜ in Lemma 4.1 with
O(KNL0J0) operations and ED of G˜ with O(N
3) operations and the implementation complexity in total is
of order O(KNL0J0), dictionary updating which requires O(K(N + M)L
2
0J0) operations, and sparse cod-
ing which requires O(κ2K(L + N)J) operations. Thus, the total cost in running Algorithm 1 is of order
O(KNL20J0Niter) under the assumption of κ
2 ≤M ≤ N ≤ L0  J0.
We finally note that Algorithm 1 can be naturally performed with the parallel computing strategy as
all the dictionaries {Ψi} and the coefficients {Si} can be updated concurrently. We can also utilize similar
strategies proposed in [33, 45] for distributed dictionary learning to further reduce the computational time
by using more computational resources. We defer this to our future work.
5.2. Convergence analysis. To simplify the notations in the analysis, define
Ψ :=
[
Ψ1 · · · Ψi · · · ΨK
]
, S :=
[
S1 · · · Si · · · SK
]
.
Then, the objective function for the optimal CCS system design defined in (33) can be denoted as
(57) %(Φ,Ψ,S) :=
K∑
i=1
%(Φ,Ψi,Si,Xi),
where {Xi} are dropped as they are fixed during the learning process of the CCS system. Furthermore, define
a variable W := (Φ,Ψ,S). Clearly, running Algorithm 1, we will have a sequence {Wk} = {(Φk,Ψk,Sk)}
generated.
Roughly speaking, convergence analysis of Algorithm 1 is to study the behaviors of the sequences {Wk}
and {%(Φk,Ψk,Sk)}. In this subsection, we provide a rigorous convergence analysis for Algorithm 1 which
show that both sequences are convergent.
The indicator function IS(x) on set S is defined as
(58) IS(x) :=
{
0, if x ∈ S,
+∞, otherwise.
One of advantages in introducing such a function is to simplify the notations as with such a function, one
can write a constrained minimization as an unconstrained one.
First of all, we present an interesting result on the solution obtained using the OMP algorithm (see
Algorithm 3 in Appendix B) for the classic sparse coding (3). With the help of indicator function, (3) is
converted into the following unconstrained minimization.
(59) min
s
g(s) := ‖As− y‖22 + ISκ(s),
where Sκ :=
{
s ∈ <L0 : ‖s‖0 ≤ κ
}
.
Lemma 5.1. Let ŝ be an estimate of solution to (59), obtained using the OMP algorithm. Then, such ŝ
is a stationary point of g(s) defined in (59).
The proof is given in Appendix B.
This result is believed of importance for convergence analysis of OMP-based algorithms. In fact, it serves
as a crucial tool for proving Theorem 5.2 to be presented below.
Similarly, utilizing the indicator function, we define
(60) f(W ) := %(Φ,Ψ,S) + IOM,N (Φ) + IUL0KN
(Ψ) + ISKJ0κ,b
(S),
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where IS(x) = 0 if x ∈ S and ∞ otherwise for S = OM,N , UL0KN , and SKJ0κ,b defined in (41). Therefore,
the optimal CCS system design (33), which is a constrained minimization, is equivalent to the following
unconstrained problem
min
W
f(W ).
Before presenting our results, let us give the following remark. Let Wk = (Φk,Ψk,Sk) be output gen-
erated by our proposed Algorithm 1 at the kth iteration.
Remark 5.1: We note that as indicated by (40), U ∈ ON can be chosen arbitrarily7 when updating Φk.
We now exploit this degree of freedom to choose a U such that Φk is closest to Φk−1. In particular, instead
of choosing an arbitrary U , we let
(61) Φk = Uk
[
IM 0
]
V T
G˜
,
where V T
G˜
is the same as in (40) and Uk is the minimizer of
min
U∈OM
∥∥U [ IM 0 ]V TG˜ −Φk−1∥∥F .
Let
[
IM 0
]
V T
G˜
ΦTk−1 = PΣQ
T be an SVD of
[
IM 0
]
V T
G˜
ΦTk−1. Then, Uk = QP
T . In the sequel,
all Φk in the sequence {Wk} by Algorithm 1 are assumed to be given by (61).
Now, we can present the first set of our results in convergence analysis.
Theorem 5.2. (Sub-sequence convergence of Algorithm 1) Let {Wk} be the sequence generated by
Algorithm 1. Suppose that the four parameters in Algorithm 1 are chosen as: ν1 > 0, ν2 > 0, ν3 > 0,
and ν4 <
1
Lcs
with Lcs given in (45). Then, the sequence {Wk} possesses the following properties:
(i) There exists a constant c1 > 0 such that
8
(62) f(Wk−1)− f(Wk) ≥ c1‖Wk−1 −Wk‖2F ,
and {Wk} is regular, i.e.,
(63) lim
k→∞
‖Wk−1 −Wk‖F = 0.
(ii) For any convergent subsequence {Wkm}, its limit point W ? lies in OM,N×UL0KN ×SKJ0κ,b , is a stationary
point of f(W ), and satisfies
(64) f(W ?) = lim
km→∞
f(Wkm) = inf
k
f(Wk).
The proof of Theorem 5.2 is given in Appendix C.
As f(W ) ≥ 0, the first property of Theorem 5.2 implies that {f(Wk)} is convergent. In a nutshell, the
sub-sequence convergence property in Theorem 5.2 guarantees that the sequence generated by Algorithm 1
has at least one convergent subsequence whose limit point is a stationary point of f(W ). Is the generated
sequence {Wk} itself convergent?
Theorem 5.3. (Sequence convergence of Algorithm 1) With the same setup as in Theorem 5.2, the
generated sequence {Wk} converges to a stationary point of f(W ) defined in (60).
The proof of Theorem 5.3 is given in Appendix D.
The main idea for proving Theorem 5.3 is to utilize the geometrical properties of the objective function
f(W ) around its critical points, i.e., the so-called Kurdyka- Lojasiewicz (KL) inequality [14] (also see Ap-
pendix D), which has been widely used to show the convergence of the iterates sequence generated by the
7It can also be observed from (36) that any U ∈ OM yields the same objective value.
8For a variable W defined above, ‖W ‖2F := ‖Φ‖2F + ‖Ψ‖2F + ‖S‖2F .
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proximal alternating algorithms [4, 8, 14, 15, 60].
Remark 5.2:
• It has been an active research topic to develop alternating minimization-based algorithms that have
a guaranteed convergence (even to a stationary point rather than the global minimizer) [15]. A
sequence convergence guarantee was provided in [8] for a dictionary learning algorithm that use a
similar strategy as the 2nd expression in (42) but does not utilize the OMP algorithm for sparse
coding. We note that the OMP algorithm is widely utilized in dictionary learning algorithms [3, 30].
Though one can just utilize the 2nd expression in (42) for sparse coding and the corresponding
algorithm is also convergent, we observe from experiments that the algorithm utilizing OMP as in
(42) converges to a much better solution. Aside from this difference, the method for updating the
dictionary in Algorithm 1 is also different than the one in [8] since the corresponding problem
(37) in Algorithm 1 is more complicated. Finally, as we mentioned before, the proximal term
‖ΦTΦ−ΦTk−1Φk−1‖2F utilized in (36) is slightly different than the classical proximal method (utilized
in [4, 5, 8, 15]) which suggests to use ‖Φ − Φk−1‖2F . In [48], the authors showed that the global
minimum of complete (rather than overcomplete) dictionary learning is obtainable when the training
data is populated according to certain probabilistic distribution;
• Our strategy for simultaneously learning the sensing matrix and dictionary for a CS system differs
from the one in [26] in that we provide a unified and identical measure for jointly optimizing the
sensing matrix and dictionary. To the best of our knowledge, our Algorithm 1 is the first work
that deals with simultaneous learning of the sensing matrix and the dictionary with guaranteed
convergence;
• In the proof of Theorem 5.2, we establish an interesting result presented in Lemma 5.1 (in Ap-
pendix C), which states that without any condition imposed on B(Φk)Ψi,k, any solution obtained
using the OMP algorithm for (38) is a stationary point of the cost function. We believe this will
also be very useful to show the convergence of other algorithms for learning the sensing matrix and
the dictionary [3, 26, 36]. Finally, we point out that the formulated optimal CCS system design
is highly nonconvex and the proposed algorithm can not guarantee that the convergent point is
necessarily the global solution of problem. It remains an active research area to develop alternating
minimization-based numerical algorithms that are convergent and can yield a solution close to a
global one.
6. Experiments. In this section, we will present a series of experiments to examine the performance of
the MLE-based collaborative estimator, the proposed CCS scheme and approach to designing optimal CCS
systems.
6.1. Demonstration of the MLE-based collaborative estimator. In this section, we demon-
strate the performance of the MLE-based collaborative estimators derived in Section 2.1. We generate a
set of J = 1000 signal vectors {xj}Jj=1 where each xj ∈ <N (with N = 20) is obtained from a Gaus-
sian distribution of i.i.d. zero-mean and unit variance. For each xj , we generate K = 5 estimators
as yj,i = xj + ej,i, i = 1, · · · ,K, where e¯j =
[
eTj,1 · · · eTj,K
]T
obeys a normal distribution N (0,Γ).
Here Γ ∈ <NK×NK is a positive-definite (PD) matrix generated as Γ = σ2Γ1ΓT1 , where each element in
Γ1 ∈ <NK×NK is obtained from an i.i.d. normal distribution. Fig. 2(a) displays the correlation matrix
Γ = diag(γ
−1/2
1,1 , . . . , γ
−1/2
NK,NK)Γ diag(γ
−1/2
1,1 , . . . , γ
−1/2
NK,NK) (i.e., the normalized covariance matrix, which is
more appropriate to describe correlations between random variables), where γ
−1/2
l,l is the l-th diagonal entry
of Γ. As shown in Fig. 2(a), the noises {ej,i}Ki=1 are not statistically independent since the covariance matrix
Γ is not a block diagonal matrix.
We use Indi to denote the performance of the i-th estimator (i.e., the averaged energy of noise contained
in yj,i for all j ∈ [J ]). For convenience, we denote by Ind the best performance of the K estimators Indi for
i ∈ [K]. We now test three MLE-based collaborative estimators proposed in Section 2.1. In particular, we
use MLE1 to denote the one in (7), where Ωi is set with Γ using (10) for all i ∈ [K], yielding the optimal
CE, MLE2 to denote the one, where Ωi is obtained using (13) with Γi = Γ(i, i) for all i ∈ [K], and MLE3
to denote the one that simply averaging the K estimator, i.e., x̂j =
1
K
∑K
i=1 yj,i which is the one in (12)
by setting all the weights to 1K . Clearly, MLE2 and MLE3 are not optimal in this case. For convenience,
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we utilize MLE1i , MLE2i and MLE3i to denote the corresponding MLE-based collaborative estimators that
fuse the first i estimates.
We use the relative mean squared error (RMSE), denoted as σrmse, to measure the noise level and the
performance of the MLE-based collaborative estimators:
(65) σrmse :=
1
J
J∑
j=1
‖xj − x̂j‖2
‖xj‖2 .
Fig. 2(b) shows the RMSE of the MLE-based collaborative estimators when σ is varied from 0.001 to
0.1. Fig. 3 illustrates the RMSE of the three MLE-based collaborative estimators MLE1i , MLE2i and MLE3i
and the individual estimators Indi when σ = 0.1.
Remark 6.1:
• We observe from Fig. 2(b) and Fig. 3 that the MSE1, as expected, has the best performance among
the three MLE-based collaborative estimators, which coincides with Lemma 2.1;
• Fig. 3 shows that though not optimal, MLE2i and MLE3i have a much better performance than any
of the individual estimators. It is also observed that the performance of all the three collaborative
estimators is enhanced with the number of estimators increasing;
• It is of interest to see that MLE2i and MLE3i have very similar performance. This suggests that,
when the prior information of Γ is not available, the simple averaging strategy (i.e., take the mean
of all the possible individual estimates) is expected to be a good choice. We will demonstrate the
performance of this strategy for collaborative CS systems in the following sections with real images.
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Figure 2. (a) Illustration of the correlation matrix Γ; (b) RMSE σrmse of the MLE-based collaborative estimators. Here,
K = 5 and N = 20.
6.2. Demonstration of the collaborative CS scheme. In this section, we will demonstrate the
performance of the notion of collaborative CS scheme (as shown in Fig. 1) and compare it with that of
traditional ones.
Through the experiments for this part, we set the number of dictionaries K = 5. Each training data
Xi ∈ <N×J0 (i ∈ [K]) is obtained by 1) randomly extracting 15 non-overlapping patches (the dimension of
each patch is 8 × 8) from each of 400 images in the LabelMe [47] training data set, and 2) arranging each
patch of 8 × 8 as a vector of 64 × 1. Such a setting implies N = 64 and J0 = 15 × 400 = 6000. For each
training data set Xi, we apply the K-SVD algorithm to obtain a sparsifying dictionary ΨKSVDi ∈ <N×L0
with L0 = 100 and a given sparsity level κ = 4. We also apply the K-SVD algorithm for the entire training
data X =
[
X1 · · · Xi · · · XK
]
to obtain a sparsifying dictionary ΨKSVD ∈ <N×L with L = L0 and
Ψ
K˜SV D
∈ <N×L′ with L′ = 232 = 529 (such that L′ is greater than KL0 = 500). We then generate a
random M ×N sensing matrix Φ. The CS systems with (Φ,ΨKSVDi), (Φ,ΨKSVD) and (Φ,ΨK˜SV D) are
then respectively denoted by CSRdmi , CSRdm and CSR˜dm. For any image represented by matrixH, we apply
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Figure 3. RMSE σrmse of the MLE-based collaborative estimators. Here, K = 5 and N = 20.
CS system CSRdmi to compress it and use Hi to denote the output of each CS system. As demonstrated
in the last section, we take the average of each CS system for the collaborative CS system. That is, the
collaborative CS system (denoted by CCSRdm) has the output Ĥ =
1
K
∑K
i=1Hi. For convenience, we utilize
CCSRdmi to denote the collaborative CS system that fuses the estimates from the first i CS systems, i.e.,
with the output Ĥi =
1
i
∑i
m=1Hm. Clearly, Ĥ = ĤK .
The reconstruction accuracy is evaluated in terms of peak signal-to-noise ratio (PSNR), defined as
σpsnr := 10× log10
(
(2r − 1)2
σmse
)
,
where r = 8 bits per pixel and σmse for images H, Ĥ ∈ <N1×N2 (where Ĥ is an estimate of H) defined as
σmse :=
1
N1 ×N2 ‖H − Ĥ‖
2
F .
As illustrated in Fig. 1, the CS system first divides the input image into a number of non-overlapping
8 × 8 patches, and then compresses each patch. Once all the patches are recovered, we concatenate them
into an image. Fig. 4 shows the PSNR σpsnr of the CS systems CSRdmi and CCSRdmi when applied to the
image ‘Plane’. Table 1 provides σpsnr for the CS systems CSRdmi , CSRdm, CSR˜dm and CCSRdm tested with
the twelve images. We also examine the performance with the test data from LabelMe [47]: we randomly
extract 15 non-overlapping patches (the dimension of each patch is 8 × 8) from each of 400 images in the
LabelMe [47] test data set and arrange each patch of 8× 8 as a vector of 64× 1. Fig. 5 displays the visual
effects of image ‘Plane’ for the CS systems CSRdmi and CCSRdm.
Remark 6.2:
• It is observed from Fig. 4 that the performance of the CCS system gets improved with the number of
CS systems fused increasing. This coincides with that observed from the experiments just conducted
using synthetic data and the expectations induced from the theoretical results in Section 2.1;
• Table 1 also demonstrates the advantages of CCSRdm. It is of great interest to note that CCSRdm
has still much better performance than CSRdm whose dictionary is learned with the same size as
those used in fusion and all the training data X;
• It is interesting to note from Table 1 that CS
R˜dm
, though with a dictionary Ψ
K˜SV D
of dimen-
sion higher than KL0, even does not outperform CSRdm. This, as conjectured before and one of
the arguments for the proposed CCS framework, is due to the fact that the mutual coherence of
the dictionary Ψ and hence the equivalent one A gets higher when the dimension increases and
consequently, the signal reconstruction accuracy decreases.
The excellent performance of CCS system can also be explained as follows. The model (12) suggests
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Figure 4. PSNR σpsnr of CS systems and collaborative CS systems for image ‘Plane’.
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Figure 5. The original ’Plane’ and reconstructed images from their CS samples with M = 20 and κ = 4. (a) The original;
(b) CSRdm1 ; (c) CSRdm; (d) CCSRdm.
that for any patch x, the following holds
||x̂− x||22 = ||
K∑
i=1
ωi(xi − x)||22 ≤
∑K
i=1 ||xi − x||22
K
when setting ωi = 1/K, ∀ i. As each dictionary has limited capacity of representation, the corresponding
CS system may yield excellent performance for some of the patches (of the image), but very poor one for the
others. The inequality above implies that for any patch, the variance of the reconstructed one by the CCS
system is always smaller than the average of those by the K individual CS systems. As PSNR is evaluated
over all the patches, from a statistical point of view the PSNR of the proposed CCS scheme is better than
that of any single CS system.
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Table 1
Statistics of σpsnr(dB) for images processed with M = 20, N = 64, L0 = 100, κ = 4, and K = 5.
Baboon Boat Child Couple Crowd Elanie Finger Lake Lax Lena Man Plane Test data [47]
CSRdm1 22.11 26.79 31.03 26.90 27.51 29.45 23.38 25.83 22.49 29.65 27.36 27.91 27.17
CSRdm2 22.06 26.63 31.08 26.95 27.55 29.37 23.17 25.87 22.51 29.43 27.37 28.49 27.19
CSRdm3 22.03 26.73 31.04 26.98 27.45 29.28 23.45 25.81 22.50 29.59 27.28 28.24 27.25
CSRdm4 22.21 26.81 31.05 26.98 27.53 29.39 23.81 26.00 22.55 29.74 27.45 28.54 27.18
CSRdm5 22.10 26.67 31.10 26.92 27.59 29.56 23.51 25.92 22.54 29.61 27.41 28.02 27.12
CSRdm 22.39 27.24 31.70 27.51 28.31 29.78 24.31 26.46 22.77 30.32 27.89 29.22 27.78
CS
R˜dm
22.14 26.86 31.16 27.08 27.84 29.40 23.68 26.02 22.51 29.75 27.49 28.83 27.45
CCSRdm 23.78 28.86 33.45 29.09 30.04 31.10 26.48 28.07 24.14 31.93 29.41 30.89 29.38
6.3. Performance of the optimized collaborative CS systems. With the obtained training data
X, we now examine the performance of the CCS system with sensing matrix and dictionaries simultaneously
learned by solving (33) with9 α = 0.2, β = 1, ν1 = ν2 = ν3 = 10
−4, b = 10‖X‖∞ and ν4 = 13(α+β+1)L0 as
suggested by (45). We run the proposed Algorithm 1 with Nite = 30 iterations to solve (33). As (33) is
highly nonconvex, a suitable choice of initialization for Algorithm 1 may result in a better solution. We
utilize the DCT matrix as the initialization for each dictionary Ψi.
10 We then take the first M left singular
vectors of the dictionary as the initialization for the sensing matrix. We conducted the experiments with
several type of initializations (like the DCT matrix and the one by randomly selecting a number of training
signals for the initialization of the dictionary), and we observed the resulted CCS systems have very similar
performance. We defer the thorough investigation of the robustness to the initialization of Algorithm 1 to
future work.
In this section, this learned CCS system along with the plain averaging for fusion strategy is simply
denoted by CCS. Fig. 6(a) shows the convergence behavior of the objective function % as iteration k goes,
while Fig. 6(b) displays σpsnr(dB) for the test data from LabelMe [47] as iteration k goes. Here, σpsnr(k)
is computed with the test data that is processed using the CCS system obtained at the kth iteration of the
proposed algorithm. Note that we display Fig. 6(b) only to demonstrate the potential relationship between
the objective value % defied in (57) and the actual performance of the CCS system and that the test data is
not involved in the procedure of training the CCS system. We also show the iterates change ‖Wk−Wk−1‖2F
(recall thatWk = (Φk,Ψk,Sk)) as the iteration k goes in Fig. 6(c). In Figs. 6, we set the number of iterations
Nite = 50 to better illustrate the convergence of Algorithm 1. Finally, with the learned CCS system, we
display the normalized version Γ of the correlation matrix Γ estimated using the test data from LabelMe
[47]. In particular, let H ∈ <64×6000 denote the set of test data from LabelMe [47] and Ĥ1, . . . , ĤK be K
estimates of H with the learned CCS system. Then the covariance matrix Γ is estimated using the errors[
(H − Ĥ1)T · · · (H − ĤK)T
]T
. As seen from Fig. 7, the estimation errors {H−Ĥi}, each consisting of
sparse representation errors of image signals and these caused by the reconstruction algorithm, are generally
correlated to each other.
We now compare the CCS with other CS systems. The CS systems CSElad, CSClassic, CSTKK ,
CSLZY CB , and CSf are the ones with the learned dictionary ΨKSVD obtained using the K-SVD method
[3] and the sensing matrix Φ ∈ <M×N designed respectively via the methods in [27], [34], [37], [51], and
9 Though there is no systematic way to find the best α and β (which depend on specific applications and are also not
the main focus of this paper), we provide a rough guide to choose these parameters. With respect to α which weights the
importance of the projected signal noise, similar to what is suggested in [26], α < 1 is preferred since we need to highlight the
sparse representation error E. In terms of β, β > α is suggested since in dictionary learning for image processing, the sparse
representation error E is not very small and capturing most of the key information in ΨS is more important for a sensing
matrix.
10Similar to [3], we construct an overcomplete separable version of the DCT dictionary by sampling the cosine wave in
different frequencies as follows. Construct TDCT ∈ <
√
N×√L0 as TDCT (k, j) = cos
(
(k−1)(j−1)pi√
L0
)
,∀ j ∈ [√L0], ∀ k ∈ [
√
N ]
and normalize each of its column to unit norm to obtain TDCT . We then take Ψi,0 = TDCT ⊗TDCT , the Kronecker product
between TDCT and itself as the initial for each Ψi. Here, the Kronecker product between A ∈ <m×n and B ∈ <p×q results
in C ∈ <mp×nq with C(u, v) = A(i, j)B(k, l) for all u = p(i− 1) + k, v = q(j − 1) + l.
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[55], among which the first four methods are all based on minimizing the average coherence of the equivalent
dictionary, while the last one given in [34] designs the sensing matrix based on an alternative measure that
also takes the sparse representation error into account and hence leads to a more robust CS system than the
others. The CS system CSDCS is the one with the sensing matrix and dictionary that are simultaneously
designed with the training data X using the method11 in [26].
Table 2 provides the performance of these CS systems for the same twelve images and the test data
from LabelMe [47]. Fig. 8 displays the visual effects of image ‘Plane’ for these CS systems. Finally, we
list the time used for the algorithms to simultaneously learning the sensing matrix and the dictionary.12
The CPU time for learning the CCS system with Algorithm 1 is 565 seconds, while it takes 502 seconds
for learning CSDCS . As a comparison, the K-SVD algorithm spends 424 seconds to learn the dictionary
ΨKSVD. In other words, the other CS systems (like CSElad and CSClassic) that first learn the dictionary
(with the K-SVD algorithm) and then design the sensing matrix require at least 424 seconds. We note that
all the experiments are not conducted with the parallel computing strategy.
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Figure 6. Evolution of (a) the cost function %(Wk) where Wk = (Φk,Ψk,Sk), (b) the PSNR σpsnr(dB) for the test data
from LabelMe [47], and (c) the iterates change ‖Wk −Wk−1‖2F with K = 5.
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Figure 7. Illustration of the correlation matrix Γ obtained with the test data from LabelMe [47].
11We set the coupling factor in CSDCS to 0.5, which is suggested in [26].
12All of the experiments are carried out on a laptop with Intel(R) i5-3230 CPU @ 2.6GHz and RAM 8G.
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Table 2
Statistics of σpsnr(dB) for images processed with M = 20, N = 64, L0 = 100, κ = 4, and K = 5.
Baboon Boat Child Couple Crowd Elanie Finger Lake Lax Lena Man Plane Test data [47]
CSElad 12.11 16.55 25.38 19.40 22.67 14.51 20.94 14.98 10.86 21.52 18.68 23.69 16.57
CSClassic 9.39 13.78 22.79 16.69 20.27 11.83 18.91 12.26 8.11 18.78 15.88 21.26 12.87
CSTKK 11.93 16.31 25.03 19.02 22.28 14.32 20.39 14.60 10.68 21.19 18.34 23.32 14.85
CSLZY CB 8.15 12.54 21.64 15.52 19.22 10.73 17.98 11.08 6.90 17.67 14.82 20.11 12.19
CSDCS 25.35 30.39 34.74 30.58 31.45 32.62 27.39 29.59 25.74 33.38 30.87 32.50 30.39
CSf 24.85 30.04 34.70 30.16 31.46 32.18 27.44 29.42 25.27 33.01 30.61 32.45 30.19
CCS 26.25 31.57 36.42 31.92 33.31 33.36 29.98 31.07 26.44 34.73 32.03 34.18 32.32
CCS8 26.34 31.70 36.62 32.05 33.50 33.42 30.29 31.22 26.55 34.89 32.16 34.42 32.45
(a) (b)
(c) (d)
Figure 8. The reconstructed ’Plane’ images from their CS samples with M = 20 and κ = 4. (a) CSDCS ; (b) CSf ; (c)
CSetf ; (d) CCS.
Remark 6.3:
• Comparing Fig. 6(a) and Fig. 6(b), we observe that the PSNR increases when the objective function
decreases. We also observe from Fig. 6(c) that the change of iterates ‖Wk −Wk−1‖2F converges
(almost) to 0 after 50 iterations. These confirm the convergence analysis of the proposed Algo-
rithm 1 given in Section 5.2 and demonstrates that the objective function % is a good surrogate for
the performance of the CS systems in terms of reconstruction accuracy;
• It is observed from Tables 1 and 2 that the CS systems CSElad, CSClassic, CSTKK , and CSLZY CB
yield a performance even poorer than those that use a random sensing matrix. This is due to the
fact that the sensing matrices in the former are optimized with the assumption that the sparse
representation errors of signals are very small, which is not the case for images at all;
• As the sensing matrices used in CSf and CSDCS are optimized with the sparse representation error
taken into account, they perform much better than those using a random sensing matrix and even
better than the CCS system CSRdm in which the sensing matrix is randomized and all the dictionaries
are independently designed using the K-SVD algorithm;
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• The superiority of our optimized CCS system CCS is again demonstrated clearly. Compared with
CSRdm (see TABLE 1), it is basically 2.5 dB better in terms of σpsnr. This demonstrates clearly
the importance of the proposed joint optimization in designing CCS systems. Furthermore, the
optimized CCS system CCS yields a performance much better than CSf and CSDCS . The amount
of improvement can be further increased if the number of CS systems fused in the CCS system
increases. With the 5 × 6000 = 30, 000 samples in the obtained training data matrix X, a CCS
system with K = 8, denoted as CCS8, is also obtained and its performance is better than the
optimized CCS system CCS with K = 5 by a amount of 0.15 dB on average. See Table 2.
7. Conclusion. Based on the MLE principle, a collaborative estimation framework has been derived.
It is shown that by fusing several estimators the collaborative estimator yields a better an estimate than any
of the individual estimators when the estimation errors of these estimators are not very correlated. As an
application to CS, the CCS scheme has been raised and analyzed, which consists of a bank of K CS systems
that share the same sensing matrix. A measure has been proposed, which allows us to simultaneously optimize
the sensing matrix and all the K dictionaries. For solving the corresponding optimal CCS system problem, an
alternating minimization-based algorithm has been derived with guaranteed convergence. Experiments with
synthetic data and real images showed that the proposed optimized CCS systems outperform significantly
the traditional CS systems in terms of signal reconstruction accuracy.
In practice, the exact statistical properties can not be obtained. It is an interesting topic to investigate
how to learn a collaborative estimator. It is also of interest to develop distributed methods for efficiently
implementing the proposed algorithm [33, 45]. Developing alternating minimization-based algorithms with
guaranteed convergence is still an important topic in the circumstances, where non-convex optimizations
are confronted. The results achieved in the paper seem useful to this topic. Works in these directions are
on-going.
Acknowledgment. The authors would like to thank the reviewers for their detailed comments and
constructive suggestions that help us improve the quality of this paper.
Appendix A. Proof of Lemma 4.1.
Proof of Lemma 4.1. First of all, let %(Φ,Ψ,S,X) and G(Ψ,S,X) be the same as defined before in
(32) and (39), respectively. With Φ ∈ OM,N , that is ΦΦT = IM , it can be shown that
%(Φ,Ψ,S,X) = − trace[ΦTΦG(Ψ,S,X)] + ct,
where ct is independent of Φ. Thus, (36) is equivalent to
Φk = argmax
Φ∈OM,N
{
trace
[
ΦTΦ
(
K∑
i=1
G (Ψi,k−1,Si,k−1,Xi) + 2νΦTk−1Φk−1
)]
:= η
}
.
It then follows from the ED of G˜ :=
∑K
i=1G(Ψi,k−1,Si,k−1,Xi) + 2νΦ
T
k−1Φk−1 = VG˜ΠV
T
G˜
and Φ =
U
[
IM 0
]
V T - an SVD of Φ due to Φ ∈ OM,N that
η = trace
[
V˜ TΠV˜
[
IM 0
0 0
]]
=
M∑
n=1
Q(n, n),
where V˜ := VT
G˜
V and Q := V˜ TΠV˜ .
Without loss of generality, assume that the diagonal elements {pin} of Π satisfy pin ≥ pin+1, ∀ n.
According to [37] (see the proof of Theorem 3 there), one has
η =
M∑
n=1
Q(n, n) ≤
M∑
n=1
pin.
Thus, η is maximized if V˜ is of the following form
(66) V˜ =
[
V˜11 0
0 V˜22
]
,
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where both V˜11 ∈ OM and V˜22 ∈ ON−M are arbitrary. Consequently, the optimal sensing matrix is given by
Φk = U
[
IM 0
]
V˜ T V T
G˜
,
where V˜ is of form given by (66) and U ∈ OM is arbitrary. Clearly, V˜ = IN yields one of the solutions,
that is (40).
Appendix B. Proof of Lemma 5.1. The proof needs the concept of Fre´chet subdifferential, which
is given in the following definition.
Definition B.1. Let g(x) : <N → <∪ {∞} be a proper lower semi-continuous function in x ∈ <N .
• The domain of g(x) is defined by domg := {x ∈ <N : g(x) <∞}.
• The Fre´chet subdifferential ∂g is defined by
∂g(x) =
{
z : lim
y→x inf
g(y)− g(x)− 〈z,y − x〉
‖x− y‖2 ≥ 0
}
for any x ∈ domg and ∂g(x) = ∅ if x /∈ domg, where <,> denotes the inner product of two vectors.13
• For each x ∈ domg, x is called the stationary point of g(x) if it satisfies 0 ∈ ∂g(x).
When g(x) is differentiable at x, it is clear that the gradient of g(x) satisfies: ∇g(x) ∈ ∂g(x).
The OMP algorithm is practically used for solving (59). Under certain conditions (like the mutual
coherence or the RIP) on A, such an algorithm can guarantee to recover the κ-sparse solution s? if y =
As? [23, 49]. It is outlined in Algorithm 3, where the set of positions of the nonzero entries of s is referred
to as the support of s, denoted by supp(s), and s(Λ) denotes the elements of s indexed by Λ.
Algorithm 3 OMP algorithm for solving (59)
Initialization: set s0 = 0, r0 = y,Λ0 = ∅.
Begin j = 0, 1, · · · , κ− 1
• identify the support:
hj = A
T rj , Λj+1 = Λj ∪ {arg max
l
|hj(l)|} (choose one if multiple maxima exist).(67)
• update the estimate and the residual:
(68) sj+1 = argmin
z:supp(z)⊂Λj+1
‖y −Az‖22, rj+1 = y −Asj+1.
End
Output: ŝ = sκ.
Proof of Lemma 5.1. First note that the OMP algorithm iteratively finds an atom from A that has not
been selected before, is not within the subspace spanned by the selected atoms, and best fits the residual
vector r. Thus, if hj 6= 0, we know that the atoms of A indexed by Λj+1 are linearly independent and
sj+1(Λj+1) has no zero element.
We first suppose hκ−1 6= 0, which implies that hκ−1 has at least one non-zero elements. In this case, we
know ŝ(Λκ) has no zero element. Thus, when s→ ŝ, we have Λκ ⊂ supp(s). Now if Λκ = supp(s), we know
g(s) ≥ g(ŝ) since ŝ = argminz:supp(z)=Λκ ‖y −Az‖22. Otherwise Λκ ⊂ supp(s), we have g(s) = ∞ since s
has more than κ number of non-zero elements. Thus, we conclude
lim
s→ŝ
inf
g(s)− g(ŝ)− 〈0, s− ŝ〉
‖s− ŝ‖ ≥ 0,
which implies 0 ∈ ∂g(ŝ).
13When g(X) is function of a matrix variable X ∈ <N×M , ∂g(X) can be defined in the same way but with ‖ · ‖2 replaced
with ‖ · ‖F and ‘matrix inner product’ 〈Z,Y −X〉 is defined as
∑M
m=1〈Z(:,m),Y (:,m)−X(:,m)〉, respectively.
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Now if hκ−1 = 0, which means that rκ−1 is orthogonal to A. We can decompose y into two parts,
y = y1 + y2, where y1 is within the subspace spanned by A(Λκ−1), and y2 is orthogonal to the subspace
spanned by A. Thus, in this case sκ−1 is the global solution to (59) (and also to mins ‖As − y‖22), which
implies that ŝ = sκ is also the global solution to (59). Thus, it follows from the optimality condition that
0 ∈ ∂g(ŝ).
Appendix C. Proof of Theorem 5.2.
Proof. Note that %(Φ,Ψ,S) defined before can be considered as a function of three matrix-variables,
and it has a (Fre´chet) subdifferential of % with respect to each variable, say Ψ. Such subdifferential is
denoted as ∂Ψ%. In the same way, ∂ψi,`% denotes the (Fre´chet) subdifferential of % with respect to the `-th
column in the dictionary Ψi. All these apply to the notations for gradient functions. Note that due to
%(Φ,Ψ,S) =
∑K
i=1 %(Φ,Ψi,Si), we have ∇ψi,`%(Φ,Ψ,S) = ∇ψ`%(Φ,Ψi,Si).
Let Wk = (Φk,Ψk,Sk) be the point generated with our proposed algorithm at the k-th iteration and
ψi,k,` denote the `-th column of Ψi,k - the ith dictionary corresponding to Ψk. Define
Ψi,k,`/ψ :=
[
ψi,k,1 · · ·ψi,k,`−1 ψ ψi,k−1,`+1 ψi,k−1,L0
]
.
With this definition, we have Ψi,k,L0/ψi,k,L0 = Ψi,k and Ψi,k,1/ψi,k−1,1 = Ψi,k−1.
Since the sets OM,N ,UN ,Sκ,b all are bounded and % is smooth, it is clear that % has Lipschitz continuous
gradient [15], i.e., there exists a constant Lc > 0 such that
14
(69)
∥∥∇%(Φ,Ψ,S)−∇%(Φ′,Ψ′,S′)∥∥
F
≤ Lc
∥∥(Φ,Ψ,S)− (Φ′,Ψ′,S′)∥∥
F
for all Φ,Φ′ ∈ OM,N ,Ψ,Ψ′ ∈ UKL0N and S,S′ ∈ SKJ0κ,b .15
Proof of Part (i) of Theorem 5.2: As Φk is the solution of (36), we have
%(Φk,Ψk−1,Sk−1) + ν1‖ΦTk Φk −ΦTk−1Φk−1‖2F ≤ %(Φk−1,Ψk−1,Sk−1),
which implies that
%(Φk−1,Ψk−1,Sk−1)− %(Φk,Ψk−1,Sk−1) ≥ ν1‖ΦTk Φk −ΦTk−1Φk−1‖2F
≥ ν1‖Φk −Φk−1‖2F ,
(70)
where the last inequality follows from [38, Lemma 3.4] by noting that Φk is updated as (61).
Keeping the definition of ψi,k,` in mind, we obtain
16
%(Φk,Ψi,k,`/ψi,k,`,Si,k−1) + ν2‖ψi,k,` −ψi,k−1,`‖2 ≤ %(Φk,Ψi,k,`/ψi,k−1,`,Si,k−1)
for all i ∈ [K] and ` ∈ [L0]. Repeating the above equations for all ` ∈ [L0] and summing them up give
(71) %(Φk,Ψi,k−1,Si,k−1)− %(Φk,Ψi,k,Si,k−1) ≥ ν2‖Ψi,k −Ψi,k−1‖2F
for all i ∈ [K].
The rest is to show similar sufficient decrease property in terms of Si. If Si,k is updated via the first
expression of (42), it is clear that
(72) %(Φk,Ψi,k,Si,k−1)− %(Φk,Ψi,k,Si,k) ≥ ν3‖Ψi,k −Ψi,k−1‖2F .
Now, we consider the other case that Si,k is updated via the 2nd expression of (42). We define the
proximal regularization of %(Φ,Ψ,S) linearized at S′ as
%ν′(Φ,Ψ,S,S
′) = %(Φ,Ψ,S′) + 〈∇S%(Φ,Ψ,S′),S − S′〉+ ν
′
2
‖S − S′‖2F .
14Here, ∇%(Φ,Ψ,S) is considered as a variable of the same structure as W with the three elements replaced with the
corresponding gradients ∇Φ%, ∇Ψ%, and ∇S%.
15We can explicitly estimate Lc as we derive Lcs in (44). We omit the detail since the explicit expression of Lc is not required
in the following proof. But we note that Lc is expected to be larger than Lcs since the later is the Lipschitz constant regarding
the partial gradient (i.e., by letting Φ = Φ′ and Ψ = Ψ′, (69) reduces to (43)).
16Like %(Φ,Ψ,S), we drop the data matrix X in %(Φ,Ψ,S,X) for simplifying the notation in the sequel.
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Due to (44), we have
(73) %(Φ,Ψ,S) ≤ %2(1+α+β)L0(Φ,Ψ,S,S′), ∀ S′ ∈ SJ0κ,b.
Note that
Si,k = PS∈SJ0κ,b [Si,k−1 − ν4∇S%(Φk,Ψi,k,Si,k−1)]
= argmin
S∈SJ0κ,b
‖S − (Si,k−1 − ν4∇S%(Φk,Ψi,k,Si,k−1))‖2F
= argmin
S∈SJ0κ,b
%(Φk,Ψi,k,Si,k−1) + 〈∇S%(Φk,Ψi,k,Si,k−1),S − Si,k−1〉+ 1
2ν4
‖S − Si,k−1‖2F
= argmin
S∈SJ0κ,b
% 1
ν4
(Φk,Ψi,k,S,Si,k−1),
(74)
which implies that
% 1
ν4
(Φk,Ψi,k,Si,k,Si,k−1) ≤ %(Φk,Ψi,k,Si,k−1).
This, together with (73) (by setting Φ = Φk, Ψ = Ψi,k, S = Si,k and S
′ = Si,k−1), gives
%(Φk,Ψi,k,Si,k−1)− %(Φk,Ψi,k,Si,k) ≥ % 1
ν4
(Φk,Ψi,k,Si,k,Si,k−1)− %2(1+α+β)L0(Φk,Ψi,k,Si,k,Si,k−1)
≥ 1
2
(
1
ν4
− 2(1 + α+ β)L0)‖Si,k − Si,k−1‖2F .
(75)
Let
(76) c1 = min{ν1, ν2, ν3, 1
2
(
1
ν4
− 2(1 + α+ β)L0)}.
Combining (70)-(75), we conclude
%(Φk−1,Ψi,k−1,Si,k−1)− %(Φk,Ψi,k,Si,k) ≥ c1‖(Φk−1,Ψi,k−1,Si,k−1)− (Φk,Ψi,k,Si,k)‖2F ,
which implies
(77) %(Φk−1,Ψk−1,Sk−1)− %(Φk,Ψk,Sk) ≥ c1‖Wk−1 −Wk‖2F .
By repeating the above equation for all k ≥ 1 and summing them, we have
c1
∞∑
k=1
‖Wk−1 −Wk‖2F ≤ %(Φ0,Ψ0,S0)
since %(Wk) ≥ 0 for all k. Thus, we obtain limk→∞ ‖Wk−1 −Wk‖F = 0.
The proof is completed by noting the fact that Wk ∈ OM,N × UL0KN × SKJ0κ,b for all k and hence
f(Wk) = %(Φk,Ψk,Sk).
Proof of Part (ii) of Theorem 5.2: Since the sets OM,N ,UN ,Sκ,b are compact andWk ∈ OM,N×UL0KN ×SKJ0κ,b
for all k, this bounded {Wk}, as suggested by the Bolzano-Weiestrass Theorem [12], has at least a convergent
subsequence {Wkm} with limit point denoted as W ?.
Note that f(Wk) = %(Φk,Ψk,Sk) and
lim
k→∞
IOM,N (Φk) = lim
k→∞
IUL0KN
(Ψk) = lim
k→∞
ISKJ0κ,b
(Sk) = 0
since the sets OM,N ,UN ,Sκ,b are compact, which also implies that W ? ∈ OM,N ×UL0KN ×SKJ0κ,b . Recall that
{%(Φk,Ψk,Sk)}, as just shown above, is a non-increasing sequence and is convergent. As well known, its
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subsequence {%(Φkm ,Ψkm ,Skm)} is also convergent (since % is continuous) and converges to the same limit
point:
lim
k→∞
f(Wk) = lim
km→∞
f(Wkm) = f(W
?).
We now show that W ? is a critical point of f(W ).
Since Φk is a solution of (36), it should be a stationary point of the problem in the RHS of (36), that is
0 ∈ ∇Φ%(Φk,Ψk−1,Sk−1) + 4ν1Φk(ΦTk Φk −ΦTk−1Φk−1) + ∂IOM,N (Φk).
Equivalently,
∇Φ%(Φk,Ψk,Sk)−∇Φ%(Φk,Ψk−1,Sk−1)− 4ν1Φk(ΦTk Φk −ΦTk−1Φk−1)︸ ︷︷ ︸
DΦk
∈ ∂Φf(Φk,Ψk,Sk).
To bound ‖DΦk‖F , first note that
‖Φk(ΦTk Φk −ΦTk−1Φk−1)‖F ≤ ‖ΦTk Φk −ΦTk−1Φk−1‖F
= ‖ΦTk (Φk −Φk−1) + (Φk −Φk−1)TΦk−1‖F
≤ ‖ΦTk (Φk −Φk−1)‖F + ‖(Φk −Φk−1)TΦk−1‖F ≤ 2‖Φk −Φk−1‖F ,
where we utilize the inequality ‖CD‖F ≤ ‖C‖2‖D‖F and the fact that both Φk and Φk−1 has spectral
norm (i.e., largest singular value) 1. Also, it follows from the global Lipschitz property of % in (69) that
‖∇Φ%(Φk,Ψk,Sk)−∇Φ%(Φk,Ψk−1,Sk−1)‖F ≤ Lc‖Φk −Φk−1‖F .
Thus, the term ‖DΦk‖F can be bounded as
‖DΦk‖F ≤ (8ν1 + Lc)‖Φk −Φk−1‖F .(78)
Similarly, it follows from the definition of ψi,k,` that the following holds
0 ∈ ∇ψ`%(Φk,Ψi,k,`/ψi,k,l,Si,k−1) + 2ν2 (ψi,k,` −ψi,k−1,`) + ∂IUN (ψi,k,`).
Noting that
∂ψi,`f(Φk,Ψk,Sk) = ∇ψ`%(Φk,Ψi,k,Si,k) + ∂IUN (ψi,k,`),
which, together with the above equation, gives
∇ψ`%(Φk,Ψi,k,Si,k)−∇ψ`%(Φk,Ψi,k,`/ψi,k,`,Si,k−1)− 2ν2 (ψi,k,` −ψi,k−1,`)︸ ︷︷ ︸
Dψi,k,`
∈ ∂ψi,`f(Φk,Ψk,Sk).
Due to the global Lipschitz property of % in (69), we have
‖∇ψ`%(Φk,Ψi,k,Si,k)−∇ψl%(Φk,Ψi,k,`/ψi,k,`,Si,k−1)‖F ≤ Lc‖(Φk,Ψi,k,Si,k)− (Φk,Ψi,k,`/ψi,k,`,Si,k−1)‖F
≤ Lc(‖Ψi,k −Ψi,k−1‖F + ‖Si,k − Si,k−1‖F ),
which implies that
‖Dψi,k,l‖F ≤ Lc(‖Ψi,k −Ψi,k−1‖F + ‖Si,k − Si,k−1‖F ) + 2ν2 ‖ψi,k,l −ψi,k−1,l‖F
≤ (Lc + 2ν2)‖Ψi,k −Ψi,k−1‖F + Lc‖Si,k − Si,k−1‖F .
(79)
The rest is to show similar properties for the subdifferential in terms of Si. If Si,k is updated via the
first expression of (42), by utilizing Lemma 5.1 (the constraint ‖Si‖∞ ≤ b can be simply incorporated into
the analysis), we have
(80) 0 ∈ ∂Sif(Φk,Ψk,Sk).
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When Si,k is updated via the 2nd expression of (42), the optimality condition of (74) gives
0 ∈ ∇S%(Φk,Ψi,k,Si,k−1) + 1
ν4
(Si,k − Si,k−1) + ∂ISJ0κ,b(Si,k),
which implies that
∇S%(Φk,Ψi,k,Si,k)−∇S%(Φk,Ψi,k,Si,k−1)− 1
ν4
(Si,k − Si,k−1)︸ ︷︷ ︸
DSi,k
∈ ∂Sif(Φk,Ψk,Sk)
Similar to (79), we bound DSi,k as
(81) ‖DSi,k‖F ≤ (Lc +
1
ν4
)‖Si,k − Si,k−1‖F .
We stack DΦk ,Dψi,k,l and 0 (or DSi,k) into
Dk =
(
DΦk ,Dψ1,k,1 , . . . ,DψK,k,L0 ,0
)
,
D′k =
(
DΦk ,Dψ1,k,1 , . . . ,DψK,k,L0 ,DS1,k , . . . ,DSK,k
)
.
We have either Dk ∈ ∂f(Φk,Ψk,Sk) or D′k ∈ ∂f(Φk,Ψk,Sk). Let
(82) c2 = 2(L0 + 1)Lc + 2L0ν2 + 8ν1 +
1
ν4
.
It follows from (78)-(81) that
(83) ‖Dk‖F , ‖D′k‖F ≤ c2‖Wk −Wk−1‖F .
Recalling from (77) that limkm→∞ ‖Wkm −Wkm−1‖F = 0, we have limkm→∞Dkm = limkm→∞D′km = 0.
Owing to the closedness properties of ∂f(Wk), we finally obtain 0 ∈ ∂f(W ?). Thus, W ? is a critical point
of f(W ). This completes the proof of Theorem 5.2.
Appendix D. Proof of Theorem 5.3.
We first state the definition of Kurdyka-Lojasiewicz (KL) inequality, which is proved to be useful for
convergence analysis of the iterates sequence [4, 5, 8, 9, 15].
Definition D.1. (Kurdyka-Lojasiewicz (KL) inequality [4, 5, 15].) A proper semi-continuous function
g(x) : <N → < is said to satisfy the Kurdyka-Lojasiewicz (KL) inequality, if for any stationary point x? of
g(x), there exist constants δ > 0, θ ∈ [0, 1), c > 0 such that
|g(x)− g(x?)|θ ≤ c dist[∂g(x), 0], ∀ x ∈ B(x?, δ),
where B(x?, δ) = {x ∈ <n : ‖x − x?‖2 ≤ δ} and dist[∂g(x),0] = mind∈∂g(x) ‖d‖2 denotes the distance of 0
to the set ∂g(x).
Proof. It is clear that f(W ) is a KL function since %(W ) is a KL function (as it is an analytical function)
and IOM,N (Φ), IUL0KN
(Ψ) and ISKJ0κ,b
(S) are also KL functions as they are the indicator functions on the sets
OM,N , UL0KN and SKJ0κ,b respectively [15].
Let HW denote the set of accumulation points of {Wk}, i.e.,
HW =
{
W : ∃ an increasing sequence of intergers {km}m∈N, s.t. lim
m→∞Wkm = W
}
.
Recall part(ii) of Theorem 5.2, which states that any element W ? ∈ HW is a stationary point of f(W ) and
f(W ) has the same value at the set HW . Also since the sequence {Wk} is bounded and regular (see (63)),
we know that HW is a nonempty compact connected set and satisfies [15, Lemma 3.5]
(84) lim
k→∞
dist[Wk,HW ] = 0.
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First, note that if there exists an integer k0 for which f(Wk0) = f(W
?) with W ? ∈ HW , it follows from
(62) and (64) that Wk = Wk0 for all k ≥ k0. Thus, {Wk} is convergent.
Now we assume f(Wk) > f(W
?). Invoking (84), we know for any δ, there exists k1 such that
dist[Wk,HW ] ≤ δ for all k ≥ k1. Since f satisfies the KL inequality, there exists constants θ ∈ [0, 1), c3 > 0
such that [15]
(85) (f(Wk)− f(W ?))θ ≤ c3dist[∂f(Wk),0]
for all k ≥ k1. From the concavity of the function h(y) = y1−θ with domain y > 0, we have
(f(Wk)− f(W ?))1−θ − (f(Wk+1)− f(W ?))1−θ ≥ (1− θ) f(Wk)− f(Wk+1)
(f(Wk)− f(W ?))θ
≥ (1− θ)c1‖Wk −Wk+1‖
2
F
c3dist[∂f(Wk),0]
≥ (1− θ) c1‖Wk −Wk+1‖
2
F
c2c3‖Wk−1 −Wk‖F ,
where c1, c2 and c3 are respectively defined in (76), (82) and (85), the second inequality utilizes (62) and
(85), and the last inequality follows from (83) and the fact dist[∂f(Wk),0] ≤ max(‖Dk‖F , ‖D′k‖F ) since
Dk ∈ ∂f(W ) or D′k ∈ ∂f(W ). Repeating the above equations for all k ≥ k1 and summing them give
c2c3
c1(1− θ) (f(Wk1)− f(W
?))
(1−θ) ≥ c2c3
c1(1− θ)
∞∑
k=k1
(f(Wk)− f(W ?))1−θ − (f(Wk+1)− f(W ?))1−θ
≥
∞∑
k=k1
‖Wk −Wk+1‖2F
‖Wk−1 −Wk‖F =
∞∑
k=k1
‖Wk −Wk+1‖2F
‖Wk−1 −Wk‖F + ‖Wk−1 −Wk‖F − ‖Wk−1 −Wk‖F
≥
∞∑
k=k1
2‖Wk −Wk+1‖F − ‖Wk−1 −Wk‖F ≥
( ∞∑
k=k1
‖Wk −Wk+1‖F
)
− ‖Wk1−1 −Wk1‖F ,
which implies
∞∑
k=k1
‖Wk −Wk+1‖F <∞.
Thus, {Wk} is a Cauchy sequence and hence {Wk} is convergent.
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