Abstract. An algebraic formula for the Kostka-Foukles polynomials is given using the vertex operator realization of the Hall-Littlewood polynomials. The iterative formula can handle large Kostka-Foulkes polynomials substantially quicker than previous combinatorial formulae and statistics. In particular, Kostka-Foulkes polynomials for hook shapes are computed.
Introduction
The Kostka-Foulkes polynomials K λµ (t) associated to a pair of partitions λ, µ have figured prominently in representation theory and algebraic combinatorics. It was conjectured by Foulkes [1] that K λµ (t) are positive integral polynomials in terms of some charge statistics, and proved by LascouxSchützenberger [9] using plectic monoinds. Lusztig also proved the Foulkes conjecture using the geometric method [10] , as the Kostka-Foulkes polynomials appear as certain Kazhdan-Lusztig polynomials for type A. This in turn essentially determines the character table for the general linear group over the finite field [3] . In combinatorics, K λµ (1) calculates the number of tableaux of shape λ with weight µ, which give the dimension of irreducible representations of the symmetric group and also determine the character of the irreducible representations of the special linear Lie algebras.
Kostka-Foulkes polynomials can be computed theoretically in several ways. The first combinatorial algorithm is Lascoux-Schützenberger's charge statistic which shows that the Kostka-Foulkes polynomials are positive integral polynomials. Using Kostant partition function, Kostka-Foulkes polynomials are given inductively by symmetrizing over the symmetric groups [11, Ch. 3] . Kirillov and Reshetikhin have derived a combinatorial formula for the Kostka-Foulkes polynomials [8] via the Bethe Ansatz. Other combinatorial formulas [2] have been derived since the introduction of the Macdonald symmetric functions. However, it is well-known that none of these algorithms are practical and operational to calculate the Kostka-Foulkes polynomials as they involve hundreds and thousands of combinatorial fillings of the tableaux or summation over n! terms. The recent important Haglund-Haiman-Loehr statistics [4] for the more general Macdonald polynomial also shows the positivity and it is more or less similar to the charge statistics when specialized to the Hall-Littlewood case.
The aim of this paper is to give an algebraic formula for the KostkaFoulkes polynomials via the vertex operator realization of the Hall-Littlewood symmetric functions given by the second-named author [6] . As our formula is algebraic, it can compute K λµ (t) in relatively easier manner than previously available algorithms. Although the formula was established via the vertex operator techniques, the final computation can be formulated algebraically and combinatorially independent from the vertex operators. This perhaps gives some hope that it might be possible to speculate some algebraic formula for the two-parameter Kostka-Foulkes polynomials.
The second-named author would like to thank Adriano Garsia for interesting discussions on using vertex operators to compute the Kostka-Foulkes polynomials back in 1989. Attempt in this direction was made in [13] . Our final solution of the problem is based upon the idea of dual vertex operators developed in [6, 7] , which was first used in [5] on Schur's Q-functions.
Vertex operator realization of Hall-Littlewood polynomials
The original Hall-Littlewood vertex operators defined by Jing in [6] used the infinite dimensional Heisenberg algebra and their irreducible representations parameterized by t. The vertex operators were subsequently utilized in [7] to study more realizations of symmetric functions. To be consistent with the notations used in the combinatorial circle, we reformulate the vertex operators given by the second named author for the Hall-Littlewood symmetric functions [6] as follows.
Let t be an algebraically independent parameter, let V be the space of symmetric functions over Q(t). There are several well-known bases such as elementary symmetric functions, power-sum symmetric functions, monomial symmetric functions, and homogeneous symmetric functions. The powersum symmetric functions are perhaps the most useful ones on the space, as they are group-like elements under the usual Hopf algebra structure.
A partition λ of n, denoted λ ⊢ n, is a non-increasing sequence of nonnegative integers:
is the length of the partition λ. For each partition λ, we define
The partition λ is usually visualized by its Young diagram of aligning l rows of boxes to the left where the ith row consists of λ i boxes. The dual
) is the partition associated with the reflection of the Young diagram of λ along the diagonal.
Recall that the power sum symmetric functions p λ for a Q-basis of the ring of the symmetric functions, where
. .], the ring of polynomials in the p n . Using the degree gradation, V becomes a graded ring
Let , be the Hall-Littlewood inner product on Λ Q(t) defined by
where m i (λ) is the multiplicity of i in the partition λ. The multiplication operator p n : V −→ V is of degree n as it sends a degree m element to a degree m + n element. Clearly the dual operator is the differential operator
Definition 2.1. The vertex operators B(z) and H(z) and their dual operators B * (z) and H * (z) on the space V with parameter t are defined the
Remark 2.2. The operator B(z) is usually called the Bernstein operator.
The above definition for the Hall-Littlewood vertex operators use different indexing from those defined by the second author in [6] (cf. [7] ). The dual vertex operators B * (z) and H * (z) were introduced in [5, 6] and will be the key for our later discussion.
We refer the reader to [6] and [7] for explicit proofs of the following results.
Corollary 2.3. We have the following relations:
Observe for n ≥ 0, we can consider either the H −n operator or the H * n operator as an annihilation operator.
Lemma 2.4. One has that for n ∈ Z + H −n .1 = δ n,0 , H * n .1 = δ n,0 , where δ n,0 is a Kronecker delta function.
We introduce the symmetric function q n = q n (x; t) by the generating series
Clearly as a polynomial in the p k , the polynomial q n is equal to the HallLittlewood symmetric function Q (n) associated to the one-row partition (n). For any partition λ = (λ 1 , λ 2 , · · · ), we define
then the set {q λ } forms a basis of Λ Q(t) , which are usually called the generalized homogenous polynomials.
For convenience, we also denote s n = q n (0), the homogeneous symmetric function or the Schur function associated with the row partition (n). The generating series of the s n is n 0
In this paper, we adopt the combinatorial t-integer [n], n ∈ N defined by
where R ij is the raising operator given by
which ensures that the expression has finitely many terms. Moreover, the product of the vertex operators
which is the Schur function associated to the composition µ. In general,
It follows from Part one of Proposition 2.5 that the vertex operator H λ .1 is equal to the Hall-Littlewood polynomial Q λ (t) defined in [11] . As a consequence, one also gets that B λ .1 is the same as the Schur polynomial s λ , therefore we will sometimes simply write B λ = B λ 1 · · · B λ l .1 (similarly for H λ = H λ .1). We will need to make use of another definition from [6] . Definition 2.6. The Kostka-Foulkes polynomials (or the t-analogue of the Kostka numbers) K λµ (t) are defined for all µ, λ by
where
It is known that K λµ (t) = 0 unless λ µ. Using Proposition 2.5, one immediately gets the following result. 
Proof. The first relation follows from the relation
where s(z) is the generating series of the Schur function (10). The second relation follows from the following commutation relation
which can be proved by the usual techniques of vertex operators. For details, see either [6] or [7] .
Example 2.9. Let T be the Young tableau of shape λ = (3, 2, 1) with content (2 2 , 1 2 ). By applying the downward commutation relation for the dual Hall-Littlewood inner product, the Kostka-Foulkes polynomial for T is
The result of the above calculation of the Kostka-Foulkes polynomial for the tableau of shape (3, 2, 1) with content (2 2 , 1 2 ) can also be computed utilizing Lascoux and Schützenberger's charge statistic [9] with numerous fillings.
Given the relative simplicity involved in the calculation of K (3,2,1),(2 2 ,1 2 ) (t) through other means we include Example 2.9 as a reference to verify two remarks about the action of dual Hall-Littlewood vertex operator.
Remark 2.10. The action of the dual Hall-Littlewood operator, H * µ , action on B λ always leaves the B λ i 's in partition order.
In fact, by part (2) of Proposition 2.5 the Schur function B µ .1 for any composition µ can always be reduced to that of a partition or it vanishes, the action of the dual Hall-Littlewood vertex operator H * n on the B λ .1's will terminate in a combination of genuine Schur functions after finitely many steps.
We remark that in applying Proposition 2.8 one often utilizes the simple fact that
Now, assume the inner product is of the form
and µ α > λ l−1 . Applying Proposition 2.8 we see that
where s (λ l−1 −µα) B λ l is the product of s (λ l−1 −µα) and B λ l , expandable by the Pieri rule. We are now ready to give our main result, an explicit formula for the Kostka-Foulkes polynomials utilizing the vertex operator for the Hall-Littlewood polynomials. In the theorem and subsequent proof, we will make repeated use of removing the i-th entry of a partition λ and adding 1 to each entry λ j , where 1 ≤ j < i ≤ l, Thusly, we introduce the notational convenience λ (i) for this action and define it in the following way. Theorem 2.12. For partition λ ⊢ n with λ = (λ 1 , λ 2 , . . . , λ l ) and natural number k,
where s λ is the multiplication operator by the Schur function s λ .
Proof. We argue by induction on |λ| + k, where λ is a partition and k is the degree of the dual vertex operator for the Hall-Littlewood symmetric function. First of all, the initial step is clear. Thus the inductive hypothesis implies that
Now we have
Using the commutation relation (13) in Proposition 2.8, the first parenthesis can be put into
Combining with the other terms, they are exactly the following sum
Using the Pieri rule, we get the following iterative formula for the KostkaFoulkes polynomials.
Corollary 2.13. For partition λ, µ ⊢ n with λ µ, one has that
where τ i runs through the partitions such that τ i /λ (i) are horizontal (λ i − µ 1 − i + 1)-strips. Remark 2.14. We remark that this formula does not rely upon and is different from the iteration given by Morris in [12] .
In the following remark we highlight several interesting features of the Kostka-Foulkes polynomial formula in Theorem 2.12.
Remark 2.15. For partitions λ, µ ⊢ n with λ = (λ 1 , λ 2 , . . . , λ l ),
• The formula has at most l nonzero summands, although in many cases there are fewer by s −m = 0 for a positive integer m.
• The formula depends only upon µ 1 from the content partition.
• The exponent λ i − k − i + 1 of t is evocative of the exponents of the determinant definition of the Schur symmetric functions.
• Despite the alternating signs in the formula, positivity is assured by.
We now use the formula to compute some Kostka-Foulkes polynomials. For each partition λ = (λ 1 , . . . , λ l ), we define that
Lemma 2.16. For any partition λ and each i = 0, 1, . . . , l = l(λ) we have that
The following result is immediate from Theorem 2.12.
Proposition 2.17. Let λ, µ be two partitions such that λ and µ share the first r common parts λ 1 = µ 1 , . . . , λ r = µ r , andλ = (λ r+1 , . . . , ),μ = (µ r+1 , . . . , ). Then K λµ (t) = Kλμ(t).
Next we would like to derive the Kostka-Foulkes polynomials for hook shaped partitions. We recall that the q-binomial number n k is defined by
The q-binomial numbers can also be defined inductively as follows. For any nonnegative integer n, let n 0 = n n = 1, and define
It is clear that n 1 = [n]. Then by induction it is not hard to check these two definitions agree. The inductive formula (21) can also be easily proved by the following relation:
We use the algebraic formulas to derive some simple formulas for the Kostka-Foulkes polynomials. The first two are easy and were given in [11, Ch. 3] .
Proposition 2.18. For each partition µ of n, we have that
Proof. The first and third identities are immediate consequence of Theorem 2.12. The second one can be proved easily by induction using Theorem 2.12.
Example 2.19. Given λ = (4, 1 2 ) and µ = (2, 1 4 ), our formula for the Kostka-Foulkes polynomial says that
which means that
More generally we have the following result for the hook shapes.
Proposition 2.20. For any partition µ ⊢ n such that µ (n − k, 1 k ), we have that
where l = l(µ).
Proof. We use induction on k to show the formula. The case of k = 0 was already proved. Assume the formula holds for k − 1, and we use the vertex operator formula to consider the next step.
We include another example for calculating the Kostka-Foulkes polynomial using our formula to demonstrate its improvement over using Lascoux and Schützenberger's charge statistic. Recall the formula [11, p. 243] :
where h(x) = λ i + λ ′ j − i − j + 1 is the hook length of x = (i, j).
Example 2.21. Let T be a semistandard tableau of shape λ = (6, 4, 3, 2) with content µ = (3, 1 12 ). Using our formula and the column formula (27), the Kostka-Foulkes polynomial K (6, 4, 3, 2) ,(3,1 12 ) (t) can be seen as follows: which is exactly equal to the Kostka-Foulkes polynomial displayed above using the column formula (27).
