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Abstract
The de facto standard for causal inference is the randomized controlled trial, where one compares
an manipulated group with a control group in order to determine the effect of an intervention.
However, this research design is not always realistically possible due to pragmatic or ethical concerns.
In these situations, quasi-experimental designs may provide a solution, as these allow for causal
conclusions at the cost of additional design assumptions. In this paper, we provide a framework for
quasi-experimental design using Bayesian model comparison. We provide a theoretical motivation for
a Gaussian process based approach, and demonstrate its convenient use in a number of simulations.
Finally, we apply the framework to determine the effect the 2005 smoking ban in Sicily on the number
of acute coronary events, and of the effect of an alleged historical phantom border in the Netherlands
on Dutch voting behaviour.
1 Introduction
The bread and butter of scientific research is the randomized-controlled trial (RCT) [1]. In this design,
the sample population is randomly divided into two groups; one that is manipulated (e.g. a drug is
administered or a treatment is performed), while the other is left unchanged. Because of the random
group assignment, we may assume (if the sample size is large enough) that the distributions of all
irrelevant variables are the same between the two groups, so that if we measure a difference, this can
only be due to the intervention. The consequence is that the RCT allows us to perform causal inference,
that is, via this approach we can learn about the causal effect of the intervention [2].
While the RCT is a staple tool in the toolbox of any scientist, in practice there may be several insur-
mountable hurdles that deter one from using it. For instance, ethical considerations may force a study
to halt midway when the intervention appears to cause serious adverse effects. Other objections may
be pragmatic; it may be impossible to obtain sufficiently equivalent groups of samples if these samples
represent for instance cities or species. Luckily, even in these cases all is not lost for causal inference.
There exist several quasi -experimental designs (QEDs) that replace random assignment with determinis-
tic assignment, that still allow for valid causal inferences at the cost of some additional assumptions. For
example, regression discontinuity (RD) design [3–5] and difference-within-differences (DiD) [6] assign a
sample to one of the two groups based on it passing or failing a threshold on an assignment variable. For
instance, a patient may be assigned to the intervention group if their blood cholesterol levels exceed a
certain predetermined limit. A closely related quasi-experimental design is interrupted time series (ITS)
analysis, which is essentially RD, but with time as its assignment variable [7].
The idea behind these approaches is that, around the assignment threshold, data points are distributed
essentially randomly, so that locally the conditions of RCT are recreated [8, 9]. Crucially, for this to
work, these methods assume that the sampled population cannot directly influence its score on the
assignment variable. For example, if a patient can actively manipulate their own cholesterol level they can
determine whether they are in the intervention or the control group, which would render the conclusion
invalid. The methodological pipeline of quasi-experimental designs like these generally consists of three
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steps [10]. First, a regression is fit to each of the two groups individually. Typically, one parametrizes
this as linear regression. Next, the fits are extrapolated to the threshold. Finally, the difference between
the extrapolations of the two groups at the boundary is taken as the effect size of the intervention. A
straightforward statistical test can be applied to check whether the effect is present.
Although RD, ITS and DiD have been applied frequently in education, econometrics and political sci-
ence, recent studies have pointed out that they are underutilized in other domains, such as neuroscience,
behavioural science and medicine [11, 12]. In this paper we provide a novel Bayesian non-parametric
framework for quasi-experimental design, which we refer to as BNQD. BNQD is a Bayesian approach to
quasi-experimental design that offers several advantages to existing approaches for RD and ITS.
First, we frame the problem of detecting a difference between the two groups as Bayesian model
comparison. Instead of comparing the pre- and post-intervention regressions, we introduce a continu-
ous model and a discontinuous model. In the discontinuous model, observations before and after the
intervention are assumed to be independent,while in the continuous model this assumption is omitted.
We then quantify the evidence in favor of either model, rather than only for the alternative model, via
the Bayes factor [13]. Furthermore, our approach makes it possible to compute the Bayesian model
averaged effect size, which provides a more nuanced estimate compared to implicitly conditioning on the
alternative model [14, 15].
Second, our approach is non-parametric and is based on Gaussian process (GP) regression. This
means that we do not impose strong constraints on the functional form of the regression in our models.
Instead, we specify a covariance function that describes how similar any two points of the response are,
depending on the distance between their predictors. The result is a flexible model that can capture
all sorts of nonlinear interactions between the assignment and the outcome variable. By appropriate
selection of the GP covariance function, BNQD serves as an alternative for several traditional quasi-
experimental designs. For instance, with a linear covariance function, BNQD can be used for linear RD.
Alternatively, with an exponential covariance function BNQD serves as a non-parametric form of RD
design. Finally, BNQD can just as easily be applied to multiple assignment variables [16–18], as we
demonstrate in one of our examples.
Third, in most methods for quasi-experimental design, a bandwidth parameter determines the trade-
off between estimation reliability and the local randomness assumptions that are needed to draw causal
inferences [19]. In BNQD, all observations are used to estimate both the continuous and discontinuous
model, but by optimizing the length scale parameter of the GP covariance functions we control the
sensitivity to different types of discontinuities and adherence to locality assumptions.
The paper is organized as follows. First, we explain the proposed method. We then assess its
performance in simulations, and demonstrate how it can be applied in practice. We proceed with a
discussion of related work and future directions for Bayesian quasi-experimental designs.
2 Discontinuity-based causal inference
We use the potential outcomes framework [20] to define, for an observation i and predictor xi, the
two potential outcomes yi(0) and yi(1) that represent the responses for i in the untreated and treated
conditions, respectively. Furthermore, let `i = 1 indicate that the intervention is applied to unit i, and
`i = 0 if it has not. In (sharp) regression discontinuity design, ` is a simple function of xi, namely
`(xi) =
{
1 if xi ≥ x0 and
0 otherwise,
where x0 is the threshold that determines above which values for the forcing variable x the intervention
is applied. The effect size (also referred to as treatment effect [21] or causal effect [22]) can now be
defined as
dRD = E[yi(1)− yi(0) | xi = x0] .
Now, if the distributions of the response yi given the predictor variable xi are continuous in x, and
the conditional expectations E[yi(1) | xi] and E[yi(0) | xi] exist, then the effect size can be computed
as [8, 19, 23]
dRD = lim
x↓0
E[yi | xi = x]− lim
x↑0
E[yi | xi = x] .
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To learn d, one can estimate the regressions on either side of the threshold, and evaluate their difference
at x0, d = fI(x0) − fC(x0), where fI and fC are the intervention and control regression functions,
respectively [23]. To learn whether the treatment has an effect, one simply tests for dRD = 0.
Importantly, this approach assumes that observations (e.g. participants) cannot control the value
of xi, so that near the threshold x0 observations are assigned approximately randomly, thus locally
recreating the conditions for randomized design. Furthermore, the approach assumes that there are no
confounding variables that affect the relationship between the forcing variable x and outcome y (for a
more in-depth discussion of the assumptions for valid RD design, see Geneletti et al. [19]).
3 Bayesian non-parametric quasi-experimental design
We approach discontinuity-based quasi-experimental designs in a Bayesian way. Rather than focusing
primarily on the estimation of the effect size d, we perform Bayesian model comparison to see whether
the data are supported better by the alternative modelM1, that claims an effect is present, than by the
null modelM0, in which such an effect is not present.
Let D = {(xi, yi)}ni=1, with xi ∈ Rpand yi ∈ R (for this exposition we will assume p = 1, but
extension to multidimensional input is straightforward, as we will show in an example later on). The
result of the model comparison is quantified by the Bayes factor [24, 25]:
BF10 =
p(D | M1)
p(D | M0) . (1)
Here, p(D | M1) and p(D | M0) are the model marginal likelihoods of the two models that have
integrated out their respective (hyper)parameters. The Bayes factor indicates how much more likely the
data are given the discontinuous model, compared to the continuous model [26]. Unlike a p-value, it
can provide evidence for either model, so that it is possible to find evidence supporting the absence of a
discontinuity [13, 27].
Both models imply a distribution over the effect size. In the null model, all probability mass of
p(d | D,M0) is concentrated at d = 0, while for the alternative model we can infer the posterior
distribution of the effect size p(d | D,M1). Importantly, existing regression discontinuity methods that
focus on the inference of d, implicitly condition on M1. This results in an overconfident estimate of
the effect size, and consequently of too optimistic conclusions of the efficacy of an intervention, as this
approach ignores the uncertainty in the model posterior p(M | D). This uncertainty can be accounted
for via the Bayesian model average estimate of d, which is given by
p(d | D) =
∑
j
p(d | D,Mj)p(Mj | D) . (2)
The resulting mixture distribution integrates out the uncertainty of the model, which has been shown to
lead to optimal predictive performance [14, 15]. Below, we proceed to explain the distributions implied
by the two models in more detail.
3.1 The continuous model
In the continuous model, it is assumed that the treatment has no effect, which implies that the regression
does not depend on the threshold. This leaves us with a single regression for all data points. We assume
Gaussian observation noise:
yi ∼ N
(
f(xi), σ
2
n
)
.
Here, σ2n is the observation noise variance, and f(xi) captures the relationship between the predictor and
the expected response. We make no parametric assumptions about f , and instead assume f follows a
Gaussian process (GP). What results is simply Gaussian process regression [28]:
f0(x) | M0 ∼ GP (µ(x), k(x, x′; θ0)) .
The parameters of the GP, µ(x) and k(x, x′; θ), are again functions and have the following meaning. The
mean function µ(x) specifies the expected mean of the functions that may be drawn from the process.
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Typically, a constant zero function is assumed. The essential component of the Gaussian process is the
covariance function k(x, x′; θ), which specifies for two distinct points x and x′ how similar the function
values f(x) and f(x′) are, depending on a set of hyperparameters θ (in terms of parameter estimation,
the observation noise σ2 is considered an element of θ).
Using textbook results of Gaussian distributions, we can conveniently marginalize out f0, that is,
with x = (x1, . . . , xn)T and y = (y1, . . . , yn)T ,
log p(y | x, θ0,M0) = log
[∫
p(y | x, f0, θ,M0)p(f0 | θ,M0) df0
]
= −1
2
yT (K + σ2nI)
−1y − 1
2
log
∣∣K + σ2nI∣∣− n2 log 2pi ,
(3)
with K the matrix of pairwise covariances between all training points, and I the n-element identity
matrix [28]. However, the hyperparameters θ0 cannot be integrated out so easily. We adopt a strategy
common in machine learning, which is to approximate the model marginal likelihood by the Bayesian
information criterion (BIC) instead, defined as
log p(D | M0) = log p(y | x,M0) =
∫
p(y | x, θ0,M0)p(θ0 | M0) dθ0
≈ log p(y | x, θˆ0,M0)− k
2
log n
,
where k is the number of hyperparameters and
θˆ0 = argmax
θ0
p(y | x, θ0,M0)
are the optimized hyperparameters. This approximation is warranted as we typically have n k.
3.2 The discontinuous model
In the alternative model, we assume that a treatment effect is present. That is, the latent processes below
and above x0 differ by the effect d, measurable at x = x0. The consequence of the assumption of treatment
effect is that we can factorize the model marginal likelihood as p(D | M1) = p(DC | M1)p(DI | M1),
where DC = {(x, y) ∈ D | x < x0} and DI = {(x, y) ∈ D | x ≥ x0} (D = DC ∪ DI). We proceed by
assuming each subset of the data follows its own regression:
fC(x) | M1 ∼ GP (µ(x), k(x, x′; θ1))
fI(x) | M1 ∼ GP (µ(x), k(x, x′; θ1)) .
Here, the first function fC describes the latent process of the control condition for data DC , and the
second function fI the process of the intervention condition for data DI . The model marginal likelihood
terms are computed in the same way as for the continuous model. Once again, the shared set of
hyperparameters θ1 is optimized using the (combined) marginal likelihood, which is approximated via
BIC:
log p(D | M1) = log p(yC | xC , θˆ1,M1) + log p(yI | xI , θˆ1,M1)− k
2
log n .
Note that the discontinuous model and the continuous model have identical sets of hyperparameters,
although the optimization can lead to different values.
3.2.1 Estimating the effect size
In addition to their flexibility, a further attractive property of GPs is that the predictive posterior of f
is available in closed-form. That is, its posterior mean and variance are given by
f∗ = kT∗
(
K + σ2nI
)−1
y
V[f∗] = k(x∗, x∗)− kT∗
(
K + σ2nI
)−1
k∗ ,
(4)
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where k∗ is the vector of covariances between the test point x∗ and the n training points (xi)ni=1. This
allows us to compute the posterior of the effect size d , which is the difference in the predictions of
the two latent functions in M1, that is d = fI(x0) − fC(x0). Using standard properties of Gaussian
distributions, this implies the following distribution of the effect size:
p(d | D,M1) = N (fI(x0)− fC(x0),V[fI(x0)] +V[fC(x0)]) (5)
As a result, the BMA in (2) is a mixture distribution that combines a spike at d = 0 with a Gaussian
distribution centered around fI(x0)−fC(x0). Compared to the overconfident estimation of d conditioned
only onM1, this has a regularizing effect [29], shrinking small effect size estimates towards zero.
3.3 Covariance functions
Depending on what covariance function we specify, widely different behaviour for f , fC and fI can be
achieved. For instance, we may specify that we expect functions to be smooth in x, or that functions
exhibit periodicity. The properties of these covariance functions, like their length scale or frequency, are
captured by the hyperparameters θ.
3.3.1 Model averaging across GP covariance functions
The pragmatic researcher may be agnostic about which covariance function best describes their obser-
vations. In this case, multiple covariance functions may be considered, and a final Bayes factor may be
obtained by Bayesian model averaging across all covariance functions. Consider the following example
in which we entertain both a rigid linear covariance function and a flexible squared-exponential (SE) co-
variance function, so that K = {kLin, kSE}. We can compute the Bayes factor BFDC for each covariance
function, but we can also obtain the total Bayes factor given the set of covariance functions:
BFtotal10 =
p(D | M1)
p(D | M0) =
∑
k∈K p(D | k)p(k | M1)∑
k∈K p(D | k)p(k | M0)
. (6)
The quantity BFtotal10 serves as a final decision metric to determine an effect in a quasi-experimental design,
while a detailed report is provided by inspecting the Bayes factors corresponding to each considered
covariance function. In practice, the evidence of one covariance function can dominate all others, i.e.
p(D | ki)  p(D | kj),∀j 6= i, in which case the BMA procedure is effectively equivalent to performing
the analysis with the best covariance function only.
3.3.2 Theoretical motivation of covariance function choices
The choice of the Gaussian process covariance functions plays two conceptually distinct roles in BNQD.
First, our choice of covariance function reflects our beliefs about the latent process that generated the
observations. In traditional RD designs, one assumes a parametrized model such as linear regression. In
BNQD, this explicit parametric form is replaced by a GP prior that assigns a probability distribution to
the space of functions. However, BNQD can still replicate parametrized models by selecting degenerate
covariance functions, such as a polynomial covariance function. These modeling choices are crucial in RD
design as model misspecification can lead to incorrect inference. In the case that we do not have clear
prior beliefs about an appropriate covariance function, we can look at the weighted average of several
covariance functions via the Bayesian model average.
The second role of the covariance function choice is that it determines to which types of discontinuities
BNQD is sensitive. Importantly, different covariance functions can be used to test fundamentally different
hypotheses, as the covariance function determines which features of the latent function are part of
the alleged effect. For example, the simplest (degenerate) covariance function, the constant covariance
function, is sensitive only to differences in the means of the two groups, while the linear covariance
function is sensitive to both the difference in mean as well as the difference in slope. Similarly in
the nonparametric approach, the Matérn covariance function with parameter ν = p + 1/2 can detect
discontinuities in up to the pth derivative. There are two interesting special cases: one is the exponential
covariance function which corresponds to Matérn with p = 1/2, which detects only discontinuities in the
function itself (and not in its derivatives). This is the nonparametric counterpart of traditional linear
5
regression discontinuity. On the other end of the spectrum is the squared-exponential covariance function
which corresponds to a Matérn kernel with ν =∞. This allows it to detect discontinuities of any order,
although the amount of data requires to detect these subtle effects can become prohibitively high.
3.3.3 Bandwidth selection and length scales
In order to infer causality from QED, one assumes that the alleged change occurs at the threshold,
but that the latent process is otherwise stationary. Consequently, the behaviour of the two groups
changes sharply around the intervention instead of gradually. In standard RD studies, this locality is
controlled via a bandwidth parameter that determines the sensitivity of the detection approach [30],
but this requires the availability of sufficient data around the threshold, and conclusions depend upon
this bandwidth parameter. In BNQD, when using stationary nonparametric covariance functions, the
bandwidth is replaced by the length scale hyperparameter, which we optimize using the model marginal
likelihood. The length scale regulates how fast the correlations between consecutive points decays with
their distance, and thus how sensitive BNQD is around the threshold [31]. For example, if the estimated
length scale is very short, the continuous model will be able to capture a discontinuity almost as well as
the discontinuous model. Conversely, for a large length scale the discontinuity cannot be captured by
the continuous model at all, resulting in a poor fit to the data and hence a Bayes factor in favor of the
discontinuous model.
3.4 Model training
The BNQD analysis is implemented in Python using GPflow 2.0. Training consists of first optimizing
the hyperparameters using the closed-form marginal likelihood, and then computing the posterior mean
and variance regressions in both models, using Eq. (4).
We assume a constant mean function µ(x) = c, where c = 1n
∑n
i=1 yi. For all hyperparameters
constrained to be positive we assume vague Gamma(0.01, 0.01) priors, and for unconstrained priors we
assume a Gaussian(0.0, 1.0) prior. The same priors are used in all models. Note that these priors have
no noticeable effect on the results, as they tend to get completely dominated by the marginal likelihoods.
We assume a priori that p(M0) = p(M1). The BMA distribution is approximated via Monte Carlo, and
visualized with kernel density estimation.
All materials are available at Github.
4 Simulations
We evaluate the performance of BNQD using simulations. To allow for a varied range of potential true
latent functions, we use the simulations that were discussed by Branson et al. [32], which consist of
several different polynomials up to order 5. In addition, we consider a simple linear function, which
is the assumption in traditional RD design, and a trigonometric function. The function definitions are
provided in the Supplementary Material.
For each latent function f , we generate n observations (xi, yi) according to the following procedure:
xi ∼ U(−1, 1)
yi | xi, σ, d, f ∼ N
(
f(xi) + d[xi ≥ x0], σ2
)
,
where the threshold x0 = 0. We fix σ = 1.0 and vary d ∈ {2−2, . . . , 22}. Next, we subject the simulated
data to analysis by BNQD, using a first-order polynomial, an exponential, a Matérn (ν = 3/2) and a
squared-exponential covariance function. For each covariance function, we compute the Bayes factor for
the presence of a discontinuity, and we estimate the effect size given the discontinuous model, p(d | D,M1)
(see Eq. (5)), as well as via the Bayesian model average, p(d | D) (see Eq. (2)). In addition, we compute
the total Bayes factor that averages across covariance functions, as in Eq. (6). One example simulation
run is shown in Fig. 1. Here, the different functions are shown, as well as the regressions by both the
continuous and discontinuous models, for each of the four considered covariance functions. The vertical
bars in the figure show the expectation of the estimated effect size p(d | D,M1).
Figure 1 shows that indeed the discontinuous model overestimates the effect size when the discontinu-
ity is small compared to the noise level. This effect is a consequence from the conditioning onM1, which
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Figure 2: The recovery of the true effect size via p(d | D,M1) as well as via the Bayesian model
average estimate p(d | D), as a function of increasing signal-to-noise ratios. The covariance functions
used here are linear, exponential, Matérn (ν = 3/2) and squared exponential. A. The expectation of
the posterior effect size distributions. B. The RMSE between the posterior distribution and the true
effect size d, approximated via Monte Carlo. Note how the RMSE is reduced by the BMA approach
for low signal-to-noise regimes. In both panels, plots show the mean and one standard error over 100
simulations.
most existing RD analyses implicitly do. The polynomial covariance function, which is the Gaussian
process equivalent to linear regression, results in the greatest bias of the effect size estimate, due to its
poor fit to the data.
Figures 2A quantifies these observations by showing the expectation of the posterior effect size distri-
butions (givenM1; solid lines, or given the BMA; dashed lines). Due to the shrinkage, the expectation
of these distributions is slightly lower for the model-averaged approach. The effect of BMA becomes
more apparent in the RMSE as shown in Fig. 2B. In contrast to the expectation, the RMSE captures
the performance of the entire posterior distribution of the effect size, rather than its expectation. As a
result, we see that for low noise levels the BMA is clearly advantageous, as it has substantially lower
RMSE. Once d = 2σ2, the discontinuity is easy to detect, so thatM1 dominates the BMA and the two
approaches converge.
The detection of an effect is quantified using the (log) Bayes factor, as shown for the same simulations
in Fig. 3. Here, we see somewhat different behaviour depending on the true latent function f . For Quad,
Cubic, CATE1, CATE2, Curvature and Sine, the log Bayes factor is negative for low signal-to-noise
ratios, correctly indicating that there is evidence for an absence of an effect. For the Linear function, the
log Bayes factor is approximately 0 in this regime, which indicates that the data has no preference for
either model. Interesting special cases are the Lee and Ludwig functions. Both of these function feature
a discontinuity in their derivative [32], which is correctly picked up by the Bayes factor, even when the
magnitude of the effect size is small. This confirms BNQD’s ability to detect discontinuities of higher
orders.
5 Applications
5.1 Sicilian smoking ban effect on acute coronary events
On January 10th 2005, the Italian government installed a national smoking ban in public places. One
of the main reasons for this decision is the mounting evidence for the adverse effects of secondhand
smoking [33]. Several studies indeed report a reduction in rates of hospital admissions for acute coronary
events (ACEs) after similar bans have been instantiated [34, 35], but the benefits of this policy are not
undisputed. Widely different effect sizes have been reported, ranging from large to practically absent [36].
The effect of the smoking ban in Sicily was investigated by Barone-Adesi et al. [36] who collected data
on the number of ACEs in the four years prior to the ban as well as up to two years after the ban using
interrupted time series design [36, 37]. Here, we apply BNQD to the same data for comparison. The
goal of this example is not to provide definitive evidence in favor or against the effects of a smoking ban,
8
020
40
lo
g
B
F 1
0
Linear Quad Cubic
0
20
40
lo
g
B
F 1
0
Lee CATE1 CATE2
0
20
40
lo
g
B
F 1
0
Ludwig Curvature Sine
TotalLinear Exponential Matérn Squared Exponential
d d d
0.25 0.5 1.0 2.0 4.0 0.25 0.5 1.0 2.0 4.0 0.25 0.5 1.0 2.0 4.0
Figure 3: The log Bayes factor of the detection of a discontinuity. Note how the linearity assumption,
captured by the linear covariance function, leads to extremely overconfident results. The nonparametric
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Bayes factor that averages over all considered covariance functions (here linear, exponential, Matérn and
squared exponential) seems to follow the Matérn covariance function, and is hardly influenced by the
linear covariance function, as that tends to fit the data poorly.
Table 1: The analysis of the Sicilean smoking ban effects on the number of acute coronary events. Shown
are the log Bayes factor, the expectation of the effect size under M1 and the Bayesian model average
effect size.
Covariance function log BF10 E[p(d | D,M1)] E[p(d | D)]
Linear -3.7549 -14.1025 -0.3225
Matérn (ν = 3/2) -3.6435 -8.1277 -0.2072
BMA -3.6436 -8.1334 -0.2073
but rather to illustrate how BNQD is applicable in similar situations.
The data are shown in Fig. 4 with yi the age-standardized number of ACEs per 100 000 citizens
at timepoint xi. The data set shows strong seasonal effects, for which both aforementioned studies
corrected a priori. In the GP framework, such adjustment is unnecessary when using nonparametric
covariance functions. Here, we perform the model comparison using linear and Matérn (ν = 3/2)
covariance functions. For both covariance functions, the corresponding hyperparameters are optimized
using maximum likelihood. The results of the Bayesian non-parametric analysis are shown in Fig. 4.
For both covariance functions, we find evidence against an effect; the data are approximately 40 times
more likely underM0. A summary of the analysis is shown in Table 1. The example demonstrates the
importance of model averaging: If we condition onM1, we find a reduction in population-standardized
acute coronary events of 14.1 (linear) and 8.1 (Matérn), but when taking the high probability of the null
model into account, this effect drastically reduces to 0.3 and 0.2, respectively.
5.2 Phantom border effect on Dutch government elections
In 2017, the Dutch parliament elections were held, and soon after the results were published online by the
Dutch government [38]. According to Dutch electorate geographer De Voogd, the share of votes that go
to populist parties is different between the Dutch areas north and south of a so-called ‘phantom border’, a
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Figure 4: Discontinuity analysis of the Sicilean smoking ban instantiation in January 2005. The left
column shows the fitted regressions using either the linear (top) or the Matérn (ν = 3/2) covariance
function (bottom). Shown are both the continuous and the discontinuous models. The lines and shaded
intervals represent the mean and one standard deviation of the posterior Gaussian process. The right
column shows the distributions of the estimated effect size. The dashed line corresponds to d = 0, as
dictated by the null model, while the purple shaded distribution represents p(d | D,M1). The dark
shaded distribution is a kernel density estimate of the Bayesian model average mixture distribution,
which in both cases is dominated by the null model. The inset pie-charts indicate the posterior model
probabilities p(M1 | D) (dark) and p(M0) | D) (purple).
line that traditionally divided the catholic south of the Netherlands from the protestant north, and which
originated in the Eighty Years’ War (1568–1648) [39, 40] (As this example merely serves to illustrate a
two-dimensional quasi-experimental design, we refrain from an extensive discussion of the definition of
populism. Instead, we use part of the definition by Müller [41] and refer to populist parties as those
parties that emphasize an alleged chasm between the elite and the general population. In the Dutch
2017 elections, parties that fit this description were PVV, SP, 50Plus and FvD.). This border serves as a
two-dimensional threshold along which one can apply RD design. This special case of RD design where
the assignment threshold is a geographical boundary is sometimes referred to as GeoRDD [10]. Here, we
test the hypothesis by De Voogd and demonstrate that BNQD is straightforward to apply a GeoRDD
context.
We apply BNQD using the linear, and first-order Matérn covariance functions. The results of the
analysis are shown in Fig. 5. The first figure shows the map of the Netherlands with the fraction of
populist votes per municipality superimposed. In addition, each map shows a hand-drawn approximate
phantom border representing the supposed divide in voting behaviour. The top row of Fig. 5A shows
the results of a linear covariance function, which in two dimensions fits a plane (or two planes for the
discontinuous model) to the data. The bottom row shows the results using the Matérn (ν = 3/2)
covariance function. Figure 5B shows the effect sizes conditioned on the discontinuous model, which are
distributions at each point of the phantom border (the shaded interval indicates one standard deviation
around the mean).
If we assume a linear underlying process, there is strong evidence for a discontinuity (logBF = 23.3),
confirming the hypothesis by De Voogd. Visually however, the data do not appear to follow these
linear trends strongly. The nonparametric Matérn covariance function results in evidence against an
effect (logBF = −3.7). As the Matérn covariance function fits the data much more accurately than the
linear covariance function, the Bayesian model average is completely dominated by the former. Note
that Fig. 5B shows the effect size conditioned on the discontinuous model, but for the Matérn covariance
function the continuous model is actually favoured. The BMA of the effect size is therefore approximately
zero across the phantom border.
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Figure 5: Discontinuity analysis along a two-dimensional boundary (indicated by the dashed line). A.
Circles indicate the observed fraction of populist votes; municipalities are shaded according to the Gaus-
sian process predictions. B. The effect size p(d | D,M1) along the phantom border.
6 Discussion
While quasi-experimental designs such as regression discontinuity design, have been around since the
1960s [42], recently there has been a renewed interest in this class of methods [9, 43, 44], in particular in
epidemiology [45] and education [30]. At the same time, researchers from different domains are actively
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promoting the use of QED [11, 12]. This has prompted researchers to extend classical QED in several
ways. For instance, several authors have proposed to use Bayesian models for designs such as RD [19],
DiD [46], ITS [47], single-subject designs [48] and stepped-wedge trials [49]. In these studies, parameters
such as (linear) regression coefficients are associated with prior probability distributions, and posterior
distributions are estimated using Bayesian inference. Compared to classical implementations of such
study designs, these approaches provide explicit descriptions of the uncertainty that is associated with
their parameter estimates. In contrast to our work however, these methods focus on the estimation of
the treatment effect, instead of model comparison, and typically assume particular parametric forms.
Other studies have explored non-parametric models for QED, in particular for RD, to alleviate the
reliance on a linear model. For example, one can use locally linear non-parametric regression as an
alternative to linear regression [50]. Alternatively, one can use kernel methods that compute a smoothly
weighted average of the data points to create an interpolated regression that does not depend on a
specific parametric form [30] (for a review on the similarities between frequentist kernel-based methods
and Gaussian processes we refer the interested reader to Kanagawa et al. [51]). However, for these
approaches as well as for BNQD, we assume that the identified discontinuity indeed occurred at the
threshold, and that the underlying processes are stationary. Here, the presence of change points away
from the intervention threshold can lead to false alarms. If this cannot be verified, or one is interesting
in using non-local covariance functions such as a periodic covariance, BNQD should be performed in a
sliding-window fashion in order to ensure that the highest Bayes factor is actually at the intervention
threshold.
Most similar to BNQD are the Gaussian process regression discontinuity models by Rischard et al.
[10], Branson et al. [32]. In both cases, the authors fit a Gaussian process to the intervention and the
control group, and compare the difference in their prediction at the intervention point. The primary
difference with our work is that these studies focus on inference of the treatment effect fI(x0)− fC(x0),
where fI and fC correspond to the intervened and the controlled processes. Instead, we remain within
the Bayesian paradigm, which enables us to quantify evidence in favor of the null model [13], and to
use Bayesian model averaging [14, 15]. This reduces the overconfidence that is present in many existing
methods that condition on M1. Furthermore, we can integrate over different covariance functions c.q.
assumptions on the regression. Because of our focus on model comparison, our approach is able to detect
discontinuities in derivatives of the latent function. Furthermore, BNQD extends naturally to the setting
of multiple assignment variables[16–18, 43, 52]. A special case of such multivariate QED is GeoRDD, in
which the two-dimensional assignment variable represents a spatial location [10, 53, 54]. Our approach
does not assume a univariate threshold to determine the assignment to intervention and control group,
and can work on arbitrary complex label functions. This can be a geographical border as in our second
application, but also more complex shapes such as, for example, one region versus the rest of a country,
or a particular regime of diagnostic variables.
BNQD can be extended in several ways to make it more widely applicable. For instance, we do not
currently account for covariates that may serve as confounds for causal inference [45]. However, such
covariates can be explicitly taken into account in the regression models, or even be learned from the
observations [55]. Covariate selection can be performed using automatic relevance determination [56],
where we learn separate length scales for each covariate. Those features that do not affect the prediction
correspond to diverging length scales.
Other extensions include the fuzzy application of a threshold function (for instance, a drug may be
prescribed according to a certain policy, but that policy is not always adhered to). Another extension
is the modelling of partial effects [43, 52]. In our multivariate example, a single assignment function
is used to label each 2D point as above or below the phantom border. Alternatively, a threshold or
other decision function can be applied to either of these two dimensions, which can then be used to
test whether each dimension individually results in a discontinuity, in addition to the multivariate test.
Finally, more sophisticated covariance functions allows one to test discontinuities in global properties of
the signal. For example, periodic covariance functions can detect discontinuities in oscillatory signals
such as heart rate and respiration, by identifying differences in frequency, the amplitude or waveform.
We explore these extensions in future work.
Our approach is based on Gaussian process regression, which has a number of computationally at-
tractive features. In particular, with a Gaussian observation model, many of the required computations
become analytically tractable. However, via for instance the Laplace approximation, Gaussian process
regression can be used in tandem with non-Gaussian observation models [28]. For instance, one obser-
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vation model could be Poisson to model count data [57, 58], which is arguably more applicable in the
Sicilian smoking ban example, or Bernoulli for binary outcomes.
7 Conclusion
We have presented BNQD, a Bayesian non-parametric approach for causal inference in quasi-experimental
designs. By selecting the appropriate covariance function, one has precise control over the type of
discontinuity that can be detected. For example, using BNQD with an exponential covariance function
results in a non-parametric quasi-experimental setup that is only sensitive to discontinuities in the latent
process itself, while a squared-exponential covariance function can detect discontinuities in any derivative
of the latent process, given sufficient observations.
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A Supporting information
A.1 Covariance functions
Throughout this paper we have made use of the following covariance functions:
k(x, x′) = (σ2vxx
′ + γ)k Polynomial
k(x, x′) = σ2v exp
(
−x− x
′
l
)
Exponential
k(x, x′) = σ2v
(
1 +
√
3(x− x′)
l
)
exp
(
−
√
3(x− x′)
l
)
Matérn (ν = 3/2)
k(x, x′) = σ2v exp
(
− (x− x
′)2
l
)
, Squared-exponential
where σ2v is the output variance of the Gaussian process, k and γ are the degree and offset of the
polynomial, and l is the length scale parameter.
A.2 Simulation polynomials
The following function definitions are used in the simulations:
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f(x) = 0.23 + 0.89x Linear
f(x) =
{
3x2 if x < x0,
4x2 otherwise.
Quad
f(x) =
{
3x3 if x < x0,
4x3 otherwise.
Cubic
f(x) =
{
0.48 + 1.27x+ 7.18x2 + 20.21x3 + 21.54x4 + 7.33x5 if x < x0,
0.48 + 0.84x− 3.0x2 + 7.99x3 − 9.01x4 + 3.56x5 otherwise. Lee
f(x) = 0.42 + 0.84x− 3.0x2 + 7.99x3 − 9.01x4 + 3.56x5 CATE1
f(x) = 0.42 + 0.84x+ 7.99x3 − 9.01x4 + 3.56x5 CATE2
f(x) =
{
3.71 + 2.3x+ 3.28x2 + 1.45x3 + 0.23x4 + 0.03x5 if x < x0,
3.71 + 18.49x− 54.81x2 + 74.3x3 − 45.02x4 + 9.83x5 otherwise. Ludwig
f(x) =
{
0.48 + 1.27x− 3.44x2 + 14.147x3 + 23.694x4 + 10.995x5 if x < x0,
0.48 + 0.84x− 0.3x2 − 2.397x3 − 0, 901x4 + 3.56x5 otherwise. Curvature
f(x) = sinx Sine
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