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ABSTRACT
Observations to characterize planets larger than Earth but smaller than Neptune have led to largely
inconclusive interpretations at low spectral resolution due to hazes or clouds that obscure molecular
features in their spectra. However, here we show that high-resolution spectroscopy (R ∼ 25,000 to
100,000) enables one to probe the regions in these atmospheres above the clouds where the cores
of the strongest spectral lines are formed. We present models of transmission spectra for a suite
of GJ1214b-like planets with thick photochemical hazes covering 1 - 5 µm at a range of resolutions
relevant to current and future ground-based spectrographs. Furthermore, we compare the utility of the
cross-correlation function that is typically used with a more formal likelihood-based approach, finding
that only the likelihood based method is sensitive to the presence of haze opacity. We calculate the
signal-to-noise of these spectra, including telluric contamination, required to robustly detect a host
of molecules such as CO, CO2, H2O, and CH4, and photochemical products like HCN, as a function
of wavelength range and spectral resolution. Spectra in M band require the lowest S/Nres to detect
multiple molecules simultaneously. CH4 is only observable for the coolest models (Teff = 412 K) and
only in the L band. We quantitatively assess how these requirements compare to what is achievable
with current and future instruments, demonstrating that characterization of small cool worlds with
ground-based high resolution spectroscopy is well within reach.
Keywords: planets, atmospheres
1. INTRODUCTION
NASA’s Kepler mission has discovered thousands of
exoplanet candidates with sizes between that of Earth
and Neptune (Borucki et al. 2011; Batalha et al. 2013;
Burke et al. 2014; Mullally et al. 2015; Rowe et al.
2015). These sub-Neptune planets appear to be com-
mon, around both M dwarf and Sun-like stars (Petigura
et al. 2013; Fressin et al. 2013; Burke et al. 2015; Dress-
ing & Charbonneau 2015). In fact, around a third of
Sun-like stars host a planet of this size with orbital pe-
Corresponding author: Callie E. Hood
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riods less than 100 days (Petigura et al. 2013; Fressin
et al. 2013; Burke et al. 2015).
The measured bulk density of these planets could be
consistent with a range of compositions (Figueira et al.
2009; Rogers & Seager 2010; Nettelmann et al. 2011).
Correspondingly, sub-Neptunes may have a diversity of
compositions from rocky to gas-rich as expected from
formation and evolution modelling (Fortney et al. 2013;
Moses et al. 2013; Lopez & Fortney 2014). A wide range
of atmospheres is expected from their bulk compositions
(Morley et al. 2017; Kempton et al. 2018). The history of
how a planet accreted or outgassed its atmosphere, and
its subsequent evolution, may be encoded in the abun-
dances or ratios of molecular species in its atmosphere
(O¨berg et al. 2011; Booth et al. 2017; Espinoza et al.
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22017). Thus, constraining the atmospheric makeup of a
sample of sub-Neptune planets may be the best way to
understand how and out of what material these objects
form. Due to their abundance, more sub-Neptune plan-
ets are likely to be found by the TESS mission around
nearby, bright M-dwarfs (Ricker et al. 2015; Sullivan
et al. 2015; Barclay et al. 2018), providing prime targets
for atmospheric characterization with JWST, ARIEL,
and large ground-based telescopes (Louie et al. 2018;
Kempton et al. 2018; Zellem et al. 2019).
However, these planets have proven hard to charac-
terize; most atmospheric features that are detected are
weaker than expected for a solar-metallicity, cloud-free
atmosphere (Fraine et al. 2014; Fu et al. 2017; Wake-
ford et al. 2017; Wakeford et al. 2019). Some measure-
ments have been unable to detect atmospheric features
at all (e.g. Knutson et al. 2014a; Kreidberg et al. 2014).
Incorporating potentially muted features into yield cal-
culations, Crossfield & Kreidberg (2017) find that the
expected yield of TESS planets amenable to characteri-
zation with JWST is up to 7x worse than when assuming
cloud-free conditions.
GJ 1214b, a 6.16±0.91 M⊕ and 2.71±0.24 R⊕ planet
around a M4.5 star (Charbonneau et al. 2009), is the
prototype of this planetary class, and most dramatic
example a “difficult” atmosphere. Observations of GJ
1214b taken with ground-based instruments and HST
are consistent with a flat transmission spectrum (e.g.
Bean et al. 2010, 2011; Kreidberg et al. 2014). While
early observations were inconclusive, Kreidberg et al.
(2014) achieved the signal-to-noise necessary to rule out
just a clear but high mean molecular weight atmosphere
as the source of the flat transmission spectrum. Instead,
significant gray aerosol opacity has been invoked as the
source of muted features in transmission spectra, includ-
ing that of GJ 1214b (e.g. Crossfield et al. 2013; Kreid-
berg et al. 2014; Knutson et al. 2014a,b; Iyer et al. 2016;
Sing et al. 2016).
Aerosols can absorb and scatter light (Heng & Demory
2013), providing an extra opacity source that dampens
absorption features in transmission spectra (e.g. Dem-
ing et al. 2013; Kreidberg et al. 2014, 2018; Steven-
son 2016). Morley et al. (2013) explored two types of
aerosols expected to form in GJ 1214b’s atmosphere—
clouds from equilibrium chemistry and a photochemical
haze layer from the destruction of CH4—finding that ei-
ther aerosol over a range of parameters could flatten the
planets transmission spectrum. Further cloud formation
work found that KCl and ZnS clouds can only be consis-
tent with observations at high metallicities (1000x solar)
and with strong atmospheric mixing (Kzz = 1010 cm2
s−1) (Morley et al. 2015; Gao & Benneke 2018). In con-
trast, photochemical hazes could explain the observed
HST observations with lower metallicities ∼ 50× solar
(Morley et al. 2015). If an aerosol is the cause of the
observed flat transmission spectra, JWST may allow us
to characterize sub-Neptunes with its longer wavelength
coverage and higher resolution than HST (Greene et al.
2016; Mai & Line 2019).
However, another potential avenue for studying these
atmospheres is ground-based, high-resolution spec-
troscopy. Over the past decade, spectroscopy with a
resolving power ≥ 25,000 has been used to characterize
the composition, dynamics, and thermal structure of ex-
oplanet atmospheres (see Birkby 2018 for a recent review
of the technique and resulting detections). The large
variations in the radial velocity of a close-in exoplanet
relative to the host star allow for the Doppler-shifted
planet spectrum to be disentangled from the relatively
static lines of the host star’s spectrum as well as from
the spectral absorption features of Earth’s atmosphere.
At high spectral resolution, molecular band heads are
resolved into unique groups of individual lines allow-
ing for robust detections from matching these lines to
theoretical models. Though first suggested by Deming
et al. (2000), Brown (2001), and Sparks & Ford (2002),
Snellen et al. (2010) was the first robust detection of a
molecule (CO) in a planet’s atmosphere using this tech-
nique with CRIRES at the VLT. Since then, molecules
such as CO and H2O have been routinely detected for
a variety of planets in emission and transmission (e.g.
Rodler et al. 2012; Birkby et al. 2013; Brogi et al. 2014).
While most of these studies have been of hot Jupiters, a
few focused on smaller planets have yielded upper limits
on molecular abundances (Crossfield et al. 2011; Esteves
et al. 2017; Deibert et al. 2019).
At high spectral resolution, the cores of the strongest
molecular lines are formed very high up in the planet’s
atmosphere, possibly above whatever cloud or haze deck
may obscure features at low-resolution (de Kok et al.
2014; Kempton et al. 2014). Thus, planets whose at-
mospheres are completely obscured in a low-resolution
transmission spectrum may still be successfully charac-
terized at high-resolution (Birkby 2018). Pino et al.
(2018) showed that not only is H2O detectable in the
presence of an aerosol for a typical hot Jupiter, but the
relative cross-correlation strength across multiple wave-
length ranges could be used to detect the aerosol’s pres-
ence.
The aim of this paper is to quantitatively study the
feasibility of detecting molecular features of the haziest
sub-Neptune planets with high-resolution transmission
spectroscopy. Is this achievable? And specifically, is
this a science case for current instruments, or only for
3instruments on upcoming Extremely Large Telescopes?
We investigate how a range of observational parame-
ters including signal-to-noise ratio, spectral resolution,
and wavelength coverage affect the detection of various
molecules.
Furthermore, as high-resolution spectroscopy has be-
come more common, the best way to robustly report
detection significances of molecules has been explored.
Brogi & Line (2019) proposed a new log likelihood func-
tion to use when comparing observed spectra to a model
in the place of the traditional cross-correlation function.
We will compare the utility of these two metrics, moti-
vating our choice of the log likelihood function for the
majority of this work. However, this method may be
affected by any “missing” molecules present in the ob-
served atmosphere but absent in the model spectrum.
For illustration, we will consider how HCN, a high abun-
dance photochemical product, affects the observed spec-
tra and reported detection significances.
This work is structured as follows. In section 2, we
describe how we generate transmission spectra for hazy
GJ 1214b analogs and discuss how we quantify the sig-
nificance of molecular detection with this technique. In
Section 3, we give an overview of the prospects for ob-
serving CO, CO2, H2O, and CH4 across a range of plan-
etary insolation levels as well as the spectral resolution
and wavelength coverage of the data. A discussion of
our results are presented in Section 4 and our conclu-
sions are summarized in Section 5.
2. METHODS
2.1. Model Atmosphere and Spectra
We generate high-resolution transmission spectra
based on the 1D radiative-convective-photochemical
models presented in Morley et al. (2015). The authors
assume 50× solar metallicity and use a 1D radiative-
convective model to determine a temperature-pressure
profile for the atmosphere assuming radiative-convective
equilibrium and calculate gas abundances in different
layers of the atmosphere assuming chemical equilibrium.
They find the total mass of soot precursors from a pho-
tochemical model (Miller-Ricci Kempton et al. 2012; re-
sults first published in Fortney et al. 2013) at each layer
and assume some percentage (fhaze) will form a scatter-
ing haze at that layer, with fhaze and the mode particle
size as free parameters. The optical properties of this
haze are calculated with Mie theory. For this study, we
focus on a particular combination of parameters that re-
produce the “flat” Kreidberg et al. (2014) observations
at low-resolution: fhaze = 10% and a mode particle size
of 0.1 microns. This haze becomes opaque at a pressure
of approximately 10−5 bar in the atmosphere. We also
look at models for atmospheres with 0.3× and 3× the in-
solation of GJ 1214 b with the same haze parameters but
not the exact same haze. The atmospheres with 0.3×,
1×, and 3× the insolation of GJ 1214 b have effective
temperatures of 412, 557, and 733 K, respectively (Fort-
ney et al. 2013). The atmosphere models from Morley
et al. (2015) go to 10−6 bars at the top of the atmo-
sphere, but our highest resolution spectra are sensitive
out to∼ 3×10−7 bars, so we assume an isothermal atmo-
sphere above 10−6 bars with constant molecular abun-
dances. The resulting pressure-temperature profiles and
molecular abundances we use are shown in Figure 1.
To produce high-resolution transmission spectra, we
use the flexible radiative transfer code described in the
appendix of Morley et al. (2017). This line-by-line
code takes in the temperature-pressure profiles, chemical
abundance profiles, and haze opacity files from (Morley
et al. 2015), as well as a mass and radius of the planet.
Using the the line-by-line optical depth calculations and
the vectorized method for calculating transmission spec-
tra presented in (Robinson 2017), this code outputs high
resolution line-by-line (R ∼500,000) transmission spec-
tra for the planet. We use the cross-section database de-
scribed in (Freedman et al. 2014). For our calculations
we include the opacities of CO (Rothman et al. 2010),
CO2 (Huang et al. 2014, 2013), H2O (Barber et al. 2006),
CH4 (Yurchenko & Tennyson 2014; Yurchenko et al.
2013), HCN (Harris et al. 2008), and H2/He collision-
induced absorption (Richard et al. 2012). Absorption
cross sections for these molecules are shown in Figure
2. A molecule will be easiest to detect where it has the
highest cross sections/strongest spectral features, for ex-
ample H2O in J and H bands, CH4 in L band, and CO
in M band. 1
Example transmission spectra in K band for a range
of resolutions are shown in Figure 3. Though the low
resolution transmission spectrum shows little deviation
from a flat line, resolved spectral features from CO and
H2O are visible starting with R∼10,000 and increase in
size as spectral resolution increases. High and low reso-
lution spectra from 1 to 5 µm with and without the haze
for all three insolation cases are shown in Figure 4. The
haze opacity effectively obscures the molecular features
below a certain pressure in the atmosphere, reducing
the low resolution spectrum in particular to a mostly
flat line. As the stellar insolation (and therefore the ef-
fective temperature of the atmosphere) increases, CH4
1 Although there have been updates to line lists for certain species
since these publications, we do not include them in this study
as we are not comparing to observations and are thus internally
consistent.
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Figure 1. Pressure-temperature profiles and molecular abundances for models with 50× solar metallicity and 0.3× (dashed),
1× (solid), and 3× (dotted) GJ 1214b’s insolation. The high-resolution observations discussed in this paper are most sensitive
roughly between 3 × 10−6 - 3 × 10−7 bars, marked by the light grey region in each plot.
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Figure 2. Absorption cross sections for the molecules in-
cluded in our spectra. These cross sections are calculated at
a pressure of 10−6 bars and a temperature of 650 K, then
smoothed to R ∼ 1000 for illustrative purposes. Molecules
with the strongest features in a particular bandpass, e.g. CO
in M band, will be the dominant species in that wavelength
range, though this effect is also dependent on the abundance
of the molecule (see Figure 1b).
features in L band disappear while CO shows stronger
features in K and M band, in accordance with the change
in abundances shown in Figure 1b.
Previous analyses of high resolution spectra have in-
volved various methods to remove telluric and stel-
lar contamination of the data which all require nor-
malization of the observed spectra. To approxi-
mate an observed and reduced spectrum, we take a
R ∼500,000 transmission spectrum model including all
opacity sources as described above, Doppler shift it ac-
cording to the systemic velocity of GJ 1214 (21 km/s),
and then to reach the desired spectral resolution smooth
with a Gaussian kernel and interpolate the model onto
a coarser wavelength grid corresponding to the given
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Figure 3. Transmission spectra for a GJ 1214b model at the
nominal insolation level across a range of spectral resolutions.
At low resolution, the transmission spectrum is essentially a
flat line, but spectral features are clearly visible at higher
resolutions.
resolution and 2 pixels per resolution element (assum-
ing a Nyquist like sampling of 2 pixels per element).
We assume telluric and stellar contamination will be
dealt with completely by the data reduction process
such that they are removed to the photon noise level.
Consequently, we only simulate the planets transmis-
sion spectrum, and investigate the effect of the photon
noise. While we do not assume a full noise simulator
and data processing steps (e.g. Brogi & Line 2019), we
approximate the final outcome of such an approach by
doing the following. First, to determine the amount of
random noise to add to each pixel in our truth spec-
trum, we choose a particular signal-to-noise ratio on
what would have been observed in the stellar spectrum
per resolution element (S/Nres) as in Pino et al. (2018).
For the signal-to-noise per pixel, S/Npix(λ) we multiply
this S/Nres by the square root of the telluric absorp-
tion spectrum T(λ) (which has values between 0 and
5Figure 4. Clear and hazy transmission spectra for models with 0.3× (top), 1× (middle) and 3× (bottom) GJ 1214b’s insolation.
Both low (R ∼ 100) and high (R ∼ 100, 000) resolution spectra are plotted. The presence of the haze clearly mutes molecular
features, particularly in the low resolution spectra. Furthermore, at high resolution the difference between the coolest and
hottest models is most pronounced; this difference can be attributed to the larger scale height for the hotter model in addition
to differences in abundances.
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Figure 5. Normalized transmission spectra with R ∼
100,000 for a GJ 1214b model before and after the addi-
tion of noise. The random noise added to the spectrum has
a base S/Nres of 1000 (or 1000 ppm of noise), scaled by a
model of the Earth’s transmission spectrum.
1), to mimic the reduction in S/N due to telluric ex-
tinction, and the square root of the number of pixels
per resolution element. We simulate noise by adding a
noise value to each pixel drawn from a Gaussian distri-
bution with a standard deviation equal to the reciprocal
of the desired signal-to-noise per pixel. Given that we
are assuming photon noise, which follows a Poisson dis-
tribution, Gaussian distributed noise is an appropriate
approximation for the high stellar photon counts. We
obtain T(λ) using the ESO Skycalc tool based on the
Cerro Paranal Sky Model (Noll et al. 2012; Jones et al.
2013). An example of the normalized transmission spec-
trum in L band before and after the addition of noise is
shown in Figure 5. Both the original GJ 1214b trans-
mission spectrum and that of Earth’s atmosphere have
stronger features on the bluer end of L band, reflected in
the noisier but more prominent features on the shorter
wavelength end of the noisy spectrum.
2.2. Quantifying Detection Significance
High-resolution spectra of exoplanet atmospheres are
often “self-calibrated” rather than in comparison to
a standard star, meaning broadband information and
changes in flux at a fixed wavelength over time are re-
moved from the data by fitting a trend with airmass or
using a principal component analysis based approach
(e.g. Snellen et al. 2010; Birkby et al. 2013). These
data processing steps to remove the telluric contami-
nation typically remove any reliable planetary contin-
uum level information. This makes typical data-model
“chi-square” comparisons difficult, if not impossible, un-
less the exact stretching/scaling to the data is known.
In light of this, the standard approach is to utilize the
cross-correlation function (CCF), which leverages infor-
mation in individual line ratios to determine planetary
atmosphere information (see Brogi & Line 2019 and Gib-
son et al. 2020 for a detailed discussion). The cross-
correlation function determines the correlation between
the data and a model template as a function of Doppler
shift. A model perfectly matched to the data will show a
“peak”, or maximum correlation, at the planetary veloc-
ity (in our case, the systemic velocity). Incorrect mod-
els will show no peak or a damped peak relative to the
“correct” model. Following the notation of Brogi & Line
(2019), we define the variance of the data (s2f ), the vari-
ance of the model (s2g ), and the cross-covariance R(s)
as follows:
s2f =
1
N
∑
n
f2(n)
s2g =
1
N
∑
n
g2(n− s)
R(s) =
1
N
∑
n
f(n)g(n− s)
where n is the bin number or spectral channel, s is a
bin/wavelength shift, N is the total number of spectral
channels, f(n) is an observed spectrum, and g(n) is a
model spectrum for comparison, both mean-subtracted.
The cross-correlation coefficient C(s) is then:
C(s) =
R(s)√
s2fs
2
g
(1)
In the literature, molecules have been detected by re-
porting a strong signal in the cross-correlation function
of observed spectra with a model that contains solely the
molecule of interest. When using the CCF, we compare
to models that have only one or two opacity sources at
a time, e.g. just CO or CO and the haze opacity. The
strength of this detection has often been reported as the
ratio of the peak of the CCF and the standard devia-
tion of the coefficient around the peak (e.g. Snellen et al.
2010) though some more sophisticated approaches have
also been used like the Welch T-test metric (e.g. Birkby
et al. 2013). Hawker et al. (2018) find the ratio of peak
to standard deviation to be the most conservative met-
ric for evaluating detection significance, so this is how
we will report detection significances from a CCF in this
work. However, this peak-to-off-peak comparison only
determines the S/N within a given model template rela-
tive to the on-to-off velocities, making quantitative com-
parisons amongst differing model templates challenging.
Brogi & Line (2019) proposed a solution to this prob-
lem by developing a mapping of the CCF to a log-
likelihood function (log(L)) for use in a Bayesian re-
trieval framework. Using the above definitions, they
7related a formal log-likelihood to the CCF (or rather,
the cross-covariance) through:
log(L) = −N
2
log(s2f − 2R(s) + s2g) (2)
where as defined above N is the total number of spec-
tral channels, s2f is the variance of the data, s
2
g is the
variance of the model, and R(s) is the cross-covariance
of the data and a model with some wavelength shift
s. Before proceeding with our atmospheric analysis, we
first investigate the sensitivity of the model comparisons
under the CCF and log(L) assumptions. Since we are
not performing a retrieval analysis but instead compar-
ing to forward models, we need a method of mapping
the log(L) value to a detection significance analogous to
that obtained with the CCF. To do this, we first cal-
culate log(L1) for our “truth” spectrum (e.g., the same
underlying model used to generate the simulated data,
which again, includes the haze continuum and all of the
gases). We then compute log(L2) for 5 additional nested
models that each lack one of our tested opacity sources,
so we can isolate how much that missing opacity source
decreases the log(L). To quantify the detection of each
source of opacity, we utilize the change in Bayesian In-
formation Criterion (BIC) (Schwarz 1978):
BIC = p logN − 2 logL (3)
between the full model and the subset model lack-
ing that opacity source, of which we then approximate
∆BIC ≈ 2 ∗ (logL1 − logL2).2. We then relate this
change in BIC to the Bayes factor, using the formula
∆BIC = 2 ∗ logB12 (e.g. Szyd lowski et al. 2015). We
can then map this Bayes factor to a frequentist p-value
using Table 2 from Trotta (2008), which can in turn be
converted into a statistical significance. Due to the lim-
ited nature of the table, we are only able to report sign-
ficances smaller than 21.3σ; anything that would have a
stronger significance is reported as this upper limit.
2.3. CCF vs. Log(L) Example: CO in K Band
Here we compare molecular detections from the CCF
and log(L) approaches as a function of the signal-to-
noise per resolution element S/Nres for a representative
K -band (2-2.5 µm) spectrum of our nominal GJ 1214b
model.
First, we look at a single truth spectrum with S/Nres
of 1000 and R∼100,000, assuming a velocity of 0 km/s
2 Effectively, this becomes a likelihood ratio test to compare mod-
els as we are not changing the number of free parameters (p in
Equation 3). The molecule we remove is not a free parameter as
we do not vary its value to fit the data.
for the planet. Figure 6 shows the CCFs of this spectrum
with models that contain either all opacity sources, just
CO and the haze, or just CO; the statistical significances
of each peak are 9.9σ, 9.7σ, and 9.1σ, respectively 3. As
expected, the template that contains all of the opacity
sources included in the original model gives the high-
est peak CCF, relative to the off-peak velocity baseline.
The template that contains both CO and the haze has
a slightly smaller peak, which again decreases when the
haze opacity is ignored. However, these decreases are
relatively small, suggesting the CCF is not particularly
sensitive to the presence of a haze.
Figure 7 similarly shows the log(L) as a function of
velocity for templates that include all opacities, all but
CO, and all but the haze. Figure 7a is zoomed in to
show how the peak seen when computing log(L) for the
full model disappears when CO is removed, highlight-
ing the necessity of CO to properly match the original
spectrum. The decrease in log(L) at the planet veloc-
ity (0 km/s) corresponds to a 10.9 σ detection of CO
(based on Eqn. 3 and subsequent discussion). We note
that the log(L) for the model without CO has a higher
average value than the model with CO; we attribute
this effect to the decreased variance (sg) of the model
without the prominent CO lines, which increases the re-
sulting log(L) as seen in Equation 2. Thus, a clear peak
in the log(L) as a function of velocity should be taken as
an indication that a model that correctly matches the
truth spectrum rather than just the average value. We
assume a retrieval method would identify the correct ve-
locities and so only consider the value at 0 km/s as this
is most analogous to what a retrieval detection signifi-
cance would be. Figure 7b shows the same curves, as
well as log(L) with a template not containing the haze.
When the haze opacity is removed, though the peak in
log(L) at 0 km/s is still prominent, log(L) significantly
decreases at this velocity, corresponding to a > 20σ de-
tection of the haze. Therefore, the haze is also necessary
in addition to CO to match the truth spectrum. How-
ever, if one did not test the models containing the haze
opacity, they may still detect CO since the Log(L) still
shows a peak at 0 km/s but assume the atmosphere was
clear. Models including a potential source of continuum
opacity should be investigated to maximize the atmo-
spheric information one can learn from the data.
3 Typically in the literature this metric is referred to as the S/N of a
detection and lacks the sigma symbol (unlike significance values
from the Welch T-test metric for example). However, we will
include the sigma in this work to aid in comparison to detection
significances derived from the log(L) method.
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Figure 6. CCFs of transmission spectrum models that in-
clude varying opacity sources with a spectrum that includes
all opacities and has random noise added to give it a S/N
per resolution element of 1000.
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Figure 7. Log(L) for transmission spectrum models that in-
clude varying opacity sources with a spectrum that includes
all opacities and has random noise added to give it a S/N
per resolution element of 1000. In 7a, we see that the peak
in log(L) seen at zero relative velocity disappears when CO
is removed from the model. In 7b, we see the value of log(L)
drastically decreases when the haze opacity is removed from
the model.
Next we explore the differences in detection from the
CCF vs. log(L) approach over a small grid of S/Nres
and resolutions, summarized in Figures 8 and 9. In or-
der to account for the effect of random noise, we re-
peat the analysis for 25 different noise instances and
report the average and standard deviation of the re-
sulting detection strengths. Comparing Figures 8a and
8b, we see that removing the haze opacity does typ-
ically slightly lower the average detection strength of
CO when using the CCF regardless of spectral resolu-
tion or S/Nres. However, within their uncertainties, the
detection strengths of CO agree between templates that
include or ignore the haze opacity. Figures 9a and 9b
show the detection strengths for CO and haze, respec-
tively, when using the log(L) method. We see that 9a
resembles 8a and 8b, meaning that the CCF and log(L)
give similar detection strengths for CO. Figure 9b shows
we can strongly detect the presence of a haze, even when
we cannot robustly detect CO (for example, with R∼
25,000).
Overall, we find that CCF and log(L) give similar an-
swers for molecular detections, but the log(L) method is
much more sensitive to the presence of a haze opacity.
This suggests the high-resolution spectrum is sensitive
to the broadband opacity of the haze due to the loss of
a myriad of weaker lines. The increased sensitivity of
the log(L) is attributable to the treatment of the model
and data variance terms (sf and sg). As noted in Brogi
& Line (2019), the log(L) decreases when sf and sg dif-
fer significantly, while the CCF is not clearly affected
by this discrepancy. The presence of a haze opacity will
serve to mute any molecular features (as seen in Figure
4), effectively decreasing the variance of the spectrum.
As a result, a model that includes the haze will have
a more similar variance to the observed spectrum of a
hazy object, leading to a detectable change in log(L).
Thus, for the remainder of this paper, we will only use
the log(L) method to quantify how well we can detect
opacity sources.
3. RESULTS
Here we present the detectability given the above met-
rics for CO, CO2, H2O, CH4, and a haze opacity as a
function of spectral band, resolution, and S/Nres. The
“truth” spectrum is generated by including all of the
above opacity sources as well as H2/He collision-induced
absorption from one of three input pressure-temperature
profiles, corresponding to 0.3×, 1×, or 3× GJ 1214 b’s
stellar insolation (Figure 1). The observing bands we
consider and their corresponding wavelengths are shown
in Table 1. These bandpasses are a bit wider than are
typically defined for ground based observations as at
910
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(a) CCF: CO and Haze
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(b) CCF: Just CO
Figure 8. Detection significance in sigma for CO as a function of spectral resolution and S/N per resolution element of the
transmission spectrum of nominal GJ 1214b model (1× insolation). In 8a, we have cross-correlated our input spectra with
models including opacity only from CO and a haze. In 8b, we have removed the haze opacity from the model we use for
cross-correlation; the detection significances agree with those obtained when including the haze opacity, making it difficult to
robustly identify the presence of a haze when using the CCF.
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(b) Log(L): Haze
Figure 9. Detection significances in sigma for CO and a haze as a function of spectral resolution and S/N per resolution
element of the transmission spectrum of nominal GJ 1214b model (1× insolation). The detection strengths reported in 9a are
very similar to those found when detecting CO with the CCF as shown in 8a. However, as this method allows us to probe the
presence of a haze directly, we can much more confidently report the detection of a haze using the log(L) as shown in 9b.
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Table 1. Observing bands considered in this study.
Observing Band Wavelength Coverage (microns)
J 1.1 - 1.4
H 1.45 - 1.8
K 2.0 - 2.5
L 3.2 - 4.15
M 4.4 - 5.0
high resolution telluric absorption features can possibly
be resolved with usable data in between, and instru-
ments can have varying wavelength coverage. We test
a large range of S/Nres from 50 to 5000, averaging the
detectability over 25 random noise instances (as in Sec-
tion 2.3). We then find the average detection strength
from these 25 noise instances. Tables 3 - 2 report the
lowest S/Nres required for detecting (threshold for de-
tection set at 5σ) a given opacity source (one table per
source) as a function of observing band, insolation (rel-
ative to that of GJ 1214b), and spectral resolution. We
will go into a more detailed overview of these results in
the following sections.
3.1. 1× GJ 1214b Insolation
Three findings are consistently true regardless of wave-
length range considered. First, as indicated in Table 2,
the haze is always the easiest opacity source to detect
since it has the lowest required S/Nres for detection,
which is 500 or less in all cases considered. Thus, if
one achieved the S/Nres necessary to detect a molecule
like CO in the atmosphere of one of these planets, one
would necessarily have the required S/Nres to rule out a
completely clear atmosphere as well. Again, this is made
possible through the sg and sf terms in the log-likelihood
function and would thus be difficult if not impossible to
detect using the classic CCF approach.
Second, increasing the spectral resolution appears to
have diminishing returns, i.e. increasing the spectral
resolution from R ∼ 25,000 to 50,000 yields the great-
est decrease in the required S/Nres (often a factor of
2) but increasing the spectral resolution further does
not yield quite as dramatic of a change in the required
S/N level. This is because once enough strong spectral
lines are resolved to clearly identify the presence of a
molecule, adding additional weaker lines from further
increased spectral resolution is an increasingly marginal
help. However, increasing to higher spectral resolution
may still lead important gains in precision on param-
eters beyond detection of molecules, such as molecular
Table 2. Minimum S/Nres required for ≥ 5σ detection of the
haze.
Observing Insolation Spectral Resolution
Band 25,000 50,000 75,000 100,000
(1) (2) (3) (4) (5) (6)
0.3× 400 250 200 150
J 1× 350 200 150 150
3× 200 150 100 100
0.3× 350 200 150 150
H 1× 350 200 150 100
3× 200 100 100 100
0.3× 400 250 200 150
K 1× 450 250 200 150
3× 300 150 100 100
0.3× 300 200 150 100
L 1× 400 250 200 150
3× 300 200 150 100
0.3× 350 200 150 150
M 1× 250 150 100 100
3× 200 150 100 100
Table 3. Minimum S/Nres required for ≥ 5σ detection of CO.
There are no ≥ 5σ detections with S/Nres ≤ 5000 for J, H, and
L bands.
Observing Insolation Spectral Resolution
Band 25,000 50,000 75,000 100,000
(1) (2) (3) (4) (5) (6)
0.3× - 4500 3500 2400
K 1× 3500 1600 1100 800
3× 1800 1000 700 500
0.3× 1400 800 600 400
M 1× 700 400 250 200
3× 400 250 150 150
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Table 4. Minimum S/Nres required for ≥ 5σ detection of
CO2. There are no ≥ 5σ detections with S/Nres ≤ 5000 for J,
H, K, and L bands.
Observing Insolation Spectral Resolution
Band 25,000 50,000 75,000 100,000
(1) (2) (3) (4) (5) (6)
0.3× 4500 2400 1800 1300
M 1× 4500 2400 1700 1300
3× 4500 2200 1500 1100
Table 5. Minimum S/Nres required for ≥ 5σ detection of
H2O.
Observing Insolation Spectral Resolution
Band 25,000 50,000 75,000 100,000
(1) (2) (3) (4) (5) (6)
0.3× - 2600 1900 1200
J 1× - 2800 2200 1300
3× 3000 1600 1200 700
0.3× - 4500 3000 2200
H 1× - 4000 2800 2000
3× 3500 1800 1200 900
0.3× - - 4000 3000
K 1× - - 4000 3000
3× 5000 2800 1900 1500
0.3× - 4500 3500 2600
L 1× - 4000 3000 2600
3× 3000 1500 1300 1100
0.3× 5000 2800 1900 1300
M 1× 4000 2400 1600 1200
3× 1800 1000 700 500
abundances, temperature structure, or wind speeds that
we do not consider in this work.
Lastly, CH4 is undetectable across all wavelength
ranges and spectral resolutions for models with this in-
solation level. This inability to detect CH4 is expected
Table 6. Minimum S/Nres required for ≥ 5σ detection of
CH4. There are no ≥ 5σ detections with S/Nres ≤ 5000 for J,
H, and M bands.
Observing Insolation Spectral Resolution
Band 25,000 50,000 75,000 100,000
(1) (2) (3) (4) (5) (6)
0.3× - 3000 2000 1600
K 1× - - - -
3× - - - -
0.3× 1100 700 450 300
L 1× - - - -
3× - - - -
due to the lack of CH4 above ∼ 10−4 bar (where these
observations are most sensitive) as shown in Figure 1b.
More specifically, here we break-down the band-by-
band results:
• J and H Bands: H2O is the only molecular opacity
source detectable in addition to the haze. The
required S/Nres for detecting H2O is lower in J
band than in H - 2800 and 4000, respectively, for
R ∼ 50,000.
• K Band: CO is detectable for all spectral reso-
lutions, while H2O is detectable for R ≥ 75,000.
However, H2O requires much higher S/N spectra.
For example, at a R ∼ 75,000, one needs an ef-
fective S/Nres of 1100 to detect CO but 4000 for
H2O.
• L Band: H2O is again the only detectable
molecule. A higher S/Nres is required to detect
H2O compared to J or H, with a required value of
4000 for R ∼ 50,000.
• M Band: CO, CO2, and H2O are all potentially
detectable. Plots of the detection strength for all
considered opacities as a function of selected spec-
tral resolutions and S/Ns are shown in Figure 10.
Detecting CO is significantly easier than in K ; at
a R ∼ 75,000, one only needs an effective S/Nres
of 250 to detect CO. In addition, CO2 is only de-
tectable in this wavelength range, though it does
require a higher S/Nres than that needed to de-
tect CO (for example, 1700 at a R ∼ 75,000).
H2O requires comparable S/Nres to CO2, but with
12
Figure 10. Detection significances for different opacity sources as function of spectral resolution and S/Nres for M band
transmission spectra of the model with 1× GJ 1214b’s insolation. All tested opacity sources except CH4 are detectable in M
band, though the haze and CO are detectable for a much wider range of combinations of S/Nres and spectral resolution than
CO2 and H2O.
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spectra at R∼100,000, one could detect CO, CO2,
and H2O with S/Nres ≥ 1100. Thus, the M band
is overall the most promising observing band for
detecting 2 or more molecular opacity sources at
once. However, the high thermal background in M
band may make these observations more challeng-
ing as discussed in Section 4.1.
In general, the bands in which different molecules are
detectable is our work here do reflect previous obser-
vational results. H2O has been detected in J band
(Alonso-Floriano et al. 2019), K band (e.g. Hawker et al.
2018), L band (e.g. Birkby et al. 2013, 2017; Piskorz
et al. 2018), and data covering 0.95 - 2.45 µm simulta-
neously (Brogi et al. 2018; Guilluy et al. 2019). CO has
been repeatedly detected in K band (e.g. Snellen et al.
2010; Flagg et al. 2019). To date, no molecules have
been reported for high-resolution ground-based M band
spectra of an exoplanet atmosphere.
de Kok et al. (2014) investigated the optimal wave-
length ranges to detect different molecules in exoplanet
atmospheres with the 2014-era CRIRES instrument on
the VLT. Similar to our results presented above, they
also find that CO is best detected in K and M bands,
while H2O is detectable in J - M bands. However,
they find the region around 3.5 µm as optimal for de-
tecting multiple species (CO2, CH4, and H2O), in con-
trast to our preference for M band. As we will discuss
later in Section 4.1, the thermal background in M band
can make it functionally difficult to reach the required
S/Nres with current instruments. In addition, they as-
sume a truth spectrum with only one molecule at a time
and cross-correlate with a model of just that species;
they note that CH4 or H2O lines could have a shielding
effect that make other molecules more difficult to detect.
Thus, our inability to also detect CO2 in L band can be
attributed to the higher cross sections of the many lines
of CH4 and H2O in this region as shown in Figure 2.
3.2. 0.3× and 3× Insolation
Since we would like to be able to observe a wider range
of planets than just GJ 1214b, we also investigate how
changing the stellar insolation effects our results, look-
ing at models with 0.3× and 3× the true insolation of
GJ 1214b. The primary effect is the change over of
the dominant carbon bearing species with temperature:
CH4 dominating in the 0.3× case and CO/CO2 in the
3× scenario, with an overlap/transition for the 1× case
(Figure 1b).
3.2.1. 0.3× Insolation
As above, we list our results by observing band, but to
simplify the discussion, only summarize the differences
from the 1× insolation case. In some cases the haze
opacity requires a slightly higher S/Nres to detect than
the nominal insolation case, but it still remains the easi-
est opacity source to detect across all wavelength bands
and resolutions. Overall, the decrease in temperature for
the models with 0.3× GJ 1214 b's insolation makes CO,
CO2, and H2O slightly harder to detect, while these are
the only models where CH4 is detectable. Though the
volume mixing ratio of H2O is actually slightly higher in
the cooler case than that of the nominal insolation, this
increase in difficulty may be attributed to the decrease in
scale height with decreasing temperature which makes
spectral features smaller. However, interference from
the many CH4 lines may also make H2O harder to de-
tect. To test this idea, we took a 0.3× insolation model
in L band (which has the strongest CH4 features) with-
out CH4 but including all of our other opacity sources
as the ”truth” model and computed the required S/Nres
to detect H2O in this case. When CH4 lines are not
included, the required S/Nres to detect H2O decreases
for all tested spectral resolutions, indicating that inter-
ference from CH4 is indeed a source of the increased
difficulty in detecting H2O for these cooler models.
• J and H Bands: The required S/Nres for detect-
ing H2O is slightly lower in J band and higher in H
band when compared to the 1× results. For exam-
ple, with R∼ 50,000 spectra, detecting H2O would
require S/Nres ≥ 2600 in J band and S/Nres ≥
4500 in H band, compared to 2800 and 4000 for
the 1× insolation case, respectively.
• K Band: Detecting CO requires a much higher
S/Nres due to its decreased abundance, and is not
detectable at R≤25,000 for any of our noise sce-
narios. CH4, which is not detectable in the nom-
inal 1× models, is more readily detectable than
CO and H2O in this cooler scenario (i.e. with
S/Nres ≥2000 at R∼75,000, compared to 3500 for
CO and 4000 for H2O). For the highest resolution
case (R ∼ 100,000), one could detect CO, H2O,
and CH4 with a S/Nres ≥ 3000.
• L Band: CH4 and H2O are both detectable. Due
to the proximity to the v3 band, detecting CH4 re-
quires a much lower S/Nres than in K, with a lower
limit of 300 in the R∼100,000 case. A slightly
higher S/Nres is required to detect H2O than in
the 1× insolation case; S/Nres ≥ 3500 rather than
3000 for R∼75,000.
• M Band: In all cases the required S/Nres to detect
CO, CO2, and H2O is higher than for the nominal
14
models. For R∼ 100,000, CO, CO2, and H2O re-
quire S/Nres ≥ 400, 1300, and 1300, respectively
(compared to 200, 1300, and 1200 for the 1× in-
solation case).
3.2.2. 3× Insolation
The hotter 3× insolation models show qualitatively
similar detection behaviour to the 1× case. In most
cases the haze opacity requires a slightly lower S/Nres to
detect than the nominal insolation case, but the change
is often small. The biggest difference is that CO, CO2
and H2O are all easier to detect, sometimes by up to a
factor of 2 decrease in the required S/Nres.
• J and H Bands: The required S/Nres for detecting
H2O is approximately 2× lower than in the 1×
insolation case for all resolutions in both bands,
likely due to the increase in the size of the features
in these bands compared to the nominal insolation
case as seen in Figure 4.
• K Band: Both CO and H2O are detectable, but
again require lower S/Nres for a 5σ detection. This
decrease in required S/Nres is ∼ 40% for CO, while
closer to ∼ 50% for H2O. Notably, in this hotter
scenario, H2O is detected at R≤50,000 for all ex-
plored S/N cases, in contrast to the nominal 1×
insolation case where it is only detectable at higher
resolutions.
• L Band: The required S/Nres for H2O detection
is again roughly 50% lower than needed in the 1×
insolation case across spectral resolutions.
• M Band: The required S/Nres to detect CO, CO2,
and H2O is lower than in the nominal insolation
case, with the largest effect for H2O. With spec-
tra at R∼100,000, one could detect CO, CO2, and
H2O simultaneously with S/Nres ≥ 1100 (com-
pared to 1300 in the 1× insolation case).
3.3. Observing Multiple Bands
Modern instruments are now able to observe multi-
ple atmospheric windows simultaneously, often some se-
lection of J, H, and K bands, including CARMENES
(Quirrenbach et al. 2016), NIRPS (Wildi et al. 2017),
IGRINS (Park et al. 2014), GIANO (Origlia et al. 2014),
and SPIRou (Artigau et al. 2014). Access to multiple
bands in one exposure allows for more spectral lines of
a molecule to be observed, strengthening the signal of
that molecule, as the molecular detection S/N scales as
the
√
Nlines. Over these wavelength ranges, H2O in par-
ticular has millions of spectral lines in each band. Fig-
ure 11 demonstrates the effect of increasing wavelength
range on H2O detection significance. Figure 11b shows
a clear improvement when combining J and H bands
over just observing J band alone (Figure 11a). Further-
more, H2O is more difficult to observe in K band, as
shown in Figure 11c and expected since H2O has larger
cross sections in J and H bands as shown in Figure 2.
However, H2O is much more detectable at fixed spec-
tral resolution or S/Nres when J and H band are also
observed (Figure 11d). Thus, instruments that can ob-
serve J -K band simultaneously will more readily detect
H2O and CO(which is detectable in K band but nei-
ther of the other two bands; see Table 3 with the same
observations.
Looking to future instrumentation, GMTNIRS (Jaffe
et al. 2016) is a proposed high-resoltuion spectrograph
for the GMT that would cover 1 to 5 µm in one expo-
sure. Table 7 shows the minimum S/Nres required to
detect each opacity source when observing all bands (J -
M ) simultaneously. While the required S/Nres to detect
H2O is substantially less than when looking at any single
band as shown in Table 5, other opacity sources are not
as benefited by simultaneous wavelength coverage, due
to their narrower span or dominance by H2O over most
bands. In particular, the minimum S/Nres required to
detect CO and CO2 is in most cases identical to that
required for when considering solely M band spectra, so
adding in other bands does not make either molecule eas-
ier to detect. Similarly, the minimum S/Nres reported
for CH4 in Table 7 are identical to those for analyzing
solely L band spectra from Table 6. Thus, H2O is the
opacity source, under these specific atmospheric condi-
tions, most benefited by an instrument with wide in-
stantaneous wavelength coverage. In scenarios in which
other broad-band absorbing molecules dominate, say,
higher metallicity where CO/CO2 are more prominent,
or much cooler where CH4 dominates the full near in-
frared, the influence of multiple bands on specific molec-
ular detections would undoubtedly change. We leave
this detailed analysis to a future study.
3.4. Photochemical Products
Though our results so far have only included four
molecules (CO, CO2, H2O, and CH4), other molecules
could be important opacity sources for these planets in
the near infrared. In particular, photochemical products
could affect the high-resolution transmission spectra at
these wavelengths and their detection could provide an
avenue to distinguish between a photochemical haze and
equilibrium condensate clouds. However, not all poten-
tial molecules have high fidelity line lists at the tempera-
tures and pressures necessary for generating these mod-
els. Hawker et al. (2018) and Cabot et al. (2019) have
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(d) J, H, and K Band
Figure 11. Detection significances for H2O for different observing bands as a function of spectral resolution and S/N per
resolution element of the transmission spectrum. Observing J and H bands simultaneously increased the detection significance
of H2O as shown in 11a and 11b. Similarly, while the H2O detection in K band is marginal in 11c, adding J and H bands
allows for a much stronger detection of H2O.
both presented evidence of HCN in the atmospheres of
hot Jupiters using high-resolution spectroscopy, indicat-
ing the possibility of detecting this molecule with current
line lists. Thus, to test whether photochemical products
would be detectable with these kinds of observations, we
focus on HCN as an illustrative example using the line
list from Harris et al. (2008).
As in Section 2.1, we create a new “truth” spectrum
that includes HCN in addition to our other opacity
sources. We use the results of the photochemical model
cited in Section 2.1 to determine the HCN abundance.
We can then use the log(L) method described in Section
2 to compare to the models without HCN and quan-
tify our ability to detect the molecule as a function of
S/Nres and spectral resolution. We find that L band is
the only observing band where HCN is detectable; so far
the only spectra used to detect HCN in Hawker et al.
(2018) and Cabot et al. (2019) covered 3.18 - 3.27 µm.
The minimum S/Nres needed to detect HCN is listed in
Table 8. HCN is only detectable for the hottest models
and highest spectral resolutions. However, as shown in
Figure 2, HCN has its strongest features between 3 and
16
simultaneously.
Table 7. Minimum S/Nres required for ≥ 5σ detection of
each opacity source for transmission spectra that cover ob-
serving bands J -M
Opacity Insolation Spectral Resolution
Source 25,000 50,000 75,000 100,000
(1) (2) (3) (4) (5) (6)
0.3× 1400 800 600 400
CO 1× 700 350 250 200
3× 400 250 150 150
0.3× 4500 2400 1800 1200
CO2 1× 4500 2400 1700 1300
3× 4500 2200 1500 1100
0.3× 2800 1500 1100 800
H2O 1× 2600 1400 1100 800
3× 1200 700 500 350
0.3× 1100 700 450 300
CH4 1× - - - -
3× - - - -
0.3× 150 100 100 100
Haze 1× 150 100 100 50
3× 100 100 50 50
3.2 µm. If spectra starting at 3.1 µm instead of 3.15 µm
can be obtained, HCN could be much easier to detect -
for example, the required S/Nres for 3× insolation and
R ∼ 100,000 decreases from 3500 to 1000.
We also explore how unaccounted for photochemi-
cal products could affect the detectability of the ma-
jor molecular species. Our “truth” spectrum inlcudes
our standard set of opacities (CO, CO2, H2O, CH4, and
H2/He CIA) plus HCN, but compare to models with-
out HCN (e.g., an “incorrect” model). We find that the
detection S/N values do not change in any case, even
for L band where HCN is detectable (Table 9). This
consistency suggests that our above results are robust
against missing absorbers. However, since HCN is not
easily detectable, the minimum S/Nres for a detection
may be slightly higher than reported here if there are
unaccounted-for molecules that would more significantly
affect the high-resolution transmission spectrum.
Table 8. Minimum S/Nres required for ≥ 5σ de-
tection of HCN with L band spectra.
Insolation Spectral Resolution
25,000 50,000 75,000 100,000
(1) (2) (3) (4) (5)
0.3× - - - -
1× - - - -
3× - - 4000 3500
Table 9. Minimum S/Nres required for ≥ 5σ detection of
each opacity source for transmission spectra in L band when
HCN is included in the observed spectrum but not the com-
parison models. CO and CO2 are not observable with S/Nres
≤ 5000.
Opacity Insolation Spectral Resolution
Source 25,000 50,000 75,000 100,000
(1) (2) (3) (4) (5) (6)
0.3× - 4500 3500 2600
H2O 1× - 4000 3000 2600
3× 3000 1500 1300 1100
0.3× 1100 700 450 300
CH4 1× - - - -
3× - - - -
0.3× 300 200 150 100
Haze 1× 400 250 200 150
3× 300 200 100 100
4. DISCUSSION
4.1. Observability with Current and Future
Instrumentation
In Section 3 we presented the required S/N per reso-
lution element to detect molecules over a range of stellar
insolation levels (Teff = 412, 557, and 733 K) and obser-
vational parameters (R ∼ 25,000 - 100,000, 50 ≤ S/Nres
≤ 5000, and J - M bands). However, the exposure times
required to reach these S/Nres will vary depending on
host star brightness, sky background, telescope aperture
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size, and instrument sensitivity. While a detailed instru-
ment/observational investigation is outside the scope of
this work, we can focus on GJ 1214b as an example of
how these factors might affect observations.
We used a simplified noise model for estimating in-
strumental S/Nres as a function of exposure time to de-
termine the observability of molecules as a function of
source brightness, telescope size, resolving power, and
wavelength. The estimated measured S/N per reso-
lution element depends upon the number of photons
received from the source (which itself depends on ex-
posure time, throughput, collecting area, brightness,
and resolution), thermal background (which depends on
emissivity, throughput, etendue AΩ, and temperature),
and instrumental quantities such as total throughput
(τ ∼ 0.05), emissivity ( = 0.3), and noise properties of
the detector (dark current, read noise), which all com-
bine into:
S/N =
S × T√
S × T +Nexp × (Texp × (BKGD +DC) +RN2)
(4)
where S is the signal, T is the total exposure time,
Nexp is the number of exposures, Texp is the time for a
single exposure (assumed to be 600 seconds), BKGD is
thermal background, DC is the dark current, and RN
is read noise.
Using this equation, it is then possible to estimate
the S/Nres expected for a given source magnitude, re-
solving power, and exposure time. For each molecule,
we determined the minimum exposure time required to
detect the molecule in the 1× insolation scenario (us-
ing GJ 1214b-like planet/star parameters) for varying
source brightnesses. We simulated the exposure time
vs. source brightness relation for three different scenar-
ios: 1) R ∼ 25, 000 instrument on a 10-m telescope,
seeing-limited (e.g. NIRSPEC on Keck, McLean et al.
1998, Martin et al. 2018); 2) R ∼ 50, 000 instrument on
an 8-m telescope, seeing-limited (e.g. IGRINS on Gem-
ini, Park et al. 2014, Mace et al. 2018); 3) R ∼ 100, 000
instrument on a 30-m telescope, behind Adaptive Op-
tics (AO), such as the proposed METIS on ELT (Brandl
et al. 2018) or MODHIS (Mawet et al. 2019) on TMT.
The dark current and read noise for the IGRINS-like
and ELT instruments were assumed to be typical Tele-
dyne values4 ; the NIRSPEC-like curve used measured
values from that instrument5. To easily normalize for
4 http://www.teledyne-si.com/products/Documents/H2RG%
20Brochure%20-%20September%202017.pdf
5 https://www2.keck.hawaii.edu/inst/nirspec/Specifications.html
each type of instrument, we assumed a “seeing disk” of
20 pixels per resolution element (assuming the resolu-
tion element in the imaging and dispersion directions
was 5 pixels by 4 pixels). We assume exposures with
the maximum practical length one would want to take
in a particular band due to sky lines and thermal back-
ground: 600 seconds for K band and 30 seconds for M
band. We do not assume any overhead time that might
occur, for example due to detector readout, which would
increase the required amount of telescope time for these
observations. Each resolving power requires a different
minimum S/Nres to detect a molecule. For example, in
K band, to detect CO at 5σ significance for 1× insola-
tion, an R∼25,000 instrument requires S/Nres > 3500,
an R∼50,000 instrument needs S/Nres > 1600, and an
R∼100,000 instrument needs S/Nres > 800.
Figure 12 shows the results of our noise observability
analysis. For K band, shown in Figure 12a, an instru-
ment similar to NIRSPEC would take about 8 hours
while the IGRINS-like instrument would take about 4
hours to detect CO. The mean transit duration of GJ
1214b is 52.73+0.49−0.35 minutes, which translates to∼8 tran-
sits with NIRSPEC and ∼4 transits with IGRINS. An
ELT instrument behind AO with R∼100,000 would re-
duce this required time to around 6 minutes, so observ-
ing one full transit will be more than enough time. In
contrast, for M band observations, both current instru-
ments would take greater than 100 hours to detect CO
due to the much higher background noise in this wave-
length range. An ELT instrument behind AO would
take about 8 minutes to detect CO in this wavelength
range as shown in Figure 12b, so again one full transit
would be more than enough time. However, we note
that these observing times assume good observing con-
ditions and could readily double in the case of low seeing
or slit losses.
We performed similar observability calculations for
H2O and CO2. For H2O, we looked at H and M
bands. For H band spectra, we did not detect H2O with
S/Nres ≤ 5000 for R∼25,000 (see Table 5) so Figure 13a
only shows the exposure times for the IGRINS-like and
TMT instruments. H band spectra with the IGRINS-
like instrument would about 12 hours of total integra-
tion for H2O to be detected. Detecting H2O in M band
spectra, however, would take an inordinate amount of
observing time (> 100 hours) with current instruments
but again should be more easily detectable with about 7
hours on a 30-m telescope with AO for GJ 1214b. Sim-
ilarly, only the R∼100,000 instrument on a 30-m tele-
scope can detect CO2 within any reasonable amount of
time, ∼ 8 hours for GJ 1214b as seen in Figure 14.
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Figure 12. Estimated exposure time required to detect CO as a function of host star magnitude for different instruments
in K band (Figure 12a) and M band (Figure 12b). The magnitude of GJ 1214 is marked by the dashed line. We consider
three different types of instruments- a NIRSPEC-like R∼25,000 spectrograph on a 10-m telescope, an IGRINS-like R∼50,000
spectrograph on an 8-m telescope, and a proposed R∼100,000 spectrograph behind AO on a 30-m telescope like the TMT. We
find that although detecting CO requires a lower S/Nres in M band than K band, K -band observations are actually much more
feasible, particularly for current instruments. However, a potential high-resolution spectrograph on a 30-m telescope would be
able to detect CO in GJ 1214b in M band with one transit.
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Figure 13. Estimated exposure time required to detect H2O as a function of host star magnitude for different instruments
in H band (Figure 13a) and M band (Figure 13b). The magnitude of GJ 1214 is marked by the dashed line. In H band
we did not have any H2O detections with S/Nres ≤ 5000 with R ∼ 25,000, so in Figure 13a we just consider an IGRINS-like
R∼50,000 spectrograph on an 8-m telescope and a proposed R∼100,000 spectrograph behind AO on a 30-m telescope like the
TMT. Similar to Figure 12, we find that although detecting H2O requires a lower S/Nres in M band than H band, H -band
observations are more feasible, particularly for current instruments. However, a potential high-resolution spectrograph on a
30-m telescope would be able to detect H2O in GJ 1214b in H band with ∼ 7 hours of integration time.
4.2. Additional Caveats
There are other caveats to consider when using the
S/Nres values in Tables 2-9 to plan observations for GJ
1214b or any other hazy sub-Neptune. First, when com-
puting these values, we assumed all spectra covered the
full wavelength range stated in Table 1, regardless of
resolution, as the exact wavelength coverage varies be-
tween instruments. However, increasing spectral reso-
lution may come with decreased wavelength coverage,
leading to fewer spectral lines in the data, which would
make these molecules more difficult to detect.
In addition, GJ 1214b has a relatively slow radial ve-
locity change over the course of one transit (12 km s−1;
Crossfield et al. 2011), compared to the hot Jupiters
for which this technique has successfully been applied.
Thus, it may be difficult to remove the quasi-stationary
contamination from our atmosphere and the star while
preserving the planet spectrum.
Finally, we are assuming no contamination from stel-
lar lines in our spectra (see Section 2.1). This is a good
approximation for host stars with minimal spectral fea-
tures in the observed wavelengths. However, for planets
around M-dwarfs like GJ 1214, a myriad of stellar lines
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Figure 14. Estimated exposure time required to detect CO2
as a function of host star magnitude for different instruments
in M band. The magnitude of GJ 1214 is marked by the
dashed line. Of our three investigated instrument types, only
a proposed R∼100,000 spectrograph behind AO on a 30-
m telescope like the TMT can detect CO2 in a reasonable
amount of observing time (∼ 8 hours for GJ 1214b).
may make proper removal of the telluric and stellar con-
tamination challenging. Brogi et al. (2016) and Schwarz
et al. (2016) successfully modelled and removed stellar
lines before removing the tellurics, but it remains to be
seen if this technique can be successfully applied to M-
dwarf spectra as more complex stellar models and data
analysis are needed to remove overlapping stellar-planet
molecular features (e.g., Chiavassa & Brogi 2019). Stel-
lar variability may also pose a challenge, particularly for
combining data from multiple nights, especially for M-
dwarfs which are known to have high levels of magnetic
activity (e.g., Newton et al. 2016). As a result, a conser-
vative approach may be to focus on detection and char-
acterization of species unlikely to be abundantly present
in M-dwarf photospheres (e.g., CH4, NH3, HCN, etc.).
5. CONCLUSIONS
In this work, we have investigated the feasibility
of detecting molecules in the atmospheres of hazy
sub-Neptunes with ground-based, high-resolution spec-
troscopy. To do so, we generated high-resolution trans-
mission spectra of GJ 1214b analogs with a photochem-
ical haze that matches the featureless low resolution
transmission spectrum. We considered two different
metrics from the literature to quantify our detection sig-
nificances: the cross correlation function (CCF) and a
log likelihood function (log(L)) derived by Brogi & Line
(2019). While both metrics produced similar detection
significances for molecules, only the log(L) was sensitive
to the presence of the hazy opacity due to the addi-
tional terms that track the spectral variance relative to
the data variance. Thus, we used the log(L) for the re-
mainder of this work. However, our method relies on
measuring the change in log(L) as we remove one opac-
ity source at a time, indicating more care may need to
be taken when determining which opacity sources to in-
clude in one’s model.
We have calculated the minimum signal-to-noise
(S/N) required for a > 5σ detection of each opacity
source (CO, CO2, H2O, CH4, and the haze) as a function
of stellar insolation, spectral resolution, and wavelength
range. Our key results are as follows.
1. High resolution infrared transmission spectrum
observations for hazy GJ 1214b analogs probe
pressures around 1µbar and numerous molecular
features can be detected for spectra that otherwise
appear “featureless” at R ∼100-1000.
2. The haze is always the easiest opacity source to de-
tect and observable in all observing bands. Thus,
achieving the S/N per resolution element required
to detect a molecule will also allow one to rule out
a completely clear atmosphere.
3. H2O is detectable with S/Nres ≤ 5000 for almost
all combinations of spectral resolution and wave-
length coverage, and is the only molecule observ-
able in J and H bands, but always requires a
higher S/Nres than any other molecules observable
in that band. In contrast, CO is only observable
in K and M bands, but is the easiest molecule to
detect. CO2 is only observable in M band; in fact,
M band is the observing band that requires the
lowest S/Nres to detect two or more molecules at
once (although in practice requires long observing
time due to thermal background noise).
4. In general, increasing the stellar insolation of the
model lowers the required S/Nres for molecular de-
tections. However, CH4 is only detectable in the
L band spectra of the coldest models.
5. HCN is detectable with L band spectra for high
resolution spectra of the hottest models. Detect-
ing HCN, along with other potential photochem-
ical products, could be a way to distinguish be-
tween equilibrium cloud and photochemical haze
opacity in a planet’s atmosphere.
To further investigate the observability of these ultra-
hazy sub-Neptunes, we used a simple model in Section 4
to determine the feasibility of observing high-resolution
transmission spectroscopy of planets with current and
future instruments. We found that detecting CO and
H2O for GJ 1214b with current instruments observing
in K and H bands, respectively, requires on the order
of 10 hours of observing time. Furthermore, though a
lower S/Nres is required to detect these molecules in
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M band, current instruments would need an unreason-
able investment of observing time due to the high back-
ground. However, such an observation would be trivial
behind AO on an ELT class telescope. In addition, a
high resolution spectrograph on an actively cooled space
telescope could observe in M band without issues from
thermal background.
As discussed in Section 4, more detailed, instrument-
specific simulations for particular targets may be needed
for careful observation planning. Such a study for ELT
instrument concepts could help inform design decisions
to maximize the information we can learn about these
objects. Furthermore, an analogous study could be con-
ducted of thermal emission spectra, which will likely
require the S/N achievable with ELT instruments. A
number of sub-Neptunes will be observable with JWST,
albeit with lower spectral resolution. Analysis of sim-
ulated joint JWST and ground-based high-resolution
observations could pinpoint optimal observing strate-
gies to take full advantage of these complementary data
sets. As more sub-Neptunes around bright, nearby stars
are discovered (as expected from NASA’s TESS mission;
Barclay et al. 2018), considering the best application of
observational techniques is essential to maximizing the
scientific return on this abundant class of planets.
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