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Abstract
Localization is deﬁned as the problem of determining the geographical locations of nodes in a wireless ad hoc or sensor
network. Networks typically have some nodes (called seeds) that know their locations (using GPS or other means).
Other (non-seed) nodes compute their locations by exchanging messages with nodes within their radio range.
Several algorithms have been proposed for localization in diﬀerent scenarios. Algorithms have been designed for
networks in which each node has ranging capabilities (i.e., can estimate distances to its neighbors). Other algorithms
have been proposed for networks in which no node has such capabilities. Some algorithms only work when nodes are
static. Some other algorithms are designed speciﬁcally for networks in which all nodes are mobile. In this paper we
propose a range-based localization algorithm RMCB for wireless sensor networks. Our algorithm uses a small fraction
of seeds. It also makes use of the received signal strength measurements that are available from the sensor hardware.
Our algorithm works well when nodes are static or mobile. We demonstrate using empirical data from sensor hardware
(Texas Instruments EZ 430-RF2500) and simulations that RMCBoutperforms a very good range-free algorithm WMCL
in terms of localization error and has a similar computational complexity to WMCL.
c© 2011 Published by Elsevier Ltd.
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1. Introduction
Localization, or the computation of the geographical locations of sensor nodes, is a key infrastructural
problem in the design and deployment of wireless sensor networks. Location information is used in many
ways, including topology maintenance, medium access control (MAC) protocols and routing protocols like
geographic routing [1], event localization, target tracking and sensed data mapping. Manual localization is
feasible in small networks where nodes do not move. In larger and/or mobile networks, automated node
localization is required. Localization algorithms can be centralized or distributed. In this work, we focus on
designing fully distributed algorithms that can be deployed on real sensor platforms.
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Since we wish to localize nodes in a global coordinate system, we assume that a subset of the nodes
(called seeds) can determine their locations at all times. Non-seed nodes compute their locations by com-
municating with other nodes. A node can communicate with another node that is within its radio range.
Localization algorithms vary depending on whether nodes can estimate inter-node distances. Algorithms
that use distance measurements (or ranging) are called range-based; the others are called range-free. A
range-free algorithm only knows if two nodes are within radio range. Early work on localization assumed
that sensors were static. Later papers proposed algorithms that worked in the presence of node mobility.
In this paper, we propose a general localization algorithm RMCB that allows some (possibly all or
none) of the nodes to move and when some (possibly all or none) of the nodes have ranging capability. Our
algorithm design makes use of a uniﬁed framework for node localization in both ad hoc and sensor networks.
In each scenario we consider, a node receives location information from some or all of its neighbors and uses
this information to compute its location. We show that in each such scenario, the information available to a
node can be distilled down to a set of constraints that the location of the node must satisfy. These constraints
would depend on whether the nodes are mobile or not, whether ranging is used or not. However, the process
of estimating the location is not dependent on the speciﬁc constraints used. Seen from this point of view, a
good localization algorithm must make good use of the constraints available to it.
Measuring node distances can be done in several ways. The simplest strategy uses received signal
strengths of packets to approximate distances. There are other strategies that have been used including the
use of time of arrival of packets from a neighbour and time diﬀerence of arrival of packets from a common
source. While our algorithm can be easily modiﬁed to work with both of these, we restrict ourselves to the
use of distance estimates from received signal strengths in this paper.
1.1. Our model
We assume all nodes to be identical, except for seeds having self-localization ability. We assume that
nodes are deployed in some manner (perhaps randomly) on a two-dimensional sensor ﬁeld. For simplicity
we assume that the ﬁeld is free of obstacles.
As mentioned earlier, we assume that a (small) fraction of the nodes, called seeds, can determine their
locations at all times, perhaps by using GPS or similar means, in a global co-ordinate system. The other
nodes do not have this capability and must compute their locations by communicating with other nodes. We
assume that nodes may move. For simplicity, we assume that each node can move at any speed between
0 and a maximum possible speed vmax, and vmax is known to all nodes. We assume that nodes have no
information about the direction or actual speed of their movement. This assumption is made to conform
with realistic nodes and networks, in which direction and speed measurements require extra hardware and
may not be very accurate. If such information is available then our model and algorithm can incorporate
them and improve accuracy.
We assume that time is discretized and there is reasonable clock synchrony among nodes. Although not
required by our algorithm, we will assume for simplicity of exposition that all nodes operate in complete
synchrony. We assume for the sake of simplicity that a reliable medium access control (MAC) layer is
available to us. We do not assume the presence of a routing infrastructure for our algorithm.
1.2. Our metrics
The primary metrics of interest to us are average localization error and sampling eﬃciency. We deﬁne
the average localization error to be the expected value (over all nodes) of the Euclidean distance between
the true location of a node and the location output by an algorithm. We exclude from consideration isolated
nodes – nodes that are not within radio range of any other nodes. Sampling eﬃciency measures the fraction
of samples generated that are not ﬁltered out. It is an important measure of performance because low
sampling eﬃciency results in wasted computation and thus battery power.
1.3. Hardware
We use the Texas Instruments sensor device EZ430-RF2500 for all our research. This resource con-
strained device is composed of the MSP430 CPU and the CC2500 radio (See Figure 2(a)). Note that these
nodes allow us to record received signal strengths (as integer values) for each packet received.
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1.4. Related Work
A comprehensive survey of the literature on localization is beyond the scope of this paper. We refer
the reader to the surveys by Mao et al. [2], Bachrach and Taylor [3] and by Savvides et al. [4] for a more
comprehensive overview of the literature. We only deal with fully distributed algorithms in this paper, and
refer the reader to the survey by Mao et al. [2] for details on centralized algorithms.
1.4.1. Range-based localization
Various techniques have been proposed for range-based localization algorithms. Ward et al. [5] used
Time of Arrival of signals and Priyantha et al. [6] and Savvides et al. [7] used Time Diﬀerence of Arrival
of messages to estimate distances. Sugano et al. [8], Bahl et al. [9] and Bischoﬀ et al. [10] used received
signal strength (RSS) to estimate distances. In et al. [9], distances from 3 ﬁxed beacons are input to a
triangulation-based algorithm for computing positions within a building. In [10] the distance estimates are
used for topology maintenance but localization in a global coordinate system is not attempted. Sugano et
al. [8] propose a localization algorithm for mobile nodes using distance estimates from static sensor nodes.
Havinga et al. [11] proposed a range-based algorithm based on a Monte Carlo approach. They assume that
range measurements are available and do not discuss where the measurements come from. In addition they
assume range measurements to be a single value rather than upper and lower bounds.
1.4.2. Range-free localization
Many range-free localization algorithms have been proposed in the literature. We survey only the work
relevant to this paper. Hu and Evans [12] presented a Monte-Carlo sampling-based algorithm called MCL.
The MSL and MSL* algorithms in Rudafshani and Datta [13] improved on MCL by adding more location
information to the algorithm. The MCB algorithm by Baggio and Langendoen [14] improved on the sample
point generation strategy by using bounding boxes. Zhang et al. further increased the sampling eﬃciency
and localization accuracy in the algorithm WMCL [15]. Recently, we proposed algorithm Orbit [16] that
uses properties from unit disk graphs to derive stronger constraints from neighbour locations and yields
lower localization errors than existing algorithms. Although Orbit is able to use both range-free and range-
based location information, its performance was evaluated in [16] for range-free localization.
1.4.3. Distance from received signal strength
There have been several attempts at constructing models that allow computation of distances from mea-
sured signal strength, including [9, 8]. We found that measurements taken with our hardware did not ﬁt any
of these models and therefore we chose a simple, intuitive algorithm that is explained in Section 3.1
1.5. Our contributions
In this paper, we propose a localization algorithm RMCB that works in very general scenarios. RMCBallows
nodes to be mobile and/or possess ranging capability. No algorithms have been proposed to work in all
these scenarios to our knowledge. RMCBuses location information from both seed and non-seed neighbors
to improve localization accuracy. We evaluate the performance of the algorithm under various scenar-
ios using simulations and demonstrate that the algorithm outperforms a very accurate existing algorithm
(WMCL [15]) in each scenario for a wide range of parameter values.
2. Issues in Range-based Localization
There are two primary computational challenges in the design of localization algorithms. The ﬁrst
challenge is how to use location information of the neighbours of a node, particularly the imprecise location
estimates of non-seed neighbours. The second challenge is the maintenance of one or more feasible locations
of a node at each time step. We address the ﬁrst problem by deriving constraints on the set of possible
locations of a node from all available information. The second problem is addressed by sampling points
from a region generated using the set of available constraints and ﬁltering out points that do not satisfy the
constraints. The generation of samples and their ﬁltering are done in a manner very similar to WMCL [15].
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Fig. 1. (a) constraints deﬁned by mobility, (b) the corresponding bounding boxes, (c) Sampled Points and (d) Sampled points after
ﬁltering
2.1. Location information as constraints
Let us ﬁrst assume nodes are static. For simplicity, let us assume that radio range is a perfect circle with
radius r. Each node within radio range of a node is called its neighbour; if a node y is a neighbour of a
neighbour of x, but y is not a neighbour of x, then y is said to be a second neighbour of x.
The key observation in the design of our algorithm is that each piece of location and ranging information
from neighbours is a (positive) constraint on the set of possible locations of a node. In the absence of ranging,
a node is within a circle of radius r centred at the location of each seed neighbour. Each non-seed neighbour
m has an approximate location with a position pm and an upper bound on the positional error m. Therefore
a node must be within a circle centred at pm and radius r + m. The location of non-neighbour seeds serve
as negative information - a node cannot be in a circle of radius r centred at the location of a non-neighbour.
In this paper we only consider ﬁrst and second neighbours of nodes to generate constraints.
Mobility can be handled by incorporating vmax (as deﬁned in Section 1.1) into the constraints – if a node
knows the location of a seed neighbour at the previous time step, it must be within a circle centred at that
location and radius r + vmax (Figure 1(a)).
Range information is also easily incorporated. Since distance measurements are approximate in prac-
tice, particularly when made from RSS, we assume that we are given upper and lower bounds on each
measurement. Thus a node x is constrained to lie in an annular region deﬁned by the location of a neighbour
j and the upper and lower bounds on the distance, i.e. if d(x, j) is the distance between the locations of
x, j, and l j, u j are the lower and upper bounds on the distance between x, j then l j ≤ d(x, j) ≤ u j. The
upper bound (d(x, j) ≤ u j) works as a positive constraint and the lower bound (l j ≤) as a negative constraint
(see Figure 2(a)). Uncertainties in the locations and mobility are handled exactly as in the case of range-
free information. This way of interpreting constraints allows us to utilize ideas used to design range-free
localization algorithms.
 

Fig. 2. (a) Sensor hardware, (b) constraints deﬁned by ranges, and (c) the corresponding bounding boxes
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3. Algorithm RMCB
We ﬁrst describe the algorithm WMCL [15]. In this fully distributed algorithm, each time step has two
phases. In the ﬁrst phase, all non-seed nodes broadcast the the set of possible locations, an estimated location
(the weighted average of the set of possible locations), and the error of the estimate to its neighbours (the
error is a measure of the quality of the location estimate). All seed nodes broadcast their locations to their
neighbours. During the second phase of each time step, nodes receive data from their neighbours and use
the received data to update their sets of possible locations, the new estimated location and the error of the
new estimate. The steps in this algorithm are below. Assume that x is the node that is being localized.
1. Create bounding boxes Bj for each seed neighbour j. The bounding box is the smallest square that
contains the circle centred at the location of j and radius equal to r, the radio range.
2. Compute their intersection B =
⋂
j B j.
3. Trim the box B using negative constraints.
4. Sample M points uniformly at random from B.
5. Eliminate (ﬁlter out) the points that are not within distance r from neighbouring seeds, or do not have
distance between r and 2r from second-neighbour seeds, or are more than distance e + vmax from the
estimated previous location of x, where e is the error in the estimate of the previous location of x.
6. For each remaining sample s and each non-seed neighbour k whose error is less than the error of the
samples of the node x in the previous time step, compute the partial weight w(s, k) as the fraction
of samples of k that are within distance r + vmax of s. The weight of the sample s is computed as
w(s) =
∏
k w(s, k). The weights of all the samples s are normalized so that they sum to 1.
7. Compute the predicted location of a node as p = weighted average of ﬁltered points (using weights
computed in the previous step); also compute the error e =max distance from p to any ﬁltered sample
point.
8. Return location p and error estimate e.
RMCBhas a similar overall structure to that of WMCL. The key diﬀerences between WMCL and
RMCBare in the constraints used as well as the bounding box reﬁnement to improve sampling eﬃciency.
While in WMCL a neighbouring seed j of a node x gives a positive constraint (d(x, j) ≤ r), in RMCB , we
get a positive and a negative constraint from each seed neighbour, as pointed out before. The new parts of
RMCBare described next.
3.1. Computing distance from received signal strength
Since obstacles and multipath eﬀects greatly inﬂuence the accuracy of range estimation from received
signal strength, obtaining reliable upper and lower bounds on the distance from RSS is not easy. Extensive
experiments with our sensor nodes in various indoor settings (including large open areas) have revealed that
standard path loss models [17] ﬁt our data very poorly (Figure 3 – note that these measurements were taken
indoors). Therefore we use empirical measurements for obtaining upper and lower bounds on the distance
between nodes from RSS. We measured RSS (in dBm) between nodes using the average of 4 packets. This
experiment was repeated 100 times for each distance, and for 44 distances in the range 0.5 - 170 feet. From
this data we compute a distribution D(n) of distances for each RSS value n and another distribution I(x)
of measured RSS values for actual distance x. We experimented with taking the upper and lower bound of
the distribution D as well as leaving out 10% of the values at each end. The latter resulted in much lower
eﬃciency and therefore was not used in our experiments. In order to make the simulations realistic we
sampled the distribution I to generate the RSS value for each actual distance x and this value was seen by
the receiving node.
Although the results here are based on indoor measurements in a long narrow space, we have taken
similar measurement in a variety of indoor and outdoor settings. distributions D, I described above change
somewhat based on the scenario. The results presented here are for the setting where the distance bounds
are the least tight. In other scenarios we get higher accuracy than the results presented here because of more
accurate distance estimation.
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Fig. 3. Received signal strength data ﬁtted to the path loss model Path loss = 10n log10 distance + c to our empirical data. The line ﬁt
corresponds to n = −1.509, c = −63.2778
3.2. Monte Carlo Sampling
We would like to generate samples from a region formed by the intersection of annular regions (Fig-
ure 1(b), 2(b,c). Since two annuli can intersect in non-convex and possibly disconnected pieces, it is com-
putationally challenging to accurately model the intersection. Following WMCL, we use a bounding box
formed by intersecting the bounding boxes of the positive constraints and selecting points uniformly at
random within this bounding box as samples. Like WMCL, we improve the sampling eﬃciency of our
algorithm by trimming the box with a subset of the negative constraints from second neighbours.
We found that the extra constraints from ranging in RMCB result in higher accuracy but much lower
sampling eﬃciency, often as low as 50% that of WMCL, because in RMCBﬁrst neighbours also contribute
negative constraints. If we used all these constraints, we could potentially get a very complex region. We
use a heuristic to improve sampling eﬃciency, and reduce computation. This heuristic involves choosing a
seed neighbour whose annulus has the minimum intersection area with the outer bounding box (due to com-
putational reasons we approximate the area of intersection by using squares to approximate the circles and
the area between the squares to approximate the annulus). This constraint is used to trim the bounding box.
We devised a strategy to sample from the diﬀerence of two rectangles without adding much computation.
We emphasize that the heuristic only improves the sampling eﬃciency and does not change the accuracy at
all.
Samples are generated uniformly at random from this modiﬁed area (the bounding box with a rectangle
removed) and ﬁltered as before, using all constraints. The remaining points Q are the possible locations for
an unlocalized node x (Figure 2(d)). Samples are given weights using the same steps as WMCL. Weights
are computed from neighbour locations and error estimates, and the set of ﬁltered samples of the node itself
in the previous time step.
3.3. Location computation
The ﬁnal step of the algorithm is to compute a location qx for an unlocalized node x and get an estimate
on the positional uncertainty. Like many papers in the literature, we choose qx to be the weighted average
of the samples to be the estimate for node x’s location. We choose the error in the estimate of the location
of x to be the maximum distance from qx to any sample used to compute qx.
Figure 4 summarizes the steps of the computation at each node in our algorithm.
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RMCB (i)
1 // runs at each non-seed node i
2 if i has no neighbours
3 then Cannot localize isolated node.
4 else create outer bounding boxes Bj for each constraint j
5 Create a bounding box B from Bj following WMCL
6 Trim the box B using negative constraints
7 ﬁnd the seed neighbour m whose annulus has the minimum intersection area with B
8 B← B \ Bm
9 Sample M points from B
10 Filter the points using neighbourhood and non-neighbourhood constraints
11 Using neighbour error information and previous location samples, compute weight of each sample
12 pi ← weighted average of ﬁltered points (using weights computed in the previous step)
13 ei ← max distance from pi to any ﬁltered sample point
14 Return location pi and error estimate ei
Fig. 4. Steps of algorithm RMCB
4. Performance evaluation
We implemented RMCB in the Java-based simulator supplied to us by the authors of the WMCL algo-
rithm [15]. We looked for range-based localization algorithms for comparing the performance of RMCB .
Unfortunately, none of the existing RSS-based algorithms were appropriate. et al. [9] uses 3 ﬁxed bea-
cons; [10] does not perform localization in a global coordinate system; [8] localizes nodes using static
beacons whose coordinates are precisely known. We investigated the performance of the algorithm in [11]
with noisy range measurements made with our hardware; our experiments yielded very high localization
error, and very low sampling eﬃciency. Therefore we chose WMCL [15] for comparison – despite being a
range-free algorithm, WMCL performs very well in terms of both localization error and sampling eﬃciency.
Unless otherwise stated, our simulations were done with a 1000 × 1000 obstacle-free ﬁeld. While many
applications will not have an obstacle-free environment, this choice was made for simplicity. We set the
radio range r = 170 units and used 40 - 200 sensor nodes. The number of seeds was varied between 4 and
30. All nodes (including seeds) were deployed uniformly randomly over the rectangular ﬁeld. We allowed
all nodes (including seeds) to be mobile. In order to make the comparison fair, we selected the modiﬁed
random waypoint mobility model. The parameter vmax was varied between 0 and 340. Following [15],
Fig. 5. (a) Localization error vs seed degree, and (b) Localization error vs speed
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Fig. 6. (a) Sampling eﬃciency vs seed degree, and (b) Sampling eﬃciency vs speed
the simulator runs for a warm-up period of 600 steps, and then takes measurements for 400 steps. This is
repeated 30 times and the readings are averaged. We use the term seed degree to denote the average number
of seeds a non-seed node sees as its ﬁrst neighbours. This is often (mistakenly) called seed density in the
literature. In keeping with the literature, average localization error is expressed as a fraction of radio range
r.
4.1. Localization error
We measured the variation of localization error with seed degree ﬁrst. We used vmax = 10 and the
number of nodes N = 60. Figure 5 (a) shows the error produced by RMCBand WMCL. RMCB consistently
produces a localization error of roughly 5% (of radio range) less than that of WMCL. Figure 5 (b) shows the
eﬀect of varying vmax on the localization error. The number of seeds was set at 10 and the other parameters
were unchanged. For low speeds RMCBproduces 8-10% lower localization error as compared to WMCL.
4.2. Sampling Eﬃciency
Since RMCBhas extra constraints, its sampling eﬃciency could be expected to be lower than WMCL.
Figure 6(a) and (b) show the variation of sampling eﬃciency with seed degree and speed (respectively).
RMCBoutperforms WMCL for low to medium seed degree and low speeds. At higher speeds, the sampling
eﬃciency of RMCB is within 5% of that of WMCL.
Fig. 7. (a) No. of comparisons vs seed degree, and (b) No. of distance computations vs seed degree
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4.3. Computational Overhead
We compared the computational load of RMCBwith WMCL using the metrics used in [15] – viz., num-
ber of comparisons and number of distance computations. Figure 7 shows that RMCBuses less comparisons
and distance computations than WMCL for low and medium seed degrees.
5. Conclusion
In this paper, we proposed a range-based localization algorithm RMCB that is based on Monte Carlo
sampling. We used empirical data from sensor hardware and simulations to demonstrate that RMCBoutperforms
a very good range-free algorithm WMCL in terms of localization error and has similar computational over-
head. Our algorithms are fully distributed and its computational complexity is low enough for it to be imple-
mented on sensor hardware. Our experiments show that even with noisy range measurements, range-based
algorithms can provide more accurate localization than the best range-free localization algorithms.
Acknowledgements:
We thank the authors of [15] for sharing their simulator with us. We gratefully acknowledge Natural
Sciences and Engineering Research Council of Canada for their ﬁnancial support.
References
[1] B. Karp, H. T. Kung, GPSR: Greedy perimeter stateless routing for wireless networks, in: Proceedings of the Sixth Annual
ACM/IEEE International Conference on Mobile Computing and Networking (MobiCom), 2000, pp. 243–254.
[2] G. Mao, B. Fidan, B. D. O. Anderson, Wireless sensor network localization techniques, Computer Networks 51 (10) (2007)
2529–2553.
[3] J. Bachrach, C. Taylor, Handbook of Sensor Networks, Wiley, 2005, Ch. Localization in Sensor Networks.
[4] A. Savvides, M. Srivastava, L. Girod, D. Estrin, Wireless sensor networks, Kluwer Academic Publishers, Norwell, MA, USA,
2004, Ch. Localization in sensor networks, pp. 327–349.
[5] A. Ward, A. Jones, A. Hopper, A new location technique for the active oﬃce, IEEE Personal Communications 4 (5) (1997)
42–47.
[6] N. Priyantha, A. Chakraborty, H. Balakrishnan, The cricket location-support system, in: Proceedings of the Sixth Annual ACM
International Conference on Mobile Computing and Networking (MOBICOM), 2000, pp. 32–43.
[7] A. Savvides, C.-C. Han, M. B. Strivastava, Dynamic ﬁne-grained localization in ad-hoc networks of sensors, in: Proceedings of
the 7th annual international conference on Mobile computing and networking (MobiCom), 2001, pp. 166–179.
[8] M. Sugano, T. Kawazoe, Y. Ohta, M. Murata, Indoor localization system using rssi measurement of wireless sensor network
based on zigbee standard, in: Proceedings of the IASTED International Conference on Wireless Sensor Networks (WSN 2006)
Wireless Sensor Networks, 2006.
[9] P. Bahl, V. Padmanabhan, RADAR: An in-building RF-based user location and tracking system, in: Proceedings of IEEE Info-
com, 2000, pp. 775–784.
[10] U. Bischoﬀ, M. Strohbach, M. Hazas, G. Kortuem, Constraint-based distance estimation in ad-hoc wireless sensor networks, in:
Proceedings of the Third European Workshop on Wireless Sensor Networks (EWSN), 2006, pp. 54–68.
[11] B. Dil, S. Dulman, P. J. M. Havinga, Range-based localization in mobile sensor networks., in: Proccedings of the Third European
Workshop on Wireless Sensor Networks (EWSN), 2006, pp. 164–179.
[12] L. Hu, D. Evans, Localization for mobile sensor networks, in: Proceedings of the 10th annual international conference on Mobile
computing and networking (MobiCom), 2004, pp. 45–57.
[13] M. Rudafshani, S. Datta, Localization in wireless sensor networks, in: IPSN ’07: Proceedings of the 6th international conference
on Information processing in sensor networks, 2007, pp. 51–60.
[14] A. Baggio, K. Langendoen, Monte carlo localization for mobile wireless sensor networks, Ad Hoc Networks 6 (5) (2008) 718–
733.
[15] S. Zhang, J. Cao, L. Chen, D. Chen, Accurate and energy-eﬃcient range-free localization for mobile sensor networks, IEEE
Transactions on Mobile Computing 9 (2010) 897–910.
[16] S. MacLean, S. Datta, Improving the accuracy of connectivity-based positioning for mobile sensor networks, in: Proceedings of
the 22nd IEEE International Symposium on Personal, Indoor and Mobile Radio Communications (PIMRC), 2011.
[17] T. S. Rappaport, Wireless communications principles and practices, Prentice-Hall, 2002.
