In this paper, we are interested in the multiplicity of solutions for a non-homogeneous p-Kirchhoff-type problem driven by a non-local integro-differential operator. As a particular case, we deal with the following elliptic problem of Kirchhoff where (− ) s p is the fractional p-Laplace operator, a + b > 0 with a, b ∈ R + 0 , λ > 0 is a real parameter, 0 < s < 1 < p < ∞ with sp < N, 1 < q < p ≤ θp < r < Np/(N − sp), ω 1 , ω 2 , h are functions which may change sign in R N . Under some suitable conditions, we obtain the existence of two non-trivial entire solutions by applying the mountain pass theorem and Ekeland's variational principle. A distinguished feature of this paper is that a may be zero, which means that the above-mentioned problem is degenerate. To the best of our knowledge, our results are new even in the Laplacian case.
Introduction and main results
In this paper, we investigate the multiple solutions for an elliptic problem of Kirchhoff type involving the fractional p-Laplacian operator. More precisely, we consider the following equations with concave-convex nonlinearities |x − y| N+sp dy for x ∈ R n , see [1] [2] [3] [4] and the references therein for further details on the fractional p-Laplacian. In recent years, great attention has been paid on the study of problems involving nonlocal fractional Laplacian or more general integro-differential operators. This type of operators arises in a quite natural way in many different applications, such as continuum mechanics, phase transition phenomena, population dynamics, minimal surfaces and game theory, as they are the typical outcome of stochastically stabilization of Lévy processes (see [5] [6] [7] [8] [9] and the references therein). The literature on fractional operators and their applications is very huge, here we just mention a few, see for example [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] , especially [21] and [22, 23] for two different fractional Laplacian involving concave-convex nonlinearities. On the subject of concave-convex nonlinearities involving the classical Laplacian operator, for instance, we refer the reader to [24] . For a short introduction to the fractional Laplacian and the fractional Sobolev spaces, the reader is referred to [25] . For a detailed treatment of non-local fractional problems, we refer to the monograph [26] .
Moreover, when p, r = 2 and M ≡ 1, problem (1.3) becomes the non-homogeneous fractional Schrödinger-type equation with one parameter:
Note that Laskin in [9, 27] first proposed the nonlinear fractional Schrödinger model such as (1.4): as a result of expanding the Feynman path integral, from the Brownian-like to the Lévy-like quantum mechanical paths. Hence, in past years, there has been a lot of interest in the study of problem ( 1.5) where the nonlinearity f satisfies some general conditions, for instance, see [28] [29] [30] for related discussions. Furthermore, we note that Chen et al. [31] investigated the multiplicity of solutions for a class of Dirichlet boundary value problem of the type
Ω → R and Ω ⊂ R N is the complement of a smooth bounded domain. By the mountain pass theorem and Ekeland's variational principle, the existence of two non-trivial solutions is established for λ ∈ (0, λ 0 ) and .6 ) is a special Kirchhoff function, denoted by M(t) = a + bt k for all t ≥ 0. We call the problem (1.6) associated with the Kirchhoff function M(t) = a + bt k is non-degenerate if a, b > 0, and degenerate if a ≥ 0, b > 0. Thus, problem (1.6) studied in [31] is non-degenerate. Such non-local problem like (1.6) has received a lot of attention, and some interesting results can be found in, for example, [32] for the non-degenerate case and [33] for the degenerate case, also in [34] for the time case. A natural question is whether or not there are two non-trivial weak solutions in the degenerate case for the problem (1.6) in the entire space. Moreover, the same question is whether or not it is applicable to the problem (1.1) in the fractional context. This paper is an attempt to answer this question.
On the other hand, Fiscella & Valdinoci in [35] first proposed a stationary Kirchhoff variational equation which models the non-local aspect of the tension arising from nonlocal measurements of the fractional length of the string. Indeed, problem (1.1) is a fractional version of a model, the socalled Kirchhoff equation, introduced by Kirchhoff in [36] . More precisely, Kirchhoff established a model given by the following problem
where ρ is the mass density, p 0 is the initial tension, h is the area of the cross section, E is the Young modulus of the material and L is the length of the string, which extends the classical D'Alambert wave equation by considering the effects of the changes in the length of the strings during the vibrations. Note that non-local boundary problems like (1.7) can be used to model several physical and biological systems where u describes a process, which depend on the average of itself, such as the population density [37] . A parabolic version of problem (1.7) can be used to describe the growth and movement of a particular species. The movement, modelled by the integral term, is assumed to be dependent on the energy of the entire system with u being its population density. Alternatively, the movement of a particular species may be subject to the total population density within the domain (for instance, the spreading of bacteria) which gives rise to equations of the type u t − ψ( Ω u dx) u = h(x, u). It is worth pointing out that problem (1.7) received much attention only after Lions [38] proposed an abstract framework to problem (1.7 
Note that assumption (M) is used to get the multiplicity of solutions of a class of higher-order p(x)-Kirchhoff equations in [33] . Recently, in order to consider the existence of solutions to Kirchhofftype fractional problems, the authors in [35, 39, 41] assumed that M is an increasing function on R + 0 . However, under assumption (M), we can also deal with cases in which M is not monotone as M(t) = (1 + t) k + (1 + t) −1 for t ≥ 0, with 0 < k < 1. Meanwhile, the main novel of our paper is to cover the degenerate case of problem (1.1) in the fractional setting involving concave-convex nonlinearities and sign-changing weights.
Next, we assume that
Before giving our main result, we introduce some notations. Let D s,p K (R N ) be the completion of the closure of C ∞ 0 (R N ) with respect to the norm
. Now, we give the definition of (weak) entire solutions for problem (1.1).
The first main result of our paper is the following.
In the second part of our paper, we are interested in the existence of non-trivial non-negative entire solutions for problem (1.1). For this, we assume that h is non-negative a.e. in R N . More explicitly, we obtain the following main result. 
where a + b > 0 with a, b ≥ 0, ω 1 , ω 2 and h satisfy 
It is easy to see that for each σ > 0
and
Then, from theorem 1. 
Comparing with the main result obtained by Chen et al. [31, theorem 1] , our results and setting are more general and delicate not only in the fractional p-Laplacian case but also in the p-Laplacian case.
Finally, we would like to conclude this section with some comments. From condition (M), it is easy to see that our results cover a fact that the Kirchhoff function M could become zero at zero, which is exactly what we call the degenerate case. More generally, for degeneracy, one means that the Kirchhoff function could become zero at some point. Furthermore, from a practical point of view, we may ask the following open question: could it be determined which of the multiple solutions is stable or which of the multiple solutions occurs bifurcation? In addition, one can see that our techniques can be used to study more general problems, such as multiplicity of solutions to problem (1.1) involving a critical nonlinearity which will be studied in a future work by the authors.
This paper is organized as follows. In §2, we give some necessary definitions and properties of space D s,p K (R N ). In §3, using the mountain pass theorem and Ekeland's variational principle, we give the proofs of theorems 1.2-1.3.
Variational framework
Here, we first recall the variational framework for problem (1.1), in which most of results can be referred to [42, 45] . It is worth mentioning that the functional setting was first introduced by Autuori & Pucci in [46] as p = 2 in R N and Servadei & Valdinoci in [47] [48] [49] 
Obviously, under hypotheses (1. 
We make use of the mountain pass theorem of Ambrosetti & Rabinowitz in [50] . For its applications to partial differential equations with variable exponents, for example, we refer to [51] . Here, for the reader's convenience, we would like to list the result as follows.
Theorem 2.1. Let E be a real Banach space and J ∈ C 1 (E, R) with J(0) = 0. Suppose that J satisfies (PS) condition and (i) there exist ρ, α > 0 such that J(u) ≥ α for all u ∈ E, with u E = ρ;
(ii) there exists e ∈ E satisfying e E > ρ such that J(e) < 0.
is a critical value of J.
Proofs of theorems 1.2 and 1.3
Here, we prove the main results of this paper. To apply theorem 2.1, we first verify the conditions of theorem 2.1 respectively. In what follows, we denote by · q the norm of Lebesgue space L q (R N ) for shortness. 
Proof. By (M), we have
It follows from the Hölder inequality and (2.1) that
where 
with 0 < ε < M (1)/(2p), (θp) = θp/(θ p − 1) and
To verify (i) in theorem 2.1, it suffices to show that g(z 0 )
Note that g(z) → ∞ as z → 0 + . Then, g has a minimum at z 0 > 0. In order to find z 0 , we have
where
Then, it follows from (3.5) and (3.7) that there exist λ 0 , m 0 , α > 0 such that J(u) ≥ α, with λ ∈ (0, λ 0 ), ρ = z 0 = u s,p and h μ ≤ m 0 for each h ∈ L μ (R N ). Hence, (i) in theorem 2.1 is true. Now, we verify (ii) in theorem 2.1. By (M), we obtain
Let Ω 0 ⊂ Ω be a bounded domain, where Ω is given in (H 1 ). Choose ϕ 1 ∈ C ∞ 0 (Ω 0 ), with ϕ 1 s,p = 1. Then, by (3.8), we obtain
and I(tϕ 1 ) → −∞ as t → +∞, because q < θp < r and ω 2 (x) > 0 for all x ∈ Ω. Therefore, there exists t 0 large enough, such that I(t 0 ϕ 1 ) < 0. Then, we take e = t 0 ϕ 1 ∈ D s,p K (R N ) and I(e) < 0 and (ii) in theorem 2.1 is true. This completes the proof.
Definition 3.2.
Let X be a real Banach space and I : X → R be a functional of class C 1 (X). A sequence {u n } ⊂ X is said to be a Palais-Smale sequence of for I, (PS) sequence for shortness, if {I(u n )} n is bounded and I (u n ) → 0 as n → ∞. The functional I satisfies (PS) condition, if any (PS) sequence admits a convergent subsequence. 
Case 1. inf n u n s,p
(3.10) By (3.2) and (3.10), we obtain 
Clearly, by the Hölder inequality, B ϕ is also continuous, being
Hence, the weak convergence of
is a reflexive Banach space, up to a subsequence, still denoted by {u n } n , such that
as n → ∞.
Because ω 1 ∈ L q 0 (R N ), for any ε > 0, there exists R 0 > 0 such that
where B R is an open ball in R N centred at the origin with radius R. By the fractional Sobolev compact embedding theorem in the bounded domain B R , {u n } n has a subsequence, still denoted by {u n } n , which converges u in L q (B R ) and u n → u a. obtain by the Hölder inequality and (2.1)
The Vitali convergence theorem (see [52] ) implies that
Hence, it follows from the Hölder inequality that
Using (3.14) and (3.15), we obtain from (3.16) that
Similarly, under assumptions (H 1 )-(H 2 ), we can derive that
Then, it follows from the Hölder inequality that as n → ∞,
Similarly, we obtain
Gathering (3.13) with (3.18)- (3.20) , we obtain
It follows from (3.10) and the boundedness of
) that
Combining (3.12) with (3.21), we have
Let us now recall the well-known Simon inequality:
for all ξ , η ∈ R N , where C p andC p are positive constants depending only on p. 
In conclusion, u n − u s,p → 0 as n → ∞, as desired. Finally, it remains to consider the case: 1 < p < 2. Now, by the Simon inequality, the Hölder inequality and ( 3.22) 
where C is a positive constant. Combining (3.23) with (3.24), we obtain that u n → u strongly in D
Either 0 is an accumulation point of the sequence {u n } n and, so there exists a subsequence of {u n } n strongly converging to u = 0, or 0 is an isolated point of the sequence {u n } n and so there exists a subsequence, still denoted by {u n } n , such that inf n u n s,p > 0. In the first case, we are done, whereas in the latter case, we can proceed as case 1. Proof of theorem 1.2 
. 25) for small t ∈ (0, 1), thanks to the fact that p, q, r > 1. If h ≡ 0, it is easy to see that (3.25) still holds with ϕ 2 s,p = 1 for small t ∈ (0, 1), due to the fact that 1 < q < p < r. Hence, for any open ball
Thus, we have
Thus, where ρ > 0 is given in lemma 3.1. Let ε n ↓ 0 such that
Then, Ekeland's variational principle in [53] implies that there exists {u n } n ⊂B ρ such that 3.29) and
Then, it follows from (3.28)-(3.30) that 31) so that u n ∈ B ρ . Now, we consider the functional H :B ρ → R defined by
Then, (3.30) shows that H(u n ) < H(u) for all u ∈B ρ , with u = u n and hence u n is a strict local minimum of H. Moreover,
Thus,
Passing to the limit as t → 0 + , we have
Replacing v in above inequality with −v, we obtain
Hence, u 2 is a solution of (1.1), with I(u 2 ) < 0. Because I(u 1 ) ≥ α > 0, we obtain that u 1 = u 1 . This completes the proof of theorem 1.2. In what follows, we are concerned with the existence of the non-trivial non-negative entire solutions. To this end, we first introduce some notations. Let I + : D We observe that
It follows from (3.33) and h ≥ 0 a.e. in R N that
This implies that u − = 0 a.e. in R N . Hence, u ≥ 0 a.e. in R N .
Proof of theorem 1.3 . Replacing I with I + in the proof of theorem 1.2 and using the similar arguments as in theorem 1.2, we obtain that problem (1.1) admits two non-trivial non-negative entire solutions in D s,p K (R N ).
Remark 3.4.
Obviously, from the proof of theorem 1.2, we see that theorems 1.2 and 1.3 are still true in the case that h(x) is non-trivial if hypothesis (H 2 ) is replaced by the weaker assumption (H 2 ) : θ ≥ 1 and 1 < q < θp < r < p * s . From which it follows that the conclusions of problem (1.8) can be improved under the assumption (H 2 ) .
Data accessibility. This work does not have any experimental data.
