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L’essor des nouvelles techniques de traitement en radiothérapie externe a rendu nécessaire la mise 
en place de nouveaux contrôles qualité (CQ). Il est en effet capital de s’assurer que la dose délivrée au 
patient est bien conforme à celle qui lui a été prescrite. Les détecteurs EPID, initialement utilisés pour 
contrôler l’exactitude du positionnement du patient, sont de plus en plus employés pour vérifier la 
conformité du traitement. L’image qu’ils enregistrent au cours d’une irradiation peut par exemple être 
comparée à une image de référence, qui correspond à ce qui aurait été mesuré si le traitement s’était 
déroulé dans les conditions de sa planification. Le succès de ce CQ repose (1) sur la précision avec 
laquelle on peut prédire l’image EPID (ou portale) de référence et (2) sur les performances de l’outil de 
comparaison d’image utilisé. Nous avons étudié au cours de cette thèse ces deux points clés. Nous nous 
sommes tout d’abord tournés vers une méthode de prédiction d’images EPID haute résolution basée sur le 
couplage de simulations Monte-Carlo (MC) et de la technique de débruitage DGPLM [1]. Pour la mettre 
en œuvre, nous avons modélisé un accélérateur linéaire d’électrons à usage médical (linac) dans le code 
MC PENELOPE et optimisé les paramètres de sa source d’électrons primaires pour des calculs de dose 
dans l’eau. L’analyse d’un fichier d’espace des phases (PSF) de 71 Go stocké sous le cône égalisateur 
nous a ensuite permis de développer un modèle de sources virtuelles (MSV) représenté par des 
histogrammes corrélés (environ 200 Mo). Ce nouveau MSV, plus compact que le PSF, est tout aussi 
précis pour les calculs de dose dans l’eau si son maillage est déterminé selon une méthode adaptative. La 
modélisation du détecteur EPID dans PENELOPE suggère que les hypothèses faites sur les propriétés 
de la tâche focale et du spectre de la source primaire du linac sont trop simplistes et doivent être 
reconsidérées. L’évaluation du MSV pour la prédiction d’images EPID haute résolution a quant à elle 
conduit à d’excellents résultats. Une fois la chaine de prédiction de l’image portale de référence validée, 
nous l’avons utilisée pour détecter des irrégularités dans les traitements de RCMI. Dans une étude 
préliminaire, nous avons volontairement introduit des erreurs de traitement dans le calcul d’images EPID 
(dérive du faisceau d’irradiation, modification de la morphologie ou de la position du fantôme). Le 𝛾𝛾-index 
traditionnellement utilisé en routine s’est avéré moins performant que le 𝜒𝜒-index pour les détecter. Une 
étude plus approfondie aura pour objet de déterminer des seuils de détection d’erreurs en fonction de leur 
nature et d’éprouver les performances d’autres tests. On pourra alors considérer que nous disposons d’une 
méthode précise de prédiction d’images EPID haute résolution ainsi que de moyens d’analyse adaptés 
aux contrôles qualité des traitements.   
 

















Advanced techniques used in radiotherapy for cancer treatment, such as Intensity-Modulated 
Radiation Therapy (IMRT), require extensive verification procedures to ensure the correct dose delivery. 
Electronic Portal Imaging Devices (EPIDs) are widely used for quality assurance in radiotherapy, and 
also for dosimetric verifications. For this latter application, the images obtained during the treatment 
session can be compared to a pre-calculated reference image in order to highlight dose delivery errors. 
The quality control performance depends (1) on the accuracy of the pre-calculated reference image (2) on 
the ability of the tool used to compare images to detect errors. These two key points were studied during 
this PhD work. We chose to use a Monte Carlo (MC)-based method developed in the laboratory and 
based on the DPGLM (Dirichlet process generalized linear model) denoising technique to predict high-
resolution reference images. A model of the studied linear accelerator (linac Synergy, Elekta, Crawley, 
UK) was first developed using the PENELOPE MC codes, and then commissioned using measurements 
acquired in the Hôpital Nord of Marseille. A 71 Go phase space file (PSF) stored under the flattening 
filter was then analyzed to build a new kind of virtual source model based on correlated histograms (200 
Mo). This new and compact VSM is as much accurate as the PSF to calculate dose distributions in water 
if histogram sampling is based on adaptive method. The associated EPID modelling in PENELOPE 
suggests that hypothesis about linac primary source were too simple and should be reconsidered. The use 
of the VSM to predict high-resolution portal images however led to excellent results. The VSM 
associated to the linac and EPID MC models were used to detect errors in IMRT treatment plans. A 
preliminary study was conducted introducing on purpose treatment errors in portal image calculations 
(primary source parameters, phantom position and morphology changes). The γ-index commonly used in 
clinical routine appears to be less effective than the χ-index. A future in-depth study will be dedicated to 
determine error detection threshold according to their nature and to evaluate other comparison test 
robustness. The developed portal image prediction method associated to robust analysis tools will then 
constitute an adapted way to assure treatment quality control.  
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haque année, plus de 300 000 patients sont pris en charge en France pour des cancers. Plus de 
la moitié d’entre eux est traitée par radiothérapie, seule ou associée à une chirurgie et/ou une 
chimiothérapie [2]. Le principe de la radiothérapie repose sur l’utilisation des rayonnements 
ionisants pour détruire les cellules cancéreuses. On distingue la radiothérapie externe de la 
curiethérapie : dans le premier cas, la source de rayonnement est située à l’extérieur du patient, dans le 
second elle est positionnée au plus près de la tumeur. L’objectif est toujours d’irradier au mieux la lésion 
cancéreuse tout en préservant les tissus sains avoisinants. C’est dans cette optique qu’ont été 
développées de nouvelles modalités d’irradiation en radiothérapie externe. Certaines sont basées sur 
l’utilisation de faisceaux de très petite taille (stéréotaxie), d’autres modulent l’intensité du faisceau au 
cours de l’irradiation. Ces techniques étant très complexes, il est nécessaire de mettre en œuvre des 
contrôles qualités poussés et rigoureux pour vérifier que le traitement délivré est conforme à celui qui a 
été prescrit. Une partie d’entre eux sont réalisés avant le traitement (contrôle des équipements, 
vérification du plan de traitement avant irradiation du patient, etc.) et d’autres pendant. Le but de ces 
derniers est de s’assurer que la dose délivrée au patient lors d’une séance donnée est bien celle qui a été 
prescrite. On parle alors de dosimétrie in vivo. Les détecteurs EPID (ou imageurs portals), mis au point 
tout d’abord pour contrôler le positionnement du patient, sont de plus en plus utilisés pour des visées 
dosimétriques. Ces imageurs sont embarqués sur les accélérateurs linéaires d’électrons (linac) des 
services de radiothérapie. Placés en-dessous du patient et dans l’axe du faisceau, ils fournissent une 
image en transmission du patient sur le même principe qu’en radiologie. L’image ainsi formée peut être 
exploitée de deux manières différentes. On peut tout d’abord la comparer à une image de référence qui 
correspond à l’image que l’on aurait obtenue si le traitement s’était strictement déroulé dans les 
conditions prévues. On peut également l’utiliser pour estimer la distribution de dose déposée dans le 
patient, on parle alors de rétropropagation de la dose.  
 
Prédiction de l’image EPID par simulation Monte-Carlo 
L’une des premières méthodes proposées pour réaliser ces contrôles qualité avec l’imageur EPID consiste 
à comparer l’image EPID acquise avant ou pendant le traitement avec une image de référence pré-
calculée à l’aide d’un modèle analytique ou basé sur la méthode Monte-Carlo (MC). Les détecteurs EPID 
actuellement disponibles sur les accélérateurs linéaires présentent l’avantage d’avoir d’une très bonne 
résolution spatiale, avec des pixels de 0,4 mm de côté.  Celle-ci permet la détection de variations faibles 
dans la fluence en énergie, liées à des erreurs de positionnement des systèmes de collimation ou à celui 
du patient. La précision du modèle utilisé pour calculer l’image EPID de référence est essentielle pour 
garantir des contrôles qualité optimaux et la détection d’erreurs de traitement. Les méthodes de 
prédiction de l’image EPID actuellement utilisées en routine clinique reposent sur la convolution d’une 
carte de fluence avec des noyaux pré-calculés, analytiques ou issues de simulations MC. Le calcul de ces 
noyaux s’avère particulièrement délicat car ils doivent prendre en compte la complexité de la réponse de 
l’EPID, qui dépend de nombreux facteurs. Les noyaux sont donc souvent calculés pour un nombre limité 
de configurations. Cette simplification constitue la principale limite de cette méthode, car elle peut induire 







simulation MC permet de modéliser avec une grande précision tous les processus physiques intervenant 
dans la chaîne de formation de l’image, depuis le faisceau délivré par l’accélérateur jusqu’à la génération 
de l’image EPID. Cette méthode reste encore extrêmement coûteuse en temps de calcul. L’obtention d’une 
image simulée avec un rapport signal-sur-bruit suffisant nécessite de simuler un très grand nombre de 
photons (environ 4.1010), ce qui représente environ un mois de calcul sur 100 processeurs, car la couche 
de scintillateur présente dans l’EPID est très mince. De nombreux travaux menés au niveau international 
ces dernières années contournent ce problème en simulant l’image avec des pixels d’une taille de 2 à 3 
mm, soit 4 à 5 fois plus grande que la taille du pixel réel. Les images ainsi simulées sont donc plus floues 
que les images acquises expérimentalement. Il en résulte un lissage de certains effets physiques qui 
peuvent aboutir à des problèmes ultérieurs lors de l’analyse des images et de l’interprétation des erreurs.  
Le laboratoire dans lequel cette thèse a été effectuée a choisi une voie innovante pour prédire par 
simulation MC des images EPID ayant la même résolution que l’image acquise expérimentalement (soit 
1024 x 1024 pixels), tout en conservant un temps de calcul raisonnable de l’ordre de quelques heures. La 
méthodologie développée repose sur un calcul de l’image en deux étapes : l’image EPID est d’abord 
calculée par simulation MC en tolérant un niveau de bruit donné ; puis l’image simulée est débruitée à 
l’aide d’un algorithme spécialement adapté aux propriétés de l’image, à savoir une forte pixellisation et un 
niveau de bruit assez important [1].  
 
Limite de la méthode développée au laboratoire et intérêt des modèles de sources virtuelles  
Une limite importante de cette méthodologie a été identifiée en vue de son utilisation en routine clinique 
pour le contrôle qualité de plans de traitement en radiothérapie conformationnelle par modulation 
d’intensité (RCMI). Elle est liée conjointement à la nécessité de simuler un grand nombre de particules et 
à la façon dont le calcul MC est effectué. La simulation MC de l’image EPID est en effet réalisée en deux 
étapes pour gagner en temps de calcul : dans un premier temps, on modélise le faisceau d’irradiation 
délivré par l’accélérateur linéaire puis on stocke les caractéristiques des particules dans un fichier 
d’espace des phases (PSF). Ce fichier est ensuite réutilisé en tant que source dans la deuxième partie de 
la simulation au cours de laquelle les particules sont transportées dans la géométrie du patient et dans 
celle de l’EPID pour former l’image EPID. Pour notre application, le fichier PSF est très volumineux et 
requiert des capacités de stockage pouvant atteindre 1 à 2 To. D’autre part, un fichier PSF contient un 
nombre limité de particules : s’il est réutilisé un trop grand nombre de fois, ce qui est souvent le cas 
quand on modélise des faisceaux d’intensité modulée en RCMI, on risque d’introduire des corrélations 
entre les différentes images EPID calculées pour chaque segment composant le faisceau modulé. Un 
double problème est donc posé ici :  
- trouver un mode de représentation du faisceau d’irradiation plus compact que le fichier PSF et 
proposant la même précision que celle offerte par ce dernier, 
- trouver un moyen de générer autant de particules que nécessaire et rapidement. 
 
Les modèles de sources virtuelles (MSV) sont particulièrement bien adaptés pour répondre à ce double 
objectif. Le MSV que nous avons choisi de développer et d’implémenter dans le code MC PENELOPE 
s’inspire du MSV multi-sources initialement proposé par Schach von Wittenau [3] basé sur les 
histogrammes corrélés. Dans ce modèle, un fichier PSF est préalablement généré par simulation MC à 
partir d’un modèle de linac validé. Le fichier est ensuite analysé : on commence par trier les particules en 






corrélations entre les variables pour chaque population de particules permet ensuite de créer les 
histogrammes corrélés. 
 
Pour le calcul d’images EPID haute résolution, il est impératif que le MSV développé intègre un mode de 
représentation qui ne dégrade pas la précision des informations contenues dans le fichier PSF dont il est 
issu. Nous avons donc choisi de conserver la totalité des corrélations qui existent entre les variables 
stockées dans le PSF. Quatre variables sont utilisées dans notre modèle pour décrire une particule : 
l’énergie de la particule, sa position radiale, son angle polaire et son angle azimutal. Les histogrammes 
corrélés du MSV sont donc des histogrammes en quatre dimensions, qui contiennent un très grand 
nombre de canaux. Le choix du maillage de ces histogrammes, c’est-à-dire de la répartition des canaux 
des histogrammes, est une étape très importante et déterminante pour les performances de notre modèle. 
C’est la raison pour laquelle nous avons évalué plusieurs méthodes de construction des histogrammes 
corrélés. Nous verrons qu’un compromis doit être trouvé entre la taille des histogrammes, leur incertitude 
statistique, et la précision du modèle. 
 
Application au contrôle qualité des traitements 
Une fois une méthode précise de prédiction de l’image EPID de référence mise au point, deux questions 
se posent toujours face à la problématique du contrôle qualité des plans de traitement : 
- quel est le test le plus adapté et le plus sensible à la détection d’erreurs ? 
- quels types d’erreur la méthode de comparaison entre l’image acquise et l’image de référence 
est-elle capable de détecter et jusqu’à quel seuil ? 
 
Afin de répondre à ces deux questions, nous avons utilisé la méthode de prédiction de l’image EPID 
développée pour générer une base de données d’images simulées contenant des erreurs de traitements 
potentielles en RCMI. Trois types d’erreurs ont été considérés : dérives du faisceau d’irradiation, erreur 
de positionnement du fantôme (assimilé à un patient) et modification de sa géométrie. Deux tests ont 
ensuite été appliqués : le 𝛾𝛾-index, qui est couramment utilisé en routine clinique mais qui montre 
certaines faiblesses, et le 𝜒𝜒-index moins répandu mais plus rapide à calculer et plus informatif.  
 
Plan de la thèse 
Ce manuscrit de thèse s’articule autour de cinq chapitres. 
Le premier chapitre décrit les principes de base de la radiothérapie externe moderne, les nouvelles 
modalités d’irradiation introduites en clinique ces dix dernières années, ainsi que l’évolution des contrôles 
qualité réalisés aujourd’hui pour s’assurer que les traitements sont correctement délivrés. On y présente 
les outils (détecteurs, méthodes d’analyse) mis à disposition des physiciens médicaux pour contrôler le 
traitement pendant l’irradiation du patient. L’accent est mis sur l’imageur EPID et ses différents modes 
d’utilisation.  
 
Le deuxième chapitre est consacré à la description du principe de la méthode MC et à son utilisation en 
radiothérapie externe pour la modélisation des linacs et des EPID. Les deux modes de représentation du 
faisceau d’irradiation dans une simulation MC, le fichier d’espace des phases et le modèle de sources 
virtuelles, sont détaillés. Les différents modèles de prédictions de l’image EPID et ceux de 






sont motivées au regard de l’application étudiée dans le cadre de ce travail de thèse. L’objectif général de 
la thèse est exposé à la fin de ce chapitre. 
 
Le troisième chapitre s’intéresse au développement du modèle MC dans le code PENELOPE du linac 
étudié pendant cette thèse, le SYNERGY/MLCi2 (Elekta). On présente la validation du modèle face aux 
données expérimentales acquises grâce à la collaboration des physiciens médicaux de l’hôpital Nord de 
Marseille. Cette étape de développement et de validation du modèle du linac constitue la première étape 
indispensable au développement du modèle de sources virtuelles basé sur les histogrammes corrélés. 
Le quatrième chapitre est dédié au développement du modèle de sources virtuelles et à son 
implémentation dans le code PENELOPE, en remplacement du fichier d’espace des phases. Les 
différentes méthodes de maillage étudiées y sont décrites et leur impact sur les performances du calcul 
dosimétrique dans une cuve à eau y sont étudiées.  
 
Enfin, le cinquième chapitre présente la modélisation MC de l’imageur portal et l’évaluation des différents 
modèles de sources virtuelles pour la prédiction d’une image EPID. L’objectif est de définir le maillage le 
plus adéquat et d’évaluer la précision dosimétrique du modèle développé. Dans un dernier temps, on 
utilisera le modèle développé pour détecter des erreurs de traitements. On introduira volontairement des 
erreurs dans une série d’images EPID calculées et on les comparera aux images EPID de référence 
prédites à l’aide de deux tests différents, le 𝛾𝛾-index classique et le 𝜒𝜒-index. 
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e premier chapitre a tout d’abord pour objectif de décrire les principes généraux de la 
radiothérapie et l’utilité des contrôles qualité des traitements. On détaillera alors les outils qui 
sont à la disposition des physiciens médicaux pour les mettre en œuvre. On commencera par 
présenter les différents détecteurs qui peuvent être utilisés, en distinguant ceux qui apportent une 
information en une ou deux dimensions. L’accent sera mis sur l’imageur portal (ou EPID), ses 
caractéristiques. On exposera enfin les méthodes qui permettent d’exploiter les mesures fournies par ce 
dernier détecteur. 
 
1.1 Généralités sur la radiothérapie  
1.1.1 Présentation de la radiothérapie 
1.1.1.1 Evolution de la radiothérapie 
 
Les premiers pas de la radiothérapie et de la radiologie ont eu lieu dès 1896, dans les mois qui ont suivi 
la découverte des rayons X par Roentgen [4]. La mauvaise connaissance de leur comportement, associée à 
une enthousiaste précipitation, ont provoqué les premiers accidents radiologiques. La prise de conscience 
progressive des effets néfastes des rayonnements ionisants a abouti en 1928 à la création du  Comité 
international de protection contre les rayons X et le radium, aujourd’hui connu sous le nom de 
Commission Internationale de Protection Radiologique (CIPR). Les progrès techniques associés à la 
recherche en biologie et en physique ont alors permis, entre autres, d’améliorer considérablement le 
contrôle tumoral en radiothérapie externe tout en préservant les tissus sains périphériques. Cela s’est 
traduit concrètement par la prise en compte de la radiosensibilité des tissus et l’amélioration des 
installations. L’irradiation des patients, d’abord définie par un temps d’exposition, puis par une dose 
délivrée  et un fractionnement, a été optimisée. Les traitements à basse énergie utilisant les tubes de 
Crookes (Figure 1-1a) ou le radium, ont fait place aux télécobalts (Figure 1-1b) puis aux accélérateurs 
linéaires tels qu’on les connait aujourd’hui (Figure 1-1c). L’évolution de la radiothérapie externe est 
toujours en cours : la radiothérapie conformationnelle par modulation d’intensité, la stéréotaxie ou encore 
l’hadronthérapie en sont des exemples.  
 
   
(a) (b) (c) 
Figure 1-1 : Evolution des techniques de traitement en radiothérapie (a) « Premiers essais du traitement 
du cancer par les rayons X » G. Chicotot, 1907 © F. Marin / Musée de l’AP-HP. [5] (b) Traitement au 
Cobalt-60 [6] (c) Accélérateur linéaire d’électron (Synergy, Elekta) [7]. 
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1.1.1.2 Fonctionnement d’un accélérateur linéaire médical en mode photon 
 
La source de rayonnement la plus utilisée aujourd’hui en radiothérapie externe est l’accélérateur linéaire 
médical (linac) qui délivre des faisceaux de rayons X de haute énergie et des faisceaux d’électrons. Un 
faisceau d’électrons est produit grâce à un canon à électrons puis accéléré dans un guide d’ondes grâce à 
un klystron ou un magnétron. L’énergie du faisceau dépend directement de la puissance de l’onde injectée 
dans la section accélératrice. Les électrons entrent ensuite en collision avec une cible en tungstène et 
produisent des photons par rayonnement de freinage (Figure 1-2a). Un collimateur primaire, souvent de 
forme conique, délimite une première fois le faisceau en absorbant les particules qui sont émises à trop 
grand angle. C’est lui qui définit la taille maximale de champ utilisable par la suite. Les particules 
rencontrent alors un cône égalisateur où elles vont diffuser de manière à homogénéiser la fluence des 
photons. En théorie, la forme et le matériau du cône égalisateur sont choisis pour que le profil du 
faisceau soit le plus homogène à dix centimètres de profondeur dans l’eau. Un contrôle de l’homogénéité 
et de la symétrie du faisceau est d’ailleurs assuré à ce stade par les chambres moniteurs. Deux systèmes 
de collimation indépendants et orthogonaux confèrent ensuite au faisceau sa forme définitive. L’un d’entre 
eux est en général simplement constitué d’une paire de mâchoires qui délimitent le faisceau selon une 
direction (Figure 1-2b). Le second, plus élaboré, est un collimateur multi-lames ou MLC, de l’anglais 
Multi-Leaf Collimator. Il est composé de deux bancs de lames opposés. La position de chacune des lames 
est pilotée par un moteur qui lui est propre. Dans certains cas, des mâchoires appelées backup sont 
placées sous le MLC pour limiter la fuite inter-lames (Figure 1-2b).  Selon les constructeurs, le MLC et 
les backups peuvent être situés avant ou après les mâchoires dans la tête de traitement. La position des 
systèmes de collimation déterminent la taille du champ d’irradiation. Dans toute cette thèse, les tailles de 
champs indiquées seront données dans le plan de l’isocentre du linac, c’est-à-dire à un mètre de la cible 





Figure 1-2 : (a) Schéma de principe décrivant une coupe transversale d’un linac – Les mâchoires et le 
MLC sont représentés dans le même plan par simplification. Dans ce cas précis, les mâchoires sont 
situées sous le MLC et celui-ci n’est pas renforcé par des mâchoires de backup. (b) Systèmes de 
collimation secondaires : mâchoires, MLC et backup.  
 
Dans la suite de ce paragraphe, on se limitera à la radiothérapie externe utilisant des accélérateurs 
linéaires d’électrons (ou linac) en mode photon. On se focalisera sur les techniques de traitements les 
plus classiques.  





1.1.2 Les traitements en radiothérapie externe  
 
1.1.2.1 De la prescription médicale à la planification du traitement  
 
Un traitement de radiothérapie fait suite à une prescription médicale et a pour objet de délivrer une dose 
à un volume tumoral, appelé PTV, de l’anglais Planned Treatment Volume. Le PTV désigne le volume 
tumoral macroscopique augmenté de marges visant à prendre en compte à la fois les mouvements du 
patient et l’extension microscopique de la tumeur. Le PTV et les organes à risque (OAR) situés à 
proximité de celui-ci vont servir de base à la préparation du traitement.  
 
La dose délivrée est exprimée en gray (Gy) et exprime une quantité d’énergie absorbée par unité de 
masse. Le gray est donc homogène à une énergie divisée par une masse. La dose prescrite varie en 
fonction de la localisation à traiter et du fractionnement choisi. Dans le cadre des traitements les plus 
classiques, elle est de l’ordre de 30 à 70 Gy et est délivrée par fraction de 2 grays, à raison de 5 séances 
(ou fraction) par semaine. Certains traitements dits hypo-fractionnés s’étalent sur un nombre plus 
restreint de séances, avec une dose délivrée par fraction augmentée. Des recommandations émises par la 
Société Française de Radiothérapie Oncologique (SFRO) définissent les doses maximales admissibles par 
les OAR au cours du traitement [8]. Si un traitement par radiothérapie a déjà eu lieu, c’est le cumul des 
doses qui est à comparer aux limites préconisées.  
 
Plusieurs techniques sont envisageables pour réaliser le traitement. Elles ont un objectif commun, celui 
d’irradier au mieux le PTV et d’épargner autant que possible les tissus sains. On présente ici les trois 
techniques les plus récentes et aussi les plus utilisées en routine clinique, à savoir la radiothérapie 
conformationnelle 3D (RC3D), la radiothérapie conformationnelle par modulation d’intensité (RCMI), et 
enfin l’arcthérapie dynamique.   
 
1.1.2.1.1 La radiothérapie conformationnelle 3D (RC3D) 
 
La radiothérapie conformationnelle en trois dimensions, ou RC3D, a pour objectif d’irradier le volume 
tumoral sous différentes incidences [9]. Le choix de ces incidences dépend de la localisation traitée et sert 
à éviter les OAR les plus sensibles. Pour chaque angle ou incidence du faisceau, la forme du champ est 
fixe. Sur l’exemple présenté Figure 1-3, le bras du linac tourne autour du patient et se positionne suivant 
les incidences à 0 °, 90 °, 180 ° et 270 °. Au cours de la planification du traitement, le physicien médical 
choisit les angles d’incidence, le positionnement des systèmes de collimation définissant la forme du 
champ est alors déterminée. Les lames et les mâchoires épousent, aux marges près, la forme de la tumeur. 
La position individuelle de chaque élément des systèmes de collimation peut néanmoins être modifiée afin 
d‘optimiser la distribution de dose. L’irradiation est par la suite réalisée : au cours de celle-ci, aucun 




composant du linac n’est en mouvement. Lorsque le nombre d’unités moniteur3 (UM) souhaité a été 
délivré, le bras tourne jusqu’à l’incidence suivante, et ainsi de suite jusqu’à ce que le patient ait été 
irradié par tous les faisceaux.  
 
 
Figure 1-3 : Illustration de la radiothérapie conformationnelle en trois dimensions (RC3D). 
 
1.1.2.1.2 La radiothérapie conformationnelle par modulation d’intensité (RCMI) 
 
Comme en RC3D, la radiothérapie conformationnelle par modulation d’intensité ou RCMI consiste à 
irradier le patient selon plusieurs incidences. Cette fois-ci en revanche, pour un angle de bras donné, la 
forme du champ varie au cours de l’irradiation, ce qui a pour conséquence de moduler la fluence. Le 
physicien médical peut choisir ici aussi les angles d’incidence mais n’a en revanche pas la main sur les 
positions des lames ou des mâchoires, c’est-à-dire sur la forme des segments. Ceux-ci sont déterminés par 
planification inverse à partir de contraintes de dose [10] imposées aux différents volumes. Des compromis 
doivent être trouvés lorsqu’il n’est pas possible de satisfaire toutes ces contraintes. L’avantage majeur de 
la RCMI sur la RC3D est qu’elle permet de planifier des distributions à plus forts gradients. On peut 
ainsi mieux couvrir le PTV, sans pour autant que cela soit au détriment des OAR [11]–[14]. Deux 
techniques de RCMI coexistent en routine clinique, le step-and-shoot  et le sliding windows. Chacune 
d’elle module le champ à sa propre manière. On notera que la modulation d’intensité via des 
compensateurs physiques a précédé  les techniques de step-and-shoot et de sliding windows [15]–[17].  
 
• La RCMI step-and-shoot  
La première technique, appelée step-and-shoot, consiste, pour un angle de bras donné, à superposer 
plusieurs formes de champ, appelés segments. Prenons l’exemple de la Figure 1-4. Trois incidences sont 
prévues pour le traitement, à savoir 0 °, -45 ° et -90 °. A 0 °, quatre segments, A, B, C et D, ont été 
planifiés (Figure 1-4b). Lorsque le bras est à 0 °, les systèmes de collimation dessinent le champ A, et 
l’irradiation a lieu. Comme en RC3D, aucun composant n’est mobile durant l’irradiation. Une fois le bon 
nombre d’UM délivré, le faisceau d’irradiation s’arrête et les systèmes de collimation bougent pour former 
le champ B. L’irradiation reprend, et ainsi de suite jusqu’à ce que tous les segments aient été délivrés. Le 
                                            
3 Une unité moniteur (ou UM) correspond à une dose de référence dans des conditions de référence. On 
choisit classiquement de définir une unité moniteur comme étant 1 cGy délivré à 1 m de la source pour 
une profondeur de 5 ou 10 cm dans un fantôme d’eau dans l’axe du faisceau et pour un champ 
10 x 10 cm² à l’isocentre. 
 




bras change alors d’incidence et délivre à nouveau différents segments. La séance est terminée lorsque le 




Figure 1-4 : Illustration du principe de la RCMI step-and-shoot - (a) Positions de bras définies pendant 
la planification de traitement. Image courtesy of Varian Medical Systems, Inc. All rights reserved (b) Les 
formes de champ définies par les positions de lames des images A, B, C et D représentent les segments à 
délivrer pour une incidence de bras de 0° . 
 
• La RCMI sliding windows  
En RCMI sliding windows, la taille du champ varie au contraire au cours de l’irradiation. Pour cela, un 
grand nombre de champs (appelés ici champs « repère ») sont définis, chacun d’eux représentant une 
étape dans l’évolution de la forme du champ. Entre chacune de ces étapes, la vitesse des lames varie de 
manière linéaire. Ainsi, si entre deux champs repère une lame doit parcourir une grande (respectivement 
petite) distance, sa vitesse sera importante (respectivement faible). Finalement, c’est la variation de la 
vitesse des lames qui module la fluence. Il faut noter que le mouvement des lames est unidirectionnel, 
c’est-à-dire qu’elles ne peuvent pas revenir en arrière. Un exemple représentant douze champs de repère 
est donné en Figure 1-5. Ils sont en pratique beaucoup plus nombreux.  
 
 
Figure 1-5 : Exemple de champs repère qui vont servir de jalon lors du déplacement des lames au cours 
d’une irradiation RCMI sliding windows. Les images sont extraites de l’animation « Intensity Modulated 










1.1.2.1.3 Arcthérapie à intensité modulée 
 
L’arcthérapie à intensité modulée est connue sous les noms 
de VMAT (Volumetric Modulated Arc Therapy) lorsqu’on 
utilise des linacs Elekta et Rapid’Arc chez Varian.  
En arcthérapie à intensité modulée, le patient est irradié 
selon un ou plusieurs arcs (Figure 1-6), défini par un point 
de départ et un point d’arrivée et un ou plusieurs 
isocentres. La forme du champ, et donc la position des 
systèmes de collimation, la vitesse du bras du linac et le 
débit de dose sont modifiés pendant la course du bras. Le 
volume cible est très bien couvert, mais la quantité de 
tissus sains recevant une faible dose augmente. 
 
 
Figure 1-6 : Arcthérapie à intensité 




1.1.3 Les erreurs en radiothérapie 
 
Des incidents ou accidents ont été observés dès les prémices de la radiothérapie [19]. Depuis, les 
techniques d’irradiation sont devenues de plus en plus sophistiquées, et donc de plus en plus difficiles à 
contrôler. Cela se traduit, par exemple, par le calcul automatique des paramètres du traitement au 
moment de sa planification. Ces complexifications peuvent être source de nouvelles erreurs et induire des 
différences entre la distribution de dose prescrite et celle qui est délivrée. Malgré des efforts soutenus 
pour mieux maîtriser les faisceaux d’irradiation, des accidents, d’ampleur plus ou moins importante, 
peuvent donc encore survenir [20]–[30]. La mise en place de nombreux contrôles qualité règlementaires 
[31], [32], et recommandés  [33]–[47], permettent de prévenir ou au moins de détecter des erreurs 
potentielles.  
 
1.1.3.1 Nature des erreurs 
 
Plusieurs types d’erreur, aléatoires ou systématiques, peuvent apparaître durant un traitement de 
radiothérapie. De nombreux auteurs se sont penchés sur leur nature et leur origine [26], [30], [48]–[51][49]. 
Huang et al. [50] ont par exemple constaté qu’il existe un lien entre la localisation de la tumeur et le taux 
d’erreur, Margalit et al. [51], entre la technique de traitement et la nature des erreurs. D’après Klein et 
al. [30], les erreurs les plus fréquentes seraient d’ordre géométrique (positionnement du patient, forme du 













- Dose (dose totale, dose par séance, nombre de séances) 
- Erreur de contourage (mauvaise localisation, mauvais côté) 
Patient  
 
- Erreur de patient 
- Erreur de positionnement  
 Décalage significatif entre la position de référence et la position du 
traitement 
 Erreur dans l’interprétation des marques à la peau  
 Traitement réalisé à l’isocentre et non à la peau (et inversement) 
- Oubli des systèmes de contention 




- Accessoire manquant, supplémentaire,  non adapté ou mal utilisé (filtre, bolus, 
compensateur, cache) 
- Forme du champ non conforme (mauvaise position d’une ou plusieurs lame(s) 
ou des mâchoires, vitesse des lames) 
- Angle du bras (ou vitesse du bras en rotation) 
- Rotation du collimateur  
- Rotation de la table 
- Choix de l’énergie du faisceau  
- Dose différente de la dose prescrite (nombre d’UM erroné) 
- Erreur de calibration du faisceau (énergie, symétrie, homogénéité) 
TPS 
 
- Erreur d’ajustement des paramètres du faisceau 
- Erreur de modélisation du MLC dans le TPS (bord des lames, effet tongue 
and groove) 
- Imprécision de l’algorithme de calcul de dose 
Système Record and 
Verify4 
- Erreur de transcription des caractéristiques du plan de traitement entre la 
console de dosimétrie et le Record and Verify 
- Erreur lors du transfert du plan de traitement au linac 
Tableau 1-1 : Erreurs potentielles en radiothérapie externe – Celles-ci peuvent être humaines, d’ordre 
mécanique ou informatique.   
 
1.1.3.2 Gravité des erreurs de traitement 
 
Plusieurs classifications sont proposées dans la littérature pour évaluer la gravité d’une erreur de 
traitement. On peut par exemple citer les études de Bissonnette et Medlam [48] et de Clark et al. [52]. On 
retiendra surtout ici l’échelle ASN-SFRO [53], [54]. Celle-ci a été mise au point en 2007 pour évaluer la 
sévérité des évènements de radioprotection qui peuvent affecter un patient traité par radiothérapie. Cette 
échelle est composée de huit niveaux, allant de 0 à 7 et concerne autant les évènements avérés que 
potentiels. Cette échelle ne prend pas en compte les effets secondaires éventuels inhérents au traitement. 
                                            
4 Système de vérification et d’enregistrement des données relatives à un patient et son traitement  




La gravité d’un évènement peut être réévaluée dans le temps en fonction de l’évolution de l’état de santé 
du ou des patients concernés. La classification en cas de conséquences avérées est détaillée dans le 
Tableau 1-2. Lorsque les effets de l’erreur de traitement ne sont pas encore apparus, on utilise les 
critères de dose ou de volume irradié pour estimer la gravité de l’évènement.  
 
Niveau Evènement 
0 - évènement Aucune conséquence pour le patient 
1 - évènement Conséquence dosimétrique mais absence de conséquence clinique 
2 - incident Altération modérée d’un organe ou d’une fonction 
3 - incident Altération sévère d’un organe ou d’une fonction 
4 - accident Mise en danger de la vie du patient, complication ou séquelle invalidante 
5 - accident Décès d’un patient 
6 - accident Nombre de décès supérieur à 1 et inférieur ou égal à 10 
7 - accident Nombre de décès supérieur à 10 
Tableau 1-2 : Classification des évènements de radioprotection ANS-SFRO en cas de conséquences 
avérées [53] – Pour les effets avérés de niveau 2 à 4, un signe + est adjoint au niveau si plusieurs 
patients sont concernés.  
 
Entre le 1er avril et le 30 juin 2014, trente-deux évènements, classés de niveau 1, ont été déclarés à 
l’ASN [55]. Un des évènements concernait un patient de curiethérapie, tous les autres des patients (un 
par évènement) de radiothérapie externe. Vingt-six des évènements ont été provoqués par un mauvais 
positionnement du patient, ce qui a entrainé l’exposition de zones qui ne devaient pas être irradiées. 
Dans quatre cas, un patient a été traité avec le plan de traitement d’un autre. Les deux dernières 
déclarations ont fait suite à une dose délivrée non conforme au plan de traitement. Les cas les plus 
médiatisés sont l’incident de Toulouse (classé de niveau 2) et l’accident d’Epinal (classé de niveau 6).  
 
1.2 Contrôles qualité en radiothérapie et rôle de la dosimétrie in vivo 
 
Les contrôles qualité jouent un rôle décisif dans la sécurité, la précision et donc la réussite du traitement. 
Les différents tests effectués s’inscrivent dans un programme d’assurance qualité qui vise à déceler 
d’éventuelles erreurs. Ces tests concernent les équipements (linac, MLC, système de planification inverse), 
le logiciel de planification des traitements, et la vérification du traitement lui-même. Au cours de cette 
dernière phase, on contrôle la capacité de la chaîne de traitement dans son ensemble à délivrer la dose 
planifiée pour le patient. Les mesures de dosimétrie in vivo (DIV) servent alors à estimer la dose 
réellement délivrée au patient. Ces contrôles sont devenus obligatoires en France depuis 2011 pour les 
faisceaux « techniquement mesurables » et font partie depuis des critères d’agrément pour l’activité en 
radiothérapie [32]. Pour les réaliser, les physiciens médicaux ont à leur disposition plusieurs détecteurs. 
Pour les traitements complexes, comme ceux de RCMI, les détecteurs ponctuels ne sont pas suffisamment 
informatifs, on leur préfèrera donc les détecteurs bidimensionnels comme les imageurs EPID. L’ensemble 
de ces détecteurs est présenté dans le paragraphe suivant.   
 




1.2.1 Détecteurs ponctuels 
 
Les détecteurs ponctuels sont depuis quelques années largement utilisés en routine clinique. Leur 
fonctionnement, leurs conditions d’utilisation ainsi que leurs avantages et leurs inconvénients ont été 
amplement décrits dans la littérature [35], [43], [47], [56]–[63]. On peut regrouper d’une part les détecteurs 
à lecture immédiate et d’autre part ceux à lecture différée. 
 
1.2.1.1 Détecteurs à lecture immédiate 
1.2.1.1.1 Les diodes à semi-conducteur 
 
Les diodes à semi-conducteur (Figure 1-7), essentiellement en silicium dopé p, font partie des détecteurs 
les plus utilisés en routine clinique. Le semi-conducteur est entouré d’un capuchon adapté à l’énergie du 
faisceau. Celui-ci protège le détecteur et le rend plus robuste, il permet également d’atteindre l’équilibre 
électronique et de filtrer les basses énergies.  
 
Outre l’immédiateté de la lecture de dose, les principaux avantages des diodes sont leur sensibilité, leur 
faible variabilité [64]–[66], leur simplicité d’utilisation et la linéarité de la réponse avec la dose [67]. Leur 
utilisation sous-entend en revanche de prendre en compte un certain nombre de facteurs correctifs [35], 
[47]. La réponse d’une diode dépend en effet de l’angle d’incidence de l’irradiation, du débit de dose, du 
spectre en énergie du faisceau [68] et enfin de la température [69]. D’un point de vue pratique, l’utilisation 
des diodes peut être fastidieuse à cause des câbles qui les relient à l’électromètre. Il faut aussi noter que 
les diodes ne peuvent pas être utilisées pour mesurer la dose à la peau du patient de manière répétée au 
cours du traitement car elles perturbent le faisceau [70], [71]. La présence du capuchon d’équilibre 
électronique introduit un surdosage à la peau et un sous-dosage en profondeur. Enfin, il faut les 
étalonner régulièrement car leur sensibilité diminue au cours du temps [62].   
 
  
(a)  (b)  
Figure 1-7 : (a) Diodes PTW. b) Utilisation de diodes lors d’une irradiation corporelle totale. 
 
1.2.1.1.2 Les MOSFETs  
 
Les transistors à effet de champ à grille isolée ou MOSFETs pour Metal Oxide Semiconductor Field 
Effect Transistor (Figure 1-8) peuvent être utilisés comme dosimètres. Ils sont constitués de quatre 
électrodes appelées source, drain, grille et substrat. Lorsqu’un MOSFET est irradié, la tension seuil VTh 
aux bornes de la grille et du substrat autorisant le passage d’un courant entre la source et le drain, voit 
sa valeur augmenter. Cette augmentation varie linéairement avec la dose [67].  




Comme pour les diodes, on observe une dépendance en énergie car le MOSFET n’est pas équivalent à 
l’eau [72], ainsi qu’une légère dépendance à la  température [59] et au débit de dose. L’incidence 
d’irradiation n’a en revanche que peu d’impact [73]. La très petite taille des MOSFETs les rend 
particulièrement bien adaptés aux mesures de dose dans les champs à forts gradients [74], [75] ou de 
petites tailles [76], et limite l’atténuation du faisceau [58]. Puisqu’ils ne sont pas nécessairement reliés au 
dispositif de lecture par un câble (la lecture est alors différée), il est possible de les implanter 
directement dans le volume cible [76], [77]. La lecture doit être réalisée après un délai supérieur à une 
minute mais elle n’est pas destructive. Il est donc possible de cumuler les doses délivrées d’une séance de 
traitement à l’autre. La durée de vie des MOSFETs est en revanche limitée. Lorsqu’ils ne sont pas à 
usage unique, ils deviennent inutilisables au-delà d’une certaine valeur de dose cumulée (environ 100 Gy 
[43]). Leur mesure est enfin reproductible, mais moins précise que celle des diodes. De plus, les détecteurs 




Figure 1-8 : (a) MOSFETs appliqués à la peau du patient et reliés au dispositif de lecture. (b) 
MOSFETs sans câble à usage unique et dispositif de lecture associé [78]. 
 
1.2.1.1.3 Les scintillateurs plastiques 
 
Les scintillateurs plastiques, ou PSL pour Plastic Scintillation Detector, sont actuellement à l’étude pour 
la dosimétrie in vivo en radiothérapie. Lorsque le rayonnement interagit dans le scintillateur, la lumière 
émise est proportionnelle à la dose déposée [58], [79].  Les photons sont guidés grâce à une fibre optique 
jusqu’à un photomultiplicateur ou une caméra CCD. Un rayonnement est créé par effet Cerenkov lors du 
trajet au sein de la fibre [80]–[86], et modifie le signal qui ne reflète plus exactement la dose déposée. Il 
est donc nécessaire d’éliminer cette composante lors du traitement final des données [81], [85], [86].  
 
Les scintillateurs plastiques sont encore à l’étude et ne sont donc pas encore commercialisés. Ils offrent 
cependant des propriétés intéressantes telle que l’équivalence à l’eau [87], l’indépendance avec l’énergie 
(gammes d’énergie utilisées en radiothérapie) [79], le débit de dose et la température [47], [88], [89]. Il 
n’est donc pas nécessaire d’appliquer des facteurs correctifs une fois que l’étalonnage a été réalisé. De 
plus, leur réponse est une fonction linéaire de la dose [88], reproductible [47] et précise [90]. Leur petite 
taille leur confère une excellente résolution spatiale [58] ce qui en fait de bons candidats pour la 
dosimétrie in vivo des petits champs [91] et des champs modulés.  
 




1.2.1.2 Détecteurs à lecture différée 
1.2.1.2.1 Les dosimètres thermo-luminescents 
 
Les dosimètres thermo-luminescents ou TLD pour ThermoLuminescent Dosimeters, sont des dosimètres 
qui peuvent être utilisés sous forme de bâtonnets, frittés ou poudre (Figure 1-9). Ils sont en général en 
fluorure de lithium (LiF), en  borate de lithium (Li2B4O7) ou en sulfate de calcium (CaSO4). Lorsqu’un TLD 
est soumis à un flux de particules ionisantes, des pièges sont remplis par les électrons lors des 
interactions. Il est possible de vider ces pièges par stimulation thermique. Il y a alors émission de lumière 
dont l’intensité est proportionnelle à la dose déposée sous certaines conditions, sur une certaine gamme 
de doses [92], [93].  
Les TLD ont un grand nombre d’avantages : leur réponse n’est pas impactée par le débit de dose [94],  la 
température, ou l’incidence du faisceau [60]. Elle est reproductible [93], [95] et peu dépendante de 
l’énergie du faisceau, pour les gammes d’énergie utilisées en radiothérapie externe utilisant des linacs. 
Leur petite taille leur permet d’être insérés dans des cathéters ou des fantômes [96], [97]. Les TLD ne sont 
pas reliés par des câbles au dispositif de lecture, ce qui facilite leur utilisation. En revanche, leur lecture 
est différée et ne peut être réalisée qu’une seule fois. Elle doit en outre suivre un protocole bien établi 
qui peut être fastidieux [59].  
 
  
Figure 1-9 : Dosimètres thermo-
luminescents :(a) TLD Fimel sous 
la forme de bâtonnets, poudre et 
frittés (b) TLD positionné sur un 
masque thermoformé [95]. (a) (b) 
 
1.2.1.2.2 Les détecteurs à luminescence stimulée optiquement (OSL) 
 
Les détecteurs à luminescence stimulée optiquement (Figure 1-10) ou OSL pour Optically Stimulated 
Luminescence ont un principe de fonctionnement similaire à celui des TLDs, à la différence près qu’ils 
doivent être excités optiquement [98]. Ils peuvent être utilisés dans les mêmes situations que les TLD [35], 
[99].  
Les OSL ne sont pas sensibles à l’énergie du faisceau (dans le cadre des gammes d’énergie de la 
radiothérapie externe utilisant des linacs) [100], au débit de dose [101], à la température [102] ou à 
l’incidence du rayonnement [58]. Peu de corrections sont donc à appliquer à la mesure. Leur réponse varie 
linéairement avec la dose entre 0,5 et 4 Gy [103] et est très précise [59]. Les OSL ne sont pas reliés à 
l’appareil de lecture via un câble, ce qui rend leur utilisation pratique. La contrepartie est que le résultat 
n’est pas obtenu en temps réel. Comme dans le cas des MOSFET, la lecture n’est pas destructive. Leur 
durée de vie est en revanche courte [58].   
 






Figure 1-10 : (a) Détecteur OSL, (b) Détecteur placé à la peau du patient. 
 
1.2.1.3 Conclusion  
 
Les détecteurs ponctuels actuellement utilisés en routine ou en développement sont en mesure d’apporter 
des informations précieuses sur le déroulement du traitement. Toutefois, ils ne permettent de contrôler la 
dose qu’en des points précis choisis par l’utilisateur. Des erreurs qui impactent d’autres régions ne sont 
pas mises en évidence. C’est par exemple le cas lorsque l’on réalise une mesure au centre du champ et 
que des lames du MLC sont mal positionnées. Dans le cas des traitements modulés de type RCMI et 
arcthérapie, une information ponctuelle est tout simplement insuffisante, d’où l’intérêt des détecteurs 
bidimensionnels.  
 
1.2.2 Détecteurs bidimensionnels  
 
Deux catégories de détecteurs bidimensionnels existent : les détecteurs à transmission sont placés entre 
la tête de l’accélérateur et le patient (Figure 1-11a), tandis que les imageurs portals (EPID) sont 




Figure 1-11 : Deux types de contrôles in vivo peuvent être mis en place avec des détecteurs 
bidimensionnels (a) Le détecteur est positionné entre la tête du linac et le patient (b) Le détecteur est 
placé sous le patient.   
 
Les détecteurs à transmission permettent de prendre en compte le faisceau tel qu’il est en sortie de 
l’accélérateur. Il n’est pas perturbé par le patient, ce qui permet de mieux détecter un défaut du faisceau, 
par exemple une mauvaise position des lames. Ces détecteurs permettent, contrairement aux EPID, de 
contrôler des faisceaux de grande taille puisqu’ils sont situés directement à la sortie de la tête du linac. 
Plusieurs types de détecteurs ont été développés [104]–[108], on présente ici ceux qui sont commercialisés 
par IBA Dosimetry et PTW.  





On notera qu’il est possible de faire un parallèle entre ces détecteurs et les fichiers log des linac. Les 
fichiers log sont générés par l’accélérateur et décrivent l’évolution de ses caractéristiques au cours de 
l’irradiation. Ils contiennent par exemple les positions prises par les systèmes de collimation pendant la 
séance de traitement, le nombre d’UM délivré pour chaque forme de champ, la position du bras, l’angle du 
collimateur, etc. Certaines équipes proposent donc de les analyser pour contrôler le traitement [109]–[113]. 
Mans et al. [114] indiquent cependant que ces fichiers ne sont pas complètement indépendants de la 
chaîne de traitement et que les erreurs de lecture du système lui-même ne peuvent pas être détectées. 
 
1.2.2.1 Détecteurs bidimensionnels à transmission 
 
1.2.2.1.1 Le système COMPASS (IBA Dosimetry, Germany) 
 
Le détecteur en transmission du système COMPASS, développé par la société IBA, se fixe sur la tête du 
linac (Figure 1-12). Le détecteur est un plateau de 1600 chambres d’ionisation plates de volume 0,02 cm3 
et espacées de 6,5 mm. Sa surface active est de 40 x 40 cm² à l’isocentre et est située à 65 cm de la 
source. La réponse de ce détecteur est reproductible, uniforme avec la taille de champ, linéaire avec la 
dose, et avec le débit de dose. Il est bien dans un régime de saturation entre 300 et 500 V [115]. Lorsque 
le bras du linac n’est pas à 180 °, le détecteur reste aligné avec le MLC malgré son poids de quinze 
kilogrammes. La perturbation du faisceau due au détecteur n’est pas négligeable dans la région du build-
up car il devient une source d’électrons de contamination. On observe de ce fait  un surdosage à la peau 
pour les grandes tailles de champ et les faibles distances source peau (DSP) [116]. Le rendement et les 
profils ne sont cependant pas affectés après la profondeur du maximum de dose [104]. Le facteur de 
transmission est supérieur à 0,95.  
 
L’association de ce détecteur au système COMPASS permet d’obtenir une carte de fluence en deux 
dimensions, et donc de déterminer d’éventuelles erreurs de localisation de lames. Il est également 
possible d’utiliser cette carte de fluence pour recalculer la distribution de dose délivrée effectivement lors 
de la séance à partir des images de l’examen tomodensitométrique (TDM) du patient [117]. Cela suppose 





Figure 1-12 : (a) Détecteur associé au système COMPASS (b) Fixation du détecteur sur la tête du linac. 
 




1.2.2.1.2 Le détecteur Dolphin (IBA Dosimetry, Germany) 
 
Le détecteur Dolphin [118] est le détecteur proposé depuis septembre 2014 par IBA Dosimetry pour 
réaliser les contrôles de traitement in vivo. Comme le COMPASS, le Dolphin se fixe sur la tête du linac 
pendant le traitement (Figure 1-13). Il est composé de 1513 chambres d’ionisation plates de 3,2 mm de 
diamètre et de 2,0 mm de hauteur. Sa surface active est de 40 x 40 cm². Les chambres sont espacées de 
5 mm au centre du détecteur dans un carré de 15 x 15 cm², et de 1 cm au-delà. Son poids est de douze 
kilogrammes. Le signal est transmis par connexion wifi. Comme le précédent détecteur, il est utilisable 
avec le système COMPASS pour contrôler le traitement en temps réel et recalculer la distribution de 
dose délivrée. A notre connaissance, il n’existe pas encore de publication qui évalue les caractéristiques 
du Dolphin.  
 
  
(a)  (b) 
Figure 1-13 : Détecteur Dolphin d’IBA Dosimetry (a), fixé sur la tête du linac pendant un traitement 
[119] (b). Detecteur dolphin fixé sur la tête du linac pendant un traitement [119]. 
 
1.2.2.1.3 Le détecteur DAVID (PTW, Germany) 
 
Le DAVID (Figure 1-14), pour Device for Advanced Verification of IMRT Deliveries, est un détecteur 
développé par PTW qui permet de contrôler le traitement en temps réel. Ce détecteur est en fait une 
chambre d’ionisation multi-fils, le nombre de fils étant dépendant du nombre de lames du MLC. La 
direction des fils est parallèle à l’axe de déplacement du MLC. Chaque fil mesure l’intégrale de la fluence 
entre deux lames en vis-à-vis. Ce détecteur est beaucoup plus léger que les précédents puisqu’il pèse 
trois kilogrammes. Il atténue le faisceau de l’ordre de 5 % au-delà de la profondeur du maximum du 
rendement en profondeur [105]. Poppe et al. [120] ont montré que le DAVID induit un surdosage à la 




Figure 1-14 : (a) Détecteur PTW David (b) Détecteur PTW David fixé sur la tête d’un linac. 





Contrairement aux deux détecteurs décrits précédemment, DAVID ne permet pas de localiser précisément 
des erreurs telles que de mauvaises positions de lames ou d’estimer la dose déposée. On ne peut pas 
parler de dosimétrie in vivo en tant que telle, mais plutôt de vérification in vivo. La réponse du détecteur 
est donnée sous la forme d’un histogramme qui représente la réponse de chacun des fils, comme le montre 
la Figure 1-15. Dans ce cas précis, la forme du champ est représentée dans l’encart en haut à droite. Les 
traits pointillés représentent la position des fils de la chambre d’ionisation. Les lames entourées ont été 
mal positionnées. Cela se traduit au niveau de la réponse du détecteur par une différence d’amplitude du 
signal des fils six à dix, positionnés à la hauteur des lames mal placées, entre ce qui est attendu (hauteur 
totale du canal) et ce qui est enregistré (en gris). L’amplitude du signal de chaque fil dépend uniquement 
de l’écartement entre deux lames, et pas de la position absolue de celles-ci.  
 
 
Figure 1-15 : Comparaison de la 
réponse du détecteur DAVID sans et 
avec erreur de positionnement de 




Les détecteurs à transmission présentés ici ont pour rôle de contrôler l’état du faisceau en sortie du linac. 
Grâce aux détecteurs développés par IBA Dosimetry, il est possible de recalculer la distribution de dose 
déposée dans le patient en fonction de l’état du faisceau pendant la séance de traitement. Ce calcul ne 
prend cependant pas en compte les modifications de morphologie ou de positionnement du patient. Ces 
détecteurs peuvent par ailleurs provoquer un surdosage à la peau, ce qui doit être évité autant que 
possible. Les détecteurs DAVID limitent ce surdosage, mais sont en revanche beaucoup moins informatifs.  
 
1.2.2.2 L’imageur portal ou EPID  
 
Les imageurs portals ou EPID (Electronic Portal lmaging Device) sont des détecteurs embarqués sur la 
grande majorité des linacs en radiothérapie et situés sur un bras rétractable. Leur vocation est au départ 
de contrôler que l’exactitude du positionnement du patient. Leur utilisation pour les contrôles in vivo est 
une piste de recherche de plus en plus explorée et fait l’objet de nombreuses publications [122]. Les EPID 
présentent plusieurs avantages : (1) ils sont déjà présents dans les centres cliniques, (2) ils apportent une 
information en deux dimensions avec une excellente résolution spatiale grâce à une taille de pixel de 0,4 
x 0,4 mm², (3) ils sont placés en sortie du patient donc ils ne perturbent pas le faisceau et ils sont 
susceptibles de détecter des modifications dans le déroulement du traitement liées au patient lui-même.  
 





(a)  (b) Détecteur EPID rétracté 
Figure 1-16 : Détecteur EPID associé au linac TrueBeam de Varian positionné (a) lors d’une irradiation 
et (b) rétracté - Copyright © 2002 Varian Medical System 
 
Plusieurs technologies d’EPID ont été utilisées en routine clinique, dont le système caméra miroir [123]–
[133] et le système à matrice de chambre d’ionisation liquide [124]–[126], [134]–[140]. Le système à matrice 
de détecteurs au silicium amorphe (aSi-EPID) à détection indirecte [124], [141]–[143] est le plus récent et 
le plus utilisé de nos jours. Nous en décrivons dans la suite le fonctionnement et l’utilisation.  
 
1.2.2.2.1 Fonctionnement  
 
Un aSi-EPID est constitué d’un empilement multi-couches (Figure 1-17) dont la structure exacte dépend 
du constructeur et du modèle considéré. Dans tous les cas, une plaque de métal (cuivre, acier, laiton) de 
quelques millimètres est associée à une couche de scintillateur, en l’occurrence, de l’oxysulfure de 
gadolinium (gadox). La plaque de métal a deux fonctions [124] : la première est de convertir une partie 
des photons primaires en électrons de haute énergie qui iront en partie interagir dans le scintillateur,  la 
seconde est de filtrer les photons de basse énergie. Non seulement les EPID présentent une sur-réponse 
aux basses énergies mais en plus ces photons en diffusant risquent de dégrader la qualité de l’image 
finale. Enfin, les photons primaires et les électrons de haute énergie qui parviennent dans le scintillateur 
sont transformés en photons optiques. Les photodiodes en silicium amorphe, assimilables aux pixels de 
l’image, les convertissent en charges électriques. Ces charges constituent le signal recueilli par la matrice 
de transistors à couche mince, ou TFT, pour Thin-film transistor. La détection est dite indirecte. 
La lecture de la matrice est faite ligne par ligne et correspond à une image élémentaire ou frame. Dans le 
mode de fonctionnement le plus classique du détecteur, integrated dose, toutes les frames sont sommées à 
l’issue de l’irradiation et donnent, après normalisation, l’image EPID. Le mode ciné permet au contraire 
d’avoir accès à chacune des images élémentaires. 
 
 





Figure 1-17 : Coupe de principe d’un 
détecteur EPID au silicium amorphe à 
détection indirecte. L’échelle et le 
rapport entre les épaisseurs des 
différents éléments ne sont pas 
respectés pour plus de lisibilité. Les 
couches blanches séparant les différents 
constituants de l’EPID représentent des 
composants propres à chaque 
constructeur et à chaque modèle qui ne 
sont pas reportés ici. 
 
1.2.2.2.2 Propriétés de l’EPID 
 
Les propriétés des différents EPID au silicium amorphe commercialisés ont été largement étudiées dans 
la littérature. Elles sont rappelées rapidement ici.  
 
L’image EPID peut être altérée sous l’effet d’irradiations antérieures [144]–[147]. Deux contributions 
alimentent ce phénomène. La première correspond à un courant résiduel qui résulte de charges piégées 
au sein de la couche de silicium amorphe lors de l’irradiation précédente. Ce courant est pris en compte 
en retard et ne contribue pas à la bonne image. On parle d’image lag car la participation de cette 
fraction du signal est décalée dans le temps. La sensibilité des pixels peut être par ailleurs réduite, il est 
alors question de ghosting. Des charges piégées dans les photodiodes vont modifier localement le champ 
électrique, et donc la réponse de l’imageur. Elles peuvent aussi se recombiner avec des charges de signe 
opposé et faire diminuer la sensibilité des pixels. Cela pose un réel problème pour l’utilisation des EPID 
en dosimétrie [148]. Il faut noter que l’importance du ghosting dépend du nombre d‘UM par image 
élémentaire donc du nombre d’images élémentaires acquises, mais pas directement du débit de dose ou 
de la dose délivrée lors de l’irradiation en cours [144], [145], [147]–[149]. Il augmente en revanche avec le 
nombre d’UM de l’irradiation précédente [146]. Enfin, son impact s’amoindrit lorsque le temps entre deux 
irradiations augmente, et disparait complétement au-delà de trois minutes [146].  
 
 Plusieurs études ont montré que la réponse de l’imageur est reproductible, stable au cours du temps 
[136], [146], [150]–[153] et qu’elle variait linéairement avec la dose dans un intervalle allant de 20 à 300 
UM, les autres conditions d’irradiation étant par ailleurs inchangées [136], [141], [146], [147], [151]–[157]. 
Les écarts observés peuvent être attribués à la stabilisation en débit de dose trop tardive du linac pour 
les petits nombres d’UM [146]. Cela peut être un problème en RCMI step-and-shoot si aucune correction 
n’est apportée. Au-delà de 300 UM, les écarts s’expliquent par une variation de la sensibilité des pixels à 
cause du ghosting [147]. La réponse du détecteur en fonction du débit de dose n’est pas strictement 
linéaire. Cela est une conséquence du fait que la sensibilité du détecteur augmente lorsque la dose par 
frame augmente [146].  
 
Un des inconvénients majeurs de l’EPID est sa sur-réponse aux basses énergies [145], [158], [159]. Cette 
dépendance induit une variation de la réponse du détecteur en fonction de l’écart à l’axe, de la taille de 




champ, de la distance source détecteur, de l’épaisseur du milieu atténuant entre le linac et l’EPID, et de 
l’énergie nominale du faisceau [136], [151], [152], [156], [160]–[165]. L’utilisation d’une plaque 
supplémentaire de cuivre en entrée du détecteur a pour conséquence, en diminuant la proportion de 
rayonnement diffusé, de limiter cet effet [166]. Elle permet également d’atteindre l’équilibre électronique 
[147], [151], [166]. Une autre solution serait de supprimer la couche de scintillateur, puisque c’est sa non-
équivalence à l’eau qui introduit la dépendance en énergie [167]–[171]. La détection serait alors directe et 
beaucoup moins efficace, elle provoquerait une diminution de la sensibilité de l’imageur. Cette méthode a 
toutefois l’avantage d’affranchir l’EPID de la diffusion des photons optiques, ou effet glare, qui peut 
provoquer un étalement de la dose [158], [163], [172]–[174].   
 
Deux autres facteurs peuvent affecter la réponse de l’EPID. Il s’agit de l’angle du bras du linac et de 
l’environnement de l’EPID. Lorsque le bras du linac n’est pas à zéro degré, un décalage mécanique de 
l’EPID est possible [175], [176]. Un apport de rayonnement rétrodiffusé dû à l’environnement du détecteur 
peut contribuer au signal en fonction du modèle de détecteur et de linac utilisé [177], [178]. Ainsi, on 
observe un rayonnement rétrodiffusé plus ou moins important et un positionnement de l’EPID plus ou 
moins précis pour les modèles Varian selon le type de bras du linac [179]. Une étude de Parent et al. 
montre qu’il n’y a en revanche pas de rétrodiffusé dans le cas des EPID iViewGT d’Elekta car le bras 
robotisé contrôlant le déplacement de l’EPID est en dehors des zones potentiellement irradiées [160]. 
Wang et al. [180] ont par ailleurs constaté que deux EPIDs de même modèle peuvent réagir de manière 
légèrement différente, sans que cela puisse être imputable au bras de maintien. 
 
1.2.2.2.3 Calibration de l’EPID 
 
Une calibration méticuleuse de l’EPID est inévitable lorsqu’on souhaite l’utiliser en dosimétrie in vivo. 
L’objectif est de convertir le signal délivré par l’EPID, codé en niveaux de gris, en signal en dose au 
niveau de l’EPID. Pour ce faire, on peut se baser sur la mesure de la dose obtenue avec une chambre 
d’ionisation ou des films. Plusieurs facteurs correctifs doivent être mis en place pour adapter la 
calibration à toutes les conditions d’irradiation. Il est toutefois difficile, compte-tenu de leur nombre, de 
prendre en considération tous les facteurs qui influent sur la réponse de l’EPID [122].  
 
Dans la plupart des cas, l’image directement acquise est corrigée par une image plein champ, appelée 
flood field. Les pixels sont alors calibrés avec une fluence et un spectre en énergie qui varient en 
s’éloignant de l’axe. Comme le souligne l’étude de Parent et al. [181], en assimilant la variation de 
réponse des pixels à une différence de sensibilité électronique, on supprime de l’information. Ceci n’est 
pas un problème lorsque l’EPID est utilisé pour repositionner les patients, mais cela peut l’être si on 
souhaite exploiter les données à des fins dosimétriques. Plusieurs options sont envisageables, comme 
irradier l’EPID avec un faisceau réellement uniforme obtenu après la traversée d’un fantôme [152], [182], 
[183],  ou avec plusieurs faisceaux dont la taille est telle que la qualité du faisceau change peu en son 
sein [160], [162]. L’étude de Parent et al. [181] compense la correction par le flood field mesuré grâce à 
une fonction analytique qui représente l’image flood field simulée, mais il est également envisageable de 
le faire grâce à des mesures par chambre d’ionisation, diode ou films. 
  




De nombreuses recherches sont actuellement en cours pour faire évoluer le design de l’EPID et améliorer 
ses performances, en particulier en tant que détecteur dosimétrique. Plusieurs groupes tentent de 
développer des EPID à détection directe [164], [167] qui ont l’intérêt d’une équivalence à l’eau et ce qui 
facilite sa calibration dosimétrique. D’autres groupes proposent des nouveaux designs basés sur les 
scintillateurs plastiques en remplacement des scintillateurs organiques [184].  
 
1.2.2.2.4 Utilisation des EPID 
 
L’imageur EPID a été mis au point pour s’assurer du bon positionnement du patient avant le début de la 
séance d’irradiation. Son utilisation a depuis été détournée pour contrôler le traitement pendant la 
séance d’irradiation. Grâce à la mesure en deux dimensions qu’il permet de réaliser, il est devenu un 
détecteur incontournable lors de la mise en œuvre des traitements complexes comme la RCMI ou le 
VMAT. Deux utilisations différentes peuvent être faites de l’image fournie par les EPID. La première 
consiste à l’analyser directement. L’image mesurée est alors comparée à une image de référence qui 
correspond à ce qui aurait obtenu si le traitement s’était déroulé dans des conditions parfaites. La 
deuxième méthode exploite l’information contenue dans l’image pour estimer la distribution de dose 




Les imageurs EPID sont devenus des détecteurs de choix pour le contrôle qualité des traitements 
complexe en radiothérapie. Puisqu’ils sont placés après le patient, ils sont susceptibles de capturer des 
informations sur le faisceau lui-même mais également sur la position et la morphologie du patient. Aucun 
des autres détecteurs présentés ici n’est en mesure de fournir de tels renseignements. Toutefois, il ne faut 
pas ignorer qu’ils ont également des inconvénients. Leur non-équivalence à l’eau complique par exemple 




Un grand nombre de détecteurs existe pour réaliser les contrôles des traitements au cours de l’irradiation. 
Leurs avantages et leurs inconvénients, pour une indication donnée, va orienter le choix du physicien 
médical. On peut en particulier classer ces détecteurs en deux grandes familles. La première regroupe 
ceux, souvent plus anciens, qui fournissent une information ponctuelle et donc insuffisante pour contrôler 
les traitements complexes. La seconde correspond aux détecteurs bidimensionnels. Ces derniers peuvent 
être localisés en sortie du linac, ou bien après le patient. Une fois la mesure réalisée, il est nécessaire de 
pouvoir la comparer à une référence. Pour les détecteurs ponctuels, cette comparaison est immédiate, 
puisque la référence correspond à la dose prescrite au point de mesure. L’exploitation des données 
bidimensionnelles est en revanche moins aisée et fera l’objet de la partie qui suit.  
 




1.3 Détections d’erreurs en radiothérapie grâce à des comparaisons 
d’images ou de distributions de dose 
 
On a vu dans la partie précédente que certains détecteurs bidimensionnels offrent des renseignements 
précieux sur le déroulement d’une séance de traitement. Les détecteurs (détecteur à transmission du 
système COMPASS, Dolphin, imageur EPID) fournissent une information en deux dimensions et 
permettent même d’évaluer la distribution de dose déposée au sein du patient pendant la séance. 
L’analyse de ces données, 2D ou 3D, fait appel à des outils qui ont été développés spécifiquement dans 
ce but et qui sont décrits dans ce paragraphe. Par souci de simplification, on parlera de comparaison de 
distributions de dose, mais l’intégralité des informations données ici s’applique également à la 
comparaison d’images EPID non calibrées en dose. La notion d’intensité de l’image se substitue alors à 
celle de la dose. 
 
 
1.3.1 Présentation de la problématique 
 
Deux distributions de dose, 2D ou 3D, peuvent être comparées de différentes manières. La méthode la 
plus simple consiste à calculer en tout point l’écart en dose et à le comparer à un critère de tolérance 
∆𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 qui est l’écart, en pourcentage de dose ou en dose absolue, le plus grand toléré. En procédant de 
cette manière, on choisit d’ignorer les écarts en position. L’inconvénient est que, si on s’intéresse à des 
zones de forts gradients, un léger écart en position entre les distributions engendre rapidement des écarts 
en dose considérables. La solution proposée par Venselaar et al. [185] pour contourner ce problème est 
d’augmenter ∆𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 au niveau des forts gradients en dose, l’augmentation dépendant de la complexité de 
la configuration. Une autre approche consiste à prendre en compte conjointement les écarts en position et 
en dose. C’est dans cette optique que Van Dyk et al. [186] introduisent la notion d’écart maximal 
acceptable, souvent notée 𝐷𝐷𝐷𝐷𝐷𝐷0 pour  Distance To Agreement. Cette distance représente le plus petit 
écart spatial à parcourir pour trouver un point de même dose. Depuis, de nombreux tests ont été proposés 
pour comparer, de manière quantitative ou non, deux distributions sur la base de critères en dose et en 
position. On commencera ici par présenter le test du gamma-index (γ-index), qui est souvent considéré 
comme une référence, ainsi que les informations qu’une analyse fine des résultats peut apporter. On 
passera ensuite en revue les facteurs qui vont directement influencer la conclusion du test. Enfin, on 
s’intéressera à certains tests qui peuvent être utilisés en alternative au γ-index, la liste n’étant ici pas 
exhaustive. On s’appuiera tout au long de cette partie sur les notations suivantes, illustrées sur la Figure 
1-18. La distribution de référence est représentée en bleu tandis que la distribution à évaluer est en 
orange. Le point de référence à évaluer a pour coordonnées 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 ,𝐷𝐷𝑟𝑟𝑟𝑟𝑟𝑟�𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟�. Il est comparé aux points de 
la distribution à évaluer en orange, de coordonnées 𝑟𝑟𝑟𝑟,𝑖𝑖 ,  𝐷𝐷𝑟𝑟�𝑟𝑟𝑟𝑟,𝑖𝑖�, i étant l’indice qui repère l’ordre des 
points sur la distribution. L’écart en dose entre le point de la distribution de référence et un point de la 
distribution à évaluer (sur la Figure 1-18, pour le point d’indice i+1) est noté ∆𝑑𝑑 et l’écart en position 
∆𝑟𝑟. Les autres points de la distribution de référence (représentés en gris) n’interviennent pas lorsqu’on 
évalue le point bleu.  





Figure 1-18 : Exemple de distributions à comparer 
1.3.2 Le 𝛄𝛄-index 
 
Le γ-index, mis en place par Low et al.  [187], [188], est aujourd’hui le test le plus communément utilisé, 
que ce soit en routine clinique ou dans la littérature. La popularité du γ-index est due au fait qu’il est 
quantitatif, i.e. qu’il prend en compte aussi bien les écarts en dose qu’en position, et qu’il est facile à 
calculer. Ce test est paramétré par deux valeurs : un critère en dose ∆𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 et un critère en position 
𝐷𝐷𝐷𝐷𝐷𝐷0. Low et Dempsey [188] conseillent de choisir une valeur de 𝐷𝐷𝐷𝐷𝐷𝐷0 au moins trois fois plus grande 
que le pas de la grille évaluée. Le critère en dose ∆𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 doit être quant à lui cohérent avec la précision 
des distributions en jeu. Un choix de ∆𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 égal à 2 % n’a par exemple pas de sens si on travaille avec 
des distributions calculées avec une incertitude supérieure à 2 % pour un intervalle de confiance à 99 %.  
 
Le principe du γ-index est illustré sur la Figure 1-19 en une dimension, mais est généralisable en trois, 
voire quatre dimensions (prise en compte d’une variable temporelle).  
 
 
Figure 1-19: Illustration du principe du 𝛾𝛾-index – Le point bleu de la distribution de référence est 
comparé à chaque point de la distribution à évaluer.  Les points qui ne passent pas le 𝛾𝛾-index sont en 
rouge tandis que ceux qui le valident sont en vert. Le point finalement retenu est représenté en vert plus 
intense : c’est celui qui est le plus proche, au sens du gamma, du point de référence en cours 
d’évaluation. 
 
Le point de la courbe de référence en cours d’évaluation est repéré en bleu et a pour coordonnées 
𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 ,𝐷𝐷𝑟𝑟𝑟𝑟𝑟𝑟�𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟�. Il est le centre de l’ellipse d’acceptabilité, de demi-axes ∆𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 et 𝐷𝐷𝐷𝐷𝐷𝐷0. Les points de la 
distribution à évaluer, en orange, ont pour coordonnées 𝑟𝑟𝑟𝑟,𝑖𝑖 ,  𝐷𝐷𝑟𝑟�𝑟𝑟𝑟𝑟,𝑖𝑖�. On calcule pour chacun d’eux la 
distance qui les éloigne du point 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 ,𝐷𝐷𝑟𝑟𝑟𝑟𝑟𝑟�𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟� en termes de position et de dose, c’est-à-dire la valeur 
du γ-index pour cette position. Son expression est donnée par l’équation suivante : 
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 Les points ayant un γ inférieur ou égal à 1 sont à l’intérieur de l’ellipse d’acceptabilité. On dit que ces 
points passent le test. Ils sont colorés en vert, toutes tonalités confondues. Les points ayant un γ 
supérieur à 1 sont à l’extérieur de l’ellipse d’acceptabilité et sont en rouge. Finalement, on attribue au 
point 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 ,𝐷𝐷𝑟𝑟𝑟𝑟𝑟𝑟�𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟� la valeur γ �𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 ,𝐷𝐷𝑟𝑟𝑟𝑟𝑟𝑟�𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟�� qui est la plus petite valeur de γ qui a été calculée, 
inférieure ou non à 1. Dans le cas de la configuration décrite par la Figure 1-19, cette valeur a été 
calculée à partir du point repéré par le vert le plus intense. On réitère ensuite l’opération pour tous les 
points de la distribution de référence et on calcule le pourcentage de point ayant un γ inférieur à 1. Plus 
il est important, plus les distributions se ressemblent. Ce taux de réussite est ce qui confère au test du γ-
index  son caractère quantitatif.  
 
Le γ-index a toutefois des faiblesses dont il faut être conscient :  
• La valeur de γ en chaque point est nécessairement positive, on ne peut donc pas savoir quelle 
distribution est plus importante que l’autre, ni si cela est systématique. Si on a en un point une 
valeur de γ de 1,1, alors le point a échoué de 10 %. Si les critères choisis sont de 3% et 3 mm, 
cela correspond à un dépassement d’au plus 0,3 mm en distance ou d’au plus 0,3% de la 
tolérance en dose. On sait donc que l’écart par rapport à la tolérance est mineur, mais on ne sait 
pas pourquoi, 
 
• Le calcul du γ est particulièrement sensible à la grille de dose choisie [189]. La valeur minimale 
de γ calculée dépend de la grille des distributions, et donc l’issue du test (échec/réussite) 
également. On a représenté sur la Figure 1-20 la même distribution de dose que sur la Figure 
1-19, mais avec une grille différente et de résolution plus grande, donc avec moins de points. 
Cette fois-ci, aucun point n’est dans l’ellipse d’acceptabilité. La valeur de γ au point 
�𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 ,𝐷𝐷𝑟𝑟𝑟𝑟𝑟𝑟�𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟�� est donc supérieure à 1 et le point ne passe pas le test, alors qu’il le 
réussissait dans la configuration de la Figure 1-19. Inversement, plus la résolution est fine, plus 
le nombre de points à tester augmente, on a donc d’autant plus de chance d’en trouver un qui 
sera dans l’ellipse d’acceptabilité. Toutefois, lorsqu’on trouve un point dans l’ellipse 
d’acceptabilité, il n’est pas du tout certain que ce point soit celui qui est le plus proche du point 
de référence, comme le montre la Figure 1-21. Le point de γ réellement minimum peut être situé 
entre deux points de la grille et correspond en réalité à la distance euclidienne entre le point 
�𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 ,𝐷𝐷𝑟𝑟𝑟𝑟𝑟𝑟�𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟�� et la distribution à évaluer Ju et al. [190]  proposent d’utiliser la méthode du 
simplex la déterminer et ne pas surestimer la valeur de γ. Cette approche suppose que la dose 
varie linéairement entre deux points de la grille,  
 





Figure 1-20: Sensibilité du 𝛾𝛾-index à la grille de calcul : lorsqu’on augmente la résolution d’un facteur 
trois, il n’est pas possible de trouver un point à l’intérieur de l’ellipse d’acceptabilité pour le point 
𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 ,𝐷𝐷𝑟𝑟𝑟𝑟𝑟𝑟�𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟�  
 
 
Figure 1-21: Sensibilité du 𝛾𝛾-index à la grille de calcul : le point retenu en Figure 1-19 n’est pas le 
point le plus proche du point de référence au sens du 𝛾𝛾. Le point qui est réellement le plus proche est 
représenté en vert intense sur cette figure.  
 
• Le test peut être très long à calculer dès qu’on travaille avec des distributions de dimension au 
moins égale à deux, le nombre de points à comparer étant plus important. Pour des distributions 
en 𝑘𝑘 dimensions, avec 𝑁𝑁 points dans chaque dimension, la complexité de calcul du test est en 
𝑂𝑂(𝑁𝑁2𝑘𝑘). Chaque point de la distribution de référence est comparé à l’ensemble de la grille à 
évaluer. Si l’on souhaite comparer deux images EPID en format 1024 x 1024 pixels, il faut 
réaliser 1024² comparaisons. Pour réduire le temps de calcul, on peut toutefois limiter le nombre 
de points à explorer à une région d’intérêt définie autour du point de référence en cours 
d’évaluation. Lorsqu’on travaille en trois dimensions, on peut considérer que les distributions sont 
constituées par une succession de tranches en deux dimensions. Le test n’est plus un test en trois 
dimensions au sens strict du terme et le choix de l’orientation de ces tranches (coronale, sagittale 
ou axiale) aura alors un impact sur le résultat [191]. Une autre solution consiste à stopper le 
parcours de la distribution à évaluer dès qu’on a trouvé un point dans l’ellipse [189]. On connaît 
alors le taux de réussite du test, mais pas l’écart réel en chaque point qui existe par rapport aux 
critères de tolérance (voir le premier point de cette liste), 
 
• Le γ-index n’est pas symétrique [188], [192], c’est-à-dire que le taux de réussite n’est pas le 
même lorsque l’on échange la distribution à évaluer et la distribution de référence. Dhakal et 
Yepes [193] proposent de faire la moyenne des résultats de  γ-index qu’on obtient en considérant 
une distribution puis l’autre comme celle de référence.  
 




Des indicateurs autres que le taux de réussite du test peuvent être définis pour affiner la comparaison. 
Stock et al. [194] proposent de calculer des quantités simples telles que le γ moyen, la proportion de 
points ayant un γ égal à 1, ou encore la carte des angles  γ�. Celui-ci correspond à l’angle entre l’axe de 
la dose et le vecteur reliant le point de référence au point à évaluer de plus petit γ (Figure 1-22). On 
peut donc savoir quelle est la nature de l’écart entre le point de référence et le point évalué. Par 
exemple, lorsque γ� se rapproche de  𝜋𝜋
2
, cela veut dire que le point de la distribution à évaluer retenu est 
éloigné du point de référence par sa position, mais pas à cause de sa dose. Au contraire un γ� proche de 
zéro traduira un écart en dose. Si γ� est strictement nul, cela veut dire en revanche que γ est nul aussi. 




Figure 1-22: Définition de l’angle 𝛾𝛾�. 
 
Lorsque l’on manipule des distributions issues de calculs Monte-Carlo, l’incertitude statistique qui 
entache les distributions de dose peut avoir un impact sur les valeurs de γ. Pour s’affranchir de ce 
problème, Dhakal et Yepes [193] ont défini la probabilité qu’un point a de passer avec succès le test du 
γ. On peut écrire que la distance γ séparant le point 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 ,𝐷𝐷𝑟𝑟𝑟𝑟𝑟𝑟�𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟� du point 𝑟𝑟𝑟𝑟,𝑖𝑖 ,  𝐷𝐷𝑟𝑟�𝑟𝑟𝑟𝑟,𝑖𝑖� est inférieure à 
1 si les membres de l’inégalité suivante sont respectés.   
 




≤  𝐷𝐷𝑟𝑟𝑟𝑟𝑟𝑟�𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟�  −   𝐷𝐷𝑟𝑟�𝑟𝑟𝑟𝑟,𝑖𝑖� 
∆𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚






Si l’on considère que l’incertitude statistique 𝜎𝜎𝐷𝐷 relative à la grandeur 𝐷𝐷  est une variable aléatoire 
distribuée selon une gaussienne [196], alors la loi de probabilité de 𝐷𝐷 est une loi normale centrée en 𝐷𝐷 et 
de largeur à mi-hauteur 𝜎𝜎𝐷𝐷 . Les erreurs statistiques 𝜎𝜎𝐷𝐷,𝑟𝑟𝑟𝑟𝑟𝑟 et 𝜎𝜎𝐷𝐷,𝑟𝑟 relatives à 𝐷𝐷𝑟𝑟𝑟𝑟𝑟𝑟�𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟�  et  𝐷𝐷𝑟𝑟�𝑟𝑟𝑟𝑟,𝑖𝑖�  sont 
gaussiennes et indépendantes. On sait donc que toute combinaison linéaire de 𝐷𝐷𝑟𝑟𝑟𝑟𝑟𝑟�𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟�  et  𝐷𝐷𝑟𝑟�𝑟𝑟𝑟𝑟,𝑖𝑖�  
suit une loi gaussienne, et donc 𝐷𝐷𝑟𝑟𝑟𝑟𝑟𝑟�𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟� −  𝐷𝐷𝑟𝑟�𝑟𝑟𝑟𝑟,𝑖𝑖� 
∆𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚
 aussi.  La probabilité pour un point de passer le test 
du γ-index est finalement obtenue en intégrant cette gaussienne entre les bornes de l’inégalité de 
l’équation (1-2).  
 
1.3.2.1.1 Facteurs qui peuvent influencer le résultat du test du 𝛾𝛾-index 
 
Le résultat de la comparaison de deux distributions de dose doit être accompagné des conditions sous 
lesquelles elle a été réalisée. En effet, de nombreux facteurs, indépendants des valeurs des critères de 




tolérance ∆dmax et 𝐷𝐷𝐷𝐷𝐷𝐷0, mis en œuvre, peuvent influencer son issue. Ce paragraphe est inspiré d’une 
présentation de Bugdell [197]. 
 
• Ecart de dose local ou global  
La comparaison entre des valeurs de dose suppose qu’on a défini une tolérance en dose. Le plus souvent, 
celle-ci se traduit par un pourcentage d’écart acceptable ∆𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 .  Il faut alors choisir entre un critère fixe, 
c’est-à-dire valable sur l’ensemble de la distribution et un critère qui s’adapte à l’amplitude des valeurs 
de dose. On dit que la comparaison est globale dans le premier cas, tandis qu’elle est locale dans le 
second.  
Une comparaison globale implique le choix d’un point de référence qui représente 100% de la dose. Le 
critère ∆𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 peut-être alors choisi comme un pourcentage de la dose au point normalisé, ou comme 
pourcentage de la dose maximale. Plus le point de référence a une valeur de dose élevée, plus le test est 
tolérant. Cela a pour conséquence directe de minimiser l’importance des différences dans les zones de 
faibles doses et d’augmenter le taux de succès du test. 
Ce phénomène est totalement absent des comparaisons locales puisque ∆𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 est défini en chaque point. 
Il représente un pourcentage de la dose au point considéré. Le critère, ramené à une valeur absolue, est 
d’autant plus sévère que la dose évaluée est petite. L’ellipse qui tient lieu de zone d’acceptabilité est 
d’autant plus aplatie que la dose au point de référence est petite. Une comparaison locale est donc plus 
contraignante qu’une comparaison globale. 
 
• Choix de la région d’intérêt  
Il est possible de se focaliser sur une région particulière et d’exclure un certain nombre de points de la 
comparaison. Se pose alors la question du choix de la région d’intérêt ou ROI (Region Of Interest). Celle-
ci est souvent définie par rapport à une isodose, par exemple 10% de la dose prescrite ou maximale. On 
peut également la définir de manière géométrique, typiquement un rectangle pour une distribution 2D. Ce 
choix est moins pertinent car pour un niveau de dose donné, certains points seront ignorés et pas 
d’autres. L’effet de la restriction du test à une ROI, en supprimant les faibles doses, dépend du type de 
comparaison effectuée. Le taux de succès d’une comparaison locale est augmenté, alors que celui d’une 
comparaison globale diminue.  
 
• Comparaison 1D, 2D ou 3D 
La dimension des distributions mises en jeu est importante. Si on travaille avec des distributions 3D, on 
peut faire des comparaisons 1D et 2D. Une comparaison en 3D a tendance à donner de meilleurs 
résultats car le nombre de points à évaluer est alors plus important [198]. On a donc plus de chance de 
trouver un point qui passe le test, ou qui le passe plus facilement.  
 
• Recalage des distributions 
Il est fréquent de travailler avec des données qui ne sont pas centrées au même point, et il est alors 
tentant de les recaler pour améliorer le résultat de la comparaison. Ceci est légitime dans certains cas, 
par exemple lorsqu’on souhaite comparer un algorithme de calcul à une distribution de dose mesurée dont 
le centrage n’est pas parfait. Il faut cependant être prudent. Si on compare une image obtenue par un 
contrôle qualité pré-traitement à une image de référence, un recentrage n’est en revanche pas admissible 
car il peut refléter un problème de calibration du MLC.  





• Traitement des données et implémentation du test 
L’implémentation du test lui-même a son importance. Une étude de Hussein et al. [199] montre que 
l’utilisation d’un logiciel commercial pour faire un calcul de 𝛾𝛾-index global mène à des résultats qui ne 
sont pas les mêmes pour tous les constructeurs. Les données, qu’elles soient mesurées ou calculées, 
suivent une grille de dose caractérisée par un pas, variable ou non. En toute rigueur, si ce pas est de 4 
mm par exemple, alors le critère de tolérance de position du test mis en œuvre ne peut pas être inférieur 
à cette valeur. Un 𝛾𝛾-index 2 % / 2 mm donne dans ce cas précis le même résultat qu’un 𝛾𝛾-index 
2 % / 0 mm. Une interpolation peut être appliquée pour diminuer artificiellement le pas, et ainsi pouvoir 
utiliser les critères 2 % / 2 mm. Les résultats du test dépendent alors du choix de la fonction 
d’interpolation.  
On peut également vouloir lisser des données très bruitées avant de les soumettre au test de 
comparaison. Le filtre employé et les paramètres choisis auront une influence sur la nouvelle carte de 
dose et donc sur le test. 
Les méthodes d’accélération, comme on l’a déjà vu précédemment, peuvent également modifier légèrement 
le taux de réussite du test. 
 
• Dose normalisée et dose absolue 
La normalisation des distributions entre elles doit être évitée autant que possible, que l’utilisateur 
choisisse de faire une comparaison avec un critère de dose locale ou globale. En procédant de cette 
manière, on peut d’une part masquer des erreurs systématiques, mais également mal interpréter les écarts 
observés. Dans certains cas, une normalisation est nécessaire. C’est par exemple le cas lorsque l’on 
utilise des distributions de dose issues de mesures par film ou par imageur EPID.  
 
• Choix de la distribution de référence 
Le calcul d’un 𝛾𝛾-index sous-entend qu’une des distributions est la référence et l’autre celle à évaluer. La 
distribution de référence est assimilée à la distribution qui est la plus conforme à la réalité. Schreiner, 
Holmes et Salomons [200] insistent que le fait qu’il est en toute rigueur impossible d’avoir accès à la 
« vraie » distribution. Ils ont également montré que cette distinction entre distribution « de référence » et 
« à évaluer » a un impact sur le calcul du 𝛾𝛾-index et donc sur son taux de réussite. L’asymétrie du  𝛾𝛾-
index est largement amplifiée par les artéfacts dus à la différence de résolution des distributions et par le 
bruit susceptible de les entacher : (1) Le taux de réussite du test est plus faible lorsque la distribution de 
référence est celle qui a le plus petit pas d’échantillonnage. En effet, dans cette configuration, le point de 
référence est entouré d’un plus petit nombre de points à tester (2) Lorsque la distribution à évaluer est 
bruitée, le point de la distribution de référence a plus de facilité à trouver dans son voisinage une valeur 
de dose qui satisfait les critères du test. Graves, Jia et Jiang [201] ont approfondi ce dernier point pour 
évaluer l’impact du bruit de la simulation MC sur le comportement du 𝛾𝛾-index. Leur étude a permis de 
montrer que si on compare une distribution non MC avec une distribution MC : 
- Si la simulation MC est la référence, alors le 𝛤𝛤𝑚𝑚𝑚𝑚𝑚𝑚est surestimé et le taux de réussite du test 
diminue quand l’incertitude statistique de la distribution augmente, 
- Si la simulation MC est évaluée, alors le 𝛤𝛤𝑚𝑚𝑚𝑚𝑚𝑚est sous-estimé et le taux de réussite du test 
augmente quand l’incertitude statistique de la distribution augmente. 




Si on compare deux simulations MC, le taux de réussite augmente avec l’incertitude statistique de la 
distribution à évaluer. Il diminue au contraire si le bruit de la distribution de référence augmente.  
 
• Conditions de mesure (ou de calcul) 
Les conditions d’acquisition ou de calcul des distributions jouent largement sur le résultat de la 
comparaison. Les instruments de mesure choisis (ou les paramètres de simulation) introduisent par 
exemple des incertitudes. La prise en compte des incertitudes de mesure (ou de calcul) est nécessaire 
pour choisir de manière pertinente les valeurs des critères de tolérance et pour interpréter correctement 
les résultats. Le détecteur utilisé peut également introduire un biais à cause de son volume ou de sa 
dépendance en énergie [198]. La comparaison d’un profil de dose calculé avec un profil de dose mesuré 
par une chambre d’ionisation ou une diode ne donnera pas les mêmes résultats.  
Un autre facteur qui peut jouer est la configuration des systèmes délivrant les distributions de dose. Si 
l’on compare d’une part une distribution acquise avec un linac dont le bras était à 90° avec une 
distribution de dose calculée, il faut s’attendre à avoir un décalage spatial dû à l’affaissement des bancs 
de lames. Cet effet n’est effectivement pas directement intégrable à un calcul de dose. 
 
Finalement, les conditions de comparaisons de distributions de dose et les critères des tests retenus sont 
à adapter à l’étude réalisée et à ses objectifs. Une analyse de la sensibilité et de la spécificité d’un test 
sous des conditions définies peut être utile pour choisir de manière pertinente les critères de tolérance. 
C’est ce que proposent Carlone et al. [202] via les méthodes des courbes ROC pour Receiver Operating 
Characteristic. Plusieurs études ont mis en avant les défauts de sensibilité du γ-index [203]–[205]. 
Certains proposent, lorsque c’est possible, de coupler le test à une analyse des histogrammes dose volume 
(HDV) [206]–[209].  
 
1.3.3 Les alternatives au 𝛄𝛄-index 
 
Plusieurs autres tests ont été proposés pour comparer des distributions. Quatre d’entre eux sont 
présentés ici : la méthode composite et la méthode box, très simples à mettre en œuvre, puis le test du χ-
index et du 𝐿𝐿𝑅𝑅𝑅𝑅𝐷𝐷 . Chacun de ces tests a, comme le γ-index, sa propre région d’acceptabilité. L’issue de la 
comparaison des distributions dépend donc du choix du test, et des valeurs ses paramètres.  
 
1.3.3.1 La méthode composite 
 
Une méthode simple de comparaison consiste à tester d’une part les points selon le critère de dose, puis 
selon le critère de position. L’utilisateur définit un critère en dose ∆𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 et un critère en position 𝐷𝐷𝐷𝐷𝐷𝐷0.  
Les points qui échouent au test sont ceux qui ne respectent aucun d’eux. Cette approche décrite par 
Harms et al. [210] est binaire, car son issue est uniquement positive ou négative. Un exemple de 
comparaison de distribution est donné en Figure 1-23.  
 





Figure 1-23: Illustration du principe de la méthode composite – Le point de référence en bleu est 
comparé aux points de la distribution à évaluer qui sont soit à la même position, soit qui ont la même 
dose. Ici, le point qui est à la même position ne respecte pas le critère de dose (en rouge). En revanche, 
on peut trouver par interpolation que les points ayant une dose 𝐷𝐷𝑟𝑟𝑟𝑟𝑟𝑟�𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟� sont à une distance inférieure 
à 𝐷𝐷𝐷𝐷𝐷𝐷 (points verts). Le test est donc un succès.  
 
On se place au point de coordonnées 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 ,𝐷𝐷𝑟𝑟𝑟𝑟𝑟𝑟�𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟� de la distribution de référence, en bleu. On regarde 
si le point qui a la même position a une dose qui respecte le critère de tolérance, puis si on peut trouver 
un point qui a la même dose sur une distance inférieure à 𝐷𝐷𝐷𝐷𝐷𝐷0. Si un seul de ces critères est respecté, 
alors le test est validé. La zone d’acceptabilité est donc représentée par les segments tracés en vert sur la 
Figure 1-23. Dans ce cas-là, le critère en dose n’est pas respecté. On ne trouve pas non plus de points 
dans la grille ayant la même dose à une distance inférieur à 𝐷𝐷𝐷𝐷𝐷𝐷0. Une interpolation serait nécessaire. 
Le test échoue.  
 
Ce test est très facile à mettre en œuvre, mais comporte plusieurs inconvénients : 
- il n’est pas quantitatif car la réponse du test en chaque point est binaire : le point est validé, ou 
il ne l’est pas, 
- le test est sensible à la grille de dose et à la nature de l’interpolation réalisée entre les points,  
- la zone d’acceptabilité est très stricte : un léger décalage en dose et en position suffit à faire 
échouer le test.   
 
1.3.3.2 La méthode de la « boîte » 
 
La méthode de la « boîte » proposée par Jiang et al. [211] est analogue à la méthode composite, 
puisqu’elle teste séparément les écarts en position et les écarts en dose. La zone d’acceptabilité est une 
boite rectangulaire, centrée sur le point de référence, et de côtés ∆𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 et 𝐷𝐷𝐷𝐷𝐷𝐷0. Si un point de la 
distribution à évaluer se trouve dans cette zone, alors le test est validé. Pour réussir le test, un point doit 
donc respecter le critère en position et en dose. Sur la Figure 1-24, on voit que trois points valident le 
test, ils sont en vert. Les points qui ne le valident pas sont en rouge. Encore une fois, le test n’est pas 
quantitatif, mais il est moins sensible à la résolution des distributions que la méthode composite. Sa zone 
d’acceptabilité est également plus large, ce qui en fait un test moins sévère. 
 





Figure 1-24: Illustration du principe de la méthode de la « boîte »– Le point bleu de la distribution de 
référence est comparé à chaque point de la distribution à évaluer. Les points qui ne passent pas le test 
sont en rouge tandis que ceux qui le valident sont en vert.  
1.3.3.3 Le 𝝌𝝌-index  
 
La méthode du χ-index présentée par Bakai et al. [212] a pour objectif d’être plus rapide, plus précise et 
plus informative que le γ-index. Cette méthode, comme les précédentes, est paramétrée par les deux 
critères ∆𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 et 𝐷𝐷𝐷𝐷𝐷𝐷0. Toutefois, elle joue sur la valeur du gradient de dose local plutôt que l’écart en 
position. L’écart maximal de dose toléré dépend du gradient de dose local. On peut donc voir le χ-index 
comme une généralisation de la méthode proposée par Venselaar et al. [185].  
 
Les grilles des deux distributions à comparer doivent être les mêmes, une interpolation peut donc être 
requise. Le principe de ce test repose sur la création d’un tube d’acceptabilité défini le long de la 
distribution de référence. L’épaisseur de ce tube varie en chaque point pour s’adapter au gradient de dose 
local. La demi-largeur du tube correspond à la distance τ′ définie par l’équation (1-3) et la valeur du χ 
s’obtient grâce à l’équation (1-4). Les détails du calcul sont donnés dans  [212].  
 
𝜏𝜏′ = �𝐷𝐷𝐷𝐷𝐷𝐷02 + ∆𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚2�𝛻𝛻�⃗ 𝐷𝐷𝑟𝑟�𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟�� 2 (1-3) 
 
𝜒𝜒 �𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 ,𝐷𝐷𝑟𝑟𝑟𝑟𝑟𝑟�𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟�� =  𝐷𝐷𝑟𝑟𝑟𝑟𝑟𝑟�𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟�  −   𝐷𝐷𝑟𝑟�𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟�𝜏𝜏′  (1-4) 
Le test consiste à regarder si pour chaque point de la distribution de référence 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 ,𝐷𝐷𝑟𝑟𝑟𝑟𝑟𝑟�𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟�, le point 
𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 ,𝐷𝐷𝑟𝑟�𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟� est à l’intérieur ou à l’extérieur du tube d’acceptabilité. Si ce n’est pas le cas, le point 
échoue au test (Figure 1-25a). Cela se traduit par une valeur absolue de χ supérieure à 1. Si le point 
passe le test, il est à l’intérieur du tube et la valeur absolue de χ est inférieure à 1 (Figure 1-25b). 
Contrairement au γ-index, les points voisins du point 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 ,𝐷𝐷𝑟𝑟�𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟� n’entrent pas en jeu au cours de la 
comparaison. Le critère d’écart en position 𝐷𝐷𝐷𝐷𝐷𝐷0 joue toutefois un rôle dans le test puisqu’il sert à 
exprimer τ′ (Equation  (1-3)).  
 
 





(a) �𝜒𝜒 �𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 ,𝐷𝐷𝑟𝑟𝑟𝑟𝑟𝑟�𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟��� > 1 (b) �𝜒𝜒 �𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 ,𝐷𝐷𝑟𝑟𝑟𝑟𝑟𝑟�𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟��� < 1 
Figure 1-25: Illustration du principe du χ-index : (a) le point de la distribution à évaluer est en dehors du 
tube d’acceptabilité. Le test rejette ce point. (b) Le point de la distribution à évaluer est à l’intérieur du 
tube d’acceptabilité. Le test valide ce point. Dans les deux cas, les points voisins n’interviennent pas dans 
la comparaison. 
 
Le χ-index présente trois avantages majeurs par rapport au γ-index : 
–  il est indépendant de la résolution des distributions. Chaque point de la distribution de 
référence est en effet comparé au point de la distribution à évaluer qui a la même position, les 
autres sont ignorés, 
– cette unique comparaison permet en plus de réaliser un gain de temps de calcul considérable par 
rapport au γ-index, 
– le test peut retourner des valeurs aussi bien positives que négatives. L’interprétation des écarts 
se voit ainsi simplifiée : on peut savoir si l’écart est systématiquement positif, négatif, ou de signe 
aléatoire.  
Moodie, Sykes et Gajewksi [213] ont observé que le calcul de χ conduit à une tolérance importante voire 
inacceptable dans les zones de forts gradients. Cela s’explique par le fait que ce test considère que la 
dérivée seconde de la distribution de dose de référence est faible. C’est la raison pour laquelle l’étude de 
Clasie et al. [214] intègre les dérivées d’ordres plus importants. Blanpain et al. [215] ont proposé quant à 
eux une méthode qui adapte la largeur du tube en chaque point en fonction du gradient local, mais 
également en fonction des autres points de la distribution de référence.   
 
La substitution du gradient de dose à l’écart en position est une technique adoptée par d’autres études, 
comme par exemple celle de Moran et al. [216]. Dans ce cas précis, le critère de tolérance en dose locale 
∆𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚,𝑔𝑔𝑔𝑔   adapte ∆𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 en fonction du gradient local pondéré par un paramètre, 𝑑𝑑𝑔𝑔𝑔𝑔 , dont la valeur est 
arbitrairement choisie par l’utilisateur. L’expression de ∆𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚,𝑔𝑔𝑔𝑔   est donnée par l’équation (1-5).  
 
∆𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚,𝑔𝑔𝑔𝑔 =  ∆𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 −  �𝛻𝛻�⃗ 𝐷𝐷𝑟𝑟�𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟��𝑑𝑑𝑔𝑔𝑔𝑔 (1-5) 
 
Le test proposé par Jin et al. [217] associe quant à lui le gradient local et les incertitudes en position 𝜎𝜎𝑟𝑟 
et en dose 𝜎𝜎𝐷𝐷 au point de référence pour définir localement le critère de tolérance. 𝜎𝜎𝑟𝑟 et 𝜎𝜎𝐷𝐷 correspondent 
à un écart type standard. Ils sont multipliés par un facteur 𝑘𝑘 = 1,96  pour que l’intervalle de confiance 
soit de 95 %. Finalement, l’expression de ∆𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚  est donnée par l’équation (1-6).  
 
∆𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 = 𝑘𝑘�𝜎𝜎𝐷𝐷2 + �𝛻𝛻�⃗ 𝐷𝐷𝑟𝑟�𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟��𝜎𝜎𝑟𝑟2 , 𝑘𝑘 = 1,96 (1-6) 




1.3.3.4 Least restrictive assignment of dose-distance differences (𝑳𝑳𝑹𝑹𝑹𝑹𝑹𝑹) 
 
Un indicateur développé récemment par Dong et Faddegon [218], appelé 𝐿𝐿𝑅𝑅𝑅𝑅𝐷𝐷 pour least restrictive 
assignement of dose-distance, traite également conjointement les écarts en position et en dose, mais 
permet de déterminer lequel des deux joue le rôle le plus important. L’utilisation de ce test suppose que 
les distributions de référence à évaluer sont définies sur une même grille. Là encore une interpolation des 
données peut être nécessaire lorsque ce n’est pas le cas. Les deux distributions doivent également être 
normalisées en un même point.  
 
Ce test est paramétré par les critères ∆𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 et 𝐷𝐷𝐷𝐷𝐷𝐷0. Le rapport 
%𝐷𝐷0
𝐷𝐷𝐷𝐷𝑅𝑅0
 est noté 𝐿𝐿0. Pour chaque point de 
la distribution de référence 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 ,  𝐷𝐷𝑟𝑟𝑟𝑟𝑟𝑟�𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟�, on calcule la valeur 𝐿𝐿𝑅𝑅𝑅𝑅𝐷𝐷 qui correspond au plus petit écart 
en dose ou en position qui existe entre les deux distributions au point 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 ,  𝐷𝐷𝑟𝑟𝑟𝑟𝑟𝑟�𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟�. La définition et la 
dimension de 𝐿𝐿𝑅𝑅𝑅𝑅𝐷𝐷 varient donc en fonction de ∆𝑑𝑑 et 
∆𝑑𝑑
∆𝑟𝑟
 . Cela se traduit par les équations ci-dessous et 
les zones d’acceptabilité représentées par la Figure 1-26.  Pour les contrôles qualité de RCMI, 𝐷𝐷𝐷𝐷𝐷𝐷 n’est 
évalué que dans les directions de déplacement des systèmes de collimation. On remarque qu’il est 
possible d’accorder plus d’importance aux valeurs en dose ou en position en jouant sur 𝐿𝐿0. 
 |∆𝑑𝑑 | > ∆𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚  𝑒𝑒𝑒𝑒   �∆𝑑𝑑∆𝑟𝑟� >  𝐿𝐿0  ⇒  𝐿𝐿𝑅𝑅𝑅𝑅𝐷𝐷 =  |∆𝑟𝑟| (1-7) 
 |∆𝑑𝑑| ≤ ∆𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚  𝑜𝑜𝑜𝑜 �∆𝑑𝑑∆𝑟𝑟� ≤ 𝐿𝐿0  ⇒  𝐿𝐿𝑅𝑅𝑅𝑅𝐷𝐷 =  |∆𝑑𝑑| 
 
(1-8) 
Dans le cas de ce test, les écarts en dose doivent toujours être exprimés en pourcent et les écarts en 
positions en millimètre. Une fois que tous les points de la distribution à évaluer ont été testés, on associe 
au point de référence la plus petite des valeurs de 𝐿𝐿𝑅𝑅𝑅𝑅𝐷𝐷 calculées. Si 𝐿𝐿𝑅𝑅𝑅𝑅𝐷𝐷 est supérieur à ∆𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚  ou à 
𝐷𝐷𝐷𝐷𝐷𝐷0, le point ne passe pas le test avec succès.  
 
  
(a) 𝐿𝐿𝑅𝑅𝑅𝑅𝐷𝐷 =  |∆𝑑𝑑| (b) 𝐿𝐿𝑅𝑅𝑅𝑅𝐷𝐷 =  |∆𝑟𝑟| 
Figure 1-26 : Zone d’acceptabilité de LRAD. 
 
Comme pour le γ-index, on peut déterminer la fraction de points qui réussissent le test. L’intérêt de 𝐿𝐿𝑅𝑅𝑅𝑅𝐷𝐷 
par rapport aux autres tests mentionnés est qu’il permet d’identifier graphiquement la nature et 
l’amplitude de l’écart retenu. Il se rapproche en cela de l’angle 𝛾𝛾� qui a été évoqué lors de la présentation 
du γ-index. L’intérêt de la mesure 𝐿𝐿𝑅𝑅𝑅𝑅𝐷𝐷 par rapport à 𝛾𝛾� est qu’elle se suffit à elle-même. En effet une 
carte de 𝛾𝛾� seule informe seulement sur la nature de l’écart qui domine, mais pas sur son amplitude. Il faut 
donc lui associer une carte en γ. Un seul graphique suffit pour 𝐿𝐿𝑅𝑅𝑅𝑅𝐷𝐷 . On affecte arbitrairement un signe 




positif aux valeurs de 𝐿𝐿𝑅𝑅𝑅𝑅𝐷𝐷 qui ont été calculées à partir de l’écart en dose, et un signe négatif à celles 
calculées à partir de l’écart en position.  
Les valeurs positives, c’est-à-dire les écarts en dose, sont représentées avec une échelle de couleur, et 
Les valeurs négatives, c’est-à-dire les écarts en position, avec une échelle de gris. La Figure 1-27 montre 
la carte des valeurs de γ et de 𝐿𝐿𝑅𝑅𝑅𝑅𝐷𝐷 obtenues à l’issue de la comparaison d’un plan de traitement réel de 
RCMI avec une rotation de collimateur de deux degrés et sans. On voit nettement que la plupart des 
écarts observés sont de nature mécanique sur la carte de 𝐿𝐿𝑅𝑅𝑅𝑅𝐷𝐷 . Cette information n’est pas disponible 
après analyse de la carte en γ.   
 
  
(a) γ-index (2 %,2 mm) (b) 𝐿𝐿𝑅𝑅𝑅𝑅𝐷𝐷 (2 %, 2 mm, 1 %mm-1) 
Figure 1-27 : Comparaison d’un plan de traitement de RCMI réel avant et après application d’une 
rotation de collimateur de deux degrés [218]. L’acquisition des cartes de dose a été réalisée avec un 




La comparaison de deux distributions de dose (ou d’images EPID) est en radiothérapie un problème 
récurrent mais délicat. Le test du 𝛾𝛾-index est souvent vu comme l’outil gold-standard pour réaliser ces 
comparaisons car il prend en compte à la fois une tolérance en dose et une autre en position et son 
résultat peut être interprété de manière quantitative. Le comportement de ce test dépend toutefois très 
largement des conditions dans lesquelles il est utilisé et doit être manipulé avec rigueur. Plusieurs 
auteurs ont développés d’autres indicateurs, une sélection d’entre eux a été présentée ici. Le plus répandu 
d’entre eux est le 𝜒𝜒-index. Ses principaux avantages en comparaison avec le 𝛾𝛾-index sont qu’il est signé 
et beaucoup plus rapide à calculer. Un autre test, plus récent, a été également décrit, il s’agit de 𝐿𝐿𝐿𝐿𝐷𝐷𝐷𝐷. 
Son intêret est qu’il permet de discriminer les écarts entre les distributions qui sont dus à des différences 
en position ou a des différences en dose.  
 
1.4  Conclusion 
 
La complexification de la radiothérapie externe a rendu nécessaire le développement de nouveaux 
contrôles qualité. Les contrôles qualité réalisés pendant le traitement connaissent un essor particulier, et 
font appel à des outils spécifiques. Le physicien médical doit avoir en premier lieu à disposition un 
détecteur apte à lui fournir une information qui représente réellement la dose délivrée pendant la séance 




de traitement. Les détecteurs ponctuels, largement utilisés pour les traitements simples comme la RC3D, 
deviennent insuffisants en RCMI ou VMAT et peuvent être avantageusement remplacés par des détecteurs 
bidimensionnels. La deuxième étape du contrôle qualité est l’exploitation de ces données. Le but est alors 
de comparer une distribution de référence avec une distribution acquise durant le traitement. Pour les 
traitements complexes (RCMI, VMAT), et lorsque l’on utilise un détecteur 2D, la méthode la plus souvent 
employée est le test du 𝛾𝛾-index. Ce test ayant un certain nombre d’inconvénients, il est possible de le 
compléter par d’autres métriques comme par exemple le  𝜒𝜒-index ou LRAD.  
 
Nous avons vu dans ce chapitre quels étaient les enjeux des contrôles qualités en radiothérapie, et en 
particulier de ceux qui ont lieu durant le traitement. Notre objectif était de présenter les outils 
(détecteurs et méthodes d’analyse) qui peuvent être employés par le physicien médical pour mettre en 
œuvre ces derniers. Lorsqu’on utilise les imageurs EPID, ces contrôles peuvent avoir deux finalités 
différentes. Une première approche consiste à exploiter directement l’image EPID mesurée pour la 
comparer à une image de référence. La seconde consiste à exploiter l’information présente dans l’image 
pour estimer la distribution de dose délivrée au patient, on parle alors de rétropropagation de la dose. 
Dans le prochain chapitre, on montera comment les simulations Monte-Carlo (MC) peuvent être utilisées 
d’une part pour prédire l’image EPID de référence et, de manière plus succincte, pour rétropropager la 
dose dans le patient. 
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es contrôles qualité basés sur l’exploitation de l’image EPID acquise lors du traitement peuvent 
suivre deux approches différentes. Dans le premier cas, on compare l’image mesurée à une image 
de référence qui correspond à ce qui aurait été obtenu dans des conditions identiques à la 
planification du traitement. Dans le second, on utilise l’image EPID pour estimer la distribution de dose 
délivrée au patient. On va voir dans ce chapitre que les simulations Monte-Carlo (MC) sont des outils 
précieux dans le cadre de ces contrôles qualité, notamment pour la prédiction d’images EPID de 
référence.  
 
Après avoir rappelé les principes des codes MC développés pour le transport des particules dans la 
matière, on détaillera le processus complet de prédiction de l’image EPID de référence par simulation 
MC. La première étape de ce processus consiste à modéliser le faisceau d’irradiation, ce qui nécessite le 
développement d’un modèle MC du linac. On verra alors que celui-ci peut être simplifié grâce au concept 
des modèles de sources virtuelles, basés ou non sur des simulations MC. On décrira alors les méthodes 
de prédictions de l’image EPID de référence ainsi que plusieurs approches existantes pour réaliser la 
rétropropagation de la dose. On s’intéressera aussi bien aux techniques basées sur les simulations MC et 
qu’à leurs alternatives. On présentera ensuite deux codes MC, PENELOPE et EGSnrc, communément 
employés en radiothérapie et on donnera les raisons qui ont motivé le choix de PENELOPE. Enfin, on 
positionnera dans ce contexte le sujet de cette thèse et ses objectifs. 
 
2.1 La méthode Monte-Carlo en radiothérapie 
  
L’utilité des tirages de nombres aléatoires pour réaliser des calculs numériques a été mise en avant dès 
le dix-huitième siècle par Buffon pour estimer le nombre 𝜋𝜋 [219]. Toutefois, le principe de la méthode 
Monte-Carlo (MC) a réellement vu le jour à l’occasion du projet Manhattan. Ses domaines d’application 
se sont depuis largement diversifiés. Parmi eux, on compte la physique médicale.  
 
2.1.1 Principe général 
 
Les algorithmes MC utilisés en physique médicale transportent pas à pas chaque particule dans la 
matière. Ils s’appuient pour cela sur les densités de probabilité des différentes interactions, c’est-à-dire 
sur les tables de sections efficaces différentielles. Le comportement futur des particules ne dépendant pas 
de leur histoire passée, on qualifie alors le transport de processus markovien. 
Lorsqu’une particule est générée par une source définie par l’utilisateur, elle est dite primaire. Les 
particules qui seront créées le long de son parcours sont des particules secondaires. Les particules sont 
dites absorbées lorsque leur énergie devient inférieure à un seuil choisi par l’utilisateur. Ce seuil dépend 
de la nature de la particule. Une histoire, appelée aussi gerbe ou shower, décrit le parcours d’une 
particule primaire et de toutes ses particules secondaires. La force des simulations MC réside dans la 
fidélité avec laquelle elles décrivent la réalité via la traduction directe de la plupart des interactions 
entre les rayonnements et la matière. Le suivi d’un grand nombre de particules permet ainsi de prédire 
avec une excellente précision les observations qui auraient été faites expérimentalement, sous réserve de 
L 




disposer d’un modèle exact du système considéré. On peut par exemple estimer le spectre d’un faisceau 
de particules ou la dose qu’il dépose. Plus le nombre de particules primaires simulées est important, plus 
l’estimation sera précise. A chaque estimation d’une grandeur macroscopique moyenne 𝑋𝑋� calculée est 
associée une incertitude statistique 𝜎𝜎𝑋𝑋� dont l’expression est donnée par l’équation (2-1) :  
 
𝜎𝜎𝑋𝑋� =  � 1𝑁𝑁 − 1�1𝑁𝑁�𝑋𝑋𝑖𝑖2𝑁𝑁
𝑖𝑖=1
− 𝑋𝑋�2� (2-1) 
 
où 𝑁𝑁 est le nombre de particules primaires indépendantes générées, 𝑋𝑋𝑖𝑖 la contribution à la quantité 𝑋𝑋� de 
l’ensemble des particules issues de la 𝑚𝑚-ème histoire. Toutes les incertitudes données dans la suite de 
cette thèse sont égales à 3σ. L’efficacité d’une simulation MC, notée ε, est définie par la relation (2-2) :  
 




où 𝐷𝐷 est le temps de calcul total et 𝜎𝜎𝑋𝑋� une estimation de l’incertitude sur la grandeur macroscopique 𝑋𝑋� 
calculée. Une simulation est donc d’autant plus efficace qu’on obtient rapidement une faible incertitude 
statistique. Il faut noter que les comparaisons d’efficacité de calcul n’ont de sens que si les simulations 
sont réalisées avec les mêmes machines de calcul. Lorsque 𝑁𝑁 est suffisamment grand, on peut considérer 
que 𝜎𝜎𝑋𝑋�2 est approximativement proportionnel à 
1
𝑁𝑁
 et que 𝐷𝐷 est approximativement proportionnel à 𝑁𝑁. 
L’efficacité d’une simulation, tous paramètres fixés, tend vers une constante caractéristique de la 
simulation. Les techniques de réduction de variance permettent d’améliorer l’efficacité sans modifier la 
physique des interactions. Les mêmes résultats doivent être obtenus avec et sans leur activation. Certains 
paramètres du code de calcul peuvent être par ailleurs optimisés pour accélérer la simulation. C’est 
notamment le cas des énergies de coupure. Contrairement aux réductions de variance, le choix des valeurs 
de ces paramètres peut avoir un impact sur les résultats finaux. Il faut donc les déterminer avec 
précaution en fonction de la configuration de la simulation.   
 
Au-delà de l’incertitude statistique, la validité des calculs dépend, pour une modélisation de système 
donné (par exemple un linac), de la manière dont sont retranscrites les interactions entre les particules et 
la matière, de la précision des sections efficaces différentielles et de la qualité du générateur de nombres 
pseudo-aléatoires5 utilisé pour les échantillonnages.  
                                            
5 Plusieurs générateurs de nombres pseudo-aléatoires existent, la plupart étant des générateurs 
congruentiels linéaires. PENELOPE utilise  par défaut RANECU, mais a été remplacé dans la version 
utilisée au laboratoire par XORGENS qui a une plus grande périodicité. EGSnrc propose RANLUX par 
défaut, mais celui-ci peut être remplacé par RANMAR [220]. On parle de nombres pseudo-aléatoires car 
la connaissance de l’algorithme et de la graine utilisés permet de prédire quel nombre va être généré. La 
liste de nombres est donc reproductible. La qualité d’un générateur peut être exprimée en fonction de sa 
vitesse, de sa période et de ses propriétés statistiques. On peut générer des nombres aléatoires grâce à 
l’observation de phénomènes physiques tels que le bruit thermique dans un semi-conducteur.  




2.1.2 Transport des particules  
2.1.2.1 Interactions des photons dans la matière en mode analogue 
 
Les photons interagissent suffisamment peu au cours de leur histoire pour qu’il soit possible de les 
transporter réellement pas à pas. Le suivi d’une particule se déroule de la manière suivante jusqu’à ce 
que toutes les particules de la gerbe aient quitté la géométrie ou aient été absorbées : 
 
(1) Tirage aléatoire de la distance à laquelle aura lieu la prochaine interaction 
La probabilité 𝑝𝑝(𝑟𝑟)𝑑𝑑𝑟𝑟 que la particule interagisse à une distance 𝑟𝑟 est donnée par l’équation (2-3) : 
 
𝑝𝑝(𝑟𝑟)𝑑𝑑𝑟𝑟 =  𝑒𝑒𝑒𝑒𝑝𝑝(−𝜇𝜇𝑟𝑟)𝜇𝜇𝑑𝑑𝑟𝑟 (2-3) 
 
où 𝜇𝜇 est le coefficient d’atténuation linéaire dans le milieu correspondant à l’énergie de la particule. La 
distance 𝑟𝑟 au bout de laquelle une interaction aura lieu est obtenue grâce à la relation suivante : 
 




où 𝜉𝜉1 est un nombre aléatoire distribué uniformément entre zéro et un.  
 
(2) Déplacement de la particule jusqu’au lieu de l’interaction  
 
(3) Tirage aléatoire de l’interaction à réaliser 
La probabilité qu’une interaction soit choisie dépend de la valeur de sa section efficace à l’énergie de la 
particule. Quatre modes d’interaction existent dans la gamme d’énergie utilisée en radiothérapie externe. 
Il s’agit de la diffusion Rayleigh, de l’interaction photoélectrique, de la diffusion Compton, et de la 
création de paires. Les sections efficaces respectives de ces interactions sont notées 𝜏𝜏, 𝜎𝜎𝑅𝑅𝑚𝑚𝑚𝑚 , 𝜎𝜎 et 𝜋𝜋. Un 
nombre 𝜉𝜉2 est tiré aléatoirement entre zéro et un selon une densité de probabilité uniforme :  
- si 𝜉𝜉2 est inférieur à 
𝜏𝜏
𝜇𝜇
, on retient l’interaction photoélectrique, 
- si 𝜉𝜉2 est compris entre 
𝜏𝜏
𝜇𝜇
 et 𝜏𝜏 + 𝜎𝜎𝑅𝑅𝑚𝑚𝑅𝑅 
𝜇𝜇
, on retient la diffusion Rayleigh, 
- si 𝜉𝜉2 est compris entre 
𝜏𝜏 + 𝜎𝜎𝑅𝑅𝑚𝑚𝑅𝑅 
𝜇𝜇
 et 𝜏𝜏 + 𝜎𝜎𝑅𝑅𝑚𝑚𝑅𝑅 + 𝜎𝜎 
𝜇𝜇
,  on retient la diffusion Compton, 
- si 𝜉𝜉2  est supérieur à 
𝜏𝜏 + 𝜎𝜎𝑅𝑅𝑚𝑚𝑅𝑅 + 𝜎𝜎 
𝜇𝜇
,  on retient la création de paire.  
 
(4) Mise à jour des caractéristiques de la particule  
L’énergie et la direction de la particule suivie et éventuellement des particules secondaires créées sont 
échantillonnées suivant les lois qui régissent l’interaction choisie. 
 
2.1.2.2 Interactions des électrons dans la matière  
 
Les électrons ne sont pas suivis avec autant de détails que les particules non chargées. Cela se justifie 
par le fait qu’une interaction modifie peu l’état d’un électron en termes d’énergie et de déflexion 




angulaire. De plus, l’électron subit un très grand nombre d’interactions le long de son parcours. Plusieurs 
interactions sont donc regroupées et les caractéristiques de la particule sont modifiées en fonction de leur 
effet cumulé. On parle de méthode de simulation condensée [221]. Deux classes d’histoires condensées 
existent. Les codes MC de classe I ne distinguent pas les interactions à faible ou forte déviation et perte 
d’énergie, donc les interactions molles (ou soft) des catastrophiques (ou hard). La perte d’énergie de 
l’électron le long de son parcours est régie par le modèle de perte continue d’énergie, ou Continuous 
Slowing Down Approximation (CSDA) et éventuellement une composante variable appelée straggling. Les 
codes MC de classe II traitent différemment les collisions catastrophiques (hard) et les collisions molles 
(soft). La distinction entre ces interactions est faite grâce à un seuil en énergie laissé au choix de 
l’utilisateur. Les collisions soft sont regroupées selon des modèles propres à chaque code. Un électron 
sujet à une collision catastrophique est traité de la même manière que les photons (voir ci-dessus). Un 




La méthode MC, en se basant sur des techniques probabilistes, permet de transporter de manière fidèle à 
la réalité les particules dans la matière. La précision des calculs dépend des modèles sur lesquels est 
basé le code utilisé et sur la précision du modèle du système considéré (géométrie, matériau, 
représentation initiale du faisceau). Dans notre étude, ce système peut être soit le linac, soit le détecteur 
EPID. On présente par la suite les modélisations relatives à chacun d’eux.  
2.2 Modélisation Monte-Carlo d’un linac 
2.2.1 Construction d’une simulation 
 
La simulation MC est utilisée de façon extensive en radiothérapie pour modéliser la tête d’un linac. Celle-
ci revient à suivre le devenir des électrons du faisceau primaire dans les différentes structures de la tête 
du linac représentée sur la Figure 2-1: cible, collimateur primaire, cône égalisateur, puis modificateurs de 
faisceau. Pour améliorer l’efficacité de cette simulation, il est d’usage de réaliser celle-ci en plusieurs 
parties. La première partie consiste à transporter les particules de la cible au cône égalisateur : elle est 
appelée partie indépendante du patient, car la géométrie est toujours la même, quel que soit le champ 
simulé. La seconde partie du linac contenant les moyens de collimation est appelée partie dépendante du 
patient car ce sont les éléments de cette partie du linac qui vont permettre de personnaliser le faisceau à 
la tumeur (mâchoires, MLC, …). 
 
Le principal défaut des simulations MC étant lié au temps de calcul, deux techniques sont communément 
employées pour réduire celui-ci. La première est l’usage de méthodes de réduction de variance pour 
améliorer l’efficacité de la modélisation de certains effets physiques, tels que le bremsstrahlung sur la 
cible. Ces méthodes seront détaillées dans le chapitre 3. La seconde stratégie tire profit du caractère fixe 
de la géométrie de la partie indépendante du patient de la tête du linac. En effet, le calcul MC pour cette 
partie peut être réalisée une seule fois : on peut alors stocker l’état du faisceau, c’est-à-dire les 
caractéristiques physiques des particules dans un fichier d’espace des phases (ou Phase-Space File, 




PSF). Pour cela, on définit un plan dans la géométrie du linac et on enregistre toutes les particules qui 
interceptent ce plan. Le fichier PSF représente donc une liste de particules, chaque particule étant 
décrite par sa nature (électron, photon, positron), son énergie, sa position, sa direction et son poids, et 
éventuellement par le lieu de sa dernière interaction. Le fichier PSF présente l’avantage d’être 
réutilisable autant de fois que nécessaire en tant que source d’une nouvelle simulation qui suit le 
transport des particules dans la seconde partie de la tête du linac. Plusieurs fichiers PSF peuvent être 
définis au sein de la simulation suivant les besoins : on peut stocker un premier fichier à la sortie du cône 
égalisateur, puis un second en sortie des systèmes de collimation, et un troisième après le patient. Nous 
verrons plusieurs exemples d’utilisation de cette fonctionnalité dans ce manuscrit. 
 
 
Figure 2-1 : Schéma de principe d’un linac. 
 
 
Notons enfin que le fichier PSF peut être généré par simulation MC pure mais peut aussi être généré en 
utilisant un modèle de sources virtuelles. Ces derniers feront l’objet d’une présentation détaillée dans le 
paragraphe  2.3 car ils sont au cœur de cette thèse. 
 
2.2.2 Impact des paramètres de la source primaire d’électrons sur les 
distributions de dose 
 
La précision du modèle MC et sa capacité à reproduire les caractéristiques physiques du linac 
expérimental dépend de la géométrie des composants du linac, de la nature et de la densité de leurs 
matériaux, ainsi que des paramètres de la source primaire d’électrons. Plusieurs études ont analysé 
l’impact de ces différents facteurs sur les distributions de dose.  
 
Les rendements en profondeur dépendent de l’énergie du faisceau, mais pas de sa largeur [222], [223]. En 
effet, la dose déposée dans l’axe du faisceau est principalement due aux particules émises au centre de la 
tâche focale. Plus l’énergie moyenne du faisceau augmente, plus la profondeur du maximum de dose 
s’éloigne de la surface. Un effet est visible à partir d’une variation de 200 keV [223]. La forme du spectre, 
le plus souvent gaussien de largeur à mi-hauteur (LMH) 𝜎𝜎𝐸𝐸 , va quant à elle avoir un très léger impact sur 
la région du build-up et en profondeur, mais cet impact étant mineur, Sheikh-Bagheri et Rogers 
recommandent d’utiliser la valeur du constructeur [223]. Les profils dépendent à la fois de l’énergie du 
faisceau primaire et de sa forme [224]. Leurs épaulements sont d’autant moins marqués que l’énergie est 
importante et que la tâche focale est étalée [222]. Plusieurs équipes ont proposé des méthodes pour 
mesurer expérimentalement la forme de la source primaire d’électrons [225]–[228], mais seule celle de 




Schach von Wittenau et al. [229] évalue la perturbation induite par le système de mesure. D’après leur 
conclusion, celle-ci peut être approximée par une tâche circulaire ou elliptique. La Figure 2-2 montre la 
brûlure qui résulte de l’irradiation par un faisceau d’électrons de 6 MeV d’un papier en entrée de la 
cible. Le linac utilisé est le Saturne 43 du Laboratoire National Henri Becquerel (LNHB). Cette mesure 
donne une idée de la forme que peut prendre la source primaire, parfois non symétrique et ellipsoïdale 
 
 
Figure 2-2: Empreinte laissée sur un film 
en entrée de la cible par le faisceau 
d’électrons d’énergie moyenne de 6 MeV du 
linac Saturne du Laboratoire National 
Henri Becquerel. 
 
Il faut noter, comme l’ont fait remarquer plusieurs auteurs [223], [230]–[232], que la géométrie, le matériau 
et la densité de la cible, du cône égalisateur et du collimateur primaire jouent sur l’énergie moyenne du 
faisceau de photons en sortie du linac et ont donc un impact sur les distributions de dose. Leur 
modélisation doit être réalisée avec soin. La chambre moniteur et le miroir ne perturbent quasiment pas le 
faisceau en mode photon [231], [233].  
 
2.3 Les modèles de sources virtuelles 
 
Si les simulations MC sont de plus en plus utilisées en radiothérapie en raison de leur précision, leur 
déploiement en routine clinique se heurte toujours à la longueur des temps de calcul. Malgré l’utilisation 
de réductions de variance, il faut compter entre plusieurs heures à plusieurs dizaines d’heures pour 
calculer un plan de traitement complet. Cela est d’autant plus vrai pour les plans de traitements 
complexes comme ceux de RCMI. Plusieurs approches peuvent être suivies pour diminuer les temps de 
calculs. C’est dans ce contexte qu’ont été introduits les modèles de sources virtuelles (MSV). 
 
Le calcul d’une distribution de dose ou d’une image EPID dans le cadre d’une simulation MC nécessite 
d’avoir une représentation du faisceau en sortie de linac, que l’on transporte ensuite dans la géométrie 
définie (patient, imageur EPID). Le faisceau est souvent représenté par un modèle de faisceau qui décrit 
la position, la direction et l’énergie des particules (et éventuellement leur poids). Le mode de 
représentation choisi peut être le fichier d’espace des phases présenté, qui peut être généré à différents 
niveaux de la tête du linac, par exemple en sortie du cône égalisateur ou bien en sortie des systèmes de 
collimation. Les MSV sont un mode de représentation alternatif aux fichiers PSF.  
Deux grandes familles de méthodes existent pour générer les MSV : La première utilise des bases de 
données de mesures réalisées dans l’eau et l’air, la seconde s’appuie sur l’analyse des fichiers PSF 
générés par simulation MC. Ces deux approches sont présentées ici, après avoir détaillé le principe 
général des modèles de faisceau. 
 
 




2.3.1 Principe général 
 
Les modèles de sources virtuelles (MSV) sont souvent construits sur la base du même découpage utilisé 
pour simuler un linac par méthode MC et représenté sur la Figure 1-30. Dans un premier temps, on 
représente l’état du faisceau en sortie du cône égalisateur. On adapte ensuite cette représentation en 
fonction des moyens de collimation. Les MSV sont en général composés d’au moins deux sources. La 
première est la source focale et correspond aux photons qui n’ont pas interagi après leur création dans la 
cible par rayonnement de freinage. Ce sont les photons primaires. La seconde source représente les 
photons qui ont diffusé dans la tête du linac. On parle de source extra-focale. Cette source peut être 
séparée en plusieurs composants, si l’on souhaite regrouper les particules en fonction de leur lieu de 
dernière interaction. On aura alors par exemple une source contenant les photons ayant interagi dans le 
collimateur primaire et une autre, distincte, qui comprendra les photons provenant du cône égalisateur. 
Cette approche est en général retenue dans les modèles qui s’appuient sur des simulations MC, car il est 
possible de suivre précisément l’histoire des particules.  
 
On distingue trois types de MSV : les MSV analytiques, ceux basés sur les simulations MC et les 
modèles hybrides qui utilisent des représentations analytiques mais exploitent tout de même les 
simulations MC [234], [235]. 
 
2.3.2 Les modèles de sources virtuelles analytiques   
2.3.2.1 Principe 
 
Les MSV analytiques estiment les caractéristiques du faisceau à partir de mesures dans l’eau et dans 
l’air. Ces modèles sont en général construits autour de deux sources, une source primaire et une source 
extra-focale qui décrit les particules diffusées. Des fonctions analytiques à plusieurs paramètres décrivent 
chacune de ces sources et permettent de déterminer pour chaque particule sa position, sa direction et son 
énergie. La nature de ces fonctions est choisie de manière plus ou moins arbitraire par le concepteur du 
modèle, en particulier pour les distributions en énergie. Les paramètres des fonctions sont ajustés de 
manière à ce que les distributions de dose calculées avec le modèle soient en accord avec les 
distributions de référence. Celles-ci peuvent être obtenues expérimentalement ou grâce à un autre 
algorithme, par exemple par simulation MC.  
 
L’avantage majeur des MSV analytiques est qu’ils n’utilisent que très peu d’informations sur la géométrie 
de l’accélérateur. L’utilisateur n’a donc pas besoin d’avoir accès aux plans détaillés des linacs. Ces 
modèles sont par ailleurs ajustés sans avoir recours à une simulation MC et se basent uniquement sur 
des données expérimentales, facilement disponibles. Il est en revanche très difficile de modéliser avec une 
grande précision la distribution en énergie du faisceau. La précision des modèles est par ailleurs très 
dépendante de la qualité des mesures. Un léger décalage dans l’acquisition d’un profil ou d’un rendement 
peut par exemple modifier les caractéristiques des sources.   
 




Un grand nombre de MSV analytiques sont décrits dans la littérature [236]–[243] et sont adaptés dans la 
plupart des cas à une application précise. Le modèle le plus répandu est celui de Fippel et al. [239] et a 
été intégré avec ou sans variantes dans plusieurs TPS, dont iPlan RT (Brainlab) et Monaco (Elekta). Ce 
modèle et les améliorations apportées par Sikora et al. [240] sont détaillés ci-dessous. Cashmore et al. 
[243] l’ont généralisé aux linacs fonctionnant en mode FFF (flattening filter free). Certains modèles sont 
consacrés à d’autres système d’irradiation, comme le CyberKnife®[244], [245], la  TomoTherapy [246], ou 
encore l’INTRABEAM® [247]–[249] Les modèles de Benadjaoud et al. [236] et de Taddei et al. [238] ont 
vocation à estimer la dose hors-champ. 
 
2.3.2.2 Modèle original de Fippel  
 
L’objectif de Fippel et al. [239] est de développer un MSV qui s’appuie le moins possible sur des 
informations relatives à la géométrie du linac. Trois sources sont modélisées de manière analytique : une 
source primaire de photons, une source secondaire de photons et une source d’électrons de contamination.  
 
La source primaire de photons est positionnée au niveau de la cible du linac à l’altitude 𝑧𝑧0 tandis que la 
source secondaire de photons est localisée à la sortie du cône égalisateur dans le plan 𝑧𝑧𝑠𝑠 (Figure 2-3). 
Les distributions d’intensité sont modélisées par deux gaussiennes de largeur à mi-hauteur 𝜎𝜎0 et 𝜎𝜎𝑠𝑠. La 
direction des particules est obtenue en tirant uniformément une position X et Y au niveau des plans de 
sortie des systèmes de collimation en X et en Y. Les positions extrêmes admissibles dépendent de la 
taille de champ modélisé. La contribution des particules est ensuite adaptée en fonction de leur écart à 
l’axe pour prendre en considération la déformation induite par le cône égalisateur. Les paramètres de la 
fonction de déformation, ainsi que 𝜎𝜎0 et 𝜎𝜎𝑠𝑠 sont ajustés grâce à des mesures de profils de dose dans l’air 
pour plusieurs tailles de champ. Les auteurs considèrent que la contribution de la source en électrons 
peut être négligée en raison de la filtration du faisceau par le capuchon d’équilibre électronique de la 
chambre.  
 





,  𝒘𝒘𝑿𝑿,𝒀𝒀𝑴𝑴) désigne l’ouverture du champ dans le plan X (respectivement Y, M) pour avoir un champ de 
taille X x x  (respectivement Y x Y et XxY) dans le plan de l’isocentre. 
 
La fluence totale en photons s’écrit :  
 
𝐹𝐹𝛾𝛾(𝑒𝑒, 𝑦𝑦, 𝑧𝑧) = 𝑃𝑃0𝐹𝐹0(𝑒𝑒, 𝑦𝑦, 𝑧𝑧)𝐹𝐹ℎ𝑚𝑚𝑟𝑟𝑜𝑜(𝑒𝑒, 𝑦𝑦, 𝑧𝑧) + 𝑃𝑃𝑆𝑆𝐹𝐹𝑆𝑆(𝑒𝑒, 𝑦𝑦, 𝑧𝑧) (2-5) 





avec 𝑃𝑃0 et 𝑃𝑃𝑠𝑠 la contribution des deux sources, 𝐹𝐹0 la fluence primaire, 𝐹𝐹𝑆𝑆 la fluence secondaire, 𝐹𝐹ℎ𝑚𝑚𝑟𝑟𝑜𝑜 la 
correction due à l’effet du cône égalisateur en profondeur. Les expressions de 𝐹𝐹0 et 𝐹𝐹𝑆𝑆 dépendent de la 
géométrie de la tête du linac. Fhorn est paramétré par cinq variables ajustées à partir de mesures de 
profils de dose dans l’air pour différentes tailles de champ. Le spectre en énergie de la source de photons 
primaires est modélisé à l’axe par une fonction gamma (Equation (2-6)). L’énergie la plus probable Ep 
(équations (2-7)) et l’énergie moyenne <E> (équation (2-8)) dépendent de deux paramètres 𝑙𝑙  et 𝑏𝑏  qui  
doivent être optimisés.  
 
𝑑𝑑𝑑𝑑. 𝑝𝑝(𝑑𝑑) = 𝑑𝑑𝑑𝑑.𝑁𝑁.𝑑𝑑𝑙𝑙𝑒𝑒𝑒𝑒𝑝𝑝(−𝑏𝑏𝑑𝑑),  𝑑𝑑𝑚𝑚𝑖𝑖𝑜𝑜 < 𝑑𝑑 < 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 (2-6) 
 
𝑑𝑑𝑝𝑝 =  1𝑏𝑏 (2-7) 
 




La distribution décrite par l’équation (2-6) est corrigée hors de l’axe par un facteur qui dépend du rapport 
des coefficients d’atténuation du faisceau dans l’eau dans l’axe et hors axe. Le spectre du faisceau 
secondaire est obtenu en corrigeant le spectre de la source primaire à l’axe de la diffusion Compton. 
La source en électrons de contamination est modélisée par une tâche uniforme de largeur 𝐿𝐿𝑟𝑟 située en 𝑧𝑧𝑟𝑟 , 
qui comme 𝑧𝑧𝑠𝑠 correspond à la sortie du cône égalisateur. Sa contribution au faisceau global est inférieure 
à 1 %. La direction des électrons est déterminée de la même manière que pour les photons. Leur spectre 
en énergie est modélisé par une exponentielle décroissante et l’énergie moyenne des électrons par la 
relation suivante :  < 𝑑𝑑𝑟𝑟 >≈ 0,13.𝑑𝑑𝑜𝑜𝑚𝑚𝑚𝑚 + 0,55 𝑀𝑀𝑒𝑒𝑀𝑀  (2-9) 
 
Où 𝑑𝑑𝑜𝑜𝑚𝑚𝑚𝑚 l’énergie nominale du faisceau en MeV 
La contribution des électrons 𝑃𝑃𝑟𝑟 , ainsi que 𝑙𝑙, 𝑏𝑏 et 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚  sont calculés de manière à ce que les rendements 
en profondeur calculés et mesurés à l’axe coïncident. 𝑑𝑑𝑚𝑚𝑖𝑖𝑜𝑜 est fixé à 0,25 MeV. Le rendement en 
profondeur calculé correspond à la superposition pondérée de rendements en profondeur obtenus avec des 
faisceaux mono-énergétiques de photons et un faisceau d’électrons.   
 
Le MSV est intégré au code MC XVMC : les particules issues du MSV sont ainsi transportées dans les 
modificateurs de faisceau. La validation du modèle repose sur des comparaisons de simulations effectuées 
d’une part avec le modèle de source couplé avec le code XVMC [250], [251], et d’autre part avec le code 
MC BEAMnrc. Le modèle peine à reproduire fidèlement les spectres générés par simulation MC. 
Cependant, la plupart des écarts entre les facteurs d’ouverture collimateur (FOC) mesurés et calculés sont 
inférieurs à 2 %. Un écart de 4,4 % a été relevé pour le champ 2 x 2 cm² à 6 MV, mais ce résultat peut 
être dû au volume de la chambre d’ionisation. Le modèle surestime les FOC pour les champs inférieurs à 
10 x 10 cm², et les sous-estime pour les champs supérieurs à 10 x 10 cm². Le modèle décrit bien 
l’évolution des profils en profondeur et estime correctement la dose en dehors du champ mais surestime 
légèrement la pénombre. Les écarts observés en surface sur les rendements en profondeur (jusqu’à 3%) 
sont attribués à des incertitudes de mesures. Le modèle n’a été évalué qu’en milieu homogène. 





2.3.2.3 Amélioration du modèle par Sikora et al.  
 
Sikora et al. ont proposé une amélioration du modèle précédent en se fixant plusieurs objectifs :  
1) estimer plus précisément la largeur de la source primaire,  
2) modéliser de manière plus réaliste le spectre des photons primaires,  
3) mieux prendre en compte l’influence du cône égalisateur sur le spectre des photons secondaires,  
4) modéliser plus finement l’effet du MLC.  
 
La largeur à mi-hauteur de la tâche de la source primaire, 𝜎𝜎0, semble surestimée par la méthode proposée 
par Fippel. Sikora et al. proposent de réaliser d’autres mesures avec un détecteur adapté aux petits 
champs (détecteur diamant, diode, film). La valeur de 𝜎𝜎0 est diminuée de manière itérative jusqu’à 
concordance des FOC calculés et mesurés. Une nouvelle modélisation du spectre de photons primaires en 
entrée du cône égalisateur est également proposée. Un facteur correctif est appliqué à cette distribution 
pour traduire les variations des caractéristiques des particules diffusées dans le cône. On en déduit les 
spectres des sources de photons primaires et secondaires. Les paramètres des spectres sont ajustés de 
manière à minimiser les différences entre les rendements en profondeur calculés et mesurés pour plusieurs 
tailles de champ.  
 
Le modèle repose sur la probabilité de transmission du MLC en tant que filtre. Les auteurs font 
l’approximation que le comportement du MLC ne dépend pas de l’énergie des particules et qu’aucune 
particule secondaire n’est générée. Le modèle est décrit par des paramètres géométriques (position des 
lames, effet tongue and groove, bord arrondi des lames) et par des probabilités de transmission.  
La fonction de correction appliquée aux spectres permet d’améliorer la concordance entre les rendements 
mesurés et calculés. Grâce à l’ajustement de la taille de la source de photons primaires, l’écart entre les 
FOC calculés et mesurés est réduit à moins de 2 % pour les champs de taille supérieure à 2,4 x 2,4 cm². 
La comparaison de profils mesurés et calculés révèle un bon accord même pour les très petits champs 
(jusqu’à 0,8 x 0,8 cm²). Les auteurs attribuent les points hors tolérance au bruit statistique de la 
simulation. La distribution de dose réalisée avec le modèle dans l’eau est comparée avec des mesures 
réalisées à l’aide d’un film radiochromique grâce à un 𝛾𝛾-index, pour un plan de traitement RCMI step-
and-shoot. Un très bon accord est constaté, à l’exception de certains points des zones de fort gradient. 
Ces écarts pourraient être dus à l’incertitude de mesure des films.   
 
2.3.3 Modèles de sources virtuelles basés sur les méthodes Monte-Carlo 
 
2.3.3.1 Principe  
 
L’utilisation de MSV dérivés de simulations MC permet de compresser efficacement le fichier PSF. 
L’espace de stockage pour ces MSV correspond au stockage des données organisées en histogrammes. 
Les simulations MC permettent de connaître en détail toutes les distributions (spatiale, directionnelle, 
énergétique) qui caractérisent le faisceau. La précision du modèle dépend alors surtout de la manière de 
les retranscrire (regroupement des particules en fonction du lieu de leur dernière interaction, prise en 




compte des corrélations qui existent entre les caractéristiques des particules, géométrie des sources, etc). 
Les MSV permettent par ailleurs de créer une infinité de particules, contrairement au PSF. Toutefois, un 
biais est introduit par le maillage de l’histogramme, c’est-à-dire par les largeurs des canaux. Il faut de 
plus, pour les générer, disposer d’une modélisation MC précise du linac, et donc des plans du 
constructeur. 
 
Les premiers modèles de sources basés sur des simulations MC ont été introduits par Ma et al. [252] pour 
les faisceaux d’électrons et par Liu et al. [253] pour les photons. On se focalisera ici par la suite sur les 
faisceaux de photons. De nombreux auteurs ont proposé des méthodes pour retranscrire l’information 
contenue dans le fichier PSF et mettent en avant que la génération des particules avec un MSV est plus 
rapide que la lecture d’un PSF [3], [254]–[264]. Fix et al. [262] proposent par exemple plusieurs versions 
d’un modèle mono-source qui prennent en compte, ou pas, les variations des distributions spatiales et en 
énergie des particules. Le modèle le plus précis est celui qui conserve les corrélations entre la position et 
l’énergie des particules. Grevillot et al. [263]  génèrent également une source mais introduisent un degré 
de corrélation supplémentaire pour mieux décrire la direction des particules. Schach et al. [3] et Fix et al. 
[260] différencient les photons venant de la cible, du collimateur primaire, et du cône égalisateur, et 
conservent certaines corrélations. Fix et al. [255] modélisent en plus les systèmes de collimation 
secondaire, ce qui les conduit à générer douze sources. On citera encore l’approche de Townson et al. 
[257] qui se distingue des précédentes dans le sens où le modèle développé est adapté à la technologie 
GPU (graphics processing unit). L’analyse d’un PSF stocké en amont des systèmes de collimation conduit 
à la création de PSF élémentaires regroupant des particules de même nature, et appartenant à un même 
intervalle en position et en énergie. La contribution de chaque PSF élémentaire dépend du nombre de 
particules qu’il contient et de la taille de champ simulée. Les particules sont ensuite lues par groupe pour 
limiter les accès mémoire.  
 
Les MSV développés par Schach et al. [3], Fix et al. [255] et Fix et al. [260] sont détaillés ci-après afin 
d’illustrer les différentes manières de prendre en compte les corrélations existantes et d’intégrer les 
systèmes de collimation secondaire.   
2.3.3.2 Premier MSV basé sur des histogrammes corrélés  
 
Schach von Wittenau et al. [3] ont introduit le principe d’histogrammes corrélés pour prendre en compte 
certaines dépendances qui existent entre la position, la direction et l’énergie des particules. Le modèle a 
été développé avec BEAM96 [265] et MCNP4B [266] sur plusieurs linacs.  
Un fichier PSF est tout d’abord stocké en sortie de la tête du linac, sous les systèmes de collimation. Les 
particules du PSF sont triées en fonction du lieu de leur dernière interaction (cible, collimateur primaire, 
cône égalisateur) puis sont classées suivant trois populations, ou sources élémentaires. L’étude du 
comportement des photons suivant la source élémentaire à laquelle ils appartiennent a permis aux auteurs 
d’affiner la construction du MSV. Ainsi, ils ont montré que les  positions des lieux de dernière interaction 
sont bien corrélées à la géométrie du linac (Figure 2-4) et doivent être reproduits dans le MSV en 
donnant une forme adéquate aux  sources élémentaires. Par exemple, la source correspondant à la cible 
aura la forme d’une tâche aux contours bien définis, tandis que la source correspondant au collimateur 
primaire sera en forme d’anneau positionné sur les bordures intérieures hautes du collimateur primaire 
pour reproduire le fait que les photons ont surtout interagi sur les bords supérieurs du collimateur. La 




variation du spectre en énergie et de la distribution de la direction des particules avec l’éloignement sont 
prises en compte dans le modèle. Le modèle peut être utilisé pour les champs carrés et rectangulaires 
après une configuration adaptée. Il permet de reproduire la fluence totale en énergie à l’isocentre 
calculée par une simulation MC classique avec un écart inférieur à 1 % de la fluence maximale.  
 
 
 Figure 2-4 : Position des lieux de dernière interaction des photons enregistrés dans le PSF en sortie 
de linac [3]. 
 
Pour construire le modèle, quatre variables sont utilisées pour décrire chaque photon atteignant 
l’isocentre (Figure 1-34) : sa position radiale dans le plan de l’isocentre 𝐿𝐿𝑖𝑖𝑠𝑠𝑚𝑚.  
- sa position radiale dans le plan de sa source 𝐿𝐿𝑠𝑠𝑠𝑠𝑚𝑚𝑟𝑟𝑠𝑠 , 
- la variation 𝜑𝜑𝑟𝑟𝑟𝑟𝑙𝑙 de son angle azimutal entre ces deux plans, c’est-à-dire l’écart entre  𝜑𝜑𝑖𝑖𝑠𝑠𝑚𝑚 et 
𝜑𝜑𝑠𝑠𝑠𝑠𝑚𝑚𝑟𝑟𝑠𝑠 , 
- son énergie 𝑑𝑑.  
 
 Figure 2-5 : Description des variables caractérisant un photon dans le modèle de Schach et al. [3].  
 
Les auteurs choisissent d’exclure du modèle les particules situées dans des régions qui contribuent à 
moins de 0,2 % du maximum de la fluence totale en énergie dans le champ à l’isocentre. Cela se traduit 
par une position radiale 𝐿𝐿𝑖𝑖𝑠𝑠𝑚𝑚 maximale autorisée qui dépend à la fois de la source et de la taille de 
champ simulé. La série d’histogrammes corrélés décrite ci-dessous est donc spécifique à chaque taille de 
champ. Ce choix se justifie par la volonté de ne pas transporter des particules qui ont peu de chance 
d’atteindre le plan de l’isocentre en traversant les systèmes de collimation. 
Pour construire les histogrammes corrélés, le PSF à l’isocentre relatif à chaque source élémentaire est 
ensuite découpé en dix anneaux d’épaisseur constante, cette épaisseur dépendant de la valeur maximale 
de 𝐿𝐿𝑖𝑖𝑠𝑠𝑚𝑚. De ce découpage découle un histogramme décrivant l’évolution de la fluence en énergie en 




fonction de la position radiale 𝐿𝐿𝑖𝑖𝑠𝑠𝑚𝑚. On associe à chacun de ces canaux deux ou trois histogrammes : un 
spectre en énergie, une distribution en position radiale 𝐿𝐿𝑠𝑠𝑠𝑠𝑚𝑚𝑟𝑟𝑠𝑠 et pour le collimateur primaire et le cône 
égalisateur, une distribution en angle 𝜑𝜑𝑟𝑟𝑟𝑟𝑙𝑙 . On suppose que cette distribution est uniforme pour la cible. 
Pour optimiser le processus de tirage, tous les histogrammes sont réorganisés grâce à l’algorithme de 
Walker Alias. Cette méthode sera détaillée au chapitre 3. L’intensité relative des sources correspond à 
leur contribution à la fluence en énergie dans le plan de l’isocentre. Pour générer des particules avec le 
modèle, on procède à une succession de tirages aléatoires dans les histogrammes corrélés appropriés.  
2.3.3.3 Intégration des systèmes de collimation dans un MSV 
 
Fix et al. [255] ont modélisé un accélérateur Varian 2300C/D 6 MV avec douze sources élémentaires 
représentant les composants de la tête du linac depuis la cible jusqu’aux systèmes de collimation, en 
l’occurrence de simples mâchoires. Contrairement au modèle développé par Schach et al. [3], les systèmes 
de collimation sont des sources à part entière. Le modèle est construit à partir d’une base de données de 
PSF décrivant le faisceau pour plusieurs tailles de champs carrés. Trois distributions sont déterminées 
pour chaque source élémentaire à partir des données du PSF : les distributions spatiales de la fluence 
des particules dans le plan de sortie, les distributions spatiales des points d’origine et les distributions 
en énergie. Ces distributions expriment pour la plupart des sources la dépendance qui existe entre les 
spectres en énergie et la position des particules dans le plan du PSF. 
 
Le MSV développé est résumé sur la Figure 2-6: il comporte douze sources, d’allures différentes. La cible 
est la seule source linéaire, toutes les autres sont planaires. Le collimateur primaire est représenté par sa 
surface interne, et le cône égalisateur par son plan de sortie. Chaque élément du système de collimation 
est modélisé par deux sources, l’une située sur le bord qui ferme le champ, l’autre au niveau de son plan 
de sortie. La source de particules chargées est positionnée en sortie du miroir. L’intensité relative de 
sources, défini comme le nombre relatif de particules, dépend de la taille du champ. Plus celle-ci 
augmente, plus la contribution de la cible devient importante, et celle des systèmes de collimation 
secondaires diminue. Les particules sont générées avec le modèle grâce à des tirages aléatoires dans les 
histogrammes construits.  
 
Figure 2-6: Localisation des différentes sources du modèle douze sources de Fix et al. [255] – Les traits 
rouges représentent les sources de photons, le trait violet la source de particules chargées. 
 
Pour valider le modèle, les auteurs ont comparé les rendements en profondeur, les profils et les FOC 
calculés avec ceux qui dérivent du PSF initial. Les écarts obtenus sont inférieurs à 1,5 %  pour tous les 




champs carrés (5 x 5, 10 x 10 et 20 x 20 cm²). L’examen des profils de dose a montré qu’à l’intérieur du 
champ, les écarts entre le PSF et le modèle multi-sources sont inférieurs à 1,5 % et 1 mm. Des 
différences dans les régions hors-champ sont visibles, surtout lorsque les champs sont larges, entre les 
mesures et les calculs, qu’ils soient réalisés avec le PSF ou le modèle multi-sources. Pour le champ 
10 x 10 cm² (respectivement 9 x 17 cm²) à 6 MV, on observe pour différentes profondeurs des écarts 
inférieurs à 1 % et 1 mm (respectivement 1,5 % et 1 mm). Les écarts entre les FOC mesurés et calculés 
sont inférieurs à 1,5 %. Le spectre en énergie qui dérive des mesures de transmission est comparé avec le 
spectre primaire en énergie calculé par simulation MC.   
 
Les auteurs ont complété cette étude pour les linacs équipés d’un MLC [259]. Ce dernier tient alors lieu 
de source au même titre que les mâchoires. Toutefois, le modèle de source généré dépend de la forme du 
faisceau, et doit être recalculé pour chaque champ.  
 
2.3.3.4 Exemple d’un MSV à trois sources   
 
Fix et al. [260] proposent deux MSV à trois sources pour des photons de 6 et 18 MV développés à partir 
d’une modélisation MC d’un Clinac 21EX effectuée avec le code BEAMnrc. Le fichier PSF est stocké au-
dessus des systèmes de collimation secondaires (mâchoires et MLC). Les photons sont triés en trois 
groupes selon que leur dernière interaction a eu lieu dans la cible, le collimateur primaire ou le cône 
égalisateur. Les électrons sont stockés dans un autre fichier PSF.  
 
Trois plans, représentés sur la , servent à mettre en place le modèle pour chaque source. Le premier est 
le plan dans lequel est enregistré l’espace des phases, ou scoring plane. Le second est le plan 
d’échantillonnage, ou sampling plane. Il est positionné de manière à être confondu avec le plan de 
l’isocentre mais une autre localisation est possible. L’altitude du dernier plan dépend de la source car il 
correspond au plan de sortie du composant qu’elle représente. C’est le plan d’origine ou origin plane.  
 
Les coordonnées (𝑒𝑒,𝑦𝑦) de chaque photon dans le plan du PSF, données par le PSF, sont projetées dans 
le plan origine et le plan d’échantillonnage par ray-tracing en utilisant leur direction (𝑜𝑜, 𝑣𝑣) .Les 
coordonnées polaires de la particule dans ces deux plans sont respectivement (𝑟𝑟0,𝜑𝜑0) et (𝑟𝑟𝑠𝑠,𝜑𝜑𝑠𝑠). La 
différence des angles 𝜑𝜑𝑠𝑠 et 𝜑𝜑0 est notée 𝜑𝜑𝑟𝑟𝑟𝑟𝑙𝑙 . 
 
Le PSF de chaque source élémentaire est alors décrit par une fonction à plusieurs dimensions 
𝐹𝐹𝑖𝑖(𝑒𝑒, 𝑦𝑦,𝑜𝑜, 𝑣𝑣,𝑑𝑑) qui peut être modélisée soit par l’équation (2-10) soit par l’équation (2-11). A chacune de 
ces équations correspond en fait un modèle de source.  
 
𝐹𝐹𝑖𝑖(𝑒𝑒, 𝑦𝑦,𝑜𝑜, 𝑣𝑣,𝑑𝑑) = 𝑓𝑓𝑖𝑖[𝑟𝑟𝑠𝑠,𝜑𝜑𝑠𝑠, 𝑟𝑟0(𝑟𝑟𝑠𝑠),𝜑𝜑0(𝑟𝑟𝑠𝑠)].𝑔𝑔𝑖𝑖[𝑑𝑑(𝑟𝑟𝑠𝑠)] (2-10) 
 
𝐹𝐹𝑖𝑖(𝑒𝑒, 𝑦𝑦,𝑜𝑜, 𝑣𝑣,𝑑𝑑) = 𝑓𝑓𝑖𝑖[𝑟𝑟𝑠𝑠 ,𝜑𝜑𝑠𝑠, 𝑟𝑟0(𝑟𝑟𝑠𝑠),𝜑𝜑0(𝑟𝑟𝑠𝑠 , 𝑟𝑟0)].𝑔𝑔𝑖𝑖[𝑑𝑑(𝑟𝑟𝑠𝑠, 𝑟𝑟0)] (2-11) 
 
où 𝑓𝑓𝑖𝑖 représente la position et la direction des particules appartenant à la source i et 𝑔𝑔𝑖𝑖 son énergie. Ces 
fonctions sont décrites par des histogrammes qui dépendent du modèle choisi.  
 




Le premier modèle est inspiré de celui proposé par Deng et al. [261] et ne prend en compte que la 
dépendance de 𝑟𝑟0, 𝑑𝑑, et 𝜑𝜑0 avec 𝑟𝑟𝑠𝑠 . L’angle 𝜑𝜑𝑟𝑟𝑟𝑟𝑙𝑙 traduit la direction de la particule, c’est donc lui qui est 
utilisé dans le modèle. On construit tout d’abord un histogramme principal qui correspond à la 
distribution de la variable 𝑟𝑟𝑠𝑠 . Pour chacun des ntot canaux, on détermine les histogrammes secondaires 
associés en 𝑟𝑟0, 𝑑𝑑, et 𝜑𝜑𝑟𝑟𝑟𝑟𝑙𝑙 . Ces histogrammes représentent les distributions en 𝑟𝑟0, 𝑑𝑑, et 𝜑𝜑𝑟𝑟𝑟𝑟𝑙𝑙 des particules 
p qui ont une position radiale 𝑟𝑟𝑠𝑠,𝑝𝑝 comprise dans le nième canal de l’histogramme principal. On a donc 




Figure 2-7: Création des histogrammes- Le plan origine correspond à la surface de sortie du composant de la tête 
qui est le plus proche de l’isocentre. La position de la particule au niveau des trois plans est représentée par un 
point noir. C’est à partir de la position dans le plan du PSF qu’il est possible de connaitre sa position dans les deux 
autres plans.  
 
Le second modèle prend en compte une dépendance supplémentaire, celle de l’énergie 𝑑𝑑 et de l’angle 𝜑𝜑0 
avec 𝑟𝑟0. Comme dans le modèle précédent, on construit un histogramme principal qui correspond à la 
distribution de la variable 𝑟𝑟𝑠𝑠 . On construit également un histogramme secondaire en 𝑟𝑟0 pour chaque canal 
de l’histogramme principal. Pour chacun des mtot canaux des ntot histogrammes secondaires en 𝑟𝑟0, on 
construit les histogrammes des variables 𝑑𝑑, et 𝜑𝜑𝑟𝑟𝑟𝑟𝑙𝑙 . Ces histogrammes décrivent respectivement la 
distribution en énergie et en angle 𝜑𝜑𝑟𝑟𝑟𝑟𝑙𝑙 des particules p dont les positions radiales 𝑟𝑟𝑠𝑠,𝑝𝑝 et 𝑟𝑟0,𝑝𝑝 sont 
comprises dans le mième canal de l’histogramme secondaire en 𝑟𝑟0 correspondant au nième canal de 
l’histogramme principal en 𝑟𝑟𝑠𝑠 . On a donc un histogramme en 𝑟𝑟𝑠𝑠 de ntot canaux, ntot histogrammes en 𝑟𝑟0 
composés de mtot canaux et enfin ntotmtot histogrammes en 𝑑𝑑, et 𝜑𝜑𝑟𝑟𝑟𝑟𝑙𝑙 . 
 
Là encore, l’utilisation des modèles se fait par des tirages aléatoires successifs dans les différents 
histogrammes.  
 
Chaque modèle est évalué source par source grâce à la comparaison de distributions de dose dans l’eau 
obtenues avec les modèles de source et par simulations MC conventionnelles. Plusieurs tailles de champ 
(1 x 1 cm² à 30 x 30 cm²) et plusieurs DSP (50, 75, 100 et 200 cm) sont testées. La taille des voxels est 
de 0,4 x 0,4 x 0,4 cm3. Le code utilisé est alors DOSXYZnrc. La simulation MC est ici considérée comme 
étant la référence. Cette étude est l’une des seules à proposer une validation de MSV pour des DSP 
supérieures à 200 cm. Le modèle 1 donne de bons résultats pour une DSP de 50 cm puisque 99 % des 
points des distributions de dose passent le test composite de critère 2 % ou 2 mm. Cette proportion chute 




à 87,4 % pour le cône égalisateur à une DSP de 200 cm. L’étude démontre que le modèle 2 permet de 
mieux reproduire le faisceau réel que le modèle 1. Un test de Kolmogorov Smirnov est d’abord utilisé 
pour mettre en évidence le fait que 𝜑𝜑𝑟𝑟𝑟𝑟𝑙𝑙 et 𝑑𝑑 dépendent de 𝑟𝑟0 et justifier l’introduction du deuxième 
modèle. Pour ce deuxième modèle, au moins 99 % des points des distributions de dose passent le test 
pour toutes les DSP, toutes sources confondues. 
 
Dans une autre étude, Fix et al. [264] ont montré l’influence des paramètres de la source primaire (largeur 
à mi-hauteur de la distribution de la tâche focale, énergie et largeur à mi-hauteur de la distribution en 
énergie) sur les caractéristiques des particules issues de la cible, du collimateur primaire, du cône 
égalisateur et des électrons de contamination. Cette influence est plus marquée à 6 MV qu’à 18 MV. Une 
variation de l’énergie moyenne du faisceau modifie les spectres en énergie, les distributions en fluence 
radiale et en fluence radiale en énergie pour les trois sources élémentaires, surtout pour la source cible. 
Aucun impact significatif n’est relevé suite à la variation de la largeur à  
mi-hauteur du spectre en énergie, et ce pour toutes les sources. L’élargissement de la tâche focale modifie 
la forme des distributions relatives à la cible. Peu de changements, si ce n’est un accroissement de la 
fluence, sont observés sur les sources modélisant le collimateur primaire, le cône égalisateur ou les 
électrons de contamination. Si on souhaite adapter les caractéristiques des sources à de nouveaux 
paramètres de source primaire, il faut recalculer la contribution de la cible, et seulement adapter le poids 
relatif associé aux autres sources. Fix et al. soulignent le fait que ces résultats ne sont pas forcément 




L’utilisation de modèles de sources permet de réduire les temps de calculs des simulations MC. Ces 
modèles peuvent être regroupés en deux grandes familles. Les modèles de la première décrivent l’espace 
des phases de manière analytique et sont générés essentiellement à partir de données expérimentales. 
L’avantage de ces modèles est qu’ils ne nécessitent pas d’obtenir de la part du constructeur des 
informations précises sur la géométrie du linac, mais leur inconvénient est qu’il est difficile de trouver des 
modèles qui représentent correctement l’espace des phases, et en particulier le spectre du faisceau. La 
seconde famille de modèle repose sur l’exploitation d’un fichier d’un PSF généré par simulations MC. Il 
est alors indispensable de représenter en détails le linac (géométrie, matériau) afin que toutes les 
informations nécessaires à l’élaboration d’un modèle précis et détaillé soient accessibles (position, 
énergie et direction des particules). Le choix du modèle de source doit être adapté à l’objectif fixé. Les 
modèles analytiques, construits à partir d’informations moins précises que ceux basés sur les simulations 
MC risquent d’être moins robustes en présence d’hétérogénéités ou si l’on souhaite réaliser des calculs 
qui impliquent un certain degré de détail, comme par exemple la prédiction d’images EPID. 
2.4 Contrôles qualité des traitements basés sur les détecteurs EPID : 
place des simulations MC 
 
Les détecteurs EPID peuvent être utilisés pour contrôler la qualité du traitement grâce à deux approches 
différentes. La première consiste à comparer directement l’image EPID acquise en transmission à une 




image de référence, la seconde vise à utiliser l’image EPID pour estimer la dose délivrée au patient. On 
présente ici la place qu’occupent les simulations MC dans ces deux démarches.  
 
2.4.1 Calcul de l’image EPID de référence 
 
La méthode la plus directe d’utilisation de l’EPID pour les contrôles qualité des traitements revient à 
comparer l’image acquise par l’EPID à l’image de référence, pré-calculée par le logiciel de planification 
et correspondant à des conditions parfaites d’irradiation. Si l’image acquise correspond à l’image de 
référence, on peut s’attendre à ce que la distribution de dose délivrée au patient soit très proche de celle 
qui a été planifiée, aux approximations de calculs près. L’image acquise et de référence sont comparées 
grâce à des tests du type 𝛾𝛾-index (voir chapitre 1). Cette approche implique d’être en mesure de prédire 
avec précision l’image de référence. Celle-ci peut être calculée soit en utilisant un modèle MC, soit avec 
un modèle analytique. 
 
• Les modèles analytiques 
Les modèles analytiques, moins gourmands en temps de calculs que les simulations MC, sont une 
alternative intéressante pour la prédiction de l’image de référence. Ils sont basés sur la convolution de la 
fluence incidente avec la réponse de l’EPID, modélisée par des noyaux de convolution. Ces noyaux sont 
paramétrés [163], [165], [267], [268] ou pré-calculés par simulation MC [155], [180], [269]–[274]. A titre 
d’exemple, on détaille ici le modèle récemment proposé par Chytyk et al. [274], [273]. Les auteurs 
s’appuient sur les simulations MC pour générer ces données d’entrée. L’image EPID en dose est obtenue 
en trois étapes : 
- calcul de la fluence en sortie du linac, 
- calcul de la fluence après le patient, 
- calcul de l’image portale en dose. 
 
(1) Calcul de la fluence en sortie du linac 
Le faisceau issu de la tête du linac est modélisé par une source virtuelle analytique comprenant une 
source focale et une source extra-focale. Les caractéristiques des sources sont ajustées dans un premier 
temps grâce à des simulations MC, puis par comparaison avec des mesures expérimentales. La 
modélisation du MLC suit les plans du constructeur et traduit la géométrie réelle des lames (dimensions, 
bord arrondi et tongue and groove6). La densité des lames est optimisée car elle n’est pas fournie de 
manière précise par le constructeur. Une fonction représentant la transmission du MLC transforme la 
fluence en énergie en entrée du MLC de manière l’obtenir en sortie du linac. Cette fonction exprime 
l’atténuation du faisceau selon son spectre, la forme du champ et les caractéristiques physiques du MLC.  
 
(2) Modification de la fluence par le patient 
La fluence totale en sortie du patient est obtenue en calculant en deux temps : 
- la fluence dite primaire, c’est-à-dire qui a traversé le patient sans interagir, 
                                            
6 Une géométrie de MLC en tongue and groove désigne des lames  qui sont imbriquées les unes dans les 
autres de manière à limiter la fuite inter-lames.  




- le rayonnement diffusé créé au sein du patient est généré à l’aide de noyaux de convolution pré-
calculés par simulation MC. Chacun d’eux modélise, pour une distribution en énergie incidente 
donnée, la distribution spatiale et énergétique du rayonnement créé suite à l’irradiation d’un 
fantôme d’eau d’épaisseur variable placé à l’isocentre et à une distance donnée de l’EPID par un 
faisceau en forme de « pinceau » ou pencil beam. Les distributions en énergie sont représentées 
par des canaux de pas variables. Le patient est quant à lui représenté à l’isocentre, sous la forme 
d’une carte bidimensionnelle. Chaque pixel de la carte correspond à l’épaisseur radiologique 
équivalente d’une tranche de l’examen CT selon l’axe antéro-postérieur, 𝐻𝐻𝑑𝑑𝑃𝑃(𝑒𝑒𝑖𝑖𝑠𝑠𝑚𝑚 ,𝑦𝑦𝑖𝑖𝑠𝑠𝑚𝑚). Elle est 
obtenue par raytracing depuis la source jusqu’au plan de l’EPID. La distance 𝑔𝑔(𝑒𝑒𝑖𝑖𝑠𝑠𝑚𝑚 ,𝑦𝑦𝑖𝑖𝑠𝑠𝑚𝑚) entre 
chaque pixel et l’EPID est déterminée en fonction de la position du centre de masse de la 
tranche de CT. Les noyaux à appliquer à chaque pixel sont choisis dans la librairie de noyaux en 
fonction de 𝑔𝑔(𝑒𝑒𝑖𝑖𝑠𝑠𝑚𝑚 ,𝑦𝑦𝑖𝑖𝑠𝑠𝑚𝑚) et de 𝐻𝐻𝑑𝑑𝑃𝑃(𝑒𝑒𝑖𝑖𝑠𝑠𝑚𝑚 ,𝑦𝑦𝑖𝑖𝑠𝑠𝑚𝑚). 
 
(3) Calcul de l’image portale en dose 
La dose déposée au sein de l’EPID est obtenue par le produit de convolution de noyaux en dose pré-
calculés par simulation MC avec la fluence incidente totale, c’est-à-dire primaire et diffusée. Chaque 
noyau correspond à une composante mono-énergétique du spectre du faisceau total. L’effet glare est 
modélisé par un noyau déterminé par Kirby et Sloboda [163]. Le rayonnement rétrodiffusé dû au bras de 
maintien est généré grâce au modèle de Rowshanfarzad et al. [275]. 
 
La fluence prédite par le modèle de source est comparée à la fluence calculée par simulation MC pour 
des tailles de champ allant de 1 x 1 cm² à 20 x 20 cm² à plusieurs DSP (140, 120 et 160  cm) avec ou 
sans milieu atténuant le faisceau (épaisseur variant de 1 à 40 cm). On relève au plus des écarts de 2 % de 
la fluence totale. La Figure 2-8 illustre un exemple de comparaison de profils de fluence prédits par le 
modèle et calculés par simulation MC. La dose à l’axe calculée avec le modèle pour toutes les tailles de 
champ, toutes les DSP et toutes les épaisseurs de fantôme révèle des différences comprises entre -2,5 % 










Le modèle a ensuite été évalué grâce un plan de traitement RCMI pour la prostate et la sphère ORL 
délivré à un fantôme d’eau de 30 et 15 cm d’épaisseur respectivement. Un fantôme anthropomorphe a 
également été utilisé pour le plan de traitement prostate. Les images EPID prédites sont comparées, 
après calibration en dose, aux images mesurées grâce à un χ-index (voir chapitre 1) global de critère 
3 % - 3 mm. Seuls les pixels ayant reçu une dose supérieure à 10 % du maximum de dose sont pris en 
compte. Au moins 96 % des points passent le test du fantôme d’eau. Les écarts sont plus importants pour 
le plan ORL que pour le plan de prostate et concernent les zones de forts gradients. L’écart moyen pixel 
à pixel est de 2,37 % pour le plan de prostate et de 2,79 % pour le plan ORL. En sortie de fantôme 
anthropomorphe, 93 % des points passent le test, l’écart moyen étant de 1,88 %. La Figure 2-9 représente 
le profil selon l’axe crossplane (a) du plan ORL dans le fantôme d’eau et (b) du plan prostate dans le 
fantôme anthropomorphe.  
 
 






Figure 2-8 : (a) Comparaison des profils de fluence prédits par le modèle et calculés par simulation MC 
pour les différentes sources de fluence (b) Ecarts entre le modèle et les simulations MC – Champ 
10 x 10 cm² à 140 cm de la source atténué par un fantôme de 25 cm d’épaisseur. Les voxels ont une 




Figure 2-9 : (a) Profil crossplane de l’image EPID du plan ORL en sortie d’un fantôme de 15 cm (b) 
Profil crossplane de l’image EPID du plan prostate en sortie d’un fantôme anthropomorphe.  
 
La qualité des modèles analytiques dépend de la précision du modèle de source et de la représentation 
du comportement de l’EPID. Il est en particulier difficile de modéliser toutes les configurations 
d’irradiation (épaisseur du patient, position hors axe, taille de champ) et donc les variations du spectre 
qui en découlent. Le nombre de noyaux de convolution calculé étant fini, la réponse en énergie du 
détecteur ne peut pas être modélisée précisément de manière continue. Dans cette optique, Wang et al. 
[180] proposent des noyaux qui sont adaptés à la taille de champ et qui modélisent entre autres la 
contribution du rayonnement rétrodiffusé qui doit être obligatoirement symétrique, ce qui n’est pas 
toujours le cas.  
 
• Les modèles Monte-Carlo 
Il est possible de calculer l’image de référence grâce à un modèle MC de l’EPID. Cela suppose d’avoir à 
disposition une représentation précise du détecteur en termes de géométrie et de matériaux. Suivant le 
schéma de conception de l’EPID, il peut être nécessaire de modéliser l’influence du bras de maintien, afin 
que le rayonnement rétrodiffusé qu’il génère soit reproduit dans le modèle MC. Cette contribution n’est 
pas toujours uniforme et sa prise en compte se traduit par exemple par le rajout de couches d’eau en 
sortie de l’EPID [276]. L’inconvénient principal des modélisations MC est le temps de calcul des 
simulations. Dans le cas des EPID, ce problème est accentué par la faible sensibilité du détecteur. Il est 
extrêmement difficile d’obtenir une image calculée avec une incertitude statistique acceptable. De 
nombreuses équipes choisissent par conséquent de simuler des pixels dont la taille est plus importante 




qu’en réalité [135], [155], [181], [183], le plus souvent de l’ordre de 2 mm de côté. Cet effet est amplifié 
lorsque la distance qui sépare l’EPID de la source est diminuée. De ce choix découle une dégradation de 
la résolution de l’image. Une autre démarche est d’associer des techniques de débruitage à la simulation 
MC. Lazaro et al. [1] ont à cet effet testé plusieurs algorithmes existants (IRON [277], LASG [278]) ou 
développés par leurs soins (DGPLM) pour débruiter une image simulée par MC et qui conserve la taille 
physique des pixels, c’est-à-dire 0,4 x 0,4 mm². Dans tous les cas, le modèle développé doit être validé en 
comparant les images calculées et les images acquises dans différentes configurations d’irradiation.  
2.4.2 Reconstruction de la dose à partir de l’image en transmission 
 
Le contrôle qualité idéal consisterait à pouvoir connaitre précisément la distribution de dose en trois 
dimensions délivrée au patient au cours de chaque séance. Une solution envisagée est d’utiliser 
conjointement une représentation du faisceau en sortie du patient, fournie par l’image EPID, et une 
représentation du patient, fournie par les images de son examen CT. Les algorithmes de rétropropagation 
de la dose peuvent suivre deux approches qui peuvent faire appel aux simulations MC. Dans la première, 
on commence par estimer la fluence primaire parvenue à l’EPID après avoir soustrait le rayonnement 
diffusé. On la rétro-propage ensuite dans un plan en amont du patient. On utilise alors cette fluence 
primaire pour calculer la dose déposée dans le patient (Figure 2-10a). L’autre possibilité consiste à 




Figure 2-10 : Principe général de la rétropropagation de la dose à partir d’une image EPID en trois 
étapes. 
 
Si l’approche générale est souvent la même, il existe plusieurs manières de la mettre en œuvre. On 
présente ici quelques techniques retenues par McCurdy [279] et van Elmpt [122]. L’étude de Partridge et 
al. [280] propose d’estimer le rayonnement diffusé de manière itérative grâce à des noyaux de transition 
de la chaîne de Markov qui ont été pré-calculés. La soustraction du diffusé donne accès à la fluence 
primaire qui est rétro-propagée au-dessus du patient en prenant en compte l’atténuation et la divergence 
du faisceau. Cette fluence est alors utilisée par un algorithme de convolution/superposition pour 
recalculer la dose dans le patient. Jarry et al. [281] ont quant à eux utilisé les simulations MC pour 
extraire le rayonnement primaire de l’image EPID et sa distribution en énergie. Un espace des phases en 
sortie du linac est ensuite reconstruit, puis propagé dans le patient grâce à un code MC qui ne modélise 
que les diffusions Compton. Wendling et al. [282] estiment directement la dose dans le patient, sans 
passer par un espace des phases intermédiaires. Pour cela, ils ont généralisé en trois dimensions une 
méthode développée initialement en deux dimensions [283], [284]. Le rayonnement diffusé issu du patient 




est estimé à partir de mesures réalisées dans différentes conditions de transmission (épaisseur du milieu 
atténuant, distance entre le patient et l’EPID, tailles de champ). La composante primaire est ensuite 
rétro-propagée au sein du patient par ray-tracing en prenant en compte l’atténuation du patient et le 
durcissement du faisceau hors axe. La distribution de dose correspondant à la séance de traitement est 
alors calculée plan par plan. Cette méthode ne prend pas en compte la présence d’hétérogénéités. La 
méthode développée par Berger [285] et reprise par Boissard [153] suit le même schéma que Wendling et 
al. [282] dans le sens où la dose est directement estimée dans le patient à partir de l’image EPID. Le 
signal au niveau de l’imageur portal est converti en dose dans l’eau. On en extrait la dose due 
uniquement au rayonnement primaire en utilisant la fonction « Rapport Tissu Maximum Fini». Grâce à la 
loi de l’inverse carré de la distance et à la fonction « Rapport Tissu Maximum », on estime la dose à une 
profondeur donnée au sein du patient. Plusieurs facteurs correctifs sont appliqués pour prendre en compte 
les irrégularités et l’asymétrie des champs de traitement.  
 
2.5 Les codes Monte-Carlo en radiothérapie 
 
Plusieurs codes de simulation MC ont été développés en radiothérapie : on peut citer parmi les plus 
connus EGSnrc [220] et ses dérivés BEAMnrc [286] et DOSXYZnrc [287], GEANT4 [288]/GATE [289], 
MCNPX [290] et PENELOPE [291]. Tous ces codes sont de classe II à l’exception de MCNPX. Certains 
codes, plus rapides, sont dédiés à un usage en routine clinique et intégrés à des systèmes de 
planification de traitement, encore appelés TPS pour treatment planning system. On peut citer par 
exemple DPM [292], PEREGRINE [293], MMC [294] et MCDOSE [295]. Les plus utilisés sont sans doute 
XVMC [251], incorporé aux TPS iPlan RT Dose (BrainLab), Xio et Monaco (Elekta), et VMC++ [296]. . 
MMC est utilisé dans le TPS Eclipse (Varian). Ces codes sont présentés dans plusieurs revues, comme 
par exemple celles de Chetty et al. [297], Verhaegen et al. [298], Reynaert et al. [299] ou encore Jabbari et 
al. [300].   
 
Durant cette thèse, deux de ces codes de calcul ont été étudiés plus en détails, EGSnrc et PENELOPE. 
Les spécificités et fonctionnalités de ces deux codes ont été comparées de manière à déterminer lequel 
des deux était le plus adapté aux deux  objectifs poursuivis dans cette thèse, à savoir la modélisation de 




Le code MC PENELOPE (PENetration and Energy Loss of Positrons and Electrons) a été développé à 
l’université de Barcelone par Salvat, Fernandez-Varea et Sempau au milieu des années 90. Il permettait 
au départ de modéliser le transport des électrons et des positons, puis dans les versions ultérieures des 
photons. C’est un code de classe II écrit en Fortran 77. PENELOPE est particulièrement connu pour sa 
fiabilité à basse énergie et permet le transport de particules dont l’énergie est comprise entre 50 eV et 
1 GeV [301]. Les développeurs attirent cependant l’attention sur le fait que les modèles d’interactions 
implémentés ne sont pas fiables en dessous de 1 keV. Le Laboratoire Modélisation et Simulation des 
Systèmes (LM2S) dans lequel a été effectuée cette thèse possède une forte expertise de ce code pour les 




applications en physique médicale. La version 2006 du code PENELOPE [291] a été parallélisée [302] 
puis enrichi de nombreuses fonctionnalités (réductions de variance, nouveaux modèles de transport) pour 
la radiothérapie [22-24], la protonthérapie et l’imagerie par rayons X.  
 
2.5.2 EGSnrc et ses codes dérivés BEAMnrc et DOSXYZnrc 
 
Le code EGS (Electron Gamma Shower), devenu EGSnrc [220], est l’un des codes MC les plus utilisés en 
physique médicale. Il a été développé par le conseil national de recherches du Canada (NRC). Comme 
PENELOPE, c’est un code de classe II et il ne permet pas de transporter les protons et les neutrons. Il 
est codé en Mortran, qui est un langage voisin du Fortran. Les codes dérivés BEAMnrc [286] et 
DOSXYZnrc [287] ont été développés dans le cadre du projet OMEGA (Ottawa Madison Electron Gamma 
Algorithm) et ont chacun leur domaine d’utilisation. BEAMnrc est consacré à la modélisation 
d’accélérateurs linéaires d’électrons et permet d’enregistrer des fichiers d’espace des phases. DOSXYZnrc 
permet d’une part de simuler des sources simples et d’utiliser les fichiers d’espace des phases calculés 
par BEAMnrc, et d’autre part de créer des géométries voxellisées. Il réalise ensuite le transport des 
particules dans ces géométries et calcule des distributions de dose. Ces deux codes, complémentaires, 
s’appuient sur la physique implémentée dans EGSnrc. Le suivi des électrons est réalisé entre 1 keV et 
plusieurs GeV. Ces deux codes sont parallélisés. BEAMnrc et DOSXYZnrc sont de plus tous les deux 
dotés d’une interface graphique qui facilite leur prise en main et leur utilisation en générant 
automatiquement les fichiers de configuration. 
2.5.3 Choix du code Monte-Carlo 
 
L’objectif principal de cette thèse, sur lequel nous reviendrons en détail à la fin de ce chapitre, est de 
développer une méthode de prédiction de l’image EPID de référence basée sur la simulation MC 
utilisable en routine clinique pour le contrôle qualité des plans de traitement en RCMI. Pour cela, le code 
MC choisi doit permettre  (1) de modéliser un linac, son MLC et l’EPID associé, pour prédire des images 
portales issues de traitements RCMI step-and-shoot, (2) intégrer un nouveau modèle de sources virtuelles 
pour les photons adapté à la prédiction d’images portales. Les fonctionnalités actuelles des codes EGSnrc 
et PENELOPE ont donc été considérées face à ces besoins et sur la base d’arguments d’ordre 
pragmatique.  
 
Modéliser les traitements RCMI step-and-shoot et prédire les images portales 
associées 
Le code MC qui va être utilisé doit permettre la modélisation de traitements RCMI step-and-shoot, i.e. de 
simuler le(s) faisceau(x) d’irradiation délivrés en RCMI, la distribution de dose 3D délivrée en résultant 
dans un fantôme ou un patient, ainsi que l’image portale associée.  
 
Pour décrire la géométrie du linac et du MLC, BEAMnrc et PENELOPE adoptent une philosophie 
complètement différente. BEAMnrc propose des modules géométriques pré-établis pour décrire chaque 
composant d’un linac (cible, collimateur primaire, cône égalisateur, MLC, etc.). Ces modules permettent 
une description très aisée de la plupart des modèles existants de linacs puisqu’ils permettent à 




l’utilisateur de décrire le composant géométrique en spécifiant ses cotes géométriques via une interface 
graphique. Face à un nouveau modèle de linac, ou des changements importants dans la géométrie d’un 
composant géométrique, l’utilisateur doit développer en Mortran son propre module géométrique, dérivé 
ou non d’un module déjà existant. Dans PENELOPE, tous les éléments géométriques du linac doivent 
être intégralement construits à partir de surfaces géométriques élémentaires, ce qui permet de modéliser 
très fidèlement toutes les géométries.  
 
De nombreux modèles sont disponibles dans EGSnrc/BEAMnrc pour définir la source primaire 
d’électrons : on peut par exemple définir une source de forme elliptique et d’intensité gaussienne. Dans la 
version de PENELOPE actuellement utilisée au laboratoire, la source d’électrons primaires est modélisée 
par une tâche circulaire d’intensité uniforme, ce qui au regard de la littérature est un modèle acceptable. 
Il est cependant possible d’intégrer dans le code un nouveau modèle de source.  
 
La simulation de traitements dynamiques est possible dans EGSnrc/BEAMnrc seulement pour certains 
modèles de MLC : pour le MLCi2 qui sera étudié dans cette thèse, ce n’est pas le cas. Même si on se 
limite dans le cadre de cette à thèse à la simulation de plans de traitement step-and-shoot, le modèle 
doit pouvoir être utilisable ultérieurement pour des traitements dynamiques de type sliding windows. 
Dans PENELOPE, les simulations de traitement dynamiques sont actuellement en cours de 
développement au laboratoire.  
 
Enfin, les calculs de distribution de dose dans un fantôme/patient et dans l’imageur EPID pour former 
l’image portale sont, là encore, gérés différemment  dans EGSnrc et PENELOPE : 
 
– EGSnrc offre la possibilité de définir des grilles de dose avec des voxels de taille variable dans 
chacune des trois directions de l’espace, ce qui permet de disposer de davantage de voxels au niveau 
des zones à forts gradients qu’au niveau des plateaux. PENELOPE n’offre pas cette souplesse et les 
voxels doivent être définis suivant un schéma régulier, 
 
– Dans EGSnrc comme dans PENELOPE, décrire dans une même simulation la géométrie d’un fantôme 
ou d’un patient et d’un imageur EPID n’est pas une chose facile. Dans PENELOPE, cela est dû au 
fait que les natures de ces deux géométries sont différentes : le modèle de l’EPID est décrit par une 
géométrie quadratique tandis que celle du fantôme ou du patient est décrite, grâce à un 
développement réalise au sein du laboratoire, par une matrice de voxels, à partir des images scanner 
CT du patient par exemple. Ces deux types de géométries ne peuvent pas être mélangés dans la 
même scène de simulation. Une solution est de stocker un nouveau PSF en sortie du modèle CT du 
patient, puis de l’utiliser comme source en entrée de l’EPID. Cette solution est particulièrement 
intéressante, car elle nous permet d’utiliser plusieurs fois le PSF comme source. On réduit ainsi le 
temps de simulation (voir la technique de splitting du PSF, chapitre 3). Dans DOSXYZnrc, on ne 
peut pas non plus décrire le patient et l’EPID dans la même simulation sans faire quelques 
développements. En revanche, on ne peut pas stocker un PSF entre les deux géométries car 
DOSXYZnrc ne propose pas cette fonctionnalité par défaut. Il est donc impossible d’utiliser plusieurs 
fois les particules qui entrent dans l’EPID ce qui rallonge le temps de simulation. Cette limitation 
d’EGSnrc est particulièrement handicapante pour notre étude. Certaines équipes se sont heurtées aux 




mêmes difficultés et ont modifié DOSXYZnrc pour pouvoir enregistrer un PSF pour la mise au point 
d’une méthode de rétropropagation de la dose à partir des images portales [281]. Cette modification 
de DOSXYZnrc n’est cependant pas disponible dans la version actuelle d’EGSnrc. 
 
Développer un modèle de sources virtuelles 
L’une des raisons fortes qui nous a poussés à nous intéresser à EGSnrc est le fait que BEAMnrc  
propose un modèle de sources virtuelles pour les faisceaux d’électrons ainsi que des utilitaires pour créer 
ces modèles de sources virtuelles. 
Le modèle de sources virtuelles que nous avons choisi de développer dans cette thèse repose sur une 
analyse poussée du fichier d’espace des phases calculé par simulation MC. Pour rappel, le fichier 
d’espace des phases, ou PSF, permet de stocker les caractéristiques des particules constituant le faisceau 
d’irradiation, et ce, en n’importe quel endroit de la géométrie du linac. La création des histogrammes 
corrélés repose ensuite sur le tri des particules contenues dans le fichier PSF : ce fichier doit donc 
contenir les informations nécessaires à ce tri. Les fichiers PSF générés par PENELOPE et 
EGSnrc/BEAMnrc contiennent sensiblement les mêmes informations : le type de particule, son énergie, sa 
position, sa direction, son poids, ainsi que plusieurs variables qui renseignent sur l’histoire de la 
particule. Ces informations sont organisées de façon un peu différente. Dans PENELOPE, le fichier PSF 
peut être stocké au niveau de n’importe quel élément de la géométrie modélisée, quelle que soit sa forme. 
Le fichier débute par un entête, puis les informations de chaque particule sont stockées dans un registre 
binaire de 92 octets : le type de particule (photon, électron ou positon), son énergie, sa position, sa 
direction, son poids, son numéro de gerbe (ou shower) et cinq variables, notées ILB1, ILB2, ILB3, ILB4 et 
ILB5 qui donnent des informations sur l’histoire de la particule. Une limite de stockage est fixée à 264 –
 1 particules, soit une taille d’environ 1,4.109 To. Dans BEAMnrc, le fichier PSF commence également par 
un entête, puis chaque particule est décrite par un registre binaire de 28 ou 32 octets comprenant huit ou 
neuf variables selon le souhait de l’utilisateur : son énergie, sa position X et Y (la  position Z est donnée 
par l’altitude du plan dans lequel est enregistré le PSF), sa direction, son poids, et une dernière variable 
nommée LATCH. LATCH est codée sur 32 bits et stocke des informations sur la charge de la particule, 
son histoire et son lieu de création. Selon son paramétrage, LATCH indique le trajet de la particule et le 
module géométrique dans lequel elle a interagi pour la dernière fois. Elle joue donc un rôle très 
important dans l’élaboration des MSV car elle est utilisée pour trier les particules en fonction du lieu de 
leur dernière interaction. Enfin, une dernière variable facultative (ZLAST) indique l’altitude de la dernière 
interaction de la particule. On remarquera que les PSF issus d’EGSnrc sont donc environ trois fois plus 
compacts que ceux générés par PENELOPE mais contiennent sensiblement les mêmes informations. La 
variable qui identifie les particules est signée et codée sur 32 bits, le PSF ne peut donc pas contenir plus 
de 231 -1 particules. Sa taille maximale est donc d’environ 56 Go. L’outil BEAMdp permet d’analyser le 
PSF. 
 
2.5.4 Conclusion : motivations pour le choix du code MC 
 
Les méthodes MC sont reconnues comme étant les plus précis des algorithmes disponibles en 
radiothérapie. Elles permettent de réaliser des calculs dosimétriques fiables là où les algorithmes 
conventionnels échouent. Elles sont en effet robustes quelle que soit la complexité des configurations 




d’irradiation (hétérogénéités, obliquité de surface) et permettent de modéliser leurs détails les plus fins 
lorsqu’ils sont bien connus. Le succès des méthodes MC se mesure au nombre croissant d’études qui les 
utilisent depuis une cinquantaine d’années [297], [298], [303]–[307] et à la variété des codes existants. 
 
En réponse à l’objectif de modéliser des traitements RCMI step-and-shoot, EGSnrc et PENELOPE 
offrent des fonctionnalités très proches. Les simulations réalisées à l’aide d’EGSnrc au début de cette 
thèse nous ont toutefois permis de mettre en exergue un point fortement bloquant pour notre travail : il 
est impossible avec EGSnrc d’écrire un PSF en sortie d’un fantôme (cuve à eau, patient, etc.) comme 
résultat de la simulation, pour réutilisation ultérieure. La modification d’EGSnrc pour combler cette 
lacune n’est pas évidente. PENELOPE autorisant la mise en œuvre de cette solution, il s’agit d’un 
premier argument qui nous a poussés à privilégier le code PENELOPE dans la suite de ce travail. 
EGSnrc/BEAMnrc offre cependant une information capitale lors de l’élaboration d’un modèle de sources 
virtuelles, à savoir le lieu de dernière interaction de la particule stockée dans la variable LATCH. Cette 
information n’est pas disponible par défaut dans PENELOPE mais peut être ajoutée moyennant une 
modification des variables ILB qui a été apportée au code. 
 
2.6 Positionnement du travail de thèse et objectif général 
 
 
Les détecteurs EPID voient leur utilisation s’étendre aux contrôles qualité de traitements complexes 
comme ceux de RCMI. Situés après le patient, ils présentent l’avantage de ne pas perturber le faisceau 
d’irradiation et de fournir une information bidimensionnelle. Deux types de contrôles utilisant les EPID 
existent :  
(1) le premier repose sur la comparaison directe de l’image acquise durant la séance de traitement 
avec une image de référence. La précision du contrôle dépend alors de la qualité de l’image de 
référence et de la qualité du test utilisé pour comparer l’image de référence à l’image acquise, 
(2) le second consiste à utiliser l’image acquise dans un algorithme de rétropropagation pour estimer 
la dose déposée dans le patient, puis à la comparer avec la dose prescrite.  
 
La thèse présentée ici se concentre sur la mise en œuvre de la première méthode pour le contrôle qualité 
de plans de traitement en RCMI. Comme cela l’a déjà été souligné, la précision avec laquelle l’image de 
référence est calculée conditionne fortement la réussite du contrôle. Bien que rapides, les méthodes de 
prédiction de l’image de référence basées sur la convolution de la fluence incidente par des noyaux pré-
calculés montrent une limitation majeure : en effet, les noyaux ne peuvent être calculés que pour un 
nombre très limité de configurations d’irradiation et ne sont donc pas représentatifs de toutes les 
configurations rencontrés. Les images EPID ainsi calculées peuvent donc être entachées d’erreurs.  
A contrario, les méthodes de prédiction basées sur la simulation MC permettent de modéliser avec une 
grande précision toutes les interactions rayonnement-matière intervenant dans la chaîne de formation de 
l’image EPID, du linac jusqu’à la réponse de l’imageur. Leur principal inconvénient reste aujourd’hui le 
temps de calcul prohibitif nécessaire au calcul de l’image EPID, que de nombreuses équipes contournent 
en considérant une taille de pixel de l’ordre de 2 à 3 mm alors que l’imageur physique possède des pixels 




quatre fois plus petits. Cette dégradation en résolution spatiale volontaire de l‘image simulée peut avoir 
comme conséquence la non détection de certaines erreurs de traitement. 
Une approche originale a été proposée pour permettre le calcul d’images EPID de référence possédant la 
même résolution (1024 x 1024) que l’imageur expérimental, pour des temps de calcul raisonnables de 
l’ordre de quelques heures [1]. Ici, la prédiction de l’image EPID se déroule en deux étapes : l’image 
haute résolution est d’abord calculée par simulation MC en tolérant un certain niveau de bruit, puis 
l’image simulée résultante est ensuite débruitée par un algorithme spécifiquement développé pour 
débruiter des images hautement pixellisées, avec un rapport signal-sur-bruit faible, tout en conservant des 
détails fins de l’image. Cette nouvelle approche, bien que prometteuse, possède une limitation qui gêne 
son utilisation en routine clinique. En effet,  la simulation de l’image EPID se déroule en deux temps : (1) 
la simulation MC du linac avec le stockage dans un fichier d’espace des phases des caractéristiques des 
particules issues du linac, et (2) la simulation MC de l’image EPID à partir du fichier d’espace des 
phases, qui peut être rejoué plusieurs fois. Le stockage d’un fichier d’espace des phases pour cette 
application est doublement pénalisant : d’une part, en raison de la faible sensibilité de détection de 
l’EPID, ce fichier est très volumineux, de 1 à 2 To ; d’autre part, rejouer de façon trop intensive ce fichier 
peut introduire des corrélations dans l’image finale calculée [308]. Il est donc important de trouver un 
mode de représentation du faisceau d’irradiation plus économe en espace de stockage, tout en conservant 
la précision contenu dans le fichier d’espace des phases. La précision est dans l’application que nous 
étudions un élément très important à considérer puisque notre objectif est de calculer des images EPID à 
très haute résolution. La solution étudiée durant cette thèse est le développement d’un modèle de sources 
virtuelles basé sur les histogrammes corrélés construits à partir d’un fichier d’espace des phases, avec un 
maillage des histogrammes adaptatif. 
 
Enfin, même avec une image de référence précise, les tests statistiques de comparaison d’images sont au 
cœur de la détection des erreurs : si le test statistique est mal choisi ou paramétré, l’erreur peut ne pas 
être détectée. C’est pourquoi nous avons choisi d’évaluer différents tests (𝛾𝛾-index, 𝜒𝜒-index) et leurs 
capacités à détecter certains types d’erreur. A l’aide du modèle de prédiction des images EPID mis en 
place, une base de données d’erreurs de traitement typiques a été constituée et les index statistiques 
appliqués sur ces différents cas. 
 
Le développement de la méthode de prédiction des images EPID basée sur la simulation MC a été réalisé 
en suivant plusieurs étapes : 
 
(1) Un modèle MC d’un linac délivrant des traitements en RCMI (linac SYNERGY, Elekta) a tout 
d’abord été développé à l’aide du code PENELOPE, puis validé avec des données 
expérimentales acquises sur le site de l’hôpital Nord de de Marseille. Ces développements sont 
détaillés dans le chapitre 3, 
 
(2) Un modèle de sources virtuelles basé sur les histogrammes corrélés a ensuite été développé à 
partir du modèle MC du linac précédemment validé. Ces développements font l’objet du chapitre 
4. La totalité des corrélations qui lient la position, l’énergie et la direction des particules ont été 
conservées. Différents MSV ont été comparés en termes de performance sur le calcul de 
distributions de dose dans une cuve à eau et sur la prédiction d’images portales. Ces MSV 




diffèrent par le nombre de sources de photons mises en jeu (une seule, ou trois) et par le 
maillage utilisé pour représenter les histogrammes corrélés. Le chapitre 4 décrit l’implémentation 
de ces MSV et leur évaluation dans une cuve à eau, 
 
(3) Le chapitre 5 est consacré à l’application de la méthode de prédiction de l’image EPID de 
référence au contrôle qualité de plans de traitement en RCMI et à son utilisation pour la 
détection d’erreurs. On commencera par présenter la modélisation MC de l’imageur portal utilisé 
puis on validera les différents modèles de sources développés. Enfin on estimera la sensibilité de 
différents tests statistiques pour la détection d’erreurs de traitement typiquement rencontrées en 
RCMI. Elle a été évaluée sur des images EPID calculées et mimant des erreurs de traitement 
dues à une modification du faisceau (dérive de la tâche focale, dérive en énergie) ou à une 
modification de la position ou de la morphologie du patient.  
  




















 Modélisation Monte-Carlo du linac 3
Synergy Elekta et validation du modèle 
 










ous présentons ici la modélisation du linac SYNERGY (Elekta) et du collimateur multi-lame 
MLCi2, réalisée à l’aide du code PENELOPE, ainsi que la validation du modèle pour le linac 
de l’Hôpital Nord de Marseille. La validation du modèle a pour objectif de s’assurer que la 
combinaison optimale de paramètres décrivant la distribution spatiale et en énergie de la source primaire 
d’électrons a été trouvée, afin de reproduire au mieux les caractéristiques physiques du faisceau délivré 
par le linac. La première partie du chapitre est dédiée à la description des simulations réalisées. Dans 
une deuxième partie, on détaille la démarche suivie pour ajuster les paramètres de la source primaire 
d’électrons, puis les résultats obtenus dans une troisième partie.  
 
3.1 Modélisation MC du linac SYNERGY/MLCi2 avec PENELOPE 
 
La version 2006 du code MC PENELOPE  parallélisée au sein du LM2S [302] a été utilisée tout au long 
de ce travail. PENELOPE est un code construit autour d’un programme principal, penmain.f, et de deux 
bibliothèques de fonctions, pengeom.f et penelope.f. La première permet de modéliser des géométries 
délimitées par des surfaces quadratiques. La seconde contient les fonctions qui assurent le transport des 
particules selon les lois de la physique.   
 
Une simulation est décrite par l’utilisateur grâce à trois fichiers d’entrées. La géométrie est décrite à 
l’aide de deux fichiers : le fichier .mat, qui contient toutes les informations relatives aux matériaux utilisés 
dans la géométrie (sections efficaces, densité, etc.) et le fichier .geo, qui contient la description des 
éléments géométriques dans lesquels les particules doivent être transportées. A chaque élément est 
attribué un matériau du fichier .mat. L’ensemble des paramètres de configuration de la simulation est 
défini dans le fichier .in. Celui-ci contient la description de la source, le nombre de gerbes simulées, les 
paramètres de transport des particules et des réductions de variances, la définition éventuelle d’une grille 
de dose ou d’un espace des phases, etc. Il permet également de faire le lien avec les deux autres fichiers 
d’entrée .geo et .mat. 
 
3.1.1 Définition de la géométrie du linac 
 
Le linac a été modélisé sur la base des plans fournis par le constructeur Elekta (géométrie, matériau et 
densité). Le modèle est composé des modules suivants (Figure 3-1) : la cible, le collimateur primaire, le 
cône égalisateur, la chambre d’ionisation, la plaque d’anti-rétrodiffusion, le collimateur multi-lames et ses 
mâchoires de backup, et enfin les mâchoires principales. La prise en compte des systèmes de collimation 












(c) (d)  
 
Figure 3-1 : Représentation en trois dimensions du linac 
SYNERGY d’Elekta réalisée grâce à l’utilitaire gview3d 
(version 2011) de PENELOPE. (a) Linac complet – les 
systèmes de collimation forment un champ de taille 
10 x 10 cm² à l’isocentre (b) Zoom sur une coupe de la 
partie haute du linac, depuis la cible jusqu’à la plaque 
anti-rétrodiffusion (c) Représentation d’une lame du MLCi2 
(d) Mâchoire de backup (e) Paire de mâchoires principales.  (e)  
 
 
Le collimateur multi-lames (MLC) 
Le MLC est le premier système de collimation secondaire que rencontre le faisceau dans un linac de type 
SYNERGY (Figure 3-1a et c) : il délimite le champ dans la direction gauche-droite appelée crossplane. 
Dans le cas présent, c’est un modèle MLCi2 composé de deux bancs de quarante lames à bord arrondi. 
Les lames sont droites, la géométrie n’est pas de type tongue and groove. La position du bord des lames 
pour chaque taille de champ est donnée par une table de calibration fournie par Elekta.  
 
Les mâchoires de backup 
Les mâchoires de backup ont pour objectif de limiter les fuites inter-lames en atténuant le flux de 
particules qui traverse l’espace entre deux lames consécutives. Les mâchoires de backup ont un bord 
arrondi. Elekta n’a cependant pas fourni d’information particulière sur la position des backups par rapport 
aux lames ou par rapport à la taille de champ. Les fichiers DICOM RT fournis par le TPS Pinnacle 
(Philips) de l’hôpital Nord de Marseille ont été utilisés pour les positionner. L’absence de table de 
calibration a été palliée par la méthode proposée par Boyer et al. [309]. Celle-ci permet d’exprimer la 
position de l’extrémité de la lame, représentée par le point C sur la Figure 3-2a, en fonction de la taille 
de champ réelle à l’isocentre X. Si le champ était formé par l’extrémité de la lame, il aurait une taille W, 
qui est différente de ce qu’elle est en réalité. Dans les faits, c’est le point T qui délimite le champ.  





Les mâchoires  
Les mâchoires délimitent quant à elles le champ dans la direction tête-pied ou inplane. Elles sont 
beaucoup plus simples à modéliser que le MLC ou les backups puisque leur bord est plat. C’est l’angle 𝜃𝜃 




Figure 3-2 : (a) Formation du champ grâce à un système de collimation à bord arrondi (MLC, mâchoire 
de backup). Le champ défini par l’extrémité de la lame de backup a une taille W à l’isocentre alors 
qu’elle est en réalité de X.  (b) Formation du champ grâce à un système de collimation à bord plat 
(mâchoires). 
3.1.2 Paramétrage des simulations 
3.1.2.1 Paramètres de transport 
 
Le transport des électrons et des positons dans chaque matériau M est paramétré par quatre grandeurs 
C1(M), C2(M), WCC(M) et WCR(M) :  
- C1(M) traduit la déflection angulaire maximum autorisée pour des interactions dites soft. Au-delà 
de cette valeur, le transport de la particule est davantage détaillé. La valeur de C1(M) doit être 
comprise entre 0 et 0,2. La simulation est d’autant plus longue et détaillée que C1(M) est proche 
de 0, 
- C2(M) est lié à la perte d’énergie maximale autorisée entre deux collisions catastrophiques et est 
également compris entre 0 et 0,2. Là encore, la simulation est d’autant plus longue et détaillée 
que C2(M) est proche de 0, 
- WCC(M) est le seuil de perte en énergie, exprimé en électronvolt, pour les collisions 
catastrophiques soft,  
- WCR(M) est le seuil de perte en énergie, exprimé en électronvolt, pour l’émission de rayonnement 
de freinage. 
Les valeurs de C1(M) et C2(M) permettent de faire la distinction entre les interactions soft et hard. 
WCC(M) et WCR(M) règlent les pertes d’énergie pour les regroupements de collisions soft.  
L’utilisateur doit en outre renseigner le seuil en énergie EABS(KPAR, M) en dessous duquel une 
particule de type KPAR (photon, électron ou positon) est absorbée dans le matériau M. Un réglage 




correct de EABS(KPAR, M) permet de ne pas suivre une particule qui, compte tenu de son énergie, ne 
pourra pas sortir du module où elle est entrée. Plus EABS(KPAR, M) est faible, plus les temps de calcul 
sont longs, mais plus les distributions de dose seront précises. 
 
Il est également possible de régler la distance maximale DSMAX que peut parcourir une particule entre 
deux interactions dans un volume. Pour les éléments géométriques de petite taille, il est recommandé de 
le choisir à un dixième de la taille du volume traversé. Dans le cas contraire, le nombre d’interactions qui 
y sont réalisées risque d’être trop faible pour conduire à un résultat statistiquement fiable.  
 
Les paramètres C1 et C2 (respectivement WCC, WCR) sont fixés à 0,05 (respectivement 10 keV) pour tous les 
matériaux, à l’exception de ceux dont sont faits les systèmes de collimation. C1 et C2 (respectivement WCC 
et WCR) valent alors 0,2 (respectivement 100 keV). Le but est de ne pas suivre précisément les électrons 
qui ont peu de chance d’en sortir. Dans toute la géométrie, EABS est fixé à 500 keV pour les positons et 
les électrons, et à 10 keV pour les photons. Dans la cible, on impose un DSMAX de 0,001 cm. 
 
3.1.2.2 Réductions de variance 
 
Plusieurs réductions de variance ont été utilisées pour diminuer les temps de calcul. Le but de ces 
méthodes est de favoriser certains mécanismes de manière à obtenir certaines grandeurs plus précisément 
que d’autres. Les biais introduits sont contrebalancés par la modification des poids des particules 
impactées.  Nous avons utilisé le bremsstrahlung splitting associé à la roulette russe, le splitting 
circulaire des particules et enfin le splitting des PSF. Ces réductions de variances sont décrites ci-
dessous. 
 
• Le bremsstrahlung splitting associé à la roulette russe 
Le bremsstrahlung splitting permet d’augmenter artificiellement le nombre de photons produits par 
rayonnement de freinage des électrons primaires dans une région d’intérêt. Si la direction de ces 
électrons est comprise dans un cône de demi-ouverture 𝐷𝐷𝐿𝐿𝑃𝑃𝐻𝐻𝐷𝐷𝐴𝐴, d’axe parallèle à l’axe du linac et dont 
le sommet est la position de la particule, alors le photon émis, de poids w, est dupliqué à l’identique 
𝐴𝐴𝑁𝑁𝐵𝐵𝑀𝑀 fois. Le poids de chacun de ces photons, l’original compris, est alors égal à 𝑤𝑤 𝐴𝐴𝑁𝑁𝐵𝐵𝑀𝑀⁄ .  
 
• La roulette russe 
Les photons de poids 𝑤𝑤 inférieur à 𝑊𝑊𝑊𝑊𝐻𝐻𝐷𝐷𝐿𝐿 et émis à l’extérieur d’un cône de demi-ouverture 𝐷𝐷𝐿𝐿𝑃𝑃𝐻𝐻𝐷𝐷 
d’axe parallèle à l’axe du linac et dont le sommet est la position de la particule sont soumis à une 
roulette russe : les photons sont tués avec une probabilité 𝑃𝑃𝑃𝑃𝑃𝑃𝐿𝐿𝐿𝐿. Ceux qui survivent ou qui ont un poids 
supérieur à 𝑊𝑊𝑊𝑊𝐻𝐻𝐷𝐷𝑊𝑊  sont splittés 𝑁𝑁𝑊𝑊𝑃𝑃𝐿𝐿𝐷𝐷𝐿𝐿 fois et voient leur poids diminuer d’un facteur 𝑁𝑁𝑊𝑊𝑃𝑃𝐿𝐿𝐷𝐷𝐿𝐿. La 
valeur de ce paramètre est définie en fonction du poids de la particule selon la relation suivante : 
 




où 𝑃𝑃𝑁𝑁𝐷𝐷 est la fonction qui renvoie la partie entière. 




Dans nos simulations, les angles 𝐷𝐷𝐿𝐿𝑃𝑃𝐻𝐻𝐷𝐷𝐴𝐴 et 𝐷𝐷𝐿𝐿𝑃𝑃𝐻𝐻𝐷𝐷 sont égaux et valent 13,91 °. Les seuils de poids de 
particules 𝑊𝑊𝑊𝑊𝐻𝐻𝐷𝐷𝐿𝐿 et 𝑊𝑊𝑊𝑊𝐻𝐻𝐷𝐷𝑊𝑊 sont respectivement égaux à 2 et 0,05. La probabilité 𝑃𝑃𝑃𝑃𝑃𝑃𝐿𝐿𝐿𝐿 est fixée à 
0,75. 
 
• Splitting circulaire des particules 
Le splitting circulaire a été introduit pour tirer avantage de la symétrie axiale du faisceau qui existe 
jusqu’à l’entrée des systèmes de collimation. Il permet de dupliquer aléatoirement les particules autour de 
l’axe du linac (Figure 3-3). Son réglage s’effectue par le biais de quatre paramètres : 
- KPAR indique le type des particules concernées par la réduction de variance, 
- KBCS désigne le body dans lequel le splitting a lieu, 
- NSPLTCS - 1 représente le nombre de particules créées à partir de la particule originale, 
- WGHTCS est le poids minimal à partir duquel le splitting est appliqué.  
Le cercle dont le rayon est égal à la position radiale de la particule dans le plan orthogonal à l’axe du 
linac et dont le centre est l’intersection entre l’axe du linac et le plan qui lui est orthogonal est divisé en 
NSPLTCS quartiers. La particule est dupliquée dans chacun de ces quartiers aléatoirement. Le poids de 
la particule initiale est réparti équitablement sur l’ensemble des particules. Elles ont toute la même 
position radiale, la même énergie et les mêmes valeurs d’ILB. Dans les simulations, chaque particule de 
poids supérieur à 0,001, quelle que soit sa nature, est splittée dix fois à la sortie du cône égalisateur.  
 
 
Figure 3-3 : Redistribution des particules dans le plan orthogonal à l’axe z. Ici NSPLTCS = 5. 
 
• Splitting d’un PSF 
Le splitting d’un PSF consiste à utiliser plusieurs fois les particules décrites dans le fichier d’espace des 
phases. Si le PSF est splitté NSPLT fois, alors le poids des particules est divisé par NSPLT. 
L’utilisation trop intensive de cette réduction de variance peut introduire des biais dans les résultats 
[308].  
 
3.1.3 Simulations réalisées 
 
Pour chaque simulation réalisée, on a généré 1.109 électrons primaires. Dans cette étude, on définit la 
source primaire d’électrons par un spectre en énergie représenté par une distribution gaussienne centrée 




en  𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 et de LMH 𝜎𝜎𝐸𝐸 , par une tâche focale de forme circulaire, de rayon 𝐿𝐿, et d’intensité uniforme. On 
fait ici l’hypothèse que la valeur de 𝜎𝜎𝐸𝐸 a peu d’influence [223] : l’ajustement des paramètres de la source 
revient donc à optimiser les deux paramètres 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 et 𝐿𝐿. 
Un fichier PSF est enregistré en sortie du linac après les systèmes de collimation et est rejoué vingt fois 
en tant que source pour calculer les distributions de dose dans une cuve à eau de dimension 
60 x 60 x 40 cm3, positionnée à 1 m de la cible On définit dans la cuve à eau une grille cubique de dose 
pavée de voxels de 0,275 x 0,275 x 0,275 cm3. La largeur des côtés des voxels correspond au rayon des 
détecteurs utilisés pour réaliser les mesures. Pour que les simulations soient comparables aux mesures, 
on moyenne les distributions sur deux voxels consécutifs. Les profils sont normalisés sur les quatre voxels 
centraux. Les rendements sont normalisés à la profondeur du maximum. Une interpolation linéaire est 
appliquée sur les données simulées de manière à avoir des points de calcul espacés de 1,375 mm.  
 
 
3.2 Procédure de validation du modèle 
3.2.1 Estimation des paramètres de la source des électrons primaires : état de 
l’art 
 
La méthode la plus répandue pour déterminer les paramètres de la source primaire d’électrons est un 
processus d’essais-erreurs proposé par Lin et al. [310]. Celui-ci repose sur le fait que contrairement aux 
profils, le rendement en profondeur est sensible à l’énergie du faisceau mais pas à la géométrie de la 
tâche focale. On commence donc par ajuster l’énergie moyenne des électrons primaires. La valeur de 
l’énergie moyenne est validée grâce à la comparaison des rendements en profondeur calculés avec les 
rendements en profondeur mesurés dans une cuve à eau. On fait ensuite varier la largeur de la tâche 
focale en comparant les profils simulés et mesurés. Une fois la largeur fixée, on contrôle que le rendement 
en profondeur est toujours correct. On prend généralement pour point de départ les informations données 
par le constructeur. 
 
Sheikh-Bagheri et Rogers ainsi que Tzedakis et al. [222], [223] ajustent les paramètres de la source 
primaire sur le champ de référence 10 x 10 cm². Almberg et al. [311] proposent d’utiliser un petit champ 
(5 x 5 cm²). Cela permet de limiter l’influence des photons diffusés et des électrons de contamination 
lorsqu’on ajuste l’énergie mais suppose en revanche d’avoir à disposition un détecteur adapté aux petits 
champs. Au contraire, Keall et al. [312] utilisent un champ plus large, en l’occurrence 25 x 25 cm² et 
30 x 30 cm² respectivement. Avec un grand champ, le cône égalisateur est davantage irradié. Il est alors 
possible de détecter des erreurs de modélisation mais aussi d’ajuster plus finement la taille de la tâche 
focale. Aljarrah et al. [313] ont cherché à déterminer quelles étaient les données minimales à utiliser pour 
valider précisément les paramètres de la source primaire. Le but est de limiter le temps de calcul à 
consacrer à la génération des distributions de dose. Ils concluent qu’il faut au moins disposer de profils à 
plusieurs profondeurs et d’un rendement pour un champ large. Ils mettent également en avant la difficulté 
de cette optimisation. Des couples énergie-largeur de tâche peuvent donner d’excellents résultats pour 
certaines tailles de champs et être un peu moins bons pour d’autres. Plusieurs fonctions de coût sont 
évaluées pour trouver le meilleur paramétrage. Toutefois, il ne semble pas y avoir de solution unique, 




mais plutôt une famille de solutions, à cause de l’incertitude statistique mais surtout en raison du 
caractère mal posé du problème inverse qu’on cherche à résoudre ici. En effet, des couples énergie-
diamètre de tâche différents peuvent donner lieu à des rendements en profondeur et des profils mesurés 
très similaires relativement à l’incertitude associée aux observations. Pour tempérer ce caractère mal 
posé, il est possible d’essayer de régulariser le problème en injectant de la connaissance supplémentaire 
(a priori sur les paramètres, informations constructeurs, bibliothèques, etc.) [314].  
 
L’optimisation des paramètres du faisceau primaire par le processus d’essais-erreurs est une tâche très 
fastidieuse et plusieurs équipes ont cherché à mettre au point des méthodes pour l’automatiser. Elles 
reposent généralement sur l’exploitation d’une bibliothèque pré-déterminée de distributions de dose 
obtenues dans différentes conditions. Pena et al. [315] pré-calculent une bibliothèque de distributions de 
dose pour plusieurs couples énergie-tâche focale pour trois tailles de champ (2 x 2 cm², 10 x 10 cm² et 
20 x 20 cm²). Des fonctions de coût permettent de tester les valeurs de tâche et d’énergie pour chaque 
taille de champ. Des paramètres globaux sont ensuite obtenus par combinaisons linéaires des paramètres 
optimaux pour chaque champ. Les coefficients de pondération correspondent à l’importance attribuée à 
chaque champ et sont au choix de l’utilisateur. Celui-ci peut ainsi signifier les compromis qu’il est prêt à 
faire. La bibliothèque de données est cependant dépendante de la géométrie du linac et doit être 
recalculée si on change de modèle d’accélérateur. Chang et al. [316] proposent de réaliser l’ajustement 
des paramètres uniquement sur un champ 40 x 40 cm². Une série de dix rendements en profondeur est 
calculée. Une interpolation linéaire entre chaque rendement donne une estimation du rendement pour des 
énergies intermédiaires. L’énergie du faisceau est sélectionnée en comparant le rendement mesuré aux 
rendements simulés. Des profils de différentes tailles de tâche focale sont ensuite calculés à l’énergie 
choisie. La taille de la tâche est choisie parmi les tailles simulées  en comparant les profils mesurés et 
simulés. L’inconvénient de cette méthode est que la bibliothèque de données n’est pas utilisable 
directement pour tous les linacs d’un même modèle : les distributions de dose en fonction de la taille de 
tâche sont calculées uniquement pour l’énergie du linac étudié. Les travaux de Bush et al. [317] ont pour 
objectif d’estimer avec précision la distribution de l’intensité de la tâche focale. Les auteurs supposent 
que celle-ci a une forme circulaire et la découpent en plusieurs anneaux. La contribution de chaque 
anneau est calculée dans une cuve à eau pour un champ 40 x 40 cm² à plusieurs énergies. Les auteurs 
exploitent non pas les profils, mais la diagonale du champ. Les auteurs cherchent ensuite, pour une 
énergie donnée, la meilleure combinaison de contributions des anneaux. Ils reconstruisent ainsi la 
meilleure distribution d’intensité de tâche focale à la meilleure énergie en lui imposant, ou pas, une forme 
gaussienne. L’usage d’une base de données pré-calculée soulève toutefois plusieurs problèmes. 
Idéalement, les distributions de dose doivent avoir été générées avec des voxels dont le volume permet de 
reproduire celui de la chambre d’ionisation. La base de données n’est donc, en toute rigueur, utilisable 
que si les profils et les rendements mesurés des linacs (et donc de référence) ont été acquis avec le même 
type de chambre. La base de données est par ailleurs propre au code qui a été utilisé pour la générer. Le 
second point délicat est le choix des paramètres à faire varier et des valeurs que ceux-ci vont prendre. Si 
on souhaite réaliser une base de données mettant en jeu n1 énergies moyennes du spectre, n2 tailles de la 
tâche focale, n3 divergences du faisceau, et n4  LMH de spectre, alors il faudrait réaliser n1n2n3n4 
simulations pour chaque champ représenté. Si on écarte la variation en divergence et en LMH en énergie, 
ce nombre est réduit à n1n2. Il faut par ailleurs que les valeurs extrêmes des paramètres encadrent les 
caractéristiques de la source du linac étudié. Dans le cas contraire, les modèles n’arriveront pas à ajuster 




correctement les variables. Enfin, plus la bibliothèque de données est fournie, plus l’ajustement sera 
précis. Il faut donc trouver un compromis entre le temps de calcul nécessaire à la génération des données 




La validation du modèle MC d’un linac consiste le plus souvent à estimer la forme de la tâche focale de 
la source d’électrons primaires ainsi que sa distribution en énergie. Ces paramètres sont difficilement 
accessibles expérimentalement et la démarche la plus souvent adoptée pour les déterminer est un 
processus d’essais-erreurs. C’est cette démarche que nous avons suivi dans la suite de ce travail. Lorsque 
l’on suit cette démarche, il est difficile de savoir si la meilleure combinaison de paramètres a été trouvée.  
 
Certains auteurs s’appuient sur des bibliothèques de distributions de dose pour optimiser de manière 
automatique les caractéristiques de la source primaire. Avant de s’engager dans le calcul d’une telle base 
de données, il faut être certain que la modélisation du linac est correcte en termes de géométrie, de 
matériaux et de densité. Un bon compromis serait d’ajuster grâce la méthode conventionnelle les 
paramètres du faisceau pour un premier linac et valider ainsi sa géométrie. La création d’une base de 
données permet éventuellement de trouver un meilleur paramétrage par la suite et, selon la méthode 
choisie, d’ajuster les faisceaux d’autres linacs du même modèle.  
 
3.2.2 Ajustement des paramètres de la source primaire d’électrons 
 
3.2.2.1 Mesures expérimentales 
 
L’ajustement des paramètres a été réalisé sur un ensemble de données expérimentales acquises sur le 
linac SYNERGY/MLCi2 de l’Hôpital Nord de Marseille. Ces mesures expérimentales correspondent à une 
série de champs carrés (2 x 2 cm², 5 x 5 cm²,  10 x 10 cm², 20 x 20 cm² et 30 x 30 cm²) irradiant une cuve 
à eau Therapy Beam Analyzers MP3 placée à DSP 100 cm. Pour chaque champ ont été acquis un 
rendement en profondeur à l’axe et des profils latéraux de dose à plusieurs profondeurs (1,5 cm, 5 cm, 
10 cm et 20 cm). Les profils et les rendements ont été mesurés avec un pas de 2,2 mm lors de la recette 
du linac. Une interpolation linéaire est appliquée à ces données de manière à avoir des points de mesure 
espacés de 1,1 mm. Les distributions de dose relatives au champ 2 x 2 cm² ont été mesurées avec une 
chambre PTW 31010 Semiflex, tandis qu’une chambre PTW 31013 Semiflex a servi pour les champs de 
taille supérieure ou égale à 5 x 5 cm². Le rayon de chacune de ces chambres est de 2,75 mm. On fait 
l’hypothèse dans cette étude que la réponse de la chambre d’ionisation est exactement la même pour tous 
les points des distributions de dose mesurées. Ceci n’est pas vrai en toute rigueur puisque le 
comportement de ces détecteurs dépend de l’énergie du faisceau d’irradiation et que celle-ci varie en 
profondeur et lorsqu’on s’éloigne de l’axe du linac (en particulier lorsqu’on se place sous les systèmes de 
collimation). Nous précisons que les champs mesurés ont été au préalable recentrés. Il est cependant 
difficile de trouver un décalage qui convient strictement pour une taille de champ et une direction 
données aux profils à toutes les profondeurs. Cela est dû au fait que la cuve n’est jamais parfaitement 




horizontale et qu’il existe des incertitudes sur le positionnement des systèmes de collimation secondaire. 
Cette correction, qui n’excède jamais un millimètre, est ici légitime. Le modèle n’a en effet pas vocation à 
prendre en compte les incertitudes de centrage ou positionnement des systèmes de collimation. Celles-ci 
pourraient surtout biaiser les résultats issus de l’optimisation des paramètres du faisceau.  
 
3.2.2.2 Procédure d’ajustement du modèle : description 
 
L’ajustement des paramètres a été réalisé sur un champ 30 x 30 cm² en utilisant le processus d’essais-
erreurs présenté au paragraphe 3.2.1. Les paramètres fournis par le constructeur ont servi de point de 
départ à ce processus. Le test utilisé pour évaluer l’accord entre le modèle et les mesures est un 𝛾𝛾-index 
car c’est celui qui est le plus largement utilisé dans la littérature pour la validation des modélisations 
MC des linacs. Ses caractéristiques sont adaptées selon que l’on analyse des profils et des rendements.  
 
Le paramètre 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 est déterminé en premier. On considère que la valeur de l’énergie moyenne est 
optimisée lorsque la comparaison des rendements simulé et mesuré grâce à un 𝛾𝛾-index global 1 % / 2 mm 
permet d’atteindre un taux de réussite proche de 99%. L’ESTRO recommande pour les champs simples 
d’utiliser pour la dose à l’axe un critère local 2 % / 2 mm [44], mais on verra que cela induit une trop 
grande tolérance dans le cas étudié ici. Le critère de tolérance en position fixé à 2 mm est cohérent avec 
l’espacement des points de mesure et de calculs, respectivement de 1,1 mm et 1,375 mm après 
interpolation linéaire.  
 
Une fois 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 fixé, nous procédons à l’ajustement du rayon de la tâche focale, en se basant sur l’examen 
des profils latéraux à plusieurs profondeurs. Pour qu’une valeur de rayon soit retenue, la comparaison des 
profils mesurés et calculés à toutes les profondeurs doit remplir deux conditions (1) 90 % des points 
doivent passer un 𝛾𝛾-index global de critère 1,25 % / 2 mm et (2) 95 % des points doivent passer un 𝛾𝛾-
index global de critère 2 % / 2 mm. L’ESTRO recommande, pour les champs simples, d’utiliser comme 
critère de tolérance 2 % de la dose locale sur le plateau, 2 mm dans les pénombres et 3 % de la dose à 
l’axe hors champ [44]. Un 𝛾𝛾-index global de 2 % / 2 mm résume tous ces critères puisque que la dose au 
centre des profils est la plus faible du plateau et que c’est celle-ci qui est retenue pour la normalisation. 
Nous choisissons de compléter cette comparaison par un 𝛾𝛾-index global de critère 1,25 % / 2 mm pour 
mieux départager les simulations. L’incertitude maximale sur les profils étant de 1,25 % de la dose au 
centre, utiliser un critère plus sévère pour départager les simulations n’aurait pas de sens. Lorsqu’une 
largeur de tâche est retenue, on vérifie que le rendement en profondeur remplit toujours les conditions du 
point précédent.  
 
Dans un dernier temps, on vérifie que les paramètres 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 et 𝐿𝐿 optimisés pour un champ 30 x 30 cm² 
permettent également de reproduire les mesures pour des tailles de champ plus petites, allant de 
2 x 2 cm² à 20 x 20 cm². L’adéquation entre les mesures et les calculs pour chacun des champs est 
évaluée grâce aux tests de 𝛾𝛾-index précédemment décrits. 
 
 





3.3.1 Utilisation des données du constructeur 
 
Le calcul de la distribution de dose dans la cuve à eau à partir des paramètres 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚   et 𝐿𝐿 préconisés par 
le constructeur permet d’obtenir le rendement présenté en Figure 3-4a. On voit que le rendement obtenu 
présente un maximum trop éloigné de la surface. Les résultats respectifs du 𝛾𝛾-index global 1 % / 2 mm et 
du 𝛾𝛾-index local 2 % / 2 mm sont représentés sur la Figure 3-4b et la Figure 3-4c. Sur cette figure et 
toutes les autres, les profils à 1,5, 5, 10 et 20 cm de profondeur ont été arbitrairement multiplié par 1,2, 1, 
0,8 et 0,6 respectivement pour des raisons de visibilité.  
Le  𝛾𝛾-index global 1 % / 2 mm est plus sévère que le 𝛾𝛾-index local 2 % / 2 mm, puisqu’environ 90 % des 
points passent le premier test mais tous sauf un réussissent le second. Cela est dû au fait que les plus 
grandes différences entre les calculs et les mesures sont observées en surface et que dans cette zone, un 
critère de tolérance de 1 % global est plus sévère que 2 % local. En profondeur, le 𝛾𝛾-index local 
2 % / 2 mm devient le plus strict, mais il ne détecte toutefois pas d’écart notable. La Figure 3-5a  montre 
qu’il existe aussi des différences entre les profils mesurés et calculés dans la direction crossplane, et ce 
en particulier en surface. Le taux de réussite, 𝛤𝛤%, du 𝛾𝛾-index global 2 % / 2 mm est cependant correct, 
puisqu’à part à 5 cm de profondeur, plus de 95 % des points réussissent le test (Figure 3-5b). Cet 
exemple illustre clairement le fait qu’avec un mauvais paramétrage en énergie, on peut trouver une taille 
de tâche focale qui donne l’impression de reproduire les mesures. Le test global 1,25 % / 2 mm échoue 
quant à lui systématiquement (Figure 3-5b). Les valeurs moyennes de 𝛾𝛾, 𝛤𝛤𝑚𝑚𝑚𝑚𝑚𝑚 , sont pour les deux tests, 
plus importantes à 5 cm qu’aux autres profondeurs, ce qui est cohérent avec le fait que son taux de 













Figure 3-4 : Pour les paramètres préconisés par le constructeur : (a) Rendement en profondeur (b) 𝛾𝛾-
index global (1 % - 2 mm) des données interpolées (c) 𝛾𝛾-index local (2 % - 2 mm) des données interpolées 







Figure 3-5 : Pour les paramètres préconisés par le constructeur : (a) Profils à plusieurs profondeurs dans 
la direction crossplane et (b) 𝛾𝛾-index globaux (2 % - 2 mm) en crossplane des données interpolées. 









Figure 3-6 : Pour les paramètres préconisés par le constructeur : Caractéristiques des deux tests 𝛾𝛾-index 
globaux de critère 1,25 % / 2 mm et 2 % / 2 mm dans la direction crossplane à plusieurs profondeurs (a) 
Taux de réussite (b) Valeurs moyennes. 
 
3.3.2 Ajustement de l’énergie  
 
Le spectre en énergie préconisé par le constructeur conduit à un rendement dont la profondeur du 
maximum est trop éloignée de la surface. L’énergie moyenne du faisceau a donc été graduellement 
diminuée, et ce jusqu’à 5,95 MeV. La Figure 3-7 (a, b et c) montre qu’il y a un bon accord entre le 
rendement mesuré et le rendement calculé. La quasi-totalité des points passe à la fois le 𝛾𝛾-index global 
1 % / 2 mm et le 𝛾𝛾-index local 2 % / 2 mm. La Figure 3-8 et la Figure 3-9 font cependant apparaitre le 
fait que les profils ne sont en revanche toujours pas satisfaisants, et que les différences sont davantage 
marquées en crossline. Les écarts les plus visibles sont en surface et au niveau des épaulements. Le 𝛾𝛾-
index global 2 % / 2 mm obtient de bons résultats puisque tous les profils ont un taux de réussite 
supérieur à 95 %, mais l’examen de la distribution des valeurs de 𝛾𝛾 sur les Figure 3-8c et d montre une 
augmentation nette des 𝛾𝛾 lorsqu’on s’éloigne de l’axe du faisceau pour les profils les moins profonds. Le 
𝛾𝛾-index global 1,25 % / 2 mm n’est pas non plus satisfaisant, puisque seule la moitié des profils, toutes 











Figure 3-7 : 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚  = 5,95  MeV et tâche focale du constructeur - (a) Rendement en profondeur (b) 𝛾𝛾-
index global (1 % - 2 mm) des données interpolées (c) 𝛾𝛾-index local (2 % - 2 mm) des données interpolées 

















Figure 3-8 : 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 = 5 ,95 MeV et tâche focale du constructeur : (a) Profils à plusieurs 
profondeurs dans la direction inplane et (b) 𝛾𝛾-index globaux (2 % - 2 mm) inplane (c) Profils à 
plusieurs profondeurs dans la direction crossplane et (d) 𝛾𝛾-index globaux (2 % - 2 mm) 

















Figure 3-9 : 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 = 5,95 MeV et tâche focale du constructeur - Caractéristiques des deux tests 𝛾𝛾-index 
globaux de critère 1,25 % / 2 mm et 2 % / 2 mm à plusieurs profondeurs (a) Taux de réussite dans la 
direction inplane (b) Valeurs moyennes dans la direction inplane (a) Taux de réussite dans la direction 
crossplane (b) Valeurs moyennes dans la direction crossplane. 
 
3.3.3 Ajustement de la taille de la tâche focale  
 
L’étape précédente a montré que des épaulements des profils sont trop marqués pour un rayon de la 
tâche focale de 1,5 mm. Pour les atténuer, il faut élargir la tâche focale. La Figure 3-10 et la Figure 3-11 
révèlent un bon accord entre les profils mesurés et simulés lorsque 𝐿𝐿 atteint 2,4 mm. Même si les 
distributions 𝛾𝛾 pointent toujours des écarts au niveau des pénombres, l’ensemble des profils passent les 
𝛾𝛾-index globaux de critère 1,25 % / 2 mm et 2 % / 2 mm avec des taux de réussite respectifs supérieurs à 
90 % et  95 %. On remarque également que les valeurs moyennes 𝛤𝛤𝑚𝑚𝑚𝑚𝑚𝑚 sont globalement plus petites qu’à 
l’étape précédente. Le rendement en profondeur n’a pas été affecté par la variation de la tâche focale, 
comme on peut le constater sur la Figure 3-12. Celui-ci passe en effet avec un taux de réussite proche de 




































Figure 3-10 : 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 = 5 ,95 MeV et 𝐿𝐿 = 2,4 mm : (a) Profils à plusieurs profondeurs dans la direction 
inplane et (b) 𝛾𝛾-index globaux (2 % - 2 mm) inplane (c) Profils à plusieurs profondeurs dans la direction 
inplane et (d) 𝛾𝛾-index globaux (2 % - 2 mm) inplane - Les incertitudes sur les profils sont inférieures à 














Figure 3-11 : Résultats du  𝛾𝛾-index global pour le couple de paramètre 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 = 5 ,95  MeV et 
𝐿𝐿 = 2,4 mm (critère 2 % - 2 mm pour les profils) – (a) Taux de réussite en inplane (b) Gamma moyen en 









Figure 3-12 : 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚  = 5,95  MeV et R = 2,4 mm - (a) Rendement en profondeur (b) 𝛾𝛾-index global 
(1 % / 2 mm) des données interpolées (c) 𝛾𝛾-index local (2 % - 2 mm) des données interpolées –  Les 









3.3.4 Contrôle des paramètres du faisceau  
 
La dernière étape de notre validation consiste à contrôler les paramètres optimisés du faisceau pour des 
tailles de champs inférieures à 30 cm de côté. On présente ici les résultats obtenus pour les champs 
2 x 2 cm² et 10 x 10 cm², ceux relatifs aux champs 5 x 5 cm² et 20 x 20 cm² sont disponibles en annexe.  
 
Les profils à plusieurs profondeurs dans les deux directions pour le champ 2 x 2 cm² sont illustrés par la 
Figure 3-13 et la Figure 3-14 (respectivement Figure 3-18 et Figure 3-19 pour le champ 10 x 10 cm²), et 
les distributions de γ associées au test global 2 % / 2 mm par la Figure 3-15 (respectivement Figure 
3-20). Les taux de réussite des tests globaux  1,25 % / 2 mm et 2 % / 2 mm et les valeurs moyennes de γ 
sont illustrés par la Figure 3-16 (respectivement Figure 3-21) et enfin le rendement à l’axe ainsi que les 
distributions γ obtenues grâce aux tests globaux 1 % / 2 mm et local 2 % / 2 mm par la Figure 3-17 









Figure 3-13 : Champ 2 x 2 cm² - 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 = 5 ,95 MeV et 𝐿𝐿 = 2,4 mm : Profils inplane interpolés à (a) 
1,5 cm (b) 5cm (c) 10 cm (d) 20 cm de profondeur - Les incertitudes sur les profils sont inférieures à 
1,25 % de la dose à l’axe en tout point. 
 








Figure 3-14 : Champ 2 x 2 cm² - 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 = 5 ,95 MeV et 𝐿𝐿 = 2,4 mm : profils crossplane interpolés à (a) 
1,5 cm, (b) 5 cm, (c) 10 cm, et (d) 20 cm de profondeur - Les incertitudes sur les profils sont inférieures à 










Figure 3-15 : Champ 2 x 2 cm² - 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 = 5 ,95 MeV et 𝐿𝐿 = 2,4 mm : (a) 𝛾𝛾-index globaux (2 % - 2 mm) à 
plusieurs profondeurs dans la direction inplane (b) 𝛾𝛾-index globaux (2 % - 2 mm) à plusieurs profondeurs 












Figure 3-16 : Champ 2 x 2 cm² - Résultats du  𝛾𝛾-index global pour le couple de paramètres 
𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 = 5 ,95  MeV et 𝐿𝐿 = 2,4 mm (critère 2 % - 2 mm pour les profils) – (a) Taux de réussite en inplane 
(b) Gamma moyen en inplane (c) Taux de réussite en crossplane (d) Gamma moyen en crossplane. 
 








Figure 3-17 : Champ 2 x 2 cm² - 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚  = 5,95  MeV et R = 2,4 mm - (a) Rendement en profondeur (b) 
𝛾𝛾-index global (1 % - 2 mm) des données interpolées (c) 𝛾𝛾-index local (2 % - 2 mm) des données 
interpolées –  Les incertitudes sur le rendement en profondeur sont inférieures à 1 % de la dose au 






Figure 3-18 : Champ 10 x 10 cm² - 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 = 5 ,95 MeV et 𝐿𝐿 = 2,4 mm : profils inplane interpolés à (a) 
1,5 cm, (b) 5 cm, (c) 10 cm, et (d) 20 cm de profondeur - Les incertitudes sur les profils sont inférieures à 
1,25 % de la dose à l’axe en tout point. 









Figure 3-19 : Champ 10 x 10 cm² - 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 = 5 ,95 MeV et 𝐿𝐿 = 2,4 mm : profils crossplane interpolés à (a) 
1,5 cm, (b) 5 cm, (c) 10 cm, et (d) 20 cm de profondeur - Les incertitudes sur les profils sont inférieures à 










Figure 3-20 : Champ 10 x 10 cm² - 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 = 5 ,95 MeV et 𝐿𝐿 = 2,4 mm : (a) 𝛾𝛾-index globaux (2 % - 2 mm) 
à plusieurs profondeurs dans la direction inplane (b) 𝛾𝛾-index globaux (2 % - 2 mm) à plusieurs 











Figure 3-21 : Champ 10 x 10 cm² - Résultats du  𝛾𝛾-index global pour le couple de paramètres 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 = 
5 ,95  MeV et 𝐿𝐿 = 2,4 mm (critère 2 % - 2 mm pour les profils) – (a) Taux de réussite en inplane (b) 
Gamma moyen en inplane (c) Taux de réussite en crossplane (d) Gamma moyen en crossplane. 
 
 








Figure 3-22 : Champ 10 x 10 cm² - 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚  = 5,95  MeV et R = 2,4 mm - (a) Rendement en profondeur (b) 
𝛾𝛾-index global (1 % - 2 mm) des données interpolées (c) 𝛾𝛾-index local (2 % - 2 mm) des données 
interpolées –  Les incertitudes sur le rendement en profondeur sont inférieures à 1 % de la dose au 
maximum en tout point. 
 
Aucune aberration n‘est observée visuellement. Toutefois, si les profils des champs 2 x 2 cm² passent tous 
le test du γ-index 1,2 % / 2 mm  avec un taux de réussite supérieur à 90 %, trois d’entre eux échouent au 
test 2 % / 2 mm (profil inplane à 10 cm et crossplane à 1,5 et 10 cm). Les taux de réussite sont alors tout 
de même supérieurs à 92 %. Il est difficile d’affirmer si ces écarts au seuil que l’on s’est fixé sont 
significatifs ou pas, puisqu’ils ne reflètent que le comportement de quelques points. On obtient en 
revanche pour le champ 10 x 10 cm² un accord très bon puisqu’il passe les deux tests avec un taux de 
réussite de 95 % en crossplane et inplane. L’analyse des distributions de γ montre que, comme pour le 
champ 30 x 30 cm², des écarts persistent dans la zone de pénombre pour les deux champs à toutes les 
profondeurs et dans les deux directions. Les valeurs maximales de γ sont plus importantes pour le champ 
2 x 2 cm² que pour le 10 x 10 cm². Dans le premier cas, quelques points atteignent des γ compris entre 4 
et 5, alors qu’ils sont toujours inférieurs à 3 dans le second.  
 
3.4 Discussion et conclusion 
3.4.1 Pertinence du 𝜸𝜸-index et limitations liées à son utilisation 
 
La validation du modèle MC du linac, c’est-à-dire l’optimisation des paramètres du faisceau a été réalisée 
en suivant un processus essais-erreurs qui consiste à comparer des distributions de dose simulées à des 




distributions de dose mesurées, jusqu’à ce que les deux distributions soient les plus proches possibles. La 
similarité entre ces deux distributions est évaluée à l’aide du critère de comparaison classiquement 
employé en radiothérapie, le γ-index. Le jeu de paramètres identifié a été validé pour différentes tailles 
de champs allant de 2 x 2 cm² à 30 x 30 cm². Les tests de γ-index tels qu’appliqués ici détectent 
cependant toujours quelques écarts, le plus souvent au niveau des pénombres. Nous souhaitons ici attirer 
l’attention sur le fait que le taux de réussite d’un γ-index et sa valeur moyenne doivent être interprétés 
avec précaution, car ils dépendent de nombreux paramètres. Nous verrons plus tard qu’il en est de même 
pour la comparaison d’images portales, mais nous nous focalisons ici sur le cas particulier des 
comparaisons de distributions de dose 3D, sous la forme de profils ou de rendements en profondeur 2D.  
 
Pour qu’une étude de paramètres ait un sens, ici les caractéristiques de la tâche focale, il est important 
de se fixer les conditions du test et de les conserver tout au long de l’étude. On a par exemple vu qu’un 
test local de 2 % / 2 mm sur les rendements en profondeur des champs 30 x 30 cm² ne départage pas les 
différents paramètres de faisceau, puisque la quasi-totalité des points le passe systématiquement. Un test 
global de 1 % / 2 mm est alors adapté. Celui-ci est plus difficile à passer en surface et c’est justement en 
surface que le rendement varie le plus avec l’énergie. En revanche, l’analyse du rendement en profondeur 
du champ 2 x 2 cm² montre que les écarts que détecte le test local de 2 % / 2 mm passent inaperçus avec 
le test global de 1 % / 2 mm car les distributions diffèrent en profondeur. On ne peut donc pas dire qu’un 
des tests est plus contraignant que l’autre.  
 
Ensuite, la valeur du critère de dose ne représente pas une sévérité dans l’absolu. Son choix doit tenir 
compte des incertitudes entachant les distributions, statistiques ou non. Par exemple, un critère de dose 
de 2 % sera adapté pour des points présentant une  incertitude de l’ordre de 1 %, alors qu’on rejettera  à 
tort des points si ceux-ci ont une incertitude de 3 %. Un raisonnement similaire s’applique au choix du 
critère de position et du pas d’échantillonnage des données. 
 
La normalisation appliquée aux données, l’interpolation, le choix de la ROI et la qualité des données 
mesurées peuvent par ailleurs causer d’importantes variations dans la valeur du γ-index. On a choisi ici 
de normaliser les profils mesurés et calculés à l’axe, à chaque profondeur. Ce n’est pas gênant car les 
résultats des rendements en profondeur sont bons. Dans le cas contraire, on surestimerait les taux de 
réussite du γ-index, 
 
Il est nécessaire de fixer le pas des données simulées en fonction de la taille de la chambre d’ionisation 
mais aussi en fonction du pas des acquisitions expérimentales. Les mesures de profils de dose réalisés 
avec une chambre d’ionisation de rayon 2,75 mm, avec un pas de 2,2 mm, nous ont poussés à définir dans 
les simulations des voxels de côté égal au rayon de la chambre et à faire la moyenne des résultats sur 
deux voxels consécutifs. Au final, les profils mesurés et simulés n’étant pas représentés sur les mêmes 
grilles, et afin de pouvoir appliquer un critère en position de 2 mm, il était nécessaire d’interpoler les 
données. Nous avons choisi de réaliser une interpolation linéaire, mais une fonction capable de mieux 
épouser les fortes courbures des profils aurait donné de meilleurs résultats.   
 
 




Il est difficile de comparer les résultats d’un test de γ-index obtenus avec un petit et un grand champ. 
Tout d’abord, le choix de la ROI conditionne très fortement le taux de réussite du test. En effet, plus la 
zone hors-champ prise en compte est grande, meilleur sera le taux de réussite. Ainsi, si on applique les 
mêmes critères de γ-index sur un champ 2 x 2 cm² et sur un champ 30 x 30 cm², le γ-index sera 
artificiellement meilleur pour le petit champ. Cette remarque doit être tempérée par le fait que les bons 
résultats généralement obtenus pour les grands champs sont essentiellement dus aux points qui 
composent le plateau et pas aux pénombres. Pour que la comparaison des résultats ait un sens, il faudrait 
que le plateau des deux champs, leur pénombre et la zone hors champ soient échantillonnés dans les 
mêmes proportions, voire en même quantité. Ceci n’est évidemment pas le cas ici. 
 
Les distributions mesurées sont considérées ici comme la référence, mais sont entachées d’incertitudes au 
même titre que les simulations. En particulier, le dosimètre employé doit être adapté aux conditions de 
mesure. Pour les petits champs par exemple, il est important d’utiliser un dosimètre ayant une bonne 
résolution spatiale, comme la diode. Malgré ce soin, on sait que les diodes présentent une dépendance en 
énergie pouvant causer des écarts avec les simulations, en raison de la variation rapide de l’énergie 
moyenne du faisceau au niveau des pénombres. Ensuite, les incertitudes mécaniques sur le 
positionnement des systèmes de collimation ont pour conséquence directe une incertitude sur la taille du 
champ et  sur la position des pénombres, qui ne correspondent pas toujours rigoureusement aux valeurs 
nominales annoncées. Les distributions simulées ne reproduisent pas ces erreurs expérimentales et il 
serait très couteux en temps de calcul d’essayer de les intégrer.   
 
L’ensemble des biais présents dans les distributions vont avoir une influence sur l’issue du test. Toutefois, 
la manière de calculer le γ-index va leur donner plus ou moins d’importance. Il est d’usage de choisir 
comme référence dans le calcul du γ-index la mesure plutôt que la simulation lorsqu’on modélise un 
accélérateur. Plusieurs remarques doivent être alors faites : 
 
- Idéalement, le critère de dose devrait être exprimé en fonction d’une valeur qui n’est entachée 
d’aucune incertitude. Si on choisit un critère local, l’incertitude sur le point de référence est 
répercutée dans la valeur de la tolérance en dose et donc varie sur le profil. Si on choisit un 
critère global, c’est l’incertitude sur la dose au point de normalisation qui est systématiquement 
intégrée au critère de dose. L’incertitude des simulations Monte Carlo dépend essentiellement du 
nombre d’histoires simulées. Il peut être risqué de les prendre comme référence, puisque cela 
revient à dire qu’on se base sur une variable aléatoire. L’incertitude sur les mesures dépend 
quant à elle des paramètres mentionnés au paragraphe précédent. Graves et al. [201] ont montré 
que si la simulation Monte Carlo est choisie comme la référence, le gamma moyen 𝛤𝛤𝑚𝑚𝑚𝑚𝑚𝑚 est sur-
estimé et que le taux de réussite 𝛤𝛤% diminue lorsque le bruit augmente. Ces tendances sont 
inversées lorsque la mesure est prise comme référence. Dans nos simulations, l’incertitude des 
points à l’axe est inférieure à 1 % de la dose au maximum de profondeur, on considère que cette 
incertitude est maîtrisée, 
  
- Si la distribution calculée, à évaluer, a un faible pas d’échantillonnage et qu’en plus les grilles 
des deux distributions ne se superposent pas, on a peu de chance d’y trouver un point. Dans 
notre cas, le pas des mesures est plus faible que le pas des simulations. On rappelle que ce 




dernier a été choisi de manière à ce que le volume de la chambre puisse être facilement reproduit 
dans les simulations. Diminuer d’un facteur deux les côtés des voxels revient à diminuer leur 
volume d’un facteur huit. Pour y obtenir la même incertitude statistique, il faudrait simuler 
soixante-quatre fois plus de particules ce qui n’est pas envisageable à cause des temps de calcul 
et du volume de stockage nécessaire aux PSF.  
 
Dans notre cas, les taux de réussite des γ-index sont meilleurs lorsque la simulation est prise comme 
référence. Cela laisse entendre que, toutes choses égales par ailleurs, la contribution (défavorable) de la 
taille du pas d’échantillonnage expérimental au calcul du γ-index est prédominante par rapport à celle 
(favorable) introduite par le bruit de simulation. Partant de ce constat, la question est de savoir si 
l’utilisateur préfère (1) faire baisser de taux de réussite du test non pas à cause de l’accord réel entre les 
faisceaux mesurés et modélisés, mais à cause de l’échantillonnage des distributions (2) rajouter encore 
plus de points artificiellement grâce à une fonction d’interpolation choisie arbitrairement et rajouter dans 
l’étude un biais supplémentaire (3) échanger les distributions mesurées et calculées lors du calcul du γ et 
considérer, au niveau du calcul, la distribution simulée comme étant la référence. Nous avons opté pour 
cette dernière solution. Dans cette approche, nous insistons sur le fait que la mesure reste évidemment la 
référence dans le sens général du terme puisque ce sont les caractéristiques du modèle qui vont être 
adaptées aux mesures. Echanger la distribution mesurée avec la distribution simulée au moment du calcul 
du γ-index revient juste à changer le point de vue que l’on porte sur l’écart entre les distributions. Cet 
écart est dans l’absolu le même quel que soit le sens dans lequel le γ-index est calculé et ne dépend, ici, 
que de l’écart qui existe entre les paramètres réels de la source primaire et ceux qu’on évalue.  
 
Enfin, le γ-index n’est pas un test statistique au sens propre du terme. Il n’existe  pas de notion de 
signifiance associée à son utilisation, par exemple en termes de quantité minimale de données, comme 
c’est le cas pour un test de 𝜒𝜒2. Son résultat n’est ainsi pas associé à un taux d’erreur (rejet à tort de 
l’hypothèse nulle ou accepter à tort l’hypothèse nulle, l’hypothèse nulle étant l’adéquation entre les 
distributions de dose). Les seuils choisis, ici 90 % et 95 % selon les critères en dose, ne sont que des 
indicateurs qui ont été choisis de manière arbitraire. Dans notre cas, il est légitime de se demander si un 
taux de réussite inférieur par exemple à 0,5 % du seuil peut raisonnablement mener à la conclusion que le 
paramétrage du faisceau est mauvais. Un taux de réussite ne peut pas être assimilé à une valeur-p qui 
est acceptée ou rejetée en fonction du seuil choisi, et dont la valeur, une fois que l’hypothèse nulle a été 
retenue ou pas, n’a plus d’importance.  
 
En conclusion, dire que des distributions de dose passent un γ-index avec un taux de réussite élevé n’est 
pas systématiquement un gage de qualité objectif. Ce taux de réussite est rattaché à un critère dont la 
sévérité dépend de l’ensemble des conditions de l’analyse, souvent choisies par l’utilisateur. Il est en effet 
possible qu’un critère global 1 % / 1 mm soit, dans une situation donnée, moins strict qu’un critère global 
2 % / 2 mm appliqué à une étude similaire, mais dans des conditions différentes. Ceci est particulièrement 
vrai lorsqu’on s’intéresse à des petits champs. Il est impératif de garder en tête que le γ-index est un 
critère empirique qu’il faut manier avec une extrême prudence avant de tirer une quelconque conclusion. 
Nous considérons ici, que les résultats que nous avons obtenus sont suffisants pour valider notre modèle.  
 






Seules les principales étapes de la procédure d’ajustement ont été présentées dans ce chapitre. Un 
nombre substantiel de simulations a dû être réalisé, en faisant varier la valeur de l’énergie moyenne et du 
rayon de la tâche focale de manière graduelle jusqu’à l’obtention d’un couple de paramètres conduisant à 
des distributions de dose calculées proches des distributions de dose mesurées. Cette procédure, longue 
et fastidieuse, doit être réitérée pour chaque accélérateur, car il existe une variabilité non négligeable 




Une méthode d’optimisation automatique des paramètres du faisceau est en cours de développement au 
sein du laboratoire [314] : elle a justement pour but d’affranchir les utilisateurs de la tâche fastidieuse et 
chronophage qu’est l’optimisation de l’énergie et de la géométrie de la source primaire. Cette méthode 
s’appuie sur la construction d’une base de données contenant les distributions de dose 3D simulées dans 
une cuve à eau pour différents paramétrages du faisceau d’électrons primaires. Dans tous les cas, la 
source primaire est modélisée par une géométrie circulaire de rayon 𝐿𝐿 et une intensité uniforme, mais son 
spectre est une raie d’énergie 𝑑𝑑0. Quarante-cinq couples d’énergie et de rayons sont utilisés pour simuler 
un champ 30 x 30 cm². Un modèle continu en énergie et rayon de distributions de dose, ou méta-modèle, 
est ensuite créé à partir de la base de données constituée. Ce méta-modèle est généré grâce à une 
technique de régression non paramétrique inspirée de l’étude de Lazaro et al. [1] qui débruite également 
les distributions de dose. Dans un deuxième temps, on estime une distribution d’énergie (spectre) et de 
rayons grâce un modèle bayésien non-paramétrique dont l’a priori est un mélange de processus de 
Dirichlet. Des mesures de dose dans l’eau équivalentes aux simulations (profils à plusieurs profondeurs et 
rendement à l’axe) servent à l’ajustement du modèle. La source résultante est la somme de plusieurs 
composantes en énergie 𝑑𝑑𝑖𝑖 et en rayon 𝐿𝐿𝑖𝑖 . Cette méthode présente plusieurs avantages : 
- elle estime conjointement les distributions d’énergie et de rayon contrairement à la plupart des 
méthodes qui optimisent l’un puis l’autre, et ne se contente pas d’une seule valeur d’énergie moyenne et 
de rayon moyen, 
- la création du méta-modèle permet de créer un modèle continu en énergie et rayon et donc de 
s’affranchir partiellement de la grille de points initiaux, 
- la méthode est associée à un algorithme de débruitage, ce qui permet de simuler les distributions de 
dose avec une plus grande tolérance sur les incertitudes statistiques et donc réduire drastiquement le 
temps de calcul nécessaire à la génération de la banque de données, 
- la méthode permet de déterminer l’intervalle de confiance associé aux valeurs des paramètres optimisés.  
La méthode a été testée avec succès sur un linac ARTISTE (Siemens), et est actuellement en cours de 








3.5 Conclusion  
 
Les codes Monte Carlo sont des outils précieux pour modéliser des linacs utilisés en routine clinique. La 
précision que peuvent atteindre les modèles s’explique par la latitude avec laquelle l’utilisateur peut 
configurer ses simulations. Les libertés offertes par les codes MC doivent néanmoins être maniées avec 
précaution. Un choix malheureux des paramètres de configuration peut conduire à des simulations 
extrêmement lentes ou qui ne reflètent pas la réalité. Les grandeurs caractérisant par exemple les 
réductions de variance ou encore les énergies de coupure doivent être adaptées aux objectifs de la 
simulation. Pour ce faire, une connaissance approfondie des différentes facettes du code utilisé est 
indispensable. L’utilisation des méthodes Monte-Carlo suppose par ailleurs de pouvoir jongler avec des 
contraintes pratiques telles que les temps de calculs et le stockage de données si on utilise des PSF. Il 
faut également avoir accès aux caractéristiques détaillées du linac (géométrie et matériaux), et donc de 
passer des accords avec les constructeurs.  
 
Dans ce chapitre, nous avons montré que le code Monte-Carlo PENELOPE a permis de modéliser de 
manière précise le linac SYNERGY d’Elekta et son collimateur multi-lames MLCi2. Grâce à l’ajustement 
des paramètres de la source primaire de notre modèle, un bon accord a été obtenu, entre autre au sens 
des critères de l’ESTRO basés sur le 𝛾𝛾-index, entre les distributions calculées et mesurées. Ces résultats 
doivent toutefois être interprétés dans le contexte propre de cette étude et ne peuvent pas être comparés 
directement à ceux obtenus par d’autres auteurs. Le modèle a été optimisé grâce à un champ 30 x 30 cm², 
en utilisant le rendement en profondeur à l’axe et les profils à plusieurs profondeurs, dans les directions 
inplane et crossplane. L’énergie moyenne du faisceau primaire a été estimée à 5,95 MeV et le rayon de 
la tâche focale à 2,4 mm. La validité de ces paramètres, et donc la robustesse du modèle, a été vérifiée 
sur des tailles de champs plus petites, allant jusqu’à 2 cm de côté. Le fait d’avoir utilisé une tâche de 
forme circulaire plutôt qu’elliptique et d’intensité uniforme plutôt que gaussienne n’a pas empêché 
d’obtenir de bons résultats. Puisque la géométrie du linac utilisée ici permet de reproduire les mesures, 
nous pouvons la considérer comme validée. Elle peut être utilisée pour générer une base de données de 
distributions de dose qui servira de base à la méthode d’optimisation automatisée des paramètres du 
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e chapitre a pour objectif de développer un nouveau modèle de sources virtuelles (MSV). Ce 
modèle de source prendra la forme d’histogrammes corrélés construits à partir de l’analyse d’un 
fichier d’espace des phases. Ces histogrammes devront être suffisamment compacts pour être 
facilement stockables et utilisables comme sources dans un code MC. Le MSV devra représenter l’espace 
des phases de la manière la plus fidèle possible, et donc intégrer toutes les corrélations qui existent entre 
les caractéristiques des particules du PSF. Les propriétés du MSV seront étudiées de manière à les 
optimiser pour des calculs de dose dans l’eau.  
 
4.1 Présentation du modèle de sources virtuelles  
 
4.1.1 Description générale et particularités du modèle 
 
4.1.1.1 Description générale 
 
Le modèle de sources virtuelles (MSV) que nous avons choisi de développer s’inspire des modèles multi-
sources proposés initialement par Schach von Wittenau et al. [3] et Fix et al. [255], [260] qui ont été 
présentés dans le chapitre 2. Dans ces modèles, le fichier d’espace des phases (PSF) décrivant les 
propriétés physiques du faisceau d’irradiation est d’abord généré par simulation Monte-Carlo (MC) à 
partir d’un modèle du linac préalablement validé. Le fichier PSF est généralement calculé sous le cône 
égalisateur. L’analyse des corrélations entre les variables stockées dans ce fichier PSF permet ensuite de 
créer des histogrammes corrélés. La force de cette approche réside dans la précision de l’information qui 
est utilisée. Aucune modélisation analytique de l’espace des phases n’a à être faite. Le comportement 
individuel des particules est connu, et on peut regrouper efficacement celles qui ont des caractéristiques 
similaires en énergie, en position et en direction. Celles-ci varient en effet fortement en fonction de la 
provenance des particules. C’est pourquoi on les sépare souvent en trois groupes correspondant aux trois 
principaux composants présents dans la partie haute de la tête du linac : la cible, le collimateur primaire 
et le cône égalisateur. 
 
Nous ne prenons en compte dans notre modèle que les photons. Les électrons et les positons sont mis de 
côté car ils ne représentent que 0,6 % des particules en mode 6 MV. Deux modèles de source différents 
ont ensuite été étudiés : 
(1) un modèle dit « mono-source », pour lequel on conserve l’ensemble des photons dans un seul et 
même groupe. Le modèle est donc composé d’une seule source désignée par l’expression « source 
unique ». Ce modèle est facile à créer car il ne nécessite pas un tri des particules ; en revanche, 
il peut être insuffisamment précis pour décrire le faisceau d’irradiation, suivant la finesse du 
calcul dosimétrique recherché, 
(2) un modèle dit « multi-sources » : les photons sont triés en trois groupes selon leur provenance, 
i.e la cible, le collimateur primaire et le cône égalisateur. Chacun de ces groupes va constituer 
une source élémentaire du modèle multi-sources. L’intensité de chaque source élémentaire 
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correspond au rapport entre le nombre de photons qu’elle contient et le nombre de photons total 
contenu dans les trois sources élémentaires. 
 
Pour le modèle mono-source comme pour le modèle multi-sources, chaque photon est décrit par son 
énergie 𝑑𝑑, sa position radiale 𝑟𝑟𝑠𝑠  dans le plan du PSF et sa direction. La direction n’est pas exprimée 
dans le repère cartésien usuel de PENELOPE, mais dans un repère mobile associé à la particule et 
défini pour les besoins de notre modèle de source. Ce repère est défini par la droite reliant le centre de 
la cible et la position de la particule dans le plan du PSF, et par la normale à cette droite qui coupe 
l’axe du linac (Figure 4-1a). La direction de la particule est exprimée grâce à un angle polaire  𝜑𝜑𝑑𝑑   qui 
représente la déviation de la particule par rapport à l’axe « centre cible – position particule » et un angle 
azimutal 𝜃𝜃𝑑𝑑 qui donne l’orientation de cette déviation. Ce choix conduit à des valeurs d’angles  𝜑𝜑𝑑𝑑   
proches de zéro pour les photons de freinage qui n’interagissent plus ultérieurement. Par contre, les 
photons diffusés présenteront des angles  𝜑𝜑𝑑𝑑 largement distribués. Ce système de coordonnées sera 
désigné par la suite  comme « système de coordonnées MSV » par opposition au système de coordonnées 




Figure 4-1 : Représentation des coordonnées des particules (a) dans le repère mobile du MSV au niveau 
du plan d’espace des phases, et (b) dans le repère du linac au niveau du lieu de la dernière interaction 
de la particule. 
 
4.1.1.2 Caractéristiques du modèle de sources virtuelles 
 
Le MSV que nous avons développé présente plusieurs particularités imposées par l’application étudiée 
dans ce travail de thèse, mais a également été conçu pour répondre de façon plus large aux futures 
applications du laboratoire en radiothérapie.  
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Notre objectif premier est de développer un MSV présentant une précision équivalente à celle offerte par 
le PSF. Pour cela, nous avons fait le choix d’inclure dans notre MSV la totalité des corrélations qui 
existent entre les variables stockées dans le PSF. Comme expliqué dans le paragraphe précédent, quatre 
variables permettent de décrire les particules dans le repère mobile, i.e. 𝑑𝑑, 𝑟𝑟𝑆𝑆,𝜑𝜑𝑑𝑑 , 𝑒𝑒𝑒𝑒 𝜃𝜃𝑑𝑑. La fonction de 
l’espace des phases s’écrit alors 𝐹𝐹(𝑑𝑑, 𝑟𝑟𝑆𝑆,𝜑𝜑𝑑𝑑 ,𝜃𝜃𝑑𝑑). Les histogrammes corrélés du MSV que nous 
développons sont donc des histogrammes en quatre dimensions. La gestion de tels histogrammes est 
délicate à cause de la grande dimensionnalité du problème. En effet, un compromis semble inévitable 
entre le nombre de canaux par dimension et la fidélité du MSV au PSF. Un nombre de canaux important 
limitera le biais induit par la quantification des valeurs, mais deviendra très vite inadapté à une 
manipulation informatique aisée. Par ailleurs, l’incertitude statistique de chaque canal dépend 
directement du nombre de particules stockées dans le PSF servant à la génération des histogrammes 
corrélés. Le risque encouru est de travailler avec des histogrammes corrélés dont certains canaux peuvent 
être peu, voire pas remplis, et donc très bruités. Une solution communément rencontrée dans la littérature 
[3], [255], [260]–[262], [318] pour contourner cette difficulté consiste à réduire les dimensions du problème 
en ignorant au moins une des corrélations : ceci a pour conséquence de diminuer drastiquement le 
nombre de canaux, au détriment de la précision puisqu’une corrélation manque. Pour retenir toutes les 
corrélations et travailler avec des histogrammes en quatre dimensions, le choix du maillage, c’est-à-dire 
de la répartition des canaux des histogrammes, va être une étape déterminante pour les performances du 
modèle. C’est la raison pour laquelle nous avons évalué plusieurs méthodes de construction des 
histogrammes corrélés en quatre dimensions. Nous verrons qu’un compromis doit être trouvé entre la taille 
des histogrammes, leur incertitude statistique, et la précision du modèle. 
 
En deuxième intention, nous souhaitons également que le MSV développé soit générique, c’est-à-dire 
utilisable pour des calculs de dose dans le champ d’irradiation mais aussi pour des calculs de dose hors-
champ. Pour cela, le fichier PSF qui sert à construire le MSV devra être calculé sur une surface large, de 
manière à représenter des positions radiales assez grandes. Ici encore, l’optimisation du maillage jouera 
un rôle important pour garantir la précision du modèle, avec un nombre de canaux potentiellement grand 
et des canaux assez larges. Nous verrons également que l’utilisation d’un MSV ayant une couverture 
spatiale si importante peut pénaliser le calcul pour des petits champs d’irradiation (où seules les 
particules situées proches de l’axe du faisceau sont utiles) et nécessite la mise en œuvre d’une méthode 
de réduction de variance adaptée pour optimiser les temps de calcul.       
 
4.1.2 Création du MSV 
 
4.1.2.1 Génération et analyse du PSF  
 
La première étape de construction du MSV est la création du PSF en sortie du cône égalisateur par 
simulation MC. N’importe quel code de simulation MC peut être utilisé à condition qu’il soit en mesure 
de fournir les informations relatives à chaque particule et permettant son tri, en particulier le lieu de 
dernière interaction de la particule. On a utilisé ici le modèle du linac SYNERGY associé au collimateur 
multi-lames MLCi2 (Elekta, Crawley, UK) en mode 6 MV développé avec le code MC PENELOPE et 
précédemment validé dans le chapitre 3. Le plan d’espace des phases est positionné à 16 cm de la source 
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d’électrons primaires, en sortie du cône égalisateur. Il est modélisé par un cylindre rempli d’air, de rayon 
20 cm et d’épaisseur 1 mm.  
 
Dans le code PENELOPE, la source d’électrons primaires a été modélisée par une tâche d’intensité 
uniforme et de rayon 2,4 mm, et par un spectre de forme gaussienne de valeur moyenne 5,95 MeV et de 
0,5 MeV de largeur à mi-hauteur (FWHM). Les valeurs des paramètres de simulation (seuils de coupure 
en énergie,  C1, C2, Wcc, WRR, DSMAX) sont les mêmes que celles utilisées dans le chapitre 3. Comme 
dans les travaux de Fix et al. [260], aucune réduction de variance n’a été utilisée. 
Chaque particule du PSF est décrite par un registre binaire de quatre-vingt-douze octets comprenant 
quinze variables : KPAR , E, X, Y, Z , U, V, W, weight, ILB1, ILB2, ILB3, ILB4, ILB5, NSHI, où KPAR 
représente la nature de la particule, E son énergie (incluant à la fois l’énergie de masse et l’énergie 
cinétique),  X, Y, Z les coordonnées cartésiennes de la particule dans le PSF et dans le système de 
coordonnées PENELOPE, et U, V, W les cosinus de sa direction. Son poids statistique est donné par 
weight. Les cinq variables ILB donnent des informations sur l’histoire de la particule. ILB5 a été modifiée 
pour les besoins du développement du MSV de manière à enregistrer le body dans lequel a eu lieu la 
dernière interaction de la particule. La variable ILB5 est désormais égale à 3000.IBODYL + IBODYC, où 
IBODYL est le body de dernière interaction et IBODYC est le body de création de la particule. Grâce à 
cette modification il est possible de trier les particules en fonction du lieu de leur dernière interaction. 
NSHI est le nombre incrémental de shower.  
 
4.1.2.2 Création et stockage des histogrammes 4D 
 
La création des histogrammes en quatre dimensions est assurée par un programme d’analyse automatique 
des informations contenues dans les PSF issus de PENELOPE, développé en langage C spécifiquement 
pendant cette thèse. Ce programme réalise trois tâches : 1) il identifie les particules appartenant aux 
différentes sources, 2) il construit les distributions associées à chaque groupe de particules, et 3) il 
construit les histogrammes 4D.  
 
(1) Identification des particules appartenant aux sources élémentaires et à la source unique 
La première étape consiste à créer les différents groupes de particules, ils sont au nombre de quatre :  
- celui des photons provenant de la cible, qui constitue la source élémentaire notée « cible » (ou T, 
pour target), 
- celui des photons provenant du collimateur primaire, qui constitue la source élémentaire notée 
« collimateur primaire » (ou PC, pour primary collimator), 
- celui des photons provenant du cône égalisateur, qui constitue la source élémentaire notée 
« cône égalisateur » (FF, pour flattening filter), 
- celui de tous les photons sans distinction.  
Ce tri des photons en fonction du lieu de dernière interaction est fait à l’aide de la variable ILB5 avec 
PENELOPE. Les trois premiers groupes vont servir à créer les sources élémentaires du modèle multi-
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(2) Construction des distributions associées à chaque groupe de particules 
Dans un deuxième temps, on caractérise les distributions associées à chaque groupe de particules. Les 
caractéristiques nécessaires à la génération du MSV sont extraites du PSF particule par particule : 
l’énergie E est directement lue. Puisqu’on observe une symétrie axiale sous le cône égalisateur, la 
position de la particule peut être représentée par sa position radiale 𝑟𝑟𝑆𝑆. Celle-ci est calculée grâce aux 
variables X et Y selon l’équation (4-1). 
 
𝑟𝑟𝑆𝑆 =  �𝑋𝑋2 + 𝑌𝑌2 (4-1) 
 
Cependant, plutôt que d’enregistrer le rayon 𝑟𝑟𝑆𝑆 dans l’histogramme, nous avons préféré peupler les canaux 
avec le carré de celui-ci. En effet, pour un canal particulier 𝑚𝑚, notre objectif est de pouvoir générer des 
densités de particules uniformes sur un anneau dont les rayons inférieur 𝑟𝑟𝑖𝑖 et supérieur 𝑟𝑟𝑖𝑖+1 
correspondent aux bornes minimum et maximum du canal considéré. Or, pour générer uniformément les 
particules sur cet anneau, c’est le carré du rayon ainsi qu’un angle sur [0, 2𝜋𝜋[ qui doivent être tout deux 
échantillonnés uniformément. Il est alors judicieux, afin de pouvoir procéder à un tirage uniforme dans les 
canaux de notre MSV, de définir des canaux en 𝑟𝑟𝑠𝑠2. Cet  aspect est en contraste avec les MSV décrits 
dans la littérature qui génèrent uniformément le rayon 𝑟𝑟𝑆𝑆, et ne peuvent ainsi garantir une génération 
uniforme sur l’anneau. Les opérations conduisant aux valeurs des angles polaire 𝜑𝜑𝑑𝑑 et azimutal 𝜃𝜃𝑑𝑑 sont 
plus fastidieuses et sont détaillées en annexe.  
 
Une fois que toutes les particules ont été examinées, nous sommes en mesure de construire les 
distributions associées aux variables 𝑑𝑑, 𝑟𝑟𝑆𝑆,  𝜑𝜑𝑑𝑑   et 𝜃𝜃𝑑𝑑. Ces distributions sont encadrées par des intervalles 
que nous découpons en plusieurs canaux. La manière de choisir ces canaux est un point particulièrement 
important qui sera abordé au paragraphe 4.1.3 (voir page 111). 
 
(3) Construction des histogrammes 4D 
On associe à chaque particule les quatre canaux des quatre distributions qui décrivent ses 
caractéristiques : 𝑚𝑚𝐸𝐸 , 𝑚𝑚𝑟𝑟𝑠𝑠 , 𝑚𝑚𝜑𝜑𝑑𝑑 , 𝑚𝑚𝜃𝜃𝑑𝑑 . Il est alors possible de construire plusieurs types d’histogrammes qui sont 
en réalité des densités de probabilité constantes par morceaux. Les histogrammes 1D correspondent aux 
lois marginales et indiquent le comportement des particules en termes de position radiale, d’énergie, 
d’angle polaire et d’angle azimutal. Les histogrammes 2D à 4D décrivent les densités de probabilité 
jointes et mettent en évidence les corrélations qui existent entre les variables 𝑑𝑑, 𝑟𝑟𝑆𝑆,  𝜑𝜑𝑑𝑑   et 𝜃𝜃𝑑𝑑 . Les 
différentes combinaisons de mise en relation des variables conduisent aux histogrammes listés dans le 
Tableau 4-1. L’histogramme 4D est celui qui est utilisé dans le MSV développé car il rassemble à lui 
tout seul toutes les corrélations entre variables. Les histogrammes 1D, 2D, et 3D sont surtout utiles pour 
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 Position radiale 𝑟𝑟𝑆𝑆 Energie 𝑑𝑑 Angle polaire 𝜑𝜑𝑑𝑑 Angle azimutal 𝜃𝜃𝑑𝑑 
Histogrammes  1D 
x    
 x   
  x  
   x 
Histogrammes  2D 
x x   
x  x  
x   x 
 x x  
 x  x 
  x x 
Histogrammes  3D 
x x x  
x x  x 
x  x x 
 x x x 
Histogramme  4D x x x x 
 
Tableau 4-1 : Récapitulatif des différents histogrammes pouvant être construits à partir de l’analyse du 
PSF pour une source donnée. Quatre types d’histogrammes existent, du 1D au 4D. Pour chacun de ces 
types, un histogramme correspond à une ligne dans chaque sous-partie du tableau.  Les histogrammes 1D 
ne prennent en compte aucune corrélation, les histogrammes 2D, 3D et 4D en traduisent respectivement 
deux, trois et quatre. 
 
L’histogramme 4D est stocké sous la forme d’une ligne plutôt que de plusieurs tableaux pour simplifier sa 
manipulation. Chaque particule est ainsi rangée dans le canal d’indice 𝑚𝑚4𝐷𝐷 qui représente l’intersection 
des canaux 𝑚𝑚𝐸𝐸 , 𝑚𝑚𝑟𝑟𝑠𝑠 , 𝑚𝑚𝜑𝜑𝑑𝑑 , 𝑚𝑚𝜃𝜃𝑑𝑑 et dont la position est donnée par l’équation (4-2).  
 
 
où 𝑚𝑚𝑟𝑟, 𝑚𝑚𝐸𝐸 , 𝑚𝑚𝜑𝜑 et 𝑚𝑚𝜃𝜃 font référence au nombre total de canaux utilisés pour échantillonner le carré de la 
position radiale, l’énergie, l’angle polaire et l’angle azimutal.  
 
Les histogrammes 4D de chaque source étudiée (les trois sources élémentaires et la source unique) sont 
enregistrés dans des fichiers séparés. Le format de ces fichiers, décrit par la Figure 4-2, est largement 
inspiré de celui des fichiers de sortie contenant les distributions de dose calculées par DOSXYZnrc 
(EGSnrc). Chaque fichier, dédié à une source, contient en plus de l’histogramme 4D, les informations 
suivantes : le nom et l’altitude du PSF d’origine, l’intensité de la source, le nombre de canaux pour 
chaque variable, c’est-à-dire, 𝑚𝑚𝑟𝑟, 𝑚𝑚𝐸𝐸, 𝑚𝑚𝜑𝜑 et 𝑚𝑚𝜃𝜃, la valeur des frontières des canaux dans ces quatre 
dimensions, et enfin, les valeurs de chacun des canaux de l’histogramme 4D. La taille du fichier source 
dépend donc seulement du nombre de canaux contenu dans l’histogramme 4D, et non plus du nombre de 
particules présentes dans le PSF de référence.  
 
𝑚𝑚4𝐷𝐷 =  𝑚𝑚𝑟𝑟 + 𝑚𝑚𝐸𝐸 .𝑚𝑚𝑟𝑟 + 𝑚𝑚𝐸𝐸 .𝑚𝑚𝑟𝑟 .𝑚𝑚𝜑𝜑 +  𝑚𝑚𝜃𝜃 .𝑚𝑚𝑟𝑟 .𝑚𝑚𝐸𝐸 .𝑚𝑚𝜑𝜑 (4-2) 




Figure 4-2 : Format d’un fichier source. 
 
4.1.3 Description des différentes méthodes de maillage 
 
L’objectif de notre étude est de représenter à l’aide d’un MSV la fonction de densité de probabilité qui 
décrit la distribution de l’espace des phases. Le fichier PSF calculé par simulation MC constitue une 
observation de cet espace des phases. A partir de cette observation, on cherche à construire l’estimateur 
le plus précis et le plus robuste possible de cette distribution de l’espace des phases. La qualité de cet 
estimateur dépend de plusieurs facteurs et en particulier du choix du maillage, c’est-à-dire le choix du 
nombre et de la largeur des canaux de l’histogramme 4D. Le nombre de canaux doit être le plus faible 
possible pour limiter l’espace de stockage des histogrammes 4D et faciliter leur manipulation durant le 
calcul, mais doit cependant être suffisant pour garantir une restitution précise des détails des 
distributions en position radiale, énergie et angulaires des particules contenus dans le PSF. Le maillage 
des histogrammes doit donc être optimisé en ce sens et c’est dans ce contexte que plusieurs méthodes de 
détermination du maillage ont été évaluées et comparées. 
  
Même si notre modèle de source est plus compact qu’un PSF, sa taille doit être maîtrisée pour faciliter 
son stockage et son utilisation ultérieure dans le code de simulation MC. En effet, l’utilisation du modèle 
requiert le chargement en mémoire des données de l’histogramme pendant la phase d’initialisation. Plus 
l’histogramme possède un maillage fin, plus sa taille est importante et demande une mémoire vive de la 
machine de calcul importante. Le dimensionnement des histogrammes, et par conséquent le nombre de 
canaux maximum admissible, doit prendre en compte les caractéristiques techniques du cluster de calcul 
en termes de mémoire vive (RAM). Nous avons choisi ici d’accorder à toutes les variables environ le même 
nombre de canaux et de se limiter à un nombre total de canaux environ égal à 644 canaux. Nous verrons 
que dans la plupart des méthodes développées, 64 canaux sont attribués à chaque variable. Dans ces 
conditions, le fichier contenant la description d’une source élémentaire du MSV développé est stocké sur 
64 Mo (en flottants simple précision) d’espace disque et notre expérience montre que son chargement en 
RAM demande environ 400 Mo au plus fort de la consommation des ressources mémoire. Pour le modèle 
multi-sources, on atteint en combinant les trois sources élémentaires 1,2 Go de mémoire vive. Si on 
choisit de travailler avec 1284 canaux, alors la taille de chaque fichier source passe à 1 Go, soit 3 Go 
d’espace disque nécessaire au stockage des fichiers de description pour les trois sources élémentaires et 
environ 20 Go de mémoire vive. Il faut donc être conscient que les histogrammes corrélés possèdent une 
limitation en taille qui dépend directement des limites intrinsèques de la machine de calcul utilisée. 
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Une fois que le nombre de canaux est fixé, notre objectif est de déterminer au mieux leur largeur pour que 
l’histogramme s’adapte aux formes des distributions de chaque source et retranscrive de façon précise 
leurs détails. Cette optimisation a été réalisée pour chacune des trois sources élémentaires et pour la 
source unique. L’analyse des lois marginales, c’est-à-dire des histogrammes 1D, a conduit à définir 
plusieurs types de maillage : un maillage régulier et cinq maillages irréguliers. Le maillage dans chacune 
des dimensions a été déterminé indépendamment de celui des autres dimensions.   
 
4.1.3.1 Maillage régulier (« Reg ») 
 
La première méthode, appelée ‘maillage régulier’ et désignée par la suite par « Reg », consiste 
simplement à considérer une largeur de canaux constante, dans chacune des quatre dimensions. Cette 
constante est fixée à la valeur maximale que peut prendre la variable, divisée par le nombre de canaux 
(ici 64). Par exemple, si les valeurs maximales en position radiale au carré, en énergie, en angle polaire 
et en angle azimutal sont respectivement de 400 cm² (20² cm²), 7,68 MeV, 120,32° et 180,48°, alors la 
largeur des canaux est égale à 6,25 cm², 0,12 MeV, 1,88°  et 2,82°. Les valeurs maximales ont été 
choisies ici de manière à couvrir toute la plage des valeurs représentées en ayant un pas défini à 10-2 
cm², MeV ou degrés près. L’histogramme relatif au spectre du collimateur primaire est illustré en Figure 
4-3. 
 
Figure 4-3 : Histogramme décrivant le spectre du collimateur primaire obtenu avec la méthode « Reg » 
 
L’intérêt de cette méthode est sa simplicité de mise en œuvre. C’est également la seule qui pourrait nous 
permettre de nous passer de la réorganisation de l’histogramme selon l’algorithme de Walker (voir 
paragraphe 4.2.2.1 page 120) puisqu’il est facile de trouver un canal dans une distribution régulière.  
 
4.1.3.2 Maillage selon la méthode de l’approximation de la distribution cumulée 
(« Cum ») 
 
La deuxième méthode, dite du ‘maillage irrégulier simple’ et désignée par « Cum », se sert des 
histogrammes 1D obtenus avec un maillage très fin pour calculer la distribution cumulée associée et pour 
en faire l’approximation grâce à une fonction linéaire par morceaux. Pour cela, on fixe un écart maximal 
que l’on accepte de tolérer en chaque point entre la distribution cumulée originale et son approximation. 
Chaque segment est ensuite assimilé à un canal. Un canal représente donc un intervalle sur lequel la 
distribution est quasiment uniforme. La précision de cette méthode dépend finalement du nombre de 
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segments considérés dans la fonction d’approximation. Puisqu’on fixe un écart maximal admissible, le 
nombre de points utilisés pour décrire la distribution de chacune des variables varie.  
 
Comme la méthode du maillage régulier, cette méthode est facile à mettre en œuvre. Elle permet en plus 
d’attribuer de façon flexible le nombre de canaux à une distribution selon la précision requise. Ici on a 
cherché à avoir des nombres de canaux qui restent proches de 64 pour toutes les distributions, c’est donc 
l’écart maximum toléré que nous avons adapté. Le  résume le nombre de canaux utilisés pour chaque 
distribution et chaque source élémentaire. La dernière ligne du tableau précise le nombre de canaux 
considéré pour les distributions obtenues avec le maillage très fin. On voit que l’approximation à l’aide de 
la fonction par morceaux permet de diminuer drastiquement le nombre de canaux de départ : par exemple, 
la distribution en énergie de la cible qui était décrite initialement par 1600 canaux peut être décrite avec 
seulement 72 canaux, pour un écart maximum de 0,05 % entre la distribution cumulée initiale et la 
fonction par morceaux en chaque point (Figure 4-4a, b). L’histogramme relatif au spectre du collimateur 








Figure 4-4 : (a) Distribution en énergie de la source élémentaire “collimateur primaire” (1600 canaux); 
(b) Distribution en énergie cumulée comportant 1600 canaux (en rouge) et son approximation par une 
fonction linéaire par morceaux comportant 68 canaux (en vert) ; (c) Histogramme résultant de la méthode 
« Cum »  
 
 
   




Carré de la 
position radiale 
 Energie  Angle polaire  Angle azimutal 
 Npoints Errmax  Npoints Errmax  Npoints Errmax  Npoints Errmax 
Cible 70 0,010 %  72 0,050 %  55 0,001 %  62 0,010 % 
Colli. Prim. 61 0,040 %  68 0,100 %  55 0,050 %  71 0,010 % 
Cône égal. 61 0,030 %  59 0,050 %  65 0,050 %  78 0,010 % 
Source unique 60 0,010 %  67 0,050 %  68 0,050 %  63 0,010 % 
Npoints - pas 4000 0,1 cm  1600 5 keV  1200 0,1 deg  1800 0,1 deg 
 
Tableau 4-2 : Caractéristiques des distributions cumulées. N correspond au nombre de canaux dans la 
distribution originale, pas désigne le pas de l’histogramme 1D, Npoints le nombre de points utilisés pour 
l’approximer et Errmax l’erreur maximale tolérée.  
 
4.1.3.3 Maillage selon la méthode des quantiles (« Quant ») 
 
La méthode des quantiles impose quant à elle de remplir chaque canal des lois marginales avec un 
nombre égal de particules. L’avantage de cette méthode, facile à mettre en œuvre, est qu’elle permet de 
contrôler l’incertitude statistique dans chaque canal. L’histogramme relatif au spectre du collimateur 
primaire alors obtenu est illustré en Figure 4-5. 
 
Figure 4-5 : Histogramme décrivant le spectre du collimateur primaire obtenu avec la méthode « Quant » 
 
4.1.3.4 Maillage selon la méthode de la maximisation de la vraisemblance (« ML ») 
 
Cette méthode, notée « ML » pour « maximization of likelihood » consiste à travailler avec des canaux 
irréguliers dont les largeurs sont déterminées grâce au critère du maximum de vraisemblance. On dit 
qu’elles ont été inférées par maximisation de la vraisemblance.  
 
La log-vraisemblance, notée 𝐿𝐿1, est dans le cas d’histogrammes irréguliers définie par l’équation  (4-3). 
 
𝐿𝐿1 = log�𝑃𝑃(𝑋𝑋|𝑃𝑃)� (4-3) 
 
avec 𝑋𝑋 la variable aléatoire décrivant la répartition des particules du PSF au sein des intervalles 𝑃𝑃. 
Celui-ci est partitionné en une succession de 𝐷𝐷 segments dont le 𝑗𝑗𝑖𝑖è𝑚𝑚𝑟𝑟 a pour largeur 𝑃𝑃𝑗𝑗 . Dans le cas 
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présent, on a fixé 𝐷𝐷 à soixante-quatre. Si 𝑚𝑚 et 𝑁𝑁𝑗𝑗  désignent respectivement le nombre total de particules 
et le nombre de particules dans l’intervalle 𝑗𝑗, alors 𝑋𝑋 = {𝑁𝑁1,𝑁𝑁2, … ,𝑁𝑁𝐷𝐷}, 𝑃𝑃 = {𝑃𝑃1, 𝑃𝑃2, … , 𝑃𝑃𝐷𝐷} et 𝑃𝑃(𝑋𝑋|𝑃𝑃) 
s’écrit : 
 







Cette expression est relative au modèle de source proposé pour lequel la densité est constante par canal. 
L’histogramme empirique associé à la partition en intervalles 𝑃𝑃 présente une densité de probabilité 
estimée pour le canal 𝑗𝑗 (de largeur 𝑃𝑃𝑗𝑗) égale à 
𝑁𝑁𝑗𝑗
𝑜𝑜�𝐼𝐼𝑗𝑗�
. Dès lors, la probabilité d’observer 𝑁𝑁𝑗𝑗 particules 




. Les 𝐷𝐷 canaux étant indépendants, on obtient l’expression 
de 𝑃𝑃(𝑋𝑋|𝑃𝑃). 
On en déduit l’expression de la log-vraisemblance :  
 
𝐿𝐿1 =  �𝑁𝑁𝑗𝑗 . log� 𝑁𝑁𝑗𝑗𝑚𝑚�𝑃𝑃𝑗𝑗��𝐷𝐷𝑗𝑗=1   (4-5) 
 
L’expression de 𝐿𝐿1 peut être vue comme une fonction de coût que l’on souhaite maximiser. Comme dans le 
cas de la méthode de maillage selon l’approximation de la distribution cumulée (paragraphe 4.1.3.2, page 
112), on travaille donc avec un critère quantitatif qui permet de contrôler l’approximation faite en 
représentant l’espace des phases par un histogramme. Le maillage retenu est celui qui est optimal au 
sens de ce critère. L’algorithme présenté ci-dessous s’appuie sur la programmation linéaire pour 
maximiser le critère 𝐿𝐿1 (voir  Rozenholc et al. [319]). Le processus de maximisation suit ces trois étapes :  
(1) L’intervalle 𝑃𝑃 est découpé en 2048 micro-canaux.  
(2) Ces 2048 micro-canaux sont associés selon tous les regroupements contigus possibles, à chaque 
fois de manière à produire 64 canaux. 
(3) La meilleure association, et donc le meilleur partitionnement de 𝑃𝑃, est celui qui maximise 𝐿𝐿1. 
C’est ce maillage que l’on retient. 
 
L’histogramme relatif au spectre du collimateur primaire obtenu après maximisation de la vraisemblance 
est illustré en Figure 4-6. 
 
Figure 4-6 : Histogramme décrivant le spectre du collimateur primaire obtenu avec la méthode « ML » 
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4.1.3.5 Combinaison de la méthode des quantiles et de la maximisation de la 
vraisemblance (« Map ») 
 
Cette méthode de maillage est inspirée de celle proposée par Rozenholc et al. [319] et combine la 
méthode des quantiles et celle de la maximisation de la vraisemblance. Elle sera désignée par l’acronyme  
« Map » pour « maximum a posteriori ». L’intérêt est de limiter les grandes disparités entre les largeurs 
des canaux qui peuvent apparaître quand le critère ML seul est utilisé. Cet effet a pu être constaté  
quand on utilise des PSF faiblement à modérément peuplés. Le critère ML est alors sensible à la 
statistique limitée et peut présenter une tendance à produire un maillage bruité. Cette tendance tend à 
disparaître avec des PSF fortement peuplés. Cependant, afin de proposer un maillage tolérant à une 
statistique de PSF limitée nous proposons de régulariser les solutions. Le principe de cette méthode 
consiste à maximiser à nouveau la vraisemblance, mais cette fois-ci, après introduction d’un a priori qui 
favorise des aires de canaux constantes. On pénalise donc l’estimation du maximum de vraisemblance. L’a 
priori choisi prend la forme d’une loi de Dirichlet symétrique [320, Ch. 27] et se traduit par une pénalité 
appliquée à la vraisemblance. 
 
D’après le théorème de Bayes, en conservant les notations du paragraphe précédent, on peut écrire que 
 
𝑃𝑃(𝑋𝑋, 𝑃𝑃) = 𝑃𝑃(𝑃𝑃|𝑋𝑋)𝑃𝑃(𝑋𝑋) = 𝑃𝑃(𝑋𝑋|𝑃𝑃)𝑃𝑃(𝑃𝑃) (4-6) 
 
De cela découle l’expression de la vraisemblance pénalisée 𝐿𝐿2 : 
 
𝐿𝐿2 ≜ 𝑙𝑙𝑜𝑜𝑔𝑔(𝑃𝑃(𝑋𝑋|𝑃𝑃).𝑃𝑃(𝑃𝑃)) (4-7) 
 
où 𝑃𝑃(𝑃𝑃) désigne la pénalité modélisée par un processus de Dirichlet. Elle s’exprime de la façon suivante :  
 






𝛼𝛼−1 . . . �𝑁𝑁𝐷𝐷
𝑚𝑚
�
𝛼𝛼−1  (4-8) 
 
Où 𝛼𝛼 est un paramètre positif ajustable par l’utilisateur et 𝑃𝑃 une constante positive. L’expression de la 
vraisemblance pénalisée est finalement donnée par l’équation (4-9). 
  
𝐿𝐿2 =  �𝑁𝑁𝑗𝑗. 𝑙𝑙𝑜𝑜𝑔𝑔 � 𝑁𝑁𝑗𝑗𝑚𝑚. �𝑃𝑃𝑗𝑗��𝐷𝐷𝑗𝑗=1  + (𝛼𝛼 − 1).�𝑙𝑙𝑜𝑜𝑔𝑔 �𝑁𝑁𝑗𝑗𝑚𝑚 �𝐷𝐷𝑗𝑗=1  (4-9) 
 
La valeur de 𝑃𝑃 n’a pas d’importance car elle n’a pas d’impact sur le maximum de 𝐿𝐿2. Le choix de valeur 
de 𝛼𝛼 permet de pondérer l’importance que l’on donne à l’a priori. On peut ainsi favoriser la méthode des 
quantiles ou la méthode ML. Si 𝛼𝛼 est nul, le maillage choisi est celui de la méthode ML. Si 𝛼𝛼 est très 
grand on se rapproche de celui des quantiles. Nous choisissons 𝛼𝛼 égal à 100 par des considérations 
heuristiques. En effet, l’expression de 𝐿𝐿2 suggère que le paramètre 𝛼𝛼 intervient en substance comme un 
nombre de particules vis-à-vis de la première somme. Ainsi, on peut considérer en première approximation 
que pour des canaux peuplés avec moins de particules, ici 100, l’influence de l’a priori est significative. Le 
maximum de la vraisemblance pénalisé est obtenu en suivant les mêmes étapes que celles décrites au 
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Figure 4-7 : Histogramme décrivant le spectre du collimateur primaire obtenu avec la méthode « Map » 
 
4.1.3.6 Lissage de la source « Map » par arbre de Pólya – Méthode « MapPTS » 
 
Parmi les méthodes envisagées pour optimiser le maillage 4D de la source, une approche par maximum de 
vraisemblance (« ML ») basée sur les travaux de Rozenholc et al. [319] a été proposée pour estimer les 
tailles de canaux pour chaque dimension. Une modification de type « Map » de cette méthode en utilisant 
un a priori de quantiles uniformes (loi de Dirichlet symétrique) est également développée. Cette dernière 
revient à introduire un terme de régularisation sous forme de pénalité qui tempère localement la disparité 
des largeurs de canaux. Cette disparité exprimée par la technique « ML » est d’autant plus accentuée que 
la taille du PSF est faible et s’assimile de cette façon à une forme de bruit sur la taille des canaux dû à 
un échantillon limité de particules. L’introduction de la régularisation peut ainsi être interprétée comme 
l’ajout d’une connaissance a priori sur le comportement attendu du maillage pour un PSF arbitrairement 
grand. 
Une fois le maillage dans chaque dimension réalisé, une partition régulière de l’espace 4D est obtenue. 
On peut donc alors procéder à l’estimation de la distribution de probabilité de l’espace des phases pour 
cette partition fixée. L’usage est bien entendu de comptabiliser dans un canal 4D particulier les particules 
dont les valeurs associées sont comprises dans les intervalles correspondants. Une fois renormalisé, 
l’histogramme résultant correspond à l’estimateur par maximum de vraisemblance (« ML ») de la 
distribution de probabilité de l’espace des phases pour la partition de l’espace donnée [319]. 
La taille de l’échantillon de particules intervient toutefois également ici comme élément limitant de 
l’estimateur « ML ». En effet, chaque canal est alors peuplé suivant une réalisation d’une loi de Poisson 
dont l’intensité est croissante avec le nombre de particules dans le PSF. Or, plus cette intensité est 
faible, plus le rapport sur bruit7  du canal en question l’est également. Si les histogrammes 1D 
correspondant aux lois marginales de chaque grandeur sont largement peuplées, il n’en est pas du tout de 
même pour la loi jointe 4D. En effet, même un espace de phases présentant plus de 109 particules 
demeure significativement creux, ce qui se traduit par des canaux d’histogrammes 4D très bruités. Cet 
effet est une conséquence directe de la grande dimensionnalité associée à la modélisation physique de 
                                            
7 Dans le cas d’une loi de Poisson de paramètre  λ , puisque la moyenne 𝑚𝑚  et la variance σ2 valent 
toutes les deux  λ  alors le rapport signal sur bruit 𝑆𝑆
𝐵𝐵
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l’accélérateur. Il devient donc légitime de considérer, à l’image de la démarche visant à régulariser la 
taille des canaux rappelée plus haut, la possibilité d’injecter une connaissance a priori sur la forme des 
distributions d’espaces de phases afin de modérer le bruit induit par la taille limitée du PSF. 
On propose à nouveau une approche de régularisation bayésienne. Celle-ci est adaptée au contexte 
d’estimation de distribution de l’espace des phases. En effet, on s’appuie ici sur un a priori qui, pour une 
partition donnée de l’espace, correspond à une distribution de distribution de probabilité continue. Parmi 
plusieurs choix d’a priori envisageables nous proposons d’utiliser un arbre de Pólya [321], [322], 
essentiellement car nous travaillons sur des données déjà disponibles sous forme d’histogrammes. En 
effet, dans ce cas la moyenne a posteriori de l’arbre de Pólya admet une expression analytique qui va 
nous permettre de manipuler rapidement toute la donnée du PSF. L’estimation de la distribution de 
l’espace des phases au moyen de cet a priori peut être interprétée comme une forme de débruitage de 
l’histogramme empirique adapté à la nature statistique des canaux. En particulier, l’estimateur présente la 
caractéristique de lisser davantage les zones plus faiblement peuplées que les canaux plus intenses. On 
peut interpréter l’utilisation de l’arbre de Pólya comme un post-filtrage non linéaire des données sous 
forme d’histogrammes. L’histogramme 1D relatif au spectre du collimateur primaire, c’est-à-dire la loi 
marginale, est identique à celui obtenu avec « Map ».   
 
4.2 Implémentation du MSV dans PENELOPE  
 
Le MSV a été implémenté dans la nouvelle version du code PENELOPE actuellement en développement 
dans le laboratoire, PENELOPE++. Après l’avoir brièvement décrit, nous présenterons l’implémentation 
du MSV dans PENELOPE ainsi que la validation de cette implémentation.  
4.2.1 Présentation de PENELOPE++ 
 
Une nouvelle version du code PENELOPE, basée sur le langage C++ et appelée PENELOPE++, est 
en cours de développement depuis 2013 au Laboratoire Modélisation, Simulation et Systèmes (LM2S) 
dans lequel s’est déroulée cette thèse [323]. La version du code MC PENELOPE utilisée au LM2S 
repose sur la version 2006 du code écrit en Fortran 77, qui a été parallélisée à l’aide de MPI (Message 
Passing Interface). Le code PENELOPE est reconnu comme un code de référence en physique médicale, 
particulièrement en raison de la précision des modèles physiques de description des interactions 
rayonnement-matière sur une gamme d’énergie allant de 50 eV à 10 GeV. L’utilisation de la version 2006 
parallélisée en Fortran au LM2S pour traiter différentes applications en radiothérapie, en protonthérapie 
et en imagerie par rayons X a rapidement montré les lacunes de ce code : son architecture le rend 
difficilement évolutif et l’implémentation de nouveaux modèles de géométrie, de détecteur, de source, de 
particule, de schémas de transport de ces particules, se révèle une tâche ardue. Le code a donc été 
intégralement réécrit en langage C++ : l’architecture du code a été profondément réorganisée afin de le 
rendre plus flexible et modulaire, tout en conservant la physique native de PENELOPE en l’état. 
L’architecture du nouveau code est représentée sur la Figure 4-8. 
 




Figure 4-8 : Schéma de l’architecture de la nouvelle version de PENELOPE, PENELOPE++ [323] 
 
PENELOPE++ comporte dans sa nouvelle version neuf modules distincts [323]: 
- Module Input/Output (I/O) : ce module permet de gérer les entrées / sorties et contient en 
particulier les classes permettant de lire ou écrire les fichiers PSF (en format binaire) et le 
fichier temporaire dump. Il comprend également une classe permettant de charger un plugin 
externe. 
- Module Configuration : ce module contient les analyseurs (parsers) des fichiers de configuration. 
Leur objectif est de lire le fichier de configuration donné en ligne de commande et de stocker son 
contenu en mémoire sous la forme d’un arbre indépendant du type du fichier de configuration. 
L’arbre de configuration est composé de « nœuds » appelés ConfigNode. Chaque nœud est 
représenté par un nom et un attribut optionnel. Il peut contenir des valeurs associées à des mots-
clés ou des sous-nœuds. Le nœud de configuration principal est appelé Job, et son attribut 
représente le titre associé à ce Job. Ses nœuds enfants peuvent être appelés : Source, Materials, 
Geometry, VarianceReduction, Detector ou Dump. Le stockage de toutes les informations 
nécessaires à la simulation requiert une instance de la classe Job. Cette instance est initialisée 
une fois le fichier de configuration chargé avec succès. Elle contient de nombreuses informations : 
nom du job, nombre de showers à simuler, etc. Les générateurs de nombres aléatoires sont 
également instanciés pendant cette initialisation. 
- Module Matériaux : ce module contient les analyseurs des fichiers décrivant les matériaux et 
gère le chargement et le stockage des données (sections efficaces, etc.) pour chaque interaction, 
chaque particule et chaque matériau. 
- Module Géométrie : ce module contient le code pour la gestion de la géométrie, ce code étant 
choisi suivant l’extension du fichier de géométrie donné dans le fichier de configuration. Trois 
types de géométries sont supportées : les géométries basées sur les quadriques (ancienne routine 
PENGEOM dans PENELOPE Fortran, avec un fichier de configuration possédant l’extension 
″.geo″), les géométries voxellisées (d’extension ″.vox″ ou ″.zvox″), ou une géométrie définie dans 
un plugin par l’utilisateur et chargée en tant que librairie dynamique. Une géométrie consiste en 
une instance qui contient une liste de Module représentant un module géométrique. Chaque 
module est associé à un matériau et à des informations spécifiques : le pas maximum d’un 
électron ou d’un positron et l’énergie d’absorption de chaque type de particule.  
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- Module Source : ce module contient la description de différents types de sources de particules : 
certaines sont disponibles par défaut dans le code (ponctuelle, circulaire, PSF, etc.) mais 
l’utilisateur peut aussi charger une source spécifique à partir d’un plugin en précisant le chemin 
vers le plugin dans le fichier de configuration. La source est d’abord initialisée à partir des 
données contenues dans ConfigNode, puis une shower est générée. 
 
4.2.2 Description du plugin « MSV » 
 
Le modèle de sources virtuelles a été implémenté dans PENELOPE++ sous la forme d’un plugin de type 
Source qui est chargé par PENELOPE au moment de l’exécution. Ce plugin hérite de la classe ‘Source’ 
représentée sur la Figure 4-8, pour lequel des méthodes virtuelles ont été codées. Le schéma 
d’implémentation du MSV est représenté sur la Figure 4-9 et se décline en deux modules principaux :  
- le module n°1 gère la mise en forme des histogrammes corrélés 4D : cette première étape 
correspond à une phase d’initialisation pendant laquelle les différents fichiers contenant les 
informations relatives au MSV sont chargés et traités pour une utilisation optimale, 
- le module n°2 permet d’utiliser les histogrammes corrélés pour générer des particules dans le 
code MC. C’est ce module qui est intégré à PENELOPE.  
 
Figure 4-9 : Description des deux modules créés pour la mise en place et l’utilisation du MSV : (1) 
module de création des histogrammes corrélés 4D, (2) module d’utilisation du MSV dans le code 
PENELOPE. 
 
4.2.2.1 Mise en forme des histogrammes corrélés : phase d’initialisation 
 
Cette étape d’initialisation consiste d’abord à détecter le nombre de sources élémentaires à charger (une 
seule source si on utilise le modèle mono-source ou trois sources – cible, collimateur primaire et cône 
égalisateur - si on utilise le modèle multi-sources), puis à lire et à traiter les informations des différents 
fichiers sources. Un contrôle est tout d’abord réalisé pour vérifier la cohérence des sources élémentaires 
entre elles : la somme des intensités des sources élémentaires utilisées simultanément doit être égale à 
un et toutes les sources doivent avoir été générées avec le même PSF.  




La procédure de tirage aléatoire dans les histogrammes 4D doit ensuite être optimisée pour préparer une 
utilisation efficace du MSV dans le code MC PENELOPE. Dans certains cas, elle requiert une 
réorganisation des histogrammes 4D. Plusieurs procédures de tirage aléatoire ont été considérées et sont 
présentées dans la suite : le parcours de l’histogramme, la dichotomie, la méthode de Walker et la 
méthode de Walker améliorée.   
 
• Parcours de l’histogramme et dichotomie  
Lorsqu’on travaille avec un maillage irrégulier comme cela est souvent le cas ici, on peut appliquer deux 
procédures simples pour le tirage du canal qui utilisent toutes deux les histogrammes 4D en l’état : le 
parcours de l’histogramme 4D et la dichotomie. Prenons l’exemple de l’histogramme représenté en Figure 
4-10 : il ne s’agit pas de l’histogramme 4D directement mais de sa distribution cumulée car c’est elle qui 
est utilisée dans PENELOPE pour le choix d’un canal. Chaque canal est délimité par des frontières dont 
les valeurs sont comprises entre 0 et 1. On tire au hasard un nombre. Ce nombre est associé à un canal 
de l’histogramme 4D et PENELOPE doit parcourir la distribution pour le trouver. La Figure 4-10 illustre 
un parcours simple de l’histogramme : cette façon de procéder est très peu efficace car il faut tester les 
canaux disponibles un par un, jusqu’à trouver celui qui est recherché. La complexité8 de cet algorithme est 
linéaire avec le nombre de canaux. La dichotomie, illustrée en Figure 4-11, est une méthode plus efficace, 
car sa complexité est logarithmique. On commence par se placer au milieu de l’histogramme. Si le canal 
cherché n’est pas dans la première moitié de l’histogramme, alors il est nécessairement dans la deuxième. 




Figure 4-10 : Identification d’un canal par parcours de l’histogramme 4D. 
 
 
Figure 4-11 : Identification d’un canal par dichotomie 
 
                                            
8 La complexité d’un algorithme est reliée au nombre d’opérations à effectuer pour réaliser une tâche. Ici, 
la tâche correspond à l’identification d’un canal. Les opérations considérées sont l’addition, la 
comparaison et l’accès mémoire.  
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Finalement, avec ces deux méthodes, la vitesse de génération des particules dépend du nombre de canaux 
qui composent l’histogramme 4D. Puisque nous allons travailler avec des nombres importants de 
particules à générer (de l’ordre de 1010), il est crucial de choisir une méthode de tirage aléatoire rapide. 
Les méthodes de parcours de l’histogramme et de dichotomie risquant d’être assez lentes dans notre cas, 
nous avons choisi d’implémenter et de tester deux autres méthodes de tirage aléatoire plus rapides, la 
méthode de Walker et sa version améliorée. 
 
• Méthode de Walker 
La méthode de Walker [324] décrite sur la Figure 4-12 est celle qui a été utilisée par Schach von 
Wittenau et al. [3]. 
 
Initialisation  
L’histogramme est d’abord réorganisé de manière à ce qu’il devienne uniforme. On calcule la moyenne de 
l’histogramme. On identifie le canal le plus haut et le plus bas. Dans le cas présenté par la Figure 4-12, 
ce sont les canaux 2 et 1. On déplace une partie du canal 2 dans le canal 1 jusqu’à ce que ce dernier 
atteigne la valeur moyenne de l’histogramme. Le canal le plus haut est toujours le numéro 2, mais le plus 
bas est le numéro 4. Là encore on déverse une partie du canal 2 dans le canal 4 jusqu’à ce que ce dernier 
atteigne la valeur moyenne de l’histogramme. La hauteur du canal est lui aussi égale à la moyenne. 
Puisque le canal 3 était déjà à la hauteur de la moyenne, l’histogramme est maintenant uniforme. Un 
tableau qui décrit le contenu des canaux lui est associé. Le canal 1 est rempli à 50 % de lui-même et à 
50 % du canal 2. Les canaux 2 et 3 ne contiennent qu’eux même. Une partie du canal 2 est placée avec le 
canal 4.  
 
La complexité de cette étape d’initialisation est quadratique. Les étapes d’initialisation de la simulation 
dans PENELOPE n’étant pas parallélisées, un histogramme 4D de 644 canaux sera initialisé en plus de 
six heures sur notre cluster. Cette méthode implique donc de travailler avec des histogrammes de taille 
très restreinte. Ceci n’est pas limitant si on utilise un modèle tel que celui décrit par Schach von 
Wittenau et al. [3]. Puisqu’elle ne prend en compte que deux corrélations sur quatre, à savoir l’énergie et 
la position, le nombre total de canaux est moins important que lorsqu’on utilise un modèle qui comme le 
nôtre, conserve toutes les corrélations entre les variables.  
 
Tirage d’un canal 
Le tableau créé lors de l’initialisation suffit pour réaliser les tirages. On choisit dans un premier temps un 
numéro de canal grâce à un premier nombre aléatoire, ici 0,01. On sait qu’il y a quatre canaux, et qu’ils 
ont tous la même probabilité. Puisque 0,01 est compris entre 0 et 0,25, le canal cherché correspond au 
tout premier d’entre eux. Un second nombre aléatoire, ici 0,6, nous permet de nous positionner à 
l’intérieur du canal 1. Ce nombre se situe dans la « partie haute » du canal puisqu’il est supérieur à 0,5 
ce qui correspond au canal 2. Finalement, il suffit de tirer deux nombres pour trouver un canal. La 
procédure de tirage est de complexité constante, ce qui représente un gain de temps extrêmement 
important par rapport aux méthodes précédentes.  
 







Figure 4-12 : Réorganisation de l’histogramme 4D grâce à la méthode de Walker et tirage d’un canal. 
 
• Méthode de Walker améliorée 
Une alternative à la méthode de Walker consiste à utiliser l’algorithme de  Walker amélioré par Peterson 
et Kronmal [325, p. 107]. 
 
Initialisation 
L’histogramme est parcouru une première fois de manière à créer deux index contenant la liste rangée des 
canaux « hauts » et « bas ». A chaque réorganisation de l’histogramme, le canal bas, dont la hauteur est 
maintenant égale à la moyenne, disparaît de l’index associé. Le canal haut est quant à lui rangé en 
fonction de sa nouvelle valeur. Cette opération est réitérée jusqu’à ce que les deux index soient vides. Un 
histogramme de 644 canaux est à présent initialisé en moins de dix secondes, ce qui convient 
parfaitement. 
 
Tirage d’un canal 
La procédure de tirage est identique à celle de la méthode originale de Walker. 
 




Figure 4-13 : Initialisation de l’histogramme selon la méthode de Walker améliorée 
 
Finalement, la méthode d’échantillonnage utilisée nous oblige à prévoir un temps d’initialisation, qui est 
d’environ dix secondes par source élémentaire pour un histogramme de 644 canaux (idem pour la source 
unique). Dans le cas du modèle multi-sources, il faudra donc compter environ trente secondes. En 
comparaison, la phase de l’initialisation des informations associées aux matériaux par PENELOPE dure 
environ quinze secondes. Une fois cette étape d’initialisation réalisée, le temps dédié au tirage d’une 
particule est indépendant du nombre de canaux. Toutefois, au lieu de stocker un histogramme simple, il 
faut garder en mémoire le tableau de l’histogramme réinitialisé. La contrainte de temps est donc 
transformée en contrainte de stockage, qui est ici plus facilement maîtrisable. De cette façon, lors de la 
lecture de la source et de la création des tableaux de génération par la méthode de Walker, la 
consommation des ressources mémoires pour une source peut atteindre autour de 320 Mo si les valeurs 
de sources sont stockées en double précision. Par la suite, seuls les tableaux de valeurs et d’indices 
associés suffisent, limitant l’occupation mémoire à environ 200 Mo par source. 
 
4.2.2.2 Génération des particules  
 
Une fois que les histogrammes 4D sont tous initialisés, il est possible de générer des particules. Du point 
de vue de PENELOPE, chaque particule générée est une particule primaire, ce qui n’est pas le cas 
physiquement. Ceci n’a pas d’impact sur le calcul de dose lui-même, mais les valeurs de la dose et des 
incertitudes doivent être corrigées pour prendre en compte le fait qu’une gerbe de particules est générée 
par un électron primaire. Le facteur correctif à appliquer correspond donc au nombre moyen de photons 
émis par rayonnement de freinage par électron primaire. Ce facteur dépend des paramètres de la source 
primaire, de la géométrie du linac et des éventuelles réductions de variance appliquées. Dans le cas 
présent il est égal à 0,059. 
 
La procédure de tirage de particules est illustrée sur la Figure 4-14 : 
• Etape 1 : tirage de la source élémentaire en fonction de l’intensité relative des trois sources 
élémentaires grâce à un nombre aléatoire tiré de manière uniforme entre 0 et 1, 
• Etape 2 : tirage du canal 𝑚𝑚4𝐷𝐷 dans l’histogramme 4D et identification des canaux 𝑚𝑚𝐸𝐸 ,  𝑚𝑚𝑟𝑟𝑠𝑠2 , 𝑚𝑚𝜑𝜑𝑑𝑑 et 
𝑚𝑚𝜃𝜃𝑑𝑑 associés par divisions euclidiennes successives, 
• Etape 3 : échantillonnage des caractéristiques de la particule par tirage uniforme dans chacun 
des canaux: 𝑑𝑑,  𝑟𝑟𝑆𝑆2 ,  𝜑𝜑𝑑𝑑 et 𝜃𝜃𝑑𝑑 . La variable 𝜃𝜃𝑑𝑑 est stockée entre 0 et 180 degrés, et pas entre -180 
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et 180 ° grâce à la symétrie de la distribution en 𝜃𝜃𝑑𝑑 . Pour lui donner son signe, on tire un 
nouveau nombre aléatoire entre 0 et 1. S’il est supérieur à 0,5, 𝜃𝜃𝑑𝑑 est inchangée, sinon on lui 
adjoint un signe négatif,  
• Etape 4 : application de la roulette russe si 𝑟𝑟𝑆𝑆 > 𝐿𝐿 – Le principe de la roulette russe est détaillé 
ci-après, 
• Etape 5 : conversion des coordonnées de la particule dans le repère de PENELOPE. Le détail 
des opérations à mettre en œuvre est présenté en annexe. 
 
 
Figure 4-14 : Procédure de tirage des particules dans le cas du modèle multi-sources. Dans le cas du 
modèle mono-source, la première étape est ignorée puisqu’on ne choisit qu’un seul histogramme. 
 
L’étape 4 a pour objectif d’optimiser le temps de calcul suivant le champ d’irradiation défini. Nous 
rappelons ici que le modèle de source a été conçu pour permettre des calculs de dose dans le champ et 
hors-champ, et décrit donc l’espace des phases sur une large gamme de valeurs de 𝑟𝑟𝑆𝑆. Si on simule un 
champ de petite taille, il est totalement inefficace d’utiliser du temps de calcul pour suivre les particules 
ayant une position radiale importante car elles vont interagir dans les systèmes de collimation sans en 
sortir. Pour diminuer les temps de calculs et limiter le suivi des particules peu « intéressantes », une 
réduction de variance similaire à la roulette russe de PENELOPE a été développée. Deux paramètres 
doivent être fixés :  
• la position radiale maximale définie dans le plan de l’isocentre, notée 𝐿𝐿, correspondant à la position 
radiale au-delà de laquelle on ne s’intéresse plus aux particules, 
• la probabilité de survie d’une particule soumise à la roulette russe, notée 𝑃𝑃𝑅𝑅𝑅𝑅 . 
 
Si une particule est générée par le modèle avec une position radiale inférieure à 𝐿𝐿 dans le plan de 
l’isocentre, la particule est suivie de manière habituelle. Si sa position radiale est supérieure ou égale à 
𝐿𝐿, alors un nombre aléatoire est tiré uniformément entre 0 et 1. Si ce nombre est supérieur à 𝑃𝑃𝑅𝑅𝑅𝑅 la 
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particule survit et son poids passe de 𝑤𝑤𝑖𝑖 à 𝑤𝑤𝑖𝑖 (1 − 𝑃𝑃𝑅𝑅𝑅𝑅)⁄ . Sinon, la particule est tuée en ramenant son 
poids initial à 0.  
4.2.3 Validation de l’implémentation du MSV dans PENELOPE  
 
La vérification de l’implémentation informatique des deux modules présentés auparavant fait l’objet du 
paragraphe suivant. 
 
4.2.3.1 Vérification du module de mise en forme des histogrammes corrélés 
 
Notre objectif est ici de valider le module de création des histogrammes corrélés créés par le module (1) 
de la Figure 4-9 et utilisé lors de l’étape (2). Nous souhaitons contrôler le fait que lorsque des photons 
sont émis selon une distribution donnée, puis stockés dans un PSF, alors l’histogramme dérivé de ce PSF 
représente correctement la source originale.  
 
Pour cela, nous avons modélisé un espace des phases par une fonction 𝑓𝑓 arbitrairement choisie. Cette 
fonction n’a aucun sens physique particulier, mais elle a l’avantage de représenter de manière continue et 
parfaite un hypothétique espace des phases. Nous nous affranchissons ainsi du biais qui serait introduit 
par un PSF à cause du nombre limité de particules qu’il décrit ou de celui d’un histogramme induit par 
son maillage. Cette fonction 𝑓𝑓 nous permet de générer un PSF qui servira pour la création d’un 
histogramme corrélé 4D. La comparaison de l’histogramme 4D à la fonction 𝑓𝑓 permet de valider le 
module. Les détails de cette validation sont exposés ci-dessous et représentés sur la Figure 4-15.  




Figure 4-15 : Principe de validation du module de création des histogrammes corrélés. 
 
• Modélisation d’un espace des phases 
On définit une fonction 𝑓𝑓 de manière à ce qu’elle dépende de quatre variables 𝑑𝑑, 𝑟𝑟, 𝜑𝜑 et 𝜃𝜃. On introduit 
des dépendances entre 𝑑𝑑, 𝜑𝜑𝑑𝑑 et 𝜃𝜃𝑑𝑑 et la variable 𝑟𝑟. On peut alors écrire 𝑓𝑓 sous la forme de l’équation 
(4-10) :  
 
𝑓𝑓(𝑟𝑟,𝑑𝑑,𝜑𝜑𝑑𝑑 ,𝜃𝜃𝑑𝑑) = 𝑓𝑓1(𝑟𝑟). 𝑓𝑓2(𝑑𝑑|𝑟𝑟). 𝑓𝑓3(𝜑𝜑|𝑟𝑟). 𝑓𝑓4(𝜃𝜃|𝑟𝑟) (4-10) 
 
Cette fonction 4D, aussi appelée dans la suite « source analytique », est implémentée dans PENELOPE 
pour générer des photons. Tous les photons sont émis à la même altitude 𝑧𝑧0.  
 
Distribution en position radiale r 
La loi de probabilité, ou fonction de répartition, en position radiale au niveau du plan 𝑧𝑧0 est donnée par 
l’équation (4-11) et décrit une distribution linéaire incluse dans l’intervalle [0 ; 𝑟𝑟0]. Les particules sont 
réparties de manière uniforme autour de l’axe z. L’intégration de l’équation (4-11) par rapport à  𝑟𝑟 permet 
d’obtenir la fonction de densité de probabilité de la position radiale, exprimée par l’équation (4-14). 
 
𝑃𝑃1(𝑟𝑟) = � 2𝑟𝑟02 ∗ 𝑒𝑒𝑑𝑑𝑒𝑒𝑟𝑟0  (4-11) 
 
où 𝑟𝑟0 est la valeur maximale que peut prendre la variable 𝑟𝑟.  
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L’intégration de 𝑃𝑃1(𝑟𝑟) par rapport à x  permet d’écrire que la variable 𝑟𝑟 prend la forme décrite par 
l’équation (4-12) :  
𝑟𝑟 = 𝑟𝑟0 ∗ �𝜉𝜉1,  𝜉𝜉1 ∈ [0; 1] (4-12) 
 
On rappelle que la fonction de répartition et la densité de probabilité sont reliées par l’expression 
suivante : 




Dans le cas présent, la fonction de densité de probabilité f1(r) s’écrit donc : 
𝑓𝑓1(𝑟𝑟) = 2𝑟𝑟02 ∗ 𝑟𝑟 ∗ 1[0,𝑟𝑟0] (𝑟𝑟) (4-14) 
où 1𝐷𝐷  est la fonction indicatrice sur l’intervalle 𝐷𝐷 définie telle que : 
 1𝐷𝐷 ∶ 𝑑𝑑 →  [0,1]                     𝑒𝑒 ↦  �1 𝑠𝑠𝑚𝑚 𝑒𝑒 ∈ 𝐷𝐷0 𝑠𝑠𝑚𝑚 𝑒𝑒 ∉ 𝐷𝐷 (4-15) 
 
Alors, 𝑓𝑓1(𝑟𝑟) s’écrit : 
𝑓𝑓1(𝑟𝑟) = 2𝑟𝑟02 ∗ 𝑟𝑟 (4-16) 
On fixe ici 𝑟𝑟0 égal à 10 cm (Figure 4-16a). 
 
Distribution en énergie 𝑑𝑑  
L’énergie des particules est modélisée grâce à la fonction de probabilité décrite par l’équation (4-17), 
𝑃𝑃2(𝑑𝑑), c’est-à-dire selon une exponentielle décroissante avec un paramètre de décroissance 𝜆𝜆 dépendant 
de la position radiale 𝑟𝑟. On applique une coupure haute et basse en énergie à 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 et 𝑑𝑑𝑚𝑚𝑖𝑖𝑜𝑜 .  
 
𝑃𝑃2(𝑑𝑑) = 1𝐷𝐷� 𝜆𝜆(𝑟𝑟)𝑒𝑒𝑒𝑒 𝑝𝑝(−𝜆𝜆(𝑟𝑟)𝑒𝑒)𝑑𝑑𝑒𝑒𝐸𝐸𝐸𝐸𝑚𝑚𝑖𝑖𝑚𝑚  (4-17) 
  
Avec 𝜆𝜆(𝑟𝑟) =  1+𝑟𝑟 𝑟𝑟0�
𝐸𝐸0
 et 𝐷𝐷 = exp(−𝜆𝜆(𝑟𝑟)𝑑𝑑𝑚𝑚𝑖𝑖𝑜𝑜) − exp(−𝜆𝜆(𝑟𝑟)𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚) 
 
L’intégration de 𝑃𝑃2(𝑟𝑟) par rapport à  x permet d’écrire que la variable 𝑑𝑑 prend la forme décrite par 
l’équation (4-18) :  
 
𝑑𝑑 = −𝑙𝑙𝑚𝑚(𝑒𝑒𝑒𝑒𝑝𝑝(−𝜆𝜆(𝑟𝑟)𝑑𝑑𝑚𝑚𝑖𝑖𝑜𝑜) − 𝜉𝜉2𝐷𝐷
𝜆𝜆(𝑟𝑟)  (4-18) 
Avec 𝜉𝜉2 ∈ [0; 1] 
 
La fonction de densité de probabilité 𝑓𝑓2(𝑑𝑑) de 𝑑𝑑(𝑟𝑟) s’écrit: 
 
𝑓𝑓2(𝑑𝑑) = 1𝐷𝐷� 𝜆𝜆(𝑟𝑟) 𝑒𝑒𝑒𝑒𝑝𝑝(−𝜆𝜆(𝑟𝑟)𝑑𝑑) 2𝑟𝑟02 𝑟𝑟1[0,𝑟𝑟0] (𝑟𝑟) 𝑑𝑑𝑟𝑟𝑟𝑟00  (4-19) 
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Soit finalement,  
𝑓𝑓2(𝑑𝑑) = 2 𝑒𝑒𝑒𝑒𝑝𝑝(−2𝑘𝑘)𝐷𝐷𝑘𝑘3𝑑𝑑0 ((𝑘𝑘 + 2) 𝑒𝑒𝑒𝑒𝑝𝑝(𝑘𝑘) − 2𝑘𝑘2 − 3𝑘𝑘 − 2) (4-20) 
 
Où 𝑘𝑘 =  𝐸𝐸
𝐸𝐸0
 
On fixe ici 𝑑𝑑0 égal à 3 MeV, 𝑑𝑑𝑚𝑚𝑖𝑖𝑜𝑜  à 100 keV et 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 à 7 MeV (Figure 4-16b). 
 
Distribution en angle polaire 𝜑𝜑 
L’angle polaire est modélisé par un créneau dont la largeur varie en fonction de la position radiale. 
L’expression de sa loi de probabilité est donnée par l’équation (4-21) :  
 
𝑃𝑃3(𝜑𝜑) = � 1𝜑𝜑𝟎𝟎,𝒓𝒓 − 0𝑑𝑑𝑒𝑒 𝜑𝜑0  (4-21) 
 
Où 𝜑𝜑0,𝑟𝑟 s’écrit : 
𝜑𝜑0,𝑟𝑟 = 𝜑𝜑0(1 + 𝑟𝑟𝑟𝑟0) (4-22) 
 
L’intégration de 𝑃𝑃3(𝜑𝜑) par rapport à 𝑒𝑒 permet d’écrire que la variable 𝜑𝜑 prend la forme décrite par le 
système d’équations (4-23) :  
 
𝜑𝜑 = � 𝜉𝜉3𝜑𝜑0,𝑟𝑟 , 𝜑𝜑 <  𝜑𝜑0,𝑟𝑟             0, 𝜑𝜑 >  𝜑𝜑0,𝑟𝑟 (4-23) 
 
Avec 𝜉𝜉3 ∈ [0; 1] 
 
La fonction de densité de probabilité 𝑓𝑓3(𝜑𝜑) de 𝜑𝜑(𝑟𝑟) s’écrit alors : 
 
𝑓𝑓3(𝜑𝜑) =  1
𝜑𝜑0 ∗ (1 + 𝑟𝑟𝑟𝑟0) 1�0,𝜑𝜑0,𝑟𝑟� (𝜑𝜑)1[0,𝑟𝑟0] (𝑟𝑟) (4-24) 
 









⎧    2
𝜑𝜑0




+ 𝑙𝑙𝑚𝑚 � 𝜑𝜑
𝜑𝜑0
�� , 𝜑𝜑0 < 𝜑𝜑 < 2𝜑𝜑0
                               0,          2𝜑𝜑0 < 𝜑𝜑
 (4-25) 
 
On notera que 𝑓𝑓3(𝜑𝜑) est bien continue. On fixe ici 𝜑𝜑0 égal à 10 degrés (Figure 4-16c).  
 
Distribution en angle azimutal 𝜃𝜃  
La loi de probabilité 𝑃𝑃4(𝜃𝜃) de l’angle azimutal est définie par morceaux :  
 












−𝜃𝜃𝑚𝑚𝑚𝑚𝑚𝑚 − 𝜃𝜃0,𝑟𝑟 𝑑𝑑𝑒𝑒
𝜃𝜃
−𝜃𝜃𝑚𝑚𝑚𝑚𝑚𝑚
, 𝜃𝜃 ≤ 0
�
1/2
𝜃𝜃𝑚𝑚𝑚𝑚𝑚𝑚 − 𝜃𝜃0,𝑟𝑟 𝑑𝑑𝑒𝑒
𝜃𝜃
0





Avec 𝜃𝜃0,𝑟𝑟 = 𝜃𝜃0(1 + 𝑟𝑟𝑟𝑟0) 
 
L’intégration de 𝑃𝑃4(𝜃𝜃) par rapport à 𝑒𝑒 permet d’écrire que la variable 𝜃𝜃(𝑟𝑟) prend la forme décrite par le 









⎧−𝜉𝜉4 �𝜃𝜃𝑚𝑚𝑚𝑚𝑚𝑚 −  𝜃𝜃0 �1 + 𝑟𝑟𝑟𝑟0�� + 𝜃𝜃0,𝑟𝑟 �1 + 𝑟𝑟𝑟𝑟0� ,   𝜉𝜉5  ≤  0,5





















⎧(𝜃𝜃𝑚𝑚𝑚𝑚𝑚𝑚 − 𝜃𝜃0)𝑙𝑙𝑚𝑚 � 𝜃𝜃𝑚𝑚𝑚𝑚𝑚𝑚 − 𝜃𝜃0𝜃𝜃𝑚𝑚𝑚𝑚𝑚𝑚 − 2𝜃𝜃0� −  𝜃𝜃0, −𝜃𝜃𝑚𝑚𝑚𝑚𝑚𝑚 < 𝜃𝜃 < −2𝜃𝜃0
(𝜃𝜃𝑚𝑚𝑚𝑚𝑚𝑚 − 𝜃𝜃0)𝑙𝑙𝑚𝑚 �𝜃𝜃𝑚𝑚𝑚𝑚𝑚𝑚 − 𝜃𝜃0𝜃𝜃𝑚𝑚𝑚𝑚𝑚𝑚 + 𝜃𝜃 � +  𝜃𝜃0 + 𝜃𝜃, −2𝜃𝜃0 < 𝜃𝜃 < −𝜃𝜃00, −𝜃𝜃0 < 𝜃𝜃 < 𝜃𝜃0
(𝜃𝜃𝑚𝑚𝑚𝑚𝑚𝑚 − 𝜃𝜃0)𝑙𝑙𝑚𝑚 �𝜃𝜃𝑚𝑚𝑚𝑚𝑚𝑚 − 𝜃𝜃0𝜃𝜃𝑚𝑚𝑚𝑚𝑚𝑚 − 𝜃𝜃 � −  𝜃𝜃0 − 𝜃𝜃, 𝜃𝜃0 < 𝜃𝜃 < 2𝜃𝜃0
(𝜃𝜃𝑚𝑚𝑚𝑚𝑚𝑚 − 𝜃𝜃0)𝑙𝑙𝑚𝑚 � 𝜃𝜃𝑚𝑚𝑚𝑚𝑚𝑚 − 𝜃𝜃0𝜃𝜃𝑚𝑚𝑚𝑚𝑚𝑚 − 2𝜃𝜃0� −  𝜃𝜃0, 2𝜃𝜃0 < 𝜃𝜃 < 𝜃𝜃𝑚𝑚𝑚𝑚𝑚𝑚
 (4-28) 
 
On notera que 𝑓𝑓4(𝜃𝜃) est paire et bien continue. On fixe ici 𝜃𝜃0 égal à 20 degrés et 𝜃𝜃𝑚𝑚𝑚𝑚𝑚𝑚 à 180 degrés 
(Figure 4-16d). 
 




(a) Position radiale (b) Energie 
  
(c) Angle polaire (d) Angle azimutal 
Figure 4-16 : Densités de probabilité des différents membres de la fonction analytique - 𝑟𝑟0 = 10 𝑐𝑐𝑚𝑚 ; 
𝑑𝑑0 = 3 𝑀𝑀𝑒𝑒𝑀𝑀 ; 𝑑𝑑𝑚𝑚𝑖𝑖𝑜𝑜 = 100 𝑘𝑘𝑒𝑒𝑀𝑀 ; 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 = 7 𝑀𝑀𝑒𝑒𝑀𝑀 ; 𝜑𝜑0 = 10 ° ; 𝜃𝜃0 = 20 ° ; 𝜃𝜃𝑚𝑚𝑚𝑚𝑚𝑚 = 180° 
 
4.2.3.1.1 Utilisation de la source analytique 
 
La source analytique, que l’on vient de décrire, est utilisée pour générer 5.108 photons. Ceux-ci sont 
stockés dans un fichier PSF. On suppose que tous les photons proviennent d’un composant unique, et on 
travaille avec le modèle mono-source. Une analyse du PSF permet de créer un histogramme 4D à l’aide 
de la méthode de maillage régulier, et à partir des projections de celui-ci selon ses quatre directions, les 
quatre histogrammes 1D  décrits par le Tableau 4-1. On retient ici comme variable en position, la 
position radiale plutôt que son carré. On choisit comme valeurs maximales et comme pas dans les 
différentes directions les paramètres suivants : 𝑚𝑚𝑚𝑚𝑒𝑒𝑟𝑟 = 11 𝑐𝑐𝑚𝑚 , 𝑚𝑚𝑚𝑚𝑒𝑒𝐸𝐸 = 7,5 𝑀𝑀𝑒𝑒𝑀𝑀, 𝑚𝑚𝑚𝑚𝑒𝑒𝜑𝜑 = 25 °, 
𝑝𝑝𝜃𝜃 = 180 °, 𝑝𝑝𝑟𝑟 = 0,2 𝑐𝑐𝑚𝑚 , 𝑝𝑝𝐸𝐸 = 0,01 𝑀𝑀𝑒𝑒𝑀𝑀, 𝑝𝑝𝜑𝜑 = 1 °, et 𝑝𝑝𝜃𝜃 = 3 °. On choisit volontairement un pas plus fin 
en énergie, en l’occurrence égal au seuil de coupure en énergie basse de la simulation, pour vérifier que 
celui-ci est bien respecté. On peut ici se permettre de travailler avec un maillage fin car l’histogramme 
créé n’est pas réinjecté dans PENELOPE. Il est directement comparé à la source analytique. Pour cela, 
on évalue la différence entre les histogrammes 1D de la source en histogramme et les lois marginales de 
la source analytique. Pour comparer des quantités équivalentes, il faut intégrer chaque densité de 
probabilité sur un intervalle égal au pas utilisé pour générer l’histogramme 1D, c’est-à-dire quantifier les 
lois marginales (Figure 4-15). 
 





La Figure 4-17 montre qu’il y a systématiquement un très bon accord entre les lois marginales de la 
source analytique quantifiées (représentées par une ligne verte) et les histogrammes (représentés par des 




(a) Position radiale (b) Energie 
  
(c) Angle polaire (d) Angle azimutal 
Figure 4-17: Comparaison des histogrammes 1D et des lois marginales de la fonction analytique 




Figure 4-18 : Zoom sur la distribution en énergie 
 
4.2.3.3 Module de source implémenté dans PENELOPE 
 
4.2.3.3.1 Matériel et méthodes 
 
On s’attache ici à vérifier le module de source implémenté dans PENELOPE, c’est-à-dire le module (2) 
de la Figure 4-15. On modélise ici une source ponctuelle qui émet des photons dans un cône de trente 
degrés d’ouverture selon le spectre illustré par la Figure 4-19. On stocke dans un fichier d’espace des 
phases, noté PSF1, les caractéristiques de 109 particules à 16 cm de la source. Un histogramme 4D est 
généré à partir de ce PSF. Dans cet histogramme, on stocke cette fois le carré de la position radiale des 
particules, qui varie entre 0 et 100 cm² par pas de 5 cm², l’énergie qui varie entre 0 et 100 keV par pas 
de 10 keV, et les angles polaire et azimutal variant entre 0 et 180 ° par pas de 18 °.    
Cet histogramme 4D, noté H1, est utilisé à son tour comme source pour générer 109 particules. Celles-ci 
sont stockées directement après leur génération dans un nouveau fichier d’espace des phases, noté PSF2. 
On construit à partir du PSF2 un nouvel histogramme 4D, noté H2, qui a les mêmes caractéristiques que 
le précédent (valeurs maximales, pas des canaux). Les histogrammes H1 et H2 ne peuvent pas être 
facilement représentés graphiquement. On les compare en calculant la différence qui existe canal à canal. 
Le principe de cette validation est repris dans la Figure 4-20.   





Figure 4-19 : Spectre de la source ponctuelle 
originale. 
Figure 4-20 : Principe de validation du module 




La comparaison des histogrammes canal à canal montre que :  
- la somme des contributions de l’ensemble des canaux des deux histogrammes vaut bien 1, 
- les canaux qui doivent être vides le sont effectivement, 
- l’écart maximal relevé est de 7 % dans un canal dont la contribution est inférieure à 3.10-5 % de 
l’histogramme total, 
- l’erreur moyenne dans les canaux non nuls est de 0,3 %. 





L’objectif de cette partie était de vérifier l’implémentation informatique du nouveau MSV. Les tests mis en 
place pour contrôler d’une part le module de création des histogrammes et d’autre part celui qui les 
utilise comme source dans PENELOPE ont donné de bons résultats. Les performances dosimétriques du 
MSV vont maintenant être évaluées. 
 
4.3 Evaluation des performances du MSV  
 
L’évaluation du modèle de source est réalisée en trois temps. Dans un premier temps, une analyse des 
histogrammes corrélés 1D et 2D a été menée. La deuxième étape a ensuite eu pour but de mettre en 
évidence les corrélations qui existent entre les caractéristiques des particules grâce à différents tests 
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statistiques et donc de démontrer l’intérêt des histogrammes 4D. Enfin, on a comparé les performances 
dosimétriques des méthodes de maillages présentées dans le paragraphe précédent.  
4.3.1 Interprétation physique des histogrammes corrélés  
 
Les histogrammes 4D concentrent toutes les informations contenues dans les histogrammes 1D, 2D et 3D. 
Puisque la manipulation des histogrammes 1D et 2D est plus aisée, ce sont eux qui ont été utilisés pour 
comprendre et analyser le comportement des sources.   
4.3.1.1 Histogrammes en une dimension 
  
Le tri des particules du PSF qui a conduit à la création des sources élémentaires « cible », « collimateur 
primaire » et « cône égalisateur » a montré que leur intensité est respectivement de 69 %, 8 % et 23 %. 
Comme l’ont fait remarquer Fix et al. [264], ce résultat dépend de la géométrie de l’accélérateur et des 
paramètres de la source primaire. L’étude de Schach von Wittenau et al. [3] montre aussi que la taille du 
PSF utilisé pour le tri des particules peut influencer l’intensité relative des sources. Plus celui-ci est 
large, plus le cône égalisateur prend de l’importance. Même si on ne retrouve pas strictement les 
intensités relatives annoncées dans la littérature, ce résultat est cohérent avec les ordres de grandeurs 
décrits [3], [233], [260]. La cible est la source prépondérante, et les photons diffusés viennent 
majoritairement du cône égalisateur.   
 
La Figure 4-21 représente la superposition des distributions en position radiale, en énergie, et en angles 
polaire et azimutal des trois sources élémentaires du modèle multi-sources et de la source unique du 
modèle mono-source. Les contributions des sources élémentaires sont pondérées par leur intensité 
relative. On a préféré s’intéresser ici à la distribution en position radiale plutôt qu’à la position radiale 
au carré car cette dernière est moins facilement interprétable. Les distributions illustrées sur la Figure 
4-21 ont été obtenues grâce à la méthode de maillage régulier, avec un pas très fin pour chaque variable 
de manière à bien distinguer les détails. On a ainsi : 𝑚𝑚𝑚𝑚𝑒𝑒𝑟𝑟 = 8 𝑐𝑐𝑚𝑚 , 𝑚𝑚𝑚𝑚𝑒𝑒𝐸𝐸 = 7,5 𝑀𝑀𝑒𝑒𝑀𝑀, 𝑚𝑚𝑚𝑚𝑒𝑒𝜑𝜑 = 120 °, 









Figure 4-21 : Histogrammes 1D (ou lois marginales) représentant les distributions des particules en 
position radiale (a), en énergie (b), en angle polaire (c) et en angle azimutal (d) pour chaque source 
élémentaire (cible en rouge, collimateur primaire en bleu, cône égalisateur en vert) et la source unique, 
qui correspond au total des particules (en rose). Les contributions des sources élémentaires sont 
pondérées par leur intensité relative. 
 
On voit sur la Figure 4-21a que la distribution en position radiale de la source unique est croissante 
jusqu’à environ 3,5 cm, ce qui correspond à l’ouverture du collimateur primaire. Cette augmentation reflète 
essentiellement l’augmentation de l’aire des anneaux correspondant aux canaux, alors que leur pas est 
régulier. Cela se répercute sur la densité de probabilité. Il apparait également que l’allure des 
distributions en position radiale dépend fortement de la source élémentaire représentée. La distribution 
de la source unique du MSV est très proche de celle de la cible, car c’est la cible qui est prépondérante. 
La forme des distributions en position radiale conforte également l’intérêt de la roulette russe 
implémentée dans PENELOPE. En effet, un champ 5 x 5 cm² a un demi-côté égal à 2,5 cm, ce qui 
représente un rayon de 0,4 cm au niveau d’un plan dans lequel sont définies les trois sources 
élémentaires, ce qui ne représente qu’une très petite partie de la distribution. Puisque la distribution est 
croissante, on génère en proportion beaucoup plus de particules ayant peu de chances d’atteindre le 
champ que l’inverse. Ces particules vont être dans la majorité des cas arrêtées par les systèmes de 
collimation, d’où l’utilité de la roulette russe. Cette roulette russe a donc le même objectif que la 
définition de la position maximale 𝐿𝐿𝑖𝑖𝑠𝑠𝑚𝑚   décrite par Schach et al. [3] . L’intérêt de la roulette russe mise en 
place ici est de laisser à l’utilisateur le choix de la précision de son modèle, en particulier s’il souhaite 
s’intéresser aux calculs de dose hors-champ.  
 Les tendances observées sur les spectres en énergie, Figure 4-21b, rejoignent celles décrites dans la 
littérature [3]. Les particules venant de la cible sont principalement créées par rayonnement de freinage et 
annihilation. On observe le pic d’annihilation à 511 keV et la raie de fluorescence du tungstène à 60 keV. 
Puisque les particules n’interagissent pas avant de traverser le plan d’espace des phases, leur spectre en 
énergie n’est pas dégradé. Les particules les plus énergétiques au niveau du PSF proviennent donc de 
cette source élémentaire. Le collimateur primaire quant à lui absorbe à la fois les hautes et les faibles 
énergies. En effet, les particules qui entrent dans le collimateur primaire doivent réaliser un grand 
nombre d’interactions pour en sortir, ou diffuser à grand angle. Dans les deux cas, la perte d’énergie est 
importante. Seules les particules qui ont une énergie suffisante pour exister encore après ce type 
d’interaction sont retrouvées au niveau du PSF. Enfin, on observe que le spectre de la source du cône 
égalisateur a une forme similaire à celui de la cible. Les photons d’annihilation y sont moins visibles que 
dans les spectres des autres sources car, comme toutes les particules, ils ont tendance à diffuser dans le 
cône. 




Les distributions en angle polaire (Figure 4-21c) montrent une très forte dépendance avec la nature de la 
source élémentaire associée. Cette variable pourrait d’ailleurs être utilisée pour distinguer des photons 
dits primaires, qui proviennent de la cible, des photons dits diffusés, qui proviennent du collimateur 
primaire et du cône égalisateur. La distinction entre les sources collimateur primaire et cône égalisateur à 
l’aide de la variable ILB5 est cependant préférable pour mieux modéliser les caractéristiques du faisceau. 
La distribution en angle polaire de la cible est quasiment un pic de Dirac. Sa largeur est due au fait que 
les particules peuvent interagir avant de sortir de la cible et sont émises par la totalité de la surface du 
composant. La cible n’est pas strictement un point source. Les distributions en angle polaire du 
collimateur primaire et du cône égalisateur sont au contraire peu peuplées aux faibles angles. Le cône 
égalisateur l’emporte dans la gamme des grands angles grâce aux particules qui ont réalisé des diffusions 
multiples et dont l’angle polaire résultant est important. Les particules qui sont issues du collimateur 
primaire ont elles aussi dû interagir un grand nombre de fois pour en sortir, d’où des valeurs importantes 
d’angle polaire. Cependant, des diffusions à répétitions augmentent également leur chance d’être 
absorbées. Les distributions en angles azimutal (Figure 4-21d) sont quant à elles plus difficiles à 
interpréter.  
 
4.3.1.2 Histogrammes en deux dimensions 
 
On a vu dans le Tableau 4-1  (voir paragraphe 4.1.2.2, page 108) qu’il est possible de créer six types 
d’histogrammes 2D. Par souci de concision, nous nous concentrons ici sur la combinaison de 𝑑𝑑 et 𝑟𝑟𝑠𝑠 . La 
Figure 4-22 représente les histogrammes 2D qui relient l’évolution de l’énergie des particules à leur 
position radiale, pour la source « cible » (Figure 4-22a), « collimateur primaire » (Figure 4-22c),   « cône 
égalisateur » (Figure 4-22e), et le MSV combinant les trois sources élémentaires  (Figure 4-22g).  Les b, 
Figure 4-22d, f et h représentent les incertitudes associées. Pour chacune des sources, les particules les 
plus énergétiques sont observées à proximité du bord du collimateur primaire. Ceci est dû à un effet 
d’aire, comme cela a déjà été observé pour l’histogramme 1D donnant l’évolution de la position radiale. 
Plus on s’éloigne de l’axe, plus il y a de particules et plus on est susceptible d’observer les particules de 
haute énergie en grand nombre. Au-delà de 3,5 cm, la plupart des particules ont perdu de l’énergie lors 
de la traversée du collimateur primaire, ce qui décale le spectre vers les basses énergies. Chaque source 
présente néanmoins des spécificités. Dans le cas de la cible, la quasi-totalité des particules sont 
observées pour des positions radiales inférieures à l’ouverture du collimateur primaire. Un nombre infime 
de particules, principalement des photons d’annihilation, sont observés au-delà de 3,5 cm. Ce n’est pas le 
cas pour les sources du collimateur primaire et du cône égalisateur, pour lesquelles on observe des 
distributions plus étalées. Dans le champ, c’est-à-dire en deçà de l’ouverture du collimateur primaire, la 
distribution pour la source unique a la même allure que celle de la cible, qui est la source élémentaire 
prépondérante. Au-delà, on voit apparaître les composantes des deux autres sources modélisant le diffusé.  
 
 




(a) Cible – histogramme 2D (b) Cible – histogramme 2D des incertitudes 
  
(c) Collimateur primaire – histogramme 2D 
(d) Collimateur primaire - histogramme 2D des 
incertitudes 
  
(e) Cône égalisateur – histogramme 2D (f) Cône égalisateur - histogramme 2D des incertitudes 
  
(g) Source unique – histogramme 2D (h) Source unique - histogramme 2D des incertitudes 
Figure 4-22 : Histogrammes 2D (ou lois jointes) et incertitudes associées montrant l’évolution du spectre 
en énergie en fonction de la position radiale des particules pour chacune des trois sources élémentaires 
et pour la source unique. 
 
4.3.2 Mise en évidence des corrélations 
 
Une étude préliminaire a d’abord permis de vérifier les corrélations existantes entre les différentes 
variables stockées dans le PSF à l’aide de différents tests statistiques exposés ci-après.  Ces tests sont 
tous basés sur le schéma suivant : On note 𝐻𝐻0, l’hypothèse nulle, qui correspond à l’indépendance des 
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distributions statistiques correspondant à des couples de variables. On teste s’il est significatif de rejeter 
cette hypothèse d’indépendance pour un échantillon de taille donné et un seuil fixé 𝛼𝛼. Le test consiste à 
comparer les valeurs- 𝑝𝑝8F9 (ou p-value) calculées pour chaque couple de variables et à les comparer au 
seuil 𝛼𝛼. 
4.3.2.1 Description des différents tests 
4.3.2.1.1 Test d’Hoeffding  
 
Le test d’indépendance d’Hoeffding [326] a été utilisé pour mettre en évidence les corrélations qui 
existent entre les variables 𝑑𝑑, 𝑟𝑟𝑆𝑆, 𝜑𝜑𝑑𝑑   et 𝜃𝜃𝑑𝑑 . Ce test non paramétrique est particulièrement bien adapté 
ici car il est consistant pour toute distribution bivariée, et donc insensible à leur forme. Il permet ainsi de 
détecter toute nature de corrélation (pas uniquement linéaire ou de rang). Ce test estime la différence 𝐻𝐻 
entre la loi de distribution jointe et le produit des lois marginales des deux variables, comme le montre 
l’équation (4-29). 
 
𝐻𝐻 = �(𝐹𝐹12 − 𝐹𝐹1𝐹𝐹2)2𝑑𝑑𝐹𝐹12  (4-29) 
 
où 𝐹𝐹12 est la loi jointe des deux variables mises en jeu et  𝐹𝐹1,  𝐹𝐹2 leurs lois marginales. Dans notre cas, 
𝐹𝐹12 fait référence à l’histogramme 2D des variables 𝑣𝑣1et 𝑣𝑣2, et 𝐹𝐹1 et 𝐹𝐹2 à leurs histogramme 1D.  Après  
le calcul de la valeur- 𝑝𝑝 [326], si celle-ci est plus petite que le seuil 𝛼𝛼, alors la différence 𝐻𝐻 est 
significative (𝐻𝐻0 est rejetée) et 𝑣𝑣1et 𝑣𝑣2 peuvent être considérées comme corrélées. Les variables ont été 
testées deux à deux pour montrer qu’il existe bien des corrélations entre elles. Pour ce faire, un 
échantillon de 213 particules a été utilisé.  
4.3.2.1.2 Test de Pearson 
 
Le test de Pearson [327] sert à mettre en évidence l’existence d’une relation de linéarité entre deux 
variables 𝑒𝑒  et 𝑦𝑦. Il calcule un coefficient de corrélation, 𝑟𝑟, compris entre -1 et 1. Si 𝑟𝑟 vaut 1 
(respectivement -1), alors les deux variables sont reliées par une fonction affine croissante (respectivement 
décroissante). A la différence du test d’Hoeffding, ce test est paramétrique et est pleinement interprétable 
dans un cadre gaussien. Son utilisation dans notre situation n’est donc pas la plus pertinente. Il est 
présenté à titre de comparaison pour sa grande popularité. L’expression du test (coefficient de corrélation 
de Pearson)  𝑟𝑟 est donnée par l’équation (4-30) combinée à l’équation (4-31) : 
 
𝑐𝑐𝑜𝑜𝑣𝑣𝑚𝑚𝑚𝑚 =   ∑ (𝑒𝑒𝑖𝑖 − 𝑚𝑚𝑚𝑚)�𝑦𝑦𝑖𝑖 − 𝑚𝑚𝑚𝑚�𝑖𝑖 𝑚𝑚   (4-30) 
 
𝑟𝑟 =   𝑐𝑐𝑜𝑜𝑣𝑣𝑚𝑚𝑚𝑚
𝑠𝑠𝑚𝑚𝑠𝑠𝑚𝑚
  (4-31) 
                                            
9 Une valeur de 𝑝𝑝 est le résultat d’un test statistique qui compare deux distributions. Elle représente, au 
regard des données analysées, la  probabilité d’obtenir des valeurs générées au moins aussi extrêmes que 
celles observées. Si la valeur de 𝑝𝑝 est inférieure à un seuil 𝛼𝛼 fixé au préalable, on rejette 𝐻𝐻0. Dans le cas 
contraire, 𝐻𝐻0 n’est pas rejetée, mais on ne sait pas si elle peut être acceptée ou pas. 




où 𝑚𝑚𝑚𝑚 (respectivement 𝑚𝑚𝑚𝑚) est la moyenne de la variable 𝑒𝑒𝑖𝑖 (respectivement 𝑦𝑦𝑖𝑖), la valeur prise par la 
variable x lors de la réalisation i, 𝑠𝑠𝑚𝑚 (respectivement 𝑠𝑠𝑚𝑚) est l’écart type de la variable 𝑒𝑒𝑖𝑖 (respectivement 
𝑦𝑦𝑖𝑖) et 𝑚𝑚 le nombre total de valeurs dans l’échantillon (ici 213 particules).  
 
4.3.2.1.3 Test de Spearman 
 
Le test de Spearman [328] est utile pour repérer les corrélations entre les rangs des valeurs prises par 
deux variables. Il met ainsi en évidence l’existence de corrélations entre les sens d’évolution des 
distributions. Ce test calcule, comme Pearson, un coefficient de corrélation 𝜌𝜌, compris entre -1 et 1. Plus 
précisément, le test de rang de Spearman peut être interprété comme un test de Pearson sur des données 
rangées. Ce test, également très répandu, permet de mettre en évidence des évolutions corrélées entre les 
distributions, mais ne permet pas non plus de tester tout type de corrélation. Il est présenté à titre de 
comparaison. L’expression du test 𝜌𝜌 est donnée par l’équation (4-32) : 
 
𝜌𝜌 =  1 −  6 × ∑ 𝑑𝑑𝑖𝑖2𝑖𝑖
𝑚𝑚3 − 𝑚𝑚
  (4-32) 
 
où 𝑚𝑚 est le nombre total de valeurs dans l’échantillon (ici 213 particules) et 𝑑𝑑𝑖𝑖 la différence arithmétique 




La Figure 4-23 illustre les histogrammes 2D représentant, pour chaque source élémentaire et pour la 
source unique, le produit des lois marginales de la position radiale et de l’énergie. Si ces deux variables 
n’avaient pas été corrélées, ces histogrammes auraient été identiques à ceux illustrés en Figure 4-23 ce 
qui n’est clairement pas le cas. La même observation peut être faite pour toutes les combinaisons de 
variables 𝑑𝑑, 𝑟𝑟𝑠𝑠 ,𝜑𝜑𝑑𝑑 ,𝜃𝜃𝑑𝑑 prises deux à deux, récapitulées dans le Tableau 4-1  (voir paragraphe 4.1.2.2 , 
page 108).  
 
Le Tableau 4-3 résume les résultats des différents tests en donnant les valeurs de 𝑝𝑝 et 𝐻𝐻 obtenues. Nous 
avons choisi une valeur de seuil 𝛼𝛼 égale à 0,01. Les résultats montrent que la dépendance entre les 
variables est confirmée. Il faut noter que pour le test d’Hoeffding, un nombre faible de particules, égal à 
213, est suffisant pour montrer cette dépendance quel que soit le couple de variables étudié, contrairement 
aux autres tests qui requièrent des échantillons statistiques plus grands pour atteindre les mêmes 
conclusions. Cependant, dans la majorité des cas, l’hypothèse d’indépendance est rejetée pour les trois 
tests.  
 




(a) Cible (b) Collimateur primaire 
  
(c) Cône égalisateur (d) Source unique 
Figure 4-23 : Histogrammes 2D correspondant au produit des lois marginales de la position radiale et 
de l’énergie, pour les trois sources élémentaires et la source unique MSV.  
 
 
  Histogrammes 2D 
Source  𝑟𝑟𝑠𝑠, 𝑑𝑑 𝑟𝑟𝑠𝑠, 𝜑𝜑𝑑𝑑 𝑟𝑟𝑠𝑠, 𝜃𝜃𝑑𝑑 𝑑𝑑, 𝜑𝜑𝑑𝑑 𝑑𝑑, 𝜃𝜃𝑑𝑑 𝜑𝜑𝑑𝑑, 𝜃𝜃𝑑𝑑 
Cible        
 𝐻𝐻  4,78.10-1 1,08 8,19.10-1 4,78 9,92.10-1 3,40 
 𝑝𝑝  1,23.10-7 6,90.10-11 9,49.10-10 0,00 1,52.10-10 5,55.10-16 
 𝐻𝐻0  Rejet Rejet Rejet Rejet Rejet Rejet 
Coll. primaire        
 𝐻𝐻  1,28 3,80 3,29 1,21.101 5,87 9,33 
 𝑝𝑝  1,25.10-11 2,22.10-16 7,77.10-16 0,00 0,00 0,00 
 𝐻𝐻0  Rejet Rejet Rejet Rejet Rejet Rejet 
Cône égalisateur        
 𝐻𝐻  1,23 1,60 4,92 1,57.101 1,48.101 5,60.101 
 𝑝𝑝  1,83.10-11 1,36.10-12 0,00 0,00 6,79.10-4 3,07.10-8 
 𝐻𝐻0  Rejet Rejet Rejet Rejet Rejet Rejet 
Source unique         
 𝐻𝐻  1,38.10-1 1,63 3,90.10-1 1,67.101 2,74 4,73 
 𝑝𝑝  1,02.10-3 1,11.10-12 6,83.10-7 0,00 5,44.10-15 0,00 
 𝐻𝐻0  Rejet Rejet Rejet Rejet Rejet Rejet 
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  Histogrammes 2D 
Source  𝑟𝑟𝑠𝑠, 𝑑𝑑 𝑟𝑟𝑠𝑠, 𝜑𝜑𝑑𝑑 𝑟𝑟𝑠𝑠, 𝜃𝜃𝑑𝑑 𝑑𝑑, 𝜑𝜑𝑑𝑑 𝑑𝑑, 𝜃𝜃𝑑𝑑 𝜑𝜑𝑑𝑑, 𝜃𝜃𝑑𝑑 
Cible        
 𝑟𝑟 3,49.10-2 8,17.10-2 1,07.10-1 -1,21.10-1 8,99.10-2 -1,30.10-1 
 𝑝𝑝 9,25 10-6 1,45 10-11 1,22 10-21 7,07.10-31 8,15.10-15 4,92.10-42 
 𝐻𝐻0 Rejet Rejet Rejet Rejet Rejet Rejet 
Coll. primaire        
 𝑟𝑟 1,10.10-1 -1,34.10-1 2,35.10-1 -3,75.10-1 2,43.10-1 -3,62.10-1 
 𝑝𝑝 4,29 10-29 3,23 1043 0,00 0,00 0,00 0,00 
 𝐻𝐻0 Rejet Rejet Rejet Rejet Rejet Rejet 
Cône égalisateur        
 𝑟𝑟 -1,42.10-1 1,17.10-1 -2,83.10-1 -4,38.10-1 1,14.10-2 -2,59.10-2 
 𝑝𝑝 3,19 10-35 8,58 10-20 0,00 0,00 2,62.10-4 9,28.10-4 
 𝐻𝐻0 Rejet Rejet Rejet Rejet Rejet Rejet 
Source unique        
 𝑟𝑟 1,16.10-2 1,73.10-3 1,26.10-2 -3,53.10-1 1,62.10-1 -2,43.10-1 
 𝑝𝑝 3,77 10-2 4,16 10-1 7,52 10-2 0,00 0,00 0,00 
 𝐻𝐻0 Non rejet Non rejet Non rejet Rejet Rejet Rejet 
Tableau 4-4 : Résultats du test de Pearson pour les trois sources élémentaires et pour la source unique. 
 
 
  Histogrammes 2D 
Source  𝑟𝑟𝑠𝑠, 𝑑𝑑 𝑟𝑟𝑠𝑠, 𝜑𝜑𝑑𝑑 𝑟𝑟𝑠𝑠, 𝜃𝜃𝑑𝑑 𝑑𝑑, 𝜑𝜑𝑑𝑑 𝑑𝑑, 𝜃𝜃𝑑𝑑 𝜑𝜑𝑑𝑑, 𝜃𝜃𝑑𝑑 
Cible        
 ρ -5,17.10-2 1,04.10-1 9,33.10-2 -2,36.10-1 1,08.10-1 8,37.10-2 
 𝑝𝑝 1,73 10-3 2,64 10-19 3,08 10-19 0,00 1,73.10-23 1,13.10-8 
 𝐻𝐻0 Rejet Rejet Rejet Rejet Rejet Rejet 
Coll. primaire        
 𝜌𝜌 6,45.10-2 -9,42.10-2 1,40.10-1 -3,86.10-1 2,44.10-1 -3,30.10-1 
 𝑝𝑝 8,11 10-9 1,96 10-21 3,64 10-34 0,00 0,00 0,00 
 𝐻𝐻0 Rejet Rejet Rejet Rejet Rejet Rejet 
Cône égalisateur        
 𝜌𝜌 -1,26.10-1 1,23.10-1 -2,21.10-1 -4,15.10-1 1,06.10-2 -4,75.10-2 
 𝑝𝑝 2,78 10-28 2,16 10-25 0,00 0,00 4,70.10-2 1,63.10-8 
 𝐻𝐻0 Rejet Rejet Rejet Rejet Non rejet Rejet 
Source unique        
 ρ -3,71.10-2 7,62.10-2 -1,05.10-2 -4,37.10-1 1,80.10-1 -1,78.10-1 
 𝑝𝑝 1,07 10-2 9,59 10-13 3,50 10-1 0,00 0,00 0,00 
 𝐻𝐻0 Non Rejet Rejet Non rejet Rejet Rejet Rejet 
Tableau 4-5 : Résultat du test de Spearman pour les trois sources élémentaires et pour la source unique. 
 
L’étude des histogrammes 2D a donc permis de confirmer qu’il existe bien des corrélations entre les 
quatre variables 𝑑𝑑, 𝑟𝑟𝑠𝑠 ,𝜑𝜑𝑑𝑑 et 𝜃𝜃𝑑𝑑. Ces corrélations sont cependant difficiles à caractériser : elles ne sont pas 
spécifiquement linéaires ou monotones. Ces résultats montrent clairement qu’il y a un intérêt à chercher à 
représenter toutes les corrélations dans le MSV développé et donc à modéliser le faisceau d’irradiation à 
l’aide d’histogrammes corrélés à quatre dimensions. 
 
Chapitre 4 – Développement et implémentation d’un modèle de sources virtuelles dans PENELOPE 
143 
 
4.3.3 Etude des différentes méthodes de maillage et validation dosimétrique 
du MSV  
 
L’objectif ici est double : d’abord établir les performances de chacune des six méthodes de maillage 
étudiées en termes de précision du MSV; ensuite, d’évaluer avec quelle précision quelles combinaisons de 
modèle (modèle mono-source ou multi-sources) et de maillage sont capables de reproduire les 
informations contenues dans l’espace des phases représentées par le PSF. Trois niveaux de validation, 
résumés dans le Tableau 4-6, sont prévus pour chaque méthode de maillage présentée au paragraphe 
4.1.3 :  
- On commence par contrôler que les caractéristiques physiques du faisceau d’irradiation, i.e. que 
les distributions spatiale, énergétique et angulaires qui le caractérisent, sont correctement 
reproduites par le MSV. Pour cela, on a testé séparément les contributions des trois sources 
élémentaires et de leur combinaison, et celle de la source unique. Les distributions obtenues sont 
comparées à celles du PSF de référence,  
- On a ensuite vérifié que les distributions de dose calculées avec le MSV dans l’eau et 
directement en sortie du cône égalisateur étaient comparables à celles calculées à partir du PSF 
de référence. Là encore, on a évalué les sources élémentaires une par une puis leur combinaison, 
ainsi que la source unique,  
- Enfin, la comparaison des distributions de dose a été effectuée après les systèmes de collimation 
pour un champ de taille 10 x 10 cm². Cette fois-ci, les calculs ont été réalisés dans une cuve à 





Calculs de dose sous le 
cône égalisateur 
Calculs de dose sous les 
systèmes de collimation 
Multi-source 
Source élémentaire T   - 
Source élémentaire PC   - 
Source élémentaire FF   - 
T, PC et FF combinées    
Mono-source Source unique    
Tableau 4-6 : Récapitulatif des tests réalisés pour chaque maillage. 
 
4.3.3.1 Comparaison du MSV et du PSF de référence dans l’espace des phases 
 
4.3.3.1.1 Matériel et méthodes 
 
Le but de cette première étape de validation est de vérifier si les distributions radiales, en énergie et 
angulaires obtenues dans le repère de PENELOPE avec les modèles de sources testées (mono- et multi-
sources) reproduisent correctement les caractéristiques physiques du faisceau dans l’espace des phases. 
Pour chaque calcul avec une source (source élémentaire, combinaison de sources élémentaires pour le 
modèle multi-sources, ou source unique pour le modèle mono-source), un échantillon de 5.108 particules 
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est généré. Deux méthodes ont été mises en œuvre pour estimer les écarts entre les distributions 
obtenues avec le PSF et la source. La première consiste à calculer la grandeur 𝐷𝐷𝑠𝑠 définie par l’équation 
(4-33), qui est égale à la somme des carrés des différences entre les canaux de la distribution de la 
source s provenant du PSF, et du MSV. 𝑁𝑁𝑔𝑔𝑚𝑚𝑜𝑜𝑚𝑚𝑙𝑙 désigne le nombre de canaux total dans la distribution : il 
est fixé à 512 dans tous les cas. 𝑑𝑑𝑖𝑖,𝑃𝑃𝑆𝑆𝑃𝑃,𝑠𝑠 et 𝑑𝑑𝑖𝑖,𝑀𝑀𝑆𝑆𝑀𝑀,𝑠𝑠 sont les valeurs du 𝑚𝑚è𝑚𝑚𝑟𝑟  canal des distributions issues 
du PSF et du modèle de source pour la source 𝑠𝑠.  
 




La deuxième méthode calcule la distance d’Hellinger, notée 𝐻𝐻𝑠𝑠 , et définie par l’équation (4-34) : 
 
𝐻𝐻𝑠𝑠 = 1
√2 �� ��𝑑𝑑𝑖𝑖,𝑃𝑃𝑆𝑆𝑃𝑃,𝑠𝑠 − �𝑑𝑑𝑖𝑖,𝑀𝑀𝑆𝑆𝑀𝑀,𝑠𝑠�2𝑁𝑁𝑏𝑏𝑖𝑖𝑚𝑚𝑖𝑖=0  (4-34) 
 
La distance 𝐷𝐷𝑠𝑠 mesure la distance quadratique qui sépare deux distributions. Elle est particulièrement 
bien adaptée lorsque le bruit est régulièrement réparti sur les distributions (bruit gaussien, bruit blanc, 
etc…). Dans notre cas, en plus d’avoir une intensité systématiquement positive ou nulle, chaque canal d’un 
histogramme présente un comptage pondéré de particules évoquant un caractère Poisson. Le bruit dans 
chaque canal augmente donc, en valeur absolue, avec son intensité, mais il diminue d’un point de vue 
relatif. Il  peut alors présenter un comportement hétéroscédastique. La mesure de la distance quadratique 
𝐷𝐷𝑠𝑠 va être sensible aux fluctuations statistiques des canaux à forte amplitude. Au contraire, la distance 
d’Hellinger 𝐻𝐻𝑠𝑠 utilise la racine carrée des intensités et permet d’une part de tempérer l’importance que 
l’on donne aux fortes valeurs du bruit absolu et d’autre part d’équilibrer la contribution des canaux à 
faible et forte amplitude. La distance 𝐻𝐻𝑠𝑠 est donc plus représentative que la distance 𝐷𝐷𝑠𝑠 de l’écart qui 




La Figure 4-24 représente à titre illustratif, dans le système de coordonnées du simulateur PENELOPE, 
les distributions obtenues dans le cas du maillage « Map » (maillage basé sur la maximisation de 
vraisemblance pénalisée), pour chaque source élémentaire, leur combinaison et la source unique. Sur 
chaque figure, le trait plein vert représente la distribution obtenue avec le PSF de référence, les points 
rouges celle calculée avec une source sous forme d’histogramme, et les points bleus le pourcentage 
d’écart entre les deux. Les écarts supérieurs à 20 % ne sont pas représentés, mais ils ne concernent que 
les canaux d’amplitude quasi nulle. Un très bon accord est observé dans tous les cas, attestant que cette 
méthode de maillage permet de reproduire avec précision les distributions physiques des particules en 
sortie de linac, y compris pour le modèle mono-source. Plusieurs remarques peuvent être faites. Puisque 
l’on tire l’énergie des particules de manière uniforme au sein d’un canal, alors celle-ci est sous-estimée si 
elle est échantillonnée en début de canal et surestimée si elle est échantillonnée en fin de canal. L’écart 
entre la valeur en début de canal et celle en fin de canal est d’autant plus important que les canaux sont 
larges. C’est pour cette raison qu’on constate que l’écart entre les spectres des sources élémentaires et 
ceux du PSF de référence devient de plus en plus important au fur et à mesure que l’énergie augmente, 
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là où se trouvent les canaux les moins statistiquement peuplés, donc les plus larges dans le maillage 
MAP. L’effet de la largeur des canaux n’est pas directement visible sur les distributions en angle polaire 
car celui-ci n’est pas directement échantillonné dans l’histogramme 4D. Là encore, l’écart entre le PSF de 
référence et les sources élémentaires, leur combinaison et la source unique augmente significativement 
lorsque l’on atteint des canaux dont l’amplitude est faible. La forme de la distribution en angle polaire 
dépend de la taille du PSF. Si son rayon était plus grand, la seconde chute de la distribution se 
décalerait vers les angles plus élevés. Cela s’explique par le fait que, dans le système de coordonnées du 
simulateur, la distribution en angle polaire peut être interprétée en substance comme le produit de 
convolution de la distribution de rayons par celle de l’angle polaire dans le repère mobile du MSV. Les 
distributions en angle azimutal sont quant à elles parfaitement uniformes, la symétrie axiale du faisceau 
est donc respectée pour toutes les sources.  
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La Figure 4-26 montre, dans le système de coordonnées du simulateur PENELOPE, les distributions en 
énergie et en angle polaire obtenues avec le maillage régulier pour la source élémentaire « cible ». Des 
plateaux correspondant à la largeur des canaux du maillage apparaissent sur le spectre (Figure 4-26a) et 




Figure 4-26 : Source élémentaire « cible » (a) Distribution en énergie (b) Distribution en angle polaire. 
  
Les résultats des calculs des distances 𝐷𝐷 et 𝐻𝐻 pour les trois sources élémentaires prises séparément, leur 
combinaison (c’est-à-dire le modèle multi-sources) et pour la source unique (c’est-à-dire le modèle mono-
source) sont présentés sur la Figure 4-27.  
 
  
(a) Spectre en énergie – Distance 𝐷𝐷 (b) Spectre en énergie – Distance 𝐻𝐻 
  
(c) Angle polaire 𝜑𝜑 – Distance 𝐷𝐷 
(d) Angle polaire 𝜑𝜑 – Distance 𝐻𝐻 
 




(e) Angle azimutal 𝜃𝜃 – Distance 𝐷𝐷 (f) Angle azimutal 𝜃𝜃 – Distance 𝐻𝐻 
Figure 4-27 : Evaluation des six méthodes de maillage basée sur la comparaison des distances 𝐷𝐷 et 𝐻𝐻 
pour chaque source élémentaire, pour leur combinaison (notée « 3 sources »), et pour la source unique. 
Les notations « Reg », « Cum », « Quant », « ML », « Map » et « MapPTS » font référence aux différents 
types de maillage étudiés.  
 
Les valeurs de 𝐷𝐷 et 𝐻𝐻 ne suffisent pas dans l’absolu à évaluer la qualité d’une distribution. C’est la 
comparaison de leurs valeurs dans différentes configurations qui permet de reconnaître les plus adaptées. 
Plus 𝐷𝐷 et 𝐻𝐻 sont faibles, plus l’écart entre les distributions calculées avec le modèle de source et le PSF 
est faible. L’analyse de la Figure 4-27 permet de tirer plusieurs conclusions. 
 
• Comparaison des distributions 
- La dispersion des valeurs des écarts 𝐷𝐷 et 𝐻𝐻 en fonction du maillage varie d’une source à l’autre 
et d’un type de distribution à l’autre. Les distances 𝐷𝐷 et 𝐻𝐻 traduisent globalement les mêmes 
tendances : si un maillage, comparativement aux autres pour une source donnée, a une valeur 
élevée de 𝐷𝐷 alors sa valeur de 𝐻𝐻 l’est également. Ces deux distances sont différentes, mais 
cohérentes. 𝐷𝐷 donne plus de poids aux valeurs les plus intenses des distributions tandis que 𝐻𝐻 
répartit davantage l’analyse de concordance sur la globalité des distributions. 
 
- Les distributions en angle azimutal sont reproduites de la même manière quel que soit le 
maillage puisque les points représentant les maillages sont toujours superposés. Cela n’est pas 
surprenant : cette distribution étant uniforme pour chacune des sources, n’importe quel type de 
maillage est apte à la reproduire. Les distances 𝐷𝐷 et 𝐻𝐻 sont toutes deux inférieures à 10-3 degrés 
et 10-3 degrés1/2, respectivement, dans tous les cas. Ces écarts sont plus faibles que ceux mesurés 
pour les distributions en angle polaire, dont les formes sont plus complexes.  
 
- Les spectres et les distributions en angle polaire sont quant à eux sensibles au choix du 
maillage. Deux d’entre eux ressortent clairement en raison des mauvais résultats auxquels ils 
conduisent : le maillage régulier (noté « Reg ») et celui basé sur les quantiles (noté « Quant »). 
A quelques exceptions près, comme par exemple pour la distribution en angle polaire du cône 
égalisateur, ce sont eux qui conduisent aux plus grandes valeurs de 𝐷𝐷 et 𝐻𝐻 pour toutes les 
sources. Les maillages basés sur l’estimation du maximum de vraisemblance, « ML », « Map » et 
« MapPTS », conduisent à des valeurs de 𝐷𝐷 et 𝐻𝐻 plus faibles et sont tous trois comparables. 
Cette observation est particulièrement flagrante pour les spectres en énergie (Figure 4-27b). Le 
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maillage construit à partir de l’approximation de la distribution cumulée, « Cum », donne des 
résultats irréguliers. Ils peuvent être en effet aussi bons que ceux de « ML », « Map » et 
« MapPTS » : c’est le cas pour les distributions polaires et en énergie de la cible, que ce soit au 
sens de 𝐷𝐷 ou 𝐻𝐻. En revanche, les écarts vus par 𝐻𝐻 sont davantage marqués pour le collimateur 
primaire et le cône égalisateur.  
 
• Comparaison des sources 
- La cible est la source élémentaire dont le spectre est le plus difficile à approximer. La Figure 
4-27a et la Figure 4-27b montrent que les valeurs de 𝐷𝐷 et 𝐻𝐻 relatives aux meilleurs maillages 
(« ML », « Map », « MapPTS ») sont plus élevées que pour les autres sources élémentaires ou 
la source unique. On observe quasiment un facteur 5 pour 𝐷𝐷 et 2 pour 𝐻𝐻 entre la cible et les 
autres sources élémentaires. Ces écarts peuvent s’expliquer par la présence très marquée du pic 
d’annihilation à 511 keV sur le spectre de la cible.  
 
- Les tendances observées pour la source « cible » se retrouvent généralement dans la combinaison 
des trois sources. Ce résultat était attendu puisque la contribution de la cible au modèle multi-
sources dépasse largement celle du collimateur primaire et du cône égalisateur réunis.  
 
• Comparaison du modèle mono-source et du modèle multi-sources 
Les écarts observés sur les spectres en énergie pour les maillages « ML », « Map », « MapPTS » sont 
équivalents entre le modèle mono-source et multi-sources, que soit au sens de 𝐷𝐷 ou 𝐻𝐻. Le maillage 
« Cum » donne un écart D très faible pour la source unique. Cela peut être dû au fait que les écarts qui 
existent au niveau des sources élémentaires se compensent dans le cas particulier de ce maillage. Les 
méthodes « Quant » et « Reg » conduisent à des résultats comparables pour 𝐷𝐷. La distance 𝐻𝐻 est plus 




La comparaison au niveau de l’espace des phases des distributions obtenues à partir des différents 
modèles de sources testées avec le PSF de référence montre qu’aucun maillage ne se détache de manière 
flagrante des autres. Néanmoins, les trois méthodes basées sur l’estimation du maximum de vraisemblance 
semblent prometteuses, tandis que le maillage régulier et celui construit à partir des quantiles montrent 
déjà quelques faiblesses.  
  
4.3.3.2 Calcul des distributions de dose dans l’eau sous le cône égalisateur 
 
4.3.3.2.1 Matériel et méthodes 
 
Les différentes sources et le PSF de référence ont ensuite été utilisés pour calculer des distributions de 
dose dans une cuve à eau directement sous le cône égalisateur. Ici encore, on teste pour les six méthodes 
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de maillage, les sources élémentaires séparément (cible, collimateur primaire puis cône égalisateur), le 
modèle multi-sources résultant de leur combinaison, et le modèle mono-source.  
 
La cuve à eau, de dimension 60 × 60 × 30 cm3, est positionnée à un centimètre sous la source. Cela 
revient à placer la cuve à eau sous le cône égalisateur à une distance source-surface (DSP) de 17 cm 
(Figure 4-28). La taille des voxels est de 1 × 1 × 0,3 cm3 pour les rendements en profondeur et de 0,1 × 1 
× 1 cm3 pour les profils. Pour chacun de ces calculs, 2.109 photons ont été générés. Les rendements en 
profondeur et les profils latéraux de dose à 1,5, 5 et 10 cm sont calculés avec les différentes sources puis 
comparés à ceux obtenus avec le PSF de référence grâce à des 𝛾𝛾-index. Aucune normalisation n’est 
réalisée. Le critère de position est systématiquement choisi nul car nous comparons ici des simulations 
entre elles. Le critère en dose est de 1 % pour les rendements, et de 1,5 % pour les profils. La dose de 
référence est la dose à l’axe pour les profils, et le maximum de dose pour les rendements. On notera que 
le fait d’avoir des voxels de taille importante dans les directions orthogonales à celle qui est étudiée aura 
tendance à accentuer les écarts entre le PSF et le modèle lorsqu’ils existent.    
 
L’objectif de ces comparaisons est d’examiner la forme des distributions relatives à chaque source et ainsi 
de vérifier la cohérence des résultats avec ceux de la littérature. On éliminera les maillages qui 
conduisent à des résultats aberrants. Ces tests nous permettent également de contrôler les performances 
du modèle à grande distance de l’axe.  
 
Figure 4-28 : Géométrie utilisée lors du calcul de dose en sortie de source. La configuration modélisée 




Etude des formes des distributions de dose calculées avec le PSF de référence 
Les distributions de dose dans l’eau obtenues pour les six méthodes de maillage sont comparées avec 
celles issues du PSF de référence. Puisqu’on a démontré que la symétrie axiale du faisceau était 
respectée pour toutes les sources et toutes les méthodes de maillage, il est suffisant de tracer les profils 
dans une seule direction. La Figure 4-29 montre les profils latéraux de dose calculées dans la cuve à eau 
à partir du PSF de référence (en traits pleins) et à partir des différentes sources étudiées pour le 
maillage régulier : a) la cible seule, b) le collimateur primaire seul, c) le cône égalisateur seul, d) la 
source unique du modèle mono-source, e) la combinaison des sources cible, collimateur primaire et cône 
égalisateur pour le modèle multi-sources. La première observation qui peut être faite est que les 
distributions de dose calculées avec le PSF de référence pour les différentes sources sont cohérentes avec 
les résultats de la littérature [260].  











Figure 4-29 : Distributions de dose obtenues avec le maillage « Reg » - Profils obtenus avec la source 
(a) cible (b) collimateur primaire (c) cône égalisateur (d) source unique (modèle mono-source) (e) 
combinaison des trois sources élémentaires (modèle multi-source)- (f) Rendements en profondeur des 
différentes sources. Les incertitudes sont inférieures à 1,5 % de la dose à l’axe pour les profils et à 1 % du 
maximum de dose pour les rendements. Les doses sont exprimées en eV.g-1. 
 
La forme de chaque profil est caractéristique de la source qu’il représente. Sur les profils de la source 
élémentaire « cible », on voit apparaître en négatif la géométrie du collimateur primaire et du cône 
égalisateur. La source est en effet limitée d’un point de vue radial par le collimateur primaire. Si son 
ouverture augmente, le profil s’étendra plus. L’impact du cône égalisateur est visible quant à lui dans le 
champ. Les photons qui sont émis par la cible à proximité de l’axe du linac vont traverser le cône 
égalisateur au niveau de sa plus grande épaisseur. Ils ont donc plus de chance d’y interagir que des 
particules qui sont plus éloignées de l’axe et donc d’être attribués au moment du tri des particules au 
groupe du cône égalisateur. De ceci découle un déficit de dose au niveau de l’axe pour la source 
élémentaire « cible ». Les profils de dose déposée par les particules du collimateur sont plus évasés car 
les particules sont plus facilement émises avec une position radiale élevée que dans le cas de la cible. On 
voit encore, de manière encore plus marquée, l’impact en filigrane du cône égalisateur dans le champ. La 
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forme des profils de la source élémentaire « cône égalisateur » est complémentaire des deux autres. Il y a 
plus de dose déposée à l’axe que sur les bords du champ car la probabilité qu’un photon interagisse dans 
le cône est plus importante au centre qu’en bordure du composant. La source totale et la source unique 
sont relativement plates en comparaison des autres sources, ce qui était un résultat attendu.  
 
Comparaisons visuelles des distributions de dose 
Un premier examen visuel des résultats permet déjà de départager les méthodes de maillages. La Figure 
4-29, la Figure 4-30 et la Figure 4-31 représentent les profils latéraux de dose calculés dans l’eau à 
partir du PSF de référence (en trait plein) et à partir des différentes sources pour le maillage régulier 
« Reg », celui des quantiles « Quant » et le maillage « Map », respectivement. Pour des raisons de 
visibilité, les profils à 1,5 et 10 cm de profondeur ont été pondérés d’un facteur 1,2 et 0,8, respectivement. 
Ce facteur n’est pas pris en compte au cours du test du 𝛾𝛾-index. Plusieurs observations peuvent être 
faites dès à présent.  
 
- Le maillage  « Reg » donne des résultats aberrants pour toutes les sources, comme on peut 
le voir sur la Figure 4-29. Concrètement, on voit apparaître la largeur des canaux sur les 
profils de dose. Cela est cohérent avec les mauvais résultats obtenus lors de la comparaison 
dans l’espace des phases. Les écarts relevés pour chaque source élémentaire ont toutefois 
tendance à se compenser. Leur combinaison conduit à des profils de dose et un rendement en 
profondeur qui rappellent ceux du PSF. 
 
- Le maillage « Quant » (Figure 4-30) a des difficultés à modéliser correctement la dose à 
l’axe pour la source « collimateur primaire » mais donne des résultats visuellement 
acceptables pour  les autres sources. Les écarts observés pour le collimateur primaire ont 
tendance à s’estomper en profondeur. L’examen des rendements en profondeur ne permet pas 
de mettre facilement en évidence l’écart observé à l’axe. La profondeur des voxels du 
rendement est beaucoup plus petite que celle des voxels des profils, le signal est intégré sur 
un plus petit volume et donc l’écart entre les deux courbes est moins important. La 
combinaison des trois sources élémentaires ne semble pas par ailleurs affectée par ce 
surdosage à l’axe. Cela est dû au fait que l’amplitude du signal de la source « collimateur 
primaire » est plus faible que celui des autres sources à l’axe, et que sa contribution à la 
source totale est faible (de l’ordre de 8 %).  
 
- Les maillages basés sur la maximisation de la vraisemblance (« ML », « Map » et 
« MapPTS ») et celui construit à partir de la cumulée (« Cum ») ne présentent pas de 
défauts particuliers. Les distributions de dose obtenues avec le maillage « Map » sont 
illustrées à titre d’exemple sur la Figure 4-31. Pour ces maillages, le modèle mono-source 
donne des résultats du modèle multi-sources.  
 
 









Figure 4-30 : Distributions de dose obtenues avec le maillage « Quant » - Profils obtenus avec la source 
(a) cible (b) collimateur primaire (c) cône égalisateur (d) source unique (e) combinaison des trois sources 



















Figure 4-31 : Distributions de dose obtenues avec le maillage « Map » - Profils obtenus avec la source 
(a) cible (a), collimateur primaire (b), cône égalisateur (c), source unique (d), combinaison des trois 
sources élémentaires (e) et rendements en profondeur des différentes sources (f). Les doses sont exprimées 
en eV.g-1. 
 
Comparaison quantitatives des distributions de dose 
Au vue des mauvais résultats obtenus avec le maillage régulier, celui-ci n’a pas fait l’objet de l’analyse 
quantitative présentée ici. Seuls sont considérés les maillages « Cum », « Quant », « ML », « Map » et 
« MapPTS ». 
 
Les rendements en profondeur de toutes les sources passent le test du 𝛾𝛾-index global 1 % / 0 mm avec un 
taux de succès 𝛤𝛤𝑟𝑟𝑟𝑟𝑠𝑠 de 100 % pour tous les maillages, à l’exception de la source « collimateur primaire » 
obtenue avec le maillage « Quant ». 𝛤𝛤𝑟𝑟𝑟𝑟𝑠𝑠 vaut alors 98 % et les points qui échouent au test sont situés en 
surface (Figure 4-32).  
 
Pour les profils de dose, on choisit un critère de 𝛾𝛾-index global de 1,5 % / 0 mm en raison de l’incertitude 
statistique des simulations. Ici encore, la totalité des points de toutes les sources réussissent le test pour 
les maillages « Cum », « ML », « Map » et « MapPTS ». La Figure 4-28 représente les distributions de 
𝛾𝛾-index pour chaque source construite avec la méthode « Quant ». Pour la source « cible », les points qui 
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échouent sont situés au niveau de la pénombre alors qu’ils sont à l’axe pour la source « collimateur 
primaire ». Seuls les profils de la source « collimateur primaire » obtenus avec le maillage « Quant » 
voient les points autour de l’axe échouer, ce qui était attendu compte tenu des résultats présentés au 
paragraphe précédent. Les résultats restent néanmoins satisfaisants puisqu’au moins 97 % des points 
passent le test quelle que soit la source, à la fois pour les rendements et les profils. 
 
  
(a) Profils - Cible 
(b) Profils – Collimateur primaire 
 
  
(c) Profils – Cône égalisateur (d) Profils – Source unique 




(e) Profils – 3 sources (f) Rendements en profondeur 
Figure 4-32 : Analyse des distributions de dose calculées avec le maillage « Quant » grâce à un 𝛾𝛾-index 




L’étude des distributions de dose en sortie du cône égalisateur a confirmé les tendances observées lors de 
l’analyse des caractéristiques physique des sources. Le maillage « Reg » conduit à des résultats 
aberrants et n’est clairement pas adapté pour construire le MSV. Il ne sera  donc plus utilisé dans la 
suite de l’étude. Les distributions de dose obtenues avec le maillage « Quant » donnent des résultats 
légèrement moins bons que ceux calculés avec les méthodes « Cum », « ML », « Map » et « MapPTS », 
mais restent satisfaisants. 
 
4.3.3.3 Calcul des distributions de dose en sortie du linac 
 
4.3.3.3.1 Matériel et méthodes 
 
La dernière étape de validation est le calcul des distributions de dose en sortie de la tête d’accélérateur 
pour un champ 10 x 10 cm², c’est-à-dire après les systèmes de collimation. Cette fois-ci, on compare les 
distributions de dose obtenues à partir du PSF de référence avec celles calculées avec le modèle multi-
sources d’une part et le modèle mono-source d’autre part pour les cinq méthodes de maillage identifiées 
comme les plus adaptées dans l’étude précédente, à savoir les méthodes « Quant », « Cum », « ML », 
« Map » et « MapPTS ». Ces distributions sont calculées dans un fantôme d’eau à DSP 100  cm (Figure 
4-33a) et dans un fantôme hétérogène à DSP 90 cm (Figure 4-33b). Ce fantôme est composé de 
matériaux équivalents à de l’eau, de l’os et du poumon, comme on peut le voir sur la Figure 4-34. On fixe 
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arbitrairement le paramètre de la roulette russe 𝐿𝐿 à 7 cm et la probabilité 𝑃𝑃𝑅𝑅𝑅𝑅 de survie à 0,7. La taille 
des voxels est de 1 x 1 x 0,3 cm3 pour les rendements en profondeur et de 0,1 x 2 x 2 cm² pour les profils. 
On se focalise sur les profils de dose dans l’eau et sur le rendement en profondeur dans le fantôme 
hétérogène. Ce dernier est plus informatif que le rendement en profondeur dans l’eau. Les hétérogénéités 
du fantôme mettent en effet davantage à l’épreuve la modélisation du spectre en énergie des sources que 





Figure 4-33 : Géométrie utilisée lors du calcul de dose en sortie de linac : (a) calcul de dose dans une 
cuve à eau, (b) calcul de dose dans un fantôme hétérogène composé d’eau (en bleu), d’os (en gris), de 
poumon (en rose) et d’air (en blanc). 
 
 
Figure 4-34 : Description du fantôme hétérogène 
 
Ici encore, les rendements en profondeur et les profils latéraux de dose à une profondeur de 1,5, 5, 10 et 
20 cm sont comparés à l’aide du test du 𝛾𝛾-index. Aucune normalisation n’est réalisée. On ne tolère aucun 
écart en position, comme précédemment. Le critère de dose est global et relatif à la dose à l’axe pour les 
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profils et au maximum de dose pour les rendements. Pour les profils, choisir un critère global permet 
d’accorder moins d’importance à la dose hors-champ, et implique une plus grande tolérance au niveau des 
pénombres. Cela a en revanche peu d’impact sur le plateau, puisque ceux-ci sont relativement plats. 
Choisir un critère local, et donner autant d’importante à tous les points de simulation quelle que soit la 
distance qui les sépare de l’axe, serait contradictoire avec le fait d’avoir activé la roulette russe. Pour les 




La cuve à eau est placée beaucoup plus loin de la source que dans le paragraphe précédent, mais la 
largeur des canaux dans la direction orthogonale au faisceau est toujours de 1 mm. L’analyse de ces 
profils revient donc à faire un zoom au niveau du voisinage de l’axe sur les profils précédents. La Figure 
4-35 et la Figure 4-36 illustrent les profils obtenus dans la cuve à eau et les rendements en profondeur 




(a) Quant –  Profils (cuve à eau) (b) Quant – Rendement (fantôme hétérogène) 
  
(c) Cum – Profils (cuve à eau) (d) Cum – Rendement (fantôme hétérogène) 
  
(e) ML – Profils (cuve à eau) (f) ML – Rendement (fantôme hétérogène) 




(g) Map – Profils (cuve à eau) (h) Map – Rendement (fantôme hétérogène) 
  
(i) MapPTS –  Profils (cuve à eau) (j) MapPTS – Rendement (fantôme hétérogène) 
Figure 4-35 : Profils de dose et rendements en profondeur obtenus avec le modèle multi-sources construit 
avec les différentes méthodes de maillage. Les incertitudes sont inférieures à 1 % du maximum de dose 
pour les rendements et à 1 % de la dose à l’axe pour les profils. Les doses sont exprimées en eV.g-1. 
 
  
(a) Quant –  Profils (cuve à eau) (b) Quant – Rendement (fantôme hétérogène) 
  
(c) Cum  – Profils (cuve à eau) (d) Cum – Rendement (fantôme hétérogène) 




(e) ML – Profils (cuve à eau) (f) ML – Rendement (fantôme hétérogène) 
  
(g) Map – Profils (cuve à eau) (h) Map – Rendement (fantôme hétérogène) 
  
(i) MapPTS – Profils (cuve à eau) (j) MapPTS – Rendement (fantôme hétérogène) 
Figure 4-36 : Profils de dose et rendements en profondeur obtenus avec le modèle mono-source construit 
avec les différentes méthodes de maillage – Les incertitudes sont inférieures à 1 % du maximum de dose 
pour les rendements et à 1 % de la dose à l’axe pour les profils. Les doses sont exprimées en eV.g-1. 
 
On voit très clairement que la méthode de maillage « Quant » conduit à une dose plus piquée à l’axe en 
surface. Cela se traduit par un décalage entre le rendement en profondeur calculée à partir du PSF de 
référence et celui calculé à partir du modèle de source. Ceci est vrai pour les deux modèles de source 
étudiés, mono-source et multi-sources. Les autres méthodes de maillage conduisent toutes à des résultats 
visuellement acceptables, pour les deux modèles mono et multi-sources. La comparaison des taux de 
réussite  𝛤𝛤𝑟𝑟𝑟𝑟𝑠𝑠 et de la valeur moyenne 𝛤𝛤𝑚𝑚𝑚𝑚𝑚𝑚 obtenus pour un critère global 1 % / 0 mm pour les modèles 
multi-sources et mono-source construits avec les différentes méthodes de maillage est présentée sur la 
Figure 4-37.  
 




(a) 𝛤𝛤𝑟𝑟𝑒𝑒𝑠𝑠 – Modèle multi-sources (b) 𝛤𝛤𝑚𝑚𝑜𝑜𝑦𝑦 – Modèle multi-sources 
  
(c) 𝛤𝛤𝑟𝑟𝑟𝑟𝑠𝑠 – Modèle mono-source (d) 𝛤𝛤𝑚𝑚𝑚𝑚𝑚𝑚 – Modèle mono-source 
Figure 4-37 : Comparaison des taux de réussite  𝛤𝛤𝑟𝑟𝑟𝑟𝑠𝑠 et de la valeur moyenne 𝛤𝛤𝑚𝑚𝑚𝑚𝑚𝑚 pour les modèles 
multi-sources et mono-source construits avec les différentes méthodes de maillage (critère global 
1 % / 0 mm). 
 
Les résultats confirment nettement les moins bonnes performances de la méthode « Quant ». Aussi bien 
en mode mono-source qu’en mode multi-sources, les valeurs de 𝛤𝛤𝑟𝑟𝑟𝑟𝑠𝑠 et 𝛤𝛤𝑚𝑚𝑚𝑚𝑚𝑚 sont nettement moins bonnes 
que dans le cas des autres maillages. Que ce soit pour le modèle multi-sources ou le modèle mono-
source, la valeur de  𝛤𝛤𝑟𝑟𝑟𝑟𝑠𝑠 obtenue avec « MapPTS » est toujours inférieure à celles obtenues aux autres 
maillages. La valeur moyenne 𝛤𝛤𝑚𝑚𝑚𝑚𝑚𝑚 est quant à elle toujours plus grande. Pour le modèle multi-sources, 
aucun maillage ne se démarque clairement. En revanche, les méthodes « MapPTS » et « Map » semblent 




Les modèles mono-source et multi-sources construits à partir des méthodes de maillage « MapPTS » et 
« Map »  permettent de calculer avec précision des distributions de dose, à la fois en milieu homogène et 
en milieu hétérogène. Le maillage selon la méthode des quantiles a montré ici ses limitations en 
particulier en milieu hétérogène. Les maillages « ML » et « Cum » sont équivalents, mais un peu moins 
bons que « MapPTS » et « Map ». L’importance que l’on donne aux écarts entre les maillages doit 
cependant être tempérée par le fait qu’il est difficile de savoir si une différence de quelques pourcents sur 
𝛤𝛤𝑟𝑟𝑟𝑟𝑠𝑠 est réellement significative. 
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4.3.3.4 Conclusions sur les méthodes de maillage 
 
Nous avons choisi de mettre au point un modèle de source basé sur des histogrammes 4D qui conservent 
la totalité des corrélations liant les variables qui décrivent l’état d’une particule. Plusieurs modèles de 
sources ont été élaborés, les propriétés qui les caractérisent étant : 1) la méthode de maillage, et 2) le 
caractère mono ou multi-sources du modèle. Six méthodes de maillages, de complexité graduelle, ont été 
étudiées et optimisées sur les lois marginales de l’histogramme (aussi appelées histogrammes 1D). La 
première méthode, le maillage régulier (« Reg »), consiste à découper le PSF en pavés de taille 
identique, la seconde (« Cum ») approxime la distribution cumulée avec un nombre restreint de points, la 
troisième (« Quant ») procède à une répartition en quantiles des particules, la quatrième (« ML ») est 
basée sur l’optimisation d’un critère quantitatif, à savoir la maximisation de la vraisemblance. La 
cinquième (« Map ») combine la méthode des quantiles et celle de la maximisation de la vraisemblance. 
Enfin, la dernière (« MapPTS ») consiste à lisser la source « Map » pour limiter l’effet du bruit 
statistique présent dans le PSF. Chacune de ces méthodes de maillage a été utilisée pour construire un 
modèle mono-source ou multi-sources. Le modèle multi-sources est composé de trois sources élémentaires 
qui décrivent le comportement de particules provenant du même composant dans la tête du linac (cible, 
collimateur primaire et cône égalisateur). Le maillage est optimisé de manière indépendante pour chacune 
de ces sources. On a donc un histogramme 4D par source élémentaire. Dans le modèle mono-source, les 
particules ne sont pas triées et toutes contribuent au même histogramme. 
 
Chacun de ces modèles a été construit à partir d’un PSF de 71 Go (soit environ 8.108 photons) et a été 
évalué en considérant comme référence un PSF de 240 Go (soit environ 2,7.109), qui est donc quasiment 
trois fois plus peuplé. La taille des histogrammes ne dépend pas du nombre de particules utilisées pour le 
construire, mais uniquement du nombre de canaux qui le compose. Ici, chaque histogramme est stocké sur 
100 Mo, ce qui correspond à environ 644 canaux. Le choix du nombre total de canaux a été motivé par les 
capacités de la machine de calcul utilisée. Nous avons décidé de répartir équitablement les canaux entre 
les variables. Si on travaillait en trois dimensions, l’histogramme aurait la forme d’un cube. Il serait 
intéressant de voir si la diminution du nombre de canaux attribué à une variable pour les réaffecter à une 
autre permettrait d’améliorer les performances des méthodes « Reg » et « Quant ».  
 
Trois étapes de validation d’exigence croissante ont été mises en place pour chaque modèle. Tout d’abord, 
nous avons évalué leur capacité à reproduire les caractéristiques physiques du faisceau (énergie et 
distributions angulaires). Nous avons ensuite étudié les distributions de dose déposée dans l’eau en 
sortie du cône égalisateur, puis sous les systèmes de collimation. Les conclusions tirées lors de ces 
différentes étapes ont été cohérentes entre elles et ont permis d’affiner petit à petit le choix du modèle et 
de la méthode de maillage la plus adéquate.  
 
La méthode de maillage « Reg » est à exclure en raison de ses mauvaises performances, que ce soit dans 
un modèle mono-source ou un modèle multi-sources. S’il est souvent utilisé dans les modèles décrits dans 
la littérature, c’est parce que ceux-ci ne retiennent pas toutes les corrélations présentes dans le PSF. 
Ignorer une ou plusieurs corrélations permet d’avoir davantage de canaux pour chaque variable et donc de 
limiter le biais induit par leur largeur. Il faut par ailleurs mentionner le fait que cette méthode de 
maillage est particulièrement sensible à l’étendue radiale du PSF. Si le PSF est peu étendu, les canaux 
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qui serviront à échantillonner la position seront plus petits que dans le cas d’un PSF très étendu. La 
méthode basée sur une répartition en quantile des particules (« Quant ») conduit à des résultats 
acceptables, mais moins bons que ceux des maillages basés sur l’estimation de la cumulée (« Cum ») ou 
de la maximisation de vraisemblance (« ML », « Map », « MapPTS »). Ces quatre méthodes de maillage 
nous permettent d’obtenir des résultats équivalents à ceux d’un PSF trois fois plus peuplé que celui qui a 
servi à leur construction. Ces observations sont autant valables pour le modèle mono-source que pour le 
modèle multi-sources. Il n’est pas possible à ce stade de l’étude de départager de manière claire ces 
quatre méthodes de maillage, ni même de mettre en évidence sans équivoque l’apport du modèle multi-
sources par rapport au modèle mono-source. Les méthodes « ML », « Map », « MapPTS » et « Cum » 
sont quant à elles beaucoup moins sensibles en théorie à la largeur du PSF que le maillage « Reg ». En 
effet, elles prennent en compte non seulement la répartition de la population des particules, mais aussi la 
forme des distributions.  
 
Le maillage « MapPTS » a vocation à affranchir le modèle de source du bruit statistique contenu dans le 
PSF servant à construire le modèle de source. Il est donc probable que son apport soit davantage visible 
loin de l’axe dans les zones les moins peuplées du PSF. Il serait aussi intéressant de construire les 
sources avec un PSF de taille réduite et de voir si les maillages « ML », « Map » et « Cum » sont 
toujours aussi performants que « MapPTS ». Par ailleurs, le PSF qui est utilisé comme référence dans ce 
chapitre, même s’il est très peuplé, est toujours sujet à des fluctuations statistiques. L’objectif de 
« MapPTS » étant justement de faire disparaître ces défauts, il est hasardeux de choisir une référence 
qui les contient potentiellement. Pour évaluer correctement « MapPTS », il faudrait comparer les 
distributions de dose calculées à des distributions de dose mesurées.  
 
4.4 Conclusions et perspectives  
 
Nous avons développé un MSV qui représente de manière compacte l’espace des phases en sortie du 
cône égalisateur. Ce modèle, construit à partir de l’analyse d’un PSF stocké en sortie du cône 
égalisateur, est décrit par un ou plusieurs histogrammes 4D. Ces histogrammes contiennent toutes les 
informations sur le comportement des particules en sortie du cône égalisateur. Plusieurs techniques ont 
été employées pour construire ces histogrammes dans l’objectif d’évaluer l’importance de deux propriétés 
des modèles. Ces deux propriétés sont (1) le caractère multi-sources ou mono-source du modèle (2) le 
maillage du ou des histogrammes. Six méthodes de maillages ont été étudiées : les résultats montrent 
qu’un maillage régulier ou construit selon les quantiles est insuffisant pour construire un modèle de 
source adapté au calcul dosimétrique en milieu homogène et en milieu hétérogène. Pour ces deux 
maillages, les deux modèles de sources développés, mono-source et multi-sources, ne présentent pas une 
précision dosimétrique suffisante au regard des objectifs que nous nous sommes fixés. Les quatre autres 
méthodes de maillages plus élaborées, basées sur l’estimation du maximum de vraisemblance ou 
l’approximation des distributions 1D cumulées, donnent des résultats satisfaisants que ce soit pour le 
modèle mono-source et le modèle multi-sources, et peuvent donc être utilisés pour réaliser des calculs de 
distribution de dose. Ces deux modèles sont désormais implémentés dans le code PENELOPE. Ils vont 
être évalués pour le calcul d’images EPID dans le prochain chapitre. 
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Le MSV a été développé ici sur un linac SYNERGY d’Elekta grâce à PENELOPE, mais est tout à fait 
adaptable à d’autres géométries et d’autres codes MC. Il faut noter que le modèle multi-sources ne peut 
être mis en place qu’avec un simulateur qui permet de connaître la position de la dernière interaction des 
particules. La géométrie du linac n’intervient, elle, qu’au niveau de la procédure de tri. Celle-ci doit donc 
être mise à jour en conséquence lorsque l’on travaille avec un autre modèle d’accélérateur. Dans 
PENELOPE, cela revient à changer les numéros de body et de modules associés à une source lors du 
processus de triage des particules. Le modèle est par ailleurs également valable pour modéliser le mode 
FFF (de l’anglais Flattening Filter Free), c’est-à-dire sans cône égalisateur. Le modèle à trois sources 
devient un modèle à deux sources, puisque la contribution du cône égalisateur disparait. La forme des 
distributions et les valeurs des contributions des sources seraient dans ce cas modifiées.  
 
Le modèle a été vérifié ici pour un faisceau de 6 MV, et nous avons exclu les particules chargées de la 
source compte tenu de leur faible proportion (0,6 % des particules du PSF). Dans le cas d’un faisceau de 
plus haute énergie, par exemple de 18 MV, il faudrait modéliser leur contribution en les stockant dans un 
PSF. Ce PSF serait alors appelé au même titre que les histogrammes durant le processus de génération 
des particules. Cette méthode est celle retenue par Fix et al. [260].  
 
Une amélioration majeure du modèle serait qu’il soit capable de représenter le faisceau sous les systèmes 
de collimation. Les systèmes de collimation deviendraient des sources à part entière. La difficulté réside 
dans le fait que la forme du champ, et donc le modèle de source, doit être adapté à chaque simulation. 
Pour simuler des champs rectangulaires, il serait envisageable de construire une base de données de 
modèles pour plusieurs tailles de champ, d’effectuer des régressions entre ces modèles. Intégrer le 
comportement des lames du MLC reste plus compliqué car il faudrait modéliser le comportement de 
chaque lame. Dans les linacs VARIAN, les mâchoires sont placées au-dessus du MLC dans la tête du 
linac. On pourrait donc imaginer de construire un modèle de source qui représente le faisceau depuis la 
cible jusqu’à la sortie des mâchoires, puis faire une simulation MC classique à partir du MLC. Cette 
approche n’est en revanche pas envisageable pour les linacs Elekta car le MLC est placé avant les 
mâchoires dans la tête de l’accélérateur.  
 
Une autre piste de perfectionnement du modèle serait de construire les histogrammes sans stocker de 
PSF, comme le fait BEAMnrc. En l’état actuel, il faut tout d’abord faire une simulation MC depuis la tête 
du linac jusqu’au cône égalisateur, stocker le PSF puis l’analyser. Il serait donc avantageux de stocker 
les particules qui sortent du cône égalisateur directement dans l’histogramme, sans passer par un PSF. 
Cela suppose cependant que le maillage de l’histogramme est déjà arrêté. Une solution serait de 
déterminer les caractéristiques du maillage en fonction de la méthode choisie à partir d’un échantillon de 
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es EPID ont pour vocation originelle de contrôler le positionnement du patient avant la délivrance 
de son traitement par radiothérapie. Leur utilisation a été étendue par la suite à d’autres types de 
contrôle qualité, et notamment celui du traitement lui-même (voir chapitre 1). L’image EPID 
acquise durant l’irradiation peut en effet être directement comparée à une image de référence qui 
correspond au traitement prescrit. Une méthode originale a été développée au sein du laboratoire pour 
calculer l’image EPID de référence avec sa résolution native, c’est-à-dire avec des pixels de 0,4 mm de 
côté. Cette méthode repose sur la modélisation MC de toute la chaîne de formation de l’image, incluant le 
linac et l’EPID, et éventuellement le fantôme ou le patient suivant les tests réalisés. Cette méthode est 
toutefois limitée car elle repose sur l’usage d’un fichier d’espace des phases stocké en sortie de cône 
égalisateur. L’utilisation répétée de ce PSF peut introduire des biais dans les simulations [1], [308] : il 
peut être remplacé avantageusement par un modèle de sources virtuelles, sous réserve que celui-ci 
reproduise avec précision les informations physiques contenues dans le fichier PSF. L’imageur portal, 
grâce à son excellente résolution, est en effet susceptible de mettre en évidence ces défauts dans le cas 
contraire. 
  
L’objectif de ce chapitre est d’adapter la méthode proposée dans l’étude de Lazaro et al. [1] au linac et à 
l’EPID Elekta de l’Hôpital Nord de Marseille. Le modèle MC du linac a été développé et validé 
expérimentalement dans le chapitre 3. Le chapitre 5 va être consacré au développement du modèle MC de 
l’EPID iViewGT puis à sa validation expérimentale en utilisant un fichier PSF. Dans un deuxième temps, 
on remplacera le fichier PSF par le MSV développé dans le chapitre 4 et on validera son intégration 
dans la méthode de prédiction de l’image EPID de référence. Pour cela, on évaluera la précision que sont 
capables d’apporter les différentes méthodes de construction du MSV pour calculer l’image EPID.  
 
Une fois le modèle de prédiction des images EPID intégrant le MSV développé, il sera employé dans une 
étude préliminaire visant à mettre en avant le potentiel de notre méthode pour la détection d’erreurs lors 
des contrôles qualité des traitements en radiothérapie. 
 
5.1 Prédiction de l’image EPID par simulation MC avec un PSF 
 
Après avoir rappelé brièvement les principes de la méthode de prédiction de l’image EPID de référence 
basée sur la simulation MC et utilisant un fichier PSF [1], celle-ci va être adaptée au linac SYNERGY et 
à l’EPID associé de l’hôpital Nord de Marseille. Pour cela, un modèle de l’EPID a été développé dans 
PENELOPE et associé au modèle du linac développé et validé dans le chapitre 3. La validation du 
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5.1.1 Modélisation MC de l’EPID iViewGT dans PENELOPE 
5.1.1.1 Géométrie et matériaux 
 
Les plans du détecteur n’ayant pas été fournis par Elekta, nous avons utilisé le modèle générique décrit 
par Badel [329]. L’EPID se décline ici en dix-sept couches représentées sur la Figure 5-1. Une 
description des matériaux associés tels que définis dans le code PENELOPE est donnée dans le Tableau 
5-1. Le modèle de Badel a été légèrement modifié : comme le suggère l’étude de Siebers et al. [183], 
chaque couche du modèle a été représentée par un pavé dont la surface dans le plan perpendiculaire au 
linac est un carré dont les côtés sont augmentés de 10 cm par rapport à la réalité. Cette modification 
permet de prendre en compte l’effet de la cassette de protection du détecteur et de l’ensemble des 
composants électroniques positionnés en bordure du détecteur. Chaque couche a donc une surface de 51 x 
51 cm² au lieu de 41 x 41 cm². Notre modèle prend également en compte le rayonnement rétrodiffusé 
généré par le bras de maintien du détecteur comme proposé par Cufflin et al. [276]. Cela se traduit par le 
rajout d’une couche d’eau positionnée directement sous l’EPID à la manière de Lazaro et al. [1]. 
L’épaisseur de cette couche d’eau et son caractère symétrique ont été étudiés et intégrés au modèle pour 
reproduire correctement le rayonnement diffusé. La transmission de la table n’est pas prise en compte 
dans le modèle car celle-ci représente 3% environ à 6 MV et est donc considérée dans un premier temps 




(a) Géométrie générique de l’EPID iViewGT. 
(b) Représentation 3D de l’EPID iViewGT  
dans PENELOPE 
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Composition (Pondération pour chaque élément) 
Polystyrène 1,0600 H : 7,74180.10-2; C :  9,22582.10-1 
Air 1,20479.10-3 
Be : 4,99190.10-1; C : 1,24000.10-4; Na : 7,55267.10-1; O : 2,31781.10-1; 
Ar : 1,28270.10-2 
Aluminium 2,6989  
Cuivre 8,9600  
Graphite 1,7000 C : 1 
Gadox 7,4400 O : 2; S : 1; Gd : 2 
Silicium 2,5400 O : 0,4598; Na : 0,0965; Si : 0,3365;  Ca : 0,1072 
Fibre de carbone 1,7800 C : 1 
PCB 1,7000 H : 11; C : 10; O : 2; 
ABS 1,0400 (C8H8·C4H6·C3H3N)n   
Tableau 5-1: Tableau de description des matériaux utilisés pour la modélisation de l’EPID dans 
PENELOPE. 
 
5.1.1.2 Paramètres des simulations 
 
Les fichiers PSF enregistrés en sortie de la tête de l’accélérateur (voir chapitre 3) tiennent lieu de 
source. On rappelle que le nombre d’histoires utilisées pour générer ces PSF est le même quelle que soit 
la taille de champ, à savoir 1.109 électrons primaires. Les énergies d’absorption sont de 300 keV pour les 
particules chargées et de 10 keV pour les photons. Les paramètres C1 et C2 (voir chapitre 3, page 75) 
sont fixés à 0,2 pour tous les matériaux, à l’exception du gadox et de l’air pour lesquels ils valent 0,1. 
Pour tous les matériaux, WCC et WCR valent 300 keV et 10 keV, respectivement. 
L’image EPID en dose est formée en enregistrant la dose déposée dans la couche de scintillateur lors de 
la simulation. Les photons optiques ne sont pas directement simulés : puisque la quasi-totalité du signal 
détecté par les photodiodes est due aux photons optiques émis par la couche de scintillateur [172], on 
considère que le nombre de photons optiques est une fonction linéaire de l’énergie déposée [141]. On 
définit au niveau de la couche de scintillateur une grille de dose virtuelle dont les dimensions sont 
strictement calquées sur celles de la couche réelle de gadox. La résolution de cette grille de dose 
correspond à la résolution physique du détecteur. Chacun des 1024 x 1024 voxels a donc pour taille 0,4 x 
0,4 x 0,54 mm3. Les voxels sont répartis sur une surface de 41 x 41 cm² centrée dans l’axe du faisceau et 
située à 160 cm de la source. La distance maximale entre deux interactions successives d’une particule 
chargée (paramètre DSMAX) est limitée à un dixième de l’épaisseur des couches de cuivre et de gadox, 
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soit 0,1 mm et 0,054 mm pour le cuivre et le gadox, respectivement. Il faut noter que notre modèle ne 




Plusieurs techniques de débruitage de dose ont été proposées dans la littérature. Les plus utilisées sont 
les méthodes LASG et IRON. LASG est une version adaptative de l’algorithme Savitzky-Golay, proposée 
par Kawrakow [278], pour laquelle la fenêtre associée à chaque point est déterminée par un test de 
validité d’ajustement de type 𝜒𝜒2. IRON [277] est basé sur la minimisation d’un critère faisant intervenir 
un terme d’ajustement aux données combiné à un terme de pénalité renforçant les grands rayons de 
courbure. Cependant, ces deux techniques sont adaptées au débruitage d’une dose dont la grille de calcul 
est relativement large (2 mm au minimum) et leur application à un imageur EPID présente certaines 
restrictions. En particulier, quand la grille de calcul MC respecte les dimensions réelles d’un pixel du 
détecteur (0,4 mm de côté), le nombre de paramètres à débruiter devient très important (environ 106), ce 
qui a plusieurs effets sur les techniques décrites. Ainsi la procédure d’optimisation d’IRON doit être 
adaptée de façon à limiter le stockage mémoire nécessaire et son réglage doit être considérablement 
modifié afin de tenir compte d’un bruit de simulation élevé. L’augmentation de ce dernier dans le cas d’un 
pixel de faibles dimensions fait également apparaître un caractère significativement non gaussien qui 
invalide les hypothèses du critère de qualité d’ajustement utilisé dans LASG, ce qui requiert là encore un 
réglage non conventionnel [1]. On s’oriente donc dans ce travail vers l’utilisation d’une technique de 
débruitage de dose récemment proposée et dont l’application aux images EPID a été évaluée [1]. La 
méthode DPGLM (Dirichlet Process Generalized Linear Model) est une technique statistique de 
régression non linéaire non paramétrique. Elle peut être vue en substance comme une technique de 
régression polynomiale par segments (ou clusters de pixels) dont le nombre et la forme sont déterminés 
automatiquement à partir des données. De surcroît, les segments (de forme gaussienne en 2D) se 
chevauchent ce qui limite les effets de discontinuités périphériques. Enfin, cette approche étant 
bayésienne, elle permet d’estimer l’incertitude résiduelle post-débruitage sous forme d’intervalles 
crédibles par exemple, et de propager ainsi toute l’information contenue dans la simulation MC. Cette 
méthode a été éprouvée sur des images EPID dans une situation de bruit non stationnaire et non 
gaussien pour des rapports signaux à bruits défavorables. On  pourra se référer à l’article de Lazaro et al.  
[1] et aux références incluses pour davantage de précisions. 
 
5.1.2 Validation expérimentale du modèle de l’EPID 
 
La validation du modèle de l’EPID est réalisée grâce à l’utilisation d’images acquises obtenues dans 
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5.1.2.1.1 Acquisitions des images expérimentales 
 
Les mesures effectuées avec l’imageur portal sont réalisées dans deux configurations. La première 
correspond à une irradiation à faisceau nu (Figure 5-2a), c’est-à-dire sans milieu atténuateur entre le 
faisceau et l’EPID. Dans la seconde (Figure 5-2b), on intercale entre le linac et l’imageur un fantôme 
homogène équivalent à un cube d’eau et fait de plaques de polyméthacrylate de méthyle (PMMA). Il est 
positionné à une distance de 90 cm de la source et fait 20 cm d’épaisseur. Des images de différents 
champs ont été réalisées pour chacune de ces configurations. On a considéré deux tailles de champ carré 





Figure 5-2 : Irradiation de l’EPID (a) en faisceau nu, et (b) avec un fantôme homogène. 
 
Les images expérimentales brutes issues de l’EPID sont corrigées pour prendre en considération la 
sensibilité des pixels de l’EPID et le bruit de fond. Cette correction est décrite par l’équation (5-1) : 
 
𝑃𝑃𝑚𝑚,𝑔𝑔𝑚𝑚𝑟𝑟𝑟𝑟(𝑒𝑒, 𝑦𝑦) =  𝑃𝑃𝑚𝑚,𝑏𝑏𝑟𝑟𝑏𝑏𝑠𝑠𝑟𝑟(𝑒𝑒, 𝑦𝑦) − 𝑃𝑃𝑚𝑚,𝐷𝐷𝑃𝑃(𝑒𝑒, 𝑦𝑦)𝑃𝑃𝑚𝑚,𝑃𝑃𝑃𝑃(𝑒𝑒, 𝑦𝑦) − 𝑃𝑃𝑚𝑚,𝐷𝐷𝑃𝑃(𝑒𝑒, 𝑦𝑦)  (5-1) 
 
Pour un pixel de coordonnées (𝑒𝑒, 𝑦𝑦) dans le plan du détecteur, 𝑃𝑃𝑚𝑚,𝑔𝑔𝑚𝑚𝑟𝑟𝑟𝑟(𝑒𝑒, 𝑦𝑦)   est la valeur du pixel de 
l’image EPID corrigée, 𝑃𝑃𝑚𝑚,𝑏𝑏𝑟𝑟𝑏𝑏𝑠𝑠𝑟𝑟(𝑒𝑒, 𝑦𝑦) celle relevée dans l’image acquise sans aucune correction, 
𝑃𝑃𝑚𝑚,𝐷𝐷𝑃𝑃(𝑒𝑒, 𝑦𝑦) la valeur du pixel de l’image dite de Dark Field  et 𝑃𝑃𝑚𝑚,𝑃𝑃𝑃𝑃(𝑒𝑒, 𝑦𝑦) celle de l’image de Flood Field.  
 
L’image de  Dark Field  (DF) correspond à l’image enregistrée lorsque le faisceau est éteint. Le signal 
est alors dû au bruit de fond ambiant et à l’agitation thermique qui a lieu au sein du détecteur. L’image 
flood field  (FF) est quant à elle obtenue lorsque l’EPID est totalement irradié sans aucun milieu 
atténuateur intercalé entre lui et le faisceau. Puisque sa surface est de 41 x 41 cm² et qu’il est placé  à 
160 cm de la source, cela équivaut à faire l’image d’un champ 26 x 26 cm² à l’isocentre. L’image flood 
field permet de corriger les différences de sensibilité entre les pixels du détecteur.  
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Correction des images simulées 
Une comparaison directe des images simulées avec les images expérimentales n’est pas possible, en 
raison de la correction de DF et FF effectuée sur l’image expérimentale. Une correction similaire doit 
donc être appliquée aux images simulées avant toute comparaison. Le détecteur virtuel qu’est notre 
modèle n’est soumis à aucun bruit de fond, ni sujet à une agitation thermique quelconque : l’image DF 
est donc nulle. En revanche, l’application de la correction FF sur l’image expérimentale conduit à une 
déformation de l’image originale : elle gomme l’effet du cône égalisateur et donne un aspect bombé 
totalement artificiel à l’image expérimentale corrigée. L’image simulée, elle, reproduit l’effet du cône 
égalisateur. Pour permettre la comparaison des images expérimentales et simulées, il est donc nécessaire 
de reproduire l’effet de la correction du FF sur l’image simulée. Pour cela, nous avons choisi de simuler 
l’image d’un champ 26 x 26 cm² à l’isocentre. Cette image tient lieu d’image FF et est notée 𝑃𝑃𝑠𝑠,𝑃𝑃𝑃𝑃(𝑒𝑒,𝑦𝑦). 
La correction à apporter aux pixels des images simulées est donc la suivante :  
 
𝑃𝑃𝑠𝑠,𝑔𝑔𝑚𝑚𝑟𝑟𝑟𝑟(𝑒𝑒, 𝑦𝑦) =  𝑃𝑃𝑠𝑠,𝑏𝑏𝑟𝑟𝑏𝑏𝑠𝑠𝑟𝑟(𝑒𝑒, 𝑦𝑦)𝑃𝑃𝑠𝑠,𝑃𝑃𝑃𝑃(𝑒𝑒, 𝑦𝑦)  (5-2) 
 
𝑃𝑃𝑠𝑠,𝑔𝑔𝑚𝑚𝑟𝑟𝑟𝑟(𝑒𝑒, 𝑦𝑦) désigne l’image simulée corrigée et 𝑃𝑃𝑠𝑠,𝑏𝑏𝑟𝑟𝑏𝑏𝑠𝑠𝑟𝑟(𝑒𝑒, 𝑦𝑦) l’image simulée brute, i.e. non corrigée.  
 
Une solution alternative consisterait à appliquer une correction inverse sur les images expérimentales 
corrigées pour obtenir les images expérimentales brutes. Cela permettrait d’éviter la simulation de l’image 
du champ 26 x 26 cm². Cette solution a été testée mais n’a pas été retenue car elle introduit du bruit 
dans les images expérimentales via l’image DF. Les images acquises et simulées corrigées sont 
normalisées sur les quatre pixels centraux, puis comparées grâce à un test de 𝛾𝛾-index global de 
2 % / 2 mm. 
Modélisation du rayonnement diffusé 
L’ajustement de l’épaisseur de la couche d’eau modélisant le rétrodiffusé est réalisé grâce aux calculs  en 
configuration de faisceau nu pour deux tailles de champ (10 x 10 cm² et 20 x 20 cm²). Il suit la même 
méthodologie que celle décrite dans les travaux de Lazaro et al. [1]. Cette modélisation est ensuite 




5.1.2.2.1 Evaluation du modèle avec les paramètres du faisceau optimisés pour la dose dans 
l’eau 
  
La première étape consiste à déterminer s’il est nécessaire de rajouter une couche d’eau sous l’EPID pour 
modéliser le rayonnement rétrodiffusé ou pas. Un manque de signal à l’extérieur du champ nous a 
conduits à rajouter une plaque d’eau sous l’EPID de 2 cm d’épaisseur. Cela n’est pas en accord avec 
l’article de Parent et al. [160], mais nous ne travaillons pas strictement avec le même modèle d’EPID, 
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puisque celui dont il est question dans l’article est composé de 21 couches. On a représenté sur la Figure 
5-3 les profils tracés sur les images EPID simulées (en rouge) et expérimentales (en vert), dans les 
directions inplane et crossplane à faisceau nu. Les résultats du 𝛾𝛾-index associé sont décrits sur la Figure 
5-4. La Figure 5-5 et Figure 5-6 représentent quant à elles les profils obtenus après irradiation du 
fantôme homogène, et les résultats du 𝛾𝛾-index, respectivement. On rappelle que la direction crossplane 




(a) 20 x 20 cm² - Inplane (b) 20 x 20 cm² - Crossplane 
  
(c) 10 x 10 cm² - Inplane (d) 10 x 10 cm² - Crossplane 
Figure 5-3 : Faisceau nu – Paramètres de faisceau : 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 = 5,95 MeV ; 𝐿𝐿 = 2,4 mm – Profils inplane et 




Figure 5-4 : Faisceau nu – Paramètres de faisceau : 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 = 5,95 MeV ; 𝐿𝐿 = 2,4 mm - Comparaison des 
profils mesurés et simulés pour des champs 20 x 20 cm² et 10 x 10 cm² dans les directions (a) inplane et 
(b) crossplane grâce à un 𝛾𝛾-index global 2 % / 2 mm. 
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(a) 20 x 20 cm² - Inplane (b) 20 x 20 cm² - Crossplane 
  
(c) 10 x 10 cm² - Inplane (d) 10 x 10 cm² - Crossplane 
Figure 5-5 : Fantôme homogène – Paramètres de faisceau : 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 = 5,95 MeV ; 𝐿𝐿 = 2,4 mm - Profils 





Figure 5-6 : Fantôme homogène – Paramètres de faisceau : 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 = 5,95 MeV ; 𝐿𝐿 = 2,4 mm - 
Comparaison des profils mesurés et simulés pour des champs carrés allant de 20 x 20 cm² et 10 x 10 cm² 
dans les directions (a) inplane et (b) crossplane grâce à un 𝛾𝛾-index global 2 % / 2 mm. 
 
La comparaison des profils simulés et acquis confirment clairement l’asymétrie des profils expérimentaux, 
aussi bien pour le champ 10 x 10 cm² que pour le champ 20 x 20 cm². Ce phénomène, davantage marqué 
dans la configuration d’irradiation du fantôme homogène, avait déjà été observé à l’occasion du chapitre 
3. Notre modèle n’est cependant pas en mesure de reproduire cette asymétrie puisque tous les 
composants géométriques de la tête du linac présentent une symétrie axiale. Il existe un bon accord entre 
les profils simulés et les profils expérimentaux dans la direction crossplane à faisceau nu, même si les 
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profils simulés ont tendance à être un tout petit peu plus étroits que les profils expérimentaux au niveau 
du plateau. Dans la direction inplane, les profils simulés sont plus larges sur le plateau que les profils 
expérimentaux, tandis qu’ils sont plus étroits en bas de pénombre. Cela se traduit au niveau du 𝛾𝛾-index 
global 2 % / 2 mm par des valeurs de 𝛾𝛾 importantes au niveau des pénombres (Figure 5-4), qui peuvent 
atteindre 2. Si on examine l’image d’un segment d’un plan de traitement, en l’occurrence ORL (Figure 
5-7), on voit que les bords du champ simulés sont moins marqués que ce qui est observé 
expérimentalement. Cela est dû au fait que les pénombres sont trop évasées.  
 
  
(a)  (b) 
Figure 5-7 : Image d’un segment issu d’un plan de traitement ORL pour le faisceau nu : (a) image 
simulée avec les paramètres de faisceau 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚  = 5,95 MeV ; 𝐿𝐿 = 2,4 mm et (b) image mesurée. 
 
Lorsque l’on rajoute le fantôme homogène dans le faisceau, c’est principalement la dissymétrie des 
données expérimentales qui explique les forts écarts entre les calculs et les mesures puisque de nombreux 
points du plateau échouent au test. 
 
 A faisceau nu, le modèle MC reproduit correctement les niveaux de dose hors-champ sur l’EPID, ce qui 
atteste que le rayonnement rétrodiffusé potentiellement induit par le bras de maintien de l’imageur EPID 
ainsi que par les composants entourant l’EPID est correctement simulé en intégrant dans le modèle une 
plaque d’eau symétrique de 2 cm d’épaisseur à l’arrière de l’EPID. Toutefois, un léger déficit de signal 
hors champ apparaît lorsque l’on rajoute le fantôme homogène, en particulier pour le champ 20 x 20 cm², 
et semble plus marqué en crossplane qu’en inplane.  
  
L’écart observé entre les mesures et les simulations met en évidence le fait que le modèle de linac, tel 
qu’ajusté dans le chapitre 3, produit des pénombres plus larges que celles observées expérimentalement. 
Cet effet peut être dû à un rayon de tâche focale trop important. Le fait que ce phénomène ne soit pas 
observé dans la direction crossplane peut nous amener à faire l’hypothèse que la tâche focale, qui a été 
considérée comme symétrique, ne l’est pas en réalité. Elle peut être plus étroite dans la direction inplane 
que dans la direction crossplane. C’est la raison pour laquelle nous avons choisi de recalculer des images 
EPID avec une tâche focale plus petite.  
 
5.1.2.2.2 Evaluation des profils avec une largeur de tâche focale de rayon 1 mm 
 
De nouvelles images ont été calculées en réduisant le rayon de tâche focale du faisceau d’électrons 
primaires à 1 mm. La Figure 5-8 et la Figure 5-9 montrent la comparaison des profils obtenus 
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expérimentalement et par simulation, ainsi que les résultats des tests de 𝛾𝛾-index global 2 % / 2 mm, pour 
le faisceau nu.  La Figure 5-10 et la Figure 5-11 montrent le même type de données mais pour la 
configuration qui intègre le fantôme homogène.  
 
  
(a) 20 x 20 cm² - Inplane (b) 20 x 20 cm² - Crossplane 
  
(c) 10 x 10 cm² - Inplane (d) 10 x 10 cm² - Crossplane 
Figure 5-8 : Faisceau nu – Paramètres de faisceau : 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 = 5,95 MeV ; 𝐿𝐿 = 1 mm - Profils inplane et 




Figure 5-9 : Faisceau nu – Paramètres de faisceau : 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 = 5,95 MeV ; 𝐿𝐿 = 1 mm - Comparaison des 
profils mesurés et simulés pour des champs carrés allant de 20 x 20 cm² et 10 x 10 cm² dans les 
directions (a) inplane et (b) crossplane grâce à un 𝛾𝛾-index global 2 % / 2 mm. 
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(a) 20 x 20 cm² - Inplane (b) 20 x 20 cm² - Crossplane 
  
(c) 10 x 10 cm² - Inplane (d) 10 x 10 cm² - Crossplane 
Figure 5-10 : Fantôme homogène – Paramètres de faisceau : 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚  = 5,95 MeV ; 𝐿𝐿 = 1 mm -  Profils 




Figure 5-11 : Fantôme homogène – Paramètres de faisceau : 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚  = 5,95 MeV ; 𝐿𝐿 = 1 mm -  
Comparaison des profils mesurés et simulés pour des champs carrés allant de 20 x 20 cm² et 10 x 10 cm² 
dans les directions (a) inplane et (b) crossplane grâce à un 𝛾𝛾-index global 2 % / 2 mm. 
 
  
A faisceau nu, on voit que la diminution du rayon de tâche focale permet d’obtenir un meilleur accord 
dans la direction inplane. Ce paramétrage dégrade toutefois les profils obtenus en crossplane car les 
profils deviennent trop larges. Cela se traduit pour les deux tailles de champ par une augmentation du 
taux de réussite au test du 𝛾𝛾-index en inplane, et par une diminution en crossplane. Les bords du champ 
sur l’image du segment ORL sont alors mieux discernables (Figure 5-12).  
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Figure 5-12 : Faisceau nu - Image d’un segment issu d’un plan de traitement ORL (a) Image simulée 
avec les paramètres de faisceau 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚  = 5,95 MeV ; 𝐿𝐿 = 1 mm (b) Image mesurée. 
 
Les mêmes tendances sont observées lorsque l’on rajoute entre le faisceau et le détecteur le fantôme 
homogène. Par ailleurs, l’asymétrie du faisceau gagne alors en importance et fait chuter les résultats du 
𝛾𝛾-index, ce qui est cohérent avec les observations faites avec la précédente largeur de tâche focale. Le 




Les écarts qui existent entre les simulations et les mesures peuvent s’expliquer de plusieurs manières. La 
tâche semble être plus étroite dans la direction inplane que dans la direction crossplane. On a toutefois 
montré dans la cuve à eau qu’un rayon de tâche inférieur à 2,4 mm ne permet pas d’ajuster correctement 
les profils à toutes les profondeurs, et ce en particulier en surface. Les bons accords qu’on obtient en 
inplane à faisceau nu dans l’EPID avec une tâche focale de 1 mm peuvent donc être trompeurs et 
résultent certainement de la conjonction de plusieurs phénomènes.  
 
En plus de la géométrie de la tâche focale, la forme du spectre en énergie pourrait également être 
responsable des différences observées. L’ajustement des paramètres du faisceau d’électrons primaires a 
consisté à déterminer quelle énergie moyenne permettait d’obtenir un bon accord entre le rendement en 
profondeur mesuré et calculé dans une cuve à eau. La distribution du spectre en énergie est considérée 
comme ayant peu d’influence sur la distribution de dose. Le fonctionnement d’un EPID et donc son 
comportement sont toutefois très différents du système de mesure qui associe une cuve à eau et une 
chambre d’ionisation. Il est donc possible que certaines composantes du spectre en énergie aient peu 
d’impact sur le dépôt de la dose dans l’eau, mais pas dans l’EPID. Dans le cas de notre modèle, ces 
composantes seraient alors trop ou pas assez représentées. Ces résultats nous amènent également à nous 
questionner sur la nécessité de modéliser la perturbation que peut induire une chambre d’ionisation sur 
la mesure de dose. Notre modèle a été ajusté à partir d’une grille de calcul qui permet de reproduire les 
dimensions latérales de la chambre, et donc l’effet de moyenne de la dose qui en découle. La chambre 
d’ionisation, et notamment ses parois, n’ont toutefois pas été introduites en tant que telle dans les 
simulations. La résolution très fine des détecteurs EPID imposerait peut être de réaliser l’ajustement des 
paramètres du faisceau avec une modélisation détaillée du système de mesure qu’est la chambre 
d’ionisation. L’asymétrie du faisceau pourrait de plus s’expliquer par le fait que la géométrie de la tâche 
n’est pas circulaire, que son intensité n’est pas gaussienne et que le spectre en énergie varie radialement 
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de manière irrégulière. Si ces suppositions s’avéraient fondées, notre modèle ne serait, en l’état, pas 
capable de les prendre en compte.  
 
Une autre piste serait une mauvaise modélisation du détecteur EPID qui renforcerait l’effet de diffusion. 
Pour savoir si l’effet d’étalement du signal constaté est dû au détecteur ou au faisceau, on pourrait 
examiner la carte de fluence en entrée de l’EPID et voir si les bords du champ sont flous ou pas. Si c’est 
le cas, c’est le modèle de faisceau qui doit être remis en cause,  et pas celui de l’EPID.  
 
Un autre élément qui n’a pas été pris en compte dans notre modèle est la table de traitement. Celle-ci 
n’est pas présente lors de l’irradiation en faisceau nu, mais elle peut avoir un impact lorsqu’on rajoute le 
fantôme homogène puisque les plaques de PMMA y sont posées.  
 
5.2 Validation du modèle de sources virtuelles pour la prédiction 
d’images EPID 
 
La dernière étape de validation du modèle de sources virtuelles consiste à vérifier son degré de précision 
pour le calcul d’images EPID, en fonction de la méthode de maillage choisie. Les maillages « Reg » et 
« Quant » n’ont pas été considérés ici compte-tenu de leurs moins bonnes performances observées dans 
le chapitre 4. L’objectif est de déterminer quel maillage est le plus adapté à la prédiction d’images EPID 
parmi les maillages restants (« Cum », « ML », « Map » et « MapPTS ») lorsque l’on souhaite conserver 
la résolution native du détecteur. On comparera également les performances des modèles multi-sources et 
mono-source.  
 
5.2.1 Matériel et méthodes 
 
L’étude vise à comparer le modèle mono-source et le modèle multi-sources construit avec les quatre 
méthodes de maillages irréguliers retenues lors du précédent chapitre : « Cum », « ML », « Map » et 
« MapPTS ». Pour rappel, le modèle multi-sources correspond à la combinaison de trois sources 
élémentaires « cible », « collimateur primaire » et « cône égalisateur », pour lesquelles le maillage a été 
optimisé au cas par cas. Le modèle mono-source contient également les contributions des trois sources 
élémentaires, mais l’optimisation du maillage n’a été faite que de manière globale. Pour le modèle multi-
sources, on évaluera directement le MSV et non l’effet des sources élémentaires individuellement. La 
méthode de prédiction de l’image EPID servant de référence ici pour évaluer les performances des 
différents MSV testés reste celle qui consiste à calculer l’image EPID à partir du PSF de référence 
stocké sous le cône égalisateur. Les mêmes paramètres de simulation que ceux présentés au paragraphe 
5.1.1.2 sont appliqués pour le calcul des images EPID.   
  
Pour chacun des modèles de source testés, on calcule les images EPID d’un champ 10 x 10 cm² : 
- à faisceau nu : c’est la configuration représentée sur la Figure 5-2a, 
- après traversée d’un fantôme homogène de 40 cm d’épaisseur (configuration analogue à celle 
représentée sur la Figure 5-2b), 
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- après traversée d’un fantôme hétérogène (configuration représentée sur la Figure 5-13) composé 





Figure 5-13 : (a) Irradiation de l’EPID après traversée d’un fantôme hétérogène. (b) Géométrie détaillée  
du fantôme hétérogène.  
 
Les images calculées ne sont pas corrigées par celle du champ flood field car cela aurait pour 
conséquence de superposer les défauts éventuels des deux images. . On extrait de chaque image un profil 
dans la direction crossplane au centre. Ces profils, ainsi que chaque image calculée, sont ensuite 
comparés à la distribution correspondante obtenue avec le PSF de référence grâce à un calcul de 𝛾𝛾-index 
global 1 % / 0 mm. L’incertitude sur les données débruitées est fournie par l’algorithme DPGLM et est 
bien inférieure à 1 % de la dose globale en tous points. On notera que cette fois-ci, le biais dû à 
l’échantillonnage des mesures est strictement le même dans les images calculées avec le modèle de 




5.2.2.1 Validation du MSV à faisceau nu 
 
Cette étape de validation nous permet d’obtenir l’état du faisceau quasiment en surface puisque le signal 
est recueilli à moins de 3 mm de l’entrée du détecteur. Les variations dans la fluence incidente sur l’EPID 
ne sont donc pas estompées par l’atténuation du faisceau dans le milieu. Elles ne sont pas non plus 
moyennées par un effet de volume des pixels, puisque leur taille originale de 0,4 mm de côté a été 
conservée. Puisque l’EPID est situé à 160 cm de la source, on travaille avec des pixels de côté équivalent 
à 0,25 mm à l’isocentre. 
La Figure 5-14 montre la comparaison des profils obtenus pour les images EPID réalisées à faisceau nu, 
à partir des MSV construits avec les maillages « Cum » (première ligne), « ML » (deuxième ligne), 
« Map » (troisième ligne) et « MapPTS » (quatrième ligne), et avec ceux obtenus à partir du PSF de 
référence. La Figure 5-15 donne les γ-index globaux 1 % / 0 mm associés. La Figure 5-16 représente les 
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cartes 2D des γ-index globaux 1 % / 0 mm calculées entre le modèle mono-source avec maillage 
« MapPTS » et le PSF de référence et entre le modèle multi-sources avec maillage « MapPTS » et le 










Figure 5-14 : Comparaison des profils en crossplane obtenus avec le PSF de référence, le modèle mono-
source [(a),(c),(e),(g)] et le modèle multi-sources [(b),(d),(e),(f)] à faisceau nu. 
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Figure 5-15 : Résultats des 𝛾𝛾-index globaux 1 % / 0 mm qui évaluent la concordance entre les profils 





Figure 5-16 : Résultats des 𝛾𝛾-index globaux 1 % / 0 mm calculés entre l’image EPID de référence et (a) 
le modèle mono-source construit avec le maillage « MapPTS », et(b) le modèle multi-sources construit 
avec le maillage « MapPTS ». 
 
Ces résultats montrent que les maillages « Cum » et « ML », contrairement à « Map » et « MapPTS », 
conduisent à des ondulations qui déforment les niveaux de dose dans le champ. Ces ondulations 
témoignent du biais induit par une densité supposée constante pour un canal de la source lorsque le 
maillage est imparfait. L’image du faisceau nu se révèle sensible à de faibles défauts de maillage. Ces 
premiers résultats démontrent que les maillages « Cum » et « ML » semblent moins adaptés au calcul 
d’images EPID que les maillages « Map » et « MapPTS ». On voit sur la Figure 5-10 que plus de 99 % 
des points passent alors le test du γ-index global 1 % / 0 mm. Seuls quelques points échouent, ils sont 
situés au niveau de la pénombre. 
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5.2.2.2 Validation du modèle après traversée du fantôme homogène 
 
Lorsque le faisceau a traversé le fantôme homogène de 40 cm d’épaisseur, les détails de la distribution 
radiale et des distributions angulaires des particules ont été lissés à cause des effets d’atténuation et de  
diffusion au sein du fantôme. Cette configuration est intéressante à étudier car le passage du fantôme 
homogène conduit à une modification importante des propriétés du faisceau d’irradiation, en particulier sa 
distribution en énergie. Il est important de vérifier le comportement du modèle de sources virtuelles dans 
ces conditions également. Ces tests sont donc complémentaires à ceux menés à faisceau nu. On ne 
présente ici que les résultats obtenus pour les maillages ayant passé avec succès l’étape précédente, 
c’est-à-dire « Map » et « MapPTS » avec les modèles mono-source et multi-sources. La Figure 5-17, la 
Figure 5-18 et la Figure 5-19 mettent en évidence la difficulté du modèle de source à reproduire 
correctement le bord extérieur de la pénombre. On obtient cependant systématiquement un taux de 
réussite 𝛤𝛤% supérieur à 94 %. Le modèle multi-sources construit avec la méthode « MapPTS » semble être 
légèrement plus performant que les autres MSV, car c’est avec elle qu’on obtient la meilleure 






Figure 5-17 : Comparaison des profils en crossplane obtenus avec le PSF de référence, le modèle mono-
source [(a), (c)] et le modèle multi-sources [(b), (d)] après traversée du fantôme homogène. 
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Figure 5-18 : Résultats des 𝛾𝛾-index globaux 1 % / 0 mm qui évaluent la concordance entre les profils 
crossplane des images EPID obtenues avec le PSF et (a) le modèle mono-source, (b) le modèle multi-






Figure 5-19 : Carte des 𝛾𝛾-index globaux 1 % / 0 mm calculés entre l’image EPID de référence et (a) le 
modèle mono-source construit avec le maillage « Map », (b) le modèle multi-sources construit avec le 
maillage « Map », (c) le modèle mono-source construit avec le maillage « MapPTS », et (d) le modèle 
multi-sources construit avec le maillage « MapPTS », après traversée du fantôme homogène.  
 
5.2.2.3 Validation du MSV après traversée du fantôme hétérogène 
 
La dernière étape de validation du MSV est le calcul d’images EPID après traversée du fantôme 
hétérogène. On souhaite ici contrôler précisément les frontières entre les zones d’eau et d’air du fantôme 
et donc la capacité du modèle de source à restituer des gradients de dose lors d’un changement de 
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matériaux. La Figure 5-20 et la Figure 5-21 montrent qu’il y a un très bon accord entre les profils 
calculés avec le modèle de source et le PSF, pour toutes les configurations. Dans tous les cas, le taux de 
succès 𝛤𝛤% est supérieur à 98 %. Les principales différences entre les quatre configurations sont observées 
selon la direction inplane au niveau de la pénombre qui marque la frontière entre la cavité d’air et le 
bord du champ. Là encore, même si les différences sont faibles, la meilleure configuration semble être le 
modèle multi-sources associé au maillage « MapPTS ». La Figure 5-22 montre en effet que c’est dans ce 
cas-là que la valeur de 𝛤𝛤𝑚𝑚𝑚𝑚𝑚𝑚 est la plus faible. Si on utilisait des critères de 𝛾𝛾-index plus sévères, la 
supériorité du maillage « MapPTS » s’accentuerait encore par rapport au maillage « Map ». L’intérêt de 
la source « MapPTS »  vis-à-vis de la source « Map »  réside essentiellement dans sa capacité à générer 
davantage de particules à partir du MSV que de particules utilisées pour constituer ce MSV. Cette 
propriété résulte de l’effet de lissage de l’estimateur du MSV, assimilable à un débruitage de l’espace 
des phases. On peut également l’interpréter comme une réduction de la variance latente [308] de l’espace 







Figure 5-20 : Comparaison des profils en crossplane obtenus avec le PSF de référence, le modèle mono-






Chapitre 5 - Validation du MSV pour la prédiction d’images EPID haute précision et utilisation pour 





Figure 5-21 : Résultats des γ-index globaux 1 % / 0 mm qui évaluent la concordance entre les profils 
crossplane des images EPID obtenues avec le PSF et le modèle (a) mono-source, (b) multi-sources après 






Figure 5-22 : Carte des 𝛾𝛾-index globaux 1 % / 0 mm qui évaluent la concordance l’image du champ 
10 x 10 cm² calculé avec maillage « MapPTS » pour le modèle (a) mono-source, et (b) multi-sources 




Un des objectifs de ce chapitre était l’évaluation des différents MSV implémentés dans PENELOPE au 
cours du chapitre 4 pour le calcul d’images EPID de référence à haute résolution, i.e. avec des pixels de 
0,4 mm. Seuls les MSV qui ont montré les meilleurs résultats dans le chapitre 4 ont été évalués ici, à 
savoir le MSV mono-source et le MSV multi-sources construits à partir des maillages adaptatifs « Cum », 
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« ML », « Map » et « MapPTS ». Le MSV destiné au calcul d’images EPID haute résolution doit 
s’adapter à un environnement plus contraignant en termes de précision dosimétrique que celui destiné au 
calcul de distributions de dose dans des fantômes ou dans un patient, et ce, pour plusieurs raisons. D’une 
part, les pixels de l’EPID sont 4 à 5 fois plus petits que ceux considérés lors du calcul de distributions de 
dose 3D dans un fantôme/patient. Le MSV doit donc intrinsèquement contenir un niveau de description 
du faisceau d’irradiation plus précis que celui nécessaire pour le calcul de dose 3D. Ensuite, l’EPID étant 
situé à 160 cm de la source, les erreurs de modélisation dans le MSV, comme un maillage trop 
approximatif, vont être plus amplifiées à une telle distance qu’à un mètre de la source. Enfin, l’image 
EPID est calculée plutôt en surface du détecteur. 
Parmi les MSV testés, nous avons mis en évidence la difficulté des maillages « Cum » et « ML » à 
reproduire un plateau parfaitement plat à faisceau nu. Ceci est vrai quel que soit le modèle de source 
considéré, mono-source ou multi-sources. Les maillages « Map » et « MapPTS » conduisent tous deux à 
des résultats très satisfaisants, à la fois pour la prédiction d’images à faisceau nu et après traversée du 
fantôme homogène et du fantôme hétérogène. Le maillage « Map » est légèrement moins performant que 
« MapPTS » : ceci peut s’expliquer par le fait que la méthode « MapPTS » débruite les histogrammes 
corrélés, ce qui a pour conséquence d’améliorer significativement l’information contenue dans ces 
histogrammes sur un plan statistique. Exprimé en d’autres termes, la méthode de maillage « MapPTS » 
permet de construire un estimateur de l’espace des phases plus proche de l’espace des phases réel que la 
méthode « Map ». Cette propriété de la méthode de maillage « MapPTS » à débruiter les histogrammes 
corrélés est fondamentale : en effet, il faudrait idéalement calculer un PSF de très grande taille pour 
peupler tous les canaux des histogrammes de façon suffisante. La méthode de maillage « MapPTS » 
permet de s’affranchir de cette contrainte car elle est capable de produire à partir d’un PSF de taille 
raisonnable un MSV de qualité égale à celui construit à partir d’un PSF de très grande taille.  
Les résultats obtenus montrent également qu’un MSV basé sur un modèle mono-source constitue un 
modèle de source satisfaisant si un maillage adaptatif est considéré et s’il est correctement optimisé. 
Cependant, un MSV multi-sources reste toujours plus précis qu’une source unique, ce qui est conforme 
aux résultats de la littérature. L’apport d’un MSV multi-sources réside dans l’optimisation particulière du 
maillage pour chaque source, ce qui augmente virtuellement le nombre de canaux de l’histogramme et 
réduit les biais induits par une densité de canal constante. Dans notre étude, les sources ont été 
localisées par rapport aux éléments constitutifs du linac (cible, collimateur primaire, cône égalisateur), ce 
qui présente l’avantage de pouvoir interpréter physiquement chaque source. Une approche alternative à 
même d’optimiser le MSV serait de séparer les photons en fonction de leur origine physique uniquement, 
c’est-à-dire en photons de freinage et photons diffusés, ce qui permettrait d’optimiser efficacement les 
maillages, notamment celui de l’angle polaire dans le système de coordonnées de la source virtuelle. 
 
L’objectif poursuivi ici était de remplacer le fichier PSF par un mode de représentation plus compact du 
faisceau d’irradiation, tout en conservant la précision de calcul dosimétrique apportée par le PSF. Les 
MSV conduisant aux résultats les plus précis sont le modèle mono-source et le modèle multi-sources 
construits à partir du maillage « MapPTS ». Le stockage des histogrammes corrélés pour ces modèles 
nécessite au plus 200 Mo d’espace de stockage. Ils présentent également l’avantage de permettre la 
génération d’autant de particules que désirées par l’utilisateur.  
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Dans la suite, c’est le MSV multi-sources construit avec un maillage « MapPTS » qui a été employé pour 
la prédiction des images EPID. 
 
5.3 Application de la méthode de prédiction des images EPID au 
contrôle qualité des traitements en RCMI 
 
 
L’objectif final de cette thèse était de développer une méthode de prédiction des images EPID de 
référence adaptée au contrôle qualité des plans de traitement en RCMI. La méthode reposant sur une 
simulation MC de l’image EPID couplée à l’algorithme de débruitage DPGLM et au modèle de sources 
virtuelles développé et validé dans le paragraphe précédent permet d’envisager un déploiement de la 
méthode en routine clinique. En effet, il faut maintenant quelques heures pour calculer les images EPID 
d’un plan de traitement en RCMI et une centaine de Mo pour stocker un modèle de source précis et 
robuste.  
 
Nous nous sommes ensuite intéressés à l’évaluation du potentiel de cette nouvelle méthode de prédiction 
des images EPID de référence pour la détection des erreurs pouvant affecter les plans de traitement en 
RCMI. Les erreurs potentielles peuvent être de nature systématique ou aléatoire et sont classées en deux 
catégories : 
- les erreurs liées directement au faisceau et à la façon dont le traitement est délivré. La 
vérification pré-traitement permet de détecter ces erreurs : transfert du mauvais plan, 
dysfonctionnements pendant le transfert du plan depuis le TPS vers le système Record & Verify, 
dysfonctionnement de certaines lames du MLC, etc… Des erreurs liées à une modélisation sous-
optimale du faisceau par le TPS peuvent aussi être détectées. 
- les erreurs provenant de variations dans la morphologie du patient par rapport à sa morphologie 
lors de la planification du traitement (perte de poids, atélectasies, changement des contours du 
patient, cavités d’air présentes lors du traitement et absentes lors de l’examen TDM de 
référence, …). 
 
Les procédures de vérification in vivo ont pour objectif de détecter à la fois des erreurs liées à la machine 
et aux changements morphologiques du patient. Ces erreurs se matérialisent par une variation dans la 
fluence incidente sur l’EPID et la question que nous nous posons est de savoir si la méthode de 
prédiction d’images EPID développée ici offre une sensibilité suffisante pour détecter ces variations en 
fonction des contrôles qualité proposés. Gordon et al. [330] ont montré qu’avec un EPID aS1000 de 
Varian positionné à 105 cm de la source, un écart de 2 % (respectivement 5 %) par rapport à la fluence 
attendue peut être détecté s’il s’étend sur au moins 20 mm² (respectivement 1 mm²). Disposer d’un modèle 
précis de calcul de l’image EPID de référence n’est pas suffisant en soi : l’une des clés de la réussite 
d’une détection d’erreur va aussi résider dans le choix d’une méthode adaptée à la comparaison des 
images EPID. Les plus récentes recommandations, en l’occurrence celles de l’AAPM TG-119 [331], 
préconisent d’utiliser un 𝛾𝛾-index global de critère 3 % / 3 mm. Cette métrique a cependant déjà prouvé 
son manque de sensibilité pour détecter certaines formes d’erreurs systématiques, et son usage doit être 
réfléchi [204]. 
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Dans cette partie, nous avons mené une étude préliminaire in silico dont l’objectif est de déterminer : 
- quels types d’erreurs sont facilement identifiables par comparaison de l’image EPID de référence avec 
l’image EPID acquise en pré-traitement et pendant traitement, 
- quelle est la sensibilité de la méthode de détection suivant la métrique de comparaison choisie.  
Pour cela, nous avons calculé des images EPID pour des traitements dans lesquels nous avons modélisé 
des erreurs pouvant être rencontrées en RCMI. 
 
5.3.1 Modélisation des erreurs 
 
Dans cette étude, nous avons utilisé la méthode de prédiction de l’image EPID de référence développée 
dans cette thèse pour calculer des images EPID correspondant à des traitements comportant des erreurs. 
Plusieurs types d’erreurs, représentatives de celles pouvant être observées pour des traitements en RCMI, 
ont été modélisés :  
1) des erreurs dans le modèle représentant le faisceau du linac dans le TPS dues à une dérive au 
cours du temps des paramètres physiques du faisceau réel en énergie et en tâche focale, 
2) des erreurs dans le positionnement du patient (rotation ou translation),  
3) des écarts de morphologie du patient entre le moment où le traitement a été délivré et le moment 
où le traitement a été planifié. 
  
5.3.1.1 Erreurs de modèle du linac dans le TPS 
 
Le modèle du linac paramétré dans le TPS correspond aux caractéristiques physiques du faisceau 
d’irradiation mesurées à un instant donné lors de la recette de l’accélérateur. Il est possible que le 
faisceau réel d’irradiation montre des dérives dans le temps. Ces dérives peuvent impacter la distribution 
en énergie et spatiale du faisceau d’électrons primaires, qui rendent le modèle du TPS sous-optimal. On 
voit ici toute l’utilité de disposer d’une méthode simple et efficace pour détecter ces dérives et savoir 
quand modifier le modèle du linac dans le TPS, même de façon minime, ou réajuster le faisceau.  
 
Dérive en énergie. La première erreur de modèle introduite est une dérive en énergie du faisceau 
d’électrons primaires. On a considéré que le modèle de référence du linac était représenté ici par un 
faisceau d’électrons primaires d’énergie moyenne égale à 5,95 MeV et avec un rayon de tâche focale de 
1 mm. On a ensuite fait varier l’énergie moyenne en la fixant à 6,25 MeV et à 7 MeV, en conservant le 
même rayon de tâche focale. Pour ces trois configurations différentes, l’image EPID d’un champ 
10 x 10 cm² a été calculée. On a ensuite cherché à détecter cette dérive dans le modèle  en appliquant un 
test du 𝛾𝛾-index global 2 % / 2 mm et un 𝜒𝜒-index 2 % / 2 mm entre l’image de référence et l’image 
contenant la dérive en énergie. 
 
Dérive en tâche focale. La seconde erreur de modèle introduite est une dérive de la taille de tâche 
focale. Comme précédemment, on a considéré que le modèle de référence du linac était représenté par un 
faisceau d’électrons primaires d’énergie moyenne de 5,95 MeV et avec un rayon de tâche focale de 1 mm. 
On a ensuite fait varier le rayon de tâche focale en le fixant à 1,2, 1,5 mm. Ici encore, l’image EPID a été 
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calculée pour un champ 10 x 10 cm² pour les différents paramétrages. On a cherché à détecter l’erreur en 
appliquant un test du 𝛾𝛾-index global 2 % / 2 mm et un 𝜒𝜒-index 2 % / 2 mm entre l’image de référence et 
l’image contenant l’erreur. 
 
5.3.1.2 Erreurs de positionnement  
 
On a étudié ici l’impact d’erreurs de positionnement d’un fantôme sur l’image EPID calculée. 
 
Rotation. Les images EPID sont calculées ici pour un champ 10 x 10 cm², avec le même fantôme 
hétérogène que celui décrit par la Figure 5-13b et placé à DSP 90 cm. Une première image est calculée 
avec le fantôme placé correctement (Figure 5-13a) puis une deuxième image a été calculée en considérant 
une rotation de 3 ° du fantôme. On a cherché à détecter cette erreur de rotation en appliquant un test du  𝛾𝛾-index global 2% / 2 mm et un 𝜒𝜒-index 2 % / 2 mm entre l’image de référence et l’image contenant 
l’erreur. 
 
Translation. Le fantôme hétérogène placé à DSP 90 cm a été cette fois déplacé dans la direction tête-
pieds de 1 cm (vers les pieds) et l’image EPID associée a été calculée pour un champ d’irradiation de 
10 x 10 cm². On a cherché à détecter cette erreur en translation en appliquant un test du 𝛾𝛾-index global 
2 % / 2 mm et un 𝜒𝜒-index 2 % / 2 mm entre l’image de référence et l’image contenant l’erreur. 
 
5.3.1.3 Variations de morphologie du patient 
 
Le fantôme hétérogène a ensuite été modifié pour mimer des modifications de morphologie du patient 
entre le moment où le plan de traitement est planifié sur le scanner de référence et le moment où le 
traitement est délivré. Pour cela, la cavité d’air du fantôme hétérogène ayant une largeur de 3 cm 
initialement a été réduite. Sa largeur a été portée à 2,8 cm alors qu’elle est restée centrée suivant l’axe 
du faisceau. L’image EPID a alors été calculée pour un champ 10 x 10 cm². Une deuxième configuration a 
consisté à modéliser le fantôme hétérogène avec une cavité d’air centrée réduite à 2,6 cm irradiée par un 
faisceau IMRT issu d’un plan de traitement ORL composé de dix segments. L’image EPID du faisceau 
modulé a été calculée en faisant la somme pondérée par le nombre d’UM des images EPID de chaque 
segment. De manière identique aux cas précédents, on a appliqué un test du 𝛾𝛾-index global 2% / 2 mm et 




5.3.2.1 Erreurs de modèle du linac dans le TPS 
 
Dérive en énergie. La Figure 5-23 montre les cartes 2D du 𝛾𝛾-index et du 𝜒𝜒-index calculés lors d’une 
dérive en énergie de 5,95 MeV à 6,25 MeV (Figure 5-23a et b), puis de 5,95 MeV à 7 MeV (Figure 
5-23c et d). 
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(a) 𝛾𝛾-index - 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 = 6,25 MeV (b) 𝜒𝜒-index -  𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 = 6,25 MeV 
  
(c) 𝛾𝛾-index - 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 = 7 MeV (d) 𝜒𝜒-index - 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 = 7 MeV 
Figure 5-23 : Dérive en énergie. 
 
Lors d’une dérive en énergie, la totalité du champ est impactée. Une dérive de 0,30 MeV ou de 1,05 MeV 
n’est cependant détectée par aucun des tests employés puisque les taux de passage 𝛤𝛤% et 𝛸𝛸% sont 
toujours quasiment égaux à 100 %. Cela peut s’expliquer par le fait que les images EPID sont corrigées 
par l’image FF. Puisqu’elle intègre la même dérive en énergie, elle estompe les déformations qui 
pourraient apparaître dans l’image. Par ailleurs, on sait que l’EPID sur-répond aux basses énergies, ce 
qui rend difficile la détection de variation de l’énergie moyenne du faisceau. On notera par ailleurs que 
ce type de dérive peut être détecté lors du contrôle quotidien de la constance des unités moniteurs, 
communément appelé TOP. 
 
Dérive en tâche focale. La Figure 5-24 montre l’image 2D du  𝛾𝛾-index et du  𝜒𝜒-index calculés lors d’une 
dérive de la tâche focale d’un rayon de 1 mm à un rayon de 1,2 mm (Figure 5-24a et b) et lors d’une 
dérive plus importante de la tâche focale, d’un rayon de 1 mm à un rayon de 1,5 mm (Figure 5-24c et d). 
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(a) 𝛾𝛾-index - 𝐿𝐿 = 1,2 cm (b) 𝜒𝜒-index - 𝐿𝐿 = 1,2 cm 
  
(c)  𝛾𝛾-index - 𝐿𝐿 = 1,5 cm (d) 𝜒𝜒-index - 𝐿𝐿 = 1,5 cm 
Figure 5-24 : Dérive en tâche focale. 
 
Lorsque le rayon de la tâche focale augmente, les épaulements des profils sont moins marqués. Si la 
variation est faible, comme lorsqu’on passe de 1 mm à 1,2 mm, son effet est essentiellement visible au 
niveau des pénombres. Il s’étend lorsque l’augmentation est plus conséquente, par exemple lorsque l’on 
utilise une tâche de rayon de 1,5 mm au lieu de 1 mm.  Lorsque la variation de rayon est importante, 
l’erreur moyenne devient négative pour le  χ-index, sinon elle est positive mais proche de 0, et donc pas 
forcément significative. 
 
5.3.2.2 Erreurs de positionnement  
 
Rotation. La Figure 5-25 représente la carte 2D de 𝛾𝛾-index calculée pour la rotation du fantôme tandis 
que la Figure 5-25b présente la carte 2D de χ-index pour cette même rotation. On voit que la carte de χ-
index permet de mieux représenter les écarts dus à la rotation du fantôme en distinguant les zones où le 
signal fait défaut des zones où celui-ci est trop important. Ces écarts sont mal détectés par le test du 𝛾𝛾-
index. 
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(a) 𝛾𝛾-index  (b) 𝜒𝜒-index  
Figure 5-25 : Rotation du fantôme. 
 
Translation. La Figure 5-26a présente la carte 2D de 𝛾𝛾-index calculée pour la translation de 1 cm du 
fantôme tandis que la Figure 5-26b présente la carte 2D de χ-index pour cette même translation. La 
translation est facilement détectée par les deux tests qui mettent en évidence un taux de passage pour les 
deux tests moins importants que dans les configurations sans translation testées auparavant. Il faut 
toutefois noter qu’il s’agit d’un écart très important compte-tenu de la pixellisation de l’EPID. Il serait 




(a) 𝛾𝛾-index  (b) 𝜒𝜒-index  
Figure 5-26 : Translation du fantôme. 
 
5.3.2.3 Variations de morphologie du patient 
 
La Figure 5-27 montre les cartes de 𝛾𝛾-index et de χ-index obtenues en réduisant la cavité d’air du 
fantôme hétérogène. En fait, la cavité d’air est réduite de 1 mm de chaque côté de la cavité. Les deux 
tests sont incapables de détecter cette variation de géométrie dans le fantôme. Une variation de 1 mm à 
DSP 96 cm (DSP à laquelle est située la cavité), correspond à une variation de 1,6 mm à 160 cm de la 
source, dans le plan de l’EPID. Puisque l’on a choisi un critère en position de 2 mm, il est cohérent de ne 
pas détecter cette variation. 
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(a) 𝛾𝛾-index  (b) 𝜒𝜒-index  
Figure 5-27 : Cavité centrée de largeur 2,8 cm - Carte (a) du  𝛾𝛾-index global 2 % / 2 mm et (d) du 𝜒𝜒-
index 2 % / 2 mm. 
 
Dans le cas où l’on irradie le fantôme hétérogène avec le faisceau modulé, la Figure 5-28a montre 
l’image EPID calculée pour une cavité d’air de 3 cm de largeur, la Figure 5-28b l’image EPID calculée 
pour une cavité d’air réduite à 2,6 cm. La Figure 5-28c et la Figure 5-28d représentent les cartes de γ-
index et de χ-index associées. La variation d’anatomie est ici non détectée car elle est située dans une 







Figure 5-28 : Irradiation par le champ modulé du fantôme hétérogène avec (a) une cavité d’air de 3 cm 
et (b) une cavité d’air de 2,6 cm - Carte (c) du  𝛾𝛾-index global 2 % / 2 mm et (d) du 𝜒𝜒-index 2 % / 2 mm. 
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5.3.3 Discussion et perspectives 
 
L’analyse des premiers résultats obtenus dans le cadre de cette étude préliminaire in silico donne déjà 
les grandes lignes sur le potentiel de cette méthode de détection et ses limites. Une dérive de la taille de 
tâche focale dans le modèle du linac est facilement détectée en faisant une image EPID à faisceau nu car 
elle affecte la pénombre de façon très visible, et ce même pour des variations faibles de la taille de la 
tâche, et ce quel que soit la métrique de comparaison employée. Réaliser une image EPID à faisceau nu 
constitue également un bon test expérimental pour évaluer la taille de tâche focale dans le modèle du 
linac. Les erreurs de positionnement du fantôme de type rotation et translation sont également bien 
détectées à l’aide de cette méthode, si on y associe un test de comparaison basé sur le 𝜒𝜒-index et non le 
𝛾𝛾-index qui est moins informatif. La résolution de l’image EPID de référence doit permettre de détecter 
des écarts de positionnement bien plus petits que celui considéré ici (de 1 cm) et le seuil de détection 
sera bientôt étudié. 
 
En revanche, la dérive en énergie n’est détectée par aucun des tests mis en place, même pour une 
variation importante de l’énergie moyenne de la distribution énergétique du faisceau d’électrons. Un test 
plus discriminant pourrait être de réaliser l’image EPID pour l’irradiation d’un fantôme hétérogène qui 
filtrerait plus la distribution en énergie. Les variations de morphologie mimées à l’aide du fantôme 
hétérogène à cavité d’air ont montré des résultats assez décevants, où là encore, la méthode de détection 
ne permet pas de mettre en évidence ces variations de morphologie. Il est à noter tout de même que nous 
nous sommes placés dans des conditions difficiles pour le faisceau RCMI, car la cavité d’air se trouvait 
dans une portion du faisceau peu irradiante. Ces résultats devront toutefois être complétés par une étude 
plus aboutie prenant en compte d’autres configurations et d’autres plans de traitement, afin de définir de 
façon plus complète le seuil de détection des variations morphologiques. Cet aspect est important 
également pour les problématiques liées aux algorithmes de dosimétrie in vivo basés sur la 
rétropropagation de l’image EPID. Ces premiers résultats viennent également corroborer d’autres études 
récentes [203], [204], [330] montrant que le test du 𝛾𝛾-index est vraiment peu approprié pour capturer des 
variations de fluence sur des images EPID.  
 
Cette étude représente les premiers cas d’erreurs de traitement modélisés. Une base de données plus 
complète, incluant plus de cas (différentes configurations d’irradiation - champs simples et champs 
modulés -, différents fantômes et patients, variation de différents paramètres) est actuellement en cours de 
calcul. Elle permettra en particulier de déterminer des seuils de détection des erreurs à partir d’analyse 
de courbes de type ROC (Receiver Operating Characteristic). De nouvelles métriques seront testées à 
partir de cette base de données comme par exemple le nouveau test LRAD, afin de définir le test de 
comparaison, voire les combinaisons de tests, les plus adaptés à la détection des erreurs lors du contrôle 
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5.4 Conclusion  
 
Dans ce chapitre a été développé un modèle MC de l’EPID iViewGT (Elekta) avec le code PENELOPE. 
Le modèle a ensuite été validé grâce aux mesures expérimentales réalisées à l’Hôpital Nord de Marseille. 
L’ajustement du modèle MC du linac réalisé dans le chapitre 3 est remis ici en question puisqu’il ne 
permet pas de simuler précisément les images EPID au niveau des pénombres. L’hypothèse la plus 
cohérente avec les résultats présentés serait que la tâche focale est asymétrique et que la forme du 
spectre n’est pas gaussienne, ce qui n’est aujourd’hui pas pris en compte au niveau du modèle du linac 
dans PENELOPE. 
 
Les modèles de sources virtuelles développés dans le chapitre 4 ont été testés en remplacement du fichier 
PSF dans la méthode de prédiction de l’image EPID de référence. Les maillages « Cum » et « ML » ont 
clairement montré leurs limites pour reproduire avec précision les informations contenues dans le PSF de 
référence. De très bons résultats ont été obtenus avec les maillages « Map » et « MapPTS » dans toutes 
les configurations de validation considérées (faisceau nu, présence d’un fantôme homogène ou d’un 
fantôme hétérogène). Le maillage « MapPTS » couplé au modèle multi-sources a permis d’obtenir les 
meilleurs résultats. De surcroit, cette méthode de maillage permet de débruiter les histogrammes corrélés, 
ce qui améliore la qualité des histogrammes, en particulier si ceux-ci ont été calculés à partir d’un PSF 
insuffisamment peuplé. Elle offre donc la possibilité de construire un MSV à partir d’un PSF de taille 
raisonnable, donc très rapidement. Un autre résultat important souligné par cette étude est la possibilité 
de modéliser précisément avec un modèle mono-source la partie haute de la tête du linac, si ce modèle 
intègre un maillage adaptatif bien optimisé. Le MSV développé répond tout à fait aux attentes formulées, 
à savoir une précision aussi grande que celle apportée par le fichier PSF et une réduction sensible de 
l’espace de stockage de 1 à 2 To à seulement 200 Mo. 
 
Enfin, les capacités de la nouvelle méthode de prédiction des images EPID développée durant cette thèse 
ont été évaluées dans le cadre d’une étude préliminaire in silico visant à calculer des images EPID 
mimant des erreurs de traitement, par exemple une modélisation sous-optimale du faisceau dans le TPS, 
un mauvais positionnement du patient ou des variations dans la morphologie du patient. Deux métriques 
de comparaison des images, le 𝛾𝛾-index et le χ-index, ont été considérés. Notre méthode permet de bien 
détecter certains types d’erreurs, comme une dérive de tâche focale et les erreurs de positionnement du 
patient. En revanche, d’autres erreurs sont indétectables, telle la dérive en énergie du faisceau et 
certaines modifications de morphologie du patient. Ces premiers résultats devront être complétés par la 
suite. Une base de données plus complète est en cours de constitution et sera bientôt analysée à l’aide 







Conclusion générale et perspectives 
 
es contrôles qualité des traitements ont une importance fondamentale en radiothérapie externe. 
Grâce à leur mise en œuvre, le personnel médical est en mesure de savoir si le traitement a été 
délivré de manière conforme à la prescription. Nous avons montré dans le chapitre 1 que de 
nouveaux contrôles qualité ont vu le jour avec l’essor des nouvelles techniques d’irradiation. 
Certains d’entre eux reposent sur l’exploitation des images fournies par les détecteurs EPID. L’une des 
premières approches proposées consiste à comparer l’image acquise à une image de référence, qui 
correspond à ce qui aurait été obtenu si le traitement s’était déroulé strictement dans les conditions de la 
prescription. La mise en œuvre de ce type de contrôle qualité suppose de pouvoir prédire avec précision 
l’image de référence. Dans cette optique, il est possible, comme on l’a montré dans le chapitre 2, d’utiliser 
la méthode Monte-Carlo (MC). Durant cette thèse, nous nous sommes donc focalisés sur la prédiction de 
l’image EPID de référence par simulations MC.  
 
Une méthode originale de prédiction de l’image EPID a été développée au sein du laboratoire dans 
lequel cette thèse a été effectuée pour pouvoir prédire l’image portale de référence [1]. L’intérêt de cette 
méthode, comparée à celles proposées dans la littérature, est qu’elle permet de reproduire avec précision 
la haute résolution des images EPID acquises expérimentalement. La taille des pixels simulés est, comme 
sur un détecteur réel, de 0,4 x 0,4 mm². Cette méthode s’appuie d’une part sur les simulations MC et 
d’autre part sur un algorithme de débruitage développé spécialement pour les besoins de la prédiction 
d’images EPID. La limite de cette méthode est que son volet MC repose sur l’utilisation d’un fichier 
d’espace des phases (PSF). En plus d’être volumineux (jusqu’à 1 To), ce PSF peut introduire des biais 
dans les images calculées s’il est utilisé de manière trop répétée [308]. 
 
Le premier objectif de cette thèse était de développer un modèle de sources virtuelles (MSV) capable de 
se substituer au PSF en étant plus facile à stocker, mais tout aussi précis. Nous avons choisi de 
développer un modèle basé sur la construction d’histogrammes corrélés à partir de l’analyse du PSF [3]. 
Pour construire le modèle le plus précis possible, nous avons conservé toutes les corrélations existantes 
entre les caractéristiques des particules. Les histogrammes corrélés qui en découlent comportent ainsi 
quatre dimensions et sont par conséquent composés d’un grand nombre de canaux, ce qui génère 
quelques difficultés dans la gestion de ces histogrammes. En effet, le nombre de canaux conditionne à la 
fois la précision avec laquelle le MSV peut restituer les informations du PSF et la difficulté de 
manipulation informatique du MSV. Un compromis doit donc être trouvé entre le nombre de canaux et leur 
répartition, ce qui nous a conduits à développer des maillages adaptatifs pour la construction du MSV.  
La première étape du développement du MSV a été de modéliser un linac SYNERGY associé à son 
collimateur multi-lames MLCi2 dans le code MC PENELOPE. Ce modèle, présenté dans le chapitre 3, a 
été validé en comparant des distributions de dose simulées à des données acquises expérimentalement 
sur le site de l’hôpital Nord de Marseille. Cette validation a consisté à déterminer les valeurs des deux 
paramètres caractérisant la source primaire d’électrons, i.e. le rayon de la tâche focale, supposée 
circulaire à intensité constante, et l’énergie moyenne du spectre en énergie supposé gaussien. L’énergie 
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moyenne du faisceau a été déterminée à partir de la comparaison via un 𝛾𝛾-index des rendements en 
profondeur calculé et mesuré pour un champ de 30 x 30 cm², tandis que le rayon de la tâche focale a été 
évalué grâce à des calculs de profils latéraux de dose, toujours en se basant sur un champ de 30 x 30 cm² 
et un test du 𝛾𝛾-index. Les paramètres déterminés ont permis d’obtenir un bon accord entre les 
distributions mesurées et calculées pour des tailles de champs carrés allant de 2 x 2 cm² à 30 x 30 cm². 
Cette étude nous a permis de mettre en évidence le fait que le test du 𝛾𝛾-index n’est pas dans l’absolu un 
critère objectif d’évaluation, et qu’il doit être manipulé et interprété avec soin. La procédure d’essai/erreur 
mise en œuvre pour évaluer la modélisation du linac est une procédure longue et fastidieuse. Le modèle 
de linac issu de cette thèse est actuellement en cours d’utilisation pour développer une méthode de 
détermination automatique des paramètres du faisceau d’électrons [314]. Cette nouvelle méthode s’appuie 
sur la génération d’une base de données stockant les distributions de dose 3D dans une cuve à eau, 
calculées par simulation MC, pour un linac donné et un champ de 30 x 30 cm², et pour différents 
paramétrages du faisceau d’électrons. Ce dernier est supposé monodirectionnel, mono-énergétique 
d’énergie 𝑑𝑑0 et issu d’une tâche focale circulaire de rayon 𝑟𝑟. Les valeurs de 𝑑𝑑0 et 𝑟𝑟 sont choisis sur une 
grille, avec des pas de 0,5 MeV et 0,5 mm en énergie et en rayon, respectivement. Un modèle continu « 
5D » de la dose (trois dimensions spatiales, énergie 𝑑𝑑0 et rayon 𝑟𝑟) est construit à partir de cette base de 
données à partir d’une technique de régression non paramétrique [1] étendue aux variables 𝑑𝑑0 et 𝑟𝑟 dont 
on cherche la distribution. Dans un deuxième temps, on résout le problème inverse : on détermine la 
distribution en énergie et le rayon de la source permettant d’ajuster au mieux les données expérimentales. 
Cette méthode est actuellement testée sur plusieurs linacs SYNERGY installés sur différents sites 
cliniques. L’objectif à terme est de disposer d’une méthode automatique pour déterminer les paramètres 
du faisceau d’électrons primaire.   
Nous nous sommes ensuite appuyés sur le modèle validé du linac pour mettre au point le nouveau MSV 
dans le chapitre 4. Nous avons ainsi développé plusieurs types de MSV et les avons implémentés dans le 
code PENELOPE, qui n’en proposait pas jusqu’à présent :  
• un MSV multi-sources, élaboré à partir du tri des photons contenus dans le PSF original en 
fonction de la localisation de leur dernière interaction dans la tête du linac (cible, collimateur 
primaire, cône égalisateur). Un MSV mono-source plus simple a également été développé et 
implémenté : il a été construit à partir de l’ensemble des photons du PSF original sans aucune 
distinction, 
• Pour ces deux types de modèles, nous avons étudié six stratégies de maillage. La première, 
« Reg » construit des histogrammes avec des canaux de largeur fixe. La deuxième, « Cum », est 
construite en approximant les distributions cumulées en une dimension des variables qui 
caractérisent les particules. La troisième, « Quant », répartit les particules dans les différents 
canaux selon les quantiles. La quatrième, « ML » est basée sur la recherche du maximum de 
vraisemblance. La cinquième, « Map » combine les méthodes « Quant » et « ML » pour limiter 
l’impact du bruit statistique contenu dans le PSF sur la largeur des canaux. La dernière enfin, 
« MapPTS » procède à un lissage des histogrammes construit avec « Map » pour limiter cette fois 
l’influence du bruit statistique du PSF sur l’amplitude des canaux. 
Tous les modèles ont été élaborés à partir d’un PSF, dit original, de 71 Go. Les histogrammes, quel que 
soit le modèle, sont composés de 644 canaux et sont stockés sur 64 Mo. Ils sont donc nettement plus 
compacts que le PSF original. L’évaluation des performances de ces différents MSV a ensuite été réalisée 




en comparant leurs résultats à ceux obtenus avec un PSF de référence de 240 Go, contenant trois fois 
plus de particules que le PSF original. Les méthodes de maillage basées sur un maillage régulier de 
l’espace et sur les quantiles ont montré très vite leur incapacité à produire un calcul dosimétrique fiable 
dans des fantômes homogène et hétérogène. Ce résultat est intéressant car les performances des MSV 
sont souvent évaluées en milieu homogène et cette étude montre très clairement la nécessité d’effectuer la 
validation du MSV également en fantôme hétérogène. Les autres maillages adaptatifs basés sur 
l’approximation des distributions cumulées et estimant le maximum de vraisemblance ont démontré leur 
intérêt dans la construction de MSV et ont produit des performances équivalentes, que ce soit pour le 
MSV mono-source ou le MSV multi-sources. Ces résultats montrent qu’un MSV mono-source, plus simple 
à construire que le MSV multi-sources, est tout à fait à même de produire de très bons résultats de 
calculs dosimétriques en fantôme ou patient, dès lors qu’il est construit avec un maillage adapté. Les 
modèles de source développés dans le cadre de cette thèse présentent également l’avantage de 
représenter l’espace des phases sur une large plage de valeurs radiales. Cette caractéristique est 
importante pour le calcul des doses hors-champ en radiothérapie. Les MSV développés ici sont donc 
utilisables pour cette application mais devront être validés pour cela. 
 
Le dernier volet de la thèse, qui a fait l’objet du chapitre 5, a été dévolu aux détecteurs EPID. Un modèle 
MC de l’imageur embarqué sur le linac SYNERGY a été mis au point puis intégré au modèle MC du 
linac précédemment développé. Le modèle de l’EPID a été évalué tout d’abord en simulant des images à 
faisceau nu, puis en intercalant entre le faisceau et l’EPID un fantôme homogène. Les résultats ont 
montré que nous avions des difficultés à reproduire fidèlement les données expérimentales. Cela pourrait 
s’expliquer par une modélisation trop simpliste de la source primaire d’électrons et en particulier de la 
géométrie de sa tâche focale. Les détecteurs EPID, grâce à leur excellente résolution, seraient donc 
nettement plus sensibles aux paramètres de la source d’électrons primaires du linac qu’une chambre 
d’ionisation placée dans une cuve à eau. Un ajustement plus fin des paramètres du faisceau devrait être 
réalisé pour confirmer cette hypothèse. Des mesures par films gafchromiques pourraient par exemple 
permettre de compléter les mesures par chambre d’ionisation. On pourrait également intégrer des images 
EPID dans la base de données qui sert à la détermination automatiques des paramètres du faisceau. 
Puisque son comportement en énergie est différent de celui d’une cuve à eau associée à une chambre 
d’ionisation, cela nous permettrait d’affiner les composantes du spectre qui ont peu d’impact dans l’eau 
mais pas dans l’EPID. La haute résolution du détecteur serait par ailleurs plus à même de caractériser 
les pénombres et donc la tâche focale.  
 
Nous avons ensuite évalué les différents MSV pour la prédiction d’images EPID dans plusieurs 
configurations (irradiation de l’EPID avec un champ 10 x 10 cm² à faisceau nu, après traversée d’un 
fantôme homogène puis hétérogène). Là encore, les calculs réalisés avec les MSV ont été comparés à 
ceux obtenus grâce au PSF de référence. Il apparaît que la méthode basée sur l’approximation des 
distributions cumulées est dans le cadre de cette application moins robuste que celles qui estiment le 
maximum de vraisemblance. Le modèle le mieux adapté à la prédiction d’image EPID est le modèle multi-
sources construit à partir de la méthode « MapPTS ». La plupart des objectifs que nous nous sommes 
fixés lors de la construction du MSV sont donc remplis. Le MSV est compact puisqu’il est composé de 
trois histogrammes stockés sur 64 Mo et capable de prédire avec précision une image EPID. Pour mieux 
caractériser les performances de ce modèle, il serait par ailleurs intéressant de tester sa capacité à 




reproduire le PSF de référence en le construisant avec un PSF original contenant moins de particules 
que celui utilisé dans cette étude. On réduirait ainsi le temps de calcul nécessaire à la création de ce 
PSF et on limiterait l’espace de stockage qui lui est réservé pendant l’élaboration du modèle. Idéalement, 
il faudrait associer la procédure de tri des particules et la construction des histogrammes corrélés à la 
simulation MC qui transporte le faisceau depuis la cible jusqu’au cône égalisateur pour ne pas stocker de 
PSF. Cette fonctionnalité, déjà implémentée dans le code EGSnrc, simplifierait l’élaboration du modèle.  
La souplesse de notre MSV fait qu’il est en mesure de s’adapter à n’importe quelle géométrie de linac. Il 
suffit de mettre à jour le module de tri des particules. Si on s’intéresse en particulier à un linac 
fonctionnant en mode FFF, c’est-à-dire sans cône égalisateur, il suffit d’indiquer au modèle qu’il n’existe 
plus que deux composants dans la tête du linac. Cela n’a pas d’impact pour un modèle mono-source, mais 
pour un modèle multi-sources, cela revient à construire seulement deux sources élémentaires. Il pourrait 
être alors intéressant de trier les particules non pas sur le critère de la localisation de leur dernière 
interaction, mais plutôt sur la nature de l’interaction qui les a créées. On distinguerait alors seulement 
les particules primaires des particules secondaires. Si notre modèle est flexible en termes de géométrie, il 
ne l’est pas en termes de paramètre de faisceau. Si on change de linac, il est nécessaire de déterminer 
les nouveaux paramètres de la source primaires d’électrons avant de générer le PSF qui sert à construire 
le MSV. Cette procédure, on l’a déjà souligné, est particulièrement laborieuse. Pour l’éviter, on pourrait 
construire une base de données de MSV pour une géométrie donnée avec plusieurs paramètres de 
faisceaux et on associerait à ces MSV une bibliothèque de calculs de dose dans l’eau. En suivant une 
méthode analogue à celle de la détermination automatique des paramètres du faisceau mentionnée plus 
haut, on pourrait construire le modèle de source le mieux adapté au nouveau linac.  
Notre modèle a été développé pour un faisceau en mode 6 MV : à cette énergie, la contribution des 
particules chargées peut être négligée. A plus haute énergie, cela n’est plus possible et une source doit 
leur être dédiée. Une solution, retenue par Fix et al. [332], serait de stocker les particules chargées du 
PSF original dans un PSF spécifique et de l’utiliser au même titre que les histogrammes dans le modèle. 
L’intégration du comportement des systèmes de collimation dans le MSV constituerait sans doute 
l’amélioration la plus importante du modèle. Elle permettrait de réduire drastiquement les temps de calcul 
dans la tête du linac, puisque les particules ne seraient plus suivies dans les mâchoires et le MLC où les 
interactions sont fréquentes. La difficulté de cette approche est due à plusieurs facteurs : tout d’abord, 
nous perdons la symétrie axiale sur laquelle notre modèle s’appuie. Il faut alors travailler dans un espace 
à cinq dimensions, et non plus à quatre. Les performances des méthodes de maillage mises en œuvre 
devraient être réévaluées pour ces nouveaux histogrammes de manière à vérifier qu’elles sont toujours 
adaptées à la prédiction d’image EPID. Ensuite, il faudrait être capable de modéliser toutes les positions 
que peuvent prendre les systèmes de collimations. Pour les mâchoires on pourrait créer une base de 
données de MSV pour plusieurs positions puis les utiliser pour des positions quelconques grâce à des 
régressions. La question du MLC est en revanche beaucoup plus délicate. Il faudrait en toute rigueur 
modéliser le comportement de chaque lame de manière indépendante des autres. Dans un premier temps, 
on pourrait donc commencer par intégrer seulement les mâchoires au MSV. On notera que cela ne serait 
possible que pour les linacs Varian, car contrairement à ceux d’Elekta, les mâchoires sont placées dans la 
tête de traitement au-dessus du MLC.  
 
Le modèle de prédiction d’image EPID a finalement été utilisé pour la détection d’erreurs de traitement. 
Nous avons introduit volontairement des erreurs lors du calcul de l’image EPID et nous avons cherché à 




les détecter en comparant l’image calculée à l’image de référence grâce à deux tests, le 𝛾𝛾-index et le 𝜒𝜒-
index. Deux types d’erreurs ont été considérés. Les premières modélisent une dérive du faisceau 
d’irradiation en termes d’énergie moyenne et de taille de tâche focale. Les secondes concernent la 
position et la géométrie d’un fantôme. L’étude menée ici reste préliminaire car seules quelques 
configurations simples ont été évaluées. Elle a toutefois permis de mettre en évidence les avantages du 𝜒𝜒-
index en comparaison au 𝛾𝛾-index. Le signe associé au résultat du 𝜒𝜒-index permet de distinguer les écarts 
positifs et négatifs entre les distributions, il est donc beaucoup plus informatif. Il est par ailleurs 
beaucoup rapide à calculer. D’autres tests, comme par exemple LRAD, seront par la suite utilisés pour 
essayer de mieux détecter et caractériser ces erreurs. La base de données sera également étoffée, par 
exemple en utilisant un fantôme anthropomorphe numérique déformable, pour mettre en évidence grâce à 
une analyse par courbes ROC des seuils de détection en fonction de la nature des erreurs et des 
conditions d’application des tests (critères de tolérance, choix de la normalisation, choix de la ROI, etc) 
dans des cas réalistes. Il est en effet important d’étudier la sensibilité et la spécificité des tests mis en 
œuvre pour évaluer leur fiabilité. Ces seuils de détection ne seront en revanche pas représentatifs dans 
l’absolu puisqu’ils dépendront des configurations d’irradiation testées. Ils serviront toutefois à illustrer le 
type d’erreur qu’un détecteur EPID est en mesure ou pas de déceler et d’une certaine manière la limite 
des méthodes de rétropropagation de la dose. Si l’image EPID ne contient par l’information qui 
représente l’erreur survenue durant le traitement, il peut s’avérer difficile de reconstruire une distribution 
de dose dans le patient qui la prend en compte.  
 
Nos travaux ont ainsi permis de mettre en évidence le fait que l’optimisation suivant un processus 
essai/erreur des paramètres de faisceau d’une source d’électrons primaires peut être validée dans une 
cuve à eau, mais est insuffisante pour le calcul d’images EPID haute résolution. L’utilisation d’une 
méthode de détermination automatique des paramètres de la source primaire est nécessaire et devrait 
intégrer dans sa base de données aussi bien des mesures de dose dans l’eau que des images portales. 
Nous avons également pu mettre au point un nouveau MSV basé sur des histogrammes corrélés. Ce MSV 
conserve toutes les corrélations qui existent entre les caractéristiques des particules. Grâce aux outils 
développés, il a été intégré au code MC PENELOPE et évalué pour le calcul de dose dans une cuve à 
eau et pour le calcul d’images EPID haute résolution. Nos analyses ont permis de montrer qu’un modèle 
mono-source est suffisant pour le calcul de la dose dans l’eau si le maillage a été correctement optimisé. 
Le modèle multi-sources a en revanche montré sa supériorité pour la prédiction d’images portales. Des 
études futures permettront de développer un MSV qui intègre le comportement des systèmes de 
collimations et qui pourra s’adapter facilement aux paramètres du faisceau d’électrons primaires du linac 
qu’il modélise. Ce nouvel MSV devra être évalué de la même manière que celui qui a été présenté ici, de 
manière à valider son utilisation pour la prédiction d’images EPID haute résolution. Son couplage avec 
des tests de comparaison d’images pertinents permettra d’approfondir l’étude préliminaire mise en place 
pour la détection d’erreur de traitement en RCMI. Les seuils de détection de plusieurs types d’erreurs 
seront étudiés pour plusieurs tests sous différentes conditions (critères de tolérance, etc.) et pour 
différents types d’erreurs, comme par exemple des dérives de faisceaux, des erreurs de positionnement des 
systèmes de collimation, ou encore des variations de morphologie du patient.   































Modélisation MC du linac SYNERGY/MLCi2 avec PENELOPE – 
Résultats complémentaires 
 






Figure 6-1 : Champ 5 x 5 cm² - 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 = 5 ,95 MeV et 𝐿𝐿 = 2,4 mm : Profils inplane interpolés à (a) 
1,5 cm (b) 5cm (c) 10 cm (d) 20 cm de profondeur - Les incertitudes sur les profils sont inférieures à 










Figure 6-2 : Champ 5 x 5 cm² - 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 = 5 ,95 MeV et 𝐿𝐿 = 2,4 mm : Profils crossplane interpolés à (a) 
1,5 cm (b) 5cm (c) 10 cm (d) 20 cm de profondeur - Les incertitudes sur les profils sont inférieures à 






Figure 6-3 : Champ 5 x 5 cm² - 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 = 5 ,95 MeV et 𝐿𝐿 = 2,4 mm : (a) 𝛾𝛾-index globaux (2 % - 2 mm) à 
plusieurs profondeurs dans la direction inplane (b) 𝛾𝛾-index globaux (2 % - 2 mm) à plusieurs profondeurs 















Figure 5-4 : Champ 5 x 5 cm² -  Résultats du  𝛾𝛾-index global pour le couple de paramètre 
𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 = 5 ,95  MeV et 𝐿𝐿 = 2,4 mm (critère 2 % - 2 mm pour les profils) – (a) Taux de réussite en inplane 








Figure 6-5 : Champ 5 x 5 cm² -   𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚  = 5,95  MeV et R = 2,4 mm - (a) Rendement en profondeur (b) 
𝛾𝛾-index global (1 % - 2 mm) des données interpolées (c) 𝛾𝛾-index local (2 % - 2 mm) des données 
interpolées –  Les incertitudes sur le rendement en profondeur sont inférieures à 1 % de la dose au 
























Figure 6-6 : Champ 20 x 20 cm² - 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 = 5 ,95 MeV et 𝐿𝐿 = 2,4 mm : (a) Profils à plusieurs profondeurs 
dans la direction inplane et (b) Profils à plusieurs profondeurs dans la direction inplane et (c) 𝛾𝛾-index 
globaux (2 % - 2 mm) inplane (d) 𝛾𝛾-index globaux (2 % - 2 mm) inplane - Les incertitudes sur les profils 












Figure 6-7 : Champ 20 x 20 cm² -  Résultats du  𝛾𝛾-index global pour le couple de paramètre 
𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚  = 5 ,95  MeV et 𝐿𝐿 = 2,4 mm (critère 2 % - 2 mm pour les profils) – (a) Taux de réussite en inplane 









Figure 6-8 : Champ 20 x 20 cm² -  𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚  = 5,95  MeV et R = 2,4 mm - (a) Rendement en profondeur (b) 
𝛾𝛾-index global (1 % - 2 mm) des données interpolées (c) 𝛾𝛾-index local (2 % - 2 mm) des données 
interpolées –  Les incertitudes sur le rendement en profondeur sont inférieures à 1 % de la dose au 







Conversion des coordonnées d’une particule exprimées dans le système 
de coordonnées de PENELOPE dans le système de coordonnées du 
MSV 
 
L’objectif ici est de convertir les coordonnées des particules exprimées dans le repère du linac dans le 
repère du modèle de source. Chaque particule du PSF de PENELOPE est décrite par quinze variables, 
Six d’entre elles donnent la position (X, Y, Z) et la direction (U, V, W) de la particule. Trois variables, 
𝑟𝑟𝑠𝑠 ,𝜑𝜑𝑑𝑑 ,𝜃𝜃𝑑𝑑, leur correspondent dans le repère mobile. 
 
Expression des coordonnées polaires de la particule dans le repère du linac  
La première étape est le calcul des coordonnées polaires de la particule dans le repère du linac. La 
position radiale est obtenue grâce à la relation 𝑟𝑟𝑠𝑠 =  𝑋𝑋2 + 𝑌𝑌2. L’angle 𝜃𝜃𝑝𝑝𝑚𝑚𝑠𝑠, calculé avec l’équation ) est 
l’angle correspondant à la position radiale de la particule dans le repère du linac.  
 
�
𝜃𝜃𝑝𝑝𝑚𝑚𝑠𝑠 =  𝑐𝑐𝑜𝑜𝑠𝑠−1 �𝑋𝑋𝑟𝑟� 𝑠𝑠𝑚𝑚 𝑌𝑌 > 0
𝜃𝜃𝑝𝑝𝑚𝑚𝑠𝑠 =  2 ∗ 𝜋𝜋 ∗ − 𝑐𝑐𝑜𝑜𝑠𝑠−1 �𝑋𝑋𝑟𝑟�  𝑠𝑠𝑚𝑚 𝑌𝑌 < 0 (6-1) 
 
L’angle polaire de la particule est donné quant à lui par l’équation suivante.  
𝜑𝜑𝑝𝑝𝑚𝑚𝑠𝑠 =  𝑒𝑒𝑚𝑚𝑚𝑚−1 �𝑟𝑟𝑍𝑍� (6-2) 
 
Expression de la direction en coordonnées cartésiennes dans le repère mobile 
Un nouveau système de coordonnées est défini. Son origine est la position de la particule dans le plan de 
l’espace des phases. L’axe (z’) correspond à la droite qui relie le centre de la cible à l’origine de ce 
repère. L’axe (x’) est la droite perpendiculaire à (z’) qui coupe l’axe (z). Elle correspond en réalité à la 
droite normale au cône de sommet le centre de la cible et qui passe par la particule. 
La direction de la particule est toujours donnée par U, V et W. Une rotation en trois dimensions permet 
de l’exprimer dans le repère mobile. Celle-ci peut être décomposée en deux rotations en deux dimensions. 
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Le vecteur (U’’, V’’, W’’) indique maintenant la direction de la particule en coordonnées cartésiennes dans 
le repère du modèle de source. 
 




La dernière étape est la conversion des vecteurs (U’’, V’’, W’’) en coordonnées polaires. Les équations  à  
conduisent aux expressions de 𝜑𝜑𝑑𝑑  et 𝜃𝜃𝑑𝑑 
 
𝑟𝑟𝑜𝑜𝑟𝑟𝑛𝑛 =  �𝐵𝐵′′2 + 𝑊𝑊′′2 (6-5) 
 
𝛼𝛼𝑜𝑜𝑟𝑟𝑛𝑛 =  𝑐𝑐𝑜𝑜𝑠𝑠−1 � 𝐵𝐵′′𝑟𝑟𝑜𝑜𝑟𝑟𝑛𝑛� (6-6) 
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𝜃𝜃𝑑𝑑𝑟𝑟𝑚𝑚𝑑𝑑 = 2 ∗ 𝜋𝜋 −  𝛼𝛼𝑜𝑜𝑟𝑟𝑛𝑛  𝑚𝑚𝑓𝑓 𝑀𝑀′′ < 0  (6-7) 
 
�
𝜃𝜃𝑑𝑑𝑟𝑟𝑚𝑚𝑑𝑑′ = 𝜃𝜃𝑑𝑑𝑟𝑟𝑚𝑚𝑑𝑑 − 2 ∗ 𝜋𝜋  𝑠𝑠𝑚𝑚 𝜃𝜃𝑑𝑑_𝑟𝑟𝑚𝑚𝑑𝑑 >  𝜋𝜋
𝜃𝜃𝑑𝑑𝑟𝑟𝑚𝑚𝑑𝑑′ = 𝜃𝜃𝑑𝑑𝑟𝑟𝑚𝑚𝑑𝑑
𝜃𝜃𝑑𝑑𝑟𝑟𝑚𝑚𝑑𝑑′ = 𝜃𝜃𝑑𝑑𝑟𝑟𝑚𝑚𝑑𝑑 +  2 ∗ 𝜋𝜋 𝑠𝑠𝑚𝑚 𝜃𝜃𝑑𝑑𝑟𝑟𝑚𝑚𝑑𝑑 <  − 𝜋𝜋 (6-8) 
 
𝜃𝜃𝑑𝑑 =  𝜃𝜃𝑑𝑑𝑟𝑟𝑚𝑚𝑑𝑑′ ∗ 180𝜋𝜋  (6-9) 
 
𝜑𝜑𝑑𝑑 =  𝑐𝑐𝑜𝑜𝑠𝑠−1 �𝑊𝑊′′𝜋𝜋 ∗ 180� (6-10) 





Conversion des coordonnées d’une particule exprimées dans le repère du 
modèle de source dans le repère de PENELOPE 
 
Une particule générée par le modèle de source est décrite par trois variables géométriques, 𝑟𝑟𝑠𝑠,𝜑𝜑𝑑𝑑 ,𝜃𝜃𝑑𝑑 , 
dans le repère mobile. Notre objectif est de les relier aux variables X, Y, Z, U, V et W et  donc de les 
exprimer dans le repère du linac en coordonnées cartésiennes. 
 
Un nombre aléatoire ‘a’ est tiré entre 0 et 1. On définit alors l’angle 𝜃𝜃𝑟𝑟 grâce à la relation  qui 
correspond à l’angle polaire de la particule dans le plan du PSF.   
𝜃𝜃𝑟𝑟 = 𝑚𝑚 ∗ 2 ∗ 𝜋𝜋 (6-11) 
 
Les coordonnées cartésiennes de la particule dans le repère du linac est donc :  
 
�
𝑋𝑋 = 𝑟𝑟 ∗  𝑐𝑐𝑜𝑜𝑠𝑠(𝜃𝜃𝑟𝑟)
𝑌𝑌 = 𝑟𝑟 ∗ 𝑠𝑠𝑚𝑚𝑚𝑚(𝜃𝜃𝑟𝑟) 
𝑍𝑍 =  𝑧𝑧𝑀𝑀𝑆𝑆𝑀𝑀  (6-12) 
 
Les angles  𝜑𝜑𝑑𝑑 et  𝜃𝜃𝑑𝑑 représentent la direction de la particule dans le repère mobile. Après les avoir 
convertis en radian (équations  et ), on les exprime en coordonnées cartésiennes (système d’équation ), 
 
𝜃𝜃𝑑𝑑𝑟𝑟𝑚𝑚𝑑𝑑 =  𝜃𝜃𝑑𝑑 ∗ 𝜋𝜋180  (6-13) 
 




𝑑𝑑𝑒𝑒 =  𝑐𝑐𝑜𝑜𝑠𝑠(𝜃𝜃𝑑𝑑) ∗ 𝑠𝑠𝑚𝑚𝑚𝑚(𝜑𝜑𝑑𝑑)
𝑑𝑑𝑦𝑦 =  𝑠𝑠𝑚𝑚𝑚𝑚(𝜃𝜃𝑑𝑑)∗ 𝑠𝑠𝑚𝑚𝑚𝑚(𝜑𝜑𝑑𝑑)
𝑑𝑑𝑧𝑧 =  𝑐𝑐𝑜𝑜𝑠𝑠(𝜑𝜑𝑑𝑑)  
 
(6-15) 
Une première rotation d’angle 𝜑𝜑𝑑𝑑′ , définie par l’équation  est réalisée autour de l’axe (y’), puis une 
seconde autour d’angle 𝜃𝜃𝑟𝑟 autour de l’axe (z’). Ces deux opérations, décrites par les systèmes d’équations  
et  conduisent à U, V et W. 
 
𝜑𝜑𝑑𝑑








� =  � 𝑐𝑐𝑜𝑜𝑠𝑠(𝜑𝜑𝑑𝑑′ ) 0 𝑠𝑠𝑚𝑚𝑚𝑚(𝜑𝜑𝑑𝑑′ )0 1 0












Les caractéristiques de la particule sont maintenant exprimées dans le repère du linac sous un format 





Construction de l’estimateur de modèle de source par arbre de Pólya 
 
L’arbre de Pólya est une distribution de distribution de probabilité. Par souci de simplicité, nous 
présentons uniquement une intuition du modèle dans le cas monodimensionnel. Une présentation 
exhaustive de cet outil statistique dépasse le cadre du manuscrit et pourra être trouvée dans [321], [322]. 
On peut imaginer un arbre binaire partitionnant l’espace et une collection de nombres positifs α associés 
à chaque branche de l’arbre. La distribution de l’arbre de Pólya est obtenue en générant récursivement 
des variables aléatoires de loi Beta paramétrée par les nombres α affectés à chaque sous-branche 
correspondant à la ramification de la branche de niveau supérieur. La masse de probabilité associée à 
une branche est répartie aléatoirement sur deux sous-branches (Figure 6-9). Les notations doivent être 
choisies afin de pouvoir identifier chaque niveau de ramification de l’arbre. Pour ce faire, l’indice du canal 
de la partition correspondant à une branche est représenté par un codage binaire de celui-ci, ce qui 
permet d’identifier clairement chaque niveau. Ainsi, pour un niveau 𝑚𝑚 particulier, on note α𝜀𝜀1𝜀𝜀2…𝜀𝜀𝑚𝑚 avec 
𝜀𝜀𝑗𝑗 = 0 ou 𝜀𝜀𝑗𝑗 = 1 le paramètre associé au canal (branche) noté 𝜀𝜀1𝜀𝜀2 … 𝜀𝜀𝑚𝑚 en codage binaire. La 
ramification de cette branche (découpe aléatoire du canal 𝐴𝐴𝜀𝜀1𝜀𝜀2…𝜀𝜀𝑚𝑚 en 2 sous-parties 𝐴𝐴𝜀𝜀1𝜀𝜀2…𝜀𝜀𝑚𝑚0 et 
𝐴𝐴𝜀𝜀1𝜀𝜀2…𝜀𝜀𝑚𝑚1), est alors obtenue par la génération d’une variable de loi Beta(α𝜀𝜀1𝜀𝜀2…𝜀𝜀𝑚𝑚0,α𝜀𝜀1𝜀𝜀2…𝜀𝜀𝑚𝑚1). Nous 
nous plaçons dans une situation où tous les coefficients α𝜀𝜀1𝜀𝜀2…𝜀𝜀𝑚𝑚 sont égaux. En particulier, un choix 
habituel est de prendre α𝜀𝜀1𝜀𝜀2…𝜀𝜀𝑚𝑚 = a𝑚𝑚 = 𝑐𝑐 𝑚𝑚2 où 𝑐𝑐 est un nombre positif (typiquement 𝑐𝑐 = 1).  
 
 
Figure 6-9 : Construction de l’arbre de Polya 
 
Cette construction récursive est répétée jusqu’au niveau de ramification maximal souhaité. Le passage à 
un arbre multidimensionnel requiert un certain nombre d’extensions (remplacement de la loi Beta par une 
loi permettant une découpe en plusieurs dimensions) [333]. Une version de cet arbre multidimensionnel a 
été implémentée au laboratoire et utilisée dans le cadre du travail de modélisation.  
Cet a priori présente un certain nombre d’avantages pour notre modèle de source. Notamment, 
l’expression de la loi a posteriori de l’arbre de Pólya,  prenant en compte les données de l’espace des 
phases, peut être obtenue de façon analytique. Cet élément est déterminant dans la mesure où la source 
virtuelle 4D fait émerger un nombre de canaux très important, ce qui nous empêche en pratique de 
concevoir un algorithme de maximisation en vue d’optimiser un critère statistique de type maximum a 
posteriori (de l’ordre de 107 paramètres), comme nous avons pu le proposer pour l’optimisation du 




analytique de l’espérance a posteriori de la distribution à estimer qui dans le cas monodimensionnel peut 
s’écrire pour le canal 𝐴𝐴𝜀𝜀1𝜀𝜀2…𝜀𝜀𝑚𝑚 : 
 
𝒫𝒫�𝑒𝑒 ∈ 𝐴𝐴𝜀𝜀1𝜀𝜀2…𝜀𝜀𝑚𝑚� =  𝛼𝛼𝜀𝜀1 + 𝑚𝑚𝜀𝜀1𝛼𝛼0 + 𝛼𝛼1 + 𝑚𝑚� 𝛼𝛼𝜀𝜀1𝜀𝜀2…𝜀𝜀𝑗𝑗 + 𝑚𝑚𝜀𝜀1𝜀𝜀2…𝜀𝜀𝑗𝑗𝛼𝛼𝜀𝜀1𝜀𝜀2…𝜀𝜀𝑗𝑗−10 + 𝛼𝛼𝜀𝜀1𝜀𝜀2…𝜀𝜀𝑗𝑗−11 + 𝑚𝑚𝜀𝜀1𝜀𝜀2…𝜀𝜀𝑗𝑗−1𝑚𝑚𝑗𝑗=2  (6-19) 
 
Où n𝜀𝜀1𝜀𝜀2…𝜀𝜀𝑗𝑗 est le nombre de particules de l’espace des phases présentes dans le canal 𝐴𝐴𝜀𝜀1𝜀𝜀2…𝜀𝜀𝑗𝑗 et 𝑚𝑚 le 
nombre total de particules du PSF. On peut remarquer que si tous les coefficients α sont nuls, on trouve 
�𝑒𝑒 ∈ 𝐴𝐴𝜀𝜀1𝜀𝜀2…𝜀𝜀𝑚𝑚� =  n𝜀𝜀1𝜀𝜀2…𝜀𝜀𝑚𝑚𝑜𝑜  , c’est-à-dire l’estimateur ML de la source, l’a priori n’intervient alors pas. 
Cette expression autorise un calcul rapide de l’estimateur bayésien de source virtuelle à partir de 
l’histogramme 4D des particules de l’espace des phases. Le choix des paramètres décrits plus haut revient 
à centrer l’arbre sur la loi correspondant à la partition correspondant aux quantiles des lois marginales 
empiriques, obtenue lors de l’optimisation du maillage. Comme nous l’avons déjà indiqué, de par sa forte 
dimensionnalité une source 4D présente un nombre de canaux très important. Ainsi, les arbres de Pólya 
ont été limités à 𝑚𝑚 = 6 niveaux de ramification par dimension, soit 64 canaux par dimension, pour un 
nombre de canaux total égal à 644 = 16777216. 
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Table des abréviations 
 
ASN 
Autorité de sûreté nucléaire  
DAVID 
Device for Advanced Verification of IMRT Deliveries  
DSP 
distance source peau  DTA 
Distance to agreement  
EGS 
Electron Gamma Shower  
FF 
Cône égalisateur  
FFF 
Flattening free filter  
GPU 
Graphics processing unit Voir 
HDV 
Histogramme dose volume  
Linac 
Accélérateur linéaire d’électrons  
LMH 
Largeur à Mi-Hauteur  
MAP 




Maximisation of likelihood  
MOSFET 
Metal Oxide Semiconductor Field Effect Transistor  
MSV Modèle de sources virtuelles 
OAR 
Organe à risque  
OSL 
Optically Stimulated Luminescence  
PC 
Collimateur primaire  
PENELOPE 
PENetration and Energy Loss of Positrons and Electrons  
PMMA 
Polyméthacrylate de méthyle  
PSL 
Plastic Scintillation Detector  
PTV 
Planned Treatment Volume  
RC3D 




Radiothérapie Conformationnelle par Modulation d'Intensité  
ROC 
Receiver Operating Characteristic  
ROI 
Region Of Interest  
SFRO 






Thin-film transistor  
TLD 
thermoluminescent dosimeters  
TPS 
Treatment planning system  
UM 
Unité Moniteur  
 
