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Abstract
We consider the homogenization of a non-stationary convection–diffusion equation posed in a bounded
domain with periodically oscillating coefficients and homogeneous Dirichlet boundary conditions. Assum-
ing that the convection term is large, we give the asymptotic profile of the solution and determine its rate
of decay. In particular, it allows us to characterize the “hot spot”, i.e., the precise asymptotic location of the
solution maximum which lies close to the domain boundary and is also the point of concentration. Due to
the competition between convection and diffusion, the position of the “hot spot” is not always intuitive as
exemplified in some numerical tests.
© 2011 Elsevier Inc. All rights reserved.
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1. Introduction
The goal of the paper is to study the homogenization of a convection–diffusion equation with
rapidly periodically oscillating coefficients defined in a bounded domain. Namely, we consider
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∂tu
ε(t, x)+Aεuε(t, x) = 0, in (0, T )×Ω,
uε(t, x) = 0, on (0, T )× ∂Ω,
uε(0, x) = u0(x), x ∈Ω,
(1.1)
where Ω ⊂ Rd is a bounded domain with a Lipschitz boundary ∂Ω , u0 belongs to L2(Ω) and
Aε is an operator defined by
Aεuε = − ∂
∂xi
(
aij
(
x
ε
)
∂uε
∂xj
)
+ 1
ε
bj
(
x
ε
)
∂uε
∂xj
,
where we employ the convention of summation over repeated Latin indices. As usual ε, which
denotes the period of the coefficients, is a small positive parameter intended to tend to zero. Note
the large scaling in front of the convective term which corresponds to the convective and diffusive
terms having both the same order of magnitude at the small scale ε (this is a classical assumption
in homogenization [4,13,14,24]). We make the following assumptions on the coefficients of the
operator Aε .
(H1) The coefficients aij (y), bj (y) are measurable bounded functions defined on the unit cell
Y = [0,1)d , that is aij , bj ∈ L∞(Y ). Moreover, aij (y), bj (y) are Y -periodic.
(H2) The d × d matrix a(y) is uniformly elliptic, that is there exists Λ > 0 such that, for all
ξ ∈Rd and for almost all y ∈Ω ,
aij (y)ξiξj Λ|ξ |2.
For the large convection term we do not suppose that the effective drift (the weighted average
of b defined below by (2.4)) is zero, nor that the vector-field b(y) is divergence-free. Some
additional assumptions on the smoothness and compact support of the initial data u0 will be
made in Section 2 after introducing auxiliary spectral cell problems. In view of (H1) and (H2), for
any ε > 0, problem (1.1) has a unique weak solution uε ∈ L∞[0, T ;L2(Ω)] ∩L2[0, T ;H 1(Ω)]
(see [5]).
Our main goal is to describe the asymptotic behavior of the solution uε(t, x) of problem
(1.1) as ε goes to zero. There are of course many motivations to study such a problem (one
of them being the transport of solutes in porous media [18]). However, if (1.1) is interpreted
as the heat equation in a fluid domain (the fluid velocity being given by ε−1b(x/ε)), we can
paraphrase the famous “hot spot” conjecture of J. Rauch [26,8,11], and ask a simple question
in plain words. If the initial temperature u0 has its maximum inside the domain Ω , where shall
this maximum or “hot spot” go as time evolves? More precisely, we want to answer this question
asymptotically, as ε goes to zero. Theorem 2.1 (and the discussion following it) gives a complete
answer to this question. The “hot spot” is a concentration point xc, located asymptotically close
to the boundary ∂Ω (see Fig. 1), which maximizes the linear function Θ · x on Ω where the
vector parameter Θ is determined as an optimal parameter in an auxiliary cell problem (see
Lemma 2.1). Surprisingly, Θ is not some average of the velocity field but is the result of an
intricate interaction between convection and diffusion in the periodicity cell (even in the case of
constant coefficients; see the numerical examples of Section 7). Furthermore, Theorem 2.1 gives
the asymptotic profile of the solution, which is localized in the vicinity of the “hot spot” xc, in
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support of the initial data u0.
Before we explain our results in greater details, we briefly review previous results in the
literature. In the case when the vector-field b(y) is solenoidal and has zero mean-value, problem
(1.1) has been studied by the classical homogenization methods (see, e.g., [9,30]). In particular,
the sequence of solutions is bounded in L∞[0, T ;L2(Ω)] ∩L2[0, T ;H 1(Ω)] and converges, as
ε → 0, to the solution of an effective or homogenized problem in which there is no convective
term. For general vector-fields b(y), and if the domain Ω is the whole space Rd , the convection
might dominate the diffusion and we cannot expect a usual convergence of the sequence of
solutions uε(t, x) in the fixed spatial reference frame. Rather, introducing a frame of moving
coordinates (t, x − b¯t/ε), where the constant vector b¯ is the so-called effective drift (or effective
convection) which is defined by (2.4) as a weighted average of b, it is known that the translated
sequence uε(t, x − b¯t/ε) converges to the solution of a homogenized parabolic equation [4,14].
Note that the notion of effective drift was first introduced in [24]. Of course, the convergence in
moving coordinates cannot work in a bounded domain. The purpose of the present work is to
study the asymptotic behavior of (1.1) in the case of a bounded domain Ω .
Bearing these previous results in mind, intuitively, it is clear that in a bounded domain the
initial profile should move rapidly in the direction of the effective drift b¯ until it reaches the
boundary, and then dissipate due to the homogeneous Dirichlet boundary condition, as t grows.
Since the convection term is large, the dissipation increases, as ε → 0, so that the solution asymp-
totically converges to zero at finite time. Indeed, introducing a rescaled (short) time τ = ε−1t ,
we rewrite problem (1.1) in the form
⎧⎪⎨⎪⎩
∂τ u
ε − ε div(aε∇uε)+ bε · ∇uε = 0, in (0, ε−1T )×Ω,
uε(τ, x) = 0, on (0, ε−1T )× ∂Ω,
uε(0, x) = u0(x), x ∈ Ω.
(1.2)
Applying the classical two-scale asymptotic expansion method [9], one can show that, for any
τ  0 ∫
Ω
∣∣uε(τ, x)− u0(τ, x)∣∣2 dx → 0, ε → 0,
where the leading term of the asymptotics u0 satisfies the following first-order equation
⎧⎪⎨⎪⎩
∂τ u
0(τ, x)+ b¯ · ∇u0(τ, x) = 0, in (0,+∞)×Ω,
u0(τ, x) = 0, on (0,+∞)× ∂Ωb¯,
u0(0, x) = u0(x), x ∈Ω,
(1.3)
with b¯ being the vector of effective convection defined by (2.4). Here ∂Ωb¯ is the subset of ∂Ω
such that b¯ · n < 0 where n stands for the exterior unit normal on ∂Ω . One can construct higher
order terms in the asymptotic expansion for uε . This expansion will contain a boundary layer
corrector in the vicinity of ∂Ω \ ∂Ωb¯ . A similar problem in a more general setting has been
studied in [10].
G. Allaire et al. / Journal of Functional Analysis 262 (2012) 300–330 303The solution of problem (1.3) can be found explicitly,
u0(τ, x) =
{
u0(x − b¯τ ), for (τ, x) such that x, (x − b¯τ ) ∈Ω,
0, otherwise,
which shows that u0 vanishes after a finite time τ0 = O(1). In the original coordinates (t, x) we
have ∫
Ω
∣∣uε(t, x)− u0(x − ε−1b¯t)∣∣2 dx → 0, ε → 0.
Thus, for t = O(ε) the initial profile of uε moves with the velocity ε−1b¯ until it reaches the
boundary of Ω and then dissipates. Furthermore, any finite number of terms in the two-scale
asymptotic expansion of uε(τ, x) vanishes for τ  τ0 = O(1) and thus for t  t0 with an arbitrary
small t0 > 0. On the other hand, if u0 is positive, then by the maximum principle, uε > 0 for
all t . Thus, the method of two-scale asymptotic expansion in this short-time scaling is unable to
capture the limit behavior of uε(t, x) for positive time. The goal of the present paper is therefore
to perform a more delicate analysis and to determine the rate of vanishing of uε , as ε → 0.
The homogenization of the spectral problem corresponding to (1.1) in a bounded domain for a
general velocity b(y) was performed in [12,13]. Interestingly enough the effective drift does not
play any role in such a case but rather the key parameter is another constant vector Θ ∈Rd which
is defined as an optimal exponential parameter in a spectral cell problem (see Lemma 2.1). More
precisely, it is proved in [12,13] that the first eigenfunction concentrates as a boundary layer on
∂Ω in the direction of Θ . We shall prove that the same vector parameter Θ is also crucial in the
asymptotic analysis of (1.1).
Notice that for large time and after a proper rescaling the solution of (1.1) should behave like
the first eigenfunction of the corresponding elliptic operator, and thus concentrates in a small
neighborhood of ∂Ω in the direction of Θ . We prove that this guess is correct, not only for large
time but also for any time t = O(1), namely that uε(t, x) concentrates in the neighborhood of
the “hot spot” or concentration point xc ∈ ∂Ω which depends on Θ . The value of Θ can be
determined in terms of some optimality property of the first eigenvalue of an auxiliary periodic
spectral problem (see Section 2). It should be stressed that, in general, Θ does not coincide with
b¯. As a consequence, it may happen that the concentration point xc does not even belong to the
subset of ∂Ω consisting of points which are attained by translation of the initial data support
along b¯. This phenomenon is illustrated by numerical examples in Section 7.
The paper is organized as follows. In Section 2 we introduce auxiliary spectral problems
in the unit cell Y and impose additional conditions on the geometry of the compact support
of u0. We then state our main result (see Theorem 2.1) and give its geometric interpretation.
In Section 3, in order to simplify the original problem (1.1), we use a factorization principle,
as in [27,20,28,12], based on the first eigenfunctions of the auxiliary spectral problems. As a
result, we obtain a reduced problem, where the new convection is divergence-free and has zero
mean-value. Studying the asymptotic behavior of the Green function of the reduced problem,
performed in Section 4, is an important part of the proof. It is based on the result obtained in [1]
for a fundamental solution of a parabolic operator with lower order terms. Asymptotics of uε is
derived in Section 5. In Section 6 we study the case when the boundary of the support of u0 has
a flat part. To illustrate the main result of the paper, in Section 7 we present direct computations
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periodic functions is given in Section 8.
2. Auxiliary spectral problems and main result
We define an operator A and its adjoint A∗ by
Au = −div(a∇u)+ b · ∇u, A∗v = −div(aT ∇v)− div(bv),
where aT is the transposed matrix of a. Following [9], for θ ∈Rd , we introduce two parameter-
ized families of spectral problems (direct and adjoint) in the periodicity cell Y = [0,1)d .{
e−θ ·yAeθ ·ypθ (y) = λ(θ)pθ (y), in Y,
y → pθ(y) Y -periodic;
(2.1){
eθ ·yA∗e−θ ·yp∗θ (y) = λ(θ)p∗θ (y), in Y,
y → p∗θ (y) Y -periodic.
(2.2)
The next result, based on the Krein–Rutman theorem, was proved in [12,13].
Lemma 2.1. For each θ ∈Rd , the first eigenvalue λ1(θ) of problem (2.1) is real, simple, and the
corresponding eigenfunctions pθ and p∗θ can be chosen positive. Moreover, θ → λ1(θ) is twice
differentiable, strictly concave and admits a maximum which is obtained for a unique θ = Θ .
The eigenfunctions pθ and p∗θ defined by Lemma 2.1, can be normalized by∫
Y
∣∣pθ(y)∣∣2 dy = 1 and ∫
Y
pθ (y)p
∗
θ (y) dy = 1.
Differentiating Eq. (2.1) with respect to θi , integrating against p∗θ and writing down the compat-
ibility condition for the obtained equation yield
∂λ1
∂θi
=
∫
Y
(
bipθp
∗
θ + aij
(
pθ∂yj p
∗
θ − p∗θ ∂yj pθ
)− 2θjaijpθp∗θ )dy. (2.3)
Obviously, pθ=0 = 1, and, thus,
∂λ1
∂θi
(θ = 0) =
∫
Y
(
bip
∗
θ=0 + aij ∂yj p∗θ=0
)
dy := b¯i , (2.4)
which defines the components b¯i of the so-called effective drift. In the present paper we assume
that b¯ 	= 0 (or, equivalently, Θ 	= 0). The case b¯ = 0 can be studied by classical methods (see, for
example, [30]). The equivalence of b¯ = 0 and Θ = 0 is obvious since λ1(θ) is strictly concave
with a unique maximum.
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We need to make some assumptions on the geometry of the support ω (a closed set as usual)
of the initial data u0 with respect to the direction of Θ . One possible set of conditions is the
following.
(H3) The initial data u0(x) is a continuous function in Ω , has a compact support ω  Ω and
belongs to C2(ω). Moreover, ω is a C2-class domain.
(H4) The “source” point x¯ ∈ ∂ω, at which the minimum in minx∈ω Θ · x is achieved, is unique
(see Fig. 1(a)). In other words
Θ · (x − x¯) > 0, x ∈ ω \ {x¯}. (2.5)
(H5) The point x¯ is elliptic and ∂ω is locally convex at x¯, that is the principal curvatures at
x¯ have the same sign. More precisely, in local coordinates the boundary of ω in some
neighborhood Uδ(x¯) of the point x¯ can be defined by
zd =
(
Sz′, z′
)+ o(∣∣z′∣∣2)
for some positive definite (d − 1) × (d − 1) matrix S. Here z′ = (z1, . . . , zd−1) are the
orthonormal coordinates in the tangential hyperplane at x¯, and zd is the coordinate in the
normal direction.
(H6) ∇u0(x¯) ·Θ 	= 0.
Remark 2.1. In assumption (H3) it is essential that the support ω is a strict subset of Ω , i.e.,
does not touch the boundary ∂Ω (see Remark 5.3 for further comments on this issue). How-
ever, the continuity assumption on the initial function u0 is not necessary. It will be relaxed in
Theorem 5.2 where u0(x) still belongs to C2(ω) but is discontinuous through ∂ω. Of course,
assuming continuity or not will change the order of convergence and the multiplicative constant
in front of the asymptotic solution.
Note that assumption (H4) implies that Θ 	= 0 is a normal vector to ∂ω at x¯.
Eventually, assumption (H6) is required because, u0 being continuous in Ω , we have
u0(x¯)= 0.
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To avoid excessive technicalities for the moment, we state our main result in a loose way (see
Theorem 5.1 for a precise statement).
Theorem 2.1. Suppose conditions (H1)–(H6) are satisfied and Θ 	= 0. If uε is a solution of
problem (1.1), then, for any t0 > 0 and t  t0
uε(t, x) ≈ ε2ε d−12 e−
λ1(Θ)t
ε2 e
Θ·(x−x¯)
ε MεpΘ
(
x
ε
)
u(t, x), ε → 0,
where (λ1(Θ),pΘ) is the first eigenpair defined by Lemma 2.1 and u(t, x) solves the homoge-
nized problem
⎧⎪⎪⎨⎪⎪⎩
∂tu = div
(
aeff∇u), (t, x) ∈ (0, T )×Ω,
u(t, x) = 0, (t, x) ∈ (0, T )× ∂Ω,
u(0, x) = ∇u0(x¯) · Θ|Θ|δ(x − x¯), x ∈ Ω.
(2.6)
Here aeff is a positive definite matrix, defined by (4.8), Mε is a constant, defined in Theorem 5.1,
depending on pΘ , on the geometry of ∂ω at x¯ and on the relative position of x¯ in εY (see
Remark 5.1 and Fig. 2), and δ(x − x¯) is the Dirac delta-function at the point x¯.
The interpretation of Theorem 2.1 in terms of concentration or finding the “hot spot” is the
following. Up to a multiplicative constant ε2ε
d−1
2 Mε , the solution uε is asymptotically equal
to the product of two exponential terms, a periodically oscillating function pΘ(xε ) (which is
uniformly positive and bounded) and the homogenized function u(t, x) (which is independent
of ε). The first exponential term e−
λ1(Θ)t
ε2 indicates a fast decay in time, uniform in space. The
second exponential term e
Θ·(x−x¯)
ε is the root of a localization phenomenon. Indeed, it is maximum
at those points on the boundary, xc ∈ ∂Ω , which have a maximal coordinate Θ ·x, independently
of the position of x¯ (see Fig. 1(b)). These (possibly multiple) points xc are the “hot spots”.
Everywhere else in Ω the solution is exponentially smaller, for any positive time. This behavior
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behavior of the corresponding first eigenfunction as studied in [13].
The proof of Theorem 2.1 consists of several steps. First, using a factorization principle (see,
for example, [27,20,28,12]) in Section 3 we make a change of unknown function in such a way
that the resulting equation is amenable to homogenization. After that, the new unknown function
vε(t, x) is represented in terms of the corresponding Green function Kε(t, x, ξ). Studying the
asymptotic behavior of Kε is performed in Section 4. Finally, we turn back to the original prob-
lem and write down the asymptotics for uε in Section 5 which finishes the proof of Theorem 2.1.
Remark 2.2. Theorem 2.1 holds true even if we add a singular zero-order term of the type
ε−2c( x
ε
)uε in Eq. (1.1). This zero-order term will be removed by the factorization principle and
the rest of the proof is identical. With some additional work Theorem 2.1 can be generalized to
the case of so-called cooperative systems for which a maximum principle holds. Such systems
of diffusion equations arise in nuclear reactor physics and their homogenization (for the spectral
problem) was studied in [13].
3. Factorization
We represent a solution uε of the original problem (1.1) in the form
uε(t, x) = e−
λ1(Θ)t
ε2 e
Θ·(x−x¯)
ε pΘ
(
x
ε
)
vε(t, x), (3.1)
where Θ and pΘ are defined in Lemma 2.1. Notice that the change of unknowns is well de-
fined since pΘ is positive and continuous. Substituting (3.1) into (1.1), multiplying the resulting
equation by p∗Θ(
x
ε
) and using (2.2), one obtains the following problem for vε:
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Θ
(
x
ε
)
∂tv
ε +AεΘvε = 0, (t, x) ∈ (0, T )×Ω,
vε(t, x) = 0, (t, x) ∈ (0, T )× ∂Ω,
vε(0, x) = u0(x)
pΘ(
x
ε
)
e−
Θ·(x−x¯)
ε , x ∈ Ω,
(3.2)
where Θ(y) = pΘ(y)p∗Θ(y) and
AεΘv = −
∂
∂xi
(
aΘij
(
x
ε
)
∂v
∂xj
)
+ 1
ε
bΘi
(
x
ε
)
∂v
∂xi
,
and the coefficients of the operator AεΘ are given by
aΘij (y) = Θ(y)aij (y);
bΘi (y) = Θ(y)bj (y)− 2Θ(y)aij (y)Θj
+ aij (y)
[
pΘ(y)∂y p
∗ (y)− p∗ (y)∂y pΘ(y)
]
. (3.3)j Θ Θ j
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over, it has been shown in [12] that, for any θ ∈ Rd , the vector-field bθ is divergence-free and
that, for θ = Θ , it has zero mean-value∫
Y
bΘ(y)dy = 0; divbθ = 0, ∀θ. (3.4)
Remark 3.1. This computation leading to the simple problem (3.2) for vε does not work if the
coefficients are merely locally periodic, namely of the type a(x, x/ε), b(x, x/ε). Indeed there
would be additional terms in (3.2) due to the partial derivatives with respect to the slow variable
x because λ1(Θ) and pΘ would depend on x.
Although problem (3.2) is not self-adjoint, the classical approach of homogenization (based
on energy estimates in Sobolev spaces) would apply, thanks to (3.4), if the initial condition
were not singular (the limit of e−Θ·(x−x¯)ε is 0 or +∞ almost everywhere). This singular behavior
of the initial data (which formally has a limit merely in the sense of distributions) requires a
different methodology for homogenizing (3.2). In order to overcome this difficulty, we use the
representation of vε in terms of the corresponding Green function
vε(t, x) =
∫
Ω
Kε(t, x, ξ)
u0(ξ)
pΘ(
ξ
ε
)
e−
Θ·(ξ−x¯)
ε dξ, (3.5)
where, for any given ξ , Kε , as a function of (t, x), solves the problem⎧⎪⎪⎨⎪⎪⎩
Θ
(
x
ε
)
∂tKε(t, x, ξ)+AεΘKε(t, x, ξ) = 0, (t, x) ∈ (0, T )×Ω,
Kε(t, x, ξ) = 0, (t, x) ∈ (0, T )× ∂Ω,
Kε(0, x, ξ) = δ(x − ξ), x ∈Ω.
(3.6)
The strategy is now to replace the Green function Kε by an ansatz in (3.5) and to study the
limit, as ε → 0, of the resulting singular integral. The idea of using Green functions, instead of
a variational approach, in homogenization is not new (see e.g. [19,6,7,29]). The next section is
devoted to the study of the asymptotic behavior of Kε .
4. Asymptotics of the Green function Kε
The main goal of this section is to prove the following statement.
Lemma 4.1. Assume that conditions (H1)–(H2) are satisfied. Let Kε be the Green function of
problem (3.2). Then, for any t0 > 0 and any compact subset B Ω , there exists a constant C
such that, for all t  t0 > 0, ξ ∈ B ,∫
Ω
∣∣Kε(t, x, ξ)−K0(t, x, ξ)∣∣2 dx  Cε2,
∣∣Kε(t, x, ξ)−K0(t, x, ξ)∣∣ Cεγ , x ∈ Ω, (4.1)
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γ (Ω,Λ,d) > 0, and K0 is the Green function of the homogenized problem (2.6), i.e., as a func-
tion of (t, x), it solves⎧⎪⎨⎪⎩
∂tK0(t, x, ξ) = div
(
aeff∇K0(t, x, ξ)
)
, (t, x) ∈ (0, T )×Ω,
K0(t, x, ξ) = 0, (t, x) ∈ (0, T )× ∂Ω,
K0(0, x, ξ) = δ(x − ξ), x ∈ Ω,
(4.2)
with the constant positive definite matrix aeff defined by (4.8).
Proof. The main difficulty in studying the asymptotics of the Green function Kε , defined as a
solution of (3.6), is the presence of the delta function in the initial condition. To overcome this
difficulty, we consider the difference
Vε(t, x, ξ) = Φε(t, x, ξ)−Kε(t, x, ξ),
where Φε is the Green function of the same parabolic equation in the whole space, that is, for
ξ ∈Rd , Φε , as a function of (t, x), is a solution of the problem⎧⎨⎩Θ
(
x
ε
)
∂tΦε(t, x, ξ)+AεΘΦε(t, x, ξ) = 0, (t, x) ∈ (0, T )×Rd,
Φε(0, x, ξ) = δ(x − ξ), x ∈Rd .
(4.3)
In this way, for all ξ ∈ Ω , Vε , as a function of (t, x), solves the problem⎧⎪⎪⎨⎪⎪⎩
Θ
(
x
ε
)
∂tVε(t, x, ξ)+AεΘVε(t, x, ξ) = 0, (t, x) ∈ (0, T )×Ω,
Vε(t, x, ξ) = Φε(t, x, ξ), (t, x) ∈ (0, T )× ∂Ω,
Vε(0, x, ξ) = 0, x ∈ Ω.
(4.4)
We emphasize that Vε , in contrast with Kε , is Hölder continuous for all t  0 provided that
ξ /∈ ∂Ω . On the other hand, estimates (4.1) for the fundamental solution Φε in the whole space
have been obtained in [1]. Thus, by the triangle inequality, the main task is to prove similar
estimates for Vε .
Notice that, by a proper rescaling in time and space, Φε can be identified with the fundamental
solution of an operator which is independent of ε. Indeed,
Φε(t, x, ξ) = ε−dΦ
(
t
ε2
,
x
ε
,
ξ
ε
)
, (4.5)
where Φ(τ, y, η) is defined, for η ∈Rd , as the solution in (τ, y) of
{
Θ(y)∂τΦ(τ, y, η)+AΘΦ(τ, y, η)= 0, τ > 0, y ∈Rd,
d
(4.6)Φ(0, y, η)= δ(y − η), y ∈R .
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AΘΦ(τ, y, η) = −divy
(
aΘ(y)∇yΦ(τ, y, η)
)+ bΘ(y) · ∇yΦ(τ, y, η).
We also introduce the fundamental solution Φ0(t, x, ξ) for the effective operator{
∂tΦ0 = divx
(
aeff∇xΦ0
)
, (t, x) ∈ (0, T )×Rd ,
Φ0(0, x, ξ) = δ(x − ξ), x ∈Rd .
(4.7)
The homogenized matrix aeff is classically [9,30] given by
aeffij =
∫
Y
(
aΘij (y)+ aΘik (y)∂ykNj (y)− bΘi (y)Nj (y)
)
dy
=
∫
Y
(
aΘji (η)+ aΘki (η)∂ykN∗j (η)+ bΘi (η)N∗j (η)
)
dη, (4.8)
where the vector-valued functions N = (Ni)1id and N∗ = (N∗i )1id solve the direct and
adjoint cell problems, respectively,
{−div(aΘ∇Ni)+ bΘ · ∇Ni = ∂yj aΘij (y)− bΘi (y), in Y,
y → Ni Y -periodic;
(4.9){
−div((aΘ)T ∇N∗i )− bΘ · ∇N∗i = ∂yj aΘji (y)+ bΘi (y), in Y,
y →N∗i Y -periodic.
(4.10)
The matrix aeff is positive definite (see, for example, [9,22,30]) and is exactly the same homog-
enized matrix as in the homogenization of the spectral problem [12]. Note that N and N∗ are
Hölder continuous functions (see [16]). The solution of problem (4.7) can be written explicitly:
Φ0(t, x, ξ) = 1
(4πt)d/2
1
detaeff
exp
{
− (x − ξ)
T (aeff)−1(x − ξ)
4t
}
.
The first-order approximation for the Green function Φ , solution of (4.6), is defined as follows
Φ1(τ, y, η) = Φ0(τ, y, η)+N(y) · ∇yΦ0(τ, y, η)+N∗(η) · ∇ηΦ0(τ, y, η). (4.11)
By means of Bloch wave analysis it has been shown in [1] that, under assumption (3.4), there
exists a constant C such that, for any τ  1 and y,η ∈Rd ,
∣∣Φ(τ, y, η)−Φ0(τ, y, η)∣∣ C
τ(d+1)/2
,
∣∣Φ(τ, y, η)−Φ1(τ, y, η)∣∣ C . (4.12)
τ (d+2)/2
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in [6,7]. The results of [1] apply for any periodic velocity field. However, estimates (4.12) do
not involve any drift (as in [1]) only because the velocity field bΘ is divergence-free and has
zero average. This is the reason for performing first the factorization (3.1) and choosing the
exponential parameter Θ as in Lemma 2.1. Thus, in view of the rescaling (4.5), there exists a
constant C > 0, which does not depend on ε, such that, for any t  ε2, x, ξ ∈Rd ,
∣∣Φε(t, x, ξ)−Φ0(t, x, ξ)∣∣ Cε
t(d+1)/2
;
∣∣Φε(t, x, ξ)−Φε1(t, x, ξ)∣∣ Cε2t (d+2)/2 . (4.13)
Here Φ0(t, x, ξ) = ε−dΦ0( tε2 , xε , ξε ) and Φε1(t, x, ξ) = ε−dΦ1( tε2 , xε , ξε ), namely
Φε1(t, x, ξ) = Φ0(t, x, ξ)+ εN
(
x
ε
)
· ∇xΦ0(t, x, ξ)+ εN∗
(
ξ
ε
)
· ∇ξΦ0(t, x, ξ). (4.14)
Next, we study the asymptotic behavior of Vε , solution of (4.4). The (formal) two-scale asymp-
totic expansion method suggests to approximate Vε by a first-order ansatz defined by
V ε1 (t, x, ξ) = V0(t, x, ξ)+ εN
(
x
ε
)
· ∇xV0(t, x, ξ)+ εN∗
(
ξ
ε
)
· ∇ξV0(t, x, ξ), (4.15)
where N and N∗ are the solutions of cell problems (4.9) and (4.10), respectively, and, for fixed ξ ,
V0, as a function of (t, x), is the solution of the effective problem⎧⎪⎨⎪⎩
∂tV0(t, x, ξ) = divx
(
aeff∇xV0(t, x, ξ)
)
, (t, x) ∈ (0, T )×Ω,
V0(t, x, ξ) = Φ0(t, x, ξ), (t, x) ∈ (0, T )× ∂Ω,
V0(0, x, ξ) = 0, x ∈Ω.
(4.16)
Of course, we have the relationship V0 = Φ0 −K0, similar to Vε = Φε−Kε . Due to the maximum
principle and to the explicit formula for Φ0, there exists a constant C, which depends only on Λ
and d , such that, for any compact subset B Ω , ξ ∈ B, (t, x) ∈ [0, T ] ×Ω ,
0 V0(t, x, ξ) max
(t,x)∈[0,T )×∂Ω
Φ0(t, x, ξ)
C
dist(B, ∂Ω)d
. (4.17)
Moreover, combining (4.17) with the local estimates of the derivatives of V0 gives
∣∣∂kt ∂lxj ∂mξj V0(t, x, ξ)∣∣ Cdist(B, ∂Ω)d+2k+l+m , (t, x, ξ) ∈ [0, T ] ×Ω ×B. (4.18)
Since Φε and Φ0 are easily compared by virtue of (4.13), the proof of Lemma 4.1 reduces to
the following lemma which states a similar comparison result for Vε and V0.
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for any compact subset B  Ω , there exists a positive constant C, only depending on
dist(B, ∂Ω),Ω,d,Λ, such that, for any (t, ξ) ∈ [0, T ] ×B ,∫
Ω
∣∣Vε(t, x, ξ)− V0(t, x, ξ)∣∣2 dx  Cε2.
Proof. Let V ε1 be the first-order approximation of Vε defined by (4.15). Evaluating the remainder
after substituting the difference V˜ ε = V ε1 − Vε into problem (4.4), we get⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Θ
(
x
ε
)
∂t V˜
ε +AεΘV˜ ε
= F
(
t, x, ξ ; x
ε
,
ξ
ε
)
+ εf
(
t, x, ξ ; x
ε
,
ξ
ε
)
, (t, x) ∈ (0, T )×Ω,
V˜ ε = Gε
(
t, x, ξ ; x
ε
,
ξ
ε
)
, (t, x) ∈ (0, T )× ∂Ω,
V˜ ε(0, x, ξ) = 0, x ∈Ω,
(4.19)
with F,f and G defined by
F(t, x, ξ ;y,η) = Θ(y)∂tV0 − divy
(
aΘ(y)∇x
(
N(y)∇xV0(t, x, ξ)
))
− divy
(
aΘ(y)∇x
(
N∗(η)∇ξV0(t, x, ξ)
))− divx(aΘ(y)∇xV0(t, x, ξ))
− divx
(
aΘ(y)∇y
(
N(y)∇xV0(t, x, ξ)
))+ bΘ(y) · ∇x(N(y)∇xV0(t, x, ξ))
+ bΘ(y) · ∇x
(
N∗(η)∇ξV0(t, x, ξ)
);
f (t, x, ξ ;y,η) = N(y) · ∂t∇xV0(t, x, ξ)+N∗(η) · ∂t∇ξV0(t, x, ξ)
− divx
(
aΘ(y)∇x
(
N(y) · ∇xV0(t, x, ξ)
))
− divx
(
aΘ(y)∇x
(
N∗(y) · ∇ξV0(t, x, ξ)
));
Gε(t, x, ξ ;y,η) = Φ0(t, x, ξ)−Φε(t, x, ξ)
+ εN(y) · ∇xV0(t, x, ξ)+ εN∗(η) · ∇ξV0(t, x, ξ).
By linearity, we represent V˜ ε as a sum V˜ ε = V˜ ε1 + V˜ ε2 , where V˜ ε1 and V˜ ε2 are solutions of the
following problems
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
Θ
(
x
ε
)
∂t V˜
ε
1 +AεΘV˜ ε1
= F
(
t, x, ξ ; x
ε
,
ξ
ε
)
+ εf
(
t, x, ξ ; x
ε
,
ξ
ε
)
, (t, x) ∈ (0, T )×Ω,
V˜ ε1 = 0, (t, x) ∈ (0, T )× ∂Ω,˜ε
(4.20)V1 (0, x, ξ) = 0, x ∈ Ω;
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Θ
(
x
ε
)
∂t V˜
ε
2 +AεΘV˜ ε2 = 0, (t, x) ∈ (0, T )×Ω,
V˜ ε2 = Gε
(
t, x, ξ ; x
ε
,
ξ
ε
)
, (t, x) ∈ (0, T )× ∂Ω,
V˜ ε2 (0, x, ξ)= 0, x ∈ Ω.
(4.21)
The trick is to estimate V˜ ε1 by standard energy estimates and V˜
ε
2 by the maximum principle. First,
we estimate V˜ ε1 . Taking into account (4.18) and the boundedness of N,N∗, after integration by
parts one has, for ξ ∈ B Ω ,∣∣∣∣ ∫
Y
F (t, x, ξ ;y,η)w(y)dy
∣∣∣∣ C‖w‖H 1# (Y ), ∀w ∈H 1# (Y ),
where H 1# (Y ) stands for the closure of Y -periodic smooth functions with respect to the H 1(Y )
norm. Thus, as a function of y, F belongs to the dual space H−1# (Y ) uniformly in (t, x, ξ, η). As
is usual in the method of two-scale asymptotic expansion, equating the Y -average of F to zero
yields the homogenized equation (4.16). Therefore, it is no surprise that, in view of (3.4), (4.16)
and the periodicity of aΘij ,N,N∗, we compute∫
Y
F (t, x, ξ ;y,η) dy = 0.
Thus, for any t, x, ξ there exists a Y -periodic with respect to y vector function χ =χ(t,x,ξ ;y,η),
which belongs to L2#(Y ;Rd), such that
F(t, x, ξ ;y,η) = divy χ(t, x, ξ ;y,η),∫
Y
∣∣χ(t, x, ξ ;y,η)∣∣2 dy  C, ξ ∈ B Ω. (4.22)
By rescaling we obtain
F(t, x, ξ ;y, ξ/ε)= ε divx
(
χ(t, x, ξ ;x/ε, η))− ε(divx χ)(t, x, ξ ;x/ε, η). (4.23)
Since bΘ is divergence-free, the a priori estimates are then obtained in the classical way. Multi-
plying the equation in (4.20) by V˜ ε1 , integrating by parts and using (4.22), (4.23) yield∫
Ω
∣∣V˜ ε1 (t, x, ξ)∣∣2 dx  Cε2, (t, x) ∈ [0, T ] ×Ω, ξ ∈ B Ω. (4.24)
Second, we estimate V˜ ε2 , solution of (4.21), by using the maximum principle. Our next goal is to
prove that ∣∣∣∣Gε(t, x, ξ ; x , ξ )∣∣∣∣ Cε, (t, x) ∈ [0, T ] × ∂Ω, ξ ∈ B Ω. (4.25)ε ε
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In (4.26) we find 2 − (d + 2)β/2  1 if and only if β  (1 + d/2)−1 which is always smaller
than 2. For x ∈ ∂Ω, ξ ∈ B Ω , uniformly with respect to t  0, we have
∣∣∇xΦ0(t, x, ξ)∣∣ C|x − ξ |
t1+d/2
e−
C0|x−ξ |2
t  C
and a similar bound for ∇ξΦ0. Thus, from (4.14) we deduce∣∣Φε1(t, x, ξ)−Φ0(t, x, ξ)∣∣ Cε, t  0, x ∈ ∂Ω, ξ ∈ B Ω. (4.27)
Combining (4.26) and (4.27) yields, for any 0 < β  (1 + d/2)−1,∣∣Φε(t, x, ξ)−Φ0(t, x, ξ)∣∣ Cε, t  εβ, x ∈ ∂Ω, ξ ∈ B Ω. (4.28)
To estimate Φε −Φ0 for small t ∈ [0, εβ) we make use of the Aronson estimates [5]. Taking into
account (3.4) and (4.5), we see that Φε admits the following bound
0Φε(t, x, ξ) = ε−dΦ
(
t
ε2
,
x
ε
,
ξ
ε
)
 C
td/2
exp
{
−C0|x − ξ |
2
t
}
with the constants C0,C independent of ε. Thus, for sufficiently small ε, we obtain∣∣Φε(t, x, ξ)−Φ0(t, x, ξ)∣∣ ∣∣Φε(t, x, ξ)∣∣+ ∣∣Φ0(t, x, ξ)∣∣
 C
td/2
exp
{
−C0|x − ξ |
2
t
}
 C
εdβ/2
exp
{
−C0|x − ξ |
2
εβ
}
. (4.29)
Thus, for t ∈ [0, εβ), x ∈ ∂Ω and ξ ∈ B Ω , the difference |Φε(t, x, ξ)− Φ0(t, x, ξ)| is expo-
nentially small if β > 0. Combining (4.28) and (4.29) yields∣∣Φε(t, x, ξ)−Φ0(t, x, ξ)∣∣ Cε, (t, x) ∈ [0, T ] × ∂Ω, ξ ∈ B Ω, (4.30)
with the constant C depending on dist(B,Ω),Λ,d . The boundedness of N,N∗, estimates (4.18)
and (4.30) imply (4.25).
Then, we use the maximum principle in (4.21) to deduce from (4.25) that∣∣V˜ ε2 (t, x, ξ)∣∣ Cε, (t, x, ξ) ∈ [0, T )×Ω ×B. (4.31)
In view of (4.24) and (4.31), we conclude
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Ω
∣∣Vε(t, x, ξ)− V ε1 (t, x, ξ)∣∣2 dx  Cε2, t ∈ [0, T ], ξ ∈ B Ω.
Recalling the definition of V ε1 and using estimate (4.18) complete the proof of Lemma 4.2. 
Turning back to the proof of Lemma 4.1, we recall that, by definition, Kε = Vε − Φε , and
similarly K0 = V0 − Φ0, where K0 is the Green function, solution of (4.2). By the triangle
inequality, taking into account (4.13), Lemma 4.2 implies∫
Ω
∣∣Kε(t, x, ξ)−K0(t, x, ξ)∣∣2 dx  Cε2, t  t0 > 0, ξ ∈ B Ω,
where the constant C only depends on t0, dist(B, ∂Ω), Λ,d,Ω . Due to the Nash–De Giorgi
estimates for the parabolic equations (see, for example, [21]), Kε is Hölder continuous (of course
K0 is), and, thus, one can deduce a uniform estimate∣∣Kε(t, x, ξ)−K0(t, x, ξ)∣∣ Cεγ , t  t0 > 0, x ∈ Ω, ξ ∈ B Ω, (4.32)
for some γ > 0 depending on Ω,Λ and d . We emphasize that the constants C and γ do not
depend on ε. Indeed, due to condition (3.4) (which is again due to the factorization (3.1) and our
choice of exponential parameter Θ in Lemma 2.1), problem (3.6) for Kε can be rewritten in di-
vergence form, without any convective term and without any ε-factor in front of the coefficients.
The proof of Lemma 4.1 is complete. 
Remark 4.1. Estimate (4.32) is enough for our purpose, but we emphasize that it can be im-
proved. Namely, constructing sufficiently many terms in the asymptotic expansion for Vε , one
can show that∣∣Kε(t, x, ξ)−K0(t, x, ξ)∣∣ Cε, t  t0 > 0, x ∈ Ω, ξ ∈ B Ω.
5. Asymptotics of uε or vε
The goal of this section is to prove our main result Theorem 2.1 and actually to give a more
precise statement of it in Theorem 5.1. By the factorization principle (3.1) it is equivalent to
find a precise asymptotic expansion of vε . Recall that vε , as a solution of (3.2), can be repre-
sented in terms of the corresponding Green function Kε by using formula (3.5). Bearing in mind
Lemma 4.1, we rearrange (3.5) as follows
vε(t, x) = I ε1 + I ε2 (5.1)
with
I ε1 =
∫
Ω
K0(t, x, ξ)
u0(ξ)
pΘ(
ξ
ε
)
e−
Θ·(ξ−x¯)
ε dξ,
I ε2 =
∫ (
Kε(t, x, ξ)−K0(t, x, ξ)
) u0(ξ)
pΘ(
ξ
ε
)
e−
Θ·(ξ−x¯)
ε dξ.Ω
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be, at least, εγ times smaller that the first one I ε1 which is thus the dominating term. To apply
Lemma 4.1 we crucially rely on assumption (H3) which states that u0 has a compact support
ωΩ .
We begin by computing the asymptotics of the first integral I ε1 . Since, by assumption (H4),
Θ · (x − x¯) > 0 for x ∈ ω \ {x¯}, it is clear that the main contribution is given by integrating
over a neighborhood of the source point x¯. We consider the case of general position, i.e., when
condition (H5) is fulfilled, that is, in local coordinates in a neighborhood Uδ(x¯) of the source
point x¯, the boundary ∂ω of the support of u0 can be defined by
zd =
(
Sz′, z′
)+ o(∣∣z′∣∣2)
for some positive definite (d − 1)× (d − 1) matrix S. Here (z1, . . . , zd) is an orthonormal basis
such that the coordinates z′ = (z1, . . . , zd−1) are tangential to ∂ω and the axis zd is the interior
normal at x¯. Note that, by assumption (H4), Θ is directed along zd . The neighborhood of x¯ is
defined by
Uδ(x¯) =
{
z ∈ ω: ∣∣z′∣∣ δ, 0 zd  δ2‖S‖},
where ‖S‖ = max|x′|=1 |Sx′|. Choosing δ = ε1/4 guaranties that the integral over the complement
to Uδ(x¯) is negligible. Indeed,∣∣∣∣ ∫
ω\Uδ(x¯)
K0(t, x, ξ)
u0(ξ)
pΘ(
ξ
ε
)
e−
Θ·(ξ−x¯)
ε dξ
∣∣∣∣= O(e− 1√ε ).
Let us now compute the integral over Uδ(x¯), with δ = ε1/4, by performing a Taylor expansion
of K0 (which is smooth for positive times) and u0 (which is of class C2 in ω) about x¯. Recall
that, by assumption (H3), u0(x¯) = 0 and, by assumption (H6), ∇u0(x¯) ·Θ 	= 0. The directional
derivative of u0 along Θ is denoted by ∂u0/∂Θ := ∇u0 ·Θ/|Θ| (the tangential derivative of u0
vanishes at x¯ because u0 is equal to 0 outside ω). For t  t0 > 0, we obtain
I ε1 = K0(t, x, x¯)
∂u0
∂Θ
(x¯)
∫
Uδ(x¯)
Θ
|Θ| · (ξ − x¯)
(
pΘ
(
ξ
ε
))−1
e−
Θ·(ξ−x¯)
ε dξ +O(ε3ε d−12 )
= K0(t, x, x¯)∂u0
∂Θ
(x¯)
∫
Uδ(0)
Θ
|Θ| · ξ
(
pΘ
(
ξ
ε
+ x¯
ε
))−1
e−
Θ·ξ
ε dξ +O(ε3ε d−12 ).
Note that we have anticipated the precise order of the remainder term which will be clear once
we compute the leading integral. Let us introduce the rotation matrix R which defines the local
coordinate system (z1, z2, . . . , zd) = (z′, zd) previously defined. By definition it satisfies ξ =
R−1z and Θ · ξ = |Θ|zd . Applying this change of variables we get
pΘ
(
ξ +
{
x¯
})
= pΘ
(
R−1
(
z +R
{
x¯
}))
≡ PΘ
(
z + z¯ε
)
, (5.2)ε ε ε ε ε
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rationally dependent in pairs, PΘ remains periodic with another period. Otherwise PΘ is merely
almost periodic. It happens, for example, when all Θk , k = 1, . . . , d, are rationally independent
in pairs. By the above change of variables, approximating the domain of integration Uδ(0), we
get
I ε1 = K0(t, x, x¯)
∂u0
∂Θ
(x¯)
×
∫
|z′|δ
dz′
δ2‖S‖∫
(Sz′,z′)
zdP
−1
Θ
(
z
ε
+ z¯ε
)
e−
|Θ|zd
ε dzd + o
(
ε2ε
d−1
2
)
, (5.3)
where the remainder term is less precise than the previous O(ε3ε d−12 ) (see Remark 5.2 for a
discussion). To blow up the integral in (5.3) we now make a (parabolic) rescaling of the space
variables
ζ ′ = z
′
√
ε
, ζd = zd
ε
,
and recalling that δ = ε1/4, we arrive at the following integral
I ε1 = ε2ε
(d−1)
2 K0(t, x, x¯)
∂u0
∂Θ
(x¯)
×
∫
Rd−1
dζ ′
+∞∫
(Sζ ′,ζ ′)
ζdP
−1
Θ
(
ζ ′√
ε
+ (z¯ε)′, ζd + z¯εd)e−|Θ|ζd dζd + o(ε2ε d−12 ),
where the remainder term takes into account the fact that the domain of integration is now infinite.
Changing the order of integration we have
I ε1 = ε2ε
(d−1)
2 K0(t, x, x¯)
∂u0
∂Θ
(x¯)
×
+∞∫
0
ζde
−|Θ|ζd dζd
∫
(Sζ ′,ζ ′)ζd
P−1Θ
(
ζ ′√
ε
+ (z¯ε)′, ζd + z¯εd)dζ ′ + o(ε2ε d−12 ).
The function P−1Θ (η′, τd) is uniformly continuous; moreover, it is almost periodic with respect
to the first variable. Thus, for any bounded Borel set B ⊂Rd−1, the following limit exists
M{P−1Θ (·, τd)}= limq→∞ 1|qB|
∫
qB
P−1Θ
(
η′ + τ ′, τd
)
dη′. (5.4)
We emphasize that the convergence in (5.4) is uniform with respect to τ ′ and τd , and the limit
does not depend on τ ′. Therefore, by Lemma 8.2, as ε → 0, we eventually deduce
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d−1
2 K0(t, x, x¯)
∂u0
∂Θ
(x¯)
×
∫
Rd−1
dζ ′
+∞∫
(Sζ ′,ζ ′)
ζde
−|Θ|ζd M{P−1Θ (·, ζd + z¯εd)}dζd + o(ε2ε d−12 ), (5.5)
where the remainder term is asymptotically smaller than the leading order term (uniformly in
t  0, x ∈ Ω). Note that, in general, there is no precise speed of convergence for averages of
almost periodic functions in Lemma 8.2 (see Remark 5.2 for a discussion).
We now prove, by a similar argument, that the second integral I ε2 is smaller than the first
one I ε1 . Taking into account the positiveness of pΘ , and Lemma 4.1, for t  t0 > 0, we obtain
∣∣I ε2 ∣∣ Cεγ ∫
ω
∣∣u0(x)∣∣e−Θ·(ξ−x¯)ε dξ,
where C does not depend on ε. The same computation as above (but without the necessity of
considering almost periodic functions) yields
∣∣I ε2 ∣∣ Cεγ ∣∣∣∣∂u0∂Θ (x¯)
∣∣∣∣ ∫
ω
∣∣∣∣ Θ|Θ| · (ξ − x¯)
∣∣∣∣e−Θ·(ξ−x¯)ε dξ
 Cεγ
∣∣∣∣∂u0∂Θ (x¯)
∣∣∣∣ ∫
Rd−1
dz′
+∞∫
S0|z′|2
zde
− |Θ|zd
ε dzd
 Cε2+γ
∣∣∣∣∂u0∂Θ (x¯)
∣∣∣∣ ∫
Rd−1
(
1 + S0
∣∣z′∣∣2ε−1)e− |Θ|S0|z′ |2ε dz′
 Cε2+γ ε d−12 ,
for some constant S0 > 0 and C = C(S0,Θ). Finally, we have derived the following asymptotics
of vε , as ε → 0,
vε(t, x) = ε2ε d−12 (1 + rε(t, x))K0(t, x, x¯)∂u0
∂Θ
(x¯)
×
∫
Rd−1
dζ ′
+∞∫
(Sζ ′,ζ ′)
ζde
−|Θ|ζd M{P−1Θ (·, ζd + z¯εd)}dζd,
where rε(t, x) converges to zero uniformly with respect to (t, x) ∈ [t0, T ] ×Ω with any t0 > 0.
We summarize the result, just obtained, by formulating a more precise version of Theorem 2.1,
describing the asymptotics of uε(t, x).
Theorem 5.1. Suppose conditions (H1)–(H6) are satisfied and Θ 	= 0. Let uε be the solution of
problem (1.1). Then, for t  t0 > 0,
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ε
)
u(t, x),
where (λ1(Θ),pΘ) is the first eigenpair defined by Lemma 2.1 and rε(t, x) → 0, as ε → 0, uni-
formly with respect to (t, x) ∈ [t0, T ] ×Ω . The function u(t, x) solves the homogenized problem⎧⎪⎪⎨⎪⎪⎩
∂tu = div
(
aeff∇u), (t, x) ∈ (0, T )×Ω,
u(t, x) = 0, (t, x) ∈ (0, T )× ∂Ω,
u(0, x) = ∇u0(x¯) · Θ|Θ|δ(x − x¯), x ∈Ω,
(5.6)
with aeff being a positive definite matrix given by (4.8), δ(x − x¯) is the Dirac delta-function at
the point x¯. The constant Mε is defined by
Mε =
∫
Rd−1
dζ ′
+∞∫
(Sζ ′,ζ ′)
ζde
−|Θ|ζd M{P−1Θ (·, ζd + z¯εd)}dζd, (5.7)
where M{P−1Θ (·, τd)} is the mean-value of the almost periodic function η′ → P−1Θ (η′, τd)
(see (5.4)), PΘ is given by (5.2) and z¯εd =R{x¯/ε} · Θ|Θ| .
Remark 5.1. The constant Mε defined by (5.7) depends on z¯εd = R{x¯/ε} · Θ|Θ| , that is on the
component, parallel to Θ , of the fractional part of x¯/ε, or, in other words, on the relative position
of x¯ inside the cell εY (see Fig. 2). Notice that Mε is bounded, thus, up to a subsequence, it
converges to some M∗, as ε → 0. The choice of the converging subsequence is only a matter of
the geometric definition of the periodic medium. For example, if x¯ is known, we may decide to
make it the origin and to define the periodic microstructure relative to this origin. Then x¯ = 0,
z¯ε = 0 is fixed in the periodicity cell, and Mε = M is independent of ε.
It might happen that the vector Θ is such that its components Θd and Θk are rationally inde-
pendent for all k 	= d . In such a case, it turns out that the constant Mε does not depend on ε and,
moreover, can be explicitly computed. This is the topic of the following result.
Corollary 5.1. Let conditions of Theorem 5.1 be satisfied. And assume that the vector Θ is such
that Θd and Θk , for any k = 1, . . . , (d − 1), are rationally independent. Then Mε is independent
of ε and is given by
Mε = (d − 1)|Θ|2
(
π
|Θ|
) d−1
2
(detS)1/2
∫
Y
p−1Θ (y)dy.
In other words, for t  t0 > 0,
uε(t, x) =
(
ε
)2+ d−12
Ke
− λ1(Θ)t
ε2 e
Θ·(x−x¯)
ε pΘ
(
x
)
u(t, x)
(
1 + rε(t, x)
)
,|Θ| ε
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homogenized problem (5.6). The constant K is given by
K = (d − 1)π d−12 (detS)1/2
∫
Y
p−1Θ (y)dy.
Proof. It is sufficient to notice that in the case when Θd and Θk , k = 1,2, . . . , (d − 1), are
rationally independent, the mean value of the almost periodic function P−1Θ (ζ ′, τd) with respect
to the first variable ζ ′, for any τd , coincides with its volume average
M{P−1Θ (·, τd)}= ∫
Y
p−1Θ (y)dy.
Thus, the constant Mε given by (5.7) does not depend on ε and has the following form
Mε =
(∫
Y
p−1Θ (y)dy
) ∫
Rd−1
dζ ′
+∞∫
(Sζ ′,ζ ′)
ζde
−|Θ|ζd dζd .
Evaluating the last integral we obtain
Mε = (d − 1)|Θ|2
(
π
|Θ|
) d−1
2
(detS)1/2
∫
Y
p−1Θ (y)dy
that implies the desired result. 
Remark 5.2. Theorem 5.1 does not provide any rate of convergence due to several reasons.
First of all, without specifying the remainder in hypothesis (H5), one cannot expect any estimate
in (5.3). One possible option would be to assume that in local coordinates, in the neighborhood
of the point x¯, ∂ω is defined by
zd =
(
Sz′, z′
)+O(|z|3).
Then in (5.3) one would obtain the error O(ε3ε(d−1)/2).
The second reason for the lack of estimates is concealed in Lemma 8.2. In contrast with the
classical mean value theorem for periodic functions, Lemma 8.2 does not provide any rate of
convergence. However, if all the components of the vector Θ are rationally dependent, then PΘ
remains periodic (maybe with another period), and one can apply the mean value theorem for
smooth periodic functions that gives an error O(ε), and, consequently, O(ε3ε(d−1)/2) in (5.5).
Finally, estimate (4.1) in Lemma 4.1 guaranties that the second integral in (5.1) is εγ smaller
than the first one, where 0 < γ  1 depends on Λ,Ω,d .
Remark 5.3. We stress that if condition (H3) is violated and the support of u0 touches the
boundary of Ω , then the two integrals in (5.1) are of the same order, and we cannot neglect the
second integral any more. In this case it is necessary to construct not only the leading term of
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possible in some particular cases, for example, when x¯ belongs to a flat part of the boundary
of Ω , or when the coefficients of the equation are constant. But it is well known that boundary
layers in homogenization are very difficult to build in the case of a non-flat boundary. Simple
cases (flat boundaries, cylindrical domains) will be considered in our forthcoming paper [3].
Another typical situation arises when we do not assume anymore that the initial data u0 is
continuous on Ω but merely that it has compact support and is C2 inside its support. In particular,
in this new situation we may have u0(x¯) 	= 0. The next theorem, characterizing the asymptotic
behavior of uε in this case, can be proved in exactly the same way as Theorem 5.1.
Theorem 5.2. Suppose conditions (H1), (H2), (H4), (H5) are satisfied and Θ 	= 0. Assume that
u0 has compact support ω Ω , u0 ∈ C2(ω) and u0(x¯) 	= 0. If uε is a solution of problem (1.1),
then, for t  t0 > 0
uε(t, x) = εε d−12 (1 + rε(t, x))e− λ1(Θ)tε2 e Θ·(x−x¯)ε MεpΘ(x
ε
)
u(t, x),
where rε(t, x) → 0, as ε → 0, uniformly with respect to (t, x) ∈ [t0, T ]×Ω . Here, u(t, x) solves
the effective problem ⎧⎪⎨⎪⎩
∂tu = div
(
aeff∇u), (t, x) ∈ (0, T )×Ω,
u(t, x) = 0, (t, x) ∈ (0, T )× ∂Ω,
u(0, x) = u0(x¯)δ(x − x¯), x ∈ Ω.
The constant Mε is now given by
Mε =
∫
Rd−1
dζ ′
+∞∫
(Sζ ′,ζ ′)
e−|Θ|ζd M{P−1Θ (·, ζd + z¯εd)}dζd,
with the same definitions of the mean-value M, of the almost periodic function PΘ and of z¯εd as
in Theorem 5.1.
Remark 5.4. Yet another possible situation is that u0 = ∂u0/∂Θ = 0 in the neighborhood of x¯.
If we assume that u0 ∈ C3(ω) and replace condition (H6) by
∂2u0
∂Θ2
(x¯) = ∂
∂Θ
(
∂u0
∂Θ
)
(x¯) 	= 0,
where ∂u0/∂Θ is the directional derivative of u0 in the direction of Θ , then we can prove in this
case that, for t  t0 > 0,
uε(t, x) = ε3ε d−12 (1 + rε(t, x))e− λ1(Θ)tε2 e−Θ·(x−x¯)ε MεpΘ(x)u(t, x),
ε
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solution of ⎧⎪⎪⎪⎨⎪⎪⎪⎩
∂tu = div
(
aeff∇u), (t, x) ∈ (0, T )×Ω,
u(t, x) = 0, (t, x) ∈ (0, T )× ∂Ω,
u(0, x) = 1
2
∂2u0
∂Θ2
(x¯)δ(x − x¯), x ∈ Ω.
The constant Mε is now given by
Mε =
∫
Rd−1
dζ ′
+∞∫
(Sζ ′,ζ ′)
ζ 2d e
−|Θ|ζd M{P−1Θ (·, ζd + z¯εd)}dζd .
The case when u0 vanishes on the boundary of ω together with its derivatives up to order k, can
be treated similarly.
It should be noticed that a statement similar to that of Corollary 5.1 remains valid for Theo-
rem 5.2 and Remark 5.4.
Remark 5.5. As a final comment, we say a few words about the case of Neumann boundary con-
ditions since the original “hot spot” works [26,8,11] deal with this case. For Neumann boundary
conditions our strategy of proof, based on the factorization defined in Section 3, fails. Indeed, the
original solution uε and the factorized solution vε , defined by (3.1), share the same homogeneous
Dirichlet boundary condition. On the contrary, if uε satisfies a Neumann boundary condition,
then vε will follow a singularly perturbed Fourier boundary condition which makes difficult the
derivation of uniform a priori estimates for the Green function.
Even more, we know from the works [23] and [2] (for a one-dimensional spectral model with
an entire number of cells in the domain) that, in the case of Neumann boundary conditions,
a factorization principle, similar to (3.1), holds true with a different value of the exponential
parameter Θ . It is not any longer the maximizer of λ1(θ) (as defined in Lemma 2.1) but the non-
trivial root of λ1(θ) = 0. Recall that λ1(0) = 0 and thus, by the concavity and growth properties
at infinity of λ1(θ), there exists another root ΘN (unique in dimension one). Furthermore it
is expected, in view of the results of [2], that, if there are cells cut by the boundary, then the
exponential factor will depend on the sequence ε and, more precisely, on the pattern of the
periodic geometry near the boundary. In any case we believe that some localization effect takes
place even if we cannot formulate a precise conjecture.
6. The case of a flat boundary of ω
In the previous sections we analyzed the case when the quadratic form of the surface ∂ω
is non-degenerate at the point x¯. The asymptotics of the solution of problem (1.1) can also be
constructed when x¯ belongs to a flat part Σ of ∂ω and the vector Θ is orthogonal to Σ .
More precisely, we replace the previous assumptions (H4), (H5), (H6) with the following
ones.
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(H4′) The set of points x¯ which provide the minimum in minx∈ω Θ ·x is a subset Σ of ∂ω which
is included in a hyperplane of Rd and Σ has a positive (d − 1)-measure.
(H5′) u0(y) = 0 for all y ∈ Σ . There exists x¯ ∈ Σ such that ∂u0∂Θ (x¯) 	= 0.
Remark 6.1. Assumption (H4′) implies that
Θ · (x − x¯) > 0 for all x ∈ ω \Σ, x¯ ∈Σ,
and Θ is orthogonal to Σ and directed inside ω (see Fig. 3). Furthermore, x¯Θ = x¯ · Θ|Θ| is the
same for all x¯ ∈ Σ .
In this case we prove the following result.
Theorem 6.1. Assume that conditions (H1)–(H3) and (H4′)–(H5′) are fulfilled, and Θ 	= 0.
Then, for t  t0 > 0, the asymptotic behavior of the solution uε of problem (1.1) is described by
uε(t, x) = ε2e−
λ1(Θ)t
ε2 e
Θ·(x−x¯)
ε
(
1 + rε(t, x)
)
MεpΘ
(
x
ε
)
u(t, x),
where rε(t, x) → 0, as ε → 0, uniformly with respect to (t, x) ∈ [t0, T ] × Ω , (λ1(Θ),pΘ) is
the first eigenpair defined by Lemma 2.1, x¯ is an arbitrary point on Σ and u(t, x) solves the
homogenized problem
⎧⎪⎪⎨⎪⎪⎩
∂tu = div
(
aeff∇u), (t, x) ∈ (0, T )×Ω,
u(t, x) = 0, (t, x) ∈ (0, T )× ∂Ω,
u(0, x) = ∂u0
∂Θ
(x)δΣ, x ∈ Ω.
(6.1)
Here aeff is still defined by (4.8), δΣ is the Dirac delta-function on Σ and the constant Mε is
given by
Mε =
+∞∫
ζde
−|Θ|ζd M
{
P−1Θ
(
·, ζd + x¯Θ
ε
)}
dζd0
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PΘ(z) being the rotation of pΘ in the local coordinates of Σ : PΘ(ζ ) = pΘ(R−1ζ ), where R is
the rotation matrix.
Proof. The proof starts, like that of Theorem 5.1, by using the representation formula (3.5) for
the solution vε of (3.2) in terms of the Green function Kε . Writing Kε = K0 + (Kε − K0) we
arrive at (5.1), namely
vε(t, x) = I ε1 + I ε2 .
By Lemma 4.1, we can estimate I ε2 , passing to local coordinates, as in the proof of Theo-
rem 5.1,
∣∣I ε2 ∣∣ Cεγ ∫
ω
∣∣u0(ξ)∣∣e−Θ·(ξ−x¯)ε dξ
 Cεγ
∫
Σ
∣∣∣∣∂u0∂Θ (z′, x¯Θ)
∣∣∣∣dz′
+∞∫
0
zde
− |Θ|zd
ε dzd
for some γ = γ (Λ,Ω,d) > 0 defined in (4.1). Making the change of variables ζd = zd/ε, we
see that
∣∣I ε2 ∣∣ Cε2+γ ∫
Σ
∣∣∣∣∂u0∂Θ (z′, ¯xΘ)
∣∣∣∣dz′
+∞∫
0
ζde
−|Θ|ζd dζd  Cε2+γ .
In order to compute approximately I ε1 , we again pass to the local coordinates. Namely, we rotate
coordinates z =Rξ in such a way that Θ is directed along zd . It is obvious that only the neigh-
borhood of Σ contributes in I ε1 . Expanding K0 and u0 into a Taylor series with respect to zd and
making the change of variables ζd = zd/ε leads to
I ε1 = ε2
+∞∫
0
ζde
−|Θ|ζd dζd
∫
Σ
K0
(
t, x, z′, x¯Θ
)∂u0
∂Θ
(
z′, x¯Θ
)
P−1Θ
(
z′
ε
, ζd + x¯Θ
ε
)
dz′ + o(ε2),
where PΘ(ζ ) ≡ pΘ(R−1ζ ) with R being the rotation matrix.
Since P−1Θ (ζ ′, τd) is uniformly continuous, and, moreover, almost periodic with respect to ζ ′,
by Lemma 8.1, we have
I ε1 = ε2Mε
∫
Σ
K0
(
t, x, z′, x¯Θ
)∂u0
∂Θ
(
z′, x¯Θ
)
dz′ + o(ε2),
where
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+∞∫
0
ζde
−|Θ|ζd M
{
P−1Θ
(
·, ζd + x¯Θ
ε
)}
dζd .
Here M{P−1Θ (·, τd)} is the mean value of the almost periodic function P−1Θ (·, τd) (see (5.4)).
Consequently, as ε → 0,
vε(t, x) = ε2Mε
∫
Σ
K0
(
t, x, z′, x¯Θ
)∂u0
∂Θ
(
z′, x¯Θ
)
dz′ + o(ε2).
Recalling that K0 is the Green function of the effective problem (4.2) completes the proof. 
Corollary 6.1. Let conditions of Theorem 6.1 be fulfilled. Assume that the vector Θ is such that
Θd and Θk , for any k = 1, . . . , (d − 1), are rationally independent. Then, for t  t0 > 0,
uε(t, x) =
(
ε
|Θ|
)2
e
− λ1(Θ)t
ε2 e
Θ·(x−x¯)
ε
(
1 + rε(t, x)
)
pΘ
(
x
ε
)(∫
Y
p−1Θ dy
)
u(t, x),
where rε(t, x) → 0, as ε → 0, uniformly with respect to (t, x) ∈ [t0, T ] × Ω and u(t, x) solves
the homogenized problem (6.1).
Corollary 6.1 is proved in the same way as Corollary 5.1.
7. Numerical examples
In this section we illustrate the results obtained in the previous sections by direct computations
performed with the free software FreeFEM++ [17].
When studying convection–diffusion equation, the so-called effective convection (effective
drift) defined by (2.4) plays an important role. As was already noticed, condition b¯i 	= 0 yields
Θi 	= 0. The question arises, if b¯ coincide with Θ or not. The answer is negative, and the corre-
sponding example is given below.
Example 1. Let Ω ⊂R2 be a bounded domain. Consider the following boundary value problem
with constant coefficients:⎧⎪⎪⎪⎨⎪⎪⎪⎩
∂tu
ε − ∂
2uε
∂x21
− 2 ∂
2uε
∂x1∂x2
− 2∂
2uε
∂x22
+ 1
ε
b
∂uε
∂x2
= 0, in (0, T )×Ω,
uε(t, x) = 0, on (0, T )× ∂Ω,
uε(0, x) = u0(x), x ∈ Ω.
(7.1)
Here b > 0 is a real parameter and it is obvious that the effective drift is b¯ = {0, b}. To find Θ ,
one should consider the spectral problem (2.1) on the periodicity cell. Since the coefficients of
the equation are constant, λ1(θ) can be found easily:
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λ1(θ) = −θ21 − 2θ1θ2 − 2θ22 + bθ2.
The maximum of λ1 is attained at Θ = {−b/2, b/2} 	= b¯.
For the numerical computations, we choose Ω to be the unit circle Ω = {x: |x1 − 1|2 + |x2 −
1|2  1}, u0 being the characteristic function of the smaller circle {x: |x1 −1|2 +|x2 −1|2  0.5}
(see Fig. 4(a)), b = 1 and ε = 0.03. Theorem 2.1 predicts that the “hot spot” or concentration
point of the solution uε will be at the point xc = (1 −
√
2/2,1 + √2/2) where Θ is orthogonal
to ∂Ω .
The presence of the large parameter in front of the convection in (1.1) suggests to use
Characteristics-Galerkin Method (see [15,25]). As a finite element space, a space of piecewise
linear continuous functions has been chosen. The number of triangles is 21192. The result of the
direct computations at different times are presented on Fig. 4.
Splitting each triangle of the mesh in 9, we have compared two solutions, u1 defined on the
original mesh and u2 on the refined one, and computed the relative L2-error for small t
sup
t
‖u1 − u2‖L2(Ω)
‖u1‖L2(Ω)
≈ 0.002.
It is small enough so we can conclude that convergence under mesh refinement is attained. It can
be seen from Fig. 4 that the solution profile, vanishing with time, moves first in the vertical direc-
tion (along the effective drift) and then to the left. Because of the very fast decay, it is not possible
to plot the solution itself at large time. Thus, instead of uε we consider u˜ε = uε/maxΩ uε . On
Fig. 5 the isolines of u˜ε are presented. One can see that indeed the concentration occurs at the
point (1 − √2/2,1 + √2/2), not the point (1,2) where b¯ is normal to ∂Ω .
We perform another numerical test in a non-convex domain for the same values of the param-
eters in (7.1). The isolines of the rescaled solution u˜ε are plotted on Fig. 6. It is interesting to see
how the initial profile first moves in the direction of the effective drift, then vanishes and reap-
pear afterwards to concentrate at the “hot spot” where Θ · x attains its maximum, as predicted by
Theorem 2.1. Such an example is clearly non-intuitive (at least to the authors).
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8. Some results from the theory of almost periodic functions.
Denote by Trig(Rd) the set of all trigonometric polynomials
Trig
(
R
d
)= {P(x) ∣∣∣P(x) = ∑
ξ∈Rd
cξ e
ix·ξ
}
,
where in the sum only finite number of cξ 	= 0. We designate by CAP(Rd) (set of almost periodic
functions) a closure of Trig(Rd) with respect to the norm supRd |P(x)|. For any almost periodic
function g ∈ CAP(Rd), there exists a mean value
M{g} = lim
t→∞
1
|tB|
∫
tB
g(x)dx, (8.1)
where B ⊂ Rd is a Borel set, |B| – its volume. The mean-value theorem takes place for almost
periodic functions [20].
Lemma 8.1. Given g ∈ CAP(Rd) and v ∈ L2(Q), Q ⊂Rd , the following equality holds true:
lim
ε→0
∫
Q
g
(
x
ε
)
v(x) dx = M{g}
∫
Q
v(x)dx,
where M{g} is given by formula (8.1).
Lemma 8.1 can be formulated also in more general form.
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lim
ε→0
∫
Q
g
(
x,
x
ε
)
dx =
∫
Q
M{g(x, ·)}dx,
where
M{g(x, ·)}= lim
t→∞
1
|t,B|
∫
tB
g(x, y) dy.
The last statement can be proved combining the approximation of g(x, y) by finite sums of
the type
∑
f1(x)f2(y) and the result of Lemma 8.1.
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