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Abstract
We calculate convergent 3-loop Feynman diagrams containing a single massive loop
equipped with twist τ = 2 local operator insertions corresponding to spin N . They con-
tribute to the massive operator matrix elements in QCD describing the massive Wilson
coefficients for deep-inelastic scattering at large virtualities. Diagrams of this kind can be
computed using an extended version to the method of hyperlogarithms, originally being
designed for massless Feynman diagrams without operators. The method is applied to
Benz- and V -type graphs, belonging to the genuine 3-loop topologies. In case of the V -
type graphs with five massive propagators new types of nested sums and iterated integrals
emerge. The sums are given in terms of finite binomially and inverse binomially weighted
generalized cyclotomic sums, while the 1-dimensionally iterated integrals are based on a
set of ∼ 30 square-root valued letters. We also derive the asymptotic representations of the
nested sums and present the solution for N ∈ C. Integrals with a power-like divergence in
N–space ∝ aN , a ∈ R, a > 1, for large values of N emerge. They still possess a represen-
tation in x–space, which is given in terms of root-valued iterated integrals in the present
case. The method of hyperlogarithms is also used to calculate higher moments for crossed
box graphs with different operator insertions.
1Present address: IHES, 35 Route de Chartres, 91440 Bures-sur-Yvette, France.
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1 Introduction
Massive on-shell operator matrix elements (OMEs) occur in the calculation of the Wilson co-
efficients in deeply-inelastic scattering, describing these quantities at large enough virtualities
Q2  m2 together with the massless Wilson coefficients [1]. These OMEs are loop corrections to
local composite operators being placed in graphs with massless external lines, which are on-shell.
Their scale is set by the mass of an internal closed fermion line. Starting at 3-loop order, graphs
with more than a single mass contribute [2,3]. The scale Q2 from which on the asymptotic repre-
sentation was found to apply at 2-loop order at the 1% level for the structure function F2(x,Q
2)
is Q2/m2 >∼ 10, with m the heavy quark mass, cf. [1]. Here the asymptotic result was compared
to the complete one [4] also containing non-universal power corrections. For F2(x,Q
2) this is
a very acceptable kinematic range at HERA in case of m = mcharm since at lower virtualities
Q2 <∼ 20 GeV
2 still significant higher twist terms contribute [5–7].
Beyond NLO all massive OMEs have been calculated for a series of moments N = 10, (12, 14)
in the single mass case [8, 9] for F2, FL and transversity, and the moments N = 2, 4, 6 for the
contributions with two different masses [2,3,10] for F2 at NNLO. With these results also all con-
tributions to the unpolarized 3-loop anomalous dimensions ∝ TF were calculated independently
for these moments and confirmed earlier results, cf. [11].
In case of the massive OMEs and Wilson coefficients at general values of the Mellin variable
N all logarithmic contributions are available [12], to which also the 2-loop terms [1, 13] up to
O(ε) [14] contribute.2 All O(T 2FNF ) contributions were computed in [16, 17]. This includes the
two complete massive 3-loop OMEs A
(3),PS
qq,Q and A
(3)
gg,Q, out of eight. Very recently also the OMEs
A
(3)
gq , A
(3),NS
qq,Q and A
(3),PS
Qq were calculated [18]. There are first results on the T
2
F–terms in the equal
mass case [2, 19, 20]. In the polarized case the massive OMEs were computed to 2-loop order
in Refs. [21, 22]. In the calculation of these diagram classes the Feynman parameter integrals
are reduced to multiply nested finite and infinite sums [23, 24], using representations through
hypergeometric functions and their generalizations [25] and Mellin-Barnes representations [26].
The sums obtained are then calculated using the packages Sigma [27], EvaluateMultiSums and
SumProduction [28], applying also the algebraic and structural properties of harmonic sums
[23,29–32], their associated polylogarithms [33] , and special constants [34], including extensions
to the cyclotomic [35] and generalized harmonic sum case [36, 37]. These relations are encoded
in the package HarmonicSums, cf. [37–39].3
Beyond the above topologies at the 3-loop level also ladder and Benz-type4, V -type and
crossed box graphs contribute. In Ref. [41] we calculated diagrams of the 3-loop ladder topology
of up to six massive propagators, including the most demanding cases. Not all of these graphs
could be calculated using the above technologies.
In case the corresponding graph exhibits no poles in the dimensional parameter ε = D − 4,
the method of hyperlogarithms has been devised for massless 2-point topologies with an off-shell
external momentum in scalar field theory in Ref. [42]. This method allows to transform the
Feynman-parameter integrals into special numbers, which are for the first loop orders linear
combinations of multiple zeta values [34] and are given in terms of hyperlogarithms at unity ar-
gument. The integration is organized as a consecutive mapping into hyperlogarithms due to the
2The asymptotic heavy flavor contributions to FL(x,Q
2) at NNLO were calculated in [15]. They, however,
apply only at much higher virtualities than those for F2(x,Q
2).
3For recent surveys on mathematical structures in zero- and single Feynman integrals in Quantum Field
Theories see [40].
4These graphs received their name being of similar form as the Mercedes-Benz symbol http://de.wikipedia.
org/wiki/Mercedes-Stern.
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linear structure of Feynman-parameters in these integrals within every integration step, which is
being kept during the integration process. In the present paper we generalize this method allow-
ing for local operator insertions. Furthermore, we consider the case of massive diagrams in which
a higher nesting of Feynman-parameters is generally expected if compared to the massless case.
I.e. the formalism may lead to structures beyond linearity at an earlier stage than in the mass-
less case. The local operator insertions introduce a new degree of freedom, the Mellin variable
N . The corresponding Feynman diagrams are given in terms of sum-representations. In most
simple cases harmonic sums emerge. More involved cases lead to generalized sums over rational
alphabets, and also nested cyclotomic and binomial sums, as will be shown below. Interestingly,
for fixed integer values of N the corresponding graphs evaluate to rational numbers, weighted
by multiple zeta values for the loop-level considered in this paper, similar to the case in the
original approach [42]. One may calculate moments up to N = 9 even for the most complicated
3–loop graphs which emerge in the present physics project. These moments can be checked by
very different methods based on the codes MATAD [43] and qexp [44] at lower values of N . The
method works, since the numerator functions are polynomials in the Feynman parameters at
fixed values of N . Partial fractioning may be performed until one obtains denominator functions
only. However, the above number of moments is usually still far too low to try the reconstruction
of the general N behaviour using the method described in [45].
Introducing an auxiliary parameter x, the local operator insertions may, however, be re-
summed such that a generating function is obtained, which is expressed in terms of hyperloga-
rithms L~a(x). In turn the Nth Taylor-coefficient of this function has to be obtained analytically.
The last step can be performed in some cases using HarmonicSums directly. In more complex
situations associated difference equations of larger order have to be established and solved using
Sigma [27].
The paper is organized as follows. We describe the extension of the method [42] to massive
operator matrix elements at 3–loop order in the presence of local operator insertions in Sec-
tion 2. The method is applied to convergent Benz-type and related diagrams in Section 3, also
discussing practical aspects. Here we also derive the asymptotic representations of the individual
graphs, which is necessary for their representation for complex values of N needed to perform the
Mellin inversion in practical applications [23,46]. In Section 4 we calculate graphs of the 3-loop
V -topology with five massive propagators. They may be considered to emerge from either a
ladder- or the crossed box-topology by removing one line. While in the former case conventional
structures are obtained, in the latter case new nested sum-types emerge, which contain weights
due to binomials of the type
(
2i
i
)
both in the numerator and denominator. In the calculation
root-valued structures in the auxiliary parameter occur in the last step which are responsible
for these new hypergeometric terms. Aspects of the Mellin-inversion of the contributions from
binomially weighted nested sums are discussed in Section 5. In Section 6 we apply the algo-
rithm to calculate three crossed box-topologies for fixed integer values of N to demonstrate the
applicability of the present algorithm also for these diagrams. Section 7 contains the conclusions.
2 The Formalism
We consider massive Feynman diagrams at l = 3 loops with operator insertions in D = 4 + ε
dimensions. One may represent the Feynman parameter integral IG of a graph G in terms of
Schwinger parameters using Symanzik [47] or Kirchhoff polynomials [48], cf. [49]. The Feynman
3
rules are given in [8, 50], including those for the operator insertions. The integral is given by :
IG =
Γ (a− lD/2)∏
j Γ (aj)
∫ ∞
0
∏
j α
aj−1
j OP i (αi, N)
Ψ
D/2
G M
a−lD/2
G
δ
(
1−
∑
l∈v
αl
)
dαi . (2.1)
Here ai denote the powers of the different propagators, a =
∑
i∈edges ai. According to the Cheng-
Wu theorem [51] the sum of Schwinger parameters over an arbitrary subset of edges E in G may
be set equal to one, as expressed by the δ-distribution in (2.1). We associate to the graph G the
graph G˜ which is obtained by closing the external lines. While MG is given by the sum of all
Schwinger parameters which are attached to a massive line, the graph polynomial ΨG and the
operator insertion OP i (αi, N) obey the following graph theoretical descriptions.
For a graph with nv vertices and ne edges we define the ne × nv graph incidence matrix
(ε)e,v =

1, if the edge e starts at vertex v
−1, if the edge e ends at vertex v
0, if the edge e is not connected to vertex v .
(2.2)
We choose εG as the matrix ne× (nv − 1)-matrix obtained from (2.2) by removing one arbitrary
column. εG is thus not uniquely defined and depends on the direction of the edges and the choice
of the removed column. The graph matrix MG reads
MG =

α1
. . . εG
. . .
αne
− T εG 0

(2.3)
The first graph polynomial ΨG is given by ΨG = − det(MG). Although the matrix MG is not
uniquely defined ΨG, is independent of the possible choices for MG. If I,J ,K are sets of edges in
the graph G and I and J are of equal length, |I| = |J |, we define the Dodgson polynomials by
ΨI,JG,K = ± det MG (I, J) αe=0 ∀ e∈K , (2.4)
with MG (I, J) being the matrix MG after removing all rows corresponding to the edges in I
and all columns corresponding to the edges in J . If K is empty we omit it and write ΨI,JG .
The different operator insertions used in the present paper are expressed in terms of Dodgson
polynomials given in Figure 1 for the examples studied in the present paper. The Dodgson
polynomials ΨI,JG,K are only defined up to a sign, which generally depends on the orientation of
the edges in εG and also on the column which has been removed to define MG. For the present
paper we were able to choose ΨI,JG,K = det MG (I, J) αe=0 ∀ e∈K if the directions of the edges
correspond to the Feynman rules of Refs. [8, 50].
Under certain conditions, Feynman parameter integrals, being convergent in D = 4 dimen-
sions, can be cast into a linear combination of hyperlogaritms L(~a, z) [55–57]. In the following
we will outline the corresponding formalism, extending the algorithm [42], given originally for
massless Feynman diagrams to those with also massive lines and local operator insertions.
Let σ be a set of distinct points in C and A = {a0, a1, ..., aN} an alphabet. We form words
described by ~a out of the elements of A, where each letter corresponds to an element in σ. The
4
ii
OP1 (αi ,N ) =
(
Ψ
i,L+1
G˜
ΨG
)N
ij
k
OP2 (αi ,N ) =
1
(ΨG)
N
∑N
m=0
(
Ψ
j ,L+1
G˜
)m (
Ψ
j ,L+1
G˜
)N−m
jj
k l
OP3 (αi ,N ) =
1
(ΨG)
N
∑N−3
m=0
∑N−2
n=m+1
(
Ψ
j ,L+1
G˜
)m (
Ψ
i ,L+1
G˜
)N−n−2
×
[
C1
(
Ψi,L+1
G˜
+Ψl,L+1
G˜
)n−m−1
+ C2
(
Ψi,L+1
G˜
+Ψk,L+1
G˜
)n−m−1]
Figure 1: The operators expressed in terms of the graph-polynomial ΨG and different Dodgson
polynomials [52–54] of the graph G˜.
elements in σ may be constants or rational functions of further parameters. The hyperlogarithms
are defined by
L(~a, z) : C \ σ → C (2.5)
with
L(∅, z) = 1 (2.6)
L({0, · · · , 0︸ ︷︷ ︸
n times
}, z) = = 1
n!
log(z)n (2.7)
L({a1}, z) =
∫ z
0
dz1
1
z1 − a1 (2.8)
L({b,~a}, z) =
∫ z
0
dz1
1
z1 − bL({~a}, z1) . (2.9)
Here {...} denotes an ordered set. The weight w of a hyperlogarithm is given by the number of
letters in ~a. The hyperlogarithms satisfy shuffle relations, cf. e.g. [31],
L (~a1, z)L (~a2, z) = L (~a1, z) unionsqunionsqL (~a2, z) . (2.10)
In the shuffled index set one sums over all hyperlogarithms with indices such that the relative
order of the indices in ~a1 and ~a2 is preserved. An example is given by
L ({a, b}, z)L ({c, d}, z) = L ({a, b, c, d}, z) + L ({a, c, b, d}, z) + L ({a, c, d, b}, z)
+L ({c, a, b, d}, z) + L ({c, a, d, b}, z) + L ({c, d, a, b}, z) .
(2.11)
The derivatives w.r.t. the argument z is
d
dz
L({b,~a}, z) = 1
z − bL({~a}, z). (2.12)
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The general tactic is to treat the inner most integral first and to transform the integrals from
inside to outside in terms of hyperlogarithms. Let us start with the inner most integral and turn
to the construction of the antiderivative (primitive functions) of products of rational functions
R(z) = N(z)/D(z) and hyperlogarithms. Here we will assume that D(z) factors linearly, i.e.
D(z) =
∏
k(z − ak)lk , lk ∈ N. If there exists one integration order for a graph G for which this
property is found in each integration step such a graph is called to be linear reducible. The
consecutive decomposition of the multiple integral into a sequence of these steps is called Fubini
sequence. Whether or not this decomposition exists can be checked a priori with reduction
algorithms given in Refs. [42, 53] by which also the requested order of integration is delivered.
Applying the shuffle relation and partial fractioning one arrives at expressions of the form
I(b, n) =
∫
dx(x+ b)nL ({a1,~a}, x) . (2.13)
For n = −1 again the hyperlogarithm L ({−b, a1,~a}, x) is obtained. Otherwise one applies
integration by parts
I(b, n) =
(x+ b)n+1
n+ 1
L ({a1,~a}, x)−
∫
dx(x+ b)n+1
1
(n+ 1)(x− a1)L ({~a}, x) , (2.14)
where in the last term the weight of the hyperlogarithm is reduced by one. Applying this
technique recursively, all integrals can be written in terms of hyperlogarithms that have to be
evaluated at its integration bounds in the α-representation (i.e. at 0 and ∞). The challenge is
now to perform this evaluation, more precisely to calculate the limits. To accomplish this task,
we actually calculate the series expansion at 0 and at ∞ and express the result again in terms
of hyperlogarithms afterwards. This finally enables one to apply the presented method for the
next integral.
Next we consider series expansions of the hyperlogarithms around z = 0 and for z →∞. A
hyperlogarithm of weight w satisfies series representations of the form
L({a1, · · · , an}, z) =
∞∑
i=0
w∑
j=0
c
(0)
i,j log
j(z)zi . (2.15)
L({a1, · · · , an}, z) =
∞∑
i=0
w∑
j=0
c
(∞)
i,j log
j(z)z−i . (2.16)
Following [42] it is suitable to define the restricted regularization RRegz→{0,∞} given by the
constant part of the generalized series expansion
RRegz→0 L({a1, · · · , an}, z) = c(0)0,0 = 0 (2.17)
RRegz→∞ L({a1, · · · , an}, z) = c(∞)0,0 . (2.18)
One may regularize an integral by∫ z
Reg(0)
f(y)dy := F (z)− RRegy→0F (y) . (2.19)
The series expansions are constructed as follows. One first differentiates w.r.t. the argument of
the hyperlogarithm and then performs the series expansion of the derivative, which is of lower
6
weight. After this the antiderivative is calculated and the respective integration constants are
fixed. We denote the series operator by Ser(k)y→∞, up to terms of O
(
y−k logw(y)
)
. One obtains
Ser(k)z→∞L ({a1,~a}, z) =
∫ z
Reg(0)
Ser(k+1)z→∞
d
dz
L ({a1,~a}, z) + RRegz→∞L ({a1,~a}, z)
=
∫ z
Reg(0)
Ser(k+1)z→∞
1
z − a1L ({~a}, z) + RRegz→∞L ({a1,~a}, z) . (2.20)
For example, one finds
Ser(4)y→∞
d
dz
L({a1}, z) = 1
z
− a1
z2
+
a21
z3
− a
3
1
z4
+O
(
1
z5
)
, (2.21)
Ser(3)y→∞L({a1}, z) = c(∞)0,0 ({a1}) + L({0}, z)−
a1
z
− a
2
1
2z2
− a
3
1
3z3
+O
(
1
z4
)
. (2.22)
The same method is applied to construct the series representations for hyperlogarithms of higher
weight.5
We now line out how the integration constants can be transformed, which is necessary in the
applications. Derivatives for a the variable t of which the letters ai(t) in the index-set of the
hyperlogarithms may depend, are computed as follows :
∂
∂t
L({a1(t), a2(t), · · · , an(t)}, z) =
z∫
Reg(0)
dz1
z1∫
Reg(0)
dz2 · · ·
zn−1∫
Reg(0)
dzn
∂
∂t
n∏
i=1
1
zi − ai(t) .(2.23)
Note that taking the derivative with respect to the argument or an inner variable of the hyper-
logarithm always yields expressions which contain only hyperlogarithms of a lower weight. To
prepare the next integration step, the constants
c
(∞)
0,0 ({a1, · · · , an}) = RRegy→∞L ({a1, · · · , an}, y) (2.24)
have to be rewritten in terms of hyperlogarithms, such that the next integration variable does
not appear in the respective index set. This is done by differentiating, rewriting the now weight-
reduced expression and then forming the antiderivative again. Let us consider the example
c
(∞)
0,0 (−x,−1) = RRegy→∞ L({−x,−1}, y) . (2.25)
With
RRegy→∞
∂
∂x
L ({−x,−1}, y) = RRegy→∞
L({−x}, y)
x− 1 −
(y + 1)L({−1}, y)
(x− 1)(x+ y)
= −L({0}, x)
x− 1 (2.26)
one obtains
c
(∞)
0,0 (−x,−1) =
∫ x
0
RRegy→∞
∂
∂x′
L ({−x′,−1}, y)
+RRegx→0RRegy→∞ L ({−x,−1}, y)
5Algorithms to obtain closed forms for these expansions are known and have been implemented into the
computer algebra package HarmonicSums [37–39].
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=∫ x
0
dx
[
−L({0}, x
′)
x′ − 1
]
+ RRegy→∞ L ({0,−1}, y)
= −L({1, 0}, x) + ζ2 , (2.27)
with ζk =
∑∞
l=1 1/l
k, k ∈ N, k ≥ 2 the Riemann ζ-function. Special care has to be taken
when evaluating constants like c
(∞)
0,0 (a1, · · · , an) which contain letters of the form x−if(x) with
f(x) 6= 0 as x→ 0 or trailing letters of the form xif(x), with limx→0 f(x) being finite. In all other
cases RRegx→0L (a1, · · · , an, y) is just obtained by taking the limit x→ 0 under the integral. In
the first case the limit x→ 0 does not commute with y →∞. If a hyperlogarithm does not have
any trailing zero in its index set, we may substitute the integration variables zi → azi in (2.9)
to obtain
L ({a1, · · · , an}, z) = L ({aa1, · · · , aan}, az) . (2.28)
In other cases trailing zeros have to be removed by means of the shuffle algebra first, e.g.,
L ({a1, 0, 0}, z) = L ({a1}, z)L ({0, 0}, z)− L ({0}, z)L ({0, a1}, z)
+L({0, 0, a1}, z) (2.29)
= L ({0, 0}, a)L ({aa1}, az)− L ({0}, a)L ({aa1, 0}, az)
+L ({aa1, 0, 0}, az) , (2.30)
after using the relations (2.28), (2.8) and (2.10). Applying (2.28) resp. (2.30) one obtains :
c
(∞)
0,0
({x−if1(x), · · · , fn(x)}) = RRegy→∞L ({x−if1(x), · · · , fn(x)}, y)
= RRegy→∞L
({f1(x), · · · , xifn(x)}, yxi)
= RRegy→∞
[
Ser(0)z→∞L
({f1(x), · · · , xifn(x)}, z)]|z=yxi
=
[
Ser(0)z→∞L
({f1(x), · · · , xifn(x)}, z)]|z=xi . (2.31)
By definition Ser(0)z→∞L ({f1(x), · · · , xifn(x)}, z) does depend on the variable z = yxi only loga-
rithmically and the operation RRegy→∞ in the second last step is easily performed. In the case
of trailing letters of the type xif(x) with f(x) finite as x→ 0, the limit x→ 0 does not commute
with the implicit limits contained in the definition of the hyperlogarithm. Here we apply the
identity
RRegx→0L
({xi1f1(x), · · · , xinfn(x)}, y) = RRegx→0L({xi1−1f1(x), · · · , xin−1fn(x)}, yx)
= Ser(0)y→∞RRegx→0L
({xi1−1f1(x), · · · , xin−1fn(x)}, y)
(2.32)
on the parts containing the respective letters as many times as needed. The identity (2.32) is
derived by considering the change of integrations variables zi → z
′
i
x
in (2.9). We illustrate this in
the following example :
RRegx→0L
(
{−2,−x
2
}, y
)
= RRegx→0
∫ y
0
dz1
z1 + 2
RRegx→0L
(
{−1
2
}, z1
x
)
8
=∫ y
0
dz1
z1 + 2
[
Ser(0)z1→∞L
(
{−1
2
}, z1
)]
=
∫ y
0
dz1
z1 + 2
[
ln 2 + L ({0}, z1)
]
= L ({−2}, y) ln 2 + L ({−2, 0}, y) . (2.33)
The previous steps are repeated for all further integration variables until we have rewritten all
constants in a way suitable for the following parametric integrations.
That far we have described the algorithm for a finite loop diagram built of propagators and
vertices for a renormalizable quantum field theory. The present application is more general as
also local operator insertions shall be dealt with. A consistent set of Feynman rules in case of
Quantum Chromodynamics has been presented in Ref. [8]. As a consequence of the light-cone
expansion [58] the local operator insertions emerge as polynomials of degree N , N ∈ N, as has
been outlined above. For any integer value the present formalism can be applied through which
the moments of the corresponding OME are obtained. With growing values of N both the
requested CPU time and memory to perform this computation will grow significantly, usually
with a nearly constant factor by going from N → N + 2. All finite 3–loop topologies can be
dealt with this method up to a certain moment, i.e. the present method is equivalent for finite
diagrams to MATAD [43], which, however, can handle divergent graphs as well. In Section 6 we
will illustrate this for the most complicated graphs in the present project.
To use the present method also in case of general values of the Mellin variable N , the following
resummation into a generating function in the parameter t of the operator-polynomials is applied,
cf. [41] :
OP i (αi, t) =
∞∑
N=0
tNOP i (αi, N) . (2.34)
Let us illustrate the derivation of the generating function for an operator insertion on a 3–vertex.
It is of the structure
N−1∑
k=0
AN−1−kBk =
AN −BN
A−B . (2.35)
The infinite resummation results into
AN →
∞∑
k=0
tkAk =
1
1− tA (2.36)
AN −BN
A−B →
∞∑
k=0
tk−1
Ak −Bk
A−B =
1
(1− tA)(1− tB) , etc. (2.37)
The generalization to the case of l-leg operator-insertions is straightforward. It leads to (l− 1)-
additional propagator terms, now containing also the variable t. In this way structures are
obtained which are in a form suitable for the above algorithm. In case the auxiliary parameter
t does not destroy linearity in the consecutive integration of Feynman parameters, finally a
representation of the generating functions by hyperlogarithms L~w(t) is obtained.
The following representations hold for the three different operators given in Figure 1 :
OP1 (αi, t) =
ΨG
ΨG − tΨi,L+1G˜
(2.38)
9
5Figure 2: A V -topology diagram.
OP2 (αi, t) =
Ψ2G(
ΨG − tΨi,L+1G˜
)(
ΨG − tΨj,L+1G˜
) (2.39)
OP3 (αi, t) =
Ψ3G(
ΨG − tΨi,L+1G˜
)(
ΨG − tΨj,L+1G˜
)
×
[
C1
1
ΨG − t
(
Ψi,L+1
G˜
+ Ψl,L+1
G˜
) + C2 1
ΨG − t
(
Ψi,L+1
G˜
+ Ψk,L+1
G˜
)] . (2.40)
The solution for the general Mellin variable N can finally be obtained by calculating the Nth ex-
pansion coefficient of the generating function. This usually requires to solve associated difference
equations. Respective algorithms are encoded in the packages Sigma [27], EvaluateMultiSums,
SumProduction [28] and HarmonicSums [37–39]. We finally would like to note that for a fixed
value of N all massive 3-loop QCD two-point topologies turned out to be linear reducible in the
case of a single mass scale m. If we introduce generating functions this changes drastically. Some
diagrams remain linear reducible, others can be transformed into linear reducible diagrams via
a variable transformation. There are, however, also cases for which no sequence could be found
to restore linear reducibility.
One of the finite diagrams we would like to calculate is the scalar graph shown in Figure 2 in
Section 4. For this diagram no completely linear reducible integration order exists a priori.6 The
linearization of some quadratic forms occurring can be performed introducing complex letters.
A final quadratic form appears in the last step only and can be dealt with remapping the tracing
variable to gain linear reducibility by∫ ∞
0
dy
L ({· · · }, y)
y2 + y(2 + t) + 1
=
∫ ∞
0
dy
L ({· · · }, y)(
y + 1 + t/2 +
√
t2 + 4t/2
) (
y + 1 + t/2−√t2 + 4t/2)
(2.41)
Applying the transformation t = 4x2/(1− x2) yields∫ ∞
0
dy
(
x2 − 1)2 L ({· · · }, y)
(y(x2 − 1)− 1− 3x2 + 2x) (y(x2 − 1)− 1− 3x2 − 2x) . (2.42)
The final expression will consist of hyperlogarithms in the new variable x =
√
t/t+ 4. More
evolved techniques have to be applied to obtain the N -space representation, see Section 5.
We now turn to the calculation of specific finite 3-loop topologies applying the above methods.
3 Benz-Graphs
Let us first consider so-called Benz topologies. A first example is given in Figure 3.
6A corresponding remark in Ref. [59] is incorrect.
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Figure 3: The 3-loop Benz diagram for I1(N), Eq. (3.2).
Here all powers of the propagators are chosen as νi = 1. Using the method described in Section 2
one obtains the following expression :
Iˆ1(x) =
1
(1 +N)(2 +N)x
{[
2L−1(x)− 2(−1 + 2x)L1(x)− 4L1,1(x)
]
ζ3
−3L−1,0,0,1(x) + 2L−1,0,1,1(x)− 2xL0,0,1,1(x) + 3xL0,1,0,1(x)
−xL0,1,1,1(x) + (−3 + 2x)L1,0,0,1(x) + 2xL1,0,1,1(x)− L1,0,1,1,1(x)
−(5x− 1)L1,1,0,1(x) + xL1,1,1,1(x),−2L1,0,0,1,1(x) + 3L1,0,1,0,1(x)
+2L1,1,0,0,1(x) + 2L1,1,0,1,1(x)− 5L1,1,1,0,1(x) + L1,1,1,1,1(x)
}
. (3.1)
Here the global N -dependent factors stem from pre-manufacturing. The hyperlogarithms in (3.1)
are even harmonic polylogarithms (HPLs) over the alphabet {0, 1,−1} [33]. Considering (3.1) as
a power series in x, the Nth coefficient of this expression in x has to be extracted analytically in
order to recover the original integral. This can be achieved using the GetMoment function of the
package HarmonicSums, cf. [37]. One may also use guessing-methods to obtain the corresponding
difference equation based on a huge number of moments, cf. [45], and obtain the Nth coefficient
by solving this equation using Sigma [27].
The Nth Taylor coefficient of (3.1) is given as the following representation in harmonic sums :
I1(N) =
1
(N + 1)(N + 2)(N + 3)
{
P1
(1 +N)3(2 +N)3(3 +N)3
−2
(−1 + (−1)N +N + (−1)NN)
(1 +N)
ζ3 − (−1)NS−3 − N
6(1 +N)
S31 +
1
24
S41 −
1
4
S4
−(7 + 22N + 10N
2)
2(1 +N)2(2 +N)
S2 − 19
8
S22 −
1 + 4N + 2N2
2(1 +N)2(2 +N)
S21 +
9
4
S2S
2
1 −
(−9 + 4N)
3(1 +N)
S3
−2(−1)NS−2,1 + (−1 + 6N)
(1 +N)
S2,1 +
P2
(1 +N)3(2 +N)2(3 +N)2
S1
+4ζ3S1 − (−2 + 7N)
2(1 +N)
S2S1 +
13
3
S3S1 − 7S2,1S1 − 7S3,1 + 10S2,1,1
}
, (3.2)
with
P1(N) = 648 + 1512N + 1458N
2 + 744N3 + 212N4 + 32N5 + 2N6 (3.3)
P2(N) = 54 + 207N + 246N
2 + 130N3 + 32N4 + 3N5 . (3.4)
The harmonic sums are denoted by [29,30]
Sb,~a(N) =
N∑
k=1
(sign(b))k
k|b|
S~a(k), S∅ = 1 , b, ai ∈ Z\{0} (3.5)
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and we use the short-hand notation S~a(N) ≡ S~a. For all finite sum structures one easily derives
the recursive shift relation
I1(N + 1) = I1(N) + F1(N) . (3.6)
All harmonic sums can be written in terms of polynomial factors in S1(N) and those [23],
which have representations by factorial series [60]. The singularities of these sums are located
at the non-positive integers, implying that these are meromorphic functions. Furthermore the
physical expressions may exhibit singularities due to rational factors. The rightmost singularity
is determined by the spin of the particles involved. In case of massless spin–1 (1/2, 0) particles
singularities up to N = 1 (0,−1) can occur. The asymptotic representation of both types of
sums can be uniquely determined and is automated by the code HarmonicSums. The asymptotic
representation and the shift-relation (3.6) allow the analytic continuation of integrals like I1(N)
into the complex plane. The uniqueness of the analytic continuation can be proven by an
extension of Carlson’s theorem [37]. It is carried out either from the even or odd integers N
in the sum expression, depending on the crossing relations of the process described, cf. [58].
Therefore alternating sums and factors (−1)N have a definite meaning prior to the analytic
continuation N ∈ C.
For Eq. (3.2) the asymptotic expansion is given by
Iasy1 (N) '
(
1
24N3
− 1
4N4
+
25
24N5
− 15
4N6
+
301
24N7
− 161
4N8
+
3025
24N9
− 1555
4N10
)
ln4(N¯)
+
(
− 1
6N3
+
5
4N4
− 421
72N5
+
45
2N6
− 18803
240N7
+
10313
40N8
− 2480627
3024N9
+
1288247
504N10
)
ln3(N¯) +
(
− 3
2N4
+
551
48N5
− 2699
48N6
+
652013
2880N7
− 98339
120N8
+
2805553
1008N9
−290543
32N10
)
ln2(N¯) +
(
− 11
2N4
+
947
24N5
− 8887
48N6
+
103891
144N7
− 36580757
14400N8
+
2181959741
259200N9
− 11373443593
423360N10
)
ln(N¯)− 16
N4
+
2713
24N5
− 14114
27N6
+
773389
384N7
−152225303
21600N8
+
12096164219
518400N9
− 4428508717429
59270400N10
+ζ2
[(
9
4N3
− 27
2N4
+
225
4N5
− 405
2N6
+
2709
4N7
− 4347
2N8
+
27225
4N9
− 41985
2N10
)
ln2(N¯)
+
(
− 7
2N3
+
111
4N4
− 1063
8N5
+
1035
2N6
− 145147
80N7
+
239811
40N8
− 2141827
112N9
+
3342261
56N10
)
ln(N¯)
− 7
N4
+
2603
48N5
− 12755
48N6
+
340949
320N7
− 92045
24N8
+
9325513
720N9
− 28247675
672N10
]
+ζ3
[(
− 17
3N3
+
34
N4
− 425
3N5
+
510
N6
− 5117
3N7
+
5474
N8
− 51425
3N9
+
52870
N10
)
ln(N¯)
+
26
3N3
− 121
2N4
+
9857
36N5
− 1035
N6
+
428011
120N7
− 233281
20N8
+
55892059
1512N9
− 28953679
252N10
]
+ζ22
( 241
40N3
− 723
20N4
+
1205
8N5
− 2169
4N6
+
72541
40N7
− 116403
20N8
+
145805
8N9
−224853
4N10
)
+O
(
ln4(N¯)
N11
)
, (3.7)
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with N¯ = N exp(γE) and γE the Euler-Mascheroni constant.
Let us now consider further topologies, exhibiting different levels of complexity, characterized
by the type of the contributing nested sums.
Figure 4: The 3-loop Benz diagram for I2(N), Eq. (3.8).
Following the above algorithm, integral I2(N) defined by the graph in Figure 4, yields :
I2(N) =
1
(N + 1)(N + 2)(N + 3)
{
2 (N + 3)
(N + 1)3(N + 2)
− 4
(−4− 3N + 22+N(N + 1))
N + 1
ζ3
+
1
2(N + 1)(N + 2)
S21 −
1
2
S31 +
(−1 + 9N + 4N2)
2(N + 1)2(N + 2)
S2 − 5 (N + 2)
2
S22
−3S3 − 3 (N + 2)
2
S4 − (5 + 3N)
N + 1
S2,1 − N
2 − 3
(N + 1)3(N + 2)
S1 + 4 (N + 2)S1ζ3
−7
2
S1S2 − 2 (N + 2)S1S2,1 + 2 (N + 2)S3,1 + 24+NS1,2
(
1
2
, 1
)
+4 (N + 2)S2,1,1 + 2
3+NS1,1,1
(
1
2
, 1, 1
)}
. (3.8)
This integral contains generalized harmonic sums and also terms of the O(2N), which cancel in
the asymptotic expansion.
Iasy2 (N) =
(
− 1
2N3
+
3
N4
− 25
2N5
+
45
N6
− 301
2N7
+
483
N8
− 3025
2N9
+
4665
N10
)
ln3(N¯)
+
(
− 19
4N4
+
297
8N5
− 196
N6
+
72289
80N7
− 163837
40N8
+
6772187
336N9
− 6652459
56N10
)
ln2(N¯)
+
(
− 2
N3
+
14
N4
− 6089
72N5
+
33071
72N6
− 17131999
7200N7
+
22857919
1800N8
− 1113784177
14700N9
+
19063098643
35280N10
)
ln(N¯)− 4
N3
+
35
2N4
− 4181
108N5
− 24331
432N6
+
16232209
12000N7
−863086111
72000N8
+
1575813188009
16464000N9
− 483184825009
592704N10
+
[(
− 7
2N3
+
21
N4
− 175
2N5
+
315
N6
− 2107
2N7
+
3381
N8
− 21175
2N9
+
32655
N10
)
ln(N¯)
+
3
N3
− 133
4N4
+
4819
24N5
− 1945
2N6
+
347613
80N7
− 783477
40N8
+
490035913
5040N9
− 97672721
168N10
]
ζ2
+
(
3
N3
− 18
N4
+
75
N5
− 270
N6
+
903
N7
− 2898
N8
+
9075
N9
− 27990
N10
)
ζ3 +
(
27
10N2
13
− 54
5N3
+
351
10N4
− 108
N5
+
3267
10N6
− 4914
5N7
+
29511
10N8
− 8856
N9
+
265707
10N10
)
ζ22
+O
(
ln3(N¯)
N11
)
. (3.9)
Figure 5: The 3-loop Benz diagram for I3(N), Eq. (3.10).
Diagram I3(N) differs from diagram I1(N) by moving the operator insertion to one propagator
to the right. The result obtained is much more simple than for I1(N), cf. (3.2), and is given in
terms of a few harmonic sums only,
I3(N) =
1
(N + 1)(N + 2)2
{
4
(N + 1)2(N + 2)
− 4S1
(N + 2)
+ 4S2
}
, (3.10)
with the asymptotic representation
Iasy3 (N) =
(
− 4
N4
+
28
N5
− 124
N6
+
444
N7
− 1404
N8
+
4092
N9
− 11260
N10
)
ln(N¯)
− 4
N4
+
20
N5
− 181
3N6
+
133
N7
− 2009
10N8
+
1297
30N9
+
728377
630N10
+
(
4
N3
− 20
N4
+
68
N5
− 196
N6
+
516
N7
− 1284
N8
+
3076
N9
− 7172
N10
)
ζ2 +O
(
ln(N¯)
N11
)
.
(3.11)
Further Benz-diagrams are shown in Figures 6, 7.
Figure 6: The 3-loop Benz diagram for I4(N), Eq. (3.12).
Integral I4(N) is given by
I4(N) =
1
(N + 1)(N + 2)
{
P3
(N + 1)(N + 2)
ζ3
+
1
N + 2
S−3 +
(−1)N
2(N + 2)
S31 −
(−1)N(3 + 2N)
2(N + 1)2(N + 2)
S2 +
5(−1)N
2
S22
+
(−1)N(3 + 2N)
2(N + 1)2(N + 2)
S21 −
(−1)N
2
S2S
2
1 +
3(−1)N(4 + 3N)
(N + 1)(N + 2)
S3 + 3(−1)NS4
14
+
2
(N + 2)
S−2,1 + 2(−1)Nζ3S1 (2) + 2(−1)
N(3 +N)
(N + 1)(N + 2)
S2,1 − 12(−1)NS1ζ3
+
(−1)N(5 + 7N)
2(N + 1)(N + 2)
S1S2 + 3(−1)NS1S3 + 4(−1)NS2,1S1 − 4(−1)NS3,1
−4
(
(−1)N22+N − 3(−2)NN + 3(−1)N21+NN)
(N + 1)(N + 2)
S1,2
(
1
2
, 1
)
− 5(−1)NS2,1,1
+
2
(−(−1)N22+N − 13(−2)NN + 5(−1)N21+NN)
(N + 1)(N + 2)
S1,1,1
(
1
2
, 1, 1
)
−2(−1)NS1,1,2
(
2,
1
2
, 1
)
− (−1)NS1,1,1,1
(
2,
1
2
, 1, 1
)}
, (3.12)
P3(N) = 2
(
1− 13(−1)N + (−1)N23+N +N − 7(−1)NN + 3(−1)N21+NN) , (3.13)
containing generalized harmonic sums.
The asymptotic representation of diagram I4 reads
Iasy4 (N) = (−1)N
{[
− 1793
2N10
+
769
2N9
− 321
2N8
+
129
2N7
− 49
2N6
+
17
2N5
− 5
2N4
+
1
2N3
]
ln3(N¯)
+
[
− 3
2N3
+
21
2N4
− 363
8N5
+
1323
8N6
− 9389
16N7
+
183573
80N8
− 538097
48N9
+
123450851
1680N10
]
× ln2(N¯) +
[
− 7
N4
+
429
8N5
− 6763
24N6
+
662993
480N7
− 3542309
480N8
+
79274089
1680N9
−89308307
240N10
]
ln(N¯) +
[[
− 1
2N2
+
3
2N3
− 7
2N4
+
15
2N5
− 31
2N6
+
63
2N7
− 127
2N8
+
255
2N9
− 511
2N10
]
ln2(N¯) +
[
3
N3
− 203
12N4
+
247
4N5
− 7457
40N6
+
20271
40N7
− 3251987
2520N8
+
528337
168N9
−5348629
720N10
]
ln(N¯) +
[
− 5
N3
+
285
8N4
− 3887
24N5
+
181091
288N6
− 1151603
480N7
+
7293811
720N8
−14793223
280N9
+
217689527539
604800N10
]]
ζ2 +
[[
− 1
N2
+
3
N3
− 7
N4
+
15
N5
− 31
N6
+
63
N7
−127
N8
+
255
N9
− 511
N10
]
ln(N¯) +
[
− 3
2N3
+
67
12N4
− 59
4N5
+
1363
40N6
− 2949
40N7
+
388153
2520N8
− 53027
168N9
+
460691
720N10
]]
ζ3 +
[
− 12
5N2
+
36
5N3
− 84
5N4
+
36
N5
− 372
5N6
+
756
5N7
− 1524
5N8
+
612
N9
− 6132
5N10
]
ζ22 +
[
4
N3
− 49
4N4
+
181
216N5
+
27119
144N6
− 40222139
27000N7
+
1251907
125N8
−10792338497459
148176000N9
+
18342053050631
29635200N10
]}
+O
(
ln3(N¯)
N11
)
. (3.14)
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Figure 7: The 3-loop Benz diagram for I5(N), Eq. (3.15).
Despite diagrams I4 and I5 are topologically quite similar, their result turns out to be struc-
turally different. Integral I5(N) is given by
I5(N) =
(−1)N
(N + 1)(N + 2)
{
−2
(
2 + (−1)N(2 +N))
(1 +N)
ζ3 +
3
(N + 1)2
S2 +
5
2
S22 +
3
2
S4
+
2
(N + 1)
S2,1 − 2
(N + 1)3
S1 − 4ζ3S1 + 2S2,1S1 − 2S3,1 − 4S2,1,1
}
, (3.15)
with the asymptotic representation
Iasy5 (N) = (−1)N
{(
2
N3
− 15
2N4
+
166
9N5
− 445
12N6
+
59153
900N7
− 7987
75N8
+
1185269
7350N9
− 227247
980N10
)
ln(N¯) +
(
− 3
N3
+
27
2N4
− 41
N5
+
105
N6
− 2449
10N7
+
5397
10N8
− 40158
35N9
+
16686
7N10
)
ζ2 +
(
4
N3
− 25
2N4
+
2885
108N5
− 883
18N6
+
381781
4500N7
− 1312181
9000N8
+
4756944037
18522000N9
− 386004953
823200N10
)
+
(
− 27
10N2
+
81
10N3
− 189
10N4
+
81
2N5
− 837
10N6
+
1701
10N7
− 3429
10N8
+
1377
2N9
− 13797
10N10
)
ζ22
}
+
(
− 2
N2
+
4
N3
− 6
N4
+
8
N5
− 10
N6
+
12
N7
− 14
N8
+
16
N9
− 18
N10
)
ζ3 +O
(
ln(N¯)
N11
)
. (3.16)
Figure 8: The 3-loop Benz diagram for I6(N), Eq. (3.17).
Finally we consider diagram 6 as an example for convergent Benz-graphs. Applying the above
algorithm one obtains :
I6(N) = C1
{
P4
(N + 1)5(N + 2)5(N + 3)
− (−1)N P5
(N + 1)5(N + 2)5(N + 3)
+ 10S−5
16
+
P6
2(N + 1)3(N + 2)3(N + 3)2
S21 +
P7
2(N + 1)2(N + 2)2(N + 3)2
S31 +
4
N + 3
S1S−3
− P8
(N + 1)2(N + 2)2(N + 3)2
S−3 + 3S2S−3 +
5
N + 3
S4 − S5 − 2S−4,1
+
[
3(−1)NP9
(N + 1)2(N + 2)2(N + 3)2
+
P10
(N + 1)2(N + 2)2(N + 3)2
]
S3 − 2
(N + 3)2
S−2,1
−8S−2,3 +
[
(−1)N 2P9
(N + 1)2(N + 2)2(N + 3)2
− 4S−2 − 4S2 − 2(N + 2)
N + 3
S1 (2)
+
2P11
(N + 1)2(N + 2)2(N + 3)2
+ 2N+2
P12
(N + 1)2(N + 2)2(N + 3)2
]
ζ3 − 5S2,−3
+
[
− 17 + 23N + 9N
2 +N3
(N + 1)(N + 2)(N + 3)2
− (−1)N 58 + 84N + 43N
2 + 10N3 +N4
(N + 1)2(N + 2)2(N + 3)2
]
S2,1
+
2 (17 + 27N + 15N2 + 3N3)
(N + 1)3(N + 2)3(N + 3)
S−2 − 2
N + 3
S−2S2 + 2S3S−2 + 2S2,1S−2
−(−1)N P13
(N + 1)3(N + 2)3(N + 3)2
S2 +
P14
2(N + 1)3(N + 2)3(N + 3)2
S2
−S3S2 − 2S−2,1S2 + 2S2,1S2 + (−1)N 2 (7 + 6N +N
2) (9 + 10N + 3N2)
(N + 1)4(N + 2)4(N + 3)2
S1
+
[
P15
(N + 1)4(N + 2)4(N + 3)2
+ (−1)N P9
(N + 1)2(N + 2)2(N + 3)2
S2
]
S1 − 2S2,3
+
7 (61 + 136N + 123N2 + 55N3 + 12N4 +N5)
2(N + 1)2(N + 2)2(N + 3)2
S2S1 +
5
N + 3
S1S3
− 1
N + 3
S1S2,1 − (9 +N)
N + 3
S3,1 + S4,1 − 2
2+N (4 + 7N +N2)
(N + 1)(N + 3)2
S1,2
(
1
2
, 1
)
− 2S2,1,−2
−2S2,2,1 − 2(2 +N)
3 +N
S2,1,1 − 2S3,1,1 − 2
1+N (4 + 7N +N2)
(N + 1)(N + 3)2
S1,1,1
(
1
2
, 1, 1
)
+
2(N + 2)
N + 3
S1,1,2
(
2,
1
2
, 1
)
+ 3S2,1,1,1 +
(N + 2)
N + 3
S1,1,1,1
(
2,
1
2
, 1, 1
)}
+C2
{
−(−1)N P16
(1 +N)5(2 +N)5(3 +N)
+
P17
(1 +N)5(2 +N)5(3 +N)
− 10S−5
+
38 + 45N + 16N2 +N3
(1 +N)2(2 +N)2(3 +N)
S−3 − 4S1
3 +N
S−3 − 3S2S−3 + S5 + 2S−4,1 + 8S−2,3
+
[
− 1
2(3 +N)
+
(−1)N
(2 +N)(3 +N)
]
S22 + S3S2 + 2S−2,1S2 + 5S2,−3
+2
[
11 + 15N + 7N2 +N3
(1 +N)2(2 +N)2(3 +N)
− (−1)N 23 + 28N + 10N
2 +N3
(1 +N)2(2 +N)2(3 +N)
+ 2S−2
+
(
− 1
3 +N
− (−1)N 1
(2 +N)(3 +N)
)
S1 + S2
]
ζ3 − (−1)
N
2(2 +N)(3 +N)
S21S2
− 2(−1)
N (5 + 6N + 2N2)
(1 +N)2(2 +N)3(3 +N)
S21 +
2
(2 +N)(3 +N)
S−2,1
17
+(
9 + 10N + 3N2
(1 +N)2(2 +N)2(3 +N)
− 3(−1)
N (23 + 28N + 10N2 +N3)
(1 +N)2(2 +N)2(3 +N)
)
S3
+
(
− 3
2(3 +N)
+
3(−1)N
2(2 +N)(3 +N)
)
S4
− (−1)
N (−8− 7N +N3)
(1 +N)3(2 +N)3(3 +N)
S2 +
17 + 27N + 15N2 + 3N3
(1 +N)3(2 +N)3(3 +N)
S2
−2 (17 + 27N + 15N
2 + 3N3)
(1 +N)3(2 +N)3(3 +N)
S−2 +
2S2
3 +N
S−2 − 2S3S−2 − 2S2,1S−2
+
(−1)N (23 + 28N + 10N2 +N3)
(1 +N)2(2 +N)2(3 +N)
S2,1
−4(−1)
N(3 + 2N) (3 + 3N +N2)
(1 +N)4(2 +N)3(3 +N)
S1 − (−1)
N (23 + 28N + 10N2 +N3)
(1 +N)2(2 +N)2(3 +N)
S1S2
+
(
− 1
3 +N
− 3(−1)
N
(2 +N)(3 +N)
)
S3S1 +
(−1)N
(2 +N)(3 +N)
S1S2,1
+
(
1
3 +N
+
5(−1)N
(2 +N)(3 +N)
)
S3,1 + 2S2,1,−2 − 5(−1)
N
(2 +N)(3 +N)
S2,1,1
}
. (3.17)
Here C1 and C2 are group-theoretic factors accounting e.g. for color degrees. We leave them
unspecified since only scalar graphs are calculated, see Figure 1. The polynomials in (3.17) read
P4(N) = −70− 108N − 18N2 + 49N3 + 30N4 + 5N5 (3.18)
P5(N) = −70− 104N − 3N2 + 70N3 + 43N4 + 8N5 (3.19)
P6(N) = 47 + 98N + 81N
2 + 30N3 + 4N4 (3.20)
P7(N) = 61 + 136N + 123N
2 + 55N3 + 12N4 +N5 (3.21)
P8(N) = 112 + 168N + 89N
2 + 18N3 +N4 (3.22)
P9(N) = 58 + 84N + 43N
2 + 10N3 +N4 (3.23)
P10(N) = 48 + 213N + 274N
2 + 150N3 + 36N4 + 3N5 (3.24)
P11(N) = −126− 284N − 259N2 − 116N3 − 25N4 − 2N5 (3.25)
P12(N) = 16 + 60N + 80N
2 + 47N3 + 12N4 +N5 (3.26)
P13(N) = 51 + 103N + 81N
2 + 29N3 + 4N4 (3.27)
P14(N) = 325 + 758N + 669N
2 + 262N3 + 38N4 (3.28)
P15(N) = 160 + 391N + 396N
2 + 204N3 + 52N4 + 5N5 (3.29)
P16(N) = 142 + 370N + 388N
2 + 203N3 + 52N4 + 5N5 (3.30)
P17(N) = 142 + 374N + 403N
2 + 224N3 + 65N4 + 8N5. (3.31)
The asymptotic expansion of I6 is given by
Iasy6 (N) = C1
{[
1
4N2
− 19
12N3
+
15
2N4
− 1889
60N5
+
247
2N6
− 38935
84N7
+
3371
2N8
− 359009
60N9
+
41679
2N10
]
× ln3(N¯) +
[
1
8N2
+
23
12N3
− 223
12N4
+
45229
400N5
− 280379
480N6
+
66622583
23520N7
− 23133233
1680N8
+
724473271
10080N9
− 2931192779
6720N10
]
ln2(N¯) +
[
(−1)N
[
1
N7
− 21
N8
+
242
N9
− 1998
N10
]
18
− 7
8N2
+
95
18N3
− 3371
288N4
− 69017
2000N5
+
8462677
14400N6
− 7789424551
1646400N7
+
323933401
9800N8
−247879811629
1058400N9
+
3111216830509
1693440N10
]
ln(N¯) +
[
−24
5
+
43
10N
− 129
10N2
+
387
10N3
− 1161
10N4
+
3483
10N5
− 10449
10N6
+
31347
10N7
− 94041
10N8
+
282123
10N9
− 846369
10N10
]
ζ22 + (−1)N
[
− 1
N4
+
51
4N5
− 884
9N6
+
14041
24N7
− 1768501
600N8
+
657507
50N9
− 262301037
4900N10
]
+
[
(−1)N
[
− 3
N3
+
27
N4
− 159
N5
+
765
N6
− 3249
N7
+
12663
N8
− 46443
N9
+
163377
N10
]
− 3
2N2
+
19
2N3
− 45
N4
+
1889
10N5
− 741
N6
+
38935
14N7
− 10113
N8
+
359009
10N9
− 125037
N10
]
ζ3 + ζ2
[
(−1)N
[
− 5
2N4
+
295
12N5
− 605
4N6
+
89029
120N7
− 127147
40N8
+
31520947
2520N9
− 2616665
56N10
]
+
[
(−1)N
[
− 1
N3
+
9
N4
− 53
N5
+
255
N6
− 1083
N7
+
4221
N8
− 15481
N9
+
54459
N10
]
+
7
4N2
− 133
12N3
+
105
2N4
− 13223
60N5
+
1729
2N6
−38935
12N7
+
23597
2N8
− 2513063
60N9
+
291753
2N10
]
ln(N¯) + 3ζ3 − 11
8N2
+
569
36N3
− 1225
12N4
+
216201
400N5
− 1261231
480N6
+
125654423
10080N7
− 306787391
5040N8
+
9847032577
30240N9
− 13758651023
6720N10
]
+ζ5 − 31
16N2
+
2153
216N3
− 5735
128N4
+
40340069
180000N5
− 542992637
432000N6
+
659641453013
86436000N7
−7397109902939
148176000N8
+
962090042920501
2667168000N9
− 330634683598931
111132000N10
}
+C2
{
(−1)N
[
2
N3
− 15
N4
+
226
3N5
− 950
3N6
+
18049
15N7
− 12859
3N8
+
511284
35N9
− 337628
7N10
]
× ln2(N¯) + (−1)N
[
4
N3
− 20
N4
+
581
9N5
− 2879
18N6
+
132043
450N7
− 39521
180N8
− 1617779
1225N9
+
41782189
4410N10
]
ln(N¯) +
[
(−1)N
[
− 19
10N2
+
19
2N3
− 361
10N4
+
247
2N5
− 4009
10N6
+
2527
2N7
−39121
10N8
+
23959
2N9
− 364249
10N10
]
− 8
5N
+
24
5N2
− 72
5N3
+
216
5N4
− 648
5N5
+
1944
5N6
−5832
5N7
+
17496
5N8
− 52488
5N9
+
157464
5N10
]
ζ22 + (−1)N
[
5
N3
− 227
8N4
+
3259
27N5
− 395983
864N6
+
1296603
800N7
− 488729
90N8
+
64743036461
3704400N9
− 40570237223
740880N10
]
+
[
(−1)N
[
− 1
2N2
+
5
2N3
19
− 19
2N4
+
65
2N5
− 211
2N6
+
665
2N7
− 2059
2N8
+
6305
2N9
− 19171
2N10
]
ln2(N¯) + (−1)N
[
− 5
2N3
+
175
12N4
− 695
12N5
+
7763
40N6
− 4759
8N7
+
4409821
2520N8
− 2570599
504N9
+
75289517
5040N10
]
ln(N¯)
+(−1)N
[
1
2N3
− 55
8N4
+
122
3N5
− 51913
288N6
+
1006891
1440N7
− 45683
18N8
+
14891573
1680N9
−18137689541
604800N10
]
+
1
N2
− 6
N3
+
161
6N4
− 106
N5
+
3901
10N6
− 6849
5N7
+
976349
210N8
− 538172
35N9
+
2092661
42N10
]
ζ2 +
[
(−1)N
[
− 15
2N3
+
175
4N4
− 695
4N5
+
23289
40N6
− 14277
8N7
+
4409821
840N8
−2570599
168N9
+
75289517
1680N10
]
+ (−1)N
[
− 3
N2
+
15
N3
− 57
N4
+
195
N5
− 633
N6
+
1995
N7
−6177
N8
+
18915
N9
− 57513
N10
]
ln(N¯)
]
ζ3 − 1
4N3
+
7
3N4
− 691
48N5
+
3521
48N6
− 13331
40N7
+
55991
40N8
− 6987079
1260N9
+
26436619
1260N10
}
+O
(
ln3(N¯)
N11
)
. (3.32)
For all the above graphs, irrespectively of their concrete representation at integer values of
N , which is of different complexity, the shift relation N → (N −1) for N ∈ C can be established
through simpler functions correspondingly, for which the analytic continuation has been worked
out in Refs. [23,35,37]. In case of harmonic sums and cyclotomic harmonic sums the singularities
are located at N ∈ Z, N < 1. The rational pre-factors may induce also singularities at N = 1.
The generalized harmonic sums in I2, I4 and I6 have already been studied in (3.36–3.40) in [41]
giving the corresponding Mellin representations. They partly appear together with the pre-factor
2N . As has been seen above, the corresponding asymptotic representations of I2, I4 and I6 are
well behaved. We still have to determine the positions of the poles of these sums in the complex
plane. The following integrals have to be considered:
S1(2;N) =
∫ 1
0
dx
(2x)N − 1
x− 1
2
= S1(N) +
∫ 2
1
dx
xN − 1
x− 1 . (3.33)
The last integral in (3.33) is analytic in C for any finite range. Thus the singularities of S1(2;N)
are those of S1(N); the exponential growth of the sum for N →∞ is canceled by other terms in
the integrals I2,4,6. The second integral in the sum
S1,2
(
1
2
, 1;N
)
=
5
8
ζ3 +
1
2N
∫ 1
0
dxxn
Li2(1− x)
2− x (3.34)
has a factorial series representation [60]. Here Lin(x) =
∑∞
k=1(x
k/kn), n ≥ 0 denotes the
polylogaritm. The singularities are thus located at the non-positive integers. This also applies
for the sum S1,1,2 (2, 1/2, 1;N), related to the integrals∫ 1
0
dx
xN − 1
1− x H−1,0,1(1− x) and
∫ 1
0
dx
xN − 1
1− x H−1(1− x) . (3.35)
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Here H~a(x) denote the harmonic polylogarithms over the alphabet {0, 1,−1} [33]. Next we
consider
1
2
∫ 1
0
dx
(x
2
)N H1,1(x)
1− x
2
=
∞∑
l=0
1
2N+1+l
∫ 1
0
dxxN+l ln2(1− x)
= 2
∞∑
l=1
1
2N+l
S1,1(N + l)
N + l
, (3.36)
with S1,1(m) = [S
2
1(m) + S2(m)]/2. The representations of the harmonic sums [30] imply that
(3.36) converges absolutely, with poles at −(N + l) ∈ N\{0}.
4 V-type Diagrams with Five Massive Propagators
Another genuine 3–loop topology is represented by the V -type diagram shown in Figure 2.
According to the Feynman rules given in Figure 1 it consists out of two contributions, which
are labeled by the constants C1 and C2. One may consider these terms as being obtained by
(a) either expanding one line of a ladder graph or (b) the crossed box graph, cf. Figure 6c, by
applying the light-cone expansion. In the α-representation these graphs are given by
I7a =
∫ ∞
0
dx1dx2dα2dα3dα7
∑N
j1=0
∑N+1
j2=j1+1
(−T2)j1 (T1)N+1−j2 (T1 + T3)j2−j1−1
UN+2M
x1x2
(4.1)
I7b =
∫ ∞
0
dx1dx2dα2dα3dα7
∑N
j1=0
∑N+1
j2=j1+1
(−T2)j1 (T1)N+1−j2 (T1 − T4)j2−j1−1
UN+2M
x1x2,
(4.2)
where
x1 = α1 + α6
x2 = α4 + α5 (4.3)
and the different graph polynomials read
M = x1 + x2 + α7
U = −α3α2α7 − α2α7x2 − α2x2x1 − α3α2x2 − α3α2x1 − α7x2x1 − α3x2x1 − α3α7x1
T1 = −α3α7α1 + α3α2α7 − α2α3α1 − α2α3α4 + α2α7x2 + α2x2x1 − α2x2α1 + α3α2x2
+α3α2x1 + α7x2x1 − α7x2α1 + α3x2x1 − α3x2α1 + α3α7x1
T2 = −(α7α4α2 − α3α2α7 + α2α3α1 + α2α3α4 − α2α7x2 − α2x2x1 + α2α4x1 − α3α2x2
−α3α2x1 − α7x2x1 + α7α4x1 − α3x2x1 + α3α4x1 − α3α7x1)
T3 = α7x2α1 + α3x2α1 + α3α7α1 − α3α4x1
T4 = −α2x2α1 + α7α4x1 + α7α4α2 + α2α4x1 . (4.4)
The integral I7a, stemming from a former ladder-like topology, is expected to have a representa-
tion and complexity of other ladder-type diagrams considered in Ref. [41] before. We first obtain
the representation in terms of hyperlogarithms :
Iˆ7a(x) =
4
x2(x+ 1)
{
− [L({0, 1}, x) + L({0,−1}, x)] ζ3 − 4L({0,−1,−1, 0,−1}, x)
21
−2L({0,−1, 0,−1,−1}, x) + 2L({0,−1, 0, 0,−1}, x) + 6L({0, 0,−1,−1,−1}, x)
−4L({0, 1, 0,−1,−1}, x) + 2L({0, 1, 0, 0,−1}, x)
}
. (4.5)
The generating function representation is given by harmonic polylogarithms only. From (4.5)
the Nth Taylor coefficient is derived using the GetMoment option of HarmonicSums. I7a(N) is
represented in terms of harmonic sums up weight w = 5 :
I7a(N) = (−1)N
[
− 12 (2N + 3) (N
2 + 3N + 3)
(N + 1)3(N + 2)3
S21 +
8 (2N2 + 6N + 5)
(N + 1)2(N + 2)2
[2S1S2 − S2,1]
− 8 (4N + 5)
(N + 1)2(N + 2)3
S1 + 8S3S2 + 16S2,1S2 + 8S−2,1S−2 + 8S5 − 8S2,3 + 24S4,1
−8S−2,1,−2 − 24S2,2,1 − 24S3,1,1 + 4 (10N
3 + 43N2 + 65N + 35)
(N + 1)3(N + 2)3
S2
]
+
8(2N + 3)
(N + 1)2(N + 2)2
[S−3 − 2S−2,1]
+4
[
(−1)N
(
(2N2 + 6N + 5)
(N + 1)2(N + 2)2
+ S2 + S−2
)
− (2N + 3)
(N + 1)2(N + 2)2
]
ζ3 . (4.6)
The asymptotic representation of integral I7a is given by
Iasy7a (N) ∝[
(−1)N
(
−16
N
+
40
N2
− 296
3N3
+
240
N4
− 8632
15N5
+
1360
N6
− 66536
21N7
+
7280
N8
− 247672
15N9
+
37008
N10
)
× ln(N¯) + (−1)N
[
−16
N
− 2
N2
+
538
9N3
− 721
3N4
+
18996
25N5
− 6514
3N6
+
12902497
2205N7
− 954313
63N8
+
7190138
189N9
− 19586179
210N10
+ 12ζ3
]]
ζ2 + (−1)N
[(
6
N2
− 30
N3
+
111
N4
− 360
N5
+
1079
N6
−3060
N7
+
8317
N8
− 21840
N9
+
278631
5N10
)
ln2(N¯) +
(
10
N2
− 20
N3
+
11
6N4
+
485
3N5
− 15469
18N6
+
19465
6N7
− 13226411
1260N8
+
216849
7N9
− 9020336
105N10
)
ln(N¯) +
1
N2
+
62
3N3
− 7457
72N4
+
31339
90N5
−5369077
5400N6
+
6553031
2520N7
− 3416761097
529200N8
+
820719223
52920N9
− 192478383749
5292000N10
− 5ζ5
]
+(−1)N
(
12
N
− 30
N2
+
74
N3
− 180
N4
+
2158
5N5
− 1020
N6
+
16634
7N7
− 5460
N8
+
61918
5N9
−27756
N10
)
ζ3 +O
(
ln2(N¯)
N11
)
(4.7)
and shows a regular behaviour.
Integral I7b(N), related to crossed-box topologies by one additional propagator expansion,
conversely leads to new structures.
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First we derive the representation of Iˆ7b(x) (4.2) in terms of iterated integrals containing the
auxiliary parameter x. We define
r =
√
x
4 + x
. (4.8)
The result is given by 1405 different hyperlogarithms. The corresponding expression is too long
to be given in full form here. Instead we show a series of typical terms to illustrate different
contributing functions :
Iˆ7b(x) = −2(3xr + 12r − 2x) ζ3
x2(x+ 1)
L({−1}, r) + 2(3xr + 12r + 2x) ζ3
x2(x+ 1)
L({1}, r)
−23L({−4,−4,−4,−4}, x)
2x(x+ 1)
+
7L({−4,−4,−4,−1}, x)
x(x+ 1)
+
2L({−4,−4,−1,−4}, x)
x(x+ 1)
+
9L({−4,−4,−1,−1}, x)
2x(x+ 1)
+
9L({−4,−4, 0,−4}, x)
x(x+ 1)
− 8L({−4,−4, 0,−1}, x)
x(x+ 1)
−2L({−4,−4, 0, 1}, x)
x(x+ 1)
... +
2(4xr + 16r + 5x)L
({− 1,−1, 0,− i√
3
}
, r
)
x2(x+ 1)
+
2(4xr + 16r + 5x)L
({− 1,−1, 0, i√
3
}
, r
)
x2(x+ 1)
+
4(xr + 4r − x)L({− 1,−1, 0,− 1√
5
}
, r
)
x2(x+ 1)
+
4(xr + 4r − x)L({− 1,−1, 0, 1√
5
}
, r
)
x2(x+ 1)
+
2r(x+ 4)L({−1,−1, 1,−1}, r)
x2(x+ 1)
+
2r(x+ 4)L({−1,−1, 1, 1}, r)
x2(x+ 1)
−
2r(x+ 4)L
({− 1,−1, 1,− 1√
5
}
, r
)
x2(x+ 1)
−
2r(x+ 4)L
({− 1,−1, 1, 1√
5
}
, r
)
x2(x+ 1)
... (4.9)
The index sets of the hyperlogarithms contain the letters{
1, 0,−1,−4, 1
2
,−1
3
, 1
3
,− i√
3
, i√
3
− 1√
5
, 1√
5
}
, (4.10)
x or r as argument and reach weight w = 5.
In the last step of integration in determining (4.9) root-valued letters appear. Both due to
the massive case studied here and the presence of the local operator insertion in the present
case no complete Fubini sequence is obtained in the first place. However, transformation (4.8)
establishes linear reducibility once agian and the corresponding integral can be solved.
To derive the Nth Taylor coefficient from (4.9) has not been straightforward. Here we have
chosen two ways. In a more simple approach we generated fixed Mellin moments from (4.9) and
used the method of guessing [61] to derive a corresponding difference equation, cf. also [45].
We were able to generate 1500 moments. About 800 moments were finally needed to establish
the difference equation. With Sigma [27] this difference equation could be solved in a time
of 2000 seconds, through which the Nth Taylor coefficient has been obtained. The method
of guessing mostly delivers correct results with a failure estimated to be ∼ 10−60 [61], yet it
is not exact. Therefore we also derived from (4.9) the Nth coefficient using Sigma [27] and
HarmonicSums [37–39]. This computation requested two days of computation time confirming
the result obtained by the method of guessing :
I7b = − 2(3N + 2)
(N + 1)5(N + 2)2
+
2
(
4N3 + 35N2 + 82N + 58
)
(N + 1)3(N + 2)3
[S2 + 3S−2]
23
−4
(
N3 + 8N2 + 23N + 20
)
(N + 1)2(N + 2)2
S3 −
4
(
N3 + 8N2 + 27N + 26
)
(N + 1)2(N + 2)2
S−3 −
8
(
N2 + 6N + 7
)
(N + 1)2(N + 2)
S−2,1
+2N+2
(
2N3 + 12N2 + 31N + 26
)
(N + 1)2(N + 2)2
[
S1,2
(
1
2
, 1
)
+ 3S1,2
(
1
2
,−1
)]
+
(−1)N(
2N
N
){− 3(4N2 + 6N − 3)
(N + 1)(N + 2)(2N + 1)
N∑
i=1
(−2)i
(
2i
i
)
S1,2
(1
2
, 1, i
)
− 9
(
4N2 + 6N − 3)
(N + 1)(N + 2)(2N + 1)
N∑
i=1
(−2)i
(
2i
i
)
S1,2
(1
2
,−1, i)+ (N + 1)
(N + 2)(2N + 1)
[
−
N∑
i=1
(−1)i
(
2i
i
)
i3
− 2
N∑
i=1
(
2i
i
)
S1
(
i
)
i2
+
3
2
N∑
i=1
(
2i
i
)
S21
(
i
)
i
+
9
2
N∑
i=1
(
2i
i
)
S2
(
i
)
i
+2
N∑
i=1
(−1)i
(
2i
i
)
S2
(
i
)
i
+ 3
N∑
i=1
(
2i
i
)
S−2
(
i
)
i
+ 6
N∑
i=1
(−1)i
(
2i
i
)
S−2
(
i
)
i
]}
+(−1)N
{
−8
(
N3 + 6N2 + 11N + 7
)
3(N + 1)2(N + 2)2
S31 +
(− 4N3 − 7N2 + 6N + 10)
(N + 1)3(N + 2)3
S21
+
[
2
(
16N3 + 107N2 + 222N + 146
)
(N + 1)4(N + 2)3
− 12
(
N3 + 6N2 + 11N + 7
)
(N + 1)2(N + 2)2
S2
]
S1
+4S22 + 6S
2
−2 + 10S4 +
2(3N + 2)
(N + 1)5(N + 2)2
− 8
(
5N3 + 24N2 + 37N + 20
)
3(N + 1)2(N + 2)2
S3
−8(5N + 12)S5 + 8S−4 − 10(N + 2)S−5
+
[
−8
(
2N3 + 10N2 + 16N + 9
)
(N + 1)2(N + 2)2
− 2(5N + 12)S2 − 6(5N + 12)S−2
]
S−3
+
[
−36N3 − 165N2 − 270N − 158
(N + 1)3(N + 2)3
− 2(5N + 12)S3 − 4S2,1
]
S2
+
4
(
N3 + 6N2 + 11N + 7
)
(N + 1)2(N + 2)2
S2,1 + 2(5N + 12)S2,3 + 2(5N + 16)S2,−3 − 12S3,1
+16(N + 2)S4,1 +
16
(
N3 + 6N2 + 11N + 7
)
(N + 1)2(N + 2)2
S−2,1 +
[
−2
(
4N3 + 7N2 − 6N − 10)
(N + 1)3(N + 2)3
−16
(
N3 + 6N2 + 11N + 7
)
(N + 1)2(N + 2)2
S1 + 4S2 + 6(N + 4)S3 + 8(N + 2)S−2,1
]
S−2
+2NS−2,3 + 2(23N + 60)S−2,−3 + 4S2,1,1 − 16S2,1,−2 + 8S2,2,1
+6(N + 4)S3,1,1 − 8(N + 2)S−2,1,−2 − 16S2,1,1,1
−2(3N + 8)
[
S1,2
(
1
2
, 1
)
+ 3S1,2
(
1
2
,−1
)]
S2(−2)
+2(3N + 8)
[
−3S1,4
(
1
2
, 2
)
− S1,4
(
1
2
,−2
)
+ S1,2,2
(
1
2
, 1,−2
)
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+3S1,2,2
(
1
2
,−1,−2
)
+ S1,2,2
(
1
2
,−2, 1
)
+ 3S1,2,2
(
1
2
,−2,−1
)]
−6(3N + 8)
N∑
i=1
(−2)i
(
2i
i
)[
S1,2
(
1
2
, 1, i
)
+ 3S1,2
(
1
2
,−1, i
)] i∑
j=1
1(
2j
j
)
j2
+36
N∑
i=1
(−2)i
(
2i
i
)
S1,2
(
1
2
, 1, i
) i∑
j=1
1(
2j
j
)
j
+108
N∑
i=1
(−2)i
(
2i
i
)
S1,2
(
1
2
,−1, i
) i∑
j=1
1(
2j
j
)
j
+6(3N + 8)
[
N∑
i=1
(−2)i
(
2i
i
)
S1,2
(
1
2
, 1, i
)
+ 3
N∑
i
(−2)i
(
2i
i
)
S1,2
(
1
2
,−1, i
)] N∑
i=1
1(
2i
i
)
i2
−36
[
N∑
i=1
(−2)i
(
2i
i
)
S1,2
(
1
2
, 1, i
)
+ 3
N∑
i=1
(−2)i
(
2i
i
)
S1,2
(
1
2
,−1, i
)] N∑
i=1
1(
2i
i
)
i
+
3
2
(3N + 8)

N∑
i=1
i∑
j=1
(
2j
j
)
S21
(
j
)
j(
2i
i
)(
1 + i
) + 3 N∑
i
i∑
j=1
(
2j
j
)
S2
(
j
)
j(
2i
i
)(
1 + i
)

+2(3N + 8)

N∑
i=1
i∑
j=1
(−1)j
(
2j
j
)
S2
(
j
)
j(
2i
i
)(
1 + i
) + 32
N∑
i=1
i∑
j=1
(
2j
j
)
S−2
(
j
)
j(
2i
i
)(
1 + i
)

+6(3N + 8)
N∑
i=1
i∑
j=1
(−1)j
(
2j
j
)
S−2
(
j
)
j(
2i
i
)(
1 + i
) + 2(3N + 5) N∑
i=1
i∑
j=1
(−1)j
(
2j
j
)
j3(
2i
i
)(
1 + 2i
)
+4(3N + 5)
N∑
i=1
i∑
j=1
(
2j
j
)
S1
(
j
)
j2(
2i
i
)(
1 + 2i
) − 3(3N + 5) N∑
i=1
i∑
j=1
(
2j
j
)
S21
(
j
)
j(
2i
i
)(
1 + 2i
)
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−9(3N + 5)
N∑
i=1
i∑
j=1
(
2j
j
)
S2
(
j
)
j(
2i
i
)(
1 + 2i
) − 4(3N + 5) N∑
i=1
i∑
j=1
(−1)j
(
2j
j
)
S2
(
j
)
j(
2i
i
)(
1 + 2i
)
−6(3N + 5)
N∑
i=1
i∑
j=1
(
2j
j
)
S−2
(
j
)
j(
2i
i
)(
1 + 2i
) − 12(3N + 5) N∑
i=1
i∑
j=1
(−1)j
(
2j
j
)
S−2
(
j
)
j(
2i
i
)(
1 + 2i
)
+(−3N − 8)
N∑
i=1
i∑
j=1
(−1)j
(
2j
j
)
j3(
2i
i
)(
1 + i
) − 2(3N + 8) N∑
i=1
i∑
j=1
(
2j
j
)
S1
(
j
)
j2(
2i
i
)(
1 + i
)
}
+
{
(−1)N
[
6
(
N2 + 1
) 1
(N − 1)N2
(
2N
N
) N∑
i=1
(−2)i
(
2i
i
)
− 6(3N − 1)
N∑
i=1
∑i
j=1(−2)j
(
2j
j
)
i2
(
2i
i
)
+36
N∑
i=1
∑i
j=1(−2)j
(
2j
j
)
i
(
2i
i
) − 36S1(−2) + 8(3N − 1)S2(−2) + 4(N2 −N + 1)
(N − 1)N2 + 4S2
−4(2N − 1)S−2
]
+
4
(
N2 − 3N + 1)
(N − 1)N2 −
2N+3
(
N2 −N + 1)
(N − 1)N2
}
ζ3 . (4.11)
The integral I7b(N), beyond the harmonic [29, 30] and generalized harmonic sums [36, 37] also
contains a series of finite binomially and inverse-binomially nested sums, summing over gener-
alized harmonic sums. These structures emerge from the hyperlogarithms containing the set
of letters in the alphabet (4.10) beyond those of harmonic polylogaritms and the root-function
r(x) in the argument. It is the strength of packages like Sigma [27] based on general summa-
tion algorithms operating on difference fields to find the new sum-structures. Furthermore, the
representation (4.11) is given by sums being transcendental to each other. Here we made use
of sum representations having been introduced previously in Refs. [29,30,35–37] which occur at
lower levels of the sum hierarchy implied by Feynman integrals.
5 Analytic Continuation of Binomially Weighted Nested
Sums
To obtain the analytic continuation of the binomial sums as given in (4.11) we first derive their
representation in terms of a Mellin transformation
M[f(x)](N) =
∫ 1
0
dxxN f(x) . (5.1)
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Individual nested sums then usually are given as a linear combination
c0 +
k∑
j=1
cNj M[fj(x)](N), (5.2)
where the constants cj and functions fj(x) do not depend on N . The functions fj(x) are
defined in terms of iterated integrals. As starting point we only need the following basic integral
representations :
1
N
= M
[
1
x
]
(N) (5.3)(
2N
N
)
=
4N
pi
M[fw1(x)](N) (5.4)
1
N
(
2N
N
) = 1
4N
M[fw3(x)](N), (5.5)
where the letters fwi(x) are given by
fw1(x) =
1√
x
√
1− x (5.6)
fw3(x) =
1
x
√
1− x . (5.7)
Here and in the following we refer to the notation of Ref. [62].
From the Mellin transforms (5.3–5.5) we can obtain integral representations for the nested
sums step by step. In general the computation proceeds as follows. Starting from the innermost
sum we move outwards maintaining an integral representation of the sub-expressions visited so
far. For each intermediate sum
N∑
ij=1
aj(ij)
ij∑
ij+1=1
aj+1(ij+1) · · ·
ik−1∑
ik=1
ak(ik) (5.8)
this first involves setting up an integral representation for the summand aj(N) of the form (5.2).
This may require computation of Mellin convolutions, which we will describe in more detail
below. Next we obtain an integral representation of the same form of
aj(N)
N∑
ij+1=1
aj+1(ij+1) · · ·
ik−1∑
ik=1
ak(ik) (5.9)
by Mellin convolution with the result for the inner sums computed so far. Then by the summation
property
N∑
i=1
ciM[f(x)](i) = cN M
[
x
x− 1
c
f(x)
]
(N)− M
[
x
x− 1
c
f(x)
]
(0) (5.10)
we obtain an integral representation for the sum (5.8). These steps are repeated until the
outermost sum has been processed.
Now, we take a closer look at how we compute Mellin convolutions, which is the most
challenging part of the calculation. Formally, we rely on the convolution formulae
M[f(x) ∗ g(x)](N) = M[f(x)](N)M[g(x)](N) (5.11)
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f(x) ∗ g(x) =
∫ 1
0
dx1
∫ 1
0
dx2δ(x− x1x2)f(x1)g(x2), (5.12)
which give us a definite integral depending on a continuous parameter and which can be written
in the form
F (x) =
∫ 1
x
dyf(x, y).
In order to obtain a closed form for this integral, we first set up a differential equation satisfied
by F (x) and then obtain a solution of this equation satisfying appropriate initial conditions. In
the first step we exploit the principle of differentiation under the integral. If we have a relation
for the integrand f(x, y) of the form
cm(x)
∂mf
∂xm
(x, y) + · · ·+ c0(x)f(x, y) = ∂g
∂y
(x, y) (5.13)
for some coefficients ci(x) independent of y and some function g(x, y), then by applying the
operator
∫ 1
x
dy this gives rise to a linear ordinary differential equation for the integral F (x)
cm(x)F
(m)(x) + · · ·+ c0(x)F (x) = g(x, 1)− g(x, x) + additional boundary terms. (5.14)
Proper care has to be taken for evaluating the right hand side of this relation in the presence
of singularities. There are several computer algebra algorithms for different types of integrands
f(x, y) which, given f(x, y), compute relations of the form (5.13). They either utilize differen-
tial fields [63–65] or holonomic systems and Ore algebras [66–68]. For obtaining solutions to
the generated differential equations the following two observations are crucial. All differential
equations obtained during our computations factor completely into first-order equations with
rational function coefficients and, moreover, these factors all have algebraic functions of degree
at most two as their solutions. These two observations imply that solutions are of the form
r1(x)√
p1(x)
∫
dx
r2(x)√
p2(x)
∫
dx . . .
∫
dx
rk(x)√
pk(x)
,
where ri(x) are rational functions and pi(x) are square-free polynomials. We define the iterated
integrals H∗~w(x) by
H∗
a,~b
(x) =
∫ 1
x
dyfa(y)H
∗
~b
(y), H∗∅(x) = 1 , (5.15)
and fj(x) are the corresponding basic functions, which partly contain root-valued denominators.
Using a dedicated rewrite procedure [69] based on integration by parts we can write a basis of the
solution space in terms of the iterated integrals which is then used to match initial conditions.
For the representation of integral I7b 32 different letters fj(x) are needed, cf. [62]. As an
example we consider the representation for the following double sum :
N∑
i=1
(−1)i
(2i+ 1)
(
2i
i
) i∑
j=1
(
2j
j
)
S2(j)
j
=
1
2
(−1)N M
x(−H∗w8,1,0(x) + ζ2H∗w8(x))
(x+ 1)
√
x− 1
4
 (N)− 1
2
M
x(−H∗w8,1,0(x) + ζ2H∗w8(x))
(x+ 1)
√
x− 1
4
 (0)
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−ζ3
3
(
−1
4
)N
M
[
x
(x+ 4)
√
1− x
]
(N) +
ζ3
3
M
[
x
(x+ 4)
√
1− x
]
(0) . (5.16)
Here the last Mellin-transform at argument N = 0 takes the value 2+(8/
√
5)[ln(
√
5−1)− ln(2)],
while the former one is a new constant, beyond the (cyclotomic) multiple zeta values. The letter
fw8 is given by
fw8(x) =
1
x
√
x− 1
4
. (5.17)
To perform the asymptotic expansion of the Mellin-transforms we use the representation
M[f(x)](N) =
∫ ∞
0
dze−Nzf
(
e−z
)
e−z. (5.18)
One may expand f (e−z) e−z at z = 0 and integrate (5.18) term-wise to obtain the asymptotic
expansion for |N | → ∞, arg(N) 6= pi using∫ ∞
0
dze−Nzzc lnk(z) =
∂k
∂ck
Γ(c+ 1)
N c+1
=
k∑
i=0
(−1)i
(
k
i
)
Γ(k−i)(c+ 1)
lni(N)
N c+1
(5.19)
for c > −1 and k ∈ N. These expansions are automated in the package HarmonicSums. With
these prerequisites at hand the asymptotic expansion of (4.11) can now be performed.
It turns out, that part of the individual sums contributing to (4.11) diverge ∝ 8N , 4N and
2N for large values of N . In case of the present scalar integral I7b(N) the terms ∝ 8N and ∝ 4N
cancel, while some of the terms ∝ 2N remain. We also have checked the principal divergence of
this graph for N →∞ numerically. In the physical case, accounting for all color and numerator
structures, also these terms are expected to cancel between the different diagrams. Due to the
contributing large class of new sums one expects also that a series of new constants beyond the
multiple zeta values [34], generalized (cyclotomic) zeta values [35,37] contribute, see also [62].
The asymptotic representation of I7b(N) reads :
I7b(N) ∝ 2N Iˆ7b,1(N) + Iˆ7b,2(N) , (5.20)
with
I7b,1(N) '
[
− 112
9N3
+
7568
81N4
− 27280
81N5
+
2256112
2187N6
− 52719920
19683N7
+
373195088
59049N8
]
ζ3 (5.21)
I7b,2(N) '
[
1
N4
− 12
N5
+
91
N6
− 574
N7
+
3451
N8
]
ζ2
+2−N
[[
− 3
2N2
+
1
2N3
+
6
N4
− 35
2N5
+
17
N6
+
79
2N7
− 152
N8
]
ln2(2)
+
[
− 3
N2
+
1
N3
+
12
N4
− 35
N5
+
34
N6
+
79
N7
− 304
N8
](
Li2
(
−1
2
)
+
1
2
ζ2
)
+
[
− 3
2N2
+
1
2N3
+
6
N4
− 35
2N5
+
17
N6
+
79
2N7
− 152
N8
]
ζ2
]
+
[
2
N2
− 6
N3
+
8
N4
+
14
N5
29
−128
N6
+
478
N7
− 1272
N8
]
ζ3 + (−1)N
[[
− 4
3N2
+
52
9N3
− 56
3N4
+
2396
45N5
− 424
3N6
+
22516
63N7
−872
N8
]
ln3(N¯) +
[
− 74
9N3
+
133
3N4
− 4103
25N5
+
15439
30N6
− 6456953
4410N7
+
1230668
315N8
]
ln2(N¯)
+
[[
− 2
N2
+
26
3N3
− 28
N4
+
1198
15N5
− 212
N6
+
11258
21N7
− 1308
N8
]
ζ2 +
4
N2
− 436
27N3
+
29
N4
+
32
375N5
− 8489
36N6
+
8193131
6860N7
− 778753
180N8
]
ln(N¯) + A1 + A2N +
[
− 8
N
+
21
N2
− 520
9N3
+
476
3N4
− 21473
50N5
+
68569
60N6
− 26328833
8820N7
+
4823873
630N8
]
ζ2 + 2
−N
[[[
−3
2
− 1
N
− 1
N2
+
15
N3
− 121
N4
+
1023
N5
− 9721
N6
+
104415
N7
− 1259161
N8
]
ζ2 − 3
N
+
11
2N2
− 55
2N3
+
602
3N4
−50497
30N5
+
239851
15N6
− 36068621
210N7
+
43495976
21N8
]
ln2(2) +
[
−3
2
− 1
N
− 1
N2
+
15
N3
−121
N4
+
1023
N5
− 9721
N6
+
104415
N7
− 1259161
N8
]
ζ22 +
[
− 3
N
+
11
2N2
− 55
2N3
+
602
3N4
−50497
30N5
+
239851
15N6
− 36068621
210N7
+
43495976
21N8
]
ζ2 +
(
Li2
(
−1
2
)
+
1
2
ζ2
)
×
[[
−3− 2
N
− 2
N2
+
30
N3
− 242
N4
+
2046
N5
− 19442
N6
+
208830
N7
− 2518322
N8
]
ζ2
− 6
N
+
11
N2
− 55
N3
+
1204
3N4
− 50497
15N5
+
479702
15N6
− 36068621
105N7
+
86991952
21N8
]]
+
[
− 2
N
+
10
3N2
− 46
9N3
+
20
3N4
− 242
45N5
− 20
3N6
+
3194
63N7
− 180
N8
]
ζ3
+
6
N2
− 1732
81N3
+
793
12N4
− 1217029
5625N5
+
130343
180N6
− 10153834441
4321800N7
+
1632850801
226800N8
]
+
4
N5
− 62
N6
+
1759
3N7
− 4530
N8
+
{
− 2
N2
− 6
N3
− 8
N4
− 2
N5
+
8
N6
− 10
N7
− 72
N8
+(−1)N
[
10
3
ζ2 − 4pi√
3
+
2
N2
+
10
3N3
+
4
N4
+
62
15N5
+
4
N6
+
82
21N7
+
4
N8
]
+
(
−1
4
)N √
pi
[
−64
3
(
1
N
)5/2
+
232
9
(
1
N
)7/2
− 6697
54
(
1
N
)9/2
+
65167
144
(
1
N
)11/2
−30311555
13824
(
1
N
)13/2
+
3942221963
331776
(
1
N
)15/2]}
ζ3 . (5.22)
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Here the constants A1 and A2 are given by
A1 = 18.6886524505148659 + 16H−1,0,2,1,0(1) + 48
[
H0,−2,−1,0,1(1) +H0,−2,−1,1,0(1)
+H0,−2,1,−1,0(1) +H0,1,−2,−1,0(1)
]
(5.23)
A2 = 4.67069037753751178 + 6H−1,0,2,1,0(1) + 18[H0,−2,−1,0,1(1) +H0,−2,−1,1,0(1)
+H0,−2,1,−1,0(1) +H0,1,−2,−1,0(1)] . (5.24)
We have expressed part of these constants numerically up to five generalized harmonic polylog-
arithms at x = 1. We checked using PSLQ [70] that no integer relation between these HPLs
based on 100 digits is found. The numerical values of these constants can be derived from the
following one-dimensional integral representations referring to classical polylogarithms
H−1,0,2,1,0(1) =
∫ 1
0
dx
(Li2(1− x)− ζ2)(Li2(−x) + log(2) log(x) + ζ2/2)
x− 2
= −0.07640650747463134675 (5.25)
H0,−2,−1,0,1(1) =
∫ 1
0
dx
Li2(x)[Li2(−x/2)− Li2(−1/2)− log(x) log(2/(x+ 2))]
x+ 1
= 0.01812205214208962744 (5.26)
H0,−2,−1,1,0(1) =
∫ 1
0
dx
(Li2(1− x)− ζ2)[Li2(−x/2)− Li2(−1/2)− log(x) log(2/(x+ 2))]
x+ 1
= −0.04281095672416394220 (5.27)
H0,−2,1,−1,0(1) =
∫ 1
0
dx[Li2(−x) + ln(x) ln(1 + x)]
×Li2(−x/2)− Li2(−1/2)− log(x) log(2/(2 + x))
1− x
= −0.07000199841995163532 (5.28)
H0,1,−2,−1,0(1) =
∫ 1
0
dx
Li2(1− x)[Li2(−x) + log(x) log(x+ 1)]
x+ 2
= −0.13932305992518092238 . (5.29)
The numerical parts recruit from 20 one- and 17 two-dimensional integrals, which will be given
in [62] in explicit form. One example reads
M
 xH∗w8,0,1(x)
(x− 1)
√
x− 1
4
 (0) = ∫ 1
1
4
dx
(√
4x− 1− 2√
3
arccosh
(
2x+1
2(1−x)
))
(Li2(x)− ζ2)
x
√
x− 1
4
+4
∫ 1
0
dx
(√
x(2− x)− 1− 2√
3
(
arccos
(
x2−2x+3
(3−x)(x+1)
)
− pi
3
))(
Li2
(
(1−x)2
4
)
− ζ2
)
(1− x)√x(2− x) .(5.30)
Furthermore, beyond the usual multiple zeta values [34], also the following constants contribute{√
3,
√
pi, ln(
√
5− 1), ln(2−
√
3), ln(3),Li2
(
−1
2
)
,Li3
(
−1
3
)
,Li3
(
−1
2
)
,Li3
(
3
4
)
,
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Li3
(√
5− 1
2
)
,Li4
(
1
4
)
, ψ′
(
1
3
)}
. (5.31)
Some of the latter constants express infinite cyclotomic harmonic sums [35] or represent the
infinite sums
S1,1
(
1
2
,
1
2
;∞
)
=
1
2
ζ2 + Li2(−12) (5.32)
S1,2
(
−1
2
,−1
2
;∞
)
= Li3(
3
4
) + Li3(
2
3
) + 3Li3(−12) + Li2(−12)[ln(3)− 3 ln(2)]
+
7
8
ζ3 − 3
2
ζ2 ln(2)− 1
6
ln3(3)− 19
6
ln3(2)− ln(2) ln2(3)
+
9
2
ln2(2) ln(3) . (5.33)
Eq. (5.33) can be further simplified using the relation
Li3
(
2
3
)
=
1
2
Li3
(
3
4
)
+ Li3
(−1
2
)
+
7
6
ζ3 + ln(3) ln
2(2)− 1
2
ln(2) ln2(3) +
1
6
ln3(3)− 5
6
ln3(2)
−ζ2[ln(3)− ln(2)] (5.34)
found first by applying PSLQ [70] on the basis of 100 digits and checked for 104 digits. We
derived this relation also analytically. Also the integral
5F4
(
1, 1, 1, 1, 3
2
2, 2, 2, 2
∣∣∣∣−4) = 14
∫ 1
0
dt
(
1− 1√
1 + 4t
)
ln(t)2
t
= 6Li3
(√
5−1
2
)
+ 4Li3
(
−
√
5−1
2
)
− 2ζ3 − 2ζ2 ln
(√
5−1
2
)
+
4
3
ln3
(√
5−1
2
)
(5.35)
contributes, containing polylogarithms at the inverse of the golden ratio (
√
5−1)/2 = 2/(√5+1).
One may further simplify (5.35) using the identity [71]
Li3
[(√
5−1
2
)2]
=
4
5
ζ3 +
2
3
ln3
(√
5+1
2
)
− 2
15
pi2 ln
(√
5+1
2
)
. (5.36)
Furthermore, half-integer powers appear in the asymptotic expansion (5.22).
6 Moments for Crossed-Box Graphs
Using the method of hyperlogarithms also fixed moments of convergent graphs can be evaluated.
The method relies on partial fractioning of the operator polynomial induced by the operator.
Correspondingly, for large values of N , the number of terms grows exponentially. The calculation
time and the requested storage are growing significantly. To illustrate the potential of the method
in this respect we select the possibly most complicated graphs of the present physics project
belonging to crossed box topologies.
(a) (b) (c)
Figure 9: Crossed-box topologies with local operator insertions.
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While for more simple topologies more moments can be calculated given typical CPU times of
various hours to days, in case of the above topologies the 9th moments could be calculated in
about 8 hours requesting a storage of 35 Gbyte. The 10th moment would have needed storage
of more than 200 Gbyte RAM due to the intense use of partial fractioning. Since the algorithm
is implemented as Maple-code the available RAM is the limiting parameter, unlike the case e.g.
for FORM-programs, using also fast external discs [72]. In comparison, the FORM-based program
MATAD [43] allows to calculate a few higher moments as well having the same time- and storage
resources.
N (a) (b) (c)
0 14
1
4
1
4
1 − 18 116 − 732ζ3 − 316 + 732ζ3
2 1451536 − 1459216ζ3 − 894608 + 4453072ζ3 − 93513824 + 871024ζ3
3 − 811024 + 1456144ζ3 851955296 − 281312288ζ3 − 499336864 + 314524576ζ3
4 558247982944000 − 10489409600ζ3 3691975529600 + 18623737280ζ3 237901982944000 − 71949152ζ3
5 − 189967933177600 + 364011474560ζ3 1801526999532800 − 479431122118400ζ3 − 39045971298598400 + 5076794423680ζ3
6 1419123421812913258700800 − 69573657130828134400ζ3 2788649783511248539443200 − 517510952339636172800ζ3 10589339769438739776102400 − 2554617232642411520ζ3
7 − 11526313783277453209600 + 590767772936012800ζ3 2519197565542174912366592000 − 120819716411369937612800ζ3 − 724702393934933294385152000 + 3705013492013265920ζ3
8 2666080334637491236659200 − 295366800291664719257600ζ3 4788434567044389894839910400 − 19162597253214756340736000ζ3 1325822109143944947419955200 − 115670928497475634073600ζ3
9 − 2553037667598323596288000 + 5768976713369937612800ζ3 4997903248426464762926387937280000 − 75636078173108716359680ζ3 − 33109672628763836991820881920000 + 477898954112079595520ζ3
Table 1: Moments of the finite crossed-box graphs (a–c) shown in Figure 9.
7 Conclusions
It has long been noticed that many results for zero- and single-scale processes in renormalizable
Quantum Field Theories can be expressed in terms of iterated integrals or nested harmonic sums
at the lower loop level [73]. Ideally, a direct method was sought for to arrive at these results
right form the Feynman parameterization of the contributing diagrams. In case of convergent
Feynman integrals the method of hyperlogarithms provides this way in case a Fubini sequence
can be found for the diagram being considered. In the present paper we have extended this
method to the case of massive diagrams including local operator insertions.
The calculation of fixed moments does not pose a theoretical problem, since the expressions
can be reduced in principle by applying partial fractioning. With growing values of N the
complexity of the expressions rises significantly such that the corresponding number of terms
cannot be swallowed even by modern computers anymore. To extend the present abilities,
special software implementations outside coding systems based on Mathematica and/or Maple
are necessary, to free the main storage and allow the use of fast discs to store intermediary results
being processed subsequently.
For general values of the Mellin variable N at three-loop order in Quantum Chromodynamics
topologies contribute also, for which root-valued letters appear in the alphabet. If these can
be traded for the argument of the hyperlogarithm, the method remains applicable. This is,
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however, not the case for all massive 3–loop topologies. On the other hand, a remarkably wide
class of diagrams can be calculated using the method of hyperlogarithms. At the technical side
the operator insertions are mapped to propagator-type factors referring to a representation in
terms of generating functions. At the end of the calculation the Nth expansion coefficient has
to be determined analytically for which techniques are available in the Mathematica-package
HarmonicSums. In some of the graphs multiply nested sums weighted by binomials of the type(
2i
i
)
in the numerator and denominator occur. To construct the analytic continuation of these
sums to N ∈ C their asymptotic expansion for |N | → ∞, arg(N) 6= pi has to be calculated
analytically. This requires the analytic Mellin-inversion of the corresponding sum expressions.
We used Risch-algorithm methods to compute the corresponding iterated integrals, which request
a larger amount of root-valued letters, cf. Ref. [62] for details. Also a series of new special
constants beyond those of the multiple zeta values and their cyclotomic and generalized sum
generalizations emerges in these expressions. Operating in difference fields and using the Risch-
algorithm we arrive at minimal representations algebraically keeping only functions with relative
transcendence to each other. The present methods also allow the representation of the integrals
calculated in the present paper in x-space. Detailed transformation algorithms and results are
given in [62].
The present analysis deals with convergent Feynman integrals only, while most of the Feyn-
man graphs exhibit poles in the dimensional parameter ε = D− 4. The calculation also of these
diagrams requires a suitable regularization to be carried out first and still needs a thorough
algebraic implementation. The major limiting factor for a general application of the algorithm
to massive problems, including local operator insertions, at present consists in the emergence
of root-valued letters already at intermediate steps of the algorithm. A thorough mathematical
treatment of these structures may be the subject of future investigations.
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