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Abstract: This paper develops systematically the output feedback exponential stabilization for
a one-dimensional unstable/anti-stable wave equation where the control boundary suffers from
both internal nonlinear uncertainty and external disturbance. Using only two displacement
signals, we propose a disturbance estimator that not only can estimate successfully the
disturbance in the sense that the error is in L2(0,∞) but also is free high-gain. With the
estimated disturbance, we design a state observer that is exponentially convergent to the state
of original system. An observer-based output feedback stabilizing control law is proposed. The
disturbance is then canceled in the feedback loop by its approximated value. The closed-loop
system is shown to be exponentially stable and it can be guaranteed that all internal signals are
uniformly bounded.
Keywords: Disturbance rejection, output feedback, exponential stabilization, disturbance
estimator, state observer, unstable/anti-stable, wave equation.
1. INTRODUCTION
We consider the output feedback exponential stabilization
problem of a one-dimensional unstable nonlinear wave
equation with boundary input u+ d:

wtt(x, t) = wxx(x, t), 0 < x < 1, t > 0,
wx(0, t) = − qw(0, t), t ≥ 0,
wx(1, t) = u(t)+f(w(·, t), wt(·, t))+d(t), t ≥ 0,
w(x, 0) = w0(x), wt(x, 0) = w1(x), 0 ≤ x ≤ 1,
ym(t) = {w(0, t), w(1, t)}.
(1)
Here (w,wt) is the state, u is the control input signal, ym
is the output signal, that is, the boundary traces w(0, t)
and w(1, t) are measured. The equation containing the
constant q > 0 creates a destabilizing boundary feedback
at x = 0 that acts like spring with negative spring
constant. The function f : H1(0, 1) × L2(0, 1) → R is
unknown and represents the internal uncertainty, while d
represents the unknown external disturbance which is only
supposed to satisfy d ∈ L∞(0,∞). We use the notation
F (t) = f(w(·, t), wt(·, t)) + d(t) (2)
for the “total disturbance”. We consider system (1) in
the state Hilbert space H = H1(0, 1) × L2(0, 1) with the
usual inner product. Our aim is to design a feedback
controller which generates the control signal u (using
the measurements ym) such that the state of the system
converges to zero, exponentially.
Later in the paper, we shall also discuss a related prob-
lem, where the negative spring is replaced by a negative
⋆ This work was partially supported by grant no. 800/14 of the Israel
Science Foundation.
damper. More precisely, on the right hand-side of the equa-
tion containing q, we have −qwt(0, t). We shall solve the
exponential stabilization problem also for this alternative
nonlinear wave system.
It is well known that output feedback stabilization is one
of the fundamental issues in control theory. The key idea
in output feedback is that the control and output should
be as little as possible. When the internal uncertainty
and the external disturbance flow in the control end,
the stabilization problem (1) becomes much more compli-
cated. In this paper, we present a dynamic compensator
which employs a PDE disturbance estimator and full state
feedback based on the observer state. Our compensator
consists of two parts: the first part is to cancel the total
disturbance by applying the active disturbance rejection
control (ADRC) strategy, which is an unconventional de-
sign strategy first proposed by Han in Han (1998); the sec-
ond part is to stabilize system by using the backstepping
approach. The stabilization problem of system (1) was
first considered in Guo and Guo (2013), where the output
measurement is ym(t) = {w(0, t), wt(1, t)}, the adaptive
controller is designed, and the disturbance d has the fol-
lowing form: d(t) =
∑m
j=1[θ¯j sinαjt + ϑ¯j cosαjt], t ≥
0 with known frequencies αj , and unknown amplitudes
θ¯j , ϑ¯j , j = 1, 2, . . . ,m, and the resulting closed-loop sys-
tem is asymptotically stable. Obviously, the disturbance
signal in our paper is more general than the harmonic
disturbance. Recently, the stabilization problem of system
(1) with f ≡ 0, d ∈ L∞(0,∞) has been investigated in
Feng and Guo (2016), where the output measurements
are {w(0, t), wt(0, t), w(1, t)}, and their result is that the
closed-loop system is asymptotically stable. The output
feedback in Feng and Guo (2016) uses one more measure-
ment than Guo and Guo (2013). Another point that in our
treatment is different from Guo and Guo (2013); Feng and
Guo (2016) is that the closed-loop systems in our paper
are exponential stable and we do not require to measure
the velocity wt(0, t) (or wt(1, t)) which is hard to measure,
as explained in (Fanson (1987)). In this paper, we only use
two scalar signals (the components of ym). It can be shown
that the problem can hardly be solved with less than two
output signals, which will be shown in the journal version
of this work.
Output feedback stabilization for one-dimensional anti-
stable wave equation was considered in Guo and Jin
(2015), where a new type of observer is constructed by
using three output signals to estimate the state first and
then estimate the disturbance via the state of observer
through an extended state observer (ESO). However, the
initial value is required to be smooth in Guo and Jin
(2015) and they obtain asymptotic stability (not expo-
nential, like here). In the recent work Guo (2016), the
author introduces a new disturbance estimator which is
different from the traditional estimator, the smoothness
requirement on the initial state being removed. In Guo
(2016), still three output signals are used and the controller
achieves asymptotic stability.
The paper is organized as follows: in Section 2 we design an
infinite-dimensional disturbance estimator that does not
use high gain. We propose a state observer based on this
estimator and we develop an output feedback controller
in Section 3. The exponential stability of the closed-loop
system is proved in Section 4. Finally, Section 5 is devoted
to the output feedback exponential stabilization of the
alternative anti-stable wave equation mentioned earlier
(with the negative damper).
2. DISTURBANCE ESTIMATOR DESIGN
The following lemma is not difficult to prove by using the
results in Weiss (1989) and Tucsnak and Weiss (2009). For
related results we refer to Jacob et al. (2016).
Lemma 2.1. Let A be the generator of exponential stable
C0-semigroup e
At on the Hilbert space X . Assume that
Bi ∈ L(Ui, X−1), i = 1, 2, . . . , n are admissible control
operators for eAt. Then, the initial value problem x˙(t) =
Ax(t) +
∑n
i=1 Biui(t), x(0) = x0, ui ∈ L
2
loc(0,∞;Ui), ad-
mits a unique solution x ∈ C(0,∞;X), which tends to zero
as t→∞ if either ui ∈ L
2(0,∞;Ui) or limt→∞ ‖u(t)‖Ui =
0, for i = 1, 2, . . . , n, and is bounded if ui ∈ L
∞(0,∞;Ui),
i = 1, 2, . . . , n. Moreover, if there exist two constants
M0, µ0 > 0 such that ‖u‖Ui ≤ M0e
−µ0t, i = 1, 2, . . . , n,
then ‖x(t)‖ ≤Me−µt for some M,µ > 0.
Now we design a total disturbance estimator for the system
(1). This is an infinite dimensional system with the state
consisting of the functions v, vt, z, zt,W , defined on (0, 1):

vtt(x, t) = vxx(x, t), 0 < x < 1, t > 0,
vx(0, t) = − qw(0, t) + c1[v(0, t)− w(0, t)],
vx(1, t) = u(t)−Wx(1, t), t ≥ 0,
v(x, 0) = v0(x), vt(x, 0) = v1(x), 0 ≤ x ≤ 1,
Wt(x, t) = −Wx(x, t), 0 < x < 1, t > 0,
W (0, t) = − c0[v(0, t)− w(0, t)], t > 0,
W (x, 0) = W0(x), 0 ≤ x ≤ 1,
(3)


ztt(x, t) = zxx(x, t), 0 < x < 1, t > 0,
zx(0, t) =
c1
1− c0
z(0, t) +
c0
1− c0
zt(0, t), t ≥ 0,
z(1, t) = v(1, t) +W (1, t)− w(1, t), t ≥ 0,
z(x, 0) = z0(x), zt(x, 0) = z1(x), 0 ≤ x ≤ 1.
(4)
Here c0 and c1 are two positive design parameters,
(v0, v1.z0, z1,W0) ∈ H
2×H1(0, 1) is the initial state of the
disturbance estimator, and its inputs are u and ym. The
part (3) is used to channel the total disturbance F to an
exponentially stable system. Indeed, set v̂(x, t) = v(x, t)−
w(x, t). Then (v̂(x, t),W (x, t)) satisfies

v̂tt(x, t) = v̂xx(x, t),
v̂x(0, t) = c1v̂(0, t), v̂x(1, t) +Wx(1, t) = −F (t),
Wt(x, t) = −Wx(x, t), W (0, t) = −c0v̂(0, t).
(5)
It follows from the next lemma that the linear part of (5)
(when F = 0) is exponentially stable. We remark that
the well-posedness assumption about system (1) (which
appears in the lemma) can actually be proved, and this
will be in the journal version of this work.
Lemma 2.2. Suppose that c0 ∈ (0, 1), d ∈ L
∞(0,∞) (or
d ∈ L2(0,∞)), f : H → R is continuous and that (1)
admits a unique solution (w, w˙) ∈ C(0,∞;H) which is
bounded. For any initial value (v̂0, v̂1,W0) ∈ H×H
1(0, 1)
with the compatibility condition W0(0) = −c0v̂0(0),
the system (5) admits a unique solution (v̂, v̂t,W ) ∈
C(0,∞;H×H1(0, 1)) such that
sup
t≥0
‖(v̂(·, t), v̂t(·, t),W (·, t))‖H×H1(0,1) < +∞.
Moreover, if limt→∞ |f(w,wt)| = 0 and d ∈ L
2(0,∞), then
limt→∞ ‖(v̂(·, t), v̂t(·, t),W (·, t))‖H×H1(0,1) = 0. If f ≡ 0
and d ≡ 0, then ‖(v̂(·, t), v̂t(·, t),W (·, t))‖H×H1(0,1) ≤
M ′e−µ
′t for all t ≥ 0 with some M ′, µ′ > 0.
Proof. Let v˜(x, t) = v̂(x, t) +W (x, t), then it is easy to
check that (v˜(x, t),W (x, t)) is governed by

v˜tt(x, t) = v˜xx(x, t),
v˜x(0, t) =
c1
1− c0
v˜(0, t) +
c0
1− c0
v˜t(0, t),
v˜x(1, t) = −f(w(·, t), wt(·, t))− d(t),
Wt(x, t) = −Wx(x, t), W (0, t) = −
c0
1− c0
v˜(0, t).
(6)
We first consider the “v˜-part” of (6). To this end, define the
operators A and B by: A(φ, ψ)⊤ = (ψ, φ′′)⊤, ∀ (φ, ψ)⊤ ∈
D(A) with D(A) =
{
(φ, ψ)⊤ ∈ H2(0, 1)×H1(0, 1) |φ′(1)
= 0, φ′(0) = c11−c0φ(0) +
c0
1−c0
ψ(0)
}
, and B = (0,−δ(x −
1))⊤. Then the “v˜-part” of (6) can be written as
d
dt
(
v˜(·, t)
v˜t(·, t)
)
= A
(
v˜(·, t)
v˜t(·, t)
)
+ BF (t) ,
where F is given by (2). It is well-known that A gen-
erates an exponential stable C0-semigroup e
At and B is
admissible to eAt. Since f : B → R is continuous and
(w, w˙)⊤ ∈ C(0,∞;H) is bounded, f(w) ∈ L∞(0,∞).
Thus, by d ∈ L∞(0,∞) or by d ∈ L2(0,∞), it follows from
Lemma 2.1 that “v˜-part” of (6) admits a unique bounded
solution, i.e., supt≥0 ‖(v˜(·, t), v˜t(·, t))
⊤‖H ≤M1 withM1 >
0. Next, we claim that supt≥0 ‖W (·, t))‖H1(0,1) < +∞.
To this end, we first show that for t ≥ 1, the following
inequality holds:
∫ 1
0
v˜2t (0, t− x)dx ≤ 3 max
s∈[t−1,t]
‖(v˜(·, s), v˜s(·, s))
⊤‖2
H
. (7)
Indeed, define ρ(t) = 2
∫ 1
0
(x − 1)v˜t(x, t)v˜x(x, t)dx. Differ-
entiating ρ(t) along the solution of “v˜-part” of (6) yields
ρ˙(t) ≥ v˜2t (0, t)−
∫ 1
0
[v˜2x(x, t) + v˜
2
t (x, t)]dx,
which, jointly with |ρ(t)| ≤ ‖(v˜(·, t), v˜t(·, t))
⊤‖2
H
and∫ 1
0 v˜
2
t (0, t−x)dx =
∫ t
t−1 v˜
2
s(0, s)ds, implies (7). Noting that
W (x, t) =

−
c0
1− c0
v˜(0, t− x), t ≥ x,
W0(x− t), x > t
(8)
solves “W -part” of (6). It follows from the Sobolev embed-
ding theorem and (8) that, for some C > 0,
‖W (x, t)‖H1(0,1) ≤ C max
s∈[t−1,t]
‖(v˜(·, s), v˜s(·, s))
⊤‖2
H
, (9)
which gives supt≥0 ‖W (x, t)‖H1(0,1) < +∞. Since v̂(x, t) =
v˜(x, t) − W (x, t) and Wt(x, t) = −Wx(x, t), we have
‖(v̂(·, t), v̂t(·, t))
⊤‖H ≤ ‖(v˜(·, t), v˜t(·, t))
⊤‖H + ‖(W (·, t),
Wx(·, t))
⊤‖H. Hence, supt≥0 ‖(v̂, v̂t,W )(·, t)
⊤‖H×H1(0,1) <
+∞.
Next, suppose that limt→∞ |f(w,wt)| = 0 and d ∈
L2(0,∞). It follows from Lemma 2.1 that “v˜-part” of (6)
satisfies limt→∞ ‖(v˜(·, t), v˜t(·, t))
⊤‖H = 0, which, together
with (9), leads to limt→∞ ‖W (x, t)‖H1(0,1) = 0 and thus
limt→∞ ‖(v̂(·, t), v̂t(·, t)‖H = 0.
Finally, suppose that f ≡ 0 and d ≡ 0. Since A generates
an exponential stable semigroup on H, there exist two
constants M2, µ2 > 0 such that ‖(v˜(·, t), v˜t(·, t))
⊤‖H ≤
M2e
−µ2t. It follows from (9) that ‖W (·, t))‖H1(0,1) ≤
3CM2e
µ2e−µ2t for all t ≥ 0, which implies ‖(v̂(·, t), v̂t(·, t)‖H
≤Me−µt with some M,µ > 0. ✷
The system (4) is used to estimate the total disturbance.
Actually, Let z˜(x, t) = z(x, t)− v̂(x, t)−W (x, t). Then we
can see that z˜(x, t) is governed by

z˜tt(x, t) = z˜xx(x, t),
z˜x(0, t) =
c1
1− c0
z˜(0, t) +
c0
1− c0
z˜t(0, t),
z˜(1, t) = 0.
(10)
We consider system (10) inH0 = H
1
R(0, 1)×L
2(0, 1), where
H1R(0, 1) = {φ ∈ H
1(0, 1) : φ(1) = 0}. Noting that (10) is
exponentially stable on H0, the following lemma is easily
obtained.
Lemma 2.3. Let c0 ∈ (0, 1) and c1 > 0. For any initial
value (z˜0, z˜1) ∈ H0, system (10) admits a unique solution
(z˜, z˜t) ∈ C(0,∞;H0) which satisfies z˜x(1, t) ∈ L
2(0,∞).
Since z˜x(1, t) = zx(1, t) + F (t), where F is as in (2), by
Lemmas 2.1 and 2.3 we can regard−zx(1, t) as an estimate
of the disturbance F (t), that is, −zx(1, t) ≈ F (t).
3. CONTROLLER AND OBSERVER DESIGN
In this section, based on our disturbance estimator, we
design a state observer for the system (1) as follows:


ŵtt(x, t) = ŵxx(x, t), 0 < x < 1, t > 0,
ŵx(0, t) = −qw(0, t) + c1[ŵ(0, t)− w(0, t)],
ŵx(1, t) = u(t)− zx(1, t)− Yx(1, t), t ≥ 0,
ŵ(x, 0) = ŵ0(x), ŵt(x, 0) = ŵ1(x), 0 ≤ x ≤ 1,
Yt(x, t) = −Yx(x, t), 0 < x < 1, t > 0,
Y (0, t) = −c0[ŵ(0, t)− w(0, t)], t ≥ 0,
Y (x, 0) = Y0(x), 0 ≤ x ≤ 1,
(11)
where c0 and c1 are the same design parameters as in in
(3) and (4). The signal −zx(1, t), generated by the total
disturbance estimator, is used to compensate F (t). The
observer (11) is a “natural observer” after canceling the
disturbance in a sense that it employs a copy of the plant
plus output injection (in this case, only at the boundary).
Note that the observer (11) is different from the observer
in Krstic et al. (2008), where the signal wt(1, t) (that is
considered unavailable in this paper) is used.
To show the asymptotical convergence of the observer
above, we introduce the observer error variable ε(x, t) =
ŵ(x, t) − w(x, t). Then (ε(x, t), Y (x, t)) satisfies

εtt(x, t) = εxx(x, t),
εx(0, t)=c1ε(0, t), εx(1, t)=−z˜x(1, t)− Yx(1, t),
Yt(x, t) = −Yx(x, t), Y (0, t) = −c0ε(0, t).
(12)
Lemma 3.1. Let c0 ∈ (0, 1), c1 > 0 and let the signal
z˜x(1, t) be generated by system (10). Then, for any initial
value (ε(·, 0), εt(·, 0), Y (·, 0))
⊤ ∈ H × H1(0, 1) with the
compatibility condition Y (0, 0) = −c0ε(0, 0), then (12) ad-
mits a unique solution (ε, εt, Y )
⊤ ∈ C(0,∞;H×H1(0, 1))
satisfying limt→∞ ‖(ε(·, t), εt(·, t), Y (·, t))‖H×H1(0,1) = 0.
Proof. We introduce a new variable ε˜(x, t) = ε(x, t) +
Y (x, t). Then, (ε˜(x, t), Y (x, t)) is governed by

ε˜tt(x, t) = ε˜xx(x, t),
ε˜x(0, t) =
c1
1− c0
ε˜(0, t) +
c0
1− c0
ε˜t(0, t),
ε˜x(1, t) = −z˜x(1, t),
Yt(x, t) = −Yx(x, t), Y (0, t) = −
c0
1− c0
ε˜(0, t).
(13)
The “ε˜-part” of (13) can be d
dt
(ε˜(·, t), ε˜t(·, t)) = A(ε˜(·, t),
ε˜t(·, t))+Bz˜x(1, t), where A and B are defined in the proof
of Lemma 2.2. Since A generates an exponential stable
C0-semigroup e
At and B is admissible to eAt, it follows
from Lemma 2.1 and z˜x(1, t) ∈ L
2(0,∞) due to Lemma
2.3 that “ε˜-part” of (13) has a unique solution that is
asymptotically stable. Next, limt→∞ ‖Y (·, t))‖H1(0,1) = 0
can be easily obtained in the same way like Lemma 2.2 by
noting the fact that
Y (x, t) =


−c0
1− c0
ε˜(0, t− x), t ≥ x,
Y0(x− t), x > t.
(14)
solves the “Y -part” of (13). Since ε(x, t) = ε˜(x, t)−Y (x, t)
and Yt(x, t) = −Yx(x, t), we have ‖(ε(·, t), εt(·, t))‖H ≤
‖(ε˜(·, t), ε˜t(·, t))‖H+‖(Y (·, t), Yx(·, t))‖H → 0, as t→∞. ✷
By Lemma 3.1, (11) is a state observer of (1). Now, by
the observer-based feedback control law of Krstic et al.
(2008), we propose the following observer-based feedback
controller :
u(t)=zx(1, t)+Yx(1, t)−c3ŵt(1, t)−(c2+q)ŵ(1, t)
−(c2 + q)
∫ 1
0
eq(1−ξ)[c3ŵt(ξ, t) + qŵ(ξ, t)]dξ,
(15)
where c2, c3 are positive design parameters. The “ŵ-
part” of the closed-loop of observer (11) corresponding to
controller (15) becomes

ŵtt(x, t) = ŵxx(x, t),
ŵx(0, t) = −qw(0, t) + c1[ŵ(0, t)− w(0, t)],
ŵx(1, t) = −c3ŵt(1, t)− (c2 + q)ŵ(1, t)
−(c2 + q)
∫ 1
0
eq(1−ξ)[c3ŵt(ξ, t) + qŵ(ξ, t)]dξ.
(16)
Consider the transformation (Krstic et al. (2008))
w˜(x, t) = ŵ(x, t) + (c2 + q)
∫ x
0
eq(x−ξ)ŵ(ξ, t)dξ, (17)
and its inverse transformation is given by
ŵ(x, t) = w˜(x, t)− (c2 + q)
∫ x
0
e−c2(x−ξ)w˜(ξ, t)dξ. (18)
It can be shown that (17) converts system (16) into

w˜tt(x, t) = w˜xx(x, t) − (c1 + q)(c2 + q)e
qxε(0, t),
w˜x(0, t) = c2w˜(0, t) + (c1 + q)ε(0, t),
w˜x(1, t) = − c3w˜t(1, t).
(19)
From Lemma 3.1, we can see limt→∞ |ε(0, t)| = 0. We can
show that system (19) is asymptotically stable by making
use of Lemma 2.1. Actually, we can show that system (19)
is exponentially stable. For this, we consider the coupled
system consisting of (10), (12) and (19) together, in the
space X = H×H1(0, 1)×H1R(0, 1)× L
2(0, 1)×H.
Theorem 3.1. Suppose that c0 ∈ (0, 1) and ci > 0, i =
1, 2, 3. For any initial value (ε˜0, ε˜1, Y0, z˜0, z˜t, w˜0, w˜1) ∈ X ,
with the compatibility condition Y0(0) = −c0ε˜0(0), there
exists a unique solution (ε, εt, Y, z˜, z˜t, w˜, w˜t) ∈ C(0,∞;X )
to (10), (12) and (19) such that ‖(ε, εt, Y, z˜, z˜t, w˜, w˜t)(·, t)‖X
≤Me−µt with some M,µ > 0.
Proof. Let ε˜(x, t) = ε(x, t)+Y (x, t) and η(x, t) = ε˜(x, t)+
z˜(x, t). Then, (η(x, t), Y (x, t)) satisfies the following PDEs:

ηtt(x, t) = ηxx(x, t),
ηx(0, t) =
c1
1− c0
η(0, t) +
c0
1− c0
ηt(0, t),
ηx(1, t) = 0, Yt(x, t) = − Yx(x, t),
Y (0, t) = −
c0
1− c0
[η(0, t)− z˜(0, t)].
(20)
It is well known that the “η-part” of (20) and also (10)
are exponentially stable, which implies that (ε˜, ε˜t) is also
exponentially stable on H. Similar to the proof of the last
assertion of Lemma 2.2, we obtain the exponential stability
of “Y -part” of (20). Since ε = ε˜ − Y and εt = ε˜t + Yx,
we have that (ε, εt) is exponentially stable on H. By the
Sobolev embedding theorem, |ε(0, t)| ≤ ‖ε‖H1(0,1), which
shows that ε(0, t) decays exponentially. Rewrite (19) as
d
dt
(
w˜(·, t)
w˜t(·, t)
)
= A0
(
w˜(·, t)
w˜t(·, t)
)
+B1ε(0, t)+B2ε(0, t), (21)
where the operator A0 : D(A0)(⊂ H)→ H is given by

A0(φ, ψ)
⊤ = (ψ, φ′′)⊤ ∀(φ, ψ)⊤ ∈ D(A0),
D(A0) =
{
(φ, ψ)⊤ ∈ H2(0, 1)×H1(0, 1) :
φ′(0) = c2φ(0), φ
′(1) = − c3ψ(1)
}
,
(22)
and B1 = (c1 + q)(0,−δ(x)), B2 = −(c1 + q)(c2 +
q)(0,−eqx). Since A0 generates an exponentially stable
C0-semigroup e
A0t on H and B1, B2 are admissible for
eA0t. By Lemma 2.1, we know that (w˜, w˜t) is exponentially
stable on H. ✷
4. WELL-POSEDNESS AND EXPONENTIAL
STABILITY OF THE CLOSED-LOOP SYSTEM
We go back to the closed-loop system (1) under the
feedback (15):

wtt(x, t) = wxx(x, t),
wx(0, t) = −qw(0, t),
wx(1, t) = zx(1, t) + Yx(1, t)− (c3 + q)ŵ(1, t)
−c3ŵt(1, t) + f(w(·, t), wt(·, t)) + d(t)
−(c3 + q)
∫ 1
0
eq(1−ξ)[c3ŵt(ξ, t) + qŵ(ξ, t)]dξ,
vtt(x, t) = vxx(x, t),
vx(0, t) = −qw(0, t) + c1[v(0, t)− w(0, t)],
vx(1, t) = zx(1, t) + Yx(1, t)−Wx(1, t)
−c3ŵt(1, t)− (c2 + q)ŵ(1, t)
−(c2 + q)
∫ 1
0
eq(1−ξ)[c3ŵt(ξ, t) + qŵ(ξ, t)]dξ,
ztt(x, t) = zxx(x, t),
zx(0, t) =
c1
1− c0
z(0, t) +
c0
1− c0
zt(0, t),
z(1, t) = v(1, t) +W (1, t)− w(1, t),
Wt(x, t) = −Wx(x, t),
W (0, t) = −c0[v(0, t)− w(0, t)],
ŵtt(x, t) = ŵxx(x, t),
ŵx(0, t) = −qw(0, t) + c1[ŵ(0, t)− w(0, t)],
ŵx(1, t) = −c3ŵt(1, t)− (c2 + q)ŵ(1, t)
−(c2 + q)
∫ 1
0
eq(1−ξ)[c3ŵt(ξ, t) + qŵ(ξ, t)]dξ,
Yt(x, t) = −Yx(x, t),
Y (0, t) = −c0[ŵ(0, t)− w(0, t)].
(23)
We consider system (23) in the state space H = H3 ×
H1(0, 1)×H×H1(0, 1).
Theorem 4.1. Suppose that c0 ∈ (0, 1) and ci > 0, i =
1, 2, 3, f : H→ R is continuous, and d ∈ L∞(0,∞) or d ∈
L2(0,∞). For any initial value (w0, w1, v0, v1, z0, z1,W0, ŵ0,
ŵ1, Y0) ∈ H with the compatibility conditions z0(1) −
v0(1) −W0(1) + w0(1) = 0, W0(0) + c0[v0(0) − w0(0)] =
0, Y0(0)+c0[ŵ0(0)−w0(0)] = 0, then (23) admits a unique
solution (w,wt, v, vt,W, z, zt, ŵ0, ŵt, Y ) ∈ C(0,∞;H) sat-
isfying ‖(w(·, t), wt(·, t), ŵ(·, t), ŵt(·, t), Y (·, t))‖H2×H1(0,1)
≤Me−µt, ∀t ≥ 0, with someM,µ > 0, and supt≥0 ‖(v(·, t),
vt(·, t), z(·, t), zt(·, t),W (·, t))‖H2×H1(0,1) < +∞. More-
over, if f(0, 0) = 0 and d ∈ L2(0,∞), then limt→∞ ‖(v(·, t),
vt(·, t), z(·, t), zt(·, t),W (·, t))‖H2×H1(0,1) = 0. If f ≡ 0 and
d ≡ 0, then ‖(v(·, t),vt(·, t),z(·, t),zt(·, t),W (·, t))‖H2×H1(0,1)
≤M ′e−µ
′t for all t ≥ 0 with some M ′, µ′ > 0.
Using Lemma 2.2 and Theorem 3.1, the above theorem
can be established. We skip the details for lack of space.
5. THE ANTI-STABLE WAVE EQUATION
In this section we consider the output feedback exponential
stabilization for the system governed by the following
equations, where t > 0:

wtt(x, t) = wxx(x, t), 0 < x < 1,
wx(0, t) = −qwt(0, t),
wx(1, t) = u(t) + f(w(·, t), wt(·, t)) + d(t),
w(x, 0) = w0(x), wt(x, 0) = w1(x), 0 ≤ x ≤ 1,
ym(t) = {w(0, t), w(1, t)},
(24)
where (w,wt) is the state, u is the control input signal,
ym is the output signal and q > 0 with q 6= 1. As
in (1), f : H1(0, 1) × L2(0, 1) → R is an unknown
possibly nonlinear mapping that represents the internal
uncertainty, and d ∈ L∞(0,∞) represents the unknown
external disturbance.
5.1 Disturbance estimator
We design, in terms of ym(t) = {w(0, t), w(1, t)}, a distur-
bance estimator for system (24) as follows: for all t > 0,

vtt(x, t) = vxx(x, t), 0 < x < 1,
vx(0, t) = −qvt(0, t) + c1[v(0, t)− w(0, t)],
vx(1, t) = u(t)−Wx(1, t),
ztt(x, t) = zxx(x, t), 0 < x < 1,
zx(0, t) =
c1
1− c0
z(0, t) +
c0 − q
1− c0
zt(0, t),
z(1, t) = v(1, t) +W (1, t)− w(1, t),
Wt(x, t) = −Wx(x, t), 0 < x < 1,
W (0, t) = −c0[v(0, t)− w(0, t)],
(25)
where c0 and c1 are two design parameters so that
c1
1−c0
>
0 and c0−q1−c0 > 0. The above disturbance estimator (25) is
uniquely determined by input signal u and two measure-
ment signals {w(0, t), w(1, t)}. In the disturbance estima-
tor, the “(v,W )-part” is used to channel total disturbance
from original system. Indeed, let v̂(x, t) = v(x, t)−w(x, t).
Then it is easy to check that v̂(x, t) satisfies

v̂tt(x, t) = v̂xx(x, t),
v̂x(0, t) = −qv̂t(0, t) + c1v̂(0, t),
v̂x(1, t) = −f(w(·, t), wt(·, t))− d(t)−Wx(1, t),
Wt(x, t) = −Wx(x, t), W (0, t) = −c0v̂(0, t).
(26)
Similar to Lemma 2.2, we can prove the following:
Lemma 5.1. Suppose that c11−c0 > 0,
c0−q
1−c0
> 0; d ∈
L∞(0,∞), (or d ∈ L2(0,∞)), f : H → R is continu-
ous and that (24) admits a unique solution (w, w˙)⊤ ∈
C(0,∞;H) which is bounded. For any initial value
(v̂0, v̂1,W0)
⊤ ∈ H × H1(0, 1) with the compatibility
condition W0(0) = −c0v̂0(0), system (26) admits a
unique solution (v̂, v̂t,W )
⊤ ∈ C(0,∞;H × H1(0, 1))
such that supt≥0 ‖(v̂, v̂t,W )(·, t))
⊤‖H×H1(0,1) < +∞.
Moreover, if f(0, 0) = 0 and d ∈ L2(0,∞), then
limt→∞ ‖(v̂, v̂t,W )(·, t)
⊤‖H×H1(0,1) = 0. If f ≡ d ≡ 0,
then ‖(v̂, v̂t,W )(·, t)
⊤‖H×H1(0,1) ≤ M
′e−µ
′t for all t ≥ 0
with some M ′, µ′ > 0.
Let z˜(x, t)=z(x, t)−v̂(x, t)−W (x, t). Then z˜(x, t) satisfies

z˜tt(x, t) = z˜xx(x, t),
z˜x(0, t)=
c1
1− c0
z˜(0, t)+
c0 − q
1− c0
z˜t(0, t), z˜(1, t)=0,
(27)
which is exactly the same as the system (10) by replacing
c0
1−c0
with c0−q1−c0 . Thus, it follows from Lemma 2.3 that
−zx(1, t) can be regarded as an estimation of the distur-
bance f(w(·, t), wt(·, t)) + d(t).
5.2 Controller and observer design
Using the disturbance estimator (25), we now design the
following observer for system (24):

ŵtt(x, t) = ŵxx(x, t), 0 < x < 1, t > 0,
ŵx(0, t) = −qŵt(0, t) + c1[ŵ(0, t)− w(0, t)],
ŵx(1, t) = u(t)− zx(1, t)− Yx(1, t), t ≥ 0,
ŵ(x, 0) = ŵ0(x), ŵt(x, 0) = ŵ1(x),
Yt(x, t) = −Yx(x, t), 0 < x < 1, t > 0,
Y (0, t) = −c0[ŵ(0, t)− w(0, t)], t ≥ 0,
Y (x, 0) = Y0(x), 0 ≤ x ≤ 1,
(28)
where c1 and c2 are two design parameters that are the
same as in (25);−zx(1, t) plays the role of total disturbance
f(w(·, t), wt(·, t)) + d(t). Let ε(x, t) = ŵ(x, t) − w(x, t) be
the observer error. Then (ε(x, t), Y (x, t)) is governed by

εtt(x, t) = εxx(x, t),
εx(0, t) = −qεt(0, t) + c1ε(0, t),
εx(1, t) = −z˜x(1, t)− Yx(1, t),
Yt(x, t) = −Yx(x, t), Y (0, t) = −c0ε(0, t).
(29)
Similar to Lemma 3.1, introducing a new variable ε˜(x, t) =
ε(x, t) + Y (x, t), we can establish the following Lemma:
Lemma 5.2. Suppose that c0−q1−c0 > 0,
c1
1−c0
> 0 and the sig-
nal z˜x(1, t) is generated by system (10). Then, for any ini-
tial value (ε(·, 0), εt(·, 0), Y (·, 0))
⊤ ∈ H×H1(0, 1) with the
compatibility condition Y (0, 0) = −c0ε(0, 0), then (29) ad-
mits a unique solution (ε, εt, Y )
⊤ ∈ C(0,∞;H×H1(0, 1))
satisfying limt→∞ ‖(ε(·, t), εt(·, t), Y (·, t))‖H×H1(0,1) = 0.
By Lemma 5.2, to find a stabilizing control law for system
(24), it suffices to find a stabilizing control law for system
(28). To this end, we first introduce an auxiliary system:

Zt(x, t) = −Zx(x, t), 0 < x < 1, t > 0,
Z(0, t) = −c2ŵ(0, t), t ≥ 0,
Z(x, 0) = Z0(x), 0 ≤ x ≤ 1.
(30)
Since the above system depends on the observer (28), it
is implementable. Next, we introduce w˜(x, t) = ŵ(x, t) +
Z(x, t). Then, (w˜(x, t), Z(x, t)) satisfies

w˜tt(x, t) = w˜xx(x, t),
w˜x(0, t) =
c2 − q
1− c2
w˜t(0, t) + c1ε(0, t),
w˜x(1, t) = u(t)− zx(1, t)− Yx(1, t) + Zx(1, t),
Zt(x, t) = −Zx(x, t), Z(0, t) = −
c2
1− c2
w˜(0, t).
(31)
It is seen that there is a “passive damper” at the left
end x = 0 if c2−q1−c2 > 0 and ε(0, t) = 0. It is seen that
the exponential stability of system (31) is equivalent to
the exponential stability of system (28). We propose the
following observer-based feedback controller as follows:
u(t) = −c3ŵ(1, t)− c3Z(1, t) + zx(1, t)
+Yx(1, t)− Zx(1, t).
(32)
Under the control law (32), the “w˜-part” of the closed-loop
of (31) becomes

w˜tt(x, t) = w˜xx(x, t),
w˜x(0, t) =
c2 − q
1− c2
w˜t(0, t) + c1ε(0, t),
w˜x(1, t) = −c3w˜(1, t),
Zt(x, t) = −Zx(x, t), Z(0, t) = −
c2
1− c2
w˜(0, t).
(33)
Using Lemma 5.2, we can obtain the asymptotical stability
of the solution of (33). Actually, we can show that system
(33) is exponentially stable. For this purpose, we consider
the coupled system consisting of (27), (29), (30) and (33)
in the space X = H×H1(0, 1)×H1R(0, 1)×L
2(0, 1)×H×
H1(0, 1). By mimicking the proof of Theorem 3.1, we can
obtain:
Theorem 5.1. Suppose that c11−c0 > 0,
c0−q
1−c0
> 0, c2−q1−c2 >
0 and c3 > 0. For any initial value (ε˜0, ε˜1, Y0, z˜0, z˜t,
w˜0, w˜1, Z) ∈ X , with the compatibility conditions Y0(0) =
−c0ε˜0(0), Z0(0) = −
c2
1−c2
w˜0(0), then there exists a
unique solution (ε, εt, Y, z˜, z˜t, w˜, w˜t, Z) ∈ C(0,∞;X ) to
the coupled system consisting of (27), (29) and (33) such
that ‖(ε, εt, Y, z˜, z˜t, w˜, w˜t, Z)(·, t))‖X ≤Me
−µt with some
M,µ > 0.
5.3 Well-posedness and exponential stability of closed-loop
system
We go back to the closed-loop system (24) under the
feedback (32):

wtt(x, t) = wxx(x, t),
wx(0, t) = −qwt(0, t),
wx(1, t) = −c3ŵ(1, t)− c3Z(1, t) + zx(1, t)
+Yx(1, t)− Zx(1, t) + f(w(·, t), wt(·, t))+d(t),
vtt(x, t) = vxx(x, t),
vx(0, t) = −qvt(0, t) + c1[v(0, t)− w(0, t)],
vx(1, t) = −c3ŵ(1, t)− c3Z(1, t) + zx(1, t)
+Yx(1, t)− Zx(1, t)−Wx(1, t),
ztt(x, t) = zxx(x, t),
zx(0, t) =
c1
1− c0
z(0, t) +
c0 − q
1− c0
zt(0, t),
z(1, t) = v(1, t) +W (1, t)− w(1, t),
ŵtt(x, t) = ŵxx(x, t),
ŵx(0, t) = −qŵt(0, t) + c1[ŵ(0, t)− w(0, t)],
ŵx(1, t) = −c3ŵ(1, t)− c3Z(1, t)− Zx(1, t),
Wt(x, t)=−Wx(x, t),W (0, t)=−c0[v(0, t)−w(0, t)],
Yt(x, t)=Yx(x, t), Y (0, t)=−c0[ŵ(0, t)−w(0, t)],
Zt(x, t) = −Zx(x, t), Z(0, t) = −c2ŵ(0, t).
(34)
We consider system (34) in the state space H = H3 ×
H1(0, 1)×H× [H1(0, 1)]2.
Theorem 5.2. Suppose that c11−c0 > 0,
c0−q
1−c0
> 0, c2−q1−c2 > 0
and c3 > 0. Suppose that f : H → R is continuous,
and d ∈ L∞(0,∞) or d ∈ L2(0,∞). For any initial
value (w0, w1, v0, v1, z0, z1,W0, ŵ0, ŵ1, Y0) ∈ H with the
compatibility condition z0(1)−v0(1)−W0(1)+w0(1) = 0,
Z0(0)+c2ŵ0(0) = 0,W0(0)+c0[v0(0)−w0(0)] = 0, Y0(0)+
c0[ŵ0(0) − w0(0)] = 0, then there exists a unique so-
lution to (34) such that (w,wt, v, vt,W, z, zt, ŵ, ŵt, Y ) ∈
C(0,∞;H ) satisfying ‖(w,wt,ŵ,ŵt,Y,Z)(·, t) ‖H2×[H1(0,1)]2
≤Me−µt, ∀t ≥ 0, with someM,µ > 0, and supt≥0 ‖(v, vt, z,
zt,W )(·, t)‖H2×H1(0,1) < +∞. Moreover, if f(0, 0) = 0 and
d ∈ L2(0,∞), then limt→∞ ‖(v, vt, z, zt,W )(·, t)‖H2×H1(0,1)
= 0. If f ≡ d ≡ 0, then ‖(v, vt, z, zt,W )(·, t)‖H2×H1(0,1) ≤
M ′e−µ
′t for all t ≥ 0 with some M ′, µ′ > 0.
The above theorem can be established by making use of
Lemma 5.1 and Theorem 5.1. We omit the details owing
to space constraints.
6. CONCLUSION
In this paper, we have studied the exponential stabilization
problem for one dimensional unstable/anti-stable wave
equation with Neumann boundary control subject to the
general disturbance via the two displacement signals. The
main contributions of this paper are (i) the closed-loop
system is exponentially stable; (ii) we use only two output
signals which are almost the minimal measurement signals.
The idea used here is potentially promising for treating a
moving boundary system, like wave PDE dynamics with a
moving controlled boundary.
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