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Abstract
We discuss the microlocal Gevrey smoothing effect for the Schrödinger equation with variable coefficients via the propagation
property of the wave front set of homogenous type. We apply the microlocal exponential estimates in a Gevrey case to prove our
result.
© 2008 Elsevier Masson SAS. All rights reserved.
Résumé
Nous discutons l’effet régularisant microlocal de Gevrey pour l’équation de Schrödinger à coefficients variables par la propriété
de propagation du front d’onde du type homogène. Nous appliquons l’estimation exponentielle microlocale dans un cas de Gevrey
pour démontrer notre résultat.
© 2008 Elsevier Masson SAS. All rights reserved.
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1. Introduction
In this paper we study the microlocal smoothness in a Gevrey class of solutions to the time-dependent Schrödinger
equation with variable coefficients.
Let P be a Schrödinger operator in Rn
P = 1
2
n∑
j,k=1
ajk(x)DjDk +
n∑
j=1
bj (x)Dj + c(x)
(
Dj = −i ∂
∂xj
)
.
We assume that the coefficients of P satisfy the following conditions.
Assumption (A) We assume that
• ajk(x) ∈ C∞(Rn;R) (1 j, k  n).
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• The matrix (ajk(x))1j,kn is symmetric and positive definite.
• There exist s > 1, σ > 0, C0 > 0 and K0 > 0 such that∣∣∂αx (ajk(x)− δjk)∣∣ C0K |α|0 α!s〈x〉−σ−|α| (1 j, k  n),∣∣∂αx Rebj (x)∣∣ C0K |α|0 α!s〈x〉1−σ−|α| (1 j  n),∣∣∂αx Imbj (x)∣∣ C0K |α|0 α!s〈x〉1/s−1−σ−|α| (1 j  n),∣∣∂αx Re c(x)∣∣ C0K |α|0 α!s〈x〉2−σ−|α|,∣∣∂αx Im c(x)∣∣ C0K |α|0 α!s〈x〉1/s−σ−|α|
for α ∈ Zn+ = (N ∪ {0})n, x ∈ Rn, where N = {1,2,3, . . .}, 〈x〉 = (1 + |x|2)1/2 and δjk is the Kronecker’s delta.
Remark. We can assume 0 < σ  1/s without loss of generality.
Let T > 0. We consider the solution u(t, ·) ∈ C([0, T ];L2(Rn)) to the initial value problem⎧⎨⎩
∂u
∂t
+ iPu = 0 in (0, T )× Rn,
u(0, x) = u0(x) in Rn,
(1.1)
where u0 ∈ L2(Rn).
It is well known that solutions to the Schrödinger equation satisfy the property called a smoothing effect or gain
of regularity, that is, the decay of the initial data implies the regularity of the solution at positive time. Furthermore,
more the data decays more the solution is smooth.
After the pioneering work of Craig–Kappeler–Strauss [1], the microlocal structure of this phenomenon in the
variable coefficients case, or more precisely the relation between the microlocal regularity of solution and the behavior
of the initial data along the backward bicharacteristic, studied extensively: see e.g., [3,6,15,20] for the C∞ case,
[12,14,17–19] for the analytic case, and [10] for the Gevrey case.
In particular, Nakamura [15] introduced a new notion of wave front set, the homogenous wave front set, and
extended the result of Craig–Kappeler–Strauss [1] to the case of long-range perturbations by employing the propa-
gation theorem of homogenous wave front set. The homogenous wave front set is a conic set in the phase space. It
propagates along free classical trajectories and is suitable to describe the singularity of a solution to free Schrödinger
equations.
It is remarked that Ito [6] showed the essentially equivalence of the homogenous wave front set and the quadratic
scattering wave front set, which is a notion for problems on scattering manifolds, used by Wunsch [20] and Hassell–
Wunsch [4].
For the analytic category problem with asymptotically flat metrics, Martinez–Nakamura–Sordoni [12] introduced
analytic homogenous wave front set and generalized the results of Robbiano–Zuily [17,18] by simple proofs.
We also remark that the results on the characterization of the wave front set are obtained by Hassell–Wunsch [4],
Ito–Nakamura [7], Martinez–Nakamura–Sordoni [13] and Nakamura [16].
The purpose of this paper is to refine the microlocal Gevrey smoothing phenomenon for the Schrödinger equation
from a view point of the propagation of Gevrey wave front set of homogenous type. We shall prove that a theorem
similar to the C∞ case or the analytic case holds for the Gevrey case. Following [12], we use microlocal energy
method to prove our result. More precisely, combining almost analytic extension of Gevrey symbols due to Jung [8]
and microlocal exponential weighted estimates, we show the exponential decay of solutions in some direction on the
phase space under the appropriate condition of the initial data.
We remark that our result is not a generalization of the work of Kajitani–Taglialatela [10] in which they employ
the Fourier integral operator with complex-valued phase function [9]. Indeed, they did not assume the asymptotically
flatness for the metric. However we emphasize that our result can apply the case with the unbounded or complex-
valued lower order terms.
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transform (the Bargmann transform) defined by
Th,μu(x, ξ) = ch,μ
∫
Rn
ei(x−y)·ξ/h−μ|x−y|2/2hu(y) dy (1.2)
(ch,μ = 2−n/2μn/4(πh)−3n/4).
Definition 1. Let s > 1, μ > 0, (x0, ξ0) ∈ Rn × (Rn \ {0}), and u ∈ S ′(Rn). The point (x0, ξ0) does not belong to
the Gevrey wave front set of order s of u ((x0, ξ0) /∈ WFs(u)) if there exist a neighborhood U of (x0, ξ0) and δ > 0,
C > 0 such that
‖Th,μu‖L2(U)  C exp
(−δ/h1/s) (0 < h 1).
Definition 2. Let s > 1, μ> 0, (x0, ξ0) ∈ R2n \ {0} and u ∈S ′(Rn). The point (x0, ξ0) does not belong to the Gevrey
homogenous wave front set of order s of u ((x0, ξ0) /∈ HWFs(u)) if there exist a conic neighborhood Σ of (x0, ξ0)
and δ > 0 such that ∥∥exp{δ(|x|1/s + |ξ |1/s)}T1,μu∥∥L2(Σ) < +∞.
Remark. In the case s = 1, they coincide with the analytic wave front set WFa and the analytic homogenous wave
front set HWFa introduced in [12], respectively. Both definitions of WFs and HWFs are independent of the choice of
μ> 0. The usual WFs is conic with respect to ξ . On the other hand, HWFs is conic with respect to (x, ξ).
We set
p(x, ξ) = 1
2
n∑
j,k=1
ajk(x)ξj ξk, (1.3)
and denote its Hamilton vector field by
Hp =
n∑
j=1
(
∂p
∂ξj
∂
∂xj
− ∂p
∂xj
∂
∂ξj
)
.
Let γ = {(y(t), η(t)): t ∈ R} be an integral curve of Hp , that is, a solution to
y˙(t) = ∂p
∂ξ
(
y(t), η(t)
)
, η˙(t) = −∂p
∂x
(
y(t), η(t)
)
. (1.4)
We say that γ is backward nontrapping if
lim
t→−∞
∣∣y(t)∣∣= +∞ (1.5)
holds. It is remarked that the nontrapping condition is necessary for some kind of smoothing effect. See Doi [2] for
the detail. We also remark that if γ is backward nontrapping, then there exists the asymptotic momentum
η− = lim
t→−∞η(t) ∈ R
n \ {0} (1.6)
under the assumption (A).
We now state our main result. It is a analogy of [12, Theorem 2.1] for the Gevrey case s > 1.
Theorem 1.1. Assume that (A) holds and that γ is backward nontrapping. Let η− be the asymptotic momentum
as t → −∞. Assume that there exists t0 > 0 such that
(−t0η−, η−) /∈ HWFs(u0), (1.7)
then we have (
(t − t0)η−, η−
)
/∈ HWFs
(
u(t, ·)) (0 < t < min(t0, T )). (1.8)
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γ ∩ WFs
(
u(t, ·))= ∅ (1.9)
holds for all t close enough to t0.
Theorem 1.1 means that the microlocal Gevrey singularity of order s appears only when the HWFs hits {x = 0} as
in the C∞ case or the analytic case. We remark that (0, η−) /∈ HWFs(u) implies (x, η−) /∈ WFs(u) for any x ∈ Rn.
From this theorem, we obtain two results on microlocal Gevrey smoothing effects. To γ = {(y(t), η(t)): t ∈ R}
and ε > 0, we associate the set
Γε =
⋃
t0
{
x ∈ Rn: ∣∣x − y(t)∣∣ ε(1 + |t |)}.
The first one is concerned with the rapidly decaying data.
Corollary 1.2. Assume that (A) holds and that γ is backward nontrapping. Assume that eδ0|x|1/s u0 ∈ L2(Γε0) for some
δ0 > 0 and ε0 > 0, then we have
γ ∩ WFs
(
u(t, ·))= ∅ (0 < t < T ).
We remark that in this case the condition (1.7) is satisfied for any t0 > 0.
The second one deals with the initial data satisfying the mixed momentum condition, which also asserts the
microlocal smallness of the data. It is a analogy of the result by Morimoto–Robbiano–Zuily [14].
Corollary 1.3. Assume that (A) holds and that γ is backward nontrapping. Let η− be the asymptotic momentum as
t → −∞. Assume that there exist ψ(ξ) ∈ C∞(Rn) which equals to 1 in a conic neighborhood of η−, and ε0 > 0,
A0 > 0, A1 > 0 such that ∥∥(x ·Dx)lψ(Dx)u0∥∥L2(Γε0 ) A0Al1l!2s (l ∈ N),
then we have
γ ∩ WFs
(
u(t, ·))= ∅ (0 < t < T ).
The paper is organized as follows. In Section 2 we recall the almost analytic extension of Gevrey symbols by
Jung. In Section 3 we prove the microlocal exponential estimates in a Gevrey class. In Sections 4 and 5, we prove
Theorem 1.1 and Corollary 1.3, respectively.
2. Almost analytic extension
In this section we define the almost analytic extension of Gevrey functions following Jung’s idea [8]. We extend
the functions on Rn to the complex strip with the parameterized width. We construct the extension to minimize the
antiholomorphic derivatives of it on the complex strip.
Let f (x) ∈ C∞(Rn) satisfy the following condition:
Assumption (G) There exist s > 1, C > 0, R > 0 and a ∈ R such that∣∣∂αx f (x)∣∣ CR|α|α!s〈x〉a−|α| (α ∈ Zn+, x ∈ Rn). (2.1)
For w > 0, we set the complex domain:
Sw =
{
z = x + iy ∈ Cn: x ∈ Rn, |yj | <w (1 j  n)
}
.
We define the almost analytic extension of f on Sw by
f˜ (z) = f˜ (x + iy) =
∑ (iy)α
α! ∂
α
x f (x), (2.2)|α|N(s,R,w)
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that N → +∞ as s → 1 or w → 0. Although the definition (2.2) depends on three parameters s > 1 (Gevrey index),
R > 0 and w > 0 (width of the strip), our interest is the case where s and R are fixed and w tends to zero. Indeed, we
choose w =O(h1−1/s) (0 < h  1) in the argument of Section 3.
We see that if the function satisfies (G) then its derivatives also satisfy the conditions similar to (G) with the
same constant s > 1 and other C′ > 0, R′ > 0 and a′ ∈ R. In other words, the index s of (G) is stable under the
differentiation.
The first lemma is elementary but useful in our arguments. It claims that not only s, but also R is stable in a slightly
modified sense.
Lemma 2.1. Let f (x) be a function satisfying (G). Then for any β ∈ Zn+, there exists C > 0 such that∣∣∂α+βx f (x)∣∣ C(1 + |α|)CR|α|α!s〈x〉a−|α+β| (α ∈ Zn+, x ∈ Rn). (2.3)
Proof. It suffices to show that for any β ∈ Zn+, there exists C > 0 such that
(α + β)! C(1 + |α|)Cα! (α ∈ Zn+). (2.4)
We use an induction over |β|.
In the case β = ej , it is easy to see that
(α + β)! = α!(αj + 1)

(
1 + |α|)α!.
We assume that (2.4) holds up to |β|m− 1. In the case |β| = m, since βj  1 for some j , we have
(α + β)! = (α + ej + β − ej )!
 C
(
1 + |α + ej |
)C
(α + ej )!
= C(1 + |α|)C(2 + |α|
1 + |α|
)C
α!(αj + 1)
 2CC
(
1 + |α|)C+1α!,
which completes the proof. 
The behavior of the almost analytic extension as w tends to 0 is stated as follows. Especially, the proof of (2.6)
implies that N = N(s,R,w) is chosen to minimize ∂f˜ on Sw.
Proposition 2.2. Let f (x) be a function satisfying (G) and f˜ (x + iy) be its almost analytic extension on Sw defined
by (2.2).
(1) For any α, β ∈ Zn+, there exists C > 0 such that
sup
x+iy∈Sw
|∂αx ∂βy f˜ (x + iy)|
〈x〉a−|α+β|  C (2.5)
for w ∈ (0,1].
(2) For any α, β ∈ Zn+, there exist C > 0 and l > 0 such that
sup
x+iy∈Sw
|∂αx ∂βy ∂j f˜ (x + iy)|
〈x〉a−|α+β|−1  Cw
−l exp
(
− Ω
w1/(s−1)
)
(2.6)
for w ∈ (0,1], 1 j  n, where ∂j = 1 (∂xj + i∂yj ) and Ω = s−11/(s−1) .2 R
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∂αx ∂
β
y f˜ (x + iy) =
∑
|γ |N
γβ
i|γ | y
γ−β
(γ − β)!∂
γ+α
x f (x)
=
∑
|γ |N−|β|
i|γ+β| y
γ
γ ! ∂
γ+α+β
x f (x).
Using |yγ |w|γ |, Lemma 2.1 and
α! c(1 + |α|)1/2 |α||α|
e|α|
(
α ∈ Zn+
)
for some c > 0, (2.7)
which follows from Stirling’s formula, we deduce that∣∣∂αx ∂βy f˜ (x + iy)∣∣ c1〈x〉a−|α+β| ∑
|γ |N−|β|
(
1 + |γ |)c1(Rw)|γ |( |γ |
e
)|γ |(s−1)
. (2.8)
It remains to show that the sum in the right-hand side of (2.8) is uniformly bounded with respect to w.
Set M = N − |β|. Then we have
(
The sum in RHS of (2.8))= M∑
l=0
(1 + l)c1(Rw)l
(
l
e
)l(s−1) ∑
|γ |=l
1

M∑
l=0
(1 + l)c1+nel(1−s),
where we use
∑
|γ |=l 1 (1 + l)n and l M N  (Rw)−1/(s−1).
Pick up L> 1 and l0 ∈ N satisfying,
Le1−s < 1 and (1 + l)c1+n  Ll (l > l0).
Then if M  1, we obtain
M∑
l=0
(1 + l)c1+nel(1−s) 
l0∑
l=0
(1 + l)c1+nel(1−s) +
M∑
l=l0+1
(
Le1−s
)l

l0∑
l=0
(1 + l)c1+nel(1−s) + 1
1 −Le1−s ,
which implies the claim with 0 <w  1. It is easy to see that the claim holds if w is away from 0.
(2) We first observe that
(∂xj + i∂yj )f˜ (x + iy) =
∑
|γ |=N
(iy)γ
γ ! ∂
γ+ej
x f (x).
Then, just as in showing (2.8), we deduce that for any α,β ∈ Zn+, there exists c2 > 0 such that∣∣∂αx ∂βy (∂xj + i∂yj )f˜ (x + iy)∣∣ c2〈x〉a−|α+β|−1 ∑
|γ |=N−|β|
(
1 + |γ |)c2(Rw)|γ |( |γ |
e
)|γ |(s−1)
for w ∈ (0,1] and x + iy ∈ Sw . Set M = N − |β|. Then the sum in the right-hand side equals to
(1 +M)c2
(
RwMs−1
es−1
)M ∑
1 (1 +M)c2+n
(
RwMs−1
es−1
)M
. (2.9)|γ |=M
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exp
(
− Ω
w1/(s−1)
) (
Ω = s − 1
R1/(s−1)
)
at x = (Rw)−1/(s−1). Since N = [(Rw)−1/(s−1)] and M = N − |β| ∼ (Rw)−1/(s−1) as w tends to 0, we deduce that
in the case of 0 <w  1 there exist c3 > 0 and c4 > 0 such that
a(M) c3w−c4 exp
(
− Ω
w1/(s−1)
)
.
Combining this and (2.9), we obtain (2.6) if 0 <w  1. We omit proof of the case w away from zero. 
Remark. We see that the right-hand side of (2.6) tends to 0 as s → 1 or w → 0. It is also clear that we can replace
w ∈ (0,1] in the statement of Proposition 2.2 with w ∈ (0,w0] for arbitrary fixed w0 > 0.
3. Microlocal exponential estimates
This section is devoted to the microlocal exponential estimates in a Gevrey class. Following [12], we consider the
estimates with two parameters h > 0 and μ > 0. Roughly speaking, the former is a scaling parameter with respect
to ξ , and the latter is a one to x. We note that the analyticity of symbols, which we cannot use in our problem, is
a essential assumption in these estimates [11]. To overcome this difficulty, we use the almost analytic extension of
symbols defined in the previous section. Moreover we assume the extra condition on the weight function.
We first introduce a weight function ψ and a cutoff function f .
Assumption (W1) Let ψ(x, ξ) ∈ C∞(R2n) be an (h,μ)-dependent function satisfying
• There exists C1 > 1 such that
supp[ψ] ⊂
{
(x, ξ) ∈ R2n: 1
C1
 |ξ | C1, 1
C1μ
 〈x〉 C1
μ
}
for h,μ ∈ (0,1].
• For any α,β ∈ Zn+ there exist Cαβ > 0 such that∣∣∂αx ∂βy ψ(x, ξ)∣∣ Cαβμ|α| (x, ξ ∈ Rn,h,μ ∈ (0,1]).
• There exists ν > 0 such that
sup
(x,ξ)∈R2n
∣∣∂xψ(x, ξ)∣∣< ν, sup
(x,ξ)∈R2n
∣∣∂ξψ(x, ξ)∣∣< ν,
sup
(x,ξ)∈R2n
∣∣ψ(x, ξ)∣∣< s − 1
4(K0ν)1/(s−1)
(
h,μ ∈ (0,1]),
where K0 is the same constant as in (A).
Remark. The last assumption on the size of ψ seems to be strong. However this extra condition enables us to treat
new error terms particular to Gevrey cases as negligible ones.
Assumption (W2) Let f (x, ξ) ∈ C∞(R2n) be an (h,μ)-dependent function satisfying
• There exists C2 >C1 such that
supp[f ] ⊂
{
(x, ξ) ∈ R2n: 1
C2
 |ξ | C2, 1
C2μ
 〈x〉 C2
μ
}
for h,μ ∈ (0,1].
• f ≡ 1 on supp[ψ].
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• f  0 and √f ∈ C∞(R2n) satisfies the same estimates as above.
In the following we use the notation ∂μ = μ−1∂x + i∂ξ . We set
a(x, ξ) = h−2 1
2
n∑
j,k=1
ajk(x)ξj ξk + h−1
n∑
j=1
bj (x)ξj + c(x),
aψ(x, ξ) = a˜
(
x − h1−1/s∂μψ(x, ξ), ξ + ih1−1/sμ∂μψ(x, ξ)
)
,
where a˜(x+iy, ξ) denotes the almost analytic extension of a(x, ξ) with respect to x defined by (2.2) with w = h1−1/sν
and R = K0, that is,
a˜(x + iy, ξ) =
∑
|α|[ν0h−1/s ]
(iy)α
α! ∂
α
x a(x, ξ)
(
x + iy ∈ Sh1−1/sν , ξ ∈ Rn
)
where ν0 = (K0ν)−1/(s−1). We note that aψ(x, ξ) is well-defined under the conditions (A) and (W1). Indeed, a(x, ξ)
is analytic in ξ and ∣∣Im(x − h1−1/s∂μψ(x, ξ))∣∣= h1−1/s∣∣∂ξψ(x, ξ)∣∣< h1−1/sν = w.
Our main result in this section is the following. We write T = Th,μ for simplicity.
Theorem 3.1. Assume that (A), (W1) and (W2) hold. Suppose that there exists d > 0 such that 0 < h/μ  d .
Then there exists C > 0 such that∣∣〈eψ/h1/s T u,f eψ/h1/s T Pu〉− 〈eψ/h1/s T u,f aψeψ/h1/s T u〉∣∣
 C
(
h−1μ+μσ + hμσ−1)(∥∥√f eψ/h1/s T u∥∥2 + ‖u‖2)
for u ∈ L2(Rn).
To prove Theorem 3.1, we need some preliminaries. We see that
P = h−2 1
2
(hDx)
2 + h−2pW2 (x,hDx)+ h−1pW1 (x,hDx)+ pW0 (x,hDx),
where
p2(x, ξ) = 12
n∑
j,k=1
(ajk(x)− δjk)ξj ξk,
p1(x, ξ) =
n∑
j=1
bj (x)ξj − 12i
n∑
j,k=1
∂xj ajk(x)ξk,
p0(x, ξ) = p0(x) = c(x)− 12i
n∑
j=1
∂xj bj (x)−
1
8
n∑
j,k=1
∂xj ∂xkajk(x),
and pWj (x,hDx) denotes the Weyl–Hörmander quantization of pj , that is
pWj (x,hDx)u(x) =
1
(2πh)n
∫ ∫
R2n
ei(x−y)·ξ/hpj
(
x + y
2
, ξ
)
u(y)dy dξ
for u ∈ S (Rn). Hereafter, we use the S(m,g) symbol class notation due to Hörmander [5]. We denote the set of
operators with their symbol in S(m,g) by OPS(m,g).
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qj (x, ξ, x
∗, ξ∗) = pj (x − ξ∗, x∗) (x, ξ, x∗, ξ∗ ∈ Rn)
for j = 0,1,2. Then we have
T Pj = QjT (j = 0,1,2)
where Pj = pWj (x,hDx) and Qj = qWj (x, ξ,hDx,hDξ ). Let g1 be a metric on R4n defined by
g1 = dx
2
Φ2
+ dξ
2
Ψ 2
+ dx
∗2
Ψ 2
+ dξ
∗2
Φ2
,
where
Φ(x, ξ, x∗, ξ∗) = Φ(x, ξ∗) =
√
1 + |x|
2
〈ξ∗〉2 ,
Ψ (x, ξ, x∗, ξ∗) = Ψ (ξ, x∗) =
√
1 + |ξ |
2
〈ξ − x∗〉2 .
We recall that qj ∈ S(mj , g1)(j = 0,1,2), where
mj = 〈ξ 〉j 〈x〉2−j−σ 〈ξ − x∗〉j 〈ξ∗〉|2−j−σ |.
See [12, Lemma 3.6] for the details.
We here give the fundamental lemma in the pseudodifferential calculus on the range of eψ/h1/s T without the proof.
It follows from [12, Lemma 3.5] and [12, Lemma B.1] with replacing ψ → h1−1/sψ.
Lemma 3.2. Assume (W1), (W2). Suppose Q ∈ OPS(〈ξ 〉a〈x〉b〈ξ − x∗〉m〈ξ∗〉l , g1) with some a, b,m, l ∈ R.
(1) There exists C > 0 such that∣∣〈eψ/h1/s T u,fQeψ/h1/s T u〉∣∣ Cμ−b(∥∥√f eψ/h1/s T u∥∥2 + ‖u‖2)
for u ∈S (Rn), h,μ ∈ (0,1] with h/μ d.
(2) Suppose the symbol Q has an asymptotic expansion supported in supp[∇f ]. Then for any N > 0, there exists
C > 0 such that ∣∣〈eψ/h1/s T u,Qeψ/h1/s T u〉∣∣ C(hNμN∥∥√f eψ/h1/s T u∥∥2 +μ−b‖u‖2)
for u ∈S (Rn), h,μ ∈ (0,1] with h/μ d.
As mentioned in the above, under the assumption (A) we can define the almost analytic extension of pj (x, ξ) with
respect to x with the setting w = h1−1/sν and R = K0. We denote it by p˜j (x + iy, ξ)(x + iy ∈ Sh1−1/sν , ξ ∈ Rn).
Therefore we can also define the almost analytic extension of qj (x, ξ, x∗, ξ∗) with respect to ξ∗ by
q˜j (x, ξ, x
∗, ξ∗ + iη∗) = p˜j (x − ξ∗ − iη∗, x∗) (x, ξ, x∗ ∈ Rn, ξ∗ + iη∗ ∈ Sh1−1/sν).
We note that q˜j is analytic with respect to x∗.
Set
Qjψ = qWjψ(x, ξ,hDx,hDξ ) (j = 0,1,2),
where
qjψ(x, ξ, x
∗, ξ∗) = q˜j
(
x, ξ, x∗ + ih1−1/s∂xψ, ξ∗ + ih1−1/s∂ξψ
)
= p˜j
(
x − ξ∗ − ih1−1/s∂ξψ,x∗ + ih1−1/s∂xψ
)
.
Then we have the next key lemma, which should be compared to (3.5) in [12], concerning the operator
Rj = eψ/h1/sQj e−ψ/h1/s −Qjψ (j = 0,1,2).
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we can approximate the distorted operator
eψ/h
1/s
Qj e
−ψ/h1/s
with Qjψ in some sense.
Lemma 3.3. Assume (W1), (W2). There exists C > 0 such that∣∣〈eψ/h1/s T u,fRjeψ/h1/s T u〉∣∣ Chμσ+j−1(∥∥√f eψ/h1/s T u∥∥2 + ‖u‖2) (3.1)
for u ∈S (Rn), j = 0,1,2, and h,μ ∈ (0,1] with h/μ d.
Proof. It suffices to show that
Rj ∈ OPS
(
h〈ξ 〉j−1〈x〉1−j−σ 〈ξ − x∗〉j+1〈ξ∗〉|2−j−σ |+1, g1
)
+ OPS(h∞〈ξ 〉j 〈x〉1−j−σ 〈ξ − x∗〉j 〈ξ∗〉|1−j−σ |, g1). (3.2)
Indeed, applying Lemma 3.2(1) to Rj , we obtain (3.1).
We denote by X = (x, ξ), Y = (y, η) and X∗ = (x∗, ξ∗) the points of R2n. We see that
eψ/h
1/s
Qj e
−ψ/h1/s u(X) = 1
(2πh)2n
∫ ∫
R4n
ei(X−Y)·X∗/h+(ψ(X)−ψ(Y ))/h1/s qj
(
X + Y
2
,X∗
)
u(Y )dY dX∗
= 1
(2πh)2n
∫ ∫
R4n
ei(X−Y)·(X∗−ih1−1/sφ(X,Y ))/hqj
(
X + Y
2
,X∗
)
u(Y )dY dX∗,
where
φ(X,Y ) = (φ1(X,Y ), . . . , φ2n(X,Y )),
φl(X,Y ) =
1∫
0
∂Xlψ
(
Y1, . . . , Yl−1, Yl + τ(Xl − Yl),Xl+1, . . . ,X2n
)
dτ. (3.3)
We remark that our choice of φl is not a standard one. For instance, φl(X,Y ) = φl(Y,X). However our φl satisfies
(Xl − Yl)φl(X,Y ) = ψ(Y1, . . . , Yl−1,Xl, . . . ,X2n)−ψ(Y1, . . . , Yl,Xl+1, . . . ,X2n). (3.4)
In particular, (Xl − Yl)φl(X,Y ) is bounded on R4n which is useful to estimate some error terms particular to the
Gevrey case.
We here change the integral variables X∗1 → X∗1 + ih1−1/sφ1 up to X∗2n → X∗2n + ih1−1/sφ2n successively in the
above expression of eψ/h1/sQj e−ψ/h
1/s
u. Applying the Stokes formula, we have
eψ/h
1/s
Qj e
−ψ/h1/s u(X) = 1
(2πh)2n
∫ ∫
R4n
ei(X−Y)·X∗/hq˜j
(
X + Y
2
,X∗ + ih1−1/sφ(X,Y )
)
u(Y )dY dX∗
+
2n∑
k=n+1
1
(2πh)2n
∫ ∫
R4n
ei(X−Y)·X∗/hrj,k(X,Y,X∗)u(Y )dY dX∗
= Q(1)j u+Q(2)j u,
where
rj,k(X,Y,X
∗) = 2ih1−1/sφk(X,Y )
1∫
0
e(X−Y)·(0,...,0,(1−θ)φk,φk+1,...,φ2n)/h1/s
× ∂q˜j
∂Z¯∗
(
X + Y
2
,X∗ + ih1−1/s(φ1, . . . , φk−1, θφk,0, . . . ,0)
)
dθ (3.5)k
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is analytic with respect to Z∗k (1  k  n). In the following we shall simplify the double symbols q˜j ((X + Y)/2,
X∗ + ih1−1/sφ(X,Y )) and rj,k(X,Y,X∗).
First we observe that for any α,β, γ, δ ∈ Zn+, there exists C > 0 such that∣∣∂αx ∂βξ ∂γy ∂δηφl(x, ξ, y, η)∣∣ C 〈x − y〉|α+γ |〈ξ − η〉|β+δ|〈x〉|α|〈ξ 〉|β|〈y〉|γ |〈η〉|δ| (3.6)
(x, ξ, y, η ∈ Rn,1 l  2n). Indeed, combining (3.3),∣∣∂αx ∂βξ ψ(x, ξ)∣∣ C〈x〉−|α|〈ξ 〉−|β|
(x, ξ ∈ Rn,h,μ ∈ (0,1])) which follows from (W1), and
〈x〉〈y〉 C〈x − y〉〈(y1, . . . , yj−1, yj + τ(xj − yj ), xj+1, . . . , xn)〉
(x, y ∈ Rn, τ ∈ [0,1],1 j  n), we deduce (3.6) for 1 l  n. The case n+ 1 l  2n can be handled in the same
manner. We note that φl (1 l  n) is independent of η, and φl (n+ 1 l  2n) is independent of x.
Applying Proposition 2.2(1) to q˜j , we see that for any α,β,α∗, β∗, γ ∗, δ∗ ∈ Zn+, there exists C > 0 such that∣∣∂αx ∂βξ ∂α∗x∗ ∂β∗ξ∗ ∂γ ∗y∗ ∂δ∗η∗ q˜j (x, ξ, x∗ + iy∗, ξ∗ + iη∗)∣∣
 C〈x − ξ∗〉2−j−σ−|α+β∗+δ∗|〈x∗〉j−|β+α∗+γ ∗|
 C 〈ξ 〉
j 〈x〉2−j−σ 〈ξ − x∗〉j 〈ξ∗〉|2−j−σ |
Φ(x, ξ∗)|α+β∗+δ∗|Ψ (ξ, x∗)|β+α∗+γ ∗|
(x, ξ ∈ Rn, x∗ + iy∗, ξ∗ + iη∗ ∈ Sh1−1/sν , h ∈ (0,1]). We write
φ(X,Y ) = (φ(1)(X,Y ),φ(2)(X,Y )),
that is
φ(1)(x, ξ, y, η) = φ(1)(x, ξ, y) = (φ1(x, ξ, y), . . . , φn(x, ξ, y)),
φ(2)(x, ξ, y, η) = φ(2)(ξ, y, η) = (φn+1(ξ, y, η), . . . , φ2n(ξ, y, η)).
Combining the above estimate of q˜j and (3.6), we deduce that for any α, β , γ , δ, α∗, β∗ ∈ Zn+, there exists C > 0
such that ∣∣∣∣∂αx ∂βξ ∂γy ∂δη∂α∗x∗ ∂β∗ξ∗ q˜j(x + y2 , ξ + η2 , x∗ + ih1−1/sφ(1), ξ∗ + ih1−1/sφ(2)
)∣∣∣∣
 C〈ξ + η〉j 〈x + y〉2−j−σ 〈x∗ − (ξ + η)/2〉j 〈ξ∗〉|2−j−σ |
× 〈x − y〉
|α+γ |〈ξ − η〉|β+δ|
Φ(x, ξ∗)|α|Φ(y, ξ∗)|γ |Φ(x+y2 , ξ∗)|β
∗|Ψ (ξ, x∗)|β|Ψ (η,x∗)|δ|Ψ (ξ+η2 , x∗)|α
∗| (3.7)
(x, ξ, y, η, x∗, ξ∗ ∈ Rn,h,μ ∈ (0,1]). It follows from (3.7) that there exists a simplified symbol
ρj (x, ξ, x
∗, ξ∗) ∈ S(mj , g1) (3.8)
such that
ρWj (x, ξ,hDx,hDξ ) = Q(1)j , (3.9)
ρj (x, ξ, x
∗, ξ∗)− qjψ(x, ξ, x∗, ξ∗) ∈ S
(
hΦ−1Ψ−1mj ,g1
)
. (3.10)
It is remarked that we cannot replace hΦ−1Ψ−1 in (3.10) by h2Φ−2Ψ−2 because of the property φ(X,Y ) = φ(Y,X).
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rj,n+l (x, ξ, y, η, x∗, ξ∗)
= 2ih1−1/sφn+l (x, ξ, y, η, x∗, ξ∗)
1∫
0
e{(1−θ)ψ(y,η1,...,ηl−1,ξl ,...,ξn)+θψ(y,η1,...,ηl ,ξl+1,...,ξn)−ψ(y,η)}/h1/s
× ∂q˜j
∂ζ¯ ∗l
(
x + y
2
,
ξ + η
2
, x∗+ ih1− 1s φ(1), ξ∗+ ih1− 1s (φn+1, . . . , φn+l−1, θφn+l ,0, . . . ,0)
)
dθ (1 l  n).
(3.11)
Applying Proposition 2.2(2), we see that for any α,β,α∗, β∗, γ ∗, δ∗ ∈ Zn+, there exists C > 0 such that∣∣∂αx ∂βξ ∂α∗x∗ ∂β∗ξ∗ ∂γ ∗y∗ ∂δ∗η∗∂ζ ∗l q˜j (x, ξ, x∗ + iy∗, ξ∗ + iη∗)∣∣
 Ch−Ce−Σ0/h1/s 〈ξ 〉
j 〈x〉1−j−σ 〈x∗ − ξ 〉j 〈ξ∗〉|1−j−σ |
Φ(x, ξ∗)|α+β∗+δ∗|Ψ (ξ, x∗)|β+α∗+γ ∗|
(3.12)
(x, ξ ∈ Rn, x∗ + iy∗, ξ∗ + iη∗ ∈ Sh1−1/sν , h ∈ (0,1],1 l  n), where Σ0 = s−1(K0ν)1/(s−1) and ∂ζ ∗l =
1
2 (∂ξ∗l + i∂η∗l ). We
also see that ∣∣∂αx ∂βξ ∂γy ∂δηψ(Y1, . . . , Yl−1,Xl, . . . ,X2n)∣∣ C 〈x − y〉|α+γ |〈ξ − η〉|β+δ|〈x〉|α|〈ξ 〉|β|〈y〉|γ |〈η〉|δ| (3.13)
(x, ξ, y, η ∈ Rn,h,μ ∈ (0,1],1 l  2n) and, using (W1),∣∣(exponential term in (3.11))∣∣ exp(3 sup
(x,ξ)∈R2n
∣∣ψ(x, ξ)∣∣/h1/s)
 exp
(
3Σ0
4h1/s
)
, (3.14)
(y, η, ξ ∈ Rn, θ ∈ [0,1], h,μ ∈ (0,1]). Combining (3.6), (3.12), (3.13), and (3.14), we deduce that for any
α,β, γ, δ,α∗, β∗ ∈ Zn+, there exists C > 0 such that∣∣∂αx ∂βξ ∂γy ∂δη∂α∗x∗ ∂β∗ξ∗ rj,n+l (x, ξ, y, η, x∗, ξ∗)∣∣
 Ch−C exp
(
− Σ0
4h1/s
)
〈ξ + η〉j 〈x + y〉1−j−σ 〈x∗ − (ξ + η)/2〉j 〈ξ∗〉|1−j−σ |
× 〈x − y〉
|α+γ |〈ξ − η〉|β+δ|
Φ(x, ξ∗)|α|Φ(y, ξ∗)|γ |Φ(x+y2 , ξ∗)|β
∗|Ψ (ξ, x∗)|β|Ψ (η,x∗)|δ|Ψ (ξ+η2 , x∗)|α
∗| (3.15)
(x, ξ, y, η, x∗, ξ∗ ∈ Rn,h,μ ∈ (0,1],1 l  n). It follows from (3.15) that there exists a simplified symbol
rj (x, ξ, x
∗, ξ∗) ∈ S(h∞〈ξ 〉j 〈x〉1−j−σ 〈x∗ − ξ 〉j 〈ξ∗〉|1−j−σ |, g1) (3.16)
such that
rWj (x, ξ,hDx,hDξ ) = Q(2)j . (3.17)
Then it follows from (3.8), (3.9), (3.10), (3.16) and (3.17) that we obtain (3.2), which completes the proof. 
Remark. It is obvious that we can show a stronger result rather than (3.2) in which O(h∞) is replaced with
O(e−c/h1/s ).
To estimate 〈eψ/h1/s T u,fQjψeψ/h1/s T u〉, we use the following lemma. Set
pjψ(x, ξ) = qjψ
(
x, ξ, ξ − h1−1/sμ∂ξψ,h1−1/sμ−1∂xψ
)
= p˜j
(
x − h1−1/s∂μψ, ξ + ih1−1/sμ∂μψ
)
(j = 0,1,2).
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(1) There exists C > 0 such that∣∣∣∣〈eψ/h1/s T u,f eψ/h1/s{12 (hDx)2 − 12 (ξ + ih1−1/sμ∂μψ(x, ξ))2 + n4hμ
}
T u
〉∣∣∣∣
 Chμ
(
h1−1/sμ
∥∥√f eψ/h1/s T u∥∥2 + ‖u‖2)
for u ∈S (Rn), h,μ ∈ (0,1].
(2) There exists C > 0 such that∣∣〈eψ/h1/s T u,f {Qjψ − pjψ(x, ξ)}eψ/h1/s T u〉∣∣ Chμσ+j−1∥∥√f eψ/h1/s T u∥∥2 + ‖u‖2,
for u ∈S (Rn), j = 0,1,2, and h,μ ∈ (0,1] with h/μ d.
Proof. (1) Combining the formula〈
eg/hT u,f eg/h(hDx)
αT u
〉= 〈eg/hT u,{(ξ + iμ∂μg + i2hμ∂μ
)α
f
}
eg/h(hDx)
αT u
〉 (
α ∈ Zn+
)
[12, Lemma C.1] with the setting g = h1−1/sψ , and(
ξ + ih1−1/sμ∂μψ + i2hμ∂μ
)2
f
= (ξ + ih1−1/sμ∂μψ)2f − n2hμf − 12h1−1/sμ2(∂2μψ)f + ihμ(ξ + ih1−1/sμ∂μψ)∂μf − 14h2μ2∂2μf,
we deduce the claim.
(2) For j = 0,1,2, we set
qjψ(x, ξ, x
∗, ξ∗)− qjψ
(
x, ξ, ξ − h1−1/sμ∂ξψ,h1−1/sμ−1∂xψ
)
= q(1)jψ (x, ξ, x∗, ξ∗)
(
x∗ − ξ + h1−1/sμ∂ξψ
)+ q(2)jψ (x, ξ, x∗, ξ∗)(ξ∗ − h1−1/sμ−1∂xψ),
where
q
(1)
jψ (x, ξ, x
∗, ξ∗) =
1∫
0
∂qjψ
∂x∗
(
x, ξ, θx∗ + (1 − θ)(ξ − h1−1/sμ∂ξψ), θξ∗ + (1 − θ)h1−1/sμ−1∂xψ)dθ,
q
(2)
jψ (x, ξ, x
∗, ξ∗) =
1∫
0
∂qjψ
∂ξ∗
(
x, ξ, θx∗ + (1 − θ)(ξ − h1−1/sμ∂ξψ), θξ∗ + (1 − θ)h1−1/sμ−1∂xψ)dθ.
Since qjψ(x, ξ, x∗, ξ∗) ∈ S(mj , g1), we can verify that
q
(1)
jψ (x, ξ, x
∗, ξ∗) ∈ S(〈ξ 〉j−1〈x〉2−j−σ 〈ξ − x∗〉j+1〈ξ∗〉|2−j−σ |, g1),
q
(2)
jψ (x, ξ, x
∗, ξ∗) ∈ S(〈ξ 〉j 〈x〉1−j−σ 〈ξ − x∗〉j 〈ξ∗〉|2−j−σ |+1, g1).
We also set
A = hDx − ξ + h1−1/sμ∂ξψ(x, ξ),
B = hDξ − h1−1/sμ−1∂xψ(x, ξ)
and
Q
(k)
jψ = q(k)Wjψ (x, ξ,hDx,hDξ ) (k = 1,2),
R(j) = Qjψ − qjψ
(
x, ξ, ξ − h1−1/sμ∂ξψ,h1−1/sμ−1∂xψ
)− 1{AQ(1)jψ +Q(1)jψA+BQ(2)jψ +Q(2)jψB}.2
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R(j) ∈ OPS(h2〈ξ 〉j−2〈x〉−j−σ 〈ξ − x∗〉j+3〈ξ∗〉|2−j−σ |+3, g1). (3.18)
Especially, applying Lemma 3.2(1), we obtain∣∣〈eψ/h1/s T u,fR(j)eψ/h1/s T u〉∣∣ Ch2μσ+j∥∥√f eψ/h1/s T u∥∥2 + ‖u‖2 (j = 0,1,2). (3.19)
Next we shall show that∣∣〈eψ/h1/s T u,f (AQ(1)jψ +Q(1)jψA+BQ(2)jψ +Q(2)jψB)eψ/h1/s T u〉∣∣
 Chμσ+j−1
∥∥√f eψ/h1/s T u∥∥2 + ‖u‖2 (j = 0,1,2). (3.20)
It follows from (3.19) and (3.20) that we deduce the claim of (2).
We write Tψ = eψ/h1/s T for abbreviation. Since
(A− iμB)Tψu = 0,
we see that
T ∗ψf
(
AQ
(1)
jψ +Q(1)jψA+BQ(2)jψ +Q(2)jψB
)
Tψ = T ∗ψ
(
L
(1)
j +L(2)j
)
Tψ,
where
L
(1)
j = if
(−μ[B,Q(1)jψ ]+μ−1[A,Q(2)jψ ]),
L
(2)
j = [f,A+ iμB]Q(1)jψ − iμ−1[f,A+ iμB]Q(2)jψ .
We also see that [
B,Q
(1)
jψ
] ∈ OPS(h〈ξ 〉j−2〈x〉2−j−σ 〈ξ − x∗〉j+2〈ξ∗〉|2−j−σ |, g1),[
A,Q
(2)
jψ
] ∈ OPS(h〈ξ 〉j 〈x〉−j−σ 〈ξ − x∗〉j 〈ξ∗〉|2−j−σ |+2, g1).
Combining this and Lemma 3.2(1), we have∣∣〈eψ/h1/s T u,L(1)j eψ/h1/s T u〉∣∣ Chμσ+j−1(∥∥√f eψ/h1/s T u∥∥2 + ‖u‖2) (j = 0,1,2). (3.21)
It also follows from Lemma 3.2(2) that we obtain∣∣〈eψ/h1/s T u,L(2)j eψ/h1/s T u〉∣∣ Chμσ+j−1(∥∥√f eψ/h1/s T u∥∥2 + ‖u‖2) (j = 0,1,2). (3.22)
Combining (3.21) and (3.22), we deduce (3.20) and which completes the proof. 
We are now ready to prove Theorem 3.1.
Proof of Theorem 3.1. By the definition of Pj and the relation
T Pj = QjT = e−ψ/h1/s (Qjψ +Rj )eψ/h1/s T ,
we have 〈
eψ/h
1/s
T u,f eψ/h
1/s
T Pu
〉= 1
2
h−2
〈
eψ/h
1/s
T u,f eψ/h
1/s
(hDx)
2T u
〉
+
2∑
j=0
h−j
〈
eψ/h
1/s
T u,f (Qjψ +Rj )eψ/h1/s T u
〉
.
We note that∣∣∣∣∣12h−2(ξ + ih1−1/sμ∂μψ(x, ξ))2 +
2∑
j=0
h−jpjψ(x, ξ)− aψ(x, ξ)
∣∣∣∣∣ C(h−1〈x〉−σ−1|ξ | + 〈x〉−σ ).
Combining this, Lemmas 3.3 and 3.4, we obtain our claim. 
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Lemma 3.5. Under the same assumptions as in Theorem 3.1, there exists C > 0 such that∣∣Imaψ(x, ξ)− h−1−1/sHpψ(x, ξ)∣∣ (h−2/sμ2 + h−1μσ−1/s+1 +μσ−1/s) on supp[f ]
for h,μ ∈ (0,1] with h/μ d.
We can show Lemma 3.5 by a Taylor expansion of
a˜(x + z0, ξ + ζ0)
(
z0 ∈ Sh1−1/sν , ζ0 ∈ Cn
)
.
We omit the proof. Combining Theorem 3.1 and Lemma 3.5 with the relation σ  1/s, we have the following estimate.
Corollary 3.6. Under the same assumptions as in Theorem 3.1, there exists C > 0 such that∣∣Im〈eψ/h1/s T u,f eψ/h1/s T Pu〉+ 〈eψ/h1/s T u,f (h−1−1/sHpψ)eψ/h1/s T u〉∣∣
 C
(
h−2/sμ2 + h−1μσ−1/s+1 +μσ−1/s)∥∥√f eψ/h1/s T u∥∥2 +C(h−1μ+μσ + hμσ−1)‖u‖2
for u ∈ L2(Rn), h,μ ∈ (0,1] with h/μ d.
4. Proof of Theorem 1.1
In this section we prove Theorem 1.1. Using microlocal exponential estimates obtained in the previous section,
we can prove it in the same way as the analytic case [12]. We use the notation
B(x0, ξ0;a, b) =
{
(x, ξ) ∈ R2n: |x − x0| < a, |ξ − ξ0| < b
}
.
Proof of Theorem 1.1. We suppose γ = {(y(t), η(t)): t ∈ R} is backward nontrapping and denote the asymptotic
momentum by η− = limt→−∞ η(t).
It follows from (1.7) that there exist a conic neighborhood Γ of (−t0η−, η−) and δ0 > 0 satisfying∥∥eδ0(|x|1/s+|ξ |1/s )T1,1u0∥∥L2(Γ ) < +∞.
Then we can find a sufficiently small δ ∈ (0, |η−|) and C > 0 such that
‖T1,1u0‖L2(B(−h−1t0η−,h−1η−;h−1t0δ,h−1δ))  Ce−δ/h
1/s
(0 < h 1),
which is equivalent to
‖Th,hu0‖L2(B(−h−1t0η−,η−;h−1t0δ,δ))  Ce−δ/h
1/s
(0 < h 1). (4.1)
Pick up χ1(r) ∈ C∞(R) satisfying
χ1(r) =
{
1 (|r| 1/2),
0 (|r| 1), rχ
′
1(r) 0.
We set δ1 = δ/4. Following [12], we define the weight function by
ψ(t, x, ξ) = δϕ(t/h, x, ξ),
ϕ(t, x, ξ) = χ1
( |x − tξ |
δ1|t |
)
χ1
( |ξ − η−|
δ1
)
for t < 0. We recall that
∂tϕ +Hpϕ  C|t |−1−σ , (4.2)
supp
[
ϕ(t, ·,·)]⊂ B(tη−, η−; δ|t | , δ). (4.3)2 2
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 1). (4.4)
We next set
μ(t) = − t0
t
h (t < 0). (4.5)
It is easy to see that μ′(t) > 0 and μ(t) h for t ∈ [−t0,0). Moreover, we have∣∣∂αx ψ∣∣=O(μ|α|), ∣∣∂αξ ψ∣∣=O(1),
supp
[
ψ(t, ·,·)]⊂ {(x, ξ) ∈ R2n: C−1  |μx| C,C−1  |ξ | C},
for some C > 1. Especially, choosing δ small again if necessary, we see that ψ(t, x, ξ) satisfies (W1).
Let χ2(r) ∈ C∞(R) be a function satisfying
χ2(r) =
{
1 (A−1  r A),
0 (r  (2A)−1, (2A) r), 0 χ2(r) 1
for some A> 0. We set
f (t, x, ξ) = χ2
(∣∣μ(t)x∣∣)χ2(|ξ |)
with sufficiently large A so that f ≡ 1 on supp[ψ]. We can verify that f (t, x, ξ) satisfies (W2).
For t ∈ [−t0,0), we set
F(t) = ∥∥√f (t, ·, ·)eψ(t,·,·)/h1/s Th,μ(t)u(t + t0)∥∥2.
Then F(t) satisfies the following differential inequality.
Lemma 4.1. There exists C > 0 such that
d
dt
F (t)A(t)F (t)+B(t)∥∥u(t + t0)∥∥2, (4.6)
where
A(t) = C(h−1/s+σ |t |−1−σ + h2−2/s |t |−2), B(t) = C(|t |−1 + h2|t |−2)
(t < 0,0 < h 1).
Proof. We write v(t) = u(t + t0) and T = Th,μ(t). By a simple computation, we have
d
dt
F (t) = 〈eψ/h1/s T (−iP v), f eψ/h1/s T v〉+ 〈eψ/h1/s T v, f eψ/h1/s T (−iP )v〉
+
〈
eψ/h
1/s
T v,2h−1/sf ∂ψ
∂t
eψ/h
1/s
T v
〉
+
〈
eψ/h
1/s
[
∂
∂t
, T
]
v,f eψ/h
1/s
T v
〉
+
〈
eψ/h
1/s
T v, f eψ/h
1/s
[
∂
∂t
, T
]
v
〉
+
〈
eψ/h
1/s
T v,
∂f
∂t
eψ/h
1/s
T v
〉
= F1(t)+ F2(t)+ F3(t)+ F4(t).
We first consider F1(t) and F2(t). It follows from Corollary 3.6 that we have
F1(t) = −2 Im
〈
eψ/h
1/s
T v, f eψ/h
1/s
T Pv
〉
= 2〈eψ/h1/s T v, f (h−1−1/sHpψ)eψ/h1/s T v〉+ r(t),
where
r(t) C
(
h2−2/s |t |−2 + hσ−1/s |t |−σ+1/s−1)F(t)+C(|t |−1 + hσ |t |−σ )‖v‖2. (4.7)
Therefore, using (4.2), we have
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〈
eψ/h
1/s
T v, f
(
h
∂ψ
∂t
+Hpψ
)
eψ/h
1/s
T v
〉
+ r(t)
 Chσ−1/s |t |−1−σF (t)+ r(t). (4.8)
We next consider F3(t). Replacing ψ with h1−1/sψ in the proof of [12, Lemma 4.1], we can show that
F3(t) Ch1−2/sμ′(t)
∥∥√f eψ/h1/s T v∥∥2 +Chμ′(t)‖v‖2
 C′h2−2/s |t |−2F(t)+C′h2|t |−2‖v‖2. (4.9)
Finally, it is easy to see that
F4(t) C|t |−1‖v‖2. (4.10)
Combining (4.7)–(4.10), we deduce (4.6). 
It follows from Gronwall’s inequality that we have
F(t) e
∫ t
−t0 A(τ)dτ
{
F(−t0)+
t∫
−t0
B(τ)dτ · sup
τ∈[0,t0]
∥∥u(τ)∥∥2} (−t0  t < 0).
This shows that for every t ∈ (−t0,0) there exist C1 > 0, C2 > 0 such that
F(t) C1 exp
(
C2h
σ−1/s) (0 < h 1).
Since
ψ(t, x, ξ) = δ on B
(
h−1tη−, η−;h−1 |t |δ14 ,
δ1
4
)
,
we deduce that
(tη−, η−) /∈ HWFs
(
u(t + t0)
)
(−t0 < t < 0),
which implies (1.8).
We next show (1.9). It is easy to see that for R  1 we have
−Rh∫
−t0
A(t) dt  δ
2
h−1/s,
−Rh∫
−t0
B(t) dt  C|logh|.
Then it follows that
F(−Rh) = ∥∥√f (−Rh, ·,·)eψ(−Rh,·,·)/h1/s Th,t0/Ru(t0 −Rh)∥∥2  Ceδ/h1/s
(0 < h 1) for some C > 0. It also can be verified that for R  1 we have
ψ(−Rh,x, ξ) = δ on B
(
γ (−R); Rδ1
8
,
δ1
8
)
.
Then we see that ∥∥Th,t0/Ru(t0 −Rh)∥∥2L2(B(γ (−R);Rδ1/8,δ1/8))  Ce−δ/h1/s (0 < h 1).
It is remarked that in the above argument we can replace −t0 with t in a sufficiently small neighborhood of −t0 by
virtue of (4.4). Then we can find ε0 > 0 such that∥∥Th,t0/Ru(τ −Rh)∥∥2L2(B(γ (−R);Rδ1/8,δ1/8))  Ce−δ/h1/s
for h ∈ (0,1] and τ ∈ [−t0 − ε0,−t0 + ε0]. In particular, we have γ (−R) /∈ WFs(u(τ )) for τ ∈ [−t0 − ε0/2,
−t0 + ε0/2]. By the propagation theorem of the microsupport in Gevrey classes, which can be shown by the same
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τ ∈ [−t0 − ε1,−t0 + ε1] there exist C > 0, δ′ > 0, ε > 0 satisfying∥∥Th,t0/Ru(τ −Rh+ ht)∥∥L2(B(γ (t−R);δ′,δ′))  Ce−ε/h1/s (0 < h 1).
In particular, we have γ (t) /∈ WFs(u(τ )) for any t ∈ R and any τ ∈ [−t0 − ε1/2,−t0 + ε1/2]. This shows (1.9), and
completes the proof. 
5. Proof of Corollary 1.3
This section deals with a microlocal smoothing property for the initial data with mixed momentum condition. We
prove the following lemma which immediately implies Corollary 1.3.
Lemma 5.1. Assume that (A) holds and that γ is backward nontrapping. Let η− be the asymptotic momentum as t
tends to −∞. Assume that there exist ψ(ξ) ∈ C∞(Rn) which equals to 1 in a conic neighborhood of η− and ε0 > 0,
A0 > 0, A1 > 0 satisfying: ∥∥(x ·Dx)lψ(Dx)u0∥∥L2(Γε0 ) A0Al1l!2s (l ∈ N). (5.1)
Then we have (−t0η−, η−) /∈ HWFs(u0) for any t0 > 0.
We give the proof of Lemma 5.1 following [14]. We denote by Br(X0) the open ball in Rd(d = n or 2n) of radius
r > 0 with centered at X0, that is,
Br(X0) =
{
X ∈ Rd : |X −X0| < r
}
.
Our goal is to show that for an arbitrarily fixed t0 > 0 there exist C > 0, δ > 0, r0 > 0 and λ0 > 0 satisfying∣∣T1,1u0(x, ξ)∣∣ Ce−δλ1/s for λ λ0, (x, ξ) ∈ Bλr0((−λt0η−, λη−)) (5.2)
under the assumption (5.1). To show this, we introduce the following operators. For λ > 0, we set
Su0(x, ξ ;λ) = T1,1
[
χ
(
x
λ
+ t0η−
)
ϕ
(
Dx
λ
− η−
)
u0
]
,
S˜u0(x, ξ ;λ) = T1,1
[
χ
(
x
λ
+ t0η−
)
ϕ
(
Dx
λ
− η−
)
w0
]
,
w0 = χ0
(
x
λ
+ t0η−
)
v0, v0 = ψ(Dx)u0,
where χ , χ0, ϕ ∈ C∞(Rn) satisfy∣∣∂αx χ(x)∣∣A1+|α|2 α!s , 0 χ(x) 1 (α ∈ Zn+, x ∈ Rn),
χ0, ϕ also satisfy the same estimates,
χ(x) =
{
1 (|x| ε1),
0 (|x| 2ε1), χ0(x) =
{
1 (|x| 2ε1),
0 (|x| 3ε1), ϕ(ξ) =
{
1 (|ξ | ε2),
0 (|ξ | 2ε2),
and ε1 > 0, ε2 > 0 are sufficiently small so that
ψ = 1 on supp
[
ϕ
(
(·)
λ
− η−
)]
(λ > 0), (5.3)∣∣∣∣ λ2x · ξ
∣∣∣∣A3 for λ > 0, (x, ξ) ∈ B(−λt0η−, λη−;2ε1λ,2ε2λ), (5.4)
supp
[
χ0
(
(·)
λ
+ t0η−
)]
⊂ Γε0 for λ  1. (5.5)
The proof of Lemma 5.1 is divided into three lemmas.
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for λ > 0, (x, ξ) ∈ B(−λt0η−, λη−;λε1/2, λε2/2).
Lemma 5.3. There exist C > 0, δ > 0 such that∣∣Su0(x, ξ ;λ)− S˜u0(x, ξ ;λ)∣∣ Ce−δλ1/s‖u0‖ (5.7)
for λ > 0, x, ξ ∈ Rn.
Lemma 5.4. Assume (5.1). Then there exist C > 0, δ > 0 and λ0 > 0 such that∣∣S˜u0(x, ξ ;λ)∣∣ Ce−δλ1/s (5.8)
for λ λ0, x, ξ ∈ Rn.
Proof of Lemma 5.1. It follows from (5.6), (5.7) and (5.8) that we obtain (5.2), which implies (−t0η−, η−) /∈
HWFs(u0). 
In the rest of this section, we prove these three lemmas. We denote the Fourier transform of u(x) ∈S (Rn) by
û(ξ) = 1
(2π)n/2
∫
Rn
e−ix·ξ u(x) dx.
Proof of Lemma 5.2. Since 1 = χϕ + (1 − χ)ϕ + 1 − ϕ, we have
T1,1u0(x, ξ)− Su0(x, ξ ;λ) = c1,1
∫
ei(x−y)·ξ−|x−y|2/2
(
1 − χ
(
y
λ
+ t0η−
))
ϕ
(
Dy
λ
− η−
)
u0(y) dy
+ c1,1
∫
ei(x−y)·ξ−|x−y|2/2
(
1 − ϕ
(
Dy
λ
− η−
))
u0(y) dy
= I + II.
We note that if |x + λt0η−| < λε1/2, then we have |x − y|  λε1/2 on the support of the integrand of the term I .
Therefore, using the Schwarz inequality, we have
|I | c1,1e−ε21λ2/16
∫
e−|x−y|2/4
∣∣∣∣(1 − χ)ϕ(Dyλ − η−
)
u0(y)
∣∣∣∣dy
 c1,1e−ε
2
1λ
2/16(2π)n/4‖u0‖.
We can treat the term II in the same way. Indeed, since
T1,1u(x, ξ) = eix·ξ T1,1û(ξ,−x),
we have
II = eix·ξ · c1,1
∫
ei(ξ−η)·(−x)−|ξ−η|2/2
(
1 − ϕ
(
η
λ
− η−
))
û0(η) dη.
Then it follows that
|II| c1,1e−ε22λ2/16(2π)n/4‖û0‖,
which completes the proof. 
Proof of Lemma 5.3. We set
Iv0(y;λ) = χ
(
y + t0η−
)
ϕ
(
Dy − η−
)(
χ0
(
y + t0η−
)
− 1
)
v0(y).λ λ λ
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S˜u0 − Su0 = T1,1[Iv0]. (5.9)
It suffices to show that there exist B0 > 0, B1 > 0 such that
λ2N
∣∣Iv0(y,λ)∣∣ B0BN1 N2sNλn/2‖v0‖χ(yλ + t0η−
)
(5.10)
for N ∈ N, λ > 0, y ∈ Rn. Indeed, combining (5.9), (5.10) and NN  eNN !, we have
|S˜u0 − Su0| B2λn/2BN1 λ−2NN2sN‖v0‖
 B2λn/2
{
N !
(B3λ1/s)N
}2s
‖v0‖,
where B−13 = B1/(2s)1 e. Choosing N = [B3λ1/s], we deduce (5.7).
We can prove (5.10) in the same way as [14, Lemma III.4]. We recall that
Iv0(y, η) = 1
(2π)n
χ
(
y
λ
+ t0η−
)∫ ∫
ei(y−z)·ηϕ
(
η
λ
− η−
)(
χ0
(
z
λ
+ t0η−
)
− 1
)
v0(z) dz dη.
Since χ0 = 1 on supp[χ], we can replace χ0(z/λ+ t0η−)− 1 in the above with
χ0
(
z
λ
+ t0η−
)
− χ0
(
y
λ
+ t0η−
)
,
which equals to
∑
1|α|N−1
(z − y)α
α!λ|α| (∂
α
y χ0)
(
y
λ
+ t0η−
)
+N
∑
|α|=N
(z − y)α
α!λ|α|
1∫
0
(1 − θ)N−1(∂αz χ0)
(
θz+ (1 − θ)y
λ
+ t0η−
)
dθ.
Using χ(y) · (∂αy χ0)(y) = 0 (|α| = 0) and (z − y)αei(y−z)·η = (i∂η)αei(y−z)·η , we deduce that
Iv0(y;λ) = 1
(2π)n
χ
(
y
λ
+ t0η−
) ∑
|α|=N
N
α!λ2|α|
∫ ∫
ei(y−z)·η(Dαη ϕ)
(
η
λ
− η−
)
×
{ 1∫
0
(1 − θ)N−1(∂αz χ0)
(
θz+ (1 − θ)y
λ
+ t0η−
)
dθ
}
v0(z) dz dη. (5.11)
Here we use the integration by parts with respect to η. By the Schwarz inequality, the Plancherel formula and the
properties of ϕ and χ0, we can find B4 > 0 such that∣∣∣∣∣
∫ ∫
ei(y−z)·η(Dηϕ)
(
η
λ
− η−
){ 1∫
0
(· · ·) dθ
}
v0(z) dz dη
∣∣∣∣∣ B1+|α|4 λn/2|α|2s|α|‖v0‖,
which and (5.11) imply (5.10). 
Finally we give the proof of Lemma 5.4. We set
IJ,N,ku(y;λ) = 1
(2π)n/2
χ
(
y
λ
+ t0η−
)
×
∫
eiy·η
(
λ2
y · η
)N[
(η · ∂η)k
{
ϕ
(
η
λ
− η−
)}]
(y · η)J û(η) dη, (5.12)
then we have
λ2N S˜u0(x, ξ ;λ) = T1,1[IN,N,0w0]. (5.13)
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and [14, Lemma III.8], we have the following results.
Lemma 5.5. There exist D0 > 0, D1 > 0 and D2 > 0 such that
‖IJ,N,ku‖D0DN1 DJ2 λn
J∑
l=0
N2s(J−l)+sk
∥∥(y ·Dy)lu∥∥ (5.14)
for J  0,N  J, k N − J and u ∈S (Rn).
Lemma 5.6. Assume (5.1). Then there exist E0 > 0, E1 > 0 and λ1 > 0 such that∥∥(y ·Dy)lw0∥∥E0El1l2sl (5.15)
for l ∈ N, λ λ1.
Using these lemmas, we can estimate S˜u.
Proof of Lemma 5.4. Combining Lemma 5.5 with J = N , k = 0 and Lemma 5.6, we see that
‖IN,N,0w0‖D0DN1 DN2 λn
N∑
l=0
N2s(N−l)
∥∥(y ·Dy)lw0∥∥
D0DN1 DN2 λn
N∑
l=0
N2sNE0E
l
1
D3DN4 N2sNλn
for λ λ1. Then, using (5.13), we deduce that∣∣λ2N S˜u0(x, ξ ;λ)∣∣D5DN4 N2sNλn
for λ λ1, which implies (5.8). 
The proofs of Lemmas 5.5 and 5.6 are similar to those of [14, Lemma III.9] and [14, Lemma III.8], respectively.
We only mention the sketch of them.
Proof of Lemma 5.5. We use an induction argument for J . First we can verify that there exist M0 > 0, M1 > 0
such that ∣∣∣∣(η · ∂η)k{ϕ(ηλ − η−
)}∣∣∣∣M0Mk1ksk (k ∈ N).
Combining this and (5.4), we obtain (5.14) with J = 0.
For the case of general J , we make use of,
IJ,N,ku = inIJ−1,N,ku− iNIJ−1,N,ku+ iIJ−1,N,k+1u+ i(J − 1)IJ−1,N,ku− iIJ−1,N,k(nu+ y · ∂yu).
We omit the details. 
Proof of Lemma 5.6. We recall that
(y ·Dy)lw0 =
l∑
k=0
(
l
k
)
(y ·Dy)k
{
χ0
(
y
λ
+ t0η−
)}
(y ·Dy)l−kv0. (5.16)
It can be verified that there exist M2 > 0, M3 > 0 such that∣∣∣∣(y ·Dy)k{χ0(y + t0η−)}∣∣∣∣M2Mk3ksk (k ∈ N). (5.17)λ
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for l ∈ N and λ  1. Combining (5.16), (5.17) and (5.18), we deduce (5.15). 
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