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We show that an nth (n >3) order linear ordinary differential equation has 
exactly one of n + 1, n + 2, or n + 4 (the maximum) point symmetries. The Lie 
algebras corresponding to the respective numbers of point symmetries are obtained. 
Then it is shown that a necessary and sufficient conditon for an nth (n 3 3) order 
equation to be linearizable via a point transformation is that it must admit the n 
dimensional Abelian algebra nA, = A, 0 A, $ ‘. @A,. We discuss in detail the 
symmetry realizations of (n - l)A, 0, A,. Finally, we prove that an nth (n 3 3) 
order equation q’“) = H(t, q, . . . . q’“- I)) cannot admit exactly an n + 3 dimensional 
algebra of point symmetries which is a subalgebra of nA, 0, g/(2, R). 0 1990 
Academic Press, Inc. 
1. INTRODUCTION 
The study of point symmetries of ordinary differential equations has 
enjoyed a renewal of interest over the last few decades. Initial investigations 
were motivated by physical problems such as the one dimensional har- 
monic oscillator (see, e.g., [21, 1, 71). Indeed, most of the earlier works 
dealt with second order linear equations which, as is now well known 
[14, 1, 131, have the symmetry algebra sZ(3, R). This in effect means that 
any second order linear equation is, by means of a diffeomorphism of the 
plane, equivalent to the equation of the free particle, i.e., a linear second 
order equation belongs to the equivalence class of the free particle 
equation. 
In a recent paper [ll] we have shown that the number of point 
symmetries which a second order equation can possess is exactly one of 
0, 1,2, 3, or 8. If a nonlinear second order equation has eight symmetries, 
which can only mean sf(3, R) algebra, then it is linearizable via a point 
transformation. Thus a second order equation with eight point symmetries 
also belongs to the equivalence class of the free particle equation [20]. 
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The subject of the present paper is the investigation of the Lie algebraic 
properties of nth order (n > 3) equations. In studying this, one should note 
that the n = 2 case differs substantially from the n > 3 case in three respects. 
First, the maximum number of point symmetries for second order (n = 2) 
equations is 2 + 6 (Lie [9]) whereas for higher order (n 2 3) equations it 
is n + 4 (Lie [lo]). Second, all linear second order equations are equivalent 
to the free particle equation whereas a linear higher order (n > 3) equation, 
as we shall show (see Sections 2,3, and 4) can belong to one of three 
equivalence classes depending upon whether it has n + 1, n + 2, or the 
maximum number (n + 4) of point symmetries. Third, the full Lie algebra 
of a second order equation is a subalgebra of the maximum Lie algebra 
s1(3, R), whereas the full Lie algebra of a higher order (n B 3) equation, as 
we shall see in Section 6, need not be a subalgebra of its maximum algebra. 
The outline of this work is as follows. In Sections 2, 3, and 4 we 
investigate the conditions under which the general linear higher order 
equation can have exactly one of n + 1, n + 2, or n + 4 point symmetries. 
The Lie algebras corresponding to the respective numbers of point sym- 
metries are then obtained. In Section 5 we discuss linearizability of nth 
(n 2 3) order equations using transformation properties. This is dictated by 
the underlying algebraic structure. In this section we also discuss in detail 
the symmetry realizations of (n - 1 )A i 0, A 1 and their associated equations. 
Finally in Section 6 we show that an nth order (n 2 3) equation cannot 
admit exactly an n + 3 dimensional point symmetry algebra which is a 
subalgebra of nA i 0, g/(2, R). 
To place this work in its proper perspective, we would like to refer the 
reader to recent papers on this subject by Krause and Michel [3,4]. These 
authors treat equations belonging to the equivalence class y(“‘= 0, and 
thus only discuss the n + 4 point symmetries which are the single case that 
occurs for this problem. Let us also mention the survey paper by Neuman 
[16] which contains several of the recent as well as the classical references 
on the topic of linear n th order equations. 
2. SYMMETRY CONDITION FOR LINEAR EQUATIONS 
Consider the general nth order linear equation 
n-1 
q’“‘+ 1 &(t) q(i)= g(t), 
i=O 
(2.1) 
where the Bls and g are functions of the time t and q(j) denotes the jth 
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total time derivative of q. The implication of making infinitesimal transfor- 
mations is that these functions are analytic. By means of the transformation 
q=fi++m (2.2) 
where qp is a particular solution of the nonhomogeneous equation (2.1) 
and f= exp[(l/n) s’ B,- 1 (s) ds], the original equation (2.1) is reducible to 
a homogeneous equation independent of the q’“- ‘) term. Hence without 
loss of generality we may treat 
n-2 
q’“’ + 1 Bi(t) q”’ = 0, n > 3. (2.3) 
i=O 
We shall refer to (2.3) as the canonical form of the general linear equation 
(2.1). We analyse Eq. (2.3) for its point symmetries. Let us note that the 
symmetry algebras of (2.1) and (2.3) are isomorphic since the symmetry 
algebra of a differential equation is invariant under changes of coordinate 
(cf. Section 5). (The reader is referred to Olver [ 171 for an up to date and 
thorough introduction to the application of the Lie theory to differential 
equations.) 
If the generator of point symmetry of (2.3) is 
the nth extension (or prolongation in the terminology of [ 173) of G (which 
induces transformations of the derivatives of q up to the n th) is 
G["l = G+ i ,.$'I 
j=l 
where 
r Ckl-d ck-lLq’k’d5 - dt VI dt ’ 
k=l,n rCol=q. 
Equivalently we can write qr“‘, using binomial coefficients, as 
4 (k + ’ - i) P 
q(i+ l)((k-1) (2.6) 
in which 5”) and q (I) denote the fth total time derivative. Using induction 
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on the recursion relations for the qckl’ s given above, it is not difficult to 
verify the relations (2.6). An nth order ordinary differential equation 
q4 4, q(l), ...> 4’“‘) = 0 possesses the point symmetry G if 
G’“‘EIE=,=O. (2.7) 
Applying the symmetry requirement (2.7) (and using (2.6)) to (2.3) we 
obtain 
? q(n+ 1 -Ap + 5 c gyt) q(i) 
[ j_:i)“’ ] n>3. (2.8) t+‘)- c j q(i+l-J)Qi) =o, 
Guided by the expressions for ylC3) and qc4) (and perhaps qc5), qc6), . . . . 
bearing in mind that n > 3) (note that 4 = q(l) and 4 = q(*)), 
r (3) = 9rtt + 39%,, + 342rl’yy + q3ylqsu + 3+L, + 34&I,, + qC3’q, 
rl (4) = vrrrt + 4&,,,, + 6q2q,,,, + 4g311,,,, + 44vyqqq + W,,, 
+ 1294rl,,, + ‘k+3hq + 44q’3’rl,, + 3ij2q,, + qc4+, + 6Q2@j,,, 
(2.9) 
we write down the relation for the terms containing qcn-‘) in (2.8). We 
observe that only the expression [#“)-C:= 1 (‘J q(“+’ -“] of (2.8) has 
terms involving q(“- ‘I: 
n 
nq + ‘)yllq + ncjq(“-‘+~~ - 2 
0 
q (n- l)(L + w,, + Q25,, + et,) 
n - 0 n 4(nq w)~tq+nqq+‘) <,,)-(.” l) qq+“<,=o. (2.10) 
Since t and vl are functions of q and t only, we may equate coefficients of 
separate powers of qqcn-‘), Qq(+‘), and q’“- ‘) to zero, which results in a 
subset of three determining equations: 
This implies that 5 and q are of the form 
5 = a(t), ( 
n-l 
il= --(“+a q+b(t), 2 > 
(2.11) 
where a, b are as yet arbitrary functions of t and CI is a constant. 
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Using Leibnitz’s rule for differentiating a product we compute v(k) from 
(2.11): 
q(l)a(k+l-j), k= l,n. 
Thus qCkl (using (2.6)) becomes 
n-l 
2 q a 
(I) (k+ 1 -A _ (i+ l)a(k-i) 4 
( n-l + -aa(‘)+a qCk)+b(k). 2 > (2.12) 
Recall that (2.8) is 
n-2 n-2 
Yp’+( c B;“(t)q”‘+ c B,(t)tp=O, n L 3. (2.13) 
i=O i=O 
Substitution of (2.12) and (2.11) into (2.13) results in the functions a and 
b satisfying the condition 
q(j)&+ 1 -j) _ q(j+ ‘ja(n-j) + b(n) 
(2.14) 
The coefficient of ((n - 1)/2 a”) + c() clearly is identically zero. The q’k), 
k = 0, n - 1 independent terms give 
n-2 
b’“‘+ c Bi(t) b”‘=O, 
i=O 
whence the n linearly independent solutions of the original equation (2.3 
generate the Abelian point symmetry algebra nA , = A, @ A, @ . . . 0 A r 
(where 0 denotes n-fold direct sum) admitted by (2.3). The generator of 
the Abelian algebra (d,) is sometimes referred to a a superposition 
operator (see [S]). A further point symmetry for (2.3) is evident from 
(2.11) since q contains the constant ~1. This symmetry acts on nA, by 
dilatation. 
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Condition (2.14) now reduces to 
n-2 n-2 
+ nd’) ,;. BJt) q(j) + a c By’(t) q@) =o. 
i=O 
(2.16) 
Note that to obtain finally (2.16) we have replaced q(“) by --Cy:t Bi(t) qci) 
in the first sum of (2.14). Separating out the q’“- i, (1~ i < n) terms we 
obtain the differential equations for a. They are 
i-1 
+ C B,-ju(‘-j+l) 
j=2 
{(:::)qyn:;!Jj 
-B,-i a”‘+na”‘B _.+aBf~j=O, n l i= 1, n. 
We can write this more compactly as 
(n+l)!(i-1) 
(n-i)! (i+ l)! 2 
a(‘+ ‘) + iu”‘B _ + a&” n I n I 
(n-i)! (i-j+ l)! 2 
i= 1, n. 
(2.17) 
Clearly, Eq. (2.17) vanishes identically for i = 1 (B, _ 1 = 0). This is to be 
expected since the relation r = u(t) is an outcome of equating the terms 
containing q’“- ‘) to zero (see (2.10)). 
3. THE n+ 4 DIMENSIONAL SYMMETRY ALGEBRA FOR LINEAR EQUATIONS 
It is instructive at this stage to determine the point symmetries of the 
simplest equation, which is the one treated in Ref. [3]. It is of course the 
simplest subset of our general approach. 
q’“‘= 0, n 2 3. (3.1) 
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We already have n + 1 point symmetries for (3.1). Indeed, (2.15) (B; = 0) 
implies 
n ~ 1 
h = 1 @it’, 
i=O 
ai constants 
and (2.11) gives qd/dq. Moreover, invoking (2.17) we have, since B, = 0, 
a=do+d~t+ds4,t2, J$ constants. 
Hence Eq. (3.1) admits it + 4 point symmetries which (see [ 3,4]) con- 
stitute the Lie algebra nA, 0, (s/(2, rW)@ A,) N nA, 0, g1(2, [w) (where 0 
and 0, denote direct and semidirect sums, respectively). 
Let us now consider the case when the B;s are not all zero. For i= 2, 
(2.17) reduces to 
(n + l)! 
(n - 2)! 4! 
d3’+d1’B,p2+b~ =O 
2 n2 . 
As an aside it is interesting to note that (3.2) is related to the well-known 
Lewis-Pinney [8, 193 equation which commonly is found in the study of 
time-dependent second order equations. 
It is well known that an nth (n >/ 3) order ordinary differential equation 
can have at most n + 4 point symmetries. Lie [lo] provided a geometric 
proof (see also Ref. [2] for a recent contribution). Hence it is most 
appropriate that we first investigate (2.3) for the maximum number of 
point symmetries. To this end we already have n + 1 symmetries with the 
B;s still arbitrary. A further three symmetries will arise from (3.2) provided 
that (2.17) vanishes identically for all i 2 3. We discuss the conditions 
under which this will occur. It turns out that the B,‘s can be determined 
recursively in terms of B,- 2. We indicate the procedure whereby this can 
be achieved. Setting i = 3 in (2.17) we find 
(n+l)! a(4) .$$I$ 
(n - 2)! 4! 
+ 
n-2 N ~~ 3 
’ aB;‘13+a(2’B ~ =O, (3.3) +- 
n-2 ” 2 
Substituting d(3.2)/dt into (3.3) then results in 
3a”‘I-,+af”‘=O 3 ) 
where 
(3.4) 
(3.5) 
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In order for (3.4) to vanish identically we must have f 3 = 0, i.e., 
n-2 
B n-3=- 
2 
B(l) 
n-2. 
87 
(3.6) 
It follows that if (3.6) is satisfied then (3.3) turns out to be precisely 
d(3.2)/&, implying that there is essentially only one condition, viz., 
We apply the above reasoning for i= 4 (in (2.17)). Starting with 
(n + l)! 
(n - 2)! 4! 
a(‘) + d3) B _ n 2 
5(n + 5, + a(2) 5 B 
18 H-2 n-3 
40 
+3(n-2)(n-3) 
d1)B,e4 
10 
+ 
3(n-2)(n-3) 
aBfLd=O 
and substituting d2(3.2)/dt2 and (3.6) into (3.7) we end up with 
4a’V,+af$i’=O, 
where 
~4+~~2- lo 
3(n-2)(n-3) Bnp4+Bi-2 
(n-2)! (5n+7) 
(n+ l)! 3 . 
For the single third order condition (3.2) to remain valid we require 
which gives 
B 
3(n-2)(n-3) (n - 2)! (5n + 7)(n - 2)(n - 3) 
n-4= 20 
B!,$,+B;-,- 
(n+ l)! 10 . 
(3.2): 
(3.7) 
(3.8) 
(3.9) 
r,=o, 
(3.10) 
Here we find that, if (3.6) and (3.10) hold, (3.7) is idential to d2(3.2)/dt2. 
Proceeding in the above manner we obtain a few more ocefticients in 
terms of B,-,. This is rather straightforward albeit lengthy and tedious. 
We have 
B .-s=(n-2)(n-3)(n-4) G+B+,B”‘,H~}, 
i 
B n-6=(n-2)...(H-5) !$$?+B;~~~B,,?&$(~~~~~~) 
{ 
+ (Bj,“,2)2 - 
(n - 2)! (7n + 10) + B3 (n - 2)!2 (35n2 + 112~ + 93) 
(n+ l)! 56 np2 (n + 1)!2 
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B .-7=(n-2)...(n-6) 
(35n2 + 112n + 93) 
140 
+ B”1 B(2) (n-2)! 3(7n+ 10)+B,P,B’j’ (n-2)! (14n+ 19) 
n 2 n-2 (n+l)! 280 “-‘(n+l)! 420 ’ 
B Hp3=(n-2)...(n-7) 9,;;‘.;.4+B,,Bj’i2Ee 
+(B”2) 
2(n-2)!(9n+13)+B”’ B(3) (n-2)!(12n+17) 
(n+l)! 8.52.4 n ’ “-‘(n+l)! 8.6.5.3 
(n - 2)!3 (175~~~ + 945~~ + 1769n + 1143) 
+B:-,---T 
(n + l)! 7.6.5*.4 
(~2)!~ (315n2+996n+817) 
+ B;p2Br12 ~ 
(n + l)!’ 7.6.52.4 
(n - 2)!2 (210n2 + 678n + 568) 
+ B,-2(B::2)2 ~ 
(n + l)!* 8.7.6.5 3 
(3.11) 
Each of the above relations is a consequence of 
j($‘)r.+&‘)=o (3.12) 
when Ti = 0 for i = 5, 6, 7, and 8, respectively, taking into account that the 
condition Ti = 0 yields B, _ i in terms of B, ~ 2. 
The following general discussion is now in order. We note that once the 
third order condition (3.2) holds, the n - 1 functions Bnek (k = 2, n) satisfy 
n - 2 equations which arise from (2.17). By the procedure outlined above 
one can obtain the coefficients B,- i (i > 2) in terms of B,- 2. We have 
in fact done this for i= 3, 8. It therefore follows that if we repeat the 
same argument a further n - 8 times, i.e., for the remaining values of 
i E { 9, 10, . . . . n}, by substituting for each i E (9, 10, . . . . KZ} d’-2(3.2)/dti-2 
into (2.17) together with the relation for B,-,+ I in terms of Bnp2, one will 
arrive at Eq. (3.12). Setting f i = 0 will then yield B, _, in terms of B, ~ 2. 
An attractive endeavour worth pursuing would be to determine the 
general relationship between the B, ~ i’s and the arbitrary coefficient B, _ 2. 
We have seen that the maximum number of point symmetries n + 4 
applies only to linear equations (2.3) whenever their coefficients satisfy 
relations of’the form (3.11). The implication here is that each coefficient of 
the equation can only be written in terms of one arbitrary function of time. 
This certainly is highly exceptional. In general, when the n - 1 coefficients 
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are arbitrary, Eq. (2.3) has n + 1 symmetries which generate the Lie algebra 
nA I 0, A i (see discussion following Eq. (2.15)). 
We identify the n +4 dimensional Lie algebra of (2.3) when it has the 
maximum number of point symmetries. We already have at our disposal 
the n + 1 dimensional subalgebra nA I 0, A 1 of the desired algebra. It now 
remains only to look at the commutation properties of three additional 
generators of symmetry. These are readily available on invoking (3.2). 
Suppose the three linearly independent solutions of (3.2) are a,, u2, and a3. 
Then by (2.11) the additional symmetry generators are 
G.-a.2+n-l (1) a 
1 ‘at 2 ai 44’ 
i= 1, 3. (3.13) 
We obtain the commutation relations of the generators (3.13). Writing 
[G,, Gj] = xi= I EDIFY, where sijk is the permutation symbol, we find that 
I; --w t+n-l (1) a 
k kat 2 wk qq’ 
k = 1, 3, (3.14) 
where 
k$l &ijkwk = ‘&al’)- ajai”, i,j= 1, 3. (3.15) 
The wk’s are nonzero since the ais are linearly independent and one can 
easily deduce that the wk’s are functionally related, i.e., 
iil aiwi=O. (3.16) 
Moreover, it is a simple matter to verify that Eq. (3.2) has seven point 
symmetries. This means that (3.2) is reducible to Q”’ = 0 via a point 
transformation ([ 121, see also [3,4, 63). The transformation that does 
the reduction is given by 
Q=qh, T=ah, (3.17) 
provided a3 = ai/a,. This is always the case if a,, a*, and (so) a3 are 
properly chosen, i.e., there is no special property (such as a subcase) 
involved. We shall discuss transformations of type (3.17) in greater detail 
after proving Theorem 1. At present we concern ourselves with the Lie 
algebra of the G,‘s. The requirement that the operators G, (i= 1, 3) close 
under commutation, taking into consideration the generators of nA , 0, A 1, 
gives rise to 
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w3 = Ylal+ Y2U2 
w, = y3a3 + i’4a2 (3.18) 
w2 = -?4a, - (7, + 73) u2 -?z”3, 
where the yI’s are constants. To obtain the above form we have used the 
functional relation a3 = ui/ul as well as (3.16). It is now apparent from 
(3.18) that the operators Gi generate a three dimensional Lie algebra. In 
fact, (3.18) defines a class of Lie algebras. For example, if we set y, = y3 = 0 
and y2=~4=1, we arrive at the algebra [G,,G,]=G,, [G2,G3]=G2, 
[G,, G3] = G, + G3 which by a change of basis is isomorphic to the classi- 
cally well-known algebra [G,, G,]=O, [G,, G,] =G2, [G,, G3] =G, 
(denoted as A,,, in Ref. [lo]). However, since {wl, w2, wj} is linearly 
independent, (3.18) gives rise to a simple algebra isomorphic to sZ(2, OX) 
(and not to SO(~)). Hence, without loss of generality, we may set y2 = y4 = 0 
and y1 = y3 = 1 in (3.18). The generators G,, G,, G3, and qd/dq generate the 
algebra s/(2, [w) @ A 1. It then emerges that the n +4 dimensional Lie 
algebra of (2.3), provided (3.11) holds, is nA, 0, (sl(2, R)@ A,), where nA, 
is an Abelian ideal of the algebra. 
We list the linear time-dependent equations (2.3) (up to order eight) 
which have n + 4 (n = 3, 8) point symmetries. As a consequence of this we 
will be in a position to characterise all constant coefficient linear equations 
(2.3) which admit n + 4 point symmetries. Straightforward manipulations 
utilising relations (3.6), (3.10), and (3.11) yield (in each case the B;s are 
functions of t) 
(a) q’3)+B,q(1’+~B~1~q=0, 
(b) q’4’+B2q(2)+B~)q(1)+ ABp’+&B;)q=O, 
(c) q(5)+B3q’3’+~BI”q12’+ 
( 
$;2)+‘6& 
100 > 
q(l) 
+ ( ~@)+EB ~(1) > = 0, 5 100 3 3 4 
(d) q@) + B,qc4’ + 2Bk”qt3’ + 
( 
; By’ + s B: 
> 
qc2) 
+ ( 28&3’+518B B(l) > qu) 
35 4 3s 4 4 
> 
q=o, 
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(e) q(7)+B5qi5~+~B!‘)4(4~+(3B~2)+fB~)q(3)+(*B!))+~B~~B,)q(2) 
4 = 0, 
(f) q’8’+Bgq(6)+3Bkl)q(5)+ ;Bk2’+ 
51 
Bf” + 
113 
+80.21 24-21 
Bk”Bf’ 
25 4135 
+256.212 
-BB;t+- B”‘B’ + 
96.212 ’ 6 24.212 
(3.19) 
Assuming now that the coefficients Bi are constant (By) = 0, for j= 1, 2, . ..). 
we observe by inspection that the equations of odd order contain only odd 
derivatives of q and likewise equations of even order contain only even 
derivatives of q. In both these cases one can write the above equations in 
their factored form. It is then a small step to deduce that in the general case 
one would obtain the following. For n odd, n + 4 point symmetries occur 
only if the equation has the form 
For n even we have 
(3.20) 
(3.21) 
which has n + 4 point symmetries. Both series (odd and even) are derivable 
from a second order equation. 
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4. THE n+ 1 AND n+ 2 DIMENSIONAL SYMMETRY ALGEBRA 
FOR LINEAR EQUATIONS 
Having discussed at length the n + 4 symmetry case for linear equations 
(2.3), it is natural to enquire under what circumstances (2.3) would possess 
n+ 1, n+2, or n+ 3 point symmetries. 
We choose first to look at the situation when (2.3) possesses exactly 
n + 2 point symmetries. No doubt the discerning reader may already have 
perceived that exactly n + 2 symmetries do exist for (2.3). Indeed it is 
immediate that for fixed i (i > 3) (3.12) is a first order equation in a 
provided Ti(B, _ i, B, _ *) # 0. Therefore for fixed i, say i = k, we can solve 
for a in terms of B,-, and Bnek, i.e., 
a=%?r,-‘lk(B,-k, Bn--2), %? ( #O) constant. (4.1) 
Once (4.1) holds, the n - 1 coefficient functions B,-,(t) (j = 2, n) are con- 
strained to satisfy 12 - 2 equations which arise from (2.17) upon substitu- 
tion of the relation (4.1). Thus the linear equation (2.3) admits exactly 
n + 2 point symmetries only if each of its time-dependent coefficients can, 
in principle, be written in terms of one arbitrary function of time. 
It is an easy task to identify the Lie algebra of (2.3) when it has exactly 
n + 2 point symmetries. The n + 2 dimensional Lie algebra is nA r 0, (2A r). 
The s/(2, R) subalgebra of the maximum algebra now reduces to the one 
dimensional Abelian subalgebra A, which clearly is an outcome of (4.1). 
Let us now consider the possible existence of exactly n + 3 point sym- 
metries for (2.3). In order for (2.3) to possess exactly n + 3 symmetries, 
Eq. (2.17), which is a condition on a, must be implied by a second order 
equation in a in the sense that we have seen (2.17) implied by the third 
order equation (3.2) for the n + 4 symmetry case. But this cannot occur for 
the simple reason that each stage (i> 3 in (2.17)) one would have to 
contend with either the first order equation (3.12) (ri(Bnpi, B,_2)#0) 
or (3.12) vanishing identically, i.e., Ti=O, Vi> 3, meaning that one would 
be left with the third order equation (3.2). 
By implication it now becomes obvious that in general the linear equa- 
tion (2.3) has exactly n + 1 point symmetries whenever at least one of its 
time-dependent coefficients can be expressed in terms of at least two 
arbitrary functions. 
It is opportune to once again look at the constant coefficient linear equa- 
tions (2.3). This time, however, we take the coefficients to be arbitrary 
constants. We observe that a(t) = a, (a0 constant) is always a solution of 
(2.17). So all constant coefficient linear equations (2.3) have at least n + 2 
point symmetries. In particular, if an equation (2.3) has constant coef- 
ficients which are not of the form contained in (3.20) or (3.21), then it 
possesses exactly n + 2 point symmetries. 
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To illustrate some aspects of the foregoing discussion on linear equations 
(2.3) with time-dependent coefficients, we consider examples of linear third 
and fourth order equations of the form (2.3). We already know the form for 
the maximum number of point symmetries (see (3.19a, b)). Let us then 
investigate the conditions for exactly n + 2 and n + 1 point symmetries for 
n = 3 and n = 4, respectively. 
For third order linear equations we assume that (3.4) is a first order 
equation in a where r3 is given by (3.5)lnz3. Then (cf. (4.1)) 
a=%?(By)-2B,)-“3, %? ( #O) constant. (4.2) 
Thus a third order equation (2.3) would have exactly n + 2 = 3 + 2 point 
symmetries provided (in contract to (3.19a)) 
B, # gq” (4.3) 
and the solution a given in (4.2) satisfies (3.2)1,= 3. This in turn implies 
that there is a functional dependency relation between B, and B,, i.e., each 
coefftcient can be written in terms of one function. Let us now look at 
linear fourth order equations. Assume first that (3.4) is a first order equa- 
tion in a for n=4 where r3 is given by (3.5)1,,,. Then we have (cf. (4.1)) 
u = V(B:‘)- B,)y3, V ( #O) constant. (4.4) 
Substituting d2(3.2)/dt21n=4 into (3.7)1,=,, we obtain (cf. (3.8)) 
gu(*)(B:‘) - B,) + 4u”‘T, + d-y’ = 0, (4.5) 
where r, is given by (3.9)1,=,. From insertion of the relation (4.4) into 
(4.5), there results 
with 
(B:‘)-B,)/1(‘)-~(B~‘-Bi”)n=o (4.6) 
n = lOOB, - 50Bi” - 9B: + 20B$? (4.7) 
Thus B,, B,, and B, are constrained to satisfy (4.6). We can therefore 
obtain B, in terms of B, and B2. There are two possibilities for B,. They 
are 
B,= 
&, (50B’,” + 9B; - 20B3 
&50B’,” + 9B; - 20Bk2’) + y(B:“- B1)4’3, y#O. (4.8) 
The equation (4.8) is deduced from (4.6) by either setting n = 0 or treating 
(4.6) as a first order equation in (B 5” - B,). So a fourth order equation 
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(2.3) would have exactly six point symmetries if B, is given by (4.8) with 
the additional requirement that a given by (4.4) must satisfy (3.2)(, = 4. 
Thus, B, of (4.8) (and B, and B2) can be expressed in terms of one 
function. 
We next assume that Ts = 0 in (3.4). We then have (see (3.6)1 n= 4) 
B, = B:“. (4.9) 
Solving (3.8) (with r, as in (3.9)1,=,) for a gives 
a = d( 30Bi2’ + 9B; - lOOB,,) - 1’4, d #O. (4.10) 
In this case a fourth order equation (2.3) would have exactly six point 
symmetries provided (in contrast to (3.19b)) 
B,#~B~)+~B2 
10 100 2’ 
(4.11) 
a given by (4.10) satisfies (3.2)1,,,, and (4.9) holds. We again deduce that 
each coefficient of the equation is expressible in terms of one function. It is 
now simple to characterise those third and fourth order equations (2.3) 
that have exactly n + 1 (n = 3,4) point symmetries. For example, one could 
choose any two coefftcients as arbitrary functions. 
5. LINEARITY AND ABELIAN STRUCTURE 
At this juncture it is important to remember that all linear equations 
(2.3) have at least n + 1 point symmetries which generate the Lie algebra 
nA i 0, A,. This implies that all linear equations, written in canonical form 
(2.3), have a generic Abelian structure in the form of the Abelian n dimen- 
sional algebra ~4,. 
Let us go one step further and make the assertion that if an n th order 
equation 
q’“’ = H( t, q, . ..) q’” - 1’) (5.1) 
is linearizable via a point transformation then it admits the Abelian algebra 
nA,. In order to prove this assertion we need only show that the induced 
symmetry algebra of (5.1) is invariant under a point transformation. (We 
have assumed this simple statement to be true in going from (2.1) to (2.3)). 
To this end suppose (5.1) is linearizable to Q(“) = i7 (of form (2.3)) 
by Q = F(t, q), T= G(t, q) (or equivalently in inverted form by 
q = F( T, Q), t = G( T, Q)). Forming the commutator of any two, say Gi = 
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t,( T, Q) 8/8T+ qi( T, Q) a/aQ, i = 1,2, of the n + 1 symmetry generators of 
Q(“) = R, we have 
CG,(T, Q,, G,(T, Q,l=(G,52-G251)a/~T+(G1~*-Gz~1)a/aQ. (5.2) 
The commutator of these same operators in coordinates (t, q) is given by 
where, for example, Gz t = t2 at/aT+ q2 at/aQ. It is not difficult to show 
that the right-hand sides of (5.2) and (5.3) are identical. This completes the 
proof. 
The question now arises as to whether the converse of the above asser- 
tion holds. Indeed it does hold. If an n th order equation of the form (5.1) 
admits the algebra nA,, then its generators of symmetry 
6 = ti(t, 4) alat + %kq) a/%, i=l,n (5.4) 
satisfy the Abelian commutation relations. Let us consider the case when 
the Gls are unconnected, i.e., Gj # p(t, q)Gk for any two indices j and k 
such that j # k and for any function p. A point transformation can then be 
performed to reduce Gj and G, to 
q = a/aQ, c, = ala T. (5.5) 
Writing G,(j# 1 #k) in these coordinates and invoking the commutators 
involving Gj and Gk, we find that {Gj, Gk, G,} is linearly dependent. Thus 
we cannot have a linearly independent set of unconnected operators which 
generate the Lie algebra nA,. We therefore assume connectedness for the 
operators, i.e., for any two indices j and k (j< k) there exists a non- 
constant function tijk(t, q) such that G, = Il/ik (t, q)Gk. We have assumed 
j< k because of the skew symmetry of the Lie bracket. Moreover, since 
Gi=$,Gj(i<j) and Gj=t+bjkG,(j<k), we require $ij$jk=$jk (i<j<k). 
Hence we can write n - 1 of the operators, say Gi, i = 1, n - 1 in terms of 
G,. A point transformation will then reduce Gj and G, to 
Gj = a/aQ, G, = Ta/aQ. 
Representing G, for any 1 such that j# If k in (T, Q) coordinates, we 
obtain 
G=fm wc3 
where the set of n functions { 1, T, f,(T)} is linearly independent. This 
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means that a realization for the Abelian Lie algebra nA 1 is given by (using 
lower case variables) 
G, = aI@, G2 = tajdq, G, = f,(t) ah, i = 3, n, (5.6) 
with { 1, t, fi I:=,} linearly independent. We shall refer to (5.6) as the 
canonical realization of nA r. 
Expressing the invariance of q (n) = H with respect to G, and G, results 
in 
q’“‘= H2(t, ij, . . . . q+l)), H, arbitrary. 
Invariance under G3 gives rise to 
(n) f3 q'"' = __ 
j-y’4 +‘)+H3(t, d, . . . . unp3), (5.7) 
where 
Uk = q (n - kl_ fir"' fi,-k-,)qOf-k-l)y k=l,n-3 
and H, is an arbitrary function of its n - 2 arguments. Further invariance 
with respect to G4 of (5.7) results in H, being of the form 
H,=$ + H4(t, d, v2, . . . . v~-~), 
where 
Xk 
Vk=Uk--U k+l 
Xk+l ’ 
and H, is an arbitrary function of its n - 3 arguments. It follows that subse- 
quent invariances under Gi for all i > 5 will result in Hi being an arbitrary 
function of IZ - i + 1 arguments. Hence we can write down the most general 
equation that will remain invariant under (5.6) as 
n-1 
4 (“)= c hi(t) q”‘+ H,(t), (5.8) 
i=2 
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where the his are :n - 2 functions of the n - 2 coordinate functions f,(t) and 
are given by (since (5.8) is invariant under the Gls of (5.6)) 
n-1 
fi”) = c fy-‘bk, i = 3, n. 
k=2 
The b,‘s are now obviously obtained from 
b =CLf~'Fkp 
P det(f) ' 
p=2,n-1, (5.9) 
where F;, is the cofactor of fjp). This completes the proof. 
Formally, we have proved the following result: 
THEOREM 1. A necessary and sufficient condition for an nth (n > 3) order 
equation of the form (5.1) to be linearizable via a point transformation is that 
it admit the n dimensional Abelian algebra nA,. 
Remark. A striking yet simple fact is that the above theorem even holds 
for n = 1, i.e., for first order equations. It follows that all first order equa- 
tions that admit a symmetry are (locally) equivalent to each other. 
However, the above theorem does not in general hold for n = 2. The reason 
for this is that there are two realizations for 2A,, viz., { 8/8q, tajaq} and 
{8/8q, a/&). Theorem 1 applies to the former realization whereas the latter 
realization does not imply linearization for the associated second order 
equation (see [ 111). 
We note from the above (see (5.9)) that in the simplest case one would 
have fk = tk-’ (k= 3, n) and (5.8) would reduce to (bp= 0 for all p) 
q’“‘= H”(f). (5.10) 
Clearly, (5.10) is the most general equation which will remain invariant 
under (5.6) whenever fk = tk-’ (k= 3, n). Moreover, it is immediate that 
the translation 4 = q - qP, where 
q~=~‘[~sn...[~s’-*b(Snk-l)d~.-k~,]...d~”~,]dS,, k=O,n-2 
is a solution of (5.10), transforms the solutions of (5.10) into solutions of 
q(n) = 0. The operators tk- ’ /a/aq (k= 1, n) (see (5.6)) are invariant under 
this translation. It is apparent that Eq. (5.10) admits the maximum algebra. 
Let us go back to (2.15). Assuming that Eq. (2.15) (equivalently (2.3)) 
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has the solution set {bj: i= 1, n}, the symmetries of (2.3) which generate 
nA, are given by 
G,c = b/c ah k= i, n. (5.11) 
It follows from the preceding discussion that the point transformation that 
reduces (5.11) to Tk-’ a/@ (k= 1, n) will transform (2.3) to a form that 
admits the maximum algebra. The transformation 
Q=q/b,, T=W,, (5.12) 
which we used previously (see (3.17)), will reduce (2.3) to Q(“’ = 0 provided 
that b, = b’;- ‘lb:-*, k = 2, n. Of course only that special class of equations 
(2.3) whose coeffkients satisfy relations of the type (3.11) would have the 
property that their entire solution set could be spanned by just two 
solutions {b,, b2}, i.e., are derivable from a second order equation. The 
resultant linear equation is referred to as an iterative linear equation 
(see Neuman [16] and Krause and Michel [S]). 
We now consider the n (n > 3) dimensional subalgebra (of 
nA,O,(s1(2, [W)$A,)) structure (n-l)A,O,A,. The n=3 case has been 
treated in Ref. [ 121. Hence we mainly discuss the n > 3 case here. 
THEOREM 2. If an nth (n > 3) order ordinary differential equation admits 
(n - l)A, 0, A,, then it has generators of symmetry equivalent to exactly 
one of forms 
(a) G, = a/aq, G2 = ta/aq, G,=f;(t) a/aq, j= 3, n 
(b) G,=a/aq,G,=ta/aq, cj=fi(t)ajaq (j=3,n-I), 
G, = 4 a/a4 
(c) G,=a/aq, G,=tajaq, G,=h(tp/aq (j=3,n-i), 
G, = alat + aq a/a4 
(d) G, = ajaq, G, = ta/aq, ~2, = tj- 1 a/aq (j = 3, n - 1 ), 
G, = UV~+B~~+~M a/at+ (hwv+ 8d 4ahk 
(5.13) 
where a and pi are real parameters such that b1 and p2 are not both zero. 
Proof Assume that an equation of the general form (5.1) admits the 
Lie algebra (n - l)A, 0, AI (n > 3). Then, the symmetry generators of the 
form (5.4) admitted by (5.1) will satisfy the commutation relations of 
(n - 1) A r 0, A i. We consider first the Abelian subalgebra (n - 1) A,. The 
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canonical realization of this subalgebra in terms of vector fields in two 
coordinates is (cf. (5.6)) 
G, = ah, G* = tajaq, G, =f,w my m=3,n-1. (5.14) 
Writing the nth vector field G, (realization of A,) in the general form (2.4) 
and invoking the commutators [G,, G,] and [G2, G,] of (n- l)A, @,Ai, 
we find that G,= a(t) a/at+ (b(t)q+c(t)) a/aq, where c is an as yet 
arbitrary function of t and the functions a(t) and b(t) are given linearly in 
terms of the elements of { 1, t, L.fil r:: }. 
We first assume that u(t) = 0. Then G, can be brought to the form 
G,, = b(T) Qa/aQ (5.15) 
by means of the point transformation T= t, Q = q + c(t)/b(t), provided that 
b # 0. The generators (5.14) remain invariant under this transformation. 
For b = 0, G, reduces to G, = c(t) a/aq, where { 1, t, f, (t)l ;:i3, c(t)} is 
linearly independent. In this case we have the Abelian algebra nA, (see 
Theorem 1). Thus we have the form (5.13a). 
We discuss the case b # 0. Invariance of an equation of the form (5.1) 
under (5.14) yields, by the argument preceding Theorem 1 (note that the 
penultimate step in the proof of Theorem 1 will yield the following equa- 
tion, bearing in mind that the leading term after t will always be q’“- ‘) for 
each Hi, 36i<n-l), 
n-1 n-2 
q’“‘= c c,(t)q(k)+H,-l t,q(“-‘)+ c dk(t)qCk) (5.16) 
k=3 k=2 
The functions ck (t) and dk (t) are in terms of the coordinate functions fj (t) 
of the generators (5.14). More precisely we have, since (5.16) is invariant 
under (5.14) and H, _ i is arbitrary in its arguments, the relations 
n-1 n-2 
fi"'= c fy-)Ck, 1 fjk’dk= -fin--‘, i=3,n-1. (5.17) 
k=3 k=2 
Thus the cI)s and the dts are given by 
c =C”k=:f ,t’Fk, 
P det(fp)) ’ 
p = 3, n - 1, d =CE:-ft-“FL s det(f t)) 
,s=2,n-2, 
(5.18) 
where Fkp and FL, are the cofactors of the elements f !J” (p = 3, n - 1) and 
f Is’ (s = 2, n - 2), respectively. 
We impose the additional requirement that G, (dropping the bar and 
using lower case) of (5.15) must be a symmetry vector field of (5.16) subject 
100 MAHOMED AND LEACH 
to (5.17). We obtain, recalling that the nth prolongation of G, is given by 
Gk”’ = C;zi cfI{ (i) q(‘)b(‘~m ‘) d/dq”‘, the condition 
H affn- 1 n-l -u-=0, au 
u=q 
k=2 
provided that b (l) = 0. Therefore in order for G, of (5.15) to be a symmetry 
of (5.16), we must have b = B # 0, a constant. The resultant differential 
equation is linear, 
n-l n --2 
q’“‘= ,;, Ck(f) qCk’+ g(t) q’“-I’+ g(t) 1 dk(f) qCk’, 
k=2 
(5.19) 
where g is a function of t. As a consequence we have derived the form 
(5.13b). 
We discuss the situation a # 0. The transformation 
T=t, O=q+[l’-~(erpj’-~dr)ds]erpj’~ds 
reduces G, to 
G, = a( T) alaT+ b(~) QajaQ. (5.20) 
The generators (5.14) remain invariant under this space translation. We 
require that (5.20) (using lower case) to be a symmetry of (5.16) subject to 
(5.17). The nth prolongation of G, is (using (2.6)) 
G;“’ = G, + i bqck’ a/aq’k’ 
k=l 
+ i ‘c’ k [q(i)b(k-i)_q(r+l)u(k-i)] alaq(k). 
0 k=l i=O ’ 
Acting with GL”] on (5.16), whenever (5.16) holds, we lind that G, is a 
symmetry of (5.16) provided that either a(‘) = 0 and b(l) = 0 or uC3) = 0 and 
b(l) = a(*)(n - 2)/2 with dk = ck = 0. In the first case we have a = d # 0 and 
b = W (both constants). Thus we can write G, as 
G, = a/at + aq afag, c( = L?+JJ& constant, 
with the condition for invariance given by 
(5.21) 
bH,&$!+-u!?+O, u=q’“-“+“~2dkq(*)r 
k=2 
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provided that a (i) -0 and b(l) = 0. The associated differential equation is  
n-1 
( 
n-2 
q’“’ = 
c 
Ckq’k’ + J q’” - 1) exp( -at) + exp( -at) 1 d,qck’ exp(at), 
k=3 k=2 ) (5.22) 
where J is arbitrary in its argument and ck, dk are independent of t. Hence 
we have derived the form (5.13~). 
In the second case (dk = ck = 0) we have the symmetry requirement 
(b - nd’)) H,- , - a(2b4n/2 
dH”-l + [(n-l)a”‘-b]u~-Cz-- afIn- -o at ’ 
u = q’“- I), (5.23) 
provided that a (3) = 0 and b(l) = a(‘)(n - 2)/2. Thus we have the symmetry 
G, 
~,=(~~tz+~~t+~~)aiat+(P~(n-2)t+P~) 4wk (5.24) 
where pi are constants such that fii and /I2 are not both zero. If /I, = /I2 = 0, 
then we would have the previous case, which is more general. To determine 
the most general equation invariant under (5.24), we distinguish two cases. 
First we assume /I1 = 0 (p2 # 0). Then we can, without loss of generality, 
take /I* = 1. Now solving for H,- i from (5.23) we obtain the equation 
q(n)=(t+83)84~nJ(q(n~l)(t+B3)“~84~’), (5.25) 
where J is arbitrary in its argument. Next, we suppose that /I1 # 0. Then we 
can set p1 = 1. Solving (5.23) under these circumstances we arrive at the 
equation 
(tZ+Bzt+a3)q(n)+ntq’“~‘) 
= q’“- ?l(q’“- l)(P + fi2t + /?3)“‘2 expC(d2/2 - P2 -PJ WI), (5.26) 
where J is arbitrary in its argument and s(t) is given by (set A = /?z - 4/13) 
A=0 
Since d,=c,=O we can set (in (5.14)) f,(t)=t”-’ (m=3,n-1). This, 
together with (5.24), yields the form (5.13d). This completes the proof. 1 
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It is immediate from the preceding theorem that linearization is only 
implied by the first two symmetry realizations of (5.13). As a matter of fact 
the first realization (Abelian nA 1) was treated in Theorem 1. We now focus 
our attention on the second realization. We observe that G, of (5.13b) acts 
as a dilatation operator. It is a simple matter to verify that only the sym- 
metry generators (513b) possess the commutation relations [G,, G,] = Gj, 
[G,, G,] =O, i,j= 1, n - 1. Hence it is now opportune to state the 
following linearizability result. 
THEOREM 3. An n th order (n > 3) equation of the form (5.1) is 
linearizable via a point transformation if and only tf it admits the n dimen- 
sional Lie algebra 
CGi, Gnl= Gi, CG,, G,l = 0, i, j= 1, n - 1. (5.27) 
Proof: The proof for sufficiency follows from Theorem 2 and the 
preceding discussion. The necessity is straightforward since if an n th order 
equation is linearizable and put in the canonical form (2.3), then it 
admits the n + 1 dimensional Lie algebra nA, 0, A,, which contains 
(n - l)A, 0, A, as a subalgebra. 1 
Remark. Theorem 3 does not apply to the cases n =2 and n= 3. For 
n = 2 there are two realizations of the algebra A, 0, A, s A,, viz., 
Ai : { 8/8q, d/at + qd/aq) and Ay: {a/aq, qajaq}. Theorem 3 does not 
apply to the former realization (see [ 111). For n = 3 there are two realiza- 
tions of the algebra (5.27). They are A:,,: {a/&, a/aq, ta/& + qa/aq} and 
A& : { a/aq, ta/aq, qa/aq}. The above theorem applies to the latter realiza- 
tion whereas the former realization does not in general yield linearization 
for a third order equation (see [ 121). The Lie group corresponding to the 
algebra (5.27) is a semidirect product of space translations (q -+ q + ET(t), 
where TE (1, t,f,(t)lL::}), an d P s ace dilatations (q + q exp E). We denote 
this group by T;I, 0, Dq. The superscript q is used to distinguish this case 
from the general case of translations and dilatations in both t and q. (For 
example, (5.13d) with /?r = f13 = 0 does not yield linearization. The same is 
true for A: and A:,,.) 
6. NONEXISTENCE OF EXACTLY AN n + 3 DIMENSIONAL SYMMETRY ALGEBRA 
WHICH IS A SUBALGEBRA OF nA,@,gl(2, aB) 
We are now in a position to prove the following theorem. 
THEOREM 4. There does not exist any nth (n 2 3) order ordinary dif- 
ferential equation having exactly an n + 3 dimensional point symmetry 
algebra which is a subalgebra of nA, 0, gl(2, [w). 
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Proof: An nth (n > 3) order ordinary differential equation cannot pos- 
sess exactly an n + 3 dimensional Lie algebra of point symmetries contain- 
ing the Abelian algebra nA,, the algebra (5.27) for n > 3, or A& for (see 
[ 121) n = 3, as these would, by Theorems 1 and 3 and the fact that a linear 
nth (n > 3) order equation does not admit exactly an n + 3 dimensional 
algebra of point symmetries, imply linearization and consequently an 
(n + 4)th dimensional point symmetry algebra for the equation. This 
in effect means that the only n + 3 dimensional algebra structure (sub- 
algebra of nA, 0, (s/(2, Iw)O A,)) that we need to investigate is 
(n- l)A,@, (sZ(2, [W)@A,). We show that an nth (n>3) order eqution 
cannot have this algebra as its maximum symmetry algebra. Let us con- 
sider the subalgebra (n - l)A, 0, A I. In the foregoing we have discussed 
the possibility of linearizing an equation admitting this algebraic structure. 
Let us then investigate the case where linearization need not follow. For 
n > 3, the symmetry realizations of the algebra (n - 1 )A, 0, A, were 
obtained in Theorem 2. Recall that in the case where linearization is not in 
general implied by the operators (5.13) (i.e., (513c, d)), we can write, using 
(5.14) and (5.20), 
G, = ah, G, = talaq, Gi=fi(t)ajaq (i=3,n-i), 
G, = a(t) a/at + b(t) qajaq, 
(6.1) 
where u(t) # 0 and b(t) are given linearly in terms of the elements of 
{ 1, t,LIrz:}. Of course in the case of linearization we had u(t) = 0. Writ- 
ing G, + i = ti a/at + vi a/dq, i = 1, 3, realization of sZ(2, [w), in their general 
form and invoking the commutators [G,, G,, ;] of (n - l)A, 0, s/(2, W) 
(subalgebra of (n- l)A,@, (s/(2, IW)@A,)), we arrive at 
Xi o 
-= 
aq ’ 
Vi= giCt)q + hi(t)3 i= 1, 3, (6.2) 
where gi is a linear combination of the elements of { 1, t, fi Iy:j } and hi is 
a function of t. The commutation relations of the algebra s1(2, Iw) then 
imply (since ag,/aq = 0) (i, j= 1, 3) 
(6.3) 
Substituting I]~ of (6.2) into (6.3) yields gi= hi=O, i= 1, 3, whence we 
cannot have exactly an n + 3 dimensional algebra of symmetries, which is 
a subalgebra of nA, @,g1(2, [w), for any nth (n > 3) order equation. 
For n = 3 the algebra of interest is 2A, 0, (sZ(2, [W)@A,). We con- 
sider the Abelian 2A, subalgebra. There are two realizations of 2A, in 
terms of vector fields on the plane. They are 2A:: {a/aq, d/at} and 
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2Ay: { a/aq, ta/aq). First we focus on the 2A :’ realization. The realization 
of 2A I 0, A, in this case (excluding the linear case A : 3) is (cf. (6.1) 
G, = ah, G, = talaq, G, = a(t) a/at + b(t) qa/aq, u # 0. (6.4) 
Utilising the same argumentation as for n > 3, it is quite straightforward 
from (6.2) and (6.3) that we cannot have exactly a 3 + 3 dimensional sym- 
metry algebra (subalgebra of 3A, @,g1(2, R)) for a third order equation 
admitting two generators that are reducible to 2Ay. 
Next we look at the 2Ai realization. Writing G, in its general form and 
invoking 2A, 0, A, with the operators G1 = a/aq and G2 = a/at represent- 
ing 2A:, we obtain (disregarding constant multiples of G, and G,) G, given 
by (a,, b,, c3, and d, are real constants) 
~,=(a,q+b,t)a/at+(c~q+d,t) a/aq. (6.5) 
As a result of the classification of three dimensional Lie algebras [ 181, G, 
can assume one of the standard forms (see [ 123) 
G = 
3 I 
tajat + aq a/aq, lal d 1 
taiaq 
tajat + (t + 4) a/a4 (bt + q) a/at + (bq - t) a/aq, b > 0. (6.6) 
Let Gj, i = 4, 6 realize s1(2, R). Then the algebra 2A, 0, s/(2, R) implies 
(a;, bi, ci, and di are real constants) 
Gi= (aiq + bit) apt + (ciq + dit) a/+, i = 4, 6. (6.7) 
Moreover, since G,, i= 4, 6 constitute s1(2, R) and commute with G3, the 
constants ai, bi, ci, and d;, i = 4, 6 are constrained to satisfy (i, j = 4, 6) 
(4 c,= -bi 
(b) &i14~6 - ~~~~~~ + ~~~~~ = aid,- aidi 
(c) - iEii4a6 + Eii5a5 - $Eijsa, = aicj-ajci 
(d) -&d6+EiiSd5-&d4=cidj-cjdi 
(4 aid,-a,di=O 
(f) 2a,b,+(c,-b3)ai=0 
(8) 2d,bi+(c,-b,)d;=O. 
(6.8) 
We show that the realizations 2Ai, G, (any one of the forms given in (6.6)) 
and Gi, i = 4, 6 are not symmetries of any third order equation. To that end 
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let US first assume that G3= tiY/at+aqa/aq (a3=0, b3 = 1, c3=a, and 
d3 = 0). We solve (6.8) to obtain the precise form of the generators (6.7). 
It is immediate that (6.8e) is identically satisfied. The last two sets of condi- 
tions (6.8f, g) give rise to (i = 4, 6) 
(a- l)ai=O, (a- l)C&=O. 
If a # 1, then clearly ui = d, = 0, i = 4,6. The remaining sets of equations of 
(6.8) imply that ci = bi = 0, i = 4,6. Thus we must have a = 1. This means 
that we need only concentrate on (6.8ad). Let us now suppose that uk = 0 
for fixed ke (4, 5,6}. We take u5 = 0. Further, we cannot have b5 =0 
(c5 =O), for if we do, then u4= b4= c,=d,=O. For c5 #O, a simple 
analysis of (6.8ad) shows that only in the cases c5 = f and cg = - 4 do we 
have liearly independent operators Gi, i= 3,6 occurring. In the case 
cg = - f we obtain (taking alinear combination of the original operators) 
Go = - qalat, G, = itajat - iqajaq, G, = tajaq. (6.9) 
For c5 = 5 we obtain a linear combination of (6.9). The most general third 
order equation invariant under G1, GZ, and G3 = ta/at + qiT/aq is 
4 (3) = (p(4), Y arbitrary. (6.10) 
Invariance under G, of (6.10) results in Y being a constant. Equation (6.10) 
with Y constant is now easily seen not to be invariant with respect to G4 
and GS of (6.9). In a similar manner one can show that by assuming u4 = 0 
or us =O, the resultant operators Gi, i= 4,6 do not leave Eq. (6.10) 
invariant. Hence we cannot have uj = 0 for any je { 4,5,6}. Without loss 
of generality we can set ui = 1, i = 4,6. Thereafter invoking the first four 
sets of Eqs. (6.8), we obtain a linear combination of the operators G3 = 
d/at + qi?/aq and (6.9), thereby implying the nonexistence of any third 
order equation which admits these operators together with 2A: as sym- 
metry generators. 
In an analogous manner one can easily show, by assuming G, to be any 
one of the other three forms (6.6bd) and solving (6.8), that there are no 
additional generators of the form (6.7). In fact the system (6.8) has the 
trivial solution. This completes the proof. -1 
It is of great interest to note that there do exist nth order (n > 3) (non- 
linearizable) equations admitting exactly an n + 3 dimensional algebra of 
point symmetries. We consider an example originally due to Michel [ 151. 
The third order equation 
342 - qqo) = 0 (6.11) 
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possesses the full Lie algebra sl(2, R) @ s1(2, R) of dimension n + 3 = 3 + 3. 
The generators of symmetry are given by 
(a) GI=i, G,=qA 
84’ 
G,=#- 
84’ 
(6.12) 
(b) GI=$, G,= f -$ G,=i”;. 
Both sets (6.12a, 6.12b) of vector fields are equivalent to the A& realiza- 
tion [ 121. It is easy to derive Eq. (6.11). We only have to seek invariance 
of the equation associated with A:,8, viz., 4qc3’ = $4’ + Q*Y(t) (Y arbitrary 
function of t) with respect to the operators (6.12b). We note that 
s1(2, R) 0 sZ(2, R) is not a subalgebra of 3A i 0, gZ(2, R). 
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