INTRODUCTION
Since the development of AFM [1] , the method has been used to achieve atomic resolution [2, 3] and to characterize electrical, magnetic, and mechanical properties of materials. However, commercial AFM suffers from a lack of accurate force measurements because there is presently no method to disseminate SI-traceable nanonewton-level forces to most AFM users. This situation concerns AFM users who need to measure and control the small forces between an AFM cantilever tip and the substrate surface, e.g., in single-molecule force spectroscopy [4, 5] . Trace- * Address all correspondence to this author.
ability is also needed to compare AFM force measurements to those made by optical tweezers and other methods.
Currently, calibration has focused on methods to determine the cantilever stiffness. Accordingly, tip-sample forces are usually calculated by Hooke's law (F = kx) with an estimated cantilever stiffness (k) and a measured tip deflection (x). For example, dynamic methods for estimation of the stiffness usually rely on the thermal noise spectrum [6, 7] , the resonant frequency shift with added mass [8] , or the resonant frequency with knowledge of the cantilever density and dimensions [9] . While possibly being efficient or available for in situ AFM cantilever calibration, these methods do not yield SI-traceable cantilever stiffnesses because of the lack of SI-traceable forces. Alternatively, traceable forces from calibrated masses [10] or reference cantilevers calibrated with an electrostatic force balance [11] may be used for static cantilever calibrations, but these methods are usually not efficient or available for in situ AFM cantilever calibration, particularly in extreme cryogenic environments.
PROPOSED DEVICE
A new self-excited oscillator is proposed to allow SItraceable calibrations of AFM cantilevers in several environments [12] . The proposed micro-oscillator is composed of a sensing side and an actuation side, as outlined in Fig. 1(a) . The actuation side is attached to a rigid substrate (not shown) through two flexures, while the sensing side is attached to the actuation side by a thin flexure. Magnetic sensing and actuation are possible because both sides of the device are top-coated with magnetic thin films and closely surrounded by conductive microwires. Accordingly, the rotational velocity of the sensing side is observed in the sensing current according to Faraday's law of magnetic induction, while the interaction of the actuation current with the magnetic thin film produces a torque on the actuation side.
The device modeling and control will be described in this paper. However, the potential use of the micro-oscillator for traceable AFM cantilever calibrations is explained first.
DEVICE AS VELOCITY STANDARD
During calibration of an AFM cantilever, the small forces applied to the cantilever will be non-contact and electrostatic in nature. As seen in Fig. 1(b) , the cantilever tip is brought very close above point P, with a vertical separation z between the tip and the device. A known voltage V is then applied across the "capacitor", which is the cantilever-device system with capacitance C. Consequently, a net vertical electrostatic force exists with a magnitude F z that is defined by
Hence, once the capacitance gradient dC/dz is determined, the electrostatic force F z will be known. In fact, the vibration at point P will be calibrated and used to determine dC/dz. Understanding how the velocity of point P is used to determine the capacitance gradient begins by noting that the charge q and the potential difference V for a capacitor are proportional to each other through the capacitance; that is,
Hence, the displacement current i = dq/dt is
Because the capacitance C changes only with the gap distance z, the current becomes
when the gap distance varies with time t while the voltage remains constant at V 0 . Next, we assume that the vibration frequency of the device is far away from all resonant frequencies of the AFM cantilever. Consequently, the cantilever will not be excited and can be regarded as fixed during the device oscillation, which means that
by inspection of Fig. 1(b) . Furthermore, if point P oscillates with a sufficiently small amplitude such that the capacitance gradient is essentially constant over the oscillation range, then the root mean square (rms) of the current becomes
according to Eqn. (4). Finally, we solve for the capacitance gradient and substitute the result into Eqn.
(1) to obtain
where the overdot represents differentiation with respect to time. Equation (7) reveals that if traceable measurements of voltage V 0 , rms current i rms , and velocity of point P are obtained during calibration of an AFM cantilever, then the electrostatic force F z is known with SI-traceability. Moreover, if the velocity of point P is the same before and during AFM cantilever calibrations, then the microdevice can be calibrated as a velocity standard for subsequent cantilever calibrations. The enabling of velocity calibration ex situ would be an alternative to the in situ velocity calibration performed by Cumpson and Hedley [13] for the application of traceable electrostatic forces with a microoscillator.
APPROXIMATE MODEL
Before controlling the device for use as a velocity standard, the system is modeled as a two-degree-of-freedom system. The sensing and actuation masses are treated as rigid bodies that rotate with angles ψ and θ about one fixed central axis, as seen in Fig. 2 . The rotational inertias of the sensing and actuation sides about the central axis are I s and I a , respectively. The torsional stiffness of the actuation side is κ a , while the torsional stiffness of the sensing side is κ s relative to the actuation side. Consequently, the fundamental frequencies used for the simplified model are ω s and ω a and are defined by ω 2 s = κ s /I s and ω For a net applied moment M on the actuation side, as seen in Fig. 2 , the rotational form of Newton's second law yields the two equations of motion,
where linear damping has been assumed to exist with the viscous damping factors ζ s and ζ a for the sensing and actuation sides, respectively. We nondimensionalize time ast = ω s t and subsequently nondimensionalize Eqns. (8) to obtain
where the prime represents differentiation with respect to the nondimensional timet, λ = I a /I s , β = ω a /ω s , and τ = M/κ s .
We note that λβ 2 = κ a /κ s and represents the relative torsional stiffnesses of the oscillator sides. Equations 9 are used for the system analysis and control described herein.
DESIGN GOALS
The system parameters (λ and β) and forcing function (τ ) for Eqns. (9) must be chosen to achieve three goals regarding the system oscillation:
1. The sensing angle ψ is generally much larger than the actuation angle θ. 2. The actuation angle θ approaches a sinusoidal limit cycle. 3. The sinusoidal limit cycle for θ is fairly insensitive to the quality factor Q = 1/ 2ζ s .
Goal 1 will give us a "mechanical advantage" to boost the sensing current and consequently decrease the gain required to create the actuation current.
Goal 2 will ensure a precise sinusoidal motion that is desired for calibration purposes. Firstly, we could measure the rms signal and simply determine its amplitude if needed. Secondly, the device should operate with only one frequency component to minimize the chances of exciting an AFM cantilever during calibration.
Goal 3 ensures a reliable motion despite possible changes in Q. Therefore, the oscillator could be calibrated as a velocity standard ex situ (like in air) and then used with a minor shift in velocity for AFM cantilever calibrations in situ (like in vacuum).
TWO PHYSICAL RANGES THAT ACHIEVE GOAL 1
Goal 1 means that the order of the sensing motion is much greater than the order of the actuation motion; that is, O(ψ) O(θ). This goal can be achieved by having the sensing side resonate in a high-Q environment while the actuation side is far away from resonance. Hence, the fundamental frequency of the actuation side should be much larger (β 1) or smaller (β 1) than the resonant frequency of the sensing side. Two cases achieve Goal 1. For the "stiff" case (β 1 and λβ 2 1), the actuation side has a much larger fundamental frequency than the sensing side (ω a ω s ) and the actuation side is rotationally much stiffer than the sensing side (κ a κ s ).
Equation 9b becomes approximately
On the other hand, for the "heavy" case (β 1 and λ 1), the actuation side has a much smaller fundamental frequency than the sensing side (ω a ω s ) and the actuation side is rotationally much heavier than the sensing side (I a I s ). Equation 9b becomes approximately
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For relatively small forcing τ , Eqns. (10) and (11) show that O(ψ) O(θ), as desired to achieve Goal 1, because λβ 2 1 or λ 1, respectively.
INITIAL ATTEMPT AT FORCING FUNCTION TO ACHIEVE GOAL 2
Since the ranges of the system parameters (λ and β) were determined by achieving Goal 1, the forcing function (τ ) will be determined by achieving Goals 2 and 3.
To satisfy Goal 2, we need to choose τ so that the actuation angle θ approaches a sinusoidal limit cycle. The nondimensional torque τ is at our disposal but must be a function of the sensed angular velocity ψ , just as the dimensional torque M is at our disposal but must be a function of the sensed current. Consequently, one approach is to let
where and α are constants. The Rayleigh forcing [14] in Eqn. (12) is one of the simplest velocity-dependent forcings that can yield limit cycles in single-degree-of-freedom systems.
Stiffness-Dominated Case
For the "stiff" case, we substitute Eqn. (12) into Eqn. (10) to find out that
which is then substituted into Eqn. (9a) to yield
which is like a Rayleigh equation [14] . Because the second goal is for θ to approach a sinusoidal limit cycle, we see by inspection of Eqn. (13) that ψ should also approach a sinusoidal limit cycle and that should somehow be "small."
For the sensing angle ψ to approach a limit cycle, the linear system of Eqn. (14) must be unstable, which means that 2ζ s < /λβ 2 by inspection. We want the system to be far from its stability boundary, so we let
which yields approximately
However, in order for the solution of Eqn. (16) to be sinusoidal, we must have that (cf. Ref. [14] )
which yields
where ϕ is a phase that depends upon initial conditions. When Eqn. (18) is substituted into Eqn. (13), we find out that 3
in order for θ ≈ −ψ/λβ 2 and hence approximately sinusoidal. We note that Eqn. (17) 
1.
Therefore, in order for θ to approach an approximately sinusoidal limit cycle with the Rayleigh forcing in Eqn. (12), we must have that
according to Eqns. (15) and (19) with Q = 1/2ζ s . In other words, the nondimensional forcing magnitude must not be too small or too large but "just right" in order for Goal 2 to be achieved for the "stiff" case (β 1 and λβ 2 1). Because |ψ/θ| ≈ λβ 2 , it is desirable to have λβ 2 ≥ 100 for the largest "mechanical advantage." However, we could then need 1 3 in air when Q = 100, according to Eqn. (20), which is not possible. Hence, θ cannot approach a fairly sinusoidal limit cycle for the "stiff" case with the given Rayleigh forcing.
Inertia-Dominated Case
Perhaps a sinusoidal limit cycle can be achieved for the "heavy" case. We substitute Eqn. (12) into Eqn. (11) to find out that
If sinusoidal motion exists,
Next, by following the same procedure as for the "stiff" case, we find out that < 0 and
in order for θ to approach an approximately sinusoidal limit cycle. For this "heavy" case, because |ψ/θ| ≈ λ, it is desirable to have λ ≥ 100 for the largest "mechanical advantage." However, like for the "stiff" case, we would then need 1 | | 3 when Q = 100, according to Eqn. (23), which is not possible.
SYSTEM THAT ACHIEVES GOALS 1 AND 2
Thus far, we have shown that a sinusoidal limit cycle for θ is not possible in air for the system
Consequently, the Rayleigh forcing in Eqn. (24b) needs to be changed in order to achieve Goal 2.
We start by rearranging the system as
Then we note that to obtain sinusoidal limit cycles, the system forcing must also be sinusoidal. This means that (ψ ) 2 in Eqn. (25b) must be filtered so that the 2nd-harmonic term is significantly reduced. Accordingly, we filter (ψ )
2 with a secondorder Butterworth filter to obtain the system
where Ψ is the filtered version of (ψ ) 2 , ω f is the cutoff frequency of the filter, and ζ f is the viscous damping factor of the filter. A second-order Butterworth filter was chosen because it rolls off faster than a first-order Butterworth filter and is still easily implemented in an analog circuit.
By letting ω f 2, the DC term of (ψ ) 2 is kept but the 2nd-harmonic term is filtered out, as desired. If ψ is sinusoidal, the forcing on the right-hand side of Eqn. (26b) is then sinusoidal. Accordingly, the system described by Eqns. (26) is able to have sinusoidal limit cycles.
For example, limits cycles for the unfiltered system (Eqns. (24)) and the filtered system (Eqns. (26)) with the same parameters are shown in Fig. 3 . The limit cycles in Fig. 3(a) exhibit significant 3rd-harmonics, especially the limit cycle for θ, which we desire to be sinusoidal. This non-sinusoidal behavior was expected for the unfiltered system, because the parameter does not satisfy Eqn. (20) for this "stiff" case. Also, Goal 1 is not achieved because the amplitudes are on the same order. On the other hand, the limit cycles in Fig. 3(b) are sufficiently sinusoidal because of the filter in Eqn. (26c). Furthermore, Goal 1 is satisfied because ψ is generally much larger than θ. We also note that it does not matter that θ lags behind ψ, because only the motion of θ will be measured for a velocity standard.
LIMIT CYCLES FOR FILTERED SYSTEM
As seen in Fig. 3(b) , the filtered system in Eqns. (26) yields limit cycles that are sinusoidal (Goal 2); that is,
ast → ∞, in which A ψ and A θ are the amplitudes, ϕ ψ and ϕ θ are the phases that depend on the initial conditions, andω is the nondimensional limit cycle frequency. Also, the amplitude A ψ of sensing motion is much larger than the amplitude A θ of actuation motion (Goal 1). However, the amplitude A θ depends significantly on the quality factor Q. For example, Fig. 4 shows how ψ has a fairly constant amplitude while the amplitude of θ varies with Q. The same behavior exists for the "heavy" case, as well. Thus, Goal 3 is not yet satisfied, so the system must be changed somehow to achieve this goal. However, the system response must be better understood before it can be controlled.
"Stiff" Limit Cycles
The sinusoidal limit cycles for the "stiff" filtered system can be easily obtained. First, for a nearly perfect filter,
ast → ∞ because Ψ will approach the DC component of (ψ ) 2 . Therefore, for the "stiff" system with β 1 and λβ 2 1, Eqn. (26b) will limit to approximately
which means that
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(31) for the limit cycle. Furthermore, the damping in Eqn. (31) must equal zero because the limit cycle exists; that is,
The remaining undamped system reveals that
Hence, becauseω ≈ 1 for λβ 2 
1, Eqn. (32) shows that
Equation 34 reveals that A ψ ≈ 2/α when is sufficiently large.
Indeed, Fig. 4(a) shows that A ψ ≈ 0.01 = 2/α = 2/20000 even as Q varies. In fact, the amplitude A ψ will increase slightly as Q increases, according to Eqn. (34). This subtle behavior is seen in the insert of Fig. 4(a) .
Yet, the limit cycle amplitude A θ varies significantly with Q, as known from Fig. 4(b) . Substitution of Eqn. (32) into Eqn. (30) yields
ast → ∞, which means that
according to Eqns. (27) . Now that the actuation amplitude A θ is known analytically, a control scheme can be devised to achieve Goal 3 for the "stiff" case.
"Heavy" Limit Cycles
By following a similar procedure as that for the "stiff" case, we find out that
for the "heavy" limit cycle response (β 1 and λ 1). Consequently, we determine that
and
ast → ∞, so that
DAMPING-DEPENDENT GAIN FOR AMPLITUDE CON-TROL (GOAL 3)
Thus far, we have determined that sinusoidal limit cycles (Goal 2) are achieved and that A ψ A θ (Goal 1) for the filtered system described in Eqns. (26). Also, we derived analytical approximations for the limit cycles. The limit cycles were found to have amplitudes A ψ and A θ of
, "stiff" case , "heavy" case (42b) with a limit cycle nondimensional frequencyω of
and a nondimensional adaptive feedback gain of
Now, we postulate that we can let the gain vary with the quality factor Q such that A θ ≈ f (Q) (Goal 3). Indeed, we find out that when
the amplitude A θ is approximately
which is independent of Q, as desired. Therefore, the third goal of having A θ ≈ f (Q) is achieved when satisfies Eqn. (45). For example, Fig. 5(b) shows how θ has a sinusoidal limit cycle with an amplitude that varies little with Q, in contrast with the responses in Fig. 4(b) .
FINAL SYSTEM THAT ACHIEVES ALL GOALS
The nondimensional gain in Eqn. (45) depends on the quality factor Q, which may neither be known a priori nor measured during operation. So, needs to vary with Q without its value being explicitly known. We achieve this goal by using a known signal that depends on Q in a predictable way. Specifically, substitution of Eqn. (44) into Eqn. (45) reveals that
for either the "stiff" or "heavy" limit cycle. Equation 47 shows that the optimal gain depends on itself through the "adaptive feedback gain." In order for to approach the desired value with time, we let be governed by a first-order Butterworth filter as
where ν is a nondimensional time constant and is the nondimensional adaptive feedback gain. The gain adapts with the motion through a filter for stability purposes, and a firstorder Butterworth filter was chosen because it is easily implemented in an analog circuit. Furthermore, we note that the adaptive feedback gain η depends on Ψ and therefore the oscillator motion. Thus, the system that achieves a sinusoidal limit cycle for θ (Goal 2) with A ψ A θ (Goal 1) and
For example, Figure 6 shows the system responses for two different cases in which Q jumps from 1000 to 100 at approximately the 2000th cycle. Before the rapid decrease in Q, the amplitudes and gains in both cases approach steady values. However, after the change in Q, the gain adjusts to maintain A θ ≈ 0.0001 for the limit cycle, while ψ is allowed to have a new limit cycle with a smaller amplitude because of the increased damping. Furthermore, we note that the two nondimensional system responses are very similar because λβ 2 = 100 for the "stiff" case in Fig. 6 (a) and λ = 100 for the "heavy" case in Fig. 6(b) .
To understand how well the controlled system works, the nondimensional limit-cycle amplitude A θ is plotted in Fig. 7 as a function of the quality factor. As Q decreases from 1000 to 100 for the two systems of Fig. 6, Fig. 7(a) reveals that A θ changes by only about 0.25 %. In fact, A θ can "jump" at most by about 0.4 %, and that maximum shift drops to about 0.1 % as the systems quadruple in "stiffness" (λβ 2 ) or "heaviness" (λ) for the systems of Fig. 7(b) .
These results show that the oscillator could be calibrated as a velocity standard in air and used in ultra-high vacuum for a velocity shift within 0.4 %. This is because the nondimensional frequencyω changes insignificantly with Q, while the amplitude A θ changes only slightly with Q, as seen in Fig. 7 , resulting in a maximum velocityωA θ that changes only slightly with Q.
POTENTIAL AS AN AFM SENSOR
In FM-AFM [15] , the AFM cantilever is kept oscillating with a fixed amplitude and constant frequency above a sample sample while being moved across the surface without tip-surface contact [16] . The resolution of the resulting surface image depends on the sensitivity of the cantilever frequency to stiffness changes. For a typical AFM cantilever, the relative frequency sensitivity is
where ω is the first natural frequency and k is the cantilever stiffness. Consequently, for a frequency resolution of 0.05 Hz, a stiffness change of ∆k ≈ 0.01 N/m can be detected for a quartz tuning fork sensor with a stiffness of k = 1800 N/m and a frequency of ω = 2π(17 kHz). In this way, even sub-atomic (orbital) resolution imaging has been achieved [17] . Perhaps the micro-oscillator could be used in place of a quartz tuning fork as the sensor in FM-AFM, because the oscillation amplitude is controlled. However, a stiffness change at point P in Fig. 1(a) does not cause a significant change in the system frequency; the sensitivity is significantly lower than that in Eqn. (51). In contrast, the adaptive feedback gain η could be measured instead of the system frequency to track stiffness changes. During the limit-cycle oscillation, the adaptive feedback gain is constant and defined by Eqns. (44) and (49). Accordingly,
where k P is the stiffness of point P in Fig. 1(a) . With a feedback voltage of 1 V and a voltage resolution of 0.1 µV, a stiffness
This material is declared a work of the U.S. Government and is not subject to copyright protection in the United States. Approved for public release; distribution is unlimited. change of ∆k P = 0.01 N/m can be detected for the "stiff" case with an actuation stiffness of k P = 100 kN/m. Consequently, the smallest detectable stiffness change is potentially on the order of that for present FM-AFM methods used to achieve atomic resolution. Furthermore, one micro-oscillator could be used to calibrate another in order to determine the stiffness k P and hence the sensitivity defined by Eqn. (52).
CONCLUSIONS
A new self-excited micro-oscillator based on magnetic sensing and actuation was developed as a velocity standard for use in the measurement of SI-traceable nanonewton-level forces. An analog control scheme was devised to yield an oscillation amplitude that is fairly insensitive to the quality factor. Consequently, it was shown that the micro-oscillator could be calibrated as a velocity standard in air and then used in ultra-high vacuum with a velocity shift within about 0.4 %. The micro-oscillator may then be used to calibrate AFM cantilevers by means of SI-traceable electrostatic nanonewton-level forces according to standards of the National Institute of Standards and Technology (NIST). Furthermore, the calibrated micro-oscillator could potentially be used as an AFM sensor to achieve atomic resolutions on par with those realized with quartz tuning forks in FM-AFM.
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