Abstract
Introduction
Research in computer architecture is generally based on using performance simulators. Detailed cycle-accurate simulation is, by definition, the most accurate simulation method. However, cycle-accurate simulation is generally very slow. With the increase of the number of cores in multicore processors, approximate simulation methods become necessary for being able to explore the design space efficiently [6, 7, 9, 10, 12] . Trace-driven simulation is an important tool in the simulation toolbox. There are several reasons why one may want to use traces, like simplicity, speed, memory efficiency, and repeatability. However, traces can take a huge amount of storage. It is possible to generate traces on-the-fly to avoid storing them, but then we may lose some of the advantages of trace-driven simulation. Therefore, trace compression techniques are useful for decreasing the storage space consumed by traces or for allowing to store longer traces. We propose two new methods for compressing cache-filtered address traces. The first method, bytesort, is a reversible transformation that makes lossless compression more effective. We show that, on cache-filtered address traces, bytesort yields higher compression ratios than TCgen, one of the most effective trace compressor existing [5] . The second method is a lossy compression method that exploits execution phases [26] . It makes traces significantly more compact while keeping the memory-locality characteristics of the original trace. We have combined these two methods in a trace compressor called ATC (Address Trace Compressor). The paper is organized as follows. We explain our motivation in Section 2. Related work is mentioned in Section 3. We describe the lossless compression method in Section 4 and the lossy one in Section 5, providing some experimental evaluation results. The ATC compressor is described in Section 6. Finally, Section 7 concludes this study.
Motivation
Our goal with the ATC compressor is to be able to generate very compact address traces so that it is possible to capture the memory behavior of applications when executed to completion. Existing lossless compressors, like TCgen [3] , give high compression ratios on structured traces. However, the compression ratio they achieve is limited by the constraint of being lossless. In practice, this means we can store traces only for some parts of the execution. This may be sufficient for understanding the "microscopic" interactions between the application and the microarchitecture (e.g., branch mispredictions, level-1 cache misses, etc.). However, understanding the "macroscopic" memory behavior of an application necessitates long traces that may take a huge storage space. The traces that ATC takes as input have the simplest format that an address trace can have : they are just sequences of 64-bit values. We target cache-filtered address traces, i.e., traces consisting of the cache block addresses that are generated after filtering by one or more cache levels. In this study we assume 64-byte cache blocks, hence we work with block addresses whose 6 most significant bits are null. These bits may be used to store some extra information, e.g., whether the address corresponds to a demand miss or a write-back. Combined with some other simulation tools (e.g., cycle accurate simulators, SimPoint [28] , etc.), cache-filtered address traces can be used to simulate a multicore memory hierarchy, including main memory. Traces may be collected by multiple methods, e.g., by external hardware probes, by simulation, by code annotation, etc. [32] . When the trace is obtained by software means, the information consisting of the program code and the input data may be viewed as a compressed form of the trace. For example, for a trace consisting of all addresses and data values generated by a program, the program code and the input data may be the most efficient representation of the trace, both in terms of compression ratio and decompression speed. The term trace compression generally refers to the case where we collect some information generated by a tracing tool and we want to store this information in a form that is as compact as possible. Trace compression is useful if decompressing the trace is faster than replaying the tracing tool. This is the case for a cache-filtered address trace because it is generally faster to decompress the trace, which represents infrequent events (cache misses), than to replay the trace collector.
Related work
Trace compression methods can be either lossless or lossy. Several lossless trace compression methods have been proposed. It is possible to use general-purpose compression utilities like gzip or bzip2, but they are not optimal. Higher compression ratios can be obtained by specializing the compressor. The Mache lossless compression method targets labeled address traces [23] . It consists in applying a reversible transformation to the original trace such that the transformed trace can be compressed more easily by a general-purpose compressor. Basically, the original trace is transformed by replacing the full address with the difference between the address and the previous address having the same label. This transformation, which exploits spatial locality, reveals some patterns that were hidden in the original trace. A similar idea was used by Johnson and Ha [8] . Luo and John used a method similar to Mache, combined with the idea of maintaining dynamically a cache of frequently occurring trace records and replacing these records with their index in the cache, which can be coded with fewer bits [14] . Pleszkun proposed a lossless compression method for traces consisting of instructions and data addresses. A high compression ratio was obtained by using an ad hoc trace format exploiting spatial locality and repetitions in the branch outcomes and data address strides associated with particular instructions [21] . The SBC compression method proposed by Milenković and Milenković is akin to that proposed by Pleszkun but is implemented differently [16] . In particular, SBC is a single-pass method. In 1951, Shannon described how a sequence of symbols can be compressed by having two predictors that behave identically, one for coding and one for decoding [24] . In the first method proposed by Shannon, the predictor gives a single prediction for the next symbol. If the prediction is correct, the symbol is replaced with the information that the prediction was correct. If the prediction is wrong, the symbol is transmitted normally. In the second method proposed by Shannon, the predictor is able to predict the next symbol as many times as necessary until the prediction is correct. The original symbol is replaced with the number of tries that were necessary to guess the symbol correctly. The VPC family of compressors is based on a similar idea [4] . These compressors work on traces of records whose fields are memory addresses or data values. The predictor consists of several sub-predictors, e.g., last-value predictor, stride predictor, etc. If one of the sub-predictors is correct, the input data is replaced with the identifier of one of the correct sub-predictors, otherwise a special code is output, followed by the original data. The TCgen tool generates automatically VPC-like compressors from a user-specified trace format [5, 31] . It was shown that the compressors generated by TCgen have a very high compression ratio [5, 16] . Another predictor-based compressor was proposed by Barr and Asanović but specialized for control-flow traces [2] . The compression method proposed by Marathe et al. targets trace records consisting of one instruction address and one data address [15] . The sequence of instruction addresses is compressed with the Sequitur compression algorithm [18] . The sequence of data addresses is compressed by trying to identify regular accesses that fit the power regular section descriptor model (typically, accesses generated in loop nests). This method was compared with VPC3 on the SPEC2000 FP benchmarks, that are highly regular. It achieves very high compression ratios on traces whose compression ratio with VPC3 is already high. But it is less effective than VPC3 on traces that are harder to compress. Overall, traces compressed with VPC3 occupy less storage space [15] .
There exists very few published studies on lossy trace compression. 1 Lossy trace compression is analogous to image compression : the basic idea is to remove some details while keeping the important information. The definition of what constitutes important information depends on what we want to do with the trace. Hence lossy trace compression requires that the user of the compressed trace be aware of how the trace was compressed. Filtering with a cache is a simple and effective way to compress an address trace [22, 29] . The original address trace is transformed into a cache-filtered trace consisting only of the addresses that miss in the cache. This is the kind of trace that our ATC compressor takes as input. More complicated forms of filtering have been proposed, like blocking [1] , which exploits spatial locality. Phase analysis [11, 25] has been proposed primarily as a way to extrapolate a global metric (e.g., the IPC) from a few short simulation samples.
Lossless compression
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The bytesort transformation
Bytesort is a reversible transformation that takes as input a finite sequence of 64-bit addresses. It can be applied to any sequence of 64-bit values, but it is intended for compressing cache-filtered address traces, on which it achieves high compression ratios. Bytesort itself does not make the trace more compact, but it exposes existing regularities in a way that is easier to exploit by existing byte-level compressors like gzip of bzip2. Bytesort is based on the observation that an address sequence is easier to compress with a byte-level compressor if the bytes are unshuffled. That is, for a sequence of N 8-byte addresses, we output eight blocks of N bytes each : the first block consists of the first byte of each address in sequence order, the second block consists of the second byte of each address in sequence order, and so on. For example, consider the sequence of N = 256 addresses F200,F201,F202,...,F2FF (in hexadecimal). If these addresses are represented as 16-bit integers in big-endian format, the corresponding byte sequence is F2,00,F2,01,F2,02,...,F2,FF. There is some regularity coming from the fact that every other byte has value F2. But because of the interleaving, a byte-level compressor (e.g., gzip) may not be able to exploit the pattern. The byte sequence is easier to compress with a byte-level compressor if we unshuffle the bytes by outputting first the 256 high-order bytes and then the 256 low-order bytes (F2,F2,...,F2|00,01,...,FF). Byteunshuffling requires to buffer the N addresses in memory before outputting the blocks. For long address traces, we use a finite size buffer of B × 8 bytes, and we output the eight blocks every B addresses. Byte-unshuffling is very effective. It seems to be an obvious transformation for compressing address traces, yet we did not find any reference to it in the literature.
Bytesort uses byte-unshuffling, but it reorders the bytes in a way which is reversible and which exposes even more regularity than byte-unshuffling alone.
For example, consider the sequence of 384 16-bit addresses : To expose more regularity in the second block, we sort the addresses according to their high-order byte before outputting the second block. After sorting according to the high-order byte, the address sequence becomes A100,A101,...,A17F,F200,F201,F202,...,F2FF and the unshuffled low-order byte block is 00,01,...,7F,00,01,02,...,FF. Overall, the transformed trace is F2,F2,A1,F2,F2,A1,...,F2,F2,A1|00,01,...,7F,00,01,02,...,FF. The second block is now more regular because the sequence 00,01,...,7F repeats twice. Moreover, the transformation is reversible because the sorting method is stable. By computing the histogram of byte values in the first block, we know that Table 1 : Bits per address (smaller is better). Each trace represents 100 millions addresses. The second column is for bzip2 alone (bz2). The third column is for byte-unshuffling/bzip2 (us). The fourth column is for a TCgen compressor using 232 Mbytes of memory (tcg). The fifth column is for bytesort/bzip2 with a buffer of B = 1 million addresses (bs1). The sixth column is for bytesort/bzip2 with a buffer of B = 10 millions addresses (bs10).
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the first 128 bytes in the second block are associated with the high-order byte value A1 and the last 256 bytes are associated with the high-order byte value F2. Figure 1 shows another example of applying the bytesort transformation on a sequence of 32-bit addresses. Because the sorting method is stable, the order between addresses having the same high-order byte is preserved after the high-order bytes have been sorted. Consequently, after successive sorts, addresses belonging to the same memory region are progressively grouped together. The access patterns inside a memory region are often very similar to those in some other regions. This is the kind of regularity that the bytesort transformation reveals. Figure 2 shows an excerpt from the ATC program implementing the bytesort transformation. It should be noted that the time and space complexity of bytesort is linear with the buffer size B. The inverse transformation (not shown) is straightforward and, like the forward transformation, is linear in space and time.
Experimental evaluation
To evaluate the bytesort transformation, we generated some cache-filtered address traces using the Pin dynamic instrumentation tool [13, 20] . The instruction set architecture is x86-64.
Our benchmarks are a subset of the SPEC CPU2006. We instrumented all basic blocks and all instructions accessing memory. The filtering is done with a level-1 instruction cache and a level-1 data cache. Both caches have a capacity of 32 Kbytes and are 4-way set-associative with a LRU (least-recently-used) replacement policy. Cache blocks are 64-byte long. The filtered address sequence contains missing instruction and data block addresses in sequential order. For the results in this section, we used only the first 100 millions filtered addresses from each benchmark. That is, the trace length is 100 millions and each uncompressed trace has a size of 800 millions bytes. For compressing traces, we use the bzip2 compressor after having applied the bytesort transformation. We measure for each compressed trace the average number of bits per address (BPA). The smaller the BPA, the higher the compression ratio. We also provide the arithmetic mean of the BPA over all traces. The mean BPA, multiplied by the number of traces and by 100 millions, gives the total storage space occupied by the compressed traces. For bytesort, the BPA depends on the buffer size. A bigger buffer means that we work with bigger blocks, where long-term regularity can be exposed. Hence a bigger buffer yields a higher compression ratio. We measured the BPA with a buffer of B = 1 million addresses ("small bytesort") and with a buffer of B = 10 millions addresses ("big bytesort"). We compared bytesort with a VPC-like compressor/decompressor generated with TCgen [3, 31] . We have chosen a VPC-like compressor/decompressor that matches approximately the amount of memory used by the big bytesort. We used the following TCgen specification : 0-Bit Header; 64-Bit Field 1 = L1 = 1, L2 = 1048576: DFCM3 [2] , FCM3 [3] , FCM2 [3] , FCM1 [3] ; ID = Field 1; Compressor = 'bzip2 -c -z -9'; Decompressor = 'bzip2 -c -d'; . This compressor/decompressor uses 232 Mbytes of memory. Table 1 gives the number of bits per address (BPA) for the compressed traces. The second column is for bzip2 alone, and the third column is for byte-shuffling combined with bzip2. In a majority of cases, byte-unshuffling improves compression significantly compared with using bzip2 alone. Overall, the traces on which we have applied byte-unshuffling occupy 38% less disk space than the traces compressed with bzip2 alone. The traces compressed with TCgen occupy 33% less disk space than the traces compressed with byte-unshuffling. The big bytesort gives the highest global compression ratio, saving 25% of disk space compared with TCgen, while using the same amount of memory. The small bytesort is less effective than the big bytesort. Still, it saves about 8% of disk space compared with TCgen, despite using 10 times less memory.
Decompression speed. We measured the total time to decompress the 22 traces of disk 2 and the output of decompressors was redirected to the null device. We compiled all decompressors with "gcc -O3". Results are given in Table 2 . Overall, the small bytesort and the big bytesort are respectively 40% and 26% faster than TCgen. We also measured the contribution of bzip2 to the decompression time and found that bzip2 contributes about 50% of the decompression time for TCgen and almost 65% for bytesort.
Lossy compression
Even with a very effective lossless compression method, some address traces are inherently difficult to compress, e.g., because the address sequence looks random. To make these traces significantly more compact, some form of lossy compression is necessary. For an image, lossy compression is acceptable provided the compressed image looks like the original image. This is achieved by removing the details that the eye cannot see or that the brain ignores. For an address sequence, the "eye" through which we look at the sequence is not clearly defined. It depends on what we want to do with the trace. For the purpose of architecture performance evaluation, it is important to preserve the sequence length (i.e., the number of addresses in the sequence) and the miss ratios for various cache configurations. For example, consider a loop accessing an array in a completely random fashion. The addresses appear to be drawn randomly from a set of N distinct addresses. Yet, the performance of this loop is quite stable (if the cache is able to hold C ≤ N tags, the hit ratio is approximately equal to C/N ). If we partition the trace into intervals I i consisting of L consecutive addresses each, and if L is much larger than N , all intervals look alike and a single interval can be used to characterize the whole trace. In other words, we replace the original trace I 1 , I 2 , I 3 , · · · , I k with a compressed trace I 1 , I 1 , I 1 , · · · , I 1 . The new trace is more compact because we can represent the trace as a sequence of interval IDs. However, there are two questions to answer : how to detect that two intervals resemble each other, and how to choose the interval length L ? There are several possible ways to detect that two intervals look alike. For instance, we may use previously proposed phase analysis methods [11, 25] . However, these methods are generally implemented offline, and we are looking for a method that is simple enough to be done online so that the trace can be compressed with a single pass. Some online phase analysis methods have been proposed [19, 27] . We describe in Section 5.1 a method that is geared to our goals. The question of choosing a "good" value for L is actually more problematic, 2 Disk accesses contribute little to the total decompression time.
and we had to solve a particular problem, which is as follows. For online address trace compression, there is little choice but to choose an arbitrary value for L. However, on the previous example, a problem arises if we choose L too small. For example, let us assume we choose L = N/2. All intervals look similar to the first interval. But the compressed trace I 1 , I 1 , I 1 , · · · , I 1 is fundamentally different from the original trace : the original trace has N distinct addresses while the compressed trace has only about 0.4 × N . If we dimension the cache on the basis of what the compressed trace tells us, we will be misled in thinking that a cache with N/2 tags is sufficient to have a hit ratio close to 100%. In the remaining of this study, we refer to this problem as the myopic interval problem. To avoid the myopic interval problem, the interval length L should be taken as large as possible. But however large L, the problem may still occur. On the other hand, large intervals may yield poor compression ratios on traces that are unstable. We propose a method to lessen the myopic-interval problem. This method is based on sorted byte-histograms.
The basic idea to solve the myopic interval problem is that, if two intervals A and B have similar temporal structures but access different sets of memory addresses, we can use A to imitate B provided we transform the addresses of A so that they match those of B. Sorted byte-histograms, which we define in the next section, permit detecting when two intervals A and B are likely to have similar temporal structures and provide a way to transform addresses of A so as to imitate the spatiotemporal structure of B.
Sorted byte-histograms

Let us consider an interval of L consecutive 64-bit addresses A(k) with k ∈ [1, L]. Each address A(k) is coded with eight bytes b[j](k) ∈ [0, 255] :
We define the byte-histograms as follows :
In other words, the byte-histogram value h[j](i) is the number of addresses in the interval whose byte of order j is equal to i (note that 255 i=0 h[j](i) = L). For a given j, the sorted bytehistogram h [j] is obtained from h[j] by sorting the 256 values h[j](i) in decreasing order. That is, h [j](i) = h[j](p[j](i))
(1) 
where the distance d(h A , h B ) between two histograms h A and h B is defined as
We say that intervals A and B look like each other is the distance D(A, B) between them is less than a certain fixed threshold . To solve the myopic interval problem, when we find that interval B looks like a previous interval A, we record the information that A can be used to imitate B, but we also record a byte translation t[j] which is defined as follows : 
As for the least-significant byte, we have Remark. The method relies on the assumption that if two intervals from the same trace have similar sorted byte-histograms, they have the same temporal structure. Of course, there is no guarantee that this is necessarily the case. Nevertheless, our experimental results in Section 5.3 show that, in practice, this is true with a high probability. As permutations t[j] map each unique address of interval A to a unique address, the temporal structure of A is preserved by the byte translation. Moreover, the translated A has a spatiotemporal resemblance with B, as it has similar sorted byte-histograms. Nevertheless, the process of replacing B with a transformed A is approximate, and some distortion may be introduced. Even when there exists an exact one-to-one relation between addresses of A and those of B, byte translation does not necessarily transform A into an exact copy of B. Using a stable sorting algorithm and limiting the byte translations to values of j for which this is necessary is a way to minimize distortions. exact 2k exact 8k exact 32k exact 128k exact 512k approx 2k approx 8k approx 32k approx 128k approx 512k Figure 3 : Cache miss ratio for exact and approximate traces as a function of the cache associativity and for a number of cache sets between 2k and 512k (LRU replacement policy).
Lossy compression scheme
Our lossy compression scheme uses online phase classification [19, 27] . The compressed trace consists of a set of chunks and an interval trace. A chunk is an interval of the original trace that we compress with a lossless compression scheme. In this study, all chunks are compressed with the bytesort method described in Section 4, using a buffer size of 1 million addresses. The interval trace is compressed with bzip2. Each time we create a chunk, we record an entry for it in a histogram table in memory, where we store the histograms for that chunk. When the table is full, we evict the entry belonging to the oldest chunk. We always create a chunk for the first interval in a trace. At the end of the first interval, we compute the histograms for the interval and we store them in the histogram table. Then we compute the histograms for the second interval and we compute the distance between intervals 1 and 2 using formula (2) . If the distance is greater than the threshold, we create a chunk for the second interval and we store the histograms of the second interval in the histogram table. Otherwise, if the distance is less than the threshold, we do not create a chunk. We only record in the interval trace the fact that interval 1 can be used to imitate interval 2, along with the byte translations t[j] (translations are completely described with 8 × 256 bytes). Then we compute the distance between the third interval and the previous chunks. And so on. When several chunks match the current interval, we imitate the interval using the chunk having the smallest distance with the interval. The fewer chunks are created, the more compact the trace. Most traces have a stable behavior, and a relatively small number of chunks is often sufficient to represent the whole trace. For these traces, the compression ratio increases with time : chunks are created for the first intervals, then chunks are reused when there are enough of them to imitate most subsequent intervals. The choice of the threshold has an impact on the compression ratio and the compression quality. If is too small, we obtain a low compression ratio. If it is too high, the compressed trace may not accurately reflect the original trace. We found experimentally that = 0.1 provides high compression ratios while preserving the memory locality information contained in the original trace.
Accuracy of lossy vs. lossless compression
The experimental set-up is the same as described in Section 4.2. Each exact trace contains 1 billion addresses that were compressed with bytesort. Approximate traces are generated from the exact traces. Then we use exact and approximate traces to simulate a set of cache configurations, and we compare the cache miss ratios. We used the Cheetah cache simulator [30] to simulate a set-associative cache, varying the number of cache sets and the associativity. Table 3 gives the bits per address for lossy vs. lossless compression. The interval length for lossy compression is 10 millions addresses (a trace represents 100 intervals) and the threshold is = 0. the trace length and on the trace characteristics. For example, the compression ratio on traces 403.gcc and 447.dealII is small because these traces are unstable, so the distance between intervals is generally greater than the threshold. Figure 3 shows the cache miss ratio as a function of the cache associativity and for different number of cache sets. The replacement policy is LRU. In practice, the miss ratio of the approximate trace is generally very close to the exact value. Even when there is some distortion (e.g., traces 410 and 482), the shape of the miss ratio curves is preserved. To stress the importance of byte translation, Figure 4 shows the impact of disabling it on trace 470. As can be seen, disabling byte translation introduces a large distortion. The cache size that is necessary to remove capacity misses looks twice smaller with the approximate trace than it is in reality.
We also simulated an address predictor based on the C/DC prefetcher [17] . Our predictor assumes 64-Kbyte CZones, a 256-entry index table, a 256-entry global history buffer, and a 2-delta correlation key. For each address, the predictor tries to predict the next address in the same CZone. If there is no match for the correlation key, the next address in the CZone will not be predicted. Otherwise, the predicted address is stored in the index-table entry and will be compared with the next address in that CZone. Figure 5 shows the percentage of non-predicted, correctly predicted and mispredicted addresses for the exact traces and for the lossy-compressed ones. Lossy compression introduces a little distortion (e.g., trace 433), but overall the lossy-compressed traces "look" like the exact ones.
Finally, we ran each benchmark to completion. We obtained 22 compressed traces representing a total of about 500 billions addresses. Without compression, we would need 4 terabytes of disk space to store the traces. With lossy compression, the 22 traces take only 9 gigabytes of disk space. This means an average of 0.14 bits per address. Figure 6 and atc2bin is the program of Figure 7 . On this example, 100M random 64-bit values are compressed (this is lossy compression) and stored in the directory foobar. Only the first chunk is stored (1.bz2). This chunk represents the first 10 millions 64-bit values, "compressed" with bytesort and bzip2. The 9 subsequent intervals are regenerated from the first chunk and from the byte translation information stored in INFO.bz2. and 7. In the program of Figure 6 , the atc open function is called with argument 'k' which means lossy compression. For lossless compression, the argument would be 'c'. The atc open function creates a directory, whose name is given by the argument dirname, in which the compressed trace will be stored. The argument bz2 means that we want compressed chunks to have the suffix .bz2 and the last argument is the command that is used to compress bytesorted chunks. On this example, we use bzip2, but we could use another compressor, like gzip. After the compressed trace has been opened with atc open, the compression is done by calling atc code for each 64-bit input value. An example program for decompressing traces is shown in Figure 7 . Here, the atc open function is called with the argument 'd' (decompression). The last argument is the command for decompressing bytesorted chunks. Figure 8 shows the result of using these two programs on a sequence of 100 millions random 64-bit values. We obtain a compression ratio of 10 on this example because ATC finds that all the intervals (length L = 10 millions) look like the first one. So a single chunk is created for the first interval, but the 9 subsequent intervals are regenerated from the first chunk and from the byte translation information.
The ATC compressor may be applied to any sequence of 64-bit values and might be used for compressing traces other than cache-filtered addresses. However, while the ATC lossless compression mode is completely safe, it does not necessarily yield the best compression ratios. For instance, applying ATC lossless compression to a control-flow trace does not yield compression ratios as high as those obtained with predictor-based compressors [2] . As for ATC lossy compression mode, it is intended for cache-filtered address traces only and should not be used without questioning its applicability to the situation.
Conclusion
We have proposed an effective compressor for traces consisting of cache-filtered addresses, that are useful for capturing the macroscopic behavior of applications. Our two main contributions are the introduction of bytesort, a reversible trans-formation that makes lossless compression more effective, and a lossy compression method based on sorted byte-histograms. We have combined the two methods in a software called ATC. We have shown that, on cache-filtered address traces, bytesort yields higher compression ratios than TCgen, one of the most effective trace compressors existing. We have shown that our lossy compression scheme permits obtaining traces that are up to several orders of magnitude more compact, while keeping the important memory locality information contained in the original trace. With the ATC compressor, it is possible to store compact traces representing hours of real execution.
