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We present an approach to renormalized second-order Green’s function perturbation theory (GF2)
which avoids all dependency on continuous variables, grids or explicit Green’s functions, and is instead
formulated entirely in terms of static quantities and wave functions. Correlation effects from MP2
diagrams are iteratively incorporated to modify the underlying spectrum of excitations by coupling
the physical system to fictitious auxiliary degrees of freedom, allowing for the single-particle orbitals
to delocalize into this additional space. The overall approach is shown to be rigorously O[N5], after
an appropriate compression of this auxiliary space. This is achieved via a novel scheme which ensures
that a desired number of moments of the underlying occupied and virtual spectra are conserved in
the compression, allowing a rapid and systematically improvable convergence to the limit of the
effective dynamical resolution. The approach is found to then allow for the qualitative description of
stronger correlation effects, avoiding the divergences of MP2, as well as its orbital-optimized version.
On application to the G1 test set, we find that modifications to only up to the third spectral moment
of the underlying spectrum from which the double excitations are built is required for accurate
energetics, even in strongly correlated regimes. This is beyond simple self-consistent changes to
the density matrix of the system, but far from requiring a description of the full dynamics of the
frequency-dependent self-energy.
I. INTRODUCTION
Mean-field methods such as Hartree–Fock (HF)
and density functional theory (DFT) are cost-
effective solutions to describe a wealth of quantum
chemical and condensed matter properties, however
their single-determinant formalism generally fails in
their description of stronger correlation effects, as
well as other important physical phenomena such
as dispersion interactions, reactive intermediates or
charge transfer states1. This difference is manifest
in the failure of DFT to describe electron correla-
tion accurately through its approximate exchange-
correlation functional. For stronger correlation, mul-
tireference models such as the complete active space
self-consistent field (CASSCF)2 and multireference
perturbation theories3–5 can be used to quantify
static correlation, however the number of determi-
nants in the wave function grows exponentially with
the size of the active space, and therefore renders
them rapidly intractable6. Whilst emerging ap-
proaches such as the density matrix renormalization
group7–9 and quantum Monte Carlo10–12 techniques
are bringing down this cost, it is still an expensive
option, largely restricted to small molecules. On the
other hand, methods based on single-determinant
reference generally achieve polynomial scaling and
provide a range of approximations to the correla-
tion energy. The dichotomy between cost and ac-
a)Electronic mail: george.booth@kcl.ac.uk
curacy underpins much of the modern research into
the simulation of quantum chemistry and condensed
matter13.
One of the main tools in this regard is perturba-
tion theory, where the traditional starting point is to
partition the Hamiltonian into a mean-field part Hˆ0
and remainder describing the explicit two-particle
interaction potential, Vˆ . Rayleigh–Schro¨dinger per-
turbation theory on this partitioning results in the
Møller-Plesset (MPn) class of methods, most com-
monly performed to second-order (MP2)14. The
MP2 method is the simplest way of including elec-
tron correlation post-HF and scaling with system
size is a O[N5] prior to many effective cost-reduction
schemes, allowing its application to large and con-
densed phase systems, whilst correctly describing
dispersion and pair correlation effects15–18. Despite
its success, MP2 does not account for any inter-pair
electron correlation even qualitatively, which mani-
fest in a number of situations such as strongly corre-
lated problems, molecules away from equilibrium or
screening. This is well illustrated in molecular dis-
sociation events, where the restricted MP2 energy
rapidly diverges with increasing separation as strong
correlation takes hold13. Furthermore, the restric-
tion of MP2 to uncoupled pair correlation renders its
ultimate accuracy limited, and can be hard to justify
in many contexts compared to the computationally
cheaper DFT approach. Higher orders MPn will cap-
ture much of this neglected correlation and can delay
the divergence when stretching bonds, however the
increased scaling with system size as well as potential
non-convergence of the series overall19,20 gives favor
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2to resummed methods such as coupled cluster singles
and doubles (CCSD)21,22, which generally performs
better at a scaling of O[N6].
This resumming of low-order diagrams often
allows for many-electron (more than two-body)
physics to be qualitatively described via coupled
two-body processes, as can be seen by expansion of
the exponential form of the wave function ansatz in
CCSD. Whilst still non-variational, it does not suffer
from the divergence of MP2 in molecular dissociation
events for single bonds, however will still fail in in-
stances of substantial strong correlation. Including a
subset of third-order diagrams as a perturbation con-
stitutes CCSD(T)23, which is widely considered to
be the gold standard in quantum chemistry, however
scales as O[N7]. A challenge remains to efficiently
and self-consistently couple the bare pair correlation
physics of MP2 together, whilst still retaining its fa-
vorable O[N5] scaling, to give rise to a set of renor-
malized diagrams which contains at least some por-
tion of many-body, inter-pair correlations present in
e.g. CCSD. Achieving this could admit higher accu-
racy results and allow a wider scope of applicability
of the method in the presence of stronger correla-
tion effects. An approach within this framework is
described in this work.
In MP2, the Hˆ0 can be considered to be fully de-
fined by the orbitals and energies resulting from the
diagonalization of the Fock matrix, describing the
kinetic energy as well as the mean-field Coulomb
and exchange contributions of each electron. This
is manifest in the mean-field uncorrelated spectrum
of the system. Via Koopman’s theorem, each orbital
energy can be considered an approximation to its
ionization potential (occupied orbitals) or electron
affinity (unoccupied orbitals). However, this spec-
trum neglects orbital relaxation, as well as all contri-
butions from correlated physics, which would modify
(at times substantially) the true ionization poten-
tial and electron affinities, and hence the underlying
spectrum. One possible self-consistent renormaliza-
tion of MP2 diagrams therefore involves updating
the spectrum, to take into account the correlated
effects in its description, and hence redefining this
zeroth-order description of the system. This mod-
ifies the electron and hole propagators to take into
account the effects of MP2 correlation into account.
One approach to modify this underlying spectrum
and Hˆ0 is the orbital-optimized MP2 method (OO-
MP2), which iteratively optimizes the orbitals (and
hence the electron density and spectrum) to relax
them in the presence of the MP2 correlations24,25.
This is done by minimizing the Hylleraas functional
and ensuring the energy is stationary with respect
to the orbital rotations in a variational fashion in
response to the MP2 correlations. However, this
does not allow a full relaxation of the spectrum,
or even density matrix, since the zeroth-order sys-
tem is still described in a simple orbital picture.
For instance, the relaxed density matrix is still con-
strained to be idempotent, which is not a prop-
erty of a density matrix resulting from a true cor-
related system. Nevertheless, the OO-MP2 ener-
gies can improve upon MP2 results in situations of
moderate correlation while still at O[N5] scaling,
as well as the stationarity with respect to orbital
rotations simplifying subsequent property computa-
tion. However, the divergences of MP2 are also ob-
served for OO-MP2, motivating parameterized MP2
methods to combat such deficiencies. These include
employing level-shifting26, and κ-OO-MP227,28, the
latter similar to the single-reference driven similar-
ity renormalization group (DSRG)29. Further tech-
niques to empirically improve upon MP2 energetics
without increasing cost include the spin-component
scaled (SCS-MP2)30 and spin-opposite scaled (SOS-
MP2)31 variants, which has also been combined with
orbital-optimization32–34.
The computational difficulties in describing a true
correlated density matrix is similar to the challenges
in defining a fully correlated spectrum for the opti-
mized Hˆ0 , which is impossible within the constraints
of simply adjusting the mean-field potential or keep-
ing a simple single-particle orbital framework, and
so a different formulation is required. This is most
commonly done within a Green’s function formal-
ism, whereby the spectrum is defined according to a
continuous function of energy (or its conjugate vari-
able, time). This allows for arbitrary changes to this
underlying spectrum due to the correlation at the
level of MP2 via a self-energy, until self-consistency
is achieved, defining the ‘second-order Green’s func-
tion perturbation theory’ (GF2)35–38. This approach
has been investigated in the literature, and shown
that it can prevent divergences in MP2, as the cor-
related physics can renormalize the spectrum, open-
ing the bandgap to allow for convergent results even
in strong correlation limits39,40. Furthermore, the
‘flat-plane’ condition requiring piece-wise linearity in
the energy of a system as their electron number or
spin-polarization is changed is well captured within
the approach, demonstrating a substantial reduc-
tion in strong correlation and self-interaction error
compared to most approximate DFT functionals41.
However, GF2 is substantially more complicated
than the MP2 method conceptually, computation-
ally and algorithmically. This stems primarily from
having to efficiently discretize the continuous (time
and/or frequency) variable, as well as to perform
Fourier transforms between them in order to achieve
an efficient algorithm and optimal O[N5] scaling.
This choice of discretization is critical in reducing
3the large prefactor to these calculations, and sub-
stantial work has been done in choosing these grids
optimally42,43.
In this work, we will consider an alternate frame-
work to systematically truncate the GF2 approach
to resum low-order MP2 diagrams to infinite order,
whilst retaining an O[N5] scaling. This approach
allows for its recasting back in terms of wave func-
tions, and admits an efficient, zero-temperature sum-
over-states formalism, more akin to traditional MP2
formulations. It avoids the construction of any ex-
plicitly frequency or time-dependent quantities, dis-
cretization of continuous grids, or numerical Fourier
transforms. Instead, the modifications necessary to
self-consistently update the effective propagators of
Hˆ0 in the required manner involve the construc-
tion of an auxiliary space in which this zeroth-order
Hamiltonian additionally spans. The concept of the
auxiliary space has previously been used in diagram-
matic perturbation theory, for example in the alge-
braic diagrammatric construction (ADC) method44.
This truncation of the full GF2 approach is then
rationalized as a self-consistency on the occupied
and virtual moments of the spectrum, ensuring that
these are appropriately renormalized due to the cor-
relations of MP2. It will be seen in numerical results
that this systematic truncation rapidly approaches
the full GF2 results, applied to both the dissoci-
ation of molecules where strong correlation effects
dominate13, as well as the weaker correlation ef-
fects of the G1 molecular test set45, and improv-
ing the description of intermediately correlated sys-
tems compared to the native MP2 method. The
method also bears similarities to other implemen-
tations of GF2 which are performed purely in the
frequency-domain36, but which use other approxima-
tion techniques for compression, and we will compare
to these as well as more traditional iterative ‘orbital-
optimized’ MP2 approaches (OO-MP2)24.
II. BACKGROUND: SECOND-ORDER GREEN’S
FUNCTION PERTURBATION THEORY
We start with a short recap of the salient fea-
tures of the GF2 method, as this informs and mo-
tivates the approximations developed in subsequent
sections. However, this is not essential to under-
stand the subsequent method. For further details
on efficient and complete implementations of the
GF2 method which this work builds on, we refer the
reader to Refs.37,38.
GF2 is a renormalized pair perturbation theory
which is cast exclusively in the language of Green’s
functions and self-energies. This allows for renormal-
ization of the propagator lines of diagrams due to the
effects of correlation, which cannot be achieved in the
simple molecular orbital picture. The self-energy is a
dynamical, single-particle object which describes the
effects required to change the Green’s function and
spectrum of the system, which in this case is due to
the presence of correlation in the form of the MP2 di-
rect and exchange second-order diagrams. The effect
of this self-energy allows for changes in the spectrum
of the physical system, such as adding additional
states and/or shifting and suppressing the weight of
states from the original HF description. In this way,
the mean-field result can be made to better represent
the correlated nature of the system, and the propa-
gation of the real electrons or holes through it. In
GF2, this is used to update the propagators, which
in turn redefine the effect of the MP2 second-order
diagrams, and this is iteratively performed to self-
consistency, summing subsets of diagrams to infinite
order via renormalization of the underlying propaga-
tors of the system.
The Green’s function and (irreducible) self-energy
are linked via the Dyson equation
G(ω) = G0(ω) +G0(ω)Σ(ω)G(ω), (1)
which represents an infinite series providing all pos-
sible insertions of the diagrams in Σ into the prop-
agator. G0 represents the zeroth-order (mean-field)
Green’s function, defined as
G0(ω) = [ωI − F ]−1, (2)
where F is the generalized physical Fock matrix,
with elements given by
Fpq = hpq +
∑
rs
[(pq|rs)− 1
2
(ps|rq)]Drs, (3)
where h is the ‘core’ kinetic-energy and nuclear-
electron Hamiltonian, Drs is the one-body den-
sity matrix of the system, (pq|rs) denotes standard
‘chemist notation’ two-electron repulsion integrals,
and the summation is over spatial orbitals of the
full system. In GF2, Eq. 1 is used to iteratively
renormalize the Green’s function of the system with
the self-energy. Subsequent contributions to the self-
energy are generally computed in the time-domain
after Fourier transform of the resulting Green’s func-
tion, as
Σpq(τ) = −
∑
rstuvw
Grs(τ)Gtu(τ)Gvw(−τ)
(pt|wr)[2(qu|vs)− (qs|vu)], (4)
where corresponding changes to the frequency-
independent part of the self-energy (first-order di-
agrams) are found via the changes to the density
matrix and update of Eq. 3. At convergence, the
4self-energy contains the second-order direct and ex-
change diagrams encountered in MP2, renormalized
ad infinitum, resulting in a conserving, rigorously di-
agrammatic approximation, and correlated spectrum
and one-body density matrix of the system37.
The Green’s function and self-energy of GF2 rely
on frequency and time grids which must be care-
fully controlled to minimize numerical errors, while
the scaling in the formulation above ensures that the
prefactor to the most expensive step (evaluation of
Eq. 4) is dependent on the resolution of the time
grid, Nτ (O[N5Nτ ] overall). The requirement of a
Fourier transform between these two physical quan-
tities also means that the use of non-uniform quadra-
ture is non-trivial, but intermediate representations
to develop efficient algorithms are a source of re-
cent and ongoing research42,43. Furthermore, when
one uses the Matsubara (imaginary frequency) axis
to ensure a smooth and efficient frequency-domain
Green’s function representation, it is necessarily a fi-
nite temperature representation. This can be an ad-
vantage for thermal properties, but results in increas-
ing cost to converge to zero-temperature in systems
with a small spectral gap. As a result, obtaining
the spectral function requires analytic continuation
of the Matsubara Green’s function onto the real axis,
which is an ill-conditioned problem, plagued by nu-
merical artifacts and substantial loss of precision at
higher energies.
We now turn to a framework which removes the
need for a definition of a grid in either domain,
by instead defining a zeroth-order static Hamilto-
nian, which spans an additional fictitious subspace
required to rigorously define the effects of an im-
plicit self-energy at zero temperature. This auxil-
iary space is in turn defined via a projection in or-
der to match the moments of the spectral distribu-
tion of the occupied and unoccupied states up to a
given order. Explicit self-energies and Green’s func-
tions can be constructed if desired in the approach,
which will converge to traditional GF2 quantities,
and connections will be made between the formal-
ism presented and analogous dynamical quantities
extensively. This framework also has the advantage
of allowing one to obtain the spectral function with-
out the need for analytic continuation. The accu-
racy of this direct real-frequency spectrum, will be
explored more in a future study.
III. AUXILIARY-GF2
In the following approach, we mimic the effects of
correlation on the renormalized spectrum and prop-
agators via coupling the system to an external, fic-
titious set of degrees of freedom, rather than an ex-
Orbital space Indices
General HF (physical) orbitals p, q, r, s . . .
Auxiliary orbitals α, β, γ, δ . . .
Occupied ‘quasi’-molecular orbitals i, j, k, l . . .
Virtual ‘quasi’-molecular orbitals a, b, c, d . . .
General ‘quasi’-molecular orbitals w, x, y, z . . .
TABLE I. Notation for indexing of different orbital
spaces used in this work.
plicit self-energy. The delocalization of the resulting
single-particle orbitals into this additional space can
implicitly model the same effects as a fully dynam-
ical self-energy. This additional space is comprised
of ‘auxiliary’ states, and while they can have one-
electron contributions to the single-particle Hamil-
tonian (both amongst themselves, and connecting to
the original ‘physical’ states) they do not have any
two-body interactions spanning this space. Appro-
priate choice of these Hamiltonian matrix elements
renormalizes the propagators of the physical space
due to the effect of the second-order correlations. To
distinguish this approach from the traditional, grid-
based ‘dynamical’ formulation detailed in Sec. II,
we will denote the approach Auxiliary-GF2 (AGF2).
We present the spin-free working equations for the
restricted algorithm, where spin symmetry breaking
is not allowed. However, the formalism is simply
adapted to work within an unrestricted spin-orbital
basis where spin-breaking is possible, and we denote
the restricted and unrestricted cases as RAGF2 and
UAGF2, respectively.
To make this analogy between a set of fictitious
states and a self-energy more rigorous, we can write
a manifestly causal self-energy in the frequency do-
main as
Σpq(ω) =
naux∑
α
vpαv
†
qα
ω − α , (5)
where ω is a continuous frequency variable, which
can equally well be defined on the real or imaginary
(Matsubara) axis. Defining p, q to be the original
Hartree–Fock orbitals spanning the physical orbital
space of the system, the naux auxiliary states α, can
be defined as coupled via the one-electron Hamilto-
nian matrix elements, vpα, and having one-electron
energies given by α. Each auxiliary state therefore
contributes a single pole in the form of the over-
all self-energy. This auxiliary space coupling is ex-
pressed schematically in Fig. 1, with the notation of
the indices used defined in Tab. I.
Given a set of auxiliary Hamiltonian elements vpα
and α, an extended Fock matrix can be constructed,
Fext, which defines a single-particle eigenvalue prob-
lem over the original physical Hartree–Fock and ad-
5FIG. 1. Diagram showing the coupling of a set of physical
orbitals (in this case Hartree–Fock orbitals) coupled to a
set of auxiliaries with energy α and a coupling strength
vpα. Only the coupling for one such auxiliary is shown,
with that auxiliary shown in bold.
ditional auxiliary space, as
[
Fphys v
v† diag(aux)
]
φ = λφ, (6)
where Fphys is the physical space Fock matrix and
aux is the vector of α auxiliary energies. The di-
agonalization of this sparse Fext matrix results in
the definition of ‘quasi’-molecular orbitals (QMOs),
denoted φ, which are single-particle states which di-
agonalize Fext and span the union of both the phys-
ical and auxiliary space. These QMOs now define
a propagator in the physical space which has been
renormalized by the effects of a self-energy defined
as Eq. 5, and therefore is equivalent to the effect of
Dyson’s equation as applied directly to the zeroth-
order Green’s function as given in Eq. 1. This can
be seen by defining the Green’s function as
[
ω − Fphys v
v† ω − aux
][
Gphys Gphys,aux
Gaux,phys Gaux
]
=
[
I 0
0 I
]
.
(7)
Solving the equations above for the projection of
the resulting Green’s function in the physical space,
Gphys, it can be shown that this extended Fock ma-
trix construction is equivalent to the introduction of
a fully dynamical self-energy via Dyson’s equation in
Eq. 1 as
Gphys(ω) =
(
ωI − Fphys − v(ωI − aux)−1v†
)−1
(8)
= (ωI − Fphys − Σ(ω))−1 (9)
= (G0(ω)
−1 − Σ(ω))−1 (10)
= G0(ω) +G0(ω)Σ(ω)Gphys(ω). (11)
Once these QMOs have been constructed via diag-
onalization of the extended Fock matrix of Eq. 6, the
filling of the QMOs is determined such that the num-
ber of electrons in the physical space matches the de-
sired number of electrons. The number of electrons
in the physical space, Nphys is given by the trace of
the projection of the density matrix of the occupied
QMOs into the physical space (Dpq), as
Nphys = Tr[Dpq] (12)
= Tr
2nQMOocc∑
i
φpiφ
∗
qi
 (13)
= 2
nphys∑
p
nQMOocc∑
i
φpiφ
∗
pi. (14)
IfNphys is not identically equal to the desired number
of electrons in the physical space, then a small chem-
ical potential, µ is added to the auxiliary space to
shift their energies relative to the physical space, and
therefore finely control the number of electrons in the
physical space. This can be done by iteratively di-
agonalizing the resulting extended Fock matrix, and
optimizing µ to give the desired Nphys number of
electrons, e.g. by bisection. Furthermore, the result-
ing change in the description of the physical space
can also result in renormalization of the first-order
diagrams contained in the Coulomb and exchange
terms of the Fock matrix. In order to include these
effects, the updated physical projection of the den-
sity matrix is also used in order to recompute the
exchange and Coulomb terms in the Fphys block of
the extended Fock matrix, and this also iterated to
convergence. To accelerate this convergence, as in
self-consistent field calculations, we employ the di-
rect inversion of the iterative subspace (DIIS)46.
A. Definition of auxiliary space parameters
We now consider how the parameters defining the
auxiliary space are to be defined (i.e. the matrix
of one-body physical-auxiliary couplings v, and the
vector of auxiliary energies, aux, of Eq. 6), in order
to rigorously include the second-order diagrammatic
6effects we are after. We first consider the definition
of the frequency-domain MP2 self-energy, ΣMP2(ω),
which can be defined as the Fourier transform of
Eq. 4 in the case of a diagonal G(τ), as
[ΣMP2(ω)]pq =
nocc∑
ij
nvir∑
a
(pi|ja)[2(qi|ja)− (qj|ia)]
ω + Ea − Ei − Ej
(15)
+
nocc∑
i
nvir∑
ab
(pa|bi)[2(qa|bi)− (qb|ai)]
ω + Ei − Ea − Eb .
Here p, q represent all physical degrees of freedom
in the original Hartree–Fock basis, ensuring that the
self-energy spans only the physical space. In the first
iteration, the i, j and a, b indices represent canonical
occupied and virtual orbitals, with energies E, with
the algorithm giving the traditional MP2 self-energy.
The aim is now to represent this self-energy as a
set of frequency-independent auxiliary orbitals, by
recasting Eq. 15 in the form of Eq. 5. This is shown
in Eqs. 8 - 11 to have an equivalent effect on the
propagator of the physical space, and therefore al-
low the desired iterative renormalization of the ef-
fective particle dynamics. To do this, the numerator
of the rearranged form of Eq. 15 must be able to be
written as a physical space matrix valued operator
formed from outer-products of vectors. Taking only
the occupied part (first term) of Eq. 15, one may ex-
ploit the symmetry in the summations to rearrange
its form as
[ΣoccMP2(ω)]pq =
nocc∑
ij
nvir∑
a
(pi|ja)[2(qi|ja)− (qj|ia)]
ω + Ea − Ei − Ej (16)
=
nocc∑
i<j
nvir∑
a
(pi|ja)[2(qi|ja)− (qj|ia)] + (pj|ia)[2(qj|ia)− (qi|ja)]
ω + Ea − Ei − Ej +
nocc∑
i
nvir∑
a
(pi|ia)[2(qi|ia)− (qi|ia)]
ω + Ea − 2Ei (17)
=
nocc∑
i<j
nvir∑
a
3[(pi|ja)− (pj|ia)][(qi|ja)− (qj|ia)] + [(pi|ja) + (pj|ia)][(qi|ja) + (qj|ia)]
2(ω + Ea − Ei − Ej) +
nocc∑
i
nvir∑
a
(pi|ia)(qi|ia)
ω + Ea − 2Ei .
(18)
Exploiting the permutational symmetry of the two-
electron integrals, the form of Eq. 18 allows for the
casting of each term onto an auxiliary orbital in the
extended Fock matrix to mimic its effect, as dictated
by Eq. 5. All states have the correct outer product
form, ensuring that all effects of the exchange and
Coulomb diagrams are rigorously causal, which is not
guaranteed for other diagrammatic theories47. Each
unique set of two occupied and one virtual MO in-
dices maps to two degenerate auxiliary orbitals. An
equivalent rearrangement applies to the virtual (par-
ticle) part of Eq. 15, with the auxiliary energies and
couplings given in Table II. An equivalent derivation
exists when one starts with a spin-unrestricted self-
energy. These auxiliaries number noccnvirnphys and
therefore the number of auxiliaries scales asO[n3phys].
In order to iterate the effects of this correlation
and include its effect on the propagator, after these
auxiliaries have been included, the orbitals denoted
by the indices i, j, a, b above are replaced by the
eigenstates of the extended Fock matrix. These
therefore represent the occupied and virtual quasi-
molecular orbitals (QMOs), spanning both the phys-
ical and auxiliary spaces defined in Sec. III. This
α vpα Constraint
Ei + Ej − Ea
√
6
2
[(pi|ja)− (pj|ia)] i < j
Ei + Ej − Ea
√
2
2
[(pi|ja) + (pj|ia)] i < j
2Ei − Ea (pi|ia)
Ea + Eb − Ei
√
6
2
[(pa|bi)− (pb|ai)] a < b
Ea + Eb − Ei
√
2
2
[(pa|bi) + (pb|ai)] a < b
2Ea − Ei (pa|ai)
TABLE II. Summary of auxiliary energies (α) and cou-
plings to physical orbitals (vpα) required to build ex-
tended Fock matrix.
means that the Hartree–Fock energies of Eq. 18
and Tab. II (E) are replaced with the eigenvalues
of Eq. 6, λ, which are the energies of the QMOs.
Furthermore, the auxiliary coupling strengths also
need to be modified. This requires a three-quarter
transformation of the two-electron repulsion inte-
grals (ERIs) into the QMO basis to be performed
each iteration. Note that the leading index remains
in the physical Hartree–Fock basis, and therefore
does not need to be transformed. We transform
these integrals once each iteration, via three quarter-
7transforms, as
(pi|ja) =
nphys∑
qrs
φqiφrjφsa(pq|rs), (19)
where (pq|rs) are the original ERIs in the Hartree–
Fock basis. Note that (as with MP2 theory)
this integral transform constitutes the leading-
order computationally scaling step, scaling as
O[n2phys(nphys + naux)3], although the prefactor can
be minimized by realising that only certain occupied-
virtual combinations are required. The efficiency of
the algorithm is therefore significantly impacted by
the size of the auxiliary space, which must scale as
nphys or less to ensure that the overall scaling is not
greater than MP2.
However, it can be seen from Table II that each
iteration, the number of auxiliary states grows as
O[N3QMO]. Unchecked, this would result in a growth
in the size of the auxiliary space as a function of
iteration, t, as O[n3tphys], which is clearly unphysically
high. As a result, a key step in the algorithm is to
robustly and effectively compress the information in
the auxiliary space, which is described in the next
section.
B. Compression of the auxiliary space
The scaling of the auxiliary space in the algorithm
above is artificial. Even at convergence of all proper-
ties, further iterations will continue to grow the size
of the auxiliary space, which must necessarily be en-
tirely redundant. The number of auxiliary states will
also rapidly exceed the total number of auxiliaries
required to represent the exact self-energy, without
approximation, which can only have at most the di-
mensionality of the (N + 1)- and (N − 1)-electron
FCI space. Furthermore, we know that grid-based
Green’s function methods are successful precisely be-
cause the dynamical information in a self-energy can
be effectively discretized in values on a grid in some
domain, generally with an a priori imposed energetic
structure from this distribution of grid points which
compresses their information in a non-exponentially
scaling fashion42. In this section, we consider ways
to reduce the number and scaling of the auxiliary
states created each iteration, from O[N3QMO] down
to at most O[nphys].
This resulting scaling can be rigorously rational-
ized on physical grounds, and will also be shown nu-
merically. The self-energy has an energy-dependence
and spatial-dependence. In the formalism above,
each auxiliary describes the spatial entanglement at
a specific energy, given by the α energy of the aux-
iliary orbital. In large systems, the energy scales
required to be spanned should not increase with the
size of the system. If this were true, then the size and
resolution of the grids used to describe traditional
self-energies would also have a system size depen-
dence – instead, the overall required energy resolu-
tion of the propagator rapidly saturates with system
size, and therefore scales as O[1]. Furthermore, con-
straints such as standard finite basis sets ensure that
we are always probing an effective low-energy model
which does not significantly increase the energy scale
as the system gets larger. This leaves the spatial de-
pendence, which can be characterized by a matrix
of couplings v, which increases at most linearly with
the size of the physical space. If the number of auxil-
iaries at a given energy were larger than the number
of physical degrees of freedom, then a singular value
decomposition of their couplings would isolate the
non-null space of auxiliaries coupling to the system
at that energy, and would necessarily be no more
than the number of physical states.
This overall linear scaling in the number of auxil-
iaries to represent any self-energy does not therefore
rely on effects such as spatial locality, and should
hold regardless of the physical character of the phys-
ical states denoted by p, q in Sec. III A. However,
it would likely be possible in large system limits to
asymptotically approach O[1] scaling of the size of
the auxiliary space. This is because in a local ba-
sis, the spatial structure of the self-energy would
become diagonally-dominated as physically distant
degrees of freedom would have vanishing weight of
second-order self-energy diagrams connecting them,
allowing for a natural reduction in the scaling of the
auxiliaries required to describe this structure. Sim-
ilar locality approximations have also reduced scal-
ing for MP2 methods15,16. All equations and deriva-
tions in Sec. III A naturally transfer to a local basis,
however in this work we represent the physical space
in canonical Hartree–Fock orbitals, and therefore do
not exploit efficiency savings due to spatial locality,
which we save for future work.
The redundancy in the auxiliary space arises due
to auxiliary states which are both close in energy,
and which have a high degree of overlap in their
couplings to the physical space characterized in v.
There exist approaches to compactify the auxiliary
space with heuristic algorithms based on this crite-
rion, e.g. Ref. 48. In other methods such as dy-
namical mean-field theory (DMFT) it is common to
numerically fit a compact set of auxiliaries (known
as bath states in DMFT). The parameters of these
bath states result from the numerical minimization
of some measure of error in this effective self-energy
compared to the full self-energy defined on a grid
(generally the hybridization function, defined on the
imaginary-frequency axis). While this is reasonable
8for small physical spaces, this approach returns to
the requirement of (and dependence on) a numeri-
cal grid representation of the self-energy, while the
numerical fit on the Matsubara axis necessitates a
loss of accuracy, and becomes increasingly difficult
and rapidly intractable for larger systems with many
bath states49,50.
We instead consider two approaches below to com-
press the auxiliary space, which are outlined, fol-
lowed by a discussion of their efficiency, accuracy and
the overall auxiliary compression algorithm used in
this work.
1. Consistency in self-energy moments
In the work of Ref. 36, Van Neck et al. develop a
GF2 algorithm with a similar grid-free, discrete pole
self-consistency, applied to a series of small atomic
systems36,51. In their work however, the Dyson equa-
tion was solved directly and numerically, rather than
by diagonalization of the extended Fock matrix of
auxiliaries as is performed here. Nevertheless, there
was still a requirement of a scheme to reduce the
number of explicit poles (c.f. auxiliaries) of the re-
sulting self-energy. In order to do this, they adopted
the BAsis GEnerated by Lanczos (BAGEL) method,
first developed for this purpose in the nuclear physics
community52–54, and based on a block Lanczos tridi-
agonalization of the extended Fock matrix55,56. This
method provides a compression scheme which is ca-
pable of reducing a (potentially large) set of discrete
self-energy poles, such that the resulting compressed
poles spans a basis which ensures a matching of a
number of moments of the original occupied (hole)
and unoccupied (particle) self-energy. We denote the
truncation of the (separate hole and particle) self-
energy as nΣmom, which ensures that these self-energy
moments are matched to an order of 2nΣmom + 1. As
an example, nΣmom = 0 ensures that the integrated
weight over all frequencies and mean for the sepa-
rate hole and particle self-energy (for each element)
is maintained before and after compression (i.e. vv†
and vv†). Increasing nΣmom will match higher mo-
ments, covering the variance, skew and higher order
moments of the self-energy distribution of each ele-
ment.
This compression whilst conserving these mo-
ments is achieved using the block Lanczos tridiag-
onalisation algorithm. The method proceeds by ap-
plying the block Lanczos algorithm to Fext, and trun-
cating the number of Lanczos iterations to nΣmom +1.
This converts the large Fext matrix into a smaller
block-tridiagonal matrix, Fblock of the form
Fblock =

Fphys T1 0
T †1 M1 T2
T †2 M2
. . .
0
. . .
. . .
 , (20)
which consists of (nΣmom + 1) on- and off-diagonal
matrices (Mi and Ti respectively), each of dimen-
sion nphys. One may then diagonalise the external
subspace of this matrix, where the eigenvalues con-
stitute the new, compressed auxiliary energies (α),
while the matrix of couplings to the new auxiliary
space (vpα) can be obtained as
∑
β(T1)pβCβα, where
C is the matrix of eigenvectors spanning the external
subspace. This process is applied separately to the
occupied (hole) and virtual (particle) parts of the
auxiliary space. The number of auxiliaries which re-
sult from this process is 2nphys(n
Σ
mom + 1), indepen-
dent of the initial number of discrete auxiliaries. The
computational complexity of this compression of an
auxiliary space is O[nauxn2physnΣmom +(nΣmomnphys)3],
where the first term corresponds to the cost of the
block Lanczos iterations, while the second corre-
sponds to the resulting diagonalization of the Fblock
external space, and naux here denotes the number of
auxiliaries before compression57.
2. Consistency in Green’s Function moments
Inspired by the energy-weighted density matrix
embedding theory (EwDMET)58,59 there also exists
a formulation to (non-iteratively) construct a com-
pact auxiliary space, which instead conserves the
separate hole and particle moments of the resulting
Green’s function, rather than the self-energy. There-
fore, the full action of the entire original auxiliary
space (the full dynamics of the effective self-energy)
is considered, and it is the effect on the resulting
Green’s function which is truncated. The moments
are defined in a similar way, and we will denote the
maximum truncation by a parameter, nGmom. Simi-
lar to the self-energy moment truncation, a trunca-
tion to order nGmom exactly conserves the moments of
the resulting particle and hole physical-space Green’s
function to an order of 2nGmom + 1 due to a Wigner
2n+1 rule of perturbation theory60. This means that
nGmom = 0 maintains the separate particle and hole
integrated weight and mean for each Gphys element
before and after compression of the auxiliary space
(i.e. φφ† and φλφ† in the physical space, in con-
trast to Sec. III B 1), while higher moments conserve
increasing resolution of this distribution in energy.
These moments also represent physical expectation
9values (unlike the self-energy) which can be com-
puted as
H(n)pq = 〈Φ|c†q[cp, Fext]{n}|Φ〉 (21)
P (n)pq = 〈Φ|[cp, Fext]{n}c†q|Φ〉 (22)
where H
(n)
pq and P
(n)
pq represent the nth mo-
ments of the separate hole and particle (phys-
ical) Green’s function respectively, |Φ〉 repre-
sents the determinant of occupied QMOs, and
[cp, Fext]{n} = [. . . [[cp, Fext], Fext], . . . Fext] repre-
sents n-nested commutators, with [cp, Fext]{0} = cp.
Note that all nGmom thresholds result in a compressed
auxiliary set which nevertheless exactly reproduce
the physical space 1-body density matrix coupled to
the full set of auxiliaries, ensuring (amongst other
things) that the number of physical electrons is ex-
actly preserved.
However, in order to construct the reduced auxil-
iary space which represents these moments faithfully,
it is necessary to completely diagonalize Fext span-
ning the physical and uncompressed auxiliary spaces,
to obtain the QMOs as in Eq. 6. The projection
to the compressed auxiliary space then proceeds by
building a set of contracted auxiliaries which are lin-
ear combinations of the original naux auxiliary space,
for each order 0 ≤ n ≤ nGmom, separately for the oc-
cupied and virtual part of the Green’s function. This
results in a set of 2nphys contracted auxiliary states
per order, given by
|χ(n),occp 〉 =
naux∑
α
nQMOocc∑
i
φpiλ
n
i φ
∗
αi|α〉 (23)
|χ(n),virtp 〉 =
naux∑
α
nQMOvirt∑
a
φpaλ
n
aφ
∗
αa|α〉, (24)
where |α〉 denotes states in the original auxiliary
space, p labels physical orbitals, and i, a run over
occupied and virtual QMOs (φ) from the diagonal-
ization of Fext respectively. The vectors of Eqs. 23
and 24 are not orthonormal by default. They are first
normalized (as they can become very large), before
proceeding to an orthogonalization of the entire set
of vectors. The n = 0 occupied and virtual states
are linearly dependent, and higher order moments
may have additional linear dependencies, and there-
fore orthogonalization allows for the further reduc-
tion of the number of these vectors. The auxiliary
space of Fext is then projected into this new space,
and diagonalized to obtain the resulting energies ()
and couplings (v) of this truncated set of auxiliary
orbitals, in the same fashion as the self-energy con-
sistent truncation described in Sec. III B 1.
This approach of truncating the moments of the
resulting Green’s function has the drawback that it
requires a complete diagonalization of the full (un-
compressed) extended Fock matrix to compute the
complete QMO space, with a scaling of O[(nphys +
naux)
3], higher than the self-energy moment trunca-
tion. However, the final number of compressed aux-
iliaries is smaller, with a maximum of nphys(2nmom +
1), but frequently less due to the linear dependencies.
This again results in a final number which is inde-
pendent of the initial number of auxiliary states, and
is also linear with the number of physical degrees of
freedom, which was rationalised as the appropriate
physical scaling of the required number of auxiliary
states. We now turn to the accuracy of each ap-
proach, and find that a combination of these two al-
gorithms can result in dramatically improved scheme
with the best features of both.
3. Comparison and combination of compression
algorithms
Truncation O[cost] # Compressed aux.
Σocc / Σvirt nauxn
2
pn
Σ
mom + (n
Σ
momnp)
3 2np(n
Σ
mom + 1)
Gocc / Gvirt (np + naux)
3 ≤ np(2nGmom + 1)
TABLE III. Summary of the cost and resulting num-
ber of compressed auxiliary states in the two compres-
sion schemes described. np denotes the number of phys-
ical orbitals in the system, naux denotes the initial (un-
compressed) number of fictitious auxiliary states, and
nΣmom/n
G
mom represents the order of the hole/particle self-
energy or Green’s function truncation respectively in the
compression algorithm. Note that the physical number
of moments in each particle and hole sector which are
conserved is given by 2nmom + 1.
Table III summarizes the computational cost and
resulting number of compressed auxiliary states,
given an initial number naux, for the self-energy and
Green’s function truncations detailed above. The
solid lines in Figure 2 show the resulting error that
each of these truncation schemes makes for the MP2
correlation energy in compressing of the auxiliary
space in a H16 ring system at both an equilibrium
and stretched geometry. This represents the first it-
eration of the self-consistent algorithm above, and
we choose to consider just the first (MP2) iteration
to avoid mixing effects due to truncation of a sin-
gle auxiliary space with any effects which may be
derived from the self-consistency of this approxima-
tion. The initial number of auxiliaries to exactly
represent the self-energy in both cases is 796.
It is found that whilst both compression schemes
are systematically improvable, the truncation based
on matching of the hole/particle moments of the
Green’s function gives a substantially more accurate
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FIG. 2. Comparison of the error in the MP2 correla-
tion energy for an H16 ring in the STO-3G basis be-
tween the two compression schemes based on the match-
ing of moments of the occupied/virtual part of the
self-energy (‘Σ Truncation’ in blue) or Green’s function
(‘G Truncation’ in yellow). The x-axis denotes the num-
ber of resulting auxiliary states after the compression.
The upper plot shows a weakly correlated system with
each bond length being 0.75 A˚, while the lower plot shows
a more strongly correlated system where the bond length
is 1.25 A˚. The initial number of uncompressed auxiliary
states in both cases is 796. Numbers on the plot de-
note the maximum truncation order in each compression
scheme, i.e. nΣmom and n
G
mom. Also shown in dotted lines
is the error from a hybrid compression scheme, where
first the full space of auxiliaries are compressed via trun-
cation of the self-energy moments to a specified order,
followed by a further compression to match increasing
nGmom.
and compact auxiliary representation for the corre-
lation energy, for both correlation strengths. This
behaviour is seen to be representative across a num-
ber of systems considered, at both weak and stronger
correlation strengths. Furthermore, the rate of con-
vergence to the exact result is faster with increas-
ing nGmom than n
Σ
mom. We can also consider the
effect on the self-energy, rather than total energy,
by recasting the effective self-energy on a grid, and
comparing to the exact (uncompressed) self-energy.
Figure 3 shows the imaginary component of the oc-
cupied MP2 self-energy for each compressed scheme
(with nGmom = n
Σ
mom = 3), now explicitly represented
on a real-frequency grid, where contributions to the
self-energy from each auxiliary have been broadened
by 50 mEh as a visual aid. Again, it can be seen that
the nGmom truncation seems to give a qualitatively
improved agreement to the exact result. The agree-
ment is impressive, since these compression schemes
are designed to match the moments of the self-energy
and Green’s function, they do not necessarily pre-
serve the structure of the auxiliaries themselves. Fur-
thermore, this accuracy can be quantified by con-
sidering an error function χ (defined in the figure
caption), which is most conveniently evaluated on
the imaginary (Matsubara) frequency axis where the
self-energy is a smooth function. It can be seen
that the Green’s function truncation gives almost
an order of magnitude reduction in this error esti-
mate compared to the self-energy truncation (from
2.29× 10−11 to 2.46× 10−12).
FIG. 3. Comparison of the imaginary part of the occu-
pied MP2 self-energy plotted on the real-frequency axis
for each compression method, for a H8 ring (r = 0.75 A˚,
STO-3G), with a broadening of 50 mEh. Self-energy
and Green’s function truncation are both performed to
nmom = 3. The error on the Matsubara axis is given as
χ = 1
Nωn
∑
n
1
ωn
|Σ(iωn) − Σ˜(iωn)|2, where Σ˜(iω) repre-
sents the corresponding compressed auxiliary represen-
tation for the self-energy. The value of this error is
2.29 × 10−11 for the nΣmom = 3 compression, while only
2.46× 10−12 for the nGmom = 3 compression.
However whilst more accurate, the difficulty in
the Green’s function auxiliary compression lies in its
steeper cost to evaluate, dominated by the cubic scal-
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FIG. 4. Heat map showing errors in Ecorr per elec-
tron for converged AGF2 calculations with different num-
bers of moments and size of system, for the two-stage
AGF2 compression first to nΣmom = 7, and then n
G
mom.
The systems are a series of linear hydrogen chains Hn
with RHH = 1.0 A˚ in a STO-3G basis, with overall
nphys number of (physical) orbitals. For H42, there were
42, 126, 210, 294, 378 and 462 auxiliary orbitals for
nGmom = 0→ 5, respectively.
ing with number of original auxiliary states. In the
overall algorithm, the two computational bottlenecks
are the diagonalization of the extended Fock matrix
to form the QMOs (O[(nphys+naux)3]), and more sig-
nificantly, the three-quarter transformation of the in-
tegrals into the QMO basis (O[n2phys(nphys+naux)3]).
Furthermore, the number of auxiliary states scales
cubically with the number of QMOs in the previous
iteration (which is at least the number of physical
degrees of freedom, as it is in the first iteration).
Therefore, purely using the Green’s function auxil-
iary compression each iteration would result in an
overall O[n9phys] scaling algorithm.
Instead, we consider a hybrid two-step auxiliary
compression scheme which proves very effective. In
this, the self-energy moment truncation is used to
perform an initial reduction to a high nΣmom mo-
ment order, and then the Green’s function trunca-
tion is applied to this resulting set of auxiliaries to
compress them further with a truncation of nGmom.
This ensures that the Green’s function truncation
cost is independent of the initial number of auxil-
iaries, and the overall cost for compression is only
linear with the number of initial auxiliaries, given
by the leading-order scaling of the nΣmom truncation
of O[nauxn2physnΣmom + (nphysnΣmom)3]. Therefore the
compression step scales as O[n5phys] overall. The
resulting number of auxiliary states is determined
purely by nGmom as given in Table III.
Figure 2 also shows the percentage error in the
correlation energy for this lower-scaling, two-step hy-
brid compression of the auxiliaries. It is found that
the initial compression via the self-energy moment
matching barely affects the quality of the subsequent
Green’s function compression, until it reaches the
limit of accuracy as defined by the initial nΣmom trun-
cation at which point increasing nGmom does not fur-
ther improve the accuracy. This behaviour is the
same for both weakly and strongly correlated limits,
and allows for a significant further reduction in the
number of resulting auxiliaries, reducing the leading
order step in the algorithm which depends cubically
on their number. To demonstrate the scaling in the
moment order in a fully self-consistent auxiliary-GF2
calculation, in Fig. 4 we demonstrate the absolute
errors at convergence for a nΣmom = 7 followed by
nGmom compression. This is done across a range of
linear hydrogen chains of increasing size Hn, where
n = 4i + 2 for i ∈ Z, demonstrating the scaling
of the moment expansion as the system increases in
size. Errors are per-electron and taken with respect
to a converged large-moment calculation, which was
found easier and more robust to converge to the fully
dynamical limit than a traditional grid-based GF2
calculation due to numerical errors associated with
the grid discretization.
The results show the systematic improvability
with increasing nGmom. The data shows that trun-
cation in nGmom at even modest levels leads to a sub-
millihartree accuracy in total energy at convergence.
For a given nGmom, the error can be seen to saturate
with respect to increasing nphys, with such satura-
tion occurring at larger nphys for higher nmom. Since
these errors are per-electron, this demonstrates that
the truncation is size consistent, and that the over-
all number of auxiliaries required for a given level of
accuracy is indeed linear with the size of the system,
even in the fully self-consistent approach. Since all
physical orbitals remain as canonical Hartree–Fock
orbitals, this scaling is not relying on locality argu-
ments, despite the one-dimensional nature of these
test systems.
This effective and efficient two-step auxiliary com-
pression algorithm is now used exclusively for the
results in the remainder of this work, and we
use the notation AGF2(nGmom, n
Σ
mom) to denote an
auxiliary-GF2 calculation performed with the two-
step auxiliary truncation, first to order nΣmom in the
hole/particle self-energy moments, and then to order
nGmom in the hole/particle Green’s function moments,
with GF2 referring to a grid-based implementation
described in Sec. II.
C. Energy Functionals
The total energy can be computed directly from
the physical and auxiliary systems via the Migdal-
Galitskii functional at zero temperature38,61–63, as
E =
1
2pii
∫ ∞
−∞
Tr[G(ω)Σ(ω)]eiωηdω. (25)
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Splitting this into a one-body and two-body part,
the one-body contribution to the energy is calculated
using the familiar Hartree–Fock functional as
E1b =
1
2
Tr[Dphys(h+ Fphys)] + Enuc, (26)
where Dphys is the correlated (sub-idempotent) den-
sity matrix computed from the projection of the
QMOs, as given in Eq. 13, Fphys is defined in Eq. 3
and Enuc is the nuclear–nuclear repulsion energy.
The two-body energy is found from the equation
of motion form of the Green’s function62,63 and is
commonly calculated on contours over the Matsub-
ara axis, as
E2b =
1
2
Tr
1
2pi
∫ ∞
−∞
Σ(iω)G(iω) dω. (27)
The expression for the Green’s function can be writ-
ten on the Matsubara axis in terms of the QMOs
as
[G(iω)]pq =
nQMO∑
w
φpwφqw
iω − λw . (28)
where λ, φ are the eigenvalues and eigenvectors of
Fext, respectively. By substituting the expression
for Σ(iω) and G(iω) in terms of auxiliaries given
by Eq. 5 and Eq. 28, we can analytically integrate
Eq. 27 to arrive at a frequency-independent, sum-
over-states expression for the two-body energy (see
Appendix VII for derivation) as
E2b = 2
nphys∑
pq
nauxocc∑
α
nQMOvir∑
b
vpαvqαφpbφqb
α − λb , (29)
where α runs over occupied auxiliaries (i.e. auxil-
iaries with α < µ, representing the poles of hole Σ)
and b runs over virtual QMOs (i.e. poles of the par-
ticle G). As shown in the Appendix, an equivalent
expression is obtained if α runs over virtual auxil-
iaries and b over occupied QMOs.
For the MP2 energy, the correlatedG(iω) is substi-
tuted for the Hartree–Fock G0(iω), the zeroth-order
Green’s function35, given by
[G0(iω)]pq =
npδpq
iω − p +
n˜qδpq
iω − q , (30)
where np is the occupation number of canonical
Hartree–Fock (physical) orbital p, and n˜p is 1 − np
for unrestricted references or 2−np for restricted ref-
erences. With this substitution, the integration for
the two-body MP2 energy becomes
EMP2 =
nHFocc∑
i
nauxvir∑
α
v2iα
Ei − α , (31)
where i denotes occupied Hartree–Fock MOs (i.e.
poles of G0), and α runs over virtual auxiliaries,
which upon substitution of the relevant expressions
from Sec. III A reduces to the standard MP2 energy
expression.
D. Overview of self-consistent algorithm
The overall iterative procedure outlined here is
summarized in Fig. 5, whereby the original molecular
orbitals of the system are self-consistently renormal-
ized by the inclusion of a fictitious auxiliary space.
The auxiliary space is built as defined in Sec. III A
with a cubically growing number, while they are then
subsequently compressed to a linear number of auxil-
iaries with respect to system size in the methods de-
scribed in Sec. III B, resulting in a rigorously O[N5]
algorithm. Energy expectation values with the aux-
iliary representation are used as derived in Sec. III C.
The method typically converges on the scale of tens
of iterations, with this dependent on the computa-
tional setup used, i.e. degree of damping. We now
turn to the accuracy of the resulting approach in the
next section, benchmarking the self-consistent auxil-
iary compression scheme against alternate perturba-
tive approaches, and analyzing its convergence with
respect to the number of moments38. The AGF2,
GF2 and OO-MP264 results were implemented in our
own code, making extensive use of existing function-
ality within the PySCF package65.
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FIG. 5. Self-consistent flow chart for the iterative AGF2
procedure.
IV. RESULTS & DISCUSSION
A. Dissociation Curves
The dissociation of a single bond is a stern test to
demonstrate the transition from a relatively weakly
to strongly correlated system, and the ability to cor-
rectly break an electron pair13. The paradigmatic
example of this is the breaking of the H2 molecule,
where in the absence of symmetry-breaking simple
perturbative methods such as MP2 describe the equi-
librium distance generally well but fail catastrophi-
cally upon stretching, while mean-field methods in-
cluding density functional theory will also make sig-
nificant errors1. This will show the accuracy of the
AGF2 for both its limiting dynamical behaviour, as
well as the convergence of the auxiliary compression
FIG. 6. Dissociation of a H2 molecule with a cc-pVDZ
basis for a number of methods with a restricted reference.
scheme.
Figure 6 shows dissociation curves for H2 with
a cc-pVDZ basis. Shown are Hartree–Fock, MP2,
CCSD, and OO-MP2 and a number of moment trun-
cations of AGF2, all with restricted HF references.
AGF2 are labelled with (nGmom, n
Σ
mom), denoting the
effective Green’s function and initial self-energy mo-
ment truncation based on the scheme in Sec. III B 3.
Coupled-cluster is exact for this two-electron system,
and clearly shows the divergent behaviour of MP2
upon stretching. Orbital-optimized MP2, which at-
tempts to perform some refinement of the underly-
ing mean-field spectrum actually diverges faster than
the original MP2. In both of these cases, the reason
is due to the narrowing of the HOMO-LUMO gap,
leading to divergences from the near-singular energy
denominator, as has been noted in previous work26.
However, this closing gap is simply due to the de-
ficiency in the mean-field method in describing the
true spectrum of the system in the presence of corre-
lated physics. The true gap is the difference between
the ionization potential and the electron affinity,
which in the dissociated limit can be approximated
by the ionization potential of the Hydrogen atom,
equal to 0.5 Eh – a significant gap
41. The AGF2
provides a set of correlation diagrams to renormalize
this spectrum, and in doing so, the auxiliary space
hybridizes with the physical RHF orbitals to induce
a gap, and a finite and stable total energy even in the
dissociation limit. In the case of H2 at 18.0 A˚ the
AGF2 gap is found to be a more accurate 0.46Eh,
as opposed to the RHF gap of 0.03Eh. Despite this
improvement, the energy in this limit is found to sub-
stantially overestimate the true dissociation energy,
however the shape of the dissociation and flat con-
vergence profile (removing the spurious mean-field
tail1) is qualitatively accurate opposed to the parent
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FIG. 7. Dissociation of a LiH molecule with a cc-pVDZ
basis for a number of methods with a restricted reference.
FIG. 8. Dissociation of a single H atom from a H2O
molecule with a cc-pVDZ basis with increasing nGmom
truncation with a restricted reference.
MP2 method38. Furthermore, the auxiliary trun-
cations with respect to moment order are found to
rapidly and systematically converge the total energy,
even at low orders. However, we do not include
direct comparison to a more traditional grid-based
GF2 implementation at this stage, as while it is in-
distinguishable from AGF2(3,3) for this system for
the majority of the binding coordinate, beyond a cer-
tain bond length the grid-based GF2 implementation
discontinuously jumps to a different solution. Fu-
ture work will include a more extensive comparison
between the nGmom truncation of dynamical effects
and the traditional fixed grid effective truncation of
dynamical resolution in self-consistent Green’s func-
tion methods, and their relative abilities for system-
atic and robust convergence, particularly in cases of
changing character of the electronic structure.
We also show dissociation profiles for LiH (Fig. 7)
and of a single Hydrogen atom extraction from
a water molecule (Fig. 8) in cc-pVDZ basis sets.
In these cases, CCSD is not exact and therefore
CCSD(T) is shown instead. Once again, the results
are essentially identical to MP2 close to equilibrium,
while avoiding the divergences which plague MP2 as
stronger correlation effects are introduced. It is also
found that a nGmom order as low as 1 is sufficient to
achieve highly accurate values for the energies com-
pared to the converged moment limit. This indicates
that the modification of the variance and skew of the
particle and hole spectral moments (the second and
third moments of these distributions, as faithfully
maintained by nGmom = 1) is sufficient for accurate
energetics in these systems both at equilibrium and
strongly correlated limits. This results in the rela-
tion naux ≤ 3nphys, meaning that the highest scaling
step (the integral transform of Eq. 19) has a prefactor
of only approximately 27 compared to a traditional
MP2 integral transform, neglecting density-fitting or
other efficiency-related adaptations.
It should be noted that for the stretched geome-
tries of these data, we sometimes observed conver-
gence to alternate self-consistent fixed points, and it
is often difficult to constrain the method to robustly
find the same solution at different bond lengths.
The existence of multiple valid stationary points is
a feature well known in iterative Green’s function
theories66, with this behaviour also common within
the grid-based GF2 method and without a varia-
tional principle to rely on. We therefore do not con-
sider this behaviour to be a result of the auxiliary
state formulation of the method. The data chosen
here do not display this behaviour, and in situations
where this can be a problem one may potentially
make small changes to the computational set up to
combat it, such as changing the truncation order, or
performing damping of the auxiliaries through the
iterations.
B. G1 Set
In order to consider a wider selection of molecular
systems of interest at equilibrium geometry, Fig. 9
shows results from calculations on the total energies
for the G1 set of molecules67–69. These were per-
formed with all electrons correlated in a cc-pVDZ
basis, and compared to the CCSD(T) energy which
was taken as the benchmark single-reference method.
This set includes a number of systems which are
open-shell or non-zero spin states, which required an
adaptation for unrestricted AGF2 formulation where
the auxiliary states couple differently to the two spin
sectors of the physical orbitals. In the plot, we com-
15
FIG. 9. Comparison of errors in the all-electron correlation energy per electron for MP2, OO-MP2 and three moments
of nGmom truncation (0, 1 and 5), each with an initial truncation to n
Σ
mom = 7. Error is taken with respect to the
CCSD(T) energy, with all calculations performed using an unrestricted reference. Data consists of a subset of the G1
test set of molecules, with a cc-pVDZ basis, using an unrestricted reference, with molecular geometries optimized at
the MP2/aug-cc-pVDZ level. Triplet states are marked with (t), where all other molecules are singlets or doublets.
Error per electron (mEh)
Method Mean Maximum
MP2 1.175 1.850
OO-MP2 1.084 1.800
AGF2(1,7) 1.062 1.725
AGF2(5,7) 1.051 1.725
TABLE IV. Mean and maximum absolute errors in mEh
in the correlation energy per electron for MP2, OO-MP2,
AGF2(1,7) and AGF2(5,7) compared to CCSD(T). Data
corresponds to that of Fig. 9. The maximum errors cor-
respond to SiH4 in the case of all three methods shown.
pare the correlation energy error per electron for
each system for MP2, OO-MP2 and AGF2 with a
truncation of nGmom = 0, 1 and 5, to examine the
larger trends in accuracy with increased truncation.
Furthermore, there were a small number of systems
for which the AGF2 iterations for these truncations
clearly and obviously converged to an incorrect and
unphysical solution, often being in error energeti-
cally on the order of several tenths of hartrees, as
described in the previous section. These unphysical
solutions were easily identified and omitted, so as not
to detract from the overall trends in the accuracy of
the method in the absence of convergence errors.
While these molecules at their equilibrium geome-
tries are not to be strongly correlated and so large-
scale improvements are not expected, there are some
trends which are evident. Firstly, the AGF2(5,7) re-
sults, which are effectively converged to the large
moment limit, show a relatively small but appre-
ciable improvement over the MP2 and OO-MP2 re-
sults across the test set. These aggregated errors are
shown in Tab. IV giving the mean and maximum ab-
solute deviation, demonstrating a consistent ∼ 0.12
mEh per electron improvement in both the average
and worst-case results. This improvement is largest
for the heavier systems including P, S or Si com-
pounds hinting that the presence of small amounts
of stronger correlation effects may be responsible
for the largest improvements in the electronic de-
scription compared to MP2. This is most clearly
seen in the S2 molecule, where the error per elec-
tron to CCSD(T) drops from 1.706 mEh for MP2
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to 0.977 mEh for AGF2(5,7). The improvement be-
tween MP2 and OO-MP2 is far smaller, indicating
that the stationarity of the MP2 functional with
respect to orbital rotations is not a sufficient con-
dition to correctly modify the underlying propaga-
tor to substantially improve these generally single-
reference systems.
Another noteworthy feature of these results is the
consistency in the results between nGmom = 1 and
nGmom = 5, which only have an average deviation of
0.011 mEh between them. This demonstrates the
rapid convergence of the errors with nGmom trunca-
tion, with again nGmom = 1 (representing a faithful
representation of up to the third spectral moment
of the occupied and virtual states of Hˆ0) being re-
sponsible for the vast majority of the improvement
compared to MP2. However this improvement is
not found for nGmom = 0, which generally performs
worse than the MP2 result. This truncation is rep-
resentative of the changes in the underlying physi-
cal space one-body density matrix and Fock matrix
in response to the correlations, and these changes
appear unable in isolation to improve upon MP2,
indicating that the more significant changes to the
underlying spectrum provided by nGmom = 1 are re-
quired. There is a much smaller difference between
the nGmom = 1 and n
G
mom = 5 AGF2 solutions than
that between nGmom = 0 and n
G
mom = 1, showing that
the significant portion of the convergence of the en-
ergetics with respect to nGmom comes from increasing
nGmom = 0 to 1, and not from including the more
extensive dynamical character of the high-order mo-
ment expansion.
V. CONCLUSIONS
We have presented a renormalized second-order
perturbation theory which allows for the modifica-
tion of the spectrum of Hˆ0 in response to the MP2
correlations. As opposed to traditional GF2, the
method is cast entirely in terms of static quanti-
ties and avoids the specification and sensitivity of
grids and numerical Fourier transforms. The self-
consistent self-energy is implicit, and instead rep-
resented directly in terms of non-interacting aux-
iliary states which couple to the physical orbitals
of the system. We have demonstrated a rigorous
O[N5] scaling of the resulting method, with the pre-
sentation of a novel truncation scheme to compact
the auxiliary space representation based on rigor-
ously conserving the occupied and virtual spectral
moments of the resulting correlated spectrum. The
results demonstrate that the truncation to just the
third spectral moment (nGmom = 1) is already a sig-
nificant improvement on the simple MP2 (or orbital-
optimized MP2) results, both in weakly correlated,
but more substantially for strongly correlated sys-
tems where the renormalization of the spectrum can
prevent divergences which plague MP2. This trunca-
tion results in the requirement of an auxiliary space
less than three times the size of the physical space.
Furthermore, the method also holds promise to ex-
ploit locality in the auxiliary space in order to further
reduce the formal scaling of the method, which will
be investigated in the future.
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VII. APPENDIX: SUM-OVER-STATES TWO-BODY
ENERGY FUNCTIONAL
We begin with the Galitskii–Migdal formula for
the two-body energy, expressed as a sum over phys-
ical degrees of freedom upon the Matsubara axis.
Assuming a restricted reference:
E2b =
1
2
1
2pi
nspin∑
σ
nphys∑
pq
∫ ∞
−∞
[ΣσMP2(iω)]pq[G
σ(iω)]pqdω
=
1
2pi
nphys∑
pq
∫ ∞
−∞
[ΣMP2(iω)]pq[G(iω)]pqdω
=
1
2pi
nphys∑
pq
naux∑
α
nQMO∑
w
vpαvqαφpwφqw
×
∫ ∞
−∞
(
1
iω − α
)(
1
iω − λw
)
dω,
where λ, φ are the poles of the Green’s function, ob-
tained via diagonalisation of the extended Fock ma-
trix. The last integral can be rewritten as
−
∫ ∞
−∞
(
1
ω + iα
)(
1
ω + iλw
)
dω
and evaluated via contour integration. If both α > 0
and λw > 0, the poles of the integrand −iα and
−iλw will lie in the lower half-plane and the con-
tour can be closed with a semi-circle of infinite ra-
dius in the upper half-plane. Since the closed contour
does not encircle any poles, the integral is zero. The
semi-circle at infinite distance to the origin does not
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contribute to the integral, since the integrand disap-
pears faster than 1ω and so the line integral along the
real axis in itself must be zero. The same holds for
α < 0 and λw < 0, since the contour can be closed
in the lower half-plane. The line integral is thus only
non-zero if α > 0 and λw < 0 or vice versa. In the
former case, closing the contour in the upper half-
plane only encircles the pole at ω = −iλw, which
has a residue of i/(α − λw). The contour integral
and hence line integral thus become 2pi/(λw − α).
Similarly, the case α > 0 and λw < 0 results in an
integral value of 2pi/(α − λw). We can thus write∫ ∞
−∞
(
1
iω − α
)(
1
iω − λw
)
dω
=

2pi/(λw − α) if α > 0, λw < 0
2pi/(α − λw) if α < 0, λw > 0
0 else
and restrict the two-body energy expression to a
sum-over-states expression in terms of occupied α
and virtual λw and vice versa:
E2b =
nphys∑
pq
nauxocc∑
α
nQMOvir∑
b
vpαvqαφpbφqb
α − λb
+
nauxvir∑
α
nQMOocc∑
i
vpαvqαφpiφqi
λi − α
 .
We note without proof that the first and second
terms are equal and the equation thus simplifies to
E2b = 2
nphys∑
pq
nauxocc∑
α
nQMOvir∑
b
vpαvqαφpbφqb
α − λb .
If one uses G0 in place of G and follows the equiv-
alent derivation, the non-zero contributions become
E
(0)
2b = 2
nphysocc∑
p
nauxvir∑
α
v2pα
p − α ,
which, upon substituting the expressions for the aux-
iliaries, is twice the MP2 energy. This is discussed
by Holleboom and Snijders35 and we can therefore
write the MP2 energy in terms of the poles as
EMP2 =
nHFocc∑
i
nauxvir∑
α
v2iα
Ei − α ,
where Ei now denotes the occupied Hartree–Fock
eigenvalues.
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