In this paper we perform a comparison among FSS-EBNA, a randomized, populationbased and evolutionary algorithm, and two genetic and other two sequential search approaches in the well known Feature Subset Selection (FSS) problem. In FSS-EBNA, the FSS problem, stated as a search problem, uses the EBNA (Estimation of Bayesian Network Algorithm) search engine, an algorithm within the EDA (Estimation of Distribution Algorithm) approach. The EDA paradigm is born from the roots of the GA community in order to explicitly discover the relationships among the features of the problem and not disrupt them by genetic recombination operators. The EDA paradigm avoids the use of recombination operators and it guarantees the evolution of the population of solutions and the discovery of these relationships by the factorization of the probability distribution of best individuals in each generation of the search. In EBNA, this factorization is carried out by a Bayesian network induced by a cheap local search mechanism. FSS-EBNA can be seen as an hybrid Soft Computing system, a synergistic combination of probabilistic and evolutionary computing to solve the FSS task. Promising results on a set of real Data Mining domains are achieved by FSS-EBNA in the comparison respect to well known genetic and sequential search algorithms.
I. Motivation
The basic problem of Supervised Classi cation in Data Mining is concerned with the induction of a model that classi es a given object into one of several known classes. In order to induce the classi cation model, each object is described by a pattern of d features. With advanced computer technologies, big data archives are usually formed and many features are used to describe the objects. Here, Data Mining and Machine Learning communities usually formulate the following question:`Are all of these d descriptive features useful for learning the classi cation model?' On trying to respond to this question, we come up with the Feature Subset Selection (FSS) approach, which can be reformulated as follows: given a set of candidate features, select the best subset in a classi cation task. The dimensionality reduction made by a FSS process can carry out several advantages for a classi cation system in a speci c task:
a reduction in the cost of adquisition of the data; improvement of the comprensibility of the nal classi cation model; a faster induction of the nal classi cation model; an improvement in classi cation accuracy.
The attainment of higher classi cation accuracies, coupled with a notable dimensionality reduction, is the common objective of Machine Learning and Data Mining processes. It has long been proved that the classi cation accuracy of supervised classi ers is not monotonic with respect to the addition of features. Irrelevant or redundant features, depending on the speci c characteristics of the supervised classi er, may degrade the predictive accuracy of the classi cation model. FSS can be viewed as a search problem, with each state in the search space specifying a subset of the possible features of the task. Exhaustive evaluation of possible feature subsets is usually unfeasible in practice because of the large amount of computational e ort required. Due to its randomized, evolutionary and population-based nature, Genetic Algorithms (GAs) have been the most commonly used search engine in the FSS process (Kudo and Sklansky 32], Siedelecky and Sklansky 54], Vafaie and De Jong 58] ). Most of the theory of GAs deals with the so-called Building Blocks (BBs, Goldberg 18] ); simply said, by BBs, partial solutions of a problem are meant, formed by groups of related variables. GAs reproduce BBs by an implicit manipulation of a large number of them by mechanisms of selection and recombination. A crucial factor of the GA success resides in the proper growth and mixing of the optimal BBs of the problem. Problem-independent recombination operators often break these BBs and do not mix them e ciently; thus, this could delay the discovery of the global optima or produce a convergence to a local optima. Linkage learning (LL) (Harik and Goldberg 20] ) is the identi cation of the BBs to be conserved under recombination. Recently, various approaches to solve the LL problem have been proposed. Several proposed methods are based on the manipulation of the representation of solutions during the optimization to make the interacting components of partial solutions less likely to be broken. For this purpose, various reordering and mapping operators are used. One of these approaches is the well known Messy Genetic Algorithm (MGA) (Goldberg 18] ). Instead of extending the GA, in latter years, a new approach has strongly emerged under the EDA term (Estimation of Ditribution Algorithm, M uehlenbein and Paa 43], Larrañaga and Lozano 37]). EDA approach explicitly learns the probabilistic structure of the problem and uses this information to ensure a proper mixing and growth of BBs that do not disrupt them. The further exploration of the search space is guided, instead of crossover and mutation operators as in GAs, by the probabilistic modeling of promising solutions. Bearing these di culties in mind, in this paper we perform a comparison in the FSS task among FSS-EBNA 25], a novel algorithm inspired on the EDA approach, and other classic genetic and sequential search algorithms. FSS-EBNA (Feature Subset Selection by Estimation of Bayesian Network Algorithm) is based on the probabilistic modeling by Bayesian networks (BNs) of promising solutions (feature subsets, in our case) to guide further exploration of the space of features. This BN is sampled to obtain the next generation of feature subsets, therefore, guaranteeing the evolution of the search for the optimal subset of features. Using a wrapper approach to evaluate the goodness of each candidate feature subset, we search for the feature subset which maximizes the predictive accuracy of the Naive-Bayes supervised classi er on presented tasks. However, this paper presents the rst comparison among FSS-EBNA and other classic search algorithms in the FSS task. FSS-EBNA can be seen as an hybrid Soft Computing (Bonissone et al. 7] ) system, a synergistic combination of probabilistic and evolutionary computing to solve the FSS task: the use of a classic probabilistic paradigm as Bayesian networks in conjunction with the evolutionary strategy scheme of the EDA paradigm, enables us to construct an application which tackles the FSS problem. The remainder of the paper is organized as follows: the next sec-tion introduces the FSS problem and its basic components. Section 3 introduces the EDA approach, BNs and the combination of both, the EBNA search engine. Section 4 presents the application of EBNA to the FSS problem, resulting in the FSS-EBNA algorithm. In section 5, we compare it against four well known FSS methods, specially focusing our attention on the comparison against two genetic approaches. The last section picks up the summary of our work and some ideas about future lines of research. , who, using a Bayesian network as a classi er, build it selecting in a greedy manner the variables that should maximize the predictive accuracy of the network. Thus, di erent communities have exchanged and shared ideas among them to deal with the FSS problem. As reported by Aha and Bankert 2], the objective of FSS in Machine Learning and Data Mining is to reduce the number of features used to characterize a dataset so as to improve a classi er's performance on a given task. In our framework we will appreciate a tradeo between a high-predictive-accuracy and a low-cardinality (selection of few features) in the nally chosen feature subset. The FSS task can be exposed as a search problem, each state in the search space identifying a subset of possible features. Thus, any FSS algorithm must determine four basic issues that de ne the nature of the search process (see Liu and Motoda 39] for a review of FSS algorithms): 1. The starting point in the space. It determines the direction of the search. One might start with no features and successively add them, or one might start with all features and successively remove them. One might also select an initial state somewhere in the middle of the search space. 2. The organization of the search. It determines the strategy of the search. Roughly speaking, the search strategies can be complete or heuristic. The basis of the complete search is the systematic examination of every possible feature subset. Three classic complete search implementations are depth-rst, breadth-rst and branch and bound search (Narendra and Fukunaga 46] ). On the other hand, among heuristic algorithms, there are deterministic heuristic algorithms and non-deterministic heuristic ones. Classic deterministic heuristic FSS algorithms are sequential forward selection and sequential backward elimination (Kittler 29] ), oating selection methods (Pudil et al. 52] ) and best-rst search (Kohavi and John 30] ). They are deterministic in the sense that all the runs always obtain the same solution. Non-deterministic heuristic search is used to escape from local maximums. Randomness is used for this purpose and this implies that one should not expect the same solution from di erent runs. Two classic implementations of non-deterministic search engines are the frequently applied Genetic Algorithms (Siedelecky and Sklansky 54]) and Simulated Annealing (Doak 15] ). 3 . Evaluation strategy of feature subsets. By the calculation of the goodness of each proposed feature subset the evaluation function identi es the promising areas of the search space. The objective of FSS algorithm is its maximization. The search algorithm uses the value returned by the evaluation function to guide the search. Some evaluation functions carry out this objective looking only at the intrinsic characteristics of the data and measuring the power of a feature subset to discriminate among the classes of the problem: this type of evaluation functions are grouped below the lter strategy. These evaluation functions are usually monotonic and increase with the addition of features that afterwards can hurt the predictive accuracy of the nal classi er. However, Kohavi and John 30] reported that when the goal of FSS is the maximization of the accuracy, the features selected should depend not only on the features and the target concept to be learned, but also on the special characteristics of the supervised classi er. Thus, they proposed the wrapper concept: this implies that the FSS algorithm conducts the search for a good subset using the classi er itself as a part of the evaluation function, the same classi er that will be used to induce the nal classi cation model. Once the classi cation algorithm is xed, the idea is to train it with the feature subset found by the search algorithm, estimating the predictive accuracy on the training set and assigning it as the value of the evaluation function of the feature subset. 4 . Criterion for halting the search. An intuitive approach for stopping the search will be the non-improvement of the evaluation function value of alternative subsets. Another classic criterion will be to x an amount of possible solutions to be visited along the search.
III. EDA paradigm, Bayesian networks and EBNA approach In this section, EDA paradigm and BNs will be explained. Bearing these two concepts in mind, EBNA, the search engine used in our FSS algorithm will be presented. EDA paradigm is the general formula of the EBNA algorithm; on the other hand, Bayesian networks can be seen as the most important basis of EBNA.
A. The need of the EDA paradigm Many combinatorial optimization algorithms have no mechanism for capturing the relationships among the variables of the problem. The related literature has many papers proposing di erent heuristics in order to implicitly capture these relationships. GAs implicitly capture these relationships by concentrating samples on combinations of high-performance members of the current population through the use of the crossover operator. Crossover combines the information contained within pairs of selected`parent' solutions by placing random subsets of each parent's bits into their respective positions in a new`child' solution. In GAs no explicit information is kept about which groups of variables jointly contribute to the quality of candidate solutions. The crossover operation is randomized and could disrupt many of these relationships among the variables; therefore, most of the crossover operations yield unproductive results and the discovery of the global optima could be delayed. On the other hand, GAs are also criticized in the literature for three aspects 36]: the large number of parameters and their associated refered optimal selection or tuning process; the extremely di cult prediction of the movements of the populations in the search space; their incapacity to solve the well known deceptive problems 18].
Linkage Learning (LL) is the identi cation of groups of variables (or Building Blocks, BBs) that are related. Instead of extending the GA, the idea of the explicit discovery of these relationships during the optimization process itself has emerged from the roots of the GA community. One way to discover these relationships is to estimate the joint distribution of promising solutions and use this estimate in order to generate new individuals 1 50] have demonstrated that only covering pairwise dependencies is not enough with problems which have higher order interactions: in this type of problems the discovery of the global optimum is considerably delayed when lower order based probability estimating approaches are used. In this way, the Factorized Distribution Algorithm (FDA, M uehlenbein and Mahnig 44]) covers higher order interactions. This is done using a previously xed factorization of the joint probability distribution. However, FDA needs prior information on the decomposition and factorization of the problem which is often not available. Without the need of this extra information about the decomposition and factorization of the problem, other probabilistic models, able to cover higher order interactions, appear in the literature. For this purpose, Bayesian networks, graphical representations able to cover these higher order interactions, can be used. Thus, EBNA (Etxeberria and Larrañaga 16]) BOA (Pelikan et al. 49] ) are algorithms which use di erent implementations of Bayesian networks for estimating the joint distribution of promising solutions. In this way, multivariate interactions among variables can be covered. In Soto et al. 56] a Bayesian network with a polytree structure is proposed: the proposed algorithm is called PADA (Polytree Approximation of Ditribution Algorithms) and it is based on a method proposed by Acid and de Campos 1] for detecting relationships among variables. Ochoa et al. 47] propose an initial algorithm to learn (from conditional independence tests) the junction tree from a database. Harik presents an algorithm (Extend compact Genetic Algorithm, EcGA 21]), whose basic idea consists of factorizing the joint probability distribution in a product of marginal distributions of variable size: these marginal distributions of variable size are related to the variables that are contained in the same group and to the probability distributions associated to them. Many of these works notify of a faster discovery of the global optimum by EDA algorithms than GAs for certain combinatorial optimization problems. Harik 21] and Pelikan and M uehlenbein 50] show several intuitive and well known problems where the GAs, when the crossover operator is applied, frequently disrupt optimum relationships among features: in this way, these optimum relationships that appear in the parent solutions will disappear in the children solutions and the discovery of the global optimum will be delayed. Thus, these authors note that EDA approaches are able to rst discover and then maintain these relationships during the entire optimization process, producing a faster discovery of the global optimum than GAs. In order to avoid the evaluation of larger amounts of possible solutions (and its associated CPU time), a faster discovery of well tted areas in the search space is highly desired in the FSS problem. Bearing this purpose in mind, we use an EDA inspired approach for FSS. Based on the EBNA work of Etxeberria and Larrañaga 16] , we propose the use of Bayesian networks as the models for representing the probability distribution of the set of candidate solutions for the FSS problem, using the application of automatic learning methods to induce the right distribution model in each generation in an e cient way. Pearl 48] ) encodes the relationships contained in the modelled data. It can be used to describe the data as well as to generate new instances of the variables with similar properties as those of given data. A Bayesian network encodes the probability distribution p(x), where X = (X 1 ; :::; X d ) is a vector of variables, and it can be seen as a pair (M, ). M is a directed acyclic graph (DAG) where the nodes correspond to the variables and the arcs represent the conditional (in)dependencies 3 (Dawid 13] ) among the variables. By X i , both the variable and the node corresponding to this variable is denoted. M will give the factorization of p(x):
where i is the set of parent variables (nodes) that X i has in M and i its possible instantations. The number of states of i will be denoted as j i j = q i and the number of di erent values of X i as jX i j = r i . = f ijk g are the required conditional probability values to completely de ne the joint probability distribution of X. ijk will represent the probability of X i being in its kth state while i is in its jth instantation. This factorization of the joint distribution can be used to generate new instances using the conditional probabilities in a modeled dataset. Informally, an arc between two nodes relates these nodes so that the value of the variable corresponding to the ending node of the arc depends on the value of the variable corresponding to the starting node. Every probability distribution can be de ned by a Bayesian network (Pearl 48] ). As a result, Bayesian networks are widely used in problems where uncertainty is handled using probabilities. Unfortunately, nding the optimalM requires searching through all possible structures, which has been proven to be NP-hard (Chickering et al. 11] ) their computation cost makes them unfeasible for our problem. We need to ndM as fast as possible, so a simple algorithm which returns a good structure, even if it is not optimal, will be preferred.
In The general procedure of EBNA appears in Figure 2 . To understand the steps of the algorithm, the following concepts must be clari ed.
M 0 is the DAG with no arcs at all and 0 = f8i : p(X i = x i ) = 1 r i g, which means that the initial Bayesian network BN 0 , assigns the same probability to all individuals. N is the number of individuals in the population. S is the number of individuals selected from the population. Although S can be any value, the most common value in the EDA literature is S = N 2 . If S is close to N then the populations will not evolve very much from generation to generation. On the other hand, a low S value will lead to low diversity resulting in early convergence. For individual selection range based selection is proposed, i.e., selecting the best N=2 individuals from the N individuals of the population. However, any selection method could be used. Probabilistic Logic Sampling algorithm (PLS, Henrion 22] ) is used to sample new individuals from the Bayesian network. Finally, the way in which the new population is created must be pointed out. In the given procedure, all individuals from the previous population are discarded and the new popula- tion is composed of all newly created individuals 4 . This has the problem of losing the best individuals that have been previously generated, therefore, the following minor change has been made: instead of discarding all the individuals, we maintain the best individual of the previous generation and create N ? 1 new individuals.
An elitist approach is used to form iterative populations. Instead of directly discarding the N ? 1 individuals from the previous generation replacing them with N ? 1 newly generated ones, the 2N ? 1 individuals are put together and the best N ? 1 taken among them. These best N ? 1 individuals form the new population together with the best individual of the previous generation. In this way, the populations converge faster to the best individuals found; however, this also implies a risk of losing diversity within the population. The stopping criteria will be explained in the next section.
IV. Feature Subset Selection by Estimation of Bayesian Network Algorithm: FSS-EBNA. Instantation of FSS components
Once the FSS problem and EBNA algorithm are presented, we will use the search engine provided by EBNA to solve the FSS problem, resulting in the FSS-EBNA algorithm. In the next lines we will brie y describe its basic components (see Inza et al. 25 ] for more details). Parametrizing the FSS task as an optimization problem, it consists on selecting, for a training set characterised by d features, the subset of features which maximizes the accuracy of a certain classi er on further test instances. Thus, the cardinality of the search space is each bit indicating whether a feature is present (1) or absent (0)), we can see in Figure IV an overview of the application of the EBNA search engine to the FSS problem. In each generation of the search, the induced Bayesian network will factorize the probability distribution of selected individuals. The Bayesian network will be formed by d nodes, each one representing one feature of the domain. The determination of a minimum population size to reliably estimate the parameters of a Bayesian network is not an easy task (Friedman and Yakhini 17] ). This di culty is higher for real world problems where the true real probability distribution is not known. In this way, taking the dimensionality of our problems into account, we consider that a population size of 1; 000 individuals is enough to reliably estimate the Bayesian network parameters. A wrapper approach will be used to calculate the evaluation function value of each proposed individual or feature subset. The value of the evaluation function of a feature subset found by the EBNA search technique, once the supervised classi er is xed, will be calculated by an accuracy estimation on training data. The accuracy estimation, seen as a random variable, has an intrinsic uncertainty. A 10-fold cross-validation multiple times, combined with a heuristic proposed by Kohavi and John 30] , will be used to control the intrinsic uncertainty of the evaluation function. The heuristic works as follows:
if the standard deviation of the accuracy estimate is above 1%, another 10-fold crossvalidation is executed; this is repeated until the standard deviation drops below 1%, a maximum of ve times.
In this way, small datasets will be cross-validated many times. However, larger ones possibly once. Although FSS-EBNA is independent from the speci c supervised classi er used within its wrapper approach, in our set of experiments we will use the well known Naive-Bayes (NB, Cestnik 10] ) supervised classi er. It is a simple and fast classi er which uses the Bayes rule to predict the class for each test instance, assuming that features are independent to each other given the class. Due to its simplicity and fast induction, it is commonly used on Data Mining tasks of high dimensionality (Kohavi and John 30], Mladeni c 41]). The probability for discrete features is estimated from data using maximum likelihood estimation and applying the Laplace correction. A normal distribution is assumed to estimate the class conditional probabilities for continuous attributes. Unknown values in the test instance are skipped. Although its simplicity and its independence assumption among variables, the literature shows that the NB classi er gives remarkably high accuracies in many domains (Langley and Sage 33]), specially in medical ones. Despite its good scaling with irrelevant features, NB can improve its accuracy level discarding correlated or redundant features. NB, based on the independence assumption of features to predict the class, is hurt by correlated features which violate this independence assumption. Thus, FSS can also play a`normalization' role to discard these groups of correlated features, ideally selecting one of them in the nal model. Although Langley and Sage 33] propose a sequential forward feature selection for detecting these correlations (starting from an empty subset of features and sequentially selecting features until no improvement is achieved), Kohavi and John 30] prefer a sequential backward elimination (starting from the full set of features and sequentially deleting features until no improvement is achieved). In our work we propose the use of FSS-EBNA to detect these redundancies among features to improve NB's predictive accuracy. To stop the search algorithm, we have adopted an intuitive stopping criteria which takes the number of instances of the training set into account. In this way, we try to avoid the `over tting' risk (Jain and Zongker 28], Kohavi and John 30] ):
for datasets with more than 2; 000 instances, the search is stopped when in a sampled new generation no feature subset appears with an evaluation function value improving the best subset found in the previous generation. Thus, the best subset of the search, found in the previous generation, is returned as the FSS-EBNA's solution; for smaller datasets the search is stopped when in a sampled new generation no feature subset appears with an evaluation function value improving, at least with a p-value smaller than 0:1 5 , the value of the evaluation function of the best feature subset of the previous generation. Thus, the best subset of the previous generation is returned as the FSS-EBNA's solution.
For larger datasets the`over tting' phenomenom has a lesser impact and we hypothesize that an improvement in the accuracy estimation over the training set will be coupled with an improvement in generalization accuracy on unseen instances. Otherwise, for smaller datasets, in order to avoid the`over tting' risk, the continuation of the search is only allowed when a signi cant improvement in the accuracy estimation of best individuals of consecutive generations appears. We hypothesize that when this signi cant improvement appears, the`over tting' risk decays and there is a basis for further generalization accuracy improvement over unseen instances. Another concept to understand this stopping criteria is the wrapper nature of the proposed evaluation function. As we will see in the next section, the evaluation function value of each visited solution (the accuracy estimation of the NB classi er on training set by 10-fold crossvalidation multiple times, using only the features proposed by the solution) needs several seconds to be calculated (never more than 4 seconds for used datasets). As the generation of a new generation of individuals implies the evaluation of 1; 000 new individuals, we only allow the continuation of the search when it demonstrates that it is able to escape from the local optimas, being able to discover new`best' solutions in each generation. When the wrapper approach is used, the CPU time must be also controled: we hypothesize that when the continuation of the search is allowed by our stopping criteria, the CPU times to evaluate a new generation of solutions are justi ed. For a larger study about this stopping criterion, the work 25] can be consulted. We will test the power of FSS-EBNA in ve real datasets. Table 1 re ects the principal characteristics of the datasets. All datasets come from the UCI repository (Murphy 45] ) and they have been frequently used in the FSS literature. Due to their large dimensionality, an exhaustive search for the best feature subset is not computationally feasible, so a heuristic search must be performed.
In real datasets we do not know the optimal subset of features respect to the Naive-Bayes classi er. To test the power of FSS-EBNA, a comparison with the following well known FSS algorithms is carried out:
Sequential Forward Selection (SFS) is a classic hill-climbing search algorithm ( Kittler 29] ) which starts from an empty subset of features and sequentially selects features until no improvement is achieved in the evaluation function value. It performs the major part of its search near the empty feature set; Sequential Backward Elimination (SBE) is another classic hill-climbing algorithm (Kittler 29]) which starts from the full set of features and sequentially deletes features until no improvement is achieved in the evaluation function value. It performs the major part of its search near the full feature set. Instead of working with a population of solutions, SFS and SBE try to optimize a single feature subset; GA with one-point crossover (GA-o); GA with uniform crossover (GA-u); FSS-EBNA.
For all the FSS algorithms, the wrapper evaluation function explained in the previous section is used. Although SFS and SBE algorithms stop deterministically, GA algorithms apply the same stopping criteria as FSS-EBNA. Although the optimal selection of parameters is still an open problem on GAs (Grefenstatte Table II . Accuracy percentages of the Naive-Bayes (NB) classi er on real datasets without feature selection and using exposed ve FSS methods. The last row shows the average accuracy percentages for six domains. 19]), for both GA algorithms, guided by the recommendations of B ack 4], the probability of crossover is set to 1:0 and the mutation probability to 1=d, being d the number of variables of the domain (these values are so common in the literature). Fitness-proportionate selection ( Goldberg 18] ) is used to select individuals for crossover. In order to avoid any bias in the comparison, the remaining GA parameters are the same as FSS-EBNA's: the population size is set to 1; 000 and the new population formed by the best members from both old population and o spring. Due to the non-deterministic nature of FSS-EBNA and GAs (two executions could not give the same result), 5 replications of 2-fold cross-validation (5x2cv) are applied to assess the predictive generalization accuracy of compared FSS algorithms. In each replication, the available data are randomly partitioned into two equal-sized sets S 1 and S 2 . The FSS algorithm is trained on each set and tested on the other set. In this way, the reported accuracies are the mean of ten accuracies. The standard deviation of the mean is also reported. We lengthen the comparison by running the Naive-Bayes classi er without feature selection. Table 2 shows the accuracy results on tested datasets. Appart from a high accuracy level, we will also focus our attention on the achievement of a reduced number of features: a good tradeo between a high-accuracy and a low-cardinality of the selected feature subset is desired. A deeper analysis of the accuracy results is carried out by means of statistical tests. The 5x2cv F (Alpaydin 3] ) test is performed to determine the signi cance degree of accuracy di erences among each approach and FSS-EBNA. Thus, in Table 2 the symbol`y' denotes statistically signi cant di erence over FSS-EBNA at the 0:05 con dence level;` ', signi cance at the 0:1 con dence level. Table 3 shows the average (and its standard deviation) number of features selected by di erent approaches. Experiments are executed in a SGI-Origin 200 computer using the implementation of the Naive-Bayes algorithm that appears in the MLC++ 31] all FSS algorithms help NB to reduce the number of features needed to induce the nal models. This dimensionality reduction is coupled with considerable accuracy improvements in all datasets except Anneal, where FSS-EBNA is the only algorithm able to signi cantly improve the accuracy of the NB model without feature selection; FSS-EBNA has the best average accuracy among compared algorithms. It has the best estimated value in all except one dataset (Image domain, where di erences are not signi cant respect to the best algorithm, GA-u); by average SBE, GA-o and GA-u achieve similar accuracy results (their average accuracy results are also very similar). Their accuracies show signi cant di erences respect to FSS-EBNA in Soybean-large (SBE, GA-o and GA-u), Anneal (SBE and GA-o), Ionosphere (GA-u) and Horse-colic (SBE); three randomized approaches (GA-o, GA-u, FSS-EBNA) carry out similar dimensionality reductions. We also note that in major part, they select the same features: thus, their accuracy di erences in several datasets arise from their disjoint features; although SFS returns the subsets with the fewest features, its accuracy values are in all except one dataset signi cantly inferior to FSS-EBNA. As SFS starts from the empty feature set, it is biased to perform the major part of its search near the empty feature set (Doak 15] ) and as we may expect it to return subsets with few features. However, it seems that it gets trapped on local optimas and it can not escape to better tted areas; apart from the exposed accuracy di erences between SBE and FSS-EBNA in several datasets, the major disadvantage of SBE is the slight reduction in the number of features it performs. In all domains, SBE is the algorithm with the lowest feature reduction, being nearly insigni cant in Anneal dataset. As SBE starts from the full feature subset, it is biased to perform the major part of its search near the full feature set (Doak 15] ) and as we may expect it to return subsets with many features. However, it seems that it is not able to jump to better (or equally) tted areas with fewer features; FSS-EBNA and GA approaches are not initially biased to speci c areas of the search space and they are able to discover these well-tted areas of non speci c dimensionality.
Vafaie and De Jong 58] demonstrate on a set of arti cial and real problems how greedylike sequential searches as SFS and SBE have a tendency to get trapped on local peaks of the search space, and they defend GAs as a more robust search engine in the FSS problem.
Although we have seen that two GA approaches and FSS-EBNA obtain similar accuracy results in many datasets, further studies show that GA approaches need more generations than FSS-EBNA to arrive to similar (or lower) accuracy levels. Table 4 re ects in which generation GA approaches and FSS-EBNA stop using the explained stopping criteria. The 5x2cv F test is performed to determine the signi cance degree of the di erences in the stop-generation among each GA approach and FSS-EBNA. Thus, in Table 4 the symbol`y' denotes a statistically signi cant di erence over FSS-EBNA at the 0:05 con dence level;` ', signi cance at the 0:1 con dence level.
The results show that FSS-EBNA arrives faster to similar or better predictive accuracies (see also Table 2 ) than both GA approaches. GA-o and GA-u show signi cant di erences in the stop-generation respect to FSS-EBNA in all except one dataset. FSS-EBNA, by the use of Bayesian networks, captures the underlying structure of the problem faster than GAs, avoiding the disruption, as GAs, of the relationships among dependent variables. Only in the Image dataset, the domain of lowest dimensionality, the use of FSS-EBNA does not return an advantage respect to other algorithms: observing the accuracy and stop-generation results in this domain, all FSS algorithms demonstrate a similar behaviour, nding similarly-tted subsets and population-based approaches needing nearly the same number of generations to stop. This faster discovery of optimal solutions by EDA approaches than GAs was also noted by Harik 21] and Pelikan and M uehlenbein 50] in a set of classical optimization problems. As in our case, when a wrapper approach is used to calculate the evaluation function value of each found subset, the faster discovery of similar or better accuracies is a critical task. Although NB is a fast supervised classi er, it needs several seconds to estimate the predictive accuracy (by the exposed 10-fold cross-validation multiple times) of a feature subset on the training set: depending on the number of features selected by the subset, near 1 CPU second is needed in Ionosphere (the domain with fewest instances), while near 3 are needed in Image (the domain with most instances). As the generation of a new population of solutions implies the evaluation of new 1; 000 individuals, an earlier stop without a damage to the accuracy level is highly desired in order to save CPU time. On the other hand, the times for the induction of the Bayesian networks over the best individuals are insigni cant in all domains: 3 CPU seconds are needed by average in Image domain (the domain with fewer features) and 14 CPU seconds in Anneal (the domain with more features). In a subsequent analysis between GA-o and GA-u predictive accuracies, we note that the di erences are not statistically signi cant in any dataset. So, we should focus our attention on their stop-generation numbers to extract di erences between the behaviour of GA-o and GA-u. Thus, observing Table 4 , the one-point crossover is better suited for Horse-colic and Soybean-large datasets than the uniform crossover; otherwise, we see the opposite behaviour in Ionosphere and Anneal. By the use of FSS-EBNA, we also avoid this tunning among di erent crossover operators for each dataset.
VI. Summary and future work
In this work, we have performed a comparison among FSS-EBNA, a randomized and populationbased evolutionary algorithm, and two genetic and other two sequential classic search algorithms in the FSS task. In FSS-EBNA, the FSS problem, stated as a search problem, uses the EBNA (Estimation of Bayesian Network Algorithm) search engine, a variant of the EDA (Estimation of Distribution Algorithm) approach. The EDA paradigm is born from the roots of the GA community in order to explicitly discover the relationships among the features of the problem and not disrupt them by genetic recombination operators. The EDA paradigm avoids the use of recombination operators and it guarantees the evolution of solutions and the discovery of these relationships by the factorization of the probability distribution of best individuals in each generation of the search. In EBNA, this factorization is carried out by a Bayesian network induced by a cheap local search mechanism. As another attractive e ect, with the use of FSS-EBNA we avoid the tuning of genetic parameters, still an open problem on GA literature. Using a wrapper approach, we have searched for the subset of features that optimizes the predictive accuracy of the Naive-Bayes supervised classi er. We have carried out a comparison in a set of tasks among two well known sequential search engines algorithms (Sequential Forward Selection and Sequential Backward Elimination) and Genetic Algorithms with onepoint and uniform crossover operators. FSS-EBNA has demonstrated a robust behaviour, obtaining the best average accuracy respect to all the tasks, the best in all except one dataset and a large reduction in the number of selected features respect the full feature set. We have noted the tendency of Sequential Forward Selection to get trapped on local accuracy minima and the incapacity of Sequential Backward Elimination to perform an acceptable feature reduction. We have also noted the capacity of FSS-EBNA to arrive to similar or better tted solutions faster than both GA approaches. Bayesian networks, which factorize the probability distribution of best solutions in each generation, are able to capture the underlying structure of the problems faster than GA approaches. On the other hand, the GA's crossover operator frequently disrupts the dependencies among related features: this is the cause of the slower discovery by GAs of solutions of the same level as FSS-EBNA. As future work, we consider lengthening the works already done using the Bayesian networks for the Feature Weighting problem in Nearest Neighbor Algorithm (Inza 23] ) and for the representation of the behaviour of Data Mining classi ers (Inza et al. 24] ). Continuing the work within the EDA approach for FSS, in order to deal with domains with much larger numbers of features (> 50), future work should address the use of simpler probability models to factorize the probability distribution of best individuals, models which assume fewer or no dependencies between the variables of the problem (see Inza et al. 26 ] for a medical application). Other interesting possibility is the use of parallel algorithms to induce Bayesian networks in these tasks of high dimensionality (Sang uesa et al. 53 ], Xiang and Chu 60]). Another way of researching will be the employment of a metric which xes for each domain the number of individuals needed to reliably learn (Friedman and Yakhini 17] ) the parameters of the Bayesian network.
