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Abstract
The miniaturization of the smallest devices of silicon-based integrated circuits, namely tran-
sistors, using conventional optical lithography techniques reaches slowly their physical limit-
ations and alternative patterning and pattern transfer methods are needed to further reduce
the device size. One of such patterning alternatives is ﬁeld-emission scanning probe litho-
graphy. This technique uses electrons to expose the resist layer. The electrons are emitted
from an ultrasharp tip (r . 10nm) of a scanning probe due to a strong applied electric ﬁeld.
This scanning probe method was already successfully applied to fabricate single quantum-
dot transistors working at room temperature and is capable of high-resolution lithography
with critical dimensions in the sub-10nm range. Nevertheless, a theoretical description was
not available, which considers the inﬂuences of the resist layer on the electron emission from
the nanotip and the interaction of the electrons within the resist. Furthermore, the op-
timal parameters for high-resolution patterning had to be determined experimentally, which
is time-consuming, increases tip wear and the risk of tip crashes. Therefore, a theoretical
model would be useful, which can predict the optimal parameters for a speciﬁc tip.
Here, a comprehensive numerical model of the ﬁeld-emission scanning probe lithography is
presented, which consists of the calculation of the electric ﬁeld, the emission current dens-
ity at the tip and the trajectories of the electrons as well as a Monte Carlo simulation to
compute the scattering of electrons in the resist. The model is applicable for any cylinder
symmetric tip (including also e. g., volcano-gated tips) and takes the inﬂuence of the resist
layer into account. For predicting optimal parameters, describing the underlying physics and
minimizing the computational resources an analytical model (for a typical tip geometry) was
derived. It includes all calculation steps of the numerical model except the scattering in the
resist. It allows studying the various dependencies arising from tip-related constants (e. g.,
tip radius and material) and from externally adjustable parameters (e. g., bias voltage).
The analytical model was successfully applied to explain ﬁeld-emission experiments and to
estimate the system inherent drift velocity and the growth rate of experimentally observed
structures at the sample, respectively. Furthermore, it could describe the experimentally
obtained dependence of the line width on the exposure dose.
Therewith, a comprehensive theoretical model to describe ﬁeld-emission scanning probe
lithography was achieved, which considers all relevant parameters (under vacuum condi-
tions). The analytical model can be used to predict the properties of patterns to be written,
to adjust external parameters for optimal results and it can be also included in the software
of an actual ﬁeld-emission scanning probe lithography tool.
Kurzzusammenfassung
Die Miniaturisierung der kleinsten Bauelementen, d. h. der Transistoren, in integrierten
Schaltungen auf Siliziumbasis nähert sich langsam den physikalischen Grenzen und altern-
ative Strukturierungs- und Strukturübertragungsmethoden werden benötigt um zu noch
kleineren Strukturen zu gelangen. Eine dieser alternativen Strukturierungsverfahren ist die
feldemissionsbasierte Rastersondenlithographie. Diese Technologie beruht auf der Belich-
tung einer Resistschicht mittels Elektronen, welche aus der Rastersondenspitze aufgrund des
angelegten elektrischen Feldes emittiert werden. Das Verfahren wurde schon erfolgreich zur
Herstellung neuartiger Einzelquantenpunkttransistoren verwendet, welche bei Raumtemper-
atur arbeiten und kann Strukturgrößen von unter 10nm erzeugen. Nichtsdestotrotz mangelt
es an einer theoretischen Beschreibung, welche insbesondere den Einﬂuss der Resistschicht
auf das Emissionsverhalten der Elektronen aus der Spitze wie auch die Wechselwirkung
der Elektronen mit den Molekülen der Resistschicht umfasst. Optimale Parameter zum
Er-reichen der besten Auﬂösung mit einer bestimmten Emissionsspitze müssen zur Zeit in
einem empirischen Versuch bestimmt werden. Das ist sowohl zeitaufwendig, nutzt die Spitze
ab und birgt das Risiko einer Berührung der Spitze mit der Probe. Dadurch entsteht wie-
derum die Gefahr, dass die empirische Optimierung wiederholt werden muss. Um dies zu
vermeiden, wäre ein theoretisches Modell wünschenswert, welches die optimalen Parameter
vorhersagen kann.
In dieser Arbeit wird ein umfassendes numerisches Modell der Rastersondenlithographie
vorgestellt, welches die Berechnung des elektrischen Feldes, der Emissionsstromdichte aus
der Spitze und der Elektronentrajektorien beinhaltet sowie eine Monte Carlo Simulation zur
Berechnung der elektronischen Wechselwirkungen in der Resistschicht einschließt. Dieses
Modell ist für beliebige zylindersymmetrische Spitzen anwendbar (u. a. für Spitzen mit
einer umschließender Elektrode) und berücksichtigt den Einﬂuss der Resistschicht in der
gesamten Berechnung. Zur Verbesserung des Verständnisses der physikalischen Grundlagen,
zur Vorhersage optimaler Parameter und zur Resourcenminimierung der Berechnung wurde
ein analytisches Modell abgeleitet, welches, bis auf die Wechselwirkungen in der Resist-
schicht, alle Teile des numerischen Modells für eine typische Spitzenform beinhaltet. Damit
konnte der Einﬂuss der durch die Spitze vorgegebenen Parameter (z. B. Spitzenradius) und
der extern einstellbaren Parameter (z. B. Spannung, Schreibgeschwindigkeit) untersucht wer-
den. Das analytische Modell wurde erfolgreich zur Analyse von Feldemissionsexperimenten
genutzt und es konnte damit die systemeigene Driftgeschwindigkeit beziehungs-weise die
Wachstumsrate der experimentell beobachteten Strukturen abgeschätzt werden. Weiterhin
konnte es die experimentell beobachtete Abhängigkeit der Linienbreite von der Bestrahlungs-
dosis und der Spannung reproduzieren.
Somit steht erstmals ein vollständiges theoretisches Modell zur Beschreibung der feldemis-
sionsbasierten Rastersondenlithographie zur Verfügung, welches alle relevanten Parameter-
einﬂüsse (im Vakuumbetrieb) beinhaltet. Der analytische Teil des Modells kann zur Vorhersage
der zu schreibenden Strukturen und zur Parameteranpassung verwendet und in die Software
des Lithographiesystems eingebaut werden.
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Chapter 1
Introduction
Controllable fabrication of nanoscale structures is crucial for next generation
nanoelectronics like for devices based on quantum mechanical eﬀects, for nano-
photonics, nanobiotechnology and nanoelectromechanical systems. Until now,
optical lithography combined with pattern transfer techniques (like reactive
ion etching) has been the leading method for fabrication of nanostructures
and is the driving force of the growth rate in integrated circuits described by
Moore's law [1].
Despite the success of Moore's law, optical lithography for nanometer pat-
terning is not advisable in science and for industrial research and development
because it requires the fabrication of masks and includes complex etching tech-
niques using self-aligned double or quadruple patterning to produce nanometer-
sized features in silicon. This procedure is time-consuming and cost-intensive,
especially for the fabrication of single devices or prototypes.
Furthermore, a direct investigation and analysis of the fabricated device struc-
tures is favored, in particular when an understanding of the underlying mech-
anisms is of great concern. Unfortunately, most of the available (top-down1)
techniques are not able to oﬀer a combined solution for lithography and in-
situ metrology within one tool since they are only able to interact (while ima-
ging or patterning) with a single physical quantity (like heat, light or charged
particles). To a certain extent, it is still possible to achieve lithography and
metrology functionality using a single source of information by adjusting en-
ergy and exposure dose as it is done for the combination of scanning elec-
tron microscopy (SEM) and focused electron beam deposition (FEBID) or the
combination of helium beam microscopy (HIM) and focused ion beam (FIB)
lithography [2]. However, diﬀerent mechanisms for patterning and imaging are
more advantageous since the probability of modifying the written structures
during imaging is almost completely excluded.
Scanning probe methods are prominent techniques, which are able to combine
diﬀerent mechanisms for structuring and investigation like a combination of
thermal resist evaporation or thermally induced chemical modiﬁcations and
contact-force measurement [3, 4].
1This thesis does not mention any bottom-up approaches since fabrication and investigation are normally
separated.
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Figure 1.1: Schematic layout of the closed-loop SPL platform utilizing a thermally actuated,
piezoresistive cantilever with an ultrasharp tip (taken from [14]).
The approach of our group is the combination of electron-induced resist modi-
ﬁcation [57] and tapping-mode atomic force microscopy (AFM) [8] using a
ﬁeld-emission scanning probe lithography (FE-SPL) tool [913], which is shown
schematically in ﬁg. 1.1.
The lithographic process is based on the ﬁeld emission from a sharp nanotip,
which generates an electron beam of low energy (10 − 100 eV ). Therefore, a
bias voltage is applied between tip and sample. The generated electrons expose
a resist layer and trigger resist modiﬁcations mainly due to inelastic scattering
events. Imaging is typically achieved by atomic force microscopy but related
techniques such as Kelvin probe could be used as well. Thus, two diﬀerent
physical mechanisms are used for patterning and imaging.
The technique oﬀers several advantages like the ability to operate in ambi-
ent conditions, no need of complex laser systems or electron beam optics or
blankers, and reduced proximity eﬀects due to low-energy electrons and small
tip-sample distances (10− 100nm), in comparison with conventional electron
beam lithography (EBL). Thus, it might be a cost-eﬀective and easy-to-use
alternative or a supplement to electron beam and extreme UV lithography for
low-throughput applications [2, 1315].
Our approach enabled the fabrication of single-electron transistors working at
room temperatures [14,16] using FE-SPL for pattern deﬁnition and a cryogenic
reactive ion etching (RIE) step for transferring the patterns into silicon [17,18].
Despite the experimental achievements, there are still many open questions re-
garding FE-SPL.
First, it is unknown if a resolution limit exists due to the emission process or
the electronic interactions inside the resist layer.
Second, at the moment, optimal parameters for diﬀerent types of tips, samples
and resists have to be found experimentally, since there is no model to predict
them. This procedure is time consuming and can lead to tip destruction enter-
ing an unstable lithographic regime. Furthermore, the inﬂuence of fabrication
related tolerances of tip shape and resist layer properties is unknown.
Third, an understanding of the underlying processes is missing since it is un-
clear if the ﬁeld emission process diﬀers for the small tip-sample distances and
5the curved tip shape compared to the typically analyzed large tip-sample dis-
tances using a plate-capacitor-like emission model.
A model describing the complete FE-SPL process could not only be used to
answer these questions but could also be implemented in actual FE-SPL tools
to enable on-the-ﬂy optimization and determination of key parameters such as
the tip-sample distance.
In this work such a theoretical model is developed, which includes the com-
putation of the electrostatic ﬁeld, the ﬁeld emission probability, electron tra-
jectories and interactions within the resist layer determined by a Monte Carlo
approach [1921]. Therewith, the dependencies of the tip parameters (e. g.,
tip material) and the external variables (e. g., bias voltage) on the emission
process are studied as well as their eﬀects on lithography.
The impact of resist layer properties like thickness, material and pre-deﬁned
structures is of major relevance and was only partly investigated before [6,22,
23]. The underlying mechanisms for resist modiﬁcations during lithography
with low-energy electrons inﬂuenced by the electric ﬁeld, i. e., elastic and in-
elastic scattering events were mostly neglected and only preliminary attempts
can be found in literature [6,22,23]. Due to its importance, electron scattering
within the resist was considered in this thesis for a more realistic description
of the lithographic process. The investigation is dedicated to ultrathin resist
ﬁlms (below 20nm layer thickness), which enables high-resolution patterning.
However, it can also be applied to thicker resist ﬁlms.
The theoretical results are compared to experimental ﬁeld-emission data to
verify the model and to analyze further inﬂuences not yet considered. Another
important result of this thesis is the derivation of an analytical model for the
FE-SPL process enabling a fast determination of optimal parameters for a
certain tip, which might help to increase tip lifetime and to enhance writing
reproducibility.
However, the thesis not only presents results important for the FE-SPL tech-
nique but also for the ﬁeld emission process and for the scattering within an
ultrathin adsorbate layer under the inﬂuence of an electric ﬁeld.
The structure of the thesis is outlined in the following. At ﬁrst, some basics
of lithography and its theory will be presented, followed by an explanation
of the used mathematical methods and implemented algorithms. Next, the
results are summarized starting with a comparison of the diﬀerent models, the
derivation of an analytical expression from the numerical model before ﬁeld-
emission and lithographic results are presented. Additionally, a quantitative
comparison between ﬁeld-emission experiments and the analytical results is
presented. At the end, the results are summarized and a brief outlook is given.
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Chapter 2
Fundamentals of ﬁeld-emission
scanning probe lithography
experiments
In this chapter, standard lithographic technologies like optical and electron
beam lithography are brieﬂy discussed. Since the focus of this thesis is the
ﬁeld-emission scanning probe lithography (FE-SPL), it is introduced in sec-
tion 2.2. In this chapter, the experimental achievements and technological
implementations are considered whereas previous theoretical approaches are
given in chapter 3.
2.1 Lithography in general
An important enabler for future nanodevices and nanosystems is the ability
to fabricate features in the sub-10nm regime in a reproducible manner [24].
Such feature sizes allow the use of quantum eﬀects like quantized excitations,
single-atom electron spin qubits in silicon, Coulomb blockade eﬀects and single-
electron tunneling [16]. It is expected by looking beyond CMOS that single
electron transistors and other quantum devices become the building blocks for
integrated circuits of the future. Thus, ultrahigh resolution and ﬂexibility of
fabrication technologies will become increasingly important [25].
So far, the dominating method for high-throughput fabrication of nanostruc-
tures is optical lithography, in combination with highly advanced pattern
transfer techniques. However, for low-throughput fabrication of single experi-
mental devices/prototypes and for the mask production process, which is ne-
cessary for optical or nanoimprint lithography [26], mask-less approaches are
required, which are ﬂexible, reproducible and oﬀer high resolution. Bottom-up
approaches like molecular self-assembly and self-organization are mostly not
applicable since they are not adjustable and often require pre-deﬁned guiding
structures.
Mask-less lithography techniques can be divided into scanning beam litho-
graphy and scanning probe lithography (SPL) approaches. Scanning beam
8
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techniques include ion beams, electron beams and laser beams. Scanning probe
methods are classiﬁed by their energy source(s) used for triggering chemical
or physical surface modiﬁcations on sample or resist layer. Most prominent
energy sources are thermal energy (e. g., thermal SPL [27]), mechanical energy
(e. g., static or dynamic ploughing [28,29]), chemical energy (like local anodic
oxidation [30]) and energy of electrons (scanning tunneling microscope (STM)
lithography [31] and ﬁeld-emission SPL [32] for example). A good overview
of the diﬀerent SPL approaches is given in ref. [33], in which combinations of
interactions with diﬀerent energy sources are also presented.
The focus of this work is ﬁeld-emission scanning probe lithography (FE-SPL),
which uses ﬁeld-emitted electrons from the nanotip of a cantilever probe to pat-
tern a resist layer. Electron beam lithography (EBL) and STM lithography
are closely related and are thus brieﬂy described. All three techniques, EBL,
FE-SPL and STM lithography, use electrons as the energy transport medium
to modify the surface using (more-or-less) sharp tips. In simpliﬁed terms, they
can be classiﬁed by their tip-sample distance. In EBL, the tip-sample distance
d tends to inﬁnity whereas in STM lithography it approaches zero. In this
sense, FE-SPL is an intermediate state of these two extremes.
The applied voltage, i. e., the kinetic energy of the electrons, might also be
used as a classiﬁcation criterion and the following diﬀerent regimes can be
distinguished for modifying resists [34]:
 Tunneling regime for kinetic energies of electrons (kin) below the work
function, i. e., kin < Φ, studied by [31,3539],
 Near ﬁeld emission for kin ≥ Φ ,studied by [34,4044],
 Standard ﬁeld emission for kin > Φ, studied by [913,16,19,20],
 Electron beam lithography for kin  Φ, studied by [4547].
Obviously, both criteria oversimplify the situation and, thus, EBL and STM
lithography are considered separately.
EBL has its origins in scanning electron microscopy [48], in which the electrons
are generated in a source by ﬁeld emission (cold ﬁeld emitter [49], Schottky
ﬁeld emitter [50]) or thermionic emission [51] or a mixture of both (thermal
ﬁeld emitters [52]) from an emitter tip. The electron beam is scanned over the
sample using complex electric and/or magnetic focusing and deﬂection optics.
Due to the large distance between source and sample (≈ 50 cm [53]), an ul-
trahigh vacuum is necessary to avoid electron scattering by gas molecules.
EBL has become an important R&D tool for micro- and nanoelectronics and for
newer ﬁelds of micro- and nanoelectromechanics (MEMS/NEMS). The state-
of-the-art EBL tools provides high intensity beams with energies up to 100 keV
and are capable of writing with a resolution of 8nm over 200nm wafer sub-
strates [54].
Note that the normally used electron energies are in order of several keV
and that focusing and acceleration are achieved far away from the sample.
Therefore, the sample is not inﬂuenced by the high electric ﬁelds necessary for
emission and focusing. Additionally, higher electron currents (> 10 pA) are
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used in regards to scanning probe techniques.
In scanning probe techniques, the beam is generated at the tip, located in
close proximity to the sample. The tip itself is moved over the sample sur-
face to generate lithographic patterns. The corresponding lithography tech-
niques (scanning tunneling lithography and ﬁeld-emission scanning probe litho-
graphy) stem from scanning tunneling microscopy [55] and atomic force mi-
croscopy [8,56], respectively. Shortly after the invention of scanning tunneling
microscopes, it was already used for lithographic applications [5, 6, 57]. Elec-
tron tunneling between the tip and sample causes the chemical bonds to break
and, thus, lead to a lithographic reaction [31,38]. Since this method is strongly
inﬂuenced by resist modiﬁcations and contaminations, vacuum conditions are
necessary to achieve atomic resolution [39] with writing speeds up to 100nm/s.
State-of-the-art lithography using scanning tunneling [58] provides atomic res-
olution, such as the removal of single atoms in hydrogen depassivation litho-
graphy [38]. The involved bias voltages are relatively low (below 6V ).
In both competing methods (EBL and STM lithography), ultra-high vacuum is
necessary, which increases costs and time for the patterning process. Further-
more, they use the same physical principle for imaging and patterning (EBL:
electron scattering, STM lithography: electron tunneling), which might yield
to issues like overexposure during imaging. The involved electron energies dif-
fer by a factor of 1000 and more (keV versus single eV ) but the tip-sample
distances vary by an even larger factor of 107 (cm versus Å).
In the next chapter, the FE-SPL technique is described and compared with the
previously described methods (EBL and STM lithography). FE-SPL uses tens
of eV as electron energy and tens to hundreds of nm as tip-sample distance,
respectively.
2.2 Field-emission scanning probe lithography
In ﬁeld-emission scanning probe lithography (FE-SPL), electrons are emitted
from a nanotip (with radius r, opening angle γ and work function Φ) of a
scanning probe, due to a high electric ﬁeld (Emax & 1V/nm) at the tip apex.
These electrons propagate towards the sample and expose resist layers after an
acceleration to energies up to 100 eV . Therefore, a bias voltage U is applied
at the resist-covered sample whereas the tip is on ground, as shown in ﬁg. 2.1.
Some arbitrary electron trajectories are drawn in blue and the emission area,
from which most electrons are emitted, is marked with green. Inside the resist
layer (thickness dl and dielectric constant ε), electrons scatter both elastically
and inelastically. Some of the electrons may even be backscattered and leave
the resist again, but due to the electric ﬁeld, these will be attracted towards
the sample and hit the resist surface again.
Since in air the tip-sample distances (d ≤ 100nm) are below the electron
mean free path under atmospheric pressure (λe ≈ 4
√
2λm ≈ 350nm1 using
a molecular mean free path of λm ≈ 66nm [59]), FE-SPL can be used either
1The factor 4
√
2 is obtained from kinetic gas theory using the assumptions of hard spheres and negligible
molecular velocity as shown in the appendix A.
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Figure 2.1: Scheme of the processes during ﬁeld-emission scanning probe lithography and
deﬁnition of parameters.
under ambient laboratory conditions or under vacuum conditions [60]. A com-
plex electron-optics system including blankers, electronic and magnetic lenses
is not necessary because the cantilever itself is scanned over the sample and
it is in close proximity between the tip and sample. Our set-up (shown in
ﬁg. 2.2) does not rely on conventional optics or piezoelectric actuation or the
optical read-out, because we use active cantilevers [6168]. Therefore, a smaller
construction size is enabled and adjustments of the optical laser system after
cantilever exchange are unnecessary. The reduced construction size enables the
inclusion of the FE-SPL tool in a conventional dual beam microscope, oﬀering
focused ion beam and scanning electron microscope functionality2 [60, 61].
The energy of the exposing electrons is transferred to the resist molecules by
inelastic scattering, which triggers bond breaking. The broken bonds lead to
a decreased solubility of the resist due to subsequent cross-linking or to an in-
creased solubility resulting in negative-tone and positive-tone lithographic pat-
terns after resist development, respectively [70]. Additionally, a development-
free, dry pattering process is available for several resist materials, in which
the resist material is directly removed for a suﬃciently intense electron dose
under ambient conditions [13, 24, 7073]. The experimentally used, so-called
line exposure dose is equal to the ratio of the total current and the writing
velocity v.
The kinetic energy of the electrons is determined by the applied voltage typic-
ally between 10 and 100V . The electron energies are thus comparable to the
molecular binding energies resulting in an increased interaction cross section
2This is crucial for the comparison between experimental and theoretical data presented in section 9.2.
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Figure 2.2: Field-emission scanning probe lithography tool combining top scanner and bot-
tom coarse positioning stages for step-and-repeat functionality (taken from [69]).
compared to EBL. This yields to a decreased scattering depth, a reduced num-
ber of secondary electrons, and in this way to a strongly reduced proximity
eﬀect compared to EBL [32,74]. Besides the reduction of proximity eﬀects, the
small applied bias voltage (U ≤ 100V ) at the sample reduces also space charge
eﬀects causing problems in SEM and EBL, but introduces the requirement of
using either conductive samples or conductive resist materials [69].
Since FE-SPL patterning uses a cold-emission process, undesirable eﬀects like
dopant spreading caused by local heating are avoided, which is assumed to be
an issue for thermal SPL.
Our FE-SPL tool operates in the so-called constant-current mode, in which the
current is kept constant during patterning by adjusting the tip-sample distance
d continuously. This mode results in stable and reproducible lithography with
low variations in the line width. Other groups used a constant-force mode,
in which the cantilever deﬂection and, thus, the tip-sample distance was kept
constant (the bias was unchanged during their experiment) [75, 76]. However,
the patterning results showed large line width variations due to current ﬂuc-
tuations [75]. Nevertheless, due to tolerances in tip and probe geometry, and
since contact between tip and sample, i. e., tip and sample modiﬁcations, needs
to be avoided, the (absolute) tip-sample distance is hardly determinable ex-
perimentally.
Despite the successful experimental realization of even sub-5nm line feature
[10] and application of the FE-SPL technique for fabrication of devices, there
are still open questions about the underlying physics, the optimal paramet-
ers for highest resolution patterning using a certain nanotip, and the minimal
achievable feature size. These questions are addressed in this work.
The next chapter summarizes fundamental theoretical approaches used in this
thesis.
Chapter 3
Basic theoretical approaches
In this chapter, fundamental theoretical approaches are brieﬂy summarized
and state-of-the-art models are presented.
The complete lithography process include the ﬁeld emission of electrons from
a sharp nanotip, propagation of these electrons to the resist layer on top of
the sample and the interactions within the thin resist layer as visualized in
ﬁg. 2.1. The electric ﬁeld around the tip apex is crucial for estimating the
ﬁeld emission probability and, thus, several analytical models are compared in
section 3.1. The fundamental Fowler-Nordheim theory is the accepted basis
of ﬁeld emission from nanotips [75, 77], even if it was derived for ﬁeld emis-
sion from ﬂat surfaces. It will be introduced in section 3.2. In section 3.3,
state-of-the-art descriptions for lithography based on ﬁeld emission from sharp
nanotips are discussed, which mostly include emission and propagation of the
electrons. Only a few publications include ﬁrst attempts of considering the
electron interactions within the resist material. These are also included in
section 3.3.
3.1 Electric ﬁeld and ﬁeld enhancement
The electric ﬁeld can be calculated from the electrostatic potential φ by E =
−∇φ for any geometrical form. The potential for a geometry consisting of a tip
over a conductive sample is typically determined numerically using the ﬁnite-
element method (FEM) [13,32,75,78,79] but image-charge methods [80,81] or
ﬁnite diﬀerences [77] were also used.
In ﬁg. 3.1, the electric ﬁeld for a chosen parameter set is shown. A strong ﬁeld
enhancement eﬀect at the tip apex, the so-called lightning rod eﬀect [80, 82],
can be seen. It describes the ratio between the magnitude of the maximal
electric ﬁeld Emax at the tip apex and the so-called macroscopic electric ﬁeld
E0. The macroscopic electric ﬁeld E0 is estimated either by the electric ﬁeld of
a plate capacitor, or a conducting sphere over a biased plate. An enhancement
factor is introduced, which takes the inﬂuence of the tip shape on the electric
ﬁeld into account.
If the tip is considered to be an altered sphere, the maximal electric ﬁeld near
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Figure 3.1: Color-coded electric ﬁeld of a chosen parameter set (3D model: d = 100nm,R =
8.5nm, γ = 20◦, U = 30V ).
the tip can be described by
Emax =
U
ks r
. (3.1.1)
Here, the (spherical) macroscopic electric ﬁeld Es = U/r was used, which de-
pends on the applied voltage U and the tip (or sphere) radius r. The deviation
of the tip shape from a spherical geometry is included in the spherical ﬁeld
correction factor ks or the spherical ﬁeld enhancement factor κs = 1ks [80].
If we treat the tip and the sample as a variation of a plate capacitor, the
following deﬁnition for the maximal electric ﬁeld can be used
Emax = κp
U
d
, (3.1.2)
where the macroscopic electric ﬁeld of a plate capacitor (without a tip) Ep =
U/d depends on the tip-sample distance d instead of the tip radius r in con-
trast to eq. (3.1.1). Here, κp is the respective ﬁeld enhancement factor.
Diﬀerent analytical expressions for the ﬁeld enhancement factor can found
in the literature [78, 80, 81, 8390]. However, only a few [78, 80, 83, 84] are
applicable to our case, which is deﬁned by the ratio of tip-sample distance
to tip length d
L
∈ [0.001, 0.1], and the ratio of the tip radius to its length
r
L
∈ [0.0002, 0.02] (values taken from experimentally used tips).
For the plate capacitor model, two diﬀerent distance deﬁnitions are typically
used. Some authors deﬁne the ﬁeld enhancement factor κ˜p by using the dis-
tance D = d+L+ r between sample and emitter plane. Thereby, they assume
the tip as a small protrusion of an otherwise ﬂat emitter plane [78,81,8390].
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Table 3.1: Overview of analytical models.
# Reference Eq. Model Conditions
1 Mesa et al. [80] (3.1.5) hyperboloid over plane rL ∈ [0.01, 10]
2 Miller [83] (3.1.6) ﬂoating sphere d ≥ L
3 Podenok et al. [78] (3.1.7) hemisphere on post dL ∈ [0.01, 10]
The second approach [83,91,92] uses κp (eq. (3.1.2)) deﬁned by the distance d
between sample and tip-apex. The relation between the enhancement factors
κp(d) and κ˜p(D) is trivially given by [78]
κp(d) =
κ˜p(D)
1 + L
d
+ r
d
= κ˜p
d
D
(3.1.3)
and κp(d) and the spherical correction factor ks are obviously related by:
κp =
d
ks r
. (3.1.4)
However, other deﬁnitions (e. g., used by Dyke and Dolan [93]) can be found
in literature as well.
Here, the analytical models will be given as κp to allow better comparability
and their main properties are summarized in table 3.1. The diﬀerent geomet-
ries are drawn in ﬁg. 3.2, from which these analytical models were derived
and the parameters are represented graphically. The analytical models are
characterized in the following:
 Mesa et al. [80] (model 1) derived an analytical expression for a hyper-
boloid in front of a plane (ﬁg 3.2 c)) by using the spherical correction
factor:
κp =
2
√
d(d+ r)
r ln
(
1+
√
d
d+r
1−
√
d
d+r
) . (3.1.5)
 Miller [83] (model 2) considered a ﬂoated sphere at emitter potential
(ﬁg. 3.2 a)). His ﬁeld-enhancement relation for d ≥ L considers also the
tip-sample distance d:
κp =
(
L
r
+ 3.5
)
d
D
+ exp
[
− d
L+ r
√
L
r
+ 3.5
]
. (3.1.6)
 Podenok et al. [78] (model 3) simulated a hemisphere on a post model
(ﬁg. 3.2 b)) via FEM solver and ﬁtted the results using a separation
ansatz
κ˜p(D) = f(L/r) g(L/d, d/r) .
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Figure 3.2: Scheme of diﬀerent ﬁeld enhancement models found in literature.
Their model for the ﬁeld enhancement yielded
κp =
[
1.13
(
L
r
)0.912
+ 3
]
×[
1 + a1
L
d
][
1 + a2
r
d
][
1 + a3
r2
d2
]
d
D
. (3.1.7)
Here, the constants are given by a1 = 3.08 × 10−3, a2 = 0.818 and a3 =
−9.18×10−3 [78]. For very small tip-sample distances d ≈ r√−a3 the last
factor of eq. (3.1.7) becomes negative. However, it is improbable that the
assumed continuous classical theory is still applicable in this regime [78]
since atomic and quantum eﬀects need to be considered.
The models introduced here describe the dependence of the maximal ﬁeld en-
hancement factor κp on the tip-sample distance d, the tip radius r, and the
tip length L. Since small tip-sample distances (d ≤ 100nm) are used in FE-
SPL, d→ 0 is used to validate the analytical expressions (3.1.5−3.1.7). In the
limit d → 0, κp approaches 1 because for very small tip-sample distances the
geometry approaches the plane-to-plane case for d  r. The same argument
is valid for the limit r → ∞. Only the models 1 and 2 yield the correct limit
for d
r
→ 0 and, therefore, model 3 will not be considered further.
An additional limit evolves from the fact that the tip length is much larger
than the tip radius and tip-sample distance in reality, which leads to the as-
sumption L → ∞, which is used in the numerical simulation. To account for
this assumption, κp of model 1 and 2 is used for the comparison with the FEM
data in the limit L→∞. The analytical expression of model 1 is independent
of L, the limit is simply given by (3.1.5). The limit for model 2 is equal to
lim
L→∞
κp =
d
r
+ 1 . (3.1.8)
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Figure 3.3: Maximal ﬁeld enhancement factor κp as a function of tip-sample distance d over
tip radius r for the models 1 (green) and 2 (red) taken from Mesa et al. [80] and Miller [83],
respectively. The enhancement factors are plotted in the limit L→∞ (solid lines) whereas
the broken lines represent the results of model 2 for tip lengths of L = 0.1µm (blue), 1µm
(yellow) and 10µm (purple).
In ﬁg. 3.3, the ﬁeld enhancement factor κp for models 1 and 2 are plotted in
the limit L→∞ and in addition for three diﬀerent values of the tip length L
for model 2.
In section 8.1.1, the two analytical expressions (3.1.5) and (3.1.8) for L→∞
will be compared to the FEM data obtained for the FE-SPL case.
The maximal ﬁeld enhancement κp enables the computation of the (maximal)
electric ﬁeld strength Emax by eq. (3.1.2), which determines the ﬁeld-emission
current density following the Fowler-Nordheim theory.
3.2 Fowler-Nordheim theory
The Fowler-Nordheim theory describes the tunneling of electrons from a ﬂat
metallic surface into vacuum by application of a suﬃciently large electric ﬁeld
[94,95]. The main ingredients for the ﬁeld emission current density
J(E, T ) =
∫ ∞
0
dz jinc(z, T )P (z, E) (3.2.1)
are the tunneling probability P , and the incident current density jinc, which
describe how probable it is for the electrons to overcome the potential barrier,
i. e., mainly the work function, and how many electrons are available, respect-
ively. The tunneling probability can be simpliﬁed to the one dimensional (here
in z direction) problem of one electron tunneling through a speciﬁc barrier by
assuming a planar emission surface of inﬁnite lateral extent [96] and the free-
electron theory proposed by Sommerfeld [97]. The incident current density
jinc of the electrons within the metal can be expressed by the electron density
D multiplied by the elementary charge e [96,98]. Since the theory stems from
the late 1920s and several good books are available [96,98,99], this section will
only give a brief overview of the derivation but not strictly follow the original
derivation published by Fowler and Nordheim [94,95].
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Figure 3.4: Electronic potential and energy diagram at a metal surface in the presence of
an applied electric ﬁeld including the image charge potential (adapted from [102]).
For the quantum mechanical derivation of the one-electron tunneling probab-
ility P in one dimension, it is assumed that there is no Coulomb interaction
between two or more tunneling electrons. This is a good approximation for
our FE-SPL case with currents in the pA range, i. e., the time between sub-
sequent electrons is in the order of nanoseconds but the time of ﬂight between
tip and sample is in the femtosecond regime. Therefore, the electrons outside
the metal tip only sense an averaged potential of the form
V (z) = F + Φ− eE z − e
2
16pi ε0 z
, for z > 0 (3.2.2)
including the electric ﬁeld potential Ve(z > 0) = −eE z and the image charge
potential Vim(z > 0) = − e216pi ε0 z (where ε0 is the vacuum permittivity) [100,
101]. Inside the metal, there is a constant potential V (z < 0) = 0 (as shown in
ﬁg. 3.4). Here, Φ and F represents the work function and the Fermi level of the
metal, respectively. The potential maximum is equal to VmaxF+Φ−
√
e3 E
4pi ε0
and
found at the position zmax =
√
e
16pi ε0 E
[96]. Based on a generalized Wigner-
Kramers-Brillouin (WKB) approach for slowly varying potential barriers from
Miller and Good [103], the electron energy z (in z direction) and electric
ﬁeld E dependent transmission probability, i. e., the ratio of transmitted and
incident current density, can be calculated by
P (z, E) ≡ jt
jinc
=
1
1 + exp (Q(z, E))
, (3.2.3)
with
Q(z, E) = −2i
∫ z2
z1
λ(z, z, E)dz , (3.2.4)
λ(z, z, E) =
√
2me
~2
(
z − V (z, E)
)
. (3.2.5)
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The integral boundaries z1 and z2 are the roots of the equation
λ2(z, z, E) =
2me
~2
(
z − F − Φ + eE z + e
2
16pi ε0 z
)
= 0 . (3.2.6)
Using the deﬁnition from Groves [96]
ρ(z, E) =
2 eE
F + Φ− z z , (3.2.7)
y(z, E) =
2
F + Φ− z
√
e3E
16pi ε0
, (3.2.8)
the integral (3.2.4) can be transformed to
Q(z, E) =
16m2 e
5
4
3 ~ (16pi ε0)
3
4E
1
4 y
3
2 (z, E)
v
(
y(z, E)
)
, (3.2.9)
v(y) = − 3i
4
√
2
∫ 1+√1−y2
1−
√
1−y2
dρ
√
ρ+
y2
ρ
− 2 . (3.2.10)
The function v(y) can be expressed as elliptic integrals as found by Murphy
and Good [104]. A more recent approach used a series expansion to estimate
v(y) [105]. Tabulated values of v(y) can also be found in literature [98, 99].
Here, the expression from Spindt et al. [106] is used, giving v(y) ≈ 0.95− y2.
The one dimensional transmission probability P (Z , E) for one electron is thus
equal to
P (z, E) =
[
1 + exp
(
16m2 e
5
4
3 ~ (16pi ε0)
3
4E
1
4 y
3
2
v(y)
)]−1
(3.2.11)
for z < Vmax and P (z > Vmax, E) ' 1.
After derivation of the transmission probability, the incident current density
jinc of electrons impinging the surface from within the metal with a normal
energy between z and z + dz needs to calculated. Therefore, the number of
electrons per unit volume in the range dpx dpy dpz of momentum space is used,
i. e., N dpx dpy dpz, which is the number of cells in the phase space volume
multiplied by the Fermi-Dirac distribution
N dpx dpy dpz =
(
2
h3
)[
1 + exp
(
− F
kBT
)]−1
dpx dpy dpz . (3.2.12)
In terms of velocities and after integration over the unrestricted components
vx and vy, the distribution of electrons with normal velocities between vz and
vz + dvz can be found [99] by
N dvz =
4pim2e kBT
h3
ln
(
1 + e
− z−F
kBT
)
dvz . (3.2.13)
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Multiplying eq. (3.2.13) by the elementary charge e and the velocity vz, the
incident current density for energies between z and z +dz is obtained by [96]
jinc = e vz N dvz =
4pime e kBT
h3
ln
(
1 + e
− z−F
kBT
)
dz , (3.2.14)
where vz dvz = 1/me dz was used.
Therewith, the current density for the emitted electrons (eq. (3.2.1)) can be
calculated by
J(E, T ) =
∫ ∞
0
dz jinc(z, T )P (z, E)
=
eme kB T
2pi2 ~3
[∫ Vmax
0
dz
ln
(
1 + exp
(
− z−F
kB T
))
1 + exp (Q(z))
+
∫ ∞
Vmax
dz ln
(
1 + exp
(
−z − F
kB T
))]
(3.2.15)
In the cold ﬁeld emission case T → 0K, the electron number N(z, T ) ∝
ln(1 + exp(−(z − F )/kBT )) vanishes rapidly if the electron energy exceeds
Fermi's energy F , i. e., the second integral in eq. (3.2.15) is negligible. Addi-
tionally, for common metal barriers (Φ ≈ 4.5 eV , E ≈ 1V/nm) the transmis-
sion probability P reduces signiﬁcantly for energies z below F . Thus, the ﬁrst
integrand of eq. (3.2.15) has only non-vanishing contributions near the Fermi
level and the integration limits can be set to ±∞. Additionally, the function
Q is much larger than 1, i. e., 1 + expQ ≈ expQ. Using these assumptions,
the current density can be rewritten to
J(E, T ) =
eme kB T
2pi2 ~3
∫ +∞
−∞
dz ln
(
1 + e
− z−F
kB T
)
e−Q(z) . (3.2.16)
Using only the ﬁrst two terms of a Taylor expansion of Q around F enables
an analytical evaluation of the remaining integral. For very low temperatures
the well-known Fowler-Nordheim equation [94,95] is obtained [98]
J(E) = A′E2 exp
(
−B
′Φ3/2
E
)
(3.2.17)
with the following parameter deﬁnitions:
A′ =
e3
16pi2~Φ t2 (y0)
,
B′ =
4
3e
√
2m
~2
v (y0) ,
t(y) = v(y)− 2
3
y
dv(y)
dy
,
y0 = 2
√
e3E√
16pi ε0 Φ
.
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However, two slightly diﬀerent parameter deﬁnitions are used within this work.
The ﬁrst one was used by Spindt et al. [106]
AS =
e3
16pi2~
≈ 1.54× 106 pA eV
V 2
,
BS =
4
3e
√
2m
~2
≈ 6.87 V
nmeV 3/2
,
y0 =
√
e3E√
4pi ε0 Φ
= yˆ0
√
E
Φ
,
yˆ0 =
√
e3√
4pi ε0
≈ 3.79× 10−1/2 eV nm
1/2
V 1/2
,
v(y0) ≈ 0.95− y20 , t2(y0) ≈ 1.1 ,
which yields the following version of the Fowler-Nordheim equation
J(E) = AS
E2
Φ t2(y0)
exp
(
−BSΦ
3/2
E
v(y0)
)
. (3.2.18)
The other one was taken from Mayer et al. [77] using
A =
AS
t2(y0)
,
B = yˆ20 BS ,
C = 0.95BS (3.2.19)
leading to
J(E,Φ) = A
E2
Φ
exp
(
B
Φ1/2
− C Φ
3/2
E
)
. (3.2.20)
The parameter values used for A, B and C can be found in tab. 8.1.
In section 9.2, the version of Spindt et al. [106] (eq. (3.2.18)) was used for com-
paring experiment and theory because it involves only two parameters AS and
BS. However, eq. (3.2.20) from Mayer et al. [77] expresses the dependency on
the electric ﬁeld E and the work function Φ more clearly and is used otherwise.
In summary, based on the electric ﬁeld strength E the ﬁeld emission cur-
rent density can be determined assuming a ﬂat surface and low temperatures.
In ﬁg. 3.5, the emission current density J in dependence of the electric ﬁeld
strength E is plotted. The black dots represent listed values of the publication
of Dolan [107] and the colored lines are results using eqs. (3.2.20) and (3.2.19).
The Dolan obtained his data by considering diﬀerent materials: tungsten with
its averaged work function of Φ = 4.5 eV and with Φ ≈ 5 eV for its (110) face
as well as platinum (Φ ≈ 6.3 eV ) [107]. The lower work function values are
said to be useful, e. g., for barium-coated tungsten cathodes [107].
In ﬁg. 3.5, it is obvious that the maximal current density for electric ﬁeld
strengths from 1V/nm to 20V/nm is increased by more than 20 orders of
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Figure 3.5: Field emission current density J over the electric ﬁeld strength E (solid lines)
together with the data published by Dolan [107] (black dots). The work function was set to
Φ = 2 eV (blue), 3 eV (red), 4 eV (yellow), 4.5 eV (purple), 5 eV (green) and 6.3 eV (cyan),
respectively.
magnitude. Thus, the numerical or analytical model for ﬁeld-emission scan-
ning probe lithography, described in this thesis, has to ensure a highly accurate
estimation of the electric ﬁeld1 and so of the ﬁeld enhancement (see previous
chapter) to yield results comparable to experimental data.
Although the tip surface is not ﬂat, most often one of the eqs. (3.2.17)-
(3.2.20) is used to calculate the ﬁeld emission [5,106,108] and, thus, the litho-
graphic behavior of a system containing a sharp nanotip and a resist-covered
sample [6, 22, 75, 77]. Thereby, the electric ﬁeld is calculated for the respect-
ive nanotip. In these approaches, the geometry is only taken into account by
the electric ﬁeld calculation. Serena et al. [109] considered a similar approach
but used a general formulation of eq. (3.2.15). However, some authors only
used the (maximal) ﬁeld enhancement factor as an estimate of the ﬁeld emis-
sion [79,80].
The inﬂuence of the tip geometry on the ﬁeld emission process besides its eﬀect
on the electric ﬁeld was studied by He et al. [110112]. They studied the eﬀect
of the geometry on the image charge potential and the Fowler-Nordheim eq.
(3.2.17) for tip radii below 10nm. They found that the image charge potential
had a smaller inﬂuence on the ﬁeld emission than the electric ﬁeld potential
1The electric ﬁeld strength is estimated to vary between 0.1 eV and 10 eV in the FE-SPL case.
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and that the third term of the Taylor expansion (proportional to (z − F )2)
leading to eq. (3.2.17) needs to be considered as well [110]. Unfortunately,
they only considered the electric ﬁeld along the tip axis and did not study the
eﬀect on the spatial distribution of the current density.
This was veriﬁed experimentally for ultrasharp tungsten ﬁeld emitters (r ≈
0.24nm) leading to very large electric ﬁeld strengths of about 30V/nm [113].
For larger tips and smaller ﬁeld strengths, the original Fowler-Nordheim eq.
(3.2.17) yielded good predictions as shown by He et al. [111]. Edgcombe
and de Jonge derived a theory for emitters with spherical caps to determ-
ine parameters like work function and apex radius from experimentally ob-
tained Fowler-Nordheim plots and energy distribution measurements of the
same emitter [114]. Recently, Kyritsakis and Xanthakis published a general-
ized Fowler-Nordheim theory for nanoscopic tips [115,116].
The inﬂuence of the geometry on the electron supply for nanotips with quantum-
conﬁned electron states was presented by Patterson and Akinwade [117].
Nevertheless, the Fowler-Nordheim equation (3.2.17) including the geometry-
dependent electric ﬁeld should give suﬃcient accurate results for conventionally
etched emitter tips (rtip & 10nm) [111, 115]. Since the tips used in our FE-
SPL belongs to this category, the standard Fowler-Nordheim equation in the
form of (3.2.20) and (3.2.18) is used in this thesis to estimate the lithographic
properties.
To expand the investigation to cover semiconductor tips, ﬁeld emission from
the valence and conduction band (including band bending at the surface) and
surface state emission would need to be considered as mentioned by Gomer [99].
3.3 State-of-the-art theory for lithographic application
The ﬁrst studies on ﬁeld-emission based lithography from nanotips were pub-
lished by McCord and Pease already in the late 1980s [5, 6], shortly after the
invention of STM [55] and AFM [8, 56]. They used a setup consisting of a
sphere and a plane, for which they calculated the ﬁeld distribution by a series
of point charges. From the electric ﬁeld at the tip surface, they computed the
current density distribution on the sphere based on a Fowler-Nordheim equa-
tion without image charge correction. Next, the current density at the sample
was obtained using the ratio of the emission area and the exposed area. The
exposed area was determined using the electron trajectories. The full-width
half-maximum of the current density distribution was used as a measure of
the electron beam radius on the sample. With this model, McCord and Pease
found that the minimal beam diameter depends on the tip radius and an op-
timal value for the ratio of tip-sample distance and radius, which was identiﬁed
for their conﬁguration [5]. Additionally, they pointed out that the beam radius
decreases if the electron energy is reduced [5]. My nanolithography program
(see chapter 5) is inspired by the studies of McCord and Pease but uses diﬀer-
ent numerical algorithms and a more realistic geometric model, since they did
not use a emission tip and completely neglected the resist layer. Additionally,
a systematic analysis of the physical values is part of this thesis.
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In their second paper, they performed a Monte Carlo simulation to investigate
two kinds of backscattered electrons at the sample surface without a resist
layer [6]. They called elastically backscattered electrons reﬂected electrons,
which have the same energy as the primary electrons hitting the sample in
the ﬁrst place. The secondary electrons are the ones, which are inelastic-
ally backscattered with energies between 2 and 20 eV . They assumed certain
backscattering rates and calculated the trajectories of the backscattered elec-
trons to determine if a broadening of the current density occurs. Thereby, an
assumption was made that approx. 30% of the primary electrons are reﬂected
independent on the exposed material for primary energies below 100 eV [6].
For the secondary electron emission coeﬃcient, they expect a value below 1.2
for energies below 100 eV and an energy distribution peak at around 2 eV [6].
Both reﬂected and secondary electrons are assumed to have an angular emis-
sion distribution, which can be described as a cosine distribution [6]. They
reported that an increase of the written pattern size might occur due to the
backscattered electrons since for radial distances at the samples above 10nm
from the maximum of the electron number density, the reﬂected electrons dom-
inate the electron density distribution. This would cause a proximity eﬀect as
known from EBL. McCord and Pease found that a decrease of the radius in-
creases the width of the electron density [6] using a constant-current mode.
This was explained by the increased tip-sample distance and by an increased
radial component of the electric ﬁeld relative to the vertical one. So, they con-
clude that broader tips will increase the line width but decrease the proximity
eﬀect due to a reduced range of reﬂected electrons. The secondary electrons
are found to be negligible since they have either insuﬃcient energy to expose
the resist or their number is not high enough to have an eﬀect [6]. This work
can be seen as the basis for the Monte Carlo simulation part of this thesis
(see chapter 6) related to the resist interactions, which includes elastic and
inelastic scattering events with variable scattering rates in the (ultra-thin) res-
ist layer to investigate the lithographic process. Since McCord and Pease's
study [6] only considered the eﬀect of the two types of backscattered electrons
without taking the scattering events inside a resist layer into account, the main
interaction paths were not investigated so far.
After a gap of around ten years, three groups published further theoretical
considerations on FE-SPL, which are Dobisz et al. [22, 23], Mayer et al. [77]
and the group of Wilder and Quate [32,75,76,118,119].
Dobisz et al. [22,23] used a ﬁnite-element type electron optics program to cal-
culate the electric ﬁeld distribution and the electron trajectories for a geometry
consisting of a sphere over a sample. In their case, the sample was covered
with a resist layer of diﬀerent thickness. Additionally, they considered a 1nm
thick water ﬁlm on top of the resist layer, which was treated as an additional
dielectric layer with a dielectric constant ε = 81. They reported that a 1nm
water layer has no signiﬁcant eﬀect electrostatically [23]. Since they did not
calculate the ﬁeld emission probability in this part of their study, the electrons
were considered to be emitted solely from the point of the tip apex with emis-
sion angles in the range of ±80◦. They found that by increasing the resist
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thickness, the electric ﬁeld will be increased for a constant tip-sample distance
and the electron energy at the resist surface will be decreased [23]. Addition-
ally, they used a ﬁeld emitter simulation code, which includes an analytical
model for the electric ﬁeld using a hyperbolic tip [22] . This electric ﬁeld dis-
tribution was used for the determination of the current density distribution
by a Fowler-Nordheim equation and a calculation of electron trajectories using
a ﬁnite-diﬀerence approach. From their simulations, they concluded that a
change of tip-resist distance has a larger eﬀect than a tip radius change. They
also expected that the line width will be controlled by the emission proﬁle at
the tip and the scattering inside the resist but could not prove it with their
approach, which is part of my thesis.
The publication of Mayer et al. [77] includes a three dimensional electric
ﬁeld calculation (taking the spherical symmetry into account) using ﬁnite-
diﬀerences, the determination of the current density distribution at the tip
using the Fowler-Nordheim eq. (3.2.20) and at the sample by applying an elec-
tron trajectory code. The beam diameter was deﬁned as 60% of the total
current [77]. In their systematic analysis, they describe the dependence of the
beam diameter on the bias voltage, tip-sample separation, work function and
diﬀerent tip geometries. The work of Mayer et al. [77] was extended here by
considerations of a resist layer and by using an experimentally proposed ap-
proach to predict the line width using a threshold value of the electron density
as explained in section 5.4.
Wilder et al. [32, 76, 118, 119] published mostly experimental results but also
a theoretical investigation [75]. They performed a numerical two dimensional
calculation for the electric ﬁeld distribution using a ﬁnite-element method al-
gorithm provided by the PDE toolbox of Matlab®. Beside the sphere-on-
a-cone geometry, they even include a resist layer but use only two tip-resist
distances, 1nm and 31nm. They assume the smaller distance to be a rep-
resentation of their contact-mode lithography, but since they use a set-up in
ambient conditions, a water meniscus [120] should have been taken into ac-
count for tip-sample distances below 5nm [121] or they should consider to
be already in the tunneling regime under vacuum conditions [122]. Based on
the electric ﬁeld distribution, they calculated the current density distribution
at the tip and used the electric ﬁeld lines as a measure for the electron tra-
jectories. Unfortunately, in their work, they did not present current density
distributions on the resist or sample surface. Their main theoretical result is
that the tip should be held in close proximity of a sample covered with a thin
resist layer to achieve good resolution [75].
To summarize, there are several diﬀerent approaches to describe the litho-
graphic process theoretically. All of them simulate the electric ﬁeld electro-
statically, which is mostly used to calculate the ﬁeld emission current density
at the tip and for the electron trajectory computation. However, not all of
them include a resist layer in their study and only one publication presents a
systematical investigation of the eﬀects of diﬀerent parameters like tip-sample
distance d, tip radius r, bias voltage U and work function Φ on the beam
diameter [77]. They used a deﬁnition commonly used for EBL, which does
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not include a threshold value for the current density, which was found exper-
imentally for our FE-SPL case. Only one group also considered the electron
energy as an inﬂuence for the resist patterning [22,23]. Finally, the scattering
approach of McCord and Pease [6] was not improved so far and the electron-
resist interactions were not studied in more detail.
My study extends the previous investigations by (a) considering the inﬂuence
of electron energy distribution inside the tip on the emission process; (b) calcu-
lating more realistic electron trajectories (compared to Wilder et al. [75]); (c)
including a resist layer with various thickness, local changes in the dielectric
constant and in the morphology; (d) including a Monte Carlo simulation cal-
culating the trajectories and scattering processes inside the resist layer, which
also considers the electric ﬁeld inside the resist.
It was argued previously that electrons may lead to a high amount of second-
ary electrons and large interaction volumes to due a series of scattering events
caused by the acceleration inside the resist layer [75]. However, this hypothesis
was not yet studied.
A systematic investigation of the inﬂuence of the parameters (tip radius, open-
ing angle, work function, voltage and tip-sample distance) was accomplished,
which leads to an analytical description of the ﬁeld-emission scanning probe
lithography process. From these study, optimal parameter ranges can be
deﬁned. The comparison with ﬁeld emission measurements enables a ﬁrst
evaluation of the theoretical model, which is presented in chapter 9.2.
The methodology and implementation are explained in the following part.
Part II
Mathematical methods and
implementation
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In this part, the implemented numerical model is described, consisting of
two main parts, namely the nanolithography program (chapter 5) and the
Monte Carlo simulation (chapter 6).
The nanolithography program includes all computational steps necessary for
determining the current density distribution at the surface of the resist and
sample, respectively. These are:
 Calculation of the electric ﬁeld: Due to the bias voltage applied between
tip and sample an electric ﬁeld is generated, which is computed using a
ﬁnite-element method approach for the electrostatic potential (see sec-
tion 5.1).
 Determination of the current density distribution at the tip surface: The
locally enhanced electric ﬁeld at the tip apex enables ﬁeld emission of elec-
trons, which is modelled by the Fowler-Nordheim theory (see section 5.2).
 Computation of electron trajectories from the tip to the sample surface:
The emitted electrons are accelerated towards the sample surface due
to the electric ﬁeld. The respective calculation is based on an one-step
Leapfrog algorithm (see section 5.3).
 Calculation of the current density distribution at the sample surface: For
the analysis the current or electron's density distribution is crucial, which
is gained from the current density at the tip and the ratio of emission and
exposure area (see section 5.4).
The main outcome of the nanolithography program is the electronic density
distribution at the sample surface in dependence of the parameters of the tip
(e. g., radius), external parameters (e. g., tip-sample distance) but also resist
parameters (thickness, etc.). The electronic density distribution leads to beam
diameter and line width for lithography. Furthermore, the energy distribution
at resist and sample surface are calculated.
The Monte Carlo simulation includes elastic and inelastic scattering events
(see sections 6.1 and 6.2, respectively) inside, and trajectories of interacting
electrons inside and outside (backscattered electrons) the resist layer. The
trajectories are calculated with an adapted version of the Leapfrog algorithm
explained in section 5.3. The simulation procedure is explained in section 6.3
whereas the criteria for termination of the simulation is introduced in sec-
tion 6.4. This simulation part leads to insights into the propagation of the
electrons and their interaction with the resist molecules. Here, the interaction
volume and the distribution of diﬀerent scattering events are analyzed.
Before these parts of the computation are explained in detail, the geomet-
rical model and the used assumptions are introduced in sections 4.1 and 4.2,
respectively.
Chapter 4
Model description and
assumptions
4.1 Geometrical models
The experimental set-up of the FE-SPL tool (shown in ﬁg. 2.2) consists of a
lot of components like piezoelectric actuators, electronics, ﬁeld-programmable
gate array, mechanical stage, etc. necessary for successful operation.
However, for the theoretical investigations presented here, the geometry con-
sists of only a metallic tip and a metallic sample as shown in ﬁg. 4.1. The
parameters describing the geometry of the tip are the radius r, the opening
angle γ and the tip length L. The geometric parameter adjustable during ex-
periments is the tip-sample distance d. The geometry shown in ﬁg. 4.1 is used
for the ﬁeld emission studies and for comparison with the ﬁeld emission exper-
iments. Additionally, it is used for investigations of ﬁeld-emission lithography
without including a resist layer.
Figure 4.1: Tip geometry used for resist-less studies. The tip-sample distance d, the tip
radius r, the opening angle γ and the length of the tip L = 50nm are marked.
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Figure 4.2: Tip geometry used for 3D simulations including a resist layer. The tip-resist
distance d, the resist thickness dl and the width b of the trench in the resist layer are marked.
The height h of the trench is set to dl in this example but was varied as well.
Beside the geometric parameters, the tip material is taken into account by the
work function Φ and two adjustable external parameters, i. e., the bias voltage
U applied at the sample and the writing speed v, are considered.
The model shown in ﬁg. 4.2 was used to consider the inﬂuences of the resist
layer. In addition to the already introduced parameters, the resist-layer thick-
ness dl, the width b and the height h of an existing trench are also taken into
account. The deﬁnition of the parameter d is slightly changed since it deﬁnes
the tip-resist distance rather than the tip-sample distance D = d+ dl because
it is more convenient for the discussions.
The resist layer is additionally characterized by its dielectric constant ε. Local
modiﬁcations of the resist material are considered by the dielectric constant
ε2. A locally modiﬁed resist layer is assumed to be the result of a previous
negative-tone lithography step, which yields to spatially deﬁned cross-linking
of resist molecules. Since there is nearly no swelling observed experimentally, a
constant resist layer thickness dl is assumed for this case, but diﬀerent feature
widths b are studied.
Besides the standard tips, two other tip types are tested in appendix B, which
are presumed to increase the resolution and/or the throughput of FE-SPL.
Figure 4.3: Tip geometry used for the investigations of the partially covered tips (left) and
the volcano-gated tips (right).
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Table 4.1: Standard parameter values and their variation ranges for computation.
Name Explanation Value Range
Internal tip parameters
rtip Tip radius 8.6nm 2 . . . 20nm
ltip Tip length (excl. rtip) 50nm −
γ Half opening angle of tip 20◦ 5 . . . 30◦
Φ Work function of tip (tungsten) 4.5 eV 2 . . . 6 eV
External parameters
d Tip-sample (or tip-resist) distance 10nm 10 . . . 100nm
U Bias voltage between sample and tip 50V 10 . . . 100V
v Tip writing velocity 1 µms 1 . . . 8
µm
s
τ Exposure time in case of dot patterning mode 1ms 1 . . . 1000µs
νcrit Threshold value for lithographic reaction 100
1
nm2 −
Resist layer parameters
dl Resist thickness 10nm 10 . . . 50nm
ε Dielectric constant of resist layer 3.7 1 . . . 10
ε2 Dielectric constant of feature in resist layer 6.6 1 . . . 10
b Trench width 20nm 2 . . . 100nm
h Trench height dl (0.2 . . . 0.8) · dl
co Cut-oﬀ energy for Monte Carlo simulation 10 eV 5 . . . 15 eV
Volcano-gated tip parameters
dv thickness of volcano gate 17nm −
hv gate-tip height diﬀerence (pos. value = buried tip) 0nm −20 . . . 20nm
lv tip-gate distance 50nm −
Φv work function of volcano gate 4.8 eV 2 . . . 6 eV
Partially covered tip parameters
dloc Thickness of cover layer 10nm 2 . . . 10nm
ξ Half angle of the cover layer opening 45◦ 5 . . . 50◦
εloc Dielectric constant of covering layer 3.9 2 . . . 10
A covered tip is deﬁned by the thickness dloc, the opening angle ξ and the
dielectric constant εloc of the covering layer (as shown on the left-hand side of
ﬁg. 4.3) whereas the volcano-gated tip is deﬁned by the distance lv, the height
diﬀerence hv between gate and tip, and the volcano gate thickness dv (depicted
on the right-hand side of ﬁg. 4.3). The work function Φv and the bias voltage
Uv between volcano gate and sample are considered as well.
In table 4.1, all used parameters are listed with their standard values together
with the considered range of variations.
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4.2 Assumptions
After introducing the geometry of the theoretical model and the used para-
meters, the assumptions are summarized in this section. The following bound-
ary conditions and assumptions are used within the nanolithography and the
Monte Carlo program:
 Modiﬁcations of sample and resist properties due to contaminations and
imperfections are not considered, i. e., an isotropic resist material and ﬂat
sample and resist surface are used.
 We assume vacuum conditions and neglect the unavoidable water ﬁlm
on and partially in the resist layer in ambient conditions. The study of
Dobisz et al. [23] includes a water ﬁlm in their electrostatic calculation
but found a negligible eﬀect. However, a change of the water ﬁlm shape
is expected due to the electrostatic ﬁeld, which leads to a water menis-
cus under certain conditions [33]. The accompanied charge and dipole
re-allocations would inﬂuence the electrostatic calculation and chemical
reactions would be enabled due to the presence of water aﬀecting the
presumed resist modiﬁcations.
 The assumption of low temperatures (T → 0) and cold processes are
used, thus, the standard Fowler-Nordheim equation [98] is applied and
any heating eﬀect due to electronic or other interactions is neglected. This
might be justiﬁed by low emission currents and the diﬀerence between the
thermal energy of room-temperature (th ≈ 0.03 eV ) and expected elec-
tron energies (kin ≥ 10 eV ). (Only the advanced 3D model in chapter 7
uses the temperature-dependent Fowler-Nordheim equation.)
 The eﬀect of protrusions and contaminations of the tip and its crystal
structure (due to spatially dependent work function of the tip) was neg-
lected as well as any quantum conﬁnement of electronic tip states [117]
since the tip radii are r ≥ 2nm. An adaption of the standard Fowler-
Nordheim theory [115,116] to account for the tip shape was not included.
 A ballistic transport of electrons between tip and sample is assumed since
the tip-sample distance is in the range of tens of nanometer. The time
of ﬂight for an electron with kin = 10 eV is below 100 fs, which is much
shorter than our estimation of the average time between two emitted
electrons of about 7ns. Additionally, the mean free-path in air (ambient
conditions) is well above 100nm (see chapter 3). This also justiﬁes the
assumption of a (quasi-) steady state.
 Charge eﬀects in the tip [123, 124], the resist and the sample were neg-
lected due to the low currents.
 Dirichlet boundary conditions were applied at sample (φ = U) and tip
surface (φ = 0) and von-Neumann boundary conditions at the bottom of
the tip and at the sides of the simulation box [125].
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 It is assumed that the inelastic scattering inside the resist is treatable as
elastic electron-electron scattering [126].
 In the Monte Carlo simulation, a constant binding energy was assumed
within the resist layer. Scattering of electrons with energies below the
binding energy is taken to be negligible, i. e., these electrons move bal-
listically through the resist.
 No emission from dielectric layer covering the emission tip is taken into
account in the respective investigation (section B.2).
 Classical corpuscles are used as representations of the electrons for the tra-
jectory calculation since the de Broglie wavelength λ = h/p = h/
√
2mkin
[127] of electrons, even for 10 eV , is below 0.5nm.
 Scattering mechanisms at the sample, the volcano gate and the tip are
not included. Especially for the computation of volcano-gated tips, the
trajectories of electrons hitting the gate were only computed up to the
gate surface since the scattering at the gate is not included. The scattering
at or in the sample was also neglected in the Monte Carlo simulation since
the energy of the electron at the resist-sample interface is presumed to be
below the binding energy.
Chapter 5
Nanolithography program
In this chapter, the nanolithography program consisting of the calculation of
the electric ﬁeld (section 5.1), the ﬁeld emission current density (section 5.2),
the trajectories of electrons (section 5.3) and the current density at sample
and/or resist surface (section 5.4) is explained.
5.1 Electrostatic ﬁeld calculation
The electric ﬁeld is calculated from the electrostatic potential by ~E = −∇ϕ.
Thereby, ϕ is determined by solving the two dimensional Laplace's equation
∆ϕ = 0 [128, 129] using the partial diﬀerential equation (PDE) toolbox from
Matlab® [125]. This is a ﬁnite-element method calculation tool box for dif-
ferent kinds of PDE systems [125]. Thereby, the partial diﬀerential equation,
in a general form, is given by
−∇ (c∇u) + a u = f (5.1.1)
using a two dimensional ∇-operator.
Here, two diﬀerent models regarding the representation of the tip were ap-
plied. The ﬁrst one is a straight-forward two dimensional model in Cartesian
coordinates (x, z) for Laplace's equation [130]
∆ϕ =
(
∂2
∂x2
+
∂2
∂z2
)
ϕ = 0 . (5.1.2)
Such an approach was already published by Soh et al. [75] but the tip is actu-
ally modelled as a blade rather than a tip.
In the second more realistic approach, the rotational symmetry (i. e., ϕ(r, z, φ) =
ϕ(r, z)) of the tip is exploited. In this case, Laplace's equation in cylindrical
coordinates (r, z) [130]
∆ϕ =
(
1
r
∂
∂r
(
r
∂
∂r
)
+
∂2
∂z2
)
ϕ = 0 (5.1.3)
was used. Mayer et al. published this approach in their work [77] but used a
ﬁnite-diﬀerence rather than a ﬁnite-element method. The implementation of
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eq. (5.1.3) with Matlab®'s PDE toolbox was done by setting the parameters
of eq. (5.1.1) according to
c =
(−x 0
0 −x
)
a = 0 f = 0 . (5.1.4)
For all computations, the sample and the tip were set to a ﬁxed bias voltage
using Dirichlet boundary conditions. For the other boundaries, von-Neumann
boundary conditions were used.
Regarding the computation of the electric ﬁeld, one has to deal with two
largely diﬀerent length scales: the tip-sample distance is in the range of d ∈
[10, 100]nm, while the tip length L is typically 6 to 9µm. Thus, the number
of elements for a simulation covering the whole system with a spatial resolu-
tion capable of accurately representing the tip-sample distance would be huge.
Fortunately, the highest electric ﬁeld strength and so the highest ﬁeld emission
probability is obtained at the tip apex. Consequently, the complete tip does
not need to be considered. A reduced tip length of L˜ = 50nm was used to-
gether with von-Neumann boundary conditions at the bottom of the nanotip,
which simulates a tip length L → ∞. Obviously, this reduces the simulation
box dramatically and, thus, the computational eﬀort and time.
A typical geometry was shown for the ﬁnite-element method calculation ex-
ecuted by the PDE toolbox of Matlab® for the resist-less case in ﬁg. 4.1 and
including a resist layer in ﬁg. 4.2. The dielectric properties of the resist layer
are included by using a modiﬁed c parameter given by
c =
(−εx 0
0 −εx
)
(5.1.5)
inside the resist layer and the one given in eq. (5.1.4) otherwise. The parameter
f and a remain unchanged since no electric charge movement is included.
The special cases of a covered tip, and a tip surrounded by a volcano gate are
plotted in ﬁg. 4.3. The layer partially covering the tip is approximated by a
dielectric material and treated like a resist layer whereas the volcano gate is
set to a potential φv using Dirichlet boundary conditions. The gate potential
is applied to achieve either focusing or defocusing of the electron beam [20].
The electric ﬁeld strength is calculated by ~E = −∇ϕ, which is used for the
solution of the Fowler-Nordheim equation [77,94,95] described in the following
chapter.
5.2 Fowler-Nordheim emission
Based on the electric ﬁeld strength ~E at the tip surface calculated by a ﬁnite-
element method, the ﬁeld emission current density can be determined.
The following two approaches are used. In the ﬁrst, the Fowler-Nordheim
equation (3.2.20) of Mayer et al. [77] is used
J(E,Φ) = A
E2
Φ
exp
(
B
Φ1/2
− C Φ
3/2
E
)
, (5.2.1)
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where A, B and C are constants taken from [77, 106]. The values can found
in table 8.1. A derivation of eq. (5.2.1) can be found in section 3.2 explaining
also the assumptions (T → 0, etc.) used. Here, E and Φ are (the absolute
value of) the electric ﬁeld and the work function, respectively. In the case of a
parallel-plate capacitor, i. e., a ﬂat emitter surface (instead of an emitter tip),
the electric ﬁeld would be constant [77, 94, 95]. For the non-ﬂat geometry of
the tip, this is not valid. Thus, the current density J(E(~rtip), Φ) has to be
calculated for each point at the tip surface. Therefore, a non-uniform discret-
ization at the tip surface is used, which is adapted to the strength of the ﬁeld
emission and thus the ﬁnest mesh is used for the tip apex. The grid points
represent so-called emission spots, on which the current density is calculated
based on the local electric ﬁeld strength. The spot area Atip around these emis-
sion spots is used to calculate the electron number and total current emitted
from each emission spot. Since the electron number must not change between
tip and sample (beside electrons leaving the simulation box), it can be used to
calculate the current density at the sample surface.
In the second approach, the distribution of the initial velocities of electrons in-
side the nanotip is considered as well. Note, for a ﬂat emission area, i. e., a con-
stant electric ﬁeld, the integration over the initial velocities lead to eq. (5.2.1)
(see section 3.2). For the curved shape of the nanotip, the integration is only
analytically achievable, if an analytical model exists describing the non-uniform
electric ﬁeld at the tip surface. Nevertheless, the emission current density can
be given by
J =
16 eme
√
3in cos
2 θ (Φ− F + in cos2 θ)
~3 (Φ + F )
(
1 + exp
(
in−F
kBT
)) ×
exp
−4
√
2me (Φ + F − in cos2 θ)3
3e~E
v(in, E,Φ)
 cos θ sin θ din dθ dφ .
(5.2.2)
Here, in, θ and φ are the initial electron energy, the polar, and the azimuthal
angle, respectively. The physical constants are the electron charge e, Planck's
constant ~ = h
2pi
, the Fermi energy F and Boltzmann's constant kB. The
temperature T was set to 300K. By the help of this formula, the inﬂuence of
the diﬀerent angles and energy values around F can be studied (see chapter
7).
Additionally, the image potential v(, E,Φ) needs to be included. Here, two
diﬀerent approximations are compared. The ﬁrst one was found in [99] where
the following expression is used
vG(, E,Φ) =
√
1− yˆ0 E
1/2
Φ + F − in cos2 θ . (5.2.3)
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The second approximation for an image correction formula
vS(, E,Φ) = 0.95− yˆ20
(
E1/2
Φ + F − in cos2 θ
)
(5.2.4)
was published by Spindt et al. [106]. In both variants, the constant yˆ0 =√
e3√
4pi ε0
≈ 1.2 nm1/2eV
V 1/2
was used, which was introduced in section 3.2.
It is notable, that the deﬁnition of the electric ﬁeld strength E for the Fowler-
Nordheim theory is ambiguous, since the electric ﬁeld is not constant, i. e., it
changes within the tunneling distance inﬂuencing the actual tunneling barrier.
However, this eﬀect is neglected here since it is assumed that the deviation of
the electric ﬁeld is negligible.
5.3 Electron trajectory calculation
The next step after calculation of the density distribution of the emitted elec-
trons at the tip is the computation of the electron trajectories to the sample
to determine the electron density distribution at the sample surface. This cal-
culation is based on a one-step Leapfrog algorithm, which is used to solve the
equation of motion for electrons in the electric ﬁeld, i. e., with an acceleration
~a(~r) = e
~E(~r)
m
:
~x(t) =
~a(~x(t))
2m
t2 + ~v0(~x(t)) t+ ~x0(~x(t)) . (5.3.1)
To solve this non-linear equation, the time is discretized. The position and the
velocity are calculated separately by
~x(t+ ∆t) = ~x(t) + ~v(t) ∆t+
1
2
~a(t)) ∆t2 ,
~v(t+ ∆t) = ~v(t) +
~a(t+ ∆t) + ~a(t)
2
∆t . (5.3.2)
The initial position for the trajectory calculation is the position, at which
the electrons leave the tunneling barrier. Thereby, the width of the tunneling
barrier varies for the diﬀerent emission spots due to the non-uniform electric
ﬁeld. The trajectories are calculated until the sample surface is reached. The
crossing of a trajectory and the sample or resist surface deﬁnes the respective
exposure spot. From all exposure spots and the correlated exposure areas
together with the current density distribution at the tip, the lithographically
relevant values at the resist or sample surface can be obtained. These are the
current density distribution at the sample surface, the electron beam diameter,
and the line width. Their determination is described in the next section.
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5.4 Current density at the sample surface and deﬁnitions
of measures for lithography
Based on the current density at the tip surface and the trajectories of the
electrons, the current density at the sample and resist surface can be obtained,
respectively. Due to the conservation of the electron number, i. e., constant
electric current, the current density distributions at the tip Jtip and at the
sample Jsam are related by the following formula [5, 109]:
JtipAtip = JsamAsam , (5.4.1)
where Atip and Asam are the emission spot area and the corresponding exposure
area, respectively. The spot areas are deﬁned by the discretization of the
nanotip, i. e., by choice of the emission spots. The corresponding exposure
areas are speciﬁed by the trajectories of the electrons as shown in ﬁg. 5.1. The
geometry of the tip deﬁnes the emission spot areas, which can be computed
by
Atip =
{
pi (r1 + r2)
√
(r2 − r1)2 + h2 pi , for cone
2pi rtip h , for sphere
. (5.4.2)
Here, sphere and cone represent the respective parts of the emission tip. h
is the height of the section of the cone or the sphere, r1, r2 and rtip are the
smaller and the larger radius of the cone as well as the radius of the sphere,
respectively.
The exposure area on the sample is given by
Asam = pi(R
2
2 −R21) , (5.4.3)
with the smaller (larger) radius R1 (R2) of the annulus at the sample.
The current density distribution at the sample (eq. (5.4.1)) can be used to
analyze the expected width of the lithographic patterns. Diﬀerent measures
are typically used, which focus either on the electron beam or on the interaction
with the resist. The ﬁrst is termed beam diameter and the latter line width.
The beam diameter is deﬁned by the position, at which the current density
distribution is decreased to a certain value of the maximal value [5,77]. Here,
the following version is used:
db = 2 rsam
∣∣∣∣
Jsam/max(Jsam)=1/e
(5.4.4)
The beam diameter deﬁnition (5.4.4) does not include the actual electron num-
ber or density or energy necessary to obtain resist modiﬁcations. To account
for resist modiﬁcations, the line width is used. It is deﬁned by a threshold
for the density of electrons or for the electron energy density. It is assumed
that the time scale used for the calculation of electron number and energy
is to be larger than the relaxation times within the resist. Experiments by
Kästner et al. [13, 131] lead to the assumption that a threshold value ncrit of
the electron density exists. For electron densities below this threshold value no
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Figure 5.1: Schematics of the corresponding areas at the tip and the sample surface (an
example is marked in magenta). Additionally, the trajectories (grey lines) which conects the
areas are drawn. The trajectories start at the emission spots (blue dots on the tip) and end
at the exposure points (blue spots on the sample). The boundaries of the areas are marked
with red crosses.
modiﬁcation of the resist layer occurs, which was not considered by the pre-
vious theoretical investigations [5, 6, 22, 23, 75, 77]. The minimal value would
be one electron, which is able to inelastically scatter with the resist molecules
and thus, trigger a lithographic reaction. For typical FE-SPL parameters and
resists (thickness of about 10nm), a surface electron density value of about
100 electrons per 1nm2 was estimated to be the threshold for direct ablation
process [13, 131]. The value for negative-tone patterning is smaller due to the
higher sensitivity for negative-tone patterning of the resist normally used [13].
For the theoretical investigations, the value of 100 electrons per nm2 is used if
not stated explicitly.
For the calculation of the electron density from the current density, a pixel
exposure time tpix is deﬁned. The pixel size is obtained from the current dens-
ity distribution since a continuous tip movement over the sample surface is
assumed. The pixel size is deﬁned by 2σ (standard deviation) assuming a
Gaussian shape for the current density distribution [32]. By using the deﬁni-
tion (5.4.4), the standard deviation is equal to the beam diameter, i. e., σ = db.
The exposure path through the pixel leads to the pixel exposure time tpix for
a given tip and for a patterning velocity v:
tpix = 2 db/v . (5.4.5)
The electron (number) density distribution ne is obtained from the current
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density distribution by
ne =
Jsam
e
tpix , (5.4.6)
where e is the elementary charge. The line width w is determined by the
intersection of the electron density distribution ne and the threshold value
ncrit:
w = 2 rsam
∣∣∣∣
ne=ncrit
. (5.4.7)
Both, the beam diameter db and the line width w are used as measures for the
experimentally observed feature width (chapter 10). In the next chapter, the
Monte Carlo simulation is explained, which uses the current density distribu-
tion as initial condition.
Chapter 6
Monte Carlo simulation
This chapter presents the implementation of the Monte Carlo simulation of
electrons inside the ultra-thin resist layer with thickness values in the range of
2 to 50nm, which also takes the electric ﬁeld into account. These will be used
to calculate the actual electron number density inside the resist layer, which
can be modiﬁed due to secondary electron generation. Its average spread in
the resist is used to estimate the line width during lithography experiments.
The results will be shown in the section 10.4.5.
The initial condition for the Monte Carlo simulation is the electron density
distribution calculated with the nanolithography model described in the pre-
vious chapter. Three basic physical interactions need to be taken into account:
elastic scattering, inelastic scattering and boundary crossings, i. e., interactions
near interfaces between two materials [132].
The elastic scattering describes interactions of incident electrons without an
energy transfer whereas inelastic scattering results in an energy loss of the
incident electrons. The incident electrons are also termed primary electrons.
The implemented calculation for the elastic cross section and the elastic mean
free path is explained in section 6.1.
Two diﬀerent inelastic scattering mechanisms are taken into account in this
thesis. In the ﬁrst one, the incident electron transfers a part of its energy to
excite but not ionize the resist. In the second mechanism, the incident electron
ionize the resist by generation a a so-called secondary electron. Both cases dif-
fer in the energy transferred from the incident electron to the resist. If the
energy loss ∆E of the incident electron exceeds the ionization energy, the
resist atom or molecule is ionized (mechanism 2), otherwise it is only excited
(mechanism 1). The approach for the inelastic mean free path is described in
section 6.2.
Boundary interactions describe the physical processes at the interface of two
materials. Here, we have two interfaces to consider: the air-resist and the
resist-sample interface. Backscattering at the resist-air (vacuum) interface is
not considered by using an extra boundary term but treated as elastic and
inelastic scattering events since the transmission of low-energy electrons is
usually higher than expected using layer-by-layer or continuum models [133].
At the resist-sample interface scattering is not included since the probability
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of backscattering is assumed to be low for two reasons. First, the main energy
loss will take place near the resist surface because the inelastic scattering mean
free paths are less than 1nm in the considered energy range. Thus, the elec-
trons crossing the resist-sample boundary typically have energies below the
ionization energy. For these low energies, the probability of back-scattering
is strongly reduced. Secondly, it is assumed that the probability to ﬁnd an
electron, which is backscattered at the sample and additionally decelerated by
the electric ﬁeld, having a higher energy than the binding energy (i. e., cut-oﬀ
energy), is also low. Since the focus of the thesis is on the lithography, i. e.,
the resist modiﬁcation, only the backscattered electrons, which have an energy
above the cut-oﬀ energy are crucial since only these are allowed to scatter in-
elastically within the model. The conditional probability that an electron is
backscattered and has enough energy to be scattered in the resist, is expected
to be negligible in the FE-SPL case and, thus, backscattering of electrons from
the sample is not included, i. e., the sample is treated as an ideal electron sink.
Between scattering events, the electrons are assumed to move ballistically, in-
ﬂuenced only by the electric ﬁeld. Therefore, the algorithm of the electron
trajectories, described in section 5.3, is adapted by the use of a limited step
size and the inclusion of backscattering, i. e., calculation of the electron tra-
jectory in air starting from the resist until it hits the resist again or leaves the
simulation box.
The Monte Carlo simulation (s. section 6.3) is completed, when all electrons
left the resist layer after several scattering events, i. e., they were absorbed at
the sample surface or left the simulation box.
To achieve statistically relevant results, the Monte Carlo simulation is repeated
until the termination criteria is fulﬁlled. This criteria is introduced in section
6.4.
6.1 Elastic scattering process
A wide variety of elastic scattering cross-section models are used in Monte
Carlo simulations for energies above 100 eV like Rutherford [134,135] or Mott
cross-sections [132,136]. A fundamental change of the characteristics of elastic
electron scattering takes place when the de Broglie wavelength of the electron
exceeds the interatomic distances as well as the Mott mean free path [132]. The
elastic scattering is changed from a particle-like scattering into Bloch wave-like
scattering with an increased mean free path [137].
However, the inelastic mean free path exhibits a minimum for energies between
30 and 100 eV whereas the elastic mean free path remains almost constant
[132]. In the energy range relevant for FE-SPL, i. e., between 10 and 100 eV ,
inelastic scattering is assumed to be the dominant process. That means, only
up to 3% diﬀerence should occur if the elastic scattering is completely neglected
[133].
Compared to the large amount of studies for energies above 100 eV , there
are only a few publications for electron energies below. Therefore, a ﬁtting
procedure was applied using various experimental and theoretical data sets
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and a simple model based on a Wentzel-like potential (also called screened
Coulomb or Yukawa potential). This simple analytical model [126] will be
described ﬁrst before explaining the ﬁtting procedure.
Due to the low energy of the electrons of up to 100 eV , relativistic eﬀects are
negligible for this study. Based on the non-relativistic Schrödinger theory of
electron scattering on a central potential V (r) [126], the scattering amplitude
f dependent on the scattering angle θ can be described by
f(θ) =
2m
~2 q
∫ ∞
0
dr r sin(qr)V (r) . (6.1.1)
Here, ~~q is the momentum lost/gained by the incident electron and m the free
electron mass. By inserting the Wentzel-like potential
V (r) = −Z e
2
r
exp
(
−r
a
)
, (6.1.2)
with the parameter a = a0/Z1/3, the scattering amplitude becomes to
f(θ) =
2mZ e2
~2 q
q
q2 + (1/a2)
. (6.1.3)
Here, Z is the atomic number of the resist, e is the electron charge and a0 is
the Bohr radius. Thus, the diﬀerential cross-section (ratio of particle ﬂux per
unit time scattered into the solid angle dΩ and incident ﬂux) is given by
dσel
dΩ
= |f(θ)|2 = Z
2 e4
42
1
(1− cos θ + α)2 , (6.1.4)
with the screening parameter
α =
me4pi2 Z2/3
h2 
. (6.1.5)
Here, the relation between momentum ~~q and the kinetic energy  of the
incident electron
~2 q2
2m
= (1− cos θ) (6.1.6)
was used. By integration of the diﬀerential elastic cross section, the total
elastic cross section can be obtained
σel =
pi Z2e4
2α(2 + α)
(6.1.7)
and, thus the elastic mean free path
λel =
1
Nσel
=
2α(2 + α)
Npi Z2e4
. (6.1.8)
Here, N is the number of atoms per unit volume in the resist material. The
derivation is well explained in several publications [126,138].
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The diﬀerential elastic cross section (eq. (6.1.4)) as well as the elastic mean free
path (eq. (6.1.8)) are functions needed for the implementation of the Monte
Carlo simulation, which will be explained in section 6.3.
Another approach for the elastic mean free path based on experimental and
theoretical data. However, up to my knowledge, there are no studies based on
calixarene resist (C56H72O12), in which the elastic mean free path in the wanted
energy range between 0 and 100 eV are reported. Therefore, the approach
proposed by Tan et al. [136] was used to determine the elastic cross-section.
In this approach, the elastic scattering cross sections σi of the elements of the
resist material and their stoichiometric fraction xi are combined to obtain the
total elastic cross section:
σtot =
∑
i
xi σi . (6.1.9)
The elastic cross-sections of the elements were obtained from two dimensional
ﬁts to experimental and theoretical data for the elements hydrogen, oxygen
and carbon in the respective energy range  ∈ [0, 100] eV and the angular
range [0◦, 180◦].
The main source was the NIST electron elastic-scattering cross-section data-
base [139141]. The database includes theoretically obtained data sets from
many diﬀerent elements including the total and diﬀerential elastic scattering
cross section. The energy range is from 50 eV to 20 keV and the angular range
from 0◦ to 180◦.
Since the elastic mean free path is also needed for energies below 50 eV , comple-
mentary experimental data were added. The experimental data were chosen
to match the theoretical data and to avoid ﬁtting artefacts, thus data from
refs. [142148] were not used. For hydrogen, data from the studies of Srivast-
ava et al. [149] and from Callaway and Williams [150] were used. Callaway and
Williams compare in their work experimental and theoretical data for atomic
hydrogen. The paper of Shyn and Sharp [151] provided data for molecular oxy-
gen from 2 to 200 eV , which were similar to the ones from the NIST database
above 50 eV . The data set of Tanaka, Srivastava and Chutjian was used for
carbon [152]. To obtain a complete data set of elastic mean free path λel and
the diﬀerential elastic scattering cross section in the energy range [10, 100] eV
and the angular range [0◦, 180◦] the above mentioned data were ﬁtted by two
dimensional polynomials up to the ﬁfth degree.
As mentioned above the inelastic scattering process is assumed to be dominant
compared to the elastic scattering. By comparing the results obtained by the
two elastic scattering approaches (using a Wentzel-like potential and the ﬁt
procedure), the inﬂuence of the elastic scattering in this energy range can be
estimated.
6.2 Inelastic scattering processes
Most data of electronic scattering cross-sections, stopping powers or mean
free paths in literature deal with energy ranges above 100 eV since they are
mostly related to scanning electron microscopy and lithography. Phononic
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scattering is the most important process for the low-energy electron models
for metals or semiconductors/insulators. For amorphous materials phonon
scattering might occur for energies below 1 eV [153]. Furthermore, the acoustic
and optical phonon energies are not known for our resist material. Thus,
phononic interactions are not considered in this Monte Carlo approach.
For organic compounds, a universal curve for the inelastic mean free path λinel
is suggested from empirical data analyzes [133, 154]. This can be explained
by the fact that the electron scattering probability for low energies depends
on the product of the electron density of the occupied states (∝ n(F )) and
the unoccupied states (∝ n(F )). Since the inelastic mean free path is the
inverse of the scattering probability, it will be proportional to λinel ∝ −2 for
electron scattering in the low-energy regime [133, 155]. The same dependence
was derived by Quinn using a self-energy approach [156].
However for energies above 75 eV a least squares analysis showed that the
inelastic mean free path is described by
√
 [133]. Therefore, the relation
suggested by Seah and Dench is used
λinel() =
A
2
+B
√
 , (6.2.1)
with the proposed parameters A = 31nmeV and B = 0.087nm
√
eV for
organic compounds [133].
6.3 Monte Carlo implementation
Here, a modiﬁed version of a Monte Carlo simulation described by Dapor [126]
was applied.
The ﬂow chart of the Monte Carlo simulation is shown in ﬁg. 6.1. The in-
put parameters at the start of each Monte Carlo simulation are found by the
nanolithography program (chapter 5) using the same tip parameters (radius,
material and opening angle) and external parameters (tip-sample distance, bias
voltage and writing velocity). The input parameters, i. e., distribution of the
electron impact positions and velocities as well as of the current density at the
resist surface, deﬁnes the start of the simulation. As shown in ﬁg. 6.1, before
the ﬁrst Monte Carlo step begins, the ﬁrst scattering position is determined
based on the step length ∆s and the calculated trajectories of the electrons.
Based on the energy 0 of the electron at the time t0 (before the Monte Carlo
step), the elastic and inelastic mean free path, λel,0 = λel(0) (eq. (6.1.8)) and
λinel,0 = λinel(0) (eq. (6.2.1)), are determined as described in sections 6.1 and
6.2, respectively. These are needed to calculate the probability of elastic and
inelastic scattering. The probability of an inelastic scattering event is equal to
Pinel =
λ−1inel,0
λ−1el,0 + λ
−1
inel,0
=
λel,0
λel,0 + λinel,0
. (6.3.1)
If a random number z1 ∈ [0, 1] drawn from an uniform distribution is less than
or equal to Pinel, the collision will be inelastic otherwise elastic.
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Figure 6.1: Flowchart of the Monte Carlo simulation.
For an elastic scattering event, the stoichiometric ratio of elements in a calix-
arene molecule determines the target element [136]. Therefore, another uni-
formly distributed random number z2 ∈ [0, 1] is used. Next, the scattering
angles are determined. The azimuthal angle φ′el is drawn from a uniform dis-
tribution between 0 to 2pi. The selection of the polar angle θ′el is based on the
probability of the electron to be scattered elastically into a range from 0 to θ′el
P (θ′el) =
2pi
∫ θ′el
0
dσel
dΩ
sin(ϑ)dϑ
σel
. (6.3.2)
By using tabulated values of P (θ′el), the polar angle θ
′
el is obtained from an
uniformly distributed random number z4 ∈ [0, 1] as proposed by Dapor [126].
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Since the polar and azimuthal angles are given in natural coordinates of the
electron trajectory, they have to be transformed into the global coordinate
system, i. e., φel and θel1. The energy 0 is used to determine the velocity
vector ~vel after the elastic scattering event
~vel =
√
20
m0
sin θel cosφelsin θel sinφel
cos θel
 (6.3.3)
in case of an elastic scattering event.
For an inelastic scattering process, the scattering angles and the kinetic ener-
gies are determined for both the primary and secondary electrons. Here, the
inelastic electron-atom scattering is treated as an elastic electron-electron col-
lision, in which the primary electron is scattered at a motionless electron [126].
Additionally, the binding energy of the motion-less electron is considered. Ful-
ﬁlling momentum conservation, the azimuthal angles are given by φ′2 = 2pi z5
and φ′1 = φ
′
2 − pi and the polar angles by θ′2 = z6 and sin θ′1 = cos θ′2, with uni-
formly distributed random numbers z5 and z6 between 0 and 1. From energy
conservation, the energy loss ∆ = 0 cos θ′2 of the primary electron and the
kinetic energy of the secondary electron 2 = ∆−co can be determined. Here,
the cut-oﬀ energy co is set to the estimated ionization energy of a calixarene
molecule of 10 eV . If the energy transferred from the primary to the secondary
electron does not exceed the cut-oﬀ energy (i. e., 2 < 0), it is assumed that the
secondary electron is only excited and not ionized. After transformation into
global coordinates, the velocities of the primary and the secondary electron
are given by
~v1 =
√
2(0 −∆
m0
sin θ1 cosφ1sin θ1 sinφ1
cos θ1
 (6.3.4)
and
~v2 =
√
2(∆− co)
m0
sin θ2 cosφ2sin θ2 sinφ2
cos θ2
 . (6.3.5)
On the basis of the velocity after scattering and the location of the scattering
event, trajectories of the primary electron and the potentially generated sec-
ondary electron are computed by a Leapfrog algorithm taking the electric ﬁeld
~E into account (as described in section 5.3). At ﬁrst, the step length ∆s
∆s = −λ ln(z7) (6.3.6)
is obtained from the total mean free path λ
λ−1 = λ−1el + λ
−1
inel . (6.3.7)
Here, z7 ∈ [0, 1] is another random number drawn from a uniform distribution.
The electron elastic and inelastic mean free paths, λel and λinel, are obtained
1In ﬁg. 6.1, φel and θel are given as φx and θx with x = C,H,O representing the element of the target.
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using the energies after the scattering event. To account for the nonlinear
shape of the trajectories due to the inﬂuence of the electric ﬁeld strength ~E,
the step length ∆s is divided in N steps. Thereby, the position vector for the
next scattering step is given by ~r(t) = ~r(t0 + N∆t). Both, the primary and
secondary electrons, are considered for subsequent scattering events.
If a scattered electron crosses the resist surface, i. e., if it is backscattered,
the total mean free path outside the resist is assumed to be inﬁnity. The
trajectory of the backscattered electron is computed until the electron reaches
the resist surface again or leaves the simulation box. Due to the electric ﬁeld,
backscattered electrons are accelerated towards the resist surface. When the
backscattered electron reaches the resist surface, the next scattering event
takes place after a propagation length ∆s starting at the resist surface. This
is the same procedure like for the ﬁrst scattering event inside the resist layer.
Since a single cantilever tip is considered, we do not use periodic boundary
conditions to represent the experimental situation, i. e., if an electron hits the
simulation box, it is not further considered.
As seen in ﬁg. 6.1, the above described Monte Carlo step is repeated until
all electrons (primary and secondary ones) are reached the sample or left the
simulation box. This terminates a Monte Carlo run. Each Monte Carlo run of a
Monte Carlo simulation starts using the same electron distribution at the resist
surface obtained from the nanolithography program for a certain parameter
set. After one Monte Carlo run is terminated, another run is computed to
get a statistical average of the electron distribution at the resist layer and at
the resist-sample interface (see ﬁg. 6.1). The question for the Monte Carlo
simulation, is how many runs n are necessary to obtain a good measure of the
wanted distribution. To answer this question, one need to ﬁnd a criterion for
the termination, which is described in the following section. The outputs of the
simulation are averaged distributions of the electron number, their positions
and velocities, which are analyzed in section 10.4.5.
6.4 Termination criterion for the Monte Carlo simulation
The criterion, which terminates the Monte Carlo simulation is based on the
deviation of the distribution obtained from the Monte Carlo simulation from
the real one. Since the real distribution is not known, an estimator for the
deviation has to be found. The physically relevant properties are mathemat-
ical probability density functions f(r). However, the cumulative distribution
function
F (r) =
∫ r
0
f(s) ds (6.4.1)
is more advantageous since it converges, and it is bounded to the range between
0 and 1, if the probability density function is normalized [157]. To compute
a measure for the error between the real value of the cumulative distribution
function F and the estimator Fˆ , standard stochastic methods for (statistical)
data samples are applied. For a chosen value of the radius r and a speciﬁc
data sample i, the expected value (or expectation or mean) for the estimator
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is equal to [158]
E(Fˆi(r)) = F (r) . (6.4.2)
The expected value of the arithmetic mean of the estimator F n = 1n
∑n
i=1 Fˆi
[158] is given by
E(F n(r)) =
1
n
n∑
i=1
E(Fˆi) = F (r) . (6.4.3)
The variance of the arithmetic mean can be calculated by
Var(Fn(r)) =
1
n
Var
(
Fˆi(r)
)
≈ 1
n
1
n− 1
n∑
i=1
(
Fˆi(r)− F n(r)
)2
=
1
n
s2n(r)) , (6.4.4)
with the (unbiased) sample variance s2n =
1
n−1
∑n
i=1
(
Fˆi(r)− F n(r)
)2
. There-
fore, for each value of the radius r, the real cumulative distribution function
can be estimated by
F (r) = F n(r)± 1√
n
sn(r) . (6.4.5)
Since not only certain points of the cumulative distribution function shall be
compared but rather the complete distribution, the L2 norm is applied:
‖F (r)‖2 =
√∫ ∞
0
|F (r)|2 dr . (6.4.6)
The expected value of the squared L2 norm is given by [157]:
E‖F − F n‖22 = E
∫ ∞
0
|F (r)− F n(r)|2 dr (6.4.7)
≈ E
Nr∑
k=1
(
F (rk)− F n(rk)
)2
(rk − rk−1)
=
Nr∑
k=1
Var(Fn(rk))(rk − rk−1)
≈ 1
n
Nr∑
k=1
s2n(rk)(rk − rk−1)
and depends on the number n of the used data sets. The integral is approxim-
ated by a sum over Nr subintervals (r0 = 0 < r1 < · · · < rNr <∞) and the lin-
earity of the expected value, the deﬁnition of the variance Var(f) = E(f−E(f))2
as well as eqs. (6.4.3) and (6.4.4) are used.
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The upper bound of the measure (6.4.7) can be estimated by setting s2n(rk) = 1
(s2n(rk) ≤ 1∀rk), which yields
E‖F − F n‖22 ≤
R
n
(6.4.8)
with R =
∑Nr
k=1(rk− rk−1) [157]. The measure, deﬁned in eq. (6.4.7), was used
for the termination condition of the Monte Carlo simulation.
Since the the cumulative distribution function and so the value of eq. (6.4.7)
depends on the used parameter sets, we used the following more general ter-
mination criterion:
E‖F − F n‖22
max∀j≤n(E‖F − F j‖22)
≤ 0.2 . (6.4.9)
In the Monte Carlo simulation, the electron and energy distribution at the
sample (i. e., as function of rsam) are used as the probability density functions
f1 and f2 (see eq. (6.4.1)), for which the termination criteria is calculated
separately. The simulation is terminated, when the criterion (6.4.9) is fulﬁlled
for both values.
Part III
Results
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Chapter 7
Study of diﬀerent numerical
FE-SPL models
In this chapter, the diﬀerent types of numerical models, described in chapter
5 will be compared. These models diﬀer in their dimensionality, i. e., if a two
dimensional or three dimensional computation is used. The dimensionality,
thereby, is important for the electric ﬁeld calculation in the ﬁnite-element
method (FEM) approach and for the calculation of the ﬁeld-emission current
within the Fowler-Nordheim theory. Typically, only the ﬁrst one is considered.
Here, diﬀerences between a two dimensional model and two types of three
dimensional models are discussed for ﬁeld-emission scanning probe lithography.
The two dimensional model for the electric ﬁeld calculation work uses Laplace's
equation in the form of eq. (5.1.2). A similar model was already used by Wilder
et al. [75].
For the three dimensional FEM model, Laplace's equation (5.1.3) in cylindrical
coordinates is used, in which the rotational symmetry of the nanotip was taken
into account [77]. The diﬀerences between the 2D and 3D approach for the
calculation of the electrostatic potential and electric ﬁeld are presented in
sec. 7.1. Thereby, the speciﬁc form of the electrostatic potential is investigated
and explained.
In the section 7.2, two variants of the Fowler-Nordheim equation are compared
within the three dimensional model. The ﬁrst one was published by Fowler and
Nordheim [94,95] for a ﬂat emitter surface, which leads to the equation (3.2.20)
as shown in section 3.2. It was previously used in the studies about lithography
applications of nanotips using ﬁeld-emitted electrons [5, 23, 75, 77]. The other
approach takes the curved surface into account by using the Fowler-Nordheim
equation (5.2.2), which was not reported so far for FE-SPL. It considers the
velocity distribution of electrons inside the tip for the emission probability but
also for the trajectory calculation. This model might help to investigate the
eﬀects of the incident angle of the electrons impinging the resist surface.
The diﬀerences of the models of the ﬁeld emission are studied by comparing
the current strength and the current density distributions at the sample. The
relatively weak inﬂuences on the current density distribution by taking the
intrinsic velocity distribution into account, were estimated using an analytical
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expression. Additionally, the inﬂuence on the angle of incidence and the time
of ﬂight were investigated.
7.1 Electric ﬁeld calculation in two and three dimensions
Figure 7.1: Color-coded electric ﬁeld of a chosen parameter set for the two dimensional (left)
and three dimensional FEM model (right) (d = 100nm, U = 50V, R = 8.5nm, γ = 20◦).
The electric ﬁeld distribution in proximity of the nanotip and the sample
surface is shown for the two dimensional (left) and the three dimensional (right)
FEM model in ﬁg. 7.1. The lightning rod eﬀect [82], i. e., the ﬁeld enhancement
at the tip apex, is clearly seen in both models. However, the enhancement of
the electric ﬁeld at the tip apex is more prominent in the 3D case and the
maximal electric ﬁeld strength is larger as well.
The representation of the tip geometry in two dimensions corresponds to a
blade rather than a tip (if the third dimension is also considered). The diﬀer-
ent representations of the tip geometry for the 2D and 3D case determine the
two variants of Laplace's equation, i. e., eqs. (5.1.2) and (5.1.3), respectively,
and are the cause for deviations in the electric ﬁeld E and the electrostatic
potential ϕ.
The electric ﬁeld strength E over z
d
, i. e., for a scaled z axis1, is plotted for
diﬀerent tip-sample distances d on the left-hand side of ﬁg. 7.2. Here, the
darker lines belong to the results of the 2D model and the brighter ones to the
3D model. In both cases, the enhancement of E is limited to the proximity
of the tip apex and already for distances above 20nm from the tip apex, the
electric ﬁeld is almost constant. The maximum of the electric ﬁeld is larger for
the 3D case than for the 2D case. However, for large z values, the electric ﬁeld
1The positions z/d = 0 and 1 correspond to tip apex and sample surface, respectively.
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Figure 7.2: Plot of the electric ﬁeld strength E along the z axis (left) and parallel to the
sample surface (right) for the 2D (dark colors) and the 3D FEM calculation for U = 10V .
Tip-sample distances of d = 10nm (blue), 20nm (magenta, only (left)), 50nm (red) and
100nm (green) are plotted. (Left) The inset shows the ratio of the maximal electric ﬁeld
strength E of 3D model and 2D model for U = 10V (blue) and 50V (red). (Right) Two
sample distances relative to the tip-sample distance d are used: zd =
1
2 (lines) and
3
4 (broken
lines). Constant parameters are r = 8.5nm, γ = 20◦ and Φ = 4.5 eV .
E of the 3D case is smaller than in the 2D case because the same bias voltage
U = φsam−φtip was applied in both cases. The diﬀerence for E(z → d) is more
pronounced for small tip-sample distances whereas for larger distances d, the
diﬀerence between the models nearly vanishes. The ratio E3D
E2D
of the maximal
electric ﬁeld strength, i. e., E(z/d→ 0), is shown in the inset of ﬁg. 7.2. This
ratio approaches unity for decreasing tip-sample distance d because the ﬁeld
enhancement factor κp → 1 regardless of the model dimension (and the bias
voltage). Both models approach the plate-capacitor case for d → 0, in which
the electric ﬁeld strength approaches inﬁnity for d→ 0.
In other words, the two dimensional FEM calculation can be used to estimate
the electric ﬁeld strength close to the tip, i. e., Emax, only for very small tip-
sample distances d → 0 (as seen in the inset of ﬁg. 7.2) whereas the electric
ﬁeld close to the sample could be estimated only for d → ∞ (as seen on the
left side of ﬁg. 7.2). However, in most cases a 3D calculation is necessary and,
thus, used in this thesis.
Additionally, the electric ﬁeld strength parallel to the sample at a constant
distance z is studied and plotted on the right-hand side of ﬁg. 7.2 for the 2D
and the 3D case. The relative distances z
d
= 1
2
and 3
4
were used for d = 10, 50
and 100nm in ﬁg. 7.2 (right). The distributions of the electric ﬁeld seems
to be describable by Gaussian distribution for z → d as shown in ﬁgs. 7.2
and 7.3, respectively. In ﬁg. 7.3, the numerically calculated potential φ(r, z)
for constant z values is shown together with a ﬁt using a Gaussian function
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Figure 7.3: Axial symmetric electrostatic potential φ(r, z) over x for diﬀerent ratios zd ∈
[0, 1] for d = 20nm for the three dimensional model (blue solid lines). The tip potential
is set to 0 and the potential at the sample is φ(r, z = d) = 1V . Gaussian ﬁts fz(r) =
a(z) exp
[
− r22 b(z)2
]
+ c(z) are plotted as red dotted lines.
f(r) = a exp
[
− r2
2 b2
]
+ c. The Gaussian function resembles the electrostatic
potential esp. for z/d→ 1 as seen in ﬁg. 7.3.
In ﬁg. 7.4, the coeﬃcients |a(z)| and b(z) are plotted for diﬀerent tip-sample
distances d. It can be seen that the magnitude of the amplitude a of the Gaus-
sian decreases for z → d because the ﬁeld lines impinge perpendicularly upon
the sample surface, i. e., the curvature of the potential decreases. The stand-
ard deviation σ = b increases for increasing z but seems to reach a saturation.
An explanation for this behavior can be found by considering the following an-
satz φ = h(z) gz(x, y) for the electrostatic potential given by Laplace's equation
in 3D Cartesian coordinates [130]. Here, the z coordinate corresponds to the
tip axis and thus, the potential ϕ is mainly described by h(z). For gz(x, y),
the slowly varying envelope approximation is used, i. e., it is assumed that
the proﬁle of φ in the (x, y) plane is only slowly varying with z. Using this
approximation Laplace's equation reads(
∂2
∂x2
+
∂2
∂y2
)
gz +
2
h(z)
∂h(z)
∂z
∂gz
∂z
= 0 . (7.1.1)
Since the electric ﬁeld for z → d and large d is nearly constant as seen on the left
of ﬁg. 7.2, h(z) can be approximated by a linear function h(z) = Az (z−z0) with
constants Az and z0. Using the approximation for h(z) and the substitution
u = 1
4
(z − z0)2 − C (with a constant C), equation (7.1.1) can be written as(
∂2
∂x2
+
∂2
∂y2
)
gu = − ∂
∂u
gu . (7.1.2)
Equation (7.1.2) represents a parabolic partial diﬀerential equation such as the
heat equation, with the remarkable diﬀerence of the negative sign on the right
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Figure 7.4: Coeﬃcients |a(z)| (left) and b(z) (right) of the Gaussian ﬁt fz(r) for tip-sample
distances of d = 10nm (blue), 20nm (red), 50nm (purple) and 100nm (green). The results
of the two dimensional (broken lines) and three dimensional (solid lines) are plotted for the
ratio zd .
side. It can be solved by
gu(x, y) = − g0
4piu
exp
[
x2 + y2
4u
]
. (7.1.3)
Inserting −u = C − 1
4
(z − z0)2 yields
gz(x, y) =
g0
pi (4C − (z − z0)2) exp
[
− x
2 + y2
4C − (z − z0)2
]
. (7.1.4)
Here, the constant g0 determines the value of gz for u = 0, i. e., z = ±2
√
C+z0,
where gz is localized in point (x = 0, y = 0), i. e., described by an δ function.
Since the amplitude of the Gaussian function should be positive, it is found
that 4C > (z0)2 for z ∈ [0, z0].
Figure 7.5: Amplitude gmax (left) and standard deviation σ (right) of gz(x, y) (broken
lines) together with |a(z)| and b(z) of ﬁt function fz(r) (solid lines) for d = 10nm (blue
and red) and 50nm (purple and magenta). The following parameter for g(x, y) were used
to match b(z): z0 = 13nm, C ≈ 91nm2 for d = 10nm and z0 = 40nm, C ≈ 512nm2 for
d = 50nm. For both tip-sample distances, g0 was set to 450V nm
2.
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In ﬁg. 7.5, the standard deviation σ(z) =
√
2C − 1
2
(z − z0)2 and the amplitude
gmax(z) =
g0
2piσ(z)
are plotted together with the ﬁt coeﬃcients |a| and b of the
three dimensional model for d = 10nm and 50nm. The parameters z0 and
C were chosen to obtain good agreement between σ and b. The oﬀset values
are z0 = 13nm and 40nm, respectively. This is in good agreement with the
respective tip-sample distances of the numerical 3D model. A fair agreement
between gmax and |a| was found. The deviations might be caused by the ap-
proximation of h(z) ∝ z, which is a better approximation for large d than for
small ones (as seen in ﬁgs. 7.2 and 7.5).
In summary, it was found that in most cases a 3D calculation of the electric
ﬁeld is necessary and a 2D model does not determine the electric ﬁeld around
nanotip. Additionally, it was shown that the origin of the Gaussian shape of
the electrostatic potential ϕ in the (x, y) plane is a property of the solution
of Laplace's equation in 2D or 3D under certain conditions. The requirements
are that the solution needs be separable in a dominant part, which dependents
only on one (main) direction and a part describing the properties in the other
direction(s), which is slowly varying in the main direction.
7.2 Diﬀerent approaches for ﬁeld emission for lithography
In this section, the results using two variants of the Fowler-Nordheim equation
within the three dimensional model are compared.
In the ﬁrst one, the shape of the tip is neglected and a ﬂat emitter surface
is assumed, which leads to equation (3.2.20) (see section 3.2). Previous the-
oretical studies about ﬁeld-emission scanning probe lithography used this ap-
proach [5, 23,75,77].
Figure 7.6: Dependence of the total current I on the applied bias voltage U for the 2D
(green), 3D (red) and advanced 3D models with image charge correction of Spindt (blue
dotted line) and Gomer (blue broken line) for d = 10nm. The radius was set to r = 8.5nm,
the opening angle to γ = 20◦ and the work function to Φ = 4.5 eV .
In the other variant (advanced 3D model) the curved surface of the tip is
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Figure 7.7: Scaled current density distribution for the 2D (broken black line), the 3D
(dotted black line) and the advanced 3D model with the image charge correction proposed
by Gomer [99] (blue line) and by Spindt et al. [106] (red line) for U = 10V (left) and 100V
(right) (R = 8.5nm, γ = 20◦, Φ = 4.5 eV and d = 10nm).
taken into account by using Fowler-Nordheim equation (5.2.2). Thereby, the
velocity distribution of electrons inside the tip is considered for the emission
probability and the trajectory calculation. The number of electron trajectories
is increased by a factor depending on the number of energy values, polar and
azimuthal angles of the incident electrons, which are taken into account. For
the second model, two image charge potentials are considered in the Fowler-
Nordheim equation (5.2.2) namely vG(y) =
√
1− y proposed by Gomer [99]
and vS(y) = 1− y2 from Spindt et al. [106] (see sec. 5.2 for more details). The
ﬁrst emission model includes the image charge model of Spindt et.al. [106].
The resulting dependence of the total current on the applied bias voltage is
shown in ﬁg. 7.6 for the diﬀerent three dimensional models. Only for high bias
voltages slight deviations between the 3D models can be seen.
Next, the current density distribution on the sample surface is considered since
it will determine the line width and in this way the resolution of the FE-SPL.
In ﬁg. 7.7, the current density distributions for U = 10V (left) and 100V
(right) for the various 3D models are plotted. For better comparison, the
current densities were scaled by their maximal value. The current density dis-
tribution using the ﬂat-emitter assumption (2D model) is shown as well. On
the left side of ﬁg. 7.7 (for a small bias voltage), the variations between the
diﬀerent three dimensional models are hardly visible but the diﬀerence to the
2D model can be clearly seen. The diﬀerences between the 2D and 3D mod-
els can be explained by the diﬀerences of the electric ﬁeld computation (see
previous section). For the applied bias voltage of 100V , the current density
distributions are wider than for smaller voltages and the diﬀerences between
the 3D models become more visible. The minor diﬀerences between the 3D
ﬂat-emitter approach and the advanced 3D model are due to the diﬀerences in
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the current density distribution and the increased number of trajectories. The
current density distributions for the diﬀerent image charge correction factors,
i e., the blue and the red line in ﬁg. 7.7, almost overlap. The steps obtained
for the advanced models arise from the adapted grid of the emission spots on
the tips.
The inﬂuence of the incident velocity distribution was estimated by the fol-
lowing analytical approximation. The dominating factor of eq. (5.2.2) is the
exponential function
J ∝ exp
−4
√
2me (Φ + F − in cos2 θ)3
3e~E
v(θ, in, E,Φ)
 = exp [−D
E
k(θ)
]
,
(7.2.1)
which includes the image charge correction v(θ, in, E,Φ). For the following
analysis, the constants were summarized in parameter D = 4
√
2me
3e~ and the
function k(θ) was introduced, using the image charge correction v = vS intro-
duced in eq. (5.2.4)2. Thus, k(θ) is equal to
k(θ) =
(
Φ + F − in cos2 θ
) 3
2
c− yˆ20
(
E
1
2
Φ + F − in cos2 θ
)2
=
(
Φ + F − in cos2 θ
)− 1
2
[
c
(
Φ + F − in cos2 θ
)2 − yˆ20 E] (7.2.2)
It can be seen that for small polar angles θ → 0, function k(θ) decreases and
so the current density J increases. Thus, a Taylor expansion for θ = 0 up to
the second order is used to ﬁnd an estimation of function k
k ≈ c (Φ + F − in)
2 − yˆ20 E
(Φ + F − in)
1
2
+
2 in
Φ + F − in
[
3 c
2
(Φ + F − in)
3
2 +
yˆ20 E
2
(Φ + F − in)−
1
2
]
θ2
2
. (7.2.3)
From the Fermi-Dirac distribution included in eq. (5.2.2) arises the criteria
in ≈ F for the energy. This assumption leads to
k ≈ cΦ
2 − yˆ20 E
Φ
1
2
+
2 F
Φ
[
3 c
2
Φ
3
2 +
yˆ20 E
2 Φ
1
2
]
θ2
2
(7.2.4)
and the current density J can be written as
J ∝ A0 exp
[
−D F
E Φ
[
3 c
2
Φ
3
2 +
yˆ20 E
2 Φ
1
2
]
θ2
]
. (7.2.5)
The contribution for θ = 0 is equal to
J(θ = 0) ∝ A0 = exp
[
cΦ
3
2 − yˆ20
E
Φ
1
2
]
, (7.2.6)
2Here, c is used for the constant value 0.95 of eq. (5.2.4).
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Figure 7.8: Standard deviation of j(θ) over the electric ﬁeld strength for the case without
(dotted black line), with Gomer's (red line) and Spindt's image charge correction (blue line)
(Φ = 4.5 eV [159] and EF = 6 eV for tungsten [111] [160,161]).
which corresponds to the Fowler-Nordheim equation (3.2.20) disregarding the
incident velocity distribution. The derivation neglecting the image charge cor-
rection (v(θ) = 1) or using v = vG proposed by Gomer can be done similarly.
The contribution of the polar angle θ is described by a Gaussian function (see
(7.2.5)). The standard deviation of the Gaussian function
σ(E) =
√√√√ EΦ
2DF
(
3 c
2
Φ
3
2 +
yˆ20 E
2 Φ
1
2
) (7.2.7)
determines the dependence of J on the incident polar angle θ, which is plotted
in ﬁg. 7.8 for all three diﬀerent image charge corrections (v = 1, v = vG and
vS). It can be seen that σ does not reach pi10 in the range of interest for the
FE-SPL case, i. e., for electric ﬁelds in the range of 0.1 to 10 V
nm
. Thus, only
for the highest ﬁeld strengths, i. e., highest voltages and smallest tip-sample
distances, and, thus, only for the emission spots in close proximity to the tip
apex, a signiﬁcant contribution of the Gaussian function (7.2.5) is obtained.
In conclusion, the overall inﬂuence is assumed to be not crucial for FE-SPL in
normal conditions and is neglected in the following chapters.
In the following, the distribution of the angle of incidence α on the tip sample
(ﬁg. 7.9) and electron time of ﬂight between tip and sample (ﬁg. 7.10) for all
computed trajectories, are compared for the diﬀerent models. On the left-
hand side of ﬁg. 7.9, α is shown for the advanced 3D model with the image
correction suggested by Spindt et al. [106] for diﬀerent bias voltages. The
angle of incidence corresponds to a bias depending bending of the trajectories
of the emitted electrons. A slight focusing eﬀect is observable since the angle
of incidence decreases for increasing bias voltage. However, an eﬀect is only
obtained for small bias voltages and there is hardly a diﬀerence between the
distributions of α for 50V and 100V as seen in ﬁg. 7.9. On the right side
of this ﬁgure, the distributions of α for the diﬀerent models are plotted. As
expected, the 2D model diﬀers from the advanced 3D models (which yield
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Figure 7.9: Distribution of angle of incidence α over the radial coordinate rsam in the plane
of the sample surface. (Left) α(rsam) is shown for the advanced 3D model with Spindt's
image charge correction [106] for the applied bias voltage U = 10V (blue), 50V (red) and
100V (green). (Right) Angle of incidence for the 2D model (green), the ﬂat-emitter 3D (red)
and the advanced 3D model with Spindt's image charge correction (blue) for U = 100V .
The constant parameters were r = 8.5nm, γ = 20◦, Φ = 4.5 eV and d = 10nm.
nearly identical results, not distinguishable in this plot) and underestimates
α esp. for higher values of rsam. It is visible from ﬁg. 7.9 that the diﬀerences
of α for the diﬀerent models starts to occur at 10nm which is consistent with
the results of the current density distributions as shown in ﬁg. 7.7. In other
words, the diﬀerences in the electric ﬁeld for 2D and 3D case cause diﬀerences
in the trajectories, which can be observed in the distribution of the angle of
incidence and in the current density distributions (see ﬁg. 7.7).
The time of ﬂight of the electrons from tip to sample is shown on the left side
of ﬁg. 7.10 for U = 10V (blue), 50V (red) and 100V (green). The tip-sample
distance was set to 10nm. The results of the 2D model (broken lines) un-
derestimates the time of ﬂight t for U = 10V whereas for higher voltages, it
is overestimated. Only for the smallest bias voltage, a deviation between the
three dimensional models can be observed, i. e., the ﬂat-surface model yields
a slightly higher t.
For all models, a decrease of t for increasing bias voltage U is visible as well
as an increase of t for increased rsam as expected from the electric ﬁeld. To
investigate the dependence on U and d, the time of ﬂight 〈t〉 averaged over
rsam ≤ 20nm is plotted over the ratio d√U on the right side of ﬁg. 7.10 for bias
voltages U ∈ [10, 100]V . For all voltages, 〈t〉 is a linear function of d√
U
and for
U > 30V , the variation for diﬀerent U becomes negligible. For U > 30V , the
averaged time of ﬂight can be estimated by 〈t〉 = m d√
U
+n withm = 2.26 fs
√
V
nm
and n = 0.32 fs. The analytical result for the time of ﬂight is t =
√
2m0
e
d√
U
,
whereby a constant electric ﬁeld E = U
d
(plate capacitor case) and zero incid-
ent velocity is assumed. This is shown in ﬁg. 7.10 on the right-hand side by
the broken black line. The smaller time of ﬂight determined by the analytical
results can be explained by the assumption of a constant electric ﬁeld. How-
ever, the linear dependence on the ratio d√
U
is clearly observable.
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Figure 7.10: Distribution of the time of ﬂight t at the sample for diﬀerent applied voltages
(left) and the average time of ﬂight 〈t〉 over d√
U
(right). The graphs on the show the results
of the 2D (broken lines), the 3D (dotted lines) and the advanced 3D model (solid lines) for
applied voltages of U = 10V (blue lines), 50V (red lines) and 100V (green lines). The
parameters held constant were r = 8.5nm, γ = 20◦, Φ = 4.5 eV and d = 10nm.
To check the assumption to neglect electron-electron interactions in the air
between tip and sample (or resist) surface, the time of ﬂight is compared with
the average time between the emission of two subsequent electrons from the
tip which can be derived by the emission current. Typically, the maximal al-
lowed current strengths in the experiments are in the nA range. Since large
current strengths can yield to tip or sample damage. Note, this current limit
restrict also the maximal bias voltage for a certain tip-sample distance, e. g.,
U < 30V for d = 10nm (see ﬁg. 7.6). For maximal current strengths of about
100nA, two subsequent electrons would be separated by an averaged time of
about ∆t ≈ e
I
≈ 1.6ns. From ﬁg. 7.10 (right), it is obvious that the time
of ﬂight hardly exceeds 50 fs in the parameter range of d ∈ [10, 100]nm and
U ∈ [10, 100]V . This veriﬁes the assumption to neglect electron-electron in-
teractions between the tip and the sample or resist surface.
In summary, results from diﬀerent models were compared with regards to the
application for FE-SPL. It was observed that the two dimensional calculation
of the electric ﬁeld is not appropriate to describe the FE-SPL case since the
current strength (ﬁg. 7.6), current density distribution (ﬁg. 7.7), angle of in-
cidence (ﬁg. 7.9) and time of ﬂight (ﬁg. 7.10) deviate considerably. The results
of the diﬀerent three dimensional models show only small deviations, which
were limited to highest electric ﬁeld strengths and to the close proximity of
the tip apex. In particular, the two diﬀerent choices of the image correction
yield nearly identical results. For most cases the 3D (ﬂat-emitter) model will
be of appropriate accuracy, which reduce the computational eﬀort drastically
due to the reduced number of trajectories.
Consequently, in the remaining part of the thesis, the 3D ﬂat-emitter model
(5.2.1) will be used to calculate the current density distribution at the tip sur-
face.
The next chapter deals with the analytical description of the numerical results
to allow deeper physical insights and the opportunity for the use as real-time
built-in function in the FE-SPL software.
Chapter 8
Analytical Model
The three dimensional numerical model (ﬂat emitter case) allows the cal-
culation of important values for the lithography application such as current
density distribution and line width on the sample in dependence on internal
tip parameters (radius, opening angle, work function) and external paramet-
ers (tip-sample distance, applied bias voltage, writing velocity). Nevertheless,
ﬁnding optimal external parameters for a given tip or investigating global res-
olution limits with this model would be rather time and power consuming.
For such purposes, it would be more favorable to have an analytical model,
which predicts the most important inﬂuences of the various parameters onto
the ﬁeld-emission scanning probe lithography outcome.
In this chapter, the derivation of an analytical model is addressed, which con-
sists of three parts:
 the electric ﬁeld distribution at the tip surface: For the description of the
electric ﬁeld, the maximal ﬁeld enhancement factor κp will be studied at
ﬁrst. It will be used to derive a model of the ﬁeld enhancement κ of the
complete tip surface.
 the current density distribution at the tip surface: The calculation of the
emission current density is based on the well-known Fowler-Nordheim
theory (eq. (3.2.20)) [77,94,95].
 the current density distribution at the sample surface: Based on a relation
between the emission area at the tip and the respective exposed area at
the sample, an analytical model for the conversion function between the
current density distribution at the tip and at the sample is derived.
The analytical model is used to estimate the current density distribution Jsam
on the sample considering external parameters (bias voltage and tip-sample
distance) and internal parameters of the tip (work function radius and opening
angle).
The current density distribution is applied for calculating the lithographic line
width, which can be compared to experimental data. Furthermore, it allows
the prediction of the optimal parameter set for a given tip but also of the
resolution limits of the FE-SPL technique.
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8.1 Electric ﬁeld and ﬁeld enhancement
8.1.1 Comparison of FEM data with analytical ﬁeld enhancement
models
The maximal electric ﬁeld and, thus, the maximal ﬁeld enhancement factor κp
depend on the (smallest) tip-sample distance d, the tip radius r, the opening
angle of the tip γ and the tip length L.
Figure 8.1: Field enhancement factor κp as a function of the tip-sample distance d (left)
and the tip apex radius r (right) for diﬀerent radii and distances, respectively. (Left) The
tip radii are varied from 2nm (blue line) to 20nm (dark red line). (Right) κp is plotted for
tip-sample distances from d = 10nm (blue line) to 100nm (yellow line).
Besides the dependencies on the geometric values, the electric ﬁeld is linear de-
pendent on the applied bias voltage. In contrast, the ﬁeld enhancement factor
κp, as the ratio of the maximal electric ﬁeld strength and the ﬁeld strength of
a plane capacitor, is independent of the bias voltage.
On the left side of ﬁgure 8.1, the maximal ﬁeld enhancement factor κp is
plotted as a function of the tip-sample distance d and on the right side as
a function of the tip apex radius r. It could be assumed from ﬁg. 8.1 that
the ﬁeld enhancement factor κp is proportional to d (left hand-side) and to
1
r
(right hand-side) for diﬀerent r and d, respectively. By plotting the ﬁeld
enhancement factor as a function of d/r (ﬁg. 8.2), this assumption is proven
since only slight deviations for d → 100nm are detectable for the respective
radii r. These deviations seem to be negligible in the operational range of
FE-SPL (see tab. 4.1). Therefore, the FEM results for all the diﬀerent radii
are treated like a single data set in the following part of this section.
In ﬁg. 8.2, the numerically calculated ﬁeld enhancement factor κp is also com-
pared with the analytical models 1 (green line) and 2 (red line), which were
introduced in the section 3.1. The model 1, reported by Mesa et al. [80], led
to the eq. (3.1.5):
κp =
2
√
d(d+ r)
r ln
(
1+
√
d
d+r
1−
√
d
d+r
) ,
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Figure 8.2: Field enhancement factor κp in dependence of
d
r for diﬀerent tip radii r. The
enhancement factors for diﬀerent radii from r = 2nm (blue dots) over 4nm (red dots),
8nm (yellow dots), 12nm (purple dots), 16nm (green dots) to 20nm (bright blue dots) are
hardly distinguishable. The analytical models 1 (eq. (3.1.5)) and 2 (eq. (3.1.8)) are plotted
as green and red line, respectively.
and model 2 from Miller [83] resulted in eq. (3.1.8) for L→∞:
κp =
d
r
+ 1 .
Model 1 of a hyperboloidic tip shows a fairly well overall agreement whereas
model 2 resembles the FEM data only for small d
r
ratios as seen in ﬁg. 8.2.
As expected for d  r, the numerical ﬁeld enhancement factor κp, extracted
from the FEM data, approaches 1 for d
r
→ 0. For d
r
→ 0, the curvature of the
tip becomes negligible, i. e., the tip becomes more planar-like [83]. Therefore,
the inﬂuence of the opening angle γ and the actual shape of the tip become
negligible. This was shown by the study of Mesa et al. demonstrating that for
the near-ﬁeld case (d < r
2
), the behavior resembles the sphere-plane system [80].
This behavior can also be seen in ﬁg. 8.3, in which the inﬂuence of the opening
angle γ on the ﬁeld enhancement κp is plotted. Only, for larger dr ratios the
inﬂuence of γ on κp becomes visible. For small ratios of dr , the hyperboloidic
model 1 underestimates the numerical values of κp. However, for constant
r and increasing d, it changes since the hyperboloid (completely deﬁned by
r and d) becomes sharper, i. e., the opening angle γ decreases. This was
already pointed out by Mesa et al. [80]. Therefore, a hyperboloidic model will
predict the numerical or experimental data best if γ matches as well. For hemi-
ellipsoidal tip models, a variation of d would not change γ, but the opening
angle varies along the tip due to the ellipsoidal shape. This should inﬂuence
κp esp. for large d.
So far only the maximal ﬁeld enhancement κp was considered in the discussion.
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Figure 8.3: Field enhancement factor κp in dependence of the ratio of tip-sample distance
d and radius r for diﬀerent tip opening angles from γ = 5◦ (blue dots) over 10◦ (red dots),
15◦ (yellow dots), 20◦ (purple dots), 25◦ (bright blue dots) to 30◦ (dark red dots). Models
1 (eq. (3.1.5)) and 2 (eq. (3.1.8)) are given as green and red line, respectively.
Nevertheless, the (spherical) ﬁeld correction factor ks might be used to extract
the tip radius r from experimentally obtained data by plotting the applied
voltage U as a function of d
r
. This procedure was introduced by Young et
al. [162] and reﬁned by Mesa et al. [80] for hyperboloidic tips. For a constant-
current ﬁeld emission process, ks is proportional to U since the maximal ﬁeld
strength Emax = Uks r has to be constant (see eq. (3.1.1)). For large tip-sample
distances d r of hyperboloidic tips, ks was assumed by Gomer [99] to be
ks ≈ 1
2
ln
(
4 d
r
)
. (8.1.1)
The extrapolated root of ks(d0) = 0 using eq. (8.1.1) yield to an estimation of
the constant tip radius r = 4 d0. Thus, if d would be large enough for eq. (8.1.1)
to become valid, a linear ﬁt to ks would enable the estimation of the tip radius.
In the experimental constant-current ﬁeld emission case, it could be done by
measuring U as function of d.
In ﬁg. 8.4, the spherical ﬁeld correction factor ks is plotted as a function of dr
(on a logarithmic scale) for diﬀerent radii together with the model 1 (green line)
of Mesa et al. [80]. A linear regime of ks for d→∞ is not obtained for the ex-
perimentally used tip-sample distances of our FE-SPL tool (see tab. 4.1). Ad-
ditionally, the numerical ﬁeld correction factor ks (colored symbols in ﬁg. 8.4)
is nearly independent on the radius (varying from 2 to 20nm). Therefore, the
above mentioned procedure does not seem to be applicable to determine the
tip radius in our case.
In summary, the numerical results of the ﬁeld enhancement factor can be de-
scribed only fairly well by the hyperboloidic model from Mesa et al. [80] in the
range of distance-to-radius ratios of the FE-SPL experiments. The deviations
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Figure 8.4: Spherical ﬁeld correction factor ks as a function of
d
r for the diﬀerent tip radii
from r = 2nm (blue) to 20nm (bright blue). Additionally, the results of the analytical
models 1 are shown as green line.
from the FEM data occur especially for large ratios of d
r
. Thus, an analytical
model is needed, which predicts the behavior of κp for the whole range of d/r
used in FE-SPL.
A procedure to estimate the tip radius from experimentally obtained spherical
ﬁeld correction factor ks data was discussed, which seems to be not applicable
in the FE-SPL case since d is not large enough (d ≤ 100nm).
8.1.2 Derivation of an analytical model for the FE-SPL case
To predict ﬁeld emission current densities and lithographic results for a given
tip shape, the estimate of the ﬁeld enhancement factor κp has to be very
accurate since the emission current density (eq. (3.2.18)) depends exponentially
on the electric ﬁeld strength. As shown in the previous section, the current
analytical models do not fulﬁl this requirement for the whole parameter range.
To derive an analytical expression, the limits for r → ∞ and d → 0 were
considered, i. e., lim d
r
→0 = 1. This leads immediately to an expression of the
form
κp
(
d
r
)
= 1 +A1
(
d
r
)B1
, (8.1.2)
which might be expected from ﬁgs. 8.1 and 8.2. The best obtained ﬁt of this
function to the numerical data agreed reasonably well and the relative error
was below 16% over the whole d/r range.
Unfortunately, the relative error is still too large for a suﬃcient agreement for
the current density distribution based on the Fowler-Nordheim theory. As can
be seen from ﬁg. 8.2, the dependency of κp diﬀers slightly with r. Thus, the
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Figure 8.5: Field enhancement κp(
d
r ) (left) and relative error (right) obtained from the
numerical simulation (symbols) and the model (8.1.4) for the tip radii r = 2nm ( and
blue), 8.6nm (© and red) and 20nm (♦ and green). Results of the analytical model 1
of Mesa et al. [80] are drawn for comparison as broken lines (left in grey and right in the
respective color).
power law was slightly reﬁned and the magnitude of the expression was used:
κp(r, d) =
∣∣∣∣∣1 +A2
(
d
rB2
)C2∣∣∣∣∣ . (8.1.3)
The parameter C2 was found to be close to 12 . Thus, the equation for κp is
found by
κp(d, r) =
√
1 +A
(
d
rB
)
(8.1.4)
with
A ≈ 2.72nmB−1 , B ≈ 1.09 . (8.1.5)
Expression (8.1.4) yields the theoretical limit of 1 for d→ 0 and r →∞. For
the limits d→∞ and r → 0, κp approaches ∞ as expected.
In ﬁg. 8.5, the ﬁt of the model (8.1.4) for the ﬁeld enhancement factor κp to
the numerical data is shown for three diﬀerent radii r = 2nm (), 8.6nm
(©) and 20nm (♦). On the right side of ﬁg. 8.5, the relative error values
(between model and measurement data) are plotted for the three chosen radii
as a function of d
r
. The relative errors are lower than 5% for all ratios d
r
except for the smallest ratio (for each given radius). This is much smaller than
the error values obtained for model 1 (ﬁg. 8.5 (right)). The largest diﬀerence
between the models is obtained for the smallest radius r = 2nm. Therefore,
model (8.1.4) for κp(dr , r) will be used to derive an analytical expression of the
FE-SPL process in the following.
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8.1.3 Derivation of an expression for the electric ﬁeld distribution
at the tip surface
In the literature, the ﬁeld enhancement factor κp at the tip apex, which cor-
responds to the maximal ﬁeld enhancement, is often only considered in ﬁeld
emission related studies [22,23,79,80,83,85,86,89,90]. However, the electrons
are not solely emitted from the tip apex but from a larger area of the tip, the
so-called emission area due to the enhanced electric ﬁeld in this region (see ﬁg.
3.1). Some studies already described the enhanced electric ﬁeld along the tip
surface [78, 87, 163166]. In this area of the tip, a measureable contribution
of the ﬁeld emission occurs due to the enhanced electric ﬁeld strength, which
was implicitly considered in some investigations [75, 77]. However, these pub-
lications do not include the concept of a ﬁeld enhancement factor and used
only numerical calculations of the electric ﬁeld. Therefore, it is necessary to
determine the electric ﬁeld Etip on the tip surface for the complete emission
area to enable the computation of a realistic ﬁeld-emission current density dis-
tribution Jtip.
To address this, a distribution κ of the ﬁeld enhancement along the tip surface
is used in analogy to the (maximal) ﬁeld enhancement factor κp. The electric
ﬁeld Etip at the tip surface can be written as
Etip(ξ) = κ(ξ)Ep = κ(ξ)
U
d
. (8.1.6)
in analogy to equation (3.1.2) for the (maximal) ﬁeld enhancement factor κp.
Here, ξ is the polar angle between the tip axis (z axis) and the discretization
points at the tip surface1. Due to the rotational symmetry and the geometry
of the tip, ξ is deﬁned between between 0 and pi/2.
Diﬀerent formulas for the electric ﬁeld on the tip surface were previously de-
rived [78, 87, 164166], which describe the angular dependency of the electric
ﬁeld directly rather than using a distribution of the ﬁeld enhancement. For
better comparability, these are rewritten as a distribution κ(ξ).
Edgcombe and Valdre` [87] presented the analytical function
κ(ξ) = κp cos
(
ξ
2
)
. (8.1.7)
Podenok et al. [78] obtained
κ(ξ) = κp + h
(
L
r
,
d
r
)
ξ2 (8.1.8)
for their model of a hemisphere on a post (see ﬁg. 3.2 b). The parameterized
function h was set equal to
h
( r
L
,
r
d
)
=
(
C0 + C1
r
L
)(
1 + C2
r
d
+ C3
r2
d2
)
, (8.1.9)
1The origin of the coordinate system is in the center of the sphere of the nanotip.
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Figure 8.6: Field enhancement distribution κ along the tip surface, i. e., the normalized
coordinate sin ξ = rtip/r, (left) and relative errors between numerical and analytical results
(right) for tip radii r = 4nm (blue), 8.6nm (red) and 20nm (green). The colored lines are
the solutions κ(ξ, dr , r) of the analytical equation (8.1.12) (solid lines) and from models of
Edgcombe and Valdre [87] (broken lines) and Podenok et al. [78] (dotted lines). (Left) The
FEM data are marked by respective colored symbols. The tip-sample distance was set to
80nm.
with parameters
C0 = −7.71× 10−2 , C1 = −0.659 ,
C2 = 0.232 , C3 = 2.81 . (8.1.10)
Several studies used a hyperboloidic tip [164166] schematically shown in
ﬁg. 3.2 d) based on the coordinate deﬁnition used by Pan et al. [167] for the
analytical derivation of the electric ﬁeld distribution. In this context, Zuber
et al. [166] obtained the following distribution
κ(ξ) =
2
√
d
r
ln
(
1+
√
d
d+r
1−
√
d
d+r
) √
ξ2 − d
d+r
. (8.1.11)
A comparison of FEM data with the models (8.1.7) and (8.1.9) is shown in
ﬁg. 8.6. Thereby, the ﬁeld enhancement κ and so the electric ﬁeld strength
Etip are relatively constant for angles below 50◦, which is in agreement with
the results published by McCord and Pease for tip radii r smaller than the tip-
sample distance d [5]. The results of eq. (8.1.11) [166] are not shown because
mostly relative errors above 10% were obtained for this model. It is obviously
that the models (8.1.7) and (8.1.9) agree well with the FEM data for sin ξ < 0.5
but not above.
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Therefore, another model for κ(ξ) is proposed here. By using a ﬁt to the FEM
data, the following ﬁeld enhancement distribution at the tip surface was found
to be
κ (ξ, d, r) = κp (d, r)
(
1− α sin4 ξ)− β sin2 ξ (8.1.12)
with the parameter values
α =
1
10
, β =
5
6
. (8.1.13)
Here, the value κp (d, r) is the maximal ﬁeld enhancement factor derived in
section 8.1.1. This expression of κ includes a term independent on κp (i. e.,
independent on the tip geometry and its distance to the sample) dominating
κ for small ξ and a term depending on κp for larger ξ. A comparison between
the ﬁeld enhancement distribution κnum obtained from FEM simulations and
κ(ξ, d, r) from the analytical equation (8.1.12) and the oe from the analytical
models from Edgcombe and Valdre` [87] and Podenok et al. [78] are shown in
ﬁg. 8.6 (left). On the right side, the relative error |κnum−κ|
κnum
for the analytical
expression (8.1.12) as well as for the models of Edgcombe and Valdre` [87] and
Podenok et al. [78] are plotted. For all models shown in ﬁg. 8.6, κp given by eq.
(8.1.4) was used. It can be seen that the results of κ obtained from eq. (8.1.4)
diﬀer less than 3% from the FEM data for sin ξ up to 0.8. Additionally, the
relative error remains almost constant over the whole range of sin ξ ∈ [0, 0.8].
Thereby, the relative error originates mainly from the relative error of the
maximal ﬁeld enhancement κp at sin ξ = 0. Thus, correctly estimating the
maximal ﬁeld enhancement factor κp over the whole parameter range of r and
d is the most crucial part in predicting the enhancement distribution κ(ξ, d, r).
The results of eq. (8.1.12) agree better than the ones obtained from the other
models [78, 87, 166] as seen on the right-hand side of ﬁg. 8.6. Therefore, the
electric ﬁeld Etip at the tip surface is obtainable using eq. (8.1.6) with κ(ξ, d, r)
deﬁned by eq. (8.1.12).
Summarizing this section, an analytical expression for the electric ﬁeld strength
(eq. (8.1.6)) at the tip surface was derived, which is valid for the close prox-
imity of tip and sample (FE-SPL case, see tab. 4.1). The model consists of
the maximal ﬁeld enhancement factor κp (d, r) (eq. (8.1.4)) and the ﬁeld en-
hancement distribution κ (ξ, d, r) (eq. (8.1.12)) along the tip. It includes the
dependencies on the tip radius r, the tip-sample distance d as well as the posi-
tion at the tip using the polar angle ξ. It was found that the precise estimation
of the (maximal) ﬁeld enhancement factor κp (d, r) is the most crucial part for
the calculation of the current density to describe the FE-SPL process. The
opening angle γ has only a minor inﬂuence on the ﬁeld enhancement distribu-
tion and was, thus, neglected in the analytical expression of κ. Nevertheless,
it was taken into account in the numerical simulation.
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8.2 Derivation of an expression describing the current
density distribution at the sample
To calculate the current density Jsam at the sample, it is necessary to calculate
the current density Jtip at the tip surface and the ratio R between the emission
area Atip at the tip and the exposure area Asam at the sample [5, 109]:
Jsam(~rsam) = Jtip(~rtip)
Atip(~rtip)
Asam(~rsam)
= Jtip(~rtip)R(~rtip, ~rsam) . (8.2.1)
The ﬁeld emission current density distribution Jtip along the tip surface is cal-
culated by the Fowler-Nordheim equation (3.2.20) [77,106]. An example of Jtip
is depicted in ﬁg. 8.7. The current density is shown as scaled arrows and it is
clearly visible that the emission is generated from an area equal to nearly half
of the spherical area of the tip and not only from the tip apex.
Figure 8.7: (Scaled) current density Jtip at tip surface (blue arrows). The current density
is only shown for a few emission spots illustrating the adapted discretization.
Nevertheless, most part of Jtip is generated in close proximity of the tip apex
and only this part will be considered for the derivation of the analytical ratio
Ran of the emission and exposure area, i. e., the conical part of the tip is neg-
lected. During the numerical computation the ratio Rnum =
Atip
Asam
is obtained
from the trajectory calculation or by Rnum =
Jtip
Jsam
afterwards.
To ﬁnd an analytical expression for the current density distribution at the
sample, a model for the ratio of the areas is needed according to eq. (8.2.1).
In other words, an estimate for the electron trajectories is needed. Here, the
electric ﬁeld lines and the so-called rays are used as estimates for the trajector-
ies. In ﬁg. 8.8, the ﬁeld lines are plotted as blue lines, the rays as red lines and
the calculated trajectories as grey broken lines. The rays are simply straight
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Figure 8.8: Electron trajectories (grey broken line), electric ﬁeld lines (blue line) and rays
(straight lines in red) between tip and sample.
extensions of the radius from the center of the circle through the emission spots
towards the sample.
Estimation of the electron's trajectories from the electric ﬁeld lines would be
advantageous, since the electric ﬁeld was already calculated for Jtip. By the
use of elliptical coordinates, the electric ﬁeld lines are given by the elliptical
coordinate ν and the equipotential lines by the hyperboloidic coordinate µ.
The relations to Cartesian coordinates are
x = a sinhµ sin ν (8.2.2)
z = a coshµ cos ν .
Here, a = r + d is the linear eccentricity of the hyperbola.
For the use of the elliptical coordinates, the tip geometry is transformed into an
hyperboloidic tip with parameters similar to the ones used in the simulation,
i. e., tip radius r and tip-sample spacing d. The geometry of the tip is given
by the corresponding value of νtip, which can be obtained using the relation
x2
sin2 ν
+
z2
cos2 ν
= a2 (8.2.3)
for the value of the smallest tip-sample distance, i. e., z = d at x = 0:
cos νtip =
d
a
=
d
d+ r
. (8.2.4)
In this approach, the respective emission and exposure area are related by the
same values of the µ coordinate. The emission area Atip can be calculated by
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rotating the tip around the z axis and using the respective equation
Atip = 2pi
∫
x(µ)
√(
dx
dµ
)2
+
(
dz
dµ
)2
dµ . (8.2.5)
The corresponding diﬀerential tip area is determined by
dAtip
dµ
= 2pi a2 sinhµ sin νtip
√
cosh2(µ) sin2(νtip) + sinh
2(µ) cos2(νtip) .
(8.2.6)
The diﬀerential sample area Asam can be found using the deﬁnition of the area
of a circle with the radius x(µ)
dAsam
dµ
=
d(pi x2)
dµ
= 2pi a2 sinhµ coshµ . (8.2.7)
Therefore, the ratio of both areas for the estimation of the electron trajectories
by electric ﬁeld lines is equal to
R1 =
Atip
Asam
=
dAtip/dµ
dAsam/dµ
= sin νtip
√
sin2(νtip) + tanh
2(µ) cos2(νtip) . (8.2.8)
The second model uses rays to estimate the trajectories. Thereby, the polar
angle ξ of a certain emission spot (already used in section 8.1.3) and ∆ξ as
the angle between two adjacent emission spots (assuming equidistant emission
spots) are used. The tip area is derived from the basic formula of a spherical
segment
Atip(r, ξ,∆ξ) = 2pi r h
= 4pir2 sin
(
∆ξ
2
)
sin (ξ) . (8.2.9)
The corresponding sample area can be determined from
Asam(r, d, ξ,∆ξ) = pi (r + d)
2 sin ∆ξ sin (2ξ)
cos2
(
ξ − ∆ξ
2
)
cos2
(
ξ + ∆ξ
2
) . (8.2.10)
To obtain an expression independent of the actual choice of the emission spot
grid spacing ∆ξ, equations (8.2.9) and (8.2.10) are expanded using a Taylor
series for ∆ξ → 0. Therefore, the tip area can be approximated by
Atip ≈ 2pi r2 ∆ξ sin ξ (8.2.11)
and the sample area by
Asam ≈ pi (r + d)
2 ∆ξ sin 2ξ
cos4(ξ)
. (8.2.12)
The ratio R2 of Atip and Asam for small emission spot distances is thus given
by
R2 =
Atip
Asam
≈ r
2
(r + d)2
cos3(ξ) . (8.2.13)
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Figure 8.9: Ratio of tip to sample area for the FEM data (i. e., ratio of the current density
at the tip and at the sample surface) for bias voltages U = 10V (blue line) and 100V (green
line) together with the two diﬀerent analytical models. These models use either the electric
ﬁeld lines (grey line) or the rays (red line) to estimate tip and sample area.
In ﬁg. 8.9, ratio Rnum =
Atip
Asam
of the numerical FEM data for bias voltages
of U = 10V (blue) and 100V (green) are drawn together with the analytical
solutions R1 for the ﬁeld line models (grey) and R2 for the ray model (red).
It is obvious that the simple ray model describes the behavior of Rnum and,
thus, the trajectories better than the ﬁeld line model. This can be understood,
if one takes a look at the forces determining the trajectories. The ﬁeld lines
represent the force from the electric ﬁeld on the electrons. The trajectories
are given by the second derivative of the force. Thus, these are much less
curved than the ﬁeld lines. Additionally, the inhomogeneous electric ﬁeld,
i. e., the force, is enhanced near the tip apex surface and its strength weakens
strongly for increasing distance to the tip apex, decreasing its inﬂuence on the
trajectories. Thus, the electric ﬁeld has only limited eﬀect on the trajectories.
This contradicts the use of ﬁeld lines to estimate the trajectories from tip
emitters as done in refs. [13, 22, 75]. Therefore, the straight rays are a better
estimate for the electron trajectories.
In the following, the ray model is used for the calculation of the ratio of the
areas, i. e., Ran = R2.
8.2.1 Weighting function for the area ratio
Since the analytical expression of the ratio Ran of emission and exposure area
is only an approximation of the area ratio R (see ﬁg. 8.9), a weighting function
f of the form
R(ξ, U, r, d) = f(ξ, U, r, d)Ran(ξ, r, d) (8.2.14)
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is necessary. Here, Ran is the analytical expression (8.2.13) of the ray trajectory
model.
Before deriving the weighting function, some general aspects of the ratio R
are considered. For small applied voltages U → 0, the bending of trajectories
becomes negligible and the ratio R approaches the ratio Ran of the ray model
lim
U→0
f(U, . . . ) = 1 . (8.2.15)
The same value is expected for d→∞, since the electric ﬁeld is proportional
to the ratio U
d
.
For large tip radii r → ∞, the ratio of the areas will approach unity (plate-
capacitor case). Thus, the weighting factor becomes
lim
r→∞
f(r, . . . ) =
1
Ran(r →∞) =
1
cos3(ξ)
. (8.2.16)
However, for inﬁnite tip radius, only the angle ξ = 0 is crucial leading to
limr→∞ f(r, . . . )|ξ=0 = 1. The same argument can be used for the case d→ 0.
By studying the diﬀerent dependencies separately (by keeping the other para-
meters constant and not considering the limits), the following dependencies
were found
f(ξ, . . . ) ∝ cosh(const ξ) + const , f(r, . . . ) ∝ 1
rconst
.
f(d, . . . ) ∝ dconst , f(U, . . . ) ∝ exp(−constU) . (8.2.17)
Combining these dependencies into one model yields
f(ξ, r, d, U) = f1
df2
rf3
(
1− exp
(
−f4 U
d
))
cosh(f5 ξ)
+ f6
df7
rf8
(
1− exp
(
−f9 U
d
))
+ 1 . (8.2.18)
The resulting values of the ﬁt parameters allowed to decrease the number of
ﬁt parameters. Thus, the weighting functions is found to be
f(ξ, r, d, U) = f1
df2
rf3
(
1− exp
[
−f4 U
d
]) (
cosh(4 ξ) + 3
)
+ 1 . (8.2.19)
The remaining four parameter values were found to be
f1 ≈ 0.01nmf3−f2 , f2 ≈ 0.83 ,
f3 ≈ 0.36 , f4 ≈ 3.98 nm
V
. (8.2.20)
Expression (8.2.19) yields the above mentioned limits for U → 0 and d → ∞
but also for r →∞ and d→ 0 by considering ξ = 0.
In ﬁg. 8.10, the numerical (symbols) and analytical (colored lines) ratios R
are drawn for a tip-sample distance d = 80nm and a tip radius r = 8.6nm.
The model (8.2.14) agrees well with the numerical simulation data for radii
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Figure 8.10: Ratio R of tip and sample area derived from the simulation data (symbols)
and the ratio Ran of the analytical model multiplied by the weighting function f(ξ, U, r, d)
(colored lines) for voltages U = 10V (blue © and line), 20V (red  and line) and 100V
(green 5 and line), tip-sample distance d = 80nm and tip radius r = 8.6nm.
up to rsam = 60nm at the sample surface regardless of the value of the bias
voltage. Thus, the most crucial region with the highest current density values
is modelled suﬃciently.
8.3 Summary of analytical model
In this section, the complete analytical model is summarized.
The analytical model for the current density Jsam at the sample is equal to
Jsam (ξ, r, d, U,Φ) =
Jtip (ξ, r, d, U,Φ) Ran (ξ, r, d) f (ξ, r, d, U) , (8.3.1)
where Jtip is the current density distribution at the tip surface, Ran the ratio
of tip and the related sample area using the ray model and f the weighting
function for Ran. The analytical model consists of the following parts:
 Maximal ﬁeld enhancement factor (eq. (8.1.4))
κp (r, d) =
√
1 +A d
rB
, (8.3.2)
 Field enhancement distribution along the tip surface (eq. (8.1.12))
κ (ξ, r, d) = κp(r, d)
(
1− α sin4(ξ))− β sin2(ξ) , (8.3.3)
 Electric ﬁeld calculation (eq. (8.1.6))
Etip (ξ, r, d, U) = κ (ξ, r, d)
U
d
, (8.3.4)
78 CHAPTER 8. ANALYTICAL MODEL
Table 8.1: Parameter sets for analytical model.
eq.
(8.3.2) A 2.72nmB−1 B 1.09
(8.3.3) α 1/10 β 5/6
(8.3.5) A 1.40× 10−6 eV AV 2 B 9.87 eV 1/2
C 6.53 V
nmeV 3/2
(8.3.6) f1 0.01nm
f3−f2 f2 0.83
f3 0.36 f4 3.98
nm
V
 Fowler-Nordheim equation (eq. (3.2.20))
Jtip (ξ, r, d, U,Φ) =
AE2tip (ξ, r, d, U)
Φ
× exp
(
B
Φ
1
2
− CΦ
3
2
Etip (ξ, r, d, U)
)
, (8.3.5)
 Ratio of tip to sample area (eq. (8.2.13))
Ran (r, d, ξ) =
Atip (r, ξ)
Asam (r, d, ξ)
=
r2
(r + d)2
cos3(ξ) , (8.3.6)
and
 Weighting function (eq. (8.2.19))
f(ξ, r, d, U) = f1
df2
rf3
(
1− exp
[
−f4 U
d
]) (
cosh(4 ξ) + 3
)
+ 1 . (8.3.7)
With these six equations (8.3.2)-(8.3.7) and 8 ﬁt parameters2, the current
density at the sample can be computed for a sphere on a cone shaped tip. It
takes into account the inﬂuences of the tip radius r and work function Φ, the
tip-sample distance d, the applied bias U as well as the (polar) angles of the
emission spots ξ. The opening angle of the tip is neglected in the analytical
models because its inﬂuence was found to be negligible (as seen in ﬁg. 8.3).
The parameter values for eqs. (8.3.2)-(8.3.7) are listed in tab. 8.1.
A comparison of the numerically and analytically calculated current density
distributions Jsam at the sample is shown in ﬁg. 8.11 for diﬀerent bias voltages
U and a tip radius r = 8.6nm and tip-sample distance of d = 40nm. As can
be seen, the numerical and analytical results agree well. Small deviations from
the numerical results occur, which can be mostly related to the estimation of
the maximal enhancement factor κp. Nevertheless, the agreement is suﬃcient
to predict relevant values for ﬁeld-emission scanning probe lithography.
2A, B and C are parameters based on fundamental constants (see (3.2.19)).
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Figure 8.11: Analytical (colored lines) and numerical (black dots) current density distri-
butions Jsam at the sample surface for applied bias voltages U = 40V (blue line) to 100V
(cyan line) (∆U = 10V ), tip sample distance d = 40nm and tip radius r = 8.6nm.
In the following chapters, the results obtained by the simulation and the analyt-
ical model will be compared in more detail and the dependence on the relevant
parameters will be discussed. The discussion will be divided between relevant
values for the ﬁeld emission process (electric ﬁeld and emission current) and
important values for lithographic applications (current density distribution and
line width).
Chapter 9
Results for ﬁeld emission and
comparison with experimental
data
In this chapter, the results describing the ﬁeld-emission characteristics are
presented, which are important for applications like ﬁeld-emission displays, etc.
Thereby, the total ﬁeld emission current I, an analysis of the Fowler-Nordheim
plot and the emission area AE on the tip surface will be discussed. The results
are the basis for the chapter presenting the theoretical ﬁeld-emission scanning
probe lithography results of chapter 10. Additionally, the theoretical results
are compared to experimentally obtained data in chapter 9.2.
9.1 Theoretical results for ﬁeld emission
Since in the experiment, the current strength I is measured and not the current
density distribution J , the derivation of the current strength will be done
ﬁrst. The total emission current I is equal to the surface integral over the
current density. This is done numerically by the sum over the current density
distribution Jtip of the various emission spots along the tip surface multiplied
by the respective emission areas Atip, i. e., Inum =
∑
i Jtip,iAtip,i. For the
analytical model, the total emission current I is derived using the analytical
expression (8.3.5) of the emission current density Jtip. Note, the current density
Jsam (8.3.2) at the sample could be used as well due to charge conservation.
As mentioned before, the tip is modeled by a half sphere on top of a cone
but, here, only the spherical part is considered like for the analytical model
(see chapter 8). Thus, the use of spherical coordinates is advantageous for the
derivation of the total current, which is given by
I =
∫∫
Jtip dAtip =
∫ 2pi
0
∫ pi/2
0
Jtip r
2 sin ξ dξ dϕ . (9.1.1)
80
9.1. THEORETICAL RESULTS FOR FIELD EMISSION 81
The current density Jtip is independent of the azimuthal angle ϕ because of
the rotational symmetry of the tip. This yields
I = 2piA
r2
Φ
exp
(
B√
Φ
)∫ pi/2
0
E2tip(ξ) exp
(
−C Φ
3/2
Etip(ξ)
)
sin ξ dξ , (9.1.2)
where the Fowler-Nordheim equation (8.3.5) was used. The electric ﬁeld Etip
is given by eqs. (8.3.3) and (8.3.4)
Etip(ξ) = κ(ξ)E0 =
(
κp (1− α sin4 ξ)− β sin2 ξ
)
E0 (9.1.3)
with the maximal ﬁeld enhancement factor κp and the macroscopic electric
ﬁeld E0 = Ud of a plate capacitor. Neglecting the constants, the total current
is proportional to
I ∝
∫ pi/2
0
dξ
(
κp − ακp sin4 ξ − β sin2 ξ
)2
sin ξ×
exp
( −1
κp − ακp sin4 ξ − β sin2 ξ
)
. (9.1.4)
To solve the integral, the exponent is approximated by
exp
( −1
κp − ακp sin4 ξ − β sin2 ξ
)
≈ exp
(
− 1
κp
− β
κ2p
ξ2
)
(9.1.5)
and the prefactor by(
κp − ακp sin4 ξ − β sin2 ξ
)2
sin ξ ≈ κ2p ξ (9.1.6)
using Taylor expansions for ξ = 0 up to 2nd degree. The remaining integral
has the form
∫
x exp(−cx2) dx = 1
2c
exp(−cx2) and the total current can, thus,
be approximated by
I ≈ piA
βC
r2κ4pE
3
0
Φ5/2
exp
(
B√
Φ
− CΦ
3/2
κpE0
)
. (9.1.7)
Here, the contribution from the upper integration limit is negligible.
In ﬁg. 9.1, the results of eq. (9.1.7) (solid lines) are compared with the numer-
ical data (symbols) and the numerically integrated analytical current dens-
ity given by (8.3.5) (broken lines). The numerical and analytical results of
the total current agree well. The minor deviations between these results are
caused by the approximations used for the analytical integration. Further-
more, eq. (9.1.7) describes the total current obtained numerically well in the
parameter range of the FE-SPL experiments and will be used in the remaining
part of the chapter.
To study a system based on ﬁeld emission, measurements are often plotted in
so-called Fowler-Nordheim plots, i. e., plotting ln(I/U2) vs 1/U . It is based
on the assumption that the ﬁeld-emission current I follows a similar equation
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Figure 9.1: Numerical (symbols) and analytical results (lines) of the total current I as a
function of the ratio dr (for U = 50V ) (left) and of the bias voltage U (for d = 50nm)
(right). The radius was r = 2nm (X and blue), 4nm (5 and red), 8nm ( and yellow),
12nm (♦ and purple), 16nm (© and green) and 20nm (B and cyan), and the distance was
varied from 10nm to 100nm. The analytical results of eq. (9.1.7) are shown as solid line.
The broken lines represent the analytical data using a numerical integration routine.
like the Fowler-Nordheim eq. (8.3.5) valid for Jtip. Thus, plotting ln(I/U2) vs
1/U would yield to a linear function
ln
(
I
U2
)
∝ m(Φ) 1
U
+ n , (9.1.8)
if Etip ∝ Ud is used. Here, the slope m could be used to calculate the work
function of the tip material Φ from experimentally obtained data. However,
considering equation (9.1.7), a Fowler-Nordheim plot with ln (I/U2) vs. 1/U
would not give a linear function, since ln(I/U2) would be given by two U -
dependent terms. This hinders the determination of the work function. For-
tunately, the adaption of the Fowler-Nordheim plot by using ln (I/U3) leads
to
ln
(
I
U3
)
= −CΦ
3/2d
κp
1
U
+ ln
(
piA
βC
r2κ3p
Φ5/2d3
)
+
B√
Φ
. (9.1.9)
Here, the slope
m = −CdΦ
3/2
κp(r, d)
(9.1.10)
can be used to estimate the work function since only one term dependents on
the bias voltage U . Note, that in both cases (conventional Fowler-Nordheim
plot (9.1.8) and adapted one (9.1.10)), the determination of the work function
is only possible if the ﬁeld enhancement factor κp is known, which in turn
depends on tip-sample distance d and tip radius r. Eq. (9.1.10) for m is equal
to the one obtained using the conventional Fowler-Nordheim plot.
In ﬁg. 9.2, the conventional and the adapted Fowler-Nordheim plots are shown
for the analytical model of the total current I determined by eq. (9.1.7). It is
obvious that they deviate in both, the slope and the oﬀset. By using a linear ﬁt
to the graphs of ﬁg. 9.2 (left), the work function Φ is obtained. The resulting
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Figure 9.2: (Left) Fowler-Nordheim (broken lines) and adapted Fowler-Nordheim plots
(solid lines) of the analytical model (9.1.7). (Right) Relative error of the computed work
function Φ based on the conventional Fowler-Nordheim (broken lines) and the adapted
Fowler-Nordheim plots (solid lines) for Φ = 2 eV (blue), Φ = 3 eV (red), ,Φ = 4 eV (yellow),
Φ = 4.5 eV (purple) ,Φ = 5 eV (green) and Φ = 6 eV (cyan). The inset shows the corres-
ponding values of the work function Φ. On both side, the tip radius was set to 8.6nm and
the tip-sample distance to d = 50nm.
Φ values and the corresponding relative error of these values are plotted on the
right side of ﬁg. 9.2. As can be seen, the extraction of Φ from the conventional
Fowler-Nordheim plots results in larger relative errors than the adapted ones.
However, by taking the measurement tolerances into account, the values of
Φ determined from experimental data might diﬀer only slightly between both
variants esp. for large tip-sample distances d. Another important value for
ﬁeld emitters is the emission area on the tip surface. It describes the surface
area of the emitter tip, from which the main part of the current is emitted.
For the ﬁeld emission area AE, an adapted deﬁnition of the one published by
Zuber et al. [166] is used. AE is determined by the position of the emission
spot in the numerical case and by the angle ξA in the analytical case, for which
the requirement
Jsam(~r)
max(Jsam)
= 0.01 (9.1.11)
is fulﬁlled.
The spot area Atip used in the previous chapter is the area of each emission
spot, whereas the ﬁeld emission area AE is the sum of Atip, for which the
requirement (9.1.11) is fulﬁlled.
On the left-hand side of ﬁg. 9.3, the dependence of the ﬁeld emission area AE
on the tip radius r is shown. It is expected that AE decreases for decreasing r
since the tip surface decreases with r as can be seen from eq. (8.2.11) for the
single emission spot areas Atip. The solid lines in ﬁg. 9.3 represent the results
from the analytical model of chapter 8, while the symbols denote the results
from the nanolithography simulations (see chapter 5). A remarkable agreement
is observed considering that the focus of the derivation of the analytical model
was on the area close to the tip apex. This agreement between numerical
and analytical model can also be seen on the right side of ﬁg. 9.3 showing the
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Figure 9.3: Emission area AE plotted as a function of the tip radius r (left) and of the
work function Φ (right) for the simulation (black symbols) and the analytical model (colored
lines). AE(r) is shown for the bias voltages U = 20V (X and blue line), 40V (5 and red),
60V ( and yellow), 80V (♦ and purple) as well as 100V (© and green). The broken lines
corresponds to the results of eq. (9.1.13). The distance between tip and sample was kept to
50nm.
inﬂuence of the work function on AE. The work function alters not only the
strength of the current density but also its distribution and, in this way, the
emission area.
To estimate the width of Jtip and, thus, AE, the same approach is used for
the analytical expression of the current density distribution (8.3.5) like for the
derivation of the current strength, i. e., the Taylor expansion of the exponent
(see eq. (9.1.5)). The resulting standard deviation equals
σ =
κp
2
√
E0
βC Φ3/2
(9.1.12)
and the emission area is then calculated by
AE ≈ 2pir2
[
1− cos (−2σ2 ln 0.01)] (9.1.13)
using the same requirement (eq. (9.1.11)). The results of this simple ap-
proach are shown by the broken lines in ﬁg. 9.3. Again even by using a
Taylor expansion around the tip apex, i. e., ξ = 0, the dependencies on r
and Φ are represented fairly well by eq. (9.1.13). However, the emission area
is underestimated by this simple approach. Surprisingly high values of the
emission area are obtained, which refer to angles at the tip surface equal to
ξA =
√−2σ2 ln 0.01 = 60◦ . . . 80◦. These high values of the emission area are
in agreement with Dobisz et al. [22]. Nevertheless, they contradict the (un-
said) assumption that the electric ﬁeld distribution for the ﬁeld emission can
be solely described by the maximal ﬁeld enhancement κp [80, 8385,89].
On the left side of ﬁg. 9.4, the emission area AE is plotted against the tip-
sample distance d for the numerical and analytical model in comparison. The
numerically obtained emission area (black symbols) slightly decrease with in-
creasing tip-sample distance d. The decrease of AE is describable roughly by
eq. (9.1.13) as seen by the broken lines in ﬁg. 9.4. However, the dependence
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Figure 9.4: Numerically (black symbols) and analytically (colored lines) calculated ﬁeld
emission area AE as a function of the tip-sample distance d (left) together with the scaled
ﬁeld enhancement distribution along the tip surface (right). (Left) AE(d) is shown for the
bias voltages U = 20V (X and blue line), 40V (5 and red), 60V ( and yellow), 80V (♦
and purple) as well as 100V (© and green). The broken lines corresponds to the results
of eq. (9.1.13). (Right) The scaled enhancement distribution is given for d = 10nm (blue),
20nm (red), 40nm (yellow), 60nm (purple), 80nm (green) and 100nm (cyan). The radius
was set to 8.6nm.
of AE on d changes for the smallest d values, i. e., a maximal emission area is
observed for d = 20nm. The increase of AE for the smallest distances can be
explained by the ﬁeld enhancement at the tip surface shown on the right side of
ﬁg. 9.4. There, it can be seen that the decrease of the (scaled) κp (for increased
ξ) is reduced for increasing tip-sample distance d. In other words, the electric
ﬁeld strength remains nearly constant over a larger tip surface (for increased
d), which yields to an increase of the emission area. For larger distances and
larger bias voltages, the small decrease can also be described by eq. (9.1.13).
While the analytical model (8.3.2) (solid lines) agrees mainly with the numer-
ical results of AE, it underestimates the inﬂuence of the tip-sample distance
for small d and does not include the above mentioned increase of AE. This
is mainly due to the focus on the tip apex for the derivation of the analytical
model.
On both sides of ﬁg. 9.3 and on the left side of ﬁg. 9.4, the increase of AE for
increased bias voltages can be seen, which is included in eq. (9.1.13).
It is seen, that the inﬂuence of U on AE exceeds the eﬀects of the other para-
meters r, d and Φ.
In summary, an analytical model for the total current strength was derived and
compared with respective results from the numerical model and from the ana-
lytical model using a numerical integration procedure. Therewith, a method
for fast and simple estimation of the total current strength in FE-SPL was
achieved by the analytical model. Based on the derived analytical expression,
the analysis of the Fowler-Nordheim plot was presented, which leads to an
adapted Fowler-Nordheim plot. This adaption allows the determination of the
work function Φ of the tip material with high accuracy, if the ﬁeld enhance-
ment factor κp(d, r) is known. Using the conventional Fowler-Nordheim plot a
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relative error of up to 15% were obtained.
The emission area (deﬁned by 1% of the maximal current density at the tip
surface [166]) encompasses the majority of the spherical part of the studied tips
(for r ≥ 20nm). Due to the strong eﬀect of the bias voltage on ﬁeld emission
and so on the emission area, it is the most important dependence to express
analytically and yield the largest diﬀerences between numerical and analytical
results (as seen in ﬁgs. 9.3 and 9.4). Nevertheless, the behavior could be de-
scribed correctly in most cases and a simple approach using a Taylor expansion
of the current density resembles the dependencies well but underestimates the
emission area.
In the next section, the theoretically determined current strength I will be
compared to experimentally obtained data.
9.2 Comparison between experimental and theoretical
ﬁeld-emission results
To experimentally verify the previously described models, measurements of
the ﬁeld emission current and tip-sample distance have to be done (nearly)
simultaneously. The functionality of FE-SPL but also AFM and STM does
not rely on the knowledge of the absolute distance between tip and sample but
on the interaction between them, i. e., the relative tip-sample distance. Thus,
in these systems, the absolute tip-sample distance is normally not available or
only measurable by additional equipment. However, the tip-sample distance
is of great importance, since a veriﬁcation of the analytical model can only be
successful, if most of the parameters are known. Otherwise diﬀerent sets of
parameters might be found for a certain experimental data set. One proposed
possibility to deﬁne the absolute value of the tip-sample distance would be to
approach the tip into scanning tunneling microscope operation (d < 5nm) by
applying only a small bias voltage [79]. If the feedback control is not care-
fully adjusted, tip and sample might be brought into mechanical or electrical
contact. This could yield to modiﬁcations of tip shape and sample, which
prevent a reliable comparison with the theory due to a modiﬁed tip shape.
Additionally, this approach can only be done under vacuum conditions, since
otherwise local oxidation would occur caused by a water meniscus between tip
and sample [120]. This would alter the behavior and increase the error of the
zero point determination.
After a signiﬁcant amount of technological and engineering work of our group
(mainly done by M. Holz, I. Atanasov, C. Reuter, Dr E. Guljiev, Dr A. Ahmad
and A. Reum), measurements of the current strength I as function of the
applied bias voltage U together with (nearly) simultaneous measurements of
tip-sample distance d and tip radius rtip were achieved. It was also possible
to obtain the dependency of the ﬁeld emission current on the (relative) tip-
sample distance drel and to check the tip for modiﬁcations before and after
each measurement.
For this measurements, a basic atomic force microscope with integrated scan-
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Figure 9.5: (Left) Scheme of the modiﬁed AFMinSEM set-up [60,61] for the ﬁeld emission
experiments (a). SEM image of the cantilever and the sample (b). Optical image of the
experimental set-up inside the dual beam (electron and ion beam) vacuum chamber (c). The
nanotip and the electron gun (above tip and sample in the image) are mounted perpendicular
to each other to allow measurement of tip-sample distance and tip radius. (Figure taken
from [169].) (Right) Scanning electron image with low resolution (50µm) for an overview
of the silicon sample, which was covered with a 5nm thick chromium layer (adhesion layer)
and 30nm thick gold top layer.
ning probe lithography functionality using active cantilevers [11,68] was adjus-
ted to vacuum conditions. This includes an increased sensitivity of the control
feedback because a main damping mechanism of the cantilever oscillation is
friction in air [168]. Additionally, the system was adapted to the limited space
inside the vacuum chamber of a scanning electron microscope. Typically, AFM
systems incorporated into SEM are mounted in a way that tip and electron gun
are oriented in the same direction to enable SEM imaging and corresponding
AFM topography imaging to yield nanometer precise lateral (via SEM) and
vertical information (via AFM) of the surface [60] or to enable overlay align-
ment for mix-and-match capabilities by combining electron beam and scanning
probe lithography. In contrast, for measurements of the tip-sample distance d,
tip and sample have to be mounted perpendicular to the electron gun to enable
a sideview of tip and sample as shown on the left side of ﬁg. 9.5. After these
mechanical, electronical, controlling and software adaptions, Dr Claudia Lenk
was able to achieve the experimental measurements presented in the following,
which could be compared to results from the analytical expression (9.1.7).
On the left-hand side of ﬁg. 9.5, the experimental set-up is explained. The
adapted AFMinSEM set-up [60, 61] within the vacuum chamber of a dual-
beam tool1 is shown by an optical image (ﬁg. 9.5 (c)). The cantilever, which
is mounted on a printed circuit board, and the gold covered sample are seen in
the SEM image (ﬁg. 9.5 (b)). On the right side of ﬁg. 9.5, a low-resolution im-
age (scale: 50µm) of the gold covered silicon sample is shown. Pre-patterned
1A tool combining SEM and focused ion beam (FIB) functionality.
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Figure 9.6: Data of total current I (red line) and bias voltage U (blue line) over time
using the set-up shown in ﬁg. 9.5 for a single experiment (adapted from [169]). The bias
voltage U was kept constant during the variation of tip-sample distance for determination of
I(d) (I-vs-d measurement). Several cycles of varying d were executed and numbered (here
1− 7). In the 2nd part, I(U) was measured for constant d (I-vs-U measurement).
navigation structures on the sample are visible as well. In the upper left part
of the ﬁg. 9.5 (right), the scanning probe tip can be seen. The tip is in its oﬀ
position far away (several µm) from the sample.
For the ﬁeld-emission experiments, the following procedure was applied (as
seen in ﬁg. 9.6):
1. Tip approach to the sample until current set-point is reached using FE-
SPL control algorithm.
2. Measurement of the relative tip-sample distance during variation of the
current set-point (several cycles, see ﬁg. 9.7) for constant bias voltage U
(I-vs-d measurement)2.
3. Turn-oﬀ of the FE-SPL control to hold a constant tip-sample distance
during the following experiment (assuming negligible drift) at a given
current set-point.
4. Fowler-Nordheim measurement, i. e., current strength measurement dur-
ing variation of the applied bias voltage (at the sample) for constant d
(I-vs-U measurement, see ﬁg.9.6).
5. Imaging of tip and sample without an applied bias voltage directly after
the Fowler-Nordheim experiment3 to deﬁne the tip-sample distance.
2Here, the current control of the FE-SPL system adjusts the tip-sample distance to achieve the pre-deﬁned
current set-points.
3It was not possible to achieve an image during the ﬁeld-emission experiment without image distortions
since the applied bias voltage at the tip alters the (primary and secondary) electron trajectories used to
generate the SEM image.
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Figure 9.7: SEM images obtained after the ﬁeld-emission experiments. (Left) Image used
for the measurement of the tip-sample distance without retracting the tip after application of
a bias voltage for the ﬁeld-emission measurement. It can be seen that during the experiment
the surface of the gold layer was modiﬁed, which could be due to deposition of material or
change of the atomic properties of the layer stack (Au-Cr-Si sample). (Right) After the tip
is retracted to its stand-by position, a SEM image was taken and used for the tip radius
estimation. The grey scale inlet was used to determined the tip radius from a high-resolution
SEM measurement. The tip diameter was determined to be around 11nm using the yellow
circle.
6. Retracting the tip to its oﬀ position and image it to determine the tip
radius.
This procedure allowed the estimation of the tip-sample distance and the tip
radius directly after the ﬁeld-emission experiment. Results of the ﬁeld-emission
experiments, the tip-sample and tip radius measurements were recently pub-
lished by our group [169]. The experiments were repeated several times using
three diﬀerent current set points (I = 25 pA, 40 pA and 60 pA), i. e., three
diﬀerent tip-sample distances4. Therewith, a reliable experimental realization
seems to be found to verify the analytical model presented before.
On the left side of ﬁg. 9.7, a SEM image of tip and sample directly after a
Fowler-Nordheim experiment is shown. The tip-sample distance d is assumed
to be constant, but careful investigations regarding the (horizontal) drift of
the system yield a drift velocity of about 1nm/s after an evacuation time of
about 24h. Therefore, the analysis of the experimental data has to consider
the inﬂuences of the drift motion.
Unfortunately, it was found that the gold surface was modiﬁed during exposure
with low-energy electrons as observed on the left side of ﬁg. 9.7. This might
be a similar behavior like it was reported for silicon in [170] or maybe the
silicon itself, underneath the gold and chromium layer, is modiﬁed. Alternat-
4These are the so-called oﬀ-set values doff since only relative distances could be determined during ﬁeld-
emission experiments.
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Figure 9.8: Tip-sample distance oﬀ-set doff (left) and measurement velocity vM (blue)
and ﬁtted drift velocity vD (red) for all analyzed experiments (right). (Left) The oﬀ-set
values doff are obtained by using a ﬁt of the analytical equation (9.1.7) for each cycle of the
experiments without considering drift velocity (vD = 0, green 5) and with considering drift
velocity (eq. (9.2.1), red ♦). The mean values are shown as broken lines.
ively, the surface modiﬁcations could be caused by deposition of carbon from
residuals in the vacuum chamber [171]. However, an in-depth analysis of the
structures was not possible, in particular an in situ material analysis, since the
high-resolution SEM mode and an energy-dispersive X-ray analysis unit were
not applicable.
On the right side of ﬁg. 9.7, the tip apex is shown after retraction of the tip to
its oﬀ position. The inset shows a zoom of the tip as a grey-scale image used
for the determination of the tip apex radius. The tip radius was estimated to
be rtip ≈ 5nm (marked by the yellow circle).
Since the tip-sample distance in this experiment was obtained only by using the
signal of the piezoelectric actuators, the oﬀ-set value doff is unknown and thus,
the current I is given over the relative tip-sample distance drel. SEM images,
like the one shown in ﬁg. 9.7, were used to determine the tip-sample distance
but only after the I-vs-U measurement of each experiment (see ﬁg. 9.6). Due
to drift in the system, a signiﬁcant diﬀerence between the measured value dSEM
and doff might occur. By taking the camera's point of view into account, we
obtained a distance of about 30nm, but the (unknown) sample tilt was not
considered.
Since the experimental determination of doff was not as simple and accurate
as expected, the tip-sample distance and the drift velocity were estimated by
using a ﬁtting routine. Therefore, the analytical expression (9.1.7) of the cur-
rent strength was used for the two ﬁtting procedures. The ﬁrst one considers
only the oﬀ-set value doff without any drift (i. e., vD = 0) and the second one
takes additionally the drift velocity vD into account using
d = drel + doff +
vD
vM
drel . (9.2.1)
Here, vM is the measurement velocity obtained from linear ﬁts to drel over the
measurement time for the respective cycle (see ﬁg. 9.6).
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Figure 9.9: Fitted drift velocities vD over measurement velocity vM for the all used cycles
of the nine I-vs-d experiments.
The resulting doff values for the diﬀerent cycles of the nine experiments are
shown on the left side of ﬁg. 9.8. Most of the obtained oﬀ-set values lie
between 135nm and 155nm. The mean values (marked by broken lines in
ﬁg. 9.8) were found to be doff ≈ 148.0nm (green) and 149.6nm (red) without
and with considering vD, respectively.
On the right-hand side of ﬁg. 9.8, the measurement velocity vM (blue) and the
drift velocity vD (red) are plotted. Only positive values of vM are used, since
all data sets were transformed to represent increasing tip-sample distances by
assuming temporal symmetry during a measurement cycle. The drift vD is
obtained afterwards and found to be smaller than vM , as it was expected. A
constant growth of a structure (as the one seen in ﬁg. 9.7 (left)) should yield a
motion of the tip increasing d since the regulation of the system tries to keep
the current set-point constant. In the analysis of the experiments, this would
not be distinguishable from a drift motion. However, a growth leads always to
a positive drift in time and the transformation would, thus, yield to an oscil-
ating behavior of vD. Therefore, the growth rate of the structure seems to be
slower than the drift of the system or the growth might be strongly non-linear
and limited to the large values of I. Thus, the growth would only inﬂuence
a small part of the I-vs-d experimental curve, which cannot be captured by
the above procedure. Additionally, the almost linear dependency of vD on vM
(shown in ﬁg. 9.9) suggests that the observed drift might be systemic and not
based on an external (random) inﬂuence leading to a random drift velocity
and direction.
In ﬁg. 9.10, the experimental data of the current strength are plotted as func-
tion of the absolute tip-sample distance d given by eq. (9.2.1) using the val-
ues vD, vM and doff shown in ﬁg. 9.8. Additionally, the results from ﬁtting
eq. (9.1.7) to the data are shown neglecting vD (green line) and taking vD into
account (red line). Here, the analytical results are plotted using the averaged
values of doff , vM and vD (see broken lines in ﬁg. 9.8). Both analytical res-
ults show good overall agreement with the measured data. In this case, it is
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Figure 9.10: Experimental current strength I plotted over the absolute tip-sample distance
d (eq. (9.2.1)). The (averaged) analytical results obtained by eq. (9.1.7) without (green) and
with considering drift (red) are plotted as well.
obvious that the drift vD ≈ −0.2nm/s is almost negligible, in particular, in
comparison with the variation of the experimental data.
Figure 9.11: Field-emission current I as function of the applied bias voltage for one exper-
iment (n◦ 1) together with ﬁt with (red) and without (green) considering the experimental
drift velocity.
Next, the second part of the experiments is analyzed, i. e., the dependence of
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Figure 9.12: Fitted tip-sample oﬀ-set values doff (left) and drift velocity values vD (right)
for the experiments, in which the bias voltage was varied. (Left) Oﬀ-set values doff are
obtained without considering the drift (green). By considering the experimental drift, doff
(left) and vD (right) are determined, which are marked by red 5. From the slope of the
(adapted) Fowler-Nordheim plots doff (left) and vD (right) are obtained (marked by yellow
©). The respective mean values are shown as broken lines.
the current strength I on the bias voltage U for a constant tip-sample distance
as shown for one experiment in ﬁg. 9.11 (exp. n◦ 1). The analytical results
are represented by solid lines. Without considering the drift (green curve), the
experimental data cannot be described satisfactorily by the Fowler-Nordheim
eq. (3.2.18). In contrast, taking a constant vD into account (red curve in
ﬁg. 9.11), the experimentally obtained data could be explained. To include
the drift vD, the following bias-dependent deﬁnition of the absolute tip-sample
distance was used
d = doff +
vD
vU
(U − U0) . (9.2.2)
For all experiments, the starting bias U0 was set to 60V and it was decreased
by an almost constant rate of vU ≈ 0.3V/s. This was obtained from a linear
ﬁt to the U(t) data (see blue curve in ﬁg. 9.6).
The oﬀ-set values doff (left) and the drift velocities vD (right) of all I-vs-U
experiments are summarized in ﬁg. 9.12. Neglecting vD lead to an averaged
oﬀ-set of approx. doff = 154.8nm and considering vD to doff = 160.8nm, i. e.,
there is only a diﬀerence of 6nm between them. However, the observed av-
erage value of the drift is about −0.9nm/s, i. e., the tip-sample distance is
decreased by almost 90nm during a single I-vs-U measurement. The drift is,
here, much larger than during the ﬁrst part of the experiment. Since the reg-
ulation was turned oﬀ, no systemic change of the tip-sample distance should
occur in the I-vs-U measurement part. A distinction between a (thermal) drift
and a growth of structures at the sample surface is not achievable only by
studying the Fowler-Nordheim part. By comparing the drift velocity of both
parts, it seems that two diﬀerent mechanisms are observed, whereby the drift
during the measurement of I(d) is much smaller than the one obtained during
measuring I(U). As can be seem from SEM images (see ﬁg. 9.7) taken after
each experiment, structures were grown on the sample surface. A structure
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Figure 9.13: Adapted Fowler-Nordheim plots for all nine I-vs-U experiments (colored
markers) and averaged results of the ﬁts with (red) and without (green) considering the
drift vD of the FE-SPL system.
growth would yield to a decrease of d, i. e., a negative drift vD. This is
observed for all I(U) measurements as seen in ﬁg. 9.12. Therefore, it is pro-
posed that the growth of the features on the sample is mainly responsible for
the observed drift in the I(U) experiments. Nevertheless, it is not clear, why
the structure growth (treated as a constant drift) is not observed in the I-vs-
d curves. For these, the drift depends on the direction of the tip movement
during the experiment as shown before. Note, that the experiments diﬀer in
regards of the control feedback, i. e., the feedback was adjusting d for I-vs-d
measurements whereas the feedback was switched oﬀ for the I-vs-U part. This
might be another cause for the observed drift behavior.
In ﬁg. 9.13, the adapted Fowler-Nordheim plots are shown for all nine analyzed
I-vs-U experiments. The analytical results neglecting (green) and considering
vD (red) are plotted as solid lines. The averaged values of doff and vD from the
analysis of I(U) are used. As already indicated by ﬁg. 9.11 from a single ex-
periment and expected by the large vD value, the drift needs to be considered
to explain the measurement data.
Based on the slope of the adapted Fowler-Nordheim plots (eq. 9.1.10), the
values of doff and vD can be determined by using eq. (9.2.2). The determined
data were plotted in ﬁg. 9.12 and marked by yellow ©. The underestimation
of both values, doff and vD, with regards to the values obtained from the I-
vs-U analysis, which uses the same experimental data, are clearly visible and
explainable by eq. (9.1.9). In equation (9.1.9), the second term on the right
side depends on d, which becomes bias-dependent considering a constant drift
(eq. (9.2.2)). By neglecting this term and considering only the slope of the
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Figure 9.14: Work function Φ obtained from conventional (purple ) and adapted Fowler-
Nordheim plots (yellow ©) for the analyzed experiments using eq. (9.1.10). The data were
obtained considering the drift when calculating the slope.
Fowler-Nordheim plot, the values of doff and vD are underestimated.
In ﬁg. 9.14, the values of the work function Φ determined from the slope of
the Fowler-Nordheim plots (conventional (purple ) and adapted (yellow©))
of the experimental data are shown5. The drift was taken into account and
the overestimation of Φ can be explained by the same argument used for de-
termination of doff and vD. By considering only the slope of eq. (9.1.9), the
dependence of the oﬀ-set (in the Fowler-Nordheim plot) on Φ is neglected,
which leads to the overestimation of Φ.
In summary, the ﬁeld-emission experiments consisting of I-vs-d and I-vs-U
measurements can be described by the analytical model derived in chapters
8 and 9. It was found that both, oﬀ-set value doff and drift velocity vD, have
to be taken into account for describing the experimental data. Two diﬀerent
mechanisms for the drift during I(d) and I(U) are suggested. During the meas-
urement of I(d), a systemic drift (maybe calibration related) of about −0.2nm
was found. In contrast, an experiment-independent mechanism, most probably
related to the growth (or deposition) of structures on the sample surface, is
found for I(U) measurements. The deviation of the estimated tip-sample dis-
tance d ≈ 30nm from SEM images taken after the experiment and the oﬀ-set
values doff ≈ 150nm (at the beginning of the I(U) measurement) can be
explained using the drift velocity. The large drift during the I-vs-U meas-
urement of the experiment lead to a tip-sample distance of about 60nm at
the end of the experiment. Taking the unknown tilt between tip and sample,
the time between the end of measurement and the time taking the image as
well as the measurement tolerances (only low-resolution mode available) into
account the deviation between theory and experiment of approx. 30nm are
reasonable.
5The work function was set to Φ = 4.5 eV for the numerical simulations.
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The comparison between experimental and analytical results veriﬁes the de-
rived expression of the current strength I (9.1.7) based on the analytical model
of chapter 8. However, it also shows some of the additional inﬂuences (drift
and surface modiﬁcations), which need to be considered even that the ex-
periment was done under highly-controlled (high to ultrahigh vacuum) and
highly-stabilized (drift below 1nm/s) conditions.
The next chapter will present results about the application of the ﬁeld emis-
sion from sharp nanotips for lithography using the numerical and the analytical
model.
Chapter 10
Theoretical results for
ﬁeld-emission scanning probe
lithography
In this chapter, the results of the numerical and analytical model for the litho-
graphy application of the ﬁeld emission from sharp nanotips are summarized.
The dependence of the beam diameter db and the line width w as indicators for
the anticipated resolution of the lithographic process will be presented. Ad-
ditionally, the ratio of the maximal current density and the threshold current
density for a lithographic modiﬁcation of the resist material is introduced as
a measure for the range of application of the analytical model and the litho-
graphic regime. After studying how internal parameters (r, γ, Φ) and external
ones (d, U , and lithographic velocity v) aﬀect the lithography, the inﬂuence of
the resist layer properties (layer thickness dl, dielectric constant ε, sensitivity
and pre-patterned structures) are considered. The lithographic patterning is
assumed to be mainly triggered by energy transfer from ﬁeld-emitted electrons
to the resist molecule electrons. This is the subject of section 10.4.5 dealing
with the scattering of the electrons inside the resist layer. Note, two approaches
will be presented in Appendix B how-to (potentially) improve the lithographic
resolution capabilities by increasing the localization of the emitted electrons
on the sample surface.
At ﬁrst, the deﬁnitions of the beam diameter and the line width are repeated,
which will be used in this chapter. The beam diameter db is deﬁned by
eq. (5.4.4) as the width, at which the current density distribution Jsam at
the sample (or resist) surface is decreased to 1
e
of the maximum of the current
density Jmax = max (Jsam). A similar approach was used by Mayer et al. [77].
They used 60% of Jmax to determine the beam diameter db. This yields similar
results to our approach or to the use of the full-width half maximum (results
are not shown here). However, these deﬁnitions neglect the interaction with
the resist material. They are applied in electron beam lithography to de-
scribe the primary electron distribution. There, the lithographic eﬀect of the
high-energy primary electrons can be neglected in comparison with the pat-
terning eﬃciency of the secondary electrons. The secondary electrons in the
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EBL case are mainly electrons backscattered in the bulk of the sample, which
have energies up-to 100 eV and can be described by another Gaussian-shaped
current density distribution. Typically, the shape of the written lines in EBL
experiments are describable by a double Gaussian distribution consisting of a
Gaussian distribution of the primary electrons and another one of the second-
ary electrons [32].
However, in the case of FE-SPL, the energy of the primary electrons is in the
range of 10 to 100 eV and, therefore, their patterning capability needs to be
considered for the resolution because the binding energies in resist materials
are in the same range. To account for this, a second variable, the line width
w is introduced. It is determined from a threshold value ncrit of the electron
number density using eq. 5.4.7. From experiments, a threshold value of ap-
proximately 100 electrons per area of 1nm2 was estimated for a direct removal
process of the molecular resist material calixarene [13]. The threshold value
depends on the resist material. An analysis of the inﬂuence of the resist sens-
itivity, i. e., diﬀerent threshold values, on the patterning is given in section
10.4.3 together with a qualitative comparison with FE-SPL experiments.
The beam diameter db and the line width w exhibit signiﬁcantly diﬀerent char-
acteristics and thus lead to diﬀerent resolution predictions. In the following,
we will compare the values of db and w derived from (i) the numerical results,
(ii) from the analytical model and (iii) from a Gaussian approximation of the
analytical model. For the latter, the derivation of expressions for db and w
is based on the estimation of the current density distribution Jsam using the
analytical model of chapter 8 and a Taylor expansion of the exponential func-
tion of Jtip (eq. (9.1.5)). The Gaussian approximation for the current density
distribution at the sample is given by
JGAsam(rsam) =
A
Φ
κ2pE
2
0 exp
[
B
Φ
− CΦ
3/2
κpE0
]
exp
[
−r
2
sam
2σ˜2
]
R0an f
0 , (10.0.1)
which was derived for ξ ≈ 0, i. e., for rtip ≈ 0 and so for rsam ≈ 0. Con-
sequently, the ratio Ran of the emission and exposure area (eq. (8.3.6)) and
the weighting factor f (eq. (8.3.7)) at ξ = 0 were used, i. e., R0an = Ran(ξ =
0) = r
2
(d+r)2
and f 0 = f(ξ = 0) = 4 f1 d
f2
rf3
(
1− exp [f4Ud ])+ 1, respectively.
In ﬁg. 10.1, examples of Jsam are shown, which were obtained from simula-
tions (markers), the analytical model (solid lines) and the Gaussian approxma-
tion (10.0.1). The numerical and analytical data agree relatively well. Devi-
ations occur mainly at the tail of Jsam. The Gaussian approximation (10.0.1)
describes the analytical expression only for rsam ≈ 0 and underestimates it for
larger rsam.
The beam diameter of Jsam can be estimated by the standard deviation of the
Gaussian approximation (eq. (10.0.1))
dGAB = 2 σ˜ = 2 (r + d)σ = κp (r + d)
√
E0
βC Φ3/2
, (10.0.2)
where σ, given by eq. (9.1.12), is used.
The line width w is deﬁned by the radial coordinate rcrit, which can be estim-
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Figure 10.1: Current density distribution Jsam over the radial coordinate rsam on the
sample surface. The results of the numerical simulation (markers), the analytical model of
chapter 8 (solid lines) and the Gaussian approximation (10.0.1) (broken lines) are plotted.
The used parameter sets were r = 8nm, d = 40nm, U = 40V (5 and red), r = 8.6nm, d =
40nm, U = 40V (© and blue), and r = 12nm, d = 50nm, U = 50V ( and green).
ated from eq. (10.0.1) using the threshold value1 Jcrit = encrit/τ
Jcrit = J
GA
sam(rcrit) = Jmax exp
[
−r
2
crit
2σ˜2
]
. (10.0.3)
This leads to
wGA = 2 rcrit = 2
√
−2 σ˜2 ln
[
Jcrit
Jmax
]
(10.0.4)
=
√
2κ2p (r + d)
2E0
βC Φ3/2
{
− ln
[
Jcrit Φ
Aκ2pE
2
0 R
0
anf
0
]
+
B
Φ
− CΦ
3/2
κpE0
}
.
In the following, the results of eqs. (10.0.2) and (10.0.4) will be compared with
the results of numerical simulations (see chapter 5) and the analytical model
(see chapter 8) for the various parameters. Note, the structure of this chapter
is based on the parameters of interest for experiments of FE-SPL.
1Here, the more general exposure time τ was used instead of tpix (see eq. (5.4.6)).
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10.1 Inﬂuence of tip-related parameters
First, dependencies for parameters related to the tip itself are considered. Typ-
ically, these tip properties can hardly be modiﬁed during FE-SPL experiments
but are important to predict the lithography outcome. Additionally, it will be
studied if speciﬁc requirements for properties of the nanotip exists to enable
highest-resolution lithography. Here, tip radius r, tip opening angle γ and tip
material in form of its work function Φ will be considered.
10.1.1 Tip radius
In this section, the general assumption that smaller tip radii (sharper tips)
yield to higher lithographic resolution will be studied.
Figure 10.2: Results from the numerical model (symbols), the analytical model (solid lines)
and the Gaussian approximation (broken lines, eq. (10.0.2)) of the electron beam diameter
db as a function of the tip radius r for tip-sample distances d = 10nm (X and blue line),
50nm (O and red), as well as 100V ( and green). The bias voltage between tip and sample
was kept constant at 50V for γ = 20◦ and Φ = 4.5 eV .
In ﬁg. 10.2, the dependence of the beam diameter db on the tip radius r is
shown for diﬀerent tip-sample distances and for a bias voltage of 50V . Vari-
ations of r can yield to diﬀerences of db of up to 40nm for large tip-sample
distances. However, the diﬀerent dependencies on r can be seen in ﬁg. 10.2.
For the smallest tip-sample distance d = 10nm (X in ﬁg. 10.2), i. e., for r & d,
a nearly linear increase of db with r is observed. In contrast, for r < d (O and 
in ﬁg. 10.2), the numerically obtained beam diameter db decreases non-linearly
with increasing r.
The result of the analytical model (solid lines in ﬁg. 10.2) for d = 10nm, i. e.,
for r & d, agrees well with the numerical result but it is visible that db in-
creases non-linearly with r in contrast to the linear increase estimated for the
numerical result. For r < d (red and green lines in ﬁg. 10.2), db obtained from
the analytical model shows a non-linear decrease with increasing r similar to
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the numerical results. However, the larger the ratio between d and r the larger
the deviation between analytical and numerical results for r < d.
The results for the beam diameter (10.0.2) obtained from the Gaussian approx-
imation is shown in ﬁg. 10.2 by broken lines. A behavior similar to the results
of the numerical and analytical model is visible but db is underestimated.
Nevertheless, the general dependency from the tip radius can be predicted by
eq. (10.0.2). For the case of r > d, i. e., d = 10nm (X and blue in ﬁg. 10.2),
the dependence on r can be estimated by
dGAb ≈ r
√
E0
βC Φ3/2
∝ r (10.1.1)
using κp|r<d ≈ 1. This describes the almost linear increase of db with r seen
for all models in ﬁg. 10.2.
For r < d, i. e., d = 50nm (O and red) and 100nm ( and green) in ﬁg. 10.2,
the dependence of db on r can be predicted by
dGAb ≈ d
√
AU
rB Φ3/2
∝ 1
rB/2
≈ 1√
r
, (10.1.2)
which describes the non-linear decrease of db with r shown in ﬁg. 10.2. Here,
κp|r<d ≈
√A d/rB was used. Thus, the Gaussian approximation for db eq.
(10.0.2) reveals that the change of the electric ﬁeld, described by the ﬁeld en-
hancement factor κp (eq. (8.3.2)), explains the numerically found dependence
of db on r.
Therefore, only for tip-sample distances d . r, the assumption that the highest
resolution is obtained with the sharpest tips, holds true. However, the require-
ment d < r causes some diﬃculties. First, for tip radii below 10nm, a change of
the lithography process is expected for d < 10nm. Under vacuum conditions,
tunneling from the tip into the sample might occur whereas under ambient
conditions local anodic oxidation mediated by a water meniscus. Second, it
is generally more demanding to keep the system stable for small tip-sample
distances due to larger electric ﬁeld changes for tip-sample distance variations,
which lead to even larger current density changes. For the more common situ-
ation d > r in FE-SPL experiments, tips with larger tip radii yield smaller
beam diameters and in this way a higher resolution in contradiction to the
above mentioned general assumption. Nevertheless, the inﬂuence of the elec-
tron number is not included in the beam diameter, which will be investigated
in the following using the line width w.
In ﬁg. 10.3, the line width w is shown as function of the tip radius r for dif-
ferent tip-sample distances d. It can be seen that not all parameter sets yield
to a value of the line width for two reasons. On one hand, if the maximal
current density Jmax is smaller than the threshold value Jcrit no lithographic
modiﬁcation is achieved and, thus, no line width can be determined. This can
be observed for the numerical simulations but also for the analytical model
and its Gaussian approximation. On the other hand, if the current density
Jsam exceeds Jcrit over the complete simulation box, w can not be determined.
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Figure 10.3: Numerically (symbols and dotted lines as guide to the eye) and analytically
(solid lines) obtained line width w as a function of the tip radius r for the tip-sample
distances d = 10nm (X and blue), 50nm (O and red) as well as 100nm ( and green).
The line width obtained from the Gaussian approximation (10.0.4) of the analytical model
is shown by broken lines. The applied bias voltage was kept to 50V .
This limit exists only for the numerical simulation. Note, the analytical model
(see chapter 8) was derived for rtip ≈ 0 and its applicability is therefore lim-
ited. However, these limitations occur for line widths above 200nm and are
not relevant for high-resolution patterning.
For the numerical result of the smallest tip-sample distance d = 10nm (X and
blue dotted line as guide to the eye in ﬁg. 10.3), i. e., r & d, a nearly linear
increase is similar to the results for the beam diameter db shown in ﬁg. 10.2,
but w is much larger than db. If r < d (O and  in ﬁg. 10.3), the line width w
decreases non-linearly for increasing r. The decrease of w increases with r and
d and for certain parameter sets w = 0 is obtained. This is in contrast to the
behavior of db, which seems to approach a saturation value as seen in ﬁg. 10.2.
The analytical model overestimates w for all parameter sets shown in ﬁg. 10.3.
The overestimation of w by the analytical model for parameter sets leading
to low-resolution patterning can be explained by the fact that the line width
w is determined by the tails of Jsam in cases, in which the maximal current
density Jmax signiﬁcantly exceeds the threshold value Jcrit. As seen in ﬁg. 10.1,
the tails of Jsam are not accurately described by the analytical model (solid
lines), which was derived for ξ ≈ 0, i. e., rsam ≈ 0 (see chapter 8). This yields
to the overestimation of w for small d, i. e., large electric ﬁelds and so large
Jmax, as shown in ﬁg. 10.3 (for d = 10nm (blue solid line)). However, for the
smallest line widths, the best agreement between the analytical model and the
numerical values occurs. The analytical line width decreases for r < d and
for r > d and can therefore not resemble the nearly linear increase of w with
r for the case r > d. This is caused by the diﬀerent behavior of the tails of
the current density distribution Jsam for the analytical model as mentioned
above. The line width approaches w = 0 for the analytical model because a
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ﬁner discretization for r was used in comparison to the numerical simulations.
It can be seen, that w hits the x-axis almost perpendicularly, which can be
explained by the Gaussian-like shape of the current density distribution since
w is almost the inverse function of the current density distribution as seen in
eq. (10.0.4).
The results of eq. (10.0.4) from the Gaussian approximation are given by the
broken lines in ﬁg. 10.3. For r > d, w is nearly constant or even slightly in-
creasing with r, which is in contrast to the result from the analytical model but
in agreement with the numerical results. The line width decreases for r < d in
agreement with numerical and analytical results but it is underestimated by
eq. (10.0.4) for r < d. The underestimation of w by the Gaussian approxim-
ation can be explained by the current density distribution shown in ﬁg. 10.1,
since the width of the Gaussian approximation of Jsam (broken lines) is smaller
than the widths of the numerically and analytically obtained ones. Since the
dependence of w on r is similar to both, numerical and analytical line width,
it is worth to extract the dependence on r from eq. (10.0.4) for the both cases
r > d and r < d. For r > d, eq. (10.0.4) yields
wGA ≈ dGAb (r > d)
√
ln
(
Jcrit
Jmax
)
∝ r√const− ln r , (10.1.3)
which describes the almost linear dependence obtained for the Gaussian ap-
proximation but also the numerical line width as seen in ﬁg. 10.3. For r < d,
the behavior changes to
wGA ≈ dGAb (r < d)
√
ln
(
Jcrit
Jmax
)
∝ 1√
r
√
1−√r , (10.1.4)
which describes the dependence of the line width on r for all models in ﬁg. 10.3.
It was found that the ratio of Jcrit
Jmax
is a measure to predict, for which parameter
sets the dependency of w(r) changes in the numerical simulations from the
comparison with the Gaussian approximation. Furthermore, it can be used to
determine, for which parameter sets the analytical model yields values for w,
which are comparable to the numerically obtained ones. In ﬁg. 10.4, this ratio
is plotted for an applied bias voltage of U = 50V . For Jcrit
Jmax
> 1, no patterning
can be achieved, since the threshold value is not reached. On the other side,
for Jcrit
Jmax
. 10−5 (see blue curve or X in ﬁg. 10.4), the numerically obtained line
width w increases for increasing radius as shown by the symbols X in ﬁg. 10.3
for d = 10nm. This is similar to the dependency of the beam diameter db on
r for d > r (shown in ﬁg. 10.2). For Jcrit
Jmax
< 10−5, the maximal current density
Jsam signiﬁcantly exceeds the threshold value and the analytical line width w
overestimated the numerical results (see blue curve in ﬁg. 10.3) since the tails
of Jsam are not described well by the analytical model (derived for rsam ≈ 0).
This value is only slightly varied by the bias voltage in the parameter range
of FE-SPL experiments. For 10−5 . Jcrit
Jmax
< 1, the most interesting region for
high-resolution lithography is found since an increase of r yields a decreased
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Figure 10.4: Numerical (symbols) and analytical results (lines) of the ratio of the threshold
and the maximal current density JcritJmax as a function of the radius r for U = 50V . The
tip-sample distance was set to d = 10nm (X and blue), 50nm (O and red) and 100nm
( and green). The broken lines are guides to the eye representing the crucial region
10−5 < JcritJmax < 1 for lithography.
line width w. Additionally, the results of the analytical model agree reasonably
well with the numerical data as seen in ﬁg. 10.3. The highest resolution, i. e.,
lowest line width w, is found for Jcrit
Jmax
= 1 as expected. Furthermore, the
analytical model can describe w in the region, which is most important for
achieving the highest lithographic resolution (deﬁned by w).
In summary, the question if the highest resolution can be obtained with the
sharpest tips was studied by the beam diameter db and the line width w.
Thereby, the beam diameter db is found to be almost independent on r for
r > d whereas for r < d, the minimal value of db is found for large r in
contradiction to the expectation (see ﬁg. 10.2). The (theoretical) line width
w decreases with increasing r in the range for high-resolution lithography and
reaches even w = 0 for certain tip radii as shown by ﬁg. 10.3. However,
diﬀerent tip radii yield to the smallest line width w dependent on the chosen
parameter sets. In general, it is possible to achieve a minimal line width w → 0
independent of tip radius r by setting the other parameters appropriately.
In low-resolution mode ( Jcrit
Jmax
. 10−5), the dependence on the tip radius of db
and w are similar and in this case, the smallest tip radius yields to the smallest
patterns which meets the expectation. In contrast, in the high-resolution mode
(10−5 . Jcrit
Jmax
< 1), a threshold value for the lithographic process is assumed
from experiments and, thus, w is used to describe the size of the lithographic
patterns. This leads to the prediction contrary to the expectation, that the
highest resolution can be achieved regardless of the tip radius (in the studied
range) by adjusting the other parameters.
In the next section, the inﬂuence of the tip-angle is shown.
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10.1.2 Tip opening angle
As shown before, the inﬂuence of the opening angle γ is rather limited, which
can be seen for the beam diameter in ﬁg. 10.5 and was neglected in the ana-
lytical model (see chapter 8).
However, an increase of γ could lead to a decrease of the line width w and even
Figure 10.5: Numerically (symbols) and analytically (lines) obtained electron beam dia-
meter db (left) and line width w (right) as a function of the opening angle γ. Beam diameter
and line width are shown for tip-sample distances d = 10nm (X and blue line), 20nm (5
and red), 30nm ( and yellow), 40nm (♦ and purple) as well as 50nm (© and green). The
bias voltage was kept to 30V .
a slight decrease is seen for db shown on the right-hand side and the left-hand
side of ﬁg. 10.5, respectively. Nevertheless, the opening angle γ leads only
to a relatively small decrease of w of up to 30nm, which is less than change
obtained by the tip radius. Like the tip radius, the tip angle is not crucial for
the lithography resolution since it can be compensated by the other adjustable
parameters.
10.1.3 Tip work function
In the ﬁeld-emission theory of Fowler and Nordheim [94, 95], the material
properties of the emitter are taken into account only by the material's work
function Φ since the theory considers metal emitters. The inﬂuence of Φ on
the beam diameter db and the line width w is presented in the following.
On the left side of ﬁg. 10.6, the beam diameter db(Φ) is shown. A decrease of
db for increased work function Φ is observed for the numerical and analytical
model. The work function inﬂuences only the emission probability (Fowler-
Nordheim eq. (8.3.5)) and the beam diameter given by the standard deviation
(10.0.2) of the Gaussian approximation is proportional to
dGAb ∝ Φ−3/4 . (10.1.5)
As shown in ﬁg. 10.6, dGAb of the Gaussian approximation describes the depend-
ence of db well but the magnitude is underestimated. However, the analytical
and numerical results agree well and are comparable with the data published
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Figure 10.6: Numerical (symbols) and analytical results (solid lines) of the electron beam
diameter db (left) and the ratio of the threshold and the maximal current density
Jcrit
Jmax
(right) dependent on the work function Φ. (Left) The results of db obtained from the
Gaussian approximation (10.0.2) are shown by the broken lines. The tip-sample distance d
was set to d = 10nm (X and blue), 20nm (5 and red) and 30nm ( and green). Here, the
bias voltage U was set to 20V .
by Mayer et al. (shown in their ﬁg. 4), where the tip-sample distance was
adjusted to keep the current at 1nA [77].
On the right side of ﬁg. 10.6, the ratio Jcrit
Jmax
is plotted as function of Φ. For
increasing Φ, the ratio is increasing since an increased Φ corresponds to an
increased tunneling barrier and, thus, to a decreased emission current prob-
ability. This yields a decrease of the line width w for increasing Φ as seen
in ﬁg. 10.7 for all models. The analytical model is drawn only in the range
10−5 ≤ Jcrit
Jmax
≤ 1 for high-resolution patterning. In this range, the analytical
results agree relatively well with the numerically obtained line width and the
best agreement is obtained for smallest w. Dependent on the setting of the
other parameters, it is possible to decrease the line width w → 0 by increas-
ing Φ. However, the minimal line width w = 0 is obtained for diﬀerent work
function values dependent on the parameter values, which are kept constant.
Using eq. (10.0.4), the dependence of w can be approximated with
wGA ∝ Φ−5/4 , (10.1.6)
which models the dependence on Φ well but underestimates the value of the
line width.
In summary, the work function could lower the line width w for a given para-
meter set. However, Φ is hardly changeable during FE-SPL experiments and
only a limited number of materials can be fabricated leading to ultrasharp
nanotips on an active cantilever used in FE-SPL experiments.
10.1.4 Summary of the inﬂuence of tip-related parameters
In this section, the inﬂuence of the internal parameters tip radius r, tip angle
γ and tip work function Φ were investigated. These parameters are hardly
changeable during FE-SPL experiments but might be usable for the design
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Figure 10.7: Numerical (symbols and dotted lines as guide to the eye), analytical line width
w (solid lines) and the line width of the Gaussian approximation (10.0.4) (broken lines) as
functions of the work function Φ for d = 10nm (X and blue), 20nm (5 and red) and 30nm
( and green). The bias voltage U was set to 20V . The analytical line width was drawn
within the range 10−5 ≤ JcritJmax ≤ 1.
and fabrication of tip emitters. For high-resolution patterning, the following
speciﬁcations2 seems to be advantageous: (i) large work function Φ; (ii) large
opening angle γ and (iii) large tip radius r. However, these speciﬁcations
needs to be balanced carefully, since a blunt tip (large r and Φ) fabricated
from a material with a high work function might not lead to a suﬃcient emis-
sion probability. Now, the question arises if, how and to which extent the
resolution can be optimized by external parameters for a given tip. These ex-
ternal parameters are adjustable during FE-SPL experiments and could help
to compensate tip changes caused by tip wear and crashes during usage. This
question will be studied in the next sections.
10.2 Inﬂuence of external parameters
In this section, the inﬂuence of the external parameters (tip-sample distance
d, applied bias voltage U and writing velocity v) on the lithographic resolu-
tion is investigated. Special interest is given if highest resolution patterns are
achievable independently of internal tip parameters (r, γ and Φ).
During FE-SPL experiments, the tip-sample distance d is usually unknown,
since the current I is controlled and kept constant (constant-current mode) by
varying d (and applying a constant bias voltage) [912, 61, 63]. To determine
the tip-sample distance, the tip would have to be brought in mechanical con-
tact with the sample (without applying a bias voltage). However, a mechanical
contact between tip and sample could lead to a change of the tip shape de-
pendent on the mechanical stability of the tip (not to forget possible damage
2Note, these speciﬁcations are related to the used parameter ranges, i. e., Φ ∈ [2, 6] eV , γ ∈ [5, 30]◦ and
r ∈ [2, 20]nm.
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on the sample)3. Thus, a contact between tip and sample has to be prevented.
Even for another control scheme based on the forces between tip and sample
(constant-height mode) [32], in which d is very small (close to contact), the
absolute tip-sample distance is not known. Furthermore, for d < 10nm, tun-
neling (vacuum) [35,38,39] or local anodic oxidation (ambient conditions) [120]
might occur instead of the desired FE-SPL. In both control modii, constant-
current and constant-height mode, cantilever bending caused by electric forces
might complicate tip-sample distance measurements even more. A possibility
to determine d could be in a similar fashion as the FE measurements described
in section 9.2. Unfortunately, further experiments based on the ones shown in
section 9.2 [169], which include patterning of a resist layer, were not executed
so far and, thus, a quantitative comparison with experimental FE-SPL data
was not yet possible.
In the constant-current mode, the parameters U and d are interrelated by the
control algorithms to ensure a constant current set-point, e. g., an increase of
U leads to an increased electric ﬁeld and to prevent an increased current, d
is increased by the control algorithm. In constant-height mode, a variation of
the tip-sample distance is rather limited by the force sensitivity of the canti-
lever bending. A soft cantilever would allow larger distance variations but the
lithography becomes more unstable and vice versa.
Despite the diﬃculties of the experiments, the inﬂuence of each external para-
meter on the lithographic resolution is studied individually in the following.
This allows a better understanding of the dependence on the tip-sample dis-
tance d, the bias voltage U and the writing velocity v.
10.2.1 Tip-sample distance
The ﬁrst investigated parameter is the distance d between tip and sample.
In ﬁg. 10.8 (left), the beam diameter db in dependence of the distance d is
shown for various tip radii r. A nearly linear increase of db is obtained for
increasing d, which is also predicted by eq. (10.0.2) for d > r. For larger d, the
electron trajectories are longer. Since these follow approximately rays starting
perpendicular at the tip surface as shown in section 8.2, the electron beam is
broadened for increasing d. From eq. (10.0.2), dGAb is given by
dGAb ∝ d (10.2.1)
for d > r and by
dGAb ∝
√
d (10.2.2)
for d ≈ r. This is observed in ﬁg. 10.8 for the numerical results of db. For
r = 4nm (symbol X), a nearly linear dependence of db on d is seen whereas
for r ≥ 8nm a root-like behavior is observed for small values of d. However,
a closer look at the solution of the Gaussian approximation for r = 20nm
(purple broken line in ﬁg. 10.8) reveals that
dGAb ∝ d2 (10.2.3)
3A tip crash during lithography might have even more serious consequences since an electrical short cut
would lead to a damage of tip and sample due to the electrical current and the corresponding heat.
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Figure 10.8: Numerical (symbols and dotted lines as guide to the eye) and analytical
(colored solid lines) electron beam diameter db (left) and line width w (right) as a function
of the tip-sample distance d. The results of the Gaussian approximation are plotted by
colored broken lines. The analytical line width is shown for 10−5 ≤ JcritJmax ≤ 1. db(d) and
w(d) are drawn for tip radii r = 4nm (X and blue), 8nm (5 and red), 12nm ( and green)
and 20nm (♦ and purple) for U = 50V .
for d < r, which is also seen for the analytical result for r = 20nm (purple
solid line). This is in contradiction to the numerical results, which do not show
this dependency. This can be explained by the increase of the relative error
between analytical and numerical result of the maximal enhancement factor
κp for small dr as seen in ﬁg. 8.5.
The nearly linear dependence of db on d was also found by Mayer et al. [77]
but they obtained the smallest value of slope for the smallest radius since they
kept the current constant to 1nA and, thus, changed the bias voltage and the
tip-sample distance simultaneously.
The dependence of the line width w on the tip-sample distance d is shown on
the right-hand side of ﬁg. 10.8. By changing the tip-sample distance d, two
diﬀerent regimes for w can be obtained for the numerical simulation but also
for the analytical models. For small d, the electric ﬁeld E0 yields a maximal
current densities Jmax much larger than the threshold value Jcrit. Here, w
is almost linearly increasing with increasing d, i. e., w shows almost the same
dependence on d as the beam diameter db. In the regime for large d, w is deﬁned
by intersection between threshold value and current density distribution, since
the ratio 10−5 < Jcrit
Jmax
< 1 and w decreases for increasing d.
On the right-hand side of ﬁg. 10.8, the results of the analytical model (solid
lines) are only plotted for 10−5 < Jcrit
Jmax
< 1, which agree well for w → 0 (seen
for r = 12nm ( and green) and 20nm (♦ and purple)), i. e., Jmax ≈ Jcrit.
However, the numerical results for small d can not be described.
In contrast, both regimes can be explained by eq. (10.0.4) of the Gaussian
approximation for d > r and d ≈ r, for which
wGA ∝
√
d2 − d5/2 (10.2.4)
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and
wGA ∝
√
d− const d2 , (10.2.5)
was found, respectively. For small d, the ﬁrst term dominates, whereas for lar-
ger d the second term describes w(d), which predicts the observed dependency
w(d) for d . r. Nevertheless, it is observed that eq. (10.0.4) underestimates
the magnitude of w.
10.2.2 Applied bias voltage
The dependence of the diameter db of the electron beam and the line width w
on the applied bias voltage is plotted in ﬁg. 10.9 for a tip-sample distance of
d = 40nm. The results are obtained from the numerical simulation (markers),
the analytical model (solid lines) and shown as broken lines from eqs. (10.0.2)
and (10.0.4), for db and w, respectively. As expected, the beam diameter
db increases with increasing electric ﬁeld strength, i. e., with increasing the
bias voltage U . From eq. (10.0.2) of the Gaussian approximation, the beam
diameter
dGAb ∝
√
U , (10.2.6)
observable for numerical and analytical results as well in ﬁg. 10.9 (left). An
increase of db with increasing U was also also observed by Mayer et al. [77]
but in contrast to the results here, with an increasing positive slope of db(U)
especially for the smallest tip radii r. Note, that Mayer et al. adjusted the tip-
sample distance d during the variation of U to obtain a constant-current mode,
i. e., keeping the emission current constant at 1nA [77]. However, they only
consider voltages up to 50V , where the slope transition might not be clearly
observable. In agreement with Mayer's study the largest beam diameter db is
obtained for the smallest tip radius r due to the highest electric ﬁeld strength.
Figure 10.9: Numerical (symbols and dotted lines as guide to the eye) and analytical (solid
lines) results of electron beam diameter db (left) and line width w (right) as a function of the
bias voltage U . The results of the Gaussian approximation are plotted by broken lines. The
analytical results of w are shown for 10−5 ≤ JcritJmax ≤ 1. The results are drawn for r = 8nm
(X and blue), 12nm (5 and red), 16nm ( and green), and 20nm (♦ and purple). Here,
the distance was constant at 40nm.
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Figure 10.10: Measurement data for line width w as a function of the bias voltage U for two
diﬀerent tips (black and red colored symbols) using an approximately 10nm thick calixarene
resist layer (taken from [9]). The data up to U = 50V are shown single-tip results, whereas
for higher bias voltages multiple tip emission occurred.
On the right-hand side of ﬁg. 10.9, the line width w exhibits a similar beha-
vior like db but the slope of w(U) is more aﬀected by U , i. e., for small U a
steep increase of w is observed while for larger U , w(U) seems to approach a
saturation value. The theoretical results are similar to the experimental data
from [9], shown in ﬁg. 10.10, although the tip-sample distance d was adjusted
for a constant-current operation in experiments and in the simulation d was
kept constant. However, the magnitude of the experimental data obtained
with tips (from which the tip radii were not determined) are larger than ob-
tained from theory. Due to unknown tip radius and the unknown tip-sample
distance, a quantitative comparison is not achievable.
The decrease of w with decreasing U is a similar to db(U) but with a larger
absolute value of the slope as shown in ﬁg. 10.9. The analytical model yields
comparable results in this region for w → 0. The beam diameter db and the line
width w, obtained from the Gaussian estimate, reproduce their dependency on
the bias voltage U , but not their magnitude as seen in ﬁg. 10.9. However, the
saturation of w(U) observed for the numerical results is not describable by
eq. (10.0.4) for the Gaussian approximation, since it yields
wGA ∝ √U + lnU . (10.2.7)
10.2.3 Lithographic velocity
A parameter, not discussed so far, is the velocity v of the tip moving over the
sample surface during lithography. This velocity alters the amount of electrons
ne reaching the sample or resist surface described by eq. (5.4.6) by changing
the exposure time τ at a certain position (see eq. (5.4.5)4). The expression of
the line width w eq. (5.4.7) includes, thus, the inﬂuence of the velocity w.
4In eq. (5.4.6), the exposure time τ is described by a time tpix per pixel.
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Figure 10.11: Plot of line width w as a function of the writing velocity v computed with
the numerical (black symbols) and the analytical model (colored solid lines). The colored
broken lines show the results of the Gaussian approximation of the analytical model. w(v)
is shown for diﬀerent tip radii r = 8.6nm (X and blue), 12nm (5 and red), 16nm ( and
green) and 20nm (♦ and purple). The potential diﬀerence between tip and sample was kept
to 50V and the distance to 50nm.
In the discussion so far the velocity was set to v = 1 µm
s
, which is an often used
value in experiments. However, since the velocity can be risen up to 8 µm
s
,
the range v ∈ [1, 8] µm
s
is considered in the following consideration. Note, the
beam diameter db is not aﬀected by the velocity since the (time-independent)
current density distribution Jsam remains constant.
In ﬁg. 10.11, the dependence of the line width w on the patterning velocity v
for diﬀerent tip radii is plotted. As expected, an increasing velocity v reduces
the line width w, which is resembled by the analytical model and eq. (10.0.4).
Thereby, the slope increases if Jcrit
Jmax
approaches 1, caused by the Gaussian-like
shape of Jsam, which can be seen in ﬁg. 10.11 for r = 20nm. However, the
line width w(v) remains nearly constant when the tail of Jsam determines w
as seen for small radii in ﬁg. 10.11. Since in experiments, the line width can
be decreased by increasing v, the system seems to be typically operated in the
range 10−5 ≤ Jcrit
Jmax
≤ 1.
Concluding the studies of the inﬂuence of the external parameters on the litho-
graphic resolution, smaller bias voltages and larger tip-sample distances should
result in better resolution. Thereby, in many FE-SPL systems, due to the
constant-current operation mode, reducing U lead to a decreased d as well.
From experiments and the presented theoretical models esp eq. (10.0.1), it is
observed that the inﬂuence of U on Jsam is stronger than the one of d. How-
ever, for w, this eﬀects is not observable in the parameter range of FE-SPL
experiments as seen by comparing the right-hand sides of ﬁgs. 10.8 and 10.9
There, both parameters changes w in a range from 0nm to 200nm.
10.3. SUMMARY OF INVESTIGATIONS FOR RESIST-LESS FE-SPL 113
10.3 Summary of investigations for resist-less FE-SPL
In this part of chapter 10, the results of the simulations were presented to-
gether with the ones of the analytical model and the ones obtained from the
estimation of Jsam using a Gaussian distribution, for the studies neglecting the
resist layer. The physical values necessary to describe the lithography outcome
are the beam diameter db (as, e. g., reported by Mayer et al. [77]), the ratio
Jcrit
Jmax
and the line width w. The diﬀerence between beam diameter db and
line width w is that db does not include the threshold value Jcrit to trigger a
lithographic reaction. The behavior of both values, db and w, diﬀers as well
as their signiﬁcance for the patterning process. The beam diameter db can
yield an estimate for a parameter set in the regime, where the ratio Jcrit
Jmax
is
very small, i. e., below 10−5. This might be relevant for negative tone pat-
terning using calixarene, since very low threshold values were extracted from
experimental data [13]. However, in this regime the lithographic process is
not achieving its highest resolution. In the highest-resolution regime, Jcrit
Jmax
is
close to unity and the line width w can be used to determine the optimized
parameter set. This is the range of the direct ablation and the theoretical
predictions show some agreement with the experimental results [9, 13]. How-
ever, the experiments were done under ambient conditions and using a resist
ﬁlm, which inﬂuence the measured line width. Additionally, the atomic-force
microscopy measurements might aﬀected by tip-convolution eﬀects [?,?].
In the ﬁrst part of this chapter, the inﬂuences of the shape of the tip, i. e.,
tip radius r and opening angle γ, as well as the tip material in form of the
work function Φ on db and w were presented. All these internal parameters
inﬂuence the ﬁeld emission process and, thus, the lithography. It could be
shown that the assumption that smaller tip radii lead to higher lithographic
resolution is wrong for r < d. In contrast, increasing the tip radius as well as
the tip-opening angle can result in smaller line widths due to a decrease of the
the ﬁeld enhancement, i. e., the electric ﬁeld and ﬁnally of the current dens-
ities Jtip and Jsam. The numerical simulation showed for tip-sample distances
d < r, that a decrease of r increases the resolution. The Gaussian approx-
imation (10.0.4) predicts a change of the behavior for r ≈ d, which was not
numerically observed in the range of the investigated tip radii5 r ≤ 20nm and
tip-sample distances d ≥ 10nm (to avoid tunneling or formation of a water
meniscus). Furthermore, the resolution can be improved by using tip materials
with a high work function Φ. However, the internal parameters do not limit
the capability for high-resolution patterning, since the external parameters are
able to compensate the eﬀects of the internal parameter.
The external parameters, tip-sample distance d, applied bias voltage U and
writing velocity v, were considered thereafter. In the high-resolution limit, an
increased d, a decreased U and an increased v lead to a decrease of the line
width w, i. e., an increased resolution. Note, only the bias voltage U does not
lead to a change of the dependency of db and w, because the electric ﬁeld Etip
increases with increasing U . It was not conﬁrmed that the bias voltage U has
5For good AFM functionality in experiments.
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the most impact on current density Jtip. However, it is most convenient in
typical (current-controlled) FE-SPL experiments to set U at ﬁrst. Afterwards,
the distance d between sample and tip can be used to reduce the line width.
However, already slight changes of d can yield to relatively large changes of
w. At last, the line width w can be reduced further by increasing the writing
velocity v.
It was found, that the ratio Jcrit
Jmax
is a measure to characterize the patterning
behavior. If the ratio is above unity, a patterning is not possible because the
threshold value for a lithographic modiﬁcation of the resist is not reached by
the current density. For ratios below 10−5, beam diameter db and w show
similar dependencies, while for 10−5 < Jcrit
Jmax
≤ 1 the dependence of w on the
respective parameter changes (except for the bias voltage U). In this range, in
particular near Jcrit ≈ Jmax, the highest resolution is observed. The pattern-
ing is mainly aﬀected by the ﬁeld enhancement factor κp for ratios below 10−5
since the maximal current density is much larger than the threshold value.
In the regime Jcrit
Jmax
< 10−5, the beam diameter can be used to predict the resol-
ution capabilities. The highest resolution is achieved for a ratio close to unity,
which is only described by using the line width. Worth to mention is that a
lower limit for the line width w was not observed. However, the properties of
the resist material inﬂuences the lithographic process and its resolution, which
will be studied in the next chapter.
The analytical model could not reproduce the numerical results in the re-
gime Jcrit
Jmax
< 10−5, since the resolution is determined by the tails of the the
current density distribution. Nevertheless, in the high-resolution region for
Jcrit
Jmax
∈ [10−5, 1], the derived physical values, beam diameter db and line width
w, agreed well with the simulation data. A slight overestimation of the line
width w was observed. However, the model can be used to obtain the optimal
external parameter for a given tip to conduct highest resolution lithography.
Due to the simplicity of the analytical model, it could be implemented into
an existing software for a FE-SPL system, which would allow to estimate the
parameter range of interest on the basis of a previously done investigation of
the tip shape and the knowledge of the work function of the tip.
An even simpler approach using eqs. (10.0.2) and (10.0.4) enables the predic-
tion of the respective behavior of db and w but the magnitudes of db and w are
underestimated.
Although the theoretical models allow to modify each parameter independ-
ently, the experimental results (w(U)) could be qualitatively reproduced. In
the experiments due to the constant-current control mode, a variation of one of
the external parameter U and I leads to a modiﬁcation of the tip-sample dis-
tance d. The interrelation of the external parameters and the experimentally
inaccessible tip-sample distance complicate the analysis of the experiments.
The Gaussian approximation and the analytical model can help to analyze the
inﬂuence of each external parameter.
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10.4 Inﬂuence of resist layer on FE-SPL
After studying the inﬂuence of internal and external parameters on the ﬁeld
emission based lithography from sharp nanotips, the eﬀect of a resist layer,
described by layer thickness dl and dielectric constant ε, on lithography res-
olution is considered. Here, the dielectric function is assumed to be isotropic
for the amorphous resist material (calixarene), which is a standard resist for
FE-SPL (in our group). Additionally, it is assumed that charge eﬀects (like
accumulation) are negligible due to biasing the metallic (e. g., gold) or semicon-
ducting sample (e. g., silicon). Note, in the following d refers to the tip-resist
distance and dl to the resist layer thickness. The tip-sample distance dtot is
thus the sum of d and dl. In this study (without loss of generality) only a tip
with the following properties is considered: radius r = 8.6nm, opening angle
γ = 20◦ and work function Φ = 4.5 eV .
Figure 10.12: Plot of the electric ﬁeld (as color code) for the situation without (left) and
with a 10nm-thick resist layer (right). For better comparability, the graph on the left is
shift upwards by the layer thickness and the same color bars are applied. Here, U = 10V ,
r = 8.6nm and d = 10nm.
The electric ﬁeld computed with and without a resist layer is shown in ﬁg. 10.12.
The parameters are chosen that the tip-sample distance without resist (left-
hand side) equals the distance between tip and resist (right-hand side of
ﬁg. 10.12). Diﬀerences between electric ﬁeld distributions are hardly visible.
The electric ﬁeld maximum is approximately 10% smaller for the case includ-
ing a resist layer than for the case without one. As it can be observed, the
electric ﬁeld within the resist layer is rather small. This is important for the
question of the electric ﬁeld inﬂuence on electron trajectories and scattering
cross sections within the resist layer. This eﬀect will be included in section
10.4.5 dealing with the electronic interactions inside the resist.
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Figure 10.13: Field enhancement factor κp as a function of the ratio
deff
r of the eﬀective
tip-sample distance deff = d +
dl
ε and the tip radius r shown for resist layers with diﬀerent
thickness dl (colored symbols with black frame) and dielectric constant ε (white symbols
with colored frame). The inﬂuence of dl on κp is shown in the upper inset, in which κp over
d
r is plotted for dl = 2nm (blue ©), 10nm (red 5), 20nm (yellow ), 30nm (purple ♦),
40nm (green 4) and 50nm (cyan B) for ε = 3.7. The eﬀect of ε on κp is shown in the
lower inset for κp vs.
d
r for ε = 2 (blue-framed ©), 4 (red-framed 5), 6 (yellow-framed ),
8 (purple-framed ♦) and 10 (green-framed 4) for dl = 10nm. The diﬀerent values of dl
and ε are plotted together in the main part of the ﬁgure. The analytical expression of κp
(8.3.3) using deff is plotted as solid red line and κp using d is shown as broken black line in
the insets.
To include the inﬂuence of the resist layer in the analytical model, the plate
capacitor case including a resist layer on one electrode is considered. Assuming
uniformly distributed charges Q at the electrode surfaces, the surface charge
is equal to σp =
Q
A
, where A is the surface area. The electric ﬁeld is given by
E(z) = σp
ε0 εr(z)
with
εr(z) =
{
1 if 0 ≤ z < d
ε if d ≤ z < d+ dl
. (10.4.1)
The bias voltage between the electrodes can be calculated by
U =
∫ d+dl
0
E(z) dz =
∫ d
0
Ev dz +
∫ d+dl
d
Ev
ε
dz
= Ev
(
d+ dl
ε
)
= Ev deﬀ (10.4.2)
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Figure 10.14: Numerical results for the current strength I plotted in dependence of the
ratio deffr for bias voltages U = 20V (blue), 40V (red), 60V (yellow), 80V (purple) and
100V (green). Diﬀerent resist layers were used with dl = 2nm (©), 10nm (5), 20nm (),
30nm (♦), 40nm (4) and 50nm (B). The results of the analytical expression (9.1.7) (using
deff instead of d) are shown as magenta lines.
with the vacuum electric ﬁeld Ev =
σp
ε0
. The result of the electric ﬁeld
Ev =
U
deﬀ
, (10.4.3)
can be interpreted as a plate capacitor in vacuum with an eﬀective plate dis-
tance deff . Inserting this into the analytical model of chapter 8 leads to a
modiﬁed deﬁnition of the (maximal) ﬁeld enhancement factor
κp =
Etip
Ev
. (10.4.4)
The results of the analytical eq. (8.3.2) for κp using deﬀ instead of d are plot-
ted in ﬁg. 10.13. The ﬁeld enhancement κp is shown in dependence the ratio
of the eﬀective tip-sample distance deﬀ and the tip radius r. It can be seen
that all numerical results (symbols) can be described by the analytical expres-
sion (8.3.2) drawn as a solid red line in ﬁg. 10.13. Thus, using κp(deﬀ, r), the
enhancement distribution κ (eq. (8.3.3)) and the electric ﬁeld Etip along the
tip surface (eq. (8.3.4)) can be determined. The eﬀect of dl and ε on κp can
be seen in the insets showing κp vs. dr for variations of dl and ε separately.
An increase of dl increases κp whereas an increase of ε slightly decreases it. In
both cases, the variation of κp with dl or ε is larger for smaller values of dr .
In ﬁg. 10.14, the total current I is plotted in dependence of the ratio deﬀ
r
. It
is shown, that the analytical model using deﬀ instead of d could describe the
current strength and so the current density distribution Jtip at the tip taking
the properties of the dielectric resist layer into account.
The calculation of the current density distribution Jsam at the sample from
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Figure 10.15: Plot of electron beam diameter db on the resist surface in dependence on
the tip-resist distance d for a resist layer with a thickness of dl = 10nm and a dielectric
constant of ε = 3.7 (bright colors and black symbols) in comparison with the resist-less case
(darker colors and grey symbols). db(d) is shown for the bias voltages U = 20V (blue, X
and + (resist-less case)), 60V (red, 5 and 4), and 100V (green,  and ♦). The results of
the numerical simulations, the analytical model and of the Gaussian approximation (10.4.6)
are shown as symbols, solid lines and broken lines, respectively.
Jtip requires Ran =
Atip
Asam
(eq. (8.3.5)) and f (eq. (8.3.6)), which are both
distance-dependent. Since only the length of the rays are considered for Ran,
the geometric length z ∈ [d, d+dl] is used and not deﬀ. In contrast, the weigth-
ing function f expresses the inﬂuence of the electric ﬁeld on the trajectories
and so the eﬀective distance deﬀ is used to calculate f . Therefore, the adapted
analytical model can be written as
Jsam(z, deﬀ) =
A
Φ
κ2(deﬀ)E
2
v(deﬀ) exp
(
B
Φ
− CΦ
3/2
κ(deﬀ)Ev(deﬀ)
)
Ran(z)f(deﬀ) .
(10.4.5)
In consequence, from the Gaussian approximation of Jsam, the estimates of the
beam diameter dGAb and line width w
GA at the resist surface (z = d) can be
modiﬁed to:
dGAb = (d+ r)κp(deﬀ)
√
Ev(deﬀ)
β CΦ3/2
(10.4.6)
and
wGA = db
√
ln
(
JcritΦ
Aκ2p(deﬀ)E
2
v(deﬀ)Ran,0(d) f0(deﬀ)
)
+
B
Φ
− CΦ
3/2
κp(deﬀ)Ev(deﬀ)
.
(10.4.7)
Fig. 10.15 shows the beam diameter db of the electrons at the resist surface
(z = d) in dependence of the tip-resist distance d (bright colors and black
symbols) together with db determined for the resist-less case using d as the
tip-sample distance (darker colors and grey symbols). The solid lines repres-
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Figure 10.16: Line width w (at the resist surface) is plotted as function of tip-resist distance
d (left) and of applied bias voltage U (right) for a resist layer thickness of dl = 10nm and
dielectric constant of ε = 3.7 (bright colors and black symbols) in comparison with the
resist-less case (darker colors and grey symbols). (Left) w(d) is shown for the bias voltages
U = 30V (blue, X and + (resist-less case)), 40V (red, 5 and 4), 50V (green,  and ♦).
(Right) Plot of w(U) is drawn for tip-resist distances d = 20nm (blue, X and +), 60nm
(red, 5 and 4) and 100nm (green,  and ♦). The results of the numerical simulations, the
analytical model and of the Gaussian approximation (10.4.7) are shown as symbols, solid
lines and broken lines, respectively.
ent the analytical beam diameter whereas the broken lines show the results of
eq. (10.4.6). The numerical data are given as symbols. The beam diameter db
obtained with a resist layer show no visible deviations to db of the resist-less
case. The nearly linear dependence of db on the bias voltage U (for U > 60V
as seen in ﬁg. 10.9) was already observed by Dobisz et al. [22], which is inde-
pendent on the resist layer presence as seen in ﬁg. 10.15.
The results of the line width w for a resist layer (bright colors and black sym-
bols) and for the resist-less case (darker colors and grey symbols) dependent
on d and U are shown in ﬁg. 10.16. In contrast to the results of db, w with
and without a resist layer show some deviations for large d and small U , i. e.,
for high-resolution patterning. Nevertheless, the deviations are rather small
and at the resist surface, the results of the resist-less case, calculated with a
tip-sample distance identical to the tip-resist distance d, can be used as a good
estimate.
The inﬂuence of the patterning velocity v on w is shown in ﬁg. 10.17 for tip-
resist distances of d = 40nm (blue) and 60nm (green). The line width w was
measured at the resist-sample interface (dark colors) and on the resist surface
(bright colors). The deviations between the diﬀerent positions, at which w is
determined, are caused be the slightly increased electron spread of trajectories
increased by dl, which lead to a minor increase of w. The diﬀerence is larger for
smaller ratios of Jcrit
Jmax
, where w depends on the tails of the current density dis-
tribution Jsam. In this range, electron trajectories for large angles ξ determine
w, which spread more with d than the trajectories with small ξ. In ﬁg. 10.17,
only the results of the analytical model (10.4.5) are shown, which agree well as
expected from previous results. Note, the inﬂuence of v is stronger for smaller
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Figure 10.17: Line width w over writing velocity v determined at the resist surface (bright)
and at the resist-sample interface (dark). The results are shown for d = 40nm (blue and©)
and 60nm (green and ). The analytical model results are plotted as solid lines, whereas
the dotted lines are guides for the eye for the numerical results.
w, i. e., for Jcrit
Jmax
→ 1.
The kinetic energy of the electrons impinging the resist surface is important
for the lithography, since it determines the interactions between electrons and
resist molecules. It was brieﬂy studied in the publication of Dobisz et al. [22].
On the left-hand side of ﬁg. 10.18, the radial distribution of the numerically
obtained kinetic energy on the resist surface (red lines) and the resist-sample
interface (blue lines) are shown together with the kinetic energy distribution in
the resist-less case (black broken line). The kinetic energy at the resist-sample
interface (and sample surface in resist-less case) is deﬁned by the potential en-
ergy −eφ due to the conservation of energy. Thus, both results (black broken
and blue lines) overlap at  = 50V on the left side of ﬁg. 10.18. The kinetic
energy at the resist surface (red lines) is increasing with d and the diﬀer-
ence between the minimum of kin at x = 0 and the maxima at |x| → ∞
decreases. kin is determined by the scalar potential, which was studied in sec-
tion 7.1. Since the scalar potential φ is describable by a Gaussian distribution
(eq. (7.1.4)) as shown in ﬁg. 7.3, the kinetic energy might be describable by a
similar Gaussian distribution with the same standard deviation. The standard
deviation σ of φ and kin at the resist surface are plotted in ﬁg. 10.18 (right)
in dependence of the resist layer thickness dl, which were obtained by using a
Gaussian ﬁt to the distribution of φ and kin. The agreement of both standard
deviations is good and the minor deviations are caused by the automatized
ﬁtting routine. For higher tip-resist distances d and smaller dl, the ﬁtting was
not successful because the absolute value of the extremum of the distribution
decreases, as can be seen for φ and kin in ﬁgs. 7.3 and 10.18 (left), respectively.
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Figure 10.18: (Left) Kinetic energy distribution of the electrons kin at the resist surface
(red lines) and the resist-sample interface (blue lines) for diﬀerent tip-resist distances d. The
black broken line represents kin at the sample surface for the resist-less case. (Note, black
broken and blue lines are overlaying each other at kin ≈ 50 eV ). kin is shown for d = 10nm
to 100nm (increase is marked with an arrow). The dielectric constant was ε = 3.7 and the
bias voltage U = 50V . (Right) Standard deviation σ of the scalar potential φ (solid lines)
and the kinetic energy kin (broken lines) over the resist thickness dl determined at the resist
surface. The tip-resist distance was varied from d = 10nm (blue) over 20nm (red), 30nm
(yellow), 40nm (purple) to 50nm (green) for ε = 3.7.
The minimum of the kinetic energy distribution might be helpful for the ex-
perimental determination of an energy threshold for the lithography. For this
purpose, patterning of dot structures might result in donut structures if the
minimal kinetic energy is lower than an energy threshold for lithography. How-
ever, the energy threshold is assumed to be in the range of the energy of the
molecular bonding of the resist material, which are in the range of 10 eV . Thus,
such donut structures might be only observable for the bias voltages U . 10V .
For so small bias voltages, the constant-current control needs to be very sens-
itive to use a very low current set-point. Otherwise, the tip approaches the
sample too much and the lithography process changes to tunneling or local
anodic oxidation mediated by a water meniscus. Therefore, the experimental
observation of donut structures and thus to determine the energy threshold is
demanding and not yet achieved.
The previous results demonstrate that the resist-less case can be used to es-
timate w and db also for a resist layer of dl = 10nm and  = 3.7 but the kinetic
energy at the resist surface is not describable. In the following sections, the
diﬀerent inﬂuences of the resist layer properties (thickness dl, dielectric con-
stant ε, structures) on the ﬁeld-emission scanning probe lithography will be
analyzed in detail. In sections 10.4.1-10.4.4, the scattering mechanisms inside
the resist layer are neglected. In section 10.4.5, the results of the electronic tra-
jectory calculation inside the resist layer including electron scattering (based
on the Monte Carlo algorithm of chapter 6) are presented.
122 CHAPTER 10. FIELD-EMISSION SCANNING PROBE LITHOGRAPHY
10.4.1 Resist layer thickness
The investigation of the inﬂuence of the resist layer thickness dl is presented
in this section. The resist material C-methylcalix[4]resorcinarene (C32H32O8)
was used here, since it is a standard resist material for FE-SPL. The dielectric
constant of this resist has a value of ε = 3.7 [172].
An assumption on the inﬂuence of the dielectric resist layer is, that it will
decrease the electric ﬁeld because the tip-sample distance dtot is increased by
the thickness of the resist layer dl. Thus, also the total current I will decrease
for increasing dl as well as the current density at the sample Jsam. This would
yield to an decreased line width w (or even to an unsuccessful writing process).
This assumption will be studied ﬁrst.
Figure 10.19: Numerical results (symbols), analytical results (solid lines) and results from
the Gaussian approximation (broken lines) on the dependence of the beam diameter db
on the resist thickness dl determined at the resist-sample interface (left) and at the resist
surface (right) for U = 40V . The tip-resist distance was varied from d = 30nm (blue, ©)
over 40nm (red, 5), 50nm (yellow, ), 60nm (purple, ♦) to 70nm (green, 4). The black
crosses represent the data for dl = 0 (without a resist layer). The dielectric constant was
ε = 3.7.
The dependence of the beam diameter db on the resist thickness dl is shown
in ﬁg. 10.19 for diﬀerent tip-resist distances d. Thereby, db was determined
either at the resist-sample interface (left) or the resist surface (right). The
black crosses in ﬁg. 10.19 show the results of the resist-less case (dl = 0).
The diﬀerence for the two positions is clearly seen, while db increases at the
resist-sample interface, it remains almost constant at the resist surface (as
expected from ﬁg. 10.15) for increasing resist thickness dl. The increase of db
at the resist-sample interface (left) can be explained by the increased spread of
electrons (neglecting scattering) for increasing tip-sample distance dtot = d+dl
due to an increasing layer thickness dl. Note, the tip-resist distance is kept
constant for each plotted line in ﬁg. 10.19. The eq. (10.4.6) describes the
behavior at the resist surface
dGAb = (r + d)κp
√
E0
βCΦ3/2
≈ const (10.4.8)
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Figure 10.20: Numerical (symbols) and analytical results (solid lines) of the line width w
and results from Gaussian approximation (10.4.7) (broken lines) over the resist thickness dl
determined at the resist-sample interface (left) and at the resist surface (right) for U = 40V .
The tip-resist distance was varied from d = 30nm (blue, ©) over 40nm (red, 5), 50nm
(yellow, ) to 60nm (purple, ♦). The black crosses represents the data for dl = 0 (without
a resist layer). The diectric constant was ε = 3.7.
for d > r but also the one at the resist-sample interface
db = (r + deff)κp
√
E0
βCΦ3/2
∝ dl , (10.4.9)
since d = const.
In ﬁg. 10.20, w is plotted in dependence of the thickness dl for a bias voltage
of U = 40V . On the left-hand side of ﬁg. 10.20, w was determined at the
resist-sample interface (z = d+dl) and on the right-hand side, w was obtained
at the resist surface (z = d). For the ﬁrst case (ﬁg. 10.20), an increase of the
tip-sample distance dtot yields to an increased line width w until the maximal
current density distribution Jmax at the sample is in the same range as the
threshold value Jcrit. For Jmax ≈ Jcrit, w decreases with dl. This is similar
to the studies of w(d) without a resist layer only that with a resist layer
Jmax ≈ Jcrit is achieved for larger tip-sample distances dtot = d + dl (since
dresist−less = deff = d+dl/ε). For w measured on the resist surface (see ﬁg. 10.20
(right)), only a decrease of w can be observed. This is described in good
agreement by the Gaussian approximation eq. (10.4.7), which yields
wGA ∝
√
const−
√
dl (10.4.10)
for d > r. The results of the Gaussian approximation are shown by the broken
lines in ﬁg. 10.20. The change of w of more than 70nm is in contrast to the
publication of Dobisz et al., who reported that the eﬀects of the resist layer
on the spot size (interpreted as line width) are so small that they are only
measurable for sub-10nm lithography [22].
The dependency of the kinetic energy 〈kin〉 on the resist layer thickness is
shown in ﬁg. 10.21 for various bias voltages U (left) and various tip-resist
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Figure 10.21: (Averaged) kinetic energy of the electrons 〈kin〉 in dependence of the resist
thickness dl for diﬀerent bias values U (left) and diﬀerent tip-resist distances d (right) from
numerical simulations. The broken lines represent 〈kin〉 at the resist surface whereas the
solid lines represent it at the resist-sample interface. (Left) 〈kin〉(dl) is shown for U = 20V
(blue), 40V (red), 60V (yellow), 80V (purple) and 100V (green) for the tip-resist distance
of d = 10nm. (Right) The tip-resist distance d was set to the values 20nm (blue), 40nm
(red), 60nm (yellow), 80nm (purple) and 100nm (green) for the bias voltage of U = 50V .
The dielectric constant was ε = 3.7.
distances d. Here, the average of the kinetic energy
〈kin〉 =
∫
kin(ρ)ne(ρ) dρ∫
ne(ρ) dρ
, (10.4.11)
was taken because 〈kin〉 of the electrons depends on ρ, if measured at the
resist surface, as shown in ﬁg. 10.18 (left). The increase of the resist layer
thickness dl yields a decrease of kin, which is similar to the results of Dobisz
et al. [22]. As seen in ﬁg. 10.21, the stronger the electric ﬁeld Etip (i. e., the
larger U and the smaller d, respectively) the stronger the diﬀerence between
kinetic energy on the resist surface and the one on the resist-sample interface
〈kin〉(d+ dl) = e|φ|. This diﬀerence is also increased for increased resist layer
thickness dl. In FE-SPL experiments, the decrease of 〈kin〉 might result in
less eﬀective exposure at ρ ≈ 0 (as shown in ﬁg. 10.18) for large dl or small d.
In this context, thin resist layers are more favorable regarding homogeneity of
the exposure and edge roughness of the written patterns.
In the next subsection, the eﬀect of the diﬀerent resist materials, given by
variations of the dielectric constant ε, are considered.
10.4.2 Dielectric function
After the investigation of the inﬂuence of the resist layer thickness dl on line
width w and kinetic energy 〈kin〉, the dependency on the dielectric constant
ε of the resist is considered. If not stated otherwise, the resist thickness is
dl = 10nm.
In ﬁg. 10.22, beam diameter db (left) and line width w (right) are shown in
dependence of ε for diﬀerent tip-resist distances d. The eﬀect of ε on db is
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Figure 10.22: Beam diameter db (left) and line width w (right) in dependence of the
dielectric constant ε for a bias voltage of U = 30V and tip-resist distances d = 10nm (blue,
X), 20nm (red, 5), 30nm (yellow, ) and 40nm (purple, ♦). Numerical results, analytical
results and the results of from the Gaussian approximation are plotted as symbols (with
dotted lines as guide to the eye), solid lines and broken lines, respectively. All results were
determined at the resist surface.
almost negligible, which is observed also for the analytical model and the
Gaussian approximation. The inﬂuence of ε on w is also relative small, as
shown on the right side of ﬁg. 10.22. However, for Jsam close to Jcrit, i. e.,
larger d, a decrease of w is clearly visible for decreasing ε. The Gaussian
approximation leads to
dGAb ∝ const (10.4.12)
and
wGA ∝
√
const− 1√
ε
(10.4.13)
using the assumption d > r.
In ﬁg. 10.23, the kinetic energy 〈kin〉 is plotted in dependence of ε for diﬀerent
U (left) and d (right). Due to the decrease of the eﬀective resist thickness dl
ε
,
the kinetic energy at the resist surface approaches 〈kin〉 at the resist-sample
interface for an increasing dielectric constant ε. In other words, the voltage
drop in the resist becomes smaller and so the acceleration of the electrons
inside the resist layer. The decrease of 〈kin〉 with ε and the corresponding
increase of the electric ﬁeld strength is more pronounced for large electric ﬁeld
strengths, i. e., large voltages U (ﬁg. 10.23 (left)) and small tip-resist distances
d (ﬁg. 10.23 (right)).
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Figure 10.23: (Averaged) kinetic energy of the electrons 〈kin〉 plotted in dependence of
the dielectric constant ε for diﬀerent bias values U (left) and diﬀerent tip-resist distances d
(right). The broken lines represent 〈kin〉 determined at the resist surface whereas the solid
lines represent 〈kin〉 determined at the resist-sample interface. (Left) 〈kin〉(ε) is shown for
U = 20V (blue), 40V (red), 60V (yellow), 80V (purple) and 100V (green) for a tip-resist
distance of d = 10nm. (Right) The tip-resist distance d was set to 20nm (blue), 40nm
(red), 60nm (yellow), 80nm (purple) and 100nm (green) for a bias voltage of U = 50V
and a resist thickness of dl = 10nm.
10.4.3 Resist sensitivity
After investigating parameters mainly inﬂuencing the electric ﬁeld, the resist
sensitivity is considered in this section. It describes the eﬃciency of an electron
to trigger a lithographic reaction in the resist layer.
Typically, the pattern size is determined in dependence of the experimentally
used exposure dose D, which is deﬁned as D = I tpix [13]. Here, tpix is the
pixel time, as it was introduced in eq. (5.4.5). Thereby, D is a measure for
the number of electrons impinging the resist surface during the lithography
process neglecting their energy.
In ﬁg. 10.24, experimental results reported by Kästner [13] are drawn showing
the dependence of line width w on exposure dose D. The data were obtained
from experiments, in which dot-like patterns were written either in negative-
tone or positive-tone lithography. Here, wneg and wpos denote the dot diameter
measured either after wet development (aWD) for the negative-tone case or
directly after FE-SPL (aSPL) for the positive-tone lithography case, instead
of aWD and aSPL used in ﬁg. 10.24 taken from [13]. More details about
the measurements and about dot patterning technique can be found in [13]
and [131]. By ﬁtting these results, M. Kästner [13] obtained the following
dependency of w(D) for (i) the negative-tone case:
wneg(D) = 12.6
nm
ln(fC)
ln(D − 0.7 fC) (10.4.14)
and (ii) for the positive-tone case:
wpos(D) = 72.6
nm
ln(pC)
ln(D − 0.19 pC) . (10.4.15)
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Figure 10.24: Experimental measurements of dot diameter in dependence of the exposure
dose for positive-tone (left) and negative-tone lithography (right) determined either direct
after SPL (aSPL, right) or after wet development (aWD, left). Results are taken from
ref. [13].
To enable a comparison with the theoretical results and to predict the depend-
ency for other resists, the critical number of electrons ncrit, necessary to induce
a lithographic modiﬁcation of the resist, has to be determined. Since Jsam can-
not be determined experimentally to obtain an estimation of ncrit, one might
assume a negligible eﬀect of the shape of the current density distribution and
rather assume the exposed area to be equal to the written dot area (deﬁned
by the dot diameter w), i. e., all electrons take part in the patterning process
irrespective of their density and energy distribution. With these assumptions,
ncrit can be estimated by
nicrit(D) =
D
eAdot(D)
=
D
e pi
4
wi(D)2
. (10.4.16)
Here, i can be pos or neg.
Figure 10.25: Experimental values for electron density threshold based on the experimental
data of ﬁg. 10.24.
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Figure 10.26: Analytical values for dot diameter w in dependence of the exposure dose
for negative-tone (left) and positive-tone lithography (right). (Left) The used threshold
values for the negative-tone patterning are nnegcrit = 30nm
−2 (solid lines), 600nm−2 (broken
lines) and 800nm−2 (dash-dotted lines) and (right) the ones for positive-tone patterning are
nposcrit = 30nm
−2 (solid lines), 100nm−2 (broken lines) and 700nm−2 (dash-dotted lines).
The results for the experimentally obtained ﬁt results (eqs. (10.4.14) and (10.4.15)) shown
by cyan curves. The blue curves are obtained using a constant exposure time of τ = 1ms
and varying the total current by changing the tip-resist distance from d = 10nm to 50nm
(left) and from 22nm to 60nm (right). (Left) The tip-resist distance was kept constant
at d = 25nm (red lines) and 30nm (yellow lines), while the exposure time was varied in
the range τ ∈ [0.1, 200]ms. (Right) The tip-resist distance was kept constant at d = 30nm
(red lines) and 35nm (green lines), while the exposure time was varied in the ranges τ ∈
[0.1, 12]ms and τ ∈ [0.1 − 50]ms, respectively. The resist thickness value was dl = 10nm
and applied bias voltages were U = 30V (left) and 45V (right).
In ﬁg. 10.25, the electron density thresholds nposcrit and n
neg
crit extracted from ex-
perimental data are shown for positive-tone and negative-tone lithography, re-
spectively. The results were obtained using eq. (10.4.16) with either eqs. (10.4.14)
or (10.4.15). As expected, the resulted threshold values nposcrit and n
neg
crit are not
constant since the shape of Jsam was neglected. For small D, ncrit is overestim-
ated since the exposure area will be larger than the actual dot area Adot because
the electron density will be mostly below the threshold value. For large D,
the overestimation of ncrit is caused by the increasing diﬀerence between ncrit
and nmax = Jmaxτ/e. However, the minimal values of n
pos
crit and n
neg
crit (seen in
ﬁg. 10.25) can be used as estimates for the real threshold values of positive-tone
and negative-tone lithography. Therefore, nnegcrit ≈ 26 1nm2 and nposcrit ≈ 715 1nm2
were found.
In ﬁg. 10.26, the analytical results for the dot diameter w as function of the
exposure dose D are shown for negative-tone (left) and positive-tone litho-
graphy (right). While in the experiments (see ﬁg. 10.25), the exposure dose
was only varied by applying diﬀerent current set-points and keeping the expos-
ure times nearly constant, the exposure dose in the analytical model (10.4.5)
was varied by changing the total current I using the tip-resist distance d (blue
lines) and the exposure time τ (red, yellow and green lines). For negative-tone
lithography, the analytical results agree relatively well with the experimental
ones (cyan) for ncrit = 600nm−2 (broken lines) and 800nm−2 (dash-dotted
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lines) for tip-resist distances of d = 25nm (red) and 30nm (yellow), i. e., for
constant I. The comparison between the variation of the exposure dose using
the exposure time τ or the total current I for ncrit = 30nm−2, reveals diﬀerent
slopes for increasing D. This diﬀerence arises from the modiﬁed shape of cur-
rent density distribution for changed tip-resist distance d whereas a modiﬁed
exposure time τ only changes the current density by a multiplication factor.
On the right-hand side of ﬁg. 10.26, the results for positive-tone lithography
(direct ablation) are shown consisting of the ﬁt function (10.4.15) obtained
from measurements and results from the analytical model (10.4.5). The de-
viations of the dot diameter w between analytical model and experiment for
positive-tone patterning are more prominent than for negative-tone patterning
(ﬁg. 10.26 (left)). However, for ncrit = 30nm−2 and variation of d (solid blue
line), the analytical model seems to describe the experimental ﬁt result (cyan
line) but overestimates them by a constant oﬀ-set. In the case of positive-tone
patterning, the deviations between variation using τ or I are also observable.
Since the tip parameter (r, γ and Φ) are not reported for the actual ex-
perimental dataset, it is impossible to reﬁne the analytical model for better
agreement. Additionally, the tip-resist distances are unknown since a constant-
current control feedback was used for the measurements and the measurements
ware done under ambient conditions, which lead to further inﬂuences by wa-
ter, chemical reactions, etc., which were not considered. Nevertheless, the
analytical model yields comparable results like the experiments and the usage
of threshold values nposcrit and n
neg
crit seems to explain the experimentally found
behavior of the dot diameters wpos and wneg for positive-tone and negative-
tone patterning, respectively. This is remarkable since physical scattering and
chemical reactions within the resist layer are neglected within the analytical
model, which were thought to be crucial for the experiments done under am-
bient conditions. It might enable the use of the analytical model to predict
experimental parameters (U , I and v) to obtain a certain dot diameter after
reﬁning the analytical model.
The following two-step procedure might help to reﬁne the analytical model
for FE-SPL using diﬀerent resist materials: (i) Analysis of experimentally ob-
tained I-vs-d measurements6 as shown in section 9.2 to obtain I(d) and, in
this way, the exposure dose D(d). Such experiments also determine the neces-
sary tip radius r and (ii) analysis of dot-writing FE-SPL experiments (similar
to the ones shown in ﬁg. 10.24) for diﬀerent exposure doses D modiﬁed by τ or
I. This procedure might allow to determine the threshold values for diﬀerent
resist materials and to distinguish the materials using threshold values and
other chemical parameter.
In section 10.4.5, the physical scattering will be taken into account. Before this,
the impact of pre-patterned structures on the lithography process is studied.
6In general, measured data for I and drel from the tip approach could be used as well if the tip radius is
known.
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10.4.4 Resist structure
In this section, the numerical results using a structured resist layer are presen-
ted. The analytical model was not adapted to describe the inﬂuence of resist
features (trenches or cross-linked resist) and, thus, all results presented in the
following are obtained from numerical studies. Here, the diﬀerent structures
taken into account are (i) trenches in the resist layer with various widths b and
depths h to study possible ablation mechanisms or positive-tone lithography
and (ii) a local change of the dielectric function of the resist layer as a model
for the inﬂuence of cross-linked resist due to negative-tone lithography.
Lithography on pre-deﬁned, positive-tone patterns
Figure 10.27: Maximal ﬁeld enhancement factor κp as function of the trench width b for tip-
resist distances of d = 10nm (left) and 100nm (right). The broken black lines correspond
to the case without a trench, i. e., b = 0 and the black dash-dotted lines to results without
a resist layer, i. e., b = ∞. The trench height was set to h = 2nm (blue), 4nm (red),
6nm (yellow) and 8nm (purple). The solid grey line corresponds to a trench throughout
the resist layer, i. e., h = dl = 10nm.
At ﬁrst, the eﬀects of a trench in the resist layer are considered. In ﬁg. 10.27,
the ﬁeld enhancement factor κp at the tip apex is plotted in dependence of
trench width b for two diﬀerent tip-resist distances d. For comparison, results
for the case without a trench (black broken line), i. e., b = 0, and for a sample
without a resist layer (black dash-dotted line), i. e., b =∞, are shown. As can
be seen in ﬁg. 10.27, an increasing width b of the trench yields to a decrease of
the ﬁeld enhancement factor κp. For small tip-resist distances d . 10nm, i. e.,
d
r
= 1.2, κp approaches the value of the resist-less case (dash-dotted curve) if
the trench is throughout the resist layer (solid grey curve), i. e., h = dl. In
this case, the inﬂuence of the resist thickness dl on κp is nearly lost for trench
widths b > 100nm and replaced by an eﬀective resist layer thickness dl − h as
can be seen on the left side of ﬁg. 10.27. In contrast, for a tip-resist distance
of 100nm (right side of ﬁg. 10.27), i. e., d
r
≈ 12, the inﬂuence of the trench
is weak, i. e., κp ≈ κp(b = 0) even for large trench widths. In general, an
increasing depth h leads to a decrease of κp and this eﬀect is more pronounced
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Figure 10.28: Current density distribution determined at the resist surface (blue), at the
bottom of the trench (red) and at the resist-sample interface (green) for a tip-resist distance
of d = 10nm, an applied bias voltage of U = 50V , a resist layer thickness of dl = 10nm, a
trench width of b = 20nm and a trench depth of h = 8nm.
the larger the trench width b and the smaller the tip-resist distance d, i. e., for
larger ratios of b/d.
Since the line width w seems predict the pattern size, its dependence on trench
with width b and depth h more realistically, it will be studied and the beam
diameter db is omitted. Thereby, w will be determined at diﬀerent positions:
(i) at the resist surface, (ii) at the bottom of the trench, and (iii) at the
resist-sample interface as shown in ﬁg. 10.28. Considering the three positions,
a decrease of the maximum and also an increased width of J can be observed
with increasing distance to the tip.
On the left-hand side of ﬁg. 10.29, the line width w, determined at the resist
surface, in dependence of the trench width b is plotted for diﬀerent trench
depths h. The results for the trench-less case (b = 0) and the resist-less case
(b → ∞) are represented by the grey dash-dotted line and the grey dotted
line, respectively. It can be seen that even for small trench widths b < w,
the line width w is smaller than for the trench-less case. This arises from
the altered electric ﬁeld distribution, which aﬀects the trajectories slightly but
suﬃciently above the resist layer and the trench to yield a notable change of
J . The decrease of w is stronger for deeper trenches as shown on the left-side
of ﬁg. 10.29.
On the right side of ﬁg. 10.29, w determined at the bottom of the trench in
dependence of b for diﬀerent h. Interestingly, the behavior diﬀers from the one
determined at the resist surface. The grey solid line represents w = b. For
w > b, w increases with increasing depth h of the trench. This is expected since
the spread of the electrons should increase for increasing distance to the emitter
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Figure 10.29: Theoretical line width w as function of trench width b for diﬀerent trench
depths h determined at the resist surface (left) and at the bottom of the trench (right).
Trench depth values are h = 2nm (blue), 4nm (red), 6nm (yellow), 8nm (purple) and
10nm = dl (green). The black dotted line resembles the resist-less result (b → ∞, (left)
only), the grey dash-dotted lines the trench-less result (b = 0) at the resist surface and the
black dash-dotted line the trench-less result (b = 0) at the sample ((right) only). The solid
grey lines corresponds b = w. Resist thickness was dl = 10nm, bias voltage U = 20V and
tip-resist distance d = 10nm.
tip (see ﬁg. 10.28) if the trajectories are (nearly) independent on h. This eﬀect
would also be observed for increasing tip-resist distances. In other words for
w > b, the inﬂuence of the trench is to increase the eﬀective tip-resist distance.
For w < b, the contrary is obtained: w decreases for increasing h. Here,
the change of the electric ﬁeld distribution due to the presence of the trench
yields a decrease of the current density distribution due to the widening of the
trajectories. Thereby, the decrease of w is stronger for increasing h similar to
the behavior of w determined at the resist surface (left side of ﬁg. 10.29). The
change between both regimes occurs for all h at w = b. For the parameters used
to obtain ﬁg. 10.29, this point is reached for w ≈ 35nm, which corresponds
to the value of w determined at the resist surface for the trench-less case
(grey dash-dotted line). To guide the lithography process, one can deﬁne a
functional line width wf (shown on the left side of ﬁg. 10.30). For w > b, wf
is deﬁned by w determined at the resist surface and for w ≤ b, wf is equal to w
at the bottom of the trench. This yields for pre-deﬁned trenches with b < wf ,
a line width wf similar to the value of the trench-less case (b = 0) (grey dash-
dotted line in ﬁg. 10.30 (left)) independently on h. Thus, trenches with b < wf
have only a very limited inﬂuence on wf . However, for trench widths b > wf ,
wf is smaller than the pre-deﬁned trench and even decreases with increasing
trench depth h as can be seen on the left side of ﬁg. 10.30. Thereby, a wide
and deep pre-deﬁned trench could possibly increase the resolution for a given
parameter set and sequential writing procedures can be useful for relatively
thick resist layers to decrease w at the sample. A study with a double trench
structure could be used to verify this prediction of the model. Note, electron-
resist interactions were not considered for this results and could yield to a
diﬀerent behavior. As seen for wf in ﬁg.10.30 (left), the point wf = b is found
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Figure 10.30: (Left) Functional line width wf as function of the trench width b. w
obtained at the resist surface is drawn as wf if w > b, and wf = w obtained at the bottom
of the trench for w < b. The following trench depths are used: h = 2nm (blue), 6nm
(red) and 10nm (green). (Right) The current density distribution J determined at the
vacuum-material interface for a trench width of b = 20nm. The black broken line shows
the results for the trench-less case (h = 0nm). The trench depth was set to the following
values: h = 2nm (blue), 4nm (red), 6nm (yellow) and 8nm (purple). Resist thickness was
dl = 10nm, bias voltage U = 20V and tip-resist distance d = 10nm.
to be independent on the depth h. Thus, at this point, patterning with vertical
sidewalls would be possible since the trench width b is equal to the line width
wf and wf remains constant even if h increases. Since for all studied parameter
sets, the crossing point wf = b is found to be independent on h, vertical side
walls might be obtained independently of the actual parameters.
Finally, the dependence of the current density distribution on a pre-deﬁned
trench will be studied. On the right side of ﬁg. 10.30, distributions of the
current density J are plotted for a trench width of b = 20nm for various
trench depths h. Note, these distributions are obtained at the vacuum-material
interface. In other words, they are determined at the resist surface for |x| > b
2
and at the bottom of the trench inside the trench (|x| ≤ b
2
). The maximum of
the current density decreases for increasing trench depth h whereas the tails
of the distribution are almost unchanged and no obvious deviation between
inside and outside the trench can be observed. One remarkable point of the
decrease of the density distributions inside the trench is that it would yield
to a self-limitation of the patterning depth of the trench if all parameters are
kept constant during the experiment.
For the kinetic energy, it was observed that the energy of the electrons inside
the trench is larger than outside the trench. This is expected from ﬁg. 10.21, in
which the dependence of the kinetic energy on the resist thickness dl is shown.
However, the variations of the kinetic energy are small and the line-width
would be hardly inﬂuenced.
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Lithography on pre-deﬁned, negative-tone patterns
After investigation of the eﬀects related to previously-written positive-tone
features onto the lithographic resolution, the inﬂuence of negative-tone (cross-
linked) structures is considered by introducing a change of the dielectric func-
tion in a part of the resist layer. Note, for negative-tone features, the pre-
deﬁned patterns are assumed to be across the complete resist layer, i. e., h = dl.
For calixarene resist material, it is assumed that the dielectric constant is in-
creased from ε = 3.7 to 6.6 by cross-linking [13].
Figure 10.31: Kinetic energy distribution of electrons kin (left) and current density dis-
tribution J (right) determined at the resist surface for a cross-linked structure with width
b = 20nm and diﬀerent dielectric constants ε2 = 2 (blue), 4 (red), 6 (yellow), 8 (purple) and
10 (green). The black broken lines represent kin determined at the resist-sample interface
(left) and J determined at the resist surface (right) for the unstructured resist, i. e., b = 0.
The applied voltage was U = 20V , the tip-resist distance d = 10nm and the thickness of
the resist was dl = 10nm. The dielectric constant of the unexposed resist was ε = 3.7.
The kinetic energy distributions kin and the current density distributions J
are shown in ﬁg. 10.31 for a cross-linked structure with a width b = 20nm and
with diﬀerent values of the dielectric constant ε2. For an increased dielectric
constant ε2, kin and J increase. It is caused by the increased electric ﬁeld
Etip at the tip (eq. (10.4.2)) for an increased dielectric constant ε of the resist
layer or an increased ε2 of a part of the resist. This leads to higher kinetic
energies kin of the electrons at the resist surface, which was found to be the
reason for the diﬀerence of kin determined at the resist surface and at the
resist-sample interface. The emission probability increases for increasing elec-
tric ﬁeld strength leading to the increase of J seen in ﬁg. 10.31 (right). It
is observable that for large values of ε2, the minimum of the kinetic energy
kin is leveled and eﬀects based on an energy threshold can be avoided. The
increase of the current density distribution leads to an self-acceleration of the
lithographic process (for constant parameters), which is in contrast to the self-
limitation for the positive-tone pre-structures.
In ﬁg. 10.32, the line width w in dependence of the pattern width b and the
dielectric constant ε2 for diﬀerent patterning speeds v as shown. As seen on
the left-hand side of ﬁg. 10.32, an increase of the structure width b leads to
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Figure 10.32: Dependence of the w on structure width b (left, for ε2 = 6.6) and its dielectric
constant ε2 (right, for b = 20nm) determined at the resist surface. The used patterning
velocities were v = 1µm/s (blue), 2µm/s (red), 4µm/s (yellow), 6µm/s (purple) and
8µm/s (green). The broken colored lines are the results for an unstructured resist layer,
i. e., b = 0nm and ε2 = ε = 3.7, respectively. The broken black line represents the result
of w(ε) for an unstructured resist layer (b = 0). The applied voltage was U = 20V , the
tip-resist distance d = 10nm and the thickness of the resist was dl = 10nm.
an increase of the line width w. Thus, a previously cross-linked feature (with
ε2 > ε) widens the pattern to be written as expected from the electric ﬁeld
(eq. (10.4.2)) and J shown in ﬁg. 10.31 (right). From the increase of w for
increasing ε for an un-structured resist (observed in ﬁg. 10.22) and the in-
crease of J (shown in ﬁg. 10.31 (right)), it was expected that the change of the
locally-deﬁned constant ε2 also increase w but to a smaller extent (as seen in
ﬁg. 10.32 (right)).
To summarize this section, previously patterned structures (ablated or cross-
linked) can inﬂuence the line width w and so the patterning process whereby
the eﬀect of cross-linked structures is smaller than for ablated ones and op-
posite eﬀects are found. For trenches, a line width reduction can be obtained
whereas line width increase occurs for cross-linked structures. Additionally for
the ablation process, vertical side walls seem to be obtainable for a speciﬁc line
width for each parameter set as well as a self-limiting patterning due to the
decrease of the current density J within the trench for increasing trench depth.
In the range of self-limitation, the achievable writing depth might depend on
the applied parameter set and the shape of the trench might vary considerably
from an ideal trench with vertical side walls in this case. For negative-tone
lithography, a increase of the line width and of the current density distribution
is observed, which is opposite to the case of positive-tone patterning.
From experimental FE-SPL studies with calixarene resist, it is concluded
that direct ablation patterning consists actually of cross-linking and ablation
whereas negative-tone patterning can be achieved without ablation [13]. How-
ever, for other resist materials (molecular glasses or polymer ﬁlms) positive-
tone and negative-tone lithography (both including a development afterwards)
as well as direct ablation (without development) or a combination of all can
be achieved [13, 70, 73]. From studies with polymer resists [70], it might be
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possible that the direct ablation is also accompanied by positive-tone pattern-
ing for calixarene resist. Thus, both eﬀects found in the numerical simulations
presented here, i. e., increase (due to cross-linking) and decrease of the line
width (during ablation/positive-tone patterning), might need to be considered.
However, the theoretical results might have only limited validity for the litho-
graphy experiments, since the electron scattering is not taken into account.
The promising results of the comparison between FE-SPL experiments and
analytical model (shown in section 10.4.3) reveal that, even by neglecting the
electron scattering, valuable predictions seems to be obtainable. However, due
to the idealized shape of the trenches used in the model and the neglected elec-
tron scattering within the resist, it is unknown to which extent the theoretical
predictions are valid. The validity of the predictions (increased and decreased
line width for negative-tone and positive-tone lithography, respectively) could
be tested by double exposure or mix-and-match experiments [10].
Nevertheless, the calculated energy and current density distributions were ini-
tial conditions for a subsequent calculation of scattering processes inside the
resist. In this case, the observed increase of the kinetic energy kin for cross-
linked features (see ﬁg. 10.32) will aﬀect the scattering processes, whose prob-
abilities are energy-dependent.
In the next section, the inﬂuences of the (physical) scattering on the litho-
graphy, i. e., line width w, electron densities ne/νe and the averaged energy
distribution 〈E〉, will be discussed.
10.4.5 Electron interactions within the resist layer
In this section, the inﬂuence of the electron scattering within the resist layer
onto lithography is presented, which was studied using the Monte Carlo sim-
ulation described in section 6.3. Here, only unstructured resist layers are con-
sidered. The focus is on the inﬂuence of scattering inside the resist on the
resolution described by the line width w. The expectation is that the elastic
and inelastic scattering will increase the width of the electron distribution and,
thus, the line width. Additionally, the electron number should be increasing
due to inelastic scattering events, which can yield to ionization of resist mo-
lecules7. The loss of the kinetic energy of the electrons due to scattering pro-
cesses might be compensated by the energy gain due to the electric ﬁeld inside
the resist layer as suggested by Wilder et al. [32]. Thus, the line width should
be increased and dominated by elastic and inelastic scattering processes [22].
The validity of these expectations will be studied in this section.
First, the place and number of the diﬀerent types of scattering processes will
be presented before studying their inﬂuence on the lithographic resolution. In
ﬁg. 10.33, selected electron trajectories are shown to visualize the diﬀerent
scattering processes included in the Monte Carlo simulation (see chapter 6).
The grey lines represent the trajectories from the nanotip to the resist surface
calculated with the nanolithography program (see chapter 5). The trajectories
7Ionization processes are characterized by an energy transfer from the scattered electron exceeding a
threshold energy co, which corresponds to the ionization energy of the resist molecules. Here, co = 10 eV
is used, if not stated otherwise.
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Figure 10.33: Selected trajectories calculated by the nanolithography program and the
Monte Carlo simulation of FE-SPL for calixarene resist layer. The trajectories of backs-
cattered electrons are marked in red, the incident electron trajectories from the tip to the
resist surface in grey and all other trajectories inside the resist layer in blue. The applied
voltage was set to U = 50V , the tip-resist distance d = 10nm and the thickness of the resist
was dl = 10nm.
of backscattered electrons are drawn in red. Here, the backscattering from the
resist into the vacuum is only considered since the probability of backscatter-
ing from the sample is vanishingly low as discussed before. These trajector-
ies include subsequent scattering processes after re-entry of the backscattered
electrons into the resist layer. The re-entry is caused by the applied electric
ﬁeld attracting the electrons to the sample. It can be seen that also multiple
(subsequent) backscattering events occur in accordance with the results from
McCord and Pease [6]. The blue lines show trajectories of electrons, which
are elastically and/or inelastically scattered within the resist layer, but not
backscattered. It is visible that most of the electrons are not backscattered.
Nevertheless, re-entering electrons might yield to a signiﬁcant broadening of
the line width if their fraction is suﬃciently high.
In ﬁg. 10.33, the electron number per trajectory needed to calculate the number
of scattering processes and distribution of electrons are not represented. The
number of electrons and scattering processes are shown in ﬁg. 10.34. Thereby,
the number Ne of electrons inside the resist layer in a certain depth interval
h + ∆h (see ﬁg. 10.33)8 is shown in dependence of the depth h. Here, Ntip is
the number of electrons emitted from the nanotip and Ntot the number of all
electrons inside a certain depth interval. By comparing Ntot (black line) and
Ntip (orange 5) in ﬁg. 10.34, the increase of the number of electrons due to
inelastic scattering processes, in particular ionization, is clearly visible. Note,
Ntot counts all electrons including backscattered ones and electrons re-entering
the resist. In this way, some electrons are counted three times. To obtain a net
number of electrons without counting certain electrons multiple times, one can
8Here, ∆h was set to 0.5nm.
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Figure 10.34: The number of electrons in dependence of depth h inside the resist layer.
Thereby, Ntot (black line) is total number of electrons. Ndir (red line) is the net number of
electrons and Nback the number of backscattered electrons (pink area represents 2Nback).
The number of inelastically scattered electrons Nin is shown by a purple line and the number
Nion of electrons ionizing the resist molecules by a blue line. The green area represents the
electron number Nexc of excitation events. The number Ntip of electrons emitted from the
tip and exposing the resist surface are given as well (orange 5). The bias voltage was 50V ,
the tip-resist distance d = 50nm, the resist thickness dl = 10nm and the exposure time
τ = 1ms.
include the sign of the velocity component in the z direction to the electron
number per trajectory. The direction-dependent electron number Ndir is given
by the red line in ﬁg. 10.34. For Ndir, all electrons are counted maximal once
since each backscattered electron cancels itself when it re-enters. In the case,
that a backscattered electron left the simulation box, it is not counted inNdir at
all since the backscattering cancels its primary impact into the resist. This situ-
ation is assumed to be negligible due to the small kinetic energies and the high
attractive electric ﬁeld involved esp. for small tip-resist distances. Thus, the
number of backscattered electrons can be estimated by Nback ≈ 12 (Ntot −Ndir)
(pink area in ﬁg. 10.34). It can be observed that backscattering occurs only
in close proximity to the resist surface, i. e., within h . 1nm. For h > 1nm,
the probability of backscattering is strongly reduced, indicated by Ntot ≈ Ndir.
This value of h corresponds to one or two times the inelastic mean free path
λin ≈ 0.4nm for electrons in the energy range kin ∈ [10, 50] eV . In other
words, backscattering occurs mostly in the ﬁrst (inelastic) scattering events.
Note that h ≈ 1nm is much smaller than expected escape depths used for EBL
for energies above 1 keV (≈ 5−15nm) [173]. The diﬀerence between Ndir and
Ntip corresponds to the (secondary) electrons generated by ionization of resist
molecules. It is indicated by Ndir & 2Ntip that, in average, slightly more than
one ionization event per primary electron occurs within the ﬁrst interval ∆h.
Ndir is increasing until h ≈ 4nm due to further ionization processes. Sat-
uration of Ndir, respective Ntot, occurs already at a depth h ≈ 4nm, which
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contradicts the expectations that inelastic scattering takes place throughout
the complete resist layer. This is due to the small kinetic energy of electrons
in FE-SPL and the small potential diﬀerence between resist surface and resist-
sample interface, which is not large enough to accelerate the electrons within
the resist to kinetic energies suﬃciently for subsequent ionization events. Thus,
lithographic modiﬁcations are mainly limited to a resist depth up to 4nm.
The number Nin of inelastic scattering events (green line) and the number Nion
of ionization processes (blue line) are shown in ﬁg. 10.34 as well. Both num-
bers Nin and Nion decrease rapidly for increasing resist depth h and become
constant at approximately 4nm (see inset of ﬁg. 10.34). In particular, the sat-
uration of Ndir is a result of the absence of ionization processes for h & 4nm.
Besides ionization also excitation processes (their number is marked by the
green area in ﬁg. 10.34), i. e., inelastic scattering without resist molecule ioniz-
ation, can occur. Inelastic scattering for h > 4nm result mostly in excitation
of resist molecules. This excitation leads to vibrational and electronic relax-
ation processes in a certain range around the scattering location. Thereby, it
is assumed that excited resist molecules are not inﬂuencing the lithographic
process since (i) only ionization events yield to breaking of chemical bonds ne-
cessary for removal or cross-linking of resist molecules and (ii) the time scale
of molecular relaxation processes (ps) [174] is much smaller than the estimated
time scale (ns) between two subsequently emitted electrons from the tip. Since
ionization events take place mostly within a small depth of the resist layer and
thus only there a lithographic reaction is expected for a pristine resist layer,
the assumption of a lithographic reaction throughout the complete resist layer
cannot be veriﬁed. If resist molecules are directly ablated due to the ioniza-
tion process, a further ablation of deeper molecules can occur leading to fully
ablated structures. Thus, direct ablation would be a time-dependent process
and the depth of the structures might be controllable by the exposure time
τ or exposure dose D as already shown experimentally for calixarene resist
materials [13]. For positive-tone lithography only a partial cross-linking might
occur in the upper part of the resist layer for short exposure times and only
this part will be removable in the subsequent wet development step. This be-
havior was reported for positive-tone FE-SPL of the polymer resist material
PMMA [70]. For negative-tone lithography, the partial cross-linking would
lead to unstable patterns, which could also be removed during development.
The irregular negative-tone patterns reported for PS resist using the lowest
exposure dose [70] could be due to partial cross-linking. Thus, the theoretical
description of the dependence on exposure time or exposure dose yield to a
similar behavior as reported experimentally.
After considering the number of electrons in dependence of the depth within
the resist layer, their radial distribution will be investigated in the following.
Therefore, the surface electron densities νe = NiA =
J
e
(ﬁgs. 10.35 and 10.36)
and the volume electron densities ne = NeV (ﬁg. 10.37) are studied as functions
of the radial coordinate r at the resist surface, i. e., h = 0nm. Note, the surface
electron densities are used in this section instead of the current densities, which
were used so far, to emphasize that the description considers only the motion
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Figure 10.35: Surface electron density distribution νe over the radial coordinate r for
h = 0nm. The surface electron density νtot of all electrons is shown by a black line and the
density νdir of the incident electrons by a red line. The pink area represents the electron
density for the backscattered electrons. The surface density νtip of the ﬁeld emitted electrons
are given by the broken line. The tip-resist distance was set to d = 10nm (left) and 50nm
(right). The bias voltage was set to 50V , the resist thickness to dl = 10nm and the exposure
time to τ = 1ms.
and scattering of electrons. The surface electron densities νe measures the
number of electrons at a speciﬁc depth h. In contrast, volume electron densit-
ies ne are measured within a certain volume V = A∆h = pi (r2−(r−∆r)2) ∆h.
In ﬁg. 10.35, the surface density νtot of the total amount of electrons (black
line) and νdir of electrons moving only towards the sample (without backs-
cattered electrons; red line) are shown for two tip-resist distances d = 10nm
(left) and d = 50nm (right). Obviously, the maximum of the total density
νtot is more than twice as large as the electron density νtip of the electrons
emitted from the tip and impinging the surface (broken line). This is caused
by ionization of resist molecules resulting in secondary electron generation
and the backscattering/re-entry of electrons. After subtraction of the backs-
cattered electrons, the electron density νdir is still considerably larger than
the initial electron density νtip (broken line) not only directly below the tip
(r ≈ 0) but also in the tails of νdir for r > 50nm (see insets of ﬁg. 10.35).
This indicates that ionization of resist molecules occurs in a large range of r,
which might lead to an increase of the surface roughness, if the number of
ionization events is not suﬃcient and ionization occurs occasionally beside the
main pattern. Backscattered electrons (pink area in ﬁg. 10.35) in contrast are
mainly measured for r ≤ 40nm and seem to have only minor inﬂuence on the
tails (r > 50nm). Nevertheless, the density νback exceeds the initial electron
density νtip for r > 20nm (left) and r > 40nm (right) for d = 10nm and
d = 50nm, respectively. This is explainable by multiple backscattering events
but also by backscattering after multiple scattering processes within the resist
layer. Nevertheless, the value of the distributions νback but also of νtip is much
less than their maximal values. A similar result, i. e., νback > νtip for large r,
was found by McCord and Pease using a hard boundary approach (neglecting
scattering within the resist layer) between vacuum (air) and resist [6].
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Figure 10.36: Fit to the electron density distribution νtot (shown as black dots) at the
surface for the tip-resist distances d = 10nm (left) and 50nm (right) and U = 50V . A
single Gaussian function A exp[−(x − B)2/C2] (blue line) and a double Gaussian function
A1 exp[−(x−B1)2/C21 ] +A2 exp[−(x−B2)2/C22 ] (red) were used to ﬁt νtot.
Despite the result that backscattering mainly occurs for r < 50nm, re-entry of
backscattered electrons might inﬂuence the tails of νtot more strongly. It could
yield to a shape of νtot, which is describable using a double Gaussian function.
Typically, these double Gaussian distributionsare used for the description of
EBL due to the large amount of backscattered electrons [32]. This shape of the
distribution is considered to be the reason for proximity eﬀects in EBL, i. e.,
a resolution limit for neighboring features larger than feature sizes from single
feature patterning. In experimental studies of FE-SPL, Wilder et al. did not
found such double Gaussian shape [32]. However, by comparing the tails of νtot
(black lines) in the insets of ﬁg. 10.35, diﬀerences are observed for d = 10nm
(left) and d = 50nm (right), which might indicate a dependence of the shape
on the tip-resist distance. This is further investigated by ﬁtting a single (blue
line) and a double Gaussian function (red) to νtot. The results are shown in
ﬁg. 10.36. For d = 10nm, only a double Gaussian function can capture the
shape of νtot whereas νtot can be described by a single Gaussian function for
d = 50nm. This diﬀerence can be explained from the trajectories (shown in
ﬁg. 10.33 for d = 10nm). While for d = 10nm, re-entry of electrons is observed
up to r ≈ 80nm, the situation is diﬀerent for d = 50nm where backscatter-
ing and re-entry of electrons is more evenly distributed up to the simulation
boundaries at r = 100nm. Additionally, the number of electrons decreases
with increasing d due to the lower electric ﬁeld strength at the nanotip. The
localization of trajectories of re-entering electrons to smaller values of r and
the increased number of electrons causes that the inﬂuence of backscattered
and re-entering electrons is more pronounced and, thus, the observation of a
double Gaussian shape, for small d. Hence, a proximity eﬀect (based on backs-
cattering) is present for FE-SPL as well but strongly decreased (compared to
EBL) and it can be further decreased by increasing d. Since backscattering is
restricted to a small depth interval at the resist surface, this proximity eﬀect
is limited to the resist surface, which was not reported so far.
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Figure 10.37: Volume densities of inelastic scattering events in the interval h ∈ [0, 0.5]nm
plotted over the radial coordinate r. The total density nin of inelastic scattering events is
depicted by a purple line. The scattering events involving ionization of resist molecules are
given by nion (blue line). The scattering resulting in an excitation of resist molecules are
symbolized by a green area. The insets show the tails of the volume densities for r > 50nm.
The tip-resist distance was set to d = 10nm (left) and 50nm (right). The bias voltage was
50V , the resist thickness dl = 10nm and the exposure time τ = 1ms.
To study the amount of inelastic scattered electrons, the volume density nin of
all inelastic scattering events (purple) is shown in ﬁg. 10.37, together with nion
of the electron scatterings leading to secondary electron generation (ionization
of resist molecules) (blue) and nexc of those leading to excitation of the resist
molecules (green area). The high value of inelastic scattering density nin near
r ≈ 0nm is associated with a spread of the electrons (shown in ﬁg. 10.33)
and explains the high surface density νtot in ﬁg. 10.35. As seen in ﬁg. 10.37,
more than half of the inelastic scatterings leads to a molecule ionization with
secondary electron generation for r ≈ 0. These are associated with molecular
bond breaking within the resist layer and underlie, thus, lithographic pattern-
ing. At the surface, the distributions of nion and nexc are very similar, however
nion is slightly larger than nexc for r ≈ 0.
After investigating the radial distribution of inelastic scattering events, the
vertical distribution is studied. In ﬁg. 10.38, the volume density of inelastic
scattering events causing ionization nion (left) and excitation nexc (right) of
resist molecules are shown. Comparing nion and nexc in the top row, it is
visible that the distributions of nion and nexc are very similar. For increas-
ing depth h, inelastic scattering, i. e., nion and nexc, is drastically reduced for
h > 4nm as already expected from ﬁg. 10.34. In the bottom row of ﬁg. 10.38,
the radial distributions of nion and nexc for various depths h are shown. While
for h ≤ 2nm, nion and nexc are quite similar (as shown for h = 0 in ﬁg. 10.37),
for h > 2nm nexc dominates. Nevertheless, both nexc and nion are drastically
reduced compared to their maximum values observed at the surface (h = 0,
shown in ﬁg. 10.37). This shows a strong localization of excitations and even
more of ionization events to a depth of h < 4nm and to a radial distance
r ≤ 60nm. This contradicts the expection that ionization occurs throughout
the complete resist layer thickness and that the width of the distribution of
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Figure 10.38: Volume density distributions of inelastic scattered electrons causing ionization
(left) and excitation (right) of resist molecules are shown color-coded over x and h (top) and
over r for cross sections at h = 0nm (blue), 2nm (red), 4nm (yellow), 6nm (purple) and
8nm (green) (bottom). The bias voltage was set to 50V , the tip-resist distance to d = 50nm
and the resist thickness was dl = 10nm.
nion increases with increasing h. However, it is explainable by the transfer
of energy from the primary electrons to the resist material (excitation and
ionization) and to the secondary electrons. Due to the energy transfer, the
energy of a single electron is decreased and if its value is below the cut-oﬀ en-
ergy co no further ionization processes can be triggered by this electron until
its energy is suﬃciently increased by the electric ﬁeld.
Despite the decreasing spread of inelastic scattering events, the distributions
of the electrons increases due to elastic and inelastic scattering. This can be
seen from the total surface density distribution νtot within the resist, which is
shown on the left side of ﬁg. 10.39 for diﬀerent resist depths h. An enhanced
surface density due to the backscattering/re-entry is observed at the resist sur-
face h = 0nm (blue curve). Inside the resist, the maximum of νtot decreases
with depth h, while its tails increase since spread of electrons increases due
to scattering. Thereby, the total number of electrons is not inﬂuenced by the
increased spread for h > 4nm (as seen in ﬁg. 10.34), i. e., elastic scattering
and excitations dominates and ionizations are negligible.
To study, if the electrons can gain enough energy from the electric ﬁeld within
the resist layer to compensate the energy transferred to secondaries and the
resist materials and, thus, to enable subsequent ionization scattering events
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Figure 10.39: (Left) Cross sections of surface density νtot of all electrons for diﬀerent resist
depths h = 0nm (blue), 2nm (red), 4nm (yellow), 6nm (purple), 8nm (green) and 9.5nm
(cyan). Additionally, the density νtip of the electrons emitted from the tip and impinging
the resist surface is plotted as broken line. (Right) Averaged energy distribution 〈〉 as
function of depth h inside the resist layer. Thereby, 〈tot〉 includes the energy of all electrons
(black line) and 〈dir〉 of electrons moving in h direction. The averaged energy distribution
〈tip〉 of electrons emitted from the tip and determined at the resist surface is shown by an
orange triangle. 〈back〉 of backscattered and re-entering electrons is visualized by the pink
area. The bias voltage was 50V , the tip-resist distance d = 50nm and the resist thickness
dl = 10nm.
(as suggested by Wilder et al. [32]), the averaged kinetic energy distributions
are considered. Diﬀerent averaged energy distributions 〈〉 =
∑
Ne∑
Ne
are shown
on the right side of ﬁg. 10.39: 〈tot〉, which includes the energy of all electrons,
〈back〉 considering only backscattered electrons, 〈dir〉 including only electrons
propagating towards the sample surface and 〈tip〉, which takes only the elec-
trons emitted from the tip into account. As expected, the total averaged energy
〈tot〉 (black line) decreases with increasing h due to inelastic scattering events.
The part of the energy distribution 〈back〉 associated with backscattering/re-
entry is marked by the pink area. It accounts for nearly a third of the averaged
energy 〈tot〉 at the resist surface. Furthermore, the average value of the total
energy 〈tot〉 < 22 eV , determined at the resist surface, is already strongly re-
duced compared with the expected one from the applied potential diﬀerence
of 50V between tip and sample. This can be explained by two eﬀects. First,
ﬁeld-emitted electrons from the tip are not accelerated to the maximal possible
energy of 50 eV since they do not yet reached the sample surface, which was
already discussed for ﬁgs. 10.18 and 10.21. However, the inﬂuence is rather
limited. For a tip-resist distance of 50nm, 〈tip〉 ≈ 49 eV (marked by the
orange triangle in ﬁg. 10.39 (right)) is determined at the resist surface. The
eﬀect even reduces with decreasing tip-resist distance. Second, the eﬀect dom-
inating the reduction of the averaged electron energy is the inelastic scattering
and the corresponding energy transfer into the resist material and to secondary
electrons as expected. For h > 3nm, a rise of 〈tot〉 occurs since the inelastic
scattering probability is strongly decreased and electrons are accelerated by
the electric ﬁeld inside the resist layer. Nevertheless, the electric ﬁeld inside
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the resist is relatively weak and the energy gain is less then 1 eV for the case
considered here (U = 50V , d = 50nm and dl = 10nm yielding I ≈ 2.4nA).
Thus, the assumption of Wilder et al. [32] that electrons can gain suﬃcient
energy from the electric ﬁeld within the resist enabling subsequent ionization
processes is not conﬁrmed for the FE-SPL case. The patterning resolution
will be investigated in the following by studying the line width in dependence
of various parameters. On the left side of ﬁg. 10.40, the line width wJ based
on the total electron density (threshold value 100 1
nm2
; blue curve), wE based
on the total kinetic energy density distribution (threshold 100 1
nm2
· 10 eV ; red
curve) and the line width wion determined from the actual ionization events
(green curve) are shown. Both, wJ and wE, increase with depth h because
of the increased electron number (see ﬁg. 10.34) and the increased spread of
electrons due to elastic and inelastic scattering (see ﬁg. 10.37). The increase of
wE is similar to the one of wJ , which implies that the electron number density
ntot is much larger than the threshold value ncrit so that the decrease of kinetic
energy with increasing depth h does not aﬀect the line width wE determined
from the total energy density distribution. However, a better estimate for
the experimentally obtained line width is wion determined from the ionization
events (green line in ﬁg. 10.40) because it considers the resist modiﬁcations
(breaking bonds) leading to a lithographic patterning. wion is calculated using
the average value of the ionization events and a threshold value crit of one ioniz-
ation event per volume of 1nm3. The number of ionization events h > 4nm is
strongly reduced (as seen in ﬁg. 10.38) and, thus, the line width w approaches
0.
Figure 10.40: Theoretical line width w in dependence of the depth h. wJ based on the
electron number is presented by the blue curve, wE based on the kinetic energy distribution
by the red curve and wion derived from the actual ionization events by the green one (left).
(Left) The line widths wtipJ and w
tip
E calculated from the electron beam emitted from the
tip, i. e., from their electron number and kinetic energy distribution determined at the resist
surface, are represented by the orange triangle and the cyan circle, respectively. (Right) Line
width wion in dependence of depth h for diﬀerent exposure times: τ = 0.1µs (blue), 1µs
(red), 10µs (yellow), 100µs (purple), 1ms (green), 10ms (cyan) and 100ms (dark red).
The bias voltage was set to 50V , the tip-resist distance to d = 50nm (d = 10nm for the
inset (right)) and the resist thickness was dl = 10nm.
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The dependence of wion on the number of electrons is shown in ﬁg. 10.40
(right). The electron number can be modiﬁed by changing the writing velocity
v for line patterning or the exposure time τ for dot patterning. As can be
seen in ﬁg. 10.40 (right), increasing τ results in an increase of wion. Thereby,
for τ ≤ 1ms, wion approaches 0 for h < dl whereas for τ ≥ 1ms an expos-
ure through the complete resist layer depth is obtained for U = 50V and
d = 50nm. A direct removal through the complete resist layer can thus be
achieved by increasing the exposure time. Furthermore, a sequential ablation
process could be possible enabling the exposure through the complete resist
layer for small τ . For a sequential ablation process, the experimentally ob-
tained line proﬁle would vary from 0 to the maximal value and eﬀects of the
already ablated trench need to be considered to predict the correct pattern
shape and line width (see section 10.4.4). However, by tuning the exposure
time τ (or writing velocity v) for parameter sets yielding nmaxion ≈ ncrit, 3D
patterning might be achievable with exposure throughout the complete resist
layer.
In contrast, τ has only limited inﬂuence on wion for smaller tip-resist distances
as shown in the inset on the right side of ﬁg. 10.40 for U = 50V and d = 10nm.
There, after a large drop of wion in the ﬁrst part of the resist layer, w remains
almost constant with increasing h and τ . As already mentioned, the dominant
eﬀect of decreasing d is the strong increase of the amount of electrons ntip
emitted from the tip. This leads to an increase of nion (number of electrons
ionizing resist molecules) compared to larger d. Consequently, for a large ntip,
nion can become larger than the threshold value ncrit (one electron involved in
ionization per 1nm3) throughout the resist layer. However, the radial distri-
bution of ntip has a Gaussian-like shape and, thus, the shape of nion(r) can also
be assumed to be Gaussian-like due to the limited depth of the resist layer.
Therefore, nion(r) = ncrit determining wion, will be relatively large but not
inﬁnity and even slightly increasing with depth h due to the increased spread
of electrons. Since the increase of τ only increase the number of electrons but
does not aﬀect their distribution, its eﬀect is limited for the case nmaxion  ncrit.
For a maximal value of nion close to ncrit, an increasing number of electrons
by increasing τ leads to a visible eﬀect of wion. It is a similar behavior than
discussed for w without considering the electron interactions within the resist.
Since the focus of the implemented model was on the high-resolution limit, the
included trajectories were mainly at the tip apex whereas for highest electron
numbers emitted from the tip, the number of trajectories at the conical part
would need to be increased for more accurate results. However, the found
dependencies should not be aﬀected. The largely increased line width wion
determined at the surface might be explained by the backscattered and re-
entering electrons, which need to be considered for large ntip.
The inﬂuence of the bias voltage U (left) and the tip-resist distance d (right)
on wion is shown in ﬁg. 10.41. To extract the inﬂuence of U and d without the
dominant contribution of the electron number, an adaptive threshold value of
ncrit = 1/100n
max
ion was used in ﬁg. 10.41. The insets in ﬁg. 10.41 show wion
using a constant threshold value of ncrit = 1nm−3 to include the eﬀect of the
10.4. INFLUENCE OF RESIST LAYER ON FE-SPL 147
Figure 10.41: Line width wion in dependence of the depth h for various bias voltages U
(left) and tip-resist distances d (right). An adapted threshold value ncrit =
1
100 n
max
ion was
used to extract the eﬀects without the inﬂuence of the increased number of electrons. In
the insets, the threshold value was kept constant at 1nm−3. (Left) The bias voltage was set
to U = 20V (blue), 40V (red), 50V (yellow), 60V (purple) and 80V and the tip-sample
distance was d = 10nm. (Right) The bias voltage was kept constant at U = 50V and the
tip-resist distance was varied: d = 10nm (blue), 20nm (red), 30nm (yellow) and 50nm
(purple). The layer thickness was dl = 10nm and the exposure times were τ = 1ms (left)
and τ = 100ns (right), respectively.
electron number. Increasing U causes an increase of the kinetic energy kin of
the electrons but increases also the electric ﬁeld Etip at the nanotip and, thus,
the emission probability, i. e., ntip and nion. By using a threshold value ncrit
related to nmaxion , the electric ﬁeld eﬀects are extracted and only the depend-
ency of kin on wion can be observed. On the left-hand side of ﬁg. 10.41, the
resulting wion is plotted and it matches the expectation that an increase of kin
leads to an increased number of ionization events. Thus, the line width wion
and the achievable patterning depth h|w=0 increase with increasing kin ∝ U .
If a constant threshold of ncrit = 1nm−3 is applied (inset of ﬁg. 10.41), wion
remains constant for increasing wion because nmaxion  ncrit. Only for U = 20V ,
wion is strongly decreased and approaches 0 for increasing h since nmaxion ≈ ncrit.
On the right-hand side of ﬁg. 10.41, the dependence of w on the distance d
between tip and the resist surface is plotted. Without the involved decrease
of ntip with d, i. e., using an adaptive threshold value, an increase of wion is
observed without an increase of the patterning depth due to the larger spread
of electrons with increased d. However, if ntip is taken into account, an increase
of d leads to a decrease of wion and, thus, the patterning depth. Both values
depend on the ratio of ncrit and nmaxion as discussed at ﬁg. 10.40. The diﬀerent
behavior of wion(h) shows that a variation of ntip aﬀects wion more than U
and d in the typical range of FE-SPL. Therefore, the behavior of wion can be
explained only by considering the inﬂuence of U and d on the number ntip of
electrons. The inﬂuence of U and d on kin and electron trajectories can be
neglected.
The inﬂuence of the resist layer thickness dl and the cut-oﬀ energy co on the
line width wion is depicted in ﬁg. 10.42. For resist layer thicknesses dl < 20nm,
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Figure 10.42: Line width w in dependence of depth h for (left) various resist layer thickness
values: dl = 4nm (blue), 6nm (red), 8nm (yellow), 10nm (purple), 20nm (green) and
50nm (cyan) and (right) for diﬀerent cut-oﬀ energies co = 5 eV (blue), 10 eV (red) and
15 eV (green). The applied voltage was U = 50V , the tip-resist distance d = 10nm and the
exposure time τ = 1ns.
the line width wion distribution is hardly modiﬁed by changing dl. For larger
thickness values dl ≥ 20nm, a rapid decrease of wion can be observed, which
is caused by the reduced electric ﬁeld Etip at the tip and the reduced kinetic
energy kin at the resist surface (see ﬁg. 10.21). Thereby, the inﬂuence of the
number ntip of electrons, which depends on the electric ﬁeld Etip, dominates
wion for increasing resist layer thicknesses.
The cut-oﬀ energy co can be used to diﬀerentiate between diﬀerent molecular
bonds (e. g., C − C or C = C in the benzene rings), which are crucial for
the ionization process in the resist layer. Thus, co could be used to simulate
diﬀerent resist materials. However, without including further factors like the
distribution of the molecules and their bonds, it only alters the ratio between
ionization and excitation events, i. e., nion
nexc
. Obviously, a smaller co yields a
higher ionization gain and so wion increases esp. deep within the resist layer
as seen on the right side of ﬁg. 10.42.
As described in section 6.1, two diﬀerent models for the elastic scattering were
used yielding fairly diﬀerent elastic mean free paths as shown in ﬁg. 10.43 (left).
The previously shown results were achieved using the model based on the ap-
proximation of the scattering potential as a Wentzel-like potential (Wentzel
model, [126]) with λ < 5nm for kin ≤ 20 eV . For the model based on the
ﬁtting of diﬀerent theoretical and experimental data (ﬁt model), λel is in the
range from 10nm to 20nm (for kin ≤ 20 eV ) (see ﬁg. 10.43 (left)). In this
case, no elastic scattering events are expected for 10nm thick resist layers. In
ﬁg. 10.43 (right), the line width obtained by the ﬁt model and the Wentzel
model are compared. It is obvious that the diﬀerences in wion from the dif-
ferent elastic scattering models are only minimal (as expected from ﬁg. 10.43
(left)), in agreement to the publication from Seah and Dench, which stated the
inelastic scattering is dominant and only a minimal diﬀerence should occur if
the elastic scattering is completely neglected [133].
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Figure 10.43: (Left) Inelastic and elastic mean free paths, λin (blue curve) and λel (red and
yellow curve) in dependence on the kinetic energy kin of the electrons. λel derived from the
model using the Wentzel-like potential is plotted as yellow line and from the model using
the ﬁtting procedure as red line. (Right) Comparison of line width wJ (blue), wE (red)
and wion (green) determined from the current density, the kinetic energy density inside the
resist layer and the ionization event distribution, respectively. The solid lines are used for
results obtained with the ﬁt model and the broken ones represent results obtained with the
Wentzel model. The applied voltage was U = 50V , the tip-resist distance d = 10nm, the
exposure time τ = 1ms and the thickness of the resist was dl = 10nm.
At the end of this section, some diﬀerences related to scattering between elec-
tron beam lithogaphy (EBL) and ﬁeld-emission scanning probe lithography
(FE-SPL) will be discussed. These are connected with energy transfer from
the primary electrons into the resist layer. In ﬁg. 10.44, electron trajectories for
EBL [175] obtained from a Monte Carlo simulation are depicted. Thereby, a
100nm thick calixarene resist layer on top of a silicon substrate was used [175].
These can be qualitatively compared to the trajectories calculated for the FE-
SPL case using a 10nm thick calixarene resist, shown in ﬁg. 10.33. Obvi-
ously, the 30 keV electrons used in the simulation of the EBL case have a very
long mean free path and travel far into the silicon substrate. There, only a
weak broadening within the 100nm thick resist layer occurs. In contrast, the
low-energy electrons (kin < 50 eV in ﬁg. 10.33) in the FE-SPL case have an
inelastic mean free path below 1nm and are scattered multiple times in the
ﬁrst few nanometers of the resist layer. Hence, the energy dissipation occurs
mainly in resist layer and the sample remains nearly free of damages due to
the electron exposure in FE-SPL. On the contrary for EBL, where most of the
inelastic scattering occurs deep in the sample, which can lead to unintended
sample damage. Additionally, backscattering and re-entry of electrons can be
seen in the FE-SPL case, which are not included in ﬁg. 10.44 for the EBL
case [175]. However, the electrons, which are backscattered in the substrate,
contribute strongly to the patterning in EBL, which results in double Gaus-
sian proﬁles of patterned lines [32]. For EBL, re-entry of electrons is negligible,
since there is no attractive electric ﬁeld for the electrons towards the sample.
Thus, in EBL, the beam diameter and backscattering of electrons from the sub-
strate mainly determine the resolutions capabilities while in FE-SPL inelastic
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Figure 10.44: Trajectories calculated for EBL for calixarene resist layer, taken from Zhang
et al. [175]. The trajectories within the resist layer are shown (left) together with the
complete trajectories (right). An electron beam with 30 keV , a Gaussian beam diameter of
2nm and a resist thickness of 100nm were used.
scattering within the resist and partly the re-entry of electrons backscattered
at the resist surface are the dominant processes. This can be also deduced
when considering the average energy loss transfer from electrons to the resist
material.
In the left-hand side of ﬁg. 10.45, the averaged electron energy loss density
distribution 〈d〉 for ionization events is shown and on the right-hand side, the
electron deposition distribution (EDD) for EBL (taken from [175]). It can be
seen that the highest energy loss density (plotted on a logarithmic scale) is
within 4nm for FE-SPL with a large decrease in magnitude and a decrease in
width for increasing resist depth h. In contrast for EBL, the maximum of EDD
remains nearly constant while the horizontal width of EDD increases with h.
As a consequence, the patterned features using FE-SPL might have a V-shape
whereas the EBL written features might be broader at the bottom of the resist
layer. This is caused by the diﬀerent direction of the patterning, since for EBL
the patterning is mostly done by the electrons backscattered from the sample,
which have an energy kin ∈ [10, 100] eV . In FE-SPL, the incident electrons
are responsible for the patterning. These have similar energies like the backs-
cattered electrons in the EBL case. The V-shape of lines in FE-SPL can be
used also to enhance resolution. Therefore, patterns should be written with
parameters for which wion approaches almost 0 for h = dl. Then, this small
resist opening can be used for pattern transfer. It was shown already very thin
resist ﬁlms, as used in FE-SPl, are suﬃcient to enable pattern transfer into
silicon by cryogenic reactive ion etching [69]. Additionally, by using a hard
mask, a pattern transfer with even higher aspect ratios can be achieved. The
amplitude of the energy loss in FE-SPL is much higher than for the electron
deposition distribution in EBL, which should result in more eﬀective pattern-
ing, i. e., a smaller exposure dose should yield similar pattern results. How-
ever, exposure doses for the same resists are often higher for FE-SPL than
for EBL [70]. It was discussed by Wilder et al. [32] that this is probably a
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Figure 10.45: Comparison of the averaged electron loss density distribution 〈de〉 of a 10nm
thick calixarene layer and the electron deposition distribution (EDD) taken from Zhang et
al. [175] for a 100nm thick calixarene layer. For both distributions the logarithm to the
basis of 10 are used. (Left) The applied voltage was set to U = 50V , the tip-resist distance
d = 10nm, the exposure time to τ = 1ns and the thickness of the resist was dl = 10nm.
(Right) An electron beam with 30 keV , a Gaussian beam diameter of 2nm and a resist
thickness of 100nm were used.
result of diﬀerent reaction pathways addressed by FE-SPL compared to EBL.
However, in EBL the resist layer is double exposed by the primary electrons
and by the backscattered electrons, which involves completely diﬀerent energy
ranges (keV and eV ) and due to the large electron densities, excitation events
might additionally aﬀect the available ionization processes.
Summarizing this section, the results of the Monte Carlo simulation of electron
scattering in ultrathin (dl ≤ 50nm) resist layers were presented for electron
exposure in the FE-SPL case. It was shown, that in contrast to EBL, the
inelastic scattering will occur mostly within the ﬁrst few nanometers of the
resist layer and that the number of emitted electrons mainly inﬂuence the pat-
terning. However, backscattering and re-entry can aﬀect the patterning at the
resist surface and can yield to a broadening of structures, resulting in a V-
shape of patterns, which can be used for resolution improvements as discussed
above. In dependence of the parameters, i. e., nmaxion  ncrit almost perpendic-
ular side walls can be obtained9. Thereby, backscattering and re-entry have
a visible eﬀect on the electron distribution at the resist surface for small tip-
resist distances d whereas for larger distances this inﬂuence becomes negligible.
The expected acceleration of the electrons within the resist due to the applied
electric ﬁeld was only approximately 1 eV and could thus not compensate the
energy transfer in inelastic scatterings. Despite the localization of the ioniza-
tion events, excitation occurs throughout the resist layer. This might infuence
the cross-linking process if it is associated with excitations rather than ioniz-
ations.
The expectation, that the inelastic and elastic scattering increases the width
of the electron distribution and, thus, the line width wion was conﬁrmed at
9Neglecting the ﬁrst part of the resist layer
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the resist surface and for nmaxion  ncrit. However, wion depends on the num-
ber of ionization events, which are thought to underlie the removal or cross-
linking process of molecules. This number can also decrease within the resist
if nmaxion ≈ ncrit and thus an decrease of wion occurs. Nevertheless, the overall
electron number should be increasing inside the resist due to inelastic scat-
tering events, associated with ionization of a resist molecules but this larger
number of electrons does not result always in larger number of ionizations due
to the accompanied energy loss. The line width wion is dominated by inelastic
scattering processes leading to ionization of resist molecules and the inﬂuence
of elastic scattering events onto the line width is negligible as expected by
Dobisz et al. [22].
Chapter 11
Conclusion and summary
The main purpose of the thesis was to derive a model for ﬁeld-emission scanning
probe lithography (FE-SPL), which enables the study of the inﬂuence of vari-
ous parameters on the lithographic process and predict the FE-SPL outcome
and optimal parameters. There are a lot of experimental studies demonstrat-
ing the successful application of FE-SPL [913, 32, 43, 69, 70, 75, 76, 118, 119,
176, 177] ranging from sub-10nm single line features [2, 10] to single dopant-
atom quantum-dot transistors working at room-temperature [178]. However,
no comprehensive theoretical model existed describing the dominant inﬂuences
on ﬁeld emission and resist patterning. Optimal parameters for patterning
with a certain tip had to be deduced from experiments, so-called exposure
dose tests, with the potential risk of tip wear and damage. These tests have
to be repeated for each new tip.
In this work, a numerical model was developed consisting of the computation
of the electric ﬁeld based on the ﬁnite-element method (section 8.1), which was
used to obtain the ﬁeld-emission current density (section 5.2) from the Fowler-
Nordheim theory (section 3.2) and the trajectories of the emitted electrons
by an one-step Leapfrog algorithm (section 5.3) to determine the distributions
of electron number and velocity. This part of the numerical model, called
nanolithography program (see section 5), included furthermore the eﬀects of a
(structured and unstructured) resist layer. Taking the inﬂuence of the resist
properties into account (using the nanolithography program) was not repor-
ted so far. Previous publications only include the resist inﬂuence in certain
parts, e. g., Wilder et al. did not calculate the electron's trajectories [75] and
Dobisz et al. used the emission only from one emission spot exactly at the tip
apex [22, 23] whereas Mayer et al. [77] neglected the resist layer at all. Addi-
tionally, a Monte Carlo simulation (chapter 6) was implemented to study inter-
actions between incident electrons and resist molecules (section 10.4.5). This
is the ﬁrst study, which investigates the eﬀects of electron scattering within
an ultrathin resist layer (≤ 50nm) considering the electric ﬁeld distribution
and using the number and energy distributions of ﬁeld-emitted electrons from
sharp nanotips as the initial condition for the computation [2]. Therewith, a
comprehensive numerical model for FE-SPL (under vacuum conditions) was
developed.
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To gain a deeper understanding and to reduce the computational eﬀorts, an
analytical model was derived from the numerically obtained results. It in-
cludes an expression for the maximal ﬁeld enhancement factor (section 8.1.2),
which could not be described correctly by existing models [78, 80, 83, 8587,
89, 90, 114, 166] for the parameter range (tip size, tip-sample distance) typ-
ically used in FE-SPL. Additionally, the ﬁeld enhancement distribution was
introduced enabling a complete description of the electric ﬁeld at the sharp
emission tip (section 8.1.3). Based on the electric ﬁeld, the ﬁeld-emission cur-
rent density distribution is calculated using the well-known Fowler-Nordheim
equation [94, 95] (section 3.2). To obtain the current density distribution at
the sample or at the resist surface, the ratio between emission area at the
tip and exposure area at the sample/resist was modelled using straight lines
starting perpendicular at the tip surface (section 8.2) and a weighting factor
(section 8.2.1). It was shown, that the electric ﬁeld lines are not a good measure
for the trajectories of the electrons (see ﬁg. 8.8), in contrast to the assumption
of Wilder et al. [75]. The inclusion of the unstructured resist layer into the
analytical model was achieved within this thesis (section 10.4) as well.
The results of the analytical model agree well with the results obtained by
numerical simulations done with the nanolithography program and, thus, the
model can be used to predict the numerical results with a strongly reduced
computational eﬀort and time. This might allow an implementation of the
analytical model in the FE-SPL software to enable a prediction of the struc-
tures to be written and optimal parameters for a certain tip.
Furthermore, the analytical model was experimentally veriﬁed by (i) ﬁeld-
emission experiments done under vacuum conditions [169] and (ii) FE-SPL
experiments under ambient conditions. A special set-up of an AFMinSEM
tool [60,61] within a dual-beam (SEM and FIB) analysis tool was applied [169]
for the ﬁrst comparison. The experimentally obtained data were fully described
using the analytical model and the quantitative comparison yielded a valuable
estimate of the tip-resist distance. To enable the quantitative comparison, a
correction for the drift of the FE-SPL system and for the growth of structures
on the sample surface, respectively, had to be included in the analytical model.
Thus, the analytical model can be used to determine the drift of the tip-sample
distance in a FE-SPL tool using only the measurement of the current signal
and scanner movement during tip approach in lithography mode. Regarding
the comparison with FE-SPL experiments, the analytical model can reproduce
the dependence of the line width on the applied bias voltage (section 10.2.2)
and on the exposure dose, for which the total current was varied.
The analytical and the numerical model can be used to answer the three ques-
tions raised in the introduction.
First, existence of a resolution limit:
Based on the results of the numerical and the analytical model for the nano-
lithography part, there is no resolution limit, if the assumption of a threshold
value is used. From the Monte Carlo simulation, it is found that even by in-
cluding scattering in the resist layer, there exists also no resolution limit since
a threshold value exists (at least one primary electron is needed for a successful
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ionization process) as well. However, the line width at the resist surface is af-
fected by secondary electron generation and electrons, which are backscattered
and re-enter the resist layer. The line width is enlarged at the resist surface
due to backscattering/re-entry. Note, that the question of the existence of
a resolution limit is only answered within the assumptions of the presented
models. However, the size of the molecules, the de Broglie wave length of the
electrons and the involved chemical reactions need to be considered as well.
Second, ﬁnding optimized parameter sets:
It was shown in chapter 10 that the inﬂuence of the intrinsic tip parameters
(tip radius, work function and opening angle) can be compensated by adjusting
the external parameters (bias voltage, tip-resist distance and writing velocity
or exposure time). Thus, fabrication tolerances for tip and resist layers are not
limiting the FE-SPL performance. The strongest inﬂuence on the current dens-
ity distribution and, thus, on the line width is caused by the bias voltage and
the tip-sample or tip-resist distance. The bias voltage should be set at ﬁrst in
experimental optimization procedures since the tip-sample distance is aﬀected
if U is changed in constant-current mode. Afterwards, the tip-resist distance
(or the current set point) should be adjusted. In a typical FE-SPL tool, the
bias voltage and the current are kept constant. Thus, the tip-sample distance
is varied to keep the current constant but its absolute value is not known. With
the analytical model, the tip-sample distance can be easily determined using
only the I(drel) measurements during the approach of the tip to the sample
(section 9.2). At last, the writing velocity or the exposure time can be used
to reﬁne the line width. Using this order to set the external parameters, the
optimal line width should be obtainable from parameter-testing experiments.
However, the procedure can be further simpliﬁed if a well-deﬁned tip is used,
i. e., tip radius and material are known. By knowing the tip parameters and
setting the bias voltage, only the tip-resist distance is undeﬁned, which can be
easily found by the analytical model. The pattern properties can be reﬁned
experimentally using the writing velocity. Therefore, the experimental pro-
cedure to ﬁnd an optimal parameter set can be simpliﬁed using the presented
model and if the tip radius is known, the optimal parameter set can be found
analytically.
In the appendix B, two diﬀerent tip designs to increase the resolution of FE-
SPL for a certain parameter set, namely volcano-gated tips and partially
covered tips, were numerically investigated and the requirements for a suc-
cessful application were presented.
Third, understanding the physics:
The emission process described by standard Fowler-Nordheim theory does not
need to be reﬁned for the FE-SPL case, i. e., no quantum conﬁnement of tip
electron states [117] or geometric eﬀects on image charge and Fowler-Nordheim
equation [110112, 115, 116] were necessary to achieve the quantitative agree-
ment with experiments. The relation to describe the dependence of the resist
layer on top of the sample on the electric ﬁeld was not reported previously,
which could also be used for thicker resist layers.
Additionally, it was found by the investigations using structured resist layer
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that positive-tone lithography and direct ablation seem to be self-limited whereas
negative-tone lithography might be self-accelerated. The comparison with the
analytical model (for unstructured resist) showed that this behavior is caused
by the variations of the ﬁeld-enhancement factor at the tip surface. Unfor-
tunately, a quantitative comparison with FE-SPL experiments could not be
accomplished, since in the experiments some of the tip (e. g., radius) and ex-
ternal parameters (e. g., tip-sample distance) are unknown. Thus, a reliable
comparison was not achieved because various parameter sets can yield the
same result regarding the line width and resolution. Additional inﬂuences like
a water ﬁlm on top of the resist/sample surface might not be negligible in
ambient conditions. Despite the result of Dobisz et al. [22, 23] of a negligible
eﬀect of an (unchanged) water ﬁlm on the electrostatic potential, a water ﬁlm
might yield to additional changes. The ﬁlm might form an (incomplete) water
meniscus leading to a diﬀerent electrostatic potential, water molecules might
be ionized during the exposure with electrons aﬀecting the scattering cross
sections and the electric ﬁeld due to a space charge eﬀect. Furthermore, water
molecules might enable a variety of chemical reactions due to their reactivity,
esp. if they are ionized. The inﬂuence of the water molecules might not be
limited to the resist surface because the molecules can also penetrate into the
resist layer. Nevertheless, the qualitative agreement between experiments un-
der ambient conditions and the analytical model indicates that the inﬂuence
of the water ﬁlm might be not important for the resolution.
To enable a quantitative comparison between experiment and theory, FE-SPL
experiments under vacuum conditions (combined with the determination of tip
radius and tip-resist distance) similar to the ﬁeld-emission experiments (sec-
tion 9.2) should be executed to conﬁrm and improve the theoretical model. De-
pendent on the outcome of the comparison with FE-SPL experiments under
vacuum conditions, a subsequent theoretical and experimental investigation
should be focused on the inﬂuences of the water ﬁlm, since it is thought to be
an important inﬂuence (e. g., direct ablation is only observed under ambient
conditions) and its eﬀects are not yet completely understood.
The integration of the analytical model into FE-SPL tools will likely increase
the reproducibility and resolution capabilities. Additionally, it will reduce the
time to ﬁnd optimal parameters experimentally after tip exchange or even al-
lows the prediction of optimal parameters if the tip radius is known.
The model could be also used for STM tools to access the tip radius, which
is not accessible in tunneling mode. The determination of the tip radius is
possible by applying the ﬁeld-emission mode and the analytical model since
the tip-sample distance is measurable in STM tools (using sharp wires instead
of cantilevers).
Appendix A
Estimation of electronic mean free
path in air
Based on the mean free path of air molecules λM the electronic mean free path
is approximately λe ≈ 5.6λM . The collision cross section σM for molecules
in the hard sphere approximation is σM ≈ pi(r21 + r22) for molecules with radii
r1 and r2. For identical molecules (r = r1 = r2) we get σM ≈ 4pir2 and for
scattering between an electron and a molecule with re << r the cross section
is equal to σe ≈ pi(r2 + r2e) ≈ pir2. Thus, the ratio between molecular and
electronic collision cross section is σM
σe
= 4. The mean free path of molecules is
calculated by the distance of a molecule between two scattering events (d = v τ)
divided by product of the interaction volume (Vi ≈ σM dr = σM vr τ) times the
number of molecules per unit volume nV , i. e
λM =
v τ
σM vr τ nV
. (A.0.1)
Here, v is the mean velocity of a molecule and vr =
√
v21 + v
2
2 the mean
relative velocity between the molecules. For identical molecules (v = v1 = v2)
it becomes to vr =
√
2 v. The duration between two scattering events is τ .
Therefore, the molecular mean free path can be estimated by
λM =
1√
2σM nV
. (A.0.2)
For the electrons the molecular velocity can be neglected (ve >> v) and so the
relative velocity is equal to vr = ve. This leads to an electronic mean free path
of
λe =
ve τ
σe ve τ nV
=
1
σe nV
. (A.0.3)
The ratio between λe and λM equals
λe
λM
=
√
2σM nV
σe τ nV
= 4
√
2 ≈ 5.6 , (A.0.4)
which is the value found in the beginning.
157
Appendix B
Strategies to increase the
resolution
Figure B.1: Comparison of the diﬀerent tip designs to increase the localisation of the electron
density distribution. The electric ﬁeld strength is shown as color code and the electronic
trajectories as colored lines. Black lines are guide for the eyes to distinguish the geometries.
On the left side the standard model is shown, in the middle the model including a volcano
gate and on the right the partially covered tip.
In this section, the studies about two possible routes to increase the electron
density distribution on the sample surface, which are based on changing the
tip design are described. On the one hand, nanotips surrounded by a so-called
volcano gate are considered. On the other hand, nanotips covered with a
thin layer are investigated. Thereby, the material of the layer is expected to
have a lower electron emission probability, i. e., a higher work function. It is
expected that this partial cover increases the focusing. The two models and
the conventional lithography model are shown in ﬁg. B.1. The situation in ﬁg.
B.1 is idealized and represents the desired eﬀect of the volcano gate and the
partially covered tip. As will be shown in section B.1 and is already visible in
ﬁg. B.1, the ﬁeld emission from the gate is crucial for the successful focusing
(increase localisation) of the electron density distribution at the sample surface
in the case of the volcano-gated tip. For the partially covered tip, the emission
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Table B.1: Simulation parameters, their description and their standard values for the
volcano-gate simulations. The values given here are complementary to the ones given in
tab. 4.1. The electric potential of the tip, gate and sample are ϕt, ϕv and ϕs, respectively.
The standard values given here are used if not explicitely stated.
Parameter Description Standard value
dv thickness volcano gate 17nm
hv
height diﬀerence between gate and tip (pos. val-
ues for buried tips)
0nm
lv distance between tip and gate 50nm
Φv Gate work function 4.8 eV
U = ϕs − ϕt Bias voltage between tip and sample 50V
Uv = ϕs − ϕv Bias voltage between gate and sample 60V
through the layer is not completely prevented, which is described in section B.2.
However, possible electron emission from the dielectric layer itself is neglected
due to the low-density of free electrons in insulating materials.
B.1 Focusing and defocusing using a volcano gate
The idea behind adding a volcano gate is that by changing the potential at
the gate, one can switch between focusing and defocusing of the electron beam
due to the modiﬁcation of the electric ﬁeld. This would allow to write high-
resolution features and to expose large patterns rapidly, respectively. The
results shown in this section were published in ref. [20]. The calculation model
is depicted in ﬁg. 4.3 and B.1 (middle). The parameter deﬁnitions as well as the
standard values are given in table B.1. The ﬁrst part of this study is targeted
answering the question, if a focusing / defocusing eﬀect for the electron beam
could be achieved. Therefore, we neglect the emission from the volcano gate.
Depending on the height diﬀerence hv and the voltage ratio between volcano
gate Uv and tip Ut a focusing and defocusing eﬀect of the electron trajectories
is obtained, even if the distance between the tip and sample is only tens of
nanometers as shown in ﬁg. B.2 (a) and (b), respectively. Thereby, both ﬁg-
ures are only diﬀering in the applied volcano gate voltage ((a) Uv = −20V and
(b) −100V ). In ﬁg. B.2, the tip-gate height was varied from hv = −20nm
(protruded tip) to +20nm (buried tip). In the case, for which the gate voltage
Uv is smaller than the tip voltage Ut, a defocusing occurs since the electrons
are aﬀected by the attractive force towards the gate. A focusing occurs if
Uv > Ut due to the repulsive gate potential. As can be seen from ﬁg. B.2, the
height diﬀerence is a crucial parameter. It determines the area, in which the
electrons are signiﬁcantly inﬂuenced by the gate potential. For example, in
ﬁg. B.2 (left), the smaller the height diﬀerence the stronger is the defocusing,
i. e., strongest for buried tips. Additionally, the electron emission probability
shifts from the tip apex to the tip sides (not shown). In contrast, the larger
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Figure B.2: Calculated electron trajectories for diﬀerent cases: Uv < Ut (defocusing, left),
and Uv > Ut (focusing, right) for three diﬀerent height diﬀerences hv = −20nm (cyan
→ buried tip), 0nm (red), 20nm (black→protruded tip). The bias voltage was ﬁxed to
Ut = 80V and the volcano voltages were Uv = 20V (left) and 100V (right). The tip-gate
distance and the tip-sample distance were set to lv = 25nm and d = 50nm, respectively.
the height diﬀerence the stronger is the focusing (see ﬁg. B.2 (right)), i. e.,
strongest for protruded tips. Thus, diﬀerent heights hv for optimal focusing
and defocusing are found. To achieve the best of both eﬀects (in order to carry
out a focusing as well as defocusing depending on the lithographic application),
a tip height of hv = 0nm is favorable. Scattering at the volcano gate would
occur for positive height diﬀerences in the defocusing case, which is not in-
cluded in the calculation and would induce a variety of the diﬀerent scattering
scenarios (elastic, inelastic scattering, mechanical damaging, heating, etc.). In
this case, the trajectories of the electrons hitting the gate were only computed
until they reached the gate surface.
After the proof of a focusing and a defocusing eﬀect, the inﬂuence of the vol-
cano gate is quantiﬁed and analyzed in order to optimize the design as well as
the lithography settings. Considering the electric ﬁeld, a maximum at the tip
was found, which reaches several V/nm. This is expected by the lightning rod
eﬀect [80,82] and responsible for the conﬁned electron emission [179]. However,
also local maxima of the electric ﬁeld occur at the gate, which can even exceed
the tip ﬁeld strength for some parameter settings. The emission of electrons
from those gate spots is investigated because patterning of wider structures
would occur. Since the defocusing is not aﬀected by this parasitic gate emis-
sion (attractive potential at the gate), the case of focusing is investigated in
more detail. In ﬁg. B.3 (left), the current density distribution J at the sample
surface is shown for the focusing regime with parasitic gate emission. Here,
the maxima of the gate and the tip emission are nearly identical. It is obvious
that a generated line pattern will originate from both emission sites, tip and
gate ring. Thus, it is reasonable for high-resolution patterning to deﬁne the
criteria that the gate emission has to be considerably lower than tip emission.
In order to reduce the gate emission, the work function of the volcano material
was varied. In ﬁg. B.3 (right), the total emission current I is shown in de-
pendence of the tip-sample distance calculated for diﬀerent work functions Φv
of the gate. In case of Φv < Φt, the total emission current is strongly enhanced
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Figure B.3: (a) Example of a current density distribution at the sample surface emitted
from a volcano-gated probe. A high emission contribution from the gate for a tip-sample
distance d = 10nm is present. (b) Total emission current at the sample for diﬀerent tip-
sample distances d and diﬀerent gate work functions is calculated for Φv = 2 eV (blue X),
3 eV (brown 5), 4 eV (yellow ), 4.8 eV (black +), 5 eV (red ©) and 6 eV (green B).
as seen for Φv = 2 eV to 4 eV . Here, the gate emission term dominates the
total emission current of the volcano-gated nanotips. In contrast, for Φv > Φt
the total emission current is similar for diﬀerent work functions indicating that
the parasitic gate emission is negligible. Only for small tip-sample distances,
an unexpected increase of the emission current is observed if the work function
of the gate Φv → Φt. This indicates that the emission coming from the gate
increases faster with decreasing tip-sample distance than the tip emission. To
summarize, this part shows that the work function Φv of the gate needs to
be higher than the tip work function Φt in order to prevent a parasitic gate
emission. Thereby, changing the gate work function alters only the gate emis-
sion but not the tip emission probability. The following results were calculated
using a gate work function of Φv = 4.8 eV .
Next the inﬂuence of the gate height onto the patterning including the para-
sitic gate emission is studied. As shown in ﬁg. B.2, the gate height hv changes
the focusing or defocusing eﬀect of the gate, respectively. The maxima of the
electron emission current density distribution Jmax as function of the tip-gate
height hv is plotted in ﬁg. B.4 (left) for tip-sample distances of d = 20nm
(broken lines) and 100nm (lines). For d = 20nm (black broken lines), the
tip emission (©) is not signiﬁcantly altered by changes of hv, whereas the
gate emission (4) increases, if the tip is buried (hv > 0). In contrast, for
d = 100nm (red solid lines), the tip emission (©) is strongly aﬀected by hv
due to the change of the electric ﬁeld at the tip, whereas the gate emission
(4) is only moderately increased. To conclude, for hv ≤ 0nm and for relat-
ively large tip-sample distances (d ≥ 40nm), the tip emission term dominates
the total emission current density. However, to enable also a defocusing eﬀect
hv = 0nm was chosen for further investigations.
The inﬂuence of the bias voltage and the tip-sample distance on the tip (©)
and gate (4) emission current maxima Jmax is shown in ﬁg. B.4 (right). The
bias voltage is set to Ut = 10V (blue dotted lines), 30V (magenta broken
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Figure B.4: (Left) Maxima of the tip (©) and the gate (4) current density distribution
at the sample surface as function of the gate height hv related to the tip apex plotted for
diﬀerent tip-sample distances d = 20nm (broken lines) and d = 100nm (solid lines). (Right)
Maxima of tip (©) and gate (4) emission current density at the sample surface for diﬀerent
distances and tip voltages Ut = 10V (blue dotted lines), 30V (magenta broken lines) and
50V (black solid lines). The bias voltage ratio was set to Uv/Ut = 1.
lines) and 50V (black solid lines), respectively. An enhancement of the light-
ning rod eﬀect and, thus, higher local electric ﬁeld strengths are expected
for higher voltages. The increase of the maxima of the tip and gate current
distribution with increasing bias voltages supports this assumption. Notably,
despite the similarity of the dependency of the tip and gate emission on the
tip sample distance for large d, in case of smaller d the behavior is slightly
changing. Here, the gate emission increases faster than the tip emission with
decreasing distances, which proves our interpretation of ﬁg. B.3 (b). Thus for
the application of volcano-gated nanotips, they might work better for larger
tip-sample distances.
The inﬂuence of the volcano-gate voltage on the total current and the line
Figure B.5: Dependency of the total current I (left) and the line width w (right) on the
tip-sample distance plotted for diﬀerent volcano gate voltages of Uv = 0V (black X), 25V
(red B) and 50V (blue ♦). The bias gate voltage was set to 50V .
width is depicted in ﬁg. B.5. In both graphs, the same markers and line colors
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are used, i. e., Uv = 0V (black X), 25V (red 4) and 50V (blue ♦). The
emission current is decreased for increasing distances since the electric ﬁeld is
reduced (see ﬁg. B.5 (left)). Furthermore, an increasing gate voltage results
in a reduction of the current. This can be explained by an additional decrease
of the electric ﬁeld strength at the tip caused by the potential at the gate for
0 < Uv < Ut. This eﬀect becomes negligible for small tip-sample distances.
The opposite behavior, i. e., increasing current with increasing gate voltage,
is obtained for Uv > Ut, since the gate contribution becomes dominant (not
shown).
The dependence of the line width w on the tip-sample distance and the ap-
plied volcano gate voltage is seen in ﬁg. B.5 (right). The tip speed was set
to 1µm/s, which is a typical value used in experiments. To determine the
line width a threshold value of 100 electrons/nm2 for the direct removal was
used. It can be seen in ﬁg. B.5 (right), that the behavior diﬀers from the
observations for the total current (Fig B.5 (left)). As seen in ﬁg. B.5 (right),
diﬀerent regimes for the line width w are obtained. For Uv = 0V (X), the
line width w increases with larger tip-sample distances. This can be explained
by the broadening of the current density distribution with increasing distance.
For Uv = 0V and tip-sample distances above 80nm, the line width estimation
is not reasonable due to the limitation of the simulation box (r = 250nm).
For Uv = 25V , i. e., Uv/Ut = 1/2, (B), w increases with increased distance,
as for Uv = 0V (X), but with a much smaller slope. The decreased slope is
caused by the lower electric ﬁeld at the tip apex due to the changed potential
landscape. At d = 40nm, the behavior changes and a slight decrease of w
with d is observed. In this case, the electron density is in the range of the
threshold value. Thus, a decrease of the electron density with increasing dis-
tance becomes dominant resulting in a decreasing line width. The behavior of
the curve (♦) representing Uv = 50V , i. e. Uv/Ut = 1, can be divided into two
regimes. For distances up to d = 30nm the line width is determined by the
emission from the volcano gate. For d = 10nm the linewidth is approximately
50nm wider in comparison to the obtained values without an applied volcano
gate bias (X). The electron density (not shown) drops signiﬁcantly, but the
line width remains nearly constant. Here, the volcano gate emission decreases
faster with increasing distance than the tip emission. As a result, the elec-
tron density emitted from the volcano gate does not exceed the threshold, for
d > 40nm. In turn, the drop of the line width for a distance of 40nm is ob-
served. The focusing eﬀect of the volcano gate, combined with the decrease of
the electron density, leads to a minimal line width value of d = 58nm, which is
less than a third of the value achieved with Uv = 0V at the closest tip-sample
distance. This proves that a focusing eﬀect is obtained, even if a gate emission
is taken into account.
It has to be noted that the thickness of the gate and the tip-gate distance do
not aﬀect the focusing behavior. However, in case of an emission from the
gate, as indicated by ﬁg. B.5 (b), the line width is strongly inﬂuenced by both
parameters.
In summary, a focusing and a defocusing eﬀect can be observed, but the eﬀects
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of the parasitic gate emission often dominate.
B.2 Partially covered tips
In this section, the results of partially covered tips to increase the localisation
of the electron density distribution are shown. By covering the tip with a
dielectric layer, the emission probability from the tip should be decreased. A
partially opening of the cover layer might yield to a localisation of the electron
emission only to the uncovered part of the tip. In my ﬁrst attempt presented
here, I neglected the emission from the layer itself due to the assumption of a
higher work function and the low density of free electrons in an insulator.
The geometrical model is shown in ﬁg. 4.3. The parameter dloc describes the
thickness of the layer and ξ the (half) angle of the opening in the cover layer.
Additionally, the dielectric constant εloc is varied from 2 to 10.
Figure B.6: Focussing of the electron emission density distribution at the tip by diﬀerent
openings in the cover layer. The used parameters are: U = 90V, d = 30nm, dloc = 10nm
and εloc = 3.9. The blue opening angle ξ is 45
◦ and the red one 5◦. The blue and the
red colored electron emission density distribution belongs to the blue and red colored cover
layers, respectively.
At ﬁrst, the eﬀects of the cover layer on the current density distribution at the
tip and at the sample are investigated and it will be studied if a local decrease
of the current density could be achieved. In ﬁg. B.6, the (scaled) electron
emission probability distribution is shown for two diﬀerent openings in the
cover layer. These are the two opening angles ξ = 45◦ (blue) and 5◦ (red). It
can be seen that the emission probability is a little bit narrower for the smaller
opening angle, but unfortunately the eﬀect is not as strong as expected.
However, the aim of the partially covered tips is the increase of resolution,
i. e., the decrease of the line width at the sample. Therefore, the electron
trajectories were computed to estimate the line width using the threshold
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value of 100 electrons per 1nm2 for positive-tone lithography (see section 5.2).
Figure B.7: Line width w dependent on the opening angle ξ of the cover layer. A tip-sample
distance of d = 50nm was applied and the following applied voltages were used: U = 60V
(blue), 70V (red), 80V (yellow), 90V (purple) and 100V (green).
In ﬁg. B.7, the line width w is drawn as function of the cover layer opening
angle ξ for diﬀerent applied bias voltages. The expected behavior is visible,
i. e., for increasing size of the opening in the cover layer the line width w is
increased as well. In other words, a line width decrease can be induced by
decreasing the cover layer opening.
Figure B.8: Line width w dependent on the cover layer thickness dloc (left) and its dielectric
function εloc (right). A tip-sample distance of d = 50nm was applied and the following
applied voltages were used: U = 50V (blue), 60V (red), 70V (yellow), 80V (purple), 90V
(green) and 100V (cyan).
The dependence of w on the thickness dloc and on the dielectric constant εloc
is shown in ﬁg. B.8. The line width decrease caused by the increase of dloc and
εloc is partly caused by the reduced ﬁeld emission due to the cover and partly
by a reduced electric ﬁeld strength at the tip surface, which can be seen in
ﬁg. B.1.
Concluding, based on this model, a line width decrease, i. e., a resolution
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increase, is observed using an insulating cover upon the tip. Nevertheless, an
additional study should verify the results by taking the ﬁeld emission from the
cover into account, which was neglected in this investigation.
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