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Abstract
The success of credit/lending decisions is basically influenced by two factors: the quality of basic data
(completeness, accuracy, credibility) and the quality of the decision making model (for individual
deals, the decision making process). While, however, the former is a rather technical criterion, the
latter is far more complex; still, to a great extent it depends on the knowledge and experience of
the business experts shaping and implementing the decision making process. This work intends
to examine the relationship between widely used credit scoring models and the expansion and/or
preservation of the knowledge wealth of the organization.
Keywords: credit scoring, decision making process, knowledge wealth.
1. Changes in the Formalization of Lending Experience throughout the
Development of Credit Scoring
The lending practice of financial institutions shows four identifiable decision making
processes:
1. When the deal is initiated:
• Should the borrower be extended any credit at all?
• Under what terms should the borrower be extended any credit?
2. During the lifecycle of the deal:
• Is there any intervention required in the deal process for any reason (de-
lay, nonpayment, changes in the conditions of the bank or the customer,
etc.)?
• If an intervention is required, how should the deal be continued (mod-
ified interest and/or installment conditions, rescheduling, legal action,
etc)?
Credit scoring methods were originally used to find answers to the first two
questions only, but at present the new versions of these models – incorporating
several additional criteria – are also applied in later phases of the credit lifecycle.
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In the beginning, credit/lending experience was transferred through involve-
ment and cooperation, and required a long training period. In addition to the ability
to value the collaterals offered, this knowledge was based to a considerable extent
on information about, and the assessment of, the applicant, the applicant’s employer
and the society’s opinion on the intended purpose of the loan.
The foundations of the 60-plus-year history of credit scoring were laid by
FISHER’s article published in 1936 [13], which examined the distinguishability of
groups in a plant population based on various measured characteristics. As far as we
know, it was DUNHAM in 1938 [1] who first mentioned a system for the evaluation
of credit applications, in which he used five criteria, as follows:
• position held;
• income statement;
• financial statement;
• guarantors or collateral;
• loan repayment data from banks.
DUNHAM argued that the importance of the various criteria should be deter-
mined on the basis of experience (i.e. without applying any statistical technique).
It was DURAND in 1941 who wanted to know which parameters lenders found
important and which characteristics were significant statistically [12]. He was the
first to use discrimination analysis, based on FISHER’s results. With this he actually
provided the impetus for the development of a theoretical framework that can be
used to determine whether the significance of a certain criterion is justified. He also
made recommendations for the analysis of credit risk. Therefore Durand may be
regarded as the founder of the present-day credit scoring systems. In his 1941 study
he presented a score-based system that could be used for the classification of people
applying for a loan to buy a second-hand car. The most important parameters of his
examination were as follows:
• the applicant’s job/position;
• the number of years spent in the current position;
• the number of years spent at the current address;
• bank accounts, life insurance policies;
• sex;
• the amount of the monthly installment.
DURAND’s model is the first formalized version of lending knowledge gained
from experience that lending companies could use as a decision making algorithm,
without the continuous involvement of credit/lending experts. In this period, several
companies attempted to put down the knowledge of experienced experts in some
sort of recipe; these sets of decision making rules can be regarded as the first
credit/lending expert systems [16].
Experiments based on several parameters were conducted by CORDNER,
MYERS and FORGY, among others, who focused more on financial characteris-
tics and previous payment discipline as references [36], [37]. In 1963 MYERS and
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FORGY also recommended the application of multivariate discrimination analysis
to these parameters.
In an article published in the same year, MYERS also tried to gain insight
into the extent and direction of selection as performed by the person making the
credit decision. However, he did not investigate the correctness and farsightedness
of such a decision [27].
It was MOORE and KLEIN who first wrote down in 1967 how criteria related
to the performance of obligations changed with time [27]. This approach added
to previously applied decision making criteria the psychological and sociological
concepts used to describe the behaviour of the individual and communities.
The mass popularity of credit cards made it clear that the time required for
one decision had to be maximized. This opened the door for scoring, which meant
the efficient formalization of lender knowledge. Starting in the late fifties, more
and more companies sprang up that offered the development and maintenance of
credit scoring systems, and the acquisition and continuous updating of data required
therefor. The pioneering venture, and by far the biggest and most reputable to date,
is Fair, Isaac & Co., established in 1956. It was BOGESS in an 1967 article [1]
who first called for the use of a computer background, which made it possible
to examine large sets of data from various angles and try the complex tools of
multivariate statistics, which led soon to the development of much more accurate
models.
As scoring models have developed, the evaluation of mass lending products
has been characterized by increasing algorithmization. The bigger part of lend-
ing knowledge is extracted from an experience database by mathematical analyses;
these models are made up of edge conditions – specified by the lender – and math-
ematically generated rules and formulas. This allows an increasing degree of au-
tomation in the decision making process, resulting in a much less time requirement
for decisions than before.
At present, every lender supports the decision making processes of its lending
activities and the monitoring of lending deals with data markets and data ware-
houses. Data markets and data warehouses store not only information but also
knowledge. The metadatabases created in data warehouses contain lots of defini-
tions – approved by a consensus of the organization’s experts – that describe and
explain the dimensions of available databases for users. This information material
includes not only coursebook definitions on the given set of data, but also a descrip-
tion of the generation or creation of the information in question and – as part of the
company’s own culture – special knowledge, interpretation, internal terminology
and wording related to the given subject.
2. The Most Widely Used Credit Scoring Models Are as Follows:
In terms of the theories and methods used to date, credit scoring models may be
divided into two large groups:
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1. Parameteric credit scoring models
• Linear probability model;
• Probit and Logit models;
• Discrimination analysis-based models;
• Neural networks.
2. Non-parameteric credit scoring models
• Mathematical programming;
• Classification trees (recursive partitioning algorithms);
• Nearest neighbours model;
• Analytical hierarchy process;
• Expert systems.
There is another class of artificial intelligence methods used widely in scoring
systems: genetic algorithms. These, however, do not constitute a separate modelling
process; instead, they find the optimal version through a mutation of the existing
set of score cards.
3. Linear Probability Model
The linear probability model is basically a regression model, where the value of the
dependent variable is 0 or 1 according to whether the application in question has
been approved or not [6]. In mathematical terms, the decision making rule may be
expressed as follows:
y = b1x1 + b2x2 + . . .+ bk xk + u, (1)
where: y is the dependent variable (the result of the decision),
xi is explanatory variable (criterion) i ,
bi is the weight assigned to explanatory variable i ,
u is the random error, P(u) = 0.
In a vector expression:
y = b′x + u, (2)
where: x is the vector of the explanatory variables,
b′ the transpose of the parameter vector of the explanatory variables.
Consequently, the
P(y | x) = b′x (3)
conditional probability can also be interpreted as the probability of approval of the
application belonging to parameter group x. The estimated probability of approval
may be interpreted similarly. Thus (1) yields the regression estimate of weights,
so the estimated probability of approval may be calculated for a new application.
When the lending decision is made, the score thus received should be compared to
a cutoff score limit.
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4. Probit and Logit Models
The above mentioned conceptual and calculation problems of the linear probability
model drove researches to look for alternative solutions. It was an obvious idea
that the problem whereby the estimated probability may be out of the [0;1] inter-
val should be solved by finding a suitable transformation which ensures that the
estimate fall within this interval. In the model described in the previous section,
the dependent variable y could only assume two values, and was a function of the
applicant’s parameters, as seen in Eq. (2).
Cumulative distribution functions constitute a set of transformations that put
the p value (3) in the [0;1] interval, while also having the monotonicity property
(i.e. they are either monotonic increasing or monotonic decreasing functions). Let
us assume that a standard normal distribution was chosen to express probability:
p = (b′x) =
∫ b′x
−∞
ϕ(z) dz,
where: (z) is the standard normal density function.
This yields the probit model. If the logistic distribution function is selected
to express the p probability of approval, it will lead to the logit model. In this case:
p = (b′x) =
∫ b′x
−∞
ϕ(z) dz = 1
1 + e−b′x , (4)
or, alternatively:
p = e
b1x1+...+bk xk
1 + eb1x1+...+bk xk .
In contrast to the normal distribution function, the logistic distribution function has
a closed form, as it can be seen in Eq. (4), which makes the calculation of the logit
model far simpler than that of the probit model. Usually, both models are estimated
using the maximum likelihood method (see, for instance, ALTMAN and others [1]),
thus making their computerized implementation and application relatively simple
and inexpensive. As these models are widely used, a large number of studies
have been released on their application and the experience gained in consumer,
commercial and agricultural lending. Those that deserve to be mentioned include
the articles of CHESSER [6], who first recommended the logit model, SRINIVASAN
and KIM [38] (logit), STEENACKERS and GOOVAERTS [47] (logit), and BOYES [6]
(probit).
5. Discrimination Analysis Models
Again, the starting situation is that we have two customer groups: G1, whose
application has been approved, and G2, whose one has been refused. The task
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is to classify a new applicant using the parameter vector x = (x1, x2, . . . , xk)
representing them. The discrimination analysis solves this problem by generating
a so-called discrimination function λ′x, where λ is the vector of the coefficients and
weights assigned to criteria xi . The model determines these values by creating the
biggest possible difference between the two groups.
We assume that vector x, which contains the applicant’s characteristics, is
multivariate and has normal distribution in the two groups. The groups may have the
vector pairs (µ1,1) and (µ2,2) assigned to them, which represent group means
and covariances, respectively. pi should mean the probability that a certain applicant
belongs to group i , while ci j should mean the cost incurred due to misclassification,
when an applicant in group i must be transferred to group j . In the event that
the covariance matrixes of the two groups are equal, i.e. 1 = 2 = , the
classification rule may be defined from the minimization of costs resulting from the
anticipated misclassification. This yields the following results:
an applicant characterized by data set x will be classified in a group G1 if
λ′x ≥ α + ln
(
c21 p2
c12 p1
)
, (5)
where: λ = −1(µ1 − µ2),
α = λ
′(µ1 + µ2)
2
.
In all other cases the applicant should be classified in group G2.
The classification heuristics implemented with the above model is very simple.
The discrimination function, λ′x, may be generated through the linear weighting of
vector x, and then the resulting value must be compared to the cutoff score below:
‘cutoff’ = α + ln
(
c21 p2
c12 p1
)
.
If the applicant is above the limit, he will be classified in group G1, otherwise in
G2.
As in the previous model (5) the discrimination function has x as primary
parameter, this method is often referred to as linear discrimination analysis. In
the event that the covariances of the two groups are not equal (1 = 2), the
classification rule will be quadratic for x, therefore this model is also referred to as
quadratic discrimination analysis.1
1Other renowned scientists contributing significantly to the study of the development and ap-
plication problems of models are included SEXTON [38] and REICHERT [39] in consumer lending,
ORGLER [38] in commercial lending and HARDY and WEED [22] in agricultural lending.
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6. Recursive Partitioning Algorithm
The recursive partitioning algorithm (RPA) is a classification process developed
specifically for computer applications, which estimates the sorting rule as a sequence
of the binary subsets of descriptive criteria. The result of the RPA method is a binary
classification tree whose nodes and branches constitute a structure that assigns the
group to the input dataset that describes a given applicant, and thus creates the
possibility for decision making (G1 and G2).
In order to provide a simple illustration of the model, let us assume that N
objects must be assigned to classes G1 or G2 on the basis of two available criteria A
and B. This assignment is implemented by minimizing the expected cost resulting
from misclassification, or in other words, by reducing to the minimum the risk of
the need to change the assignment between the endpoints of the classification tree
and the groups.
The risk of assigning endpoint t of the classification tree to group G1 can be
formalized as follows:
R1(t) = c21π2 p(2 | t), (6)
where: πi means the probability that an object belongs to group i ,
ci j means the cost of assigning to group j an object that should
belong to group i ,
p(2 | t) means the conditional probability that an object belonging to
group G2 will be assigned to endpoint t .
Similarly, the risk of assigning endpoint t of the classification tree to group
G2 is:
R2(t) = c12π1 p(1 | t),
Consequently, if R1(t) < R2(t), the algorithm will assign endpoint t of the classi-
fication tree to group G1, in all other cases to G2.
The RPA splits the initial dataset to two parts, called subsamples, at the top of
the classification tree. Sorting is performed using a certain characteristic or a linear
combination of several characteristics, taking into account the ‘best’ partitioning
rule defined below, introducing the concept of sample impurity.
As it is seen earlier in the interpretation of Eq. (6), p(2 | t) is the conditional
probability that an object belonging to group G2 will be assigned to endpoint t .
In general, it is possible to express a p(i | t) conditional probability in respect of
group i .
The degree of impurity of the sample belonging to endpoint t can be defined
as follows:
I (t) = R1(t)p(1 | t)+ R2(t)p(2 | t),
which may be interpreted as the expected risk resulting from misclassification if
objects belonging to endpoint t are randomly assigned to the two groups while the
probability that an object will be assigned to group i is p(i | t).
The impurity I (T ) of the entire classification tree T can be defined as the
aggregate of the impurities of endpoints.
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It is obvious that the impurity of the sample distributed at any point of the
tree is bigger than the total of the impurities of the subsamples derived from it.
Consequently, at node t the best classification rule is the one that yields the biggest
reduction in impurity. Therefore, the RPA first finds the best rule at the given
point for every characteristic and the combinations thereof, and creates subsamples
on this basis. The binary classification procedure will continue until any further
partitioning becomes impossible, i.e. when impurity cannot be reduced further.
Here the classification process ends, and the resulting classification tree is Tmax.
The last step of the RPA is the selection of the appropriate complexity of the
tree through cross validation processes. Tmax trees tend to be highly complicated,
and the risk of the need for re-assignment is often considerably underestimated.
The latter usually stems from the fact that the expected misclassification error of
the model is estimated on the basis of the same dataset as the parameters of the
model are. The processes applied in the selection of the optimum tree include, for
instance, the use for validation purposes of a properly selected portion of the data
available for the development of the model, or the bootstrap process.
The RPA method has been examined and used successfully by many re-
searchers. FRYDMAN, ALTMAN and KAO analyzed the classification problem of
companies in difficult situations, comparing the efficiency of the RPA with that of
processes based on discrimination analysis [16]. MARAIS, PATELL and WALFSON
studied the usability of RPA and probit models in commercial lending [27]. KIM
and SRINIVASAN examined the applicability of the RPA in industrial lending, com-
paring the logit model with multivariate discrimination analysis [38] . All these
studies have clearly pointed out that the RPA provides a much better classification
accuracy than the other methods examined. The authors agree that this property
stems from the non-parameterized nature of models created with the RPA method.
7. Mathematical Programming
In addition to parameterized classification methods, another promising alternative
is the mathematical programming, the applicability of which was first studied by
FREED and GLOVER in 1981 [16]. They showed that a group classification problem
may be expressed as a linear programming exercise, and thus greater freedom may
be achieved in modelling, because possibilities are not restricted by distribution
estimates, as it is seen in parameterized statistical models. To illustrate the model,
let us examine a simple exercise of dividing objects into two groups.
Let us assume that we have N objects, which we want to classify in two
groups (G1 and G2). Parameters and classification criteria belonging to object i
are contained in vector Ai . The task is to determine vector x and limit value b that
meet
Aix ≤ b, if Aix ∈ G1
and
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Aix ≥ b, if Aix ∈ G2.
Separating hyperplane Ax = b separates the two groups we are looking for. If
αi describes the extent to which an object characterized by data Ai violates this
separation, then the task can be expressed in a way that we must find the following
minimum:
Min
∑
i
ciαi , (7)
where:
Aix ≤ b + αi , if Aix ∈ G1,
Aix ≥ b − αi , if Aix ∈ G2.
Presented as a linear programming exercise, the above Eq. (7) expresses the simple
problem of separation into two groups.2. Note that the ciαi product can be inter-
preted as a target function, as the cost resulting from the misclassification of object
i , while b is the cutoff score. Therefore it is clear that this model can also be used to
solve credit scoring problems. If the b and ci values are selected appropriately, the
minimization of the expected cost of object misclassification Ai will yield vector
x. If we know the optimal vector x, we can calculate for each application a score
Aix, whereupon classification may be performed through a comparison with cutoff
score limit b.
Further FREED and GLOVER developed this evaluation technique, based on a
relatively simple model, in the same year, to solve much more complex problems,
including multi-group classification exercises [17]. In 1985 HARDY and ADRIAN
used a slightly modified form of Eq. (7) to examine the score-based evaluation
system used in agricultural lending [22]. They showed that mathematical program-
ming could be used to classify problem loans just as effectively as traditional models
based on discrimination analysis. Also, they pointed out that this method offered
researchers much more flexibility in modelling. Setting the ci weights in the target
function to lower or higher values, for example, the conservative or liberal changes
in credit/lending policy can be followed easily.
SRINIVASAN and KIM also dealt with this method in their above-mentioned
study [38], and asserted that the classification accuracy of the linear programming
model they had developed was at least as good as that of discrimination analysis-
based models.
8. Analytical Hierarchy Process
The development of the analytical hierarchy process (AHP) is attributable to SAATY.
It is based on the principle that when we decide on a given matter, we actually
consider a lot of information bits and factors, and there is an information hierarchy
2In other words, it is a linear separation exercise. For details, see [16].
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between these pieces of partial information and the decision task. The knowledge
of this system of relationships helps decision making. In other words:
When decision makers prepare to make a decision and must analyze the
situation and the possibilities, they tend to face a complex, complicated system of
(usually interrelated) factors, such as available funds and other resources, planned
results, market situation, prices, etc. When the aspects to consider, or the elements
of the system and their relationships are too many to be reviewed together, they
are naturally divided into groups based on certain characteristics. By repeating this
process several times, the groups – or, rather, the common characteristics defining
them – are further examined as the elements of a further level in the knowledge
system. By classifying these elements according to another criterion we create a
new, higher level of hierarchy, until we finally reach the uppermost element of the
system, which represents the general description of the decision making problem
and/or the comprehensive purpose of the decision itself. The knowledge system
thus created is a model of reality, and allows the examination of the impact that
individual components have on the system as a whole.
The most important question that must be answered in hierarchy analysis
is how elements at the lowest level affect the top-level factor. As this impact is
usually not identical for all factors, we must define their weight, in other words
their intensity or priority.
Arranging a problem in a hierarchical structure (graph) is the single most sig-
nificant step in the AHP. Building this model requires the involvement of experts,
who define the mapping most suited to the problem. The strength of the relation-
ship between two nodes is indicated by a numeric value in the [0; 1] interval. To
determine these values, the experts must compare every pair, assessing in each case
the importance of the two characteristics (factors) relative to each other, i.e. the
strength of their impact on the element directly above them in the hierarchy.3 In the
comparison process, one of the positive integers 1, 2, 3, . . . , 9 must be assigned to
one member of each pair, with the inverse of this number assigned to the other.
With the importance values thus received it is possible to express for every
hierarchy level the so-called Saaty matrix S in the following form:
S =


w1
w1
w1
w2
. . .
w1
wn
w2
w1
w2
w2
. . .
w2
wn
...
...
...
wn
w1
wn
w2
. . .
wn
wn


, (8)
3For details on the methods, implementation and evaluation of these examinations, see [27].
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where: wi means the relative weight of criterion i among the n objects at the
given level;
n means the number of criteria at the given hierarchy level.
S is a positive inverse matrix, and is characterized by
Sij · S jk = Sik,
and
S · w = n · w,
where: S is the Saaty matrix;
w the vector of the weight values.
It can be shown that in a positive inverse matrix, a slight perturbation of the co-
efficients causes only a slight perturbation of eigenvalues, thus the eigenvector is
insensitive to small changes in evaluation [41].
The elements of eigenvector w of the highest eigenvalue Lmax of matrix S
yield the weights of relations in the hierarchy. The value of vector w is received as
the solution to the equation below:
(S − nI) = 0.
The model based on the AHP can be derived from the calculation of these weights
for the nodes. It can be shown that in every possible case Lmax ≥ n, and we can
introduce the following index to measure decision consistency:
λ = Lmax − n
n − 1 .
SAATY and MARIANO showed that λ ≤ 10% may be regarded as a very good value
[44].
When the AHP is used as a credit scoring process, there are only two nodes
at the lowest level of the hierarchy:
• approval of the requested credit in full;
• refusal of the application.
9. Expert Systems
Although expert systems have also been the subject of extensive research for
decades, scientific literature offers several, slightly varying definitions of the term.
In general, we can say that the expert system is a computer system that is capable,
in its area of application, of storing and managing expert knowledge, and handling
this knowledge in a manner so that it can give users targeted information, or perform
certain tasks alone. The official definition of the British Computer Society is as
follows:
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‘An expert system is regarded as the embodiment within a computer of a
knowledge-based component from an expert skill in such a form that the system
can offer intelligent advice or take an intelligent decision about a processing func-
tion. A desirable additional characteristic, which many experts would consider
fundamental, is the capability of the system, on demand, to justify its own line of
reasoning in a manner directly intelligible to the enquirer. The programming tool
that meets these characteristics is rule-based programming.’
Expert systems have four key characteristics:
• the system is based on a knowledge base;
• it has the tools to maintain and expand the knowledge base;
• it can draw conclusions;
• it can explain (justify) its decisions.
Expert systems can be divided into three units. The fundamental knowledge
base contains not only data and facts, but also rules as to how the knowledge should
be processed. Rules may be given in the form of mathematical-logical relationships.
Both the logic built into the system and the syntax of rules may vary. The efficiency
of the system and the depth of the knowledge stored, however, greatly depends on
whether they are chosen appropriately.
In the following I list a few possible rules of varying complexity that may
appear in expert systems used for credit scoring:
• if the person has applied for a loan before, but it turned out that he provided
false data, refuse the application automatically;
• if the applicant has had a credit/lending deal before, and always paid his debts
on schedule, increase his score by 10;
• if the applicant’s total score is below 318, refuse the application, if it is above
375, approve it automatically, otherwise make him fill in the additional form.
• if the applicant’s net income less other liabilities is less than the total of the
installment of the loan requested and the official subsistence level calculated
considering the number of members in their family, but the per capita income
of the family exceeds 120% of the subsistence level defined for such families,
increase the total score by 5, otherwise reduce it by 8 (other liabilities include
child support, other repayments, etc.).
The other important part of the expert system is the user interface. It must
ensure easy and efficient use and error detection.
The third component not mentioned yet is the so-called ‘conclusion machine’,
which is the responding part of the system. This has access to rules and generates
the appropriate conclusions. The conclusion machine is usually independent of
rules, so they may be replaced or updated without changing it.
The creators of expert systems must face several obstacles. One of them is
that not all knowledge can be expressed by rules or other formal methods. Simple
everyday logic, or ‘common sense’, for example, cannot be described in this manner,
as it is too general and diversified, though almost every human being possesses it.
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Therefore, expert systems can only operate successfully in areas that are narrow
enough to be properly describable, but complex enough to require such a tool.
Furthermore, the creation and maintenance of the system requires experts of the
given field, whose knowledge can be used as a starting point. It is an important
requirement that these specialists should be in agreement about the fundamental
issues of the subject.4
The evaluation of credit/loan applications and customer rating, for exam-
ple, is such an area. HOLSAPPLE and his associates [25] and PAU [39] examined
the applicability of expert systems in financial management, primarily in lending.
Brooks gave the first summary of comprehensive application experience gained in
the evaluation of consumer and mortgage loan applications [3].
10. Neural Networks
Research into neural networks began in 1943 with the publication written by MC-
CULLOCH and PITT [30]. According to the proclaimed principle, a mathematical
model had to be developed that could simulate the natural operation of the neuron.
For us, the important parts of a neuron are the dendrites, through which the neuron
receives signals, and the axons, which help to forward processed information to
other neurons. Synapses play a significant part in processing information. It is
through them that axons connect to the dendrites of other neurons.
The operation of the mathematical neuron model is relatively simple. Using
a given function they process the information received from dendrites, and if the
incoming signal exceeds a so-called stimulus threshold, they forward the informa-
tion via axons. The most important property of the neuron is that it is continuously
changing its operation (i.e. its internal function) on the basis of the data received
– it is ‘learning’. Synapses play an important role in this learning process, as they
are able to amplify or subdue the signals coming from other neurons. In the learn-
ing process, signal amplification factors (referred to as ‘weights’ in the model in
light of their function) on synapses change. In the neuron model, the change or
modification of these weights means learning.
There are several articles discussing the development and application of credit
scoring models based on neural networks. TAM, for example, compared the effi-
ciency of these models with that of classic methods in relation to a corporate and
banking bankruptcy forecasting exercise [48], [49]. MCLEOD and his associates
examined lending applications in 1993 [31], ROBINS and JOST summed up the
4Note that so far, 6,000 rules has been the maximum that could be built into a single system
effectively. The inclusion of further rules, instead of improving system performance, in fact worsened
it, as it created less and less transparent sets of relationships. The reason is that a larger number of rules
demands more and more complex and complicated relationships to be defined, which usually prove
impossible to create and evaluate. At the same time, estimates suggest that the level of knowledge that
a real expert, such as a university professor or a chess grand master possesses, can only be expressed
by approximately 10,000 rules. For details, see [33].
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initial experience gained in the application of neural networks in marketing [41],
[27]. They agree that the model is capable of more accurate forecasts than previous
scoring systems. It also pays back the costs of implementation sooner as the devel-
opment and maintenance of a decision making model based on neural networks is
cheaper and faster than with earlier systems.
11. Conclusions
Looking at credit scoring processes from a knowledge management perspective
we can say that some of them place a model on existing experience data, whereas
others transform the knowledge of experts and the objectives of the lender into
rules to create a model. Accordingly, a knowledge management approach yields a
classification different from the above one.
• Knowledge generating modelling processes. These include every method
that produces a decision making model on the basis of experience data, with
the help of statistical or other analytical processes, practically by some for-
malization of the experience contained in the data available.
• Knowledge saving modelling processes. This group consists of processes
that try to formalize the theoretical knowledge and experience of experts in
some way, and at the same time ensure the simultaneous and continuous
availability of this knowledge through the scoring model.
• Knowledge selecting processes. This group comprises methods that are ca-
pable of selecting the optimum model from the set of models available for
finding a solution to a certain decision task.
On the basis of the above, from a knowledge management perspective the
classification of processes widely used in credit scoring is as follows:
1. Knowledge generating modelling processes
• Linear probability model;
• Probit and Logit models;
• Discrimination analysis-based models;
• Neural networks;
• Mathematical programming;
• Classification trees (recursive partitioning algorithms);
• Nearest neighbours process.
2. Knowledge saving modelling processes
• Analytical hierarchy process;
• Expert systems.
3. Knowledge selecting processes
• Decision trees;
• Expert systems;
• Genetic algorithms.
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In managing the knowledge wealth of a lending organization, the three groups
of processes should be treated differently: to augment the knowledge wealth, to
preserve the existing one and to increase the effectiveness of its use. How to do all
this, however, requires further research.
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