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Abstract—This paper deals with the computation of basis
matrices of output-nulling and reachability subspaces for linear
time-invariant (LTI) descriptor systems, which have been found
to appear in the solution of many control and estimation
problems. In particular, one of the classic approaches for the
computation of these subspaces, which exploits the calculation
of the null-space of the Rosenbrock system matrix pencil and
which has found important applications in non-interacting and
fault-detection problems, is generalized for descriptor systems.
I. INTRODUCTION
Descriptor systems, also known as singular or implicit
systems, have many applications in several areas of engi-
neering and applied mathematics, including circuit theory,
large-scale systems, biological systems, neurology, power
systems, robotics, aircraft modeling. Quoting even only a
fraction of the relevant references in this broad area would be
impossible; thus, we refer the readers to the tutorial [10], the
survey [9] and the monograph [5], as well as to the references
cited therein.
In particular, [10] presents a survey of the generalizations
of the fundamental concepts of geometric control for descrip-
tor systems, such as the notions of controlled and conditioned
invariance, see also [7]-[13]. In particular, [12] and [7] laid
the foundations of the controlled invariant, output-nulling and
reachability subspaces and their duals. The main difficulty in
the extension of classical control techniques to the descriptor
case lies in the richer and more articulated structure of
descriptor systems than their standard LTI counterpart.
Output-nulling subspaces are used to determine solvability
conditions for problems such as disturbance decoupling
with static and dynamic feedback, model matching, and
noninteracting control to name a few. In [11], the notions
of conditioned invariant and input-containing subspaces have
been introduced for descriptor systems within the context of
unknown-input observation. Geerts in [7] gave definitions
in terms of distributions for output-nulling, input-containing
subspaces and output-nulling reachability subspaces, and
extended the classic standard LTI algorithms for their com-
putation.
In this paper, the geometric analysis of square descriptor
systems is studied based on [7]. The aim of this paper
is to extend a famous result by Moore and Laub [14] to
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descriptor systems. This result has been used in the literature
to devise numerically robust techniques to compute bases for
the aforementioned output-nulling, reachability and input-
containing subspaces as also shown in [15]. The approach
in [14] has also been used to solve noninteracting, model
matching and input detection problems and, more recently,
for the solution of the monotonic tracking control problem
in the multi-input, multi-output (MIMO) case [16]. Thus,
we envisage that the extension of this fundamental result to
descriptor systems will open the door to the possibility of
appropriately formulating and providing a solution to these
problems in the singular case.
Notation. The origin of a vector space is denoted by {0}.
The image and the kernel of a matrix A are represented
by im A and kerA, respectively. For convenience, a linear
mapping between finite-dimensional spaces and a matrix
representation with respect to a particular basis are not
distinguished notationally. Given a linear map A :X −→Y
and a subspace S of Y , the symbol A−1S represents the
inverse image of S with respect to the linear map A, i.e.,
A−1S = {x∈X |Ax∈S }. The symbol ⊕ will stand for the
direct sum of subspaces. Finally, the symbol i represents the
imaginary unit, i.e., i=
√−1, while the symbol λ represents
the complex conjugate of λ ∈ C.
II. PRELIMINARIES
Consider an LTI continuous-time descriptor system Σ ruled
by
E x˙(t) = Ax(t)+Bu(t), (1a)
y(t) =Cx(t), (1b)
where E ∈ Rn×n, A ∈ Rn×n, B ∈ Rn×m, C ∈ Rp×n. For all
t ≥ 0, the vector x(t) ∈X = Rn is the descriptor variable,
u(t) ∈ U = Rm is the control input and y(t) ∈ Y = Rp is
the output.
For the sake of conciseness, we identify the system
governed by (1) with the quadruple (E,A,B,C). Matrix E
is allowed to be singular with `, rankE ≤ n.
The matrix pencil λE − A is said to be regular if its
determinant is not the zero polynomial, see e.g. [6], [18],
[12]. The system (1) is called regular if λE−A is a regular
matrix pencil. If the descriptor system (1) is regular, the
solution exists and is unique, given x(0−) and u(t), see e.g.
[18], [12].
The distinctive feature of descriptor systems is that they
can exhibit impulsive modes. These are typically not desired
in most engineering applications, because they may cause
performance degradation and damage or even destroy a
physical system, see e.g. [3], [5, Ch.7], [12]. A descriptor
system is called impulse-free if and only if degdet(λE−A)=
rankE = `, see e.g. [3], [5, Ch.7]. It is easy to see that an
impulse-free system is regular.
A descriptor system is called impulse controllable if a
state feedback control exists such that the closed-loop system
is impulse-free, see e.g. [3], [5, Ch.4], [8]. A descriptor
system is called regularizable if there exists a feedback
control such that the closed-loop system is regular, see
e.g. [5, Ch.5]. Consequently, impulse controllability implies
regularizability.
In this paper we make the following standing assumptions:
1) matrices B and C are of full rank;
2) rank
[
E AE∞ B
]
= n, where E∞ denotes any basis
matrix for kerE.
The second assumption is the criterion for the impulse
controllability as given in [8].
A. Dynamics decomposition form
Consider two descriptor systems, described by the quadru-
ples (E,A,B,C) and (E,A,B,C), with state vectors x(t)
and x(t), respectively. These are called restricted system
equivalent under the pair (Q,P) if there exist two non-
singular matrices Q,P ∈ Rn×n such that
QEP= E, QAP= A, QB= B, CP=C, x(t) = Px(t).
see e.g. [6], [17]. Given a descriptor system described
by (E,A,B,C) there exist non-singular matrices Q and P
such that (E,A,B,C) and (QEP,QAP,QB,CP) are restricted
system equivalent under (Q,P) with QEP=
[
I` 0
0 0
]
, see e.g.
[4], [5, Ch.2], [19]. The pair (Q,P) can be obtained, for
example, by computing the singular value decomposition
E =U
[
Σ 0
0 0
]
V> =U
[
Σ 0
0 In−`
][
I` 0
0 0
]
V>,
where U and V are orthogonal and Σ is a diagonal matrix
containing the non-zero singular values of E. Then we may
compute
Q=
[
Σ−1 0
0 In−`
]
U−1, P=
(
V>
)−1
=V.
Consider such pair (Q,P). The matrices and the state vector
of (QEP,QAP,QB,CP) are partitioned conformably as
QAP =
[
A11 A12
A21 A22
]
, QB=
[
B1
B2
]
,
CP =
[
C1 C2
]
, P−1x(t) =
[
x˜(t)
z(t)
]
,
so that the restricted equivalent descriptor system is in the
so-called dynamics decomposition form
˙˜x(t) = A11 x˜(t)+A12 z(t)+B1 u(t), (2a)
0 = A21 x˜(t)+A22 z(t)+B2 u(t), (2b)
y(t) =C1 x˜(t)+C2 z(t). (2c)
Equation (2a) describes the dynamic subsystem, while equa-
tion (2b) describes the static or algebraic subsystem. Thus,
no generality is lost by assuming that the system (E,A,B,C)
is already in the dynamics decomposition form. In other
words, we assume that Σ is written as[
I` 0
0 0
][
˙˜x(t)
z˙(t)
]
=
[
A11 A12
A21 A22
][
x˜(t)
z(t)
]
+
[
B1
B2
]
u(t), (3a)
y(t) =
[
C1 C2
][ x˜(t)
z(t)
]
. (3b)
Under the assumption of impulse controllability, we are
able to apply a preliminary state feedback
u(t) = H1 x˜(t)+H2 z(t)+ v(t)
to Σ as in (3), in such a way that the resulting closed-loop
system is impulse-free and therefore regular; in other words,
det(A22+B2H2) 6= 0, see e.g. [3], [5, Ch.7]. Thus, with no
loss of generality, we can choose the matrix H1 to be zero.
The closed-loop system Σˆ under the state feedback u(t) =
H2 z(t)+ v(t) is ruled by
E x˙(t) = Aˆx(t)+Bv(t), (4a)
y(t) =Cx(t), (4b)
where
Aˆ,
[
A11 Aˆ12
A21 Aˆ22
]
,
with
Aˆ12 , A12+B1H2, and Aˆ22 , A22+B2H2.
The application of the feedback u(t) =H2 z(t)+v(t) has not
affected the submatrices A11 and A21, and the signal v(t) can
be regarded as the new input function.
III. GEOMETRIC BACKGROUND
The objective of this section is to recall some geometric
concepts for descriptor systems that will be needed in the
sequel. As recalled in the introduction, the two concepts upon
which the area of geometric control theory for linear systems
hinges are those of controlled and conditioned invariance.
A subspace V of X is said to be controlled invariant for
(E,A,B,C) if it satisfies the condition
AV ⊆ EV + imB.
An output-nulling subspace V for the descriptor system (1)
is a controlled invariant subspace contained in kerC, see e.g.
[12].
It is easy to see that the sum of output-nulling subspaces
is, unlike the intersection, itself output-nulling. Therefore, the
set of output-nulling subspaces admits a maximum element,
which we denote by V ?, and represents the set of initial
states for which there exist smooth state and control functions
(x,u) such that the corresponding output is identically zero
and x(0) = x0, [7]. The subspace V ? can be computed in
finite terms using the monotonically non-increasing sequence
of subspaces
V0 =X , (5a)
Vi = kerC ∩ A−1
(
EVi−1+ im B), i= 1, . . . ,n−1 (5b)
Indeed, this sequence converges to V ? in at most n−1 steps,
i.e., V ? = Vk where k ≤ n−1 is such that Vk+1 = Vk.
A conditioned invariant subspace S for the descriptor
system (1) is a subspace of X which satisfies the inclusion
E−1A(S ∩kerC)⊆S .
We say that a subspace S is input-containing for the
descriptor system (1) if it is a conditioned invariant subspace
which contains E−1im B, [11], [7].
It is easy to see that the intersection of input-containing
subspaces is, unlike the addition, itself input-containing.
Therefore, the set of input-containing subspaces admits a
minimum element, which we denote by S ?, and represents
the set of initial states for which there exist impulsive state
and control trajectories (x,u) such that y = 0, [7]. The
subspace S ? can be computed in finite terms using the
monotonically non-decreasing sequence of subspaces
S0 = kerE, (6a)
Si = E−1
(
im B+A(Si−1∩kerC)
)
, i= 1, . . . , `−1.
(6b)
Indeed, there holds S ? =Sk, where k ≤ `−1 is such that
Sk+1 =Sk.
The output-nulling reachability subspace R? represents
the set of initial states for which there exists an impulsive
input and a trajectory from the origin such that y = 0 and
Ex(0) = Ex0, [7]. The subspace R? is computed by
R? = (V ?+kerE)∩S ?,
see [7], or using
R? = (V ?∩S ?)+kerE,
because, from (6), we have kerE ⊆S ?. The subspace V ?+
kerE represents the set of initial states for which there exists
a smooth state and control function pair (x,u) such that y= 0,
[7].1 Since kerE ⊆R?, we can write define the subspace R?S
as the subspace satisfying
R? =R?S ⊕kerE
such that R?S is orthogonal to kerE. There holds
R?S = ER
?.
1The subspaces V ?,S ?,R? have been denoted respectively by
VC(Σ),W (Σ),R(Σ) in [7].
IV. COMPUTATION OF REACHABILITY AND
OUTPUT-NULLING SUBSPACES
We now focus our attention on impulse-free systems.
In this section, we provide the generalization to descriptor
systems of the relationship between reachability and output-
nulling subspaces in terms of the Rosenbrock system matrix
pencil.
The first step in our approach is to apply a preliminary
state feedback u(t)=H2z(t)+v(t) to the impulse controllable
system Σ as in (3), so that det(A22+B2H2) 6= 0. Consider the
impulse-free, closed-loop system Σˆ in (4). Another equivalent
form of Σˆ is given by
Q˜EP˜ =
[
I` 0
0 0
]
, Q˜ AˆP˜=
[
A˜11 0
0 In−`
]
, Q˜B=
[
B˜1
B2
]
,
CP˜ =
[
C˜1 C˜2
]
, P˜−1
[
x˜(t)
z(t)
]
=
[
x˜(t)
z˜(t)
]
,
where
Q˜ =
[
I` −Aˆ12Aˆ−122
0 In−`
]
, P˜=
[
I` 0
−Aˆ−122 A21 Aˆ−122
]
,
P˜−1 =
[
I` 0
A21 Aˆ22
]
and
A˜11 , A11− Aˆ12 Aˆ−122 A21,
B˜1 , B1− Aˆ12 Aˆ−122 B2,
C˜1 , C1−C2 Aˆ−122 A21,
C˜2 , C2 Aˆ−122 ,
see e.g. [19], [4], [2], so that the restricted equivalent system
can be written as
˙˜x(t) = A˜11x˜(t)+ B˜1v(t), (7a)
0 = z˜(t)+B2v(t), (7b)
y(t) = C˜1x˜(t)+C˜2z˜(t). (7c)
Now if we replace z˜(t) = −B2v(t) from (7b) to (7c), we
obtain the standard (in general nonstrictly proper) system Σ˜
˙˜x(t) = A˜ x˜(t)+ B˜v(t), (8a)
y(t) = C˜ x˜(t)+ D˜v(t), (8b)
where A˜ , A˜11 ∈ R`×`, B˜ , B˜1 ∈ R`×m, C˜ , C˜1 ∈ Rp×`,
D˜,−C˜2B2 ∈ Rp×m, see also [18].
We recall that the Rosenbrock system matrix pencil of a
descriptor system Σˆ as in (4) is defined as
PΣˆ(λ ),
[
Aˆ−λE B
C 0
]
=
 A11−λ I` Aˆ12 B1A21 Aˆ22 B2
C1 C2 0
,
see e.g. [17], [7]. The invariant zeros of Σˆ are the values
z ∈ C for which
rankPΣˆ(z)< n+normrankG(λ ) = normrankPΣˆ(λ ),
where G(λ ),C(λE− Aˆ)−1B, see e.g. [1]. The Rosenbrock
system matrix pencil of the associated standard system Σ˜ in
(8) is PΣ˜(λ ),
[
A˜−λ I` B˜
C˜ D˜
]
, where
A˜ = A11− Aˆ12 Aˆ−122 A21,
B˜ = B1− Aˆ12 Aˆ−122 B2,
C˜ = C1−C2 Aˆ−122 A21,
D˜ = −C2 Aˆ−122 B2.
The following lemma, which can be proved by direct
computation, shows the relation between the Rosenbrock
system matrix pencil of an impulse-free descriptor system
as in (4) and the Rosenbrock system matrix pencil of the
associated standard system in (8).
Lemma 4.1: The Rosenbrock system matrix pencil of an
impulse-free descriptor system Σˆ as in (4) can be decom-
posed as
PΣˆ(λ ) = P1
[
PΣ˜(λ ) 0
0 In−`
]
P2,
where
P1 =
 I` 0 Aˆ12 Aˆ−1220 0 In−`
0 Ip C2 Aˆ−122
, P2 =
 I` 0 00 0 Im
A21 Aˆ22 B2

and PΣ˜(λ ) is the Rosenbrock system matrix pencil of the
associated standard system Σ˜ in (8).
Remark 4.1: There holds[
A+BH−λE B
C 0
]
=
[
A−λE B
C 0
][
In 0
H Im
]
,
which implies that the Rosenbrock system matrix pencil of
Σ can be decomposed as PΣ(λ ) = PΣˆ(λ )
[
In 0
H Im
]−1
.
It can be shown that the decomposition established in
Lemma 4.1 can be used to determine a relation between the
null-spaces of PΣˆ(λ ) and PΣ˜(λ ), as outlined in the following
lemma.
Lemma 4.2: Let Σˆ be an impulse-free descriptor system
as in (4) and Σ˜ be the associated standard system in (8).
There holds
kerPΣˆ(λ ) = P−12
(
kerPΣ˜(λ )⊕{0}
)
=

 v˜−Aˆ−122 (A21 v˜+B2 w˜)
w˜
 : [ v˜w˜
]
∈ kerPΣ˜(λ )
.
The following lemma provides a generalization of the
classic Moore-Laub algorithm for the computation of the
subspace R˜? to the case of descriptor systems, see also
[14], [15].
Theorem 4.1: Let r be the dimension of R?S and let
λ1,λ2, . . . ,λr be distinct complex numbers all different from
the invariant zeros of the system and such that, if λi ∈C\R,
there exists a j 6= i such that λ j = λ i. Let λ1,λ2, . . . ,λr be
ordered in such a way that the first 2s values are complex
while the remaining are real and for all odd k< 2s we have
λk+1 = λ k. For each k = 1, . . . ,r, let
[
V ′k
W ′k
]
be a basis for
kerPΣˆ(λk), so that[
Aˆ−λkE B
C 0
][
V ′k
W ′k
]
= 0. (9)
Let
[
Vk
Wk
]
=

[
V ′k
W ′k
]
+
[
V ′k+1
W ′k+1
]
if k < 2s is odd,
i
([
V ′k
W ′k
]
−
[
V ′k−1
W ′k−1
])
if k ≤ 2s is even,[
V ′k
W ′k
]
if k > 2s.
Then r = r˜, for each k = 1, . . . ,r, the columns of Vk are real
and linearly independent and
R? = im
[
V1 V2 . . . Vr
]
+kerE,
R?S = im
(
E
[
V1 V2 . . . Vr
])
.
Proof: For the basis
[
V ′k
W ′k
]
of kerPΣˆ(λk) there holds A11−λk I` Aˆ12 B1A21 Aˆ22 B2
C1 C2 0
 Vˆ ′kZ′k
W ′k
= 0, (10)
where
[
Vˆ ′k
Z′k
]
= V ′k for each k = 1, . . . ,r. In view of Lemma
4.2, we can write
[
Vˆ ′k
Z′k
W ′k
]
= P−12
[
V˜ ′k
W˜ ′k
0
]
or, equivalently,
 Vˆ ′kZ′k
W ′k
=
 I` 0 0−Aˆ−122 A21 Aˆ−122 −Aˆ−122 B2
0 0 Im
 V˜ ′k0
W˜ ′k
. (11)
We replace (11) in (10) and multiply on the left by I` −Aˆ12Aˆ−122 00 In−` 0
0 −C2Aˆ−122 Ip
, so that
 A˜−λk I` 0 B˜0 In−` 0
C˜ 0 D˜
 V˜ ′k0
W˜ ′k
= 0 (12)
or [
A˜−λk I` B˜
C˜ D˜
][
V˜ ′k
W˜ ′k
]
= 0. (13)
The above equation provides a basis for the kernel of the
Rosenbrock system matrix pencil of the associated standard
system Σ˜ in (8). Applying Proposition 4 of [14] to the
system Σ˜ in (8), we find that for each k = 1, . . . , r˜, the
columns of V˜k are real and linearly independent and R˜? =
im
[
V˜1 V˜2 . . . V˜r˜
]
. Comparing equations (10), (12)-(13),
it follows that, for each k = 1, . . . , r˜, the columns of
[
V˜k
0
]
are real and linearly independent and the same holds for[
V˜k
Zk
]
, where Zk = −Aˆ−122 (A21V˜k+B2W˜k). Finally, from (10)
and since R? contains kerE, we find that R? is equal to
im
[
V˜1 V˜2 ... V˜r˜
Z1 Z2 ... Zr˜
]
+ kerE, so that R?S = im
[
V˜1 V˜2 ... V˜r˜
0 0 ... 0
]
=
R˜?⊕{0}, and therefore r = r˜.
Remark 4.2: The output-nulling subspace V ? can be
computed as im
[
V1 . . . Vr Vr+1 . . . Vv
]
, where Vr+1, . . . ,Vv
are computed as in Theorem 4.1 for the invariant zeros
z1,z2, . . . ,zv−r, which coincide with the invariant zeros of
the associated standard system Σ˜.
Remark 4.3: The preliminary feedback H does not affect
the computation of the reachability and output-nulling sub-
spaces. Indeed, (9) can be written as[
A−λkE B
C 0
][
V ′k
HV ′k +W
′
k
]
= 0,
and since the upper submatrices in
[
V ′k
W ′k
]
and
[
V ′k
HV ′k+W
′
k
]
are the same, the image of the upper blocks of
[
V ′k
W ′k
]
and[
V ′k
HV ′k+W
′
k
]
is the same for every k.
V. NUMERICAL EXAMPLE
Consider a descriptor system Σ described by the quadruple
(E,A,B,C), where
E =
[
I2 0
0 0
]
,
A =
[
A11 A12
A21 A22
]
=

−1 0 0 0
0 2 1 1
0 1 0 −1
0 0 0 0
 ,
B =
[
B1
B2
]
=

0 0
1 1
0 0
0 1
 ,
C =
[
C1 C2
]
=
[
0 0 | 3 1 ].
The system is not regular but it is impulse controllable,
since rank
[
E AE∞ B
]
= 4. We apply the state feedback
u(t) = Hx(t)+ v(t), where
H =
[
0 0 0 0
0 0 1 0
]
=
[
H1 H2
]
,
so that the closed-loop system Σˆ is impulse-free and de-
scribed by (E, Aˆ,B,C), where
Aˆ =

−1 0 0 0
0 2 2 1
0 1 0 −1
0 0 1 0
= [ A11 Aˆ12A21 Aˆ22
]
.
Denoting by ei the i-th canonical basis vector of R4, using
(5) and (6) yields
V ? = span{e1,e3−3(e2+ e4)},
kerE = span{e3,e4},
S ? = span{e2,e3,e4},
which give
R? = (V ?+kerE)∩S ? = im [ e2 | e3 e4 ]=R?S ⊕kerE.
The dimension of R?S is 1, and so r = 1. Let us choose
for example λ =−2 and compute
kerPΣˆ(−2) = ker
[
Aˆ− (−2)E B
C 0
]
= span
{[
V1
W1
]}
,
where V1 =
[
0 −3 1 −3 ]>, W1 = [ 14−1]. Basis matrices
for R? and R?S are given respectively by span{e2,e3,e4} and
span{e2}.
The descriptor system has one invariant zero z=−1. We
compute
kerPΣˆ(−1) = ker
[
Aˆ− (−1)E B
C 0
]
= im
[
V2
W2
]
,
where V2 =
[
1 0 0 0
0 −3 1 −3
]>
, W2 =
[
0 11
0 −1
]
. It follows that
V ? = im [ V1 V2 ] = span{e1,e3−3(e2+ e4)}.
VI. CONCLUSIONS
In this paper, we investigated the geometric structure
of square LTI descriptor systems. Descriptor systems may
exhibit impulsive modes, so impulse controllability was
assumed but not regularity, since impulse controllability
implies regularizability. It was shown that the Rosenbrock
system matrix pencil can be employed to compute the
supremal output-nulling subspaces and the supremal output-
nulling reachability subspaces for descriptor systems.
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