The present paper investigates the situation that two events which are believed to be independent become statistically dependent during a subsequent observation or measurement. The situation is well-known in quantum statistics but occurs in many other contexts as well. The optimal update is obtained by minimizing either the Hellinger distance or the quadratic Bregman divergence. The results obtained by the two methods differ.
Introduction
Quantum Probability and Quantum Statistics are being used in many areas beyond quantum mechanics. Some of these areas carry names such as Quantum Cognition, Quantum Social Science, Quantum Biology. Early papers are [1, 2, 3, 4, 5, 6, 7, 8] . A recent mathematical paper applies the quantum formalism to Colorimetry [9] . One often cites quantum logic, contextuality, and quantum entanglement as the unifying concepts. The present paper focuses on only one aspect which shows up in many of these domains, namely that the observation or measurement of two statistically independent quantities can introduce dependency. The explanation is that the measurement of one quantity influences the outcome of subsequent measurements. In statistical terms this means that what is measured is a conditional probability given the outcome of the first measurement.
It is known in Statistics that when updating prior probabilities to posterior probabilities the metric distance between both is minimized when conditional probabilities are kept constant. See Theorem 4.1 below. One incentive for starting the present work is a paper of Banerjee, Guo, and Wang [10, 11] showing that the above statement remains true when the metric distance is replaced by a Bregman divergence. Their result is limited to the updated expectation of functions of the measured random variable. It is shown in Theorem 4.2 below that a more general proof yields a deviating result. Section 2 discusses the update procedure and introduces appropriate notations. Section 3 contains the Theorems 4.1 and 4.2. The proof of the theorems can be adapted to cover the situation that a subsequent measurement also yields information on conditional probabilities. This is done in Section 4.3. A final section summarizes the results of the paper.
Conditional probabilities 2.1 Empirical data
Consider a probability space X, µ. A measurable subset A of X is called an event. Its probability is denoted p(A) and is given by
where I A (x) equals 1 when x ∈ A and 0 otherwise. The conditional expectation of a random variable f given an event A with non-vanishing probability p(A) is given by
The probability space X, µ reflects the prior knowledge of the system at hand. When new data become available an update procedure is used to select the posterior probability space, which is denoted X, ν. The corresponding probability of an event A is denoted q(A). In the present paper the assumption is made that two independent events A and B are measured and that the results of the measurements are used to verify the independence.
The outcome of repeated experiments is the empirical probability distribution of the events p emp (A) and p emp (B) and the empirical conditional probabilities p emp (A|B) and p emp (B|A). The question at hand is then to find a criterium for finding an update ν of the probability distribution µ which is as close as possible to µ while reproducing the empirical results as well as possible.
The event A defines a partition A, A c of the probability space X, µ. Here, A c denotes the complement of A in X. In what follows a slightly more general situation is considered in which the event A is replaced by a partition (O i ) n i=1 of the measure space X, µ into subsets with non-vanishing probability. In what follows the notations p i and µ i are used, with
Introduce the random variable g defined by g(x) = i when x ∈ O i . The conditional random variable E µ f |g is then defined by
Repeated measurement of the random variable g yields the empirical probabilities
They may deviate from the prior probabilities p i . In addition one also measures the conditional probabilities p emp (B|O i ) = Emp Prob of B given that g(x) = i.
A geometric approach 3.1 Squared Hellinger distance
For simplicity the present section is restricted to the case that X is the real line.
Given two probability measures µ and σ, both absolutely continuous w.r.t. the Lebesgue measure, the squared Hellinger distance is the divergence D 2 (σ||µ) defined by
It satisfies
iI O i be a partition of X, µ, as before. Let p i and µ i be defined by (1) . Consider the following functions of i, with i in {1, · · · , n},
where each of the σ i is a probability distribution with support in O i . The empirical expectation of a function f (i) is given by 
with equality if and only if σ i = µ i for all i.
First prove the following two lemmas.
Lemma 3.2 Assume that the probability measure ν i is absolutely continuous w.r.t. the measure µ i , with Radon-Nikodym derivative given by dν i (x) = f i (x) dµ i . Then one has
and
Proof
One calculates
Now take σ i = ν i to obtain the desired results.
Lemma 3.3 (Pythagorean relation) For any i is
D 2 (µ||σ i ) = D 2 (µ||µ i ) + √ p i D 2 (µ i ||σ i ).(2)
Proof
The proof follows by taking ν i = µ i in the previous lemma.
Proof of Proposition 3.1.
From the previous lemma it follows that D 2 (τ (1) ||τ (3) ) ≥ D 2 (τ (1) ||τ (2) ). Note that
then it follows from the previous proposition that E emp D 2 (τ (2) ||τ (3) ) = 0. If in addition p emp i > 0 for all i then it follows that for all i
Because the squared Hellinger distance is a divergence this implies that τ (2) 
, which is equivalent with µ i = σ i . Now take σ i = ν i to obtain the desired results.
Bregman divergence
In the present section the squared Hellinger distance, which is an f-divergence, is replaced by a divergence of the Bregman type. In addition let X be a finite set. Then there exists for each of the elements O i of the partition of X a counting measure ρ i such that
Fix a strictly convex function φ : R → R. The Bregman divergence of the probability measures σ and µ is defined by
In the case that φ(x) = x 2 /2, which is used below, it becomes
For convenience, this case is referred to as the quadratic Bregman divergence.
The following result, obtained with the quadratic Bregman divergence, is more elegant than the result of Lemma 3.3.
Proposition 3.4 Consider the quadratic Bregman divergence D φ as given by (4) .
Then the following Pythagorean relation holds.
Proof
Use now that φ ′ (u) = u and the normalization of the probability measures ν i and σ i to find the desired result.
The optimal choice 4.1 Updated probabilities
The following result proves that the standard Kolmogorovian definition of the conditional probability minimizes the Hellinger distance between the prior probability measure µ and the updated probability measure ν. The optimal choice of the updated probability measure ν is given by corresponding probabilities q(B). They satisfy
Theorem 4.1 Let be given a partition (O i ) n i=1 of the probability space X, µ with X = R. Let µ i be given by (1) . Let p i = p(O i ) > 0 denote the probability of the event O i and let be given strictly positive empirical probabilities p emp i , i = 1, · · · , n. The squared Hellinger distance D 2 (σ||µ) as a function of σ, where σ is any probability measure on X satisfying
and where each of the σ i a probability measure with support in O i and absolutely continuous w.r.t. µ i , is minimal if and only if σ i = µ i for all i.
Proof
With the notations of the previous section is
Proposition 3.1 shows that it is minimal if and only if σ i = µ i for all i.
Next, consider the use of the quadratic Bregman divergence in the context of a finite probability space.
Theorem 4.2 Let be given a partition (O i ) n i=1 of the finite probability space X, µ. Let ρ i be the counting measure on O i defined by (3) . Let µ i be given by (1) and ρ i by (3) . Let p i = p(O i ) > 0 denote the probability of the event O i and let be given strictly positive empirical probabilities p emp i , i = 1, · · · , n summing up to 1. Assume that
for all x ∈ O i and for i = 1, · · · , n.
Then the following hold.
2) Let σ be any probability measure on X satisfying σ = n i=1 p emp i σ i , where each of the σ i is a probability distribution with support in O i . Then the quadratic Bregman divergence satisfies the Pythagorean relation
3) The quadratic Bregman divergence D φ (σ||µ) is minimal if and only if σ = ν.

1)
The assumption (5) guarantees that the ν i (x) are probabilities.
2) One calculates
The empirical probabilities are strictly positive by assumption. Hence, it follows that D φ (µ||σ i ) = D φ (µ||ν i ) for all i and hence, that σ i = ν i for all i. The latter implies σ = ν.
The optimal update ν can be written as
This result is in general quite different from the update proposed by Theorem 4.1, which is
The updates proposed by the two theorems coincide only in the special cases that either p emp i = p i for all i or that µ i = ρ i for all i. In the latter case the prior distribution µ = i p i ρ i is replaced by the update ν = i p emp i ρ i .
The update obtained by optimizing the average Bregman divergence has a larger entropy and is in that sense less biased by the prior probability distribution than the update obtained by minimizing the Hellinger distance. On the other hand, Theorem 4.2 cannot always be applied because it contains restrictions on the empirical probabilities. In particular, if the prior probability µ(x) of some point x in X vanishes then the condition (5) requires that the empirical probability p emp i of the partition O i to which the point x belongs is larger than or equal to the prior probability p i .
Update of conditional probabilities
The two previous theorems assume that no empirical information is available about conditional probabilities. If such information is present then an optimal choice should make use of it. In one case the solution of the problem is straightforward. If the probabilities p emp i are available together with all conditional probabilities p emp (B|O i ) and there exists an update ν which reproduces these results then it is unique. Two cases remain: 1) The information about the conditional probabilities is incomplete; 2) the information is internally inconsistent -no update exists which reproduces the data.
Let us tackle the problem by considering the case that the single information which is available besides the probabilities p emp i is the vector of conditional probabilities p emp (B|O i ) of the event B given the outcome of the measurement of the random variable g as introduced in Section 2.1.
The following result is independent of the choice of divergence function. 
Proof
An obvious choice is to take ν of the form ν = i p emp i ν i with ν i of the form
with a i ≥ 0 and b i ≥ 0. Normalization of the ν i gives the conditions
Reproduction of the conditional probabilities gives the conditions
The latter gives
The normalization condition (7) becomes
It has a positive solution for b i because p emp i p emp (B|O i ) ≤ 1 and p(B c ∩ O i ) > 0.
The Hellinger case
The optimal updates can be derived easily from Theorem 4.1. Double the partition by introduction of the following sets
They have prior probabilities p ± i = p(O ± i ). Corresponding prior measures µ ± i are defined by
The empirical probability of the set O + i is taken equal to p emp
The optimal update ν follows from Theorem 4.1 and is given by
By construction is
One now verifies that q(O i ) = p emp i and q(B|O i ) = p emp (B|O i ), which is the intended result.
The Bregman case
Next consider the optimization with the quadratic Bregman divergence. Probabilitiy distributions ρ ± i are defined by
Introduce the notations
Then the condition for Theorem 4.2 to hold is that ν ± i (x) ≥ 0 for all x, i. The optimal probability distribution ν is given by
Summary
The present paper investigates the optimal update of a probability distribution after obtaining new data from two subsequent observations which may influence each other. The situation is well-known in quantum mechanics and there it is treated using quantum statistics. However, the recent use of quantum statistics in other areas of science indicates that a treatement is possible in a context not relying on physics principles. It is well known that the use of unmodified prior conditional probabilities is the optimal way for updating a probability distribution after new data come available. The procedure minimizes the Hellinger distance between prior and posterior probability distributions. For the sake of completeness a proof is given in Theorem 4.1. It is then shown in Section 4.2 that the result can be easily adapted to include conditional probabilities coming from a subsequent observation.
In the context of the present research the work of Banerjee, Guo and Wang [10] was considered as well. They prove that minimization of the Hellinger distance can be replaced by minimization of a Bregman divergence, without modifying the outcome. However, their proof is restricted to random variables which are functions of the updated random variable. It is shown in Theorem 4.2 that a more general treatment yields results quite distinct from those obtained by the usual procedure.
