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Abstract — A synthetic bandwidth radar as an approach to 
build ultra-wideband (UWB) imaging systems is presented. The 
method provides an effective solution to mitigate the challenges of 
UWB antenna’s implementation with ideal performance. The 
proposed method is implemented by dividing the utilized UWB 
into several channels, or sub-bands, and designing an antenna 
array that includes a number of antennas equal to the number of 
channels. Each of those antennas is designed to have ideal 
properties across its corresponding channel. As part of the 
proposed approach, a two-stage calibration procedure is used to 
accurately estimate the effective permittivity of a heterogeneous 
imaged object at different angles and the phase center of each 
antenna for accurate delay time estimation. When imaging an 
object, each of the antennas transmits and captures signals only at 
its channel. Those captured signals are properly combined and 
processed to form an image of the target that is better than the 
current systems that use array of UWB antennas. The presented 
method is tested on breast imaging using the band 3-10 GHz via 
simulations and measurements on a realistic heterogeneous 
phantom.   
Index Terms— Microwave imaging, microwave antenna, ultra 
wideband, synthetic bandwidth. 
I. INTRODUCTION 
ecent years have witnessed an increased interest in using 
wideband microwave techniques to obtain internal images 
of various dielectric objects [1]-[6]. One of the extensively 
researched areas is the ultra-wideband “breast radar” aiming at 
the detection of breast’s tumor by using the band from around 3 
GHz to 10 GHz [5], [6].  The traditional approach in those 
systems is to use an antenna or array of antennas that is 
designed to operate across the whole band of interest.  
One of the critical components that decides the success, or 
otherwise, of UWB imaging systems is the antenna that couples 
the microwave signal from the transmitter into breast tissues 
[6]. The characteristics of the UWB antenna strongly influence 
the system’s reliability and imaging resolution. To guarantee a 
high quality image, the utilized UWB antenna should: 1) have 
excellent impedance match, 2) have fixed phase center and 
distortion-less impulse response [7], 3) have constant transmit 
efficiency [8], 4) have frequency-independent radiation pattern, 
and 5) be compact in structure. However, it is challenging to 
design antennas that meet all those harsh requirements across 
more than 100% fractional bandwidth as needed by UWB 
imaging systems. Thus, the utilized antennas in UWB imaging 
systems are usually designed with compromised properties that 
act as microwave filters and distort the transient radar pulse 
[9]-[10]. Such weaknesses of antennas in the imaging system 
bring clutter within the resolution cell and lower the possibility 
of a successful detection of early tumors [11]. The tradeoffs that 
naturally exist among various antenna properties and their 
design limitations are summarized in [12]. 
 To overcome the challenges in UWB antenna design, the 
synthetic bandwidth approach is presented. It divides the 
utilized UWB in several channels. An antenna is then designed 
to operate in one of those channels. The scattered signals from 
the imaged object at all the channels are then properly 
combined and processed to produce an image that is equivalent 
to using an ideal UWB antenna. The method is successfully 
tested on a breast imaging system that operates across the band 
from 3 GHz to 10 GHz.   
II. SYNTHETIC BANDWIDTH RADAR CONCEPT 
  The synthetic bandwidth radar (SBR) technique refers to 
using a number of narrow-band antenna units to assemble an 
equivalent wideband antenna that cannot be realized by any 
conventional design method. The technique aims to synthesize 
several broadband antennas working separately over adjacent 
sub-bands to generate a UWB signal captured by a virtual 
equivalent antenna (VEA) working with ideal properties over 
the whole UWB. By using this concept, the difficulties of 
designing high-quality UWB antennas are alleviated as each 
individual antenna is optimized within a limited sub-band.   
The schematic diagram of the proposed synthetic bandwidth 
technique is shown in Fig. 1. The whole frequency range 
from 𝑓Lto 𝑓H is divided into U adjacent channels. Each channel 
contains an antenna unit connected to a pre-selection filter that 
operates within a sub-band from 𝑓𝑢−1to 𝑓𝑢 (𝑢 = 1,2, … , U). By 
successively placing the U- antenna units in a specified position 
surrounding the target, the signals received from the antenna 
units {𝑿𝑢(∙)} are recorded, combined and then processed by a 
signal integration module. The module synthesizes these 
signals and generates an integrated signal {𝑺(∙)}  as if it is 
collected from a virtual equivalent antenna (VEA) operating 
over the entire band. A signal integration mechanism to 
combine the three sub-channels is implemented during the 
image reconstruction process. Due to the different 
feeding-to-radiation delay between the antenna units, the 
inter-channel amplitude and phase distortions need to be 
compensated by a pre-test calibration procedure during the 
signal integration process.   
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Fig. 1. (a) Bandwidth synthetic radar, and (b) system with Ψ channels. 
III. BREAST IMAGING SYSTEM USING SBR 
Figure 2 shows the configuration of a UWB breast imaging 
system using the concept of SBR. The whole working 
bandwidth is divided into three sub-bands (U=3). Three 
sub-band antenna units (Ant-A, Ant-B, and Ant-C) surround 
the imaged breast with 360°/U = 120° angular intervals. The 
cylindrical scanning mechanical sub-system and other 
hardware infrastructure employs the same developed model 
presented in [13]-[14]. Since no matching medium is used 
between the antennas and the imaged object, a proper 
windowed processing method is employed to cancel the effect 
of reflections at the skin-free-space interface. Each antenna unit 
directs its mainbeam towards the imaged body, whereas their 
phase centers are positioned at a constant distance ( Rarray) 
from the central axis of the rotation table. The collected signals 
from the three adjacent sub-bands are connected to Channel #1 
to #3 of a vector network analyzer (VNA), which is R&S 
ZVA24 in our case. The measured S-parameters 
(S11, S22, and S33 ) are stored as data for post-processing.  
Figure. 3 illustrates the scan mechanism of this imaging 
system. Three parallel A-scans are implemented by collecting 
the signals from the antenna units over three sub-bands in the 
frequency domain. The B-scans are implemented by rotating all 
antenna units and extracting the signals from 3N positions 
evenly distributed along the circular track. The number of 
scanning positions is assigned as an integer multiple (N) of the 
number of channels (U) so that all the antennas scan the same 
positions around the imaged object. Thus, the phase centers of 
each antenna units traverse 3N positions at 𝑎𝑖⃑⃑  ⃑: 
𝑎𝑖⃑⃑  ⃑ = (
 𝑅𝑎𝑟𝑟𝑎𝑦 cos𝛷𝑖
 𝑅𝑎𝑟𝑟𝑎𝑦 sin𝛷𝑖
)           𝑤ℎ𝑒𝑟𝑒 𝛷𝑖 =
2𝜋(𝑖 − 1)
3N
,  
𝑖 = 1,2, … ,3N.                                                            (1) 
The reflection coefficient measured at each scanning position 
(𝑎𝑖⃑⃑  ⃑) by the antenna unit operating in 𝑢-channel is recorded as 
𝑿𝑖,𝑢 in the vector format: 
𝑿𝑖,𝑢(𝑓𝑚
(𝑢)) ∈ ℂ      𝑤ℎ𝑒𝑟𝑒 𝑓𝑚
(𝑢) = 𝑓𝑢−1 + (𝑚 − 1)𝛥𝑓,
m = 1,2, … ,M𝑢 , 𝑖 = 1,2, . . ,3N     (2)    
 
Fig. 2. UWB imaging system using synthetic bandwidth method. 
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(b) 
Fig. 3. (a) Scan mechanism of the system using SBR, and (b) 3N scanning 
positions surrounding the imaged body. 
IV. ANTENNA UNITS DESIGN 
Three antenna units, Ant-A, Ant-B, and Ant-C, are designed 
to operate within the assigned low-, medium-, and high- 
sub-bands. All the sub-band antennas are designed to achieve: 
a) more than 20 dB return loss, b) moderate to high gain values 
in the mainbeam direction, c) stable radiation pattern 
concerning the direction of the mainbeam across the sub-band, 
d) flat group delay and (e) fixed phase center. Their frequency 
coverage and channel index are shown in Table I. 
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Three tapered slot antennas (TSA) are designed to meet the 
above requirements on the substrate Rogers RT6010LM 
(dielectric constant=10.2, thickness=0.64 mm). The designed 
Ant-B and Ant-C antennas employ a tapered slot structure on 
one side of the substrate and a microstrip feeder on the other 
side. The coupling between that feeder and the radiator is 
achieved using a suitable microstrip-to-slotline transition [15]. 
Ant-A employs an antipodal structure [16] that is connected to 
a partial ground on one layer and a microstrip feeder at the other 
layer. The physical dimensions of antennas operating at the 
upper channels (Ant-B and Ant-C) are further reduced by using 
double substrate layers covering both sides of the radiator, 
which is also helpful to maintain a fixed phase center according 
to the study in [17].  
During the antennas’ optimization, their time-domain 
behavior is given a significant emphasis. The antenna’s 
complete behavior, including time-domain response, can be 
described by the linear system theory. To that end, the 
frequency-domain signal link suggested by the method in [8] is 
simulated with two identical antennas allocated face-to-face 
along a 180-mm distance. The transmission coefficient 
between the two antennas S21(𝑓) is calculated and interpreted 
during the antenna optimization process. Based on the 
simulation 𝑆21(𝑓)  in each sub-band  (𝑓𝑢−1 < 𝑓 < 𝑓𝑢) , the 
normalized transmission loss (𝑇𝐿𝑁𝑜𝑟𝑚
(𝑢) (𝑓)) and relative group 
delay (𝐺𝐷𝑟
(𝑢)(𝑓)) are defined as 
𝑇𝐿𝑁𝑜𝑟𝑚
(𝑢) (𝑓) = |
𝑆21(𝑓)
𝑚𝑎𝑥
𝑓∈[𝑓𝑢−1,𝑓𝑢]
{𝑆21(𝑓)}
|                        (3.1)    
𝐺𝐷𝑟
(𝑢)(𝑓) = −
𝑑∠𝑆21(𝑓)
2𝜋𝑑𝑓
− 𝐺𝐷𝑚𝑒𝑎𝑛
(𝑢)                     (3.2) 
𝐺𝐷𝑚𝑒𝑎𝑛
(𝑢) (𝑓) is the mean group delay created by 
𝐺𝐷𝑚𝑒𝑎𝑛
(𝑢) =
1
𝑓𝑢 − 𝑓𝑢−1
∫ [−
𝑑∠𝑆21(𝑓
′)
2𝜋𝑑𝑓′
]𝑑𝑓
𝑓𝑢
𝑓𝑢−1
      (3.3) 
To achieve distortionless properties for all the antennas, the 
optimization aims to realize an even transmission loss and 
minimized the variations in the group delay. The optimized 
dimensions of the antennas and their frequency allocations are 
listed in Table I. 
TABLE I: DESIGN PARAMETERS OF THE THREE ANTENNAS. 
Antenna 
units   
Band 
(GHz) 
Channel 
index 
BW 
(%) 
Length 
(L) (mm) 
Width 
(D) (mm) 
Ant-A 3.0-4.5  #1 40 34 34 
Ant-B 4.5-6.5  #2 36 33 27 
Ant-C 6.5-10.0  #3 42 23 18 
VEA 3.0-10.0 - 108 - - 
 
Figure 4a shows the simulated and measured reflection 
coefficient of the antennas. They feature a -15 dB reflection 
coefficient over the entire operational UWB. As depicted in 
Fig. 4b, the radiation pattern of each antenna demonstrates 
nearly frequency-independent characteristics across its 
sub-band. Fig. 4c illustrates that the gain of each antenna varies 
slightly with frequency. The gain for the three antennas varies 
between 2 dBi and 4 dBi.  Fig. 4d shows a flat group delay in 
each antenna with less than 0.2 ns peak-peak variation. Figure 5 
illustrates the fabricated antennas with their phase centers   
indicated at the narrowest part of the slot as explained in [17]. 
 
(a) 
  
 
 
 
 (b)                                                    
  
(c)                                            (d) 
Fig. 4.  (a) Reflection coefficients, (b) radiation patterns at different frequencies 
in the E-plane, (c) gain, and (d) group delay of the antennas. 
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Fig. 5. Fabricated antennas. For Ant-B and Ant-C, superstrates are removed. 
V. TWO-STAGE CALIBRATION 
To get accurate imaging results, the phase center of each 
antenna should be located. Moreover, the effective permittivity 
of the heterogeneous imaged object in different angular 
directions and at all the utilized channels should be estimated. 
To that end, a two-stage calibration procedure is needed. 
A diagram showing one of the antennas operating at channel 
(Ch-𝑢) and facing an imaged body with unknown permittivity 
value εbreast(𝑓) is depicted in Fig. 6.  The phase center of that 
antenna is located at the point 𝑎𝑖⃑⃑  ⃑. The signal propagation link 
includes the path inside (𝜉 to 𝑟) and outside (𝑎𝑖⃑⃑  ⃑ to 𝜉) the body. 
Since the conventional VNA calibration is conducted on the 
feeder of the antenna, the time that signal travels in the structure 
of the antenna unit (𝜏𝑎𝑛𝑡
(𝑢)
) needs to be separated from other 
timed delays for an accurate estimation of the target’s position. 
  
 
Fig. 6. Analytical model for SBR system including the structure of sub-band 
antenna units in each channel. 
 
 
(a)                                              (b) 
Fig. 7. Two-stage calibration at each channel. (a) stage-I, (b) stage-II. 
 
If the reference signal for the m-th step-frequency pulse is 
𝑇𝑥(𝑡) = 𝐴1 𝑐𝑜𝑠 2𝜋( 𝑓𝐿 + 𝑚𝛥𝑓)𝑡                                    (4.1) 
The reflected signal from hypothetic target after a round trip 
delay can be represented as 
𝑅𝑥(𝑡) = 𝐴2(𝑚) 𝑐𝑜𝑠 2𝜋( 𝑓𝐿 + 𝑚𝛥𝑓)[𝑡 − 2𝜏𝑖(𝑟, 𝑢)]   (4.2) 
where 𝜏𝑖(𝑟, 𝑢) is the one-way-trip delay from the feeding port 
to the hypothetical point 𝑟 in the imaged region.  Its value also 
depends on the channel index (𝑢) with which the reference 
pulse is emitted. Using the approach in [18] as well as the 
analysis of the feeding structure, the total one-way trip delay is 
𝜏𝑖(𝑟, 𝑢) = 𝜏𝑎𝑛𝑡
(𝑢)
+ 𝑚𝑖𝑛
?⃗⃑?∈𝜕𝛺
{
 
 
‖𝑎𝑖⃑⃑  ⃑ − 𝜉‖
𝑐
+
‖𝜉 − 𝑟‖√𝜀𝑒𝑓𝑓
(𝑢)
𝑐
 
}
 
 
 (5) 
𝜀𝑒𝑓𝑓
(𝑢)
 is the effective permittivity value of the imaged body 
defined by the mean group velocity (𝑣𝑚𝑒𝑎𝑛) over the sub-band 
from 𝑓𝑢−1to 𝑓𝑢 : 
√𝜀𝑒𝑓𝑓
(𝑢) = (
𝑐
𝑣𝑚𝑒𝑎𝑛
) = (𝑓𝑢 − 𝑓𝑢−1) [∫
1
√𝜀𝑏𝑟𝑒𝑎𝑠𝑡(𝑓)
𝑑𝑓
𝑓𝑢
𝑓𝑢−1
]
−1
(6) 
Obviously, the time-delay in (5) is not only a function of the 
hypothetical point position 𝑟, but also depends on the channel 
at which the system operates. With the given hypothetical point 
position, the corresponding time-delay cannot be determined 
from (5) and (6) due to two unknown coefficients 𝜏𝑎𝑛𝑡
(𝑢)
 and 𝜀𝑎𝑣𝑔
(𝑢)
 
in each channel  (𝑢). Due to the complexity of determining 
these two coefficients for many factors, such as the non-straight 
path for the signal penetration inside the breast, the unknown 
delay in the feeding structure of the antenna, etc, a two-stage 
calibration is necessary to estimate their values.     
As shown in Fig. 7, two calibrations in each channel are 
conducted by mounting small calibration targets at two 
different positions. At stage-I, the target (RCS-1) is placed in 
front of the antenna’s aperture with a distance of Rcal to the 
antenna phase center. At stage-II, the target (RCS-1) is 
removed and the target (RCS-2) is inserted behind the imaged 
breast with (D1 + D2) distance from the phase centre. To avoid 
any coupling between the calibration target and antenna’s body, 
both RCS-1 and RCS-2 are small and positioned in the far-field 
region of the antenna. 
To get the values of the time-delays from these two-stage 
calibrations, the following five steps are performed on the 
time-domain signals that are generated in practice in the VNA 
using the inverse Fourier transform IFT: 
1. Remove both targets RCS-1 and RCS-2 and collect the 
time-domain signal 𝑆𝑐𝑎𝑙
0 (𝑡) 
2. Insert target RCS-1 and collect the time-domain signal 
𝑆𝑐𝑎𝑙
(1)(𝑡) 
3. Remove target RCS-1 and then insert target RCS-2, and 
collect the time-domain signal 𝑆𝑐𝑎𝑙
(2)(𝑡) 
4. Conduct the calculation: 
   Γ1(t) = 𝑆𝑐𝑎𝑙
1 (𝑡) − 𝑆𝑐𝑎𝑙
0 (𝑡)            (7.1)    
   Γ2(t) = 𝑆𝑐𝑎𝑙
2 (𝑡) − 𝑆𝑐𝑎𝑙
0 (𝑡)            (7.2) 
Γ1
+(t) = |𝛤1(𝑡) + 𝑗ℋ{𝛤1(𝑡)}|      (7.3) 
     Γ2
+(t) = |𝛤2(𝑡) + 𝑗ℋ{𝛤2(𝑡)}|     (7.4) 
 ℋ{∙} is the Hilbert transfer of the time-domain signal, 
Γ1
+(t)  is the reflection from target RCS-1, and Γ2
+(t)  is the 
reflection from target RCS-2. 
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5. Record the time delay 𝜏𝐼  where Γ1
+(t) reaches the maximum 
and 𝜏𝐼𝐼 where Γ2
+(t) reaches the maximum. 
The estimated time-delays from these two-stage calibrations 
are recorded as 𝜏𝐼
(𝑢)
and  𝜏𝐼𝐼
(𝑢)
 in each channel. The relations 
between the measured time-delay ( 𝜏𝐼
(𝑢)
,𝜏𝐼𝐼
(𝑢)
) and the two 
unknown coefficients (𝜏𝑎𝑛𝑡
(𝑢)
, 𝜀𝑎𝑣𝑔
(𝑢) ) are 
1
2
𝜏𝐼
(𝑢)
= 𝜏𝑎𝑛𝑡
(𝑢)
+
𝑅𝑐𝑎𝑙
𝑐
                           (8.1) 
1
2
𝜏𝐼𝐼
(𝑢)
= 𝜏𝑎𝑛𝑡
(𝑢)
+
𝐷1
𝑐
+
𝐷2√𝜀𝑒𝑓𝑓
(𝑢)
𝑐
           (8.2) 
By solving these two equations, the two unknown 
coefficients in (5) can be determined.  To accurately estimate 
those parameters at different angular directions, each 
calibration procedure is repeated at various orientations of the 
heterogeneous imaged breast.  
VI. IMAGING RECONSTRUCTION ALGORITHM 
The value of electrical path 𝑅𝑖
+(𝑟, 𝑢) from an arbitrary point 
𝑟 to the antenna feeding port in all channels can be calculated 
from (5):  
𝑅𝑖
+(𝑟, 𝑢) = 𝜏𝑖(𝑟, 𝑢) ∗ 𝑐
= 𝜏𝑎𝑛𝑡
(𝑢)
∗ 𝑐
+ 𝑚𝑖𝑛
?⃑? ∈𝜕𝛺
{‖𝐴𝑖⃑⃑  ⃑ − 𝜉 ‖ + ‖𝜉 − 𝑟‖√𝜀𝑒𝑓𝑓
(𝑢)
}  (9) 
The image reconstruction algorithm is developed based on 
the non-uniform IFT method reported in [14]. Beginning with 
the three-dimensional signals collected as  𝑿𝑖,𝑢(𝑓) , the 
procedure for image reconstruction is 
1. Find the data 𝑿𝑖,𝑢(𝑓) from the subtraction of adjacent-angle 
signals: 
𝛥𝑿𝑖,𝑢(𝑓) = 𝑿𝑖+1,𝑢(𝑓) − 𝑿𝑖,𝑢(𝑓)             (10) 
2. The amplitude of the signals is normalized to compensate for 
the imbalance in the antenna gain in each channel: 
𝛥𝑿𝑖,𝑢
𝑁𝑜𝑟𝑚(𝑓) =
𝛥𝑿𝑖,𝑢(𝑓)
max
𝑓∈[𝑓𝑢−1,𝑓𝑢]
{|𝛥𝑿𝑖,𝑢(𝑓)|}
                  (11) 
3. Perform the calibration steps in Section V to obtain the 
time-delay of the antennas and the average permittivity of 
breast phantom in each sub-band, and establish the equation 
for the electrical distance 𝑅𝑖
+(𝑟, 𝑢). 
4. Divide a square area including the cross-section of the 
imaged body into P×Q cells having centers at (xp, yq). 
5. By assuming that the target is located at 𝑟 = (x, y) = (xp, yq), 
match-filter the normalized difference signals by introducing 
the following correlations:  
𝛥𝑪𝑖,𝑢
𝑟 (𝑓) = 𝛥𝑿𝑖,𝑢
𝑁𝑜𝑟𝑚(𝑓) 𝑒𝑥𝑝{2𝑗𝑘𝑅𝑖
+(𝑟, 𝑢)}       (12) 
6. Once the multiplied signal is correlated with frequency, Ψ 
channels, and Ψ ∗ N positions of circular scanning, the image 
can be generated: 
Imag( 𝑟 ) = Imag( xp, yq)
=
1
UN(𝑓𝐻 − 𝑓𝐿)
|∑ (∑ ∫ 𝛥𝑪𝑖,𝑢
𝑟 (𝑓)𝑑𝑓
𝑓𝑢
𝑓𝑢−1
U
𝑢=1
)
U∗N
𝑖=1
|    (13) 
7. Plot the calculated function Imag(xp, yq)  using various 
intensity colors. High probability of the presence of a target 
is indicated by a large value of Imag(xp, yq). 
By looking at (13), the signal integration among different 
sub-bands (mentioned in Section II) is implemented during the 
correlation calculation. The signal collected from the SBR units 
𝑿𝑖,𝑢(𝑓)  and the signal collected from the assembled VEA 
𝑺𝑖(𝑓) have the relation: 
 
∫ 𝑺𝑖(𝑓) 𝑒𝑥𝑝{2𝑗𝑘𝑅𝑖
𝑟 } 𝑑𝑓
𝑓𝐻
𝑓𝐿
= ∑ ∫ 𝑿𝑖,𝑢
𝑁𝑜𝑟𝑚(𝑓) 𝑒𝑥𝑝{2𝑗𝑘𝑅𝑖
+(𝑟, 𝑢)} 𝑑𝑓
𝑓𝑢
𝑓𝑢−1
U
𝑢=1
     (14) 
For the signal in the format of discrete frequency sampling 
𝑿𝑖,𝑢(𝑓𝑚
(𝑢)
) in (2), (13) can be reshaped as: 
 
Imag( xp, yq)
=
1
𝑈MN
|∑ ∑ ∑ 𝛥𝑿𝑖,𝑢
𝑁𝑜𝑟𝑚 (𝑓𝑚
(𝑢)) 𝑒𝑥𝑝{2𝑗𝑘𝑚𝑅𝑖
+(𝑟, 𝑢)}
M𝑢
𝑚=1
U
𝑢=1
U∗N
𝑖=1
|    (15) 
It is worth mentioning that the radar ranging calculations in 
(5), (6) and (8) is speculated assuming an ideal geometry, 
which is not the accurate description of the signal 
transmit/scattering behavior under realistic environment, i.e. 
heterogeneous object that varies the phase center of the 
antennas in different directions slightly, with three-dimensional 
structure. Therefore, we noticed that using the estimated 
parameters (𝜏𝑎𝑛𝑡
(𝑢)
, 𝜀𝑎𝑣𝑔
(𝑢)
) produce a blurry image in some cases. 
To get a focused image, the estimated parameters are 
experimentally adjusted (≈±10%) around the estimated values 
in the imaging algorithm.  
VII. SIMULATIONS 
To validate the proposed method, simulations are conducted 
using a volume of a realistic breast model and the designed 
antennas in the full-wave simulation environment (Microwave 
studio CST suite 2012). As shown in Fig. 8a, the breast voxel 
model is imported from [19] with <25% glandular tissue and 
long- and short- axis of 136 mm and 96 mm, respectively 
(Breast ID: 071904). The breast model includes a roughly 
1.5-mm-thick skin layer, and a 15-mm-thick subcutaneous fat 
layer at the base of the breast. The heterogeneous tissue 
distribution and their dispersive dielectric properties are 
assigned according to the measured results in [19]. An object of 
10-mm diameter polyhedron representing the cancerous tumor 
( ϵtumor = 45; σtumor = 4.0 S/m  [6]) is inserted inside the 
voxel model at the indicated position. Fig.8b illustrates a 
cross-section view of the breast volume indicating the location 
of the cancerous tumor. In the simulations, the volume of the 
breast model that includes the cancerous tumor was utilized in 
the computations.   
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(a)                                              (b) 
Fig. 8. (a) Heterogeneous breast voxel model in simulation environment, and (b) 
cross-section view of the breast slice where the tumor is located.  
 
The simulation included 3N=36 antenna positions around the 
imaged body in a circular track. The antennas phase centers 
were positioned at the same distance ( Rarray = 110 mm) from 
the central axis of the voxel model. Three different excited 
signals were specified for each sub-band according to the 
frequency allocations in Table I. The simulation was run with 
3×36=108 iterations for each antenna unit at each position, and 
the computed signals were recorded for imaging reconstruction. 
To emulate the realistic situation with noise background, a 
Gaussian white noise was added to the signal for a 10 dB 
signal-to-noise ratio (SNR). To compare the proposed SBR 
method with the conventional method that uses one UWB 
antenna, the simulations were repeated but in this time, a single 
UWB antenna was used to capture the data. The antennas used 
for the comparison are tapered slot UWB antennas with band 
coverage of 3 GHz to 10 GHz [20], [21].   
Using (9)-(15), the captured signals were processed and the 
images were produced. Fig. 9a-c illustrates the reconstructed 
images. It can be observed that proposed method produces an 
image with a better quality, lower clutters, and higher contrast 
compared with using a single UWB antenna. The lower internal 
clutters in the image produced using the proposed SBR method 
means a lower rate for the false positives than using a single 
UWB antenna.  
To quantify the improvement in the produced image using 
the proposed method compared with the traditional 
single-antenna approach, the metrics suggested by [22] is 
utilized. The quality factor Q is defined as the ratio of the 
average intensity value of points located in the tumor region (𝛝) 
over the points in normal breast tissue surrounded. A higher 
value of Q implies the tumor intensity is more intensive than the 
background regions.  
 
𝑄 =
µ{𝐼𝑚𝑎𝑔( 𝑝 )}
µ{𝐼𝑚𝑎𝑔(𝑞 )}
               (16) 
 
Where µ{∙} denote the mean operation: ∀ p⃑ ∈ 𝛝; ∀ q⃑ ∈ ?̿?.  
The calculated Q factor for the three images in Fig. 9 are 
1.65, 1.39 and 1.43 for the SBR method, traditional method 
using antenna of [20] and antenna of [21], respectively. Thus, 
the improvement is around 15%. Of course, this improvement 
value increases or decreases depending on the utilized antenna 
and the selected region ?̿?.  
 
(a) 
 
(b) 
 
(c) 
Fig. 9. Reconstructed image using (a) SBR method, (b) conventional method 
with corrugated TSA, and (c) conventional method with elliptical-cut TSA.  
VIII. EXPERIMENTAL RESULTS 
To experimentally test the proposed method, an artificial 
heterogeneous breast phantom (diameter of 108 mm) was 
fabricated using a mixture of materials (water, gelatin, oil, salt 
and surfactant) following the procedure in [23]. The fatty tissue 
of the phantom has the dielectric properties (ϵb ≈ 3.6; σb ≈
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0.15 S/m) that change across the frequency band (3-10 GHz) 
according to Debye model [24]. To emulate the heterogeneous 
structure, glands and other fatty types are created and 
distributed randomly within the phantom. Those tissues have 
50 − 70% higher permittivity values than the main fatty layer. 
The inserted tumor (diameter of 8 mm) has the average 
properties of (ϵb ≈ 50; σb ≈ 4.0 S/m) at 6.5 GHz [24].  
Figure 10 shows the artificial phantom installed on the 
developed testbed. The three fabricated antennas are installed 
on three mechanical arms and used to scan this phantom from 
3N=36 circular positions. An experiment using 48 positions is 
also performed to see the effect of increasing number of 
scanning positions, or number of antennas, on the quality of the 
images. The distance between the antennas’ phase center and 
the axis of rotation is 85 mm. A 12-mm-diameter steel ball is 
used for the two-stage calibration. 
The reconstructed images from the experiments are shown in 
Fig. 11 a,c. For comparison, the images using the conventional 
single-antenna method covering the same total band (3-10 
GHz) and employing the antenna designed according to [21] 
are shown in Fig. 11 b, d. Obviously, the SBR system provides 
a better detection and localization of the target. The detected 
tumor using the proposed method appears at the exact real 
location. However, the detected position is slightly shifted 
compared with the real location when using a single UWB 
antenna. If the images obtained using 36 scanning positions are 
compared with those obtained using 48 positions, it would 
become clear that using a large number of scanning positions 
results in a better quality for the image with less clutters. The 
improvement when using the proposed SBR method is 
significant as the image has one clear target which is the tumor. 
The clutter that appears at the left hand side of the image when 
using 36 scanning positions which may cause a false positive, 
has much less contrast in the image obtained using 48 positions. 
It is to be noted that the improvement in using the proposed 
method compared with the traditional approach is higher in the 
measurements (Fig. 11) than that in the simulations (Fig. 9). 
These results prove the robustness of the proposed method 
under realistic environment where not all the aspects of such an 
environment are under control or well-known.    
IX. CONCLUSION 
 An ultra-wideband (UWB) imaging approach using 
synthetic bandwidth radar technique has been presented. 
Instead of designing a single UWB antenna with compromised 
characteristics, several antennas are designed to operate at 
specific sub-bands that sums to the required UWB. The design 
of those antennas is optimized to emulate the use of an ideal 
ultra-wideband antenna. A two-stage calibration method is 
proposed to cancel the errors associated with the change in the 
phase center of the antennas and to predict the average effective 
permittivity of the imaged object at different angular positions. 
Compared with the conventional imaging system using a 
single-antenna approach, the developed system archives better 
images that accurately detect the tumor and its position in a 
heterogeneous phantom.  
 
 
Fig. 10. Testbed for the SBR method. 
               
 
Fig. 11. Constructed image using (a) SBR method with 36 antenna positions, 
and (b) conventional single-UWB antenna method with 36 antenna positions(c) 
SBR method with 48 antenna positions, and (d) conventional single-UWB 
antenna method with 48 antenna positions. White circles represent the exact 
location of tumor. 
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