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The spin observables Ay, iTn, and Cy,y in proton-deuteron elastic scattering were mea-
sured over the angular range 65° < Ocm < 115° at a proton energy 1lab = 197 MeV. These 
data were acquired with a polarized proton beam and an internal vector-polarized deuteron 
gas target at the Indiana University Cyclotron Facility. The target was polarized by spin 
exchange with optically-pumped potassium; this experiment was the first to use this novel 
technique for polarizing hydrogen and deuterium. The data have been compared to existing 
Faddeev calculations using modern two-nucleon potentials which accurately reproduce the 
available two-nucleon scattering data. The calculations were also performed with the addi-
tion of the Tucson-Melbourne three-nucleon potential to identify kinematic regimes where 
the three-nucleon force makes a significant contribution. One such regime is in the vicinity 
of the minimum in the differential cross section for nucleon-deuteron elastic scattering at 
nucleon energies 1lab 2:, 100 MeV, which includes the region covered by this experiment. 
The failure of calculations using only two-nucleon potentials to reproduce the results of this 
experiment is interpreted as evidence that some type of three-nucleon force is needed to 
explain the data. 
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Chapter 1 
Introduction 
One of the fundamental goals of nuclear physics is to understand the forces between the con-
stituents of nuclei, protons and neutrons (collectively referred to as nucleons). The purpose 
of this work is to investigate how the force between two isolated nucleons is modified as the 
nucleons become embedded in the nuclear medium, and in particular the spin-dependence 
of these modifications. The three-nucleon system is the simplest system where these cor-
rections play a role, and thus studies of three-nucleon systems, both the bound states (the 
triton and 3He) and the scattering reactions, are needed to understand these corrections. 
Advances on both the theoretical and experimental front have made this work possible. The 
two-nucleon interaction has been well constrained and computational techniques have ad-
vanced to the point where it is possible to identify effects in the three-nucleon system which 
cannot be explained by a simple sum of two-nucleon interactions. Experimental develop-
ments such as storage rings and polarized internal targets have made possible a measurement 
of the spin observables in proton-deuteron elastic scattering at 200 MeV proton energy with 
a. high statistical accuracy. 
In 1935, Yukawa proposed that the force between two nucleons arises from the exchange 
of pions [1]. A force due to the exchange of a massive particle would naturally be of 
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short range, so this was consistent with the observed nature of the nuclea~ force. After 
the pion was discovered, many more mesons and baryons were observed. To impose an 
order on these particles, Gell-Mann and Zweig independently proposed in 1964 that mesons 
and baryons were actually composites made up of more fundamental particles. Gell-Mann 
called the constituents quarks. This was later confirmed by experimental observations, 
such as the magnetic moment of the proton, jet production in electron-positron collisions, 
and measurements of deeply-inelastic electron-nucleon scattering. By the early 1970's a field 
theory was developed for the interactions of quarks. This theory, quantum chromodynamics 
(QCD), is the fundamental theory of the strong interaction. If QCD is correct, it should 
in principle explain all observed phenomena in nuclear physics. Due to the computational 
requirements of QCD, however, direct calculations of nuclear physics phenomena are not 
practical at the present time. 
In parallel with the development of QCD, models based on the Yukawa interaction 
continued to be developed and refined. Examples include the Ramada-Johnston [2], Yale 
[3], Reid [4], Paris [5], Nijmegen [6], Bonn [7], Urbana [8], and Argonne [9] potentials. 
Experimental results, such as differential cross sections for two-nucleon scattering, were 
used to constrain these models. Like the Yukawa model, these potentials described the 
force between two nucleons in isolation, with the longest range part of the force due to 
pion exchange. It was expected that corrections to this force might be required if the two 
nucleons were in a nucleus. These corrections would appear in the form of three-nucleon 
force terms, or terms which act only in the presence of three nucleons. Terms which require 
the presence of four or more nucleons are also possible, but their effects were expected to 
be even smaller. It is now understood that three-nucleon forces are essential for describing 
the binding energies of light nuclei and nuclear matter [10, 11]. Until recently, however, 
differences among two-nucleon forces and computational difficulties in calculating three-
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Figure 1.1: A three-nucleon force. The process is the exchange of two pions (1r) among 
three nucleons (N), during which one of the nucleons fluctuates into an excited state (X). 
In the Fujita-Miyazawa force, the excited state is a .6. resonance. 
body scattering reactions made it impossible to identify other signatures of three-nucleon 
forces. 
The first three-nucleon force was proposed by Fujita and Miyazawa in 1957 [12]. An 
example is shown in Figure 1.1. The graph represents a three-nucleon force because the 
nucleon which participates in both pion exchanges fluctuates into a resonance. Without the 
resonance, the graph would simply be two consecutive pion exchanges between two nucleons 
and could be calculated using a two-nucleon potential. 
Meson exchange models are effective theories, because they treat the nucleons as fun-
damental particles and suppress the quark degrees of freedom. The Fujita-Miyazawa inter-
action can be considered a complication which arises from the suppression of QCD in the 
two-nucleon theory, because the resonance is just an excited state of the nucleon, for exam-
ple a .6.. Another influence of QCD on three-nucleon force theories is through a symmetry 
between the quarks known as chiral symmetry. Chiral symmetry is exact for the case of 
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massless quarks. It is an approximate symmetry for the up and down quarks, since their · 
masses are small compared to the energy scale of QCD. Most modern three-nucleon forces 
use chiral symmetry as a guide in determining which terms are important and which can 
be ignored. 
The present theoretical situation makes it possible to look for signatures of three-nucleon 
forces in polarized proton-deuteron elastic scattering. First, there are now five modern two-
body potentials: Argonne v18 [13], CD-Bonn (14], Reid 93, and Nijmegen I and II [15]. 
These all fit the available two-nucleon scattering data with x2 /datum ~ 1; equivalently, 
they all have essentially the same on-shell behavior. Second, computational advances have 
made it possible to calculate three-nucleon scattering observables up to energies greater 
than 200 MeV [16]. These calculations have shown that the Tucson-Melbourne three-
body potential (17] has an effect which is larger than the variation among the two-body 
potentials (18]. This effect is seen in polarization observables as well as in the unpolarized 
differential cross section, which demonstrates that measurements of polarization observables 
can provide important constraints on potential models. A complete description of the 
present understanding of few-nucleon systems has been published by Carlson and Schiavilla 
(19]. 
Within the two-nucleon interaction, the longest range part is due to the exchange of the 
lightest meson, the pion. The shorter range parts are dominated by correlated multi-pion 
exchanges and the exchange of heavier mesons. The one-pion exchange potential (OPEP) 
can be written as 
OPEP J';NN 2 { ( 3 3 ) } e-x V = --m c (T· · T·) u · u· + S.· 1 +- +- -3 7r t J t J tJ X x2 X ' (1.1) 
Here the dimensionless length x is given by x = m1rcr /n with r the separation between 
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nucleons. The pion mass is m1r, J1rNN is the coupling constant, and Si]. is the tensor 
operator. The operator u = uxi + uy] + Uzk is a vector of the standard Pauli matrices 
operating on nucleon i or j, depending on its subscript, and the analogous operator in 
isospin space is T. The OPEP contains spin dependence through the CTi · u j and tensor 
operators. Shorter range components of the nucleon-nucleon interaction involve additional 
spin dependent operators; such as a spin-orbit (L · S) term. Because of this spin dependence 
in the nuclear force, a full understanding of the potential requires an understanding of the 
effects of polarization in nuclear reactions. 
If a beam of transversely polarized nucleons or nuclei is incident on an unpolarized 
target, then in general there will be a difference between the rates of particles scattered to 
the left and to the right in the plane perpendicular to the polarization axis. The asymmetry 
is caused by an interference between spin-flip and non-spin-flip amplitudes that arises from 
the tensor interaction and other spin-dependent components of the nuclear force. The left-
right asymmetry that results when one of the incident particles is completely polarized is 
called the analyzing power for that particle, because it reflects the ability of the reaction 
to measure the particle's polarization. Spin dependence affects the scattering reaction in 
additional ways. In general the cross section for scattering with spins parallel is not the 
same as with spins antiparallel, so there is an additional asymmetry when the beam and 
target are polarized simultaneously. Even when the beam and target are unpolarized, the 
reaction products can be polarized. This effect is related to the analyzing power by time 
reversal symmetry. To give an example, an unpolarized nucleon which scatters elastically 
from an unpolarized target will acquire a polarization equal to the reaction's analyzing 
power for the polarization of an incident nucleon. 
The first polarized beams were generated by scattering unpolarized beams from unpo-
larized targets. These beams had low intensities, and the experiments had high background 
5 
rates because the secondary target, the target being used for the reaction of interest, was 
typically placed near the target that produced the polarized beam. To improve these condi-
tions, polarized ion sources were developed. These ion sources produced low-energy polar-
ized beams that could be injected into an accelerator. This technique also provided beams 
with a polarization that was independent of beam energy and could be reversed easily. 
Another advance was the ability to store and cool beams. A thin gas target placed 
inside a storage ring (an internal target) can provide a luminosity comparable to an exter-
nal target because the beam passes through the target many times before it is lost. The 
stored current can be larger than the current from the accelerator which was used as an 
injector, since the beam can be "stacked" in the storage ring. Beam cooling increases the 
beam lifetime in the storage ring. Because internal targets have low density and thin walls, 
multiple scattering of the reaction products is minimal and lower energy particles can be 
detected. External targets often have a window made of a different material where the 
beam enters and exits the target; these are entirely absent from internal targets, thus a 
source of background is removed. The internal target method has additional advantages 
for polarized targets. Compared to external targets, polarized internal targets have a much 
higher purity, lower magnetic fields, and the spin orientation can be reversed more rapidly. 
The lower magnetic fields and more rapid spin reversal decrease the systematic errors in the 
experiments. External polarized hydrogen targets typically use a compound containing hy-
drogen, such as propanediol. The polarization of these targets is diluted by the unpolarized 
nucleons in the other elements in the target. 
The conventional internal polarized hydrogen targets use sextupole magnets and RF 
transitions to produce a beam of nuclear polarized atomic hydrogen which intersects the 
stored ion beam. The atomic beam is the target, since it is essentially stationary compared 
to the ion beam. The target density can be increased by injecting the polarized atomic beam 
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into a small storage tube which surrounds the ion beam. The upper limit on the target 
density is determined by its effect on the lifetime of the stored ion beam. The storage tube 
is open at both ends for the ion beam to pass through, and the target gas diffuses out of the 
storage tube either through the ends or through the entrance aperture. The storage tube 
technique was first demonstrated at Novosibirsk [20] and is now routinely used at HERMES 
[21, 22] and IUCF [23, 24]. The present work uses a novel source of polarized hydrogen based 
on spin-exchange with optically pumped potassium [25, 26]. This technique was developed 
to produce a source with a higher intensity than the conventional sources. 
The goal of this work is to provide further constraints on three-body-force potentials 
by measuring additional polarization observables in pd elastic scattering. In addition to 
repeating previous measurements of Ay for the proton, this work presents new measurements 
of the deuteron vector analyzing power, which is identified using spherical tensor notation as 
iTu to distinguish it from the proton analyzing power, and the vector-vector spin correlation 
parameter Cy,y, which is a measurement of the asymmetry between parallel and antiparallel 
vector polarizations of the proton and deuteron. 
7 
Chapter 2 
Theoretical Motivation 
Two advances in low-energy nuclear physics have made it possible to look for signatures 
of three-nucleon forces in three-body scattering reactions. First, the nucleon-nucleon po-
tential is now well constrained by experiment. Five modern two-nucleon potentials have 
been developed which are in excellent agreement with the nucleon-nucleon scattering data 
below 350 MeV [13-15]. Second, computational advances have made possible exact Faddeev 
calculations of neutron-deuteron scattering at energies up to the pion threshold [16]. The 
current status of three-nucleon force theory will also be discussed in this chapter. 
2.1 Two-Nucleon Potentials 
The calculations shown in this work use two of the modern two-nucleon potentials. These 
potentials follow the philosophy of the Yukawa interaction, meaning they are based on the 
exchange of pions and heavier mesons between nucleons which are treated as fundamental 
particles. All five of the modern theories use the one-pion exchange potential of Equation 
(1.1) as the longest range component of the nucleon-nucleon potential, and they differ in 
their treatment of the short- and intermediate-range parts. The CD-Bonn and Argonne v18 
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Figure 2.1: Deuteron wave functions. The coordinate space wave functions for the S wave 
(u(r), upper curves) and D wave (w(r), lower curves) states are shown. The curves are the 
CD-Bonn (solid), Nijmegen I (short dashed), Nijmegen II (dash-dotted), Reid93 (dotted), 
and Argonne v1s (long dashed) potentials. Clearly CD-Bonn is significantly different from 
the other potentials. 
potentials, which were used for the calculations shown in this work, are the most different of 
the two-nucleon potentials. An example of this can be seen in Figure 2.1, which shows the 
radial wave functions of the deuteron for the Sand D states [27]. The differences between 
the nucleon-deuteron scattering results with the two potentials shown later in this work are 
an indication of the range of results possible with two-nucleon potentials that agree with 
nucleon-nucleon scattering data. 
The modern two-nucleon potentials contain a number of improvements over the earlier 
potentials mentioned in Chapter 1. They contain charge-dependent terms, which account 
for the difference between the neutron-proton and proton-proton interaction in the isospin 
T = 1 channel. One source of charge dependence is the mass splitting between charged 
and neutral pions which affects the calculation of one-pion exchange. A charged pion can 
be exchanged between a proton and neutron, while only neutral pions can be exchanged 
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between pairs of protons or pairs of neutrons. Another improvement is a result of the 
large amount of data now available to constrain the potentials. The Nijmegen group has 
created a database of 4301 neutron-proton and proton-proton scattering data below 350 
MeV [28], in part by eliminating inconsistent data sets. The modern potentials fit this 
database extremely well. The omission of data from the database raises some uncertainty 
about its accuracy, but predictions based on this database are in excellent agreement with 
subsequent measurements [29]. 
The most recent version of the Argonne two-nucleon potentials is Argonne v18 [13]. In 
addition to the long range OPEP, Argonne v18 contains an electromagnetic interaction and 
a phenomenological short- and intermediate-range component. The electromagnetic com-
ponent includes, for example, the magnetic moment interaction and one-photon exchange 
Coulomb interaction in the neutron-proton system and the magnetic moment interaction 
between pairs of neutrons. The electromagnetic proton-proton interaction contains addi-
tional terms. The intermediate-range and short-range components are parameterized in the 
form 
. (2.1) 
with a separate potential for each spin and isospin state. The radial functions have the 
form 
. . 2 . . 2 . 
v8r = I8rT (r) + [Psr + J.LrQ8r + (J.Lr) R8r]W(r), (2.2) 
where the average pion mass is given by J.L = i(mno + 2mn±)cfn. The tensor Yukawa 
function with the cutoff parameter a is 
T(r) = 1 +- + -- -- 1- e-ar ( 3 3 ) e-JLr ( 
2 )2 
J.Lr (J.Lr)2 J.Lr 
and the Woods-Saxon function is 
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The core shape parameters r0 , a, and a are obtained from a fit to the Nijmegen partial-wave 
analysis [28]. The intermediate-range part is the T 2 (r) term, and the Woods-Saxon function 
provides a short-range core. The parameters I1r, P~T' Q~T' and R~T are obtained from a 
fit to the Nijmegen database. Some parameters are set to zero and regularization conditions 
are imposed so that in the final fit there are 40 free parameters. 
The CD-Bonn potential [14] is a charge-dependent successor to the earlier Bonn po-
tentials [7]. This potential is non-local or momentum dependent because it contains a 
relativistic treatment of the OPEP. Exchanges of heavier mesons, including the p and w, 
are used to parameterize the shorter-range parts of the potential. A fictitious O" meson is 
added to represent correlated multi-meson exchanges, for example 1r1r or 1rp exchanges. The 
triton binding energy obtained in a non-relativistic Faddeev calculation using this potential 
is 8.00 MeV, compared to the value of 7.62 MeV calculated using local nucleon-nucleon 
potentials and an experimental value of 8.48 MeV. A fully relativistic CD-Bonn calculation 
results in a triton binding energy of 8.19 MeV. 
The remaining modern nucleon-nucleon potentials are the two Nijmegen potentials and 
Reid93 [15]. The Nijmegen potentials use exchanges of heavier mesons such as the p, w, 
ao, and fo for the shorter-range parts of the interaction. The coupling constants and cutoff 
masses are free parameters which are adjusted to fit the database. The Nijmegen I potential 
contains momentum-dependent terms; these were removed to construct the local Nijmegen 
II potential. The non-local Nijmegen I potential predicts a triton binding energy of 7.72 
MeV. The short range component of the Reid93 potential is a separate sum of Yukawa 
functions with dipole form factors for each partial wave, and the 50 coefficients of these 
functions were adjusted to fit the database. The masses used in the Yukawa functions are 
integral multiples of the pion mass, and these functions represent multiple pion exchanges. 
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2.2 Three-Nucleon Forces 
Nucleons are treated as fundamental particles in the nucleon-nucleon potentials discussed in 
the previous section. This suppresses the quark substructure of the nucleon and so nucleon 
excited states are not explicitly included. This leads to more complicated forces when three 
or more nucleons are present, such as the term represented by the diagram in Figure 1.1. 
These forces were first proposed by Fujita and Miyazawa [12] before the quark substructure 
of the nucleon was understood. Only in the past decade, however, has it been widely agreed 
that two-nucleon potentials alone cannot reproduce the triton binding energy. 
One of the modern three-nucleon forces is the Urbana IX (UIX) potential [30]. It 
contains the Fujita-Miyazawa term Vi]k and a phenomenological short-range repulsive term 
V R. ijk' 
Vijk = Vi]k +Vi~· (2.3) 
The Fujita-Miyazawa term is expressed as a sum of commutator and anticommutator terms: 
Vi]k = A27r ~ ( {XJk, Xjd{Ti. Tk, Tj. Tk} + l[XJk, Xjk][Ti. Tk, Tj. Tk])' (2.4) 
cycl1c 
where the one-pion exchange operator is X& = Y(rij )ui ·O'j +T(rij)Sij· The strength (A21r) 
of the two-pion exchange term in UIX is slightly different from that in the Fujita-Miyazawa 
potential because in UIX, the strength is adjusted so that the combination AV18+UIX 
reproduces the triton binding energy. The strength of the short-range term is adjusted to 
match the binding energy of nuclear matter. 
Green's Function Monte Carlo (GFMC) calculations of the energy levels in various 
light nuclei are shown in Figure 2.2 [31]. These calculations used the Argonne v18 two-
nu.deon potential. For each energy level, the figure shows the calculation with only the two-
nucleon potential, the calculation using the combination AV18+UIX, and the experimental 
value, from left to right. The figure shows that the inclusion of a three-nucleon force 
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Figure 2.2: Energy levels for nuclei with A ~ 8. The inclusion of a three-nucleon force 
significantly improves the agreement with the experimental data. 
improves the agreement with a significant number of experimental binding energies, but 
some discrepancies remain. 
Other modern three-nucleon forces include the Brazil force [32], the Tucson-Melbourne 
force [17], and the Texas-Los Alamos force [33, 34]. The Brazil force contains the Fujita-
Miyazawa term and adds chiral corrections, while the more recent Texas-Los Alamos force is 
entirely motivated by chiral perturbation theory. The Tucson-Melbourne force is the three-
nucleon force used for the calculations shown in this work. This force contains the Fujita-
Miyazawa term and includes current algebra constraints. Recent work [35] has argued, 
based on chiral perturbation theory, that these constraints are incorrect and that a short 
range term should be deleted. This term should not significantly affect scattering data at 
200 MeV, but it does suggest that an improved three-nucleon force is needed. Therefore 
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the three-nucleon force calculations shown in this work should only be interpreted as an 
indication of the order of magnitude of the three-nucleon force corrections and a guide to 
kinematic regimes where this force can be studied. 
Chiral perturbation theory [36] provides an avenue for further study of both two-nucleon 
and three-nucleon forces. At present, a significant effort is being devoted to the study of 
three-nucleon force terms motivated by chiral perturbation theory [34, 37]. A nucleon-
nucleon force based on chiral perturbation theory is also being studied [38]. 
2.3 Nucleon-Deuteron Calculations 
Observables in nucleon-deuteron scattering at energies below the pion threshold have been 
calculated by the Bochum group [16] using the Faddeev equations [39]. This technique 
allows an essentially exact solution of the Schrodinger equation for three particles. The 
transition amplitude for nucleon-deuteron scattering includes a nucleon exchange part, the 
direct action of a three nucleon potential ~(1 ), and rescattering terms: 
(¢'lUI¢)= (¢'IPG01 + ~(1)(1 + P) + PT + ~(1)(1 + P)GoTI¢). (2.5) 
The free three-nucleon propagator is G0 and P is the sum of cyclical and anticyclical per-
mutations of three particles. The initial state 1¢) and the final state (¢'1 both consist of a 
bound deuteron and a free nucleon. The rescattering operator T is given by 
Tl¢) = tPI¢) + (1 + tGo)VP)(1 + P)l¢) + tPGoTI¢) 
+ (1 + tGo)~(1)(1 + P)GoTI¢), (2.6) 
where t is the nucleon-nucleon t-matrix. The three-nucleon force used in these calculations 
was the two-pion exchange Tucson-Melbourne potential, in which the strong cutoff param-
eter A in the 1r N N form factor was adjusted separately with each two-nucleon potential to 
reproduce the triton binding energy. 
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The first Faddeev calculations of nucleon-deuteron scattering were performed at low 
energy ('l1ab = 3 MeV) [40]. In these calculations the nucleon analyzing power Ay did not 
agree with the data. Further work showed that a disagreement exists at energies up to 
Tlab ~ 30 MeV, and this has come to be known as the "Ay Puzzle" [41]. The modern 
three-nucleon potentials have little effect at these low energies [37]. The disagreement could 
be due to an uncertainty in the 3 PJ neutron-proton phase shifts [42]; there is some debate 
as to whether this could lead to a modification of the nucleon-nucleon potentials sufficient 
to solve the discrepancy. Another possibility is that some new type of three-nucleon force 
is needed, such as a tensor or spin-orbit force [37, 43]. 
Calculations at energies up to 'I1ab = 200 MeV continue to show a disagreement with 
the nucleon analyzing power. These fully converged calculations include partial waves up to 
j = 5 in each two-nucleon subsystem and up to J = 13/2 for the three-nucleon force. The 
numerical error in the calculation is less than 2%. The calculation of the differential cross 
section (da/dD) as well as the neutron analyzing power (Ay) for neutron-deuteron elastic 
scattering at a neutron energy of 190 MeV are shown in Figure 2.3. The graph of dafdD 
shows that the addition of the Tucson-Melbourne potential fills in the minimum near (}em = 
120°, that it makes a correction which is significantly larger than the difference between the 
CD-Bonn and Argonne v1s potentials, and that it improves the agreement with the proton-
deuteron data. The graph of Ay yields additional information; a comparison with the data 
available when this work was begun shows that in this observable, the correction of the 
Tucson-Melbourne force is too large. It is essential to measure additional spin observables 
in this kinematic regime to provide additional constraints on three-nucleon potentials, and 
in particular on new spin-dependent three-nucleon force terms. 
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Figure 2.3: Calculations of proton-deuteron elastic scattering observables as a function of 
center-of-mass scattering angle. The top panel shows da/df! and the bottom panel shows 
Ay for proton-deuteron elastic scattering. The curves are Faddeev calculations at 190 MeV 
proton lab energy using the CD-Bonn potential only (dotted), the Argonne VIs potential only 
(short dashed), the CO-Bonn and Tucson-Melbourne potentials (solid), and the Argonne 
VIs and Tucson-Melbourne potentials (long dashed). The data available before 1996 include 
198 MeV data from Rochester (circles) [44], 181 MeV data from Los Alamos (triangles) [45], 
and 197 MeV data from IUCF (squares) [46]. 
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Chapter 3 
The Polarized Deuteron Target 
The novel polarized target used to measure polarization observables in proton-deuteron 
elastic scattering will be described in detail in this chapter. In the first section, some 
preliminary information will be presented, including the conventional atomic beam source 
technique for polarizing hydrogen isotopes. The following sections will discuss the operation 
of the laser-driven target, the apparatus, the remote control system for the target, and 
the on-line polarization measurements. Measurements of nuclear polarization using the 
polarized 200 MeV proton beam will be discussed Section 5.5. It should be noted that these 
methods can be used to polarize both hydrogen and deuterium with only a few differences 
between the two isotopes, so often the term "hydrogen" will refer to both isotopes. 
3.1 Background 
3.1.1 Magnetic Substates of Hydrogen Isotopes 
To understand details of the operation of both the polarized atomic beam source and the 
laser-driven source, the energy levels of hydrogen and deuterium in a magnetic field must 
be considered. Hydrogen, with two possible orientations each for the electron spin and 
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proton spin, has four substates. Deuterium has six substates because the deuteron has 
three possible spin orientations. In a strong magnetic field, the energy eigenstates are the 
eigenstates of the electron and nuclear spins. In weak magnetic fields, the electron and 
nuclear spins are mixed, and the total atomic angular momentum is an eigenvalue of the 
Hamiltonian. 
In an arbitrary magnetic field B = Bz, the magnetic substates of hydrogen are can be 
expressed in terms of the electron and proton spins as follows: 
11) =Itt) 
12) =I H) cosO+ I H) sinO 
13) = l-1--1.) 
14) =I H) coso -I H) sinO. 
(3.1) 
(3.2) 
(3.3) 
(3.4) 
In the kets with two arrows, the first arrow indicates the orientation of the electron spin 
with respect to the magnetic field axis, and the second the orientation of the proton spin. 
The mixing angle is defined by tan 20 = Be/ B, and the critical field Be = 50.7 mT for 
hydrogen. Ifni is the fraction of hydrogen in the state li), such that Li ni = 1, then the 
electron and nuclear polarizations Pe and Pz are 
Pe = n1- n3 + (n2- n4) cos 20 
Pz = n1 - n3 + (n4 - n2) cos 20 
(3.5) 
(3.6) 
The subscript on the nuclear polarization indicates that it is measured with respect to the 
z axis. It is significant that the polarization depends on the magnetic field; a sample of 
polarized hydrogen atoms which moves adiabatically through a varying magnetic field will 
not, in general, have constant polarizations. 
The treatment of deuterium is similar except that the deuteron has spin one. The 
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magnetic substates are 
l1)=lt1) (3.7) 
12) =It O)cosO+ + 1-!- 1)sin0+ (3.8) 
13) =It -1) cosO_+ 1-!- 0) sinO_ (3.9) 
14) = 1-!- -1) (3.10) 
15) = 1-!- O)cosO_ -It -1)sin0_ (3.11) 
(3.12) 
with the arrows indicating the electron spin orientation and the numerals indicating the 
component of the deuteron spin, both with respect to the magnetic field. The mixing 
angles for deuterium are 
V8 
tan20± = 3B/Bc ± 1 
and the critical field is Be= 11.7 mT. The polarizations are 
(3.13) 
· 2n 2n 2n · 2n Pz = n1- n4 +n2sm u+ +n6cos u+- n3cos u_- n5sm u_ (3.14) 
(3.15) 
Because the deuteron is spin one, the vector polarization Pz does not completely describe the 
• 
population of the deuteron substates. The tensor polarization Pzz describes an orthogonal 
component of the polarization distribution. 
3.1.2 Atomic Beam Sources 
In Chapter 1, the developments which led to polarized internal hydrogen gas targets were 
discussed. The result was a highly polarized, pure gas target with a high density due to 
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its enclosure in a storage tube. The polarized gas was injected into the storage tube from 
an atomic beam source (ABS). This technique is presently being used to produce polarized 
targets at HERMES [22] and IUCF [24]. 
In an ABS, hydrogen or deuterium molecules are dissociated by an RF discharge, and 
the atoms pass through a nozzle into a vacuum. The HERMES ABS, as an example, uses a 
cooled nozzle together with a skimmer and collimator to form an atomic beam. The beam 
then passes through a system of sextupole magnets and RF transition units. The sextupole 
magnets separate the electron spin states by focusing one spin state and defocusing the 
other. After passing through the first sextupole magnet, a hydrogen beam consists only of 
hyperfine states 1 and 2, while a deuterium beam has hyperfine states 1, 2, and 3. The RF 
transition units cause transitions among hyperfine states, which allows the polarization to 
be transfered to the nucleus. The details of the setup depends on details of how the target 
will be used. A differential pumping system in the source pumps away the atoms which are 
defocused in the sextupoles and steps down the vacuum in the source so that the vacuum 
in the final chamber is comparable to that in the storage ring. 
The HERMES target is installed in the HERA electron ring at DESY. The electrons in 
the ring are arranged in bunches, so the beam current has an RF structure. This leads to 
periodic magnetic fields in the target, and the target must be placed in a strong holding 
field to prevent these magnetic fields from depolarizing the target nuclei. In the strong 
magnetic field, a target consisting of hydrogen only in the hyperfine states 1 and 4 will have 
a polarization Pz = 1, while a target consisting of states 2 and 3 will have Pz = -1. Therefore 
the HERMES hydrogen ABS consists of a series of sextupole magnets followed by a weak-
field transition unit (WFT) and a strong-field transition unit (SFT). The WFT causes 
transitions between hyperfine states 1 and 3, while the SFT causes transitions between 
states 2 and 4. Thus turning on the WFT and turning off the SFT yields a spin down 
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target, for example. There is also a medium-field transition unit (MFT) in the middle of 
the sextupole magnet system. The MFT can be used to convert either state 1 or 2 into state 
3, which will then be defocused in the second part of the sextupole system. By activating the 
correct transition units, the target can be filled with any pure hyperfine state for calibration 
purposes. With two hyperfine states injected into the target and with the target cooled to 
100 K to increase its density, the thickness of the target is 7.0 x 1013 nucleons/ cm2 . The 
typical polarization is Pz ~ 0.9. 
The ABS target at IUCF has a weaker magnetic holding field, so the mixing of electron 
and proton spins in hydrogen becomes important. This problem is avoided by injecting 
only hyperfine state 1 into the target. Thus the IUCF ABS only consists of a sextupole 
magnet, an MFT, and a second sextupole magnet. The direction of the target polarization 
is flipped by changing the orientation of the magnetic field in the target, and the target 
magnet is designed so that the spin can be oriented along any of the three axes. This 
target operates at room temperature, with a thickness of 3.1 x 1013 nucleons/cm2 and a 
polarization Pz ~ 0. 78. 
A recently completed experiment at NIKHEF in Amsterdam used a tensor polarized 
deuterium ABS target [47). This ABS consisted of a sextupole magnet, an MFT, a second 
sextupole, and an SFT. The MFT converted hyperfine state 1 into state 4, so that after the 
second sextupole magnet only states 2 and 3 remained. The SFT would be set for either 
the 2 -+ 6 transition to produce Pzz = + 1 or the 3 -+ 5 transition to produce Pzz = -2. 
The measured polarizations were about half of these values. This target operated at a 
temperature of 150 K with a thickness of 2 x 1013 D/cm2. 
The thickness of an internal target is related to the intensity of its source and to the 
temperature and conductance of its storage tube. An increase in the target thickness will 
increase the luminosity for the experiment, up to the point where it starts to have an 
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impact on the beam lifetime. The luminosity for an experiment in the IUCF Cooler Ring 
is expected to be flat for target thicknesses in the range from 1 x 1014 to 5 x 1015 cm-2 
[48). The thickness of the polarized hydrogen target used by the HERMES collaboration is 
at least an order of magnitude less than that of unpolarized targets which they routinely 
use, and the thickness of those unpolarized targets is constrained not by the luminosity 
for HERMES, but rather by the luminosity for the collider experiments at HERA. In this 
situation, a polarized hydrogen target with a higher figure of merit is desirable. The figure 
of merit, p;t for a target of thickness t, is inversely proportional to the time required to 
make a measurement with a given statistical precision, assuming the target has a negligible 
effect on the beam lifetime. 
A collaboration among the Argonne National Laboratory, the UniversWit Erlangen-
Niirnberg, and the University of Illinois was developed with the goal of exploring whether 
an alternative technology, that of polarizing hydrogen by spin-exchange with an optically 
pumped alkali metal, could be used to build a polarized target with a higher figure of 
merit. Spin-exchange had previously been used to produce polarized 3He and 129Xe [26, 49). 
This collaboration, known as the HERMES Laser-Driven Target Task Force, pursued this 
technology and installed a target in the Cooler Ring at IUCF. The operation of this target 
is the subject of the remainder of this chapter. 
3.2 Principles of Operation 
In a spin-exchange polarized source, nuclei are polarized in a three-step process. First a laser 
beam is used to polarize a sample of alkali metal atoms, in this case potassium. Interactions 
between the potassium atoms and deuterium atoms transfer the potassium polarization to 
the deuterium electrons. Finally, collisions between pairs of deuterium atoms transfer the 
polarization from the electrons to the nuclei through the hyperfine interaction. These three 
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Figure 3.1: Potassium energy levels. Circularly polarized light (a-+) excites potassium atoms 
from them = -1/2 sublevel of the ground state to them = + 1/2 sublevel of the first excited 
state. The atom can decay by either of the paths shown, leading to a depopulation of the 
m = -1/2 substate. 
steps occur simultaneously in a glass cell known as the spin-exchange cell, which is held 
in a magnetic field to provide an orientation for the spins. At the same time, both the 
potassium and hydrogen are depolarized by interactions with the cell walls. Hydrogen 
atoms also recombine to form molecules on the cell walls. Each of these steps is considered 
in detail in this section. 
3.2.1 Optical Pumping 
The energy levels of the ground state and the lowest excited state of the potassium atom 
are shown in figure 3.1. In the lowest excited state, the valence electron has orbital angular 
momentum l = 1 which is coupled to its spin. This spin-orbit coupling splits the 4P1; 2 
and 4P3; 2 states, and the 4P3;2 state has a higher energy, which is not shown. The figure 
also indicates the splitting of the magnetic substates due to an applied magnetic field. The 
substates represent the different projections of the electron's angular momentum. 
A circularly polarized laser beam with a wavelength of 770.11 nm can excite the atom to 
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the 4P1; 2 level. If the photon is propagating parallel to the magnetic field axis, the excitation 
will involve a change in the electron spin projection, e.g. from m = -1/2 to m = + 1/2 
for a right-handed photon. The excited atom quickly decays, with a 2/3 probability of 
decaying back to them= -1/2 ground state and a 1/3 chance of decaying tom= +1/2, 
to continue the example. Because the right-handed photons cannot excite the atoms from 
the m = +1/2 state, the net result of illuminating the sample of potassium atoms with 
right-circularly polarized laser light is to move the atoms into the m = +1/2 state. In 
other words, the sample is polarized. Left-handed photons would pump the atoms into the 
m = -1/2 state. 
A magnetic field of 1 mT would be adequate to provide an orientation for the polarized 
atoms. The polarization of the potassium atoms would be determined entirely by the 
polarization of the laser, because the splitting of the magnetic substates caused by such 
a field would be small compared to the Doppler broadening of the spectral lines at the 
operating temperature of the polarized source. However, at the potassium density of the 
laser-driven source, there is a high probability for a photon from the decay of a potassium 
atom to excite another potassium atom before it leaves the spin-exchange cell. Because 
this decay photon is not polarized, it can excite atoms in either magnetic substate, and this 
process, known as radiation trapping, tends to depolarize the potassium sample. Radiation 
trapping can be overcome by placing the potassium sample in a holding field which is strong 
enough to separate the Doppler-broadened spectral lines. This presents a problem, because 
as section 3.2.3 describes, a low magnetic field is needed to transfer polarization to the 
hydrogen or deuterium nuclei. For this work, a holding field of approximately 78 mT was 
chosen as a compromise. 
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3.2.2 Spin-Exchange reactions 
Once the potassium electrons are polarized, the polarization is transfered to the hydrogen or 
deuterium nuclei though spin-exchange collisions. Spin exchange between pairs of hydrogen 
atoms was first described by Purcell and Field [50], and their description can be applied 
to any collision in which the two atoms both have a single valence electron. The collisions 
between hydrogen and potassium will be considered first, since the complications due to 
the nuclei can be ignored. The polarization of the nucleus ultimately depends on collisions 
between pairs of hydrogen atoms. 
During a collision between hydrogen and potassium atoms, the spins of the valence 
electrons will interact. The energy of the system will depend on whether the two electrons 
are in the singlet or triplet state. A collision between a potassium atom with spin up and 
a hydrogen atom with spin down will have the spin wave function 
1'1/J(O)) = IK t H .i-) (3.16) 
at an initial time t = 0 which is long before the collision. In terms of the singlet and triplet 
states, IS= 0} and IS= 1) respectively, the wave function is 
1'1/J(O)) = Jz (IS= 1) +IS= 0)). (3.17) 
The time evolution of the wave function is given by 
1 { ( iEtt) ( iE8t)} 1'1/J(t)) = v'2 IS= 1} exp -----,;- +IS= 0) exp -----,;- , (3.18) 
with Et and E8 the energies of the triplet and singlet states, or equivalently 
1'1/J(t)) = exp (- i(Et :n Es)t) {cos (Et ~n Es)t IK t H .i-) - i sin (Et ~n Es)t IK .i- H t)} . 
(3.19) 
Physically, this means that the spins of the two valence electrons are precessing about each 
other. In a sufficientiy strong collision, meaning that t » 2nj(Et - E8 ), there will be a 
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50% chance that the two atoms will end up with their spins flipped. The cross section for 
spin exchange is difficult to measure, but it is estimated to be between w- 15 and 10-14 em. 
The spin exchange process tends to align the hydrogen electron spins with those of the 
potassium; the potassium electron polarization is maintained by the laser. 
3.2.3 Spin-Temperature Equilibrium 
The nuclei have been ignored in the above discussion, since the coupling to the nuclei 
is weaker than the coupling between the two electrons. In a strong magnetic field, only 
the electron spin will be affected by the spin exchange process, so that a hydrogen atom 
in hyperfine state 3 can be converted to state 2 if it interacts with a potassium atom or 
another hydrogen atom with electron spin up. Transitions between states 1 and 4 are also 
possible, but these will not affect the nuclear polarization of the hydrogen. In a small 
magnetic field, however, the hyperfine state 2 has components of both electron spin states, 
so a spin-exchange collision will convert an atom from state 2 to state 1 with a probability 
proportional to sin2 e. 
When the magnetic field is not strong enough to completely suppress the coupling be-
tween the electron and nuclear spins, the result of the spin-exchange reactions between .the 
hydrogen atoms is a state of spin-temperature equilibrium. The population of the hyperfine 
states in a system in spin-temperature equilibrium is related to the angular momentum of 
each state by 
(3.20) 
where {3 is the spin-temperature parameter, Fz is the operator for the z component of the 
atQmic angular momentum, and N is a normalization constant. Walker and Anderson [51] 
first suggested that spin temperature equilibrium could be reached in a spin-exchange polar-
ized source, and calculated the time constant for approaching spin-temperature equilibrium 
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Tsr to be 
(3.21) 
Here TH is the reciprocal of the rate of spin-exchange collisions between pairs of hydro-
gen atoms. More collisions are required to reach spin-temperature equilibrium at higher 
magnetic fields because the process depends on a coupling between electron and nuclear 
spins. Experimental verification of spin-temperature equilibrium has come from work with 
hydrogen at Erlangen [52] and with deuterium at Argonne [53]. 
It should be noted that a deuterium target in spin-temperature equilibrium will have a 
combination of vector and tensor polarization. This can be shown by substituting Equation 
(3.20) into Equations (3.13-3.15), which leads to 
sinh(3$/2) 
Pe = -co_s_h (-3$_/_2_) ..:...+.;_2'--co-'-s-h-($_/_2) 
sinh(3$/2) + sinh($/2) 
Pz = cosh(3j3 /2) + 2 cosh($ /2) 
3 cosh($ /2) 
Pzz = 1- · 2 cosh($ /2) + cosh(3j3 /2) 
(3.22) 
(3.23) 
(3.24) 
The tensor polarization is always positive, and only depends on the magnitude of the vector 
polarization. The method for disentangling the effects of vector and tensor polarization will 
be discussed later. 
3.2.4 Depolarizing Effects 
The processes which polarize the hydrogen compete against depolarizing effects, principally 
wall relaxation. There is a small probability of an electron spin flip during a wall collision due 
to the interaction of the electron with the magnetic moments of the atoms on the surfaces 
of the spin exchange cell. A hydrogen atom experiences hundreds of wall collisions in the 
spin-exchange cell, so the depolarization is significant. This effect can be minimized by 
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choosing an appropriate coating for the walls. A coating of drifilm, any of a group of silane 
compounds, was found to be useful for laser-driven sources because it also decreases the rate 
of recombination of the hydrogen atoms [54]. Practical coatings often use a mixture of silane 
compounds, and different coating techniques have been compared for their suitability in a 
laser-driven source [55]. The goal of the coating process is to eliminate hydroxyl groups and 
• 
to produce a surface which consists primarily of methyl groups. The hydroxyl groups, due 
to their large electric polarizability, are good sites for wall relaxation and recombination. 
Recombination is a significant process in a laser-driven source, but its effect on the 
nuclear polarization is not completely understood. While it is important that the atoms 
do not recombine before their nuclei become polarized, there is some evidence that nuclei 
remain polarized after recombination [56]. Because the molecular fraction is usually greater 
than 30%, the polarization of nuclei in molecules has a significant effect on the overall target 
polarization. This can only be measured in a nuclear scattering experiment, and the results 
shown in Section 5.5 suggest that in this experiment, the nuclei did not remain polarized 
after recombination. 
The flow of gas through the target also must be considered. This can be interpreted as a 
depolarizing mechanism, since polarized atoms leave the spin-exchange cell and are replaced 
by unpolarized atoms. The average dwell time of a hydrogen atom in the spin-exchange 
cell is significant; it must be long enough for the atom to become polarized, but not so long 
that it has a high probability of recombining. The dwell time is controlled by choosing the 
size of the exit aperture from the spin-exchange cell into the target. 
3.3 Apparatus 
A schematic of the laser-driven target apparatus is shown in Figure 3.2. The individual 
elements of the apparatus will be discussed in detail below. 
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Figure 3.2: A schematic of the laser-driven polarized target. The source, which includes 
the dissociator, the potassium ampoule, and the spin-exchange cell, is above the scattering 
chamber. The atomic polarimeter is below the scattering chamber. The storage tube, or 
target cell, and the magnet coils are also shown. 
3.3.1 Polarized Source 
The polarized source is a single piece of glass consisting of three chambers: the dissociator 
tube, the potassium ampoule, and the spin-exchange cell. A more detailed drawing of the 
source is shown in Figure 3.3. Commercially available glass-to-metal seals were used to 
attach the source to the vacuum system both at the dissociator, which was connected to 
the hydrogen gas input lines, and at the spin-exchange cell, where the source was bolted to 
the scattering chamber. 
The source was designed to accept hydrogen or deuterium gas at flow rates between 
3 x 1017 and 1.6 x 1018 atoms/sec. The lower limit is near the minimum flow needed to 
pn.,vide sufficient pressure in the dissociator tube to to maintain a discharge. The flow 
rate was controlled by an MKS 1661A Mass-Flo Controller. An RF antenna surrounding 
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Figure 3.3: A detailed picture of the polarized source and storage tube. 
the dissociator tube operated at a frequency of about 47 MHz and a nominal power of 
18 W. The pressure in the dissociator tube was typically 0.7 torr or less. A small amount 
of oxygen, typically 0.5% of the hydrogen by volume, was also metered into the dissociator 
to improve its efficiency and longevity. 
The potassium ampoule contained 1 g of potassium metal. Heating tape wrapped around 
the potassium arm was used to heat the potassium to around 170° C, which results in a 
potassium density in the spin-exchange cell of not more than 5 x 1011 cm-3. The potassium 
density is a function of the vapor pressure and also the size of the opening between the 
potassium arm and the spin-exchange cell, which had a diameter of 0.076 em. The potassium 
temperature was controlled by an Omega CN-2010 temperature controller. 
The spin-exchange cell was 22 em long and 1.9 em in diameter. Its walls were 0.1 em 
thick. The bottom end of the cell was a separate glass disk, 4 em in diameter and 0. 7 em 
thick, with a 0.6 em diameter hole in the center which acted as a conductance limiter and 
as the exit aperture for the cell. This disk was on the top of the storage tube, and bellows 
on the vacuum flange for the source were adjusted to bring the source into contact with the 
disk. The walls of the spin-exchange cell were bent back towards the vacuum flange, which 
formed an air gap inside the scattering chamber. By forcing hot air into this air gap, the 
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spin-exchange cell walls were heated to a temperature of around 250° C. The temperature 
was monitored with J-type thermocouples. 
The average dwell time of a deuterium atom in the spin-exchange cell was 6.5 ms, and a 
deuterium atom's average times between collisions with another deuterium atom and with 
a potassium atom were 19 J.LS and 1.1 ms, respectively. The rate of deuterium-deuterium 
collisions was calculated using the nominal deuterium flow rate of 7.2 x 1017 atoms/sec. The 
time constant for reaching spin-temperature equilibrium can be estimated using Equation 
3.21; assuming a constant magnetic field of 80 mT, this parameter was 0.9 ms. A lower 
estimate would be calculated if the weaker magnetic field at the top end of the spin-exchange 
cell were taken into consideration. 
The walls of the spin-exchange cell were coated by vapor deposition of SC-77 drifilm, 
a mixture of dimethyldichlorosilane ((CH3)2SiCh) and methyltrichlorosilane (CH3SiCh). 
The coating process is activated by water, which replaces the chlorine atoms with hydroxyl 
groups and produces HCl as a byproduct. In a simplified picture, the hydroxyl groups react 
with hydroxyl sites on the surface and with hydroxyl groups in adjacent silane molecules. 
The result of a reaction between two hydroxyl groups is to produce one molecule of H20 
and a new Si-.0 bond. After the coating, the surface is covered primarily by methyl groups. 
Some of the remaining hydroxyl groups are removed by an afterwash containing trimethyl-
methoxysilane ((CH3)3SiOCH3). 
The laser light was produced by a pair of tunable CW titanium-sapphire lasers (Spectra 
Physics model3900), each producing a nominal power of 3 W at a wavelength of 770.11 nm. 
Each laser was pumped by a 20 W argon ion laser (Coherent Innova 420). The titanium-
sapphire lasers were tuned using a birefringent filter and two intracavity etalons. These 
tuning elements were connected to stepper motors so that the target computer could control 
the laser tuning. The lasers were located in a room outside of the experimental vault so they 
31 
would be continuously accessible. The beams from the two lasers were transported into the 
vault on a multi-mode optical fiber [57]. Because the fiber destroyed the polarization of the 
light, it was repolarized at the source. A polarizing cube was used to split the fiber output 
into its two component linear polarizations. The polarization of one beam was rotated 
goo and then pointed parallel to the second beam, towards the source. Before reaching the 
source, the two beams were passed through a quarter-wave plate (QWP) to produce circular 
polarization. Two QWPs were mounted on a slide above the source and set to produce the 
two different circular polarization states. The QWP slide, which was controlled by the 
target computer, allowed either QWP to be placed in the laser beams. 
The magnetic holding field was provided by the magnet coils shown in Figure 3.2. Each 
coil contained 33 turns within a thickness of 1.9 em, an inner diameter of 25.4 em and 
an outer diameter of 50.8 em. The coils were water-cooled. A pancake of three coils was 
placed both above and below the scattering chamber, and a 2.54 em-thick iron field clamp 
was placed on the outside of each pancake. The field clamps had an outer diameter of 
50.8 em and an inner diameter of 17.78 em, and were connected by a return yoke with a 
cross section of 103 cm2 • The vertical separation of the two pancakes was 20.32 em. A 
current of 130 A provided a field of 78 mT at the center of the coils, which was also the 
center of the storage tube. Because the spin-exchange cell extended past the field clamp, 
the magnetic field at the top end of the cell was significantly smaller than at the center of 
the target. A plot of the magnetic field in the spin-exchange cell is shown in Figure 3.4. 
The field also decreases to 40 mT at the ends of the storage tube, but it is nearly vertical 
throughout both the storage tube and the spin-exchange cell. 
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Figure 3.4: A calculation of the vertical magnetic field in the spin-exchange cell. The center 
of the storage tube is at y = 0, and the spin-exchange cell extends to y ~ 23 em. 
3.3.2 Target Cell 
After leaving the source, the polarized hydrogen flowed into a rectangular aluminum tube 
mounted inside the scattering chamber. This storage tube, sometimes called the target 
cell, had interior dimensions of 40 em x 3.175 em x 1.27 em and was open at both ends. 
With these dimensions, the nominal target thickness was 5 x 1014 cm2 . The walls of the 
storage tube were 0.318 em thick, and so the sides which were in the detector acceptance 
were milled down to a thickness of 200 J-Lm to minimize the multiple scattering of reaction 
products as they passed through the storage tube walls. A cartridge heater mounted on the 
bottom of the storage tube maintained a temperature of around 240° C in the tube. The 
storage tube was also coated with drifilm. In the center of the tube, opposite the entrance 
aperture, was a small hole which allowed the polarized hydrogen to flow into the atomic 
polarimeter. Most of the hydrogen gas diffused out the ends of the storage tube and into 
the beam line. 
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3.3.3 Atomic polarimeter 
The atomic polarimeter was mounted beneath the scattering chamber. It consisted of two 
chambers separated by a collimator. The first chamber contained a quadrupole magnet 
and the second chamber contained a chopper and a quadrupole mass analyzer (QMA). 
The quadrupole magnet, like a sextupole, focused atoms with one electron spin state into 
the QMA and defocused the other spin state. Molecules would pass through the system 
unaffected, and so they could also be detected by the QMA. Before the beam from the 
target reached the QMA, it was modulated by the chopper at a frequency of 10 Hz. Each 
chamber of the atomic polarimeter was pumped by a Varian Vaclon 300 ion pump and a 
titanium sublimation pump. 
A lock-in amplifier was used to measure the component of the QMA signal which os-
ciliated at the same frequency as the chopper. This technique greatly improved the ratio 
of signal to background for the polarimeter. The reference signal for the lock-in was pro-
duced by light from an LED passing through a hole in the chopper's drive shaft to reach a 
photodetector. To determine the background component in the chopped signal, a shutter 
installed immediately beneath the storage tube was used to block the atoms coming out of 
the target. 
Because the QMA could be set to detect either atoms or molecules, both the atomic 
fraction and the electron polarization could be measured. The atomic fraction could be 
determined by measuring the decrease in the molecular flux when the RF discharge was 
turned on. If the background-corrected molecular fluxes with the discharge on and off are 
given by Ifrf?~on and JRf?~off• respectively, then the atomic fraction a is 
~mol 
_ l RF-on 
a- - I . [RF-off (3.25) 
Similarly the atomic polarization can be determined from the change in the atomic signal 
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when the source is illuminated by the laser. In terms of the atomic flux with the laser 
blocked Ibfg~ed and that with the source illuminated ~~~b~ck• the atomic polarization Pe is 
[atom 
P 
_ unblock _ 1 
e- [atom · 
blocked 
(3.26) 
For a continuous polarization measurement, for example when nuclear scattering data were 
being taken, the unpolarized atomic signal would be calibrated to the atomic fraction so 
that the performance of the source could be monitored. 
3.4 Target Control 
Because the target is inaccessible while the 200 MeV proton beam is circulating in the 
Cooler Ring, a remote control system was developed to operate the target. Because the 
capability to rapidly change the orientation of the target was desired, it was also necessary 
to automate certain aspects of the target control. This was accomplished with a PC running 
Linux which communicated with various remote devices using the GPIB protocol. A free 
package of software to control the GPIB interface card in the PC was obtained [58], and 
the routines in this package were used as the basis for a control system written in the C 
programming language. To simplify the operation of the target from the user's perspective, 
graphical user interfaces were written in Tcl/Tk [59]. 
A GPIB bus connected the target computer to an RF signal generator in the experimen-
tal vault and to two CAMAC crates, one in the vault and the other in the laser room next 
to the target computer. The devices in the vault were connected to the laser room through 
a bus extender. The CAMAC crate in the laser room contained a pulse train generator 
which provided a control signal to the stepper motors. A second module provided TTL 
logic signals to control the stepper motors' direction of motion. The CAMAC crate in the 
experimental vault contained five modules: an analog-to-digital voltage converter (ADC), 
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a digital-to-analog voltage converter (DAC), a serial interface module, and TTL logic input 
and output registers. The DAC provided a voltage signal which controlled the hydrogen 
flow rate. The serial module used the RS-232 protocol to interface with the potassium 
temperature controller. The TTL output register was used to send logic signals to the 
main data acquisition system to indicate the spin state of the target and also to control a 
16-channel, 24-volt power supply. The status of that power supply was read by the TTL 
input register. This power supply was used to control the laser shutters, the quarter-wave 
plate, and the shutter which was used to determine the atomic polarimeter background. 
The final module, the ADC, acquired data on various voltage signals, including the output 
of the lock-in amplifier. 
The primary responsibility of the target computer was to control the polarization of 
the target. To ensure that there would be no correlations between the target and beam 
polarizations, the target computer was given no information about the status of the beam 
cycle. For the same reason, the lengths of the target polarization states were varied by a 
random number generator. Data were taken with an unpolarized target for approximately 
one-third of the running time to obtain the unpolarized signal in the atomic polarimeter and 
to allow the separation of vector and tensor asymmetries in the deuterium target. Since 
this allowed time for the lasers to be tuned, each polarized target state was followed by 
an unpolarized target state. Randomness in the order of polarization states is desirable, 
again to avoid correlations between the beam and target polarizations states. This must be 
weighed against the risk of having a significant imbalance in the amount of data in the two 
polarization states. As a compromise, it was decided to choose one-half of the polarized 
target states using a random number generator, and to follow each randomly chosen state by 
an unpolarized state, then by the opposite polarized state, and then another unpolarized 
state. The polarized states lasted for between 40 and 50 s, while the unpolarized states 
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lasted for 20 to 25 s. 
The automated operation of the polarized target began with a user determining the 
optimum orientation for the laser etalons and saving the corresponding stepper motor po-
sitions in the computer. The computer then closed the laser shutters and indicated to the 
main DAQ system, via the TTL logic signals, that the target was unpolarized. While the 
target was unpolarized, the laser etalons would be adjusted and the quarter-wave plate 
would be changed, if necessary. The signal from the QMA would also be recorded. After 
the time for the unpolarized state had elapsed, the TTL logic signals would be changed to 
indicate an undefined target polarization, and the laser shutters would be opened. After a 
one-second pause to allow time for the shutters to react and for the target to be polarized, 
the TTL signals would be set to indicate the appropriate polarization. The QMA signal 
would again be recorded and the atomic polarization would be displayed. During 10% of 
the unpolarized states, the polarimeter shutter would be moved to block the atoms entering 
the polarimeter so that the background signal could be recorded. 
The other purpose of the target computer was remote control and periodic monitoring 
of the status of the target. The computer periodically recorded the hydrogen flow rate, 
the potassium temperature, the current in the target magnet, and pressures throughout 
the vacuum system, to give some examples. The target computer was also used to control 
the potassium temperature, hydrogen gas flow, and the RF discharge while the beam was 
circulating in the ring. To keep these operations independent of the polarization control, 
they were handled by a second graphical user interface. 
3.5 Results 
The data which are the subject of this work were taken during November 16-25, 1998. The 
excellent performance of the target during this period is indicated in Figure 3.5. The top 
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Figure 3.5: Results from the atomic polarimeter. The top panel shows the atomic fraction 
and the bottom panel shows the electron polarization measured by the atomic polarimeter 
during the November 1998 running period. The circles indicate hydrogen running and the 
crosses indicate deuterium running. 
panel of the figure shows the atomic fraction measured during the run, and the bottom panel 
shows the electron polarization of the atoms. The figure shows that the target can be used 
successfully in a nuclear physics experiment, because the polarization can be maintained at a 
nearly constant level over the duration of an experiment. It also shows that the polarization 
in both spin states has nearly the same magnitude. 
The data shown in Figure 3.5 were taken with a flow rate of 1 x 1018 atoms/sec for 
hydrogen and 7.2 x 1017 atoms/sec for deuterium. An admixture of 0.5% oxygen was added 
to the dissociator, and the temperature of the potassium reservoir was between 160° and 
170° C. The running period was split between hydrogen and deuterium running, with the 
hydrogen running used for calibration, to provide a fast indication that that target was 
polarized, and for background measurements. Figure 3.5 shows that the target can be 
changed from hydrogen to deuterium relatively quickly. 
The drop in the atomic fraction seen at the beginning of the experiment was caused by 
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increasing the potassium density in the spin-exchange cell in preparation to polarize the 
target. Potassium in the spin-exchange cell consistently has been observed to degrade the 
atomic fraction. Figure 3.5 also shows a general downward trend in the atomic fraction over 
the duration of the experiment which eventually would have limited the life of the source. 
The potassium reservoir was cooled before changing from hydrogen to deuterium or vice 
versa, and the atomic polarization was low immediately before and after each gas change 
because the potassium density was less than its typical value. The other features in the 
atomic polarization plot were caused by retuning of the lasers and optics or by decreasing 
the potassium density for accelerator down time. 
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Chapter 4 
Experimental Apparatus 
The essential features of the apparatus used to measure polarization observables in proton-
deuteron elastic scattering included a stored, polarized proton beam, an internal vector-
polarized deuteron gas target, and a large-acceptance detector system. The internal target 
was described in the previous chapter. The remaining components of the apparatus will be 
discussed in the present chapter. 
4.1 Polarized Beam 
The layout of the beam lines at IUCF is shown in Figure 4.1. The polarized proton beam 
was generated in the High Intensity Polarized Ion Source (HIPIOS) [60]. The beam was 
then accelerated to 15 MeV by the injector cyclotron and to 200 MeV by the main cyclotron. 
After being extracted from the main cyclotron, the beam was injected into the storage ring. 
The first part of HIPIOS was essentially an atomic beam source producing nuclear-
polarized hydrogen atoms, much like the sources described in Section 3.1.2. To produce 
a polarized proton beam, the atoms flowed into an ionizer which stripped the electrons 
from the polarized protons. The polarized protons were extracted from the ionizer and 
40 
Figure 4.1: The experimental areas at IUCF. In the present work, polarized protons were 
extracted from HIPIOS (1) and transported to the cyclotrons. The injector cyclotron (4) 
and then the main cyclotron (5) accelerated the protons to a final energy of 197 MeV. The 
protons were then stored in the Cooler Ring (13). 
accelerated into the beam line which transported them to the injector cyclotron. 
The laser-driven target was located in the G section of the Cooler Ring. When the target 
was running, beam was accumulated in the Cooler for two minutes. The beam current at 
the end of the injection period was typically 100 to 120 JJA. Data were taken for nearly 
five minutes, a period roughly equivalent to the beam lifetime. The main contribution to 
the beam lifetime was the thickness of the polarized target used in this experiment. With 
thinner targets, lifetimes of forty-five minutes or greater are possible. At the end of the 
data taking period, the beam was dumped from the ring and the opposite proton spin state 
was injected into the ring. 
The Cooler Ring was designed to have an acceptance of 357r JJm, however, the installation 
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of the target cell in the ring decreased this to 201r JJ-m. The minimum acceptance for 
successful operation of the Cooler is about l01r 11-m [48]. The horizontal and vertical beta 
functions in the G region of the Cooler were f3x = 1.839 m and {3y = 2.042 m, respectively. 
Because the beam was circulating in a storage ring, any time structures were on a scale of 
at least 1.9 MHz, the revolution frequency of the protons. The exception is the injection 
and decay of the beam on a time scale of 100 seconds or more. Coincidence experiments 
are possible with the stored beam because the event rate is less than 1 kHz, and thus the 
fraction of events due to false coincidences is less than 0.05%. 
The beam current in the Cooler was measured with a parametric current transformer 
(PCT) [61]. The PCT consisted of a set of nickel-iron toroidal cores wrapped around the 
beam line, so that the beam acted as a single turn primary winding. Some of these cores 
were part of a magnetic modulator which, when combined with the active transformer in 
a feedback loop, allowed current measurements at frequencies all the way down to DC. 
The PCT output signal was the voltage drop as the feedback current passed through a 
known resistor; this voltage was converted into a pulse chain before being sent to the data 
acquisition system, where the integrated beam current was recorded by a scaler. The ratio 
of charge per ~ount had been calibrated and was known to be linear, however the system had 
an offset zero which varied with time. The beam was dumped by moving a skimmer target 
into the beam line approximately 15 seconds before the beginning of the next injection cycle 
to allow a period of time for the zero offset to be measured. These features can be seen in 
the plot of a typical PCT signal during a fill, shown in Figure 4.2. The analysis of the offset 
measurements will be discussed in section 5.4. 
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Figure 4.2: The PCT output recorded during a typical 12 minutes of running. Note that 
the PCT indicates a beam current of about 17 J.LA when the ring is empty, at 50 s and again 
at 480 s on the horizontal axis. 
4.2 Polarized Target 
A section of the beam line in the G section of the Cooler Ring is shown in Figure 4.3. 
The target was mounted inside the scattering chamber, which is shown between the two 
holding magnet coils. The figure also shows the polarized source, the correcting magnets, 
the cryogenic pumps, and the atomic polarimeter. 
High vacuum is required in a storage ring to prevent the beam from decaying though 
interactions with residual gas in the beam line. Because deuterium gas was continuously 
flowing into the beam line, high-speed pumps were needed to maintain the vacuum and to 
keep the deuterium out of the other parts of the storage ring. This was accomplished with 
the six pumps labeled "cryo" in Figure 4.3 and an ion pump downstream from the apparatus 
shown in the figure. The pumping chambers were separated by conductance limiters, so 
tlrat while the scattering chamber had a pressure greater than 10-6 torr, the intermediate 
chambers had pressures typically in the range of 10-8 to 10-7 torr and the pressure in the 
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Figure 4.3: The beam line in the G section of the Cooler Ring. 
furthest upstream and downstream chambers was less than 10-9 torr. 
The magnetic holding field required by the target was provided by the holding magnet 
coils shown in Figure 4.3. To compensate for the bend in the proton beam caused by 
the holding field, two magnets were installed upstream of the target. The first correcting 
magnet is labeled in the figure; the second magnet was between the upstream pumping 
chamber and the scattering chamber. In this configuration, the effect of the target magnet 
was corrected before the beam reached the target, and the target magnet bent the beam 
back onto its standard orbit. The correcting magnets were designed with a goal of providing 
a system of three magnets whose strengths could be varied together without affecting the 
beam orbit elsewhere in the ring. 
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Figure 4.4: The detector system consists of a forward thin scintillator (b.E), two delay-line 
wire chambers (WC1 and WC2), and a stack of three thick scintillators (E) on each side 
of the beam line. Possible trajectories of an outgoing proton (p) and deuteron (d) are also 
shown. 
4.3 Detectors 
This experiment used a simple detector system consisting of scintillators for time of flight 
and particle identification and delay-line drift chambers for track reconstruction. The de-
tectors are shown in Figure 4.4. They were arranged symmetrically about the beam line to 
aid in the identification of false asymmetries, or the effects of the detector on the measured 
asymmetry. Each side of the detector had a thin scintillator and an array of thick scintilla-
tors arranged with a path length of approximately 150 em between them. The flight time 
between the scintillators was used to measure the particle momentum, and the relationship 
between flight time and the energy deposited in the thick scintillator array was used to 
distinguish deuterons from protons. Two wire chambers were used for tracking; they were 
located between the scintillators. 
The thin scintillators were 0.318 em thick, 9 em high and 73 em long pieces of BC400 
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plastic scintillator. At each end the scintillators were optically coupled to a light guide which 
was coupled to a Hammamatsu 8575 photomultiplier tube (PMT). The joints between the 
scintillators and the light guides formed a 45° angle. The thick scintillator array consisted of 
three bars of NE102 plastic scintillator with dimensions of 100 em x 10 em x 15 em. They 
were arranged to make a stack 45 em high and 10 em thick. This was thick enough to stop 
most of the reaction products. The highest energy protons were the exception; a proton with 
an energy of 117 MeV has a range of 10 em in plastic scintillator. These scintillator bars 
were optically coupled to AMPEREX 2240 PMTs on each end using hyperbolic light guides 
to optimize the timing characteristics of the scintillator array. The scintillator material 
is specified to have a rise time of 0.9 ns, a decay time of 2.4 ns, a pulse width of 2.7 ns 
(FWHM), and a light attenuation length of 160 em. In each detector arm there were also 
5 em x 10 em x 2 em scintillators with a single phototube which detected particles that had 
passed through the downstream ends of the thin scintilla tors. They were positioned between 
the thin scintillator and the frame of the front wire chamber. These "spin monitors" were 
intended to provide a fast measurement of the polarizations, but their data were not used 
in the analysis described here. 
The delay-line drift chambers used in this experiment were originally developed for a 
spectrometer at TRIUMF [62]. The active area of the chambers consisted of seven planes 
each 0.48 em apart. In order, these were a gas window foil, a mylar cathode foil, a wire 
plane, a second cathode foil, a wire plane with wires orthogonal to those in the first plane, 
a final cathode foil, and a second gas window foil. The chamber was filled with a mixture 
of approximately 65% argon, 35% isobutane, and 0.50% isopropyl alcohol. Each wire plane 
consisted of alternating anode and cathode wires, with a separation of 0.813 em between 
adjacent anode wires. The anode wires were soldered to a delay line which was read out at 
both ends of the plane. The delay between adjacent anode wires was '"" 2.2 ns. A histogram 
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Figure 4.5: The time difference between the two anode outputs for a single wire chamber 
plane. Each spike in the histogram represents one wire. 
of the difference in time between the two anode signals, Figure 4.5, shows that the wires 
were cleanly separated. So that drift time could be used to obtain more precise position 
resolution, the cathode wires were alternately connected to "odd" and "even" outputs. The 
cathode output with the larger pulse would indicate the side of the anode wire on which the 
charged particle passed, thus resolving the ambiguity in drift direction. This feature was 
not critical for the experiment. The anode time difference resulted in a position resolution 
of 0.5 em in each plane, and with a flight path of 90 em, the system had an angle resolution 
of 8 mr. The angle resolution was also degraded by multiple scattering of the reaction 
products as they passed through 0.051 em of aluminum (the walls of the target cell plus 
the vacuum window) and 0.318 em of scintillator before reaching the wire chambers; this 
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resulted in a typical angle uncertainty of 10 mr. The front wire chambers had 80 anode 
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wires in each plane for a total active area of 65 em x 65 em. The rear wire chambers had 
an active area of 90 em in the horizontal direction and 49 em in the vertical direction, or 
110 wires by 60 wires. 
4.4 Data Acquisition 
The data acquisition (DAQ) was controlled by a Hewlett-Packard workstation. The control 
and data acquisition for the polarized target were handled separately, as discussed in Section 
3.4. The electronics consisted of standard CAMAC and NIM modules. The CAMAC crate 
controllers were linked to a VME crate which handled the event-by-event data acquisition. 
The raw data were transmitted via Ethernet from the VME crate to the HP workstation, 
which ran IUCF's XSYS software. XSYS wrote the raw data to disk and performed the 
online analysis, which included filling raw pulse height and timing histograms for each PMT, 
sorting the events by the spin states of the beam and target, calculating the integrated beam 
current for each spin state, calculating asymmetries, and a variety of other tasks. 
There were two types of events in this experiment, scattering events and scaler events. 
The scattering events were triggered by a coincidence condition in the detectors, and when 
this occurred the VME processor would read out the signals from the detectors. The purpose 
of the scaler events was to monitor rates which were not recorded during the scattering 
events. Three LeCroy 4434 scalers were used to count the number of pulses from individual 
PMTs, the number of hits in each scintillator, and so on. The scaler events, which were 
triggered by a 1 Hz clock, recorded the data from these scalers. Both event types also 
recorded the beam and target spin states, which were encoded on logic signals controlled by 
the Cooler and target computers and read through a coincidence register. A Jorway trigger 
module located in a CAMAC crate was used to signal the VME processor that a trigger 
had been received. A trigger input also activated the trigger module's BUSY output, which 
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Figure 4.6: Electronics for a single scintillator element. 
was cleared by the VME processor after the data had been read out. 
A Jorway timer module was used for synchronization with the Cooler cycle. The Cooler 
computer would send a "start" signal, indicating that the ring had been filled and was ready 
for data acquisition. The timer was programmed to turn various logic signals on and off 
at the appropriate times. After the Cooler "start" was received, the Jorway timer would 
set a DAQ-enable signal, which prompted the DAQ system to begin recording scattering 
events. The Jorway timer also signaled the wire chamber power supplies to go to their full 
voltage. The DAQ-enable was turned off after 284 seconds, and then the wire chamber 
power supplies were signaled to go to half of their nominal voltages to prevent them from 
tripping during the subsequent injection. Finally, another logic signal caused a skimmer to 
be inserted into the beam line to kill the beam. 
The electronics for an individual scintillator are shown in Figure 4.6. The PMT output 
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was connected to a linear fanout, which made two copies of the pulse. One copy was 
transmitted to a LeCroy 2249W analog-to-digital converter {ADC), which measured the 
total charge in the pulse. The other copy was sent to a constant fraction discriminator 
(CFD). If the pulse height exceeded a threshold, a logic pulse was passed on to the mean 
timer, which formed an AND of the signals from opposite ends of a scintillator. More 
importantly, the mean timer's output pulse represented the average time of arrival of the 
two input pulses, so that dependence on the detector hit position was eliminated from the 
trigger. Another copy of the CFD output became the "stop" signal for a LeCroy 2228A 
time-to-digital converter (TDC). The CFD and mean timer outputs were also connected to 
scalers, so that the rates in individual PMTs and detectors could be monitored. 
The wire chambers were not used in triggering because of their slow response. The anode 
signals of the wire chambers were sent to a CFD, and if a pulse exceeded the threshold a 
timing pulse was sent to a TDC and also to a scaler. The readout of the cathode pulse 
heights caused an additional complication. Because the signals were small and the chambers 
had some noise, narrow ADC gates were required to give reasonable pulse height resolution. 
A copy of each cathode pulse was sent to a CFD to obtain a logic signal which could be 
used to correctly time the ADC gates. A logical AND of this signal and the trigger was 
used to form the narrow gates. 
The conditions which could generate a scattering event trigger are listed in Table 4.1. 
In short, a scattering event required a coincidence between a thin scintillator, one of the 
thick scintillators on the same side, and one thin or thick scintillator on the other side. A 
coincidence between the thin scintillators was caused cause either by an elastic scattering 
event or by a deuteron breakup event with both protons reaching the detector. Signals in 
the thick scintillator arrays on both sides but only in one thin scintillator resulted from 
a deuteron breakup event where a neutron was detected on one side, because the neutron 
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Trigger type Condition 
elastic event with left E ~EL+~ER+EL 
elastic event with right E ~EL+~ER+ER 
neutron on the left side ~ER+EL+ER 
neutron on the right side ~EL+EL+ER 
cosmic ray, left side ELO+EL1+EL2 
cosmic ray, right side ERO+ ERl + ER2 
left spin monitor ~EL+~ER+SL 
right spin monitor ~EL+~ER+SR 
Table 4.1: Conditions for a scattering event trigger. In the table, a signal in the left thin 
scintillator is indicated by ~EL, and a signal in the right thin scintillator by ~ER. The 
three detectors in the thick scintillator array of the left detector arm are ELO, ELl, and 
EL2, and EL refers to a signal in any one of these. The corresponding signals in the right 
detector arm are ERO, ERl, ER2, and ER. The left and right spin monitors are SL and SR. 
would not interact with the thin scintillator. The thick scintilla tors have a neutron efficiency 
of about 10%. A cosmic ray trigger, which required a coincidence between all three thick 
scintillators in a stack, was also included. The trigger logic used a pair of LeCroy model 
2365 programmable Octal Logic Modules (OLM). The eight outputs of the OLM are a 
user-chosen logical combination of some or all of the eight inputs. The first OLM took the 
mean-timer signals from the six thick scintillators and produced both an AND and an OR 
of the three detectors in each stack. These outputs were sent to the second OLM, and the 
signals from the thin scintillators and the spin monitors were transmitted to the remaining 
inputs. The second OLM produced the eight triggers shown in Table 4.1 as its outputs. 
Another logical OR combined these triggers to form the "Fast-OR" signal. The Fast-OR 
became the scattering event trigger if the DAQ-enable bit was set and the Jorway BUSY 
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was not active. The scattering event trigger was also used to generate ADC gates and TDC 
start signals. The Fast-OR was recorded by a scaler regardless of the state of the Jorway 
BUSY so that the dead time of the experiment could be measured. 
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Chapter 5 
Data Analysis 
After the nuclear scattering data were acquired, the final step was to extract the spin 
observables. The details of this analysis are discussed in the present chapter. Essential 
topics include the detector calibrations, calculations of asymmetries, and measurements 
of polarizations and backgrounds. The systematic errors will be summarized in the final 
section. 
5.1 Detector Calibration 
5.1.1 Wire Chambers 
To determine the trajectory of a scattered particle from the wire chamber data, the locations 
of the wires and the relationship between the anode time difference and wire number were 
determined. For the wire planes with vertical wires, relating anode time difference to wire 
number was straightforward because each wire was illuminated. This could be seen when 
the abscissa of a time difference spectrum such as Figure 4.5 was expanded to cover the 
entire length of the wire plane. Such a spectrum for one of the front chambers showed 
80 peaks, and 110 peaks could be counted in the spectra for the rear chambers. The 
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task was more complicated for the planes with horizontal wires since not all of the wires 
were illuminated. At the same time it was less critical because those planes primarily 
determined the azimuthal angle, which was less important for this experiment. The ratio 
of time difference to distance along the chamber plane could again be determined from the 
time difference spectra for each plane. Data from an alignment run were used to determine 
the vertical position of the illuminated wires. 
The location of the wire chambers was specified by reference to an experimental coor-
dinate system. In standard nuclear physics coordinates, the z axis is parallel to the beam 
momentum, the y axis is normal to the scattering plane, x is the other axis which spans the 
scattering plane, and X: x y = z. Due to the acceptance of the detector system, the present 
experiment was only sensitive to events in which the particles were scattered near the hor-
izontal plane. Therefore the x axis for the experimental coordinate system was defined to 
be horizontal and the positive y axis pointed upwards. The spherical polar coordinates () 
and ¢ were used to describe the trajectories of the scattered particles, with subscripts to 
indicate whether the track was in the left (L) or the right (R) detector arm. As usual, () 
was the polar angle and ¢ was the azimuthal angle. The acceptance of the detector system 
included the polar angles 28° < ()L < 60° and 29° < ()R < 61° and also -11° < ¢L < 13° 
and 167° < ¢R < 193° in the azimuthal angle. 
The wire chamber positions were measured to provide an initial estimate of their loca-
tions, but the final determination of the wire locations used alignment data. These data 
were acquired from an unpolarized hydrogen target with the target's magnetic holding field 
turned off. Because such data consisted primarily of proton-proton elastic scattering events 
with straight particle trajectories, there was a precise correlation between the scattering an-
gle; of the two outgoing particles. The tracks on either side of the target also were required 
to trace back to the same position in the target. Only the z coordinate of that position was 
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Figure 5.1: Correlation between polar angles of the left and right tracks in proton-proton 
elastic scattering. The polar angle measured for the left track is ey:eas, and the angle that 
would be expected in the left detector arm based on the measured polar angle of the right 
track is Oialc. Note that the background is nearly three orders of magnitude less than the 
peak. 
relevant, however, because the target was smaller than the detectors' resolution for the x 
and y coordinates of the vertex. The corrections to the wire locations were determined by 
checking histograms such as opening angle spectra and vertex positions and then finding the 
adjustments which would correct these spectra using a grid-search method. The position 
of the vertical wires was most sensitive to the opening angle spectrum and the difference 
in the positions where the two tracks cross the target. Calculations of these spectra using 
the final wire locations are shown in Figures 5.1 and 5.2, respectively. The height of the 
horizontal wires was best constrained by requiring that the two tracks were coplanar, i.e. 
that ¢R- ¢L = 180°, and that they crossed the x = 0 plane at y = 0. The final calculations 
of these spectra are shown in Figures 5.3 and 5.4. Figure 5.5 shows the vertex distribution 
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Figure 5.2: Horizontal vertex alignment. The z coordinates where the tracks from the left 
and right detector arms pass through the x = 0 plane are ZL and ZR, respectively. 
along the z axis. The spectrum is approximately triangular, which is the expected density 
distribution for a tube that is fed in the center and open at the ends. Some of the deviation 
from a triangular shape is due to the dependence of the detector solid angle on the position 
of the vertex.· The deviation of the peak from z = 0 could also be due to a misalignment 
of the reference measurements. The absolute measurement of the vertex is not a critical 
component of the experiment because it does not affect the measured angles. The hori-
zontal corrections applied based on the alignment data amounted to 3.2 em for the front 
chambers and 0.5 em for the rear chambers. Most of the correction for the front chambers 
and all of the correction for the rear chambers was parallel to the wire planes, which could 
be attributed to a failure to understand the exact locations of the wires within the chamber. 
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Figure 5.3: Azimuthal opening angle for proton-proton elastic scattering events. 
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Figure 5.4: Vertical vertex alignment. The abscissa is they coordinate where a track from 
the left detector arm crosses the x = 0 plane. 
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Figure 5.5: Target density profile. This spectrum is the vertex distribution along the z axis. 
5.1.2 Scintillators 
The scintillators were used primarily for triggering and particle identification (PID). The 
primary PID cut was based on the relationship between the time of flight between the 
scintillators and the energy deposited in the thick scintillator, shown in Figure 5.6. This 
figure shows data from the middle of the thick scintillators in the left detector arm. The 
deuterons are clearly separated from the protons, and a line indicates the deuteron cut 
which was used. The "hook" in the proton locus at large energy and small time of flight is 
due to the highest energy protons passing completely through the scintillator. 
Because the scintillators had a photomultiplier tube (PMT) at each end, the simplest 
way to determine the time of a particle's flight between the front (thin) and rear (thick) 
scintillators was to subtract the sum of the PMT times for the front scintillator from the 
equivalent quantity for the rear scintillator. Using the sum of the times at each end of 
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Figure 5.6: The primary particle identification cut. The energy deposited in the center of 
the three thick scintillators in the left detector arm is plotted versus time of flight. The size 
of the boxes is proportional to the logarithm of the number of counts in each bin. See the 
text for further discussion. 
a scintillator minimized the dependence on the hit position in the scintillator, so that a 
correction for the propagation of light down the length of the scintillator was not important. 
The energy measurement in the PID cuts was the geometric mean of the ADC signals from 
the two PMTs on the thick scintillator, which again should be independent of hit position 
in the scintillator. An analysis of the thick scintillator data, however, indicated that the 
energy signals were not linear. It was therefore impossible to make a calibration of the actual 
energy deposited in the scintillator. As a result, rather than attempting to match the gains 
of the phototubes offline, a different PID cut was specified for each of the thick scintillators. 
Figure 5.6 shows events with zero time of flight because the "raw time of flight" results 
were used to make the PID selections. In particular, the important correction for different 
cable lengths between the two scintillators and the corresponding TDC's was not applied. 
59 
It was not important for PID because it is a constant for each of the thick scintillators. 
This correction was needed to measure the momenta of the scattered particles. Because the 
momenta were only used in the analysis of the deuteron target polarization, that calibration 
is discussed in the appendix. 
5.2 Polarized Elastic Scattering 
5.2.1 Polarized Nucleon-Nucleon Scattering 
When a spin 1/2 beam and spin 1/2 target are polarized perpendicular to the scattering 
plane, the differential cross section is modified [63] to 
dO" [dO" ] df! (0) = df! (0) (1 ±pbAoono ±ptAooon + PbPtAoonn) 
unpol 
(5.1) 
where Pb and Pt are the beam and target polarizations and the positive and negative signs 
refer to scattering to the left and right, respectively. The beam and target analyzing powers 
are Aoono and Aooon· In the notation of Bystricky, the first two indices indicate that the 
polarizations of the scattered particles are measured, with "0" indicating no measurement. 
The third and fourth indices represent the polarizations of the beam and target, respectively; 
"n" means normal to the scattering plane and "0" means it is not polarized. The analyzing 
powers are a measure of the degree of left-right asymmetry caused by a polarized beam or 
target. The spin correlation parameter Aoonn is a measure of the asymmetry between beam 
and target spins parallel and anti-parallel. 
The yield Y of events recorded in the detector is the product of the differential cross 
section, the solid angle ~n covered by the detector, the total charge Q passing through 
the target, the detector efficiency r, and the target thickness t. The target thickness is the 
integral of the target density along the path of the beam through the target. The event 
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yield in the left detector arm when both beam and target are spin up can th11s be written 
Yt1(£1) = rft(e) ttt Qtt ~nft(e) [:~(e)] (1 + PbAoono + PtAooon + PbPtAoonn). (5.2) 
unpol 
Here the first and second subscripted arrows represent the polarization of the beam and 
target, respectively, and the superscript represents the detector arm. The charge and tar-
get thickness clearly do not depend on which detector arm recorded the event. It was also 
assumed that the target thickness, the detector efficiencies, and the solid angle were con-
stant or slowly varying compared to the polarization reversal times. The systematic error 
associated with this assumption will be discussed in Section 5.4. 
When symmetric detectors are used, an asymmetry can be calculated between left and 
right detectors. With an unpolarized target, the event yields are 
(5.3) 
(5.4) 
Before the asymmetry is calculated, the yields are corrected for the detector solid angles and 
efficiencies. The corrected yield will be indicated by a script Y, and here Yf = YJj(q~ni). 
Then 
Yf = Ytpol(l + PbAoono) 
Yf = Ytpol(l- PbAoono) 
where the other factors have been combined in a normalization constant 
ytnpol =: ttQt [ dCT (e)] . 
dD unpol 
The raw asymmetry is then 
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(5.5) 
(5.6) 
(5.7) 
Thus the product of the beam polarization and the analyzing power is obtained from exper-
imental data. There are two problems, however, with using a left-right asymmetry. First, 
the detector solid angles and efficiencies are not trivial to calculate, and second, a spin 
correlation parameter cannot be obtained from this asymmetry. 
Another solution is to form an asymmetry between different spin states. In this case 
the yields must be corrected for the total charge accumulated in each spin state, so Yft = 
YB:fQtt and so on. Because the target thickness, the solid angle, and the detector effi-
ciency are assumed to be independent of the spin states, they will be combined into the 
normalization 
Yt = rL t .6-nL [dO' (e)] 
d!1 unpol 
which will cancel when the asymmetry is calculated. The beam and target polarizations 
are assumed to have the same magnitude in each spin state, so the yields are 
Yft = Yt(l + PbAoono + PtAooon + PbPtAoonn) 
Yft = Yt(l + PbAoono- PtAooon- PbPtAoonn) 
Yft = Yt (1 - PbAoono + PtAooon - PbPtAoonn) 
Yh_ = Yt(l- PbAoono- PtAooon + PbPtAoonn)· 
These equations can be solved to obtain three asymmetries: 
Yft + Yf~ - Yft - Yh_ 
E"beam = yL + yL + yL + yL = PbAoono 
tt H H U 
Yft - Yft + Yft - Yh_ 
E"target = yL + yL + yL + yL = PtAooon 
tt H H U 
Yft. - Yft - Yft + Yh_ 
E"s.c. = yL + yL + yL + yL = PbPtAoonn· 
tt H H U 
(5.8) 
(5.9) 
(5.10) 
(5.11) 
(5.12) 
(5.13) 
(5.14) 
Note that the beam asymmetry was calculated by averaging over the target polarizations, 
and so on. The spin observables can be computed from these asymmetries if the polariza-
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tions are known. Alternatively, the polarizations can be calculated if the spin observables 
are known. 
5.2.2 Polarized Nucleon-Deuteron Scattering 
For the case of nucleon-deuteron elastic scattering, where the beam is spin 1/2 and the 
target is spin 1, the modification of the differential cross section is, using the notation of. 
0 hlsen [ 64], 
(5.15) 
Here the analyzing powers are denoted by A, the spin correlation parameters are denoted by 
C, and the superscripts differentiate between quantities for the beam (B) and the target (T). 
The subscript y indicates that the polarization is defined with respect to they axis, normal to 
the scattering plane. The double subscripts in P~y and A~y represent tensor polarization or 
a tensor analyzing power. The vector-vector spin-correlation parameter Cy,y is a measure of 
the asymmetry between vector polarizations parallel and anti-parallel, and the vector-tensor 
spin correlation parameter Cyy,y is a measure of the asymmetry associated with changing 
the relative sign between the vector polarization of the beam and the tensor polarization 
of the target. As discussed in Section 3.2.3, the tensor polarization is positive for either 
sign of the vector polarization if the deuterium is in spin-temperature equilibrium, so an 
unpolarized target state was added to the spin-flip sequence of the experiment to disentangle 
the vector and tensor asymmetries. The corrected yields for the six spin states are 
L L 3rT 1TT BB 3BT 1BT Ytt =Yo (1 + 2,Py Ay + 2,PyyAyy + Py Ay + 2,Py Py Cy,y + 2,Py PyyCyy,y) (5.16) 
Yfo = Yt(1 + P: A:) (5.17) 
L L 3rT 1TT BB 3BT 1BT Yn. =Yo (1 - 2,Py Ay + 2,PyyAyy + Py Ay - 2,Py Py Cy,y + 2,Py PyyCyy,y) (5.18) 
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L L 3 T T 1 TAT B AB 3 B TC 1 B T C ) Y.t.t =Yo (1 + 2Py AY + 2Pyy YY- Py y - 2Py Py y,y- 2Py Pyy yy,y 
Yfo = Y~(l- P~ A~) 
L L 3 T T 1 T AT B AB 3 B T C 1 B T C ) YH =Yo (1- 2Py Ay + 2Pyy yy- Py y + 2Py Py y,y- 2Py Pyy yy,y 
and these equations can be solved to obtain the following asymmetries: 
BAB Ebeam = Py y 
3 T T 
Etarget = 2Py Ay 
3 B T 
Es.c. = 2Py Py Cy,y· 
(5.19) 
(5.20) 
(5.21) 
(5.22) 
(5.23) 
(5.24) 
Following convention, in this work the deuteron vector analyzing power is expressed in 
spherical tensor notation as iTu = ( J3/2)A; and the superscript on the proton analyzing 
power is dropped, Ay = A:. 
Asymmetries due to the tensor polarization could also be extracted, but the tensor 
polarization was too small to allow tensor observables to be measured. The size of the 
tensor polarization based on the measured vector polarization and the assumption of spin-
temperature equilibrium is discussed in Section 5.5. To verify that the tensor polarization 
had no effect on the data, asymmetries were also calculated by ignoring the unpolarized 
target data and assuming that the tensor polarization was zero. In other words, the asymme-
tries given in Equations (5.22)-(5.24) were calculated by simultaneously solving Equations 
(5.16), (5.18), (5.19), and (5.21) with P;y = 0. This caused negligible differences ( < 1%) in 
the final results for iT11 and Cy,y. 
5.3 Analysis Methods and Data Quality 
The data presented in this work were acquired during a ten-day period in November 1998. 
The deuterium target data acquired during this time was divided into twelve runs. The 
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target was relatively stable and the proton beam was not tuned during these runs. Because 
of the stable conditions, the beam and target polarizations should be reasonably constant 
during each run even though there were variations in the polarizations from run to run. 
Table 5.1 lists the deuterium runs along with the four hydrogen runs used for calibration 
and background subtraction. 
The offiine analysis treated each run as a separate measurement. Beam and target po-
larizations were calculated for each run. The asymmetry in the deuteron yield was measured 
separately in each detector arm. Although the trigger required a signal in a scintillator in 
the opposite detector arm, only information from the arm which tracked the deuteron was 
used to select events included in the pd elastic asymmetry calculations. With the asymme-
tries and polarizations known, the spin observables could be calculated. The results from 
the two detector arms were averaged, and then the average of the twelve runs was calculated 
to obtain the final result. 
To verify the quality of the data and to show that the detectors were understood, 
the results of the two detector arms were compared. The comparison of the asymmetries 
due to the proton polarization in the pd elastic channel is shown in Figure 5.7. Here the 
asymmetries were averaged over 65° < Ocm < 115°, and the variations in the asymmetry 
were due to changes in the beam polarization. The figure demonstrates that essentially the 
same results were obtained from each detector arm. 
5.4 Luminosity Normalization 
To properly normalize the event yields in the different spin states, the integrated charge in 
each spin state was measured. The charge measurement will be discussed in this section, as 
will the study of the systematic error in the measured asymmetry due to uncertainties in the 
luminosity measurements. This systematic error encompasses not only possible errors in the 
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run target start duration total 
number gas time (hh:mm) charge (C) 
H1 H 11/17 02:54 12:50 0.42 
1 D 11/18 00:19 5:25 0.43 
2 D 11/18 16:47 7:30 0.60 
3 D 11/19 04:25 5:15 0.41 
4 D 11/19 17:26 4:37 0.53 
5 D 11/19 23:50 7:45 0.84 
H2 H 11/20 16:49 5:10 0.33 
6 D 11/21 10:36 6:30 1.04 
7 D 11/21 18:27 8:50 1.09 
8 D 11/22 03:21 8:10 1.06 
9 D 11/22 13:54 6:20 0.55 
10 D 11/22 22:18 6:00 0.69 
11 D 11/23 04:31 8:15 0.82 
12 D 11/24 02:02 4:05 0.41 
H3 H 11/24 12:16 8:05 0.75 
H4 H 11/24 20:23 10:50 0.75 
Table 5.1: Breakdown of data runs presented in this work. 
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Figure 5.7: Comparison of pd elastic scattering asymmetries measured in the left and right 
detectors during the 12 deuterium runs. 
beam current measurements, but also fluctuations in target thickness or detector efficiency 
which would lead to errors in correcting the observed yields for the total luminosity in each 
spin state. The beam current was measured by a parametric current transformer (PCT), 
as discussed in Section 4.1, and the results were corrected for the PCT offset and for the 
dead time of the electronics. Because the scaler events contained the data needed to make 
the dead time corrections, the spin states were separated by scaler events to obtain an 
accurate luminosity measurement. In other words, if the target state changed between 
two consecutive scaler events, all scattering events between those two scaler events were 
considered to have an undefined target spin state. 
A dead time correction was necessary because the data acquisition system was not active 
while the VME processor was reading an event, and therefore the charge which passed 
through the target during that interval should not have been counted. This correction was 
applied at each scaler event by multiplying the total current measured since the previous 
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Figure 5.8: Fits to the PCT output. The solid line shows the actual PCT output during a 
fill. The dotted line is a line fit to the offset measurements. The dashed curve shows the 
sum of the fitted offset plus the exponential function which was fit to the PCT data during 
the decay of the beam. 
scaler event by the ratio of scattering events read out to scattering triggers received. The 
dead time correction was typically 12%. As a check, the luminosity calculated in this way 
was compared to the luminosity calculated by making the correction only once for each 
run. To make the correction after the entire run had been analyzed, the charge measured 
in each spin state during the run was multiplied by the ratio of total events acquired to 
total triggers received for that spin state. The difference between these two corrections was 
negligible. 
The PCT offset was calculated by fitting a line to the offset measurements before and 
after a fill, subtracting the fitted line from the PCT measurements during the fill, and fitting 
the difference to an exponential decay. The total accumulated charge was then calculated 
from the fitted exponential decay function. Figure 5.8 shows the result of fitting these 
fun'l:tions to the PCT offset measurements during a fill. 
To check the accuracy of the PCT offset correction and to verify that the target thickness 
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and detector efficiencies did not have any significant short-term fluctuations, the deuterium 
target data was divided into two halves and the asymmetry in the proton yield between the 
two halves was calculated. This asymmetry can be written 
yL,A _ yL,B 
E- tt tt 
- yL,A + yL,B' 
tt tt 
(5.25) 
where Yf+A and Yf+ 8 are the yields of protons during periods A and B, respectively, cor-
rected for the total charge accumulated. This asymmetry should equal zero, and a deviation 
would indicate an error either in the measurement of the total charge, perhaps due to an 
error in the PCT offset correction, or in the assumption that the target thickness and de-
tector efficiencies are constant. The data were divided up by assigning two fills to group A 
and the next two to group B, and so on, in an attempt to mimic the time scale on which 
the spin states change. The test was again performed by assigning four fills to group A 
and the following four to group B; the division of the data is essentially arbitrary. The first 
time this test was performed, the deviations led to the discovery of a four minute period of 
exceptionally high dead time which had previously been overlooked and which was skewing 
the measurement of the total charge. Once this time period had been eliminated from the 
analysis, the result shown in Figure 5.9 was obtained. This graph shows twelve different 
asymmetry calculations because there were a total of six spin states multiplied by the two 
detector arms. The deviation from zero is more than would be expected from the statistical 
errors in the data, in particular x2 = 19.4 and there are 12 degrees of freedom. For this 
reason a systematic uncertainty of ±0.001 was assigned to the raw asymmetry. 
5.5 Polarization Measurements 
The beam and target polarizations can be measured using a nuclear scattering reaction if 
the analyzing powers for the reaction are known. One simply measures the asymmetries 
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Figure 5.9: False asymmetry measurements. These results were obtained by dividing the 
deuterium target data into two halves and calculating an asymmetry between the two halves 
for data with the same spin configuration. A separate asymmetry is calculated for each beam 
and target spin state and for each detector arm. 
and applies Equations (5.12-5.14). In the case of the hydrogen target, the analyzing powers 
for proton-proton elastic scattering are well understood due to the large number of low-
energy two-body scattering data which have already been accumulated. To calculate the 
beam and target polarizations, asymmetries were calculated for 18 angle bins in the range 
31.5° < 0 < 57.3°, as shown in Figure 5.10. The beam and target polarizations were fit 
to these asymmetries with analyzing powers from the partial-wave analysis in the SAID 
database (65]. The results of the fit are also shown in Figure 5.10. To ensure that only 
proton-proton elastic scattering events were used in the analysis, an event was required to 
pass several cuts before it would be included in the calculation of the asymmetries. Typical 
cuts on the relationship between the outgoing proton angles were 1.44 < OL +OR < 1.6 and 
3.06 < ¢R - ¢L < 3.22. The tracks were also required to originate in the target by cuts 
on yv and zv, the coordinates where the track crossed the x = 0 plane. These cuts were 
lzll < 18, lz}ll < 18, IYll < 3, IYill < 3, and -5 < zr - z}l < 6. An asymmetric cut on 
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Figure 5.10: Asymmetries in pp elastic scattering. The asymmetries due to the beam and 
target polarization and between paFallel and antiparallel polarizations are shown in the top, 
center, and lower panels, respectively. The data were acquired in about 75 minutes and 
include statistical error bars. The curves are fits of the beam and target polarization to 
the observables in the SAID database. The results of the fit are PB = 0.70 ± 0.02 and 
PT = 0.173 ± 0.007. 
the position difference was used because the effect of the magnetic field was not included in 
the analysis. Unpolarized target data, which were acquired while the potassium heater was 
turned off, were also analyzed. The results, shown in Figure 5.11, show that the analysis 
can reproduce a known polarization. 
The beam and target polarizations for the hydrogen target running period are shown in 
Figure 5.12. The target polarizations are approximately 80% of the product of the atomic 
electron polarization and the atomic fraction shown in Figure 3.5. Thfs implies that the 
nuclei in molecules are unpolarized and that the nuclear polarization is diluted, perhaps 
71 
E 
>-(/) 
0 
E 
0 
Q) 
..0 
E 
>-(/) 
0.1 
0.0 
-0.1 
0.05 
0 
-0.00 
0) 
I... 
0 
-
-0.05 
0.05 
I... 
I... 
0 
0 
-0.00 
c 
a. 
(/) 
-0.05 
30 
+-!' :II 'I!·T 
.tl 'TT:,II +I '+ 
! ·-I ~•••~ : '· ~ l.Ll :··· ll l • ~ 1 
40 50 60 
lab angle 
Figure 5.11: Asymmetries in ifp elastic scattering. The symbols are identical to those 
of Figure 5.10. The target and spin-correlation asymmetries are consistent with zero as 
expected. Fitting the beam and target polarizations yielded PB = 0.72 ± 0.03 and PT = 
-0.002 ± 0.005. 
due to depolarization on the walls of the storage tube while the hydrogen is in the target 
or due to diffusion of H2 molecules from the scattering chamber into the target cell. 
During the deuterium target running, the beam polarization was measured using proton-
deuteron elastic scattering. The proton analyzing power in this reaction has been measured 
at a lab energy of 198.6 MeV and Olab = 42.6° in another experiment at IUCF [66], and 
this result was used to determine the beam polarization for the present experiment. This 
measurement used the standard cuts to identify proton-deuteron elastic scattering which 
are discussed in Section 5.6. 
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Figure 5.12: Beam and target polarization during hydrogen target running. 
The polarization of the deuteron target was measured using the breakup reaction J(p, 2p). 
The vector-vector spin correlation parameter for breakup events with neutron momentum 
JPnl < 60 MeV /c was calculated using the plane wave impulse approximation (PWIA). 
Details of this calculation are discussed in the appendix. 
The measured beam and target vector polarizations are shown in Figure 5.13. The 
deuterium target had a smaller nuclear vector polarization than the hydrogen target, even 
though approximately the same electron polarization was measured with both targets. Be-
cause the only difference between the processes of polarizing the two isotopes is in the 
transfer of spin to the nucleus, the natural conclusion is that the deuterium target did not 
reach spin-temperature equilibrium. It was expected that it would be more difficult to 
reach spin-temperature equilibrium with deuterium because the critical fields are 11.7 mT 
for deuterium and 50.7 mT for hydrogen. While the estimates in Section 3.3.1 suggest 
that deuterium atoms remain in the spin-exchange cell seven times longer than the time 
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Figure 5.13: Beam and target vector polarization during deuterium target running. 
scale for reaching spin-temperature equilibrium, these results indicate that a more detailed 
consideration of the relevant processes is needed to predict the deuteron vector polarization. 
Although laser-driven deuterium targets have non-zero tensor polarization in addition 
to vector polarization, in this experiment the tensor polarization was negligible. Based on 
the assumption of spin-temperature equilibrium of the deuterium atoms, a deuteron vector 
polarization Py = 0.1, and an atomic fraction of 0.5, the tensor polarization is estimated to 
be Pyy ~ 0.015. This estimate assumes that the nuclei in molecules were unpolarized, or that 
the total vector polarization is a combination of nuclei in atoms with Py = 0.2 and nuclei in 
molecules with Py = 0. Because the system was not in spin-temperature equilibrium, this 
estimate is an upper limit. The precision of the experiment was therefore not adequate to 
measure tensor asymmetries. 
The target vector polarization has a systematic error of 13% due to the uncertainty 
in the PWIA calculation of the observables. As shown in the appendix, this error was 
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estimated from the discrepancy between the measurement of the beam polari~ation using a 
PWIA calculation of the beam analyzing power in d(p, 2p) and the measurement using the 
known analyzing power for pd elastic scattering. 
5.6 Background Subtraction 
An analysis of the hydrogen target data showed a significant number of tracks which were 
identified as deuterons. Figure 5.14 shows a vertex distribution along the z axis obtained 
by extending the deuteron tracks back to the point where they cross the x = 0 plane. 
The dashed histogram was obtained using only the deuteron PID cut described in Section 
5.1.2. For comparison, the solid histogram shows deuterons recorded from a deuteron target. 
The two histograms are normalized based on the charge which passed through the target. 
The high rate of events originating at the downstream end of the aluminum storage tube 
(z = -20 em) suggests that deuterons were being produced by an interaction between 
the proton beam and the storage tube. Whatever the source of this background, it was 
necessary to either eliminate it by cuts or subtract it from the deuteron yield. 
Because the energy of the outgoing deuteron from an elastic scattering event is directly 
related to the scattering angle of the deuteron, there is a specific relationship between the 
deuteron lab angle and the energy deposited in the front and rear scintillators. Figure 5.15 
shows the correlation between the angle and energy deposition, as well as the tight cuts 
which were placed around the areas with a high density of observed events to suppress the 
background. After eliminating events in the hydrogen target data which did not meet these 
cuts, the dotted histogram in Figure 5.14 was obtained. The additional cuts rejected more 
than 75% of the background while the yield observed from the deuterium target dropped 
by only 8%. After this cut, the background represented approximately 2% of the deuteron 
signal in the worst case. 
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Figure 5.14: Vertex distribution for deuterons. The solid histogram shows deuterons from 
a deuteron target and the dashed histogram shows deuterons from a proton target, both 
with only the deuteron PID cut discussed in Section 5.1.2. The dotted histogram shows 
proton target data with the background substantially reduced due to the addition of the 
cuts discussed in the text. 
Because some deuterons remained in the hydrogen data after those cuts, a background 
subtraction was performed. The ratio of background deuteron yield to integrated beam 
current was calculated for each of the four hydrogen runs. A separate background was 
calculated for each side of the detector and for each beam spin state. The target spin 
state was assumed to be irrelevant, since the deuterons were assumed to originate from 
interactions with the aluminum. As an illustration, the background in one angle bin is 
shown in Table 5.2. The variation in the background rate was not surprising because 
the background was assumed to be the result of interactions with the aluminum. The 
background rate would thus be expected to depend on details of the beam size and shape 
which were not measured. 
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Figure 5.15: Cuts for background suppression. These plots show the correlation between 
the energy deposited in the front (upper panel) and rear (lower panel) scintillators and 
the deuteron lab angle for events which passed the previously discussed deuteron PID cut. 
The lines drawn around the loci with the highest density of events indicate the cuts which 
were added to suppress the background. In these plots, the size of the boxes represents the 
logarithm of the counts in each bin. 
left arm right arm 
run number spin up spin down spin up spin down 
H1 0.27 ± 0.11 0.15 ± 0.09 0.40 ± 0.13 0.50 ± 0.16 
H2 0.99 ± 0.25 1.07 ± 0.25 0.74 ± 0.21 1.37 ± 0.29 
H3 0.96 ± 0.16 0.65 ± 0.13 0.55 ± 0.12 0.98 ± 0.16 
H4 1.00 ± 0.16 0.78 ± 0.15 0.93 ± 0.15 0.53 ± 0.12 
Table 5.2: Background in the 85° < Ocm < 90° angle bin. The normalized yields are 
shown for the four background runs, separated by detector arm and beam spin state. The 
entries indicate the number of deuterons per Coulomb of integrated beam current, and 
statistical errors are shown. Because of the wide variation between the different hydrogen 
runs, determining the absolute background rate during any particular deuterium run is 
difficult. 
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Ay iTn Cy,y 
luminosity correction 0.0016 0.006 0.01 
background subtraction < 0.003 < 0.002 < 0.002 
particle identification < 0.005 < 0.008 < 0.01 
beam energy 0.003 0.003 0.004 
angle measurement 0.007 0.004 0.003 
sum of the above 0.010 0.011 0.015 
polarization (relative) 1.2% 13% 13% 
Table 5.3: Systematic error budget for the experiment. 
The spin observables were calculated using each of the four possible backgrounds. The 
final results presented in this work are the average of the results obtained using each of the 
four backgrounds. In the worst case, the variation among the four results was comparable 
to the size of the background correction. The systematic error due to the background 
correction was conservatively assigned to be equal to the difference between the final result 
and the result obtained with no background subtraction, or ±0.003 for Ay and ±0.002 for 
iTn and Cy,y· 
5. 7 Systematic Errors 
The sources of systematic error, along with the magnitude of the contribution from each 
source to each observable, is shown in Table 5.3. The error due to the background subtrac-
tion has already been discussed. The error in the luminosity correction was obtained from 
the error in the raw asymmetry discussed in section 5.4; for example, the contribution to 
Ay is the error in the raw asymmetry divided by the average beam polarization. The contri-
bution from the uncertainty in the beam energy was determined by examining theoretical 
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calculations of the spin observables at 190 MeV and 200 MeV proton energy to estimate the 
effect on the observables of a 1 MeV energy shift. The 13% error in measuring the target 
polarization, discussed in the appendix, leads to a 13% uncertainty in the normalization 
of iTn and Cy,y· The normalization error in Ay is 1.2%, primarily due to the statistical 
precision of the measurement of the beam asymmetry in the present experiment. 
The systematic error associated with the particle identification (PID) cut was deter-
mined by analyzing the data with a much tighter deuteron cut. In particular, the width 
of the cut applied to identify deuterons was shrunk to 40% of that indicated in Figure 5.6 
and the asymmetries were then recalculated. The systematic error was estimated to be less 
than the difference between the results with the tighter PID cut and the standard PID cut. 
This difference was ±0.005 for Ay, ±0.008 for iTn, and ±0.01 for Cy,y· 
The magnetic field's effect on the beam and the reaction products was another potential 
source of systematic error. The beam entered the target bent by approximately 15 mr 
from the undeflected orbit and that bend was essentially corrected by the target magnet. 
This would have caused a systematic angle shift of 15 mr between events occurring at the 
upstream and downstream ends of the target. However, the bending of the reaction products 
in the magnetic field caused a shift in the opposite direction. For deuterons, the net effect 
was an error in the measured scattering angle of less than ±4.5 mr, depending on the 
scattering angle and the location of the event in the target. The error in the measurement 
of a proton scattering angle varied from zero to 10 mr. This has a negligible effect on 
the measurement of the target polarization, because the spin-correlation parameter for the 
breakup reaction, upon which that measurement relies, is nearly independent of angle. 
The bending of the protons does lead to an error of 5 MeV /c in the reconstruction of the 
momentum of an undetected neutron, which is small compared to the cut at 60 MeV jc. 
The dominant source of error in the angle reconstruction is the uncertainty in the mea-
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surements of the detector positions. This is believed to be not more than 10 mr, based on 
the reconstruction of the maximum angle at which the products of proton-proton elastic 
scattering are stopped in the thick scintillators. This angle is essentially identical in both 
the left and right detector arms, which suggests that there are no major problems with 
angle reconstruction. To determine the effect of a 10 mr error on the results, the data 
were analyzed with the angle measurements shifted by 10 mr. This shift was applied with 
opposite signs in the two detector arms to account for the accuracy of the opening angle 
measurements indicated in Figure 5.1. This analysis showed a change of up to 0.007 in Ay, 
of 0.004 in iTn, and of 0.003 in Cy,y· These values were then assigned to be the system-
atic error contribution due to the angle reconstruction, whether from errors in the detector 
survey or from the ±4.5 mr bending of the deuterons by the target magnet. 
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Chapter 6 
Results 
The results of this work are shown in Figures 6.1-6.3 and also in Table 6.1. The curves in the 
figures are Faddeev calculations of the spin observables. The Argonne VIS and CD-Bonn two-
nucleon potentials were used for these calculations, and two of the calculations include the 
Tucson-Melbourne three-nucleon potential. The calculations shown here were performed at 
a nucleon lab energy of 190 MeV. The difference between the CD-Bonn potential calculations 
at 190 MeV and 200 MeV was less than the difference between the CD-Bonn and Argonne 
VIs calculations at 190 MeV. 
Figure 6.1 shows the proton analyzing power Ay. These data are in good agreement 
with the previous measurements [44, 46]. The two-nucleon force calculations do not match 
the data, but the inclusion of the three-nucleon potential introduces a correction which is 
too large for Ocm < 100°. A similar situation has been found in other measurements of Ay 
at energies greater than 100 MeV [66, 68]. 
The target vector analyzing power iT11 is shown in Figure 6.2. Again the new results 
agree with the previous measurement at Saclay [67], although the new data are much more 
precise. The two-nucleon force calculations again do not agree with the results, however, 
the addition of the three-nucleon potential brings the calculation into agreement. Recently 
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analyzing statistical systematic 
()em power value error error 
Ay -0.2918 ± 0.0039 ± 0.0103 
67.5 iTu -0.1717 ± 0.0111 ± 0.0249 
Cy,y 0.2280 ± 0.0182 ± 0.0332 
Ay -0.3665 ± 0.0041 ± 0.0107 
72.5 iT11 -0.2430 ± 0.0119 ± 0.0334 
Cy,y 0.2127 ± 0.0196 ± 0.0315 
Ay -0.4280 ± 0.0045 ± 0.0110 
77.5 iT11 -0.2783 ± 0.0131 ± 0.0378 
Cy,y 0.1898 ± 0.0215 ± 0.0289 
Ay -0.4728 ± 0.0049 ± 0.0112 
82.5 iTu -0.2880 ± 0.0145 ± 0.0390 
Cy,y 0.1927 ± 0.0237 ± 0.0292 
Ay -0.4825 ± 0.0054 ± 0.0113 
87.5 iTu -0.2804 ± 0.0161 ± 0.0381 
Cy,y 0.1651 ± 0.0264 ± 0.0262 
Ay -0.5048 ± 0.0060 ± 0.0114 
92.5 iTu -0.3047 ± 0.0180 ± 0.0411 
Cy,y 0.2620 ± 0.0295 ± 0.0372 
Ay -0.4823 ± 0.0068 ± 0.0113 
97.5 iTu -0.2461 ± 0.0203 ± 0.0338 
Cy,y 0.2480 ± 0.0334 ± 0.0356 
Ay -0.4512 ± 0.0076 ± 0.0111 
102.5 iTu -0.2291 ± 0.0220 ± 0.0317 
Cy,y 0.3296 ± 0.0362 ± 0.0454 
Ay -0.3752 ± 0.0084 ± 0.0107 
107.5 iTu -0.2509 ± 0.0243 ± 0.0344 
Cy,y 0.3629 ± 0.0399 ± 0.0495 
Ay -0.3029 ± 0.0095 ± 0.0104 
112.5 iTu -0.1978 ± 0.0271 ± 0.0280 
Cy,y 0.3217 ± 0.0446 ± 0.0444 
Table 6.1: The spin observables in proton-deuteron elastic scattering at 197 MeV. 
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Figure 6.1: Measurements of the proton analyzing power Ay. The results of this work are the 
solid circles. The systematic error is represented by the hashed area. The previous data are 
from Rochester (squares) [44] and IUCF (crosses) [46]. The theoretical curves are Faddeev 
calculations using the CD-Bonn potential only {dotted), the Argonne v18 potential only 
{short dashed), the CD-Bonn and Tucson-Melbourne potentials (solid), and the Argonne 
v18 and Tucson-Melbourne potentials {long dashed). 
iTn was measured at the equivalent of a proton energy of 135 MeV, and the calculation 
which includes the three-nucleon potential is also in much better agreement with that data 
[69, 70]. 
The vector-vector spin-correlation parameter Cy,y is shown in Figure 6.3. Preliminary 
measurements also exist from the PINTEX group, which uses a different experimental area 
in the IUCF Cooler Ring [71]. The PINTEX data cover an angular range where the Tucson-
Melbourne force makes a negligible contribution to the observable. No other measurements 
of Cy,y exist at energies between 60 MeV and 300 MeV. The calculation using only the 
Argonne v18 potential agrees with the results of the present experiment at small angles. At 
larger angles the calculations which include the three-nucleon force show better agreement 
with the data. 
A reduced x2 was calculated for each of the theory curves, and these results are shown 
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Figure 6.3: Measurements of the vector-vector spin-correlation parameter Cy,y· The results 
of this work are the solid circles. The curves are the same as in Figure 6.1. 
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CD-Bonn+TM CD-Bonn only Argonne v1s+TM Argonne v18 only 
Ay 97.8 213.6 135.7 288.3 
iT11 1.20 15.88 3.58 7.88 
Cy,y 2.31 11.16 8.51 4.06 
with target polarization 13% lower: 
iTn 4.72 4.93 9.63 1.80 
Cy,y 4.43 4.19 12.2 1.69 
with target polarization 13% higher: 
iTn 6.42 44.8 4.42 29.0 
Cy,y 2.25 26.0 5.55 11.5 
Table 6.2: Calculations of the reduced x2 for each of the theory curves. Results with the 
target polarization adjusted higher and lower by 13%, the magnitude of the systematic 
error, are also shown. 
in Table 6.2. In all cases, the calculation using the CD-Bonn nucleon-nucleon potential and 
the Tucson-Melbourne three-nucleon potential shows the best agreement with the data. 
The addition of the three-nucleon potential improves the agreement with the data in all 
cases except for that of the Argonne v18 calculation of Cy,y· Because the largest systematic 
error is the normalization error arising from the 13% uncertainty in Cy,y, a x2 was also 
calculated with the data adjusted to reflect a 13% smaller target polarization. In this case, 
the Argonne v1s calculation without the three-nucleon potential is in the best agreement 
with the data and the CD-Bonn potential calculation is indifferent to the inclusion of the 
Tucson-Melbourne force. If the target polarization is adjusted 13% higher, then the Tucson-
M ;Jbourne potential is clearly favored. 
A large number of polarization observables have been measured with 270 MeV deuterons 
scattering from protons [69]. This is the equivalent of 135 MeV proton energy. These include 
85 
the induced proton polarization, which is equivalent to (-Ay) by time rever~al symmetry. 
In general none of the calculations agree with the data, and in some cases the the three-
nucleon force correction has the wrong sign. However, all of these results taken together 
provide strong evidence that some type of three-nucleon force must be added to accurately 
describe the data. 
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Chapter 7 
Conclusions 
The first use of a novel internal polarized deuteron gas target has been discussed. Mea-
surements of spin observables in proton-deuteron elastic scattering have been shown, and 
these results indicate that three-nucleon forces are important in the description of scattering 
reactions in few-nucleon systems. 
The deuteron target used in this experiment was polarized by spin exchange with 
optically-pumped potassium. It is commonly referred to as the laser-driven target (LDT). 
This method was developed as an alternative to the conventional atomic beam source (ABS) 
technique for polarizing hydrogen isotopes. The hydrogen LDT is nearly competitive with 
hydrogen ABS targets. The data shown in this work used a magnetic holding field strength 
which was optimized for deuterium instead of hydrogen; increasing the magnetic field would 
most likely increase the hydrogen polarization to near 0.25. This could provide a figure of 
merit of~ 3 x 1013 cm-2 , depending upon the hydrogen flow rate, which is exceeded only by 
the HERMES ABS target. If the raw materials for the wall coatings could be obtained with 
deuterium instead of hydrogen, surfaces with a smaller depolarizing effect on the hydrogen 
and potassium in the source would be possible, which would be a further improvement. The 
deuteron LDT, however, is less promising. It has a lower polarization, presumably because 
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the lower critical field of deuterium prevents it from reaching spin-temperature equilibrium. 
A tritium LDT would have the advantage that it uses much less gas than an ABS target. 
The spin observables measured in this experiment clearly disagree with the predictions 
of modern two-nucleon potentials. This could be due to an incomplete understanding of 
the nucleon-nucleon interaction or to a need for three-nucleon-force terms. The discrepancy 
between these results and the nucleon-nucleon potential calculations is significantly larger 
than the difference among the different nucleon-nucleon potentials, which suggests that these 
results could not be explained by a reasonable change in the nucleon-nucleon potential. The 
three-nucleon potential calculation which is available corrects the prediction in the proper 
direction and by roughly the correct magnitude. This should not be taken as the final 
three-nucleon force, and perhaps not even the best available today. It does, however, show 
that a three-nucleon force can provide the type of correction which is needed to match the 
data. 
To resolve these problems, measurements of additional spin observables and measure-
ments at other energies will be useful in providing additional constraints on three-nucleon 
forces. More refined potentials are being developed, with significant input from chiral per-
turbation theory. The outlook for obtaining a complete description of the three-nucleon 
system at energies below the pion threshold is promising. 
88 
Appendix A 
Calculation of Spin Observables 
To measure the target polarization, the spin observables for the breakup reaction d(p, 2p) 
were calculated using the plane-wave impulse approximation (PWIA) [72]. This approxima-
tion assumes that when a nucleon is knocked out of nucleus, the beam particle only interacts 
with the nucleon that is removed from the nucleus. A diagram of the PWIA description 
of deuteron breakup is shown in Figure A.la. The interaction of the two nucleons is then 
treated like free nucleon-nucleon elastic scattering at the center of mass energy of the two 
nucleons. The cross section and spin observables for nucleon-nucleon elastic scattering can 
be taken from a partial-wave analysis [65]. The momentum wave function of the target 
nucleus is also needed to include the momentum distribution of the struck nucleons in the 
calculation. To calculate the spin observables for the breakup reaction, the spin dependence 
of the nuclear wave function and of nucleon-nucleon elastic scattering also must be known. 
A.l Calibrations 
It is important to reconstruct the momentum of the undetected neutron because in the 
PWIA, it is the opposite of the momentum of the proton within the deuteron before the 
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Figure A.l: PWIA and corrections. These diagrams show deuteron breakup caused by a 
proton. The PWIA is represented by (a), where there is no interaction between the beam 
proton and the neutron from the deuteron. The full interaction between the two protons is 
represented by the solid circle. Corrections to the PWIA are shown in (b) and (c). In (b), 
an initial-state interaction occurs between the beam proton and the neutron. A final-state 
interaction between the neutron and a proton is shown in (c). 
collision. The most accurate measurement of the momentum of the detected protons is 
obtained from the time of flight between the thin and thick scintillators. This requires 
that the time of flight be corrected for different cable lengths between the scintillators and 
the corresponding TDC's, a correction which could be ignored for the purposes of particle 
identification. Hydrogen target data was used to determine the magnitude of this correction. 
These runs contain primarily proton-proton elastic scattering events, and therefore the 
velocity of the outgoing protons could be determined from the scattering angle (}. The wire 
chamber data was used to determine both(} and the flight distance between the scintillators. 
A correction was applied for energy loss in the aluminum target and vacuum windows and 
the thin scintillator. This information was used to calculate the expected time of flight, 
which was compared to the "measured" time of flight to determine the offset. 
The difference between expected and measured flight times is plotted against the scat-
tering angle in Figure A.2. This figure shows protons which were detected in the center 
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Figure A.2: Cable length offset. The time difference resulting from different cable lengths 
for the front and center rear scintillators in the right detector arm is plotted against the 
scattering angle for the proton in the right arm to show that the calculation of the proton's 
expected time of flight was accurate and the detector was understood. 
thick scintillator in the right detector arm. The lack of a correlation between the two vari-
abies indicates that the proton velocities were calculated correctly and that the detector was 
reasonably well understood. Figure A.3, in contrast, shows protons which were detected 
in the center scintillator of the left arm, indicating a problem on that side of the detector. 
This problem was resolved by assigning a correction to the time from each PMT based on 
the ADC signal from that PMT, since the problem was consistent with a small pulse height 
dependence of the timing of the CFD. The timing of a CFD output pulse is independent of 
the height of the input pulse under ideal circumstances. A correction was applied only to 
the thin scintillators in both detector arms. The result of applying this correction to the 
left thin scintillator is shown in Figure A.4. An error of 0.5 ns in the measurement of the 
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Figure A.3: Cable length offset, left side. This figure shows the same calculation as Figure 
A.2 for the left detector arm. The correlation between the cable offset and 0 indicates a 
problem with the CFD's used for the left side detectors, as explained in the text. 
flight time would lead to an error of less than 15 MeV /c in the momentum measurement. 
Once the momenta of the outgoing protons were calculated, the missing momentum 
Pm = Pb- PL - PR could be computed. The momenta of the protons in the left and 
right detector arms are PL and PR, respectively, and Pb is the beam momentum. In a 
deuteron breakup event, this is equivalent to the momentum of the undetected neutron. 
The neutron momentum was used to select events to be used in the measurement of the 
deuteron polarization. It is important to check that in proton-proton elastic scattering, the 
two outgoing protons carry the entire beam momentum, in other words Pm = 0. This is 
shown in spectra of the three components of Pm calculated from elastic scattering data, 
Figure A.5. The three components of the missing momentum are consistent with a centroid 
of zero within less than 5 MeV/ c. The figure also shows that the measurement of the 
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Figure A.4: Cable length offset, left side, corrected based on pulse height in the thin 
scintillator. 
neutron momentum has a resolution of 20 MeV jc. 
The analysis discussed here is limited to breakup events where two protons were de-
tected. The events in which a proton and neutron were detected were also written to tape. 
These were not analyzed because there were fewer events, since the neutron efficiency of 
the thick scintillators is only about 10%, and the momentum reconstruction would have 
been slightly more complicated since only the thick scintillator would detect the neutron. 
In events where two protons were detected, the momentum of the remaining neutron was 
near zero, as shown in the momentum spectrum in Figure A.6 . 
• 
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Figure A.5: Missing momentum for pp elastic events. The top panel shows the x component 
of the missing momentum. The y and z components are shown in the center and bottom 
panels, respectively. 
A.2 Deuteron Breakup in the PWIA 
In the present experiment, the most precise measurement of the target polarization could 
be obtained using the spin correlation parameter for the breakup channel and the beam 
polarization measured in proton-deuteron elastic scattering as described in Section 5.5. In 
the breakup channel, the spin correlation parameter was "' 0.9 across the entire experimen-
tal acceptance while the target analyzing power had a significantly smaller maximum value 
("' 0.25) and crossed zero at the center of the acceptance. These qualitative statements are 
justified if the PWIA is a good approximation because the spin observables for deuteron 
breakup will be similar to those for proton-proton elastic scattering. The beam analyzing 
power in the breakup reaction was also calculated using the PWIA, and the beam polar-
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Figure A.6: Neutron momentum. The histogram is a spectrum of the reconstructed mo-
mentum of the neutron for deuteron breakup events in which two protons were detected. 
izations measured in the breakup channel and in proton-deuteron elastic scattering were 
compared to test the PWIA. 
The limitations of the PWIA are that it neglects the off-shell nature of proton-proton 
scattering within a nucleus and it does not include initial-state interactions (lSI) and final-
state interactions (FSI). lSI are interactions between the residual nucleus and the incoming 
proton before the proton knockout, while FSI are interactions between the residual nucleus 
and either proton after the proton knockout. Examples of lSI and FSI are shown in Fig-
ure A.lb-c. Spin-dependent nucleon knockout from 3He has been studied at TRIUMF and 
at IUCF [73], and these experiments showed that the PWIA was a good approximation 
for proton knockout with sufficiently large momentum transfer. Because the deuteron has 
fewer nucleons than 3He, the effects of lSI and FSI were expected to be smaller. It was 
also expected that lSI and FSI could be diminished by eliminating events where the out-
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going neutron momentum was large, since lSI and FSI would be likely to give the neutron 
additional momentum rather than leaving it at rest. 
The five-fold differential cross section for deuteron breakup in the PWIA is given by 
(A.1) 
where K is a kinematic factor, '1/J(p) is the momentum wave function of the deuteron, Pm 
is the missing momentum, and the barred quantities indicate the cross section and solid 
angle in the center of mass of the two protons. The spin dependence is contained in two 
places. The factor ~~ contains the standard spin dependence shown in Equation (5.1). The 
polarization of the target proton is contained in the deuteron wave function and depends 
on Pm· 
The deuteron is a superposition of S and D wave states as a result of the tensor com-
ponent of the nucleon-nucleon interaction. The two nucleons are in a relative spin-triplet 
state, and the deuteron has total spin J = 1. The deuteron's momentum wave function can 
be written as 
(A.2) 
where Ro and R2 are the radial wave functions for the L = 0 (S) and L = 2 (D) states, 
respectively. The spin-angle functions are defined as 
YJis(O, ¢) = L(L S J MILS m M -m)YLm(O, ¢)X~-m' (A.3) 
m 
where YLm are the spherical harmonics, X~s is an eigenfunction of the total spin operator 
S = ~(u1 + u2) with spin projection Ms, and the matrix element is a Clebsch-Gordan 
co.efficient. The radial wave functions calculated using the Argonne v18 potential are shown 
in Figure A.7 [74]. Because the D state component of the wave function is negligible for 
p < 150 MeV/ c, nucleons with low relative momenta will have spin projection m 8 = + 1/2 in 
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Figure A. 7: Deuteron radial momentum wave function. The S wave component R5 is the 
solid curve, and the D wave component R§ is the dashed curve. 
deuterons with spin projection MJ = + 1. In other words, the polarization of the nucleons 
in a sample of deuterons will be equivalent to the vector polarization of the deuterons if 
nucleons with high relative momentum are eliminated from the sample. 
A.3 Monte Carlo Calculation 
The analyzing powers for the breakup reaction were calculated as a function of the labo-
ratory scattering angle of one of the outgoing protons. They were obtained by averaging 
the analyzing powers in Equation (A.l) over the energy of the outgoing proton and the 
scattering angle of the second proton. This average was weighted by the cross section and 
detector acceptance. The calculation was performed by Monte Carlo integration to allow 
corrections for detector resolution to be added without difficulty. This technique also sim-
plifies the calculation because the kinematic factor in Equation (A.l) can be included in 
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the distribution of sample points used in the integration. 
To calculate the beam analyzing power, a sample of events was chosen at random. 
Each event required seven random numbers as input. One random number determined the 
event's location in the target, which had a triangular distribution function. Three random 
numbers were used to determine the outgoing neutron momentum, which was assumed to 
have a spherically symmetric distribution and the radial dependence calculated from the 
Argonne v18 potential. The next two random numbers determined the scattering angle in 
the center of mass frame of the two protons. This distribution was chosen to be uniform 
on a sphere, but with the angle ¢ limited to values which could lead to an event in the 
detector acceptance. The spin-dependent free-scattering cross section at these angles was 
then calculated assuming Py = + 1, and if this result was greater than the seventh random 
number, the event was ignored. If not, the proton scattering angles were converted to 
the laboratory frame, and if the outgoing protons went through the detector, the event 
was counted. This algorithm was repeated for a predetermined number of trial events. 
The calculation was then repeated using different random numbers and Py = -1. The 
asymmetry between the two polarization values was then calculated to obtain the final 
analyzing power. The spin correlation parameter was calculated in a similar manner. 
The calculated beam analyzing power and vector-vector spin correlation parameter for 
events with a neutron momentum IPnl < 60 MeV /c were used to measure the target polar-
izations. Figure A.8 shows the deuterium data fitted to the calculated spin observables to 
determine polarizations during deuterium running. The figure indicates that Monte Carlo 
results fit the data very well. 
The ratio of beam polarization measured using the breakup channel to the value mea-
sured using proton-deuteron elastic scattering is shown in Figure A.9. The latter is calcu-
lated by comparing the observed asymmetry to the known analyzing power as described in 
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Figure A.8: Measurement of polarizations using the d(j/, 2p) reaction. The top panel shows 
the beam asymmetry and the bottom panel shows the spin correlation asymmetry, both as 
a function of the laboratory scattering angle. The squares are the experimental data. The 
Monte Carlo results fitted to the data are indicated by circles. The results of the fit are 
Pb = 0.637 ± 0.026 and PbPt = 0.0781 ± 0.0019. 
Section 5.5. The value calculated using the breakup channel is obtained by comparing the 
observed asymmetry in that channel to the analyzing power calculated in the Monte Carlo, 
with the same cut on maximum neutron momentum applied to both the Monte Carlo events 
and the real data. Figure A.9 shows the ratio of measured polarizations averaged over all 
12 deuterium runs plotted against the value of the maximum neutron momentum cut. The 
ratio is relatively independent of the value of the neutron momentum cut, but the difference 
from unity indicates that something important was missing from the calculation. 
The Monte Carlo calculation was not complete, even within the PWIA. At 200 MeV 
proton energy, the proton-proton elastic cross section is not strongly dependent on energy 
and scattering angle, and so the calculation assumed that the cross section was indepen-
dent of these variables. The energy dependence of the analyzing power was also ignored. 
Furthermore, when the initial momentum of the target proton has a component perpen-
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Figure A.9: The ratio of the proton polarization measured using the breakup reaction to 
the value measured using the elastic reaction is plotted against the value of the maximum 
neutron momentum cut applied. The data are averaged over the twelve deuterium runs. 
The circles were obtained by fitting the data to the Monte Carlo results, and the squares 
were obtained by fitting to the spin observables for free proton-proton scattering. 
dicular to the beam momentum, the polarizations are no longer transverse in the center 
of mass frame of the two protons; this effect was also ignored. Estimates of these effects 
indicate that they would not account for the 13% discrepancy shown in Figure A.9. The 
figure also shows that the discrepancy does not increase, and possibly decreases, as the 
missing momentum cut is increased, which also suggests that the discrepancy is not due to 
the omissions discussed above. It is likely due to effects not included in the PWIA. These 
effects include the modification of the free nucleon-nucleon cross section which arises when 
one of the nucleons is in a bound state or "off-shell," as well as lSI and FSI. Although these 
were not observed in the 3He experiments, it is likely that their precision was not sufficient 
to observe these effects. 
The error in the measured angles due to the bending of the reaction products in the 
magnetic field was neglected in the results shown in Figure A.9. To determine whether this 
accounted for a significant fraction of the discrepancy between the two beam polarization 
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measurements, an approximate magnetic field was added to the Monte Carlo calculation. 
The effect of the magnetic field was not measurable. 
Because a 13% difference was observed between the PWIA calculation of the beam 
polarization and the value obtained using the analyzing power in proton-deuteron elastic 
scatte,ring, a 13% systematic error was assigned to the target polarization. The difference 
was not used to make a correction to the PWIA. There was no convincing evidence that an 
error in the PWIA calculation of the beam analyzing power indicated anything meaningful 
about a PWIA calculation of the spin correlation parameter, other than to indicate the 
possible size of errors in the PWIA. 
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