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Summary
This thesis investigates how search can be guided by knowledge in such a way that
the search space is traversed eﬃciently and eﬀectively. For this task we focus on
the question how to combine relevant knowledge with intelligent search. The more
adequate the knowledge, the better the search.
Chapter 1 provides a brief introduction on games and Artiﬁcial Intelligence (AI).
It then discusses the notion of informed search. It is well-known that regular search
at least needs terminal knowledge to solve a problem. If the search process is us-
ing directing knowledge too, it is called informed search. The following problem
statement guides our research.
Problem statement: How can we develop informed-search methods in
such a way that programs signiﬁcantly improve their performance in a
given domain?
To answer the problem statement we formulated four research questions on intricate
topics of informed search. They deal with (1) the evaluation function, (2) competi-
tive proof-number search algorithms, (3) forward pruning, and (4) move ordering.
Chapter 2 describes the test environment used to answer the problem statement
and the four research questions. Conditions for a suitable test environment are for-
mulated with emphasis on the notions game and game program. The game under
consideration is the game of Lines of Action (LOA). The chapter provides some back-
ground information, the rules of the game, a variety of game characteristics, seven
basic principles, and a review of the role of LOA in the AI domain. The search
engine of the LOA tournament program MIA (Maastricht in Action) is described.
It is used as test vehicle for all experiments in this thesis.
Informed search cannot exist without a decent evaluation function. For LOA,
it is a challenge to build such an evaluation function, since it should incorporate
the basic principles of the game and simultaneously increase the proﬁtability. This
challenge has led us to the ﬁrst research question.
Research question 1: How can we build a strong evaluation function
for Lines of Action?
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Chapter 3 answers the ﬁrst research question by investigating which features are
important for a LOA evaluation function. The features are based on the seven basic
principles described in Chapter 2. It turns out that the following nine features are
important: concentration, centralisation, centre-of-mass position, quads, mobility,
walls, connectedness, uniformity, and player to move. The features resulted in the
evaluator MIA IV, which is tested in a round-robin tournament against its predeces-
sors MIA I, MIA II, and MIA III. The latter ones have performed well at previous
Computer Olympiads (2000, 2001, 2002). Experiments show that the current MIA
IV defeats them all with large margins. At all search depths investigated MIA
IV wins at least 75 per cent of the games. We remark that many features in the
evaluation function do not consume much time. By using precomputed tables and
caching, they can be evaluated quite straightforwardly. The most important feature
is concentration, followed by the mobility feature. All features are essential and con-
tribute to the playing strength. There exist much interconnectedness and overlap
between the features, which inﬂuence their performance. Therefore, all features have
to be simultaneously ﬁne-tuned (or heuristically optimised) in a careful way. The
combination of the nine features mentioned has resulted in an evaluation function
that signiﬁcantly increased the playing strength of our LOA program compared to
programs with less-sophisticated evaluation functions. With the present evaluator
we gained ﬁrst places at the 8th and 9th Computer Olympiad (2003, 2004).
Chapter 4 investigates several Proof-Number (PN) search algorithms. The de-
scription helps to formulate our second research question. The chapter starts by
providing a short description of the original PN-search method, and two main suc-
cessors of the original PN search, i.e., PN2 search and depth-ﬁrst variants of PN
search such as Proof-number and Disproof-number Search (PDS). The original PN-
search method is formulated as a best-ﬁrst search algorithm. It has the drawback
that the whole search tree has to be stored in memory. The search can end pre-
maturely because of memory exhaustion. Recently, some PN variants have been
constructed as depth-ﬁrst search algorithms; yet they still behave as their corre-
sponding best-ﬁrst search algorithms. The advantage is that there is no longer a
need to store the whole tree in memory. The disadvantage is that the PN variants
have to re-generate the tree in each iteration. The PN-search algorithms can be
applied in two diﬀerent ways: oﬄine and online. First, we concentrate on the of-
ﬂine application of the PN-search algorithms. The number of positions they can
solve (i.e., the post-mortem analysis quality) is tested on a set of endgame positions.
Besides establishing the number of solutions, we investigate to what extent the al-
gorithms are restricted by their working memory or by the speed of the searching
process. We observe that mobility and deleting (dis)proved pn2 subtrees speed up
PN and PN2, and increase their ability of solving endgame positions. A compari-
son of the performance between PN, PN2, PDS, and αβ is given. It is shown that
PN-search algorithms clearly outperform αβ in solving endgame positions in LOA.
However, the memory problems make the plain PN search a weaker solver for the
harder problems. PDS and PN2 are able to solve signiﬁcantly more problems than
PN and αβ. But PN2 is restricted by its working memory, and PDS is three times
slower than PN2. Second, we brieﬂy investigate the online application of PN search.
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In particular, the real-time application of PN search during a game is examined.
Finally, we conclude that our method (called PN-αβ), which combines PN search
and αβ, outperforms plain αβ search as implemented in the tournament program
MIA.
When reducing the need for memory at the cost of additional searching, we arrive
at a crucial memory characteristic of knowledge in an informed-search process. The
memory problem of PN2 and the speed problem of PDS shown in the previous
chapter have guided us to the second research question.
Research question 2: How can we develop a proof-number search
algorithm, which is competitive in speed and not restricted in working
memory?
Chapter 5 answers the second research question and presents a new proof-number
search algorithm, called PDS-PN. It is a two-level search (like PN2), which performs
at the ﬁrst level a depth-ﬁrst PDS, and at the second level a best-ﬁrst PN search.
Hence, PDS-PN selectively exploits the power of both PN2 and PDS. Results of ex-
periments with PDS-PN on a set of endgame positions are given. The experiments
show that within an acceptable time frame PDS-PN is more eﬀective for really hard
endgame positions than αβ and any other PN-search algorithm.
As stated before, we deﬁne informed search as search which applies a regular
search process and uses directing knowledge. Therefore, we would like to investigate
whether it is beneﬁcial to improve forward-pruning methods, such as null move and
multi-cut, in the Principal-Variation-Search (PVS) framework. This idea has guided
us to the third research question.
Research question 3: How can we improve forward-pruning methods
in the Principal-Variation-Search framework?
Chapter 6 answers the third research question. Forward-pruning methods, such
as multi-cut and null move, are tested at so-called ALL nodes. PVS is improved
by four small but essential additions. The new PVS algorithm guarantees that for-
ward pruning is safe at ALL nodes. Experiments show that multi-cut at ALL nodes
(MC-A) when combined with other forward-pruning mechanisms gives a signiﬁcant
reduction of the number of nodes searched. Multi-cut at expected ALL nodes gives
a safe reduction of approximately 40 per cent of the number of nodes searched at
depth 14 in combination with null move and the regular multi-cut at CUT nodes
(MC-C). Experiments suggest that parameters more aggressively chosen than MC-
C lead to an additional improvement. In comparison, a (more) aggressive version
of the null move (variable null-move bound) gives less reduction at expected ALL
nodes than our algorithm. We observe that MC-A still searches 22 per cent fewer
nodes than variable null-move bound at expected ALL nodes. Moreover, MC-A was
able to increase signiﬁcantly the playing strength of the program MIA. From these
observations we may conclude that MC-A is a valuable enhancement of PVS.
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Move ordering is an instance of directing knowledge in an informed-search pro-
cess. In particular in αβ search, move ordering is one of the main techniques to
reduce the size of the search tree. Of these techniques dynamic move ordering is
most successful. It is characterised by its dependence on information gained during
the search. This has led us to the fourth research question.
Research question 4: How can we use information gained during the
search to improve move ordering?
Chapter 7 answers the fourth research question by describing a new method for
move ordering, called the relative history heuristic. It is a combination of the his-
tory heuristic and the butterﬂy heuristic. Instead of only recording moves which are
the best move in a node, we also record the moves which are applied in the search
tree. Both scores are taken into account in the relative history heuristic. The rel-
ative history heuristic favours moves which are the good moves on average instead
of moves which are the best move in absolute terms. When replacing the history
heuristic by the relative history heuristic, experiments show that this method gives a
reduction between 10 and 15 per cent of the number of nodes searched. The results
were conﬁrmed by the Go program Migos. Hence, we may conclude that the rela-
tive history heuristic is a valuable dynamic move-ordering technique in a game tree
of considerable depth (more than 12 plies). Finally, we remark that the utility of
increments other than 1 does not show a much better performance in the (relative)
history heuristic for our LOA program MIA. The good performance of the increment
of 1 could be the result of some domain-dependent properties. The relative history
heuristic seems to be a valuable element in move ordering.
The last chapter of the thesis returns to the four research questions and the
problem statement as formulated in Chapter 1. Taking the answers to the research
questions above into account we see that there are several successful ways to improve
the performance of informed-search methods. Our improvements of the evaluation
function, proof-number search, forward pruning, and move ordering have given sig-
niﬁcant results in our LOA test domain. Yet, we were able to provide additional
promising directions for future research. Finally, the question whether it is possible
to solve the game of LOA is still open.
Samenvatting
Dit proefschrift onderzoekt op welke manier een zoekproces door aanwezige kennis
zodanig gestuurd kan worden dat de zoekruimte eﬃcie¨nt en eﬀectief doorlopen wordt.
Voor het beantwoorden van deze onderzoekstaak richten we ons op de vraag hoe
we relevante kennis met intelligent zoeken kunnen combineren. Hoe handzamer de
kennis is, des te beter gaat het zoeken.
Hoofdstuk 1 geeft een korte inleiding op het gebied van spelen en Artiﬁcie¨le Intel-
ligentie (AI). Het introduceert het begrip van ge¨ınformeerd zoeken. Het is algemeen
bekend dat regulier zoeken tenminste terminale kennis nodig heeft om een probleem
op te lossen. Als het zoekproces daarenboven gebruik maakt van sturende kennis,
dan spreekt men van ge¨ınformeerd zoeken. Dit leidt tot de volgende formulering van
onze probleemstelling.
Probleemstelling: Hoe kunnen we ge¨ınformeerde zoekmethoden ont-
wikkelen op zo’n manier dat programma’s hun prestaties in een gegeven
domein signiﬁcant zien verbeteren?
Om de probleemstelling te beantwoorden hebben we vier onderzoeksvragen geformu-
leerd over complexe onderwerpen op het gebied van ge¨ınformeerd zoeken. Ze gaan
over (1) de evaluatiefunctie, (2) concurrerende proof-number search algoritmen, (3)
voorwaarts snoeien, en (4) de volgorde van te onderzoeken zetten.
Hoofdstuk 2 beschrijft de testomgeving die gebruikt wordt om de probleem-
stelling en de vier onderzoeksvragen te beantwoorden. De voorwaarden voor een
geschikte testomgeving worden geformuleerd met nadruk op de begrippen spel en
spelprogramma. We beschouwen het spel Lines of Action (LOA). Het hoofdstuk geeft
enige achtergrond informatie, de regels, verscheidene spelkarakteristieken, zeven ba-
sisprincipes en een beschouwing over de rol van LOA in het AI-domein. Vervolgens
wordt het zoekproces van het LOA-programma MIA (Maastricht In Actie) beschre-
ven. In deze thesis wordt het gebruikt als testmechanisme.
Ge¨ınformeerd zoeken kan niet zonder een geschikte evaluatiefunctie bestaan. In
het geval van LOA is het een uitdaging om zo’n evaluatiefunctie samen te stellen.
Immers, het moet de basisprincipes van het spel bevatten en tegelijkertijd moet het
de winstgevendheid van de stelling die onderzocht wordt verhogen. Deze uitdaging
heeft ons gebracht tot de eerste onderzoeksvraag.
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Onderzoeksvraag 1: Hoe kunnen we een sterke evaluatiefunctie op-
stellen voor Lines of Action?
Hoofdstuk 3 beantwoordt de eerste onderzoeksvraag door te onderzoeken welke
kenniselementen belangrijk zijn voor een LOA-evaluatiefunctie. De kenniselementen
zijn gebaseerd op de basisprincipes beschreven in hoofdstuk 2. Het blijkt dat de vol-
gende negen kenniselementen belangrijk zijn: concentratie, centralisatie, positie van
het zwaartepunt, quads, mobiliteit, muren, verbondenheid, uniforme verdeling, en
speler aan zet. De kenniselementen hebben geresulteerd in de evaluatiefunctie MIA
IV, die getest wordt in een toernooi tegen zijn voorgangers MIA I, MIA II en MIA
III. De laatstgenoemde drie evaluatiefuncties hebben goed gepresteerd op de vroege-
re Computer Olympiades (2000, 2001 en 2002). Experimenten laten evenwel zien dat
de huidige MIA IV ze verslaat met ruime marges. Op alle onderzochte zoekdieptes
wint MIA IV tenminste 75 procent van de partijen. We merken op dat veel kennis-
elementen in de evaluatiefunctie niet veel computertijd kosten. Aangezien gedeelten
van de kenniselementen al van tevoren berekend zijn en vervolgens opgeslagen zijn
in tabellen (caching), zijn de volledige kenniselementen snel te evalueren. Het meest
belangrijke kenniselement is concentratie, op de voet gevolgd door mobiliteit. Alle
kenniselementen zijn essentieel en dragen bij aan de speelsterkte. Er bestaat veel
onderlinge verbondenheid en overlap tussen de kenniselementen, wat betekent dat
ze elkaars prestatie be¨ınvloeden. Daarom zijn alle kenniselementen zorgvuldig en
simultaan op elkaar afgesteld (heuristisch geoptimaliseerd). De combinatie van de
negen kenniselementen heeft geresulteerd in een evaluatiefunctie die signiﬁcant de
speelsterkte van ons LOA-programma heeft vergroot in vergelijking met andere min-
der geavanceerde evaluatiefuncties. Met de huidige evaluatiefunctie heeft MIA twee
eerste plaatsen veroverd, namelijk op de 8ste en 9de Computer Olympiade (2003,
2004).
Hoofdstuk 4 onderzoekt verscheidene (Proof-Number) PN zoekalgoritmen. De
beschrijving helpt ons om onze tweede onderzoeksvraag te formuleren. Het hoofd-
stuk begint met het geven van een beschrijving van de originele PN-zoekmethode,
en twee opvolgers van PN-search, namelijk PN2-search en depth-ﬁrst search vari-
anten van PN-search zoals Proof-number and Disproof-number Search (PDS). Het
originele PN-search algoritme is geformuleerd als best-ﬁrst search methode. Dit
heeft het nadeel dat de gehele boom in het geheugen opgeslagen moet worden. Het
zoekproces kan voortijdig eindigen vanwege een tekort aan geheugen. Er zijn recen-
telijk enige PN-varianten geconstrueerd als depth-ﬁrst zoekalgoritmen; zij gedragen
zich echter wel als hun corresponderende best-ﬁrst zoekalgoritmen. Het voordeel is
dat de gehele boom niet in het geheugen opgeslagen behoeft worden. Het nadeel
is dat de gehele boom in principe elke keer opnieuw opgebouwd moet worden. De
PN zoekalgoritmen kunnen op twee manieren worden toegepast: oﬄine en online.
Eerst concentreren we ons op de oﬄine applicatie van PN zoekalgoritmen. Het
aantal posities dat ze kunnen oplossen (wat de kwaliteit van post-mortem analyse
aangeeft) wordt op een verzameling eindspelposities getest. Behalve het vaststel-
len van het aantal oplossingen, onderzoeken we in hoeverre de algoritmen beperkt
worden door hun werkgeheugen of door de snelheid van het zoekproces. We zien
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dat de mobiliteit en het verwijderen van bewezen subbomen op het tweede niveau
van het PN2-algoritme ertoe leiden dat PN en PN2 meer eindspelposities oplossen
en dit bovendien sneller doen. De prestaties van PN, PN2, PDS en αβ worden met
elkaar vergeleken. Er wordt aangetoond dat de PN zoekalgoritmen αβ overtuigend
overtreﬀen in het oplossen van eindspelposities. De geheugenproblemen maken de
normale PN-search echter een matige oplosser voor moeilijke problemen. PDS en
PN2 lossen signiﬁcant meer problemen op dan PN en αβ. Maar PN2 wordt beperkt
door het werkgeheugen en PDS is drie keer langzamer dan PN2. Na deze vergelij-
kingen onderzoeken we de online toepassing van PN-search. In het bijzonder wordt
de real-time toepassing van PN-search gedurende het spel onderzocht. Uiteindelijk
concluderen we dat onze methode (PN-αβ) de reguliere αβ overtreft zoals deze in
ons toernooi programma MIA is ge¨ımplementeerd.
Wanneer we de behoefte aan geheugen minder maken door het toetsen van ex-
tra zoekprocessen, ontdekken we een cruciale geheugeneigenschap van kennis in het
ge¨ınformeerd zoekproces. Het geheugenprobleem van PN2 en het snelheidsprobleem
van PDS – besproken in hoofdstuk 4 – heeft ons tot de tweede onderzoeksvraag
geleid.
Onderzoeksvraag 2: Hoe kunnen we een proof-number search algorit-
me ontwikkelen dat concurrerend is in snelheid en niet beperkt wordt in
werkgeheugen?
Hoofstuk 5 beantwoordt de tweede onderzoeksvraag en presenteert een nieuw
proof-number search algoritme, PDS-PN. Het is een tweelaags zoekproces (zoals
PN2), die op de eerste laag een depth-ﬁrst PDS toepast en op de tweede laag een
best-ﬁrst PN search toepast. Dus PDS-PN maakt selectief gebruik van de kracht
van PN2 en PDS. Resultaten van de experimenten met PDS-PN op een verzameling
van eindspelposities worden gegeven. De experimenten laten zien dat in een aan-
vaardbare tijd PDS-PN eﬀectiever is voor echte moeilijke problemen dan αβ en enig
ander PN zoekalgoritme.
We hebben ge¨ınformeerd zoeken gedeﬁnieerd als een zoekproces dat een regulier
zoekproces toepast in samenhang met sturende kennis. Daarom onderzoeken we
of het nuttig is om voorwaarts snoeimethoden, zoals multi-cut en null move, in
het Principal-Variation-Search (PVS)-raamwerk te verbeteren. Dit heeft ons tot de
derde onderzoeksvraag gebracht.
Onderzoeksvraag 3: Hoe kunnen we voorwaarts snoeimethoden in het
Principal-Variation-Search raamwerk verbeteren?
Hoofdstuk 6 beantwoordt de derde onderzoeksvraag. Voorwaarts snoeimetho-
den, zoals multi-cut en null move, worden getest op zogenaamde ALL-knopen. PVS
wordt verbeterd met vier kleine essentie¨le toevoegingen. Het nieuwe PVS-algoritme
garandeert dat voorwaarts snoeien veilig is in ALL-knopen. Experimenten laten
zien dat multi-cut in ALL-knopen (MC-A) een signiﬁcante besparing geeft in het
aantal doorzochte knopen mits het gecombineerd wordt met een andere voorwaarts
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snoeiing. MC-A geeft een veilige besparing van ongeveer 40 procent in het aan-
tal doorzochte knopen op diepte 14 in combinatie met null move en de reguliere
multi-cut in CUT-knopen (MC-C). Experimenten suggereren dat parameters agres-
siever gekozen kunnen worden dan in MC-C. Dit leidt tot een extra verbetering.
Een meer agressieve null move (variable null-move bound) geeft minder reductie in
ALL-knopen dan ons algoritme. We zien dat MC-A nog altijd 22 procent minder
knopen doorzoekt dan variable null-move bound in ALL-knopen. Het toepassen van
MC-A leidt ook tot een signiﬁcante verbetering van de speelsterkte van MIA. Uit
deze observaties concluderen we dat MC-A een waardevolle verbetering is van PVS.
Het ordenen van zetten is een goed voorbeeld van sturende kennis in een ge¨ınfor-
meerd zoekproces. In αβ-search is het ordenen van zetten e´e´n van de hoofdtechnieken
om de grootte van de zoekboom te verkleinen. Een belangrijke techniek is het
dynamische ordenen van zetten, waarbij de ordening afhankelijk is van de informatie
die verkregen wordt gedurende het zoekproces. Dit heeft ons gebracht tot de vierde
onderzoeksvraag.
Onderzoeksvraag 4: Hoe kunnen we informatie die verkregen is tijdens
het zoeken gebruiken om het ordenen van de zetten te verbeteren?
Hoofdstuk 7 beantwoordt de vierde onderzoeksvraag door een nieuwe methode
te beschrijven voor het ordenen van zetten, de relatieve historie-heuristiek. Het is
een combinatie van de historie- en vlinder-heuristiek. In plaats van alleen zetten te
registreren die de (een) beste zet zijn in een bepaalde knoop, registreren we ook hoe
vaak een zet gespeeld wordt in de zoekboom. Beide statistieken worden gebruikt in
de relatieve historie-heuristiek. Op deze manier begunstigen we zetten die gemid-
deld goed zijn boven zetten die soms goed zijn. Wanneer we de historie-heuristiek
vervangen door de relatieve historie-heuristiek, tonen experimenten aan dat deze
methode een reductie geeft van 10 a` 15 procent in het aantal doorzochte knopen.
De resultaten zijn bevestigd in het Go programma Migos. Derhalve mogen we
concluderen dat de relatieve historie-heuristiek een waardevolle techniek is om dy-
namische zetten te ordenen in een spelboom van een aanzienlijke diepte (meer dan
12 plies). Tenslotte merken we op dat het nut van de incrementen anders dan 1 niet
veel aantoonbare verbetering laat zien in de (relatieve) historie-heuristiek voor ons
LOA-programma MIA. De goede prestatie van het increment 1 kan ook het resul-
taat zijn van domeinspeciﬁeke eigenschappen. De relatieve historie-heuristiek lijkt
een waardevol element te zijn bij het ordenen van zetten.
In het laatste hoofdstuk keren we terug naar de vier onderzoeksvragen en de
probleemstelling zoals die in hoofdstuk 1 zijn geformuleerd. Als we rekening houden
met de antwoorden zien we dat er verscheidene succesvolle manieren zijn om de
prestaties van ge¨ınformeerde zoekmethoden te verbeteren. Onze verbeteringen van
de evaluatiefunctie, proof-number search, voorwaarts snoeien en het ordenen van
zetten hebben signiﬁcante resultaten opgeleverd in ons LOA testdomein. Hierna
geven we veelbelovende richtingen van vervolgonderzoek aan. Of het mogelijk is om
LOA op te lossen blijft evenwel een open vraag.
