In this paper we develop a constructive approach to the determination of stabilizing control laws for a class of Lagrangian mechanical systems with symmetry * systems whose underlying dynamics are governed by the Euler}PoincareH equations. This work extends our previous work on the stabilization of mechanical control systems using the method of controlled Lagrangians. The guiding principle behind our methodology is to develop a class of stabilizing feedback control laws which yield closed-loop dynamics that remain in Lagrangian form. Using the methodology for Euler}PoincareH systems, we analyse stabilization of a satellite and an underwater vehicle controlled with momentum wheels.
INTRODUCTION
In this paper, we develop a constructive approach to the determination of stabilizing control laws for a class of Lagrangian mechanical systems with symmetry * systems described by the Euler-PoincareH equations. This work complements and extends the class of systems discussed in References [1}6] .
The speci"c case we consider here is that in which the con"guration space is the Cartesian product of a non-abelian group H with an Abelian group G (a product of tori and lines) and where the Lagrangian is left invariant on H, cyclic in the Abelian variables and the controls act only on the cyclic variables.
As in our previous analysis, the guiding principle behind our methodology is to develop a class of feedback control laws whose closed-loop dynamics remain in Lagrangian, and hence Our goal will be to control the variables lying in the shape space Q/G (in the case in which Q"S;G, then Q/G"S) using controls which act directly on the variables lying in G. We assume that the Lagrangian is invariant under the action of G on Q, where the action is on the factor G alone. In many speci"c examples, such as those given below, the invariance is equivalent to the Lagrangian being cyclic in the G-variables. Accordingly, this produces a conservation law for the free system. Our construction, before the addition of dissipation, will preserve the invariance of the Lagrangian, thus providing us with a controlled conservation law.
Horizontal and vertical spaces:
The tangent space to Q can be split into a sum of horizontal and vertical parts de"ned as follows: for each tangent vector v O to Q at a point q3Q, we can write a unique decomposition
such that the vertical part is tangent to the orbits of the G-action and where the horizontal part is the metric orthogonal to the vertical space; that is, it is uniquely de"ned by requiring the identity
where v O and w O are arbitrary tangent vectors to Q at the point q3Q. This choice of horizontal space coincides with that given by the mechanical connection * see, for example, Reference [17] .
¹he controlled¸agrangian: For the kinetic energy of our controlled Lagrangian, we use a modi"ed version of the right-hand side of Equation (2) . The potential energy remains unchanged. The modi"cation consists of three ingredients:
(1) a di!erent choice of horizontal space denoted Hor O , (2) a change gPg N of the metric acting on horizontal vectors and (3) a change gPg M of the metric acting on vertical vectors.
To explain these changes, we will need a little more notation. B Let / denote the in"nitesimal generator corresponding to a Lie algebra element 3 F, where F is the Lie algebra of G. The vector "eld / may be thought of intuitively as in"nitesimal group motions of the system. Thus, for each 3F, / is a vector "eld on the con"guration manifold Q and its value at a point q 3 Q is denoted / (q).
Dexnition 1.1
Let be a Lie-algebra-valued horizontal one form on Q; that is, a one form with values in the Lie algebra F of G that annihilates vertical vectors. The -horizontal space at q3 Q consists of tangent vectors to Q at q of the form Hor
Notice that from these de"nitions and (1), we have
just as we did with absent. In fact, this new horizontal subspace can be regarded as de"ning a new connection, the -connection. The -horizontal space itself, which by abuse of notation, we also write as Hor O depends on also, but the vertical space does not*it is the tangent space to the group orbit. On the other hand, the projection
Dexnition 1.2
Given g N , g M and , we de"ne the controlled¸agrangian to be the following Lagrangian which has the form of a modi"ed kinetic energy minus the potential energy:
where < is the potential energy.
The equations corresponding to this Lagrangian will be our closed-loop equations. The new terms appearing in those equations corresponding to the directly controlled variables are interpreted as control inputs. The modi"cations to the Lagrangian are chosen so that no new terms appear in the equations corresponding to the variables that are not directly controlled. We refer to this process as &matching'. This matching problem will be studied in detail in subsequent sections for the Euler}PoincareH class of systems of interest to us in this paper.
Another way of expressing what we are doing here is the following. A principal connection on a bundle QPQ/G, may be thought of as a Lie-algebra-valued one form and one can obtain a new connection by adding to it a horizontal one form . The new horizontal space described in the preceding de"nition is exactly of this sort.
¹he general strategy: In outline, the general procedure that one goes through to achieve stabilization is given in the following steps.
1. Start with a mechanical system with a Lagrangian¸of the form kinetic minus potential energy and a symmetry group G. 2. Write down the equations of motion for the uncontrolled system. 3. Introduce , g N and g M to get the controlled Lagrangian (4). 4. Write down the equations of motion corresponding to the controlled Lagrangian and read o! the control law u from the equations in the symmetry variables (this will be a conservation law). 5. Choose , g N and g M so that the controlled Euler}Lagrange equations for the original system (i.e. the Euler}Lagrange equations for the Lagrangian¸with the control) agree with (that is, match) the Euler}Lagrange equations for the controlled Lagrangian¸O NM . Determine a feedback law for u by using the Euler}Lagrange equations to eliminate accelerations; then the control law becomes a feedback that is con"guration and/or velocity dependent. The general matching theorem can be used to guide these calculations. 6. The stability of an equilibrium is determined by linearization or by the energy-momentum (or, when appropriate, the energy-Casimir}Arnold) method, using any available freedom in the choice of , g N and g M . 7 . Add dissipation to the controls to achieve asymptotic stabilization if desired.
The goal of this paper is to use this strategy to prove general matching and stabilizability theorems for Euler}PoincareH systems. The matching theorems provide su$cient conditions for successful completion of Steps 1}5 and an explicit construction of the controlled Lagrangian and the control law. In the case that matching is achieved, the stabilizability theorems provide su$cient conditions for closed-loop stability according to Step 6. Finally, we add dissipative control terms in our control laws to achieve asymptotic stability.
The structure of the controlled Lagrangian
In this section, we give a structure theorem for¸O NM . The formula below is useful in many cases including the cases of the satellite and the underwater vehicle.
We begin by recalling the de"nition of the controlled Lagrangiaņ
and we make the following assumptions on the metric g N :
1. g"g N on Hor, 2. Hor and Ver are orthogonal for g N .
Keep in mind that Hor denotes the horizontal space for the given uncontrolled system and that Hor O denotes the horizontal space as modi"ed by the one form . Note also that the new metrics g N and g M will modify g on Ver, the vertical space (or group directions), which is independent of any modi"cation due to . On the other hand, also recall that the vertical projection operator
does depend on .
Theorem 1.3
We have the following formula:
where v3¹ O Q and where
The proof may be found in Reference [5] .
EULER}POINCARE D MATCHING AND STABILIZATION
In this section we prove a general matching theorem in the Euler}PoincareH setting, but with controls still in Abelian group directions. This will be illustrated in the next section by the spacecraft and the underwater vehicle with internal rotors. The satellite example has two symmetry groups associated with it, as do many other examples. One group, which in this case is the non-abelian group SO(3), is associated with the rotational symmetry of the overall problem and another group, an Abelian group, is the product of several copies of S associated to the rotors. The Abelian group is associated with the control directions, namely, the rotor variables. In this section, we use this setting to get concrete and readily implementable Euler}PoincareH matching and stabilization theorems.
Euler}PoincareH matching
Motivated by these considerations, we begin with the matching problem for the case where the con"guration space is the Cartesian product of a non-Abelian group H with an Abelian group G (which is a product of tori and lines) and where the Lagrangian is left invariant on H, cyclic in the Abelian variables and the controls act only on the cyclic variables.
Let¸denote a given left invariant Lagrangian on ¹(H;G). Let l : h;GP1 be the restriction of¸to the identity of H and for a curve h(t)3 H let (t)"¹ F R ¸F R \ h , or in abbreviated notation, (t)"h(t)\h (t). Then the (reduced) Lagrangian becomes
Here ? are the variables in h and ? are the control variables. Note that g ?@ , g ?? and g ?@ are all constant ("xed) matrices.
¹he conserved quantity: The conserved quantity, that is, the momentum conjugate to the cyclic variable ?, is given by
¹he controlled Euler}PoincareH equations: The equations of motion for the control system where the controls u ? act in the ? directions are the controlled Euler}PoincareH equations:
where c@ ?B are the structure constants of the Lie algebra h.
Coordinate formulae for l ONM : The formula from Theorem 1.3 gives in this setting
To preserve symmetry ?@ and ?@ are both constant.
¹he controlled conserved quantity. From (11) we "nd that the associated controlled conserved quantity is given by
Euler-Poincare& equations for controlled¸agrangian: The controlled Lagrangian prescribes the closed-loop system, i.e. the closed-loop dynamics are the Euler}PoincareH equations correspond-
To e!ect this closed-loop system, the control inputs u ? must be chosen so that (13) and (14) are equivalent. Additionally, the controlled Lagrangian must satisfy matching conditions, i.e. it must be chosen so that (13) and (14) are equivalent.
Matching Euler}Poincare& expressions:
To achieve matching in this case we simply need to equate
Firstly, we have
Also, one gets
where in the second equality we used the conservation law, the de"nition of and where the partial derivatives in this expression mean the derivatives with respect to the relevant variable slot of the function. For matching, we need to equate (15) and (16) . Since the "rst two terms of (16) are the same as (15) we simply need to set the remaining terms in (16) to zero. Thus, we need
We make the following assumption:
With this assumption, the "rst term in (17) is zero and the remaining terms are
Thus, we require
i.e.
?@# ?@"g?@
Therefore, consider the following additional assumption.
Assumption EP-2 ?@# ?@"g?@. Then, we have proved the following theorem.
Theorem 2.1
Under Assumptions EP-1 and EP-2 the Euler}PoincareH equations for the controlled Lagrangian coincide with the controlled Euler}PoincareH equations.
Determination of the control law
The control law u ? can be determined by comparing (10) to the controlled conservation law
where JI ? is given by (12) . Since g ?@ and ?@ are constant, (22) implies
Subtracting (23) from (10) gives
where J ? is given by (8) and we have used the expression in Assumption EP-1 for @ ? . To eliminate accelerations we make use of the fact that the Euler}PoincareH equations for hold (for both l and l ONM ). The Euler}PoincareH equations (9) and (10) give
Solving (26) for G gives
Substituting (27) into (25), we get
where
Substituting (28) into (24), we get
If we de"ne control gains
Euler}PoincareH stabilization
Once one has the problem in Lagrangian (or Hamiltonian) form, one can proceed to use the energy-Casimir or energy-momentum method to determine stability (see e.g. References [17] or [18] ). Recall that for mechanical systems, an eigenvalue analysis alone is not su$cient for determining stability.
Here we develop the general analysis of stability prior to proceeding to explicit computation in the examples. Our general approach is to assume we have a given equilibrium and a "nite collection of Casimir functions (or more generally, conserved quantities) for the free Lagrangian system on the group H without the introduction of the controlled variables. We then add the control variables.
To carry this out, de"ne, using our previous notation, the (reduced) Lagrangian l on h by
A (relative) equilibrium C for the corresponding dynamical equations satis"es the equation
# This can also be seen using the general fact that l and l ONM are reductions of Lagrangians¸and¸O NM that have the same &locked Lagrangian'. This is explained in Reference [5] .
Now suppose we have a collection of Casimir functions C(M
where is a smooth function.
In doing a stability analysis using the energy-Casimir method, it is standard to require that the Casimir functions be chosen so that the "rst variation of E vanishes at equilibrium, i.e.
The second variation at equilibrium is given by
Now consider the full uncontrolled Lagrangian l given by (11) . Using (9), the full system will still have C as an equilibrium together with Q ? C provided
This is satis"ed if c@ ?B B C g @? Q ? C "0 and in particular if Q ? C "0. This implies, from our matching conditions, that l ONM also has this equilibrium.
using the conserved quantities JI ? and where we de"ne
To examine stability of the controlled system we now use
where is a smooth function. Note that CI are Casimir functions for the controlled system since we have only reshaped energy and not modi"ed the Lagrangian (Hamiltonian) structure. We next compute the "rst and second variations of E . Using again the conserved quantities JI ?
and assumption EP-2, we get
Then, we have the "rst variation
Thus, in addition to condition (37), which in this context becomes
we also require
Similarly, we can compute the second variation of E . Consider the case (apparently su$cient for applications) where
Accordingly, (46) becomes
Now de"ne
Then, the second variation is given by De"niteness of this quantity at the given equilibrium yields nonlinear stability. Using the freedom in choosing (* /*JI ? *JI @ )" C we can make the second term on the right-hand side of (50) have whatever de"niteness we require. Then, stability will be guaranteed if we can choose ?@ such that N ?@ is de"nite (under the restrictions that (45) and (46) are satis"ed). We summarize these "ndings in the following result.
Theorem 2.2.
Let C be an equilibrium for the uncontrolled dynamics given by l (33). Suppose that Q C satis"es (40). Then, ( C , Q C ) is an equilibrium for the controlled system described by l ONM (43). This equilibrium is Lyapunov stable for the controlled dynamics if ?@ and (C , 2 , C K ) can be found so that (45) is satis"ed and G ?@ #G ?A H I ABG B@ is de"nite at the equilibrium.
Recall that if the equilibrium is spectrally unstable for the uncontrolled dynamics, it won't be possible to make g ?@ #g ?A HABg B@ de"nite. In the controlled setting, however, we modify the metric so that now it can be possible to make G ?@ #G ?A H I ABG B@ de"nite. The matrix G ?@ can be interpreted as the horizontal part of the metric for the controlled system, i.e., the &controlled inertia' associated with the group H variables. Since G ?@ "g ?@ !g ?? ?@g @@ , it is clear how the control gain ?@ enters in to provide stabilization, i.e. by modifying the inertia. To obtain asymptotic stability, we introduce an additional term in the control law to simulate dissipation. Let the complete control law be
i.e. the control law term derived above in equation (24), and where u ? is the new feedback term that will simulate dissipation. With this control law, the controlled dynamics are computed to be d dt
We choose u ? so that (d/dt) E is non-decreasing (non-increasing) if the equilibrium is a local maximum (minimum) of E . We then carry out a LaSalle invariance principle analysis (details can be found in References [7] ).
Assume that can be taken in form (47). Then
where we have used the fact that
. We also used the fact that
since the actuation is internal.
Without loss of generality, we may assume that E has a local maximum at the equilibrium. Choose
where c ?@ is a positive-de"nite matrix. Then,
In the case that the equilibrium of interest is such that Q ?" C "0, we can take as
where @A is a sign de"nite symmetric matrix. Then, (59) becomes
To obtain asymptotic stability we use the LaSalle invariance principle and the details of the speci"c system. In Reference [7] the general theory of how to carry this out is examined in some detail. See also Woolsey and Leonard [19] .
GYROSCOPIC STABILIZATION WITH ROTORS
In this section we show how the preceding results on Euler}PoincareH matching and stabilization apply to an important class of examples, namely rigid bodies carrying internal rotors. We treat both the spacecraft with internal rotors and the underwater vehicle with internal rotors.
The rigid spacecraft with a rotor
Following Krishnaprasad [8] and Bloch et al. [20] , we consider a rigid body with a rotor aligned along the third principal axis of the body as in Figure 1 . The rotor spins under the in#uence of a torque u acting on the rotor. The con"guration space is Q"SO(3);S, with the "rst factor H"SO(3) being the spacecraft attitude and the second factor G"S being the rotor angle. The Lagrangian is total kinetic energy of the system, (rigid carrier plus rotor), with no potential energy.
¹he¸agrangian: The reduced Lagrangian on RN(3);S for this system is
where "( , , ) is the body angular velocity vector of the carrier, is the relative angle of the rotor, I
'I 'I are the rigid body moments of inertia, J "J and J are the rotor moments of inertia and G "I G #J G . The body angular momenta are determined by the Legendre transform to be " " " #J Q
Note that ? "M I ? following the notation of (41). The momentum conjugate to is
Equations of motion:
The equations of motion with a control torque u acting on the rotor are ( (
Further, in order to satisfy Assumption EP-2 should satisfy
Substituting into Equation (11) with these choices, the controlled Lagrangian is given by
where is a free variable and matching is ensured by Theorem 2.1. The controlled conserved quantity is
Control law: Using (24), the control law is
To get the control law with accelerations eliminated we use formula (32) . We compute from (29) the matrix B to be diagonal with diagonal elements ( , , I ). We then compute D from (30) to be
Using (31), we "nd the control gains k? ?
( and using (32) , the control law is
We note that
As in Reference [20] , we consider the equilibrium ( , , , Q )"(0, , 0, 0) corresponding to steady rotation about the intermediate axis (unstable for the uncontrolled spacecraft). In contrast to our earlier work, however, we carry out our analysis on the Lagrangian side and we do not restrict the stability analysis to the zero level set of the conserved momentum.
Casimir functions for this problem are functions of the total angular momentum of the body plus rotor system. We let
Thus, our Lyapunov function for studying stability becomes
To satisfy (45) for Theorem 2.2, the "rst derivative of evaluated at the equilibrium " C should satisfy 
Proposition 3.1 For k'1!I / , the equilibrium (0, , 0, 0) is nonlinearly stable for the feedback controlled system where u is given by (68).
The stabilization that takes place as the gain is increased can be viewed in terms of a modi"cation of the phase portrait of the rigid body: the four heteroclinic orbits for the rigid body close up along the &hinge' joining the two saddle points forming a circle of "xed points and then open up along a &hinge' joining two stable points, forming a stability island where there were saddle points previously.
One of the advantages of the approach in this paper is that it is systematic, given the class of control Lagrangians we have proposed (of course, we are not excluding the possibility that other interesting classes might be found). For example, with the satellite with rotors one can readily deal with variants of the problem such as putting the rotor along the short axis instead of the long one, or with its axis in some direction other than a principal axis direction.
Asymptotic stability: We now add further control to the system to achieve asymptotic stability of the equilibrium. As in Section 2 we choose (lI )" 1 2 J lI with (0 and " ";1. By (58) we choose a control of the form
As is shown in Reference [7] this leads to asymptotic stability.
The dynamics of an underwater vehicle
The dynamics of an underwater vehicle provides another rich example of the methods of the present paper. The techniques proceed somewhat similarly to those for the satellite to show what explicit gains are needed to stabilize an otherwise unstable motion. The underwater vehicle example is much richer, however, because it interacts with the surrounding #uid for both rotational and translational motions, whereas the satellite stabilization problem deals only with the rotational dynamics. Some of the relative equilibria that are of interest are discussed in References [21, 22] . Stabilization of the underwater vehicle with internal rotors was "rst investigated in Reference [23] .
¹he dynamical model: We model the underwater vehicle using Kirchho!'s equations which describe the dynamics of a rigid body in an ideal, unbounded #uid. We assume that the vehicle is neutrally buoyant (buoyant force equal and opposite to gravitational force) and for simplicity, we assume that the vehicle has three planes of symmetry and uniformly distributed mass. The latter assumption implies that the centre of gravity and centre of buoyancy are coincident. In reality, the centre of gravity is designed to be lower than the centre of buoyancy for stability. By making the centres coincident, the stability problem becomes more demanding. Our simplifying assumptions also imply that the matrix of mass, inertia, added mass and added inertia of the body}#uid system can be diagonalized (for further details see, for example, Reference [21] ). We will denote the diagonal elements of the mass plus added mass matrix by (m , m , m ) and the diagonal elements of the inertia plus added inertia matrix by (I , I , I ).
We consider the underwater vehicle with two independently controlled, symmetric, internal rotors, one aligned along the "rst principal axis and the other aligned along the second principal axis. The "rst rotor spins under the in#uence of a torque u acting on it, and the second rotor spins under the in#uence of a torque u acting on it. The con"guration space of the underwater vehicle plus rotors system is Q"SE(3);(S;S) with the "rst factor H"SE(3) being the underwater vehicle attitude and position and the second factor G"S;S being the pair of rotor angles. The Lagrangian is the total kinetic energy of the system with no potential energy.
¹he¸agrangian: The reduced Lagrangian on RD(3);(S;S) for this system is 
The vehicle linear and angular momenta are determined by the Legendre transform to be
following the notation of (41). The momenta conjugate to and are
where , are free variables and matching is ensured by Theorem 2.1. The controlled conserved quantities are for i"1, 2
To get the control law with accelerations eliminated we use formula (32 
Using (31), we "nd the control gains k?
? . The only non-zero elements of this gain matrix are
Using (32) , the control law is
Stabilization: The family of relative equilibria that we are interested in stabilizing with the two given rotors corresponds to translation along and rotation about the third principal axis of the vehicle, i.e.
where v O0. For example, if the third principal axis corresponds to the longest physical axis of the vehicle (i.e. longest semi-axis of an ellipsoidal vehicle), then for the uncontrolled vehicle, this family of relative equilibria is unstable (except possibly linearly stable in a region of large values of /v as described in Reference [24] ). Typically, such a motion is stabilized by propellers and "ns. Internal rotors are advantageous since they are not exposed to the harsh seawater environment and they can provide stabilization even at low vehicle velocities. We will consider here the case in which the third principal axis is the longest physical axis of the vehicle and the "rst principal axis is the shortest. This implies that
Two Casimir functions for this problem are as follows:
To satisfy (45) for Theorem 2.2, the "rst partial derivatives of evaluated at the equilibrium should satisfy Since these "rst three diagonal element are negative, we seek to make N ?@ negative de"nite. At this point we specialize to the equilibrium in which "0. This is a practical choice as it corresponds to the vehicle translating along its long axis but not spinning. For this equilibrium, N ?@ is negative de"nite if we take
The conditions on and hold if and only if k '1 and k '1. Therefore, by Theorem 2.2 we have proved.
Proposition 3.2
For k '1 and k '1, the equilibrium (0, 0, v , 0, 0, 0, 0, 0), for v O0, is nonlinearly stable for the feedback controlled system where u is given by (81).
