. Since LPS signals via Toll-like receptor 4 (TLR4), we created a simple mathematical model in order to address the role of this receptor in both the normal and preconditioned response to LPS. We created a non-linear system of ordinary differential equations, consisting of free LPS, free TLR4, bound complex LPS-TLR4, and an intracellular signaling cascade (lumped into a single variable). We simulate the effects of preconditioning by small and large repeated doses of LPS on the system, varying the timing of the doses as well as the rate of expression of TLR4. Our simulations suggest that a simplified model of LPS/TLR4 signaling can account for complex preconditioning phenomena without invoking a specific signaling inhibition mechanism, but rather based on the dynamics of the signaling response itself, as well as the timing and magnitude of the LPS stimuli.
Introduction
The inflammatory response (local or systemic) is a highly complex process that involves innumerous cell types and mediators that act in concert in order to eradicate infection and promote tissue repair. This response is characterized by both context-dependent phenomena and by an array of control processes [25] . We have created a series of mathematical models of the inflammatory response and its links to tissue damage and healing [2, 33, 34] . One of the aspects of inflammation that we have been studying involves preconditioning [9] , a phenomenon in which secondary inflammatory stimulation (with either the same or different pro-inflammatory agent or stress) leads to one of three possible outcomes with regard to a single proinflammatory stimulus [6, 37] :
No difference, i.e. both the first and second responses are of the same magnitude. 2. Priming, in which the second response is greater than the first. 3. Desensitization (tolerance), in which the second response is lower than the first.
Repeated treatment with Gram-negative bacterial lipopolysaccharide (LPS) is a well-established paradigm of preconditioning. Previous computational studies from our group, using a lumpedparameter model, have demonstrated a role for anti-inflammatory influences in this process at the whole-animal levels [9] . There is abundant evidence that preconditioning occurs at the cellular level as well as in vivo [6, 37] . Lipopolysaccharide signals via Toll-like receptor 4 (TLR4) [4, 20] , and desensitization in response to LPS has been associated with suppression of TLR4 signaling [13] . To gain insight into this process, we created a simple mathematical model TLR4 signaling in both the normal and preconditioned responses of macrophages to LPS. These studies demonstrate computationally how various, often subtle features of LPS-driven preconditioning could occur at the cellular level, without invoking any overt anti-inflammatory influences.
Materials and methods

A mathematical model of signaling
The mathematical model consists of a system of ordinary differential equations containing LPS (A), TLR4 (R), the bound complex LPS-TLR4 (C), and downstream signaling carrier (S):
These equations describe the dynamics of R and C on the surface of cells, A in the vicinity of the surface and S in the cell interior. LPS binds to TLR4 with a rate k 1 to form an LPS-TLR4 complex, which can dissociate with a small rate k À1 [31] , or can be internalized by the cell at a rate k 3 . We have not included a decay mechanism for LPS, as LPS is known to be intrinsically stable with a negligible death rate (see [14, 17] ). TLR4 is expressed by cells at a constant rate k 2 and, in the absence of LPS, it equals to the homeostatic value r 0 . The LPS-TLR4 complex stimulates signaling cascade at a rate k 4 . The last term in the equation for LPS-TLR4 complex accounts for the existence of a threshold value c 0 under which internalization of the complex does not occur; the step function v CPc 0 takes the value 1 if C P c 0 and the value 0 otherwise. The initial amounts are assumed zero for both complex and signaling cascade, r 0 for the free receptors, and a constant prescribed value for LPS. The time interval is subdivided into several subintervals. The strong-stability preserving Runge-Kutta method of third order is used to solve the ODE system numerically at each time step for each cell. The parameter values used in the model are shown in Table 1 .
Results
Analysis of the system
We first analyze the stability of the ODE system in the case of k À1 = 0. The first two equations are independent of the S and C variables and hence form a closed system. The phase portrait for the A-R system (not shown) has an asymptotically stable fixed point at (A, R) = (0, r 0 ). Trajectories originating at R = r 0 are monotone decreasing in A with a decrease followed by an increase in R. The product AR is positive and converges to 0, which results in a positive, but finite, contribution to C. The third equation then implies that if the integral J ¼ R 1 0 k 1 AR dt is less than c 0 , C will approach the value J monotonically, as t ? 1. Otherwise, the C trajectory will show a peak and then decay to c 0 (see Fig. 7 ).
When k À1 > 0, the equations for A, R, and C are again independent of S. The phase portrait for the A-R-C system (not shown) has a line of fixed points (A, R, C) = (A, r 0 , Ak 1 r 0 /k À1 ) with 0 6 A 6 k À1 c 0 /(k 1 r 0 ). For the parameters listed in Table 1 these fixed points are neutrally stable, i.e. have one zero eigenvalue and two real negative eigenvalues.
The last equation implies that the signaling S is determined by the dynamics of C:
In other words, the effect of initial value S(0) is lost on the timescale of 1/k 4 and the value of S at time t is the average of C over an interval of time terminating at t of length of the order of 1/k 4 . As a result, if k 4 is sufficiently large, the dynamics of S is almost identical to that of C.
In the standard trajectory corresponding to the initial conditions (A, R, C, S) = (A, r 0 , 0, 0) with constants as given by Table 1 , the amount of A is monotonically decreasing, R shows initial decrease, followed by an increase back to R = r 0 , and both C and S show an increase with a single peak, followed by a decrease to very small levels. We shall now examine several distinct preconditioning scenarios. Fig. 1 
Scenario 1 (see
)
We show simulations of two successive injections of LPS done at a time interval Dt apart. The curves in panel A show the amount of signaling (vertical axis) versus the time (horizontal axis). Solid lines correspond to a small interval between the two LPS injections (Dt = 10 h) whereas dotted lines correspond to a large interval between the two injections (Dt = 40 h). We vary the amount of LPS for each injection. For panels A and B, two large and equal amounts of LPS were injected (A(t = 0) = A(t = Dt) = 10); for panels C and D, one large amount was first injected (A(t = 0) = 10), then followed by a small amount (A(t = Dt) = 1); for panels E and F, two small and equal amounts of LPS were injected (A(t = 0) = A(t = Dt) = 1) and finally for panels G and H a small amount was first injected (A(t = 0) = 1) then followed by a large amount (A(t = Dt) = 10). The parameters in the mathematical model are given in Table 1 . Panels A, C, E and G correspond to the regeneration rate of TLR4 rate equal to 0.5 whereas panels B, D, F and H correspond to a smaller regeneration rate (equal to 0.1).
We first observe that decreasing the regeneration rate of TLR4 has a direct effect on the second signaling peak for panels A and B. For a rate equal to 0.5, we observe tolerance if Dt is small enough between the two stimuli and we have two signaling peaks of the same magnitude if Dt is large enough. For a rate equal to 0.1, we only observe an important desensitization. If the second LPS stimulus is smaller than the first (panels C and D), we observe a smaller second signaling peak if the rate is equal to 0.5, and no second peak at all if the rate is equal to 0.1.
For panels E, F, G and H, we obtain priming, namely the second peak is larger than the first signaling peak. For the case where the same small amount of LPS is injected, we do observe a larger priming if the interval Dt is small enough. This effect does not appear if the second LPS stimulus is larger than the first stimulus: the magnitude of the second signaling peak seems to be independent of Dt.
Scenarios 2-6
The general description of scenarios 2-6 is found in Table 2 , and is based on the canonical preconditioning scenarios described by Day et al. [9] . We use the same parameters as in Table 1 and regeneration rate of TLR4 equal to 0.1. Fig. 2A )
Scenario 2 (see
In the non-preconditioned system, only one signaling peak occurs following a single LPS injection at time t = 24 h. The system is next preconditioned by injecting a small amount of LPS at the initial time (scenarios 2a and 2b). This produces two signaling peaks of different magnitude. The peak following the initial injection is smaller than the peak following the second stimulus. If the initial amount of LPS is increased and equal to one (scenario 2a), the second signaling peak is only slightly smaller than the peak obtained in the non-preconditioned system. If the initial amount is three times larger (scenario 2b), there is a significant decrease in the signaling amounts versus time. Panels A, C, E and G correspond to a rate of expression of receptors that is five times larger than the rate in panels B, D, F and H. One injection of LPS is done at the initial time t = 0 and a second injection of LPS occurs at a later time t = Dt. The solid curves result from a small time interval whereas the dotted curves result from a large time interval Dt (four times larger). Comparing figures from the right column to the left column shows that the expression rate of receptors has an influence on the magnitude of the second signaling peak. The amount of LPS injected varies: two large equal amounts (panels A and B); one large followed by one small amount (panels C and D); two small equal amounts (panels E and F); one small followed by one large amount (panels G and H). magnitude of the second signaling peak compared to the non-preconditioned system. There is still a small difference between the magnitude of the first and second peaks. Fig. 2B shows that the magnitude S max of the second peak decreases approximately linearly with the increase in preconditioning, until a threshold is reached beyond which no further decrease in signaling through preconditioning is achievable. This threshold occurs for A(t = 0) $ 7. We also note that the signaling amount does not go to zero, but remains slightly elevated and equal to 0.7.
We conclude that by preconditioning the system with a low dose of LPS, one can reduce the response obtained with a very large dose of LPS. Fig. 3A )
Scenario 3 (see
This scenario follows a similar pattern as in scenario 2. The non-preconditioned system gives a single signaling peak following the LPS stimulus at t = 26 h. Then, the system is preconditioned by injecting increasing amounts of LPS at time t = 0. This gives two successive signaling peaks (scenarios 3a, 3b, and 3c). As the initial amount of LPS increases from 1 (scenario 3a) to 2 (scenario 3b) and then to 3 (scenario 3c), the magnitude of the first peak increases and the magnitude of the second peak decreases. In fact, for a preconditioning amount equal to 3, the first and second peaks have the same magnitude. This differs from scenario 2, where a small difference between the two peaks was still observed. An explanation for this difference is that the amount of LPS in the non-preconditioned system in scenario 3 is half the amount of LPS in scenario 2 (namely 5 versus 10). In scenario 3, the amount is less lethal and the magnitude of the second peak is smaller than the one in scenario 2. Another difference between the results in scenario 2 and scenario 3 is that the tail of the signaling peak is smaller in scenario 3 than in scenario 2. In scenario 3, at t = 80 h, signaling peaks at an amount of 0.2, whereas in scenario 2 signaling peaks at an amount of 0.7. Again, this can be explained by a smaller LPS stimulus in scenario 3. Fig. 3B shows that again the magnitude S max of the second peak decreases approximately linearly with the increase in preconditioning until a threshold A(t = 0) $ 7 is reached beyond which no further decrease in signaling through preconditioning is achievable.
We conclude that preconditioning helps decrease the magnitude of the signaling peak but it also creates a 'tail' in the signaling evolution. As the amount of preconditioning increases, it takes longer for the system to go back to its normal state, i.e. for the signaling amount to become close to zero. Fig. 4 )
Scenario 4 (see
We consider three different systems with and without preconditioning. The amount of LPS is identical in all non-preconditioned systems. Panel A shows a non-preconditioned system with a single LPS injection at time t = 24 h (solid line) and a preconditioned system with an initial LPS stimulus equal to 2 (dashed line). In the preconditioned system, there are two signaling peaks. The second signaling peak shows a reduction of 16% compared to the peak in the non-preconditioned system. Panel B shows a non-preconditioned system with a single LPS stimulus at a later time t = 48 h (solid line) and a preconditioned system with two LPS injections of an amount equal to 2 each at times t = 0 h and t = 24 h (dashed line). The resulting signaling curve shows three signaling peaks. The magnitude of the third peak is 25% smaller than the magnitude of the signaling peak in the non-preconditioned system. Panel C shows a non-preconditioned system with a single LPS injection at time t = 72 h (solid line) and Table 2 Parameters for scenarios. a preconditioned system with three LPS stimuli at successive times t = 0 h, t = 24 h and t = 48 h. This produces four signaling peaks with a reduction of 30% for the last peak compared to the non-preconditioned peak. We observe that in all three panels, the signaling peak following the LPS injection in the non-preconditioned systems is identical, namely independent of the injection time. We also observe that for all preconditioned systems, the first LPS peak is identical. This is expected as the same amount of LPS is injected at the same initial time. Also, the second signaling peak in panel B is identical to the second signaling peak in panel C. We conclude that several successive preconditioning stimuli help reduce the system's response to a large amount of LPS. Fig. 5 )
Scenario 2
Non-preconditioned 0 0 10 24 Preconditioned 2a 1 0 10 24 Preconditioned 2b 3 0 10 24 Scenario 3 Non-preconditioned 0 0 5 26 Preconditioned 3a 1 0 5 26 Preconditioned 3b 2 0 5 26 Preconditioned 3c 3 0 5 26 Scenario 4 Non-preconditioned 4a 0 0 5 24 Preconditioned 4a 2 0 5 24 Non-preconditioned 4b 0 0 0 24 5 48 Preconditioned 4b 2 0 2 24 5 48 Non-preconditioned 4c 0 0 0 24 0 48 5 72 Preconditioned 4c 2 0 2 24 2 48 5 72 Scenario 5 Non-preconditioned 0 0 0 24 15 72 Preconditioned 5a 2.5 0 2.5 24 15 72 Preconditioned 5b 1 0 1 24 1 48 15 72 Scenario 6 Non-preconditioned 0 0 17 24 Preconditioned 6a 2 0 17 24 Preconditioned 6b 5 0 17
Scenario 5 (see
In this scenario, the non-preconditioned system has a very large and lethal amount of LPS injected at t = 72 h. The amount is equal to 15 . This results in a high signaling peak following the injection (solid line). Next, we consider two types of preconditioning. In scenario 5a, two LPS injections of an equal amount of 2 occur at t = 0 and t = 24 h. This produces three signaling peaks (dotted line). The third signaling peak is 23% smaller compared to the non-preconditioned peak. In scenario 5b, three LPS injections occur at times t = 0, t = 24 h and t = 48 h with a smaller amount equal to 1 (dashed line). The resulting fourth signaling peak around t = 72 h is 16% lower than the non-preconditioned peak. the solid curve corresponds to no preconditioning. As in scenario 2, the magnitude of the second peak in the preconditioned system decreases as the amount of LPS for the first stimulus increases. The dotted curve corresponds to a preconditioning amount of 1 at time t = 0 h. The dashed curve corresponds to a preconditioning amount of 2 at time t = 0 h. The dash-dot-dot curve corresponds to a preconditioning amount of 3 at time t = 0 h. In the latter case, we observe a second peak of same magnitude even though the second stimulus corresponds to a larger amount (equal to 5). We also note that the peak decreases but the 'tail becomes larger'. Panel B: the magnitude S max of the second peak in TLR4 signaling versus the amount of preconditioning A(t = 0).
Non-Preconditioned
Non-Preconditioned Preconditoned
Non-Preconditioned Preconditoned We observe that as we increase the number of successive small amount of preconditioning, the resulting signaling peak decreases.
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From this simulation, we conclude that a better preconditioning strategy is fewer successive LPS stimuli of small amount rather than more successive LPS stimuli of very small amount. Fig. 6A )
Scenario 6 (see
This scenario is of the same type as scenario 2. The non-preconditioned system has a larger LPS injection (an amount equal to 17 compared to 10 in scenario 2). Thus, the signaling peak is higher. In scenario 6a, one preconditioning dose of an amount equal to 2 is applied at t = 0 (dotted line). This regimen results in two signaling peaks with a higher second peak. We note that the magnitude of the second peak is slightly smaller than the peak in the non-preconditioned system. If the amount of the initial LPS stimulus is equal to 5, then the second LPS peak is significantly smaller than the non-preconditioned system (scenario 6b). In fact, the second peak is also smaller than the initial peak. Fig. 6B shows that again the magnitude S max of the second peak decreases approximately linearly with the increase in preconditioning until a threshold A(t = 0) $ 7 is reached beyond which no further decrease in signaling through preconditioning is achievable. We conclude that preconditioning can help desensitize the LPS effects. We observe tolerance of the system, and the second lethal LPS stimulus is now smaller than that seen at a lethal dose of LPS.
Phase diagram
Further visualization of the preconditioning and priming behavior can be obtained by plotting the TLR4-LPS complex (C) versus free TLR4 receptor concentration (R) for cases with and without preconditioning. The standard trajectory, shown as a heavy solid curve in Fig. 7 , corresponds to initial LPS injection at the level 5. It starts at the point C = 0, R = 4 and is traversed in counterclockwise direction as indicated by the arrows. If a second LPS injection (of magnitude 10) is administered at time Dt after the first, the trajectory will continue along one of the dashed curves, originating at the appropriate point of the standard trajectory. The peak in signaling will be roughly equal in magnitude of the peak in TLR4-LPS complex and can be determined in the graph as the maximum value of C attained along the trajectory. One observes three distinct regimes in Fig. 7: if Dt < 2h then the second peak will be larger than the first (corresponding to priming behavior). If 2h < Dt < 70h then the second peak will be lower than the first peak (although the amount of LPS used in the second injection was larger than in The solid curve corresponds to no-preconditioned system. The dotted curve corresponds to two stimuli of an amount equal to 2.5 whereas the dashed curve corresponds to three successive stimuli of a smaller amount equal to 1. The resulting dashed peak is, however, slightly larger than the resulting dotted signaling peak. the first). The most optimal separation of the two injections is Dt = 12h.
Non-Preconditioned
Discussion
Sepsis is a state in which runaway inflammation is driven by bacterial infection [28, 30] and perpetuated by the body's own alarm/danger response [19, 21] The acute inflammatory response to biological stress such as bacterial infection involves a cascade of events mediated by a large array of cells and molecules that locate invading pathogens or damaged tissue, alert and recruit other cells and molecules, eliminate the offending agents, and finally restore the body to equilibrium. This response is accompanied by macroscopic manifestations such as fever and elevated heart rate, which contribute to optimize the various defense mechanisms involved [25] . Much of this response in the setting of sepsis is driven by the bacterial cell wall component LPS, which is now known to signal predominantly via TLR4 [4, 20] .
One long-studied phenomenon is the paradoxical inability of inflammatory cells derived from the blood of septic patients to produce inflammatory mediators, despite the generally high levels of these same inflammatory in the blood [1, [5] [6] [7] 27, 29] . This phenomenon is thought to be the same as LPS tolerance (desensitization), which can be seen both in inflammatory cells in vitro as well as at the whole-organism level [6, 9, 24, 37] . Desensitization is only one possible outcome of a broader phenomenon, that of preconditioning (which also involves priming, i.e. the super-induction of inflammatory mediators upon repeated stimulation, often examined in vitro in cells such as macrophages [26] ). We have developed a series of computational simulations of the whole-organism inflammatory response, in which pro-and anti-inflammatory mediators are induced by infection or sterile trauma and are further modulated by products derived from damaged or dysfunctional tissues [2, 33, 34] . Using one of these models, we have gained insight into the phenomenon of preconditioning at the whole-animal level [9] . In that study, we utilized a four-dimensional model of this response to reproduce many scenarios involving repeated LPS administration, including both tolerance and potentiation, from a single parameter set under different administration protocols. The key determinants of the outcome of our simulations were the relative timescales of model components, specifically the slower dynamics of the anti-inflammatory mediator with respect to the pro-inflammatory mediator [9] .
In the present study, we turned our attention to the study of preconditioning at the cellular level. We hypothesized that preconditioning is inherent to the dynamics of the signaling process. Indeed, prior studies had suggested that desensitization in response to LPS is associated with suppression of TLR4 signaling [13] . We created a simplified model of this process, nominally in macrophages, consisting of LPS (A), TLR4 (R), the bound complex LPS-TLR4 (C), and downstream signaling events (S). Our numerical results show that preconditioning effects depend on the preconditioning amount and on the time interval between the successive injections. By varying these parameters, we obtain all possible scenarios, namely priming, desensitization and no difference between signaling peaks.
Our results suggest that preconditioning is controlled by the degeneration rate of TLR4, the time interval between repeated LPS stimuli, and the magnitude of each LPS stimulus. We find that following a preconditioning LPS stimulus, the signaling peak driven by a second LPS stimulus decreases approximately linearly with the increase in preconditioning, until a threshold is reached beyond which no further decrease in signaling through preconditioning is achievable. Furthermore, our simulations suggest that as the amount of preconditioning increases, it takes longer for the system to go back to its normal state. Additionally, exposure to several successive preconditioning doses maintains cells in a tolerant (LPS-insensitive) state, with greater tolerance occurring in the presence of fewer successive LPS stimuli versus more frequent, very small LPS stimuli.
In the case of preconditioning amounts smaller than the amount of LPS stimulus in the non-preconditioned case, we always observe desensitization of the system. In other words, the signaling peaks in preconditioned systems are smaller than in non-preconditioned systems. We also show that there is a threshold amount of preconditioning above which the second signaling peak is no further reduced, in line with published studies [11] . Our simulations also suggest an optimal time interval between doses of LPS (approximately 12 h) for the maximal desensitization to occur. These results are also in agreement with published studies [12, 18] .
There are several limitations to our study. First, we note that our model is a simple component model and therefore we have constrained ourselves to the abstractions inherent in such a mathematical model. We strove to make the simplest assumptions possible about LPS/TLR4 signaling, in order to see if preconditioning behavior would emerge. Second, we did not include a decay mechanism for LPS, as LPS is known to be intrinsically stable in vitro with a negligible death rate (see [14, 17] ). In vivo, the liver is the main organ involved in the clearance of LPS from the bloodstream, which occurs via uptake of LPS [22, 32] . To examine the effect of the addition of a non-zero decay rate on our simulations, we re-ran our simulations with a modified model including a death rate for LPS, and we observe that in all cases LPS decays to 0 within the period t = 80 h if the value of the death rate is greater than a certain threshold (data not shown). If the death rate is chosen to be very small, the amounts of LPS at t = 80 h remain non-zero in the examples of high levels of LPS stimuli. To our knowledge, there is no published literature specifically on the decay kinetics of the molecule, and we believe this is because the binding mechanism is the dominant mechanism in clearance of LPS in vivo [22, 32] . Third, in our simple model, signaling amplification is achieved simply by changing the value of the signaling rate. By doing so, the resulting signaling curves become more narrow or more spread out without altering the interpretation of the results (data not shown). While we acknowledge that more sophisticated treatments of signaling amplification might be modeled, this would greatly expand the size and scope of our model and require us to increase the complexity of other aspects of the model correspondingly.
We suggest that the studies we carried out herein have a broader applicability to the study of preconditioning in other aspects of inflammation. Toll-like receptor 4 recognizes so-called pathogenassociated molecular patterns (e.g. LPS) [4, 20] , but this receptor also recognizes damage-associated molecular patterns (e.g. the DNA-binding alarmin HMGB1) [3, 8, 10, 35, 36] , and, hence, appears to be centrally involved in the immune response during both infection and injury [23] . Importantly, HMGB1 appears to mediate preconditioning via TLR4 [15, 16] . Thus, expansion of the present studies with parameters relevant to the interaction between HMGB1 and TLR4 may yield important insights into the phenomenon of cross-tolerance (i.e. preconditioning in settings of stimulation with heterogeneous stimuli [6, 37] ).
In summary, the studies presented herein suggest that the features inherent to a relatively simple signaling cascade involving LPS and TLR4 can explain many of the phenotypes associated with preconditioning. We suggest that this phenomenon may be an evolved feature of the inflammatory cascade, presumably to allow both rapid ramp-up of inflammation (priming) as well as resolution (desensitization).
