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DISSERTATION ABSTRACT
Catherine M. Hsu
Doctor of Philosophy
Department of Mathematics
June 2018
Title: Higher Congruences Between Modular Forms
In his seminal work on modular curves and the Eisenstein ideal, Mazur studied
the existence of congruences between certain Eisenstein series and newforms, proving
that Eisenstein ideals associated to weight 2 cusp forms of prime level are locally
principal. In this dissertation, we re-examine Eisenstein congruences, incorporating
a notion of “depth of congruence,” in order to understand the local structure of
Eisenstein ideals associated to weight 2 cusp forms of squarefree level N . Specifically,
we use a commutative algebra result of Berger, Klosin, and Kramer to bound the
depth of mod p Eisenstein congruences (from below) by the p-adic valuation of
ϕ(N). We then show how this depth of congruence controls the local principality
of the associated Eisenstein ideal.
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CHAPTER I
INTRODUCTION
Modular forms have played a pivotal role in modern algebraic number theory.
They appear in a wide range of contexts, often linking seemingly unrelated areas of
mathematics as perhaps most famously seen in the celebrated proof of Fermat’s Last
Theorem. My research explores the interplay between certain analytic and algebraic
objects that arise in the study of congruences between modular forms. Specifically,
I focus on the arithmetic properties of the Fourier coefficients of modular forms and
how this data is related to the local structure of associated Eisenstein ideals.
In this chapter, I begin by stating the main results of this dissertation, which
pertain to higher congruences between weight 2 Eisenstein series and newforms of
squarefree level. I then present two levels of motivation for my research. First, I
outline the proof of the Herbrand–Ribet Theorem on the structure of ideal class
groups in cyclotomic fields, which illustrates how congruences between modular forms
can be used to understand the local structure of certain algebraic objects. Second,
I recall two results of Mazur, concerning the Eisenstein ideal, which have directly
motivated my research.
1.1. Higher congruences between modular forms
In his 1976 proof of the converse to Herbrand’s theorem, Ribet [39] introduced
the strategy of using congruences between modular forms to construct elements of
related class groups. His approach centers on realizing a special value L(1 − k, χ)
of an even Dirichlet character as the constant term of an Eisenstein series Ek,χ. He
shows that if a prime p divides L(1 − k, χ), there exists a cuspidal Hecke eigenform
1
f whose Hecke eigenvalues are congruent (mod p) to those of Ek,χ. This congruence
then allows him to use the residual Galois representation attached to f to construct
a non-zero element in the class group of the cyclotomic field Q(µp).
In this dissertation, I generalize Ribet’s strategy within the context of higher
Eisenstein congruences to establish new properties of other algebraic structures,
namely Hecke algebras and Eisenstein ideals. First, following Ribet, I use divisibility
properties of the constant term of an Eisenstein series Ek,N to establish the existence
of a congruence between a newform f and Ek,N . However, rather than directly using
the residual representation ρf to construct non-zero elements of a class group, I
consider all deformations of ρf to GL2(Qp), which allows me to relate the index
of the Eisenstein ideal inside of an associated Hecke algebra to the total depth of
Eisenstein congruences for weight k and level N . I then show that this total depth of
congruence controls the local structure of the Eisenstein ideal.
1.1.1. Main results with weight k = 2. To relate congruences between modular forms
to the structure of associated Hecke algebras (rather than class groups as Ribet did),
I require higher congruences, a refined notion of congruence introduced by Berger–
Klosin–Kramer [4], which incorporates a “depth” of congruence. More specifically, for
a fixed weight k and level N, let f1, . . . , fr be all newforms of level dividing N . Also,
let $N be a uniformizer in the ring of integers of a sufficiently large extension E/Qp
with ramification index eN . Given an Eisenstein series Ek,N , the depth of congruence
between each fi and Ek,N is defined to be the highest power $miN of $N such that the
Hecke eigenvalues (at primes ` - N) of fi and Ek,N are congruent modulo $miN . The
total depth of congruence for a fixed weight and level is then the sum of the mi’s,
normalized by the ramification index eN .
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To connect this total depth of congruence to the structure of the associated
Eisenstein ideal, I use a commutative algebra result of Berger–Klosin–Kramer [4],
which centers on fitting ideals. More specifically, I examine higher congruences
between weight 2 newforms and the weight 2 normalized Eisenstein series given by
E2,N = (−1)t+1ϕ(N)
24
+
∞∑
n=1
σ∗(n)qn,
where N > 1 is a squarefree integer with t prime factors, ϕ is Euler’s totient function,
and σ∗(n) is the sum of the divisors of n which are coprime to N . Indeed, by a famous
result of Mazur [30], it is known that if a prime p ≥ 5 divides the constant term of E2,N ,
there exists a newform f of (prime) level dividing N that is congruent modulo p to
E2,N . In Section 4.2, I give the following lower bound for the total depth of congruence
in terms of the p-adic valuation of the index #T/J, where T ⊆ End(S2(Γ0(N))) is
the Hecke algebra generated by Hecke operators T` for primes ` - N and J is the
associated Eisenstein ideal:
Theorem 1.1.1. For i = 1, . . . , r, let $miN be the highest power of $N such that
the Hecke eigenvalues of fi are congruent to those of E2,N modulo $miN for Hecke
operators T` for all primes ` - N . Then, we have
1
eN
(m1 + · · ·+mr) ≥ valp(#T/J). (1.1)
Now, when the inequality in Eq. (1.1) is strict, the Eisenstein ideal J is not
locally principal. So, to use Theorem 1.1.1 to generate examples of squarefree levels
for which the Eisenstein ideal is not locally principal, we need to (i) determine the
p-adic valuation of #T/J, ideally in terms of a related L-value, and (ii) show that the
depth of Eisenstein congruence modulo p is strictly greater than this p-adic valuation.
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Using admissibility results of Ribet–Yoo [50] to show the existence of sufficiently many
Eisenstein congruences, I give the following strict lower bound on the total depth of
congruence:
Theorem 1.1.2. If N has at least three prime divisors, then for any p ≥ 5 dividing
ϕ(N), the depth of Eisenstein congruences modulo p is strictly greater than the p-adic
valuation of ϕ(N), i.e.,
1
eN
(m1 + · · ·+mr) > valp(ϕ(N)).
If, in addition, valp(#T/J) = valp(ϕ(N)), the Eisenstein ideal J is not locally
principal.
Note that for prime level N,Mazur [30] proved that the Eisenstein ideal is locally
principal. It is not expected that this will carry over to non-prime level, and the second
statement in Theorem 1.1.2 establishes a way to show this. Moreover, in Chapter V,
I prove an equality between the total depth of Eisenstein congruence and a certain
Hilbert–Samuel multiplicity. In future work, I hope to use this to give an explicit
bound on the number of generators needed for the localized Eisenstein ideal.
1.2. The Herbrand–Ribet theorem
The ideal class group Cl(K) of a number field K, defined to be the quotient
I(K)/P(K) of fractional ideals by principal ideals, is an important algebraic structure
that encodes a variety of arithmetic data attached to K. To understand its behavior
as K varies across families of fields, number theorists have established reciprocities
between ideal class groups and other arithmetic objects, the most striking examples
arising in class field theory. In this section, we recall certain results about the p-
4
divisibility of the class group Cl(K) as K varies across the family of cyclotomic fields
Q(ζp). Indeed, we begin with the following definition:
Definition 1.2.1. An odd prime p is called irregular if p divides the class number of
Q(ζp), where ζp is a primitive pth root of unity.
Kummer introduced this notion of regular and irregular primes as he studied the
failure of unique factorization in cyclotomic fields. Indeed, Kummer [25] gives the
following classification of irregular primes:
Theorem 1.2.2 (Kummer’s criterion). An odd prime p is irregular if and only if
there exists an even integer 2 ≤ k ≤ p − 3 such that p divides the numerator of the
kth Bernoulli number Bk, where Bk is given by the Taylor series
t
et − 1 =
∑
n≥0
Bn
n!
tn.
Now, while Kummer’s criterion specifies a straightforward way to determine
whether or not a prime p is irregular, it fails to give any additional information about
the p-part of the class group of the cyclotomic field Q(ζp). For example, Theorem
1.2.2 implies that the size of the ideal class group Cl(Q(ζ691)) is divisible by 691
(since p = 691 divides the numerator of B12/24 = −691/65520) but does not specify
any structure in the p-part of Cl(Q(ζ691)). Using classical algebraic number theory
techniques, Herbrand [19] refined Kummer’s criterion by giving a a “piece-by-piece”
description of the structure of the p-part of Cl(Q(ζp)) in terms of the p-divisibility
of certain Bernoulli numbers. To state his result precisely, we require the following
notation.
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Let A be the p-Sylow subgroup of the ideal class group Cl(Q(ζp)) of Q(ζp), and
let G = Gal(Q(ζp)/Q) ∼= (Z/pZ)×. The character group Gˆ of G is then given by
Gˆ = {ωi | 0 ≤ i ≤ p− 2},
where ω is the Teichmüller character, i.e., the character ω : (Z/pZ)× → Z×p such that
for each a ∈ (Z/pZ)×, ω(a) ∈ Zp is the (p− 1)st root of unity satisfying
ω(a) ≡ a (mod p).
Since we are viewing ω as a p-adic character (rather than as a complex character),
we may consider the group ring Zp[G] and construct its orthogonal idempotents
εi =
1
p− 1
p−1∑
a=1
ωi(a)σ−1a ∈ Zp[G], 0 ≤ i ≤ p− 2.
Since pnA = 0 for sufficiently large n, we may consider A as a Zp-module, and
so, since G also acts on A, A is a Zp[G]-module. In particular, A decomposes as
A =
p−2⊕
i=0
Ai, where Ai = εiA.
Given this decomposition of A as a Zp[G]-module, Herbrand improved Kummer’s
criterion by relating each submodule Ai to the p-divisibility of a Bernoulli number:
Theorem 1.2.3 (Herbrand). Let i be odd with 3 ≤ i ≤ p−2. If Ai 6= 0, then p |Bp−i.
Herbrand’s proof of this theorem uses only classical algebraic number theory
tools, including the Stickelberger element of Q(ζp) and Stickelberger’s Theorem, and
can be found in [47, §6.3]. Over forty years later, Ribet proved the converse to
6
Herbrand’s theorem. However, unlike Herbrand’s (classical) proof, Ribet required
much more machinery. Indeed, he utilized Galois representations and algebraic
properties of modular forms to prove:
Theorem 1.2.4 (Ribet). Let i be odd with 3 ≤ i ≤ p− 2. If p |Bp−i, then Ai 6= 0.
The proof of this theorem is quite insightful, even when considered independently
of Herbrand’s theorem, in part because Ribet explicitly constructs an unramified
abelian extension of Q(ζp) that has exponent p and satisfies specific local conditions.
It is of particular interest to us because it illustrates one way that congruences between
modular forms are useful. While we do not include Ribet’s proof in detail, we outline
his approach, adapting a summary by Mazur [33, Figure 1]. Indeed, Figure 1 gives
the six main components of Ribet’s proof; our goal is to briefly explain the role of
each, with a particular focus on the relationships between the components, i.e., the
arrows appearing throughout the circle.
First, note that 1 → 2 is addressed by Herbrand’s theorem. To obtain the
converse direction 2 → 1 , Ribet works (counter-clockwise) around the circle:
2 → 3 : Ribet begins by realizing a special value L(1−k, χ) of an even Dirichlet
character as the constant term of an Eisenstein series Ek,χ, which allows him
to use the rich theory of modular forms to study the arithmetic properties of
Bernoulli numbers. In particular, the idea of recognizing L-values as constant
terms of modular forms arises in many contexts, such as Serre’s construction of
p-adic modular forms [42], and was introduced by Klingen [24] and Siegel [43, 44].
3 → 4 : While mathematicians had studied congruences between modular
forms prior to this proof, Ribet requires the existence of specific congruences,
namely congruences between weight 2 cusp forms and weight k Eisenstein series
7
1
Ideal class groups
2
Bernoulli numbers
3
Eisenstein series
4
Cusp forms
5
Galois
representations
6
Abelian extensions
of cyclotomic fields
Figure 1. Facets of number theory
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of level 1. Note that Ribet could have instead looked for Eisenstein congruences
with cusp forms of higher weights but chooses weight 2 in part because of
convenient properties of the associated Galois representations. The fact that
Ribet could have worked in any weight illustrates a more general principle
discovered later, namely that modulo p, all modular forms are weight 2 [23].
4 → 5 : Following the work of Serre and Deligne [13], Ribet is able to
associate to any weight 2 cusp form f an irreducible Galois representation ρf that
satisfies certain algebraic properties. In particular, since the cusp form f satisfies
an Eisenstein congruence, Ribet studies the residual Galois representation ρf ,
whose semi-simplification is the direct sum of two characters determined by
the Eisenstein series under consideration. See [40] for more details on Galois
representations attached to cusp forms.
5 → 6 → 1 : By choosing a suitable lattice for ρf , Ribet explicitly constructs
an unramified abelian extension of Q(ζp) that has exponent p and satisfies specific
local conditions. (Because of its importance to Ribet’s proof, Mazur refers to this
step as the “Ribet wrench”.) Once Ribet has constructed the required extension
of Q(ζp), class field theory gives the last arrow back to 1 .
We end this section by highlighting two important ideas that follow from this
discussion. First, beginning with Kummer’s criterion, we have seen a somewhat
surprising phenomenon: the existence of a close relationship between seemingly
unrelated analytic and algebraic objects. In this case, the work of Kummer, Herbrand,
and Ribet establish an explicit relationship between the p-structure of certain ideal
class groups and the p-divisibility of Bernoulli numbers. This phenomenon occurs
in many other areas of algebraic number theory, including the Langlands program.
Second, we note that the components in Figure 1 utilize a wide range of number
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theory techniques with varying levels of accessibility. For example, the behavior of
ideal class groups in families of number fields is quite hard to predict while Bernoulli
numbers are easily computable. As we have seen, it is advantageous to use a more
accessible object to understand a more mysterious one.
My research is most closely connected to components 3 , 4 , 5 in Figure 1. As
I will explain in the next section, while my strategy is based upon Ribet’s method,
there are several key differences between the two approaches.
1.3. Mazur’s Eisenstein ideal
In his seminal work Modular curves and the Eisenstein ideal [30], Mazur studies
the Q-rational points of the modular curves X1(N) and X0(N) when N is a prime
number. While this paper contains many results, two particular theorems, which we
now recall, have largely motivated my research.
Theorem 1.3.1 (Mazur). Let N > 1 be prime. If a prime p divides the numerator
of N−1
12
, then there exists a weight 2 newform f ∈ S2(Γ0(N))new such that
f ≡ E2,N (mod p),
where E2,N is a normalized weight 2 Eisenstein series of level N .
Note that in contrast to Ribet’s converse to Herbrand’s theorem, whose proof
utilizes a congruence between a weight 2 cusp form and a weight k Eisenstein series
of level 1, this result establishes the existence of a congruence between a weight 2
cusp form and a weight 2 Eisenstein series of level N .
Now, Theorem 1.3.1 arose in connection to Mazur’s work on the local structure
of the Eisenstein ideal inside a certain Hecke algebra. While we use slightly modified
definitions of these algebraic objects in later chapters, we recall their definitions as
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they appear in [30]. Indeed, let J0(N) denote the Jacobian (over Q) of the modular
curve X0(N).
Definition 1.3.2. The Hecke algebra T ⊆ End(J0(N)) is defined to be the subring
generated over Z by Hecke operators T` for all ` 6= N and the involution w induced
by (z 7→ 1/Nz) on the upper half-plane.
Definition 1.3.3. The Eisenstein ideal J is defined to be the ideal of T generated
by 1 + `− T` for all ` 6= N and 1 + w.
Remark 1.3.4. As explained in [30, II.6], while the algebra T acts, by definition, on
J0(N), it also acts on many other objects, including various spaces of modular forms.
In particular, the Hecke algebras we consider, cf. Definitions 2.2.4, 2.2.5, operate
on spaces of elliptic modular forms. To see that these definitions are compatible
with Definition 1.3.2, we note that the space S2(Γ0(N)) can be identified with the
cotangent space at 0 of J0(N). See [48, §2.1.3] for more details.
Given these definitions, Mazur proves the following theorem about the local
structure of J:
Theorem 1.3.5 (Mazur). The Eisenstein ideal J is locally principal in T.
By “locally principal in T,” we mean that for every prime ideal P ⊂ T, the ideal
J · TP is principal, where TP = lim←−
n
T/Pn denotes the completion of T at P. For
certain primes called Eisenstein primes, Mazur actually gives an explicit numerical
criterion for the element η` = 1 + `+ T` to be a local generator of J at the Eisenstein
prime P. See [30, Theorem I.11, Theorem II.16.6, and §II.7] for more details.
These results of Mazur raise the following two questions:
Question 1.3.6. For a fixed level N, is there a precise way to quantify all such
Eisenstein congruences (as in Theorem 1.3.1), including a notion of “depth”?
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Question 1.3.7. For a fixed squarefree level N, can we determine the local structure
of the associated Eisenstein ideal?
When the level N is prime, Question 1.3.6 is answered by a result of Berger–
Klosin–Kramer [4, Proposition 3.1]. When the level N is squarefree, I answer this
question two ways. First, in Theorem 4.0.1, I give a strict lower bound for the
total depth of congruence using Euler’s totient function. Additionally, I show in
Theorem 5.1.1 that this depth of congruence can be interpreted as a Hilbert–Samuel
multiplicity. For Question 1.3.7, I use the higher congruences framework to show that
the total depth of congruence controls the local principality of the Eisenstein ideal; I
then give a conditional answer as to when the Eisenstein ideal is not locally principal.
This dissertation is organized as follows. Chapter II gives background
information on modular forms and Hecke algebras. Chapter III recalls important
commutative algebra results, including on Hilbert–Samuel multiplicities. Chapter
IV presents and proves the main results of this dissertation, and Chapter V gives
computational examples and an interesting application of the main results. Appendix
A provides the algorithm used to compute examples of Eisenstein congruences, and
Appendix B gives a geometric construction of modular forms.
12
CHAPTER II
MODULAR FORMS AND HECKE THEORY
In this chapter, we focus on the relationship between modular forms and Hecke
theory. Indeed, we begin by developing some of the rich theory of modular forms
for various congruence subgroups. We then recall portions of Hecke theory, including
several compatible formulations of Hecke operators, and state the main result of
Atkin–Lehner theory, i.e., the multiplicity one theorem. We conclude by explaining
the important duality that exists between Hecke algebras and certain spaces of
modular forms. Throughout this chapter, we follow the notation of [14, 15].
2.1. Elliptic modular forms
Let h denote the complex upper half-plane, and consider the action of SL(2,Z)
on h given by Möbius transformations: for γ = ( a bc d ) ∈ SL(2,Z) and z ∈ h,
γz :=
az + b
cz + d
.
A subgroup Γ ⊆ SL(2,Z) is called a congruence subgroup if it contains
Γ(N) =
{
γ ∈ SL(2,Z) | γ ≡
(
1 0
0 1
)
(mod N)
}
for some positive integer N . Note that Γ(N) is called the principal congruence
subgroup (of level N). Throughout this dissertation, we are primarily concerned
13
with the following two congruence subgroups:
Γ0(N) =
{
γ ∈ SL(2,Z) | γ ≡
( ∗ ∗
0 ∗
)
(mod N)
}
,
Γ1(N) =
{
γ ∈ SL(2,Z) | γ ≡
(
1 ∗
0 1
)
(mod N)
}
.
Given a non-negative k and a congruence subgroup Γ ⊆ SL(2,Z), a modular
form (of weight k with respect to Γ) is a complex analytic function on h that satisfies
a certain functional equation with respect to the group action of Γ as well as growth
condition at the cusps:
Definition 2.1.1. Let k be a non-negative integer, and let Γ be a congruence
subgroup. A modular form of weight k with respect to Γ is a complex function
f : h→ C that satisfies the following properties:
(i) f is holomorphic on h;
(ii) f(γz) = (cz + d)kf(z), ∀ γ =
(
a b
c d
)
∈ Γ;
(iii) f is holomorphic at the cusps.
To give a more precise explanation of Condition (iii) above, we need to recall a
useful fact about modular forms, namely that each has a Fourier expansion at ∞.
Indeed, since the congruence subgroup Γ contains the principal subgroup for some
level N, there is some positive integer h such that f(z+ h) = f(z). Thus, f ∈Mk(Γ)
has a Fourier expansion at ∞ of the form
f(z) =
∞∑
−∞
anq
n
h , qh = e
2piiz/h. (2.1)
Note that since Γ0(N) and Γ1(N) both contain the matrix ( 1 10 1 ) , we take h = 1 for
these congruence subgroups and drop the subscript h. Given the Fourier expansion
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of f at ∞, we say that f is holomorphic (resp. vanishes) at ∞ if an(f) = an = 0 for
all n < 1 (resp. n ≤ 0). More generally, f is holomorphic (resp. vanishes) at the
cusps if for all α ∈ SL(2,Z),
(f |[α]k)(z) := (cαz + dα)−kf(αz) (2.2)
is holomorphic (resp. vanishes) at∞. We denote the space (over C) of modular forms
of weight k with respect to Γ by Mk(Γ) and the space of cusp forms, i.e., modular
forms which vanish at the cusps, by Sk(Γ).
Example 2.1.2. Let k > 2 be an even integer and define for each z ∈ h
Gk(z) =
∑
(m,n)∈Z×Z,
(m,n)6=(0,0)
1
(mz + n)k
. (2.3)
One can show that Gk(z) is a modular form of weight k with respect to SL(2,Z), i.e.,
Gk(z) ∈Mk(SL(2,Z)), and that its Fourier expansion is given by
Gk(z) = 2ζ(k)
(
1− 2k
Bk
∞∑
n=1
σk−1(n)qn
)
,
where σk−1(n) =
∑
d|n d
k−1 and the Bernoulli numbers Bk are defined by
tet
et − 1 =
∞∑
k=0
Bk
tk
k!
.
In particular, by restricting the sum in Eq. (2.3) to relatively prime pairs (m,n), we
obtain the normalized Eisenstein series
Ek(z) = 1− 2k
Bk
∞∑
n=1
σk−1(n)qn. (2.4)
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See [14, §2.2] or [7, Ch. 1 §2.1] for more details as well as additional examples.
Remark 2.1.3. Because this construction might seem unmotivated, we briefly give
two natural ways to view Eisenstein series. First, we can interpret the sum in Eq.
(2.4) as an “averaging” over a certain quotient space in SL(2,Z). Indeed, given a
linear action v 7→ v|g of the group G on a vector space V, we can try to construct
a G-invariant vector in V by taking an arbitrary vector v0 ∈ V and forming the
sum
∑
g∈G v0|g. When v0 is stabilized by an infinite subgroup of G, this sum often
converges. So, if we take G = SL(2,Z) and quotient by the stabilizer Γ∞ of the cusp
at infinity, we can write Eisenstein series as the sum
∑
Γ∞/SL(2,Z) 1|[γ]k, which yields
Eq. (2.4). (See Example 2.1.6 for the definition of Γ∞.) A second way to construct
Eisenstein series is to use an alternative definition of modular forms which views them
as functions on complex lattices that satisfy certain transformation properties. This
important perspective leads to Eq. (2.3) and is revisited in Section 2.2.4. See [7, Ch.
1 §1.1, 2.1] for more details.
Example 2.1.4. When k = 2, the right-hand side of Eq. (2.4), i.e.,
E2(z) = 1− 24
∞∑
n=1
σ1(n)q
n, (2.5)
makes sense as a complex function (and is holomorphic on h and at ∞) but fails to
be a modular form since it does not satisfy the weight 2 modularity property with
respect to SL(2,Z). Using the following technique of Hecke [18, §2], we can use E2(z)
to construct weight 2 Eisenstein series for the congruence subgroup Γ0(N).
For any integer N > 0, define the function
E2(z)−NE2(Nz) = E2(z)− c(piy)−1 + c(piy)−1 −NE2(Nz),
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with some c 6= 0. E2(z)− c(piy)−1 is a nearly holomorphic function and satisfies the
weight 2 modularity property for SL(2,Z). (See [7, Ch. 1 §5.3] for the definition of
a nearly holomorphic function.) Hence, the function E2,N(z) = E2(z)−NE2(Nz) is
a holomorphic function satisfying the weight 2 modularity property for Γ0(N), i.e.,
E2,N(z) ∈ M2(Γ0(N)). More generally, given numbers cd ∈ C for d |N such that∑
d|N cd/d = 0, the function
∑
d|N cdE2(dz) belongs to M2(Γ0(N)). For example,
when N = p is a prime, then the function
E2(z)− pE2(pz) = (1− p)− 24
∞∑
n=1
( ∑
(d,p)=1,
d|n
d
)
qn (2.6)
is a weight 2 modular form of level p.
Example 2.1.5. Let
∆(z) =
1
1728
(
E34(z)− E26(z)
)
.
Then ∆(z) is a weight 12 modular form for the congruence subgroup SL(2,Z). Since
the constant term in its q-expansion is 0, as seen from the formulas in Eq. (2.4), ∆(z)
vanishes at ∞. Moreover, since (∆|[α]12)(z) = ∆(z) for all α ∈ SL(2,Z), we see that
∆ vanishes at all the cusps, i.e., ∆ ∈ S12(SL(2,Z)). Its q-expansion is given by
∆(z) = q
∞∏
n=1
(1− qn)24.
Now, let ε : (Z/NZ)× → C× be a Dirichlet character mod N . Abusing notation,
this character extends to a multiplicative map ε : Z → C, where, by convention, we
define ε(n) = 0 if gcd(n,N) > 1. A modular form of weight k, level N, and character
(or Nebentypus) ε is an element of Mk(Γ1(N)) that also transforms under Γ0(N) by
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the character ε, i.e.,
f(γz) = ε(d)(cz + d)kf(z)), ∀ γ =
(
a b
c d
)
∈ Γ0(N).
We denote the space of modular forms of weight k, level N, and character ε by
Mk(Γ0(N), ε) = Mk(N, ε). In particular, there is a direct sum decomposition
Mk(Γ1(N)) =
⊕
ε
Mk(N, ε), (2.7)
where ε runs over all Dirichlet characters mod N such that ε(−1) = (−1)k. Moreover,
by defining Sk(N, ε) to be the space of cusp forms inMk(N, ε), we obtain an analogous
decomposition of Sk(Γ1(N)).
Example 2.1.6. For an integer k ≥ 1 and a Dirichlet character ε (mod N) such that
ε(−1) = (−1)k, Hecke [18] defines an Eisenstein series in Mk(N, ε) by
Ek,N,ε(z) =
∑
γ∈Γ∞/Γ0(N)
ε(dγ)
(cγz + dγ)k
,
where Γ∞ = {± ( 1 m0 1 ) |m ∈ Z} is the stabilizer of∞ in Γ0(N) and ε(dγ)) denotes the
complex conjugate of ε(dγ). In particular, when ε is primitive, the Fourier expansion
of Ek,N,ε is given by
Ek,N,ε(z) = 1− 2k
Bk,ε
∞∑
n=1
∑
d|n
ε(d) dk−1
 qn,
where Bk,ε is a generalized Bernoulli number [14, pg. 44]. If ε (mod N) is not
primitive, then Ek,N,ε can be written as a linear combination of the Eisenstein series
Ek,C,ε0(dz) over divisors d of N/C, where C is the conductor of the ε0, the primitive
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character associated to ε. There are many additional ways to construct Eisenstein
series, which are discussed extensively in [15, Ch. 4].
2.2. Hecke theory
In this section, our goal is to find a canonical basis for the space of cusp forms
Sk(Γ1(N)). To accomplish this, we use Hecke theory to decompose Sk(Γ1(N)) into old
and new subspaces, the latter of which has a basis of simultaneous eigenfuctions under
the action of all Hecke operators. The old subspace is a direct sum of images of new
subspaces under level raising maps and has a basis of simultaneous eigenfunctions
under the Hecke action for operators away from N . We start by defining Hecke
operators as double coset operators and then express this action in terms of Fourier
coefficients of cusp forms. We end the section by giving compatible Hecke actions on
elliptic curves and modular curves and explaining the connection between them.
2.2.1. The double coset operator. Let Γ1 and Γ2 be congruence subgroups of SL(2,Z).
For each α ∈ GL+(2,Q), we consider the double set in GL+(2,Q) defined by
Γ1αΓ2 = {γ1αγ2 : γ1 ∈ Γ1, γ2 ∈ Γ2}.
We may consider a group action of Γ1 on the double coset Γ1αΓ2 given by
left multiplication, and the resulting orbit space Γ1\Γ1αΓ2 is finite [15, §5.1]. In
particular, the finiteness of this orbit space allows us to define an action of the double
coset on modular forms as follows:
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Definition 2.2.1. For congruence subgroups Γ1 and Γ2 of SL(2,Z) and α ∈
GL+(2,Q), the weight-k Γ1αΓ2 operator takes functions f ∈Mk(Γ1) to
f [Γ1αΓ2]k =
∑
j
f |[βj]k ∈Mk(Γ2), (2.8)
where {βj} are orbit representations, i.e., Γ1αΓ2 =
⋃
j Γ1βj is a disjoint union.
Note that the double coset operator Γ1αΓ2 transforms modular forms with
respect to Γ1 into modular forms with respect to Γ2 [15, §5.1].
2.2.2. Hecke action on Mk(Γ1(N)). We now use two specific types of double coset
operators with Γ1 = Γ2 = Γ1(N) to define the Hecke operators on M1(Γ1(N)).
Indeed, for any α ∈ Γ0(N), we first consider the weight-k double coset operator
[Γ1(N)αΓ1(N)]k. Since Γ1(N) C Γ0(N), we have Γ1(N)αΓ1(N) = Γ1(N)α, and
hence, this operator acts on Mk(Γ1(N)) by mapping each f ∈Mk(Γ1(N)) to
f [Γ1(N)αΓ1(N)]k = f [Γ1(N)α]k = f |[α]k, α ∈ Γ0(N).
We may thus view this action as the group Γ0(N) acting on Mk(Γ1(N)), and so,
since the action of Γ1(N) is trivial, we may also view it as an action of the quotient
Γ0(N)/Γ1(N) ∼= (Z/NZ)×. In particular, since the action of α = ( a bc d ) is completely
determined by d (mod N), we may write it as 〈d〉 : Mk(Γ1(N))→ Mk(Γ1(N)), where
〈d〉f = f |[γ]k, for any γ =
(
a b
c δ
)
∈ Γ0(N) with δ ≡ d (mod N).
Such an operator is called a diamond operator and is the first type of Hecke operator
that we consider. A particularly nice feature of these operators is that for any Dirichlet
character ε : (Z/NZ)× → C×, the spaceMk(N, ε) of modular forms of weight k, level
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N, and character ε is exactly the ε-eigenspace of the diamond operators. Note that
this implies that the diamond operators 〈d〉 both act trivially on Sk(Γ0(N)) and
respect the decomposition of Mk(Γ1(N)) in Eq. (2.7).
The second type of Hecke operator we consider is also defined by a weight-k
double coset operator [Γ1(N)αΓ1(N)]k, except now with
α =
(
1 0
0 p
)
, p prime.
To explicitly describe the action of this Hecke operator, denoted Tp, in terms of Fourier
coefficients, we require orbit representatives for Γ1(N)\Γ1(N)αΓ1(N). Indeed, the
desired representatives appear in the following proposition, which gives a formula for
the action of Tp on Mk(Γ1(N)):
Proposition 2.2.2. The operator Tp = [Γ1(N)αΓ1(N)]k, where α = ( 1 00 p ), acts on
the space Mk(Γ1(N)) by
Tpf =

p−1∑
j=0
f |[( 1 j0 p )]k if p |N,
p−1∑
j=0
f |[( 1 j0 p )]k + f |[(m nN p ) ( p 00 1 )]k if p - N, where mp− nN = 1.
To simplify notation, for the remainder of the chapter, we write
βj =
(
1 j
0 p
)
for 0 ≤ j < p, β∞ = (m nN p )
(
p 0
0 1
)
if p - N. (2.9)
While this proposition would immediately allow us to express the action of Hecke
operators Tp on the Fourier coefficients of a modular form f ∈ Mk(Γ1(N)), we first
explain how to extend the definitions of the operators 〈d〉 and Tp to all positive
integers n ∈ Z+. Indeed, since the diamond operators 〈d〉 for d ∈ (Z/NZ)× and the
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Hecke operators Tp for primes p all commute [15, Proposition 5.2.4], it makes sense
to extend these operators multiplicatively. So, for diamond operators 〈n〉, n ∈ Z+,
we define 〈nm〉 = 〈n〉〈m〉 for all n,m ∈ Z+, with 〈n〉 = 0 if (n,N) > 1 and 〈n〉
determined by n (mod N) otherwise. For Hecke operators Tn, n ∈ Z+, we cannot
use a totally multiplicative definition because Tp2 6= TpTp. Rather we set T1 = 1 and
then use the following inductive definition for Tpr :
Tpr = TpTpr−1 − pk−1〈p〉Tpr−2 , for r ≥ 2.
Given this definition and the fact that TprTqs = TqsTpr for (p, q) = 1, we may define
Tn for all n ∈ Z+ by Tn =
∏
Tpei , where n =
∏
pei . In particular, this definition
implies that all Tn commute and satisfy Tmn = TmTn if (n,m) = 1.
Since we want to find a basis simultaneous eigenfunctions under the action of
the Hecke operators Tn, it is useful to describe Hecke action of Tn in terms of Fourier
expansions of modular forms. Indeed, computing the Fourier expansions of f |[βj]k
and f |[β∞]k in Proposition 2.2.2 yields the following formula for the Hecke action of
Tn on the Fourier coefficients of a modular form:
Proposition 2.2.3. Let
∑∞
0 anq
n be the q-expansion of f ∈ Mk(N, ε), and let∑∞
0 bnq
n be the q-expansion of Tmf . Then the coefficients bn are given by
bn =
∑
d|(m,n)
ε(d)dk−1amn/d2 . (2.10)
It is important to remember that by convention, ε(p) = 0 when p |N, and so
for p |N, Tp has a modified formula for its action on Fourier expansions, as reflected
in Proposition 2.2.2. To emphasize this difference, we write Up to denote the Hecke
operator Tp for p |N .
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2.2.3. Hecke eigenforms. For k ≥ 2 and N > 1, we now consider two different
subrings of EndC(Mk(Γ1(N))), each of which is generated by certain Hecke and
diamond operators. Since it is important whether or not these subrings include the
operators Up, we distinguish between these cases with the following definitions:
Definition 2.2.4. The full Hecke algebra, denoted T˜N , is the subring of
EndC(Mk(Γ1(N))) generated over Z by {Tn} for all n ∈ N.
Definition 2.2.5. The anemic Hecke algebra, denoted T˜(N), is the subring of
EndC(Mk(Γ1(N))) generated over Z by {Tp, 〈q〉} for all primes p - N and all primes
q - N .
As discussed in [14, Proposition 3.5.1], there are many ways to generate these
Hecke algebras. For example, the set {Tp, 〈q〉} for all primes p and all primes q - N
also generates T˜N . Since each choice of generating set yields the same subring of
EndC(Mk(Γ1(N))), we continue to use those in Definitions 2.2.4, 2.2.5.
Remark 2.2.6. (i) We use the subscript or superscript ofN to distinguish between
the full and anemic Hecke algebras. When it clear from context which Hecke
algebra we are using, we drop the N from our notation.
(ii) As defined above, both T˜N and T˜(N) are Z-subalgebras of EndC(Mk(Γ1(N))); in
later sections, we consider analogous Hecke algebras generated over other rings.
When there are multiple rings being considered, we use an additional subscript
to distinguish between them. If no additional subscript is used, we assume that
the Hecke algebra is a Z-subalgebra.
(iii) Since the Hecke and diamond operators all preserve cusp forms, we may restrict
the actions of T˜N and T˜(N) to Sk(Γ1(N)). We denote their respective images in
EndC(Sk(Γ1(N))) by TN and T(N).
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For T˜ = T˜N or T˜(N), a modular form is called a T˜-eigenform if it is a common
eigenvector under all operators T ∈ T˜. Using the generators of the Hecke algebras
T˜N and T˜(N) described in Definitions 2.2.4, 2.2.5, we give a more precise definition:
Definition 2.2.7. A modular form f ∈ Mk(Γ1(N)) is a T˜N -eigenform if and only
if it is a simultaneous eigenvector under all Tn; it is a T˜(N)-eigenform if and only if
it has Nebentypus ε (for some character ε) and is a common eigenvector under Tp
for all primes p - N . An eigenform f(z) =
∑∞
n=0 anq
n is said to be normalized when
a1(f) = 1.
Given any T˜-eigenform f, we define a homomorphism
θf : T˜→ C, T f = θf (T )f,
which is called the eigencharacter of f . In particular, its image is contained in
a number field, and the eigenvalues λn(f) = θf (Tn) lie in its ring of integers [14,
Corollary 12.4.5].
Now, since T˜(N) is a subring of T˜N , a T˜N -eigenvector is necessarily a T˜(N)-
eigenvector; the converse is not true. However, the commutativity of the Hecke
operators involved implies that a T˜(N)-eigenform is a T˜N -eigenform if the T˜(N)-
eigenspace it belongs to is one-dimensional. As we will see in §2.3.1, T˜(N)-
eigencharacters usually occur with multiplicity greater than one but appear with
multiplicity one for certain modular forms called newforms.
We end this subsection by observing that Proposition 2.2.3 implies that every
T˜N -eigenspace is at most one-dimensional. Indeed, suppose that f ∈ Mk(N, ε) is a
(non-zero) T˜N -eigenform, and let
∑∞
0 anq
n be the q-expansion of f . If λn denotes the
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nth eigenvalue, i.e., Tnf = λnf, then Eq. (2.10) applied to a1(Tnf) gives that
an = λna1 for all n ∈ N.
In fact, if a0 6= 0, then Eq. (2.10) applied to a0(Tnf) gives that
λn =
∑
d|n
ε(d)dk−1.
Thus, if two forms in Mk(N, ε) are T˜N -eigenforms with the same eigencharacter
{λn}, then one must be a scalar multiple of the other. Note that throughout this
discussion, we have fixed a level N ; we give a much stronger statement in Section
2.3.2 regarding the multiplicity of Hecke eigencharacters as we vary the level.
2.2.4. Revisiting the double coset operator. So far, we have defined the Hecke
operator Tp as a double coset operator on Mk(Γ1(N)) with its linear action given
in terms of Fourier coefficients. While this definition of Tp is sufficient for the higher
congruences framework used in later chapters, we give two additional compatible
interpretations of Tp, one using modular curves and one using elliptic curves.
For a congruence subgroup Γ of SL(2,Z), we define the associated modular curve
Y (Γ) to be the quotient space Y (Γ) = Γ \ h. Such a modular curve is a (non-compact)
Riemann surface [15, §1.5], and so we can use certain algebraic characteristics of Y (Γ)
to reformulate the notion of the Hecke operator Tp. Specifically, for Γ = Γ1(N) or
Γ0(N), we use modular correspondences on Y (Γ) × Y (Γ) to define the operator Tp
as a homomorphism on the divisor group Div(Y (Γ)). While this reformulation is
interesting on its own, it becomes especially useful if we interpret the curves Y1(N) =
Y (Γ1(N)) and Y0(N) = Y (Γ0(N)) as moduli spaces for certain complex elliptic curves.
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Indeed, we first consider the modular curve Y1(N), whose points are naturally
in bijection with isomorphism classes of pairs (E,Q), where E is a complex elliptic
curve and Q is a point of E of order N . (Note that two pairs (E,Q) and (E ′, Q′) are
said to be isomorphism if some isomorphism E ∼−→ E ′ takes Q to Q′.) To establish
this bijection, we associate to each τ ∈ h the pair
Eτ = (C/Λτ ,
1
N
+ Λτ ), (2.11)
where Λτ is the lattice Z+Zτ . We define S1(N) to be the set of isomorphism classes
[E,Q] of pairs (E,Q) so that there is a natural bijection between the set S1(N) and
the modular curve Y1(N). Similarly, the points of Y0(N) naturally parametrize the set
S0(N) of isomorphism class of pairs (E,R), where E is again a complex elliptic curve
but R is a cyclic subgroup of E of order N . Because we have realized the modular
curves Y1(N) and Y0(N) as moduli spaces of elliptic curves, it is useful to describe the
Hecke action of Tp in terms of modular correspondences on these curves. Throughout
the rest of this subsection, we focus primarily on the modular curve Γ1(N); there are
analogous statements for Γ0(N) which can be found in [14, §7.2-7.3].
Remark 2.2.8. The moduli-theoretic interpretations of the modular curves Y1(N)
and Y0(N) can actually be obtained via base-change within broader moduli problems.
Indeed, we can define a contravariant functor F1(N) from Z[1/N ]-schemes to sets by
taking a scheme over Z[1/N ] to a set of isomorphism classes of elliptic curves over
S. Under certain conditions, we can then find a scheme Y1(N) which represents
the functor F1(N). In particular, this moduli problem plays an important role in
viewing modular forms as sections of line bundles on modular curves and is presented
in Appendix B.
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We now give a geometric interpretation of Tp in terms of transferring points on
the modular curve Y1(N) and then naturally translate this to a moduli-theoretic point
of view. Indeed, for α = ( 1 00 p ) ∈ GL+(2,Q), consider the following configuration of
the congruence subgroups Γ1 = Γ1(N), Γ2 = α−1Γ1α ∩ Γ1, and Γ′2 = αΓ2α−1:
Γ2 Γ
′
2
Γ1 Γ1
∼
Note that the group isomorphism is given by γ 7→ αγα−1 and the vertical arrows are
inclusions. The corresponding configuration of modular curves is then given by
Y2 Y
′
2
Y1 Y1
∼
pi1 pi1
where the modular curve isomorphism Y2
∼−→ Y ′2 is given by Γ2τ 7→ Γ′2ατ and denoted
α. In particular, since Γ1αΓ1 =
⋃
j Γ1βj, where the βj are as in Eq. (2.9), each point
of Y1 is taken by pi1 ◦ α ◦ pi−11 to a set of points of Y1:
{Γ2α−1βjτ} {Γ′2βjτ}
Γ1τ {Γ1βjτ}
α
pi1pi−11
Because pi−11 takes each point x ∈ Y1 to a multiset of points y ∈ Y2 (which includes
multiplicity according to its ramification degree) and we want pi1 ◦ α ◦ pi−11 to reflect
this multiplicity, we express pi1 ◦ α ◦ pi−11 in terms of the divisor group of Y1:
[Γ1αΓ1]k : Y1 → Div(Y1), Γ1τ 7→
∑
j
Γ1βjτ. (2.12)
The Hecke operator Tp can then be viewed as the unique Z-linear extension
Tp : Div(Y1)→ Div(Y1). (2.13)
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Moreover, by identifying points of Y1(N) with pairs (E,Q) as in Eq. (2.11), we
obtain the following moduli-theoretic interpretation of Tp:
Tp : Div(S1(N))→ Div(S1(N)), [E,Q] 7→
∑
C
[E/C,Q+ C], (2.14)
where the sum is taken over all order p subgroups C ⊂ E such that C ∩ 〈Q〉 = {0E}.
In particular, each of the subgroups C appearing in the summation of Eq. (2.14) is
asoociated to one of the elements βj (including β∞ if p - N). Indeed, for 0 ≤ j < p,
we associate Cj = 〈(τ+j)/p〉+Λτ to βj and for j =∞, we associate C∞ = 〈1/p〉+Λτ
to β∞. See [15, §5.2] for more details.
It is important to note that the actions of Tp defined in Eqs. (2.12) and (2.14)
are compatible, i.e., we have the following commutative diagrams:
Div(Y1(N)) Div(Y1(N))
Div(S1(N)) Div(S1(N))
Tp
∼
Tp
∼
Γ1(N)τ
∑
j Γ1(N)βjτ
[Eτ ,
1
N
+ Λτ ]
∑
C [Eτ/C,
1
N
+ C]
We end this section with a brief discussion of the action of the diamond operators
〈d〉, d ∈ (Z/NZ)×, on Y1(N) and S1(N). Indeed, recall that we have identified
(Z/NZ)× with the quotient space Γ0(N)/Γ1(N), and so, since the action of Γ0(N)
on h induces an action of Γ0(N)/Γ1(N) on Y1(N), we have a corresponding action
of 〈d〉 on Y1. In particular, the automorphism 〈d〉 of Y1(N) has the moduli-theoretic
interpretation [E,Q] 7→ [E, dQ], and so, since 〈−1〉 acts as the identity, the action of
(Z/NZ)× actually factors through (Z/NZ)×/{±1}. We can thus realize the modular
curve Y0(N) as the quotient of Y1(N) by the action of (Z/NZ)×/{±1}, and the natural
projection Y1(N)→ Y0(N) has the moduli-theoretic interpretation [E,Q] 7→ [E, 〈Q〉],
where 〈Q〉 is the subgroup of E generated by Q.
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Remark 2.2.9. As mentioned above, for a congruence subgroup Γ ⊆ SL(2,Z), the
modular curve Y (Γ) is a non-compact Riemann surfaces; we can compactify it by
adjoining the cusps in a the following way. Let h∗ = h ∪ Q ∪ {∞}, and take the
extended quotient
X(Γ) = Γ \ h∗ = Y (Γ) ∪ Γ \ (Q ∪ {∞}).
See [14, §9] and [15, Ch. 2] for more details. While we do not require compact modular
curves in this section, we use them in Appendix B when we construct modular forms
as sections of line bundles on modular curves.
2.3. Atkin–Lehner theory
We now restrict our attention to the action of Hecke operators on the space of
weight k cusp forms of level N ; note that we fix a weight k but allow the level to vary.
To further study the space Sk(Γ1(N)), we first make it into an inner product space
by using the Petersson inner product , which is defined as follows. Let Γ ⊂ SL(2,Z)
be a congruence subgroup. The Petersson inner product
〈 , 〉Γ : Sk(Γ)× Sk(Γ)→ C
is given by
〈f, g〉 = 1
VΓ
∫
X(Γ)
f(τ)g(τ)(Im(τ))kdµ(τ),
where 1/VΓ is a normalizing factor and dµ is the hyperbolic measure on the upper
half plane. This product is linear in f, conjugate linear in g, Hermitian-symmetric,
and positive definite; for more details see [15, Definition 5.4.1] or [14, §3.6]
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Given the space Sk(Γ1(N)) endowed with the Petersson inner product, we
consider the adjoint operators of 〈p〉 and Tp for p - N . Specifically, it can be shown that
the Hecke operators 〈n〉 and Tn for (n,N) = 1 commute with their adjoints, i.e., they
are normal operators [15, Theorem 5.5.3]. Hence, since T(N) is a commuting family
of normal operators acting on the finite-dimensional inner product space Sk(Γ1(N)),
spectral theory guarantees that Sk(Γ1(N)) has an orthogonal basis of T(N)-eigenforms;
our goal in this section is to give such a basis in a canonical way. To do so, we need to
consider modular forms of different levels at the same time, which is the main focus
of Section 2.3.2 on the multiplicity one theorem.
Note that while we formulate results for the space Sk(Γ1(N)) throughout the
section, there are analogous statements for each subspace Sk(N, ε).
2.3.1. Old and new subspaces. We are now ready to use the action of TN and T(N)
on Sk(Γ1(N)) to give a canonical basis for Sk(Γ1(N)). Indeed, let d,M,N > 0 be
integers such that dM |N, and consider the injective map
ι∗d,M,N : Sk(Γ1(M))→ Sk(Γ1(N)),
f(z) 7→ dk−1f(dz).
When a prime p does not divide N, the action of ι∗d,M,N is compatible with the
action of the Hecke operators Tp, i.e., Tp(ι∗d,M,N(f)) = ι∗d,M,N(Tp(f)), where Tp on the
left side (resp. right side) of the equation is relative to the level N (resp. M). Thus,
the map ι∗d,M,N is a homomorphism of T(N)-modules where we regard Sk(Γ1(M)) as
a T(N) module using the inclusion T(N) ⊂ T(M). In particular, if f ∈ Sk(Γ1(M))
is a T(M)-eigenform, then for d dividing N/M, the form ι∗d,M,N(f) ∈ Sk(Γ1(N)) is a
T(N)-eigenform with the same eigenvalues away from N .
30
For a fixed N, we define the old subspace of Sk(Γ1(N)) by
Sk(Γ1(N))
old =
⊕
dM |N
M 6=N
ι∗d,M,N (Sk(Γ1(M)) , (2.15)
where the direct sum is taken over all d, M with dM |N and M 6= N . Note that
it is non-trivial to show that the direct sum in Eq. (2.15) is in fact a direct sum;
as discussed in [14, Remark 6.3.4], this follows from multiplicity one and the linear
independence of the images of a fixed eigenform under the maps ι∗d,M,N .
We now define the new subspace of Sk(Γ1(N)), denoted Sk(Γ1(N))new, to be
the orthogonal complement of the Sk(Γ1(N))old with respect to the Petersson inner
product. Given this definition, we can rewrite Eq. (2.15) as
Sk(Γ1(N))
old =
⊕
dM |N
M 6=N
ι∗d,M,N (Sk(Γ1(M)
new)
so that
Sk(Γ1(N)) =
⊕
dM |N
ι∗d,M,N (Sk(Γ1(M)
new) .
In particular, for each M, the spectral decomposition theorem for normal operators
implies that the T(M)-module Sk(Γ1(M))new admits a basis consisting of T(M)-
eigenforms [14, §3.6]. Thus, Sk(Γ1(N)) has a basis of T(N)-eigenforms {f}, where
each f is of the form f = ι∗d,M,N(gi) for some T(M)-eigenform gi ∈ Sk(Γ1(M))new with
dM |N . While the existence of a basis of Sk(Γ1(N)) consisting of T(N)-eigenforms is
guaranteed by the spectral decomposition theorem, the decomposition of Sk(Γ1(N))
into old and new subspaces yields a canonical way to find this basis. Moreover, as
we will see in Section 2.3.2, it allows us to simultaneously consider modular forms of
different levels.
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Now, since the level raising maps ι∗d,M,N commute with the action of (Z/NZ)×,
where we define the action of (Z/NZ)× on Sk(Γ1(M)) via the natural projection
(Z/NZ)× → (Z/MZ)×, there is a T(N)-equivariant decomposition
Sk(Γ1(N))
old =
⊕
ε
Sk(N, ε)
old,
where Sk(N, ε)old = Sk(N, ε) ∩ Sk(Γ1(N))old. Moreover, there is an analogous
decomposition of the new subspace into eigenspaces Sk(N, ε)new which satisfy
Sk(N, ε) = Sk(N, ε)
old ⊕ Sk(N, ε)new. (2.16)
When ε is the trivial character, Eq. (2.16) gives a decomposition of Sk(Γ0(N))
into old and new subspaces. Alternatively, for any ε, we can give intrinsic definitions
of the old and new subspaces of Sk(N, ε) by appropriately modifying the maps ι∗d,M,N
and then considering Dirichlet characters mod M for all M |N . See [14, pgs. 60-61]
for more details.
Example 2.3.1. The space S2(SL(2,Z)) = S2(Γ1(1)) is empty, so when k = 2 and
N = p is prime, we have the decomposition S2(Γ1(N)) = S2(Γ(N))new.
Example 2.3.2. Let k = 2 and N = 33. Using the dimension formulas given in [14,
Example 12.1.3], we can compute that S2(Γ1(33)) is 21-dimensional, S2(Γ1(3)) = 0,
and S2(Γ1(11)) = S2(Γ0(11)) is one-dimensional. So, let f be the normalized T11-
eigenform generating S2(Γ1(11)). Using the level raising maps ι∗1,11,33 and ι∗3,11,33, we
see that S2(Γ1(33))old = S2(Γ0(33))old is two-dimensional, spanned by the linearly
independent forms f(z) and f(3z). Now, the space S2(Γ1(33))new decomposes as
Sk(Γ1(33))
new =
⊕
ε
Sk(33, ε)
new,
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where ε runs over the 10 Dirichlet characters mod 33 which satisfy ε(−1) = 1. For
the trivial character ε, we can compute that S2(Γ1(33), ε)new = S2(33)new is one-
dimensional, generated by a T33-eigenform. For the nontrivial characters ε, we can
apply dimension formulas to groups intermediate to Γ1(33) and Γ0(33). In particular,
to simply computations, we can partition the characters into orbits under the Galois
action of Gal(Q(ζ10)/Q) and compute the appropriate dimensions for a representative
of each orbit. Then [14, Proposition 12.3.11] gives the dimensions for the remaining
characters. Note that while f(z) and f(3z) are not T33-eigenforms, suitable linear
combinations of them are, and so, S2(Γ1(33)) is actually spanned by T33-eigenforms.
As is discussed in Section 2.3.2, this does not always happen.
It is important to note that while both S2(Γ1(N))old and S2(Γ1(N))new are stable
under the action of the full Hecke algebra TN , only S2(Γ1(N))new is guaranteed to
have a basis of TN -eigenforms. Such eigenforms are the main focus of the next section
and play an important role in finding a canonical basis for S2(Γ1(N)).
2.3.2. Multiplicity one theorem. We now state the main result of Atkin–Lehner
theory, which establishes that a Hecke eigencharacter occuring in the new subspace
Sk(Γ1(N))
new does so with multiplicity one. Indeed, because we want to compare
eigenforms of varying weight, we need to consider a broader set of modular forms,
namely forms which are simultaneous eigenvectors under the Hecke operators Tp for
almost all primes p. To do this, we introduce an auxiliary positive integer D and
consider the action of T(ND).
We first recall the following key fact from [14, Proposition 6.2.1], which is the
foundation for proving the multiplicity one theorem:
Proposition 2.3.3. Let f =
∑∞
1 anq
n be a cusp form on Γ1(N) and suppose there
is an integer D ≥ 1 such that for all (n,ND) = 1, we have an = 0. Then there exists
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a cusp form gp on Γ1(N/p) for each prime p |N such that
f =
∑
p|N
ι∗p(gp),
i.e., f ∈ Sk(Γ1(N))old.
From this proposition and Eq. (2.10), it follows that if f is a cusp form on
Γ1(N) which is a simultaneous eigenfunction under Tp for almost all primes p - N,
then if a1(f) = 0, f is in the old subspace. Hence, we can normalize any (non-zero)
T(ND)-eigenform f ∈ Sk(Γ1(N))new so that a1(f) = 1.
We now state the multiplicity one theorem [14, Theorem 6.2.3]:
Theorem 2.3.4. Let f, g ∈ Sk(Γ1(N)) be T(ND)-eigenforms with the same Hecke
eigencharacters, i.e., θf (Tp) = θg(Tp) for all p - ND. If f ∈ Sk(Γ1(N))new with f
normalized, then g is a scalar multiple of f . In particular, if g is in the old subspace,
then g = 0.
This theorem is called the multiplicity one theorem because it implies that
the subspace Sk(Γ1(N))new is an orthogonal sum of T(ND)-eigenspaces in Sk(Γ1(N))
whose eigencharacters occur with multplicity one. In fact, Sk(Γ1(N))new is exactly
the orthogonal sum of all such eigenspaces. Indeed, for g ∈ Sk(Γ1(M))new with
M 6= N, we’ve established that the cusp forms g = ι∗1,M,N(g) and ι∗d,M,N(g) (with
d > 1, dM |N) have the same T(ND)-eigencharacter. Since they are also linearly
independent [14, Corollary 6.3.1], Theorem 2.3.4 implies that Sk(Γ1(N))old is the
orthogonal sum of the T(ND)-eigenspaces in Sk(Γ1(N)) whose eigencharacters occur
with multiplicity strictly greater than 1.
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Now, as explained at the end of Section 2.2.3, a T(N)-eigenform whose eigenspace
is one-dimensional is always a TN -eigenform. Hence, the following are equivalent in
the new subspace Sk(Γ1(N))new:
(i) f is a TN -eigenform;
(ii) f is a T(N)-eigenform;
(iii) f is a T(ND)-eigenform for some D.
Such an eigenform form f that has been normalized so that a1 = 1 is called
a newform or a primitive cusp form, and these forms play an important role in
establishing a duality between the anemic Hecke algebra and a certain space of cusp
forms. Note that while Conditions (ii) and (iii) are equivalent in the old subspace,
they do not imply Condition (i). The subspace Sk(Γ1(N))old is, however, stable under
the action of the larger Hecke algebra TN [15, Proposition 5.6.2].
Remark 2.3.5. The most important feature of the multiplicity one theorem is that
it holds as the level varies. Indeed, let fi ∈ Sk(Γ1(Ni)), for i = 1, 2, be two normalized
Hecke eigenforms with eigenvalues aip under Tp for primes p, and suppose that a1p = a2p
for all but finitely many primes. By considering their functional equations [14, Remark
5.0.2], we see that N1 = N2, and hence, by Theorem 2.3.4, we must have f1 = f2.
Thus, for a T(ND)-eigenspace in Sk(Γ1(N)), there exists a unique pair (f,M) such
that f is in the eigenspace and a newform of level M .
2.4. Duality between modular forms and Hecke algebras
In our original definition of a modular form (Definition 2.1.1), we consider
complex-analytic functions that satisfy certain growth results as well as a functional
equation. However, it is useful for a variety of reasons, particularly in the context
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of congruences between modular forms, to consider modular forms whose Fourier
coefficients lie in rings other than C. Indeed, by relating modular forms to the
cohomology of modular curves, we can develop a rich theory of such forms, including
a q-expansion principle. The details of this perspective are given in Appendix B.
The main goal of this section is to describe a duality between various Hecke
algebras and spaces of cusp forms. In the case of the full Hecke algebra and the
space Sk(Γ0(N)), such a relationship is given in the literature [41, 17, 14]. We outline
these results in the first subsection. In the case of the anemic Hecke algebra, we give
an analogous duality and explain how this case differs from that of the full Hecke
algebra. As far as I know, the results for the anemic Hecke algebra do no appear
in the literature. To simplify notation, particularly in the case of the anemic Hecke
algebra, we assume trivial Nebentypus through the end of this section, i.e., we restrict
our attention to the space Sk(Γ0(N)).
2.4.1. The full Hecke algebra. Recall that Sk(Γ0(N)) is the C-vector space of weight
k cusp forms on the congruence subgroup Γ0(N), where N ≥ 1 and k ≥ 2 are integers.
We define Sk(Γ0(N);Z) to be the cusp forms in Sk(Γ0(N)) whose Fourier coefficients
lie in Z and consider the space Sk(Γ0(N);R) = Sk(Γ0(N);Z) ⊗ R for an arbitrary
ring R. From a naive perspective, we want Sk(Γ0(N);R) to be the space of modular
forms whose Fourier coefficients lie in R. Indeed, as a consequence of the q-expansion
principle [14, Theorem 12.3.4], we can make such an identification for suitable rings
R. (See the discussion after Theorem B.4.2 for instances where this fails.) So, while
we give a precise relationship between these spaces of cusp forms in Appendix B, for
now, we think of Sk(Γ0(N);R) as the space of modular forms over R.
The following proposition [14, Proposition 12.4.13] establishes a duality between
the space of cusp forms Sk(Γ0(N);R) and the Hecke ring TN :
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Proposition 2.4.1. For every ring R, Sk(Γ0(N);R) is isomorphic to HomR(TN , R).
Proof. We prove this statement for R = Z; the general case follows by extending
scalars. Indeed, let S(Q) denote the subspace of S2(Γ0(N)) consisting of cusp
forms whose Fourier coefficients are rational numbers. Also, let M ⊂ S(Q) be the
lattice consisting of cusp forms with integral Fourier coefficients. By the q-expansion
principle, we have an injective map
φ∞ : M → ZJqK,
f 7→ ∑∞0 anqn, (2.17)
which maps a form to its Fourier expansion. Moreover, by the definition of M, the
cokernel of φ∞ is torsion free. So, consider the bilinear pairing
TN ×M → Z,
(T, f) 7→ a1(Tf),
(2.18)
where an(Tf) denotes the nth Fourier coefficient of Tf . This pairing induces maps
ϕ : M → HomZ(TN ,Z) = T∨Z,
ψ : TN → HomZ(L,Z) = L∨.
(2.19)
We show that ϕ is an isomorphism. First, since an(f) = a1(Tnf), the injectivity
and torsion free cokernel of φ∞ immediately implies that ϕ is also injective with
torsion free cokernel. So, since TN and M are free finite rank Z-modules (see [14,
Corollary 12.4.3] or [15, page 234] for a proof of the fact that TN is a free finite rank
Z-module), it suffices to show that ψ is injective. Indeed, if T 7→ 0 ∈ HomZ(M,Z),
then a1(Tf) = 0 for all f ∈M . Substituting Tnf for f and using the commutativity
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of TN , we obtain
a1(T (Tnf)) = a1(Tn(Tf)) = an(Tf) = 0,
for all n ≥ 1, and hence, Tf = 0 by the injectivity of φ∞. Since this holds for all
f ∈ M, we must have T = 0. The last equality follows from the fact that S2(Γ0(N))
has a basis in Sk(Γ0(N);Z) [14, Corollary 12.3.8]. Thus, the rank of TN is at most
that of M, and ϕ : M → HomZ(TN ,Z) is an isomorphism, as desired.
Remark 2.4.2. Rather than using the fact that the cokernel of φ∞ is torsion free, we
could show that ϕ is surjective by extending scalars to C. Indeed, since both M ⊗C
and TN ⊗ C are finite-dimensional vector spaces over C, the injectivity of ϕ and ψ
immediate imply that ϕ is an isomorphism. This approach is used in [17].
2.4.2. The anemic Hecke algebra. As discussed in Section 2.3, there is not necessarily
a basis for Sk(Γ0(N)) consisting of TN -eigenforms, and so it can be useful to exclude
the Hecke operators Up for p |N from the Hecke algebra. When the level N is prime,
this exclusion does not actually have an effect because the operator Up acts as the
identity [8, Proposition 3.19]. However, for squarefree level, Up can act as ±1 on each
newform f ∈ Sk(Γ0(N))new [1, Theorem 3], and so the anemic and full Hecke algebras
no longer coincide. While we focus more on the relationship between these Hecke
algebras in Chapter IV, we now give an analogue of Proposition 2.4.1 for the anemic
Hecke algebra.
For any subring R ⊂ C, we write T(N)R for the R-subalgebra of EndC(Sk(Γ0(N)))
generated by the Hecke operators T` for primes ` - N . Note that since Z is a PID,
EndC(Sk(Γ0(N))) = EndC(Sk(Γ0(N);Z)⊗ C) = EndZ(Sk(Γ0(N);Z))⊗ C,
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and so we are viewing T(N)R as the subalgebra T
(N)
Z ⊗R ⊆ TN ⊗R. Note also that the
algebra T(N)Z coincides with the anemic Hecke algebra in Definition 2.2.5.
In the case of the full Hecke algebra, the duality between TN and Sk(Γ0(N);Z)
follows from the fact that the map φ∞ in Eq. (2.17) is both injective and has a torsion
free cokernel. So, in the case of the anemic Hecke algebra, we would like to define a
ring R and an R-submodule L ⊆ Sk(Γ0(N);R) for which the modified map
φ(N)∞ : L→ ZJqK,
f 7→
∑
(n,N)=1
n≥1
anq
n,
(2.20)
is both injective and has a torsion free cokernel. Indeed, in order for φ(N)∞ to
be injective, we immediately know that L cannot contain any cusp forms of type
ι∗d,M,N(g), where dM |N with d > 1, i.e.,
L ⊆
⊕
M |N
Sk(Γ0(M))
new. (2.21)
However, the direct sum in Eq. (2.21), which we denote L′, need not have a basis
in Sk(Γ0(N);Z), and so to restrict to an R-submodule in L′ in a reasonable way, we
need to choose a ring R that contains all of the Fourier coefficients of the newforms
spanning L′. For commutative algebra reasons discussed in Chapter III, R also needs
to be a local ring, and thus, we take R to be the ring of integers O in a sufficiently
large extension of Qp, where p is any prime number. Note that since Zp is flat over Z
(since Zp is torsion free and Z is a PID), we do not need to assume that p - N .
The natural analogue of Proposition 2.4.1 would then be a duality between the
O-module of Sk(Γ0(N);O) spanned by all newforms f1, . . . , fr of level Nfi dividing N
and the anemic Hecke algebra T(N)O . However, while φ
(N)
∞ is injective (as established
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by Lemma 2.4.5), a problem arises with this analogue because the modified map φ(N)∞
does not have a torsion free cokernel. The following example illustrates this:
Example 2.4.3. Let k = 2, N = 182 = 2×7×13, and p = 3. Consider the following
newforms of levels 14, 26, and 91, respectively:
f1 = q − q2 − 2q3 + q4 + 2q6 + q7 +O(q8) ∈ S2(Γ0(14)),
f2 = q − q2 + q3 + q4 − 3q5 − q6 − q7 +O(q8) ∈ S2(Γ0(26)),
f3 = q − 2q3 − 2q4 − 3q5 + q7 +O(q9) ∈ S2(Γ0(91)).
Each of these newforms is congruent to the Eisenstein series E2,182 away from N, and
so the Fourier coefficients of the modular form g = 1
3
(f1 + f2 + f3) all lie in Z3 for all
(n,N) = 1. Moreover, we can check directly that a7(g) = 13 /∈ Z3, and so, g is not
an element of S2(Γ0(N);Z3). However, we clearly have 3g ∈ S2(Γ0(N);Z3), which
illustrates the fact that φ(N)∞ might have torsion in its cokernel. More generally, we
can construct examples of torsion in the cokernel of φ(N)∞ by using the fact that the
Hecke eigenvalue of Up, p|N is always ±1 [36, Lemma 4.1].
To eliminate such torsion in the cokernel of φ(N)∞ , we could define L to be the
O-submodule of Sk(Γ0(N)) with O-integral coefficients away from N . While this O-
module allows us to generalize the argument from the previous section, it is not
a natural space to consider. We therefore take R = C and establish a duality
between the anemic Hecke algebra T(N)C and the C-subspace L of Sk(Γ0(N)) spanned
by newforms f1, . . . , fr. In particular, this duality between vector spaces suffices to
give a (weaker) relationship between T(N)O and the newforms f1, . . . , fr because we
can extend scalars from T(N)O to T
(N)
C .
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Consider the bilinear pairing
T(N)C × L→ C
(T, f) 7→ a1(Tf),
(2.22)
where an(Tf) denotes the nth Fourier coefficient of Tf . This pairing induces maps
L→ HomC(T(N)C ,C) = T(N)C
∨
,
T(N)C → HomC(L,C) = L∨.
(2.23)
Proposition 2.4.4. The above maps are isomorphisms.
Proof. Since a finite-dimensional vector space and its dual have the same dimension,
it suffices to show that each map is injective. To show these maps are injective, we
require the following lemma, which uses Atkin–Lehner theory:
Lemma 2.4.5. Any f ∈ L with an(f) = 0 for all (n,N) = 1 is 0.
Proof. Consider any f ∈ L with an(f) = 0 for all (n,N) = 1. Since L is the C-
subspace of S2(Γ0(N)) spanned by all newforms of level dividing N, Atkin–Lehner
theory implies that there is a maximal positive divisor M of N such that f can be
written as
f = fnew + f old ∈ S2(M),
with fnew ∈ S2(Γ0(M))new and f old ∈ S2(Γ0(M))old. In particular, f ∈ L is 0 if and
only if fnew = 0. Now, since an(f) = 0 for all (n,N) = 1 by assumption, we may
apply Proposition 2.3.3, with D = N/M ≥ 1, to see that f ∈ S2(Γ0(M))old. But this
implies that fnew ∈ S2(Γ0(M))old, i.e., fnew = 0, and hence, f = 0.
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Given this lemma, we prove the injectivity of the maps in Eq. (2.23) as follows.
First, suppose that f 7→ 0 ∈ HomC(T(N)C ,C). Then a1(Tf) = 0 for all T ∈ T(N)C , so
an = a1(Tnf) = 0 for all (n,N) = 1. By Lemma 2.4.5, f = 0.
Next, suppose T 7→ 0 ∈ HomC(L,C) so that a1(Tf) = 0 for all f ∈ L.
Substituting Tnf for f and using the commutativity of TO, we obtain
a1(T (Tnf)) = a1(Tn(Tf)) = an(Tf) = 0,
for all (n,N) = 1, and so, Lemma 2.4.5 implies that Tf = 0. Since this holds for all
f ∈ L, we have T = 0 ∈ EndC(S2(Γ0(N))). The last equality follows from the fact
that any g ∈ S2(Γ0(N)) can be written as a linear combination of T(N)C -eigenforms,
each of which shares its T(N)C -eigencharacter with some f ∈ L [11, Theorems 1.20,
1.22]. Thus, if T 7→ 0 ∈ L∨, then Tg = 0 for all g ∈ S2(Γ0(N)), as desired.
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CHAPTER III
COMMUTATIVE ALGEBRA
Throughout this section, we use the following notation. Let p be a prime, and
let O be the valuation ring of a finite extension E of Qp. Also, let $ be a uniformizer
of O, and write F$ = O/$O for the residue field.
Let s ∈ Z+, where Z+ is the set of positive integers, and let {n1, n2, . . . , ns} be a
set of s positive integers. Set n =
∑s
i=1 ni. Let Ai = Oni with i ∈ {1, 2, . . . , s}, and
set A =
∏s
i=1Ai = On. Let ϕi : A Ai be the canonical projection. Let T ⊂ A be a
local complete O-subalgebra which is of full rank as an O-submodule, and let J ⊂ T
be an ideal of finite index. Set Ti = ϕi(T ) and Ji = ϕi(J). Note that each Ti is also
a (local complete) O-subalgebra and the projections ϕi|T are local homomorphisms
so that Ji is also an ideal of finite index in Ti.
We first recall a result of Berger, Klosin, and Kramer [4, Theorem 2.1] which
is key to proving Proposition 4.2.1. We then define the Hilbert–Samuel function of
the module T as well as the associated multiplicity e(J, T ) of the ideal J ⊂ T . In
particular, we prove that
e(J, T ) =
s∑
i=1
length(Ti/Ji).
3.1. Result of Berger, Klosin, and Kramer
Using the Fitting ideal FitO(M) associated to a finitely presented O-module M,
cf. [32, Appendix], Berger, Klosin, and Kramer prove the following commutative
algebra result [4, Theorem 2.1], which is widely applicable in the context of
congruences between automorphic forms:
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Theorem 3.1.1 (Berger–Klosin–Kramer, 2013). If F×$ ≥ s − 1 and each Ji is
principal, then
#
s∏
i=1
Ti/Ji ≥ #T/J.
Moreover, the ideal J is principal if and only if equality holds.
As noted in [4, Remark 2.2], the following example shows that the inequality in
Theorem 3.1.1 can be strict:
Example 3.1.2. Let T = {(a, b) ∈ O × O | a ≡ b (mod $)} ⊂ O × O = A with
Ai = O for i = 1, 2. Also, let J = {($a,$b) ∈ O × O | a, b ∈ O} be the maximal
ideal of T . Then
T/J ∼= T1/J1 ∼= T2/J2 ∼= O/$.
Moreover, if J is is only assumed to be an O-submodule of T rather than ideal,
then the statement of Theorem 3.1.1 is actually false:
Example 3.1.3. Again, let T = {(a, b) ∈ O × O | a ≡ b (mod $)} ⊂ O × O = A
with Ai = O for i = 1, 2. Now, let J = {(a, b) ∈ O ×O | a ≡ b (mod $2)}. Then
T/J ∼= O/$ while T1/J1 ∼= T2/J2 ∼= 0.
3.2. The Hilbert–Samuel function and multiplicities
Let R be a local ring with maximal ideal m. For a finitely generated R-module
M and an ideal q ⊂ R of finite colength on M, define the Hilbert–Samuel function of
M with respect to q to be (cf. [16, pg. 272])
Hq,M(n) = length(q
nM/qn+1M).
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By [16, Theorem 12.4], we have
dimM = 1 + degPq,M ,
where Pq,M(n) is a polynomial that agrees with Hq,M(n) for large enough n.
Moreover, by [16, Exercise 12.6], we may write
Pq,M(n) =
d∑
i=0
aiFi(n),
where Fi(n) = (ni) is the binomial coefficient regarded as a polynomial in n of degree
i, and the ai are integers with ad 6= 0. Given these functions, we have the following
definition:
Definition 3.2.1. The coefficient ad is called the multiplicity of q on M and is
denoted e(q,M).
Note that the leading coefficient of Pq,M equals e(q,M)/d!. In particular,
when M is a finitely generated free R-module and dimR = 1, we have dimM :=
dimR/AnnRM = 1, and hence, Pq,M will be a constant function for large enough n.
Thus, in this case,
Pq,M = e(q,M).
To relate the multiplicity e(J, T ) to
∑
i length(Ti/Ji), we use the following
proposition:
Proposition 3.2.2. If each Ji is principal, then we have
e(J, T ) =
s∑
i=1
e(Ji, Ti). (3.1)
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Remark 3.2.3. When J = (α) is principal, this equality follows immediately from
[4, Proposition 2.3]. Indeed, since multiplication by α gives T -module isomorphisms
T/J ∼= J/J2 ∼= J2/J3 ∼= · · · ,
HJ,T (n) is a constant fuction and e(J, T ) = length(T/J). Similarly, e(Ji, Ti) =
length(Ti/Ji). Additionally, we note that for any J,
n∑
i=1
length
(
Jri /J
r+1
i
)
= length
(
n∏
i=1
Jri /J
r+1
i
)
= length
( ∏n
i=1 J
r
i∏n
i=1 J
r+1
i
)
,
and hence,
n∑
i=1
e(Ji, Ti) = e
(
n∏
i=1
Ji,
n∏
i=1
Ti
)
. (3.2)
We now prove Proposition 3.2.2 using the following two lemmas:
Lemma 3.2.4 (Properties of Multiplicities, [5, Exercise 12.11.a.ii]). Let
0→ M ′ → M → M ′′ → 0
be an exact sequence of modules over the local ring (R,m), and suppose that q ⊂ R
is an ideal of finite colength on M, M ′, M ′′. If dimM = dimM ′ > dimM ′′, then
e(q,M) = e(q,M ′).
Lemma 3.2.5. We have
J
s∏
i=1
Ti ⊆
s∏
i=1
Ji,
with equality whenever the Ji are principal.
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Proof. The left-hand side consists of elements of the form
∑
j
(
ϕ1(αj)ϕ1(t
j
1), . . . , ϕs(αj)ϕs(t
j
s)
)
with αj ∈ J and tj1, . . . , tjs ∈ T, and hence, the containment is clear. When the Ji are
principal, [4, Proposition 2.6] guarantees the existence of some α ∈ J such that ϕi(α)
generates Ji for all i. Thus, we may write an element of the right-hand side as
(ϕ1(α)ϕ1(t1), . . . , ϕs(α)ϕs(ts)) = α · (ϕ1(t1), . . . , ϕs(ts))
for some t1, . . . , ts ∈ T .
Proof of Proposition 3.2.2. Consider the exact sequence
0→ T →
s∏
i=1
Ti → K → 0,
where K denotes the cokernel. Since T has full rank in An, Lemma 3.2.4 gives
e(J, T ) = e
(
J,
s∏
i=1
Ti
)
,
and hence, since the Ji are principal,
e (J, T ) = e
(
J,
s∏
i=1
Ti
)
= e
(
J
s∏
i=1
Ti,
s∏
i=1
Ti
)
= e
(
s∏
i=1
Ji,
s∏
i=1
Ti
)
.
Thus, by Eq. (3.2),
e(J, T ) =
s∑
i=1
e(Ji, Ti).
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Corollary 3.2.6. If each Ji is principal, then
e(J, T ) =
s∑
i=1
length(Ti/Ji).
Proof. As established in Remark 3.2.3, if each Ji is principal, e(Ji, Ti) = length(Ti/Ji).
Hence,
e(J, T ) =
s∑
i=1
e(Ji, Ti) =
s∑
i=1
length(Ti/Ji).
48
CHAPTER IV
HIGHER EISENSTEIN CONGRUENCES FOR SQUAREFREE LEVEL
We now examine higher congruences between weight 2 newforms and Eisenstein
of squarefree level. Let f1, . . . , fr be all weight 2 normalized cuspidal simultaneous
eigenforms of level Γ0(N) with N prime. A celebrated result of Mazur [30, Proposition
II.5.12, Proposition II.9.6] states that if a prime p divides the numerator N of N−1
12
,
then at least one of these forms is congruent modulo p to the weight 2 normalized
Eisenstein series
E2,N =
N − 1
24
+
∞∑
n=1
σ∗(n)qn, (4.1)
where σ∗(n) is the sum of all non-zero divisors d of n such that (d,N) = 1. Berger,
Klosin, and Kramer [4, Proposition 3.1] refine this result to give a precise relation
between valp(N ) and the depth of congruence between the newforms f1, . . . , fr and
E2,N . Using a commutative algebra result (restated as Theorem 3.1.1 of this paper),
they show that if $N is a uniformizer in the valuation ring of a finite extension of
Qp (of ramification index eN) that contains all Hecke eigenvalues of the fi’s and mi
is the largest integer such that the Hecke eigenvalues of fi and E2,N satisfy
λ`(fi) ≡ λ`(E2,N) (mod $miN ),
for all Hecke operators T` with ` - N prime, then
1
eN
r∑
i=1
mi ≥ valp(N ). (4.2)
Moreover, Theorem 3.1.1 implies that this expression is an equality if and only if
the Eisenstein ideal is locally principal. Since the Eisenstein ideal is locally principal
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when N is prime [30, Theorem II.18.10], Eq. (4.2) is always an equality in this case.
However, the approach of comparing the depth of Eisenstein congruences modulo p,
i.e., the left side of Eq. (4.2), to a certain p-adic value suggests a way to determine if
the Eisenstein ideal is locally principal for a fixed squarefree level N .
Let N =
∏t
j=1 qj > 6 be a squarefree positive integer. The weight 2 Eisenstein
subspace of level Γ0(N), denoted E2(Γ0(N)), is spanned by 2t − 1 Eisenstein series,
each of which is a simultaneous eigenform for all Hecke operators. Since a basis of such
eigenforms can be obtained using level raising techniques [48, §2.2], each eigenform in
E2(Γ0(N)) has Hecke eigenvalues λ` = 1 + ` for Hecke operators T` with ` - N prime.
Moreover, since we are only interested in congruences away from N, i.e., congruences
between the `th Hecke eigenvalues for primes ` - N, any normalized Eisenstein series
E ∈ E2(Γ0(N)) works for our generalization to squarefree level. We therefore consider
congruences between all weight 2 newforms f1, . . . , fr of level Nfi dividing N and the
weight 2 Eisenstein series of level N,
E2,N(z) =
∑
d|N
µ(d)dE2(dz), (4.3)
where µ : Z+ → {−1, 0, 1} is the Möbius function defined by
µ(n) =

1 if n is squarefree with an even number of prime factors,
−1 if n is squarefree with an odd number of prime factors,
0 if n has a squared prime factor,
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and E2(z) is the weight 2 Eisenstein series for SL(2,Z), normalized so that the Fourier
coefficient of q is 1. Note that the Eisenstein series in Eq. (4.3) has q-expansion
E2,N = (−1)t+1ϕ(N)
24
+
∞∑
n=1
σ∗(n)qn
and coincides with Eq. (4.1) for prime N .
Since the Hecke eigenvalues of E2,N and E2,qj agree for Hecke operators away
from N, Mazur’s original congruence result implies that if p ≥ 5 is a prime dividing
ϕ(N), then at least one of the newforms (of prime level) is congruent to E2,N away
from N . The first main result of this paper (Proposition 4.2.1) extends the higher
congruences framework of Berger, Klosin, and Kramer to squarefree level N > 6 so
that with a slight modification, the inequality in Eq. (4.2) still holds. The second main
result then sharpens this inequality under certain conditions, proving the following
statement about the local principality of the Eisenstein ideal:
Theorem 4.0.1. If N has at least three prime divisors, then for any p ≥ 5 dividing
ϕ(N), the depth of Eisenstein congruences modulo p is strictly greater than the p-adic
valuation of ϕ(N), i.e.,
1
eN
(m1 + · · ·+mr) > valp(ϕ(N)). (4.4)
If, in addition, valp(#TZp/JZp) = valp(ϕ(N)), the Eisenstein ideal JZ ⊆ TZ is not
locally principal.
The key feature of this result is the strictness of the inequality in Eq. (4.4), which
is controlled by the existence of a newform of composite level that is congruent to E2,N
away from N . When p - N, Ribet and Yoo [50, Theorems 2.2, 2.3] give necessary and
sufficient conditions for the existence of such a newform and also address more general
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Eisenstein congruences. Using the Jacquet–Langlands correspondence, Martin [29,
Theorem A] independently obtains Ribet’s sufficient condition, even in the case p |N .
In the next chapter, as an application of these results, we express the depth of
congruence 1
eN
∑r
i=1mi (from Proposition 4.2.1) as the Hilbert–Samuel multiplicity of
the Eisenstein ideal in the Hecke algebra. While the depth of Eisenstein congruences
modulo p detects whether the associated (localized) Eisenstein ideal is principal, this
connection to multiplicities might allow us to give a more precise statement regarding
the minimal number of generators.
Additionally, using an algorithm adapted from Naskręcki [35, §4.2], we provide
computational examples to illustrate our main results. While Naskręcki has computed
a large number of Eisenstein congruences, his work concerns congruences of q-
expansions rather than congruences away from N . As a result, his data does not
necessarily agree with ours. For example, if N = 97 and p = 2, then val2(9612) = 3.
Since the constant term of E2,N has a 2-adic valuation of 2, Naskręcki’s algorithm
returns 2 as the depth of congruence. On the other hand, our algorithm returns
3, which agrees with the equality in Eq. (4.2). Moreover, Naskręcki’s algorithm
determines the exact Eisenstein series in E2(Γ0(N)) for which a congruence holds; we
do not require this information since the Hecke eigenvalues of all Eisenstein series in
E2(Γ0(N)) coincide away from N . Because of these differences, we use our modified
algorithm for congruence computations.
Lastly, we note that work of Wake and Wang-Erickson [46] studies similar
questions about the rank of the Eisenstein ideal. In particular, their methods are
based on pseudodeformation theory.
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4.1. Congruence modules associated to weight 2 Eisenstein series
Recall that in Example 2.1.4, given cd ∈ C for d |N such that
∑
d|N cd/d = 0, we
defined a weight 2 Eisenstein series of level N and trivial character by
E2,N,cd(z) =
∑
d|N
cdE2(dz), (4.5)
where
E2(z) = 1− 24
∞∑
n=1
σ1(n)q
n. (4.6)
When N = p is prime, Eq. (4.5), with c1 = 1 and cp = p, agrees (up to
normalization) with Eq. (4.1). In fact, this is the only Eisenstein series of weight 2,
level p, and trivial character (again, up to normalization). When N has more than
one prime factor, there are several weight 2 Eisenstein series of level N and trivial
character, including the Eisenstein series given in Eq. (4.3). To study congruences
between newforms and Eisenstein series of squarefree level, we would like a natural
basis of all such Eisenstein series, which we obtain using level raising techniques and
the Fourier series in Eq. (4.6).
For a fixed squarefree level N, the space M2(Γ0(N)) of weight 2 modular forms
for the congruence subgroup Γ0(N) decomposes into its subspace of cusp forms
S2(Γ0(N)) and the Eisenstein space E2(Γ(N)), which is isomorphic to the quotient
space M2(Γ0(N))/S2(Γ0(N)) [15, §4.2]. By applying dimension formulas from [15,
Ch. 3], specifically [15, Eq. (4.3)], we see that the dimension of E2(Γ0(N)) is equal
to the number of cusps of the (compact) modular curve X0(N), i.e., 2t − 1, where t
is the number of prime divisors of N .
Using the Fourier series E2(z) in Eq. (4.6), we can construct weight 2 Eisenstein
series of level N with the following level raising operators:
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Definition 4.1.1. Given a modular form g ∈M2(Γ0(N)) and prime p - N, we define
[p]+(g)(z) = g(z)− pg(pz),
[p]−(g)(z) = g(z)− g(pz),
(4.7)
both of which are weight 2 modular forms of level Np.
Since E2(z) is not a genuine modular form, the above definition might not make
sense when applied to E2(z). However, as established in Example 2.1.4, [p]+(E2)(z)
is a genuine modular form, and so, we may define weight 2 Eisenstein series of level
N as follows:
Definition 4.1.2. For 1 ≤ s ≤ t, let N = ∏ti=1 pi and M = ∏sj=1 pj. We define
EM,N(z) = [pt]
− ◦ · · · ◦ [ps+1]− ◦ [ps]+ ◦ · · · ◦ [p1]+(E2)(z). (4.8)
Yoo [48, Proposition 2.6] proves that each EM,N is a weight 2 Eisenstein series
of level N as well as an eigenform for all Hecke operators. Moreover, since there are
exactly 2t−1 distinct choices forM > 1, we have found a natural basis for E2(Γ0(N)),
namely the Eisenstein series EM,N with M > 1.
Now, to detect the existence of Eisenstein congruences, we use a congruence
module T/J where T is a Hecke algbra and J is an Eisenstein ideal [37, 4, 17].
Our particular approach to studying such congruences is rooted in a commutative
algebra result (Theorem 3.1.1) which requires that a certain space of cusp forms is
simultaneously diagonalizable under a Hecke action. We therefore work with the
anemic Hecke algebra T(N), which excludes operators Up for p |N . Since we are
only concerned with computing Eisenstein congruences away from N and the Fourier
coefficients of the Eisenstein series constructed above coincide away from N, we may
actually consider any EM,N . (Our choice in Eq. (4.3) is made to coincide with
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Eq. (4.1) for prime N .) Before proving the main results of this dissertation, we
briefly discuss some related work of Ribet–Yoo [48] and Ohta [37, 38] which concerns
congruence modules associated to specific Eisenstein series EM,N .
To distinguish between Eisenstein congruences for different Eisenstein series
EM,N , we consider the Fourier coefficients at primes dividing N, and so, we need
to enlarge the Hecke algebra to detect these coefficients. Indeed, the main two
ways to augment the anemic Hecke algebra, described in Sections 4.1.1 and 4.1.2,
respectively, are to include the Hecke operators Up, for primes p |N, or include the
Atkin–Lehner operators [1] wd, for d |N . In either case, before we can study the
appropriate congruence module, we must restrict the Hecke action on S2(Γ0(N)) to
a Hecke-invariant subspace.
4.1.1. Full congruence module. In [48], Ribet and Yoo examine Eisenstein ideals in
the full Hecke algebra TN , which is generated by Hecke operators Tn for all n ≥ 0. In
particular, they generalize the work of Mazur [30], and so much of their paper focuses
on modular curves and their associated Jacobians when N is squarefree. Specifically,
for eachM > 1 that divides a fixed squarefree level N, Ribet and Yoo define the ideal
IM = (Up − 1, Uq − q, Tr − r − 1 : for primes p |M, q |N/M, and r - N).
By previous work of Yoo [49], any Eisenstein maximal ideal of TN contains some
IM , and so to compute the index of certain Eisenstein ideals inside of the full Hecke
algebra, Yoo proves the following theorem [48, Theorem 1.1]:
Theorem 4.1.3 (Yoo). For any prime y - 2N, we have
TN/IM ⊗ Zy ∼= Z/mZ⊗ Zy,
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where m is the numerator of 1
24
· ϕ(N) ·
∏
`|N/M
(`+ 1).
Note that in [48, Theorem 3.3], Ribet and Yoo also give an analogous statement
for the index of a “new” Eisenstein ideal of TN . Currently, it does not appear that
these results can be used directly to understand the anemic congruence module T(N)/J
which is considered in Sections 4.2 and 4.3. However, they may be useful for counting
Eisenstein congruences in specific new subspaces.
4.1.2. Atkin–Lehner congruence module. A second way to augment the anemic Hecke
algebra is to include the Atkin–Lehner operators wd for all positive divisors d of N .
(For details on these involutions, see [1] or [14, §4].) Indeed, in [37, 38], Ohta studies
such congruence modules, determining the index of the Eisenstein ideal in various
Hecke algebras within this setting. While we include the details of Ohta’s results
at the end of Section 4.3, we note that his method requires a different congruence
module for each Eisenstein series EM,N .
Remark 4.1.4. When the level N = p is prime, the Up operator acts as the identity
[8] and the wp operator acts as either ±1, and hence, the full, Atkin–Lehner, and
anemic Hecke algebras coincide. However, when N is not prime, the involution wN
does not commute with the Hecke operators Tn for (n,N) 6= 1, and so, it is important
to distinguish between the full, Atkin–Lehner, and anemic congruence modules. For
example, while the decomposition of S2(Γ0(N)) into simultaneous eigenspaces under
the action of the anemic Hecke algebra is compatible with its decomposition into wN -
eigenspaces, it is in general not equivariant under the action of the full Hecke algebra.
See [14, §4, §6.3] for more details on the relationship between wN and Up.
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4.2. Higher congruences framework
For each prime p ≥ 5, we would like to bound the depth of Eisenstein congruences
modulo p by the p-adic valuation of the index of an Eisenstein ideal in the associated
Hecke algebra. In particular, since we are only interested in congruences away from
N , we exclude Hecke operators Tr for primes r |N . When the level N is prime,
this exclusion makes no difference since TN acts as the identity in the associated
Hecke algebra [8, Proposition 3.19]. However, for composite level N, we must make a
distinction between the anemic Hecke algebra T, which does not include Tr for primes
r |N, and the full Hecke algebra T(N).
Indeed, let S2(Γ0(N)) denote the C-space of modular forms of weight 2 and level
Γ0(N). For any subring R ⊂ C, write TR for the R-subalgebra of EndC(S2(Γ0(N))
generated by the Hecke operators T` for primes ` - N . Let JR be the Eisenstein ideal,
i.e., the ideal of TR generated by T`− (1 + `) for primes ` - N . For a prime ideal n of
TR, write TR,n for the localization of TR at n, and set JR,n := JRTR,n.
We now apply Theorem 3.1.1 to Eisenstein congruences of elliptic modular forms
of squarefree level. Fix an embedding Qp ↪→ C and let E be a finite extension of Qp
that contains all Hecke eigenvalues of the fi’s and whose residue field has order at
least s. Write ON for the ring of integers in E, $N for a choice of uniformizer, eN
for the ramification index of ON over Zp, and dN for the degree of its residue field
over Fp. The following result relates the depth of Eisenstein congruences modulo p
to the p-adic valuation of #TZp/JZp and shows that this depth detects whether the
localized Eisenstein ideal JZp,mZp is principal:
Proposition 4.2.1. For i = 1, . . . , r, let $miN be the highest power of $N such that
the Hecke eigenvalues of fi are congruent to those of E2,N modulo $miN for Hecke
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operators T` for all primes ` - N . Then, we have
1
eN
(m1 + · · ·+mr) ≥ valp(#TZp/JZp). (4.9)
This inequality is an equality if and only if the Eisenstein ideal JZp,mZp is principal.
Proof. To simplify notation, write O for ON and $ for $N , and let m = JO + $TO
be the unique maximal ideal of TO containing JO. By Atkin–Lehner theory, each
newform f1, . . . , fr (of level Nfi) is a simultaneous eigenform under the action of the
anemic Hecke algebra TO, and so we can consider the map
TO →
s∏
i=1
O, T` 7→
s∏
i=1
(λ`(fi)). (4.10)
In particular, the perfect pairing established by Proposition 2.4.4 implies that this
map is an injection. Indeed, if T ∈ TO maps to 0, then by viewing T as a C-linear
form on L via an extension of scalars, we see that T 7→ 0 ∈ L∨ in Eq. (2.23), i.e.,
T = 0.
Now, renumber f1, . . . , fr so that f1, . . . , fs satisfy an Eisenstein congruence away
from N while fs+1, . . . , fr do not. Eq. (4.10) then induces an injection
TO,m ↪→
s∏
i=1
O, T` 7→
s∏
i=1
(λ`(fi)).
Since TO,m ⊂
∏s
i=1O is a local complete O-subalgebra of full rank, we apply Theorem
3.1.1 with T = TO,m, J = JO,m, Ti = O, and ϕi : T → Ti as the canonical projection.
(Note that by construction, E satisfies the hypothesis in Theorem 3.1.1 on the order
of its residue field.) For each projection Ti/Ji, we have
valp(#Ti/Ji) = (#O/$miO) = midN = mi [O : Zp]
eN
. (4.11)
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On the other hand, if mZp = m ∩ TZp , then since TO,m = TZp,mZp ⊗Zp O [11, Lemma
3.27 and Proposition 4.7] and JO,m = JZp,mZp ⊗Zp O, we have
valp(#T/J) = valp
(
#
TZp,mZp
JZp,mZp
⊗Zp O
)
= [O : Zp]valp
(
#
TZp,mZp
JZp,mZp
)
.
Combining these equalities yields
1
eN
(m1 + · · ·+mr) ≥ valp
(
#
TZp,mZp
JZp,mZp
)
,
and hence, the result follows from the fact that TZp,mZp/JZp,mZp ∼= TZp/JZp .
4.3. Local principality of the Eisenstein ideal
To use Proposition 4.2.1 to generate examples of squarefree levels for which the
Eisenstein ideal is not locally principal, we need to (i) determine the p-adic valuation
of #TZp/JZp , ideally in terms of a related L-value, and (ii) show that the depth of
Eisenstein congruence modulo p is strictly greater than this p-adic valuation. While
this paper discusses some progress towards (i) at the end of this section, its main
results focus on (ii).
Indeed, Theorem 4.0.1, which we now prove, establishes that if N has at least
three prime divisors, then for any prime p ≥ 5 dividing ϕ(N), the depth of Eisenstein
congruences modulo p is strictly greater than the p-adic valuation of ϕ(N), i.e.,
1
eN
(m1 + · · ·+mr) > valp(ϕ(N)). (4.12)
Furthermore, it states that if, in addition, valp(#TZp/JZp) = valp(ϕ(N)), the
Eisenstein ideal JZ ⊆ TZ is not locally principal.
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Proof of Theorem 4.0.1. If necessary, renumber the newforms f1, . . . , fs so that
f1, . . . , fsp are of prime level while fsp+1, . . . , fs are of composite level. Since the
level N =
∏t
j=1 qj is squarefree, we have
valp (ϕ(N)) =
t∑
j=1
valp(qj − 1).
In particular, since p ≥ 5 by assumption, the result of Berger, Klosin, and Kramer for
prime level [4, Proposition 3.1] gives that the depth of congruence between newforms
of level Nfi = qj and the Eisenstein series E2,qj equals valp(qj − 1) for each 1 ≤ j ≤ t.
So, if we consider only newforms of prime level qj dividing N, we obtain the equality
1
eN
(m1 + · · ·+msp) = valp(ϕ(N)).
Thus, the inequality in Eq. (4.12) is strict if and only if sp < s, i.e., there exists a
newform of composite level which satisfies an Eisenstein congruence away from N .
By [50, Theorem 2.2] (for p - N) or [29, Theorem A] (for any p), such a newform
exists whenever N has at least three prime factors, and hence, Eq. (4.12) follows.
The second statement in Theorem 4.0.1 now follows immediately by combining Eq.
(4.12) with Proposition 4.2.1. Specifically, if valp(#TZp/JZp) = valp(ϕ(N)), then the
localized Eisenstein ideal JZp,mZp is non-principal.
Replacing [50, Theorem 2.2] in the proof above with [50, Theorem 2.3] yields the
following corollary, which addresses the case where N has exactly two prime divisors:
Corollary 4.3.1. If N = qr and p ≥ 5 satisfies (p,N) = 1 and q ≡ 1 (mod p),
then the depth of Eisenstein congruences modulo p is strictly greater than the p-adic
valuation of ϕ(N) if and only if r ≡ ±1 (mod p) or r is a p-th power modulo q. If,
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in addition, valp(#TZp/JZp) = valp(ϕ(N)), the Eisenstein ideal JZ ⊆ TZ is not locally
principal.
Now, Theorem 4.0.1 and Corollary 4.3.1 reduce the task of finding examples
where JZ is not locally principal to determining conditions under which
valp(#TZp/JZp) = valp(ϕ(N)). While we are currently unable to specify such
conditions (due to certain difficulties arising from the anemic Hecke algebra described
in more detail below), we do use the work of Ohta [38] to give a lower bound for
valp(#TZp/JZp). In particular, this bound suggests some cases for which the desired
equality holds.
For the remainder of this section, we assume that p - N so that Zp is a Z[1/N ]-
algebra. Following [38, §2-3], we consider the action on S2(Γ0(N)) of the Atkin–Lehner
involutions wd for all positive divisors d of N . More specifically, for N =
∏t
j=1 qj,
set E = {±1}t. Then for each ε = (ε1, . . . , εt) ∈ E , we define S2(Γ0(N))ε to be the
maximum direct summand of S2(Γ0(N)) on which wqj acts as multiplication by εj
(1 ≤ j ≤ t). Since the Atkin–Lehner operators wd commute with the Hecke operators
T` for ` - N, the subspace S2(Γ0(N))ε is invariant under the action of TZp . So, let TεZp
(resp. JεZp) denote the restriction of TZp (resp. JZp) to S2(Γ0(N))
ε.
We would like to use a result of Ohta which computes the p-adic valuation of
the index of the Eisenstein ideal inside of a certain Hecke algebra. Since Ohta’s
notation differs significantly from ours, we briefly explain his notation and how it
relates to our conventions. Indeed, in his work on Eisenstein ideals and rational torsion
subgroups, Ohta studies three different spaces of modular forms which he denotes
MAk (Γ0(N);R), M
B
k (Γ0(N);R), and M
reg
k (Γ0(N);R). The first (resp. the second)
space consists of modular forms in the sense of Deligne–Rapoport and Katz (resp.
Serre and Swinnerton–Dyer), and the third space consists of regular differentials on
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the modular curve. Note that the spaces MAk (Γ0(N);R), MBk (Γ0(N);R) coincide
respectively with the spacesMk(Γ0(N);R), Mk(Γ0(N);R) defined in Appendix B.
Now, since Zp is flat over Z[1/N ], these three spaces of modular forms
coincide [38, Eq. (1.3.4) and Cor 1.4.10], and so, although Ohta defines his Hecke
algebra T(N ;R) as a subring of EndR(Sreg2 (Γ0(N);R), we can view it as subring of
EndR(S2(Γ0(N))). Moreover, while the Hecke algebra T(N ;Zp) does not coincide
with the anemic Hecke algebra TZp in general (as is discussed in Section 4.1), its
restriction to S2(Γ0(N))ε does coincide with TεZp . Hence, when ε 6= ε+, where
ε+ = (1, 1, 1, . . . , 1), we may apply [38, Theorem 3.1.3] to obtain the equality
valp(#TεZp/J
ε
Zp) = valp
( t∏
j=1
(qj + εj)
)
. (4.13)
In particular, since p ≥ 5 is odd, valp(qj + εj) is positive for at most one εj ∈ {±1}.
So, assuming that qj 6≡ −1 (mod p) for some j, there is some ε 6= ε+ ∈ E such that
valp(#TεZp/J
ε
Zp) = valp
( t∏
j=1
(qj + εj)
)
= valp
( t∏
j=1
(q2j − 1)
)
. (4.14)
Hence, since TZp/JZp  TεZp/JεZp for each ε ∈ E, we conclude
valp(#TZp/JZp) ≥ valp
( t∏
j=1
(q2j − 1)
)
. (4.15)
There are two particularly encouraging features of this lower bound. First, the
value on the right-hand side of Eq. (4.15) is divisible by all primes for which there
exists an Eisenstein congruence modulo p. (See [50] for more details.) If this were not
the case, then while this value might be a valid lower bound for the p-adic valuation
of #TZp/JZp , it could not possibly be a valid upper bound since the index of the
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congruence module TZp/JZp must be divisible by any prime for which there is an
Eisenstein congruences modulo p. Second, if we assume that qj 6≡ −1 (mod p) for
j = 1, . . . , t, then Eq. (4.15) simplifies to
valp(#TZp/JZp) ≥ valp(ϕ(N)),
which gives half of the equality required by Theorem 4.0.1 to prove local principality
results about the Eisenstein ideal. Hence, this lower bound suggests that JZ is not
locally principal whenever N has at least three prime divisors, none of which are
congruent to −1 modulo p, and there exists a prime p ≥ 5 dividing ϕ(N).
We end this section by briefly discussing the main obstacle that arises when
computing the index #TZp/JZp of the Eisenstein ideal inside of the anemic Hecke
algebra. Indeed, many of the current methods for determining a relationship between
the full and anemic Hecke algebras use deformation theory and an R = T argument
[11, 31, 6]. For example, in [45], Skinner and Wiles examine the relationship between
ordinary universal deformation rings and Hecke rings within the context of weight
2 modular forms. In particular, these methods require that the primes for which
operators are excluded from the Hecke algebra satisfy certain conditions, e.g., [45,
§2]. Because we are considering Eisenstein congruences between weight 2 modular
forms with trivial Nebentypus, the prime divisors of N do not satisfy the required
conditions, and thus, to establish an equality in Eq. (4.15), we need a different
approach.
Remark 4.3.2. When qj ≡ −1 (mod p) for some j = 1, . . . , t, Proposition 4.2.1
combined with Eq. (4.15) yields the inequality
1
eN
(m1 + · · ·+mr) ≥ valp
( t∏
j=1
(q2j − 1)
)
,
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where the value on the right side is greater than valp(ϕ(N)). While this (greater)
lower bound is useful for computing the depth of Eisenstein congruences modulo
p, we currently cannot obtain a result analogous to Theorem 4.0.1 about the local
principality of the Eisenstein ideal since the inequality is not necessarily strict.
However, in future work, we may be able to show that it is strict by combining the
higher congruences framework with methods of Martin [29] related to the Jacquet–
Langlands correspondence.
Remark 4.3.3. Since we have assumed p ≥ 5 throughout this section, we now
briefly address the cases p = 2, 3. Indeed, with N =
∏t
j=1 qj, two problems arise
when p = 2, 3. First, in the prime level case, the depth of Eisenstein congruences
modulo p is equal to the p-adic valuation of the numerator of N−1
12
. When p ≥ 5, we
may ignore the denominator of this value (as we did in the proof of Theorem 4.0.1).
However, since this is not the case for p = 2, 3, we no longer have a guarantee, a
priori, that a newform of prime level satisfies an Eisenstein congruence away from
N . So, while Proposition 4.2.1 still holds, we cannot obtain the strict inequality as
in Theorem 4.0.1. Second, Eq. (4.13) does not hold for p = 2, 3, and so, we do not
expect the equality valp(#TZp/JZp) = valp(ϕ(N)). Despite these issues, we include
p = 3 in the computational approach in Section V since the depth of Eisenstein
congruences modulo p is of independent interest. We completely exclude p = 2 since
these congruences behave much differently but note that Martin addresses mod 2
Eisenstein congruences in [28].
4.4. General Eisenstein congruences
We may apply the higher congruences framework to many other settings, e.g.,
congruence primes for primitive forms or congruences to Saito–Kurokawa lifts [4, §5].
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Below we discuss one such setting with general (higher) Eisenstein congruences for
Sk(Np, χ), where k ≥ 2, (N, p) = 1, and χ has conductor N or Np.
4.4.1. Eisenstein ideals associated to cusp forms of higher weights. Let p be an odd
prime and χ a Dirichlet character of order prime to p. Let the conductor of χ be
Npr with (N, p) = 1 (so that r = 0 or 1 since the order of χ is prime to p). For each
integer k ≥ 2 such that χ(−1) = (−1)k, let Sk(Np, χ) be the space of cusp forms of
weight k, level Np, and character χ. Let S0 be the complex vector space of modular
forms Sk(Np, χ) ⊕ CEχ, where Eχ ∈ Mk(Np, χ) is the Eisenstein series with Hecke
eigenvalues 1 + χ(`)`k−1 for ` - Np.
As before, let O be the ring of integers in a sufficiently large extension E of
Qp. Let $ be a choice of uniformizer in O, e be the ramification index of O over
Zp, and d be the residue degree [O/$O : Fp]. Also, let T0 be the O-subalgebra
of endomorphisms of S0 generated be the Hecke operators T` for ` - Np. Write
Π0 for the set of systems of eigenvalues of T0 and λ0 for the Hecke eigencharacter
corresponding to Eχ, and set Π = Π0 \ {λ0}. Then the Eisenstein ideal J is generated
by T` − `− χ(`)`k−1 for ` - Np in the cuspidal Hecke algebra T.
We can ask similar questions about the local principality of the Eisenstein ideal J
associated to the spaces Sk(Np, χ) of cusp forms. Indeed, in [4, Example 5.1], Berger,
Klosin, and Kramer prove the following result regarding the depth of congruence in
this setting:
Theorem 4.4.1 (Berger–Klosin–Kramer). For every λ ∈ Π, let mλ be the largest
integer such that λ0(T ) ≡ λ(T ) mod $mλ for all T ∈ T0. Then
1
e
∑
λ∈Π
mλ ≥ valp(#O/L(χ, 1− k)). (4.16)
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If J is principal, then Eq. (4.16) becomes an equality.
Thus, if we can establish the upper bound
valp (#T/J) ≤ valp (#O/L(χ, 1− k)) , (4.17)
we will be able to use the higher congruences framework to determine if the Eisenstein
ideal J is locally principal.
4.4.2. Modularity theorems. To establish an upper bound as in Eq. (4.17), we
consider deformation theory and an R = T argument. Indeed, for Σ a finite set of
primes including the odd prime p (from the previous section), let QΣ be the maximal
extension of Q unramified outside of Σ and ∞. Suppose that F is a finite field of
characteristic p and that χ : Gal(QΣ/Q) → F× is an odd character ramified at p.
Suppose also that
ρ0 : Gal(QΣ/Q)→ GL2(F) (4.18)
is a continuous representation satisfying
ρ0 =
(
χ ∗
1
)
(4.19)
and having scalar centralizer, i.e., ρ0 is reducible but not semisimple. In [45], Skinner
and Wiles give technical conditions for the representation ρ0 to be modular . Their
argument centers on understanding the relationship between universal deformation
rings RΣ associated to ρ0 and certain Hecke algebras TΣ (from which we have excluded
the appropriate Hecke operators for primes q ∈ Σ). In particular, in establishing the
isomorphism RΣ ∼= TΣ, Skinner and Wiles [45, Proposition 3.1, §6] compute the index
#T/J in Eq. (4.17) for k = 2 and certain choices of the character χ.
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Now, for a given choice of χ and Σ, it is crucial to the Skinner–Wiles argument
that the residual representation is essentially unique, and so, they require χ and Σ to
satisfy the following conditions:
• the χ-eigenspace of the p-part of Cl(Q(χ)) is trivial;
• if q ∈ Σ, then either χ is ramified at q or χ(q) 6= q.
To apply the Skinner–Wiles argument in the general Eisenstein congruences
setting described above, we take ρ0 to be the residual representation ρf , where ρf
is the Galois representation attached to a cusp form f that satisfies an Eisenstein
congruence. (For details on Galois representations associated to cusp forms with
Nebentypus, see [40].) When k = 2 and χ = 1, which is the setting of Sections 4.2
and 4.3, the assumptions on χ and Σ force us to take Σ = {p}, which implies that TΣ
is necessarily larger than the anemic Hecke algebra TZp . So, while the Skinner–Wiles
method is not applicable in this specific case, we should be able to generalize it to
give the upper bound in Eq. (4.17) when k > 2 or χ 6= 1.
Remark 4.4.2. There is a method of Berger and Klosin [2, 3] which studies similar
deformation problems over imaginary quadratic fields. In particular, their approach
can be thought of as “perpendicular” to the one of Skinner–Wiles in the sense that the
assumptions of each exactly fail to satisfy the assumptions of the other. Specifically,
Berger and Klosin consider a different choice of extension in Eq. (4.19) and require the
existence of several such extensions. In the case of k = 2 and χ = 1, this alternative
method might give the desired index because it uses χ(q) 6= q−1 (rather than χ(q) 6= q)
in the second condition above, which allows more flexibility in the choice of Σ.
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CHAPTER V
APPLICATIONS AND EXAMPLES
For squarefree level N, Proposition 4.2.1 bounds the depth of Eisenstein
congruences modulo p by the p-adic valuation of #TZp/JZp . In this section, we first
express this depth of congruence as the multiplicity
1
eN
r∑
i=1
mi = e(JZp,mZp ,TZp,mZp ).
We then use MAGMA [5] to give computational examples of our main results.
5.1. Hilbert–Samuel multiplicities and elliptic modular forms
We apply the commutative algebra result stated in Corollary 3.2.6 in the context
of elliptic modular forms to obtain the following proposition:
Proposition 5.1.1. For i = 1, . . . , r, let $miN be the highest power of $N such that
the Hecke eigenvalues of fi are congruent to those of E2,N modulo $miN for Hecke
operators T` for all primes ` - N . Then
1
eN
r∑
i=1
mi = e(JZp,mZp ,TZp,mZp ).
Proof. As in the proof of Proposition 4.2.1, take T = TO,m and J = JO,m, where m
is the unique maximal ideal of TO containing JO. Let Ti = O and ϕi : T → Ti be
the map sending a Hecke operator to its eigenvalue corresponding to fi. Also, let
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ϕi(TZp,mZp ) = TZpi , ϕi(JZp,mZp ) = JZpi . We then have
lengthO(Ti/Ji) = val$(#Ti/Ji)
=
1
dN
· valp(#Ti/Ji)
=
[O : Zp]
dN
· valp(#TZpi/JZpi)
= eN · lengthZp(TZpi/JZpi).
Since Ji, and JZpi are principal for each i, we may apply Corollary 3.2.6 to obtain
e(JO,m,TO,m) = eN · e(JZp,mZp ,TZp,mZp ).
Thus,
s∑
i=1
valp (#Ti/Ji) = dN · e(JO,m,TO,m) = [O : Zp] · e(JZp,mZp ,TZp,mZp ),
and combining this with Eq. (4.11) yields the desired result.
5.2. Computational examples
We now compute Eisenstein congruences (away from N) for a selection of
squarefree levels. Recall from Chapter IV that we want to compute congruences
between the Hecke eigenvalues of weight 2 newforms f1, . . . , fr of level Nfi dividing
N and the weight 2 Eisenstein series E2,N . Since these forms are normalized
eigenforms for all Hecke operators T` with ` - N prime, this is equivalent to computing
congruences between Fourier coefficients, i.e., congruences of the type
a`(fi) ≡ a`(E2,N) (mod λir), (5.1)
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for all primes ` - N . While the algorithm we use is discussed in more detail in
Appendix A, we give a sample data entry and a brief explanation below.
Table 1. N = 165, p = 5
level r ramindex resfield conjclass
11 1 1 5 1
165 1 1 5 3
Each line of this table corresponds to a newform fi that represents its Galois
orbit under Gal(Q/Q). Column 1 gives the level Nfi of fi, and Column 5 gives the
number of the Galois orbit of fi with respect to the internal MAGMA numbering.
For each congruence, λi is a prime ideal, above the prime p ∈ Z, in the ring of integers
of the coefficient field Kfi . Column 2 gives the exponent of each congruence, i.e., the
value of r in Eq. (5.1), and Coumns 3 and 4 give the ramification index and the
order of the residue field, respectively, of the ideal λi at p. Note that to simplify
calculations, we compute each congruence in the ring of integers of the individual
coefficient field Kfi . In particular, because ramification indices are multiplicative, we
can easily translate this data into congruences modulo a uniformizer of the ring of
integers in the composite coefficient field E/Qp, as required by Proposition 4.2.1.
Remark 5.2.1. As discussed in Section 4.3, when valp(#TZp/JZp) = valp(ϕ(N)),
Theorem 4.0.1 and Corollary 4.3.1 can be used to show that the Eisenstein ideal JZ is
not locally principal. By combining explicit computations with the multiplicity result
in Proposition 5.1.1, we might be able to give a more precise bound on the minimal
number of generators that each (localized) Eisenstein ideal JZp,mZp requires.
5.2.1. Examples where N has at least three prime divisors. In each of these examples,
the levelN has at least 3 prime divisors and p ≥ 5 divides ϕ(N). Hence, from Theorem
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4.0.1, we know that the depth of Eisenstein congruences modulo p is strictly greater
than the p-adic valuation of ϕ(N).
Table 2. N = 66, p = 5
level r ramindex resfield conjclass
11 1 1 5 1
66 1 1 5 3
Table 3. N = 330, p = 5
level r ramindex resfield conjclass
11 1 1 5 1
66 1 1 5 3
110 1 1 5 3
165 1 1 5 3
Table 4. N = 418, p = 5
level r ramindex resfield conjclass
11 1 1 5 1
38 1 1 5 2
209 1 1 5 3
418 1 1 5 6
5.2.2. Examples where N has exactly two prime divisors. Let N = qr. When p ≥ 5
is coprime to N, Corollary 4.3.1 specifies when the depth of Eisenstein congruences
modulo p is strictly greater than the p-adic valuation of ϕ(N), and the computations
below verify our results.
Table 5. N = 217, p = 5
level r ramindex resfield conjclass
31 1 2 5 1
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Table 6. N = 319, p = 5
level r ramindex resfield conjclass
11 1 1 5 1
319 1 1 5 4
Table 7. N = 319, p = 7
level r ramindex resfield conjclass
29 1 1 7 1
Table 8. N = 341, p = 5
level r ramindex resfield conjclass
11 1 1 5 1
31 1 2 5 1
341 1 2 5 1
When p ≥ 5 divides N, Corollary 4.3.1 does not apply. However, we can use
direct computations to determine if the depth of Eisenstein congruences modulo p is
strictly greater than the p-adic valuation of ϕ(N).
Table 9. N = 55, p = 5
level r ramindex resfield conjclass
11 1 1 5 1
Table 10. N = 155, p = 5
level r ramindex resfield conjclass
31 1 2 5 1
155 1 1 5 3
Table 11. N = 203, p = 7
level r ramindex resfield conjclass
29 1 1 7 1
72
5.2.3. Examples with p = 3. As discussed in Remark 4.3.3, Theorem 4.0.1 and
Corollary 4.3.1 do not hold for p = 3 because of the powers of 3 that appear in the
computation of the index #TεZp/J
ε
Zp [38, Proposition 3.1.3]. However, using direct
computations, we can compare the depth of Eisenstein congruences modulo p to the
p-adic valuation of ϕ(N). The examples below illustrate that this depth can be strictly
greater than, equal to, or strictly less than the p-adic valuation of ϕ(N).
Table 12. N = 57, p = 3
level r ramindex resfield conjclass
19 1 1 3 1
Table 13. N = 91, p = 3
level r ramindex resfield conjclass
91 1 1 3 2
Table 14. N = 182, p = 3
level r ramindex resfield conjclass
14 1 1 3 1
26 1 1 3 1
91 1 1 3 2
182 1 1 3 5
Table 15. N = 217, p = 3
level r ramindex resfield conjclass
217 1 3 3 2
Table 16. N = 399, p = 3
level r ramindex resfield conjclass
19 1 1 3 1
133 2 1 3 3
399 2 1 3 7
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Table 17. N = 418, p = 3
level r ramindex resfield conjclass
19 1 1 3 1
38 1 1 3 1
209 1 1 3 1
209 1 3 3 4
418 1 1 3 5
418 1 2 3 6
5.2.4. An example where p does not divide ϕ(N). While the main results of this
paper focus on Eisenstein congruences modulo primes that divide ϕ(N), we give an
example of an Eisenstein congruence modulo a prime that does not divide ϕ(N).
Indeed, for N = 203 = 7 × 29, the prime p = 5 does not divide ϕ(N). However,
since 5 divides 29 + 1 = 30, the admissibility results in [50, Theorem 2.3] and [29,
Theorem A] imply there is an Eisenstein congruence (away from N) modulo p = 5.
In particular, the lower bounds given in Theorem 4.0.1 and Corollary 4.3.1 still holds
in such cases but are not useful in terms of determining the local principality of the
Eisenstein ideal since we know valp(#TZp/JZp) 6= valp(ϕ(N)).
Table 18. N = 203, p = 5
level r ramindex resfield conjclass
203 1 1 5 2
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APPENDIX A
ALGORITHM FOR COMPUTING EISENSTEIN CONGRUENCES
We give the algorithm implemented in MAGMA [5] to compute the depth of
Eisenstein congruences in Section V. This algorithm has been adapted from [35,
§4.2]. Indeed, our main modification is to the Sturm bound in [35, Theorem 2]:
Lemma A.0.1. Let N be a positive integer, and let f ∈ M2(Γ0(N)) be a modular
form with coefficients in OK for some number field K. Let p be a fixed prime lying
over some rational prime p, and suppose the Fourier coefficients of f satisfy
a`(f) ≡ 0 mod pm
for all primes ` ≤ µ′/6 with ` - N, where
µ′ = [SL2(Z) : Γ0(N ′)] for N ′ = N ·
∏
p|N
p.
Then a`(f) ≡ 0 mod pm for all primes ` - N .
Proof. Apply [34, Lemma 4.6.5] to obtain a modular form f ′ ∈ M2(Γ0(N ′)) defined
by
f ′ :=
∑
gcd (n,N)=1
an(f) · qn.
Note that N ′ = N ·∏p|N p as above. Since the Fourier coefficients of f ′ vanish at any
n such that gcd(n,N) 6= 1, the hypotheses of this lemma imply that
an(f
′) ≡ 0 mod pm
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for all n ≤ µ′/6. Hence, by the straightforward generalization of Sturm’s theorem
stated in [10, Proposition 1], we have f ′ ≡ 0 mod pm, and hence,
a`(f) ≡ 0 mod pm
for all primes ` - N .
By Lemma A.0.1, it is sufficient for our algorithm to check only for congruences
between the Hecke eigenvalues of newforms f1, . . . , fr and Eisenstein series E2,N for
Hecke operators T` with ` ≤ µ′/6 and ` - N . Thus, we replace the Sturm bound in
Naskręcki’s algorithm with
B =
1
6
· [SL2(Z) : Γ0(N ′)] = 1
6
·N ·
∏
p|N
(p+ 1).
Since the utilization of orders in number fields in Naskręcki’s computations of
congruences is unrelated to whether or not the level N is prime, this adjusted Sturm
bound allows us to generalize Naskręcki’s algorithm:
Input: A positive squarefree integer N . For each non-prime divisor M of N :
1. Compute Galois conjugacy classes of newforms in S2(Γ0(M)). Call the set New.
2. Compute the Sturm bound B = 1
6
· [SL2(Z) : Γ0(N ′)] = 16 ·N ·
∏
p|N(p+ 1).
3. Compute the coefficients a`(E2,N) for primes ` ≤ B with ` - N .
4. Calculate the set of primes P = {p prime : p |Numerator (ϕ(N))}.
5. For each pair (p, f) ∈ P × New, compute Kf , the coefficient field of f .
6. Find an algebraic integer θ such that Kf = Q(θ).
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7. Compute a p-maximal order O above Z[θ].
8. Compute the set S = {λ ∈ SpecO : λ ∩ Z = pZ}.
9. For each λ ∈ S, compute
rλ = min
` prime
`≤B, `-N
(ordλ(a`(f)− a`(E2,N))) .
Output: If rλ > 0, then we have a congruence
a`(f) ≡ a`(E2,N) mod (λOf )rλ
for all primes ` - N .
Remark A.0.2. Since this algorithm computes congruences modulo prime ideals
in the ring of integers of a global field, we must reinterpret its output within the
local framework used in Proposition 4.2.1. More specifically, let f1, . . . , fr be all
newforms of levelM, and let L/Q contain all Fourier coefficients of the fi’s. If p ⊆ OL
corresponds to our choice of embedding Qp ↪→ C, then Proposition 4.2.1 requires us
to check for congruences modulo p for every Gal(Lp/Qp)-orbit in the set of newforms
{f1, . . . , fr}. Our algorithm accomplishes this by fixing one representative of each
Gal(L/Q)-orbit in {f1, . . . , fr} and checking for congruences modulo all prime ideals
in OL lying over p.
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APPENDIX B
A GEOMETRIC CONSTRUCTION OF MODULAR FORMS
We now discuss an algebraic notion of a modular form with coefficients in an
arbitrary ring A. The theory of such modular forms is useful in many different
contexts, especially in the study of congruences between Hecke eigenvalues. Because of
complications that arise from the existence of torsion in certain congruence subgroups,
we restrict our attention to the congruence subgroup Γ1(N) ⊂ SL(2,Z) for N > 4 in
the first three sections. However, the constructions described below can be generalized
for any congruence subgroup in SL(2,Z). See [14, §12] for details.
This appendix is organized as follows. We first give an equivalent definition of
modular forms (over C) as sections of certain line bundles on modular curves. We
then reinterpret the relevant line bundles as arising in the context of certain moduli
problems, which allows us to give a definition of modular forms over an arbitrary ring.
Finally, we state the q-expansion principle as well as a few important corollaries.
B.1. Line bundles on modular curves
Let k ≥ 0 be an integer, and for N > 4, let Γ = Γ1(N) be the usual congruence
subgroup of SL(2,Z). Also, let X = X1(N) denote the (compact) modular curve
Γ \ h∗ and Y the open subspace Γ \ h. We define an action of SL(2,Z) on h× C by
α · (z, ξ) = (αz, (cz + d)kξ), (B.1)
where α = ( a bc d ) ∈ SL(2,Z), z ∈ h, and ξ ∈ C. Since the image of Γ in PSL(2,Z)
has no nontrivial elements of finite order, the quotient Γ \ (h × C), with the natural
projection map to Y, has the structure of a complex line bundle over Y . In particular,
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we may extend it to a line bundle over X using the trivialization (over a neighborhood
of the cusps [14, §9.1]) defined by
Γ · γ(z, ξ) 7→ (Γ · γz, ξ)
for γ ∈ SL(2,Z) and z = x + iy with y > 0. We denote the resulting line bundle by
Gk and write ψ : Gk → X for the projection map.
We next consider the sheaf Gk on X of holomorphic sections of Gk. First, when
k = 0, the action of SL(2,Z) on h× C given in Eq. (B.1) simplifies to
α · (z, ξ) = (αz, ξ),
i.e., G0 is the trivial line bundle. For k > 0, Gk is always an invertible sheaf of OX-
modules. Now, if f is a modular form of weight k with respect to Γ, we can define
an element of Gk(Y ) by
Γ · z 7→ Γ · (z, f(z)).
Note this map is well-defined because of the weight-k modularity property of f(z):
Γ · (γz) 7→ Γ · ((γz, f(γz))
= Γ · (γz, (cz + d)kf(z)),
= Γγ · (z, f(z)), ∀γ ∈ Γ.
Moreover, the condition that f is holomorphic at the cusps translates to the condition
that this section extends to a holomorphic section φf : X → Gk. Hence, the map
f 7→ φf gives a natural bijection between the spaces Mk(Γ) and Gk(X) = H0(X,Gk).
Similarly, we may interpret Sk(Γ), the cusp forms of weight k with respect to Γ,
as global sections of a certain invertible sheaf on X. Indeed, let Ck ⊂ OX denote the
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sheaf of holomorphic functions on X which vanish at the cusps. We define Fk to be
the invertible sheaf Gk⊗OX Ck of OX-modules on X. Then Fk is naturally a subsheaf
of Gk and we may identify Fk(X) ⊂ Gk(X) with Sk(Γ) ⊂Mk(Γ).
The case k = 2 is particularly interesting because we can identify F2 with Ω1X ,
the sheaf of holomorphic differentials on X. Indeed, to give an explicit description
of the isomorphism Ω1X ∼= F2, we consider ω ∈ Ω1X(U) for an open subset U of X.
We can write %∗ω = f(z)dz for a holomorphic function f on %−1(U), where % is the
natural map h → X. In particular, in order for ω ∈ Ω1X(U) to be a well-defined
differential on X, it must be invariant under the action of Γ, i.e.,
f(γz)d(γz) = f(z)dz, ∀γ ∈ Γ. (B.2)
Since d(γz)
dz
= (cz + d)−2, Eq. (B.2) is equivalent to
f(γz) = (cz + d)2f(z), ∀γ ∈ Γ,
i.e., f(z) is a weight 2 modular forms with respect to Γ. So, for U◦ = U ∩ Y,
the holomorphic map U◦ → G2 defined by Γ · z 7→ Γ · (z, f(z)) is an element of
G2(U◦) = F2(U◦) which extends uniquely to an element φω of F2(U). In particular,
the map ω 7→ φω defines an Ox(U)-linear isomorphism Ω1X(U) → F2(U) that is
compatible with restriction, and hence,
Ω1X
∼= F2. (B.3)
For additional details, see [34, Theorem 2.3.2].
80
Remark B.1.1. For a congruence subgroup Γ 6= Γ1(N), the isomorphism
Mk(Γ) ∼= Gk(X) (B.4)
can be established identically if Γ is k-small, cf. [14, §12.1]. When Γ is not k-small,
Eq. (B.4) still holds, but its proof requires a few modifications.
Remark B.1.2. Using Riemann–Roch, we can compute the dimension of Mk(Γ)
and Sk(Γ), assuming k 6= 1. For example, when k = 2, we immediately see (from
Eq. (B.3)) that the dimension of S2(Γ) is the genus of the modular curve X. Such
dimension formulas are provided in [14, Eqs. (12.1.5) and (12.1.6)].
B.2. Moduli problems
To generalize the above construction to an arbitrary base scheme, we need
to regard the sheaves Gk as arising naturally within the context of certain moduli
problems. Indeed, in Section 2.2.4, we used the modular curve Y1(N) to classify
isomorphism classes of certain complex elliptic curves. We now consider similar
moduli problems with elliptic curves over arbitrary schemes.
Definition B.2.1. An elliptic curve over a scheme S is a proper smooth morphism
p : E → S, whose geometric fibres are connected curves of genus one, together with
a section e : S → E :
E
p

S
e
UU
A section P : S → E is said to have exact order N if for all geometric points
s : Spec k → S, the composition P ◦ s has order N in E(k).
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Given this definition, we define the following contravariant functor F1(N) from
Z[1/N ]-schemes to sets. For a scheme S over Z[1/N ], let F1(N)(S) be the the set of
isomorphism classes of pairs (E ,P), where E is an elliptic curve over S and P is an
element of E(S) of exact order N . If f : S → T is a morphism of schemes, then we
define F1(N)(f) : F1(N)(T )→ F1(N)(S) via base-change, cf. [14, §8.2].
As in the case with complex elliptic curves, we would like a curve (or scheme)
which represents the functor F1(N). The following theorem, whose proof is essentially
due to Igusa [20] but can also be found in [22], establishes the existence of such a
scheme:
Theorem B.2.2. If N > 3, then there is a scheme Y1(N) which represents the
functor F1(N). Moreover, Y1(N) is smooth of relative dimension one over Z[1/N ]
with irreducible geometric fibers.
In this theorem, “Y1(N) represents F1(N)” means that there is a natural
isomorphism from the functor Hom(−,Y1(N)) and F1(N). If we take S = Y1(N),
then the identity map Y1(N) → Y1(N) corresponds to a pair (Euniv,Puniv), which is
the universal elliptic curve with a point of order N . This pair is universal in the sense
that we can obtain any pair (ET ,PT ) over a Z[1/N ]-scheme T from (Euniv,Puniv) by
base-change for a unique morphism T 7→ Y1(N), i.e., we can define (ET ,PT ) so that
the squares in the following diagram are cartesian:
T //
PT

Y1(N)
Puniv

ET //

Euniv

T // Y1(N)
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In the case S = SpecC, this construction gives a natural bijection between Y1(N)(C)
and the modular curve Y1(N). (Recall from Section 2.2.4 that the points of Y1(N)
parametrize isomorphism classes of complex elliptic curves with a points of level N .)
Remark B.2.3. Depending on the situation, it can be convenient to use models
for Y1(N) with different sets of conventions. (A model for a modular curve Y over
a subring R of C is a pair (Y , φ) such that Y is a scheme over SpecR with one-
dimensional fibers, and φ is analytic isomorphism Y ∼= Y(C).) For example, in the
discussion above, we use the model (Y1(N)(C), φ) for the modular curve Y1(N), where
φ is the natural bijection between Y1(N)(C) and Y1(N). However, when studying
q-expansions, a slightly different model is more convenient. Indeed, [14, Variant
8.2.2] describes one such model, which parametrizes pairs (E , i), where i is a closed
immersion (µN)S ↪→ S. While we do not recall the details of this choice of convention,
we denote the resulting model by Yµ(N) and use it later.
To define canonical models for the compact modular curves X1(N), we consider
similar moduli problems but with generalized elliptic curves . In this case, when
N > 4, the corresponding functor G1(N) is representable by a smooth curve X1(N)
over SpecZ[1/N ]. In particular, using the alternate convention mentioned in Remark
B.2.3, we obtain a model Xµ(N) over Z for X1(N) which contains Yµ(N) as an open
subscheme. Additional details are given in [14, §9.3, page 79].
Remark B.2.4. Rather than using the congruence subgroup Γ1(N), we could take
Γ = Γ0(N) and formulate analogous moduli problems using isomorphism classes of
pairs (E , C), where E is an elliptic curve over S and C is a finite flat subscheme
of E whose geometric fibers are cyclic groups of order N . However, the question
of representability in this case is complicated by torsion in Γ0(N). Indeed, it can
be shown that the functors F0(N) and G0(N) do not have fine moduli spaces but
83
rather have coarse moduli spaces, which we denote Y0(N) and X0(N), respectively.
Additional details can be found in [14, §8.2 and §9.3].
B.3. Modular forms over an arbitrary ring
We now give a moduli-theoretic interpretation of the line bundle G1, which allows
us to define modular forms over arbitrary rings. Indeed, let Euniv denote the complex
points of Euniv, the universal elliptic curve over Yµ(N) and Puniv : Y1(N) → Euniv
denote the corresponding family of points of order N :
Y1(N) //
Puniv

Y1(N)
Puniv

Euniv //

Euniv

Y1(N) //

Y1(N)

SpecC // SpecZ[1/N ]
Remark B.3.1. Using the variant model Yµ(N) that is described in Remark B.2.3,
we can give a concrete description of Euniv. See [14, §12.3] for details.
We identify the line bundle G1|Y1(N) on Y1(N) with the restriction along the zero
section of the relative cotangent bundle of Euniv over Y1(N). More precisely, the latter
bundle is canonically isomorphic to Γ1(N) \ (h× V ), where V is the cotangent space
of C at the origin and the action of γ = ( a bc d ) is given by
(z, dζ) 7→ (γz, (cz + d)dζ).
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So, we can identify with G1|Y1(N) via (z, ξ) ↔ (z, 2piiξdζ). Moreover, we can extend
this moduli-theoretic description of G1 to the cusps by considering the universal
generalized elliptic curve. See [14, §9.3] for details.
Now, we can use this moduli-theoretic interpretation of the line bundle G1 to
construct analogous invertible sheaves on Xµ(N) which are canonical models for G1
over arbitrary schemes. Indeed, let ω denote the pullback along the zero section
e : Xµ(N)→ Euniv of the sheaf Ω1Euniv/Xµ(N):
Euniv
pi

X1(N)

e
TT
ω := e∗Ω1Euniv/Xµ(N)
SpecZ[1/N ]
(B.5)
Remark B.3.2. Rather than defining ω via a pullback as above, we could use a
pushforward, i.e., ω = pi∗(Ω1Euniv/Xµ(N)). This alternative approach is given in [21].
Note that both of these formulations can be used for constructions analogous to
Eq. (B.5) in cases of more general families of automorphic forms. (See [26, 27] for
definitions using a pullback or [9] for definitions using a pushforward.)
Since Euniv is a smooth curve over X1(N), ω is an invertible sheaf on Xµ(N). In
particular, the complex analytic sheaf on X1(N) associated to ωC via base-change can
be identified with the sheaf G1 from above. Moreover, ω⊗k is a model for Gk (which
we have identified with Mk(Γ1(N))), and using the Gauss–Manin connection, cf. [12,
§VI.4.5], [21, A1.3], we can show that ω⊗(k−2) ⊗ Ω1Xµ(N)/Z is a model for Fk (which
we have identified with Sk(Γ1(N))). Hence, we can give the following definition of a
modular form over an arbitrary ring A:
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Definition B.3.3. For an arbitrary ring A, a modular form over A (of weight k with
respect to Γ1(N)) is an element of
H0
(Xµ(N)A, ω⊗kA ).
Similarly, a cusp form over A is an element of
H0
(Xµ(N)A, ω⊗(k−2)A ⊗ Ω1Xµ(N)/A ).
We writeMk(Γ1(N);A) for the A-module of modular forms over A and Sk(Γ1(N);A)
for the cusp forms which we regard as a submodule ofMk(Γ1(N);A).
We can formulate an equivalent definition of a modular form f ∈Mk(Γ1(N);A)
as follows. A modular form over A (of weight k with respect to Γ1(N)) is a rule
f which assigns to every triple (E/A,P , ω) consisting of an elliptic curve over (the
spectrum of) the ring A and a section P of exact order N, together with a basis ω of
ωE/A (i.e., a nowhere vanishing section of Ω1E/A on E), an element f(E/A,P , ω) ∈ A,
such that the following three conditions are satisfied.
1. f(E/A,P , ω) depends only on the A-isomorphism class of the triple (E/A,P , ω).
2. f is homogeneous of degree −k in the third variable, i.e., for any λ ∈ A×, we
have f(E ,P , λω) = λ−kf(E ,P , ω).
3. The formation of f(E/A,P , ω) commutes with arbitrary extension of scalars
g : A→ A′, i.e., f(EA′/A′,P ′, ωA′) = g(f(E/A,P , ωA).
The correspondence between these two notions is given by the formula
f(E/ SpecA,P) = f(E/A,P , ω) · ω⊗k.
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(See [21] for more details of this formulation.)
Now, identifying Gk with the complex analytic sheaf associated to ω⊗kC gives
natural isomorphisms
Mk(Γ1(N)) ∼=Mk(Γ1(N);C);
Sk(Γ1(N)) ∼= Sk(Γ1(N);C).
Moreover, base change arguments (see [21, §1.7] and [30, §II.3]) and properties
of the scheme Xµ(N) yield the following theorem [14, Theorem 12.3.2]:
Theorem B.3.4. If B is an A-algebra and either of the following hold
• B is flat over A;
• k > 1 and N is invertible in B,
then the natural maps
Mk(Γ1(N);A)⊗A B → Mk(Γ1(N);B);
Sk(Γ1(N);A)⊗A B → Sk(Γ1(N);B)
are isomorphisms.
As we will see in the next section, this theorem is quite useful when developing
the theory of modular forms over arbitrary rings because it allows us to work with
Mk(Γ1(N);Z) and then extend scalars to anyMk(Γ1(N);A).
B.4. The q-expansion principle
Let Γ = Γ0(N) or Γ1(N), and consider the injective map
Mk(Γ;C)→ CJqK, (B.6)
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which sends a modular form to its Fourier expansion at ∞ as in Eq. (2.1). Let
Mk(Γ;Z) denote the set of elements ofMk(Γ;C) with Fourier coefficients in Z, i.e.,
the preimage of ZJqK. For an arbitrary ring A, we write Mk(Γ;A) for Mk(Γ;Z)⊗A.
In particular, since Mk(Γ;Z)→ ZJqK has torsion-free cokernel, the map
Mk(Γ;A)→ AJqK,
obtained by tensoring with A, is also injective. We define Sk(Γ;A) similarly using
cusp forms and identify it with an A-submodule of Mk(Γ;A).
Now, for an arbitrary ring A, the q-expansion principle (stated as Theorem B.4.1
below) often allows us to identify the space of modular formsMk(Γ;A) defined over
A with the space of modular forms Mk(Γ;A). However, before we can state this
result, we need a way to write q-expansions for the algebraic notion of modular forms
over A. Indeed, Deligne and Rapoport’s algebraic description of the cusps [12], whose
details we omit, allows us to write a q-expansion homomorphism
φ∞,A :Mk(Γ1(N);A)→ AJqK. (B.7)
Note that the restriction of φ∞,A to Sk(Γ1(N);A) maps to qAJqK. Moreover, the maps
φ∞,A are functorial in A, and in the case A = C, the image under φ∞,A in Eq. (B.7)
becomes the usual q-expansion at ∞.
Given the q-expansion homomorphism φ∞,A, we state the q-expansion principle
as it appears in [14, Theorem 12.3.4]:
Theorem B.4.1. 1. The homomorphism φ∞,A is injective for every ring A.
2. If A is a subring of B, then the commutative diagram
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Mk(Γ1(N);A) AJqK
Mk(Γ1(N);B) BJqK
φ∞,A
φ∞,B
is Cartesian, i.e., the image ofMk(Γ1(N);A) inMk(Γ1(N);B) is precisely the
set of modular forms whose q-expansions at ∞ have coefficients in A.
3. The above assertions hold withMk replaced by Sk.
The proof of this theorem uses the moduli space Xµ(N) and arguments of
Deligne–Rapoport [12, Theorem VII.3.9] or Katz [21, §1.6]. In particular, Statement
2 establishes that if R is a subring of C, we can identifyMk(Γ1(N);R) with the set of
modular forms in S2(Γ1(N)) whose Fourier coefficients at∞ lie in R. Combining this
with Theorem B.3.4, we obtain the following Theorem [14, Theorem 12.3.7], which
gives a precise relationship between the spacesMk(Γ1(N);R) and Mk(Γ1(N);R):
Theorem B.4.2. The natural maps
Mk(Γ1(N);A)→ Mk(Γ1(N);A);
Sk(Γ1(N);A)→ Sk(Γ1(N);A)
(B.8)
are injective, and are isomorphisms provided one of the following holds
• A is flat over Z;
• k > 1 and N is invertible in A.
While the maps in Eq. (B.8) are often isomorphisms, in certain cases, we can
exhibit an element of Mk(Γ1(N);R) that is not in Mk(Γ1(N);R) and vice versa.
Indeed, for a fixed prime integer N ≥ 5, define a power series
δ =
∞∑
n=1
σ∗(n)qn,
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where σ∗ is the sum of all non-zero divisors d of n such that (d,N) = 1. When R has
characteristic 2 and N ≡ 5 (mod 8), [30, Proposition II.5.12] implies that δ (mod 2)
is (the q-expansion) of an element ofM2(Γ1(N);R) but notM2(Γ1(N);R). Another
such element arises from the Hasse invariant: M2(Γ0(1);Z/3Z) is generated by the
form corresponding to the Hasse invariant while M2(Γ0(1);Z/3Z) = {0}. (See [38,
Proposition 2.3.9] for details on when this form lifts to M2(Γ0(N);Q).)
On the other hand, the Eisenstein series
E2,N = 1−N − 24
∞∑
n=1
σ∗(n)qn
is an element of M2(Γ1(N);Z) but not M2(Γ1(N);Z) since its q-expansion at the
cusp 0 lies in N−1Z and is therefore not integral.
We end this section with a brief discussion of the Hecke theory for modular
forms defined over an arbitrary ring R. Indeed, the action of the Hecke operators Tm
preserves the space Mk(Γ;Z), cf. [14, Proposition 12.4.1], and so, we can regard
Mk(Γ;Z) as a T˜-module, where T˜ is the Hecke algebra generated over Z as in
Definition 2.2.4. For an arbitrary ring R, we may regard
Mk(Γ;R) = Mk(Γ;Z)⊗R
as a T˜ ⊗ R-module, which gives a way (via Theorem B.4.2) to view Mk(Γ1(N);R)
as a Hecke module. If we restrict to the subspace of cusp forms, the duality between
Sk(Γ1(N);R) and HomR(T, R), discussed in Section 2.4, allows us to relate the
structure of the Hecke module Sk(Γ1(N);R) and the Hecke ring T ⊗ R. See [14,
§12.4] for more details.
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APPENDIX C
LIST OF SYMBOLS
an(f) nth Fourier coefficient of f , 15
Bk kth Bernoulli number, 5
Cl(K) ideal class group of a number field K, 4
〈d〉 diamond operator, 20
Div(Y (Γ)) divisor group of Y (Γ)), 25
e(q,M) Hilbert–Samuel multiplicity of q on M , 45
Ek(z) weight k Eisenstein series of level 1, 15
E2,N(z) weight 2 Eisenstein series of level N, 16
Euniv universal elliptic curve, 82
Euniv complex points of Euniv, 84
Fit(M) Fitting ideal associated to M , 43
F1(N) moduli problem for elliptic curves over schemes, 82
G1(N) moduli problem for generalized elliptic curves, 83
Γ congruence subgroup, 13
[Γ1αΓ2]k weight-k double coset operator, 20
h complex upper-half plane, 13
h∗ extended complex upper-half plane, 29
ι∗d,M,N level raising map with dM |N , 30
JZp Eisenstein ideal in TZp , 57
JZp,mZp localized Eisenstein ideal in TZp,mZp , 57
λn(f) Hecke eigenvalue of f under action of Tn, 24
µ Möbius function, 50
Mk(Γ) modular forms of weight k with respect to Γ, 15
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Mk(N, ε) cusp forms of weight k, level N, Nebentypus ε, 18
Mk(Γ;A) modular forms defined over A, 86
Mk(Γ;Z) elements ofMk(Γ) with Fourier coefficients in Z, 36
O ring of integers in a finite extension of Qp, 39
ω Teichmüller character, 6
Ω1X sheaf of holomorphic differentials on X, 81
ϕ Euler’s totient function, 3
φ∞ q-expansion homomorphism, 37
φ
(N)
∞ anemic q-expansion homomorphism, 39
ρf Galois representation associated to f , 9
σ sum of positive divisors function, 3
Sk(Γ) cusp forms of weight k with respect to Γ, 15
S2(Γ)
old old subspace, 31
S2(Γ)
new new subspace, 31
Sk(N, ε) cusp forms of weight k, level N, Nebentypus ε, 18
Sk(Γ;A) cusp forms defined over A, 86
Sk(Γ;Z) elements of Sk(Γ) with Fourier coefficients in Z, 36
θf eigencharacter of f , 24
T˜N full Hecke algebra generated over Z, 23
TN full cuspidal Hecke algebra generated over Z, 24
T˜(N) anemic Hecke algebra generated over Z, 23
T(N) anemic cuspidal Hecke algebra generated over Z, 24
TZp anemic cuspidal Hecke algebra generated over Zp,
57
TZp,mZp localization of TZp at mZp , 57
Tp Hecke operator, 21
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Up Hecke operator Tp when p divides the level N , 22
wd Atkin-Lehner operator, 56
X(Γ) modular curve Γ \ h∗, 29
Xµ(N) moduli space for G1(N), 83
Y (Γ) modular curve Γ \ h, 25
Yµ(N) moduli space for F1(N), 83
Z+ positive integers, 21
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INDEX
Atkin–Lehner operator, 55
Bernoulli number, 5
congruence module, 54
with Atkin–Lehner operators, 56
with Up operators, 55
congruence subgroup, 13
cusp form of weight k with respect to
a congruence subgroup, 15
diamond operator, 20
divisor group (of a modular curve), 25
double coset operator, 20
eigencharacter, 24
eigenform, 24
normalized, 24
Eisenstein congruence, 49
Eisenstein ideal, 57
localized at n, 57
Eisenstein series
of weight k, level N, character ε, 18
of weight 2 and level N , 16
of weight k and level 1, 15
elliptic curve
complex, 26
over an arbitrary scheme, 81
Euler’s totient function, 3
Fitting ideal, 43
Galois representation
attached to a cusp form, 9
modular, 66
residual, 66
generalized elliptic curve, 83
Hecke algebra (over Z)
anemic, 23
full, 23
Hecke algebra (over R), 57
localized at n, 57
Hecke operator Tp, 21
Hecke operator Up, 22
Herbrand–Ribet theorem, 6
Hilbert–Samuel function, 44
Hilbert–Samuel multiplicity, 45
ideal class group, 4
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irregular prime, 5
Kummer’s criterion, 5
locally principal, 11
Möbius function, 50
modular correspondence, 25
modular curve, 25
modular form
over an arbitrary ring, 86
of weight k with respect to Γ, 14
moduli space
for complex elliptic curves, 26
for elliptic curves over S, 82
for generalized elliptic curves, 83
Nebentypus, 17
new subspace, 31
newform, 35
old subspace, 31
oldform, 31
Petersson inner product, 29
principal congruence subgroup, 13
q-expansion homomorphism, 88
q-expansion principle, 88
sheaf of holomorphic differentials, 80
Sturm bound, 75
Teichmüller character, 6
universal deformation ring, 66
universal elliptic curve, 82
weight-k double coset operator
on divisor groups, 27
on modular forms, 20
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