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BLOW-UP OF THE CRITICAL SOBOLEV NORM FOR
NONSCATTERING RADIAL SOLUTIONS OF SUPERCRITICAL
WAVE EQUATIONS ON R3
THOMAS DUYCKAERTS1 AND TRISTAN ROY2
Abstract. We consider the wave equation in space dimension 3, with an
energy-supercritical nonlinearity which can be either focusing or defocusing.
For any radial solution of the equation, with positive maximal time of existence
T , we prove that one of the following holds: (i) the norm of the solution in the
critical Sobolev space goes to infinity as t goes to T , or (ii) T is infinite and
the solution scatters to a linear solution forward in time. We use a variant
of the channel of energy method, relying on a generalized Lp-energy which is
almost conserved by the flow of the radial linear wave equation.
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1. Introduction
In many recent works, global existence and scattering for solutions of a super-
critical dispersive equation were proved assuming that an appropriate critical norm
remains bounded close to the maximal time of existence. The goal of this article is
to prove, in a specific case, a slightly stronger result, namely that it is sufficient to
assume the boundedness of the critical norm only along a sequence of times going to
the time of existence. More precisely, we consider the supercritical wave equation
in space dimension 3:
(1.1) ∂ttw −△w = ι|w|p−1w, (t, x) ∈ I × R3,
with real-valued initial data
(1.2) w(0, x) := w0(x) ∈ H˙sc(R3), ∂tw(0, x) := w1(x) ∈ H˙sc−1(R3),
where (t, x) ∈ I × R3, I is an interval such that 0 ∈ I ⊂ R, p > 5, ι = +1
(focusing case) or ι = −1 (defocusing case), sc is the critical Sobolev exponent, i.e
sc =
3
2 − 2p−1 , and H˙sc(R3) is the usual homogeneous Sobolev space.
Equation (1.1) is locally well-posed in H˙sc(R3)× H˙sc−1(R3): for any initial data
(w0, w1), there exists a solution
~w := (w, ∂tw) ∈ C0
(
(T−(w), T+(w)), H˙
sc(R3)× H˙sc−1(R3))
defined on a maximal interval of existence (T−(w), T+(w)) that satisfies (1.1), (1.2)
in the Duhamel sense, and is unique in a natural class of functions. It has the
following scaling invariance: if λ > 0 and w is a solution, then wλ, defined by
wλ(t, x) := λ
2
p−1w(λt, λx)
is also a solution of (1.1), with maximal interval of existence
(
λ−1T−(w), λ
−1T+(w)
)
,
that satisfies
(1.3) ‖~wλ(0)‖H˙sc (R3)×H˙sc−1(R3) = ‖(w0, w1)‖H˙sc (R3)×H˙sc−1(R3) ·
With the additional assumption (w0, w1) ∈ H˙1(R3)× L2(R3), the energy
E(~w(t)) :=
1
2
∫
R3
|∇w(t, x)|2 dx+ 1
2
∫
R3
|∂tw(t, x)|2 dx− ι 1
p+ 1
∫
R3
|w(t, x)|p+1 dx
is well-defined for all t and independent of time. The assumption p > 5 is equivalent
to sc > 1: the equation is energy-supercritical, and the energy has little utility in
the study of global well-posedness or related properties.
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Our goal is to classify the solutions of (1.1) according to their dynamics. The
solution w is said to scatter forward in time if T+(w) = +∞ and if there exists a
solution wL of the linear wave equation
(1.4) ∂ttwL −△wL = 0
such that
(1.5) lim
t→+∞
‖~wL(t)− ~w(t)‖H˙sc (R3)×H˙sc−1(R3) = 0.
It was proved in [19] in the defocusing case that radial solutions of (1.1) that
are bounded in the critical space scatter. More precisely, for any solution of (1.1),
(1.2) with ι = −1, and radial initial data (w0, w1)
(1.6) lim sup
t→T+(w)
‖~w(t)‖H˙sc (R3)×H˙sc−1(R3) <∞ =⇒ w scatters forward in time.
This was later extended to the nonradial, defocusing case in [23], and the radial,
focusing case in [10] (see also [21], [2], [4] in higher dimensions). Note that it follows
from the scaling invariance of the equation and (1.3) that it is impossible to give a
lower a priori bound of T+(w) only in terms of the H˙
sc(R3)× H˙sc−1(R3)-norm of
(w0, w1): in particular, even the implication
lim sup
t→T+(w)
‖~w(t)‖H˙sc (R3)×H˙sc−1(R3) <∞ =⇒ T+(w) = +∞,
weaker than (1.6), does not follow from the local Cauchy theory for equation (1.1).
In this paper, we improve (1.6) in the radial case:
Theorem 1.1. Assume p > 5. Let w be a solution of (1.1) with radial data
(w0, w1) ∈ H˙sc(R3)× H˙sc−1(R3). Then:
• either
lim
t→T+(w)
‖(w(t), ∂tw(t))‖H˙sc (R3)×H˙sc−1(R3) = +∞(1.7)
• or T+(w) = +∞ and w scatters forward in time.
An analogous statement holds for negative times.
Note that Theorem 1.1 is equivalent to (1.6), with the limit superior replaced
by a limit inferior. We do not know any direct application of this qualitative
improvement, however its analog in the case p = 5, ι = 1 is crucial in the proof of
the soliton resolution conjecture for the energy-critical wave equation in [8].
Theorem 1.1 means exactly that solutions of (1.1) are of one of the following
three types: scattering solutions, solutions blowing-up in finite time with a critical
norm going to infinity at the maximal time of existence, and global solutions with
a critical norm going to infinity for infinite times.
In the defocusing case ι = −1, it is conjectured that all solutions of (1.1) with
initial data in the critical space H˙sc×H˙sc−1 scatter. The difficulty of this conjecture
is of course the lack of conservation law at the level of regularity of this critical space.
The only supercritical dispersive equations for which scattering was proved for all
solutions are wave and Schro¨dinger equations with defocusing barely supercritical
nonlinearities: see e.g [28, 29, 33, 34] 1.
1In [28] the scattering with data in H˜2 := H˙2∩H˙1(R3) is not explicitely mentionned. However,
it can be easily derived from the finite bounds of the L4t (R, L
12
x ) norm and the L
∞
t (R, H˜
2) norm
of the solution, by using a similar argument to that in [29] to prove scattering.
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In the focusing case ι = 1, solutions blowing up in finite time are known. One
type of finite time blow-up is given by the ODE y′′ = |y|p−1y, and is believed to
be stable: see [5, 6] for stability inside the wave cone. For large space dimensions
(≥ 11) and large p, “geometric” blow-up solutions, based on a stationary solution of
(1.1) which is not in H˙sc are obtained in [3]. These solutions belong to the critical
space H˙sc × H˙sc−1 and satisfy (1.7), however all subcritical Sobolev norms remain
bounded.
It is not known if there exist global solutions of (1.1) satisfying (1.7). This type
of solution is excluded in the energy-critical case p = 5 in [8] using conservation
of energy and a monotonicity formula, two tools that are not available in the case
p > 5. Let us mention the construction, in the case p = 7, of a solution w of (1.1),
with initial data (w0, w1) which does not belong to H˙
sc × H˙sc−1 but is in all higher
order Sobolev spaces H˙s × H˙s−1, s > sc.
Conditional global well-posedness results similar to (1.6) are also known for other
type of equations: radial wave equations with energy-subcritical nonlinearities (see
[32]), defocusing Schro¨dinger equations (see [18] for cubic nonlinearity in space
dimension 3 and [24] for supercritical nonlinearities in large space dimensions). In
[27], a lower bound of the critical norm (of the form | log(T+ − t)|ε) is obtained for
finite energy, radial solutions of focusing energy-subcritical nonlinear Schro¨dinger
equations blowing-up in finite time T+. This can be seen as a quantitative version
of Theorem 1.1, restricted to finite time blow-up solutions, and in a subcritical
context. Except for this work we do not know any result of the type of Theorem
1.1 for dispersive equations.
Results in the same spirit than (1.6) for the Navier-Stokes equation are known
since [16], where it is proved that an a priori bound of the scale-invariant L3-norm
implies global well-posedness and regularity. We refer to [17], [11] and [12], for
related statements with proofs based on profile decomposition. In [31], it is proved
that blow-up in finite time implies that the L3-norm goes to infinity, which might
be seen as an analog of Theorem 1.1 for Navier-Stokes equation.
The proof of Theorem 1.1 relies on the channel of energy method initiated in [7, 9]
to study the radial focusing energy-critical wave equation. In [8], this method was
used to get the resolution into solitons for any radial solution of the equation that
does not satisfy (1.7) with sc = 1. It is based on the observation that the exterior
energy of any nonzero, finite-energy solution wL of the linear wave equation (1.4)
satisfies a lower bound. Namely, for some η, r0 > 0
(1.8) ∀t ≥ 0 or ∀t ≤ 0,
∫
|x|≥r0+|t|
|∇wL(t)|2 + |∂twL(t)|2 dx ≥ η.
A key step in the proof is the characterization of all (global) solutions of the non-
linear equation that do not satisfy the preceding dispersive property, i.e. such that
(1.9) ∀r0 > 0, lim inf
t→±∞
∫
|x|≥r0+|t|
|∇w(t)|2 + |∂tw(t)|2 dx = 0.
This rigidity result is then used to determine the profiles in a profile decomposition
for a bounded sequence {~w(tn)}n, tn → T+(w).
The exterior energy appearing in (1.8) is not invariant by the scaling of (1.1) and
not well-defined for solutions with initial data in H˙sc × H˙sc−1 in the supercritical
range p > 5. It is tempting to replace, in (1.8) wL by D
sc−1wL to obtain a scale
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invariant quantity, however this would lose the local character of the norm which is
crucial when using finite speed of propagation for equation (1.1). The main novelty
of this article is to replace the standard energy of the linear wave equation by a
generalized energy which is local and invariant by the scaling of (1.1). Namely, if
m > 2, and wL is a radial solution to the wave equation, we define its L
m-generalized
energy by:
Em(t) = Em[wL](t) =
∫ ∞
0
|∂r(rwL(t, r))|m + |∂r(rwL(t, r))|m dr.
Then Em is almost conserved by the linear flow: their exists a constant C > 0,
depending only on m such that
∀t, C−1Em(0) ≤ Em(t) ≤ CEm(0).
Furthermore, for m = p−12 , Em is well-defined if (w0, w1) ∈ H˙sc(R3)× H˙sc−1(R3),
and is invariant by the scaling of (1.1). Finally, it is possible to prove an exterior
energy property similar to (1.8) for the generalized energy.
The proof of Theorem 1.1 follows the lines of the proof of [8] (using also some
of the arguments of [10], specific to the supercritical wave equation), replacing the
usual energy by the generalized energy Em. The main obstruction to the exterior
energy property for the nonlinear equation is the existence of a nonzero radial
stationary solution. In the energy-critical case, this solution belongs to the space
H˙1(R3), is of order 1/r for large r, and unique up to scaling and sign change. In
the supercritical case, there is no solution in the critical space H˙sc(R3), but there
exist singular stationary solutions of the same order 1/r for large r (see [10] for the
focusing case and Proposition 2.4 below for the defocusing case).
The outline of the article is as follows: after some preliminaires on equation
(1.1) (Section 2) we define, and give some properties of generalized energies for the
radial linear wave equation (Section 3). In Section 4, we prove lower bound for the
exterior (generalized) energy of nonzero solutions of (1.1). Section 5 gives the proof
of Theorem 1.1 in the global case. Section 6 concerns the finite time blow-up case.
We start with some notation.
Acknowledgments. The first author would like to thank Pierre-Gilles Lemarie´-
Rieusset for references on Navier-Stokes.
Notation. If a and b are two positive quantities we will write a . b when there
exists a constant C > 0 (which depends only on p) such that a ≤ Cb. When the
constant is allowed to depend on another quantity M , we will write a .M b. We
will write a ≈ b when a . b and b . a. We will write a≪ b (resp. a ≫ b) if there
exists a large constant C > 0 such that b ≥ Ca (resp. a ≥ Cb).
If f is a function depending on t and r := |x|, let
~f := (f, ∂tf).
Given f1,...,fN N functions depending on t and r, and F a map, let
F (∂r,tf1, ..., ∂r,tfN ) := F (∂rf1, ..., ∂rfN) + F (∂tf1, ...∂tfN) .
Given s ≥ 0 and n a positive integer, we define
H˙s(Rn) := H˙s(Rn)× H˙s−1(Rn),
6 THOMAS DUYCKAERTS1 AND TRISTAN ROY2
where H˙s denotes the standard homogeous Sobolev space.
To lighten the notation, if n = 3, then we will write H˙s instead of H˙s(R3), and
we will proceed similarly for the other spaces that we use in this paper, such as
Lp(R3), etc... We let Lpt (I, L
q
x) be the space of measurable functions f on I × R3
such that
‖f‖Lpt (I,Lqx) =
(∫
I
‖f(t)‖qLp dt
)1/q
<∞.
In all the paper, we let
m :=
p− 1
2
.
Hence sc =
3
2 − 1m .
Let χ be a radial smooth function such that{
χ(|x|) = 1, |x| ≥ 12
χ(|x|) = 0, |x| ≤ 14 ·
Given R > 0, we denote by χR(x) := χ
(
|x|
R
)
. We let BR be the Euclidean ball of
R3:
BR =
{
x ∈ R3 : |x| < R} .
We denote by TR the operator
f → TR(f) :=
{
f(R), |x| ≤ R
f(|x|), |x| ≥ R.
Let S(t) denote the linear propagator, i.e
S(t)(w0, w1) := cos (tD)w0 +
sin (tD)
D
w1, D =
√
−△.
The notation ≍ is defined in Subsection 2.3.1.
Assumption: In this paper we consider only radial functions, i.e functions depending
on r := |x| with | · | denoting the Euclidean norm on R3. 2
2. Preliminaries
We recall in this section some facts about local well-posedness, singular statio-
nary solutions of (1.1) and profile decomposition.
2.1. Local well-posedness. We recall a local-wellposedness result:
Proposition 2.1. (see for example [19]) There exists δ0 ≪ 1 and C0 ≫ 1 with the
following properties. Let −→w0 ∈ H˙sc . Then
• if an open interval I containing 0 satisfies
‖S(t)−→w0‖L4mt (I,L4mx ) < δ0,(2.1)
then there exists a unique solution
~w ∈ C
(
I, H˙sc
)
,
2Hence, if we write for instance f ∈ H˙s, then we do not only assume that f lies in H˙s(R3) but
also that f is radial.
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of (1.1) with initial data ~w(0) := −→w0 such that
‖w‖L4mt (I,L4mx ) < 2δ0, ‖Dsc−
1
2w‖L4t (I,L4x) <∞;
• if ‖−→w0‖H˙sc ≤ δ0C0 then (2.1) is satisfied with I = R, w is global, scatters,
and
max
(
‖w‖L4mt (R,L4mx ), ‖Dsc−
1
2w‖L4t (R,L4x), ‖~w‖L∞t (R,H˙sc)
)
< δ0·
The proof is based upon the Strichartz estimates (see for example [13, 25]):
(2.2) ‖~w‖L∞t (I,H˙sc) + ‖D
sc−
1
2w‖L4t (I,L4x)
+ ‖w‖L4mt (I,L4mx ) + ‖w‖L 5m2t (I,L5mx )
. ‖−→w0‖H˙sc + ‖Dsc−
1
2F‖
L
4
3
t (I,L
4
3
x )
,
for any solution of ∂2tw −∆w = F with initial data −→w0.
Remark 2.2. (a) More generally, if an I is an interval containing t0 ∈ R
satisfies ‖S(t − t0)−→w0‖L4mt (I,L4mx ) < δ0, then there exists a unique solution
~w ∈ C
(
I, H˙sc
)
of (1.1) with ~w(t0) :=
−→w0 that satisfies the same conclusions
as Proposition 2.1.
(b) This allows to define the maximal interval of existence
Imax(w) := (T−(w), T+(w)) ,
i.e the union of all the open intervals J containing t0 for which there exists
a solution v of (1.1) with the same initial data such that ~v ∈ C(J, H˙sc),
‖Dsc− 12 v‖L4t(J;L4x) <∞ and ‖v‖L4mt (J,L4mx ) <∞.
(c) Let us also mention the following standard scattering criterion: if
‖w‖L4mt ([t0,T+(w)),L4mx ) <∞,
then T+(w) = +∞ and w scatters forward in time.
We next recall a local well-posedness result, in H˙1 for an equation that is derived
from (1.1) (see [10], Lemma 3.3).
Proposition 2.3. There exists δ1 > 0 with the following property. Let R > 0. Let
I be an interval with 0 ∈ I, V ∈ L4mt (I, L4mx ), and
−→
h0 ∈ H˙1 such that
‖D1/2x V ‖L4t (I,L4x) < δ1, ‖V ‖L4mt (I,L4mx ) < δ1
√
R
p−5
p−1(2.3)
‖−→h0‖H˙1 < δ1
√
R
p−5
p−1 .(2.4)
Then the equation:{
∂tth−△h = |V + χRh|p−1(V + χRh)− |V |p−1V
~h(0) :=
−→
h0,
has a unique solution h such that
h ∈ L8t (I, L8x), D1/2x h ∈ L4t (I, L4x), ~h ∈ C0(I, H˙1).
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Furthermore
sup
t∈I
∥∥∥∥~h(t)−−−−−→S(t)−→h0(t)∥∥∥∥
H˙1
≤ 1
100
‖−→h0‖H˙1 ·
If V = 0, one can take I = R and the preceding estimate can be upgraded to:
sup
t∈R
∥∥∥∥~h(t)−−−−−→S(t)−→h0(t)∥∥∥∥
H˙1
.
1
R
p−5
2
‖−→h0‖pH˙1 ·
2.2. Stationary solutions. We next state a result regarding some singular sta-
tionary solutions of (1.1):
Proposition 2.4. Let ℓ ∈ R− {0}. There exists Rℓ ≥ 0 and a C2 solution of
(2.5) △Zℓ + ι|Zℓ|p−1Zℓ = 0 on R3 ∩ {|x| > Rℓ}
such that
|rZℓ(r) − ℓ| . 1
r2
, r ≫ 1(2.6)
lim
r→∞
r2
dZℓ
dr
= −ℓ(2.7)
Furthermore
• if ι = +1 (focusing nonlinearity), Rℓ = 0 and Zℓ /∈ H˙sc .
• if ι = −1 (defocusing nonlinearity), Rℓ > 0 and
(2.8) lim
r→Rℓ
|Zℓ(r)| = +∞.
Proof. The case of a focusing nonlinearity ι = 1 is treated in [10, Proposition 3.2],
and we will only consider a defocusing nonlinearity ι = −1.
In this case, the existence of a solution Zℓ defined for large r and satisfying
(2.5) (for large r), (2.6) and (2.7) follows also from the proof of Proposition 3.2 of
[10]. Let (Rℓ,+∞) be the maximal interval of existence of Zℓ, as a solution of the
ordinary differential equation (in the r variable):
Z ′′ℓ +
2
r
Z ′ℓ − |Zℓ|p−1Zℓ = 0.
We now prove thatRℓ > 0. We assume ℓ > 0 to fix ideas and argue by contradiction.
Assume Rℓ = 0. Let h(s) = Zℓ(1/s), s ∈ (0,∞). Then h is a C2 solution of
(2.9) h′′(s) =
1
s4
|h(s)|p−1h(s), s > 0
that satisfies (by (2.6), (2.7)):
lim
s→0
h(s)
s
= ℓ, lim
s→0
h′(s) = ℓ.
By (2.9),
lim
s→0
h′′(s)
sp−4
= ℓp,
and thus h′′(s) > 0 for small positive s. Combining these estimates with equation
(2.9) and a simple bootstrap argument we obtain:
(2.10) ∀s > 0, h′′(s) > 0, h′(s) ≥ ℓ
2
, h(s) ≥ ℓ
2
s.
We next prove by induction:
(2.11) ∀n ≥ 1, ∃cn > 0, ∀s > 0, h(s) ≥ cnsn.
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Indeed, (2.11) holds for n = 1. Assuming that it holds for some n ≥ 1, we obtain
by (2.9)
h′′(s) ≥ cpnsnp−4.
Integrating twice between 0 and s, we deduce h(s) ≥ c′nspn−2, which yields (2.11)
at rank n+ 1, since pn− 2 > 5n− 2 > n+ 1.
Let
F (s) =
1
2
(h′(s))
2 − 1
(p+ 1)s4
(h(s))p+1.
Then F ′(s) = 4(p+1)s5 h
p+1. By (2.11), lims→∞ F (s) = +∞. It follows that for large
s,
h′(s) ≥
√
2
p+ 1
h
p+1
2 (s)
s2
≥ 1
C
h2(s),
by (2.11) again. Hence for large s,
d
ds
1
h(s)
≤ −1/C,
a contradiction with the fact that h is positive and defined on (0,∞).
By the standard blow-up criterion |Zℓ(r)|+ |Z ′ℓ(r)| →r→Rℓ ∞. Notice that since Zℓ
decreases, this means that Zℓ(r) has a limit as r → Rℓ. But this limit cannot be
finite. If not this would imply by (2.9) that Z
′
ℓ is bounded, which is not possible.
Hence (2.8) holds. 
Remark 2.5. Note that
λ
2
p−1Zℓ(λr)
is a stationary solution of (1.1), defined for r > Rℓλ , and such that
λ
2
p−1Zℓ(λr) ∼ λ 2p−1−1 ℓ
r
= λ
3−p
p−1
ℓ
r
as r→∞. By uniqueness in the fixed point defining Zℓ (see the proof of Proposition
3.2 in [10]), if ℓ > 0,
Zℓ(r) = λ
2
p−1Z1(λr), Rℓ =
R1
λ
, λ := ℓ−
p−1
p−3 ,
and if ℓ < 0,
Zℓ(r) = −λ 2p−1Z1(λr), Rℓ = R1
λ
, λ := |ℓ|−p−1p−3 .
Remark 2.6. We will often linearize equation (1.1) around the singular solution
Z1, and use Proposition 2.4. To make this possible we will need the following
estimates about two potentials obtained from Z1 by truncation (χ and TR are defined
in the notations given at the end of the introduction):
(a) Let V := TRZ1, R > R1. Then there exists θ := θ(R) > 0 such that V ,
I = [−θ, θ] satisfy the assumptions of Proposition 2.3.
(b) Let S1 > R1 be a large parameter, and
V (t, x) := χ
(
x
S1 + |t|
)
Z1(x).
Then V satisfies the assumptions of Proposition 2.3 with I = R.
If R > 0, we will denote by zR the solution with initial data (TRZ1, 0). Then we
have the following:
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Lemma 2.7. (a) There exists ρZ > R1 such that, if R > ρZ , zR is global and
scatters in both time directions.
(b) For ρ > 0, denote by
θρ := inf
R≥ρ
T+(zR) ∈ [0,∞].
Then θρ is a strictly positive, nondecreasing function of ρ.
Proof. Point (a) follows from the small data theory and Result B.3.
The fact that θρ is nondecreasing follows immediately from the definition. The
positivity of θρ is obvious if ρ > ρZ : in this case θρ = +∞. If ρ ≤ ρZ , we have:
θρ := inf
ρ≤R≤ρZ
T+(zR).
Since
{(zR(0), 0), ρ ≤ R ≤ ρZ}
is a compact subset of H˙sc , the result follows from the Cauchy theory. 
2.3. Profile decomposition.
2.3.1. Definition. Throughout the manuscript, we constantly use the profile decom-
position of a bounded sequence {(w0,n, w1,n)}n∈N in H˙sc . Adapting the proof of [1],
there exists a subsequence of {(w0,n, w1,n)}n∈N (still denoted by {(w0,n, w1,n)}n∈N)
such that for all j ≥ 1, there exist sequences {λj,n}n∈N, {tj,n}n∈N, {
−−→
ǫJ0,n}n∈N with
λj,n > 0, tj,n ∈ R, and
−−→
ǫJ0,n ∈ H˙sc such that:
j 6= k =⇒ lim
n→∞
λj,n
λk,n
+
λk,n
λj,n
+
|tj,n − tk,n|
λj,n
=∞,(2.12)
and for all J ≥ 1
(w0,n, w1,n)(x) =
J∑
j=1
 1
λ
2
p−1
j,n
W j
L
(
− tj,n
λj,n
,
x
λj,n
)
,
1
λ
2
p−1+1
j,n
∂tW
j
L
(
− tj,n
λj,n
,
x
λj,n
) +−−→εJ0,n(x),
with W j
L
(t) := S(t)(W j0 ,W
j
1 ) and
(2.13) lim
J→∞
lim sup
n→∞
‖εJn‖L4mt (R,L4mx ) = 0
(Here εJn(t) := S(t)
−−→
εJ0,n).
We say that {(w0,n, w1,n)}n∈N has a profile decomposition
{
W j
L
, {(tj,n, λj,n)}n∈N
}
j≥1
with profiles {W j
L
}j≥1 and parameters
{{(λj,n, tj,n)}n∈N}j≥1 and that −−→εJ0,n is the
remainder.
Let wL,n(t) := S(t)(w0,n, w1,n). The profiles satisfy, for all j, J ≥ 1,(
λ
2
p−1
j,n wL,n(tj,n, λj,n·), λ
2
p−1+1
j,n ∂twL,n(tj,n, λj,n·)
)
−−−−⇀
n→∞
(W j0 ,W
j
1 ),(2.14)
j ≤ J =⇒
(
λ
2
p−1
j,n ε
J
n(tj,n, λj,n·), λ
2
p−1+1
j,n ∂tε
J
n(tj,n, λj,n·)
)
−−−−⇀
n→∞
0,(2.15)
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and
(2.16) ‖(w0,n, w1,n)‖2H˙sc =
J∑
j=1
∥∥∥∥−→W jL (− tj,nλj,n
)∥∥∥∥2
H˙sc
+ ‖
−−→
εJ0,n‖2H˙sc + on(1).
Translating in time and rescalingW j
L
, and extracting a subsequence, we may assume
(2.17) ∀j ≥ 1, lim
n→∞
− tj,n
λj,n
= ±∞ or ∀n, tj,n = 0.
Recall that it possible, assuming (2.17), to construct a solution W j of (1.1) that
satisfies
lim
n→∞
∥∥∥∥−→W j (− tj,nλj,n
)
−
−→
W j
L
(
− tj,n
λj,n
)∥∥∥∥
H˙sc
= 0.(2.18)
See for example [19]. Such a construction is unique and we say thatW j is the nonlin-
ear profile associated toW j
L
and {(tj,n, λj,n)}n∈N. Recall that if limn→∞− tj,nλj,n =∞
(resp. −∞) and {sn}n∈N is a sequence such that limn→∞ sn = ∞ ( resp. −∞)
then ∥∥∥∥−→W j(sn)−−→W jL (sn)∥∥∥∥
H˙sc
= 0.(2.19)
We also denote by W jn (resp. W
j
L,n) the normalized nonlinear profile (resp. the
normalized linear profile), i.e
W jn(t, x) :=
1
λ
2
p−1
j,n
W j
(
t− tj,n
λj,n
,
x
λj,n
)
(2.20)
W j
L,n(t, x) :=
1
λ
2
p−1
j,n
W j
L
(
t− tj,n
λj,n
,
x
λj,n
)
(2.21)
If {(w0,n, w1,n)}n∈N is a bounded sequence in H˙sc , we will write:
(2.22)
(w0,n, w1,n) ≍
∑
j≥1
 1
λ
2
p−1
j,n
W j
L
(−tj,n
λj,n
,
·
λj,n
)
,
1
λ
1+ 2p−1
j,n
∂tW
j
L
(−tj,n
λj,n
,
·
λj,n
) ,
when {(w0,n, w1,n)}n∈N has a profile decomposition with profiles {W jL }j and pa-
rameters {(λj,n, tj,n)n∈N}j≥1. We will often shorten (2.22) into
(w0,n, w1,n) ≍
∑
j≥1
−−→
W j
L,n(0).
If moreover {ρn}n is a sequence of positive numbers, we will write
(2.23) (w0,n, w1,n) ≍
∑
j≥1
−−→
W j
L,n(0), |x| > ρn,
when there exists a sequence {(w˜0,n, w˜1,n)}n∈N, bounded in H˙sc such that
(w˜0,n, w˜1,n) ≍
∑
j≥1
−−→
W j
L,n(0),
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and for all n,
(w0,n, w1,n)(r) = (w˜0,n, w˜1,n)(r), |x| > ρn.
2.3.2. Approximation by nonlinear profiles. The next proposition states that under
suitable assumptions, the solution wn of (1.1) with initial data ~w0,n can be well-
approximated, for large n, by sum of the nonlinear profiles. We omit the proof,
which is close to the proof of the main theorem in [1], using the perturbation
theorem in Section 2 of [19].
Proposition 2.8. Let {−−→w0,n}n∈N be a bounded sequence in H˙sc that has a profile
decomposition {W j
L
, (tj,n, λj,n)n}j≥1. Let {θn}n∈N be a sequence such that θn ∈
[0,∞). Assume that for all j, the nonlinear profile W j scatters forward in time or:
(2.24) lim sup
n→∞
θn − tj,n
λj,n
< T+(W
j).
Let wn be the solution of (1.1) with data
−−→w0,n. Then for n ≫ 1, wn is defined on
[0, θn],
lim sup
n→∞
‖wn‖L4mt ((0,θn),L4mx ) <∞,
and
(2.25) ∀t ∈ [0, θn], wn(t, x) =
J∑
j=1
W jn(t, x) + ε
J
n(t, x) + r
J
n(t, x),
with
lim
J→∞
[
lim sup
n→∞
(
‖rJn‖L4mt ((0,θn),L4mx ) + ‖
−→
rJn‖L∞t ((0,θn),H˙sc)
)]
= 0.
A similar conclusion holds if θn ∈ (−∞, 0] for all n, and, for all j, W j scatters
backward in time or
(2.26) lim inf
n→∞
θn − tj,n
λj,n
> T−(W
j).
Remark 2.9. Under the assumptions of Proposition 2.8, we can deduce from (2.25)
and after extraction of a subsequence, a profile decomposition of ~wn(θn).
Let sj,n := tj,n− θn. By a diagonal extraction argument, we can assume that for
all j ≥ 1, the following limit exists:
(2.27) lim
n→∞
−sj,n
λj,n
∈ [−∞,+∞]
For j ≥ 1, we have
lim
n→∞
∥∥∥∥−→W jn (θn)−−−→V jL,n(0)∥∥∥∥
H˙sc
= 0,
where
V j
L,n(t, x) =
1
λ
2
p−1
j,n
V j
L
(
t− sj,n
λj,n
,
x
λj,n
)
,
and V j
L
is the only solution of the linear wave equation that satisfies
lim
n→∞
∥∥∥∥−→W j (−sj,nλj,n
)
−
−→
V j
L
(−sj,n
λj,n
)∥∥∥∥
H˙sc
= 0.
(The existence and uniqueness of V j
L
follows from (2.27).)
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One easily checks that if j, k ≥ 1, j 6= k,
lim
n→∞
∣∣∣∣log λj,nλk,n
∣∣∣∣+ ∣∣∣∣sj,n − sk,nλk,n
∣∣∣∣ = limn→∞
∣∣∣∣log λj,nλk,n
∣∣∣∣+ ∣∣∣∣ tj,n − tk,nλk,n
∣∣∣∣ = +∞.
Finally, the conclusion of Proposition 2.8 implies
−→wn(θn) ≍
∑
j≥1
−−→
V j
L,n(0).
Let us conclude this section by giving a version of Proposition 2.8 and Remark
2.9 outside a ball that is a direct consequence of the finite speed of propagation:
Proposition 2.10. Let {−−→w0,n}n be a bounded sequence in H˙sc and {ρn}n be a
sequence of positive numbers. For all n, denote by wn the solution of (1.1) with
initial data −−→w0,n and let θn ∈ [0, T+(wn)). Assume that there exist profiles {W jL }j≥1
and parameters {(λj,n, tj,n)n}j such that
−−→w0,n ≍
∑
j≥1
−−→
W j
L,n(0), |x| > ρn,
and that satisfy the assumptions of Proposition 2.8. Then
−→wn(θn) ≍
∑
j≥1
−−→
V j
L,n(0), |x| > ρn + θn,
where the modulated linear profiles V j
L,n are as in Remark 2.9.
An analogous statement holds for negative times.
Proposition 2.10 follows readily from Proposition 2.8, Remark 2.9 and finite
speed of propagation.
3. Generalized energies for the linear equation
3.1. Definition. Recall that m = p−12 , and that all the functions are implicitely
assumed to be radial in the space variable.
Definition 3.1. Let wL be a solution of the linear wave equation
(3.1)
{
∂ttwL −△wL = 0
−→wL(0) := (w0, w1)
The Lm-generalized energy (in brief Lm-energy) of wL is the time-dependent quan-
tity:
Em[wL](t) =
∫ ∞
0
|∂r(rwL)|m + |∂t(rwL)|m dr.
Note that the L2-generalized energy is (up to a multiplicative constant) the
standard energy of wL, which is well-defined, and independent of t, if (w0, w1) ∈ H˙1.
In this section, we will prove that the Lm-generalized energy is well defined if
(w0, w1) ∈ H˙sc and is almost conserved with time, in the sense that the Lm-energy
of a solution at any time is comparable to the energy at t = 0. We will also prove
a lower bound for the exterior generalized energy outside a wave cone, analog to
the exterior energy estimate used to classify solutions of the energy-critical wave
equation (see [7, Lemma 4.2]).
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3.2. Preliminary estimates.
Lemma 3.2. If φ ∈ H˙sc−1, then r1− 2mφ ∈ Lm, and
(3.2) ‖r1− 2mφ‖Lm . ‖φ‖H˙sc−1 .
If φ ∈ H˙sc , then r1− 2m ∂rφ ∈ Lm, r− 2mφ ∈ Lm, φ ∈ L3m, and
(3.3) ‖r1− 2m ∂rφ‖Lm . ‖φ‖H˙sc ,
and
(3.4)
∥∥∥r− 2mφ∥∥∥
Lm
+ ‖φ‖L3m . ‖r1−
2
m ∂rφ‖Lm .
Proof. Estimates (3.2) and (3.3) are given by Lemma 3.2 of [19].
It remains to prove (3.4). We start with the bound of the norm of r−
2
m φ in Lm.
For further use we will prove a slightly more general estimate. By density, we can
assume φ ∈ C∞0 . Let R ≥ 0. An integration by parts gives:
−
∫ ∞
R
|φ(r)|m dr − |φ(R)|mR =
∫ ∞
R
r∂r(|φ|m) dr = m
∫ ∞
R
r∂rφφ|φ|m−2 dr.
By Ho¨lder’s inequality,
R|φ(R)|m +
∫ ∞
R
|φ|m dr ≤ m
(∫ ∞
R
rm|∂rφ|m dr
) 1
m
(∫ ∞
R
|φ|m dr
)m−1
m
.
Combining with Young’s inequality
(3.5) ab ≤ 1
m
(ca)m +
m− 1
m
(b/c)
m
m−1 , a, b, c > 0,
we obtain
(3.6)
∫ ∞
R
|φ|m dr +R|φ(R)|m .
∫ ∞
R
rm|∂rφ|m dr.
Letting R = 0, we obtain the bound of the first term of the left-hand side in (3.4).
We next prove the other bound in (3.4). By the critical Sobolev inequality,
‖φ‖L3m =
∥∥|φ|m2 ∥∥ 2m
L6
.
∥∥∂r (|φ|m2 )∥∥ 2mL2
By Ho¨lder inequality, and using that
∣∣∂r|φ|∣∣ = |∂rφ| on the set {φ 6= 0}, we deduce
‖φ‖L3m .
∥∥∥∂rφ |φ|m−22 ∥∥∥ 2m
L2
.
∥∥∥r1− 2m ∂rφ∥∥∥ 2m
Lm
∥∥∥r 2m−1|φ|m−22 ∥∥∥ 2m
L
2m
m−2
=
∥∥∥r1− 2m ∂rφ∥∥∥ 2m
Lm
∥∥∥r− 2mφ∥∥∥m−2m
Lm
,
and the result follows, using the bound of the first term of the left-hand side in
(3.4). 
Lemma 3.3. Let R ∈ [0,∞). Then for all φ ∈ H˙1,
(3.7)
∫ ∞
R
r2|∂rφ|2 dr =
∫ ∞
R
|∂r(rφ)|2 dr +R|φ(R)|2.
and for all φ ∈ H˙sc ,
(3.8)
∫ +∞
R
rm|∂rφ|m dr ≈
∫ ∞
R
|∂r(rφ)|m dr +R|φ(R)|m.
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Remark 3.4. (a) Notation: if R := 0 then R|φ(R)|2 := 0 and R|φ(R)|m := 0.
(b) Note that |φ(R)|m is well-defined for R > 0 since φ ∈ H˙sc is a continuous
function of the radial variable outside the origin.
Proof. The proof of (3.7) is straightforward and therefore omitted.
We prove (3.8). By density we can assume φ ∈ C∞.
Proof of the estimate &.
∫ ∞
R
|∂r(rφ)|m dr =
∫ ∞
R
|φ+ r∂rφ|m dr .
∫ ∞
R
|φ|m dr +
∫ ∞
R
|∂rφ|mrm dr,
Combining with the estimate (3.6) in the proof of Lemma 3.2, we obtain∫ +∞
R
rm|∂rφ|m dr &
∫ ∞
R
|∂r(rφ)|m dr +R|φ(R)|m.
Proof of the estimate .. In view of∫ ∞
R
|∂rφ|mrm dr =
∫ ∞
R
|∂r(rφ) − φ|m dr .
∫ ∞
R
|∂r(rφ)|m dr +
∫ ∞
R
|φ|m dr,
we are reduced to prove
(3.9)
∫ ∞
R
|φ|m dr . R|φ(R)|m +
∫ ∞
R
|∂r(rφ)|m dr.
For this, we write∫ ∞
R
∂r(rφ)φ|φ|m−2 dr = 1
m
∫ ∞
R
∂r(|rφ|m) 1
rm−1
dr
=
m− 1
m
∫ ∞
R
|φ|m dr − R
m
|φ(R)|m.
By Ho¨lder’s inequality, we obtain
m− 1
m
∫ ∞
R
|φ|m dr ≤ R
m
|φ(R)|m +
(∫ ∞
R
|∂r(rφ)|m dr
) 1
m
(∫ ∞
R
|φ|m dr
)m−1
m
,
which yields (3.9) using Young’s inequality (3.5). 
Remark 3.5. By Lemma 3.2, we see that Em[wL](t) is well defined if the initial
data (w0, w1) is in H˙sc . By Lemma 3.3,
Em[wL](t) ≈
∫ ∞
0
rm|∂rwL(t, r)|m dr +
∫ ∞
0
rm|∂twL(t, r)|m dr.
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3.3. Almost conservation of the generalized energy.
Lemma 3.6. Let wL be a solution of the linear wave equation, and Em(t) =
Em[wL](t) be the L
m-energy given by Definition 3.1. Then
(3.10) ∀t ∈ R, Em(t) ≈ Em(0).
Proof. Notice that if wL is the solution of the linear wave equation with data
(w0, w1) ∈ H˙sc , then there exists f ∈ Lmloc(R) such that f˙ ∈ Lm(R) and
(3.11) rwL(t, r) = f(t+ r) − f(t− r)
More precisely, if r > 0,
f˙(r) =
1
2
(
∂r(rw0)(r) + rw1(r)
)
,
f˙(−r) = 1
2
(
∂r(rw0)(r) − rw1(r)
)
,
and
f(s) =
{
s > 0 : 12sw0(s) +
1
2
∫ s
0 (σw1)(σ) dσ
s < 0 : 12sw0(−s) + 12
∫ −s
0
(σw1)(σ) dσ.
These statements are derived from the equation ∂tt(rwL)−∂rr(rwL) = 0 and Lemma
3.2.
Hence, for t ∈ R, using |a+ b|m + |a− b|m ≈ |a|m + |b|m, (a, b) ∈ R2,
Em(t) =
∫ ∞
0
|f˙(t+ r) + f˙(t− r)|m + |f˙(t+ r) − f˙(t− r)|m dr
≈
∫ ∞
0
|f˙(t+ r)|m + |f˙(t− r)|m dr ≈
∫ +∞
−∞
|f˙(r)|m dr,
which is independent of t. This concludes the proof of (3.10). 
3.4. Bound from below of the exterior generalized energy.
Lemma 3.7. Let wL be a solution of the linear wave equation, with initial data in
H˙sc and R > 0. Let
Em,R(t) :=
∫ ∞
R+|t|
(∂t(rwL))
m + (∂r(rwL))
m dr.
Then
(3.12) Em,R(t) & Em,R(0), for all t ≥ 0 or for all t ≤ 0.
Remark 3.8. Lemma 3.7 is already known in the energy-critical case sc = 1,
m = 2. More precisely, for finite energy solutions of the linear wave equation (see
[7]):
E2,R(t) ≥ 1
2
E2,R(0), for all t ≥ 0 or for all t ≤ 0.
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Proof. With the notations of the previous proof, we have
Em,R(t) =
∫ ∞
R+|t|
|f˙(t+ r) + f˙(t− r)|m dr +
∫ ∞
R+|t|
|f˙(t+ r)− f˙(t− r)|m dr
≈
∫ ∞
R+|t|
|f˙(t+ r)|m + |f˙(t− r)|m dr.
Denoting by E˜m,R(r) the quantity appearing at the last line of the previous in-
equality, we will prove
E˜m,R(t) ≥ 1
2
E˜m,R(0), for all t ≥ 0 or for all t ≤ 0,(3.13)
which will conclude the proof of (3.12).
If t ≥ 0, we have
E˜m,R(t) =
∫ −R
−∞
|f˙(r)|m dr +
∫ +∞
R+2t
|f˙(r)|m dr,
and if t ≤ 0,
E˜m,R(t) =
∫ +∞
R
|f˙(r)|m dr +
∫ 2t−R
−∞
|f˙(r)|m dr.
Using that
E˜m,R(0) =
∫ +∞
R
|f˙(r)|m dr +
∫ −R
−∞
|f˙(r)|m dr,
we deduce that if
∫ −R
−∞
|f˙(r)|m dr ≥ ∫ +∞
R
|f˙(r)|m dr, then
∀t ≥ 0, E˜m,R(t) ≥ 1
2
E˜m,R(0),
and if
∫ −R
−∞
|f˙(r)|m dr ≤ ∫ +∞
R
|f˙(r)|m dr then
∀t ≤ 0, E˜m,R(t) ≥ 1
2
E˜m,R(0),
which proves (3.13) as announced. 
3.5. Linear approximation for data with small generalized energy.
Proposition 3.9. Let A > 0. There exists δ2 = δ2(A) with the following properties.
Let w be a solution of (1.1) with data −→w0 ∈ H˙sc such that ‖−→w0‖H˙sc ≤ A. Let
δ := ‖r1− 2m ∂rw0‖Lm + ‖r1− 2mw1‖Lm ·
Assume that δ ≤ δ2. Then w is global,
‖w‖L4mt (I,L4mx ) . δ
3
8 ‖−→w0‖
5
8
H˙sc
and
‖r1− 2m (∂rw − ∂rwL)‖L∞t (R,Lmx ) + ‖r1−
2
m (∂tw − ∂twL)‖L∞t (R,Lmx )
. δ
3m
4 ‖−→w0‖
5m
4
+1
H˙sc
.
18 THOMAS DUYCKAERTS1 AND TRISTAN ROY2
Proof. Using Ho¨lder’s inequality, Lemma 3.2, the Strichartz estimates (2.2), Re-
mark 3.5, and Lemma 3.6, we have
‖wL‖L4mt (R,L4mx ) .
∥∥∥r1− 2m ∂rwL∥∥∥ 38
L∞t (R,L
m
x )
‖wL‖
5
8
L
5
2
m
t (R,L
5m
x )
. δ
3
8 ‖−→w0‖
5
8
H˙sc
. δ
3
8A
5
8 .
By the Cauchy problem theory for equation (1.1) (see Proposition 2.1), the solution
w is global if δ
3
8A
5
8 is small. (It could also be deduced from the argument below).
Next from Strichartz inequality (2.2) we see that for all interval I ⊂ R,
‖Dsc− 12w‖L4t (I,L4x) . ‖−→w0‖H˙sc + ‖Dsc−
1
2w‖L4t (I,L4x)‖w‖
p−1
L4mt (I,L
4m
x )
‖w‖L4mt (I,L4mx ) . ‖wL‖L4mt (I,L4mx ) + ‖Dsc−
1
2w‖L4t (I,L4x)‖w‖
p−1
L4mt (I,L
4m
x )
,
where we have used the chain rule for fractional derivatives∥∥∥Dsc− 12 (|w|p−1w)∥∥∥
L
4/3
t L
4/3
x
.
∥∥∥Dsc− 12w∥∥∥
L4tL
4
x
‖w‖p−1
L
2(p−1)
t L
2(p−1)
x
(see [22]). Combining these three estimates and using a bootstrap argument we see
that
‖Dsc− 12w‖L4t (R,L4x) . ‖−→w0‖H˙sc
‖w‖L4mt (R,L4mx ) . δ
3
8 ‖−→w0‖
5
8
H˙sc
·
Hence, using (3.2), (3.3), Strichartz estimates (2.2) and the chain rule for fractional
derivatives, we have∥∥∥r1− 2m (∂rw − ∂rwL)∥∥∥
L∞t (R,L
m
x )
+
∥∥∥r1− 2m (∂tw − ∂twL)∥∥∥
L∞t (R,L
m
x )
. ‖~w − ~wL‖L∞t (R,H˙sc )
.
∥∥∥Dsc− 12w∥∥∥
L4t (R,L
4
x)
‖w‖p−1
L4mt (R,L
4m
x )
. δ
3(p−1)
8 ‖−→w0‖
5
8 (p−1)+1
H˙sc
·

3.6. Localization of solutions. We gather two localization properties of solutions
of wave equations in the generalized energy norm. The first one (on the linear
equation) results from the strong Huygens principle.
Proposition 3.10. Let wL be a solution of the linear wave equation with initial
data (w0, w1) ∈ H˙sc . Let {λn}n∈N and {tn}n∈N be two sequences of real numbers
with λn > 0 for all n. Let
wL,n(t, x) :=
1
λ
2
p−1
n
wL
(
t
λn
,
x
λn
)
Assume that limn→∞
tn
λn
= l ∈ [−∞,∞].
If l = ±∞ then
lim
R→∞
lim sup
n→∞
∫
||x|−|tn||≥Rλn
∣∣∣r1− 2m ∂r,twL,n(tn)∣∣∣m + ∣∣∣r− 2mwL,n(tn)∣∣∣m dx = 0(3.14)
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and if l ∈ R then
lim
R→∞
lim sup
n→∞
∫
{|x|≥Rλn}∪{|x|≤ 1Rλn}
∣∣∣r1− 2m ∂r,twL,n(tn)∣∣∣m + ∣∣∣r− 2mwL,n(tn)∣∣∣m dx = 0·
(3.15)
The proof of Proposition 3.10 is given in Appendix A. The following proposition
follows from the small data theory and finite speed of propagation:
Proposition 3.11. Let w be a solution of (1.1), global for positive times. Then
(3.16) lim
R→∞
lim sup
t→∞
∫ ∞
t+R
|r∂rw(t, r)|m + |r∂tw(t, r)|m dr = 0
Proof. Let ǫ > 0. By Results B.3 in the appendix, one can choose a R ≫ 1 such
that ∥∥(TRw0,1R3\BRw1)∥∥H˙sc ≤ α,
with α ≪ min (δ0, ǫ) and δ0 defined in Proposition 2.1. Let w˜ be the solution of
(1.1) with initial data (TRw0,1R3\BRw1). By Proposition 2.1 and Lemma 3.2∥∥∥(r1− 2m ∂rw˜, r1− 2m ∂tw˜)∥∥∥
L∞t (R,L
m
x ×L
m
x )
≪ ǫ.
From finite speed of propagation we see that w˜(t, r) = w(t, r) if r ≥ R + |t| and
thus ∫ ∞
R+|t|
|r∂rw(t, r)|m + |r∂tw(t, r)|m dr ≤ ǫ·
Hence (3.16) holds. 
3.7. Bound from below of the generalized energy for a sum of profile.
Proposition 3.12 shows that the generalized energy of a sum of linear profiles (resp.
nonlinear profiles) in an annulus is bounded asymptotically from below by the
generalized energy of one of the linear profiles (resp. nonlinear profiles) in the same
annulus.
Proposition 3.12. Let {(w0,n, w1,n)}n∈N be a bounded sequence in H˙sc that has a
profile decomposition with profiles {W j
L
}j≥1 and parameters
{
{(tj,n, λj,n)}j≥1
}
n∈N
.
Let {(θn, ρn, σn)}n∈N be a sequence such that 0 ≤ ρn < σn ≤ ∞, θn ∈ R. Let k ≥ 1.
Then, extracting a subsequence if necessary
(3.17)
on(1) +
∥∥∥r1− 2m ∂rwL,n(θn)∥∥∥m
Lm({ρn<|x|<σn})
+
∥∥∥r1− 2m ∂twL,n(θn)∥∥∥m
Lm({ρn<|x|<σn})
≥
∥∥∥r1− 2m ∂rW kL,n(θn)∥∥∥m
Lm({ρn<|x|<σn})
+
∥∥∥r1− 2m ∂tW kL,n(θn)∥∥∥m
Lm({ρn<|x|<σn})
where limn on(1) = 0, wL,n is the solution of the linear wave equation with initial
data (w0,n, w1,n) and W
k
L,n is defined in (2.21).
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Moreover, denoting by W j the corresponding nonlinear profiles and assuming
that all these profiles scatter, we have
(3.18)
on(1) +
∥∥∥r1− 2m ∂rwn(θn)∥∥∥m
Lm({ρn<|x|<σn})
+
∥∥∥r1− 2m ∂twn(θn)∥∥∥m
Lm({ρn<|x|<σn})
≥
∥∥∥r1− 2m ∂rW kn (θn)∥∥∥m
Lm({ρn<|x|<σn})
+
∥∥∥r1− 2m ∂tW kn (θn)∥∥∥m
Lm({ρn<|x|<σn})
,
where wn is the solution of (1.1) with data (w0,n, w1,n), andW
k
n is defined in (2.20).
The proof of Proposition 3.12 relies on the following two pseudo-orthogonality
lemmas:
Lemma 3.13. Under the assumptions of Proposition 3.12, if j 6= k,
(3.19) lim
n→∞
(∫ σn
ρn
|∂rW kL,n(0, r)|m−2∂rW kL,n(0, r)∂rW jL,n(0, r)rm dr
+
∫ σn
ρn
|∂tW kL,n(0, r)|m−2∂tW kL,n(0, r)∂tW jL,n(0, r)rm dr
)
= 0.
Lemma 3.14. Under the assumptions of Proposition 3.12, if J ≥ k,
(3.20) lim
n→∞
(∫ σn
ρn
|∂rW kL,n(0, r)|m−2∂rW kL,n(0, r)∂rεJ0,n(r)rm dr
+
∫ σn
ρn
|∂tW kL,n(0, r)|m−2∂tW kL,n(0, r)εJ1,n(r)rm dr
)
= 0,
where (εJ0,n, ε
J
1,n) is as in §2.3.1.
We first prove Proposition 3.12, assuming the two lemmas.
Proof. Proof of (3.17). By the definition of the profile decomposition, we have
(3.21) wL,n(t, r) =
k∑
j=1
W j
L,n(t, r) + ε
k
n(t, r).
Translating wL,n in time if necessary, we may assume θn = 0 for all n. By (3.21)
(and its time derivative), at t = 0, we have∫ σn
ρn
∂r,twL,n(0, r)
∣∣∂r,tW kL,n(0, r)∣∣m−2 ∂r,tW kL,n(0, r)rm dr
=
∫ σn
ρn
∣∣∂r,tW kL,n(0, r)∣∣m rm dr
+
k−1∑
j=1
∫ σn
ρn
∣∣∂r,tW kL,n(0, r)∣∣m−2 ∂r,tW kL,n(0, r)∂r,tW jL,n(0, r)rm dr
+
∫ σn
ρn
∣∣∂r,tW kL,n(0, r)∣∣m−2 ∂r,tW kL,n(0, r)∂r,tεkn(0, r)rm dr,
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Using Lemmas 3.13, 3.14 and Ho¨lder’s inequality, we obtain
on(1) +
∥∥∥r1− 2m ∂r,tW kL,n(0)∥∥∥m−1
Lm({ρn<|x|<σn})
∥∥∥r1− 2m ∂r,twL,n(0)∥∥∥
Lm({ρn<|x|<σn})
≥
∥∥∥r1− 2m ∂r,tW kL,n(0)∥∥∥m
Lm({ρn<|x|<σn})
,
and (3.17) follows from Young’s inequality (3.5).
Proof of (3.18). By Proposition 2.10,
(3.22) −→wn(θn) ≍
∑
j≥1
−−→
V j
L,n(0),
where
V j
L,n(t, x) :=
1
λ
2
p−1
j,n
V j
L
(
t− sj,n
λj,n
,
x
λj,n
)
, sj,n := tj,n − θn,
and V j
L
is as in Remark 2.9.
By (3.17),
on(1) +
∥∥∥r1− 2m ∂rwn(θn)∥∥∥m
Lm({ρn<|x|<σn})
+
∥∥∥r1− 2m ∂twn(θn)∥∥∥m
Lm({ρn<|x|<σn})
≥
∥∥∥r1− 2m ∂rV kL,n(0)∥∥∥m
Lm({ρn<|x|<σn})
+
∥∥∥r1− 2m ∂tV kL,n(0)∥∥∥m
Lm({ρn<|x|<σn})
.
Combining with the definition of V j
L,n, we get the desired conclusion. 
We are left with proving Lemmas 3.13 and 3.14.
Proof of Lemma 3.13. Step 1. Preliminaries. Using Lemma 3.2, Lemma 3.6, and
the density of C∞0 functions in H˙
sc and H˙sc−1, we see that it is sufficient to prove
the lemma assuming
(3.23) W j0 , W
j
1 , W
k
0 , W
k
1 ∈ C∞0 .
The explicit solutions of the linear wave equation in dimension 3 are given by
(3.24) rW j
L
(t, r) = f j(t+ r)− f j(t− r), rW k
L
(t, r) = fk(t+ r) − fk(t− r),
where f j (respectively fk) is defined as f after (3.11), with w = W j
L
(respectively
w = W k
L
). It follows from the definition of fk and f j that f˙k and f˙ j are compactly
supported. By the strong Huygens’ principle and (3.23), there exists a constant
K > 0 (depending on W j
L
, W k
L
) such that
(3.25) ∀l ∈ {j, k}, r ∈ supp
−−→
W l
L,n(0) =⇒
∣∣∣r − |tl,n|∣∣∣ ≤ Kλl,n.
Using (3.23) and (3.24), it is easy to see that the following bound holds:
(3.26) ∀t ∈ R, ∀r > 0, ∀l ∈ {j, k} ∣∣W l
L
(t, r)
∣∣+ ∣∣∂r,tW lL(t, r)∣∣ . 11 + |t|+ |r| .
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We conclude this step by noting that we can assume λk,n = 1. Indeed, the change
of variable s = r/λk,n gives∫ σn
ρn
∣∣∂r,tW kL,n(0, r)∣∣m−2 ∂r,tW kL,n(0, r)∂r,tW jL,n(0, r)rm dr
=
∫ σ′n
ρ′n
∣∣∂r,tW kL (−t′k,n, s)∣∣m−2 ∂r,tW kL (−t′k,n, s)∂r,tW jL
(
− t
′
j,n
λ′j,n
,
s
λ′j,n
)
sm
λ′j,n
1+ 1m
ds,
where
λ′j,n =
λj,n
λk,n
, ρ′n =
ρn
λk,n
, σ′n =
σn
λk,n
, t′j,n =
tj,n
λk,n
, t′k,n =
tk,n
λk,n
,
and these new parameters satisfy the usual orthogonality condition (with λ′k,n = 1).
We next prove the conclusion of Lemma 3.13, assuming (3.23) and λk,n = 1.
Extracting subsequences in n if necessary, we can assume that λj,n has a limit in
[0,+∞] as n → ∞. We distinguish two cases: when the limit is 0 or +∞ (treated
in Step 2), and when the limit is in (0,+∞) (treated in Step 3).
Step 2. In this step we prove the desired result when
(3.27) ∀n, λk,n = 1 and lim
n→∞
λj,n ∈ {0,+∞}
We denote by Sn the set
(3.28) Sn :=
{
r > 0 s.t.
∣∣r − |tk,n|∣∣ ≤ K and ∣∣r − |tj,n|∣∣ ≤ Kλj,n} ,
By Ho¨lder’s inequality and (3.25),∣∣∣∣∫ σn
ρn
|∂r,tW kL,n(0, r)|m−2∂r,tW kL,n(0, r)∂r,tW jL,n(0, r)rm dr
∣∣∣∣
≤
(∫
Sn
|∂r,tW kL,n(0, r)|mrm dr
)m−1
m
︸ ︷︷ ︸
In
(∫
Sn
|∂r,tW jL,n(0, r)|mrm dr
) 1
m
︸ ︷︷ ︸
IIn
.
We note that by Lemma 3.2 and Lemma 3.6, both terms In and IIn are bounded.
We distinguish two subcases.
If λj,n → 0, using that the length of Sn is smaller that 2Kλj,n, and the bound
|∂r,tW kL | . 1/r in (3.26), we obtain∣∣In∣∣ .K λm−1mj,n −→n→∞ 0.
If λj,n → +∞, using that the length of Sn is smaller that K and the bound of
|∂r,tW j | in (3.26), which implies |∂r,tW jL,n| . r−1λ−1/mj,n , we obtain∣∣IIn∣∣ . (∫
Sn
1
rmλj,n
rm dr
)1/m
.
1
λ
1/m
j,n
−→
n→∞
0.
In both cases, the conclusion of the lemma follows.
Step 3. In this step we prove the desired result when
(3.29) ∀n, λk,n = 1 and lim
n→∞
λj,n ∈ (0,∞).
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Rescaling if necessary, we can assume without loss of generality that the limit of
λj,n is 1. In this case 1
λ
2
p−1
j,n
W j
L,n
(
0,
·
λj,n
)
,
1
λ
1+ 2p−1
j,n
∂tW
j
L,n
(
0,
·
λj,n
) −→
n→∞
(W j0 ,W
j
1 ),
in H˙sc , so that we can assume furthermore:
∀n, λj,n = 1.
Finally, we must prove that the following sum of 2 integrals goes to 0 as n goes
to infinity:
Jn :=
∫ σn
ρn
∣∣∂r,tW kL (−tk,n, r)∣∣m−2 ∂r,tW kL (−tk,n, r)∂r,tW jL (−tj,n, r)rm dr.
If
lim
n→∞
∣∣∣|tk,n| − |tj,n|∣∣∣ = +∞,
then Sn is empty for large n and the conclusion of the lemma follows. Extracting
subsequences, we are reduced to the case where |tk,n| − |tj,n| has a finite limit as
n → ∞. In view of the orthogonality condition (2.12), and since λj,n = λk,n = 1,
we deduce that
lim
n→∞
tk,n + tj,n = θ0 ∈ R, lim
n→∞
|tk,n − tj,n| =∞.
To fix ideas, we will assume
(3.30) lim
n→∞
tk,n = +∞, lim
n→∞
tj,n = −∞.
(The proof is the same if these limits are exchanged). We next prove
(3.31)
∫ σn
ρn
|∂r,tW kL (−tk,n, r)|m−2∂r,tW kL (−tk,n, r)∂r,tW jL (−tj,n, r)rm dr =∫ σn
ρn
∣∣∂r,t (rW kL ) (−tk,n, r)∣∣m−2 ∂r,t (rW kL ) (−tk,n, r)∂r,t(rW jL )(−tj,n, r) dr+on(1).
Since suppW k
L
(−tk,n) ⊂ [|tk,n| −K, |tk,n|+K], and, by (3.26), |W kL (−tk,n, r)| .
1/|tk,n|, we have
lim
n→∞
∫ +∞
0
∣∣W k
L
(−tk,n, r)
∣∣m dr + ∫ +∞
0
∣∣∣W jL (−tj,n, r)∣∣∣m dr = 0,
and (3.31) follows, using that ∂r,t(rW
l(−tk,n, r)) = r∂r,tW l(−tk,n, r)+W l(−tk,n, r),
l = j, k.
Using (3.30), the formula (3.24) and the fact that f˙ j and f˙k are compactly
supported, we see that for large n, for any r > 0,
∂r(rW
k
L
)(−tk,n, r) = f˙k(−tk,n + r), ∂r(rW jL )(−tj,n, r) = f˙ j(−tj,n − r)
and
∂t(rW
k
L
)(−tk,n, r) = f˙k(−tk,n + r), ∂t(rW jL )(−tj,n, r) = −f˙ j(−tj,n − r).
As a consequence, the term with ∂r and the term with ∂t in the second line of (3.31)
cancel each other, and we obtain
lim
n→∞
∫ σn
ρn
|∂r,tW kL (−tk,n, r)|m−2∂r,tW kL (−tk,n, r)∂r,tW jL (−tj,n, r)rm dr = 0,
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which concludes the proof of Lemma 3.13. 
Proof of Lemma 3.14. Step 1. Preliminaries. As in the proof of Lemma 3.13, we
first note that it is sufficient to prove the lemma assuming
W k0 , W
k
1 ∈ C∞0 .
We will use the notations of the preceding proof: we recall from this proof that
rW k
L
(t, r) = fk(t + r) − fk(t − r), the condition (3.25) on the support of −→W k
L,n(0)
and the estimate (3.26) (with l = k). As in this proof, we see (using the change of
variable r = s/λk,n) that we can assume λk,n = 1 for all n. In this case, ε
J
n satisfies,
in view of (2.15),
(3.32)
−→
εJn(tk,n) −−−−⇀n→∞ 0 in H˙
sc .
Assuming, after extraction, that {tk,n}n has a limit θ0 ∈ [−∞,+∞] as n → ∞,
we will distinguish the case where θ0 ∈ R (treated in step 2) and the case where
θ0 ∈ {−∞,+∞} (treated in step 3).
Step 2. In this step we prove (3.20) assuming:
lim
n→∞
tk,n = θ0 ∈ R.
Translating in time, we can assume θ0 = 0. Using the continuity of the linear flow
in H˙sc and Lemma 3.2, we can even assume tk,n = 0 for all n. Thus we are reduced
to prove that
(3.33) lim
n→∞
∫ σn
ρn
|∂r,tW kL (0, r)|m−2∂r,tW kL (0, r)∂r,tεJn(0, r)rm dr = 0.
If ρn → +∞ or σn → 0 as n → ∞, (3.33) is obvious. Thus we can assume
(extracting subsequences) ρn → ρ∞ ∈ [0,+∞), σn → σ∞ ∈ (0,+∞] as n → ∞,
where ρ∞ ≤ σ∞. In this case∫ σn
ρn
|∂r,tW kL (0, r)|m−2∂r,tW kL (0, r)∂r,tεJn(0, r)rm dr
=
∫ σ∞
ρ∞
|∂r,tW kL (0, r)|m−2∂r,tW kL (0, r)∂r,tεJn(0, r)rm dr + on(1),
and (3.33) follows from (3.32) (with tk,n = 0), since by Lemma 3.2,
f 7→
∫ σ∞
ρ∞
|∂r,tW kL (0, r)|m−2∂r,tW kL (0, r)f(r)rm dr
is a continuous linear form on H˙sc−1.
Step 3. In this step we prove (3.20) assuming:
lim
n→∞
tk,n ∈ {−∞,+∞}.
To fix ideas, we assume
(3.34) lim
n→∞
tk,n = +∞.
Using, as in the proof of Lemma 3.13, that (3.34) implies
lim
n→∞
∫ +∞
0
∣∣W k
L
(−tk,n, r)
∣∣m dr = 0,
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we obtain
(3.35)
∫ σn
ρn
|∂r,tW kL (0, r)|m−2∂r,tW kL (0, r)∂r,tεJn(0, r)rm dr
=
∫ σn
ρn
∣∣∂r,t(rW kL )(0, r)∣∣m−2 ∂r,t (rW kL ) (0, r)∂r,tεJn(0, r)r dr + on(1)
Furthermore, by the radial Sobolev embedding,
|εJn(0, r)| .
1
r1/m
∥∥εJn(0)∥∥H˙sc .
Combining with the condition (3.25) on the support of
−−→
W k
L,n(0), we obtain∫ +∞
0
∣∣∂t,r (rW kL (−tk,n, r))∣∣m−1 ∣∣εJn(0, r)∣∣ dr . ‖εJn(0)‖H˙sc
(|tk,n| −K) 1m
−→
n→∞
0,
in view of (3.34). Combining with (3.35), we deduce
(3.36)
∫ σn
ρn
|∂r,tW kL (0, r)|m−2∂r,tW kL (0, r)∂r,tεJn(0, r)rm dr
=
∫ σn
ρn
∣∣∂r,t (rW kL ) (0, r)∣∣m−2 ∂r,t (rW kL ) (0, r)∂r,t (rεJn) (0, r) dr + on(1)
We write, as in (3.11)
rεJn(t, r) = g
J
n(t+ r) − gJn(t− r),
where gJn is defined in a similar way as f after (3.11). Hence g
J
n ∈ Lmloc(R) and
g˙Jn ∈ Lm(R).
Since f˙k has compact support, we deduce from (3.34) that f˙k(−tk,n− r) = 0 for
large n and all r > 0, and we can rewrite (3.36) as∫ σn
ρn
|∂r,tW kL (0, r)|m−2∂r,tW kL (0, r)∂r,tεJn(0, r)rm dr
=
∫ σn
ρn
∣∣∣f˙k(−tk,n + r)∣∣∣m−2 f˙k(−tk,n + r) (g˙Jn(r) + g˙Jn(−r)) dr
+
∫ σn
ρn
∣∣∣f˙k(−tk,n + r)∣∣∣m−2 f˙k(−tk,n + r) (g˙Jn(r)− g˙Jn(−r)) dr + on(1)
= 2
∫ σn
ρn
∣∣∣f˙k(−tk,n + r)∣∣∣m−2 f˙k(−tk,n + r)g˙Jn(r) dr + on(1)
= 2
∫ σn−tk,n
ρn−tk,n
∣∣∣f˙k(r)∣∣∣m−2 f˙k(r)g˙Jn (r + tk,n) dr.
If ρn − tk,n → +∞ or σn − tk,n → −∞ as n→ +∞, then we are done. Assume
lim
n→∞
ρn − tk,n = R∞ ∈ [−∞,+∞), lim
n→∞
σn − tk,n = S∞ ∈ (−∞,+∞],
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with R∞ ≤ S∞. Then∫ σn
ρn
|∂r,tW kL (0, r)|m−2∂r,tW kL (0, r)∂r,tεJn(0, r)rm dr
= 2
∫ S∞
R∞
∣∣∣f˙k(r)∣∣∣m−2 f˙k(r)g˙Jn(r + tk,n) dr + on(1).
Since, for r ≥ 0,
g˙Jn(r + tk,n) =
1
2
(
∂r(rε
J
n(tk,n, r)) + ∂t(rε
J
n(tk,n, r))
)
,
g˙Jn(−r + tk,n) =
1
2
(
∂r(rε
J
n(tk,n, r))− ∂t(rεJn(tk,n, r))
)
,
we deduce from (3.2), (3.3), and (3.32) that
g˙Jn(tk,n + ·) −−−−⇀n→∞ 0 in L
m(R),
which concludes the proof, since
h 7→ 2
∫ S∞
R∞
∣∣∣f˙k(r)∣∣∣m−2 f˙k(r)h(r) dr
is a continuous linear form on Lm(R).

4. Channels of energy for nonzero solutions
4.1. Results. In this section we consider all nonzero solutions of (1.1). We will
prove below Propositions 4.1 and 4.2 that state roughly that these solutions have a
dispersive behavior in the sense of the exterior energy estimate (4.2). Recall from
Proposition 2.4 the definitions of Zℓ and Rℓ. If (f, g) ∈ H˙sc , and ℓ 6= 0, we let
σℓ(f, g) = min
{
R > Rℓ :
∫ ∞
R
|f(r) − Zℓ(r)| + |g(r)| dr = 0
}
∈ (Rℓ,∞].
If
∫∞
R
|f(r) − Zℓ(r)| + |g(r)| dr is not 0 for large R, we just let σℓ(f, g) = ∞. The
fact that σℓ(f, g) is greater than Rℓ if (f, g) ∈ H˙sc follows from Proposition 2.4.
For technical reasons, we will distinguish between the case where σℓ(w0, w1) is
infinite for all ℓ 6= 0 (Proposition 4.1) and where it is finite for some ℓ (Proposition
4.2).
Proposition 4.1. Let w be a solution of (1.1) with initial data −→w0 ∈ H˙sc such that
for all ℓ 6= 0, σℓ(−→w0) =∞. Then there exist R > 0, η > 0, and a global, scattering
solution wˇ of (1.1), with initial data
−→ˇ
w0 ∈ H˙sc , such that
(4.1)
−→ˇ
w0(r) =
−→w0(r), r ≥ R
and the following holds for all t ≥ 0 or for all t ≤ 0∫
|x|≥R+|t|
|r∂rwˇ(t, r)|m + |r∂twˇ(t, r)|m dr ≥ η.(4.2)
Proposition 4.2. Let w be a solution of (1.1) with initial data −→w0 such that σ1(−→w0)
is finite. Then
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(a) There exists θ = θ(σ1(
−→w0)) > 0, a solution w˜ of (1.1), defined on [−θ, θ],
with initial data
−→˜
w0 ∈ H˙sc , and R ∈ (0, σ1(−→w0)) close enough to σ1(−→w0) such
that
(4.3)
−→˜
w 0(r) =
−→w0(r) if r > R,
the following holds for all t ∈ [0, θ] or for all t ∈ [−θ, 0]
(4.4) σ1(
−→˜
w (t)) = σ1(
−→w0) + |t|.
Moreover
(4.5) ∀R′ > R1, inf
σ1≥R′
θ(σ1) > 0.
(b) There exists S1 > R1 such that if σ1(
−→w0) > S1, and R ∈ (0, σ1(−→w0)) is close
enough to σ1(
−→w0), there exists a global, scattering solution wˇ of (1.1) such
that (4.1) and (4.2) hold.
Remark 4.3. Proposition 4.2 is stated for solutions such that σ1(
−→w0) is finite.
However, in view of Remark 2.5, one obtains from Proposition 4.2 a similar con-
clusion for solutions such that σℓ(
−→w0) is finite, for any ℓ 6= 0.
The proof of Propositions 4.1 and 4.2 is given in Subsections 4.2 and 4.3.
We next state a profile version of Proposition 4.1 and Proposition 4.2 (b), i.e
Proposition 4.4. Consider a profile decomposition
{
W j
L
, {(λj,n, tj,n)}n∈N
}
j≥1
as
in Section 2.3. Assume that there exists j ≥ 1 such that W j
L
6= 0. Assume further-
more
lim
n→∞
−tj,n
λj,n
∈ {−∞,+∞},
or σ1
(−→
W j
L
(0)
)
> S1, where S1 is given by Proposition 4.2. Then there exists
a solution W˜ j
L
of the linear wave equation, and a sequence {ρj,n}n∈N of positive
numbers such that the nonlinear profile W˜ j associated to W˜ j
L
and {(λj,n, tj,n)}n∈N
scatters as t→ ±∞,
(4.6) |x| > ρj,n =⇒
−−→
W˜ j
L,n(0, x) =
−−→
W j
L,n(0, x),
and there exists ηj > 0 such that the following holds for all t ≥ 0 or for all t ≤ 0∫ ∞
ρj,n+|t|
∣∣∣r∂rW˜ jn(t, x)∣∣∣m + ∣∣∣r∂tW˜ jn(t, x)∣∣∣m dr ≥ ηj(4.7)
In the statement of Proposition 4.4, the modulated linear profile W j
L,n is defined
as usual by (2.21). The modulated linear and nonlinear profiles W˜ j
L,n and W˜
j
n are
defined the same way, replacing W j
L
by W˜ j
L
and W˜ j respectively.
The proof of Proposition 4.4 is given in Subsection 4.4.
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4.2. Proof of the exterior energy property in the first case. We give here
the proof of Proposition 4.1. The proof is close to the proof of [8, Proposition 2.1],
with the generalized energy replacing the energy.
Let w be a nonzero solution of (1.1) with data −→w0 := (w0, w1) ∈ H˙sc such that
for all ℓ 6= 0, σℓ(−→w0) = ∞. We prove Proposition 4.1 by contradiction, assuming
that for all scattering solution w˜ of (1.1) and all R > 0 if
−→˜
w (0, r) = −→w0(r) for r > R,
then
(4.8) lim inf
t→±∞
∫ ∞
R+|t|
|r∂rw˜(t, r)|m + |r∂tw˜(t, r)|m dr = 0.
We first prove:
Result 4.5. Let A := ‖−→w0‖H˙sc . There exists δ3 = δ3(A) > 0, such that, for any
r0 > 0, if
(4.9)
∫ ∞
r0
|r∂rw0|m + |rw1|m dr = δ ≤ δ3,
then, letting (v0, v1) := r
−→w0, we have∫ ∞
r0
|∂rv0|m + |v1|m dr .A |v0(r0)|
3
4m
2
r
3
4m(m−1)
0
·(4.10)
Furthermore, for all r0 ≤ r ≤ r′ ≤ 2r0
|v0(r) − v0(r′)| .A |v0(r)|
3
4m
r
(m−1)( 34−
1
m )
0
.A δ
3
4−
1
m |v0(r)|·(4.11)
Proof. We first see that (4.11) can be easily derived from (4.10) and (4.9). Indeed,
|v0(r) − v0(r′)| . (r′ − r)
m−1
m
(∫ r′
r
|∂r¯v0|m dr¯
) 1
m
.A r
m−1
m −
3
4 (m−1)
0 |v0(r)|
3
4m,
which yields the first inequality in (4.11). Furthermore, using Lemma 3.3 and (4.9),
we obtain r1−m0 |v0(r)|m ≤ δ, which yields the second inequality in (4.11).
We next prove (4.10). We let
−→˘
w0 := (w˘0, w˘1) := (Tr0w0,1R3\Br0w1),
so that
(4.12)
∫ +∞
0
|r∂rw˘0|m + |rw˘1|m dr =
∫ ∞
r0
|r∂rw0|m + |rw1|m dr = δ,
and, by Results B.1 and B.2 in the appendix.
∥∥∥−→˘w0∥∥∥
H˙sc
.A 1.
We denote by w˘L the solution of the linear wave equation with initial data
(w˘0, w˘1), and let (v˘0, v˘1) = r(w˘0, w˘1) and v˘L := rw˘L. We note that w(t, r) = w˘(t, r)
if r ≥ r0 + |t| by finite speed of propagation.
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By Lemma 3.7, the following holds for all t ≥ 0 or for all t ≤ 0:∫ ∞
r0
|∂rv0|m + |v1|m dr =
∫ ∞
r0
|∂r v˘0|m + |v˘1|m dr
.
∫ ∞
r0+|t|
|∂r v˘L(t, r)|m + |∂tv˘L(t, r)|m dr.
But then, using Lemma 3.3, Proposition 3.9, and (4.12), we deduce∫ ∞
r0
|∂rv0|m + |v1|m dr .
∫ ∞
r0+|t|
|r∂rw˘L|m + |r∂tw˘L|m dr
.A
∫ ∞
r0+|t|
|r∂rw˘|m + |r∂tw˘|m dr
+
(∫ +∞
r0
|r∂rw0|m + |rw1|m dr
) 3
4m
.
Letting t→ +∞ or t→ −∞ and using (4.8), we deduce∫ ∞
r0
|∂rv0|m + |v1|m dr .A
(∫ ∞
r0
|r∂rw0|m + |rw1|m dr
) 3
4m
.
By Lemma 3.3,
(4.13)
∫ ∞
r0
|∂rv0|m+ |v1|m dr .A
(
r1−m0 |v0(r0)|m +
∫ ∞
r0
|∂rv0|m + |v1|m dr
) 3
4m
.
By (4.9) and Lemma 3.3 again, we have
r1−m0 |v0(r0)|m +
∫ ∞
r0
|∂rv0|m + |v1|m dr . δ3.
Using that δ3 is small, we see that (4.13) implies (4.10). 
Result 4.6. We have
−→w0 ∈ H˙1(4.14)
and
∀r > 0, |v0(r)| .A 1 and ∃ℓ > 0, ∀r ≥ 1 |v0(r) − ℓ| .A 1
rα
,(4.15)
where α := (m − 1) (34 − 1m) > 14 . Moreover, if R¯ > 0 and w¯ is a global solution
with initial data
−→¯
w0(r) := (w¯0, w¯1) ∈ H˙1 ∩ H˙sc such that −→¯w0(r) = −→w0(r) for r ≥ R¯,
then
(4.16) lim
t→±∞
∫
|x|≥R¯+|t|
|∂rw¯(t, x)|2 + |∂tw¯(t, x)|2 dx = 0.
Proof. Step 1. We prove that for all ǫ > 0,
(4.17) ∀r ≥ 1, |v0(r)| .A,ǫ rǫ.
We may assume without loss of generality that r ≫ 1. Choose r1 ≫ 1 such that
(4.9) holds with r0 := r1 and a small 0 < δ := δ(A) ≪ 1. Let n ∈ N. From
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(4.11) with r0 = 2
nr1, we see that there exists 0 < δ
′ := δ′(A) ≪ 1 such that
|v0(2n+1r1)| ≤ (1 + δ′)|v0(2nr1)|. By a straightforward induction,
|v0(2nr1)| ≤ (1 + δ′)n|v0(r1)|·
Let r ≫ 1. Choosing n such that 2nr1 ≤ r ≤ 2n+1r1 and δ small enough, and using
(4.11) with r0 := 2
nr1, we obtain (4.17).
Step 2. Proof of (4.15). Again we may assume without loss of generality that
r≫ 1. We fix r1 ≫ 1. Combining (4.11) and Step 1, we obtain that for all n in N,
|v0(2nr1)− v0(2n+1r1)| .A,ǫ (2nr1) 34mǫ−(m−1)( 34− 1m ) .A,ǫ 1
(2nr1)ǫ
′ ,
where ǫ′ is a positive constant if ǫ is small enough. As a consequence,∑
n
|v0(2nr1)− v0(2n+1r1)| .A 1
which shows that v0(2
nr1) has a finite limit ℓ as n → ∞. Using again (4.11) and
Step 1, we deduce that v0(r) → ℓ as r → ∞. The bound |v0(r)| .A 1 follows
immediately. Going back to (4.11), we obtain for large r1
|v0(2nr1)− v0(2n+1r1)| .A (2nr1)−α.
Summing up over n ∈ N, we deduce
|v0(r1)− ℓ| .A 1
rα1
,
concluding the proof of (4.15).
Step 3. Proof of (4.14). Next we prove that −→w0 ∈ H˙1. We see from Ho¨lder’s
inequality, (4.10) and (4.15) that∫ 2n+1r1
2nr1
|∂rv0|2 + |v1|2 dr . (2nr1)m−2m
(∫ 2n+1r1
2nr1
|∂rv0|m + |v1|m dr
) 2
m
.A (2
nr1)
m−2
m −
3
2 (m−1)·
Hence, noting that the exponent m−2m − 32 (m − 1) is negative (since m > 2) and
summing over n, we see that∫ ∞
r1
|∂rv0|2 + |v1|2 dr <∞.
We also have∫ r1
0
|∂rv0|2 + |v1|2 dr . r
m−2
m
1
(∫ r1
0
|∂rv0|m + |v1|m dr
) 2
m
<∞.
Hence (v0, v1) ∈ H˙1(R), and we see from Lemma 3.3 that −→w0 ∈ H˙1.
Step 4. Proof of (4.16).
Let 0 < ǫ≪ 1. Choose r1 ≫ R¯ such that∫
|x|≥r1
|∂rw0|2 + |w1|2 dx ≤ ǫ.
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Then, let (w˘0, w˘1) := (Tr1w0,1R3\Br1w1), and wˇ be the solution of{
∂ttw˘ −△w˘ = |χr1w˘|p−1χr1w˘
−→˘
w (0) := (w˘0, w˘1)
given by Proposition 2.3. By the conclusion of this proposition,
sup
t∈R
∥∥∥∥−→˘w (t)−−−−−−−→S(t)−→˘w (0)(t)∥∥∥∥
H˙1
.
1
r
p−5
2
1
‖−→˘w (0)‖p
H˙1
·(4.18)
Hence (using also finite speed of propagation)
(4.19) sup
T−(w)<t<T+(w)
∫
|x|≥r1+|t|
|∂rw(t, x)|2 + |∂tw(t, x)|2 dx . ǫ.
From (3.2) we see that∫
|x|≤r1+|t|
|∂rw(t, x)|2 + |∂tw(t, x)|2 dx
. (r1 + |t|)m−2m
(∫
|x|≤r1+|t|
|r∂rw(t, x)|m + |r∂tw(t, x)|m dx
) 2
m
<∞·
Hence ~w(t) ∈ H˙1 for all t in the domain of existence of w.
Next we prove (4.16). The case t→ −∞ is a straightforward modification of the
case t→∞ and is left to the reader.
Let w¯ that satisfies the assumptions of Result 4.6. We first note that the proof
of (4.19) yields (fixing a small ǫ > 0 and choosing r1 ≫ max (R¯, 1)),
(4.20) sup
t∈R
∫
|x|≥r1+|t|
|∂rw¯(t, x)|2 + |∂tw¯(t, x)|2 dx . ǫ.
We have, for t ≥ 0∫ r1+|t|
R¯+|t|
|r∂rw¯(t, r)|2 + |r∂tw¯(t, r)|2 dr
. (r1 − R¯)
m−2
m
(∫ ∞
R¯+|t|
|r∂rw¯(t, r)|m + |r∂tw¯(t, r)|m dr
) 2
m
.
Hence, combining the estimates above with (4.8), we see that
lim inf
t→+∞
∫
|x|≥R¯+|t|
|∂rw¯(t, x)|2 + |∂tw¯(t, x)|2 dx . ǫ.
Hence
lim inf
t→∞
∫
|x|≥R¯+|t|
|∂rw¯(t, x)|2 + |∂tw¯(t, x)|2 dx = 0.
It remains to replace the lower limit by a limit to obtain (4.16). Defining w˘ as the
solution of {
∂ttw˘ −△w˘ = |χR¯+t˘w˘|p−1χR¯+t˘w˘−→˘
w (0) := (TR¯+t˘w¯(t˘),1R3\BR¯+t˘w¯(t˘)),
where t˘ is such that ∫
|x|≥R¯+|t˘|
|∂rw¯(t˘, x)|2 + |∂tw¯(t˘, x)|2 dx ≤ ǫ
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we see again from Proposition 2.3 that (4.18) holds for |t| ≥ |t˘| ≫ 1 and, by finite
speed of propagation,
(4.21) ∀t ≥ t˘,
∫
|x|≥R¯+|t|
|∂rw¯(t, r)|2 + |∂tw¯(t, r)|2 dx . ǫ.
Hence (4.16) holds. 
We are now in position to conclude the proof of Proposition 4.1. We distinguish
between two cases.
Case 1: ℓ = 0. We first prove that −→w0 is compactly supported. By (4.15), since
ℓ = 0,
(4.22) |v0(r)| .A 1
rα
, r ≥ 1.
Fix ǫ > 0 so small that 1− ǫ > 12α . By (4.11), for large r0,
∀n ≥ 0, |v0(2n+1r0)| ≥ (1 − ǫ)|v0(2nr0)|.
An easy induction gives |v0(2nr0)| ≥ (1 − ǫ)n|v0(r0)|, contradicting (4.22) unless
v0(r0) = 0. This proves that v0 (thus w0) has compact support. By (4.10) in Result
4.5 we deduce that we can assume (changing w1 on a set of measure 0 if necessary),
that w1 is a compactly supported function.
Since by our assumption w 6= 0, we can choose r0 > 0 close to the boundary of
the support of (w0, w1), so that
(4.23)
∫ ∞
2r0
|r∂rw0|m + |rw1|m dr = 0, 0 <
∫ ∞
r0
|r∂rw0|m + |rw1|m dr ≤ δ3
i.e. (4.9) is satisfied. If r0 ≤ r ≤ 2r0, we have, by (4.11),
|v0(r)| = |v0(r) − v0(2r0)| .A 1
rα0
|v0(r)| 34m.
Hence, for r ∈ [r0, 2r0],
v0(r) = 0 or |v0(r)| 34m−1 &A rα0 .
By continuity of v0, v0(r0) = 0. By (4.10), v0 = 0 for r > r0, and thus w0 = 0 for
r > r0, contradicting (4.23) and concluding the proof in the case ℓ = 0.
Case 2: ℓ 6= 0. In this case one can prove that σℓ(−→w0) is finite, contradicting our
assumptions. We omit the proof: in view of (4.16), it is exactly as Step 1 of the
proof of Lemma 3.11 in [10], using Proposition 2.3 with the potential given by
Remark 2.6 (b), and the H˙1 exterior energy estimate given by Remark 3.8.

4.3. Proof of the exterior energy property in the second case. We prove
here Proposition 4.2.
Proof of (a). Let −→w0 ∈ H˙sc such that σ := σ1(−→w0) is finite. If 0 < R < σ, we denote
by wˇR the solution of (1.1) with initial data
wˇ0,R = TRw0, wˇ1,R = 1R3\BRw1.
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In this step, we prove that there exists ρ such that R1+σ2 < ρ < σ and
∀R ∈ [ρ, σ), ‖(wˇ0,R − zρ(0), wˇ1,R)‖H˙1 ≤ δ1ρ
p−5
2(p−1)(4.24)
∀R ∈ [ρ, σ),
[−θσ
2
,
θσ
2
]
⊂ (T−(wˇR), T+(wˇR)) ∩ (T−(zR), T+(zR)) ,(4.25)
where δ1 is given by Proposition 2.3, R1 by Proposition 2.4 and zρ and θσ by Lemma
2.7. Note that
‖(wˇ0,R − zρ(0), wˇ1,R)‖2H˙1
=
∫
ρ≤|x|≤R
|∇Z1(0)|2 dx+
∫
R≤|x|≤σ
|∇w0 −∇Z1|2 dx+
∫
R≤|x|≤σ
|w1|2 dx,
and (4.24) follows if ρ is close enough to σ.
Since (−θσ, θσ) is in the domain of existence of zσ, the following limits will imply
(4.25) with ρ close to σ by standard perturbation theory:
lim
R
<
→σ
‖(wˇ0,R − zσ(0), wˇ1,R − ∂tzσ(0)‖H˙sc = 0(4.26)
lim
R
<
→σ
‖~zR(0)− ~zσ(0)‖H˙sc = 0.(4.27)
The limit (4.27) follows from Result B.3 in the appendix.
To obtain (4.26), notice that ∂tzσ(0) = 0 and
wˇ0,R − zσ(0) = TR(w0)− TσZ1 = (TR − Tσ)w0 + Tσ(w0 − Z1) = (TR − Tσ)w0,
since by the definition of σ, Tσ(w0 − Z1) = 0. Thus we are reduced to prove
lim
R
<
→σ
‖(TR − Tσ)w0‖H˙sc +
∥∥1Bσ\BRw1∥∥H˙sc−1 = 0,
which follows again from Result B.3 in the appendix. Step 1 is complete.
We will prove in the two remaining steps that wˇ = wˇρ satisfies the conclusion
of Proposition 4.2 (a). The sequel of the proof is close to Step 1 and Step 2 of
the proof of the corresponding result for p = 5 (Proposition 2.2 (a) in [8]) with
additional technicalities due to the fact that the nonlinearity is supercritical.
Step 2. Linearization around zρ.
Let R ∈ [ρ, σ).
By (4.24) and Remark 2.6, there exists θ′ > 0 depending only on ρ3 such that
the solution hR of
(4.28)
{
∂tthR −△hR = |TρZ1 + χRhR|p−1(TρZ1 + χRhR)− |TρZ1|p−1TρZ1
−→
hR(0) := (wˇ0,R − zρ(0), wˇ1,R)
satisfies the assumptions of Proposition 2.3 with I = [−θ′, θ′].
By Proposition 2.3, denoting by hL,R the solution of the linear wave equation with
initial data (wˇ0,R − zρ(0), wˇ1,R), we have
(4.29) sup
−θ′≤t≤θ′
∥∥∥−→hR(t)−−−→hL,R(t)∥∥∥
H˙1
≤ 1
100
∥∥∥−→hR(0)∥∥∥
H˙1
.
We let
θ := min
(
θσ
2
, θ′
)
.
3Since ρ depends only on σ, θ′ depends only on σ
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Letting w˜ := wˇR, we see that (4.3) and (4.5) are satisfied.
We also define hˇR := wˇR − zρ. Then hˇR is solution of the equation
(4.30)
 ∂tthˇR −△hˇR =
∣∣zρ + hˇR∣∣p−1 (zρ + hˇR)− |zρ|p−1zρ,
~ˇhR(0) = (wˇ0,R − zρ(0), wˇ1,R).
By finite speed of propagation
(4.31)
{
hˇR(t, r) = 0 if r ≥ σ + |t|, and
hˇR(t, r) = hR(t, r) if r ≥ R+ |t|, −θ ≤ t ≤ θ.
Step 3. Propagation of the support. Let R′ ∈ [R, σ). By (3.7) and Remark 3.8, the
following holds for all t ∈ [0, θ] or for all t ∈ [−θ, 0]:
(4.32)
∫
|x|≥R′+|t|
|∇hL,R(t, x)|2 + (∂thL,R(t, x))2 dx
≥
∫ +∞
R′+|t|
(
∂r(rhL,R(t, r))
)2
+
(
∂t(rhL,R(t, r))
)2
dr
≥ 1
2
∫ +∞
R′
(
∂r(rhˇR(0, r))
)2
+
(
∂t(rhˇR(0, r))
)2
dr
=
1
2
∫
|x|>R′
∣∣∇hˇR(0, x)∣∣2 + (∂thˇR(0, x))2 dx− R′
2
(
hˇR(0, R
′)
)2
.
Since
(4.33)
∣∣hˇR(0, R′)∣∣ = ∣∣∣∣∫ σ
R′
∂rhˇR(0, r) dr
∣∣∣∣ ≤
√
(σ −R′)
∫ σ
R′
(
∂rhˇR(0, r)
)2
dr
≤
√
σ −R′
R′
√∫ σ
R′
(
∂rhˇR(0, r)
)2
r2 dr,
we see that (4.32) implies, if R′ is close enough to σ, that the following holds for
all t ∈ [0, θ] or for all t ∈ [−θ, 0]:∫
|x|≥R′+|t|
|∇hL,R(t, x)|2 + (∂thL,R(t, x))2 dx
≥ 1
4
∫
|x|≥R′
|∇hˇR(0, x)|2 + (∂thˇR(0, x))2 dx.
Thus, by (4.29), the following holds for all t ∈ [0, θ] or for all t ∈ [−θ, 0]:
(4.34)
∫
|x|≥R′+|t|
|∇hR(t, x)|2 + (∂thR(t, x))2 dx
≥ 1
8
∫
|x|≥R′
|∇hˇR(0, x)|2 + (∂thˇR(0, x))2 dx.
Note that
|x| > R′ =⇒
−→ˇ
hR(0, x) = (w0(x)− Z1(x), w1(x)) .
Since R′ < σ1(
−→w0), the right-hand side of (4.34) is positive.
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By (4.31) we can replace, in the left-hand side of (4.34), hR by hˇR. This implies
σ1
(−→ˇ
wR(t)
) ≥ R′ + |t| for all t ∈ [0, θ] or for all t ∈ [−θ, 0].
Finally, since R′ can be taken arbitrarily close to σ, we obtain (4.4). 
Proof of (b). We next prove the second point of Proposition 4.2. The proof is
inspired by the proof of the analogous energy-critical result, (b) of Proposition 2.2
in [8].
By Result B.3 in the appendix, we can choose a large constant S1 > 0 such that
S1 satisfies (b) in Remark 2.6 and
(4.35) ∀R > S1, ‖TRZ1‖H˙sc <
δ0
2C0
, and ‖TRZ1‖H˙1 <
δ1
2
√
R
p−5
p−1 ,
where δ0, C0 are given by the small data theory in H˙sc (Proposition 2.1), and δ1 is
given by Proposition 2.3.
Step 1. Let −→w0 := (w0, w1) ∈ H˙sc such that S1 < σ1(−→w0) < ∞. In particular,−→w0 ∈ H˙1. Let R be such that S1 < R < σ1(−→w0),∥∥(TRw0,1R3\BRw1)∥∥H˙sc < δ0C0 , and(4.36) ∥∥(TR(w0 − Z1),1R3\BRw1)∥∥H˙1 < δ1√R p−5p−1 .(4.37)
Note that (4.36) and (4.37) are always possible for R close to σ1(
−→w0) in view of the
first inequality in (4.35) and Result B.3 in the appendix.
Let V be given by (b) in Remark 2.6. Let (h0, h1) =
−→w0 − (TS1Z1, 0), −→g0 :=
(g0, g1) :=
(TRh0,1R3\BRh1) and g the solution of
∂ttg −△g = |V + g|p−1(V + g)− |g|p−1g, ~g↾t=0 = −→g0
given by Proposition 2.3. Recall that by (4.37), g is globally defined and
(4.38) sup
t∈R
‖~gL(t)− ~g(t)‖H˙1 ≤
1
100
‖−→g0‖H˙1 ,
where gL(t) := S(t)
−→g0 . By Lemma 3.3 and Remark 3.8, the following holds for all
t ≥ 0 or for all t ≤ 0:∫
|x|≥R+|t|
|∇gL(t, x)|2+|∂tgL(t, x)|2 dx ≥
∫ +∞
R+|t|
|∂r(rgL)(t, r)|2+|∂t(rgL)(t, r)|2 dr
≥ 1
2
∫ +∞
R
|∂r(rg0)|2 + |g1|2 dr = 1
2
(‖∇g0‖2L2 + ‖g1‖2L2)−R|g0(R)|2.
Notice that g0 is supported in Bσ. Bounding g0(R) similarly to hˇR(0, R
′) in (4.33),
we obtain∫
|x|≥R+|t|
|∇gL(t, x)|2 + |∂tgL(t, x)|2 dx ≥ 1
4
(‖∇g0‖2L2 + ‖g1‖2L2)
if R is close enough to σ. Combining with (4.38), we deduce that the following
holds for all t ≥ 0 or for all t ≤ 0:
(4.39)
∫
|x|≥R+|t|
|∇g(t, x)|2 + |∂tg(t, x)|2 dx ≥ 1
8
(‖∇g0‖2L2 + ‖g1‖2L2) =: η′ > 0.
Indeed, η is positive by the definition of −→g0 since S1 < R < σ1(−→w0).
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Step 2. Let w˜ be the solution of (1.1) with initial data
−→˜
w0 =
(TRw0,1R3\BRw1).
By (4.36), w˜ is globally defined and scatters. Furthermore
−→˜
w0 =
−→w0 for |x| > R.
Let h˜ = w˜ − zS1 . Then
∂tth˜−△h˜ =
∣∣∣zS1 + h˜∣∣∣p−1 (zS1 + h˜)− |h˜|p−1h˜
(in the usual Duhamel sense), and, by the definition of V ,∣∣∣zS1 + h˜∣∣∣p−1 (zS1 + h˜)− |h˜|p−1h˜ = ∣∣∣V + h˜∣∣∣p−1 (V + h˜)− |h˜|p−1h˜,
for all (t, x) such that |x| ≥ S1 + |t|. In other words, h˜ and g satisfy the same
equation for |x| ≥ S1 + |t|. We also have
−→˜
h (0, r) = ~g(0, r) for r ≥ R > S1. By
finite speed of propagation and a standard argument (see again the comments after
(2.27) in [8]),
|x| ≥ R+ |t| =⇒ g(t, x) = h˜(t, x).
By (4.39), the following holds for all t ≥ 0 or for all t ≤ 0:∫
|x|≥R+|t|
∣∣∣∇h˜(t, x)∣∣∣2 + ∣∣∣∂th˜(t, x)∣∣∣2 dx ≥ η′.
Since σ1(
−→w 0) is finite, we know by finite speed of propagation that
supp
−→˜
h (t) ⊂ {r ≤ σ1(−→w 0) + |t|}.
Using Ho¨lder’s inequality, we deduce, for all t ≥ 0 or for all t ≤ 0,∫ +∞
R+|t|
|r∂rh˜(t, r)|m + |r∂th˜(t, r)|m dr ≥ η,
where η = 1C η
′
m
2 for a large constant C (depending on σ1(
−→w 0)). Finally, since
w˜(t, x) = h˜(t, x) + zS1(t, x) = h˜(t, x) + Z1(x) if |x| ≥ R+ |t|, we obtain
lim inf
t→+∞
or lim inf
t→−∞
∫ +∞
R+|t|
|r∂rw˜(t, r)|m + |r∂tw˜(t, r)|m dr ≥ η.
Using a similar argument to that below “It remains to replace the lower limit...”
in the proof of Result 4.6we can replace the lower limit by an uniform lower bound
and get (4.2), concluding the proof of (b). 
4.4. Proof of the profile version. The proof of Proposition 4.4 relies upon the
following lemma.
4.4.1. Exterior energy in positive times for linear solutions. The following lemma
states roughly that the exterior generalized energy of any solution of the linear wave
equation satisfies an asymptotic lower bound in both time directions. This can be
compared with Lemma 3.7, where one cannot choose the time direction, but the
lower bound is more precise.
Lemma 4.7. Let wL be a nonzero solution of the linear wave equation on R×R3,
with initial data −→w0 := (w0, w1) ∈ H˙sc , and δ > 0. Then there exists a solution w˜L
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of the linear wave equation, with initial data
−→˜
w0 := (w˜0, w˜1) ∈ H˙sc , and t0 > 0,
η > 0, and ρ0 ∈ R such that ∥∥∥−→˜w0∥∥∥
H˙sc
. ‖−→w0‖H˙sc ,(4.40) ∥∥∥r1− 2m (∂rw˜0, w˜1)∥∥∥
Lm×Lm
≤ δ,(4.41)
−→˜
wL(t, x) =
−→wL(t, x), if t ≥ t0, |x| > ρ0 + t(4.42)
and
(4.43) ∀t ≥ t0,
∫ +∞
ρ0+t
|r∂rw˜L(t, x)|m + |r∂tw˜L(t, x)|m dr ≥ η.
We first assume the lemma and prove Proposition 4.4. The proof of the lemma
is given in Subsubsection 4.4.3.
4.4.2. Main proof. Let us first assume that tj,n = 0 for all n. Then, by Proposition
4.1 or Proposition 4.2, there exists a solution W˜ j of (1.1) such that W˜ j scatters as
t→ ±∞ and positive numbers Rj > 0, ηj > 0 such that
|x| ≥ Rj =⇒
−→˜
W j(0, x) =
−→
W j(0, x),
and the following holds for t ≥ 0 or t ≤ 0∫ ∞
Rj+|t|
∣∣∣r∂rW˜ j(t, x)∣∣∣m + ∣∣∣r∂tW˜ j(t, x)∣∣∣m dr ≥ ηj
Hence, choosing ρj,n := λj,nRj and letting W˜
j
L
to be the linear solution with data−→˜
W j(0), we see that (4.6) holds and (4.7) holds for all t ≤ 0 or for all t ≥ 0.
Assume now that limn→∞
−tj,n
λj,n
= +∞ (the case where this limit is −∞ is the
same). Let W˜ j be the solution of (1.1) such that
lim
t→+∞
∥∥∥∥−→˜W j(t)−−→˜W jL (t)∥∥∥∥
H˙sc
= 0
with W˜ j
L
that is derived from W j
L
in Lemma 4.7 for some small δ > 0. By Lemma
3.2,
(4.44) lim
t→∞
∥∥∥r1− 2m ∂r(W˜ j − W˜ jL )(t)∥∥∥
Lm
+
∥∥∥r1− 2m ∂t(W˜ j − W˜ jL )(t)∥∥∥
Lm
= 0,
By Proposition 3.9, if δ is small enough, W˜ j scatters in both time directions. By
(4.43) and (4.44), there exists tj and ηj > 0 such that
t ≥ tj =⇒
∫ +∞
ρj+t
∣∣∣r∂rW˜ j(t, r)∣∣∣m + ∣∣∣r∂tW˜ j(t, r)∣∣∣m dr ≥ ηj ·
Hence, choosing n≫ 1 so that − tj,nλj,n ≥ tj , and letting ρj,n := ρjλj,n − tj,n, we see
that (4.6) holds, and (4.7) holds for all t ≥ 0.
Remark 4.8. We see from the proof that
(∀n, tj,n = 0) =⇒ ∃Rj > 0, ∀n, ρj,n = λj,nRj
lim
n→∞
− tj,n
λj,n
∈ {±∞} =⇒ ∃ρj , ρj,n = |ρjλj,n − tj,n| ∼ |tj,n| as n→∞.
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4.4.3. Proof of the asymptotic lower bound for linear solutions. We next prove
Lemma 4.7. Recall that if wL is a solution of the linear wave equation, with initial
data in H˙sc , then rwL(t, r) = f(t+ r)− f(t− r), with f ∈ Lmloc(R) and f˙ ∈ Lm(R).
By Lemma 3.3, we see that for ρ0 ∈ R and t≫ |ρ0|
(4.45)
∫ ∞
ρ0+t
|r∂rwL(t, x)|m + |r∂twL(t, x)|m dr
≈
∫ ∞
ρ0+t
∣∣f˙(t+ r) + f˙(t− r)∣∣m + ∣∣f˙(t+ r)− f˙(t− r)∣∣mdr + (ρ0 + t)∣∣wL(t, ρ0 + t)∣∣m
≈
∫ ∞
ρ0+t
∣∣f˙(t+ r)∣∣m + ∣∣f˙(t− r)∣∣m dr + (ρ0 + t)∣∣wL(t, ρ0 + t)∣∣m
≈
∫ ∞
ρ0+2t
∣∣f˙(r)∣∣m dr + ∫ −ρ0
−∞
∣∣f˙(r)∣∣m dr + 1
(ρ0 + t)m−1
∣∣f(ρ0 + 2t)− f(−ρ0)∣∣m·
Let ρ0 ∈ R and δ ≫ η > 0 be such that
(4.46)
∫ −ρ0
−∞
|f˙(r)|m dr = 2η.
Let 0 < ǫ≪ 1 and R≫ 1 such that ∫∞
R
∣∣f˙ ∣∣m ≤ ǫ. Then, for r ≥ R,
|f(r) − f(R)|m =
∣∣∣∣∫ r
R
f˙(s) ds
∣∣∣∣m ≤ (r −R)m−1 ∫ r
R
|f˙(s)|m ds ≤ (r −R)m−1ǫ,
which proves that lim supr→∞ r
1−m|f(r)|m ≤ ǫ, and finally (with the same proof
for r→ −∞),
(4.47) lim
r→±∞
r1−m|f(r)|m = 0.
Let t0 ≫ 1 such that
(4.48) ∀t ≥ t0,
∫ ∞
ρ0+2t
∣∣f˙(r)∣∣m dr + 1
(ρ0 + t)m−1
∣∣f(ρ0 + 2t)− f(−ρ0)∣∣m ≤ η.
If w˜L is the solution of the linear wave equation with initial data
(w˜0, w˜1) =
(
Tρ0+t0wL(t0),1R3/Bρ0+t0∂twL(t0)
)
at t = t0, then we see that (4.40), (4.42) and (4.43) hold. Furthermore, using the
pseudo-conservation of the generalized energy (Lemma 3.6), we also get (4.41).
5. Proof of Theorem in the global case
5.1. Sketch of proof. In this section we prove Theorem 1.1 in the global case (i.e
T+(w) = ∞ or T−(w) = −∞). We will assume T+(w) = +∞ and that (1.7) does
not hold, and prove that w scatters for positive times. The case of negative times
follows by looking at the solution w(−t, x) of (1.1).
We first show (Proposition 5.1) that if w is a solution of (1.1) that exists globally
in the forward direction, and such that there exists a sequence tn →∞ along which
its critical H˙sc norm is bounded, then there exists a solution of the linear wave
equation that approaches well w in the weighted Lm-norm as t→∞, in the region
|x| ≥ t−A (A arbitrary large).
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We next prove (Proposition 5.2) that if ~w(tn) is bounded in H˙sc and has a profile
decomposition, the only (nonlinear) profile that can have exterior generalized energy
is the one corresponding to the linear component wL constructed in Proposition 5.1.
We then conclude the proof using the channels of generalized energy property
for nonzero profiles given in the preceding section, proving that the only admissible
profiles in the preceding profile decomposition is the one corresponding to wL (see
Subsection 5.2). This is the core of the proof, and also its most technical part,
mainly because we must take a particular care at the profiles with initial data
equal to Zℓ (for some ℓ 6= 0) for large r: see Cases 2 and 3 of Lemma 5.3.
We first state Propositions 5.1 and 5.2. Subsection 5.2 is devoted to the proof
of Theorem 1.1 assuming these two propositions, which are proved in Subsections
5.3 and 5.4 respectively.
Proposition 5.1. Let w be a solution of (1.1) such that T+(w) =∞. Assume that
there exists a sequence tn →∞ such that
(5.1) sup
n∈N
‖~w(tn)‖H˙sc <∞.
Then there exists a linear solution wL such that for all A in R
(5.2) lim
t→+∞
∫ ∞
t−A
|r∂r(w − wL)(t, r)|m + |r∂t(w − wL)(t, r)|m dr = 0.
Proposition 5.2. Let w and wL be as in Proposition 5.1. Let {ρn}n∈N be a
sequence of nonnegative numbers. There does not exist a sequence {tn}n∈N → ∞
such that
(5.3) ~w(tn) ≍ −→wL(tn) +
∑
j≥1
−−→
W j
L,n(0), |x| > ρn
where the corresponding nonlinear profiles W j scatter as t→ ±∞, and there exists
j0 ≥ 1 such that
(5.4)
∫ ∞
ρn+|t|
∣∣r∂rW j0n (t, r)∣∣m + ∣∣r∂tW j0n (t, r)∣∣m dr ≥ η,
for some ǫ > 0 and for all t ≥ 0 or for all t ≤ 0.
The statement (5.3) means:
~w(tn) ≍
∑
j≥0
−−→
W j
L,n(0), |x| > ρn,
where W 0
L
= wL, t0,n = tn and λ0,n = 1 for all n.
5.2. Scattering. We first assume Propositions 5.1 and 5.2 and prove Theorem 1.1
for positive times, when T+(u) = +∞. The proof relies on the following lemma:
Lemma 5.3. Let w be a solution of (1.1) such that T+(w) = +∞, that does not
scatter forward in time, and such that (1.7) does not hold. Let wL be given by
Proposition 5.1. Then, replacing w by −w if necessary, there exists a sequence of
times {tn}n →∞, a sequence {ρn}n of positive numbers, such that
(5.5) ~w(tn) ≍ −→wL(tn) +
∑
j≥1
−−→
W j
L,n(0), |x| > ρn
and one of the following holds
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• Case 1. For all j ≥ 1, W j scatters in both time directions and there exists
η > 0, j0 ≥ 1 such that the following holds for all t ≥ 0 or for all t ≤ 0:
(5.6)
∫ ∞
ρn+|t|
∣∣r∂rW j0n (t, r)∣∣m + ∣∣r∂tW j0n (t, r)∣∣m dr ≥ η.
• Case 2. For all j ≥ 2, W j scatters in both time directions and there ex-
ists η > 0, j0 ≥ 2 such that (5.6) holds for all t ≥ 0 or for all t ≤ 0.
Furthermore,
lim
n→∞
− tj0,n
λj0,n
∈ {±∞}
∀n, t1,n = 0; and (W 10 ,W 11 ) = (Tr1Z, 0)
for some r1 > 0 such that
(5.7) ∀n, ρn ≥ r1λ1,n.
• Case 3. For all j ≥ 2, W j scatters in both time directions,
∀n, t1,n = 0; σ1(W 10 ,W 11 ) <∞; and lim sup
n→∞
ρn
λ1,n
< σ1(W
1
0 ,W
1
1 ).
(The notation σ1 is defined at the beginning of Section 4). Let us postpone the
proof of Lemma 5.3 to the end of this subsection. Assuming Lemma 5.3, we obtain
a contradiction in each of the three cases as follows.
Case 1. In this case, the assumptions of Proposition 5.2 are satisfied which
immediately gives a contradiction.
It remains to deal with Cases 2 and 3. We will prove that in both cases, we can
reduce to Case 1 along the sequence {tn}n or another sequence of times.
Case 2. We first notice that if r1 > ρZ , where ρZ is defined in Lemma 2.7,
then we are still in the setting of Proposition 5.2. Indeed, by the definition of ρZ ,
W 1 = zr1 scatters in both time directions. We will reduce to this setting by proving
the following:
Result 5.4. • Assume:
(5.8) lim
n→∞
−tj0,n
λj0,n
= +∞.
Let θr1 be given by Lemma 2.7, t˜n := tn + λ1,n
θr1
2 , r˜1 := r1 +
θr1
2 , ρ˜n :=
ρn + λ1,n
θr1
2 . Then the sequence
{
~w(t˜n)
}
n
is bounded in H˙sc and satisfies
(after extraction) the conclusion of Case 2 of Lemma 5.3, with r1 and ρn
replaced by r˜1 and ρ˜n.
• Assume:
(5.9) lim
n→∞
−tj0,n
λj0,n
= −∞.
If t˜n := tn − λ1,n θr12 , then t˜n > T−(w) for n ≫ 1 and the same conclusion
holds with the same r˜1 and ρ˜n defined above.
It is easy to see that we can assume r1 > ρZ after a finite number of iterations
of Result 5.4. To conclude this case, it thus suffices to prove Result 5.4.
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Proof of Result 5.4. We note that since σ1(W
1
0 ,W
1
1 ) is finite, (W
1
0 ,W
1
1 ) is not com-
pactly supported. Since for all n, t1,n = 0, we can use Proposition 3.12 and finite
speed of propagation to prove that
(5.10) lim
n→∞
λ1,n
tn
= 0.
This shows that t˜n ∼ tn as n→∞, and thus that t˜n is in both cases in the domain
of existence of w for large n.
We prove Result 5.4 in the case where (5.8) holds. The proof is the same when
(5.9) holds. Note that by (5.8), we can assume that (5.6) must hold for all t ≥ 0.
Indeed, assume on the contrary that (5.6) holds for all t ≤ 0. Letting t = tj0,n in
(5.6), we obtain
η ≤
∫ +∞
ρn+|tj0,n|
|r∂r,tW j0n (tj0,n, r)|m dr =
∫ +∞
ρn+|tj0,n
|
λj0,n
|r∂r,tW j0(0, r)|m dr,
which goes to 0 as n goes to infinity by (5.9). This is a contradiction.
By the definition of θr1 , W
1 = zr1 is defined on
[
0,
θr1
2
]
. Since all the nonlinear
profilesW j , j ≥ 2 scatter in both time directions, we can apply Proposition 2.10 to
the sequence {~w(tn)}n at the time θn =
θr1
2 λ1,n. After extraction of subsequences,
(5.11) ~w
(
tn +
λ1,nθr1
2
)
≍ −→wL
(
tn +
λ1,nθr1
2
)
+
∑
j≥1
−−→
V j
L,n(0), |x| > ρ˜n,
where, for j ≥ 1,
V j
L,n(t, x) :=
1
λ
2
p−1
j,n
V j
L
(
t− sj,n
λj,n
,
x
λj,n
)
, sj,n := tj,n − λ1,nθr1
2
and V j
L
is the only solution of the linear wave equation that satisfies
lim
n→∞
∥∥∥∥−→W j (−sj,nλj,n
)
−
−→
V j
L
(−sj,n
λj,n
)∥∥∥∥
H˙sc
= 0.
By (5.8), the nonlinear profile associated to V j0
L
and {(sj0,n, λj0,n)}n∈N is exactly
W j0 . Denoting by
V j0n (t, x) =
1
λ
2
p−1
j0,n
W j0
(
t− sj0,n
λj0,n
,
x
λj0,n
)
,
we have, for all t ≥ 0,∫ +∞
ρ˜n+t
∣∣r∂rV j0n (t, r)∣∣m + ∣∣r∂tV j0n (t, r)∣∣m dr
=
∫ +∞
ρ˜n+t
∣∣∣∣r∂rW j0n (t+ θr1λ1,n2 , r
)∣∣∣∣m + ∣∣∣∣r∂tW j0n (t+ θr1λ1,n2 , r
)∣∣∣∣m dr ≥ η > 0
by (5.6), which proves that the analog of (5.6) is satisfied. Using finite speed of
propagation, and since ρ˜n ≥ λ1,nr˜1 for large n, and (W 10 ,W 11 ) = (Tr1Z1, 0), we can
replace in (5.11) the profile of the decomposition corresponding to j = 1 by the
profile with initial data (Tr˜1Z1, 0), which concludes the proof of Result 5.4 and thus
of Case 2. 
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Case 3. First assume that
(5.12) σ1(W
1
0 ,W
1
1 ) > S1,
where S1 is given by Proposition 4.2 (b). We fix R close to σ1
(
W 10 ,W
1
1
)
and such
that
max
(
lim sup
n
ρn
λ1,n
, S1
)
< R < σ1
(
W 10 ,W
1
1
)
.
By Proposition 4.2 (b), if R is close enough to σ1
(
W 10 ,W
1
1
)
, there exists η > 0 and
a scattering solution W˜ 1 of (1.1), with initial data
−→˜
W 10 := (W˜
1
0 , W˜
1
1 ) such that
(5.13) ∀r ≥ R,
−→˜
W 10 (r) =
(
W 10 ,W
1
1
)
(r),
and the following holds for all t ≥ 0 or for all t ≤ 0.
(5.14)
∫ +∞
R+|t|
∣∣∣r∂rW˜ 1(t, r)∣∣∣m + ∣∣∣r∂tW˜ 1(t, r)∣∣∣m dr ≥ η.
By (5.5), (5.13) and since, by our choice of R, Rλ1,n > ρn for large n, we see that
~w(tn) ≍ ~wL(tn)+
 1
λ
2
p−1
1,n
W˜ 10 ,
1
λ
2
p−1+1
1,n
W˜ 11
( ·
λ1,n
)
+
∑
j≥2
−−→
W j
L,n(0), |x| > Rλ1,n.
Combining with (5.14), we see that the assumptions of Proposition 5.2 are satisfied,
concluding the proof when (5.12) holds.
We next prove that we can always reduce to the case where (5.12) holds, by
changing the sequence of times {tn}n. By Proposition 4.2 (a), there exists θ > 0,
R > 0 close to σ1(W
1
0 ,W
1
1 ) such that
(5.15) lim sup
n
ρn
λ1,n
< R < σ1(W
1
0 ,W
1
1 ),
and a solution Wˇ 1, defined for t ∈ [−θ, θ], with initial data
−→ˇ
W 10 := (Wˇ
1
0 , Wˇ
1
1 ), and
such that −→ˇ
W 10 (r) = (W
1
0 (r),W
1
1 (r)), r > R
and the following holds for all t ∈ [0, θ] or for all t ∈ [−θ, 0]:
(5.16) σ1
(−→ˇ
W 1(t)
)
= σ1
(
W 10 ,W
1
1
)
+ |t|.
We will prove:
Result 5.5. Assume that (5.16) holds for all t ∈ [0, θ] (respectively for all t ∈
[−θ, 0]). Let t˜n = tn + λ1,n θ2 (respectively t˜n = tn − λ1,n θ2). Then for large n,
t˜n is in the maximal interval of existence of w, the sequence
{
~w(t˜n)
}
n
is bounded
in H˙sc and has a profile decomposition
{
W˜ j
L
,
{
(t˜j,n, λj,n)
}
n∈N
}
j≥1
that satisfies
the conclusions of Case 3 of Lemma 5.3, with σ1
(
W 10 ,W
1
1
)
and ρn replaced by
σ1
(
W˜ 10 , W˜
1
1
)
:= σ1
(
W 10 ,W
1
1
)
+ θ2 and ρ˜n := Rλ1,n +
λ1,nθ
2 respectively.
Iterating Result 5.5, and using the bound from below (4.5) of θ in Proposition
4.2, we see that we can reduce to the case where (5.12) is satisfied. It remains to
prove Result 5.5.
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Proof of Result 5.5. The proof is quite similar to the proof of Result 5.4. The fact
that t˜n is in the domain of existence of w for large n follows from (5.10).
Since Rλ1,n > ρn for n≫ 1, we deduce from (5.5):
(5.17) ~w(tn) ≍ −→wL(tn) +
−→ˇ
W 1n(0) +
∑
j≥2
−−→
W j
L,n(0), |x| > Rλ1,n
where
Wˇ 1n(t, x) =
1
λ
2
p−1
1,n
Wˇ 1
(
t
λ1,n
,
x
λ1,n
)
.
Assume that (5.16) holds for t ∈ [0, θ] to fix ideas. Using (5.17), Proposition 2.10,
and recalling that t˜n = tn +
λ1,nθ
2 , we get
(5.18) ~w
(
t˜n
) ≍ −→wL (t˜n)+−−→Vˇ 1L,n (0) +∑
j≥2
−−→
V j
L,n (0) , |x| > ρ˜n,
where the modulated linear profiles Vˇ 1
L,n and V
j
L,n are as in Remark 2.9.
Note that Vˇ 1
L
is the solution of the linear wave equation with initial data
−→ˇ
W 1( θ2 )
that satisfies, by (5.16),
(5.19) σ1
(−→ˇ
W 1(θ/2)
)
= σ1(W
1
0 ,W
1
1 ) +
θ
2
.
Note also that
lim sup
n→∞
ρ˜n
λ1,n
= R+
θ
2
< σ1
(−→ˇ
W 1(θ/2)
)
by (5.19) and the choice (5.15) of R. Finally, we see that the assumptions of Case
3 are satisfied, which concludes the proof of Result 5.5. 
We have proved Theorem 1.1 in the global case assuming Lemma 5.3. It remains
to prove the lemma.
Proof of Lemma 5.3. Let tn → +∞ such that ~w(tn) is bounded in H˙sc . Extracting
subsequences, we can assume that ~w(tn) has a profile decomposition
(5.20) ~w(tn) ≍
∑
j≥1
−−→
W j
L,n(0).
If all the profiles are zero, then the solution w scatters, contradicting our assump-
tions. Thus at least one profile, says W 1
L
is nonzero.
Let ǫ > 0 be a small number such that ǫ <
∥∥∥−→W 1L (0)∥∥∥
H˙sc
, and such that any
solution of (1.1) with initial data < ǫ in H˙sc is globally defined and scatters in both
time directions.
We reorder the profiles so that there exists J0 ≥ 1 such that
(5.21)

∀j ∈ {1, . . . , J0},
∥∥∥∥−→W jL (0)∥∥∥∥
H˙sc
≥ ǫ
∀j ≥ J0 + 1,
∥∥∥∥−→W jL (0)∥∥∥∥
H˙sc
< ǫ.
We next define two subsets I and J of {1, . . . , J0}.
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Definition of I. Recall that we can assume that the parameters tj,n and λj,n)
satisfy (2.17). If j ∈ {1, . . . , J0}, we let{
αj,n = λj,n if ∀n, tj,n = 0
αj,n = |tj,n| if limn −tj,nλj,n = ±∞,
Then W j
L,n is essentially localized close to {r = αj,n} (see Proposition 3.10).
We define I ⊂ {1, . . . , J0} as the set of indices corresponding to the most exterior
profiles: if j ∈ {1, . . . , J0}
(5.22) j ∈ I ⇐⇒ ∀k ∈ {1, . . . , J0}, αk,n . αj,n.
Extracting subsequences, we can always assume that I is not empty, and that the
following holds:
(5.23) ∀j ∈ I, ∀k ∈ {1, . . . , J0} \ I, lim
n→∞
αk,n
αj,n
= 0.
Definition of J . Recall from the beginning of Section 4 the definition of σℓ. We
define J as the set of indices j ∈ {1, . . . , J0} such that tj,n = 0 for all n and there
exists ℓ ∈ R \ {0} such that σℓ(
−→
W j
L
(0)) <∞. If j ∈ J we can assume, rescaling W j
L
if necessary
(5.24) σ1
(−→
W j
L
(0)
)
<∞ or σ−1
(−→
W j
L
(0)
)
<∞.
We distinguish three cases.
Case 1. I ∩ J = ∅. If j ∈ {1, . . . , J0} \ J , we let W˜ jL and {ρj,n}n be given by
Proposition 4.4. Note that by Remark 4.8,
(5.25) ρj,n ≈ αj,n as n→∞.
If j ∈ J , we let W˜ j
L
be the solution of the linear wave equation with initial data
(W˜ j0 , W˜
j
1 ) = (T1+ρZZ±1, 0),
where the sign + or − is the same as in (5.24), and ρZ is defined in Lemma 2.7.
Extracting subsequences, rescaling the profiles, and reordering them if necessary,
we can assume, in view of (5.22), (5.23) and (5.25),
(5.26) 1 ∈ I, ∀j ∈ {1, . . . , J0} \ J , ∀n, ρ1,n ≥ ρj,n.
Let ρn = ρ1,n. By (5.26) and the definition of W˜
j , we have(
j ∈ {1, . . . , J0} \ J and r ≥ ρn
)
=⇒
−−→
W j
L,n(0, r) =
−−→
W˜ j
L,n(0, r).
By (5.23) and the assumption I ∩ J = ∅,
∀j ∈ J , lim
n→∞
λj,n
ρn
= lim
n→∞
αj,n
ρn
= 0.
Thus for large n, if j ∈ J ,
ρn ≥ λj,nmax
(
1 + ρZ , σ±1
(
W j0 ,W
j
1
))
,
where the sign in σ±1 is again given by (5.24). We thus obtain(
j ∈ J and r ≥ ρn
)
=⇒
−−→
W j
L,n(0, r) =
−−→
W˜ j
L,n(0, r).
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We can thus rewrite (5.20) as
~w(tn) ≍ −→wL(tn) +
J0∑
j=1
−−→
W˜ j
L,n(0) +
∑
j≥J0+1
−−→
W j
L,n(0), |x| > ρn,
and the assumptions of Case 1 of Lemma 5.3 are satisfied with j0 = 1.
It remains to treat the other cases, i.e. when I ∩ J is not empty. Since for
j ∈ J , tj,n = 0 for all n, and thus αj,n = λj,n, (5.22) and the pseudo-orthogonality
property (2.12) imply that I ∩ J has only one element. Reordering and replacing
w with −w if necessary, we can assume I ∩ J = {1} and σ1(W 10 ,W 11 ) <∞. Using
again (2.12), (2.17) and (5.22), we also have:
(5.27) j ∈ I \ {1} =⇒ lim
n→∞
−tj,n
λj,n
∈ {±∞}.
For j = 2 . . . J0, we let W˜
j and ρj,n be given by Proposition 4.4. Reordering and
extracting subsequences, we can assume that
(5.28) ∀j ∈ {2, . . . J0}, ∀n, ρ2,n ≥ ρj,n.
Case 2. In this case we also assume that
lim sup
n→∞
ρ2,n
λ1,n
≥ σ1
(
W 10 ,W
1
1
)
.
Hence, after extraction of a subsequence,
(5.29) lim
n→∞
ρ2,n
λ1,n
≥ σ1
(
W 10 ,W
1
1
)
.
We first make a slightly stronger assumption than (5.29):
(5.30) ∀n, ρ2,n ≥ λ1,nσ1
(
W 10 ,W
1
1
)
.
Let r1 = σ1
(
W 10 ,W
1
1
)
. By (5.30), (5.7) is satisfied with ρn = ρ2,n. We let(
W˜ 10 , W˜
1
1
)
= (Tr1Z1, 0) .
By the definition of r1, we have
r > r1 =⇒
(
W˜ 10 , W˜
1
1
)
(r) = (W 10 ,W
1
1 )(r).
For j = 1 . . . J0, we define
W˜ j
L,n(t, x) =
1
λ
2
p−1
j,n
W˜ j
L
(
t− tj,n
λj,n
,
x
λj,n
)
(recall that W˜ 1L is the solution of the linear wave equation with initial data (W˜
1
0 , W˜
1
1 )
and that for j = 2 . . . J0, W˜
j
L is given by Proposition 4.4). By (5.28) and (5.7),
~w(tn) ≍ −→wL(tn) +
J0∑
j=1
−−→
W˜ j
L,n(0) +
∑
j≥J0+1
−−→
W j
L,n(0), |x| > ρn.
By the definition of ρn = ρ2,n, W˜
2 satisfies (5.6). Thus all the assumptions of Case
2 of Lemma 5.3 are satisfied.
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It remains to treat the general case (i.e (5.30) is not satisfied). By (5.29), after
extraction of a subsequence
(5.31) lim
n→∞
ρ2,n
λ1,n
= σ := σ1
(
W 10 ,W
1
1
)
.
Let λ˜1,n =
ρ2,n
σ . Then by (5.31), limn λ˜1,n/λ1,n = 1. This implies that
lim
n→∞
∥∥∥∥∥∥ 1λ 2p−11,n W 10
( ·
λ1,n
)
− 1
λ˜
2
p−1
1,n
W 10
(
·
λ˜1,n
)∥∥∥∥∥∥
H˙sc
= 0, and
lim
n→∞
∥∥∥∥∥∥ 1λ1+ 2p−11,n W 11
( ·
λ1,n
)
− 1
λ˜
1+ 2p−1
1,n
W 11
(
·
λ˜1,n
)∥∥∥∥∥∥
H˙sc−1
= 0.
This proves that ~w(tn) has a profile decomposition for |x| > ρn, with profiles
{wL} ∪
{
W j
L
}
j≥1
and parameters
{(1, tn)}n∈N ∪
{
(λ˜1,n, t1,n)
}
n∈N
∪ {{(λj,n, tj,n)}n∈N}j≥2 .
Since ρ2,n = λ˜1,nσ1
(
W 10 ,W
1
1
)
, we see that we are reduced to the case where (5.30)
holds, concluding the proof.
Case 3. In this case we also assume that
lim sup
n→∞
ρ2,n
λ1,n
< σ1
(
W 10 ,W
1
1
)
.
Let ρn := ρ2,n. Then by (5.28),
~w(tn) ≍ −→wL(tn) +
−−−→
W 1L,n(0) +
J0∑
j=2
−−→
W˜ j
L,n(0) +
∑
j≥J0+1
−−→
W j
L,n(0), |x| > ρn,
and it is easy to check that all the assumptions of Case 3 of Lemma 5.3 are satisfied.

5.3. Existence of the free wave. We next prove Proposition 5.1. We start with
a preliminary lemma.
5.3.1. Scattering outside wave cones.
Lemma 5.6. Let w be a solution of (1.1) such that T+(w) = +∞ and (1.7) does
not hold. Then there exists a sequence {sn}n → +∞ such that
lim sup
n→∞
‖~w(sn)‖H˙sc <∞,
a sequence {(w0,n, w1,n)}n∈N, bounded in H˙sc , and a small ǫ > 0 such that for large
n, the solution wn of (1.1) with initial data (w0,n, w1,n) scatters forward in time
and
(5.32) |x| > (1− ǫ)sn =⇒ ~w(sn, x) = (w0,n(x), w1,n(x)).
Proof. Step 1. Let {tn} → ∞ such that {~w(tn)}n is bounded in H˙sc . In this step
we prove that there exists (after extraction and for large n) an ǫ′ > 0 such that
(5.33) ~w(tn) ≍
∑
j≥1
−−−→
W˜ jL,n(0), |x| > (1− ǫ′)tn,
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with nonlinear profiles W˜ j , such that for all j, W˜ j scatters in both time directions
or
(5.34) lim
n→∞
−tj,n
λj,n
∈ {±∞} and ∀n, |tj,n| > (1− 2ǫ′)tn.
Extracting subsequences, we can assume that
~w(tn) ≍
∑
j≥1
−−−→
W jL,n(0).
If all the corresponding nonlinear profiles W j scatters forward in time then w
scatters by Proposition 2.8 and and Remark 2.2, and one can choose ǫ′ := 1. If not,
we reorder the profiles so that for j ≥ J0 + 1, W j scatters in both time directions,
and for 1 ≤ j ≤ J0, W j does not scatter, at least in one time direction. Let j ≥ 1.
If j ≥ 1 + J0, we let W˜ jL = W jL . If 1 ≤ j ≤ J0, we will obtain W˜ jL from W jL by
truncation as follows.
Case 1. Assume
(5.35) ∀n, tj,n = 0.
By Proposition 3.11 and Proposition 3.12 the sequence {λj,n/tn}n is bounded, and
we distinguish between two subscases.
Case 1a. Assume (5.35) and
(5.36) lim
n→∞
λj,n
tn
∈ (0,∞).
By the pseudo-orthogonality conditions (2.12), there is no other j satisfying (5.35)
and (5.36). Rescaling (W j0 ,W
j
1 ), we can assume that the preceding limit is 1, and
that λj,n = tn for all n. Then, changingW
j
0 andW
j
1 on a negligible set if necessary:
(5.37) supp(W j0 ,W
j
1 ) ⊂ B1
Indeed, Proposition 3.12 yields for R≫ 1 and n≫ 1
‖r1− 2m ∂r,tw(tn)‖mLm({|x|≥tn+R}) &
∥∥∥r1− 2m ∂r,tW jL,n (0)∥∥∥m
Lm({|x|≥tn+R})
+ on(1)
=
∥∥∥r1− 2m ∂rW j0 ∥∥∥m
Lm({|x|≥1+ Rtn })
+
∥∥∥r1− 2mW j1 ∥∥∥m
Lm({|x|≥1+ Rtn })
+ on(1).
Letting n→∞ and R→∞, and using Proposition 3.11, we obtain (5.37).
By Result B.3, we can choose 0 < ǫ′ ≪ 1 such that(
W˜ j0 , W˜
j
1
)
:=
(
T1−ǫ′W j0 ,1R3\B1−ǫ′W j1
)
satisfies ∥∥∥(W˜ j0 , W˜ j1)∥∥∥
H˙sc
≤ δ0
C0
,
where δ0 and C0 are given by Proposition 2.1 (the small data theory for the
equation (1.1)). Letting W˜ j be the the nonlinear profile associated to W˜ j
L
and
{(tj,n, λj,n)}n∈N, we see that W˜ j scatters in both time directions by Proposition
2.1. Furthermore,
(5.38) |x| ≥ (1− ǫ′)tn =⇒
−−→
W˜ j
L,n(0, x) =
−−→
W j
L,n(0, x).
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Case 1b. Assume (5.35) and
(5.39) lim
n→∞
λj,n
tn
= 0.
As before, by Result B.3 in the appendix and Proposition 2.1, we can choose Rj ≫ 1
such that the solution W˜ j with initial data
(5.40)
(
W˜ j0 , W˜
j
1
)
:=
(
TRjW j0 ,1R3\BRjW
j
1
)
scatters in both time directions. Note by the definition of (W˜ j0 , W˜
j
1 ) that
|x| ≥ Rjλj,n =⇒
−−→
W˜ j
L,n(0, x) =
−−→
W j
L,n(0, x).
In view of (5.39), we see that (5.38) is satisfied for large n.
Case 2. We next assume
(5.41) lim
n→∞
−tj,n
λj,n
∈ {±∞}.
Again, we distinguish between two subcases.
Case 2a. We assume (5.41) and, after extraction of a subsequence
(5.42) ∀n, |tj,n| ≤ (1 − 2ǫ′)tn.
Using Result B.3, we define again (W˜ j0 , W˜
j
1 ) by (5.40), where Rj ≫ 1 is such that∥∥∥(W˜ j0 , W˜ j1 )∥∥∥
H˙sc
≤ δ0
2C0
.
As a consequence, for all t ∈ R,∥∥∥∥−→˜W jL (t)∥∥∥∥
H˙sc
=
∥∥∥(W˜ j0 , W˜ j1 )∥∥∥
H˙sc
≤ δ0
2C0
.
Thus by Proposition 2.1 and (2.18), the nonlinear profile W˜ j associated to W˜ j
L
and
{(λj,n, tj,n)}n∈N scatters in both time directions. Furthermore we obtain by finite
speed of propagation:
|x|
λj,n
≥ |tj,n|
λj,n
+Rj =⇒
−−→
W˜ j
L,n(0, x) =
−−→
W j
L,n(0, x).
In view of (5.41) and (5.42), we see that (5.38) is satisfied for large n.
Case 2b. We assume (5.41) and after extraction of a subsequence
(5.43) ∀n, |tj,n| > (1 − 2ǫ′)tn.
In this case, we simply let W˜ j
L
:= W j
L
.
Recalling that (5.38) is satisfied for all j ≥ 1, we obtain as announced (5.33),
where for all j ≥ 1, the corresponding nonlinear profile W˜ j scatters in both time
directions or satisfies (5.34).
Step 2. Conclusion of the proof. If all the nonlinear profiles W˜ j corresponding to
the preceding profile decomposition scatter forward in time, then by Proposition
2.8, the solution w˜n with initial data (w˜0,n, w˜1,n) :=
∑
j≥1
−−−→
W˜ jL,n(0) scatters for large
n, and the conclusion of the lemma is satisfied with sn := tn, ǫ = ǫ
′, (w0,n, w1,n) :=
(w˜0,n, w˜1,n).
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We thus assume that there is at least one nonlinear profile W˜ j that does not
scatter forward in time. We reorder the profiles, so that (for some J1 ≥ 1) if
1 ≤ j ≤ J1 then W˜ j does not scatter forward in time, and if j ≥ J1+1, W˜ j scatters
forward in time. We will prove the conclusion of the lemma with sn :=
3tn
2 .
We first note that the assumptions of Proposition 2.8 are satisfied with θn =
tn
2 .
Indeed, by Step 1, if 1 ≤ j ≤ J1, then
lim
n→∞
−tj,n
λj,n
= −∞ and |tj,n| > (1− 2ǫ′)tn for large n.
As a consequence, for such a profile, we have, using that ǫ′ < 1/4,
lim sup
n→∞
tn
2 − tj,n
λj,n
= −∞,
and thus the assumption (2.24) of Proposition 2.8 is satisfied. By the conclusion of
the proposition, we have for all J ≥ 1
(5.44)
−→˜
wn
(
tn
2
)
=
J∑
j=1
−→˜
W jn
(
tn
2
)
+
−→
εJn
(
tn
2
)
+
−→
rJn
(
tn
2
)
.
Let ψ be a smooth function such that
|x| ≥ 1 =⇒ ψ(x) = 1, |x| ≤ 3
4
=⇒ ψ(x) = 0.
Let
(5.45) (w0,n, w1,n) := ψ
( ·
tn
) J1∑
j=1
−→˜
W jn
(
tn
2
)
+
−→
εJ1n
(
tn
2
)
+
−→
rJ1n
(
tn
2
)
,
By finite speed of propagation and (5.33),
|x| ≥
(
3
2
− ǫ′
)
tn =⇒−→˜wn
(
tn
2
, x
)
= ~w
(
3tn
2
, x
)
.
By the definition of ψ, (5.44) and (5.45),
|x| ≥ tn =⇒ −→˜wn
(
tn
2
, x
)
= (w0,n, w1,n) (x).
Combining the two equalities above, we deduce that (5.32) holds with sn :=
3tn
2 ,
ǫ := 23ǫ
′.
Furthermore by Step 1, if 1 ≤ j ≤ J1,
lim
n→∞
−tj,n
λj,n
= −∞ and (1− 2ǫ′)tn < tj,n.
We also claim that for n≫ 1
tj,n < (1 + ε
′)tn(5.46)
Indeed, we first observe by Lemma 3.3 and Lemma 3.6 that∥∥∥r1− 2m ∂r,tW˜ jL,n(0)∥∥∥
Lm
=
∥∥∥r1− 2m ∂r,tW˜ jL(−tj,n, x)∥∥∥
Lm
≈
∥∥∥(r1− 2m ∂rW j0 , r1− 2mW j1)∥∥∥
Lm
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Then, by Proposition 3.10, Proposition 3.11, and Proposition 3.12, we can choose
R≫ 1 and n≫ 1 such that
∥∥∥r1− 2m ∂r,tW˜ jL,n(0)∥∥∥
Lm(||x|−|tj,n||≥Rλj,n)
≪
∥∥∥(r1− 2m ∂rW j0 , r1− 2mW j1)∥∥∥
Lm
, and∥∥∥r1− 2m ∂r,tW˜ jL,n(0)∥∥∥
Lm(|x|≥tn+R)
≪
∥∥∥(r1− 2m ∂rW j0 , r1− 2mW j1)∥∥∥
Lm
Thus if (5.46) were not true then this would lead to a contradiction.
Hence
lim
n→∞
tn
2 − tj,n
λj,n
= −∞, and for large n,
∣∣∣∣ tn2 − tj,n
∣∣∣∣ ≤ (12 + ǫ′
)
tn.
Hence
lim
n→∞
∥∥∥∥∥∥ψ
( ·
tn
) J1∑
j=1
−→˜
W jn
(
tn
2
)∥∥∥∥∥∥
H˙sc
= 0
(indeed by (2.19), we can substitute
−−→
W˜ j
L,n
(
tn
2
)
for
−→˜
W jn
(
tn
2
)
4; but then by finite
speed of propagation the statement is obvious if
−→˜
W j
L
(0) is compactly supported;
the general case follows by a density argument). Combining with (5.44), (5.45), we
deduce that for all J ,
(5.47) (w0,n, w1,n) =
J∑
j=1+J1
−→˜
W jn
(
tn
2
)
+
(
εˇJ0,n, εˇ
J
1,n
)
,
where
(
εˇJ0,n, εˇ
J
1,n
)
satisfies (2.13), in view of (2.2).
Observing (see Remark 2.9) that (5.47) yields a profile decomposition of the
sequence (w0,n, w1,n), where the nonlinear profiles are the W˜
j , j ≥ 1+J1 (and thus
all these nonlinear profiles scatter forward in time), we deduce from Proposition 2.8
and Remark 2.2 that the solution wn with initial data (w0,n, w1,n) scatters forward
in time, concluding the proof of the lemma.

5.3.2. Construction of the free wave. We are now in position to prove Proposition
5.1.
Step 1. We prove that ∀A ∈ R, there exists a solution wA
L
of the linear wave
equation such that
lim
t→∞
∫ ∞
t−A
∣∣r∂r(w − wAL )(t, r)∣∣m + ∣∣r∂t(w − wAL )(t, r)∣∣m dr = 0.(5.48)
Consider the sequence {sn}n∈N and the solution wn of (1.1) given by Lemma 5.6.
Since wn scatters as t→∞, there exists w˜L,n solution of the linear wave equation
such that
lim
t→∞
‖−→wn(t)−−−→w˜L,n(t)‖H˙sc = 0
4Recall that
∥∥∥ψ
(
x
tn
)
g
∥∥∥
H˙q
. ‖g‖H˙q for g ∈ H˙
q and q ∈ {sc, sc − 1}
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By finite speed of propagation ~w(t + sn, x) = ~wn(t, x) for |x| ≥ (1 − ǫ)sn + t and
t ≥ 0. Hence, choosing n such that ǫsn ≫ A and using Lemma 3.2 we see that
(5.48) holds with wA
L
(t, x) := w˜L,n(t− sn, x).
Step 2. Since (S(−sn)~w(sn), ∂tS(−sn)~w(sn)) is a bounded sequence in H˙sc , one
can assume (after extraction of a subsequence) that
(S(−sn)~w(sn), ∂tS(−sn)~w(sn)) −−−−⇀
n→∞
(v0, v1) in H˙sc .
Let wL(t) := S(t)(v0, v1). We may assume that (after extraction again) that ~w(sn)−−→
wA
L
(sn) has a profile decomposition
~w(sn)−
−→
wA
L
(sn) ≍ −→wL(sn)−
−→
wA
L
(sn) +
∑
j≥2
−−−→
W jL,n(0),
where the first profile is
−→
W 1L,n(0) := ~wL(sn)−
−→
wA
L
(sn). Hence we see from Proposi-
tion 3.12 and (5.48) that
(5.49) lim
n→∞
∫ ∞
sn−A
∣∣r∂r(wAL − wL)(sn, r)∣∣m + ∣∣r∂t(wAL − wL)(sn, r)∣∣m dr = 0.
Let n≫ 1 such that sn ≫ A. Let w˜L (resp. w˜AL ) be the solution of the linear wave
equation with data
−→˜
wL(sn) :=
(Tsn−AwL(sn),1R3/Bsn−A∂twL(sn)) ( resp. −→˜wAL (sn) :=(Tsn−AwAL (sn),1R3/Bsn−A∂twAL (sn)) ). By using finite speed of propagation and the
pseudo-conservation of the generalized energy (Lemma 3.6), we see that for t≫ sn∫ ∞
t−A
∣∣r∂r,t(wAL − wL)(t, r)∣∣m dr = ∫ ∞
t−A
∣∣r∂r,t(w˜AL − w˜L)(t, r)∣∣m dr
.
∫ ∞
0
∣∣r∂r,t(w˜AL − w˜L)(sn, r)∣∣m dr = ∫ ∞
sn−A
∣∣r∂r,t(wAL − wL)(sn, r)∣∣m dr.
Hence, by (5.49),
(5.50) lim
t→∞
∫ ∞
t−A
∣∣r∂r,t(wAL − wL)(t, r)∣∣m dr = 0·
Combining (5.50) with (5.48) we get (5.2). 
5.4. Nonexistence of profile with exterior generalized energy. We prove
here Proposition 5.2. Let w¯ be the solution of (1.1) such that
(5.51) lim
t→∞
‖−→¯w (t)−−→wL(t)‖H˙sc = 0.
Translating w and w¯ in time if necessary, we may assume without loss of generality
that w¯ is defined on [0,∞).
By the assumptions of Proposition 5.2, there exists (w0,n, w1,n) such that
(5.52) (w0,n, w1,n)(r) = ~w(tn, r), r > ρn,
and (w0,n, w1,n) has the profile decomposition
(5.53) (w0,n, w1,n) ≍ −→wL(tn) +
∑
j≥1
−−→
W j
L,n(0).
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Let wn be the solution with data (w0,n, w1,n) at t = 0. By Proposition 2.8, we
see that
−→wn(t, x) = −→¯w (tn + t, x) +
J∑
j=1
−→
W jn(t, x) +
−→
εJn(t, x) +
−→
rJn(t, x), t ∈ [−tn,+∞)
with
lim
J→∞
lim sup
n→∞
sup
t∈[−tn,∞)
‖
−→
rJn(t)‖H˙sc = 0.
Assume that (5.4) holds for t ≥ 0. Then, using also Proposition 3.12, (5.51), and
Lemma 3.2, we see that for n≫ 1
∀t ≥ 0,
∫ ∞
ρn+t
|r∂r,twn(t, r)− r∂r,twL(tn + t, r)|m dr & η.
Hence, by finite speed of propagation and (5.52)
∀t ≥ 0,
∫ ∞
ρn+t
|r∂r,tw(tn + t, r)− r∂r,twL(tn + t, r)|m dr & η.
Letting t→∞, we see that it contradicts Proposition 5.1.
Next assume that (5.4) holds for t ≤ 0. Then∫ ∞
ρn+tn
|r∂r,twn(−tn, r)− r∂r,tw(0, r)|m dr & η.
Hence, by using again finite speed of propagation and (5.52)∫ ∞
ρn+tn
|r∂r,tw(0, r) − r∂r,tw(0, r)|m dr & η.
Letting n→∞, we see that it is impossible.
6. Proof of Theorem in the finite maximal time of existence case
6.1. Outline of the proof. This section is devoted to the proof of Theorem 1.1
in the finite maximal time of existence case (i.e T+(w) <∞ or T−(w) > −∞). By
the invariances of the equation, we can without loss of generalities consider only
positive times and assume T+(w) = 1.
We first show (Proposition 6.1) that if w is a solution of (1.1) such that T+(w) =
1, and there exists a sequence tn → 1 along which its critical H˙sc norm is bounded,
then there exists a solution v+ of (1.1) such that w = v+ outside the light cone
|x| = 1 − t. We then prove (Proposition 6.2) the analog of Proposition 5.2 for the
finite time of existence case, namely that if tn → 1 and −→w (tn) is bounded in H˙sc
and has a profile decomposition, then the corresponding nonlinear profiles (except
the one corresponding to the solution v+) do not have any exterior generalized
energy. The end of the proof is very close to the corresponding proof in the global
case and we will only sketch it.
Proposition 6.1. Assume that T+(w) = 1, and that there exist a sequence tn →
1 such that (5.1) holds. Then there exists a solution v+ of (1.1), defined in a
neighborhood of t = 1, and T0 ∈ (0, 1) such that
(t ∈ [T0, 1) and |x| ≥ 1− t) =⇒ v+(t, x) = w(t, x).
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Proposition 6.2. Let w be as in Proposition 6.1. Let {ρn}n∈N be a sequence
of nonnegative numbers. There does not exist a sequence {tn}n∈N → 1 such that
{~w(tn)}n has a profile decomposition for |x| > ρn:
~w(tn) ≍ ~v+(1) +
∑
j≥1
−−→
W j
L,n(0), |x| > ρn,(6.1)
where the corresponding nonlinear profiles W j scatter as t→ ±∞, and there exists
j0 ≥ 1 such that ∫ ∞
ρn+|t|
∣∣r∂rW j0n (t, r)∣∣m + ∣∣r∂tW j0n (t, r)∣∣m dr ≥ ǫ,(6.2)
for some ǫ > 0 and for all t ≥ 0 or for all t ≤ 0.
6.2. Nonexistence of type II blow-up solution. Assuming Propositions 6.1
and 6.2, the proof of the nonexistence of solutions of (1.1) that do not satisfy (1.7)
and blow up in finite time relies on the following lemma, which is the analog of
Lemma 5.3 for the finite time blow-up case:
Lemma 6.3. Let w be a solution of (1.1) such that T+(w) = 1 and such that (1.7)
does not hold. Then, replacing w by −w if necessary, there exists a sequence of
times {tn}n → 1, in the domain of existence of w, a sequence of positive number
{ρn}n such that ~w(tn) has the following profile decomposition for |x| > ρn:
~w(tn) ≍ −→v+(1) +
∑
j≥1
−−→
W j
L,n(0),
and one of the following holds
• Case 1. For all j ≥ 1, W j scatters in both time directions and there exists
η > 0, j0 ≥ 1 such that the following holds for all t ≥ 0 or for all t ≤ 0:
(6.3)
∫ ∞
ρn+|t|
∣∣r∂rW j0n (t, r)∣∣m + ∣∣r∂tW j0n (t, r)∣∣m dr ≥ η.
• Case 2. For all j ≥ 2, W j scatters in both time directions and there ex-
ists η > 0, j0 ≥ 2 such that (6.3) holds for all t ≥ 0 or for all t ≤ 0.
Furthermore,
lim
n→∞
− tj0,n
λj0,n
∈ {±∞}
∀n, t1,n = 0 and (W 10 ,W 11 ) = (Tr1Z, 0)
for some r1 > 0 such that
∀n, ρn ≥ r1λ1,n.
• Case 3. For all j ≥ 2, W j scatters in both time directions,
∀n, t1,n = 0; σ1(W 10 ,W 11 ) <∞; and lim sup
n→∞
ρn
λ1,n
< σ1(W
1
0 ,W
1
1 ).
The proof of Lemma 6.3 is almost the same as the proof of Lemma 5.3. The
proof of Theorem 1.1 in the case T+(w) < ∞, assuming Propositions 6.1 and 6.2,
and Lemma 6.3 is also very close to the corresponding proof in the case T+(w) =∞
(see the paragraphs after Lemma 5.3, p. 40). We omit both proofs.
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6.3. Local strong limit outside the origin. We prove here Proposition 6.1. We
will need the following lemma, based on standard energy estimates and the radial
Sobolev embedding.
Lemma 6.4. For all (a, b) ∈ R2 such that 0 < a < b, there exists a constant
Ca,b with the following property. Let I be an interval, τ0 ∈ I, F ∈ L1t (I, L2x) and
(u0, u1) ∈ H˙sc . Let u be the solution of
(6.4)
{
∂ttu−△u = F, (t, x) ∈ I × R3
~u(τ0, x) = (u0(x), u1(x)).
For t ∈ I, let Jt = [a + |t − τ0|, b − |t − τ0|]. Then (assuming that the right-hand
side is finite),
(6.5) ∀t ∈ I, ‖u(t)‖L∞x (Jt)
≤ Ca,b
(∫
a/2≤|x|≤2b
|∇u0|2 + |u0|2 + |u1|2 dx
)1/2
+
∣∣∣∣∫ t
τ0
‖F (s)‖L∞x (Js) ds
∣∣∣∣

Proof. Let
M =
(∫
a/2≤|x|≤2b
|∇u0|2 + |u0|2 + |u1|2 dx
)1/2
+
∫
I
‖F (s)‖L∞x (Js) ds <∞.
It is sufficient to prove
(6.6) ∀t ∈ I, ‖u(t)‖L∞x (Jt) ≤ Ca,bM.
In all the proof, we will denote by C a large constant, that may depend on a
and b and change from line to line.
By a classical extension lemma, there exists (u˜0, u˜1) ∈ H˙1 such that
(u˜0, u˜1)(r) = (u0, u1)(r), a ≤ r ≤ b, and ‖(u˜0, u˜1)‖H˙1 ≤ CM.
Let u˜ be the solution of
(6.7)
{
∂ttu˜−△u˜ = 1Jt(r)F, (t, x) ∈ I × R3
u˜(τ0, x) = u˜0(x), ∂tu˜(τ0, x) = u˜1(x),
where 1Jt is the characteristic function of Jt. Note that by the assumptions of the
Lemma, the right-hand side of the first equation of (6.7) is in L1tL
2
x(I), so that
−→˜
u ∈ C0(I, H˙1).
By finite speed of propagation, u˜(t, r) = u(t, r) if t ∈ I, r ∈ Jt. It then suffices to
prove (6.6) for u˜ instead of u. By energy estimates:
∀t ∈ I, ‖u˜(t)‖H˙1 ≤
√
‖u˜0‖2H˙1 + ‖u˜1‖2L2 +
∫
I
‖1JsF‖L2 ds,
which, in view of the radial Sobolev inequality:
|f(r)| . 1
r1/2
‖f‖H˙1 ,
and noting that Jt has finite length smaller than b − a, concludes the proof of the
lemma. 
We next prove Proposition 6.1.
RADIAL SOLUTIONS OF SUPERCRITICAL WAVE EQUATIONS 55
Proof. Let {tn}n → 1, tn < 1, such that ~w(tn) is bounded in H˙sc . Extracting a
subsequence, we can assume
(6.8) ~w(tn) −−−−⇀
n→∞
(v0, v1) ∈ H˙sc ,
weakly in H˙sc . Let v+ be the solution of (1.1) with initial data (v0, v1) at t = 1.
Let T such that T−(v+) < T < 1, and (a
′, b′) ∈ R2 such that
(6.9) 1− T < a′ < b′.
We will prove
(6.10) w(T, r) = v+(T, r), a
′ < r < b′,
which will yield the conclusion of the proposition since a′ and b′ can be chosen to
be arbitrary numbers satisfying (6.9). We have
(∂tt −△)(v+ − w) = ι
(|v+|p−1v+ − |w|p−1w) .
We fix a large n (so that tn > T ), and use Lemma 6.4 with τ0 = tn, u = v+ − w,
a = a′− (tn− T ), b = b′+ tn− T (so that 0 < a < b) and I = [T, tn]. Note that for
these choices of τ0, a and b,
Jt = [a
′ − (t− T ), b′ + t− T ], t ∈ [T, tn].
Let
B(t) = ‖v+(t)− w(t)‖L∞(Jt), T ≤ t ≤ tn.
By Lemma 6.4 there exists a constant C0 := C0(a
′, b′) such that
(6.11) T ≤ t ≤ tn =⇒
B(t) ≤ C0
(
εn +
∫ tn
t
B(s)
(
‖v+(s)‖p−1L∞(Js) +Bp−1(s)
)
ds
)
,
where εn is defined as the following integral:∫
a′−(tn−T )
2 ≤|x|≤2(b
′+tn−T )
(
|∇v+ −∇w|2 + |∂tv+ − ∂tw|2 + |v+ − w|2
)
(tn, x) dx.
Since tn − T ≤ 1 − T , we can bound this integral by the integral on the set of x
such that a
′−(1−T )
2 ≤ |x| ≤ 2(b′ + (1 − T )). By (6.8), and the Rellich-Kondrachov
theorem,
lim
n→∞
εn = 0.
Let ǫ > 0. Let n such that C0εn < ǫ. We will prove by bootstrap that if ǫ is
small enough,
(6.12) ∀t ∈ [T, tn], B(t) < C2ǫ,
where C2 = e
2C0C1(1−T ) + 1 with C0 defined in (6.11) and
C1 = max
T<s<1
‖v(s)‖p−1L∞(Js),
which is finite, by the radial Sobolev embedding and since v ∈ C0
(
[T, 1], H˙sc
)
.
Note that B(tn) ≤ C0εn < ǫ by (6.11). To prove (6.12), we argue by contradiction
and assume that there exists τ ∈ [T, tn] such that
(6.13) B(τ) = C2ǫ and ∀t ∈ (τ, tn], B(t) < C2ǫ.
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By (6.11),
∀t ∈ [τ, tn], B(t) ≤ ǫ+ C0
∫ tn
t
B(s)
(
C1 + C
p−1
2 ǫ
p−1
)
ds.
Thus by Gronwall’s Lemma,
∀t ∈ [τ, tn], B(t) ≤ ǫeC0(C1+C
p−1
2 ǫ
p−1)(tn−t) ≤ ǫeC0(C1+Cp−12 ǫp−1)(1−T ).
If ǫ is so small that Cp−12 ǫ
p−1 ≤ C1, we obtain:
B(τ) ≤ ǫe2C0C1(1−T ) < ǫC2,
contradicting (6.13) and concluding the proof of (6.12).
By (6.12),
∀ǫ > 0, B(T ) < C2ǫ.
Thus B(T ) = 0, which concludes the proof of the proposition. 
6.4. Nonexistence of profile with exterior generalized energy. In this sub-
section we prove Proposition 6.2.
From (6.1) we know that there exists (w0,n, w1,n) such that (5.52) and (5.53)
hold, with −→wL(tn) replaced with −→v+(1). Let wn be the solution of (1.1) with initial
data (w0,n, w1,n) at t = 0. Let θ0 > 0 be small, so that
T−(v+) < 1− θ0 < 1 + θ0 < T+(v+).
By Proposition 2.8, we see that wn is defined on [1− θ0, 1 + θ0] for large n and
(6.14) ∀t ∈ [−θ0,+θ0], −→wn(t, x) = −→v+(1+ t, x)+
J∑
j=1
−→
W jn(t, x)+
−→
εJn(t, x)+
−→
rJn(t, x),
where
lim
J→∞
lim sup
n→∞
sup
−θ0<t<θ0
‖
−→
rJn(t)‖H˙sc = 0.
By finite speed of propagation, for all t ∈ [−θ0, θ0] such that 0 < tn + t < 1, we
have:
(6.15) |x| > ρn + |t| =⇒ −→wn(t, x) = ~w(t+ tn, x).
By Proposition 6.1, we deduce, in the same range for t,
|x| > max(1− (t+ tn), ρn + |t|) =⇒ −→wn(t, x) = ~v+(t+ tn, x).
Using the continuity of the H˙sc -valued maps t 7→ −→wn(t) and t 7→ −→v+(t), we get that
the preceding equality holds also for t = 1− tn, i.e.
(6.16) (1− tn ≤ θ0 and |x| > ρn + 1− tn) =⇒ −→wn(1 − tn, x) = −→v+(1, x).
First assume that (6.2) holds for all t ≥ 0. By (6.14) and Proposition 3.12, the
following holds for large n:∫
|x|≥ρn+1−tn
∣∣∣r1− 2m ∂r,t(wn(1 − tn, x)− v+(2 − tn, x))∣∣∣m dx ≥ ǫ
2
.
Combining with (6.16), we obtain∫
|x|≥ρn+1−tn
∣∣∣r1− 2m ∂r,t(v+(1, x)− v+(2 − tn, x))∣∣∣m dx ≥ ǫ
2
.
Letting n → ∞, we see by Lemma 3.2 that the left-hand side of the preceding
inequality goes to zero, a contradiction.
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Next assume that (6.2) holds for all t ≤ 0. By (6.14) and Proposition 3.12, the
following holds for large n:∫
|x|≥ρn+tn+θ0−1
∣∣∣r1− 2m ∂r,t(wn(1 − θ0 − tn, x)− v+(2− θ0 − tn, x))∣∣∣m dx ≥ ǫ
2
.
Hence, by (6.15),∫
|x|≥ρn+tn+θ0−1
∣∣∣r1− 2m ∂r,t(w(1 − θ0, x)− v+(2− θ0 − tn, x))∣∣∣m dx ≥ ǫ
2
.
Since v+(1− θ0, x) = w(1− θ0, x) for |x| > θ0, we deduce∫
|x|≥θ0
∣∣∣r1− 2m ∂r,t(v+(1− θ0, x)− v+(2 − θ0 − tn, x))∣∣∣m dx
+
∫
ρn+tn+θ0−1≤|x|≤θ0
∣∣∣r1− 2m ∂r,t(w(1 − θ0, x)− v+(2 − θ0 − tn, x))∣∣∣m dx ≥ ǫ
2
,
with the convention that the second integral on the left-hand side of the preceding
line is zero if ρn + tn − 1 ≥ 0. Letting n→∞, we get again a contradiction.
Appendix A. Proof of the localization property
In this appendix we prove Proposition 3.10.
Assume that l ∈ R. Then, by continuity of the linear flow in H˙sc and Lemma
3.2
lim
n→∞
∥∥∥∥∥wL,n(tn, x)− 1
λ
2
p−1
n
wL
(
l,
·
λn
)∥∥∥∥∥
H˙sc
= 0
lim
n→∞
∥∥∥∥∥∂twL,n(tn, x)− 1
λ
2
p−1+1
n
∂twL
(
l,
·
λn
)∥∥∥∥∥
H˙sc−1
= 0.
This easily leads to (3.15), taking also into account Lemma 3.2.
Next assume that l ∈ ±∞. Let ǫ > 0. Let χ¯ be a smooth function such that
χ¯(x) = 1 if |x| ≤ 12 and χ¯(x) = 0 if |x| ≥ 1. Let R > 0 and (wR0 , wR1 ) :=(
χ¯
(
x
R
)
w0, χ¯
(
x
R
)
w1
)
. Since
lim
R→∞
∥∥(wR0 − w0, wR1 − w1)∥∥H˙sc = 0,
one can choose R˜ such that for R ≥ R˜∥∥(wR0 − w0, wR1 − w1)∥∥H˙sc ≪ ǫ
Let wR
L,n be the solution of the linear wave equation with data(
wR0,n(x), w
R
1,n(x)
)
:=
(
1
λ
2
p−1
n
wR0
(
x
λn
)
,
1
λ
2
p−1+1
n
wR1
(
x
λn
))
·
Lemma 3.2 yields∥∥∥r1− 2m (∂r,twL,n(tn)− ∂r,twRL,n(tn))∥∥∥
Lm
. ‖−−→wL,n(tn)−
−−→
wR
L,n(tn)‖H˙sc
. ‖(wR0,n − w0,n, wR1,n − w1,n)‖H˙sc
≪ ǫ
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Hence(∫
||tn|−|x||≥Rλn
∣∣∣r1− 2m ∂rwL,n(tn)∣∣∣m + ∣∣∣r1− 2m ∂twL,n(tn)∣∣∣m dx)
1
m
≤
(∫
||tn|−|x||≥Rλn
∣∣∣r1− 2m ∂rwRL,n(tn)∣∣∣m + ∣∣∣r1− 2m ∂twRL,n(tn)∣∣∣m dx
) 1
m
+O(ǫ)
. ǫ,
using the strong Huygens principle at the last line, i.e
−−→
wR
L,n(tn) is supported in the
ring |tn| −Rλn ≤ |x| ≤ |tn|+Rλn.
Appendix B. Useful Estimates
Result B.1. Let 0 ≤ s < 12 . Let R > 0. Let f ∈ H˙s. Then
‖1BRf‖H˙s . ‖f‖H˙s ,
Proof. Since the H˙s norm is invariant under the following scaling transform
f → 1
λ
3
2−s
f
( ·
λ
)
,
we may assume without loss of generality that R = 1.
Recall the following estimate (see Theorem 2, p 151, of [30], and the references
given in this book, i.e [14, 15, 26])
‖1B1f‖Hs . ‖f‖Hs ·(B.1)
Let χ¯ be a smooth compactly supported function on R3 such that χ¯(x) = 1 on B1.
Then, applying (B.1) to χ¯f , we have
‖1B1f‖H˙s = ‖1B1χ¯f‖H˙s
. ‖χ¯f‖Hs
. ‖f‖H˙s ,
the last inequality coming from ‖χ¯f‖H˙s . ‖f‖H˙s and the following estimate
‖χ¯f‖L2 . ‖χ¯‖L 3s ‖f‖L 63−2s . ‖f‖H˙s ·

Result B.2. Let 1 ≤ s < 32 . Let R > 0. Let f ∈ H˙s. Then
‖TR(f)‖H˙s . ‖f‖H˙s ,
where again the implicit constant is independent of R > 0.
Proof. One may write TR(f) = 1BRf(R)+f1R3\BR . By scaling (see proof of Result
B.1), we may assume that R = 1.
Recall that the Fourier transform of f is given by
fˆ(ξ) =
1
|ξ|
∫ ∞
0
sin (r|ξ|)rf(r) dr
Therefore, choosing
f˜(r) :=
{
rf(r), r ≥ 0
rf(−r), r ≤ 0,
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we have ‖f‖H˙s = ‖f˜‖H˙s(R). Hence we are reduced to show that∥∥∥∥dT˜1(f)dr
∥∥∥∥
H˙s−1(R)
.
∥∥∥∥∥df˜dr
∥∥∥∥∥
H˙s−1(R)
·
We have
dT˜1(f)
dr
= f(1)1(−1,1) + 1R/(−1,1)
df˜
dr
·
Since (see again [30]) ∥∥∥∥1(−1,+1) df˜dr
∥∥∥∥
H˙s−1(R)
.
∥∥∥f˜∥∥∥
H˙s−1(R)
,
and taking into account that 1(−1,1) ∈ H˙s−1(R), we are reduced to show that
|f(1)| .
∥∥∥df˜dr ∥∥∥
H˙s−1(R)
. But this follows from
|f(1)| .
∫ 1
0
∣∣∣∣d(rf)dr
∣∣∣∣ ds . ∥∥∥∥d(rf)dr
∥∥∥∥
L
2
3−2s ((0,1))
.
∥∥∥∥∥df˜dr
∥∥∥∥∥
H˙s−1(R)
·

Result B.3. Let 1 ≤ s < 3/2 and (f, g) ∈ H˙s. Let σ > 0. Then
lim
R→σ
‖((TR − Tσ)f, (1BR − 1Bσ)g)‖H˙s = 0
lim
R→∞
∥∥(TRf,1R3\BRg)∥∥H˙s = 0
Proof. We prove the first estimate, the proof of the second one is close and left to
the reader.
By Results B.1 and B.2 and a density argument, it is sufficient to prove this
estimate for (f, g) ∈ (C∞0 )2. For such (f, g) we have obviously:
lim
R→σ
‖((TR − Tσ)f, (1BR − 1Bσ )g)‖H˙1 = 0.
And the results follows since for s < s′ < 3/2,
‖((TR − Tσ)f, (1BR − 1Bσ )g)‖H˙s′
is bounded independently of R by Results B.1 and B.2. 
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