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Abstract
We study the all-order restoration of the Slavnov-Taylor (ST)
identities for Yang-Mills theory with massive fermions in the pres-
ence of singlet axial-vector currents. By making use of the ST pa-
rameterization of the symmetric quantum effective action a natural
set of normalization conditions is derived allowing to reduce the
algebraic complexity of higher orders ST identities up to a homoge-
neous linear problem. Explicit formulas for the action-like part of
the symmetric vertex functional are given to all orders in the loop
expansion.
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1 Introduction
In the BRST quantization [1]-[7] of gauge theories the requirement of Physical
Unitarity is guaranteed by the fulfillment of the Slavnov-Taylor (ST) identities
[8, 9].
Even in the absence of anomalies the ST identities may be spoiled by the
regularization procedure used to remove UV divergences in the Feynman ampli-
tudes. For theories involving the γ5 matrix and the completely antisymmetric
tensor dimensional regularization is not an invariant regularization scheme. An
invariant regularization for anomaly-free chiral gauge theories like the Standard
Model and the SO(10) chiral theory has been introduced in [10]-[11]. On the
other hand, in the context of supersymmetric theories no all-order invariant
regularization scheme is known.
By exploiting cohomological techniques it can be proven in a regularization-
independent way that, if the model is anomaly-free, an order-by-order choice of
non-invariant counterterms exists allowing to recursively fulfill the ST identities.
Along these lines the Standard Model (SM) has been dealt with in [15, 16, 17]
and the Minimal Supersymmetric Standard Model in [18].
On the other hand, there is no completely satisfactory answer to the ques-
tion of how to find the explicit form of the non-invariant symmetry-restoring
counterterms. Modified subtraction schemes have been considered e.g. in [33]-
[36]. Methods based on the computation of the ST breaking terms have been
applied in [19] and [20]. Within the framework of Algebraic Renormalization
[7] the direct imposition of the ST identities after expansion of the symmetric
vertex functional on Lorentz-invariant monomials, compatible with all unbro-
ken symmetris of the model, has been proposed in [21] and applied to some
specific SM examples in [22]-[24]. In [25] simplifications coming from the use
of the background field method have also been discussed. Proper subsets of
relations between Green functions, stemming from the ST identities, have been
considered for several supersymmetric models in [26]-[28].
In the absence of IR problems an alternative proposal was suggested in [30].
The finite terms of the action-like part of IΓ are constructively parameterized
by making use of the elements of the cohomology of the classical linearized ST
operator S0 without power-counting restrictions (ST invariants) order by order
in the loop expansion. This in turn allows for a systematic explicit derivation
of the non-invariant counterterms recursively needed in order to restore the ST
identities.
The purpose of the present paper is to apply such a technique to the study of
Yang-Mills theory with massive fermions in the presence of singlet axial-vector
currents.
This model is directly related to the QCD sector of the Standard Model.
There the singlet axial-vector currents characterize the couplings of the neutral
vector bosons to the quarks. Two-loop QCD corrections to the heavy quark
form factors have been recently discussed in the framework of dimensional reg-
ularization in [31, 32].
Here we choose to work with the non-invariant BPHZL procedure in order
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to regularize the Feynman amplitudes. The ST parameterization is constructed
for the model at hand and used to study the properties of the action-like part
of the symmetric quantum effective action, i.e. the projection of the 1-PI vertex
functional onto the sector spanned by all possible Lorentz-invariant monomials
of dimension ≤ 4 in the fields, the antifields, the external sources and their
derivatives, compatible with all unbroken symmetries of the theory.
When cohomologically non-trivial masses (unlike IR regulators) are present,
the finite n-th order non-symmetric action-like terms depend on superficially
convergent n-th order Feynman amplitudes. This property has been pointed out
for the Abelian Higgs-Kibble model in [21]. By using the ST parameterization,
the underlying geometrical structure is investigated and clarified here in a full
non-Abelian setting.
In [21] it was also noted that, due to the presence of physical mass pa-
rameters, a number of consistency conditions involving superficially convergent
Feynman amplitudes appears. The origin of these relations can be traced back
to the Wess-Zumino consistency conditions for the ST breaking terms [21]. This
becomes particularly clear when ST invariants are used in order to parameter-
ize the symmetric quantum effective action. This issue is illustrated on the
non-trivial set of consistency conditions arising in the present model.
At orders higher than one the ST identities are intrinsically non-linear. Nev-
ertheless, by using the ST parameterization of the quantum effective action it
can be proven that in the model under investigation there exists a special choice
of normalization conditions such that the relevant action-like part of the sym-
metric quantum effective action obeys a linear identity also at higher orders.
The existence of this special set of normalization conditions is related to the
geometrical structure of the non-invariant action-like terms.
By imposing these normalization conditions explicit formulas for the action-
like part of the symmetric vertex functional are finally derived to all orders in
the loop expansion.
We remark that the inclusion of composite operators like the singlet axial-
vector currents does not pose any additional problem in the application of the ST
parameterization technique. Hence the latter also provides an efficient way to
treat BRST-invariant composite operators in those theories where no invariant
regularization scheme is known.
The paper is organized as follows. In Sect. 2 the classical action of Yang-Mills
theory with massive fermions in the presence of singlet axial-vector currents is
considered in the BPHZL scheme. The IR regulator for gauge fields and ghosts
is cast in a form useful for dealing with BRST symmetry along the lines of [37].
In Sect. 3 the ST parameterization of the quantum effective action is used in
order to derive the most general form of the action-like part of the symmetric
vertex functional. The fulfillment of the ST identities implies a set of relations
involving only superficially convergent Feynman amplitudes. In Sect. 4 we show
that these relations actually hold true as a consequence of the Wess-Zumino
consistency condition. In Sect. 5 the n-th order ST identities are analyzed and
a natural set of normalization conditions is obtained, leading to the linearization
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of the ST identity obeyed by the action-like part of the n-th order symmetric
vertex functional. Finally conclusions are presented in Sect. 6.
2 The model
We consider a semi-simple gauge group G and denote by T a the hermitean
generators of the associated Lie algebra g in the fermionic matter representation.
The generators T a obey the commutation relation
[T a, T b] = ifabcT c (1)
where fabc are the structure constants of g.
We wish to study the model described by the action:
S =
∫
d4x
(
−
1
4g2
F aµνF
µνa + iψ¯iD/ψi −Mψ¯iψi
+ βVµ ψ¯γ
µψ + βAµ ψ¯γ
µγ5ψ
)
, (2)
invariant under the following infinitesimal gauge transformations of parameters
αa:
δAaµ = (Dµα)
a ≡ ∂µα
a + fabcAbµα
c ,
δψi = iα
aT aψi , δψ¯i = −iα
aψ¯iT
a . (3)
In eq.(2) g denotes the Yang-Mills coupling constant. F aµν stands for the field
strength of the gauge fields Aaµ:
F aµν = ∂µA
a
ν − ∂νA
a
µ + f
abcAbµA
c
ν . (4)
The covariant derivative on the fermionic fields ψi is defined by
Dµψi = ∂µψi − iA
a
µT
aψi . (5)
βVµ is an external source coupled to the singlet vector current j
µ
V = ψ¯γ
µψ while
the external source βAµ is coupled to the singlet axial current j
µ
A = ψ¯γ
µγ5ψ.
The BRST transformations of Aaµ and ψi, ψ¯i are obtained in the usual way
by replacing in the gauge transformations of eq.(3) the gauge parameters αa by
the anticommuting ghost fields ωa. Nilpotency of the BRST differential s fixes
the BRST transformation of ωa. The action of s on Aaµ, ψ¯i, ψi and ω
a is given in
Appendix A. The external sources βVµ and β
A
µ are BRST-invariant. S in eq.(2)
is invariant under s.
In order to fix the gauge we choose a standard Lorentz-covariant gauge-fixing
condition
F a = ∂Aa , (6)
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which we implement in the BRST formalism by introducing the antighost fields
ω¯a and the corresponding Nakanishi-Lautrup multiplier fields Ba, with the fol-
lowing BRST transformations:
sω¯a = Ba , sBa = 0 . (7)
Then the gauge-fixing term is
Sg.f. =
∫
d4x s
(
ω¯a
(
α
Ba
2
− ∂Aa
))
=
∫
d4x
(
α
(Ba)2
2
−Ba∂Aa + ω¯a∂µ(Dµω)
a
)
. (8)
α is the gauge parameter. Since the BRST transformations of Aaµ, ψi, ψ¯i and ω
a
are non-linear in the quantum fields, their antifields [7] have to be introduced.
We denote them respectively by Aa∗µ , Y¯i, Yi and ω
a∗. The antifield-dependent
part of the classical action is obtained by coupling the antifields to the BRST
variation of the corresponding fields, as follows:
Sa.f. =
∫
d4x
(
Aa∗µ (D
µω)a + ωa∗(−
1
2
fabcωbωc)
− iψ¯iT
aωaYi + iY¯iω
aT aψi
)
. (9)
The full gauge-fixed BRST-invariant classical action is finally given by
Γ(0) = S + Sg.f. + Sa.f. (10)
2.1 IR regulator in the BPHZL scheme
In the BPHZL regularization scheme [38]-[43] massless propagators are handled
by the Lowenstein-Zimmermann prescription [41]-[43]. An infrared regulator is
introduced by assigning to all massless particles an intermediate mass
m2 = µ2(s− 1)2 (11)
The IR regulator m2 depends on the auxiliary parameter s ranging between 0
and 1 while µ is a fixed constant mass parameter. The subtraction operator
tγ for a given divergent 1-PI graph or subgraph γ involves both a subtraction
around p = 0, s = 0 and around p = 0, s = 1 [41]-[43]:
(1− tγ) = (1− t
ρ(γ)−1
p,s−1 )(1 − t
δ(γ)
p,s ) , (12)
where ρ(γ) is the IR subtraction degree and δ(γ) the UV subtraction degree for
γ [41]-[43]. We point out that both subtractions around s = 0 and s = 1 are
needed in order to guarantee the absence of IR singularities of the 1-PI Green
functions in the physical limit s → 1 (m → 0), under the assumption that the
IR power-counting criteria of [41]-[43] are fulfilled.
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The interplay between the ST identities and the BPHZL IR regulator for
massless gauge fields and ghosts [44] has been discussed from a cohomological
point of view in [37]. The mass m in eq.(11) is paired within a BRST doublet
with a constant anticommuting parameter ρ¯ in such a way that
sρ¯ = m2 , sm2 = 0 . (13)
Notice that each factor (s−1) (and hencem) in eq.(11) is assigned UV dimension
one in the BPHZL subtraction scheme [42] (unlike the fermionic massM , which
has UV dimension zero due to the fact that no subtraction in M is performed).
The UV dimension of ρ¯ is equal to one.
Then the following BRST-invariant mass term is added to the action Γ(0) in
eq.(10):
s
∫
d4x
(1
2
ρ¯(Aaµ)
2 + ρ¯ω¯aωa
)
=
∫
d4x
(1
2
m2(Aaµ)
2 +m2ω¯aωa
− ρ¯Aaµ∂
µωa − ρ¯Baωa −
1
2
ρ¯ω¯afabcωbωc
)
. (14)
The cohomology of the original BRST differential is unaltered by the inclusion
of the BRST doublet (ρ¯,m2). Accordingly the mass term in eq.(14) is BRST-
exact. In the physical limit m → 0, ρ¯ → 0 all the invariants of the BRST
differential, extended according to eq.(13), reduce to those of the original BRST
transformation.
The IR-regulated classical action Γ
(0)
m is reported in Appendix A. The ST
identities for Γ
(0)
m become
S(Γ(0)m ) =
∫
d4x
(δΓ(0)m
δAa∗µ
δΓ
(0)
m
δAaµ
+
δΓ
(0)
m
δωa∗
δΓ
(0)
m
δωa
+Ba
δΓ
(0)
m
δω¯a
−
δΓ
(0)
m
δYi
δΓ
(0)
m
δψ¯i
+
δΓ
(0)
m
δY¯i
δΓ
(0)
m
δψi
)
+m2
∂Γ
(0)
m
∂ρ¯
= 0 . (15)
The last term in the above equation parameterizes the soft-breaking of the
original ST identities at the intermediate regularized level. Explicit violations
of Physical Unitarity for m 6= 0 can be studied e.g. by using the technique of
[45].
The classical linearized ST operator [7] is
S0 =
∫
d4x
(
(Dµω)
a δ
δAaµ
−
1
2
fabcωbωc
δ
δωa
+Ba
δ
δω¯a
+ iωaT aψi
δ
δψi
+ iψ¯iT
aωa
δ
δψ¯i
+
δΓ
(0)
m
δAaµ
δ
δAa∗µ
+
δΓ
(0)
m
δωa
δ
δωa∗
+
δΓ
(0)
m
δψi
δ
δY¯i
−
δΓ
(0)
m
δψ¯i
δ
δYi
)
+m2
∂
∂ρ¯
. (16)
S0 is nilpotent as a consequence of eq.(15).
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2.2 Additional symmetries of the model
The dependence of the classical action Γ
(0)
m on the Nakanishi-Lautrup multiplier
field Ba and on the antighost ω¯a is controlled by the following set of identities:
• the B-equation:
δΓ
(0)
m
δBa
= αBa − ∂Aa − ρ¯ωa ; (17)
• the antighost equation:
δΓ
(0)
m
δω¯a
= ∂µ
δΓ
(0)
m
δAa∗µ
− ρ¯
δΓ
(0)
m
δωa∗
+m2ωa . (18)
Both relations can be translated at the quantum level. Therefore the symmetric
quantum vertex functional IΓm satisfies
δIΓm
δBa
= αBa − ∂Aa − ρ¯ωa , (19)
δIΓm
δω¯a
= ∂µ
δIΓm
δAa∗µ
− ρ¯
δIΓm
δωa∗
+m2ωa . (20)
We expand IΓm in powers of ~ as follows:
IΓm =
∞∑
n=0
IΓ(j)m (21)
where IΓ
(j)
m denotes the coefficient of IΓm of order j in the loop expansion. IΓ
(0)
m
coincides with Γ
(0)
m . By projecting eq.(19) at order j ≥ 1 it follows that IΓ
(j)
m is
Ba-independent. Moreover, by projection of eq.(20) at order j ≥ 1 IΓ
(j)
m is seen
to depend on ω¯a only via the combinations
Aa∗
′
µ = A
a∗
µ − ∂µω¯
a , ωa∗
′
= ωa∗ + ρ¯ω¯a . (22)
Their variations under S0 are
S0(A
a∗′
µ ) =
δΓ
(0)
m
δAaµ
∣∣∣∣∣
Ba=0
,
S0(ω
a∗′) =
δΓ
(0)
m
δωa
∣∣∣∣∣
Ba=0
+m2ω¯a =
δΓ
(0)
m
δωa
∣∣∣∣∣
Ba=0,m2=0
. (23)
3 One-loop ST identities
At one loop level the ST identities are
S0(IΓ
(1)
m ) = 0 . (24)
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It is useful to isolate in S0 the term acting on ρ¯. Thus we define the differential
δ according to
S0 = δ +m
2 ∂
∂ρ¯
. (25)
Since the counting operator N = ρ¯ ∂
∂ρ¯
+ m2 ∂
∂m2
does not commute with S0
(ρ¯,m2) form a set of BRST coupled doublets [46]. As such they do not contribute
to the cohomology of S0. In the present model it is possible to remove the
dependence of δ on (ρ¯,m2) by a suitable change of coordinates [47]-[48],[13].
The appropriate redefinition is given by
Aˆa∗µ = A
a∗′
µ − ρ¯A
a
µ , ωˆ
a∗ = ωa∗
′
. (26)
One finds
S0(Aˆ
a∗
µ ) =
δΓ
(0)
m
δAaµ
∣∣∣∣∣
Ba=0,m2=0
,
S0(ωˆ
a∗) =
δΓ
(0)
m
δωa
∣∣∣∣∣
Ba=0,m2=0
, (27)
where the R.H.S. in the above equation is expressed in terms of Aˆa∗µ , ωˆ
a∗. We
notice that the S0-variations of Aˆa∗µ , ωˆ
a∗ are in the new variables ρ¯- and m2-
independent. Therefore in the new variables δ commutes with both Nρ¯ = ρ¯
∂
∂ρ¯
and Nm2 = m
2 ∂
∂m2
. From the nilpotency of S0 and the fact that {m2
∂
∂ρ¯
, δ} = 0
it follows that δ is also nilpotent.
The existence of the set of coordinates in eq.(26) has to be traced back to
the fact that (ρ¯,m2) enter in Γ
(0)
m in a cohomologically trivial way. From now
on we will work with the hatted variables in eq.(26).
3.1 Construction of the one-loop solution
The presence of the IR regulator m in eq.(11) allows to perform the expansion
of the 1-PI Green functions around zero momentum. We can then define the
projector t4 on the action-like part of IΓ
(1)
m as follows. Let ΦI , I = 1, . . . , N
stand for the fields, antifields and external sources of the model and let d(ΦI)
be the UV dimension of ΦI . For any n-tuple j = {j1, . . . , jn} we set d(j) =∑n
k=1 d(Φjk) and |j| = n, the length of j. Then
t4IΓ(1)m =
∞∑
n=1
∑
|j| = n,
d(j) ≤ 4
∫
d4p1 . . . d
4pn δ
(4)(p1 + . . .+ pn)
× t4−d(j)
δ(n)IΓ
(1)
m
δΦjn(pn) . . . δΦj1(p1)
∣∣∣∣∣
Φ=0
Φjn(pn) . . .Φj1(p1) (28)
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where t4−d(j) is the Taylor operator around pi = 0 up to dimension 4− d(j) in
the independent momenta pi, i = 1, . . . , n− 1.
In the configuration space t4IΓ
(1)
m is the projection of IΓ
(1)
m on the sector
spanned by all Lorentz-invariant monomials of dimension ≤ 4 in the fields,
the antifields, the external sources and their derivatives, compatible with the
unbroken symmetries of the regularized action.
By the Quantum Action Principle [49]-[52] the one-loop BPHZL regularized,
generally non-symmetric vertex functional Γ
(1)
m may spoil the ST identities only
by a local functional of dimension ≤ 5 in the fields, the antifields, the external
sources and their derivatives. Therefore in order to study the one-loop ST
identites
S0(IΓ
(1)
m ) = 0 (29)
we can replace IΓ
(1)
m with its effective part (i.e. the Taylor expansion of any
amplitude in the independent external momenta around zero). This procedure
associates to IΓ
(1)
m a local formal power series given by an infinite sum of local
Lorentz-invariant functionals. Without possibility of confusion we can denote
this series by IΓ
(1)
m itself.
Moreover, in the absence of anomalies this breaking can be compensated by
adding to Γ
(1)
m a local functional Υ(1) in the fields, the antifields, the external
sources and their derivatives of dimension ≤ 4, in such a way that
IΓ(1)m = Γ
(1)
m +Υ
(1), t4Υ(1) = Υ(1) . (30)
By the above equation it follows that
(1− t4)IΓ(1)m = (1− t
4)Γ(1)m . (31)
Therefore the regularization procedure yields the correct symmetric Green func-
tions in the whole sector of dimension > 4. The only unknown part is the
action-like part t4IΓ
(1)
m . Once IΓ
(1)
m is known Υ(1) can be read off by comparison
with eq.(30).
Eq.(29) defines a cohomological problem in the space of local formal power
series spanned by Aaµ, ψ¯, ψ, ω
a, ωˆa∗, Aˆa∗µ , Yi, Y¯i, ρ¯,m
2, βVµ , β
A
µ and their deriva-
tives (without power-counting restrictions). Since we are interested only in
t4IΓ
(1)
m we rewrite eq.(29) as
S0(t
4IΓ(1)m ) = −S0((1− t
4)IΓ(1)m ) . (32)
It turns out [30] that an effective way to find the most general solution
of eq.(32) is to parameterize the L.H.S. in terms of ST invariants (functionals
belonging to the kernel of S0). On the other hand, the R.H.S. is expanded on
a basis of monomials in the fields, the external sources and their derivatives.
The coefficients of these monomials are given in terms of known superficially
convergent vacuum amplitudes. Then eq.(32) is used to obtain directly the
functional t4IΓ
(1)
m .
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In order to apply this technique it is useful to decompose S0 according to
the degree induced by the UV dimension. By inspection it is seen that δ splits
into two components of degree zero and one respectively:
δ = δ0 + δ1 , (33)
whilem2 ∂
∂ρ¯
has degree one. δ0 keeps the dimension constant, while δ1 andm
2 ∂
∂ρ¯
increase it by one. The action of δ0 and δ1 on the variables of the model is given
in Appendix B.
3.2 ST parameterization of t4IΓ
(1)
m
By eq.(29) IΓ
(1)
m belongs to the kernel of S0. The most general form of an
arbitrary S0-invariant is known [53]-[55] and is given by
IΓ(1)m =
∑
j
λ
(1)
j Λj +
∑
k
ρ
(1)
k S0(Rk) , (34)
where Λj are S0-invariants that are not S0-exact (i.e. they cannot be expressed
as S0-variations of a functional Θj) and S0(Rk) are the trivial solutions (they
are in the kernel of S0 since S0 is nilpotent).
For a semi-simple gauge group G Λj are gauge-invariant polynomials built
from the field strength F aµν and its covariant derivatives, the matter fields and
their covariant derivatives and the sources βµV , β
µ
A, while all the dependence on
the antifields and on ρ¯ is confined to the trivial invariants.
If one wishes to parameterize the full IΓ
(1)
m the whole infinite tower of func-
tionals Λj and S0(Rk) is needed. However, since we are interested only in t4IΓ
(1)
m ,
a finite number of them has to be considered. All functionals Λj and S0(Rk)
such that t4Λj = t
4S0(Rk) = 0 can be dropped.
On the other hand the invariants contributing to the action-like sector split
into two distinct subsets. The first one is generated by those invariants X
such that t4X 6= 0, (1 − t4)X = 0. The coefficients of these invariants are
not constrained by the ST identities and have to be fixed by the choice of a
complete set of normalization conditions. In addition there may also appear
invariants such that t4X 6= 0, (1− t4)X 6= 0. Their coefficients are not free but
fixed by superficially convergent Feynman amplitudes. They typically appear
in the presence of cohomologically non-trivial mass parameters. In this model
they must be of the trivial form (i.e. they are S0-exact) and fulfill t4S0(Rk) 6=
0 , (1 − t4)S0(Rk) 6= 0. They contain at least one Yi, Y¯i because the only
component of S0 which does not increase the UV dimension is δ0 and the latter
acts non-trivially only on the fermionic antifields Y¯i, Yi.
The presence in the model of invariants of this kind is the reason why non-
trivial non-symmetric terms, depending on superficially convergent amplitudes,
have to be included in the action-like sector of IΓ
(1)
m in order to fulfill the ST
identities.
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Our next step is to find the complete set of invariants needed to parameterize
t4IΓ
(1)
m (i.e. such that their action-like part is non-vanishing).
We first list those invariants X such that their non-action-like part (1− t4)X
vanishes. They can be classified according to the following groups:
• cohomologically non-trivial invariants independent of βµV , β
µ
A:
Λ1 =
∫
d4xF aµνF
µν a ,
Λ2 =
∫
d4x ψ¯iψi . (35)
We notice that the covariant kinetic term for the fermions,
∫
d4x iψ¯iD/ψi , (36)
is an independent BRST-invariant but not an independent S0-invariant
(see eq.(39) and comments thereafter).
• cohomologically non-trivial invariants depending on βµV , β
µ
A:
ΛV =
∫
d4xβVµ ψ¯γ
µψ ,
ΛA =
∫
d4xβAµ ψ¯γ
µγ5ψ , (37)
plus sixteen invariants only dependent on βµV , β
µ
A listed in Appendix C.
• cohomologically trivial invariants depending on ρ¯
There is just one invariant of this kind:
Rρ¯ = S0(
∫
d4x
ρ¯
2
(Aaµ)
2) =
m2
2
∫
d4x (Aaµ)
2 −
∫
d4x ρ¯Aaµ∂
µωa . (38)
• cohomologically trivial invariants independent of ρ¯:
R1 = δ(
∫
d4x Aˆa∗µ A
µ
a) ,
R2 = δ(
∫
d4x ωˆ∗aωa) ,
R3 =
1
2
δ
∫
d4x
(
ψ¯iYi − Y¯iψi
)
=
∫
d4x
(
iψ¯iD/ψi −Mψ¯iψi + β
V
µ ψ¯iγ
µψi + β
A
µ ψ¯iγ
µγ5ψi
)
. (39)
We notice that by the above equation the BRST-invariant
∫
d4x iψ¯iD/ψi
11
is in the same cohomology class of the sum
∫
d4x
(
−Mψ¯iψi + β
V
µ ψ¯iγ
µψi + β
A
µ ψ¯iγ
µγ5ψi
)
.
Therefore either R3 or
∫
d4x iψ¯iD/ψi has to be included in the parameter-
ization of t4IΓ
(1)
m . In what follows we choose to use
∫
d4x iψ¯iD/ψi in order
to achieve a direct control of the normalization condition for the residue
of the fermionic field propagator.
The coefficients of the invariants in eqs.(35), (37), (38) and (39) are free and
have to be fixed by providing a set of normalization conditions.
Let us consider now those invariants X such that t4X 6= 0 and (1−t4)X 6= 0.
They have to be S0-trivial and contain at least one Y¯i, Yi. By power-counting
they cannot depend on ρ¯. The relevant invariants are
R4 =
1
2
δ(
∫
d4x Y¯iA/
aT aψi −
∫
d4x ψ¯iT
aA/aYi) ,
R5 =
1
2
δ(
∫
d4x iY¯i∂/ψi −
∫
d4x (−i∂/ψ¯iYi)) ,
R6 = δ
∫
d4x iY¯iT
aωaYi ,
RV = δ
∫
d4x
(
βVµ Y¯iγ
µψi − β
V
µ ψ¯iγ
µYi
)
,
RA = δ
∫
d4x
(
βAµ Y¯iγ
µγ5ψi − β
A
µ ψ¯iγ
µγ5Yi
)
. (40)
Unlike the coefficients of the invariants in eqs. (35),(37)-(39) the coefficients of
the invariants in eq.(40) are fixed by superficially convergent Feynman ampli-
tudes.
By making use of these ST invariants the functional t4IΓ
(1)
m solving eq.(32)
can be written as
t4IΓ(1) = λ
(1)
1
∫
d4xF aµνF
µνa + λ
(1)
2
∫
d4x ψ¯iψi + ρ
(1)
3
∫
d4x iψ¯iD/ψi
+
16∑
i=1
λ
(1)
β,iΛβ,i(x) + λ
(1)
V
∫
d4xβVµ ψ¯γ
µψ + λ
(1)
A
∫
d4xβAµ ψ¯γ
µγ5ψ
+ρ
(1)
ρ¯
(m2
2
∫
d4x (Aaµ)
2 −
∫
d4x ρ¯Aaµ∂
µωa
)
+ρ
(1)
1 δ
∫
d4x (Aˆa∗µ A
aµ) + ρ
(1)
2 δ
∫
d4x (ωˆa∗ωa)
+
1
2
ρ
(1)
4 t
4δ
∫
d4x (Y¯iA/
aT aψi − ψ¯iT
aA/aYi)
+
1
2
ρ
(1)
5 t
4δ
∫
d4x (iY¯i∂/ψi + i∂/ψ¯iYi)
12
+ρ
(1)
6 t
4δ
∫
d4x iY¯iT
aωaYi
+
ρ
(1)
V
2
t4δ
∫
d4x
(
βVµ Y¯iγ
µψi − β
V
µ ψ¯iγ
µYi
)
+
ρ
(1)
A
2
t4δ
∫
d4x
(
βAµ Y¯iγ
µγ5ψi − β
A
µ ψ¯iγ
µγ5Yi
)
= λ
(1)
1
∫
d4xF aµνF
µνa + λ
(1)
2
∫
d4x ψ¯iψi + ρ
(1)
3
∫
d4x iψ¯iD/ψi +
16∑
i=1
λ
(1)
β,iΛβ,i(x)
+(λ
(1)
V +Mρ
(1)
V )
∫
d4xβVµ ψ¯γ
µψ + (λ
(1)
A +Mρ
(1)
A )
∫
d4xβAµ ψ¯γ
µγ5ψ
+ρ
(1)
ρ¯
(m2
2
∫
d4x (Aaµ)
2 −
∫
d4x ρ¯Aaµ∂
µωa
)
+ρ
(1)
1 δ
∫
d4x (Aˆa∗µ A
aµ) + ρ
(1)
2 δ
∫
d4x (ωˆa∗ωa)
+ρ
(1)
4 M
∫
d4x ψ¯iA/
aT aψi + ρ
(1)
5 M
∫
d4x iψ¯i∂/ψi
+ρ
(1)
6
∫
d4x (iMψ¯iT
aωaYi − iMY¯iT
aωaψi) . (41)
The dependence on ρ
(1)
V , ρ
(1)
A can always be removed by performing the shifts
λ
(1)
V → λ
(1)
V +Mρ
(1)
V , λ
(1)
A → λ
(1)
A +Mρ
(1)
A , (42)
which we assume from now on.
The free parameters of the solution are therefore λ
(1)
1 , λ
(1)
2 , ρ
(1)
3 , λ
(1)
β,i,λ
(1)
V , λ
(1)
A
and ρ
(1)
ρ¯ , ρ
(1)
1 , ρ
(1)
2 . On the contrary ρ
(1)
4 , ρ
(1)
5 and ρ
(1)
6 are fixed c-numbers (de-
pending on superficially convergent Feynman amplitudes).
3.3 Completing the construction
In order to compute the fixed ST parameters ρ
(1)
4 , ρ
(1)
5 and ρ
(1)
6 entering into
eq.(41) we use eq.(32). We first compute the L.H.S. by applying S0 to eq.(41).
This yields
S0(t
4IΓ(1)) = M((ρ
(1)
5 − ρ
(1)
4 )− ρ
(1)
6 )
∫
d4x ψ¯i∂/ω
aT aψi
−Mρ
(1)
6
∫
d4x ψ¯iT
afabcA/bωcψi
−
iM
2
ρ
(1)
6
∫
d4x (ψ¯iT
afabcωbωcYi + Y¯iT
afabcωbωcψi) .
(43)
On the other hand we expand (1− t4)IΓ
(1)
m in a sum of Lorentz-invariant mono-
mials of dimension ≥ 5 in the fields, the antifields, the external sources and their
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derivatives. We only need to consider those monomials Nj whose S0-variation
contains the monomials appearing in eq.(43). The relevant six Nj ’s, whose co-
efficients we denote by γ
(1)
Nj(x)
, are listed in Appendix D. By computing the
S0-variation of (1− t4)IΓ
(1)
m ≈
∑6
j=1 γ
(1)
Nj(x)
Nj we finally get
S0(
6∑
j=1
γ
(1)
Nj(x)
Nj) = iM(γ
(1)
N1(x)
+ γ
(1)
N2(x)
− γ
(1)
N3(x)
)
∫
d4x ψ¯i∂/ω
aT aψi
+M(γ
(1)
N4(x)
+ γ
(1)
N5(x)
)
∫
d4x ψ¯iT
afabcA/bωcψi
+Mγ
(1)
N6(x)
∫
d4x iψ¯iT
afabcωbωcYi
+Mγ
(1)
N6(x)
∫
d4x iY¯iT
afabcωbωcψi . (44)
By using eq.(43), eq.(44) and eq.(32) we obtain the following set of linear rela-
tions
ρ
(1)
6 = 2γ
(1)
N6(x)
= γ
(1)
N4(x)
+ γ
(1)
N5(x)
, (45)
(ρ
(1)
5 − ρ
(1)
4 )− ρ
(1)
6 = −i(γ
(1)
N1(x)
+ γ
(1)
N2(x)
− γ
(1)
N3(x)
) . (46)
Several comments are in order here. First we observe that the set of conditions
in eqs.(45)-(46) allows to determine ρ
(1)
6 and the difference ρ
(1)
5 − ρ
(1)
4 :
ρ
(1)
6 = 2γ
(1)
N6(x)
, ρ
(1)
5 − ρ
(1)
4 = 2γ
(1)
N6(x)
− i(γ
(1)
N1(x)
+ γ
(1)
N2(x)
− γ
(1)
N3(x)
) . (47)
By exploiting the freedom in the choice of ρ
(1)
3 we redefine
ρ
(1)
3 → ρ
(1)
3 −Mρ
(1)
5 . (48)
Then t4IΓ
(1)
m in eq.(41) is seen to depend on ρ
(1)
4 , ρ
(1)
5 only via the monomial
(ρ
(1)
3 −M(ρ
(1)
5 − ρ
(1)
4 ))
∫
d4x ψ¯iA/
aT aψi (49)
whose coefficient is controlled by the difference ρ
(1)
5 −ρ
(1)
4 . By using eqs.(47) we
obtain finally the most general solution for the action-like part of the symmetric
vertex functional t4IΓ
(1)
m :
t4IΓ(1)m = λ
(1)
1
∫
d4xF aµνF
µνa + λ
(1)
2
∫
d4x ψ¯iψi
+
16∑
i=1
λ
(1)
β,iΛβ,i(x) + λ
(1)
V
∫
d4xβVµ ψ¯γ
µψ + λ
(1)
A
∫
d4xβAµ ψ¯γ
µγ5ψ
+ρ
(1)
ρ¯
(m2
2
∫
d4x (Aaµ)
2 −
∫
d4x ρ¯Aaµ∂
µωa
)
14
+ρ
(1)
1 δ
∫
d4x (Aˆa∗µ A
aµ) + ρ
(1)
2 δ
∫
d4x (ωˆa∗ωa)
+ρ
(1)
3
∫
d4x iψ¯i∂/ψi
+(ρ
(1)
3 + iM(γ
(1)
N1(x)
+ γ
(1)
N2(x)
− γ
(1)
N3(x)
)− 2Mγ
(1)
N6(x)
)
∫
d4x ψ¯iA/
aT aψi
+2γ
(1)
N6
∫
d4x (iMψ¯iT
aωaYi − iMY¯iT
aωaψi) . (50)
The parameters λ
(1)
j , j = 1, 2, λ
(1)
β,i, i = 1, . . . , 16, λ
(1)
V , λ
(1)
A , ρ
(1)
ρ¯ , ρ
(1)
k , k =
1, 2, 3 are free parameters to be fixed by a suitable choice of normalization
conditions. The coefficients γ
(1)
Nj(x)
, j = 1, . . . , 6 are given by vacuum diagrams
associated to superficially convergent Feynman amplitudes (and their derivatives
w.r.t external momenta) evaluated at zero momentum.
For M = 0 the functional t4IΓ
(1)
m becomes S0-invariant. For M 6= 0 it is
not S0-invariant since it contains a non-symmetric contribution to the gauge
boson-fermion-fermion vertex and to the fermionic antifield couplings. These
non-symmetric terms are required in order to fulfill the one-loop ST identities
in eq.(24) for the complete functional IΓ
(1)
m . They are generated by the presence
of cohomologically non-trivial mass parameters in the model.
We notice that with the choice ρ
(1)
ρ¯ = 0 all terms entering in eq.(50) are IR
safe, fulfilling the power-counting criteria of [38]-[43]. Therefore IR convergence
in the massless limit m→ 0 is guaranteed provided that the dependence of IΓ
(1)
m
on ρ¯ only happens via the antifields in eq.(26).
4 Consistency conditions
We look back at eqs.(45) and (46). By eliminating the ρ’s between the equa-
tions we find a set of consistency conditions (i.e. relations between superficially
comvergent Feynman amplitudes that must be automatically fulfilled in any
regularization scheme compatible with the Quantum Action Principle):
2γ
(1)
N6(x)
= γ
(1)
N4(x)
+ γ
(1)
N5(x)
. (51)
The origin of these consisitency conditions is the Wess-Zumino consistency con-
dition valid for the ST breaking ∆(1) = S0(Γ
(1)
m ):
S0(∆
(1)) = 0 . (52)
Γ
(1)
m is any generally non-symmetric vertex functional obtained by a regulariza-
tion procedure consistent with the Quantum Action Principle and including a
generic set of finite counterterms compatible with power-counting. As is clear,
eq.(52) is a direct consequence of the nilpotency of S0.
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If one does not impose eq.(47) but keep ρ
(1)
4 , ρ
(1)
5 , ρ
(1)
6 arbitrary the ST iden-
tities are broken. The breaking term is given by
∆(1) =
∫
d4x
(
a(1)ψ¯i∂/ω
aT aψi + b
(1)ψ¯iT
afabcA/bωcψi
+e(1)iψ¯iT
afabcωbωcYi + e¯
(1)iY¯iT
afabcωbωcψi
)
. (53)
The explicit values of the coefficients a(1), b(1), e(1) and e¯(1) are
a(1) =M [(ρ
(1)
5 − ρ
(1)
4 )− ρ
(1)
6 + i(γ
(1)
N1(x)
+ γ
(1)
N2(x)
− γ
(1)
N3(x)
)] ,
b(1) = −Mρ
(1)
6 +Mγ
(1)
N5(x)
+Mγ
(1)
N6(x)
,
e(1) = −
M
2
ρ
(1)
6 +Mγ
(1)
N6(x)
,
e¯(1) = −
M
2
ρ
(1)
6 +Mγ
(1)
N6(x)
. (54)
We can now compute the S0-variation of ∆(1):
S0(∆
(1)) =
∫
d4x
(
(e(1) − e¯(1))(−iMψ¯iT
afabcωbωcψi)
+ (e(1) − e¯(1))(−ψ¯iT
afabcωbωc∂/ψi)
+ e(1)(iψ¯if
abcωbωcT aT dA/dψi) + e¯
(1)(−iψ¯iA/
dT dT afabcωbωcψi)
+ (2e¯(1) − b(1))ψ¯if
abc∂/ωbωcT aψi
− b(1)ψ¯i
T a
2
fadjf jbcA/dωbωcψi
)
. (55)
The above expression has to be zero according to eq.(52). The first and second
line then yield
e(1) = e¯(1) . (56)
The fourth line gives
b(1) = 2e¯(1) . (57)
By using eq.(56) into eq.(55) eq.(55) becomes after some algebra
S0(∆
(1)) =
∫
d4x
(
(2e¯(1) − b(1))ψ¯if
abc∂/ωbωcT aψi
+ (e(1) −
b(1)
2
)ψ¯i
T a
2
fadjf jbcA/dωbωcψi
)
. (58)
This yields in addition to eqs.(56)-(57)
e(1) =
b(1)
2
, (59)
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which is indeed a consequence of eqs.(56)-(57). The condition in eq.(56) guaran-
tees the equality of the coefficients of the monomials
∫
d4x iψ¯iT
afabcωbωcYi and
its bar-conjugated
∫
d4x iY¯iT
afabcωbωcψi, which is verified by the expressions
in eq.(54). On the other hand eq.(57) gives
0 = −Mρ
(1)
6 +Mγ
(1)
N4(x)
+Mγ
(1)
N5(x)
− 2(−
M
2
ρ
(1)
6 +Mγ
(1)
N6(x)
)
=Mγ
(1)
N4(x)
+Mγ
(1)
N5(x)
− 2Mγ
(1)
N6(x)
, (60)
i.e. the consistency condition in eq.(51).
5 Higher orders
Higher order ST identities involve the solution of an inhomogeneous equation
for t4IΓ
(n)
m , n > 1:
S0(t
4IΓ(n)m ) = −S0((1− t
4)IΓ(n)m )−
n−1∑
j=1
(IΓ(j), IΓ(n−j)) . (61)
The parenthesis in the above equation is defined by
(X,Y ) =
∫
d4x
( δX
δAˆa∗µ
δY
δAaµ
+
δX
δωˆa∗
δY
δωa
−
δX
δYi
δY
δψ¯i
+
δX
δY¯i
δY
δψi
)
. (62)
The R.H.S. of the eq.(61) is known (it contains superficially convergent n-order
Feynman amplitudes and known lower dimensional contributions coming from
the bracket (IΓ(j), IΓ(n−j))). Again we can limit ourselves to the projection of
eq.(61) on the subspace of dimension≤ 5 in the fields, antifields, external sources
and their derivatives of ghost number one, since by the QAP higher dimensional
terms are absent (under the recursive assumption that the ST identities have
been restored up to order n− 1).
Since S0 is nilpotent the S0-variation of eq.(61) gives
S0(
n−1∑
j=1
(IΓ(j), IΓ(n−j))) = 0 . (63)
In the absence of anomalies by eq.(63) there exists a functional Θ(n) such that
n−1∑
j=1
(IΓ(j), IΓ(n−j)) = S0(Θ
(n)) . (64)
This functional is not unique (one can add any S0-invariant with ghost number
zero to Θ(n) without violating eq.(64)). The knowledge of any particular solution
to eq.(64) is enough for the present purposes. Since the L.H.S. of eq.(64) is
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completely fixed in terms of lower order Feynman amplitudes, the determination
of Θ(n) is a purely algebraic problem.
We insert eq.(64) in eq.(61) and obtain a homogeneous equation for IΓ
(n)
m +
Θ(n):
S0(IΓ
(n)
m + Θ
(n)) = 0 . (65)
At this stage the technique developed in Sect. 3 can be applied. We obtain
S0(t
4IΓ(n)m ) = −S0((1 − t
4)IΓ(n)m )− S0(Θ
(n)) . (66)
The R.H.S. is known. The contribution from the bracket in eq.(61), which
controls the non-linearity of higher-order ST identities, is taken into account by
the last term in the R.H.S. of eq.(66).
The explicit determination of the functional Θ(n) for arbitrary values of the
free parameters λ(j), ρ(j), j < n may be a difficult task and results in very
complicated expressions. Examples for the pure Yang-Mills sector are given in
[30].
However the problem simplifies considerably if the freedom in the choice of
λ(j), ρ(j) is used in order to achieve the simplest possible form of the contribution
generated by the bracket in eq.(61).
Let us illustrate this point on the model at hand. We start from two-loop
order. It turns out that in the present model there is a natural choice of the
normalization conditions such that
(IΓ(1), IΓ(1)) = 0 up to dimension 5. (67)
The proof is as follows. Let us choose
λ
(1)
1 = 0 , λ
(1)
2 = 0 , ρ
(1)
1 = 0 , ρ
(1)
ρ¯ = 0 . (68)
Moreover we choose ρ
(1)
2 in order to cancel the Y¯i, Yi-terms in t
4IΓ(1). This can
be done since
S0(
∫
d4x ωˆa∗ωa) = δ(
∫
d4x ωˆa∗ωa)
=
∫
d4x
(
− ωa
δΓ(0)
δωa
+ ωˆa∗(−
1
2
fabcωbωc)
)
=
∫
d4x
(
− Aˆ∗aµ (D
µω)a − ωˆa∗(−
1
2
fabcωbωc)
+ iψ¯iT
aωaYi − iY¯iω
aT aψi
)
. (69)
By choosing
ρ
(1)
2 = −2Mγ
(1)
N6
(70)
we obtain the desired condition on t4IΓ(1).
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Finally we choose ρ
(1)
3 in such a way to set the coefficient of the monomial∫
d4x ψ¯iA/
aT aψi equal to zero, namely
ρ
(1)
3 = −iM(γ
(1)
N1(x)
+ γ
(1)
N2(x)
− γ
(1)
N3(x)
) + 2Mγ
(1)
N6(x)
. (71)
The resulting expression for t4IΓ(1) is
t4IΓ(1) = +
16∑
i=1
λ
(1)
β,iΛβ,i(x) + λ
(1)
V
∫
d4xβVµ ψ¯γ
µψ + λ
(1)
A
∫
d4xβAµ ψ¯γ
µγ5ψ
+ρ
(1)
2 δ
∫
d4x (ωˆa∗ωa)
∣∣∣∣
Yi=Y¯i=0
+ ρ
(1)
3
∫
d4x iψ¯i∂/ψi . (72)
By eq.(72)
(t4IΓ(1), t4IΓ(1)) = (ρ
(1)
2 )
2(δ
∫
d4x (ωˆa∗ωa)
∣∣∣∣
Yi=Y¯i=0
, δ
∫
d4x (ωˆa∗ωa)
∣∣∣∣
Yi=Y¯i=0
) .
(73)
By power-counting, since λ
(1)
2 has been chosen equal to zero, (t
4IΓ(1), t4IΓ(1))
coincides up to dimension 5 with (IΓ(1), IΓ(1)). Therefore we can limit ourselves
to the study of eq.(73).
The R.H.S. of eq.(73) is zero. This can be easily seen by noticing that from
eq.(69) δ
∫
d4x (ωˆa∗ωa)
∣∣
Yi=Y¯i=0
is, up to an overall minus sign, the antifield-
dependent part of the classical action of pure Yang-Mills theory. Eq.(73) is
nothing but the classical ST identities for δ
∫
d4x (ωˆa∗ωa)
∣∣
Yi=Y¯i=0
. Since the
latter is BRST invariant, eq.(73) vanishes. Therefore there exists a choice of
normalization conditions given by eqs.(68),(70) and (71) allowing to discard
the inhomogeneous contribution originated by the bracket (IΓ(1), IΓ(1)) in the
relevant sector of dimension ≤ 5. With this special choice of normalization
conditions the two-loop ST identities read
S0(IΓ
(2)) = 0 . (74)
The discussion of eq.(74) proceeds in the same way as for eq.(24). The argument
can be recursively repeated to all orders in the loop expansion. If the following
normalization conditions are imposed order by order in perturbation theory for
j = 1, 2, . . . , n− 1
λ
(j)
1 = 0 , λ
(j)
2 = 0 , ρ
(j)
1 = 0 , ρ
(j)
ρ¯ = 0 ,
ρ
(j)
2 = −2Mγ
(j)
N6
, ρ
(j)
3 = −iM(γ
(j)
N1(x)
+ γ
(j)
N2(x)
− γ
(j)
N3(x)
) + 2Mγ
(j)
N6(x)
(75)
the action-like part of the n-th order symmetric vertex functional is
t4IΓ(n) = λ
(n)
1
∫
d4xF aµνF
µνa + λ
(n)
2
∫
d4x ψ¯iψi
19
+16∑
i=1
λ
(n)
β,iΛβ,i(x) + λ
(n)
V
∫
d4xβVµ ψ¯γ
µψ + λ
(n)
A
∫
d4xβAµ ψ¯γ
µγ5ψ
+ρ
(n)
ρ¯
(m2
2
∫
d4x (Aaµ)
2 −
∫
d4x ρ¯Aaµ∂
µωa
)
+ρ
(n)
1 δ
∫
d4x (Aˆa∗µ A
aµ) + ρ
(n)
2 δ
∫
d4x (ωˆa∗ωa)
+ρ
(n)
3
∫
d4x iψ¯i∂/ψi
+(ρ
(n)
3 + iM(γ
(n)
N1(x)
+ γ
(n)
N2(x)
− γ
(n)
N3(x)
)− 2Mγ
(n)
N6(x)
)
∫
d4x ψ¯iA/
aT aψi
+2γ
(n)
N6
∫
d4x (iMψ¯iT
aωaYi − iMY¯iT
aωaψi) . (76)
Moreover, with the choice ρ
(j)
ρ¯ = 0, j = 1, . . . , n all terms entering in eq.(50) are
IR safe, fulfilling the power-counting criteria of [38]-[43]. This in turn implies
that the massless limit m→ 0 (s→ 1) of IΓm exist:
IΓ = lim
m→0
IΓm (77)
and obeys the following ST identities of Yang-Mills theory with massive fermions
S(IΓ) =
∫
d4x
( δIΓ
δAa∗µ
δIΓ
δAaµ
+
δIΓ
δωa∗
δIΓ
δωa
+Ba
δIΓ
δω¯a
−
δIΓ
δYi
δIΓ
δψ¯i
+
δIΓ
δY¯i
δIΓ
δψi
)
= 0 . (78)
6 Conclusions
By applying the method of the ST parameterization of the symmetric (ful-
filling the ST identities) vertex functional, a complete characterization of the
action-like part of the symmetric quantum effective action has been achieved for
Yang-Mills theory with massive fermions in the presence of singlet axial-vector
currents.
An IR regulator m has been introduced within the BPHZL scheme and the
relevant extended ST identities, parameterizing the soft-breaking induced by
the intermediate gauge bosons and ghost masses, have been analyzed. The IR
regulated symmetric vertex functional IΓm has been constructed. The limit IΓm
for m → 0 is seen to exist since the BPHZL IR power-counting criteria hold
true at any order in the loop expansion. In this limit the extended ST identities
reduce to those of Yang-Mills theory with massive fermions in eq.(78).
The ST parameterization reveals an interesting geometric structure also for
the finite action-like part of the symmetric quantum effective action.
Since a cohomologically non-trivial mass parameter like the fermion mass
M enters into the theory, the action-like functional t4IΓm is not invariant under
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the linearized classical ST operator S0. The non-invariant action-like terms
proportional to M are needed in order to fulfill the ST identities for the whole
vertex functional IΓm.
Moreover, we have shown that a natural set of normalization conditions
exists allowing to reduce higher-order ST identities to a linear homogeneous
problem. This is a rather non-trivial consequence of the geometric structure of
t4IΓm unveiled by the ST parameterization of the quantum effective action.
By exploiting this set of normalization conditions the expression of the
action-like part of the symmetric vertex functional to any order in the loop
expansion has been given.
We remark that the inclusion of composite operators like the singlet axial-
vector currents does not pose any additional problem in the application of the ST
parameterization technique. Hence the latter also provides an efficient way to
treat BRST-invariant composite operators in those theories where no invariant
regularization scheme is known.
We would like finally to comment on the use of the BPHZL regularization
scheme in order to construct the symmetric n-th order quantum effective action.
In this scheme an IR regulator is introduced in a way consistent with power-
counting (so that each factor of m = µ(s− 1) counts as one).
It should be noticed that the algebraic structure underlying the use of the
IR regulator is independent of the particular regularization scheme adopted and
can be thus translated without difficulty to other regularization procedures, like
for instance Dimensional Regularization (DR) (in the formulation compatible
with the Quantum Action Principle of [49, 56, 57]). However, special care has
to be paid to the subtraction chosen to deal with the IR regulator in order
to ensure that the power-counting properties true for the BPHZL IR regulator
are still valid. Provided that this requirement is fulfilled, the formulas given in
eqs.(50) and (76) can be regarded as regularization scheme-independent results.
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A BRST symmetry
The BRST symmetry of the model is
sAaµ = (Dµω)
a ≡ ∂µω
a + fabcAbµω
c , sωa = −
1
2
fabcωbωc ,
sψi = iω
aT aψi , sψ¯i = iψ¯iT
aωa . (79)
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The following conjugation rules hold:
sb¯ = sb , sf¯ = −sf , (80)
with b boson and f fermion.
The introduction of the BPHZL mass regulator m in eq.(13) requires an
additional BRST pair (ρ¯,m2)
sρ¯ = m2 , sm2 = 0 , (81)
with ρ¯ an anticommuting constant parameter.
The IR regularized BRST-invariant classical action is
Γ(0)m =
∫
d4x
(
−
1
4g2
F aµνF
µνa + iψ¯iD/ψi −Mψ¯iψi + β
V
µ ψ¯γ
µψ + βAµ ψ¯γ
µγ5ψ
+
1
2
m2(Aaµ)
2 +m2ω¯aωa − ρ¯Aaµ∂
µωa − ρ¯Baωa −
1
2
ρ¯ω¯afabcωbωc
+ α
(Ba)2
2
−Ba∂Aa + ω¯a∂µ(Dµω)
a
+Aa∗µ (D
µω)a + ωa∗(−
1
2
fabcωbωc)− iψ¯iT
aωaYi + iY¯iω
aT aψi
)
(82)
The UV dimension of the fields, antifields and external sources is assigned
according to the following table:
Field Aaµ ω
a ω¯a Ba ψi ψ¯i A
a∗
µ ω
∗
a Y¯i Yi β
V
µ β
A
µ
UV dim. 1 1 1 2 3/2 3/2 2 2 3/2 3/2 1 1
Table 1 - UV dimension of the fields, antifields and external sources
ψ¯, ψ have IR dimension two. The IR dimension of the other fields coincides
with the UV dimension. Under parity βVµ is even and β
A
µ odd.
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B Decomposition of δ
The decomposition of δ according to the UV dimension of the fields, external
sources and their derivatives is
δ0A
a
µ = 0 , δ1A
a
µ = (Dµω)
a ,
δ0ω
a = 0 , δ1ω
a = − 12f
abcωbωc ,
δ0ω¯a = 0 , δ1ω¯a = Ba ,
δ0B
a = 0 , δ1B
a = 0 ,
δ0ψi = 0 , δ1ψi = iω
aT aψi ,
δ0ψ¯i = 0 , δ1ψ¯i = iψ¯iT
aωa ,
δ0Aˆ
a∗
µ = 0 , δ1Aˆ
a∗
µ =
δΓ(0)
δAaµ
∣∣∣
Ba=0,m2=0
,
δ0ωˆ
a∗ = 0 , δ1ωˆ
a∗ = δΓ
(0)
δωa
∣∣∣
Ba=0,m2=0
,
δ0Y¯i =Mψ¯i , δ1Y¯i =
δΓ(0)
δψi
∣∣∣
M=0
,
δ0Yi =Mψi , δ1Yi = −
δΓ(0)
δψ¯i
∣∣∣
M=0
.
C Invariants depending only on β
µ
V , β
µ
A with di-
mension ≤ 4
1. With zero derivatives:
ΛV V V V,1 =
∫
d4x (βV )2(βV )2 ,
ΛAAAA,1 =
∫
d4x (βA)2(βA)2 ,
ΛAAV V,1 =
∫
d4x (βA)2(βV )2 ,
ΛAAV V,2 =
∫
d4x (βAβV )2 . (83)
2. With one derivative (if at least one βA is present we decide not to differ-
entiate βV ):
ΛV V V,1 =
∫
d4x∂βV (βV )2 ,
ΛV V V,2 =
∫
d4x∂µβ
V
ν β
V µβV ν ,
ΛAAV,1 =
∫
d4xβV βA∂βA ,
ΛAAV,2 =
∫
d4xβVµ β
A
ν ∂
µβAν ,
ΛAAV,3 =
∫
d4xβVµ β
A
ν ∂
νβAµ ,
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ΛAV V =
∫
d4x ǫµνρσβAµ β
V
ν ∂ρβ
V
σ . (84)
3. With two derivatives:
ΛAA,1 =
∫
d4x (∂βA)2 ,
ΛAA,2 =
∫
d4x∂νβ
A
µ ∂
νβAµ ,
ΛAA,3 =
∫
d4x∂νβ
A
µ ∂
µβAν ,
ΛV V,1 =
∫
d4x (∂βV )2 ,
ΛV V,2 =
∫
d4x∂νβ
V
µ ∂
νβV µ ,
ΛV V,3 =
∫
d4x∂νβ
V
µ ∂
µβV ν . (85)
We denote them by
∫
d4xΛβ,i(x), i = 1, . . . , 16.
D Monomials of dimension ≥ 5 contributing to
the ST breaking terms
We list the monomials of dimension ≥ 5 contributing to the ST breaking terms.
We use the freedom to perform an integration by parts in order not to differen-
tiate ψ¯i in the ST breaking terms.
N1(x) = iY¯i∂/ω
aT aψi ,
N2(x) = iψ¯iT
a∂/ωaYi ,
N3(x) = i∂/ψ¯iT
aωaYi ,
N4(x) = Y¯iT
afabcA/bωcψi ,
N5(x) = ψ¯iT
afabcA/bωcYi ,
N6(x) = iY¯iT
afabcωbωcYi . (86)
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