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В доповіді викладена постановка задачі та частина алгоритму 
роботи навчального тренажера. Призначенням навчальних тренажерів 
є допомога студенту при вивченні певної теми [1-2]. Тренажер з теми 
«Моделювання булевих функцій за допомогою елементарного 
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персептрону» дистанційного курсу «Нейронно-мережеві технології в 
інформатиці» ще не розроблений, тому тема є актуально. При 
розробці тренажеру були використані лекції з дисципліни «Нейронно-
мережеві технології в інформатиці» та [3]. 
Після запуску тренажеру перед користувачем з’являється вікно, де 
він бачить назву тренажера та дві кнопки – «Розпочати» та 
«Вихід».Натиснувши кнопку «Розпочати» випадковим чином 
з’являється одна з трьох умов задачі, яку користувачу необхідно 
розв’язати. Під умовою з’являється перше питання в якому 
користувачу потрібно вибрати одну правильну відповідь. Після 
вибору відповіді становиться активною кнопка «Продовжити» та 
користувач може натиснути на неї, щоб перевірити правильність 
відповіді. Якщо користувач помилився, то з’являється вікно із 
підказкою. Якщо користувач помилився вдруге, то з’являється вікно з 
правильною відповіддю. Якщо ж відповідь правильна, то користувач 
переходить до наступного питання. 
Алгоритм тренажера містить 5 кроків. Вони поділяються на 
питання з вибором однієї правильної відповіді(1, 2, 3, 5) та питання з 
самостійним введенням відповіді (4). Нижче наведено декілька 
кроків з алгоритму тренажера з вибором однієї правильної 
відповіді та самостійним введенням відповіді. 
Крок 1.Скільки входів буде мати елементарний персептрон для 
моделювання булевої функції?: 
- 2 (кількість входів залежить від кількості змінних); 
- 8 (кількість входів залежить від кількості аргументів); 
- 4 (кількість входів залежить від кількості рядків в булевій 
функції). 
Відповідь:2 (кількість входів залежить від кількості змінних). 
Крок 2.Скільки вагових коефіцієнтів необхідно підібрати для 
моделювання булевої функції в елементарному персептроні: 
- 5 (кількість вагових коефіцієнтів рівна кількості рядків та 
порогу); 
- 3 (кількість вагових коефіцієнтів залежить від порогу та 
кількості входів); 
- 2 (кількість вагових коефіцієнтів залежить від кількості 
входів). 
Відповідь:3 (кількість вагових коефіцієнтів залежить від порогу та 
кількості входів). 
Крок 4. Підберіть вагові коефіцієнти 𝑤0, 𝑤1 , 𝑤2таким чином, щоб 
елементарний персептрон моделював роботу даної булевої функції: 
Відповідь:Правильна відповідь залежить від того, яка задача 
з’явиться перед користувачем. Уявимо, що користувачеві дісталася 
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задача з моделювання кон’юнкції. Тоді одна з правильних відповідей: 
𝑤0 = −1, 𝑤1 = 1, 𝑤2 = 1. 
Для розробки навчального тренажера вибрана мова об’єктно-
орієнтованого програмування C#[4]. В якості середовища розробки – 
програма Microsoft VisualStudio 2017. 
В публікації розглянуто частину роботи алгоритму тренажера. 
Даний тренажер можна буде використовувати як в дистанційному 
навчанні, так і в стаціонарному. 
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