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Abstract: Over the next few years, Alma and Herschel missions will open new
observation windows at high spatial and spectral resolution studies at infrared and sub-
millimeter wavelengths domain. This will allow to study in much greater details the com-
position and evolution of molecules in space. Modeling of the spectra requires the know-
ledge of the level populations for observed molecules and thus accurate radiative rates as
well as collisional rates with the most abundant species (H, He, H2). In addition, taking
into account the possibility of the polarimetry analysis of ALMA, it is also interesting to
study the problem of the depolarization by collisions of the molecule initially excited by
anisotropic processes with / without magnetic field. We have calculated collisional rates
with He for the SO and CS molecules, these two molecules being good tracers of ISM
shocks and star forming regions.
The present thesis focuses on the calculation of new rate coefficients among the 118 first
rotational levels of the two first vibrational levels of the SO molecule in collision with He
for temperatures ranging from 5 to 1000 K and among the 38 first rotational levels of
the two first vibrational levels of the CS molecule in collision with He for temperatures
ranging from 10 K to 1500 K.
New 2D and 3D potential energy surfaces for the SO-He and CS-He systems are obtained
with accurate quantum chemistry methods. The effect of the accuracy of these methods
on the dynamical calculations is tested : it is found that a “coupled clusters” method is
a good choice for the determination of the interaction potential of these van der Waals
systems.
For the dynamics calculations, different levels of approximations (IOS, IOS scaling rela-
tionship) are tested for the rotational excitation in comparison with the exact full close
coupling approach. From the analysis of the validity range of each method, we define for
the two molecules an hybrid approach combining the accuracy of the full close coupling
method and the less time consuming approximations (IOS methods). For the SO molecule,
the propensity rules between fine-structure levels are studied : it is shown that ∆j = ∆N
transitions are much larger than the other transitions as expected from theoretical consi-
derations.These new coefficients differ significantly from previously published ones. We
also present new ro-vibrational rate coefficients. For the two molecules, the ro-vibrational
rate coefficients are three orders of magnitude lower than those of the rotational excita-
tion. Finally, the depolarization and transfer of polarization rate coefficients by isotropic
collisions of He are calculated for the CS molecule. These rate coefficients are similar to
the transfer of population rate coefficients.
The new rate coefficients were included in radiative transfer models and the consequences
on astrophysical models are evaluated : in the interpretation of SO or CS molecular
emission the use of previous published rate coefficients instead of these new ones could
lead to important differences on the density, abundance and temperature structure of
molecular clouds. We apply these results to observations of SO in TMC1. The structure
of the cloud is well represented by a cylindric core (TK = 8 K, n(H2) ∼ 3 104 cm−3) all
along the ridge and an envelope (TK = 10 K, n(H2) ∼ 6-8 103 cm−3) all around the core.
The abundance of SO in TMC-1 is nearly constant in all the cloud : 10−8, except at the
ammonia peak where a higher abundance is required , X(SO) ∼ 2.5 10−8.
Re´sume´: Les missions Herschel et ALMA vont ouvrir de nouvelles feneˆtres d’ob-
servation dans le domaine sub-millime´trique avec des re´solutions spatiales et spectrales
ine´gale´es. Pour interpre´ter ces observations, il est ne´cessaire de connaˆıtre les populations
des niveaux des mole´cules observe´es et par conse´quent les taux d’excitation collisionnelle
par les espe`ces les plus abondantes (H, He, H2). Compte tenu des possibilite´s d’analyse po-
larime´trique d’ALMA, il est aussi tre`s inte´ressant d’aborder le proble`me de de´polarisation
par collisions isotropes des mole´cules pre´alablement excite´es par processus anisotropes
et/ou en pre´sence de champ magne´tique. Nous avons ici calcule´ les taux avec He des
mole´cules SO et CS, ces deux mole´cules e´tant des traceurs de zones de chocs dans le
milieu interstellaire et des re´gions de formations d’e´toiles.
Cette the`se pre´sente des calculs de taux de collisions entre les 118 premiers niveaux de
structure fine des deux premiers niveaux vibrationnels de SO pour des tempe´ratures allant
de 5 a` 1000 K, ainsi que les taux de collisions pour les 38 premiers niveaux rotationnels des
trois premiers niveaux vibrationnels de CS pour des tempe´ratures allant de 5 a` 1500 K.
Des potentiels d’interaction a` 2 et 3 dimensions pour les syste`mes SO-He et CS-He ont
e´te´ calcule´s par des me´thodes de chimie quantique. La pre´cision de ces me´thodes sur les
calculs de dynamique a e´te´ teste´e et il a e´te´ trouve´ qu’une me´thode “Clusters Couple´s”
e´tait un bon choix pour ces syste`mes de van der Waals.
Diffe´rentes me´thodes de dynamique ont aussi e´te´ teste´es pour l’e´tude de l’excitation ro-
tationnelle par collisions de CS et SO avec He. Une zone de validite´ de chacune de ces
me´thodes a e´te´ de´termine´e. A partir de cette analyse, nous avons de´fini une approche hy-
bride combinant les calculs Close-Coupling exacts et les me´thodes IOS moins couˆteuses en
temps de calcul. Pour la mole´cule SO, les re`gles de pre´ponde´rance ont e´te´ e´tudie´es et nous
avons trouve´ que les taux des transitions ∆j = ∆N sont plus importants que les autres.
Les nouveaux taux de collisions ainsi calcule´s pre´sentent des diffe´rences significatives par
rapport aux anciennes donne´es pre´ce´demment publie´es. Pour les deux mole´cules, les taux
d’excitation ro-vibrationnelle ont e´te´ calcule´s : ces taux sont de trois ordres de grandeur
infe´rieurs aux taux d’excitation rotationnelle. Enfin, un calcul de taux de de´polarisation
et de transfert de polarisation par collisions isotropes avec He a e´te´ effectue´ pour CS a`
haute tempe´rature.
Enfin, ces nouveaux taux de collisions ont e´te´ introduits dans des codes de transfert radia-
tif. Nous avons observe´ que leur utilisation comparativement a` l’utilisation des anciennes
donne´es publie´es pouvait changer de fac¸on significative l’interpre´tation de l’abondance de
SO et CS dans les nuages mole´culaires. Nous avons utilise´ ces donne´es pour l’e´tude des
conditions physiques du nuage mole´culaire TMC-1. Le nuage est bien repre´sente´ par un
coeur cylindrique (TK = 8 K, n(H2) ∼ 3 104 cm−3) et une enveloppe (TK = 10 K, n(H2)
∼ 6-8 103 cm−3) entourant ce coeur. L’abondance de SO dans ce nuage est quasiment
constante 10−8, a` l’exception de la re´gion du pic d’ammoniac ou` l’abondance est plus
e´leve´e ∼ 2.5 10−8.
Chapitre 1
Introduction
L’espace entre les e´toiles n’est pas vide ....
Nous savons maintenant que le milieu interstellaire (MIS) contient une part importante
de la masse d’une galaxie telle que la noˆtre (environ ∼ 10%) sous forme de structures plus
ou moins grandes et e´tendues : les nuages interstellaires. Bien que sa densite´ soit faible,
la matie`re interstellaire joue un roˆle central dans l’e´volution de l’univers. C’est a` partir
de celle-ci que se forment les e´toiles par effondrement gravitationnel. Au cours de leur
vie, et surtout pendant la phase finale de leur e´volution, les e´toiles rejettent une partie
de leur matie`re dans le milieu interstellaire. Cette matie`re est enrichie en e´le´ments lourds
par les re´actions thermonucle´aires qui ont lieu au sein des e´toiles. De nouvelles e´toiles se
forment dans ce milieu interstellaire enrichi et ainsi de suite. L’e´volution de l’univers est
donc caracte´rise´e par un e´change continuel de masse entre les e´toiles et le milieu ou` elles
baignent.
La matie`re interstellaire se compose de gaz atomique, mole´culaire et ionise´ a` diverses
tempe´ratures, ainsi que de poussie`res. La physique et la chimie interstellaires reveˆtent un
grand inte´reˆt car les conditions qui re`gnent dans le MIS sont tre`s diffe´rentes de celles des
laboratoires terrestres. Ainsi les processus e´le´mentaires sont souvent plus visibles en raison
de la faiblesse des densite´s. Le gaz interstellaire est essentiellement constitue´ d’hydroge`ne
et d’He´lium (respectivement 90 et 10 % en nombre de particules) mais d’autres atomes
plus lourds, provenant de re´actions thermonucle´aires qui ont lieu au sein des e´toiles, sont
aussi pre´sents a` l’e´tat de traces.
Depuis qu’Eddington a e´mis en 1926 l’hypothe`se que des mole´cules pouvaient exis-
ter dans le milieu interstellaire, les chimistes ont fait leurs premiers pas dans le MIS.
Avec la de´tection des premiers radicaux et des premie`res mole´cules (CH, CH+ et CN)
dans les anne´es 40, suivie dans les anne´es 1960 et surtout 1970 de la de´couverte de plus
de 70 espe`ces mole´culaires, c’est une nouvelle discipline qui a vu le jour : l’astro-chimie
(Lequeux et Roueff 1991). La liste des mole´cules de´tecte´es dans le MIS n’a depuis cesse´
de s’allonger puisque l’on de´nombrait en 2005 plus de 130 mole´cules (voir Table 1.1).
L’e´tude des re´actions de formation et de destruction des multiples espe`ces qu’abritent
les coeurs mole´culaires des nuages interstellaires occupe une communaute´ tre`s active de
chimistes et de spectroscopistes. Ceux-ci fournissent aux astrophysiciens des donne´es cru-
ciales pour comprendre l’e´tat et l’e´volution chimique de ces nuages. Les travaux pionniers
de Hollenbach et al. (1971), Herbst & Klemperer (1973) et Black & Dalgarno (1977) ont
permis de comprendre les processus physico-chimiques fondamentaux a` l’oeuvre dans le
MIS et d’interpre´ter l’e´mission de gaz et de poussie`res. Un autre aspect important de
l’e´tude du milieu interstellaire est la de´termination de l’abondance et de la densite´ des
mole´cules interstellaires puisque les abondances relatives des mole´cules sont essentielles
pour connaˆıtre les processus physico-chimiques qui s’y de´roulent.








CH CH+ C2 CH2 C2H *C3
CH3 C2H2 l-C3H c-C3H *CH4 C4
c-C3H2 l-H2CCC C4H *C5 *C2H4 C5H
l-H2C4 *HC4H CH3C2H C6H *HC6H H2C6
*C7H CH3C4H C8H *C6H6
Mole´cules oxyge´ne´es
OH CO CO+ H2O HCO HCO
+
HOC+ C2O CO2 H3O
+ HOCO+ H2CO
C3O CH2CO HCOOH H2COH
+ CH3OH CH2CHO
CH2CHOH CH2CHCHO HC2CHO C5O CH3CHO c
−C2H4O
CH3OCHO CH2OHCHO CH3COOH CH3OCH3 CH3CH2OH CH3CH2CHO
(CH3)2CO HOCH2CH2OH C2H5OCH3 (CH2OH)2CO
Mole´cules azote´es
NH CN N2 NH2 HCN HNC
N2H
+ NH3 HCNH
+ H2CN HCCN C3N
CH2CN CH2NH HC2CN HC2NC NH2CN C3NH
CH3CN CH3NC HC3NH
+ *HC4N C5N CH3NH2
CH2CHCN HC5N CH3C3N CH3CH2CN HC7N CH3C5N?
HC9N HC11N
Mole´cules azote´es et oxyge´ne´es
NO HNO N2O HNCO NH2CHO
Autres mole´cules
SH CS SO SO+ NS SiH
*SiC SiN SiO SiS HCl *NaCl
*AlCl *KCl HF *AlF *CP PN
H2S C2S SO2 OCS HCS
+ c-SiC2
*SiCN *SiNC *NaCN *MgCN *MgNC *AlNC
H2CS HNCS C3S c-SiC3 *SiH4 *SiC4
CH3SH C5S FeO
Notes
- les * indiquent les mole´cules de´tecte´es dans les enveloppes circumstellaires
- (c-) signifie mole´cule cyclique, (l-) signifie mole´cule lineaire
Table 1.1: Mole´cules interstellaires identifie´es (http://aramis.obspm.fr/mol/list-
mol.html)
mole´cules se fait pre´fe´rentiellement graˆce la radioastronomie. Meˆme si des transitions
dans le domaine visible ou UV, provenant de l’excitation par rayonnement UV sont
aussi de´tecte´es, on de´tecte dans l’espace interstellaire des transitions millime´triques ca-
racte´ristiques des mole´cules. La Figure 1.1 pre´sente pour illustrer des spectres correspon-
dant a` des raies d’e´mission des mole´cules SO et CS pre´sentes dans le nuage mole´culaire
Cepheus. L’analyse et l’interpre´tation de ces raies observe´es se fait graˆce a` des codes de
transfert radiatif, Elle permet, d’une part d’identifier les mole´cules et d’autre part de
de´terminer les abondances des espe`ces observe´es, mais aussi les conditions physiques du
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nuage ou` elles ont e´te´ observe´es en reproduisant the´oriquement a` l’aide de ces codes les
raies observe´es.
Figure 1.1: Observations de raies de SO et CS dans Cepheus faites a` l’IRAM de Grenade
en Septembre 2005
Or comme on l’a vu pre´ce´demment, le milieu interstellaire est particulie`rement dif-
ficile a` e´tudier car il ne peut eˆtre assimile´ a` un syste`me ferme´. De plus, il s’e´carte
conside´rablement de l’e´quilibre thermodynamique si bien que les populations des niveaux
des espe`ces ne sont pas controˆle´es uniquement par la tempe´rature du gaz mais aussi par
les processus gouvernant l’excitation et la de´sexcitation de ces niveaux ainsi que par le
pompage radiatif. Parmi les processus qui gouvernent l’excitation et la de´sexcitation, les
phe´nome`nes de collisions avec les autres particules jouent un roˆle pre´ponde´rant. On a
vu que le milieu interstellaire e´tait essentiellement constitue´ d’He´lium et de mole´cules
d’hydroge`ne. Les partenaires de collisions privile´gie´s des mole´cules sont donc ces deux
espe`ces. Cependant, e´tant donne´ que les tempe´ratures caracte´ristiques du milieu interstel-
laire sont assez basses et que les e´nergies de collisions sont assez faibles, on ne s’inte´resse
ge´ne´ralement qu’au processus d’excitation ro-vibrationnelle a` partir de l’e´tat e´lectronique
fondamental de la mole´cule.
Au cours des 30 dernie`res anne´es, la the´orie quantique des collisions mole´culaires a e´te´
e´norme´ment de´veloppe´e. Comme beaucoup d’autres branches scientifiques, l’inte´reˆt pour
ce sujet est alle´ de pair avec les progre`s informatiques. En effet, de puissantes techniques
nume´riques de´veloppe´es re´cemment permettent maintenant de re´soudre les e´quations
de Schro¨dinger particulie`rement bien adapte´es aux proble`mes de collisions mole´culaires
a` basse e´nergie. Ainsi, de nombreux articles e´tudiant l’excitation ro-vibrationnelle de
mole´cules interstellaires ont e´te´ publie´s depuis de nombreuses anne´es: H2-He (Balakrish-
nan et al 1999), CO-He (Balakrishnan et al. 2000), OH-H2 (Offer & van Hemert 1994),
HC3N, (Green & Chapman 1978), HCl-H2 (Neufeld & Green 1994), SiO (Turner et al.
1992), SO (Green 1994), SO2-He (Green, 1995), CS (Turner et al. 1992), OCS - He (Flower
2001), CH3OH-He (Pottage et al. 2001), .... Or, compte tenu de la qualite´ des observa-
tions (tre`s haute re´solution spatiale et spectrale) qui vont sans doute eˆtre fournies dans
les toutes prochaines anne´es par la mission spatiale Herschel et l’interfe´rome`tre ALMA,
il paraˆıt ne´cessaire de connaˆıtre avec une grande pre´cision les taux d’excitation collision-
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nelle des mole´cules interstellaires afin de pouvoir interpre´ter les observations. En fait, la
plupart des taux de collisions de´termine´s dans les anne´es 80-90 ont e´te´ obtenus avec des
me´thodes de dynamique approche´es et sont souvent base´s sur des surfaces de potentiel a`
la qualite´ limite´e. Des taux de collisions calcule´s de fac¸on pre´cise ont e´te´ obtenus pour
quelques mole´cules seulement, citons H2-H2 (Flower 1997), CO-H2 (Wernli et al. 2006),
H2O-H2 (Dubernet & Grosjean 2002). Il apparaˆıt donc comme essentiel de connaˆıtre avec
une bonne pre´cision les taux de collisions de la plupart des autres mole´cules interstellaires.
Ceci est un enjeu important reconnu dans le RTN FP6 “Molecular universe”.
Dans ce contexte, nous nous sommes concentre´s au cours de ce travail sur les mole´cules
soufre´es SO et CS. Les mole´cules soufre´es sont tre`s importantes du point de vue astrophy-
sique puisqu’elle sont pre´sentes dans un large spectre de conditions physiques du milieu
interstellaire. Le soufre originel est ge´ne´ralement contenu dans la mole´cule H2S forme´e
graˆce a` l’e´vaporation des grains dans les coeurs denses ou les zones de chocs (Charn-
ley 1997; van Dishoeck & Blake 1998). La mole´cule H2S re´agit ensuite avec l’hydroge`ne
atomique suivant les sche´mas suivants :
H2S + H→ SH + H2; SH + H2 → S + H2
pour donner l’atome de soufre.
Les atomes de soufre re´sultant re´agissent avec des espe`ces telles que OH ou O2 en phase
gazeuse pour conduire a` la formation de SO ou SO2 suivant (Leen & Graff 1988; Millar
& Herbst 1990):
S + OH→ SO + O
S + O2 → SO + H
SO +O2 → SO2 +H
La chimie du soufre est donc lie´e a` la chimie de l’oxyge`ne et plus particulie`rement des
espe`ces O, OH, H2O. La mole´cule CS est quant a` elle forme´e par re´actions avec le carbone
atomique, toujours en phase gazeuse, suivant les sche´mas suivants (Leen & Graff 1988;
Millar & Herbst 1990) :
C + HS→ CS + H
SO + C→ CS + O
Depuis qu’elles ont e´te´ de´couvertes respectivement par Penzias et al. (1971) et Gottlieb
& Ball (1973), les mole´cules CS et SO ont e´te´ largement observe´es et utilise´es pour e´tudier
diffe´rents environnements comme les nuages froids, les zones de chocs ... (Snell et al. 1982;
Turner et al. 1992; van Dishoeck et al. 1993; Blake et al. 1987, 1994; Pineau des Foreˆts
et al. 1993). En plus de jouer un roˆle tre`s important dans les processus de la chimie
du milieu interstellaire, elles sont d’excellents traceurs des zones de chocs et des re´gions
de photodissociation. Elles sont tre`s abondantes dans les re´gions de formation d’e´toiles.
Enfin, la mole´cule CS est meˆme par l’interme´diaire de ses isotopes un traceur de la densite´
(Pratap et al. 1997).
Nous avons e´tudie´ les collisions de CS et SO avec He pour des gammes de tempe´rature
allant de 5 a` 1500 K en conside´rant suivant la tempe´rature soit l’excitation rotationnelle
soit l’excitation ro-vibrationnelle.
On peut le´gitimement se demander pourquoi e´tudier les collisions avec He alors que c’est
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H2 qui est le plus pre´sent dans le milieu interstellaire. La re´ponse a` cette question est
double :
– Meˆme si He n’est pas l’espe`ce la plus abondante, il repre´sente tout de meˆme 10 a`
20% des mole´cules du milieu interstellaire et il est donc important de connaˆıtre les taux
de collisions des mole´cules avec He. A notre connaissance, il n’existe aucune donne´e
pour les collisions de ces mole´cules avec He.
– Compte tenu du fait que H2(j = 0) est quasiment sphe´rique et que l’espace entre
les niveaux ro-vibrationnels de H2 est tre`s important, on peut conside´rer en premie`re
approche H2 comme un partenaire de collisions sans structure avec les proprie´te´s
e´lectroniques de He (Green 1977, Green et al. 1978). Les collisions avec He repre´sentent
une approche raisonnable pour mode´liser les collisions avec H2. On obtiendra les taux
de collisions avec H2 a` partir de ceux avec He en multipliant ces derniers par un fac-
teur 1.4 (Scho¨ier et al. 2005) duˆ au rapport des masses re´duites. Cette approximation,
ge´ne´ralement admise par les astrophysiciens et globalement ve´rifie´e a` un facteur 2 pre`s
pour les quelques syste`mes ou` les taux de collisions ont e´te´ calcule´s avec les deux par-
tenaires, sera discute´e dans ce travail car elle suppose beaucoup d’hypothe`ses.
Neanmoins, des taux de collisions avec le para-H2 existaient au de´marrage de cette
the`se pour les mole´cules SO et CS.
Ainsi Green (1994) a calcule´ les taux de collisions entre les 70 premiers niveaux de
rotation de SO avec para-H2 pour des tempe´ratures comprises entre 50 et 350K. Il a utilise´
des me´thodes approche´es qui ne prennent pas en compte la structure rotationnelle exacte
de SO et a base´ ses calculs de dynamique sur une surface calcule´e au niveau gaz d’e´lectrons
pour le syste`me CS-H2.
Pour la mole´cule CS, Green & Chapman (1978) ont calcule´ des taux de collisions entre
les 13 premiers niveaux de rotation avec le para-H2 pour des tempe´ratures comprises entre
10 et 100 K. Turner et al. (1992) ont e´tendu les re´sultats aux 23 premiers niveaux de
rotation et pour des tempe´ratures allant jusqu’a` 300 K. Les calculs de dynamique ont e´te´
faits a` partir d’une surface calcule´e au niveau gaz d’e´lectrons pour le syste`me H2 et en
utilisant la` aussi des me´thodes de calcul approche´es
Il a donc paru essentiel de de´terminer de nouveaux taux de collisions pour SO et
CS puisque que ce soit pour CS ou pour SO, les me´thodes de dynamique utilise´es
pre´ce´demment sont des me´thodes approche´es et les surfaces de potentiel utilise´es sont
des surfaces de potentiel calcule´es au niveau gaz d’e´lectrons, alors que l’on sait mainte-
nant que ce type de surfaces peut entraˆıner une erreur d’un facteur 2-3 sur les taux de
collisions (Thomas et al. 1980). Il faut de plus noter que pour SO, la surface de potentiel
utilise´e par Green (1994) est une surface de potentiel calcule´e pour la mole´cule CS, et qu’a
priori, il n’y a aucun moyen de supposer que les surfaces H2-SO et H2-CS sont identiques.
Il est donc inte´ressant de reprendre les calculs faits par Green (1994) et Turner et al.
(1992) en utilisant des me´thodes de dynamique plus pre´cises et des surfaces de potentiel
calcule´es avec les me´thodes de chimie quantique les plus re´centes afin de voir quel peut
eˆtre l’impact de l’utilisation de ces me´thodes sur les taux de collisions.
Ces donne´es sont essentielles pour les astrophysiciens puisque va eˆtre lance´e tre`s pro-
chainement la mission spatiale HERSCHEL qui va apporter une qualite´ d’observations
jusque la` jamais atteinte. Cette mission aura un sens si tous les outils the´oriques sont mis
en oeuvre pour l’interpre´tation des observations.
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De plus, compte tenu des possibilite´s d’analyse polarime´trique d’ALMA, il est aussi tre`s
inte´ressant d’aborder le proble`me de de´polarisation par collisions isotropes des mole´cules
pre´alablement excite´es par processus anisotropes et/ou en pre´sence de champ magne´tique.
On (re´)e´tablit dans ce manuscrit la the´orie de la de´polarisation des mole´cules line´aires de
syme´trie 1Σ et 3Σ par collisions isotropes avec un atome 1S en utilisant les techniques des
e´le´ments de matrice re´duits. On effectuera comme simple application un calcul de taux
de de´polarisation et de transfert de polarisation par collisions isotropes avec He a` haute
tempe´rature en utilisant l’approche IOS afin d’estimer l’ordre de grandeur de ces taux.
La seconde partie de ce manuscrit est consacre´e aux applications astrophysiques de ces
nouvelles donne´es. En effet, les taux de collisions calcule´s pour CS et SO ont e´te´ inse´re´s
dans des codes de transfert radiatif afin de simuler l’excitation de CS et SO dans les nuages
mole´culaires. On s’est inte´resse´ a` la sensibilite´ de la mode´lisation astrophysique aux taux
de collisions. La de´termination de taux de collisions pour l’ensemble des mole´cules inter-
stellaires peut, suivant la pre´cision souhaite´e, eˆtre relativement rapide ou extreˆmement
longue voire meˆme quasiment impossible avec les moyens informatiques actuels. L’un des
objectifs de ce travail de the`se est donc de de´terminer et de valider une strate´gie de calcul
pour les taux de collisions (pre´cision de la surface de potentiel, utilisation e´ventuelle de
me´thodes approche´es dans la dynamique) tout en tenant compte de la pre´cision demande´e
par les astrophysiciens. Il est d’ores et de´ja` e´vident qu’un facteur deux d’erreur sur les
taux de collisions est insuffisant, et la question est plutoˆt de voir si pour la de´termination
de taux de collisions il est ne´cessaire d’avoir une excellente pre´cision ou si on peut se
contenter d’utiliser des me´thodes approche´es et des 20-30% (voire plus) d’erreur qui en
de´coulent.
Les re´sultats pre´sente´s dans ce manuscrit seront divise´s en deux parties : une pour la
mole´cule SO et CS et une pour les applications astrophysiques de ces nouveaux re´sultats.
Pour la premie`re partie, nous pre´senterons tout d’abord les calculs des potentiels d’in-
teraction 2D et 3D des syste`mes SO-He et CS-He, e´tape pre´alable a` un calcul de dyna-
mique, puis nous pre´senterons ensuite les calculs des taux de collisions rotationnels et
ro-vibrationnels pour des tempe´ratures allant de 5 a` 1500 K. Pour la mole´cule SO, plu-
sieurs surfaces de potentiel ont e´te´ calcule´es avec des pre´cisions diffe´rentes afin de pouvoir
e´valuer l’impact des surfaces de potentiels sur les taux de collisions. On a aussi teste´ pour
la mole´cule SO plusieurs me´thodes pour la dynamique afin de pouvoir de´terminer quelles
me´thodes approche´es peuvent eˆtre utilise´es.
La deuxie`me partie, consacre´e aux applications astrophysiques, montrera quel est l’impact
de ces nouveaux taux de collisions sur les mode`les de transfert radiatif. Enfin, on montrera
aussi dans cette partie, a` travers l’exemple du nuage mole´culaire TMC-1 quel sera l’im-
pact de l’utilisation des nouveaux taux de collisions sur la de´termination des conditions
physiques d’un nuage mole´culaire et on essaiera de discuter l’influence de la pre´cision des
taux de collisions sur les mode`les astrophysiques.
Enfin, pre´alablement a` l’e´tude de l’excitation collisionnelle de mole´cules d’inte´reˆt astro-
physique, nous nous sommes inte´resse´s a` la formation des satellites quasi-mole´ulaires par
collisions H-H. Ces raies satellites sont des outils de diagnostic tre`s pre´cis de tempe´rature
et de gravite´ des e´toiles telles que les naines blanches DA ou les λ bootis.
On pre´sentera en annexe E une nouvelle e´tude quantique des satellites quasi-mole´culaires,
de la raie Lyman α a` 1600A˚ et de la raie Lyman β a` 1150A˚ dus aux collisions H-H. Le
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Me´thodes de calculs e´lectroniques
2.1 Approximation de Born-Oppenheimer
2.1.1 Description d’un syste`me mole´culaire
On conside`re une mole´cule isole´e constitue´e de n e´lectrons et de N noyaux. L’Hamilto-
nien non relativiste de cet ensemble est donne´ par la somme des termes d’e´nergie cine´tique
de chaque particule et de l’interaction coulombienne entre porteurs de charge:







































ou` Rα de´signe l’ensemble des coordonne´es des N noyaux et ri de´signe l’ensemble des
coordonne´es des n e´lectrons.
La fonction d’onde totale Ψ de´crivant le syste`me mole´culaire est donne´e par l’e´quation de
Schro¨dinger stationnaire:
HΨ(Rα; ri) = EΨ(Rα; ri) (2.2)
ou` E est l’e´nergie totale du syste`me conside´re´.
A l’exception de cas tre`s simples, il est impossible de trouver des solutions analytiques a`
cette e´quation aux de´rive´es partielles a` 3(n+N) variables par les me´thodes nume´riques ha-
bituelles avec une pre´cision suffisante pour des applications spectroscopiques. On est donc
amene´ a` introduire un certain nombre d’approximations qui vont permettre de pouvoir
re´soudre nume´riquement cette e´quation.
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2.1.2 Approximation de Born-Oppenheimer
L’approximation de Born-Oppenheimer (Born & Oppenheimer 1927) suppose que l’on
peut de´coupler le mouvement des noyaux et celui des e´lectrons, i.e. a` chaque position des
noyaux, on e´tudie le mouvement des e´lectrons. L’approximation repose sur le fait que la
masse d’un e´lectron est beaucoup plus petite que la masse d’un noyau (mproton/me ≈
1836) alors que les forces agissant sur ces particules sont de meˆme ordre de grandeur.
Le mouvement nucle´aire est ainsi beaucoup plus lent que le mouvement e´lectronique et
on peut alors conside´rer que les e´lectrons s’adaptent instantane´ment au mouvement des
noyaux, ce qui nous permet de traiter le mouvement e´lectronique pour une configuration
fixe de noyaux. On peut alors e´crire l’Hamiltonien total sous la forme d’une somme d’un
Hamiltonien e´lectronique He et d’un Hamiltonien nucle´aire HN :
Hˆe = Tˆe + Vˆee + VˆeN + VˆNN
HˆN = TˆN
Dans Hˆe, le terme de re´pulsion entre noyaux VˆNN ne de´pend pas de la position des e´lectrons
et joue donc le roˆle de constante dans cet ope´rateur.
Du fait de la de´pendance de VˆeN en Rα, l’Hamiltonien e´lectronique He de´pend pa-
rame´triquement des coordonne´es nucle´aires. Les fonctions d’ondes propres ψei(Rα; ri)
de´pendent donc e´galement parame´triquement des coordonne´es nucle´aires et sont solutions
de l’e´quation de Schro¨dinger e´lectronique:
Hˆe(Rα)ψei(Rα; ri) = Eei(Rα)ψei(Rα; ri) (2.3)
La fonction d’onde totale s’e´crit alors de fac¸on ge´ne´rale sous la forme d’une combinaison









































































∇αψNi(Rα)〈ψej(Rα; ri)|∇α|ψei(Rα; ri)〉 (2.6)
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sachant que les fonctions d’onde sont orthonormales entre elles.
L’approximation de Born-Oppenheimer consiste donc a` ne´gliger les de´rive´es des
ψei(Rα; ri) par rapport aux coordonne´es nucle´aires. Cette approximation adiabatique
revient donc a` ne´gliger les termes de couplages entre les e´tats e´lectroniques diffe´rents
〈ψej(Rα; ri)|∇α|ψei(Rα; ri)〉 mais aussi le terme 〈ψej(Rα; ri)| − ~22Mα∇2α|ψei(Rα; ri)〉 ap-
pele´ correction diagonale. Ces termes sont appele´s couplages non-adiabatiques et sont
en ge´ne´ral tre`s faibles.




ψNi(Rα) = EψNi(Rα) (2.7)
On remarque que la valeur propre de l’Hamiltonien e´lectronique s’interpre`te comme
l’e´nergie potentielle du mouvement nucle´aire. Les noyaux se meuvent dans le potentiel
Eei(Rα) cre´e´ par les e´lectrons et les noyaux. La fonction d’onde ψNi(Rα) est la fonc-
tion d’onde nucle´aire qui de´crit les vibrations et les rotations de la mole´cule dans un
e´tat e´lectronique donne´. En effet, pour chaque e´tat propre ψei(Rα; ri) de l’Hamiltonien
e´lectronique He, le potentiel gouvernant ces mouvements de´pend de la valeur propre as-
socie´e Eei(Rα), et les mouvements nucle´aires, donc les e´tats vibrationnels et rotationnels,
diffe`rent d’un e´tat e´lectronique a` l’autre.
Dans le cadre de l’approximation de Born-Oppenheimer, l’e´tude d’un syste`me mole´culaire
va se de´composer en 2 e´tapes:
– On de´termine les solutions Eei(Rα) de l’e´quation de Schro¨dinger e´lectronique pour
chaque e´tat e´lectronique et pour chaque configuration de noyaux a` prendre en compte.
La re´solution de cette e´quation appartient au domaine de la chimie quantique, et les
me´thodes employe´es sont dites ab initio, car elles ne ne´cessitent pas l’introduction
de donne´es expe´rimentales. En calculant Eei(Rα) pour un ensemble de configurations
nucle´aires, on obtient ce que l’on appelle une surface d’e´nergie potentielle.
– On re´sout ensuite l’e´quation de Schro¨dinger nucle´aire a` l’aide du potentiel Eei(Rα)
pre´ce´demment calcule´. Cela nous permet par exemple de caracte´riser les mouvements
de vibration et de rotation d’une mole´cule (si le syste`me est lie´), ou encore de simuler
le mouvement des noyaux lors d’une collision (si le syste`me est non lie´).
L’approximation de Born-Oppenheimer est valable tant qu’il n’y a pas de de´ge´ne´rescence
ou quasi-de´ge´ne´rescence de deux ou plusieurs solutions de l’e´quation de Schro¨dinger
e´lectronique. Dans le cas d’e´tats e´lectroniques bien se´pare´s e´nerge´tiquement, cette ap-
proximation est valable tant que l’on ne conside`re que des e´tats vibrationnels et rotation-
nels pas trop excite´s pour lesquels les e´chelles de temps des mouvements e´lectroniques et
nucle´aires sont encore bien distinctes.
2.2 Proprie´te´s de l’e´nergie et de la fonction d’onde
e´lectronique
Les me´thodes de calcul ab initio ont e´norme´ment e´volue´ au cours de ces dernie`res
anne´es graˆce aux progre`s informatiques mais aussi graˆce aux me´thodes employe´es qui
permettent de travailler dans des espaces line´aires de plus en plus grands. Cependant, les
e´nergies et les fonctions d’onde obtenues par un calcul ab initio restent ne´cessairement
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approche´es et des crite`res doivent eˆtre de´finis pour de´terminer la me´thode de calcul la
mieux adapte´e aux calculs de potentiels intermole´culaires.
2.2.1 Me´thodes variationnelles
Lorsque l’on utilise une me´thode variationnelle, l’e´nergie calcule´e est supe´rieure a`
l’e´nergie exacte (on entend par e´nergie exacte, la valeur propre exacte de l’Hamiltonien
conside´re´ et non exacte au sens propre du terme vu que les effets relativistes ne sont pas
pris en compte dans l’Hamiltonien conside´re´) et les parame`tres sont optimise´s en minimi-
sant l’e´nergie. L’avantage d’une telle approche est que le signe de l’erreur est connu.
Cependant, lorsque l’on s’inte´resse a` des syste`mes van der Waals, cette proprie´te´ n’est pas
essentielle car :
- Les e´nergies d’interaction sont obtenues par diffe´rence d’e´nergies et il est a` priori impos-
sible de connaˆıtre le signe de l’erreur commise sur cette diffe´rence.
- La proprie´te´ de cohe´rence en taille (voir partie 2.2.4) est tre`s importante car les e´nergies
d’interaction mises en jeu sont du meˆme ordre de grandeur que les erreurs introduites
dans les me´thodes non cohe´rentes en taille.
2.2.2 Pourcentage de corre´lation e´lectronique recouvre´e
La me´thode la plus simple de re´solution de l’e´quation de Schro¨dinger e´lectronique est
la me´thode Hartree-Fock. Cependant, un calcul Hartree-Fock utilise la notion de particules
inde´pendantes, et ne donne pas les e´nergies propres exactes de l’e´quation de Schro¨dinger
e´lectronique, meˆme avec une base comple`te.
On appelle e´nergie de corre´lation la diffe´rence entre l’e´nergie exacte correspondant a` l’Ha-
miltonien non-relativiste et la valeur donne´e par un calcul Hartree-Fock a` l’aide d’une base
comple`te. En ge´ne´ral, un calcul Hartree-Fock donne au moins 99% de l’e´nergie totale. Tou-
tefois, le 1% manquant peut s’ave´rer important parce qu’en chimie quantique on est amene´
a` calculer de faibles variations de l’e´nergie totale lie´es aux modifications de structure des
e´lectrons de valence et parce que obtenir des re´sultats de qualite´ spectroscopique ne´cessite
une tre`s haute pre´cision (qques cm−1), bien supe´rieure au 1% manquant.
2.2.3 Erreur de superposition de base (Basis set superposition
error BSSE)
Soit un syste`me van der Waals constitue´ de deux parties A et B, chaque partie pouvant
eˆtre un atome ou une mole´cule. Un jeu d’orbitales atomiques est associe´ a` chaque atome
constituant A et B. Dans le calcul ab initio de l’e´nergie e´lectronique du syste`me A + B,
les orbitales de A offrent un espace supple´mentaire pour de´crire ce qui se passe en B. Le
phe´nome`ne est d’autant plus marque´ que la base est petite et il de´pend e´videmment de
la distance entre A et B.
Boys et Bernardi (1970) ont propose´ une me´thode qui tend a` diminuer cette erreur: C’est
la me´thode du contrepoids. Si on de´signe par EA(B) l’e´nergie du syste`me B avec la base
d’orbitales atomiques du syste`me A, on calcule l’e´nergie d’interaction par:
∆E(A+B) = EA+B(A+B)− EA+B(A)−EA+B(B) (2.8)
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Il est important de noter que parce qu’une diffe´rence apparaˆıt lors du calcul de ∆E(A+B),
l’e´nergie d’interaction ne suit pas les crite`res variationnels quelle que soit la me´thode
employe´e.
2.2.4 Cohe´rence en taille
Quand la distance intermole´culaire R se´parant A et B devient suffisamment grande,
les deux sous syste`mes n’interagissent plus. Dans un tel cas, l’e´nergie du syste`me est




La cohe´rence en taille signifie que l’on traite au meˆme niveau de pre´cision le syste`me
(A + B) et les sous syste`mes individuels A et B. Toutefois, cette proprie´te´, commune
a` tous les syste`mes Van der Waals, n’est pas ve´rifie´e par toutes les me´thodes de calcul
d’e´nergie e´lectronique. Il est donc pre´fe´rable de choisir des me´thodes ab initio qui soient
cohe´rentes en taille, i.e que l’e´nergie calcule´e est automatiquement nulle pour les grandes
distances intermole´culaires.
Les me´thodes de champ auto-cohe´rent du type Hartree-Fock, MCSCF ou clusters couple´s
sont cohe´rentes en taille. En revanche, les me´thodes de type interaction de configuration
limite´e ne sont pas cohe´rentes en taille, sauf si les excitations sont prises en compte,
situation rarement re´alisable en pratique.
2.3 La me´thode Hartree-Fock
2.3.1 Energie Hartree-Fock
La me´thode Hartree-Fock (Hartree 1928; Slater 1929; Fock 1930) permet d’obtenir
une solution de l’e´quation de Schro¨dinger e´lectronique HˆeΨe = EeΨe sous la forme d’une
fonction d’onde monoconfigurationnelle de´crite par un unique de´terminant de Slater Φe
compose´ de spin-orbitales monoe´lectroniques appele´es orbitales mole´culaires. Ceci permet
d’assurer l’antisyme´trie de la fonction d’onde totale. Pour un syste`me a` n e´lectrons, ce
de´terminant est donne´ par :





φ1(n) . . . φn(n)
(2.9)
L’e´nergie Hartree-Fock s’e´crit donc sous la forme :










gˆ(i, j) + VNN (2.11)
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hˆ et gˆ repre´sentent respectivement les ope´rateurs mono et bie´lectronique de l’hamiltonien









et gˆ(i, j) =
1
|ri − rj| (2.13)
On explicite alors l’e´quation 2.10 qui permet alors d’exprimer l’e´nergie du calcul Hartree-









(Jij −Kij) + VNN (2.14)
avec:
hi = 〈φi(1)|hˆ(i)|φi(1)〉
Jij = 〈φi(1)φj(2)|gˆ(1, 2)|φi(1)φj(2)〉
Kij = 〈φi(1)φj(2)|gˆ(1, 2)|φj(1)φi(2)〉
Jij est appele´e inte´grale de Coulomb (re´pulsion de deux e´lectrons chacun dans une orbi-
tale) et Kij est appele´e inte´grale d’e´change (provenant de la ne´cessite´ d’antisyme´triser la
fonction d’onde).
2.3.2 Principe variationnel
Selon le principe variationel, il faut, pour de´terminer l’e´nergie Hartree-Fock, minimiser
l’e´nergie en modifiant les spin-orbitales φi (i.e. modifier la fonction d’essai Φe) tout en leur
imposant des contraintes d’orthonormalisation.




ǫijδ〈φi|φj〉 = 0 (2.15)
ou` les ǫij sont les multiplicateurs de Lagrange.
δE peut alors s’exprimer en fonction des ope´rateurs de Coulomb et d’e´change Jˆi et Kˆi,















Jˆj |φi(2)〉 = 〈φj(1)|gˆ(1, 2)|φj(1)〉|φi(2)〉
Kˆj |φi(2)〉 = 〈φj(1)|gˆ(1, 2)|φi(1)〉|φj(2)〉




(Jˆj − Kˆj) (2.17)
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〈δφj|Fˆ |φi〉+ 〈φj|Fˆ |δφi〉
)
(2.18)
En utilisant le fait que les coefficients de Lagrange sont hermitiques, on peut transformer






〈δφi|φj〉 = 0 (2.19)





Il est possible, a` l’aide d’une transformation unitaire, de diagonaliser la matrice des
multiplicateurs de Lagrange ǫij , ce qui permet d’obtenir un nouvel ensemble d’orbitales
mole´culaires φ′i, appele´es orbitales canoniques, associe´es aux valeurs propres ǫ
′






Dans la plupart des calculs, les spin-orbitales atomiques ou mole´culaires sont de´crites a`
l’aide d’un jeu de fonctions mathe´matiques χ nomme´es fonctions de base, par combinaison













Pour une base d’orbitales atomiques donne´es {χk}, re´soudre les e´quations Hartree-Fock
revient a` optimiser les coefficients cik du de´veloppement 2.22. Il existe plusieurs fac¸ons
de proce´der suivant que le syste`me est a` couches ferme´es : formalisme RHF (restricted
Hartree-Fock) (Roothaan 1951) ou a` couches ouvertes : formalisme UHF (unrestricted
Hartree-Fock) (Berthier 1954; Pople & Nesbet 1954).
Dans le cas le plus simple d’un syste`me a` couches ferme´es, on a par inte´gration de
l’e´quation 2.23 un syste`me matriciel nomme´ e´quation de Roothaan-Hall (Roothaan 1951;
Hall 1951) :
(F )(C) = (S)(C)(ǫ) (2.24)
ou` les e´le´ments de matrice sont de´finis de la fac¸on suivante
Fkl = 〈χk|(F )|χl〉
Skl = 〈χk|χl〉
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Pour re´soudre cette e´quation, il est ne´cessaire de proce´der de fac¸on ite´rative, a` savoir, par-
tir d’un ensemble initial d’orbitales (combinaisons line´aires des fonctions de base) pour
construire l’ope´rateur de Fock correspondant, puis re´soudre les e´quations 2.21 pour ob-
tenir un nouvel ensemble d’orbitales qui sert a` construire un nouvel ope´rateur de Fock
et ainsi de suite jusqu’a` convergence. On qualifie ce type de me´thode d’autocohe´rente ou
SCF (Self-Consistent-Field).
En reprenant la notation φi pour les orbitales canoniques et ǫi pour les e´nergies corres-








(Jij −Kij) + VNN (2.25)
Cette e´nergie Hartree-Fock s’approche de la valeur exacte de l’e´nergie e´lectronique par
valeurs supe´rieures, jusqu’a` une limite fixe´e par la taille de la base.
La proce´dure du formalisme UHF est assez semblable a` celle du formalisme RHF, la
principale diffe´rence provient du fait que le de´terminant de Slater est construit a` partir de
deux ensembles distincts d’orbitales d’espace {χαk} et {χβk}, correspondant respectivement
aux deux e´tats de spin α et β si bien que l’on aboutit a` deux syste`mes d’e´quations :
(F γ)(Cγ) = (S)(Cγ)(ǫγ) (γ = α, β) (2.26)
2.3.3 Limites du mode`le Hartree-Fock
Le mode`le Hartree-Fock permet d’obtenir la meilleure fonction d’onde possible
construite a` partir d’une seule configuration e´lectronique, en ne tenant compte des inter-
actions e´lectroniques que par l’interme´diaire d’un champ moyen. Cependant, ce mode`le
sous-estime les interactions e´lectroniques puisqu’il ne´glige toutes les interactions instan-
tane´es entre les e´lectrons, et ainsi toute corre´lation entre les mouvements des e´lectrons.
Bien que l’e´nergie Hartree-Fock repre´sente 99% de l’e´nergie totale exacte, la diffe´rence qui
subsiste peut eˆtre chimiquement tre`s importante, en particulier parce qu’elle varie avec la
ge´ome´trie des mole´cules.
Pour aller au dela` de cette approximation, il faut donc tenir compte des effets d’interaction
individuels des e´lectrons les uns vis a` vis des autres, c’est a` dire des effets de corre´lation
e´lectronique.
Parmi ces effets on peut distinguer deux formes de corre´lation e´lectronique :
- La corre´lation radiale, qui traduit le fait que la distance de chaque e´lectron au noyau
de´pend des distances respectives des autres e´lectrons par rapport au noyau.
- La corre´lation angulaire qui regroupe les e´vitements, de la part de chaque e´lectron,
de zones qui se re´partissent autour du noyau et qui posse`dent de fortes probabilite´s de
pre´sence d’autres e´lectrons.
La corre´lation e´lectronique peut eˆtre prise en compte dans une bonne mesure par plusieurs
types de me´thodes (me´thodes post Hartree-Fock) : interaction de configurations, clusters
couple´s, me´thodes perturbatives... Les deux premie`res, que nous allons de´crire dans les
paragraphes suivants, utilisent en ge´ne´ral les donne´es issues du calcul Hartree-Fock comme
point de de´part.
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2.4 Les me´thodes d’interaction de configurations
(CI)
La me´thode Hartree-Fock permet de de´terminer la meilleure fonction d’onde de´crite
par un seul de´terminant de Slater. Selon la qualite´ de la base utilise´e, cette me´thode permet
de s’approcher de l’e´nergie exacte a` environ 1 %, ce qui, comme on l’a pre´ce´demment vu,
reste insuffisant. L’ame´lioration de la description passe par la construction d’une fonction
d’onde du syste`me e´lectronique sous la forme d’une combinaison line´aire de plusieurs
configurations. La me´thode d’interaction de configurations (Shavitt 1977) repose sur ce
principe. La fonction d’onde Hartree-Fock Φ0 sert de point de de´part pour la description
de la nouvelle fonction d’onde que l’on peut e´crire sous la forme :




Les diffe´rentes me´thodes se distinguent par la fac¸on de calculer les coefficients aI . La
me´thode Hartree-Fock conduit, pour un syste`me a` n e´lectrons dans un espace a` M fonc-
tions de base, a` un ensemble de n/2 orbitales mole´culaires (OM) occupe´es et (M-n)/2 OM
non occupe´es ou virtuelles. Les de´terminants ΦI de l’e´quation 2.27 peuvent eˆtre construits
par occupation d’OM virtuelles par excitation(s) a` partir du de´terminant Hartree-Fock.
Le nombre de de´terminants qu’il est possible de cre´er est fixe´ par la taille M de la base
d’orbitales. Un calcul incluant tous les de´terminants possibles permet d’obtenir la tota-
lite´ de la corre´lation pour une base donne´e. On appelle un tel calcul Full Configuration
Interaction (Full CI). Ce type de calcul permettrait, avec une base infinie, de re´soudre
l’e´quation de Schro¨dinger de la fac¸on la plus exacte possible dans l’approximation de
Born-Oppenheimer. Il est cependant le plus souvent souvent impossible d’effectuer de tels
calculs car le nombre de de´terminants devient rapidement trop grand.
Les me´thodes d’interaction de configurations reposent, tout comme la me´thode Hartree-
Fock, sur le principe variationnel. La fonction d’onde d’essai est e´crite sous la forme d’une
combinaison line´aire de de´terminants dont les coefficients sont ajuste´s de fac¸on a` obtenir
une e´nergie minimale. On part donc d’un de´veloppement de la forme suivante :













ou` ΦS , ΦD, ΦT , ... repre´sentent les de´terminants obtenus respectivement par monoexcita-
tion, excitation double, triple, ... a` partir du de´terminant Hartree-Fock Φ0.
Ceci est une optimisation de l’e´nergie sous la contrainte de normalisation de la fonction
d’onde totale Ψ. On peut introduire la contrainte a` l’aide d’un multiplicateur de Lagrange,
comme dans la me´thode de Hartree-Fock :
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Les e´le´ments diagonaux 〈ΦI |Hˆe|ΦI〉 sont les e´nergies des de´terminants correspondants.






〈ΦI |Hˆe|ΦJ〉 − 2λaJ = 0 (2.30)
d’ou` pour chaque valeur de I : ∑
J
(HIJ − δIJ)aj = 0 (2.31)
avec
HIJ = 〈ΦI |Hˆe|ΦI〉
On obtient alors pour l’ensemble des valeurs de I, un syste`me d’e´quations se´culaires a`
re´soudre, qui peut s’e´crire sous la forme matricielle suivante :

H00 − λ H01 . . . H0J . . .
H10 H11 − λ . . . H1J . . .
. . . . . . . . . . . . . . .
HJ0 . . . . . . HJJ − λ . . .





















La diagonalisation de cette matrice nomme´e matrice d’interaction de configurations per-
met d’obtenir comme valeurs propres, par valeurs croissantes, les e´nergies successives de
l’e´tat fondamental puis des e´tats excite´s. La diagonalisation de cette matrice est un calcul
extreˆmement prohibitif qui est cependant alle´ge´ par le fait que cette matrice contient un
certain nombre d’e´le´ments nuls (re`gle de Slater-Condon) pour les raisons suivantes :
– Si l’on ne tient pas compte du couplage spin-orbite, l’ope´rateur Hamiltonien ne
contient pas de terme de spin, ce qui signifie que les configurations correspondant a` des
e´tats de spin diffe´rents n’interagissent pas entre elles. Les e´le´ments de matrice entre
de´terminants de spin diffe´rents sont donc nuls.
– Certaines combinaisons de de´terminants sont effectue´es pour construire des fonc-
tions propres a` la fois de Sˆz et de Sˆ
2. L’introduction de telles combinaisons, ap-
pele´es“Configurational state Functions” (CSF), permet de re´duire e´galement le nombre
de termes non nuls de la matrice.
– L’Hamiltonien e´tant constitue´ d’ope´rateurs a` un ou deux e´lectrons (voir paragraphe
2.3), les seuls e´le´ments de matrice non nuls ne font intervenir que des configurations
ne diffe´rant que par 0, 1 ou 2 orbitales. Ces e´le´ments de matrice peuvent s’exprimer en
termes d’inte´grales mono- ou bie´lectroniques de la fac¸on suivante :
〈ΦI |Hˆe|ΦI〉 = EI (2.33)







〈ΦI |Hˆe|Φabij 〉 = 〈φiφj|gˆ|φaφb〉 − 〈φiφj|gˆ|φbφa〉 (2.35)
ou` Φai et Φ
ab
ij repre´sentent respectivement les de´terminants de Slater des configurations
mono et diexcite´es par rapport a` la fonction ΦI .
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EI n’est autre que l’e´nergie dans la repre´sentation monoconfigurationelle ΦI correspon-
dante.
Il est inte´ressant de noter que l’e´le´ment de matrice 〈Φ0|Hˆe|Φai 〉 est e´gal a` l’e´le´ment de





〈φiφj |gˆ|φaφj〉 − 〈φiφj|gˆ|φjφa〉
)
= 〈φi|Fˆ |φa〉 (2.36)
On en de´duit donc que :
〈Φ0|Hˆe|Φai 〉 = 0 (2.37)
Les de´terminants monoexcite´s Φai n’interagissent donc pas avec la fonction de re´fe´rence
(the´ore`me de Brillouin). Seuls les de´terminants bi-excite´s interagissent avec la fonction de
re´fe´rence.
On a donc vu que la matrice d’interaction de configuration construite e´tait diagonale
par blocs. Cependant, bien qu’elle posse`de de nombreux e´le´ments de matrice nuls, le
nombre e´leve´ de configurations et donc d’e´le´ments de matrice rend la diagonalisation
de cette matrice difficilement re´alisable. On est donc en ge´ne´ral amene´ a` limiter le
nombre de de´terminants inclus dans le de´veloppement, et tout le proble`me consiste alors
a` se´lectionner les de´terminants qui permettent de de´crire la plus grande partie de l’e´nergie
de corre´lation.
2.4.1 La me´thode Multi-Configuration Self-Consistent-field
(MCSCF)
En ge´ne´ral, les orbitales virtuelles issues du calcul Hartree-Fock ne sont pas adapte´es
a` une description correcte du syste`me et c’est pourquoi il faut ajouter a` la fonction
de re´fe´rence Hartree-Fock un grand nombre de configurations excite´es pour repre´senter
l’e´nergie de corre´lation. Cependant, si on veut garder des temps de calcul re´alisables,
et que l’on choisit par exemple de limiter le de´veloppement de la fonction d’interaction
ΨIC aux configurations mono et diexcite´es (me´thode CISD), on ne peut pas de´crire cor-
rectement un e´tat excite´ puisque l’essentiel de la corre´lation est duˆ a` la contribution de
configurations triexcite´es qui ne sont pas prises en compte.
La me´thode MCSCF (Wahl & Das 1977; Knowles & Werner 1985; Werner & Knowles
1985) est donc une me´thode particulie`re de l’IC. Elle tire parti du fait que l’on peut
repre´senter correctement la fonction d’onde avec un nombre limite´ de configurations si
la base d’orbitales atomiques est bien adapte´e au syste`me conside´re´. Le calcul MCSCF
consiste a` choisir une base de spinorbitales {φi} de taille m telle que m > n, a` partir
desquelles on construit un certain nombre de CSF Φi. La combinaison line´aire de ces CSF





On optimise simultane´ment les coefficients {aI} associe´s aux CSF et la forme des spinor-
bitales {φi}. Contrairement au calcul d’IC, la forme des orbitales n’est plus fixe´e par un
calcul Hartree-Fock pre´liminaire, mais elle est adapte´e a` chaque ite´ration du calcul varia-
tionnel. Dans le but d’expliciter la proce´dure utilise´e pour effectuer cette optimisation, on
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cherche tout d’abord a` de´terminer l’e´nergie associe´e a` ΨMCSCF .








|φp(i)〉〈φq(i)||φr(j)〉〈φs(j)| = EˆpqEˆrs − δqsEˆpr (2.40)
ou` l’on suppose la base de spinorbitales {φi} orthonorme´e.
Lorsque Eˆpq agit sur une fonction a` n e´lectrons, produit de spinorbitales
monoe´lectroniques, il a pour effet de ge´ne´rer une nouvelle fonction dans laquelle φp est
remplace´e par φq. Si on conside`re l’ensemble des m spinorbitales {φi}, alors pour tout
e´lectron i, on a : ∑
i
|φi(1)〉〈φi(p)| = 1 (2.41)












gijkl = 〈φi(1)|〈φj(2)|gˆ(1, 2)|φk(1)〉|φl(2)〉



















en introduisant les“coefficients de couplage” :
γIJij = 〈ΦI |Eˆij |ΦJ〉
ΓIJijkl = 〈ΦI |Eˆij,kl|ΦJ〉
Les e´le´ments γIJij et Γ
IJ
ijkl ne de´pendent que de la structure de la fonction d’onde et pas de














Le principe du calcul MCSCF est de minimiser l’e´nergie E(0) par rapport aux coefficients
{aI} et aux orbitales {φi}, tout en conservant les contraintes de normalisation de ΨMCSCF
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et d’orthonormalite´ des orbitales {φi}. E(0) e´tant fonction d’inte´grales pouvant impliquer
4 orbitales diffe´rentes, on est souvent amene´ a` utiliser une proce´dure ite´rative, ou` chaque
ite´ration fournit un nouveau jeu de coefficients {aI} et d’orbitales {φi} obtenu en mini-
misant une forme approche´e de l’e´nergie exacte.
La me´thode, que nous allons de´crire, pour optimiser ΨMCSCF est celle de´veloppe´e par
Werner & Knowles (Werner & Knowles 1985; Knowles & Werner 1985).
Pour l’optimisation des orbitales, l’approche choisie est de traduire les modifications d’or-





U , matrice orthogonale unitaire, peut s’e´crire sous la forme U = exp(R) ou` R = −R† est
une matrice antisyme´trique.
La transformation U est de´veloppe´e au second ordre en la forme :
T = U − 1 (2.47)
et l’e´nergie re´sultante approxime´e au second ordre est de la forme suivante :



























On utilise les e´le´ments de matrice Rri comme parame`tres variationnels pour l’optimisation
des orbitales. La condition pour que E(2)(T ) soit stationnaire par rapport a` une variation




= (U †B − B†U)ri = 0 (2.49)
la matrice B e´tant compose´e d’e´le´ments de la forme :
Bri = hriUridri +
∑
kl
(griklUriDrikl + 2grkliTriDrikl) (2.50)
L’optimisation de la matrice U implique la re´solution de l’e´quation non line´aire 2.49, celle-






ou` les Dri sont les de´rive´es secondes de l’e´nergie par rapport a` ∆ri a` R = 0. L’e´nergie
E(2)(T ) est de´veloppe´e au second ordre en ∆R en un point de´fini par une matrice d’essai
U . On en de´duit ∆R et donc une nouvelle matrice U d’apre`s :
U(R,∆R) = U(R).U(∆R) (2.52)
Ce de´veloppement conduit a` une e´quation, line´aire en ∆R traduisant la condition de
stationnarite´ pour ∆R.
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Dans les calculs MCSCF d’e´tats e´lectroniquement excite´s d’une syme´trie donne´e, on peut
rencontrer des proble`mes de convergence du calcul en raison de l’utilisation des orbitales
mole´culaires correspondant a` l’e´tat fondamental et donc mal adapte´es a` la description de
l’e´tat excite´. Ce proble`me peut eˆtre e´vite´ si l’on effectue une optimisation de la moyenne
en e´nergie des e´tats conside´re´s. on obtient alors un jeu d’orbitales qui repre´sente un
compromis pour l’ensemble des e´tats pris en compte.
La proce´dure correspondante s’effectue par remplacement des matrices densite´ d et D par























ou` les Wn sont des facteurs de ponde´ration arbitraires pour les e´tats n.
Les traitements de ce type, prenant en compte plusieurs e´tats e´lectroniques, sont
ne´cessaires dans les cas ou` il y a de fortes interactions entre les e´tats.
La me´thode “Complete Active Space Self-Consistent-field” (CASSCF)
Parmi les me´thodes de type MCSCF, la me´thode CASSCF (Complete Active Space
SCF) est tre`s employe´e dans les calculs e´lectroniques. Elle consiste a` partager l’espace des
orbitales mole´culaires en plusieurs sous-espaces :
– Les orbitales inactives, qui sont les orbitales occupe´es par deux e´lectrons dans toutes
les configurations. Ce sont les orbitales de coeur (en ge´ne´ral gele´es dans le processus
MCSCF) et les orbitales a` couches ferme´es (qui peuvent eˆtre incluses dans l’optimisation
MCSCF).
– Les orbitales actives, qui sont des orbitales dont le nombre d’occupation e´lectronique
peut prendre les valeurs 0,1 ou 2 selon les ge´ome´tries. Elles constituent l’espace actif.
– Les orbitales virtuelles, qui ne sont jamais occupe´es, et donc ne figurent dans aucune
configuration.
La fonction ΨCASSCF est de´veloppe´e sur l’ensemble des configurations correspondant a`
toutes les excitations possibles dans l’espace actif. La fonction d’onde est ensuite optimise´e
par la me´thode MCSCF. La se´lection des configurations a` prendre en compte est ainsi
remplace´e par le choix de l’espace actif a` conside´rer, lie´ a` la nature du proble`me e´tudie´
(Kruedenberg et al. 1982). En re´alisant une IC comple`te dans l’espace actif associe´ aux
orbitales de valence, on peut de´crire la quasi-totalite´ de la corre´lation statique (associe´e
aux re´arrangements e´lectroniques dans les couches de valence) mais pas en revanche la
corre´lation dynamique (issue des diexcitations des e´lectrons des couches internes vers les
couches externes).
La me´thode “Complete Active Space with Second-order Perturbation Theory”
(CASPT(2))
Souvent, devant l’impossibilite´ de traiter variationnellement tout l’espace des confi-
gurations, on est amene´ a` utiliser des me´thodes qui allient le traitement perturbatif au
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traitement variationnel. Dans ces me´thodes, les configurations suppose´es les plus impor-
tantes sont traite´es variationnellement, et les configurations de moindre importance sont
traite´es par un calcul perturbatif. Parmi ces me´thodes, la me´thode CASPT(2) (Anderson
et al. 1990; 1992) est une me´thode perturbative de deuxie`me ordre multiconfiguration-
nelle. La fonction d’onde de re´fe´rence est multiconfigurationnelle et cette fonction va subir
un traitement perturbatif du second ordre. La me´thode CASPT(2) permet de re´cupe´rer
une partie de la corre´lation dynamique lie´e aux mono et di-excitations sur l’espace actif.
La fonction d’ordre ze´ro est obtenue par un calcul CASSCF et est perturbe´e au second
ordre.











Les coefficients aS et aD sont e´value´s perturbativement. L’espace actif du CASSCF doit
contenir les de´terminants pre´dominants pour la physique du proble`me, de sorte que la
perturbation ne sert qu’a` estimer la corre´lation manquante.
2.4.2 La me´thode Multi-Reference Configuration Interaction
(MRCI)
La me´thode MRCI est une me´thode d’IC ou` la fonction de re´fe´rence est elle-meˆme
multiconfigurationnelle, en ge´ne´ral une fonction issue d’un calcul de type MCSCF. Les
interactions mettent donc en jeu les configurations issues de tous les de´terminants obtenus
par la me´thode MCSCF, ainsi que tous ceux issus d’excitations (simples, doubles, ...) de
ces de´terminants de re´fe´rence MCSCF. L’ensemble des orbitales permettant de construire
les configurations de re´fe´rence porte le nom d’espace interne, tandis que celui des orbitales
occupe´es par les diffe´rentes excitations est de´nomme´ l’espace externe.
La fonction d’onde ΨMRCI s’e´crit comme suit :










REF + ... (2.56)
Ces me´thodes engendrent un grand nombre de configurations et ne´cessitent donc un ef-
fort important au niveau des calculs. Pour reme´dier a` ce proble`me, il est possible de
contracter une partie des configurations avec des coefficients fixes. Il existe de nombreuses
me´thodes dans lesquelles la contraction des CSF est traite´e de manie`re diffe´rente. La
me´thode de´veloppe´e par Werner et Knowles (1988) consiste a` contracter les configura-
tions issues d’excitations doubles vers l’espace externe, en assemblant les configurations
qui ont le meˆme espace externe mais des espaces internes diffe´rents (on parle dans ce
cas de contraction interne). Les configurations contracte´es sont obtenues par application
d’un ope´rateur d’excitation double a` la fonction d’onde de re´fe´rence comple`te, au lieu
d’utiliser des CSF excite´es une ou deux fois a` partir de chaque configuration de re´fe´rence.





(Eˆai,bj + pEˆaj,bi)ΨI (2.57)
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ou` p = 1 pour un singulet, et p = −1 pour un triplet.
































avec Cijp = p(Cijp)†
La me´thode MRCI permet de de´crire environ 95% de l’e´nergie de corre´lation. Par ailleurs,
on a vu pre´ce´demment que les me´thodes base´es sur le principe d’interaction de configu-
ration ne permettaient pas de prendre en compte l’ensemble des configurations excite´es.
Un des principaux de´fauts inhe´rents aux me´thodes d’IC tronque´es est que les me´thodes
ne sont pas cohe´rentes en taille. Ceci est mis en e´vidence par le fait que l’e´nergie obtenue




En effet, dans cette expression, le nume´rateur augmente proportionnellement a` la taille n
du syste`me, alors que le de´nominateur augmente comme (1+λ) ou` λ est une constante. On
peut corriger ce de´faut avec la correction de Davidson (Langhoff & Davidson 1974) en rem-





ou` c20 est le poids de la fonction d’onde de re´fe´rence dans la fonction d’onde CI normalise´e
finale.
Cette correction permet dans une certaine mesure de compenser le manque d’excitations
quadruples et au dela` si bien que l’e´nergie de corre´lation est typiquement prise en compte
a` environ 99%, par rapport a` un calcul Full CI dans la meˆme base.
2.5 Les me´thodes Clusters Couple´s (CC)
La me´thode des “clusters couple´s” a e´te´ introduite a` l’origine par Cˇ ı´zˇek (1966; 1969)
et Bartlett & Purvis (1978). Contrairement aux autres me´thodes qui incluent tous les
types de corrections a` la fonction d’onde de re´fe´rence jusqu’a` un ordre donne´, l’ide´e de
la me´thode des CC est d’introduire dans la fonction d’onde de re´fe´rence toutes les cor-
rections d’un certain type jusqu’a` l’ordre infini. C’est la ge´ne´ralisation de la the´orie des
perturbations a` plusieurs corps (MBPT) (Urban et al. 1985). La corre´lation e´lectronique
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est introduite sous la forme d’une correction perturbative par rapport a` l’e´nergie Hartree-
Fock ou de re´fe´rence.
















T est l’ope´rateur de cluster et peut s’e´crire sous la forme suivante :
T = T1 + T2 + T3 + ...TN (2.64)
L’ope´rateur Ti permet d’engendrer, par action sur la fonction d’onde de re´fe´rence Φ0, tous

















Les coefficients des de´veloppements t sont habituellement nomme´s amplitudes.
A l’aide des e´quations 2.63 et 2.64, on peut e´crire eT sous la forme suivante :



























Le premier terme ge´ne`re la fonction de re´fe´rence, le second tous les e´tats simplement
excite´s, la premie`re parenthe`se tous les e´tats doublement excite´s, la seconde parenthe`se
les e´tats triplement excite´s ...










〈Φ0|1 + T1 + T2 + T3 + ...|Φ0〉
= 〈Φ0|HˆeeT |Φ0〉 (2.67)
Sachant que l’Hamiltonien ne contient que des ope´rateurs mono et bie´lectroniques, il ne
reste que les termes suivants :
ECC = 〈Φ0|Hˆe|
(
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)
〈Φ0|Hˆe|Φabij 〉 (2.68)
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Si les de´terminants de Slater sont construits a` partir des orbitales Hartree-Fock, les termes
〈Φ0|Hˆe|Φai 〉 sont nuls (The´ore`me de Brillouin). L’e´nergie CC s’obtient donc a` l’aide des
termes d’amplitude simple et double ainsi que des inte´grales die´lectroniques.
Les e´quations de´terminant les amplitudes simples et doubles sont obtenues par multi-
plication par un de´terminant respectivement simplement ou doublement excite´, puis par
inte´gration, ce qui conduit aux e´quations suivantes.
ECCt
a
i = 〈Φai |Hˆe|
(
1 + T1 + (T2 +
T 21
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Ces e´quations sont re´solues de fac¸on ite´rative; on constate que la de´termination exacte
des amplitudes ne´cessite un de´veloppement infini de l’exponentielle eT . Avec l’ensemble
des ope´rateurs de CC, on construit tous les de´terminants excite´s possibles, ce qui rend la
fonction d’onde ΨCC re´sultante e´quivalente a` une fonction d’onde qui serait obtenue par
FCI.
En pratique, si l’on veut garder des temps de calcul raisonnables, on tronque l’ope´rateur T
a` un certain ordre. La me´thode la plus courante est la me´thode CCSD (Purvis & Bartlett
1982) qui inclut uniquement les termes T1 et T2 ainsi que leur produit dans les expressions
des amplitudes.
Cependant, la principale limite de la me´thode CCSD est de ne´gliger le terme T3. Sa par-
ticipation dans l’ope´rateur T conduit a` la me´thode CCSDT, souvent trop couˆteuse en
temps de calcul pour eˆtre utilise´e. Pour reme´dier a` cette limite, on e´value la contribution
des excitations triples par la the´orie des perturbations de Rayleigh-Schro¨dinger (RSPT)
et on l’ajoute aux re´sultats du niveau CCSD. Diffe´rentes me´thodes proce`dent de cette
fac¸on mais la plus courante est la me´thode CCSD(T) (Pople et al. 1987; Raghavachari
et al. 1989). Cette me´thode est suffisamment peu couˆteuse en temps de calcul pour eˆtre
applique´e a` des syste`mes jusqu’a` une cinquantaine d’e´lectrons et avec des bases relative-
ment grandes (de l’ordre de 200 fonctions de base) (Scuseria & Lee 1990).













im + permutations (2.71)
dans les deux termes de correction suivants :









|W ijkabc |2 (2.72)
avec Dijkabc = ǫi + ǫj + ǫk − ǫa − ǫb − ǫc ou` ǫi est la valeur propre de l’ope´rateur de Fock
associe´ a` la spinorbitale i.
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avec V ijkabc = gbcjkt
a
i .
L’aspect important dans les me´thodes de type CC est que les e´quations des amplitudes
contiennent des termes d’excitation d’ordre plus e´leve´ que dans celui de la troncature. C’est
l’inclusion de ces produits d’excitation qui rend la the´orie des CC cohe´rente en taille.
De plus, les me´thodes CC sont maintenant re´pute´es pour donner une excellente descrip-
tion de la corre´lation e´lectronique dans les mole´cules a` condition qu’une approximation
convenable de la fonction d’onde e´lectronique soit fournie par un seul de´terminant de
re´fe´rence.
Ces me´thodes sont donc des me´thodes de choix pour l’e´tude des syste`mes van der Waals,
car elles sont a` la fois cohe´rentes en taille et donnent des re´sultats pre´cis car elles prennent
en compte une tre`s grande part de la corre´lation e´lectronique. Leur seule limitation pro-
vient de la fonction d’onde de re´fe´rence qui est monoconfigurationnelle et qui ne permet
donc d’appliquer ces me´thodes qu’aux e´tats fondamentaux de mole´cules, ou bien a` l’e´tat
e´lectronique le plus bas de chaque syme´trie et multiplicite´ de spin.
2.6 Les bases d’orbitales atomiques
Dans toutes les me´thodes de´crites pre´ce´demment, on a vu que la qualite´ du re´sultat
ainsi que la convergence des calculs e´taient conditionne´es par le choix des configurations
et des orbitales atomiques (OA) ou mole´culaires (OM) utilise´es pour les de´crire.
Le choix de la base d’orbitales atomiques, a` partir de laquelle on va construire les OA et
les OM, porte a` la fois sur la nature et l’e´tendue des fonctions analytiques utilise´es pour
repre´senter les orbitales atomiques ou mole´culaires. Il faut que la base soit repre´sentative
du syste`me conside´re´ et relativement peu e´tendue pour que les temps de calcul restent
acceptables.
2.6.1 Crite`res d’une base adapte´e a` la description d’un potentiel
intermole´culaire
Van Lenthe et al. (1987) mettent en e´vidence cinq proprie´te´s essentielles :
– A longue distance, les termes d’interaction mettent en jeu les moments multipolaires
permanents et les polarisabilite´s multipolaires des monome`res. La base d’orbitales ato-
miques doit eˆtre capable de reproduire ces grandeurs si l’on veut une bonne description
du potentiel des syste`mes van der Waals a` grande distance.
– A courte distance intermole´culaire, les orbitales des diffe´rents sous-syste`mes se
recouvrent. La densite´ e´lectronique doit eˆtre bien de´crite pour pouvoir mode´liser les
interactions d’e´change a` courte distance.
– La base devra eˆtre la plus grande possible pour minimiser les proble`mes de BSSE.
– La me´thode de contrepoids ne met pas comple`tement a` l’abri des artefacts lie´s a` la
BSSE. La base doit eˆtre choisie de manie`re a` pouvoir ne´gliger ces erreurs.
– La corre´lation intramole´culaire doit eˆtre bien de´crite : pour cela, la base doit contenir
des fonctions de moment angulaire e´leve´.
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2.6.2 Nature des fonctions analytiques
On repre´sente les orbitales atomiques et mole´culaires par une combinaison line´aire des
fonctions de base, chacune e´tant compose´e de deux parties : une partie radiale et une
partie angulaire.
La partie angulaire est de la forme : Nxlxylyzlz avec N le facteur de normalisation. Les
exposants lx, ly et lz sont des entiers naturels dont la somme de´finit le type d’orbitale
utilise´ (pour lx + ly + lz = 0, 1, 2, on a respectivement une orbitale de type s,p,d).
Pour de´crire la partie radiale des fonctions de base, deux types de fonctions peuvent eˆtre
utilise´s :
– Les fonctions de Slater de la forme rne−αr ou` n est le nume´ro de la couche
e´lectronique et α un parame`tre repre´sentant l’extension radiale. Ces fonctions sont
solutions du proble`me hydroge´noˆıde.
– - Les fonctions gaussiennes de la forme e−αr
2
ou` α est un parame`tre.
Les fonctions de Slater repre´sentent mieux la structure atomique que les fonctions
gaussiennes mais il est plus facile d’e´valuer les recouvrements (inte´grales a` deux centres)
et les inte´grales d’interaction e´lectronique (inte´grales a` plusieurs centres) entre fonctions
gaussiennes. Les fonctions gaussiennes sont donc plus simples a` utiliser pour la description
de structures mole´culaires.
2.6.3 Contractions
Les fonctions gaussiennes de´crivent moins bien la structure atomique que les fonctions
de Slater. Par conse´quent, il est ne´cessaire d’utiliser un plus grand nombre de fonctions
de base que dans le cas de fonctions de Slater (Jensen 1999). Cependant, en augmentant
le nombre de fonctions de base, les calculs deviennent plus lourds. Afin de re´soudre ce
proble`me, on utilise des fonctions gaussiennes contracte´es.





avec fn : fonctions gaussiennes de base, et N : nombre de fonctions de base
Certains sous-ensembles de gaussiennes e´voluent de la meˆme fac¸on avec les variations
de ge´ome´trie, i.e ont toujours le meˆme coefficient an dans la combinaison line´aire. Ces
dernie`res repre´sentent en premie`re approximation des orbitales atomiques et des combi-
naisons line´aires de ces gaussiennes de´finissent des contractions Γn :









cn : coefficients bloque´s pour k gaussiennes, le reste du de´veloppement assurant l’adapta-
tion de l’orbitale atomique.
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A est une constante.
Ce proce´de´ permet de re´duire le nombre de parame`tres et compense l’inconve´nient d’uti-
liser un grand nombre de fonctions de base.
Il existe deux types de contraction :
- La contraction segmente´e ou` une gaussienne est pre´sente dans une seule contraction.
- La contraction ge´ne´ralise´e ou` une gaussienne donne´e peut intervenir dans une ou plu-
sieurs contractions.
2.6.4 Dimension de la base
Le plus petit nombre de fonctions de base que l’on puisse utiliser est ce que l’on
appelle la base minimale. C’est une base pour laquelle on fait correspondre a` chaque OA
une unique fonction contracte´e. Ce type de base est utilise´ pour repre´senter les orbitales
des couches internes, peu de´pendantes de l’environnement chimique de l’atome.
Pour repre´senter les orbitales de valence, fortement de´forme´es lors de la formation de
liaisons chimiques, il est ne´cessaire que la base soit plus flexible. On choisit donc de
repre´senter chaque OA de valence par plusieurs fonctions contracte´es ou non. On appelle
ce type de base valence double, triple, ... zeta (VDZ, VTZ, ...) lorsqu’a` chaque OA sont
associe´es deux, trois, ... fonctions contracte´es.
Pour accroˆıtre la flexibilite´ de la base, en ge´ne´ral on ne contracte pas les fonctions associe´es
aux orbitales les plus externes puisque ce sont elles qui sont les plus sensibles a` leur
environnement.
2.6.5 Fonctions de liaison
Contrairement aux orbitales atomiques centre´es sur les noyaux, les fonctions de liaison
sont des fonctions place´es entre les atomes. Ces fonctions permettent d’aller au-dela` de la
simple combinaison line´aire d’orbitales atomiques et d’augmenter la part de l’e´nergie de
corre´lation recouvre´e. L’ide´e est la suivante : au lieu de prendre une tre`s grande base, on
prend une base de taille plus petite mais on compense en introduisant des fonctions de
liens par exemple centre´es au milieu du segment joignant les centres de masse des deux
monome`res. De nombreux travaux (Tao et Pan 1992; Chang et al. 1993; Klos et al. 2000)
ont confirme´ l’utilite´ de ces fonctions. L’avantage de ces fonctions de liaison re´side dans le
temps de calcul : il est en ge´ne´ral moins couˆteux d’utiliser une grande base et des fonctions
de liaison plutoˆt qu’une tre`s grande base pour une qualite´ de surface e´quivalente.
2.7 Potentiel d’interaction entre une mole´cule diato-
mique et un atome
2.7.1 De´finition des coordonne´es
Cette section se propose d’expliciter la strate´gie adopte´e pour de´crire l’e´nergie d’inter-
action entre une mole´cule diatomique A − B et un atome C. Ce cas correspond au type
de surface d’e´nergie potentielle d’interaction que nous avons eu a` traiter au cours de ce
travail de the`se. Il s’agit d’un complexe de van der Waals dans lequel l’atome C pourra
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effectuer des mouvements de grande amplitude autour de la diatomique. Les coordonne´es
de Jacobi (Figure 2.1) sont bien adapte´es a` l’e´tude de ce type de syste`me :
– G(A,B) est le centre de masse de la diatomique
– G(AB,C) est le centre de masse du complexe
– r est la longueur de la liaison de la diatomique A− B
– R est la distance entre le centre de masse de la diatomique G(A,B) et l’atome C
– θ est l’angle entre l’axe de la diatomique A − B et la droite qui relie le centre de









Figure 2.1: Coordonne´es de Jacobi.
On distingue deux types de mouvements dans les complexes de van der Waals :
– les de´placements en R et θ correspondent a` des mouvements de grande amplitude.
Il est donc ne´cessaire de disposer d’un grand nombre de points dans les directions
correspondantes.
– la coordonne´e r est associe´e a` l’e´longation de la diatomique.
Il est possible de faire une se´paration du type “Born-Oppenheimer” et de geler la coor-
donne´e r. Dans ce cas, seules les deux coordonne´es R et θ sont actives.
L’e´tude de la structure e´lectronique d’une mole´cule rigide passe par l’e´valuation de
l’e´nergie e´lectronique Eel pour un ensemble de ge´ome´tries. La meˆme approche pour l’e´tude
des syste`mes van der Waals n’est pas ide´ale : l’erreur de superposition de base implique que
l’e´nergie e´lectronique EAB+C(R, θ) calcule´e est infe´rieure a` sa valeur exacte, car chaque
monome`re utilise les orbitales de l’autre monome`re pour diminuer son e´nergie.
Les calculs ab initio ont donc porte´ sur l’e´nergie d’interaction donne´e par :
V (R, θ) = [EAB+C(R, θ)− EAB(R, θ)−EC(R, θ)] (2.76)
Le calcul de l’e´nergie e´lectronique EAB+C(R, θ) utilise l’ensemble des orbitales atomiques
des trois atomes. Pour les calculs de EAB(R, θ) et EC(R, θ) on introduit a` la position
de´finie par (R, θ) la base de l’entite´ manquante mais sans les charges correspondantes
pour limiter les effets de superposition de base.
On peut retrouver une valeur approche´e de l’e´nergie e´lectronique en re´e´crivant
EAB+C(R, θ) sous la forme suivante :







Chacun des trois termes V (R, θ), EAB et EC est ainsi e´value´ avec un minimum d’erreur
lie´e a` la superposition de base. Comme EAB et EC sont de simples constantes, on peut ne
pas les prendre en compte dans l’e´valuation du potentiel.
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Il est aussi possible de prendre en compte la de´pendance en r de l’e´nergie e´lectronique.
Pour e´viter le proble`me de superposition de base, l’e´nergie e´lectronique est de´compose´e
comme suit :







Cette fois-ci l’e´nergie e´lectronique de AB de´pend de la coordonne´e r. L’e´nergie
e´lectronique de l’atome C EC reste constante et on peut ne pas la prendre en compte.
Tous les calculs ab initio seront faits avec le programmes MOLPRO (Knowles & Werner
2002)
2.7.2 Expression analytique du potentiel
Les calculs ab initio donnent la valeur de l’e´nergie e´lectronique sur une grille de points.
L’e´tude de la dynamique requiert une expression analytique des surfaces d’e´nergie po-
tentielle qui fournit l’e´nergie e´lectronique pour une ge´ome´trie quelconque. La fonction
d’e´nergie potentielle contient des parame`tres qui sont ajuste´s sur les calculs ab initio.
La distance intermole´culaire R joue un roˆle privile´gie´ dans tous les syste`mes van der
Waals. Nous avons souhaite´ prendre une forme analytique qui puisse ramener le proble`me
d’ajustement des e´nergies ab initio a` une se´rie d’ajustements selon la coordonne´e R. La
grille de points ab initio est construite en prenant N valeurs de r choisies autour de la
position d’e´quilibre de la diatomique, L valeurs de θ couvrant l’intervalle 0◦ - 180◦ et les
valeurs de R sont choisies de manie`re a` bien sonder la partie attractive a` longue distance,
les puits de potentiel et la partie re´pulsive de la surface. Pour chaque paire (rn,θl), la





























La premie`re partie (polynoˆme multiplie´ par une exponentielle) sert a` de´crire la partie
re´pulsive. La deuxie`me partie contient les termes en 1/Ri caracte´ristiques des interactions
a` longue porte´e. L’ensemble des Bl,n forme une matrice B. Le premier indice l repe`re les
diffe´rentes valeurs de θl utilise´es, le second indice joue le meˆme roˆle pour rn.
Pour reconstruire toute la surface a` partir de ces ajustements unidimensionnels, il faut
des fonctions de r et de θ qui permettent de retrouver Bl,n(R) lorsque r et θ correspondent
a` des points de la grille :
V (rn, R, θl) = Bl,n(R) (2.80)
La de´pendance en r est construite de manie`re a` se´lectionner la colonne n.
Snm = (rm − re)n−1, 1 ≤ n,m ≤ N (2.81)
sn(r) = (r − re)n−1 (2.82)
Snm est une matrice inde´pendante de r tandis que s(r) est un vecteur colonne. re est
une constante (usuellement la longueur de liaison de la diatomique a` l’e´quilibre). Pour un
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La fonction S−1s(r) remplit bien la condition recherche´e : si r = ri, S
−1s(r = ri) est
un vecteur colonne contenant des ze´ros partout sauf un 1 en ligne i.
La partie en θ de l’expression analytique vise a` se´lectionner une ligne particulie`re de la
matrice B(R). Une matrice constante P et un vecteur ligne p(θ) sont de´finis comme suit :
Pl,k = d
k+m−1




Les djm,n(θ) sont des fonctions de Wigner (Brink & Satchler 1993). m est une constante
au cours de l’ajustement. L’e´galite´ suivante est aussi ve´rifie´e :
(
0 · · · 0 1 0 · · · 0 )︸ ︷︷ ︸





m,0 (θ1) · · · dL+m−1m,0 (θ1)
d1+m−1m,0 (θ2) d
2+m−1














m,0 (θj) · · · dL+m−1m,0 (θj)
)
(2.84)
La fonction p(θ)P−1 satisfait bien la relation recherche´e : p(θ = θj)P
−1 renvoie bien un
vecteur ligne nul partout avec un 1 en colonne j.
Par construction des matrices S et P et des vecteurs s(r) et p(θ), le potentiel en un
point de la grille est donne´ par :
V (R, r = ri, θ = θj) =
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(
0 · · · 0 1 0 · · · 0 )︸ ︷︷ ︸
1 est en jie`me position


B1,1(R) B1,2(R) · · · B1,N(R)
B2,1(R) B2,2(R) · · · B2,N(R)
...
... · · · ...















1 est en iie`me position
= Bj,i(R) (2.85)
Pour des points situe´s en dehors de la grille on utilise les fonctions interpolantes S−1s(r)
et p(θ)P−1 :



















en de´finissant la matrice A(R) par :
A(R) = P−1B(R)S−1 (2.88)
Au final, on a une expression analytique du potentiel d’interaction de la forme suivante :





dl+m−1m0 (cosθ)Bln(R)(r − re)n−1 (2.89)
Il faut pre´ciser que je n’ai pas effectue´ la totalite´ des calculs ab initio pre´sente´ dans
cette the`se. Le calcul des surfaces de potentiels 2D du syste`me SO-He a e´te´ effectue´
par Annie Spielfiedel avant mon arrive´e en the`se en 2003. J’ai en revanche pris part a`
la de´termination de la surface 3D du syste`me SO-He et j’ai calcule´ seul les surfaces de
potentiel 2D et 3D du syste`me CS-He.
2. Me´thodes de calculs e´lectroniques 36
Chapitre 3
The´orie des collisions
La the´orie quantique des collisions, particulie`rement bien adapte´e aux proble`mes de
collisions entre particules a` basse e´nergie, a e´te´ e´norme´ment de´veloppe´e a` partir des
anne´es 70, essentiellement parce que les progre`s informatiques permettaient de re´soudre
nume´riquement l’e´quation de Schro¨dinger pour deux syste`mes en collision.
Les me´thodes adapte´es au traitement des collisions a` faible e´nergie (de l’ordre de quelques
centaines a` quelques milliers de cm−1) doivent tenir compte du fait physique important,
qu’a` faible e´nergie, le mouvement relatif des noyaux est tre`s lent devant celui des e´lectrons.
Les e´lectrons s’adaptent donc adiabatiquement a` la position des noyaux. C’est l’approxi-
mation de Born-Oppenheimer, approximation de´veloppe´e au chapitre pre´ce´dent.
Lorsque l’on e´tudie un syste`me de deux particules en collision, deux types de base peuvent
eˆtre utilise´s : la base fixe (SF “Space-Fixed”) et la base mobile (BF “Body-Fixed”) de´finies
respectivement dans les re´fe´rentiels fixe (SF) et mobile ou lie´ aux syste`mes en interaction
(BF).
La base SF est tre`s adapte´e aux calculs de collisions car les conditions asymptotiques s’y
expriment directement. Le re´fe´rentiel BF est lui plus naturel pour de´crire les collisions
du point de vue des potentiels d’interaction qui de´pendent ge´ne´ralement des coordonne´es
BF. Ce dernier ne permet cependant pas de calculer la matrice S de collision directement
a` partir des conditions aux limites car dans ce repe`re, les fonctions d’onde n’ont pas la
bonne forme asymptotique. On est oblige´ de revenir au repe`re SF pour de´finir cette ma-
trice S. C’est pourquoi nous avons principalement utilise´ la base SF pour de´velopper les
e´quations de collisions et que nous nous sommes servis de la base BF uniquement pour
introduire l’approximation Coupled-States puisque celle-ci est plus simple a` de´velopper
dans le repe`re BF.
Au cours de ce chapitre, nous allons donc de´velopper, pour chacun des cas e´tudie´s au
cours de ce travail, les e´quations de collisions et expliquer leur re´solution “exacte”, puis
nous indiquerons les approximations possibles ainsi que les solutions approche´es qui en
re´sultent.
3.1 The´orie ge´ne´rale des collisions
3.1.1 Fonction d’onde, matrices S et T
L’hamiltonien de deux syste`mes quantiques en collision est de la forme suivante :





ou` Hˆ1 et Hˆ2 de´signent les hamiltoniens e´lectroniques de chacun des syste`mes libres, Vint
le potentiel d’interaction entre les deux syste`mes, et −∇2R/2µ l’e´nergie cine´tique relative
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des deux syste`mes. µ est la masse re´duite du syste`me. Le proble`me consiste donc dans
un premier temps a` de´terminer pour une e´nergie totale E les solutions Ψ qui ve´rifient
l’e´quation de Schro¨dinger suivante :
HΨ = EΨ (3.2)
Dans le syste`me du centre de masse, l’e´quation de Schro¨dinger est une e´quation aux
de´rive´es partielles faisant intervenir ∇2R. En de´veloppant le mouvement relatif sur une
base d’harmoniques sphe´riques Ylml(Rˆ), on se rame`ne a` des e´quations diffe´rentielles fai-
sant intervenir d2/dR2 beaucoup plus simples a` traiter.
On va formuler le de´veloppement de manie`re ge´ne´rale pour la diffusion entre deux syste`mes
quantiques ayant des moments angulaires totaux arbitraires j1 et j2; les e´tats de base seront
note´s |j1m1〉 et |j2m2〉. Nous suivrons pour cela Launay (1978) qui a suivi le de´veloppement
de Davison (1962) ayant lui-meˆme ge´ne´ralise´ les travaux de Blatt & Biedenharn (1952) et
d’Arthurs & Dalgarno (1960).
L’hamiltonien total e´tant invariant par rotation, on de´veloppe la fonction d’onde du
syste`me total sur des vecteurs propres du moment cine´tique total J (projectionM) donne´
par :
J = j12 + l (3.3)
ou`
j12 = j1 + j2
et l est le moment cine´tique du mouvement relatif.











ou` Rˆ = (Θ,Φ) sont les variables angulaires du mouvement relatif. On notera par la suite
γ ≡ j1j2.
Conside´rons l’onde stationnaire de diffusion |Ψ+〉 repre´sentant la diffusion des deux
particules dans les e´tats |j1m1〉 et |j2m2〉 d’e´nergie Ej1 et Ej2 respectivement. Le vecteur
d’onde initial kγ, dirige´ suivant oz, est donne´ par :
k2γ = 2µ(E −Ej1 − Ej2) (3.5)
ou` E est l’e´nergie totale du syste`me.
|Ψ+〉 posse`de une partie incidente donne´e par l’onde plane :
|Ψinc〉 = eikγz|j1m1〉|j2m2〉 (3.6)
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ou` jl de´signe les fonctions de Bessel sphe´riques d’ordre l (Messiah 1964).










ou` θγl = kγR− lπ2 .

































|γj12lJM〉 et d’ondes sphe´riques sortantes −e
iθγl
kγ
|γj12lJM〉. En pre´sence d’interac-
tion, l’onde stationnaire de diffusion pre´sentera une partie incidente donne´e asymptoti-


















′) de´signe un e´le´ment de la matrice S de diffusion.

















ou` les fonctions radiales F Jγj12l;γ′j12l(R) ont le comportement asymptotique suivant :
lim
R→∞











La partie diffuse´e |Ψdif〉 de l’onde s’e´crit :
|Ψdif〉 = |Ψ+〉 − |Ψinc〉 (3.10)
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ou` q(γmj1mj2 ; γ












δml0 [π(2l + 1)]
1
2 〈j12lmj12ml|JM〉




〈j1j2...|...〉 e´tant un coefficient de Clebsch-Gordan.
T = 1−S de´signe la matrice de transition, dont les lignes γj12l repre´sentent une condition
initiale et les colonnes γ′j12l
′ les conditions finales ou les produits de la re´action.
3.1.2 Sections efficaces
Les sections efficaces pour les processus γ → γ′ (i.e. j1j2 → j′1j′2) sont obtenues en
inte´grant le carre´ de l’amplitude de diffusion sur les angles (θ,Φ), en faisant la somme sur
les sous-niveaux Zeeman d’arrive´e mj′1 et mj′2 et la moyenne sur les sous-niveaux Zeeman
de de´part mj1 et mj2 soit :
σγ→γ′ =
1






|q(j′1j′2mj′1mj′2 ; j1j2mj1mj2|Rˆ)|2dRˆ (3.12)





ou` σJγ→γ′ de´signe les sections efficaces partielles de diffusion donne´es par :
σJγ→γ′ =
π(2J + 1)




|T J(j12l; j12l′)|2 (3.14)
La formule 3.14 donne l’expression des sections efficaces dans le cas ge´ne´ral de deux parti-
cules de moment angulaire quelconque. Dans les paragraphes suivants, nous pre´sentons le
cas particulier de l’excitation ro-vibrationnelle de mole´cules 1Σ et 2S+1Σ par des atomes
1S. Nous pre´sentons e´galement les approximations qui peuvent eˆtre utilise´es.
3.2 Excitation rotationnelle de mole´cules 1Σ par col-
lisions avec les atomes 1S
La the´orie des collisions particule sans structure - rotateur rigide a e´te´ formule´e de fac¸on
quantique par Arthurs & Dalgarno (1960). Cette approche est applicable aux collisions
entre une particule sans structure interne, ou pour laquelle la structure interne peut
eˆtre ne´glige´e, et un syste`me a` deux particules posse´dant un unique moment angulaire.
Typiquement, cette approche permet d’e´tudier l’excitation rotationnelle d’une mole´cule
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diatomique AB de syme´trie 1Σ par un atome C de syme´trie 1S. Les degre´s de liberte´ de
ce syste`me sont de´finis comme les 3 coordonne´es polaires de l’atome C dans un syste`me
de coordonne´es qui a pour origine le centre de masse M du rotateur rigide AB qui est fixe
dans l’espace. Arthurs & Dalgarno (1960) ont e´tabli la the´orie dans le re´fe´rentiel SF.
Une approche alternative a ensuite e´te´ propose´e par Pack (1974) dans le re´ferentiel BF.
Elle propose de de´finir les angles polaires de AB par rapport a` un syste`me de coordonne´es
dans lequel l’axe Z co¨ıncide avec la direction MC et qui tourne au cours de la collision.
Nous notons (Θ,Φ) l’orientation de l’axe Z du syste`me BF par rapport au repe`re SF,
xyz. Les coordonne´es polaires de l’atome A sont donc (R,Θ,Φ). Les angles polaires de
AB sont exprime´s soit par rapport au repe`re SF (θ, φ) ou BF (θ′, φ′). Les repe`res SF et
BF sont repre´sente´s sur la Figure 3.1.
Nous allons de´crire ces deux approches en nous plac¸ant d’abord dans le repe`re SF, puis en-
suite dans le repe`re BF. Les diffe´rentes me´thodes “exactes” ou approche´es (Close-coupling,
Coupled States, Infinite Order Sudden Approximation) seront e´tudie´es dans le repe`re le
plus approprie´.
Figure 3.1: Repe`re SF (xyz) et BF (XYZ)
3.2.1 Dans le repe`re SF
3.2.1.1 Etablissement des e´quations couple´es
j e´tant le moment angulaire de rotation de la mole´cule AB, la fonction d’onde du
di-atome est de la forme Yjm(θ, φ), m e´tant la projection de j sur l’axe z du repe`re SF.
On a donc :
Yjm(θ, φ) = (−1)m
[





imφ, (m ≥ 0) (3.15)
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et
Yj,−m(θ, φ) = (−1)mY ∗jm(θ, φ)
ou` Pmj (cosθ) est un polynoˆme de Legendre (Abramowitz & Stegun 1965).
On note cette fonction |jm〉.
La fonction d’onde du moment angulaire de l’atome est aussi exprime´e en fonction des
harmoniques sphe´riques Ylml(Θ,Φ).
Comme indique´ dans le paragraphe pre´ce´dent, il est avantageux de re´soudre le proble`me
de dynamique en utilisant le fait que le moment angulaire total se conserve. Le moment
angulaire total J est la somme du moment angulaire j du rotateur rigide et du moment
angulaire orbital l. On a donc :
J = j + l (3.16)





Cette fonction d’onde angulaire est note´e |jlJM〉.
La fonction d’onde totale, pour des conditions initiales jl, est de´veloppe´e sur la base des
fonctions |jlJM〉 et s’e´crit :






ou` F Jjl;j′l′(R) est la partie radiale de la fonction d’onde totale. F
J
jl;j′l′(R) ne de´pend que de
R.
L’e´quation de Schro¨dinger est alors la suivante :
HˆΨJjl(R, θ, φ,Θ,Φ) = EΨ
J















+ V (R, θ′)
ou` µ est la masse re´duite du syste`me, µ = mA(mB+mC)/(mA+mB+mC) et V (R, θ
′) est
le potentiel d’interaction entre la mole´cule AB et l’atome C. Il est inte´ressant de noter que
le potentiel d’interaction entre les deux syste`mes s’exprime en fonction de coordonne´es R
et θ′ du repe`re BF.
V (R, θ′) peut eˆtre de´compose´ ge´ne´ralement sous la forme:






′) est un polynoˆme de Legendre (Abramowitz & Stegun 1965).













3. The´orie des collisions 43
Compte tenu du fait que l’on ne conside`re que l’excitation rotationelle de la mole´cule AB,
on a :
HˆAB = Hˆrot = Bjˆ
2 (3.21)
ou` B = 1/2I repre´sente la constante de rotation de la mole´cule. L’ope´rateur jˆ2 n’agit
alors que sur la partie angulaire |jlJM〉 de la fonction ΨJjl :
jˆ2|jlJM〉 = j(j + 1)|jlJM〉








+ 2µV (R, θ′)− k2j′
]
ΨJMjl (R, θ, φ,Θ,Φ) = 0 (3.22)
avec k2j′ le nombre d’onde de´fini par :
k2j′ = 2µ [E −Bj′(j′ + 1)]
= 2µ [E −Ej′]
ou` Ej′ est l’e´nergie du niveau j
′.
En utilisant les proprie´te´s d’orthonormalite´ des fonctions |jlJM〉 :
〈jlJM |j′l′J ′M ′〉 = δjj′δll′δJJ ′δMM ′
et le fait que :
lˆ2|jlJM〉 = l(l + 1)|jlJM〉








F Jjl;j′l′(R) = 2µ
∑
j′′l′′
〈j′l′JM |V (R, θ′)|j′′l′′JM〉F Jjl;j′′l′′(R) (3.23)
3.2.1.2 Approche “Close-Coupling” (CC)
L’approche CC est la me´thode la plus exacte pour re´soudre les e´quations couple´es.
L’e´quation 3.23 nous impose d’e´valuer les e´le´ments de matrice du potentiel
〈j′l′JM |V (R, θ′)|j′′l′′JM〉.
〈j′l′JM |V (R, θ′)|j′′l′′JM〉 =
∫







avec rˆ = (θ, φ), Rˆ = (Θ,Φ)
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On obtient alors :




′l′, j′′l′′; J) (3.25)
ou` fλ(j
′l′, j′′l′′; J) sont les coefficients de Percival & Seaton (1957) de´finis comme suit :
fλ(j

























′l′, j′′l′′; J)F Jjl;j′′l′′(R) (3.27)






















La matrice SJ(jl; j′l′) est diagonale en J et inde´pendante de M.
La matrice T J(jl; j′l′) est relie´e a` la matrice SJ(jl; j′l′) par :
T J(jl; j′l′) = δjj′δll′ − SJ(jl; j′l′) (3.28)
La section efficace totale de la transition j → j′ s’exprime alors comme suit :




(2J + 1)P J(j → j′) (3.29)
ou` P J(j → j′) est la fonction d’opacite´ de´finie comme :






|T J(jl; j′l′)|2 (3.30)
Une autre fac¸on de proce´der une fois que l’on a de´termine´ les e´le´ments de matrice
T J(jl; j′l′) est d’introduire ces e´le´ments de matrice sous la forme d’une somme d’e´le´ments
de matrice re´duits (tenseurs statistique) (Alexander & Davis 1983). On a :









Les relations d’orthogonalite´ des “6j” peuvent eˆtre utilise´es pour exprimer les e´le´ments de
matrice re´duits en fonction des T J(jl; j′l′) :








T J(jl; j′l′) (3.32)
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K = j′ − j = l′ − l correspond au moment angulaire transfe´re´ durant la collision. On
introduit alors le tenseur d’opacite´ :





ce qui permet de de´finir les sections efficaces entre sous-niveaux Zeeman :








PK(j → j′) (3.34)
ainsi que les sections efficaces d’un niveau j vers un niveau j′




PK(j → j′) (3.35)
3.2.2 Dans le repe`re BF
3.2.2.1 Etablissement des e´quations couple´es
Dans le repe`re BF, la fonction d’onde du rotateur rigide AB est cette fois note´e
YjΩ(θ
′, φ′) ou` Ω est la projection de j sur l’axe Z du repe`re BF. On note cette fonc-
tion |jΩ〉.










ou` DJMΩ(Θ,Φ, 0) sont les e´le´ments de la matrice de rotation (Brink & Satchler 1968).
La fonction d’onde de base est aussi note´e |jΩJM〉.
L’utilisation de la base |jΩJM〉 est bien adapte´e aux proble`mes mole´culaires puisque dans
le calcul des e´le´ments de matrice de l’Hamiltonien total, les inte´grations sur les variables
angulaires du mouvement relatif et sur les variables internes BF de chacune des espe`ces
en collision sont se´pare´es. Elle pre´sente aussi l’avantage d’avoir des e´le´ments de matrice
du potentiel d’interaction diagonaux en Ω. En revanche, elle pre´sente l’inconve´nient que
le moment cine´tique relatif n’est pas un bon nombre quantique, si bien que des e´le´ments
non diagonaux en Ω apparaissent (couplage rotationnel) dans les e´quations.
La fonction d’onde totale s’e´crit alors sous la forme suivante :
ΨJM
jΩ










(R) est la partie radiale de la fonction d’onde totale. GJ
jΩ;j′Ω′
(R) ne de´pend que
de R.
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La fonction d’onde |jΩJM〉 d’une parite´ totale ǫ donne´e est de´finie comme une com-
binaison line´aire des composantes +Ω et −Ω.
On note ou Ω = |Ω| et on a (Launay 1977) :
LjΩJM(θ′, φ′,Θ,Φ) =





ou` Ω = |Ω| et ǫ = ±1
En injectant la fonction d’onde totale du syste`me dans l’e´quation de Schro¨dinger, on


















avec k2j′ = 2µ [E −Ej′].
La fac¸on la plus simple d’obtenir les matrices S et les sections efficaces, a` partir des
solutions des e´quations couple´es dans le repe`re BF est de convertir ces solutions BF en
solutions SF a` l’aide de la relation suivante (Launay 1976; 1977):





















On obtient ensuite les sections efficaces d’un niveau j → j′ en proce´dant de la meˆme fac¸on
que dans le paragraphe 3.2, i.e. en de´finissant une matrice SJ a` partir des conditions aux
limites de la fonction radiale F J,SF (R) et que l’on va sommer sur J .
3.2.2.2 Approximation “Coupled States” (CS)
L’approche CS ou “centrifigal decoupling approximation” a e´te´ introduite par McGuire
et Kouri (1974) et a e´te´ utilise´e dans de nombreuses applications puisqu’elle permet de
conserver des temps de calcul raisonnables tout en obtenant une bonne pre´cision sur les
re´sultats notamment a` haute e´nergie.
On conside`re les e´le´ments de matrice du potentiel effectif :
〈j′Ω′JM |V (R, θ′) + lˆ
2
2µR2
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d’ou` l’expression suivante de l’e´le´ment de matrice du potentiel :
〈j′Ω′JM |V (R, θ′)|j′′Ω′′J ′M ′〉 = δΩΩ′(−1)Ω
∑
λ


























Les e´quations ne sont maintenant plus couple´es que par le nombre quantique rotationnel















′; ΩJ) = (−1)Ω
∑
λ











Une approche introduite par Pack (1974) propose l’approximation suivante :
l′(l′ + 1) = J(J + 1) + j(j + 1)− 2Ω2 (3.46)
Cependant, on utilisera ici l’approximation de´veloppe´e par McGuire & Kouri (1974):
l′(l′ + 1) = J(J + 1) (3.47)
Les e´quations s’e´crivent alors sous la forme suivante :[
d2
dR2











On obtient ensuite les sections efficaces (j → j′) en proce´dant de la meˆme fac¸on que
dans le paragraphe 3.2, i.e. en de´finissant une matrice SJ(j; j′) a` partir des conditions
aux limites de la fonction radiale F J,SFj;j′ (R) obtenue par transformation des solutions BF
GJ,BFj;j′ (R) a` l’aide de la relation 3.40 et que l’on va ensuite sommer sur J .
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3.2.3 Limite “Infinite order sudden” (IOS)
L’approche IOS a e´te´ introduite par Pack (1972)
On a vu que l’approche CS ne´glige le couplage entre j et l, l’approche IOS va plus loin en
ne´gligeant la rotation de la mole´cule durant la collision si bien que θ′ est conside´re´ comme
une constante. Cette approche n’est valable que pour les mole´cules lourdes de tre`s faible
constante rotationnelle et pour les e´nergies de collision grandes comparativement a` l’e´cart
d’e´nergie des niveaux rotationnels de la mole´cule. Les re´sultats que nous avons obtenus
pour les collisions CS-He et SO-He (Voir chapitres 5.2.2 et 6.3) confirment ces crite`res de
validite´. On a :
k2 = 2µ [E − B(j(j + 1)] ∼ 2µE (3.49)
En partant des e´quations couple´es e´tablies dans le repe`re SF et en introduisant les approxi-
mations pre´ce´demment e´nonce´es, le syste`me d’e´quations couple´es devient un ensemble
d’e´quations non couple´es pour chaque valeur de θ et l :[
d2
dR2
− l(l + 1)
R2
− 2µV (R, θ) + k2
]
Fl(R, θ) = 0 (3.50)
L’e´quation ne de´pend donc plus de j et les solutions Fl(R, θ) sont obtenues pour des
parame`tres θ et l donne´s. Cette me´thode a e´te´ tre`s utilise´e pour l’excitation rotationnelle
et ro-vibrationnelle. Elle est ge´ne´ralise´e par Secrest (1975) et Goldflam et al. (1977).
Dans le cas de la me´thode IOS, nous avons donc calcule´ des fonctions radiales Fl(R, θ)
pour des parame`tres θ et l donne´s. On obtient a` partir des conditions aux limites de
cette fonction radiale une matrice Sl(θ). Les e´le´ments de matrice Tl(θ) sont obtenus par
la relation suivante :








On de´finit alors σ(0→ L) tel que (Goldflam et al. 1977):







Les sections efficaces de j → j′ s’obtiennent alors de la fac¸on suivante :












Comme pour l’approche Close Coupling, on peut introduire les e´le´ments de matrice
re´duits (tenseurs statistiques). Khare (1978) a montre´ que la matrice T pouvait s’exprimer
sous la forme d’e´le´ments de j = 0 → j′. On a donc (Alexander et Davis 1983) :
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si bien que les e´le´ments de matrice re´duits s’e´crivent sous la forme suivante :







Le tenseur d’opacite´ dans l’approche IOS est alors :






(2l + 1)T l(0l;Kl′) (3.56)
Sachant que
∑




σ(0→ K), on a alors :








3.3 Excitation rotationnelle de mole´cules 3Σ par col-
lisions avec les atomes 1S
3.3.1 Spectroscopie des mole´cules 3Σ
Les mole´cules avec un spin e´lectronique non nul sont souvent repre´sente´es dans la
limite des cas (a) ou (b) de Hund (Orlikowski 1985). Pour le cas des mole´cules 3Σ, le cas
(b) de Hund est connu pour donner ge´ne´ralement une bonne description des fonctions
d’onde ref. Dans cette approximation, le spin et le moment angulaire de rotation sont
faiblement couple´s.
Cependant, pour certaines mole´cules comme O2 (Orlikowski 1985) ou SO (chapitre 5.1),
la leve´e de de´ge´ne´rescence due au spin n’est pas ne´gligeable, surtout pour les premiers
niveaux de rotation, si bien que l’on doit de´crire les niveaux de rotation |Fijm〉 de la
mole´cule par un couplage interme´diaire, i.e. une combinaison line´aire des niveaux |N =
j, Sjm〉 de´crits par l’approximation du cas (b) de Hund pur.
Dans la repre´sentation du cas (b) de Hund |N, Sjm〉, l’hamiltonien mole´culaire pour un
diatome dans un e´tat e´lectronique 3Σ peut s’e´crire de la fac¸on suivante (Herzberg 1950):









ou` B est la constante de rotation, γ et λ sont respectivement les constantes de couplage
spin-rotation et spin-spin.
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Les fonctions d’onde solutions du hamiltonien mole´culaire sont donc de la forme suivante
(Gordy and Cook 1984) :
|F1jm〉 = cosα|N = j − 1, Sjm〉+ sinα|N = j + 1, Sjm〉
|F2jm〉 = |N = j, Sjm〉
|F3jm〉 = −sinα|N = j − 1, Sjm〉+ cosα|N = j + 1, Sjm〉
Les e´tats |Fijm〉, donne´s par l’e´quation 3.59 peuvent s’exprimer de manie`re ge´ne´rale sous





On de´veloppera dans cette partie la the´orie de l’excitation rotationnelle d’une mole´cule
3Σ dont les niveaux rotationnels sont de´crits dans un cas (b) de Hund pur et dans la para-
graphe 3.3.3, le cas ou` les niveaux rotationnels sont de´crits par un couplage interme´diaire.
Pour le cas (b) de hund pur, on a cosα = 1 et sinα = 0.
3.3.2 Mole´cule de´crite dans un cas (b) de Hund
3.3.2.1 Etablissement des e´quations couple´es
Le cas (b) de Hund nous donne une repre´sentation dans laquelle les couplages sont
repre´sente´s par l’e´quation vectorielle suivante :
j = N + S (3.60)
ou` N de´signe le moment de rotation de la mole´cule et S le spin de la mole´cule





ou` mN , mS et m sont les projections respectives de N , S et j dans le repe`re SF.
Comme dans le cas d’une mole´cule 1Σ en interaction avec un atome 1S, on de´finit le
moment angulaire total, qui va se conserver au cours d’une collision, comme la somme du
moment angulaire j, de´fini par l’e´quation 3.60, et du moment angulaire orbital l.
On a donc :
J = j + l (3.62)





ou` ml repre´sente la projection de l dans le repe`re SF.
La fonction d’onde totale se de´veloppe alors sous la forme suivante :
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en reportant cette fonction d’onde dans l’e´quation de Schro¨dinger, on obtient un syste`me













〈(N ′S)j′l′JM |V (R, θ′)|(N ′′S)j′′l′′JM〉UJNSjl;N ′′Sj′′l′′(R) (3.65)
ou` :
k2N ′J ′ = 2µ [E − EN ′j′]
et ou` E est l’e´nergie totale du syste`me et EN ′j′ est l’e´nergie du niveau N
′Sj′.
3.3.2.2 Approche“Close Coupling” (CC)
Il faut donc, comme dans le cas des mole´cules 1Σ e´valuer les e´le´ments de matrice
du potentiel 〈(N ′S)j′l′JM |V (R, θ′)|(N ′′S)j′′l′′JM〉. Pour une collision avec un atome de
syme´trie 1S, le potentiel intermole´culaire est inde´pendant du spin S, la collision ne va
pas affecter directement l’orientation du spin S (Corey & McCourt 1983). A cause de ce
me´canisme collisionnel, les e´le´ments de matrice du potentiel peuvent eˆtre e´value´s d’une
fac¸on simple en de´finissant le moment total J de la fac¸on suivante :
N + l = J ; J + S = J (3.66)










Le vecteur |(Nl)JM〉 est un e´le´ment de la base sans spin du moment angulaire total J
approprie´e pour les collisions entre les mole´cules 1Σ et les atomes 1S. Les bases de´finies










La de´pendance en spin a ainsi e´te´ extraite de la base mole´culaire. En utilisant le fait que
le potentiel d’interaction est inde´pendant du spin, les e´le´ments de matrice du potentiel
〈(N ′S)j′l′JM |V (R, θ′)|(N ′′S)j′′l′′JM〉 s’expriment alors de la fac¸on suivante :




(2J ′′ + 1) [(2j′′ + 1)(2j′ + 1)] 12 (−1)−l′+l′′+j′−j′′
×
{
S N ′ j′
l′ J J
}{
S N ′′ j′′
l′′ J J
}
〈N ′l′JM|V (R, θ′)|N ′′l′′JM〉 (3.69)
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Les e´le´ments de matrice 〈N ′l′JM|V (R, θ′)|N ′′l′′JM〉 sont simplement ceux qui ont e´te´
de´finis par l’e´quation 3.25 pour le cas d’une mole´cule sans spin et sont donc donne´s par :




′l′, j′′l′′;J ) (3.70)
En substituant l’e´quation pre´ce´dente dans l’e´quation 3.69 et en utilisant la relation de
Racah-Elliott (Messiah 1962), on obtient alors pour les e´le´ments de matrice du potentiel :
〈(N ′S)j′l′JM |V (R, θ′)|(N ′′S)j′′l′′JM〉 =∑
λ
(−1)S−λ−J [(2N ′ + 1)(2N ′′ + 1)(2j′ + 1)(2j′′ + 1)(2l′ + 1)(2l′′ + 1)] 12
×Vλ(R)
(









j′ N ′ S
N ′′ j′′ λ
}
(3.71)
Les e´quations couple´es sont alors re´solues nume´riquement et les solutions UJNSjl;N ′Sj′l′(R)
sont ensuite soumises aux conditions aux limites :
lim
R→∞















On de´finit ainsi les matrices SJ(NSjl;N ′Sj′l′) qui apre`s sommation sur J ,l et l′ vont nous
permettre d’obtenir les sections efficaces des transitions NSj → N ′Sj′.
Cependant, il est possible de simplifier de fac¸on significative les e´quations couple´es en
de´finissant une fonction radiale inde´pendante du spin a` travers la relation suivante (Corey
& McCourt 1983) :
UJNSjl;N ′Sj′l′(R) = δSS′
∑
J
(2J + 1) [(2j + 1)(2j′ + 1)] (−1)−l′+l+j′−j
×
{







ou` les UJNl;N ′l′ sont simplement les solutions des e´quations couple´es e´tablies pour des








UJNl;N ′l′(R) = 2µ
∑
N ′′l′′
〈N ′l′JM|V (R, θ′)|N ′′l′′JM〉UJN ′l′;N ′′l′′(R)
Les matrices SJ (Nl;N ′l′) sont de´finies par la partie asymptotique de UJNl;N ′l′(R) et
sont relie´es aux matrices SJ(NSjl;N ′Sj′l′) par la meˆme relation que dans l’e´quation 3.73.
Il est cependant plus simple d’employer les matrices T de´finies comme suit :
T J(NSjl;N ′Sj′l′) = δNN ′δjj′δll′ − SJ(NSjl;N ′Sj′l′)
TJ (Nl;N ′l′) = δNN ′δll′ − SJ (Nl;N ′l′)
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Les matrices T sont-elles meˆmes relie´es par la relation de l’e´quation 3.73 :
T J(NSjl;N ′Sj′l′) = δSS′
∑
J
(2J + 1) [(2j + 1)(2j′ + 1)] 12 (−1)−l′+l+j′−j
×
{






TJ (Nl;N ′l′) (3.74)
La section efficace totale de la transition NSj → N ′Sj′ s’exprime alors comme suit:










[(2J + 1)(2J ′ + 1)(2J ′ + 1)(2j′ + 1)]
×
{






S N ′ j′





×TJ (Nl;N ′l′)TJ ′∗(Nl;N ′l′) (3.75)
De la meˆme fac¸on que pour le cas de l’excitation d’une mole´cule 1Σ, on a de´fini des
tenseurs d’opacite´. On peut de´finir aussi pour les mole´cules 3Σ de´crites dans un cas (b)
de Hund un tenseur d’opacite´ PK(NSj → NSj′) (Corey et al. 1986):
PK(NSj → NSj′) = (2j′ + 1)(2j + 1)
{
K j j′
S N ′ N
}2
PK(N → N ′) (3.76)
Ce qui permet d’obtenir les sections efficaces entre sous-niveaux Zeeman :








PK(N → N ′) (3.77)
ainsi que les sections efficaces entre niveaux NSj et N ′Sj′







S N ′ N
}2
PK(N → N ′) (3.78)
3.3.2.3 Approximation “Infinite Order Sudden” (IOS)
De la meˆme fac¸on que l’on a introduit l’approche IOS pour le cas de l’excitation
rotationnelle de mole´cules 1Σ, on introduit l’approche IOS pour les mole´cules 3Σ. Les
sections efficaces dans l’approche IOS sont alors donne´es par la relation suivante (Corey
& McCourt 1983) :






(2N + 1)(2N ′ + 1)(2j′ + 1)
×
(




S N ′ N
}2
σ(0→ L) (3.79)
ou` σ(0→ L) est de´fini dans le paragraphe 3.2.3 tel que :
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3.3.3 Couplage interme´diaire
On de´veloppe la fonction d’onde du syste`me total sur la base des vecteurs propres du





ou` l est le moment cine´tique du mouvement relatif.
La fonction d’onde totale s’e´crit alors dans le repe`re SF sous la forme suivante :








En reportant cette fonction d’onde dans l’e´quation de Schro¨dinger, on obtient le syste`me








+ k2F ′i j′
]





〈F ′i j′l′JM |V (R, θ′)|F ′′i j′′l′′JM〉UJFijl;F ′′i j′′l′′(R) (3.83)
avec :
k2F ′i j′ = 2µ
[
E − EF ′i j′
]




Les e´le´ments de matrice du potentiel 〈F ′ij′l′JM |V (R, θ′)|F ′′i j′′l′′JM〉 sont obtenus par la
relation suivante :









〈(N ′S)j′l′JM |V (R, θ′)|(N ′′S)j′′l′′JM〉 (3.84)
Le calcul des e´le´ments de matrice 〈N ′Sj′L′JM |V (R, θ′)|NSjLJM〉 est donne´ au para-
graphe 3.3.2.2.
On obtient alors les solutions UJFijl;F ′ij′l′
(R) des e´quations couple´es 3.83 qui par leurs condi-
tions aux limites vont nous permettre de de´finir une matrice SJ(Fijl;F
′
i j
′l′) qui va nous
permettre d’obtenir les sections efficaces pour les transitions Fijl → F ′i j′l′.
3.4 Excitation ro-vibrationnelle de mole´cules
line´aires 1Σ par collisions avec les atomes 1S
Dans ce paragraphe, afin de tenir compte des transitions ro-vibrationnelles, on va
e´tendre le traitement de l’excitation rotationnelle pre´sente´ au paragraphe 3.2 a` l’excitation
ro-vibrationnelle en suivant Pack (1974). Par comparaison avec l’excitation rotationnelle
qui ne´cessite des tempe´ratures cine´tiques de l’ordre de 10-100 K, l’excitation vibration-
nelle requiert des tempe´ratures cine´tiques beaucoup plus grandes, de l’ordre de 300-1500K.
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Les transitions vibrationnelles sont cependant importantes dans de nombreux contextes
astrophysiques : Atmosphe`re stellaire“froide”, re´gions de choc du milieu interstellaire ...
Le degre´ de liberte´ interne du diatome AB repre´sente´ par la distance internucle´aire r doit
eˆtre pris en compte par l’interme´diaire des fonctions d’onde vibrationnelles.
La de´pendance en r du potentiel d’interaction V doit eˆtre connue et doit pouvoir s’expri-
mer de la fac¸on suivante :









ou` Yjm(θ, φ) est la fonction d’onde du rotateur rigide vue au paragraphe 3.2, v est le










χjv(r) = 0 (3.87)
Les fonctions d’onde ro-vibrationnelles se notent sous la forme |jlvJM〉.
Par analogie avec le paragraphe 3.2, on construit les fonctions d’onde totales du syste`me
sous la forme suivante :






On doit alors re´soudre l’e´quation de Schro¨dinger
HˆΨJjl(r, R, θ, φ,Θ,Φ) = EΨ
J






+ HˆBC + V (R, θ
′)














Les parties radiales F Jjlv;j′l′v′(R) de ces fonctions d’onde totales sont solutions du syste`me












〈j′l′v′JM |V (r, R, θ′)|j′′l′′v′′JM〉F Jjlv;j′′l′′v′′(R) (3.91)
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On obtient ensuite les sections efficaces d’un niveau vj → v′j′ en proce´dant de la meˆme
fac¸on que dans le paragraphe 3.2, i.e. en de´finissant une matrice SJ(vjl; v′j′l′) a` partir
des conditions aux limites de la fonction radiale F Jjlv;j′l′v′(R).
Cependant, compte tenu du tre`s grand nombre de canaux |jlvJM〉, les temps de calcul
pour ce type d’excitation sont prohibitifs, on est souvent amene´ a` utiliser l’approximation
IOS.
Ainsi comme dans le cas de l’excitation rotationnelle (paragraphe 3.2.3), on va ne´gliger la
rotation de la mole´cule durant la collision de sorte que θ′ est approximativement constant




















ou` k2v′ = k
2
0v′ et yλ(v, v
′′) = yλ(0v, 0v
′′)
Il est important de noter que la vibration est traite´e en Close-Coupling. Seule la rotation
est traite´e avec l’approximation IOS. Cette me´thode est appele´e approximation VCC-
IOS (Goldflam et al. 1977, Parker et Pack 1978). Les fonctions radiales, comme pour
l’excitation rotationnelle, de´finissent des matrices Sl′(vv
′|θ′) qui sont ensuite inte´gre´es sur
θ′ et conduisent aux sections efficaces d’excitation σ(vj → v′j′). Comme pour l’approche
IOS de l’excitation rotationnelle, les sections efficaces peuvent se mettre sous la forme :












avec σ(v0→ v′L) de´fini tel que :






|TLl (v; v′)|2 (3.95)
3.5 Excitation ro-vibrationnelle de mole´cules 3Σ par
collisions avec les atomes 1S
Compte tenu des temps de calcul prohibitifs pour un tel syste`me, on utilisera pour
ce type d’excitation uniquement l’approximation IOS, permettant ainsi de conserver des
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temps de calculs- raisonnables. Par analogie avec ce qui a e´te´ fait pour le cas des mole´cules
1Σ, l’expression de la section efficace d’excitation est :






(2N + 1)(2N ′ + 1)(2j′ + 1)
×
(




S N ′ N
}2
σ(v0→ v′L) (3.96)
3.6 Taux de collisions
Les constantes de vitesse sont de´finis comme la moyenne sur la distribution de Boltz-
mann a` une tempe´rature T des sections efficaces d’excitation ou de de´sexcitation du niveau















ou` Ek est l’e´nergie cine´tique et kB la constante de Boltzmann.
Les taux de collisions sont les constantes de vitesse multiplie´es par la densite´ de perturba-
teur. Cependant, dans tout le manuscrit, on utilisera le terme de taux de collisions pour
nommer les constantes de vitesse.
Il est important de noter que les taux de collisions kα→β(T ) sont lie´s au taux de collisions







ou` gα et gβ sont respectivement les poids statistiques des niveaux α et β et hν est la
diffe´rence d’e´nergie entre les niveaux α et β.
3.7 Application : Calcul nume´rique de sections effi-
caces d’excitation
Tous les calculs nume´riques de dynamique ont e´te´ effectue´s avec le programme MOLS-
CAT (Hutson et Green 1995). Le code MOLSCAT est un programme qui re´sout les
e´quations couple´es de la dynamique en utilisant soit une me´thode “exacte” (Close Cou-
pling) soit des me´thodes approche´es (Coupled states ou IOS). Le programme MOLS-
CAT peut re´soudre les e´quations pour plusieurs types de syste`mes (atome-rotateur rigide,
atome-diatome, rotateur rigide-rotateur rigide, atome-toupie, ...). Au cours de ce travail
de the`se, nous avons essentiellement travaille´ sur les syste`mes SO-He et CS-He. Nous avons
donc utilise´ les collisions de type atome-rotateur rigide et atome-diatome. Si le syste`me
CS-He (CS est une mole´cule de syme´trie 1Σ+) est un syste`me correspondant a` un cas
imple´mente´ dans de MOLSCAT, le syste`me SO-He, a` cause de la structure fine de SO
(SO est une mole´cule de syme´trie 3Σ−), n’est pas un cas imple´mente´ dans le code. Il a
donc fallu adapter le programme a` ce type de syste`me. Cette modification a e´te´ effectue´e
3. The´orie des collisions 58
par M.-L Dubernet. Il a cependant aussi fallu introduire les surfaces de potentiel dans le
code MOLSCAT et aussi ajuster les parame`tres pour la re´solution des e´quations couple´es.
Cette partie a donc pour but de pre´senter les de´tails nume´riques de la re´solution des
e´quations couple´es.
3.7.1 Imple´mentation de la surface
Deux proce´dures sont possibles pour introduire la surface de potentiel dans le
code MOLSCAT : la proce´dure VSTAR qui demande en entre´e les termes Vλ(R) du
de´veloppement du potentiel et la proce´dure VRTP qui demande la valeur du potentiel
d’interaction pour des parame`tres donne´s (typiquement R, r et θ pour le cas des collisions
atome diatome) de la surface. Le code fournit ensuite le de´veloppement en Vλ du potentiel.
Etant donne´ que nous posse´dions des repre´sentations analytiques des surfaces de poten-
tiel des diffe´rents syste`mes auxquels nous nous sommes inte´resse´s (voir paragraphe 2.7.2),
nous avons choisi d’introduire la surface par la proce´dure VRTP. Cela consistait donc a`
cre´er une subroutine, qui pour un R, r et θ donne´s, nous donnait la valeur nume´rique du
potentiel d’interaction, le code MOLSCAT faisant ensuite lui meˆme le de´veloppement en
Vλ du potentiel. Le nombre de λ du de´veloppement est un parame`tre que l’on peut ajuster.
Nous avons cependant choisi de de´velopper le potentiel en un nombre de λ correspondant
au nombre de blocs d’angle θ moins 1 pour lesquels nous avions calcule´ la surface, soit
tous les termes jusqu’a` λ = 12, les Vλ(R) d’ordre supe´rieur n’ayant pas de sens. Le choix
de n’inclure que 12 Vλ(R) est duˆ au fait que l’anisotropie des potentiels d’interaction des
syste`mes CS-He et SO-He est faible et qu’une bonne convergence peut eˆtre obtenue avec
ce nombre de Vλ(R).
3.7.2 Re´solution des e´quations couple´es
Plusieurs algorithmes imple´mente´s dans le code MOLSCAT peuvent re´soudre les
e´quations couple´es. Nous avons choisi le propagateur “log-derivative” de Manolopoulos
(1986). Ce propagateur est une variante de l’algorithme de Johnson (1973).
3.7.2.1 L’approche “log derivative”
Les e´quations couple´es peuvent s’e´crire avec les notations matricielles sous la forme
suivante :
Ψ′′(R) = W (R)ψ(R) (3.99)
ou`
W (R) = 2µV (R)− k2
Ψ est une matrice carre´e dont chaque colonne est une solution inde´pendante de l’e´quation
de Schro¨dinger, V (R) est le potentiel d’interaction incluant le potentiel centrifuge, µ
est la masse re´duite du syste`me et k est une matrice diagonale comportant les vecteurs
d’onde asymptotiques des diffe´rentes voies de collision. En principe, le nombre d’e´quations
couple´es est infini, mais dans la pratique, on tronque le nombre d’e´quations a` un nombre
fini.
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La de´rive´e logarithmique Y de Ψ est de´termine´e par :
Y (R) = Ψ′(R)ψ−1(R) (3.100)
Dans l’approche “log-derivative”, on propage Y , plutoˆt que Ψ afin d’e´viter les e´ventuelles
proble`mes de stabilite´ duˆs a` l’inte´gration qui commence dans la re´gion classiquement
interdite. En partant de l’e´quation 3.99, on obtient l’e´quation de Ricatti suivante
Y ′(R) =W (R)− Y 2(R) (3.101)
On de´finit un propagateur Y sur chaque intervalle [R’,R”] permettant de propager la
matrice Y en s’affranchissant des proble`mes de non existence de Ψ−1. Y est obtenu par





( Y1(R′, R′′) Y2(R′, R′′)





La matrice Y ve´rifie la relation de re´currence :
Y (R′′) =
Y4(R′, R′′)− Y3(R′, R′′)
Y (R′) + Y1(R′, R′′) Y2(R
′, R′′) (3.103)
3.7.2.2 La me´thode “improved log derivative” imple´mente´e dans MOLSCAT
L’algorithme “improved log derivative” de Manolopoulos (1986) utilise´ par MOLSCAT
diffe`re de l’approche “log derivative” originale par l’utilisation d’un potentiel de re´fe´rence
continu, variant peu sur l’intervalle d’inte´gration, et pour lequel l’e´quation de Schro¨dinger
est re´solue analytiquement.
Sur un intervalle [a,b], le potentiel de re´fe´rence est une matrice diagonale construite a`




On utilise l’intervalle [R’,R”] pour nommer a` la fois l’intervalle [a,c] et [c,b].




′, R′′) et y4(R
′, R′′) de la solution homoge`ne sont de´finis analytiquement.
y1(R
′, R′′)ij = y4(R
′, R′′)ij = δij
{ |pj |coth|pj|h, p2j ≥ 0
|pj|cot|pj|h, p2j ≤ 0
y2(R
′, R′′)ij = y3(R
′, R′′)ij = δij
{ |pj|csch|pj|h, p2j ≥ 0
|pj|csc|pj|h, p2j ≤ 0
avec h = (b− a)/2
Des propagateurs effectifs Yˆ(R′, R′′), de l’e´quation 3.99 sur le demi-intervalle [R’R], sont
de´finis par Manolopoulos (1986) :
Yˆ1 = y1(R′, R′′) +Q(R′)
Yˆ2 = y2(R′, R′′)
Yˆ3 = y3(R′, R′′)
Yˆ4 = y3(R′, R′′) +Q(R′′)
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ou` Q(a), Q(b) et Q(c) sont des fonctions de U(a), U(b) et U(c) et U = W − Wref La
matrice Y (b) = Yˆ (b) est obtenue par propagation de la matrice effective Yˆ sur [a,c] puis
[b,c] suivant l’e´quation :
Yˆ (R′′) =
Yˆ4(R′, R′′)− Yˆ3(R′, R′′)
ˆY (R′) + Yˆ1(R′, R′′)
Yˆ2(R′, R′′) (3.105)
on a alors Yˆ (a) = Y (a) et Yˆ (a) = Y (a) +O(h4).
Cet algorithme devient en quelque sorte “suiveur du potentiel” puisque le potentiel de
re´fe´rence est de nouveau de´termine´ pour chaque intervalle. La convergence est ame´liore´e
avec la diminution du pas d’inte´gration.
3.7.3 Parame`tres de calcul
On vient de voir comment le code MOLSCAT re´sout les e´quations couple´es. Il est
ne´cessaire cependant de lui spe´cifier les parame`tres d’e´tablissement et de re´solution de ces
e´quations.
Le premier parame`tre a` ajuster est le nombre de niveaux rotationnels a` inclure dans
les e´quations couple´es “jmax”. Bien que l’e´nergie totale du calcul de´termine le nombre de
canaux ouverts (j + l), on sait qu’il est ne´cessaire d’inclure plusieurs canaux ferme´s afin
d’obtenir la convergence des sections efficaces. Plus il y a de canaux ferme´es et meilleure
est la convergence, mais plus il y a de canaux ferme´s et plus les temps de calcul sont
longs. Il faut donc pour ce parame`tre faire un compromis. Le nombre de canaux ferme´s a`
inclure fait l’objet d’un test pour chaque gamme d’e´nergie puisqu’il de´pend de l’e´nergie a`
laquelle sont effectue´s les calculs et du nombre de niveaux rotationnels pour lesquels on
souhaite obtenir des re´sultats.
Le second parame`tre a` ajuster est le parame`tre “STEPS” qui de´termine le pas
d’inte´gration de la fonction radiale. Le parame`tre STEPS est le nombre d’intervalles cor-
respondant a` la moitie´ du nombre d’onde de´termine´ par le programme pour le canal ouvert
avec la plus grande e´nergie cine´tique. Le pas h d’inte´gration est donc e´gal a` :
h =
π
2kmax × steps (3.106)




Plus le parame`tre STEPS va eˆtre grand, et plus le pas sera petit. Ce parame`tre sera aussi a`
tester pour chaque gamme d’e´nergie. Plus les e´nergies seront grandes et plus ce parame`tre
pourra eˆtre re´duit.
Les bornes de la grille d’inte´gration doivent eˆtre ajuste´es. Nous avons ge´ne´ralement
propage´ la fonction d’onde jusqu’a` 40 a0, ce qui e´tait amplement suffisant pour atteindre
la convergence. Le minimum est lui de´pendant de la surface de potentiel et de l’e´nergie
du calcul puisqu’il faut commencer a` propager la fonction d’onde a` partir de la re´gion
classiquement interdite. Typiquement, l’inte´gration a ge´ne´ralement e´te´ commence´e aux
alentours de 2.5 - 3 a0 mais dans certains cas comme la vibration, il a fallu commencer
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la propagation pour des valeurs de R plus grandes puisque le potentiel n’e´tait pas de´fini
correctement pour les tre`s petites valeurs de R. Le nombre de valeurs de J a` prendre en
compte peut aussi eˆtre ajuste´. Nous avons cependant laisse´ le programme ajuster seul
ce parame`tre car cette proce´dure n’entraˆınait pas de proble`me de convergence avec ce
parame`tre.
Enfin, le programme MOLSCAT effectue les calculs pour une e´nergie donne´e. Il nous
appartient donc de choisir la grille en e´nergie pour de´crire nos sections efficaces. On sait
que les sections efficaces pre´sentent une zone de re´sonances en e´nergie cine´tique de l’ordre
de grandeur de la profondeur du puits de potentiel. Il est tre`s important de bien de´crire
les re´sonances, spe´cialement si on s’inte´resse aux re´sultats a` basse tempe´rature. C’est pour
cela que l’on sera amene´ a` utiliser un pas en e´nergie cine´tique tre`s faible pre`s des e´nergies
des seuils. Le pas peut ensuite eˆtre augmente´ puisqu’a` plus haute e´nergie, les sections
efficaces ont un comportement plus asymptotique.





Dans le cas ou` une mole´cule est excite´e par un rayonnement isotrope, tous les sous-
niveaux Zeeman sont peuple´s de fac¸on e´quivalente et en conse´quence, le rayonnement
diffuse´ est non polarise´.
A l’inverse, les mole´cules excite´es par un rayonnement anisotrope ou par tout processus
anisotrope (ce qui est le cas des mole´cules pre´sentes dans le milieu interstellaire ou dans les
environnements stellaires) e´mettent en se de´sexcitant de la lumie`re polarise´e. Cependant,
plusieurs processus se produisant dans le milieu interstellaire sont susceptibles de re´duire
cette polarisation : citons par exemple les processus radiatifs et les processus collisionnels
isotropes. C’est ce dernier processus qui va retenir notre attention.
On sait que les collisions isotropes peuvent avoir deux effets sur le rayonnement ob-
serve´ :
– le profil des raies observe´es peut eˆtre e´largi
– la polarisation du rayonnement e´mis peut diminuer. Cette diminution est due a` un
retour a` l’e´galisation des populations des sous-niveaux Zeeman par collisions.
Bien que la relaxation collisionnelle ait e´te´ l’objet de nombreuses e´tudes, l’inte´reˆt
pour ce phe´nome`ne s’est conside´rablement accru au cours des 20-30 dernie`res anne´es
pour les meˆme raisons que l’e´tude des collisions. D’une part, l’apparition de nouvelles
techniques expe´rimentales (lasers) permet maintenant d’e´tudier la relaxation dans les
niveaux fondamental et excite´s (Mate´ et al. 2003; Martinez et al. 2003) et d’autre part
l’utilisation de me´thodes de chimie quantique pre´cises pour les potentiels d’interaction et
les progre`s nume´riques permettent maintenant de re´soudre plus exactement les e´quations
de collisions. Malgre´ l’apparition de ces nouvelles techniques, la relaxation collisionnelle
a e´te´ e´tudie´e pour seulement un petit nombre de syste`mes mole´culaires. La relaxation
collisionnelle reveˆt un grand inte´reˆt pour les diagnostics astrophysiques, dans les milieux
hors ETL lorsque les processus collisionnels et radiatifs entrent en compe´tition.
Le formalisme ge´ne´ral fait appel au de´veloppement de la matrice densite´ sur la base
des e´tats |vjmj〉 ou de fac¸on e´quivalente sur la base des ope´rateurs tensoriels irre´ductibles,
c’est le formalisme que nous utiliserons ici.
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4.1 Formalisme ge´ne´ral
4.1.1 Repre´sentation en tenseurs irre´ductibles de la matrice
densite´
La base des ope´rateurs tensoriels irre´ductibles a e´te´ introduite par Fano (1957) puis
reprise par de nombreux auteurs (voir Omont (1977) par exemple). Les e´tats internes





La base irre´ductible est de´finie par (e.g. Omont 1977) :











On note ge´ne´ralement cette base |vaja(vbjb)+; kq〉〉.
Un des avantages de cette base par rapport a` la base dyadique |vajama〉〈vbjbmb| est que
la base irre´ductible se transforme sous l’effet des rotations du syste`me de coordonne´es
comme les fonctions propres d’un moment angulaire j = k.







q (vaja, vbjb) (4.3)
avec :









Les e´le´ments de la matrice densite´ sur la base des ope´rateurs tensoriels irre´ductibles sont
appele´s termes ou e´le´ments multipolaires. Si vaja = vbjb, les composantes d’ordre k = 0,
k = 1 et k = 2 repre´sentent respectivement la population, l’orientation et l’alignement du
niveau ja Pour vaja 6= vbjb les termes k = 0, k = 1 et k = 2 de´crivent la cohe´rence entre
les niveaux vaja et vbjb.
4.1.2 Relaxation collisionnelle
Les proprie´te´s (intensite´, polarisation) du rayonnement absorbe´ ou e´mis par un en-
semble d’atomes ou de mole´cules plonge´s dans un bain de perturbateurs sont directement
lie´es aux processus d’excitation et d’e´mission du rayonnement, a` l’e´volution du syste`me
sous l’influence e´ventuelle de champs externes magne´tiques ou e´lectriques et aux processus
de relaxation (ici collisions avec les particules du bain). L’e´volution de la matrice densite´
ρ est donne´e a` l’e´quilibre par une e´quation pilote, ou e´quation d’e´quilibre statistique, in-
cluant tous les processus radiatifs, collisionnels et de champs externes (Omont 1977). La
description quantique de la relaxation collisionnelle est ge´ne´ralement faite dans le cadre de
l’approximation des impacts (Baranger 1958a, 1958b; Fano 1963; Ben Reuven 1966; Shafer
& Gordon 1973 et re´fe´rences incluses) dont les conditions de validite´ sont les suivantes :
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– les collisions sont binaires
– la dure´e des collisions est courte devant l’intervalle de temps entre deux collisions
de telle manie`re que les collisions sont “comple`tes” et se´pare´es dans le temps
– le bain de perturbateurs est un large ensemble qui ne conserve pas la me´moire de
ses interactions avec le syste`me.
Sous ces conditions, l’effet des collisions sur la matrice densite´ ρ des atomes ou mole´cules






Si l’on suppose les collisions isotropes, les composantes tensorielles ρkq (vaja, vbjb) de la































b; vaja, vbjb) est donc un e´le´ment de la matrice de relaxation Γ
k (Bre´chignac et
al. 1980).
La matrice de relaxation est inde´pendante de la valeur de q et les composantes de diffe´rents
ordres k ne sont pas couple´es.





































ou` np est la densite´ de perturbateurs.






b; vaja, vbjb) s’expriment en fonction des




























(δjaj′aδjbj′bδll′ − SJa(jal; j′al′)S∗Jb(jbl; j′bl′))
(4.8)
Les matrices SJa(jal; j
′
al
′) et S∗Jb(jbl; j
′
bl





est introduit dans l’e´quation pour se conformer a` la de´finition
de e´le´ments des matrice re´duits de Brink & Satchler (1993), de´finition qui diffe`re d’un
facteur
√
2j′ + 1 de la de´finition de Edmonds (1960). Pour k = 1, ja = j
′
a et jb = j
′
b : la
section efficace repre´sente l’e´largissement collisionnel de la raie ja − jb.





′ qui sont les
sections de transfert (pour j′ 6= j) et de destruction (pour j′ = j) de la composante k de
la matrice densite´ de la mole´cule. k = 0 correspond a` la population, k = 1 a` l’orientation
et k = 2 a` l’alignement.
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4.2 Sections efficaces tensorielles pour les mole´cules
1Σ en collision avec les atomes 1S
On va dans tout ce que va suivre oˆter l’indice v pour simplifier les expressions. L’ex-


















×(δjj′δll′ − SJa(jl; j′l′)S∗Jb(jl; j′l′)) (4.9)


















×(δjj′δll′T ∗Jb(jl; j′l′) + δjj′δll′T Ja(jl; j′l′)− T Ja(jl; j′l′)T ∗Jb(jl; j′l′))
(4.10)
Comme on l’a vu au chapitre pre´ce´dent, les matrices T peuvent s’exprimer sous forme
d’e´le´ments de matrice re´duits.


































Il est important de noter que l’on peut relier les sections tensorielles d’ordre 0 aux
sections efficaces ine´lastiques de´finies au chapitre pre´ce´dent. On a :




σ(j → j′) (4.14)
Limite IOS
On cherche comme on l’a fait pour les sections efficaces ine´lastiques a` exprimer les
sections de relaxation dans le cadre de l’approximation IOS, puisque cette approximation
permet de re´duire conside´rablement les temps de calcul tout en gardant une pre´cision
acceptable lorsque les e´nergies de collision sont grandes.
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A la limite IOS les e´le´ments de matrice re´duits peuvent s’e´crire sous la forme (Alexander
et Davis 1983):
TK(jl; j′l′) = (−1)K−j+l−l′
√







En portant cette expression dans l’expression de la section efficace tensorielle, on retrouve









σ(0→ K)[δjj′ − fK(jj, j′j′; k)] (4.16)
avec
∑




σ(0→ K) (Alexander et Davis 1983).
car pour K = 0 fK(jj, j
′j′; k) = 1









σ(v0→ v′K)[δjj′ − fK(jj, j′j′; k)] (4.17)
Cette e´quation montre que dans l’approximation IOS, les sections efficaces tensorielles
sont de´termine´es a` partir des sections efficaces a` partir de j = 0 et ont donc une forme
relativement simple. D’autre part, ce re´sultat est tre`s important car il signifie que des
mesures de sections efficaces tensorielles et de collisions fournissent la meˆme information
si l’approche IOS est valide´e. Cela permet donc de de´terminer les sections efficaces de
collisions a` partir par exemple de mesures d’e´largissement de raie (Goldflam et al. 1977).
4.3 Sections efficaces tensorielles pour les mole´cules
3Σ en collision avec les atomes 1S
On a donc de´termine´ les sections efficaces effectives tensorielles pour les mole´cules 1Σ
sous forme tensorielle. On va donc pouvoir maintenant de´duire simplement les sections
efficaces tensorielles pour les mole´cules 3Σ de´crites a` la limite du cas (b) de Hund.
On rappelle que pour une mole´cule de´crite a` la limite du cas (b) de hund, on a
j = N + S (4.18)
ou` N de´signe le moment de rotation de la mole´cule et S le spin de la mole´cule
Les vecteurs de base d’un cas (b) de Hund sont note´s |NSjm〉.
On sait que (Corey et Smith 1985) :
TK(Njl;N ′j′l′) = (−1)S+j+N ′+K
√
(2j′ + 1)(2j + 1)
{
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En reportant cette relation dans l’e´quation 4.12 on a (annexe A) :











(2j′ + 1)(2l + 1)(−1)S+j+N ′+K
×
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On constate que, comme pour les sections efficaces de transfert de population, on peut
exprimer les sections efficaces tensorielles entre niveaux de structure fine d’une mole´cule
3Σ en fonction des e´le´ments de matrice re´duits de cette mole´cule sans tenir compte de la
structure fine.
Limite IOS
Comme pour les mole´cules 1Σ, on se place dans l’approximation IOS et on cherche
ainsi a` exprimer les sections efficaces tensorielles dans l’approximation IOS a` partir des
sections efficaces σ(0→ L).
A la limite IOS, on a :
TK(Njl;N ′j′l′) =
√
(2N + 1)(2N ′ + 1)(2K + 1)(2j′ + 1)(2j + 1)
×(−1)l−l′+S+N ′+j−N
{
N N ′ K
j′ j S
}(





On obtient alors dans le cadre de l’approximation IOS une section efficace tensorielle sous
la forme suivante (annexe A) :








σ(0→ K) [δjj′δNN ′
(−1)k(2N + 1)(2N ′ + 1)(2j′ + 1)(2j + 1)
×
(










En re´introduisant les indices v, on a :








σ(v0→ v′K) [δjj′δNN ′
(−1)k(2N + 1)(2N ′ + 1)(2j′ + 1)(2j + 1)
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×
(










On constate que, comme dans le cas des mole´cules 1Σ, les sections efficaces tensorielles
sont de´termine´es a` partir des sections efficaces a` partir de j = 0.




Excitation collisionnelle de SO par
He
La premie`re partie de ce travail de the`se est consacre´e a` l’excitation de la mole´cule SO
par collisions avec He. Nous nous sommes inte´resse´s dans un premier temps a` l’excitation
rotationnelle par collisions pour les 91 premiers niveaux de structure fine de SO pour une
gamme de tempe´ratures allant de 5 a` 300 K. Au dela` de 300 K, il nous faut inclure l’exci-
tation vibrationnelle puisque celle ci n’est pas suppose´e ne´gligeable a` haute tempe´rature,
ce sera l’objet du deuxie`me paragraphe.
Dans le cadre de l’approximation de Born-Oppenheimer, une telle mode´lisation est ef-
fectue´e en deux e´tapes : on calcule tout d’abord les potentiels d’interaction entre deux
particules, puis on s’inte´resse a` la dynamique. Pour l’e´tude de la dynamique, sachant que
la mole´cule SO posse`de une structure fine et par conse´quent un tre`s grand nombre de
niveaux rotationnels, les calculs exacts (approche Close-Coupling) ne peuvent pas eˆtre
effectue´s a` haute tempe´rature si l’on souhaite garder des temps de calcul raisonnables.
C’est pour cela que nous allons au cours de ce chapitre tester puis utiliser diffe´rentes
approximations afin de pouvoir couvrir la gamme de tempe´rature souhaite´e.
Nous pre´senterons ici tout d’abord la structure de la mole´cule SO, puis les re´sultats a`
basse et haute tempe´rature et ensuite la comparaison avec les re´sultats pre´ce´dents de
Green (1994).
5.1 La mole´cule SO
On s’inte´resse dans un premier temps aux proprie´te´s e´lectroniques et ro-vibrationnelles
de la mole´cule SO. Cependant, e´tant donne´ que les processus d’excitation par collisions
e´tudie´s ici se produisent dans le milieu interstellaire, les e´nergies de collisions sont assez
faibles, ce qui fait que l’excitation est une excitation ro-vibrationelle et non e´lectronique.
Nous nous inte´ressons donc avant tout a` la structure ro-vibrationnelle de cette mole´cule.
Nous rappelons cependant brie`vement les proprie´te´s e´lectroniques (principalement de
l’e´tat fondamental) de la mole´cule qui nous serviront dans le calcul du potentiel d’in-
teraction de la mole´cule SO avec He mais aussi a` la de´termination des fonctions d’onde
des e´tats ro-vibrationnels de SO intervenant dans les calculs de dynamique dans le cas de
l’excitation ro-vibrationnelle.
5.1.1 Structure e´lectronique
La mole´cule SO appartient au groupe de syme´trie C∞v. On associe les orbitales ato-
miques de type s et pz aux orbitales mole´culaires de type σ, et les orbitales px et py
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respectivement aux orbitales πx et πy. L’atome S [1s
22s22p6]3s23p4 correspond donc a` 5
orbitales σ, 2 orbitales πx et 2 orbitales πy et l’atome O [1s
2]2s22p4 a` 3 orbitales σ, 1 orbi-
tale πx et 1 orbitale πy. On a donc un espace complet de valence (8σ3πx3πy) associe´ a` la











L’e´tat fondamental de SO est donc un e´tat de syme´trie 3Σ−.
L’e´nergie potentielle de l’e´tat fondamental de SO a e´te´ calcule´e au niveau
CASSCF+MRCI en utilisant la base d’orbitales atomiques aug-cc-pVQZ (Woon & Dun-
ning 1993, Kendall et al. 1992). Pour l’atome d’oxyge`ne, la base aug-cc-pVQZ comporte
au total les fonctions gaussiennes (12s, 6p, 3d, 2f, 1g) contracte´es en [5s, 4p, 3d, 2f, 1g] plus
les fonctions diffuses (1s, 1p, 1d, 1f, 1g). Pour l’atome de soufre, la base aug-cc-pVQZ com-
porte les fonctions gaussiennes (16s, 11p, 3d, 2f, 1g) contracte´es en [6s, 5p, 3d, 2f, 1g] plus
les fonctions diffuses (1s, 1p, 1d, 1f, 1g). Seules les fonctions de base S,O (spdf) ont e´te´
incluses. Au total, la base utilise´e contient 128 fonctions gaussiennes contracte´es. L’en-
semble des orbitales (8σ3π) n’est pas utilise´ comme espace actif. Les orbitales de coeur
(4σ1π) sont optimise´es au niveau Hartree-Fock mais ne le sont plus ensuite. 12 e´lectrons
de valence sont ensuite corre´le´s dans l’espace actif (5σ−8σ, 2π−3π). La fonction d’onde a
e´te´ optimise´e au niveau CASSCF (Werner et Knowles 1985, Knowles et Werner 1985) puis
a servi de re´fe´rence dans le calcul MRCI (Werner et Knowles 1988, Knowles et Werner
1988). On n’a pas pour ce calcul tenu compte de la correction de Davidson. Le potentiel




















Figure 5.1: Fonctions d’e´nergie potentielle du niveau fondamental de SO
La distance d’e´quilibre de l’e´tat e´lectronique fondamental de la mole´cule SO calcule´e
de fac¸on the´orique a` partir de la courbe de potentiel pre´ce´demment calcule´e est de 2.83
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bohr. Cette valeur est en tre`s bon accord avec la distance d’e´quilibre de´termine´e de manie`re
expe´rimentale et e´gale a` re = 2.80 bohr (Bogey et al. 1982a).
Les e´tats e´lectroniques excite´s de la mole´cule ne seront pas utilise´s pour les calculs










Table 5.1: Energie d’excitation des premiers e´tats e´lectroniques de la mole´cule SO (Huber
& Herzberg 1979)
On constate donc que le premier e´tat e´lectronique excite´ est situe´ a` plus de 6000 cm−1
et que c’est un e´tat singulet. Le premier e´tat triplet excite´ est situe´ a` plus de 38000
cm−1. Ceci rend donc une me´thode monoconfigurationnelle susceptible d’eˆtre valide pour
les calculs du potentiel d’interaction avec He et nous permettra sans doute d’utiliser une
me´thode “Clusters Couple´s” (apre`s avoir teste´ la validite´ de cette me´thode pour toutes
les ge´ome´tries) pour les calculs e´lectroniques.
5.1.2 Structure ro-vibrationelle
Les constantes ωe et ωexe de vibration de la mole´cule SO sont respectivement e´gales
a` 1149.22 cm−1 et 5.6 cm−1 (Hopkins et Brown 1975).
La structure rotationnelle de la mole´cule est complexe car il faut prendre en compte le
couplage entre le moment angulaire de rotation et le spin. La mole´cule SO posse`de alors
une structure fine. Le calcul des e´nergies et des fonctions d’onde des niveaux rotationnels
s’effectue de la fac¸on suivante :
On couple le moment de rotation avec le moment de spin tel que :
j = N + S (5.1)
N : Moment angulaire de rotation de la mole´cule
S : Spin de la mole´cule
j : Moment angulaire total de la mole´cule
L’hamiltonien mole´culaire est dans ce cas de la forme suivante (Gordy & Cook 1984):










(λ(0) + λ(1)Nˆ2)(3S2z − S2)
ou` B est la constante de rotation, γ et λ sont respectivement les constantes de couplage
spin-rotation et spin-spin.
Les fonctions d’onde solutions du hamiltonien mole´culaire pour j ≥ 1 sont donc de la
forme suivante (Annexe B) :
|F1jm〉 = cosθ|N = j − 1, Sjm〉+ sinθ|N = j + 1, Sjm〉
|F2jm〉 = |N = j, Sjm〉
|F3jm〉 = −sinθ|N = j − 1, Sjm〉+ cosθ|N = j + 1, Sjm〉
On est dans le cas d’un couplage interme´diaire.
Le cas θ = 0 correspond a` la limite du cas (b) de Hund pour laquelle la leve´e de
de´ge´ne´rescence de la structure fine est conside´re´e comme ne´gligeable devant l’e´cart en
e´nergie des niveaux rotationnels.
Les e´nergies correspondantes sont donne´es par les relations suivantes :
E|F1jm〉 = Bν(j
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λ(0) + λ(1)(j2 + j + 1)
(2j + 1)
)2] 12
E|F2jm〉 = Bνj(j + 1)−Dνj2(j + 1)2 − γ(0) − γ(1)j(j + 1) +
2
3
[λ(0) + λ(1)j(j + 1)]
E|F3jm〉 = Bν(j
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Les valeurs nume´riques des constantes de rotation que nous avons utilise´es sont celles
de´termine´es expe´rimentalement par Bogey et al. (1982a).
Il est important de noter que les re´sultats que nous pre´sentons ont e´te´ effectue´s avec les
niveaux |Fijm〉 mais que ces niveaux seront note´s suivant leur label usuel Nj. On a donc :
|Fij〉 note´ Nj avec


N = j − 1 pour F1
N = j pour F2
N = j + 1 pour F3
(5.4)
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Nous avons repre´sente´ sur la Figure 5.2 les premiers niveaux rotationnels (v = 0) de
l’e´tat e´lectronique fondamental de SO. On constate que les premiers niveaux de structure
fine sont fortement me´lange´s puisque la leve´e de de´ge´ne´rescence due a` la structure fine est
de l’ordre de l’e´nergie de rotation pour les premiers niveaux. On retrouve une structure
plus “classique” quand N > 5. Ceci s’explique par le fait que pour N grand, l’angle θ tend





































Figure 5.2: Premiers niveaux de structure fine de la mole´cule SO pour l’e´tat vibrationnel
v=0, l’indice a` coˆte´ du niveau correspond au nombre quantique j de ce niveau.
Les e´nergies des premiers niveaux de structure fine de la mole´cule SO pour les deux
premiers niveaux de vibration sont donne´es dans la Table B.1 et la Table B.2 de l’annexe
B. Seuls les niveaux pour lesquels des calculs de taux de collisions ont e´te´ effectue´s sont
donne´s dans les tableaux. Il existe des niveaux rotationnels e´leve´s de v = 0 qui s’intercalent
avec ceux de v = 1 mais qui ne sont pas liste´s dans ce tableau car il n’ont pas e´te´ utilise´s.
5.2 Excitation rotationelle de SO par He
Nous allons dans ce paragraphe traiter l’excitation rotationnelle de SO par collisions
avec l’he´lium. Nous pre´sentons donc dans un premier paragraphe le calcul de diffe´rentes
surfaces de potentiel du syste`me SO-He, puis apre`s avoir teste´ l’impact de ces surfaces
nous pre´sentons dans les paragraphes suivants les calculs de dynamique et des tests des
diffe´rentes me´thodes approche´es. Ces tests nous permettent de de´gager les conditions de
validite´ de ces diffe´rentes me´thodes. Des re`gles de pre´ponde´rance sur les sections seront
aussi pre´sente´es.
5. Excitation collisionnelle de SO par He 78
5.2.1 Surfaces de potentiel 2D du syste`me SO-He
Nous avons de´termine´ plusieurs surfaces de potentiel en utilisant des me´thodes ou
des bases d’orbitales atomiques diffe´rentes. Ces diffe´rentes surfaces de potentiel ont e´te´
calcule´es dans le but de pouvoir e´valuer l’impact de la pre´cision et de la qualite´ des surfaces
sur les calculs de dynamique. En effet, les me´thodes ab initio pouvant the´oriquement
atteindre l’e´nergie exacte du syste`me, le choix du niveau de calcul nous permet en quelque
sorte de choisir a` l’avance la pre´cision obtenue pour la surface.
La strate´gie de calcul (coordonne´es, expression analytique ...) a e´te´ explique´e dans le
chapitre 2.
5.2.1.1 Etats e´lectroniques implique´s dans la collision
On ne conside`re que les collisions entre particules dans leur e´tat e´lectronique fon-
damental. On a vu au paragraphe pre´ce´dent que l’e´tat e´lectronique fondamental de la
mole´cule SO e´tait un e´tat 3Σ−. La configuration e´lectronique fondamentale de l’atome
d’He est 1s2, ce qui conduit a` un e´tat fondamental He (1S). Le potentiel d’interaction
SO-He, de´crit dans le groupe de syme´trie Cs, est dans l’e´tat e´lectronique fondamental un
e´tat de syme´trie 3A′′.
On a vu au paragraphe pre´ce´dent que les premiers e´tats excite´s de SO e´taient des e´tats de
syme´trie singulet et qu’ils e´taient situe´s a` au moins 6000 cm−1 au dessus de l’e´tat fonda-
mental. Cela nous permet donc d’eˆtre confiants dans le caracte`re mono-configurationnel
de l’e´tat fondamental du complexe. Cependant, le fait que les premiers niveaux excite´s de
SO soient a` environ 6000 cm−1 nous a conduit a` limiter les calculs de la partie re´pulsive de
la surface 3A′′ a` une e´nergie d’environ 4500 cm−1 afin d’e´viter des interactions e´ventuelles
avec un e´tat e´lectronique excite´.
5.2.1.2 Calculs e´lectroniques de la surface 2D SO-He
En syme´trie Cs, on associe a` la mole´cule SO dans son e´tat e´lectronique fondamental
3Σ− 11 orbitales mole´culaires de type a’ et 3 de type a” et on associe a` l’atome d’ he´lium
1 orbitale de type a’.
La configuration e´lectronique fondamentale du complexe SO-He est :
[1a′22a′23a′24a′21a′′25a′2]6a′27a′28a′29a′210a′22a′′211a′13a′′1
On a donc 12 e´lectrons de coeur re´partis dans [5a′, 1a′′] et 14 e´lectrons de valence re´partis
dans l’espace de valence [6a′ − 12a′, 2a′′ − 3a′′] (l’occupation des orbitales correspondant
a` l’e´tat fondamental est donne´e au dessus).
Pour les calculs e´lectroniques, nous avons utilise´ les bases d’orbitales atomiques cc-
pVTZ et cc-pVQZ optimise´es par Dunning (1989) et Woon et Dunning (1993, 1994)
augmente´es respectivement par les fonctions diffuses s, p, d et f (aug-cc-pVTZ) et s, p,
d, f et g (aug-cc-pVQZ) (Kendall et al. 1992, Woon et Dunning 1993). La base aug-cc-
pVTZ offre un bon compromis entre la pre´cision sur l’e´nergie et le temps de calcul, la base
aug-cc-pVQZ est plus couˆteuse en temps de calcul mais offre une tre`s bonne pre´cision sur
le calcul de l’e´nergie.
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Pour l’atome d’Helium, les bases aug-cc-pVTZ et aug-cc-pVQZ comportent res-
pectivement les fonctions gaussiennes (6s, 2p, 1d) contracte´es en [3s, 2p, 1d] plus les
fonctions diffuses 1s, 1p, 1d et les fonctions gaussiennes (7s, 3p, 2d, 1f) contracte´es en
[4s, 3p, 2d, 1f ] plus les fonctions diffuses 1s, 1p, 1d, 1f . Pour l’atome d’oxyge`ne, les
bases aug-cc-pVTZ et aug-cc-pVQZ comportent respectivement les fonctions gaussiennes
(10s, 5p, 2d, 1f) contracte´es en [4s, 3p, 2d, 1f ] plus les fonctions diffuses 1s, 1p, 1d, 1f et
les fonctions gaussiennes (12s, 6p, 3d, 2f, 1g) contracte´es en [4s, 3p, 2d, 1f ] plus les fonc-
tions diffuses 1s, 1p, 1d, 1f, 1g. Enfin pour l’atome de soufre, les bases aug-cc-pVTZ
et aug-cc-pVQZ comportent respectivement les fonctions gaussiennes (15s, 9p, 2d, 1f)
contracte´es en [5s, 4p, 2d, 1f ] plus les fonctions diffuses 1s, 1p, 1d, 1f et les fonctions gaus-
siennes (16s, 11p, 3d, 2f, 1g) contracte´es en [6s, 5p, 3d, 2f, 1g] plus les fonctions diffuses
1s, 1p, 1d, 1f, 1g.
Les bases aug-cc-pVTZ et aug-cc-pVQZ sont respectivement augmente´es par des fonc-
tions de liaison (3s3s2d1f) de Tao & Pan (1992) et (3s3s2d2f1g) de Cybulski et Toczy-
lowski (1999). Ces fonctions, place´es a` mi-distance entre l’Helium et le centre de masse
de SO, ame´liorent la convergence de la base (Tao & Pan 1992). Au total, la base aug-cc-
pVTZ correspond a` 148 gaussiennes contracte´es et la base aug-cc-pVQZ correspond a` 255
gaussiennes contracte´es.
Nous avons utilise´ pour le calcul des surfaces de potentiel le syste`me de coordonne´es
de Jacobi (R, r, θ) de´fini dans le chapitre 2. Pour le calcul de l’excitation rotationnelle,
la distance r(SO) a e´te´ garde´e fixe a` sa valeur expe´rimentale r = 2.80 bohr (Huber &
Hertzberg 1979). Cette approximation est justifie´e puisque la distance d’e´quilibre pour
les plus hauts niveaux rotationnels e´tudie´s calcule´e par une me´thode de grille (FGH) de
Clay Marston & Balint-Kurti (1989) a` partir du potentiel de SO calcule´ au paragraphe
5.1 diffe`re par moins de 0.01 bohr de la distance d’e´quilibre choisie. On suppose donc que
la distorsion centrifuge a un effet ne´gligeable. L’angle θ est de´fini comme suit : θ = 0◦
correspond a` He adjacent a` l’atome d’oxyge`ne, θ = 180◦ correspond a` He adjacent a`
l’atome de soufre. On a utilise´ une grille de ge´ome´tries re´gulie`re donne´e dans la Table
5.2
Coordonne´es Etendue de la grille Pas de grille
R 3.5 → 16 bohr 0.25 bohr
θ 0 → 180◦ 15◦
Table 5.2: Grille de ge´ome´tries utilise´es pour le calcul de la surface globale.
Quelques ge´ome´tries supple´mentaires ont e´te´ calcule´es pour les courtes distances R afin
qu’a` chaque angle calcule´, l’e´nergie d’interaction devienne au moins e´gale a` 4500 cm−1.
Etude multiconfigurationnelle du potentiel
Pour ce calcul, nous avons choisi d’utiliser la base d’orbitales atomiques aug-cc-pVQZ.
La premie`re e´tape consiste a` optimiser toutes les orbitales au niveau Hartree-Fock et
MCSCF avec l’espace actif restreint a` (11a′, 3a′′). Les orbitales de coeur sont ensuite
gele´es, et on corre`le les 14 e´lectrons de valence dans l’espace actif [6a′−12a′, 2a′′−3a′′] qui
correspond aux orbitales de valence par un calcul CASSCF. On a constate´ que pour toutes
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les ge´ome´tries explore´es, le poids de la configuration dominante de l’e´tat fondamental est
au minimum e´gal a` 0.92.
La fonction d’onde CASSCF a ensuite e´te´ utilise´e comme re´fe´rence dans un calcul
CASPT(2) (Anderson et al. 1990; 1992; Celani & Werner 2000). 684 ge´ome´tries ont e´te´
calcule´es. La surface analytique a ensuite e´te´ construite a` partir des points ab initio en
utilisant la me´thode de de´termination d’une repre´sentation analytique de´crite au chapitre
2. Sur la totalite´ de la grille, la diffe´rence entre les points ab initio et la repre´sentation
analytique est infe´rieure a` 1%.
Les contours de la surface sont pre´sente´ sur la Figure 5.3
Figure 5.3: Contours de la surface de potentiel SO-He calcule´e au niveau CASPT(2) en
fonction de R et θ avec r = 2.80 bohr. Les e´nergies sont en cm−1 avec une distance de
1 cm−1 entre les contours.
Le minimum global de l’e´nergie d’interaction est e´gal a` 28.19 cm−1 (θ = 180◦, R =
7.41 a0). Comme demande´ par le code MOLSCAT (Hutson & Green 1995), pour les calculs
de dynamique, la surface de potentiel peut s’exprimer sous la forme suivante :




Les premiers termes de de´veloppement Vλ(R) sont donne´s dans la Table D.1 de
l’annexe D
Me´thode “Clusters Couple´s”
Les me´thodes de “Clusters Couple´s” sont particulie`rement bien adapte´es au calcul
de potentiel d’interaction de syste`mes van der Waals dans la mesure ou` l’e´tat calcule´
est bien repre´sente´ par une configuration dominante a` toutes les ge´ome´tries calcule´es.
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La ve´rification du caracte`re monoconfigurationnel de l’e´tat nous a permis d’utiliser la
me´thode RCCSD(T) (Knowles et al. 1993, 2000). Les deux bases d’orbitales atomiques
aug-cc-pVTZ et aug-cc-pVQZ ont e´te´ successivement utilise´es.
Comme pour la me´thode CASPT(2), la premie`re e´tape consiste a` optimiser toutes les
orbitales, y compris les orbitales de coeur, au niveau Hartree-Fock. La fonction d’onde
Hartree Fock sert ensuite de re´fe´rence pour un calcul RCCSD(T).
Un total de 636 et 668 ge´ome´tries a e´te´ calcule´ pour de´crire les surfaces de potentiel
avec respectivement les bases aug-cc-pVTZ et aug-cc-pVQZ. Les surfaces analytiques ont
e´te´ ensuite construites a` partir des points ab initio en utilisant la me´thode de´crite au
chapitre 2. Pour les deux surfaces, sur la totalite´ de la grille, la diffe´rence entre les e´nergies
calcule´es par la me´thode ab initio et les e´nergies calcule´es a` partir de la repre´sentation
analytique est infe´rieure a` 1%. Les e´carts sont concentre´s dans la partie re´pulsive.
Les contours des surfaces de potentiel sont pre´sente´s sur les Figure 5.4 et Figure 5.5.
Figure 5.4: Contours de la surface de potentiel SO-He calcule´e au niveau RCCSD(T) avec
une base d’orbitales atomiques aug-cc-pVTZ en fonction de R et θ avec r = 2.80 bohr.
Les e´nergies sont en cm−1 avec une distance de 1 cm−1 entre les contours.
Le minimum global des e´nergies d’interaction est e´gal a` 33.96 cm−1 (θ = 180◦,
R = 7.32 a0) pour la surface calcule´e avec la base aug-cc-pVTZ (note´e AVTZ) et
34.94 cm−1 (θ = 180◦, R = 7.29 a0) pour la surface calcule´e avec la base aug-cc-pVQZ
(note´e AVQZ). Comme pour la surface calcule´e au niveau CASPT(2) les surfaces de
potentiel s’expriment sous la forme donne´e par l’expression 5.5. Les premiers termes de
de´veloppement Vλ(R) des deux surfaces sont donne´s dans la Table D.3 et la Table D.2
de l’annexe D.
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Figure 5.5: Contours de la surface de potentiel SO-He calcule´e au niveau RCCSD(T) avec
une base d’orbitales atomiques aug-cc-pVQZ en fonction de R et θ avec r = 2.80 bohr.
Les e´nergies sont en cm−1 avec une distance de 1 cm−1 entre les contours.
5.2.1.3 Comparaison des surfaces de potentiel
Nous avons vu que le choix du niveau de calcul nous permet de choisir a` l’avance la
pre´cision a` obtenir pour la surface de potentiel et nous savons que parmi les trois surfaces
dont nous disposons, la surface “Clusters Couple´s” calcule´e avec la base aug-cc-pVQZ
est celle qui tient le mieux compte de la corre´lation e´lectronique et donc par conse´quent
celle qui peut eˆtre conside´re´e comme la surface de re´fe´rence. Nous avons donc compare´
les autres surfaces a` cette dernie`re afin d’analyser et d’e´valuer les diffe´rences.
aug-cc-pVQZ vs aug-cc-pVTZ
On a vu au paragraphe pre´ce´dent que les surfaces calcule´es au niveau “Clusters
Couple´s” avec les bases d’orbitales atomiques aug-cc-pVTZ et aug-cc-pVQZ ont un puits
d’une profondeur assez similaire (33.96 cm−1 vs 34.94 cm−1) et situe´ quasiment a` la meˆme
ge´ome´trie. Il y a donc tre`s peu de diffe´rence au niveau du puits. Pour faire une e´tude plus
syste´matique, nous avons repre´sente´ sur la Figure 5.6 la diffe´rence entre les termes Vλ des
deux surfaces.
On constate que les diffe´rences entre les deux surfaces sont tre`s faibles a` longue distance
et au niveau du puits (quelques cm−1) mais qu’a` plus courte distance des diffe´rences non
ne´gligeables commencent a` apparaˆıtre. La partie re´pulsive du potentiel est donc influence´e
par le choix de la base contrairement a` la partie attractive qui en apparaˆıt relativement
inde´pendante. Cependant, les diffe´rences qui n’affectent que la partie re´pulsive auront
a` priori peu d’influence sur les collisions a` basse e´nergie sensibles essentiellement aux
potentiels a` grandes distances. ceci sera confirme´ par nos re´sultats (paragraphe 5.2.2.1)







4 4,5 5 5,5 6 6,5 7
V0 (AVTZ) - V0 (AVQZ)
V
1





 (AVTZ) - V
2
 (AVQZ)
V3 (AVTZ) - V3 (AVQZ)
V
4


















8 10 12 14 16
V0 (AVTZ) - V0 (AVQZ)
V
1





 (AVTZ) - V
2
 (AVQZ)
V3 (AVTZ) - V3 (AVQZ)
V
4











Figure 5.6: Diffe´rence entre les termes Vλ des deux surfaces. Gauche : courtes distance;
droite longues distances
CASPT(2) vs “Clusters Couple´s”
Contrairement au choix de la base d’orbitales atomiques, le choix du niveau de calcul
influence nettement plus la profondeur et la position de puits. En effet, le minimum de la
surface de potentiel SO-He est nettement plus faible si on utilise une me´thode CASPT(2)
par rapport a` une me´thode “Clusters Couple´s” (28.19 cm−1 vs 34.94 cm−1). Ces diffe´rences
peuvent avoir des effets importants pour les calculs de dynamique a` basse tempe´rature
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Figure 5.7: Diffe´rence entre les termes Vλ des deux surfaces. Gauche : courtes distance;
droite longues distances
Comme pour la comparaison pre´ce´dente nous avons repre´sente´ sur la Figure 5.7 la
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diffe´rence entre les Vλ des deux surfaces. On constate que les diffe´rences entre les deux
surfaces sont importantes que ce soit a` longue distance, dans le puits ou a` courte distance.
La surface de potentiel semble affecte´e dans sa globalite´. Les conse´quences sur les sections
efficaces sont pre´sente´es au paragraphe suivant.
5.2.2 Calculs de dynamique
Les parame`tres des calculs nume´riques effectue´s avec MOLSCAT sont rassemble´s dans
l’annexe C.
5.2.2.1 Excitation rotationnelle de SO a` basse tempe´rature
Compte tenu de la structure rotationnelle complexe de la mole´cule SO, il est apparu
impossible d’utiliser une me´thode qui ne tienne pas compte de la structure rotationnelle
exacte de la mole´cule. C’est pour cela que pour l’e´tude de l’excitation rotationnelle a` basse
tempe´rature, le choix d’une me´thode Close Coupling pour les calculs de dynamique nous
a paru s’imposer bien que cette me´thode soit tre`s couˆteuse en temps de calcul. On verra
par la suite (paragraphe 5.2.2.2) que ce choix e´tait tout a` fait justifie´. Au pre´alable, nous
avons teste´ l’influence de la surface de potentiel sur les re´sultats de dynamique et ainsi
de´termine´ une strate´gie de calcul pour les surfaces de potentiel.
Influence de la surface de potentiel
On dispose pour les calculs de dynamique d’une part de 2 surfaces calcule´es au niveau
“Clusters Couple´s” (AVTZ et AVQZ) et d’autre part d’une surface calcule´e au niveau
CASPT(2) (note´e CAS). Nous savons que la meilleure surface est la surface AVQZ, nous
l’avons choisie comme surface de re´fe´rence.
La Table 5.3 pre´sente, pour trois e´nergies de collision, les sections efficaces cal-
cule´es en Close-Coupling a` partir des trois surfaces de potentiel. Les e´nergies cine´tiques
se´lectionne´es pour la comparaison ont e´te´ choisies de fac¸on a` se situer au dela` de la zone de
re´sonances qui correspond ge´ne´ralement a` la profondeur du puits de potentiel (≃ 35 cm−1
pour le syste`me SO-He), ceci afin d’e´viter d’importants e´carts duˆs uniquement aux le´gers
de´placements en e´nergie des re´sonances, de´placements qui n’ont que peu d’influence sur
le taux de collisions correspondant.
On constate des diffe´rences de l’ordre de 30-40% entre les re´sultats obtenus avec la
surface CAS et les re´sultats obtenus avec les surfaces “Clusters Couple´s”. Ces diffe´rences,
sont peu surprenantes compte tenu de l’importante diffe´rence qui existe entre les surfaces
(voir discussion au paragraphe 5.2.1). La pre´cision attendue pour les taux de collisions
est meilleure que 40%. Ceci justifie le choix de la surface de potentiel calcule´e au niveau
“Clusters Couple´s” pour effectuer les calculs de dynamique de collisions.
Par contre, les re´sultats obtenus avec les deux surfaces RCCSD(T) sont tre`s voisins
(diffe´rence infe´rieure ge´ne´ralement a` 3%). Ceci est confirme´ pour toutes les e´nergies ainsi
que le montre la Figure 5.8.
On peut aussi remarquer Figure 5.8 que les sections efficaces pre´sentent une zone de
re´sonance sur une gamme d’e´nergies cine´tiques de l’ordre de grandeur de la profondeur
du puits de potentiel. Ces re´sonances sont directement lie´es a` la forme de la surface de
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Ec = 50 cm
−1 Ec = 100 cm
−1 Ec = 250 cm
−1
Transitions AVQZ AVTZ CAS AVQZ AVTZ CAS AVQZ AVTZ CAS
10 → 01 0.36 0.38 0.21 0.26 0.27 0.18 0.17 0.17 0.14
10 → 12 1.34 1.32 1.51 1.17 1.16 1.30 0.73 0.74 0.82
10 → 23 2.40 2.35 1.95 1.61 1.62 1.30 0.87 0.87 0.72
10 → 21 7.27 7.78 4.35 5.51 5.78 3.84 3.75 3.85 3.01
10 → 43 11.05 10.83 8.82 7.92 7.91 6.34 4.34 4.37 3.6
10 → 45 1.45 1.42 1.35 2.22 2.20 2.09 2.19 2.20 1.98
10 → 54 1.56 1.56 1.80 0.86 0.86 1.36 0.63 0.61 1.18
10 → 76 0.38 0.38 0.10 0.15 0.16 0.04 0.14 0.13 0.31
10 → 98 .. .. .. 0.37 0.37 0.15 0.75 0.76 0.31
01 → 12 5.61 5.91 3.68 3.98 4.14 2.88 2.51 2.57 2.03
01 → 23 5.27 5.20 5.69 4.54 4.53 5.06 2.88 2.88 3.24
01 → 11 3.71 3.97 2.22 2.80 2.95 1.94 1.90 1.95 1.52
01 → 34 5.86 5.76 4.72 4.27 4.27 3.51 2.61 2.63 2.22
01 → 45 0.80 0.80 0.90 0.44 0.43 0.64 0.29 0.28 0.53
01 → 33 6.37 6.20 5.29 4.62 4.62 3.72 2.51 2.53 2.09
01 → 67 0.18 0.18 0.05 0.13 0.14 0.05 0.17 0.17 0.18
01 → 89 .. .. .. 0.20 0.20 0.10 0.39 0.40 0.18
Table 5.3: Comparaison des sections efficaces d’excitation a` diffe´rentes e´nergies cine´tiques
obtenues avec les diffe´rentes surfaces
potentiel et de le´gers de´calages de pics de re´sonance calcule´s a` partir des deux surfaces
RCCSD(T) existent. Ces diffe´rences n’ont pas d’influence sur les taux re´sultants apre`s
inte´gration sur la distribution de vitesse. Par contre, il faut noter la ne´cessite´ d’utiliser
pour cette inte´gration un pas tre`s petit en e´nergie afin de repre´senter correctement les
petits pics de re´sonance.
Il faut aussi noter que les diffe´rences plus importantes qui existent a` courte distance entre
les surfaces calcule´es avec la base AVTZ et AVQZ n’auront qu’une influence limite´e sur les
calculs de taux de collisions a` plus haute e´nergie compte tenu des approximations utilise´es
pour les calculs de collisions. En conclusion de cette e´tude, il apparaˆıt que l’utilisation de
la base AVTZ notablement moins couˆteuse en temps de calcul est suffisante. C’est le choix
qui sera fait pour la surface 3D ne´cessaire au calcul des taux d’excitation ro-vibrationnelle.
Re´sultats
Les sections efficaces de collisions ont e´te´ calcule´es avec une me´thode CC pour les
31 premiers niveaux de structure fine de SO jusqu’a` une e´nergie totale de 300 cm−1. La
Figure 5.9 pre´sente les sections efficaces d’excitation rotationnelle a` 50 cm−1 et 200 cm−1,
pour les transitions ∆N = N ′ −N = 1.
On constate que des re`gles de pre´ponde´rance se de´gagent : l’intensite´ des transitions
∆j = ∆N est supe´rieure a` celle des autres transitions et plus N est grand et plus ces
re`gles de pre´ponde´rance sont marquantes. Il faut tout de meˆme noter que pour les tre`s
faibles valeurs de N , ces re`gles ne sont pas aussi marque´es. Ceci s’explique par le fait que la




























































































































Figure 5.8: Sections efficaces d’excitation en fonction de l’e´nergie cine´tique obtenues avec
la surface RCCSD(T) et les bases AVTZ (noir) et les bases AVQZ (rouge)
structure des premiers niveaux rotationnels n’est pas de´crite a` la limite du cas (b) de Hund
et que les niveaux sont de´crits en couplage interme´diaire par des combinaisons line´aires
de cas (b) de Hund dont les poids sont voisins. Ces re´sultats, pre´dits the´oriquement
(Alexander & Dagdigian 1988), confirment les re`gles de pre´ponde´rance trouve´es par Green
(1994) pour SO ou pour les syste`mes 3Σ comme O2 (Corey et al. 1986).
Les sections efficaces calcule´es jusqu’a` une e´nergie totale de 300 cm−1 ont permis de
de´terminer des taux de collisions pour des tempe´ratures comprises entre 5 et 50 K. Les
taux de collisions impliquant les premiers niveaux sont pre´sente´s dans la Table 5.4 pour
des tempe´ratures e´gales a` 10, 20, 30, 40 et 50 K.
Les taux de collisions en de´sexcitation impliquant les 16 premiers niveaux de structure
fine sont pre´sente´s en annexe (Article II) Les re´sultats complets (entre les 31 premiers
niveaux de structure fine) sont disponibles sur le site web basecol.
La Figure 5.10 montre la variation des taux de collisions avec la tempe´rature pour
quelques transitions observe´es en radioastronomie millime´trique.
On constate que les taux de collisions varient de fac¸on importante pour les basses
tempe´ratures mais que cette variation se stabilise lorsque la tempe´rature augmente.
5.2.2.2 Excitation rotationnelle de SO a` haute tempe´rature
Nous avons vu (chapitre 3) que diffe´rentes me´thodes pouvaient eˆtre utilise´es pour effec-
tuer les calculs de dynamique (Close Coupling, Coupled States, IOS ..). La me´thode Close
Coupling, utilise´e a` basse tempe´rature, donne bien e´videmment les meilleurs re´sultats puis-













































































































































Niveau initial : NN-1
Figure 5.9: Sections efficaces d’excitation rotationnelle a` 50 cm−1 (panneau du haut) et



























Figure 5.10: Variation des taux de collisions avec la tempe´rature
qu’elle tient compte de tous les couplages, mais elle a l’inconve´nient d’eˆtre tre`s couˆteuse en
temps de calcul (temps de calcul proportionnel au cube du nombre de niveaux rotationnels
inclus dans le calcul) et par conse´quent, elle ne peut eˆtre utilise´e pour de´terminer des taux
de collisions a` haute tempe´rature et entre niveaux rotationnels e´leve´s. Nous sommes donc
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Nj N
′
j′ 10K 20K 30K 40K 50K
01 .. 10 .. 1.07e-11 6.20e-12 4.24e-12 3.22e-12 2.61e-12
12 .. 10 .. 5.68e-12 3.71e-12 2.93e-12 2.55e-12 2.35e-12
12 .. 01 .. 4.12e-11 3.20e-11 2.77e-11 2.54e-11 2.39e-11
23 .. 10 .. 4.70e-12 3.45e-12 2.93e-12 2.65e-12 2.48e-12
23 .. 01 .. 2.11e-11 1.71e-11 1.59e-11 1.54e-11 1.53e-11
23 .. 12 .. 4.79e-11 3.67e-11 3.22e-11 3.00e-11 2.88e-11
11 .. 10 .. 1.92e-12 1.03e-12 6.57e-13 4.66e-13 3.53e-13
11 .. 01 .. 3.02e-11 2.79e-11 2.66e-11 2.59e-11 2.54e-11
11 .. 12 .. 3.15e-11 3.09e-11 3.14e-11 3.21e-11 3.29e-11
11 .. 23 .. 5.13e-11 4.63e-11 4.33e-11 4.13e-11 3.97e-11
21 .. 10 .. 2.20e-11 1.93e-11 1.80e-11 1.73e-11 1.69e-11
21 .. 01 .. 6.50e-12 4.83e-12 4.15e-12 3.82e-12 3.64e-12
21 .. 12 .. 1.44e-11 1.15e-11 1.02e-11 9.47e-12 8.96e-12
21 .. 23 .. 9.70e-12 6.99e-12 5.85e-12 5.26e-12 4.91e-12
21 .. 11 .. 5.30e-12 3.43e-12 2.61e-12 2.18e-12 1.92e-12
34 .. 10 .. 1.69e-12 1.02e-12 7.50e-13 6.08e-13 5.21e-13
34 .. 01 .. 1.86e-11 1.58e-11 1.45e-11 1.39e-11 1.34e-11
34 .. 12 .. 2.57e-11 2.25e-11 2.14e-11 2.11e-11 2.10e-11
34 .. 23 .. 5.03e-11 4.18e-11 3.78e-11 3.56e-11 3.42e-11
34 .. 11 .. 5.74e-12 4.28e-12 3.48e-12 2.99e-12 2.67e-12
34 .. 21 .. 3.46e-12 3.36e-12 3.48e-12 3.69e-12 3.92e-12
22 .. 10 .. 9.41e-13 4.99e-13 3.20e-13 2.28e-13 1.73e-13
22 .. 01 .. 2.12e-11 2.14e-11 2.20e-11 2.26e-11 2.32e-11
22 .. 12 .. 3.89e-11 3.58e-11 3.40e-11 3.27e-11 3.18e-11
22 .. 23 .. 2.06e-11 1.82e-11 1.73e-11 1.69e-11 1.67e-11
22 .. 11 .. 2.83e-11 2.62e-11 2.50e-11 2.43e-11 2.38e-11
22 .. 21 .. 2.93e-12 2.03e-12 1.66e-12 1.47e-12 1.37e-12
22 .. 34 .. 2.50e-11 2.46e-11 2.49e-11 2.56e-11 2.64e-11
32 .. 10 .. 1.76e-11 1.64e-11 1.62e-11 1.62e-11 1.63e-11
32 .. 01 .. 6.25e-12 5.14e-12 4.59e-12 4.26e-12 4.02e-12
32 .. 12 .. 5.18e-12 3.53e-12 2.80e-12 2.39e-12 2.14e-12
32 .. 23 .. 7.53e-12 6.91e-12 7.08e-12 7.50e-12 7.96e-12
32 .. 11 .. 3.79e-12 2.93e-12 2.65e-12 2.55e-12 2.52e-12
32 .. 21 .. 5.49e-11 4.74e-11 4.38e-11 4.18e-11 4.04e-11
32 .. 34 .. 4.58e-12 3.29e-12 2.74e-12 2.45e-12 2.27e-12
32 .. 22 .. 6.92e-12 5.49e-12 4.81e-12 4.43e-12 4.17e-12
Table 5.4: Taux de collisions de SO par He en fonction de la tempe´rature (en cm3 s−1)
amene´s a` utiliser des me´thodes approche´es puisque nous nous sommes inte´resse´s a` l’exci-
tation rotationnelle de SO pour des tempe´ratures allant jusqu’a` 300 K (ce qui ne´cessite
des calculs jusqu’a` une e´nergie cine´tique d’environ 1500 cm−1 pour obtenir la convergence
de l’inte´grale sur la distribution des vitesses). Il nous faut donc e´valuer la pre´cision de ces
diffe´rentes approches afin de de´finir une strate´gie nous permettant d’obtenir des taux de
collisions avec une pre´cision suffisante.
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Comparaison entre la me´thode Close-Coupling et les me´thodes IOS
Les re´sultats Close-Coupling sont compare´s aux re´sultats obtenus par une me´thode de
recouplage (IOSR), de´finie et de´crite en de´tail dans l’article de Neufeld et Green (1994)
pour le calcul de taux de collisions de HCl par He et utilise´e par Green (1994) pour
calculer les taux de collisions de la mole´cule SO avec le para-H2(J = 0). Le principe de la
me´thode est le suivant : des sections efficaces approche´es entre niveaux de structure fine
sont obtenues a` partir des sections efficaces σCC(N → N ′) de collisions de la mole´cule
SO calcule´es en ne´gligeant la structure fine. Il faut pour cela se placer dans un cas (b) de
Hund pur.
On e´crit :
σ(NSj → N ′Sj′) = σ
IOS(NSj → N ′Sj′)
σIOS(N → N ′) σ
CC(N → N ′) (5.6)
ou` σIOS(NSj → N ′Sj′) et σIOS(N → N ′) sont les sections efficaces calcule´es a` l’approxi-
mation IOS de´crite dans le chapitre 3 et donne´es par :









σ(NSj → N ′Sj′)IOS =
∑
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(2N + 1)(2N ′ + 1)(2j′ + 1)
×
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S N ′ N
}2
σ(0→ L) (5.8)
On applique cette relation de proportionnalite´ aux sections efficaces de de´sexcitation
pour s’affranchir des proble`mes de seuil. Cette me´thode (appele´e par la suite IOSR) permet
de calculer les sections efficaces de collisions entre niveaux de structure fine a` partir des
sections efficaces Close-Coupling ne prenant pas en compte la structure fine et des sections
efficaces calcule´es avec une me´thode IOS. Elle est donc beaucoup moins couˆteuse en temps
de calcul qu’une me´thode Close-Coupling prenant en compte explicitement la structure
fine de SO.
La Figure 5.11 compare les sections efficaces obtenues avec cette me´thode IOSR avec les
re´sultats Close-Coupling. On repre´sente aussi sur ce graphe les sections efficaces obtenues
avec la me´thode IOS (formule 5.8).
Tout d’abord, l’approche IOSR donne globalement de bien meilleurs re´sultats que
l’IOS pur. D’autre part, on constate que les sections efficaces IOSR et Close-Coupling
sont nettement diffe´rentes pour les faibles e´nergies cine´tiques. Les re´sonances sont mal
reproduites et les e´carts sur les sections efficaces peuvent atteindre un facteur deux a`
basse e´nergie. Comme cela est bien connu, il est donc impossible d’utiliser les me´thodes
IOSR et IOS pour le calcul des taux a` basse tempe´rature puisque ce sont les sections
efficaces a` basse e´nergie cine´tique qui contribuent le plus au calcul des taux de collisions.
Si on analyse maintenant de plus pre`s les re´sultats, on constate que pour les sections
efficaces correspondant a` des transitions entre les premiers niveaux de structure fine (Fi-
gure 5.11, 1e`re ligne), la me´thode IOSR n’est pas applicable quel que soit le type de



















































































































Figure 5.11: Comparaison des sections efficaces obtenues avec une me´thode Close-Coupling
(croix noires), IOSR (courbe rouge) et IOS (courbe en pointille´s bleus).
transition (∆j = ∆N ou ∆j 6= ∆N). Ce re´sultat s’explique simplement par le fait que
l’approximation IOSR oblige a` de´crire les niveaux de SO par un cas (b) de Hund qui
n’est pas valable pour les premiers niveaux de structure fine de SO (N < 5). Il est aussi
inte´ressant de noter que la me´thode de recouplage IOSR est totalement non valable pour
la transition 23 → 11 : la me´thode CC conside`re une section efficace d’excitation alors
que la me´thode IOSR conside`re une section efficace de de´sexcitation ! Ce re´sultat, observe´
pour toutes les transitions de de´sexcitation avec ∆N > 0 (i.e. transitions d’excitation
avec ∆N < 0) est simplement duˆ au fait que la me´thode IOSR ne prend pas en compte la
leve´e de de´ge´ne´rescence exacte de la mole´cule et donc la structure complexe de SO pour
les premiers niveaux.
Par contre si on s’inte´resse aux transitions entre niveaux de plus haute e´nergie (Figure
5.11, 2nde ligne), on constate que les sections efficaces obtenues avec les me´thodes Close-
Coupling et IOSR se comparent bien pour les transitions ∆j = ∆N et donc que l’utili-
sation de la me´thode IOSR semble valable pour ce type de transitions. Pour les autres
transitions, l’accord est moins bon mais ne´anmoins raisonnable spe´cialement pour les tran-
sitions avec ∆j = ∆N ± 1. Il apparaˆıt donc possible d’utiliser une me´thode IOSR pour
les transitions incluant au moins un niveau de structure fine avec N > 5. Ces re´sultats
demandent cependant a` eˆtre confirme´s par une e´tude plus syste´matique. La Figure 5.12
pre´sente les taux de collisions Close-Coupling en de´sexcitation et ceux correspondant obte-
nus avec la me´thode IOSR a` 50 K pour des transitions Nj → N ′j′ avec ∆N = N ′−N = −1
(1e`re ligne) et ∆N = N ′ −N = −3 (2nde ligne).
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Figure 5.12: Comparaison des taux de collisions a` 50 K obtenus avec une me´thode CC
(cercle plein) et IOSR (diamant vide) pour des transitions avec ∆N = N ′−N = −1 (1e`re
ligne) et ∆N = N ′ −N = −3 (2nde ligne).
Les re´sultats entrevus lors de la comparaison des sections efficaces sont confirme´s pour
la comparaison des taux. En effet, il apparaˆıt que l’approximation IOSR n’est pas valable
pour les transitions impliquant deux niveaux de basse e´nergie (N,N ′ < 5). Par contre
lorsque le niveau initial correspond a` un niveau rotationnel N > 5, un bon accord est
trouve´ pour les transitions ∆j = ∆N . Pour les transitions avec ∆j 6= ∆N (a` l’exception
du cas NN+1 → N ′N ′−1, ∆j = ∆N − 2), la diffe´rence entre les deux me´thodes de´croˆıt
quand N augmente, et l’approximation IOSR devient raisonnable pour les grands N . Le
cas des faibles taux de collisions correspondant aux transitions NN+1 → N ′N ′−1 (∆j =
∆N − 2) est particulier, puisque, dans ce cas, des diffe´rences importantes persistent. Ces
diffe´rences peuvent eˆtre explique´es par les re`gles de se´lection impose´es par les coefficients
“6-j” apparaissant dans l’expression des sections efficaces calcule´es a` l’approximation IOS.
En effet, les deux premie`res valeurs permises de L dans la somme des σIOS(0 → L)
(formule 5.8) sont exclues dans l’approximation IOSR alors que de telles re`gles de se´lection
n’apparaissent pas dans les e´quations Close-Coupling.
Or ces premie`res valeurs de L contribuent tre`s largement au calcul des sections efficaces
comme on peut le voir sur la Figure 5.13 qui pre´sente la variation de σIOS(0 → L) en
fonction de L pour diffe´rentes e´nergies cine´tiques.
On constate effectivement le poids tre`s important des deux premie`res valeurs de L pour
les faibles e´nergies cine´tiques. Le fait de ne pas les prendre en compte (correspondant
aux re`gles de se´lection i.e. N − N ′ et N − N ′ + 1) conduit a` une erreur syste´matique
particulie`rement importante a` basse e´nergie. C’est pour cela que l’approximation IOSR



















Figure 5.13: Evolution des σIOS(0→ L) en fonction de l’e´nergie cine´tique
ne devient une approche raisonnable pour ce type de transitions qu’a` haute e´nergie.
La Figure 5.11 montre que les sections efficaces IOSR et IOS pur, divergent parti-
culie`rement a` basse e´nergie mais convergent raisonnablement a` haute e´nergie. Il est im-
portant de ve´rifier que les re´sultats obtenus par ces deux me´thodes donnent des re´sultats
voisins pour les taux de collisions a` haute tempe´rature puisque cela permet d’utiliser l’ap-
proche IOS pour les calculs a` haute e´nergie avec un conside´rable gain de temps dans les
calculs. La Figure 5.14 pre´sente les taux de collisions en de´sexcitation obtenus avec les
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Figure 5.14: Comparaison des taux de collisions a` 100 K obtenus avec une me´thode IOSR
(cercle plein) et IOS (diamant vide)
On constate qu’il y a un excellent accord entre ces deux me´thodes pour cette
tempe´rature. Ceci est duˆ au fait que les sections efficaces σCC(N → N ′) et σIOS(N → N ′)
sont pratiquement e´gales a` haute e´nergie. Il apparaˆıt donc que l’approximation IOS donne
des re´sultats tre`s voisins de ceux obtenus avec l’approche IOSR a` haute tempe´rature et
que par conse´quent, on peut alors “se contenter” d’une simple approche IOS pour le calcul
des taux de collisions.
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Re´sultats
Les sections efficaces ont e´te´ calcule´es pour les 91 premiers niveaux de structure fine de
SO et pour des e´nergies totales allant jusqu’a` 2000 cm−1, ceci nous permettant d’obtenir
des taux de collisions pour des tempe´ratures allant jusqu’a` 300 K. En accord avec les
discussions sur les me´thodes pre´sente´es pre´ce´demment, nous avons choisi la proce´dure
hybride suivante pour le calcul des sections efficaces :
– pour les 16 premiers niveaux (N ≤ 5), des calculs Close-Coupling ont e´te´ effectue´s
jusqu’a` une e´nergie de 2000 cm−1.
– pour les niveaux suivants (5 < N ≤ 15), les sections efficaces de de´sexcitation ont
e´te´ calcule´es avec une me´thode Close-Coupling jusqu’a` 300 cm−1, une me´thode IOSR
jusqu’a` 700 cm−1 et une me´thode IOS jusqu’a` 2000 cm−1.
– pour les plus hauts niveaux (15 < N ≤ 30), les sections efficaces de de´sexcitation
ont e´te´ calcule´es avec une me´thode IOSR jusqu’a` 700 cm−1 et une me´thode IOS jusqu’a`
2000 cm−1.
Graˆce a` ce traitement hybride, nous avons pu de´terminer toutes les e´nergies proches
du seuil avec soit une me´thode Close-Coupling, soit une me´thode IOSR et ainsi e´viter
l’utilisation de la me´thode IOS pour les faibles e´nergies cine´tiques.
Les taux de collisions ont ensuite e´te´ calcule´s par inte´gration sur la distribution de
Maxwell des vitesses. La grille en e´nergie est donne´e en annexe C. Il est important de noter
que tous les taux de collisions a` basse tempe´rature impliquant des niveaux d’e´nergie e´leve´s
ne sont pas ne´cessaires a` la mode´lisation astrophysique car ces niveaux ne sont pas peuple´s.
Ainsi, les taux de collisions jusqu’a` 50 K ne sont calcule´s que pour les 31 premiers niveaux
(donc entie`rement avec une me´thode Close-Coupling), les taux de collisions jusqu’a` 100 K
ne sont calcule´s que pour les 46 premiers niveaux. Les taux de collisions impliquant les
premiers niveaux de structure fine de SO sont pre´sente´s dans la Table 5.5, pour les
tempe´rature 100, 200 et 300 K.
Les taux de collisions en de´sexcitation impliquant toujours les premiers niveaux sont
pre´sente´s a` d’autres tempe´ratures en annexe (Article III). Les taux de collisions en excita-
tion sont obtenus par une me´thode de bilan de´taille´. Les taux de collisions complets (entre
les 91 premiers niveaux de structure fine de SO sont disponibles sur le site web basecol.
Nous constatons que les taux varient peu avec la tempe´rature. Nous notons aussi que l’on
retrouve a` haute tempe´rature la re`gle de pre´ponde´rance pour les transitions ∆j = ∆N ,
re´sultat qui confirme les re`gles de pre´ponde´rance trouve´es a` basse tempe´rature.
il est important d’e´valuer les erreurs induites par les me´thodes utilise´es pour obtenir
les taux de collisions. La premie`re source d’erreur provient de la surface de potentiel. Des
investigations mene´es par Wernli (2006) ont montre´ que les surfaces avec quelques cm−1 de
pre´cision entraˆınaient une erreur infe´rieure a` 10 - 20 % sur les taux de collisions. La source
d’erreur principale reste donc la me´thode de calcul de dynamique. Pour N > 5, il apparaˆıt
clairement que l’utilisation des me´thodes IOSR et IOS entraˆıne des incertitudes par rap-
port a` un calcul Close-Coupling. Le passage d’une me´thode IOSR a` une me´thode IOS a` une
e´nergie totale de 700 cm−1 n’entraˆıne quasiment pas d’erreur puisque la diffe´rence entre
les deux me´thodes est tre`s faible a` cette e´nergie. En revanche l’utilisation d’une me´thode
IOSR pour des e´nergies totales supe´rieures a` 300 cm−1 cre´e une importante erreur par
rapport au Close-Coupling. Pour les transitions impliquant des niveaux rotationnels avec
5 < N < 15 la diffe´rence a` 300 cm−1 entre les sections efficaces Close-Coupling et IOSR
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Nj N
′
j′ 100 K 200 K 300 K Nj N
′
j′ 100 K 200 K 300 K
01 .. 10 1.47e-12 1.05e-12 9.84e-13 45 .. 10 1.74e-12 2.11e-12 2.21e-12
12 .. 10 2.04e-12 2.02e-12 2.09e-12 45 .. 01 1.43e-12 1.37e-12 1.53e-12
12 .. 01 2.13e-11 2.09e-11 2.17e-11 45 .. 12 1.70e-11 1.62e-11 1.60e-11
23 .. 10 2.08e-12 1.85e-12 1.77e-12 45 .. 23 2.57e-11 2.73e-11 2.91e-11
23 .. 01 1.55e-11 1.64e-11 1.74e-11 45 .. 11 7.62e-12 9.20e-12 9.65e-12
23 .. 12 2.74e-11 2.84e-11 2.99e-11 45 .. 21 3.98e-13 4.65e-13 6.16e-13
11 .. 10 1.43e-13 5.76e-14 3.50e-14 45 .. 34 3.74e-11 3.80e-11 3.99e-11
11 .. 01 2.47e-11 2.60e-11 2.79e-11 45 .. 22 1.44e-12 1.50e-12 1.82e-12
11 .. 12 3.55e-11 3.88e-11 4.16e-11 45 .. 32 3.90e-12 5.29e-12 6.01e-12
11 .. 23 3.51e-11 3.15e-11 3.02e-11 33 .. 10 2.67e-14 1.09e-14 6.52e-15
21 .. 10 1.64e-11 1.71e-11 1.84e-11 33 .. 01 1.75e-11 1.60e-11 1.54e-11
21 .. 01 3.38e-12 3.43e-12 3.59e-12 33 .. 12 1.35e-11 1.42e-11 1.51e-11
21 .. 12 7.73e-12 6.95e-12 6.73e-12 33 .. 23 2.71e-11 2.88e-11 2.94e-11
21 .. 23 4.35e-12 4.44e-12 4.79e-12 33 .. 11 1.41e-11 1.57e-11 1.70e-11
21 .. 11 1.43e-12 1.30e-12 1.33e-12 33 .. 21 8.97e-13 7.69e-13 7.27e-13
34 .. 10 3.55e-13 3.12e-13 3.35e-13 33 .. 34 9.38e-12 1.02e-11 1.13e-11
34 .. 01 1.25e-11 1.19e-11 1.17e-11 33 .. 22 3.04e-11 3.25e-11 3.42e-11
34 .. 12 2.15e-11 2.30e-11 2.46e-11 33 .. 32 1.65e-12 1.66e-12 1.75e-12
34 .. 23 3.20e-11 3.26e-11 3.44e-11 33 .. 45 2.03e-11 2.42e-11 2.60e-11
34 .. 11 1.99e-12 1.80e-12 1.92e-12 43 .. 10 1.03e-11 9.32e-12 8.98e-12
34 .. 21 4.84e-12 5.58e-12 5.81e-12 43 .. 01 1.02e-12 9.69e-13 1.02e-12
22 .. 10 7.03e-14 2.72e-14 1.55e-14 43 .. 12 5.87e-12 6.88e-12 7.14e-12
22 .. 01 2.49e-11 2.68e-11 2.84e-11 43 .. 23 7.98e-13 9.43e-13 1.25e-12
22 .. 12 2.92e-11 2.76e-11 2.75e-11 43 .. 11 2.97e-12 2.65e-12 2.53e-12
22 .. 23 1.68e-11 1.80e-11 1.93e-11 43 .. 21 2.18e-11 2.33e-11 2.49e-11
22 .. 11 2.28e-11 2.30e-11 2.40e-11 43 .. 34 5.95e-12 8.27e-12 9.50e-12
22 .. 21 1.23e-12 1.24e-12 1.30e-12 43 .. 22 2.47e-12 2.56e-12 2.73e-12
22 .. 34 2.96e-11 3.20e-11 3.27e-11 43 .. 32 4.54e-11 4.68e-11 4.84e-11
32 .. 10 1.66e-11 1.72e-11 1.80e-11 43 .. 45 2.09e-12 2.60e-12 2.96e-12
32 .. 01 3.43e-12 3.02e-12 2.89e-12 43 .. 33 5.33e-12 5.61e-12 5.71e-12
32 .. 12 1.66e-12 1.58e-12 1.70e-12 44 .. 10 1.21e-14 4.87e-15 2.86e-15
32 .. 23 9.91e-12 1.15e-11 1.19e-11 44 .. 01 2.06e-12 2.08e-12 2.32e-12
32 .. 11 2.56e-12 2.75e-12 2.93e-12 44 .. 12 1.96e-11 2.08e-11 2.11e-11
32 .. 21 3.74e-11 3.67e-11 3.76e-11 44 .. 23 7.92e-12 8.48e-12 9.35e-12
32 .. 34 .2.02e-12 2.33e-12 2.83e-12 44 .. 11 1.48e-11 1.49e-11 1.49e-11
32 .. 22 3.60e-12 3.30e-12 3.25e-12 44 .. 21 1.37e-13 1.11e-13 1.14e-13
Table 5.5: Taux de collisions de SO par He en fonction de la tempe´rature (en cm3 s−1).
est de l’ordre de 10 % pour les transitions ∆j = ∆N et de 30 - 40 % pour les autres
transitions. Pour les transitions impliquant des niveaux avec 15 < N < 30, la diffe´rence
peut eˆtre importante (jusqu’a` un facteur 2) pour les basses e´nergies cine´tiques, mais les
diffe´rences de´croissent tre`s vite avec l’accroissement de l’e´nergie. Apre`s une moyenne sur
une fonction de Boltzmann, nous estimons avoir l’erreur suivante pour tous les taux de
collisions de´termine´s, environ 5 % pour ceux correspondant aux transitions ∆j = ∆N et
20 - 30 % pour les autres transitions.
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5.2.3 Comparaison avec les pre´ce´dents re´sultats (Green 1994)
Nous avons compare´ nos re´sultats avec ceux obtenus par Green (1994) pour le syste`me
SO-para-H2(J = 0). En supposant que les sections efficaces ne de´pendent pas de la masse
re´duite, on s’attend a` avoir une diffe´rence d’un facteur 1.4 (Scho¨ier et al. 2005) entre les
taux de collisions de SO-para-H2(J = 0) et les taux SO-He. Cette diffe´rence est due au
facteur 1/
√
µ reliant a` une e´nergie donne´e les vitesses de collision du couple SO-para-
H2(J = 0) par rapport a` SO-He, la vitesse intervenant directement dans l’expression des
taux (expression 3.97 du chapitre 3). Cependant, il faut remarquer que l’hypothe`se des
sections efficaces e´gales doit eˆtre prise avec pre´caution pour les raisons suivantes :
– les surfaces de potentiel peuvent diffe´rer notablement.
– la masse re´duite intervient aussi dans les e´quations de collision de sorte que meˆme
pour des surfaces de potentiel identiques les sections efficaces peuvent eˆtre a` priori
diffe´rentes.
Ce dernier point a e´te´ teste´ pour le syste`me CS-He (chapitre 6). L’effet des diffe´rentes
masses re´duites utilise´es dans les e´quations de dynamique, d’apre`s l’e´tude faite sur
CS, peut eˆtre important pour les transitions de faible intensite´ mais n’intervient que
mode´re´ment pour les transitions pre´ponde´rantes. Ce re´sultat est de plus confirme´ par
l’e´tude de l’excitation par collision d’autre mole´cules ou` les sections efficaces ont e´te´ cal-
cule´es avec He et le para-H2(J = 0) tels que CO (Green & Thaddeus 1976), CH3OH
(Pottage et al. 2004), HD (Schaefer 1990), ou` il a e´te´ vu que le rapport entre les sections
efficaces d’excitation avec He et para-H2(J = 0) oscillait autour de 1 lorsque les valeurs de
ces dernie`res e´taient relativement e´leve´es. Il faut tout de meˆme noter que pour d’autres
syste`mes tels que H2O (Green et al. 1993; Dubernet & Grosjean 2002), le rapport trouve´
entre les sections efficaces diffe´re notablement de 1.
La Figure 5.15 compare pour plusieurs transitions les taux de collisions que nous avons
calcule´s a` ceux obtenus par Green (1994).
On constate tout d’abord que les diffe´rences entre les deux ensembles de taux varient
peu avec la tempe´rature. Pour les transitions entre les niveaux rotationnels e´leve´s (tran-
sition 65 → 54), le rapport des taux (kSO−H2 (Green) / kSO−He (nos calculs)) est environ
0.7, et pour la transition 23 → 12 ce rapport est environ 0.3. La diffe´rence est encore plus
grande pour la transition 01 → 10 (rapport de l’ordre 10). Il apparaˆıt donc tre`s nettement
que les sections efficaces correspondantes sont tre`s diffe´rentes. Plusieurs raisons sont a`
l’origine de ces diffe´rences :
– Tout d’abord Green (1994) a utilise´ pour les calculs de dynamique une surface cal-
cule´e pour le syste`me CS-He par une me´thode de gaz d’e´lectrons, modifie´e a` grande dis-
tance pour rejoindre asymptotiquement l’interaction de CS avec H2. Or on sait d’apre`s
les re´sultats que nous avons obtenus pour la surface CS-He (voir chapitre 6) que les
surfaces impliquant CS et SO peuvent eˆtre tre`s diffe´rentes et par ailleurs, comme men-
tionne´ par Thomas et al. (1980), la me´thode gaz d’e´lectrons peut entraˆıner une erreur
d’un facteur 2 ou 3 sur les taux de collisions.
– Les calculs de dynamique pre´sente´s dans Green (1994) ont e´te´ effectue´s en ne´gligeant
la structure fine des niveaux rotationnels, ce qui revient en particulier a` conside´rer en
excitation toutes les transitions ∆N > 0 alors que pour les plus bas niveaux certaines
transitions (en particulier 01 → 10) sont en de´sexcitation.

























Figure 5.15: Comparaison des taux de collisions calcule´s au cours de ce travail avec ceux
pre´ce´demment calcule´s (Green 1994).
L’effet des diffe´rentes masses re´duites utilise´es dans les e´quations de dynamique, ana-
lyse´ pour la mole´cule CS (paragraphe 5.2.2), ne peut donc eˆtre responsable de la grande
diffe´rence observe´e. De cette analyse, il nous apparaˆıt donc que les diffe´rences sont essen-
tiellement dues aux me´thodes choisies pour les calculs de dynamique et/ou a` la surface de
potentiel. En attendant des calculs nouveaux sur le syste`me SO-H2, e´tant donne´ que les
me´thodes de dynamique et la surface de potentiel que nous avons utilise´es nous paraissent
eˆtre de meilleure qualite´ que celle utilise´e par Green (1994), nous pensons qu’un bon ordre
de grandeur des taux du syste`me SO-H2 peut eˆtre obtenu, a` partir de nos re´sultats sur SO-
He, par la relation 5.9 qui repre´sente probablement une approche raisonnable notamment








5.3 Excitation ro-vibrationnelle de SO par He
L’e´tude de l’excitation par collision de la mole´cule SO a` plus haute tempe´rature passe
par la prise en compte de l’excitation vibrationnelle. En effet, lorsque les e´nergies de
collisions sont grandes, l’excitation ro-vibrationnelle est possible et elle ne peut eˆtre a
priori ne´glige´e. Nous avons e´tudie´ l’excitation ro-vibrationnelle de la mole´cule SO pour des
tempe´ratures allant jusqu’a` 1000 K. Nous avons conside´re´ l’excitation de SO (e´lectronique
fondamental) pour les 118 premiers niveaux de structure fine de chacun des 2 premiers
niveaux vibrationnels. Compte tenu du nombre tre`s important de niveaux pris en compte
(236 niveaux de structure fine), la seule approche utilisable pour les calculs de dynamique
(afin de conserver des temps de calculs raisonnables) est l’approche VCC-IOS. On a vu
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au paragraphe pre´ce´dent que l’approche IOS donnait des re´sultats acceptables a` haute
tempe´rature, ce qui nous donne confiance dans la qualite´ des re´sultats que nous allons
obtenir. Avant de pre´senter les calculs de dynamique, nous allons comme pour tout calcul
de dynamique de´tailler les calculs de la surface de potentiel 3D du syste`me SO-He, surface
ne´cessaire pour un calcul d’excitation ro-vibrationelle.
5.3.1 Surface de potentiel 3D du syste`me SO-He
Nous avons vu au paragraphe pre´ce´dent que :
– le calcul d’une surface ab initio pour traiter le proble`me de collisions entre un atome
et une mole´cule doit eˆtre pre´fe´rablement fait au niveau “Clusters couple´s”
– une base d’orbitales atomiques de type aug-cc-pVTZ est suffisante pour le calcul de
la surface.
Nous avons donc calcule´ la surface 3D SO-He au niveau RCCSD(T) en utilisant la base
d’orbitales atomiques aug-cc-pVTZ. On a vu au chapitre 2 qu’il e´tait possible de geler la
coordonne´e r et de laisser les deux coordonne´es R et θ actives lors du calcul d’une surface
de potentiel. La strate´gie de calcul de la surface est donc la suivante : on calcule une
surface globale SO-He a` 2D pour plusieurs distances intermole´culaires r en faisant varier
R et θ. La repre´sentation analytique globale de la surface est ensuite obtenue en prenant
en compte la totalite´ des points ab initio calcule´s.
Le proble`me se re´duit donc a` calculer plusieurs surfaces 2D du syste`me SO-He a`
diffe´rentes distances r. Il nous faut cependant choisir une grille de distances intra-
mole´culaires r de la mole´cule SO. Nous avons vu au chapitre 2 que la de´pendance en
r de la repre´sentation analytique de la surface e´tait construite avec une fonction polyno-
miale de type :
N∑
n=1
(r − re)n−1 (5.10)
N e´tant le nombre de valeurs de r calcule´es et re une constante.
Or, on sait que la variation du potentiel d’interaction en fonction de r pour un R et θ
donne´s est pour les premiers niveaux vibrationnels proche d’une variation parabolique
centre´e sur la distance d’e´quilibre. Ceci se confirme en repre´sentant sur la Figure 5.17 la
variation de l’e´nergie potentielle d’interaction en fonction de la distance intermole´culaire r
de SO pour deux couples de valeurs (R, θ). Il apparaˆıt donc suffisant de choisir 3 distances
r pour de´terminer la surface analytique afin de construire la de´pendance en r de la surface
avec un polynoˆme de degre´ 2.
Etant donne´ que nous disposions d’une grille comple`te pour la distance r d’e´quilibre de
SO (r = 2.8 a0), nous avons choisi de prendre celle-ci comme premie`re distance. Les deux
autres distances ont e´te´ choisies de sorte que le potentiel d’interaction de SO-He soit de´crit
correctement pour des valeurs de r correspondant a` toute valeur non nulle des fonctions
d’onde vibrationnelles de SO des niveaux conside´re´s. On repre´sente sur la Figure 5.16 les
e´nergies des premiers niveaux vibrationnels (j = 0) de SO ainsi que les fonctions d’onde
correspondantes obtenues par une me´thode de grille (FGH) (Clay Marston & Balint-Kurti
1989) a` partir du potentiel de SO calcule´ au paragraphe 5.1.





















Figure 5.16: Fonctions d’e´nergie potentielle du niveau fondamental de SO et premiers
niveaux vibrationnels, les fonctions d’onde sont a` l’e´chelle 1/1000.
On constate que la fonction d’onde vibrationnelle de v = 1 a des valeurs non nulles
pour des distances r comprises entre 2.4 et 3.3 a0. Nous avons donc choisi de construire
une repre´sentation analytique en incluant ces distances extreˆmes.
2 nouvelles surfaces de potentiel 2D ont e´te´ calcule´es pour des distances r = 2.4 et
r = 3.3 a0. Pour ces deux valeurs de r, nous avons ve´rifie´ que l’e´tat fondamental du
syste`me SO-He restait bien monoconfigurationnel pour toutes les ge´ome´tries. La grille de
points est identique a` celle utilise´e pour la distance d’e´quilibre et nous avons calcule´ des
ge´ome´tries supple´mentaires pour les plus courtes distance de R afin qu’a` chaque angle
calcule´ l’e´nergie d’interaction soit au moins e´gale a` 4500 cm−1.
Un total de 1941 ge´ome´tries a ainsi e´te´ calcule´. La surface analytique a ensuite e´te´
construite a` partir de ces points ab initio avec une fonction de la forme (voir chapitre 2) :





dl+m−1m0 (cosθ)Aln(R)(r − re)n−1 (5.11)
ou` L est le nombre d’angles pour lesquels le potentiel est calcule´.
Pour la totalite´ de la grille, la diffe´rence entre les points ab initio et la repre´sentation
analytique est infe´rieure a` 2%. La variation en R et θ est donc bien reproduite. Nous
avons e´tudie´ le comportement de la variation en r. Pour cela, nous avons calcule´ quelques
ge´ome´tries supple´mentaires pour des R et θ donne´s. On repre´sente sur la Figure 5.17 une
comparaison entre les points ab initio et la repre´sentation analytique de la surface de
potentiel pour deux valeurs de R et θ voisines du minimum.
On constate que l’accord entre les points ab initio et la repre´sentation analytique de
la surface de potentiel est satisfaisant. Quelques e´carts apparaissent pour les distances
de r interpole´es, mais l’e´cart reste infe´rieur a` 3 - 4%. Ce comportement est repre´sentatif














R = 7.5a0, θ = 180°
R = 7a0, θ = 90°
Figure 5.17: Comparaison entre les points ab initio (courbe rouge) et le fit de la surface
de potentiel SO-He (courbe noire).
de l’ensemble de la repre´sentation analytique de la surface : les diffe´rences restent donc
acceptables (compte tenu de l’approximation VCC-IOS utilise´e en dynamique).
Les calculs de dynamique ont e´te´ effectue´s a` l’approximation VCC-IOS. En utilisant
cette approche, et graˆce a` la manie`re dont est repre´sente´ le potentiel, on peut simplifier les
calculs de dynamique. En effet, la surface analytique est construite de fac¸on a` se´parer la
de´pendance en r de la de´pendance en R et θ (e´quation 5.11) et dans les cas de l’approche
VCC-IOS, les e´le´ments de matrice du potentiel entre les e´tats vibrationnels de la mole´cule
SO sont demande´s pour des valeurs de R et θ donne´s. Nous pouvons e´crire les e´le´ments
de matrice ne´cessaires au calcul de dynamique sous la forme suivante :
Vv,v′(R, θ) = 〈v(r)|V (r, R, θ)|v′(r)〉 (5.12)
ou` v(r) et v′(r) sont les fonctions vibrationnelles de la mole´cule SO.
Les e´le´ments de matrice 〈v(r)|(r − re)n−1|v′(r)〉 correspondants sont donne´s dans la
Table 5.6. Il a fallu pour les faire converger calculer les fonctions v(r) avec un incre´ment
de 0.00025 a0.
v v′ n = 1 n = 2 n = 3
0 0 1.00000 0.03531 0.00628
0 1 0.00000 0.07084 0.00580
1 1 1.00000 0.05227 0.01790
Table 5.6: Ele´ments de matrice 〈v(r)|(r−re)n−1|v′(r)〉 utilise´s dans le calcul des e´le´ments
de matrice du potentiel, re est fixe´ a` 2.8 a0.
.
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5.3.2 Calculs de dynamique
Nous avons, dans un premier temps, effectue´ un calcul ro-vibrationnel avec la nouvelle
surface 3D en incluant uniquement le premier niveau de vibration dans les calculs et
compare´ les re´sultats avec ceux obtenus pour le meˆme calcul mais avec la surface 2D. La
Figure 5.18 pre´sente une comparaison entre les sections efficaces σIOS(0 → L) obtenues













































Figure 5.18: Gauche : Comparaison des σIOS(0 → L) obtenues par un calcul rotationnel
avec la surface 2D AVTZ (diamants) et ceux obtenus par un calcul rotationnel avec la
surface 3D (courbe pleine); Droite : Comparaison des σIOS(0→ L) obtenues par un calcul
rotationnel (diamants) et celles obtenues par un calcul ro-vibrationnel v = 0 (courbe
pleine).
On constate un tre`s bon accord. Ce re´sultat nous permet de valider le choix du calcul
d’une surface 2D pour l’excitation rotationnelle. En effet, on constate que fixer r a` la
distance d’e´quilibre de SO ou faire un calcul complet de la surface de potentiel a` 3D
et moyenner ensuite sur le premier niveau de vibration n’affecte que peu les re´sultats.
Par cette comparaison, nous validons donc le choix de fixer r a` sa distance d’e´quilibre
expe´rimentale pour l’excitation rotationnelle.
Nous avons calcule´ les sections efficaces de de´sexcitation pour les 118 premiers niveaux
de structure fine de v = 0 et v = 1 et pour une gamme d’e´nergie allant de 0 a` 5000 cm−1
en utilisant l?approche VCC-IOS. Nous n?avons pas inclus dans les calculs de niveaux
de rotation de v = 0 d’e´nergie supe´rieure a` l’e´nergie du premier niveau de rotation de
v = 1 afin de ne conside´rer que des transitions ro-vibrationnelles en de´sexcitation a` partir
de v = 1. Nous avons teste´ l’influence des couplages vibrationnels avec les niveaux plus
e´leve´s. La Figure 5.19 pre´sente une comparaison de σ(v = 1, 0 → v = 0, L) obtenues en
incluant 2, 3 et 4 niveaux vibrationnels (le nombre de niveaux de rotation conside´re´s est
le meˆme sur tous les niveaux que sur v = 0).
On constate donc que les σIOS(v = 1, 0→ v = 0, L) sont converge´es a` mieux que 10%
en n’incluant pas de couplage avec les niveaux v > 1. Etant donne´ que la prise en compte


















Figure 5.19: Comparaison des σIOS(v = 1, 0→ v = 0, L) a` une e´nergie totale de 2500 cm−1
en incluant 2, 3 et 4 niveaux vibrationnels dans les calculs.
des e´tats vibrationnels plus excite´s passe par la de´termination d’une surface de potentiel
pour des plus grandes valeurs de r et donc par une de´gradation de la validite´ de la surface
calcule´e au niveau RCCSD(T) et que l’approche utilise´e est l’approche VCC-IOS qui ne
donne pas des re´sultats d’une tre`s grande pre´cision (non prise en compte des e´tats ro-
vibrationnels quasi-re´sonnants), nous n’avons pas inclus au niveau de l’exploitation les
couplages avec des niveaux vibrationnels plus e´leve´s. De plus, on verra que les transitions
purement rotationnelles, transitions pre´ponde´rantes pour la gamme de tempe´rature dans
laquelle nous avons travaille´, ne sont pas du tout affecte´es par le couplage vibrationnel.
Nous avons compare´ sur la Figure 5.18 les σIOS(0 → L) v = 0 obtenus par un calcul
rotationnel pur avec ceux du calcul ro-vibrationnel pour les transitions rotationnelles dans
v = 0. On constate qu’il n’y a aucune diffe´rence entre les deux re´sultats. Ce re´sultat, rela-
tivement logique a` basse e´nergie n’e´tait pas a priori e´vident a` haute e´nergie. Cependant,
ceci a de´ja` e´te´ observe´ pour CO et HF (Krems & Nordholm 2001; Krems et al. 2001;
Krems 2002). Cela peut certainement s’expliquer par le fait que les sections efficaces des
transitions ro-vibrationnelles sont tre`s faibles devant celles des transitions rotationnelles et
que l’ouverture de canaux vibrationnels ne contribue pas a` perturber l’excitation rotation-
nelle. Ce re´sultat, s’il venait a` eˆtre confirme´, serait tre`s important puisqu’il permettrait
de calculer les taux d’excitation rotationnelle entre les premiers niveaux rotationnels de
v = 0 a` tre`s haute tempe´rature sans prendre en compte l’excitation vibrationnelle, tout
en gardant une tre`s grande pre´cision dans les re´sultats. On pourrait ainsi avoir un gain
en temps de calcul conside´rable.
Les calculs de sections efficaces jusqu’a` 5000 cm−1 nous ont permis de de´terminer des
taux de collisions pour tous les niveaux conside´re´s jusqu’a` 1000 K. Les taux de collisions
impliquant les premiers niveaux de structure fine de v = 0 de SO sont pre´sente´s dans la
Table 5.7 pour des tempe´ratures 300, 400, 500, 700 et 1000 K. Les re´sultats complets
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(entre les 118 premiers niveaux de structure fine des 2 premiers niveaux de vibration) sont
disponibles sur le site web basecol.
Nj N
′
j′ 300K 400K 500K 700K 1000K
01 .. 10 .. 6.67e-12 7.11e-12 7.51e-12 8.20e-12 8.96e-12
12 .. 10 .. 7.24e-12 7.65e-12 8.03e-12 8.73e-12 9.63e-12
12 .. 01 .. 2.00e-11 2.13e-11 2.25e-11 2.46e-11 2.69e-11
23 .. 10 .. 4.38e-12 4.37e-12 4.41e-12 4.52e-12 4.72e-12
23 .. 01 .. 1.81e-11 1.91e-11 2.01e-11 2.18e-11 2.41e-11
23 .. 12 .. 2.93e-11 3.08e-11 3.23e-11 3.49e-11 3.79e-11
11 .. 10 .. ... ... ... ... ...
11 .. 01 .. 2.00e-11 2.13e-11 2.25e-11 2.46e-11 2.69e-11
11 .. 12 .. 2.71e-11 2.87e-11 3.01e-11 3.28e-11 3.61e-11
11 .. 23 .. 2.04e-11 2.04e-11 2.06e-11 2.11e-11 2.20e-11
21 .. 10 .. 1.33e-11 1.42e-11 1.50e-11 1.64e-11 1.79e-11
21 .. 01 .. 1.81e-11 1.91e-11 2.01e-11 2.18e-11 2.41e-11
21 .. 12 .. 1.91e-11 1.91e-11 1.93e-11 1.98e-11 2.07e-11
21 .. 23 .. 5.71e-12 6.22e-12 6.69e-12 7.54e-12 8.61e-12
21 .. 11 .. 1.00e-11 1.07e-11 1.13e-11 1.23e-11 1.34e-11
34 .. 10 .. 6.88e-13 7.59e-13 8.26e-13 9.44e-13 1.09e-12
34 .. 01 .. 1.02e-11 1.02e-11 1.03e-11 1.06e-11 1.10e-11
34 .. 12 .. 2.39e-11 2.53e-11 2.66e-11 2.90e-11 3.20e-11
34 .. 23 .. 3.67e-11 3.85e-11 4.02e-11 4.31e-11 4.65e-11
34 .. 11 .. 1.29e-12 1.42e-12 1.55e-12 1.77e-12 2.05e-12
34 .. 21 .. 9.27e-12 9.57e-12 9.74e-12 9.97e-12 1.02e-11
22 .. 10 .. ... ... ... ... ...
22 .. 01 .. 1.81e-11 1.91e-11 2.01e-11 2.18e-11 2.41e-11
22 .. 12 .. 1.83e-11 1.86e-11 1.91e-11 2.00e-11 2.13e-11
22 .. 23 .. 1.26e-11 1.34e-11 1.41e-11 1.55e-11 1.73e-11
22 .. 11 .. 2.41e-11 2.53e-11 2.65e-11 2.85e-11 3.08e-11
22 .. 21 .. 9.05e-12 9.56e-12 1.00e-11 1.09e-11 1.20e-11
22 .. 34 .. 2.16e-11 2.20e-11 2.23e-11 2.29e-11 2.35e-11
32 .. 10 .. 1.09e-11 1.15e-11 1.20e-11 1.31e-11 1.44e-11
32 .. 01 .. 1.02e-11 1.02e-11 1.03e-11 1.06e-11 1.10e-11
32 .. 12 .. 4.21e-12 4.57e-12 4.91e-12 5.51e-12 6.28e-12
32 .. 23 .. 2.09e-11 2.16e-11 2.20e-11 2.25e-11 2.30e-11
32 .. 11 .. 1.09e-11 1.15e-11 1.20e-11 1.31e-11 1.44e-11
32 .. 20 .. 2.49e-11 2.63e-11 2.76e-11 2.99e-11 3.25e-11
32 .. 34 .. 3.13e-12 3.88e-12 4.51e-12 5.48e-12 6.42e-12
32 .. 22 .. 1.22e-11 1.24e-11 1.27e-11 1.34e-11 1.42e-11
Table 5.7: Taux de collisions en de´sexcitation de SO par He Nj → N ′j′ (v = 0) en fonction
de la tempe´rature (en cm3 s−1)
On repre´sente sur la Figure 5.20 la variation des taux de collisions de SO avec la
tempe´rature, entre deux niveaux rotationnels appartenant au meˆme niveau vibrationnel
(Figure 5.20a et Figure 5.20b) et entre les niveaux rovibrationnels v = 1→ v′ = 0 (Figure
5.20c).









































































Figure 5.20: Variation des taux de collisions de SO avec He en fonction de la tempe´rature.
(a) v = 0→ v′ = 0, (b) v = 1→ v′ = 1, (c) v = 1→ v′ = 0
On constate que la variation avec la tempe´rature est relativement lente pour les transi-
tions rotationnelles au sein d’un niveau vibrationnel donne´ (Figure 5.20a et Figure 5.20b)
mais que lorsqu’il s’agit d’une transition ro-vibrationnelle, les taux de collisions croissent
fortement avec la tempe´rature (Figure 5.20c).
On remarque aussi qu’aux tempe´ratures conside´re´es les taux de collisions ro-
vibrationnels sont tre`s infe´rieurs a` ceux purement rotationnels. Il faudrait certainement
conside´rer des tempe´ratures plus e´leve´es et / ou peupler des niveaux rotationnels tre`s
e´leve´s de v = 0 (en co¨ıncidence avec les premiers niveaux rotationnels de v = 1) pour
trouver des taux ro-vibrationnels plus importants. Compte tenu du fait que l’approche
VCC-IOS ne tient pas compte de la structure e´nerge´tique des niveaux de rotation dans
les calculs de dynamique, il n’est pas possible d’obtenir des valeurs de taux de collisions
avec une bonne pre´cision pour des transitions entre niveaux rotationnels de v = 0 et v = 1
quasi de´ge´ne´re´s puisque dans ce type de calcul Ev,j = Ev,j′ quels que soient j et j
′. Il est
donc possible qu’un calcul prenant en compte la structure e´nerge´tique exacte des niveaux
de rotations de la mole´cule (me´thode Close-coupling ou Coupled-states) fasse apparaˆıtre
pour certains niveaux proches des taux de collisions ro-vibrationnels plus e´leve´s que ceux
trouve´s par la me´thode VCC-IOS. Cependant, les ordres de grandeur trouve´s pour SO
sont les meˆmes que ceux trouve´s pour d’autres mole´cules diatomiques telles que CO ou
SiO. Les transitions ro-vibrationnelles sont donc tre`s peu importantes pour la gamme
de tempe´ratures dans laquelle nous avons effectue´ nos calculs et ne semblent pas pou-
voir jouer un roˆle important dans la gamme de tempe´ratures caracte´ristiques des milieux
interstellaire et circumstellaire.
On a aussi constate´ que les taux d’excitation purement rotationnelle ne sont pas af-
fecte´s par le couplage vibrationnel. Ainsi les taux de collisions correspondant a` une transi-
tion rotationnelle donne´e sont identiques quel que soit le niveau de vibration. Ce re´sultat
nous est confirme´ dans la Table 5.8 qui montre que, quel que soit le niveau v, le quen-
ching dans ce niveau v a` partir de j = 0 est le meˆme. Ce re´sultat s’explique par le fait que
les e´le´ments de matrice diagonaux du potentiel sont pratiquement e´gaux quel que soit v
(Table 6.5).
Enfin, il est inte´ressant d’analyser la distribution des niveaux de structure fine v′ = 0, n′
(voir nume´rotation des niveaux rotationnels annexe B) apre`s une relaxation vibrationnelle
de SO par He, en partant de diffe´rents niveaux de structure fine de v = 1, n. La Figure
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300 2.14 10−10 ...
0 500 2.61 10−10 ...
1000 3.47 10−10 ...
300 2.14 10−10 2.44 10−15
1 500 2.61 10−10 1.37 10−14
1000 3.41 10−10 9.27 10−14
Table 5.8: Taux de collisions pour la relaxation vibrationnelle et l’excitation totale rota-
tionnelle de SO(v,Nj = 10) par l’he´lium. La notation
∑
N ′j′ est utilise´e pour les taux de
collisions somme´s sur les niveaux N ′j′ finaux.
5.21 pre´sente cette distribution pour des tempe´ratures de 500 et 1000 K.
On constate qu’il y a une forte pre´ponde´rance v′, Nj → v,Nj. Ce re´sultat a de´ja` e´te´
observe´ pour la mole´cule CO (Krems 2002). Il est important de noter que l’on retrouve
les re`gles de pre´ponde´rance des transitions rotationnelles ∆N = ∆j et que comme pour
les transitions rotationnelles, plus N augmente et plus l’intensite´ de ces transitions est
importante par rapport aux transitions ∆N 6= ∆j.
Synthe`se
Nous avons pre´sente´ dans ce chapitre les taux de collisions entre niveaux ro-
vibrationnels de SO par He pour une gamme de tempe´ratures allant de 5 a` 1000 K. Des
surfaces de potentiel 2D et 3D pour le syste`me SO-He ont e´te´ calcule´es au niveau “Clusters
Couple´s”. Les calculs de dynamique ont e´te´ effectue´s en utilisant, suivant la tempe´rature
et les niveaux ro-vibrationnels conside´re´s, des me´thodes Close-Coupling, IOSR et IOS. Le
domaine de validite´ de chacune de ces me´thodes a e´te´ analyse´ et l’on estime la pre´cision
des taux de collisions pre´sente´s de l’ordre de 5% pour les transitions ∆j = ∆N et moins
de 20-30% pour les autres transitions. Des re`gles de pre´ponde´rance pour les transitions
∆j = ∆N ont pu eˆtre de´gage´es. Il a e´te´ montre´ que les taux de collisions des transi-
tions ro-vibrationnnelles e´taient tre`s infe´rieurs a` ceux des transitions rotationnelles. En-
fin, la comparaison avec les anciennes donne´es (Green 1994) a montre´ que d’importantes
diffe´rences existaient et qu’elles e´taient susceptibles d’avoir un impact important sur la
mode´lisation astrophysique.
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Niveau de structure fine de SO v'=0
v = 1, n = 3536 (104)
1000K
Figure 5.21: Distribution des niveaux de structure fine v′ = 0, n′ apre`s une relaxation
vibrationnelle de SO a` partir de v = 1, n. n et n’ de´signent les niveaux rotationnels dont
la nume´rotation est donne´e en annexe B.
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Chapitre 6
Excitation collisionnelle de CS par
He
La deuxie`me partie de ce travail de the`se est consacre´e a` l’excitation de la mole´cule
CS par collisions avec He. On a de´gage´ lors de l’e´tude de l’excitation collisionnelle de
la mole´cule SO une strate´gie possible pour l’e´tude de l’excitation collisionnelle d’une
mole´cule diatomique. Nous avons donc applique´, pour l’excitation de la mole´cule CS, les
me´thodes utilise´es et valide´es dans l’e´tude de l’excitation de la mole´cule SO.
Apre`s avoir rappele´ brie`vement la structure e´lectronique et ro-vibrationnelle de CS, nous
allons traiter, dans un premier temps, l’excitation rotationnelle de CS. Nous nous sommes
inte´resse´s a` l’excitation, pour les 31 premiers niveaux rotationnels pour une gamme de
tempe´ratures allant de 5 a` 300 K. Dans un second temps et au dela` de 300 K, nous
avons, comme pour la mole´cule SO, inclus l’excitation vibrationnelle et ainsi de´termine´
les taux de collisions entre les 38 premiers niveaux de rotation des 3 premiers niveaux de
vibration pour des tempe´ratures allant jusqu’a` 1500 K.
6.1 La mole´cule CS
Nous pre´sentons ici les proprie´te´s e´lectroniques et ro-vibrationnelles de la mole´cule CS.
6.1.1 Structure e´lectronique
La mole´cule CS appartient au groupe de syme´trie C∞v. L’atome de carbone a 6
e´lectrons, sa configuration e´lectronique fondamentale est : [1s2]2s22p2. L’atome de soufre a
16 e´lectrons et sa configuration e´lectronique fondamentale est [1s22s22p6]3s23p4. L’espace
complet de valence associe´ a` la mole´cule CS dans son e´tat fondamental est (8σ3πx3πy),







L’e´tat fondamental de CS est alors un e´tat de syme´trie 1Σ+.
L’e´nergie potentielle de l’e´tat fondamental de CS a e´te´ calcule´e en utilisant la base d’or-
bitales atomiques aug-cc-pVQZ. Pour l’atome de carbone, la base aug-cc-pVQZ comporte
les fonctions gaussiennes (12s, 6p, 3d, 2f, 1g) contracte´es en [5s, 4p, 3d, 2f, 1g] plus les fonc-
tions diffuses (1s, 1p, 1d, 1f, 1g). Pour l’atome de soufre, la base aug-cc-pVQZ comporte
les fonctions gaussiennes (16s, 11p, 3d, 2f, 1g) contracte´es en [6s, 5p, 3d, 2f, 1g] plus les
fonctions diffuses (1s, 1p, 1d, 1f, 1g). Au total, la base contient 164 fonctions gaussiennes
contracte´es car toutes les fonctions de la base ont e´te´ incluses pour C et S y compris
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les fonctions g. L’ensemble des orbitales (8σ3π) n’est pas utilise´ comme espace actif. Les
orbitales de coeur (4σ1π) sont optimise´es au niveau Hartree-Fock mais ne le sont plus
ensuite. 10 e´lectrons de valence sont ensuite corre´le´s dans l’espace actif (5σ−8σ, 2π−3π).
La fonction d’onde a e´te´ optimise´e au niveau CASSCF puis a servi de re´fe´rence dans le
calcul MRCI. On n’a pas pour ce calcul tenu compte de la correction de Davidson. Le



















Figure 6.1: Fonctions d’e´nergie potentielle du niveau fondamental de CS
La distance d’e´quilibre de´termine´e a` partir de la courbe de potentiel pre´ce´demment
calcule´e est de 2.92 bohr. Cette valeur est en bon accord avec la distance d’e´quilibre
re = 2.90 bohr (Huber & Herzberg 1979) de´termine´e de manie`re expe´rimentale.
L’e´nergie d’excitation des premiers e´tats e´lectroniques excite´s est donne´e dans la Table








Table 6.1: Energie d’excitation des premiers niveaux e´lectroniques de la mole´cule CS.
On constate que le premier e´tat e´lectronique excite´ est situe´ a` plus de 27000 cm−1.
Les e´tats e´lectroniques excite´s sont donc tre`s au dessus en e´nergie de l’e´tat fondamental,
de plus les premiers e´tats excite´s sont des triplets.
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6.1.2 Structure ro-vibrationelle
Les constantes ωe et ωexe de CS sont respectivement e´gales a` 1185.15 cm
−1 et
6.501 cm−1 (Bogey et al. 1982b).
La structure rotationnelle de la mole´cule est une simple structure rotationnelle sans
structure fine ou hyperfine. L’e´nergie des niveaux est donne´e par l’expression suivante :
Ev,j = ωe(v +
1
2
)− ωexe(v + 1
2
)2 +BvJ(J + 1)−Dv(J(J + 1))2 (6.1)
Les valeurs nume´riques des constantes de rotation sont celles donne´es par Bustreel et al.
(1979) pour v = 0 et Bogey et al. (1982b) pour les autres niveaux de vibration.
Les e´nergies des niveaux rotationnels de CS pour les trois premiers niveaux de vibration
sont donne´es dans la Table B.3 de l’annexe B. Comme pour la mole´cule SO, seuls les
niveaux pour lesquels des calculs de taux de collisions ont e´te´ effectue´s sont donne´s.
6.2 Excitation rotationnelle de CS par He
La mole´cule CS a un e´tat fondamental de syme´trie 1Σ+, le nombre de niveaux de
rotation a` prendre en compte est nettement plus petit que dans le cas de SO car CS
ne posse`de pas de structure fine. Il nous a alors e´te´ possible de proce´der a` des calculs
en utilisant l’approche Close-Coupling tout en gardant des temps de calculs acceptables.
Nous pre´sentons, dans cette partie, des taux de collisions entre les 31 premiers niveaux
rotationnels de CS apre`s avoir explique´ le calcul de la surface de potentiel 2D du syste`me
CS-He. Enfin, nous comparons nos re´sultats aux re´sultats pre´ce´demment publie´s.
6.2.1 Surface de potentiel 2D du syste`me CS-He
Nous avons vu au paragraphe 5.2.2 qu’une me´thode “Clusters Couple´s” e´tait adapte´e
au calcul des collisions des mole´cules diatomiques avec He. Bien qu’une base d’orbitales
atomiques aug-cc-pVTZ semble suffisante, nous optons pour une base d’orbitales aug-cc-
pVQZ parce que l’on a vu que quelques diffe´rences apparaissaient a` courte distance entre
les surfaces calcule´es avec les bases aug-cc-pVTZ et aug-cc-pVQZ. Ceci peut avoir son
importance sur les sections efficaces car nous nous inte´ressons a` l’excitation a` plus haute
e´nergie (jusqu’a` ∼10000 cm−1 dans le cas de l’excitation ro-vibrationnelle).
L’e´tat e´lectronique fondamental de CS est un e´tat 1Σ+. L’e´tat e´lectronique fondamen-
tal de CS-He est donc un e´tat de syme´trie 1A′.
On a vu au paragraphe pre´ce´dent que les premiers e´tats excite´s de CS e´taient des e´tats de
syme´trie triplet et qu’ils e´taient situe´s a` au moins 27000 cm−1. Ce fait nous permet alors
d’eˆtre confiants dans le caracte`re mono-configurationel de l’e´tat fondamental du complexe
pour toutes les ge´ome´tries investigue´es et d’adopter une me´thode “Clusters Couple´s” pour
le calcul de la surface. D’autre part, le fait que les premiers niveaux excite´s de CS soient a`
au moins 27000 cm−1 nous a conduit a` penser qu’il e´tait possible de faire les calculs de la
partie re´pulsive de la surface 1A′ jusqu’a` une e´nergie d’au moins 10000 cm−1 sans risquer
des interactions eventuelles avec un e´tat e´lectronique excite´.
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En syme´trie Cs, on associe a` la mole´cule CS dans son e´tat e´lectronique fondamental
1Σ+ 11 orbitales mole´culaires de type a’ et 3 de type a” et on associe a` l’atome d’ he´lium
1 orbitale de type a’.
La configuration e´lectronique fondamentale du complexe CS-He est :
[1a′22a′23a′24a′21a′′25a′2]6a′27a′28a′29a′210a′22a′′2
On a donc 12 e´lectrons de coeur re´partis dans [5a′, 1a′′] et 12 e´lectrons de valence re´partis
dans l’espace de valence [6a′ − 12a′, 2a′′ − 3a′′] (l’occupation des orbitales correspondant
a` l’e´tat fondamental est donne´e au dessus).
Pour les calculs e´lectroniques, nous avons utilise´ la base d’orbitales atomiques aug-cc-
pVQZ (Kendall et al. 1992, Woon et Dunning 1993).
Pour l’atome d’he´lium, la base aug-cc-pVQZ comporte les fonctions gaussiennes
(7s, 3p, 2d, 1f) contracte´es en [4s, 3p, 2d, 1f ] plus les fonctions diffuses (1s, 1p, 1d, 1f).
Les bases pour l’atome de carbone et de soufre ont e´te´ de´crites pre´ce´demment (para-
graphe 6.1). La base aug-cc-pVQZ est augmente´e par les fonctions de lien (3s3p2d2f1g)
de Cybulski et Toczylowski (1999). Ces fonctions de lien sont place´es a` mi-distance entre
l’He´lium et le centre de masse de CS. Au total, la base aug-cc-pVQZ correspond a` 255
gaussiennes contracte´es.
Nous avons utilise´ le syste`me de coordonne´es de Jacobi de´fini dans le chapitre 2.
Pour le calcul de l’excitation rotationnelle, la distance r a e´te´ garde´e fixe a` sa valeur
expe´rimentale r = 2.90 bohr (Huber & Herzberg 1979). L’angle θ est de´fini comme suit :
θ = 0◦ correspond a` He adjacent a` l’atome de Carbone, θ = 180◦ correspond a` He adjacent
a` l’atome de soufre. On a utilise´, comme pour SO, une grille de ge´ome´tries re´gulie`re donne´e
dans la Table 6.2.
Coordonne´es Etendue de la grille Pas de grille
R 3.5 → 16 bohr 0.25 bohr
θ 0 → 180◦ 15◦
Table 6.2: Grille de ge´ome´tries utilise´es pour le calcul de la surface globale.
Quelques ge´ome´tries supple´mentaires ont e´te´ calcule´es pour les courtes distances R
afin qu’a` chaque angle, l’e´nergie d’interaction devienne au moins e´gale a` 10000 cm−1.
Nous avons utilise´ la me´thode CCSD(T) (Hampel et al. 1993) pour de´terminer le poten-
tiel d’interaction du complexe CS-He. Comme pour l’utilisation de la me´thode RCCSD(T),
toutes les orbitales sont optimise´es au niveau Hartree-Fock puis la fonction Hartree Fock
sert ensuite de re´fe´rence pour le calcul CCSD(T).
630 ge´ome´tries ont e´te´ calcule´es. La surface analytique a e´te´ ensuite construite en
utilisant la me´thode de de´termination d’une repre´sentation analytique de´crite au chapitre
2. Sur la totalite´ de la grille, la diffe´rence entre les points ab initio et la repre´sentation
analytique est infe´rieure a` 1%.
Les contours de la surface sont pre´sente´s sur la Figure 6.2.
Le minimum global des e´nergies d’interaction est e´gal a` -21.80 cm−1 (θ = 75◦, R =
7.26a0).
La surface de potentiel a e´te´ de´veloppe´e en polynoˆmes sous la forme suivante :
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Figure 6.2: Contours de la surface de potentiel CS-He en fonction de R et θ avec r = 2.90
bohr. Les e´nergies sont en cm−1 avec une distance de 1 cm−1 entre les contours.




Les premiers termes de de´veloppement Vλ(R) sont donne´s dans la Table D.4 de
l’annexe D
6.2.2 Calculs de dynamique
Les parame`tres des calculs de dynamique sont rassemble´s dans l’annexe C.
Les sections efficaces entre les 31 premiers niveaux de rotation de CS (jusqu’a` J =
30) ont e´te´ calcule´es avec une me´thode Close-Coupling jusqu’a` une e´nergie totale de
2000 cm−1. La Figure 6.3 montre des sections efficaces d’excitation a` partir des deux
premiers niveaux rotationnels de CS en fonction de l’e´nergie cine´tique.
Les sections efficaces pre´sentent des re´sonances en dessous de 30 cm−1, ces re´sonances
correspondent a` un puits de potentiel localise´ a` une distance de 7.26 a0 et profond d’en-
viron 22 cm−1. On constate que les sections efficaces de´croissent avec l’augmentation de
∆j, mettant donc en avant les re`gles de pre´ponde´rance. Il est important de noter que
les re´sonances disparaissent a` haute e´nergie cine´tique et, par conse´quent, ne sont plus
pre´sentes pour les transitions impliquant des niveaux avec un grand ∆j ou deux niveaux
rotationnels e´leve´s.
Les taux de collisions ont e´te´ ensuite calcule´s par inte´gration sur la distribution des
vitesses. La gamme en e´nergie cine´tique pour laquelle nous avons obtenu des sections
efficaces nous permettait d’obtenir des taux de collisions entre les 31 premiers niveaux de
rotation pour des tempe´ratures allant jusqu’a` 300 K. Les taux de collisions en de´sexcitation
























































































































Figure 6.3: Sections efficaces d’excitation en fonction de l’e´nergie cine´tique.
impliquant les premiers niveaux sont dans la Table 6.3 pour des tempe´ratures e´gales a`
10, 20, 40, 80, 120, 200 et 300 K.
Les taux de collisions impliquant toujours les premiers niveaux sont pre´sente´s a`
d’autres tempe´ratures en annexe (Article IV). Les re´sultats complets sont disponibles
sur le site basecol.
La Figure 6.4 montre la variation des taux de collisions avec la tempe´rature pour
quelques transitions observe´es en mm.
Les taux de collisions varient donc peu avec la tempe´rature.
D’autre part, on repre´sente sur la Figure 6.5 la variation en fonction du niveau j’ final des
taux de collisions kj→j′ en excitation a` partir de j = 0 et j = 1 pour une tempe´rature de
100 K.
Les taux correspondant a` ∆j pair sont pour les premiers niveaux rotationnels
syste´matiquement plus grands que les taux avec ∆j impair. Cet effet a e´te´ analyse´ dans
l’article de McCurdy & Miller (1977). Ces auteurs ont relie´ les intensite´s relatives des
transitions avec ∆j pair ou impair a` la forme de la surface de potentiel. Plus l’anisotropie
du potentiel est importante et plus le potentiel s’e´loigne d’une mole´cule diatomique ho-
monucle´aire et plus l’intensite´ des transitions avec ∆j impair augmente. Pour la mole´cule
CS, on a vu lors du calcul de la surface de potentiel que l’anisotropie du potentiel e´tait
assez faible, si bien que les transitions avec ∆j pair sont favorise´es par rapport aux tran-
sitions avec ∆j impair. Cet effet d’alternance ∆j pair / impair disparaˆıt progressivement
pour les grands ∆j qui font intervenir des termes de plus en plus e´leve´s en λ du potentiel
d’interaction.
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j j′ 10K 20K 40K 80K 120K 200 K 300K
1 .. 0 2.51e-11 2.25e-11 2.10e-11 2.04e-11 2.04e-11 2.08e-11 2.14e-11
2 .. 0 1.48e-11 1.41e-11 1.40e-11 1.62e-11 1.88e-11 2.29e-11 2.63e-11
2 .. 1 3.65e-11 3.35e-11 3.18e-11 3.13e-11 3.18e-11 3.34e-11 3.52e-11
3 .. 0 3.28e-12 3.33e-12 3.52e-12 3.78e-12 4.06e-12 4.66e-12 5.33e-12
3 .. 1 2.55e-11 2.46e-11 2.45e-11 2.77e-11 3.18e-11 3.91e-11 4.58e-11
3 .. 2 4.24e-11 3.85e-11 3.65e-11 3.60e-11 3.65e-11 3.81e-11 4.03e-11
4 .. 0 3.15e-12 3.34e-12 3.49e-12 3.79e-12 4.29e-12 5.50e-12 6.92e-12
4 .. 1 7.28e-12 7.51e-12 7.91e-12 8.42e-12 8.87e-12 9.87e-12 1.11e-11
4 .. 2 2.88e-11 2.82e-11 2.86e-11 3.25e-11 3.71e-11 4.52e-11 5.29e-11
4 .. 3 4.40e-11 4.04e-11 3.85e-11 3.83e-11 3.90e-11 4.08e-11 4.29e-11
5 .. 0 1.52e-12 1.64e-12 1.81e-12 1.95e-12 2.01e-12 2.14e-12 2.37e-12
5 .. 1 6.37e-12 6.77e-12 7.22e-12 7.95e-12 8.88e-12 1.10e-11 1.38e-11
5 .. 2 9.52e-12 9.81e-12 1.03e-11 1.11e-11 1.17e-11 1.29e-11 1.43e-11
5 .. 3 3.23e-11 3.09e-11 3.10e-11 3.53e-11 4.02e-11 4.87e-11 5.67e-11
5 .. 4 4.18e-11 4.05e-11 3.92e-11 3.94e-11 4.03e-11 4.24e-11 4.47e-11
6 .. 0 1.00e-12 1.17e-12 1.41e-12 1.66e-12 1.82e-12 2.16e-12 2.67e-12
6 .. 1 3.35e-12 3.62e-12 4.09e-12 4.58e-12 4.80e-12 5.12e-12 5.56e-12
6 .. 2 8.70e-12 8.89e-12 9.25e-12 1.02e-11 1.14e-11 1.40e-11 1.73e-11
6 .. 3 1.14e-11 1.16e-11 1.19e-11 1.27e-11 1.35e-11 1.50e-11 1.66e-11
6 .. 4 3.57e-11 3.34e-11 3.28e-11 3.70e-11 4.22e-11 5.10e-11 5.92e-11
6 .. 5 4.12e-11 4.11e-11 4.00e-11 4.01e-11 4.11e-11 4.34e-11 4.59e-11
7 .. 0 6.45e-13 7.46e-13 9.38e-13 1.15e-12 1.24e-12 1.32e-12 1.39e-12
7 .. 1 2.28e-12 2.58e-12 3.13e-12 3.78e-12 4.19e-12 4.93e-12 5.95e-12
7 .. 2 4.61e-12 4.84e-12 5.39e-12 6.12e-12 6.54e-12 7.09e-12 7.70e-12
7 .. 3 1.08e-11 1.06e-11 1.06e-11 1.16e-11 1.29e-11 1.59e-11 1.95e-11
7 .. 4 1.35e-11 1.34e-11 1.33e-11 1.40e-11 1.48e-11 1.63e-11 1.81e-11
7 .. 5 3.84e-11 3.54e-11 3.42e-11 3.83e-11 4.36e-11 5.26e-11 6.09e-11
7 .. 6 4.20e-11 4.23e-11 4.10e-11 4.09e-11 4.18e-11 4.41e-11 4.67e-11
Table 6.3: Taux de collisions de CS par He en fonction de la tempe´rature (en cm3 s−1).
6.2.3 Comparaison avec les pre´ce´dents re´sultats (Green &
Chapman 1978, Turner et al. 1992)
Nous avons compare´ nos re´sultats avec ceux pre´ce´demment publie´s. Deux articles
(Green & Chapman 1978, Turner 1992) pre´sentent des re´sultats de taux de collisions de
CS. Green & Chapman (1978) ont donne´ pour la gamme de tempe´rature 10 - 100 K des
taux de collisions pour les 13 premiers niveaux de rotation de la mole´cule CS en collision
avec para-H2(j = 0) en utilisant une surface calcule´e avec une me´thode de gaz d’e´lectrons
pour le syste`me CS-He et modifie´e a` longue distance pour rejoindre asymptotiquement
l’interaction de CS avec H2. La me´thode utilise´e pour les calculs de dynamique est une
me´thode approche´e : la me´thode Coupled States. Turner et al. (1992) ont ensuite e´tendu
les calculs de Green & Chapman (1978) aux 21 premiers niveaux de rotation de CS et pour
des tempe´ratures allant jusqu’a` 300 K en utilisant les meˆme me´thodes de dynamique et
la meˆme surface que Green & Chapman (1978). Nous limiterons donc notre comparaison
a` une comparaison avec les re´sultats de Turner et al. (1992).




















































Figure 6.5: Taux de collisions a` partir de j = 0 et j = 1 vers j pour une tempe´rature de
100 K.
La Figure 6.6 compare les taux de collisions calcule´s au cours de ce travail avec ceux
pre´ce´demment calcule´s par Turner et al. (1992) pour des transitions ∆j = j′− j = 1, 2 et
5. D’autres comparaisons a` d’autres tempe´ratures sont pre´sente´es dans l’article IV.
Comme indique´ pre´ce´demment, les taux de collisions de CS obtenus par Turner et
al. (1992) ont e´te´ calcule´s par l’excitation par le para-H2(j = 0). Pour les meˆme raisons












































Figure 6.6: Comparaison des taux de collisions en excitation de ce travail (cercle plein)
avec ceux de Turner et al. (1992) (diamant vide) a` 20 K et 300 K.
que pour la mole´cule SO, on peut s’attendre a` trouver un facteur 1.4 entre les taux de
collisions de CS-para-H2(j = 0) et CS-He si l’on suppose que les sections efficaces sont
identiques. Or comme on peut le voir sur la Figure 6.6, le rapport entre les deux se´ries
de taux de collisions varie de fac¸on significative avec j et la tempe´rature. En particulier,
a` basse tempe´rature les taux de CS-He sont soit supe´rieurs, soit infe´rieurs a` ceux de CS-
para-H2(j = 0) suivant la valeur de j. Hormis les diffe´rentes masses re´duites des deux
syste`mes, plusieurs facteurs peuvent contribuer a` l’explication de ces diffe´rences :
– les deux surfaces de potentiel utilise´es dans les calculs de dynamique diffe`rent pour
toutes les distances : dans la partie re´pulsive et a` longue distance. De plus, la position et
la profondeur du puits sont assez diffe´rentes. Les diffe´rences a` longue distance peuvent
s’expliquer par le fait que la surface de potentiel utilise´e par Turner et al. (1992) est une
surface CS-H2. En revanche, les diffe´rences a` plus courte distance (position du puits,
profondeur du puits et partie re´pulsive) ne sont dues qu’a` la me´thode de calcul, puisque
la surface de potentiel a` courte distance utilise´e par Turner (1992) est une surface de
potentiel CS-He. Les diffe´rences s’expliquent donc par la me´thode de calcul de la surface.
Turner et al. (1992) ont d’ailleurs indique´ qu’une erreur, pouvant atteindre un facteur
2 - 3, provenant de la surface gaz d’e´lectrons pouvait affecter les taux de collisions
calcule´s.
– les taux de collisions de Turner et al. (1992) ont e´te´ calcule´s en utilisant l’approche
Coupled States, approximation qui ne prend pas en compte tous les couplages. Afin
d’analyser l’effet de cette approximation, nous avons compare´ les sections efficaces cal-
cule´es avec notre surface de potentiel et une me´thode Coupled-States aux sections effi-
caces Close-Coupling pre´ce´demment calcule´es. Comme attendu, nous avons trouve´ que
les re´sultats Coupled-States conduisent a` d’importantes erreurs sur les sections efficaces
a` basse e´nergie (< 30 cm−1) affectant les taux de collisions a` tre`s basse tempe´rature (<
50 K) .
Par contre ceci n’est pas le cas a` plus haute e´nergie.La Table 6.4 montre une comparai-
6. Excitation collisionnelle de CS par He 116
son entre les sections efficaces obtenues avec les approches Close-Coupling et Coupled-
States a` plus grande e´nergie cine´tique. Celles-ci sont choisies pour eˆtre au dessus de la
zone de re´sonances afin d’e´viter les de´calages de position des re´sonances. On constate
qu’il y a un accord global entre les deux me´thodes (∼ 10 − 15 %). Les taux de colli-
sions a` moyenne tempe´rature ne sont donc que peu affecte´s par le choix de la me´thode
Coupled-States bien que des diffe´rences relativement importantes (jusqu’a` un facteur






Ji → Jf CC CS CC CS CC CS CC CS
0 → 1 10.511 10.968 7.105 7.114 3.758 3.504 2.887 2.601
0 → 2 10.437 10.397 9.617 9.714 9.555 9.588 7.092 7.138
0 → 5 2.177 2.304 2.586 2.532 1.561 1.460 1.906 1.823
0 → 10 ... ... 0.116 0.174 0.972 0.936 1.023 0.997
0 → 20 ... ... ... ... 0.044 0.075 0.408 0.387
1 → 2 8.671 8.802 6.114 6.032 3.644 3.408 2.914 2.650
1 → 3 8.356 7.841 7.273 7.073 8.043 8.021 6.393 6.389
1 → 6 1.578 1.663 2.169 2.154 1.384 1.293 1.566 1.493
1 → 11 ... ... ... ... 0.879 0.843 0.869 0.843
1 → 21 ... ... ... ... 0.018 0.017 0.394 0.379
10 → 11 7.079 7.163 5.202 4.998 3.239 3.067 2.683 2.483
10 → 12 4.121 3.896 3.954 4.187 5.294 5.348 4.535 4.566
10 → 15 ... ... ... ... 1.020 0.974 1.117 1.052
10 → 20 ... ... ... ... 0.404 0.411 0.530 0.537
10 → 30 ... ... ... ... ... ... 0.117 0.140
Table 6.4: Comparaison entre les sections efficaces obtenues avec une approche CC et
CS.
Cette comparaison montre donc qu’une part des diffe´rences entre les deux jeux de taux
de collisions peut eˆtre explique´e par les diffe´rentes surfaces et dans une moindre mesure
par les me´thodes de calcul de dynamique. L’effet des diffe´rences de masses re´duites dans
les e´quations de collisions est e´galement une source de diffe´rence. Des tests effectue´s en
changeant la masse re´duite dans les calculs de dynamique sont pre´sente´s dans le para-
graphe qui suit.
Effet de la masse re´duite du syste`me dans la dynamique
L’approximation consistant a` transformer les taux avec He en taux avec para-H2,








Cette approximation ne tient pas compte du fait, qu’en plus de la diffe´rence existant entre
les potentiels d’interaction, la masse re´duite des syste`mes conside´re´s intervient dans les
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e´quations de collisions et que par conse´quent, les sections efficaces d’excitation calcule´es
pour une mole´cule en collision avec He sont diffe´rentes des sections efficaces d’excitation
avec para-H2. Nous avons donc voulu e´tudier cet effet.
Nous avons calcule´ des taux de collisions pour le syste`me CS-para-H2(j = 0) en uti-
lisant la surface de potentiel du syste`me CS-He. On a de´termine´ des sections efficaces
entre les 11 premiers niveaux rotationnels de CS jusqu’a` une e´nergie de 300 cm−1 ce qui
nous a permis d’obtenir des taux de collisions a` 50 K. Nous pre´sentons sur la Figure 6.7
(gauche) une comparaison entre les taux de collisions de CS-He multiplie´s par le rapport














































Figure 6.7: Panneau de gauche : Comparaison des taux de collisions de ce travail multiplie´s
par le rapport des masses re´duites (cercle plein) avec ceux calcule´s avec la meˆme surface
mais avec la masse re´duite de H2 incluse dans les calculs de dynamique (diamant vide)
a` 50 K; Panneau de gauche : Comparaison des taux de collisions calcule´s avec la masse
re´duite de H2 (cercle plein) avec ceux de Turner et al. (1992) (diamant vide) a` 40 K
On constate qu’il y a un relativement bon accord (∼ 15 − 25 %) pour les transitions
avec un faible ∆j et que l’e´cart tend a` diminuer lorsque la tempe´rature augmente. En
revanche, l’e´cart croˆıt et peut devenir important (supe´rieur a` un facteur 2) lorsque ∆j
augmente. Ce re´sultat nous montre donc que pour les taux de collisions les plus importants
(∆j petits), la relation 6.3 peut donner un bon ordre de grandeur mais que pour les plus
faibles taux (grands ∆j), cette approximation perd sa validite´. Il est aussi important
de noter que les diffe´rences relativement faibles trouve´es pour les petites valeurs de ∆j
ne sont malgre´ tout pas ne´gligeables pour l’interpre´tation astrophysique. On peut donc
le´gitimement s’interroger sur l’utilisation de la relation 6.3, qui ne peut donner qu’un
ordre de grandeur des taux de collisions avec H2(j = 0) a` partir des taux de collision avec
He.
Les taux de collisions CS-H2(j = 0) que nous avons obtenus a` partir de notre surface
CS-He sont compare´s sur la Figure 6.7 (droite) aux taux de collisions obtenus par Turner
et al. (1992) a` 40 K. On constate d’importants e´carts quelle que soit la valeur ∆j des
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transitions, e´carts qui ne peuvent provenir que des diffe´rences entre les surfaces et les
me´thodes utilise´es.
Pour conclure, cette e´tude a montre´ l’importance de la surface de potentiel sur les taux
calcule´s (ce qui e´tait bien connu e´videmment pour d’autres syste`mes). Nous avons aussi
montre´ que les effets de masse re´duite entre collisions avec He et H2 ne se limitent pas
a` un facteur multiplicatif et qu’un re´sultat pre´cis pour les taux de collisions avec H2 ne
peut eˆtre de´duit des taux avec He.
6.3 Excitation ro-vibrationnelle de CS par He
L’e´tude de l’excitation par collision de la mole´cule CS a` plus haute tempe´rature
ne´cessite la prise en compte de l’excitation vibrationnelle. Bien qu’il ait e´te´ vu lors de
l’e´tude de l’excitation ro-vibrationnelle de la mole´cule SO que cette dernie`re e´tait relati-
vement ne´gligeable, nous avons tout de meˆme conside´re´ l’excitation ro-vibrationnelle de
CS puisque (i) nous voulions confirmer les re´sultats entrevus pour la mole´cule SO (ii) nous
voulions voir si a` tre`s haute e´nergie (∼ 10000 cm−1) celle-ci e´tait toujours ne´gligeable.
Comme pour la mole´cule SO, compte tenu du nombre important de niveaux pris en compte
(les 38 premiers niveaux de rotation de chacun des 3 premiers niveaux de vibration), la
seule approche utilisable pour les calculs de dynamique est l’approche VCC-IOS. Nous
avons e´value´ la validite´ de cette approche, bien que l’on puisse d’ores et de´ja` conside´rer
que l’e´tude de l’excitation de la mole´cule CS a` haute tempe´rature rentre dans le cadre
de validite´ des me´thodes IOS puisque CS est une mole´cule relativement lourde et les
e´nergies de collisions pre´ponde´rantes a` haute tempe´rature sont les hautes e´nergies. Avant
de pre´senter les calculs de dynamique et de discuter les re´sultats, nous de´taillons le calcul
de la surface de potentiel 3D du syste`me CS-He.
6.3.1 Surface de potentiel 3D du syste`me CS-He
La surface 3D CS-He a e´te´ calcule´e au niveau CCSD(T) en utilisant la base d’orbitales
atomiques aug-cc-pVQZ comme ce fut de´ja` le cas pour l’e´tude rotationnelle de CS. On a
adopte´ la meˆme strate´gie de calcul que pour la de´termination de la surface 3D de SO-He
(i.e. calculer plusieurs surfaces 2D du syste`me CS-He a` 3 distances intermole´culaires r de
CS).
Nous disposons de´ja` d’une grille comple`te pour la distance r d’e´quilibre de CS, cette
distance r = 2.9 a0 est donc la premie`re distance. Les deux autres distances ont e´te´ choisies
de sorte que le potentiel d’interaction de CS-He soit de´crit correctement pour toute valeur
de r correspondant a` toute valeur non nulle des fonctions d’onde vibrationnelles de CS des
niveaux conside´re´s. On repre´sente donc sur la Figure 6.8 les e´nergies des premiers niveaux
vibrationnels de CS ainsi que les fonctions d’onde correspondantes. Les fonctions d’onde
vibrationnelles (j = 0) ont e´te´ obtenues par la me´thode de grille (FGH) (Clay Marston &
Balint-Kurti 1989) a` partir du potentiel de CS calcule´ au paragraphe 6.1.
La fonction d’onde vibrationnelle de v = 2 a des valeurs non nulles pour des distances
r comprises entre 2.4 et 3.4 a0. Ces distances extreˆmes ont e´te´ choisies pour construire
une repre´sentation analytique de la surface de potentiel CS-He 3D. 2 surfaces de potentiel
2D pour des distances r = 2.4 et r = 3.4 a0 ont ainsi e´te´ calcule´es en utilisant la meˆme




















Figure 6.8: Fonctions d’e´nergie potentielle du niveau fondamental de CS et premiers ni-
veaux vibrationnels, les fonctions d’onde sont a` l’e´chelle 1/1000.
strate´gie que pour le calcul de la surface a` la distance d’e´quilibre r = 2.9 a0 (paragraphe
6.2).
1895 ge´ome´tries ont e´te´ calcule´es pour de´crire la surface de potentiel 3D. La surface
analytique est ensuite construite a` partir de ces points ab initio avec une fonction de la
forme (voir chapitre 2) :





dl+m−1m0 (cosθ)Aln(R)(r − re)n−1 (6.4)
ou` L est le nombre d’angles pour lesquels le potentiel a e´te´ calcule´.
La qualite´ de la repre´sentation analytique a e´te´ analyse´e de la fac¸on suivante : nous
avons calcule´ quelques ge´ome´tries supple´mentaires pour R et θ donne´s et une comparaison
entre les points ab initio et la repre´sentation analytique de la surface de potentiel pour
deux valeurs de R et θ est pre´sente´e sur la Figure 6.9.
L’accord entre les points ab initio et la repre´sentation analytique de la surface de
potentiel est satisfaisant. Quelques e´carts apparaissent pour certaines distances r, mais
l’e´cart reste infe´rieur a` 4 - 5%. Ce comportement est repre´sentatif de l’ensemble de la
repre´sentation analytique de la surface, on peut donc conside´rer que les diffe´rences restent
raisonnables compte tenu de l’approximation VCC-IOS utilise´e en dynamique.
Comme indique´ pre´ce´demment pour l’excitation ro-vibrationnelle de SO, on peut sim-
plifier les calculs de dynamique dans le cas de l’approche VCC-IOS en e´crivant les e´le´ments
de matrice ne´cessaires au calcul de dynamique sous la forme suivante :
Vv,v′(R, θ) = 〈v(r)|V (r, R, θ)|v′(r)〉 (6.5)
ou` v(r) et v′(r) sont les fonctions vibrationnelles de la mole´cule CS.

















R = 7.25a0, θ = 75°
R = 9a0, θ = 0°
Figure 6.9: Comparaison entre les points ab initio (Courbe rouge) et le fit de la surface
de potentiel CS-He (courbe noire).
Les e´le´ments 〈v(r)|(r − re)n−1|v′(r)〉 correspondants sont donne´s dans la Table 6.5.
Il a fallu, pour faire converger le calcul des inte´grales, utiliser un pas de 0.0004 a0.
v v′ n = 1 n = 2 n = 3
0 0 1.00000 0.02228 0.00594
0 1 0.00000 0.07368 0.00408
0 2 0.00000 -0.00380 0.00744
1 0 0.00000 0.07368 0.00408
1 1 1.00000 0.03850 0.01786
1 2 0.00000 0.10444 0.00862
2 0 0.00000 -0.00380 0.00744
2 1 0.00000 0.10444 0.00862
2 2 1.00000 0.05488 0.03047
Table 6.5: Ele´ments de matrice 〈v(r)|(r−re)n−1|v′(r)〉 utilise´s dans le calcul des e´le´ments
de matrice du potentiel, re est fixe´ a` 2.9 a0.
6.3.2 Calculs de dynamique
Les calculs ro-vibrationnels ont e´te´ effectue´s au niveau VCC-IOS. Nous avons teste´
cette approximation en comparant, pour un calcul purement rotationnel, les sections effi-
caces obtenues par un calcul Close-Coupling et un calcul IOS. La Figure 6.10 montre les
sections efficaces partant du niveau rotationnel j = 0.






















Figure 6.10: Comparaison des sections efficaces obtenues avec une me´thode CC (courbe
pleine) et IOS (diamants).
On constate qu’il y a un e´cart pour les faibles e´nergies et que les re´sonances ne sont pas
reproduites mais que, quel que soit le ∆J de la transition, les sections efficaces obtenues
par les deux me´thodes convergent a` plus haute e´nergie. Cette comparaison montre, comme
attendu, que l’IOS peut eˆtre utilise´ pour l’excitation rotationnelle a` haute e´nergie.
Par ailleurs, nous avons, comme pour SO, effectue´ un calcul ro-vibrationnel avec la
nouvelle surface 3D en incluant uniquement le premier niveau de vibration dans les calculs
afin de ve´rifier la validite´ de l’utilisation d’une surface 2D pour l’excitation rotationnelle.
La Figure 6.11 (gauche) pre´sente une comparaison entre les sections efficaces σIOS(0 →
L) v = 0 obtenues avec les deux surfaces 2D et 3D.
Comme pour la mole´cule SO, l’accord entre les deux sections efficaces σIOS(0 → L)
est bon. Ce re´sultat, ainsi que le re´sultat analogue sur SO confirme que le choix du calcul
d’une surface a` 2D (r e´tant fixe´ a` sa distance d’e´quilibre expe´rimentale) pour l’excitation
rotationnelle de mole´cules diatomiques est justifie´.
Nous avons ensuite calcule´ les sections efficaces entre niveaux ro-vibrationnels pour
une gamme d’e´nergie allant de 0 a` 9000 cm−1 pour les 38 premiers niveaux rotationnels
de v = 0, v = 1 et v = 2. Comme discute´ pre´ce´demment pour SO, nous n’avons pas
inclus de niveaux de vibration supple´mentaires puisque les couplages induits sont faibles
et ne modifient a priori pas les re´sultats alors qu’ils augmentent grandement les temps de
calcul.
Nous avons aussi compare´ les taux de collisions obtenus par calcul rotationnel pur avec
ceux du calcul ro-vibrationnel pour les transitions rotationnelles dans v = 0. La Figure
6.11 (droite) pre´sente une comparaison des sections efficaces σIOS(0→ L) obtenues par les
deux calculs. On constate la` encore qu’il n’y a aucune diffe´rence entre les deux re´sultats.
Ces re´sultats confirment donc ce qui a e´te´ entrevu pour la mole´cule SO, mais cette fois a`














































Figure 6.11: Gauche : Comparaison des σIOS(0 → L) obtenues par un calcul rotationnel
avec la surface 2D (diamants) avec les re´sultats obtenus par un calcul rotationnel avec la
surface 3D (courbe pleine); Droite : Comparaison des σIOS(0→ L) obtenues par un calcul
rotationnel (diamants) et celles obtenues par un calcul ro-vibrationnel v = 0 (courbe
pleine).
des e´nergies plus e´leve´es puisque pour la mole´cule CS, les calculs sont effectue´s jusqu’a` des
e´nergies de l’ordre de 10000 cm−1. Les re´sultats rotationnels ne sont donc pas affecte´s par
l’excitation vibrationnelle. Ce re´sultat, de´ja` observe´ pour CO et HF (Krems & Nordholm
2001; Krems et al. 2001; Krems 2002) est ici retrouve´ que les e´nergies de collisions soient
faibles ou grandes. Comme pour SO, la faiblesse des taux de collisions des transitions
ro-vibrationnelles devant ceux des transitions rotationnelles meˆme a` tre`s hautes e´nergies
ne perturbe pas l’excitation rotationnelle. Ce re´sultat est tre`s important puisque de par
l’expe´rience que nous avons eue en e´tudiant SO et CS, et de par les pre´ce´dentes e´tudes sur
les mole´cules diatomiques, il est sans doute possible de calculer l’excitation rotationnelle a`
tre`s haute tempe´rature sans prendre en compte l’excitation vibrationnelle tout en gardant
une grande pre´cision dans les re´sultats. On pourrait donc avoir un gain en temps de calcul
conside´rable et ainsi fournir des re´sultats pour un tre`s grand nombre de mole´cules.
Les calculs de sections efficaces d’excitation ro-vibrationnelle effectue´s jusqu’a`
9000 cm−1 nous ont permis de de´terminer des taux de collisions pour tous les niveaux
conside´re´s jusqu’a` 1500 K. Les taux de collisions impliquant les premiers niveaux rota-
tionnels de v = 0 de CS sont pre´sente´s dans la Table 6.6 pour les tempe´ratures 300, 500,
700, 1000 et 1500 K. Les re´sultats complets (entre les 38 premiers niveaux de rotation des
3 premiers niveaux de vibration) sont disponibles sur le site web basecol.
On repre´sente sur la Figure 6.12 la variation des taux de collisions de CS avec la
tempe´rature entre 2 niveaux rotationnels appartenant au meˆme niveau vibrationnel (Fi-
gure 6.12a, Figure 6.12b et Figure 6.12c) et entre niveaux rovibrationnels (Figure 6.12d,
Figure 6.12e et Figure 6.12f) pour quelques transitions ∆j = −1.
On constate, comme pour la mole´cule SO, que la variation avec la tempe´rature est
relativement lente pour les transitions rotationnelles au sein d’un niveau vibrationnel
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j j′ 300K 500K 700K 1000K 1500K
1 .. 0 2,01e-11 2,10e-11 2,17e-11 2,26e-11 2,40e-11
2 .. 0 2,54e-11 2,93e-11 3,17e-11 3,44e-11 3,76e-11
2 .. 1 3,28e-11 3,56e-11 3,75e-11 3,98e-11 4,28e-11
3 .. 0 4,77e-12 5,76e-12 6,39e-12 7,03e-12 7,74e-12
3 .. 1 4,27e-11 5,14e-11 5,68e-11 6,25e-11 6,90e-11
3 .. 2 3,68e-11 4,06e-11 4,34e-11 4,67e-11 5,09e-11
4 .. 0 5,88e-12 8,00e-12 9,36e-12 1,07e-11 1,20e-11
4 .. 1 9,53e-12 1,18e-11 1,34e-11 1,52e-11 1,71e-11
4 .. 2 4,85e-11 5,91e-11 6,62e-11 7,36e-11 8,21e-11
4 .. 3 3,87e-11 4,28e-11 4,60e-11 4,99e-11 5,51e-11
5 .. 0 1,91e-12 2,48e-12 2,94e-12 3,47e-12 4,06e-12
5 .. 1 1,13e-11 1,59e-11 1,90e-11 2,22e-11 2,55e-11
5 .. 2 1,19e-11 1,47e-11 1,69e-11 1,94e-11 2,23e-11
5 .. 3 5,14e-11 6,27e-11 7,05e-11 7,89e-11 8,87e-11
5 .. 4 4,00e-11 4,41e-11 4,74e-11 5,16e-11 5,73e-11
6 .. 0 2,02e-12 3,02e-12 3,82e-12 4,68e-12 5,59e-12
6 .. 1 4,27e-12 5,48e-12 6,57e-12 7,91e-12 9,52e-12
6 .. 2 1,38e-11 1,94e-11 2,35e-11 2,78e-11 3,25e-11
6 .. 3 1,33e-11 1,64e-11 1,88e-11 2,17e-11 2,53e-11
6 .. 4 5,33e-11 6,49e-11 7,29e-11 8,18e-11 9,22e-11
6 .. 5 4,07e-11 4,49e-11 4,83e-11 5,26e-11 5,86e-11
7 .. 0 1,01e-12 1,27e-12 1,55e-12 1,92e-12 2,41e-12
7 .. 1 4,33e-12 6,44e-12 8,25e-12 1,03e-11 1,26e-11
7 .. 2 5,71e-12 7,25e-12 8,68e-12 1,05e-11 1,29e-11
7 .. 3 1,54e-11 2,14e-11 2,59e-11 3,09e-11 3,63e-11
7 .. 4 1,42e-11 1,76e-11 2,01e-11 2,32e-11 2,72e-11
7 .. 5 5,46e-11 6,64e-11 7,45e-11 8,35e-11 9,43e-11
7 .. 6 4,11e-11 4,55e-11 4,89e-11 5,33e-11 5,94e-11
Table 6.6: Taux de collisions j → j′ (v = 0) en de´sexcitation de CS par He en fonction
de la tempe´rature (en cm3 s−1).
donne´ (Figure 6.12a, Figure 6.12b et Figure 6.12c) mais que pour les transitions ro-
vibrationnelles, les taux de collisions croissent fortement avec la tempe´rature (Figure
6.12d, Figure 6.12e et Figure 6.12f). Ces re´sultats confirment une tendance pre´ce´demment
observe´e pour SO.
Les taux de collisions ro-vibrationnels (Figure 6.12d, Figure 6.12e et Figure 6.12f)
sont infe´rieurs de plusieurs ordres de grandeur aux taux rotationnels, y compris a` haute
tempe´rature. Les ordres de grandeur trouve´s pour CS sont les meˆmes que ceux trouve´s
pour SO a` plus basse tempe´rature ou pour d’autres mole´cules diatomiques telles que
CO (Balakrishnan et al. 2000, Krems 2002) ou SiO (Palov et al. 2002). Comme indique´
pre´ce´demment pour SO, on pourrait penser que les taux de collisions ro-vibrationnels
peuvent eˆtre conside´rablement augmente´s s’il y a quasi de´ge´ne´rescence de deux niveaux
mais des calculs effectue´s pour CO (Krems 2002) avec une me´thode qui tient compte de la
structure e´nerge´tique des niveaux ont montre´ qu’il n’en e´tait rien. Il est donc peu probable




















































































































































Figure 6.12: Variation des taux de collisions de CS avec He en fonction de la tempe´rature.
(a) v = 0 → v′ = 0, (b) v = 1 → v′ = 1, (c) v = 2 → v′ = 2, (d) v = 1 → v′ = 0, (e)
v = 2→ v′ = 1, (f) v = 2→ v′ = 0.
de trouver des taux ro-vibrationnels ayant un ordre de grandeur similaire a` ceux des taux
rotationnels. Ces calculs montrent que l’excitation ro-vibrationnelle par collision est tre`s
peu importante dans la gamme des tempe´ratures interstellaires ou circumstellaires. De
plus, si ∆v est plus grand que 1, les taux de collisions sont comple`tement ne´gligeables.
On constate aussi, comme on l’a vu pour la mole´cule SO, que les taux de collisions
purement rotationnels ne sont pas affecte´s par le couplage vibrationnel. Ainsi les taux de
collisions correspondant a` une transition rotationnelle donne´e sont identiques quel que soit
le niveau de vibration. Ces re´sultats nous sont confirme´s dans la Table 6.7 qui montre
que quel que soit le niveau v le quenching dans ce niveau v a` partir de j = 0 est tre`s
voisin. Ce re´sultat s’explique, une nouvelle fois, par le fait que les e´le´ments de matrice
diagonaux du potentiel entre deux niveaux v sont peu diffe´rents quel que soit v (Table
6.5). A l’inverse, on remarque en regardant la Table 6.7 et la Figure 6.12 que les taux
ro-vibrationnels avec ∆v = 1 augmentent avec l’augmentation de v initial.
Enfin, il est inte´ressant d’analyser la distribution des niveaux rotationnels de v′ = 0
apre`s une relaxation vibrationnelle de CS par He en partant de diffe´rents niveaux de
rotation de v = 1, j. La Figure 6.13 pre´sente donc cette distribution.
A l’exception des transitions provenant du niveau v = 1, j = 0, on observe, comme on
l’a de´ja` vu pour SO que les transitions avec un ∆j petit (∆j = 0 est la plus importante)
sont privile´gie´es quelle que soit la tempe´rature. Le cas des transitions provenant du niveau
v = 1, j = 0 est plus complexe. En effet, la probabilite´ d’avoir une transition avec un
∆j = 0 est tre`s faible et les transitions les plus probables sont les transitions ayant
un niveau de rotation final compris entre 10 et 20. Ce re´sultat a de´ja` e´te´ observe´ pour
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Niveau de rotation de CS v=0
v = 1, j = 35
1500K
Figure 6.13: Distribution sur les niveaux de rotation apre`s une relaxation vibrationnelle
de CS par He.
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v T (K) kv,j=0→v,P j′ kv,j=0→v−1,P j′
300 1.88 10−10 ...
0 800 3.05 10−10 ...
1500 4.09 10−10 ...
300 1.88 10−10 4.86 10−16
1 800 3.06 10−10 2.17 10−14
1500 4.10 10−10 1.76 10−13
300 1.89 10−10 8.27 10−16
2 800 3.06 10−10 3.28 10−14
1500 4.09 10−10 2.33 10−13
Table 6.7: Taux de collisions pour la relaxation vibrationnelle et l’excitation totale ro-
tationnelle de CS(v, j = 0) par l’he´lium. La notation
∑
j′ est utilise´e pour les taux de
collisions somme´s sur les niveaux j′ finaux.
la mole´cule CO (Balakrishnan et al. 2000, Krems 2002) ou` les transitions provenant de
v = 1, j = 0 avaient des probabilite´s plus importantes de terminer sur un niveau de
rotation compris entre 5 et 15.
Une remarque que nous avons faite en e´tudiant SO et CS est que l’excitation rotation-
nelle au sein d’un niveau vibrationnel ne de´pend quasiment pas du niveau de vibration
conside´re´. On peut donc conside´rer que les taux rotationnels de´termine´s pour v = 0 sont
aussi valables pour les v supe´rieurs (une e´tude syste´matique sur un plus grand nombre de
niveaux de vibration doit eˆtre effectue´e afin de confirmer ce re´sultat).
6.4 De´polarisation et transfert de polarisation de CS
par collisions avec He
Le paragraphe pre´ce`dent a pre´sente´ les sections efficaces σ(v, 0 → v′, L) pour les
trois premiers niveaux de vibration de l’e´tat e´lectronique fondamental de CS pour une
gamme d’e´nergie allant de 0.1 a` 10000 cm−1. Ces sections efficaces permettent d’obtenir
de fac¸on rapide les taux de de´polarisation et de transfert de polarisation de la mole´cule CS.
Nous ne pre´sentons ici que les re´sultats concernant les niveaux rotationnels a` l’inte´rieur
du niveau v = 0 car, comme montre´ pre´ce´demment, les sections efficaces rotationnelles
sont pratiquement inde´pendantes de v et les sections ro-vibrationnelles sont extreˆmement
petites. Enfin, on ne pre´sente ici que des re´sultats pour des tempe´ratures supe´rieures a`
300 K car nous avons utilise´ l’approximation IOS pour obtenir ces taux de de´polarisation
et de transfert de polarisation, et que cette approximation a son domaine de validite´ situe´
a` haute tempe´rature.
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La Figure 6.14 pre´sente les taux de destruction de l’orientation (k = 1) et de l’aligne-
ment (k = 2) des 40 premiers niveaux rotationnels j de CS pour des tempe´ratures de 300,





























































Figure 6.14: Taux de de´polarisation en fonction du niveau rotationnel j pour des
tempe´ratures de 300, 500, 1000, 1500 K.
On constate que les taux de de´polarisation des niveaux rotationnels augmentent avec
la tempe´rature (voir aussi Figure 6.16) et qu’ils sont relativement inde´pendants du niveau
rotationnel conside´re´ sauf pour les premie`res valeurs de j. Ceci s’explique par le fait que
les sections σ(0 → L) pour L petit contribuent majoritairement aux σk et que pour L
petit, les coefficients “3-j” et “6-j” sont petits, la contribution dominante du terme entre
parenthe`ses e´tant alors δjj′. On note aussi que les taux de destruction de l’alignement
(k = 2) et de l’oriention (k = 1) sont similaires (voir aussi Figure 6.16).
La Figure 6.15 pre´sente les taux de transfert de polarisation pour des transitions avec
∆j = j′ − j = −1 a` des tempe´ratures de 300, 500, 1000, 1500 K.
On constate, comme pour les taux de de´polarisation, que les taux de transfert de
polarisation augmentent avec la tempe´rature (voir aussi Figure 6.16) mais de fac¸on moins
significative (il y a un facteur 1.5 entre les taux de de´polarisation a` 300 et 1500 K) que les
taux de de´polarisation. On remarque aussi que contrairement aux taux de de´polarisation,
il y a une variation en fonction du niveau j initial. Plus j augmente et plus le taux de
transfert augmente. Ce comportement est tre`s similaire au comportement des taux de
collisions. On note aussi que les taux de transfert de l’alignement (k = 2) et de l’oriention
(k = 1) sont du meˆme ordre de grandeur.
Enfin, on remarque que les taux de transfert de polarisation sont infe´rieurs d’aux moins
un ordre de grandeur au taux de de´polarisation.
La Figure 6.16 pre´sente la variation des taux de de´polarisation et de transfert de
polarisation en fonction de la tempe´rature.
Ces graphes confirment une croissance avec la tempe´rature tre`s rapide pour les taux
de de´polarisation et un peu moins rapide des taux de transfert de polarisation. On a































































Figure 6.15: Taux de transfert de polarisation en fonction du niveau rotationnel j pour




























































Figure 6.16: Variation des taux de de´polarisation des niveaux j = 3 et 10 et des taux de
transfert de polarisation de j = 5→ j′ = 4 en fonction de la tempe´rature.
aussi repre´sente´ sur la Figure 6.16 en plus des taux de transfert de polarisation les taux
d’excitation collisionnelle (k=0). On constate que les taux de transfert de polarisation
sont du meˆme ordre de grandeur (le´ge`rement infe´rieurs) que les taux de collisions.
Ces re´sultats ne sont que des re´sultats pre´liminaires base´s sur l’approximation IOS et
une e´tude plus comple`te sera faite en utilisant l’approche Close-Coupling afin de voir si
ces premiers ordres de grandeur et re´sultats sont confirme´s.
Synthe`se
Nous avons pre´sente´ dans ce chapitre la de´termination de taux de collisions entre
niveaux ro-vibrationnels de CS par He pour une gamme de tempe´ratures allant de 10
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a` 1500 K. Une surface de potentiel 2D et une surface 3D ont e´te´ calcule´es au ni-
veau clusters couple´s. Les calculs de dynamique ont e´te´ effectue´s en utilisant suivant
la tempe´rature des me´thodes Close-Coupling (excitation rotationnelle) ou VCC-IOS (ex-
citation ro-vibrationnelle). Comme pour la mole´cule SO, il a e´te´ montre´ que les taux de
collisions des transitions ro-vibrationnnelles e´taient tre`s infe´rieurs a` ceux des transitions
rotationnelles. La comparaison avec les re´sultats plus anciens de Turner (1992) a montre´
que d’importantes diffe´rences existaient et qu’elles e´taient susceptibles d’avoir un impact
important sur la mode´lisation astrophysique. L’effet de la masse re´duite dans les calculs
de dynamique a e´te´ e´tudie´ et on a montre´ qu’il pouvait avoir un roˆle important dans la
de´termination des sections efficaces surtout si ces dernie`res sont petites. Enfin, nous avons
calcule´ dans le cadre de l’approximation IOS les taux de de´polarisation et de transfert
de polarisation de CS par He et nous avons vu que les taux de de´polarisation e´taient
supe´rieurs aux taux de transfert de polarisation qui sont eux meˆme du meˆme ordre de
grandeur que les taux de collisions ine´lastiques.







Les taux de collisions calcule´s pour les mole´cules SO et CS diffe`rent (pour certains
nettement) des taux pre´ce´demment publie´s. Le but de ce chapitre est d’en de´duire l’im-
pact sur la mode´lisation astrophysique et les diagnostics associe´s mais aussi de tester la
sensibilite´ des re´sultats de transfert radiatif aux taux de collisions : les taux de collisions
de CS calcule´s par Turner (1994) sont voisins des taux de collisions de ce travail et il est
inte´ressant de voir si ces diffe´rences raisonnables se retrouvent sur les spectres simule´s.
Il faut cependant noter que les taux de collisions utilise´s dans cette mode´lisation astro-
physique sont les taux de collisions avec H2 obtenus a` partir des taux de collisions avec
He et que par conse´quent, ils ne repre´sentent qu’une estimation raisonnable des taux de
collisions avec H2 et bien e´videmment la de´termination de taux de collisions de SO et CS
avec H2 devra eˆtre effectue´ pour confirmer ces tendances. une mode´lisation d’observations
de SO dans le nuage mole´culaire froid effectue´e a` partir des nouveaux taux est pre´sente´e.
7.1 Transfert radiatif, approximation LVG
Quel est le me´canisme d’e´mission du rayonnement provenant du MIS ?
Le milieu interstellaire se compose d’un me´lange de mole´cules gazeuses et de poussie`res.
Deux grandes familles de processus gouvernent l’excitation et la de´sexcitation des
mole´cules en phase gazeuse : les collisions et les processus radiatifs. Le mouvement des
particules lie´ a` la tempe´rature du milieu induit des collisions permettant le transfert
d’e´nergie d’une particule a` l’autre. Cette e´nergie permet aux mole´cules d’atteindre des
niveaux d’e´nergie vibrationnelle, rotationnelle supe´rieurs. L’absorption d’un photon se
propageant dans le milieu est le deuxie`me me´canisme principal d’excitation des espe`ces.
Les collisions sont e´galement une source importante de de´sexcitation; une autre source im-
portante e´tant les processus radiatifs par l’e´mission d’un photon, soit de fac¸on spontane´e,
soit sous l’effet du champ de rayonnement (e´mission induite). La fre´quence des photons
ainsi e´mis de´pend de la diffe´rence d’e´nergie entre les deux niveaux (niveau infe´rieur l et
supe´rieur u) tels que ∆E = Eu − El = hν. L’ensemble des photons e´mis par une meˆme
espe`ce constitue un signal observable par les radiote´lescopes.
7.1.1 Transfert radiatif
La mode´lisation de ces observations se fait a` l’aide de codes de transfert radiatif dont
voici brie`vement le principe.
Lorsqu’un photon est e´mis par une mole´cule du gaz, il peut soit traverser le milieu
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et s’e´chapper pour parvenir au de´tecteur soit eˆtre absorbe´ par une autre espe`ce du gaz
mettant cette espe`ce dans un e´tat excite´ qui, pour se de´sexciter, e´mettra a` son tour un
photon ....
Le proble`me du transfert radiatif provient de la de´pendance non line´aire de l’e´mission
des espe`ces en un point P du milieu par rapport a` toutes les autres mole´cules de la re´gion.
A ce proble`me s’ajoute le fait que le champ de rayonnement de´pend des populations des
niveaux de toutes les espe`ces pre´sentes dans le milieu. C’est un second proble`me qui est en
fait couple´ au proble`me du transfert radiatif. Dans la pratique, le proble`me du transfert
radiatif revient a` calculer comment les photons e´mis dans un milieu se de´placent dans ce
milieu et combien d’entre eux s’en e´chappent pour parvenir jusqu’a` nous.
Les e´quations de base ne´cessaires pour le traitement du transfert radiatif sont les
suivantes (Lequeux 2002; Wakelam 2004):
– L’e´quation statistique locale, qui exprime le fait que le nombre de transitions en




(Aul +BulJ + Cul) =
Nlev∑
l=1
nl(BluJ + Clu) (7.1)
ou` Blu et Bul sont les coefficients d’Einstein pour l’absorption et l’e´mission induite,
Clu et Cul sont des taux de collisions qui caracte´risent, respectivement, le transfert de
population du niveau supe´rieur u vers le niveau infe´rieur l et le transfert du niveau l
vers le niveau u a` cause des collisions. Aul est le coefficient d’Einstein pour l’e´mission
spontane´e. J est le champ de rayonnement interne du milieu (en l’absence d’un champ
externe). nu et nl sont respectivement les densite´s de la mole´cule aux niveaux d’e´nergie
u et l.
– L’e´quation ge´ne´rale du transfert radiatif de´crivant la variation de l’intensite´ de ra-
diation Iν a` une fre´quence ν s’e´crit :
dIν
dτν
= −Iν + Sν (7.2)






nlBlu − nuBul (7.3)
ǫν e´tant le coefficient d’e´mission et κν le coefficient d’absorption. dτν = κνdl est
l’e´paisseur optique le long d’un trajet dl.
On a donc vu que l’e´quilibre des niveaux est de´termine´ a` la fois par la densite´ locale et
par le champ de rayonnement dans la raie. Or ce champ de rayonnement est lui meˆme
de´termine´ par les proprie´te´s des atomes et des mole´cules e´metteurs du milieu. On est
donc contraint de re´soudre simultane´ment l’e´quation d’e´quilibre statistique et l’e´quation
de transfert pour l’ensemble du milieu conside´re´. Pour un syste`me complexe a` plusieurs
niveaux d’e´nergie (comme c’est le cas pour les mole´cules), il est souvent ne´cessaire de faire
une approximation permettant de simplifier les e´quations de population des niveaux et
ainsi de de´coupler les deux types d’e´quations. La premie`re et la plus simple des approxi-
mations consiste a` supposer que le milieu est a` l’e´quilibre thermodynamique local (ETL),
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c’est-a`-dire que la densite´ du gaz est suffisante pour permettre aux collisions de dominer
l’excitation des espe`ces, et que le milieu est optiquement mince. Cette me´thode est tre`s
pratique et a souvent e´te´ utilise´e mais elle a un domaine de validite´ tre`s limite´ puisque
comme on l’a vu pre´ce´demment, le milieu interstellaire est rarement a` l’ETL.
7.1.2 Approximation du grand gradient de vitesse (LVG)
Lorsque le milieu n’est pas a` l’ETL, une des me´thodes fre´quemment utilise´e permettant
de de´coupler les e´quations de transfert radiatif de celles des populations des niveaux est
la me´thode de probabilite´ d’e´chappement, introduite pour la premie`re fois par Sobolev
(1958, 1960). L’ide´e de base est d’introduire un facteur multiplicateur local qui de´crit la
probabilite´ qu’un photon a de s’e´chapper d’une enveloppe de gaz apre`s avoir e´te´ ge´ne´re´.
Dans le cadre de l’approximation LVG, on conside`re que le rapport J/S correspond a` la
quantite´ de photons qui sont pie´ge´s dans le milieu et ne s’e´chappent pas du nuage. Ainsi
il est possible d’e´crire : J = S(1−β), β e´tant la probabilite´ qu’un photon a de s’e´chapper
du milieu sans eˆtre absorbe´. La cle´ de l’approximation de probabilite´ d’e´chappement est




dans l’e´quation 7.1 et en utilisant la relation Bul = Aulc









Cette expression est totalement inde´pendante du champ de rayonnement et exprime
le fait que seuls les photons qui vont s’e´chapper du milieu vont re´ellement modifier la
population des niveaux puisque seul le terme de βAul intervient dans cette expression en
plus des collisions.
L’expression de β peut eˆtre variable et de´pend a` la fois de la ge´ome´trie de la source et
de l’e´paisseur optique mais pas du rayonnement. Par exemple, lorsqu’un rayonnement I
entre dans une couche sphe´rique dont la profondeur optique est τ , l’intensite´ qui ressort
est Ie−τ . La probabilite´ pour que le rayonnement s’e´chappe du milieu est donc e−τ . Pour
un milieu de tempe´rature uniforme, la probabilite´ d’e´chappement β peut s’e´crire :











L’un des mode`les fre´quemment applique´ utilisant la me´thode de probabilite´ d’
e´chappement est le mode`le du grand gradient de vitesse (Large Velocity Gradient). Dans
un milieu ou` re`gne un grand gradient de vitesse, la fre´quence d’un photon a` n’importe
quelle position sera modifie´e par effet Doppler a` cause du gradient de vitesse pour les
particules ayant le meˆme axe de propagation et a` cause de la diffe´rence de direction pour
les particules se propageant sur des axes diffe´rents. Ainsi le milieu conside´re´ est divise´ en
petites cellules a` l’inte´rieur desquelles les particules interagissent entre elles et a` l’exte´rieur
desquelles les particules sont de´couple´es.
Le code LVG que j’ai utilise´ a e´te´ de´veloppe´ par J. Cernicharo. La probabilite´
d’e´chappement de ce mode`le est base´e sur l’expression 7.4. Le mode`le calcule les flux
en fonction de trois parame`tres : la densite´ de colonne de la mole´cule, la tempe´rature et
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la densite´ du gaz. Ces trois parame`tres sont suppose´s constants dans tout le nuage. La
densite´ de colonne d’une mole´cule N correspond au nombre de mole´cules dans un cylindre
de section unite´ le long de la ligne de vise´e. L’unite´ de la densite´ de colonne est : mole´cules
/ cm2. L’e´paisseur optique est proportionnelle a` la densite´ de colonne.
Les radioastronomes ont pris l’habitude d’exprimer les intensite´s en termes de
tempe´rature de brillance TB. Dans le cas de la radioastronomie millime´trique, hν <<







Afin de mesurer l’impact des taux de collisions de la mole´cule SO que nous avons
calcule´s sur l’interpre´tation de donne´es astrophysiques, nous avons simule´ l’excitation de
la mole´cule SO a` travers un code LVG en utilisant nos taux de collisions et ceux de Green
(1994).
La Figure 7.1 compare, en fonction de la densite´ de H2 les rapports de tempe´rature
de brillance obtenus avec nos taux de collisions et ceux de Green (1994) pour plusieurs
transitions fre´quemment observe´es, et plusieurs valeurs de la densite´ de colonne de SO.
On remarque tout d’abord que les tempe´ratures de brillance sont insensibles aux taux
de collisions a` haute densite´ de H2. Ceci est attendu car les niveaux sont alors thermalise´s,
donc insensibles aux de´tails des e´quations d’e´quilibre statistique. Par contre, lorsque la
densite´ de´croit, les tempe´ratures de brillance diffe`rent notablement (un facteur 2 a` 3 pour
la plupart des transitions et beaucoup plus pour la transition 01 − 10). En particulier,les
tempe´ratures de brillance obtenues avec les taux de collisions de Green (1994) sont sous
estime´es a` basse densite´, ce qui conduit a` surestimer la densite´ de colonne de SO et/ou
la densite´ de H2 de´duites des observations. Il est aussi important de noter, que quelle que
soit la transition utilise´e, les erreurs commises sur l’interpre´tation seront du meˆme ordre
de grandeur. Ce re´sultat n’est pas surprenant puisque l’on a vu qu’il y avait une diffe´rence
d’un facteur 2-3 entre les taux de collisions de Green (1994) et nos taux de collisions.
Le cas de la transition 01 − 10 est particulie`rement inte´ressant puisque nous avons
obtenu des e´carts sur les tempe´ratures de brillance pouvant atteindre un facteur 10, voire
supe´rieur. Meˆme s’il est vrai que cette transition est rarement observe´e dans les nuages
avec des tempe´ratures supe´rieures a` 50 K, certains diagnostics de l’abondance de SO dans
des nuages mole´culaires ont e´te´ base´s sur l’observation de cette transition (Rydbeck et al.
1980), si bien que la densite´ ou l’abondance obtenue, comporte une erreur tre`s importante.
Les importantes diffe´rences obtenues sont directement lie´es aux diffe´rences existant entre
les constantes de vitesse correspondantes (transitions de de´sexcitation avec ∆N > 0).
L’utilisation des taux de collisions de Green (1994) peut donc conduire a` d’importantes
erreurs dans l’interpre´tation d’observations de SO provenant de nuages mole´culaires.
A plus basse tempe´rature, les meˆmes diffe´rences entre les tempe´ratures de brillance
existent si l’on utilise les taux de collisions pre´sente´s ici ou les taux de collisions de
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Figure 7.1: Rapport de tempe´rature de Brillance TB(TB(taux de collisions de Green) /
TB(taux de collisions de ce travail)) pour les raies 01 − 10, 22 − 11, 23 − 12, et 65 − 54
de SO a` 50, 100 et 150 K. La densite´ de colonne de SO varie de 3 1012 a` 3 1015 cm2 par
facteur 10 (respectivement courbe bleue, verte, rouge et noire)
Green (1994) extrapole´s (en adoptant une extrapolation line´aire du logarithme des taux
de collisions). La comparaison est pre´sente´e en de´tail dans l’article V.
7.2.2 Mole´cule CS
Nous avons simule´ l’excitation de la mole´cule CS a` travers un code LVG en utilisant
nos taux de collisions et ceux de Green & Chapman (1978) pour les basses tempe´ratures
(≤ 20 K) et ceux de Turner et al. (1992) pour les plus hautes tempe´ratures.
La Figure 7.2 montre une comparaison entre les tempe´ratures d’excitation et les rap-
ports de tempe´rature de brillance obtenus avec nos taux de collisions et ceux de Green &
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Chapman (1978).
Figure 7.2: Tempe´rature d’excitation TEX(en utilisant les taux de collisions de Green
& Chapman (1978) : courbe pointille´e; en utilisant les taux de collisions de ce travail :
courbe pleine) et rapport de tempe´rature de Brillance TB(TB(taux de collisions de Green
& Chapman) / TB(taux de collisions de ce travail)) pour les raies 1− 0, 2− 1, 3− 2, 4− 3
de CS a` 10, 15 et 20 K. La colonne densite´ de CS varie de 3 1012 a` 3 1015 cm2 par facteur
10 (respectivement courbe bleue, verte, rouge et noire).
Les tempe´ratures d’excitation obtenues pour les raies j−j′ = 1−0 a` 4−3 ont un com-
portement similaire bien que celles obtenues avec nos taux de collisions soient le´ge`rement
supe´rieures a` celles obtenues avec les taux de Green & Chapman (1978). Ceci se remarque
plus facilement lorsque l’on repre´sente les rapports de tempe´rature de brillance qui in-
diquent des diffe´rences de l’ordre de 20-30% pour les quatre raies. De plus, les diffe´rences
semblent s’accroˆıtre avec la tempe´rature puisque les diffe´rences sont plus importantes a`
20 K qu’a` 10 K. Les effets d’excitation suprathermique pour les faibles opacite´s dans la
raie 1 − 0 sont assez similaires avec les deux se´ries de taux de collisions. Cependant, on
sait que les prochaines observations avec ALMA ou Herschel vont pouvoir fournir des
observations d’une qualite´ encore jamais atteinte (moins de 5% d’erreur de calibration)
si bien que les le´ge`res diffe´rences constate´es entre les spectres simule´s avec les deux se´ries
de taux de collisions vont conduire a` une surestimation de la densite´ ou de l’abondance
de CS dans les nuages mole´culaires froids si les taux de Green & Chapman (1978) sont
utilise´s pour l’interpre´tation de ces futures observations.
La Figure 7.3 pre´sente les meˆmes comparaisons a` plus haute tempe´rature a` partir des
taux de collisions de Turner et al. (1992).
On constate ici que les diffe´rences deviennent importantes quand j et la tempe´rature
augmentent (voir le panneau en bas a` droite). De plus, alors que la comparaison avec
7. Mode´lisation et interpre´tation d’observations 139
Figure 7.3: Tempe´rature d’excitation TEX(en utilisant les taux de collisions de Turner
et al. (1992) : courbe pointille´e; en utilisant les taux de collisions de ce travail : courbe
pleine) et rapport de tempe´rature de Brillance TB(TB(taux de collisions de Turner et al.)
/ TB(taux de collisions de ce travail)) pour les raies 1 − 0, 2 − 1, 3 − 2, 4 − 3 de CS a`
40, 60 et 150 K. La colonne densite´ de CS varie de 3 1012 a` 3 1015 cm2 par facteur 10
(respectivement courbe bleue, verte, rouge et noire).
les taux de Green & Chapman (1978) indiquait une tendance syste´matique au niveau
des rapports de tempe´rature de brillance, les tempe´ratures de brillance de´duites des taux
de collisions de Turner et al. (1992) sont syste´matiquement surestime´es a` haute densite´
de H2 et sous estime´es a` faible densite´ de H2 pour les niveaux rotationnels les plus bas,
ce qui conduit a` une sous-estimation de la densite´ de colonne de CS pour n(H2) < 10
5
cm−3 et une surestimation pour les plus hautes densite´s. Les re´sultats s’inversent pour les
transitions entre plus grands niveaux j (voir la raie 4−3 en comparaison avec la raie 1−0).
Les diffe´rences, non montre´es sur cette figure, sont meˆme encore plus importantes pour les
raies entre niveaux rotationnels plus grands. L’utilisation des taux de collisions de Turner
et al. (1992) peut conduire a` d’importante erreurs dans l’interpre´tation d’observations de
CS provenant de re´gions plus chaudes telles que les re´gions de formation d’e´toiles.
7.3 Application : Interpre´tation d’observations
Nous venons de montrer que l’interpre´tation de donne´es observationnelles et la
de´termination des conditions physiques dans un nuage mole´culaire de´pendaient directe-
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ment des taux de collisions utilise´s. Nous avons recherche´, a` travers l’exemple d’un nuage
mole´culaire froid, les conse´quences de l’utilisation de nouveaux taux de collisions sur la
de´termination des conditions physiques de ce nuage.
Nous avons interpre´te´ des observations de SO dans le nuage mole´culaire froid TMC-1.
Depuis la de´tection de ce nuage mole´culaire par Morris et al. (1976), TMC-1 a e´te´ l’objet
de nombreuses e´tudes (Avery et al. 1982; Cernicharo et al. 1984; Cernicharo & Gue´lin
1987; Pratap et al. 1997), certaines base´es sur des observations de SO (Rydbeck et al.
1980; Hirahara et al. 1995). Nous nous inte´ressons ici a` la fac¸on dont les taux de collisions
changent les parame`tres physiques du nuage.
Les raies observe´es dans TMC-1 sont les raies 01 − 10, 23 − 12, 34 − 22 et 22 − 11.
Les observations de la raie 01 − 10 ont e´te´ faites au te´lescope d’Effelsberg alors que les
observations des autres raies ont e´te´ faites a` l’IRAM. La Figure 7.4 pre´sente les raies
observe´es pour quelques positions se´lectionne´es ainsi qu’une carte de l’intensite´ inte´gre´e
des raies 01 − 10, 23 − 12 et 34 − 22.
Figure 7.4: Diffe´rentes raies de SO a` des positions se´lectionne´es (haut) et cartes de l’in-
tensite´ inte´gre´e des raies 01 − 10, 23 − 12 et 34 − 22. Les vLSR sont en km s−1
La mode´lisation du nuage et la simulation des raies observe´es sont de´crites en de´tail
dans l’article V. Les profils des raies the´oriques ont e´te´ calcule´s avec le code Monte Carlo
de J. Cernicharo. Le code est base´ sur la me´thode Monte Carlo de Bernes (1979) et
utilise les ame´liorations de´crites par Gonzalez-Alfonso & Cernicharo (1993). Le nuage
mole´culaire est suppose´ avoir une syme´trie sphe´rique et il est divise´ en plusieurs couches
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aux conditions physiques uniformes.
Les profils des raies observe´es ne semblent pas refle´ter d’autoabsorption mais sont
plutoˆt le signe de multiples composantes de vitesse dans le nuage. Ce premier re´sultat
n’est pas surprenant car TMC-1 est bien connu pour avoir une structure en vitesse
complexe (Harju et al. 2000; Avery et al. 1982). Pour toute les positions observe´es, on
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Figure 7.5: Mode`le pour TMC-1
La Figure 7.4 montre que la ge´ome´trie de TMC-1 semble eˆtre cylindrique. Cepen-
dant, e´tant donne´ que le code de transfert radiatif que nous avons utilise´ est a` ge´ome´trie
sphe´rique, nous avons mode´lise´ le nuage en sommant plusieurs sphe`res en espe´rant que
le re´sultat ne serait pas trop diffe´rent d’un mode`le cylindrique. La de´termination des pa-
rame`tres physiques est de´taille´e dans l’article V. Typiquement, la structure de TMC-1
est bien repre´sente´e par un filament cylindrique compose´ de plusieurs coeurs (TK = 8 K,
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n(H2) = 3 10
4) et entoure´ d’une enveloppe (TK = 10 K, n(H2) = 6 − 8 104) mettant
ainsi en e´vidence une structure en vitesse complexe. L’abondance de SO dans TMC-1 est
quasiment constante le long du filament : X(SO) ∼ 10−8. La Figure 7.5 pre´sente donc
notre mode´lisation de TMC-1.
La Figure 7.6 compare les profils de raie the´oriques obtenus a` partir de la mode´lisation
du nuage aux raies observe´es.
Figure 7.6: Profil de raie the´orique (rouge) compare´ aux raies observe´es (noir) a` des
positions se´lectionne´es.
On constate alors que l’on re´ussit a` mode´liser TMC-1 et a` reproduire de fac¸on satis-
faisante les observations. Les parame`tres physiques que nous avons de´termine´s diffe`rent
de fac¸on significative de ceux qui ont e´te´ de´termine´s par les autres auteurs ayant travaille´
sur ce nuage. Les e´carts sont longuement e´tudie´s dans l’article V.
Cependant, parmi tous les parame`tres physiques qui ont e´te´ de´termine´s, il faut par-
ticulie`rement discuter l’abondance de SO. En effet, nous avons trouve´ une abondance
infe´rieure a` celle trouve´e par les pre´ce´dents travaux (Pratap et al. 1997; Hirahara et al.
1995). Deux facteurs peuvent expliquer ces diffe´rences :
– Pratap et al. (1997) et Hirahara et al. (1995) ont utilise´ un code LVG pour
la de´termination de l’abondance pouvant ainsi entraˆıner une incertitude sur cette
de´termination due au fait qu’ils n’ont pas assez contraint leur mode`le.
– (ii) Pratap et al. (1997) et Hirahara et al. (1995) ont utilise´ pour la de´rivation de
l’abondance les taux de collisions de Green (1994), alors que l’on a vu au paragraphe
7. Mode´lisation et interpre´tation d’observations 143
7.2 et dans l’article V que leur utilisation pouvait entraˆıner une erreur d’un facteur 2 a`
10 sur la de´termination de l’abondance.
Synthe`se
Nous montrons donc a` travers cette application sur TMC-1 et des simulations de l’ex-
citation de SO et CS, l’importance de la pre´cision des taux de collisions calcule´s sur la
mode´lisation astrophysique. En effet, une impre´cision sur les taux de collisions se re´percute
sur les mode`les astrophysiques et par re´percussion sur les conditions physiques d’un nuage
mole´culaire qui s’en de´duisent. Il apparaˆıt donc essentiel de disposer pour les mole´cules
observe´es de taux de collisions pre´cis afin de pouvoir mode´liser les nuages mole´culaires
avec une qualite´ satisfaisante.
Cependant, on a vu que les taux de collisions calcule´s par Green (1994) diffe´raient des
taux de collisions calcule´s dans ce travail d’un facteur pouvant aller jusqu’a` 10 alors que
les diffe´rences, avec les pre´ce´dentes e´tudes, sur la de´termination de l’abondance de SO
dans TMC-1 ne sont pas directement proportionnelles aux e´carts sur les taux. Elles sont
souvent tre`s infe´rieures. Ceci est duˆ au fait que lors de la mode´lisation du MIS et de nuages
mole´culaires, beaucoup de parame`tres entrent en jeu (ge´ome´trie du nuage, tempe´rature,
densite´ ...) si bien que les impre´cisions peuvent eˆtre relativement nombreuses. Les taux de
collisions n’en sont pas force´ment la premie`re raison. Meˆme s’il est indispensable d’avoir
des taux de collisions d’une qualite´ suffisante (notamment des taux de collisions avec H2)
puisque les codes de transfert radiatif sont sensibles aux variations des taux de collisions
(voir par exemple les premiers paragraphes de ce chapitre), et que la qualite´ des observa-
tions va s’accroˆıtre au cours des prochaines anne´es, une pre´cision de l’ordre de 20 a` 25%
sur les taux de collisions semble actuellement ne´anmoins suffisante pour l’interpre´tation
de donne´es astrophysiques. L’utilisation de me´thodes approche´es pour la de´termination
de taux de collisions parait alors envisageable.




Au cours de ce travail de the`se, les processus de collisions des mole´cules SO et CS
avec He ont e´te´ e´tudie´s avec une approche quantique incluant le calcul des potentiels
d’interaction des complexes collisionnels CS-He et SO-He, ainsi que la dynamique de
collision dans ces potentiels.
Concernant la mole´cule SO, nous avons calcule´ des taux de collisions pour l’excita-
tion ro-vibrationnelle pour des tempe´ratures allant de 5 a` 1000 K. Nous avons pris en
compte pour ces calculs l’excitation ou la de´sexcitation entre les 118 premiers niveaux
de structure fine des deux premiers niveaux vibrationnels. Plusieurs surfaces de potentiel
a` diffe´rents niveaux de pre´cision ont e´te´ calcule´es et il a ainsi pu eˆtre mis en e´vidence
qu’une me´thode de type “Clusters Couple´s” permettait d’obtenir une bonne pre´cision
ne´cessaire aux calculs de dynamique. Concernant la dynamique, compte-tenu du nombre
tre`s important de niveaux a` prendre en compte dans les calculs, nous avons e´te´ oblige´s de
tester et d’utiliser des me´thodes approche´es (me´thodes IOS, de recouplage) pour pouvoir
obtenir des re´sultats a` hautes tempe´ratures. On a donc pu de´terminer une zone de validite´
en tempe´rature pour ces diffe´rentes me´thodes de calcul de collision et ainsi obtenir des
re´sultats avec une bonne pre´cision pour la gamme de tempe´rature souhaite´e. Enfin, nous
avons mis en e´vidence les re`gles de pre´ponde´rance typiques des mole´cules 3Σ.
Pour la mole´cule CS, nous avons calcule´ des taux de collisions pour l’excitation ro-
vibrationnelle pour des tempe´ratures allant de 10 a` 1500 K. Nous avons pris en compte
pour ces calculs l’excitation ou la de´sexcitation entre les 38 premiers niveaux de rotation
des trois premiers niveaux vibrationnels. Nous avons pour cette mole´cule utilise´ pour les
calculs de la surface de potentiel la meˆme me´thode que pour SO (i.e. me´thode de type
“Clusters Couple´s”) mais, pour les calculs de dynamique, e´tant donne´ que le nombre de
niveaux a` prendre en compte e´tait plus faible, nous avons pu re´aliser des calculs exacts pour
l’excitation rotationnelle pure jusqu’a` 300 K. En revanche, l’excitation ro-vibrationnelle,
a e´te´ traite´e, comme pour la mole´cule SO, avec la me´thode de dynamique VCC-IOS.
Nous avons constate´, pour ces deux mole´cules, que l’excitation ro-vibrationnelle e´tait
tre`s faible devant l’excitation rotationnelle pure. Ce re´sultat confirme une tendance de´ja`
observe´e pour les mole´cules CO, HF ou H2. On a aussi constate´ que la pre´sence de ca-
naux vibrationnels n’influenc¸ait pas les taux d’excitation rotationnels purs, meˆme a` haute
e´nergie. Ce re´sultat, a` priori non pre´visible, mais de´ja` observe´ pour la mole´cule CO, s’ex-
plique par le fait que les taux de collisions ro-vibrationnels sont tre`s faibles quelle que soit
la tempe´rature. Ce re´sultat permet donc de calculer des taux de collisions purement ro-
tationnels jusqu’a` des tempe´ratures tre`s e´leve´es en ne´gligeant la vibration de la mole´cule,
mais aussi en se limitant au calcul d’une surface 2D et en gardant ainsi des temps de
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calcul raisonnables.
Nous avons ensuite compare´ nos nouveaux taux de collisions a` ceux pre´ce´demment
publie´s. Compte-tenu du fait que les taux de collisions e´taient pre´ce´demment calcule´s
pour les mole´cules SO et CS en pre´sence du partenaire de collision H2, les diffe´rences de
masse des perturbateurs pouvaient jouer un roˆle important dans la dynamique et dans
l’explication des diffe´rences. Nous avons ainsi analyse´ l’effet de la masse re´duite dans les
calculs de dynamique et nous avons vu qu’elle avait un roˆle important sur la de´termination
des sections efficaces, particulie`rement si ces dernie`res e´taient petites. Nous avons donc pu
expliquer les diffe´rences parfois importantes entre les anciennes donne´es (que ce soit SO ou
CS) et nos nouvelles donne´es d’une part par les diffe´rents perturbateurs et d’autre part par
les diffe´rentes me´thodes et surfaces de potentiel utilise´es pour les calculs de dynamique. Il
nous est aussi apparu que pour obtenir des taux de collisions pre´cis avec H2, il fallait faire
un calcul exact avec H2. Mais dans l’e´tat actuel, nos taux de collisions avec He transforme´
en taux de collisions avec H2 repre´sentent une estimation raisonnable des taux avec H2 et
sans doute plus raisonnable que ceux pre´ce´demment calcule´s notamment pour la mole´cule
SO car la structure fine non prise en compte pre´ce´demment joue un roˆle essentiel pour les
premiers niveaux.
Nous avons aussi, pour la mole´cule CS, de´termine´ des taux de de´polarisation et
de transfert de polarisation dans le cadre de l’approximation IOS. Ces re´sultats tre`s
pre´liminaires ont montre´ que les taux de de´polarisation e´taient supe´rieurs aux taux de
transfert de polarisation qui sont eux meˆme du meˆme ordre de grandeur que les taux
de collisions ine´lastiques. on a aussi montre´ que les taux de de´polarisation pour une
tempe´rature donne´e e´taient relativement inde´pendants du niveau de rotation conside´re´.
Ces re´sultats demandent cependant une e´tude plus comple`te en utilisant des me´thodes de
calcul exact (Close-coupling) pour eˆtre confirme´s.
Enfin, nous avons e´value´ l’impact des nouveaux taux de collisions sur les mode´lisations
astrophysiques mais aussi teste´ la sensibilite´ des mode`les astrophysiques aux taux de col-
lisions. Nous avons vu que les codes de transfert radiatif e´taient sensibles a` de le´ge`res
variations sur les taux de collisions. L’utilisation de nos taux de collisions par rap-
port aux anciennes donne´es dans ces mode`les peut changer de fac¸on significative l’in-
terpre´tation des observations. Ainsi, les conditions physiques des nuages mole´culaires
(densite´, tempe´rature, abondance des mole´cules) peuvent diffe´rer d’un facteur allant jus-
qu’a` 10 (notamment pour SO) suivant la se´rie de taux de collision utilise´e pour l’analyse.
Ces re´sultats ne sont pas surprenants au vu des diffe´rences qui existent entre nos nouvelles
donne´es et les anciennes donne´es pour les mole´cules SO et CS. Cependant, on a pu voir
a` travers la mode´lisation de TMC-1 que aussi bien la pre´cision des observations que le
nombre de parame`tres a` ajuster, ne permettaient pas de contraindre les mole´cules avec une
grande pre´cision, et donc les mode´lisations astrophysique n’e´taient pas encore sensibles a`
des variations de 20 a` 30% des taux de collisions. Ce re´sultat permet donc en l’e´tat actuel
des choses l’utilisation de me´thodes approche´es pour la de´termination de donne´es pour
l’astrophysique. on peut ne´anmoins pre´voir tre`s prochainement de tre`s grands progre`s
observationnels, tant du point de vue de la re´solution spectrale que du point de vue de la
re´solution angulaire avec Herschel et ALMA. Il est donc important de continuer ce type
d’e´tudes en recherchant toujours le meilleur compromis entre la pre´cision des re´sultats et
la faisabilite´ en un temps acceptable.
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8.2 Perspectives
Les perspectives de ce travail sont multiples et pluridisciplinaires :
– Du point de vue de la physique mole´culaire, on a au cours de ce travail de´fini une
me´thode pour l’e´tude des collisions entre les mole´cules line´aires 3Σ et 1Σ et He. Ainsi,
une tre`s bonne pre´cision du potentiel d’interaction est ne´cessaire et les calculs de dyna-
mique peuvent eˆtre faits avec des me´thodes approche´es lorsque les e´nergies de collision
sont e´leve´es. Les re´sultats ainsi obtenus seront alors parfaitement utilisables pour l’in-
terpre´tation de donne´es astrophysiques. Ce travail pourra donc servir de base a` l’e´tude
d’autres mole´cules tre`s importantes du point de vue astrophysique pour lesquelles il n’y
a pas encore de donne´es disponibles telles que SiS, SiC, PN ...
– D’autre part, meˆme si nous avons vu dans ce travail que l’e´tude des collisions avec He
repre´sentait une premie`re approche raisonnable pour l’e´tude des collisions de celle avec
H2(j = 0), nous avons aussi vu que les sections efficaces de collisions calcule´es avec H2
et He pouvaient diffe´rer de fac¸on significative. Pour obtenir des donne´es collisionnelles
avec H2, il est donc indispensable de faire des calculs avec une surface de potentiel
spe´cifique avec H2. il est aussi essentiel de pouvoir conside´rer l’excitation rotationnelle
de H2 (ortho et para) car cette excitation est susceptible de jouer un roˆle important a`
haute tempe´rature. Il apparaˆıt donc essentiel de pouvoir obtenir des taux de collisions
de SO et CS avec H2. Ce travail est de´ja` commence´ puisque le calcul de la surface de
potentiel du syste`me SO-H2 est en cours et que les calculs de dynamiques sont pre´vus
dans les prochains mois.
– Nous avons vu que l’interpre´tation d’observations de´pendait des taux de collisions
utilise´s et que l’utilisation de taux de collisions tre`s incertains pour la de´termination des
conditions physiques des nuages mole´culaires pouvait entraˆıner des erreurs importantes
(un facteur 2 - 3). Il paraˆıt donc important d’analyser rapidement les observations de
SO dans Orion et Cepheus faites en Septembre 2004 a` l’IRAM de Grenade et auxquelles
j’ai participe´. Les nouveaux taux de collisions devraient permettre de de´terminer avec
une meilleure pre´cision les abondances de cette mole´cule dans ces nuages.
Enfin, on peut penser a` d’autres perspectives importantes pour le milieu interstellaire,





A.1 Sections efficaces tensorielles pour les mole´cules
1Σ en collision avec les atomes 1S


















×(δjj′δll′ − SJa(jl; j′l′)S∗Jb(jl; j′l′)) (A.1)
On sait que S = 1− T , on a alors :
SJa(jl; j′l′)S∗Ja(jl; j′l′) = (δjj′δll′ − T Ja(jl; j′l′))(δjj′δll′ − T ∗Jb(jl; j′l′))
= δjj′δll′ − δjj′δll′T ∗Jb(jl; j′l′)− δjj′δll′T Ja(jl; j′l′)
+T Ja(jl; j′l′)T ∗Jb(jl; j′l′) (A.2)


















×(δjj′δll′T ∗Jb(jl; j′l′) + δjj′δll′T Ja(jl; j′l′)− T Ja(jl; j′l′)T ∗Jb(jl; j′l′))
(A.3)















































T Ja(jl; j′l′)T ∗Jb(jl; j′l′)
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Comme on l’a vu au chapitre 3, les matrices T peuvent s’exprimer sous forme d’e´le´ments
de matrice re´duits.












































(2a+ 1)(2b+ 1) (A.6)























(2j + 1)(2l + 1)
2j + 1
2ReTK(jl; j′l′) (A.7)
De la meˆme fac¸on que l’on a introduit les e´le´ments de matrice re´duits de l’e´quation A.5























TK(jl; j′l′)T ∗K(jl; j′l′) (A.8)
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A la limite IOS les e´le´ments de matrice re´duits peuvent s’e´crire sous la forme (Alexan-
der et Davis 1983):
TK(jl; j′l′) = (−1)K−j+l−l′
√

























car (−1)−j√(2j + 1)( j 0 j
0 0 0
)
= 1 (j est un entier) et (−1)l−l′+K = 1
Le the´ore`me optique (Goldflam et al. 1977) nous dit que 2ReT l(0l; 0l) =∑
Kl′ |T l(0l;Kl′)|2.
De plus, on sait que (Alexander et Davis 1983)
∑






































ou` σ(0 → K) est donne´ par l’expression 3.52 du chapitre 3 et ou` fK(jl, j′l′; k) sont les
coefficients de Percival & Seaton (1957) de´finis comme suit :
fK(jj, j

















σ(0→ K)[δjj′ − fK(jj, j′j′; k)] (A.16)
car pour K = 0 fK(jj, j
′j′; k) = 1.
A.2 Sections efficaces tensorielles pour les mole´cules
3Σ en collision avec les atomes 1S
On a :
TK(Njl;N ′j′l′) = (−1)S+j+N ′+K
√
(2j′ + 1)(2j + 1)
{





En reportant cette relation dans l’e´quation A.11 on a :











(2j′ + 1)(2l + 1)(−1)S+j+N ′+K
×
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A la limite IOS, on a :
TK(Njl;N ′j′l′) =
√
(2N + 1)(2N ′ + 1)(2l + 1)(2K + 1)(2j′ + 1)(2j + 1)
×(−1)l−l′+S+N ′+j−N
{
N N ′ K
j′ j S
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(2j + 1)(2N + 1)(2N ′ + 1)
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Or on sait que
√
(2j + 1)(2N ′ + 1)
{
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On obtient alors dans le cadre de l’approximation IOS une section efficace tensorielle sous
la forme suivante :








σ(0→ K) [δjj′δNN ′
(−1)k(2N + 1)(2N ′ + 1)(2j′ + 1)(2j + 1)
×
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Annexe B
Structure ro-vibrationnelle des
mole´cules SO et CS
B.1 Mole´cule SO
L’hamiltonien mole´culaire de la mole´cule SO est de la forme suivante (Gordy & Cook
1984):









(λ(0) + λ(1)Nˆ2)(3S2z − S2)
ou` B est la constante de rotation, γ et λ sont respectivement les constantes de couplage
spin-rotation et spin-spin.
Les fonctions d’onde solutions du hamiltonien mole´culaire sont donc de la forme suivante :
|F1jm〉 = cosθ|N = j − 1, Sjm〉+ sinθ|N = j + 1, Sjm〉
|F2jm〉 = |N = j, Sjm〉
|F3jm〉 = −sinθ|N = j − 1, Sjm〉+ cosθ|N = j + 1, Sjm〉
On se place dans un cas (b) de Hund afin d’obtenir les e´nergies et les fonctions d’onde de
la mole´cule SO ⇒ base de vecteurs |NSjM〉
La mole´cule SO a un e´tat e´lectronique fondamental de syme´trie 3Σ, on a donc S = 1
Pour un j donne´, la base a donc 3 composantes :
|jSjM〉, |(j + 1)SjM〉, |(j − 1)SjM〉
On sait que :
〈N ′S ′j′M ′|Hrot|NSjM〉 = δNN ′ [BνN(N + 1)−DνN2(N + 1)2]
〈N ′S ′j′M ′|HS−N |NSjM〉 = δNN ′ 1
2
[(γ(0) + γ(1)N(N + 1)][j(j + 1)
−N(N + 1)− S(S + 1)]
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×
√
N(N + 1)(2N + 1)
























λ = λ(0) + λ(1)Nˆ2
Dans cette base on a un hamiltonien de la forme matricielle suivante :
Hmol =






A = 〈jSjM |H|jSjM〉
= Bνj(j + 1)−Dνj2(j + 1)2 − γ(0) − γ(1)j(j + 1) + 2
3
[λ(0) + λ(1)j(j + 1)]
B = 〈(j − 1)SjM |H|(j − 1)SjM〉






][λ(0) + λ(1)j(j − 1)]
C = 〈(j + 1)SjM |H|(j + 1)SjM〉




− 2(j + 1)
2j + 1
][λ(0) + λ(1)(j + 1)(j + 2)]





][λ(0) + λ(1)(j2 + j + 1)]
Le cas j = 0 est un cas particulier
il n’y a qu’une valeur propre :
E(j = 0) = 2(Bν − 2Dν)− 2(γ(0) − 2γ(1) + 4
3
(λ(0) + λ(1)) (B.3)
avec un unique vecteur propre associe´ : |(j + 1)SjM〉
Au vu de la forme matricielle de l’hamiltonien pre´ce´demment de´termine´, on a une valeur
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propre et un vecteur propre e´vident :
E2 = A
= Bνj(j + 1)−Dνj2(j + 1)2 − γ(0) − γ(1)j(j + 1) + 2
3
[λ(0) + λ(1)j(j + 1)](B.4)
Le vecteur propre associe´ est :
|F2j〉 = |jSjM〉 (B.5)
Les autres valeurs propres et vecteurs propres sont de´termine´s par la me´thode de
diagonalisation d’une matrice 2× 2 (Cohen-Tannoudji et al. 1973)












(B − C)2 + 4D2
= Bν(j













Bν − 2Dν(j2 + j + 1)
−1
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(B + C)− 1
2
√
(B − C)2 + 4D2
= Bν(j













Bν − 2Dν(j2 + j + 1)
−1
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Les vecteurs propres sont donne´s par les formules suivantes :
|F1j〉 = cos θ
2
|(j − 1)SjM〉+ sin θ
2
|(j + 1)SjM〉 (B.8)
|F3j〉 = − sin θ
2
|(j − 1)SjM〉+ cos θ
2
|(j + 1)SjM〉 (B.9)
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avec θ de´fini tel que tan θ = 2D
B−C
. A la limite du cas (b) de Hund on a θ = 0.
Les e´nergies des premiers niveaux de structure fine de la mole´cule SO pour les deux
premiers niveaux de vibration sont donne´es dans la Table B.1 et la Table B.2.
B.2 Mole´cule CS
Les e´nergies des niveaux rotationnels de la mole´cule CS pour les trois premiers niveaux
de vibrations sont donne´es dans la Table B.3. Les valeurs nume´riques des constantes ro-
vibrationnelle sont celles donne´es par Bustreel et al. (1979) pour v = 0 et Bogey et al.
(1982b) pour les autres niveaux de vibration.
On a :
Pour v = 0 : Bν = 0.8170844 cm
−1 et Dν = 0.0000013 cm
−1
et pour v 6= 0 : ωe = 1285.08 cm−1, ωexe = 6.46 cm−1, Be=0.8200462 cm−1,
αe=0.0059224 cm
−1 et De = 0.0000013 cm
−1
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Niveau N j Energie Niveau N j Energie Niveau N j Energie
1 1 0 0.000 41 14 15 154.021 81 27 26 546.368
2 0 1 1.001 42 14 13 155.147 82 27 27 551.238
3 1 2 3.100 43 14 14 159.835 83 28 29 585.654
4 2 3 6.412 44 15 16 175.565 84 28 27 586.367
5 1 1 10.552 45 15 14 176.641 85 28 28 591.343
6 2 1 10.987 46 15 15 181.358 86 29 30 627.187
7 3 4 11.021 47 16 17 198.538 87 29 28 627.996
8 2 2 13.424 48 16 15 199.571 88 29 29 632.874
9 3 2 14.632 49 16 16 204.314 89 30 31 670.143
10 4 5 16.979 50 17 18 222.941 90 30 29 670.947
11 3 3 17.731 51 17 16 223.938 91 30 30 675.829
12 4 3 19.933 52 17 17 228.701 92 31 32 714.521
13 4 4 23.474 53 18 19 248.774 93 31 30 715.323
14 5 6 24.316 54 18 17 249.739 94 31 31 720.207
15 5 4 26.811 55 18 18 254.521 95 32 33 760.322
16 5 5 30.653 56 19 20 276.036 96 32 31 761.121
17 6 7 33.050 57 19 18 276.974 97 32 32 766.007
18 6 5 35.211 58 19 19 281.772 98 33 34 807.543
19 6 6 39.268 59 20 21 304.727 99 33 32 808.341
20 7 8 43.193 60 20 19 305.642 100 33 33 813.229
21 7 6 45.102 61 20 20 310.454 101 34 35 856.185
22 7 7 49.318 62 21 22 334.847 102 34 33 856.982
23 8 9 54.751 63 21 20 335.742 103 34 34 861.872
24 8 7 56.467 64 21 21 340.566 104 35 36 906.247
25 8 8 60.802 65 22 23 366.396 105 35 34 907.043
26 9 10 67.731 66 22 21 367.272 106 35 35 911.934
27 9 8 69.293 67 22 22 372.107 107 36 37 957.727
28 9 9 73.722 68 23 24 399.372 108 36 35 958.524
29 10 11 82.135 69 23 22 400.234 109 36 36 963.415
30 10 9 83.574 70 23 23 405.078 110 37 37 1010.624
31 10 10 88.077 71 24 25 433.777 111 37 36 1011.422
32 11 12 97.963 72 24 23 434.625 112 37 37 1016.314
33 11 10 99.302 73 24 24 439.477 113 38 39 1064.938
34 11 11 103.865 74 25 26 469.607 114 38 37 1065.738
35 12 13 115.221 75 25 24 470.455 115 38 38 1070.630
36 12 11 116.746 76 25 25 475.303 116 39 40 1120.667
37 12 12 121.088 77 26 27 506.864 117 39 38 1121.470
38 13 14 133.906 78 26 25 507.693 118 39 39 1126.362
39 13 12 135.091 79 26 26 512.557
40 13 13 139.745 80 27 28 545.547
Table B.1: Energie en cm−1 des niveaux de structure fine de SO (v = 0) (E=0 cm−1 pour
v = 0, NJ = 10).
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Niveau N j Energie Niveau N j Energie Niveau N j Energie
1 1 0 1138.020 41 14 15 1290.868 81 27 26 1680.100
2 0 1 1139.019 42 14 13 1292.017 82 27 27 1684.995
3 1 2 1141.110 43 14 14 1296.724 83 28 29 1719.056
4 2 3 1144.405 44 15 16 1312.241 84 28 27 1719.880
5 1 1 1148.634 45 15 14 1313.338 85 28 28 1724.780
6 2 1 1148.984 46 15 15 1318.075 86 29 30 1760.255
7 3 4 1149.060 47 16 17 1335.031 87 29 28 1761.074
8 2 2 1151.483 48 16 15 1336.084 88 29 29 1765.978
9 3 2 1152.666 49 16 16 1340.848 89 30 31 1802.867
10 4 5 1154.900 50 17 18 1359.240 90 30 29 1803.681
11 3 3 1155.756 51 17 16 1360.256 91 30 30 1808.589
12 4 3 1157.916 52 17 17 1365.041 92 31 32 1846.890
13 4 4 1161.454 53 18 19 1384.867 93 31 30 1847.700
14 5 6 1162.182 54 18 17 1385.866 94 31 31 1852.611
15 5 4 1164.733 55 18 18 1390.654 95 32 33 1892.324
16 5 5 1168.575 56 19 20 1411.912 96 32 31 1893.131
17 6 7 1170.850 57 19 18 1412.866 97 32 32 1898.044
18 6 5 1173.060 58 19 19 1417.687 98 33 34 1939.167
19 6 6 1177.121 59 20 21 1440.374 99 33 32 1939.972
20 7 8 1180.915 60 20 19 1441.304 100 33 33 1944.888
21 7 6 1182.867 61 20 20 1446.132 101 34 35 1987.419
22 7 7 1187.090 62 21 22 1470.254 102 34 33 1988.223
23 8 9 1192.384 63 21 20 1471.162 103 34 34 1993.140
24 8 7 1194.138 64 21 21 1476.010 104 35 36 2037.080
25 8 8 1198.483 65 22 23 1501.550 105 35 34 2037.883
26 9 10 1205.262 66 22 21 1502.440 106 35 35 2042.801
27 9 8 1206.859 67 22 22 1507.299 107 36 37 2088.146
28 9 9 1211.300 68 23 24 1534.263 108 36 35 2088.950
29 10 11 1219.552 69 23 22 1535.138 109 36 36 2093.870
30 10 9 1221.023 70 23 23 1540.006 110 37 37 2140.619
31 10 10 1225.539 71 24 25 1568.392 111 37 36 2141.424
32 11 12 1235.256 72 24 23 1569.253 112 37 37 2146.344
33 11 10 1236.623 73 24 24 1574.130 113 38 39 2194.497
34 11 11 1241.202 74 25 26 1603.936 114 38 37 2195.304
35 12 13 1252.377 75 25 24 1604.786 115 38 38 2200.224
36 12 11 1253.658 76 25 25 1609.670 116 39 40 2249.780
37 12 12 1258.287 77 26 27 1640.895 117 39 38 2250.588
38 13 14 1270.914 78 26 25 1641.735 118 39 39 2255.508
39 13 12 1272.123 79 26 26 1646.625
40 13 13 1276.795 80 27 28 1679.269
Table B.2: Energie en cm−1 des niveaux de structure fine de SO (v = 1) (E=0 cm−1 pour
v = 0, NJ = 10).
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Niveau v j Energie Niveau v j Energie Niveau v j Energie
1 0 0 0.000 39 1 0 1172.151 77 2 0 2331.299
2 0 1 1.634 40 1 1 1173.773 78 2 1 2332.910
3 0 2 4.902 41 1 2 1177.018 79 2 2 2336.131
4 0 3 9.805 42 1 3 1181.884 80 2 3 2340.962
5 0 4 16.341 43 1 4 1188.373 81 2 4 2347.403
6 0 5 24.511 44 1 5 1196.484 82 2 5 2355.455
7 0 6 34.315 45 1 6 1206.217 83 2 6 2365.117
8 0 7 45.752 46 1 7 1217.571 84 2 7 2376.388
9 0 8 58.823 47 1 8 1230.547 85 2 8 2389.269
10 0 9 73.526 48 1 9 1245.144 86 2 9 2403.759
11 0 10 89.862 49 1 10 1261.362 87 2 10 2419.859
12 0 11 107.831 50 1 11 1279.200 88 2 11 2437.567
13 0 12 127.431 51 1 12 1298.658 89 2 12 2456.883
14 0 13 148.663 52 1 13 1319.736 90 2 13 2477.807
15 0 14 171.526 53 1 14 1342.433 91 2 14 2500.338
16 0 15 196.020 54 1 15 1366.749 92 2 15 2524.476
17 0 16 222.144 55 1 16 1392.683 93 2 16 2550.221
18 0 17 249.897 56 1 17 1420.235 94 2 17 2577.572
19 0 18 279.279 57 1 18 1449.404 95 2 18 2606.528
20 0 19 310.290 58 1 19 1480.190 96 2 19 2637.088
21 0 20 342.929 59 1 20 1512.592 97 2 20 2669.253
22 0 21 377.194 60 1 21 1546.609 98 2 21 2703.021
23 0 22 413.087 61 1 22 1582.240 99 2 22 2738.392
24 0 23 450.604 62 1 23 1619.486 100 2 23 2775.365
25 0 24 489.747 63 1 24 1658.344 101 2 24 2813.939
26 0 25 530.514 64 1 25 1698.815 102 2 25 2854.114
27 0 26 572.904 65 1 26 1740.897 103 2 26 2895.888
28 0 27 616.916 66 1 27 1784.589 104 2 27 2939.261
29 0 28 662.550 67 1 28 1829.892 105 2 28 2984.231
30 0 29 709.804 68 1 29 1876.802 106 2 29 3030.799
31 0 30 758.678 69 1 30 1925.321 107 2 30 3078.962
32 0 31 809.171 70 1 31 1975.446 108 2 31 3128.720
33 0 32 861.281 71 1 32 2027.177 109 2 32 3180.072
34 0 33 915.007 72 1 33 2080.513 110 2 33 3233.016
35 0 34 970.349 73 1 34 2135.452 111 2 34 3287.552
36 0 35 1027.304 74 1 35 2191.993 112 2 35 3343.679
37 0 36 1085.873 75 1 36 2250.135 113 2 36 3401.395
38 0 37 1146.054 76 1 37 2309.878 114 2 37 3460.699
Table B.3: Energie en cm−1 des niveaux de CS.
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Annexe C
Parame`tres de MOLSCAT
Les calculs pour les deux syste`mes SO-He et CS-He ont e´te´ re´alise´s en utilisant pour
re´soudre les e´quations couple´es le propagateur “log-derivative” de Manolopoulos (1986).
Compte tenu du fait que les surfaces de potentiel pour les deux syste`mes ont e´te´ calcule´es
pour 13 blocs d’angle, nous avons choisi de retenir les treize premiers λ (jusqu’a` λ = 12)
dans le de´veloppement du potentiel. D’autres parame`tres ont aussi e´te´ ajuste´s mais ils sont
propres aux syste`mes et aux me´thodes de calcul. Ces parame`tres sont rassemble´s dans les
paragraphes qui suivent. Les temps CPU typiques des calculs Close-Coupling pour une
e´nergie sont aussi indique´s pour les calculs effectue´s sur la machine zahir de l’IDRIS,
machine la plus puissante a` laquelle nous avions acce`s. Les temps de calcul varient tre`s
rapidement avec la proximite´ ou non d’un seuil rotationnel. Les calculs IOS, nettement
moins couˆteux en temps de calcul, ont e´te´ effectue´s sur les machines de l’Observatoire de
Paris.
C.1 Syste`me SO-He
La Table C.1 rassemble les parame`tres du calcul Close-Coupling (avec et sans struc-
ture fine) avec le code MOLSCAT pour toutes les gammes d’e´nergie que nous avons
explore´es.
Energie totale (cm−1) jmax
a Steps Pas en energie (cm−1) Temps CPU (H)
0 → 30 14 20 0.1 0.01-0.1b
30 → 50 16 10 0.2 0.1-0.3b
50 → 100 20 10 0.5 1-10b
100 → 200 24 10 1 20-100b
200 → 300 24 10 1 20-100b
300 → 450 32 10 1 5-20
450 → 700 38 10 1 10-50
Table C.1: Parame`tres de MOLSCAT des calculs Close-Coupling pour le syste`me SO-He.
aLorsque la structure fine est prise en compte, le nombre de canaux ouverts et ferme´s est
a` multiplier par 3 car 3 niveaux de structure fine se corre`lent a` 1 niveau de rotation. bAvec
prise en compte de la structure fine.
Les calculs IOS ont tous e´te´ effectue´s avec un parame`tre “steps” de 10 et on a pour
tous les calculs (excitation rotationnelle et ro-vibrationnelle) calcule´ les σ(0→ L) jusqu’a`
L = 81. La grille en e´nergie des calculs rotationnels IOS est la meˆme que celle du Close-
Coupling jusqu’a` 700 cm−1. Pour les plus hautes e´nergies, on a utilise´ un pas en e´nergie
plus grand : 700 → 1200 cm−1 : 2 cm−1, 1200 → 2000 cm−1 : 4 cm−1.
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Les calculs pour l’excitation ro-vibrationnelle ont e´te´ effectue´s avec une grille diffe´rente.
Nous avons de´crit avec une grille en e´nergie ayant un pas petit les e´nergies au dessus des
seuils vibrationnels afin d’avoir une description correcte des re´sonances puisque le calcul
e´tait un calcul VCC-IOS prenant en compte la vibration au niveau Close-Coupling. La
grille en e´nergie est donne´e dans la Table C.2 :
Energie totale (cm−1) jmax Steps Pas en energie (cm
−1)
0 → 30 40 20 0.1
30 → 50 40 10 0.2
50 → 100 40 10 0.5
100 → 200 40 10 1
200 → 400 40 10 2
400 → 1149.3 40 10 4
1140 → 1160 40 10 0.2
1160 → 1200 40 10 0.5
1200 → 1300 40 10 1
1300 → 1600 40 10 2
1600 → 2000 40 10 4
2000 → 2800 40 10 8
2800 → 4000 40 10 25
4000 → 5000 40 10 100
Table C.2: Parame`tres de MOLSCAT des calculs IOS pour le syste`me SO-He.
C.2 Syste`me CS-He
La Table C.3 rassemble les parame`tres des calculs Close-Coupling avec le code MOLS-
CAT pour toutes les gammes d’e´nergies que nous avons explore´es.
Energie totale (cm−1) jmax Steps Pas en energie (cm
−1) Temps CPU (H)
0 → 50 14 20 0.1 0.01-0.1
50 → 100 16 10 0.2 0.1-0.2
100 → 200 20 10 0.5 0.2-0.5
200 → 400 26 10 1 0.5-2
400 → 600 30 10 1 4-20
600 → 800 32 10 1 10-80
800 → 900 32 10 2 10-80
900 → 1000 32 10 5 10-50
1000 → 1200 32 10 10 10-50
1200 → 2000 32 10 50 10-50
Table C.3: Parame`tres de MOLSCAT des calculs Close-Coupling pour le syste`me CS-He.
Comme pour le syste`me SO-He, les calculs pour l’excitation ro-vibrationnelle nous ont
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impose´ de de´crire les e´nergies au dessus des seuil vibrationnels avec une grille d’e´nergie
ayant un pas petit. La grille en e´nergie est donne´e dans la Table C.4 :
Energie totale (cm−1) jmax Steps Pas en energie (cm
−1)
0 → 30 40 20 0.1
30 → 50 40 10 0.2
50 → 100 40 10 0.5
100 → 200 40 10 1
200 → 400 40 10 2
400 → 1172.3 40 10 4
1172.3 → 1220 40 10 0.2
1220 → 1320 40 10 0.5
1320 → 1400 40 10 1
1400 → 1600 40 10 2
1600 → 2000 40 10 4
2000 → 2331.4 40 10 8
2331.4 → 2350 40 20 0.1
2350 → 2370 40 10 0.2
2370 → 2400 40 10 0.5
2400 → 2500 40 10 1
2500 → 2700 40 10 2
2700 → 3100 40 10 4
3100 → 3900 40 10 8
3900 → 5000 40 10 25
5000 → 10000 40 10 100
Table C.4: Parame`tres de MOLSCAT des calculs IOS pour le syste`me CS-He.




Surface de potentiel de SO - He calcule´e au niveau CASPT(2)
R (a0) V0 V1 V2 V3 V4 V5 V6 V7
4.00 10227.54 3887.17 17612.50 10740.80 6619.85 5424.80 2565.29 1479.88
4.50 4004.05 1068.98 6752.29 3996.50 2158.54 1842.53 748.57 436.99
5.00 1476.00 238.16 2468.42 1465.40 647.04 626.23 207.81 128.64
5.50 502.18 25.44 858.94 530.60 168.97 212.73 52.55 37.50
6.00 146.59 -14.09 279.94 189.28 31.74 72.06 10.72 10.68
6.50 25.99 -13.43 81.39 65.92 -1.24 24.24 0.79 2.90
7.00 -9.57 -7.53 17.68 21.89 -5.83 8.05 -0.87 0.72
7.50 -16.44 -3.39 -0.48 6.52 -4.37 2.60 -0.75 0.15
8.00 -14.84 -1.25 -4.27 1.37 -2.53 0.80 -0.43 0.02
8.50 -11.54 -0.31 -4.06 -0.18 -1.33 0.22 -0.21 0.00
9.00 -8.53 0.05 -3.08 -0.53 -0.67 0.05 -0.10 0.00
9.50 -6.21 0.15 -2.17 -0.52 -0.33 0.00 -0.04 0.00
10.00 -4.52 0.16 -1.50 -0.41 -0.16 -0.01 -0.02 0.00
10.50 -3.33 0.13 -1.04 -0.30 -0.08 -0.01 -0.01 0.00
11.00 -2.47 0.10 -0.73 -0.22 -0.05 -0.01 0.00 0.00
11.50 -1.86 0.08 -0.52 -0.16 -0.03 -0.01 0.00 0.00
12.00 -1.42 0.06 -0.37 -0.11 -0.02 0.00 0.00 0.00
12.50 -1.09 0.05 -0.27 -0.08 -0.01 0.00 0.00 0.00
13.00 -0.85 0.04 -0.20 -0.06 -0.01 0.00 0.00 0.00
13.50 -0.67 0.03 -0.15 -0.04 -0.01 0.00 0.00 0.00
14.00 -0.53 0.02 -0.12 -0.03 0.00 0.00 0.00 0.00
14.50 -0.43 0.02 -0.09 -0.02 0.00 0.00 0.00 0.00
15.00 -0.35 0.01 -0.07 -0.02 0.00 0.00 0.00 0.00
15.50 -0.28 0.01 -0.05 -0.01 0.00 0.00 0.00 0.00
16.00 -0.23 0.01 -0.04 -0.01 0.00 0.00 0.00 0.00
Table D.1: Surface de potentiel de SO - He calcule´e au niveau CASPT(2) : Premie`res




Surface de potentiel RCCSD(T) calcule´e avec la base aug-cc-aVQZ de SO -
He
R (a0) V0 V1 V2 V3 V4 V5 V6 V7
4.0 10081.90 3684.37 17156.25 10463.37 6252.39 5066.50 2388.41 1322.86
4.5 3950.39 1014.60 6635.89 3991.03 2119.80 1806.16 721.80 408.27
5.0 1447.07 211.15 2421.53 1482.02 653.82 631.76 207.16 127.36
5.5 482.30 8.86 831.84 538.67 175.02 217.79 54.44 39.34
6.0 132.41 -23.68 262.77 191.29 34.28 74.27 11.91 11.71
6.5 16.25 -18.48 70.66 65.59 -0.30 25.12 1.36 3.24
7.0 -16.00 -10.03 11.11 21.02 -5.40 8.42 -0.63 0.81
7.5 -20.57 -4.59 -4.46 5.72 -4.08 2.77 -0.64 0.18
8.0 -17.47 -1.83 -6.69 0.80 -2.32 0.86 -0.39 0.05
8.5 -13.23 -0.60 -5.55 -0.56 -1.17 0.23 -0.20 0.03
9.0 -9.63 -0.12 -4.00 -0.78 -0.56 0.03 -0.09 0.02
9.5 -6.95 0.05 -2.76 -0.67 -0.26 -0.02 -0.04 0.02
10.0 -5.04 0.09 -1.89 -0.51 -0.12 -0.02 -0.02 0.01
10.5 -3.69 0.09 -1.30 -0.37 -0.06 -0.02 -0.01 0.00
11.0 -2.73 0.08 -0.91 -0.26 -0.03 -0.01 0.00 0.00
11.5 -2.05 0.06 -0.64 -0.19 -0.02 -0.01 0.00 0.00
12.0 -1.56 0.05 -0.47 -0.14 -0.01 0.00 0.00 0.00
12.5 -1.20 0.04 -0.34 -0.10 -0.01 0.00 0.00 0.00
13.0 -0.93 0.03 -0.26 -0.07 0.00 0.00 0.00 0.00
13.5 -0.73 0.02 -0.19 -0.05 0.00 0.00 0.00 0.00
14.0 -0.58 0.02 -0.15 -0.04 0.00 0.00 0.00 0.00
14.5 -0.46 0.01 -0.11 -0.03 0.00 0.00 0.00 0.00
15.0 -0.37 0.01 -0.09 -0.02 0.00 0.00 0.00 0.00
15.5 -0.30 0.01 -0.07 -0.02 0.00 0.00 0.00 0.00
16.0 -0.25 0.01 -0.06 -0.01 0.00 0.00 0.00 0.00
Table D.2: Surface de potentiel RCCSD(T) calcule´e avec la base aug-cc-aVQZ de SO -
He : Premie`res composantes Vλ(R) en cm
−1
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Surface de potentiel RCCSD(T) calcule´e avec la base aug-cc-aVTZ de SO -
He
R (a0) V0 V1 V2 V3 V4 V5 V6 V7
4.0 10535.53 4183.48 18302.58 11103.28 6908.13 5370.83 2586.92 1396.87
4.5 4149.05 1228.90 7128.10 4276.93 2416.22 1959.26 821.94 450.52
5.0 1528.16 293.29 2614.63 1587.66 769.55 690.45 241.37 144.12
5.5 513.91 38.43 902.99 573.40 216.61 237.60 64.29 45.31
6.0 144.23 -13.60 287.43 201.63 48.30 80.45 14.56 13.71
6.5 20.42 -15.37 78.49 68.35 4.10 26.92 2.08 3.85
7.0 -14.68 -9.31 13.17 21.64 -4.16 8.88 -0.44 0.94
7.5 -20.27 -4.65 -4.22 5.81 -3.81 2.85 -0.64 0.18
8.0 -17.50 -2.09 -6.93 0.77 -2.30 0.85 -0.44 0.03
8.5 -13.34 -0.87 -5.85 -0.61 -1.20 0.20 -0.26 0.02
9.0 -9.75 -0.33 -4.25 -0.82 -0.59 0.01 -0.14 0.02
9.5 -7.05 -0.11 -2.95 -0.70 -0.28 -0.03 -0.07 0.02
10.0 -5.11 -0.01 -2.02 -0.54 -0.14 -0.03 -0.02 0.01
10.5 -3.74 0.02 -1.39 -0.39 -0.07 -0.02 0.00 0.01
11.0 -2.78 0.03 -0.97 -0.28 -0.04 -0.01 0.01 0.00
11.5 -2.08 0.04 -0.69 -0.20 -0.03 0.00 0.01 0.00
12.0 -1.58 0.04 -0.50 -0.15 -0.02 0.00 0.01 0.00
12.5 -1.22 0.03 -0.37 -0.11 -0.01 0.00 0.01 0.00
13.0 -0.95 0.03 -0.27 -0.08 -0.01 0.00 0.00 0.00
13.5 -0.74 0.03 -0.21 -0.06 0.00 0.00 0.00 0.00
14.0 -0.59 0.02 -0.16 -0.04 0.00 0.00 0.00 0.00
14.5 -0.47 0.02 -0.12 -0.03 0.00 0.00 0.00 0.00
15.0 -0.38 0.02 -0.10 -0.02 0.00 0.00 0.00 0.00
15.5 -0.31 0.01 -0.08 -0.02 0.00 0.00 0.00 0.00
16.0 -0.25 0.01 -0.06 -0.01 0.00 0.00 0.00 0.00
Table D.3: Surface de potentiel RCCSD(T) calcule´e avec la base aug-cc-aVTZ de SO -




R (a0) V0 V1 V2 V3 V4 V5 V6 V7
4.0 12677.30 11240.08 24265.20 18209.81 17075.54 12827.29 9738.87 6895.29
4.5 5726.94 6046.74 11688.57 8852.93 7698.15 5382.99 3707.64 2404.21
5.0 2421.83 2949.39 5265.47 4049.15 3354.76 2229.49 1419.29 843.64
5.5 961.00 1351.09 2259.45 1771.73 1420.24 909.88 544.67 299.91
6.0 349.85 587.92 927.96 746.66 585.66 365.80 209.15 108.43
6.5 108.16 242.80 362.92 303.24 235.31 144.82 80.22 39.85
7.0 19.61 93.84 132.58 117.97 91.86 56.36 30.65 14.80
7.5 -8.64 32.58 42.87 43.20 34.56 21.46 11.60 5.50
8.0 -14.74 8.88 10.06 14.23 12.28 7.90 4.31 2.01
8.5 -13.66 0.54 -0.69 3.63 3.92 2.74 1.54 0.71
9.0 -10.88 -1.86 -3.38 0.10 0.95 0.84 0.51 0.24
9.5 -8.19 -2.16 -3.42 -0.84 -0.01 0.18 0.14 0.08
10.0 -6.06 -1.83 -2.77 -0.91 -0.25 -0.03 0.02 0.02
10.5 -4.47 -1.41 -2.08 -0.75 -0.26 -0.07 -0.01 0.01
11.0 -3.32 -1.04 -1.52 -0.56 -0.20 -0.06 -0.02 0.00
11.5 -2.49 -0.76 -1.10 -0.40 -0.14 -0.04 -0.01 0.00
12.0 -1.89 -0.55 -0.80 -0.28 -0.10 -0.03 -0.01 0.00
12.5 -1.45 -0.40 -0.58 -0.20 -0.07 -0.02 0.00 0.00
13.0 -1.13 -0.30 -0.43 -0.14 -0.05 -0.01 0.00 0.00
13,5 -0,88 -0,22 -0,32 -0,10 -0,03 -0,01 0,00 0,00
14,0 -0,70 -0,17 -0,24 -0,07 -0,02 0,00 0,00 0,00
14,5 -0,56 -0,13 -0,19 -0,05 -0,02 0,00 0,00 0,00
15,0 -0,45 -0,10 -0,14 -0,04 -0,01 0,00 0,00 0,00
15,5 -0,37 -0,07 -0,11 -0,03 -0,01 0,00 0,00 0,00
16,0 -0,30 -0,06 -0,09 -0,02 -0,01 0,00 0,00 0,00
Table D.4: Surface de potentiel du syste`me CS - He : Premie`res composantes Vλ(R) en
cm−1
Annexe E
Opacite´ dans les ailes des raies
Lyman α et Lyman β due aux
collisions H / H
E.1 Introduction
Dans les spectres IUE, HST, FUSE des naines blanches, des structures pre´sentes aux
voisinage des raies d’hydroge`ne atomique ont e´te´ identifie´es comme e´tant dues aux ab-
sorptions de quasi-mole´cules forme´es par collision d’un atome d’hydroge`ne dans son e´tat
fondamental avec un autre atome ou un proton (Figure E.1). Ces raies “satellites”, qui sont
d’importantes sources d’opacite´, sont des outils de diagnostic tre`s pre´cis de tempe´rature













Figure E.1: Spectre HST d’absorption de la naine blanche G226
Nous pre´sentons une nouvelle e´tude quantique des satellites quasi-mole´culaires de lon-
gueur d’onde 1600 A˚ et 1150 A˚ attribue´s respectivement aux raies Lyman α (Lα) et
Lyman β (Lβ) re´sultant des collisions H-H. Les contributions au coefficient d’absorption
173
E. Opacite´ dans les ailes des raies Lyman α et Lyman β due aux collisions H / H 174
des transitions libres-libres et libres-lie´es sont calcule´es dans une approximation adiaba-
tique puisqu’il a e´te´ montre´ que les effets non-adiabatiques sont ne´gligeables (Article I).
La totalite´ des e´tats e´lectroniques de´rivant des asymptotes e´lectroniques H(nl) +H(1s)
(n = 2, 3) est prise en compte dans le calcul du coefficient d’absorption. Apre`s avoir
e´tudie´ l’importance relative des transitions libres-libres et libres-lie´es et la de´pendance en
tempe´rature de ces satellites quasi-mole´culaires, nous avons compare´ nos re´sultats quan-
tiques avec ceux obtenus dans l’approximation semi-classique et nous avons discute´ les
diffe´rences entre les re´sultats obtenus dans ces deux approches.
E.2 Formalisme
Durant une collision entre deux atomes une quasi-mole´cule est forme´e et cette mole´cule
absorbe du rayonnement. Nous avons adopte´ la repre´sentation adiabatique pour calculer
le coefficient d’absorption. Ce coefficient est calcule´ en sommant les contributions des
transitions vers les diffe´rents e´tats e´lectroniques. La the´orie est de´crite en de´tail dans
l’article I et on n’en rappellera ici que les grandes lignes. Notons | i〉 et | f〉 les e´tats
initiaux et finaux de la transition. Le coefficient d’absorption pour une transition d’e´tat











−ǫi/kBTωJi(2Ji + 1) | 〈ǫfJf || d || ǫiJi〉 |2 (E.1)
ou` QT = (2πµkBT/h)
3/2 est la fonction de partition du mouvement relatif de transition,
| ǫiJi〉 et | ǫfJf〉 sont les e´tats initiaux et finaux norme´s en e´nergie avec respectivement
les e´nergies cine´tiques ǫi et ǫf pour le moment de translation.
Le coefficient d’absorption pour une transition d’e´tat libre a` e´tat lie´ est donne´ par une
expression analogue en remplacant la fonction d’onde d’e´tat libre | ǫfJf 〉 de l’e´tat final
par la fonction d’onde de l’e´tat lie´ | νfJf〉








e−ǫi/kBTωJ{(J + 1) | 〈fǫiJMijfǫfJ+1〉 |2
+J | 〈fXǫiJMijfǫfJ−1〉 |2} (E.2)








e−ǫi/kBTωJ{(J + 2) | 〈fǫiJMiffǫfJ+1〉 |2
+(J − 1) | 〈fXǫiJMiffǫfJ−1〉 |2 +(2J + 1) | 〈fXǫiJMiffǫfJ〉 |2} (E.3)
E.3 Application aux raies Lyman α et Lyman β
Le calcul du coefficient d’absorption pour les raies Lyman requiert la connaissance des
courbes de potentiel adiabatique et des moments de transition de tous les e´tats Σ et Π
E. Opacite´ dans les ailes des raies Lyman α et Lyman β due aux collisions H / H 175
corre´le´s aux asymptotes H(nl)+H(1s) (n=1,2,3). Les courbes de potentiel et les moments
de transition de l’hydroge`ne ont e´te´ obtenus par un calcul ab initio par Spielfiedel (2003).
La Table E.1 et la Table E.2 recensent les e´tats singulets et triplets contribuant a`














Table E.2: Etats e´lectroniques triplets corre´le´s aux raies Lyman α et β.
La Figure E.2 donne les diffe´rences de potentiel entre les e´tats singulets conside´re´s et






















































Figure E.2: Gauche : Diffe´rence de potentiel entre les e´tats singulets et l’e´tat fondamental
X1Σ+g ; Droite : Diffe´rence de potentiel entre les e´tats triplets et l’e´tat triplet b
3Σ+u .
On comprend sur cette figure la position a` 1600 et 1150 A˚ des satellites puisque cela
correspond au minimum de la diffe´rence d’e´nergie entre les courbes de potentiel des e´tats
de H(nl) n = 2 et 3 et de l’e´tat fondamental X1Σ+g .
Pour le calcul du coefficient d’absorption, tous les e´tats ro-vibrationnels pour chaque
e´tat e´lectronique ont e´te´ pris en compte tant qu’ils restaient sous la limite de dissociation.
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La convergence en J e´tant assez lente, nous avons calcule´ les fonctions d’onde jusqu’a`
J=500 pour la raie Lα et jusqu’a` J=1000 pour la raie Lβ. Les de´tails du calcul nume´rique
sont donne´s dans l’article I.
E.4 Re´sultats
E.4.1 Lyman α
La comparaison entre les coefficients d’absorption calcule´s en tenant compte ou non du
couplage rotationnel, ainsi que les re´sultats pour le satellite de la raie Lα a` 1600A˚ (en ne
prenant en compte que les transitions entre e´tats singulets qui sont celles qui contribuent
le plus) sont donne´s et discute´s en de´tail dans l’article I. La Figure E.3 pre´sente les
contributions au profil des transitions libres-libres et libres-lie´es en tenant compte de toutes
les contributions des transitions libres-libres et libres-lie´es vers tous les e´tats singulets et









































































Figure E.3: Contributions des transitions “libres-libres” (courbe rouge) et “libres-lie´es”
(courbe noire) au coefficient d’absorption.
La prise en compte des transitions entre e´tats triplets ne change pas les discus-
sions faites dans l’article I. L’intensite´ du satellite diminue avec l’augmentation de la
tempe´rature.
E.4.2 Lyman β
Les calculs prennent en compte les contributions des transitions libres-libres et libres-
lie´es vers tous les e´tats singulets et triplets venant de n=3, c’est a` dire les e´tats B”, 4, 5
1Σ+u , D, V
1Π+u , g, 4, 5
1Σ+u , r, w
3Πg.
La Figure E.4 compare les contributions au profil des transitions libres-libres et libres-
lie´es.
Dans le cas de Lβ, a` basse tempe´rature, les transitions libres-libres et libres-lie´es contri-
buent de fac¸on semblable, en revanche ce sont les transitions libres-libres qui dominent
assez largement de`s que la tempe´rature augmente.
L’intensite´ du satellite croˆıt cette fois avec la tempe´rature, ce qui n’est gue`re surprenant
puisque la contribution des transitions libres-libres au coefficient d’absorption, augmente
avec la tempe´rature et que c’est elle qui est assez vite la plus importante.















































































Figure E.4: Contributions des transitions “libres-libres” (courbe rouge) et “libres-lie´es”
(courbe noire) au coefficient d’absorption.
E.5 Conclusion
Nous avons calcule´ le coefficient d’absorption dans les ailes des raies Lα et Lβ en utili-
sant une approche quantique et en tenant compte de tous les e´tats qui pouvaient contribuer
a` la formation des satellites. Nous avons e´tudie´ la variation d’intensite´ des satellites avec la
tempe´rature, et aussi la contribution des transitions libres-libres et libres-lie´es. Enfin, nous
avons montre´ qu’a` basse tempe´rature, une approche quantique e´tait ne´cessaire puisque les
re´sultats semi-classiques surestiment le coefficient d’absorption (article I). Tout ceci ouvre
la voie a` l’e´tude d’autres satellites, ceux de Lyman γ, mais aussi ceux qui sont dus au col-
lisions avec H+ et qui sont ne´cessaires pour l’interpre´tation astrophysique d’observations
d’e´toiles dans le domaine UV.
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In the so-called one-perturber approach, free–bound and free–free transitions
contribute to absorption in the wings of atomic lines perturbed by collisions.
Perturbation theory for the interaction of light with a binary collisional complex
is applied to the calculation of the absorption coefficient. The initial and final
wavefunctions of the binary complex are quite general, taking into account
non-adiabatic effects between the adiabatic electronic states. Application to
the calculation of the Lymanα quasi-molecular satellite due to H–H collisions is
presented. We compare the results that include rotational coupling between the
upper B1"+u and C1#u states with the results obtained in an adiabatic approach.
It is shown that no significant difference between these results is obtained so
that the total absorption coefficient may be calculated by summing up the
contributions of the different electronic transitions calculated in the Born–
Oppenheimer approximation. As expected, discrepancies between quantal and
semi-classical results appear at low temperatures, which are slowly reduced as
the temperature increases.
1. Introduction
Structures in the Lyman α and Lyman β line wings of hydrogen have been identified as
free–bound and free–free transitions which take place during binary collisions of the radiating
atom and a perturbing atom or proton (Allard et al 1998a, 1998b, 1999). The IUE spectra of
the DA white dwarf 40 EriB revealed a strong absorption feature near 1400 A˚ (Greenstein
1980). Absorption features near 1600 A˚ were hereafter detected (Holm et al 1985). Koester
et al (1985) and Nelan and Wegner (1985) identified these structures to quasi-molecular
satellites of the Lyman α line due to H–H+ (1400 A˚) and H–H (1600 A˚) collisions. These
spectral features, which provide an important source of opacity, have been demonstrated to be
very sensitive indicators of temperature in DA white dwarfs and λ Bootis stars (Koester et al
1 Author to whom any correspondence should be addressed.
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1994, Holweger et al 1994, Bergeron et al 1995). Other features observed in the Lyman β
(Koester et al 1996) and Lyman γ (He´brard et al 2003) wings were also identified as quasi-
molecular satellites.
The fundamental theory, described in Allard et al (1994) and improved considerably when
the variation of the transition dipole moment during collision is included (Allard et al 1999),
was used in many applications concerning Lyman line series perturbed by protons and H atoms.
In this approach, based on the theory of pressure broadening of Baranger (1958), the spectral
line shape is given as the Fourier transform of an auto-correlation function calculated with the
following assumptions: (1) the radiator is stationary in space, (2) the perturbers are mutually
independent, (3) assuming that the adiabatic model is valid, the interaction potentials give
contributions which are scalarly additive and (4) the collision is described in a semi-classical
model where the perturbers move along rectilinear trajectories. When the degeneracy of the
asymptotic states is taken into account in the adiabatic approximation, the one-perturber auto-
correlation function is constructed by adding the contributions from the different transitions
weighted by the degeneracy of the states (Allard et al 1994).
The weights of the different quasi-molecular transitions are determined in the context of
the theory of atomic collisions in a weak radiation field which leads to the radiative cross section
and absorption coefficient (Van Regemorter and Feautrier 1985, Feautrier et al 1988): it is
the so-called one-perturber approach valid in the wings of the spectral lines. This approach,
valid in the low density limit, allows us to take into account the dynamical couplings between
the molecular electronic states. Those coupling terms are known to perturb the rotational
structures of the #+ and $ states of the Lyman and Werner bands of the hydrogen molecule
(Ford 1975, Julienne 1973). The rotational coupling between excited electronic states was also
found to modify the intensity and polarization of the light emitted in collisional redistribution
experiments (Julienne 1982).
The purpose of this paper is to perform quantum calculations of the absorption coefficient
of the H–H quasi-molecular system taking into account the rotational coupling between B1#+u
and C1$u states in the one-perturber approximation and to compare the corresponding results
with those obtained in the adiabatic approximation. Coupling to other higher lying electronic
states exists and should be taken into account to accurately describe the high excited rovibronic
levels of B and C (Senn et al 1988), but first we would like to investigate the effects of the
main coupling perturbing the B electronic state which leads to the satellite feature. Another
interest of the present calculations is to compare the quantum results obtained in the adiabatic
approximation with the usual semi-classical results in order to determine the validity and
accuracy of classical rectilinear trajectory approaches.
Sections 2 and 3 summarize the main aspects of the theory and its application to the H–H
case. The calculations and numerical procedures are described in section 4. The results are
presented in section 5 and discussed in section 6.
2. Theory
The non-adiabatic theory of collision-broadened atomic line profiles is well established (Mies
1981, Julienne 1982, Van Regemorter and Feautrier 1985). We consider that part of the profile
(line wing) that can be described in terms of single binary collisions in the presence of a week
radiative field, represented by the equation (for absorption)
Ai + B + nhν → Af + B + (n − 1)hν (1)
where A and B, respectively, represent the radiating atom and the perturber, n is the number of
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photons of energy hν in the incident radiative field. At the end of the collision, one photon has
been absorbed and the radiating atom has been excited from state i to state f. The conservation
of the energy requires
Ei + ǫi + hν = Ef + ǫf (2)
where Ei and Ef are the internal energies of the initial and final separated atomic states and
ǫi and ǫf are the initial and final kinetic energies of the centre of mass. The shift $ from the
energy hν0 of the unperturbed atomic line is
$ = hν − hν0 = ǫf − ǫi. (3)
The total Hamiltonian of the system is given by
H = H AB + H rad + V rad (4)
where H AB is the Hamiltonian of the isolated system AB (in barycentric coordinates), H rad is
the incident radiation field Hamiltonian and V rad is the molecule–field interaction:
V rad = (2πhνφ/c)1/2ǫˆ0 · "d (5)
where φ is the field intensity, ǫˆ0 is the polarization vector of the incident field (chosen as the
z-axis) and "d is the molecular dipole operator.
The total wavefunction is expanded in a product basis set as
|γ 〉 = |JMp〉 ∗ |n〉. (6)
Here |JMp〉 is an eigenstate of the electronic rotational part of H AB and |n〉 is an eigenstate of
H rad. The quantum numbers M and p, respectively, represent the space-fixed projection of the
total angular momentum J and the parity with respect to inversion of all coordinates through
the molecular centre of mass.
Denoting by |i〉 and |f〉 the initial and final states of the absorption process, the rate
coefficient for a Maxwellian velocity distribution at temperature T is









(2Ji + 1)P Ji(ǫi, ν) e−ǫi/kBT dǫi (7)
where QT = (2πµkBT/h2)3/2 is the translational partition function, kB is the Boltzman
constant, P Ji is the total absorption probability. If the initial asymptotic atomic states of A
and B are non-degenerate, P Ji is given in terms of the radiative S matrix as







∣∣SJiMif i (ǫi, ν)
∣∣2. (8)
For weak radiation fields, the probability P Ji(ǫi, ν) is much less than unity, and the
distorted-wave approximation with respect to the radiative coupling may be used for the
S-matrix elements (Mies 1981):
S
JiMi
f i (ǫi, ν) = −2π i〈ǫfJf|V
rad|ǫiJi〉 (9)
where |ǫiJi〉 and |ǫfJf〉 are energy-normalized field free initial and final states with total
energies Ei + ǫi and Ef + ǫf , respectively.
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This gives the following expression for the free–free absorption coefficient per atom and
per perturber (Julienne 1982):











−ǫi/kBTωJi(2Ji + 1)|〈ǫfJf‖d‖ǫiJi〉|2 (11)
where the coefficient ωJi has been introduced to take into account the statistics of the rotational
levels for homonuclear systems.
The free–bound absorption coefficient k(ν)FB can be deduced in the same way by replacing
the free normalized wavefunction |ǫfJf〉 in the final state by the bound wavefunction |vfJf〉
normalized to unity. Taking into account the conservation of the total energy:
& = ǫf − ǫi (12)








e−ǫi/kBTωJi(2Ji + 1)|〈vfJf‖d‖ǫiJi〉|2 (13)
where ǫf is now negative, its magnitude is the value of the dissociation energy of |vfJf〉.
If |i〉 or |f〉 are degenerate states, several molecular potentials are correlated to the same
asymptote when the internuclear distance goes to infinity. The corresponding free and bound
wavefunctions are solutions of coupled equations that take into account the breakdown of the
Born–Oppenheimer (BO) approximation. The BO approximation is nevertheless valid when
the molecular potentials are far from each other, and our purpose in the following sections is
to investigate the effects of non-adiabatic coupling in the H–H case.
3. Application to the H–H absorption coefficient
The red wing of the Lyman α line perturbed by H atoms is due to absorption from free states
of the X1(+g ground state to free and bound states of the upper B1(+u and C1)u states. This
absorption corresponds to free–bound and free–free contributions to the Lyman and Werner
bands. Contribution from absorption to the B′1(+u upper state is not important in the region of
the H–H satellite, as shown in the results presented in section 5.
As the B and C electronic states have a large number of bound states, the free–free
contribution to the absorption from the X state is expected to be very small compared to
the free–bound contribution, except for wavelengths near that of the atomic line (Sando and
Worhoudt 1973). So, we only consider here the effects of the rotational coupling between
the B and C states on the free–bound absorption coefficient. This coupling term is known
to modify the position and intensity of a number of rovibrational excited levels (Abgrall et al
1987).
The free wavefunction |ǫiJi〉 relevant to the ground electronic state X1(+g is written in a









Mi0(φ, θ, 0),X(r, R) (14)
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where D∗Ji is a rotation matrix. "X is the Born–Oppenheimer electronic wavefunction, with r
and R, respectively, representing the electronic and internuclear coordinates. fXǫiJi(R) is the


















2µǫi/h¯ is the corresponding wave number. |ǫiJi〉 is an e-parity type state
according to Brown et al (1975).
The rovibronic functions related to the B1&+u state are of e-parity type whereas the C1'u
state contains both e- and f-parity type levels, leading to (-doubling when the rotational
coupling is taken into account. Excited states with e parity are obtained from the mixing of B
and C states through the L+/
√
2 rotational coupling operator (Julienne 1973). They are given


















Mf 1(φ, θ, 0)"C,1(r, R) +D
∗Jf
Mf−1(φ, θ, 0)"C,−1(r, R)
]}
(16)








C+vfJf (R) dR = 1.











× [D∗JfMf1(φ, θ, 0)"C,1(r, R)−D∗JfMf−1(φ, θ, 0)"C,−1(r, R)]} (17)
where fXǫiJi(R) and fC−vfJf (R) are solutions of the radial Schro¨dinger equation for the X and C
adiabatic potentials, respectively, whereas fBvfJf (R) and fC+vfJf (R) are solutions of a coupled
system of equations (see Abgrall et al 1987 for detailed equations).
After integration over electronic and rotational coordinates, we obtain the following
expressions for the reduced matrix element taking J = Ji:




∣∣−√J + 1〈fXǫiJ MBXfBvfJ+1〉 +√J + 2〈fXǫiJ MCXfC+vfJ+1〉∣∣2




∣∣√J 〈fXǫiJ MBXfBvfJ−1〉 +√J − 1〈fXǫiJ MCXfC+vfJ−1〉∣∣2
Q branch: Jf = J
|〈vfJf‖d‖ǫiJ 〉|2 =
∣∣〈fXǫiJ MCXfC−vfJ 〉∣∣2 (18)




If the rotational coupling is not taken into account, the radial functions fC+vfJ and fC−vfJ
are the same and the absorption coefficient is given by a sum of the X1&+g − B1&+u and
X1&+g − C1'u contributions (Sando and Dalgarno 1971).
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+ (J − 1)
∣∣〈fXǫiJ MCXfCvfJ−1
〉∣∣2 + (2J + 1)
∣∣〈fXǫiJ MCXfCvfJ
〉∣∣2} (20)
ωJ = 1/4 if J is odd and ωJ = 3/4 if J is even.
The free–free contribution is obtained by replacing bound wavefunctions with free
wavefunctions in the upper electronic state in the same expressions.
4. Computational details
The Born–Oppenheimer potential curves and transition moments of Drira (1999) and the
rotational coupling term of Wolniewicz and Dressler (1988) were used. Interpolations of these
data were performed by a cubic spline method.
For each rotational quantum number J, the free radial wavefunctions for X and uncoupled
B, B′ and C electronic states were obtained by the usual Numerov method. The bound states
energies and wavefunctions of the B, B′ and C states were obtained by solving the coupled and
the uncoupled radial equations using the Fourier grid Hamiltonian (FGH) method (Marston
and Balint-Kurti 1989), well adapted to bound states calculations. The main advantage of this
method is to provide all the eigen values and the eigen functions in one single diagonalization
of the Hamiltonian matrix expressed in a discrete variable representation. It is applicable
to energy levels up to the dissociation limit and even to quasi-bound states when centrifugal
potential barriers occur for high J, whereas the usual Numerov method fails in these cases
(see comments in section 5.1). In the present calculations, a uniform discrete grid over the
internuclear distance R was used (total number of grid points: 1200, step size 0.05a0, range:
0.6–60.6a0). For J = 0, the numbers of vibrational levels found are, respectively, 39 for the
B1!+u state, 10 for B′1!+u and 14 for C1&u. Rovibrational levels up to J = 59 were considered
as long as they stay below the dissociation limit. The contributions of the higher J levels are
negligible (see figure 1(a)).
Concerning the calculation of the free–free contribution to the absorption coefficient, the
convergence of the summation over J as well as the integration over the initial kinetic energy
were carefully studied at the maximum temperature considered (25 000 K). Figure 1(b) shows
the variation of the J contribution to the total free–free absorption coefficient, including kinetic
energy average: the convergence is obtained for J = 200 in the region of the satellite (1600 A˚)
and for J = 500 in the near wing (1300 A˚). Figure 1(c) presents the variation with the kinetic
energy ǫi of the integrand in the Maxwell average of the calculated free–free coefficient.
Convergence is obtained for ǫi = 0.53 Hartree (contribution decreased by a factor of 10−3
compared to the maximum). Choosing this values of energy ǫi = 0.53 Hartree, figure 1(d)
shows the contributions of the rotational levels and confirms the results of convergence shown
in figure 1(b), so that all results presented in the following were obtained with J up to 500.
The calculation of the total absorption coefficient as a function of wavelength was
performed at several temperatures: 5000 K, 8000 K, 10 000 K, 12 000 K and 25 000 K.
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Figure 1. Convergence study of the calculations of the absorption coefficient. (a) Contribution
of the rotational levels to the free–bound total absorption coefficient at 1593 A˚ and 1269 A˚ (T =
5000 K). (b) The same for the free–free total absorption coefficient at 1300 A˚ and 1600 A˚ (T =
25 000 K). (c) Convergence in the integration of the free–free absorption coefficient over the initial
kinetic energy at 1300 A˚ and 1600 A˚ (T = 25 000 K). (d) Contributions to the free–free coefficient
of the rotational levels for a kinetic energy of 0.53 Hartree.
5. Results
5.1. Effect of the rotational coupling
We have calculated the absorption coefficient first in the adiabatic approximation for the
free–bound transitions X1"+g → B1"+u and X1"+g → C1#u and then taking into account the
rotational coupling between the two final states.
Figure 2 shows the separate contributions of the B–X and C–X transitions in the adiabatic
approximation as well as their simple sum (figure 2) for temperatures of 5000 and 10 000 K.





whereas both B–X and C–X transitions contribute to the near wing of the Lyman α line.
The dominant contribution of the B–X free–bound transition was first discussed by Sando
and Wormhoudt (1973). However, the use by these authors of the Numerov method leads
to an underestimation of the absorption since this numerical method fails to find the high J
rovibrational states in the B1"+u potential due to the existence of the centrifugal barrier.
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Figure 2. Contributions of B and C states to the free–bound absorption coefficient in the adiabatic
approximation.
Figure 3 shows a comparison between the results, respectively, obtained in the adiabatic
and the non-adiabatic approaches.
One may note that the spectra obtained in the two approaches are quite similar, since
they present the satellite line at the same position and with the same intensity (small local
differences in the position of the small peaks exist but have certainly no consequence on the
resulting synthetic spectra). This result is somewhat expected for the 1400–1700 A˚ spectral
range in the vicinity of the satellite. Indeed, in that region the contribution is primarily due to
the B–X transition (figure 2). One can also see that the effects of the rotational coupling are
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Figure 3. Free–bound contribution to the absorption coefficient at 5000 and 10 000 K in the
adiabatic approximation and with rotational coupling between B and C states.
negligible at shorter wavelengths where absorption to the B1"+u and C1#u states contribute
equally (figure 2). So, it appears clearly that, even if the rotational coupling modifies the
positions and intensities of the rovibrational levels, its effect on the free–bound absorption
coefficient after summation of all the contributions is negligible.
Figure 4 compares the free–bound and free–free contributions to the profile. Free–free
absorption, negligible at low temperatures in the region of the satellite, leads to a small
contribution at these wavelengths for increasing temperatures but dominates the absorption in
the near wing. However, as a consequence of the unitarity of the radiative S matrix, the effects
F. Articles a` comite´ de lecture 189









1300 1400 1500 1600 1700
(B+C) - X

























1300 1400 1500 1600 1700
(B+C) - X

















Figure 3. Free–bound contribution to the absorption coefficient at 5000 and 10 000 K in the
adiabatic approximation and with rotational coupling between B and C states.
negligible at shorter wavelengths where absorption to the B1"+u and C1#u states contribute
equally (figure 2). So, it appears clearly that, even if the rotational coupling modifies the
positions and intensities of the rovibrational levels, its effect on the free–bound absorption
coefficient after summation of all the contributions is negligible.
Figure 4 compares the free–bound and free–free contributions to the profile. Free–free
absorption, negligible at low temperatures in the region of the satellite, leads to a small
contribution at these wavelengths for increasing temperatures but dominates the absorption in
the near wing. However, as a consequence of the unitarity of the radiative S matrix, the effects
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Figure 5. Absorption coefficient at 5000 and 10 000 K.
5.2. Temperature dependence of the absorption coefficient
Figure 5 shows the total absorption coefficient calculated at temperatures of 5000 K and
10 000 K, respectively. Calculations take into account the contributions of free–bound and
free–free transitions to B1"+u , B′1"+u and C1#u.
The intensity of the satellite decreases for increasing temperatures.
5.3. Comparison of quantal and semi-classical results
The computed quantum results are compared in figure 6 with the semi-classical results of
Allard et al (2003) obtained in the low density limit of the unified theory. This method uses
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Figure 6. Comparison between semi-classical (Allard et al 2003: broken line) and quantum results
(this work: solid line) at 8000, 12 000 and 25 000 K.
the expansion of the auto-correlation function in powers of density. The variation of the dipole
transition moment as well as the Boltzmann factor (see theory in Allard et al 1999) are taken
into account.
Both results give a similar behaviour of the satellite: it appears clearly that the quantum
results confirms the decreasing of absorption with increasing temperatures: this justifies the
importance at low temperatures of the Boltzmann factor taken into account recently in the
expression of the semi-classical approach. However, the quantum abosorption coefficient
is systematically lower than the semi-classical one, the difference between them decreases
slowly for increasing temperatures and is less than 20 per cent at the typical temperatures of
white dwarfs.
6. Discussion and concluding remarks
The satellites which arise in the wings of atomic lines during collisions between the radiative
atom and perturber are used as diagnostics of the stellar temperature and gravity. The
characteristics of these features depend directly on the initial and final wavefunctions of
the complex formed during the collision. In the case of H–H collisions, absorption to bound
and free excited states leads to free–bound and free–free contributions to the line wing. As
several electronic states are correlated to the atomic levels of the Lyman α transition, we have
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investigated, in a quantum approach, the effects of the non-adiabatic coupling between the
B1"+u and C1#u states. From theoretical considerations, it is shown that such non-adiabatic
effects are expected to be negligible for free–free absorption. Our results show that non-
adiabatic effects are equally negligible for free–bound absorption. This result confirms the
validity of the adiabatic approach usually assumed in calculations of far wing spectra.
Comparison of our quantal results with the semi-classical ones (Allard et al 2003) shows
a global agreement for the shape of the satellite as well as for the decrease of its intensity with
increasing temperatures. Some expected discrepancies appear at low temperatures, however
they decrease slowly when the temperature increases. Among several possible sources of
differences, the first one, namely, the one-perturber approach, assumed in the present quantum
calculations is valid for the density N considered in Allard et al (2003): if we compare the
potential range of the relevant electronic states (!20 A˚) to N− 13 , it appears that the number
of perturbers in the interaction sphere is much less than 1 (this could be different for higher
lines as larger distances are involved). Thus, the difference may be due to the validity limit
of the use of classical rectilinear trajectories in the semi-classical calculations. Indeed, if we
compare the kinetic energy at 25 000 K (≈2.15 eV) to the potential energy difference in the







is not fulfilled. Considering the conservation of the total energy, it is clear
that the local kinetic energy for internuclear distances where the satellite is formed is larger
than the initial kinetic energy at the beginning of the collisions. This may contribute to a
decrease of the absorption for attractive potentials.
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Rotational excitation of sulfur monoxide by collisions with helium at low
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We present two new two-dimensional potential-energy surfaces for the SO–He system calculated at
SO r distance frozen at its experimental minimum-energy distance. Both are obtained at the
RCCSD!T" level using two different basis sets !AVTZ and AVQZ" for the three atoms. Bond
functions are placed at mid-distance between the SO center of mass and He for a better description
of the van der Waals well. Close-coupling calculations of the collisional excitation cross sections of
the fine-structure levels of SO by He are calculated at low energies. The exact level splitting is taken
into account. It is found that the results obtained from the two surfaces are very similar, except for
some small differences observed in the region of resonances at low energies. The propensity rules
between fine-structure levels are studied, it is shown that F-conserving cross sections are much
larger for high-N rotational levels than cross sections between F-changing levels, as expected from
theoretical considerations. The use of infinite order sudden recoupling techniques from spin-free
cross sections is investigated. Excitation rate coefficients among fine-structure levels are calculated
at low temperatures. © 2005 American Institute of Physics. #DOI: 10.1063/1.2004994$
I. INTRODUCTION
In regions of star formation, the outflows from the young
stars penetrate the surrounding envelopes and thus create
high-temperature shocks leading to evaporation of dust
mantles that produce many species in the gas phase. These
freshly evaporated molecules can then drive a hot core rich
and complex chemistry, specific of the physical conditions
present in the gas. In particular, the observed abundances of
the sulfur-bearing molecules in the warm gas display impor-
tant differences from those derived from observations of cool
molecular material.1 They also exhibit large abundance gra-
dients on small spatial scale.2–4 The sulfur is originally con-
tained in H2S, and H2S reacts with hydrogen atoms to give
sulfur atoms which rapidly reacts with OH and O2 to form
SO, SO2, and other sulfur-bearing species, and because of
the relatively fast evolution of their chemistry on time scales
of hot core age, the warm gas can be traced with molecules
like SO and SO2.
Observations of molecular emission at millimeter and
infrared wavelengths, supplemented by careful and detailed
modeling, are powerful tools to investigate the physical and
chemical conditions of astrophysical objects. First observed
by Gottlieb and Ball5 in the interstellar gas, sulfur monoxide
has been used extensively to study shocked molecular gas in
various environments.6–8 SO is a good probe since the fine
structure in its 3!− electronic ground state gives many rela-
tively close transitions. The modeling of the line intensities
requires comparison with model excitation calculations using
radiative as well as rate coefficients. It is thus of a great
importance to provide accurate rate coefficients for a large
temperature range.
In the relatively cold environments, collisional excitation
is dominated by collisions with the most abundant neutral
species, He and H2. To our knowledge, no result exists for
SO–He. Excitation rate coefficients by collision among fine-
structure levels of SO with H2 were provided some time ago
by Green,9 using coupled states and recoupling approxima-
tions to collision dynamics and the potential-energy surface
obtained for CS–H2 with an electron-gas model.10 Spin-free
rate coefficients were obtained for temperatures from 50 to
350 K and rate coefficients among fine-structure levels were
obtained from the spin-free rate coefficients using the recou-
pling method described by Neufeld and Green.11
Here, the collisional excitation cross sections of the fine-
structure levels of SO by He are calculated at low energies
using close-coupling !CC" methods taking into account the
exact level splittings. Due to the large fine-structure constant
of SO, an intermediate coupling representation from Hund’s
case !b" is adopted. Two new potential-energy surfaces !PES"
were calculated at different levels of accuracy. Section II is
devoted to the determination and comparison of the PES.
The collisional calculations are described in Sec. III. Finally,
we discuss in Sec. IV the sensitivity of the cross sections to
the accuracy of the PES, the propensity rules among fine-
structured cross sections and the validity of a recoupling ap-
proximation obtained from the spin-free cross sections, and
we give the rate coefficients among fine-structure levels for
temperatures ranging from 10 to 50 K.
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II. POTENTIAL-ENERGY SURFACES
The present work uses a Jacobi coordinate system in
which r is the SO distance, R is the distance from the center
of mass of SO to the He atom, and ! is the angle between the
two distance vectors !!=0 for aligned S, O, and He atoms".
For rotational excitation calculations, the potential-energy
surface was calculated at the RCCSD!T" level.12,13 To check
the validity of this monoconfigurational method, we have
performed calculations for the first triplet states with
the MCSCF approach. For all investigated geometries, it was
found that the weight of the dominant configuration for the
ground state was between 0.92 and 0.94 which justifies the
choice of the RCCSD!T" approach. The SO r distance was
frozen at its experimental minimum-energy distance
!re=2.80 bohrs". This is well justified since the mean value
of the r!SO" distance for the last level studied differs from
the r distance for the first level by less than 0.01a0, so it is
expected that the centrifugal distortion has a negligible
effect.
Two ab initio surfaces were calculated using the MOL-
PRO2002 package.14 For the first one, the three atoms were
described by the aug-cc-pVTZ !hereafter aVTZ" basis set of
Woon and Dunning15 augmented by the !3s3p2d1f" bond
functions defined by Tao and Pan,16 placed at mid-distance
between the SO center of mass and He. This total basis set
includes 148 contracted gaussian basis functions. The second
surface was calculated with the aug-cc-pVQZ !hereafter
aVQZ" basis set15 augmented by the !3s3p2d2f1g" bond
functions optimized by Cybulski and Toczylowski.17 This
leads to 255 gaussian basis functions. In both calculations,
the basis set superposition error !BSSE" is corrected at all
geometries with the Boys and Bernardi counterpoise
procedure.18
The radial scattering coordinate R was assigned values
from 4.0 to 16.0 bohrs by steps of 0.25 bohr, the angular grid
was uniform with a 15° spacing from 0° to 180°. A few
additional geometries, such that at any computed angle, the
interaction energies becomes at least higher than 4500 cm−1,
were computed at shorter internuclear distances
!R"4.0 bohrs" in order to describe the repulsive part of the
potential. A total of 636 and 668 geometries were, respec-
tively, computed to describe the aVTZ and aVQZ PES.
Contour plot of the aVQZ potential is shown in Fig. 1.
For this van der Waals system, the global minimum of the
interaction energy is found to be −154.4153 #hartree
!R=7.32 bohrs, !=180°" for the aVTZ basis set and to be
−159.1127 #hartree !R=7.29 bohrs, !=180°" for the aVQZ
basis set.
Finally the fitting procedure described by Werner et al.19
for the CN–He system was adapted in order to obtain
the V!r=re ,R ,!" numerical expansion routine required as
FIG. 1. Contour plot of the aVQZ potential-energy surface of SOHe as
a function of R and ! with the S–O separation fixed at r=2.80 bohrs. The
energies are in #hartree with a distance of 7.94 #hartree between two
adjacent contours, the zero of energy is taken as that of the He+SO
asymptote.
FIG. 2. V$ expansion of the aVQZ interaction potential-energy surface !up-
per panel" and difference between the V$ components of the two potential-
energy surfaces !lower panel".
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input by MOLSCAT !Ref. 24" to perform the dynamical
calculation. The analytic potential is found to reproduce the
calculated surface quite well. The deviations between the
fitted potential values and the ab initio points are concen-
trated in the repulsive part of the PES. Over the entire grid,
the mean difference between the analytic fit and the ab initio
calculations is 0.13% with a standard deviation of 0.12%
!aVQZ surface". Similar numbers are found for the aVTZ
surface.
In terms of the Legendre polynomials, the interaction
energy surface can be expressed as
V!r = re,R,!" = #
"
V"!R"P"!cos !" . !1"
The first V"!R" components calculated with the aVQZ basis
set are presented on Fig. 2 !upper panel". The two interaction
energy surfaces are compared in Fig. 2 !lower panel" for the
large and small R distances. Very small differences !less than
2 #hartree" appear at large and intermediate distances and
particularly around the minimum, larger differences !up to
1000 #hartree at 4.5 bohrs" occur at small R distances in
particular for the V2 component. Consequences on the cross
sections are discussed in Sec. III.
III. SCATTERING CALCULATIONS
A. Fine structure of SO
In the SO !3$−" electronic state, the rotational levels are
split by spin-rotation coupling. Departure from pure Hund’s
TABLE I. Energy of the fine-structure levels. The N value obtained in
Hund’s case !b" limit is also indicated.
Energy
Level N $%% j !cm−1"
1 1 F3 0 0.0000
2 0 F1 1 1.0008
3 1 F1 2 3.0999
4 2 F1 3 6.4122
5 1 F2 1 10.5519
6 2 F3 1 10.9870
7 3 F1 4 11.0214
8 2 F2 2 13.4237
9 3 F3 2 14.6312
10 4 F1 5 17.0014
11 3 F2 3 17.7312
12 4 F3 3 19.9337
13 4 F2 4 23.4745
14 5 F1 6 24.3157
15 5 F3 4 26.8810
16 5 F2 5 30.6534
17 6 F1 7 33.0498
18 6 F3 5 35.2108
19 6 F2 6 39.2678
20 7 F1 8 43.1926
21 7 F3 6 45.1024
22 7 F2 7 49.3175
23 8 F1 9 54.7515
24 8 F3 7 56.4673
25 8 F2 8 60.8023
26 9 F1 10 67.7311
27 9 F3 8 69.2936
28 9 F2 9 73.7221
29 10 F1 11 82.1345
30 10 F3 9 83.5736
31 10 F2 10 88.0765
32 11 F1 12 97.9640
33 11 F3 10 99.3022
34 11 F2 11 103.8653
35 12 F1 13 115.2209
36 12 F3 11 116.4756
37 12 F2 12 121.0882
38 13 F1 14 133.9062
39 13 F3 12 135.0911
40 13 F2 13 139.7449
FIG. 3. Collisional excitation cross sections of SO by He from the two first
levels: comparison between results obtained from the aVQZ PES !filled
circles, solid line" and the aVTZ PES !empty diamonds".
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case !b" is taken into account through an intermediate cou-
pling representation. In Hund’s case !b", the total molecular
angular momentum j is defined by
j = N + S , !2"
where N and S are the nuclear rotational and the electronic
spin angular momenta.
In the intermediate coupling scheme, the rotational wave
function can be written for j!1 as20
#F1jm$ = cos "#N = j − 1,Sjm$ + sin "#N = j + 1,Sjm$
#F2jm$ = #N = j,Sjm$ !3"
FIG. 4. Rotationally inelastic cross sections for collisions of SO with He at 50 cm−1 !upper panel" and 200 cm−1 !lower panel" for #N=N!−N=1: comparison
between results obtained from the aVQZ PES !filled circles, solid line" and the aVTZ PES !empty diamonds". Scattering out of the F1 ,F2, and F3 states is
shown in the left, middle, and right frames, respectively. For Fi!F j, the two results are indistinguishable.
FIG. 5. Comparison between results obtained with the recoupling technique from spin-free cross sections !empty diamonds" with results taking into account
the exact fine structure of the levels !filled circles".
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!F3jm" = − sin !!N = j − 1,Sjm" + cos !!N = j + 1,Sjm" ,
where !N ,Sjm" denotes pure Hund’s case #b$ basis functions
and the mixing angle ! can be obtained by the diagonaliza-
tion of the molecular hamiltonian.21 In the pure case #b$
limit, !→0 and the F1 level corresponds to N= j−1 and the
F3 level to N= j+1. For SO, the case #b$ limit becomes valid
from N=5.
The rotational energy levels of the 32S16O molecule were
computed with the use of the experimental spectroscopic
constants of Bogey et al.22 The energies of the first fine-
structure levels are given in Table I.
B. Collision dynamics
The collision of a molecule in a given !Fijm" state with a
structureless target is treated by expanding the total wave





Here &jmLML!JM"!LML" is a Clebsch-Gordan coefficient, M
is the projection of J along the space-fixed z axis, L is the
relative orbital angular momentum, and ML is its projection
along z. The !Fijm" states given by Eq. #2$ may be expressed





j !NSjm" . #5$
The transition matrix elements and the related cross sec-
tions between fine-structure levels are obtained by solving
close-coupled equations where the potential matrix elements
between states !FijLJM" and !F!ij!L!JM" at a fixed total an-






j &N!S!j!L!JM!V!NSjLJM" . #6$
Here, &N!S!j!L!JM!V!NSjLJM" represents matrix ele-
ments of V between pure Hund’s case #b$ basis functions, the
expression of these matrix elements is given by Corey and
McCourt.23 All the calculations were performed with the
MOLSCAT code24 modified to take into account the fine struc-
ture of the energy levels and the intermediate coupling
scheme.
The calculations were carried out using the propagator of
Manolopoulos.25 The reduced mass of the system is 3.694.
The propagation parameters were tested in order to obtain
convergence of the cross sections for energies up to
300 cm−1. Typically, the maximum integration distance was
Rmax=40 bohrs. The open channels correspond to the five
lowest rotational levels at 30 cm−1 and to the 19 first rota-
tional levels at 300 cm−1. Several energetically inaccessible
levels #nine closed channels at 30 cm−1 and five at 300 cm−1$




Figure 3 presents the energy variation of the collisional
excitation cross sections of SO by He from the two first
levels to the 2F1 excited level. The cross sections present
resonances for energies up to 40 cm−1. These resonances cor-
respond to the presence at 7.32 bohrs of a well whose depth
is 154 "hartree. Such behavior is typical of all the cross
sections.
On Fig. 3, the cross section obtained from the AVQZ
PES #solid line$ is compared with the results obtained from
the AVTZ PES #empty diamonds$. Only small differences
occur in the region of resonances, but the general behavior is
the same and no significant differences are expected in the
corresponding rate coefficients after the Boltzmann thermal
average. The same agreement is obtained for all the
cross sections as shown in Fig. 4 where the cross sections
obtained from the two different potentials for #N=1 Fi
→F j transitions at kinetic energies of 50 and 200 cm−1 are
compared.
As expected theoretically,26 strong propensity for conser-
vation of the F label is obtained in the large j limit. As
shown in Fig. 4, cross sections for Fi→F j transitions with
i! j are smaller than F-conserving cross sections. This pro-
pensity rule becomes stronger as N increases. We observe
that cross sections for F-conserving transitions are nearly
constant in the considered energy range and that cross sec-
tions for F-changing transitions decrease strongly as N in-
creases. The same propensity was previously obtained for
SO–H2 collisions by Green9 in Hund’s case #b$ approach.
This behavior is general for molecules in #3$−$ electronic
state, as shown, in particular, for #N=2 Fi→F j transitions in
O2–He collisions.20
Finally, we explored the validity of the recoupling ap-
proximation used by Green.9 Approximate cross sections
among fine-structure levels were obtained in Hund’s case #b$
limit from close-coupling spin-free cross sections using the
infinite order sudden #IOS$ approximation scaling relation-
ship to recouple the angular momenta. Scaling was applied
to downward cross sections. The recoupling method was de-
scribed in details by Neufeld and Green11 for the calculations
of rate coefficients among hyperfine structure levels from
rate coefficients among rotational levels. As the fine-
structure splitting in SO is relatively large, it is not expected
that accurate results could be obtained at low energies with
this approximation. However, it is interesting to test it.
We write
%#NSj → N!Sj!$ = %
IOS#NSj → N!Sj!$
%IOS#N → N!$
%CC#N → N!$ ,
#7$
where
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TABLE II. Downward rate coefficients of fine-structure levels of SO in collisions with He as a function of kinetic temperature !in units of cm3 s−1".
Initial level Final level Rate coefficients
Level N #!$ j Level N #!$ j 10 K 20 K 30 K 40 K 50 K
2 0 F1 1 1 1 F3 0 1.07!−11" 6.20!−12" 4.24!−12" 3.22!−12" 2.61!−12"
3 1 F1 2 1 1 F3 0 5.68!−12" 3.71!−12" 2.93!−12" 2.55!−12" 2.35!−12"
3 1 F1 2 2 0 F1 1 4.12!−11" 3.20!−11" 2.77!−11" 2.54!−11" 2.39!−11"
4 2 F1 3 1 1 F3 0 4.70!−12" 3.45!−12" 2.93!−12" 2.65!−12" 2.48!−12"
4 2 F1 3 2 0 F1 1 2.11!−11" 1.71!−11" 1.59!−11" 1.54!−11" 1.53!−11"
4 2 F1 3 3 1 F1 2 4.79!−11" 3.67!−11" 3.22!−11" 3.00!−11" 2.88!−11"
5 1 F2 1 1 1 F3 0 1.92!−12" 1.03!−12" 6.57!−13" 4.66!−13" 3.53!−13"
5 1 F2 1 2 0 F1 1 3.02!−11" 2.79!−11" 2.66!−11" 2.59!−11" 2.54!−11"
5 1 F2 1 3 1 F1 2 3.15!−11" 3.09!−11" 3.14!−11" 3.21!−11" 3.29!−11"
5 1 F2 1 4 2 F1 3 5.13!−11" 4.63!−11" 4.33!−11" 4.13!−11" 3.97!−11"
6 2 F3 1 1 1 F3 0 2.20!−11" 1.93!−11" 1.80!−11" 1.73!−11" 1.69!−11"
6 2 F3 1 2 0 F1 1 6.50!−12" 4.83!−12" 4.15!−12" 3.82!−12" 3.64!−12"
6 2 F3 1 3 1 F1 2 1.44!−11" 1.15!−11" 1.02!−11" 9.47!−12" 8.96!−12"
6 2 F3 1 4 2 F1 3 9.70!−12" 6.99!−12" 5.85!−12" 5.26!−12" 4.91!−12"
6 2 F3 1 5 1 F2 1 5.30!−12" 3.43!−12" 2.61!−12" 2.18!−12" 1.92!−12"
7 3 F1 4 1 1 F3 0 1.69!−12" 1.02!−12" 7.50!−13" 6.08!−13" 5.21!−13"
7 3 F1 4 2 0 F1 1 1.86!−11" 1.58!−11" 1.45!−11" 1.39!−11" 1.34!−11"
7 3 F1 4 3 1 F1 2 2.57!−11" 2.25!−11" 2.14!−11" 2.11!−11" 2.10!−11"
7 3 F1 4 4 2 F1 3 5.03!−11" 4.18!−11" 3.78!−11" 3.56!−11" 3.42!−11"
7 3 F1 4 5 1 F2 1 5.74!−12" 4.28!−12" 3.48!−12" 2.99!−12" 2.67!−12"
7 3 F1 4 6 2 F3 1 3.46!−12" 3.36!−12" 3.48!−12" 3.69!−12" 3.92!−12"
8 2 F2 2 1 1 F3 0 9.41!−13" 4.99!−13" 3.20!−13" 2.28!−13" 1.73!−13"
8 2 F2 2 2 0 F1 1 2.12!−11" 2.14!−11" 2.20!−11" 2.26!−11" 2.32!−11"
8 2 F2 2 3 1 F1 2 3.89!−11$ 3.58!−11" 3.40!−11" 3.27!−11" 3.18!−11"
8 2 F2 2 4 2 F1 3 2.06!−11" 1.82!−11" 1.73!−11" 1.69!−11" 1.67!−11"
8 2 F2 2 5 1 F2 1 2.83!−11" 2.62!−11" 2.50!−11" 2.43!−11" 2.38!−11"
8 2 F2 2 6 2 F3 1 2.93!−12" 2.03!−12" 1.66!−12" 1.47!−12" 1.37!−12"
8 2 F2 2 7 3 F1 4 2.50!−11" 2.46!−11" 2.49!−11" 2.56!−11" 2.64!−11"
9 3 F3 2 1 1 F3 0 1.76!−11" 1.64!−11" 1.62!−11" 1.62!−11" 1.63!−11"
9 3 F3 2 2 0 F1 1 6.25!−12" 5.14!−12" 4.59!−12" 4.26!−12" 4.02!−12"
9 3 F3 2 3 1 F1 2 5.18!−12" 3.53!−12" 2.80!−12" 2.39!−12" 2.14!−12"
9 3 F3 2 4 2 F1 3 7.53!−12" 6.91!−12" 7.08!−12" 7.50!−12" 7.96!−12"
9 3 F3 2 5 1 F2 1 3.79!−12" 2.93!−12" 2.65!−12" 2.55!−12" 2.52!−12"
9 3 F3 2 6 2 F3 1 5.49!−11" 4.74!−11" 4.38!−11" 4.18!−11" 4.04!−11"
9 3 F3 2 7 3 F1 4 4.58!−12" 3.29!−12" 2.74!−12" 2.45!−12" 2.27!−12"
9 3 F3 2 8 2 F2 2 6.92!−12" 5.49!−12" 4.81!−12" 4.43!−12" 4.17!−12"
10 4 F1 5 1 1 F3 0 8.56!−13" 8.96!−13" 1.01!−12" 1.14!−12" 1.27!−12"
10 4 F1 5 2 0 F1 1 3.84!−12" 2.90!−12" 2.39!−12" 2.08!−12" 1.87!−12"
10 4 F1 5 3 1 F1 2 2.42!−11" 2.15!−11" 2.01!−11" 1.92!−11" 1.86!−11"
10 4 F1 5 4 2 F1 3 2.80!−11" 2.61!−11" 2.54!−11" 2.52!−11" 2.51!−11"
10 4 F1 5 5 1 F2 1 3.99!−12" 4.08!−12" 4.52!−12" 5.06!−12" 5.58!−12"
10 4 F1 5 6 2 F3 1 1.33!−12" 9.15!−13" 7.17!−13" 6.04!−13" 5.31!−13"
10 4 F1 5 7 3 F1 4 5.25!−11" 4.59!−11" 4.24!−11" 4.05!−11" 3.93!−11"
10 4 F1 5 8 2 F2 2 4.46!−12" 3.23!−12" 2.58!−12" 2.19!−12" 1.93!−12"
10 4 F1 5 9 3 F3 2 2.63!−12" 2.52!−12" 2.57!−12" 2.71!−12" 2.89!−12"
11 3 F2 3 1 1 F3 0 2.88!−13" 1.65!−13" 1.10!−13" 8.06!−14" 6.24!−14"
11 3 F2 3 2 0 F1 1 2.33!−11" 2.17!−11" 2.07!−11" 2.00!−11" 1.94!−11"
11 3 F2 3 3 1 F1 2 1.61!−11" 1.47!−11" 1.41!−11" 1.38!−11" 1.36!−11"
11 3 F2 3 4 2 F1 3 2.55!−11" 2.45!−11" 2.44!−11" 2.47!−11" 2.51!−11"
11 3 F2 3 5 1 F2 1 1.29!−11" 1.25!−11" 1.26!−11" 1.28!−11" 1.31!−11"
11 3 F2 3 6 2 F3 1 2.25!−12" 1.63!−12" 1.36!−12" 1.21!−12" 1.11!−12"
11 3 F2 3 7 3 F1 4 1.18!−11" 1.05!−11" 9.90!−12" 9.60!−12" 9.43!−12"
11 3 F2 3 8 2 F2 2 3.73!−11" 3.26!−11" 3.08!−11" 3.01!−11" 2.98!−11"
11 3 F2 3 9 3 F3 2 3.30!−12" 2.49!−12" 2.13!−12" 1.94!−12" 1.83!−12"
11 3 F2 3 10 4 F1 5 1.41!−11" 1.46!−11" 1.52!−11" 1.59!−11" 1.67!−11"
12 4 F3 3 1 1 F3 0 1.46!−11" 1.34!−11" 1.26!−11" 1.20!−11" 1.16!−11"
12 4 F3 3 2 0 F1 1 2.17!−12" 1.69!−12" 1.45!−12" 1.31!−12" 1.21!−12"
12 4 F3 3 3 1 F1 2 3.54!−12" 3.56!−12" 3.84!−12" 4.19!−12" 4.53!−12"
12 4 F3 3 4 2 F1 3 2.54!−12" 1.77!−12" 1.39!−12" 1.18!−12" 1.04!−12"
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TABLE II. !Continued."
Initial level Final level Rate coefficients
Level N #!$ j Level N #!$ j 10 K 20 K 30 K 40 K 50 K
12 4 F3 3 5 1 F2 1 4.82!−12" 4.17!−12" 3.82!−12" 3.59!−12" 3.42!−12"
12 4 F3 3 6 2 F3 1 2.43!−11" 2.24!−11" 2.17!−11" 2.15!−11" 2.14!−11"
12 4 F3 3 7 3 F1 4 4.13!−12" 3.82!−12" 3.85!−12" 4.05!−12" 4.32!−12"
12 4 F3 3 8 2 F2 2 4.00!−12" 3.23!−12" 2.88!−12" 2.70!−12" 2.60!−12"
12 4 F3 3 9 3 F3 2 5.69!−11" 5.05!−11" 4.77!−11" 4.63!−11" 4.56!−11"
12 4 F3 3 10 4 F1 5 2.10!−12" 1.77!−12" 1.68!−12" 1.68!−12" 1.73!−12"
12 4 F3 3 11 3 F2 3 6.49!−12" 5.61!−12" 5.27!−12" 5.16!−12" 5.13!−12"
13 4 F2 4 1 1 F3 0 1.40!−13" 7.86!−14" 5.18!−14" 3.75!−14" 2.88!−14"
13 4 F2 4 2 0 F1 1 4.32!−12" 3.49!−12" 3.00!−12" 2.68!−12" 2.47!−12"
13 4 F2 4 3 1 F1 2 1.74!−11" 1.71!−11" 1.72!−11" 1.75!−11" 1.79!−11"
13 4 F2 4 4 2 F1 3 1.05!−11" 9.22!−12" 8.64!−12" 8.34!−12" 8.15!−12"
13 4 F2 4 5 1 F2 1 1.60!−11" 1.52!−11" 1.49!−11" 1.48!−11" 1.47!−11"
13 4 F2 4 6 2 F3 1 6.51!−13" 4.22!−13" 3.14!−13" 2.53!−13" 2.14!−13"
13 4 F2 4 7 3 F1 4 1.80!−11" 1.71!−11" 1.70!−11" 1.74!−11" 1.78!−11"
13 4 F2 4 8 2 F2 2 1.91!−11" 1.85!−11" 1.85!−11" 1.86!−11" 1.88!−11"
13 4 F2 4 9 3 F3 2 2.89!−12" 2.43!−12" 2.26!−12" 2.21!−12" 2.20!−12"
13 4 F2 4 10 4 F1 5 7.66!−12" 6.82!−12" 6.51!−12" 6.40!−12" 6.37!−12"
13 4 F2 4 11 3 F2 3 4.32!−11" 3.81!−11" 3.54!−11" 3.39!−11" 3.30!−11"
13 4 F2 4 12 4 F3 3 2.96!−12" 2.35!−12" 2.04!−12" 1.87!−12" 1.77!−12"
14 5 F1 6 1 1 F3 0 2.06!−13" 1.48!−13" 1.18!−13" 1.00!−13" 8.80!−14"
14 5 F1 6 2 0 F1 1 3.38!−12" 3.58!−12" 3.93!−12" 4.33!−12" 4.71!−12"
14 5 F1 6 3 1 F1 2 4.63!−12" 3.73!−12" 3.18!−12" 2.85!−12" 2.63!−12"
14 5 F1 6 4 2 F1 3 2.76!−11" 2.57!−11" 2.45!−11" 2.37!−11" 2.31!−11"
14 5 F1 6 5 1 F2 1 9.38!−13" 6.34!−13" 4.87!−13" 4.03!−13" 3.48!−13"
14 5 F1 6 6 2 F3 1 1.23!−12" 1.27!−12" 1.39!−12" 1.55!−12" 1.71!−12"
14 5 F1 6 7 3 F1 4 3.04!−11" 2.86!−11" 2.80!−11" 2.78!−11" 2.77!−11"
14 5 F1 6 8 2 F2 2 3.79!−12" 3.77!−12" 4.05!−12" 4.45!−12" 4.87!−12"
14 5 F1 6 9 3 F3 2 8.52!−13" 7.18!−13" 6.74!−13" 6.70!−13" 6.85!−13"
14 5 F1 6 10 4 F1 5 5.45!−11" 4.92!−11" 4.61!−11" 4.43!−11" 4.32!−11"
14 5 F1 6 11 3 F2 3 3.09!−12" 2.40!−12" 2.03!−12" 1.83!−12" 1.71!−12"
14 5 F1 6 12 4 F3 3 1.41!−12" 1.36!−12" 1.40!−12" 1.49!−12" 1.61!−12"
14 5 F1 6 13 4 F2 4 6.10!−12" 6.44!−12" 6.77!−12" 7.16!−12" 7.57!−12"
15 5 F3 4 1 1 F3 0 2.53!−12" 2.02!−12" 1.71!−12" 1.52!−12" 1.39!−12"
15 5 F3 4 2 0 F1 1 2.09!−12" 2.15!−12" 2.28!−12" 2.43!−12" 2.58!−12"
15 5 F3 4 3 1 F1 2 1.37!−12" 1.04!−12" 8.87!−13" 7.97!−13" 7.39!−13"
15 5 F3 4 4 2 F1 3 2.25!−12" 2.18!−12" 2.25!−12" 2.41!−12" 2.60!−12"
15 5 F3 4 5 1 F2 1 1.27!−12" 1.00!−12" 8.40!−13" 7.38!−13" 6.69!−13"
15 5 F3 4 6 2 F3 1 2.43!−11" 2.31!−11" 2.25!−11" 2.23!−11" 2.22!−11"
15 5 F3 4 7 3 F1 4 1.29!−12" 1.09!−12" 1.04!−12" 1.05!−12" 1.08!−12"
15 5 F3 4 8 2 F2 2 4.55!−12" 4.27!−12" 4.21!−12" 4.25!−12" 4.31!−12"
15 5 F3 4 9 3 F3 2 2.84!−11" 2.65!−11" 2.58!−11" 2.55!−11" 2.54!−11"
15 5 F3 4 10 4 F1 5 1.63!−12" 1.57!−12" 1.63!−12" 1.76!−12" 1.92!−12"
15 5 F3 4 11 3 F2 3 3.40!−12" 2.84!−12" 2.55!−12" 2.38!−12" 2.28!−12"
15 5 F3 4 12 4 F3 3 5.63!−11" 5.12!−11" 4.85!−11" 4.72!−11" 4.64!−11"
15 5 F3 4 13 4 F2 4 5.64!−12" 5.05!−12" 4.85!−12" 4.83!−12" 4.88!−12"
15 5 F3 4 14 5 F1 6 1.10!−12" 9.94!−13" 9.80!−13" 1.02!−12" 1.09!−12"
16 5 F2 5 1 1 F3 0 3.78!−14" 2.33!−14" 1.63!−14" 1.22!−14" 9.63!−15"
16 5 F2 5 2 0 F1 1 5.46!−12" 6.02!−12" 6.74!−12" 7.49!−12" 8.18!−12"
16 5 F2 5 3 1 F1 2 3.40!−12" 2.70!−12" 2.28!−12" 2.02!−12" 1.85!−12"
16 5 F2 5 4 2 F1 3 1.25!−11" 1.25!−11" 1.27!−11" 1.31!−11" 1.35!−11"
16 5 F2 5 5 1 F2 1 2.72!−12" 2.21!−12" 1.90!−12" 1.70!−12" 1.56!−12"
16 5 F2 5 6 2 F3 1 3.46!−13" 3.25!−13" 3.34!−13" 3.55!−13" 3.80!−13"
16 5 F2 5 7 3 F1 4 7.34!−12" 6.40!−12" 6.02!−12" 5.86!−12" 5.78!−12"
16 5 F2 5 8 2 F2 2 2.13!−11" 2.00!−11" 1.91!−11" 1.85!−11" 1.81!−11"
16 5 F2 5 9 3 F3 2 7.92!−13" 5.59!−13" 4.37!−13" 3.64!−13" 3.17!−13"
16 5 F2 5 10 4 F1 5 1.21!−11" 1.17!−11" 1.17!−11" 1.20!−11" 1.24!−11"
16 5 F2 5 11 3 F2 3 2.40!−11" 2.33!−11" 2.32!−11" 2.34!−11" 2.36!−11"
16 5 F2 5 12 4 F3 3 2.74!−12" 2.56!−12" 2.51!−12" 2.54!−12" 2.60!−12"
16 5 F2 5 13 4 F2 4 4.66!−11" 4.20!−11" 3.93!−11" 3.76!−11" 3.66!−11"
134316-7 SO collisions with He J. Chem. Phys. 123, 134316 !2005"
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!IOS!NSj → N!Sj!" = #
L
$N!Nj!%
"&N! N L0 0 0 '




!IOS!N → N!" = #
L
$N!%&N! N L0 0 0 '
2
!IOS!0 → L" . !9"
Figure 5 compares these approximate cross sections
with the corresponding close-coupling cross sections !!NF
→N!F!" calculated in the intermediate coupling scheme !see
Table I for correspondance". As expected, the recoupling ap-
proximation seems acceptable for F-conserving transitions,
in particular, between high-N levels for which #ENF,N!F!
*#EN,N!. This corresponds roughly to the validity of Hund’s
case !b" limit for the j levels.
Conversely large differences occur, even at relatively
high energies, when low-N levels are involved, in particular,
for F-changing transitions. The case of the !N=2, j=3→N
=1, j=1" transition is particularly extreme as it corresponds
to an upward transition when the correct fine-structure split-
ting is included and to a downward transition in the spin-free
limit.
B. Rate coefficients
The downward rate coefficients are the Boltzmann ther-









where u and l are, respectively, the upper and the lower
states, % is the reduced mass of the system, Ek is the kinetic
energy, and kB is the Boltzmann constant. The upward rate





where g=2j+1 is a statistical weight.
We performed CC calculations from the opening of the
lowest inelastic channel to a total energy of 300 cm−1. We
carefully spanned the energy ranges to take into account the
presence of resonances. The energy steps are 0.1 cm−1 below
30 cm−1 ,0.2 cm−1 from 30 to 50 cm−1 ,0.5 cm−1 from
50 to 100 cm−1, and 1.0 cm from 100 to 300 cm−1. Conver-
gence of the integration was tested and calculations up to
300 cm−1 allow us to determine rate coefficients up to 50 K.
Results were obtained from the aVQZ surface for the 31
first levels, these rate coefficients are given in Table II for
the 16 first levels. At the considered temperatures,
differences between the rate coefficients calculated
with the aVTZ and aVQZ surfaces are typically less than
2%–3%.
Comparison was made with the results obtained at
50 K by Green9 by transforming the SO–H2 rate





We have compared rate coefficients for #N=N!−N=1
as a function of N. As seen in Fig. 6, large differences up to
a factor of 10 exist. Two factors may contribute to these
differences. The first one is the difference between the two
potential-energy surfaces as Green adopted the PES calcu-
lated and obtained for CS–H2 with an electron-gas model.10
The difference may also come from the inadequacy of there-
coupling approximation, that is, not valid at low energies and
particularly for low-N values.
FIG. 6. Our calculated rate coefficients at 50 K for #N=N!−N=1 !filled
circles" compared with results obtained by Green !Ref. 9" !empty
diamonds".
TABLE II. !Continued."
Initial level Final level Rate coefficients
Level N ,(- j Level N ,(- j 10 K 20 K 30 K 40 K 50 K
16 5 F2 5 14 5 F1 6 6.12!−12" 5.14!−12" 4.81!−12" 4.71!−12" 4.69!−12"
16 5 F2 5 15 5 F3 4 2.37!−12" 1.99!−12" 1.80!−12" 1.69!−12" 1.63!−12"
134316-8 Lique et al. J. Chem. Phys. 123, 134316 !2005"
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V. CONCLUSION
This work has presented reliable potential-energy sur-
faces !PES" for the SO–He system. The first one uses the
aVTZ basis set and the second one the more accurate aVQZ
basis set. Analytic fits of the surfaces were used to perform
rotationally inelastic cross sections at low energies, taking
into account the exact structure of the fine-structure levels.
No significant difference between the results obtained from
the two surfaces was observed. This point is important for
future calculations of vibrationally and rotationally inelastic
cross sections which require the calculation of a three-
dimensional !3D" surface accounting for the variation of the
SO distance. Strong propensity for F-conserving cross sec-
tions was observed. The use of recoupling techniques from
spin-free cross sections was investigated, as expected this
approximation is not valid for excitation between the first
levels where the fine-structure splitting is large compared to
the rotational splitting, but it should provide a reasonable
estimate of cross sections for high-N levels at large
energies.
We give the rate coefficients for temperatures ranging
from 10 to 50 K, a comparison at 50 K with previous results
obtained by Green9 indicates large differences due to the
approximate PES used by this author and to the fact that the
recoupling technique is not valid at low temperatures. The
results presented in this paper, the excitation rate coefficients
for other temperatures and other transitions, will be made
available on our website.27
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ABSTRACT
Context. Over the next few years, ALMA and Herschel missions will open the universe to high spatial and spectral resolution studies at
infrared and sub-millimeter wavelengths. This will allow investigators to study in much greater detail the composition and evolution of
molecules in space. Modeling of the spectra will require accurate radiative and collisional rates of species of astrophysical interest.
Aims. We calculate new rates coefficients for the 91 first rotational levels of the SO molecule in collision with He for temperatures ranging
from 50 to 300 K.
Methods. Different levels of approximations (IOS, IOS scaling relationship) are tested in comparison with the exact full close coupling
approach. From the analysis of the validity range of each method, we define a hybrid approach combining the accuracy of the full close
coupling method and the less time consuming approximations (IOS, IOS scaling relationship).
Results. The new rate coefficients are calculated up to 300 K. These coefficients differ significantly from previously published ones.
Key words. ISM: molecules – molecular processes – molecular data
1. Introduction
Observations of molecular emission at millimeter and infrared
wavelengths, supplemented by careful and detailed modeling,
are powerful tools to investigate the physical and chemical con-
ditions of astrophysical objects. First observed by Gottlieb &
Ball (1973) in the interstellar gas, sulfur monoxide has been
used extensively to study shocked molecular gas in various
environments (Turner et al. 1992; Van Dishoeck et al. 1998;
Blake et al. 1987). SO is a good probe since the fine struc-
ture in its 3Σ− electronic ground state gives many relatively
close transitions. The modeling of the line intensities requires
comparison with model excitation calculations using radiative
as well as collisional rates. It is thus of a great importance
to provide accurate collisional rates for a large temperature
range. Collisional excitation in the interstellar medium is dom-
inated by collisions with the most abundant neutral species, He
and H2.
Excitation rates by collision among fine structure levels of
SO with H2 were provided some time ago by Green (1994),
using coupled states and recoupling approximations of colli-
sion dynamics and the potential energy surface (PES) obtained
for CS-H2 with an electron-gas model (Green & Chapman
1978). Spin-free rates were obtained for temperatures from 50
to 350 K and rates of fine structure levels were obtained
from the spin-free rates using the recoupling method described
by Neufeld & Green (1994). In Paper I (Lique et al. 2005),
we calculated collisional rates among the 31 first fine struc-
ture levels of SO for temperatures ranging from 5 to 50 K. The
dynamics calculations were performed using a new accurate
potential energy surface for the SO-He system. The full close
coupling approach was used for the dynamics. The tested
approximate approaches are not accurate for calculations at
low temperatures involving low energy levels where the fine
structure splitting is large compared to the rotational splitting.
However, it was shown that the recoupling technique from IOS
cross sections should provide a reasonable estimate of cross
sections for high-N levels and at large energies.
As the number of open rotational channels increases rapidly
with energy, we propose here a hybrid approach combining full
close coupling for the first levels and different levels of approx-
imations for the higher levels and at high energy. In the next
section, we briefly describe the computation methodology, in-
cluding close coupling, infinite order sudden (IOS) and IOS
scaling relationships (hereafter IOSR) scattering techniques. A
comparison between these different approaches is discussed in
Sect. 3, and results are given in Sect. 4 where a comparison
with earlier calculations is also provided. Section 5 summarizes
the conclusions.
2. Computation methodology
The PES was calculated at the RCCSD(T) level (Knowles et al.
1993, 2000). The SO r-distance was fixed at its experimental
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Table 1. Energy in cm−1 of the fine structure levels.
Level N j Energy Level N j Energy Level N j Energy
1 1 0 0.000 32 11 12 97.963 63 21 20 335.742
2 0 1 1.001 33 11 10 99.302 64 21 21 340.566
3 1 2 3.100 34 11 11 103.865 65 22 23 366.396
4 2 3 6.412 35 12 13 115.221 66 22 21 367.272
5 1 1 10.552 36 12 11 116.746 67 22 22 372.107
6 2 1 10.987 37 12 12 121.088 68 23 24 399.372
7 3 4 11.021 38 13 14 133.906 69 23 22 400.234
8 2 2 13.424 39 13 12 135.091 70 23 23 405.078
9 3 2 14.632 40 13 13 139.745 71 24 25 433.777
10 4 5 16.979 41 14 15 154.021 72 24 23 434.625
11 3 3 17.731 42 14 13 155.147 73 24 24 439.477
12 4 3 19.933 43 14 14 159.835 74 25 26 469.607
13 4 4 23.474 44 15 16 175.565 75 25 24 470.455
14 5 6 24.316 45 15 14 176.641 76 25 25 475.303
15 5 4 26.811 46 15 15 181.358 77 26 27 506.864
16 5 5 30.653 47 16 17 198.538 78 26 25 507.693
17 6 7 33.050 48 16 15 199.571 79 26 26 512.557
18 6 5 35.211 49 16 16 204.314 80 27 28 545.547
19 6 6 39.268 50 17 18 222.941 81 27 26 546.368
20 7 8 43.193 51 17 16 223.938 82 27 27 551.238
21 7 6 45.102 52 17 17 228.701 83 28 29 585.654
22 7 7 49.318 53 18 19 248.774 84 28 27 586.367
23 8 9 54.751 54 18 17 249.739 85 28 28 591.343
24 8 7 56.467 55 18 18 254.521 86 29 30 627.187
25 8 8 60.802 56 19 20 276.036 87 29 28 627.996
26 9 10 67.731 57 19 18 276.974 88 29 29 632.874
27 9 8 69.293 58 19 19 281.772 89 30 31 670.143
28 9 9 73.722 59 20 21 304.727 90 30 29 670.947
29 10 11 82.135 60 20 19 305.642 91 30 30 675.829
30 10 9 83.574 61 20 20 310.454 92 31 32 714.521
31 10 10 88.077 62 21 22 334.847 93 31 30 715.323
minimum energy distance (re = 2.80 bohr). The ab initio sur-
face was calculated using the MOLPRO package 2002. The
three atoms were described by the aug-cc-pVQZ basis set
(Woon & Dunning 1994), augmented by the (3s3p2d2f1g)
bond functions optimized by Cybulski & Toczylowski (1999).
Details of computations and plots of the PES are given in
Paper I. For this van der Waals system, the global minimum
of the interaction energy is found to be –159.1127 µhartree i.e.
–34.921 cm−1 (R = 7.29 a0, θ = 180 degree).
In the SO (3Σ−) electronic ground state, the rotational levels
are split by spin-rotation coupling. In the intermediate coupling
scheme, the rotational wave function of SO can be written for
j ≥ 1 as:
|F1 jm〉 = cosα|N = j − 1, S jm〉
+ sinα|N = j + 1, S jm〉
|F2 jm〉 = |N = j, S jm〉 (1)
|F3 jm〉 = − sinα|N = j − 1, S jm〉
+ cosα|N = j + 1, S jm〉
where |N, S jm〉 denotes pure Hund’s case (b) basis functions
and the mixing angle α is obtained by diagonalisation of the
molecular Hamiltonian. In the pure case (b) limit, α → 0, the
F1 level corresponds to N = j−1 and the F3 level to N = j+1.
For SO, the case (b) limit becomes valid beyond N = 5. All
calculations were carried out with the exact energy levels in-
cluding the fine structure interaction. However, we will use in
the present paper the usual level labeling N j where N = j − 1,
N = j, N = j + 1 correspond to the F1, F2 and F3 levels
as defined in Eq. (1). The energies of the fine structure levels
considered in the calculations were computed with the same
effective Hamiltonian as in Paper I. The experimental spectro-
scopic constants of Bogey et al. (1982) were used. Energies of
the 93 first fine structure levels are given in Table 1.
The detailed description of the CC calculations is given in
Paper I. The quantal coupled equations were solved in the inter-
mediate coupling scheme using the MOLSCAT code (Hutson
& Green 1995) modified to take into account the fine struc-
ture of the energy levels. The propagation parameters were
tested in order to obtain convergence of the cross sections.
The calculations included all the open channels at each energy
F. Articles a` comite´ de lecture 207
F. Lique et al.: Excitation of SO by He at high temperature 401
corresponding to energetically accessible levels. Several ener-
getically inaccessible levels were included to obtain conver-
gence of the collisional cross sections
Approximate cross sections among fine structure levels can
be obtained in the Hund’s case (b) limit using the IOS approx-
imation (Corey & Mc Court 1983):
σ
IOS(NS j → N′S j′) =
∑
L








IOS(0 → L) (2)
where ( ) and { } are respectively the “3-j” and “6-j”
symbols.
σ
IOS(0 → L) are the “fundamental IOS cross sections” ob-
tained from the Lth expansion of the angle dependent S-matrix
elements in terms of Legendre polynomials (Goldflam et al.
1977). As the IOS approximation neglects the energy structure
of the levels, it is expected to be very poor near the level thresh-
olds.
The way to obtain more reliable cross sections is to derive
rates among fine structure levels from spin-free cross sections
using the IOS approximation scaling relationship (hereafter
IOSR) to recouple the angular momenta. This approximate re-
coupling method was described in detail by Neufeld & Green
(1994) for calculations of rate coefficients among hyperfine
structure levels of HCl and used by Green (1994) for collisional
excitation of SO by H2 molecules. In our case, we apply the
scaling to downward cross sections:
σ(NS j → N′S j′) = σ
IOS(NS j → N′S j′)
σ
IOS(N → N′) σ
CC(N → N′) (3)
where:
σ









IOS(0 → L) (4)
σ
IOS(NS j → N′S j′) is given by Eq. (2) and σCC(N → N′) are
the spin-free close coupling cross sections.
For the IOSR and IOS methods, the number of L values
considered in the summation is 0 < L < N + N′ since the “3-j”
and “6-j” coefficients are equal to 0 for the other L.
The MOLSCAT (Hutson & Green 1995) code was also
used for all the calculations with the IOS methods.
The downward rate coefficients are the Boltzmann thermal


















where u and l are respectively the upper and the lower states,
µ is the reduced mass of the system, Ek is the kinetic energy
and kB is the Boltzmann constant.





exp (−hν/kBT ) (6)



































































































Initial level : NN-1
Fig. 1. CC rate coefficients (filled circles) compared with IOSR rate
coefficients (empty diamonds) at 50 K for ∆N = N′ − N = −1.
3. Scattering calculations: comparison between
CC and IOS methods
As discussed in Paper I, the recoupling approximation IOSR
is not expected to give accurate results due to the large fine
structure splitting in SO. However, it is found to give a cor-
rect estimate of the rates among high N levels and at high en-
ergy. Figure 1 compares the de-excitation CC rate coefficients
with the approximate IOSR coefficients at 50 K for transitions
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N j → N′j′ with ∆N = N
′
− N = −1. It is clear that the IOSR
approximation is not valid among low lying levels (N,N′ < 5).
However, when the upper level is higher than N = 5, a good
agreement is found for ∆ j = ∆N transitions. For transitions
with ∆ j ! ∆N (except NN+1 → N′N′−1, ∆ j = ∆N − 2),
the difference between the methods decreases as N increases
and the IOSR approximation becomes reasonable. An impor-
tant difference remains for the small rate coefficients of the
NN+1 → N′N′−1 (∆ j = ∆N−2) transitions. This can be explained
by the selection rules imposed by the {6 j} coefficient in Eq. (2):
the two first L values corresponding to large σIOS(0 → L) cross
sections are excluded in the IOSR whereas such selection rules
do not occur in full close coupling equations. However, as seen
in Fig. 2, the difference becomes smaller with increasing en-
ergies so that we can expect to have a good agreement for the
rate coefficients at high temperature (T > 100 K). We also note
in Fig. 1 the strong propensity rule ∆ j = ∆N transitions. This
propensity rule, previously noted by Green (1994) for SO and
by Corey et al. (1986) for O2 (3Σ−) – He collisions, becomes
stronger as N increases.
The validity of the recoupling approximation IOSR com-
pared to IOS is well analysed in Fig. 2 where a comparison
between cross sections obtained with the CC, IOS and IOSR
approaches is performed. For such cross sections between rel-
atively high-N levels, the agreement of IOSR results with the
close coupling occurs at relatively low energy whereas the IOS
approximation gives very poor results at low energies. This is
due to a better description of the threshold in the IOSR ap-
proach. As expected, the difference between IOS and IOSR re-
sults decreases when the energy increases and we have found
an excellent agreement between them at high energies. Rate
coefficients were calculated using the energy grid and propaga-
tion parameters defined in Sect. 4.1. The coefficients obtained
with the two methods are quite similar for temperature larger
than 100 K. This is due to the fact that spin-free CC and IOS
cross sections are almost equal at high energies.
4. Results
4.1. “Hybrid” cross sections and rate coefficients
Cross sections were obtained for the 91 first levels of SO (see
Table 1) and total energies up to 2000 cm−1 that allow us to
obtain rate coefficients for temperature up to 300 K. The re-
duced mass of the system is 3.694 amu. The propagation pa-
rameters were tested in order to obtain convergence of the
cross sections for energies up to 2000 cm−1. Typically, the
minimum and maximum integration distances are respectively
Rmin = 2.75 a0 and Rmax = 40 a0. We carefully spanned the
energy ranges to take into account the presence of resonances.
The energy steps are 0.1 cm−1 below 30 cm−1, 0.2 cm−1 from
30 to 50 cm−1, 0.5 cm−1 from 50 to 100 cm−1, 1 cm−1 from 200
to 800 cm−1, 2 cm−1 from 800 to 1200 cm−1, 4 cm−1 from 1200
to 2000 cm−1. According to the previous discussion, we used
the following hybrid procedure: exact close coupling calcula-
tions were done for the 16 first levels (N ≤ 5) and total ener-
gies up to 2000 cm−1. The calculations included at each energy



































































Kinetic energy (cm-1) (logarithmic scale)
67 → 54
Fig. 2. Comparison between cross sections obtained with the CC,
IOSR and IOS approaches.
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Table 2. Downward rate coefficients of fine structure levels of SO in collision with He as a function of kinetic temperature (in units of cm3 s−1).
N j N′j′ 100 K 200 K 300 K N j N′j′ 100 K 200 K 300 K
01 ... 10 ... 1.47e−12 1.05e−12 9.84e−13 45 ... 10 ... 1.74e−12 2.11e−12 2.21e−12
12 ... 10 ... 2.04e−12 2.02e−12 2.09e−12 45 ... 01 ... 1.43e−12 1.37e−12 1.53e−12
12 ... 01 ... 2.13e−11 2.09e−11 2.17e−11 45 ... 12 ... 1.70e−11 1.62e−11 1.60e−11
23 ... 10 ... 2.08e−12 1.85e−12 1.77e−12 45 ... 23 ... 2.57e−11 2.73e−11 2.91e−11
23 ... 01 ... 1.55e−11 1.64e−11 1.74e−11 45 ... 11 ... 7.62e−12 9.20e−12 9.65e−12
23 ... 12 ... 2.74e−11 2.84e−11 2.99e−11 45 ... 21 ... 3.98e−13 4.65e−13 6.16e−13
11 ... 10 ... 1.43e−13 5.76e−14 3.50e−14 45 ... 34 ... 3.74e−11 3.80e−11 3.99e−11
11 ... 01 ... 2.47e−11 2.60e−11 2.79e−11 45 ... 22 ... 1.44e−12 1.50e−12 1.82e−12
11 ... 12 ... 3.55e−11 3.88e−11 4.16e−11 45 ... 32 ... 3.90e−12 5.29e−12 6.01e−12
11 ... 23 ... 3.51e−11 3.15e−11 3.02e−11 33 ... 10 ... 2.67e−14 1.09e−14 6.52e−15
21 ... 10 ... 1.64e−11 1.71e−11 1.84e−11 33 ... 01 ... 1.75e−11 1.60e−11 1.54e−11
21 ... 01 ... 3.38e−12 3.43e−12 3.59e−12 33 ... 12 ... 1.35e−11 1.42e−11 1.51e−11
21 ... 12 ... 7.73e−12 6.95e−12 6.73e−12 33 ... 23 ... 2.71e−11 2.88e−11 2.94e−11
21 ... 23 ... 4.35e−12 4.44e−12 4.79e−12 33 ... 11 ... 1.41e−11 1.57e−11 1.70e−11
21 ... 11 ... 1.43e−12 1.30e−12 1.33e−12 33 ... 21 ... 8.97e−13 7.69e−13 7.27e−13
34 ... 10 ... 3.55e−13 3.12e−13 3.35e−13 33 ... 34 ... 9.38e−12 1.02e−11 1.13e−11
34 ... 01 ... 1.25e−11 1.19e−11 1.17e−11 33 ... 22 ... 3.04e−11 3.25e−11 3.42e−11
34 ... 12 ... 2.15e−11 2.30e−11 2.46e−11 33 ... 32 ... 1.65e−12 1.66e−12 1.75e−12
34 ... 23 ... 3.20e−11 3.26e−11 3.44e−11 33 ... 45 ... 2.03e−11 2.42e−11 2.60e−11
34 ... 11 ... 1.99e−12 1.80e−12 1.92e−12 43 ... 10 ... 1.03e−11 9.32e−12 8.98e−12
34 ... 21 ... 4.84e−12 5.58e−12 5.81e−12 43 ... 01 ... 1.02e−12 9.69e−13 1.02e−12
22 ... 10 ... 7.03e−14 2.72e−14 1.55e−14 43 ... 12 ... 5.87e−12 6.88e−12 7.14e−12
22 ... 01 ... 2.49e−11 2.68e−11 2.84e−11 43 ... 23 ... 7.98e−13 9.43e−13 1.25e−12
22 ... 12 ... 2.92e−11 2.76e−11 2.75e−11 43 ... 11 ... 2.97e−12 2.65e−12 2.53e−12
22 ... 23 ... 1.68e−11 1.80e−11 1.93e−11 43 ... 21 ... 2.18e−11 2.33e−11 2.49e−11
22 ... 11 ... 2.28e−11 2.30e−11 2.40e−11 43 ... 34 ... 5.95e−12 8.27e−12 9.50e−12
22 ... 21 ... 1.23e−12 1.24e−12 1.30e−12 43 ... 22 ... 2.47e−12 2.56e−12 2.73e−12
22 ... 34 ... 2.96e−11 3.20e−11 3.27e−11 43 ... 32 ... 4.54e−11 4.68e−11 4.84e−11
32 ... 10 ... 1.66e−11 1.72e−11 1.80e−11 43 ... 45 ... 2.09e−12 2.60e−12 2.96e−12
32 ... 01 ... 3.43e−12 3.02e−12 2.89e−12 43 ... 33 ... 5.33e−12 5.61e−12 5.71e−12
32 ... 12 ... 1.66e−12 1.58e−12 1.70e−12 44 ... 10 ... 1.21e−14 4.87e−15 2.86e−15
32 ... 23 ... 9.91e−12 1.15e−11 1.19e−11 44 ... 01 ... 2.06e−12 2.08e−12 2.32e−12
32 ... 11 ... 2.56e−12 2.75e−12 2.93e−12 44 ... 12 ... 1.96e−11 2.08e−11 2.11e−11
32 ... 21 ... 3.74e−11 3.67e−11 3.76e−11 44 ... 23 ... 7.92e−12 8.48e−12 9.35e−12
32 ... 34 ... 2.02e−12 2.33e−12 2.83e−12 44 ... 11 ... 1.48e−11 1.49e−11 1.49e−11
32 ... 22 ... 3.60e−12 3.30e−12 3.25e−12 44 ... 21 ... 1.37e−13 1.11e−13 1.14e−13
For the next levels (5 < N ≤ 15), the downward cross sections
were calculated using the exact CC method for total energies
up to 300 cm−1, the IOSR approximation (Eq. (3)) was used for
energies between 300 and 700 cm−1 and the pure IOS approach
(Eq. (2)) for energies up to 2000 cm−1. For the highest levels
(15 < N ≤ 30), the downward cross sections were calculated
using the IOSR approach for total energies up to 700 cm−1 and
the pure IOS for energies up to 2000 cm−1. With this method,
we have described all the threshold energy ranges with a CC or
a IOSR approach.
From this “hybrid treatment”, we can evaluate the accuracy
of the corresponding results. The first source of error comes
from the PES. Recent investigations by Valiron (2005) permit-
ted evaluation of the influence of the PES errors on the inelastic
rates: accurate PES with few cm−1 accuracy such as the PES
used in this work should lead to a 5–10% accuracy in the rates.
However, the main source of uncertainties comes from the scat-
tering calculations. For all the levels with N > 5, as explained
above, it is clear that systematic errors result from the use of
IOSR and IOS approximation instead of a full CC treatment.
The difference between IOSR and IOS for total energies larger
than 700 cm−1 is very small and the errors are mainly due to the
use of IOSR for total energies larger than 300 cm−1. For levels
with 5 < N ≤ 15, the difference between IOSR and CC cross
sections at 300 cm−1 is smaller than 10% for ∆ j = ∆N transi-
tions and smaller than 30–40% for∆ j ! ∆N transitions. For the
highest levels (15 < N ≤ 30), the errors can be greater at low
energies (up to a factor of 2) since the thresholds are not de-
scribed correctly, but the difference decreases with increasing
energies and is of the same order of magnitude as that found for
the lowest levels at high energies. After a Boltzmann average,
we can expect a reasonable error compared to a full CC calcu-
lations for all rate coefficients between levels with 5 < N ≤ 15:
less than 5% for ∆ j = ∆N transitions, less than 20–30% for the
small rate coefficients involving ∆ j ! ∆N transitions. For the
highest levels, the error can be up to 50% for low temperatures
(50–100 K) but becomes similar to that of the lowest levels for
higher temperatures.
The rate coefficients between the first N levels are displayed
in Tables 2 and 3 for temperatures equal to 100, 200 and 300 K.
F. Articles a` comite´ de lecture 210
404 F. Lique et al.: Excitation of SO by He at high temperature
Table 3. Downward rate coefficients of fine structure levels of SO in collision with He as a function of kinetic temperature (in units of cm3 s−1).
N j N′j′ 100 K 200 K 300 K N j N′j′ 100 K 200 K 300 K
44 ... 34 ... 2.03e−11 2.33e−11 2.48e−11 54 ... 21 ... 2.23e−11 2.24e−11 2.23e−11
44 ... 22 ... 1.99e−11 2.18e−11 2.37e−11 54 ... 34 ... 1.33e−12 1.64e−12 1.85e−12
44 ... 32 ... 2.31e−12 2.43e−12 2.46e−12 54 ... 22 ... 4.65e−12 4.91e−12 4.97e−12
44 ... 45 ... 6.63e−12 7.44e−12 8.29e−12 54 ... 32 ... 2.57e−11 2.74e−11 2.94e−11
44 ... 33 ... 3.19e−11 3.39e−11 3.63e−11 54 ... 45 ... 3.06e−12 5.12e−12 6.47e−12
44 ... 43 ... 1.59e−12 1.64e−12 1.80e−12 54 ... 33 ... 2.12e−12 2.22e−12 2.42e−12
56 ... 10 ... 7.00e−14 1.11e−13 1.77e−13 54 ... 43 ... 4.63e−11 4.88e−11 5.13e−11
56 ... 01 ... 6.23e−12 7.54e−12 8.04e−12 54 ... 44 ... 5.43e−12 6.21e−12 6.60e−12
56 ... 12 ... 2.21e−12 2.33e−12 2.74e−12 54 ... 56 ... 1.67e−12 2.81e−12 3.63e−12
56 ... 23 ... 2.18e−11 2.12e−11 2.12e−11 55 ... 10 ... 4.30e−15 1.81e−15 1.09e−15
56 ... 11 ... 2.68e−13 4.36e−13 7.02e−13 55 ... 01 ... 1.07e−11 1.26e−11 1.30e−11
56 ... 21 ... 2.53e−12 3.54e−12 4.06e−12 55 ... 12 ... 1.53e−12 1.75e−12 2.20e−12
56 ... 34 ... 2.82e−11 3.05e−11 3.35e−11 55 ... 23 ... 1.57e−11 1.80e−11 1.90e−11
56 ... 22 ... 6.84e−12 9.02e−12 1.00e−11 55 ... 11 ... 1.31e−12 1.45e−12 1.75e−12
56 ... 32 ... 8.21e−13 1.05e−12 1.24e−12 55 ... 21 ... 4.85e−13 5.69e−13 5.92e−13
56 ... 45 ... 4.15e−11 4.23e−11 4.41e−11 55 ... 34 ... 5.85e−12 6.46e−12 7.16e−12
56 ... 33 ... 1.60e−12 1.91e−12 2.35e−12 55 ... 22 ... 1.73e−11 1.73e−11 1.76e−11
56 ... 43 ... 2.39e−12 3.80e−12 4.73e−12 55 ... 32 ... 2.22e−13 2.18e−13 2.62e−13
56 ... 44 ... 9.65e−12 1.24e−11 1.38e−11 55 ... 45 ... 1.46e−11 1.78e−11 1.95e−11
54 ... 10 ... 1.14e−12 1.13e−12 1.26e−12 55 ... 33 ... 2.49e−11 2.69e−11 2.89e−11
54 ... 01 ... 3.14e−12 3.54e−12 3.65e−12 55 ... 43 ... 2.98e−12 3.45e−12 3.66e−12
54 ... 12 ... 6.46e−13 7.61e−13 9.57e−13 55 ... 44 ... 3.50e−11 3.66e−11 3.92e−11
54 ... 23 ... 3.76e−12 5.39e−12 6.24e−12 55 ... 56 ... 5.11e−12 6.31e−12 7.42e−12
54 ... 11 ... 5.21e−13 4.89e−13 5.28e−13 55 ... 54 ... 1.57e−12 1.70e−12 1.88e−12
One observes a very slow variation of the coefficients with tem-
perature. The results presented in this paper, the excitation rate
coefficients for other temperatures and other transitions will be
made available on our web site (Basecol).
4.2. Comparison with previous work
We compare our results to those of Green (1994), by trans-
forming the SO-H2 rates into SO-He rates through the relation








Figure 3 compares rate coefficients for a number of transitions
frequently observed at millimeter wavelengths. The difference
is not a function of the temperature and does not change sig-
nificantly when temperature increases. Large differences exist
for the 01 → 10 transition. They are due to the incorrect de-
scription of the energy levels in the approach of Green (1994)
where fine structure is not taken into account. More generally,
all downward transitions with ∆N > 0 should be described by a
method that takes into account the exact fine structure splitting
of the energy levels. For the other transitions with ∆ j = ∆N,
the differences are not so large and decrease when N increases.
However, a difference of a factor of 2–3 is observed for the
65 → 54 transition (Fig. 3) and more generally for all transi-
tions described with the IOSR approach. We checked the ac-
curacy of those rate coefficients against CC calculations; the
difference is partially due to the use by Green (1994) of the
PES calculated for the CS-He system with an electron gas

























Fig. 3. Comparison between our rate coefficients (line+ symbols)
from 50 to 300 K with the results of Green (1994) (symbols).
interaction of CS with H2. As mentioned by Thomas et al.
(1980), the electron gas model may lead to rates with error of
up to a factor of 2–3, and Green pointed out that one might
expect as much as a factor of 2–3 error for his calculated in-
dividual rate coefficients. The scaling factor given by Eq. (7)
assumes that the cross section for SO-He and SO-H2 collisions
are the same. Other than the differences in the PES, the differ-
ence in the reduced masses of the two colliding systems may
contribute to different values of the cross sections. This will be
tested in future work.
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5. Conclusion
We have extended into high temperature (50–300 K) our previ-
ous calculations obtained in the CC approach for low tempera-
tures (Paper I). As a full CC cannot be used for high energies
involving a very large number of open channels, we have de-
fined a hybrid procedure combining the accurate CC approach
to correctly define the first rotational levels with two approx-
imate methods (IOS and IOS scaling relationship from spin-
free cross sections). The final accuracy of the calculated rate
coefficients is expected to be 5% for ∆ j = ∆N transitions and
less than 20–30% for ∆ j ! ∆N transitions compared to full
CC calculations. A comparison with previous work by Green
(1994) shows large differences, particularly for the first rota-
tional levels. The consequences for astrophysical modeling are
under study.
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ABSTRACT
Context. Over the next few years, Alma and Herschel missions will open the universe to high spatial and spectral resolution studies
at infrared and sub-millimeter wavelengths. Modeling of the observed spectra will require accurate radiative and collisional rates on
species of astrophysical interest.
Aims. The present paper focuses on the calculation of new rate coefficients among the 31 first rotational levels of the CS molecule in
collision with He for temperatures ranging from 10 K to 300 K.
Methods. A new 2D potential energy surface for the CS-He system, calculated at a CS r-distance frozen at its experimental equilibrium
distance was obtained with accurate quantum chemistry methods. Quantum close-coupling calculations lead to collisional cross
sections and rate coefficients.
Results. The new rate coefficients are calculated up to 300 K. These new coefficients differ significantly from previously published
ones. The consequences for astrophysical models are evaluated.
Key words. molecular processes – molecular data
1. Introduction
Observations of molecular emission at millimeter and infrared
wavelengths, supplemented by careful and detailed modeling,
are powerful tools for investigating the physical and chemical
conditions of astrophysical objects. First detected by Penzias
et al. (1971) in the interstellar gas, CS has been extensively ob-
served. The modeling of line intensities requires excitation cal-
culations using radiative as well as collisional rate coefficients
with He and H2. Moreover, the Herschel satellite of the European
Space Agency (ESA) will provide high spectral resolution obser-
vations of molecular emission in the submillimeter and far-IR
domains. CS lines involving high-J levels will be observed with
high signal to noise ratio given the expected sensitivity of the
Herschel instruments. Hence, the interpretation of the Herschel
data will require new rate coefficients involving high-J levels. It
is thus important to provide accurate collisional rates for a large
temperature range and also for high-J levels.
Presently, no collisional rates exist for the CS-He system.
Calculations were done by Green & Chapman (1978) for the
13 lowest levels of the CS-para-H2(J = 0) system. The col-
lisional rate coefficients, calculated for temperatures ranging
from 10 K to 100 K were obtained in the coupled states approach
using a CS-H2 potential that was adapted from an electron gas
model for the CS-He interaction. Turner et al. (1992) extended
those calculations to the 21 first levels of CS and for tempera-
tures up to 300 K using the same potential energy surface (PES)
and the same approximate collisional method.
⋆ Complete Tables 4–9 are only available in electronic form at the
CDS via anonymous ftp to
cdsarc.u-strasbg.fr (130.79.128.5)or via
http://cdsweb.u-strasbg.fr/cgi-bin/qcat?J/A+A/451/1125
The goal of this work is to provide collisional rate coeffi-
cients of CS with He between the 31 first levels using the most
accurate theoretical methods. We expected that these results will
be also relevant for interpreting of the data that extremely pow-
erful instruments, such as Herschel but also ALMA, will provide
in the next few years.
In this paper, we will first describe the calculations of a
new ab initio PES for the CS-He system. This accurate PES al-
lows us to be confident that the dynamical calculations are ac-
curate. Then, we describe the collisional method of calculations
used. We present in Sect. 4 the cross sections and the collisional
rate coefficients obtained for temperatures ranging from 10 K
to 300 K, and we compare our results with those obtained by
Turner et al. (1992) for the CS-para-H2(J = 0) system. Finally,
we analyze the effect of these new rate coefficients on the exci-
tation of CS by modeling this excitation through a large velocity
gradient code for different physical conditions that are represen-
tative of those of molecular clouds and star forming regions.
2. Potential energy surface
The present work uses a Jacobi coordinate system, in which r is
the CS distance, R the distance from the center of mass of CS to
the He atom, and θ is the angle between the two distance vec-
tors (θ = 0: He adjacent to carbon atom; θ = 180: He adjacent
to sulfur atom). For rotational excitation calculations, the po-
tential energy surface (PES) was calculated in the supermolecu-
lar approach based on the single and double excitation coupled
cluster method (Hampel et al. 1993) (CCSD) with perturbative
contributions from connected triple excitations computed as de-
fined by Watts et al. (1993) (CCSD(T)). The CS r-distance was
frozen at its experimental equilibrium distance re = 2.90 a0
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Table 1. PES of CS-He: first Vλ(R) components in cm−1.
Distance (a0) V0 V1 V2 V3 V4 V5 V6 V7
3.5 25372.92 16802.61 44663.45 33809.44 36333.56 30357.23 25869.85 19732.80
4.0 12677.30 11240.08 24265.20 18209.81 17075.54 12827.29 9738.87 6895.29
4.5 5726.94 6046.74 11688.57 8852.93 7698.15 5382.99 3707.64 2404.21
5.0 2421.83 2949.39 5265.47 4049.15 3354.76 2229.49 1419.29 843.64
5.5 961.00 1351.09 2259.45 1771.73 1420.24 909.88 544.67 299.91
6.0 349.85 587.92 927.96 746.66 585.66 365.80 209.15 108.43
6.5 108.16 242.80 362.92 303.24 235.31 144.82 80.22 39.85
7.0 19.61 93.84 132.58 117.97 91.86 56.36 30.65 14.80
7.5 –8.64 32.58 42.87 43.20 34.56 21.46 11.60 5.50
8.0 –14.74 8.88 10.06 14.23 12.28 7.90 4.31 2.01
8.5 –13.66 0.54 –0.69 3.63 3.92 2.74 1.54 0.71
9.0 –10.88 –1.86 –3.38 0.10 0.95 0.84 0.51 0.24
9.5 –8.19 –2.16 –3.42 –0.84 –0.01 0.18 0.14 0.08
10.0 –6.06 –1.83 –2.77 –0.91 –0.25 –0.03 0.02 0.02
10.5 –4.47 –1.41 –2.08 –0.75 –0.26 –0.07 –0.01 0.01
11.0 –3.32 –1.04 –1.52 –0.56 –0.20 –0.06 –0.02 0.00
11.5 –2.49 –0.76 –1.10 –0.40 –0.14 –0.04 –0.01 0.00
12.0 –1.89 –0.55 –0.80 –0.28 –0.10 –0.03 –0.01 0.00
12.5 –1.45 –0.40 –0.58 –0.20 –0.07 –0.02 0.00 0.00
13.0 –1.13 –0.30 –0.43 –0.14 –0.05 –0.01 0.00 0.00
Fig. 1. Contour plot of the potential energy surface of CS-He as a func-
tion of R and theta with the C-S separation fixed at r = 2.90 a0.
The energies are in cm−1 with a distance of 0.05 cm−1 between two
adjacent contours, and the zero of energy is taken as that of the
CS+He asymptote.
(Huber & Herzberg 1979). The ab initio surface was calcu-
lated using the MOLPRO package (2002). The three atoms were
described by the standard correlation consistent polarized va-
lence quadruple zeta set of Dunning (1989) (cc-pVQZ) aug-
mented with the diffuse functions of s,p,d,f, and g symmetries
by Kendall (1992) (aug-cc-pVQZ). This basis set was further
augmented by the [3s3p2d2f1g] bond functions optimized by
Cybulski & Toczylowski (1999) and placed at mid-distance be-
tween the He atom and the CS center of mass. The basis set
superposition error (BSSE) was corrected at all geometries with
the Boys & Bernardi (1970) counterpoise procedure. For a van
der Waals system, where the ground state is described well by a
predominant configuration at all computed geometries, this level
of theory was expected to yield reliable results.
The radial scattering coordinate R was assigned values
from 3.5 a0 to 16.0 a0 by steps of 0.25 a0, the angular grid was
uniform with a 15 degree spacing from 0 to 180 degrees.
A contour plot of the potential is shown in Fig. 1. For this
van der Waals system, the global minimum of the interaction
energy was found to be −99.35175 µhartree i.e. −21.8051 cm−1
(R = 7.26 a0, θ = 75 degree).
Finally the fitting procedure described by Werner et al.
(1988) for the CN-He system was adapted in order to obtain
the V(r = re,R, θ) numerical expansion required as input by
MOLSCAT (Hutson & Green 1995) to perform the dynamical
calculation. Deviations between the fitted potential values and
the ab initio points are concentrated in the repulsive part of the
PES. Over the entire grid, the mean difference between the ana-
lytic fit and the ab initio calculations is 1.5%.
In terms of the Legendre polynomials, the interaction energy
surface can be expressed as:




The first Vλ(R) components are given in Table 1.
Comparison, made with the Vλ components of the PES used
by Green & Chapman (1978), shows that large differences exist
for all distances (up to a factor 2 for some geometries). The PES
used by Green & Chapman (1978) and Turner et al. (1992) is in
fact a CS-He surface, calculated with an electron gas model and
simply modified at long range (R ≥ 8 a0) to smoothly join the
asymptotic interaction of CS-H2(J = 0). We used the CCSD(T)
method here, which is well known for giving accurate PES for
non reactive van der Waals systems, so we are confident in the
quality of our approach.
By comparing this PES with the PES calculated recently for
the system SO-He (Lique et al. 2005), we observe significant dif-
ferences in the position and in the depth of the minimum. In par-
ticular, the global well of the SO-He system is deeper by a factor
two. As a consequence, the energy range of the resonances in the
cross sections is expected to be less for the CS-He collisions.
3. Collision dynamics
The ground electronic state of the CS molecule is a 1Σ state with
a rotational constant equal to 0.817 cm−1 (Bustreel et al. 1979).
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Table 2. Parameters of the MOLSCAT calculations.
Number of J levels Number of J levels








The exact close coupling approach (CC hereafter), intro-
duced by Arthurs & Dalgarno (1960), was used. The collision











vλ(R) fλ(JL, J′L′; JTOT)F(J′L′pJTOT|R) (2)
with:
fλ(JL, J′L′; JTOT) =













where (3 j) and {6 j} are respectively the “3-j” and “6-j” symbols
likewise µ is the reduced mass of the system, E the total energy
of the collision and J, L, p and JTOT refer, respectively to the
rotational quantum number, the relative orbital angular momen-
tum, the parity and the total angular momentum. The integral
cross sections are obtained by summing the partial cross sections
over JTOT until convergence is reached.
All the calculations were performed with the MOLSCAT
code (Hutson & Green 1995). For this system, terms up to λ = 11
were retained in the potential expansion. The calculations were
carried out using the propagator of Manolopoulos (1986). The
reduced mass of the system is 3.669. The propagation parame-
ters were tested in order to obtain convergence of the cross sec-
tions for energies up to 2000 cm−1. Typically, the minimum and
maximum integration distances are, respectively Rmin = 2.75 a0
and Rmax = 40 a0. The calculations included at each energy value
all the open channels corresponding to energetically accessible
levels. Several energetically inaccessible levels were added in
order to obtain convergence of the collisional cross sections (see
Table 2). At 2000 cm−1, the 31 first rotational levels were thus
considered and 33 levels included in the calculation.
4. Results
4.1. Cross sections
Figure 2 shows the excitation cross sections from the first two
rotational levels as a function of the barycentric collision en-
ergy. The cross sections decrease with increasing ∆J and present
resonances for energy below 30 cm−1 (see first two columns of
Fig. 2). These resonances correspond to the presence at 7.26 a0
of a well whose depth is about 22 cm−1. Such behavior is typical
of all the cross sections. It is interesting to note that resonances
disappear at higher kinetic energies, and do not exist for cross
sections involving levels with large ∆J due to the large thresh-
old energy value (see third column of Fig. 2).
4.2. Rate coefficients
The rate coefficients are the Boltzmann thermal average at tem-
perature T of collision cross sections σJi→J f :
















kB T dEk (4)
where Ji and J f are, respectively, the initial and final states of
the transition, Ek is the kinetic energy and kB is the Boltzmann
constant.
We performed CC calculations of cross sections from an
energy value corresponding to the opening of the lowest in-
elastic channel to a total energy of 2000 cm−1. We carefully
spanned the energy ranges to take the presence of resonances
into account. The energy steps are 0.1 cm−1 below 50 cm−1,
0.2 cm−1 from 50 to 100 cm−1, 0.5 cm−1 from 100 to 200 cm−1,
1 from 200 to 800 cm−1, 2 from 800 to 900 cm−1, 5 from 900
to 1000 cm−1, 10 from 1000 to 1200 cm−1, and 50 from 1200
to 2000 cm−1 . Convergence of the integration was tested.
Calculations up to 2000 cm−1 allow us to determine rates up
to 300 K. Results were obtained for the first 31 levels (up
to J = 30). Collisional rate coefficients between the nine first
levels are given in Tables 4−9 for temperatures equal to 10, 20,
50, 100, 200, 300 K, respectively. The complete set of rate coef-
ficients are published in the electronic version of the paper and
on our WEB site (Basecol).
It is generally assumed that rate coefficients with para-
H2(J = 0) should be larger than He rate coefficients owing to
the smaller collisional reduced mass and the larger size of H2,
the scaling factor being 1.4 (Schöier et al. 2005). We have com-
pared our upward CS-He rate coefficients for ∆J = J f −Ji = 1, 2,
and 5 with the CS-para-H2(J = 0) rate coefficients obtained by
Turner et al. (1992) for temperatures ranging from 20 to 300 K.
As seen in Fig. 3, the ratio between the two sets of rate coeffi-
cients varies strongly with Ji and with temperature. In particu-
lar, at low temperatures, the CS-He rate coefficients are higher or
lower than the CS-para-H2(J = 0) rate coefficients according to
the Ji value. Several factors may contribute to these differences:
(i) the two PES used in the dynamics calculations differ at all
distances: in the repulsive part, in the depth of the well, and
in long range part, too. The PES used in Turner et al. (1992)
was calculated for the CS-He system with an electron gas
model, modified at long-range to smoothly join with the
asymptotic electrostatic interaction of CS and H2(J = 0).
The electron gas model may induce large inaccuracies in
the dynamics calculations, as pointed out by Thomas et al.
(1980). Due to this approach, Turner et al. (1992) indicate
that their rate coefficients may be in error by a factor up
to 2−3;
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Fig. 2. Collisional excitation cross sections of
































































































































Fig. 3. Calculated CS-He rate coefficients (this
work: filled circles) at 20 K (up left), 40 K
(up right), 100 K (down left) and 300 K (down
right) compared with CS-para-H2(J = 0) rate
coefficients calculated by Turner et al. (1992)
(empty diamonds).
(ii) the collisional rates in Turner et al. (1992) were calculated in
the coupled states approach that neglects the exact coupling
of angular momenta. To analyze the effect of this approxi-
mation, we have calculated cross sections with our ab initio
PES in the Coupled states approximation (McGuire & Kouri
1974). As expected, we have found that the Coupled states
approach leads to some errors, compared to CC results, for
calculated cross sections at low kinetic energies (<50 cm−1),
this mostly affects the rates at very low kinetic temperatures
(T < 50 K). Table 3 shows a comparison between CC and
CS cross sections at different kinetic energies. The energies
are chosen far from the resonance area to avoid differences
due to resonance shifts. A global agreement is obtained
between these two methods (∼10−15%) but we can see that
for small cross sections (∆J ≥ 5) the difference can be im-
portant, up to a factor 2.
From this comparison, it clearly appears that the differences be-
tween the two sets of rate coefficients cannot be explained only
by the difference of mass of the perturbers and that the PES plays
a major role. Considering the expected good accuracy of the
CCSD(T) method used for the present CS-He PES and of
the CC approach for dynamics calculations, it appears to us
that the CS-He rate coefficients (multiplied by a factor 1.4 to
take into account the ratio of the reduced mass between CS-He
and CS-H2 systems) could presently be the most appropriate for
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Table 3. Comparison between cross sections obtained by Close Coupling and Coupled States approach.
Transitions Ek = 50 cm−1 Ek = 100 cm−1 Ek = 500 cm−1 Ek = 1000 cm−1
Ji → J f CC CS CC CS CC CS CC CS
0→ 1 10.511 10.968 7.105 7.114 3.758 3.504 2.887 2.601
0→ 2 10.437 10.397 9.617 9.714 9.555 9.588 7.092 7.138
0→ 5 2.177 2.304 2.586 2.532 1.561 1.460 1.906 1.823
0→ 10 ... ... 0.116 0.174 0.972 0.936 1.023 0.997
0→ 20 ... ... ... ... 0.044 0.075 0.408 0.387
1→ 2 8.671 8.802 6.114 6.032 3.644 3.408 2.914 2.650
1→ 3 8.356 7.841 7.273 7.073 8.043 8.021 6.393 6.389
1→ 6 1.578 1.663 2.169 2.154 1.384 1.293 1.566 1.493
1→ 11 ... ... ... ... 0.879 0.843 0.869 0.843
1→ 21 ... ... ... ... 0.018 0.017 0.394 0.379
10→ 11 7.079 7.163 5.202 4.998 3.239 3.067 2.683 2.483
10→ 12 4.121 3.896 3.954 4.187 5.294 5.348 4.535 4.566
10→ 15 ... ... ... ... 1.020 0.974 1.117 1.052
10→ 20 ... ... ... ... 0.404 0.411 0.530 0.537
10→ 30 ... ... ... ... ... ... 0.117 0.140
Fig. 4. Excitation temperature, TEX, and brightness temperature ratios (TB(Green rate coefficients)/TB(present rate coefficients)) for the 1−0, 2−1,
3−2, and 4−3 lines of CS (from top to bottom) using our rate coefficients (solid lines) and those of Green & Chapman (1978) (dashed lines). The
H2 volume density varies between 10 and 109 cm−3 and the CS column density from 3× 1012 and 3× 1015 cm−2 by a step factor of 10 (blue, green,
red and black lines, respectively). From left to right the kinetic temperature corresponds to 10, 15, and 20 K, respectively.
interpreting observations of CS in astrophysical environments.
In addition, our calculations extend the previous collisional rates
for high-J levels of CS.
5. Astrophysical implications
In order to check the impact of the new rates on the interpreta-
tion of astrophysical observations, we have made astrophysical
modeling using the large velocity gradient (LVG) approach, us-
ing our rate coefficients scaled to take into account both the re-
duced mass difference and those of Green & Chapman (1978)
for T = 10, 15, and 20 K and Turner et al. (1992) for T = 40, 60,
and 150 K.
Figure 4 shows the comparison between the excitation tem-
peratures and the brightness temperature ratios obtained with our
rate coefficients and those of Green & Chapman (1978) for the
typical physical conditions found in cold dark clouds. The exci-
tation temperatures, TEX, for the Ji−J f = 1−0 to 4−3 lines have a
similar behavior although ours are slightly higher than those ob-
tained with the Green & Chapman (1978) rate coefficients. This
can be easily seen in the brightness temperature ratios shown in
the same figures, which indicate differences as large as 20−30%
for the four lines. These differences become slightly smaller for
TK = 20 K. The effect of suprathermal excitation for low opac-
ity in the 1−0 line is essentially the same for both sets of rate
coefficients.
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Table 4. Collisional rate coefficients in cm3 s−1 at T = 10 K.
Ji\J f 0 1 2 3 4 5 6 7 8
0 ... 5.97 (−11) 3.68 (−11) 5.60 (−12) 2.70 (−12) 4.92 (−13) 9.36 (−14) 1.34 (−14) 1.38 (−15)
1 2.52 (−11) ... 3.81 (−11) 1.84 (−11) 2.63 (−12) 8.69 (−13) 1.32 (−13) 1.99 (−14) 2.17 (−15)
2 1.49 (−11) 3.66 (−11) ... 2.93 (−11) 1.00 (−11) 1.25 (−12) 3.28 (−13) 3.87 (−14) 4.81 (−15)
3 3.28 (−12) 2.56 (−11) 4.24 (−11) ... 2.21 (−11) 6.12 (−12) 6.25 (−13) 1.31 (−13) 1.22 (−14)
4 3.15 (−12) 7.29 (−12) 2.88 (−11) 4.40 (−11) ... 1.58 (−11) 3.89 (−12) 3.27 (−13) 5.31 (−14)
5 1.52 (−12) 6.38 (−12) 9.52 (−12) 3.23 (−11) 4.19 (−11) ... 1.19 (−11) 2.46 (−12) 1.73 (−13)
6 1.00 (−12) 3.35 (−12) 8.70 (−12) 1.15 (−11) 3.58 (−11) 4.13 (−11) ... 9.35 (−12) 1.53 (−12)
7 6.45 (−13) 2.28 (−12) 4.62 (−12) 1.08 (−11) 1.35 (−11) 3.84 (−11) 4.20 (−11) ... 7.53 (−12)
8 3.86 (−13) 1.44 (−12) 3.32 (−12) 5.81 (−12) 1.27 (−11) 1.56 (−11) 3.97 (−11) 4.36 (−11) ...
Table 5. Collisional rate coefficients in cm3 s−1 at T = 20 K.
Ji\J f 0 1 2 3 4 5 6 7 8
0 ... 6.00 (−11) 4.96 (−11) 1.15 (−11) 9.29 (−12) 3.11 (−12) 1.29 (−12) 4.16 (−13) 1.16 (−13)
1 2.25 (−11) ... 4.41 (−11) 3.20 (−11) 7.82 (−12) 4.79 (−12) 1.50 (−12) 5.40 (−13) 1.52 (−13)
2 1.41 (−11) 3.35 (−11) ... 3.79 (−11) 2.23 (−11) 5.27 (−12) 2.79 (−12) 7.69 (−13) 2.53 (−13)
3 3.34 (−12) 2.47 (−11) 3.85 (−11) ... 3.25 (−11) 1.69 (−11) 3.69 (−12) 1.71 (−12) 4.22 (−13)
4 3.34 (−12) 7.51 (−12) 2.83 (−11) 4.04 (−11) ... 2.75 (−11) 1.32 (−11) 2.69 (−12) 1.08 (−12)
5 1.65 (−12) 6.78 (−12) 9.81 (−12) 3.10 (−11) 4.05 (−11) ... 2.40 (−11) 1.05 (−11) 2.00 (−12)
6 1.17 (−12) 3.63 (−12) 8.89 (−12) 1.16 (−11) 3.34 (−11) 4.12 (−11) ... 2.14 (−11) 8.23 (−12)
7 7.47 (−13) 2.59 (−12) 4.85 (−12) 1.06 (−11) 1.34 (−11) 3.54 (−11) 4.23 (−11) ... 1.94 (−11)
8 4.69 (−13) 1.64 (−12) 3.60 (−12) 5.92 (−12) 1.21 (−11) 1.53 (−11) 3.67 (−11) 4.38 (−11) ...
Table 6. Collisional rate coefficients in cm3 s−1 at T = 50 K.
Ji\J f 0 1 2 3 4 5 6 7 8
0 ... 5.94 (−11) 6.28 (−11) 1.90 (−11) 1.99 (−11) 1.02 (−11) 7.27 (−12) 4.06 (−12) 2.26 (−12)
1 2.08 (−11) ... 4.78 (−11) 4.64 (−11) 1.59 (−11) 1.40 (−11) 7.22 (−12) 4.70 (−12) 2.49 (−12)
2 1.45 (−11) 3.15 (−11) ... 4.41 (−11) 3.81 (−11) 1.32 (−11) 1.06 (−11) 5.20 (−12) 3.20 (−12)
3 3.59 (−12) 2.51 (−11) 3.63 (−11) ... 4.08 (−11) 3.28 (−11) 1.12 (−11) 8.24 (−12) 3.88 (−12)
4 3.55 (−12) 8.07 (−12) 2.94 (−11) 3.83 (−11) ... 3.78 (−11) 2.89 (−11) 9.64 (−12) 6.60 (−12)
5 1.87 (−12) 7.39 (−12) 1.06 (−11) 3.18 (−11) 3.91 (−11) ... 3.55 (−11) 2.58 (−11) 8.53 (−12)
6 1.50 (−12) 4.27 (−12) 9.47 (−12) 1.22 (−11) 3.36 (−11) 3.99 (−11) ... 3.39 (−11) 2.32 (−11)
7 1.01 (−12) 3.34 (−12) 5.62 (−12) 1.08 (−11) 1.35 (−11) 3.49 (−11) 4.08 (−11) ... 3.26 (−11)
8 7.22 (−13) 2.28 (−12) 4.44 (−12) 6.56 (−12) 1.19 (−11) 1.48 (−11) 3.59 (−11) 4.19 (−11) ...
Table 7. Collisional rate coefficients in cm3 s−1 at T = 100 K.
Ji\J f 0 1 2 3 4 5 6 7 8
0 ... 5.98 (−11) 8.20 (−11) 2.39 (−11) 2.86 (−11) 1.53 (−11) 1.38 (−11) 9.34 (−12) 6.98 (−12)
1 2.04 (−11) ... 5.02 (−11) 6.19 (−11) 2.10 (−11) 2.21 (−11) 1.28 (−11) 1.06 (−11) 7.13 (−12)
2 1.76 (−11) 3.15 (−11) ... 4.73 (−11) 5.33 (−11) 1.90 (−11) 1.84 (−11) 1.06 (−11) 8.36 (−12)
3 3.92 (−12) 2.98 (−11) 3.62 (−11) ... 4.52 (−11) 4.81 (−11) 1.72 (−11) 1.57 (−11) 8.85 (−12)
4 4.03 (−12) 8.64 (−12) 3.49 (−11) 3.87 (−11) ... 4.33 (−11) 4.43 (−11) 1.57 (−11) 1.36 (−11)
5 1.98 (−12) 8.40 (−12) 1.14 (−11) 3.78 (−11) 3.99 (−11) ... 4.17 (−11) 4.12 (−11) 1.45 (−11)
6 1.74 (−12) 4.71 (−12) 1.08 (−11) 1.32 (−11) 3.97 (−11) 4.06 (−11) ... 4.04 (−11) 3.86 (−11)
7 1.20 (−12) 4.00 (−12) 6.36 (−12) 1.23 (−11) 1.44 (−11) 4.10 (−11) 4.13 (−11) ... 3.95 (−11)
8 9.57 (−13) 2.87 (−12) 5.34 (−12) 7.38 (−12) 1.33 (−11) 1.54 (−11) 4.20 (−11) 4.21 (−11) ...
Table 8. Collisional rate coefficients in cm3 s−1 at T = 200 K.
Ji\J f 0 1 2 3 4 5 6 7 8
0 ... 6.19 (−11) 1.11 (−10) 3.05 (−11) 4.41 (−11) 1.98 (−11) 2.20 (−11) 1.42 (−11) 1.31 (−11)
1 2.09 (−11) ... 5.44 (−11) 8.61 (−11) 2.66 (−11) 3.45 (−11) 1.75 (−11) 1.79 (−11) 1.24 (−11)
2 2.30 (−11) 3.34 (−11) ... 5.16 (−11) 7.50 (−11) 2.47 (−11) 2.96 (−11) 1.59 (−11) 1.53 (−11)
3 4.67 (−12) 3.91 (−11) 3.81 (−11) ... 5.00 (−11) 6.89 (−11) 2.34 (−11) 2.64 (−11) 1.43 (−11)
4 5.51 (−12) 9.87 (−12) 4.52 (−11) 4.08 (−11) ... 4.89 (−11) 6.48 (−11) 2.21 (−11) 2.40 (−11)
5 2.15 (−12) 1.11 (−11) 1.29 (−11) 4.88 (−11) 4.24 (−11) ... 4.78 (−11) 6.16 (−11) 2.11 (−11)
6 2.16 (−12) 5.12 (−12) 1.41 (−11) 1.50 (−11) 5.10 (−11) 4.34 (−11) ... 4.69 (−11) 5.89 (−11)
7 1.32 (−12) 4.93 (−12) 7.09 (−12) 1.60 (−11) 1.64 (−11) 5.26 (−11) 4.42 (−11) ... 4.62 (−11)
8 1.18 (−12) 3.29 (−12) 6.63 (−12) 8.37 (−12) 1.73 (−11) 1.74 (−11) 5.37 (−11) 4.48 (−11) ...
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Table 9. Collisional rate coefficients in cm3 s−1 at T = 300 K.
Ji\J f 0 1 2 3 4 5 6 7 8
0 ... 6.38 (−11) 1.29 (−10) 3.57 (−11) 5.76 (−11) 2.33 (−11) 2.95 (−11) 1.68 (−11) 1.76 (−11)
1 2.14 (−11) ... 5.79 (−11) 1.03 (−10) 3.11 (−11) 4.55 (−11) 2.06 (−11) 2.41 (−11) 1.51 (−11)
2 2.63 (−11) 3.53 (−11) ... 5.51 (−11) 9.02 (−11) 2.88 (−11) 3.92 (−11) 1.90 (−11) 2.08 (−11)
3 5.34 (−12) 4.58 (−11) 4.03 (−11) ... 5.36 (−11) 8.31 (−11) 2.74 (−11) 3.53 (−11) 1.76 (−11)
4 6.93 (−12) 1.11 (−11) 5.29 (−11) 4.30 (−11) ... 5.26 (−11) 7.85 (−11) 2.63 (−11) 3.25 (−11)
5 2.38 (−12) 1.39 (−11) 1.44 (−11) 5.67 (−11) 4.48 (−11) ... 5.18 (−11) 7.51 (−11) 2.53 (−11)
6 2.68 (−12) 5.56 (−12) 1.74 (−11) 1.66 (−11) 5.92 (−11) 4.59 (−11) ... 5.11 (−11) 7.23 (−11)
7 1.39 (−12) 5.96 (−12) 7.70 (−12) 1.96 (−11) 1.81 (−11) 6.09 (−11) 4.68 (−11) ... 5.05 (−11)
8 1.37 (−12) 3.50 (−12) 7.93 (−12) 9.16 (−12) 2.11 (−11) 1.93 (−11) 6.22 (−11) 4.74 (−11) ...
Fig. 5. Excitation temperature, TEX, and brightness temperature ratios (TB(Turner et al. rate coefficients)/TB(present rate coefficients)) for the 1−0,
2−1, 3−2, and 4−3 lines of CS (from top to bottom) using our rate coefficients (solid lines) and those of Turner et al. (1992) (dashed lines). The
H2 volume density varies between 10 and 109 cm−3 and the CS column density from 3× 1012 and 3× 1015 cm−2 by a step factor of 10 (blue, green,
red and black lines, respectively). From left to right the kinetic temperature corresponds to 40, 60, and 150 K, respectively.
Considering that future observations with ALMA and
Herschel should have calibration errors below 5%, these differ-
ences in the predicted line intensities will lead to an overestima-
tion of the volume density, if Green & Chapman’s rate coeffi-
cients are used. Figure 5 shows the same calculations but using
Turner et al. (1992) rate coefficients and for higher kinetic tem-
peratures. The effects become very large as Ji and TK increase
(see for example the right bottom panel). While the compari-
son with the Green & Chapman (1978) (low temperatures) rate
coefficients indicates a systematic trend in the computed bright-
ness temperature ratio, the calculations with Turner et al. (1992)
rate coefficients (higher temperatures) show an underestimation
of the volume density for n(H2) < 105 cm−3 for low-J lines and
an overestimation for higher densities. However, the situation is
the opposite for the high-J lines (see the 4−3 line compared with
the 1−0 line). The differences are even more evident for high-J
lines not shown in this figure.
6. Conclusion
In this work, we report new calculations of rate coefficients
for rotational excitation of CS induced by collisions with He.
Cross sections were computed for the first 31 levels of CS us-
ing a new ab initio potential energy surface and quantum
mechanical coupled-channel method for collision energies up
to 2000 cm−1. From the cross sections, thermally averaged rate
coefficients were calculated for kinetic energies ranging from 10
to 300 K. All the rate coefficients are available on the Basecol
site http://boum.obspm.fr/basecol/.
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These rate coefficients, scaled to take the reduced mass ra-
tio into account, were used as surrogates for CS-para-H2(J = 0)
rate coefficients to calculate the excitation temperature and the
brightness temperature in the various physical conditions typical
of molecular clouds. The comparison with the same quantities
calculated by using the rate coefficients of Green & Chapman
(1978) and Turner et al. (1992) pointed out systematic differ-
ences that have an important impact on the diagnostic of the
densities of molecular clouds. We will now extend this work
to higher temperatures (300−1500 K), in order to interpret ob-
servations in high mass star forming regions, shocks, and the
circumstellar envelopes of evolved stars. Although what is re-
ally needed for accurately interpreting the astronomical obser-
vations of CS are the rate coefficients for the CS-H2 system,
we provide, for the first time, in this paper the results for the
collisional excitation of high energy levels of CS by He. The
rotational transitions between these high-J CS levels will be ob-
served with the Herschel satellite and our calculations will per-
mit to interpret these data. We would like to stress again that
the available CS-H2 rates up to J = 21 were obtained from a
modified CS-He PES using an electron gas model that provides
limited accuracy, and also using less precise methods than those
used in this paper for calculating the collisional rates.
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ABSTRACT
We have performed calculations on the excitation of SO using the recently published accurate
collisonal rate coefficients at low temperatures for the system SO-He (Lique et al. 2005). Compared
with the results of Green (1994), the new excitation rates show significant differences for transitions
involving the low energy levels. We present a set of radiative transfer models for different cloud
geometries and physical conditions, using the new rate coefficients for SO, and show that they provide
a more correct diagnostic of the physical conditions of cold dark clouds. . We have applied these
results to observations of mapping results in TMC-1 done in the 23 - 12, 34 - 23, 22 - 11 transitions
(using the IRAM 30-meter) and the 01 - 10 transition (using the 100-m Effelsberg radio telescope).
The intensity maxima for all these lines is found around the so-called ammonia peak. The structure
of TMC-1 is well represented by a cylindric filament with several cores (TK = 8 K, n(H2) ∼ 3 10
4
cm−3) surrounded by an envelope (TK = 10 K, n(H2) ∼ 6 - 8 10
3 cm−3) showing a complex velocity
structure. The abundance of SO in TMC-1 is nearly constant along the filament, X(SO) ≃ 10−8,
except at the ammonia peak where a higher SO abundance, X(SO) ≃ 2.5 10−8, is required.
Subject headings: TMC-1, molecular processes, interstellar : molecules, interstellar : abundances
1. INTRODUCTION
The observation of molecular emission at millimeter
and infrared wavelengths, supplemented by careful and
detailed modeling, is a powerful tool to investigate the
physical and chemical conditions of astrophysical objects.
First observed by Gottlieb & Ball (1973) in the inter-
stellar gas, sulfur monoxide has been used extensively to
study molecular gas in various environments such as dark
clouds, warm molecular clouds, evolved stars, or shocks
(Turner et al. 1992; Van Dishoeck et al. 1993; Blake
et al. 1987; Pineau des Foreˆts et al. 1993). SO is a
good probe since the fine structure in its 3Σ− electronic
ground state gives many relatively close transitions. Its
dipole moment, 1.55 D, allows one to trace regions of
different densities by selective rotational transitions of
increasing Einstein coefficients.
In regions of star formation (high and low mass), the
outflows from the young stars penetrate the surround-
ing envelopes and thus create high-temperature shocks
leading to evaporation of dust mantles that produce
many species in the gas phase. These freshly evaporated
molecules can then drive a rich and complex chemistry,
specific of the physical conditions present in the gas. In
particular, the observed abundances of the sulfur-bearing
molecules in the warm gas display important differences
from those derived from observations of cold molecular
material. They also exhibit large abundance gradients
on small spatial scale. In these warm clouds, the sulfur




gen atoms to give sulfur atoms which rapidly reacts with
OH, O2 and O to form SO, SO2 and other sulfur-bearing
species. Because of the relatively fast evolution of their
chemistry on time scales of hot core age, the warm gas
can be traced with molecules like SO and SO2 (Turner et
al. 1992; Van Dishoeck et al. 1993; Blake et al. 1994).
Nevertheless, SO is also present at large scale in the cold
parental gas surrounding the newly formed stars. This
complexity renders the determination of abundances of
sulfur-bearing molecules difficult and the study of the
chemical evolution of the gas needs to be done through a
detailed analysis of the molecular emission which arises
from regions of very different temperatures and densities.
Detailed calculations for the collisional rates of SO
with He and/or H2 do not exist. Excitation rate co-
efficients by collision among fine structure levels of SO
with H2 were provided some time ago by (Green 1994),
hereafter G1994, using coupled states and recoupling ap-
proximations to collision dynamics. These calculations
were based on a potential energy surface (PES) obtained
for CS-He using an electron-gas model and modified for
long range interaction to simulate a CS-H2 PES (Green
& Chapman 1978). These collisional rates are rather un-
certain since the used PES was adapted from the CS-He
system which is different of the PES for the SO-He sys-
tem. Indeed, the comparison of the surfaces of the two
systems obtained by accurate ab initio quantum chem-
istry calculations shows large differences between them,
in particular for the position and the depth of the well
(Lique et al. 2006). New accurate rate coefficients
among fine structure levels of SO were calculated recently
(Lique et al. 2005), hereafter L2005, using the full close
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coupling method for temperature ranging from 5 K to 50
K. Large difference up to a factor 10 exist between these
new results and the previous results reported by G1994.
In this paper, we analyze the impact of the new rates on
the excitation of SO by modeling the pumping of its rota-
tional energy levels through LVG and non local radiative
transfer models. We have selected in our calculations
a wide range of physical conditions. These calculations
are used to analyze mapping results obtained towards
the cold molecular cloud TMC-1 in a series of transition
of SO. Since the detection of HC3N in this cloud (Morris
et al. 1976), TMC-1 has been the subject of many ob-
servational studies (Cernicharo et al. 1984; Cernicharo
and Gue´lin 1987; Pratap et al. 1997; Snell et al. 1982;
Avery et al. 1982), including SO observations (Rydbeck
et al. 1980; Hirahara et al. 1995). In this paper, we
study the influence of the new rate coefficients on the
interpretation of the observations and we provide new
physical parameters for TMC-1.
2. MODELING
2.1. Collisional rates for SO
In the SO (3Σ−) electronic ground state, the rotational
levels are split by spin-rotation coupling. In the inter-
mediate coupling scheme, the rotational wave function
|Fijm〉 are linear combinations of pure Hund’s case (b)
wave functions |NSjm〉. For SO, the case (b) limit be-
comes valid beyond N = 5. All collision calculations
were carried out with the exact energy levels including
the fine structure interaction. However, we will use in the
following the usual level labeling Nj where N = J − 1,
N = J , N = J+1 corresponds to the F1, F2 and F3. The
energy of the first fine level of SO are shown on Figure
1.
New rate coefficients for SO-He of L2005 have been
calculated for low temperature (5-50 K) using an exact
close coupling method and an accurate ab initio PES.
These rates are the first calculated for these low tempera-
tures. Rate coefficients for SO in collision with H2(J = 0)
can be roughly estimated from those of SO-He by using
the ratio of the reduced mass of both systems. Previous
calculations by G1994 were done for rotational excita-
tion of SO by collision with H2(J = 0) for temperature
ranging from 50 to 300 K. It is difficult to extrapolate
these rates for the physical conditions prevailing in dark
clouds. Moreover, the PES of G1994 was estimated from
the one calculated for CS-He using an electron-gas model
and a recoupling approximation from spin-free rate co-
efficients, leads to uncertainties in their rate coefficients.
A comparison of the rates at 50K (Figure 2) shows that
those obtained by G1994 for SO-H2, and transformed
into SO-He coefficients by the ratio of reduced masses,
are on average a factor of 2-3 below the recent ones for the
∆J = ∆N transitions. However, the differences may be
as large as a factor of 10 for transitions involving differ-
ent selection rules. These differences will probably grow
up at low temperature if the Green’s methods were used
(see detailed discussion in L2005.) It could be argued
that we compare different systems. However, a compari-
son of the CO-He and CO-H2 (Green & Thaddeus 1976)
collisional rates at 60 K shows that individual collisional
rates, kJJ′ , are similar within a constant scale factor.
We could expect a similar behavior for SO-He and SO-
H2 since SO is heavier than CO. Hence, the differences
observed in Figure 2 are due to the different methods
used for the calculations. More specifically the precision
of the PES method appears to be critical, the method
used in L2005 being the more accurate one.
2.2. LVG modeling
The LVG approach, first proposed by Sobolev (1958,
1960) and further developed by Castor (1970), provides
a local expression for the angle-averaged mean intensity
that thoroughly simplifies the resolution of the statistical
equilibrium equations. This approximation implies that
the velocity gradient is large enough to decouple radia-
tively the different points of the cloud. For each point
of the cloud the excitation conditions depend only on
the local density, the kinetic temperature and the escape
probability- Rotational excitation of sulfur monoxide can
be induced by collisions with H2 and He, as well as by ab-
sorption of photons. Our LVG calculations treat only fine
structure levels of the ground electronic state of SO. We
refer to Castor (1970) and Goldreich & Kwan (1974) for
the relevant equations used in the LVG calculation of the
rotational level population and excitation and brightness
temperatures.
Figure 3 shows the comparison between the results ob-
tained with the rate coefficients of L2005 and those of
G1994. The upper panel of the Figure 3 compares the
brightness temperature, TB, at TK = 10 K for several
SO lines. The rate coefficients of G1994 are extrapolated
to 10 K (adopting a linear extrapolation to the logarithm
of the rates) since the lowest temperature in the G1994
calculations is 50 K. The brightness temperature, TB,
has a similar behavior for all the transitions ∆J = Ju-
Jl = ∆N = Nu-Nl from both rate sets. It is clear from
Figure 3 that for a given line intensity and volume density
different column densities are obtained from the two sets
of collisional rates (or different volume densities if the in-
put parameter is the column density). Using the rates of
G2004, the determination of the density or the column
density in cold molecular clouds will result in overesti-
mates when compared to the results based on the L2005
rates. These differences for the density and column den-
sity can reach a factor ∼ 2-3. For the 01 - 10 transi-
tion (see Figure 3 top-left panel), and more generally for
all radiative transitions with ∆N = −1, the results are
quite different : TB has a different behaviour using the
two sets of rate coefficients, and especially, for a given
n(H2) and column density, TB is lower when the L2005
rates are used. In this case, the difference in brightness
temperature between both rate sets can reach a factor
10.
These results are not really surprising in view of the
different methods used to obtain both sets of collisional
rates and to the crude approximation adopted to extrap-
olate Green’s rates at 10 K. This difference is due to the
approximation adopted for the dynamic calculations : (i)
G1994 uses a pure Hund’s case (b) to describe the SO
energy levels which is not well adapted to SO, especially
for low energy levels; (ii) the adopted recoupling method
(see section 2.1) which leads to large differences (up to
a factor 10) for all downward transitions with ∆N > 0
(or upward transitions with ∆N < 0) that are due to
the incorrect description of energy levels in the approach
of G1994 where the fine structure splitting of the energy
levels is not taken into account in the dynamical calcu-
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lations; (iii) the different PES used in the calculations.
All these effects have been discussed in detail by L2005.
As quoted above, the G1994 rates are lower than those
of L2005 by a factor 2-3 for ∆N = ∆J transitions and
by a factor 10 for the other transitions (see above). The
result on the collisional excitation of these transitions
is that the G1994 rates lead to lower excitation tem-
peratures. Hence, the interpretation of SO observations
toward dark clouds using G1994 rates will result in an
overestimate of the density (or the column density) by
a similar factor. The 01 - 10 transition has a different
behavior, with a clear trend to understimate the density.
Some previous determination of the SO abundances in
dark molecular clouds are based on the observation of
this line (Rydbeck et al. 1980). The use of G1994 rates
will certainly produce an underestimate of the density
n(H2) (or the column density) that can be as high as one
order of magnitude. All transitions NN - (N + 1)N−1
will provide a similar behavior if the G1994 rates are
used. This effect does not depend on the temperature
and is related to the approach adopted by G1994 for the
dynamical calculations.
In order to check the effect in the excitation of SO of
the adopted extrapolation for TK=10 K, we have made
additional calculations at TK=50 K with both sets of
rate coefficients. Figure 3 (lower panel) shows the excita-
tion temperature at TK=50 K for the same SO lines than
at TK=10 K. As expected, the differences are also signif-
icant, even more important than at TK=10 K. This con-
firms that the difference seen in Figure 3 (upper panel)
are not due to the extrapolation of the rate coefficients
down to TK=10 K, but to the difference of both sets of
rates as discussed in the above paragraph.
Depending on the transition observed, we have seen
that the interpretation of observations of SO in dark
molecular clouds with G1994 rates can lead to an impor-
tant under or overestimate of the density n(H2) (or the
column density). As we consider that the SO-He rate
coefficients of L2005 represent a better approach than
those of SO-H2, we recommend their use for astrophys-
ical modelling. In the following sections we will use the
L2005 rate coefficients. Now, we will analyze our LVG
results to find which transitions can be used to trace the
volume density and column density of SO for the typical
physical conditions prevailing in dark clouds.
For low density regions (< 104cm−3), Figure 3 shows
that molecular clouds can be modeled through the obser-
vation of the 01 - 10 transition since it has a low Einstein
coefficient and can have a strong intensity even for small
n(H2). In these regions, the intensity of lines involving
high energy levels will be too weak. Unfortunately, the
intensity of the 01 - 10 line is not very sensitive to NSO
due to the opacity of the line. For N(SO) = 3 1013 cm−2,
n(H2) = 10
4 cm−3, and ∆v = 0.3 kms−1 we obtain τ ≃ 1
and Tex = 4.7 K. The increase of the column density by
a factor 10 does not affect significantly the excitation
temperature and hence the expected brightness temper-
atures are very similar for both values of N(SO) (1.4 K
versus 1.7 K; see the effect in Figure 3 upper left panel for
lower densities and different column densities). Hence, a
determination of the column density of SO based only
on the observation of this line, and assuming a value for
Tex, will probably be uncertain. If the column density
is high (∼ 1014 cm−2), transitions between higher energy
rotational levels (23 - 12 and 34 - 23) will start to be de-
tectable and could be used to estimate n(H2) and to get
better constrains on NSO.
For intermediate density regions
(104 < n(H2/cm
−3) < 105), the transitions 23 - 12
and 34 - 23 will be strong and could be used to deter-
mine NSO, whatever the NSO, because the intensity of
the lines are strongly coupled to the column density of
SO for these densities (see Figure 3 upper right and
second row left panels). For these lines an increase of
column density, for constant volume density, produces
a significant increases of the excitation temperature
due to radiative trapping (even if the lines are optically
thick). In these regions it could be useful to observe
also the 01 - 10 transition to constrain the modelisation
since this line will be also very strong for these densities.
Transitions between higher energy levels will be weak,
except if the NSO is very high. However, it could be
interesting to observe at least one of them to get a good
upper limit to the volume density.
For high density regions, the transitions between high
energy rotational levels (starting from levels higher than
NJ = 22) should be good tools for the determination
of NSO and n(H2). However, large values for NSO will be
needed to produce significant emission in these lines.
In order to have a quick guess for the physical condi-
tions in dark clouds from SO observations, we have made
a plot (see Figure 4) of the brightness temperature ra-
tio for the transitions usually observed in these objects
(01 - 10, 23 - 12 and 34 - 23) and for TK=10 and 20 K.
Figure 4 shows that the intensity of the transition 01 -
10 is lower than those of transitions 23 - 12 and 34 - 23
for the typical physical conditions in dark cloud. The
intensity of the transitions 23 - 12 and 34 - 23 is similar,
with the transition 23 - 12 being slightly higher than the
other. These results confirm the discussion in previous
paragraphs, i.e., the 01 - 10 transition will be strong com-
pared to the others for low n(H2), but will become weaker
than the others for higher densities and/or temperatures.
2.3. Monte Carlo Models
We have also calculated the theoretical line profiles of
SO with a Monte Carlo code, very similar to that of
the Monte Carlo method of Bernes (1979) but using
the improvements described by Gonzalez-Alfonso & Cer-
nicharo (1993). The cloud is assumed to be spherical
and it is divided into a set of shells with homogeneous
physical conditions. The number of simulated emissions
(or the number of radiative-induced excitations) caused
by these model photons in each shell are used to recal-
culate new level populations through the statistical equi-
librium equations. The weight of the model photons is
modified continuously to account for the absorptions oc-
curring along their path. The process is repeated until
the problem relaxes to a solution. For moderate opac-
ities (τ ≤ 100), the method converges in less than 50
iterations.
We have computed models with a high density core
alone and with a low density envelope. The parameters
of the models are typical for dark clouds. For the core
we have used n(H2)=2 10
5, 105, 5 104 cm−3, x(SO)=3.3
10−10 to 10−8 by step of 3.3, a distance of 140 pc and a
radius of 20′′. For the envelope the volume density has
been allowed to vary between 103, 5 103, and 104 cm−3,
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and two different values for the radius, 40” and 80”, have
been used. The SO abundance in the envelope is the
same than for the core in all models.
Figure 5 presents the results for a high density region
without envelope. If we compare the results with the
LVG results for the same physical conditions (n(H2) and
abundance of SO), we find that the LVG results are ac-
ceptable when the n(H2) and the abundance of SO are
small. However, when self absorption appears, i.e. when
the density n(H2) and the abundance of SO increases
(high line opacity), the line intensities for the transitions
23 - 12 and 34 - 23 are different using both methods.
The intensity of the 01 - 10 transition is not affected by
self absorption since the line is optically thin in most
models, whereas the lines of the other transitions are op-
tically thick. In view of this result, it will be difficult
to derive a reasonable value for the abundance of SO in
high density regions from the LVG method due to these
self absorption effects. Nevertheless, for the typical den-
sities of dark clouds these transitions are not affected by
self absorption because the involved energy levels are not
efficiently populated and, hence, their line opacities will
be below 1.
Figure 6 presents the results obtained for a low den-
sity region, i.e., the envelope. Here, the lines are not
affected by self absorption except for the case of high SO
abundance. The results obtained with the Monte Carlo
models are consistent with those of the LVG since the
opacity of all lines is small. Hence, contrary to high den-
sity regions, observations of low density regions could be
analyzed with the less CPU time consuming LVG method
to obtain a reasonable estimation of n(H2) and N(SO) if
two or three lines of SO are observed.
Figure 7 presents a model for a core/envelope cloud
with a core density of 5 104 cm−3. This Figure shows
that the density of H2 in the envelope has only little
influence on the emergent line profiles for low SO abun-
dances, i.e., for optically thin lines. On the other hand,
as it could be expected, self absorption appears for the
optically thick lines 23 - 12, 34 - 23. This effect increases
with the density and with the size of the envelope (i.e.,
with the SO column density). These results indicate that
in order to interpret the SO line profiles from dense cores
surrounded by low density envelopes it will be necessary
to use a non-local radiative transfer model in order to
determine the physical conditions of the gas. However,
it is important to note that the 01 - 10 and 43 - 32 lines
are not affected by the presence of an envelope since the
opacity of these lines is small in all our models. Several
transitions of SO have to be observed in these regions to
obtain reliable physical parameters.
We have also studied the radiative pumping of the SO
levels in the envelope by the photons coming from the
core. Figure 8 shows that this pumping mechanism of
the envelope will have little effect on the 01 - 10 and
43 - 32 lines. The line profiles are the same with or with-
out the core (right panel), a consequence of low opacity
of these lines. For the other transitions the pumping of
the rotational levels by photons from the core could have
some effects on the line intensities as these transitions
have large opacities and radiative trapping is important
for large SO abundances. However, for the typical den-
sities and SO abundances in dark clouds, the effect is
not as important as the one discussed by Cernicharo and
Gue´lin (1987) for HCO+ and by Gonza´lez-Alfonso and
Cernicharo (1993) for HCN and CS.
Finally, Figure 9 shows the effect of a velocity gradient
of 1 km s−1/pc in the cloud. The core has a density of
2 105 cm−3 and a radius of 20” at 140 pc. The envelope
has a radius of 80” and densities of 104 and 5 103 cm−3.
The emergent line profiles are very different from those
of the static cloud and show important assymetries. Be-
cause the decoupling by the velocity field of the different
regions of the cloud, the lines are stronger than in the
static case (in some cases by a factor larger than 1.5).
The signature of collapse, i.e., redshifted absorption, ap-
pears clearly in most lines and it is particularly evident in
the optically thick ones (23 - 12 and 34 - 23). In this case,
it is obvious that a non-local radiative transfer method
has to be used to interpret the observations.
3. APPLICATION TO TMC-1
3.1. Observations
The observations of the 01 - 10 line of SO in TMC-
1 were carried out with the 100-m Effelsberg telescope.
Two maps centered in the ammonia and cyanopolyynes
peaks were obtained. The line of the 34SO isotope was
observed at selected positions but the line detected was
very weak. Pointing and focus were done on nearby
strong radio continuum sources, whereas the calibration
was based on observation of NGC 7027. The velocity
resolution of the observations is 0.05 kms−1.
The 23 - 12, 34 - 23 and 22 - 11 lines of SO were ob-
served with the 30-m IRAM radiotelescope. The first
two lines were mapped in a large area covering the en-
tire TMC-1 cloud, whereas the last line was observed at
only selected positions. Position switching was used for
all observations. An autocorrelator provided a spectral
resolution of 0.04-0.1 kms−1. The calibration was based
on the observation of two absorbers at different tempera-
tures and the ATM code developed by Cernicharo (1985)
and updated recently by Pardo et al. (2001). Pointing
was checked every hour on CRL 618 and focus was mon-
itored every 2-3 hours on Mars and other planets.
Figure 10 shows the observed lines at selected positions
in TMC-1 and the SO integrated intensity maps of the
01 - 10, 23 - 12, and 34 - 23 lines.
3.2. Physical Conditions
The SO line profiles observed in the present study do
not seem to display deep absorption. However, we can
clearly see multiple velocity components. This result is
not surprising since TMC-1 is well known to have a com-
plex velocity structure. Table 1 presents the velocity
components found through gaussian fits to the observed
data at selected positions. For all observed positions the
component at vLSR=5.8 - 6.0 km s
−1 is stronger than
the others. This result is consistent with the previous
studies by Rydbeck et al. (1980) who observed the SO
01 - 10 line and showed that the lineshapes are not re-
produced by a single gausian. Although our observations
show that the low vLSR component decreases in intensity
with increasing upper energy levels, which could be in-
terpreted as self absorption, we believe - see below - that
this effect can be explained by a small volume density for
this velocity component. The velocity components seen
in SO have been found in several molecules, e.g., OH by
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Harju et al. (2000), and even in the high rotational
level transitions (J = 9 − 8) of HC3N (Schloerb et al.
1983). Hence, we can be confident in our interpretation
of the observed SO lines in TMC-1 in terms of velocity
structure. This interpretation is opposite to the one by
Hirahara et al. (1995) who found that their observations
of the SO 23 - 12 transition do not reflect multiple ve-
locity components but just self absorption. The different
line profiles from their data and those of Rydbeck et al.
(1980) were explained by Hirahara et al. (1995) as a
result of the different upper energy level of the two tran-
sitions (9.4 K for the NJ = 23 level compared to 1.4 K
for NJ = 01 level). Hence, for Hirahara et al. (1995) the
observed line of Rydbeck et al. (1980) was just showing
self absorption and not multiple velocity components.
Figure 10 shows the integrated intensity maps of the
SO lines. They all peak in the northwest region of the
TMC-1 ridge, extending further away from the ammonia
peak. The lines are, however, weak in the southeast re-
gion where cyanopolyynes and other carbon chains are
very abundant. These results are consistent with the
findings of Hirahara et al. (1995). The integrated line
intensity for the two velocity intervals vLSR=5.2 - 5.8
km s−1 and vLSR=5.8 - 6.4 km s
−1 shows a complex
structure in the distribution of SO emission in TMC-1
(see Figure 10) indicating that both velocity ranges are
overlapping over the whole cloud, even in regions of low
density (the envelope of TMC-1). It will be difficult to
explain such a behaviour by pure line self absorption.
In order to model the SO emission in TMC-1 and to
derive the volume density and the SO abundance, we
have used the observed line profiles of the transitions
01 - 10, 23 - 12, 34 - 23 and 22 - 11 and applied the LVG
and the non-local radiative transfer code described pre-
viously. We have chosen five positions along the ridge of
the cloud: (0,0), (-90”,120”), (-180”,240”), (-330”,450”),
(-450”,570”) where our data have the highest signal to
noise ratio. We have tried to reproduced the line profiles
at, and around, these positions by allowing the tempera-
ture, volumne density, cloud structure and column den-
sity of SO to vary around the expected values established
by previous observations.
We have first analyzed the observations with the LVG
code. For all positions it was not possible to reproduce
the observed line intensities. Indeed, the intensity of the
01 - 10 transition is too important compared to the other
transitions and we have been unable to find a set of phys-
ical conditions, TK, nH2 and NSO, to reproduce the ob-
servations. Figure 4 shows that it is not possible with
the LVG code to have comparable line intensities for the
01 - 10 and 23 − 12 transitions, and a line intensity of
the 01 - 10 transition twice than for the 34 - 23 one for
TK≈ 10 K, i.e., the kinetic temperature of TMC-1. The
difficulties of the LVG analysis indicate that an adequate
model should include both a core and an envelope. An
important fraction of the intensity of the 01 - 10 line could
be due to emission in the low density envelope, whereas
the intensity of the other lines are essentially due to the
core region. This kind of interpretation is in agreement
with models from other authors (Avery et al. 1982;
Bujarrabal et al. 1981; Cernicharo and Gue´lin 1987).
Our non-local radiative transfer code is for spherical
or plan-parallel geometries. However, the geometry of
TMC-1 seems to be cylindric as indicated by Figure
10 (see also (Avery et al. 1982)). We have modeled
the cloud by summing several different spherical com-
ponents, expecting that the results will not be really
different from those of a cylindric geometry. The very
low intensity of the transition 22 - 11 is the signature of
a moderate density core. We have taken a temperature
of 10 K in the envelope since this part of the cloud is
a low density region that does not contribute to the
22 - 11 line emission. Different runs indicate that for
the core a temperature of 8 K is better adapted to the
interpretation of the SO lines, in particular of the 22 - 11
transition. We have well reproduced the observations
with the parameters given by Figure 11. The simulated
and observed spectra are presented in Figure 12.
We have modelized the region near the cyanopolyne
peak by a cloud model constituted by a core
(n(H2) = 2 10
4 cm−3) and an envelope (n(H2) = 6
103 cm−3) at the same vLSR (5.9 - 6.0 km s
−1). The SO
abundance in both components is 10−8. A third compo-
nent, with a lower volume density, n(H2)=8 10
3 cm−3,
and shifted 45” to the northeast at smaller vLSR
(5.6 km s−1) was necessary to fit the spatial distribution
of the observed SO lines and their intensities. This com-
ponent is mainly required by the 01 -10 transition which
has an intensity peak at this position. The other lines
are weak which implies a moderate density. The derived
SO abundance is 8 10−9. The two other positions close
to the cyanopolyyne peak give similar densities and SO
abundances. The third velocity component is also needed
around (-90”,120”).
For the other region, near the ammonia peak, we have
tried to reproduce the observations with a similar model,
but we fail to obtain a good fit for all SO lines. This is
due to the fact that the intensity and the shape of the
lines 01 - 10, 23 - 12, 34 - 23 are strongly asymmetric
compared to the 22 - 11 line. These lines seem to be
slightly shifted compared to line 22-11 suggesting that
the envelope is not at the same vLSR than the core but
at a slightly smaller vLSR. Taking into account all the
above remarks, we have build a model with the param-
eters given in Figure 11. The cloud is constitued by a
core region with a temperature of 8 K and at a velocity
of vLSR=5.9 km s
−1 and by an envelope at vLSR of 5.6 -
5.7 km s−1 with a temperature of 10 K. Another com-
ponent with a low density of H2 density (4 - 8 10
3 cm−3
at 10 K and vLSR=5.2 - 5.3 km s
−1 was also included.
It was slightly shifted to the northeast for the same rea-
son than near the cyanopolyyne peak. With this model,
we have well reproduced the observed spectra (see Fig-
ure 12). 34SO have also been detected in TMC-1, but the
line is too weak to allow any reliable determination of the
abundance of SO to be made, taking into account the fact
that the abundance of 34SO is nearly twenty times lower
than the abundance of 32SO (Pratap et al. 1997). Nev-
ertheless, the upper limits on its emission have been used
to provide additional constraints on the column density
of SO.
3.3. Analysis and Discussion
The results obtained from our models for TMC-1 differ
from those by other authors for the density of H2 and for
abundance of SO. Only the temperature parameter of the
cloud is found in good agreement with the temperatures
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obtained in previous studies (8 - 10 K). We have found a
H2 density lower than other authors (Pratap et al. 1997;
Avery et al. 1982; Schloerb et al. 1983; Hirahara et al.
1995). This can be explained first by the fact that some
of the observed transitions in this work involve relatively
high SO energy rotational levels that have not been ob-
served in previous works. The lack of emission from these
high energy levels of SO introduces a strong constraint on
the density. The differences can also be explained by the
cloud structure adopted. Models that do not use a core
and a envelope region (Pratap et al. 1997; Schloerb et
al. 1983) have generally found a volume density higher
than that obtained in our models. This is related to how
the envelope affects each line since it produces a decrease
of the line intensity for transitions involving low energy
levels without affecting those arising from high energy
levels. Hence, an incorrect modeling of the cloud struc-
ture leads to an overestimate of the density. The density
that we have found is in good agreement with that deter-
mined by Gaida et al. (1984); Bujarrabal et al. (1981);
Rydbeck et al. (1980) who modeled the cloud in a sim-
ilar way to ours. The differences for the core density in
our model and those of Avery et al. (1982) is probably
due to the use of lines from different molecular species
(SO and HC3N) having also different excitation condi-
tions and probably a different chemistry. It could also
be possible that our densities reflect an averaged density
for a core with a high density gradient. However, the
lack of emission from high energy levels of SO indicates
that if there are regions in the core with higher densities
than those found in our models they have to be strongly
diluted in the beam of the 30-m radiotelescope or that
SO is strongly depleted in the dense regions.
The densities, or averaged densities, we have obtained
for the cores along TMC-1 do not change significantly
with position. The abundance of SO found in this cloud
is lower than in previous works (Pratap et al. 1997; Hi-
rahara et al. 1995). This can be explain by two reasons :
(i) The use of the new rate coefficients which are
higher than those of G1994 used in previous works. As
we have seen in section 2.2, the use of the G1994 rate
coefficients can induce an error of a factor 2 to 10 in the
determination of the abundance of SO.
(ii) Pratap et al. (1997) and Hirahara et al. (1995)
used a LVG code for the determination of the density
column and have reproduced only one line (Hirahara
et al. 1995) or lines at nearly all the same frequency
(Pratap et al. 1997). Consequently, N(SO) is not as
well constrained by these data and the simple LVG
analysis as it is with the greater number of transitions
used in this paper and the Monte Carlo models.
We have found that the abundance of SO is practically
constant along the TMC-1 ridge, x(SO) = ≃ 10−8,
except at the position of the ammonia peak (-450,570)
where it reaches x(SO)=2.5 10−8.
Our model contains different velocity structure for the
different cores and their envelopes: the vLSR of the core
seems to be higher than the vLSR of the envelope near
the ammonia peak. This complex velocity structure has
been already found for this cloud by Snell et al. (1982);
Hirahara et al. (1992) from observations of CS and
carbon-chain molecules respectively. Snell et al. (1982);
Hirahara et al. (1992) have published models for TMC-1
and our study in terms of velocity structure, although not
exactly the same, is consistent with their results. Hence,
we have different vLSR for the ridge and it seems that the
velocity component at 5.2 - 5.3 km s−1 for the ammonia
peak region is due to a part of the cloud that is not
centered on the ridge. This is shown by the fact that the
line intensity at these velocities does not decrease when
we move perpendicularly to the ridge but increases and
presents an intensity maximum northeast of the ridge. A
similar behavior is found for the component at 5.6 km s−1
near the cyanopolyne peak.
The velocity structure depicted in Figure 10 suggests
that the two main velocity components in TMC-1 are
physically associated and do not result from a chance
alignement of two clouds in the line of sight. The red
component, vLSR = 5.8 - 6.4 km s
−1, peaks slightly west
of the blue one, vLSR = 5.2 - 5.8 km s
−1, around the am-
monia peak but becomes coincident at positions around
(-500”,600”) and (-250”,350”). Toward the South, the
red component is stronger and slightly shifted to the
East around the cyanopolyyne peak. Both velocity com-
ponents coexist along the TMC-1 ridge and their spa-
tial distribution probably represents the gravitational in-
teraction between the low/moderate density envelopes
around the different cores, and the cores themselves.
It is worth noting that the observed velocity structure
could be interpreted as that of a truncated cylindrical
shell expanding at 0.3 km s−1 with a central vLSR of
5.6 km s−1. This shell is placed at the edge of the long
filament containing TMC-1 and TMC1-C (Cernicharo et
al., 1984; Cernicharo and Gue´lin 1987) as it is submit-
ted to a large UV field. Important differences have been
found in TMC-1 for the abundance of cyclic and linear
carbon chains as a function of the position perpendicular
to the TMC-1 ridge suggesting that the different parts
of the filament are submitted to different chemical pro-
cesses such as different UV fields or visual absorption
across the shell (Fosse´ et al., 2001). The observed shell
structure and its velocity field could also reflect the rem-
mant of the interaction in the past of the bipolar outflow
emerging from the class I source 04381+2540, a source
that is located at (0”,-270”) of the ammonia peak (Hira-
hara et al. 1992). Although speculative, this hypothesis
is not unlikely as bipolar outflows have energy and mo-
mentum enough to modify the physical structure of the
surrounding quiescent gas (see, e.g., Bachiller 1994; Cer-
nicharo and Reipurth 1996).
Finally, we have found a spatial distribution of the SO
molecule similar to the distribution of other sulfur bear-
ing species present in the cloud such as CS (Snell et al.
1982), and H2S (Minh et al. 1989). The emission peak of
SO is in the direction of the ammonia source. The abun-
dance of SO decreases smoothly from this peak toward
the southeast. This result is not surprising since the sul-
fur is originally contained in H2S and reacts respectively
with CO and OH molecules to give CS and SO. The spa-
tial distribution of SO is also similar to CO, N2H
+ and
NH3 but differs from the carbon-chain molecules (Hira-
hara et al. 1992; Bujarrabal et al. 1981) that are mainly
localized at the cyanopolyyne peak.
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4. CONCLUSIONS
In this paper, we have studied the impact of new colli-
sional rate coefficients for the system SO-He on the inter-
pretation of observations of cold dark clouds. Compared
to previously published calculations by Green (1994), the
new results on SO appear to be more robust, provid-
ing better diagnostics to derive the physical conditions
of cold molecular clouds. In particular, the G1994 rates
could result in overestimating the density or column den-
sity in cold molecular clouds. The new rates were used
to re-examine the physical conditions and the abundance
of SO in the cold dark cloud TMC-1 by using mapping
results in the low lying transitions of SO. The structure
of TMC-1 is well described by a cylindric filament con-
taining several cores (TK = 8 K, n(H2) ∼ 3 10
4 cm−3)
along the ridge and an envelope (TK = 10 K, n(H2) ∼ 6 -
8 103 cm−3) surrounding these condensations. The abun-
dance of SO in TMC-1 is nearly constant in all the cloud:
10−8, except at the ammonia peak where the abundance
reaches 2.5 10−8. The velocity structure of TMC-1 sug-
gests that the envelope and the cores are physically as-
sociated and do not result from a chance aligment of
different clouds. Although it is difficult to find a geo-
metrical and velocity model for TMC-1, we found that
a truncated cylindrical shell expanding at 0.3 km s−1
placed at the edge of one of the main filaments of HCL2
(see Cernicharo and Gue´lin 1987) could fit the observed
velocity structure.
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(-330,450) 5.3, 5,7, 5.9
(-450,570) 5.2, 5.6, 5.9
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Fig. 1.— Diagram of the energy levels of SO.
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Fig. 2.— L2005 SO collisional rates at 50 K (plain circle) compared to those of G2004 (empty diamonds).
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Fig. 3.— Comparison of TB using L2005 (black curves) and G1994 (dashed red curves) collisional rates for TK=10 K (up panel) and
TK=10 K (low panel). The G1994 rates at TK=10 K have been extrapolated from those at 50 K (see text).
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Fig. 4.— LVG line intensity ratios at 10 K (first row) and 20 K (second row) for the observed SO transitions in TMC1.
Fig. 5.— Line profiles for different SO transitions obtained with the non-local radiative transfer method described in the text. The cloud
consists of a high density region (core) with a diameter of 40 arcseconds. Density is indicated in the top panels. The cloud is placed at 140
pc. The SO abundance varies from 10−8, to 3.3 10−10 by step of 1/rootsquare(10).
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Fig. 6.— Line profiles for different SO transitions obtained with the non-local radiative transfer method described in the text. The cloud
consists of a low density region (envelope) with a diameter of 160 (left plot) and 80 (right plot) arcseconds. Density is indicated in the top
panels. The cloud is placed at 140 pc. The SO abundance varies from 10−8, to 3.3 10−10 by step of 1/rootsquare(10).
Fig. 7.— Line profiles for different SO transitions obtained with the non-local radiative transfer method described in the text. The
cloud consists of a high density region (core, nH2 = 5 10
4 cm−3, d = 40”; left plot shows the emerging lines) surrounded by an envelope of
diameter 80” (central plot) and 160” (right plot). The density for the envelope is indicated in the top panels. The cloud is placed at 140
pc. The SO abundance varies from 10−8, to 3.3 10−10 by step of 1/rootsquare(10).
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Fig. 8.— Excitation of the envelope by photons coming from the core. The density of the core and the envelope are 105 and 104 cm−3
respectively. The diameter of the core is 40” while that of the envelope is 160”. The abundance of SO is 10−8. The panels from left to
right correspond to different positions in the cloud. For each panel the solid curve correspond to the emission of the core+envelope and
the dashed red curve to that of the envelope alone.
Fig. 9.— Line profiles for different SO transitions obtained with the non-local radiative transfer method described in the text. The cloud
consists of a high density region (core, nH2 = 2 10
5 cm−3, d=40”) surrounded by an envelope of diameter 160” with a velocity gradient of
1 km s−1/pc (left plot) and without velocity gradient (right plot). The density for the envelope is indicated in the top panels. The cloud
is placed at 140 pc. The SO abundance varies from 10−8, to 3.3 10−10 by step of 1/rootsquare(10).
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Fig. 10.— Different SO lines observed at selected positions (upper panel) and integrated intensity map for the 01 - 10, 23 - 12 and 34 - 23
transitions. The vLSR are in km s
−1
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Fig. 11.— model for TMC-1.
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Fig. 12.— theoretical line profile compared to observation at selected positions.
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ABSTRACT
Context. Over the next few years, ALMA and Herschel missions will open the universe to high spatial and spectral resolution
studies at infrared and sub-millimeter wavelengths. This will allow to study in much greater details the composition and
evolution of molecules in space. Modeling of the spectra will require accurate radiative and collisional rates for species of
astrophysical interest.
Aims. The present paper focuses on the calculation of ro-vibrational excitation rate coefficients of SO by He, useful for studies
of high-temperature environments.
Methods. A new accurate three dimensional (3D) potential energy surface was calculated for the SO-He system which takes
into account explicitely the r-dependence of the SO vibration as well as the R-distance and θ angle which describe the relative
position of the collision partners. The dynamics calculations were performed according to the VCC-IOS approximation.
Results. The new rate coefficients between the ro-vibrational levels are calculated for temperatures ranging from 300 K to 800 K.
Key words. ISM: Molecules, Molecular data, Molecular processes, Rate coefficients
1. Introduction
Observations of molecular emission at millimeter and in-
frared wavelengths, supplemented by careful and detailed
modeling, are powerful tools to investigate the physical
and chemical conditions of astrophysical objects. First ob-
served by Gottlieb & Ball (1973) in the interstellar gas,
SO has been used extensively to study shocked molecu-
lar gas in various environments (Turner et al. 1992; van
Dishoeck et al. 1998; Blake et al. 1987). The modeling of
the line intensities requires comparison with model excita-
tion calculations using radiative as well as collisional rates.
Collisional excitation in shocked regions and in photon
dominated regions involves excitation of high-rotational
levels as well as vibrational excitation by the most abun-
dant species, He and H2.
Rotational excitation rate coefficients for collisions
among fine structure levels of SO with He atoms, based
on an accurate ab initio potential energy surface (PES),
have been calculated recently (Lique et al. 2005, Lique et
al. 2006). For pure rotational excitation, the SO r-distance
was kept at its equilibrium geometry for the calculation
of the PES. In Lique et al (2005) the sensitivity of the
Send offprint requests to: A. Spielfiedel
cross sections to different basis sets used in the calcula-
tion of the SO-He surface has been studied. In the present
paper we focus on calculations of rate coefficients for the
v = 0 − 1 vibrational excitation by He. The potential en-
ergy surface was calculated for different SO r-distances in
order to account for the vibration of SO. The same strat-
egy of calculation of the surface for each SO r-distance as
in Lique et al. (2005) was adopted here.
A full close coupling approach for the dynamics cal-
culations is prohibitively expensive in computer time for
heavy molecules when transitions among highly excited
rovibrational levels are involved. We therefore used the
vibrational close-coupling rotational infinite order sud-
den (VCC-IOS) method (Parker and Pack 1978; Goldflam
et al. 1977a; 1977b) to perform the calculations. Cross-
sections among the 118 first rotational levels of v = 0 and
v = 1 have been calculated for total energies up to 5000
cm−1 which give after Boltzmann thermal average rate
coefficients up to 800K.
The paper is organized as follows: Sect. 2 describes the
ab initio calculation of the potential energy surface. Sect.
3 provides a rapid description of the theory and of the
calculations. In Sect. 4 we present and discuss our results.
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2. Potential energy surface and computation of
matrix elements
The present work uses a Jacobi coordinate system, in
which r is the SO distance, R is the distance from the
center of mass of SO to the He atom and θ is the an-
gle between the two distance vectors (θ = 0◦: He adja-
cent to Oxygen atom, θ = 180◦ : He adjacent to Sulfur
atom). The SO-He potential energy surface was calcu-
lated in the supermolecular approach based on the single
and double excitation open-shell coupled cluster method
with perturbative contributions of connected triple ex-
citations (RCCSD(T)) computed as defined by Knowles
et al. (1993; 2000). To check the validity of this mono-
configurational method, we have performed calculations
for the first triplet electronic states with the Multi-
Configuration Self-Consistent-field (MCSCF) approach.
For all investigated geometries, it was found that the
weight of the dominant configuration in the ground elec-
tronic state of the SO-He complex was between 0.92 and
0.94 which justifies the choice of the RCCSD(T) approach.
Calculations were performed for three SO r-distances (2.4,
2.8 and 3.3 bohr) and the same grid of R and θ values
(R was assigned values from 4.0 bohr to 16.0 bohr by
steps of 0.25 bohr, the angular grid was uniform with a
15 degrees spacing from 0 to 180 degree) as described in
Lique et al. (2005).The three atoms were described by the
standard correlation consistent polarized valence quadru-
ple zeta set of Woon and Dunning (1994) augmented by
the (3s3p2d2f1g) bond functions optimized by Cybulski
and Toczylowski (1999), placed at mid-distance between
the SO centre-of-mass and He. In all calculations, the ba-
sis set superposition error (BSSE) is corrected at all ge-
ometries with the Boys and Bernardi (1970) counterpoise
procedure. The PES calculations were performed with the
MOLPRO 2002 package (MOLPRO 2002).
The fitting procedure described by Werner et al. (1988)
for the CN-He system was adopted in order to obtain the
V (r, R, θ) numerical expansion routine required to per-
form the dynamical calculations. The potential was fitted
to the functional form:





dl+m−1m,0 (cos θ)Aln(R)(r − re)
n−1 (1)
where the dl+m−1m,0 (cos θ) are reduced Wigner rotation ma-
trix elements.
N equals the number of SO bond distances and Lmax
the number of angles θ for which the potential has been
calculated.
For a VCC-IOS calculation, matrix elements of the po-
tential between the vibrational states of the SO molecule
are required for fixed values of the Jacobi scattering angle
and for all the R-values. We write these matrix elements
as:
Vv′,v′′(R, θ) = 〈v
′(r) | V (r, R, θ) | v′′(r)〉 (2)
Fig. 1. Contour plot of the v = 0 → v′ = 0 matrix elements of
the interaction potential for elastic scattering of He+SO as a
function of R and θ. The energies are in cm−1 with a distance
of 1.0 cm−1 between two adjacent contours, the zero of energy
is taken as that of the He+SO asymptote.
Table 1. Vibrational matrix elements (〈v′(r) | (r − re)
n−1 |
v
′′(r)〉) used in the vibrational averaging of the interaction po-





n = 1 n = 2 n = 3
0 0 1.00000 0.03531 0.00628
0 1 0.00000 0.07084 0.00580
1 1 1.00000 0.05227 0.01790
The SO vibrational wave functions were obtained by
the Fourier grid Hamiltonian (FGH) method of Clay
Marston and Balint-Kurti (1989) from a SO potential cal-
culated with the MOLPRO 2002 package at the Complete
Active Space Self-Consistent-field (CASSCF) + Multi-
Reference Configuration Interaction (MRCI) level using
the aug-cc-pVQZ basis set of Woon and Dunning (1994).
The vibrational wave functions were taken with j = 0.
The relevant 〈v′(r) | (r − re)
n−1 | v′′(r)〉 matrix elements
are given in Table 1.
Contour plots of the V0,0(R, θ) and V0,1(R, θ) surfaces
are respectively shown in Figure 1 and Figure 2. In these
plots the value θ = 180◦ corresponds to colinear He-
SO. The V1,1(R, θ) surface is indistinguishable from the
V0,0(R, θ) surface. The global minimum in the V0,0 and
V1,1 surfaces is found to be -34.62 cm
−1 (R = 7.35 bohr,
θ= 180◦).
3. Calculations of scattering cross sections
In the SO (3Σ−) electronic ground state, the rotational
levels are split by spin-rotation coupling. In the interme-
diate coupling scheme, the rotational wave function of SO
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Fig. 2. Contour plot of the v = 0→ v′ = 1 matrix elements of
the interaction potential for inelastic scattering of He+SO as a
function of R and θ. The energies are in cm−1 with a distance
of 0.1 cm−1 between two adjacent contours, the zero of energy
is taken as that of the He+SO asymptote.
can be written for j ≥ 1 as:
|F1jm〉 = cosα|N = j − 1, Sjm〉
+ sinα|N = j + 1, Sjm〉
|F2jm〉 = |N = j, Sjm〉 (3)
|F3jm〉 = − sinα|N = j − 1, Sjm〉
+ cosα|N = j + 1, Sjm〉
where |N, Sjm〉 denotes pure Hund’s case (b) basis func-
tions and the mixing angle α is obtained by diagonalisa-
tion of the molecular hamiltonian. In the pure case (b)
limit, α → 0, the F1 level corresponds to N = j − 1 and
the F3 level to N = j + 1. For SO, the case (b) limit
becomes valid beyond N = 5. The calculations of the ro-
tational energy levels were done with the F1, F2 and F3
functions but, since the dynamical calculations were per-
formed in the IOS approach (the levels are described in
the Hund case (b) limit), the usual level labeling Nj with
N = j − 1, N = j, N = j + 1 corresponding to the F1, F2
and F3 levels as defined in equation 3 will be used in the
following.
The energies of the first fine structure levels pertaining
to the v = 0 and v = 1 vibrational levels are given in
tables 2 and 3. They were computed with the use of
the experimental spectroscopic constants of Bogey et
al. (1982). We remark that due to the low rotational
constant there are 118 Nj levels with an energy lower
than the first excited vibrational level.
In the VCC-IOS method, the rotational levels are
treated as being degenerate. Within this approximation
the problem reduces to the computation of vibrationally
inelastic S-matrix elements calculated with a close cou-
pling approach at fixed θ Jacobi angles for a given L-
value. These fixed-angle S-matrix elements must then be
mutiplied by the appropriate spherical harmonics and in-
tegrated over θ to give the “fundamental IOS cross sec-
tions” σIOS(v, 0 → v′, L)(E) out of the v, N = 0 level.
In the Hund’s case (b) limit, the de-excitation ro-
vibrational cross sections are expressed in a reduced form
in terms of the σIOS(v, 0 → v′, L) cross sections (Corey
and McCourt 1983):
σIOS(v, Nj → v′, N ′j′) =
∑
L
(2N + 1)(2N ′ + 1)(2j′ + 1)
(






S N ′ N
}2
σIOS(v, 0 → v′, L) (4)
where ( ) and { } are respectively the “3-j” and “6-j”
symbols.
v, Nj and v′, N ′j′ are respectively the initial and final vi-
brational and rotational states. The summation in equa-
tion 4 was performed for L ≤ 79 which allows us to ob-
tain converged cross sections for rotational angular mo-
menta N ≤ 39. All the calculations were performed using
the MOLSCAT computer program of Hutson and Green
(1994). The calculations were carried out using the prop-
agator of Manolopoulos (1986). The reduced mass of the
system is 3.694 amu. Typically, the minimum and maxi-
mum integration distances are respectively Rmin=3.5 a0
and Rmax=40 a0.
Rate coefficients are obtained by averaging the appro-
priate cross sections over a Boltzmann distribution of ve-







σ(v, Nj → v′, N ′j′)(Ek)
×Ek exp (−βEk)dEk (5)
where β = (kBT )
−1, kB is the Boltzmann constant,
µ is the reduced mass of the colliding system. The to-
tal energy E is related to the kinetic energy according to
E = Ek+ǫv,Nj where ǫv,Nj is the energy of the initial rovi-
brational level. Rate coefficients for the reverse transitions
may be obtained by detailed balance.
As the IOS approximation neglects the energy struc-
ture of the rotational levels, it is expected to be poor at
low energies, so the results presented here refer to high
temperatures. The validity of this approach was checked
in Lique et al. (2006) for pure rotational excitation. It
was found good especially for transitions involving levels
with N > 5.
However it may not be so appropriate for vibrational
quenching as resonant vibrational energy transfer may
occur. This type of near-resonant energy transfer has
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Level N j Energy Level N j Energy Level N j Energy
1 1 0 0.000 41 14 15 154.021 81 27 26 546.368
2 0 1 1.001 42 14 13 155.147 82 27 27 551.238
3 1 2 3.100 43 14 14 159.835 83 28 29 585.654
4 2 3 6.412 44 15 16 175.565 84 28 27 586.367
5 1 1 10.552 45 15 14 176.641 85 28 28 591.343
6 2 1 10.987 46 15 15 181.358 86 29 30 627.187
7 3 4 11.021 47 16 17 198.538 87 29 28 627.996
8 2 2 13.424 48 16 15 199.571 88 29 29 632.874
9 3 2 14.632 49 16 16 204.314 89 30 31 670.143
10 4 5 16.979 50 17 18 222.941 90 30 29 670.947
11 3 3 17.731 51 17 16 223.938 91 30 30 675.829
12 4 3 19.933 52 17 17 228.701 92 31 32 714.521
13 4 4 23.474 53 18 19 248.774 93 31 30 715.323
14 5 6 24.316 54 18 17 249.739 94 31 31 720.207
15 5 4 26.811 55 18 18 254.521 95 32 33 760.322
16 5 5 30.653 56 19 20 276.036 96 32 31 761.121
17 6 7 33.050 57 19 18 276.974 97 32 32 766.007
18 6 5 35.211 58 19 19 281.772 98 33 34 807.543
19 6 6 39.268 59 20 21 304.727 99 33 32 808.341
20 7 8 43.193 60 20 19 305.642 100 33 33 813.229
21 7 6 45.102 61 20 20 310.454 101 34 35 856.185
22 7 7 49.318 62 21 22 334.847 102 34 33 856.982
23 8 9 54.751 63 21 20 335.742 103 34 34 861.872
24 8 7 56.467 64 21 21 340.566 104 35 36 906.247
25 8 8 60.802 65 22 23 366.396 105 35 34 907.043
26 9 10 67.731 66 22 21 367.272 106 35 35 911.934
27 9 8 69.293 67 22 22 372.107 107 36 37 957.727
28 9 9 73.722 68 23 24 399.372 108 36 35 958.524
29 10 11 82.135 69 23 22 400.234 109 36 36 963.415
30 10 9 83.574 70 23 23 405.078 110 37 37 1010.624
31 10 10 88.077 71 24 25 433.777 111 37 36 1011.422
32 11 12 97.963 72 24 23 434.625 112 37 37 1016.314
33 11 10 99.302 73 24 24 439.477 113 38 39 1064.938
34 11 11 103.865 74 25 26 469.607 114 38 37 1065.738
35 12 13 115.221 75 25 24 470.455 115 38 38 1070.630
36 12 11 116.746 76 25 25 475.303 116 39 40 1120.667
37 12 12 121.088 77 26 27 506.864 117 39 38 1121.470
38 13 14 133.906 78 26 25 507.693 118 39 39 1126.362
39 13 12 135.091 79 26 26 512.557
40 13 13 139.745 80 27 28 545.547
Table 2. Energy in cm−1 of the fine structure levels of SO (v = 0) (E=0 cm−1 for v = 0, NJ = 10).
been observed experimentally (Stewart et al. 2000;
McCaffery & Marsh 2000) and obtained theoretically
(Stewart et al. 1988; 2000; Miklavc, et al. 1992; Krems
et al. 2001) for diatomic molecules with a small moment
of inertia (H2, HF, Li2). Molecules with smaller rota-
tional constants (CO for example) can exhibit resonant
vibrational relaxation when they are initially in very high
rotational levels. The role of near-resonant vibrational
relaxation has been investigated systematically in CO
(Krems 2002). This study shows that the contribution
of this resonant process is negligible for low j levels and
high energy, and becomes only important when the initial
rotational state of v = 1 is close in energy to high ro-
tational states of v = 0. Such a case is not considered here.
4. Results
In order to compute cross sections and rate coefficients
for vibrational relaxation of SO, we have tested the con-
vergence of the vibrational close-coupling expansion by
including several vibrational wave functions in the basis
set.
We have first considered the effect of vibrational cou-
pling on the rotational excitation cross sections. Fig. 3
compares the fundamental IOS cross sections (see equa-
tion 4) for vibrationally elastic rotational excitation of SO
out of the v = 0, N = 0 level calculated with and without
the vibrational coupling between v = 0 and v = 1.
As already found for other systems like CO (Krems
2002) and HF (Krems & Nordholm 2001; Krems et al.
2001), the pure rotational transitions are unaffected by the
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Level N j Energy Level N j Energy Level N j Energy
1 1 0 1138.020 41 14 15 1290.868 81 27 26 1680.100
2 0 1 1139.019 42 14 13 1292.017 82 27 27 1684.995
3 1 2 1141.110 43 14 14 1296.724 83 28 29 1719.056
4 2 3 1144.405 44 15 16 1312.241 84 28 27 1719.880
5 1 1 1148.634 45 15 14 1313.338 85 28 28 1724.780
6 2 1 1148.984 46 15 15 1318.075 86 29 30 1760.255
7 3 4 1149.060 47 16 17 1335.031 87 29 28 1761.074
8 2 2 1151.483 48 16 15 1336.084 88 29 29 1765.978
9 3 2 1152.666 49 16 16 1340.848 89 30 31 1802.867
10 4 5 1154.900 50 17 18 1359.240 90 30 29 1803.681
11 3 3 1155.756 51 17 16 1360.256 91 30 30 1808.589
12 4 3 1157.916 52 17 17 1365.041 92 31 32 1846.890
13 4 4 1161.454 53 18 19 1384.867 93 31 30 1847.700
14 5 6 1162.182 54 18 17 1385.866 94 31 31 1852.611
15 5 4 1164.733 55 18 18 1390.654 95 32 33 1892.324
16 5 5 1168.575 56 19 20 1411.912 96 32 31 1893.131
17 6 7 1170.850 57 19 18 1412.866 97 32 32 1898.044
18 6 5 1173.060 58 19 19 1417.687 98 33 34 1939.167
19 6 6 1177.121 59 20 21 1440.374 99 33 32 1939.972
20 7 8 1180.915 60 20 19 1441.304 100 33 33 1944.888
21 7 6 1182.867 61 20 20 1446.132 101 34 35 1987.419
22 7 7 1187.090 62 21 22 1470.254 102 34 33 1988.223
23 8 9 1192.384 63 21 20 1471.162 103 34 34 1993.140
24 8 7 1194.138 64 21 21 1476.010 104 35 36 2037.080
25 8 8 1198.483 65 22 23 1501.550 105 35 34 2037.883
26 9 10 1205.262 66 22 21 1502.440 106 35 35 2042.801
27 9 8 1206.859 67 22 22 1507.299 107 36 37 2088.146
28 9 9 1211.300 68 23 24 1534.263 108 36 35 2088.950
29 10 11 1219.552 69 23 22 1535.138 109 36 36 2093.870
30 10 9 1221.023 70 23 23 1540.006 110 37 37 2140.619
31 10 10 1225.539 71 24 25 1568.392 111 37 36 2141.424
32 11 12 1235.256 72 24 23 1569.253 112 37 37 2146.344
33 11 10 1236.623 73 24 24 1574.130 113 38 39 2194.497
34 11 11 1241.202 74 25 26 1603.936 114 38 37 2195.304
35 12 13 1252.377 75 25 24 1604.786 115 38 38 2200.224
36 12 11 1253.658 76 25 25 1609.670 116 39 40 2249.780
37 12 12 1258.287 77 26 27 1640.895 117 39 38 2250.588
38 13 14 1270.914 78 26 25 1641.735 118 39 39 2255.508
39 13 12 1272.123 79 26 26 1646.625
40 13 13 1276.795 80 27 28 1679.269
Table 3. Energy in cm−1 of the fine structure levels of SO (v = 1) (E=0 cm−1 for v = 0, NJ = 10).
vibrational channel included in the calculation. This result
is directly the consequence of the very small non-diagonal
vibrational matrix elements of the interaction potential
compared to the diagonal ones. In addition, there is an
excellent agreement between the cross sections calculated
with the 3D PES and the one previously calculated (Lique
et al. 2006) with the 2D PES. This result totally validates
the choice of a 2D PES for pure rotational excitation.
We have also considered the convergence of the vi-
brational expansion on inelastic vibrational cross sections.
Fig 4 shows the “fundamental IOS cross sections” out of
v = 1, N = 0 (see equation 4) for vibrational v = 0, 1,
v = 0, 1, 2 and v = 0, 1, 2, 3 basis sets.
It follows from this plot that the “fundamental IOS
cross sections” from v = 1 can be obtained by neglect-
ing coupling with vibrational states higher than v = 1.
Therefore, all the calculations presented in the following
were performed with the v = 0, 1 basis set.
Calculations were performed for the 118 first fine struc-
ture levels of v = 0 and v = 1 and for energies up to 5000
cm−1 leading to converged rate coefficients for all the con-
sidered levels and temperatures up to 800 K. The tempera-
ture variation of the rate coefficients involving the first ro-
tational levels are displayed on Fig. 5 for v = 0→ v′ = 0,
for v = 1→ v′ = 1 and for v = 1→ v′ = 0 transitions.
One observes a slow variation with temperature of the
vibrationally elastic rate coefficients when the variation of
the vibrational excitation v = 0→ v = 1 coefficients vary
more rapidly. As found for other systems, the rate coef-
ficients for ∆v = 1 transitions are lower than the elastic
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Fig. 3. Variation of the vibrationally elastic rotational cross
sections for v = 0 with the v = 0 and v = 1 basis set (full
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Fig. 4. “Fundamental IOS cross sections” (see equation 4) for
vibrationally elastic rotational excitation of SO out of the v =
1, N = 0 level to v = 0, L level calculated including 2, 3 and 4
vibrational levels in the dynamical calculations
coefficients by several orders of magnitude. It would be
necessary to consider much higher temperatures and/or
high-j levels leading to near-resonant j-levels belonging
to v = 0 and v = 1 to get much higher vibrational exci-
tation rate coefficients. It is thus expected that the values
obtained in the present VCC-IOS approximation for vibra-
tional excitation and desexcitation give the correct order
of magnitude of the rate coefficients.
Figure 6 presents diagrams of the distribution of the
final rotational states v′ = 0, N ′j′ (identified by the number
n′) after vibrational relaxation of various v = 1, Nj states
at a temperature of 500 K.
The vibrational relaxation of low j levels exhibits a
first peak centered in the region of low j′ levels and a
second broad peak decreasing slowly for large j′ levels. As
the initial rotational excitation increases, the first peak
becomes more important compared to the second one and
shifts toward larger j′ values. One can also observe in this
figure strong propensity for F-conserving transitions in the
large j limit. This was already found in pure rotational
cross sections and rate coefficients (Lique et al. 2005) and
predicted theoretically (Alexander & Dagdigian 1988).
All the rate coefficients are available on our web site
(http://amdpo.obspm.fr/basecol/).
5. Summary and discussion
In this work, we use the vibrational close coupling - rota-
tional IOS approach to investigate the ro-vibrational en-
ergy transfer in collisions of SO with He atoms. The cal-
culations are performed with a new accurate 3D potential
energy surface. The results can be summarized as follows:
(i) The vibrationally elastic rotational energy trans-
fer in v = 0 is essentially unaffected by the vibrational
coupling with v = 1. An analogous behaviour has been
observed by Krems and Nordholm (2001) in their study
of vibrational and rotational excitation of HF by collisions
with Ar. From an analysis of the rotational excitation of
HF (v, j = 0) for different v-values, these authors conclude
that the vibrational motion of HF play no role for pure
rotational transition. This result, if confirmed for other
colliding systems, is important as cross sections and rate
coefficients for rotational excitation may be obtained with-
out considering the vibration of the diatomic molecule.
(ii) In the energy range considered (T≤800 K) the rate
coefficients for vibrational excitation of v = 1 are several
orders of magnitude lower than the rotational rate coeffi-
cients. As a consequence, vibrational excitation of SO by
He may be considered as negligible in comparison with
radiative vibrational excitation in the majority of non-
Local Thermodynamic Equilibrium (LTE) astrophysical
environments.
(iii) The calculations performed within the VCC-IOS
approximation cannot take into account the near-resonant
interactions which may occur between highly excited ro-
tational levels in v = 0 and v = 1. Such effect is small for
low or moderately high rotational levels and high energies.
It is somewhat difficult to assess the absolute accuracy
of our calculated rates. We believe that the typical error
may be lower than an order of magnitude, and that the re-
sults are probably accurate within a factor 2-3. Some cau-
tion must be exercised concerning the use of the present
rate coefficients for collisions with He to provide a first
estimate of rate coefficients with para-H2 (j = 0). The un-
derlying approximation is to consider identical cross sec-
tions for the two colliding systems and apply a scaling fac-
tor to account for the different associated reduced masses.
Recent results on rotational excitation of CO (Wernli et
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Rotational level n' (v' = 0)
Fig. 6. Distribution of the final fine structure levels N ′j′ in v
′ = 0, n′ identified by the number n′ (given in Table 2 following
vibrational relaxation of v = 1, Nj states) at T=500 K. Upper panel is for Nj = 01 (F1 level), middle panel is for Nj = 1010
(F2 level) and bottom panel is for Nj = 3534 (F3 level).
al 2006), SiO (Dayou & Balanc¸a, 2006), CS (Lique, 2006)
pointed out that rate coefficients with para-H2 (j = 0)
are within a factor 1-3 larger or lower than those with He,
depending on the selected transition. This indicates that
accurate rate coefficients for collisions with H2 cannot be
obtained from the present results although they give the
correct order of magnitude.
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