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Abstract 
Many probability distributions have been developed to model the extreme rainfall processes. However, there is no 
general agreement as to which distribution should be used.  In the present study, a decision support tool for 
statistical modeling of extreme rainfall processes (SMExRain) was therefore developed to identify the most suitable 
distribution that could provide accurate extreme rainfall estimates. More specifically, the proposed tool can be used 
to assess the descriptive and predictive abilities of ten commonly-used probability models, Beta-K, Beta-P, 
Generalized Extreme Value (GEV), Generalized Logistic (GLO), Generalized Normal (GNO), Generalized Pareto 
(GPA), Gumbel, Log-Pearson Type III (LP3), Pearson Type III (P3), and Wakeby, for their accuracy and robustness 
in the estimation of annual maximum precipitations. The proposed decision support tool was tested using 5-minute, 
1-hour, and 24-hour annual maximum precipitation data from a network of 21 raingages located in the Ontario 
region in Canada. Results based on various numerical and graphical goodness-of-fit criteria have indicated that the 
GEV, GNO, and P3 models were the best models for describing the distribution of annual maximum precipitations 
in this region. The GEV distribution, however, was preferred to the GNO and P3 because it requires a simpler 
parameter estimation method and it was based on a more solid theoretical basis for representing the distribution of 
extreme random variables. Therefore, the GEV could be recommended as the most suitable model for describing the 
distribution of annual maximum precipitations in Ontario region based on the proposed decision support tool.
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1. Introduction 
The design and management of various water infrastructure systems (e.g., dams, urban drainage systems, etc.), and 
the prevention of flood damage require an adequate knowledge of extreme rainfall events of high return periods. In 
most cases, the return periods of interest exceed usually the periods of available records and could not be extracted 
directly from the recorded data. Therefore, in current engineering practice, the estimation of extreme rainfalls is 
accomplished based on statistical frequency analysis of annual maximum rainfall data where available rainfall records 
of adequate lengths could be used to calculate the parameters of a selected probability distribution [1], [5]. The fitted 
distribution is then used to estimate rainfall intensities corresponding to return periods greater than or less than those 
of the recorded storm events. Accurate estimation of extreme rainfall could help alleviate the damage caused by these 
extreme storms and it can help achieve more efficient design and management of water infrastructure systems. 
Several probability models have been developed to describe the distribution of annual maximum rainfalls at a single 
site [4], [5], [9]. However, the choice of a suitable model is still one of the major problems in engineering practice 
since there is no general agreement as to which distribution, or distributions, that should be used for the frequency 
analysis of extreme rainfalls. The selection of an appropriate model depends mainly on the characteristics of available 
rainfall data at the particular site. Hence, it is necessary to evaluate many available distributions in order to find a 
suitable model that could provide accurate extreme rainfall estimates for a given location.  Therefore, the main 
objective of the present study is to propose a decision support tool (hereafter called SMExRain) that is able to provide 
a systematic evaluation of the performance of various distributions based on their descriptive and predictive abilities 
in the accurate estimation of the extreme precipitations. In addition, this tool should be convenient for the analysis of 
a large database of extreme rainfall data of different durations at a given location as well as for a large number of sites.  
More specifically, ten probability models that are commonly-used for extreme rainfall frequency analyses were 
investigated in this study ([4], [6], [8], [9], and [11]); namely, the Beta-K (BEK), Beta-P (BEP), Generalized Extreme 
Value (GEV), Generalized Normal (GNO), Generalized Logistic (GLO), Generalized Pareto (GPA), Gumbel (GUM), 
Log-Pearson Type III (LP3), Pearson Type III (PE3), and Wakeby (WAK) distributions. Results of this comparative 
study using 5-minute, 1-hour, and 24-hour maximum rainfall data from a network of 21 weather stations in Ontario 
(Canada) have indicated the best overall performance of the GEV, GNO, and P3 models. However, the GEV could be 
recommended as the most suitable distribution because of its theoretical basis and its simpler parameter estimation 
procedure. 
2. The Decision Support Tool SMExRain: Probability Distributions and Parameter Estimation Methods 
As mentioned above, the performance of ten popular probability distributions was carried out in the present study. 
In general, it can be expected that a distribution with a larger number of parameters could provide a better fit to the 
data, but it would require a more complex estimation method and may not necessarily provide a better prediction of 
the extreme rainfall estimates. An assessment of the performance of a distribution should be hence based on both its 
descriptive and predictive abilities using both graphical and numerical goodness-of-fit tests as described in the 
following sections.   
Regarding the estimation of the distribution parameters, the proposed SMExRain tool includes some common 
procedures such as the method of moments, the maximum likelihood method, the method of L-moments ([1], [3], [9]), 
and the method of non-central moments (NCMs) [7]. The different parameter estimation techniques differ in the 
weights they give to different elements in the selected data set.   The maximum likelihood method yields 
asymptotically optimal estimators of the parameters for some distributions; however, it often involves tedious 
computation, and it is very sensitive to computational techniques.  The L-moments estimators are unbiased and 
discriminate the behavior of skewed data, which is ideal for parameter estimation of hydrologic data. They are more 
robust than conventional moments to outliers in the data and sometimes yield more efficient parameter estimates than 
the maximum likelihood estimates [4]. The method of NCMs has been shown to be able to consider some scale-
invariance property of the NCMs of extreme rainfall data for different durations [7]. 
2.1. Goodness-of fit tests for assessing the descriptive ability of a distribution 
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Various criteria could be employed to evaluate the suitability of a probability distribution for describing a set of 
data. Statistical goodness-of-fit tests as well as graphical display such as probability plots are effective way to 
determine whether the fitted distributions are consistent with the given set of observations [9]. In addition, the 
predictive ability of a model is important in applying the model for prediction of future events. Often in selecting a 
particular distribution, one may be tempted to select a distribution with large number of parameters. Generally, the 
more parameters a distribution has, the better it will fit to the data. However, difficulty in the parameter estimation 
arises, and the distribution maybe too rigid to accurately extrapolate beyond the range of the available data. 
Nonparametric data resampling schemes such as bootstrap can be used to better evaluate the performance of each 
distribution model at predicting extreme events [2]. 
Graphical techniques can be used to visually assess the adequacy of a fitted distribution. Probability plots or 
quantile-quantile (Q-Q) plots) are a means of comparing observed data to a theoretical distribution. The Q-Q plots are 
useful except that they are subjective and they cannot indicate the statistical significance of the fit. For ease of 
computation, four following test criteria were included in the SMExRain tool:  
The root mean square error (RMSE) also known as the standard error is the sum of squares of the differences 
between observed and computed values: 
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The magnitude of RRMSE tends to decrease when the sample size increases [12]. The RRMSE and RMSE criteria 
are different in that the latter gives heavy weighting to large errors, which may mask the true picture of the fit of a 
distribution. In the presence of an extreme value, which is common in hydrology data, a distribution may yield a high 
RMSE even though there is a very good fit of the other values. On the other hand, the RRMSE approach calculates 
each error in proportion to the size of the observation, and thereby reduces the influence of outliers and provides a 
better picture of the overall fit of a distribution 
The maximum absolute error (MAE) is closely related to the Kolmogorov-Smirnov statistics and represents the 
largest absolute difference between the observed and computed values: 
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The correlation coefficient (CC) measures the linearity of the probability plot. It has a range between –1 and 1. 
Values near ±1.0 suggest that the observation could have been drawn from the fitted distribution. A positive sign 
indicates an upward slope and a negative sign indicates a downward sloping curve. The CC is defined mathematically 
as:
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where ݔҧ and ݕത denote the average value of the observations and estimated quantiles, respectively. 
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2.2. Bootstrap method for assessing the predictive ability of a distribution 
The performance of a distributions in extrapolating beyond the data is often of primary interest in real applications. 
To better evaluate the performance of various distributions at predicting extreme right-tail data, a bootstrap method 
was applied. It is a nonparametric approach to quantify the estimation uncertainty with statistical sampling procedure 
that yields multiple synthetic samples of the same sizes as the original observations [2].  The method repeatedly draws, 
with replacement, n observations from the available data set of size N (N >n) and estimates the empirical distribution 
of sample statistic over all the subsamples. The basis of the bootstrap is that the batch-to-batch variations exhibited 
by different samples from a parent population can be simulated by repeatedly treating a single available batch of data 
in a way that mimics the process of sampling from the parent population. It is found that the distribution of sample 
statistics computed from the bootstrap samples is a good representation of the respective distribution of the observed 
statistics [10].
In this paper, one thousand bootstrap samples of size equal to half of the actual sample size were generated. Each 
candidate distribution was fitted to the bootstrap samples and was extrapolated to estimate the right-tail quantiles 
corresponding to the four largest observed rainfall amounts in the full data set. The variability in the estimation of 
these extrapolated quantiles was presented in the form of boxplots. 
3. Numerical application 
As mentioned above, the feasibility of the proposed decision support tool SMExRain was tested using the annual 
maximum rainfall series (AMS) available from a network of 21 stations located in the Ontario region of Canada. The 
selection of these stations relied on the quality of the data, the adequate length of available historical extreme rainfall 
records (at least longer than 40 years), and the spatial distribution of the raingages to represent the different climatic 
conditions in this study area. Furthermore, only three rainfall intensity durations for 5 minutes, 1 hour, and 24 hours 
were considered based on their common uses in a wide range of applications in hydrology. 
To assess the descriptive ability of a probability distribution, a ranking scheme was developed to judge the overall 
goodness-of-fit of each distribution by comparing the four categories of test criteria described in section 2.1. Ranking 
was assigned to each distribution for every test category according to the relative magnitude of the statistical test 
results. A distribution with the lowest RMSE, lowest RRMSE, and lowest MAE or highest CC would be given a rank 
of 1. In case of a tie, equal ranks were given to those distributions. For every test category, overall ranks of each 
distribution were obtained by summing the individual point rank at each location. For purposes of illustration, Table 
1 summarizes the overall ranking results for all 21 stations (tie cases are indicated by parentheses; and GEV is based 
on L-moment estimation method and GEV* is based on NCM method). On the basis of these goodness-of-fit 
numerical comparison results it was found that no unique distribution ranked consistently best for all locations and 
for all three selected rainfall durations. 
Table 1. The overall ranking scores of distributions of 5-minute AMS for different goodness-of-fit criteria 
Rank RMSE     RRMSE    MAE     CC   
  Rank sum Distri-
bution
  Rank sum Distri-
bution
 Rank sum Distri-
bution
  Rank 
sum 
Distri-
bution
1 56 WAK   74.5 LP3  71 WAK   48.5 WAK 
2 97.5 PE3  90.5 WAK  100 PE3  102 PE3 
3 102 GNO  92 GNO  102 GEV*  104.5 GNO 
4 113 GEV  94.5 GEV  107 GNO  108 GEV* 
5 114.5 GEV*  106 PE3  121 GEV  119.5 GEV 
6 129.5 LP3  133.5 GEV*  129 GLO  128.5 LP3 
7 148 GPA  146.5 BEP  138 GUM  147 BEP 
8 150 GLO  151 BEK  144 GPA  149 GLO 
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9 155 (BEK) 156 GLO  152 BEP 151 GPA 
10 155 (BEP) 165 GUM  161 (BEK) 154 BEK 
11 165.5 GUM   176.5 GPA  161 (LP3)  174 GUM 
After assessing how well each distribution fit to the overall data sets, the focus is on the right tail region of the 
distribution since this is the region of importance to engineering design and planning applications. The degree of fit 
on the right tail of the distributions was visually examined using the quantile-quantile plots to gain further appreciation 
of the overall fit of the distributions. From the visual standpoint, there was very little to choose from between the 
various distributions for representing the data used in this study since a very small variability was found in the 
comparison results for different locations as shown, for instance, in Figure 1 for St-Thomas station. However, in 
general it can be visually observed that the WAK model consistently outperformed the remaining models at fitting all 
regions of the probability plots. This can be expected since it is the most flexible model with 5 parameters and hence 
it could describe a data set better than a 2-parameter or a 3-parameter distribution. 
The sampling characteristics of extrapolated right-tail quantiles were investigated using the bootstrap procedure. 
In this study, one thousand bootstrap samples of size approximately equal to half of the actual sample size were drawn 
with replacement form the observations. Each candidate distribution was fitted to the bootstrap samples and used to 
extrapolate the right-tail quantiles corresponding to the four largest observed precipitation amounts in the full data set. 
The distribution of the extrapolated amounts obtained was presented in the form of the box plots. The performance of 
each distribution in estimating the four largest values was evaluated. The size of the box indicates the robustness of 
distribution’s extrapolative ability. Large box or whiskers imply high uncertainty of reproduced samples. If the 
observed values fall outside the box, then the distribution fitted to the bootstrap samples has overestimated or 
underestimated the true values and is therefore not commendable. 
Overall, the Beta-K, Beta-P gave consistently the worst performance with large sampling variation and bias for all 
rainfall durations. Although the Gumbel distribution exhibited the lowest sample variation in most cases, it tended to 
overestimate or underestimate the observed values most frequently. The GEV, GEV*, GLO, GNO, GPA, and P3 
distributions produced satisfactory results at most stations where the box enclosed the observed right-tail values with 
a reasonable whisker spread and correlation with the observed values. In particular, the GEV, GNO, and P3 produced 
almost identical results. Occurrences of over-   or under-estimation of largest rainfall amounts did occur for all 
distributions at several locations as indicated, for instance, in Figure 2.  
In general, it is observed that no one distribution performed the best at every station for each category. This could 
be due to the strong spatial variation of precipitation charcateristics within this Ontario region. While it is difficult to 
provide a clear physical interpretation of the regional variability of the probability distribution parameters, one is still 
able to rely on the proposed tool to identify the GEV, GNO, and P3 as the best distributions for a large number of 
cases considered. Furthermore, it is easy to recognize distributions that perform less satisfactory, it is more difficult 
to identify the best distribution. Other criteria should be thus considered  in the choice of an appropriate distribution.  
For instance, on  the basis of computational simplicity, among the three best models identified above,  the estimation 
of the GEV parameters is the simplest as compared to the estimation of the parameters of the GNO and P3 distributions. 
In addition, the GEV model is based on a more solid theoretical basis than the other two distributions because it was 
derived from the statistical theory of extreme random variables.  Therefore, the GEV could be considered as the most 
suitable distribution for describing the distribution of annual maximum rainfalls in Ontario region. 
4. Conclusions 
A decision support tool (SMExRain) was proposed for evaluating systematically the performance of various 
commonly-used probability distributions in hydrologic frequency analyses in order to find the most suitable model 
for representing the distribution of extreme rainfalls for a study region of interest. Based on a number of graphical and 
numerical criteria this tool can be used to assess in an efficient manner the descriptive and predictive abilities of each 
distribution for a large database of extreme rainfall data of different durations at a given location as well as for a large 
number of sites. More specifically, it was relied on the results of four goodness-of-fit tests, including root mean square 
error, relative root mean square error, maximum absolute error, and correlation coefficient, and was also supported by 
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the visual comparison of the quantile-quantile plots and the box plots from the bootstrap sampling. 
The proposed SMExRain tool has been successfully used to identify the best probability distributions that could 
provide accurate annual maximum rainfall estimates for the selected Ontario region. In particular, it was found that, 
among the ten popular distributions considered, the GEV, GNO and P3 provided the best performance for different 
rainfall durations and for a number of locations in the region.  However, for practical application purposes, the GEV 
was preferable to the GNO and P3 due to its more solid theoretical basis and relatively simpler parameter estimation 
method.  Therefore, the GEV could be considered as the most suitable model for representing the distribution of annual 
maximum precipitations for this Ontario region. 

Fig. 1. Quantile-quantile plots for distributions fitted to 1-hour annual maximum rainfalls at St-Thomas station. 
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Fig. 2. Boxplots of extrapolated right-tail bootstrap data for 1-hour annual maximum rainfalls at St-Thomas station.
References 
[1]  Chow, V.T. (1964) Section 8-I, Frequency Analysis, Handbook of Applied Hydrology, McGraw-Hill, New York, NY, USA.
[2] Efron, B. (1993) An Introduction to the Bootstrap, Chapman and Hall, New York, NY, USA. 
[3]  Hosking, J.R.M. (1990) L-Moments: Analysis and Estimation of Distributions Using Linear Combinations of Order Statistic, Journal of the 
Royal Statistical Society, Serial B, 52: 105-124. 
[4]  Hosking, J.R.M. and Wallis, J.R. (1997) Regional Frequency Analysis: An Approach Based on L-Moments, Cambridge University Press, 
Cambridge, United Kingdom. 
[5]  Kite, G.W. (1977) Frequency and Risk Analyses in Hydrology, Water Resources Publications, Fort Colling, Colorado, USA. 
[6]  Mielke, P.W. Jr. and Johnson, E.S. (1974) Some Generalized Beta Distributions of the Second Kind Having Desirable Application Features 
in Hydrology and Meteorology, Water Resources Research, 10: 223-226.
[7]  Nguyen V.T.V., Nguyen T.D., and Ashkar F. (2002). Regional frequency analysis of extreme rainfalls. Water Science and Technology, Vol. 
45, No. 2, pp. 75–81. 
[8]  Schaefer M. (1990). Regional analyses of precipitation annual maxima in Washington State. Water Resources Research, Vol. 26, No. 1, pp. 
119–131. 
[9]  Stedinger, J.R., Vogel, R.M. and Foufoula-Georgiou, E. (1993) Frequency Analysis of Extreme Events, Handbook of Hydrology, McGraw-
Hill, New York, NY, USA. 
[10] Vogel, R.M. (1995) Recent Advances and Themes in Hydrology, Reviews of Geophysics, Supplement B, 33: 933-936. 
[11] Wilks, D.S. (1993) Comparison of Three-Parameter Probability Distributions for Representing Annual Extreme and Partial Duration
Precipitation Series, Water Resources Research, 29: 3543-3549. 
[12] Yu, F.X., Naghavi, B., Singh, V,P., and Wang, G.T. (1994) MMO: An Improved Estimator for Log-Pearson Type III Distribution, Stochastic
Hydrology and Hydraulics, 8: 219-231. 
