





Tato práce se zabývá klasifikací srdečních cyklů, která využívá metodu dynamického borcení 
času a shlukové analýzy. Metoda dynamického borcení času sice patří mezi starší, avšak pro 
svou jednoduchost oproti ostatním je stále hodně využívána a také dosahuje dobrých výsledků 
v praxi. Shluková analýza se využívá v mnoha oborech jako například marketingu nebo právě 
na biologických signálech. Cílem práce je obecné seznámení se signálem EKG a metodou a 
realizací algoritmu dynamického borcení času. Následně pak shlukovou analýzou a na závěr 
vytvořením uživatelského prostředí pro algoritmy. 
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Abstract: 
This work deals with the classification of cardiac cycles, which uses a method of dynamic 
time warping and cluster analysis. Method of dynamic time warping is among the elderly, but 
for its simplicity compared to others is still very much used, and also achieved good results in 
practice. Cluster analysis is used in many fields such as marketing or just for biological 
signals. The aim of this work is a general introduction to the ECG signal and the method and 
implementation of dynamic time warping algorithm. Subsequently, cluster analysis and 
finally the creation of the user interface for the algorithms. 
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Dynamické borcení času je dnes velmi používanou metodou, která využívá dynamického 
programování. Tato metoda sice patří mezi starší, avšak pro svou jednoduchost oproti 
ostatním je stále využívána. Dynamické borcení času bývá aplikováno na audio, video, 
grafiku i na biomedicínské signály. Právě proto budeme využívat tuto metodu v této práci. 
Cílem diplomové práce je seznámení se signálem EKG obecně, také s dynamickým 
borcením času a se shlukovou analýzou. Dozvíte se zde základní principy dynamického 
borcení času. O samotném algoritmu a jeho vlastnostech jako jsou omezení hraničních bodů, 
monotónnost, lokální spojitost a globální vymezení oblasti pohybu. Dále pak o čtyřech 
metodách hierarchické shlukové analýzy a na závěr o vytvoření uživatelského prostředí v 
programu MATLAB. 
Je zde popsán způsob realizace dvou základních variant metody dynamického borcení 
času v programovém prostředí MATLAB a použití na získání matic podobností mezi 
jednotlivými srdečními cykly elektrokardiogramu. A také o čtyřech metodách shlukové 
analýzy, které jsou jmenovitě metoda nejbližšího souseda, metoda nejvzdálenějšího souseda, 
metoda průměrných vzdáleností a metoda centroidní. 
Praktická část je zaměřena na vytvoření programu v prostředí MATLAB. Program 
Klasifikátor srdečních cyklů získává za pomoci dynamického borcení času matice podobností 





Hlavním cílem této kapitoly je seznámení s elektrokardiogramem (EKG), s jeho historií, 
vznikem, průběhem a zaznamenáváním. Jsou zde popsány základní vlny a kmity v 
signálu EKG. Také jsou zde stručně popsány svody a snímání EKG. 
 
1.1 Historie EKG 
Zakladatelem elektrokardiografie je holandský fyziolog Willem Einthoven (1860 – 1927), 
který dostal v roce 1924 Nobelovu cenu za medicínu a fyziologii „za objev mechanismu 
elektrokardiogramu“. V roce 1903 se mu podařilo sestrojit strunový galvanometr, kterým 
během pěti let provedl více jak 5000 záznamů elektrické aktivity srdce, tedy 
elektrokardiogramů. Jeho práce přinesly mnoho informací o činnosti srdce, daly základ 
elektrokardiografii, jako rutinní vyšetřovací metodě.[4] 
 
1.2 EKG obecně 
Je záznam časové změny elektrického potenciálu způsobeného srdeční aktivitou. Záznam je 
pořízen elektrokardiografem, který snímá aktivitu pomocí vodičů připevněných na různých 
místech na těle. Výsledky bývají zaznamenávány na speciální papír jako tzv. EKG křivka. 
Signál se šíří ze srdeční svaloviny poměrně snadno všemi směry do celého těla, aniž by byl 
výrazněji zeslabován, proto můžeme signál zaznamenat v poměrně velké amplitudě (jednotky 
až desítky mV) prakticky na libovolném místě tělesného povrchu. 
 
1.3 Vznik a průběh signálu EKG 
Impuls vzniká v tzv. sinoatriálním (SA) uzlu v oblasti pravé předsíně, odkud se šíří dál. Tento 
primární signál je natolik slabý, že jej při běžném záznamu EKG prakticky nezaznamenáme. 
První vlna signálu, kterou můžeme na EKG záznamu vidět, je vlna P, která vzniká při 
depolarizaci předsíní. Repolarizaci předsíní na EKG nemůžeme rozpoznat, protože biosignál 
je stíněn daleko vyšším signálem, který pochází od depolarizace komor. Tento signál je 




Obr. 1 Rozdělení vln a kmitů na signálu EKG  
 
Na povrchu buněčných membrán můžeme změřit akční potenciál cca +30 mV, v 
normálním stavu je potenciál cca -90 mV. Jednotlivé elementární membránové biopotenciály 
tvoří dipóly, které se dají sečíst, a z nich pak dostaneme jeden výsledný vektor, který je 
vícerozměrný a časově proměnný. Tento záznam pak nazýváme elektrokardiogramem v 
jednotlivých svodech. 
 







1.3.1 Vlna P  
Vzniká při depolarizaci síní. Většinou bývá pozitivní (nad izoelektrickou linií) a kulovitého 
tvaru. Její délka dosahuje maximálně 0,1s a výška je něco kolem 2,5mm (0,25mV). Vlna P 
chybí nejčastěji při fibrilaci síní, dále může chybět při síní SA bloku flutteru (kmitání síní je 
méně časté, než fibrilace zato nebezpečnější), komorové a supraventrikulární tachykardie, 
fibrilace a flutteru komor středního junkčního (nodálního) rytmu. 
1.3.2 Komplex QRS  
Vzniká při depolarizaci komor a je sestaven z třech kmitů (Q, R, S). Obvykle při normálním 
stavu má délku 0,6 – 0,1s. Kmity Q a S jsou negativní (pod izoelektrickou linií) a R je 
pozitivní kmit (nad izoelektrickou linií).  
Kmit Q  
Je první kmit a má délku 0,03s při nepatologickém stavu, je hluboký do 3mm (0,3mV) a 
nepřesahuje 1/4 výchylky R v tomtéž svodu. Patologické Q nesplňuje podmínky normálního 
kmitu, proto je vždy podezřelý z infarktu myokardu, u něhož vzniká v oblasti nad nekrózou 
myokardu nebo nad již vytvořenou jizvou. Patologické Q je široké 0,04s a více, hlubší než 
3mm a větší než 1/4 příslušného kmitu R. 
Kmit R  
Je mezi Q a S. V hrudním svodu se ve směru do levého prekordia postupně zvyšuje (tedy od 
V1 po V5). Ve V6 je velikost R kmitu často již mírně menší, ale může být i vyšší než ve V5 
nebo může být i stejná. Normální výška kmitu R je do 10mm (1mV), v končetinových 
svodech (V5, V6) do 25mm (2,5mV), v hrudních svodech do 35mm (3,5mV), popř. u 
mladistvých (V1, V2) do 7mm (0,7mV). 
Kmit S  
Je poslední. Oproti kmitu R se velikost kmitu S snižuje od V1 k V5-6. Ve svodech V5-6 
normálně nemusí být S nebo je jen malé. Hluboké S ve V5-6 se nachází při rotaci srdce ve 
směru hodinových ručiček a při LAH (levý přední hemiblok). 
 
Obr. 3 Ukázky signálů EKG V1 - V6 (převzato z [9]) 
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1.3.3 Vlna T  
Vzniká při repolarizaci komor a vyskytuje se v intervalu 300ms za komplexem QRS. Při vyšší 
tepové frekvenci se vlna zužuje. Vlna T je normálně lehce asymetrická (s pozvolně 
vzestupujícím a prudce sestupujícím ramenem). Trvá 0,2s a její výška je 2-8mm. U dětí do 2 
let jsou vzhledem k fyziologické převaze pravé komory ploše negativní T ve V1-3. Tyto tzv. 
juvenilní T se mohou vyskytovat i u některých jedinců až do 30 let. Časté jsou u těhotných 
žen. Stanovení konce vlny T je obecně velmi problematické. 
1.4 Záznam elektrokardiogramu 
V každém cyklu elektrické aktivace je tvořeno elektrické pole, které lze zaznamenávat 
systémem elektrokardiografických svodů z povrchu těla. 
Kvalita záznamu je z velké části závislá na kvalitě elektrod a přípravě pacienta na 
vyšetření. Elektrody přikládáme vždy po důkladném očištění a odmaštění. Před přiložením 
elektrod naneseme na kůži EKG gel. Odpor na elektrodě klesne až po chvíli, kdy gel pronikne 
do rohové vrstvy kůže, proto také kvalita záznamu s časem roste. Je tedy lepší po nanesení 
gelu a přiložení elektrod chvíli počkat, než začneme pořizovat záznam. [7] 
Srdeční buňky po vpuštění elektrického proudu generují akční napětí. Tohle akční 
napětí může být u každé buňky vyjádřeno elementárním vektorem. Pokud tyhle elementární 
vektory sečteme v daném okamžiku, vzniká tzv. okamžitý vektor. Obecně platí, že ve 
svodech, ke kterým okamžitý srdeční vektor právě směřuje, se zapisuje pozitivní výchylka, 
kdežto ve svodech, od kterých se orientace okamžitého vektoru vzdaluje, registrujeme 
zápornou výchylku. Pokud probíhá vektor rovnoběžně s linií svodu, nedochází k žádné 
výchylce a na EKG registrujeme nulovou, neboli tzv. izoelektrickou linii. [7] 
1.4.1 Standardní bipolární končetinové svody (I, II a III)  
Využívají elektrických potenciálů, aby zaznamenaly rozdíly mezi dvěma místy lidského těla. 
Využívají dvou explorativních elektrod, díky kterým zaznamenávají rozdíly mezi 
elektrickými potenciály. 
1.4.2 Unipolární končetinové svody (aVR, aVL a aVF)  
Využívají tzv. explorativní elektrodu a zaznamenávají rozdíl elektrického potenciálu mezi 
touto elektrodou a elektrodou indiferentní, která je tvořena spojením kabelů ze zbývajících 
dvou končetin (tzv. Goldbergova svorka). Takto obdržíme 6 končetinových svodů (3 
bipolární a 3 unipolární), které jsou zaznamenávány končetinovými elektrodami 
1.4.3 Unipolární hrudní svody (V1 až V6)  
Využívají jako indiferentní elektrodu svorku vytvořenou spojením kabelů ze všech tří 
používaných končetinových elektrod (tzv. Wilsonova svorka).  
1.4.4 Frankův korigovaný ortogonální systém  
Využívá 7 elektrod umístěných na hrudi, zádech, krku a levé noze. Výsledné svody X, Y a Z 
nahlížejí na srdce z levé strany, zezdola a zepředu. Průběhy ortogonálních svodů jsou do 
značné míry podobné standardním svodům V5, aVF a V2. Přínos ortogonálních svodů 
spočívá zejména v zobrazení trojrozměrné smyčky [3]. 
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2 Dynamické borcení času 
 
Cílem této kapitoly je seznámení se základními principy metody dynamického borcení času, 
s jeho algoritmem a omezením. A také jak vypočítat matice lokálních a kumulovaných 
vzdáleností. 
 
2.1 DTW obecně 
Dynamické borcení času (DTW) je dnes velmi používanou metodou, která využívá 
dynamického programování. Tato metoda sice patří mezi starší, avšak pro svou jednoduchost 
oproti ostatním je stále využívána. DTW je algoritmus určený pro měření podobností mezi 
dvěma signály, které se mohou lišit v čase a rychlosti. Například mohou být detekovány 
podobnosti ke vzoru signálu EKG, i když v jednom testovaném signálu byl signál pomalejší a 
v dalším mohl být rychlejší, nebo i kdyby zrychlení a zpomalení bylo v průběhu pozorování 
jednoho signálu. V některých nejjednodušších případech může stačit prosté porovnání 
jednotlivých členů řad po dvojicích, například pomocí Euklidovské vzdálenosti.  
DTW bývá aplikována na audio, video, grafiku a dokonce i na nejjednodušší signály – 
v podstatě všechna data, která lze přeměnit na lineární reprezentace v čase, mohou být 
analyzována pomocí DTW. Také se hojně využívá při rozpoznávání řeči.  
Obecně lze říci, že DTW je metoda, která umožňuje počítači najít optimální cestu 
podobnosti mezi dvěma danými sekvencemi (např. dva signály EKG proměnlivé v čase) s 
jistými omezeními. Abychom mohli určit míru podobnosti dvou signálů v čase, signály musí 
být „proměnlivé” tedy nelineární na časové ose. Tato metoda se také často používá 
v souvislosti se skrytými Markovskými modely. 
 
2.2 Algoritmus DTW metody 
Vezmeme dva vektory referenční X o délce m a testovací Y o délce n, mezi nimiž obecně 
platí podmínka X ≠ Y, pro ně pak platí: 
 )](),...,2(),1([ mxxxX   (2.1) 
 )](),...,2(),1([ nyyyY   (2.2) 
 





i  , (2.3) 
kde w(i) je definované tak, aby dané srovnání bylo lineární.  
V podstatě je lepší, když je srovnání přímo řízeno pomocí vzdáleností jednotlivých 




- x(k) pro referenční vektor a  
- y(k) pro testovací vektor.  
Pak můžeme zobrazit na obrázcích srovnání jednotlivých vektorů pomocí cesty na 
obr. 4. Referenční vektor je zobrazen na ose x a testovací vektor na ose y. Počet kroků cesty 
označíme jako K. Z této cesty můžeme odvodit průběh vektorů x(k) na obr. 5 a y(k) na obr. 6. 
[5] 
 
Obr. 4 Cesta srovnání dvou vektorů 
 




Obr. 6 Průběh testovaného vektoru y(k) 
 
2.3 Vlastnosti a omezení cesty 
Než začneme počítat DTW cestu je nutné si vymezit pár pravidel: 
- omezení hraničních bodů 
- monotónnost 
- lokální spojitost 
- globální vymezení oblasti pohybu 
2.3.1 Omezení hraničních bodů 
Výsledná cesta musí začínat v počátku (levém dolním rohu) a končit v poslední 
hodnotě (pravém horním rohu) referenčního a testovacího vektoru. Pravidlo omezení 

























Obr. 7 Zobrazení porušení pravidla omezení hraničních bodů [6] 
2.3.2 Monotónnost 
Výsledná cesta se nesmí vracet zpátky v čase. To znamená, že nesmí být použity hodnoty, 











Obr. 8 Zobrazení porušení pravidla monotónnosti [6] 
2.3.3 Lokální spojitost 
Výsledná cesta nesmí obsahovat jakoukoliv nespojitost. To znamená, že nesmí dojít 
k přerušení a následnému přeskoku z jednoho úseku na úsek další. Pravidlo lokální spojitosti 













Obr. 9 Zobrazení porušení pravidla lokální spojitosti [6] 
2.3.4 Globální vymezení oblasti pohybu 
Výsledná cesta musí procházet pouze vymezenou přípustnou oblastí. Musí být splněna 













kde α je minimální a β je maximální směrnice přímky vymezující přípustnou oblast a 
w je vhodné číslo, které musí být větší než rozdíl X a Y. Zobrazení globálního vymezení 
oblasti pohybu je znázorněno na obr. 10.[8].  
 
Obr. 10 Zobrazení globálního vymezení oblasti pohybu 
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2.4 Matice lokálních a kumulovaných vzdáleností 
Nejprve musíme vybrat způsob výpočtu matice lokálních vzdáleností a následně ji vypočítat. 
Pak si musíme zvolit některou z váhových funkcí a vypočítat matici kumulovaných 
vzdáleností. Potom můžeme přistoupit k samotnému hledání cesty DTW. 
2.4.1 Matice lokálních vzdáleností 
Matice lokálních vzdáleností D je vzdálenost mezi každým prvkem referenčního a 
testovaného vektoru. Pro naši práci zatím využíváme dva způsoby výpočtu. První způsob: 
 )()(),( nymxnmD   (2.8) 
A druhý způsob: 
 
2
)()(),( nymxnmD   (2.9) 
Je možné využít i jiného výpočtu: 









Zobrazený výpočet matice lokálních vzdáleností je na obr. 11. Modře je zobrazen 
referenční vektor, červeně testovaný a zeleně vypočítané hodnoty matice. 
 
 
Obr. 11 Matice lokálních vzdáleností 
 
 
2.4.2 Váhové funkce 
Pro výpočet matice kumulovaných vzdáleností si musíme určit, kterou váhovou funkci 
použijeme. Na výběr máme několik typů váhových funkcí. Pro naši práci používáme typ A. 
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Typ A) Symetrická váhová funkce 
 )]1()([)]1()([)(  kykykxkxkWa  (2.11) 
 
Obr. 12 Zobrazení symetrické váhové funkce 
Typ B) Asymetrické váhové funkce 
            B1) )1()()(1  kxkxkWb   B2) )1()()(2  kykykWb  (2.12) 
 
Obr. 13 Zobrazení asymetrických váhových funkcí 
2.4.3 Matice kumulovaných vzdáleností 
Pro přesnější nalezení cesty DTW je důležité vypočítat matici kumulovaných vzdáleností G. 
Pro symetrickou váhovou funkci ji můžeme vypočítat pomocí vzorce: 
















Zobrazený výpočet matice kumulovaných vzdáleností je na obr. 14. Modře je 
zobrazen referenční vektor, červeně testovaný a zeleně vypočítané hodnoty matice. 
 
Obr. 14 Matice kumulovaných vzdáleností 
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2.4.4 Nalezení cesty DTW 
K nalezení cesty DTW v práci používáme dva způsoby: 
- první způsob: přiřazuje postupně z matice kumulovaných vzdáleností první 
horizontálně, vertikálně nebo diagonálně umístěnou nejnižší hodnotu tak, jak je znázorněno 
na obr. 15.  
 
Obr. 15 První způsob hledání cesty DTW 
- druhý způsob: přiřazuje postupně z matice kumulovaných vzdáleností ke každému 
vzorku referenčního signálu jednu hodnotu ze signálu testovaného, tak jak je znázorněno na 
obr. 16.  
 
Obr. 16 Druhý způsob hledání cesty DTW 
Zobrazení cesty DTW v matici kumulovaných vzdáleností pomocí prvního způsobu je 
na obr. 17. Modře je zobrazen referenční vektor, červeně testovaný, zeleně vypočítané 
hodnoty matice a žlutě je zobrazena nalezená cesta. 
 
Obr. 17 Cesta DTW v matici kumulovaných vzdáleností pomocí prvního způsobu 
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3 Shluková analýza 
 
Cílem této kapitoly je seznámit se obecně se shlukovou analýzou a dále pak se čtyřmi 
metodami, které jsou metoda nejbližšího souseda, metoda nejvzdálenějšího souseda, metoda 
průměrných vzdáleností a metoda centroidní. 
 
3.1 Obecné seznámení se shlukovou analýzou 
Shluková analýza (cluster analysis) je vícerozměrná statistická metoda, která se používá ke 
klasifikaci objektů. Slouží k třídění jednotlivých objektů nebo dat s podobnými vlastnostmi 
do skupin shluků tak, že objekty náležící do stejné skupiny si jsou podobnější než ty objekty, 
které patří do jiné skupiny shluků. Shlukovou analýzou je možné najít vztahy mezi objekty 
bez jejich dalšího vysvětlení. To znamená, že nachází podobnosti ve struktuře dat, aniž by 
bylo známo, proč tyto data existují. Zejména se tato analýza používá tam, kde data vykazují 
přirozenou snahu se seskupovat. 
Shluková analýza zahrnuje velmi širokou oblast metod aplikovatelných v různých 
oblastech. Shlukovat lze živé organismy, stejně jako textové dokumenty a dokonce i různé 
typy blíže nespecifikovaných typů dat i v případě velkých souborů dat. Zde je uvedeno pár 
příkladů kde se dá tato analýza využít. Například při srovnávání regionů z hlediska jejich 
rozvojového potenciálu, k hodnocení podnikatelského prostředí vybraných regionů, v oblasti 
marketingového výzkumu, v dopravní problematice, při tvorbě informačních systémů. 
Teoreticky se dá shluková analýza použít skoro ve všech oblastech, ale hlavně co bude 
zajímat nás, že ji můžeme využít pro klasifikaci biologických signálů.  
Shlukování můžeme rozdělit do dvou základních skupin. První z nich je hierarchické 
shlukování a druhé nehierarchické shlukování. Hierarchické shlukování můžeme dále rozdělit 
na aglomerativní a divizní. 
 
3.2 Hierarchická shluková analýza 
K hierarchickému shlukování lze přistupovat ze dvou stran. Rozlišujeme přístup divizní, kde 
vycházíme z jednoho shluku, který pak dělíme a aglomerativní, kde vycházíme z jednotlivých 
objektů neboli shluků o jednom členu, které potom spojujeme. V práci se zaměřujeme na 
aglomerativní přístup. Celý proces můžeme zobrazit dendrogramem. Dendrogram je druh 
diagramu používaný ke znázornění jednotlivých kroků shlukové analýzy. Při postupu výpočtu 
vyjadřuje dendrogram každý prvek samostatně na svislé ose. Vzdálenosti mezi jednotlivými 
shluky pak vyjadřuje horizontální osa. Shluky se sjednocují podle nejkratší vzdálenosti, ať už 
použijeme jakoukoliv metodu pro počítání vzdáleností.  
V této práci jsme se rozhodli pro popis a použití těchto čtyř metod:  
- metoda nejbližšího souseda (Simple linkage) 
- metoda nejvzdálenějšího souseda (Complete linkage)  
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- metoda průměrné vzdálenosti (Average linkage)  
- metoda centroidní (Centroid linkage)  
Následný postup si vysvětlíme na názorných příkladech. Prvním krokem, který je pro 
všechny metody stejný, je výpočet matice vzdáleností jednotlivých bodů (což jsou pro tuto 
práci matice podobností získané dynamickým borcením času jednotlivých signálů). Pro 
výpočet vzdálenosti jsme využili čtverce Euklidovi vzdálenosti. Zavedeme-li v n-rozměrném 
euklidovském prostoru kartézskou soustavu souřadnic, pak vzdálenost d mezi dvěma body A1 









ii yxd  (3.1) 
Body byly vybrány tak, aby přehledně ukázaly, jaké mohou být rozdíly mezi 
metodami a jsou to tyto A1 = [1,1], A2 = [1,2], A3 = [3,3], A4 = [5,3], A5 = [6,4]. Zobrazení do 
kartézské soustavy souřadnic je na obr. 18 a) a vypočtená matice vzdáleností na obr. 18 b). 
 
Obr. 18 a) Zobrazení bodů do kartézské soustavy souřadnic, b) matice vzdáleností 
 
3.2.1 Metoda nejbližšího souseda 
Je to metoda, která vytváří shluk z jednotlivých objektů nebo shluků, které mezi sebou mají 
nejmenší vzdálenost oproti ostatním objektům či shlukům. Vzdálenost mezi dvěma shluky je 
odvozena od dvou navzájem si nejbližších objektů z těchto shluků. Nevýhoda této metody 
spočívá v existenci objektů se stejnou vzdáleností od existujících shluků. Může tedy dojít 
k zřetězení. Pokud by byly objekty na krajích řetězce nepodobné, může dojít k chybnému 
vyhodnocení. Výpočet vzdálenosti d mezi dvěma shluky nebo objekty je definován vztahem: 
 }x;{min),( bjaixBAd  , (3.2) 
kde A a B jsou shluky, i ϵ (1, …, na), j ϵ (1, …, nb), na a nb jsou počty objektů ve 
shluku A a B a xai a xbj jsou i-tý a j-tý objekt ze shluků A a B. 
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Dále si princip ukážeme na příkladu. Z matice vzdáleností vybereme nejmenší 
hodnotu, která je na pozici a12. Z toho plyne, že se jako první spojí do shluku 1. a 2. bod. 
Máme první shluk. Názorná ukázka je na obr. 19. 
 
Obr. 19 a) Názorná ukázka vytvoření prvního shluku b) přepočtená matice vzdáleností 
s vyznačenou nejmenší hodnotou 
Nyní si musíme přepočítat matici vzdáleností podle vzorce (3.2). Zde jsou ukázky 
výpočtů: 
5  )5;8(min );(min 23133)12(  aaa  
17 0;17)2(min );(min 24144)12(  aaa  
29 4;29)3(min  );(min 25155)12(  aaa  
 Teď máme nově vzniklou matici, z níž opět vybereme nejmenší hodnotu, která je 
tentokrát na pozici a45. Z toho můžeme usoudit, že jako další se nám spojí do shluku A4 a A5. 
Názorná ukázka přepočítané matice s vyznačenou nejmenší hodnotou a druhého shluku je na 
obr. 20. 
 
Obr. 20 a) Názorná ukázka vytvoření druhého shluku b) přepočtená matice vzdáleností 
s vyznačenou nejmenší hodnotou 
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Dalším krokem je znovu přepočítat matici vzdáleností a také vybrat nejmenší hodnotu 
z matice, která je na pozici a(45)3). Názornou ukázku dalšího postupu máme na obr. 21. Je zde 
také názorně vidět, jak se vytvoří další shluk. 
 
Obr. 21 a) Názorná ukázka vytvoření třetího shluku b) přepočtená matice vzdáleností 
s vyznačenou nejmenší hodnotou 
 
V posledním kroku se nám spojí všechny body do jednoho velkého shluku. Nyní 
můžeme vypočítat poslední matici vzdáleností. Tato matice nám určí, na jaké vzdálenosti se 
všechny shluky spojí v jeden (obr. 22). 
 
Obr. 22 a) Názorná ukázka vytvoření posledního shluku b) přepočtená matice vzdáleností 
s vyznačenou hodnotou spojení v jeden shluk 
Výsledný dendrogram této metody je na obr. 23. Na ose x jsou vidět přesné hodnoty, 




Obr. 23 Dendrogram metody nejbližšího souseda 
 
3.2.2 Metoda nejvzdálenějšího souseda 
Tato metoda má podobný princip jako metoda nejbližšího souseda až na to, že vytváří shluk 
z jednotlivých objektů nebo shluků, které mezi sebou mají největší vzdálenost oproti ostatním 
objektům či shlukům. Vzdálenost mezi dvěma shluky je odvozena od dvou navzájem si 
nejvzdálenějších objektů z těchto shluků. Z těchto vypočítaných vzdáleností pak vybere tu 
nejmenší a spojí tyto dva objekty či shluky. Tato metoda oproti předchozí zabraňuje vzniku 
zřetězených shluků. Výpočet vzdálenosti d mezi dvěma shluky nebo objekty je definován 
vztahem: 
 }x;{max),( bjaixBAd  , (3.3) 
kde A a B jsou shluky, i ϵ (1, …, na), j ϵ (1, …, nb), na a nb jsou počty objektů ve 
shluku A a B a xai a xbj jsou i-tý a j-tý objekt ze shluků A a B. 
Dále si princip taktéž ukážeme na příkladu. Prvním krokem je vybrat z matice 
vzdáleností nejmenší hodnotu, která je na pozici a12. Z toho plyne, že jako první se spojí do 
shluku 1. a 2. objekt. Ukázku můžeme vidět na obr. 19, který je společný s metodou 
nejbližšího souseda. Dále se však bude lišit výpočet matice vzdáleností, kterou vypočítáme 




8  )5;8(max );(max 23133)12(  aaa  
02 0;17)2(max );(max 24144)12(  aaa  
43 4;29)3(max  );(max 25155)12(  aaa  
Nyní máme nově vypočítanou matici, z které opět vybereme nejmenší hodnotu, která 
je na pozici a45. Z toho můžeme usoudit, že jako další se nám spojí do shluku A4 a A5. 
Názorná ukázka přepočítané matice s vyznačenou nejmenší hodnotou a druhého shluku je na 
obr. 24. Zde si můžeme všimnout rozdílu oproti obr. 20. Shluky jsou zatím stejné, ale matice 
už se nám změnila. 
 
Obr. 24 a) Názorná ukázka vytvoření druhého shluku b) přepočtená matice vzdáleností 
s vyznačenou nejmenší hodnotou 
V dalším kroku znovu přepočítáme matici vzdáleností a také vybereme nejmenší 
hodnotu z matice, která je na pozici a(12)3). Zde už je viditelný rozdíl oproti předcházející 
metodě, která spojila do shluku A3 s A(4+5), zatímco v tomhle případě byla spojena A3 
s A(1+2). Ukázku tohoto postupu máme na obr. 25.  
 
Obr. 25 a) Názorná ukázka vytvoření třetího shluku b) přepočtená matice vzdáleností 
s vyznačenou nejmenší hodnotou 
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V posledním kroku se nám spojí všechny body do jednoho velkého shluku. Nyní 
můžeme vypočítat poslední matici vzdáleností. Tato matice nám určí, na jaké vzdálenosti se 
všechny shluky spojí v jeden. Je vidět velký rozdíl oproti první metodě, kde byla výsledná 
vzdálenost 5, zde máme 34.  
 
Obr. 26 a) Názorná ukázka vytvoření posledního shluku b) přepočtená matice vzdáleností 
s vyznačenou hodnotou spojení v jeden shluk 
Výsledný dendrogram metody nejvzdálenějšího souseda je na obr. 27. Na ose x jsou 
vidět přesné hodnoty, kdy se jednotlivé shluky spojily a na ose y jsou označeny jednotlivé 
objekty. Těmito názornými příklady jsme chtěli vysvětlit principy a ukázat jak můžou metody 
vycházet rozdílně. 
 




3.2.3 Metoda průměrné vzdálenosti 
Tato metoda je založena na podobném principu jako metody předchozí, s tím rozdílem, že 
podobnost se nepočítá ani z nejbližší ani z nejvzdálenější vzdálenosti, ale jako průměr 
vzdáleností mezi objekty. Opět jako u všech metod se z matice vzdáleností vybírá nejmenší 
hodnota. To znamená, že objekty s nejmenší průměrnou hodnotou jsou si nejvíce podobné. 














),( , (3.4) 
kde A a B jsou shluky, i ϵ (1, …, na), j ϵ (1, …, nb), na a nb jsou počty objektů ve 
shluku A a B a xai a xbj jsou i-tý a j-tý objekt ze shluků A a B. 
Tato metoda leží mezi dvěma extrémními metodami, jimiž jsou metoda nejbližšího 
souseda a metoda nejvzdálenějšího souseda. Citlivost na statické odchylky v datech je 
minimální. Pokud budou objekty rozložené dle určité pravděpodobnosti, nemělo by přidání 
dalšího objektu nijak narušit výsledek. Jelikož průměrná vzdálenost objektů bývá jedinečná, 
je méně náchylný k jednoznačnosti výsledků. Dendrogram této metody je na obr. 28. Je z něj 
poznat, že spojil jednotlivé objekty stejně jako při metodě nejvzdálenějšího souseda. Rozdíl je 
pouze ve vzdálenostech, ve kterých se objekty spojily. 
 





3.2.4 Metoda centroidní 
Při této metodě se využívá pro spočítání podobnosti mezi objekty euklidovské metriky. Měří 
se vzdálenost těžiště objektů nebo shluků. Stejně jako u předchozích metod se ke sloučení do 
shluku používá nejmenší vzdálenost mezi těžišti. Centroidní metoda využívá Euklidovské 
vzdálenosti mezi centroidy dvou shluků. Vypočítá se podle vzorce: 
 
2
ba x-),( xBAd  , (3.5) 





























kde i ϵ (1, …, na), j ϵ (1, …, nb), na a nb jsou počty objektů ve shluku A a B a xai a xbi 
jsou i-tý a j-tý objekt ze shluků A a B. 
Tato metoda taktéž leží mezi dvěma extrémními metodami, které jsou metoda 
nejbližšího a nejvzdálenějšího souseda, je to tedy takový kompromis mezi těmito metodami. 
Na obr. 29 můžeme vidět dendrogram, který je rozložením podobný jako při metodě 
průměrné vzdálenosti i metodě nejvzdálenějšího souseda s rozdílem jiných hodnot spojení do 
shluku. 
 






4 Testování a jeho výsledky 
 
V této části si představíme ukázky DTW referenčních a testovaných signálů EKG prvním i 
druhým způsobem a také použití čtyř metod shlukové analýzy. Je zde ukázána DTW 
navzájem podobných signálů a také signálů, které jsou úplně rozdílné. Pro testování a ukázky 
výsledků byly zvoleny signály ze standardní databáze CSE tak, aby měli některé cykly 
rozdílné, aby se na nich daly testovat podobnosti. Jsou to tyto signály W122 a W28 na 
ortogonálním svodu Z a signály W117, W34 a W15 na ortogonálním svodu X. 
Databáze CSE byla založena v roce 1978. Byla vytvořena pro účely testování 
výkonnosti programů pro analýzu signálů EKG. Databáze je složena ze tří částí. První část 
obsahuje signály snímané současně pouze na třech svodech je rozdělena do dvou datových 
skupin. Druhá část se skládá již z 15 svodů (12 standardních a 3 Frankovy ortogonální svody). 
Délka jednotlivých záznamů v datové skupině tři je ve všech případech 10 sekund a byly 
navzorkovány fvz = 500 Hz. 
Hodnoty v tabulkách podobností jsou míry podobností mezi jednotlivými úseky. Čím 



















kde P je míra podobnosti, K je celkový počet vzorků po použití DTW a x(i), y(i) jsou 
referenční a testovací signál po použití DTW. 
 
4.1 Testování na signálu EKG W117 
Signál W117.X byl zvolen právě proto, že jsou na něm vidět pouhým pohledem 3 rozdílné 
cykly EKG. Díky své rozmanitosti je vhodným kandidátem pro testování. Celý signál jsme 
rozdělili na 12 úseků, vždy podle začátku P vlny, které jsou pojmenované x01 – x12. 
Rozdělení je zobrazeno na obr.30, kde jsou označeny a očíslovány barevně úseky, které jsou 
si navzájem podobné. Toto barevné rozdělení také můžeme přehledně vidět v tabulkách 
podobností a následně i na dendrogramech shlukové analýzy. Z obrázku lze usoudit, že úseky 
x01, x05 a x09 jsou si navzájem podobné. Tyto úseky byly v obrázku označeny červenou 
jedničkou. Dále úseky x02, x04, x06, x08, x10 a x12 jsou si taktéž podobné a byly označeny 
zelenou dvojkou. A na závěr úseky x03, x07 a x11 byly označeny modrou trojkou. Dále jsme 
vypočítali matice podobností a tyto barvy jsme do nich zaznačili v tab. 1 a tab. 2 pro lepší 
orientaci ve výsledcích. Jelikož všechny podobnosti z matic seděli s rozdělením podobných 
úseků podle obrázku, tak jsme dokázali, že náš algoritmus DTW opravdu funguje.  
Pomocí první varianty DTW jsme dosáhli nejúspěšnější hodnoty podobnosti rovné 
0,66 pro úseky x03 a x07. Naopak nejhorší hodnota podobnosti pro úseky x01 a x05, které 
jsou si podobné je 6,16. Nejnižší hodnota podobnosti rozdílných úseků, které si nemají být 
navzájem podobné je 13,15 a je mezi úseky x08 a x11. Proto by se dalo usoudit, že jakýkoliv 
další signál přesahující tuto hodnotu podobnosti, by neměl být podobný. 
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Za pomoci druhé varianty DTW jsme dosáhli o něco lepších hodnot podobnosti téměř 
u každého úseku. Obrovské zlepšení nastalo mezi úseky x01 a x05, kde se podobnost zlepšila 
o 5,38. Nejúspěšnější hodnoty podobnosti jsme dosáhli opět u signálů x03 a x07, která byla 
rovna 0,63. Nejhorší podobnosti jsme dosáhli u x06 a x12 a byla rovna 6,83. Zde naopak 
došlo k zhoršení oproti první variantě o 3,72. Nejnižší hodnota podobnosti rozdílných úseků, 
které si nemají být navzájem podobné je pro druhý způsob 8,62 a je mezi úseky x05 a x12. 
Proto by se dalo usoudit, že jakékoliv další úseky přesahující tuto hodnotu podobnosti, by si 
neměli být podobné. 
 
Obr. 30 Rozdělení signálu W117.X z databáze CSE 
 
 






Tab. 2 Vzájemné podobnosti úseků pomocí druhého způsobu DTW 
 
 










Obr. 32 Ukázka rozdílných signálů pomocí prvního způsobu DTW 
 
 






Obr. 34 Ukázka rozdílných signálů pomocí druhého způsobu DTW 
Dále zde máme uvedeny ukázky dendrogramů jednotlivých metod, které byly 
vytvořeny z matic podobností. Na ose x jsou vždy uvedeny hodnoty spojení a na ose y jsou 
očíslovány jednotlivé úseky. Barevně jsou rozlišeny jednotlivé shluky stejně jako v tabulkách 
tab. 1 a tab. 2 a také jako na obr. 30. Na dendrogramech je vidět, že tedy došlo ke správnému 
spojení do shluků. 
 
 
Obr. 35 Dendrogram metody nejbližšího souseda a) pro první způsob DTW  






Obr. 36 Dendrogram metody nejvzdálenějšího souseda a) pro první způsob DTW 
b) pro druhý způsob DTW 
 
 
Obr. 37 Dendrogram metody průměrné vzdálenosti a) pro první způsob DTW 
b) pro druhý způsob DTW 
 
 
Obr. 38 Dendrogram metody centroidní a) pro první způsob DTW 
b) pro druhý způsob DTW 
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4.3 Testování na složeném signálu 
Pro další účely testování jsme složili několik cyklů EKG z různých signálů databáze CSE. 
Celkově jsme vybrali 14 cyklů EKG z 5 různých signálů. Jmenovitě to je 6 cyklů ze signálu 
W117 a po dvou z W122, W34, W28 a W15. Vždy jsme je vybraly tak, aby byly zastoupeny 
po dvojicích podobné cykly. Tyto podobné cykly jdou v řadě za sebou. To znamená, že x01 - 
x02, x03 - x04 atd. jsou si podobné. Do jisté míry jsou si podobné i některé jíné dvojice. 
Tento složený signál a jeho rozdělení můžeme vidět na obr. 39. 
 
Obr. 39 Rozdělení složeného signálu 
Dále zde uvedeme dendrogramy jednotlivých metod. Na všech můžeme vidět, že 
shluková analýza pro námi určenou první variantu podobných úseků vyhodnotila správně jako 
první právě ty dvojce, které jsou si navzájem podobné. Dále už je to spíše subjektivní 
posouzení, protože nikde není psáno, které signály jsou si skutečně podobné a které ne. 
Můžeme vyzkoušet analyzovat druhou námi určenou variantu rozložení signálů tak, že 
dvojice x03,04 a x07,08, dále x05,06 a x13,14 a na závěr x09,10 a x11,12 jsou si do jisté míry 
podobné. Pak by se dalo říct, že všechny metody shlukové analýzy uspěli pro první způsob 
DTW, ale pro druhý způsob DTW by uspěla pouze metoda nejbližšího souseda, ale tak, že by 
již nevyhodnotila dvojice x05,06 a x13,14 jako podobné signály. Další tři metody u druhého 
způsobu DTW chybně shlukují dvojici x09,10 s x03,04,07,08. Hodnoty spojení jsou uvedeny 




Obr. 40 Dendrogram metody nejbližšího souseda a) pro první způsob DTW  
b) pro druhý způsob DTW 
 
 
Obr. 41 Dendrogram metody nejvzdálenějšího souseda a) pro první způsob DTW 
b) pro druhý způsob DTW 
 
 
Obr. 42 Dendrogram metody průměrné vzdálenosti a) pro první způsob DTW 






Obr. 43 Dendrogram metody centroidní a) pro první způsob DTW 
b) pro druhý způsob DTW 
 
Tab. 3 Hodnoty spojení pro první variantu podobnosti signálů 
 
1. způsob DTW 2. způsob DTW 
 
α β α β 
Nejbližší 2,03 2,47 1,09 2,03 
Nejvzdálenější 2,03 3,42 1,09 3,16 
Průměrná 2,03 3,04 1,09 2,45 
Centroid 2,03 2,87 1,09 2,51 
α - hodnota, kdy dochází k poslednímu správnému spojení shluků a β - hodnota, kdy dochází 
k prvnímu nesprávnému spojení shluků 
 
Tab. 4 Hodnoty spojení pro druhou variantu podobnosti signálů 
 
1. způsob DTW 2. způsob DTW 
 
α β α β 
Nejbližší 4 5,08 3,36 3,43 
Nejvzdálenější 4,72 28,25 3,98 4,38 
Průměrná 4,34 11,33 3,73 3,96 
Centroid 4,33 13,28 3,72 3,75 
α - hodnota, kdy dochází k poslednímu správnému spojení shluků a β - hodnota, kdy dochází 
k prvnímu nesprávnému spojení shluků 
 
4.4 Zhodnocení testování 
Zde si ukážeme tabulky spojení několika dalších signálů. V tabulkách jsou uvedeny tyto 
hodnoty: α - hodnota, kdy dochází k poslednímu správnému spojení shluků a β - hodnota, kdy 
dochází k prvnímu nesprávnému spojení shluků. U některých metod nastávají kolize, to 
znamená, že β je menší α. Pokud nastavíme tuto hodnotu β, nastane stav, kde se vyhodnotí 
viditelně stejné úseky jako rozdílné. Tyto kolize jsou v tabulkách označeny červenou barvou. 
U druhého způsobu DTW dochází ke kolizi u každé použité metody shlukování. U prvního 
způsobu DTW dochází ke kolizi pouze pro metodu nejbližšího souseda. Tyto kolize jsou 
způsobeny především námi složeným signálem díky nízké hodnotě β. Na druhou stranu u 
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prvního způsobu DTW u třech zbylých metod jsme dosáhli potřebných funkčních výsledků. 
Tyto správné vyhodnocení jsou v tabulkách označeny zeleně. 
Tab. 5 Hodnoty spojení pro metodu nejbližšího souseda 
Nejbližší 1. způsob DTW 2. způsob DTW 
Signál č. α β α β 
122 2,93 16,1 3,52 12,67 
117 6,08 13,15 2,55 5,4 
34 2,37 20,72 2 3,05 
28 4,45 19,51 3,81 8,898 
složený 4 5,08 3,36 3,43 
 
Tab. 6 Hodnoty spojení pro metodu nejvzdálenějšího souseda 
Nejvzdálenější 1. způsob DTW 2. způsob DTW 
Signál č. α β α β 
122 7,02 19,64 3,93 16,58 
117 6,16 29,11 6,83 11,89 
34 7,24 31,32 3,09 4,72 
28 8,57 31,28 6,06 25,63 
složený 4,72 28,25 3,98 4,38 
 
Tab. 7 Hodnoty spojení pro metodu průměrné vzdálenosti 
Průměrná 1. způsob DTW 2. způsob DTW 
Signál č. α β α β 
122 5,24 17,62 4,24 14,27 
117 6,12 15,78 4,55 9,42 
34 4,8 24,7 3,26 6,36 
28 6,51 25,9 4,93 19,27 
složený 4,34 11,33 3,73 3,96 
 
Tab. 8 Hodnoty spojení pro metodu centroidní 
Centroid 1. způsob DTW 2. způsob DTW 
Signál č. α β α β 
122 5,48 16,57 4,23 14,1 
117 6,09 16,38 4,63 9,28 
34 5,36 23,97 3,28 6,55 
28 6,73 25,77 4,82 19,97 






5 Uživatelské prostředí 
 
Hlavním bodem této kapitoly je seznámit se s navrhnutým a následně realizovaným 
uživatelským prostředím. Dále jsou zde ukázky funkce programu na různých signálech EKG. 
Aplikace byla vytvořena v programu MATLAB za pomoci prostředí, které umožňuje vytvářet 
aplikace s grafickým rozhraním, které se nazývá GUIDE (Graphical User Interface 
Development Environment).  
 
5.1 GUIDE 
Funkce GUIDE v MATLABU spouští vývojové prostředí pro vytváření GUI. Zde můžeme 
vybrat a rozmístit požadované ovládací a grafické objekty (tlačítka, grafy, seznamy, atd.) a 
nastavovat a měnit jejich vlastnosti. Objekty mají vlastnost označenou CallBack, která 
obsahuje akci, jenž se provádí po výběru objektu (například zmáčknutí tlačítka). Akce může 
být jednoduchý příkaz MATLABu, ale zpravidla je zapsána ve funkci a vlastnost CallBack je 
nastavena na řetězec určující jméno funkce s případnými parametry. GUIDE vytváří soubor s 
příponou *.fig, kde jsou zapsány informace o grafickém okně, a soubor s příponou *.m, který 
lze editovat a programovat tak „callbacky” jednotlivých funkcí. 
 
5.2 Program Klasifikátor srdečních cyklů 
Program je navržen pro testování podobností mezi různými cykly signálů EKG. Je realizován 
pro všechny druhy signálů EKG, které můžou mít různou amplitudu i různou vzorkovací 
frekvenci. Blokové schéma je na Obr. 44. Program také obsahuje jednoduchý filtr s konečnou 
impulzní odezvou neboli filtr FIR (finite impulse response). Je to diskrétní lineární filtr. Filtr 
je navržen pro odstranění driftu nulové izolinie ze signálu EKG. Drift nulové izolinie 
znesnadňuje detekci jednotlivých cyklů a zároveň také nalezení podobností mezi cykly EKG. 
Drift nulové izolinie je velmi pomalé kolísání signálu EKG. Vzniká jako důsledek 
pomalých elektrochemických dějů probíhajících na rozhraní elektroda - pokožka, příp. 
dýchání pacienta (do 0,8 Hz). Výrazné mohou být i artefakty vznikající při pravidelných 
pohybech pacienta (např. při zátěžových testech) (do 1,5 Hz). Největší nesnáze však 
způsobují náhodné nízkofrekvenční rušivé signály, jejichž spektrum dosahuje až do 10 Hz. 
Program dále obsahuje detektor začátku cyklu EKG, oba dva způsoby výpočtu 
dynamického borcení času popsané v kapitole 2 a také všechny čtyři metody shlukové 




Obr. 44 Blokové schéma programu Klasifikátor srdečních cyklů 
 
 




5.3 Popis funkce jednotlivých tlačítek 
V této části práce si popíšeme a vysvětlíme funkci a využití jednotlivých tlačítek. Jako první 
musíme vždy stisknout v menu tlačítko „Nahrát signál”. Po jeho stisknutí se otevře okno s 
možností výběru signálu. Ukázka je na Obr. 46. Signál EKG musí obsahovat pouze jeden 
svod a musí být uložen v matici hodnot v souboru s příponou *.mat. Po otevření souboru se 
nám signál zobrazí na pozici prvního grafu. V grafu je na ose x počet vzorků a na ose y je 
amplituda signálu v milivoltech. Po stisku tlačítka „Nápověda” se otevře popis k jednotlivým 
tlačítkům a návod jak správně používat program ve formátu *.pdf. 
 
 
Obr. 46 Otevřené okno pro nahrání signálu 
Do pole „Vzorkovací frekvence” nastavíme vzorkovací frekvenci signálu EKG v 
hertzích. Z databáze CSE bývá standardně signál navzorkován na 500 Hz, ale můžeme použít 
i jakýkoliv jiný signál s různou vzorkovací frekvencí. Hodnota v tomto poli je standardně 
nastavena na 500 Hz.  
V poli „Frekvence filtru” se nastavuje hodnota horní propusti v hertzích. Standardně je 
tato hodnota nastavena na 0,67 Hz. Tlačítkem „Filtr” následně spustíme vyfiltrování driftu 
nulové izolinie ze signálu EKG. Ukázky signálu před filtrací a po filtraci jsou na Obr. 47. Pro 
ukázku jsme vybrali signál 117 z databáze CSE, protože má viditelné kolísání nulové izolinie 
(obr. 47 a)). Na obr. 47 b) můžeme pak vidět odstranění driftu pomocí filtru. Pro opětovné 





Obr. 47 a) Signál EKG před filtrací, b) Signál EKG po filtraci 
Následující tlačítko „Rozdělit signál” po spuštění automaticky rozdělí signál do úseků 
vždy podle začátku P vlny. Detektor může být v některých případech nepřesný, proto byl 
přidán blok na ruční úpravu rozdělení úseků signálu (obr. 48), kterým můžeme ručně přidávat 
nebo odebírat úseky. Nejprve v části „Ruční úprava rozdělení signálu” vybereme, jestli 
chceme přidat nebo odebrat úsek a následně klikneme na tlačítko „Upravit” a tím ho zapneme. 
Zobrazí se ukazatel souřadnic, kterým můžeme v grafu pouhým kliknutím přidat respektive 
odebrat úsek. Po ukončení přidávání (odebírání) úseků musíme tlačítko opět vypnout. Pro 
přechod mezi odebráním a přidáním musíme vždy tlačítko nejprve vypnout, následně 
přepneme v bloku na požadovaný úkon (přidat, odebrat) a tlačítko opět zapneme. Názorná 
ukázka špatného a následně opraveného rozdělení můžeme vidět na obr. 49. 
 
 






Obr. 49 a) špatné rozdělení úseků, b) upravené rozdělení úseků 
 
Následující blok se zabývá dynamickým borcením času a samotnou shlukovou 
analýzou (obr. 50). Nejprve si musíme vybrat v části dynamické borcení času, jestli chceme 
vypočítat matici podobností pomocí prvního nebo druhého způsobu. Standardně je nastaven 
první způsob. Oba dva způsoby jsou blíže popsány v kapitole 2. Následně vybereme jednu ze 
čtyř metod shlukové analýzy. Standardně je nastavena metoda nejvzdálenějšího souseda. 
Všechny metody jsou pak specifikovány v kapitole 3. Na závěr vybereme hodnotu 
podobnosti, při které se budou úseky ještě vyhodnocovat jako podobné. Hodnota je 
přednastavena na 15. Po nastavení celého bloku můžeme spustit tlačítko „Vypočítat”. Po jeho 
stisknutí se spustí program borcení časové osy a shluková analýza. Následně se vykreslí 
výsledný dendrogram na pozici druhého grafu. V grafu je na ose x hodnota podobnosti a na 
ose y jsou čísla rozdělených úseků. Program, pro lepší orientaci, zpětně zobrazí čísla 
jednotlivých úseků i do původního grafu s rozděleným signálem EKG. Názorná ukázka 






Obr. 50 Blok dynamického borcení času a shlukové analýzy 
 
 
Obr. 51 Výsledný dendrogram 
 
 




Po stlačení tlačítka „Přiblížit” můžeme kurzorem přiblížit jakoukoliv část v grafu. 
Tlačítkem „Oddálit” vrátíme graf opět do původního stavu a tlačítkem „Posunout” se můžeme 
pomocí kurzoru pohybovat v grafu. 
Po nahrání signálu tlačítkem „Nahrát signál” můžeme za pomoci tlačítka 
„Automatická analýza” spustit všechny funkce najednou. Což znamená, že toto tlačítko plní 
náhradní funkci za tlačítka „Filtr”, „Rozdělit signál” a „Vypočítat”, které se postupně 
spouštějí za sebou. Navíc pokud byly změněny některé hodnoty v kterémkoliv bloku vrátí se 
do standardního nastavení. 
 
5.4 Ukázky vyhodnocení programu 
V této části jsou zobrazeny ukázky vyhodnocení pomocí programu na některých signálech 
EKG. Ukázky budou probíhat na prvním způsobu dynamického borcení času a metodě 
nejvzdálenějšího souseda shlukové analýzy. Toto nastavení se dle předešlých výzkumů a 
optimalizaci jeví jako nejúspěšnější, i když u některých signálů byly úspěšnější jiné metody.  
První ukázku převezmeme z předešlé podkapitoly 5.3 u popisu funkcí programu. Je to 
signál W117 na ortogonálním svodu X z databáze CSE. Na obr. 53 můžeme vidět jeho 
rozdělení do úseků a na obr. 54 pak jeho výsledný dendrogram. Na dendrogramu je také 
možné vidět špatné vyhodnocení dvanáctého úseku, které je způsobeno špatnou filtrací driftu 
nulové izolinie na několika posledních vzorcích signálu EKG. 
Následující ukázka je ze signálu W28 z databáze CSE. Zde je vidět pouhým okem, že 
úseky 1, 2, 4, 5, 6, 9 a 10 jsou si navzájem podobné a dále úseky 3, 7 a 8 jsou také podobné. 
Úseky 3 a 7 program vyhodnotil opravdu jako podobné, ale už k nim nepřiřadil úsek 8. Je to 
nejspíše způsobeno vlnou T, která má asi o 220 mV menší amplitudu a také má mírně 
zkreslený komplex QRS, proto byl vyhodnocen úsek 8 jako rozdílný. Protože nikde není 
dáno, které cykly si mají být navzájem podobné, zaleží pouze na nás, jak posoudíme tuto 
situaci. Je možné také zvednout práh hodnoty podobnosti, pak by program mohl vyhodnotit 









Obr. 54 Ukázka dendrogramu signálu EKG W28 
 
Následující ukázka byla vybraná, protože zobrazuje signál, kde jsou si všechny úseky 
navzájem podobné, ale obsahuje drift nulové izolinie po deseti cyklech asi o 500 mV (obr.55). 
Je to signál W01 z databáze CSE na ortogonálním svodu Z. Na obr. 56 můžeme vidět správné 
rozdělení signálu EKG před filtrací pomocí detektoru. Na obr. 57 vidíme špatné rozdělení 
úseků v dendrogramu metody nejvzdálenějšího souseda a prvního způsobu dynamického 
borcení času. Program špatně vyhodnotil úseky do dvou skupin. Chybné vyhodnocení je 















Obr. 57 Dendrogram metody nejvzdálenějšího souseda pro signál W01 před filtrací 
 
V další ukázce můžeme vidět jak po filtraci nulové izolinie program vyhodnocuje 
správně. Na obr. 58 je zobrazen již vyfiltrovaný a rozdělený signál do jednotlivých úseků a na 
obr. 59 je následně vyhodnocený dendrogram metody nejvzdálenějšího souseda a prvního 
způsobu dynamického borcení času. Vzorkovací frekvence signálu je 500 Hz a filtr byl použit 
0,67 Hz, tedy standardní nastavení programu. Po filtrování je vidět, že bylo opět zkresleno 
několik posledních vzorků. Na dendrogramu můžeme vidět správné vyhodnocení programu, 










Obr. 59 Dendrogram metody nejvzdálenějšího souseda pro signál W01 po filtraci 
 
Poslední ukázka byla provedena na signálu W34 z databáze CSE. Na první pohled 
jsou zde dva druhy cyklu EKG, ale detektor neodhalil cykly 4, 7 a 10 (obr. 60). Proto jsme 
museli úseky přidat ručně (obr. 61). Následně pak vyhodnotil správně podobnosti úseků. 
Dendrogram metody nejvzdálenějšího souseda a prvního způsobu borcení času je na obr. 62. 





Obr. 60 Ukázka špatného rozdělení signálu W34 
 
 
Obr. 61 Signál W34 po filtraci a upraveném rozdělení 
 
 








Diplomová práce se zabývá návrhem a realizací dvou způsobů dynamického borcení času, 
čtyřmi metodami shlukové analýzy a následným vytvořením uživatelského prostředí pomocí 
programu MATLAB. Popisuje také signál EKG, jeho historii, vznik a průběh. Blíže popisuje 
komplex QRS, vlnu P a T. Dále pak samotné snímání EKG a jeho svody. Také popisuje 
základní principy dynamického borcení času, samotný algoritmus a jeho vlastnosti jako jsou 
omezení hraničních bodů, monotónnost, lokální spojitost a globální vymezení oblasti. V další 
části pak hierarchickou shlukovou analýzu, kde popisujeme čtyři různé metody a na závěr 
vytvoření uživatelského prostředí. 
Program, který jsme vytvořili, byl testován na signálech EKG z databáze CSE. Pro 
ukázky byly vybrány některé vhodné signály (W01 na ortogonálním svodu X, W122 a W28 
na ortogonálním svodu Z a signály W117, W34 a W15 na ortogonálním svodu X). Dále jsme 
si pro účely testování složili vlastní signál z několika úseků z těchto použitých signálů. 
V první části práce jsme vytvořili algoritmus pro dva různé způsoby DTW, které jsou 
podrobně popsané v kapitole 2. Ukázky a vyhodnocení jsou uvedeny v kapitole 4. Z matic 
podobností, které jsou uvedeny v tab. 1 a tab. 2 a podle obr. 30, kde je rozložen signál EKG 
117, lze usoudit, že algoritmus pro oba dva způsoby fungoval správně. Pro lepší orientaci 
byly všechny uvedené tabulky a grafy rozděleny barevně podle podobnosti jednotlivých 
úseků. 
V další části diplomové práce jsme se zaměřili na hierarchickou shlukovou analýzu, 
která je popsaná v kapitole 3. Pro testování jsme vybrali čtyři metody. Jsou to metoda 
nejbližšího souseda, metoda nejvzdálenějšího souseda, metoda průměrné vzdálenosti a 
metoda centroidní. Dále jsme zhodnotili jejich funkčnost. Při druhé variantě DTW metody 
nefungovaly příliš spolehlivě, ale při prvním způsobu DTW vyhodnocovaly kromě metody 
nejbližšího souseda správně. Chybovost jednotlivých metod byla způsobena hlavně naším 
vytvořeným signálem (obr. 39). Všechny výsledky testování jsou uvedeny přehledně 
v tabulkách v kapitole 4. 
V poslední části práce jsme vytvořili uživatelské prostředí pro naše algoritmy. V 
kapitole 5 je podrobný návod, jak můžeme používat program a také jsou zde ukázky 
vyhodnocení některých signálů EKG. Při testování jsme zjistili, že některé metody jsou lepší 
u některých druhů signálů, ale nejlépe se projevoval první způsob dynamického borcení času 
a metoda nejvzdálenějšího souseda shlukové analýzy. 
Cíle zadání se podařilo splnit. Nastudovali a popsali jsme principy metody 
dynamického borcení času a realizovali jsme dvě varianty. Získali jsme matice podobností, 
které jsme následně porovnali. V další části diplomové práce jsme se zaměřili na shlukovou 
analýzu, kde jsme využili matice podobností, které jsme získali z několika vybraných signálů 
ze standardní databáze CSE pomocí dynamického borcení času a otestovali jsme na nich 
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Seznam symbolů, veličin a zkratek 
 
EKG   elektrokardiogram 
DTW  dynamické borcení času 
X  referenční vektor 
Y  testovací vektor 
D  matice lokálních vzdáleností  
G  matice kumulovaných vzdáleností 
P  hodnota podobnosti 
K  počet vzorků podobnosti 
Wa  symetrická váhová funkce 
Wb1  asymetrická váhová funkce 
Wb2  asymetrická váhová funkce 
x(k)  transformační funkce pro referenční vektor 
y(k)  transformační funkce pro testovací vektor 
α  hodnota kdy dochází k poslednímu správnému spojení shluků 
β  hodnota kdy dochází k prvnímu nesprávnému spojení shluků 
w   vhodné číslo, větší než rozdíl X a Y 
A  shluk 
B  shluk 
na  počet objektů ve shluku A 
nb  počet objektů ve shluku B 
xai  i-tý objekt ze shluků A 
xbj  j-tý objekt ze shluku B 
 
 
 
 
