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Abstract 
This paper describes an operability analysis and control structure design for handling membrane leakage 
in a hydrogen membrane reactor (HMR) as used in an integrated reforming combined power cycle 
(IRCC) based on natural gas as fuel. For this type of reforming to be competitive to power generation 
with carbon capture, low costs and emission of CO2 and NOx is required. Further, high operability and 
robustness is also required. This is achieved through an understanding of the system dynamics and robust 
control structure design. 
The overall aim of the work is to improve the operability of such gas power plants under membrane 
leakage, which may cause detrimental hot areas in the reactor. Good operability means essentially that a 
plant can be operated easily, i.e. it can cope with disturbances, offsets and other uncertainties with the 
smallest possible profit loss and without frequent shutdowns. This is obtained both through design of the 
process itself and design of the control system. An important ingredient is the use of a dynamic, control 
relevant simulation model. The paper presents an analysis of how the control objective affects the choice 
of control structure for the HMR process and the control performance under membrane leakage. Also, the 
effect on CO2 capture is shown.  
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1. INTRODUCTION 
Hydrogen membrane reactors (HMR) belong to a class of reactors for power processes that are known as 
catalytic membrane reactors. These power processes use natural gas (NG) as energy source, which 
includes methane as the main component. The reactors perform steam methane reforming (SMR) with a 
H2 separating membrane and a combustion chamber which burns the separated H2 with supplied air to 
supply heat to the endothermic SMR reactions. High yield can be achieved with these processes [1]. 
Application of these reactors in power processes is fairly new concept that has emerged with the need to 
capture and store CO2 to mitigate global warming. These processes are known as a pre-combustion 
decarbonization type of processes, which means that CO2 is separated before combustion. Hence, the 
remaining fuel is a H2 rich gas. The HMR unit as studied here was presented by Aasen et al. [2], [3]. 
 
One critical operational problem with HMR is degradation of the membrane leading to an unwanted 
leakage of gas through the membrane. A typical scenario is that small cracks in the membrane or its 
sealing develop gradually during operation such that gas leaks into the permeate side. Such cracks may 
stem from the fabrication of the membrane or from the mounting operation of the unit. A more dramatic 
scenario is a sudden crack caused by for instance some impurity particles in the gas or spikes in the inlet 
pressure and temperature. In any case, the resulting increased combustion of H2 at the location near the 
leakage will increase the temperature locally to values that may destroy the membrane and/or the catalyst. 
Such temperature peaks are known as hot spots. 
 
Given such disturbance scenarios, an important question is whether it is possible to reject the hot spots 
and the effect of the leakage on the process efficiency and CO2 capture by feedback control. A second 
key question is whether this is possible using as few measurement sensors as possible located in the outlet 
flows of the reactor.  
 
To answer these questions, we perform an operability analysis. Operability is the ability (goodness) of a 
system to be operated as required under disturbances and set point changes ([4-6]). In process operation 
steady state requirements imply the ability to bring the process to different steady state conditions within 
the operating envelope. Dynamic requirements imply smooth and fast transition between steady state 
conditions and limit the effect of disturbances on key variables.  
 
The first part of the operability analysis may include a step response analysis to determine the degree of 
linearity. This property simplifies the succeeding analysis by providing us with a broad set of well proven 
analysis tools derived for linear systems provided the system is sufficiently linear. One of these tools that 
we use in this study is the self-optimizing control methodology as developed by Skogestad and co-
workers [7] [8] [9].  
 
A simulation model of an HMR process as developed by Michelsen et al. [10] has been a basis for the 
study. This is a causal, dynamic, distributed model consisting of mass and energy balances for the process 
and permeate gases, the membrane and the solid reactor structure serving as a mechanical support to the 
membrane. A similar study of a Hydrodealkylation (HDA) process was made by de Araújo et al. [11]. 
The literature contains a number of other similar control structure design studies of various types of 
industrial process plants. For instance, Michelsen et al. [12] studied control design of an LNG plant. Zhao 
et al. [13] made a study of the same HMR based power cycle as studied in this paper using a simpler 
dynamic model. 
 
In the following, section 2 describes the power cycle plant, the HMR unit and the simulation model. 
Section 3 shows some model responses to membrane leakage to illustrate its effect on the process without 
control actions. In section 4, an analysis of step responses is given. Input variable for the analysis is the 
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air flow rate, which is used as control input. Section 5 and 6 describe various control structure designs for 
the HMR unit, including a self-optimizing control design approach. Section 7 discusses the results and 
suggests some extensions of the analysis. Finally, some conclusions are drawn in section 8.  
 
2. THE POWER CYCLE PROCESS AND THE HMR MODEL 
2.1 Power cycle description 
The HMR based gas power cycle plant consists of reformers, heat exchangers, separation units, 
compressors, gas and steam turbines and a heat recovery system. Figure 1 shows a scheme of the part of 
the process that is focused here. 
 
Figure 1: Sketch of the power plant with HMR syngas reactor and separate CO2 removal unit, from Smith 
et al. [3]. 
 
In the process to produce synthesis gas, natural gas is first saturated with steam and pre-reformed at about 
500 °C in order to convert higher order (heavier) hydrocarbons to methane. The gas is then further heated 
and reformed to convert as much methane to hydrogen as possible in the HMR unit. This is done on the 
retentate side of the hydrogen conducting membranes by steam methane reforming (SMR) at about 1000 
°C. The SMR reactions are rate limiting. Compressed air drawn from the gas turbine compressor is 
supplied to the permeate side of the HMR reactor. Permeated hydrogen is combusted, consuming 
approximately all oxygen in the air stream. This gives “CO2 free” heat for the endothermic SMR 
reactions leading to an energy efficient process with high CO2 capture capability as the syngas is 
generated with high concentrations of H2, CO2 and CO. Efficient utilization of this syngas is important to 
achieve an efficient pre-combustion process (Smith et al. [3]). Further, the syngas is fed via several heat 
exchangers to a medium and a low temperature water gas shift (WGS) stage converting CO to CO2. The 
purpose of the heat exchangers is to cool the gas from about 1000 °C down to the preferable WGS 
operating window between about 200 – 400 °C. The main reactions are given by: 
 
CH4 + H2O ==> CO + 3 H2  (SMR)  
CO + H2O ==> CO2 + H2   (WGS)  
750ÛC 
1080Û& 
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C H4 + 2 H2O ==> CO2 + 4H2  
2 H2 +O2 ==> 2 H2O   (H2 combustion)  
 
The outlet gas from the permeate side contains mainly H2O and N2 and is used to dilute the hydrogen fuel 
recovered in the CO2 removal process. CO2 removal may be performed by using a conventional 
absorption unit, a CO2 membrane or a hydrogen membrane. Since syngas and air is processed separately, 
and the high temperature air steam from HMR permeate side is fed directly to combustion chamber for 
the gas turbine, the heat recovery will be very efficient. In addition, the higher CO2 concentration will 
allow a more efficient CO2 separation as compared to conventional reformer designs e.g. auto-thermal 
reformers (ATR). This gives an overall efficiency, defined as electric power output/ fuel low heating 
value, including compression of CO2 to 150 bar close to 50% for a 370 MW plant.  
 
2.2 HMR model 
There are some important model and simulator requirements for the self-optimizing control design 
analysis. First, a causal model is needed. This means that the model has to be formulated such that the 
effect of input changes, i.e. manipulated and disturbance variables, on the measurements can be 
calculated. Secondly, the optimization calculations may have to handle discontinuities. Typically, 
commercial design simulators such as HYSYS have a hard time handling these requirements. Hence, the 
basis for the presented analysis is a new mathematical model based on first principles developed in 
MATLAB/SIMULINK. 
 
SMR is among the most common technologies for converting methane to carbon monoxide and hydrogen. 
A number of 1-D first principles based dynamic models of large scale SMR processes for refineries etc. 
have been developed during the past decades, see Alatiqi et al. [14], [15]. A much referred kinetic model 
was developed by Xu and Froment [16], [17]. Simulation of the SMR process using generic software 
packages for chemical engineering applications have also been performed, see e.g. Kolios et al. [18]. All 
these were distributed models. 
 
The HMR reactor concept is based on a square channel monolith structure. The monolith has porous walls 
and serves as a mechanical support to a thin membrane (30-ȝPZKLFKLVFRDWHGLQHDFKVHFRQG
channel according to the checkered pattern. Inlet and outlet manifolds separate the process and sweep 
gases from two single channel streams into two checkerboard patterned multi channel streams, see Figure 
2. The monolith configuration secures a compact reactor design, i.e. high membrane surface area to 
reactor volume ratio, and is ideal for integrated transfer of ions and heat.  
 
 
Figure 2: The HMR module design based on a square channelled monolith with gas distribution 
manifolds at each end (from Vigeland et al. [19]). 
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The simulation model as used in this study was developed by Michelsen et al. [10], and describes 
dynamic mass and energy balances for the process and permeate gases, the membrane and the mechanical 
support to the membrane. The model is distributed axially for a pair of channels, i.e. one for the process 
gas and one for the sweep gas. The model includes temperatures, flow velocities and the seven gas 
components water, carbon monoxide, carbon dioxide, hydrogen, methane, oxygen and nitrogen as time 
differential variables. The model was implemented in Matlab and verified against an in-house steady state 
Aspen Plus model of the same unit. The parameters of the dynamic model were tuned to match the steady 
state operating points to the Aspen model. Important parameters for the dynamics include heat transfer 
coefficient and heat capacity in the support material. These were chosen in accordance with Statoil and 
from thermodynamic tables. 
 
2.3 Operational issues 
The oxygen to carbon ratio O/C and the steam to carbon ratio S/C are normally degrees of freedom that 
are used for control. Controller set points have to be adjusted according to the turbine load, the 
characteristics of the process units and within the constraints as defined below.  
 
x The HMR temperature should be constrained by an upper limit of about 1100 °C to avoid 
damage of the membrane and catalyst materials. 
x Less than 50% hydrogen in the fuel to the combustor. This secures low NOx emissions. 
x The differential pressure across the HMR membrane should be low in order to prevent cracks 
that will cause leakage through the membrane or sealing. Nominally, the differential pressure 
should be about 1 bar. The upper limit has to be found by more tests on the membrane. 
x S/C should be higher than 1.5 to avoid coke formation. There is also an upper bound to prevent 
catalyst activity deterioration. 
 
Normally, S/C of about 2.0 and O/C of about 1.0 are appropriate values. Implementation errors include 
control input deviation and measurement errors. Input deviation is not focused in this study.  
 
 
2.4 Process disturbance 
Disturbance variables (DVs) may include exogenous changes affecting the system, process changes, 
changes in the specifications (constraints) and changes in the parameters (prices) that enter the objective 
function. They may also include parameter variations in the process. Membrane leakage is regarded as a 
main disturbance and is the focus of this study. Other important disturbances that are disregarded in this 
study include load changes and variations in the methane content in the natural gas. We assume leakage 
of H2 only, and that this is caused by a sudden crack described by a positive step change of 0.005 
kmol/(m·s) in the permeability parameter AH, which affects the hydrogen flux through the membrane in 
kg/(m2s) given by: 
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The permeability of hydrogen QH [kmol/(m·s)] and the constant kH depend on the temperature by the 
Arrhenius coefficients:  
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R is the molar gas constant, T temperature and the nominal parameter values for AH, EH, HH and SH are 
documented by Michelsen et al. [10]. 
 
The crack is assumed to occur simultaneously in all membranes between each pair of process gas and air 
channels at a point in the middle of the reactor. This is a simplification caused by the model, which 
conceptually describes one single representative pair of channels in the reactor. The step change 
corresponds to 150% permeability increase from the nominal value of AH. prl,H2 and psl,H2 [bar] are the 
partial hydrogen pressures at each side of the membrane, Gxm is the membrane thickness [m] and MH2 is 
the mole weight of hydrogen [g/mole].  
 
 
3. RESPONSES TO MEMBRANE LEAKAGE 
This section shows the uncontrolled effect of the leakage as described in the previous section, on the 
process. The simulation scenario illustrates and explains the problem that we seek to solve by closed loop 
control. The leakage causes a spike in the hydrogen flux through the membrane in the middle of the 
reactor at the location of the crack. Figure 3 shows the dynamic trend of the axial profile of the support 
temperature. The hydrogen concentration in the support increases, especially at the location of the 
leakage. As a result, more oxygen is combusted and the temperature increases considerably at this 
location. This temperature peak is what is known as a hot spot. Since all the available oxygen is 
combusted, there is no oxygen left downstream of the leakage. Hence, the temperatures in that section, 
and thus in the outlets, are reduced. Although more methane is converted and thus more hydrogen is 
generated, less hydrogen is left in the process gas, i.e. at the retenate side. Thus, the hydrogen 
concentration in the section downstream of the leakage decreases. The resulting increase in the hydrogen 
concentration in the exhaust gas gives higher exhaust flow rate, see Figure 6. 
 
4. STEP RESPONSE ANALYSIS 
A ±10% step change has been made in the air flow rate. The initial conditions were given by the optimal 
state point in section 5. The responses are quite linear with first order like responses in the temperature, 
and second order type responses in the flow rate and hydrogen concentration in the exhaust gas. The 
dominating time constant for the temperature is less than 1 minute, while it is only about 1 second for the 
flow rate and hydrogen concentration. This shows that the thermodynamic effects are the dominating 
factors for the process dynamics. The short time constants are due to the thin support material. Step 
response analysis is important for deciding the complexity of the control structure. Since the responses 
are close to linear, conventional PI control is satisfactory (see any textbook on basic control theory). 
 
5. SELF-OPTIMIZING CONTROL DESIGN  
This section shows a self-optimizing control design analysis of the HMR unit. The methodology of self-
optimizing control as applied in this study is based on the work by Halvorsen, Alstad and Skogestad [7] 
[8] [9]. The basis for this methodology is to choose CVs such that changes in process disturbances and 
other uncertainties give minimum operational loss. A set of CVs as linear combinations of measurements 
is found which, when kept constant despite disturbances, uncertainties and noise, provides acceptable loss 
in comparison with the use of an online optimizer that gives optimal operation. This reduces the need for 
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on-line re-optimization. This makes the final control implementation simple as compared to more 
advanced optimization based control methods such as model predictive control (MPC). 
 
First, a description of a profit function is given. Next, disturbance and measurement noise perturbations 
are described. Finally, results of the calculations are shown. 
 
 
 
Figure 3: Dynamic profile of the temperature in the support in response to a crack in the membrane in the 
middle of the reactor. 
 
 
5.1 Profit function 
Self-optimizing control design starts with defining a profit function for the optimization. In this case, it is 
given by the difference between income from production of hydrogen and the costs that are required to 
produce the hydrogen, which include natural gas, steam and compressed air: 
 
2 2   H H NG NG steam steam air airJ q v q v q v q v                                             (3) 
 
q and v are the flow rates [kg/h] and unit prices [NOK/kg] of H2, natural gas, steam and compressed air. 
Prices are assumed constant; 25 NOK pr Sm3 for natural gas, 40 NOK pr kg hydrogen, 0.5 NOK pr 
kmol/h steam and 0.2 NOK pr kmol/h for compressed air.  
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Important constraints in the process variables are listed in section 2. In addition, limits for input values 
(which in practice are related to valve openings) are input constraints for the HMR. Degrees of freedom 
are the flow rates of compressed air and steam, which affect the O/C and S/C ratios.  
 
Figure 4 shows the profit function J as function of the O/C and S/C ratios within the normal operating 
range.  
 
The optimum operation of the HMR for the chosen objective function and parameters is located at 100% 
S/C within this range. This means that it is optimal to operate with as much steam as possible and use the 
oxygen flow rate as manipulated variable for control. Hence, in the further analysis, the steam flow is 
constant corresponding to S/C=2.3, which is a normal operating point for these processes as mentioned 
above. Further, J as function of O/C is used for optimization of the control input. In this case, the nominal 
optimum is located at O/C=0.86. Note, however, that the optimum operation for the HMR is not 
necessarily the same as the optimum operation of the power plant, which will depend on the objective 
function of the power plant. 
 
 
5.2 Case description 
Location of measurement sensors for control purposes is an important decision in plant design with 
respect to minimization of investment costs. Connecting sensors to pipes between process units is 
normally cheaper than including them internally in the process units. Hence, we first assume 
measurements in each of the two outlet streams from the HMR unit, and start out with a large vector of 
candidate measurements consisting of temperatures, flow rates and concentrations of methane, hydrogen, 
water, carbon monoxide and carbon dioxide in the process gas, and concentrations of oxygen, hydrogen 
and water in the exhaust gas. This gives a total of 12 candidate measurements. The analysis finds the 
important variables to measure for control such that the measurements with minor significance can be left 
out in the final implementation. The measurement vector is scaled by the assumed maximum values for 
the respective measurements. 
 
The MV (O/C ratio) and the disturbance are perturbed by 1% from their nominal operating value. While 
the MV is perturbed both in positive and negative directions, the disturbance is only perturbed in the 
positive direction as negative leakage does not give any physical meaning in the case of describing 
membrane leakage. Small perturbations are chosen in order to make small linearization errors. Note that 
this perturbation value for the leakage, which does not lead to a serious hot spot in the reactor, differs 
considerably from that described in section 2, which corresponds to about 25 times increase in the 
hydrogen flux and leads to a serious hot spot. It should, however, be noted that the results in this section 
do not differ considerably from the results of perturbing the model with that large disturbance as the sets 
of optimal measurements are the same whereas the linear combination of them differs only somewhat. 
The magnitudes of the measurement errors include 3% error for the temperature measurements (such 
sensors have often good accuracy) and concentration, and 5% error for the flow rate measurements. 
 
 
5.3 Calculation of the optimal minimal measurement combination as controlled variable 
The average loss Lav has been calculated as function of number of measurements selected in a 
measurement combination as controlled variable. The measurement selection is made by starting out with 
the vector of candidate measurements, i.e. all the twelve measurements, ny = 12. Then, the vector of 
candidate measurements was reduced successively according to the procedure as described by Michelsen 
et al. [12]. It appears that Lav decreases considerably from ny = 1 to ny = nu+ nd = 2, i.e. for a number of 
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measurements corresponding to the zero disturbance sensitivity case. A result of this analysis is that a 
reasonable number of measurements in this case are three.  
 
Eqs. (4)-(5) show the optimal c calculated by the two different approaches of not including disturbance 
and including disturbance, see Michelsen et al. [12].  
 
4 110.70 0.71  Hoc y y                                                            (4)     
 
1 2 40.56 0.58 0.59   Hcc y y y                                               (5) 
 
This means that the measurement number 4, and 11 constitute the optimal measurement combination c in 
the zero disturbance sensitivity case, while measurement number 1 and 2 (the outlet temperatures) are 
used to minimize the effect of measurement errors, see Table 1. These are reasonable combinations since 
leakage will obviously increase the hydrogen concentration and thus the total flow rate at permeate side, 
and also the outlet temperatures as shown in Figure 6.  
 
 
Figure 4: The profit as function of O/C and S/C ratios 
 
 
Table 1: Description of measurements in the optimal measurement combinations 
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Measurement number Description 
1 Outlet temperature at retenate side 
2 Outlet temperature at permeate side 
3 Outlet flow rate from retenate side 
4 Outlet flow rate from permeate side 
5 Outlet water concentration at retenate side 
6 Outlet monoxide concentration at retenate side 
7 Outlet carbon dioxide concentration at retenate side 
8 Outlet hydrogen concentration at retenate side 
9 Outlet methane concentration at retenate side 
10 Outlet water concentration at permeate side 
11 Outlet hydrogen concentration at permeate side 
12 Outlet oxygen concentration at permeate side 
 
 
Other combinations of measurements can be found for cHc in Eq. (5) depending on the amount of 
measurement noise that affects the involved measurement sensors. 
 
 
5.4 Verification of the null-space method based control design 
This section seeks to verify the control structure based on the zero disturbance case as described in the 
previous section. Verification is made by dynamic simulations of the non-linear model. The simulations 
also include scenarios where the current HMR model is embedded into a dynamic simulator of the part of 
the power cycle plant that include the HMR, CO shift and CO2 separation units as shown in Figure 1. The 
plant model was developed by Zhao et al. [13]. At the nominal optimal operating point, the CO2 capture 
ratio (defined as the ratio between the captured CO2 and the carbon content in the natural gas) is about 
90% for this plant model. This agrees with the results by Smith et al. [3]. 
 
Since the self-optimizing approach is local and linear, it is important to verify the results using the non-
linear model. Although the optimal c can be controlled by a conventional proportional-integral (PI) 
controller with zero steady state control error for rejection of the membrane leakage, there is a certain loss 
at the optimum operating point due to non-linear effects. By keeping c at its optimal set point, the loss is 
calculated as the reduction in profit from the optimum obtained at steady state as response to the 
membrane leakage.  
 
In the case of 1% leakage as used in the self-optimizing control design, the loss is about 1.3%. This is 
acceptable as the perturbation is within a range where the model is fairly linear. The difference between 
closed loop control and no control is, however, negligible. This is also the case with the large disturbance 
value as described in section 2, where non-linear effects are expected. Perturbation of the model with this 
leakage value gives about 17.5% loss in the case of self-optimizing control. The same scenario without 
feedback control gives about 17.6% loss. Hence, there are considerable non-linear effects at this large 
disturbance.  
 
Figure 5 shows the controller variables in the closed loop control case and the no control case with the 
large leakage. As c is controlled to its setpoint at about -64.6% at steady state with a fast and smooth 
transient, the controller decreases the air flow rate to compensate for the disturbance. This is an example 
of good operability as discussed in section 1. In comparison, there is a considerable steady state offset in c 
in the case of no control (constant air flow rate). Note that the reduction in air flow rate has two opposite 
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effects on the temperature; (i) reduced cooling of the reactor and (ii) reduced oxygen feed to the 
combustion reaction. Figure 6 shows some of the outlet variables for the same scenarios. The outlet 
temperature is reduced also in the feedback case. There is a considerable undershoot in the temperature 
response, which is not considered as an operational problem (see section 3 regarding the other responses). 
The lower two plots are consistent with cHo in Equation (4). Since the conversion of methane is increased 
with the leakage, more CO2 is produced. Hence, more CO2 is also captured. This is shown in Figure 7. 
The CO2 concentration is measured downstream of the low temperature CO shifter, see Figure 1. 
However, the hot spot is nearly unaffected by the control action. This is not shown here. 
 
Figure 5: Controlled variable c and air flow rate as manipulated variable for control in closed loop control 
case and no control case 
 
182   Finn Are Michelsen et al. /  Energy Procedia  23 ( 2012 )  171 – 186 
Figure 6: Outlet variables in closed loop control case and no control case 
 
6. CONTROL STRUCTURES WITH SINGLE MEASUREMENT CONTROLLED 
VARIABLES  
Since the hot spot is nearly unaffected by the control action using the self-optimizing control strategy 
above, a better approach to reject the hot spot is to control the temperature at the location of the hot spot, 
Ths, when this is available as measurement or can be estimated. This control strategy rejects totally the 
hot spot in the case of the large leakage by reduction of the air flow rate. This leads to reduced outlet 
temperature and thereby reduced conversion of methane, produced H2 and plant efficiency and capture 
rate of CO2. Note that the CO2 concentration in the process gas from the HMR is increased at lower 
temperatures due to the water gas shift reaction. CO2 change from LTS means the steady state change in 
the CO2 concentration in the outlet from the CO shifter units. We assume that the produced power from 
the gas turbine is proportional to the H2 concentration in the syngas from the reformer, given all inlet 
variables constant (flow rates, temperatures, concentrations compressor speeds etc.). Hence, a reduction 
in plant efficiency is defined as the percentage reduction in the H2 concentration in the process gas from 
the HMR.  
 
A scenario has also been run with control of outlet exhaust temperature Tout. This control strategy does 
not reject the hot spot and also leads to reduced plant efficiency and increased production of CO2. Table 2 
summarizes the steady state effect of these control alternatives in the case of the large leakage. Loss is 
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related to J in Eq. (3). Hot spot is defined as the increase of  Ths from the steady state temperature before 
the leakage. NC denotes no closed loop control actions. 
 
Table 2: Effect of various control alternatives on performance variables  
 
 cHo Ths Tout NC 
Loss [%] 17.5 46.1 20.0 17.6 
Hot spot [ºC] 231.4 0.0 257.1 234.6 
Efficiency change [%] -10.8 -28.4 -12.3 -10.9 
CO change from  HMR [%] 1.4 -53.6 6.4 2.2 
CO2 change from HMR [%] 5.5 41.2 -0.2 4.7 
CO2 change from LTS [%] 8.6 -19.5 10.7 8.9 
CO2 capture ratio [-] 0.02 -0.23 0.03 0.02 
 
 
 
Figure 7: CO2 concentration after the CO shifter and the CO2 capture ratio in the separation unit in closed 
loop control case and no control case 
 
7. DISCUSSION 
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Self-optimizing control design methodology is generally a powerful tool for designing robust control 
strategies without the need for re-optimization of controller setpoints. Even though this type of analysis 
did not lead to a robust control strategy for membrane leakage in this study, the analysis clearly shows 
that control performance depends on the actual process disturbance, available manipulated variables for 
control, candidate measurements, noise, constraints and the optimization/control objective (profit 
function). These factors decide what to control, i.e. which are the best controlled variables. 
A limitation with the current self-optimizing control design methods is that they are based on steady state, 
local, linear analysis. Hence, there is no guarantee that the controlled variables are globally optimal. 
However, they give an indication of how sensitive they are to disturbances and measurement error. 
Further, if the self-optimizing control analysis is part of a plant design procedure, it can be used to 
determine where to place measurements in the plant. Given the ability with a process model to put sensors 
at any location in the plant or given the ability to put sensors at specific locations in the plant, it is 
valuable to know what the best available subsets of measurements are, which should be combined as 
controlled variables c. In this study, we use the successive selection method as proposed by Michelsen et 
al. [12]. The principle of this method is that the measurement which affects c with the smallest factor is 
rejected from c as this measurement is assumed to be not important for c. This procedure is repeated until 
there is a substantial increase in the loss by rejecting one more measurement from c. Thus, the resulting c 
includes the minimum best combination of measurements with respect to minimizing the profit loss. 
 
The simulation scenarios show that membrane leakage in the middle of the reactor is a very severe 
disturbance to this reactor, and closed-loop control for rejection of membrane leakage is not a trivial task. 
Hence, control of outlet variables is not an effective strategy for rejection of hot spots due to this 
disturbance. The best strategy as studied is to control the temperature at the location of the leakage. With 
this control strategy, the total CO2 production from the CO shifters is lowest. However, the efficiency 
loss is largest and the CO2 capture ratio is smallest for this control strategy.  
 
An apparently surprising result from the previous section is that the case of no control gives about the 
same dynamic and steady state performances as in the case where c is controlled using a self-optimizing 
control design. Another apparently surprising result from the same scenario in the case of the large 
leakage is that one of the main objectives for the control action, namely damping of the hot spot, has not 
been made. The reason to this is that c is designed to minimize the loss of J, and not to minimize hot 
spots. J given by Eq. (3) is reasonable for normal operation where changes in load and gas feed, e.g. 
methane content, are disturbances. Further, Ths is not included in the set of candidate measurements. 
However, by including this temperature in that set, this temperature is selected as the fifth most important 
measurement among the candidate measurements. This means that it is not included in c in the two design 
methods as described in the previous section. The reason to this is that the loss is not very sensitive to Ths, 
although J is sensitive to the leakage. 
 
Alternatively, by including Ths in the objective function for instance as the difference between a critical 
limit 900 ºC for Ths and the actual Ths, this objective function has its optimum at the constraints, i.e. at 
maximum S/C and maximum O/C ratios. Hence, none of the available degrees of freedom are useful for 
optimized closed loop control with this control objective. 
 
Since it is practically impossible to know where these types of leakages will occur, it is difficult to 
measure the resulting hot spots in a real application. The implication of this is that the objective function 
should include an estimate of the hot spot, which may be based on a simplified model of the reactor. The 
objective function should be formulated such that there is a least one degree of freedom available for 
optimized closed loop control. Using the natural gas flow rate as a third control input should be 
considered for this study. Further, this estimate should be included as a candidate measurement for 
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calculation of the optimal controlled variable c. As a result, control of c should also handle load and feed 
changes. This will be pursued in a subsequent publication. 
 
Closed-loop control for rejection of membrane leakage may not be a feasible solution. Alternatively, 
membrane leakage may instead be regarded as a process fault rather than a regular process disturbance. 
Thus, this type of process upset should possibly be handled by fault detection, diagnosis and process 
interventions such as shut-down as a worst case solution. 
 
One important limitation with the HMR model is that the set of channels is assumed to be homogenous 
such that one pair of process gas and air channels describes a representative set of channels. Hence, a 
relevant extension of the model is to describe the channels individually such that a distribution of 
membrane cracks can be simulated. With this extension a more realistic scenario can be analysed. 
Another limitation with the model is the assumption of hydrogen leakage only. By including the other gas 
components in the leakage flow, the calculated effects of leakage will be more accurate, although the 
qualitative effects will possibly be the same.  
 
Another limitation with the model is that the axial gradients in the bulk pressures are neglected. By 
calculating these pressures, a control strategy including the outlet pressure at the permeate side will 
probably not give better performance as compared to those studied here, although the response time will 
be short and similar to those for the concentrations and flow rate as discussed in section 4. 
 
Finally, it has to be emphasized that although the current study involves only a few units in the power 
plant, the full implication of a failure in one unit cannot be evaluated without including a model of the 
whole plant. However, the approach made in this study is valuable in that it gives an indication of the 
severity of membrane leakages. 
 
8. CONCLUSION 
This paper shows effects of membrane leakage in an HMR.  Control performance with various control 
strategies is analysed. The analysis is based on a rigorous distributed dynamic model of the unit, which 
gives physical insight and a good basis for operability analysis and control design studies. Rejecting hot 
spot effects of leakage by using feedback control turns out to be a very challenging task. A suitable profit 
function is essential for application of self-optimizing control design. Using outlet variables as controlled 
variables is not an effective strategy for controller design for this type of disturbance. Embedded sensors 
in the reformer are needed for control of hot spots. Then, reduced CO2 production can be achieved. 
However, this requires sensors located close to the location of where leakage will occur. For this, 
advanced instrumentation or estimation techniques are needed. Even this control strategy gives reduced 
plant efficiency as a consequence of membrane leakage.  
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