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Abstract
A pair of m× n matrices (A,B) is said to be rank-sum-maximal if ρ(A+ B) = ρ(A)+
ρ(B), and rank-sum-minimal if ρ(A+ B) = |ρ(A)− ρ(B)|. We characterize the linear oper-
ators preserving the set of rank-sum-maximal pairs over any field and the linear operators pre-
serving the set of rank-sum-minimal pairs over any field except for {0, 1}. The linear preservers
of the set of rank-sum-maximal pairs are characterized by using a result about rank preservers
proposed by Li and Pierce [Amer. Math. Monthly 108 (2001) 591–605], and thereby the linear
preservers of the set of rank-sum-minimal pairs are characterized. The paper can be viewed as
a supplementary version of several related results.
© 2003 Elsevier Inc. All rights reserved.
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1. Introduction
Suppose F is an arbitrary field. Let Mm,n(F) be the set of all m× n matrices
over F, and let  be its subset consisting of all matrices of rank one. Let Eij be
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the matrix in Mm,n(F) which has 1 in the (i, j) entry and is 0 elsewhere. For a
matrix A ∈ Mm,n(F), ρ(A) denotes the rank of A. We say that a pair of m× n ma-
trices (A,B) is rank-sum-maximal if ρ(A+ B) = ρ(A)+ ρ(B), rank-sum-minimal
if ρ(A+ B) = |ρ(A)− ρ(B)|, and rank-subtractive if ρ(A− B) = ρ(A)− ρ(B).
Let + (respectively, −) be the subset of Mm,n(F)×Mm,n(F) consisting of all
rank-sum-maximal (respectively, rank-sum-minimal) pairs.
Recall that a linear operator T : Mm,n(F)→ Mm,n(F) is said to preserve the set
+ (respectively, −) if T (+) ⊆ + (respectively, T (−) ⊆ −). When F is
an algebraically closed field, Beasley [1] characterized the linear preservers of the
set +. In [2], Beasley, Lee and Song characterized the linear preservers of the set
− over any field with at least min(m, n)+ 2 elements and of characteristic not 2,
and thereby generalized the result in [1]. Guterman [4], assuming m = n and F is
any field with more than n elements, found the invertible linear preservers of either
the set + or the set of all rank-subtractive pairs. Tang and Cao [6], when n = m,
characterized the injective additive preservers of either the set + or the set of all
rank-subtractive pairs.
In the next section, the linear preservers of the set+ over any field F are charac-
terized. The characterization is done by using a result about rank preservers proposed
by Li and Pierce [5]. As applications, in Section 3, the linear preservers of the set
− over any field except for {0, 1} are characterized by reducing them to the linear
preservers of the set +. Moreover, the linear preservers of the set of all rank-sub-
tractive pairs can also be characterized by reducing them to the linear preservers of
the set +; however, we prefer to omit it since the approach is the same as that in
[4].
Based on the above statement, the paper can be viewed as a supplementary version
of [1,2,4,6].
2. Linear operators that preserve the set +
This section characterizes the linear preservers of the set+ over any field F. We
first state the following theorem proposed by Li and Pierce [5] (also see [3] for the
case m = n).
Theorem 1 [5,Theorem 3.1]. Let F be any field. Then a linear operator φ on
Mm,n(F) satisfies
ρ(φ(A)) = ρ(A) for all A ∈ Mm,n(F) (1)
if and only if there exist invertible matrices M ∈ Mm,m(F) and N ∈ Mn,n(F) such
that
φ(A) = MAN for all A ∈ Mm,n(F) (2)
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or
m = n, φ(A) = MAtN for all A ∈ Mm,n(F), (3)
where At is the transpose of A.
Based on the above theorem, the linear preservers of the set+ are characterized
as follows.
Theorem 2. Let F be any field. Then T : Mm,n(F)→ Mm,n(F) is a linear operator
preserving the set + if and only if either T ≡ O or T has one of the forms (2) or
(3).
Proof. The “if” part is obvious. Now we prove the “only if” part.
Case 1: Suppose T is not injective. Then T (A) = O for some A ∈ Mm,n(F) with
ρ(A) = s  1. Without loss of generality, we may assume that
T (Is ⊕O) = O, (4)
where the notation ⊕ denotes the direct sum. By the definition of T and (E11, 0 ⊕
Is−1 ⊕O) ∈ +, we have (T (E11), T (0 ⊕ Is−1 ⊕O)) ∈ +, or equivalently,
ρ(T (Is ⊕O))= ρ(T (E11)+ T (0 ⊕ Is−1 ⊕O))
= ρ(T (E11))+ ρ(T (0 ⊕ Is−1 ⊕O)).
This, together with (4), implies ρ(T (E11)) = 0, i.e.,
T (E11) = O. (5)
For any 2  j  n, it follows from the definition of T and (E11 − E1j , Ejj + E1j ),
(E11 + E1j , Ejj ) ∈ + that (T (E11 − E1j ), T (Ejj + E1j )), (T (E11 + E1j ),
T (Ejj )) ∈ +, and hence{
ρ(T (E11 + Ejj )) = ρ(T (E11 − E1j ))+ ρ(T (Ejj + E1j )),
ρ(T (E11 + E1j + Ejj )) = ρ(T (E11 + E1j ))+ ρ(T (Ejj )).
This, together with (5), gives that{
ρ(T (Ejj )) = ρ(T (E1j ))+ ρ(T (Ejj + E1j )),
ρ(T (E1j + Ejj )) = ρ(T (E1j ))+ ρ(T (Ejj )),
which implies ρ(T (E1j )) = O, i.e.,
T (E1j ) = O. (6)
Similarly, for any 2  i  m, there holds
T (Ei1) = O. (7)
Again applying the definition of T and (E1j −Eij , Ei1+Eij ) ∈ + gives (T (E1j −
Eij ), T (Ei1+Eij )) ∈ +, or equivalently, ρ(T (E1j +Ei1)) = ρ(T (E1j −Eij ))+
ρ(T (Ei1 + Eij )). Using (6) and (7) gives ρ(T (Eij )) = O, i.e.,
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T (Eij ) = O. (8)
By the arbitrariness of i and j and the linearity of T , we obtain from (5)–(8) that
T ≡ O.
Case 2: Suppose T is injective. Firstly, for an arbitrary but fixed A ∈ , it is
obvious that there exist matrices B1, . . . , Bmin(m,n)−1 ∈  satisfying (A+∑v−1t=1 Bt ,
Bv) ∈ + for any 1  v  min(m, n)− 1. Using the definition of T yields (T (A+∑v−1
t=1 Bt), T (Bv)) ∈ +, that is, ρ(T (A+
∑v
t=1 Bt)) = ρ(T (A+
∑v−1
t=1 Bt))+
ρ(T (Bv)) for any 1  v  min(m, n)− 1. Furthermore,
ρ
(
T
(
A+
min(m,n)−1∑
t=1
Bt
))
= ρ
(
T
(
A+
min(m,n)−2∑
t=1
Bt
))
+ ρ(T (Bmin(m,n)−1))
= · · ·
= ρ(T (A))+
min(m,n)−1∑
t=1
ρ(T (Bt )).
This, together with the injectivity of T and A,B1, . . . , Bmin(m,n)−1 ∈ , gives
ρ(T (A)) = 1. Thus,
ρ(T (X)) = ρ(X) ∀X ∈ . (9)
Secondly, for an arbitrary but fixedC ∈ Mm,n(F)with ρ(C) = k  2, it is obvious
that there exist matrices D1, . . . , Dk ∈  satisfying C =∑kt=1 Dt and (∑u−1t=1 Dt,
Du) ∈ + for any 2  u  k, and hence T (C) =∑kt=1 T (Dt) and (T (∑u−1t=1 Dt),
T (Du)) ∈ + for any 2  u  k. From which, we have
ρ(T (C))= ρ
(
T
(
k∑
t=1
Dt
))
= ρ
(
T
(
k−1∑
t=1
Dt
))
+ ρ(T (Dk))
= · · ·
=
k∑
t=1
ρ(T (Dt )).
This, together with D1, . . . , Dk ∈  and (9), deduces ρ(T (C)) = k.
Combining the above two aspects yields (1). Theorem 1 gives that T has one of
the forms (2) or (3).
The proof is completed. 
Obviously, Theorem 2 generalizes the related conclusions in [1,2,4,6].
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3. Linear operators that preserve the set −
This section characterizes the linear preservers of the set − over any field F
except for {0, 1}. We first introduce the following lemma.
Lemma 1 [7]. Let F be any field. Then (A,B) ∈ + if and only if there exist a pair
of invertible matrices P ∈ Mm,m(F) and Q ∈ Mn,n(F) such that
A = P(Ir ⊕O)Q, B = P(O ⊕ It )Q, r + t  min(m, n).
The proof of Lemma 1 was given by the author in [7]. However, it was written in
Chinese. To extend the range of readers, the proof is re-written in Appendix. Using
Lemma 1, the following corollary is obtained.
Corollary 1. Let F be any field. Then (A,B) ∈ + if and only if (A, kB) ∈ +
for any k ∈ F.
Based on Corollary 1 and Theorem 2, we have
Theorem 3. Let F be any field except for {0, 1}. Then T : Mm,n(F)→ Mm,n(F) is
a linear operator preserving the set − if and only if either T ≡ O or T has one of
the forms (2) or (3).
Proof. The “if” part is obvious. Now we prove the “only if” part.
For arbitrary but fixed (A,B) ∈ +, it follows from Corollary 1 that for any
k ∈ F we have (A, kB) ∈ +. This implies (A+ kB,−kB), (A+ kB,−A) ∈ −
for any k ∈ F. Using the definition of T , we have (T (A+ kB), T (−kB)), (T (A+
kB), T (−A)) ∈ − for any k ∈ F, or equivalently,
ρ(T (A))= |ρ(T (A+ kB))− ρ(T (−kB))|
= |ρ(T (A)+ kT (B))− ρ(kT (B))| ∀k ∈ F (10)
and
ρ(kT (B))= |ρ(T (A+ kB))− ρ(T (−A))|
= |ρ(T (A)+ kT (B))− ρ(T (A))| ∀k ∈ F. (11)
Case 1. Suppose ρ(T (A)+ k0T (B))  ρ(k0T (B)) for some nonzero k0 ∈ F.
Then, by (10), we have ρ(T (A)) = ρ(T (A)+ k0T (B))− ρ(k0T (B)), and hence
ρ(T (A)+ k0T (B)) = ρ(T (A))+ ρ(k0T (B)), i.e., (T (A), k0T (B)) ∈ +. This,
together with Corollary 1, gives (T (A), T (B)) ∈ +.
Case 2. Suppose ρ(T (A)+ k0T (B))  ρ(T (A)) for some nonzero k0 ∈ F. Then,
by a similar argument to Case 1, we have from (11) that (T (A), T (B)) ∈ + holds.
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Case 3. Suppose ρ(T (A)+ kT (B)) < ρ(kT (B)) and ρ(T (A)+ kT (B)) <
ρ(T (A)) for any nonzero k ∈ F. Then, by (10) and (11), we have{
ρ(T (A)) = ρ(kT (B))− ρ(T (A)+ kT (B))
ρ(kT (B)) = ρ(T (A))− ρ(T (A)+ kT (B)) ∀k ∈ F \ {0}.
Furthermore, ρ(T (A)+ kT (B)) = 0, or equivalently, T (A)+ kT (B) = O for any
nonzero k ∈ F. This, together with F /= {0, 1}, yields T (A) = O. Therefore, (T (A),
T (B)) ∈ + holds.
Combining the above three cases deduces that T preserves the set +. Using
Theorem 2 completes the proof. 
Obviously, Theorem 3 generalizes [2, Theorem 2.2]. Finally, we present the
following corollary.
Corollary 2. Let F be any field. Then T : Mm,n(F)→ Mm,n(F) is an injective
linear operator preserving the set − if and only if T has one of the forms (2)
or (3).
Proof. The “if part” is obvious. Now we prove the “only if” part. The argument
proceeds exactly as in the proof of Theorem 3, except that in Case 3, the injectivity of
T and T (A+ kB) = 0 implies that A+ kB = O. Let k = 1. Since (A,B) ∈ +, it
follows that 0 = ρ(A+ B) = ρ(A)+ ρ(B), so A = B = O. Thus (T (A), T (B)) ∈
+. Therefore, T is an injective linear operator preserving the set +. Using
Theorem 2 completes the proof. 
From the above proof, it is clear that the condition F /= {0, 1} is not necessary in
Corollary 2.
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Appendix
Proof of Lemma 1. The “if” part is obvious. Now we prove the “only if” part.
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Noting that (A,B) ∈ +, the relation r + t  min(m, n) is clear. Let
A = P1(Ir ⊕O)Q1 (A.1)
and
B = P2(O ⊕ It )Q2 (A.2)
be the equivalent decompositions of A and B respectively, where r = ρ(A), t =
ρ(B) and P1, P2, Q1, Q2 are four nonsingular matrices with appropriate sizes. Fur-
ther, let
P−12 P1 =
[
A1 A3
A2 A4
]
, Q2Q
−1
1 =
[
B1 B3
B2 B4
]
, (A.3)
where A2, B2 ∈ Mt,r (F). Combining (A.1)–(A.3) gives
A= P2P−12 P1(Ir ⊕O)Q1 = P2
[
A1 A3
A2 A4
]
(Ir ⊕O)Q1
= P2
[
A1 O
A2 O
]
Q1 (A.4)
and
B = P2(O ⊕ It )Q2Q−11 Q1 = P2(O ⊕ It )
[
B1 B3
B2 B4
]
Q1
= P2
[
O O
B2 B4
]
Q1. (A.5)
Thus,
A+ B = P2
[
A1 O
A2 + B2 B4
]
Q1,
which implies that ρ(A+ B)  ρ(A1)+ ρ([A2 + B2 B4])  ρ(A1)+ t. Using
(A,B) ∈ +, (A.2) and (A.4) yields ρ(A1) = r, i.e., A1 has of full-column rank.
Therefore, there exists a nonsingular matrix P3 such that
A1 = P3
[
Ir
O
]
. (A.6)
Similarly, there exists a nonsingular matrix Q3 such that
B4 =
[
O It
]
Q3. (A.7)
Case 1. Suppose r + s < min{m, n}. Then, by (A.4)–(A.7), we have
A=P2

P3
[
Ir
O
]
O
A2 O

Q1 = P2
[
P3 O[
A2 O
]
It
]
[
Ir
O
]
O
O O

Q1
=P2
[
P3 O[
A2 O
]
It
] [
Ir O
O O
]
Q1
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=P2
[
P3 O[
A2 O
]
It
] [
Ir O
O O
] Ir O[O
B2
]
Q3

Q1 (A.8)
and
B=P2
[
O O
B2
[
O It
]
Q3
]
Q1 = P2
[
O O
O
[
O It
]]

 Ir O[O
B2
]
Q3

Q1
=P2
[
O O
O It
] Ir O[O
B2
]
Q3

Q1
=P2
[
P3 O[
A2 O
]
It
] [
O O
O It
] Ir O[O
B2
]
Q3

Q1. (A.9)
Let
P = P2
[
P3 O[
A2 O
]
It
]
, Q =

 Ir O[O
B2
]
Q3

Q1.
Then the pair of matrices P and Q satisfy the requirement.
Case 2. Suppose r + s = min{m, n}. The proof is similar to Case 1.
The proof is completed. 
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