Data analysts in direct marketing seek models to identify the most promising individuals to mail to and thus maximize returns from solicitations. A variety of criterion can be used to assess model performance, including response to or revenue generated from earlier solicitations. Given budgetary limitations, typically a fraction of the total customer database is selected for mailing. This depth-of-file that is to be mailed to provides potentially useful information that should be considered in model determination. This article presents a genetic algorithm-based approach for obtaining models in explicit consideration of this mailing depth. Issues related to overfitting, common in application of machine learning techniques, are examined, and experiments are based on a real-life data set.
D ata analysts in direct marketing (DM) seek techniques that maximize returns from direct-mailing solicitations. Given the large volumes of data handled, the term database marketing is now more appropriately used to reflect the utilization of databases and wider information technology tools in framing effective marketing strategies. [5] The identification of target audiences for specific marketing promotions involves detailed analyses of the customer database to seek out individuals most likely to respond and generate profits. A key task in the process is the development of models to identify the most promising individuals to mail to.
Models are defined over attributes characterizing potential responders to marketing promotions. Statistical techniques like discriminant analysis, least squares regression, and logit models are commonly used, [16] and in recent years, back-propagation neural networks [27] have been applied. Developed models are used to score individuals in a customer file such that higher scores indicate greater mailing preference. Individuals are then ranked by their modelobtained scores, and the final mailing list determined through mailing-cost and budgetary considerations.
Decision-makers may consider a variety of criteria in attempting to model the "best" individuals. Response models may be built from data identifying individuals as responders and nonresponders-the widely studied two-group discrimination problem-with model scores pertaining to individuals' response likelihood. An alternate objective is to identify individuals with the highest response frequency in previous mailings, or those that have generated most revenue in earlier purchases. Here the dependent variable becomes continuous, and regression models are applicable.
When customer data contains information pertaining to profits/costs associated with individuals, an attractive modeling criterion is to identify individuals such that the overall profit from a mailing, considering promotional costs and purchase revenues, is maximized. This paper considers such profit-models that seek to maximize the overall expected profit from solicitations. Typically, individuals can be identified as either paid responders, unpaid responders, or nonresponders. Non-responders have an associated negative profit related to the cost of mailing, unpaid-responders have a higher negative value as they "take the offer" without fulfilling the commitment, and paid-responders contribute a true profit. Note that profit values may vary within groups-while all nonresponders are associated with the same cost of a mailing, values associated with different paid responders typically reflect their varying purchase levels.
Direct marketers typically have to contend with limited mailing budgets. Given resource limitations, models are thus used to mail to a fraction of individuals in the customer file. For instance, out of a total customer file of a million individuals, resources might permit mailing only to, say, 200,000 of them. Obviously, the most promising 200,000 individuals, as indicated by the model, will be mailed to-in this case, the best 20% of individuals, as ranked by the model (the 20% of the best individuals to be mailed is referred to as the mailing depth or depth-of-file). This depthof-file to which score-ranked individuals are mailed provides potentially useful information that should be considered in model determination.
Potential problems in the use of statistical techniques in DM arise from the typically low response rates (2-4%, or even less) in the data used for model-building. Assumptions inherent in many commonly used statistical techniques are then seriously compromised. Moreover, such techniques do not take into account a crucial criterion used by decision makers in implementing the models, namely, the depth-offile that is to be mailed to.
Massand and Piatetsky-Shapiro [21] note that traditional accuracy estimates in response models are inadequate for maximizing business payoffs and argue for consideration of customer value information during model development. For this they propose the development of separate models using stratified groups of individuals (based on value) from the customer file and combining predictions from the different models. This article considers a direct incorporation of customer value, together with the mailing depth, in model development.
This article presents a genetic algorithm (GA)-based modeling approach that explicitly takes into consideration the depth-of-file information. The focus is on cases where the dependent variable is continuous and represents any performance variable of interest. Specifically, the learning of profit models from data containing profit/cost information on individual customers is considered. The general modeling approach and GA-based learning scheme is, however, applicable to response models too.
The fitness estimation of population members, a crucial aspect of genetic search, is based on two criteria. While the first criterion focuses on maximizing performance at the desired depth-of-file, the second criterion seeks to control overfit to the training data. Experiments with a real-life data set examine tradeoffs between these two, potentially conflicting, objectives. Overfitting to the training data and consequent shrinkage in performance from the training to the test data is common in application of machine learning techniques. [18, 24, 31] In an attempt to further control such shrinkage, we investigate the use of resampling [2, 8, 30] within the genetic learning process and a second set of experiments examines performance enhancements through resampling-based learning.
The following section first looks at performance analysis of DM models and presents the proposed modeling approach. Section 2 elaborates on the use of genetic algorithms for model building. Experimental results are provided in Section 3, followed by a discussion of future research issues.
Decile Analysis and the Decile-Max Approach
Traditionally, classification models are judged by the misclassification rate and the 2 ϫ 2 confusion matrix, and regression models by some estimate of model fit to the data. Model performance assessment, however, also needs consideration of how the model will be used or implemented. Given that DM models are used to identify a subset of the total customers expected to maximize returns from a mailing solicitation, model performance is assessed at different mailing depths. Given any modeling objective (maximizing expected profit, expected responders, etc.), a decision maker would like to know the expected performance at different mailing depths; mailing decisions are then undertaken considering mailing costs and expected returns at different depths-of-file.
A decile analysis [5] is typically used to examine model performance. Individuals are ranked in descending order of their respective model scores-higher scores indicating better performance-and separated into 10 equal groups. Table  I shows a typical decile analysis where the performance objective is profit maximization from a mailing. The first row, or top decile, indicates performance for the best 10% of individuals as identified by the model. The Cumulative Lifts at specific depths of file provide a measure of improvement over a random mailing, and is calculated as:
Cumulative Lift decile ϭ cumulative average profit decile overall average profit ‫ء‬ 100.
Thus, in Table I , a cumulative lift of 212 in the top decile indicates that the model in question is expected to provide a mailing profit that is 2.12 times the profit expected from a random mailing to 10% of the file. Similarly, if 20% of the file is to be mailed, the model is expected to perform 1.48 times better than a random mailing (no model). The cumulative lift at the bottom decile is always 100 and corresponds to a mailing to the entire file. Note that an ideal model should exhibit decreasing performance from the top through bottom deciles-this is not true in the table shown (notice the Total Profit values).
The modeling approach taken in this article seeks to determine models with explicit consideration of the mailing 2 . Because the constant terms in the models do not affect the ranking of the observations, they have been omitted. The ranking of the observations in descending order of model scores are shown in Table IIb ; summing the profits for the top four rows, in this example with 10 observations, gives the profit at the 40% depth-of-file. The OLS model is seen to yield a profit of $28 at the 40% depth-of-file, while the DMAX-40% model gives a larger $32 profit. This is plotted in Figure 1 . Here, the constant terms being irrelevant, the models are shown with intercepts adjusted to indicate the "best" four observations-40% depth-of-fileabove the line. Note that, unlike for the OLS model, there are no error distribution assumptions associated with the DMAX model in Figure 1 .
While a decile analysis considers observations in 10 groups, other grouping schemes can also, in general, be used-a percentile analysis, for example, would consider observations divided into 100 groups. Accordingly, the depth-of-file considered can also be other than strict multiples of 10.
Genetic Algorithms for Optimized Decile Performance
Genetic algorithms provide a stochastic search procedure based on principles of natural genetics and survival of the fittest. They operate through a simulated evolution process on a population of string structures that represent candidate solutions in the search space. Evolution occurs through 1) a selection mechanism that implements a survival of the fittest strategy, and 2) genetic recombination of the selected strings to produce offspring for the next generation. GAs are considered suitable for application to complex search spaces not easily amenable to traditional techniques and are noted to provide an effective tradeoff between exploitation of currently known solutions and a robust exploration of the entire search space. The selection scheme operationalizes exploitation and recombination effects exploration. Goldberg [10] provides a thorough account of the mechanics of genetic search.
Considering the present problem context, each population member can specify a model expressed in symbolic rule form [7, 12, 26] or a weight vector on the predictor variables. [19] This article takes the latter approach and considers models that express a linear combination of attributes (predictors). Such linear models are often preferred for decision making, [16] given the ease of interpretation of results and higher reliability in predicting unseen cases. The use of linear models also allows a direct comparison with traditional statisti- cal techniques commonly in use in DM and helps focus attention on the decile-maximizing approach. Models, in this article, thus specify a vector of weights w corresponding to the attributes, and each population member represents such a weight vector. We restrict each element of w ʦ [Ϫ1, 1], because the weight vector w scores and ranks individuals similarly to w for any ʦ ᑬ, where ᑬ denotes real numbers. Population members are represented directly as real numbers. Though much of the GA literature considers binary encodings, practical applications have shown improved performance with more direct higher level representations. [6, 22] The use of bit-string representations is advocated by the Schema Theorem and consequent principle of minimal alphabets. [10] Recent work, [25] however, reveals how schemalike processing extends to higher level representations, too. More direct higher level representations provide greater intuitive appeal and have been successfully applied across several problem domains. [6, 13, 26] Standard fitness-proportionate selection [10] is used, and an elitist selection strategy is implemented where a certain fraction of the best performing population members is retained intact into the next generation.
Crossover and mutation are the two basic recombination operators. Crossover implements a mating scheme between pairs of "parents" to produce "progeny" that carry characteristics of both parents. Mutation is a random operator applied to insure against premature convergence of the population; mutation also maintains the possibility that any population representative can be ultimately generated. The following specific search operators have been implemented, in consideration of the direct real-string representation: Arithmetic Crossover. [22] Given two parents w 1 and w 2 , an offspring w o is generated through a linear combination of the two parent strings:
Exchange Crossover. Two offspring are created by exchanging uniformly chosen elements of two parent strings as in uniform crossover. [28] For example, given two parent strings ͗s 1 , s 2 , s 3 , s 4 ͘ and ͗t 1 , t 2 , t 3 , t 4 ͘, a set of exchange positions P ϭ { p͉p ʦ {1, 2, 3, 4}} are uniformly randomly chosen. Two offspring are then generated by exchanging the elements of the two parent strings indicated by the P positions. For instance, P ϭ {1, 3} would yield the following two offspring: ͗t 1 , s 2 , t 3 , s 4 ͘ and ͗s 1 , t 2 , s 3 , t 4 ͘. Heuristic Crossover. [33] This operator considers the fitness values of the parents and searches in the more promising direction of the higher fitness solution. Given two parents w 1 and w 2 with fitnesses f(w 2 ) f(w 1 ), an offspring w h is generated as w h ϭ w 2 ϩ rw 2 ؊ w 1 ), where r is a uniform random number in [0, 1]. The offspring replaces the lower fitness parent. Note that this operator can, in general, yield infeasible solutions that violate value range restrictions. In our case, however, adherence to the [Ϫ1, 1] range is not a strict requirement, and the operator is allowed the flexibility of generating solutions where model weights deviate beyond the initial [Ϫ1, 1] range. This operator is noted to be effective in local tuning of search with real-valued representations. [22] Uniform Mutation. A randomly chosen element of a string is replaced by a random value. Nonuniform Mutation. [22] Given a population member ͗s 1 , s 2 , s 3 , s 4 ͘, a uniformly chosen element s k is replaced by
Here, [u, l] represents the legal range of values for each element ([Ϫ1, 1] in our case), and a uniform random choice determines whether the increment or the decrement be applied. The mutation value ⌬(t, x) returns a value in [0, x] that decreases with increasing t. Thus, with t being the number of generations of search, this operator seeks to wider search in the initial stages, but gradually focuses to a more local search as the generations progress. As reported by Michalewicz, [22] the following implementation is used:
where r is uniformly generated in [0, 1], T gives the total number of generations of search, and b is a parameter determining degree of nonuniformity (a value of b ϭ 2 was used for the experiments).
The genetic learning procedure begins with a population of random strings and can be summarized as:
While (not terminating-condition){ evaluate-fitness of population members form mating pool using elitist selection while next-generation population is not full { select two parents for from mating pool for next generation With probability pcross with probability pexchange perform exchange crossover on two parents to get two new offspring, or with probability parith perform arithmetic crossover on two parents to produce one offspring, or perform heuristic crossover on two parents to produce one new offspring With probability pmutate perform uniform mutation on each offspring With probability pnumutate perform nonuniform mutation on each offspring Insert offspring into next generation } } Here, pmutate and pnumutate are the uniform and nonuniform mutation probabilities, respectively. For crossover, pcross is the overall crossover rate that determines whether selected population members undergo crossover; pexchange and parith represent the probabilities of exchange and arithmetic crossover, and heuristic crossover probability is then given by (1 Ϫ pexchange Ϫ parith). The search is terminated after a fixed number of iterations. Other terminating criteria may also be used, for example, deciding to terminate if no improvements in fitness are noticed for a prespecified number of generations; more sophisticated schemes could con-sider population diversity in determining termination. For the experiments reported in this article, the best fitness was seldom noticed to improve beyond around 75 generations, and all runs were thus terminated after 100 generations.
Two evaluation criteria are used in estimating the fitness of each population member, and the fitness function is designed to allow a tradeoff amongst these possibly conflicting objectives. The first criterion pertains to decile performance maximization, while the second seeks to enhance a solution's fit to the data. Model fit to data is estimated from a least-squares perspective, similar to least-squares regression approaches, and was found necessary to counteract an overfitting tendency of models developed solely to optimize performance at a given depth-of-file (decile). Considering a solution specifying a weight vector w for attributes x defining the data, the correlation between ŷ ϭ wx and the actual performance variable values y (in this case, the profit/cost values associated with each data point) is used as an indication of model fit to the data. Higher values thus indicate better fit solutions. Extent of satisfaction of the decile performance objective is determined by the total of the performance value (profit) that a model provides at the specified depth-of-file. Thus, a solution's fitness f is determined as the weighted average:
where N d ϭ d ϫ N gives the number of observations in the top d deciles out of a total of N observations, and ŷ s denotes the requirement that the ŷ values be sorted in descending order prior to summation. The correlation r between the actual and predicted values of the performance variable is obtained in the usual manner. For instance, in the DMAX40% model in the example shown in Table II and Figure 1 , summing the model scores for the top four deciles gives 36.7 (equivalently, $32), and the correlation evaluates to 0.5. The parameters W 1 and W 2 determine the relative importance assigned to the two criteria and can be used to effect varied tradeoff amongst the two criteria. Note that due to different scales in the evaluation of the two criteria, the weights W 1 and W 2 will not, in general, be in the same range; a larger value for W 1 is required for the overall fitness to have equal contribution from the two criteria.
Experimental Results
Experiments were directed at testing the effectiveness of the designed genetic algorithm-based scheme in maximizing performance at different specified depths-of-file. Separate training and holdout (test) data sets were maintained for performance analyses. Over-optimistically high performance levels on the training data accompanied by large shrinkage on unseen data, as evidenced in a number of machine learning methods, [18, 24, 31] can be misleading in the choice of a model for implementation. Because developed models have a predictive purpose in that they are used in selecting people for future mailing solicitations, the cumulative lifts on the unseen test data provide the performance levels of interest; preference is thus for models that exhibit robust performance across the training and test data.
Preliminary experimentation revealed that decile-optimized models often exhibit shrinkage in performance (greater than that for comparable statistical models) from the training to the test data. It was thus deemed necessary to include a second criterion-model fit to data-in the fitness evaluation of solutions. Presented experiments analyze performance across specified decile-levels with varying importance assigned to the two evaluation criteria. A second set of experiments investigates potential performance enhancements through the use of a resampling procedure during training.
The various genetic algorithm parameters were set at values found to yield overall good performance in preliminary experiments and in accordance with usage reported in the literature. [6, 22] The same set of values were used across the different experimental conditions detailed below. The following parameter values were used: population size was set at 50, overall crossover rate at 0.7; uniform mutation rate at 0.2, nonuniform mutation rate at 0.3; and the exchange crossover, arithmetic crossover, and heuristic crossover probabilities set at 0.2, 0.5, and 0.3, respectively; note that these crossover values sum to one, ensuring that one of the operators is applied when individuals are selected for crossover according to the overall crossover rate. Learning was terminated after 100 generations in all cases.
A real-life data set provided for developing mailing models was used for the experiments (data confidentiality reasons prevent further elaboration on the specific attributes; a standard least-squares regression model developed on the same attributes provides a baseline for comparison of the GA-obtained results). This data from a customer database was subjected to the normal exploratory data analyses [29] and variable transformation and reduction procedures, [4] in consideration of the final model being developed as a linear combination of attributes. The final data contained six attributes, four continuous and two dummy attributes. All continuous attributes were normalized to zero mean and unit standard deviation prior to application of the GA procedures. Such normalization is common in machine learning applications and is in consideration of the fact that the GA begins the training with a randomly generated initial population and may thus take (indefinitely) long to discern appropriate value ranges for different attributes. A total of 13,433 observations were randomly split into a training data set of 6,717 observation and a test data set of 6,716 observations.
The experimental results in Table III below present the performance value (cumulative lift) aggregated over 30 independent runs of the GA, each run being conducted with a different random number seed. Thus in a table-cell below, the result on the training data provides the mean over a set of runs, and the test data value represents the mean over the performance of the corresponding models being applied to the test data. A set of common random numbers was used across different experimental conditions to provide a more equitable performance comparison. An ordinary leastsquares (OLS) regression model, widely in DM industry use for such problems, provides a comparison baseline. The decile analysis in Table I details the performance of the OLS model on the test data. To test the effectiveness of the model-fit criterion, an initial set of experiments were run with the parameter W 1 ϭ 0; this was found to yield performance very similar to OLS, indicating that the GA is appropriately driven towards models that seek to maximize the fit to the data.
Varying levels of tradeoff between the decile-maximization and model-fit objectives were obtained by manipulating the parameters W 1 and W 2 . These were set at values to learn models with roughly the following distribution of fitness values derived from the model-fit and decile maximization (dmax) criteria: 10% fit, 90% dmax; 25% fit, 75% dmax; and 50% fit, 50% dmax. The tables below show the cumulative profit lift at the indicated depths-of-file obtained with DMAX models tailored for that file depth. Values in brackets present the standard deviation of the cumulative lifts obtained from different GA runs. Cells marked by the same lowercase alphabet in a table indicate a lack of significance (at the 0.05 level) amongst the respective models; p values for the various comparisons are shown below each table.
As may be expected, a greater focus on the dmax criterion leads to superior performance on the training data. An overriding attention to the dmax criterion can, however, yield substantial shrinkage in performance from the training to the test data; this is specially noticeable in the upper deciles (Table III, a-d) . Such behavior arises when the genetic search is led towards solutions that, in attempting to maximize profit at the specified file depth, also tend to overfit the training data. The results indicate that this overfitting tendency can be effectively countered by assigning increasing With an increasing percentage of the overall fitness coming from the model-fit objective, performance begins to resemble that of OLS. At the top decile, the best performance appears at the 25% fit, 75% dmax level. Further increase in the model-fit criterion leads to poorer test data performance and also does not provide lower shrinkage. Table III , b-d, however, reveals a better tradeoff at the 50% fit, 50% dmax level. While at the second and third decile levels, test data performance is not significantly different between the 25% fit, 75% dmax and the 50% fit, 50% dmax levels, the shrinkage is lower in the latter case. At the fourth decile, the 50% fit, 50% dmax setting yields significantly better performance. This increased attention to the model-fit objective is also found necessary for improved performance at the seventh decile level. The observed greater relevance of the model-fit criterion at larger file depths is understandable considering that a model at these file depths includes a large part of the total observations; an increased emphasis on the model-fit objective here yields more reliable performance.
In an attempt to control shrinkage from the training to the test data, a second set of experiments undertakes a preliminary investigation of resampling incorporated into the GA learning process. Resampling techniques, utilized mainly as a bias reduction tool in the estimation of error rates in classifiers, [2, 30] offer potential advantages to GA-based learning of robust models. Here, the fitness of population members is estimated as an average of fitness values obtained from multiple subsamples of the training data. This biases the search towards solutions that perform uniformly well across the different subsamples; solutions exhibiting a high performance, but with large variation across the subsamples, do not survive the selective pressure effected by this bias.
Subsamples to be used for training may be generated by repeated sampling with replacement-bootstrap [8] -or by considering mutually exclusive partitions on the data. The latter approach was found to lead to varying cumulative-lift values on the different subsamples; this arises from the low proportions of paid responders (highest profit individuals) in typical DM customer data-individuals associated with high profit values are then often unevenly split amongst the different subsamples. Bootstrapped subsamples, obtained through consideration of the full training data, were thus used.
Let S i : {S i 1 , S i 2 , . . . , S i K } be a set of K subsamples of the data, and let P r t represent the r-th member of the population in generation t. Consider P r t (S i ) the evaluation of the solution P r t on the subsamples S i . Subsamples may be utilized in the following ways in estimating the fitness of population members during genetic learning:
1. A different set of samples is generated for each population member to be evaluated (member-wise); that is, population members are evaluated as P r t (S r ), r ϭ 1, . . . , R, where R denotes the population size. 2. The same set of samples is used for evaluating population members in a generation, but different samples are generated for fitness evaluation in different generations of the GA run (generation-wise); that is, population members are evaluated as P t t (S t ). 3. The same set of samples is used for evaluating all population members across the GA run (run-wise); that is, population members are evaluated as P t t (S f ), with f being fixed for a specific GA run.
Because the selection process induces a competition amongst the members of a population, it is desirable that competing members of the same population be evaluated on an equitable basis. Good solutions should, however, also display robustness in performance across a range of subsamples. The member-wise subsampling scheme does not satisfy the first criterion. The run-wise subsampling approach, being based on only a single set of subsamples, does adequately meet the second desired property. Generationwise resampling satisfies both the properties, and is thus the method of choice here. Early experimentation reveals the benefits of an elitist selection scheme (see Section 3 above) that retains the best solutions from the previous 10 generations; this policy essentially seeks to ensure that solutions with a possibly lower performance value on one subsample set, but with greater robustness across different subsamples, survive the GA selection process across generations.
Results from this resampling-based learning are presented in Table IV , where the OLS results are also included for comparison. Each population member's fitness was estimated as an average of that from 30 bootstrapped samples taken from the training data. For each of the five considered depths-of-file (10, 20, 30, 40 , and 70% depths), 10 independent GA runs initiated with different random number seeds were conducted, and the Table IV values report the mean of the cumulative-lift values. Noting that the model-fit objective in the earlier experiments served primarily to decrease shrinkage, and considering the same essential motive for incorporating resampling, we examine resampling-based learning with the fitness of population members being determined solely from the decile maximization criterion (that is, W 2 ϭ 0 and the model-fit criterion thus has no effect). Further, given the computationally intensive nature of learning with resampling, we do not investigate the various tradeoffs in the dmax versus model-fit evaluation criteria. Our preliminary analysis is directed at obtaining early insights into possible advantages to the use of resampling during the GA learning process.
As anticipated, the incorporation of resampling to estimate the fitness of solutions during genetic learning leads to substantial reductions in shrinkage. A comparison with the relevant Table III , a-d reveals differences in performance on the test data. For all the first four decile levels, significantly higher performance values are observed. This improvement is also accompanied by the sought lower shrinkage in performance from the training to the test data-resamplingbased learning provides more accurate performance estimates. At the seventh decile level, resampling is noticed to provide similar performance to that obtained with a 50% dmax, 50% fit evaluation criteria with no resampling; this seems to be the optimal level of performance attainable at that depth-of-file.
The reduced shrinkage of results and higher performance obtained through resampling-based learning with only the decile-maximization criterion in the fitness evaluation indicates that added use of the model-fit objective is not required. The advantages of incorporating resampling, however, seem to diminish with increasing file depths. Note that at the fourth decile, performance in Table IV is close to that obtained through a 50% dmax, 50% fit evaluation criteria; at the seventh decile, resampling offers no additional gains. Given the substantially greater computation it demands, resampling-based learning can be considered unnecessary when deeper mailing depths are sought.
Discussion and Future Research
The proposed GA-based approach provides DM decision makers a technique for learning models that explicitly seek to maximize performance at the desired mailing depths arising from resource constraints or other mailing considerations. Results indicate superior performance obtained through this genetic learning facility over traditional regression-based techniques common in practice.
The utility of two criteria in evaluating the fitness of solutions, a crucial aspect of the genetic search process, has been established. While the decile maximization criterion, used in isolation, can lead to overfitted models that often exhibit poor predictive performance, overfitting can be controlled through incorporation of the model-fit evaluation criterion in the fitness function and obtaining a balance between the two criteria. The optimal level of tradeoff amongst these two criteria varies with the depth-of-file of interest and needs to be empirically determined; this represents a key choice for an analyst in using the proposed approach. Our results indicate that levels of 75% dmax, 25% fit are optimal at the top decile, with levels around 50% dmax, 50% fit providing the best results towards the middle deciles. These exact tradeoff levels used and results obtained in our experiments, however, should be interpreted only as indicative of general expected behavior, and not viewed as values to be used across diverse data; the choice of optimal tradeoff will be data dependent. The presented analyses shows how varying performance with different DMAX models may be investigated. Performance improvements over the baseline OLS model is also noticed to decrease with increasing file depths. In the data considered, for example, no improvements were observed at the seventh decile level. This decreasing performance is to be expected, because greater file depths imply larger proportions of individuals to be mailed to, leaving fewer "degrees of freedom," as it were, for the GA to manipulate. Ultimately, at the tenth decile, a model can only perform as well as any random mailing because all individuals are chosen for mailing.
The proposed use of resampling during the GA learning process provides substantial improvements in performance as compared to learning without resampling. It also relieves the analyst of potentially detailed experimentation to determine the best tradeoff levels amongst the two fitness criteria. Such use of resampling in GA-based learning has not received much attention in the literature and calls for further research in view of its significant potential benefits. Here, the incorporation of some measure of fitness variance across subsamples in evaluating population members can be expected to improve performance. Different resampling schemes and their manner of use in the GA search process, together with their applicability in diverse contexts, also needs investigation.
Noting that maximal advantage of the proposed decile maximization approach is obtained at the upper decile levels, future research should evaluate alternative mailing strategies that seek to take advantage of higher performance at lower mailing depths. An organization can, for example, consider multiple mailings each to fewer people; individuals for a single mailing can also be selected through repeated development and application of models tailored to upper decile levels, and removing the mailed individuals at every stage from the customer file. A range of models, explicitly tailored for different file depths, can also provide a decision maker with valuable insights into potential tradeoffs and profitability associated with various mailing options.
Given the large data volumes considered in typical direct mailing situations, a parallel implementation [11] of the presented GA-based approach will facilitate easy usage and industry adoption. A parallel GA implementation over a network of workstations will be usable in existing computing environments of most organizations. For a bulk of the computation arising from the fitness assessment of population members, a simple parallelization scheme can utilize different workstations for evaluating the fitness of individual population members; a central host can operate the main GA, with minimal communication requirements-only the solution and its calculated fitness-with other workstations.
Fitness evaluation is the most time-consuming activity in a GA-based approach, so both the number of observations in the training data and the GA population size determine training duration. With substantially larger number of attributes used in specifying a model, larger population sizes will be required for effective GA search.
This research has considered simple models represented as a linear combination of attributes. This assumes a preprocessing of the attributes and appropriate variable transformations to justify a linear model. Note that categorical and nominal variables can be handled as in traditional approaches like OLS, using methods of dummy variables and orthogonal polynomials. [17] The proposed GA-based decile maximization approach is equally applicable with more sophisticated representations. Rule-based representations capable of discerning complex patterns in the data [3, 15, 23] can be particularly advantageous. Genetic algorithms have been successfully applied in learning rules comprising of logical combinations of attribute value restrictions. [7, [12] [13] [14] Such nonlinear representations can be expected to exhibit superior performance across file depths, and models expressed in rule form also possess the advantage of direct interpretability. Other nonlinear forms, like the parse-tree representations used in genetic programming, [20] are also amenable to the decile-maximization approach. Nonlinearity can, of course, be directly incorporated into the representation as used in this study by including weights for different nonlinear terms based on a given set of attributes. Overfit to the training data, however, is an issue of concern with nonlinear models; [1] the use of resampling during learning, as investigated in this article, can potentially help alleviate this problem. Effectiveness of resampling with different nonlinear representations needs further study.
Further research should also investigate the proposed decile-maximizing approach under different data conditions and characteristics. The use of simulated data here will allow greater control and evaluation under strictly known conditions, thus helping relate defining data characteristics with the technique.
While most traditional techniques provide a single best solution, multiple models with high performance levels can be advantageous, especially with complex data. Output can here be determined through combined consideration of such different models, yielding improved accuracy and lower variance. [2, 32] Genetic algorithms can be useful in such contexts in providing multiple models-these may be obtained from independent runs with different random number seeds or from explicit use of varied fitness criteria. The use of GA-niching techniques [9, 10] can also provide Pareto-optimal solutions when multiple objectives are present.
Finally, while this article has considered genetic algorithms for the learning of direct marketing models tailored to specific mailing depths, the general modeling approach is amenable to application of other learning techniques too. A comparison of neural network, genetic algorithm, and other techniques for maximizing decile performance will provide useful insights as to their relative benefits.
