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tice Boltzmann / Molecular Dynamics Coupling
Marcello Sega,∗a,b Mauro Sbragaglia,b Sofia S. Kantorovichc,d and Alexey O. Ivanovd
Complex fluid-fluid interfaces featuring mesoscale structures with adsorbed particles are key components of newly designed
materials which are continuously enriching the field of soft matter. Simulation tools which are able to cope with the different
scales characterizing these systems are fundamental requirements for efficient theoretical investigations. In this paper we present
a novel simulation method, based on the approach of Ahlrichs and Du¨nweg [Ahlrichs and Du¨nweg, Int. J. Mod. Phys. C,
1998, 9, 1429], that couples the “Shan-Chen” multicomponent Lattice Boltzmann technique to off-lattice molecular dynamics
to simulate efficiently complex fluid-fluid interfaces. We demonstrate how this approach can be used to study a wide class of
challenging problems. Several examples are given, with an accent on bicontinuous phases formation in polyelectrolyte solutions
and ferrofluid emulsions. We also show that the introduction of solvation free energies in the particle-fluid interaction unveils the
hidden, multiscale nature of the particle-fluid coupling, allowing to treat symmetrically (and interchangeably) the on-lattice and
off-lattice components of the system.
1 Introduction
Mesoscale structures with colloidal suspensions and/or par-
ticles adsorbed at fluid-fluid interfaces are ubiquitous in na-
ture and are a key component of many important technolog-
ical fields1–3. The dynamics of these particles, as well as
that of polymers or polyelectrolytes that might be present in
solution, lives on scales where thermal fluctuations and cap-
illarity cannot be easily decoupled: the combined effect of
electrostatic forces, surface tension, and liquid flow4–6 gov-
erns the complex dynamics emerging during coalescence of
Pickering emulsion droplets7; the effective magnetic perme-
ability of ferrofluid emulsions8 results from a delicate bal-
ance between droplets deformation/elongation and its mag-
netic moment, which may give rise to a non trivial depen-
dence of the effective magnetic permeability in terms of the
magnetic field9; self-assembly at fluid-fluid interfaces, tradi-
tionally exploited in encapsulation, emulsification and oil re-
covery10–12, has recently emerged in applications including
functionalized nanomaterials with tunable optical, electrical
or magnetic properties13–15 and still raises many challenges
ahead; the conditions under which nanoparticles can adsorb
to a fluid-fluid interface from suspension are still poorly un-
derstood and little is known on the microstructures forming
at the interface16, also because thermal fluctuations compete
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with interfacial energy and may give rise to sizedependent
self-assembly10. This is an ideal test-bed for numerical sim-
ulations, as they can be used to characterize and investigate
the influence of nano/microstructures, external perturbations
(electric or magnetic fields, shear, etc.) in ways that can-
not be easily reproduced in laboratory experiments. In prin-
ciple, atomistic molecular dynamics simulations could repre-
sent the most accurate microscopic approach, but the compu-
tational load restricts greatly their range of applicability unless
large computational clusters are used17–22. A common solu-
tion is to employ mesoscale models from which hydrodynam-
ics emerges spontaneously, therefore by-passing the need for
interfacial treatment commonly required in other methods23,
and to couple them to a coarse-grained description of the so-
lute or of the particles in suspensions. The coarse-grained de-
scription allows to reduce the computational load by removing
explicit solvent molecules while retaining the hydrodynamic
interaction between other particles.
Among the mesoscopic methods for the simulation of fluid
dynamics, the dissipative particle dynamics24,25, the multipar-
ticle collision dynamics26–28 (also known as stochastic rota-
tion dynamics29) and the lattice-Boltzmann30 methods have
been successfully employed to describe the dynamics of mul-
ticomponent or multiphase fluids30–35. Lattice Boltzmann
(LB), in particular, turned out to be a very effective method
to describe mesoscopic physical interactions and non ideal
interfaces coupled to hydrodynamics23 and many multiphase
and multicomponent LB models have been developed, on the
basis of different points of view, including the Gunstensen
model36,37, the free-energy model38–40 and the Shan-Chen
model41–45. Another different approach is that introduced by
Melchionna and Marini Bettolo Marconi46–52. The Shan-Chen
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model is widely used thanks to its simplicity and efficiency in
representing interactions between different species and differ-
ent phases53–63.
Since the pioneering works by Ladd64,65, the use of the
LB method to study suspensions of solid particles attracted
great interest in the LB community and several studies are
now available63,66–71, with applications ranging from bioflu-
ids to colloidal suspensions and emulsions70–73. Some of the
existing models also combine multiphase/multicomponent LB
solvers with the Ladd (or closely related to) algorithm for sus-
pended particles63,70,71. A different approach, explored first by
Ahlrichs and Du¨nweg74–76, is based on an off-lattice represen-
tation of the solute, which is coupled to the LB fluid through
a local version of the Langevin equation. Contrarily to the
Ladd scheme, in this approach the particles can be penetrated
by the fluid, but since they are off-lattice, a large variety of
solutes can be easily modeled, allowing to represent structural
details which are smaller than the lattice spacing, and to have
a faster dynamics than the LB one. This approach has been
successfully employed to describe polymer dynamics in con-
fined geometries77, polyelectrolyte electrophoresis78–81, col-
loidal electrophoresis82–84, sedimentation85, microswimmer
dynamics86, biopolymers and DNA translocation87,88, DNA
trapping89, thermophoresis90 and electroosmosis91.
Coupling off-lattice particles to one of the multicomponent
LB methods would allow to address an even larger class of
problems9,16. Rather remarkably, however, such a coupling
has not been proposed so far. In order to fill this gap, in this
paper we present a method that allows to model not only the
mechanical effects of the particle-fluid coupling (through the
Langevin friction), but also the solvation forces, in the context
of a thermal Shan-Chen multicomponent fluid that satisfies
the fluctuation-dissipation theorem (the latter requirement is
of particular importance, as the characteristic energy scales in
soft-matter systems are usually comparable with the thermal
energy). We show how the method can be used to model sev-
eral properties of particles interacting with interfaces, such as
the particle contact angle or the interfacial tension reduction in
presence of surfactants, and we apply the method to the prob-
lem of bicontinuous structure formation in presence of sol-
vated polyelectrolytes and of droplet deformation in magnetic
emulsion under the influence of an external magnetic field.
2 Coupling the Shan-Chen multicomponent
fluid to Molecular dynamics
The fluctuating hydrodynamic equations that are simulated us-
ing the Shan-Chen approach41–45 are defined in terms of mass
and momentum densities and the equations can be written as
local conservation laws
ρ
(
∂
∂t
u+ (u ·∇)u
)
= −∇p+∇ · (Π+ σˆ)+
∑
ζ
gζ , (1)
∂
∂t
ρζ +∇ · (ρζu) =∇ · (Dζ + ξˆζ), (2)
∂tρ+∇ · (ρu) = 0. (3)
In the above equations, the index ζ identifies different species,
ρ =
∑
ζ ρζ is the total density and p =
∑
ζ pζ =
∑
ζ c
2
sρζ
is the internal pressure of the mixture, where c2s is the sound
speed. The common baricentric velocity for the fluid mix-
ture is denoted with u. The diffusion current Dζ and the
viscous stress tensor Π, along with the associated transport
coefficients and their relation to the fluctuating terms σˆ and
ξˆζ are described in detail in the Appendix. The forces gζ are
specified by the following41–45
(4)gζ(r) = −ρζ(r)
∑
r′
∑
ζ′
gζζ′ρζ′(r
′)(r′ − r)
where gζζ′ is a function that regulates the interactions between
different pairs of components and r′ a lattice site usually re-
lated to the lattice Boltzmann velocities, (r′−r) ∝ wici, with
wi suitable isotropy weights (see Eq. (25) in Appendix). For
our purposes is important to note that Eq. (4) can be approxi-
mated in the continuum by
gζ(r) ' −ρζ(r)
∑
ζ′
gζζ′∇ρζ′(r). (5)
At equilibrium, the model is characterized by a bulk free en-
ergy functional
(6)Fbulk =
∑
ζ
c2sρζ log ρζ +
c2s
2
∑
ζ 6=ζ′
gζζ′ρζρζ′
which guarantees phase separation when the coupling strength
parameter gζζ′ is large. With phase separation achieved the
model can describe stable interfaces whose excess interfacial
free energy can be approximated by the following41–45,57
(7)Fint = −c
4
s
4
∑
ζ 6=ζ′
gζζ′∇ρζ ·∇ρζ′ .
It is important to notice that in the Shan Chen approach
the phase separation emerges naturally thanks to the internal
forces. The interface is not imposed by external contraints and
evolves spontaneously according to Eqs. (1), (2) and (3). Be-
ing the outcome of nearest neighbor sites interaction, the in-
terfacial region is diffuse and develops fully over, typically,
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8-10 lattice sites: a two-dimensional interface (for a three-
dimensional fluid) needs therefore to be defined using an addi-
tional criterion such as, for example, the locus where the two
components have the same density.
The fluctuating hydrodynamics equations are solved by
evolving in time the discretized probability density fζi(r, t)
to find at position r and time t a fluid particle of component ζ
with velocity ci (here we are using the D3Q19 model with 19
velocities) according to the LB update scheme
fζi(r + τci, t+ τ) = fζi(r, t) + ∆ζi + ∆
g
ζi + ∆ˆζi. (8)
The term ∆ζi represent the effect of collisions, while ∆
g
ζi
and ∆ˆζi represent the effect of forcing and thermal fluctua-
tions, respectively. As a staring point for the development
of the fluid-particle coupling, we implemented a fluctuating
Shan-Chen LB by extending the scheme proposed by Du¨nweg,
Schiller and Ladd92–94, that uses the multi-relaxation time
model (MRT)95 and computes the evolution of fζi in the space
of hydrodynamic modes (see Appendix).
The coupling to off-lattice point particles is realized by
evolving the position of the i-th particle ri with a Langevin-
like equation of motion74
mai = F − γ [vi − u(ri)] +R, (9)
where, besides the conservative forces F , a stochastic termR
and a frictional force proportional to the peculiar velocity (the
particle velocity relative to the local fluid one, vi − u(ri))
are acting on the particle. The stochastic term is a random
force with zero mean and variance related to the friction coef-
ficient γ as 〈Ra(t)Rb(t′)〉 = 2kBTγδ(t−t′)δab. This way, the
Langevin-like equation acts as a local, momentum-preserving
thermostat, which guarantees that, at equilibrium, particles are
sampling the canonical ensemble93.
Since the fluid velocities are computed only at grid nodes,
the velocity field at the particles position u(ri) has to be in-
terpolated, usually employing a linear scheme. The interpo-
lation scheme is also used to transmit momentum back from
the particles to the fluid, in order to preserve linear momen-
tum. So far, the coupling scheme parallels that of Ahlrichs
and Du¨nweg74, but with this choice only one would fail to
embody the model with important physical features such as
the particles solvation free energy, which is fundamental to
describe the likelihood for a particle to be found in one or in
the other fluid component. In the remainder of this section
we will introduce two new particle-fluid forces, that constitute
the core of the proposed coupling scheme. This will extend
the method of Ahlrichs and Du¨nweg to multicomponent flu-
ids, with the original method becoming a particular case of the
new one. This choice has been made for the sake of continuity,
and will help, for example, comparing previous simulation re-
sults obtained with the original single component method and
this novel one. The MRT version of the three-dimensional
Shan Chen fluid here implemented is also, to the best of our
knowledge, introduced here for the first time, and we therefore
include the derivation of the algorithm in Appendix.
The effect of solvation forces can be introduced in the con-
tinuum model (9) by adding a term that is compatible with the
continuum approximation of the force (5), i.e., by adding a
force to model particle solvation, F ps, that is proportional to
the gradient of the various fluid components,
F psi = −
∑
ζ
κζ∇ρζ(ri), (10)
and that drives particles towards maxima (κ < 0) or minima
(κ > 0) of each component. The analogy of Eq. (10) and
(5) can be made even more apparent by introducing a coarse-
grained time scale θt on which the fluctuating motion of parti-
cles is fast with respect to the evolution of the hydrodynamic
fields. In this case, it is possible to compute the average force
acting on the particles at a given point in space r
F ps(r) = −
∑
i,ζ
κζ 〈δ(ri − r)〉θt∇ρζ(ri), (11)
where 〈. . .〉θt is a time average performed within the coarse-
grained time scale θt. The analogy between the latter force
and the solvation one (5) is completed by noticing that
κζ
∑
i 〈δ(r − ri)〉θt plays, formally, the role of gζζpρζp(r),
therefore allowing to describe the ensemble of particles as an-
other fluid component (ζp). This parallel makes however also
clear, that the force F ps represents only half of what is needed
to complete the analogy with Eq. (4), since κζ is equivalent
to only one of the off-diagonal terms of gζζ′ , namely, the one
responsible for the action of the fluid component on the parti-
cles.
A symmetric term that models the action of the particles on
the fluid (i.e., how the particles are solvating the fluid) is in
principle needed, and should consist of a force term on the
fluid nodes that depends on the gradient of the local particle
density. The LB fluid lives on lattice sites (r) while particles
do not, i.e. ri 6= r due to the continuum evolution (9). In
order to model the force of the particles on the fluid, we take
equation (4) and specialize it to the fluid-particles link (ri −
r). We then consider all particles living in the cubic-lattice
domains sharing the common lattice-vertex site r:
F fsζ (r) = −λζρζ(r)
∑
i,r′
Θ
[
(ri − r)
|ri − r| ·
(r′ − r)
|r′ − r|
]
r′ − r
|r′ − r|2 ,
(12)
with Θ(x) = 1 if 0 < x < 1 and 0 otherwise. Again, the simi-
larity with the fluid force equation (4) is evident by identifying∑
i λζ
〈
Θ
[
(ri−r)
|ri−r| ·
(r′−r)
|r′−r|
]〉
θt
as equivalent to gζζpρζp(r
′).
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While the force F psi acting on the particles has the clear ef-
fect of moving them towards regions of constant density, the
consequences of F fs are less evident. If only one particle is
present, the fluid nodes around it experience a force pointing
towards the particle and therefore, depending on the sign of the
coupling constant λζ , the fluid density will increase (λ > 0) or
decrease (λ < 0) around the particle. The solvation force F fs
can therefore be exploited to introduce an effective excluded
volume (or solvation shell, for positive values of λ) for point
particles. We note that on the lattice, imposing gAB = gBA
is enough to guarantee total momentum conservation, because
under this condition the total force acting between every pair
of nodes r and r′ in Eq.4 is identically zero. With the actual
implementation of the coupling, however, the solvation forces
Eqs. (10) and (12) alone can not guarantee momentum conser-
vation as they have a different functional form. For this reason
the momentum gained by particles due to the solvation forces
(and vice versa) is transmitted back to the fluid (to the parti-
cles) to conserve the total momentum, by performing the same
linear interpolation employed for the viscous force74.
This scheme is not the only one possible, and instead of
modelling the force between fluid and particles starting from
the continuum approximation, where the total momentum
gained by a particle is transferred back to the fluid, one could
implement a scheme where the momentum conservation is ap-
plied on a per-node basis (therefore requiring only one type
of solvation force) thus making the analogy between particles
and nodes even deeper. We have decided however to imple-
ment the former scheme, for the sake of continuity with the ap-
proach of Ahlrichs and Du¨nweg, and also because of the pos-
sibility of addressing a larger phenomenology by being able of
tune separately the action of fluid on particles and vice versa
(e.g. allowing to model the presence of excluded volume inde-
pendently from solvation forces), leaving the latter approach
for future investigations.
3 Remapping to physical units
A possible choice for reduced units is the one in which dis-
tances, time intervals and energies are computed in units of the
lattice spacing a and time interval τ , and of the thermal energy
kBT , respectively. The electric charge is expressed also in re-
duced units, and the strenght of the electrostatic interaction is
set by the Bjerrum length `B , namely, the distance at which
two unitary charges interact with an energy which is equal to
kBT . This choice of reduced units is employed thoroughout
this work.
The limits of applicability of the LB method are set, at low
Reynolds numbers, by stability constraints (typically, η/ρ >
10−3a2/τ in order for the system to be able to dissipate en-
ergy30) and by the requirement of fulfilling the hydrodynamic
limit of low Knudsen numbers Kn = η/(ρcsL)  1. Here
L is the outer scale of the problem, typically, the simulation
box size. To make a practical example, in a simulation with a
box of edge L ' 100a, a kinematic viscosity η/ρ ' 0.1a2/τ
satisfies both requirements. The choice of the lattice spacing a
is also bound to the typical particle size Rp. In order to avoid
discretization effects, one should have Rp ≥ a. If the particle
represents a monomer or a group of monomers in a polymer,
then a ' Rp ' 1 nm. The value of the kinematic viscosity
then sets the time scale of the simulation: if the fluid is wa-
ter, η/ρ ' 10−6 m2/s at room temperature, and τ ' 0.1 ps.
This represents a factor 100 with respect to typical atomistic
integration timesteps. If the particle represents, instead, a col-
loid with Rp ' 1µm, this would imply that τ ' 0.1µs. Note
that in this way, to obtain a realistic mapping to the viscosity
of the fluid, we are renouncing to remap correctly the speed
of sound, which is bound to be cs =
√
1/3a/τ , and there-
fore corresponding to about 5.8 × 103 and 5.8 m/s for the
particles of radius 1 nm and 1 µm, respectively: care has
to be taken not to generate supersonic motion of the parti-
cle in out-of-equilibrium simulations, which would compro-
mise the qualitative behavior of its dynamics. In the fluid-
particle coupling, however, there is another constraint, which
comes from the stability of the molecular dynamics integration
scheme. In ordere to integrate properly the Langevin equation,
the product of friction coefficient and integration timestep has
to be γ∆t/mp  1 (although this limit can be extended96),
where mp is the mass of the particle in molecular dynam-
ics. For large enough particles, Stokes law γ = 6piηRp links
the hydrodynamic radius of the particle to friction coefficient
and viscosity, so that, with our choices η/ρ ' 0.1a2/τ and
Rp ' a, the condition on γ∆t/mp becomes ρ∆t mpτ/a3.
The choice of the integration timestep, which is usually in the
range ∆t ' 0.01 − 1τ (notice that this is in lattice units) and
of the particle mass then sets a limit on ρ. In the common case
of particles with a density not much different from the solvent,
the requirement becomes ∆t τ .
Thermal fluctuations also have an important influence on
the density. The relative fluctuations of the populations de-
fine the Boltzmann number Bo =
√〈f2i 〉 − 〈fi〉2/〈fi〉 =√
kBT/(ρc2sa
3): a value of Bo ' 1 will lead to negative pop-
ulations, therefore, with increasing temperatures the stability
of the algorithm can be reached by increasing the value of
ρ. This condition is related to the limit for an incompressible
fluid, or low Mach numbers, which is in fact satisfied when
〈u2〉/c2s  1, or, ρa3  kBT/c2s. As a consequence, a lower
limit for the surface tension that can be achieved at a given
temperature is set. In a Shan Chen fluid, rescaling ρ → αρ
and concurrently gξξ′ → gξξ′/α will allow to retain the mix-
ing properties, so that the density profiles ρ(x) will keep the
same shape, but also the surface tension will increase by the
factor α (see Fig. 1).
The interpretation of the κσ parameters in terms of solva-
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Fig. 1 Left panel: free energy profile ∆E(z) of a particle with
κA = −kBTa3, κB = −2kBTa3 (squares). The free energy
profile is computed by integrating the force needed to keep the
particle fixed, up to an immaterial constant. The shaded areas show
the fluid density profile ρ(z): the expected value of free energy
difference between the two bulk regions is in this case
∆E/kBT = ∆ρAa
3. The free energy profile of a particle with
κA = κB = −kBTa3 is also reported (circles). Right panel: the
depth of the free energy minimum of a particle with
κA = κB = −kBTa3 as a function of the fluid surface tension.
tion free energies – the quantitative control of which guaran-
tees that important properties like the partition coefficient are
properly modelled – is easily recovered by noticing that in a
demixing fluid with two components A and B, the work done
to move a particle from the A-rich to the B-rich region is
∆E = −
∑
ξ
κξ
∫
∇ρξ(r)dr = −
∑
ξ
κξ∆ρξ. (13)
Here ∆ρξ is the density difference between rich and poor re-
gions of component ξ, so that κξ∆ρξ is the solvation free en-
ergy (in units of kBT ) of the particle in the fluid component ξ.
Notice that if κA = κB , then the free energy profile is propor-
tional to the total fluid density. The free energy profile ∆E(z)
of a particle moved across a planar interface is shown in Fig. 1,
together with the density profiles ρA(z) and ρB(z). The free
energy profile is computed by integrating the force needed to
keep the particle fixed. An (arbitary) offset has been added
to the profile to match the numerical value of ρA in the bulk
phase. Given the choice of the paramters, κA = −kBTa3
and κB = −2kBTa3, the expected free energy difference be-
tweeen the two bulk phases is equal to the density difference
of one phase across the interface ∆E/kBT = ∆ρAa3.
Even if the present method describes pointlike particles in
presence of diffuse interfaces, it is instructive to compare its
results to a simple but widely used mean-field model (see,
e.g., Ref.97) for spherical colloids and sharp interfaces. In this
model, the free energy profile of a colloid c of radius R, as
a function of the distance z from the interface, is written in
terms of the colloid-fluid surface energies γcξ and fluid in-
terfacial energy γAB as E(z/R) = γcA2piR2(1 − z/R) +
γcB2piR
2(1 + z/R) − γABpiR2(1 − z2/R2). The first two
contributions are linear in z as they are proportional to the
fraction of the colloid surface in contact with the fluid, while
the last contribution originates from the missing A/B interface
and is quadratic. The quadratic term is responsible for the
presence of an energy minimum located close to the interface,
also in case of equal wettability of the particle with respect to
the two fluid components. Despite the opposite assumptions
in the model and in the present simulation approach (large par-
ticles and sharp interface in contrast to pointlike particles and
diffuse interface, respectively) it is interesting to notice that
since the total density of the fluid has a minimum at the in-
terface, the choice of positive solvation free energies (κξ > 0)
for both components can lead to the appearance of a minimum
of the free energy at the interface. The depth ∆Emin of the
minimum, moreover, shows the same qualitative dependence
from the interfacial tension as in the model, ∆Emin ∝ γAB .
This is shown in the right panel of Fig. 1 for systems with
κA = κB = kBTa
3 and different surface tensions, obtained
by keeping the product ∆ρξgξξ′ fixed.
Regarding the solvation force Eq.(12), if the magnitude of
λξ is small enough not to perturb significantly the fluid den-
sity, the particle free energy profile is the same (modulo a fac-
tor of 1/2) as that obtained using Eq.(10) and the same nu-
merical values for κξ. With growing values of λξ, however,
the density profile is so much changed that it become possible
to realize a separation between the fluid and the particles.
In Fig. 2 the evolution of an initially homogeneous sin-
gle component fluid in presence of an ensemble of particle
is shown. The fluid is simulated on a 64 × 64 × 1 grid with
lattice spacing a = 1, at a reduced temperature kBT = 1.
The only interaction terms are an excluded volume interaction
of the Weeks–Chandler–Anderson (WCA) type between the
particles,
UWCAij (rij) =
{
4
[
(σ/rij)
12 − (σ/rij)6
]
rij < 2
1/6σ
0 rij ≥ 21/6σ
,
(14)
with parameters  = 0.1kBT and σ = 0.7a, and the sol-
vation free energies, equations (10) and (12) with coupling
constants κ = 15kBTa3 and λ = −110kBTa3. The parti-
cles start grouping into small droplets, that eventually coalesce
into larger one, and a dynamic equilibrium between droplets of
different size, with continuous coalescence and breakup pro-
cesses, is attained. This effect can not be achieved by means
of the first solvation term only, equation (10), as in presence of
an homogeneous fluid the solvation force F ps would be negli-
gible. In this way, the interactions can be tuned so that an en-
semble of particles will behave much like another fluid phase.
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Fig. 2 Four snapshots from a simulation of only one fluid
component and a set of particles (time increasing from the top-left
panel, clockwise). The fluid-particle system is able to separate,
showing the particle-fluid symmetry.
The relatively low values of Lennard-Jones interaction energy
and particle radius, as well as the high values for both κ and λ
values proved to be necessary to achieve the demixing. Notice
that while the particles are completely separating, the same is
not true for the fluid, that keeps a non-zero density also in the
particles-rich regions. For the same purpose, the choice of the
solvation forces constants is not completely independent from
temperature, particle density and fluid density: the absolute
value of κ needs to be large enough to prevent particles from
diffusing too much in the fluid due to thermal fluctuations,
therefore inducing demixing, and at the same time λ (which is
responsible for fluid depletion in particle-rich regions) should
be kept small enough not to generate negative fluid densities.
In other words, in this case parameters κζ and λζ in (10) and
(12) play a purely phenomenological role and one can use
them to gauge the importance of the feedback of the parti-
cles on the fluid evolution and vice-versa. This goes together
with the idea of finding a proper renormalization of the aver-
age feedback, such as to be able to describe realistic particles
concentration with only a reasonable number of them. When
using the solvation free energy interaction Eq.(12), care has
to be taken when using large values of λ, as they can induce
strong depletion in the nodes next to the particle, possibly end-
ing up with negative fluid densities and consequent failure of
the Shan Chen algorithm.
4 Examples
In this section we present a series of examples demonstrating
how this approach can be used to study a wide class of chal-
lenging problems. The Shan-Chen LB and the fluid-particle
coupling as described in the previous section has been im-
plemented in the ESPResSo software package98,99. Thanks
to the flexibility, broad supply of interparticle potentials and
methods for the computation of electrostatic and magnetic
properties with different boundary conditions100–106 offered
by ESPResSo, a broad range of systems can be modeled in
an effective way.
In all examples we will consider a binary mixture of two
fluids (say, A and B). We will discuss some issues associ-
ated with the modeling of the contact angle at the interface
between the two fluids, the interfacial deformations when col-
loidal particles are crossing the dividing surface between two
components, and the surfactant effect of added amphiphilic
molecules. We finally discuss complex solutes simulated with
flexible polyelectrolytes and explicit counterions, and a case
of ferrofluid emulsion.
4.1 Modelling the Contact Angle
The effect of the solvation force, equation (10) is to drive a
particle along the direction of the density gradient of the fluid
component. If the coupling constants κζ for the two fluids
have opposite sign, the particle will simply move towards the
maximum (or the minimum, depending on the sign of the in-
teraction) of one of the two components. If the particle is
instead repelled by both components (i.e., both constants are
positive), it will be driven to the interface, and its equilibrium
position on the difference between the two forces.
In general, the ability of a solid particle S to adsorb to a
given interface between fluid A and fluid B is determined by
a balance of surface forces. When the two solid-fluid tensions
(γSA, γSB) are different, the lowest free energy state has the
particle on the interface so long as the contact angle θ satisfies
γAB cos θ = γSA − γSB (γAB is the surface tension of the
liquid-liquid interface), with 0 ≤ θ ≤ pi (partial to complete
wetting). In the absence of body forces on the particle, the
interface remains perfectly flat while the particle is displaced
so that it intersects the interface at the angle θ. When dealing
with point particles, however, a thermodynamic equivalent to
the particle radius has to be introduced, in order to define an
effective contact angle. The force FD required to detach a
spherical particle of radius Reff from the interface is
FD = −γABpiReff(1± |cos θ|), (15)
where the +(−) sign applies to a particle being pulled out
of (into) its preferred solvent97,107. By choosing the coupling
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Fig. 3 Upper panel: density profiles of the A (lower triangles) and
B (upper triangles) components as a function of the distance from
the interface. Circles denote the equilibrium distance for a given
relative coupling difference 2(κA − κB)/(κA + κB) (right vertical
axis). Lower panel: density profile of the A component (lower
triangles) and force exerted on a particle that is kept fixed at a given
distance from the interface (circles).
(a)
(b)
(c)
(d)
(e)
Fig. 4 A raspberry model colloid is pushed through the interface of
two fluids by applying a constant force on it.
constants κA = κB > 0, a particle adsorbs exactly in the mid-
dle of the diffuse interface (see Fig. 3), defining a reference
state with θ = pi/2. The maximum of the force acting on the
particle as it crosses the interface (Fig. 3, lower panel) corre-
sponds to FD, and its value allows to estimate the effective
radius of the particle, Reff = FD/(γABpi) and, consequently,
the cosine of the contact angle cos θ = d/Reff as a function of
the equilibrium distance d of the particle from the surface. For
the case reported in Figures 3, γAB = 0.132 and Reff ' 1.8.
4.2 Colloid crossing an interface.
To show the effect of the coupling term in equation (12), we
present the results of the simulation of a raspberry108 model
colloid pushed with constant force through the interface be-
tween two fluid components (Fig. 4). Both fluid components
have an average density of 118.0 (to mimic a high surface
tension) and Shan-Chen off-diagonal coupling terms g12 =
0.023, which produce a macroscopic demixing of the two flu-
ids. The particle-fluid coupling constant are κA = κB = 0
and λA = −λB = 20kBTa3. The choice of the λζ parame-
ters makes one of the fluid component accumulate around the
particles, while the other one is pushed away.
The effect of the λζ coupling constant is clearly seen in
the snapshot (b) of Fig. 4, where the interface starts being de-
formed by the colloid as soon as the first beads reach the di-
viding surface (white line). Then, the deformation of the sur-
face keeps extending until a contact angle of about 45 deg. is
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Fig. 5 Upper panel: simulation snapshots showing capillary waves
induced by thermal fluctuations. In the pure bicomponent fluid (left)
the fluctuations are smaller than in presence of surfactant molecules
(right). Head and tail beads are depicted as red and white spheres,
respectively. Lower panel: the surface fluctuations spectra as a
function of inverse distance (the dataset with smaller fluctuations
refers to the pure liquid).
reached (c). At this stage the elastic energy of the interface
arising from its surface tension is roughly equivalent to the ef-
fective solvation energy of the colloid. After further displace-
ment (d), the solvation force is not able to sustain the surface
tension anymore, and the colloid detaches from the interface,
which eventually (e) relaxes back towards its flat, equilibrium
shape.
4.3 Modeling amphiphilic molecules as surfactants.
The example of the raspberry colloid crossing the interface
has shown that the interaction Eq. (12) can be used to in-
duce deformations in the interface. This suggests that the
particle-fluid coupling could be used to model the surfac-
tant action of amphiphilic molecules. We simulated model
amphiphilic molecules in a (A,B) bicomponent fluid on a
96 × 48 × 2 grid with spacing a = 1, at reduced tempera-
ture kBT = 1. Coarse-grained surfactants composed of one
“head” and one “tail” beads connected by a harmonic spring
(with spring constant khar = 20kBT/a2 and equilibrium dis-
tance d = 0.8a) are modeled using A-philic and B-phobic in-
teractions (κA = −κB = −0.5kBTa3) for the tail beads and
vice versa (κB = −κA = −0.5kBTa3) for the head beads.
Additionally, the head beads are acting on the A fluid com-
ponent using the force Eq. (12) with λA = −kBTa3. The
excluded volume of the beads is modeled using WCA inter-
action with parameters  = 4kBT and σ = 1.2a, between all
pairs within the cutoff radius 21/6σ.
The surfactant molecules are initially placed randomly in
the simulation box, and they quickly move to the interface,
where they influence the underlying fluid profile. The sur-
factant action of these model amphiphilic is evident from the
comparison of two typical snapshots (see Fig. 5, upper panel)
of the fluid in presence and absence of the molecules them-
selves, but can be quantified by looking at the spectrum of the
interface fluctuations. In the continuum limit, the local posi-
tion h(x) of a single interface subject to thermal fluctuations
has an average spectrum
〈
h2(q)
〉
that grows like the inverse
of q2 109, 〈
h2(q)
〉
=
2kBT
γAB
1
q2
, (16)
and is also inversely proportional to the surface tension γAB .
The spectrum of the fluctuations is shown in the lower
panel of Fig. 5, where the constant value measured at high
qs (where the continuum approximation is not valid anymore)
has been subtracted. The solid, straight lines are the functions
kBTγ
−1
ABq
−2 for two different values of γAB . The straight line
in correspondence with the data for the interface in absence of
surfactant is not obtained from a best fit procedure, but by us-
ing the value γAB = 2.24 obtained from an independent set of
simulations at T = 0 of spherical droplets with different radii
R by fitting Laplace’s law (which relates the capillary pressure
jump ∆p across the interface to the surface tension)
∆p = 2
γAB
R
. (17)
The second straight line represent instead the best fit to the
theoretical expression, Eq. (16) for the fluctuation spectrum
in presence of surfactant, that leads to γAB ' 0.011, namely
a surface tension about 200 times lower than in absence of
surfactants.
4.4 Polyelectrolytes, bicontinuous structure and electro-
static screening.
As an example of a complex fluid-fluid interface, we simu-
lated the relaxation towards equilibrium of a mixture of poly-
electrolytes and their counterions in a two-components fluid.
Both fluids start from a homogeneous distribution with den-
sity ρA = ρB = 118/a3 with Shan-Chen coupling terms
gAB = gBA = 0.023 on a 32 × 32 × 32 grid with spacing
a = 1. The polymers (10 chains, each 64 monomers long)
are described using a bead-and-spring model with harmonic
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constant khar = 0.5kBT/a2 and equilibrium distance 0.8a.
Every bead is interacting with the all other ones via a WCA
potential with σ = a and  = kBT . Each bead has a unitary
charge, in reduced units, qi = 1, and is neutralized by a coun-
terion with opposite charge, interacting with the same WCA
potential as the polymer beads. The electrostatic pair energy
UESij (rij) = `BkBT
qiqj
rij
, (18)
with Bjerrum length `B = 1, is computed using the P3M
algorithm110–113 taking into account the presence of periodic
copies in all directions. The solvation free energy parameters
are κA = −κB = −5× 10−4kBTa3, λA = 0.01kBTa3 and
λB = 0 for both polymer beads and counterions.
In absence of particles, the two components separate macro-
scopically (due to thermal fluctuations) at the end of a rel-
atively long domain coarsening process, during which a bi-
continuous phase is seen as a metastable state (see Fig. 6, left
column). If polyelectrolytes are added (central column) at ran-
dom positions to the initial, uniform fluid density, then paral-
lel tubular structures are formed at the beginning, to quickly
evolve in a bicontinuous phase with the polyelectrolyte mostly
confined to theA component. Only few polymers are crossing
the interface to the B component, while counterions, despite
having the same coupling constants with the fluid as the poly-
electrolyte, can be found in considerable amount also in the B
component. The reason for this behavior can be traced back
to the fact that the monomers are bonded with their neighbors
along the chain, therefore realizing a higher local density of in-
teraction centers, contrarily to the counterions, which are free
to move apart. For this reason, the thermal energy is enough
to spread the counterions, but not the polymers, through the B
component. The bicontinuous phase remained stable for the
whole duration of the simulation, and is therefore either an
extremely long-lived metastable state, or, possibly, the stable
state of the system.
To see to what extent the electrostatic interaction con-
tributes to the stabilization of the bicontinuous structure, we
modeled the presence of added salt to the solution. In order
to check the contribution of the electrostatic interaction only
we replaced the Coulomb potential with a screened, Debye-
Hu¨ckel one (instead of physically adding salt ions, which
would have changed, e.g., also the entropy of the system),
UDHij (rij) =
{
qiqj`B exp(−κrij)/rij rij < rc
0 rij ≥ rc
, (19)
with screening length k−1D = 4`B and cut-off rc = 6`B , so
that at the cut-off distance the screened potential of a ion pair
is only about 0.04kBT . With the screened Coulomb interac-
tion, similar tubular structures as for the unscreened case can
be seen in the initial part of the simulation, but they do not
Fig. 6 Bicomponent fluid in absence (left) and presence of
polyelectrolytes in solution (center: no added salt; right: with
implicit salt)
evolve into a stable bicontinuous state, and collapse instead
quickly into the macroscopic separated phase. The forma-
tion process of the macroscopic separated phase is completed
noticeably faster than in absence of polyelectrolytes, where
the bicontinuous structure is a relatively long-lived metastable
state.
4.5 Quasi-2D ferrofluid emulsions.
Ferrofluids are a class of superparamagnetic liquids composed
of ferromagnetic particles stabilized with surfactants and sus-
pended in a carrier fluid114. Magnetic particles in ferrofluids
are usually of the size of few nanometers, and are therefore
suspended thanks to Brownian motion. The latter is compara-
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Fig. 7 Upper panel: quasi-2D ferrofluid emulsion under external
magnetic field. Lower panel: detail of the central region of the drop.
ble in strength to the magnetic dipolar interaction and makes
ferrofluids a notable example of composite, magnetic soft-
matter. When a ferrofluid is added to an immiscible fluid, a
so-called ferrofluid emulsion is formed, showing the appear-
ance of ferrofluid droplets115–117. Other examples of magnetic
emulsions include ternary systems of two immiscible liquids
stabilized by magnetic particles at the interface, forming a
magnetic Pickering emulsion118,119.
Ferrofluid emulsions have a high potential in microflu-
idics120,121, analytical122 and optical123 applications. For all
these applications, the deformation of droplets in dependence
of the external applied magnetic field is of primary impor-
tance, as the magnetic permeability of the emulsion depends
strongly on the droplet shape, due to the demagnetizing field
effects. In weak fields, the shape of ferrofluids droplets is quite
close to an ellipsoid of revolution elongated along the direc-
tion of the external magnetic field124–126. The degree of elon-
gation in weak fields is by now fully understood and is well
described by both the pressure-mechanical127 and energy-
minimization approaches126,128, while the breakup process has
been studied using a Lattice-Boltzmann approach in the full
continuum approximation, i.e., using consitutive equations to
represent the response of the fluid to the magnetic field129,130.
Here we apply the coupling of particles to the Shan-Chen
fluid to show how it is possible to study ferrofluid emulsions
under the effect of an external magnetic field from a more mi-
croscopic point of view, as an example of a complex bicom-
ponent fluid/particle mixture out of equilibrium. In this case,
there is no need to introduce constitutive equations, since the
magnetic colloids composing the ferrofluid are represented ex-
plicitly. The system in analysis is a quasi-2D droplet simulated
on a 80 × 80 × 2 lattice of spacing a = 1, with the two fluid
components A and B having both average density 78.4 and
with Shan-Chen coupling parameters gAB = gBA = 0.0214.
In the droplet, ferrofluids model particles have been placed,
each of them being represented using an excluded volume in-
teraction (a WCA potential with σ = a and  = kBT ) that
mimics the stabilizing effect of the surfactant layer, and by the
presence of a magnetic point dipole at its center, free to rotate
in all three spatial directions and interacting via full 3D dipo-
lar magnetic interaction, whereas their centers are fixed in the
droplet plane.
The system has been simulated at constant temperature.
Rigid body equations of motion are integrated by taking into
account in this case all forces and torques originating from the
WCA and magnetostatic potential. The magnetic interaction
is computed by summing over all pairs and using the minimum
image convention prior calculating distances. The simulation
box has been chosen to be larger than twice the size of the
droplet (simulation snapshots in Fig. 7 show only details of
the simulation box) to avoid magnetic self-interaction of the
droplet. The ferrofluid particles in monolayer, at the density
and dipolar interaction strength employed in the present work,
are forming, in absence of external field, short chains131,132.
Upon application of an external magnetic field, the chains
are all orienting in the direction of the field (see lower panel
of Fig. 7). The droplet, from the initial circular shape (not
shown), becomes prolate (upper panel of Fig. 7), displaying
also rather pronounced fluctuations of the surface.
5 Conclusions
In this paper we have presented a novel way to address prob-
lems in complex liquid-liquid interfaces, that allows to de-
scribe the dynamics of bicomponent fluids in presence of
complex solutes and is particularly suited to describe sys-
tems where the thermal fluctuations are playing a dominant
role. The method is a combination of the “Shan-Chen” multi-
component41–45 variant of Lattice Boltzmann with off-lattice
molecular dynamics, inspired by the coupling introduced by
Ahlrichs and Du¨nweg74–76 for homogeneous fluids. The gen-
eralization to bicomponent fluids has brought under new light
the nature of the coupling, showing the presence of a deeper
symmetry between the fluid and the particles that allows to
treat them, to some extent, interchangeably. The method has
been shown to be able to model, inter alia, the contact an-
gle even for point-like particles, the interfacial deformations
10 | 1–17
when colloidal particles are crossing the dividing surface be-
tween two components, and the surfactant effect of added am-
phiphilic molecules.
The particle-fluid coupling has been implemented in the
ESPResSo98,99 simulation package, and the availability of a
broad range of particle interaction potentials has allowed us to
model quickly a number of problems.
As a first example of a complex solute, we have simu-
lated flexible polyelectrolytes with explicit counterions in a
binary fluid. The introduction of polyelectrolytes in the fluid
mixture that, otherwise, would separates macroscopically, in-
duces the formation of bicontinuous structures. The stability
of these mesoscopic structures proved to be sensitive to the
ionic strength of the solution, as with the introduction of salt
the mixture starts separating again, showing that the strength
of the electrostatic interaction regulates the emergence of the
bicontinuous phase. Obtaining the phase diagram for such
kind of emulsions as a function of the polymer content and
ionic strength is an objective of our future investigations.
The second problem investigated is the effect of an exter-
nal magnetic field on the structure of a single (quasi-2D) fer-
rofluid emulsion droplet. Particles in the ferrofluid were sim-
ulated as point magnetic dipoles with an excluded volume in-
teraction. The formation of chains and their preferential ori-
entation under the effect of the external magnetic field create
an anisotropic local environment that induces the change in
geometrical shape of the droplet from circular to elongated,
as seen in experiments and predicted by analytical calcula-
tions. A simulation of the droplet shape deformation with ex-
plicit ferrofluid particles, to the best of our knowledge, has
been never performed before, and future extensions to three-
dimensional droplets will allow us investigating the behavior
of ferrofluid emulsions in the very high field regime, which is
out of reach for actual theoretical analysis.
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Appendix: Lattice Boltzmann details and the
Chapman–Enskog expansion
In this Appendix we give the details for the lattice Boltzmann
algorithm used in the numerical simulations and provide de-
tails of the Chapman-Enskog analysis to characterize the hy-
drodynamic equations of motion. As for the Chapman-Enskog
analysis, our goal is to determine the correct form of the forc-
ing source term ∆gζi that enables us to recover the advection
diffusion Eq. (2).
Lattice Boltzmann Scheme.
The LB equation used in the numerical simulations is
fζi(r+ τc, t+ τ) = f
∗
ζi(r, t) = fζi(r, t) + ∆ζi + ∆
g
ζi + ∆ˆζi
(20)
with the collisional operator given by
∆ζi =
∑
j
Lij(fζj − f (eq)ζj ) (21)
where the expression for the equilibrium distribution is a result
of the projection onto the lower order Hermite polynomials
and the weights wi are a priori known through the choice of
the quadrature
f
(eq)
ζi = wiρζ
[
1 +
u · ci
c2s
+
uu : (cici − 1)
2c4s
]
(22)
wi =

1/3 i = 0
1/18 i = 1 . . . 6
1/36 i = 7 . . . 18
, (23)
where cs is the isothermal speed of sound and u is the ve-
locity to be determined with the Chapman-Enskog procedure.
Note that constructing equilibrium distribution functions with
the same (baricentric) velocities leads to the correct hydrody-
namic equations as soon as the relaxation matrix is the same
for all the components. Our implementation features a D3Q19
model with 19 velocities
ci =

(0, 0, 0) i = 0
(±1, 0, 0), (0,±1, 0), (0, 0,±1) i = 1 . . . 6
(±1,±1, 0), (±1, 0,±1), (0,±1,±1) i = 7 . . . 18
.
(24)
that, with the weights Eq. (23), produces the following tenso-
rial identities∑
i
wiciα = 0;
∑
i
wiciαciβ = c
2
sδαβ . (25)
∑
i
wiciαciβciγ = 0;
∑
i
wiciαciβciγciζ = c
4
s∆αβγζ .
(26)
The operator Lij in Eq. (21) is the same for both compo-
nents (this choice is appropriate when we describe a symmet-
ric binary mixture) and is constructed to have a diagonal rep-
resentation in the so-called mode space: the basis vectors ei
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of mode space are constructed by orthogonalizing polynomi-
als of the dimensionless velocity vectors ci 92–95. The basis
vectors are used to calculate a complete set of moments, the
so-called modesmζk =
∑
i ekifζi (k = 0, ..., 18). The lowest
order modes are associated with the hydrodynamic variables.
In particular, the zeroth order momenta give the densities for
both components
ρζ = mζ0 =
∑
i
fζi, (27)
with the total density given by ρ =
∑
ζmζ0 =
∑
ζ ρζ . The
next three momenta m˜ζ = (mζ1,mζ2,mζ3), when properly
summed over all the components, are related to the baricentric
velocity of the mixture
u ≡ 1
ρ
∑
ζ
m˜ζ +
1
2ρ
τg =
1
ρ
∑
ζ
∑
i
fζici +
1
2ρ
τg (28)
with the total force density given by gα =
∑
ζ gζα (see below,
Eq. (69)). The other modes are the bulk and the shear modes
(associated with the viscous stress tensor), and four groups
of kinetic modes which do not emerge at the hydrodynamical
level92. Since the operator Lij is diagonal in mode space,
the collisional term describes a linear relaxation of the non-
equilibrium modes
m∗ζk = (1 + λk)mζk +m
g
ζk + φkrk (29)
where the relaxation frequencies −λk (i.e. the eigenvalues of
−Lij) are related to the transport coefficients of the modes.
The term mgζk is related to the k-th moment of the forc-
ing source ∆gζi associated with a forcing term with density
gζ(r, t). While the forces have no effect on the mass density,
they transfer an amount gζτ of total momentum to the fluid
in one time step. Thermal fluctuations are represented by the
stochastic term, φkrk, where rk is a Gaussian random number
with zero mean and unit variance, and φk is the amplitude of
the mode fluctuation92. The stochastic terms for the momen-
tum and shear modes (leading to ξˆζα and σˆαβ in the hydrody-
namic limit) represent a random flux and random stress. When
dealing with two components (ζ = A,B), we choose the same
random number with opposite sign for the two components, so
that ξˆAα = −ξˆBα. This allows to recover exactly the conti-
nuity equation for the whole mixture, ∂tρ +∇ · (ρu) = 0,
while keeping the fluctuating part in the equation for the or-
der parameter φ = ρA − ρB . In the hydrodynamic limit, the
variance of the random flux and random stress are fixed by the
fluctuation-dissipation theorem to be92–94,133
〈ξˆζα(r, t)ξˆζα(r′, t′)〉 = 2kBTµ δ(t− t′)δ(r − r′), (30)
and
〈σˆαβ(r, t)σˆγδ(r′, t′)〉 = 2kBTηαβγδδ(t−t′)δ(r−r′), (31)
respectively, where µ is the mobility and ηαβγδ is the tensor
of viscosities formed out of the isotropic tensor δαβ , the shear
viscosity, ηs, and bulk viscosity, ηb 134
(32)ηαβγδ = ηs(δαγδβδ + δαδδβγ) +
(
ηb − 2
3
ηs
)
δαβδγδ.
For the sake of simplicity the same viscosities for the two fluid
phases are assumed. The transport coefficients µ, ηb, ηs are
related to the relaxation times of the momentum, shear and
bulk modes in Lij (see Eq. (66)).
Champan-Enskog Analysis.
We next proceed with the Chapman-Enskog analysis. For sim-
plicity, we do not treat the thermal fluctuations ∆ˆζi of the LB
equation (20). The latter, once properly formulated in mode
space (see Eq. (29)), result in a stochastic flux and stochastic
tensor as given in Eqs. (1) and (2). The starting equation is
therefore
fζi(r+ τc, t+ τ) = f
∗
ζi(r, t) = fζi(r, t)+∆ζi+∆
g
ζi. (33)
In order to analyze the dynamics on the hydrodynamic scales,
we have to coarse-grain time and space. We introduce a small
dimensionless scaling parameter . A coarse-grained length
scale is introduced by writing r1 = r, which corresponds to
measuring positions with a coarse-grained ruler. We further
introduce the convective time scale t1 and the diffusive time
scale t2 by t1 = t and t2 = 2t. The deterministic LB equa-
tion is then
fζi(r1 +τci, t1 +τ, t2 +
2τ) = fζi(r1, t1, t2)+∆ζi+∆
g
ζi.
(34)
The LB equation written in terms of the coarse-grained vari-
ables can therefore be Taylor-expanded. Up to order O(2),
we get
fζi(r1 + τc, t1 + τ, t2 + 
2τ)
= fζi(r1, t1, t2) + τ
(
∂
∂t1
+ ci · ∂
∂r1
)
fζi(r1, t1, t2)
+ 2τ
[
∂
∂t2
+
τ
2
(
∂
∂t1
+ ci · ∂
∂r1
)2]
fζi(r1, t1, t2).
(35)
Similarly to the space-time variables, also the LB populations
and the collision operator are expanded in powers of the scal-
ing parameter 
(36a)fζi = f
(0)
ζi + f
(1)
ζi + 
2f
(2)
ζi +O(3)
(36b)∆ζi = ∆
(0)
ζi + ∆
(1)
ζi + 
2∆
(2)
ζi +O(3)
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(36c)∆gζi = ∆
g(1)
ζi + 
2∆
g(2)
ζi +O(3).
Since the conservation laws hold on all scales, the collision
operator must satisfy mass and global momentum conserva-
tion at all orders, that means∑
i
∆
(k)
ζi = 0
∑
ζi
∆
(k)
ζi ci = 0 (37)
for all k. Using these expansions in Eq. (34) we find
(38)
τ
(
∂
∂t1
+ ci · ∂
∂r1
)
f
(0)
ζi
+ 2τ
[
∂
∂t2
+
τ
2
(
∂
∂t1
+ ci · ∂
∂r1
)2]
f
(0)
ζi
+ 2τ
(
∂
∂t1
+ ci · ∂
∂r1
)
f
(1)
ζi = ∆
(0)
ζi
+ ∆
(1)
ζi + 
2∆
(2)
ζi + ∆
g(1)
ζi + 
2∆
g(2)
ζi
where we have neglected all terms of order O(3). The dif-
ferent orders in (38) can be treated separately and we get a
hierarchy of equations at different powers of 
(39a)O(0) : ∆(0)ζi = 0
(39b)
O(1) :
(
∂
∂t1
+ ci · ∂
∂r1
)
f
(0)
ζi
=
1
τ
(
∆
(1)
ζi + ∆
g(1)
ζi
)
(39c)
O(2) :
[
∂
∂t2
+
τ
2
(
∂
∂t1
+ ci · ∂
∂r1
)2]
f
(0)
ζi
+
(
∂
∂t1
+ ci · ∂
∂r1
)
f
(1)
ζi
=
1
τ
(
∆
(2)
ζi + ∆
g(2)
ζi
)
.
Using the second equation in the third we can rewrite the hier-
archy of Eqs. (39) in an equivalent but more convenient form
(40a)O(0) : ∆(0)ζi = 0
(40b)
O(1) :
(
∂
∂t1
+ ci · ∂
∂r1
)
f
(0)
ζi
=
1
τ
(
∆
(1)
ζi + ∆
g(1)
ζi
)
O(2) : ∂
∂t2
f
(0)
ζi +
1
2
(
∂
∂t1
+ ci · ∂
∂r1
)
(f
∗(1)
ζi + f
(1)
ζi )
=
1
τ
(
∆
(2)
ζi + ∆
g(2)
ζi
)
(40c)
where we have written f∗(1)ζi = f
(1)
ζi + ∆
(1)
ζi + ∆
g(1)
ζi for the
O() post-collisional population. Since the momentum before
and after the collisional-forcing step differ, the hydrodynamic
momentum density is not uniquely defined. Any value be-
tween the pre- and the post-collisional value could be used.
Consequently, there is an ambiguity which value to use for cal-
culating the equilibrium distribution f (eq)ζi . Without an a priori
definition, we use the Chapman-Enskog expansion to deduce
an appropriate choice. For this purpose, we introduce the fol-
lowing notations to distinguish between the global momentum
densities obtained from the different orders of the Chapman-
Enskog expansion
j′ =
∑
ζi
cifζi = j
(0) + j(1) (41)
where
j(0) =
∑
ζi
cif
(0)
ζi j
(1) =
∑
ζ
∑
i
cif
(1)
ζi . (42)
Since momentum is not conserved, j(1) is not necessarily
equal to zero.
Zeroth Order: Here we identify f (0)ζi with the equilibrium
distribution f (eq)ζi , where we plug in u
(0) = j(0)/ρζ for the
flow velocity. The velocity u(0) will be determined to get
compliance with the macroscopic equations of motion.
First Order: The first two moments for the ζ-th component
at O() are
∂
∂t1
ρζ +
∂
∂r1
· (ρζu(0)) = 0 (43)
(44)
∂(ρζu
(0))
∂t1
+
∂
∂r1
·
(∑
i
f
(eq)
ζi cici
)
=
∂(ρζu
(0))
∂t1
+
∂
∂r1
·
(
pζ1+ ρζu
(0)u(0)
)
=
1
τ
(j
∗(1)
ζ − j(1)ζ )
where, again, we have written f∗(1)ζi = f
(1)
ζi + ∆
(1)
ζi + ∆
g(1)
ζi
for the O() post-collisional population. In Eq. (44) we have
used pζ = c2sρζ to indicate the partial pressure for the ζ-th
component, being p =
∑
ζ pζ the total pressure. The equa-
tions for the total momentum and the total momentum flux are
obtained by taking the first and second moments, summing
over ζ, and considering that the forces transfer an amount gτ
of total momentum to the fluid in one time step
(45)
∂
∂t1
j(0) +
∂
∂r1
·Π(0) = 1
τ
∑
ζi
ci
(
∆
(1)
ζi + ∆
g(1)
ζi
)
= g(1)
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∂∂t1
Π(0) +
∂
∂r1
·Φ(0) = 1
τ
(
Π∗(1) −Π(1)
)
. (46)
We can first evaluate 1τ (j
∗(1)
ζ − j(1)ζ ) in (44) as
(j
∗(1)
ζ − j(1)ζ ) = τ
[
∂(ρζu
(0))
∂t1
+
∂
∂r1
·
(
pζ1+ρζu
(0)u(0)
)]
= τ
(
ρζDt1u
(0) +
∂pζ
∂r1
)
(47)
andDt1u
(0) =
(
∂
∂t1
+ u(0) · ∂∂r1
)
u(0) can be obtained from
the inviscid forced Euler equation,Dt1u
(0) = − 1ρ ∂p∂r1 + 1ρg(1),
so that
(j
∗(1)
ζ −j(1)ζ ) = −τ
(
ρζ
ρ
∂p
∂r1
− ∂pζ
∂r1
)
+τ
(
ρζ
ρ
g(1)
)
. (48)
A second relation is obtained from the relaxation properties in
terms of the modes
(49)j∗(1)ζ = (1 + λM )j
(1)
ζ +
∑
i
ci∆
g(1)
ζi ,
which implies
(50)(j∗(1)ζ − j(1)ζ ) = λMj(1)ζ +
∑
i
ci∆
g(1)
ζi
and therefore
(51)
j
(1)
ζ =
1
λM
[
−τ
(
ρζ
ρ
∂p
∂r1
− ∂pζ
∂r1
)
+ τ
ρζ
ρ
g(1)
]
− 1
λM
∑
i
ci∆
g(1)
ζi .
We can then evaluate Π(0) and Φ(0) . This yields a similar
result as that obtained with a single component flow92, but
with additional terms due to the forcing contribution in the
momentum flux
(52)
(
Π
∗(1)
αβ −Π(1)αβ
)
= ρc2sτ
(
∂
∂r1α
u
(0)
β +
∂
∂r1β
u(0)α
)
+ τ(u(0)α g
(1)
β + g
(1)
α u
(0)
β ) +O(u3).
A second relation is again obtained from the relaxation of the
modes(
Π
∗(1)
αβ −Π(1)αβ
)
= λsΠ
(1)
αβ +
λb
3
Π(1)γγ δαβ +
∑
ζi
∆
g(1)
ζi ciαciβ .
(53)
Solving the coupled Eqs. (52) and (53) yields
Π
∗(1)
αβ + Π
(1)
αβ =
ρc2sτ(2 + λs)
λs
(
∂
∂r1α
u
(0)
β +
∂
∂r1β
u
(0)
α
)
+
τ(2 + λs)
λs
(u
(0)
α g
(1)
β + g
(1)
α u
(0)
β )
− 2
λs
∑
ζi
∆
g(1)
ζi ciαciβ
(54)
Π∗(1)αα + Π
(1)
αα =
2ρc2sτ(2 + λb)
λb
∂
∂r1α
u(0)α
+
2τ(2 + λb)
λb
u(0)α g
(1)
α −
2
λb
∑
ζi
∆
g(1)
ζi ciαciβ .
(55)
The additional terms due to the forcing can be compensated if
the second moment of the forcing source is made to satisfy
(56a)
∑
ζi
∆
g(1)
i ciαciβ =
τ(2 + λs)
2
(u
(0)
α g
(1)
β + g
(1)
α u
(0)
β )
(56b)
∑
ζi
∆
g(1)
i ciαciα = (2 + λb)τu
(0)
α g
(1)
α .
Second Order: Proceeding to the order O(2), we start from
∂
∂t2
f
(0)
ζi +
1
2
(
∂
∂t1
+ ci · ∂
∂r1
)
(f
∗(1)
ζi + f
(1)
ζi ) =
1
τ
∆
(2)
ζi
so that, by taking the zeroth moment for the ζ-th component,
plus the information that in the momentum space we are re-
laxing according to j∗(1)ζ = (1 + λM )j
(1)
ζ +
∑
i ci∆
g
ζi, we
find
∂
∂t2
ρζ+
∂
∂r1
·
(
(2 + λM )
2
j
(1)
ζ +
1
2
∑
i
ci∆
g(1)
ζi
)
= 0. (57)
The term j(1)ζ was evaluated in (51) and, upon substitution in
(57) we find
∂
∂t2
ρζ +
∂
∂r1
·
{
(2 + λM )
2λM
[
−τ
(
ρζ
ρ
∂p
∂r1
− ∂pζ
∂r1
)
+τ
ρζ
ρ
g
(1)
ζ −
∑
i
ci∆
g(1)
ζi
]
+
1
2
∑
i
ci∆
g(1)
ζi
}
= 0. (58)
The condition for the forces to be compatible with the pressure
diffusion is found from
− (2 + λM )
2λM
∑
i
ci∆
g(1)
ζi +
1
2
∑
i
ci∆
g(1)
ζi = −
2 + λM
2λM
τg
(1)
ζ
(59)
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yielding a constraint for the first order moment of the forcing
term ∑
i
ci∆
g(1)
ζi =
2 + λM
2
τg
(1)
ζ (60)
and the continuity equation becomes
∂
∂t2
ρζ +
∂
∂r1
·
{
(2 + λM )
2λM
[
τ
(
−ρζ
ρ
∂p
∂r1
+
∂pζ
∂r1
)
+τ
(
−ρζ
ρ
g(1) + g
(1)
ζ
)]}
= 0. (61)
The first order moment for the whole mixture delivers
(62)
∂
∂t2
j(0) +
∂
∂t1
(
j(1) +
1
2
τg(1)
)
+
1
2
∂
∂r1
·
(
Π∗(1) +Π(1)
)
= g(2).
Inserting the results (54) and (55) forΠ(1) in (62) gives
(63)
∂
∂t2
j(0)α +
∂
∂t1
(
j(1)α +
1
2
τg(1)α
)
+ ρc2sτ
∂
∂r1β
[
2 + λs
2λs
(
∂
∂r1α
u
(0)
β
+
∂
∂r1β
u(0)α
)
+
2 + λb
3λb
∂
∂r1γ
u(0)γ δαβ
]
= g(2)α .
After merging orders we arrive at the continuity equation for
the species (using Eqs. (43) and (61))
(64)
∂
∂t
ρζ +
∂
∂rα
(ρζu
(0)
α )
= µ
∂
∂rα
[(
∂pζ
∂rα
− ρζ
ρ
∂p
∂rα
)
−
(
gζα − ρζ
ρ
gα
)]
and the momentum equation for the mixture (using Eqs. (45)
and (63))
(65)
∂
∂t
(
j′α+
1
2
τgα
)
+
∂
∂rβ
(
ρc2sδαβ+ρu
(0)
α u
(0)
β
)
− ∂
∂rβ
[
ηs
(
∂
∂rα
u
(0)
β +
∂
∂rβ
u(0)α
− 2
3
∂
∂rγ
u(0)γ δαβ
)
+ ηb
∂
∂rγ
u(0)γ δαβ
]
= gα
where we have defined the following transport coefficients
(66a)µ = −τ
(
1
λM
+
1
2
)
(66b)ηs = −ρc2sτ
(
1
λs
+
1
2
)
(66c)ηb = −ρc2sτ
(
1
λb
+
1
2
)
.
Eqs. (64) and (65) can be cast in the form of the Navier-Stokes
equations (1) and (2) by using the following definition for the
components of the diffusion currentD
(67)Dζα = µ
[(
∂pζ
∂rα
− ρζ
ρ
∂p
∂rα
)
−
(
gζα − ρζ
ρ
gα
)]
,
of the viscous stress tensorΠ
(68)
Παβ = ηs
(
∂
∂rα
uβ +
∂
∂rβ
uα − 2
3
∂
∂rγ
uγδαβ
)
+ ηb
∂
∂rγ
uγδαβ ,
and of the total hydrodynamic momentum density (which is
used in the equilibrium distribution):
j ≡ j(0) ≡ j′ + 1
2
τg =
∑
ζi
fζici +
1
2
τg. (69)
Note that this implies∑
ζi
f
(eq)
ζi ci = j and
∑
ζ
∑
i
f
(neq)
ζi ci = −
1
2
τg. (70)
The above definition corresponds to the arithmetic mean of
the pre- and post-collisional global momentum density. The
forcing term is determined from the conditions (60) and (56),
and can be written as
∆gζi =
wiτ
c2s
(
2 + λM
2
)
gζ · ci (71)
+
wiτ
c2s
[
1
2c2s
G : (cici − c2s1)
]
, (72)
where the components of tensor G are defined as
(73)
Gαβ =
2 + λs
2
(
uαgβ + gαuβ − 2
3
uγgγδαβ
)
+
2 + λb
3
uγgγδαβ .
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