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Introduction 
Les statistiques et les probabilités sont d'une grande utilité pour décrire, com-
parer et prédire des événements décrits par des variables aléatoires. Dans plusieurs 
domaines, notamment en actuariat et en mathématique financière, il peut être inté-
ressant de comparer les risques et d 'ordonner des variables aléatoires suivant des lois 
quelconques avec des critères plus puissants que les statistiques populaires, comme la 
moyenne et la variance. Les comparaisons basées sur les fonctions de répartition des 
variables aléatoires donnent de l'information plus précise que les simples statistiques 
descriptives courantes. La méthode utilisée pour comparer l'ordre de grandeur deux 
distributions est nommée «ordre stochastique». 
L'article de Baringhaus-Grübel [3] propose une méthode permettant d 'ordonnancer 
deux variables aléatoires X et Y représentant deux contrats financiers ou des indem-
nités d'assurances. Ils s'intéressent au cas général où X et Y ne sont pas strictement 
ordonnés. Ils expliquent dans leur travail que l'ordre stochastique n'est pas suffisant 
pour comparer les portefeuilles où il y a une notion de risque et que la variabilité 
devrait, elle aussi, être considérée. Ils utilisent donc l'ordre convexe croissant dans le 
but d'obtenir une comparaison plus fiable. Ils développent également une méthode de 
ré-échantillonnage recréant le comportement asymptotique d'une statistique de test 
et calculent des valeurs critiques en s'appuyant sur la méthode du bootstrap. 
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Ce mémoire est inspiré du travail de Baringhaus et Grübel [3] et a pour but 
de tester une nouvelle méthode pour établir une statistique de test permettant de 
déterminer un ordre stochastique entre des variables aléatoires suivant des fonctions 
de répartition quelconques. La méthode des multiplicateurs sera décrite , expliquée et 
testée dans ce mémoire. 
Dans le chapitre 1, nous faisons un rappel sur les probabilités de base, les variables 
aléatoires, leur fonctions de répartition et les lois de probabilités associées. Dans le 
chapitre 2, nous présentons plusieurs notions sur l'ordre stochastique entre deux va-
riables aléatoires et les propriétés utiles. Nous présentons les notions d'ordre convexe, 
d'ordre convexe croissant et d 'ordres s-convexes croissants. Au chapitre 3, nous pré-
sentons les hypothèses et décrivons les étapes pour effectuer les tests statistiques pour 
ordonner les variables aléatoires. La méthode des multiplicateurs est décrite en détail 
ainsi que la procédure de test pour s= 1 et s= 2. Finalement, dans le chapitre 4, nous 
testons la performance des tests à l'aide de simulations faites à partir de variables 
aléatoires ayant des lois de probabilité spécifiques. 
Chapitre 1 
Quelques notions préalables 
1.1 Bref rappel sur les probabilités 
La théorie des probabilités a été développée afin de déterminer le plus précisément pos-
sible l'issue d'une expérience aléatoire, c'est-à-dire une expérience dont on ne connaît 
pas le résultat avec certitude. Les probabilités sont utilisées dans tous les domaines 
scientifiques, notamment par les compagnies d 'assurances, qui cherchent à calculer les 
probabilités de catastrophes naturelles afin d'ajuster les primes offertes à leurs clients. 
Formellement, soit une expérience aléatoire dont l'ensemble des résultats possibles 
est noté n. L'ensemble n est appelé l'espace échantillonal. Dans ce contexte, la pro-
babilité d'un événement A ç n est définie par 
P(A) = n; , 
où nA est le nombre de cas favorables de l'événement A et N est le nombre de cas 
possibles. De façon générale, on définit P comme un opérateur agissant sur les sous-
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ensembles de O. Tel qu'énoncé par Kolmogorov [9] une telle probabilité P doit satisfaire 
un ensemble axiomes. Avant de les énoncer, considérons des événements Al, ... , An 
de O. On notera 
n n Ai = Al n ... n An 
i=l 
l'événement où Al, ... ,An se sont tous produits. De façon semblable, 
U Ai = Al U ... U An 
iEI 
est l'événement où au moins un des événements Al, ... ,An s'est produit. Les axiomes 
de Kolmogorov s'énoncent comme suit: 
(1) P(A) E [0,1] pour tout événement A ç 0; 
(2) P(O) = 1 ; 
(3) Si Al, A2' ... sont tels que Ai n Aj = 0, alors 
Plusieurs propriétés se déduisent directement de ces axiomes. Par exemple, si A' = 
0\ A désigne le complémentaire d 'un événement A, alors P(A') = 1 - P(A). Soient 
maintenant les événements A et B. Si P(B) > 0, alors la probabilité conditionnelle 
de A sachant B est définie par 
P(AIB) = P(A n B) 
P(B) . 
Soit les événements Al, ... ,An, on a alors 
n n-l n L P(Ai ) - L L P (Ai n Aj) 
i=l i=l j=i+l 
n-2 n-l n 
+ L L L p(AinAjnAk ) 
i=l j=i+1 k=j+l 
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Si Al , . . . ,An sont tels que Ai n Aj = 0, on démontre que 
Dans le cas particulier où Al , . .. ,An forment une partition de n, alors la formule de 
Bayes [2] stipule que pour un événement quelconque E , 
P (AkIE) = ~ (Ak) P (EIAk) 
L P (Ai) P (EIAi ) 
i= l 
Cette formule découle de la définition de probabilité conditionnelle et de l'identité 
n n 
P (E) = L P (Ai nE) = L P (A) P (EIAi) . 
i= l i= l 
1.2 Variables aléatoires 
1.2.1 Loi d'une variable aléatoire 
Il existe deux types de variables aléatoires, à savoir les variables aléatoires discrètes et 
les variables aléatoires continues. Une variable aléatoire X est discrète si les valeurs 
qu'elle peut prendre appartiennent à un ensembre dénombrable X , qu ~ il soit fini ou 
infini. Son comportement stochastique est décrit par sa fonction de masse 
fx( x ) = P (X = x ) , x E X. 
Une variable aléatoire X dont l'ensemble des valeurs possibles X est non-dénombrable 
est dite continue. Dans ce cas, le comportement aléatoire de X est déterminé par sa 
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fonction de densité lx définie sur X comme suit 
P (X E A) = L lx (s ) ds. 
1.2.2 Fonction de répartition 
La fonction de répartition d 'une variable aléatoire X est définie par 
Fx(x) = P (X ~ x). 
De cette définition, il découle que 
lim F(x) = 0 et lim F(x) = 1. 
x~-oo x~oo 
Pour les cas où X est discrète ou X est continue, on a respectivement 
Fx(x) = L Ix( s) 
sEX:s~x 
et Fx(x) = [~ Ix(s) ds. 
Dans ce mémoire, nous utiliserons principalement la fonction de survie associée à une 
variable aléatoire et définie par 
px(x) = P (X > x) = 1 - Fx(x). 
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1.2.3 Moments d'une variable aléatoire 
L'espérance d'une variable aléatoire X est la mesure de tendance centrale définie par 
L X fx(x) , si X est discrète; 
xE.:\:' 
J1x = E(X) = 
lx x fx( x) dx, si X est continue. 
Plus généralement, l'espérance d'une fonction 9 appliquée à X est définie par 
L g(x) fx(x) , si X est discrète; 
XE.:\:' 
E {g(X)} = 
lx g(x) fx( x) dx , si X est continue. 
La variance d'une variable aléatoire X est définie par 
ai = var(X) = E [{X - E(X)}2] . 
La variance est une mesure de la dispersion qui fournie de l'information sur la fluc-
tuation des valeurs par rapport à l'espérance. Plus la variance est petite, moins la 
distribution est dispersée. Les moments d 'ordre supérieur permettent d 'extraire des 
informations intéressantes sur la distribution d'une variable aléatoire. Ainsi, le mo-
ment d'ordre kEN d'une variable aléatoire X est défini par J1k = E(Xk). On obtient 
l'espérance lorsque k = 1. Le moment centré d'ordre kEN est donné par 
J1~ = E { (X - J1 x) k } . 
On obtient la variance lorsque k = 2, c'est-à-dire que J1; = ai. Les coefficients 
d'assymétrie et d'applatissement sont définis à partir des moments centrés d'ordre 
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k = 3 et k = 4. En effet, le coefficient d'assymétrie est donné par 
On voit facilement que /31 = I-l~ / (/i.. De façon similaire, le coefficient d'applatissement 
est défini par 
et donc /32 = I-l~/ ai· 
1.3 Quelques lois de probabilité 
1.3.1 Loi normale 
La densité de la variable aléatoire normale de moyenne I-l et de variance a2 est 
Dans le cas particulier où I-l = 0 et a = 1, on parle de la loi normale standard. 
Quelques exemples de densités rP/-L ,U sont présentés à la Figure 1.1. 
Il est facile de montrer que si X rv rP/-L ,U, alors E(X) = I-l et var(X) = a 2 . Ainsi, 
les paramètres I-l et a correspondent à la moyenne et à l'écart-type. On peut aussi 
montrer que le coefficient d'asymétrie de X est nul, c'est-à-dire que /31 = 0; c'est 
le cas, par ailleurs, pour toute loi symétrique, car on montre dans ce cas que I-l~ = 
E{ (X -1-l)3} = O. Enfin, le coefficient d'applatissement de X est /32 = 3. Cette valeur 
sert souvent de point de repère pour juger si une loi est applatie (/32 > 3) ou arrondie 
(/32 < 3). 
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FIGURE 1.1 - À gauche: densités de la loi normale de moyenne p, = 0 et d 'écart-type 
a = 1 (ligne pleine) , a = 2 (ligne brisée) et a = 3 (trait-point) ; à droite: densités de 
la loi normale d' écart-type a = 1 et de moyenne p, = -1 (ligne pleine) , p, = 0 (ligne 
brisée) et p, = 1 (trait-point). 
La fonction de répartion de CPP"cr ne possède pas d'expression explicite. Néanmoins, 
on peut écrire implicitement 
Un logiciel comme Maple permet de tracer la fonction <Pp"cr. Les fonctions de réparti-
tion qui correspondent .aux densités de la Figure 1.1 sont présentées à la Figure 1.2. 
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FIGURE 1.2 - À gauche: fonctions de répartition de la loi normale de moyenne p, = 0 
et d 'écart-type a = 1 (ligne pleine) , a = 2 (ligne brisée) et a = 3 (trait-point); à 
droite: fonctions de répartition de la loi normale d'écart-type a = 1 et de moyenne 
p, = -1 (ligne pleine), p, = 0 (ligne brisée) et p, = 1 (trait-point). 
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1.3.2 Loi exponentielle 
La loi exponentielle est définie sur les nombres réels positifs. Sa densité est 
On montre que si X rv 1>.., alors E(X) = À et var(X) = À2 . Contrairement à la loi 
normale, sa fonction de répartition est explicite. En effet, on démontre facilement que 
Quelques densités exponentielles et leurs fonctions de répartition correspondantes sont 
tracées à la Figure 1.3. 
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FIGURE 1.3 - À gauche: densités de la loi exponentielle de paramètre À = 1 (ligne 
pleine) , À = 2 (ligne brisée) et À = 3 (trait-point) ; à droite: fonctions de répartition 
correspondantes 
1.3.3 Loi Beta 
Pour a > ° et /3 > 0, la densité de la loi Beta est donnée par 
f () _ r(a + /3) a-l( )(3-1 
J a,{3 X - r(a) r(B) x 1 - x , x E (0,1). 
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Dans cette définition, r est la fonction Gamma, à savoir 
Dans le cas particulier où f3 = 1, on a 
Cette densité et sa fonction de répartition correspondante sont tracées à la Figure 1.4. 
On montre facilement que si X t'V Je", alors 
E(X) = _a_ 
a+ 1 et 
a 
var(X) = (a + 1)2(a + 2) . 
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FIGURE 1.4 - À gauche: densités de la loi Beta de paramètres f3 = 1 et a = 2 (ligne 
pleine), a = 3 (ligne brisée) et a = 3 (trait-point) ; à droite: fonctions de répartition 
correspondantes 
La théorie sur les moments d 'ordre sera exploitée au chapitre 2 pour expliquer 
la notion d'ordre stochastique. Le rappel sur les fonctions de répartitions sera utile 
au chapitre 3, lors de la description des processus empiriques. Finalement, les lois de 
probabilités décrites seront utilisées dans les chapitres 3 et 4 pour tester la méthode 
des multiplicateurs. 
Chapitre 2 
Principales notions d'ordre 
stochastique 
Dans ce chapitre, nous introduisons le concept d 'ordre stochastique pour des variables 
aléatoires. Les ordres stochastiques permettent de comparer les fluctuations et la varia-
bilité des variables aléatoires. Il existe plusieurs niveaux d'ordre convexes (s = 1, s = 2, 
etc.) des variables aléatoires qui imposent des conditions de comparaison de plus en 
plus strictes afin d 'obtenir une conclusion satisfaisante sur l'ordonnance stochastique. 
Dans un premier temps, l'ordre stochastique usuel est défini ainsi que plusieurs de 
ses propriétés. Par la suite, des types d 'ordres stochastiques sont détaillés , à savoir 
les ordres convexe, convexe croissant, s-convexe et s-convexe croissant. Les ordres 
s-convexes sont au coeur de la contribution originale de ce mémoire, c'est-à-dire le 
développement de tests formels pour ces ordres. 
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2.1 L'ordre stochastique usuel 
La notion d'ordre stochastique formalise le concept intuitif d 'une variable aléatoire plus 
grande qu'une autre. Il s'agit d'une notion plus générale que celle des comparaisons 
des moyennes et des variances. Précisément, soient les variables aléatoires X et Y 
ayant des fonctions de répartition respectives F x et Fy . On dit que X est plus petite 
que y au sens de l'ordre stochastique usuel, noté X -<st Y, si pour tout u E lR, on a 
P (X > u) :::; P (Y > u) . 
Puisque P(X > u) = 1 - Fx(u) et P(Y > u) = 1 - Fy(u), l'équation précédente est 
équivalente à Fx(u) ~ Fy(u). Pour illustrer cette définition, supposons que X et Y 
sont distribuées selon une loi exponentielle de paramètres respectifs Àx et Ày. Dans 
ce cas, F x (u) = 1 - e-uj >.x et Fy (u) = 1 - e-uj >.y . Alors X -<st Y si et seulement si 
Àx :::; Ày. En effet, 
X -<st Y ~ Fx(u) ~ Fy(u) Vu E lR+ 
~ e-uj>.x < e-uj>.y 
- , Vu E lR+ 
U U Vu E lR+ ~ --<--Àx - Ày ' 
u u Vu E lR+ ~ ->-Àx - Ày , 
~ Àx :::; Ày. 
Supposons le cas particulier où X et Y sont des variables aléatoires discrètes définies 
sur l'ensemble des entiers naturels. En posant Pi = P(X = i) et qi = P(Y = i), alors 
X -<st Y si et seulement si pour tout N E N, 
L Pi:::; L qi. 
i~N i~N 
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Supposons par exemple une variable aléatoire Y telle que 
P (Y = 1) = 0, 1, P (Y = 2) = 0,4 et P (Y = 3) = 0,5. 
On désire comparer cette variable aléatoire à X telle que 
P (X = 1) = 0,2, P (X = 2) = 0,5 et P (X = 3) = 0,3. 
On a P(Y 2: 1) = 1, P(Y 2: 2) = 0,9 et P(Y 2: 3) = 0,5, tandis que P(X 2: 1) = 1, 
P(X 2: 2) = 0,8 et P(X 2: 3) = 0,3. On vérifie facilement que 
P (X 2: j) ~ P (Y 2: j) , pour tout j E {1, 2, 3}. 
Par conséquent, on conclut que X -<st Y. 
2.2 Quelques propriétés de l'ordre stochastique usuel 
Parmi les propriétés de l'ordre stochastique usuel, on a que si X -<st Y, alors E(X) ~ 
E(Y). On peut également montrer que si X -<st Y et E(X) = E(Y) alors X et Y 
sont identiquement distribuées. On peut également récrire cette inégalité à l'aide des 
espérances de fontcions indicatrices. Soit la fonction indicatrice d'un ensemble A ç IR 
définie par 
llA(X) = , { 
1, si x E A; 
0, si x tJ. A. 
On a que si X -<st Y, alors pour tout sous-ensemble A de l'intervalle (u, (0), 
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À noter que si X rv f x, alors par définition, 
E {liA (X)} = 1 liA (X) fx( x) dx = i fx(x) dx = P(X E A). 
Par conséquent, E{liA(X)} ~ E{liA(Y)} est équivalent à P(X E A) ~ P(Y E A). 
À noter que la fonction indicatrice est un cas particulier d'une fonction croissante. 
On peut montrer, de façon beaucoup plus générale, que pour toute fonction croissante 
cp, on a X --<st y si et seulement si E{ cp(X)} ~ E{ cp(Y)}. Bien entendu, ce résultat a 
un sens en autant que les espérances existent. On peut démontrer également certaines 
propriétés dites de ferm eture. En effet, 
(i) si X --<st Y, alors f(X) --<st f(Y) pour toute fonction croissante f ; 
(ii) si X --<st Y , alors f(X) --<st f(Y) pour toute fonction décroissante f. 
Soient maintenant deux ensembles de variables aléatoires indépendantes Xl,···, X n 
et YI , ... , Yn telles que Xi --< st Yi pour chaque i E {1 , ... , n}. Alors pour toute fonction 
n-dimensionnelle '!jJ qui est croissante selon chacun de ses arguments, on a 
En particulier, lorsque '!jJ(XI, ... ,xn) = (Xl + ... + xn)/n, on a 
n 
Xn --<st LYn . 
i=l 
Par exemple, la valeur d 'un portefeuille financier est la somme de ses actifs. Ainsi, 
un portefeuille Pl sera stochastiquement dominé par un portefeuille P2 si chacune des 
composantes (actifs) de même indice sont stochastiquement ordonnées selon l'ordre 
usuel. 
De plus, la propriété de fermeture par mélanger est vérifiée. Il s'agit ici de comparer 
les variables aléatoires en les soumettant à une condition commune. Soient donc trois 
variables aléatoires X, Y et Z telles que (XIZ = e) --<st (YIZ = e). On a alors que 
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X -< st Y. Par exemple, les variables X et Y pourraient représenter, respectivement, 
les populations du Canada et des États-Unis, et Z pourrait être la variable binaire 
telle que Z = 1 dans le cas d'un homme et Z = 0 pour une femme. On pourrait alors 
faire une comparaison des deux pays étant données les catégories Homme et Femme. 
Il y a une deuxième propriété de fermeture par mixture. Soient (Xi)iEN et (Yi)iEN, 
deux suites de variables aléatoires indépendantes. Soient aussi M et N, des variables 
aléatoires indépendantes à valeurs dans N. Alors si M -<st N et si Xi -<st Yi pour 
chaque i EN, alors 
M N 
2: X i -<st 2: Yi. 
i=l i=l 
Finalement, la propriété des bornes au sens stochastique est aussi respectée. Si on a 
une variable aléatoire dqnt on ne connaît pas la distribution mais dont la moyenne Il 
et la variance (J2 sont connues, alors il existe des bornes pour X telles que 
Xmin,J.t,a -<st X -<st Xmax ,J.t ,a, 
où les fonctions de répartition de Xmin,J.t,a et de Xmax,J.t ,a sont respectivement 
Fmin ,J.t,a(X) = 
et 
1 si x > Il. 
Pour plus de détails, consulter [11] 
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2.3 Les ordres convexe et concave 
Dans cette section, nous allons étudier les ordres stochastiques convexe et concave. 
Ceux-ci sont utiles en pratique car ils permettent de comparer la variabilité de deux 
variables aléatoires. Considérons deux variables aléatoires X et Y , alors X est plus 
petite que Y au sens de l'ordre convexe (concave) si pour toute fonction convexe 
(concave) cp, et on note X -<ex y (X -< cv Y , 
E {cp(X)} ::; E {cp(Y)} . 
On rappelle qu'une fonction convexe est caractérisée par une dérivée seconde positive. 
Plus formellement , soit une fonction f définie sur un intervalle l ç R Alors f est 
convexe sur l si pour tout x, y E l , on a 
f {tx + (1 - t)y} ::; t f( x ) + (1 - t)f(y) pour chaque t E (0 , 1). 
Dans le cas où l'inégalité précédente est stricte, on dit que f est strictement convexe. 
La concavité peut se définir à partir de la notion de convexité. En effet , on dit que f 
est concave si - f est convexe. 
La notion d'ordre convexe présente plusieurs propriétés intéressantes. D'abord , 
un théorème stipule qu 'en présence de deux variables aléatoires X et Y telles que 
E(YIX) = X, alors X -<ex Y. En effet, pour toute variable aléatoire X et Y et une 
fonction convexe quelconque cp, 
E {cp(X)} E [cp {E(YIX)} 1 
< E [E {cp(Y) IX} 1 (inégalité de Jensen) 
E{ cp(Y)}, 
ce qui permet de conclure que X -<ex Y. Pour en de plus amples renseignements sur 
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l'inégalité de Jensen, consulter [8]. 
On peut appliquer le résultat précédent en considérant l'ordre convexe entre des 
moyennes de variables aléatoires. Soient Xl , ... , X n , des variables aléatoires indépen-
dantes et identiquement distribuées. Si Xn - l est la moyenne de Xl , ... , X n - l et Xn 
la moyenne de Xl, .. . ,X n , alors 
Selon les propriétés ci-haut, cela implique que 
On en déduit que Xn est un meilleur estimateur de la moyenne que Xn - l . 
De plus, puisque les variables aléatoires Xl, ... ,Xn sont indépendantes et identi-
quement distribuées, il s'ensuit que 
De là, 
Dans ce cas, la moyenne Xn est aussi la moyenne pondérée des variables aléatoires 
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Xi' En effet , soient des poids non-négatifs al, ... , an tels que al + ... + an = 1. Alors 
n 
Xn -<ex L aiXi ' 
i=l 
Ce résultat se généralise à la variance, à savoir que 
Ainsi, pour minimiser la variabilité de l'estimateur Xn , il faut que 
1 
al = ... = an = - , 
n 
soit la moyenne empirique Xn-
Un autre résultat de l'ordre stochastique convexe d 'une variable aléatoire X dont 
l'espérance existe est; 
X + E(X) -<ex 2X. 
Une autre propriété importante qui implique l'espérance de deux variables aléatoires X 
et Y ordonnées au sens de l'ordre convexe est que si X -<ex y alors E(X) = E(Y). Il est 
facile de démontrer ce résultat en notant d'abord que, par définition de l'ordre convexe, 
E{<jJ(X )} ~ E{<jJ(Y)}. En prenant ensuite les fonctions convexes <jJ(x) = x et <jJ( - x), 
on déduit que E(X) ~ E(Y) et E(Y) = E(X), ce qui implique que E(X) = E(Y). 
Il existe également une propriété sur les variances de deux variables aléatoires 
ordonnées selon l'ordre convexe. En effet, si X -<ex Y, alors var(X) ~ var(Y). En 
effet, si on pose <jJ(x) = x2, alors comme E(X) = E(Y), on a 
X -<ex y =} E (X 2 ) ~ E (y 2 ) 
=} E (X2) - {E (X)}2 ~ E (y2) _ {E(y)}2 
=} var(X) ~ var(Y). 
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Si on note x+ = max(x, 0), alors X -<ex y si et seulement si pour tout aE IR, 
On a également que X -<ex y si et seulement si 
Aussi, X -<ex y si et seulement si 
l~ Fx(x) dx ::; l~ Fy(x) dx. 
Cette propriété est utile pour comparer deux membres d'une même famille de lois 
paramétrique. Enfin, on peut montrer que pour Xl ,"" X n et YI, ... , Yn telles que 
Xi -<ex Yi pour chaque i E {l , ... , n} alors Xn -<ex Yn. 
2.4 Les ordres convexe croissant et concave croissant 
Lorsque l'ordre convexe (concave) devient trop contraignant, notamment au niveau des 
exigences des moyennes des v.a. X et Y, on se tourne vers l'ordre convexe croissant 
(concave croissant). Par définition, on dit que X est plus petite que Y au sens de 
l'ordre convexe croissant, noté X -<iex Y, si pour toute fonction <p : IR ---7 IR convexe 
et croissante, on a 
E {<p(X )} ::; E {<p(Y)} . 
Cette définition s'étend à l'ordre concave croissant. On dit alors que X est plus petite 
que Y au sens de l'ordre concave croissant, noté X -<icv Y, si pour toute fonction 
<p : IR ---7 IR qui est concave et croissante, 
E {<p(X)} ::; E {<p(Y)} . 
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À noter que cp est convexe et croissante si et seulement si cp( x ) 
fonction concave et croissante sur IR. 
-cp( -x) est une 
En particulier, comme la fonction cp(x) = x est strictement croissante, il s'ensuite 
que X -<icx y entraîne l'ordonnancement des moyennes, à savoir que E(X) :::; E(Y). 
C'est la différence qui distingue l'ordre convexe et l'ordre convexe croissant. En effet , 
on ne peut pas utiliser les propriétés d'ordre convexe croissant avec 'ljJ (x) = - x, 
puisque cette fonction n'est pas croissante. De plus, on ne peut rien dire concernant 
les variances puisque la fonction x 2 n'est pas strictement croissante pour tout x E IR. 
Soient maintenant X et Y, deux variables aléatoires. Alors X -< icx y si et seule-
ment si Y -< icv -X. Ainsi , on pourrait se contenter de décrire les propriétés de l'ordre 
convexe croissant uniquement , puisque leurs versions équivalentes pour l'ordre concave 
croissant en découlent. On a également que X -< icx y si et seulement si 
Enfin, on note que l'ordre convexe croissant est plus fort que l'ordre convexe car si 
X -< icx Y, alors X -< ex Y. L'implication contraire n 'est pas vraie en général. 
2.5 Les ordres stochastiques s-convexes croissants 
Pour tout A ç IR et s E No , on définit l'ensemble Us- iex des fonctions f A ~ IR 
telles que pour chaque f E {l, ... ,s} , on a 
Soient maintenant deux variables aléatoires continues X et Y. On dit que X est 
inférieure à Y au sens de l'ordre s-convexe croissant, et on note X -< s-icx Y, si pour 
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tout f E U s- iex , 
E {f(X)} ::; E {f(Y)} . 
Une caractérisation importante de cet ordre est que X -< s-iex y si et seulement si 
E(X f ) ::; E(y f ) pour tout e E {1 , ... , s - 1} et 
E {(X - t) ~-l} ::; E {(Y - t) ~- l } , pour tout t E IR. 
À noter que lorsque s = 1, on retrouve l'ordre usuel, c'est-à-dire que X -<l-iex y est 
équivalent à F(t) ::; G(t) pour tout t E IR. Quand s = 2, on retrouve l'ordre convexe 
croissant , c'est-à-dire que X -<2- iex y est équivalent à E{(X - t)+} ::; E{ (Y - t )+ } 
pour t E IR. 
Remarquons que l'ordre convexe croissant est un cas particulier de l'ordre s-
convexe, décrit ci-dessous, avec s = 2. 
2.6 Les ordres stochastiques s-convexes 
Pour tout A ç IR et s E No , on définit l'ensemble Us-ex des fonctions f : A --+ IR dont 
la dérivée d 'ordre s est non-négative, c'est-à-dire que 
dSf(x) 
-----'---'- 2: 0, pour tout x E A. dxs 
Soient maintenant deux variables aléatoires continues X et Y. On dit que X est 
inférieure à Y au sens de l'ordre s-convexe, en on note X -<s-ex Y, si pour tout 
E {f(X)} ::; E {f(Y)} . 
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Une caractérisation importante de cet ordre est que X -< s-cx y si et seulement si 
E(Xl ) = E(yl ) pour tout I! E {l , ... , s -I} et 
E {(X - t) ~- l} :::; E {(Y - t) ~- l} . 
Chapitre 3 
Tests statistiques pour les ordres 
s-convexes 
L'objectif principal de ce chapitre est d 'élaborer une procédure permettant de tester 
des hypothèses concernant les ordres stochastiques de type s-convexe. Plus spécifique-
ment , soient les hypothèses nulle et alternative 
Hg : X -<'s-icx y et Hl: X -f.s-icx y. 
Afin d 'établir une telle procédure, il faut d'abord décrire quelques outils issus de la 
théorie des processus empiriques. Notamment, la méthode des multiplicateurs pour les 
processus empiriques sera décrite. Cette technique s'avérera très utile pour le calcul 
des p-valeurs des tests. 
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3.1 Quelques notions sur les processus empiriques 
Soit un échantillon Xl , ... , X n d 'observations indépendantes à valeurs dans IR.. On 
suppose que ces observations ont la même fonction de répartition F. La fonction de 
répartition empirique est définie par 
La fonction empirique Fn(x) est un estimateur de F(x) . On montre facilement que 
E{Fn(x )} = F(x) et var {Fn(x)} = F(x) {l - F(x )} . 
n 
Pour un x fixé , on constate que Fn (x) est la proportion des observations qui sont 
inférieures à x . Le Théorème de la limite centrale de Moivre (voir par exemple [5]) 
assure que 
converge en loi vers la distribution normale de moyenne zéro et de variance F(x){l-
F(x )} . Le Théorème de Glivenko- Cantelli, [4], est un résultat de type convergence 
uniforme concernant le comportement asymptotique de Fn. Il stipule que l'estimateur 
Fn est uniformément convergent pour F au sens où 
sup IFn(x) - F(x) 1 
XEIR 
converge en probabilité vers O. D'autre part , un résultat de [6] permet de caractériser 
le comportement asymptotique en loi de IFn(x) vue comme une fonction aléatoire. 
Dans ce cas, on dit que IFn(x) est un processus empirique. Pour décrire ce résultat, on 
définit d'abord D(IR) , l'espace des fonctions définies sur IR qui sont continues à droite 
et qui possèdent une limite à gauche en tout point. Alors, IFn converge en loi dans 
l'espace D(IR) vers un processus de représentation IF(x) = l.BS{F(x)}, où l.BS est un pont 
Brownien. On rappelle qu'un pont Brownien l.BS est une fonction aléatoire définie sur 
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[0 , 1] telle que Iffi(O) = Iffi(I) = 0 [7]. De plus, un pont brownien est centré, c'est-à-dire 
que E{Iffi(t)} = 0 pour tout t E [0 , 1] et sa fonction de covariance est donnée pour tout 
s, t E [0 , 1] par 
cov {Iffi(s) , Iffi(t)} = min(s , t) - st. 
En particulier, 
var { Iffi(s )} = cov {Iffi( s) , Iffi(s )} = s(1 - s) . 
Par conséquent, puisque lF(x) = Iffi {F(x)} , on déduit facilement que pour tout x E IR, 
E {lF(x)} = 0 et var {lF(x)} = F(x) {1 - F(x)}. 
De plus, pour tout x, x / E IR, 
cov {lF(x), lF(x')} = min {F(x), F(x')} - F(x) F(x') . 
L'utilité principale des processus empiriques est de retrouver le comportement asymp-
totique de statistiques qui s'écrivent en fonction de Fn. Une illustration concernant la 
moyenne empirique est présentée dans la suite. 
Exemple 3.1. Soit une variable aléatoire positive X de loi F. Dans ce cas, on a 
E(X) = 100 {1 - F(x)} dx. 
Soient aussi des copies de X, c'est-à-dire un échantillon Xl , ... , Xn i.i.d. F. On sait 
qu 'un estimateur sans biais de E(X) est la moyenne empirique Xn. On montre que 
- 1 n 100 Xn = - 2: Xi = {1 - Fn(x)} dx. 
n i=l 0 
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Par conséquent, on peut écrire 
Vn [100 {l - Fn(x)} dx -100 {1 - F(x)} dX] 
-100 IFn(X) dx. 
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Par le Théorème des applications continues dont une description détaillée se retrouve 
dans [12], on conclut que Zn = Vn {Xn - E(X)} converge en loi vers une variable 
aléatoire Z de représentation 
Puisque Z s'écrit comme une intégrale d 'un procesus de type gaussien, cette variable 
aléatoire est une loi normale. De plus, on montre facilement que 
E(Z) E [-100 lE{F(X)}dX] 
-100 E [lE {F(x)}] dx 
Q. 
Dans les égalités précédentes, on a utilisé le Théorème de Fubini afin d'intervertir 
l'ordre des opérateurs espérance et intégrale. Enfin, 
var(Z) var [-100 lE { F (x)} dX] 
100 100 cov [lE {F(x)} ,lE {F(x')}] dxdx' 
100 100 [min {F(x), F(x')} - F(x) F(x')] dxdx'. 
Cette dernière expression correspond à la variance CT} de la loi F. Par conséquent, on 
a démontré que Zn converge vers une loi normale de moyenne nulle et de variance CT}. 
Il s'agit en fait du Théorème central limite. 
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3.2 Méthode des multiplicateurs 
Pour tester les hypothèses des tests mentionnés au début du présent chapitre, nous 
aurons besoin d'une méthode de ré-échantillonnage appropriée. Celle-ci sera basée 
sur la technique des bootstrap multiplicateurs. Cette procédure permet de reproduire 
le comportement asymptotique d'une statistique de test. Elle est notamment fort 
utile pour calculer la valeur critique de tests statistiques dans des situations où la 
distribution est inconnue sous l'hypothèse nulle. 
Les multiplicateurs sont des vecteurs aléatoires indépendants 
tels que pour chaque h E {l , ... , M}, les variables aléatoires ç-ih) , ... ,ç-~h) sont indé-
pendantes, positives et telles que 
Un cas particulier est celui où ç-;h) suit une loi exponentielle de paramètre À = 1. 
Selon [10], la méthode des multiplicateurs dans ce cas particulier s'appelle le bootstrap 
bayésien. 
Pour décrire la méthode dans le cas de la moyenne empirique, soit un échantillon 
Xl , ... ,X n de variables aléatoires indépendantes et identiquement distribuées à va-
leurs dans lR et telles que E(Xi ) = fJ, et var(Xi ) = a 2 < 00. Sous ces conditions, on 
sait que Zn = y'n(Xn - fJ,) converge en loi vers la distribution N(O, a2 ) . Ce résultat 
classique est énoncé, entre autres, dans [5] . On peut reproduire ce comportement li-
mite à l'aide de la méthode des multiplicateurs. Pour ce faire, on pose pour chaque 
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hE {1 , ... , M}, 
(h) __ 1 ~ ç;h) ( . _ - ) 
Zn - y1ï ~ [rh) X t X n , 
où [(h) = (çih) + ... + ç~h))/n. Suite à quelques manipulations algébriques simples, on 
montre que 
n (ç(h) ) Z~h) = L -~h) - 1 Xi' 
i=l ç 
Le résultat suivant établit la validité de la méthode des multiplicateurs. On en retrouve 
la démonstration dans [10]. 
Théorème 3.1. Le vecteur (Zn, Z~l), ... ,Z~M)) converge en loi vers (Z, Z(1 ), ... , Z (M)), 
où Z(1 ), ... , Z (M) sont des copies indépendantes de la variable aléatoire Z rv N(O , (j 2) . 
L'extension multidimensionnelle de la méthode dans :!Rd est assez directe. Dans 
ce cas, l'échantillon est composé de vecteurs aléatoires Xl ," " X n indépendants et 
identiquement distribués à valeurs dans :!Rd. On note J.L E :!Rd, le vecteur moyenne 
commun à chaque observation, c'est-à-dire que E(X l ) = ... = E(Xn ) = J.L. De même, 
on note ~ E :!RdXd , la matrice de variance-covariance, où pour chaque i E {1 , . .. ,n}, 
~U' = cov(XU!, XiE')' La moyenne empirique est le vecteur 
Du théorème central limite d-dimensionnel, on sait que Zn = y1ï(Xn - J.L) converge 
vers la loi normale à d dimensions de moyenne 0 = (0, ... , 0) et de matrice de variance-
covariance ~. Les multiplicateurs de Zn sont données par 
Une version multidimensionnelle du Théorème 3.1 peut maintenant être énoncée. 
Théorème 3.2. Le vecteur (Zn, Z~l), ... , Z~M)) converge en loi vers (Z, Z(1), ... , Z(M)), 
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où Z(1), .. . , Z (M) sont des copies indépendantes de la variable aléatoire Z de loi nor-
male à d dimensions de moyenne 0 et de matrice de variance-covariance ~. 
Maintenant, on peut établir la validité de la méthode des multiplicateurs dans le 
cadre beaucoup plus large des processus empiriques. Soient donc des variables aléa-
toires Xl, ... ,Xn indépendantes et identiquement distribuées à valeur dans ]Rd. Si F 
est leur fonction de répartition commune, alors on a vu que le processus IF n (x) = 
J7ï{Fn(x) - F(x)} converge en loi vers un processus limite de la forme lBS{F(x)}, où 
lBS est un pont brownien. Les versions multiplicateurs de IF n sont définies par 
1 n ( (h) ) 
IF(h)(X) = - '" ~i - 1 li(X· < x). 
n ln L C(h) t -
V l b t=l ':. 
La validité de cette méthode est démontrée au théorème suivant . Encore une fois , la 
démonstration se retrouve dans l'ouvrage de [10]. 
Théorème 3.3. Le vecteur (IFn , IF~I), ... ,IF~M)) converge en loi vers (IF, IF(1), ... ,IF(M)), 
où IF(1), ... ,IF~M) sont des copies indépendantes de IF(x) = lBS{F(x)}. 
3.3 Description de la procédure de test 
Rappelons que notre but principal est d'établir une procédure permettant de tester 
l'ordre usuel -<l-icx et l'ordre convexe croissant -<2-icx présentés au chapitre 2. Plus 
spécifiquement, nous proposons une méthode permettant de tester les hypothèses 
suivantes : 
Ho : X -<l-icx y et H l: X ~l-icx y (3 .1) 
et 
Ho : X -<2-icx y et H l: X ~2-icx y. (3.2) 
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Dans un premier temps, nous présentons la démarche statistique permettant de tester 
les hypothèses relatives à l'ordre -<l-icx . 
3.3.1 Procédure de test pour l'ordre -<l -icx 
Soient Xl , ... , X n et YI , ···, Yn deux échantillons indépendants de fonction de 
répartition F et C, respectivement. Considérons les processus empiriques suivants: 
1 n 1 n 
Fn(t) = - L K(Xi > t) et Gn(t) = - L K(Yi > t). 
n n 
i= l i= l 
La statistique du test utilisée sera celle de Kolmogorov-Smirnov [9] définie par 
Kn = Vnsup 1 Fn(t) - Gn(t)l· 
tEIR 
(3.3) 
Considérons maintenant les statistiques KAh ) , h = 1, ... , M simulées à l'aide de la 
méthode des multiplicateurs étudiée au chapitre précédent à savoir 
KAh) = Vnsup IF~h) (t) - G~h) (t)1 
t EIR 
(3.4) 
où 
1 n (ç(h) ) 
P (h) (t) = -" ..J- - 1 K(X· > x) 
n ln ~ C(h) ~ 
V , . ~= l ':, 
et 
-(hl __ 1_ ~ (ç;h) _ ) . Cn (t) - ln ~ -(hl 1 K(Yi > x). 
v 1. ~= l ç 
Ces statistiques interviennent dans le calcul de la valeur critique utilisée pour prendre 
une décision par rapport au rejet ou non de Ho. 
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Calcul de la valeur critique du test sur l'ordre -<l-icx 
L'erreur de première espèce est utilisée pour déterminer avec exactitude la proba-
bilité de rejeter de l'hypothèse nulle Ho alors que celle-ci est vraie. La valeur critique, 
quant à elle, est basée sur la statistique de test et aide à poser un diagnostic sur le rejet 
ou non de Ho. Si la valeur critique est inférieure à un seuil de signification ex donné, 
on dit alors que le résultat est statistiquement significatif, c'est-à-dire que les écarts 
observés ne sont pas seulement dûs au hasard. On rejette alors l'hypothèse nulle. 
L'évaluation de la valeur critique associée au test d 'hypothèse (3.1) est basée sur la 
statistique de test de Kolmogorov-Smirnov Kn définie par la formule (3.3) ainsi que 
les statistiques KA1), . .. ,KAM ) simulées par la méthode des multiplicateurs données 
par la formule (3.4). La valeur critique est donnée par la formule suivante : 
M 
p= ~LIT(KAh) > Kn) . 
h=l 
Nous résumons ci-dessous les étapes principales permettant d'obtenir la valeur critique 
relative au test (3.1) ; 
- Étape 1 : calculer la statistique de test Kn à partir d 'échantillons X et Y réels: 
Kn = sup IPn(t) - Gn(t) 1 
tEIR 
- Étape 2 : simuler à l'aide de la méthode des multiplicateurs la statistique sui-
vante; 
KAh) = sup IP~h)(t) - G~h)(t)l , h = 1, ... , M 
tEIR 
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- Étape 3 : calculer la valeur critique en effectuant la comparaison suivante; 
M 
p= ~LIT(K~h»Kn) 
n=1 
- Étape 4 : prendre la décision du rejet ou non de Ho. 
Nous allons maintenant décrire la procédure permettant de valider les hypothèses de 
test (3.2) . La démarche est similaire à celle exposée à la section précédente. 
3.3.2 Procédure de test pour l'ordre -<2-icx 
Soient Xl, . .. ,Xn et YI , ... , Yn deux échantillons indépendants de fonctions de 
répartition respectives F et G. Considérons les processus empiriques suivants: 
Pour réaliser le test , nous adoptons la statistique de Kolmogorov-Smirnov calculée à 
partir des données observées comme suit : 
IKn = vin sup IlFn(t) - Gn(t) 1· 
tEIR 
(3.5) 
Considérons maintenant les statistiques IK~h), h 
méthode des multiplicateurs : 
1, ... ,M simulée à l'aide de la 
IK~h) = vlnsup IlF~h)(t) - G~h)(t)l, 
tEIR 
(3.6) 
où 
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et 
où (Xi -x)+ = max{(Xi - x, O)} et où (Yi -x)+ = max{(Yi -x, O)}. Le calcul détaillé 
de la valeur critique est présenté au paragraphe suivant. 
Calcul de la valeur critique du test sur l'ordre -<2-icx 
L'évaluation de la valeur critique associée au test d 'hypothèse (3.2) est basée sur la 
statistique de test de Kolmogorov-Smirnov lKn définie par la formule (3.5) ainsi que 
les statistiques lK~l), ... ,lK~M) simuléées par la méthode des multiplicateurs données 
par la formule (3.6). La valeur critique est donnée par la formule suivante; 
M 
P = ~ Ln (lK~h) > lKn ). 
h=l 
Les étapes principales permettant d 'obtenir la valeur critique relative au test (3.2) 
sont: 
- Étape 1 : calculer la statistique de test lKn à partir d 'échantillons X et Y réels ; 
lKn = sup IlFn(t) - Gn(t) 1 
tEIR 
- Étape 2 : simuler à l'aide du logiciel MATLAB, par la méthode des multiplica-
teurs la statistique; 
lK~h) = sup IlF~h)(t) - G~h)(t)1 
tEIR 
- Étape 3 : calculer ensuite la valeur critique en effectuant la somme suivante à 
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l'aide du logiciel MATLAB; 
M 
P = ~ Ln (lK~h) > lKn ) 
n=l 
- Étape 4 : prendre la décision du rejet ou non de Ho. 
Chapitre 4 
Étude de la performance des tests par 
simulations 
L'objectif de ce chapitre est d 'illustrer la méthode décrite précédemment permettant 
de tester les hypothèses H o et H l des ordres stochastiques -<l-icx et -<2-icx . Pour se 
faire, nous allons choisir des variables aléatoires X et Y suivant des lois de probabilités 
spécifiques. Nous considérons en particulier le cas où X et Y suivent les lois normale 
et exponentielle. 
4.1 Carctérisation de l'ordre -< l-icx pour les lois nor-
male et exponentielle 
Ci-dessous nous caractérisons de l'ordre stochastique -<l-icx lorsque X et Y suivent 
la loi normale. 
Proposition 4.1. Soient X et Y deux variables aléatoires telles que X rv N(J-ll ' aD 
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et Y rv N(/-L2 , a~), alors 
X -<1-icX Y 
Démonstration. Soit 
( X - /-LI ) - ( X - /-LI ) P (x) = 1 - cp a l et G (x) = 1 - cp al 
les fonctions de survie de X et Y, où cp est la fonction de répartition de la loi normale 
standard N(O , 1). Alors, 
~ P(x) ~ G(x) V x 
~ 1 - cp ( x :l/-LI ) ~ 1 - cp ( x :2/-L2) V x 
~ cp ( x :l/-LI ) 2 cp ( x :2/-L2) V x 
x - /-LI X - /-L2 
----'-- > V x 
al - a2 
/-LI a2 - a2x ~ al/-L2 - xal V x 
D 
Similairement, si les variables aléatoires respectent des lois exponentielles, nous avons 
le résultat suivant . 
Proposition 4.2. Soient X et Y deux variables aléatoires telles que X rvexp(À1) et 
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Démonstration. Rappelons que les fonctions de survie de X et Y sont de la forme 
F(x) = e-À1X et G(x) = e-À1X . Par conséquent 
X -<1-icx y -{=:=} F(x) ::; G(x) 
-{=:=} e-À1X ::; e-À2X 'vix 2: 0 
-{=:=} 
-)'lX ::; -À2x 'vix 2: 0 
-{=:=} À1 2: À2 · 
o 
4.2 Caractérisation de l'ordre -<2-icx pour les lois nor-
male et exponentielle 
La proposition suivante fournit une condition suffisante sur l'ordre stochastique ::;2-icx 
entre deux variables aléatoires positives. 
Proposition 4.3. Soit X et Y deux variables aléatoires positives de fonctions de 
survie F et G respectivement, tel que E(X) ::; E(Y). S'il existe une constante c telle 
que 
F(x) 2: G(x) pour tout x < c (4.1) 
et 
F(x) ::; G(x) pour tout x 2: c (4.2) 
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alors 
X ~2-icx y. 
Démonstration. Supposons que (4.1) et (4.2) sont satisfaites et montrons que X ~2-icx 
y ou d'une manière équivalente 
100 F(t)dt ~ 100 G(t)dt pour tout x E IR. 
De (4.2), il est clair que pour tout x ~ c, 
100 F(t)dt ~ 100 G(t)dt. 
Montrons maintenant que cette inégalité reste valable pour x < c. À cet effet, consi-
dérons la fonction 
</J(x) = 100 F(t)dt - 100 G(t)dt. 
</J(x) est décroissante sur l'intervalle (-00, c), car </J'(x) = G(x) - F(x) est négative 
pour tout x < c. Par conséquent, 
</J(x) ~ </J(O) = E(X) - E(Y) ~ a pour tout x < c, 
ce qui implique le résultat. D 
4.3 Simulation 1 
Pour illustrer la méthode des multiplicateurs décrite au chapitre 3, nous allons effec-
tuer un test de puissance sur des échantillons X et Y suivant différentes lois avec des 
paramètres variants. Sur la 000 tests, nous allons calculer et afficher dans plusieurs 
tables la proportion de rejet de l'hypothèse nulle Ho. Les tailles des échantillons pour 
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les deux échantillons seront identiques et fixées à 50, 100 et 200. Les tests ont tous 
été effectués à partir du logiciel MATLAB 
Comparons d'abord des lois normales dont on fait varier la moyenne de la dis-
tribution X. Lorsque la variance est fixée , on peut prédire que le rejet de Ho sera 
systématique lorsque J1-x ::; J1-Y , qu 'il soit de 5% lorsque J1-x = J1-y et qu 'il tendera vers 
100% lorsque J1-x 2': J1-y. Dans la table l , on compare l'échantillon X de paramètre J1-x 
variable à un échantillon Y qui suit une loi normale de moyenne 0 et de variance 1 et 
on indique la proportion de rejet de l'hypothèse nulle. 
y rv N(O, 1) , s = 1 
J1- (]"2 n = 50 n = 100 n = 200 
-0,2 1 0,0090 0,0030 0 
-0,1 1 0,0240 0,0130 0,0120 
0 1 0,0550 0,0430 0,0570 
0,1 1 0,1380 0,1680 0,2280 
0,2 1 0,2330 0,3620 0,5340 
0,3 1 0,3790 0,5760 0,8270 
TABLE 4.1 - Proportion de rejet de l'hypothèse nulle pour X rv N(J1-, 1) et Y rv 
N(O, 1), 10 000 itérations, s = 1 
On constate dans la table 4.1 que la proportion de rejet de l'hypothèse nulle avoi-
sine les 5% lorsque la moyenne de la loi normale que suit la variable X est égale à celle 
de la loi normale que suit Y. Il s'agit de la proportion attendue qui accepte l'hypothèse 
nulle environ 95% du temps. Par contre, on obtient un net rejet de l'hypothèse nulle 
lorsque la moyenne de la loi normale que suit X est supérieure à celle de la loi normale 
que suit Y. Évidemment, les résultats sont plus concluants avec des échantillons plus 
grands. 
Ensuite, on compare les lois normales dont on fait varier le paramètre (]"2 pour 
l'échantillon X. L'échantillon Y reste fixé avec une moyenne de 0 et une variance de 
O. Puisque les fonctions de répartition des variables aléatoires de variances différentes 
vont nécessairement se croiser, l'ordre stochastique deviendra difficile à prédire pour 
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les variances différentes. Les résultats obtenus sont présentés à la table 4.2. 
y t'V N(O, 1) , s = 1 
J-t (J2 n = 50 n = 100 n = 200 
° 
0,5 0,4310 0,7540 0,9750 
° 
0,75 0,0980 0,1480 0,2750 
° 
1 ,25 0,0890 0,0430 0,0570 
° 
1,5 0,1630 0,3010 0,5760 
° 
2 0,4130 0,7650 0,9800 
TABLE 4.2 - Proportion de rejet de l'hypothèse nulle pour X t'V N(O, (J2) et Y t'V 
N(O, 1) , 10 000 itérations , s = 1 
On constate que le test d 'ordre 1 n'est pas assez puissant pour établir une conclu-
sion sur l'ordre stochastique entre les variables X et Y. C'est pourquoi nous devons 
passer à l'ordre s = 2 qui est moins contraignant, car il ne nécessite pas que les 
variances soient égales. 
4.4 Simulation 2 
Considérons des échantillons de variables aléatoires X et Y lorsque s = 2 dans le 
cadre de tests avec les multiplicateurs. Dans la table 4.3, les variances de X et de 
y restent fixées à 1 et la moyenne de X varie. On s'attend exactement aux mêmes 
résultats que ceux de la table 4.1. 
Comme prévu, on accepte fortement l'hypothèse nulle lorsque J-tx :S J-ty , on accepte 
à 5% lorsque J-tx = J-ty et on rejette fortement Ho pour J-tx ;::: J-ty . 
À la table 4.4, la simulation a été faite avec des échantillons distribués X t'V 
N(O, (J2) et Y t'V N(O , 1) lorsque s = 2 dans le cadre du test des multiplicateurs. C'est 
donc le cas où J-tx = J-ty. 
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y rv N(O, 1), s = 2 
J-l (J'2 n = 50 n = 100 n = 200 
-0,2 1 0,0010 0,0020 0 
-0,1 1 0,0140 0,0130 0,0040 
0 1 0,0590 0,0420 0,0510 
0,1 1 0,1320 0,1880 0,2420 
0,2 1 0,2820 0,4290 0,6410 
0,3 1 0,4480 0,6710 0,9150 
TABLE 4.3 - Proportion de rejet de l'hypothèse nulle pour X rv N(J-l,l) et Y rv 
N(O, 1), 10 000 itérations, s = 2 
y rv N(O, 1), s = 2 
J-l (J'2 n = 50 n = 100 n = 200 
0 0,5 0,0640 0,0520 0,0460 
0 0,75 0,0540 0,0580 0,0600 
0 1,25 0,0640 0,0850 0,1410 
0 1,5 0,1060 0,2150 0,4440 
0 2 0,2800 0,5900 0,9510 
TABLE 4.4 - Proportion de rejet de l'hypothèse nulle pour X rv N(O, (J2) et Y rv 
N(O, 1), 10 000 itérations, s = 2 
On décèle alors l'ordre qui se stabilise, basé sur la comparaison des variances des 
variables aléatoires X et Y. La proportion de rejet du test augmente lorsque la variance 
de X dépasse celle de Y. 
4.5 Simulation 3 
Considérons maintenant deux échantillons qui suivent de lois exponentielles de para-
mètres différents. La table 4.5 ci-dessous montre toujours la proportion de rejet de 
l'hypothèse nulle. La variable Y suit une loi exponentielle de paramètre ,\ = 1 et on 
fait varier le paramètre ,\ de la variable X. 
On constate que les résultats, tels qu'attendus, présentent un rejet de Ho presque 
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y rv exp(l), s = 1 
À n = 50 n = 100 n = 200 
0,7 0,0031 0,0005 
° 0,8 0,0086 0,0022 0,0006 
0,9 0,0225 0,0148 0,0068 
1,0 0,0589 0,0542 0,0543 
1,1 0,1137 0,1460 0,1885 
1,2 0,1923 0,2821 0,4240 
1,3 0,2888 0,4530 0,6792 
TABLE 4.5 - Proportion de rejet de l'hypothèse nulle pour X rv exp(À) et Y rv exp(l), 
10 000 itérations, s = 1. 
nulle pour Àl ~ À2 et un rejet de plus en plus grand à mesure que Àl s'éloigne de À2 . 
Des résultats aussi concluants que dans la table 4.5 sont constatés à la table 4.6 où le 
test a été fait avec les mêmes paramètres qu'à la table 4.5, mais dans le cas de s = 2. 
y rv exp(l) , s = 2 
À n = 50 n = 100 n = 200 
0,7 0,0006 0,0000 0,0000 
0,8 0,0031 0,0008 0,0002 
0,9 0,0178 0,0099 0,0048 
1,0 0,0520 0,0488 0,0492 
1,1 0,1223 0,1618 0,2412 
1,2 0,2285 0,3551 0,5732 
1,3 0,3617 0,5743 0,8313 
TABLE 4.6 - Proportion de rejet de l'hypothèse nulle pour X rv exp(À) et Y rv exp(l) , 
10 000 itérations, s = 2. 
Puisque la loi exponentielle n'admet qu'un seul paramètre et que les moyennes 
sont ordonnées, les conclusions des tests étaient prévisibles tant pour s = 1 que pour 
s = 2. On constate que pour des moyennes identiques, l'hypothèse nulle est rejetée 
5% du temps. La proportion de rejet est presque nulle pour P,x ~ p,y et est de plus 
en plus élevée pour P,x 2: p'y. 
Les simulations effectuées appuient l'efficacité du test statistique visant à compa-
rer l'ordre de deux variables aléatoires indépendantes et identiquement distribuées. Il 
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serait intéressant, en extension à ce mémoire, de tester la validité du test pour des 
variables indépendantes suivant des lois différentes. Il pourrait être enrichissant égale-
ment de faire le test sur de vrais jeux de données et vérifier si, avec l'ordre 1 ou l'ordre 
2, il serait possible de prédire un ordre entre les variables aléatoires authentiques. 
Conclusion 
Bien que la moyenne et la variance soient des mesures populaires et rapides pour 
comparer l'ordonnancement de 2 variables aléatoires, ces concepts ont des limites. Il 
est donc nécessaire d'approfondir et de raffiner les outils de comparaison de la varia-
bilité, d 'où le développement de la théorie des ordres stochastiques qui a beaucoup 
évolué depuis une quarantaine d'années. Dans ce mémoire, on a d 'abord fait une révi-
sion et une revue de littérature sur les notions de probabilités, de lois de probabilités et 
de la notion d 'ordre stochastique qui sont nécessaires au développement d 'un nouveau 
. test statistique permettant d 'ordonner les variables aléatoires. On a obtenu la conver-
gence en loi d'un processus empirique qui sous-tend chacune des statistiques de test 
proposées. Ensuite , le but principal à été de développer judicieusement la méthode 
des multiplicateurs afin de calculer les p-valeurs des tests pour l'ordre s-convexe. Le 
test s'avère être un complément à l'article de Baringhaus et GrÜbel. 
Les simulations à l'aide de variables qui suivent des lois normales et exponentielles 
montrent l'efficacité de ce test pour s = 1 et s = 2. Les proportions d'acceptation 
de l'hypothèse nulle sont très éloquentes et sont opérationnelles en comparant des 
variables aléatoires de mêmes lois pour lesquelles on modifie la variance. Les tests ont 
été faits avec plusieurs tailles d 'échantillons différentes et les résultats ont été illustrés. 
Conclusion 46 
Les tests ont été développés pour les ordres s = 1 et s = 2. Il aurait été intéressant 
de généraliser le test statistique pour tout s, afin que le test soit efficace pour la com-
paraison de n'importe quelle distribution de variables aléatoires. Il serait également 
intéressant de comparer des lois de probabilité différentes et de faire le test avec des 
données réelles. 
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