In Response Surface Methodology, the relationship between the response variable and the independent variables in a restricted area of operation was used models which approximated by a second order polynomial function. While the model parameters are usually estimated by the Least Squares Method (OLS). However, this method is highly sensitive to outliers, because outliers are very likely to produce a substantial residual and often affects the resulting model. Thus, if this model is implemented causing the resulting model estimate to be biased and resulted in errors in the determination of the actual optimal point. Therefore, we need a model of the response surface that is resistant to outliers. As an alternative, we use the M-Estimation, for estimating the parameters of the response surface model. In this paper, we demonstrated the use of M-estimation in the response surface model with a case study of tire tread compound problem. From the simulation results has been shown on the tire tread compound problems. M-estimation gives better 1804 Edy Widodo, Suryo Guritno and Sri Haryatmi results compared to OLS. So that, in case there is data that contain outliers, M-estimation can be used as an alternative estimator.
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Introduction
Response Surface Methodology (RSM) first introduced by [3] . Response Surface Methodology (RSM) is a well known tool in process and product development using design of an experiment. The RSM consists of statistical and mathematical techniques of optimization that are utilized to improve existing products. This method is generally used to determine the conditions of independent variables (design variables) that produce optimal response (maximum, minimum or, more broadly, to the conditions around a stationary point containing ridge). In general there are three main phases in the RSM, [8] . 1) data collection, through the selection of appropriate experimental design strategies; 2) data modelling, through the selection of appropriate methods of regression modelling; and 3) optimization, through the selection of the optimal methods that will be used to identify the settings of independent variables that optimize the response variable.
The three stages are interrelated, in which each phase will affect the next stage. Because of the breadth of the field of work of the RSM, this research will focus on regression models to estimate the RSM, with the assumption that the experimental design is satisfactory and the data has been collected.
To approach the relationship between the response variable and the independent variables in a limited sphere of operation, the RSM, used a secondorder polynomial function (quadratic model). This model is hereinafter referred to as second-order models. In matrix form, the model of the secondorder can be written as follows:
where :
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Furthermore, to estimate the coefficients of linear regression as in (1), the response surface models are usually used method of Least Squares (OLS). However, this method is very sensitive to the assumption of the existence of irregularities in the data. One important assumption in the regression analysis is the assumption of a normal distribution (normality). Normality assumption is often violated when the data contain outliers.
According to [7] , outliers can affect the estimation of the parameters in the model. Outliers can affect the results of statistical analysis, as outlets are very likely to produce a large residual and often affect the regression models generated. Therefore, if this model is applied will be a problem, because it will cause the resulting model estimates to be biased and will result in errors in the determination of the actual optimal point. Therefore, we need a model of the response surface that is resistant to outliers.
Various kinds of methods used by researchers to treat or follow any outliers in the data, is as follows: 1) issued outliers, with the consideration that there is a possibility that outliers caused by errors, so not the actual data. Moreover outlier spending does not reduce information can be presented and studied by most other data, 2) use the data as a whole or without removing the outliers, but by giving small weights to the data outliers, the method to be known as robust regression method.
According to [2] , the presence of outlier data is unavoidable in most real cases and because the least squares method is sensitive to these types of points, robust regression approaches appear to be a more reliable and suitable method for addressing this problem. Robust regression is a regression method that is utilized when there are some outliers in the model. This method is an important tool for analyzing the data which are affected by outliers so that the resulting models are robust or resistant against outliers. A robust estimator is relatively unaffected by large changes in a small portion of data or a small change in a large part of the data. The robust regression approach used in this paper is based on M-estimator methods. One of the most widely used weighting functions used in regression estimation is a Hubers function.
Wiens and Wu in [9] has studied comparative robust design for m-estimated regression models. M-estimation is the simplest method and the most widely used and has a high efficiency rating. Wan in [8] , recommends developing a method that is resistant to outliers, with reference to the research results [1] . In his research, [1] , have proposed a method called the Outlier Resistant Robust Regression Model (ORMRR). ORMRR proposal is motivated by the desire to obtain a tactical formulation of the model misspecification in dealing with outliers, in cases outside the response surface model.
Having regard to the above background, in this paper will be presented on the use of M-estimation for response surface models with the data outliers with a case study of tire tread compound problem.
Regression Estimator Based On M-estimation
M-estimation is a robust regression method is frequently used because it is deemed better to calculate the parameters caused by outliers. This robust method of regression coefficients assumed that the data contain outliers by minimizing an objective function (ρ) of the error
M-estimation does not need to be scale-invariant in the sense that if the squared error by a constant, then equation (3) turns. To obtain a scaleinvariant for this type of estimator, the solution is
where s =
, s is the robust estimator and ρ
is a symmetric function of residual or function that contributes to each residual in the objective function. With ϕ = ρ is the derivative of (ρ), then to minimize equation (4) is
ϕ (.) is an influence function is generally non-linear form, so that equation (5) can be solved by the iteration method with iterative reweighted least squares method, which produces the equation:
with
and in matrix notation becomes:
where is a diagonal matrix W 0 which measures the nxn diagonal elements w 10 , w 20 , ..., w n0 given by equation (9) the weighted regression can be used as a tool to get the M-estimation. So that the parameters to be estimated:
The following is an assessment procedure using M-estimation:
1. Calculated estimator of β, denoted b using least squares, to obtainŷ i,0 and ε i,0 = y i −ŷ i,0 where (i = 1, 2, ...n) is treated as an initial value and y i is the experimental results 2. Of the residual values were calculatedσ 0 , and the initial weighting 
Outliers
Johnson and Wichern in [6] defines outliers as an observation that is consistent with other observations set. Besides outliers defined as an observation that deviates from a collection of other observations, so do not follow most of the pattern. As a result of its distance from the centre of the observation. Outliers are generally a one or a small portion of data that is located far away from the pattern of the overall data set. Outliers in a set of observed data is an observation that appears and its value is not consistent with other observational data. The influence of outliers in the data analysis can be distinguished by the origin of the outliers, which are derived from the response variable (y-outliers; influence points) or derived from the independent variable (x-outliers; leverage point).
An observation that is different from other data sets can have a big impact on the regression analysis. Outliers can lead to the following: 1) a large residual of the model form or E [e] = 0, 2) variance in the data becomes larger and 3) the estimated interval will have a wide range.
Optimization of a Second-Order Model
To obtain the stationery point, we differentiateŷ i in equation (2) with respect to x as follows δŷ δx = b + 2BX (11) and, set the derivative to be 0, the stationary point (x 0 ) can be obtained
where
The predicted response at stationary point iŝ
Result and Discussion
In this section, we illustrate the proposed method using the well-known problem tire tread compound, which was originally presented by [4] . In this model, three main chemical materials, such as hydrated silica level X 1 , silane coupling agent level X 2 , and sulphur level X 3 , and responses are modulus Y. The experimental data results are given in Table 1 . Of 20 observations were analysed, there are 3 observations that indicated an outlier, namely observation of the 5 th , 8 th and 13 th . This was shown by the standardized residual values greater than 2, as showed in Table 2 . By using the data containing outliers, then performed simulations. Simulation is performed by comparing the results of OLS with M-estimation. Simulation results are presented in table 3 and 4. Table 3 presents a comparison of the results of the estimated regression coefficients, and standard error (SE) Coefficient based on the OLS and the M-estimation. The analysis was done using coded values. From Table 2 that all the coefficients obtained information generated by the M-estimation gives smaller standard errors than OLS. In other words, in the case above in that, the data contain outliers; M-estimation is able to reduce the coefficient standard errors produced by OLS. 4 shows that for the data containing outliers M-estimation gives a much smaller MSE than the OLS, which shows that M-estimation can provide better accuracy compared with OLS. The same thing also happened on M SE LOF . M SE LOF value produced by M-estimation is much smaller when compared to OLS, which shows that M-estimation gives the value of the gap level estimation model is actually smaller than the OLS. In addition, R2 generated by the M-estimation is greater when compared with OLS. This suggests that the ability of the model generated by the M-estimation to explain 
Conclusion
It has been shown that in the case of experimental data on the response surface method containing outliers, the M-estimation can be applied to estimate the response surface model. Of tire tread compound problem simulation, it has been shown that the M-estimation gives better results compared to OLS.
