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ABSTRACT
The aim of this dissertation is to investigate self-assembled structures and the phase
diagram of amphiphilic molecules of diverse geometric shapes using a number of different
computer simulation methods. The semi-realistic coarse-grained model, used extensively for
simulation of polymers and surfactant molecules, is adopted in an off-lattice approach to study
how the geometric structure of amphiphiles affects the aggregation properties. The results of
simulations show that the model system behavior is consistent with theoretical predictions,
experiments and lattice simulation models. We demonstrate that by modifying the geometry of
the molecules, self-assembled aggregates are altered in a way close to theoretical predictions. In
several two and three dimensional off-lattice Brownian Dynamics simulations, the influence of
the shape of the amphiphilic molecules on the size and form of the aggregates is studied
systematically. Model phospholipid molecules, with two hydrophobic chains connected to one
hydrophilic head group, are simulated and the formation of stable bilayers is observed. In
addition, (practically very important) mixtures of amphiphiles with diverse structures are studied
under different mixing ratios and molecular structures. We find that in several systems, with
Poisson distributed chain lengths, the effect on the aggregation distribution is negligible
compared to that of the pure amphiphilic system with the mean length of the

Poisson

distribution.
The phase diagrams of different amphiphilic molecular structures are investigated in
separate simulations by employing the Gibbs Ensemble Monte Carlo method with an
implemented configurational-bias technique. The computer simulations of the above mentioned
amphiphilic systems are done in an area where physics, biology and chemistry are closely
ii

connected and advances in applications require the use of new theoretical, experimental and
simulation methods for a better understanding of their self-assembling properties. Obtained
simulation results demonstrate the connection between the structure of amphiphilic molecules
and the properties of their thermodynamically stable aggregates and thus build a foundation for
many applications of the remarkable phenomena of amphiphilic self-assembly in the area of
nanotechnology.
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CHAPTER ONE: INTRODUCTION

The main purpose of this work is to use simulation methods to investigate the selfassembling properties of amphiphilic type molecules. We have chosen to utilize the continuum
model of amphiphiles since the main advantage of the off-lattice model is the possibility of
continuously changing the structural properties of molecules, which gives greater control over
the input parameters in the model. For example, the ratio between the sizes of hydrophilic and
hydrophobic groups in an amphiphile is varied in a such way that it matches the real chemical
structure of these molecules. Furthermore, some interesting properties obtained

from our

simulations can be achieved in an experiment by engineering the chemical structures of the
molecules. Hence, our aim is twofold. First, we test the model against the basic theoretically well
understood principles of

the influence of the amphiphilic molecular shape on the self-

assembling properties, and second, we use it for predicting the chemical structures in order to
have control over the equilibrium aggregates (e.g., micelles, bilayers and vesicles).

1. Self-assembly phenomena
The basic question of our existence as humans is related to the creation of living matter
from a non-living substance. In recent decades, our knowledge of this remarkable property of
matter has increased dramatically, but we still cannot achieve the ultimate goal of creating living
species from a non-living substance. The understanding of how the whole process is governed by
the thermodynamical and physico-chemical laws becomes clearer with advances in studies of
complex system, biophysics and nanoscale research.
1

The latest discoveries in polymer and soft condensed matter physics reveal many
fascinating facts about self-assembly. In a typical self-assembling process, molecules
spontaneously form ordered aggregates with diverse structures, e.g., monolayers, bilayers,
globular and cylindrical micelles, inverted micelles, vesicles and other structures [Saf94, Isr92].
In principle, one can predict which aggregates will form from a specific choice of the
thermodynamic conditions and chemical structures of the molecules. This fact has been widely
exploited in microelectronics, photonics and surface science and for many pharmaceutical,
medical and biological applications [Hie97, Whi02]. The most recent progress in utilizing selfassembly is in making mesoporous sieves, design templates for devices at the nanometer length
scale [Zha03], drug delivery agents etc.
Self-assembly is a collective phenomenon that involves a large number of non-covalently
interacting molecules over different time scales and large space domains. With the development
of new technologies at the nanometer scale and the growing role of physics in biology and
medicine, the study of such complex systems is becoming an important task with a need of new
models and theories, and better ways of testing and improving them. While analytical results are
obtained for many simple cases, the progress in predicting self-assembling structures and
verification of the theoretical models heavily relies on computer simulations. In this work, selfassembling properties of amphiphilic molecules systems are investigated by simulating their
behavior using several computational techniques.

2

2. Amphiphiles
The name “amphiphile” comes from two Greek words: “amphi” and “philo.” The first
word means "both, of both kinds, on both sides” and second means “having a strong affinity or
preference for; loving.” The amphiphilic molecules have two distinct moieties with opposing
affinity with respect to solubility. The hydrophobic part (usually referred to as tail) avoids
contact with the water, while the hydrophilic part (head) interacts strongly with the water
molecules (see Fig.1). The solvent can be organic or nonorganic (e.g., CO2 or water), but in this
work we restrict our investigations to amphiphiles in water since most of the applications are
based on the water solutions of amphiphiles.

Figure 1. Structure of an amphiphilic molecule

Amphiphilic molecules are an important class of medium sized organic molecules (see
Table 1) with very rich phase behavior and numerous applications. The molecular weight of
these molecules ranges from hundreds to a few thousand atomic mass units (amu), which is less
than the weight of polymers (between 104 amu and 106 amu). The hydrophobic segment of an
amphiphile has the structure of a hydrocarbon chain, while the hydrophilic part is an ionic or

3

non-ionic group. Examples of amphiphilic molecules with ionic heads are fatty acids, sulfates
and sulfonates; polyoxyethylene is an amphiphile with a non-ionic head group.

Table 1. Examples of common amphiphiles (adapted from Ref.[Jon02])

In chemistry, the term “amphiphile” is often used synonymously with the term
“surfactant”. The name “surfactants” comes from “surface active agents” and their

main

physico-chemical properties is their affinity for surfaces and interfaces. Surfactants have
numerous applications in oil recovery, hazardous waste processing, the pharmaceutical industry,
food technology and as detergents [Jön98]. Another example of amphiphilic molecules comes
from biology: the phospholipids. These amphiphiles, which consist of two hydrophobic tails
attached to a hydrophilic head group, are the building blocks of the cell membrane.

4

Phospholipids play an active role in membrane fusion [Sie99], protein interactions [Lan96,
Mou98] and in modifying the behavior of membrane proteins [deK97].

3. Thermodynamics of aggregation
The driving force behind aggregation of amphiphiles in water is the hydrophobic effect as
pointed out by Tanford [Tan80]. When immersed in water, the hydrophilic segment of the
molecule is attracted to the water molecules; in contrast, the hydrophobic segment tries to avoid
contact with the water. The self-assembling process is driven by the requirement of minimizing
the Gibbs free energy of the system. This can be achieved by decreasing the unfavorable
interactions or by increasing the entropy of the system. The structures formed (e.g., micelles,
vesicles, bilayers etc.) have nontrivial properties. These supramolecular aggregates are kept
together by weak interaction forces such as van der Waals, hydrophobic hydrogen-bonding and
screened electrostatic interactions, and therefore the structures are not rigid but more fluid-like:
soft and flexible, constantly exchanging molecules with each other. Our goal is to understand the
thermodynamics of aggregation by theoretical methods and computer simulations and to address
the main question of amphiphilic self-assembly, namely, “Why do the molecules prefer
association in certain structures and how do the structure of the amphiphiles and thermodynamic
conditions (temperature, pH of the solvent, molar concentration of amphiphiles etc.) affect these
preferred structures?”
A systematic theoretical description of the geometrical effects in amphiphilic aggregation
was first given by Israelachvili [Isr76, Isr92]. The phenomenological theory outlined by

5

Israelachvili is “…a simple model, with minimal assumptions, for the free energies of
amphiphiles in both aggregated and dispersed states” [Isr76].

Figure 2. A scheme of an aggregate of N=8 amphiphiles

The main idea of the above mentioned theory is to use the difference between the
standard chemical potential of a free amphiphilic molecule µ1 and the chemical potential µ N of
that molecule when it is a part of an aggregate of size N (see Fig.2), in order to calculate the size
distribution of the aggregates. It follows from basic equilibrium thermodynamics of dilute
solutions that the condition for aggregates of different sizes to be in equilibrium is that the
chemical potential µ N has to be the same for all the molecules regardless of the aggregate size
N:

6

µ1 = µ10 + k B T log X 1
kBT
⎛X ⎞
log ⎜ N ⎟
N
⎝ N ⎠
µ1 = µ2 = ..... = µ = const.

µ N = µ N0 +

(1.1)

where T is the temperature, k B is the Boltzmann constant, X N is the mole fraction of aggregates
of N amphiphiles, and X 1 is the concentration of the single isolated molecules (also referred to
as monomers). The mean interaction free energy per molecule (standard part of the chemical
potential) in an aggregate of size N is denoted by µ N0 . The second term in expression (1.1) for the
chemical potential µ N comes from the translational entropy of the cluster and, as it can be
seen, the bigger aggregates

contribute less to the translational entropy of the system.

Additionally, the interactions between different aggregates are ignored, and therefore the
description is for dilute systems. Equations (1.1) can be solved for the volume fraction X N of
aggregates made of N molecules with reference to the free monomers X 1 and the result is:
⎛ µ 0 − µ N0
⎪⎧
X N = N ⎨ X 1 exp ⎜ 1
⎝ kBT
⎩⎪

⎞ ⎪⎫
⎟⎬
⎠ ⎭⎪

N

(1.2)

Additionally, the sum of mole fractions X i is equal to the total solute concentration X .
∞

∑X
i =1

i

=X

(1.3)

The main parameters governing the aggregation are the values of the interaction energies

µi0 for the molecules in distinct clusters of size i. A necessary condition for formation of
aggregates is that the interaction energy of a molecule in an agglomerate of N molecules µ N0 has
to be less than the monomer energy µ10 :
7

µ N0 < µ10 .

(1.4)

When the aggregates are energetically favored (i.e., condition (1.4) is satisfied, the
aggregate sizes and shapes depend on the functional forms of the µi0 and aggregation dynamics is
controlled by the entropy and the energy of the system. It can be shown [Isr92] that the
interaction energy of the molecules has the general form:

µ N0 = µ∞0 +

α k BT
Np

(1.5)

where the constant α denotes the strength of the intermolecular interactions and the parameter
p depends on the shape of the aggregate. From equations (1.2) and (1.5) follows:
N

⎡ α (1− N1p ) ⎤
α N
X N = N ⎢ X 1e
⎥ ≈ N [ X 1e ]
⎣
⎦

(1.6)

When the monomer concentration X 1 is low enough so that X 1eα < 1 , most of the
molecules are isolated monomers and the concentration of clusters decreases with the increase
of their size N:
X 1 > X 2 > X 3 > X 4 > ....... > X N .

(1.7)

There exists a limiting value for X 1 given by X 1crit = e −α after which an increase in
monomer concentration is not possible. This concentration is called the critical micelle
concentration

(CMC) and marks the concentration after which added molecules prefer

aggregation rather than the monomer state (see Fig.3).
Inside an aggregate, the molecules are in a fluid-like state. They interact weakly through
noncovalent forces, which depend on solution conditions such as pH and temperature. Thus, the
aggregates are constantly changing, and therefore they do not have fixed sizes or shapes but
8

rather a distribution around some equilibrium state. As mentioned above, the main contribution
to the attraction of amphiphiles inside an aggregate is due to the hydrophobic effect, while the
repulsion arises from steric, electrostatic and hydration forces. These forces act mostly on the
interfacial surface of the aggregate, and, to first approximation, their contribution to the
interfacial free energy of a molecule can be expressed as:

µ N0 = γ a +

K
a

(1.8)

where γ is the free energy per unit area and K is a constant.

Figure 3. A scheme of concentration of monomers and aggregates as a function of total
concentration

At the optimal surface area a0 = ( K / γ )1/ 2 , the free energy per molecule has a minimum of
( µ N0 ) min = 2γ a0 and the equation (1.8) can be rewritten in a more convenient form:

9

γ
µ N0 = ( µ N0 ) min + (a − a0 ) 2 .
a

(1.9)

From this equation one can conclude that, to first approximation, the energy between
amphiphiles has a minimum at the optimal head group area a0 and that deviation from this area
leads to a parabolic increase of the interfacial energy. Together with the optimal head group area
a0 and volume V of the hydrophobic part of an amphiphilic molecule, an additional geometric
parameter is the critical chain length lc which is less than fully extended molecular length of
the hydrophobic chain l max [Isr92]. For a hydrocarbon chain of n carbon atoms

l max ≈ (0.154 + 0.1265n) nm
V ≈ (27.4+26.9n) × 10-3 nm3

(1.10)

The above mentioned three geometric parameters can be measured or estimated for any
molecule, and thus it is possible to calculate in advance approximate shape and size of the most
preferable structures. From all these aggregates, the entropy favors the one with the smallest
number of molecules.
Israelachvili has shown [Isr76] that a classification of these unique structures is possible
by using the concept of the packing parameter λ =

V
. Let us assume that we have a spherical
a0lc

micelle of radius r that is made of N amphiphilic molecules (Fig. 4).
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Figure 4. The concept of an optimal head group area a0 and volume V of an amphiphilic
molecule

The surface area of the aggregate is given by
4π r 2 = Na0

(1.11)

4 3
π r = NV
3

(1.12)

while the volume is

and therefore, the radius r of the aggregate is related to the parameters V and a0 :
r=

3V
a0

(1.13)

A necessary condition for the existence of this spherical micelle is that the critical chain length lc
must be less than the radius of the spherical micelle. The condition for the formation of spherical
micelles becomes
V
1
≤ .
a0lc 3

Similarly, for cylindrical aggregates and bilayers the conditions are:
11

(1.14)

1 V
1
<
≤
3 a0lc 2

cylinders

1 V
<
2 a0lc

bilayers

(1.15)

In the case of bilayers, there is one more possibility for reducing the energy associated
with the edges. If the edges of a bilayer are joined together (to form vesicles), the energy is
lowered, but this is not a straightforward process since additional curvature energy is introduced.
In practice, vesicles are obtained from a mixture of
experimental study see [Sod97]).
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two types of amphiphiles (for an

CHAPTER TWO: COMPUTER SIMULATIONS

A great variety of theoretical and numerical techniques has been developed to study
amphiphilic self-assembly. Pioneering theoretical studies by Tanford [Tan80] and Israelachvili
[Isr92] use the basic principles of thermodynamics and statistical mechanics to provide the
energetic of micellization. On the other hand, simulation results with explicit incorporation of
hydrophilic and hydrophobic elements of amphiphilic molecules have been able to provide a
detail picture of certain structures and dynamics of aggregation. A significant amount of
information has been obtained through Monte Carlo (MC) simulations of lattice models [Lar85,
Lar88, Lar89, Lar92, Lar96, Nel97, Mac97, Bha00, Bha01, Flo98]. Compared to the off-lattice
models, the lattice models are few orders of magnitudes faster and much simpler to implement.
Recently, anomalous temperature dependence of CMC due to hydrogen bonding has been
predicted using a lattice gas model [Boc03]. The lattice Grand Canonical Monte Carlo (GCMC)
method has been able to provide the phase diagram of different surfactants [Pan02, Sal03]. It has
been shown [Sal03] that by altering the ratio of the hydrophilic and hydrophobic segments the
surfactant system could be driven to a complete phase separation or micellization. The
dependence of critical micelle concentration (CMC) on the hydrophobic and hydrophilic
segments has been investigated in detail by the single-chain mean field (SCMF) theory [Gue99].
Simulations in continuum using MC [Mil01, Gal04] and MD [1, 2, Rec94, Pal96, Got97] have
provided great insights into amphiphilic self-assembly.
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Both MD and MC methods are suitable for simulation of amphiphiles but each of them
has different strengths and weaknesses. The MD method gives the time evolution of the system
and therefore the time dependence of calculated variables is easily obtained. On the other hand,
in case of more realistic potentials, calculation of the forces becomes very computationally
expensive because they are computed as analytical derivatives from the potentials. The main
advantage of the Monte Carlo method is the possibility of implementing “non-physical” biased
moves and sample system states that are important but have very small probability of occurrence.
Example of such biased move is the configurational-bias technique used in studies of the dense
systems and discussed later in this work.
The specific geometry of an amphiphile affects the final structures in a nontrivial manner.
Only in the continuum models one can tune the hydrophilic and hydrophobic segments in any
desired fashion and study self-assembly as a function of the shape and the size of the
hydrophobic and hydrophilic building blocks. Off-lattice calculations are mostly done either with
a bead-spring [1, 2] or a bead-stick model [Got97] where the successive beads are connected by
either a spring or a rigid bond.

1. Bead-spring model
Coarse-grained models are widely used in computer simulations to represent chemical
structure of the molecules with a computational efficient model with small number of
parameters. In contrast to the atomistic models where every atom is taken into account in
calculations, the coarse-grained models use the fact that a whole group of atoms behave in a
certain way. The hydrophobic and hydrophilic parts of any amphiphile molecule are
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approximated by certain number of spheres (beads) having well defined interaction properties.
For example, in polymer simulations each bead represents a part of the polymer chain
proportional to the persistence length [deG79]. The coarse-grained description was applied in
simulations of dimeric (gemini) and trimeric surfactants [Mai02].

Figure 5. Bead-spring model of an amphiphile

In this model every molecule is represented as N bonded spherical beads. For the
molecule made of n hydrophilic head and m hydrophobic tail beads we adopt the notation hn tm .
For example, on Fig.5 is shown a model of an amphiphilic molecule h1t5 with the diameter of the
head group two times the diameter of the tail bead and spring bead-bead interactions . The chain
structure of the molecule is kept by the bonding potential U bond which acts between every two
neighboring beads. The type of intramolecular and interchain interactions can be different
depending on the force model one adopts. These force models are continuously improving by
matching the results of the simulations to the experimental data.
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2. Verlet Algorithm
Molecular Dynamics simulations [All89, Fre02] apply the laws of classical mechanics in
the molecular systems. The evolution of the system is simulated by solving the Newton’s
equations of motion for every molecule. The most used algorithms are the Gear predictorcorrector algorithms [Pre92] and the Verlet-like algorithms. A drawback of the Gear algorithms
is the need for storage of many time derivatives of the atom positions at every time step. On the
other side, the Verlet algorithm [Ver67] is simpler to use and it is one of the best algorithms for
MD simulations in terms of stability. It requires only calculation of forces at each time step ∆t .
The main idea for obtaining the next position in time r (t + ∆t ) is to use the truncated Taylor’s
expansion of the particle coordinate around the time t together with the current and previous time
step positions. The Taylor’s expansion of the coordinate r (t ) from t to t + ∆t and t − ∆t are
F (t ) 2 ∆t 3
∆t +
r + O ( ∆t 4 )
2m
3!
F (t ) 2 ∆t 3
r (t − ∆t ) = r (t ) − v(t )∆t +
∆t −
r + O ( ∆t 4 )
2m
3!
r (t + ∆t ) = r (t ) + v(t )∆t +

(2.1)

Adding these two equations and solving them for r (t + ∆t ) gives
r (t + ∆t ) ≈ 2r (t ) − r (t − ∆t ) +

F (t ) 2
∆t
m

(2.2)

Computing the new coordinate r (t + ∆t ) does not require calculation of velocity at any time and
therefore it saves computational time. However, if needed, the velocity can be calculated from
the expression:
v(t ) =

r (t + ∆t ) − r (t − ∆t )
+ O ( ∆t 2 ) .
2 ∆t
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(2.3)

The velocities are used for an estimate of the kinetic energy of the system and corresponding
instantaneous temperature T (t ) defined from the equipartition theorem:
T (t )

1
kB

mvi2 (t )
∑
i =1 N freedom
N

(2.4)

where N freedom is the number of the degrees of freedom in the system. The temperature of the
system T is obtained as an ensemble average of the instantaneous temperature T (t ) :

T = T (t ) .

(2.5)

3. Brownian Dynamics
Brownian Dynamics (BD) is a MD method where the effect of the surrounding solvent is
not taken into account explicitly. The effect of the solvent is simulated by two additional
forces:
1) a drag force proportional to γ i vi (t ) , where γ i is the friction coefficient
2) a random force Ri (t ) .
The random force acts as thermal heat bath and it satisfies the fluctuation-dissipation relation
given by equation:
Ri (0) R j (t ) = 2mi γ i kTref δ ij δ (t )

(2.6)

The Gaussian distribution of the random force with zero mean of the form
W ( Ri ) = [2π R ]
2
i

−1/ 2

exp(−
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Ri2
2 Ri2

)

(2.7)

satisfies the condition (2.6). The equation of motion for every bead is given by Langevian
equation:
mi vi (t ) = − mi γ i vi (t ) + Fi ({x(t )}) + Ri (t )

(2.8)

Additional conditions for the random forces Ri (t ) are that they should be not correlated in time
and with the velocities and the forces:
Ri = 0

vi (0) R j (t ) = 0, t ≥ 0

(2.9)

Fi (0) R j (t ) = 0, t ≥ 0

The method we implemented is the one suggested by van Gunsteren and Berendsen
[Gun82]. In their work, the position of a bead x (tn + ∆t ) one time step ∆t ahead is calculated
from the previous position x (tn ) at time tn , forces acting on the particle F (tn ) and

the

coefficients X n (∆t ) given by the relations:
X n (∆t ) ≡ (mγ )

−1

tn +∆t

∫

[1 − exp[−γ (tn + ∆t − t )]]R(t )dt

tn

x(tn + ∆t ) = x(tn )[1 + exp(−γ∆t ] − x(tn − ∆t ) exp(−γ∆t )
+ m −1 F (tn )(∆t ) 2 (γ∆t ) −1[1 − exp(−γ∆t )]

(2.10)

1
+ m −1 F (tn )(∆t )3 (γ∆t ) −2 [ γ∆t[1 + exp(−γ∆t )]
2
− [1 − exp(−γ∆t )]] + X n (∆t ) + exp(−γ∆t ) X n (−∆t )
+ O[(∆t ) 4 ]

Overall, the Brownian Dynamics method is one very practical way of simulating large systems
without explicitly calculating the solvent degrees of freedom.
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4. Gibbs Ensemble Monte Carlo method
The basic algorithm for generating states of a system in canonical ensemble is the
Metropolis Monte Carlo (MC) method [Met53]. The method creates a Markov chain of states of
the system with the limiting distribution taken from the canonical ensemble probability density

ρ NVT =

exp(−β H(r N , p N ))
,
Q( N ,V , T )

(2.11)

where the partition function of the system of N particles under canonical (number of particles N,
volume V and temperature T are fixed) thermodynamic conditions is:
Q( N ,V , T ) =

1
dp N ∫ dr N exp{− β H( r N , p N )}
h N!∫
3N

(2.12)

h is the Plank’s constant, k B is the Boltzmann’s constant, β = (k BT )−1 , and H(r N , p N ) is the
Hamiltonian of the system. The Hamiltonian H(r N , p N ) is a sum of the kinetic K and potential
U energies. The integral in (2.12) is over all coordinates r N and moments p N of the N particles.
When the kinetic energy K is a quadratic function of the moments p N , the integral in (2.12) over
all moments can be calculated analytically.
The thermodynamical average of a configurational property A (r N ) is obtained by
evaluation of

∫ dr exp{−βU (r )}A (r
=
∫ dr exp{−βU (r )}
N

A

N

N

N

N

)

.

(2.13)

Once the M states {ri N , i = 1,...M } are generated from MC algorithm with a canonical probability

ρ (r N ) =

exp{−βU (r N )}

∫

dr N exp{−βU (r N )}
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(2.14)

calculation of (2.13) is simply an averaged sum over generated states:
A ≈

1
M

M

∑ A (r

i

N

).

(2.15)

i =1

In practice, from the old position with configurational energy U (old ) , the particle is randomly
moved to the new position and the new configurational energy U ( new) is calculated. The new
position is accepted with probability given by the rule:
min(1, exp[−β {U ( new) − U (old )}] .

(2.16)

Other thermodynamics ensembles such as isothermal-isobaric, grand canonical and Gibbs
ensemble can be also simulated by modifying the probability of acceptance (for details see
[Fre02]). Simulations of the Gibbs ensemble [Pan87] are performed in two noninteracting
regions (Fig.6), each having periodic boundary conditions, and with no explicit interface.

Figure 6. A schematic diagram of the Gibbs ensemble technique
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To achieve phase coexistence, four thermodynamic conditions should be satisfied: the
temperature T, the pressure P and the chemical potential µ have to be the same in both regions,
and each subsystem has to be in thermodynamic equilibrium. Since the temperature T of the
system is an input parameter in simulations, the remaining

conditions are satisfied by

performing three types of moves (see Fig. 7):
1) displacement of molecules into each region
2) correlated fluctuation of the volume of the two regions
3) transfer of molecules between regions.

Figure 7. Three types of “moves” performed in a Gibbs ensemble simulations. The transfer of a molecule
to the dense phase often results in an overlap and therefore the configurational-bias method is needed.
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4.1. Statistical Mechanics of the Gibbs Ensemble
For a system of N chain molecules at constant pressure P and temperature T, the Gibbs
free energy G = U − TS + PV is at minimum. If the Gibbs free energy is known, then obtaining
the phase diagram of the system would be a matter of comparison of the free energies for
different phases; the phase with lower free energy will be stable and the system spontaneously
will go to the state with lowest free energy. The problem is that the Gibbs free energy cannot be
measured directly in computer simulations since it is not simple integral over the phase space
coordinates and therefore other methods should be applied.
It can be shown [Fre02] that in the thermodynamic limit the Gibbs ensemble is equivalent
to the canonical ensemble. The partition function of the system of N particles under canonical
(number of particles N, volume V and temperature T are fixed) thermodynamic conditions is
given by (2.12). Separating the

kinetic K and potential U energies of the system, the

momentum part of the integral (2.12) can be calculated and one obtains:
Q( N ,V , T ) =

where Λ =

1

Λ N!∫
3N

dr N exp{− β U (r N )} ,

(2.17)

h
is the thermal de Broglie wavelength. In this case, the partition function
2π mk BT

Q ( N , V , T ) depends only on the interactions between particles. When the particles are distributed

between two volumes V1 and V2 = V − V1 and in both volumes they have the same intramolecular
interactions, the partition function can be written [Pan92] as

22

N

QGibbs ( N ,V , T ) = ∑

n1 = 0

V
1
dV1 V1n1 (V − V1 ) N − n1
∫
V Λ n1 !( N − n1 )! 0
3N

× ∫ dr1n1 exp{− β U (r1n1 )}∫ dr2N -n1 exp{− β U (r2N -n1 )} .

(2.18)

The probability of finding a configuration when n1 particles with coordinates r1n1 reside in box-1
and at the same time n2 particles with coordinates r2N − n1 are in box-2 is given by:
N (n1 ,V1 , r1n1 , r2N − n1 ) ∝

V1n1 (V − V1 ) N − n1
exp{− β U (r1n1 ) − β U (r2N -n1 )} .
n1 !( N − n1 )!

(2.19)

The expression (2.19) is the basic formula for deriving the acceptance rules of the Gibbs
ensemble Monte Carlo simulations.

4.2. Acceptance rules

As mention before, the GEMC requires three types of trial moves: a molecule
displacement, simultaneous change of the two box volumes and transfer of molecules between
boxes. All of these moves should be performed using correct acceptance rules in order that the
transition from the old (o) to new (n) state satisfies the condition of detailed balance [Fre02]. The
probability of accepting a trial move when a random chosen particle is displaced to the new
position is given by (2.16). In our simulations the particle move is implemented by Algorithm 1.
In step 3 of the Algorithm 1, the chances of moving the whole molecule and a randomly
selected bead are 50:50. The algorithms using just type a) or b) moves were significantly slowly
equilibrating so we adopted the combined algorithm with randomly selection between two types
of displacement. Calculation of the total energy of a molecule is done by adding the
configurational energies of every bead. These energies include all intramolecular and
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intermolecular nonbonded and all bonded interactions and special care for excluding double
counting of already computed interactions is taken.

Algorithm 1. Displacement of a particle

1.Choose a random particle
2.Calculate the energy of old configuration U (o)
3.Randomly displace:
a) the center of the mass of the particle OR b) a randomly selected bead
4.Calculate the energy of new configuration U (n)
5.Accept the move with probability (2.16)

An important requirement for the volume changes of the boxes is that the total volume of
the boxes has to stay the same. In Algorithm 2, it is achieved as the random box is selected for
volume change and then the other box changes its volume in a such way that the total volume
accessible to the simulated system is constant. Let assume that we have selected box one with n1
particles for a volume change. In addition, let symbolize the total energy of the whole system
(box 1 and 2) after and before the volume change with U (n) and U (o) . In this case, the
acceptance rule is given by:

⎧⎪ ⎛ V new ⎞ n1 +1 ⎛ V − V new ⎞ N − n1 +1
1
min ⎨1 , ⎜ 1 old ⎟ ⎜
exp{− β (U (n) − U (n))}
old ⎟
−
V
V
V
1
1
⎝
⎠
⎝
⎠
⎩⎪
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⎫⎪
⎬
⎭⎪

(2.20)

It should be mentioned that this acceptance rule is derived in the case of random change of the

⎛ V ⎞
quantity ln ⎜ 1 ⎟ instead of just volume V1 . This modification from the originally proposed
⎝ V − V1 ⎠
by Panagiotopoulos [Pan92] rule has some computational advantages [Fre02].
In the particle exchange Algorithm 3, a random particle residing in a box (let’s assume
that this is the box-1) is removed, and a new particle is created in the corresponding box-2. The
acceptance rule for this exchange to be performed is given by:

min{1,

n1 (V − V1 )
exp(− β [U (n) − U (o)])}
( N − n1 + 1)V1

(2.21)

Algorithm 2. Volume change

1.Pick a random box
2.Calculate the total energy of the system U (o) before volume change
3.Randomly change

⎛ V ⎞
ln ⎜ 1 ⎟ and calculate corresponding change of V1 and V2
⎝ V − V1 ⎠

4. Rescale the center of mass of all molecules accordingly with the change of the volume
5.Calculate the new total energy of the system U (n)
6.Accept the volume change with probability (2.20)

Adding a new molecule in a dense phase frequently leads to an overlap and therefore for
a rejection of the transfer. The problem is very significant for large molecules, which are object
of our study, and this is the main reason for using a configurational-biased scheme for insertion
of molecules in our simulations.
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Algorithm 3. Exchange of a particle

1.Pick a random particle
2.Calculate the old total energy U (o) of the selected particle o and remove it from the box
3.Add a new particle n in the other box and calculate its energy U (n)
4.Accept the particle exchange with probability (2.21)

5. Configurational-Bias Method

The bottleneck of long chain-like molecules simulations in GEMC is the insertion of the
molecule. When one of the phases is dense, the free space is limited and almost every attempt for
insertion of a chain is failed. The result is spending computational time on trial moves which
are rejected and therefore, do not count in calculation of the desired quantities. One of the
methods designed for improving the probability of creation of molecules in dense phase regions
is the configurational-bias method [Sie92, Fre92]. The method is based on the idea of Rosenbluth
and Rosenbluth [Ros55] and creates the chain molecules in a biased way. Later in calculations
this bias is taken into account in the acceptance rule and the right Boltzmann distribution of the
chain configuration is restored. In brief, steps 2 and 3 in the Algorithm 3 are substituted with
the new Algorithm 4 and Algorithm 5. These two algorithms greatly increase the chances of
chain insertion in the dense phase. The major steps in both algorithms are described in the next
paragraph.
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Algorithm 4. Canonical-bias growth of a molecule

1. Insert the first bead of the chain at a random position new
External energy u1ext (new) and w1ext are calculated
w1ext = k exp[− β u1ext (new)]

2. k trial orientations {b}k are generated
3. Calculate external energy uiext (b j ) and the factor wiext for each orientation b j :
k

wiext = ∑ exp[− β uiext (b j )]
j =1

4. Select one (n) of the orientations with probability:
exp[− β uiext (bi )]
p (bn ) =
wiext (n)
ext
i

and add this position as i -th bead of a chain.
5. Steps 2-4 are repeated until the entire molecule is grown
and Rosenbluth weight factor W ext (n) is calculated:
l

W ext (n) = ∏ wiext (n)
i =1

We assume that every chain is made of beads and that every bead interacts with two
types of potential energy. First, the bead i has its bonded interaction energy uibond between its
closest neighbors in a chain, and second, it has an external potential energy U ext which includes
all nonbonded interactions within the molecule and all interactions with other molecules in the
system. The new (n) chain is created gradually, and in this growing process the Rosenbluth factor
W ext (n) is calculated. The acceptance rule (2.21) is modified in a way that removes the
configurational bias introduced in the system and the new acceptance rule for transferring a
particle is:

⎧
( N − n1 )V1 W ext (n) ⎫
min ⎨1,
⎬
ext
⎩ (n1 + 1)(V − V1 ) W (o) ⎭
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(2.22)

The same procedure is performed also in the step 2 of the Algorithm 3 with some modifications.
The molecule old (o) chosen to be removed has to be retraced in the same manner as in the
growing procedure and the Rosenbluth factor W ext (o) of the chain to be removed is calculated.
The last step of the procedure is the decision for acceptance of this move taken accordingly with
the rule (2.22).

Algorithm 5. Canonical-bias retracement of a molecule

1. Fot the first bead of the chain o caolculate the external energy u1ext (o ) and w1ext
w1ext = k exp[− β u1ext (o)]

2. k − 1 trial orientations {b}k −1 are generated
3. Calculate external energy uiext (b j ) and the factor wiext for each orientation b j and
the actual position bo of the next atom i :
k −1

wiext = exp[− β uiext (bo )] + ∑ exp[− β uiext (b j )]
j =1

and add this position as i -th bead of a chain.
4. Steps 2-3 are repeated until the entire molecule is retraced
and Rosenbluth weight factor W ext (o) is calculated:
l

W ext (o) = ∏ wiext (o)
i =1

6. Correlation Functions

In Brownian Dynamics calculations, the system evolves with time and collected data is
not independent but correlated. One way of analyzing the correlations is by using the correlation
functions [Hal93]. The purpose of calculating them is twofold. First, the characteristic time τ C
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obtained from the autocorrelation function is used to estimate how often the data should be
collected for statistical purposes and second, it is used to estimate statistical errors in the
obtained statistically averaged quantities. The tracer autocorrelation function A(t) is defined
[Hal93] as:
A(τ ) =

N (t + τ ) N (t ) − N (t )
N 2 (t ) − N (t )

2

2

,

(2.23)

where the averages are taken over all molecules in the system at all possible times t. In our study,
we monitor aggregates autocorrelation, and in this case N(t) is the size of the aggregate where a
given chain resides at time t. At t = 0 the value of A(t) is unity and decays to zero as t → ∞ .
The correlation time τ c is defined as a time needed A(t) to reach the value of e−1 .
Autocorrelation function (2.23) was used previously in several studies [Nel97, Got97] for an
estimate of the time interval needed for the system to evolve from one to another statistically
independent configuration. In all of our MD simulations the autocorrelation function (2.23) is
computed and it serves as a guide for estimating the time needed for obtaining statistically
independent states of the system.

7. Verlet and cell-list methods

Since the LJ bead-spring model has pair-wise additive interactions, calculation of the
energy and forces (in MD) include all N ( N −1) / 2 pairs of a system made of N beads. With
increasing of the size, the calculations become very time consuming. Several techniques were
developed to decrease the number of pair interactions calculated in every step of the simulations.
Truncation of the LJ potential does not solve the problem since one still need to perform
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computation of the all N ( N −1) / 2 distances so that the particles in the cut-off region of the
potential are identified.

Figure 8. Cell-list method

In the Verlet list method [Ver67] a list of all particle closer than second cut-off radius
rV > r c from a given bead i is created. The creation of such list does not save computational

time but in next calculations only the beads in the list are taken into account. Updating of the
Verlet list is done every time the displacement of any bead is bigger than ( rV − r c ).
The cell-list method divides the simulation box into M 3 cells of size l cell > max{rijcut } .
The beads are assigned to the cells and calculation of the forces are done by checking the
distances to the particles in the neighboring cells. For example, on Fig.8 the force calculations
for the red particle is done by considering only the blue neighbors. All black particles are
excluded from the calculation at this particular time. At every time step all displacements of the
particles relatively to their old positions are calculated and if any particles has moved more than
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r skin = 0.3σ tt a new cell-list is created. In the cell list method, the number of energy (and forces)

calculations is proportional to the number N of the beads and it is significantly less than the
number of a direct pair calculation, which is N 2 . In MD simulation presented in this work, an
effective combination of the Verlet and cell-list is used as it is described by Grest et.al. [Gre89].
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CHAPTER THREE: STUDIES OF AMPHIPHILIC SELFASSEMBLY

1. The model of amphiphiles

We use a Grest-Kremer type model [Gre86] in which the non-bonded potential acting
between any two beads are chosen to be a shifted Lennard-Jones (LJ) potential. In this work the
interactions between every pair of beads from one or different amphiphiles is modeled by
truncated and shifted LJ potential, given by:
⎡⎛ σ
U ( rij ) = 4ε ij ⎢⎜ ij
⎢⎜⎝ rij
⎣
ij
LJ

12
6
12
6
⎞ ⎛ σ ij ⎞ ⎛ σ ij ⎞
⎛ σ ij ⎞ ⎤
⎟⎟ − ⎜⎜ ⎟⎟ − ⎜⎜ c ⎟⎟ + ⎜⎜ c ⎟⎟ ⎥
⎠ ⎝ rij ⎠ ⎝ rij ⎠
⎝ rij ⎠ ⎥⎦

ij
=0
U LJ

, r ≤ rijc

(3.1)

, r > rijc

The distance between centers of the beads is rij = ri − rj , where ri and rj are the locations of the
i-th and j-th beads, respectively, and ε defines the strength of interactions. We have assumed

ε = 1 for all interactions. The length parameter σ ij is an input parameter and its values depend
on the interacting beads diameters. By choosing right cutoff distance rijc one can introduce
attractive or repulsive interactions between the beads and therefore to mimic amphiphilicity.
Attraction between hydrophobic tail beads

is achieved by choosing the cutoff distance

rttc = 2.5σ tt , while repulsive head-head and head-tail

interactions are with the cutoffs of

rhhc = 21/ 6 σ hh and rhtc = 21/ 6 σ ht . For all other interactions between different types of beads we use

the Lorentz-Berthelot mixing rules:

σ ij = (σ ii + σ jj ) / 2

ε ij = ε iiε jj
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(3.2)

The LJ potential is a significant simplification for the hydrophilic and hydrophobic
interactions in an amphiphile and the exact match to the real system is difficult but other more
realistic potentials are very computationally expensive.
The length and energy parameters of the LJ potential

can be matched to the real

surfactant molecule of poly(oxyethylene), Cm En . Devoting the hydrophilic oxyethylene units by
E and the hydrophobic alkyl chain (saturated hydrocarbon tail) as C the chemical structure can
be represented as:
En → HO(CH 2CH 2O) n H
Cm En → CH 3 (CH 2 ) m−1 En

(3.3)

Corresponding parameters are given in Table 2 and they are similar to those used by Fodi and
Hentschke [Fod99]. In the simulations, one head bead represents one oxyethylene unit while the
one tail bead is assigned to three CH 2 groups.

Table 2. LJ parameters corresponding to the real CmEn surfactant
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Again, our goal is to obtain only a qualitative description of self-assembly without
incorporating more realistic interaction potentials. Inclusion of the chemical details are not
necessary at the length scales that we are interested; besides, this will also increase the
computational cost by several orders of magnitude. The truncated and shifted LJ potential (3.1)
is more suitable for MD simulations since the discontinuity of the potential introduces problems
in calculations of the forces. Smaller values of rijc lead to faster computations of the forces
since the number of interacting particles decreases as 3rd power with the distance between the
beads. The drawback of decreasing the cutoff radius is that additional corrections for the
influence of the molecules behind the rijc are needed.

Figure 9. LJ and FENE potentials

The finite-extendable nonlinear elastic (FENE) potential (3.4) is used to attach any two
successive beads in a molecule.

U FENE

2⎤
⎡
1 2 ⎢ ⎛⎜ rij ⎞⎟⎟ ⎥
= − kRij ln ⎢1− ⎜⎜ ⎟ ⎥
2
⎢ ⎜⎝ Rij ⎠⎟ ⎥
⎣
⎦
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(3.4)

The energy and length parameters of the potential are given by k = 30ε / σ tt2 and
Rij = 1.5σ ij . These values are chosen to prevent chain crossing. The FENE potential is very

close to the harmonic potential near its minimum but diverges for Rij = 1.5σ ij A plot of the LJ
and FENE potential energy as function of the distance σ ≡ σ ij is given on Fig.9. The equilibrium
distance between any two neighboring beads in a chain is a function of the interaction
parameters. The choices of the LJ parameters for amphiphiles with different hydrophilic head
sizes of σ hh = σ tt , 2σ tt and 3σ tt are summarized in Table 3. Additionally, we use reduced units
throughout this study; the unit of length is σ tt , the unit of time is τ = σ tt (m/ε tt )1/ 2 , and the unit
of temperature is ε tt /k B where k B is the Boltzmann constant. All beads have equal mass, which
is set to unity. For the friction coefficient γ i in equation (2.8) we use the value of γ i = 1.0 ; the
integration time step is ∆t = 0.01τ .

Table 3. LJ parameters for different bead interactions
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To introduce bond angle restrictions on the hydrophobic chains additional bending
potential (3.5) was used in several MC simulations of phospholipids.
V (θ ijk ) = K (1− cos θ ijk )

(3.5)

θ ijk is the bond angle formed by centers of the beads i, j, and k, and K is bending force constant.

1.1. Random number generator

Calculation of the random force Ri (t ) in (2.8) requires a random number generator. We
employ the “pseudo-random” number generator ran3 from Numerical Recipes in Fortran
[Pre92]. This generator uses “a seed” for the initialization and produces random numbers using
the fast and with very long period (> 1018 ) algorithm. One of the performed tests on the random
number generator ran3 is given on Fig.10. The algorithm ran3 passed the test since the numbers
generated evenly covered the two dimensional area and showed no correlation.
On Fig.11 is shown a histogram of Gaussian distributed random numbers obtained from
the ran3 using the transformation method [Pre92].
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Figure 10. A test of the random number generator ran3

Figure 11. A test of producing a Gaussian distribution using ran3.
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2. Critical Micelle Concentration

A characteristic feature of amphiphilic self-assembly is the existence of a Critical Micelle
Concentration (CMC) beyond which the concentration of free monomers X 1 ceases to increase.
The basic thermodynamic predicts that at and beyond the CMC X 1 remains roughly constant as
it becomes free energetically more favorable to form larger clusters (see Chapter One, Section 3).
Various features have been proposed for identifying and an accurate characterization of the CMC
[Ruc75, Nag80, Ben80, Sti81]. For example, Bhattacharya [Bha00, Bha01] proposed the onset
of a peak in the specific heat to characterize the CMC. The idea has been used later by other
groups [Shi01].
First, we study the aggregation properties of amphiphiles with different hydrophilic head
group sizes in a two dimensional model. Additionally, hydrophobic chain lengths of four and six
tail beads were investigated. The simulations are run for amphiphilic number concentration from
X=0.0003 to X=0.02 in a simulation box of length L = 100σ tt . Moreover, additional runs in a
box of length L = 200σ tt was performed with the main aim to investigate the finite size effects
in the system.. The length of the MD runs for collecting statistical average data is 5x106 MD
steps.
The maximum number of molecules in the box was 1200 for the densest system. On
Fig.12 is plotted the amphiphilic monomer concentration X 1 as a function of the total
amphiphilic concentration X for three different effective sizes of the hydrophilic head σ hh and
for two different chain lengths. The head sizes are σ hh = σ tt , 2σ tt and 3σ tt respectively, and the
two types of molecules studied have the structures h1t4 and h1t6 .
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Figure 12. Variation of free chain concentration X1 as a function of the total concentration of

amphiphiles X at reduced temperature of T=0.45 for three different head sizes. The open and the
closed symbols correspond to h1t4 and h1t6 types amphiphiles, respectively. Simulations are done
in 2 dimensions.

From the plot on Fig.12 we can conclude that for a given concentration the amphiphiles
with bigger heads are less inclined to form micelles as the X 1 saturates at a higher value; i.e., the
CMC increases with increasing head size, a result have not been reported earlier for the offlattice simulations. Additionally, the CMC is very sensitive to the chain length as it is seen on
Fig.12. For example, increasing the length of hydrophobic segments of molecules by two beads
(from 5 to 7) leads to a significant drop in the CMC. The drop in the CMC

when the

hydrophobic part of the amphiphile is increased has been observed in several experiments
[Jön98].
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Figure 13. Free amphiphile concentration X1 versus the total concentration X of the amphiphiles obtained
from 2D simulations of the amphiphiles with varying head size and at two different temperatures T=0.5
and T=0.45. Simulation are done in 2 dimensions.

Fig.13 shows the CMC graph of h1t6 for two different reduced temperatures T=0.45 and
T=0.50. The CMC for the chain with σ hh = 3σ tt at T=0.45 (filled diamonds) effectively moves to
the CMC of a chain with the same hydrophobic tail length but with σ hh = σ tt at T=0.5 (open
circles). Therefore, to a first approximation, the CMC for a choice of a larger head group is
mapped onto the CMC of a smaller head group at a higher temperature. Although the X 1 vs. X
curves fall on top of each other, the cluster distributions and shapes of these two systems are
very different, as it will be shown later. Beyond the CMC, the value of X 1 is strictly not flat, but
it decreases as the total concentration X is increased. This feature has been noticed earlier by
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Care [Care], Gottberg et. al.[Got97], and Bhattacharya et. al [Bha00, Bha01] and is due to the
decrease in effective volume available to the surfactants. The values of CMC increase with the
temperature, which is a characteristic feature of the models with LJ type of interaction as it was
noted earlier [Bha01, Flo98].
Next logical step in the investigation was to do the same study in three dimensional
model. On Fig.14 the graphs for obtaining the CMC of the 3D amphiphilic systems are
presented. The behavior of the CMC of the studied amphiphilic systems is consistent with
above mentioned 2D studies, experiments [Amb97] and the lattice Monte Carlo simulations
performed by Guerin et al.[Gue99] and Rodriguez-Guadarrama et al.[Rod99]. Fig.14 clearly
shows that in the model system the increase of the hydrophobic head size leads to higher critical
micelle concentration.
The decline in monomer density has been reported previously [Mac97, Rod99, Bha00,
Got97]. Gottberg et.al. [Got97] explained the effect by the excluded volume effect. For the next
series of simulations, the volume of the hydrophilic segment of the molecules is kept the same
for different amphiphilic structures. The volume of an amphiphile is approximated as a sum of
volumes of its beads

∑ (4 / 3)πσ

3
ii

. We consider amphiphilic molecules of type h2t4 with

i =1,l

different σ hh and compare the results with those obtained for h1t4 in the following two cases.
First, we study the amphiphiles with σ hh = 1.58σ tt having the same hydrophilic segment
volume as that of h1t4 type with σ hh = 2.0σ tt . The monomer concentration X 1 dependence on
the total amphiphilic concentration X for both molecules are shown in Fig.14 and it is evident
than the two curves are almost indistinguishable.
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Figure 14. CMC of the amphiphiles with different head sizes and geometry obtained from
simulations in 3D

The second considered case is h2t4 molecules with σ hh = 1.0σ tt . These molecule and the
amphiphiles h1t4 with σ hh = 1.26σ tt have the same volume of the hydrophilic part. The CMC for
h2t4 with σ hh = σ tt (Fig.14) falls in between the CMC of the h1t4 for with σ hh = σ tt and

σ hh = 1.5σ tt . From these two examples we may conclude that the steric volumes of hydrophilic
and hydrophobic segments of an amphiphile roughly controls its CMC for a given temperature.
The increase of the CMC with the head size is experimentally observed in polyoxyethylene
nonionic surfactants [Ros89].
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3. Shapes and distribution of Aggregates

During all simulations in two and three dimensions, we have monitored the amphiphilic
⎛X ⎞
aggregates distribution ⎜⎜ N ⎟⎟⎟ . Additionally, to characterize the aggregates shapes we used the
⎜⎝ N ⎠

ratio of the two principal moment of inertia. The components of the inertia matrix

Iαβ are

defined as:
n

α
β
Iαβ = ∑ mi ( X CM
− xiα )( X CM
− xiβ ) ,

(3.6)

i =1

α
and xiα are the α-th coordinates of the center of mass of the cluster and the ith
where X CM

particle of the cluster respectively. α and β take values 1, 2 and 3 along the three different axes.
Diagonalization of the inertia tensor (3.6) yields two or three principal moments of inertia

λi depending on the dimension of the space. We use the characteristic lengths obtained from
relation Li = λi as convenient way of obtaining the size dimensions of an aggregates. During
the simulation, principal moments of inertia are sorted in the descending order of their
magnitudes and therefore L1 is the largest and L3 is the smallest. In 3D there are two ratios of the
characteristic lengths:

L1
L
and 1 , and we are using them to reveal information for the shapes
L2
L3

of aggregates. For a perfect spherical micelle these two ratios will be unity. In two dimensions
the second ratio is missing since there is no third space coordinate.
Fig.15 shows the effect of the different head group geometry on the cluster distribution
and the shape parameter in two dimensional simulations. We notice that for σ hh = σ tt the cluster
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distribution is relatively flat with slightly greater probability for occurrence of larger clusters.

Figure 15. Cluster distribution for h1t6 amphiphiles with different hydrophilic sizes. Simulations
are done in 2D.

As we increase σ hh to 2σ hh and 3σ hh the cluster distribution becomes progressively
sharper, occurrence of larger clusters becomes rarer, and the peak of the distribution shifts
toward a smaller value. Let’s more carefully examine the corresponding shape parameter

η = L1 / L2 , defined as the ratio of the characteristic lengths. In general, as a function of the
cluster size, η has a form of an well, exhibiting a minimum for a certain value of n. For smallest

σ hh , around this minimum, η is a slowly varying function of n.
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Figure 16. Cluster distribution and variation of the shape parameter η (right) for two

different chain lengths

As we increase the head size, η rises rapidly beyond its minimum. A careful look at the
plot shows that the value of at the minimum depends, albeit weakly, on σ hh . Combining the
information from the cluster distribution and the shape parameter, we conclude that for a fixed
length of the hydrophobic tail nt , an increase of the optimal head group area σ hh produces
sharper cluster distributions with micelles that are more spherical. Similar results can be obtained
by keeping the hydrophilic head the same and varying the hydrophobic unit nt . Fig. 16 shows
the same variation for two different chain lengths m=5 and m=7. For both the chains in Fig.16
we have chosen σ hh = 3σ tt while the hydrophobic tail segments are varied to be 4 and 6 beads,
respectively. The peak in the cluster distribution shifts to a lower value for the shorter chain.
On Fig.17 are given two snapshots of the aggregation in two dimensional amphiphilic
systems. The difference in the size of the hydrophilic head groups produces noticeable change in
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the aggregate size and shape. The reduced temperature is T=0.45 and the concentration is
X=0.03. The both systems has amphiphilic molecules of the same h1t6 type with only difference
in the size of the heads. A change of the size of the hydrophilic group from σ hh = 2σ tt to

σ hh = 3σ tt (Fig.17) produces a significant variation in shapes and sizes of the micelles.

Figure 17. Snapshots of 2D amphiphile aggregates at T=0.45, X=0.03 for h1t6 with head sizes two and
three times, respectively, bigger than the tail beads.

Next, the 3D cluster distribution and shape are presented. The probability distributions
for the cluster sizes as a function of different concentration are shown in Fig. 18 for σ hh = 2σ tt
and σ hh = 1.5σ tt (inset). As expected, a peak in the cluster distribution is observed for
concentration above the CMC calculated from Fig.13.
The main result, consistent with our previous 2D amphiphilic systems study, is that the
location of the peak of the aggregate distribution depends on the size of the hydrophilic head
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group. For bigger head group of the amphiphilic For example, at X=0.02 for the h1t4 molecules
with σ hh = 2σ tt the peak occurs around n ∼ 20 , whereas, for the σ hh = 1.5σ tt peak shifts toward

n ∼ 30 . A snapshot of the later system is given on Fig.18 where several micelles with sizes
close to the optimal aggregate size of n ∼ 30 can be seen. The distribution for the amphiphiles
with bigger hydrophilic sizes ( σ hh = 1.5σ tt ) is much sharper than the corresponding distribution
for molecules with smaller head group ( σ hh = 1.5σ tt ).

Figure 18. Cluster distribution as a function of the cluster size for two different head group sizes σhh =2σtt
and σhh =1.5σtt (inset) for different concentrations.
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Figure 19. A snapshot of the system h1t4 with σ hh = 1.5σ tt at X = 0.02.

4. Autocorrelation Function

Characteristic time τ c is defined as the time needed for the autocorrelation function A(t)
to reach value of e−1 . First, we calculate the dependence of A(t) on total concentration X for
h 1 t 4 with σ hh = 2σ tt and recover the usual result; namely, below CMC, A(t) increases with
concentration and above CMC relaxation is faster as shown in Fig. 20. The dependence of A(t)
on the head size reveals important characteristics of micellization is given on Fig. 21. The
characteristic time τ c decreases dramatically for larger head group. From this result we conclude
that the hydrophilic tails inside the core are more loosely bound for amphiphiles with large
heads.
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Figure 20. Time dependence of A(t ) for different concentrations X for h1t4 type amphiphiles.

Figure 21. The autocorrelation function A(t ) for three different geometries of amphiphile
molecules.
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There is a strong correlation between the characteristic autocorrelation time τ c and the
onset of micellization. Energy fluctuations in a NVT ensemble are proportional to the specific
heat of the system C v = k B T 2 ∆E 2 . It has been noticed that in a lattice model, the Cv exhibits a
peak at the onset of micellization [Bha01]. Similar behavior has been mentioned also by Shida
and Henriques [Shi01].

Figure 22. a) Specific heat and b) the characteristic time τ c as a function of amphiphilic
concentration for h1t4 type molecules. The lines serve as a guide.
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Fig. 22(a) displays the variation of the specific heat CV as a function of the total
amphiphilic concentration X for molecules of type h1t4 with head sizes σ hh = σ tt , 1.5σ tt and
2.0σ tt . The peak of the graph for each case occurs at concentration close to the CMC for the
given system. On the same figure (Fig. 22(b)) is plotted characteristic time τ c dependence on
the total concentration X. Consistent with the lattice simulations, we notice that τ c also exhibits
a peak at the CMC concentration. In principle, one can experimentally measure the CMC by
obtaining the cluster autocorrelation time using a tagged amphiphile. Calculation of τ c has
another practical and useful application; namely, calculating the correct errors in correlated data
set.
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CHAPTER FOUR: STUDIES ON MIXED AMPHIPHILIC
SYSTEMS AND PHOSPHOLIPIDS

In this chapter, we study mixed systems of amphiphilic molecules with different
geometry employing our modified off-lattice three dimensional Stochastic Molecular Dynamics
code with a goal to investigate the effect of the amphiphile geometry on the micellization
process. We consider both binary mixtures and systems containing more than two species as
outlined below and compare the simulation results with

predictions of the molecular

thermodynamic model. In all simulations, we assume ideal type of interactions between different
amphiphile molecules. In addition, more realistic mixtures of different amphiphiles with Poisson
distribution of their chain lengths are simulated and the cluster distribution is compared to the
one of the pure single chain system. The main goal of these simulations is to present a continuum
MD model of two and six component mixtures of amphiphiles with distinct geometry and to
compare the results of the simulations to the predictions of the molecular dynamic theory.

1. Mixtures of amphiphiles

Mixed amphiphile solutions have many practical applications [Zha03, Mai02], mainly,
for two reasons. First, the amphiphiles have natural polydispersity in the lengths when they are
produced with the method of a chain polymerization and obtaining a pure system requires
additional processing. Second, for many applications additives are needed for better stability and
control of the physical properties. Moreover, for many applications additives are needed for
better stability and control of the physical properties. Thus, a surfactant mixture with a
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distribution of lengths, or a mixture of two or more different type of surfactants (e.g. neutral and
charged) often is a more desirable product for the industry.
Studies of mixed surfactant systems may serve as a platform for understanding the
transitions among different exotic phases in soft matter systems [Saf94]. For example, a mixed
surfactant system with positively and negatively charged hydrophilic head groups has been
experimentally found to produce vesicles in aqueous solution [Kal89]. The transition from
spherical micelles to vesicles is important in a number of applications and it has been recently
investigated with quasielastic light scattering (QLS), nuclear magnetic resonance (NMR) and
time-resolved fluorescence quenching (TRFQ) experiments [Sod97]. A routine way to produce
vesicles of desired size and shape will be an extremely useful technology since a synthetic biocompatible vesicles can be used as carriers of drugs. A mixture of

cationic and anionic

surfactants is capable of producing wormlike micelles [Shu03] used for linear polymers and
polyelectrolytes.
The first attempt for a theoretical description of the ideally mixed nonionic amphiphilic
systems was the pseudo phase separation model [Shi54, Lan73, Cli75]. A great disadvantage of
this method is that, since the theory treats each micelle as a single phase (“pseudophase”), it is
incapable of furnishing information regarding aggregate sizes and their distribution etc. In a
more explicit molecular approach [Nag80, Pav92], the free energy contributions from different
molecular interactions are taken into account. Thus, the macroscopic properties such as the size
of aggregates, the CMC of the mixture etc. can be linked to the individual amphiphile molecule
characteristics, e.g., size, type of hydrophilic head group, ratio of the hydrophilic to hydrophobic
segments etc.
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Computer simulations have played an important role in testing of the theoretical
assumptions and predictions for the mixed systems. The great advantage of simulation studies is
that one can obtain a microscopic understanding of the thermodynamic properties and a detail
picture of the self-assembled phases from a properties of a single model amphiphile and its
interaction parameters. The simulation results have been helpful for further refinement of
theoretical models and they have served as a check of their limitations as well. Surprisingly,
compared to the studies of bulk properties of amphiphiles performed by employing Monte Carlo
[Lar85, Lar88, Lar89, Lar93, Care, Nel97, Bha00, Bha01, Flo99, Pan02, Sal03] and Molecular
Dynamics [Rec94, Pal96, Zha03, Mai99, Mai02, Got97, Bog01, 1, 2] methods, simulation
studies of mixed amphiphilic systems are only a few [Gha02, Zal03]. Recently, Gharibi et al.
[Gha02] and Zaldivar and Larson [Zal03] performed simulations of binary amphiphile systems
using the lattice Monte Carlo method. Both groups have studied the correlation between
interaction energy parameter α representing non-ideal behavior among different species and
aggregation properties of amphiphilic binary mixture. To the best of our knowledge, there have
been no report of simulation on off-lattice models so far.
We report the results of a Brownian dynamics simulation on mixed surfactant system
using a Grest-Kremer type bead-spring model [Gre86]. First, we study a series of binary systems
of amphiphiles and focus on how geometry itself introduces nonideality. Then we go beyond
binary mixture and investigate a more realistic system where the length of the amphiphiles are
drawn from a Poisson distribution. The Poisson distribution is chosen because it is the closest
distribution describing the polydispersity of the chain lengths obtained during a synthesis
process.
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For the binary mixture, if the molar concentrations of two amphiphilic molecules in
solution are X 1 and X 2 , the mole fraction of the amphiphiles of type 1 in the solution is given
by:
x1 =

X1
.
X1 + X 2

(4.1)

The mole fraction of the type 2 amphiphiles is
x2 = 1 − x1 .

(4.2)

The micellization of each type of amphiphiles is affected by the presence of the other
type of molecules and leads to new aggregation properties. One of the most important
characteristics of the mixture is its critical micelle concentrations (CMC). If the CMC of pure
amphiphiles are known and they are C1 and C2 respectively, then the CMC of the mixed system
can be derived from molecular theory model [Puv92], CMC of the mixed system CM can be
obtained as
1
x
1 − x1
= 1 +
.
CM
f1C1 f 2C2

(4.3)

Here C1 and C2 are the CMC for the type-I and type-II amphiphiles respectively, and f1 and f 2
are the activity coefficients of the amphiphiles that take into account the nonideality of the
interactions between molecules of different types. Equation (4.3) can be generalized for a
multicomponent system:
n
x
1
=∑ i .
CM i =1 f i Ci
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(4.4)

Using (4.4) one can calculate the mixed CMC from the amphiphile mole fraction, CMC and the
activity coefficient of each component. In this paper, we study mixtures of molecules with the
same type of interactions and therefore, the activity coefficients for all components are unity.
Simulations are carried out in a 32 × 32 × 32 box with periodic boundary conditions.
Typical length of the runs are (5-10) × 106 MD steps excluding 106 equilibrating MD steps. The
maximum number of the chains in the box is 1920. We have used a link-cell list and a fast
Gaussian random number generator to expedite the calculations.

2. Critical Micelle Concentration

Table 4. Types of amphiphile molecules studied
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Previously, we have studied how the hydrophilic head group geometry affects the CMC,
shape and sizes of the cluster distribution [1, 2]. In following work we extend the model to
incorporate a mixture of two amphiphilic molecules types. First, we consider mixture of two
amphiphilic molecules with the same length but different head sizes. The molecules are of type-1
and type-2 (as it is shown in Table 4) with head sizes σ hh = 1.5σ tt and σ hh = 2.0σ tt . The total
concentration of amphiphiles in the solution is kept constant at X = 0.7% . In our studies [1, 2]
we have shown that larger head group implies a higher value of the CMC. Here, we notice that as
the molar fraction of the amphiphiles with smaller head group increases the CMC of the mixture
systematically decreases and interpolates between the CMC of the two pure systems. This can be
clearly seen from Fig.23.

Figure 23. CMC graph for an amphiphile mixture of type-1 and type-2 amphiphiles at different
composition x1
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From the same figure we can calculate the CMC for the mixed system for various mole
fractions of the type-1 molecules. We can also calculate the CMC for mixed micelles from
equation (4.3). From the simulations of the pure one component systems we find the CMC for
type-1 and type-2 amphiphiles to be C1 = 0.0025 and C2 = 0.0037, respectively. For several
mixed systems we compared CMC obtained from the Fig.23 with the predictions of the equation
(4.3). The results are plotted on Fig.24. The fact that simulations results are in the error range of
the theoretical prediction for the mixed CMC clearly shows that the bead-spring model for
amphiphiles and the off-lattice Molecular Dynamics simulation method can be further used for
more extended study of the mixed systems.

Figure 24. Simulation results and theory prediction for the CMC of the mixed system of
amphiphilic molecules of type-1 and type-2.
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3. Cluster distributions in binary amphiphilic systems

Now, we systematically study the effect of mixing two different amphiphiles on the
cluster distribution. First, let’s keep the hydrophobic tail part of the molecules at the same length
and vary only the hydrophilic head size. The investigation of how the shape and peak of the
cluster distribution are affected by the head group geometry for systems composed only from one
type amphiphiles (pure systems) is reported elsewhere [1, 2]. Here, we extend similar analysis
for a mixture of amphiphiles. In particular, we show results for a binary mixture made out from
type-1 and type-2 molecules (see Table 4). The cluster distribution strongly depends on the
composition as it is seen from the plot on Fig. 25. The total molar concentration is kept at

X = 0.7% . The compositions x1 = 0.0 and x1 = 1.0 correspond to the pure systems amphiphiles
with head σ hh = 2.0σ tt and σ hh = 1.5σ tt , respectively. Earlier, we have found that amphiphiles
with bigger head group have sharper distribution and it is peaked at a smaller value of the cluster
size. For the mixture of amphiphiles we notice that by mixing two different types of molecules
one can interpolate between the limits. It will be interesting to investigate this feature
additionally since we do not know is this property a general feature for all mixed systems or it is
a specific for the systems studied. With this result we have demonstrated that one can vary the
peak of the distribution of the aggregates by altering the composition. This result can be
employed in the synthesis of controlled size amphiphilic aggregates.
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Figure 25. Cluster Distribution for different mixture composition x1 for the mix of the type-1
and type-2 amphiphiles

In order to explore the effect of the head group geometry further, the next effort is a
simulation of a 50:50 mixture of type-1 with type-4 and type-5 amphiphiles, respectively. The
difference between type-4 and type-5 molecules is only in the size of the hydrophilic head. Our
expectations, based on the previous studies, are that the amphiphiles with larger head group will
aggregate in smaller size clusters. The cluster distributions are shown in Fig. 26 for both cases.
It is to note that the difference in cluster distributions comes solely due to different head sizes as
everything else remain the same for both systems. It proves that the larger head group even
within a mixture produces sharper distribution, a conclusion that we have obtained before in
case of pure amphiphilic systems [1, 2]. A similar study is also made for a 50:50 mixture of
molecules of type-1 with type-6 and type-7, respectively. The last two types of molecules are
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longer molecules with the same head sizes as in preceding example. Again, the main point that
increasing the head size leads to smaller aggregates is proven by the plot on Fig.26. One notices
that the cluster distributions for the amphiphilic mixture show several smaller peaks. Their
presence suggest that several optimal aggregate sizes exist for these two systems in contrast to
the Fig.25 where only one optimal cluster size is observed.

Figure 26. Cluster Distribution graph for two amphiphile mixtures at the same composition

x1 = 0.5 of the (a) type-1 with type-4 and type-5; (b) type-1 with type-6 and type-7.
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Figure 27. Cluster Distribution for (a) pure h1t6 (a) pure h1t8 and (c) a 50:50 mixture of them. The
insert shows the ratio of the number of chains involved as a function of the cluster size.

Finally, Fig. 27 shows a comparison of the cluster distribution of two pure systems
consisting of h1t6 with σ hh = 1.5σ tt and h1t8 with σ hh = 2.0σ tt and a 50:50 mixture of these two
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species at total concentration of X = 0.7% . The cluster distribution for the binary mixture is
significantly different than the distributions of the pure systems. Also, the position of the peaks
in the mixed system are shifted. Additionally, we performed calculations of the ratio of the two
types of molecules involved in every cluster. A relevant question is how many chains of each
kind are involved in a given cluster. The averaged over the whole simulation values for the ratio
of the number of the chains is given in the insert of Fig.27(c). For larger clusters the ratio stays
close to unity implying that both the surfactants participate equally in the formation of mixed
micelles.
On Fig.28 is shown a snapshot of mixed aggregates corresponding to the cluster
distribution on Fig.28(c).

Figure 28. Spherical micelles obtained in MD simulation
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4. Mixtures with the Poisson distribution of lengths

As it was mentioned in the introduction, commercial applications of surfactants typically
involve a mixture of surfactants since they can be produced at a relatively lower cost and at the
same time they usually have an enhanced performance. Synthesis via chemical reactions leads to
a mixture of molecules with various degree of polymerization. Therefore, for realistic modeling
of surfactants it is important to study the aggregation properties of a mixture of surfactants with a
distribution of lengths close to the ones experimentally observed. A typical distribution of length
in the polymerization process of amphiphiles is the Poisson distribution, given by:
PN =

λ N e− λ
N!

,

where λ is the mean degree of polymerization.

Table 5. Characteristic of amphiphile molecules with Poisson distribution of the length
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(4.5)

We have simulated two systems where the chain lengths are sampled from a Poisson
distribution with mean degree of polymerization λ = 9 . We compare the cluster distributions
obtained for these mixed surfactant systems with those obtained for the pure systems. For the
pure system simulations we chose amphiphiles h1t8 (type-6 and type-7 in Table 4) of total chain
length 9 beads with different hydrophilic head sizes σ hh = 2σ tt and σ hh = 3σ tt , respectively. For
the mixed system there are six lengths drawn from the Poisson distribution as expressed in
Eqn.(4.5). The characteristics of the surfactants are summarized in Table 5. It is worth
mentioning that since only six lengths are chosen, this does not reflect a true Poisson
distribution. The total number of chains in the simulation is 1920 with six different chain lengths
weighted according to Table 5. For example, the total number of chains of length 8 and 9 is 361
while the total number of chains of length 6 is 261. The number of other chains are chosen in a
similar manner.
The cluster distributions obtained in simulations are shown in Fig. 29. On the same figure
it is also plotted the cluster distribution for chain length of λ = 9 . One notices that cluster
distribution of mixed system of chains with Poisson distribution of the lengths is close to the
cluster distribution of the pure system with a length equal to the mean length of the distribution

λ = 9 . This observation is true for both systems. Unlike binary mixture of amphiphiles, the
distribution remains practically unaffected. The presence of shorter and longer chains somehow
cancel the effect of each other. It will be very interesting to verify this result experimentally and
for other distributions as well.
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Figure 29. Cluster Distribution for pure and mixed amphiphilic system with Poisson distribution
of the lengths for two different head sizes.

5. Self-assembly of phospholipid molecules

Phospholipids are the main building blocks of the cell membranes and attract immense
scientific interest [Nel00]. Recently, the role of the phospholipids in membrane fusion [Sie99],
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protein interactions [Lan96, Mou98] and their effect on the behavior of membrane proteins
[deK97] have been studied. The complexity of the self-assembling arises from the collective
behavior of the thousands of phospholipids. Deeper understanding of the dynamics of this
process can be much easily achieved by help of the computer simulations. In several detailed
atomic [Fel99, Tie96] and coarse-grained [Goe98, She01, Ste04] simulations, it has been shown
that the phospholipid membranes can be accurately mimicked. Since the atomistic simulations
require huge amount of computational time the time scale is not sufficient to observe the selfassembling. On the other hand, the Coarse-grained models

achieve larger time scales by

sacrificing the detailed description of phospholipids. Here, we present an coarse-grained
molecular dynamics model and show that the self-assembling of the phospholipid membrane can
be simulated starting from an completely random molecule configuration.
The model of amphiphilic molecules described previously in Chapter 2 Section 1 is
modified to give a coarse-grained model of a phospholipid molecule. On Fig.30 is shown the
chemical structure of a phospholipid molecule and its bead-spring model. Only the main key
physical and structural features, as size and interaction properties, are kept while the atomistic
details are omitted. Using this more general model, we can study different molecular structures
with the same model. A tail bead represents three CH 2 groups (see [Goe98, Egb88]) while the
polar head group is substituted with one hydrophilic bead with σ hh = 2.0σ tt . In our model the
two hydrophobic chains are attached to the head bead with a FENE (3.4) potential and are placed
at π / 3 radians from each other. The chains are fully flexible with no bond angle constrains. For
testing purposes, additional

model of

phospholipid with a bending potential between

hydrophobic beads was developed. Since the calculation of the forces in an constrained system
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is very complicated, the test was performed using a MC simulation and showed the same
aggregation properties as reported here for the MD simulations.
The parameters of the bead-spring phospholipid model are same as estimated in work
of

Egberts

and

Berendsen

[Egb88].

The

LJ

length

parameter

is

chosen

0.31 nm ≤ σ ≤ 0.374 nm , the energy parameter ε is 0.43 kJ mol −1 ≤ ε ≤ 1.21 kJ mol −1 and
the mass of a bead is estimated to be in the range 14×10−3 kg mol −1 ≤ m ≤ 56×10−3 kg mol −1 .

Figure 30. Coarse-grained model of phospholipid molecule

Simulations of the model phospholipids are performed using the Stochastic molecular
dynamics simulations at reduced temperature of

T=0.9. The initial configuration of the

molecules is random and the whole simulation is run for 106 MD steps. At low concentrations
below 14% number density of the phospholipids we observe the usual spherical micelles.
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Figure 31. A snapshot of a phospholipid bilayer obtained from the MD simulations at T=0.9 and X=34%.

Figure 32. (a) A snapshot of a phospholipid bilayer obtained from the MD simulations at T=0.9 and
X=24%. (b) the same bilayer seen in perpendicular direction. A channel through the membrane is clearly
seen on the upper right corner of the picture.
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With the increasing of the concentration to 34% a thermodynamically stable bilayer is
observed. A snapshot of the bilayer is given on Fig.31. One notices a bilayer structure with the
hydrophilic head beads shielding the hydrocarbon chains. The formation of the bilayer took 200
000 MD steps and in the next 800 000 MD steps we observed the stable structure. The thickness
of the bilayer is estimated to be close to the fully stretched hydrophobic chains. At 24%
concentration a structure close to an ion channel is observed (see Fig.32). This is a surprising
result since the used phospholipid model is very rough. The appearance of a channel in a
spontaneous self-assembling process modeled by the MD simulations is a very exiting problem
for a future study together with the problem of calculating several physical properties of the
phospholipid bilayer such as the interfacial tension and area compressibility.
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CHAPTER FIVE: PHASE DIAGRAMS OF MODEL AMPHIPHILES

From a practical point of view, the phase diagram of amphiphiles is required for many
chemical technology applications. In any practical use of amphiphiles, it is of the utmost
importance to have control over the different phase structures. On the other hand, theoretical
understanding of the thermodynamical properties of these complex fluids is undoubtedly
connected with the study of their phase diagrams. The usual method for presenting the regions
of different phases and their equilibrium is by a plot of temperature versus composition (T-x)
phase graph. Structures as cylindrical, spherical and inverted micelles, vesicles, bilayers etc. are
formed depending on the thermodynamic parameters (temperature, concentration, pH) and
amphiphiles properties (ionic or nonionic, size of the hydrophilic head and size and number of
hydrophobic chains).
In the last two decades, several theoretical attempts [Gol85, Kar96, Isr85, Gel94, Nag95,
Zoe97] have been made to describe unusual aggregation properties of amphiphiles but still the
real amphiphilic solutions are far from full understanding. The problems rise from the fact that
aggregation is a collective phenomena including thousands of noncovalently interacting
molecules over much greater time scales than times associated to the molecular interactions.
The time required for a molecule to enter or leave an aggregate is experimentally estimated at
the time scales of 10-8 to 10-6 sec. The fusion of two micelles occurs in times between 10-5 to
10-3 sec. while the lifetime of a micelle is estimated at 10-2 to 1 sec.
Computer simulation methods have been served as an important tool for obtaining the
valuable information for the connection between the structures of the molecules and the meso71

structures formed by the aggregation. The two main streams in developing computer simulations
are clearly seen. First, the detailed simulation methods are aimed at realistic and detailed
atomistic description of molecules by using Molecular Dynamics simulations [Kar90]. The
advantage of this approach is that the real system can be simulated and the connection to the
experimental data is easily established. A major disadvantage of the detailed method is that the
simulated evolution time of the system is very short (at nanosecond time scale) due to very
computationally expensive calculations of the complicated potentials, which try to mimic the real
interactions. These simulations couldn’t achieve the time scales required for observing a
micellization and usually aggregates are artificially created at the beginning. In recent years,
several [Sal01, Bog01] realistic models approached the time scales relevant to the micellization
but still they are not much effective in simulations of the large systems.
The second approach in simulations of amphiphiles is widely used and it is based on
more idealized models such as the coarse-grained model of amphiphiles. The coarse–grained
model is more appropriate for study of amphiphilic phase behavior despite that it contains only
the basic features of the molecules. The lost of the detailed information is compensated by
covering much longer time scales and removing the requirement of artificially creating
aggregates. Since the spontaneous micelle formation is easily

obtained

by

these more

simplified models a great variety of MC [Lar89, Lar92, Lar96, Care, Nel97, Fod99, Flo99,
Shi01, Pan02] and MD [Rec94, Pal9, Got97, Smi90, Smi91, Smi93] simulations of amphiphiles
has been performed.
Location of the phase transitions in computer simulations is not a simple task. The phase
behavior is collective phenomenon and the direct MD and canonical ensemble MC simulations
are not suitable for this purpose since the time and length scales for simulating interfaces are
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very long. For obtaining the phase diagram of the simulated system a suitable technique is the
Gibbs ensemble Monte Carlo method suggested by Panagiotopoulos [Pan87] and later put on
statistical mechanics basis by Smit et.al.[Smi89] and Smit and Frenkel [Smi89a]. Two main
advantages of the GEMC method are that it does not require initial information of the
approximate location on the phase diagram of the system under study and it is intuitive to
implement. Furthermore, there is no need of a priori calculation of the chemical potential µ. The
chemical potential can be extracted from simulations together with the free energy and entropy
of the system. “At present, the Gibbs ensemble method has become the technique per excellence
to study vapor-liquid and liquid-liquid equilibrium.” [Fre02]
In the current chapter, we use off-lattice Gibbs Ensemble Monte Carlo method applied to
the coarse-grained model of amphiphiles to study their phase properties. Our goal is to obtain
qualitatively understanding of the aggregation process and to investigate how the geometrical
structure of the amphiphiles affects phase separation.

1. Phase behavior of chain molecules

The structure of amphiphile molecules naturally leads to the models where a molecule is
presented as a chain of covalently bonded monomer units with specific interaction properties.
The fruitful idea of “chain molecules” was and still is the main driving force for the development
of many theories and models for polymers, surfactants and proteins. Therefore, it is not
surprising that the theoretical work on chain molecules [Flo54, deG79] is the foundation of our
understanding of the thermodynamical properties of amphiphilic substances.
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The first theory of long chain molecules from physico-chemical perspective was
developed in the pioneering works of Huggins [Hug41] and Flory [Flo41]. Flory [Flo54] has
successfully applied the lattice fluid theory of binary mixtures to chain molecules (polymers)
using the potent idea of mean-field approximation. Flory-Huggins theory gives predictions for
the thermodynamical properties of long chain molecules such as the free energy, chemical
potential and the phase coexistence curve of polymers in solution as a function of the Flory’s
energy parameter χ and volume fraction φ of the polymers.
For a polymer composed of N repeated monomers (homopolymer) the Flory-Huggins theory
expression for the critical volume fraction is

φc =

1
.
1 + N 1/ 2

(5.1)

The value of the interaction parameter χ c at the critical temperature is

χc =

1 + N 1/ 2
.
2 N 1/ 2

(5.2)

Fig.33 shows a polymer phase diagram as predicted from the Flory-Huggins theory. χ −1 has a
dimension of temperature. The phase diagram of polymer solution is asymmetric since the
polymers are much longer than solvent molecules. The peak of phase diagram is at φc and shifts
to the lower concentrations as the length of polymer increases. A drawback of the abovementioned theory is that it is a lattice theory and when it is applied to polymers in continuum
space large discrepancies occur. Additionally, small angle neutron scattering (SANS) experiment
[Bat88] revealed that χ parameter is not a constant (as assumed by Flory in his theory), but
rather depends on chain length and composition in a very complicated way. A successful
alternative model was proposed by Wertheim [Wer]. His approach is based on thermodynamic
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perturbation theory (TPT) of chemical equilibrium in condensed phases. In its simple case, when
only first order of approximation is taken into account, the theory is referred as TPT1. When the
perturbations corrections of n-th order are applied, the TPT theory is quoted as TPTn and higher
orders of correlation functions are required in calculations. In the extreme case of complete
association, the polymers are formed from a fluid of monomers and

the thermodynamic

properties of the polymers can be obtained from the properties of the reference monomer fluid.
The only initial information required is the equation of state (EOS) of the reference fluid and its
pair correlation function. The theory was generalized by Jackson et al. [Jac88].

Figure 33. A polymer Phase Diagram as predicted by Flory-Huggins theory

The Wertheim’s theory can be applied to different types of chain molecules and provides
reasonably predictions. It was first tested on a model of freely joined hard spheres. The EOS for
this system was obtained by Wertheim [Wer87]. In addition, Chapman [Cha88] calculated the
compressibility factor of the chains of hard spheres. In his work, Johnson [Jho93, Jho94] showed
that the TPT1 is a good description of thermodynamical properties of chain molecules made of
LJ monomers. Again, the precision of the model depends on how accurately the EOS and the
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pair correlation function of the reference LJ fluid are obtained. Overall, TPT1 gives a reliable
description of the fluid phase of flexible LJ chain molecules.

2. Computational methods for study of chain molecules Phase Diagram

There are several schemes to explore phase properties of long chain molecules. The
Gibbs-Duhem method of Kofke [Kof93, Kof93a] is a direct method for studying the phase
coexistence that uses the phase interface as an input parameter. The method relies on a known
point on the phase diagram and then traces out the phase coexistence curve starting from this
known point. An inconvenience of the above-mentioned method is that the initial point on the
phase diagram has to be generated by another simulation method.
The second scheme is the lattice Grand Canonical Monte Carlo (GCMC) method. It has
been able to provide the phase diagram of different surfactants [Flo99, Kum01, Pan02].
Salaniwal et.al. [Sal03] showed that by altering the ratio of the hydrophilic and hydrophobic
segments the surfactant system could be driven to a complete phase separation or micellization.
We should mention that the results of GCMC lattice simulations performed by Panagiotopoulos
[Pan02] are relevant to our off lattice simulations and therefore in the following paragraph we
are giving a brief review of the GCMC method for investigation of the phase properties.
The basic idea of the GCMC method is to perform a computer simulation of the system in
which the temperature and the chemical potential µ are input parameters and they are constants
through the whole simulation. Calculations are performed on the lattice with explicit solvent
molecules in all not occupied by the surfactants positions. In the simulation process, molecules
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are inserted and removed from the system. Thus, the total number of surfactant molecules
fluctuates and the system reaches an equilibrium state. The advantage is that small system size
can be used since the concentration will find it equilibrium state by the process of exchanging
molecules with the reservoir. By collecting the histogram of the probability f ( N , U ) that N
particle presented in the system have a total configurational energy U and performing additional
manipulation on the data, one can obtain the grand partition function Ξ ( µ , V , β ) of the system. It
is further assumed that the osmotic pressure (intensive thermodynamics variable) is equal to the
pressure P calculated from the Grand partition function:

β PV = ln Ξ ( µ , V , β )

(5.3)

The change in the slope of the osmotic pressure [Flo99] is taken as a definition of the
CMC. In the lattice GCMC simulations [Flo99, Kum01, Pan02] authors claim that a clear
distinction between micellization and macroscopic phase separation can be made by using the
criteria of the strong system size dependence of the phase diagram.
The third method to study phase properties of long chain molecules is the Gibbs
ensemble Monte Carlo (GEMC) method of Panagiotopoulos [Pan87, Pan00] used in this work.
The main computational advantage of GEMC compare to the Gibbs-Duhem method is that it
omits simulation of the interface and therefore saves enormous computational efforts. Instead of
having an interface dividing the two phases, the simulations are done in two separate regions in
the space without direct interactions. In this case, the interface between phases is not presented
and two phases are separated in different boxes. Since its invention, the GEMC became method
of choice for simulation of the phase equilibrium in atomic and molecular fluids.
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3. Some details of GEMC simulation

By using a conventional Monte Carlo method, it is very difficult to analyze large enough
system and to distinguish between micelles and finite size analogue of the phase separation. On
the other side, the GEMC enables a direct calculation of the phase coexistence properties from a
single simulation without need to specify the chemical potential µ and the pressure P. Initial
densities effects the computational time needed for equilibrating the system. If the initial
conditions are chosen in such way that the densities are in an unstable region where

∂P
> 0, the
∂V

evolution of the system goes in the direction of stable phases and pressures. However, if the
initially the system is in a metastable region, then the system is thermodynamically stable and we
cannot expect a phase separation unless huge fluctuation removes the system from this
metastable state. Since the simulated system consists of a limited number of molecules, the initial
conditions has to be in a way that after equilibrating in each region there is enough molecule so
that the TD sampling is effective. In the case of a known phase diagram, the initial densities can
be chosen to be close to the ones expected. If there is no information several probing runs has to
be made and the appropriate density to be chosen. Again, the results do not dependent on the
initial conditions but equilibration and collection of statistical averages are greatly affected by
the input densities and number of molecules in each region.
The Gibbs phase rule requires that only one intense variable (here it is the temperature T)
can be varied when the two phases coexist. During the simulations, densities in each region are
determined by the initial temperature T and the conditions of equilibrium in the two regions:
P1 = P2

µ1 = µ2
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(5.4)

Thus, a direct result of a GEMC simulation is spatial separation (where it is possible) of
each phase in a different simulation box. A creation of an interface is not free energetically
favorable and therefore, in both boxes only the bulk properties (far away from interfaces) of the
corresponding phases are sampled.
With the increasing of the temperature of the system, the free energy barrier for
formation of an interface becomes smaller and since it is entropically favorable, an interface is
created in one or both of the simulated regions. Because of the large fluctuations in the system,
GEMC simulation cannot maintain the coexistence of the two pure phases in the two boxes.
Close to the critical temperature Tc , Gibbs ensemble simulations cannot provide information for
the coexisting phases. A useful method for estimation of the critical point is to fit the obtained
phase coexistence points to the law of the rectilinear diameters [Row82]. The law gives relation
of the

densities of the liquid phase ρl and gas phase ρ g , critical density ρc , and the critical

temperature Tc :

ρl + ρ g
2

= ρc + A(T − Tc ).

(5.5)

Density difference between two phases ( ρl − ρ g ) can be fitted to the scaling law [Fre02]

ρl − ρ g = B(T − Tc ) β

(5.6)

with the critical exponent β = 0.32.
The GEMC method for chain molecules is implemented by a FORTRAN code and has
been tested on some existing data for the LJ chain model. Since our goal is to investigate how
structure of the molecules influences the phase properties, the code has been developed for the
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most general case of linear chain molecules. The intramolecular interactions depend of the
chosen model and they can be varied so that different interaction models can be studied.

4. Results and Discussion

To check the simulation code on some known structures, we first study the phase diagram
of a polymer type of structures by keeping only the hydrophobic part of the amphiphilic
molecules model. Several polymer structures using GEMC are investigated by other groups
[Esc96, Bla97, Vega03] and they have found that the polymer systems exhibit a phase
separation. To confirm that our model and simulation code are capable to obtain these phase
properties we run simulations on a molecules having only hydrophobic beads with t2 , t4 and t8
types of molecular structures.

4.1. Obtaining the phase diagram of LJ dimers

The first test of the simulation code is done on the system made of two bead chain
molecules with no amphiphilicity introduced. The reason is that the closest reference system
found in the literature was the two-center LJ (2CLJ) dimer investigated by Vega et.al. [Veg03].
The 2CLJ model of a dimer is a limiting case of our more general bead-spring model and it can
be achieved by increasing the energy parameter k of the FENE potential(3.4). We run
simulations for the bead-spring model with GEMC using Configurational-bias (CB) insertion
method. In the reference [Veg03], the 2CLJ model has a fixed bond length and the GEMC
simulations are performed without CB. At low temperature, the probability of particle exchange
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between boxes is extremely low (of the order of 1.9x10-5). Additionally, our runs were for testing
purposes only and we simulated 2.5 times smaller system including only 400 dimers. The length
of simulations is 105 GEMC Cycles for collecting averages and data is collected at 10 4 states of
the system. In each GEMC cycle we perform Nmove attempts to replace a bead, Nvol attempts for a
volume change and Ncbmc configurational-bias attempts to exchange a molecule between boxes.
These three types of “moves” are carried out randomly. Initially 20 000 GEMC cycles are
performed for equilibration. In the reference, additional 2×10 4 cycles of constant-volume NVT
Monte Carlo are carried out before GEMC calculations. Additionally, the initial vapor and liquid
densities are chosen close to the expected coexistence values.
The number of molecules residing in a given box is changing during the simulation in
accordance with the Algorithm 3 (Chapter 2, Section 5). As we mentioned before, the initial
number of dimers in both boxes is the same. Chain insertion and removal are done using the
configurational-bias method with the number of trial orientations given by the parameter k in
Algorithm 4 and Algorithm 5. We have chosen a value of k = 5 . Higher number of trial
orientations k is computationally expensive, while the lower one will lead to fewer choices for
directions of molecule growth. This is especially important when we are simulating the long
chain molecules.
To test the exchange algorithm we plot the number of molecules in each box in first 10 4
GEMC cycles. On Fig.34 is shown evolution of the number of chains at temperature T=1.3.
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Figure 34. Number of dimers t2 per box

The total number of dimers is 400, divided equally in each cubic box. The initial
molecular density of each box is ρ mol = 0.15 , which corresponds to the ρ = 0.3 volume bead
density. The density ρmol was specified to be the same while the dimensions L of the boxes are
chosen by the program to accommodate the initial number of molecules N by using the formula
L = ( N / 2 ρ mol )1/ 3 . One GEMC cycle consists of 400 attempts of displacement, 5 volume

attempts and 20 exchanges of the molecule attempts taken in a random order. After the initial
period of around 300 GEMC cycles, the number of chains in each box is adjusted so that two
different phases are presented. The box-2 accommodates the high density phase while the box-1
is left with the dilute phase. In the next 5000 GEMC cycles, the number of molecules in both
boxes is fluctuating around equilibrium values. The fluctuations in the numbers of the chains in
each box is governed by the Algorithm 3 with implemented configurational-bias method of
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removal (Algorithm 4.) and grow (Algorithm 5.) of molecules. The graphs on Fig.34 illustrate
“the dynamic” of the system at the first 10 4 equilibrating cycles before we begin to collect data.

Figure 35. The evolution of box sizes in a GEMC at low reduced temperature

The equilibration of the box sizes for the same simulated system is shown on Fig.35.
After initial rapid change, the box sizes fluctuate around a mean value. The last two figures show
that the implemented algorithms are working properly and the systems evolving towards an
equilibrium state, as expected. Once having checked the exchange and volume rescale algorithms
in the simulation code, we performed simulation runs for obtaining the phase diagram of the LJ
dimer.
On Fig.36 are plotted the evolution of the densities in both boxes during the first 105
GEMC cycles. Statistical data is collected between 2×10 4 and 1.2×106 GEMC cycles.
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Figure 36. Calculated densities of two phases for t2.

Figure 37. Histogram of densities corresponding to Fig.36.
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The histogram of the density for both boxes is presented on Fig.37. It is clearly seen that
the system experiences a phase separation with the denser phase occupying box-2. The histogram
plot of densities is very useful for finding the equilibrium densities in the temperature range
close to the critical point. For example, at T=1.75 the histogram plot is given on Fig.38. From the
last two figures, we have information for two sets of densities: ρl = 0.75, ρV = 0.08 at T=1.35
and ρl = 0.45, ρV = 0.26 at T=1.75. The subscripts l and V correspond to the liquid and vapor
density. After performing several additional simulations at different temperature T, we are able
to plot the phase diagram of the dimers.
Computed phase diagram is shown in Fig.39 together with the phase coexistence points
obtained by Vega [Veg03]. All simulations in the reference are done with Gibbs ensemble Monte
Carlo without employing the configurational-bias method. It has been reported that at high
densities the transfer of the molecules has very small probability and requires unrealistically long
simulation times. This was the main reason to use additional method of isobaric-isothermal NPT
calculations at zero pressure for lower temperatures. The reference simulation was done on the
dimer molecules with fixed bond length of σ. In our simulations, the length is not fixed since the
two beads are connected by a spring potential and therefore the bond length fluctuates in 5-8 %
range.
At reduced temperatures below T=1.6 our dense phase has higher density than the data
presented in the reference [Veg03]. The explanation is that our model has no fixed bonds and
this leads to slightly higher packaging densities.
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Figure 38. Histogram of densities close to the critical temperature

Figure 39. Phase diagram for dimers from the simulations and Ref. [Veg03]
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4.2. Phase diagrams of model polymers

The phase diagrams of LJ polymers molecules t4 and t8 are obtained by the same method
as described above. For molecules of length four LJ beads, the phase diagram is shown in Fig.
40. The critical point from the simulations is estimated at Tc=2.25 which is in an excellent
agreement with the value Tc=2.26 obtained in Ref. [Esc96]. The phase diagram of LJ molecules
of length 8 is plotted on the next Fig. 41 together with the coexistence points calculated in Ref.
[Esc96]. The critical temperature for t8 is estimated at Tc=2.69.
The real molecules corresponding to the LJ chains are the alkanes. It is well known that
below the critical temperature alkanes exhibit a first-order phase transition between a lowdensity gas and high-density liquid phases. The two-phase diagrams extracted from the
simulations show qualitatively phase separation and the presence of a critical temperature Tc.

Figure 40. Phase diagram for t4 from simulations
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Figure 41. Phase diagram for t8 from simulations and Ref. [Esc96]

4.3. Phase diagrams of amphiphiles

In this section, several amphiphilic molecules with different structures are investigated
employing GEMC simulations. The investigated structures can be matched to the following
poly(oxyethylene) surfactants chemical structures:
h1t7 → C21 E
h2t6 → C18 E2

(5.7)

h3t5 → C15 E3
Here we discuss some details of the simulation. In the “displacement move,” every bead
has a chance of a random move in a random direction. The max value of the displacement in the
whole simulation was set to ∆r = 0.1σ tt . Additionally to the displacement of a bead, the center of
the mass of the molecule is also randomly displaced. In our simulations, there are no explicit
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solvent molecules and the effect of the solvent is incorporated through the bead-bead interactions
as it can be seen in Table 6.

Table 6. Bead-bead interactions

Moreover, the standard periodic boundary conditions for each box are applied. The initial
configurations of molecules are created randomly and then the system is equilibrated for
2.0×10 4 GEMC cycles.

The volume change of the boxes, as it was mention before, is done in a way that the total
accessible volume to the system is constant. By a random rescaling, the volumes V1 and V2 of the
two simulation boxes are continuously changing but the total volume V = V1 + V2 is preserved.
Without lost of generality, we are using cubic boxes. Initially they have the same volumes but
with the evolution of the system, boxes are adjusted so that the densities of the liquid and vapor
phases trace the coexistence curve. The max volume change is set to ∆V / V = 0.1 and the
positions of the amphiphiles are recalculated by rescaling the centers of the mass.
For the “exchange move,” a random box is chosen and then from its content a random
molecule is selected as a candidate for a replacement to the other box. The initial configurational
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energy of the molecule U (old ) and the Rosenbluth factor W ext . (old ) are calculated. Then
starting from a random position the whole molecule is regrown by the configurational-bias
method. The configurational energy U ( new) of the regrown molecule is calculated. The decision
of acceptance is made by the rule (2.22). Additionally, the number of the exchanges has to be not
very high (in the range of 1-5%) so that the system has enough time for equilibrating. The
configurational energies calculated in simulation can be used for obtaining of the chemical
potential. The truncation of the LJ potential is done at a distance of a half the simulation box and
the cut-off distances are rescaled at every volume change. Initially, the attractive cut-off distance
is set to be at least 4.0σ tt . Thus, the long-range corrections to the configurational energy as
described in [Fre02] is not calculated and added. The whole process of the insertion of an
amphiphile molecule is governed by the decrease of the free energy.
The result of changes in the box sizes and number of molecules in each box is that the
density of each subsystem is varying. The Gibbs ensemble method is achieving an important
goal in the phase simulations, namely, obtaining the phase coexistence densities in a single
simulation without previous knowledge of the phase properties of the system.
The density changes of both simulation boxes within the simulation are plotted on Fig.42
and Fig. 43. The GEMC cycles represent “evolution” of the system since in the MC simulations
time is not involved. From both figures it is clearly seen the separation of two phases. It has to be
mention that it takes more GEMC cycles for the system at higher temperature of T=1.9 (shown
on Fig.42) to exhibit a phase separation. The reason is that close to the critical temperature, the
fluctuations become very big and there is great possibility that both phases will change boxes.
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Figure 42. Density “evolution” in the two subsystems of h1t7 amphiphile GEMC simulation at
reduced temperature of T=1.9 ε/kB .

Figure 43. Density “evolution” in the two subsystems of h1t7 amphiphile GEMC simulation at
reduced temperature of T=1.65 ε/kB .
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This effect is shown on the next Fig.44 where the system is close to its critical
temperature. Close to the critical temperature of the system the fluctuation of the densities are
huge and the GEMC methods cannot give correct predictions. At this case, a plot of the
histogram of the densities is more useful way to determine densities. The corresponding
histogram of densities plot is given on the next Fig. 45.

Figure 44. Density “evolution” in the two subsystems of h2t6 amphiphile GEMC simulation at
reduced temperature of T=1.6 ε/kB .

We should make a brief discussion of how the averages and errors are calculated. The
straightforward way is to calculate standard deviation σ from the whole data set. The problem is
that the data we are using is correlated and the standard formula for σ is not true. One way is to
calculate the autocorrelation function and then to use the autocorrelation “characteristic time” to
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estimate the error. This method we have used in aggregation studies of amphiphiles [Geu03,
Geu05].

Figure 45. A histogram of the densities corresponding to Fig.44

The second method is to use block averages. The idea is to divide the data set in several
subsets and for one the standard deviation is calculated. It can be shown mathematically that
limiting value of the standard deviation taken from the subsets is the correct one.

4.4. Aggregation versus phase separation of amphiphiles

The main result of the phase diagram study of the model amphiphiles is that the transition
from completely phase separation to the micellization is governed by the amphiphilic structure.
In a lattice Grand canonical Monte Carlo simulations [Pan02] of diblock and triblock surfactants,
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it has been reported that for the different chain structures either micellization or phase separation
can occur, but never both. Our results suggest that increasing the hydrophilic part of amphiphile
leads to less tendency for phase separation and more toward micellization. In the same reference
[Pan02], authors argue that the strong finite-size effect on the phase envelope is indication for
micellization and not macroscopic phase separation.
In this section, we present the simulation results of different amphiphilic structures that
clearly demonstrate structure dependence of aggregation. The phase diagram of amphiphiles with
structures h1t7 is given on Fig. 46. The estimated critical temperature from the plot is at Tc=1.97.

Figure 46. Calculated phase diagram for modeled amphiphilic system h1t7
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Figure 47. Comparison of the phase diagrams for two modeled amphiphilic system with different
structure: h1t7 and h2t6 .

Increasing the ratio of hydrophilic to hydrophobic part of the molecules from 0.142 to
0.33 results in decreasing of the critical temperature of the system. The critical temperature in the
case of h2t6 type of amphiphiles is estimated at Tc = 1.6. Calculated phase diagrams of h2t6 and
h1t7 are shown in Fig.47.
Additionally, a phase diagram of the amphiphiles with hydrophilic beads size

σ hh = 1.26σ tt and structure h1t6 is computed. We decide to compare the phase diagram of this
molecule to the phase diagram of h2t6 since in both amphiphiles the hydrophobic tail and the
volume of the hydrophilic segments are the same. The only difference is that the hydrophilic
section of the h2t6 amphiphile is represented as two beads instead of just one bead with bigger
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diameter of σ hh = 1.26σ tt . As it can be noticed from Fig.48 both amphiphile structures has
almost indistinguishable phase diagram. This close mapping of different amphiphilic structures
with the same hydrophilic segment volume is a surprising result and the validation or rejection of
it in the general case both theoretically and experimentally will be a challenging problem.
After successfully calculated two phase diagrams of amphiphiles of total length 8 beads,
we decide to study the next amphiphile structure h3t5 . After exploring all range of temperatures,
the result was that this system is not phase separating. The only other possibility was to prove
that amphiphiles form aggregates. We have used the cluster subroutine from our MD code and
after some modifications, which were necessary since in GEMC the number of amphiphiles in
each subsystem fluctuates, the distribution of aggregates was calculated.

Figure 48. A comparison of two phase diagrams for modeled amphiphilic system h2t6 and

1.26h1t6
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Determination of the cluster size is calculated from the tail-tail beads distances. The
result for the aggregate distribution is plotted on Fig. 49. Several aggregates with average size
from 130 to 148 amphiphiles are clearly observed. Moreover, several small aggregates with sizes
less than 5 molecules are presented. To verify absence of aggregates in the other two systems
(made of h1t7 and h2t6 type of amphiphiles) we calculate the distribution of the aggregates. In
both systems (see Fig.50 and Fig.51), we notice a presence of only one big cluster occupying the
whole box. This is clear indication that this cluster is a single phase. The points on the graph
between 115 and 190 are the probabilities of the phase cluster to have different number of
molecules. This is a direct result of the exchange of the molecules between simulation boxes and
fluctuations of the dense phase size.

Figure 49. Cluster distribution in an h3t5 amphiphilic system.
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Figure 50. Single-phase presence in an h1t7 amphiphilic system

Figure 51. Single-phase presence in an h2t6 amphiphilic system
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Figure 52. Evolution of the density of the liquid and gas phases at T=1.75 for 1.2h1t7 type of amphiphiles.
First 50 000 GEMC cycles are for equilibrating.

Next logical step of our investigation of dissimilar amphiphilic structures is to vary the
hydrophilic head size. We simulate

h1t7

type of amphiphiles with head sizes of

σ hh = σ tt ,1.1σ tt and 1.2σ tt , respectively. Below the critical temperature, we observe a phase
separation as it is seen on Fig. 52 for h1t7 amphiphiles with head size of σ hh = 1.2σ tt . Initially,
both boxes have the same amphiphile molecular density of ρ=0.3. In the equilibration stage, the
requirement for the minimizing the free energy leads to adjusting the density in order that the
total Gibbs free energy is at minimum. As a result, we see a separation in two phases. On the
other hand, close to the critical temperature (as it is shown in Fig.53), bigger fluctuations in the
box densities are observed and we use the density histogram plot to calculate averaged densities.
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The phase diagrams of all three above mention systems with different head sizes are
given on Fig.54. From the results of simulations, we conclude that with the increasing the
hydrophilic head size the critical temperature of the amphiphilic system is decreasing.

Figure 53. Evolution of the density in the two boxes at T=1.8 for 1.2h1t7 type of amphiphiles.
First 50 000 GEMC cycles are for equilibrating.

In conclusion, the result of the phase diagram study is that the phase separation is
observed only for the amphiphiles with small ratio of the hydrophilic to hydrophobic group.
These ratios for the amphiphilic structures investigated here are 0.14, 0.33 and 0.6 for molecules
of type h1t7 , h2t6 and h3t5 , respectively. We notice that in the lattice simulations all amphiphilic
structures with the ratios of 0.5 and more exhibit aggregation. In our case, only the structure of
h3t5 has the ratio bigger than the threshold of 0.5 and the system of h3t5 amphiphiles shows
aggregation. A summary of the simulated amphiphilic systems are given in Table 7 where also
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the relevant lattice simulations data from [Pan02] is presented. The performed simulations are
with agreement with the Panagiotopoulos results and indicate that decreasing the hydrophilic
segments decreases the tendency to phase separate and the limiting value of the hydrophilic to
hydrophobic group is around 0.5.

Figure 54. Phase diagrams of amphiphiles with different hydrophilic head size.

Table 7. Micellization versus phase separation. Amphiphile structures in the orange boxes form
aggregates while the other structures exhibit a phase separation. The green column shows the amphiphilic
systems simulated in this work. The asterisk indicates the systems studied with lattice Grand canonical
simulations [Pan02].
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CHAPTER SIX: CONCLUSION AND FUTURE WORK
It is widely accepted that the advancement of knowledge in soft matter systems will
change our everyday life significantly in the next decade. This dissertation work addresses a
select number of issues in this gigantic worldwide effort. We use a bottom-up approach to study
various morphologies and phase diagrams of an important type of soft matter system – namely,
the amphiphilic molecules. The coarse-grained off-lattice model of amphiphilic molecules is
employed in the study of how the geometric shape, size and ratio of the hydrophobic and
hydrophilic segments can affect aggregation properties of the system. The phase diagram of
these molecules is in general very complex but we have been able qualitatively to characterize
the changes that occur as one varies the hydrophilic segment of the molecule. In this work, we
have been able to identify parameter ranges for the bead-spring model of amphiphiles for which
self-assembly leads to micelles, bilayers and other aggregates.
By using the Brownian Dynamics and Gibbs Ensemble Monte Carlo computer simulation
techniques, the self-assembling properties and phase diagrams of amphiphilic molecules are
investigated. Computer code in FORTRAN is developed for simulation of amphiphilic molecules
with different structures in continuum two and three dimension space. The whole process of the
self-assembly, starting from a random configuration of amphiphiles and leading to the formation
of clusters, is obtained in the simulations. The critical micelle concentrations for molecules with
different head sizes are calculated by computing the thermodynamical averages of aggregate
size. In this work, it is clearly demonstrated that the shape and size of micelles can be controlled
by varying the size of the hydrophilic head; amphiphiles with larger heads form micelles with
very sharp cluster distributions. Our findings that the CMC increases for larger size of the
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hydrophilic head segment are consistent with the experiments and theoretical models of selfassembly. For a given length of the hydrophobic tail, micelles of desired shape can be obtained
by a proper choice of the hydrophilic head. In addition, we find that the peaks in the specific heat
and in the characteristic autocorrelation time at the onset of micellization are generic feature of
the self-assembly.
Next, we performed several Brownian Dynamics simulations of mixed micelles. This, to
the best of our knowledge, is the first systematic study of mixed amphiphile systems in an offlattice simulation. The CMC for a binary mixture of amphiphiles is calculated as a function of
the mole fraction of one component and it is compared to the molecular mean field theory
prediction. The cluster distribution study of mixtures proved that amphiphiles with bigger
hydrophilic head groups produce a sharper cluster distribution peak. In general, we find that for a
simple binary mixture of amphiphiles, changing the hydrophilic group affects the distribution
and the critical micelle concentration. Additional study for amphiphiles whose lengths are drawn
from a Poisson distribution was carried out. Contrary to a binary mixture, the cluster distribution
did not show any characteristic feature but roughly followed the cluster distribution of the
corresponding mean length.
In an attempt to simulate cell membrane properties by modeling the self-assembly of the
phospholipid type of molecules, we observed a stable bilayer structure after the initial formation
of large micelles.
There is an old proverb, which says that with the increase of our knowledge the borders
with the unknown are growing. This study raised several important questions that need additional
study.
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First, we have seen that the aggregates formed in a mixture of two different amphiphiles
have a distribution, which is close to the weight averaged aggregate distribution of both pure
systems. Is this a general feature of all mixed systems or it is true only for the model systems we
studied?
Second, a system of different amphiphiles with Poisson distribution of the chain lengths
showed an aggregate distribution very close to the one obtained from a pure system of
amphiphiles with chain lengths equal to the mean length of the Poisson distribution. This also
needs further study since most of the theoretical work and simulations take into account only one
type of amphiphiles, while in reality one always deals with systems made of molecules with
several lengths.
Third, additional studies of the channel formation in the phospholipid bilayer are needed.
Fourth, the effect of hydrophilicity on the critical point of the amphiphilic phase diagram
needs further analysis.
Currently, several systems of amphiphilic molecules with charged hydrophilic segments
are under investigation.
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