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Abstract. A d-contraction is a d-tuple (T1, . . . , Td) of mutually commuting opera-
tors acting on a common Hilbert space H such that
‖T1ξ1 + T2ξ2 + · · ·+ Tdξd‖
2 ≤ ‖ξ1‖
2 + ‖ξ2‖
2 + · · ·+ ‖ξd‖
2
for all ξ1, ξ2, . . . , ξd ∈ H. These are the higher dimensional counterparts of contrac-
tions. We show that many of the operator-theoretic aspects of function theory in the
unit disk generalize to the unit ball Bd in complex d-space, including von Neumann’s
inequality and the model theory of contractions. These results depend on properties
of the d-shift, a distinguished d-contraction which acts on a new H2 space associated
with Bd, and which is the higher dimensional counterpart of the unilateral shift. H
2
and the d-shift are highly unique. Indeed, by exploiting the noncommutative Cho-
quet boundary of the d-shift relative to its generated C∗-algebra we find that there
is more uniqueness in dimension d ≥ 2 than there is in dimension one.
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2 WILLIAM ARVESON
Introduction.
This paper concerns function theory and operator theory relative to the unit ball
in complex d-space Cd, d = 1, 2, . . . . A d-contraction is a d-tuple (T1, . . . , Td) of
mutually commuting operators acting on a common Hilbert space H satisfying
‖T1ξ1 + · · ·+ Tdξd‖2 ≤ ‖ξ1‖2 + · · ·+ ‖ξd‖2,
for every ξ1, . . . , ξd ∈ H. This inequality simply means that the “row operator”
defined by the d-tuple, viewed as an operator from the direct sum of d copies of H
to H, is a contraction. It is essential that the component operators commute with
one another.
We show that there exist d-contractions which are not polynomially bounded in
the sense that there is no constant K satisfying
‖f(T1, . . . , Td)‖ ≤ K sup{|f(z1, . . . , zd)| : |z1|2 + · · ·+ |zd|2 ≤ 1}
for every polynomial f . In fact, we single out a particular d-contraction (S1, . . . , Sd)
(called the d-shift) which is not polynomially bounded but which gives rise to the
appropriate version of von Neumann’s inequality with constant 1: for every d-
contraction (T1, . . . , Td) one has
‖f(T1, . . . , Td)‖ ≤ ‖f(S1, . . . , Sd)‖
for every polynomial f . Indeed the indicated homomorphism of commutative op-
erator algebras is completely contractive.
The d-shift acts naturally on a space of holomorphic functions defined on the
open unit ball Bd ⊆ Cd, which we call H2. This space is a natural generalization of
the familiar Hardy space of the unit disk, but it differs from other “H2” spaces in
several ways. For example, unlike the space H2(∂Bd) associated with normalized
surface area on the sphere or the space H2(Bd) associated with volume measure
over the interior, H2 is not associated with any measure on Cd. Consequently, the
associated multiplication operators (the component operators of the d-shift) do not
form a subnormal d-tuple. Indeed, since the naive form of von Neumann’s inequality
described above fails, no effective model theory in dimension d ≥ 2 could be based
on subnormal operators. Thus by giving up the requirement of subnormality for
models, one gains a theory in which models not only exist in all dimensions but are
unique as well.
In the first part of this paper we work out the basic theory of H2 and its as-
sociated multiplier algebra, and we show that the H2 norm is the largest Hilbert
norm on the space of polynomials which is appropriate for the operator theory of
d-contractions.
In part II we emphasize the role of “A-morphisms”. These are completely posi-
tive linear maps of the d-dimensional counterpart of the Toeplitz C∗-algebra which
bear a particular relation to the d-shift. Every d-contraction corresponds to a unique
A-morphism, and on that observation we base a model theory for d-contractions
which provides an appropriate generalization of the Sz.-Nagy Foias theory of con-
tractions [43] to arbitrary dimension d ≥ 1 (see section 8). In section 7 we introduce
a sequence of numerical invariants En(S), n = 1, 2, . . . for arbitrary operator spaces
S. We show that the d-dimensional operator space Sd generated by the d-shift is
SUBALGEBRAS OF C∗-ALGEBRAS III: MULTIVARIABLE OPERATOR THEORY 3
maximal in the sense that En(Sd) ≥ En(S) for every n ≥ 1 and for every d-
dimensional operator space S consisting of mutually commuting operators. More
significantly, we show that when d ≥ 2, Sd is characterized by this maximality
property. That characterization fails for single operators (i.e. one-dimensional op-
erator spaces). We may conclude that, perhaps contrary to one’s function-theoretic
intuition, there is more uniqueness in dimension d ≥ 2 than there is in dimension
one.
Since this paper is a logical sequel to [3], [4] and so many years have passed
since the publication of its two predecessors, it seems appropriate to comment on
its relationship to them. On the one hand, we have come to the opinion that the
program proposed in [4, chapter 1] for carrying out dilation theory in higher di-
mensions must be modified. That program gives necessary and sufficient conditions
for finding normal dilations in multivariable operator theory. However, the results
below provide two reasons why normal dilations are inappropriate for commutative
sets of operators associated with the unit ball Bd. First, they may not exist (a
d-contraction need not have a normal dilation with spectrum in ∂Bd, c.f. Remark
3.13) and second, when they do exist they are not unique (there can be many nor-
mal dilations of a given d-contraction which have the stated properties but which
are not unitarily equivalent to each other).
On the other hand, the results of this paper also demonstrate that other aspects
of the program of [3,4] are well-suited for multivariable operator theory. For exam-
ple, we will see that boundary representations...the noncommutative counterparts
of Choquet boundary points in the commutative theory of function spaces...play an
important role in the operator theory of Bd. Boundary representations serve to ex-
plain the notable fact that in higher dimensions there is more uniqueness than there
is in dimension one (cf. Theorem 7.7 and its Corollary), and they provide concrete
information about the absence of inner functions for the d-shift (cf. Proposition
8.13).
We were encouraged to return to these problems by recent results in the theory
of E0-semigroups. There is a dilation theory by which, starting with a semigroup
of completely positive maps of B(H), one obtains an E0-semigroup as its “mini-
mal dilation” [14,6,7,8,9,10]. In its simplest form, this dilation theory starts with
a normal completely positive map P : B(H) → B(H) satisfying P (1) = 1 and
constructs from it a unique endomorphism of B(K) where K is a Hilbert space
containing H. When one looks closely at this procedure one sees that there should
be a corresponding dilation theory for sets of operators such as d-contractions.
We have reported on some of these results in a conference at the Fields institute
in Waterloo in early 1995. That lecture concerned the dilation theory of semigroups
of completely positive maps, A-morphisms and the issue of uniqueness. However,
at that time we had not yet reached a definitive formulation of the application to
operator theory.
There is a large literature relating to von Neumann’s inequality and dilation
theory for sets of operators, and no attempt has been made to compile a compre-
hensive list of references here. More references can be found in [26],[27]. Finally,
I want to thank Rau´l Curto for bringing me back up to date on the literature of
multivariable operator theory.
1. Basic properties of H2. Throughout this paper we will be concerned with
function theory and operator theory as it relates to the unit ball Bd in complex
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d-dimensional space Cd, d = 1, 2, . . . ,
Bd = {z = (z1, z2, . . . , zd) ∈ Cd : ‖z‖ < 1},
where ‖z‖ denotes the norm associated with the usual inner product in Cd
‖z‖2 = |z1|2 + |z2|2 + · · ·+ |zd|2.
In dimension d = 1 there is a familiar Hardy space which can be defined in several
ways. We begin by reiterating one of the definitions of H2 in a form that we will
generalize verbatim to higher dimensions. Let P be the algebra of all holomorphic
polynomials f in a single complex variable z. Every f ∈ P has a finite Taylor series
expansion
f(z) = a0 + a1z + · · · + anzn
and we may define the norm ‖f‖ of such a polynomial as the ℓ2 norm of its sequence
of Taylor coefficients
(1.1) ‖f‖2 = |a0|2 + |a1|2 + · · ·+ |an|2.
The norm ‖f‖ is of course associated with an inner product on P, and the comple-
tion of P in this norm is the Hardy space H2. It is well known that the elements
of H2 can be realized concretely as analytic functions
f : {|z| < 1} → C
which obey certain growth conditions near the boundary of the unit disk.
Now consider the case of dimension d > 1. P will denote the algebra of all
complex holomorphic polynomials f in the variable z = (z1, z2, . . . , zd). Every such
polynomial f has a unique expansion into a finite series
(1.2) f(z) = f0(z) + f1(z) + · · ·+ fn(z)
where fk is a homogeneous polynomial of degree k. We refer to (1.2) as the Taylor
series of f .
Definition 1.3. Let V be a complex vector space. By a Hilbert seminorm on V we
mean a seminorm which derives from a positive semidefinite inner product 〈·, ·〉 on
V by way of
‖x‖ = 〈x, x〉1/2 , x ∈ V.
We will define a Hilbert seminorm on P by imitating formula (1.1), where ck
is replaced with fk. To make that precise we must view the expansion (1.2) in a
somewhat more formal way. The space E = Cd is a d-dimensional vector space
having a distinguished inner product
〈z, w〉 = z1w¯1 + z2w¯2 + · · ·+ zdw¯d.
For each n = 1, 2, . . . we write En for the symmetric tensor product of n copies
of E. E0 is defined as the one dimensional vector space C with its usual inner
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product. For n ≥ 2, En is the subspace of the full tensor product E⊗n consisting
of all vectors fixed under the natural representation of the permutation group Sn,
En = {ξ ∈ E⊗n : Upiξ = ξ, π ∈ Sn},
Upi denoting the isomorphism of E
⊗n defined on elementary tensors by
Upi(z1 ⊗ z2 ⊗ · · · ⊗ zn) = zpi−1(1) ⊗ zpi−1(2) ⊗ · · · ⊗ zpi−1(n), z1 ∈ E.
For a fixed vector z ∈ E we will use the notation
zn = z⊗n ∈ En
for the n-fold tensor product of copies of z (z0 ∈ E0 is defined as the complex
number 1). En is linearly spanned by the set {zn : z ∈ E}, n = 0, 1, 2, . . . .
Now every homogeneous polynomial g : E → C of degree k determines a unique
linear functional g˜ on Ek by
g(z) = g˜(zk), z ∈ E
(the uniqueness of g˜k follows from the fact that E
k is spanned by {zk : z ∈ E}),
and thus the Taylor series (1.2) can be written in the form
f(z) =
n∑
k=0
f˜k(z
k), z ∈ E,
where f˜k is a uniquely determined linear functional on E
k for each k = 0, 1, . . . , n.
Finally, if we bring in the inner product on E then E⊗k becomes a dk-dimensional
complex Hilbert space. Thus the subspace Ek is also a finite dimensional Hilbert
space in a natural way. Making use of the Riesz lemma, we find that there is a
unique vector ξk ∈ Ek such that
f˜k(z
k) =
〈
zk, ξk
〉
, z ∈ E,
and finally the Taylor series for f takes the form
(1.4) f(z) =
n∑
k=0
〈
zk, ξk
〉
, z ∈ E.
We define a Hilbert seminorm on P as follows
(1.5) ‖f‖2 = ‖ξ0‖2 + ‖ξ1‖2 + · · ·+ ‖ξn‖2.
The seminorm ‖ · ‖ is obviously a norm on P in that ‖f‖ = 0 =⇒ f = 0.
Definition 1.6. H2d is defined as the Hilbert space obtained by completing P in the
norm (1.5).
When there is no possibility of confusion concerning the dimension we will ab-
breviate H2d with the simpler H
2. We first point out that the elements of H2 can
be identified with the elements of the symmetric Fock space over E,
F+(E) = E0 ⊕ E1 ⊕ E2 ⊕ . . .
the sum on the right denoting the infinite direct sum of Hilbert spaces.
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Proposition 1.7. For every f ∈ P let Jf be the element of F+(E) defined by
Jf = (ξ0, ξ1, . . . )
where ξ0, ξ1, . . . is the sequence of Taylor coefficients defined in (1.4), continued
so that ξk = 0 for k > n. Then J extends uniquely to an anti-unitary operator
mapping H2 onto F+(E).
proof. The argument is perfectly straightforward, once one realizes that J is not
linear but anti-linear 
We can also identify the elements of H2 in more concrete terms as analytic
functions defined on the ball Bd:
Proposition 1.8. Every element of H2 can be realized as an analytic function in
Bd having a power series expansion of the form
f(z) =
∞∑
k=0
〈
zk, ξk
〉
z = (z1, . . . , zd) ∈ Bd
where the H2 norm of f is given by ‖f‖2 = ∑k ‖ξk‖2 < ∞. Such functions f
satisfy a growth condition of the form
|f(z)| ≤ ‖f‖√
1− ‖z‖2 , z ∈ Bd.
proof. Because of Proposition (1.7) the elements of H2 can be identified with the
formal power series having the form
(1.9) f(z) =
∞∑
k=0
〈
zk, ξk
〉
,
where the sequence ξk ∈ Ek satisfies
(1.10)
∞∑
k=0
‖ξk‖2 = ‖f‖2 <∞.
Because of (1.10) the series in (1.9) is easily seen to converge in Bd and satisfies
the stated growth condition.
In more detail, since the norm of a vector in Ek of the form zk, z ∈ E, satisfies
‖zk‖2 = 〈zk, zk〉 = 〈z, z〉k = ‖z‖2k,
we find that
| 〈zk, ξk〉 | ≤ ‖zk‖ · ‖ξk‖ ≤ ‖z‖k‖ξk‖,
and hence for all z ∈ E satisfying ‖z‖ < 1 we have
∞∑
k=0
| 〈zk, ξk〉 | ≤ (
∞∑
k=0
‖z‖2k)1/2(
∞∑
k=0
‖ξk‖2)1/2 = (1− ‖z‖2)−1/2‖f‖,
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as asserted 
We will make frequent use of the following family of functions in H2. For every
x ∈ Bd define ux : Bd → C by
(1.11) ux(z) = (1− 〈z, x〉)−1, ‖z‖ < 1.
ux(z) is clearly analytic in z and co-analytic in x. The useful properties of the set of
functions {ux : x ∈ Bd} are summarized in the following proposition, which gives
the precise sense in which H2 is characterized in abstract terms by the positive
definite reproducing kernel k : Bd ×Bd → C,
k(x, y) = (1− 〈x, y〉)−1.
Proposition 1.12. ux belongs to H
2 for every x ∈ Bd and these functions satisfy
(1.13) 〈ux, uy〉 = (1− 〈y, x〉)−1.
H2 is spanned by {ux : x ∈ Bd}, and for every f ∈ H2 we have
(1.14) f(z) = 〈f, uz〉 , z ∈ Bd.
Moreover, if K is any Hilbert space spanned by a subset of its elements {vx : x ∈
Bd} which satisfy
〈vx, vy〉 = (1− 〈y, x〉)−1, x, y ∈ Bd,
then there is a unique unitary operator W : H2 → K such that Wux = vx, x ∈ Bd.
proof. The proof is straightforward. For example, to see that ux belongs to H
2 we
simply examine its Taylor series
ux(z) = (1− 〈z, x〉)−1 =
∞∑
k=0
〈z, x〉k .
Noting that 〈z, x〉k = 〈zk, xk〉
Ek
we can write
ux(z) =
∞∑
k=0
〈
zk, xk
〉
Ek
.
This shows that the sequence of Taylor coefficients of ux is
Jux = (1, x, x
2, . . . ) ∈ F+(E).
Hence ux belongs to H
2 and we have
〈ux, uy〉 = 〈Juy, Jux〉F+(E) =
∞∑
k=0
〈y, x〉k = (1− 〈y, x〉)−1.
Formula (1.13) follows.
Similarly, a direct application of Proposition 1.7 establishes (1.14). From the
latter it follows that {ux : x ∈ Bd} spans H2. Indeed, if f is any function in H2
which is orthogonal to every ux then
f(z) = 〈f, uz〉 = 0 for every z ∈ Bd,
hence f = 0.
Finally, the second paragraph is obvious from the fact that for every finite subset
x1, . . . , xn ∈ Bd and c1, . . . , cn ∈ C we have
‖c1ux1 + · · · + cnuxn‖2 = ‖c1vx1 + · · · + cnvxn‖2,
which is apparent after expanding both sides and comparing inner products 
The H2 norm is invariant under the natural action of the unitary group of Cd,
as summarized by
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Corollary. Let V be a unitary operator on the Hilbert space E = Cd. Then there
is a unique unitary operator Γ(V ) ∈ B(H2) satisfying
(1.15) Γ(V )ux = uV x, x ∈ Bd.
Γ is a strongly continuous unitary representation of U(Cd) on H2 whose action on
functions is given by
(1.16) Γ(V )f(z) = f(V −1z), z ∈ Bd, f ∈ H2.
proof. Fix V ∈ U(Cd). For any x, y ∈ Bd we have
〈uV x, uV y〉 = (1− 〈V y, V x〉)−1 = (1− 〈y, x〉)−1 = 〈ux, uy〉 .
It follows from Proposition 1.12 that there is a unique unitary operator Γ(V ) ∈
B(H2) satisfying (1.15). It is clear from (1.15) that Γ(V1V2) = Γ(V1)Γ(V2), and
strong continuity follows from the fact that
〈Γ(V )ux, uy〉 = 〈uV x, uy〉 = (1− 〈y, V x〉)−1
is continuous in V for fixed x, y ∈ Bd, together with the fact that H2 is spanned
by {uz : z ∈ Bd}.
Finally, from (1.14) we see that for every f ∈ H2 and every z ∈ Bd,
f(V −1z) = 〈f, uV −1z〉 =
〈
f,Γ(V −1)uz
〉
= 〈f,Γ(V )∗uz〉
= 〈Γ(V )f, uz〉 = (Γ(V )f)(z),
proving (1.16) 
2. Multipliers and the d-dimensional shift.
By a multiplier of H2 we mean a complex-valued function f : Bd → C with the
property
f ·H2 ⊆ H2.
The set of multipliers is a complex algebra of functions defined on the ball Bd which
contains the constant functions, and since H2 itself contains the constant function 1
it follows every multiplier must belong to H2. In particular, multipliers are analytic
functions on Bd.
Definition 2.1. The algebra of all multipliers is denoted M. H∞ will denote the
Banach algebra of all bounded analytic functions f : Bd → C with norm
‖f‖∞ = sup
‖z‖<1
|f(z)|.
The following result implies that M⊆ H∞ and the inclusion map of M in H∞
becomes a contraction after one endows M with its natural norm.
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Proposition 2.2. Every f ∈ M defines a unique bounded operator Mf on H2 by
way of
Mf : g ∈ H2 → f · g ∈ H2.
The natural norm in M
‖f‖M = sup{‖f · g‖ : g ∈ H2, ‖g‖ ≤ 1}
satisfies
‖f‖M = ‖Mf‖,
the right side denoting the operator norm in B(H2), and we have
‖f‖∞ ≤ ‖f‖M, f ∈ M.
proof. Fix f ∈ M. Notice first that if g is an arbitrary function in H2 then by
(1.16) we have
(2.3) 〈Mfg, uz〉 = 〈f · g, uz〉 = f(z)g(z).
A straightforward application of the closed graph theorem (which we omit) now
shows that the operator Mf is bounded.
It is clear that ‖f‖M = ‖Mf‖. We claim now that for each x ∈ Bd one has
(2.4) M∗f ux = f¯(x)ux.
Indeed, since H2 is spanned by {uy : y ∈ Bd} it is enough to show that〈
M∗f ux, uy
〉
= f¯(x) 〈ux, uy〉 , y ∈ Bd.
For fixed y the left side is
〈ux, f · uy〉 = 〈f · uy, ux〉
By (1.16) the latter is
f(x)uy(x) = f¯(x)(1 − 〈x, y〉)−1 = f¯(x)(1 − 〈y, x〉)−1 = f¯(x) 〈ux, uy〉 ,
and (2.4) follows.
Finally, (2.4) implies that for every x ∈ Bd we have
|f(x)| = ‖M∗f ux‖/‖ux‖ ≤ ‖M∗f ‖ = ‖Mf‖ = ‖f‖M
as required 
We turn now to the definition of the d-dimensional analogue of the unilat-
eral shift. Let e1, e2, . . . , ed be an orthonormal basis for E = C
d, and define
z1, z2, . . . , zd ∈ P by
zk(z) = 〈z, ek〉 , x ∈ Cd.
Such a d-tuple of linear functionals will be called a system of coordinate functions.
If z′1, z
′
2, . . . , z
′
d is another system of coordinate functions then there is a unique
unitary operator V ∈ B(Cd) satisfying
(2.5) z′k(x) = zk(V
−1x), 1 ≤ k ≤ d, x ∈ Cd.
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Proposition 2.6. Let z1, z2, . . . , zd be a system of coordinate functions for C
d.
Then for every complex number a and polynomials f1, f2, . . . , fd ∈ P we have
‖a · 1 + z1f1 + · · ·+ zdfd‖2 ≤ |a|2 + ‖f1‖2 + · · ·+ ‖fd‖2,
‖ · ‖ denoting the norm in H2.
proof. We claim first that each zk is a multiplier. Indeed, if f ∈ H2 has Taylor
series
f(x) =
∞∑
n=0
〈zn, ξn〉
with
∑
n ‖ξn‖2 = ‖f‖2 <∞ then we have
(2.7) zk(x)f(x) =
∞∑
n=0
〈x, ek〉 〈xn, ξn〉 .
Now
〈x, ek〉 〈xn, ξn〉 =
〈
xn+1, ek ⊗ ξn
〉
.
So if ek · ξn denotes the projection of the vector ek ⊗ ξn ∈ E ⊗En to the subspace
En+1 then (2.7) becomes
zk(x)f(x) =
∞∑
n=0
〈
xn+1, ek · ξn
〉
.
Since
∞∑
n=0
‖ek · ξn‖2 ≤
∞∑
n=0
‖ξn‖2 = ‖f‖2
it follows that zkf ∈ H2 and in fact
‖zkf‖ ≤ ‖f‖, f ∈ H2.
Thus each multiplication operator Mzk is a contraction in B(H2). Consider the
Hilbert space
K = C⊕H2 ⊕ · · · ⊕H2︸ ︷︷ ︸
d times
and the operator T : K → H2 defined by
T (a, f1, . . . , fd) = a · 1 + z1f1 + · · · + zdfd.
The assertion of Proposition 2.6 is that ‖T‖ ≤ 1. In fact, we show that the adjoint
of T , T ∗ : H2 → K, is an isometry. A routine computation implies that for all
f ∈ H2 we have
T ∗f = (〈f, 1〉 , A∗1f, . . . , A∗df) ∈ K,
where we have written Ak for the multiplication operator Mzk , k = 1, . . . , d. Hence
TT ∗ ∈ B(H2) is given by
TT ∗ = E0 +A1A
∗
1 + · · ·+AdA∗d
where E0 is the projection on the one-dimensional space of all constant functions
in H2. We establish the key assertion as a lemma for future reference.
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Lemma 2.8. Let z1, . . . , zd be a system of coordinate functions for C
d and let
Ak =Mzk , k = 1, 2, . . . , d. Let E0 be the projection onto the one-dimensional space
of constant functions in H2. Then
E0 +A1A
∗
1 + . . . AdA
∗
d = 1.
proof. Since H2 is spanned by {uz : z ∈ Bd} it is enough to show that for all
x, y ∈ Bd we have
(2.9) 〈E0ux, uy〉+
d∑
k=1
〈AkA∗kux, uy〉 = 〈ux, uy〉 .
Since each Ak is a multiplication operator, formula (2.4) implies that
A∗kux = z¯k(x)ux = 〈ek, x〉 ux,
for x ∈ Bd. Thus we can write
d∑
k=1
〈AkA∗kux, uy〉 =
d∑
k=1
〈A∗kux, A∗kuy〉 =
d∑
k=1
〈ek, x〉 〈y, ek〉 〈ux, uy〉
= 〈y, x〉 〈ux, uy〉 = 〈y, x〉 (1− 〈y, x〉)−1.
On the other hand, noting that u0 = 1 and ‖u0‖ = 1, the projection E0 is given by
E0(f) = 〈f, u0〉u0, f ∈ H2. Hence
〈E0ux, uy〉 = 〈ux, u0〉 〈u0, uy〉 = 1
because 〈ux, u0〉 = (1− 〈x, 0〉)−1 = 1 for every x ∈ Bd. It follows that
〈E0ux, uy〉+
d∑
k=1
〈AkA∗kux, uy〉 = 1 + 〈y, x〉 (1− 〈y, x〉)−1 = (1− 〈y, x〉)−1
= 〈ux, uy〉 ,
as asserted 
That completes the proof of Proposition 2.6 
Definition 2.10. Let z1, . . . , zd be a system of coordinate functions for C
d and let
Sk =Mzk , k = 1, 2, . . . , d. The d-tuple of operators
S¯ = (S1, S2, . . . , Sd)
is called the d-dimensional shift or, briefly, the d-shift.
Remarks. The component operators S1, . . . , Sd of the d-shift are mutually commut-
ing contractions in B(H2) which satisfy
S1S
∗
1 + · · · + SdS∗d = 1− E0
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where E0 is the projection onto the space of constant functions in H
2. In particular,
we conclude from Proposition 2.6 that for any f1, . . . , fd ∈ H2
‖S1f1 + · · ·+ Sdfd‖2 ≤ ‖f1‖2 + · · ·+ ‖fd‖2.
Notice too that if we replace z1, . . . , zd with a different set of coordinate func-
tions z′1, . . . , z
′
d for C
d then then the operators (S1, . . . , Sd) change to a new d-shift
(S′1, . . . , S
′
d). However, this change is not significant by virtue of the relation be-
tween zk and z
′
k. More precisely, letting V be the unitary operator defined on C
d
by (2.5), one finds that
Γ(V )SkΓ(V )
−1 = S′k, k = 1, 2, . . . , d,
that is, (S′1, . . . , S
′
d) and (S1, . . . , Sd) are unitarily equivalent by way of a natural
unitary automorphism of H2. In this sense we may speak of the d-shift acting on
H2d . In particular, we may conclude that each component operator Si is unitarily
equivalent to every other one Sj , 1 ≤ j ≤ d.
Finally, if f is any polynomial in P then we may express Mf as a polynomial in
the operators S1, . . . , Sd as follows. We find a polynomial function g(w1, . . . , wd) of
d complex variables with the property that f is the composite function of g with
the coordinate functions z1, . . . , zd,
f(x) = g(z1(x), . . . , zd(x)), x ∈ Bd.
Once this is done the multiplication operator Mf becomes the corresponding poly-
nomial in the operators S1, . . . , Sd:
Mf = g(S1, . . . , Sd).
We emphasize that in the higher dimensional cases d ≥ 2, the operator norm
‖Mf‖ can be larger than the sup norm ‖f‖∞ (see section 3 below). On the other
hand, in all dimensions the spectral radius r(Mf ) of any polynomial multiplication
operator satisfies
(2.11) r(Mf ) = sup
z∈Bd
|f(z)|.
In the following result we establish the formula (2.11). That follows from a straight-
forward application of the Gelfand theory of commutative Banach algebras and we
merely sketch the details.
Proposition 2.12. Let A be the norm closed subalgebra of B(H2) generated by the
multiplication operators Mf , f ∈ P.
Every element of A is a multiplication operator Mf for some f ∈ M which
extends continuously to the closed ball B¯d, and there is a natural homeomorphism
of the closed unit ball onto the space σ(A) of all complex homorphisms of A, x 7→ ωx,
defined by
ωx(Mf ) = f(x), ‖x‖ ≤ 1.
For every such f ∈M one has
lim
n→∞
‖Mnf ‖1/n = sup
‖x‖<1
|f(x)|.
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proof. Since the mapping f ∈ M 7→ Mf ∈ B(H2) is an isometric representation
of the multiplier algebra on H2 which carries the unit of M to that of B(H2), it
is enough to work within M itself. That is, we may consider A to be the closure
in M of the algebra of polynomials, and basically we need to identify its maximal
ideal space.
Because of the inequality ‖f‖∞ ≤ ‖f‖M of Proposition 2.2, we can assert that
for every polynomial f and every x ∈ Cd satisfying ‖x‖ ≤ 1 we have
|f(x)| ≤ sup
z∈Bd
|f(z)| = ‖f‖∞ ≤ ‖f‖M.
It follows that there is a unique complex homomorphism ωx of A satisfying
ωx(f) = f(x), f ∈ P.
For all g ∈ A we now have a natural continuous extension g˜ of g to the closed unit
ball by setting
g˜(x) = ωx(g), ‖x‖ ≤ 1.
x 7→ ωx is a one-to-one continuous map of the closed ball in Cd onto its range in
σ(A). To see that it is surjective, let ω be an arbitrary element of σ(A). Then for
every y ∈ Cd we may consider the linear functional
yˆ(z) = 〈z, y〉 , z ∈ Cd.
The map y 7→ yˆ is an antilinear mapping of Cd onto the space of linear functions in
P and we claim that ‖yˆ‖M ≤ ‖y‖. Indeed, assuming that y 6= 0, the linear function
u(x) = yˆ(x)/‖y‖ = 〈x, y〉 /‖y‖
is part of a system of coordinates for Cd. Proposition 2.6 implies ‖u‖M ≤ 1, hence
‖yˆ‖M ≤ ‖y‖. Thus, y 7→ ω(yˆ) defines an antilinear functional on Cd satisfying
|ω(yˆ)| ≤ ‖yˆ‖M ≤ ‖y‖, y ∈ Cd.
It follows that there is a unique vector x in the unit ball of Cd such that
ω(yˆ) = 〈x, y〉 , y ∈ Cd.
Thus, ω(f) = ωx(f) on every linear functional f . Since both ω and ωx are contin-
uous unital homomorphisms of A, since P is the algebra generated by the linear
functions and the constants, and since P is dense in A, it follows that ω = ωx, and
the claim is proved.
Thus we have identified the maximal ideal space of A with the closed unit ball in
Cd. From the elementary theory of commutative Banach algebras we deduce that
for every f in A,
lim
n→∞
‖fn‖1/nM = r(f) = sup{|ω(f)| : ω ∈ σ(A)} = sup{|f˜(x)| : ‖x‖ ≤ 1} = ‖f‖∞,
completing the proof of Proposition 2.12 
The realization of the d-shift as a d-tuple of multiplication operators on the
function space H2 is not always convenient for making computations. We require
the following realization of (S1, . . . , Sd) as “creation” operators on the symmetric
Fock space F+(E).
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Proposition 2.13. Let e1, . . . ed be an orthonormal basis for a Hilbert space E of
dimension d. Define operators A1, . . . , Ad on F+(E) by
Aiξ = eiξ, ξ ∈ F+(E)
where eiξ denotes the projection of e1⊗ξ ∈ F(E) to the symmetric subspace F+(E).
Let z1, . . . , zd be the system of orthogonal coordinates zi(x) = 〈x, ei〉, 1 ≤ i ≤ d.
Then there is a unique unitary operator W : H2 → F+(E) such that W (1) = 1 and
(2.14) W (zi1 . . . zin) = ei1 . . . ein , n ≥ 1, ik ∈ {1, 2, . . . , d}.
In particular, the d-tuple of operators (A1, . . . , Ad) is unitarily equivalent to the
d-shift.
proof. For every x ∈ E satisfying ‖x‖ < 1 define an element vx ∈ F+(E) by
vx = 1⊕ x⊕ x2 ⊕ x3 ⊕ . . . .
it is obvious that ‖vx‖2 = (1− ‖x‖2)−1 and, more generally,
〈vx, vy〉 = (1− 〈x, y〉)−1, ‖x‖, ‖y‖ < 1.
F+(E) is spanned by the set {vx : ‖x‖ < 1}.
Let {ux : ‖x‖ < 1} be the set of functions in H2 defined in (1.11), and let ∗ be
the unique conjugation of E defined by e∗i = ei, that is,
(a1e1 + · · ·+ aded)∗ = a¯1e1 + · · ·+ a¯ded.
Then we have
〈ux, uy〉 = (1− 〈y, x〉)−1 = (1− 〈x∗, y∗〉)−1 = 〈vx∗ , vy∗〉
for all x, y in the open unit ball of E. By Proposition 1.12 there is a unique unitary
operator W : H2 → F+(E) such that W (ux) = vx∗ , ‖x‖ < 1.
We have W (1) = W (u0) = v0 = 1. Choose x ∈ E satifying ‖x‖ ≤ 1 and let fx
denote the linear functional on E defined by fx(z) = 〈z, x〉. We have ‖fx‖H2 ≤ 1
and in fact ‖fnx ‖H2 ≤ 1 for every n = 0, 1, 2, . . . . Hence for every 0 ≤ r < 1 and
every z ∈ Bd we have
urx(z) = (1− 〈z, rx〉)−1 =
∞∑
n=0
rn 〈z, x〉n =
∞∑
n=0
rnfnx (z) ∈ H2.
Similarly,
vrx∗ =
∞∑
n=0
rn(x∗)n ∈ F+(E).
Setting W (urx) equal to vrx∗ and comparing coefficients of r
n we obtain
W (fnx ) = (x
∗)n
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for every n = 0, 1, . . . . It follows that
(2.15) W (fx1fx2 . . . fxn) = x
∗
1x
∗
2 . . . x
∗
n
for every x1, x2, . . . , xn ∈ E. Indeed, setting
L(x1, x2, . . . , xn) =W (fx1fx2 . . . fxn)
R(x1, x2, . . . , xn) = x
∗
1x
∗
2 . . . x
∗
n
for x1, x2, . . . , xn ∈ E, we see that both L and R are symmetric n-antilinear map-
pings which agree when x1 = x2 = · · · = xn ∈ Bd. Hence L = R and (2.15) follows.
We obtain (2.14) by taking xk = eik in (2.15).
(2.14) obviously implies WSi = AiW for i = 1, . . . , d, so that the d-tuples
(S1, . . . , Sd) and (A1, . . . , Ad) are unitarily equivalent 
3. von Neumann’s inequality and the sup norm.
Definition 3.1. A d-contraction is a d-tuple of operators T¯ = (T1, . . . , Td) acting
on a common Hilbert space H which commute with each other and satisfy
‖T1ξ1 + · · ·+ Tdξd‖2 ≤ ‖ξ1‖2 + · · ·+ ‖ξd‖2,
for every ξ1, . . . , ξd ∈ H.
Remark 3.2. We make frequent use of the following observation. For operators
T1, . . . , Td on a common Hilbert space H, the following are equivalent.
(1) ‖T1ξ1 + · · ·+ Tdξd‖2 ≤ ‖ξ1‖2 + · · ·+ ‖ξd‖2 for all ξ1, . . . , ξd ∈ H.
(2) T1T
∗
1 + · · ·+ TdT ∗d ≤ 1.
To see this let d ·H denote the direct sum of d copies of H, and let T¯ ∈ B(d ·H,H)
be the operator defined by T¯ (ξ1, . . . , ξd) = T1ξ1+ · · ·+Tdξd. A simple computation
shows that the adjoint T¯ ∗ : H → d ·H is given by
T¯ ∗ξ = (T ∗1 ξ, . . . , T
∗
d ξ).
Thus T¯ T¯ ∗ is the operator in B(H) given by T¯ T¯ ∗ = T1T ∗1 + · · · + TdT ∗d . The
equivalence of (1) and (2) follows.
Notice that the d-shift S¯ = (S1, . . . , Sd) acting on H
2
d is a d-contraction. Per-
haps the most natural generalization of von Neumann’s inequality for d-dimensional
operator theory would make the following assertion. Let T¯ = (T1, . . . , Td) be a
d-contraction and let f = f(z1, . . . , zd) be a polynomial in d complex variables
z1, . . . , zd. Then
‖f(T1, . . . , Td)‖ ≤ sup
‖z‖≤1
|f(z1, . . . , zd)|.
In this section we show that this inequality fails rather spectacularly for the d-shift,
in that there is no constant K for which
‖f(S1, . . . , Sd)‖ ≤ K sup
‖z‖≤1
|f(z1, . . . , zd)|,
holds for all polynomials f . It follows that the multiplier algebra M is a proper
subalgebra of H∞. Indeed, we exhibit continuous functions
f : {z ∈ Cd : ‖z‖ ≤ 1} → C
which are analytic in the interior of the unit ball and which do not belong to M.
We will establish the appropriate version of von Neumann’s inequality for di-
mension d ≥ 2 in section 8.
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Theorem 3.3. Assume d ≥ 2. Let c0, c1, . . . be a sequence of complex numbers
having the properties
∞∑
n=0
|cn| = 1,(i)
∞∑
n=0
|cn|2n(d−1)/2 =∞,(ii)
and define a function f(z1, . . . , zd) for |z1|2 + · · ·+ |zd|2 ≤ 1 as follows
(3.3) f(z1, . . . , zd) =
∞∑
n=0
cn
sn
(z1z2 . . . zd)
n,
where s denotes the sup norm
(3.4) s = sup
|z1|2+···+|zd|2≤1
|z1z2 . . . zd| =
√
1
dd
.
Then the power series (3.3) converges uniformly over the closed unit ball to a func-
tion f satisfying ‖f‖∞ ≤ 1. The restriction of f to Bd does not belong to H2.
Letting f0, f1, f2, . . . be the sequence of Taylor polynomials
fN (z1, . . . , zd) =
N∑
n=0
cn
sn
(z1z2 . . . zd)
n,
then we have ‖fN‖∞ ≤ 1 for every N while
(3.5) lim
N→∞
‖fN (S1, . . . , Sd)‖ = lim
N→∞
‖fN‖M =∞.
Remarks. It is clear that the function f belongs to the “ball algebra”, that is the
closure in the sup norm ‖ · ‖∞ of the algebra of polynomials. On the other hand,
f does not belong to the multiplier algebra M, and in particular the inclusion
M ( H∞ is proper.
Note too that it is a simple matter to give explicit examples of sequences c0, c1, . . .
satisfying conditions (i) and (ii). For example, let S be any infinite subset of the
nonnegative integers which is sparse enough so that
∑
n∈S
1
n(d−1)/4
<∞.
If we set cn = 1/n
(d−1)/4 if n ∈ S and cn = 0 otherwise, then we obviously have (ii)
because S is infinite, and (i) can also be achieved after multiplying the sequence by
a suitable positive constant.
proof. The formula (3.4) for the sup norm,
s = d−d/2
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follows from the elementary fact that
(|z1|2|z2|2 . . . |zd|2)1/d ≤ (|z1|2 + |z2|2 + · · · + |zd|2)/d
with equality iff |z1| = |z2| = · · · = |zd|.
Let p be the homogeneous polynomial p(z1, . . . , zd) = z1z2 . . . zd. Then for every
n = 0, 1, 2, . . . we have
‖pn‖∞ = ‖p‖n∞ = d−nd/2 = sn.
It follows that the power series (3.3)
∞∑
n=0
cn
sn
p(z1, . . . , zd)
n
converges uniformly over the unit ball to f . Thus it remains to establish the
condition (3.5).
Now for any polynomial g in the d complex variables z1, . . . , zd we have
‖g(S1, . . . , Sd)‖ ≥ ‖g(S1, . . . , Sd)1‖H2 = ‖g‖H2 .
Thus it suffices to show that the sequence of Taylor polynomials f0, f1, f2, . . . de-
fined by the partial sums of the series diverges in the H2 norm, that is
(3.6) sup
N
‖fN‖2H2 =
∞∑
n=0
|cn|2
‖pn‖2H2
‖pn‖2∞
=∞.
In order to establish (3.6) we will show that there is a positive constant A such
that
(3.7) ‖pn‖2H2 ≥ Ad−ndn(d−1)/2,
for all n = 1, 2, . . . . In view of the fact that ‖pn‖2∞ = d−nd and the series∑
n |cn|2n(d−1)/2 diverges, (3.6) will follow.
The estimate (3.7) is based on the following computation. Since the result is a
statement about certain norms in the symmetric Fock space over Cd, it is likely that
the result of Lemma 3.8 can be found in the literature. Since we are not aware of
an appropriate reference and since the estimate (3.7) depends essentially on these
formulas, we have provided the details.
Lemma 3.8. Let e1, e2, . . . , ed be an orthonormal basis for E = C
d. Then for
every d-tuple of nonnegative integers k = (k1, . . . , kd) we have
‖ek11 ek22 . . . ekdd ‖2E|k| =
k1!k2! . . . kd!
|k|!
where |k| = k1 + k2 + · · ·+ kd.
Remark. Regarding notation, we have written ek11 e
k2
2 . . . e
kd
d for the projection of
the vector
e⊗k11 ⊗ e⊗k22 ⊗ · · · ⊗ e⊗kdd ∈ E⊗|k|
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to the symmetric subspace E|k| ⊆ E⊗|k|.
proof. For y1, . . . , yp ∈ E = Cd we write y1y2 . . . yp for the projection of y1 ⊗ y2 ⊗
· · · ⊗ yp ∈ E⊗p to the symmetric subspace Ep. Fixing a ∈ E, and p ≥ 1 we have
an associated “creation operator” A : Ep−1 → Ep defined by
A(x1x2 . . . xp−1) = ax1x2 . . . xp−1, x ∈ E.
We claim first that for p ≥ 1, the adjoint A∗ : Ep → Ep−1 is given by
(3.9) A∗(y1y2 . . . yp) =
1
p
p∑
k=1
〈yk, a〉 y1 . . . yˆk . . . yp
where yˆk means that the term yk is missing from the symmetric tensor product.
Indeed, if ζ denotes the right side of (3.9) then for every x ∈ E we have
〈
ζ, xp−1
〉
=
1
p
p∑
k=1
〈y1, x〉 . . . 〈yk−1, x〉 〈yk, a〉 〈yk+1, x〉 . . . 〈yp, x〉
=
〈
y1 ⊗ · · · ⊗ yp, p−1(a⊗ xp−1 + x⊗ a⊗ xp−2 · · ·+ xp−1 ⊗ a)
〉
.
Since
p−1(a⊗ xp−1 + x⊗ a⊗ xp−2 · · ·+ xp−1 ⊗ a) = axp−1 ∈ Ep,
the right side of the preceding formula becomes
〈
y1 ⊗ · · · ⊗ yp, axp−1
〉
=
〈
y1y2 . . . yp, ax
p−1
〉
=
〈
A∗(y1y2 . . . yp), x
p−1
〉
.
(3.9) now follows because Ep−1 is spanned by vectors of the form xp−1, x ∈ E.
To prove Lemma 3.8 we proceed by induction on the total degree |k|. The
formula is obvious for |k| = 0. Assuming that |k| ≥ 1 and that the formula has
been established for total degree |k| − 1 then we may assume (after relabelling the
basis vectors e1, . . . , ed if necessary) that k1 ≥ 1.
Taking a = e1 in (3.9) and noting that 〈e1, e1〉 = 1 and 〈e1, ej〉 = 0 if j = 2, . . . , d,
we find that
A∗(ek11 e
k2
2 . . . e
kd
d ) =
k1
|k|e
k1−1
1 e
k2
2 . . . e
kd
d ,
hence
〈
ek11 . . . e
kd
d , e
k1
1 . . . e
kd
d
〉
=
〈
A∗(ek11 . . . e
kd
d ), e
k1−1
1 e
k2
2 . . . e
kd
d
〉
=
k1
|k| ‖e
k1−1
1 e
k2
2 . . . e
kd
d ‖2.
The required formula now follows from the induction hypothesis 
Setting k1 = k2 = · · · = kd = n in Lemma 3.8, we obtain
‖(e1e2 . . . ed)n‖2End =
(n!)d
(nd)!
.
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The right side is easily estimated using Stirling’s formula
n! ∼
√
2π nn+1/2 e−n
and after obvious cancellations we find that
(n!)d
(nd)!
∼ (2π
d−1
d
)1/2d−ndn(d−1)/2.
In order to deduce (3.7) from the latter, choose an orthonormal basis e1, e2, . . . , ed
for Cd so that
zk(x) = 〈x, ek〉 , k = 1, 2, . . . , d.
Then
‖(z1z2 . . . zd)n‖2H2 = ‖(e1e2 . . . ed)n‖2End
and (3.7) follows after choosing A to be a positive number appropriately smaller
than
√
2πd−1/d. That completes the proof of Theorem 3.3 
Remark 3.10. We recall that a d-tuple of commuting operators T¯ = (T1, T2, . . . , Td)
on a Hilbert space H is said to be subnormal if there is a commuting d-tuple of
normal operators N¯ = (N1, N2, . . . , Nd) on a larger Hilbert space K ⊇ H such that
Tk = Nk ↾H , k = 1, 2, . . . , d.
The one-dimensional unilateral shift can be extended to a unitary operator on a
larger space. That situation is unique to dimension 1, as we have
Corollary 1. For every d ≥ 2 the d-shift is not subnormal.
proof. In Proposition 2.12 we identified the maximal ideal space of the unital Ba-
nach algebra generated by the d-shift with the closed unit ball in Cd. In particular,
for every polynomial f the spectral radius of f(S1, . . . , Sd) is given by
r(f(S1, . . . , Sd)) = sup
|z1|2+···+|zd|2≤1
|f(z1, . . . , zd)|.
If the d-shift were subnormal then f(S1, . . . , Sd) would be a subnormal operator for
every polynomial f , hence its norm would equal its spectral radius [22, Problem
162], contradicting Theorem 3.3. 
The two most common Hilbert spaces associated with the unit ball Bd arise
from measures. These are the spaces H2(∂Bd) associated with normalized surface
measure on the boundary of Bd and the space H
2(Bd) associated with normalized
volume measure on Bd [37]. It is reasonable to ask if the space H
2 can be associated
with some measure on Cd. The answer is no because that would imply that the
d-shift is subnormal, contradicting Corollary 1. The details are as follows.
Corollary 2. There is no positive measure µ on Cd, d ≥ 2, with the property that
‖f‖2H2 =
∫
Cd
|f(z)|2 dµ(z)
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for every polynomial f .
proof. Suppose that such a measure µ did exist. µ must be a probability measure
because ‖1‖H2 = 1, and it must have finite moments of all orders.
We claim that µ must have compact support. Indeed, if f is any linear functional
on Cd of the form f(x) = 〈x, e〉 where e is a unit vector of Cd then by Lemma 3.8
we have
‖fn‖2H2 = ‖en‖2En = 1
for every n = 1, 2, . . . . Hence ∫
Cd
|f(z)|2n dµ(z) = 1.
Taking 2nth roots we find that the function f has norm 1 when it is considered an
element in the space Lp(Cd, µ) for p = 2, 4, 6, . . . . Letting X be the closed support
of the measure µ we find that
sup
z∈X
|f(z)| = lim
n→∞
(
∫
Cd
|f |2n dµ)1/2n = 1.
This proves that for every z ∈ X and e in the unit ball of Cd we have
| 〈z, e〉 | ≤ 1,
thus X must be contained in the closed unit ball of Cd.
Now we simply view the d-shift as a d-tuple of multiplication operators in the
space L2(µ). Here, Sk is multiplication by zk acting on the closure (in L
2(µ))
of the space of polynomials. This d-tuple (S1, . . . , Sd) is obviously subnormal,
contradicting Corollary 1 above 
Remark 3.11. In the conventional approach to dilation theory one seeks normal
dilations for operators or sets of operators. Theorem 3.3 implies that this approach
is inappropriate for d-contractions and the unit ball of Cd in dimension greater than
one. Indeed, if (N1, . . . , Nd) is a d-tuple of mutually commuting normal operators
whose joint spectrum is contained in the closed unit ball of Cd then for every
polynomial f ∈ P we have
‖f(N1, . . . , Nd)‖ ≤ sup
z∈Bd
|f(z)|.
Since Theorem 3.3 implies that there are polynomials f for which the inequality
‖f(S1, . . . , Sd)‖ ≤ sup
z∈Bd
|f(z)|
fails, one cannot obtain such operators f(S1, . . . , Sd) by compressing f(N1, . . . , Nd)
to any subspace. Thus the d-shift cannot be dilated to a normal d-tuple having its
spectrum in the closed unit ball.
4. Maximality of the H2 norm.
The purpose of this section is to show that in every dimension d = 1, 2, . . . the
H2 norm is distinguished among all Hilbert seminorms defined on the space P of
polynomials by being the largest Hilbert seminorm which is appropriate for operator
theory on the unit ball of Cd. As a consequence, we show that the function space
H2 is contained in every other Hilbert space of analytic functions on the open unit
ball which has these natural properties.
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Definition 4.1. Let z1, . . . , zd be a system of coordinate functions on C
d. A Hilbert
seminorm ‖ · ‖ defined on the space P of all polynomials is said to be contractive if
for every a ∈ C and every f1, . . . , fd ∈ P we have
‖a1 + z1f1 + . . . zdfd‖2 ≤ |a|2 + ‖f1‖2 + · · ·+ ‖fd‖2.
Remarks. Proposition 2.6 asserts that the H2 norm is a contractive norm on P.
From Proposition 4.2 below it follows that the Hilbert norms defined on P by both
H2(Bd) and H
2(∂Bd) are contractive norms.
It is a simple exercise to show that if a Hilbert seminorm ‖ · ‖ is contractive
relative to one system of coordinates z1, . . . , zd then it is contractive relative to
every system of coordinates. Thus the definition of contractive seminorm depends
only on the structure of Cd as a d-dimensional Hilbert space.
Notice too that if ‖ · ‖ is any contractive seminorm then for any system of
coordinate functions z1, . . . , zd the multiplication operators (Mz1 , . . . ,Mzd) give
rise to a d-contraction acting on the Hilbert space obtained by completing P in this
seminorm. Indeed, we have the following somewhat more concrete characterization
of contractive Hilbert seminorms.
Proposition 4.2. Let ‖ · ‖ be an arbitrary Hilbert seminorm on P, let H be the
inner product space defined by ‖ · ‖, and let P0 be the maximal ideal in P consisting
of all polynomials f such that f(0) = 0. Then ‖ · ‖ is a contractive seminorm iff
the following two conditions are satisfied
(1) 1 ⊥ P0 in the space H, and
(2) For some system of coordinate functions z1, . . . , zd the multiplication oper-
ators (Mz1 , . . . ,Mzd) define a d-contraction on H.
proof. Once one notes that the most general element of P0 is a sum of the form
z1f1 + · · · + zdfd with f1, . . . , fd ∈ P, the argument is straightforward 
We collect the following observation, which asserts that condition (2) alone is
enough in the presence of minimal symmetry.
Corollary. For every λ in the circle group {z ∈ C : |z| = 1} and every f ∈ P
set fλ(z) = f(λz), z ∈ Cd. Let ‖ · ‖ be a Hilbert seminorm on P which satisfies
‖fλ‖ = ‖f‖ for every f ∈ P and every λ, such that for some system of coordinate
functions z1, . . . , zd, the multiplication operators Mz1 , . . . ,Mzd give rise to a d-
contraction acting on the Hilbert space H obtained from ‖ · ‖.
Then ‖ · ‖ is a contractive seminorm.
proof. We show that the symmetry hypothesis implies condition (1) of Proposition
4.2. For every λ in the unit circle we can define a unitary operator Uλ uniquely on
H by setting
Uλf = fλ, f ∈ P.
It is obvious that U is a unitary representation of the circle group on H. Moreover,
if f is a homogeneous polynomial of degree n = 0, 1, . . . then we have
Uλf = λ
nf
for all λ. Thus for the inner product 〈·, ·〉 associated with ‖ · ‖ we have
〈f, 1〉 = 〈Uλf, Uλ1〉 = λn 〈f, 1〉 ,
so that if n ≥ 1 then 〈f, 1〉 = 0. It follows that 1 ⊥ P0, as required 
Following is the main result of this section.
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Theorem 4.3. Let ‖ ·‖ be any contractive Hilbert seminorm on P. Then for every
f ∈ P we have
‖f‖ ≤ k‖f‖H2
where k = ‖1‖. In particular, the H2 norm is the largest contractive Hilbert semi-
norm which assigns norm 1 to the constant polynomial f = 1.
In particular, we see that the Hilbert norms arising from the “Hardy” space
H2(∂Bd) and the “Bergman” space H
2(Bd) are both dominated by ‖·‖H2 . Indeed,
we have the following inclusions of the corresponding Hilbert spaces of analytic
functions in the open ball Bd
H2 ⊆ H2(∂Bd) ⊆ H2(Bd),
where both inclusion maps are compact operators of norm 1. Since we do not
require the latter assertion, we omit the proof. However, note that of these three
function spaces, H2 is the only one that does not contain H∞, and it is the only
one of the three for which the d-contraction defined by the multiplication operators
(Mz1 , . . . ,Mzd) fails to be subnormal.
Remark 4.4. Every d-contraction (T1, . . . , Td) in B(H) gives rise to a normal com-
pletely positive map P on B(H) by way of
P (A) = T1AT
∗
1 + · · ·+ TdAT ∗d , A ∈ B(H).
Because of Remark 3.2 we have P (1) = T1T
∗
1 + · · · + TdT ∗d ≤ 1, and in fact the
sequence An = P
n(1) is decreasing: A0 = 1 ≥ A1 ≥ A2 ≥ · · · ≥ 0. Thus
A∞ = lim
n→∞
Pn(1)
exists as a limit in the strong operator topology and satisfies 0 ≤ A∞ ≤ 1. A
d-contraction T¯ = (T1, . . . , Td) is called null if A∞ = 0. Notice that if the row
norm of T¯ is less than 1, i.e., T1T
∗
1 + · · · + TdT ∗d ≤ r1 for some 0 < r < 1, then
‖P‖ = ‖P (1)‖ ≤ r < 1 and hence T¯ is a null d-contraction.
For the proof of Theorem 4.3 we require an operator theoretic result which relates
closely to the material of section 6. Gelu Popescu has pointed out that the operator
L is related to his Poisson kernel operator Kr of [35, section 8], when r = 1.
Theorem 4.5. Let (T1, . . . , Td) be a d-contraction on a Hilbert space H, define the
operator
∆ = (1− T1T ∗1 − · · · − TdT ∗d )1/2,
and the subspace K = ∆H. Let E be a d-dimensional Hilbert space and let
F+(E) = C⊕ E ⊕ E2 ⊕ . . .
be the symmetric Fock space over E.
Then for every orthonormal basis e1, . . . , ed for E there is a unique bounded
operator L : F+(E)⊗K → H satisfying L(1⊗ ξ) = ∆ξ and
L(ei1ei2 . . . ein ⊗ ξ) = Ti1Ti2 . . . Tin∆ξ
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for every i1, . . . , in ∈ {1, 2, . . . , d}, n = 1, 2, . . . . In general we have ‖L‖ ≤ 1, and
if (T1, . . . , Td) is a null d-tuple, then L is a coisometry: LL
∗ = 1H .
proof. If there is a bounded operator L satisfying the stated condition then it is
obviously unique because F+(E) is spanned by the set of vectors
{1, ei1 , ei2ei3 , ei4ei5ei6 , · · · : ik ∈ {1, 2, . . . , d}, k = 1, 2, . . . }.
We define L by exhibiting its adjoint. That is, we will exhibit an operator
A : H → F(E) ⊗K, F(E) denoting the full Fock space over E, and we will show
that ‖A‖ ≤ 1 and
(4.6) 〈L(ζ), η〉 = 〈ζ,A(η)〉
for ζ of the form 1 ⊗ ξ or ei1ei2 . . . ein ⊗ ξ for ξ ∈ K. At that point we can define
L to be the adjoint of P+A, P+ denoting the projection of F(E) onto its subspace
F+(E).
For every η ∈ H, we define Aη as a sequence of vectors (ζ0, ζ1, ζ2, . . . ) where
ζn ∈ E⊗n ⊗K is defined by
ζn =
d∑
i1,...,in=1
ei1 ⊗ · · · ⊗ ein ⊗∆T ∗in . . . T ∗i1η
for n ≥ 1 and ζ0 = 1 ⊗ ∆η. Notice that since T ∗1 , . . . , T ∗d commute, ζn actually
belongs to the symmetric subspace En ⊗K. We claim first that
∞∑
n=0
‖ζn‖2 ≤ ‖η‖2
so that in fact A maps into F(E)⊗K and is a contraction. Indeed, we have
‖ζn‖2 =
d∑
i1,...,in=1
‖∆T ∗in . . . T ∗i1η‖2 =
d∑
i1,...,in=1
〈
Ti1 . . . Tin∆
2T ∗in . . . T
∗
i1
η, η
〉
.
Let P (A) = T1AT
∗
1 + · · · + TdAT ∗d be the completely positive map of Remark 4.4.
Noting that ∆2 = 1− P (1) we find that
d∑
i1,...,in=1
Ti1 . . . Tin∆
2T ∗in . . . T
∗
i1 = P
n(1− P (1)) = Pn(1) − Pn+1(1),
and hence
‖ζn‖2 = 〈Pn(1)η, η〉 −
〈
Pn+1(1)η, η
〉
.
The series ‖ζ0‖2 + ‖ζ1‖2 + . . . therefore telescopes and we are left with
(4.7)
∞∑
n=0
‖ζn‖2 = ‖η‖2 − 〈A∞η, η〉 ≤ ‖η‖2,
where A∞ is the positive contraction A∞ = limn→∞ P
n(1) of Remark 4.4.
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We now verify (4.6) for ζ of the form ζ = ej1 . . . ejn ⊗ ξ for n ≥ 1, j1, . . . , jn ∈
{1, 2, . . . , d} and ξ ∈ K. We have
〈ej1 . . . ejn ⊗ ξ,Aη〉 =
d∑
i1,...,in=1
〈
ej1 . . . ejn ⊗ ξ, ei1 ⊗ · · · ⊗ ein ⊗∆T ∗in . . . T ∗i1η
〉
=
d∑
i1,...,in=1
〈ej1 ⊗ · · · ⊗ ejn , ei1 ⊗ · · · ⊗ ein〉
〈
ξ,∆T ∗in . . . T
∗
i1
η
〉
=
〈
ξ,∆T ∗j1 . . . T
∗
j1η
〉
= 〈Tj1 . . . Tjn∆ξ, η〉 = 〈L(ζ), η〉 .
For ζ = 1⊗ ξ with ξ ∈ K we have
〈1⊗ ξ,Aη〉 = 〈1⊗ ξ, 1⊗∆η〉 = 〈ξ,∆η〉 = 〈∆ξ, η〉 ,
as required. If (T1, . . . , Td) is a null d-tuple, then it is clear from (4.7) that A is an
isometry and hence L is a coisometry. 
proof of Theorem 4.3. Let H be the Hilbert space obtained by completing P in the
seminorm ‖·‖. Choose an orthonormal basis e1, . . . , ed for E = Cd and let z1, . . . , zd
be the corresponding system of coordinate functions zi(x) = 〈x, ei〉, i = 1, . . . , d.
Since ‖ · ‖ is a contractive Hilbert seminorm the multiplication operators
Tk =Mzk , k = 1, . . . , d
define a d-contraction (T1, . . . , Td) in B(H). Set
∆ = (1−
d∑
k=1
TkT
∗
k )
1/2,
letK = ∆H be the closed range of ∆ and let L : F+(E)⊗K → H be the contraction
defined in Theorem 4.5 by the conditions L(1⊗ ξ) = ∆ξ and, for n = 1, 2, . . .
(4.8) L(ei1 . . . ein ⊗ ξ) = Ti1 . . . Tin∆ξ,
ξ ∈ K, i1, . . . , in ∈ {1, 2, . . . , d}.
The constant polynomial 1 ∈ P is represented by a vector v in H. We claim that
∆v = v. Indeed, since ‖ · ‖ is a contractive seminorm, condition (1) of Proposition
4.2 implies that
v ⊥ T1H + T2H + · · ·+ TdH,
and hence T ∗k v = 0 for k = 1, . . . , d. It follows that
‖∆v‖2 = 〈∆2v, v〉 = ‖v‖2 − d∑
k=1
‖T ∗k v‖2 = ‖v‖2,
and hence ∆v = v because 0 ≤ ∆ ≤ 1.
In particular, v = ∆v ∈ ∆H = K. Taking ξ = v in (4.8) we obtain
L(ei1 . . . ein ⊗ v) = Ti1 . . . Tinv.
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Since v is the representative of 1 in H, Ti1 . . . Tinv is the representative of the
polynomial zi1 . . . zin in H, and we have
L(ei1 . . . ein ⊗ v) = zi1 . . . zin ∈ H.
By Propostion 2.13 there is a unitary operator W : H2 → F+(E) which carries
1 to 1 and carries zi1 . . . zin ∈ H2 to ei1 . . . ein ∈ F+(E). Hence
L(W (zi1 . . . zin)⊗ v) = zi1 . . . zin .
By taking linear combinations we find that for every polynomial f ∈ P
L(Wf ⊗ v) = f
where, f on the left is considered an element of H2 and f on the right is considered
an element of H. Since ‖L‖ ≤ 1 and W is unitary, we immediately deduce that
‖f‖H ≤ ‖Wf ⊗ v‖ = ‖f‖H2 · ‖v‖H .
Theorem 4.3 follows after noting that ‖v‖H = ‖1‖H 
Remarks. In particular, the H2 norm is the largest Hilbert seminorm ‖ · ‖ on the
space P of all polynomials which is contractive and is normalized so that ‖1‖ = 1.
The following result gives a precise sense in which the space H2 will be present
in any function space that is appropriate for doing operator theory relative to the
unit ball in Cd.
Corollary. Let F be a linear space of analytic functions defined on the open unit
ball in Cd, d = 1, 2 . . . , which contains all polynomials and is a Hilbert space relative
to some Hilbert norm with the following two properties:
(1) The constant functions are orthogonal to the space P0 of polynomials which
vanish at 0
(2) For some orthonormal set of linear functionals f1, . . . , fd on C
d the mul-
tiplication operators (Mf1 , . . . ,Mfd) define a d-contraction on this Hilbert
space.
Then F contains all functions in H2 and the inclusion map of H2 into F is a
bounded operator.
Remark. By an orthonormal set of linear functionals we of course mean a set of
linear functionals of the form fk(x) = 〈x, ek〉 where e1, . . . , ed is an orthonormal
basis for Cd.
proof. Let H be the subspace of F obtained by closing the space of polynomials
in the norm ‖ · ‖ of F . Since f ∈ P 7→ ‖f‖ is a contractive Hilbert norm on
polynomials, Theorem 4.3 implies that ‖f‖ ≤ k‖f‖H2 for every f ∈ P, where
k = ‖1‖ > 0. Thus H2 is contained in H ⊆ F and the inclusion of H2 in F is of
norm at most k 
We will make use of the following extremal property of the H2 norm below.
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Corollary 4.9. Let ‖·‖ be a contractive Hilbert seminorm on P satisfying ‖1‖ = 1
and let z1, . . . , zd be a system of orthogonal coordinate functions for E = C
d. Then
for every n = 1, 2, . . . we have
(4.10)
d∑
i1,...,in=1
‖zi1zi2 . . . zin‖2 ≤
(n+ d− 1)!
n!(d− 1)! ,
with equality holding iff ‖f‖ = ‖f‖H2 for every polynomial f of degree at most n.
proof. Let {e1, . . . , ed} be an orthonormal basis for a d-dimensional Hilbert space
E. We consider the projection Pn ∈ B(E⊗n) of the full tensor product onto its
symmetric subspace En. Since ‖ · ‖ is a contractive seminorm, Theorem 4.3 implies
that for all i1, . . . , in we have
‖zi1 . . . zin‖ ≤ ‖zi1 . . . zin‖H2 = ‖Pn(ei1 ⊗ · · · ⊗ ein)‖
and hence
d∑
i1,...,in=1
‖zi1 . . . zin‖2 ≤
d∑
i1,...,in=1
‖Pn(ei1 ⊗ · · · ⊗ ein)‖2.
Since {ei1 ⊗· · ·⊗ ein : 1 ≤ i1, . . . , in ≤ d} is an orthonormal basis for E⊗n the term
on the right is trace (Pn) = dim(E
n), and (4.10) follows from the computation of
the dimension of En in A.5.
Let Pn denote the subspace of H2 consisting of homogeneous polynomials of
degree n, and let Qn be the projection of H
2 on Pn. The preceding observations
imply that if A is any operator on H2 which is supported in Pn in the sense that
A = QnAQn then the trace of A is given by
(4.11) trace (A) =
d∑
i1,...,in=1
〈Azi1 . . . zin , zi1 . . . zin〉H2 .
Now fix n and suppose equality holds in (4.10). Since ‖ · ‖ is a contractive Hilbert
seminorm satisfying ‖1‖ = 1, Theorem 4.3 implies that ‖f‖ ≤ ‖f‖H2 for every
f ∈ P, and hence there is a unique operator H ∈ B(H2) satisfying
〈f, g〉 = 〈Hf, g〉H2 , f, g ∈ P
and one has 0 ≤ H ≤ 1. Considering the compression QnHQn of H to Pn we see
from (4.11) that
trace (QnHQn) = dim(E
n) = trace (Qn).
Since Qn −QnHQn ≥ 0 and the trace is faithful, we conclude that QnHQn = Qn,
and since H is a positive contraction it follows that Hf = f for every f ∈ Pn.
We claim that Hf = f for every f ∈ Pk and every k = 0, 1, . . . , n. To see
that, choose a linear functional z ∈ P satisfying ‖z‖H2 = 1. Since ‖ · ‖ is a
contractive seminorm we have ‖z · f‖ ≤ ‖f‖ for every f ∈ P and in particular we
have ‖zn‖ = ‖zn−kzk‖ ≤ ‖zk‖. Thus〈
Hzk, zk
〉
H2
= ‖zk‖2 ≥ ‖zn‖2 = ‖zn‖2H2 .
Since the H2 norm of any power of z is 1 and 0 ≤ H ≤ 1, it follows that Hzk = zk.
Since every polynomial of degree at most n is a linear combination of monomials
of the form zk with z as above and k = 0, 1, . . . , n, the proof of Theorem 4.9 is
complete 
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5. The Toeplitz C∗-algebra. Let S¯ = (S1, . . . , Sd) be the d-shift.
Definition 5.1. The Toeplitz C∗-algebra is the C∗-algebra Td generated by the
operators S1, . . . , Sd.
Remarks. Notice that we have not included the identity operator as one of the
generators of Td, so that Td is by definition the norm closed linear span of the set
of finite products of the form T1T2 . . . Tn, n = 1, 2, . . . , where
Ti ∈ {S1, . . . , Sd, S∗1 , . . . , S∗d}.
Nevertheless, (5.5) below implies that Td contains an invertible positive operator
(d1 +N)(1 +N)−1 = S∗1S1 + · · ·+ S∗dSd,
and hence 1 ∈ Td. Thus Td is the C∗-algebra generated by all multiplication
operators Mf ∈ B(H2), f ∈ P.
If one starts with the Hilbert space H2(∂Bd) rather than H
2 then there is a
natural Toeplitz C∗-algebra
T∂Bd = C∗{Mf : f ∈ P} ⊆ B(H2(∂Bd)),
and similarly there is a Toeplitz C∗-algebra TBd on the Bergman space
TBd = C∗{Mf : f ∈ P} ⊆ B(H2(Bd))
[16]. In fact, it is not hard to show that the three C∗-algebras Td, T∂Bd and TBd are
unitarily equivalent. In that sense, the C∗-algebra Td is not new. However, we are
concerned with the relationship between the d-shift and its enveloping C∗-algebra
Td, and here there are some essential differences.
For example, in the classical case of H2(∂Bd) one can start with a continuous
complex-valued function f ∈ C(∂Bd) and define a Toeplitz operator Tf on H2(∂Bd)
by compressing the operator of multiplication by f (acting on L2(∂Bd)) to the
subspace H2(∂Bd). In our case however, continuous symbols do not give rise to
Toeplitz operators. Indeed, we have seen that there are continuous functions f on
the closed unit ball which are uniform limits of holomorphic polynomials, but which
do not belong to H2. For such an f the “Toeplitz” operator Tf is not defined. Thus
we have taken some care to develop the properties of Td that we require.
Let N be the number operator acting on H2, defined as the generator of the
one-parameter unitary group
Γ(eit1E) = e
itN , t ∈ R,
Γ being the representation of the unitary group of E on H2 defined in the remarks
following Definition 2.10. N obviously has discrete spectrum {0, 1, 2, . . . } and the
nth eigenspace of N is the space Pn of homogeneous polynomials of degree n,
Pn = {ξ ∈ H2 : Nξ = nξ}, n = 0, 1, 2, . . . .
(1+N)−1 is a compact operator, and it is a fact that for every real number p > 0,
(5.2) trace (1+N)−p <∞ ⇐⇒ p > d.
Since N is unitarily equivalent to the Bosonic number operator, the assertion (5.2)
is probably known. We lack an appropriate reference, however, and have included
a proof of (5.2) in the Appendix for the reader’s convenience.
The following result exhibits the commutation relations satisfied by the d-shift.
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Proposition 5.3. Suppose that d = 2, 3, . . . and let (S1, . . . , Sd) be the d-shift.
Then for all i, j = 1, . . . , d we have
(5.4) S∗i Sj − SjS∗i = (1+N)−1(δij1− SjS∗i ),
and
(5.5) S∗1S1 + · · ·+ S∗dSd = (d1+N)(1+N)−1.
In particular, ‖S∗1S1 + · · · + S∗dSd‖ = d. The commutators S∗i Sj − SjS∗i belong to
every Schatten class Lp(H2) for p > d, but they do not belong to Ld(H2).
Remark. It follows that if A,B are operators belonging to the unital ∗-algebra
generated by S1, . . . , Sd, then AB −BA ∈ Lp(H2) for every p > d, and hence any
product of at least d+ 1 such commutators belongs to the trace class.
proof. To establish these formulas it is more convenient to work with the d-shift in
its realization on F+(E) described in Proposition 2.13. Thus, we pick an orthonor-
mal basis e1, . . . , ed for a d-dimensional Hilbert space E and set
Siξ = eiξ, 1 ≤ i ≤ d,
for ξ ∈ F+(E) = C⊕E⊕E2⊕ . . . . The number operator N acts as follows on En:
Nξ = nξ, ξ ∈ En, n = 0, 1, 2, . . . .
We first establish (5.4). It suffices to verify that the operators on both sides of
(5.4) agree on every finite dimensional space En, n = 0, 1, 2, . . . . For n = 0 and
λ ∈ C we have S∗i Sjλ = λS∗i ej = δijλ, while SjS∗i λ = 0, hence (5.4) holds on C.
For n ≥ 1 and ξ ∈ En of the form ξ = yn we see from formula (3.9) that
S∗j Siξ = S
∗
j (eiy
n) =
δij
n+ 1
yn +
n
n+ 1
〈y, ej〉 eiyn−1
while
SiS
∗
j ξ = 〈y, ej〉Siyn−1 = 〈y, ej〉 eiyn−1.
Hence
S∗j Siξ − SiS∗j ξ =
1
n+ 1
(δijξ − SjS∗i ξ).
The latter holds for all ξ ∈ En because En is spanned by {yn : y ∈ E}, and (5.4)
follows.
Formula (5.5) follows from (5.4). Indeed, for ξ ∈ En we have
S∗i Siξ =
1
n+ 1
ξ +
n
n+ 1
SiS
∗
i ξ.
By the remarks following (2.10) we have
(5.6) S1S
∗
1 + · · ·+ SdS∗d = 1− E0,
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E0 denoting the projection on C. Summing the previous formula on i we obtain
d∑
i=1
S∗i Siξ =
d
n+ 1
ξ +
n
n+ 1
(ξ − E0ξ) = n+ d
n+ 1
ξ − n
n+ 1
E0ξ =
n+ d
n+ 1
ξ,
and (5.5) follows.
Now suppose p > d. Because of (5.2) the operator (1 + N)−1 belongs to Lp;
since Lp is an ideal (5.4) implies that S∗i Sj − SjS∗i ∈ Lp for all i, j.
Finally, we claim that no self-commutator [S∗i , Si] = S
∗
i Si −SiS∗i belongs to Ld.
Indeed, since the operators S1, . . . , Sd are unitarily equivalent to each other (by the
remarks following Definition 2.10), we see that if one [S∗i , Si] belongs to Ld then
they all do, and in that case we would have
d∑
i=1
[S∗i , Si] ∈ Ld.
By (5.5) and (5.6) the left side of this formula is
d∑
i=1
S∗i Si −
d∑
i=1
SiS
∗
i = (d1+N)(1+N)
−1 − (1− E0)
= E0 + (d− 1)(1+N)−1.
Since (1+N)−1 /∈ Ld by (5.2), we have a contradiction and the proof of Proposition
5.3 is complete 
The d-shift and the Canonical Commutation Relations. The d-shift is closely related
to the creation operators (C1, . . . , Cd) associated with the canonical commutation
relations for d degrees of freedom. Indeed, one can think of S¯ = (S1, . . . , Sd) as the
partial isometry occurring in the polar decomposition of C¯ = (C1, . . . , Cd) in the
following way. Choose an orthonormal basis e1, . . . , ed for a d-dimensional Hilbert
space E. For k = 1, . . . , d, Ck is defined on the dense subspace of F+(E) spanned
by En, n = 0, 1, . . . as follows
Ckξ =
√
n+ 1ekξ, ξ ∈ En
(see [40]). The Ck are of course unbounded operators, and they satisfy the complex
form of the canonical commutation relations
C∗i Cj −CjC∗i = δij1, 1 ≤ i, j ≤ d.
One finds that the row operator
C¯ = (C1, . . . , Cd) : F+(E)⊕ · · · ⊕ F+(E)︸ ︷︷ ︸
d times
→ F+(E)
is related to the number operator N by C¯C¯∗ = N , and in fact the polar decompo-
sition of C¯ takes the form
C¯ = N1/2S¯
where S¯ = (S1, . . . , Sd) is the d-shift; i.e., Ck = N
1/2Sk, k = 1, . . . , d.
We have seen that the d-shift is not a subnormal d-tuple. The following result
asserts that, at least, the individual operators Sk, k = 1, . . . , d are hyponormal.
Indeed, any linear combination of S1, . . . , Sd is a hyponormal operator.
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Corollary. For every k = 1, . . . , d we have S∗kSk ≥ SkS∗k .
proof. Proposition 5.3 implies that
S∗kSk − SkS∗k = (1+N)−1(1− SkS∗k).
Since ‖Sk‖ ≤ 1, both factors on the right are positive operators. Let En be the nth
spectral projection of N , n = 0, 1, . . . . Since SkEn = En+1Sk it follows that SkS
∗
k
commutes with En. Thus (1 + N)
−1 commutes with 1 − SkS∗k , and the assertion
follows. 
Of course in dimension d = 1, the commutator S∗S−SS∗ is a rank-one operator
and therefore belongs to every Schatten class Lp, p ≥ 1.
Theorem 5.7. Td contains the algebra K of all compact operators on H2, and we
have an exact sequence of C∗-algebras
0 −→ K →֒ Td −→
pi
C(∂Bd) −→ 0
where π is the unital ∗-homomorphism defined by
π(Sk) = zk,
zk being the kth coordinate function zk(x) = 〈x, ek〉, x ∈ ∂Bd.
Letting A be the commutative algebra of polynomials in the operators S1, . . . , Sd
we have
(5.8) Td = spanAA∗.
proof. Let E0 be the one-dimensional projection onto the space of constants in H
2.
By the remark following Definition 2.10 we have
E0 = 1− S1S∗1 − · · · − SdS∗d ∈ spanAA∗.
Thus for any polynomials f, g, the the rank-one operator
f ⊗ g¯ : ξ 7→ 〈ξ, g〉 f
can be expressed as
f ⊗ g¯ =MfE0M∗g ∈ spanAA∗.
It follows that the norm closure of spanAA∗ contains the algebra K of all compact
operators.
By Proposition 5.3, the quotient Td/K is a commutative C∗-algebra which is
generated by commuting normal elements Zk = π(Sk), k = 1, . . . , d satisfying
Z1Z
∗
1 + · · ·+ ZdZ∗d = 1.
Because Td is commutative modulo K and since spanAA∗ contains K, it follows
that spanAA∗ is closed under multiplication and (5.8) follows.
Let X be the joint spectrum of the commutative normal d-tuple (Z1, . . . , Zd)
that generates Td/K. X is a nonvoid subset of the sphere ∂Bd, and we claim that
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X = ∂Bd. Indeed, since the unitary group U(E) acts transitively on ∂Bd it suffices
to show that for every unitary d × d matrix u = (uij), there is a ∗-automorphism
θu of Td/K such that
θu(Zi) =
d∑
j=1
u¯jiZj .
For that, consider the unitary operator U acting on E by
Uei =
d∑
j=1
u¯jiej .
Then Γ(U) is a unitary operator on H2 for which
Γ(U)SiΓ(U)
∗ =
d∑
j=1
u¯jiSj ,
hence θu is obtained by promoting the spatial automorphism T 7→ Γ(U)TΓ(U)∗ of
Td to the quotient Td/K.
The identification of Td/K with C(∂Bd) asserted by π(Si) = zi, i = 1, . . . , d is
now obvious 
6. d-contractions and A-morphisms.
The purpose of this section is to make some observations about the role of A-
morphisms in function theory and operator theory.
Definition 6.1. Let A be a subalgebra of a unital C∗-algebra B which contains the
unit of B. An A-morphism is a completely positive linear map φ : B → B(H) of B
into the operators on a Hilbert space H such that φ(1) = 1 and
φ(AX) = φ(A)φ(X) A ∈ A,X ∈ B.
A-morphisms arose naturally in our work on the dilation theory of completely
positive maps and semigroups [7,8,9]. Jim Agler has pointed out that they are
related to his notion of hereditary polynomials and hereditary isomorphisms (for
example, see [1, Theorem 1.5]). Indeed, if B denotes the C∗-algebra generated by
a single operator T and the identity, then one can show that a completely positive
map of B which is a hereditary isomorphism on the space of hereditary polynomials
in T is an A-morphism relative to the algebra A of all polynomials in the adjoint
T ∗.
In general the restriction of an A-morphism to A is a completely contractive rep-
resentation of the subalgebra A onH. Theorem 4.5 implies that every d-contraction
T¯ acting on a Hilbert space H gives rise to a contraction L : F+(Cd) ⊗ K → H
which intertwines the action of the d-shift and T¯ . L is often a co-isometry, and that
implies the following assertion about A-morphisms.
Theorem 6.2. Let A be the subalgebra of the Toeplitz C∗-algebra Td consisting of
all polynomials in the d-shift (S1, . . . , Sd). Then for every d-contraction (T1, . . . , Td)
acting on a Hilbert space H there is a unique A-morphism
φ : Td → B(H)
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such that φ(Sk) = Tk, k = 1, . . . , d.
Conversely, every A-morphism φ : Td → B(H) gives rise to a d-contraction
(T1, . . . , Td) on H by way of Tk = φ(Sk), k = 1, . . . , d.
proof. The uniqueness assertion is immediate from (5.8), since an A-morphism is
uniquely determined on the closed linear span of the set of products {AB∗ : A,B ∈
A}.
For existence, we first show that every null d-contraction T¯ = (T1, . . . , Td) defines
an A-morphism as asserted in Theorem 6.2. For that, let
∆ = (1− T1T ∗1 − · · · − TdT ∗d )1/2,
let K = ∆H be the closed range of ∆ and let F+(E) be the symmetric Fock
space over E = Cd. Choose an orthonormal basis e1, . . . , ed for E. Theorem 4.5
asserts that there is a unique bounded operator L : F+(E) ⊗ K → H satisfying
L(1⊗ ξ) = ∆ξ for ξ ∈ K and
(6.3) L(ei1ei2 . . . ein ⊗ ξ) = Ti1Ti2 . . . Tin∆ξ,
for n = 1, 2, . . . , i1, i2, . . . , in ∈ {1, . . . , d}, ξ ∈ K; moreover, since (T1, . . . , Td) is a
null d-contraction L is a coisometry.
We may consider that the d-shift (S1, . . . , Sd) is defined on F+(E) by
Skξ = ekξ, k = 1, . . . , d.
(6.3) implies that
(6.4) L(f(S1, . . . , Sd)⊗ 1K) = f(T1, . . . , Td)L
for every polynomial f in d variables. Let φ : Td → B(H) be the completely positive
map
φ(X) = L(X ⊗ 1K)L∗, X ∈ Td.
Since L∗ is an isometry we have φ(1) = 1H . (6.4) implies that for every X ∈ Td we
have
φ(f(S1, . . . , Sd)X) = f(T1, . . . , Td)φ(X),
hence φ is an A-morphism having the required properties.
The general case is deduced from this by a simple device. Let T¯ = (T1, . . . , Td)
be any d-contraction, choose a number r so that 0 < r < 1, and set
T¯r = (rT1, . . . , rTd).
The row norm of the d-tuple T¯r is at most r, hence T¯r is a null d-contraction (see
Remark 4.4). By what was just proved there is an A-morphism φr : Td → B(H)
satisfying
φr(Sk) = rTk, k = 1, . . . , d.
We have
φr(f(S1, . . . , Sd)g(S1, . . . , Sd)
∗) = f(rT1, . . . , rTd)g(rT1, . . . , rTd)
∗
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for polynomials f , g. Since operators of the form f(S1, . . . , Sd)g(S1, . . . , Sd)
∗ span
Td and since the family of maps φr, 0 < r < 1 is uniformly bounded, it follows that
φr converges point-norm to an A-morphism φ as r ↑ 1, and φ(Sk) = Tk for all k.
It remains only to show that for every A-morphism φ : Td → B(H), the operators
Tk = φ(Sk) define a d-contraction. To see that, write
TkT
∗
k = φ(Sk)φ(Sk)
∗ = φ(SkS
∗
k).
Then
d∑
k=1
TkT
∗
k = φ(
d∑
k=1
SkS
∗
k) ≤ φ(1) = 1.
So by remark 3.2, (T1, . . . , Td) is a d-contraction 
Remarks. We have already pointed out that in general, an A-morphism must be
a completely contractive representation of A. Conversely, if A is the polynomial
algebra in Td and φ : A → B(H) is a representation which is d-contractive in the
sense that its natural promotion to d × d matrices over A is a contraction, then
after noting that the operator matrix
A =


S1 S2 . . . Sd
0 0 . . . 0
...
...
...
0 0 . . . 0

 ∈Md(Td)
satisfies ‖A‖2 = ‖AA∗‖ = ‖S1S∗1 + · · · + SdS∗d‖ = 1, we find that the image of
A under the promotion of φ is a contraction, and hence Tk = φ(Sk), k = 1, . . . , d
defines a d-contraction. Thus, we may conclude
Corollary 1. Let d = 1, 2, . . . . Every d-contractive representation φ of the poly-
nomial algebra A ⊆ Td is completely contractive, and can be extended uniquely to
an A-morphism
φ˜ : Td → B(H).
We have already seen that the unitary group Ud of Cd acts naturally on Td as a
group of ∗-automorhisms by way of
θU(X) = Γ(U)XΓ(U)
∗, X ∈ Td, U ∈ Ud.
As a straightforward application of Theorem 6.2 we show that the definition of
θ can be extended to all contractions in B(Cd) so as to obtain a semigroup of
A-morphisms acting on Td.
Corollary 2. Let A ⊆ Td be the algebra of all polynomials in S1, . . . , Sd. For
every contraction A acting on Cd there is a unique A-morphism θA : Td → B(H2)
satisfying
(6.5) θA(Mf ) =Mf◦A∗
for every linear functional f on Cd, A∗ denoting the adjoint of A ∈ B(Cd).
proof. Considering the polar decomposition of A, we may find a pair of orthonormal
bases u1, . . . , ud and u
′
1, . . . , u
′
d for C
d and numbers λk in the unit interval such that
Auk = λku
′
k, k = 1, . . . , d.
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Let z1, . . . , zd and z
′
1, . . . , z
′
d be the corresponding systems of orthogonal coordinate
functions
zk(x) = 〈x, uk〉 ,
z′k(x) = 〈x, u′k〉 .
The linear functionals zk, z
′
k are related by
(6.6) zk ◦ A∗ = λkz′k, k = 1, . . . , d.
Thus if we realize the d-shift (S1, . . . , Sd) as Sk = Mzk and if we set Tk = λkMz′k ,
then (T1, . . . , Td) is a d-contraction and Theorem 6.2 implies that there is a unique
A-morphism θA : Td → B(H2) such that θA(Sk) = Tk for every k. After noting
that θA satisfies (6.5) because of (6.6) above, the proof is complete 
From (6.5) together with the uniqueness assertion of Theorem 6.2 it follows that
for two contractions A,B ∈ B(Cd) we have θAB = θA ◦ θB. It is routine to verify
that θA(Td) ⊆ Td, that for every fixed X ∈ Td the function A 7→ θA(X) moves
continuously in the norm of Td, and that θA agrees with the previous definition
when A is unitary.
Uniqueness of Representing measures. Representing measures for points in the in-
terior of the unit ball in Cd are notoriously non-unique in dimension d ≥ 2. Indeed,
for every t¯ = (t1, . . . , td) ∈ Bd there is an uncountable family of probability mea-
sures µα supported in the boundary ∂Bd such that µα ⊥ µβ for α 6= β and
∫
∂Bd
f(ζ) dµα(ζ) = f(t¯), f ∈ P
see [37, p. 186]. The following result asserts that one can recover uniqueness by
replacing measures on ∂Bd with states on the Toeplitz C
∗-algebra which define
A-morphisms.
Corollary 3. Let t¯ = (t1, . . . , td) ∈ Cd satisfy |t1|2 + · · · + |td|2 < 1 and let
S¯ = (S1, . . . , Sd) be the d-shift. Then there is a unique state φ of Td satisfying
(6.7) φ(f(S¯)g(S¯)∗) = f(t¯)g¯(t¯), f, g ∈ P.
φ is the (pure) vector state
φ(A) = (1− ‖t¯‖2) 〈Aut¯, ut¯〉 , A ∈ Td
where ut¯(x) = (1− 〈x, t¯〉)−1 is the H2 function defined in (1.11).
proof. We may consider that t¯ = (t1, . . . , td) is a d-contraction acting on the one-
dimensional Hilbert space C. Theorem 6.2 implies that there is a unique state
φ : Td → C satisfying (6.7), and it remains only to identify φ. From (2.4) we have
〈
MfM
∗
g ut¯, ut¯
〉
=
〈
M∗g ut¯,M
∗
f ut¯
〉
= f(t¯)g¯(t¯)‖ut¯‖2 = (1− ‖t¯‖2)−1f(t¯)g¯(t¯)
as asserted. 
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7. The d-shift as an operator space.
In this section we consider the operator space Sd ⊆ B(H2) generated by the
d-shift (S1, . . . , Sd),
Sd = {a1S1 + · · ·+ adSd : a1, . . . , ad ∈ C}.
By a commutative operator space we mean a linear subspace S ⊆ B(H) whose
operators mutually commute with one another. We introduce a sequence of numer-
ical invariants for arbitrary operator spaces, and for dimension d ≥ 2 we show that
among all d-dimensional commutative operator spaces, Sd is distinguished by the
fact that its sequence of numerical invariants is maximal (Theorem 7.7).
Given an arbitrary operator space S ⊆ B(H), let T¯ = (T1, T2, . . . ) be an infinite
sequence of operators in S such that all but a finite number of terms are 0. We
write seq(S) for the set of all such sequences. Every such sequence has a “row
norm” and a “column norm”, depending on whether one thinks of the sequence as
defining an operator in B(H∞,H) or in B(H,H∞). These two norms are familiar
and easily computed,
‖T¯ ‖row = ‖
∑
k
TkT
∗
k ‖1/2
‖T¯‖col = ‖
∑
k
T ∗kTk‖1/2.
Given two sequences T¯ , T¯ ′ ∈ seq(S), we can form a product sequence (TiT ′j : i, j =
1, 2, . . . ) which we may consider an element of seq(B(H)), if we wish, by relabelling
the double sequence as a single sequence. Though for the computations below it will
be more convenient to allow the index set to vary in the obvious way. In particular,
every T¯ ∈ seq(S) can be raised to the nth power to obtain T¯n ∈ seq(B(H)),
n = 1, 2, . . . . For each n = 1, 2, . . . we define En(S) ∈ [0,+∞] as follows,
En(S) = sup{‖T¯n‖2col : T¯ ∈ seq(S), ‖T¯ ‖row ≤ 1}.
In the most explicit terms, we have
En(S) = sup{‖
∞∑
i1,...,in=1
T ∗i1 . . . T
∗
in
Tin . . . Ti1‖ : Ti ∈ S, ‖
∞∑
i=1
TiT
∗
i ‖ ≤ 1},
the sup being taken over finitely nonzero sequences Ti ∈ S.
Definition 7.1. E1(S), E2(S), . . . is called the energy sequence of the operator
space S.
If S is the one-dimensional space spanned by a single operator T of norm 1,
then the energy sequence degenerates to En(S) = ‖Tn‖2, n = 1, 2, . . . . In general,
En(S)1/2 is the norm of the homogeneous polynomial T¯ 7→ T¯n, considered as a
map of row sequences in S to column sequences in B(H).
Remarks. We have defined the energy sequence in elementary terms. It is useful,
however, to relate it to completely positive maps. Fixing an operator space S,
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notice that every sequence T¯ ∈ seq(S) gives rise to a normal completely positive
map PT¯ on B(H) as the sum of the finite series
(7.2) PT¯ (A) = T1AT
∗
1 + T2AT
∗
2 + . . . .
Let cp(S) denote the set of all completely positive maps of the form (7.2). The
norm of P = PT¯ is given by
‖P‖ = ‖P (1)‖ = ‖T¯‖row.
Now any map P ∈ cp(S) of the form (7.2) has an adjoint P∗ which is defined as
the completely positive map satisfying
trace (P (A)B) = trace (AP∗(B))
for all finite rank operators A,B. One finds that if P ∈ cp(S) is given by the finitely
nonzero sequence T¯ then P∗ ∈ cp(S∗) is given by the sequence of adjoints
(7.3) P∗(A) = T
∗
1AT1 + T
∗
2AT2 + . . . .
Of course P , being a normal linear map of B(H), is the adjoint of a bounded linear
map P∗ acting on the predual of B(H), and the map of (7.3) is simply this preadjoint
extended from the trace class operators to all of B(H) (note that we use the fact
that the sequence T¯ is finitely nonzero here, since in general a bounded linear map
of the trace class operators can be unbounded relative to the operator norm, and
thus not extendable up to B(H)).
In any case, we find that if P ∈ cp(S) has the form P = PT¯ for T¯ ∈ seq(S) then
‖P∗‖ = ‖P∗(1)‖ = ‖T¯‖col.
Thus the definition of En(S) can be restated as follows,
(7.4) En(S) = sup{‖Pn∗ ‖ : P ∈ cp(S), ‖P‖ ≤ 1}.
The following result implies that for a finite dimensional operator space S the terms
of the energy sequence are all finite, and if S is commutative then they grow no
faster than En(S) = O(nd−1), where d is the dimension of S.
Proposition 7.5. Let S be an operator space of finite dimension d. Then
En(S) ≤ dn,
and if S is also commutative then
En(S) ≤ d(d + 1) . . . (d+ n− 1)
n!
=
(n+ d− 1)!
n!(d− 1)! .
proof. Let P ∈ cp(S) satisfy ‖P‖ ≤ 1, and let d be the dimension of S. It is clear
that the metric operator space [8] of P is a subspace of S, and in particular there
is a linearly independent set of r ≤ d elements T1, . . . , Tr in S such that
P (A) = T1AT
∗
1 + . . . TrAT
∗
r , A ∈ B(H).
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Since ‖P‖ = ‖P (1)‖ = ‖T1T ∗1 + · · · + TrT ∗r ‖ ≤ 1 it follows that ‖Tk‖ ≤ 1 for every
k = 1, . . . , r, hence
‖P∗‖ = ‖T ∗1 T1 + · · · + T ∗r Tr‖ ≤ r ≤ d.
Thus ‖Pn∗ ‖ ≤ dn for every n = 1, 2, . . . . From (7.4) we conclude that En(S) ≤ dn.
In fact, the preceding argument shows that if Q is a normal completely positive
map of B(H) whose metric operator space is r-dimensional and which satisfies
‖Q‖ ≤ 1, then we have ‖Q∗‖ ≤ r.
We apply this to Q = Pn as follows. By [8], the metric operator space En of Pn
is a subspace of
span{L1L2 . . . Ln : Li ∈ S}.
Assuming S to be commutative, the latter is naturally isomorphic to a quotient of
the n-fold symmetric tensor product of vector spaces Sn. Since
dimSn = (n+ d− 1)!
n!(d− 1)!
(see formula A.5 of the Appendix), and since ‖Pn‖ ≤ 1, we find that
‖Pn∗ ‖ = ‖(Pn)∗‖ ≤ dim En ≤
(n + d− 1)!
n!(d− 1)! .
The required estimate follows from the observation (7.4). 
Remark. The asserted growth rate of the binomial coefficients of Proposition 7.5 is
well known, and the precise asymptotic relation is reiterated in formula A.6.
Throughout the remainder of this section we will be concerned with finite di-
mensional commutative operator spaces.
Definition 7.6. A commutative operator space S of finite dimension d is said to
be maximal if for every n = 1, 2, . . . we have
En(S) = (n+ d− 1)!
n!(d− 1)! .
Remarks. It is obvious that if S is a space of mutually commuting normal operators,
then En(S) = 1 for every n. Similarly, it is not hard to show that if S is a finite
dimensional space of commuting quasinilpotent operators, then
lim
n→∞
En(S) = 0.
Thus the maximal spaces are rather far removed from both of these types.
It is also true (though less obvious) that if S is a commutative operator space of
dimension d for which
En(S) = (n+ d− 1)!
n!(d− 1)!
for some particular value of n ≥ 2, then
Ek(S) = (k + d− 1)!
k!(d− 1)!
for every k = 1, 2, . . . , n. Thus for operator spaces which are not maximal, once
the sequence of numbers En(S) departs from the sequence of maximum possible
values, it never returns. We omit the proof of these assertions since they are not
required in the sequel.
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Theorem 7.7. For every d = 1, 2, . . . the operator space Sd of the d-shift is max-
imal.
Conversely, if d ≥ 2 and if S is a d-dimensional commutative operator space
which is maximal, then there is a representation π of the unital C∗-algebra C∗(S)
generated by S on H2 such that
(1) π(S) = Sd, and
(2) the restriction of π to the unital subalgebra of C∗(S) generated by S is
completely isometric.
In particular, the Toeplitz C∗-algebra Td is isomorphic to a quotient of C∗(S).
Before giving the proof of 7.7, we deduce from it the following characterization
of Sd as a space of essentially normal operators (by that we mean a commuting
family of operators in B(H) whose image in the Calkin algebra consists of normal
elements). We remark that both the Corollary and the essential part of Theorem
7.7 are false in dimension one.
Corollary. Assume d ≥ 2. Up to unitary equivalence, the space Sd spanned by the
d-shift is the only d-dimensional irreducible commutative operator space consisting
of essentially normal operators, which is maximal in the sense of Definition 7.6.
proof of Corollary. Suppose that S acts on a Hilbert space H, and let K denote the
algebra of all compact operators on H. Let π : C∗(S) → B(H2) be the represen-
tation of Theorem 7.7. The operators in S cannot be normal because Sd = π(S)
contains no normal operators. Since [S∗,S] ⊆ K ∩ C∗(S) and since C∗(S) is irre-
ducible, it follows that C∗(S) contains K. π(K) cannot be {0} because that would
imply that π(S) = Sd consists of normal operators.
Thus π is an irreducible representation of C∗(S) which is nonzero on K, hence π
must be unitarily equivalent to the identity representation of C∗(S). In particular,
S is unitarily equivalent to Sd 
proof of Theorem 7.7. The proof of Theorem 7.7 will occupy the remainder of this
section. Let (S1, . . . , Sd) be the d-shift, let Sd = span{S1, . . . , Sd} be its associated
operator space, and define P ∈ cp(Sd) by
P (A) = S1AS
∗
1 + · · · + SdAS∗d .
By the remark following Definition 2.10 we have P (1) = 1 − E0, hence ‖P‖ = 1.
Thus to show that Sd is maximal it suffices to show that for each n ≥ 1, the operator
Pn∗ (1) satisfies
(7.8) ‖Pn∗ ‖ = ‖Pn∗ (1)‖ =
(n+ d− 1)!
n!(d− 1)! .
While (7.8) can be deduced directly from Corollary 4.9, we actually require some-
what more information about the operators Pn∗ (1) and their eigenvalue distribu-
tions.
Lemma 7.9. Let N = E1+2E2+3E3+ . . . be the number operator acting on H
2
and for every n = 1, 2, . . . let gn : [0,∞)→ R be the bounded continuous function
gn(x) =
n∏
k=1
x+ k + d− 1
x+ k
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Then
Pn∗ (1) = gn(N) =
∞∑
k=0
gn(k)Ek.
The eigenvalue sequence {gn(0) ≥ gn(1) ≥ . . . } of Pn∗ (1) is decreasing and we have
‖Pn∗ (1)‖ = gn(0) =
(n+ d− 1)!
n!(d− 1)! .
If d ≥ 2 then the eigenvalue sequence is strictly decreasing, gn(0) > gn(1) > . . . .
proof of Lemma 7.9. The assertions follow from a direct computation, which can
be organized as follows. By Proposition 5.3 we have
(7.10) P∗(1) = g1(N),
where N is the number operator and g1 is the function of a real variable defined by
g1(x) =
x+ d
x+ 1
, x ≥ 0.
More generally, if g is any bounded continuous function defined on [0,∞), then we
have
(7.11) P∗(g(N)) = g˜(N)
where
g˜(x) = g(x+ 1)
x+ d
x+ 1
, x ≥ 0.
Indeed, (7.11) follows from the fact that if Ek denotes the kth spectral projection
of N ,
N =
∞∑
k=1
kEk,
then Ek is the projection on the subspace of homogeneous polynomials of degree k
in H2, and thus for each i = 1, . . . , d we have the commutation formulas S∗i E0 = 0,
and S∗i Ek = Ek−1S
∗
i for k ≥ 1. It follows that P∗(E0) = 0 and P∗(Ek) = Ek−1P∗(1)
for k = 1, 2, . . . , thus
P∗(g(N)) =
∞∑
k=1
g(k)P∗(Ek) = g˜(N).
After iterating (7.11) we find that Pn∗ (1) = gn(N) where
gn(x) =
n∏
k=1
x+ d− 1
x+ k
.
Since each gn is a monotone decreasing function we conclude that
‖Pn∗ (1)‖ = gn(0) =
d(d + 1) . . . (d+ n− 1)
n!
,
and (7.8) follows. It is clear from the recurrence formula for gn+1 in terms of gn
that when d ≥ 2, gn(x) is strictly decreasing in x 
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Corollary. Let ω be a state of the Toeplitz algebra Td, d ≥ 2, such that for some
n ≥ 1 we have
ω(Pn∗ (1)) = ‖Pn∗ (1)‖ =
(n+ d− 1)!
n!(d− 1)! .
Then ω is the ground state ω(X) = 〈Xv, v〉, v denoting the constant polynomial
v = 1.
proof. Fix n. By Lemma 7.9 we have
Pn∗ (1) = λ0E0 + λ1E1 + . . .
where λ0 > λ1 > · · · > 0 and λ0 = ‖Pn∗ (1)‖. Thus Pn∗ (1) has the form
Pn∗ (1) = λ0(E0 +K),
where K is a positive operator satisfying K = (1 − E0)K(1 − E0) and ‖K‖ =
λ1/λ0 < 1. Since ω(P
n
∗ (1)) = λ0 we have
ω(E0) + ω(K) = 1.
If ω(E0) < 1 then we would have
ω(K) ≤ ‖K‖ω(1 − E0) = ‖K‖(1 − ω(E0)) < 1− ω(E0),
contradicting the preceding equation. Hence ω(E0) = 1 and ω must be the ground
state 
In particular, Lemma 7.9 implies that Sd is maximal among all d-dimensional
commutative operator spaces.
In order to prove the converse assertion of Theorem 7.7, we recall one or two
facts from the theory of boundary representations (see [3], 2.1.2 and 2.2.2). By a
unital operator space we mean a pair S ⊆ B consisting of a linear subspace S of a
unital C∗-algebra B, which contains the unit of B and generates B as a C∗-algebra,
B = C∗(S). An irreducible representation π : B → B(H) is said to be a boundary
representation for S if π ↾S has a unique completely positive linear extension to
B, namely π itself. Boundary representations are the noncommutative counterpart
of points in the Choquet boundary of a function space S ⊆ C(X). Their key
property is their functoriality; if S1 ⊆ B1 and S2 ⊆ B2 are unital operator spaces
and φ : S1 → S2 is a completely isometric linear map satisfying φ(1) = 1 and
φ(S1) = S2, then for every boundary representation π2 : B2 → B(H) for S2 there
is a unique boundary representation π1 : B1 → B(H) for S1 which satisfies
(7.12) π2(φ(T )) = π1(T ), T ∈ S1.
Lemma 7.13. For d ≥ 2, the identity representation of the Toeplitz algebra Td is
a boundary representation for the d+ 1-dimensional subspace span{1, S1, . . . , Sd}.
proof. By [4, Theorem 2.1.1] it is enough to show that the Calkin map is not
isometric when promoted to the space Md ⊗ S of d× d matrices over S. Consider
the operator A ∈Md ⊗ S defined by
A =


S1 0 . . . 0
S2 0 . . . 0
...
...
...
Sd 0 . . . 0


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Then ‖A∗A‖ = ‖S∗1S1+ · · ·+S∗dSd‖ = d by Proposition 5.3. Hence ‖A‖ =
√
d. On
the other hand, by Theorem 5.7 the Calkin map carries Sk to the kth coordinate
function zk(x) = 〈x, ek〉, x ∈ ∂Bd. Hence the image of A under the promoted
Calkin map is the matrix of functions on ∂Bd defined by
F (x) =


z1(x) 0 . . . 0
z2(x) 0 . . . 0
...
...
...
zd(x) 0 . . . 0

 .
Clearly sup{‖F (x)‖ : x ∈ ∂Bd} = 1 <
√
d = ‖A‖, as required. 
Lemma 7.14. Let S ⊆ B(H) be a commutative operator space of finite dimension
d ≥ 2, and suppose S is maximal. Then there is a state ρ of the unital C∗-algebra
C∗(S) generated by S and a d-contraction T¯ = (T1, . . . , Td), Ti ∈ S, such that
ρ(g(T¯ )∗f(T¯ )) = 〈f, g〉H2 ,
for all polynomials f, g ∈ P.
proof of Lemma 7.14. The set of all d-contractions (T1, . . . , Td) whose component
operators belong to S can be regarded as a compact subset of the cartesian product
of d copies of the unit ball of S, and of course the state space of C∗(S) is weak∗-
compact. Thus, after a routine compactness argument (which we omit), the proof of
Lemma 7.14 reduces to establishing the following assertion: for every n = 1, 2, . . .
there is a pair (ρ, T¯ ) consisting of a state ρ of C∗(S) and a d-contraction T¯ =
(T1, . . . , Td) whose components belong to S such that
(7.15) ρ(g(T¯ )∗f(T¯ )) = 〈f, g〉H2
for all polynomials f, g ∈ P of degree ≤ n.
To prove the latter, since En(S) = (n+d−1)!n!(d−1)! we may find a completely positive
map P ∈ cp(S) such that ‖P‖ ≤ 1 and
(7.16) ‖Pn∗ (1)‖ =
(n + d− 1)!
n!(d− 1)!
(note that the supremum of (7.4) is achieved here because the space {P ∈ cp(S) :
‖P‖ ≤ 1} is compact). Considering that the metric operator space of P is a
subspace of S [8] we can find a (linearly independent) set T1, . . . , Tr ∈ S such that
P (A) = T1AT
∗
1 + . . . TrAT
∗
r , A ∈ B(H).
By appending Tr+1 = · · · = Td = 0 to the sequence if necessary, we can assume
that r = d. Because
‖P‖ = ‖P (1)‖ = ‖T1T ∗1 + · · ·+ TdT ∗d ‖ ≤ 1,
T¯ = (T1, . . . , Td) is a d-contraction for which (7.16) holds.
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Let ρ be any state of C∗(S) satisfying
ρ(Pn∗ (1)) = ‖Pn∗ (1)‖ =
(n+ d− 1)!
n!(d− 1)! ,
and consider the positive semidefinite inner product defined on P by
(7.17) 〈f, g〉 = ρ(g(T¯ )∗f(T¯ )).
One sees (after consideration of the GNS construction for the state ρ) that since T¯
is a d-contraction, the Hilbert seminorm ‖f‖2 = ρ(f(T¯ )∗f(T¯ )) satisfies
‖z1f1 + · · ·+ zdfd‖2 ≤ ‖f1‖2 + · · ·+ ‖fd‖2
for all polynomials f1, . . . , fd ∈ P. By Proposition 4.2, ‖ · ‖ will be a contractive
seminorm provided that
1 ⊥ z1P + · · ·+ zdP
in its associated inner product space; or equivalently, that
ρ(Tkf(T¯ )) = 0, k = 1, . . . , d, f ∈ P.
Since ρ is a state, the latter will follow if we establish
(7.18) ρ(TkT
∗
k ) = 0, k = 1, . . . , d.
To prove 7.18, let φ : Td → B(H) be an A-morhpism satisfying φ(Sk) = Tk,
k = 1, . . . , d (see Theorem 6.2), and let ω be the state of Td defined by ω = ρ ◦ φ.
We claim that ω is the ground state of Td. Indeed, for every n-tuple of integers
1 ≤ i1, . . . , in ≤ d we have by the Schwarz inequality
φ(S∗i1 . . . S
∗
inSin . . . Si1) ≥ φ(Sin . . . Si1)∗φ(Sin . . . Si1) = T ∗i1 . . . T ∗inTin . . . Ti1 ,
and hence
ω(S∗i1 . . . S
∗
in
Sin . . . Si1) ≥ ρ(T ∗i1 . . . T ∗inTin . . . Ti1).
Summing over all such n-tuples we obtain
d∑
i1,...,in=1
ω(S∗i1 . . . S
∗
inSin . . . Si1) ≥ ρ(Pn∗ (1)) =
(n+ d− 1)!
n!(d− 1)! .
The Corollary of Lemma 7.9 implies that ω must be the ground state of Td. In
particular, for each k = 1, . . . , d we have
ρ(TkT
∗
k ) = ρ(φ(Sk)φ(Sk)
∗) = ρ(φ(SkS
∗
k)) = ω(SkS
∗
k) = ‖S∗k1‖2 = 0,
and (7.18) follows.
It is clear that the Hilbert seminorm of (7.17) is normalized so that ‖1‖2 =
ρ(1) = 1, so by Theorem 4.3 we have ‖f‖ ≤ ‖f‖H2 for every f ∈ P. Corollary 4.9
now implies that (7.15) is satisfied, and the proof is complete. 
SUBALGEBRAS OF C∗-ALGEBRAS III: MULTIVARIABLE OPERATOR THEORY 43
To complete the proof of Theorem 7.7, we find a d-contraction T¯ = (T1, . . . , Td)
and a state ρ of C∗(S) satisfying the conditions of Lemma 7.14. Let A ⊆ Td be
the commutative algebra generated by the d + 1 operators {1, S1, . . . , Sd}. From
Theorem 6.2 there is an A-morphism φ : Td → B(H) satisfying φ(Sk) = Tk for
k = 1, . . . , d.
The restriction of φ to A is completely contractive, and we claim that it is
completely isometric. To prove that, it is enough exhibit a representation σ of
C∗(S) on another Hilbert space K and a subspace K0 ⊆ K which is invariant
under the set of operators σ(T1), . . . , σ(Tk) such that the d-tuple of restrictions
(σ(T1) ↾K0 , . . . , σ(Td) ↾K0)
is unitarily equivalent to the d-shift (S1, . . . , Sd). The latter follows immediately
from the properties of ρ. Indeed, the GNS construction applied to ρ gives a rep-
resentation σ of C∗(S) on a Hilbert space K and a unit cyclic vector ξ ∈ K such
that
ρ(X) = 〈σ(X)ξ, ξ〉 , X ∈ C∗(S).
Letting K0 be the closure of {σ(f(T¯ ))ξ : f ∈ P} we see that K0 is an invariant
subspace which, since ρ(g(T¯ )∗f(T¯ )) = 〈f, g〉H2 for all f, g ∈ P, has the stated
properties.
In particular, the dimension of the subspace of S spanned by T1, . . . , Td must
be d = dim(Sd), and thus T1, . . . , Td is a basis for S. Using Lemma 7.13 and the
functoriality property (7.12) of boundary representations it follows that there is a
unique represenation π : C∗(S)→ B(H2), which is a boundary represenation for the
unital algebra of all polynomials in T1, . . . , Td, such that π(Tk) = Sd, k = 1, . . . , d.
The representation π obviously has the properties asserted in Theorem 7.7 
8. Various applications.
In this section we give several applications of the preceding results to function
theory and multivariable operator theory. These are a version of von Neumann’s
inequality for arbitrary d-contractions, a model theory for d-contractions based on
the d-shift, and a discussion of the absence of inner functions in the multiplier
algebra of the d-shift.
We point out that Popescu has established various versions of von Neumann’s
inequality for non-commutative d-tuples of operators [30,32,34,35]. Here, on the
other hand, we are concerned with d-contractions. The version of von Neumann’s
inequality that is appropriate for d-contractions is the following.
Theorem 8.1. Let T¯ = (T1, . . . , Td) be an arbitrary d-contraction acting on a
Hilbert space H. Then for every polynomial f in d complex variables we have
‖f(T1, . . . , Td)‖ ≤ ‖f‖M,
‖f‖M being the norm of f in the multiplier algebra M of H2.
More generally, let (S1, . . . , Sd) be the d-shift and let A ⊆ Td be the algebra of
all polynomials in S1, . . . , Sd. Then the representation f 7→ f(T1, . . . , Td) defines a
completely contractive representation of A.
proof. The assertions are immediate consequences of Theorem 6.2, once one ob-
serves that ‖f‖M = ‖f(S1, . . . , Sd)‖. 
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Turning now to models, we first recall some of the literature of dilation theory in
d-dimensions. There are a number of positive results concerning non-commutative
models for non-commuting d-tuples which satisfy the conditions of remark 3.2. The
first results along these lines are due to Frazho [21] for pairs of operators. Frazho’s
results were generalized by Bunce [15] to d-tuples. Popescu has clarified that work
by showing that such a d-tuple can often be obtained by compressing a certain
natural d-tuple of isometries acting on the full Fock space F(Cd) over Cd (the left
creation operators) to a co-invariant subspace of F(Cd), and he has worked out a
functional calculus for that situation [28,29,30,31]. We also point out some recent
work of Davidson and Pitts [18,19], relating to the operator algebra generated by
the left creation operators on the full Fock space.
There is relatively little in the literature of operator theory, however, that relates
to uniqueness of dilations in higher dimensions (however, see [11]). Indeed, normal
dilations for d-contractions, when they exist, are almost never unique. On the
other hand, recent results in the theory of semigroups of completely positive maps
do include uniqueness. Generalizing work of Parathasarathy, B. V. R. Bhat [14]
has shown that a unital semigroup of completely positive maps of a von Neumann
algebra M can be dilated uniquely to an E0-semigroup acting on a larger von
Neumann algebra N which contains M as a hereditary subalgebra. A similar (and
simpler) result holds for single unital completely positive maps: there is a unique
dilation to a unital endomorphism acting on a larger von Neumann algebra as above.
In the case where M = B(H), the latter dilation theorem is closely related to the
Bunce-Frazho theory of d-tuples by way of the metric operator space associated
with a normal completely postive map of B(H) [8,9]. SeLegue [42] has succeeded
in unifying these results.
In the following discussion, we reformulate Theorem 6.2 as a concrete assertion
about d-contractions which parallels some of the principal assertions of the Sz.-Nagy
Foias model theory of 1-contractions [43]. Much of Theorem 8.5 follows directly
from Theorem 6.2 and standard lore on the representation theory of C∗-algebras.
For completeness, we have given a full sketch of the argument.
We recall some elementary facts about the representation theory of C∗-algebras
such as Td. Let π : Td → B(H) be a nondegenerate ∗-representation of Td on a
separable Hilbert space H. Because of the exact sequence of Theorem 5.7, standard
results about the representations of the C∗-algebra of compact operators imply that
π decomposes into a direct sum π1⊕π2 where π1 is a multiple of n = 0, 1, 2, . . . ,∞
copies of the identity representation of Td and π2 is a representation which anni-
hilates K. π1 and π2 are disjoint as representations of Td. This decomposition
is unique in the sense that if π′1 is another multiple of n
′ copies of the identity
representation of Td and π′2 annihilates K, and if π′1 ⊕ π′2 is unitarily equivalent to
π1 ⊕ π2, then n′ = n and π′2 is unitarily equivalent to π2 [5].
We will make use of these observations in a form that relates more directly to
operator theory.
Definition 8.2. Let d = 1, 2, . . . . By a spherical operator (of dimension d) we
mean a d-tuple (Z1, . . . , Zd) of commuting normal operators acting on a common
Hilbert space such that
Z∗1Z1 + · · ·+ Z∗dZd = 1.
Spherical operators are the higher dimensional counterparts of unitary opera-
tors. For every spherical operator (Z1, . . . , Zd) acting on H there is a unique unital
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∗-representation π : C(∂Bd) → B(H) which carries the d-tuple of canonical co-
ordinate functions to (Z1, . . . , Zd). This relation between d-dimensional spherical
operators and nondegenerate representations of C(∂Bd) is bijective.
If T¯ = (T1, . . . , Td) is an arbitrary d-tuple of operators acting on a common
Hilbert space H and n is a nonnegative integer or +∞ we will write n · T¯ =
(n · T1, . . . , n · Td) for the d-tuple of operators acting on the direct sum of n copies
of H defined by
n · Tk = Tk ⊕ Tk ⊕ . . .︸ ︷︷ ︸
n times
,
where for n = 0 the left side is interpreted the nil operator, that is, no operator at
all. The direct sum of two d-tuples of operators is defined in the obvious way as
a d-tuple acting on the direct sum of Hilbert spaces. The preceding remarks are
summarized as follows.
Proposition 8.3. Let (n, Z¯) be a pair consisting of an integer n = 0, 1, 2, . . . ,∞
and a spherical operator Z¯ = (Z1, . . . , Zd) (which may be the nil d-tuple when
n ≥ 1). Then there is a unique nondegenerate representation π of Td satisfying
π(Sk) = n · Sk ⊕ Zk, k = 1, . . . , d.
Every nondegenerate representation of Td on a separable Hilbert space arises in this
way, and if (n′, Z¯ ′) is another such pair giving rise to a representation π′, then π′
is unitarily equivalent to π iff n′ = n and Z¯ ′ is unitarily equivalent to Z¯.
Remarks. Of course, if Z¯ is the nil d-tuple then its corresponding summand in the
definition of π is absent. Let S ⊆ B(H) be a set of operators acting on a Hilbert
space H. A subspace K ⊆ H is said to be co-invariant under S is S∗K ⊆ K. K is
co-invariant iff its orthogonal complement is invariant, SK⊥ ⊆ K⊥. A co-invariant
subspace K is called full if H is spanned by {Tξ : ξ ∈ K} where T ranges over
the C∗-algebra generated by S. The following are equivalent for any co-invariant
subace K:
(8.4.1) K is full.
(8.4.2) H is the smallest reducing subspace for S which contains K.
(8.4.3) For every operator T in the commutant of S ∪ S∗ we have
TK = {0} =⇒ T = 0.
Let A be the algebra generated by S and the identity. We will often have a situation
in which the C∗-algebra generated by A is spanned by the set of products AA∗,
and in that case the following criterion can be added to the preceding list
(8.4.4) H is the smallest invariant subspace for S which contains K.
Indeed, since C∗(A) is spanned by AA∗ we have
spanC∗(A)K = spanAA∗K = spanAK,
hence (8.4.1) and (8.4.4) are equivalent.
Since the d-shift is a d-contraction, any d-tuple (T1, . . . , Td) of the form
Tk = n · Sk ⊕ Zk
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described in Proposition 8.3 is a d-contraction. If K is any co-invariant subspace
for {T1, . . . , Td} then the d-tuple (T ′1, . . . , T ′d) obtained by compressing to K
T ′k = PKTk ↾K
is also a d-contraction. Indeed, for each k = 1, . . . , d we have
T ′kT
′∗
k = PKTkPKT
∗
k ↾K≤ PKTkT ∗k ↾K ,
and therefore
∑
k T
′
kT
′∗
k ≤ 1. The following implies that d-tuples obtained from
this construction are the most general d-contractions.
Theorem 8.5. Let d = 1, 2, . . . , let T¯ = (T1, . . . , Td) be a d-contraction acting on
a separable Hilbert space and let S¯ = (S1, . . . , Sd) be the d-shift. Then there is a
triple (n, Z¯,K) consisting of an integer n = 0, 1, 2, . . . ,∞, a spherical operator Z¯,
and a full co-invariant subspace K for the operator
n · S¯ ⊕ Z¯
such that T¯ is unitarily equivalent to the compression of n · S¯ ⊕ Z¯ to K.
Let T ′ = (T ′1, . . . , T
′
d) be another d-contraction associated with another such triple
(n′, Z¯ ′,K ′). If T¯ and T¯ ′ are unitarily equivalent then n′ = n, and there are unitary
operators V ∈ B(n ·H2) and W : HZ¯ → HZ¯′ such that for k = 1, . . . , d we have
V Sk = SkV, WZk = Z
′
kW,
and which relate K to K ′ by way of (V ⊕W )K = K ′.
Finally, the integer n is the rank of the defect operator
1− T1T ∗1 − · · · − TdT ∗d ,
and Z¯ is the nil spherical operator iff T¯ is a null d-contraction.
Remark 8.6. Notice that the situation of (8.4.4) prevails in this case, and we may
conclude that for the triple (n, Z¯,K) associated with T¯ by Theorem 8.5, the Hilbert
space H˜ on which n · S¯ ⊕ Z¯ acts is generated as follows
H˜ = span{f(n · S1 ⊕ Z1, . . . , n · Sd ⊕ Zd)ξ : ξ ∈ K, f ∈ P}
P denoting the set of all polynomials in d complex variables.
Befire giving the proof of Theorem 8.5 we want to emphasize the following general
observation which asserts that, under certain conditions, a unitary operator which
intertwines two representations of a subalgebraA of a C∗-algebra B can be extended
to a unitary operator which intertwines ∗-representations of B.
We recall a general theorem of Stinespring, which asserts that every completely
positive map
φ : B → B(H)
defined on a unital C∗-algebra B can be represented in the form φ(x) = V ∗π(x)V ,
where π is a representation of B on another Hilbert space Hpi, and V ∈ B(H,Hpi).
The pair (V, π) is called minimal if
Hpi = span[π(x)ξ : x ∈ B, ξ ∈ H].
One can always arrange that (V, π) is minimal by cutting down to a suitable sub-
representation of π.
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Lemma 8.6. Let B be a C∗-algebra and let A be a (perhaps non self-adjoint)
subalgebra of B such that
(8.7) B = span‖·‖AA∗.
For k = 1, 2 let φk : B → B(Hk) be A-morphisms, and let U : H1 → H2 be a
unitary operator such that
Uφ1(a) = φ2(a)U, a ∈ A.
Let (Vk, πk) be a minimal Stinespring pair for φk, φk(x) = V
∗
k πk(x)Vk, x ∈ B.
Then there is a unique unitary operator W : Hpi1 → Hpi2 such that
(i) Wπ1(x) = π2(x)W, x ∈ B and
(ii) WV1 = V2U .
proof. Since both φ1 and φ2 are A-morphisms, the hypothesis on U implies that
Uφ1(ab
∗) = φ2(ab
∗)U for all a, b ∈ A. Hence (8.7) implies that Uφ1(x) = φ2(x)U
for every x ∈ B. The rest now follows from standard uniqueness assertions about
minimal completely positive dilations of completely positive maps of C∗-algebras
[3] 
Remark. There are many examples of subalgebras A of C∗-algebras B that satisfy
(8.7) besides the algebra A of polynomials in the Toeplitz algebra Td. Indeed, if A
is any algebra of operators on a Hilbert space which satisfies
A∗A ⊆ A+A∗
then the linear span of AA∗ is closed under multiplication, and hence the norm-
closed linear span of AA∗ is a C∗-algebra. Such examples arise in the theory of
E0-semigroups [6], and in the Cuntz C
∗-algebras On, n = 2, . . . ,∞.
proof of Theorem 8.5. Suppose that the operators Tk act on a Hilbert space H. Let
A be the algebra of all polynomials in the d-shift S¯ = (S1, . . . , Sd). By Theorem
6.3 there is an A-morphism
φ : Td → B(H)
such that φ(Sk) = Tk for k = 1, . . . , d. Let
φ(X) = V ∗π(X)V, X ∈ Td
be a minimal Stinespring representation of φ. We have
V ∗V = V ∗π(1)V = φ(1) = 1,
hence V is an isometry.
We claim that V H is co-invariant under π(A),
(8.8) π(A)∗V H ⊆ V H.
Indeed, if A ∈ A and P denotes the projection P = V V ∗ then for every X ∈ Td we
have
Pπ(A)Pπ(X)V = V φ(A)φ(X) = V φ(AX) = Pπ(AX)V = Pπ(A)π(X)V
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and hence the operator Pπ(A)P − Pπ(A) vanishes on
span[π(X)ξ : X ∈ Td, ξ ∈ H] = Hpi.
Thus π(A)∗P = Pπ(A)∗P and (8.8) follows.
Because of minimality of (V, π) it follows that the subspace K = V H ⊆ Hpi is a
full co-invariant subspace for the operator algebra π(A).
Proposition 8.3 shows that if we replace π with a unitarily equivalent repre-
sentation and adjust V accordingly then we may assume that there is an integer
n = 0, 1, 2, . . . ,∞ and a (perhaps nil) spherical operator Z¯ = (Z1, . . . , Zd) such that
Hpi = n ·H2 ⊕HZ¯ and
π(Sk) = n · Sk ⊕ Zk, k = 1, . . . , d.
That proves the first paragraph of Theorem 8.5.
The second paragraph follows after a straightforward application of Lemma 8.6,
once one notes that if we are given two triples (n, Z¯,K) and (n′, Z¯ ′,K ′) and we
define representations π and π′ of Td by
π(Sk) = n · Sk ⊕ Zk = σ1(Sk)⊕ σ2(Sk),
π′(Sk) = n
′ · Sk ⊕ Z ′k = σ′1(Sk)⊕ σ′2(Sk),
then σ1 is disjoint from σ2, σ
′
1 is disjoint from σ
′
2, while σk is quasi-equivalent to
σ′k. Thus, any unitary operator W which intertwines the representations π and π
′
must decompose into a direct sum W =W1 ⊕W2 where W1 intertwines σ1 and σ′1
and W2 intertwines σ2 and σ
′
2.
To prove the third paragraph, choose an integer n = 0, 1, 2, . . . ,∞, let Z¯ =
(Z1, . . . , Zd) be a spherical operator whose component operators act on a Hilbert
space L, and let K ⊆ n ·H2 ⊕ L be a full co-invariant subspace for the operator
n · S¯ ⊕ Z¯,
where S¯ = (S1, . . . , Sd) is the d-shift. Define T¯ = (T1, . . . , Td) by
Tj = PK(n · Sj ⊕ Zj) ↾K ,
j = 1, . . . , d. We have to identify the multiplicity n and the existence of the spherical
summand Z¯ in terms of T¯ .
Let PK ∈ B(n · H2 ⊕ L) denote the projection on K. Since K is co-invariant
under n · S¯ ⊕ Z¯ we have
PK(n · Sj ⊕ Zj) = PK(n · Sj ⊕ Zj)PK = TjPK
for every j = 1, . . . , d, and hence
(8.9) TjT
∗
j = PK(n · SjS∗j ⊕ ZjZ∗j ) ↾K .
By the remarks following Definition 2.10 we may sum on j to obtain
(8.10)
d∑
j=1
TjT
∗
j = PK(n · (1− E0)⊕ 1L) ↾K= 1K − PK(n ·E0 ⊕ 0) ↾K
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where E0 ∈ B(H2) denotes the one-dimensional projection onto the constants.
From (8.10) we find that the defect operator D has the form
(8.11) D = 1K − T1T ∗1 − · · · − TdT ∗d = PK(n · E0 ⊕ 0) ↾K .
Now for any positive operator B we have Bξ = 0 iff 〈Bξ, ξ〉 = 0. Thus the relation
(8.11) between the positive operators D and n · E0 ⊕ 0 implies that their kernels
are related by
{ξ ∈ K : Dξ = 0} = {ξ ∈ K : (n ·E0 ⊕ 0)ξ = 0},
and hence
rankD = dim((n · E0 ⊕ 0)K).
The dimension of the space N = (n · E0 ⊕ 0)K is easily seen to be n. Indeed,
notice that if A ∈ B(H2) is a polynomial in the operators S1, . . . , Sd then we have
E0A = E0AE0 = 〈A1, 1〉E0, and hence E0A is a scalar multiple of E0. Similarly, if
B ∈ B(n ·H2⊕L) is a polynomial in the operators n ·S1⊕Z1, . . . , n · Sd⊕Zd then
(n · E0 ⊕ 0)B is a scalar multiple of (n · E0 ⊕ 0), and hence for all such B we have
(n ·E0 ⊕ 0)BK ⊆ N.
Because K is a full co-invariant subspace, (8.4.4) implies that n ·H2⊕L is spanned
by vectors of the form Bξ, with B as above and ξ ∈ K. It follows that
(n ·E0 ⊕ 0)(n ·H2 ⊕ L) ⊆ N,
and therefore N is the range of the n-dimensional projection n · E0 ⊕ 0. Hence
dimN = n.
Finally, we consider case in which T¯ is a null d-contraction. Let Q and P be the
completely positive maps on B(H2) and B(K) given respectively by
P (A) = S1AS
∗
1 + · · · + SdAS∗d , A ∈ B(H2),
Q(B) = T1BT
∗
1 + · · ·+ TdBT ∗d , B ∈ B(K).
Formula (8.9) implies that Q(1K) = PK(n · P (1H2) ⊕ 1L) ↾K . Similarly, using
co-invariance of K repeatedly as in (8.9) we have
Tj1 . . . TjrT
∗
jr
. . . T ∗j1 = PK(n · (Sj1 . . . SjrS∗jr · · · S∗j1)⊕ Zj1 · · ·ZjrZ∗jr · · ·Z∗j1) ↾K
for every j1, . . . , jr ∈ {1, . . . , d}. After summing on j1, . . . , jr we obtain
Qr(1K) = PK(n · P r(1H2)⊕ 1L) ↾K , r = 1, 2, . . . .
Since P r(1H2) ↓ 0 as r →∞, we have
lim
r→∞
Qr(1K) = PK(0⊕ 1L) ↾K .
We conclude that T¯ is a null d-tuple iff 0 ⊕ L ⊥ K, that is, K ⊆ n · H2 ⊕ {0}.
Noting that n ·H2 ⊕ {0} is a reducing subspace for the operator n · S¯ ⊕ Z¯ we see
from (8.4.2) that
n ·H2 ⊕ L ⊆ n ·H2 ⊕ {0},
and therefore L = {0}. But a spherical d-tuple cannot be the zero d-tuple except
when it is the nil d-tuple, and thus we have proved that T¯ is a null d-contraction
iff Z¯ is nil 
The two extreme cases of Theorem 8.5 in which n = 0 and n = 1 are noteworthy.
From the case n = 0 we deduce the following result of Athavale [11], which was
established by entirely different methods.
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Corollary 1. Let T1, . . . , Td be a set of commuting operators on a Hilbert space H
such that T ∗1 T1 + · · ·+ T ∗d Td = 1. Then (T1, . . . , Td) is a subnormal d-tuple.
proof. Let Ak = T
∗
k . (A1, . . . , Ad) is a d-contraction for which
n = rank(1−A1A∗1 − · · · −AdA∗d) = 0.
Theorem 8.5 implies that there is a spherical operator Z¯ = (Z1, . . . , Zd) acting on
a Hilbert space H˜ ⊇ H such that Z∗kH ⊂ H and Ak is the compression of Zk to H,
k = 1, . . . , d. Hence Tk = A
∗
k = Z
∗
k ↾H for every k, so that (Z
∗
1 , . . . , Z
∗
d ) is a normal
d-tuple which extends (T1, . . . , Td) to a larger Hilbert space 
From the case n = 1 we have the following description of all d-contractions that
can be obtained by compressing the d-shift to a co-invariant subspace.
Corollary 2. Every nonzero co-invariant subspace K ⊆ H2 for the d-shift S¯ =
(S1, . . . , Sd) is full, and the compression of S¯ to K
Tk = PKSk ↾K , k = 1, . . . , d
defines a null d-contraction T¯ = (T1, . . . , Td) for which
(8.12) rank(1− T1T ∗1 − · · · − TdT ∗d ) = 1.
If K ′ is another co-invariant subspace for S¯ which gives rise to T¯ ′, then T¯ and T¯ ′
are unitarily equivalent if and only if K = K ′.
Every null d-contraction (T1, . . . , Td) satisfying (8.12) is unitarily equivalent to
one obtained by compressing (S1, . . . , Sd) to a co-invariant subspace of H
2.
proof. Let {0} 6= K ⊆ H2 be a a co-invariant subspace for the set of operators
{S1, . . . , Sd}. Since Td is an irreducible C∗-algebra it follows that K satisfies con-
dition (8.4.2), hence it is full. Let Tj be the compression of Sj to K, j = 1, . . . , d.
The canonical triple associated with T¯ = (T1, . . . , Td) is therefore (1,nil,K), and
the third paragraph of Theorem 8.5 implies that T¯ is a null d-contraction satisfying
(8.12).
If K ′ is another co-invariant subspace of H2 giving rise to a d-contraction T¯ ′
which is unitarily equivalent to T¯ then Theorem 8.5 implies that there is a unitary
operator V which commutes with S = {S1, . . . , Sd} such that V K = K ′. Because
V is unitary it must commute with S∗ as well, and hence with the Toeplitz algebra
Td. The latter is irreducible, hence V must be a scalar multiple of the identity
operator, hence K ′ = K.
Finally, if T¯ = (T1, . . . , Td) is any null d-contraction then Theorem 8.5 implies
that the spherical summand Z¯ of its dilation must be the nil d-tuple, and if in
addition
rank(1− T1T ∗1 − · · · − TdT ∗d ) = 1,
then the canonical triple associated with T¯ is (1,nil,K) for some subspace K of H2
which is co-invariant under the d-shift 
Lemma 7.13 asserts that the identity representation of the Toeplitz C∗-algebra
is a boundary representation for the unital operator space generated by the d-shift.
This fact has a number of interesting consequences, and we conclude with a brief
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discussion of one of them. Rudin posed the following function-theoretic problem
in the sixties: Do there exist nonconstant inner functions in H∞(Bd) [37]? This
problem was finally solved (affirmatively) in 1982 by B. A. Aleksandrov [38]. The
following Proposition implies that the answer to the analogue of Rudin’s question
for the multiplier algebra M is the opposite: there are no nontrivial isometries in
B(H2) which commute with {S1, . . . , Sd} when d ≥ 2. Indeed, we have the following
more general assertion.
Proposition 8.13. Let T1, T2, . . . be a finite or infinite sequence of operators on
H2d , d ≥ 2, which commute with the d-shift and which satisfy
(8.6) T ∗1 T1 + T
∗
2 T2 + · · · = 1.
Then each Tj is a scalar multiple of the identity operator.
proof. Consider the completely positive linear map φ defined on B(H2) by
φ(A) = T ∗1AT1 + T
∗
2AT2 + . . . .
The sum converges strongly for every operator A because by (8.6) we have
‖T1ξ‖2 + ‖T2ξ‖2 + · · · = ‖ξ‖2 <∞, ξ ∈ H2.
Moreover, since each Tk commutes with each Sj we have T
∗
kSjTk = T
∗
kTkSj , and
thus from (8.6) we conclude that φ(A) = A for every A in S = span{1, S1, . . . , Sd}.
Since the identity representation of Td is a boundary representation for S it follows
that φ(A) = A for every A in the Toeplitz C∗-algebra Td.
Let n be the number of operators in the sequence T1, T2, . . . and let V be the
linear map of H2 to n ·H2 defined by
V ξ = (T1ξ, T2ξ, . . . ).
Because of (8.6) V is an isometry. Letting π be the representation of B(H2) on
n ·H2 defined by
π(A) = A⊕A⊕ . . . ,
we find that (V, π) is a Stinespring pair for φ,
φ(A) = V ∗π(A)V, A ∈ B(H2).
Since
(V A− π(A)V )∗(V A− π(A)V ) = A∗φ(1)A − φ(A)∗A−A∗φ(A) + φ(A∗A) = 0,
we conclude that V A−π(A)V = 0. By examining the components of this operator
equation one sees that TkA = ATk for every k and every A ∈ Td. Since Td is
an irreducible C∗-algebra it follows that each Tk must be a scalar multiple of the
identity operator 
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Appendix. Trace estimates.
Fix d = 1, 2, . . . , let Ed be a d-dimensional Hilbert space, and let
F+(Ed) = C⊕ Ed ⊕ E2d ⊕ . . .
be the symmetric Fock space over Ed. The number operator is the unbounded
self-adjoint diagonal operator N satisfying Nξ = nξ, ξ ∈ End , n = 0, 1, . . . . Let Pn
be the projection on End . Then for every p > 0, (1 + N)
−p is a positive compact
operator
(1+N)−p =
∞∑
n=0
(n+ 1)−pPn
whose trace is given by
(A.1) trace(1+N)−p =
∞∑
n=0
dimEnd
(n+ 1)p
.
Thus (1 + N)−1 belongs to the Schatten class Lp(F+(Ed)) iff the infinite series
(A.1) converges. In this appendix we show that is the case iff p > d. Notice that
the function of a complex variable defined for ℜz > d by
ζd(z) = trace(1+N)
−z
is a d-dimensional variant of the Riemann zeta function, since for d = 1 we have
dimEnd = 1 for all n and hence
ζ1(z) =
∞∑
n=1
1
nz
.
We calculate the generating function for the coefficients dimEnd .
Lemma A.2. The numbers an,d = dimE
n
d are the coefficients of the series expan-
sion
(1− z)−d =
∞∑
n=0
an,dz
n, |z| < 1.
proof. Note that the numbers an,d satisfy the recurrence relation
(A.3) an,d+1 = a0,d + a1,d + · · ·+ an,d, n = 0, 1, . . . , d = 1, 2, . . . .
Indeed, if we choose a basis e1, . . . , ed for Ed then the set of symmetric products
{ei1ei2 . . . ein : 1 ≤ i1 ≤ · · · ≤ in ≤ d}
forms a basis for the vector space End and hence an,d is the cardinality of the set
Sn,d = {(i1, . . . , in) ∈ {1, . . . , d}n : 1 ≤ i1 ≤ · · · ≤ in ≤ d}.
Since Sn,d+1 decomposes into a disjoint union
Sn,d+1 =
n⊔
k=0
{(i1, . . . , in) ∈ Sn,d+1 : ik ≤ d, ik+1 = · · · = in = d+ 1},
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and since the kth set on the right has the same cardinality ak,d as Sk,d, (A.3)
follows.
From (A.3) we find that an,d+1−an−1,d+1 = an,d. Thus if we let fd be the formal
power series
(A.4) fd(z) =
∞∑
n=0
an,dz
n
then fd+1(z)− zfd+1(z) = fd(z), hence
fd+1(z) =
fd(z)
1− z .
Lemma A.1 follows after noting that f1(z) = 1 + z + z
2 + · · · = (1− z)−1 
Remark. Notice that the power series of Lemma A.2 converges absolutely to the
generating function (1− z)−d throughout the open unit disk |z| < 1.
By evaluating successive derivatives of the generating function at the origin, we
find that
(A.5) dimEnd =
(n+ d− 1)(n + d− 2) . . . d
n!
=
(n + d− 1)!
n!(d− 1)! .
A straightforward application of Stirling’s formula [36, p. 194]
N ! ∼
√
2π NN+1/2e−N
leads to
lim
n→∞
(n+ 1)−d+1
(n+ d− 1)!
n!
=
1
(d− 1)!
and hence
(A.6) dimEnd ∼
(n+ 1)d−1
(d− 1)! .
We now prove the assertion of (5.2).
Theorem. For p > 0 we have trace(1+N)−p <∞ if and only if p > d.
proof. By (A.6), the infinite series
trace(1+N)−p =
∞∑
n=0
dimEnd
(n+ 1)p
converges if and only if the series
∞∑
n=0
1
(n+ 1)p−d+1
converges; i.e., iff p > d 
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