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an66 STB-37–STB-42 available in bound format
Patricia Branton, Stata Corporation, stata@stata.com
The seventh year of the Stata Technical Bulletin (issues 37–42) has been reprinted in a bound book called The Stata
Technical Bulletin Reprints, Volume 7. The volume of reprints is available from StataCorp for $25, plus shipping. Or, you may
purchase all seven reprint volumes for $119, plus shipping, or just the most recent three volumes for $65, plus shipping. Authors
of inserts in STB-37–STB-42 will automatically receive the book at no charge and need not order.
This book of reprints includes everything that appeared in issues 37–42 of the STB. As a consequence, you do not need
to purchase the reprints if you saved your STBs. However, many subscribers ﬁnd the reprints useful since they are bound in a
convenient volume. Our primary reason for reprinting the STB, though, is to make it easier and cheaper for new users to obtain
back issues. For those not purchasing the Reprints, note that zz8 in this issue provides a cumulative index for the seventh year
of the original STBs.
dm55 Generating sequences and patterns of numeric data: an extension to egen
R. Mark Esman, Stata Corporation, FAX 409-696-4601, mesman@stata.com







































o. It should be placed in the personal




n function. This function will also be included in the next release of Stata. Until















































n functions. The numlist must contain only numeric values. Alphanumeric
characters are not supported.
Examples






) how the sequence should look. It must be a linear progression

















































































































































































































































To produce repeating patterns, you must create the pattern deﬁnition by repeating the pattern twice in the numlist. For
example, to produce a pattern such as 1, 3, 2, 4, 1, 3, 2, 4
:
:














































































































































































































































) should make the generation of


















Cox, N. J. 1997. dm44: Sequences of integers. Stata Technical Bulletin 37: 2–4.
dm56 A labels editor for Windows and Macintosh
John R. Gleason, Syracuse University, loesljrg@ican.net
[Editor’s note: If you are running Windows NT or Macintosh, you may need to download the latest Stata executable from
the Stata web site prior to running this command.]
Stata provides three types of labels: Variable labels and the dataset label (each can be up to 31 characters long), and value



















































t can be launched with a mouse
click or a keystroke shortcut; see Remark 7, below. If a varlist is present, only the variable labels and value label assignments














t operates in one of two modes: variables mode (shown in Figure 1) in which variable labels and value label
assignments can be edited, and value label mode (shown in Figures 2 and 3) in which value label deﬁnitions can be edited. To
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t begins in variables mode, with the edit window in the bottom portion of the dialog displaying the ﬁrst ﬁve variable
names and, beside them, the associated variable labels and assigned value labels. Typing a name into the edit box in the Value
Label column assigns that value label to the associated variable; clearing the edit box removes an existing value label assignment.
Similarly, the text in the edit box in the Variable Label column will be assigned as the variable’s label; clearing that edit box
removes an existing variable label. (Note that the edit boxes in the left and right stacks of the edit window will accept no more
than 8 or 31 characters, respectively. Observe also that there will often be a leading blank character in those boxes, which must
be removed to achieve the maximum length of 8 or 31 characters.)
But there is no Save button: The edit window autosaves its contents whenever any of the six scroll buttons (at the left edge
of the window) is clicked, even if no actual scrolling occurs. In the situation of Figure 1, there are only four variables and hence
the scroll buttons cannot move a new set of variables into the edit window; nevertheless, clicking any of the scroll buttons would
update the variable labels and value label assignments for each of the four variables present in the window. If more than ﬁve
variables are available so that actual scrolling is possible, the six scroll buttons traverse the variable list in a sensible manner.
Clicking Dn, for example, shifts downward one position in the variable list, that is, moves the variables one position upward
in the edit window, bringing a new variable into view and moving one variable out of the window. Clicking PgDn shifts ﬁve
positions downward in the variable list, and clicking Bottom shifts so that the last variable appears in the bottom position of
the edit window.
Further, any given variable can be located by typing its name in the edit box above the Select Variable button. Alternatively,
clicking the downarrow at the right edge of the edit box presents a drop-down list of variable names, any one of which can be
placed in the edit box by clicking. In either case, clicking the Select Variable button then brings the desired variable and its
labels into view—in the top position of the edit window, if possible.







t into value label mode. In this mode, the right stack of edit boxes
presents nonnegative integers and the left stack displays the associated value labels (if any). If a Value Label box is empty or
contains the same integer that appears to its right, there is no label currently deﬁned for that integer value. A new value label
scheme can be deﬁned by assigning it a name in the box above the Select Label button, and typing labels in the Value Label
boxes next to the appropriate integers. The Dn and PgDn buttons can be used to bring a new set of consecutive integers into
the Numeric Value boxes. However, any set of nonnegative integers can be typed into the Numeric Value boxes, in any order,
and labels assigned to them in the Value Label boxes. Thus, it is not necessary to scroll downward to ﬁnd a desired integerStata Technical Bulletin 5
in order to assign it a label. And, just as in variables mode, the edit window autosaves its contents: clicking any scroll button
updates the selected value label with the current contents of the two stacks of edit boxes.

























a. These are indicator variables for which a





s to the numeric values
0 and
1 might be useful. That can be done by typing the desired
labels in the ﬁrst two Value Label boxes, as shown in Figure 2.





l) in value label mode.
But imagine that we also want to use the numeric value
9 to represent an uncertain or unknown status for an indicator variable.







n in the left edit box, and






l) into the edit box above the Select Label button; Figure 2 shows the resulting dialog. Clicking any of
















e had been used.
To edit existing value labels, type the label name into the edit box above the Select Label button and then click that button.
Alternatively, click the downarrow at the right edge of the edit box and choose a value label name from the drop-down list that
















a. New labels can be added to the deﬁnition by
typing the desired mapping(s) into any available pair(s) of edit boxes. Existing labels can be edited, or removed by clearing
the relevant edit box. (Note that an existing value label will be dropped as soon as the last of its deﬁned labels is cleared; this
occurs automatically, and without notiﬁcation.) To illustrate, recall that the Value Label edit boxes will accept no more than 8
characters. This makes it easy to create right-justiﬁed labels, if desired: Place the insertion caret at the left edge of the edit box,


























The remaining three buttons in the value label panel provide information about currently deﬁned labels. Clicking Dir displays






r had been given. Clicking
the List button displays on the Results screen the deﬁnition of the selected value label, or of all deﬁned value labels if there is







t had been given. For example, clicking the List button in Figure 3 would























































Finally, the Query button looks up labels assigned by the selected value label: type any set of nonnegative integers into
the Numeric Value edit boxes, click on Query, and the labels assigned to those integers appear in the Value Label edit boxes.
If the Value Label box matches the Numeric Value box, no label is currently assigned to that integer.
Remarks































bypasses construction of that list, which can make startup appreciably faster. Existing value labels can still be edited and







l option merely leads to an empty drop-down list of value label names.
2. Whether or not the drop-down list is created, it cannot be updated during an editing session. So, if a new value label is
created or an existing value label is dropped, the drop-down list will not reﬂect that fact. Instead, use the Dir button to
view the list of value labels that are deﬁned at any point.
3. Value labels cannot be assigned to string variables; in variables mode, the Value Label box for a string variable contains









4. The left-quote (‘
‘’) and double-quote (‘
"’) characters must be avoided. A ‘
‘’ character forces some part of the text to be
interpreted as a macro expansion, which typically causes that part to vanish. Instances of ‘
"’ will usually have the same
effect, but can produce other kinds of errors as well.
5. Clicking the Browse checkbox (just above the scroll buttons) disables the autosave action of the scroll buttons in both
variables mode and value labels mode. With this setting, labels can be examined without fear of altering their current
settings. But note that when Browse is set, any changes made in the two stacks of edit boxes are immediately lost as soon
as a scroll button is clicked.
6. Beside the Query button there is an edit box that can be used to assign a new dataset label, by clicking the button just







t is launched because there is
(at present) no simple way to query the dataset label.














t by clicking on a menu


































































o.( S e e[ U ]5.7,
6.7,o r7.6 Executing commands every time Stata is started.)
Acknowledgment
This project was supported by a grant R01-MH54929 from the National Institute on Mental Health to Michael P. Carey.
Reference
Gleason, J. R. 1998. dm57: A notes editor for Windows and Macintosh. Stata Technical Bulletin 43: 6–9.
dm57 A notes editor for Windows and Macintosh
John R. Gleason, Syracuse University, loesljrg@ican.net
[Editor’s note: If you are running Windows NT or Macintosh, you may need to download the latest Stata executable from
the Stata web site prior to running this command.]





s command has provided a way to embed commentary in a dataset; see [R] notes. Notes can
be used to document the source of the data, to explain details of data collection and variable deﬁnitions, or to record remarks





s command offers only the most rudimentary abilities: Notes can be created and associated
with any existing variable or with the dataset (
d
t
a notes), and existing notes can be displayed or dropped. But there is no wayStata Technical Bulletin 7
to edit the content of a note, to insert a new note between two old ones, or to change the ordering of notes, except to create


























t uses the dialog programming features new in Version 5.0 (for Windows and Macintosh only) and so is restricted to








which presents a dialog resembling those shown in Figures 1–3. (However, many users will ﬁnd it convenient to add a new







t can be launched with a mouse click or a keystroke shortcut. See Remark 4,
below.)







t might begin by selecting a notes category, i.e., either
d
t
a or the name of an existing variable.
That is done by typing the category name into the edit ﬁeld beneath the label Notes Category. Alternatively, click on the desired











a (included with this insert).
Figure 1. Selecting a notes category from the drop-down list.
Clicking the Select button then selects the category whose name appears in the edit box. If there are any notes associated
with that category, they will be copied to a series of global macros—a buffer. The box marked Data Notes will display the
number of notes currently in the dataset; the box marked Buffer Notes will show the number of the last non-blank note currently
held in the buffer. The bottom portion of the dialog presents a scrollable window of depth ﬁve into the notes buffer; scrolling
is controlled by a set of six navigation buttons at the left edge of the window.
























The ﬁrst ﬁve of the 11
d
t
a notes are visible in the buffer window; the remaining six notes can be brought into view
using the Dn, PgDn,o rBottom buttons. Each of the ﬁve slots in the buffer window is a functional edit box: Its contents can8 Stata Technical Bulletin STB-43
be replaced, deleted, overwritten, or cut, copied, and pasted to and from the clipboard—all in the usual manner. For example,
on Windows 95, selecting text and right-clicking brings up a context menu that provides options for the cut, copy, and paste
operations, among others. At the right of the buffer window are two buttons that operate on a single buffer slot. The Insert
button creates a new, blank note, pushing existing notes downward in the buffer. The Delete button deletes a note and pulls
existing notes upward to ﬁll the gap. The bank of radio buttons controls the buffer position where the Insert or Delete action
takes place.
Alternatively, one can simply begin with an empty buffer (clicking the Clear Buffer button arranges for that) and start
typing notes into the buffer window slots. The category to which the notes will be attached can be selected later. There is no
limit on the number of notes one can create, and each note can be as long as Stata’s macros permit. (See [R] limits.) The
contents of the notes buffer can be scrolled and altered at will; they do not become part of the dataset in memory until the
Save button is clicked. Doing so copies the contents of the notes buffer to the dataset, replacing any previous notes associated
with the selected category. For example, clicking Clear Buffer and then Save is an easy way to erase all notes for the selected















t tries to mimic the working style of a simple text editor; there are, however, some unavoidable differences.
For one, the buttons at the left of the buffer window are required to navigate the notes buffer; you can’t simply keep typing
notes and pressing Enter, as you might in a text editor, and there is no vertical scroll bar. Typing a note into an empty slot
does not immediately increment the displayed count of buffer notes, as it might in an editor. And an ‘empty’ slot in the buffer
window in fact holds a single space character “ ”; slots
1,
2,a n d
4 in Figure 3 are examples.






























e. Clicking Insert, Delete, Compact
Buffer, Save, or any of the six navigation buttons forces an update of the buffer window, during which leading blank characters
are discarded and the number of buffer notes is refreshed, even if no scrolling occurs. (Note that, as in Figure 3, the buffer note





s, buffer notes are purged of excess blanks when they are saved.



























3, not in slots
1,
3,a n d













t buffer can contain any number of blank notes, they will be purged during a Save operation. For example,






l. That is, clicking
Save ﬁrst updates and compacts the notes buffer, and then copies the buffer to the current data, overwriting any previous notes
in the selected category. Clicking the Compact Buffer button performs just the ﬁrst step so that the buffer contains only the
notes that will be saved, numbered consecutively.
Remarks







t does not save blank notes. To separate groups of notes, create a note consisting of a single
non-blank character such as ‘








S will, if separated by blanks from other text, be translated to a date/time stamp. The translation
occurs when the Save button is clicked. To see the result, reload the saved notes with the Select button, or use the Display
button.Stata Technical Bulletin 9






s cat had been issued, where cat is the name of the selected category.














t by clicking on a menu





































































o.( S e e[ U ]5.7, 6.7,
or 7.6 Executing commands every time Stata is started.)
5. The left-quote (‘
‘’) and double-quote (‘
"’) characters must be avoided. A ‘
‘’ character forces some part of the note to be
interpreted as a macro expansion, which typically causes that part to vanish. Instances of ‘
"’ will produce an error message
on the Results screen.
Acknowledgment
This project was supported by a grant R01-MH54929 from the National Institute on Mental Health to Michael P. Carey.
dm58 A package for the analysis of husband–wife data
Jeroen Weesie, Utrecht University, Netherlands, weesie@weesie.fsw.ruu.nl
This insert describes the package
h
h, a collection of programs that facilitate the analysis of 2-level data on individuals
nested within households in long format (i.e., the data of husbands and wives are provided in separate records), without going














e involves some loss
of information, e.g., notes associated with variables.) While
h
h was written for household data, it can be used to facilitate the
analysis of data on other, similar asymmetric matches such as buyer supplier relationships.
The main features of the
h
h programs are explained in a sample session in which we use the dataset HIN95 (“Households in the
Netherlands 1995”) on the “internal organization of households”. The dataset contains data on 1,533 couples (1,523 man–woman,
10 man–man/woman–woman) and 288 singles. The data on couples comprises information on individual characteristics of the
spouses (e.g., individual labor market career, attitudes and opinions towards the relationship with their partner, etc.), as well as
“couple data” (e.g., characteristics of their children, their joint housing history, division of labor, ﬁnancial practices, etc.). For
singles, the data comprises about the same individual characteristics as those for couples, but not the couple variables; additional
variables contain information unique to singles.
An appropriate way to represent the data would probably use some kind of relational data base. Stata, however, only knows
a rectangular data matrix as a data structure. Thus, we are forced to represent the data either as information on households,
with individual information on spouses stored in different variables, or as information on individuals, with the household-level







e terminology, the ﬁrst representation is the “wide format” and
the second is the “long format”. Both representations have their advantages and disadvantages. For instance, in the wide format,
all data manipulation on individual-level characteristics has to be performed twice for the two partners. This is laborious and
error prone (How can I be sure that the code for husbands and wives is consistent?). Moreover, the number of variables would
be prohibitive in wide format (approximately 3,000 variables with HIN95). In the long format, however, memory and disk
space is wasted by duplicating household-level information in the records of spouses. Comparison or aggregation of individual









become hazardous since they select individuals rather than households. Finally, in most of our analyses, the unit of analysis is
the household, not an individual, but individual characteristics (e.g., the wage rates of the partners) frequently enter the analysis.
The
h
h package is a modest and application-speciﬁc contribution to the reduction of the problems of the analysis of
multi-level data using “traditional” nonrelational data management programs. It employs the long format. First we have to declare































































































































































































































t deduces the number of singles (unique records for the household identiﬁer) and gay/lesbian couples from






r, we can now10 Stata Technical Bulletin STB-43



















































































































































































































































Like many behavioral and attitudinal characteristics of couples, the intra-household correlation in religious behavior is quite


























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































h package, it is still possible to correlate individual-level variables, such as the 2-way cross-tabulation of
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that the selected subsample violated household boundaries: In some households, only one of the partners was selected. What







would have proceeded to compute statistics.)
In the
h
h programs, I implemented a simple mechanism to deal with selection of “clustered” observations via the selection









y speciﬁes that all households are selected in which



























































































































































































































































































































































































































































































































Unsurprisingly, the number of selected households via the
a
l






















t cover only a small part of the statistical features of Stata. To use more
general commands, we added a pre-command
h
h






















































































































































































































































































































































































r allows variable lists and
displays individual-level summary statistics. The
h
h
i pre-command can be used for more advanced uses as well. For instance,













































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































t speciﬁes the household identiﬁcation variable and a variable specifying the sex of the respondents. Neither variable should
contain missing values.
h





















H name, and thus has to be supplied only once.








r variable should be speciﬁed that identiﬁes the “main” couple by value 1 and all other household
members by value 0. The
h




























q)m a yb e







t displays whether an expression is true for husband and wife as a 2
￿2 table if husbands and wives are different,
otherwise, a 2



















r lists the husband–wife (intra-household) correlations and marginal summary statistics for husbands and wives for the
variables in varlist.Stata Technical Bulletin 13
h
h
i facilitates mixed-level statistical analyses in which individual and household characteristics are combined.
h
h






























i, it is possible to include in the varlist preﬁxed variables that deﬁne variables from individual-level data:
h
.varname husband’s value of varname
w
.varname wife’s value of varname
m
.varname mean of varname for husband and wife
d
.varname husband–wife difference for varname
a
.varname absolute difference between husband and wife in varname
If a variable is speciﬁed without a preﬁx,
h
h




variable names by prepending or replacing the ﬁrst character with the function preﬁx.
h
h
i may yield incorrect results if the





of the sample via
h
h






















n. The selected observations are marked by































l speciﬁes that variable labels are included in the display table instead of the means and standard deviations of the variables




d speciﬁes that the names of the newly generated variables are formed by preﬁxing the function-preﬁx to the name of the


















p speciﬁes that the constructed variables should be kept in the data. This allows the use of the standard Stata post-estimation


























h package was designed to facilitate working with the household data “Households in the Netherlands 1995” (HIN95), a
survey held among approximately 1,500 couples and approximately 300 singles as part of the PIONIER program “The Management
of Matches” that is supported by the Netherlands Organization for Scientiﬁc Research via research grant PGS 50-370 to W. Raub
and J. Weesie.
ip25 Parameterized Monte Carlo simulations: An enhancement to the simulation command
Jeroen Weesie, Utrecht University, Netherlands, weesie@weesie.fsw.ruu.nl





l that greatly simpliﬁes Monte Carlo type simulations. In such simulations we usually
seek to analyze the properties of stochastic (e.g., statistical) models that are too hard or too time-consuming to understand14 Stata Technical Bulletin STB-43
analytically. In my own applications of Monte Carlo simulations, I typically seek to derive—and possibly understand—how some
“output” parameter of a stochastic model depends on some parameters of the model. For instance, how well is (a tail-probability
of) the distribution of some statistic approximated by a limiting distribution? And, as a more detailed problem, how does the
quality of the approximation depend on parameters of the model? Finding an answer to the latter type of question requires


















l for Monte Carlo simulation, that adds the possibility

















l in the Stata Reference







2 only supports “full-factorial parameterized simulations” (FFPS)i nw h i c hall combinations of the speciﬁed
levels of a series of parameters are simulated. FFPS is clearly only suitable for moderate numbers of parameters and moderate
number of levels for each parameter: The number of conditions to be simulated equals the product of the number of levels of
the parameters, and this rapidly “explodes”! If you need to simulate the effects of many parameters and/or your parameters take
relatively many levels, FFPS is clearly not appropriate, and you have to turn to some cleverly constructed subsets of conditions



















































) speciﬁes any arguments to be passed to progname on invocation. The query call is then of the form “progname










) speciﬁes a full-factorial parameterized simulation as one or more parameter speciﬁcations separated by commas. A











t for details). The parameter names have to be included at the beginning of the list of variable names set in
S
1
when progname is called at the outset. Also, the parameter names have to be included, again at the beginning, in the list










t speciﬁes that a brief report is displayed with the interpretation of the parameters, including the total number of conditions
to be simulated.
Examples





l in the Stata Reference Manual, the simulation of a sample of 100 observations from a standard






2 it is easy to perform this simulation varying both the location and the scale






￿ adding the parameters loc and scale to the list of variable names to be saved.









e on the line that posts the results.
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s now speciﬁes that
the conditions are described via the associated parameter values.

































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Royston, P. 1995. ip9: Repeat Stata command by variable(s). Stata Technical Bulletin 27: 3–5. Reprinted in Stata Technical Bulletin Reprints vol. 5,
pp. 67–69.
sbe16.2 Corrections to the meta-analysis command
Stephen Sharp, London School of Hygiene and Tropical Medicine, stephen.sharp@lshtm.ac.uk
Jonathan Sterne, United Medical and Dental Schools, UK, j.sterne@umds.ac.uk
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sg33.1 Enhancements for calculation of adjusted means and adjusted proportions
Joanne M. Garrett, University of North Carolina at Chapel Hill, FAX 919-966-2274, garrettj@med.unc.edu
After ﬁtting a multiple linear regression model or a logistic regression model, we often want to report our results as covariate























o (adjusted probabilities from logistic regression
models) which were described in STB-24 (Garrett 1995). Now these programs have several enhancements which have come about
from suggestions received from other users, as well as additions I use for my own work. These programs have the same names
as the originals. Therefore, if you don’t want to replace the old ones, you may want to rename them before loading these.









2. Standard errors (of the prediction) are printed.
3. Lowest category defaults to reference group.
4. An
F test for the overall difference of the means is printed for a linear model; a likelihood ratio chi-square for the overall
difference of proportions is printed for a logistic regression model.
5. Covariates can be set to any value for prediction after estimation of the model.
6. A second nominal
X can be speciﬁed; includes test for interaction.















s) and uses the estimated coefﬁcients to calculate means and conﬁdence







p ﬁts a logistic regression model (using logistic)
and uses these estimated coefﬁcients to calculate proportions (probabilities) and conﬁdence intervals. Both programs adjust the
estimates to the means (by default) of any covariates in the model. The means or probabilities and conﬁdence intervals are
always shown. Optionally, the model and/or a graph may be printed. Temporary dummy variables are generated automatically






















































































































where yvar is a binary outcome variable that must be coded 0 or 1.







) speciﬁes one or two nominal variables that deﬁne the categories for the estimated means or probabilities.
This option is required.
If one
X (xvar1) is speciﬁed, temporary dummy variables are created for use in the model; the lowest category defaults
to the reference group (it was the highest category in the earlier versions of the programs). This is consistent with Stata’s
x
i command (although it doesn’t use
x
i’s naming convention). When only one









2 is the 2nd category of
X,
X
3 is the 3rd category, etc. An overall test of differences is
printed, based on an
F test for the linear model, or a likelihood-ratio test for the logistic model.
A second categorical
X (xvar2) can be speciﬁed. Adjusted means (or probabilities) are estimated for all possible combinations
of the
X’s. For example, suppose the outcome is systolic blood pressure and xvar1 is race with three categories and xvar2


























































n) are calculated for six categories: white males, white females, black
males, black females, Asian males, and Asian females. Had the outcome been a dichotomous variable for hypertension
(1
=hypertensive, 0







p) would be calculated for each of the
six categories.










4, etc., where the ﬁrst number (“
1”) speciﬁes dummy variables representing xvar1, and the second









4, etc. Interaction terms are created
by multiplying combinations for the xvar1 and xvar2 dummy variables in the model. An
F test for a linear model or the








) speciﬁes an optional list of covariates. If this option is not speciﬁed, unadjusted estimates are reported. Values
for the covariates default to their means. Alternatively, some (or all) covariates can be set to any value for prediction after
estimation of the model. For example, the following statement estimates the systolic blood pressure means for each race



























































































































h displays points for each adjusted mean or probability (
y-axis) by xvar1 (
x-axis). If only xvar1 is requested, conﬁdence
intervals are shown also. If xvar2 is speciﬁed, the points are separated by categories of xvar2, with xvar1 still deﬁning the
x-axis. This sounds more confusing than it is—see examples which follow.
b
a
r displays a bar graph rather than point estimates when speciﬁed with graph.













To illustrate how these programs work, let’s take a look at a study of the cost of treating patients with acute low back pain
(Carey et al. 1995). All patients (
n








































































































































































































































































































































































































































































































































































































Does the cost of care for an episode of low back pain differ by the type of provider seen? Provider types are 1 for primary
care physician, 2 for chiropractor, 3 for orthopedist, and 4 for HMO physician. To answer this, we would look at the mean cost























































































































































































































































































































































































































We see that the “unadjusted” mean costs differ by type of provider seen, with patients of chiropractors and orthopedists
incurring the largest costs ($626 and $628), and HMO patients the least ($341). The overall
F test shows a signiﬁcant (
p
<0.0001)
































































An argument might be made that the cost of treating LBP is higher for chiropractors and orthopedist because their patients
have more severe pain. We rerun Example 1, but this time we will adjust for variables such as age, severity (a scale from 0 to
23, where 0 means no impairment and 23 means complete incapacitation), and sciatica (another measure of severity, where 1
means sciatica present, 0 means no sciatica). In addition to requesting the adjusted means, we request the model to be printed
























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































e of 2) versus





























e of 4) to primary care. The orthopedists’ mean costs decreases from $628 (Example 1 result) to $587 after
adjustment for age, severity of low back pain, and sciatica. Primary care physician–adjusted mean costs are lower as well,
while chiropractors and HMO–adjusted costs increase. There is still an overall statistical difference in these means. Chiropractors
and orthopedists charge more, even after adjusting for age and measures of severity. A graph of the adjusted means and 95%









































































( See Figure 2 below


























































































































1:PC 2:Chiro 3:Ortho 4:HMO
Figure 1. Adjusted means and 95% CI. Figure 2. Adjusted means bar graph.

















































































= 1, 3, and 4









=MD). In addition, after
ﬁtting the model, let’s calculate the predicted mean cost by chiropractor versus MD for someone who is 40 years old, has a low
severity score (2), and no sciatica (0). The program does this by estimating the betas for the regression equation, then calculating






















































































































































































































































































































































































Overall, the mean costs are lower for these patients with less severe back pain, though we see that chiropractors have
signiﬁcantly higher costs ($352) than MD’s ($135). Let’s repeat Example 3 for patients who are the same age (40), but have
























































































































































































































































































































































































Not surprisingly, the cost of care increases substantially when the patients have more severe low back pain. Chiropractors
continue to have signiﬁcantly higher mean costs ($1,064) than MD’s ($847).20 Stata Technical Bulletin STB-43
Example 4



















=no sciatica), adjusted for age and severity. The model will be printed, and a graph is requested,











































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































( See Figure 3 below
)

























created between them. (Note: This would have been simpler to read if the variables had retained their original names, but often
there are more than two categories per variable, and naming gets complicated. Most of the time, we’re not interested in seeing
the model, anyway. The default summary statistics usually give all the information we want.)
The highest mean cost is for patients with sciatica seeing chiropractors ($826), but costs are higher also for sciatica patients
seeing physicians ($602). There is no evidence of interaction (
p





F statistic at the bottom of the output. The graph (see Figure 3) conﬁrms this. Although it may not be appropriate







t option can work, as well as to show
that two lines couldn’t be much more parallel (a clear indication of no interaction).







































































( See Figure 4 below
)

























































































































 sciatica = 0:No  sciatica = 1:Yes
0:MD 1:Chiro















a adjusted for age & severity. Figure 4. Bar graph version of Figure 3.
Example 5








d by gender (1
=male, 0




























































































































































































































































































































































































































































































































































































































































































 gender = 0:Female  gender = 1:Male
0:MD 1:Chiro














Within chiropractors, mean costs are higher for females ($882) than males ($602), whereas within physicians, the relationship
is reversed—females: $304, males: $446. The test for interaction is highly signiﬁcant (
p
<0.0001), and the bar graph (see Figure
5) illustrates the relationship visually.22 Stata Technical Bulletin STB-43
Example 6








e), we ﬁnd that females have higher
mean costs than males if they visit chiropractors, but have about the same or lower costs than males for primary care, orthopedic,





















































































































































































































































































































































































































































































































































































































































































































































































































































































 gender = 0:Female  gender = 1:Male
1:PC 2:Chiro 3:Ortho 4:HMO
Figure 6. Mean costs adjusted by provider type and gender.
Example 7
In the previous examples, we looked at adjusted means (costs), so let’s look at a couple of examples where the outcome is








outcome we considered in this study was how quickly patients got over their back pain. Of course, each provider type was sure








w, which measured whether patients still had back pain










=better). So, our logistic regression model predicts the probability of still having low



















a. The following statement includes a request to display the logistic regression model results and a bar





































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































1:PC 2:Chiro 3:Ortho 4:HMO
Figure 7. Adjusted probabilities by provider type.








odds ratio of not being better at 4 weeks for chiropractic patients compared to primary care patients. The adjusted probabilities
are similar to each other, with about 14.1% of primary care, 13.7% of chiropractic, 14.3% of orthopedic, and 16.9% of HMO
patients not better at 4 weeks. Although it looks like more of the HMO patients in Figure 7 still have low back pain, the differences
between provider types is not statistically signiﬁcant (
p
=0.7635). The bottom line—no matter who you go see to treat low back
pain, you’ll get better in about the same amount of time. (Actually, an alternative strategy suggests you’ll do just as well and
save a lot of money if you avoid seeing anyone.)
Example 8

















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































 severe3 = 1:Mild  severe3 = 2:Mod
 severe3 = 3:Severe
1:PC 2:Chiro 3:Ortho 4:HMO
Figure 8. Probability of low back pain at 4 weeks adjusted by provider type and severity of LBP.
















and the interaction terms between them. There is no evidence of interaction (
p
= 0.7845). In the bar graph (Figure 8), we see
very little difference in the probability of not recovering by four weeks across provider type, but a distinct difference by degree
of severity. Only 3% to 5% of patients who had mild pain at baseline have not recovered by four weeks, 10% to 15% of those
with moderate pain have not recovered, and 26% to 35% of those with severe pain are still not better.
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A fractional polynomial (FP) is a polynomial whose powers are integers or fractions which may be positive, zero, or









y ﬁts regression models with a single predictor transformed to a fractional polynomial, with any other
predictors untransformed. The procedure is suitable when we are interested in a single continuous covariate and we wish to








l described here may be used to model two or more continuous
covariates simultaneously using FPs.
Multivariable fractional polynomial models are especially useful when one wishes to preserve the continuous nature of the









l ﬁnds a fractional polynomial transformation for each predictor in turn, while holding the functional forms
of the other predictors temporarily ﬁxed. The algorithm converges when the functional forms of the predictors (i.e. the FP powers)
do not change. Variable selection by backward elimination is available as an option within the procedure.Stata Technical Bulletin 25




o dataset supplied with Stata, and
a leg ulcer dataset previously analyzed by Smith et al. (1992) and Royston & Altman (1994). The former is assumed to have




























































Fractional polynomials were introduced by Royston and Altman (1994), and are described in detail in [R] fracpoly.T h e
backﬁtting algorithm is described by Royston and Altman (1994) with reﬁnements (implemented here) by Sauerbrei and Royston
(1998).
Fractional polynomials
As noted earlier, a fractional polynomial in
x is a polynomial whose powers may be fractional. The polynomial may contain
any number of terms but models with one or two terms are suitable for most practical purposes. This is especially true when we


































Fractional polynomials are useful when we wish to transform a predictor to try to improve the ﬁt of a linear regression
model. The best degree-one FP model has a single power of
x, which is found by ﬁtting models corresponding to each power in
the above set in turn and choosing the model with the lowest deviance (deﬁned as minus twice the maximized log likelihood).
The power 1 corresponds to the linear model. The best degree-two FP model has 2 terms in
x and is found by ﬁtting models
which correspond to every possible pair of powers in the set. Two parameters (degrees of freedom) are considered to be used by
every term in a fractional polynomial model: one for each regression coefﬁcient and one for each power. This is an approximation
in that the set of possible powers is ﬁnite, rather than inﬁnite as would be the case if arbitrary powers were allowed.









l determines the order in which the predictors are to be processed. By default, all
predictors are entered as linear into a multiple regression model and the processing order is determined from the
p values of the
Wald statistics for removing each variable singly from the model. The predictor with the smallest
p value (denoted by
x
1)i s
processed ﬁrst, that with the second smallest
p value is dealt with second, and so on. The aim is to model relatively unimportant
variables after important variables, which may help reduce potential model-ﬁtting difﬁculties associated with collinearity or
“concurvity.” As always with multiple regression, however, the inclusion of highly correlated predictors may cause difﬁculties.
For example, the ﬁnal FP chosen for a pair of correlated variables may depend on which variable happens to be modeled ﬁrst
in the backﬁtting algorithm, that is, on the signiﬁcance of each variable in a multiple regression model as described above.
The present paragraph describes the default case in which all variables are to be included in a ﬁnal model—no variable
selection is applied. At the initial cycle of the algorithm, all predictors which have not yet been considered for transformation
are entered into the regression model as linear. The ﬁrst step is to consider whether there is any beneﬁt in transforming
x
1 to an
FP. This is accomplished by comparing the model with a second-degree FP in
x
1 with that with a ﬁrst-degree FP in
x
1,u s i n g
a deviance-based signiﬁcance test. The deviance difference between the models is compared with the appropriate percentile of
a
￿
2 distribution with two degrees of freedom. (In the case of normal-errors models, an
F test is used.) If the corresponding







) option, a second-degree FP is chosen. If not, then the
ﬁrst-degree FP model is compared with a linear model for
x
1 by comparing the deviance difference with a
￿
2 distribution with
one degree of freedom. If the







), the ﬁrst-degree FP is chosen,









) selection level may be speciﬁed for each variable independently.
The default value is 0.05.








) option and may be speciﬁed for each variable independently. The default
selection level is 1, and since a
p value is always less than or equal to 1, all variables are then included in the ﬁnal model.








) is less than 1 is considered for elimination from the model as follows. The backﬁtting
algorithm proceeds as above to the point at which
x
1 is considered. Before comparing the second and ﬁrst-degree FPs, the
deviance difference between the model with a second-degree FP in
x
1 and that with
x
1 omitted is compared with a
￿
2 distribution
with 4 degrees of freedom. If the corresponding











dropped from the model for the rest of the cycle. Otherwise, the procedure described above for determining the FP transformation
is applied. On the next cycle,
x
1 is reconsidered in the same way. Convergence occurs when the set of variables in the model
and their FP transformations are stable.26 Stata Technical Bulletin STB-43








l. If, for example,
x
1 is assigned 2 degrees of freedom the variable selection test is based on a comparison of the
ﬁrst-degree FP model with that with
x
1 omitted, and uses a
￿
2 distribution with 2 degrees of freedom (or
F test for normal errors
models). If
x





1 is initially assigned 1 degree of freedom, the only test performed is that comparing the model with
x
1 untransformed (i.e.
linear) with that with
x
1 omitted. The latter would apply to all binary predictors, for example.
Comments on selection levels
























) option determines whether a predictor is eligible to be dropped
from the model, a selection level of one prohibiting exclusion. A low selection level such as 0.001 will result in simpler models
but with a possible loss of power in detecting inﬂuential variables, and hence possibly in biased predictions. A higher value
will produce more complex models with an increased chance of overﬁtting and poorer predictive accuracy. This tension is an
example of the classical trade-off between bias and variance. Sauerbrei (1998) discusses variable selection issues in some detail.





) option. It is possible for a variable to be included if it is speciﬁed to have 2 degrees of freedom but excluded if 4
degrees of freedom are speciﬁed. This can occur if the true functional form is well approximated by a ﬁrst-degree FP and the
data are noisy. Power is lost by performing the exclusion test with 4 degrees of freedom instead of the more appropriate value
of 2 degrees of freedom. If the relationship between a predictor and the outcome is expected or required to be monotonic, there
is a case for specifying 2 degrees of freedom; otherwise, we recommend allowing more general second-degree FP functions by
specifying 4 degrees of freedom.













o dataset. The dataset contains details
on prices, mileages, weights and other characteristics of 74 cars in the year 1978. It was compiled and published by Chambers
et al. (1983). We choose ﬁrst to use a simple normal-errors model for fuel consumption (
m
p


























n is a binary variable indicating whether the


















n 1d e g r e eo f


























l, whereas foreign is entered untransformed.


















































































) option which ensures that all predictors are included in the ﬁnal model. We











)for the FP selection level. The backﬁtting algorithm for this model converges after the



























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































predictor is tested for inclusion in the model, using an
F test with 4 numerator degrees of freedom, which results in the
p















2. The selection level of 1 forces all the predictors into the model so
this predictor is included. The program also displays the result of an inclusion test for the ﬁrst-degree FP transformation, which
is based on 2 degrees of freedom. The degree two and degree one (






7 which is greater than the FP-selection level of 0
:
0
5. The degree-two transformation is statistically not signiﬁcantly better






t, for which the
p value is 0.009













l is considered. The
p value for inclusion is only 0.342 but the predictor is kept in the model as no selection is taking
place. Both the FP selection tests reject the more complicated transformation so the predictor is left untransformed. At this stage,








l realizes that the functional forms of the predictors will not change on the next
iteration.
The second table summarizes the initial settings and the ﬁnal functional forms of each predictor. In particular, the column
















































s command is displayed. The ﬁtted functions for each
































produces the graph in Figure 1. We see that the nonlinear function seems to ﬁt the data well.






































We now see what happens when we enter all the predictors in the model and assign selection level 0.05 to each of them.




























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































We see that most of the variables are dropped from the model since the inclusion tests resulted in
p values greater than the
selection level of 0.05. Also, we note that the





l. We view the nonlinear relationship
























The resulting graph is shown in Figure 2. This closely resembles the relationship between weight and fuel consumption in















2 is 0.94. We also notice that after
adjusting for displacement and length, American cars are more economical than foreign ones, and that those with a category-5
repair record are more economical than others.
(Graph on next page)Stata Technical Bulletin 29






































Example 2: Survival data
Multivariable fractional polynomials were shown by Sauerbrei and Royston (1998) and Sauerbrei et al. (1998) to be useful








l to ﬁt Cox proportional hazards models (Cox
1972) to data where the response is healing time. The data arise from a randomized controlled clinical trial of two treatments
of leg ulcer in 200 patients (Smith et al., 1992). We carry out a complete-case analysis on 183 patients with 92 events and 91
censored observations. The response





































t. In addition there are two binary
indicator variables which denote the differential treatment effect (
t
r





We are interested in constructing a prognostic score to predict a tendency for fast healing given the relevant covariates.











































































































) option is used with the
c
o
x regression command to specify the censoring variable. The third and ﬁnal cycle of the
































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































1) to avoid zeroes). The effect of this variable is illustrated in Figure 3.































Figure 3. Model ﬁt to leg ulcer data.
We see that an increase in the number of months since the onset of the ulcer is related to a decrease in the log relative “hazard”






is nonlinear and appears to level off for patients with long intervals before receiving treatment. For example, the model predicts
the healing time to be similar if treatment was initiated after 100 or after 200 months from onset, but to be very much quicker
for short intervals.
The above model differs from that obtained by Royston and Altman (1994) using an earlier version of the multivariable FP















s with powers of 0.5,
￿2




























l. The effect is to


































































































we obtain Royston and Altman (1994)’s ﬁnal model.






















major options minor options regression cmd options
￿







































All weight types supported by regression cmd are allowed.
Options



















).Stata Technical Bulletin 31










































are twice the degree of the fractional polynomial, so for example an xvar ﬁtted as a second-degree FP (
m
= 2) has 4 degrees
of freedom. The ﬁrst item in df list may be either # or varlist:#. Subsequent items must be varlist:#. Items are separated
by commas and varlist is speciﬁed in the usual way for variables. With the ﬁrst type of item, the degrees of freedom for
all predictors are taken to be #. With the second type of item, all members of varlist (which must be a subset of xvars)














) allows weight 4 degrees of freedom and all other predictors 2







) sets the signiﬁcance level for testing between FP models of different degree. The rules for alpha list are the













) sets the signiﬁcance levels for variable selection. A variable is dropped if its removal causes a nonsigniﬁcant





Each selection level must lie between 0 and 1. The default selection level of 1 forces all relevant predictors into the model.



















) creates a binary variable corresponding to zero values for each member of varlist,w h e r evarlist must be a
subset of xvars. Each binary variable is linked to the corresponding member of varlist and both are tested together for
inclusion in the model. An application is the assessment of the effect of cigarette smoking, where we may believe that


























￿0 . 500 . 5123










) allows negative and zero values of members of varlist to be ignored when FP transformations are applied. It










) option above. By default, any variables with nonpositive values are subjected to a preliminary linear









l saves in the
S # macros:
S
1 names of variables in ﬁnal model, including FP-transformed variables if any
S
2 deviance of the ﬁnal model
Note








y family of functions which were released with STB-41.
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l may be used with Cox regression and
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t must be used beforehand.
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Introduction
It is well known that a main advantage of Stata is that it can be fully programmable in an easy way. Stata is used by
researchers of all disciplines, and thanks to the Stata Technical Bulletin we can ﬁnd speciﬁc applications for several research
ﬁelds, such as Biostatistics and Epidemiology (sbe), Time Series and Econometrics (sts), Social Science and Psychometrics
(sss), or Quality Control (sqc). In this insert we present a program that can be used in Environmental Statistics; namely, the
estimation of the parameters of the Gumbel distribution.
The Gumbel distribution
In the analysis of extreme value data, such as wind speeds, ozone levels and river heights, the Generalized Extreme Value










































plays a fundamental role. The parameter
￿ is called the shape parameter and may be used to model a wide range of tail behaviors.
There are three particular forms of F corresponding to
￿
> 0 (Frechet, Type II),
￿
< 0 (Weibull, Type III) and
￿
= 0, being
interpreted as the limit as
￿




























￿ varying in the real line and the scale parameter
￿ being nonnegative. The Gumbel distribution has been
usually applied to analyze extreme levels of air pollution (Leadbetter et al. 1983), and the sea levels with particular attention to
questions concerning trend and periodicity (Smith 1986).
Estimation procedure






















). We can estimate the parameter vector
￿ by maximum likelihood (MLE). For the Gumbel distribution, the

















































Differentiating with respect to
￿ and






































































X is the sample mean. Clearly, the second equation above only depends on
￿, and thus can be solved through an iterative
procedure such as the Newton–Raphson method. This method deﬁnes the (
i







































































































































































Before starting the iterative process, it is necessary to devise a criteria for stopping the iterative search for
￿. A practical




















". Finally, all optimization methods require that one34 Stata Technical Bulletin STB-43








2 the sample variance. Once we
obtain
b
￿ as estimate of

















































































) is the default.
Example







































































































































































































































































































































































































































































































































































































































































































Figure 1. Kernel density estimate of annual maximum sea levels in Venice, for the period 1981–82.













































































































































































s number of observations
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d computes Lin’s (1989) concordance correlation coefﬁcient for agreement on a continuous measure obtained by two
persons or methods. The Lin coefﬁcient combines measures of both precision and accuracy to determine whether the observed
data deviate signiﬁcantly from the line of perfect concordance (i.e., the line at 45
￿). Lin’s coefﬁcient increases in value as a
function of the nearness of the data’s reduced major axis to the line of perfect concordance (the accuracy of the data) and of




b, and the equation of the reduced major axis are reported to show these components. Note that the
concordance correlation coefﬁcient,
￿
c, can be expressed as the product of
￿, the measure of precision, and
C
b, the measure of
accuracy. The optional concordance graph plots the observed data, the reduced major axis of the data, and the line of perfect







d also provides statistics and optional graphics for Bland and Altman’s limits-of-agreement, LOA, procedure (1986).
The LOA, a data-scale assessment of the degree of agreement, is a complementary approach to the relationship-scale approach
of Lin.
The user provides the pairs of measurements for a single property as observations in variables var1 and var2. Frequency

































































) requests a graphical display of the data, the line of perfect concordance and the reduced major axis of the data.
The reduced major axis or SD line goes through the intersection of the means and has slope given by the sign of Pearson’s
r and the ratio of the standard deviations. The SD line serves as a summary of the center of the data. (For more information










) requests a graphical display of the limits-of-agreement, the mean difference, and the data presented as paired








































































































) for the data points and SD line, respectively, along with













































the conﬁdence interval limits, the mean difference, and the data points, respectively, along with default titles and labels.
(The user is not allowed to modify the graph options for the normal probability plot.)
Explanation
A frequent problem in science is the comparison of two or more sets of measurements of what is supposedly the same
property. These sets of measurements may be produced by different people, different instruments, and so forth. It is then
interesting to know how similar or different are the measurements: are they close enough to be taken as interchangeable, or














2, the ideal case is clearly that data points would
all lie on a line through the origin at 45
￿.
The standard Pearson correlation coefﬁcient
r may be used for comparison of two sets of measurements. However, the

















2. This is a more general ideal, insofar as the intercept
a need not equal 0 and the gradient
b need not












= 1, but these cases signal measurement problems just as surely as does a failure to ﬁt a straight line
altogether.
To help distinguish these different problems, Lin (1989) proposed a concordance correlation coefﬁcient, which is implemented
in this insert. In essence, it compares the agreement between two paired sets of measurements by measuring variation from a
45
￿ line through the origin. The remainder of this section paraphrases key parts of Lin’s paper, which also includes details on
Monte Carlo simulations of estimators and examples based on some medical data.




















































2 can be characterized by the



































































2 were in perfect agreement,



































Expected squared perpendicular deviation from 45
￿ line







































































= location shift relative to the scale
:
C
b is a bias correction factor that measures how far the best-ﬁt line deviates from the 45




1 means no deviation from the line: the further
C
b is from 1, the greater the deviation from the line. In other words,
C
b
is a measure of accuracy, whereas
￿ is a measure of precision.





































































































n independent pairs of sample data, we estimate the concordance correlation by using the sample counterparts of the



































































































2 come from a bivariate normal (Gaussian) distribution, it can be shown that
b
￿
c has an asymptotic





















































which can be used to obtain (symmetric) conﬁdence intervals for
￿
c. However, for small samples a better approximation to











































can be used to obtain conﬁdence intervals for
b
z. When transformed back to the
￿
c scale, such conﬁdence intervals are realistically






Bland and Altman (1986) considered the problem of comparing two methods of clinical measurement and rejected standard
correlation methods. Their principal objection was that correlation methods change the question from “how well do the methods
agree?”t o“ how well are they related?” These authors correctly point out that the Pearson correlation, a measure of strength of
linear relationship, is unaffected by changes in location or scale. They argue that insensitivity to such changes is inappropriate
when assessing agreement, explaining, for example, that one cannot blindly mix or substitute measures when one measure is
uniformly twice the other measure. Likewise, they point out logical ﬂaws in the use of regression,
t testing, and intraclass
correlation.
To avoid these problems, Bland and Altman proposed a simple data-scale assessment of agreement based on the paired






























2, and their mean,
￿
d, and standard deviation,
s
d. Then, provided the differences follow a
normal distribution and are independent of the magnitude of the measurement, compute the conﬁdence interval for the difference



































=2 critical point of the normal distribution. Bland and Altman label this conﬁdence interval as the limits of agreement.
They suggest that the normality assumption should be valid provided that the magnitude of the difference is independent of the
magnitude of the individual measures. They propose that these assumptions be checked visually using a plot of the casewise38 Stata Technical Bulletin STB-43
differences against the casewise means of the two measures and by a normal probability plot for the differences. Their procedure
and suggested plots are implemented in this insert.
Note that although Bland and Altman (1986) rejected standard correlation methods for the assessment of agreement between
clinical measurements, this rejection did not apply to Lin’s concordance correlation coefﬁcient, a statistic which was ﬁrst proposed
some three years later in 1989. Lin’s coefﬁcient addresses the deﬁciencies of correlation methods raised by Bland and Altman
and should be considered complementary to their limits-of-agreement procedure. The limits-of-agreement procedure assesses
agreement on the data scale, whereas the concordance correlation coefﬁcient addresses agreement on the relationship scale.
Neither approach alone gives a complete analysis of the quality of agreement but, in combination, they reveal much about a
comparison. The limits of agreement indicate how close the two methods fall on the data scale but provide only weak indication
of deviations from perfect concordance or of precision relative to range. In contrast, the concordance correlation coefﬁcient gives
no assessment on the data scale but provides strong indications on a standardized relationship scale about precision and deviation
from perfect concordance.
Example
Bland and Altman (1986) provide data assessing peak expiratory ﬂow rate (PEFR), measured in liters per minute by two




































































































































































































































































































































































































































































































































































































































































c in the printout) indicates signiﬁcant concordance and has a conﬁdence interval that
is narrow and near 1.0. The Pearson
r is identical (to three digits) to
￿





printout) is essentially 1, indicating that the reduced major axis of the data effectively falls on the line of perfect concordance (a
slope of 1 and an intercept of 0). The printout reports that the actual reduced major axis of the data has a slope of 1.03 and an
intercept of
￿14.9 (since the centroid of these data is far from zero, 15 units of deviation at the intercept is trivial). Therefore
these data show strong concordance with primarily random deviations from perfection. The limits-of-agreement analysis indicates
that one should expect the two measures to provide ﬂow rates that are consistently within
￿80 liters per minute of each other.


















c graph of the data, shown as Figure 1, provides visual conﬁrmation of this interpretation. The precision
of the data is apparent, since all data points fall relatively near the reduced major axis (as was suggested by the high Pearson
correlation), and the accuracy is evident, since the reduced major axis falls essentially on the 45
￿ line (as was suggested byStata Technical Bulletin 39
the bias correction factor). Lin’s
￿
c, which combines measures of both precision and accuracy, clearly indicates the strong
concordance shown in the plot.






























mean of Wright and Mini






























difference of Wright and Mini









a graphs for Bland and Altman data
If instead, the optional
l
o
a graphs of the data are requested, a visual display of the limits of agreement are provided laid
over a plot of paired differences against pairwise means (Figure 2, left panel). This plot shows no tendency for the magnitude of
the difference to be dependent on the magnitude of the individual measures. Likewise, the normal probability plot for differences













d saves in the system
S # macros:
S
1 number of observations compared
S
7 upper CI limit (
z-transform)
S




















4 lower CI limit (asymptotic)
S
1
0 standard deviation of mean difference
S
5 upper CI limit (asymptotic)
S
1
1 lower limit-of-agreement value
S




2 upper limit-of-agreement value
References
Bland, J. M. and D. G. Altman. 1986. Statistical methods for assessing agreement between two methods of clinical measurement. Lancet I: 307–310.
Freedman, D., R. Pisani, and R. Purves. 1998. Statistics. New York: Norton.
Lin, L. I-K. 1989. A concordance correlation coefﬁcient to evaluate reproducibility. Biometrics 45: 255–68.
zz8 Cumulative Index for STB-37–STB-42
[an] Announcements
STB-37 2 an64 STB-31–STB-36 available in bound format
STB-37 2 an65 Memorium for Stewart West
[stata] Ofﬁcial Updates
STB-39 2 stata47 lookup now indexes on-line FAQs
STB-39 4 stata48 Updated reshape
STB-40 2 stata49 Interrater agreement
STB-40 8 stata50 Changes to ttest and sdtest
STB-41 2 stata51 Exact McNemar test added to mcc and mcci commands
STB-42 2 stata52 Origin/noOrigin option added to sts graph command40 Stata Technical Bulletin STB-43
[dm] Data Management
STB-37 2 dm44 Sequences of integers
STB-37 4 dm45 Changing string variables to numeric
STB-37 6 dm46 Enhancement to the sample command
STB-37 7 dm47 Verifying value label mappings
STB-38 2 dm48 An enhancement of reshape
STB-39 17 dm49 Some new matrix commands
STB-40 9 dm50 Deﬁning variables and recording their deﬁnitions
STB-40 10 dm51 Deﬁning and recording variable orderings
STB-40 12 dm52 Executing a command on a subset of the data
STB-41 2 dm53 Detection and deletion of duplicate observations
STB-42 3 dm54 Capturing comments from data dictionaries
[gr] Graphics
STB-41 4 gr16.2 Corrections to condraw.ado
STB-40 12 gr24.1 Easier bar charts: correction
STB-40 12 gr25.1 Spike plots for histograms, rootograms and time series plots: update
STB-37 9 gr26 Bin smoothing and summary on scatter plots
STB-41 4 gr27 An adaptive variable span running line smoother
STB-42 4 gr28 A graphical procedure to test equality of variances
[ip] Instruction on Programming
STB-37 12 ip17 While loops from the command line
STB-37 17 ip18 A command for randomly resampling a dataset
STB-39 20 ip19 Using expressions in Stata commands
STB-40 13 ip20 Checking for sufﬁcient memory to add variables
STB-40 13 ip21 Storing commands in the keyboard buffer (Windows and Macintosh only)
STB-40 13 ip22 Parsing options with embedded parentheses
STB-41 7 ip23 Expansion and display of if expressions
STB-41 8 ip24 Timing portions of a program
[sbe] Biostatistics & Epidemiology
STB-40 16 sbe13.3 Correction to age-speciﬁc reference intervals (“normal ranges”)
STB-38 4 sbe15 Age-speciﬁc reference intervals for normally distributed data
STB-38 9 sbe16 Meta-analysis
STB-42 6 sbe16.1 New syntax and output for the meta-analysis command
STB-39 22 sbe17 Discrete time proportional hazards regression
STB-40 16 sbe18 Sample size calculations for clinical trials with repeated measures data
STB-41 9 sbe19 Tests for publication bias in meta-analysis
STB-41 15 sbe20 Assessing heterogeneity in meta-analysis: the Galbraith plot
STB-42 8 sbe21 Adjusted population attributable fractions from logistic regression
STB-42 13 sbe22 Cumulative meta-analysis
STB-42 16 sbe23 Meta-analysis regression
[sed] Exploratory Data Analysis
STB-41 17 sed9.1 Pointwise conﬁdence intervals for running
[sg] General Statistics
STB-42 22 sg42.2 Displaying predicted probabilities from probit or logit regression
STB-41 23 sg44.1 Correction to random number generators
STB-41 23 sg53.2 Stata-like commands for complementary log-log regression
STB-38 14 sg70 Interquantile and simultaneous-quantile regression
STB-38 22 sg71 Routines to maximize a function
STB-39 32 sg72 Newey–West standard errors for probit, logit, and poisson models
STB-40 18 sg73 Table making programs
STB-40 23 sg74 Symmetry and marginal homogeneity test / Transmission-Disequilibrium Test (TDT)
STB-41 23 sg75 Geometric means and conﬁdence intervalsStata Technical Bulletin 41
STB-42 24 sg76 An approximate likelihood-ratio test for ordinal response models
STB-42 28 sg77 Regression analysis with multiplicative heteroscedasticity
STB-42 32 sg78 Simple and multiple correspondence analysis in Stata
STB-42 38 sg79 Generalized additive models
STB-42 43 sg80 Indirect standardization
[smv] Multivariate Analysis
STB-38 26 smv3.2 Enhancements to discriminant analysis
STB-37 22 smv7 Inference on principal components
[snp] Nonparametric Methods
STB-38 27 snp13 Nonparametric assessment of multimodality for univariate data
STB-42 47 snp14 A two-sample multivariate nonparametric test
[ssa] Survival Analysis
STB-37 24 ssa9 Cox proportional hazards model with the exact calculation for ties
STB-37 26 ssa9.1 Survival analysis subroutine for programmers
STB-40 27 ssa10 Analysis of follow–up studies with Stata 5.0
STB-41 25 ssa10.1 Update to analysis of follow–up studies with Stata 5.0
STB-41 25 ssa11 Survival analysis with time-varying covariates
[svy] Survey Sample
STB-40 39 svy6 Versions of mlogit, ologit, and oprobit for survey data
[sxd] Experimental Design
STB-41 43 sxd1 Random allocation of treatments in blocks
[tt] Teaching
STB-41 46 tt7 Random walk tutorial
[zz] Not elsewhere classiﬁed
STB-37 30 zz7 Cumulative Index for STB-31–STB-3642 Stata Technical Bulletin STB-43
STB categories and insert codes
Inserts in the STB are presently categorized as follows:
General Categories:
an announcements ip instruction on programming
cc communications & letters os operating system, hardware, &
dm data management interprogram communication
dt datasets qs questions and suggestions
gr graphics tt teaching
in instruction zz not elsewhere classiﬁed
Statistical Categories:
sbe biostatistics & epidemiology ssa survival analysis
sed exploratory data analysis ssi simulation & random numbers
sg general statistics sss social science & psychometrics
smv multivariate analysis sts time-series, econometrics
snp nonparametric methods svy survey sampling
sqc quality control sxd experimental design
sqv analysis of qualitative variables szz not elsewhere classiﬁed
srd robust methods & statistical diagnostics
In addition, we have granted one other preﬁx, stata, to the manufacturers of Stata for their exclusive use.
Guidelines for authors
The Stata Technical Bulletin (STB) is a journal that is intended to provide a forum for Stata users of all disciplines and
levels of sophistication. The STB contains articles written by StataCorp, Stata users, and others.
Articles include new Stata commands (ado-ﬁles), programming tutorials, illustrations of data analysis techniques, discus-
sions on teaching statistics, debates on appropriate statistical techniques, reports on other programs, and interesting datasets,
announcements, questions, and suggestions.
A submission to the STB consists of
1. An insert (article) describing the purpose of the submission. The STB is produced using plain TEX so submissions using
TEX (or L ATEX) are the easiest for the editor to handle, but any word processor is appropriate. If you are not using TEXa n d
your insert contains a signiﬁcant amount of mathematics, please FAX (409–845–3144) a copy of the insert so we can see





e ﬁles, or other software that accompanies the submission.
3. A help ﬁle for each ado-ﬁle included in the submission. See any recent STB diskette for the structure a help ﬁle. If you
have questions, ﬁll in as much of the information as possible and we will take care of the details.
4. A do-ﬁle that replicates the examples in your text. Also include the datasets used in the example. This allows us to verify
that the software works as described and allows users to replicate the examples as a way of learning how to use the software.
5. Files containing the graphs to be included in the insert. If you have used STAGE to edit the graphs in your submission, be




h ﬁles. Do not add titles (e.g., “Figure 1: ...”) to your graphs as we will have to strip them off.






























e if you are working on a Unix platform or by attaching it to an email message if your mailer allows
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