An explicit numerical scheme is proposed for solving the initial-boundary value problem for the radiative transport equation in a rectangular domain with completely absorbing boundary condition. An upwind finite difference approximation is applied to the differential terms of the equation, and the composite trapezoidal rule to the scattering integral. The main results are positivity, stability, and convergence of the scheme. It is also shown that the scheme can be regarded as an iterative method for finding numerical solutions to the stationary transport equation. Some numerical examples for the two-dimensional problems are given.
Introduction
The radiative transport equation (RTE) is an integro-differential equation which is widely used as a mathematical model of the flow of particles traveling through a medium which absorbs and scatters the particles [3] . For example, let us regard the propagation of light in a turbid medium as a flow of photons and let I = I(t, x, ξ) denote the density of the photons moving in the direction ξ at time t and position x. With suitable assumptions on the optical property of the medium, we can obtain an equation of the form (1a) (given below) which governs the time evolution of I.
Let Ω be a rectangular domain with edges parallel to the coordinate axes in the d-dimensional p(x; ξ, ξ ′ )I(t, x, ξ ′ ) dω ξ ′ + q(t, x, ξ),
I(0, x, ξ) = I 0 (x, ξ),
I(t, x, ξ) = I 1 (t, x, ξ),
where
with n(x) the outward unit normal vector at x ∈ ∂Ω. In equation (1a) the dot · indicates the standard inner product in R d , ∇ x denotes the spatial gradient and dω ξ ′ the surface element on S d−1 . The coefficient c(x) denotes the speed of particles at position x, µ a (x) the absorption coefficient, and µ s (x) the scattering coefficient. The integral kernel p(x; ξ, ξ ′ ) is called the scattering phase function and expresses the density of the conditional probability of the event that a particle moving in the direction ξ ′ is scattered into the direction ξ at position x. The inhomogeneous term q(t, x, ξ) is the density of internal source of particles emitted in the direction ξ ∈ S d−1 at time t and position x.
An application of the RTE of the form (1a) can be found in researches on diffuse optical tomography (DOT), which is expected to be a new modality of noninvasive medical imaging which uses low-energy light [1, 2] . The propagation of light in the biological tissue under examination is modeled by equation (1a) whose coefficients are unknown quantities to be determined by DOT. The coefficients represent optical properties of the biological tissue, and they actually depend not only on position x but also on time t. However, the speed of light is so faster than time scale of tissue activity that we neglect their dependence on t. The procedure of imaging by DOT is regarded as an inverse problem of recovering the unknown coefficients by observing the solution I at the boundary of the domain. When we analyze the inverse problem, it is extremely valuable to have an efficient numerical method for solving the problem (1) since it is practically impossible to have a simple analytic expression for the solution of (1) .
The purpose of the present paper is to construct an explicit numerical scheme for solving the initial-boundary value problem (1). In our discretization of (1a), the differential operator c −1 ∂ t + ξ · ∇ x is approximated by an upwind finite difference, and the scattering integral by the composite trapezoidal rule. We describe the detail only for the two-dimensional case in §2, and give a brief account of the three-dimensional case in §5. The main results are the stability (Theorem 2.2, Theorem 5.1) and the convergence (Theorem 2.4, Theorem 5.2) of the scheme. In §3 we also show that the scheme can be regarded as an iterative method for finding numerical solutions to the stationary transport equation. In §4 we give examples of numerical solution of the initial-boundary value problem (1) and the corresponding stationary problem in the two-dimensional case.
Finally we formulate our assumptions on the data of the problem (1) which are fixed throughout the paper. We assume that the coefficients c, µ a , and µ s are measurable functions satisfying
By its physical interpretation, the scattering kernel p(x; ξ, ξ ′ ) must be nonnegative and satisfy
We assume moreover that p depends on ξ and ξ ′ through the angle, say α, formed by them, so that we can write p(x; ξ, ξ ′ ) =p(x; α),
with a nonnegative functionp(x; α) which is 2π-periodic and even in α for each x; we also call p(x; α) the phase function. Consequently, the condition (2) is equivalent to
and is further rewritten in terms ofp as
We assume thatp(x; α) is of class C 2 in α for each x ∈ Ω and that
The inputs are assumed to be real bounded measurable functions:
Their L ∞ -norms are denoted by q ∞ , I 0 ∞ , and I 1 ∞ .
2 Upwind finite difference scheme for RTE and its properties for the two-dimensional case
In this section and the next we put X = Ω × S 1 , which is the phase space of equation (1a). For three positive integers M 1 , M 2 , and M and a positive number ∆t, we put
and consider the grid points (t k , x ij , ξ n ) defined by
where k, i, j, n ∈ Z. Using I k i,j,n as the value corresponding to I(t k , x ij , ξ n ), we discretize the problem (1) as follows:
, and the operators A ∆ , Σ ∆ , and K ∆ are defined by
gives the first-order upwind finite difference approximation to the partial differential operator
For example, for n with ξ n,1 > 0 and ξ n,2 ≥ 0, (6) is equal to
The other three cases can be checked similarly.
(ii) Scheme (4) is explicit; see (11). 
Then we have
Moreover if q ≥ 0, I 0 ≥ 0, and I 1 ≥ 0 everywhere, then I k i,j,n ≥ 0 holds for all k, i, j, n.
In the proofs below we write c, µ a , and µ s instead of c(x ij ), µ a (x ij ), and µ s (x ij ), respectively.
for 0 ≤ k ≤ T /∆t by induction on k. It is obvious for k = 0. Assume now that (8) holds for some k ≤ T /∆t − 1. The proof shall be finished by showing that
Indeed, it follows from (8) and (9) that
We now show (9) . We introduce an auxiliary operator B ∆ by the relation
or explicitly
Then we write (4a) as
We find from (7a) that
and from (10) that
hence from (11) that
By (5c) and (3) we have
Here we use the next lemma.
Lemma 2.3. Let f (θ) be a 2π-periodic function of class C 2 . Let M be a positive integer and
Then there exists a point θ
This can be shown routinely by taking the periodicity of f into account. Applying Lemma 2.3 to the function f (θ) =p(x ij ; θ − θ n ), we find
Since the integral ofp is equal to 1, we get
by using (7b). Combining (12)-(14) and observing that µ s µ * ≤ µ a on Ω, we obtain
Dividing both sides by 1 + c∆t(µ s + µ a ), we arrive at (9) . The positivity is shown as follows: if I k i,j,n ≥ 0 for all i, j, n at a time level k, then we have 
and (iii) the solution I(t, x, ξ) of (1) belongs to
and is bounded together with its derivatives of the first and the second order. Then we have
where C is a positive number independent of ∆t and ∆θ.
Proof. Let I(t, x, ξ) be the solution of (1) satisfying (iii). We define the local truncation error τ k i,j,n by the relation
where the operators A ∆ , Σ ∆ , and K ∆ are applied to I(t k , x ij , ξ n ) in place of I k i,j,n . By using equation (1a), Taylor's theorem, and by applying Lemma 2.3 to the function f (θ) = p(x ij ; ξ n , η)I(t k , x ij , η) with η = (cos θ, sin θ), we arrive at
, and x ′′ ij . Multiplying this equality by c and using the assumptions, we obtain
with C ′ independent of ∆t and ∆θ. Next we consider the discretization error E k i,j,n := I k i,j,n − I(t k , x ij , ξ n ). We subtract (15) from (4a) to have
We observe that E = {E k i,j,n } satisfies equation (4a) with q k i,j,n = −τ k i,j,n , and the homogeneous initial-boundary conditions. Therefore the proof of Theorem 2.2 shows that
Remark 2.5. Here we consider a particular situation:p(x; θ) is independent of x and analytic in θ with period 2π. We writep(θ) =p(x; θ) and expand it into the Fourier series
Sincep(θ) is analytic, there exist numbers C > 0 and 0 < r < 1 such that (see [8] )
Then the conclusions of Theorem 2.2 and Theorem 2.4 can be obtained if we assume
instead of (7b). Indeed, since 2π 0p (θ) dθ = 1, we find from (18) and (19) that
which corresponds to (14). The proofs of the theorems are valid without further modification.
Example 2.6. In researches on diffuse optical tomography [1, 2] , the main interest is in the three-dimensional case, and the Poisson kernel
is frequently used as the phase function. The Poisson kernel is often referred to as the HenyeyGreenstein kernel in that field and the parameter g indicates the strength of forward scattering by the medium [5] . If g = 0, thenp(θ) = 1/4π identically and the particles will be scattered uniformly in all directions. If g gets closer to 1, the proportion of photons scattered in directions near the incident one gets larger.
Since we are dealing with the two-dimensional case in this section, we consider the twodimensional analogue:p
Its Fourier series expansion is
so that, by Remark 2.5, the scheme is stable if ∆x 1 , ∆x 2 , ∆t, and M satisfy (7a) and
If g = 0, in particular, the condition (20) trivially holds, so that the stability is independent of M .
Numerical solution of the stationary problem for RTE
We turn our attention to the initial-boundary value problem (1) for an infinite interval of time 0 < t < ∞ with time-independent inputs q = q(x, ξ) and I 1 = I 1 (x, ξ). We consider the scheme (4) for all k = 0, 1, 2, . . . making an additional assumption that
Our aim here is to show that the scheme (4) serves an iterative method for approximating the solution of the corresponding stationary problem:
We discretize the problem (21) as follows:
with J i,j,n corresponding to J(x ij , ξ n ). Then (22) is uniquely solvable for sufficiently small ∆θ as the next theorem shows.
Theorem 3.1. Suppose that ∆θ satisfies
Then there exists a unique solution J ∆ = {J i,j,n } of (22) and it satisfies
where C is a positive number independent of ∆x 1 , ∆x 2 , and ∆θ.
We refer to [4] for a proof of Theorem 3.1 and instead show that the scheme (4) generates an iterative method for solving (22). Theorem 3.2. Suppose that the discretization parameters for the scheme (4) are fixed so that
Then there exists a number ρ, 0 < ρ < 1, such that
and subtracting it from (4a), we have
Let λ be a number, 0 < λ < 1, determined by
Reasoning as in the proof of Theorem 2.2, we obtain
Since R k+1 i,j,n = 0 for (x ij , ξ n ) ∈ Γ − , we have
Observing that µ s ≤ µ a /µ * and cµ a ≥ (cµ a ) − on Ω, we see that
Thus we obtain R k+1 ∞ ≤ ρ R k ∞ for all k ≥ 0 and hence
The proof completes by using (23).
Numerical Examples
Here we consider a square domain Ω = (0, 50) × (0, 50) ⊂ R 2 of sides 50 mm and assume that the domain is occupied by a medium of uniform optical properties: µ a = 0.08 mm −1 , µ s = 1.09 mm −1 , and c = 0.196 mm/ps. Units of length and time in our numerical computation are chosen to be millimeter and picosecond, respectively. We employ the Poisson kernel
as the phase function. The boundary condition is set to
where σ = 0.2 and ξ = (cos θ, sin θ). The initial condition is I 0 (x, ξ) = 0 in X, and I 0 (x, ξ) and I 1 (t, x, ξ) satisfy compatibility on Γ − . The parameters and the inputs are chosen so as to simulate a phantom experiment carried out at Human Brain Research Center, Kyoto University [7] . Numerical computation is processed with ∆t = 0.1, ∆x = ∆y = 0.1, and ∆θ = 2π/60. These satisfy the stability conditions (7a) and (20), since 60 = M ≥ log g µ a 2µ s + µ a ≈ 31.71. As we have seen in §3, the sequence of grid functions {I k } ∞ k=0 generated by the scheme (4) converges to the solution J ∆ of (22) as k tends to infinity. The convergence of {I k } to J ∆ is shown in Fig. 3 , in which the horizontal axis is the number of time step k and the vertical axis is the difference in logarithmic scale. The cross signs (×) show I k − I k−1 ∞ and the plus signs (+) show
Both are approximately proportional to 0.99807 k , which means that {I k } converges to J ∆ exponentially fast. The difference I k − J ∆ ∞ is saturated around 10 −12 since the solution J ∆ of (22) is found by an iterative method with tolerance 10 −12 . On the other hand,
is not less than 10 −16 because of rounding errors in IEEE 754 double precision. The conclusion of Theorem 3.2 is employed to determine the time step at which we stop the calculation of the scheme (4). Sufficient conditions for the stability and convergence are given as follows. 
where we put ξ ′ (θ, φ) = (sin θ cos φ, sin θ sin φ, cos θ) and the supremum is taken over (x, ξ) ∈ X, 0 ≤ θ ≤ π, 0 ≤ φ ≤ 2π in (25b). Then we have
Moreover if q ≥ 0, I 0 ≥ 0, and I 1 ≥ 0, we have I k i,j,l,m,n ≥ 0 for all k, i, j, l, m, n.
