Strong convergence theorems for maximal monotone mappings in Banach spaces  by Zegeye, Habtu
J. Math. Anal. Appl. 343 (2008) 663–671
www.elsevier.com/locate/jmaa
Strong convergence theorems for maximal monotone mappings
in Banach spaces
Habtu Zegeye 1
Bahir Dar University, Bahir Dar, Ethiopia
Received 2 October 2007
Available online 2 February 2008
Submitted by Richard M. Aron
Abstract
Let E be a uniformly convex and 2-uniformly smooth real Banach space with dual E∗. Let A :E∗ → E be a Lipschitz continuous
monotone mapping with A−1(0) = ∅. For given u,x1 ∈ E, let {xn} be generated by the algorithm xn+1 := βnu + (1 − βn)×
(xn − αnAJxn), n  1, where J is the normalized duality mapping from E into E∗ and {λn} and {θn} are real sequences in
(0,1) satisfying certain conditions. Then it is proved that, under some mild conditions, {xn} converges strongly to x∗ ∈ E where
Jx∗ ∈ A−1(0). Finally, we apply our convergence theorems to the convex minimization problems.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Let E be a real Banach space with dual E∗. We denote by J the normalized duality mapping from E into 2E∗
defined by
Jx := {f ∗ ∈ E∗: 〈x,f ∗〉 = ‖x‖2 = ‖f ∗‖2},
where 〈. , .〉 denotes the generalized duality pairing. It is well known that if E∗ is strictly convex then J is single-valued
and if E is uniformly smooth then J is uniformly continuous on bounded subsets of E. Moreover, if E is a reflexive
and strictly convex Banach space with a strictly convex dual, then J−1 is single valued, one-to-one, surjective, and
it is the duality mapping from E∗ into E and thus JJ−1 = IE∗ and J−1J = IE (see [1]). We note that in a Hilbert
space, H, J is the identity mapping.
A mapping A ⊂ E ×E∗ with domain D(A) = {x ∈ E: Ax = ∅} and range (A) =⋃{T x ∈ E: x ∈ D(A)} is said
to be monotone if
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for all (x, x∗), (y, y∗) ∈ A. A monotone mapping A is said to be maximal if its graph G(A) = {(x, y): y ∈ Ax} is not
properly contained in the graph of any other monotone mapping. It is known that monotone mapping A is maximal
if and only if for (x, x∗) ∈ E × E∗, 〈x − y, x∗ − y∗〉 0 for every (y, y∗) ∈ G(A) implies that x∗ ∈ A(x). We know
that if A is a maximal monotone mapping, then the zero of A, A−1(0) := {x ∈ E: 0 ∈ Ax}, is closed and convex. If E
is reflexive and strictly convex and smooth Banach space, then a monotone mapping A from E into E∗ is maximal if
and only if (J + λA) = E∗ for each λ > 0 (see [17] for more details).
A function f :E → (−∞,∞] is said to be proper if the set {x ∈ E: f (x) ∈ R} is nonempty. A proper function
f :E → (−∞,∞] is said to be convex if
f
(
αx + (1 − α)y) αf (x) + (1 − α)f (y),
for all x, y ∈ E and α ∈ (0,1). Also f is said to be lower semicontinuous if the set {x ∈ E: f (x) r} is a closed in
E for all r ∈R. For the proper lower semicontinuous convex function f :E → (−∞,∞], Rockafellar [16,17] proved
that the subdifferential mapping ∂f ⊂ E × E∗ of f defined by
∂f (x) = {x∗ ∈ E∗: f (x)+ 〈y − x, x∗〉 f (y), ∀y ∈ E},
for all x ∈ E, is a maximal monotone mapping.
Let E be a Banach space and let A ⊂ E × E∗ be a maximal mapping. Then we consider the problem of finding
a point v ∈ E satisfying 0 ∈ A(v). Such a problem is connected with the convex minimization problem. In fact, if
f :E → (−∞,∞] is a proper lower semi-continuous convex function, then we have that the equation 0 ∈ ∂f (v) is
equivalent to f (v) = minx∈E f (x) (see, e.g., [24] for more details).
A well-known method for solving the equation 0 ∈ Av in a Hilbert space H is the proximal point algorithm:
x1 = x ∈ H ,
xn+1 = Jrnxn, n 1, (1.2)
where {rn} ⊂ (0,∞) and Jr = (I + rA)−1 for r > 0. This algorithm was first introduced by Martinet [12]. In 1976,
Rockafellar [18] proved that if lim infn→∞ rn > 0 and A−1(0) = ∅, then the sequence {xn} defined by (1.2) converges
weakly to an element of A−1(0). Later, many researchers have studied the convergence of the sequence defined
by (1.2) in a Hilbert space; see, for instance, [2,4,9,15,18,20] and a host of other authors. In particular, Kamimura and
Takahashi [9] obtained the following strong convergence theorem:
Theorem KT. Let H be a Hilbert space, let A ⊂ H × H be a maximal monotone mapping and let Jr = (I + rA)−1
for all r > 0. For u ∈ H let {xn} be a sequence defined by
xn+1 = αnu + (1 − αn)Jrnxn, n 1,
where {αn} ⊂ [0,1] and {rn} ⊂ (0,∞) satisfy limn→∞ αn = 0, ∑αn = ∞ and limn→∞ rn = ∞. If A−1(0) = ∅, then
the sequence {xn} converges strongly to Px, where P is the metric projection of H onto A−1(0).
In the case when the space is a Banach space, for finding a zero point of a maximal mapping, by using the proximal
point algorithm, Kohsaka and Takahashi [10] introduced the following iterative sequence for a monotone mapping
A ⊂ E ×E∗: x1 = u ∈ E and
xn+1 = J−1
(
αnJu + (1 − αn)JJrnxn
)
, n 1,
where Jrn := (J + rnA)−1, and J the duality mapping from E into E∗, {αn} ⊂ [0,1] such that limn→∞ αn = 0,∑
αn = ∞ and {rn} ⊂ (0,∞), such that limn→∞ rn = ∞. They proved that if E is smooth and uniformly convex,
A ⊂ E × E∗ is maximal monotone and A−1(0) = ∅, then the sequence {xn} converges strongly to an element of
A−1(0). This result extends Theorem KT to Banach spaces. However, the sequence involves the resolvent mappings
Jrn = (I +rnA)−1, which is too strong condition in applications since it requires computation of inverses of mappings.
In this paper, it is our purpose to provide an implicit and explicit iterative schemes which converge strongly to a
point of A−1(0), where A is maximal monotone, that does not involve resolvents of A in Banach spaces. We next
apply our strong convergence theorems to the convex minimization problems.
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Let E be a normed linear space with dimE  2. The modulus of smoothness of E is the function ρE : [0,∞) →
[0,∞) defined by
ρE(τ) := sup
{‖x + y‖ + ‖x − y‖
2
− 1: ‖x‖ = 1; ‖y‖ = τ
}
.
The space E is said to be smooth if ρE(τ) > 0, ∀τ > 0. E is called uniformly smooth if and only if limt→0+ ρE(t)t = 0.
Let p > 1. E is said to be p-uniformly smooth (or to have a modulus of smoothness of power type p) if there exists a
constant c > 0 such that ρE(t) ctp , t > 0. It is well known (see, for example, [22]) that
Lp (lp) or W
p
m is
{2-uniformly smooth if p  2;
p-uniformly smooth if 1 < p  2.
We observe that every p-uniformly smooth Banach space is uniformly smooth. Furthermore, it is proved in [22,
Remark 5, p. 208] that if E is 2-uniformly smooth, then for all x, y ∈ E there exists a constant L∗ > 0 such that
‖Jx − Jy‖L∗‖x − y‖. (2.1)
The norm of E is said to be Fréchet differentiable if for each x ∈ S := {x ∈ E: ‖x‖ = 1},
lim
t→0
‖x + ty‖ − ‖x‖
t
, (2.2)
exists and is attained uniformly for y ∈ E. In this case, J is norm to norm continuous (see, e.g., [19]). The norm
of E is said to be uniformly Fréchet differentiable (equivalently uniformly smooth) if the limit (2.2) is attained uni-
formly for x, y ∈ S(E). We observe that every uniformly Fréchet differentiable (or uniformly smooth) space is Fréchet
differentiable.
A Banach space E is said to be strictly convex if
‖x‖ = ‖y‖ = 1, x = y ⇒
∥∥∥∥x + y2
∥∥∥∥< 1.
The modulus of convexity of E is the function δE : (0,2] → [0,1] defined by
δE(
) := inf
{
1 −
∥∥∥∥x + y2
∥∥∥∥: ‖x‖ = ‖y‖ = 1; 
 = ‖x − y‖
}
.
E is uniformly convex if and only if δE(
) > 0 for every 
 ∈ (0,2]. Let q > 1. Then E is said to be q-uniformly convex
if there exists a constant c > 0 such that δ(
) c
q for all 
 ∈ [0,2]. Observe that every q-uniformly convex space is
uniformly convex. Moreover, we note that a Banach space E is q-uniformly convex if and only if E is p-uniformly
smooth, where p and q satisfy 1
p
+ 1
q
= 1 (see [22]).
Let K ⊆ E be closed convex and Q a mapping of E onto K . Then Q is said to be sunny if Q(Q(x) +
t (x − Q(x))) = Q(x) for all x ∈ E and t  0. A mapping Q of E into E is said to be a retraction if Q2 = Q. If
a mapping Q is a retraction, then Q(z) = z for every z ∈ (Q), range of Q. A subset K of E is said to be a sunny
nonexpansive retract of E if there exists a sunny nonexpansive retraction of E onto K and it is said to be a nonexpan-
sive retract of E if there exists a nonexpansive retraction of E onto K . If E = H , the metric projection PK is a sunny
nonexpansive retraction from H to any closed convex subset of H . But this is not true in a general Banach spaces. We
note that if E is smooth and Q is retraction of K onto F(T ), then Q is sunny and nonexpansive if and only if for each
x ∈ K and z ∈ F(T ) we have 〈Qx − x,J (Qx − z)〉 0 (see [19] for more details).
Let E be a smooth Banach space. Let V : E × E →R be a function defined as follows:
V (x, y) = ‖x‖2 − 2〈x,Jy〉 + ‖y‖2,
for all x, y ∈ E. It is obvious from the definition of V that (‖x‖ − ‖y‖)2  V (x, y) (‖x‖ + ‖y‖)2 for all x, y ∈ E.
If E is a Hilbert space, then V (x, y) = ‖x − y‖2 for all x, y ∈ E.
Let K be a nonempty closed and convex subset of reflexive, strictly convex and smooth Banach space E. The
generalized projection mapping, introduced by Alber [1], is a mapping ΠK :E → K , that assigns to an arbitrary point
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problem
V (x¯, x) = min{V (y, x), y ∈ K}. (2.3)
It is known that, for an arbitrary point x ∈ E, {z ∈ K: V (z, x) = miny∈K V (y, x)} is always a singleton (see, e.g., [1]).
A mapping R :K → K is called generalized nonexpansive if F(R) = ∅ and
V (Rx,y) V (x, y), ∀x ∈ K, ∀y ∈ F(R),
where F(R) := {x ∈ K: Rx = x} is the set of fixed points of R.
In [8], we have the following lemma.
Lemma 2.1. (See [8].) Let K be a nonempty closed subset of a smooth and strictly convex Banach space E. Let RK
be a retraction of E onto K . Then RK is a sunny and generalized nonexpansive if and only if〈
x − RKx,J (RKx)− J (y)
〉
 0,
for each x ∈ E and y ∈ K .
In what follows, we shall make use of the following lemmas.
Lemma 2.2. (See [8].) Let E be a uniformly convex Banach space with a Fréchet differentiable norm. Let A ⊂ E∗ ×E
be a maximal monotone mapping with A−1(0) = ∅. Then for u ∈ E and λ > 0,
lim
λ→∞(I + λAJ)
−1u exists and belongs to (AJ )−1(0), (2.4)
where J is the normalized duality mapping from E into E∗. Moreover, If Ru := y∗ = limλ→∞(I + λAJ)−1u, then R
is a sunny generalized nonexpansive retraction of E onto (AJ )−1(0).
Lemma 2.3. (See, e.g., [6].) Let E be a real normed linear space and J the normalized duality mapping on E. Then
for any given x, y ∈ E, the following inequality holds:
‖x + y‖2  ‖x‖2 + 2〈y, j (x + y)〉, ∀j (x + y) ∈ J (x + y).
Lemma 2.4. (See [19].) Let (x0, x1, x2, . . .) ∈ ∞ be such that μnxn  0 for all Banach limits μ. If
lim supn→∞(xn+1 − xn) 0, then lim supn→∞ xn  0.
Lemma 2.5. (See, e.g., [23].) Let {an}n be a sequence of nonnegative real numbers such that
an+1  (1 − βn)an + βnγn, n ∈N,
where {βn}n ⊂ (0,1), limn→∞ βn = 0, ∑∞n=0 βn = ∞ and lim supn γn  0. Then, limn→∞ an = 0.
3. Main results
We now prove the following convergence theorems of an implicit and explicit schemes.
Theorem 3.1. Let E be a uniformly convex Banach space with a Fréchet differentiable norm. Let A ⊂ E∗ × E be a
maximal monotone mapping with A−1(0) = ∅. Then for u ∈ E, the path t → yt ∈ E, t ∈ [0,1), satisfying,
yt = (1 − t)T Jyt + tu, (3.1)
where T Jy := y −AJy for all y ∈ E and J is the normalized duality mapping from E into E∗, converges strongly to
a point x∗ := Ru ∈ (AJ )−1(0) and that J (x∗) ∈ (A)−1(0), as t → 0, where R is a sunny generalized nonexpansive
retraction of E onto (AJ )−1(0).
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lim
λ→∞(I + λAJ)
−1u = y∗ =: Ru ∈ (AJ )−1(0), (3.2)
where R is a sunny generalized nonexpansive retraction of E onto (AJ )−1(0). Now, let yλ := (I + λAJ)−1u and
T Jy := (I − AJ)y, for y ∈ E. Then we get that (I + λ(I − T J ))yλ = u which implies yλ = λ1+λT Jyλ + 11+λu. Let
t := (1 − λ1+λ ) then from (3.2) we obtain that yt = (1 − t)T Jyt + tu converges strongly to Ru = y∗ ∈ (AJ )−1(0) and
that Jy∗ ∈ (A)−1(0) as t → 0, where R is a sunny generalized nonexpansive retraction of E onto (AJ )−1(0). The
proof is complete. 
Let E be a real Banach space. A mapping A :D(A) ⊂ E∗ → E is said to be Lipscitz continuous if there exists
L 0 such that ‖Ax −Ay‖E  L‖x − y‖E∗ , ∀x, y ∈ D(A).
For the rest of this paper, {βn} and {αn} are real sequences in (0,1) satisfying the following conditions:
(i) limn→∞ βn = 0;
(ii) ∑∞n=1 βn = ∞;
(iii) limn→∞ αnβn = 0.
Theorem 3.2. Let E be a uniformly convex and 2-uniformly smooth real Banach space with dual E∗. Let A :E∗ → E
be a Lipschitz continuous monotone mapping with constant L > 0 and A−1(0) = ∅. For given u,x1 ∈ E, let {xn} be
generated by the algorithm
xn+1 := βnu+ (1 − βn)(xn − αnAJxn), n 1, (3.3)
where J is the normalized duality mapping from E into E∗. Then {xn} is bounded.
Proof. Since A is continuous and D(A) = E∗ we have that A is maximal monotone (see, e.g., [7]). First, we rewrite
the recursion formula (3.3) as follows:
xn+1 := xn − αn(1 − βn)AJxn − βn(xn − u). (3.4)
Now, we prove that {xn} is bounded. We exploit the method used in Chidume et al. [5]. Since βn → 0, αnβn → 0 as
n → ∞ there exists N0 > 0 such that βn < d0 := 13 , (αnβn ) < d1 := 16LL∗ for all n  N0, where L∗ is the constant
in inequality (2.1). Let Jx∗ ∈ A−1(0) then we get that x∗ ∈ (AJ )−1(0). Let r > 0 be sufficiently large such that
xN0 ∈ Br(x∗) and u ∈ Br6 (x∗). It suffices to show by induction that {xn} belongs to B := Br(x∗) for all integers
nN0. By construction we have that xN0 ∈ B . Hence we may assume xn ∈ B for any n > N0 and prove that xn+1 ∈ B .
Suppose xn+1 is not in B . Then ‖xn+1 − x∗‖ > r and thus from the recursion formula (3.4) and Lemma 2.3 we get
that
‖xn+1 − x∗‖2 =
∥∥xn − x∗ − αn(1 − βn)AJxn − βn(xn − u)∥∥2
 ‖xn − x∗‖2 − 2
〈
αn(1 − βn)AJxn + βn(xn − u), J (xn+1 − x∗)
〉
= ‖xn − x∗‖2 − 2
〈
βn(xn+1 − x∗)− βn(xn+1 − x∗)+ αn(1 − βn)AJxn
+ βn(xn − u), J (xn+1 − x∗)
〉
= ‖xn − x∗‖2 − 2βn‖xn+1 − x∗‖2 + 2
〈
βn(xn+1 − xn)+ βn(u − x∗)
− αn(1 − βn)AJxn, J (xn+1 − x∗)
〉
= ‖xn − x∗‖2 − 2βn‖xn+1 − x∗‖2 + 2
〈
βn
[−αn(1 − βn)AJxn − βn(xn − u)]
+ βn(u − x∗)− αn(1 − βn)AJxn, J (xn+1 − x∗)
〉
. (3.5)
Moreover, from (3.5), the fact that Jx∗ ∈ A−1(0) and Lipschitz property of A we obtain that
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[
βnαn‖AJxn −AJx∗‖ + βnβn‖xn − x∗‖
+ βnβn‖u − x∗‖ + βn‖u − x∗‖ + αn‖AJxn − AJx∗‖
]
.‖xn+1 − x∗‖
 ‖xn − x∗‖2 − 2βn‖xn+1 − x∗‖2 + 2
[
Lβnαn‖Jxn − Jx∗‖ + βnβn‖xn − x∗‖
+ βnβn‖u − x∗‖ + βn‖u − x∗‖ +Lαn‖Jxn − Jx∗‖
]
.‖xn+1 − x∗‖. (3.6)
Now, from (3.6) and inequality (2.1) we get that
‖xn+1 − x∗‖2  ‖xn − x∗‖2 − 2βn‖xn+1 − x∗‖2 + 2
[
LL∗βnαn‖xn − x∗‖ + βnβn‖xn − x∗‖
+ βnβn‖u − x∗‖ + βn‖u − x∗‖ +LL∗αn‖xn − x∗‖
]
.‖xn+1 − x∗‖
 ‖xn − x∗‖2 − 2βn‖xn+1 − x∗‖2 + 2
[
2LL∗αn‖xn − x∗‖ + βnβn‖xn − x∗‖
+ 2βn‖u− x∗‖
]
.‖xn+1 − x∗‖
 ‖xn − x∗‖2 − 2βn‖xn+1 − x∗‖2 + 2
[
2LL∗αnr + βnβnr + βn r3
]
.‖xn+1 − x∗‖, (3.7)
since xn ∈ B and u ∈ Br6 (x∗). But ‖xn+1 −x∗‖ > ‖xn −x∗‖, so we have from (3.7) that βn‖xn+1 −x∗‖ 2LL∗αnr +
βnβnr +βn r3 , and hence ‖xn+1 − x∗‖ (αnβn )2LL∗r +βnr + r3  r , since αnβn < 16LL∗ , βn < 13 , ∀nN0. Thus we get
a contradiction. Therefore, xn ∈ B for all positive integers nN0 and hence the sequence {xn} is bounded. 
Remark 3.3. Since {xn}∞n=1 is bounded, there exists R > 0 sufficiently large such that u,xn ∈ B := BR(x∗), ∀n ∈ N.
Furthermore, the set B is a bounded closed and convex nonempty subset of E. If we define a map ϕ :E →R by
ϕ(y) = μn‖xn+1 − y‖2,
where μn is Banach limit, then ϕ is continuous, convex and ϕ(y) → +∞ as ‖y‖ → +∞. Thus, if E is a reflexive
Banach space, then there exists x0 ∈ B such that
ϕ(x0) = min
y∈B ϕ(y).
So, the set
Bmin =
{
x ∈ B: ϕ(x) = min
y∈B ϕ(y)
}
= ∅.
Theorem 3.4. Let E be a uniformly convex and 2-uniformly smooth real Banach space with dual E∗. Let A :E∗ → E
be a Lipschitz continuous monotone mapping with constant L > 0 and A−1(0) = ∅. For given u,x1 ∈ E, let {xn} be
generated by the algorithm
xn+1 := βnu+ (1 − βn)(xn − αnAJxn), n 1, (3.8)
where J is the normalized duality mapping from E into E∗. Suppose that Bmin ∩ (AJ )−1(0) = ∅. Then {xn} converges
strongly to Ru := x∗ ∈ (AJ )−1(0) and that Jx∗ ∈ A−1(0), where R is a sunny generalized nonexpansive retraction
of E onto (AJ )−1(0).
Proof. From Theorem 3.2 we have that {xn} and hence {AJxn} is bounded. Let x∗ ∈ Bmin ∩ (AJ )−1(0) and t ∈ (0,1).
Then by convexity of B we have that (1− t)x∗ + tu ∈ B . It then follows from Remark 3.3 that ϕ(x∗) ϕ((1− t)x∗ +
tu). Using Lemma 2.3, we have that∥∥xn − x∗ − t (u − x∗)∥∥2  ‖xn − x∗‖2 − 2t 〈u − x∗, j(xn − x∗ − t (u − x∗))〉.
Thus, taking Banach limits over n 1 gives
μn
∥∥xn − x∗ − t (u − x∗)∥∥2  μn‖xn − x∗‖2 − 2tμn〈u − x∗, j(xn − x∗ − t (u − x∗))〉.
This implies
2tμn
〈
u − x∗, j(xn − x∗ − t (u − x∗))〉 ϕ(x∗)− ϕ(x∗ + t (u − x∗)) 0.
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〈
u− x∗, j(xn − x∗ − t (u − x∗))〉 0, ∀n.
Since the normalized duality mapping is norm-to-weak∗ uniformly continuous on bounded subsets of E, we obtain,
as t → 0, that〈
u − x∗, j (xn − x∗)
〉− 〈u− x∗, j(xn − x∗ − t (u − x∗))〉→ 0.
Hence, for 
 > 0, there exists δ > 0 such that ∀
 ∈ (0, δ), and ∀n 1,〈
u − x∗, j (xn − x∗)
〉
<
〈
u − x∗, j(xn − x∗ − t (u − x∗))〉+ 
.
Consequently,
μn
〈
u− x∗, j (xn − x∗)
〉
 μn
〈
u − x∗, j(xn − x∗ − t (u − x∗))〉+ 
.
Since 
 is arbitrary, we have
μn
〈
u− x∗, j (xn − x∗)
〉
 0.
On the other hand, boundedness of {xn}, {AJxn} and the fact that limβn = 0, give that ‖xn+1 − xn‖ → 0. Therefore,
again from the norm-to-weak∗ uniform continuity of j on bounded sets, we obtain that
lim
(〈
u − x∗, j (xn+1 − x∗)
〉− 〈u − x∗, j (xn − x∗)〉)= 0.
Thus the sequence {〈u − x∗, j (xn − x∗)〉} satisfies the conditions of Lemma 2.4. Hence, we obtain that
lim sup
n→∞
〈
u − x∗, j (xn+1 − x∗)
〉
 0. (3.9)
Furthermore, from (3.8) and Lemma 2.3, we obtain that
‖xn+1 − x∗‖2  (1 − βn)2[1 +LL∗αn]2‖xn − x∗‖2 + 2βn
〈
u − x∗, J (xn+1 − x∗)
〉
.
Since αn = o(βn) there exists N2 such that
‖xn+1 − x∗‖2  (1 − βn)‖xn − x∗‖2 + βnσn,
where σn := 2〈u − x∗, J (xn+1 − x∗)〉, ∀n  N2. Thus, from (3.9) and Lemma 2.5, {xn} converges strongly to x∗ =
Ru ∈ (AJ )−1(0), and hence Jx∗ ∈ A−1(0). This completes the proof of the theorem. 
Let K be a nonempty subset of a smooth, strictly convex and reflexive real Banach space E with dual E∗. Let K∗
be the dual space of K . A mapping T :K∗ → E is said to be semi-pseudo if AJx := (J−1 − T )Jx for all Jx ∈ K∗ is
monotone mapping, where J is the normalized duality mapping from E into E∗. A semi-fixed point of a mapping T ,
denoted by Fs(T ), is the set Fs(T ) := {Jx ∈ K∗: T Jx = x}. We observe that a zero of a monotone mapping A is a
semi-fixed point of a semi-pseudo mapping T . If E is a Hilbert space the definition of semi-pseudo and semi-fixed
point of T coincide with pseudocontraction and fixed point of pseudocontraction T , respectively, studied by several
authors (see, e.g., [3,5,6,11,13,14,21] and the references contained therein). In the case that T is from K into E∗
we have that T is semi-pseudo if Ax := (J − T )x for all x ∈ K , is monotone mapping and a semi-fixed point of a
mapping T , Fs(T ), is given by Fs(T ) := {x ∈ K: T x = Jx}.
We have the following corollary for semi-pseudo mappings.
Corollary 3.5. Let K be a nonempty closed and convex subset of a uniformly convex and 2-uniformly smooth real
Banach space E with dual E∗. Let K∗ be the dual space of K . Let T :K∗ → K be a Lipschitz continuous semi-pseudo
mapping with Fs(T ) = ∅ and A := (J−1 − T ) is maximal monotone mapping on K∗. For given u,x1 ∈ K , let {xn} be
generated by the algorithm
xn+1 := βnu+ (1 − βn)
(
(1 − αn)xn + αnT Jxn
)
, n 1, (3.10)
where J is the normalized duality mapping from E into E∗. Suppose that Bmin ∩ Fs(T ) = ∅. Then {xn} converges
strongly to x∗, where Jx∗ ∈ Fs(T ).
670 H. Zegeye / J. Math. Anal. Appl. 343 (2008) 663–671Proof. From (3.10) we see that the sequence lies in K and hence it is well-defined. Moreover, AJx = (J−1 − T )Jx
is Lipschitz continuous maximal monotone mapping and the recursion formula (3.10) reduces to (3.8). Therefore, the
conclusion follows from Theorem 3.4. 
In Theorem 3.4, if we change the role of E and E∗ then the scheme changes and we get the following theorem.
Theorem 3.6. Let E be a uniformly smooth and 2-uniformly convex real Banach space E with dual E∗. Let
A :E → E∗ be a Lipschitz continuous monotone mapping with constant L > 0 and A−1(0) = ∅. For given u,x1 ∈ E,
let {xn} be generated by the algorithm
xn+1 := J−1
(
βnJu + (1 − βn)(Jxn − αnAxn)
)
, n 1, (3.11)
where J is the normalized duality mapping from E into E∗. Suppose that Bmin ∩ (AJ−1)−1(0) = ∅. Then {xn} con-
verges strongly to x∗ ∈ A−1(0) and that R(Ju) := Jx∗ ∈ (AJ−1)−1(0), where R is a sunny generalized nonexpansive
retraction of E∗ onto (AJ−1)−1(0).
Proof. Following the method of proof of Theorem 3.4 we obtain the required result. 
Corollary 3.7. Let K be a nonempty closed convex subset of a uniformly smooth and 2-uniformly convex real Banach
space E with dual E∗. Let K∗ be the dual space of K . Let T :K → K∗ be a Lipschitz continuous semi-pseudo
mapping with Fs(T ) = ∅ such that A := (J − T ) is maximal monotone mapping on K . For given u,x1 ∈ K , let {xn}
be generated by the algorithm
xn+1 := J−1
(
βnJu + (1 − βn)
(
(1 − αn)Jxn + αnT xn
))
, n 1, (3.12)
where J is the normalized duality mapping from E into E∗. Suppose that Bmin ∩ ((J − T )J−1)−1(0) = ∅. Then {xn}
converges strongly to x∗ ∈ Fs(T ).
4. Applications
In this section, we study the problem of finding a minimizer of a continuously Fréchet differentiable convex func-
tional in Banach spaces.
Theorem 4.1. Let E be a uniformly convex and 2-uniformly smooth real Banach space with dual E∗. Let f :E∗ →
(−∞,∞] be a continuously Fréchet differentiable convex functional such that the gradient of f , ∇f , is Lipschitz
continuous with (∇f )−1(0) = ∅. For given u,x1 ∈ E, let {xn} be generated by the algorithm
xn+1 := βnu+ (1 − βn)
(
xn − αn(∇f )Jxn
)
, n 1, (4.1)
where J is the normalized duality mapping from E into E∗. Suppose that Bmin ∩ (∇f J )−1(0) = ∅. Then {xn} con-
verges strongly to Ru := x∗ ∈ ((∇f )J )−1(0) and that Jx∗ ∈ (∇f )−1(0) = {z ∈ E∗: f (z) = miny∈E∗ f (y)}, where
R is a sunny generalized nonexpansive retraction of E onto ((∇f )J )−1(0).
Proof. By Rockafellar [16,17] we have that (∇f ) is maximal monotone mapping from E∗ into E and 0 ∈ (∇f )−1(v)
if and only if f (v) = minx∈E f (x). Therefore, the conclusion follows from Theorem 3.4. 
Theorem 4.2. Let E be a uniformly smooth and 2-uniformly convex real Banach space E with dual E∗. Let f :E →
(−∞,∞] be a continuously Fréchet differentiable convex functional such that the gradient of f , ∇f , is Lipschitz
continuous with (∇f )−1(0) = ∅. For given u,x1 ∈ E, let {xn} be generated by the algorithm
xn+1 := J−1
(
βnJu + (1 − βn)
(
Jxn − αn(∇f )xn
))
, n 1, (4.2)
where J is the normalized duality mapping from E into E∗. Suppose that Bmin ∩ ((∇f )J−1)−1(0) = ∅. Then {xn}
converges strongly to x∗ ∈ (∇f )−1(0) = {z ∈ E: f (z) = miny∈E f (y)}, and that R(Ju) := Jx∗ ∈ ((∇f )J−1)−1(0),
where R is a sunny generalized nonexpansive retraction of E∗ onto ((∇f )J−1)−1(0).
Proof. The method of proof of Theorem 4.1 with Theorem 3.6 give the required conclusion. 
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