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RELATIVE (NON-)FORMALITY OF THE LITTLE CUBES OPERADS AND
THE ALGEBRAIC CERF LEMMA
VICTOR TURCHIN AND THOMAS WILLWACHER
Abstract. It is shown that the operad maps En → En+k are formal over the reals for k ≥ 2 and non-formal for
k = 1. Furthermore we compute the homology of the deformation complex of the operad maps En → En+1 , proving an
algebraic version of the Cerf lemma.
1. Introduction
We consider the operads of chains En of the little n-cubes operadsCn. There are natural embeddingsCn → Cn+k
for k ≥ 1, and hence operad maps En → En+k. They induce maps in homology
en := H(En) → H(En+k) =: en+k.
The operad en is generated by the two generators of H(En(2))  H(S n−1), the degree zero generator denoted by
∧ and the degree n − 1 generator being denoted by [, ]. The map in homology en → en+k above is obtained by
sending the product generator to the product and the bracket to zero.
A quasi-isomorphism of operad maps f : P → Q, f ′ : P′ → Q′ is a commutative diagram
P Q
P′ Q′
f
≃ ≃
f ′
in which the vertical maps are quasi-isomorphisms. Two maps f and f ′ are called quasi-isomorphic if they can
be related to each other by a zigzag of quasi-isomorphisms. The operad map f is called formal if it is quasi-
isomorphic to the induced map H( f ) on homology.
We show the following result.
Theorem 1. The map En → En+k is formal over R for k ≥ 2 and non-formal over R for k = 1.
In particular, one finds that the E2 operad is not formal as a multiplicative operad.
Theorem 1 has been shown for k > n by P. Lambrechts and I. Volic´ [22]. They notice that Kontsevich’s proof
of the formality of En [19] which uses the Fulton-MacPherson model FMn for Cn, graph-complexes and semi-
algebraic forms, can be also adapted to study the relative formality. The main point in their argument is that the
restriction from FMn+k to FMn of the semi-algebraic differential forms corresponding to graphs is zero by degree
reasons for almost all forms. In [22] the Kontsevich construction is reproduced in full detail. The construction uses
the theory of semi-algebraic differential forms, which was only sketched by Kontsevich and Soibelman in [20] and
is developed in more detail in [15]. Theorem 1 completely solves the relative formality problem of the little cubes
operads over R. Also note that for k = 0 one obtains the identity map En → En, which is formal by the formality
of the little n-cubes operad.
The main motivation of Lambrechts and Volic´ to prove the relative formality was in its application to the
embedding calculus. From the improved range of formality given by Theorem 1 it follows that that the spectral
sequence associated with the Goodwillie-Weiss calculus and computing the homology of the space of smooth
embeddings Emb(Mm,Rn) of an m-manifold into Rn collapses rationally at the second term whenever n ≥ 2m +
2, the condition already required for the limit of the tower T∞C∗Emb(M,Rn) to have the same homology as
Emb(Mm,Rn). In particular all the results of [1] are improved to this range versus n ≥ 2E(M) + 1 as stated in [1]
(where E(M) is the smallest dimension of a Euclidean space in which M can be embedded).
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We remark that another codimension one non-formality result was recently discovered by M. Livernet, who
proved the non-formality of the Swiss Cheese operads [23]. It does not seem however that her result implies ours
or vice versa. Also her approach is very different from ours, using the non-vanishing of operadic Massey products.
Our proof of Theorem 1 is a more careful analysis of the Kontsevich-Lambrecht-Volic´ construction. In case
k ≥ 2 it is obtained by a more careful degree-counting of the forms which again implies vanishing of the forms
obtained by restriction. For the case k = 1, on the contrary we show that some forms on FMn+1 associated to
certain graphs do not vanish when restricted on FMn. The latter fact together with a careful application of the
deformation theory of operad maps proves the non-formality.
We furthermore study the deformation theory of the above operad map in codimension k = 1. Note that (for
any k) the deformation complexes of the operad maps En → En+k carry a cup product and come equipped with a
map from the (homotopy) derivations of En+k.
Theorem 2 (Algebraic version of the Cerf lemma). Over R, the homology of the deformation complex of the
operad map En → En+1 is generated by the images of the homotopy derivations of En+1 under the cup product.
A more precise statement can be found as Theorem 4 below. This theorem shows the rigidity of the defor-
mations of En inside En+1. We call it the Algebraic Cerf Lemma because of the connection to the study of the
spaces of embeddings.1 Let Diff ∂(Dn) denote the group of diffeomorphisms of the n-disc preserving the boundary
pointwise, and let Emb∂(Dn, Dn+k) be the space of smooth embeddings Dn →֒ Dn+k of discs with the presribed
behavior at the boundary. Cerf proved that the natural scanning map
(1) Diff ∂(Dn+1) → ΩEmb∂(Dn, Dn+1)
is a weak equivalence [7, Appendix, Section 5]2, see also [5, Proposition 5.3] where this result is stated in the way
we present it here. Our Theorem 2 can be interpreted as a similar property of the limits of the Goodwillie-Weiss
towers for the singular chains of Diff ∂(Dn+1) and Emb∂(Dn, Dn+1), see Section 9. The fact that the deformation
theory of operads and the manifold functor calculus can detect this codimension one rigidity for spaces of embed-
dings gives a hope that the Goodwilie-Weiss calculus can be (with a certain care of course) applied to the study of
codimension zero and one embeddings.
For general k ≥ 1 the deformation theory of the homology maps en → en+k has been studied in [2, 21,
27], where the homology of the resulting deformation complex is described in terms of the graph homology.
In this case the Cerf Lemma does not hold, there are many additional classes beyond those originating in the
homotopy automorphisms of en+k. In a follow-up paper [30] we continue the study of these complexes and
interpret them as the Kontsevich type graph-complexes decorated in non-trivial representations of the groups of
outer automorphisms of free groups. This gives a more palpable way to compare the deformation homology of
the operad maps En → En+k for different k (essentially k = 0 or 1 versus k ≥ 2).
Acknowledgements. The authors thank Ryan Budney, Benoit Fresse, Allen Hatcher, and Maxim Kontsevich for
communication and helpful discussions.
2. Notation and prerequisites
We generally work over a ground field K of characteristic zero, unless otherwise stated. For V a graded or
differential graded (K-)vector space, we denote by V[r] its r-fold desuspension. We generally work in homological
conventions, i.e., the differentials are generally of degree −1. Notice that in some of the relevant references one
uses the cohomological conventions, like for example in [32]. One can easily switch from one setting to another
by a grading reversion. For the symmetric groups we use the notation Sn. Regarding operads we mostly follow the
conventions of the textbook by Loday and Vallette [24]. In particular, Com and Lie are the commutative and Lie
operads. We denote by Poissn the n-Poisson operad generated by an abelian product operation ∧ and a compatible
Lie bracket [, ] of degree n − 1. We furthermore denote by en the homology of the little n-cubes operad, without
zero-ary operation. Concretely, e1 is the associative operad and en  Poissn for n ≥ 2.
For P an operad and r an integer we denote by P{r} the operadic r-fold suspension. For P a quadratic operad
we denote by P∨ its Koszul dual cooperad. The most important example will be P = en with e∨n = e∗n{n}.
We denote by Ω(C) the cobar construction of a coaugmented cooperad C. Most importantly, we abbreviate
hoen = Ω(e∨n ) and hoPoissn = Ω(Poiss∨n ). Furthermore, we will set hoLien := Ω(Com∗{n}) ⊂ hoen to be the
minimal resolution of the degree shifted Lie operad, so that one has a map hoLien → hoen.
1In the first draft of this paper we called this result Algebraic Schoenflies Theorem, because of this connection and because the (generalized)
Schoenflies theorem also indicates the rigidity for codimension one embeddings. But later we found another result due to Cerf that fits better
the picture by detecting the aforementioned rigidity on the level of spaces.
2This appendix was published earlier as [6].
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Let f : Ω(C) → P be an operad map. Then we denote by
(2) Def(Ω(C) → P) = Def( f ) := HomS(C,P)α 
∏
N
HomSN (C(N),P(N))
the operadic convolution dg Lie algebra twisted by the Maurer-Cartan element α describing the map f , cf. [24,
section 6.4.4]. Notice that this complex up to a shift in degree by one, almost coincides with the complex of
derivations Der( f ). The difference is that the complex of derivations possesses one extra homology class de-
scribed as (arity - 1) rescaling of f . This class in Def( f ) is the boundary of 1 ∈ Hom(C(1),P(1)), where 1 is the
composition C(1) → K → P(1) of counit and unit maps. We will denote by Der∗( f ) the complex obtained from
Der( f ) quotiented out by this class. We will call it also complex of reduced derivations. To resume one has a
quasi-isomorphism
Def( f ) ≃ Der∗( f )[1].
More generally, given a morphism of dg-operads P → Q one can define a complex of its reduced homotopy
derivations as the complex of reduced derivations of ˆP → Q, where ˆP is a cofibrant replacement of P:
hDer∗(P → Q) := Der∗( ˆP → Q).
By hDer∗(P) we will understand the homotopy derivation complex of the identity morphism id : P → P. From a
general theory it follows that complex hDer∗(P → Q) carries a natural hoLie2-algebra structure [20], which is a
generalization of the dg Lie algebra structure of (2). In all our examples cofibrant replacements appear as cobar
constructions of cooperads. Thus for the most of the paper we will be using explicit complexes (2) (except for
Section 9 where it will be more convenient to use the grading conventions of the complex of reduced homotopy
derivations).
We will deviate slightly from the standard notion of grading and the associated graded for a filtration. We call
a (complete) grading of a vector space V a decomposition of V into a direct product of subspaces
V 
∏
i∈I
Vi.
If F is a complete descending filtration on a vector space V , we call it (complete) associated graded
grV =
∏
p
F p/F p+1.
Finally, in this definition we may replace “vector spaces” in general by objects in some category. For example, by
differential graded (in the usual sense) vector spaces.
Below, we will conduct several computations using complete filtrations spectral sequence arguments. The
following (well-known) Lemma will suffice for our purposes.
Lemma 1. Let F •V be a descending complete bounded above filtration on a dg vector space V.3 If W ⊂ V is
such that the induced map H(gr W) → H(grV) is an isomorphism, then so is H(W) → H(V). In particular if
H(grV) = 0 then V is acyclic.
Note that boundedness above of the filtration is important.
2.1. Cup product. Let hoen → P be an operad map, with P an operad. Then one can endow the desuspended
deformation complex Def(hoen → P)[n] with a hoen+1 algebra structure as shown by D. Tamarkin [26]. More
concretely, there is an action of the higher braces operad Brn+1, which is a model for the En+1 operad [10]. In par-
ticular, we may endow Def(hoen → P)[n] with a (homotopy commutative) product, the cup product. Concretely,
one has the following explicit formulas. We identify
Def(hoen → P)  HomS(e∨n ,P) 
∏
N
(en{−n}(N) ⊗ P(N))SN .
Suppose we are given two elements x = ∑ j x′j ⊗ x′′j and y = ∑k y′k ⊗ y′′k . Furthermore denote the Maurer-Cartan
element corresponding to the above map hoen → P by
m =
∑
l
m′l ⊗ m
′′
l .
Then, for n ≥ 2
(3) x ∪ y =
∑
j,k,l
∑
σ
±σ ·
((
(t12 · m′l) ◦1,2 (x′j, y′k)
)
⊗
(
m′′l ◦1,2 (x′′j , y′′k )
))
.
3Concretely, completeness means that V  lim← V/F pV . Boundedness above means that for each k there is an N such that F N Vk = Vk,
where a superscript k indicates taking the subspace of cohomological degree k.
3
Here t12· denotes the operation on en removing the edge between vertices 1 and 2 if there is one, and acting as zero
if there is none. More formally, this is the coproduct in the Hopf operad en followed by the projection of one factor
onto the cogenerator which is the Lie bracket applied to inputs 1 and 2. For n = 1 one has that e1(N)  K[SN] and
one interprets t12 ·m′l as the projection (up to signs) to those terms for which the symbols 1 and 2 are in the correct
order, i.e., 1 to the left of 2. The second sum in (3) is over shuffle permutations so as to symmetrize the result.
3. Graph complexes and graph operads
Let us briefly recall the construction of the Kontsevich graph complexes, and of the operads Graphsn, referring
to [32] for more details. We denote by graN,k the set of directed graphs with vertex set [N] = {1, . . . , N} and edge
set k. It carries an action of the group SN ×Sk ⋉Sk2 by permuting the vertex and edge labels and changing the edge
directions. The graphs operads Gran are defined such that
Gran(N) = ⊕k(K〈graN,k〉[(1 − n)k])Sk⋉Sk2
where the action of Sk is with sign if n is even and the action of Sk2 is with sign if n is odd. Note that we allow
loops (edges connecting a vertex to itself) in graphs in Gran.4
The definition of Gran is made such that for all n one has a map of operads
Poissn → Gran
∧ 7→
[, ] 7→ .
In particular, we obtain a map
hoLien → hoPoissn → Poissn → Gran.
The full graph complex is by definition the deformation dg Lie algebra
fGCn := Def(hoLien → Gran).
We will use two sub-complexes:
• The connected graphs with at least bivalent vertices form the sub-dg Lie algebra GC2n.
• The connected graphs with at least trivalent vertices form the sub-dg Lie algebra GCn.
One can check that (see [32])
H(GC2n) = H(GCn) ⊕
⊕
1≤r≡2n−1 mod 4
KLr
where Lr denotes the r-loop graph of degree n − r.
Lr =
· · ·
(r vertices and r edges)
We may use the formalism of operadic twisting [12] to twist the operad Gran to an operad fGraphsn. Elements
of fGraphsn(N) are series of graphs with two sorts of vertices, external vertices labelled 1, . . . , N and internal
unlabeled vertices. We again identify two useful suboperads
• The graphs with at least bivalent internal vertices and no connected components containing only internal
vertices form the sub-operad Graphs2n.
• The graphs with at least trivalent internal vertices and no connected components containing only internal
vertices form the sub-operad Graphsn.
The formalism of operadic twisting furthermore ensures that there is an action of the dg Lie algebra fGCn on
fGraphsn. One easily checks that the action restricts to an action of GC2n on Graphs2n and of GCn on Graphsn.
Furthermore, the multiplicative group K× ∋ λ acts on Graphs2n and Graphsn by multiplying a graph Γ by the
number
λ#(internal vertices)−#(edges).
There is a natural map Poissn → Graphsn given by the same formulas as the map Poissn → Gran above. We
will use the following well known result:
4The notation thus deviates slightly from [32] where the symbol Gra	n was used instead.
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Proposition 1 ([19],[22],[32]). The maps
Poissn → Graphs2n → Graphsn
are quasi-isomorphisms.
The composite map Poissn → Graphsn is still an inclusion. This will allow us to view elements of Poissn as
(linear combinations of) graphs.
Finally, there is a natural (complete) topology on Graphsn and Graphs2n induced by the filtration on the num-
ber of vertices. It is clearly compatible with the operadic compositions, which are hence continuous. Further-
more, there is a continuous Hopf operad structure on Graphsn and Graphs2n as follows. We call a graph in
Graphsn or Graphs2n internally connected if it is connected after deleting all external (numbered) vertices. We
denote the subspace of those graphs by ICGn or ICG2n. Any general graph is obtained by gluing a (unique) set
of internally connected graphs at the external vertices, and hence we may identify Graphsn(N)  S (ICGn) and
Graphs2n(N)  S (ICG2n) with the completed free symmetric coalgebras. Thus one obtains the (complete) cocom-
mutative coalgebra structure on each space Graphsn(N). The maps of Proposition 1 are compatible with the Hopf
operad structures.
3.1. The hairy graph complexes. Let hoPoissm
∗
→ Graphsn be the composition
hoPoissm → Poissm → Com → Graphsn.
The operadic deformation complex Def(hoPoissm ∗→ Graphsn) has been studied in [2, 3] and found to be quasi-
isomorphic to the hairy graph complex fHGCm,n. Concretely,
(4) fHGCm,n ⊂ Def(hoPoissm ∗→ Graphsn) 
∏
N≥1
HomS(Poiss∨m(N),Graphsn(N))
is the dg Lie subalgebra of maps satisfying the following two conditions:
• The map factors through the projection hoPoissm → hoLiem, i.e., all but the hoLiem generators are sent
to zero.
• Graphs in the image have all of their external vertices of valence one. The edges connecting to the external
vertices we call the hairs of the graph.
We define HGCm,n ⊂ fHGCm,n as the subcomplex spanned by the connected graphs. The differential on
fHGCm,n leaves the number of connected components invariant and hence there is an isomorphism of complexes
fHGCm,n  S +(HGCm,n[m])[−m]
where S + denotes the completed symmetric algebra without constant term. Moreover the aforementioned isomor-
phism is an isomorphism of algebras for m ≥ 2, where for the product on the left-hand side one takes the one
induced by the cup product from Subsection 2.1. Indeed, the cup product preserves the subcomplex fHGCm,n and
graphically is described as a disjoint union of graphs (in case of infinite sums of graphs one needs to distribute).
The differential in HGCm,n preserves the first Betti number (number of loops) and the number of external
vertices (number of hairs) in the graphs. The loopless part or in other words the tree part of H(HGCm,n) is always
one dimensional and spanned by the graph
in case of even codimension n − m and by the tripod
in case of odd codimension. We will see that the tripod class is crucial for the codimension one relative non-
formality. The 1-loop part of H(HGCm,n) is generated by the hedgehog classes
· · ·
that survive the dihedral symmetry, see [2, Proposition 3.3]. The 2-loop part of H(HGCm,n) was computed in [11].
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Example 1. The following elements represent the simplest non-trivial classes in H(HGC1,2).
, , , .
The first class is the simplest one-loop class (hedgehog) with only one hair. It is responsible for the deformation
of the commutative product in the direction of the bracket.
For more details on the complexes HGCm,n we refer the reader to [2]5.
Let us also comment on the combinatorial form of the Lie bracket on fHGCm,n, which arises by restricting
the canonical Lie bracket of Def(hoem ∗→ Graphsn). Given two hairy graphs Γ, Γ′ ∈ fHGCm,n of homogeneous
degree, the Lie bracket is
Γ ◦ Γ′ − (−1)|Γ||Γ′|Γ′ ◦ Γ
where ◦ is, roughly speaking, the operation of connecting one hair of Γ to vertices of Γ′ in all possible ways. More
precisely, if Γ ∈ (Graphsn(N)[(m − 1)N])SN and Γ′ ∈ (Graphsn[(m − 1)N])(M)SM then
(5) Γ ◦ Γ′ =
∑
σ∈Sh(N−1,M)
(−1)m(|σ|+N−1)Γ(σ(1), . . . , σ(N − 1), Γ′(σ(N), . . . , σ(N + M − 1)))
where the sum is over shuffle permutations and the notation means that one should relabel vertex 2 of Γ to σ(1),
etc. and insert Γ′ (with suitably relabeled vertices) into vertex N of Γ′. Note that HGCm,n ⊂ fHGCm,n is a Lie
subalgebra.
Similarly to before we may also define the hairy graph complexes HGC2m,n ⊂ fHGC2m,n ⊂ Def(hoem →
Graphs2n) by allowing for bivalent (internal) vertices.
3.2. Hodge grading/filtration. The operads Poissm = Com◦Lie{m−1} carry two natural gradings. The first one,
that we will call Hodge grading, is by the number of iterated brackets used (equivalently the homological degree
divided by (m − 1)). The second grading, that we will call dual Hodge grading is stemming by the arity on Com
minus one. For example, elements of Com(N) ⊂ Poissm(N) have Hodge degree 0 and dual Hodge degree (N − 1).
The elements of Lie{m − 1}(N) ⊂ Poissm(N) have Hodge degree (N − 1) and dual Hodge degree 0. These two
gradings are Koszul dual to each other. To be precise if one considers the grading on hoPoissm = Ω(Poiss∗m{m})
induced by the dual Hodge grading on Poiss∗m{m}, then the differential on hoPoissm preserves this grading and
moreover the natural quasi-isomorphism hoPoissm → Poissm respects this grading assuming that the target is
endowed with the Hodge grading. For this reason, this grading on hoPoissm will be also called Hodge grading.
The operads em, for m ≥ 2 are isomorphic to Poissm and hence inherit the Hodge grading. The operad e1 is
isomorphic to Poiss1 as an S-module, but not as an operad. Concretely, we fix the isomorphism Poiss1  e1 such
that the following holds for any vector space V: The map between the free associative (i.e., e1-) algebra on V and
the free Poisson (Poiss1-) algebra on V induced by the identification of S-modules Poiss1  e1 agrees with the
Poincare´-Birkhoff-Witt map. Here one thinks of the free Poiss1 algebra as the symmetric algebra in a free Lie
algebra on V and of the free associative algebra on V as its universal enveloping algebra.
The (dual) Hodge grading on Poiss1 may be transported to a filtration, the (dual) Hodge filtration, on e1 which
turns out to be compatible with the operad structure. The Hodge filtration on e1 is descending and the dual Hodge
filtration is ascending. Both filtrations correspond to the Poincare´-Birkhoff-Witt filtration numbered differently.
The associated graded operad of e1 is again the Poisson operad Poiss1,
gr e1  Poiss1.
Concretely, we will need to use the Hodge filtration on hoe1 = Ω(e∗1{1}) (induced by the dual Hodge filtration on
e∗1{1}). Note that elements in the p-th subspace of the dual Hodge filtration on e1 correspond to elements of dual
Hodge degree ≤ p in Poiss1.
3.3. Hodge grading/filtration in deformation homology. Hairy graphs and maps from e1. The Hodge grad-
ing on hoPoissm induces an additional grading (that we will also call Hodge) on the deformation complex (4).
On the level of its hairy subcomplex fHGCm,n it is simply the number of hairs minus one6. From the geometrical
description of the bracket and cup product on the hairy complex it is clear that the Lie bracket preserves the Hodge
grading and the cup product decreases this grading by one.
Let hoe1
∗
→ Graphsn be the composition
hoe1 → e1 → Com → Graphsn.
5Notice that our grading conventions for the hairy graph complexes HGCm,n, fHGCm,n differ from those of [2] by an m-fold suspension.
6This differs from the definition in [27] by subtraction of one.
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The operadic deformation complex Def(hoe1 ∗→ Graphsn) has been studied in [21, 27] and found to be quasi-
isomorphic (as a complex) to the hairy graph complex fHGC1,n [27, Theorem 8.2]. Concretely, fHGC1,n may be
realized as a subcomplex of
Def(hoe1 ∗→ Graphsn) 
∏
N≥1
HomS(e∨1 (N),Graphsn(N)) 
∏
N≥1
Graphsn(N)[N − 1]
as follows.
• Take the subcomplex of maps such that graphs in the image have all of their external vertices of valence
one.
• Take a further subcomplex consisting of the graphs anti-invariant under the SN-actions on factors
Graphsn(N).
The construction is the same as that of section 3.1. The reason we consider it separately is that in contrast to
before the map fHGCm,1 → Def(hoe1 ∗→ Graphsn) now is no longer compatible with the Lie structure and the
cup products. The subcomplex fHGCm,1 is closed under neither of these operations.
However, the Hodge filtration on hoe1 described in the previous section induces an ascending filtration on
Def(hoe1 ∗→ Graphsn) such that the associated graded can be identified with the deformation complex Def(hoPoiss1
∗
→
Graphsn) from section 3.1, into which fHGC1,n injects compatibly with the Lie bracket and cup product.
3.4. The filtration by the total excess. Below we will study deformations of the operad maps hoem
∗
→ Graphsn
that are not compatible with the Hodge filtration on Def(hoem ∗→ Graphsn) in some sense. Therefore, we will
introduce in this section a second related filtration, the total excess filtration.
First consider the deformation complex
Def(hoPoissm ∗→ Graphsn) 
∏
N
(
Poissm{−m}(N) ⊗ Graphsn(N)
)SN .
We will prescribe a grading as follows. Let x ⊗ Γ ∈ Poissm{−m}(N) ⊗ Graphsn(N) be an element with x ∈
Poissm{−m}(N) homogeneous of dual Hodge degree h and Γ ∈ Graphsn(N) a graph with k internal vertices and ℓ
edges. Then we assign to x ⊗ Γ the total excess
(6) g = −h + ℓ − k.
The terminology stems from the fact that thanks to Proposition 1 one may regard elements of Poissm(N) of dual
Hodge degree h as certain graphs with N vertices and N−h−1 edges. Then the total excess is one minus the Euler
characteristic of the combined graph obtained by gluing the graph corresponding to x to Γ at the external vertices,
or alternatively the number of edges exceeding those required for a spanning tree in the combined graph.
Remark 1. Note that the total excess grading is minus the sum of the grading on the operad Graphsn by the
“internal Euler characteristic” k − ℓ, and the Hodge grading on Poissm.
Lemma 2. The total excess induces a (complete) grading on Def(hoPoissm ∗→ Graphsn), compatible with the dg
Lie algebra structure and the cup product in the following sense:
• The differential preserves the total excess.
• The Lie bracket of two homogeneous elements of total excess g1 and g2 is homogeneous of total excess
g1 + g2.
• The cup product of two homogeneous elements of total excess g1 and g2 is homogeneous of total excess
g1 + g2 − 1.
Proof. The Lie bracket is functorial, i.e., it is built using only the operadic compositions on Poissm and on
Graphsn. Hence any linear combination of any gradings on Poissm and Graphsn is preserved by the Lie bracket.
The differential is built from the differential on Graphsn, which clearly preserves the grading by definition of
grading, and the Lie bracket with a Maurer-Cartan element. Hence if the Maurer-Cartan element is of (total
excess-)degree 0, so is the differential.
Finally, the cup product is built from the Maurer-Cartan element using operadic compositions on Poissm and
Graphsn and the operation t12· : Poissm → Poissm, cf. (3). Hence we are done if we can show that the map t12
has dual Hodge degree 1. But this is easily established as the operation removes one edge if we think of elements
of Poissm as certain graphs. 
Using the identification em  Poissm for m ≥ 2 we hence obtain gradings by total excess on Def(hoem ∗→
Graphsn) compatible with Lie bracket and cup product.
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For m = 1 we may still identify Def(hoe1 ∗→ Graphsn) and Def(hoPoiss1
∗
→ Graphsn) as dg vector spaces.
However, since we do not have a Hodge grading, merely a Hodge filtration on the former space, we only obtain a
filtration by total excess on Def(hoe1 ∗→ Graphsn). This filtration is descending as h appears with negative sign
in (6).
Lemma 3. The total excess filtration on Def(hoe1 ∗→ Graphsn) is compatible with the Lie bracket and cup product
in the following sense.
• The Lie bracket of two elements of total excess ≥ g1 and ≥ g2 is of total excess ≥ g1 + g2.
• The cup product of two homogeneous elements of total excess ≥ g1 and ≥ g2 is homogeneous of total
excess ≥ g1 + g2 − 1.
Proof. The proof is a copy of that of Proposition 2, except that one has to verify that the operation
t12· : e1(N) → e1(N)
maps the subspace F pe1(N) of dual Hodge filtration p to the subspace F p+1 of dual Hodge filtration p + 1. (Note
that t12· projects onto the subspace of permutations in e1(N)  K[SN] for which 1 and 2 occur in increasing oder.)
We leave the verification of this claim to the reader, using the definition of the Poincare´-Birkhoff-Witt map. 
4. Review ofM. Kontsevich’s proof of the formality of the little n-cubes operads
Let us recall M. Kontsevich’s proof of the formality of the little n-cubes operads, over K = R. The operad
E1 is obviously formal since the augmentation map E1 → e1 is a quasi-isomorphism. Thus one can assume
n ≥ 2. Instead of working with the little n-cubes operads directly, we will use another model, the compactified
configuration spaces FMn. Concretely, FMn(N) is a compactification of the configuration space of N points in Rn,
modulo overall translation and rescaling. We refer the reader to [19] for more details. Let C(FMn) be the operad of
semi-algebraic chains on FMn. M. Kontsevich found the following zigzag of operad quasi-isomorphisms realizing
the formality of the little n-cubes operads:
C(FMn) → Graphsn ← en.
Here the first arrow is constructed as follows. A chain c ∈ C(FMn(N)) is sent to the series
(7)
∑
Γ
Γ
∫
c
∫
FMn(N+k)/FMn(N)
∏
(i j)∈EΓ
π∗i jΩS n−1
where:
• The sum is over graphs Γ forming a basis of Graphsn(N). The number k is the number of internal vertices
of Γ.
• The integral is along the fiber of the forgetful map FMn(N + k) → FMn(N).
• The product is over all edges of Γ.
• πi j : FMn(N + k) → FMn(2)  S n−1 is the forgetful map forgetting all but the i-th and j-th points of a
configuration.
• Finally ΩS n−1 is the round volume form on the n − 1-sphere.
4.1. Hopf cooperadic version of Kontsevich’s morphism. The operads Graphsn are duals of Hopf cooperads
∗Graphsn. Concretely, while elements of Graphsn are series in isomorphism classes of certain graphs, elements
of ∗Graphsn are just linear combinations of the same graphs, with the dual (adjoint) differential. The commutative
product on the ∗Graphsn(N) is defined by gluing graphs at the N external vertices, and the unit is the graph without
edges.
M. Kontsevich’s construction above may be restated as providing a zig-zag
Ω(FMn) ← ∗Graphsn → e∗n
where Ω(FMn) denotes the S-module of PA forms on FMn, cf. [15]. Here the left-hand map F : ∗Graphsn →
Ω(FMn) is defined such that
F(Γ) =
∫
FMn(N+k)/FMn(N)
∏
(i j)∈EΓ
π∗i jΩS n−1 .
It is not hard to check that F preserves the commutative algebra structures. We would like to say that F is a map
of Hopf cooperads. However, unfortunately Ω(FMn) is not a cooperad. Still, the map F is compatible with the
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operad structure on FMn in the sense that following diagrams commute.
(8)
∗Graphsn(N + M − 1) Ω(FMn(N + M − 1))
Ω(FMn(N) × FMn(M))
∗Graphsn(N) ⊗ ∗Graphsn(M) Ω(FMn(N)) ⊗ Ω(FMn(M))
F
∆i
F ⊗ F
◦∗i
Here ◦i is the i-th operadic composition and ∆i the i-th cooperadic cocomposition.
5. Proof of Theorem 1 for k ≥ 2
In this section we will show Theorem 1 for k ≥ 2. The proof is based on two Lemmas.
Lemma 4. Consider the composition
C(FMn) → C(FMn+k) → Graphsn+k.
If k ≥ 2 then the image is contained in the sub-operad Com of graphs without edges. (It is one-dimensional in
each arity.)
Proof. One has to check that for each graph Γ ∈ Graphsn+k(r) with at least one edge the configuration space
integrals ∫
c
π∗ωΓ
vanish for each chain c in C(FMn(r)). In fact we claim that π∗ωΓ = 0. It is sufficient to consider connected graphs
for otherwise the differential form is just a product of pullbacks of those of its connected components.
Roughly speaking the lowest degree of such form happens when Γ is a uni-trivalent tree, but let us still give a
formal argument. Suppose that Γ has v internal vertices and e edges. Since each internal vertex has to be at least
trivalent and each external vertex has to be at least univalent, there is an inequality7
(9) e ≥ 3
2
v +
1
2
r.
Now assume that the first Betti number of Γ is j. By connectedness, one has
(10) e − v − r + 1 = j.
Equivalently (10) can be written as
(11) e = v + r + j − 1,
hence
(12) v ≤ r + 2 j − 2.
Applying (11) and (12) to the degree of the differential form ωΓ, we obtain
deg(ωΓ) = (n + k − 1)e − (n + k)v = (n + k − 1)(r + j − 1) − v ≥ n(r − 1) + (n − 1) j + (k − 2)(r + j − 1) + 1.
On the other hand, dim(FMn(r)) = n(r − 1) − 1. Hence for k ≥ 2 we find that the restriction of ωΓ on FMn(r) is
zero as claimed.

We can use the above Lemma to show Theorem 1 for k ≥ 2 as follows.
7In fact, since a blow up of a vertex in a graph decreases the degree, one can assume without loss of generality that Γ is uni-trivalent.
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Proof of Theorem 1 for k ≥ 2. Consider the diagram
(13)
C(FMn) C(FMn+k)
Graphsn Graphsn+k
en en+k
where the middle horizontal arrow sends all graphs with edges to zero, and the other arrows were introduced
above. In case n = 1, instead of Graphsn in (13) one should use e1, and the upper left arrow is the augmentation
morphism. The lower square of the diagram obviously commutes. The upper square commutes by Lemma 4, as
long as k ≥ 2. Since all the vertical arrows are quasi-isomorphisms Theorem 1 hence follows in this case. 
To attack the case k = 1 we need additional results introduced in section 6.
5.1. Hopf (co)operadic version. Note that the maps in the diagram (13) may more or less obviously be pre-
dualized to form a diagram
Ω(FMn) Ω(FMn+k)
∗Graphsn ∗Graphsn+k
e∗n e
∗
n+k
The maps in the lower square are Hopf cooperad maps. The upper three arrows are maps of S-modules in commu-
tative algebras, which in addition satisfy a compatibility condition with the operadic structure on FMn and FMn+k
of the form (8). Again, in case n = 1, instead of ∗Graphsn in the diagram above one should use e∗1.
6. Homology of the deformation complex
6.1. An auxiliary map hoPoissn−1 → Graphs2n. Consider the map Φ0 : hoPoissn−1 → Graphs2n defined as
follows:
• The commutative product generator m2 ∈ hoPoissn−1(2) is sent to the graph with two vertices and no
edge.
• The 2k + 1-ary hoLien generator µ2k+1 is sent to the graph
1
4k
1 · · · 2k+1
• All other generators are sent to zero.
Lemma 5. Φ0 is indeed a map of operads.
Proof. First note that the graphs in the images of each µ2k+1 are such that the external vertices all have valence 1,
and are hence derivations in each slot for the product m2. The hoPoissn−1-relations involving both the product m2
and the µk are hence satisfied. It suffices to check the hoLien-relations. These relations are equivalent to stating
that the element
(14) α =
∑
k≥1
1
4k
· · ·︸  ︷︷  ︸
2k+1 legs
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is a Maurer-Cartan element in the hairy graph complex from section 3.1. The Maurer-Cartan equation reads
−δα +
1
2
[α, α] = −δ + α ◦ α
=
∑
k,l
(
−
(
k + l
k
)
+
(
k + l
k
))
k× l×
= 0.
Here the first term in the sum is produced by δ, there are
(k+l
k
)
ways of connecting the legs to one of the two
vertices produced. The second term uses the pre-Lie product ◦ from (5), and the prefactor counts the number of
(k, l)-shuffle permutations. 
Remark 2. The mapΦ0 clearly factorizes through Graphsn ⊂ Graphs2n. However, we will see below that allowing
for bivalent internal vertices makes the theory more uniform.
6.2. The deformation complex of Φ0. Consider the deformation complex Def(Φ0). It is obtained by twisting the
deformation complex
Def(hoPoissn−1 ∗→ Graphs2n)
by the Maurer-Cartan element α corresponding to Φ0. In fact, this Maurer-Cartan element lives in the sub-dg Lie
algebra HGCn−1,n ⊂ fHGCn−1,n ⊂ Def(hoPoissn−1 ∗→ Graphs2n). Hence we have a quasi-isomorphism of dg Lie
algebras
fHGCαn−1,n → Def(Φ0)
between the full hairy graph complex twisted by α and the deformation complex of Φ0.
The goal of this subsection is to show the following Theorem.
Theorem 3.
(15) H(Def(Φ0))  S +
((
H(GC2n) ⊕ KT
)
[n]
)
[1 − n]  S +
(H(GCn) ⊕ ∏
1≤r≡2n+1 mod 4
KLr ⊕ KT
)
[n]
 [1 − n]
where the Lr correspond to the loop classes and T to the tripod class, and S + denotes the completed symmetric
algebra without constant term.
Remark 3. Note that the cup product on Def(Φ0) is combinatorially realized as the union of graphs.
Remark 4. Concretely, a cocycle representing the tripod class T is the following:
(16)
∑
k≥1
2k
4k ︸  ︷︷  ︸
2k+1
.
The class corresponding to the cocycle γ ∈ GC2n is represented by a hairy graph cocycle as follows:
(17) γ 7→
∑
k≥0
1
4k
∑
γ
︸  ︷︷  ︸
2k+1
.
Here the sum is over all ways of connecting the legs to vertices of γ.
It will be shown in Proposition 2 below that these cocycles corresponding to the generating classes arise from
the action of the Lie algebra K ⋉ GC2n on the operad Graphs2n by derivations.
6.3. Proof of Theorem 3. We will work with the hairy graph complex. Our eventual goal is to show that
H((HGC2n−1,n)α)  K ⊕ H(GC2n)
where (HGC2n−1,n)α is the hairy graph complex with the differential obtained by twisting with the Maurer-Cartan
element α defined in (14). First note that there is a splitting of complexes of (HGC2n−1,n)α into a subcomplex of
trees, and a subcomplex of non-trees, say
(HGC2n−1,n)α = Utrees ⊕ Unon−trees.
The subcomplex of trees has one-dimensional homology (being spanned by the tripod class) already before twist-
ing by α, see [2, Subsection 3.5]. Hence, the subcomplex of trees has one-dimensional homology and contributes
the summand H(Utrees)  K above. Remark 4 explicitly describes the corresponding cocycle. We can hence focus
on the subcomplex of non-tree graphs and disregard tree graphs below.
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For technical reasons, let us enlarge the complex HGC2n−1,n to include also (non-tree) graphs without hairs, i. e.,
set HGC+n−1,n := HGC2n−1,n ⊕ GC2n. The dg Lie algebra structure naturally extends to HGC+n−1,n. Our first goal will
be to compute the homology of the twisted complex
(HGC+n−1,n)α.
Let Γ ∈ HGC+n−1,n be a graph. Let the core of Γ be the graph obtained by removing the hairs and removing
recursively univalent vertices and their adjacent edges. In other words, we may view Γ as its core, with some trees
attached, for example:
graph: 7→ core:
We endow HGC+n−1,n with a filtration on the number of core vertices. The first differential in the associated
spectral sequence will leave the number of core vertices invariant, but changes the attached trees. The associated
graded complex hence splits
gr HGC+n−1,n 
∏
γ
Vγ
where the direct product runs over all isomorphism classes of core graphs and Vγ is the complex associated to the
core. More precisely, we may pick a representative graph of the isomorphism class, say γ′, and identify
Vγ 
⊕
v∈Vγ′
W

Gγ′
where the direct sum runs over vertices of γ′, the complex W is made of the trees attachable to one vertex and the
isomorphism group Gγ′ of γ′ acts by permutations, with appropriate signs. Since taking homology interchanges
with taking invariants with respect to a finite group action, it suffices to compute H(W).
Lemma 6. H(W)  Ke+ ⊕ Ke− where the two classes correspond to decorations of the vertex of the form
e± =
∑
j≥0
(
±1
2
) j v
︸  ︷︷  ︸
j×
.
Proof sketch. First one checks that e± are indeed cocycles. We leave it to the reader.8 Then consider a filtration
on W by the number of hairs in the decoration. The associated graded decomposes as graded vector space as
gr W = W0 ⊕ W1 ⊕ W≥2
where the subscript indicated the valence of the vertex v. We take the associated spectral sequence whose first
differential is a map W≥2 → W1. This differential is injective, and the cokernel is spanned by the decoration
consisting of a single hair. Hence on this page we arrive at a two-dimensional vector space, and since the two
classes can be represented by cocycles in W the spectral sequence abuts. 
Knowing the homology of W, we hence conclude that H(gr HGC+n−1,n) is spanned by isomorphism classes of
graphs without hair, but with each vertex decorated by either a symbol e+ or a symbol e−. In fact, interpreting e±
to be the corresponding decorations above, such graphs form a subcomplex which we denote by
GC±n ⊂ HGC+n−1,n.
Using Lemma 1 and the fact that the filtration used is bounded above and complete, we have hence reduced the
problem to computing the homology of GC±n .
Note that the differential on GC±n is such that it splits a vertex decorated by e+ into two vertices decorated by
e+ and a vertex decorated by e− into two vertices decorated by e−. Pictorially:
e+
7→
∑ e+ e+ e−
7→
∑ e− e−
Let Γ ∈ GC±n be a graph. We call its skeleton the graph obtained by iteratively removing all bivalent vertices
and connecting their adjacent edges, until an at least trivalent graph or a graph with only one vertex is produced.
Consider only the at least trivalent case for the moment. The graph Γ can be seen as the core, together with a
“decoration” at each edge, the decoration being a string of bivalent vertices, each labelled by e+ or e−.
8Hint: check that e+ + e− and e+ − e− are closed.
Consider a filtration by the number of skeleton vertices. The differential on the associated graded acts inde-
pently on the decorations of the edges. Hence it suffices to compute the homology of the complex of decorations
associated to one edge. We have to consider two cases.
• The endpoints of the edge have the same labels, i.e., both e+ or both e−.
• The endpoints of the edge have the opposite labels, i.e., one endpoint is labelled e+ and one e−.
We leave it to the reader to check that in the second case the corresponding complex is acyclic, while in the first
case the homology is one-dimensional, the class being represented by a direct edge between the endpoints. A
similar argument also shows that if the skeleton has a single bivalent vertex the same conclusion holds.
Note that if a connected graph does not have all vertex labels alike (i.e., all e+ or all e−), then it necessarily
contains an edge between vertices with opposite labels. Hence we conclude that the homology of the associated
graded of GC±n consists of two copies of GC2n, one embedded by giving all vertices labels e+, and one by giving
all vertices labels e−.
Invoking Lemma 1 again this shows that there is a quasi-isomorphism of complexes
GC2n ⊕ GC2n → GC±n
and hence a quasi-isomorphism of complexes
K ⊕ GC2n ⊕ GC2n → HGC+n−1,n.
Hence to reach our goal of computing H(HGC2n−1,n) it suffices to express this space in terms of the homology of
HGC+n−1,n. To this end, consider the short exact sequence
0 → HGC2n−1,n → HGC
+
n−1,n → GC
2
n → 0.
Note also that the induced map in homology H(HGC+n−1,n)  K ⊕ H(GC2n) ⊕ H(GC2n) → H(GC2n) is obtained from
the identity map on each of the GC2n-summands and is hence surjective. Thus, we conclude that H(HGC2n−1,n) is
the kernel of the above map, and can be identified with
K ⊕ H(GC2n).
Concretely, the identification may be realized by a quasi-isomorphism
K ⊕ GC2n → HGC2n−1,n
which sends a graph Γ ∈ GC2n to Γ+ − Γ−, where Γ± is the graph with all vertices decorated by e+, respectively by
e−. This then concludes the proof of Theorem 3. 
6.4. The primitive cocycles originate from derivations of the target. Above we have computed the homology
of Def(Φ0) in terms of the graphs homology H(GC2n). Although explicit combinatorial formulas for the cocycles
representing the homology classes were given, let us trace their origin by showing that the primitive elements are
the images of the derivations of the target operad Graphs2n given by KS ⋉ GC2n.
The natural action of KS ⋉ GC2n on Graphs2n is realized as follows. KS (scaling) denotes one class which acts
on elements γ ∈ GC2n by multiplication by the Euler characteristic and on Γ ∈ Graphs2n by the number
#(internal vertices) − #(internal edges).
The action of a graph γ ∈ GC2n on Γ ∈ Graphs2n(N) is given by the formula
γ · Γ = ±Γ • γ ± γ1 ◦1 Γ +
N∑
j=1
±Γ ◦ j γ1.
Here γ1 ∈ Graphs2n(1) is obtained by declaring the first vertex of γ external and Γ • γ denotes the operation of
inserting γ into all internal vertices of Γ. The sum over j we will also abbreviate as Γ ◦ γ1.
Hence for any operad map P → Graphs2n we obtain a map
KS ⋉ H(GC2n) → H(Def(P → Graphs2n))[−1].
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Proposition 2. The image of KS ⋉ H(GC2n) in H(Def(hoPoissn−1
Φ0
−→ Graphs2n))[−1] may be identified with the
primitive part of (15). Furthermore, the images of the loop classes have representatives (up to prefactors)
Hr ∝
∑
k1,...,kr≥1 odd
(const)
· · ·
k1
k2
k3
k4
and hence correspond to the hedgehog classes of the untwisted hairy graph homology H(HGCn−1,n).
Proof. First consider the rescaling class S . By straightforward computation its action on the Maurer-Cartan ele-
ment yields the cocycle (16) starting with the tripod.
Next, the image of a graph homology class represented by the cocycle γ ∈ GCn is represented by
±m • γ ± [m, γ1]
where m is the Maurer-Cartan element corresponding to Φ0. Adding the coboundary of γ1, i.e., δγ1 + [m, γ1],
where δ is the differential on Graphs we obtain
±δγ1 ± m • γ.
Note that δγ1 is an element obtained by attaching one edge with a univalent external vertex to γ1 in all possible
ways by closeness of γ. It follows that for any graph homology class the formula (17) describes its image in the
homology of the deformation complex. It remains to check that for γ the loop class Lr the image may indeed
be represented by a cocycle with the hedgehog leading term as shown above. From the proof of Theorem 3 one
sees that the images of the Lr span the one-loop part of the homology of HGCαn−1,n, which is one-dimensional in
each degree. Hence it suffices to check that the above cocycles do so as well. Take a filtration on HGCαn−1,n by
the number of hairs. Then the associated graded is isomorphic to the untwisted complex HGCn−1,n. The one-loop
part of its homology is already one-dimensional in each degree, spanned by the hedgehog classes, and hence the
one-loop part of the homology of HGCαn−1,n is spanned by (any) set of classes whose lowest-number-of-hairs terms
are the hedgehog diagrams.

6.5. The map Φ. We consider next the map Φ : hoen−1 → Graphs2n defined as the composition
Φ : hoen−1 → C(FMn−1) → C(FMn) → Graphsn → Graphs2n
where the left hand arrow is some homotopy lift of the zigzag (with m = n − 1)
hoem → em → Graphsm ← C(FMm)
and the next to the last arrow is the Kontsevich integration map.
Lemma 7. The map hoem → C(FMm) sends the L∞ generator µr to the fundamental chain Fundr ∈ C(FMm(r)).
Proof. The statement is shown by induction on r. Since the map hoem → C(FMm) is required to be the identity
on homology, the statement holds for r = 2. Suppose it holds up to some r, and suppose that µr+1 is sent to the
chain c. Then c has to satisfy
∂c = ∂Fundr+1
or in other words Fundr+1−c is a cycle. But since there is no homology in that degree in FMn it must be a boundary,
i. e., Fundr+1 − c = ∂x for some chain x ∈ C(FMm(r + 1)) of degree mr. But dim(FMm(r + 1)) = mr − 1, hence x
must be degenerate, and hence x = 0 since there are no such semi-algebraic chains by definition. 
Remark 5. For the case m = 1 we can choose this lift hoe1 → C(FM1) explicitly by sending the generator
mr of hoe1 = A∞ to the fundamental class of the connected component of FM1(r) corresponding to the trivial
permutation of 1 . . . r.
We will first show that the map Φ is a deformation of Φ0, in the sense that Φ0 is the associated graded map of
Φ when considering a suitable filtration on Graphsn.
Lemma 8. The image of the fundamental chain Fund3 ∈ C(FMn−1(3)) under the composition
C(FMn−1) → C(FMn) → Graphsn
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contains the tripod graph
T3 = 1 2 3
with coefficient 14 , i.e.,
Fund3 7→
1
4 T3 + (graphs with more vertices).
Proof. Consider the forgetful map π : FMn(4) → FMn(3), and consider Fund3 as an element of C(FMn(3)) via the
inclusion C(FMn−1) → C(FMn). We have to compute the integral∫
π∗Fund3
ω˜T3 .
Note that FMn carries an orientation reversing involution I by mirroring along the x1, ..., xn−1-plane. This involution
leaves Fund3 invariant. We will decompose π∗Fund3 =: c + I(c) where the chain c is supported in the subspace of
FMn(4) for which the 4-th point lies above the other three.9 One then finds∫
π∗Fund3
ω˜T3 = 2
∫
c
ω˜T3
since ∫
I(c)
ω˜T3 = −
∫
c
I∗(ω˜T3 ) =
∫
c
ω˜T3 .
Here the first minus sign arises since I is orientation reversing and the second since I acts by multiplication with
−1 on each of the three one-forms associated to the edges. It remains to compute the integral
∫
c
ω˜T3 . This can be
done by parameterizing configurations (X1, X2, X3, X4) as follows
X j = (x j,−1), j = 1, 2, 3 X4 = (0, 0, 0, 0)
with x1, x2, x3 ∈ Rn−1. Then integral then reduces to(∫
x∈Rn−1
Ω(x)
)3
=
(
1
2
)3
=
1
8
where Ω is the top form obtained by pulling back the volume form on the sphere S n−1. 
Remark 6. By a similar argument one may also show that the the coefficient of the r-pod diagram in the image
of the fundamental chain of FMn−1(r) has coefficient 12r−1 for r odd and 0 for r even.
Lemma 9. The differential on Def(hoen−1 Φ−→ Graphs2n) is compatible with the total excess filtration of sec-
tion 3.4. The associated graded complex can be identified with Def(hoPoissn−1 Φ0−→ Graphs2n).
Proof. The deformation complex Def(Φ) is obtained from Def(hoen−1 ∗→ Graphs2n) by twisting with some
Maurer-Cartan element, say m, while Def(Φ0) is obtained by twisting with a Maurer-Cartan element m0. Hence
we have to check that m consists of terms of total excess ≥ 0, and that m and m0 agree modulo terms of total
excess ≥ 1.
To this end consider an element x⊗Γ ∈ en−1{1−n}(N)⊗Graphs2n(N), with x of dual Hodge degree h (filtration h
in case n = 2) and Γ a graph with k internal vertices and ℓ edges. Note that if the graph Γ ∈ Graphsn(N) has edges
between external vertices the term vanishes, since those edges correspond to vanishing forms under the Feynman
rules (7). It follows that possible Γ occurring in m must be such that either the number of internal vertices is k ≥ 1,
or Γ is the “empty” graph with no edges, i.e., ℓ = k = 0.
Using (6) the total degree of our element x ⊗ Γ is
(18) (degree) = (n − 2)p + (n − 1)ℓ − (n − 1)(N − 1) − nk = (n − 1)g − k − p
where we set p := N − h − 1, and g is the total excess. Since the degree of m is −1, there are the following cases
to be considered:
• Note that the terms with Γ trivial vanish by degree reasons for N , 2, and for N = 2 they produce the map
hoen−1
∗
→ Graphs2n factoring through Com. Hence we can disregard terms with trivial Γ in the following.
9More precisely, one has projections πi : FMn(4) → FMn(2)  S n−1 by forgetting all but the i-th and the fourth point of a configuration.
Then we require that c is supported in π−11 (U) ∩ π−12 (U) ∩ π−13 (U), where U ⊂ S n−1 is the closed upper hemisphere.
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• If n ≥ 3 necessarily g ≥ 0, and if g = 0 than either p = 0 and k = 1 or p = 1 and k = 0. In the former case
(p = 0) the element x ∈ en−1{1 − n}(N) is in the commutative suboperad and the contributing terms have
been evaluated in Lemma 8 and the remark following it. In the latter case (k = 0) the graph Γ cannot have
any edges as we argued above, and hence we can disregard it.
• If n = 2 either g = 0 or g = −1. If g = 0 the same arguments as for n ≥ 3 show that the possible terms are
those of m0. If g = −1 then necessarily k = p = ℓ = 0, i.e., Γ is trivial and can be disregarded.

Remark 7. Note that from (18) it follows that
g =
1
n − 1
(k + p + (degree)) ≥ 1
n − 1
(degree)
and hence that the excess filtration is bounded above.
Lemma 10. The cup product on Def(Φ) is compatible with the total excess filtration in the sense that the cup
products of two elements of total excess ≥ p and ≥ q has total excess ≥ p+ q− 1. The induced cup product on the
associated graded agrees with the cup product on Def(Φ0).
Proof. Noting that the Maurer-Cartan element is of total excess ≥ 0, with leading part equal to m0, the proof is
the same as that of Lemmas 2 and 3. 
We will also need the following property of Φ:
Lemma 11. The map Φ : hoen−1 → Graphs2n always sends the product generator to the graph with two vertices
and no edge.
Proof. The case n = 2 is a direct consequence of the Kontsevich vanishing lemma [18, Theorem 6.5], see also [17].
The case n ≥ 3 is proved by the same argument as Lemma 4 by counting the degree of the forms corresponding to
graphs with two external vertices. 
6.6. A version of the Cerf Lemma.
Theorem 4 (Algebraic version of the Cerf Lemma).
H(Def(Φ))  H(Def(Φ0))  S +
((
H(GC2n) ⊕ KT
)
[n]
)
[1 − n] 
S +
(H(GCn) ⊕ ∏
1≤r≡2n+1 mod 4
KHr ⊕ KT
)
[n]
 [1 − n]
where S + denotes the completed symmetric algebra without constant term, the Hr denote the hedgehog classes
and T the tripod class.
Proof. We consider a spectral sequence induced by the genus filtration. It follows from Lemma 9 that on the
first page we find H(Def(Φ0)). We claim that the spectral sequence abuts there. Indeed, note that all primitive
classes stem from an action on Graphs2n and hence are represented by cocycles in Def(hoen → Graphs2n) 
Def(Φ). Representatives for the non-primitive classes can be obtained by taking (series of) cup products of the
representatives of the primitve classes. Invoking again Lemma 1 (which is applicable by Remark 7) the result
follows. 
Remark 8. Note that the above Theorem says that all homology in H(Def(Φ)) is generated by the image of the
derivations of the target H(hDer∗(En)). It does not say however that the map H(hDer∗(En)) → H(Def(Φ))[−1] is
an isomorphism. Rather, both homology spaces H(hDer∗(En)) and H(Def(Φ)) are complete symmetric algebras,
with products of different degrees, and the map is an isomorphism on the primitive elements.10 We conjecture
that a nicer version of the above algebraic Cerf Lemma can be formulated when considering En−1 and En as Hopf
operads, and the Hopf operadic deformation complexes. (This is a natural setting from the rational homotopy point
of view [13].) We expect that the homology of the Hopf operadic deformation complexes is just the primitive part
of H(hDer∗(En)) and H(Def(Φ)), and the map hence becomes an isomorphism in the Hopf setting.
10The deformation homology H(hDer∗(En)) was computed in [32, Theorem 1.3]:
H(hDer∗(En))  S +
((
H(GC2n) ⊕ KT
)
[n + 1]
)
[−n − 1].
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7. Proof of Theorem 1 for k = 1
There are different ways to show that the operad maps C(FMn) → C(FMn+1) are non-formal. In Subsection 7.2
we resume briefly two other approaches. The simplest argument that we found is as follows. We consider the two
maps Φ : hoen → Graphs2n+1 and Ψ : hoen → en
∗
→ en+1 → Graphs2n+1. Consider the spectral sequences on
the deformation complexes Def(Φ), Def(Ψ) induced by the arity filtration. On the E1 and E2 pages they agree,
with the E2 page being the hairy graph homology. The spectral sequence for Def(Ψ) abuts there. If Φ and Ψ
were quasi-isomorphic this would imply by Lemma 13 and Remark 9 below that the spectral sequence for Def(Φ)
would also abut on the second page. However, as the proof of Theorem 4 shows that it does not, the differential is
the bracket with the tripod class. Hence we conclude that Φ and Ψ cannot be quasi-isomorphic operad maps. 
7.1. Some homotopy theoretic lemmas.
Lemma 12. Let C, C′ be coaugmented cooperads quasi-isomorphic to e∨n . Suppose φ : Ω(C) → Ω(C′) is a
quasi-isomorphism. Consider the maps of complexes
Fr : (C(r)[1], dC) → (Ω(C)(r), dC)
φ
−→ (Ω(C′)(r), dC′) → (C′(r)[1], dC′),
where the right hand map projects onto trees with only one node. Then Fr is a quasi-isomorphism for each r.
Proof. We may consider filtrations on Ω(C),Ω(C′) by the number of nodes in trees occurring in the cobar con-
struction. Consider the associated spectral sequences. On the zero-th page φ induces a map
(Ω(C), dC) → (Ω(C′), dC′)
so that on the E1 page we have a map
φ1 : (Ω(e∨n ), d1) → (Ω(e∨n ), d1)
where d1 is the differential on hoen = Ω(e∨n ).
We want to show the the induced maps on homology
fr : e∨n (r)  H(C(r)) → H(C′(r))  e∨n (r)
are isomorphisms. For r = 2 the statement is clear since φ is a quasi-isomorphism by assumption. In fact, by
composing φ1 with an automorphism we may assume without loss of generality that f2 = id. (In case n ≥ 2
it’s enough to take an automorphism rescaling product and bracket. In case n = 1 one applies an automorphism
rescaling the product and if necessary the one reversing the product to the opposite one.) For higher r, we will
assume inductively that we have shown that f j = id for j = 2, . . . , r − 1. Let x ∈ e∨n (r)[1] ⊂ hoen(r) be given.
Then fr(x) ∈ e∨n (r)[1] ⊂ hoen(r) has to satisfy
d fr(x) = dx
where d is the differential in hoen. In other words the element fr(x) − x is d-closed, and hence is sent to zero
by all cooperadic cocompositions. However, since all cogenerators of e∨n are located in arity 2, this implies that
fr(x) − x = 0 for r ≥ 3. Since x was arbitrary, the statement follows. 
Lemma 13. Consider a commutative diagram of the form
P P′
Q Q′
φ
f
ψ
g
where the horizontal arrows are quasi-isomorphisms, and where P is quasi-isomorphic to en. Consider the two
spectral sequences associated to the arity filtrations on Def(Ω(B(P)) f−→ Q) and Def(Ω(B(P′)) g−→ Q′). Then
one of the two spectral sequences abuts at the E2 page if and only if so does the other.
Proof. We consider the zigzag of quasi-isomorphisms
Def(Ω(B(P)) f−→ Q) → Def(Ω(B(P)) φ◦g−→ Q′) p←− Def(Ω(B(P′)) g−→ Q′).
On all three deformation complexes there are filtrations by arity and the maps are compatible with these filtrations.
On the E0 page we consider complexes∏
r
HomS r (B(P)(r),Q(r)) →
∏
r
HomS r (B(P)(r),Q′(r)) ←
∏
r
HomS r (B(P′)(r),Q′(r))
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with the differential being induced by that of B(P), B(P′) and Q, Q′. On the E1 page we hence consider a zig-zag∏
r
HomS r (e∨n (r), HQ(r)) →
∏
r
HomS r (e∨n (r), HQ′(r)) ←
∏
r
HomS r (e∨n (r), HQ′(r)).
The left hand arrow is an isomorphism since so is the map H(ψ) by assumption. The right hand arrow is an
isomorphism by Lemma 12. It follows that all complexes are quasi-isomorphic.
It also follows that the induced morphisms on the E2 page of the spectral sequences are isomorphisms as well,
and hence if one of the spectral sequences abuts at this page, so have to do the others. 
Remark 9. In the above proof it is inessential that we took the bar-cobar resolutions of P, P′. In fact, one can
take any other cofibrant resolution of the form Ω(C) ։ P, Ω(C′) ։ P′, or no resolution if P, P′ are already of
that form.
7.2. Remarks and alternative arguments. Another way to show that the natural inclusion En → En+1 is not
formal would be to compare the deformation homology H(Def(En → En+1)) with H(Def(en ∗→ en+1)). However
it turns out that both are completed symmetric algebras generated by countably many classes in both positive
and negative degrees. In the first case the negative generators are tripod and loop classes — all other generators
are positive. In the second case there are much more both negative and positive generators [30], but as a result
the total homology in both cases are infinite dimensional vector spaces in every degree, and thus as graded vector
spaces are indistinguishable. Thus to show that the deformation homology is different, one has to use the algebraic
structures on this homology, but also natural topology that is necessary to define the completed tensor product,
completed cup product, and the space of primitives with respect to the completed cup-product.
Another approach would be to look at the maps
(19) H(hDer∗(En+1)) → H(Def(En → En+1))[1],
which are very different depending on whether on the right hand side one deforms the natural map or the ”trivial”
map En
∗
−→ En+1 factoring through Com. Concretely, the scaling and hedgehog classes in H(hDer∗(En+1)) are in
the kernel of the map to H(Def(En ∗−→ En+1)) [30], while they are sent to non-zero classes in H(Def(En → En+1)).
Namely, the scaling class is sent to the tripod class, and the loop classes are sent to the hedgehog classes. A subtlety
in this approach is that the action of the homotopy automorphism of En+1 on the scaling and loop classes can move
those to some elements which would not be any more in the kernel of (19). So, one would need to show that there
will still be classes in the kernel with similar leading terms.
8. Unitary version of the results
Above we considered En operads as having no operations of arity zero. However, the topological little cubes
operads are naturally endowed with a zero-ary operation, insertion of which amounts to forgetting the cube inserted
into. Similarly, the operads en, Graphsn etc. have natural extensions having an operation in arity zero which we
denote by e1n , Graphs1n etc. Concretely,
e1n (N) =
en(N) for N ≥ 1K 1 for N = 0 Graphs1n (N) =
Graphsn(N) for N ≥ 1K 1 for N = 0 .
The operadic compositions are extended as follows. The zero-ary operation 1 is killed by the bracket in en and is
a unit with respect to the product, i.e.,
[·, 1] = 0 · ∧ 1 = Idop(20)
where Idop ∈ en(1) is the operadic unit.
Similarly, inserting the zero-ary operation 1 ∈ Graphs1(0) into a vertex j of a graph Γ ∈ Graphs(N) forgets
that vertex if it has valence zero, and maps the graph to zero otherwise.
Note that the action of GCn on Graphsn by operadic derivations naturally extends to Graphs1n .
Note also that M. Kontsevich’s proof of the formality of the little n-cubes operad outlined in section 4 naturally
extends to the unital case to produce a zig-zag of quasi-isomorphisms
C(FM1n ) → Graphs1n ← e1n .
Note also that our proof of Theorem 1 for k ≥ 2 given in section 5 is independent of the presence or non-
presence of operations in arity zero. Furthermore, the statement that the map En → En+1 is not formal is stronger
then that of E1n → E1n+1 being non-formal. Hence we arrive at the following unital version of Theorem 1.
Corollary 3 (Unital version of Theorem 1). Over R, the operad maps E1n → E1n+k are formal for k ≥ 2 and
non-formal for k = 1.
18
One may also consider the deformation complexes of the operad maps E1n → E1n+k. To this end, one in particular
needs a tractable quasi-free algebraic model for E1n . This is provided by the Koszul duality theory of operads with
zero-ary operations developed by Hirsh and Mille`s [16]. Let us recall the relevant statements from loc. cit., in
the special case we are interested in. One defines the cooperad (e1n )∨ as the cooperad cogenerated by e∨n and an
additional operation of arity zero and degree 1, and no additional corelations. Concretely, we may identify
(e1n )∨(N) 
⊕
k≥0
(
e∨n (N + k) ⊗ K[−1]⊗k
)
Sk
.
Following the theory of [16] (applied to the case e1n ) we may construct a quasi-free resolution of e1n as
hoe1n := (Ω((e1n )∨), dΩ + d1)
where dΩ is the usual differential on the bar construction and d1 is an additional piece ensuring that the relations
(20) hold in homology.
Suppose we are given an operad map hoe1n → Graphsn+k. We may form the complex of derivations of that
map
Der(hoe1n → Graphs1n+k) 
∏
N≥0
HomSN ((e1n )∨(N)[1],Graphs1n+k(N))


∏
N,r≥0
(N,r),(1,0)
(
en{−n}(N + r) ⊗ K[1]⊗r ⊗ Graphs1n+k(N)
)SN×Sr
 [−1]
The homology of this complex will contain one class corresponding to the ”trivial” derivation given by rescaling
by (arity − 1). We kill this one class by passing to the reduced deformation complex
Der∗(hoe1n → Graphs1n+k) :=

∏
N,r≥0
N+r≥2
(
en{−n}(N + r) ⊗ K[1]⊗r ⊗ Graphs1n+k(N)
)SN×Sr
 [−1],
whose suspension we denote by Def(hoe1n → Graphs1n+k).11 Note that there is a map of operads
hoen → hoe1n
and hence a map of deformation complexes
Der(hoe1n → Graphs1n+k) → Der(hoen → Graphs1n+k)  Der(hoen → Graphsn+k).
These maps in turn yield a map
Def(hoe1n → Graphs1n+k) → Def(hoen → Graphsn+k).
The following proposition shows that (for our purposes) the deformation theory in the unital case is identical
to that in the non-unital case considered above.
Proposition 4. Suppose the operad map hoe1n → Graphs1n+k is a quasi-isomorphism in arity zero and that the
product generator is sent to a non-zero multiple of the graph with two vertices and no edge. Then the map
Def(hoe1n → Graphs1n+k) → Def(hoen → Graphsn+k)
is a quasi-isomorphism.
Proof. We will consider a descending complete filtration on
Def(hoe1n → Graphs1n+k) 
∏
N,r≥0
N+r≥2
(
en{−n}(N + r) ⊗ K[1]⊗r ⊗ Graphs1n+k(N)
)SN×Sr
by the quantity N + r. The differential on the associated graded consists of two pieces
d0 = δ + d′
where δ is the differential on Graphs1n+k while
d′ :
(
en{−n}(N + r) ⊗ K[1]⊗r ⊗ Graphs1n+k(N)
)SN×Sr
→
(
en{−n}(N + r) ⊗ K[1]⊗(r+1) ⊗ Graphs1n+k(N − 1)
)SN−1×Sr+1
acts by inserting the zero-ary operation in one vertex of the second factor. Note that this insertion is zero unless
the vertex has valence 0. We may split any graph in Graphs1n+k(N) into a piece all of whose external vertices have
11Notice that passing to the reduced version of the complex of derivations in the unital setting is equivalent to saying that we consider
deformations that keep fixed the arity zero operation corresponding to forgetting a cube in a configuration.
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positive valence, and possibly several vertices with valence zero. Let us call the subspace of graphs all of whose
external vertices have positive valence Graphs1n+k,norm(N). Then
(
en{−n}(N + r) ⊗ K[1]⊗r ⊗ Graphs1n+k(N)
)SN×Sr
=
N⊕
s=0
(
en{−n}(N + r) ⊗ K[1]⊗r ⊗ Graphs1n+k,norm(N − s)
)SN−s×Sr×Ss
Note that the differential d′ preserves the quantity r+ s. Furthermore, it is easy to see that the subcomplex of fixed
r + s is acyclic if r + s > 0. It is easy to see from these considerations that the homology of the associated graded
in our spectral sequence is
E1 =
∏
N≥2
(
en{−n}(N) ⊗ K[1]⊗r ⊗ e1n+k,norm(N)
)Sr×SN
.
The next differential increases the quantity N by 1.
Note that the resulting complex is quasi-isomorphic to the normalized subcomplex of the E1 page of the spectral
sequence associated to the filtration by arity (N) of the non-unital deformation complex Def(hoen → Graphsn+k).
But it is well-known that the normalized complex is quasi-isomorphic to the full complex, and hence the Proposi-
tion follows by standard spectral sequence arguments. 
As a consequence of Lemma 11 and Proposition 4 we get:
Corollary 5 (Unital version of Theorems 2 and 4).
H(Def(hoe1n−1 → Graphs1n ))  S +
((
H(GC2n) ⊕ KT
)
[n]
)
[1 − n] 
S +
(H(GCn) ⊕ ∏
1≤r≡2n+1 mod 4
KHr ⊕ KT
)
[n]
 [1 − n]
where the Hr denote the hedgehog classes and T the tripod class.
9. Connection to embedding calculus
The manifold calculus developed by Goodwillie and Weiss [14, 31] has been shown to be deeply connected to
the theory of operads [1, 3, 4, 25, 28]. One of the main applications of this calculus is the study of embedding
spaces. Let Emb∂(Dm, Dn) denote the space of smooth embeddings Dm →֒ Dn pointwise fixed at the boundary
as some equatorial inclusion. In particular for m = n we get the space Diff ∂(Dn) of diffeomorphisms of a disc
preserving the boundary pointwise. By taking derivative at every point we get an obvious map
Emb∂(Dm, Dn) → ΩmVm,n,
where Vm,n is the space of linear injective maps Rm →֒ Rn. The homotopy fiber Emb∂(Dm, Dn) of this map (over
the base point) is usually called space of embeddings modulo immersions. We denote this space by Diff ∂(Dn) in
case m = n. In order to study the homology of Emb∂(Dm, Dn) from the point of view of the calculus, one defines
a cofunctor
C∗Emb∂(−, Dn) : O˜(Dm) → Ch
from the category of open subsets of Dm containing ∂Dm to the category of chain complexes. This cofunctor
assigns to any open set U ⊂ Dm the chain complex C∗Emb∂(U, Dn), where Emb∂(U, Dn) is a similar space of
embeddings modulo immersions. The general machinery of the calculus provides us with a map
C∗Emb∂(Dm, Dn) → T∞C∗Emb∂(Dm, Dn),
where the right-hand side is the limit of the Goodwillie-Weiss tower. This map is a quasi-isomorphism only for
n ≥ 2m + 2, i. e. when the space Emb∂(Dm, Dn) is connected. Even when the convergence does not hold, one
can still study the limit, that might produce interesting cohomology classes and invariants of spaces of knots. In
particular, one can also apply this construction to the case m = n, or in other words to the study of the space of
diffeomorphisms of Dn fixing boundary pointwise. The following result describes this limit from the point of view
of the theory of operads.
Theorem ([3]). One has a natural equivalence of complexes
T∞C∗Emb∂(Dm, Dn) ≃ hIBimE1m (E1m, E1n ).
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This result holds for any ring of coeffcients. The right-hand side is the space of derived morphisms E1m →
E1n in the category of infinitesimal bimodules over E1m. To make things precise we will be interested in the
limit T∞C∗Emb∂(Dm, Dn) in the model category of unbounded chain complexes.12 We conjecture that for any
coefficients,
(21) hIBimE1m (E1m, E1n ) ≃ hDer∗(E1m → E1n )[m + 1] ≃ hDer∗(Em → En)[m + 1].
(To be precise the left-hand side must be quotiented by a one-dimensional vector space in degree zero, or in other
words one needs to take the limit of the reduced singular chains T∞ ˜C∗Emb∂(Dm, Dn).) Notice also that in case of
characteristic zero the second equivalence is proved by Proposition 4.) More generally we have the following
Conjecture. For any commutative ring of coefficients K, given a morphism of differential graded operads E1m → O
with O augmented over Com1 and doubly reduced: O(0) = O(1) = K, one has
(22) hIBimE1m (E1m,O) ≃ hDer∗(E1m → O)[m + 1] ≃ hDer∗(Em → O)[m + 1].
The equivalence (22) has been shown for K = R in the case when the map E1m → O factors through Com1,
see [2], and also in the case m = 1 (see the comment right after the theorem below). The topological version of
this conjecture has been proved by Dwyer and Hess:
Theorem ([9]). Given a morphism of topological operads C1m
f
→ O with O being doubly reduced: O(0) ≃ O(1) ≃
∗, one has a weak equivalence of spaces
hIBimC1m (C1m,O) ≃ Ωm+1 hOperad(C1m,O),
where the space hOperad(C1m,O) is the space of derived maps of operads C1m → O based at f .
In case m = 1 this theorem was proved in [8, 29]. The proof in [29] uses an explicit cellular cofibrant replace-
ment of C11 and thus can be adjusted to the differential graded context.
Given m1 < m2 ≤ n, one gets natural maps
(23) hDer∗(Em2 → En) → hDer∗(Em1 → En).
For example (19) is a particular case of such map. We believe that (23) models the map
T∞ ˜C∗Σm2−m1 Emb∂(Dm2 , Dn) → T∞ ˜C∗Emb∂(Dm1 , Dn)
obtained from the natural scanning map Emb∂(Dm2 , Dn) → Ωm2−m1 Emb∂(Dm1 , Dn) applying adjunction between
loops and suspensions and then T∞ ˜C∗.
Recall that the Cerf Lemma [7, Appendix, Section 5, Proposition 5], [5, Proposition 5.3] says that the natural
scanning map (1) is a weak equivalence. Since the Stiefel manifold Vn−1,n is just the group SO(n), one gets that
the modulo immersions scanning map
(24) Diff ∂(Dn+1) → ΩEmb∂(Dn, Dn+1)
is also an equivalence. Modulo the Conjecture above, our Algebraic Cerf Lemma (Theorem 4) implies that the real
homology of T∞C∗Emb∂(Dn, Dn+1) and of T∞C∗Diff ∂(Dn+1) are completed symmetric algebras whose spaces of
generators up to a shift in degree by one are the same. (Note however that the generators could be of both positive
and negative degrees.) Recall also that π0Emb∂(Dn, Dn+1) is known to be a torsion group for n , 3, 4 [5, Section 5],
and therefore is rationally trivial. This is actually a consequence of the (generalized) Schoenflies theorem which
has been proved for all dimensions except n = 3 and which states that any smoothly embedded sphere S n in
S n+1 bounds a smooth disc on each side. As a consequence the natural map π0Diff ∂(Dn) → π0Emb∂(Dn, Dn+1) is
surjective. In fact it follows from the Cerf pseudoisotopy theorem that this map is an isomorphism for n , 3, 4
and the corresponding group is the group θn+1 of exotic smooth structures on S n+1 [5, Section 5].
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