Abstract-Recently, Samorodnitsky proved a strengthened version of Mrs. Gerber's Lemma, where the output entropy of a binary symmetrie channel is bounded in terms of the average entropy ofthe input projected on a random subset of coordinates. Here, this result is applied for deriving novel lower bounds on the entropy rate of binary hidden Markov processes. For symmetrie underlying Markov processes, our bound improves upon the best known bound in the very noisy regime. The nonsymmetrie case is also considered, and explicit bounds are derived for Markov processes that satisfy the (1, CXJ )-RLL constraint.
I. INTRODUCTlON
Let {Xn }, n = 1,2, ... , be asymmetrie stationary binary Markov process with transition probability 0 < q < ~, such that Xl rv Bernoulli( ~) and for any n > 1 X n = X n-l E8 Wn, where {Wn }, n = 2,3, ... , is a sequence ofi.i.d. Bernoulli(q) random variables, statistically independent of Xl. We consider the hidden Markov process {Yn }, n = 1,2, ... , obtained at the output of a binary symmetrie channel (SSC) with crossover probability 0 < a < ~, whose input is the process {Xn }. A simple lower bound on fI(Y) can be obtained by invoking Mrs. Gerber's Lemma (MGL) [1] , which states that if {Xn } is the input to a SSC with crossover probability a, and {Yn } is the output, then Unfortunately, this bound is quite loose for many regimes of the process parameters a and q.
Recently, Samorodnitsky [2] proved a strengthened version of MGL, where the normalized input entropy H(Xl , ... , Xn)/n in the right hand side of (1) is replaced by the average normalized entropy of the random vector (Xl,"" X n) projected on a random subset of coordinates.
[n this paper we apply the results of [2] to derive a novel lower bound on fI(Y). Despite its simplicity, we show that this bound is stronger than the best known lower bounds for the very noisy regime (a --+ ~), and re covers the strongest bound for the fast transitions regime (q --+ ~). For finite values of (a, q) it is numerically dernonstrated that the bound is reasonably close to the true value of H(Y), which can be estimated to an arbitrary precision by various known approximation algorithms.
We also derive a lower bound on fI(Y) for the case where the process {Xn } is a nonsymmetrie binary Markov process.
For the special case of Markov processes that satisfy the socalled (1, oo)-RLL constraint, our bound is shown to be tight in the very noisy regime.
[I. PRELTMTNARTES Let X = (Xl, ... , X n) be a binary n-dimensional random vector, [n] ~ {I, ... , n}, and S c;: [n] some subset of coordinates. The projection of X onto S is defined as
As before, we assurne that Y is the output of a SSC with crossover probability a, whose input is the vector X. Samorodnitsky has proved the following result. (3) 978-1-5090-1806-2/16/$31.00 ©2016 IEEE
H(Y)
By Han's inequality [3] , the quantity H(XBIB)jAn is monotonieally noninereasing in A, and therefore, ignoring the error term E, it ean be seen that the bound (3) is stronger than (I).
For ourpurposes, it will be eonvenientto replaee H(XBIB) with H(XsIS), where S is a random subset of [n] generated by independently sampling eaeh element i with probability A.
It is easy to verify that for any distribution Px on {O, l}n 
III. MAIN RESULT
In order to apply Proposition 1 for lower bounding H(Y),
we need to evaluate the quantity H (Xs I S) j An for symmetrie Markov processes {Xn }. We will use the notation and note that
Proposition 2: Let 0 < A < 1, and let S be a random subset of [n] generated by independently sampling eaeh element i with probability A. Then
where G is a geometrie random variable with parameter A, i.e.
Proof.
Let Gi, i = 1,2, ... , be a sequenee of i.i.d. geometrie random variables with parameter A. Define the autoregressive
and define the random variable K as the largest k for whieh Ak :::; n. Clearly, the subset Sand the subset {Al, ... , AK } have the same distribution, and therefore 
where ](T) is an indieator on the event T, (7) follows sinee {Xn } is a first-order Markov proeess, and (8) follows from the stationarity of {Xn }. For any 2 :::; i :::; n we have
By the law of large numbers, for any E > 0 and fixed gi, there exists some No such that for all n > No holds
Combining this with (9) gives that Our main result now follows direetly from eombining Propositions 1 and 2 and using the eontinuity of the MGL funetion cp( t).
Theorem 2: The entropy rate of the proeess obtained by passing asymmetrie binary Markov proeess with transition probability q through a BSC with erossover probability a satisfies (11) where G is a geometrie random variable with parameter A = (1 -2a) 2.
IV. ASYMPTOTlC ANALYSIS AND NUMERICAL EXAMPLES
In this section we evaluate the bound from Theorem 2 in the limits of 0: --+ ~ and q fixed (very noisy regime), and in the limit of q --+ ~ and 0: fixed (fast transitions regime). 
Setting ß ~ lEh (q*G), the RHS of (11) 
k=l Using (6), we have
where (14) is justified since the sum 2::%"' =1 2~(f~~ 1) lE(1 -2q)2kG converges, and in (15) we have used the fact that lEt G = l-(~~A)t. To further approximate (15), we write
Consequently, Next, we move to show that the lower bound from Theorem 2 is tight in the extreme regime of fast transitions, i.e., 
and the two bounds converge to the same limit as n --+ 00.
Unfortunately, the computational complexity of the lower bound (as weil as the upper bound) above, is exponential in n. 1 To that end, various works introduced different algorithms for approximating H (Y) [7] , [10] - [ 12] , each algorithm exhibiting a different trade-off between approximation accuracy and complexity.
To obtain a better appreciation of the tightness of the bound 
V. NONSYMMETRTC MARKOV CHATNS
In this seetion we extend our lower bound from Theorem 2 to the case where the input to the BSC is a non symmetrie Markov process. Let
qlO be a transition probability matrix, and 7T = [7fo 7f1] be a stationary distribution for P, such that 7TP = 7T. Let {Xn } be a stationary first-order Markov process with transition I Although, as shown by Birch [9] , the gap between the two bounds also decreases exponentially (but possibly with a small exponent) in n.
probability matrix P, such that Xl rv Bernoulli(7fd and for n = 2,3, ... holds Pr(Xn = jlXn-1 = i) = P ij . For k = 1,2, ... , we define the quantities
The following is an extension of Proposition 2 for nonsymmetrie hidden Markov processes. Theorem 4: The entropy rate of the process obtained by passing a stationary first-order Markov process with transition probability matrix P and stationary distribution 7T through a BSC with crossover probability a satisfies
where G is a geometrie random variable with parameter>. = (1 -2a? A. Example: Processes Satisfying the (1,00) -RLL Constraint
In this subsection we lower bound the entropy rate of a nonsymmetrie first order Markov process, with q01 = q and qlO = 1, passed through a BSC with crossover probability a. (
By the concavity of h(·), for any natural number g hold
and
l+q l+q
Substituting (19) and (20) into (18), we obtain ( IE qG )
Now, using again the fact that IE(qG) = l-(;~.\)q' and invoking Theorem 4 gives the following result. •
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