A generalization of the Choi-Jamio lkowski isomorphism for completely positive maps between operator algebras is introduced. Particular emphasis is placed on the case of normal unital completely positive maps defined between von Neumann algebras. This generalization is applied especially to the study of maps which are covariant under actions of a symmetry group. We highlight with the example of, e.g., phase-shift-covariant quantum channels the ease of this method in particular in the case of a compact symmetry group. We also discuss the case of channels which are covariant under actions of the Euclidean group of rigid motions in 3 dimensions.
Introduction
The (Choi-)Jamio lkowski isomorphism [6] is an established and simple method in studying completely positive trace-preserving maps between finite quantum systems and it is a standard part of the quantum information researchers' tool kit. It simply identifies rank-1 operators |n m| in a given orthonormal basis of a Hilbert space H with vectors |m, n := |m ⊗ |n of H ⊗ H and, thus, identifies state transformations with operators of the tensor product Hilbert space. This method has been earlier adapted for quantum channels between possibly infinite dimensional quantum systems [8] , but we suggest a generalization of this which is applicable to a wider range of input and output operator algebras. Our main results deal with normal unital completely positive maps between injective von Neumann algebras where the Heisenberg-output algebra is, additionally, σ-finite.
In this treatise, our motivation for this generalization is the new methodology it provides for the study of covariant channels. The use of dilation techniques has earlier been used successfully to study covariant maps in infinite-dimensional cases [5] , but characterization of covariant quantum channels remains, in practice, rather difficult. The methods introduced here are a suggestion how to overcome these problems in many infinite-dimensional situations. We will see that the choice of the faithful state generating the generalized Choi-Jamio lkowski isomorphism is crucial in simplifying the determination of covariant channels. Situation is particularly simple for compact symmetry groups. This paper is arranged as follows: In Section 2, we present the basic definitions regarding operator algebras and channels between them and, in Section 3, we put them to work and define the generalized Choi-Jamio lkowski isomorphism (Definition 3). The prototypical case of channels between type-I factors (quantum-to-quantum channels) is studied in Subsection 3.1 where a connection between particular Kraus decompositions of channels and spectral decompositions of their Choi states is established. Proposition 2 in Subsection 3.2 shows that the Choi-Jamio lkowski state of a channel is also the Choi-Jamio lkowski state of a particular transposed channel up to swapping the places of the input and output algebras. We go on to covariance questions in Section 4 and characterize the Choi-Jamio lkowski states of covariant channels in Theorem 2. In Section 5 we discuss some examples where a faithful state ρ 0 on the Heisenberg-output algebra can be chosen so that ρ 0 is invariant under the symmetry action. This makes the characterization of covariant channels particularly simple as is exemplified by Subsection 5.1 dealing with channels covariant with respect to modular automorphism groups and Subsection 5.2 discussing quantum channels which are covariant under phase shifts. As a further example, we investigate channels which are covariant with respect to rigid motions in R 3 .
Basic definitions and mathematical preliminaries
This section fixes some basic notations used throughout this work and also introduces mathematical concepts and results paving the way for the establishment of the Choi-Jamio lkowski isomorphism in the following section. Recall that a C * -algebra M is a von Neumann algebra if it is the topological dual of a Banach space known as the pre-dual. The pre-dual is unique up to homeomorphism and is denoted M * . We may, equivalently, define a von Neumann algebra as a sub-C * -algebra of L(H) coinciding with its double commutant, where L(H) stands for the algebra of bounded operators on a Hilbert space H. We denote the unit of M by 1 M and the unit of L(H) by ½ H . The elements of the pre-dual of a von Neumann algebra M are viewed as functionals on M through ρ(a) = ρ, a , ρ ∈ M * , a ∈ M.
Let A and B be C * -algebras. Pick n ∈ N. We say that a linear map Φ : B → A is n-positive if, for every a 1 , . . . , a n ∈ A and all b 1 , . . . , b n ∈ B, n i,j=1
This Φ is completely positive if it is n-positive for all n ∈ N. If A is Abelian, complete positivity reduces to positivity (i.e., 1-positivity). We define complete positivity similarly for general *-algebras A and B. If Definition 2. Whenever M and N are von Neumann algebras, we denote by NCH(M, N) the set of normal unital completely positive linear maps Φ : N → M. We call the maps Φ ∈ NCH(M, N) as normal channels. We denote the set of normal positive unital functionals ρ : N → C by NS 1 (N). These states are called as normal states.
Naturally, N * coincides with the vector space spanned by normal states. The continuity properties of a channel Φ ∈ NCH(M, N) guarantee the existence of the pre-dual map Φ * : M * → N * , Φ * (ρ) = ρ • Φ, ρ ∈ M * . This allows us to define normal channels equivalently as bounded linear maps Λ : M * → N * such that Λ NS 1 (M) ⊆ NS 1 (N) and the dual Λ * : N → M defined through ρ • Λ * = Λ(ρ), ρ ∈ M * , is completely positive.
Recall that, for any completely positive linear map Φ : A → L(H) where A is a C * -algebra and H is a Hilbert space, there exists a Stinespring dilation, i.e., a triple (K, π, J) consisting of a Hilbert space K, a *-representation π : A → L(K), and a linear map J : H → K such that Φ(a) = J * π(a)J, a ∈ A. Amongst these dilations there exists a minimal (K 0 , π 0 , J 0 ) where the vectors π(a)Jϕ, a ∈ A, ϕ ∈ H, span a dense subspace of K. The minimal dilation is unique up to unitary equivalence. If A = N is a von Neumann algebra, the above Φ is normal if and only if π is a normal *-representation. The notion of the Stinespring dilation can be extended to the case where we replace the (Heisenberg) output algebra L(H) with a more general C * -algebra, but that involves the use of C * -modules which is irrelevant for our scope.
From the above we obtain the GNS-constructions of states: A pair (H, Ω) consisting of a Hilbert space H and a unit vector Ω ∈ H is a GNS-construction for a state ρ ∈ S(M) if M ⊆ L(H) and ρ(a) = Ω|aΩ for all a ∈ M. Such a GNS construction exists for any state and among them there is a minimal one for which Ω is cyclic for (M, H), i.e., aΩ, a ∈ M, span a dense subspace of H.
For two von Neumann algebras M and N operating on the respective Hilbert spaces H and K we can define the von Neumann tensor product M ⊗ vN N as the double commutant of the algebraic tensor product M ⊗ alg N in L(H ⊗ K). However, we need some more generalized tensor products in this treatise: Suppose that A and B are C * -algebras. A cross norm for A and B is a norm · : A ⊗ alg B → [0, ∞) such that cd ≤ c d and c * c = c 2 for all c, d ∈ A ⊗ alg B. The completion of A ⊗ alg B with respect to any cross norm is a C * -algebra. There are the minimal and, respectively, maximal cross norms · min and, respectively, · max defined by n j=1 a j ⊗ b j min = sup
a j ⊗ b j for all n ∈ N, a 1 , . . . , a n ∈ A, and b 1 , . . . , b n ∈ B, where Repr C for a *-algebra C stands for the class of *-representations of C. For any cross norm · and any c ∈
For von Neumann algebras M ⊆ L(H) and N ⊆ L(K) the minimal cross norm · min coincides with the operator norm of L(H ⊗ K) restricted on M ⊗ alg N.
A von Neumann algebra M is injective if, for every unital C * -algebra A and any selfadjoined closed subspace V of A containing the unit of A, and for any completely positive linear map Ψ : V → M, there is a completely positive linear map Ψ : A → M such that Ψ| V = Ψ. According to [12, Chapter XV, Theorem 3.1] M ⊆ L(H) is injective if and only if either of the following equivalent properties holds:
(I1) Denote the commutant of M within L(H) by M ′ , i.e., M ′ = {a ′ ∈ L(H) | a ′ a = aa ′ for all a ∈ M}. For any n ∈ N, a 1 , . . . , a n ∈ M, and a ′ 1 , . . . , a ′ n ∈ M ′ ,
(I2) There are nets (S λ ) λ∈L and (T λ ) λ∈L of completely positive linear contractions S λ : M → M n λ (C), T λ : M n λ (C) → M, where (n λ ) λ∈L is a net of natural numbers, M n (C) stands for the algebra of n × n-matrices with complex entries for any n ∈ N, and S λ is normal for any λ ∈ L such that T λ • S λ λ∈L → id M in the point-ultrastrong topology.
A generalization of the Choi-Jamio lkowski isomorphism
We now embark on defining a generalization for the traditional Choi-Jamio lkowski isomorphism. First we need an auxiliary result. The following lemma tells that under certain circumstances, channels can be extended to normal channels. Lemma 1. Suppose that M in , M, and N are injective von Neumann algebras. Suppose that Ψ : M ⊗ min N → M in is a completely positive linear map such that the channels Ψ (1) : M ∋ a → Ψ(a ⊗ 1 N ) ∈ M in and Ψ (2) :
Then there is a unique normal completely positive linear map Ψ : M ⊗ vN N → L(H) that extends Ψ, i.e., Ψ = Ψ| M⊗ min N . Proof. First, by using the defining property of the injectivity of M in , we find that there is a completely positive extension Ψ : M ⊗ vN N → M in for Ψ which is linear. Fix nets (S i λ ) λ∈L and (T i λ ) λ∈L , i = 1, 2, of completely positive contractions S 1
Pick a normal state σ on M in . Using the fact that ultraweak and ultrastrong continuity coincide for linear functionals [4, Part I, Chapter 3, Theorem 1] and the normality of Ψ (1) and Ψ (2) defined in the claim,
is normal, S i λ , i = 1, 2, are normal, and, hence, the tensor-product map S 1
Note that, as (c − c α ) α∈A is a descending sequence of positive elements, also ( c − c α ) α∈A is non-increasing, as one easily checks. Thus, Ψ is normal, and, since M ⊗ min N is ultraweakly dense in M ⊗ vN N, this extension is unique.
The above proof can be remodelled so that we find that, for any injective von Neumann algebras M and N, any Hilbert space H, and any completely positive linear map Ψ : M⊗ alg N → L(H) such that the maps Ψ (1) and Ψ (2) defined as in the claim of Lemma 1 are normal, there is a unique normal completely positive linear map Ψ : M ⊗ vN N → L(H) such that Ψ| M⊗ alg N = Ψ. This can be proved by first extending Ψ into a completely positive Ψ : M ⊗ vN N → L(H) using the Arveson extension theorem (i.e., the fact that type-I factors are injective) and then proceeding as in the proof of Lemma 1.
Before we can formulate the Choi-Jamio lkowski isomorphism, we need to discuss some basics of modular theory. To this end, in turn, we have to introduce some further concepts dealing with faithful states. A von Neumann algebra M is σ-finite if any set of mutually orthogonal projections of M is countable. This σ-finiteness is equivalent with the existence of a faithful state ρ 0 ∈ S(M), i.e., ρ 0 (a) = 0 for a ∈ M, a ≥ 0, implies a = 0. From now on, we assume that M is a σ-finite von Neumann algebra and N is another von Neumann algebra (not necessarily σ-finite) and we fix a faithful state ρ 0 ∈ S(M). We fix a GNS-construction (H, Ω) for ρ 0 where Ω ∈ H is cyclic and separating vector for (H, M); the latter condition means that the map M ∋ a → aΩ ∈ H is injective and mirrors the fact that ρ 0 is faithful. Whenever M is σ-finite and ρ 0 ∈ NS 1 (M) is faithful, a GNS construction (H, Ω) for ρ 0 can always be found where Ω is cyclic and separating for (H, M). We again denote the commutant of M in L(H) by M ′ . It can be shown that Ω is cyclic for (H, M) if and only if it is separating for (H, M ′ ) and Ω is separating for (H, M) if and only if it is cyclic for (H, M ′ ). Hence, the situation is completely symmetric for M and M ′ , and we may define the faithful state
We may define the closable antilinear operator S defined densely by SaΩ = a * Ω, a ∈ M. We may give S the polar decomposition S = J∆ 1/2 , where ∆ := S * S is a strictly positive operator called as the modular operator and J = J * = J −1 is an antilinear isometry called as the modular conjugation. The Tomita-Takesaki modular theorem [11, Chapter VI, Theorem 1.19] states that
We denote j(C) := JCJ for all C ∈ L(H). We have that ρ ′ 0 (a ′ ) = (ρ 0 • j)(a ′ ) for all a ′ ∈ M ′ . The following theorem serves to establish the theoretical basis of the Choi-Jamio lkowski isomorphism.
Theorem 1. Suppose that M is an injective σ-finite von Neumann algebra and retain the notations above. Also assume that B is a unital C * -algebra. Define
is bijective. If, additionally, B = N is an injective von Neumann algebra as well and we define NS ρ 0 (M ′ ⊗ vN N) as the set of those normal states S on M ′ ⊗ vN N such that S(a ′ ⊗ 1 N ) = ρ ′ 0 (a ′ ) for all a ′ ∈ M ′ , the above construction gives a bijection
Let M be an injective σ-finite von Neumann algebra and B a unital C * -algebra as in the claim. According to item (I1) in the definition of injectivity, the map
extends into a (unique) continuous homomorphism defined on M ′ ⊗ min M. We denote this homomorphism by ϑ. Moreover, for any Φ ∈ CH(M, B), the map id 
is well defined. It is immediately seen that, in fact, S Φ Ω ∈ S ρ 0 (M ′ ⊗ min N). If Φ, Φ ′ ∈ CH(M, B) and Φ = Φ ′ , the fact that Ω is cyclic and separating for (M, H) easily implies that S Φ Ω = S Φ ′ Ω .
Suppose now that S ∈ S ρ 0 (M ′ ⊗ min B). Pick b ∈ B, b ≥ 0, and define the positive map
which together with the fact that Ω is cyclic for (H, M ′ ) implies that we may define a bounded operator
Through linear extension, we may uniquely define a linear map Φ :
implying that Φ is completely positive. The (H, M ′ )-cyclicity of Ω can also be used to establish that Φ is unital, and we find that S = S Φ Ω . Assume now that B = N is an injective von Neumann algebra and M is injective as well. Pick Φ ∈ NCH(M, N). According to the discussion just after the proof of Lemma 1, the map
. Thus, Φ is normal and Φ ∈ NCH(M, N) and we find that S = S Φ Ω . Definition 3. Let M be an injective σ-finite von Neumann algebra and ρ 0 ∈ NS 1 (M) be a faithful state with a GNS-construction (H, Ω) where Ω is cyclic and separating for (H, M) and retain the related notations fixed before Theorem 1. Let B be a unital C * -algebra. The bijection
is called as the Choi-Jamio lkowski isomorphism associated to the faithful state ρ 0 and its cyclic and separating GNS-construction (H, Ω) and S Φ Ω is called as the Choi-Jamio lkowski state of Φ for any Φ ∈ CH(M, B).
If, in addition to the above assumptions, B = N is a faithful von Neumann algebra, the bijection
is called as the normal Choi-Jamio lkowski isomorphism associated to the faithful state ρ 0 and its cyclic and separating GNS-construction (H, Ω) and S Φ Ω is called as the normal Choi-Jamio lkowski state of Φ for any Φ ∈ NCH(M, N).
Recall that, for real (or convex) vector spaces V i and convex sets C i ⊆ V i , i = 1, 2, a map f :
An affine bijection f : C 1 → C 2 , in particular, translates the convex structure of C 1 into C 2 and vice-versa. Especially, for an affine bijection f :
Let us assume that M and N are injective von Neumann algebras and M is, additionally, σ-finite. Fix a faithful state ρ 0 ∈ NS 1 (M) and let (H, Ω) be a GNS-construction for ρ 0 where Ω is cyclic and separating for (H, M).
is an affine bijection implying that the isomorphism perfectly encodes the convex structures
The same situation naturally holds in the case of the non-normal Choi-Jamio lkowski isomorphism. Remark 1. One might wish to define the Choi-Jamio lkowski state of a Φ ∈ NCH(M, N) on M ⊗ vN N without using the commutant M ′ . One way of trying to do this is through the linear
for all a ∈ M and b ∈ N. Note that the use of j instead of a → a T would be problematic as j is conjugate linear. However, the extension of T Φ Ω into a state on M ⊗ vN N typically fails, as the map a → a T is not completely positive. This map is, indeed, related to the transpose with respect to a basis fixed by the choice of the GNS-construction for the faithful state in the case when M = L(H) with some separable Hilbert space H as will become clear in the sequel. Such a transpose is famously not completely positive.
Normal channels between type-I factors.
In this subsection we concentrate on type-I factors M = L(H) and N = L(K) where H and K are Hilbert spaces and H is, moreover, separable. We retain these assumptions throughout this subsection. We give an in-depth description of the Choi-states of the corresponding fully quantum channels working in the Heisenberg picture. In particular, we wil discuss Kraus decompositions of quantum channels and their connection to spectral decompositions of Choi-states. Much of these results are established with future applications in mind.
Recall that we may identify states of a type-I factor with the set of positive trace-class operators of trace 1. This set will be denoted by S(H). Faithful states ρ 0 ∈ S(H) correspond to injective state operators. Let us fix such a state ρ 0 = ξ∈K t ξ |ξ ξ| where K ⊂ H is an orthonormal basis (which is countable), t ξ > 0 for all ξ ∈ K, and ξ∈K t ξ = 1. We may choose the minimal GNS-construction (H ⊗ H, Ω) for ρ 0 where Ω = ξ∈K √ t ξ ξ ⊗ ξ. When defining the Choi-Jamio lkowski isomorphism, we may choose more general minimal GNS-vectors Ω for ρ 0 , but the above choice is the simplest and usually a different choice does not matter much. Note however that equations (4) and (5) below hold usually only if we choose Ω = ξ∈K √ t ξ ξ ⊗ ξ.
Note that L(H) operates on H ⊗ H in this context in the form
In this setting, we have, for all A ′ ∈ L(H) and B ∈ L(K),
Hence, we recover the traditional Choi-Jamio lkowski isomorphism. The swap unitary U SWAP appears only because of aesthetic reasons; we want M ′ to appear before N in Definition 3 in order to conserve alphabetical order. If the order was N ⊗ vN M ′ in Definition 3, U SWAP would vanish here. Hence, U SWAP is inessential.
Let Φ ∈ NCH(H, K) and denote the transpose of A ∈ L(H) with respect to the basis K by A T , i.e., ξ|A T ζ = ζ|Aξ for all ζ, ξ ∈ K. We have, for all A ′ ∈ L(H) and B ∈ L(K),
Especially, we find
Using the definitions of the modular structures, it is simple to check that, in this type-I case, We move on to establish a connection between Kraus decompositions of quantum channels and spectral decompositions of their Choi states. First, however, we have to establish some basics in the dilation theory of channels and its relation to Kraus decompositions. Let Φ ∈ NCH(H, K) be a normal channel. We say that a pair (L, V ) consisting of a Hilbert space L and an isometry V :
a dense subspace of K ⊗ L, the dilation is minimal. This definition of a (minimal) Stinespring dilation coincides with the one presented in the beginning of this paper for channels Φ : A → L(H) in the case where A = L(K) and Φ is normal. Every normal channel Φ ∈ NCH(H, K) has a minimal Stinespring dilation (L 0 , V 0 ) and, for any other dilation (L, V ) for Φ, there is an isometry W :
where the series converges weakly. There is a connection between Stinespring dilations and Kraus decompositions: Any Stinespring dilation (L, V ) for Φ and any orthonormal basis {η λ } λ∈L ⊂ L defines a set {K λ } λ∈L of Kraus operators for Φ by defining the linear operators V λ :
In this situation, we say that {K λ } λ∈L arise from the dilation (L, V ) and the orthonormal basis {η λ } λ∈L ⊂ L. Moreover, any set {K λ } λ∈L , L = ∅, of Kraus operators for Φ arises from a Stinespring dilation and a choice of an orthonormal basis of the dilation space. Indeed, let {η λ } λ∈L be the natural basis for ℓ 2 L and define V :
is a Stinespring dilation for Φ and the original Kraus decomposition can be recovered in the same way as above.
Let {K λ } λ∈L be a Kraus decomposition for Φ ∈ NCH(H, K). Since, for any ϕ ∈ H and ψ ∈ K,
it follows that, for any square-summable sequence (α λ ) λ∈L ⊂ C and ϕ ∈ H and ψ ∈ K, λ∈L α λ ψ|K λ ϕ < ∞, according to the Cauchy-Schwarz inequality. Let us make a useful definition.
Definition 4. Let H and K be Hilbert spaces. Linear operators K λ : Proof. Assume first that the Kraus operators K λ , λ ∈ L, are weakly independent. Let {η λ } λ∈L be the natural basis for the square-summable sequence space ℓ 2 L and define V : The preceding lemma justifies the following definition: 
It is easy to see that, whenever {K λ } λ∈L is a set of (non-zero) Kraus operators for a channel Φ such that tr [ρ 0 K * λ K λ ′ ] = 0 whenever λ = λ ′ for some faithful ρ 0 ∈ S(H), {K λ } λ∈L is a minimal set of Kraus operators for Φ; see the end of the proof of the following proposition for this. Proposition 1. Let H be a separable Hilbert space and K be another Hilbert space. Pick a faithful state ρ 0 ∈ S(H) and a minimal GNS-vector Ω for ρ 0 .
(a) Let Φ ∈ NCH(H, K) and pick a set
Proof. Throughout this proof, we may fix a spectral decomposition ρ 0 = ξ∈K t ξ |ξ ξ| where K ⊂ H is an orthogonal basis and t ξ > 0 for all ξ ∈ K are such that ξ∈K t ξ = 1 and we may choose Ω = ξ∈K √ t ξ ξ ⊗ ξ. This choice does not restrict the generality of this proof and makes the calculations more straightforward. Let us prove item (a). Define w λ , λ ∈ L, as in the claim. It easily follows that, whenever
Let us go on to proving item (b). Let S = λ∈L |w λ w λ | be an orthogonal decomposition with non-zero vectors w λ ∈ H ⊗ K, λ ∈ L, where L is some non-empty set. For each λ ∈ L, let {ψ λ,ξ } ξ∈K ⊂ K be a set such that ξ∈K ψ λ,ξ 2 < ∞ and w λ = ξ∈K ξ ⊗ ψ λ,ξ . Define the linear operator V on the linear span of the basis K and with the target space
We have, for all ζ, ξ ∈ K,
implying that V can be extended into an isometry V : H → K ⊗ ℓ 2 L . Moreover, for all ζ, ξ ∈ K and B ∈ L(K), we have
implying that (ℓ 2 L , V ) is a Stinespring dilation for Φ. Let {K λ } λ∈L be the set of Kraus operators for Φ arising from (ℓ 2 L , V ) and {η λ } λ∈L . It follows that K λ ξ = t −1/2 ξ ψ λ,ξ for all λ ∈ L and ξ ∈ K. We find
Assume that α λ ∈ C, λ ∈ L, are such that λ∈L |α λ | 2 < ∞ and λ∈L α λ ψ|K λ ϕ = 0 for all ϕ ∈ H and ψ ∈ K. It follows that λ,λ ′ ∈L α λ α λ ′ K λ ϕ|K λ ′ ϕ = 0 for all ϕ ∈ H. From this it follows that 0 =
implying, since w λ = 0 for all λ ∈ L, that α λ = 0 for all λ ∈ L. Thus {K λ } λ∈L is a minimal set of Kraus operators for Φ.
3.2.
Transposed channels and their Choi-Jamio lkowski states. The transposed channels play a role in sufficiency questions and quantum information retrieval [7] . We will see that a channel and its transpose share essentially the same Choi-Jamio lkowski state. Let M and N be σ-finite injective von Neumann algebras, ρ 0 ∈ NS 1 (M) and ρ 1 ∈ NS 1 (N) be faithful, (H i , Ω i ) be a GNS-construction for ρ i , i = 0, 1, where Ω 0 is cyclic and separating for (H 0 , M) and Ω 1 is cyclic and separating for (H 1 , N), let j M be the modular conjugation associated to Ω 0 and j N be the modular conjugation associated to Ω 1 , and denote by M ′ the commutant of M within L(H 0 ) and by N ′ the commutant of N within L(H 1 ). The following definition slightly modifies the well-known concept of transposed channels. The map Φ # Ω 0 ,Ω 1 in the definition below is well defined, and in the case where ρ 1 = ρ 0 • Φ, one can directly consult [1, Proposition 3.1] on the matter. In the more general case, the proof simply uses standard methods of dilation theory and is similar to the latter half of the proof of Theorem 1. Definition 6. Let us make the above assumptions on the von Neumann algebras M and N. Whenever Φ : N → M is a normal (completely) positive linear map such that there is λ ≥ 0 such that ρ 0 • Φ ≤ λρ 1 , the unique normal (completely) positive linear map Φ # Ω 0 ,Ω 1 :
is called as the (Ω 0 , Ω 1 )-commutant dual of Φ, and Φ T Ω 0 ,
Let us additionally assume that L is an injective von Neumann algebra with a faithful state ρ 2 and that ρ 2 has a GNS-construction (H 2 , Ω 2 ) where Ω 2 is cyclic and separating for (H 2 , L). Assume that Ψ : L → N and Φ : N → M are normal (completely) positive linear maps such that ρ 1 • Ψ ≤ λ 1 ρ 2 and ρ 0 • Φ ≤ λ 0 ρ 1 for some λ 0 , λ 1 ≤ 0. Then one easily finds that
Let M and N both be injective von Neumann algebras where M is σ-finite and possesses a faithful state ρ 0 ∈ NS 1 (M). Whenever Φ ∈ NCH(M, N), we may, without any essential loss of generality, assume that ρ 0 • Φ ∈ NS 1 (N) is faithful as well. To see this, suppose that p ∈ N is the support of Φ [3, Section 10.8], i.e., the infimum of the projections q ∈ N such that Φ(q) = 1 M . Naturally, p is a projection as well. It follows that Φ(b) = Φ(pbp) for all b ∈ N.
Define the von Neumann algebra N p := pNp; naturally we may restrict states σ ∈ NS 1 (N) onto N p . Define Φ p ∈ NCH(M, N p ), Φ p = Φ| Np . Define κ ∈ NCH(N p , N), κ(b) = pbp for all b ∈ N. It follows that, for all b ∈ N,
Similarly, when we define ι : N p → N as the natural inclusion, Φ • ι = Φ p . Suppose now thatb ∈ N p , b ≥ 0, and (ρ 0 • Φ p )(b) = 0. Since ρ 0 is faithful, Φ p (b) = 0, i.e., 0 = Φ(b) = Φ(pbp), implying thatb = pbp = 0. This means that we may always restrict Φ onto an algebra such that the restriction is, in a sense, equivalent with Φ and ρ 0 • Φ is faithful on this algebra. Thus, the assumption made above on the σ-finiteness of N is actually redundant, and we may always assume that ρ 0 • Φ is faithful. Proposition 2. Let us retain the above notations. Let Φ ∈ NCH(M, N) and assume that
Proof. We have, for all a ′ ∈ M ′ and b ∈ N,
Moreover, for all a ∈ M and b ′ ∈ N ′ ,
When M = L(H) and N = L(K) with some separable Hilbert spaces H and K, Φ ∈ NCH(H, K), ρ 0 ∈ S(H) is faithful, and we assume (without any essential loss of generality) that ρ 1 := Φ * (ρ 0 ) is faithful as well, Φ and its ρ 0 -transpose are associated through
We implicitly choose GNS-vectors arising from spectral decompositions of ρ 0 and ρ 1 (with real phases) and only refer to the state ρ 0 in the transpose. This can be seen as follows: When we identify L(H) ′ = L(H) and L(K) ′ = L(K), the involution j L(H) when restricted to L(H) and defined to take values in L(H) ′ = L(H) has already seen to be the matrix-entry-wise complex conjugation with respect to the basis K where ρ 0 is diagonalized, i.e., j L(H) (A) = A T * where the transpose is defined with respect to the same basis K. The same applies, naturally to j L(K) . Using Equation (4) and Proposition 2, we now have, for all A ∈ L(H) and B ′ ∈ L(K),
is the transpose defined with respect to the chosen eigenbasis of ρ 1 .
Choi-Jamio lkowski states of covariant channels
We now go on to applying the above established Choi-Jamio lkowski isomorphism to covariant channels. We focus on the case of normal channels. After introducing some basic definitions and specifying what we mean with 'covariant channels' (the definition used here is the usual one), we establish necessary and sufficient conditions for the covariance of a channel using its Choi state. In the following subsection, we concentrate again on the case of type-I factors.
Let us first recall some terminology. Pick a group G and a Hilbert space H. We denote the group of unitary operators on H by U(H). 
When G is a group and M is a von Neumann algebra, we say that a map G ∋ g → α g ∈ Aut(M) is a G-action on M if it is a group homomorphism. If, additionally, G is a topological group, and the action g → α g is continuous with respect to the group topology and the pointpredual-norm topology of Aut(M), we simply say that the action is continuous.
Throughout this section, we also assume that N is an injective von Neumann algebra. In many of the cases, we could just assume that N is only a unital C * -algebra and use the nonnormal Choi-Jamio lkowski isomorphism but, for simplicity and physical motivation, we only consider the full von Neumann algebra case. We also fix a group G and a G-action g → α g on M and g → β g on N. We denote, for every g, h ∈ G, by Definition 7. We say that a channel Φ ∈ NCH(M, N) is (α, β)-covariant if α g • Φ = Φ • β g for all g ∈ G. We denote the set of (α, β)-covariant channels Φ ∈ NCH(M, N) by NCH β α .
Theorem 2. Retain the notations fixed above. A channel Φ ∈ NCH(M, N) is (α, β)-covariant if and only if
If additionally, for each g ∈ G, there is λ g ≥ 0 such that ρ 0 •α g ≤ λ g ρ 0 , defining γ g := (α g −1 ) # Ω,Ω for all g ∈ G, a channel Φ ∈ NCH(M, N) is (α, β)-covariant if and only if
Proof. Let Φ ∈ NCH β α . For any g ∈ G, a ′ ∈ M ′ , and b ∈ N,
. Next, suppose that Equation (7) holds. We now have, for all a ′ ∈ M ′ , b ∈ N, and g ∈ G,
Since Ω is cyclic for (H, M ′ ), the above means that Φ ∈ NCH β α . Assume now that, for each g ∈ G, there is λ g ≥ 0 such that ρ 0 • α g ≤ λ g ρ 0 . Using the properties of the commutant dual, we have, for all g, h ∈ G,
implying Equation (8) . If, on the other hand, Equation (8) holds for Φ ∈ NCH(M, N), we have, for all g ∈ G, a ′ ∈ M ′ , and b ∈ N,
implying that Φ ∈ NCH β α . Note that g → γ g of the above theorem is not an action since γ g typically fails to be an automorphism, although, as shown in the proof above, g → γ g could be called as a oneparameter group of normal completely positive maps as, for each g ∈ G, γ g is invertible by γ g −1 , as one easily checks. It can already be gleaned from both equations (7) and (8) that in the invariant case ρ 0 α g = ρ 0 , for all g ∈ G, the covariance condition significantly simplifies. This is highlighted in the following section (Section 5).
Let us briefly discuss the case where N = B is a unital C * -algebra and we concentrate on the non-normal Choi-Jamio lkowski isomorphism CH(M, B) ∋ Φ → S Φ Ω ∈ S ρ 0 (M ′ ⊗ min B). We further assume that g → α g is an action of a group G on M and G ∋ g → β g ∈ Aut(B) is a homomorphism where Aut(B) is the group of *-automorphisms of B. The obvious modification of Theorem 2 characterizes (α, β)-covariant channels, i.e., channels Φ ∈ CH(M, B) such that Φ • β g = α g • Φ for all g ∈ G. In this context, α ′ g ⊗ β h ∈ Aut(M ⊗ min B) is the unique extension of the map M ′ × B ∋ (a ′ , b) → α ′ g (a ′ ) ⊗ β h (b) ∈ M ⊗ min B for all g, h ∈ G [10, Chapter IV, Proposition 4.23].
4.1.
Covariant quantum channels whose Heisenberg output algebra is a type-I factor. Our task now is to formulate Theorem 2 in the case of a type-I factor as the Heisenberg output algebra. In the general case, the result (Proposition 3) is, however, somewhat complicated. In the following section, we will see that in a great number of cases, the covariance condition for normal channels can be significantly simplified.
We retain the assumptions made above and assume, further, that M = L(H) with some separable Hilbert space H. Let Ω ∈ H⊗H be a cyclic and separating vector for H⊗H, L(H)⊗ C½ H and define ρ 0 ∈ S(H), tr [ρ 0 A] = Ω|(A ⊗ ½ H )Ω for all A ∈ L(H). We may freely assume that there is an orthonormal basis K ⊂ H and t ξ > 0 for all ξ ∈ K such that ξ∈K t ξ = 1 and Ω = ξ∈K √ t ξ ξ ⊗ ξ implying that ρ 0 = ξ∈K t ξ |ξ ξ|. Recall that j H (A) = A T * = A for all A ∈ L(H), where the transpose is defined with respect to K. All automorphisms on L(H) are inner meaning that, whenever α ∈ Aut L(H) there is a unitary U ∈ U(H) unique up to a phase factor such that α(A) = UAU * for all A ∈ L(H). The commutant action α ′ ∈ Aut L(H) ′ = Aut L(H) is now given by
It follows that, for the representation Aut L(H) ∋ α → U α ∈ U(H ⊗ H) fixed by Ω according to [2] , we have U α = U ⊗ U , when α(A) = UAU * for all A ∈ L(H) with some U ∈ U(H).
Let G be a group and G ∋ g → α g ∈ Aut L(H) an action. Hence, it follows that there is a projective unitary representation U : G → U(H) such that α g (A) = U(g)AU(g) * for all g ∈ G and A ∈ L(H) [13, Theorem 7.5] . We have α ′ g (A ′ ) = U(g)A ′ U(g) * for all g ∈ G and A ′ ∈ L(H).
Let N be another injective von Neumann algebra and G ∋ g → β g ∈ Aut(N) an action. According to the above and Theorem 2, we find that Φ ∈ NCH L(H), N is (α, β)-covariant if and only if
We may also formulate the following somewhat more explicit characterization of covariant channels.
Proposition 3. Suppose that H is a separable Hilbert space and N is an injective von Neumann algebra. Fix an orthonormal basis K ⊂ H and numbers t ξ > 0, ξ ∈ K, such that ξ∈K t ξ = 1. Denote by F the family of finite subsets of K and, for each F ∈ F , denote ρ F := ξ∈F t ξ |ξ ξ|, ρ −1/2 F := ξ∈F t −1/2 ξ |ξ ξ|, and ρ K =: ρ 0 . We treat F × F as a directed set with respect to set inclusion. Suppose that G ∋ g → α g ∈ Aut L(H) and G ∋ g → β g ∈ Aut(N) are actions where α g (A) = U(g)AU(g) * for all g ∈ G and A ∈ L(H) with some projective unitary representation U : G → U(H). Channels Φ ∈ NCH β α are in one-to-one correspondence with states S ∈ NS ρ 0 L(H) ⊗ vN N such that
for all g ∈ G, A ′ ∈ L(H), and b ∈ N. The correspondence is set by the equation
where the transpose is taken with respect to K.
Proof. Equation (10) is obtained in the same way as Equation (5) from the normal Choi-Jamio lkowsky isomorphism associated with the vector Ω = ξ∈K √ t ξ ξ ⊗ ξ. It is simple to
) F ∈F converges strongly to ½ H . Suppose that Φ ∈ NCH β α and denote S = S Φ Ω . We have, for all g ∈ G, A ′ ∈ L(H), and b ∈ N,
Thus, Equation (9) holds. Note that we use the strong convergence ρ 
implying that Φ ∈ NCH β α . We have used the strong convergence ρ The limit (9) in the above result makes this covariance conditions somewhat difficult check. However, if we have access to a faithful state which is invariant under the action g → α g , we may formulate a very simple necessary and sufficient condition for covariance. This will be the topic of the following section.
Let us retain the assumptions of Proposition 3. If there is a Hilbert space K such that N = L(K) whence there is a projective unitary representation V : G → U(K) such that β g (B) = V (g)BV (g) * for all g ∈ G and B ∈ L(K), Φ ∈ NCH(H, K) is (α, β)-covariant if and only if
For S := S Φ Ω , the condition (9) becomes lim
for all g ∈ G where the limit is taken with respect to the σ-weak topology in T (H ⊗ K).
If dim H =: d < ∞, we may choose ρ 0 = d −1 ½ H which is obviously invariant under all automorphisms. Let us fix an orthonormal basis {|n } d n=1 and define Ω = d −1/2 d n=1 |n, n ; we denote |m, n := |m ⊗ |n for all m, n = 1, . . . , d. It follows that, for all Φ ∈ NCH(H, K),
|m n| ⊗ Φ * (|m n|),
Examples involving invariant faithful states
The results of the previous section can be greatly streamlined if there is a faithful normal state on the Heisenberg output algebra which is invariant with respect to the action G ∋ g → α g . In this section we concentrate on this special case and also study a couple of examples (the modular automorphism group and phase shifts) of this in two subsections.
We again concentrate on the case where M and N are injective von Neumann algebras and M is, additionally, σ-finite. We keep the earlier notations associated with a GNS-construction (H, Ω) for a faithful state ρ 0 ∈ NS 1 (M) with a cyclic and separating vector Ω for (H, M) fixed. We let N be another σ-finite von Neumann algebra and G be a group and G ∋ g → α g ∈ Aut(M) and G ∋ g → β g ∈ Aut(N) be actions. Characterizing covariant channels becomes particularly simple when the trajectory G ∋ g → ρ 0 • α g ∈ NS 1 (M) shrinks into a singleton, i.e., ρ 0 is α-invariant; ρ 0 • α g = ρ 0 for all g ∈ G. Since all the automorphisms α g , g ∈ G, belong now to the stabilizing subgroup A ρ 0 of ρ 0 within Aut(M), we have U αg Ω = Ω for all g ∈ G. This
On the other hand, in this invariant case, the one-parameter group g → γ g of Theorem 2 coincides with g → α ′ g , as one easily checks. One particular instance where the above happens is the case where G is compact and g → α g is continuous. This is due to the fact, that, in this case, we may make normal states of M α-invariant. Indeed, we may define the map S 1 (M) ∋ ρ → ρ ∈ S 1 , ρ(a) = G (ρ • α h )(a) dµ(h), a ∈ M, where µ is the right Haar measure of G with µ(G) = 1. This is easily seen to be a positive map. If ρ is faithful, also ρ • α h is faithful for every h ∈ G and, consequently, also ρ is faithful. If ρ is normal, using the monotone convergence theorem, one easily shows that ρ is normal as well. Thus, there exists a faithful state ρ 0 ∈ NS 1 (M) which is α-invariant. When we endow this ρ 0 with a GNS-representation (M, Ω) where Ω is cyclic and separating for (H, M), channels Φ ∈ NCH β α are in one-to-one correspondence with normal Choi-Jamio lkowski states
We may combine the above observations into the following result.
Theorem 3. Suppose that M and N are injective von Neumann algebras where M is, additionally, σ-finite, G is a group, and G ∋ g → α g ∈ Aut(M) and G ∋ g → β g ∈ Aut(N) are actions. If there is a faithful state ρ 0 ∈ NS 1 (M) such that ρ 0 • α g = ρ 0 for all g ∈ G, the channels Φ ∈ NCH β α are in one-to-one correspondence with normal states S ∈ NS ρ 0 (M ′ ⊗ vN N) such that S • (α ′ g ⊗ β g ) = S. This correspondence is mediated by the normal Choi-Jamio lkowsky isomorphism NCH(M, N) ∋ Φ → S Φ Ω ∈ NS ρ 0 (M ′ ⊗ vN N) restricted onto NCH β α and defined by any GNS-construction (H, Ω) for ρ 0 where Ω is cyclic and separating for (H, M). Especially this happens when G is compact and g → α g is continuous.
5.1. An example: the modular automorphism group. Suppose that M is an injective σ-finite von Neumann algebra and N is an injective von Neumann algebra. Suppose that ρ 0 is a faithful normal state of M with a cyclic and separating vector Ω ∈ H and retain the notations of the previous sections. We now assume that the symmetry group is the additive real line R and α t (a) = ∆ it a∆ −it , t ∈ R, a ∈ M, i.e., R ∋ t → α t ∈ Aut(M) is the modular automorphism group. This action is associated with the equilibrium dynamics of a quantum system. Since ρ 0 is α-invariant, it follows that, for any action R ∋ t → β t ∈ Aut(N) and any Φ ∈ NCH β α ,
Note that α ′ t (a ′ ) = ∆ it a ′ ∆ −it for all t ∈ R and a ′ ∈ M ′ . Let us look at the 'fully quantum' case where M = L(H) and N = L(K), where H and K are both separable Hilbert spaces. Now, ρ 0 ∈ S(H) is faithful and α t (A) = ρ it 0 Aρ −it 0 , t ∈ R, A ∈ L(H). We assume that t → β t is continuous, so that, as all automorphisms on a type-I factor are inner, there is a strongly continuous unitary representation V : R → U(K) such that β t (B) = V (t)BV (t) * , t ∈ R, B ∈ L(K). According to the SNAG-theorem (Segal-Naȋmark-Ambrose-Godement theorem), there is a spectral measure P : Leb(R) → L(K) on the Lebesgue-σ-algebra of R such that V (t) = R e iht dP(h), t ∈ R. Equivalently, there is a self-adjoint H : D(H) → K such that V (t) = e itH , t ∈ R. We have Φ ∈ NCH β α if and only if (12) (
Suppose now that also t → β t is a modular group. Thus, there is a faithful state σ 0 ∈ S(K) We go on to characterizing NCH U using Theorem 3. H) is U-covariant if and only if there are τ l,j,m ∈ C, l, j, m = 0, 1, 2, . . ., such that ∞ l,j=0 |τ l,j,m | 2 = 1 for all m = 0, 1, 2, . . . and, upon defining K l,j ∈ L(H), K l,j |m = τ l,j,m |m + l , for all l, j, m = 0, 1, 2, . . .,
Moreover, when τ l,j,m ∈ C, l, j, m = 0, 1, 2, . . . are such that ∞ l,j=0 |τ l,j,m | 2 = 1 for all m = 0, 1, 2, . . ., defining K l,j ∈ L(H), K l,j |m = τ l,j,m |m + l , for all l, j, m = 0, 1, 2, . . ., Equation √ t n |n, n where t n > 0 for all n = 0, 1, 2, . . . and ∞ n=0 t n = 1; this vector provides a GNS-representation for ρ 0 ∈ S(H), ρ 0 = ∞ n=0 t n |n n|, and it is cyclic and separating for H ⊗ H, L(H) ⊗ C½ H . One sees immediately that U(ϑ)⊗U(ϑ) * Ω = Ω for all ϑ ∈ [0, 2π) as it should be. The U-covariance of Φ is equivalent with Equation (13) . In order to characterize S, we have to decompose ϑ → U(ϑ) ⊗ U(ϑ) into irreducibles. It is quite clear that the correct decomposition is
|m, m + l m, m + l| , ϑ ∈ [0, 2π).
Denote, for each l = 0, 1, 2, . . ., the Hilbert space spanned by |m, m + l , m = 0, 1, 2, . . ., by K l . Hence, H ⊗ H = ∞ l=0 K l and S = ∞ l=0 S l with some positive S l ∈ T (K l ), l = 0, 1, 2, . . . It follows after a simple calculation that
implying that t m = ∞ l=0 m, m + l|S l |m, m + l for all m = 0, 1, 2, . . .. Since, for every l = 0, 1, 2, . . ., S l are positive, it follows that there is a Hilbert-Schmidt operator T l on K l such that S l = T * l T l or, upon denotingτ l,j,m := j, j + l|T l |n, n + l for all j, m = 0, 1, 2, . . ., n, n + l|S l |m, m + l = ∞ j=0τ l,j,mτl,j,n , m, n = 0, 1, 2, . . .. Define τ l,j,m = t −1/2 mτl,j,m , l, j, m = 0, 1, 2, . . .. We have, for all m = 0, 1, 2, . . .,
and, defining K l,j ∈ L(H), l, j = 0, 1, 2, . . ., as in the claim, we may calculate, using Equation (5), for all m, n = 0, 1, 2, . . .,
n, n + l|S l |r, r + l r, r + l|½ H ⊗ B|m, n + l Suppose then that τ l,j,m ∈ C, l, j, m = 0, 1, 2, . . . are such that, for all m = 0, 1, 2, . . ., ∞ l,j=0 |τ l,j,m | 2 = 1, and define the operators K l,j , l, j = 0, 1, 2, . . ., as in the claim. Let us show that Equation (14) truly defines Φ ∈ NCH U . We have, for any m, n = 0, 1, 2, . . .,
τ l,j,m τ l,j,n m + l|n + l = m|n ∞ l,j=0 |τ l,j,m | 2 = m|n , implying that Φ is unital. Clearly, Φ is normal and completely positive (since we have its Kraus decomposition). Let m, n = 0, 1, 2, . . . and ϑ ∈ [0, 2π). We have, for all B ∈ L(H), implying that Φ is U-covariant. This finalizes the proof.
In particular, setting τ 0,0,m = e imϑ 0 for some fixed ϑ 0 ∈ [0, 2π) and all m = 0, 1, 2, . . . and τ l,j,m = 0 for all m = 0, 1, 2, . . . whenever l, j = 0, the Equation (14) defines the channel Φ ϑ 0 ∈ NCH U , Φ ϑ 0 (B) = U(ϑ 0 ) * BU(ϑ 0 ), B ∈ L(H).
Faithful states with proper orbits
We finally discuss the case where there is no invariant faithful state available for us and how we can simplify the general problem using the results of the preceding section (Theorem 3). We concentrate on the case Euclidean symmetries of rigid motions and lay some groundwork for an exhaustive determination of Euclidean-covariant channels. This full characterization is not yet reached in this work, but we illustrate what steps are to be taken for this goal.
We again let M and N be injective von Neumann algebras where M is, additionally, σfinite. Pick a faithful state ρ 0 ∈ NS 1 (M) and let (H, Ω) be a GNS-construction for ρ 0 where Ω is cyclic and separating for (H, M). We define the modular structures S, ∆, J, j, and Aut(M) ∋ α → U α ∈ U(H) in the same way as earlier. We also assume that G is a locally compact σ-compact group and that G ∋ g → α g ∈ Aut(M) and G ∋ g → β g ∈ Aut(N) are actions where the first one is continuous.
Denote the subgroup of those h ∈ G leaving ρ 0 invariant by H, i.e., using our earlier observations due to the definition of the representation Aut(M) ∋ α → U α ∈ U(H), H = {h ∈ G | ρ 0 • α h = ρ 0 } = {h ∈ G | U * α h Ω = Ω}. As in the case of the total stabilizer group A ρ 0 ≤ Aut(M), also H is closed. Due to the σcompactness of G, the orbit O ρ 0 := {ρ • α g −1 | g ∈ G} is bijectively homeomorphic with the left coset space G/H. Equivalently, O Ω := {U αg Ω | g ∈ G} is bijectively homeomorphic with G/H.
We have seen that the channels which are covariant with respect to a compact group can, in principle, be quite conveniently characterized according to Theorem 3 with the Choi-Jamio lkowsky method. The general case is trickier, as seen in Proposition 3. However, in most physical cases, the Choi-Jamio lkowsky method can be used to simplify the task of characterizing covariant channels. To see this, let us retain the assumptions made in this section thus far. Let us assume, additionally that there is a closed normal subgroup X ≤ G such that G = XH and X ∩ H = {e} where e is the neutral element of G; a prototypical example is a semidirect product G = H × δ X where H ∋ h → δ h ∈ Aut(X) is a homomorphism. Define the actions H ∋ h →α h ∈ Aut(M), H ∋ h →β h ∈ Aut(N), X ∋ x →α x ∈ Aut(M), and X ∋ x →β x ∈ Aut(N) whereα h = α h andβ h = β h for all h ∈ H andα x = α x andβ x = β x for all x ∈ X. It is simple to check that NCH β α = NCHβ α ∩ NCHβ α . Thus (α, β)-covariant channels are (α,β)-covariant channels, which can be characterized according to Theorem 3, and which are, additionally, (α,β)-covariant. The last condition can be studied by using methods of Proposition 3 or, e.g., dilation techniques of [5] . where P n l : [−1, 1] → R are the associated Legendre polynomials, P n l (t) = (−1) l+n (l + n)! (l − n)! (1 − t 2 ) −n/2 2 l l! d l−n dt l−n (1 − t 2 ) l , −1 ≤ t ≤ 1.
The subspaces K l := span{Y l,m } l m=−l , l = 0, 1, 2, . . ., are invariant under SO(3) ∋ R → Z 0 (R, 0) and the restriction D l of this representation onto the subspace K l is irreducible for all l = 0, 1, 2, . . ..
Let L 2 (r 2 dr) be the Hilbert space of (equivalence classes of) functions f : [0, ∞) → C such that ∞ 0 f (r)r 2 dr < ∞ where dr is the restriction of the Lebesgue measure on [0, ∞). It follows that we may decompose H and the representation R → Z 0 (R, 0) as follows:
Any state ρ 0 ∈ S(H) such that Z 0 (R, 0)ρ 0 = ρ 0 Z 0 (R, 0) for all R ∈ SO(3) are of the form
for some t l ≥ 0, l = 0, 1, 2, . . ., such that ∞ l=0 t l = 1 and some states σ l ∈ S L 2 (r 2 dr) . Suppose now that t l > 0 and σ l is faithful for all l = 0, 1, 2, . . .. Suppose that A ∈ L(H), A ≥ 0, and tr [ρ 0 A] = 0. Denote, for all l = 0, 1, 2, . . ., by P l the orthogonal projection of H onto the subspace K l ⊗ L 2 (r 2 dr). It follows that 0 = tr [ρ 0 A] = ∞ l=0 tr [P l ρ 0 P l A] = ∞ l=0 t l 2l + 1 tr [(½ K l ⊗ σ l )P l AP l ] .
Since (2l + 1) −1 ½ K l ⊗ σ l is faithful for all l = 0, 1, 2, . . ., as one easily shows, it follows that P l AP l = 0 for every l = 0, 1, 2, . . .. Suppose now that l = k and define ϕ κ,λ = κϕ k + λϕ l ∈ H for all κ, λ ∈ C where P i ϕ i = ϕ i , i = k, l. We have ϕ κ,λ |Aϕ κ,λ for all κ, λ ∈ C, which equals with 0 ≤ ϕ k |P k AP k ϕ k ϕ k |P k AP l ϕ l ϕ l |P l AP k ϕ k ϕ l |P l AP l ϕ l = 0 ϕ k |P k AP l ϕ l ϕ l |P l AP k ϕ k 0 ⇔ ϕ k |P k AP l ϕ l = 0, implying that, as we vary ϕ k and ϕ l , P k AP l = 0. Since this holds for every k, l = 0, 1, 2, . . ., A = 0. We have shown that the state ρ 0 in question is faithful. Particularly, if we fix an orthonormal basis {R n } ∞ n=0 of the radial space L 2 (r 2 dr) and numbers t l , r n > 0, l, n = 0, 1, 2, . . ., such that ∞ l=0 t l = 1 = ∞ n=0 r n , the state ρ 0 = ∞ l,n=0 l m=−l t l r n 2l + 1 |Y l,m ⊗ R n Y l,m ⊗ R n | is faithful and the orbit {Z 0 (g)ρ 0 Z 0 (g) * | g ∈ G 0 } is homeomorphic with R 3 .
The canonical choice for the cyclic and separating vector is now Ω = ∞ l,n=0 l m=−l t l r n 2l + 1 Y l,m ⊗ R n ⊗ Y l,m ⊗ R n .
