Abstract-In this paper, we focus on mechanism design for single leader Stackelberg problems, which are a special case of hierarchical decision making problems in which a distinguished agent, known as the leader, makes the first move and this action is followed by the actions of the remaining agents, which are known as the followers. These problems are also known as single leader rest follower (SLRF) problems. There are many examples of such problems in the areas of electronic commerce, supply chain management, manufacturing systems, distributed computing, transportation networks, and multiagent systems. The game induced among the agents for these problems is a Bayesian Stackelberg game, which is more general than a Bayesian game. For this reason, classical mechanism design, which is based on Bayesian games, cannot be applied as is for solving SLRF mechanism design problems. In this paper, we extend classical mechanism design theory to the specific setting of SLRF problems. As a significant application of the theory developed, we explore two examples from the domain of electronic commerce-first-price and second-price electronic procurement auctions with reserve prices. Using an SLRF model for these auctions, we derive certain key results using the SLRF mechanism design framework developed in this paper. The theory developed has many promising applications in modeling and solving emerging game theoretic problems in engineering.
I. INTRODUCTION

H
IERARCHICAL decision making problems arise naturally in many fields including Economics, Sociology, Engineering, Operations Research, Control Theory, Computer Science, Electronic Commerce, Supply Chain Management, Transportation Networks, and Manufacturing Systems. These problems involve rational and intelligent decision-making individuals or agents who interact, following a hierarchical structure. In these problems, there is a predefined sequence based on the hierarchy and the decision makers need to take their decision (or action) according to that particular sequence. The decision makers have their independent and perhaps conflicting objectives which they try to maximize independently of the rival decision makers, but their objectives are affected by the actions of the rivals as an externality. The game induced among the decision makers for such a problem was first studied by Stackelberg [1] and from then onward these games are popularly known as Stackelberg games.
A prominent category of hierarchical decision-making problems is the set of problems where the first move is made by a subset of decision makers by taking their action in a simultaneous manner and the next move is made by the rest of the decision makers by taking their action in a simultaneous manner. The players who make the first move are called the leaders and the players who make the second move are called the followers. In such problems, the actions of the leaders can influence the actions of the followers. A further subclass of these problems is the set of problems where there is only one leader and rest of the decision makers are followers. These problems are known as single leader Stackelberg problems or single leader rest follower (SLRF) problems.
A. Examples of SLRF Problems
We first succinctly describe several emerging examples of SLRF problems in the real-world.
Task Allocation in Distributed Systems: Consider a distributed system with a centralized scheduler which allocates jobs to individual processors in a distributed/parallel/grid computing environment. The scheduling policy adopted by the centralized scheduler affects the scheduling strategies to be adopted by the local schedulers of individual machines.
Internet Routing: The access networks situated at the edge of the Internet are connected to the rest of the Internet through a tiered hierarchy of Internet Service Providers (ISPs). At the top of this hierarchy is a relatively small number of so called Tier-1 ISPs or Internet Backbone such as UUNet, Sprint, AT&T, Genuity, and Cable and Wireless. A Tier-2 ISP typically has regional or national coverage and, thus, in order to reach a large portion of the global Internet, it needs to route traffic through one of the Tier-1 ISPs to which it is connected. Access ISPs (for example, residential ISPs such as AOL, and company ISPs) are at the bottom of the hierarchy and access the entire Internet by routing the traffic through a Tier-2 ISP [2] . In such a hierarchical scheme, the routing policy and tariff plan of a Tier-1 ISP affects the routing decisions and bandwidth selling price of corresponding Tier-2 ISPs.
Admission, Routing, and Scheduling in Networks: In any wide area network, there is a well-defined hierarchy of decision layers in terms of admission control (highest layer), routing policies (second layer), and scheduling policies (lowest layer). In a large-scale factory network, we have a similar hierarchy in terms of input control or part release policies (highest layer), routing to individual factory cells (second layer), and scheduling of jobs within individual cells.
Routing in Transportation Networks: The policies of a State transportation authority for streamlining traffic flows in a metro affect the routing decisions of end users. Mechanism design is required to control congestion in such networks; here, the transportation authority is the leader and end users are the followers.
Resource Allocation in Governance: The energy policies, water resource policies, and budget planning of a Central/Federal Government affect the objectives and options, and hence the strategies, of individual state governments. This process continues through a hierarchy of decision-makers, including local governments, planning agencies, and basic economic units such as firms and households.
Electricity Distribution by a National Power Grid: The policy set forth by the Central Electricity Regulatory Commission regarding tariff and distribution of the electricity among various states, affects the tariff and subsidy plans of the state governments. This eventually affects the consumption patterns of basic economic units such as industries and households.
Electronic Commerce: In electronic commerce, SLRF problems arise in both forward auctions (for selling items) and reverse auctions (for procuring items). In a forward auction, the reservation prices announced by the seller will affect the bidding patterns of the buying agents. In procurement auctions, announcement by the buyer of a maximum willingness to pay will affect the bidding patterns of the sellers. In fact, procurement auctions with reserve prices constitute a primary motivation for this paper. We discuss this example next.
B. Motivating Example: Procurement Auction With Reserve Price (PAR)
Consider an electronic procurement marketplace where a buyer registers herself and wishes to procure a single indivisible object. Let us assume that there are potential sellers, indexed by , who also register themselves with the marketplace. The marketplace first invites the buyer to report her type. Here by type of an individual, we mean the worth he or she attaches to the object. Based on her actual type , the buyer reports her type to be, say , to the marketplace. The declared type of the buyer, that is , is treated as the price above which the buyer is not willing to buy the object. This price is known as reserve price. The marketplace publicly announces this reserve price among all the sellers. Now, the sellers are invited to report their types confidentially to the marketplace. Based on actual type , each seller reports his type, say , to the marketplace. The reported type of the seller , that is is treated as the price below which the seller is not willing to sell the object. After receiving the types from all the sellers, the marketplace determines the winning seller, the amount that will be paid to him, and the amount that will be paid by the buyer. These are called as winner determination and payment rules. In practice, such a trading institution is known as procurement auction with reserve prices (PAR). Depending on which winner determination and payment rules are employed by the marketplace, it may take different forms. Following are two interesting instances.
1) First-Price Procurement Auction With Reserve Prices (F-PAR):
In this setting, the marketplace first discards all those sellers whose reported types fall above the reserve price announced by the buyer. Next, the seller whose reported type is the lowest among the remaining sellers is declared as the winner. The winner transfers the object to the buyer and the buyer pays to the winning seller an amount equal to his reported type, that is . If there is no type reported below the reserve price, then no deal is struck. On the other hand, if there is a tie among the winning sellers then the winner is chosen randomly, where each of the lowest valued types has an equal chance of winning.
2) Second-Price Procurement Auction With Reserve Prices (S-PAR):
In this setting, the marketplace first discards all those sellers whose reported types fall above the reserve price. Next, the seller whose type is the lowest among the remaining sellers is declared the winner. The winning seller transfers the object to the buyer and the buyer pays to him an amount equal to the second lowest type, if such a type exists, otherwise an amount equal to the reserve price. Further, if there is no type reported below the reserve price then no deal is struck. If there is a tie among winning sellers, the winner is chosen randomly, where each of the lowest type has an equal chance of winning. 1 The game theoretic model that is appropriate for situations of the above kind are the single leader rest follower (SLRF) games. SLRF games are, in turn, a special case of the so called Stackelberg games [1] .
C. Relevant Work
Classical mechanism design theory [3] uses the framework of Bayesian games, which are noncooperative games with incomplete information [4] . Mechanism design applied to SLRF problems has to deal with Bayesian Stackelberg games, which are more general than Stackelberg games. To the best of our knowledge, there is as yet no comprehensive treatment of mechanism design as applied to Stackelberg problems in general and SLRF problems, in particular, this provides the primary motivation for this paper. We first briefly review the work in the literature which comes closest to the topic we are addressing here.
The paper by Cremer and Riordan [5] considers the classical public goods problem where there is a finite set of agents and a mechanism is required for allocating resources among the agents based on the preferences announced by the agents. For this problem, the paper considers a class of sequential mechanisms where (i) the first agent (agent 1) plays before the others, with only incomplete information about the types of the rest of the players; and (ii) all other agents (agents 2 through ) play subsequently, in any arbitrary order, and have a dominant strategy. The authors further restrict their attention to the class of such sequential mechanisms in which (i) truth telling is a dominant strategy for all the agents except the first agent (i), the truth telling is an equilibrium strategy for all the agents. The authors call such a mechanism as a Stackelberg mechanism. The authors derive a sufficiency condition under which a Stackelberg mechanism is both allocatively efficient (that is, the allocation maximizes the total value of allocated agents) and budget balanced (that is, the total receipts is equal to the total payments). The class of mechanisms considered by Cremer and Riordan is a very special class of mechanisms treated by us in the current paper. This will be explained soon in the next section.
In [6] , Chang and Luh consider two person, single-stage, deterministic Stackelberg games with incomplete information, and come up with a necessary and sufficient condition for the existence of an optimal strategy for the leader. In the event that an optimal strategy does not exist, they show that an -optimal strategy always exists provided that the leader's cost is bounded. These results are extended to three-level Stackelberg decision problems by Luh et al. [7] and to multistage Stackelberg games by Luh et al. [8] . These contributions are from a control theoretic perspective and not from a mechanism design perspective. For example, these papers implicitly assume incentive compatibility on the part of all the players of the game.
Konrad and Leininger [9] consider a set of players who are arbitrarily partitioned into a group of players who choose their efforts early and a group of players who choose late. Only the player with the lowest cost of effort has a positive payoff 1 If there are exactly two reported types below the reserve price and they are equal then any one of them is declared as the winner at random and the amount that the buyer pays to the winner is equal to this lowest type. in any equilibrium. It is shown that the strongest player typically chooses late, whereas all other players are indifferent with respect to their choice of timing. In the most prominent equilibrium, the player with the lowest cost of effort wins the auction at zero aggregate cost. This paper discusses design of a very specific type of auction in a Stackelberg setting and does not consider the general setting of single leader Stackelberg problems.
D. Contributions of This Paper
The existing literature on mechanism design in the context of Stackelberg problems addresses only special classes of problems in specific problem settings. Also, classical mechanism design cannot be directly applied as is for Stackelberg mechanism design problems. Thus, there is an important need to develop a general mechanism design framework for Stackelberg mechanism design problems. As a significant first step in this direction, we consider in this paper a major special class of Stackelberg problems, namely, single leader rest follower (SLRF) problems, and extend classical mechanism design theory to the class of SLRF problems. The following are our specific contributions. 1) First, we formally define the mechanism design problem as it applies to the context of SLRF mechanism design problems. We develop a theory of mechanism design for SLRF problems on the lines of classical mechanism design theory by focusing on the following aspects.
• SLRF social choice functions (SCFs).
• SLRF indirect mechanisms.
• SLRF direct revelation mechanisms.
• Implementing an SLRF SCF in Bayesian Stackelberg equilibrium.
• Bayesian Stackelberg incentive compatibility (BaSIC) of an SLRF SCF.
• The revelation principle for Bayesian Stackelberg equilibrium. We state and prove the following two results which are key to SLRF mechanism design.
• Proposition 3.1 and Corollary 3.1 show that if a mechanism implements a social choice function in dominant strategy equilibrium, then it also implements the social choice function in Bayesian Stackelberg equilibrium. • Proposition 3.2 asserts that a social choice function that is dominant strategy incentive compatible is also BaSIC. Note that we address SLRF mechanism design problems in all their generality, while Cremer and Riordan [5] address a very special class of SLRF problems, where the mechanism is BaSIC for the leader as well as the followers and, moreover, the mechanism is dominant strategy incentive compatible for the followers. 2) We explore two examples as a significant application and validation of the theory developed. These are: first-price procurement auction with reserve prices (F-PAR) and second-price procurement auction with reserve prices (S-PAR). We model these as SLRF problems and using the mechanism design framework for SLRF problems, we investigate the Bayesian Stackelberg incentive compatibility of these two SLRF mechanisms and derive two important results. In particular, we show that under some mild conditions, F-PAR is BaSIC neither for the buyer nor for the sellers, whereas S-PAR is BaSIC for the sellers but not for the buyer. The above results for F-PAR and S-PAR can be deduced from similar results available for forward auctions in the literature, however, the approach that we have used to derive the results (based on the theory developed in this paper) is quite novel and different.
To set the stage for the main contributions of this paper, we first present, in Section II, a succinct overview of the Stackelberg games and SLRF games. The material in Section II is adapted from Basar [10] to the specific needs of this paper. Section III is devoted to extending mechanism design to the specific setting of SLRF problems. Section IV describes the application of the theory to F-PAR and S-PAR mechanisms. In Section V, we conclude this paper by suggesting several promising directions for future work.
II. STACKELBERG GAMES AND SLRF GAMES
Noncooperative games with an additional structure of hierarchical decision making were first studied by Stackelberg [1] . Games with a hierarchical decision making structure are known as Stackelberg games and the solution concept used for these games is the Stackelberg equilibrium. A comprehensive treatment of the Stackelberg games can be found in [10] .
To begin with, we consider the following noncooperative finite game with complete information in strategic form:
where is a nonempty set of the players (or agents), and, for each in is a nonempty set of strategies (or pure strategies) available to player , and is a function from into the set of real numbers , where . If we let denote the set of strategies chosen by all the players, then we call as a strategy profile of the agents. Thus, we can see that set denotes the set of all possible strategy profiles and for any strategy profile , the number represents the expected utility payoff that player would get.
In the above description of the game , it is an implicit assumption that all the players choose their strategies simultaneously. It is possible to impose an additional structure of hierarchical decision making on this game where agents choose their strategies in a sequential manner as suggested by the hierarchy. The hierarchy is defined as a sequence of subsets of players, which satisfies the following feasibility conditions:
where represents the total number of levels in the hierarchy. Given a hierarchy , the players now choose their strategies in the following manner. First, all the players at hierarchy level 1, i.e., , choose their strategies simultaneously. The strategies chosen by these players are announced publicly to the rest of the players. Next, all the players at hierarchy level 2, i.e., , choose their strategies simultaneously and again the chosen strategies by all these players are announced publicly to the rest of the players. This process continues until all the players choose their strategies. At the end of the process, the utility of each player is computed by using the function , where is profile of strategies chosen by all the players in a hierarchical manner. Note that under such a hierarchical scheme, when the players at a given level of hierarchy are about to choose their strategies, the strategies chosen by the players in hierarchy levels through is a common knowledge among them. A strategic form game superimposed with a hierarchy of decision making is called as Stackelberg game and can be represented in the following fashion 2 Following are two special cases of the Stackelberg games that are of interest to us.
Simultaneous Move Games : In this case, there is only one level of hierarchy and the Stackelberg game just boils down to the noncooperative game . For such games, one can use the standard solution concepts available in the literature of noncooperative game theory, for example, dominant strategy equilibrium and Nash equilibrium.
Leader-Follower Games : In this case, the players are divided into two levels of hierarchyand . The players in are called leaders because they are the ones who choose their strategies first. The players in are called followers and all of them, after observing the strategies chosen by the leaders, choose their strategies in a simultaneous manner. Within the class of leader-follower games, there is an interesting subclass of games where is a singleton. Such games are called as SLRF games. In the remainder of this paper, we will be just focusing on SLRF games.
A. Pure Strategy Stackelberg Equilibrium for SLRF Games
The pure strategy Stackelberg equilibrium of the SLRF games is based on following two quantities.
1) The set of followers' optimal response strategy profiles.
2) The set of leader's secure strategies. Now, we define each of these two quantities one by one.
1) The Set of Followers' Optimal Response Strategy Profiles: Let us assume that the leader has chosen her strategy to be . The following set of pure strategy profiles of the followers, denoted by , is called as the set of followers' optimal response (or rational reaction) strategy profiles where
• .
• is a strategy profile of the players in which the leader plays with strategy and the followers play with strategy profile .
• is a strategy profile in which the leader plays with strategy , the follower plays with strategy , and rest of the followers play with the same strategy as suggested by .
The above definition essentially says that for any fixed pure strategy of the leader, the rational reaction set consists of all the pure strategy Nash equilibria of the following players game :
where . It is easy to see that nothing prevents from being an empty set.
2) The Set of Leader's Secure Strategies: Assuming that is a nonempty set for each , a strategy of the leader is said to be a secure strategy if it satisfies the following security constraint:
Note that under the assumption that the set is nonempty for each , a secure strategy always exists if the set and the set are both finite. A secure strategy for the leader maximizes the leader's utility against the worst possible play by the followers. For this reason, the leader will always like to play a secure strategy.
3) Stackelberg Equilibrium: A strategy profile is said to be a Stackelberg equilibrium if is a secure strategy for the leader and is an optimal response strategy of the followers against , that is .
B. Bayesian SLRF Games
Here, we impose a hierarchical decision making structure on Bayesian games, which are basically finite noncooperative games with incomplete information, and study the solution concept for the resulting games. A comprehensive treatment of the Bayesian games can be found in [4] .
To begin with, we consider the following noncooperative finite game with incomplete information (also known as Bayesian game):
where is a nonempty set of players, and, for each is a nonempty set of actions 3 available to player is a nonempty set of possible types of player , is a belief function which gives the subjective probability of player about the types of the other players for a given type of his own, and is the utility function of player , where , and . A pure strategy for player in the Bayesian game is defined as a function from to . Also, it is easy to see that . The set represents the set of pure strategies for player . We denote the set of pure strategies of player as , that is . We say that the game is finite iff the sets , and (for every ) are all finite. Throughout this paper, we confine our discussion to finite Bayesian games unless otherwise stated.
In the above description of the Bayesian game , it is an implicit assumption that after learning their types, all the players choose their actions simultaneously. However, in a way similar to the complete information case, it is possible to impose an additional structure of hierarchical decision-making, where players after learning their types, choose their actions in a sequential manner as suggested by the hierarchy , where satisfies the properties (1)-(4). A Bayesian game together with hierarchical decision making can be called Bayesian Stackelberg game and will have the following components:
It is now apparent that a SLRF Bayesian Stackelberg game is the one in which one player is declared as the leader and after learning her type, she first takes her action. The action taken by the leader becomes common knowledge among the followers but her type remains unknown to the followers. Following the action of the leader, all the followers, who have already learned their types, take their actions simultaneously. In what follows, we characterize the Bayesian Stackelberg equilibrium solution concept for such games. 4 
C. Pure Strategy Bayesian Stackelberg Equilibrium for Bayesian SLRF Games
1) The Set of Followers' Optimal Response Strategy Profiles:
Let us assume that after learning her type , the leader takes an action . For any such action , the set below, which is a set of pure strategy profiles of the followers, is called as the set of followers' optimal response (or rational reaction) strategy profiles:
is an action-strategy profile of the players in which the leader takes an action and the followers take actions as suggested by the corresponding pure strategy for them in the profile .
• is an action-strategy profile in which the leader takes an action , the follower takes an action and rest of the followers take actions as suggested by the corresponding pure strategy for them in the profile .
• The quantities and are the expected payoffs, respectively, to the player when his type is , and the players follow the action-strategy profile and , respectively. The following are the precise formulae for :
where . The above definition of essentially says that for any action of the leader, the optimal response set consists of all the pure strategy profiles of the followers that are pure strategy Bayesian Nash equilibria of the following player Bayesian game :
where It is easy to see that may be an empty set as well. However, is otherwise always a finite set under the assumption that the game is a finite game, which means the sets , and are finite sets for each . If we allow the sets to be infinite, then the relation (5) remains the same (except requiring the finiteness of the quantities and ) but the relations (6) and (7) get modified in the following manner:
Now, it is also quite possible that the set is empty.
2) Secure Strategy Set of Leader:
Assuming that is nonempty for each , we call a strategy of the leader to be a secure strategy if it satisfies the following security constraint for each (10) A leader will always play a secure strategy. An implicit assumption behind the above relation is that the game is a finite game. However, if we allow the sets to be infinite, then the relation (10) gets modified in the following manner: (11) Further, if we allow the sets to be infinite, then the above relation will reduce to the following form:
III. MECHANISM DESIGN FOR SLRF PROBLEMS
A. SLRF Mechanism Design Problem
The crucial difference between classical mechanism design and mechanism design for SLRF problems is the condition on the sequence in which the agents take their decisions. We assume that the mechanism is implemented by a social planner or policy maker or mediator. We use the phrase social planner henceforth. Recall that in an SLRF mechanism design problem, there is a special agent , the leader. The social planner first invites the leader to take an action after the leader has learned her type. The action taken by the leader is announced by the social planner among the rest of the agents, called the followers. However, the leader's type is still unknown to the followers as well as social planner. Next, the social planner invites all the followers, who have already learned their types, to choose their actions simultaneously.
Similar to the classical mechanism design problem, here also, the social planner faces the same problems of information elicitation and preference aggregation and, hence, the planner uses social choice function to aggregate the preferences of the leader and the followers into a single outcome . An outcome represents a particular way in which the given social choice problem can be resolved. For example, under the usual auction setting, an outcome would represent how the winners are chosen in the auction and the vector of payments to be made by the different agents. We first define an SLRF social choice function.
B. SLRF Social Choice Function
Definition 3.1: An SLRF social choice function (SCF) is a function , which a social planner uses to assign a collective choice to each possible profile of the leader and the followers' types. A social choice function aggregates and maps the preferences of the leader and the followers to an outcome. It associates an outcome to each profile of preferences of the leader and the followers.
C. SLRF Indirect Mechanism Definition 3.2:
An SLRF mechanism is a collection of the action set of the leader , action sets of followers , and an outcome function , where . An SLRF mechanism combined with possible types of the agents , probability density , utility functions , and description of leader agent defines a Bayesian Stackelberg game which gets induced among the agents when the social planner invokes this mechanism as a means to solve the SLRF problem. The induced Bayesian Stackelberg game is given by where is the utility function of agent and is defined in the following manner:
where . In view of the above definition, the trivial scheme of asking the agents to reveal their types, namely, direct revelation mechanism becomes a special case. We define SLRF direct revelation mechanism next.
D. SLRF Direct Revelation Mechanism
Definition 3.3: An SLRF direct revelation mechanism corresponding to a SLRF social choice function is the one in which and . In the case of direct revelation mechanisms, the action set for each agent is the corresponding type set itself. In the case of an indirect mechanism, each agent is made to announce an action rather than a type. By design, the action announced by the agent is indirectly dependent on the private type of the agent. On the other hand, in a direct mechanism, each agent is asked to reveal his type itself. The first-price and second-price procurement auctions with reserve prices are examples of a direct revelation mechanism for SLRF problem. We now formally describe the various elements of these two direct revelation mechanisms.
E. F-PAR and S-PAR: Examples of SLRF Direct Revelation Mechanisms
Notice that the agents in both F-PAR and S-PAR have been divided into two levels of hierarchy, . The first level of hierarchy consists of a single agent, that is buyer, and the second level of hierarchy consists of the rest of the agents, that is sellers. In both of these examples, the marketplace acts as a social planner. It is easy to see that in both of these examples, the mechanism employed by the social planner is a direct revelation SLRF mechanism. The components of these two SLRF direct revelation mechanisms are listed below. 
4) Social Choice Function
: The general structure of the social choice function used by the direct mechanism in both F-PAR and S-PAR is (13) where . Note that , and depend on the winner determination rule, whereas and depend on the payment rule. Let be the th smallest element in the set and is the th smallest element in the set . In view of these definitions, we can define each component of the social choice function. Note that the allocation rule is the same for both F-PAR and S-PAR and, therefore, the definitions of and are the same for both 5 :
It is easy to see that the above definition satisfies the following condition:
The payment rules can be defined as follows.
Payment Rule for F-PAR (16)
Payment Rule for S-PAR (17)
It is easy to see that transfer functions for both F-PAR and S-PAR satisfy the following budget balance property:
In view of the above discussion about direct and indirect SLRF mechanisms, we can say that the social planner can use either an indirect mechanism , or a direct mechanism to elicit the information about the leader and the followers' preferences in an indirect or a direct manner, respectively. However, each scheme would induce a game among the leader and the followers, and the social planner is concerned with whether or not the outcome of the game matches with the outcome of the social choice function (if the leader and all the followers had revealed their true types when asked directly). This notion is captured in the following definition.
F. Implementing an SLRF SCF in Bayesian Stackelberg Equilibrium Definition 3.4:
We say that the mechanism implements an SLRF social choice function in Bayesian Stackelberg equilibrium if there is a pure strategy Bayesian Stackelberg equilibrium of the game induced by such that Using the definition of Bayesian Stackelberg equilibrium, we can say that is a pure strategy Bayesian Stackelberg equilibrium of the game induced by the mechanism iff it satisfies the following conditions. What follows is an important proposition which establishes the relationship between dominant strategy equilibrium and Bayesian Stackelberg equilibrium. The corollary to this proposition is extremely important in the sense that it connects the classical mechanism design theory in the absence of hierarchical decision making with the theory of mechanism design for hierarchical decision making.
Condition 1: Leader Plays a Secure Strategy
Proposition 3.1: Let be a weakly dominant strategy equilibrium of the Bayesian game induced by the mechanism . Consider the same set of players and a Bayesian Stackelberg game , which gets induced among them when we designate one of the agents as leader and the rest of the agents as followers. That is, we convert the mechanism into . Then, is a pure strategy Bayesian Stackelberg equilibrium of the game , where and (24) (25) Corollary 3.1: Let the mechanism implement the social choice function in dominant strategy equilibrium. Then, the mechanism will also implement the in Bayesian Stackelberg equilibrium.
Proof: Consider the following definition of dominant strategy equilibrium: (26) We need to show that condition (26) together with conditions (24) and (25) imply the conditions (19) and (23). This will essentially prove the proposition.
Part I: First, we prove the condition (23) . For this, we start with the condition (26) . Note that for any follower , the condition (26) implies that Using relation (25) , the above can be written as This is precisely the condition (23) .
Part II: Now, we take up proving the condition (19) . For this, we start with condition (26) . Note that for the leader , the condition (26) 
implies that
Substituting the values from (24), we get the following relation:
It is easy to see that is the same for all and it contains only those pure strategy profiles of the followers which are part of a weakly dominant strategy equilibrium in the game . Therefore, the above inequality can be written as which is precisely the condition (19) .
(Q.E.D.).
G. Bayesian Stackelberg Incentive Compatibility (Basic)
Unlike the dominant strategy and Bayesian incentive compatibility, the incentive compatibility of a social choice function for an SLRF problem needs to be defined separately for the leader and the followers.
1) BaSIC for the Leader: Definition 3.5:
An SCF is said to be Bayesian Stackelberg incentive compatible (BaSIC) for the leader (or truthfully implementable in Bayesian Stackelberg equilibrium for the leader) if the direct revelation mechanism has a Bayesian Stackelberg equilibrium in which (27) That is, truth revelation is a Bayesian Stackelberg equilibrium strategy for the leader in the game induced by . Following is a necessary and sufficient condition for an SCF to be BaSIC for the leader (28) where (29) (30) (31) Recall that the implicit assumption here is that all the type sets are finite. If the sets are infinite, then the above condition will transform to the following condition: (32) assuming that the infimum is attained for some . That is, truth revelation is a Bayesian Stackelberg equilibrium strategy for the followers in the game induced by . Following is a necessary and sufficient condition for an SCF to be BaSIC for the followers:
2) Basic for the Followers
Recall that the implicit assumption here is that all the type sets are finite sets. If the sets are infinite, then the above condition will reduce to the following condition:
(36)
3) Bayesian Stackelberg Incentive Compatibility of a Social Choice Function: Definition 3.7:
We call an SCF to be Bayesian Stackelberg incentive compatible (BaSIC) if it is BaSIC for both the leader and the followers.
The following proposition provides a sufficient condition for BaSIC of a social choice function in the presence of hierarchical decision making.
Proposition 3.2:
If an SCF is dominant strategy incentive compatible then it will be BaSIC.
Proof: Let be a dominant strategy incentive compatible SCF. By the definition of dominant strategy incentive compatibility, we can say that the direct revelation mechanism has a dominant strategy equilibrium in which (37) Invoking Proposition 3.1, we can say that the direct revelation mechanism has a Bayesian Stackelberg equilibrium in which
Substituting the values of (37) in (38) and (38), we get the following Bayesian Stackelberg equilibrium of the direct revelation mechanism , which suffices to prove that is BaSIC (Q.E.D.).
H. Revelation Principle for Followers
Analogous to the revelation principles for dominant strategy equilibrium and Bayesian Nash equilibrium, we also have the revelation principle for Bayesian Stackelberg equilibrium. Using the fact that , we can write the above inequality in the following form: This is essentially the condition (35). (Q.E.D.).
IV. APPLICATION TO DESIGN OF PROCUREMENT AUCTIONS WITH RESERVE PRICES
We now show that the theory of mechanism design for SLRF problems, developed in the previous section, can be effectively used for designing incentive compatible SLRF mechanisms. For this, we investigate the Bayesian Stackelberg incentive compatibility of the social choice functions used in the first-price and second-price procurement auctions with reserve prices (F-PAR and S-PAR, respectively) by modeling both these auctions as SLRF mechanisms. The results obtained in this section are available in the literature for the case of reserve price auctions for selling. See Krishna [11] , Myerson [12] , and Maskin and Riley [13] . Our results are for procurement auctions and are independently derived using an elegant and natural SLRF approach to the problem. Also, the derivation of results in this section crucially uses Proposition 3.2 which, in turn, uses Proposition 3.1.
We first make certain standard assumptions regarding F-PAR and S-PAR mechanisms. A comprehensive discussion about these assumptions can be found in [14] - [16] .
(A1) Risk Neutral Bidders: The buyer and all the sellers are risk neutral. This essentially implies that the utility functions are linear.
(A2) Independent Private Value (IPV) Model: Each individual, that is buyer as well as sellers, precisely knows the value of the object to himself, but does not know the value of the object to other individuals. Each individual perceives any other individual's valuation as a draw from some probability distribution. Similarly, he or she knows that the other individuals regard his or her own valuation as a draw from some probability distribution. More precisely, for seller , there is some probability distribution from which he draws his valuation . Similarly, the buyer draws her own valuation from some probability distribution . Any individual's valuation is statistically independent from any other individual's valuation. That is, and are mutually independent. The private values of the object to the sellers and the buyer, that is and , can be viewed as their types. Let and denote the set of all possible types of the sellers and buyer, respectively. This implies that and are probability distribution functions on and , respectively. (A3) Symmetry Among Sellers: The sellers are symmetric in the following sense:
• . We also assume that and .
(A4) Properties of and :
We assume that and satisfy the following properties.
is twice continuously differentiable.
• . Using the above assumptions, we derive the following Theorem 4.1 and Theorem 4.2, the main results of this paper, which summarize the incentive compatibility property of the social choice functions used in F-PAR and S-PAR, respectively. As already stated, these results are available in the literature for the case of a forward auction for selling a single indivisible item-see Krishna [11] , Myerson [12] , and Maskin and Riley [13] . The results we derive are for the case of procurement and use a natural approach based on SLRF mechanisms. Theorem 4.1: Under the assumptions A1-A4:
1) The SCF used in first-price procurement auction with reserve prices, which is given by (13), (14), and (16) is neither BaSIC for the buyer nor BaSIC for the sellers. The Bayesian Stackelberg equilibrium of the Bayesian Stackelberg game induced by this function among the sellers and the buyer is given by where
is the solution of the following equation
1.2) , where
2) For an announced reserve price of by the buyer, the expected payoff (utility) and the expected payment received by any seller , when his actual type is , turns out to be the following:
3) When the actual type of the buyer is and she announces a reserve price of , his expected payoff (utility) and the expected payment made by him turn out to be the following:
1) The optimal reserve price strategy of the buyer in F-PAR when all the sellers draw their types independently from the uniform distribution over the set is given by .
2) If
, then F-PAR will reduce to the traditional firstprice procurement auction with no reserve price. Further, if the sellers draw their types independently from the uniform distribution over the set , then the above results simplify to the following ones:
Proof of Part 1: Seller's Optimal Response Strategy:
Let us assume that after learning her type , the buyer takes an action , which is essentially the maximum amount she is willing to pay. For any such reserve price announced by the buyer, we wish to compute the set -the optimal response (or rational reaction) set of the sellers. Recall from Section II-C, that the set essentially consists of all the pure strategy profiles of the sellers that are pure strategy Bayesian Nash equilibria of the induced Bayesian game among the sellers due to the action of the buyer. Let us assume that A considerable amount of investigation has been made for the past two decades in order to understand the structure of the set -see [14] , [15] , [17] , [18] , [13] , and [19] - [21] . Recently, Maskin and Riley [17] have shown that under the assumptions A1-A4, the following holds true.
• The set is a singleton set.
• The optimal strategies of the sellers, that is , are the same for all the sellers. With slight abuse of notation, we denote the equilibrium strategy of each agent by in which case we have .
• The optimal strategy of each seller is a strictly increasing and differentiable function. Maskin and Riley [17] have shown these results for the first price selling auction with reserve prices, the same results can trivially be extended to the case of first price procurement auction with reserve prices. Using these results, we now proceed towards deriving the exact formula for . Fig. 1 shows the plot of how the payoff of a seller , (denoted by ) varies if he reports his type to be , whereas his actual type (actual valuation for the object) is . Notice that the payoff of seller depends on reserve price announced by the buyer and the lowest reported type among the rest of the sellers. Since is a strictly increasing function, the ordering of the reported types will be the same as the ordering of the true types of the sellers. Therefore, the lowest reported type among the rest of the sellers would be . The left-hand side curves in Fig. 1 depict the scenario when , whereas the right-hand side curves depict the scenario when . The three curves on either side discriminate the cases based on the value of the lowest reported type among rest of the sellers. The observations below follow trivially from these curves. . In order to compute for this scenario, we would first compute the expected gain of the seller , denoted by , if he reports his type to be , while his actual type is under the case when . Remember that at the same time all the other sellers are also reporting their types according to the strategy . The following expression is a direct consequence of the right-hand side curves in the Fig. 1 6 : (38)
In order to compute an optimal strategy for seller , we must apply the first-order necessary condition, which would imply that We know that the function which results from the above relation is an optimal strategy for the seller . Therefore, it must also satisfy that . This fact would transform the above relation into the following first-order differential equation:
It is straightforward to show that the solution of the above o.d.e. would be Buyer's Secure Strategy: We have shown that for any action taken by the buyer, there is only one strategy profile with which the sellers will respond. Thus, in order to find out the secure strategy for the buyer, we must compute the expected payoff of the buyer when she announces a reserve price of , while her actual type is . Notice that due to the monotonicity of the function , the minimum reported type is given by . It is easy to see that if then 6 In this expression, we have made use of the fact that s ( 1 ) is a strictly increasing, hence invertible, and differentiable function. We have also made use of some results about the CDF of order statistics of independent random variables [23] . In order to compute an optimal reserve pricing strategy for the buyer, we must apply the first order necessary condition, which would imply that
Substituting the values of , and from the appendix, we will get Replacing with , we get the following expression:
Proof of Part 2:
We have already shown in Part 1 that for any announced reserve price , a seller will report as his type if his actual type is . It was also shown that which essentially implies that this seller cannot be the winner and hence his expected payoff , as well as the expected revenue received will be zero. This proves the first part of the function definition and . In order to get the second part, we just need to replace in (38) by because in equilibrium each seller will report a type according to the strategy . This implies that
In order to get , we observe that the probability of seller being the winner is equal to the probability that is the smallest reported type among all the reported types which, in turn, is the same as the probability that is the minimum among all the types of all the sellers. This turns out to be . Thus, the expected value loss to the seller is and it is easy to see that expected revenue received by the seller is equal to the expected values loss incurred to him plus expected payoff.
Proof of Part 3:
The expression for directly follows from (41) and the expression for can be derived in a similar fashion as we derived the expression for in Part 2. (Q.E.D.).
Summary of Theorem 4.1: In this theorem, we have shown that F-PAR is neither BaSIC for the buyer nor for the seller. This is because, for each agent, his or her true type is not an optimal announcement. We have derived the equilibrium bidding strategies for both the buyer and the sellers. We have also derived formulae for the expected utility and the expected payment received by both the buyer and the sellers. The equilibrium bidding strategies were developed by first computing the seller's optimal response strategy against any strategy followed by the buyer, and then computing the buyer's secure strategy which translates into her equilibrium strategy. The corresponding optimal response strategy of a seller becomes his equilibrium strategy. The computation of utility and payment for the buyer and the sellers are fairly straightforward because of the way we derive the equilibrium strategies.
Theorem 4.2:
Under the assumptions A1-A4, 1) The SCF used in the second-price procurement auction with reserve prices, which is given by (13) , (14) , and (17) is BaSIC for the followers but is not BaSIC for the leader. The Bayesian Stackelberg equilibrium of the Bayesian Stackelberg game induced by this function among the sellers and the buyer is given by , where
is the solution of the following equation:
1.2) , where That is, buyer always announces as the reserve price if her true valuation is . For any reserve price announced by the buyer, the sellers always report their true valuation (type). 2) For an announced reserve price of by the buyer, the expected payoff (utility) and the expected revenue received by any seller , when his actual type is , is given by the following expressions:
3) When actual type of the buyer is and she announces a reserve price , her expected payoff (utility) and the expected payment made by her turn out to be the following:
Corollary 4.2:
1) The optimal reserve price strategy of the buyer in S-PAR when all the sellers draw their types independently from uniform distribution over the set is given by . Proof of Part 1: Seller's Optimal Response Strategy: As before, we start with computing the optimal response (or rational reaction) set of the sellers against any reserve price announced by the buyer. Fig. 2 is the analog of Fig. 1 for S These two observations immediately imply that truth revelation is a weakly dominant strategy for each seller. Therefore, we have
This proves the first part of the theorem that the SCF is BaSIC for the followers. To prove the next part, we need to compute the buyer's secure strategy.
Buyer's Secure Strategy: We have shown that irrespective of what reserve price is announced by the buyer, it is always a weakly dominant strategy for the sellers to report their true valuation about the object. Therefore, the lowest reported type and the second lowest reported type are independent of the value of reserve price . Based on this argument, we have drawn Fig. 3 , which depicts the payoff to the buyer when she reports her type to be , while her actual type is . We denote this payoff by . The figure consists of three curves each for a different possible combination of the values of and . The following observation is a direct consequence of this figure.
Observation 4.5: . This observation implies that . Thus, we have a boundary condition . The expression for expected payoff of the buyer when she announces a reserve price of , while her actual type is , follows immediately from Fig. 3 : (42) where is a joint CDF of the first-order and second-order statistics and . and are the marginal CDF of the and , respectively. Similarly, is the marginal PDF of . The formulae for these quantities are summarized in the appendix. Making use of the relations given in the appendix, (42) can be written as
Integrating by parts, we will obtain the following relation:
Note that for a given type of the buyer, the expected utility function is a mapping from into . It is easy to verify that is a continuous mapping over a compact interval and, therefore, due to the Weierstrass theorem, it must attain a maximum and a minimum at some points in the interval . The point of maximum will be the optimal reserve price that the buyer should announce if her type is . In order to compute an optimal reserve pricing strategy for the buyer, we must apply the first-order necessary condition, which would imply that
This proves Part 1 of the theorem.
Proof of Part 2:
We have already shown in Part 1 that for any announced reserve price , a seller will always report his true type . Therefore, this seller cannot be the winner if in which case his expected payoff , as well as the expected revenue received will be zero. This proves the first part of the function definition and . For the second part, we can make use of Fig. 2 
and write that
The expression for can be obtained in a similar manner as we did it in the proof of Part 2 of Theorem 4.1.
Proof of Part 3:
The expression for directly follows from (43) and the expression for can be derived in a similar fashion as we derived the expression for in Theorem 4.1. (Q.E.D.).
Following are a few important observations concerning Theorem 4.1 and Theorem 4.2.
1) For an announced reserve price , the expected utility and expected payment received by a seller turn out to be the same for both F-PAR and S-PAR.
2) The optimal reserve price strategy of the buyer is the same for both F-PAR and S-PAR. 3) For an announced reserve price , the expected utility of the buyer and the expected payment made by the buyer to the winning seller turn out to be the same for both F-PAR and S-PAR. This confirms the classical Revenue Equivalence theorem [12] , [24] - [28] . Summary of Theorem 4.2: In this theorem, we have shown that S-PAR is BaSIC for the sellers but not for the buyer. We have computed the equilibrium bidding strategies for the buyer as well as for the sellers. We have also derived formulae for the expected utility and the expected payment received by both the buyer and the sellers. The approach followed in this proof closely parallels that of Theorem 4.1.
V. SUMMARY AND FUTURE WORK
In this paper, we have extended the classical mechanism design theory to the specific setting of single leader rest follower problems, which are a special class of hierarchical decision making problems. We have also explored the application of the theory developed to investigate incentive compatibility properties of the first-price and second-price procurement auctions with reserve prices. The framework developed in this paper can be immediately applied for modeling and solving mechanism design problems arising in many emerging applications with a two-level hierarchical structure. We have already provided a listing of these applications in Section I.
In this paper, our focus was on the problems which have only two levels within the hierarchy, with only one agent at the higher level. However, in practice, problems such as organizational decision making, decision making within the Government sector, scheduling decisions in computational grids, and routing decisions within communication networks involve multiple levels within the hierarchy of decision makers. In order to address these problems, we need to advance the theory from SLRF mechanism design problems to general Stackelberg mechanism design problems. This is another promising direction for future work.
This paper has only addressed theoretical issues in the context of SLRF mechanism design. The actual design of SLRF auctions and examining the data of real-world auctions to design such auctions in a better way also need to be looked at.
APPENDIX ORDER STATISTICS
Let be i.i.d. random variables of the continuous type with CDF and PDF . For any realization of these random variables, we define as th smallest element in , which is also known as th order statistic. Thus, we can define a th order statistic random variable whose realization is given by . The marginal as well as joint CDF and PDF of the first-and the second-order statistics and turn out to be the following [29] , [23] :
The marginal CDF and PDF of the highest order statistic, i.e., is given by the following equations:
