We introduce the problems of goodness-of-fit and two-sample testing of the latent community structure in a 2-community, symmetric, stochastic block model (SBM), in the regime where recovery of the structure is difficult. The latter problem may be described as follows: let x, y be two latent community partitions. Given graphs G, H drawn according to SBMs with partitions x, y, respectively, we wish to test the hypothesis x = y against d(x, y) ≥ s, for a given Hamming distortion parameter s ≪ n. Prior work showed that "partial" recovery of these partitions up to distortion s with vanishing error probability requires that the signal-to-noise ratio (SNR) is C log(n/s). We prove by constructing simple schemes that if s ≫ √ n log n, then these testing problems can be solved even if SNR = O(1). For s = o( √ n), and constant order degrees, we show via an information-theoretic lower bound that both testing problems require SNR = Ω(log(n)), and thus at this scale the naïve scheme of learning the communities and comparing them is minimax optimal up to constant factors. These results are augmented by simulations of goodness-of-fit and two-sample testing for standard SBMs as well as for Gaussian Markov random fields with underlying SBM structure.
Introduction
The stochastic block model (SBM) serves as a canonical model for the study of clustering schemes. Considerable progress has been made recently for the community recovery problem for SBMsgiven a graph G ∼ P (·|x), where x is the latent community profile, how well can one recover the hidden x? For the two-community SBM considered in this paper, the recovery problem is essentially solved. In particular, the relationship between the number of nodes incorrectly labelled (hereafter distortion) and the signal-to-noise ratio (SNR) of the model is well understood.
In this paper, we study goodness-of-fit and two-sample testing of the community structure of an SBM. As an illustration, consider the following example: suppose we attempt a clustering of U.S. universities on the basis of a (weighted) collaboration graph, in order to discover some affinity between universities on geographic or intellectual criteria. Given the wide variety of departments a university houses and their various sizes, such graphs may over-represent certain fields. Thus, we may ask 'how well does the community established by the above study explain the collaboration graph of, say, art history?' This is the problem of goodness-of-fit testing. Note that the net density of the art history subgraph may be much smaller than that of all collaborations, to the extent that recovery of its community structure cannot be guaranteed. Similarly, we may ask if the community structures of art history and philosophy agree or not. This is two-sample testing.
The above example motivates the need for testing due to multiple types of interactions in a network. Another important problem is detecting changes in the community structure given observations of graphs at different time instances. In a broader machine learning context, these problems occupy spaces allied to change point detection in structured distributions (e.g. [PC15; RAM17] ), and to testing of graphical model structures (e.g. [ZCL14] ). In more applied contexts, such settings may arise in ecology 1 , or in neuroscience 2 .
Our Contributions
We study the SNR-distortion tradeoff of goodness-of-fit and two-sample testing. A naïve approach to these problems is to first learn the underlying profiles, and then see if they differ in at least s/2 places. However, recovery of communities to within distortion s/2 may be impossible in sparse or subsampled graphs -indeed, a necessary condition for this is SNR log(n/s). We prove via an information-theoretic lower bound that if s ≪ √ n, and the degrees are constant order, then the naïve change detection scheme is minimax optimal up to constants for both these problems. On the positive side, we propose schemes that, for s ≫ n log(n), can solve goodness-of-fit testing with vanishing risk even if SNR = o(1), and two-sample testing with SNR = O(1) 3 . This indicates a phase transition in the SNR-distortion curve of these problems, where for s ≪ √ n they are almost as hard as community recovery, while for s ≫ √ n log n they are trivial compared to it in their SNR requirements. Our bounds are all non-asymptotic, and our schemes are elementary and computationally efficient. In addition, our two-sample testing scheme is robust to lack of knowledge of the SNR. Our theoretical results are supplemented by experimental validation. In addition, we experimentally explore the utility of our community change detection methods in the Gaussian Markov Random Field, where instead of observations of the edges of a graphs, one observes the behaviour of nodes in the graph (which is still drawn from an SBM). We find that many of our observations extend to such settings, and this indicates a rich set of behaviours that may be explored in future work.
Previous Work
Due to space constraints, we only highlight prior work related to our testing problems and refer to [Abb18] for a detailed survey of community detection.
Partial Recovery. Say we are given a graph G drawn according to a SBM with latent community profile x, and we would like to make an estimatex that disagrees in at most s positions. Specifically, we would like to know the SNR required for error probability at most n −1 . Recent efforts have characterised necessary and sufficient SNR conditions as well as efficient algorithms for this partial recovery problem 4 . For instance, [CRV15] shows that SNR ≥ C log(n/s) for some constant C. This is tight up to constant factors - [ZZ16] shows that the minimax expected number of misclassified nodes scales like n exp (−cSNR + O(1/n)) . Further, [DAM17] shows that if SNR < 1, then the minimum number of misclassified nodes is n/2 − o(n) 5 .
Property Testing for SBMs. Recent work has developed tests for SBM parameters such as the number of communities (e.g. [Lei16] ) and the SNR as well as tests for whether the graph is drawn from a SBM or not (as opposed to e.g. inhomogeneous Erdős-Rényi graphs) (e.g. [BM17; Gho+17] ). Such tests are a natural and necessary complement to the problem of learning the community structure. In contrast, we work under the assumption of the symmetric SBM with known parameters, and concentrate on testing how well a given community structures explains a graph, or how well two community structures agree across graphs.
Testing Communities in SBMs Works such as [CHB79; Kar+16] (see also [WF94,  Ch 16]) develop χ 2 /G-type tests for goodness-of-fit. However, the works do not address two-sample testing. Further, they do not characterise the power or size of their tests, in addition to the usual fact that such tests are only asymptotically strong. (Note, however, that these tests tend to be designed for more general situations than ours). In contrast, we establish non-asymptotic guarantees for both goodness-of-fit and two-sample testing, and characterise the relationship between testable distortion and SNR.
Testing of Distributions. There has much interest of late in problems of testing distributions (e.g. [ADK15] ). Typically, even for graph-structured distributions, such work tends to test if the parameters, say θ, θ ′ , change in such a way so as to induce a large statistical difference between the distributions P θ and P θ ′ , e.g. if d T V (P θ , P θ ′ ) is > ǫ or = 0, [DDK18; Can+17]. However, given that a latent structure exists, we find it more natural to test for differences in θ as opposed to generic distributional differences, particularly when keeping in mind the applied context of discovery and testing of explanatory variables. Of course, by continuity properties these are equivalent, but it is extremely hard to quantify this equivalence, in that the modulus of continuity of the map (θ, θ ′ ) → d T V (·) is hard to characterise. Equivalently, it is hard to tell what value of ǫ one should set in order to test a structural change of size s. This disconnect is reflected in the nature of the sample complexities arising from such work, which tend to scale polynomially in the dimension of the parameters, while analogous structure recovery problems usually enjoy sample complexity logarithmic in their dimension.
Problem Statement
Notation. For integers i ≤ j, [i : j] := {i, i + 1, . . . , j}. We use n to denote the number of nodes in a SBM, and parameters of the symmetric SBM are set to be (a/n, b/n). Letters G, H and various modifications of the same are used to denote graphs on n nodes, and G signifies the set of all graphs on n nodes. Letters u, v ∈ [1 : n] are used to denote nodes. The symbols +, − are used to denote community labels. The letters x, y are used to denote the latent communities, interchangeably called partitions, in a SBM, and are vectors in {+, −} n . The label of a node u under partition x is denoted x(u), and we use x + to denote the positively-labelled nodes {u : x(u) = +} and similarly x − . For a set S, |S| represents its cardinality. Distortion parameters are denoted as s, and error probabilities/risks as δ. Most results are in terms of the signal-to-noise ratio of the SBM, denoted SNR. All Landau notation used is standard, and is to be interpreted as n ↑ ∞. All model parameters are allowed to vary with n. All instances of 'log' refer to the natural logarithm.
Stochastic Block Model
We specify the two-community, symmetric SBM on n nodes by a tuple (a, b) ∈ [0, n] 2 and a community vector x ∈ {+, −} n , which is treated as a deterministic and arbitrary latent variable 6 . We observe a random, simple, undirected graph G on [1 : n] generated according to
Note that the parameters (a, b) may vary with n. We will be interested in the regime where a, b are O(log n), with much emphasis on the case where they are Θ(1).
The distance (or distortion) between two community labellings is defined as
For a community z, and an integer s ∈ [0 : n/2] we define the annulus A s (z) :
The SNR of a SBM is defined as 7
For completeness, we define:
Partial Recovery: Let x be a latent partition, and let G ∼ P (·|x), with P as above, and s be a pre-specified distortion parameter. The partial recovery problem investigates the risk measure
where the infimum is over measurable ϕ : G → {+, −} n . The main interest in the literature has been on construction of recovery schemes that achieve P e ≤ 1/n, and we will treat this value as a target. Note that exact recovery is defined as above but with s = 1.
6 As a result, our high probability guarantees are over the randomness in the graphs, and are agnostic to the partitions. We will, however, abuse notation, and continue to use P (G|x) to denote the probability of the graph G when the latent community is x.
7 Strictly speaking, this expression is only relevant to recovery of balanced communities (where the number of + and − in the vector x are approximately equal). However, partial recovery is unsolved for unbalanced communities, and is expected to be harder than for balanced communities, which allows us to use this expression for easy comparison with known partial recovery bounds.
Testing Communities
As opposed to the problem of (partial) recovery described above, we are interested in testing problems that can succeed far below these recovery thresholds. This is possible only because these problems demand significantly less information -typically one bit. Concretely, we define two basic 8 testing problems: Goodness-of-Fit Testing (GoF). We are given a partition x 0 , and a distortion parameter s. We receive a graph G ∼ P (·|x), where x is an unknown partition such that x ∈ {x 0 } ∪ A s (x 0 ), where for a partition z, A s (z) := {y : d(y, z) ≥ s}. We are required to solve the hypothesis test:
We measure the risk of this problem by
where P (FA) := P (φ(G) = 1 | x 0 ), and P (MD(x)) := P (φ(G) = 0 | x).
Two-Sample Testing (TST). We are given a distortion parameter s. We receive two independent graphs G ∼ P (·|x), H ∼ P (·|y), where x and y are unknown communities restricted so that d(x, y) ∈ {0} ∪ [s : n/2]. The task at hand is to solve, without knowledge of either x or y the following (compound null) testing problem:
with the measure of risk
where the supremum is over x, y : y ∈ {x} ∪ A s (x).
Community Goodness-of-Fit Testing
Our GoF testing results are summarised below.
2. (Partial Converse) A necessary condition for s-goodness-of-fit testing with R < 0.25 is that
Remarks.
1. The achievability bound demonstrates that as n ↑ ∞, if s ≫ √ n log n, then a vanishing risk can be achieved even when SNR = o (1) . Compare this with partial recovery which requires that SNR = Ω(log(n/s)) = Ω(log(n)) for recovery with distortion s ∼ n c . Note that for s ≪ √ n, the bound is vacuous, since recovery up to distortion s is possible with SNR = C log n ≪ n/s 2 , and thus it is less demanding to just learn the structures than it is to apply our scheme. The partial converse explains this behaviour.
2. The partial converse constrains (a−b) 2 / min(a, b), while the true SNR of the system is expected to behave like (a − b) 2 / max(a, b). Thus for min(a, b) ≪ max(a, b), our converse is loose. However, it is effective and tight in the regime a = Θ (b) . For s ≪ √ n, the above behaves as log(n/s 2 ), shunting us into a SNR regime where, if a, b = Θ(1) 9 , one may trivially perform testing by learning the partition itself 10 . For s ≥ √ n, the lower bound behaves like 11 n/4s 2 , matching the upper bound up to constants.
3. Observe that in the regime a, b = Θ(1), the above imply a phase transition in the behaviour of GoF testing -for O( √ n) distortion, SNR is required to go to ∞ as log n, while for Ω( √ n log n) distortion, SNR = o(1) is sufficient. 4. We assume in our analysis that (a, b) is known.
Proof of Achievability. Assume without loss of generality that a > b. We present a simple scheme -Since we have a partition, x 0 in hand, we know the expected number of edges within and across the parts of x 0 under the null hypothesis. As we will show below, these quantities are expected to be significantly different under the alternate hypothesis. Thus, we may compute these profiles in the received graph, and accept or reject the null on the basis of whether the profile matches that of the null distribution well or not.
Concretely, for a graph G and a partition z, let
be the number of edges within and across the cut induced by z. Define the test statistic 12
Let n + := |x + 0 | and n − := |x − 0 |. We claim that the following test has risk smaller than 2δ:
Firstly, note that T x0 (G) can be written as a sum of indicators of the presence of the edges. Since edges are present with probabilities a/n or b/n, the total fluctuations in T must lie below 9 and if communities are balanced 10 To be precise, the bound does not get quite so far -since we would require a bound of log n/s rather than log n/s 2 . However, if s = n 1/2−η for some η > 0, these bounds are qualitatively similar. 11 by using log(1 + z) ≥ z/2 for z ≤ 1 12 If we view x 0 as a vector in {±1} n , and G as an adjacency matric, this is just
the fluctuations in the edge counts of an Erdős-Rényi graph with parameter (a + b)/n. Thus, for δ ≥ 2 exp (−n(a + b)) , it holds by a Bernstein bound (see [CL06, Thm. 2.3] ) that under both the null and alternate distributions
We now need to argue that the expectations of T x0 (G) are separated under the null and alternate distribution. Intuitively, suppose one moves s/2 nodes from + to − and also from − to +, and that the communities are balanced n + = n − = n/2. The interactions of these nodes with the unchanged nodes will reduce N w by an amount proportional to (a−b) n ·s(n−s), and will increase N a by a similar amount, thus reducing T x0 (G). This intuition generalises to arbitrary changes and community size, and is made concrete in the lemma below, which is proved in Appendix A.1.
Invoking the above and the concentration bounds, if
then the probability of missed detection and false alarm under the stated test are both smaller than δ, and as a consequence, the test has risk at most 2δ. This can be rearranged into the theorem statement 13 .
Proof Sketch of Partial Converse. We follow Le Cam's method, applied to a mixture of alternate distributions. In particular, suppose we were given a single null partition, x 0 , and a set of alternate partitions Y, and told that if a change did occur, then the new partition will be picked uniformly at random from Y. The Bayes risk of this problem is a lower bound for the minimax risk of our goodness-of-fit problem, and this Bayes risk is easily characterised by classical Neyman-Pearson theory.
The full proof is in Appendix A.2 and proceeds by upper bounding total variation by the chisquare distance. We use the balanced partition ([1 : n/2], [n/2 + 1 : n]) as x 0 , and set Y to be all choices of y that move s/2 nodes from the + part to the −, and the corresponding s/2 nodes from the − part to the +.
Community Two-Sample Testing
The TST (or change detection) problem, while similar in flavour to GoF, has a few key differences, the most important of which is that we do not start with a candidate partition to test, and instead have to test the differences on the fly. Below, we construct a two-sample test for the community structures. The idea is simple -suppose SNR is large enough to enable us can weakly recover the partitions -perhaps with ∼ 25% of the nodes misclassified. Further, suppose it holds that the changes made in the partitions are chosen independently of the received graph, and in particular are independent of the errors in the reconstruction of the partition. In this setting, the goodnessof-fit test described previously, run with this crude partitioning, will in fact succeed, but with a degradation in the effective SNR.
Assumptions. We need a few assumptions in order to study this harder problem. In particular, (i) We assume that the partitions (x, y) are deterministic but arbitrary. That is, the partitions must be selected so that it holds that y is independent of G given x and vice versa.
(ii) We assume that the communities are balanced -i.e. |n + − n − | ≤ 1 -for both x, y. 14 Remark. The independence of the errors and changes is a strong assumption. While this is a natural condition in many scenarios, such as testing multiple aspects of a static network, or investigating the changes between two networks in 'steady-state' (i.e. observed long before the initiation of, and after the conclusion of, any dynamics involving the movement of nodes between communities), it can be restrictive in other important cases. For instance, when observing a network in flux, the nodes that are in the process of moving between communities may have relatively fewer connections in total as opposed to entirely static nodes. Since clustering techniques tend to fail at nodes of lower degrees, it is then likely that the changes and clustering errors will be correlated.
Theoretical study of such instances would require modelling of the change dynamics, and perhaps multiple observations of the graph, directions we leave open for future work.
Our two-sample testing results are described below.
Theorem 4. Suppose that the above assumptions hold, and 16 log(6n)/n ≤ max(a, b) ≤ (n/2) 1/3 . Then there exists a universal constant C such that if a, b > C, then a sufficient condition for s-two-sample testing with R < 3/n is
where ε max := 2 exp − SNR 8.1 . Remarks.
1. In the above definition, ε max is chosen according to [CRV15, Corr. 4], which states that, for large enough a, b, a partition with distortion ≤ ε max n can be recovered from a single SBM sample with probability ≥ 1 − 1/n. This is also the reason we include the abstract C in the statement 15 .
2. It is necessary that SNR ≥ (1−o(1))/2 if we are to obtain vanishing risk: following the channel analogy from [Abb18, Sec. 2.4], we may observe that we are receiving two transmissions across two uses of a channel, and wish to reliably extract one bit. Thus, it is necessary that twice the maximum mutual information between the communities and graphs exceeds one bit, which requires that 2SNR
3. Since the lower bound of Theorem 1 was constructed using balanced communities, it applies here without modification, implying that the SNR must be Ω(log(n)) for s ≪ √ n. Since we're interested in the sparse regime a, b = Θ(1), the only distortions of interest are s = ω( √ n). When s = Ω( √ n log n), the theorem is essentially saying that if the maximum distortion per node is bounded away from 1/2, then for large n two-sample testing is possible at any SNR. Putting the above together, we have the following corollary:
Corollary 5. For balanced communities and a, b = Θ(1), if s ≫ √ n log n, then SNR = O(1) is sufficient for performing s-two-sample testing with with R < 3/n, and SNR = Ω(1) is necessary.
4. The condition max(a, b) ≤ n 1/3 is induced by the details of our proof. While we believe that this condition can be removed, it appears that doing so would require strong control on the behaviour of the errors made in partial recovery, which we are unable to obtain.
Proof of Theorem 4. Throughout we assume that a > b. The case a < b can be handled similarly. Recall the definition of N z w , N z a from (7), and let
(c.f. the goodness-of-fit statistic). We show that the routine 'TwoSampleTester' below achieves risk ≤ 3/n.
Algorithm 1 TwoSampleTester(a, b, G, H, δ)
1: G 1 ← subsampling of edges of G at rate 1/2 uniformly at random. Let G ′ ∼ P (·|x) be an independent copy of G, useful in the analysis, and recall the definition of G, G 1 from Algorithm 1. We define two events that we will be conditioning on in the course of the proof:
For succinctness, we let S := S(G 1 ) ∩ S(x). The analysis proceeds in four steps: §1 Lemma 6.
Under the null hypothesis,
and under the alternate,
We briefly describe the functional roles of the above, and relegate their proofs to Appendix B. §1 allows us to make use of the typicality of G 1 and the recovery guarantees ofx. The former is primarily useful for §2, while the latter induces §3. §2 lets us avoid the technical issues arising from the fact G and G 1 ,x are correlated, and allows us to work with the simpler G ′ . It also shows that under the null distribution, the mean of T is small. We note that this lemma is likely loose, and introduces the nuisance condition a ≤ n 1/3 in our claim. §3 shows that under the alternate distribution, the center of T is linearly growing with s. Compare the above bound with that of Lemma 2, in particular, note the effect of the weak recovery distortion ε max . §4 serves to control the fluctuations in T. The √ n-level term arises from the randomness in G, H, G ′ , and the a 2 term from our use of G ′ and §2.
Putting the above together, we find that probability of error under both null and alternate distributions is bounded by
Using a 2 = a 3/2 √ a ≤ na/2 and rearranging yields that the claim is sufficient for the above to hold. Note that the threshold in Algorithm 1 (and implicitly the statement of the theorem) is alters the above threshold from √ na to n(a + b). The reason for this is that this relaxation allows Algorithm 1 to be agnostic to the knowledge of (a, b) -generic spectral clustering schemes do not require this knowledge, and the threshold of our scheme depends only on n(a + b), which can be robustly estimated in our setting since the number of edges in the graph is proportional to this. 16 .
Experiments
We perform two different experiments to support our theoretical results, and show possible extensions: (i) goodness-of-fit and two-sample testing on simulated SBMs, and (ii) two-sample testing on SBM-structured Gaussian Markov Random Fields (GMRFs). The second case is an example of a "node observation model", where instead of observing edges directly, we observe i.i.d. samples emanating from each node. In particular, we are interested in performing these inference tasks without explicitly recovering the underlying edges of the graph. For the sake of brevity, precise details of the experiments are moved to Appendix C.
Testing Communities in SBMs
The first experiment compares Algorithm 1 against the naïve scheme described in Section 1.1. We note here that comparing against the naïve scheme serves two purposes: for one, it is the most obvious testing scheme that one may design, given access to a partial recovery scheme. More importantly, the success of the naïve scheme at distortion s is tightly coupled to that of partial recovery at distortion s/2. As a consequence, comparing to this scheme naturally allows us to demonstrate that testing can be possible even when recovery is not.
We simulate an ensemble of two-sample tests and evaluate the performance of the two schemes using the sum of false alarm and missed detection probabilities (F A + M D). The experiments use a slightly modified version of Algorithm 1: (i) G 1 subsamples G at a rate η, and the test statistic T is appropriately modified: T := 1 1−η Tx 1 ( G) − Tx 1 (H). Thus, we can increase the SNR devoted to clustering and decrease that used to compute the test statistic, as the former is the harder problem. We set η = 0.85. 17 (ii) The constant factor in front of the threshold was varied to adjust for different values of η and to mitigate the suboptimality of some of the concentration bounds. We used a threshold of 3 4 n(a + b) log(6n). Figure 1 shows the performance of each of the two-sample testing schemes mentioned above, as a function of distortion, s, and SNR. We used n = 1000 nodes, and repeated the experiment M = 100 times under the null and alternate distributions each, to estimate risks. Further details can be found in Appendix C.1. We highlight some observations: The performance of each scheme is indicated by colour as a function of the number of nodes s that have changed communities, and the SNR. Error rates lower than δ = 0.1 are shaded blue to represent "success", and those higher than 1 − δ = 0.9 are shaded orange to represent "failure". SNR 0 is set to 3 8 log(n/100) ≈ 0.86 and M = 100 is the ensemble size.
1. For s n log(10) ≈ 50, our scheme uniformly dominates the performance of the naïve detector. This extends to s √ n ≈ 30 as SNR increases.
2. For s n/2 ≈ 20, our scheme performs very poorly since at this level of sparsity, fluctuations in our statistics begin to dominate the signal. Similarly, for SNR < 2SNR 0 ≈ 1.7, there is not enough information to reconstruct a non-trivial partition.
3. At SNR 8SNR 0 = log(n), the naïve detector starts performing well, since at this SNR, the partial recovery problem can be solved with s = O(1).
4. There is a wide transition region in Fig. 1b . We expect this region to get narrower as n increases.
This comparison has also been performed for goodness-of-fit, and can be found in Appendix D.1.
Gaussian Graphical Models
Frequently instead of simply receiving a graph, one receives observations i.i.d. samples from a graph-structured distribution and it is of interest to be able to cluster nodes in these settings. In this setting one typically investigates the sample complexity of various problems, as opposed to studying the SNR conditions with only one sample as in SBMs. Here we explore the richer case of observing Gaussian Markov random fields (GMRFs) where the underlying graph structure comes from an SBM. 18 A heuristic reason for why our methods might succeed in such a situation arises from the local tree-like property of sparse random graphs (see, e.g. [DM10] ). For graphs with mean degree d ≪ n, typical nodes don't lie in cycles shorter than ∼ log n 2 log d . In MRFs, this tree-like property induces correlation decay: the correlation between two nodes decays geometrically with up to graphdistance ∼ log n 2 log d . Thus, the covariance matrix closely approximates σ 1 G + k i=2 (σ 1 G) i + σ 0 11 ⊤ for some σ 0 ≪ σ 1 , small k, and G, the adjacency matrix of the graph. Since the local structure of the graph is so expressed in the covariances, both clustering and testing applied to these should be viable. 19 We report here experimentation on the GMRF (see, e.g. [WJ08, Ch. 3]), which comprises random vectors ζ ∼ N (0, Θ −1 ), where the non-zero entries of the precision matrix Θ encode the conditional dependence structure of ζ. Following standard parametrisations, we set Θ = I + γG, where G ∼ P (G|x) is an adjacency matrix from an SBM with latent parameter x, and γ is a scalar parameter. Below, we fix the SBM parameters a, b and the level γ, and explore the risks against s and sample size t.
Following the heuristic detailed above, we naïvely generalise community recovery and testing to this setting, by replacing all instances of the graph adjacency matrix in previous settings with the sample covariance matrix. Figure 2 presents our simulations of the risk of this test when n = 1000, and (a, b) ≈ (12.3 log n, 1.23 log n), at SNR ≈ 4.5 log(n) (details can be found in Appendix C.2). We chose (a, b) so that community recovery would be easy if the graph was recovered; 20 this was done to emphasize the role of the sample size, t.
Importantly, in the implementation above, the threshold for rejecting the null has been fit using data (unlike in the previous section). This is because we do not have a rigorous theoretical understanding of this problem, and have not analytically derived expressions for the thresholds. As a result, these plots should be treated as speculative research intended to underscore the presence of interesting testing effects in this scenario, and to encourage future work along these lines.
Note that Figure 2 shows much of the same features as Figure 1 . In particular, it suggests that testing is possible even at sample sizes where clustering fails.
Discussion and Conclusions
Through this paper we have attempted to highlight the utility, and the interesting mathematical behaviour of testing communities in SBMs, and in more general contexts. While we have mentioned possible extensions of and gaps in the above work at various points in the text, we will highlight a few of these here:
• In principle, it may be possible to construct more sophisticated detectors using white-box (or even black-box) access to a partial recovery output than just the naïve detector above, which is used as a proxy for the performance of community recovery. An exploration of the testing performance so possible would be interesting.
• We emphasize that our goodness-of-fit tests depend on knowledge of (a, b), as do the extensions of our schemes to tolerant testing. Removing this dependence is essential to practical applications of these methods. • As the experimental study demonstrates, both the community recovery and testing problems are interesting in the wider context of SBM-structured node observation models. Such problems model a large fraction of the clustering problems arising in practice, and rigorous theoretical and experimental study of these problems is warranted.
• We remind the reader of the assumption of independence of the changes and the graphs made for two-sample testing, and highlight that the removal of such an assumption is important when the communities change slowly over time.
• Lastly, we note that our lower bounds are not tight when a and b are not of similar size.
Appendix A Proofs of Lemmata employed in Theorem 1
A.1
Proof of Lemma 2. Note that under the null distribution,
and thus,
On the other hand, under the alternate distribution -suppose that the number of nodes moved from + to − is s + , and similarly s − , with s + + s − = s. Note that the changed nodes behave as if they were misclassified, and as a consequence, we will suffer a reduction in the number of edges within the cut induced by x 0 , and an increase across, leading to an overall decrease in T x0 . Indeed, we have that under (any of) the alternate distribution
where recall that for independent random variables η 1 ∼ f, η 2 ∼ g, f * g is the distribution of η 1 + η 2 .
We make use of the simple identity α−β
Next, note that
Thus,
Lastly,
Recalling that n + + n − = n, s + + s − = s, we find that (17) − (18) yields
or equivalently,
A.2
Proof of the converse in Theorem 1. For convenience, we let
We will show a necessary condition on SNR, which is sufficient to show the claim since SNR ≤ 
where we have applied the Cauchy-Schwartz inequality to
For convenience, we set p = a/n, q = b/n. We will, in the remainder of this proof, control E P0 [L 2 (G)]. To this end, we will define for an edge e = (u, v), and a graph G (which is implicit in the notation) f e (q, p) := (q/p) e ((1 − q)/(1 − p)) 1−e .
Above, f e (q, p) arises as a product of the probabilities of a Bern(q) and a Bern(p) random variable. Thus, it is the likelihood ratio of an edge being between nodes in the different and in the same community. First observe that
An important feature of the setup above is that every term in the above product is independently distributed, and wherever f ij (p, q) appears, the corresponding e ij is Bernoulli-q, and similarly with f ij (q, p) and Bernoulli-p.
Note that
, and so we must control expectations of this form in order to apply Le Cam's method. Let us fix T 1 and T 2 for now, and partition the nodes into groups as described by the Figure 3 21 . Figure 3 : A schematic of the nodes, partitioned according to their labellings in x 0 , y T1 , y T2 . The two ovals denote the partition induced by x 0 into groups marked + and −. The section 1F 2F + denotes the nodes in the + group whose labels remain fixed to + in both y T1 , y T2 . The section marked 1S2F + denotes the nodes in the + group whose labels are switched to − in y T1 but remain fixed to + in y T2 . Other labels are analogously defined.
Note that in the figure, 1F 2F + = [1 : m] ∼ (T 1 ∪ T 2 ), 1S2S − = (m + T 1 ) ∩ (m + t 2 ) and so on. Also, importantly, the size of groups with the same number of Ss and F s in the above representation is identical (i.e., |1F 2S + | = |1F 2S − | = |1S2F + | = |1S2F − | and so on.)
We consider how the terms relating to the edge (u, v) for any u, v ∈ [1 : 2m] appear in the product
• Clearly, if u and v are both in the same group in both settings, the behaviour of the edge (u, v) under the alternate distributions and the null distribution is identical, and these terms will not appear in the product.
• If both (u, v) ∈ 1F 2F + × 1F 2F − ∪ 1S2S + × 1S2S − , then again, the edge (u, v) has identical distribution under both alternates and the null, and these terms do not appear in the product.
• If (u, v) ∈ 1F 2F + × 1F 2S + , then the (u, v) term does not appear in P T1 /P 0 , but appears once in P T2 /P 0 . Since likelihoods must average to 1, and since the distributions of the edges are independent, any term which appears just once is averaged out when we take expectations with respect to P 0 . Thus, even though these terms appear in the product, we may ignore them due to our eventual use of the expectation operator. A quick check will show that the same effect happens for (u, v) ∈ Γ 1 × Γ 2 , where Γ 1 can be obtained by inverting one instance of an F to a S or vice versa, and possibly changing the sign (e.g. 1F 2S − × 1S2S + .) Thus, all such pairs can be safely ignored.
• This leaves us with edges of the form {1F 2F ± ×1S2S ± }∪{1F 2S ± ×1S2F ± }. In these cases, if the signs of the two choices match -i.e. (u, v) ∈ Γ + × Γ + for (Γ, Γ) ∈ {(1F 2F, 1S2S), (1S2F, 1F 2S)}, then we will obtain a contribution of f uv (q, p) 2 to the product. On the other hand, if they differ, then we will obtain a contribution of f uv (p, q) 2
Accounting for the above, and taking expectation, we have that
where we have invoked the fact that groups with the same number of Ss and F s have identical size.
For convenience, let |1S2S + | = |T 1 ∩T 2 | = k. We then have that |1S2F + | = t−k and |1F
where we have used that k ≤ t. Now, for (p, q) = (a/n, b/n),
As a consequence, using 2m = n, and the development above,
Note that the above is insular to the precise identities of T 1 , T 2 . Further, for a given T 1 , the number of partitions T 2 such that
Feeding this into the expression for E[L 2 (G)] and some simple manipulations yield that
where we remind the reader that t = s/2, m = n/2. As a final preliminary, note that if E[L 2 ] < 3, then by Lemma 3 the risk exceeds 1 − 1/2 > .25. Thus, we will aim to upper bound (35) by 3.
We begin by rewriting
where ξ := exp 2 SNR(1 − 4t/n) > 1 and Z = t i=1 Z i , where Z i are sampled without replacement from the collection of t (+1)s and m − t (0)s. Note that z → ξ z is continuous and convex for ξ ≥ 1. By Theorem 4 of [Hoe63] ,
where Z i are drawn by sampling with replacement from the same collection. But Z is just a Binomial random variable with parameters (t, t/m). Thus, we have that
where we have used log(1 + ζ) ≤ ζ. Feeding this back in, and noting that m/t 2 = 2n/s 2 , we find that
This is nice because it handles all regimes of s simulatneously. For s ≪ √ n, we have n/s 2 ≫ 1, and the above behaves as 1 2 log(n/s 2 ). For s ≫ √ n, we may use that log(1 + x) ≥ 2x/3 for x ≤ 1 to show that SNR > log 3 3 n s 2 is necessary.
Appendix B Proofs of Lemmata used in Theorem 4 B.1
Proof of Lemma 6. We first note that by [CRV15, Corr. 4] , under the conditions of the theorem, S(x) holds with probability at least 1 − 1/n. By a union bound, it suffices to show that P (S(G 1 )) ≥ 1 − 1 3n . Recall that
and that edges are independent. Thus the number of edges in G 1 is a sum of Bernoulli random variables of parameter ≤ a/2n. Note that the factor of 2 arises since G 1 is subsampled at rate 1/2. Let #G 1 be the number of edges in G 1 . We have
where the first bound follows from inspection, and the second follows from the Bernstein upper tail bound of ([CL06, Thm. 2.5]) and the condition a ≥ 16 log(6n)/n. Further invoking this condition we find that na log(3n) ≤ na/4, and thus P (S(G 1 )) = P (#G 1 ≤ na/2) ≥ 1 − 1 3n .
B.2
Proof of Lemma 7 . In this section we will representx and x as vectors in {±1} n for convenience. Let c uv := (a+b)+(a−b)xuxv 2 ≤ a. Note that c uv /n is the probability under x of the edge (u, v) existing.
Also note that for a graph Γ and a partition z,
We're interested in controlling
Note thatx is a deterministic function of G 1 , and thus G is independent ofx given G 1 . Further, G ′ is independent of (G 1 , G). Lastly note that
As a consequence,
where recall that #G 1 is the number of edges in G 1 . Note that we may condition on S, the occurrence of which is a deterministic function of G 1 . Since under S we have #G 1 ≤ an/2, we find that
where the final inequality uses that 1/(1−a/2n) ≤ 4/3, which follows from a ≤ (n/2) 1/3 , and n ≥ 2.
Finally observe that the right hand side of the equation above does not depend on G 1 . Thus, we may integrate over P (G 1 | S) to find that
Remark: This lemma is likely rather weak. In particular, the upper bound on |E[T |G 1 ]| completely ignores the relationship betweenx & G 1 , and that between G 1 & c uv . Indeed, note that (44) may also be rewritten as
Since (G 1 ) uv ∼ Bern(c uv /2n), andx is a clustering derived from G 1 , it may be possible to control the above to something much smaller than a 2 . This may require notrivial use of the S(x) conditioning here, which is unused in the above argument. Unfortunately it seems that such control would closely depend on the scheme used to obtainx, which tend to be complex -most schemes involve non-trivial regularisation of G 1 , as well as some amount of quantisation of the solution to an optimisation problem to producex, due to which the covariance of G 1 andx is difficult to understand. For completeness' sake we note that an upper bound on the same of O(a 2 /n) would remove the nuisance condition of a ≤ n 1/3 present in Theorem 4.
B.3
Development of §3 of the proof of Theorem 4. We proceed by first developing some intuition behind the proof of Lemma 8 instead of launching straight into the same. Further, we assume throughout that d(x, y) ≥ s. 
where n(Unchanged) = |Unchanged| n(Incorrect, Unchanged) = |Incorrect ∩ Unchanged|, and the other terms are defined analogously.
Note the similarity between the above expression, and the mean gap expression from Lemma 2 from our analysis of goodness-of-fit testing. In particular, that equation corresponds to setting n(Incorrect) = 0 in the expression of Lemma 10 above. This makes sense -ifx = x, then the gap between the null and alternate behaviour of the statistic at hand depends on the number of changes like s(n − s). When the partitionx, is off, the incorrectly partitioned nodes behave in an opposite manner to the behaviour of the correctly partitioned nodes, and hence serve to reduce the stated statistic.
Suppose n(Incorrect) = k. Due to the exchangability of the nodes when |{u : x(u) = +}| = |{u : x(u) = −}|, the incorrectly labelled nodes inx correspond to a choice of k ∈ [0 : n/2] nodes picked without replacement from [1 : n] uniformly at random. Further, since the changes made in y are chosen independently of the graphs, they are independent ofx. Thus, the number of correct and incorrect nodes changed forms hypergeometric distribution. The expected number of Incorrect nodes changed is precisely s n · k, where s is the number of changes made, and similarly for Incorrect nodes unchanged.
Further invoking the results of [CRV15] , we note that if 2 × SNR 2 ≥ 8.1 log(2/ε max ), then k ≤ ε max n with probability at least 1 − 1/n. As a consequence, the bound in Lemma 10 remains large in magnitude even on integrating over the randomness inx. This was the subject of Lemma 8 from the text, reproduced below for convenience.
Lemma 8.
the proof of which is the subject of Appendix B.3.2.
B.3.1
Proof of Lemma 10. We will require explicit counting of a number of groups of nodes. Let us first define them: The sets above encode the partitions induced byx and x, with the first symbol in the superscript denoting the label given byx. Observe that S +− , S −+ are the sets of nodes mislabelled inx.
Lastly, for (i, j) ∈ {+, −} 2 , let
These are the nodes that change their labels in y. Note that the values of each of the above objects is a function ofx. For now we will fixx, and compute expectations over the randomness in G ′ , H alone.
We first study N w . Note that By simple counting arguments,
Under H, the nodes in C ++ behave as if they were in S +− and those in C +− as if they were in S ++ . Computations analogous to before lead to
By symmetry, we can obtain the above for G[−]s by toggling the group labels above. Thus, conditioned on a fixedx, we have
Similar calculations can be performed for N a . Since in edges across the true partitions, the edges in the same group appear with probability a/n and in different groups with b/n, the roles of a and b will be exchanged in this case, leading to a factor of +(a − b) instead of −(a − b). We will suppress the tedious computations, and simply state that
For convenience, we define
where 'correctness' corresponds to the nodes u such thatx(u) = x(u), while 'unchangedness' to u such that x(u) = y(u).
Subtracting (53) from (52) then yields that for fixedx
The lemma now follows on observing that n(Unchanged) = n(Correct, Unchanged) + n(Incorrect, Unchanged), and similarly n(Changed).
B.3.2
Proof of Lemma 8. Effectively, we are considering the following process: we have a bag of n ballscorresponding to the nodes -of two colours (types), Changed and Unchanged, and we are picking k ≤ n/2 of them uniformly at random without replacement. Let 
We now condition on the number of errors being k, which imposes the condition that η 1 +η 2 = k. Recall the sampling without replacement distribution, which implies that
where, by convention, α β = 0 if β > α, or β < 0. Thus,
As a consequence, we obtain that
Note that the above is decreasing as k increases for k ≤ n/2. Note further that the Markov chain ζ-d(x, x)-G 1 holds. Thus the above also holds for
We now condition on S(x) to find that
where we have used ε max ≤ 1/2, and the (unstated but obvious) condition that n ≥ 2.
Applying the above to the result of Lemma 10, we find that
B.4
Proof of Lemma 9. Recall the notation from Appendix B.2. Note that under the null H law = G ′ . Below, we will use G ′ as a proxy for H in the null distribution, and use H only in the alternate.
To begin with, observe that both G ′ , H are independent of G 1 , G,x, and that G is independent ofx given G 1 . Now, Tx is a signed sum of independent Bernoulli random variables with parameters smaller than a/n given G 1 .. Thus, invoking Theorem 3 from [CL06] (and using that a ≥ 16 log(6n)/n ⇐⇒ 1/6n ≤ exp (−na/16))), we find that for Γ ∈ { G, G ′ , H},
where we have used that S is determined given G 1 (i.e. S lies in the sigma-algebra generated by G 1 .)
We now control the null and alternate fluctuations given S.
Null: By the union bound, we find that
Recall from equation (48) from the proof of Lemma 7 that
Feeding this in, we find that
No term in the above explicitly depends on G 1 . Thus integrating over P (G 1 | S), we find that
where we have used that T = 2Tx( G) − Tx(H) law = Tx( G) − Tx(G ′ ) under the null.
Alt: Following the above development again, this time with lower tails, we find that given G 1 with probability at least 1 − 2/3n,
Further, given (G 1 , S), by Lemmas 7, 8 we have
where κ = (1 − 2ε max ) 2 − 1/(n − 1). Adding the above, we find by the union bound that
The claim follows on noting that neither side depends on G 1 , and thus integrating over it.
3. We sample G, G ′ ∼ P (· | x) and H ∼ P (· | y), where P represents drawing from an SBM with parameters n, a and b, as described in Equation (1).
4.
For the naïve two-sample test based on structure learning, we estimatex,x ′ andŷ from G, G ′ and H respectively. The structure is estimated using spectral clustering (see below for implementation details). We get a false alarm if we declare that a change has occurred if d(x,x ′ ) ≥ s, and likewise, we miss a detection if d(x,ŷ) < s. The false alarm and missed detection probabilities are estimated as an average over M = 100 samples.
5.
For the two-sample test based on Algorithm 1, we follow the algorithm as stated, making only the modifications previously described in Section 5.1. To be precise, we estimatex 1 from G 1 , a subsampling of (the edges of) G at rate η. Then, we compute the test statistics in the null and alternate distributions:
6. The simulations are performed over a range of SNR = αSNR 0 and s, where α ∈ [1, 10] and s ∈ (0, 250). Performance is indicated using the sum of false alarm and missed detection rates.
Details associated with the implementation of the aforementioned schemes are given below: 3. Spectral Clustering was regularized in the manner suggested by [JY16] . Effectively, if G was the adjacency matrix to be submitted to the Scikit-learn spectral clustering function, we performed pre-addition, and instead passed G + τ 11 ⊤ . We set τ = 1 10n , which proved sufficient to run the spectral clustering function with no errors or warnings. 4. All plots were generated using Matplotlib (v2.1.1) [Hun07].
C.2 Experimental details for testing communities in GMRFs
The Gaussian Markov Random Field is described by its precision matrix Θ (i.e., the inverse covariance matrix of the Gaussian random vector on its nodes). We perform a preliminary examination of the possibility of testing changes in communities for an SBM-structured GMRF even when learning the structure is hard or impossible. As described in Section 5.2, we set
where G is the adjacency matrix of an SBM with known parameters. We generate samples from the GMRF as follows:
2. For the goodness-of-fit test described in Section 3, we generate M = 100 samples of the test statistic, T , for the null and alternate distributions each. The false alarm rates are estimated by counting the number of times T falls below the threshold under the null, and the missed detection rates are estimated by counting the number of times T exceeds the threshold under the alternate. Figure 4 shows the performance of the two schemes for goodness-of-fit, over a range of s and SNR.
Observe that the success regions of both schemes have expanded, when compared with Figure 1 . This is because the original community structure x 0 is known. Observe also that the goodness-offit test from Section 3 fares better than structure learning while s > n log(n) ≈ 83. However, for s < √ n ≈ 31, we find that goodness-of-fit fails even in SNR regimes where structure learning (nearly) succeeds, just as revealed by the lower bound of Theorem 1. Figure 4 : A comparison between a naïve goodness-of-fit test based on structure re-learning, and the goodness-of-fit test we propose in Section 3. The plots show performance of each scheme (indicated by colour) as a function of the number of nodes s that have changed communities, and the SNR of the SBM. Error rates lower than δ = 0.01 have been shaded blue to represent "success", while those higher than 1 − δ = 0.99 have been shaded orange to represent "failure". The value SNR 0 is set to 3 8 log(n/100) ≈ 0.863.
D.2 Modifications to η
For completeness, we demonstrate how the performance of the modified two-sample test based on Algorithm 1 varies as η is changed. Figure 5 compares the naïve two-sample test against the scheme based on Algorithm 1, for three different values of η: 0.7, 0.8 and 0.9. We use the following parameters: n = 500, SNR 0 = 3 8 log(n/100) = 3 8 log 5 ≈ 0.5, b a = r = 1/3. For η = 0.7 and η = 0.8, the threshold used is n(a + b) log(6n), while for η = 0.9, we used a higher threshold of 3 2 n(a + b) log(6n). While differences are rather subtle, a careful examination may reveal that as η increases, the failure region recedes, while the success region advances in the high-s, low-SNR regime. However, the cost of this is an increased threshold to maintain success at δ = 0.1, and a wider transition region, indicating that different η might be optimal at different n.
D.3 Slices through the phase transition figures
Once again, for completeness, we depict the simulated test statistics under the null and alternate distributions, along with the threshold. In order to show the distributions, we take "slices" of the phase transition plots for a fixed s or SNR. Figure 6 is a slice of the phase transition plot in Figure 1 , and shows how the null and alternate distributions vary with SNR, for s = 200. In particular, note how the threshold closely matches the outline of the distribution in Figure 6b . Importantly, it is evident from Figure 6a that the naïve scheme fails for small SNR due to increased false alarms from having a poor threshold. A more intelligent threshold, which varies along with SNR could potentially perform far better than the naïve algorithm. Indeed, such a test would then be tailored for detecting changes in communities, and so could be expected to work where structure learning (and hence the naïve algorithm) fail. Figure 5 : A comparison between the naïve two-sample test based on structure learning, and the two-sample test we propose in Algorithm 1, for η ∈ {0.7, 0.8, 0.9}. Error rates lower than δ = 0.1 have been shaded blue to represent "success", while those higher than 1 − δ = 0.9 have been shaded orange to represent "failure". 
