ABSTRACT The goal of unsupervised domain adaptation aims to utilize labeled data from source domain to annotate the target-domain data, which has none of the labels. Existing work uses Siamese network-based models to minimize the domain discrepancy to learn a domain-invariant feature. Alignment of the second-order statistics (covariances) of source and target distributions has been proven an effective method. Previous papers use Euclidean methods or geodesic methods (log-Euclidean) to measure the distance. However, covariances lay on a Riemannian manifold, and both methods cannot accurately calculate the Riemannian distance, so they cannot align the distribution well. To tackle the distribution alignment problem, this paper proposes mapped correlation alignment (MCA), a novel technique for end-to-end domain adaptation with deep neural networks. This method maps covariances from Riemannian manifold to reproducing kernel Hilbert space and uses Gaussian radial basis function-based positive definite kernels on manifolds to calculate the inner product on reproducing kernel Hilbert space, and then uses Euclidean metric accurate measuring the distance to align the distribution better. This paper builds an end-to-end model to minimize both the classification loss and the MCA loss. The model can be trained efficiently using backpropagation. Experiments show that the MCA method yields the state-of-the-art results on standard domain adaptation data sets.
I. INTRODUCTION
Deep neural networks(DNNs) have significantly improved the computer vision problems such as image classification and object detection, which promote the development of artificial intelligence. Unfortunately, it still has two shortcomings: First, it relies on massive amount of labeled data for supervised training. Second, the distributions of the source domains (training images) are often different from the target domains (testing images). Domain adaptation(DA) tackles these problems effectively, it can be separated into unsupervised domain adaptation(UDA) and semi-supervised domain adaptation. UDA assumes no labels are available in the target domain, it aims to mitigate the data distribution bias by learning an explicit transformation between labeled source samples and unlabeled target samples.
In this paper, we focus on UDA problems. Earlier UDA methods try to find a transformation matrix to align the source domain with the target domain or to find a common representation between the domains to mitigate dataset bias. Deep UDA methods are based on DNNs, aim at finding common features between the source and target domains by adding an extra discrepancy loss to classification loss. Most Deep UDA methods follow a Siamese architecture with two steams, the discrepancy loss aims to minimize the distance between the source and target feature representation distributions from two steams. Most UDA methods such as DDC [1] and DAN [2] use linear or nonlinear MMD loss as the discrepancy loss.
The Deep CORAL [6] extends the CORAL [7] method to optimize the weights of a deep architecture jointly considering the optimization problem of the covariance difference and the standard classification problem, which shows significant promotion. It designs a discrepancy loss to penalize the covariance difference. Some papers consider that Deep CORAL overlook fundamental properties of covariance, which turn out to be Symmetric Positive Definite(SPD) matrix lies on a Riemannian manifold with non-positive curvature (see Figure1). They improved Deep CORAL by introducing a loss function based on the Log-Euclidean metric to align second order statistics of the source and target domains effectively and correctly.
Although, the solution looks effective, Log-Euclidean metric is a nonconvex function, DNNs may not converge to the global optimal solution by using gradient descent.
To overcome this problem, we propose a new method called mapped correlation alignment(MCA), which learns to align the second-order statistics of features from source and target domains. The source and target covariance matrixes can be deemed as two points on the Riemannian manifold, MCA method maps the two points into a reproducing kernel Hilbert space(RKHS) via a nonlinear mapping determined by a Riemannian kernel function. A RKHS is a Hilbert space of functions in which point evaluation is a continuous linear functional, it is a generalization of the ordinary Euclidean spaces. MCA method uses Euclidean distance to accurately measure the distance between two points (covariance matrixes) in RKHS.
MCA method learns a non-linear transformation during DNNs' training stage by adding MCA loss to classification loss, and it could align the distributions from both domains well. It can be trained efficiently using back-propagation. Comprehensive experiments demonstrate that the proposed method outperforms state-of-the-art results.
The contributions of this paper are summarized as follows. (1) We propose a novel method called MCA for UDA, which align the second order statistics between source and target domains accurately. (2) We explore the multiply kernels for MCA loss to enhance adaptation effectiveness. (3) We demonstrate that our method achieves state-of-the-art results on standard handwritten digit datasets.
II. RELATED WORK
Domain adaptation addresses domain shift problems between different datasets, including class imbalance, covariate shift and sample selection bias. Here we mainly focus on UDA methods, where the target domain is totally unlabeled.
In earlier research, the main research contents are shallow domain adaption. such as Instance re-weighting, feature FIGURE 2. The network structure of this article. For convenience, we only draw the discrepancy loss of fcn layer in the figure. Our method can also be extended to other network structures.
space alignment and unsupervised feature transformation. Instance re-weighting methods assign weights to different samples to determine their effect on the classifier during training [10] - [12] . For example, the transfer adaptive boosting (TrAdaBoost) [35] is an extension to AdaBoost that iteratively re-weights both source and target examples during the learning process. Feature space alignment methods try to align the source features with the target ones. For example, subspace alignment (SA) [16] learns an alignment between the source subspace and the target subspace obtained by PCA. correlation alignment (CORAL) minimizes the domain shift by using the second-order-statistics of the source and target distributions. Unsupervised feature transformation methods learn the transformation without using any label by projecting the source and target data into a new space. Any classifier trained on the source dataset can be used to predict labels for the target dataset. For example, transfer component analysis (TCA) [36] proposes to discover common latent features having the same distribution across the source and target domains.
Convolutional neural networks (CNNs) have been shown to be effective in extracting features of images. Deep convolutional activation features (DeCAF) [14] extracted source and target features from the activation of a pre-trained deep convolutional network, then the features can be used within any shallow domain adaptation methods (e.g. [7] , [15] , [16] ) and get better effects.
Domain adaptation methods based on DNNs have been proved more powerful than shallow domain adaptation methods. The method proposed in [17] uses source and target data to train a classifier that can perform well on target data. After this, numerous deep domain adaptation methods have VOLUME 6, 2018 been proposed. In particular, deep Siamese architectures [18] are good at learning invariant representations by sending source and target domain data to the inputs stream at the same time. In the training process, some methods add discrepancy loss to classification loss in DNNs to calculate the feature distributions distance between source and target domains [1] , [3] , [19] , [20] . The most commonly used distribution distance metric is maximum mean discrepancy (MMD) [32] . Paper [1] first proposed the deep domain confusion (DDC) method, which used a single fully connected layer in DNNs and linear MMD to reduce the feature distribution discrepancies between source and target domains.
Inspired by [1] , paper [2] proposed a novel deep neural network architecture called deep adaptation network (DAN) for domain adaptation, and explored multiple kernels for adapting deep representations, which substantially enhanced adaptation effectiveness compared to single kernel methods. Later, paper [3] improved paper [2] and increased the connection between different layers. Paper [21] improved the Siamese architectures, the weights in corresponding layers are related but not shared to account for differences between the two domains.
Deep CORAL [6] method extends CORAL [7] method to work seamlessly with DNNs by designing a novel CORAL loss. It aligns the second-order statistics (covariances) of the source and target distributions by adding CORAL loss to classification loss of DNNs, then minimizes the overall loss function during training.
Although the Deep CORAL method has achieved good result in domain adaptation problems and proved that minimizing the distance between the second-order statistics of the source and target features can effectively solve the domain adaptation problems. But the covariances of source features and target features are symmetric and positive definite (SPD) matrixes belonging to a Riemannian manifold with nonzero curvature, which is usually expressed as Sym + d . Deep CORAL uses squared Euclidean distance to measure distance on Riemannian manifold which is usually suboptimal, since it does not consider the inner curvature of the ambient space. LOG-D-CORAL [8] and Deep LogCORAL [9] employ the Log-Euclidean distance [22] , which have been widely used to calculate the geodesic distance between SPD matrixes (see Figure 3 ). This allows to align second order statistics of the source and target domains effectively and correctly. When source and target datasets are characterized by very different distributions, the effect results are more evident.
But the function to calculate Log-Euclidean metric is non-convex, the local optimal solution of the non-convex optimization problem is not necessarily the global optimal solution. In the training process of DNNs, the optimal solution of the distance calculation problem is often not available.
Based on the above considerations, we propose a new method to address the UDA problems called Mapped Correlation Alignment (MCA). This method maps the covariances of source and target domain features into RKHS, then calculates the Euclidean distance of covariances in RKHS. This makes the distance calculation more accurate and reduces the domain shift effectively. Simultaneously, we explore multiple Riemannian kernels for our method, which substantially enhance adaptation effectiveness compared to single kernel method and get a more stable result.
III. RELEVANT KNOWLEDGE
In unsupervised domain adaptation, we consider a source domain
with n s labeled examples, and
with n t unlabeled examples, 
A. DEEP CORAL
Deep CORAL method incorporates the alignment of secondorder statistics into a deep architecture by proposing a novel CORAL loss that minimizes the batch-wise difference between the covariances of the source and target features.
CORAL loss is the distance between the second-order statistics (covariances) of the source and target features:
· F denotes the matrix Frobenius norm, 1 T is a vector with all elements equal to 1, d is the dimension of fully connected layer fc n . The Deep CORAL method joints training with both the classification loss and CORAL loss which minimizes the domain distribution mismatch. Meanwhile, the discriminative ability is also preserved and the final features are generalized well to the target domain. Hence, the total loss can be expressed as:
L Classifition denotes the classification loss of DNNs, such as cross entropy, The hyperparameter λ is a critical coefficient which trades off the adaptation with classification accuracy on the source domain
B. GAUSSIAN RBF KERNEL ON RIEMANNIAN MANIFOLD
The Gaussian RBF kernel is a popular kernel function used in various kernelized learning algorithms. It projects the data from the original space into a higher dimension space that yields a very rich representation of the data. There is no straightforward way to generalize Euclidean kernels, such as the linear kernel and polynomial kernel, to nonlinear manifolds, since these kernels depend on the linear geometry of R n .
Paper [23] introduces a general theorem that provides necessary and sufficient conditions to define a positive definite Gaussian RBF kernel on a given manifold. The theorem uses Log-Euclidean distance to measure the distance on manifold.
The log-Euclidean distance defines a true geodesic distance that has proven an effective distance measure on Sym
Furthermore, it yields a positive definite Gaussian kernel.
Where · F denotes the Frobenius matrix norm induced by the Frobenius matrix inner product ·, · F .
Let x be a square (N × N ) matrix with N linearly independent eigenvectors q i (i = 1, . . . , N ). Then x can be factorized as:
Where Q is the square (N × N ) matrix whose i th column is the eigenvector q i of x and is the diagonal matrix whose diagonal elements are the corresponding eigenvalues. The logarithm operation on x can be defined as:
log ( ) can be calculated by applying the logarithm operator on the diagonal elements of as:
Where N is the dimension of x, and λ i (i = 1, . . . , N ) is the corresponding eigenvalues.
IV. PROPOSED METHOD A. MAPPED CORRELATION ALIGNMENT
Through analysis of paper [5] and others, we can get that the classifier can achieve higher accuracy where the distribution of source and target domains are closer. Inspired by Deep CORAL and Gaussian RBF kernel on Riemannian manifold, we propose a new method called mapped correlation alignment (MCA) for unsupervised visual domain adaptation. This method adds a discrepancy loss called MCA loss to the classification loss of the DNNs. The MCA loss maps the covariances of the source and target features on the Riemannian manifold into RKHS by Riemannian Gaussian RBF kernel. MCA converts the distance calculation problem on Riemannian manifold to the problem on RKHS. Then MCA minimizes the Euclidean distance between the covariances of source and target domains in RKHS.
If fc n denotes the source and target features extracted from any fully connected layer of DNNs, the MCA loss in RKHS can be expressed as:
Where φ (·) denotes a feature map, which maps data from Riemannian manifold into RKHS. d is the dimension of fully connected layer fc n . C S and C T are the covariances of the source and target features given by equation (2) 
and (3).
We can write φ (x) = K (·, x) and φ (y) = K (·, y) without ambiguity. This way of writing the feature mapping is called the canonical feature map. The equation (10) can be expressed as:
Given a RKHS H and its kernel K on a nonempty set X , we have the following properties:
1. The feature map of every point is in the feature space:
1) The reproducing property:
In particular, for any x, y ∈ X :
The inner product in equation (11) can be calculated by equation (14) . Hence, L MCA can be expressed as:
We adopt the Riemannian kernel function K LE as the kernel function K . Equation (15) can be represented as:
The multiple kernel variant of MMD (MK-MMD) was first proposed by [24] , and got a better result than single kernel MMD. We expand the multiple kernel theory on MCA loss as follows:
B. TRAINING THE NETWORK
We train a classifier using Siamese architecture DNNs, so that we can increase the classification ability of the model to the target domain data during training. The final deep features require sufficient discrimination to train strong classifiers and invariant difference between source and target domains. Jointly training with a standard classification loss and MCA loss can solve this problem.
Moreover, most UDA methods use models pre-trained on ImageNet dataset. The ImageNet pre-trained models made the DA problem considerably easier because the model have high discriminative power. But it is very hard to apply a part of these domain adaptation methods to domains which lack such enormous labeled datasets as ImageNet (e.g. environment sound classification). More importantly, we desire to design algorithms that can perform well without supervised pre-training on large scale datasets.
Based on previous research, deep feature become more particular when extracted from higher layers [35] . So, we apply MCA loss to the last fully connected layer of the model to make distributions of the source and target domains become closer. Furthermore, MCA loss can be added to multiple fully connected layers of the model: (19) t is the number of the fully connected layers that we applied MCA loss. λ i is the weight of MCA loss from i th fully connected layer. A high value of λ is likely to force the network towards learning oversimplified low-rank feature representations, which may have perfectly aligned covariances but would be useless for classification purposes, and a small λ may not be sufficient to fill the domain shift. Hence, a proper λ is necessary.
We minimize equation (19) by using gradient descent with mini-batches from both domains. The gradients can be calculated by back-propagation. The advantages of this optimization are that it can be applied to large-scale datasets and can be easily extended to other deep natural network structures which have fully connected layers. This can be realized by adding an adaptation regularizer (19) to the DNNs risk: (20) Where g(·) denotes the feature extract function of the model, which maps the input data into the latent space, and f (·) denotes the classifier which maps the latent space into the label space.
denotes all model parameters. L Classifier denotes the cross-entropy loss. The parameter can be learned by minimizing equation (20) .
V. EXPERIMENTS A. SETUP
We use labeled source images and part of unlabeled target images for training, then test on the remaining data. All hyperparameters are chosen by cross-validation. We compare against multiple state-of-the-art domain adaptation methods and deep learning methods.
We use four different handwritten digit datasets for our experiment and evaluate our method across three scenarios: MNIST→MNIST-M, SYN→SVHN and SVHN→MNIST. Example images from all experimental datasets are illustrated in Figure 4 . 
1) BASELINES
We compare our method against a variety of UDA methods including Subspace Alignment (SA) [16] , Correlation Alignment (CORAL) [7] , Deep Adaptation Networks (DAN) [2] , RevGrad [4] , Domain Separation Network (DSN) [27] , transferable representations (KNN-AD) [28] , Deep CORAL [6] , Asymmetric Tri-training (ATDA) [30] , Associative Domain Adaptation(DA assoc ) [29] , SelfEnsembling (SE) [31] . We also compare our method with the source only and target only baselines which refer to training only on the respective dataset and evaluating on the target dataset. The experimental results of the above algorithms are obtained from the results mentioned in the original paper or other papers.
2) ARCHITECTURE
MCA loss is implemented in TensorFlow [33] as a custom loss function. TensorFlow is an open-source software library used for machine learning applications. The embedding func-tion g gets input and embeds the input into a 64-dimensional vector. We chose the following convolutional neural network architecture for MCA:
Where Conv(n, k×k) denotes a convolutional layer with n filters of size k × k and with stride 2, Pool(k) denotes a max-pooling layer with window size k × k and stride 1, and FC(k) is a fully connected layer with k neurons and ReLU activation function. The prediction function f maps the vector to logits, which are the input to a softmax cross-entropy loss for classification.
3) PARAMETERS
The Adam optimizer is used to update our model with learning rate 1e-4. We dynamically change the bandwidth list of multiple Riemannian kernels each iteration so that MCA loss and classification loss play counterparts and reach an equilibrium during training, where the final features are expected to work well on the target domain. The update strategy of the bandwidth list is:
where n is the dimension of source and target feature covariance matrixes, k µ was set to 2, k n is the number of kernels.
B. TRANSFER SCENARIOS 1) MNIST→MNIST-M
MNIST database [25] is a large database of handwritten digits that is commonly used for training various image processing systems and is widely used for training and testing in the field of machine learning. MNIST-M [4] is composed by merging the clip of the background from BSDS500 datasets [34] . The merged image is very easy to identify for humans, but is difficult for DNNs because of its complex background. Due to their different representations (e.g. colored vs grayscale), these two datasets have been adopted as a DA benchmark by many previous works. In this scenario, we use MNIST dataset as the source domain and use the MNIST-M dataset as the target domain. The purpose of this experiment is to verify the transfer ability of the MCA method from grayscale images to color images.
2) SYN→SVHN
The dataset of SYN (synthetic numbers) [4] consist of 500,000 images generated from Windows fonts by varying the text, positioning, orientation, background, stroke colors, and blur. Google's SVHN (Street View House Numbers) [26] is a color digits dataset of house number plates, which contains images with colored background, multiple digits, and extremely blurred digits. In practical applications, a large amount of synthetic image datasets is used for training the model, but the trained model often be used in real-world images. For example, during model training process of the driverless cars, the GTA5 synthetic street-view dataset is used to train the model, while the application scenario is real urban street scenes.
3) SVHN→MNIST
In this scenario, we use SVHN dataset as the source domain and MNIST dataset as the target. SVHN and MNIST have distinct properties because SVHN datasets contain images with colored background, multiple digits, and extremely blurred digits, which means that the domain divergence is very large between SVHN and MNIST. Table 1 shows the classification average accuracy on the target test dataset in the three transfer scenarios. (3) On average, our method performs best in three transfer scenarios. And the results show the competitiveness of our method. It also proves that domain adaptation methods without adversarial training can achieve better adaptation effects than adversarial domain adaptation methods (e.g. ADDA).
C. RESULTS AND DISCUSSION

1) FEATURE VISUALIZATION
We employ the t-SNE visualization method [46] to visualize feature representations from different domains on the last hidden layer. Figure5A, Figure5B, Figure6A, Figure6B show features from source (blue) and target (red) domains before and after adaptation, respectively. The features become much more domain invariant after adaptation. We also observe a strong correspondence in terms of classification performance (on the target domain) and the overlap between the domain distributions. Figure5C, Figure5D, Figure6C, Figure6D shows the colored features from source and target domains, respectively. Each category is encoded by a color. We can see that after adaptation, the features from the same class and different domains lie very close to each other on the 2D subspace. This helps the classifier work better.
2) PARAMETER SENSITIVITY
We investigate the effects of the hyperparameter λ. Figure 7 gives an illustration of the variation of transfer classification performance as λ ∈ {0.1, 0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 3.5, 4.0, 4.5, 5.0, 5.5, 6.0, 7.0} on task MNIST→MNIST-M. We can observe that the MCA gets best accuracy when λ is 1, when λ ∈ {0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 3.5, 4.0, 4.5, 5.0, 5.5, 6.0}, MCA accuracy is stable. This proves that our algorithm has a stable accuracy in a certain range of parameters.
we also plot the relationship between the number of iterations and the accuracy of the DNNs. As shown in Figure 8 , we can observe that after applying the MCA loss to the classification loss, these two losses play counterparts and reach an equilibrium at the end of training, where the final features are discriminative and generalize well to the target domain. 
VI. CONCLUSION
This paper analyzes and compares existing domain adaptation methods, then proposes a novel method called MCA to solve the domain adaptation problem. The method maps the covariances of source and target domain features into RKHS, then calculates the Euclidean distance of covariances in RKHS. This makes the distance calculation more accurate and reduces the domain shift effectively. This method is insensitive to parameters and facilitates the selection of parameters. Simultaneously, we explore multiple Riemannian kernels for our method, which substantially enhance adaptation effectiveness compared to single kernel method and get a more stable result. We obtain the maximum performance on the target and provide a solid performance against state-ofthe-art methods for unsupervised domain adaptation. 
