ABSTRACT Software systems are now ubiquitous and are used every day for automation purposes in personal and enterprise applications; they are also essential to many safety-critical and mission-critical systems, e.g., air traffic control systems, autonomous cars, and SCADA systems. With the availability of massive storage capabilities, high speed Internet, and the advent of Internet of Things devices, modern software systems are growing in both size and complexity. Maintaining a high quality of such complex systems while manually keeping the error rate at a minimum is a challenge. Therefore, automated detection of faulty components in a software system is important during software development and also post-delivery. Fault detection models usually needs to be trained on a labeled-balanced dataset with both faulty and nonfaulty samples. Earlier work, e.g. Mohsin et al. (2016), showed that most real fault detection training dataset are imbalanced. Thereby, the trained model gets over-fitted and classifies faulty components as non-faulty components. The consequence of a high false negative rate is cumulative and results in generating more errors when using the model in other software systems -never seen before, which is very expensive. In this paper, we propose a software defect prediction ensemble model which considers the class imbalance problem in real software datasets. We use different oversampling techniques to build an ensemble classifier that can reduce the effect of low minority samples in the defective data. The proposed approach is verified using PROMISE software engineering datasets. The results show that our ensemble oversampling technique can more greatly reduce the false negative rate compared to the standard classification techniques and identify the faulty components more accurately resulting in a less expensive detection system (lowering the rate of non-faulty predictions of faulty modules).
I. INTRODUCTION
Software is currently being used to automate and operate most of the processes and tasks we have today, including many safety-critical and mission-critical systems, e.g., air traffic control systems, autonomous cars, SCADA systems, personal applications, and enterprise applications. Testing such software systems is very challenging and time consuming. Software spending worldwide amounted to $3.8 trillion in 2014 [1] - [3] , with testing and other quality assurance activities accounting for 23% of the spending [1] - [3] . This percentage reflects the criticality and complexity of the software testing task as a part of the software development life cycle (SDLC) [3] .
The challenge with modern software engineering is that systems have become more complex and dynamic with the widespread adoption of new continuous delivery models, where new features can be pushed into production faster. Hence, automated software testing and software defect detection is very critical to speeding up this process and cutting down the cost to locate and analyze for defects.
Most of the testing strategies currently available cannot guarantee better than 40% for statement coverage [3] , [4] . Thus, there is always a need for more effective detection techniques to spot defect-prone components in the software. Locating and fixing a software defect after deployment in a production environment is far more expensive than during the development process; it is estimated to be 100 times more expensive to fix a defect in production [3] - [5] .
Deciding if a component is defective has been proved to have a strong relationship with some software metrics (feature vector), including McCabe metrics [5] , [6] , Halstead metrics [6] , etc. Hence, automated prediction of defective components (defective vs. non-defective) from extracted software metrics is a very active research area [6] . Many approaches have used machine learning (ML) techniques such as Naive Bayes (NB) [7] - [9] , support vector machines (SVM) [7] , [9] , and decision trees [8] , and neural networks [9] , [10] have been proposed for software defect detection based on the measure of internal metrics and defect data from similar projects or earlier releases to construct defect detection models.
However, Menzies et al. [11] proved that different datasets lead to different prediction accuracy [11] , and often the accuracy depends on different metrics/features that change from one dataset to another. It is recommended to use all features when conducting defect prediction [11] . The traditional challenge in having a dataset with too many features and limited instances (data points) to use for training is that it becomes very challenging to achieve high accuracy. Moreover, in case of the defect prediction problem, the dataset usually has a class imbalance problem, i.e., the number of instances that represent the ''defective'' class is far less compared to the number of instances that represent the ''non-defective'' class. This usually causes the classification techniques to give less weight (importance) to the instances from the defective class.
The different strategies for solving the class imbalance problem include: 1) apply feature reduction/selection techniques [12] , which affects accuracy; remove some instances from the non-defective class under-sampling, which affects the accuracy of the classification technique; or setting a higher cost for the misclassification of defective instances [12] ; or 2) add more examples (instances) to fix the imbalance problem [11] , [12] by over sampling.
Earlier work by Ali et al. [12] , proposed an approach by developing a parallel framework-based significant metric selection and a fault identification technique using a hybrid wrapper-filter approach [12] . That work [12] developed a computationally efficient classification model, which achieved high accuracy to some extent. However, in that approach [12] , the false negative rate was not significantly reduced [12] .
In this paper, we introduce a novel hybrid ensemble of oversampling strategy to generate more pseudo instances from the defective classes. Our approach uses a combination of random oversampling [13] , Majority Weighted Minority Oversampling Technique [13] , and Fuzzy-Based FeatureInstance Recovery [14] to build an ensemble classifier. Our proposed approach can minimize the effect of imbalance distribution of classes in the training data to reduce false negative rate and improve cost sensitive classification performance.
The rest of the paper is presented as follows. The class imbalance problem and related research in software fault detection are discussed in Section II. In Section III, the proposed hybrid-ensemble oversampling approach is presented. The datasets used in this paper and the experimental results are explained in Section IV. Section V concludes.
II. CLASS IMBALANCE PROBLEM FOR SOFTWARE DEFECT PREDICTION
A class imbalance problem occurs when a class of data is highly under-represented (minority) compared to the other class (majority) in a given data set [15] . Class imbalance is a common problem when learning the behavior and attributes that characterize rare scenarios, e.g., security anomalies and risk management. Similarly, in software defect prediction, the defective class usually has fewer instances and are less likely to occur. However, this defective class is the most important class -it is the class which we want to learn and be able to predict. Due to the under-representation of the defective class, it is usually hard to learn with high accuracy and soundness [16] . The solutions to this problem are found in the literature as below:
The class imbalance problem was addressed in the literature by adjusting the learning algorithm to be more sensitive (appreciate) to the importance of instances from the minority class, including the one-class learning [15] and costsensitive learning algorithms [2] , [14] , [15] . The challenge with algorithm-based solutions, however, is that they require specific treatments/tuning, which complicates their application in most cases.
Ensemble learning [17] allows the application of different learning algorithms and combining their results using an ensemble. Ensemble learning was introduced in software defect prediction in [34] which focused mainly on error rate or accuracies. Since the PROMISE data set [11] , [31] has data imbalance problem and classifying defect as nondefect (false negative) is the most expensive in software defect prediction, therefore this work [34] has limitations in analyzing cost-sensitive classification.
Adjustments in training datasets and hence resolving the class imbalance problem are used in traditional ML techniques [18] . Under-sampling techniques try to solve the class imbalance problem by removing instances from the majority class. Oversampling techniques try to solve the class imbalance problem by adding instances from the minority class either by duplicating or adding fake data. Hybrid techniques try to solve the problem using a combination of undersampling and oversampling.
Random under-sampling and oversampling techniques have been widely used [14] , [15] . However, their accuracy relies on the data in hand and the algorithm used for the classification [14] . Menzies et al. [11] and [11] proposed a class imbalance learning technique that under-samples the non-defective class to balance the training data. The authors reported that this did not affect the accuracy of the C4.5 or the Naïve Bayes classifier. However, the objective was to emphasize that we could achieve similar accuracy if we carefully sub-sampled instances, i.e., the goal was not to improve VOLUME 6, 2018 the accuracy of the classification technique. Chen et al. [17] proposed a model to tackle the class overlap and imbalance problem in SDP by applying a neighbor cleaning method to remove non-defective class overlapping instances, followed by random under-sampling several times to generate a balanced subset that can be trained using traditional classifiers. Wang and Yao [19] introduced a detailed comparison between five class imbalance learners including, Random Under-sampling of the majority, Random Under-sampling of both classes, Threshold Moving (which applies a costsensitive method directly on the data, SMOTE Boost (which is a combination of the random oversampling technique plus Adaptive Boost [19] , which was applied on UCI machine learning repository data set [33] , but not on software fault detection. The authors showed that random oversampling followed by adaptive boosting achieved the best balance in 8 out of 10 benchmark datasets. Barandela et al. [20] conducted a comparative study of various samplings.
Both oversampling and under-sampling techniques are used in SDP according to the above review to address the class imbalance problem. These have improved the prediction performance over without sampling of original data. Barandela et al. [20] showed that in highly imbalanced datasets, oversampling of the minority class is more effective. They [20] also observed that under-sampling would be useful when the difference between the number of minority instances and majority instances is not too big. Literature review shows that sampling techniques for class imbalanced problem was used only for a single classifier which acquire bias-variance problem. Ensemble approach is a popular approach in machine learning domain to overcome the variance problem; which was not adopted in software fault detection. Literature gap motivates us to employ ensemble technique with oversampling approach for class imbalance problem.
III. PROPOSED APPROACH TO CLASS IMBALANCE PROBLEM: ENSEMBLE OVERSAMPLING LEARNING SCHEME
The proposed approach considers an ensemble of oversampling techniques to address the class imbalance problem in software fault detection. We propose a hybrid of oversampling techniques. Detailed steps are described in Table 1 , Algorithm 1.
Step-1 (Multiple Oversampling and Generating Training Data for Ensemble Classifier): Three different kinds of oversampling methods were used, namely ROS, MWM, and FIDos.
Random Oversampling (ROS) [21] : ROS generates new samples based on the minority classes by randomly selecting training samples from the minority class, and then duplicating it. In doing so, the class distribution can be balanced, but this usually causes overfitting and longer training times during the imbalanced learning process.
Majority Weighted Minority (MWM) Oversampling Technique (MWMOTE) [13]:
This technique involves three key steps: 1) identify the most important and hard-to-learn minority class samples, 2) calculate the selection weight S w from each member of S imin where S imin is the informative minority set; 3) generate synthetic samples from S imin using S w ; and 4) produce the output set S omin by adding the new generated samples to the original minority class, S min .
Precisely, there are three stages in constructing S imin . In the first stage, MWMOTE filters the original minority class samples, S min , in order to find a filtered minority set, S minf . In this respect, the nearest neighbour of each sample x i of S min is calculated as NN (x i ) which has k 1 neighbours. Then, x i will be removed if its NN (x i ) contains only the majority class samples. In the second stage, construct a nearest majority set, N maj (x i ), for each x i with the number of majority neighbours used for constructing informative minority samples, k 2 , as few as possible. A borderline majority set S bmaj is obtained by combining all the N maj (x i ). For each y i ∈ S bmaj , and then we can obtain nearest minority N min (y i ). N min (y i ) consists of nearest k 3 minority examples from S bmaj which is computed using Euclidean distance. Then we compute the informative minority set S imin by the union of all N min (y i ). For each y i ∈ S bmaj , and for each x i ∈ S imin , we compute the information weight I w (y i , x i ) For the selection weights, S w is expressed as:
where I w (y i , x i ) is the information weight and is computed as the product of the closeness factor, C f (y i , x i ) and the density factor D f (y i , x i ):
The closeness factor C f (y i , x i ) is defined as:
where C f (th) and CMAX are the user-defined parameters, and f is a cut-off function, which is:
MWMOTE first clusters S min into M clusters, which can be denoted as
Then, a sample x is selected from S imin following the probability distribution {S p (x i )} (where
After that, randomly choose another sample y from L k and generate a synthetic sample s using the linear interpolation of x and y, which is:
where α is a random number of [0, 1].
The procedure can be repeated 'N' times to generate 'N' synthetic samples.
Fuzzy-Based Feature and Instance Recovery Using Information Decomposition (FIDos) [14] : FIDos produces a function mapping which maps the input space to a discrete set. Let us consider the mapping as described below:
Where vector X is an example of input feature which have dimension 'i'. The discrete set is denoted by U . 
where m is = µ (x i , u s ) × x i . Now we use the membership function to generate the new instances in imbalanced data. Let us assume that
Where x n and y n are the feature vectors and A and B are the set of minority and majority class. Let us assume we want to create 'l' synthetic instances, we compute the minimum and maximum for each feature vector from the set A and B as below.
We compute the step length for each feature vector as below
Here is. I s the intervals for each values to be estimated as follows:
For each interval point 's' where s = 1, 2, 3, ..(2l − 1) we compute u s (which is the center) as below
Then we compute weight µ (x i , u s ) using equation- (8) The information decomposition is computed as below
Then the value for feature for the synthetic instances is computed using equation (9) .
Step-2 (Training the Individual-Based Learner for Ensemble Classification): Ensemble classification is a popular approach in machine learning (ML) when datasets have class imbalance issues or when the data size is small. Ensemble classifiers are constructed from a set of classifiers. The samples are classified based on the individual classifiers and are combined using a voting or an average strategy. Several individual learning algorithms are trained for the same classification task, and the trained model of each learning algorithm is used to test the new samples to obtain better predictive performance.
An ensemble model is built in three steps [22] , which are ensemble strategy, learners, and final results generation procedure. Many prevailing methods are from the Bagging [23] and Boosting [22] , [23] families. The predicted results [22] - [25] show that the ensemble method can achieve better results than the single learner method [22] - [25] .
Recently, there have been many other methods for obtaining the component learners. For example, Liu et al. [26] proposed sampling ensembles to improve the prediction accuracy for frequent patterns.
This paper introduces the novel approach of oversampling using an ensemble approach to empower the oversampling algorithms. This can help repair imbalanced data by integrating the random oversampling, Majority Weighed Minority Oversampling Technique, and Fuzzy-Based Feature and Instance Recovery approaches into one unified technique.
As shown in Figure 1 , for a given observation dataset D, we randomly divide D into training data and test data. Then, we re-balance the training data on three subset and obtain three pre-processed datasets:
For each rebalanced training dataset, Random Forest (RF) is used to create the model. RF [27] , [28] is a bagging ensemble approach which is constructed based on standard decision tree. The trees in the RF are constructed by applying bootstrapping technique on the training data and then train a decision tree from each bootstrapped sampled set. The set of decision trees in the RF can also be constructed by randomly generating subset of input features and then construct a decision tree from each subset. A majority vote is utilized for the final decision make for a given observation. During the training process, about 1 3 of the training data are not used in bootstrapping technique which are known as out-of-bag (OOB) samples.
In recent studies, RF was extensively used for class imbalance learning [28] - [30] . In this paper, we have used RF for the classification. RF predicts an unseen test sample according to the following equation: where W j is the non-negative weight of the ith training sample for test sample x with respect to the jth tree. m is the number of trees. According to [28] , an RF results in better performance with 50 trees. Therefore, in our study m is set to 50. Finally, given a test sample, a majority voting scheme is introduced for decision making. Given a test sample, the final prediction is determined by the following equation. Our proposed ensemble approach framework is illustrated in Table 1 .
N (y +) is the number of classifiers that predict x as a positive class sample, given as:
Cl=Classifier index, y + = Posiotive class, f (.) is the boolean function. The function f(.) = 1 if the test criteria is true, otherwise f(.) = 0.
IV. DATASETS USED IN OUR EXPERIMENTS
The datasets used in the experiments herein were collected from the PROMISE repository software engineering databases [11] , [31] , and they are varied in their degree of complexity, number of instances, and imbalance ratio (IR), which means the size of the majority class to the size of minority class is as follows:
Precisely, Table 2 summarizes the 15 datasets utilized in this paper. We can see the imbalance ratio varies from 3.50 (only slightly imbalanced) to 45.56 (highly imbalanced). We also considered datasets with diversity in the number of instances; the smallest dataset has 36 samples, while the largest dataset contains 17,186 samples. 
A. RESULTS AND PERFORMANCE ANALYSIS
In the experiments, a 5-fold cross validation (CV) with 10 trial runs were applied to justify the performances of the proposed approach. An RF is used as a base learner in our experiments which was also tested on standard machine learning data sets in an earlier study [26] by one of the co-authors [26] .
1) EXPERIMENTAL SETTINGS FOR THE PARAMETERS
The experimental settings for proposed approach and existing other approaches are described here.
For Random forest (RF), Tree size (m) =50 is considered. We considered high tree size to avoid overfitting which is determined from earlier experiments [12] , [14] .
For MWMOTE, the values for parameters have been chosen from our earlier experiments and best performance while using MWMOTE techniques for dealing with missing values in our earlier works [14] , [26] . The values for MWMOTE are as below: and CMAX = 2, S min is computed form the data set which is the number of original minority class samples. According to the earlier experiments [14] , [26] , it is seen that an oversample ratio of 200 percent of the original minority class samples provided significant classification performance.
Different performance metrics are used to verify the detection performance of the proposed approach. The performance metrics are: detection accuracy, true positive rate (TPR), false negative rate (FNR), area under the curve (AUC), F-measure. When computing the confusion matrix for performance analysis, we considered a faulty module as a positive class. In the training data sets, faulty modules are in the minority group and non-faulty modules are in the majority group.
We compared the proposed ensemble technique with existing approaches including original data sets without sampling (ORI), Random Over sampling (ROS) [21] , MWMOTE/MWM [13] , FIDos [14] , [26] our earlier fuzzy information decomposition based sampling technique.
For a binary classification problem of software fault detection, a confusion matrix visualizes the performances of learning algorithm. Confusion matrix is shown in table 3.
In the confusion matrix in table 3, if a module is faulty and predicted as a positive, it is considered as a true positive (TP). However, if a module is faulty, and it is predicted as a negative, it is considered as false negative (FN). If a module is non-faulty and predicted as a positive, it is considered as a false positive (FP). However, if a module is non-faulty, and it is predicted as a negative, it is considered as true negative (TN). defects prediction results derived by the RF classification algorithm based on the 15 datasets. One can observe that the proposed ensemble learning method produces the lowest average false positive rate at 39%, which is much lower than the second best, MWM, with about 48.5%. When comparing with the original data, the proposed method can improve the false positive rate by at least 20%. Figure V also that our proposed ensemble method obtains the highest AUC values among all data sets and all approaches with about 68% compared with other approaches. ROS and FIDos also improved the performance to 66% and 66.5%, respectively, compared to original data sets without sampling (ORI) with 63.5%. MWM (which was 64.8%) performed only slightly better than ORI. This indicates that MWM is not stable in classification performance.
AUC Results From Our Experiments
The experimental results for false positive rate and AUC for all data sets and all algorithms (ORI, ROS, MWM, FIDos and proposed ensemble) have been box plotted in Figure V . The performance of ORI indicates that directly learning from the original data yields poor classification performance. ROS, MWM, and FIDos can somehow improve the classification performance a bit but are not stable. The proposed algorithm can result in a low false positive rate and obtains the maximum AUC values and highest median values, which means it can significantly boost the software defects prediction performance to another level. Tables 4 and 5 compare the accuracy and recall of the five approaches based on the 15 datasets. One can see that ORI and FIDos produced the highest accuracy values in 6 and 5 out of 15 datasets, respectively. ROS obtains highest accuracy values in 4 datasets. However, the proposed algorithm can result in very comparative accuracy values in some cases. For example, the FIDos performance on the PC4 dataset was 0.907, while the proposed method was 0.906, which is 0.001 lower. An earlier work [32] showed that the overall classification accuracy was not enough to justify the classifiers' performances when a dataset has 95% examples from majority group and rest of the examples are from minority group. In this case, the classifier can accurately identify all members of majority group in the dataset. Accordingly, classifier's accuracy performance becomes 95%. ORI, ROS, and FIDos raise the accuracy values at the cost of simultaneously raising the false positive rate. This concludes that ORI, ROS, and FIDos are not useful in practice. Comparatively, along with Figure V , we can see that our proposed algorithm is more practical and applicable to software defects prediction.
2) COMPARISON WITH OTHER WORKS IN THE LITERATURE
Earlier works on fault detection based on ensemble technique [34] mainly focused on defect detection based on overall accuracies which has limitation in cost sensitive classification (reducing false negative rate and increasing the recall). In [34] , PROMISE data was used and only four data sets were tested. In this work [34] , 21.3% error rate was achieved for PC1. 23.4% error rate was achieved for JM1 data set. 24.1% error rate was achieved for CM1 data set. 26.1% error rate was achieved in JP/NASDA data set.
However PC1 our proposed method achieved only 7% error rate. For JM1 proposed method achieved 24.1% error rate. For CM1, proposed method achieved 21.9% error rate. None of the data set was tested in [34] for recall or AUC which are the best performance metrics.
Recall values was tested in [35] with three PROMISE datasets (KC1, PC3 and PC4). In [35] , for KC1 86.5% accuracy and 31.61 recall, for PC3 90.96% accuracy and 22.50 recall, for PC4 91.89% accuracy and 54.51% recall were achieved. Table 4 and Table 5 also summarize the Recall and AUC values of the five methods based on the 15 datasets. For KC1 proposed method achieved 52.4% recall which is 60% times higher recall achieved in [35] . For PC3 and PC4 dataset, our proposed method achieved 41.8% and 68.3% recall values which are higher than recall achieved in [35] . The proposed algorithm produces 68.3% on the PC4 dataset, which is higher than ORI and FIDos (which achieved 15.5%). Precisely, the proposed method yields the best recall performance in all data sets as mentioned in Table 4 and Table 5 .
Because of the in-class imbalance problem, we are most interested in the minority class samples. Especially in software defects prediction, it is very important to have better recall (true positive rate) performance because the cost of false negatives (i.e., actually defective modules predicted as non-defective) is usually several times higher than the cost of false positives (i.e., actually non-defective but predicted as defective).
Moreover, one can see from Table 5 that our proposed algorithm results in the best performance in 9 out of 15 datasets. Although MWM obtained the highest AUC values in 4 out of 15 datasets, the proposed methods showed very comparative performance in these datasets. For example, the AUC values of MWM on the MW1 and AR1 datasets were 0.630 and 0.517; however, the related AUC values of the proposed method are 0.615 and 0.516, which are only 0.015 and 0.001 lower. Since AUC is not sensitive to the distribution between the majority and minority classes, it can sort models by overall performance. We can conclude that our proposed algorithm can build a more robust classifier for software defect prediction.
V. CONCLUSION
For high accuracy and a low false negative rate, balanced defect data is the most important criteria in automated software fault detection. However, in practical situations, due to limited facilities to collect software metric dataset with many faulty modules, most available datasets are imbalanced. Earlier work by Ali et al. [12] showed that when imbalanced data are used for training an automated detection system, it cannot reduce the false negative rate, even with a welltrained classification model [12] . The cost due to the high false negative rate can grow very rapidly if not detected at the early stages in the software development life cycle. Therefore, there is an urgent need to address the imbalanced data in software metrics.
In this paper we proposed an ensemble model by building a set of individual base-learners from different oversampling techniques. Three different oversampling techniques were used. Using multiple oversampling techniques mitigates the bias of sampling approaches, while the ensemble technique can take advantage of many classifiers and increases the correct classification rate and reduces the false negative rate. Experimental results show that proposed approach outperforms the standard fault detection techniques. Developing ensemble oversampling classifier is a complex task with a selected base classifier. The proposed method is based on random forest base classifier. One of the limitations in the proposed method is that it may carry the variance problem of individual classifier itself. This can be avoided by testing the proposed ensemble method with other base classifiers including support vector machine, neural networks and decision trees. Then select the best performing classifier from their comparative results. This can be done in a future extension of this work. Future work can also include a combination of our earlier work [12] with the current work of ensemble oversampling techniques for identifying significant metrics while also developing a fast and accurate fault detection system. SHAFIQ AHMAD received the Ph.D. degree from RMIT University, Melbourne, Australia. He is currently an Assistant Professor with the College of Engineering, King Saud University. His research interests include smart manufacturing, performance analysis, and bibliometric. He has published a research book as well as a number of refereed research articles in international journals and conferences. He has over two decades experience both in industry and academia in Australia, Europe, and Asia.
