In transportation studies, variables of interest are often influenced by similar factors and have correlated latent terms (errors). In such cases, a seemingly unrelated regression (SUR) model is normally used. However, most studies ignore the potential temporal and spatial autocorrelations across observations, which may lead to inaccurate conclusions. In contrast, the SUR model proposed in this study also considers the spatial and temporal correlations across observations, making the model more behaviorally convincing and applicable to circumstances where a threedimensional correlation exists, across time, space and equations. An example of crash rates in Chinese cities is used. The results show that incorporation of spatial and temporal effects significantly improves the model. Moreover, investment in transportation infrastructure is estimated to have statistically significant effects on reducing severe crash rates, but with an elasticity of only -0.078. It is also observed that though vehicle ownership is associated with higher crash per capita rates, elasticities for severe and non-severe crashes are just 0.13 and 0.18 respectively; much lower than one. The techniques illustrated in this study should contribute to future studies requiring multiple equations in the presence of temporal and spatial effects. 
INTRODUCTION
In transportation studies and other regional analyses, many variables relate. If dependent variables are co-dependent, a simultaneous equation model (SEM) is appropriate. In other cases, these variables are simply correlated in their regression error terms, and a seemingly unrelated regression (SUR) approach becomes more reasonable. Some transportation examples include: (1) trade flows by different industries (Egger and Pfaffermayr 2004) , (2) sales impacts of highway bypasses on different industry sectors across cities and over time (Srinivasan and Kockelman The following sections discuss previous studies on related topics and offer a detailed explanation of the model specification and estimation techniques. The data set's statistics and potential data quality problems are explored. The estimation results are examined and compared to other, more restrictive models, highlighting the superiority of the model proposed here. Zellner (1962) first proposed seemingly unrelated regression (SUR) in order to analyze multiple equations with correlated error terms. Each equation may have a different set of explanatory variables; however, in referring to responses of the same set of observational units, the errors of these equations are likely to correlate. Originally applied in micro-economic contexts, SUR is now used broadly in many research areas. Anselin (1988) first extended an SUR model to a spatial environment. By incorporating spatial autoregression into the error term, the model exhibits spatial autocorrelations across observations. Anselin's focus was a Lagrange multiplier test for spatial SUR, and he did not explore estimation techniques. Nevertheless, the likelihood function and some information matrix elements presented in his work provide important inspiration for this study. Interestingly, Anselin's work originally was designed for panel data analysis, where each equation stands for a period and the correlation across periods is in a general form with the assumption that the data is a short panel (i.e., T is small compared to N). For most regional and transportation studies, this assumption of short panel holds true. However, computational burdens can increase dramatically with the number of periods. Therefore, in most present studies, the temporal dependence is often structured by decomposing the error term into an individual time-invariant effect plus a time variant term. Elhorst (2003) first provided a comprehensive illustration of how to combine panel data with spatial analysis. In his study, "spatial dependence" can be either spatial error autocorrelation or a spatially lagged dependent variable. The panel nature of the data can be recognized using fixed or random effects, and fixed or random coefficients. As Elhorst concludes, fixed-effects models are suitable for short panels and coefficient estimates can be inconsistent for larger time periods (T). In comparison, the random-effects model is restricted by an assumption of zero correlation between the individual effects and explanatory variables. However, when the cross sectional dimension (N) is large (while T is fixed), the random-effects model may be preferable. The fixed-coefficients model is quite similar to Anselin's model (1988) , except that Elhorst treated every spatial unit as a separate equation. In this way the spatial correlation structure is not restricted; however, as Elhorst notes, due to the large number of parameters, such a model is useful only when the cross-sectional dimension is small. As for a random-coefficients model, in addition to computational issues, it may become "asymptotically suspect" for large panels (when N is large relative to T).
LITERATURE REVIEW
Another important contribution to spatial panel data analysis is Kapoor et al.'s work (2004) , where a mixture of generalized moments estimators and feasible generalized least square (FGLS) is used. The most attractive feature of their method is that it is computationally feasible for large panels. However, in many circumstances (e.g., for evaluating estimators' asymptotic properties or for various hypothesis tests), it may be necessary to calculate the full information matrix. For this reason, Elhorst's MLE method remains preferred.
In terms of crash rate analyses, many studies exist. For example, Aarts and Shagen (2006) analyzed the effect of driving speed on crash rates, Kweon and Kockelman (2005) studied the impact of roadway design and speed limits on crash rates, and Ivan (2004) explored the relation between traffic volumes and crash rates. Most studies define crash rate as the crash count divided by VMT; here, however, as in Noland and Karlaftis (2005) , crash rate is defined as the ratio of crash count to population.
Sophisticated crash rate analysis using a Chinese database is quite limited, due primarily to a lack of data. As Yi and Ran (2003) pointed out, Chinese traffic accident data acquisition, communications, and analysis systems need improvement. Among the few such studies, Qin et al. (2004) investigated 1085 crashes occurring in 1998 and 1999 on a single 198-mile highway section and concluded that crash rates (though not necessarily crash severities) increase with traffic volume, and safety policies can have a significant effect on reducing such rates. A citybased aggregate study of Chinese crash rates remains absent, and is addressed by this work.
Furthermore, no previous study of crash rates has simultaneously explored the temporal, spatial and cross-equation correlations which exist. The methodology proposed in the following section fills this void, offering new opportunities for spatial analysts. By recognizing error terms that correlate over three dimensions, this model can be viewed as a panel-based extension of Anselin's (1988) spatial SUR model, as well as an SUR extension to Elhorst's (2003) spatialrandom effects model. Thus, the work provides a new model for use with panel data and a system of seemingly-unrelated equations. Of course, the methods are applicable for any type of data, not simply various crash rates.
METHODOLOGY
In this study, spatial effects are incorporated via autocorrelation in spatial error terms. A spatial lag model (with a spatially lagged dependent variable) can be specified and estimated in a similar way but is not discussed here, due to space limitations. Interested readers may refer to Elhorts's (2003) study for a comparison of these two model types. Derivation of a panel spatial lag SUR model via modifications similar to those discussed here should be relatively straightforward.
Here, panel effects are incorporated via random effects, and the reasons for and limitations of a random effect assumption are discussed below. In "model estimation", a three-step method involving a (FGLS) regression and MLE is introduced. A comparison with previous studies demonstrates that these estimation techniques can be viewed as an extension of and a counterpart to Kapoor et al.'s (2004) work (which is based on a generalized method of moments).
Model Specification
In general, a spatial SUR model for panel data can be described as follows: If the problem under study is composed of G equations (each potentially having a different set of explanatory variables) for N individuals and the study relies on balanced panel data (such that each individual is represented T times, for each of the G equations), the system can be specified as follows: 
Here Y is of dimension 1 GTN × ; X is a diagonal block matrix of dimension
with each sub-matrix g X (located along the main diagonal) representing an
For standard, a-spatial panel data, the error term can be decomposed into two parts: an individual-specific (or time-constant) error term and a time-variant error term:
In this study, a random effects model is assumed to be appropriate, implying that individual effects are independent of explanatory variables. Thus,
The individual-specific error a and the idiosyncratic error ε also are assumed to be homoscedastic (within each equation), so that:
It is also assumed that, by incorporating the individual-specific error, the idiosyncratic errors will be serially uncorrelated:
For an SUR model, the correlations between equations also need to be considered:
It should be noted that, as compared to a fixed-effects model, the assumption of zero correlation between individual effects and explanatory variables is restrictive and can be unrealistic at times. However, as Anselin (1999, pp 14) notes, "since the estimation of the spatial process models requires asymptotics in the cross-sectional domain ( N → ∞ )", fixed effects will lead to inconsistent estimation due to the incidental parameter problem 1 -and this is incompatible with spatial processes. Moreover, a standard fixed-effects approach cannot give coefficient estimates for time-constant variables, whereas random-effects models can. In light of all these facts, a random-effect models is specified here.
In a spatial error model, the error terms are spatially autocorrelated:
where g W is the weight matrix for equation g and g λ is the corresponding autocorrelation coefficient. g W is an N N × exogenous matrix that reflects the spatial dependence pattern across observations, with zero-valued diagonal elements. Normally, g W is row standardized to sum to 1 and g λ is restricted so that -1< g λ <1. In this way, the stationary autocorrelation is assured, without loss of (much) generality. Thus, in the spatial SUR model of panel data, the error term can be expressed as follows:
where
Therefore, as Anselin (1988) shows, the inverse of variance-covariance matrix is ( )
is the variance-covariance of the composite error term
and 2 
and where T l is a 1 T × vector of 1's. If the error terms are assumed to be normally distributed, following Anselin's model specification, the log-likelihood function (without the constant term) is
and some basic mathematical manipulations result in the following:
Model Estimation
The parameters are intertwined in the above log-likelihood function, so ordinary regression methods are not feasible. The model can be estimated using a three-step method: first, β can be estimated using a generalized least squares model (GLS), conditional on A, B and λ . Then A and B can be estimated conditional on β and λ . These first two steps are iterated until the optimal A, B and β are found (conditional on λ ). The third step is to substitute the values of estimated A, B and β values and to maximize the concentrated log-likelihood function over λ . The estimated λ then re-enters the estimation of A, B and β . This procedure is iterated until
L A B λ β are iteratively maximized over A, B and β , in order to maximize ( )
iteratively maximized to find the complete MLE parameter. It should be noted that the log-likelihood function specified in Equations (11) through (17) can be further simplified by following the second part of Magnus' (1982) 
, (which has rank 1) and 2 1
(which has rank 1 T − ); then, Σ can be expressed as
According to Magnus (1982) ,
( )
Thus, the log-likelihood function (Equation 17) can be expressed as 
Using the above decomposition of the determinant and inverse of Σ , a data transformation trick (as inspired by Elhorst et al.'s (2003) work) can be applied as follows:
Step 1 
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(where bars indicate averages over time). In this way, the regression resembles a standard linear regression, with transformed data:
Step 2. Estimate A and B conditional on β and λ (Maximizing ( ) , ,
To simplify the following expressions, we denote
( )
e H Y Xβ = − , which can be interpreted as the transformed residuals, or more strictly, the spatial-autocorrelated transformed residuals.
Then the last part in Equation (21) 
Based on properties of direct product, the above expression can be further manipulated to 
Using Π (of dimension GNT GNT × ) to denote the matrix e e ′ , or the variance-covariance matrix of the demeaned transformed error terms, Equation (25) 
where Θ is a G G × matrix. Each element of Θ is the trace of a NT NT × sub-block matrix in Π 's corresponding position:
Similarly, 
which gives one immediate optimal solutions for A and B:
resulting in the optimal set:
By iterating steps 1 and 2, the optimal values for A, B and β can be obtained conditional on H.
Step 3 
Covariance of Estimates
In order to obtain (asymptotic) estimates of the variance-covariance matrix for all parameters of interest, one can construct an information matrix. This can be used to conduct various hypothesis tests on parameters in addition to estimate uncertainty in estimations. As Anselin (1988) notes, the information matrix for the maximum likelihood estimators can be expressed as 
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DATA DESCRIPTION
The data used for this study come from a transportation survey conducted in China, over a four-year period (1999 -2002) for 491 cities. However, only 169 cities have valid data for all four years. Therefore, this study uses only these 169 cities as its sample data. Among these 169 observations, there are 9 provincial capitals, 62 big cities, 75 medium cities and 23 small cities. It should be noted that here the "big" or "small" are not indicators of city sizes cities, but simply translations of their administrative status.
2 These administrative levels exhibit a strong correlation with each city's degree of urbanization, total GDP and industrial composition. In other words, small cities may have a population and area larger than those of provincial capitals; however, they normally contain more rural and suburban lands. Controlling for these administrative levels may compensate for the lack of several socio-economic factors. Other factors controlled in the model include average income, population and roadway densities, yearly investment in transportation per capita, average vehicle ownership and vehicle type proportions (such as car versus light duty truck fractions).
Summary statistics for all four years' data are shown in Table 1 . As can be seen, the data exhibit great variability. In addition, Figure 1 shows the locations of the cities, together with their total populations.
To ensure that a random-effects spatial SUR model is suitable and necessary for this sample data, a preliminary data check was carried out: For each year and each severity level, an OLS model was estimated and the regression errors analyzed. The error correlations existing between equations and across space are shown in Figure 2 . The values for Moran's I (Cliff and Ord, 1972) are calculated based on the weight matrix described in the next section. These statistics suggest that there are potential correlations across equations and that the error terms of non-severe crash rates spatially cluster. Moreover, Figure 2 shows strong temporal correlations of the regression errors. All these features indicate that a spatial SUR model for these panel data is quite meaningful.
It should be mentioned that crash data everywhere suffer from underreporting issues, particularly for non-severe crashes (see, e.g., Blincoe et al. 2002) . This may be especially severe in China, and rates of reporting may differ across police departments and thus cities. According to China's national standards (MPS, 1991) , severe crashes are those in which there is at least one fatality, or three incapacitating injuries, or property damage of at least (approx.) $4,000 U.S. dollars. However, the number of severe crashes and the number of fatalities in the data set are almost equal, though crashes with two or more deaths are far less likely than those with one death (so one would expect far fewer deaths than severe crashes). Apparently, the "severe" crashes in the dataset are very severe. Vehicle insurance was not mandatory during the survey period (though it is now); so reporting may have been less common for that reason. Unfortunately, there is no reliable data source for estimating a precise underreporting rate in this dataset. (Blincoe et al. (2002) suggest that underreporting rates range from 48% for propertydamage-only crashes to 0% for fatal crashes in the U.S.)
In addition to underreporting issues, variable definitions can differ from those in use elsewhere. For example, vans are classified as mini-buses or buses in China, rather than as lightduty vehicles, or LDTs (as in the United States). In this dataset, LDTs are almost exclusively pickup trucks. The definition of motorcycles includes mopeds, and in some sampled cities, almost all "motorcycles" are actually mopeds. Additionally, the definition of "investment on transportation infrastructure construction" is not standardized across cases. Some cities include investment on traffic signals while others do not. This also obscures the definition of "investment on traffic management" because any non-construction investment in transportation is defined as an investment in transportation management. The standard definition of "arterial roads" is almost the same as the American definition, but a preliminary data check shows that most sampled cities also count expressways and highways as arterial roads. Finally, average vehicle ownership is not collected from household census data, but from registered vehicle lists, which include all commercial and public transit vehicles. To the extent that some vehicles are not registered, average vehicle ownership values may be biased low.
RESULTS
In spatial econometrics, weight matrix elements g W generally are monotonically decreasing functions of distance. To obtain the weight matrix that best fits the model, the first step of model estimation sought a proper function. Twelve functions, Then, four models, ranging from a simple, but restrictive case to the most general case, were estimated and compared. The first model is an OLS model, implying that no correlations exist temporally or spatially, or across equations. The second model only considers temporal correlations by using a standard random-effects model (Greene, 2002) . The third recognizes both temporal and cross-equation correlations but ignores spatial autocorrelation. The fourth allows both temporal and spatial correlations, as well as cross-equation correlation (across the two severity rates).
All four models were estimated using code programmed in Matlab. Their results are shown in Table 2 . In this example, recognizing temporal correlations (model 2, for panel effects) most improves the model likelihood. This is followed by model 3's permission of correlations across equations. The recognition of spatial autocorrelation (model 4) also brings statistically significant improvement: the associated likelihood ratio (LR) test statistic is -2(-277.461+268.171) =18.58, which exceeds the 95% critical value (of 5.99).
The absolute value of the log-likelihood ratio index (LRI) is not always meaningful for continuous models because there is a chance that the log-likelihood value is positive. However, because it provides a relation to a constants-only model, it is used here to compare the four models' performance. (Alternatively, readers can derive AIC based on the reported loglikelihood values.) Based on these LRI values, an OLS model is no better than a constants-only model, and the specification improves as more correlation patterns are allowed. Model 4 offers the greatest improvement from a constants-only model (and the best goodness of fit among these four models, as expected). In terms of parameter estimates, the OLS results generally fall near the other models' estimates. However, some OLS parameter estimates do differ quite a lot from those in the fourth, preferred model's results. The OLS-estimated coefficient for average vehicle ownership, for example, is more than double the final model's value. For several statistically insignificant variables, such as income for non-severe crash rates, the OLS model's estimate carries a sign opposed to that in the other three models. While not dramatic, the differences between models 2 through 4 are noticeable, especially the changes in t-statistics. Depending on the significance level needed for model selection, incorporation of spatial autocorrelation may lead to different conclusions regarding the effects of certain variables.
In considering the preferred model (model 4), the severe crash rate error term does not offer evidence of spatial correlation at the 90% level. However, non-severe crash rates exhibit statistically and practically positive correlations over space, with a coefficient (lambda) of 0.588. This confirms the preliminary data check undertaken using Moran's I statistics, as shown in Figure 2 .
It also can be observed that most explanatory variables are not statistically significant in the final model's estimates. This may result from the aggregate data, which obscures site-specific information, yielding greater uncertainty. Thus, more of a dependent variable's variation is explained by errors, or latent variables. Nevertheless, several factors do appear to have significant effects on crash rates:
Both crash rates are estimated to fall with population density, perhaps as travel distances fall (due to congestion and shorter trip lengths). However, this variable's effects are not estimated to be practically significant: ceteris paribus, every 14,000 more persons (approximately one standard deviation) per square kilometer (a 96% increase in average current densities) is associated with severe and non-severe crash rate reductions of just 0.07 and 0.24 (21% and 14% of current values), respectively Investment in transportation infrastructure construction has a statistically significant effect on severe crash rates, with a negative coefficient of -6.3E-4. When evaluated at their means, the elasticity of investment in transportation infrastructure is only -0.078. This means that every $10 more in annual spending per capita (about 25% more of the current investment value and accounting for 1.6% of the sample's average per-capital income) is expected to result in 0.0063 fewer severe crashes each year, for every 1,000 persons, even though more infrastructure may mean greater car ownership and VMT. This reduction is about 1.9% of the current (severe) crash rates. Its effect on non-severe crash rates is estimated to be positive, but not statistically significant. Therefore, if the average cost of a severe crash were to be valued at $1.6 million or more, increasing China's transportation investment may be expected to have net-positive safety effects. However, at present, the monetary value of life in China is felt to be much lower than $1.6 million (Jin, 1999) . Nevertheless, many feel that there exist other, economic benefits of transportation investment (e.g., Kim et al., 2004) , which could tip the balance in favor of greater investment.
A city's reported percentage of arterial roads has a strong effect on severe crash rates. If a city's fraction of arterial roadways were to increase by 10%, average severe crash rates also are expected to rise by about 10%: from the current 0.336 to 0.367 (per 1,000 persons per year). This suggests that, in order to improve safety in this sample of Chinese cities, it may be best to construct more local streets and collectors, rather than higher-speed arterial roads. (Of course, the effect of this same variable may be quite different in studies of U.S. or other cities.)
Average vehicle ownership also is predicted to have significant positive effects on crash rates of both severity levels, as one would expect (since crash rates are per capita, rather than per VMT). Everything else constant, if average vehicle ownership were to increase by just over 500 percent, from the current 0.17 to 0.8 (the U.S. average), severe crash rates are predicted to increase by 0.154, or 50%. And non-severe crash rates are expected to increase by 1.145 (per 1,000 persons), or almost 70% of their current average 3 . These results suggest that motorization has a strong, but far from one-to-one impact on the traffic safety situation and residents' exposure to crash risk. Since China is now experiencing a rapid motorization process, through vehicle purchase and ownership, traffic safety agencies would do well to anticipate the best ways of avoiding serious death tolls.
CONCLUSIONS
This study specifies a spatial SUR model for analyzing panel data by incorporating random effects and spatial patterns in model error terms. A three-step estimation method, a mixture of FGLS and MLE methods, was used to estimate crash rates across Chinese cities. This model performs significantly better than models that do not recognize correlations across observations and across equations.
The study also reveals the effects of several influential factors. For example, it is estimated that population density decreases both types of crash rates and that investment decreases severe crash rates, but neither effects is practically significant. A higher fraction of arterial roads is associated with higher severe crash rates. Average vehicle ownership has a positive impact on crash rates (per capita), as one would expect, suggesting that the motorization of China may significantly increase traffic losses per capita in this rapidly developing country. Valuable model extensions are likely to include a non-linear specification, incorporation of spatial lag terms, and an ability to handle unbalanced panel data.
The methodology contributes to multivariate modeling when temporal and spatial effects exist. It is highly applicable to transportation issues in general, particularly those involving regional land use, travel, and demographics. Moreover, the empirical results for crash rates serve as a valuable reference for researchers interested in transportation issues in countries experiencing a rapid motorization process. 
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