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ABSTRACT
This work is designed to address the questions as to what drives and collapses trust
between a human and a robot. Such information is needed to properly design automated decision
aids. Human-robot trust (HRT) has traditionally been measured by questionnaires, which can be
subject to lack of participant understanding, disengagement, and dishonesty. Therefore, implicit
measures of trust are needed to measure HRT. The goal here is to identify neuro-physiological
underpinnings (implicit measures) for HRT to assist designers in the development of automated
robotic aids. More specifically, experiment one, looked to determine the effects of witnessing
robot error on skin conductance response (SCR) and heart rate variability (HrV). The second
experiment complemented this first procedure by determining the effects of witnessing robot
error on Event Related Potentials (ERPs). Each experiment employed situations which
previously have been empirically demonstrated to elicit a trust change in human participants.
Both studies included two different robot reliability rates in a within subject design. Reliability
consisted of each robot identifying civilians at either 95% reliability or 75% reliability. Selfreported dependent measures were perceptional robot reliability, trust questionnaires, a stress
measure and a cognitive workload measure. Neurological and physiological dependent variables
included SC, HrV, and ERPs. Heart rate variability did not demonstrate any evident changes
based on robot reliability. In addition, SC demonstrated mixed changes based on robot reliability.
However, ERP measures showed predictable changes based on robot reliability. None of the
measures significantly correlated to changes in trust.
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CHAPTER 1: GENERAL INTRODUCTION
Robots are clearly proliferating in society. In industry alone, the use of robots reached a
record breaking 2.4 million units in 2019 (World Robotics Report, 2020), while at the same time,
household robots were projected to top a staggering 31 million units (“31 million robots,” 2016).
Furthermore, assistive robots were estimated to reach 97 million units by 2019 (World Robotics
Report, 2016). Lastly, but certainly not least, global military spending on robots is projected to
increase from 6.9 billion dollars annually to 15 billion by 2025 (Spending Forecast, 2018). These
projections are vital to acknowledge because they emphasize the fact that human use of robots is
only increasing, and at a rate that does not seem to be slowing. Along with these increases comes
the vital task of understanding human-robot dynamics and what affects these respective
relationships.
What Manages these Relationships
Human-automation relationships are governed in large part by trust, mental workload,
and risk (Parasuraman & Riley, 1997). Due to this governance, trust in robots (TiR) and trust in
automation (TiA) have been a key focus for many organizations. For example, the Department of
Defense’s associated research groups, including the Army Research Laboratories (ARL) and the
Air Force Research Laboratories (AFRL) have examined trust via a variety of studies (e.g.
Schaefer, Billings, Szalma, Adams, Sanders, Chen, & Hancock, 2014; de Visser & Parasuraman,
2011; Lyons, 2013; Hancock, Billings, Schaefer, Chen, devisor, & Parasuarman, 2011). Beyond
military contexts, TiA and trust in robots have been investigated in many diverse realms. These
1

include but are not limited to nursing aids (Gombolay et al., 2016), personal assistive robots
(Volante, Sanders, Dodge, Yerdon, & Hancock, 2016), and household robots (Salem, Lakatos,
Amirabdollahian, & Dautenhahn, 2015). It is important to point out that though similar,
automation and robots are not necessarily equivalent, but that robots are merely a subdivision of
the wider field of automation (Yagoda & Gillan, 2012). While it is obvious that trust is one of the
major influencers on these technological interactions, it is important to know why trust is such an
important part of the puzzle.
Trust is essential to human automation interaction (HAI) and human robot interaction
(HRI) because improperly calibrated trust can lead to instances of misuse, disuse, and abuse of
the technology (Parasuaraman & Riley, 1997). Trust in these interactions has been found to be
affected by the human, the robot/automation, and the environmental properties of the specific
HAI/HRI scenario (Hancock et al., 2011; Schaefer, Chen, Szalma, & Hancock, 2016). More
specifically, Hancock and his colleagues (2011) found the human related components of these
interactions consisted of ability and personal characteristic factors. The environmental
components included team collaboration and task profile, whereas the robot factors included
performance (reliability) and attributions (e.g., anthropomorphism). Subsequently, Schaefer and
her colleagues looked at the broader context of factors influencing TiA in general (2016). They
found strong relationships between human-related factors and TiA, including demographics,
state, and cognitive factors.
Problems with How Trust is Measured
Traditionally, trust has logically been measured by explicit, subjective response. Some of
these measures include the Trust in Automation Scale (TAS, Jian, Bisantz, & Drury, 2000) and
2

the Trust Perception Scale-HRI (TPS-HRI, Schaefer, 2013). While these respective scales have
provided valuable data concerning resultant trust in HAI/HRI interactions, they require the
participant or Trustor to be aware that trust is the variable of interest in a study. This can easily
produce disparate findings (Kessler, Larios, Walker, Yerdon, & Hancock, 2017). Next,
participants may experience demand characteristics, feeling that they should rate the automation
as trustworthy or not dependent on the impression given by the experimenter. This effect being
termed experimenter bias. In addition, questionnaires are often subject to a lack of engagement,
meaning that participants may fill them in without reading questions fully or sometimes even at
all. Finally, subjective scales do not provide knowledge of the factors which pinpoint the
moment that the user decides that disuse, misuse, or abuse of the automation becomes a better
option than continuing with their present use strategy. Due to these and other concerns over
subjective measures of trust, the suggestion has been advanced that researchers should
investigate various neurophysiological correlates of TiA (Drnec, Marathe, Lukos, & Metcalfe,
2016).
How We Can Improve Trust Measurement Methods
Current research in HRT predominately uses self-report questionnaires as explicit
reflections of trust, and occasionally uses representations of reliance on the robot as an implicit
measure of trust. The present work seeks to use neuroergonomic methods (which combine
mental functions with technology; Parasuraman, 2003) to advance trust measures and place them
on a firmer theoretical footing via the human neurophysiological components of HRT. Once
verified, such measurements could then be used to track implicit trust in real time for the
implementation of adaptive automation.
3

To achieve this goal, the proposed work described herein will couple HRT scales with
neurophysiological measurements in order to establish if any of questionnaires correlate with
such neurophysiological data. This step would assist in not only disentangling which HRT
measures are most accurate, but also provide a path toward more objective measures. Finally, a
fuller understanding of HRT will assist us in directing robotics designers with recommendations
for automation to engender appropriately calibrated trust in their users (and see Lee & See,
2004).
Understanding the neurophysiological correlates of HRT alongside their resultant
behavior can serve to improve the design of robotic systems. When system developers are able to
use neurophysiological markers to predict, with a reasonable accuracy, the human underpinnings
of decisions to work or not work with and follow the instructions provided by a robotic
counterpart, such designers can build systems which are appropriately transparent and useful.
The end goal of the present work being systems which are adaptable to the individual differences
inherent in each operator. Since automation is widespread, and is anticipated to continue to grow,
having systems that can operate in concert with almost any operator will significantly impact
medical, military, industrial, domestic, and of course transportation-based automation systems.
There are several ways in which these systems can improve when adding in the benefits
of adaptive technology. Future robotic systems may possess the capacity to read the
physiological markers of its user in real time. When these vital diagnostic signals reach pre-set
thresholds, the robot will be able to respond by offering further explanation or assistance. It may
shut down or can even exert more control of its own processes based on the needs of the
individual (Hancock, Hancock, & Warm, 2009).
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CHAPTER 2: LITERATURE REVIEW
The purpose of the present review is to define trust, what factors influence it, and its
importance in human-robot interaction (HRI) and human-automation interaction (HAI). This
chapter reviews the ways trust has been investigated as well as some of its possible correlated
measures. The chapter presents a rationale for the subsequently proposed methods to investigate
potentially correlated measures of trust.
Defining Trust
When referring to trust, most people have at least an idea of what the term means. These
personal perspectives can frequently differ from person to person. However, a concise
description that is agreed upon is important for research purposes. The most common definition
of trust has been provided by Mayer, Davis, and Schoorman (1992) as “the willingness of a party
to be vulnerable to the actions of another party based on the expectation that the other will
perform a particular action important to the trustor, irrespective of the ability to monitor or
control that other party (p. 712).” In addition to this frequently used definition of trust,
researchers in automation and robotics fields have also put forth definitions. For example, Lee
and See (2004) define trust as “the attitude that an agent will help achieve an individual's goals
in a situation characterized by uncertainty and vulnerability (p. 51).” Whereas in a paper
reviewing factors affecting trust in HRI, Hancock, Billings, and Schaefer defined trust as “as the
reliance by an agent that actions prejudicial to their well-being will not be undertaken by
influential others (2011, p. 24).” The definitions of trust in automation and robots mirrors that of
Mayer and colleagues (1995). All definitions cover the presence of risk and susceptibility, and all
5

can be used to describe trust in a human or an autonomous agent such as a robot. However,
HAT/HRT differ from human-human trust in that, automation and robots do not presently have
the capability to reciprocate trust in their user or judge their trustworthiness either. Therefore, the
user alone is the current focus of HRT inquiries.
Trust has been investigated in a variety of contexts that are related to a variety of actors
(Mayer, Davis, & Schoorman, 1995). Trust has been shown to be an important influence in
employee-employer relationships (Robinson, 1996), business to business encounters (Gounaris,
2005), and intimate and familial relationships (Lewicki & Bunker, 1995). Trust is not only
important in human-human interactions, it is a construct that extends to the human use of what
are now becoming ever-more intelligent machines.
Trust in Human-Robot Interaction
Robots are a common tool that humans use. Human-robot interaction can be described as
one sub-element of the larger HAI (Yagoda & Gillan, 2012). Trust has been studied by a variety
of researchers in diverse contexts such as rescue robots (Murphy, 2004), medical scenarios
(Fasola & Mataric 2012), and elementary schools (Kanda, Sato, Saiwaki, & Ishiguro, 2007).
Trust has been found to be a particularly important area of HRI because when miscalibrated,
trust is linked to misuse, disuse, and abuse of automation (Parasuraman & Riley, 1997).
When we refer to calibrating trust in an automated or robotic counterpart, we are
referring to accurately balancing or regulating one’s trust in that counterpart based on our prior
experiences and knowledge. Parasuraman and Riley (1997) described the ways in which
automation can be engaged; these include use, misuse, disuse, and abuse. These authors defined
use as a voluntary utilization of the automation, and this refers to proper engagement of that
6

automation. Misuse (overreliance), disuse (not engaging or under engaging), and abuse
(engaging in ways it was not designed for) all refer to situations of inappropriate implementation
of automation. Specifically, over and under reliance are relative to the actual reliability or
trustworthiness of each unit. To uncover what affects trust in HRI, researchers have not only
defined trust specific to HRI, but they have also explored the topic in multiple investigations.
Factors Influencing Trust
Though we now understand the different ways trust can be defined, we need to also
understand some of the factors which influence trust in HRI. Ososky and colleagues proposed
that transparency has a profound effect on trust in robotic systems (see Ososky, Sanders, Jentsch,
Hancock, & Chen, 2014). They proposed that the more information that a robotic counterpart
provides to its user regarding its properties, the more accurately that user can calibrate their trust
level. This was demonstrated via manipulations of robot autonomy, transparency, and
malfunction levels (Kessler, Larios, Walker, Yerdon,, & Hancock, 2017). Kessler and colleagues
found that increased transparency not only improved trust levels in a malfunctioning robot, but it
reduced trust in a robot that did not malfunction. Thus, in their simple interactive scenario, extra
information was only helpful if and when it was needed (i.e. the robot incurred an error).
Reliability has a strong influence on trust (Ross, 2008). When exposed to an automated
aid that was only 75% reliable (which was lower than a human’s capability), 95% reliable, or
99% reliable, participants used the aid’s assistance significantly more often when it was in one of
the two higher reliability conditions. In addition, they also trusted these two aids significantly
more than the one that was only 75% reliable. Furthermore, researchers have found the culture of
the person can also affect their trust in a robot (Evers, Maldanado, Brodecki, & Hinds, 2008).
7

Evers and colleagues investigated the difference between US and Chinese participants in a HRI
scenario. They manipulated whether the assistant working with the participant was a robot or a
human and whether it possessed high or low in-group strength. High in-group strength was
manipulated by telling participants that the robot they would be working with was a long-term
team member who had shared many team successes. In contrast, low in-group strength was
manipulated by telling participants their robot should be considered a new team member with no
knowledge of their performance history. These researchers found that overall, US participants
demonstrated more trust toward both assistants (robot and human) versus their Chinese peers.
However, the Chinese reached the same level of trust in the robot and human assistants when
they experienced high in-group strength. Their study concluded that culture does influence trust
in HRI. Therefore, studies that investigate across cultures should maintain consistent in-group
strength across conditions to avoid this cultural confound. Aside from the characteristics of the
participants and the robots studied, the amount of situation awareness (SA) a participant has can
also affect trust in a robot.
Situation awareness is an operator’s amount of knowledge of environment and the robot’s
confines (Endsley, 19951). Endsley surmised that SA allows a person to make better decisions
about their reliance and compliance with the automation. She describes three levels of
information required to attain full SA (Endsley, 1995b). The first level of SA is achieved when
the operator perceives the status of the pertinent features in the environment. The second level
encompasses the first but adds on the operator’s understanding with respect to the task goals.
Finally, the third level, which is inclusive of the first two, adds the need for the operator to be
able to project the future state of the task. However, high amounts of workload can degrade SA
(Endsley, 1995b; Smith & Hancock, 1995). When SA is degraded due to workload, trust in HRI
8

can increase inappropriately which can result in overreliance (misuse) of the robot (Parasuraman
& Riley, 1997).
The experiments looking at factors that influence trust in HRI cover many scenarios and
are not limited to those already described. However, many of them are represented in metaanalyses examining these factors (Hancock, Billings, Schaefer, Chen, deVisser, & Parasuraman,
2011; Hancock, Kessler, Kaplan, Szalma, & Brill, 2020). Hancock and his colleagues’ findings
have indicated that there are three main categories of importance in HRT. These categories
consist of human-related, robot-related, and environmentally related factors. The group of
human-related factors can be further divided into human abilities and human characteristics.
Examples of these abilities are things such as attention, expertise, competence, and prior
experiences. Some of the characteristics consist of demographics, attitudes towards robots,
personality, and propensity to trust. Next, the robot-related factors that have been found to
influence trust are based on the performance of the robot and its attributes. Some of the
performance factors included the robot’s automation level, the predictability of its behaviors, its
reliability, behavior, and dependability. The attribute factors include things such as
anthropomorphism level, adaptability, robot type, proximity, and even the robot’s personality.
Finally, the environmental factors found to influence trust in HRI consist of team collaboration
(e.g. culture, communication, and ingroup membership) and tasking (e.g. task type and
complexity). Hancock et al. (2011) concluded that robot reliability represented the largest
predictor of trust in HRI scenarios and thus it is used in the present experiments as a dependable
way through which to alter trust in the robots.

9

Trust in Human-Automation Interaction
In addition to works by Hancock and his colleagues (2011; 2020) in the reported metaanalyses on HRI, Schaefer and her colleagues completed a further and broader reaching metaanalysis on trust in HAI (Schaefer, Chen, Szalma, & Hancock, 2016). This HAI analysis looked
at human-related, partner-related, and environmentally related factors. The human-related
element was broken into traits, states, cognition, and emotion. The partner-related factors were
divided based on the features and capabilities of the automation. Lastly, the environmentally
related factors were team collaboration and interaction context. Their findings not only supported
reliability as predictive of trust in HAI, but it also pointed out a series of human-related factors
which were not found in the HRI literature. Some of these human influencers of trust in HAI
were demographics, emotive factors, and cognitive factors. While each of these likely applies to
the context of HRI, they may apply differently since HRI is only one subset of HAI.
Trust Measures
Trust measures currently used in HRI studies include both subjective and behavioral
measures. The subjective measures are often administered in survey format. These can be both
before and after an experiment. Descriptions of some of the major measures are detailed below.
Subjective Trust Measures
The Trust in Automation Scale (TAS), was developed to measure user trust in a system
following an interaction (Jian, Bisantz, Drury, & Llinas, 2000). Seven out of the 12 questions in
this survey are focused on the properties of the system as perceived by the user (e.g. “The system
10

has integrity”). The other five questions are more user focused (e.g. “I am confident in the
system”). Each of the questions is answered though the use of a seven-point Likert-type scale, in
which an answer of 1 equates to “not at all” and a 7 represents “extremely”. Half of the questions
are reverse scored. Though this survey tool has been used in studies of trust in automation (e.g.
Benbasat & Wang, 2005; Cramer et al., 2008; Gold, Körber, Hohenberger, Lechner, & Bengler,
2015), it has also been used in studies directed at trust in robots (e.g. Desai et al., 2012; Sanders,
2016; Kessler, Walker, Yerdon & Hancock, 2017). One of the main issues with this trust scale is
that it does not always result in the same trust levels as a robotics trust questionnaire (Kessler et
al., 2017). Thus, a researcher ought to either pair the TAS a trust questionnaire aimed at robots or
exclusively use one aimed at trust in robots.
The Trust Perception Scale in HRI (TPS-HRI) was specifically developed for measuring
trust changes in a robotic counterpart during an HRI scenario. The scale was designed to be
provided before, and again after, an experimental session in order to determine how much
change in trust occurred during an experimental manipulation. The TPS-HRI uses a series of 14
questions, all of which addresses the robot’s capabilities and characteristics (e.g. “What percent
of the time did this robot act consistently? What percent of the time did this robot have errors?”).
Due to the pre-experimental nature of this questionnaire, it is almost impossible to not reveal the
variable of interest to the participant before each study begins. Due to the telling nature of the
TPS-HRI coupled with the fact that the questionnaire is to be administered both before and after
each interaction, and there are often multiple interactions within any experiment, it makes the
delivery of this questionnaire problematic. As there are obvious issues with questionnaire use in
experiments, and not just those questionnaires mentioned here, more concealed measures of trust
would help remediate some of these problems.
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Behavioral Trust Measures
To help solve the conundrum of revealing to participants that trust in a robot is the
variable of interest, researchers have generated more covert ways of measuring trust. They do
this by taking behavioral measures such as reliance and compliance with robot directions.
Volante, Sanders, Dodge, Yerdon, and Hancock (2016), completed a HRI experiment in which
they manipulated the reliability of different robots in recognizing an object. After interacting
with each of the robots, their participants were required to select which robot they were going to
interact with for their final trial. Participants most frequently selected the robot which behaved
reliably in the previous trial; this was also the robot that received the highest trust rating.
In addition to reliance and compliance measures, some researchers have found that vocal
cues may convey a participant’s trust in a robot (Elkins and Derrick, 2013). These latter authors
used male or female embodied cognition agents (ECA) that smiled or had neutral faces when
interviewing participants. Trust in the ECA was measured by traditional questionnaires.
Participant voice responses were also recorded. The researchers found that voice responses were
more delayed when the ECA was less trusted. Furthermore, the pitch of the response was
negatively related to trust in the ECA. These human displayed signals of trust may lead us to
believe that there might be a number of other physiological markers of trust in robots.
Skin Conductance as a Potential Measure of Trust
Skin conductance (SC) has been described as “how well the skin conducts electricity
when an external direct current of constant voltage is applied (Figner & Murphy, 2011, pp 164).”
SC itself has been used for more than a century in experiments examining attention, habituation,
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arousal, cognitive effort, and judgement and decision making (Figner & Murphy, 2011). Using
SC, each of these constructs have been examined in an indirect manner. Figner and Murphy
(2011) pointed out because skin conductance increases with sweat, and eccrine sweating is
activated by affective processes, emotional states can be inferred from SC changes. Specifically,
these researchers mention that the limbic and paralimbic systems of the brain (i.e. amygdala,
hippocampus, basal ganglia, and prefrontal cortex), are what controls affective processes and
thus eccrine sweating. It has been found that skin conductance rates (SCR) covary with the
intensity of affect being experienced (Figner & Murphy, 2011).
Skin Conductance Measurement Techniques
Measures of skin conductance are typically taken from the volar surfaces of the palm but
can be taken from the feet also (Figner & Murphy, 2011). SC is measured in microsiemens (µS).
Typically, the measurement does not begin for approximately five minutes following
experimental set up. This is because a participant needs to reach their own individual baseline
before an experiment begins. The major measured dimensions of SC are, the onset latency (time
from a stimulus to the beginning of SC), the rise time (time of onset to the peak amplitude),
amplitude (the difference between the peak and the onset), and the recovery half time (time to
return to baseline) (and see Figure 1).
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Image created by author – 2018. This is a representation of the amount of time before a stimulus
induces a change in a person’s skin conductance (latency), the amount of time it takes the signal
to increase to its peak amplitude, and the amount of time it takes the signal to recover to half of
its original voltage.
Figure 1. Skin conductance signal.
Skin Conductance in Affective State Research
Skin Conductance has been used in several decision-making studies. For example, Crone,
Somsen, Beek, and Van Der Molen (2004) investigated SC prior to and following risky
decisions. Crone and colleagues varied the advantage levels of four different choices. Some
choices were highly rewarding but overall presented at a high risk, while other choices were less
rewarding but less risky. The researchers found that SC was higher prior to highly rewarding and
risky decisions; however, this effect was only found in accomplished performers. Thus, if the
participant had not registered the fact that the decision was risky, skin conductance did not
increase. In addition, SC increased more following losses than it did for rewards for all groups.
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Van’t Wout, Kahn, Sanfey, and Aleman (2006) used SC in a decision-making game.
Participants were made offers by a computer or a person, and they could select to reject or accept
those offers. When the offers were fair (equal pay to themselves and the counterpart),
participants accepted. However, offers were often unfair. The less fair the offer, the less often the
participants elected to accept it. In addition, for the data produced by interaction with the human
counterpart, SC measures were higher when unfair offers were presented and when they were
rejected versus when the offers were fair and accepted. However, the researchers did not find the
same effect on SC when the computer was the counterpart.
Frith and Allen (1983) measured SC during an experiment in which the participants were
presented with random tones during or between experimental trials. Skin conductance showed a
strong orienting response, much higher during trials versus between them. The researchers
concluded that this was because attention was shifting from the task to the tone. This orientation
to something that is occurring that should not be occurring may have other repercussions. When
faced with the feeling that automation is behaving inappropriately, a person may respond with an
increase in skin conductance (Drnec, Marathe, Lukos, & Metcalfe, 2016). Therefore, SC is a
potential candidate for a correlational relationship in situations which involve changes in trust.
However, this correlation cannot be used as a direct measure of trust and therefore, must be
accompanied by associated measures of behavioral or subjective trust. In addition to SC, there
are other physiological markers that show promise as potential measures of trust in robots.
Heart Rate Variability as a Potential Measure of Trust
Heart rate (HR) refers to the number of times the heart beats within a specific timeframe
and is usually reported in beats per minute (bpm) (Bilchick & Berger, 2006). Heart rate
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variability (HrV), is the variability in the time between heartbeats (Sterm, Ray, & Quigley, 2001)
and is a result of the interaction of several physiologic mechanisms regulating HR (Bilchick &
Berger, 2006). Bilchick and Berger (2006) pointed out that to measure HrV, researchers look at
the RR interval. The RR interval can be described as the time between the peaks of R waves
(each sinus nodal event, see Figure 2) (Bilchick & Berger, 2006). It should be noted that HR and
HrV do not possess a linear relationship (Stern, Ray, & Quigley, 2001). Stern and colleagues
have suggested that HrV be used in psychophysiological experimentation over HR measures
because it better captures the short-term cardiac responses likely to accompany momentary
behavioral events.

Image created by author – 2018. The space between the R peaks is also known as the R-R
interval. This is the time between heart beats; its standard deviation represents heart rate
variability.
Figure 2. RR interval.
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How Heat Rate Variability is Measured
Measures of HrV are most often taken via the use of silver chloride electrodes (Stern,
Ray, & Quigley, 2001). Stern and colleagues (2011) recommend a modified Lead II format to
minimize movement artifacts during data collection. This format requires two leads on the torso,
one on the lower inside end of the right collarbone, one under the outside of the left collar bone,
and one on lower left rib cage (see Figure 3).

Image created by author – 2018 The electrodes are placed within the rib cage fame. The
negative is on the top right, just under the clavicle, close to the shoulder. The neutral is on the
top left, just under the clavicle, close to the shoulder. The positive electrode is placed on the left
lower side of the rib cage.
Figure 3. HrV electrode placement.
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Heart Rate Variability in Research
Durantin, Gagnon, Tremblay, and Dehais, (2014) were interested to find out if HrV
would be useful for predicting mental workload. They manipulated difficulty levels of a
following task using a remotely operated vehicle. During the task, HrV measures were recorded.
Their findings indicate that during the most challenging portions of the task, HrV dropped, thus
demonstrating a reliable effect of workload on HrV.
Another study conducted by Rowe, Sibert, and Irwin (1998) used HrV to indicate user
state during human-computer interaction (HCI) task. HrV showed a reliable response to the
increasing level of task complexity and demonstrated the point at which a user’s processing
ability was surpassed. More specifically, these researchers found that HrV consistently decreased
with task difficulty until a task capacity threshold was reached. At this threshold, HrV then
began to increase, leading Rowe and colleagues to call this the point of disengagement in the
task (and see Hancock & Caird, 1993). Not only does workload effect HrV, but Drnec and
colleagues (2016) pointed out that it may decrease during acute events, such as perceived
automation malfunctions. Thus, HrV should also exhibit a relationship to manipulations of
automation reliability. Theoretically, this in turn should provide a correlate measure of trust in a
robotic counterpart. It should also, as in the case of SC, be combined with subjective and/or
behavioral trust measures in order to provide us a full picture.
Electroencephalography as a Measure of Trust
Electroencephalography (EEG) records cortical related activity from the scalp (Stern,
Ray, & Quigly, 2001). Stern and colleagues (2001) further discuss some of the most reliable
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forms of EEG patterns. These consist of alpha, beta, gamma, theta, and delta waves. Alpha
waves are found in 75% of people when they are relaxed and awake and consist of large, regular
waves of 8 to 12 Hz. Whereas these alpha waves occur during relaxation, beta waves are noted
as taking place when a person is alert. The beta waves have a lower voltage than the alpha and
beta and range between 18 to 30 Hz. Gamma waves have an even lower voltage then alpha and
cycle between 30 to 70 Hz. The gamma waves are said to be related to the incorporation of
stimuli into a whole. Theta waves have been associated with a multitude of processes, including
sleep, problem-solving, focused attention, and cognition and perception. Theta waves cycle from
4 to 8 Hz but are not the lowest frequency found. The lowest frequency found comes from delta
waves and cycles from .5 to 4 Hz. Not unexpectedly, delta waves are associated with sleep (Stern
et al., 2001).
EEG Measured
Electroencephalography is measured by placing electrodes (usually in a cap apparatus) on
the scalp (Stern, Ray, & Quigly, 2001). Numbers can vary from as few as two (not suggested for
research purposes), to as many as 256. In experimental research, the use of 16 to 32 electrodes is
most recommended (Luck, 2014). The electrodes register signals via through a conductive gel or
a saline solution that is placed on the scalp at the electrode sites. Electrodes are typically made
from silver chloride. The cap containing the electrodes is placed on the head using a method
known as the International 10-20 system (Luck, 2014; Sterm, Ray, & Quigly, 2001). This system
can be described as using four anatomical sites of the nasion (depression above the nose,
between the eyes), the inion (bump behind the head), and the left and right pre-auricular points
(depressions behind the ears) to place the cap. Between the nasion and the inion is referred to as
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the longitudinal midline, whereas the equator exists between the pre-auricular points. The
electrodes exist on these lines and across the scalp with equal distances between them. The
electrode names correspond to the region where they are placed (i.e., F = frontal, T = temporal, P
= parietal, O = occipital, C = central, A = auricular) (and see Figure 4).

Photo property of author – 2018. This shows a 64 channel EEG system placed on the head and
affixed around the chin with a strap.
Figure 4. EEG measurement cap.
Though EEG is recorded continuously, momentary recordings can be time-locked to
specified events. These time-locked recordings are known as event related potentials (ERPs).
ERPs are used for analysis in research due to their excellent temporal resolution (Luck, 2014).
ERPs can be evoked based on external stimuli such as auditory or visual signals or based on
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internal perceptions and interpretations of an event (Sterm, Ray, & Quigly, 2001). The ERP
wave has specific components which are illustrated in Figure 5. These components are either
positive or negative and generally correspond to the timing seen within the Figure. However,
timing for each component can shift earlier or later and can be much more difficult to distinguish
than is implied in the illustration.

Image created by author – 2018. Stimulus onset is at 0ms. ERP wave components shown here
demonstrate three positive peaks (P1, P2, and P3), and two negative peaks (N1 and N2).
Figure 5. ERP wave components.
One type of time locked recording is the Error related potential (ErrP). This occurs when
a person witnesses a mistake or when they make one themselves (Salazar-Gomez, DelPretoy,
Gily, Guenther, & Rus, 2017). These potentials are also referred to as error-related negativity
(ERN) and can also be used to analyze incorrect responses in a variety of different experimental
tasks (Luck, 2014; Sawyer et al., 2016). The ERN is reliable for both witnessed mistakes and
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self-created mistakes because it is likely linked to the system that monitors response accuracy
(Luck, 2014). These waves have a typical shape which is composed of a short negative and
positive peak with a longer negative tail (see Figure 6).

Image created by author – 2018. Stimulus onset occurs at zero milliseconds. This waveform
demonstrates a positive peak (P1) followed by a large negative deflection (N1), a second positive
peak (P2), and a secondary negative deflection (N2).
Figure 6. ERN wave.
Electroencephalography use in Research
Researchers have used EEG to identify signals that predict or identify behaviors
concerning choice. Perez, Mukamel, Tankus, Rosenblatt, Yeshurun, and Fried (2015) used EEG
to monitor decisions to turn left or right in a simulated driving environment. Their findings
22

showed EEG signals from the premotor cortex were related to the early stages of such decision
making. In addition, these signals allowed the researchers to predict the turn direction decision of
the participant with between approximately 64% to 82% accuracy. Decision making signals have
not only been demonstrated in EEG research, but in fMRI research as well. For example, Soon,
He, Bode, and Haynes (2013) asked participants to decide whether to add or subtract numbers.
They uncovered support for activity before decision making in the medial prefrontal cortex and
in the parietal cortex. Further fMRI studies have demonstrated activity in the medial orbital
frontal cortex can be related to reward (Rangel & Hare, 2010; Rangel, Camerer, & Montague,
2008), while activity in the lateral orbitofrontal cortex can be related to risk (Hare, O’Doherty,
Camerer, Schultz, & Rangel, 2008; Rangel, Camerer, & Montague, 2008). Since this activity is
shown reliably in fMRI, and EEG registers cortical activity, it is likely that risk and reward can
be reflected in specific EEG patterns.
Trusting behaviors have also been investigated using EEG. Boudreau, McCubbins, and
Coulson (2008) focused on the individual components of the event related potential. Their
participants completed a coin tossing game with a counterpart. Participants were asked to guess
the outcome of the coin toss and the counterpart was expected to report the results. The
counterpart either had common or conflicting interest in the outcome of the game, or they could
receive a penalty for lying about the outcome. Boudreau and colleagues (2008) found that when
trusting behaviors were deserved, participants showed larger P2, P3, and late positive complex
responses.
Another study on trust using EEG was completed by Salazar-Gomez, DelPretoy, Gily,
Guenther, and Rus (2017). These researchers had participants observe a robot while it completed
an identification task. The robot had inconsistent performance throughout, sometimes identifying
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its targets correctly, and at other times not. Salazar-Gomez and colleagues focused on central
cortical areas and found consistent ERNs in the FC2 electrode occurred when participants
witnessed the robot making mistakes. Based on these studies, it can be postulated that ERNs can
reflect changes in trust.
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CHAPTER 3: EXPERIMENT 1 – HRV AND SKIN CONDUCTANCE
Experiment 1: Method
Foundational Power Analysis for Experiment 1
All appropriate and relevant literature was reviewed in order to find studies which
manipulated HRI, HAI, simulated environments, error detection, and virtual reality with SC,
HrV or HR as dependent variables. The literature failed to provide many effect sizes to draw
upon for determining power for the current investigation. However, all the that were studies
found did reach significance with the numbers of participants used. A power analysis was
completed using G*Power 3.1.9.2. The test selected was an ANOVA for repeated measures and
within-subject factors. The effect size reported in Lim and Reeves (2010) of η2 =.2 was used to
gauge a large effect size. Since G*Power used effect sizes based on f, a large effect of f = .04
was used with an α err probability = .05, Power (1 – β err probability) = .95, number of groups =
2, number of measures = 15, and a correlation among repeated measures at .5. The resulting
suggested sample size was just eight, which was well below the average number of participants
used in the studies as listed in Table 1. As we wanted to ensure enough participants based on
prior studies, the current study required 40 (20 female) participants to account for possible issues
during data collection.
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Table 1. Studies used to determine participant numbers for Experiment 1.
Study Type

Number of

Dependent variable and Source

Participants Effect Size Reported
HRI

12

SC, none reported

Dehais, Sisbot, Alami, & Causse
(2011)

HRI

19

SC, none reported

Nishio, Watanabe, Ogawa, &
Ishiguro (2012)

HRI

36

SC and HR, none reported

Kulic & Croft (2007)

HAI

32

SC η2 = .2

Lim & Reeves (2010)

HR η2 = .23
Error detection

22

SC and HR, none reported

Haccak, McDonald, & Simons
(2003)

Error detection

19

SC, none reported

O'Connell, Dockree, Bellgrove,
Kelly, Hester, Garavan, ... & Foxe
(2007)

Average

Average

23.3333

SC η2 = .2
HR η2 = .23
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Experiment 1: Participants
All participants were recruited from the University of Central Florida participant pool.
An initial group of 14 participants was run through the experiment. The data for these
participants was not used since the timing of the experimental presentation and the physiological
data markers were not fully synchronized. Once all the data markings were synchronized, 49
participants took part in the experiment. There was a subsequent equipment malfunction in the
SC process for all participants and this data was not usable. As a result, an additional 10
participants were recruited so that there would be SC data to analyze. In total, 73 participants
took part in the first experiment, with 59 in the correctly timed experiment. Seven participants in
the correctly timed experiment were excluded from data analysis since they were released from
the experiment early. Each participant that was released early was let go due to temporary
equipment malfunctions wherein their physiological data was not salvageable. As a balance
between males and females was desired, once enough females were collected, enrollment was
closed to females so that we could collect an equal number of male participants. A final 52 (26
females) were included in the analysis of the HrV data. Of these, 10 (5 females) were included in
the SC analysis.
All participants were rewarded with credit for their participation. Those credits were
applicable toward research credit in specific courses taken at the university. Participants were
restricted to those with normal or corrected to normal color vision and those with normal or
corrected to normal hearing (as filtered by self-report information). Age was restricted to those
18 and over and by the population of students enrolled at the university. Half of the participants
were female so as to allow for analyses that evaluated any possible sex differences. All
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participants read and signed an informed consent before entering the study. Demographic data
and baseline Negative Attitudes Towards Robots (NARS; Nomura, Kanda, & Suzuki, 2006) data
were collected.
Experiment 1: Materials
Desktop computers were used to both deploy the experiment and to collect physiological
data. The experiment was deployed using Qualtrics software. The surveys were collected using
Qualtrics. Physiological data (HrV and SC) was collected using BIOPAC and AcqKnowledge
software.
Explicit trust measures consisting of the Trust in Automation Scale (TAS; Jian, Bisantz,
& Drury, 2000), and the Trust Perception Scale-HRI (TPS-HRI) pre-and post-tests (Schaefer,
2013), were used. In addition, a stress measure, the Dundee Stress State Questionnaire-S pre-and
post-scales (DSSQ-S, Matthews & Campbell, 1998) as well as the workload measure, the NASA
Task Load Index (NASA TLX, Hart & Staveland, 1988) were used.
An additional measure consisted of the participants stating how reliably the robot
behaved following each set of trials. Specifically, after the end of each video, the participants
were asked to state at what percentage was the robot’s behavior reliable. This served two
purposes: i) to provide a check of participant understanding of the robot’s behavior and ii) to see
if across all participants the more reliable robot was rated as such.
The Negative attitudes towards robots (NARS) shows a person’s predisposition to have
preconceived attitudes about robots. This measure is used as to check that the preconceived
notions of all participants are equal across groups. Basic demographic questions were deployed
along with brief questions about the participant’s robot use history.
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Skin conductance was collected using the BIOPAC® MP150, EDA100C system using
constant voltage at 0.5V. The sampling rate was set to measure at 10 Hz. Measurements were
taken with leads with reusable electrodes.
Heart rate variability was collected using the BIOPAC® MP150, ECG100 system. Three
leads were attached at the standard points for a three-lead system via silver-silver chloride
electrodes, 1 centimeter in diameter. They were set to measure at a gain of 500 and the rate of
1000 Hz. The measurement of interest was the variability of the interbeat interval (time between
heart beats).
Experiment 1: Design
This first study employed a two level of reliability (95% and 75%) within participant
design measuring skin conductance and heart rate variability during a robot civilian identifying
task. Participants experienced both scenarios. The order of conditions was counterbalanced
between participants to address possible order effects.
Experiment 1: Procedure
Participants registered for the experiment at a minimum of 24 hours prior to its
commencement. Once the participant arrived, the participant number was confirmed. They were
asked to read the informed consent form. Consent was verbally provided. Following the
informed consent process participants were reminded that they would be connected to heart rate
and SC monitoring equipment. The researcher made sure that the equipment was properly
working before data collection started.
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The experimental trials included the following conditions i) the robot failing at five
percent of the civilian identification task and ii) the robot failing at 25 percent of the civilian
identification task. The robot only attempted to identify civilians and either succeeded or failed
in each of these instances. Participants were told that they were part of a panel which would help
decide which robot performed the best at identifying civilians; they were briefed on why finding
and correctly identifying civilians in a dangerous place (e.g., collapsed building after an
earthquake) was important. Participants were informed that the two robots were each different
and had been prerecorded completing their civilian identifying tasks. The videos were recorded
in a miniaturized city scape (see Figures 7 and 8).
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Photo property of author – 2018
Figure 7. Sample model of experimental robot.
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Photo property of author – 2018
Figure 8. Miniaturized city scape as traversed by the robot.
Participants were shown a model of the typical robot and told ‘this is the type of robot you will
be monitoring during the experiments.’ They were then asked to complete the demographics
questionnaire, the NARS, the TAS, the TPS-HRI (pre), as well as the DSSQ-S (pre). The
participants watched the robot through the computer station, where there was a video feed
displaying each scenario. Each of these video feeds consisted of one of the two scenarios
mentioned above. Before the experimental feed was shown, participants watched a video of the
robot moving through the environment with samples of identifying civilians to show the
participant what they would see in the experimental conditions. No measurements were taken
during this phase. During the experimental trials, the robot’s task was to identify the civilians on
its route. There were two blocks of 12 trials with 20 civilians in each trial (480 civilians to be
identified in total). After each individual block was completed, the participants were asked to
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identify the percentage of the time that the robot behaved reliably. The robot correctly identified
95%, or 75% of the civilians in each block (i.e., 228 or 180 correct identifications respectively)
and did not correctly identify 5% or 25% (12 or 60 respectively) (see Figures 9 and 10 for
images of identifications). Following each block of 12 trials, participants completed the TAS and
TPS-HRI (post questionnaire) for explicit trust, the NASA TLX as well as the DSSQ-S post
measure. Participants were thanked for their time and allowed to leave.

Image property of author – 2018. The check in the green box demonstrated a correct
identification.
Figure 9. Image of robot correctly identifying a civilian.
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Image property of author – 2018. An X in a red box indicated that the robot was not able to
identify the civilian.
Figure 10. Image of robot incorrectly identifying a civilian.
Experiment 1: Hypotheses
Hypothesis 1a proposed that trust as measured by the TPS-HRI would be highest in the 95%
reliability conditioned as opposed to the 75%, i.e.,
H1a = TPS-HRI95%R > TPS-HRI75%R
Hypothesis 1b proposed that trust as measured by the TAS would be highest in the 95%
reliability conditioned followed by the 75%.
H1b = TAS95%R > TAS75%R
Hypothesis 1c proposed that there would be effects of robot reliability on HrV (Figure
11). The previously mentioned orienting response includes a decrease in HrV (Figner & Murphy,
2011). Therefore, it was predicted that during cases of robot malfunctions, HrV would decrease
and during reliable behaviors HrV would not change (Figure 11).
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H1c =

Following robot errors HrV should be less than following reliable robot behaviors.
Figure 11. HrV hypothesis.
Hypothesis 1d stated that there would be effects of robot reliability on SC. When stimuli behave
in an unexpected manner, it has been found that there is an orienting response with an increase in
SC (Figner & Murphy, 2011). Thus, there was anticipated to be an increase in SC following
robot errors and no change in SC when the robot performs reliably (Figure 12).
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H1d =

Skin conductance should increase following robot errors but not following reliable robot
behaviors.
Figure 12. SC hypothesis.
Hypothesis 1e indicated that there would be no measurable change in stress between reliability
conditions.
Hypothesis 1f stated that there would be no measurable change in the level of cognitive
workload between reliability conditions.
Experiment 1: Results
Prior to testing these hypotheses, several other tests were conducted to evaluate
demographics, and to check that participants could see the difference between the high reliability
and low reliability robots. Throughout the present results, Group 1 refers to participants that
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watched the 95% reliable robot first and the 75% reliable robot second. Group 2 represents the
inverse order.
Descriptive Statistics during HrV Measurement
All participants reported their associated gender as being representative of their sex.
There were 52 (26 female) participants in the HrV analysis portion. Participants reported an
average age of (M = 19.12, SD = 3.69). Of the participants, 53.8% reported being Caucasian,
13.5% African American, 21.2% Hispanic, 3.7% Asian, 1.9% Hawaiian Native or Pacific
Islander, and 5.8% reporting Other. NARS scores were checked for any group differences using
an ANOVA. No differences were found as Group 1 demonstrated (M = 47.35, SD = 7.79) similar
NARS score to that of Group 2 (M = 46.96, SD = 8.78), F(1,51) =.028, p = .89,η2p = .001.
Perception of Reliability Reported during HrV Measurement
After watching each trial, participants were queried on how reliably they felt the robot
was performing. Order effects were explored, but no significant effects were found such that
when watching the 95% reliable robot Group 1 (M =88.72, SD = 3.65) reported near identical
scores to Group 2 (M =86.16, SD = 8.22), F(1,51) =2.12, p = .15,η2p = .041. Additionally, when
watching the 75% reliable robot, Group 1 (M =53.12, SD = 9.58) reported similar scores to those
of Group 2 (M =57.37, SD = 11.34), F(1,51) =2.14, p = .15,η2p = .041. The 95% reliable robot
was ubiquitously perceived to perform better (M = 87.44, SD = 6.43) than the 75% reliable robot
(M = 55.24, SD = 10.61) (t(51) =24.03, p < .001, d = 3.67) (Figure 13).
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The asterisk denotes signficance at .05 level. Error bars represent standard error.
Figure 13. Perception of robot reliability during the HrV testing phase.
Stress Reported during HrV Measurement
Worry, engagement, and distress were tested using the DSSQ-S before and after each of
the two sets of trials. Difference scores were calculated from pre to post trials 1 and 2. The
ANOVAs here showed there was no significant effect of order of trial found in any of the three
identified categories, or across them (Table 2).
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Table 2. Means, standard deviations, and F tests for DSSQ-S difference scores between groups
during HrV measurement.
Post-Trial 1

Post-Trial 2

Group 1

Group 2

Group 1

Group 2

-1.62(5.15)

-2.81(4.87)

-1.96(5.63)

-2.27(5.28)

Worry
F(1,51) = .734, p = .40, η2p = .014

F(1,51) = .04, p = .84, η2p = .001

-6.00(3.14)

-6.35(3.96)

-6.38(4.20)

-7.12(4.69)

Engagement
F(1,51) = .14, p = .71, η2p = .003

F(1,51) = .41, p = .53, η2p = .008

.12(2.86)

-.54(3.72)

-.46(3.66)

-.50(3.36)

Distress
F(1,51) = .40, p = .53, η2p = .008

F(1,51) = .002, p = .97, η2p < .001

Hypothesis 1f stated that there would be no measurable difference in stress between the
conditions. A repeated measures ANOVA was used to evaluate changes of DSSQ-S scores based
on watching the 95% reliable robot and the 75% reliable robot. No significant changes were
found based on robot type (Table 3).
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Table 3. Means, standard deviations, and F-test for DSSQ-S difference scores for 95% and 75%
reliable robots during HrV measurement.
Robot Reliability
95%

75%

-1.94(5.19)

-2.38(5.23)

Worry
F(1,51) = .624, p = .43, η2p = .012

-6.56(3.99)

-6.37(4.04)

Engagement
F(1,51) = .28, p = .56, η2p = .006

-.19(3.11)

-.50(3.65)

Distress
F(1,51) = .55, p = .46, η2p = .011

Workload Reported during HrV Measurement
The NASA-TLX (Hart & Staveland, 1988) was used to measure cognitive workload.
ANOVAs were used to check for order effects of trial presentation on workload (Table 4). The
only difference found was that Group 1 experienced higher mental effort than Group 2 during the
second trial. Despite this, overall workload was not significantly different between the two
groups.
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Table 4. Means, standard deviations, and F tests for NASA-TLX during HrV measurement.
Post-Trial 1

Post-Trial 2

Group 1

Group 2

Group 1

Group 2

6.62(5.18)

5.27(4.60)

8.23(6.10)

5.00(5.00)

Mental
F(1,51) = .98, p = .33, η2p = .019

2.54(3.77)

1.81(1.77)

F(1,51) = 4.36, p = .04, η2p = .080

3.19(3.68)

1.92(1.85)

Physical
F(1,51) = .81, p = .37, η2p = .016

F(1,51) = .25, p = .12, η2p = .047

2.54(2.93)

3.58(3.88)

2.96(2.46)

3.27(3.18)

Temporal
F(1,51) = .32, p = .58, η2p = .006

4.85(4.08)

5.08(4.04)

F(1,51) = .10, p = .76, η2p = .002

5.27(4.32)

4.31(3.63)

Effort
F(1,51) = .04, p = .84, η2p = .001

3.42(310)

3.92(3.87)

F(1,51) = .75, p = .12, η2p = .047

3.88(4.07)

4.92(4.42)

Frustration
F(1,51) = .27, p = .61, η2p = .005

F(1,51) = .78, p = .38, η2p = .015

18.31(3.10)

17.96(4.35)

17.58(3.06)

16.27(4.87)

Performance

Total
Workload

F(1,51) = .73, p = .40, η2p = .014

F(1,51) = 1.75, p = .09, η2p = .034

38.27(9.16)

42.12(13.30)

36.62(9.63)

F(1,51) = .40, p = .53, η2p = .008
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35.69(11.37)

F(1,51) = 3.50, p = .07, η2p = .065

Hypothesis 1f stated that there would be no measurable difference in workload between
the conditions. A repeated measures ANOVA was used to test differences in total workload
based on robot type. No differences were found. Workload reported after watching the 95%
reliable robot (M = 37.73, SD = 14.13) was statistically equivalent to that after watching the 75%
reliable robot (M = 38.62, SD = 13.98) F(1,51) = .389, p = .54, η2p = .008.
Trust Scales during HrV Measurement
Hypothesis 1a stated that trust as measured by the TPS-HRI would be highest in the 95%
reliability conditioned followed by the 75%.
H1a = TPS-HRI95%R > TPS-HRI75%R
To check for effects based on order of trial presentation, ANOVAs were conducted. The
trust scores on the TPS-HRI for Group 1 (95% then 75% reliability) following the 95% reliable
robot (M = 83.10%, SD = 6.93%) were higher than those of Group 2 (75% then 95% reliability)
(M = 80.96%, SD = 10.21%), but were not significantly different F(1,51) = .78, p = .38, η2p =
.015. There was also no significant difference between groups based on order whereas Group 1
reported trust on the TPS-HRI following the 75% reliable robot (M = 69.66%, SD = 10.56%) at a
level similar to that of Group 2 (M = 69.86%, SD = 13.56%), F(1,51) =.003, p = .96, η2p < .001.
Prior to any interaction with either robot and following each set of trials participants rated
the type of robot they were working with on its trustworthiness, using the TPS-HRI (Schaefer,
2013). A repeated measures ANOVA demonstrated that trust ratings increased from prior to
interaction (M = 69.24%, SD = 12.59%) to following 95% reliability trials (M = 82.03%, SD =
8.71%) F(2,51) = 384.80, p < .001, η2p = .883. However, trust did not vary significantly from the
baseline following interactions with the 75% reliability robot (M = 69.75%, SD = 12.04%).
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Pairwise comparisons demonstrated that trust was significantly lower in the 75% reliable robot
versus the 95% reliable robot as predicted (Figure 14).

The asterisk denotes signficance at .05 level. Error bars represent standard error
Figure 14. Trust as measured by the TPS-HRI when measuring HrV.
Hypothesis 1b stated that trust as measured by the TAS would be higher in the 95%
reliability condition than the 75%.
H1b = TAS95%R > TAS75%R
Effects based on trial presentation order were explored using ANOVAS on TAS scores.
TAS scores for Group 1 (M = 47.54, SD = 6.43) were slightly lower in the 95% reliable robot
than for Group 2 (M = 49.46, SD = 6.66), but not significantly, F(1,51) = 1.12, p = .30, η2p = .022.
Additionally, there were no significant differences for the 75% reliable robot whereas Group 1
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(M = 39.46, SD = 8.31) reported slightly higher trust than did Group 2 (M = 43.88, SD = 8.15)
F(1,51) = 3.75, p = .06, η2p = .07.
To check for differences between robot type, a repeated measures ANOVA was
conducted. Trust, as measured by the TAS demonstrated a significant difference (F(1,51) =
54.22, p < .001, η2p = .515) in trust between the 95% reliable robot (M = 48.50, SD = 6.55) and
the 75% reliable robot (M = 41.67, SD = 8.45) (Figure 15).

The asterisk denotes signficance at .05 level. Error bars represent standard error
Figure 15. Trust as measured by the TAS when measuring HrV.
HrV Measurement
Heart rate data were filtered with a 60Hz IIR bandstop filter. Data was then transformed
using a template correlation function. Next, the mean amount of time between R to R spikes
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(known as NN intervals) of each electrocardiogram trace was measured and quantified.
Specifically, the mean time between R to R spikes of the two seconds prior to each stimulus
presentation (baseline) was taken along with the mean time between R spikes from two to four
seconds (phasic period) following each stimulus presentation. These time periods were selected
as they were considered to be long enough to capture acute reactions to a stimulus presentation,
though not so long as to lose the potential effect the stimulus may have created (Grajales &
Nicolasecu, 2006; G. Hancock, 2017). The standard deviation of the NN intervals (SDNN) for
the baseline and phasic periods were calculated for each stimulus type. The standard deviation
baseline activity was subtracted from that of the phasic activity for each condition to establish
changes from baseline.
Order effects of trial presentation were explored. None were found. Participants’ in
Group 1 experienced similar changes in SDNN to those in Group 2 for all stimuli presentations
(Table 5).
Table 5. Means, standard deviations, and F tests for SDNN changes from baseline.
Condition
Hit Difference
75%
Robot
Reliability

Error
Difference
Hit Difference

95%
Robot
Reliability

Error
Difference

1
2
.0002(.0017)
.0002(.0012)
F(1,51) = .204, p = .65, η2p = .004
-.00003(.0078)
-.0001(.0026)
F(1,51) = .008, p = .93, η2p = .008
-.0001(.0018)
.0004(.0015)
F(1,51) = 1.302, p = .26, η2p = .025
.0026(.0096)
-.0003(.0055)
F(1,51) = 1.737, p = .19, η2p = .034
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Hypothesis 1d stated that there would be effects of robot reliability on HrV. The
previously mentioned orienting response to error includes a decrease in HrV (Figner & Murphy,
2011). Therefore, it was predicted that during cases of robot malfunction, HrV would decrease
and during reliable behavior HrV would not change. A repeated measures ANOVA tested these
differences in SDNN between conditions. Mauchly's Test of Sphericity indicated that the
assumption of sphericity was violated, χ2(5) = 116.069, p < .001. As a result, the GreenhouseGeisser estimates of sphericity were used to correct the degrees of freedom (ɛ = .593). Contrary
to the predictions, there were no significant differences found F(1.78, 90.756) = .704, p = .551,
η2p = .014. (See Table 6 for means and standard deviations of SDNNs and Table 7 for NN
means and standard deviations based on robot errors and hits by trial.)
Table 6. Means and standard deviations of SDNN differences from baseline by stimuli type.
Standard Deviation of NN Interval Differences
75% Error
75% Hit
95% Error
95% Hit
-.0002(.0058)
.0001(.0015)
.0011(.0079)
.0001(.0017)

Table 7. Means and standard deviations of NNs by stimuli type.

75% Error
.7814(.1178)

NN Intervals
75% Hit
95% Error
.7791(.1174)
.7871(.1102)

95% Hit
.7805(.1035)

Difference scores in SDNN were computed from baseline for each robot type. A repeated
measures ANOVA demonstrated changes from baseline in the 95% reliable robot (M = .0006,
SD = .004) were not significantly different (F(1, 51) = 1.06, p = .31, η2p = .020) from changes
from baseline in the 75% reliable robot (M = -.00005, SD = .003). In addition, NN interval
differences were computed for each robot type.
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Following this analysis, bivariate correlations tested whether the difference in changes in
SDNN from baseline between the 95% reliable robot and the 75% reliable robot correlated with
trust scores on the TPS-HRI or the TAS. Results here showed that changes in the TPS-HRI scale
scores (M = 12.13, SD = 10.64) did not correlate with changes in SDNN (M = .0007, SD = .005)
(r(52) = .031, p = .83). In addition, the TAS difference score differences between robot type (M
= 6.58, SD = 6.69) did not correlate with changes in SDNN (r(52) = -.159, p = .26).
Demographics for Participants in Skin Conductance Analysis
Ten participants (5 females) were included in the SC analysis. These participants were a
subset of the 52 in the HrV analysis. Participants reported an average age of (M = 20.90, SD =
7.48). Of the participants, 60% reported being Caucasian, 20% African American, 10% Hispanic,
and 10% Asian. Participants demonstrated no group differences in their attitudes towards robots
since NARS scores for Group 1 (M = 47.60, SD = 8.88) were indistinguishable from those of
Group 2 (M = 51.20, SD = 4.87) (F(1,9) = .63, p = .45, η2p = .073).
Perceptions of Reliability during Skin Conductance Measurement
To ensure participants could distinguish between robot reliability level, after watching
each trial, participants were queried on how reliably they felt the robot was performing. Order
effects were explored, but no group differences were found. Group 1 ranked the 95% reliable
robot (M = 89.85%, SD = 2.43) similarly as did Group 2 (M = 90.15%, SD = 3.94) (F(1,9) = 02,
p = .89, η2p = .023). Likewise, Group 1 ranked the 75% reliable robot (M = 52.42%, SD = 4.77)
similarly as did Group 2 (M = 58.33%, SD = 11.76) (F(1,9) = 1.08, p = .33, η2p = .119). The 95%

47

reliable robot was perceived to perform better (M = 90.00, SD = 3.08) than the 75% reliable
robot (M = 55.37, SD = 9.02) (t(9) =16.29, p < .001, d = 5.14) (Figure 16).

The asterisk denotes signficance at .05 level. Error bars represent standard error
Figure 16. Perception of robot reliability during SC measurement.
Stress as Reported during Skin Conductance Measurement
Group differences for the DSSQ-S were explored using ANOVAs on the difference
scores for the categories of worry, distress, and engagement. No group differences, based on the
order of trial presentation, were found. This occurred, with the exception of distress, which
increased significantly for the Group 2 (Table 8).
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Table 8. Means, standard deviations, and F tests for DSSQ-S during SC measurement.
Post-Trial 1

Post-Trial 2

Group 1

Group 2

Group 1

Group 2

-2.40(5.27)

-6.40(6.36)

-4.60(5.59)

-7.40(6.11)

Worry
F(1,9) = 1.18, p = .31, η2p = .128

=5.60(3.85)

-6.00(2.74)

F(1,9) = .57, p = .47, η2p = .067

-6.60(4.10)

-5.80(4.15)

Engagement
F(1,9) = .04, p = .85, η2p = .004

-1.49(1.82)

3.60(2.70)

F(1,9) = .09, p = .77, η2p = .012

-2.60(1.67)

2.20(3.35)

Distress
F(1,9) = 11.79, p = .009, η2p = .596

F(1,9) = 8.23, p = .02, η2p = .507

Repeated measures ANOVAs were then performed on changes in DSSQ-S scores from pre-trial
to following interactions with each robot type (Table 9). No significant differences based on
robot type were identified.
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Table 9. Means, standard deviations for DSSQ-S difference scores post 95% and 75% reliable
robots during SC measurement.
Robot Reliability
95%

75%

-5.00(6.29)

-5.40(5.40)

Worry
F(1,9) = .19, p = .67, η2p = .021

-6.30(2.75)

-5.70(4.19)

Engagement
F(1,9) = .56, p = .48, η2p = .058

1.00(3.68)

-.10(3.31)

Distress
F(1,9) = 1.68, p = .23, η2p = .157

Workload as Reported during Skin Conductance Measurement
Cognitive workload differences were explored between the groups using the NASA-TLX
scores. There proved to be no group differences based on order of trial presentation (Table 10).
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Table 10. Means and standard deviations for NASA-TLX during SC measurement.
Post-Trial 1

Post-Trial 2

Group 1

Group 2

Group 1

Group 2

4.80(5.72)

4.60(3.85)

5.20(5.26)

4.40(4.34)

Mental
F(1,9) = .004, p = .95, η2p = .001
1.40(.55)

1.20(.45)

F(1,9) = .07, p = .80, η2p = .009
1.40(.55)

1.40(.55)

Physical
F(1,9) = .40, p = .55, η2p = .048
1.80(1.30)

F(1,9) = .00, p = 1.00, η2p < .001

2.20(1.78)

1.40(.55)

1.60(.89)

Temporal
F(1,9) = .16, p = .70, η2p = .020
3.20(2.49)

F(1,9) = .18, p = .68, η2p = .022

4.60(3.91)

2.40(1.67)

3.00(2.00)

Effort
F(1,9) = .46, p = .52, η2p = .054
2.80(3.03)

F(1,9) = .27, p = .62, η2p = .032

2.20(1.30)

3.60(3.29)

4.92(4.42)

Frustration
F(1,9) = .17, p = .70, η2p = .020
18.20(1.79)

F(1,9) = .11, p = .75, η2p = .014

16.80(4.02)

18.80(1.48)

15.40(5.77)

Performance
F(1,9) = .51, p = .50, η2p = .059
Total
Workload

30.40(4.88)

F(1,9) = 1.68, p = .24, η2p = .169

33.40(9.26)

F(1,9) = .41, p = .54, η2p = .049

31.20(6.42)

30.40(9.07)

F(1,9) = .03, p = .88, η2p = .003

In addition, a repeated measures ANOVA was conducted to establish if there were any total
workload differences between reliability level. None were found, in that workload during the
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95% reliable robot (M = 31.80, SD = 7.25) was statistically indistinguishable to that after
watching the 75% reliable robot (M = 30.90, SD = 7.34) (F(1,9) = .471, p = .51, η2p = .05).
Trust Scales as Reported during Skin Conductance Measurement
Hypothesis 1a said that trust as measured by the TPS-HRI would be highest in the 95%
reliability conditioned followed by the 75% condition.
H1a = TPS-HRI95%R > TPS-HRI75%R
Prior to any interactions with a robot, as well as following each set of trials, participants
rated the type of robot they were working with on its trustworthiness via the TPS-HRI. To check
for order effects, group differences were explored using ANOVAs. None were found. The trust
scores on the TPS-HRI for Group 1 (95% then 75% reliability) following the 95% reliable robot
(M = 82.38%, SD = 10.25%) were higher than those of Group 2 (75% then 95% reliability) (M =
81.00%, SD = 7.56%), but were not significantly different F(1,9) = .06, p = .82, η2p = .007. There
was also no significant difference between groups based on order. Thus, Group 1 reported trust
similarly on the TPS-HRI following the 75% reliable robot (M = 71.75%, SD = 11.18%) to
Group 2 (M = 66.50%, SD = 11.19%), F(1,9) =.55, p = .50, η2p = .064.
To test for trust changes as based on robot reliability, a repeated measures ANOVA was
used. Trust ratings increased from prior to interaction (M = 73.13%, SD = 13.58%) to following
the 95% reliability trials (M = 81.69%, SD = 8.52%) and 75% reliability trials (M = 69.13%, SD
= 10.90%). This effect did prove to be significant F(2,9) = 7.38, p = .005, η2p = .451 (Figure 17).
Pairwise comparisons revealed here that the differences were between the pre-trial and post 95%
reliability robot as well as between the 95% and 75% reliability robots; however, there were no
differences between pre-trial and post 75%.
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The asterisk denotes signficance at .05 level. Error bars represent standard error
Figure 17. Trust scores as measured on the TPS-HRI during SC measurement.
Hypothesis 1b stated that trust as measured by the TAS would be highest in the 95%
reliability conditioned followed by the 75%.
H1b = TAS95%R > TAS75%R
Order effects based on trial presentation were first explored using TAS scores. TAS
scores for Group 1 (M = 48.00, SD = 8.16) were slightly lower in the 95% reliable robot than for
Group 2 (M = 53.00, SD = 4.06), but not significantly, F(1,9) = 1.15, p = .26, η2p = .158.
Additionally, there was no significant difference for group whereas Group 1 (M = 42.40, SD =
10.74) reported similar trust in the 75% reliable robot to Group 2 (M = 48.20, SD = 3.63) F(1,9)
= 1.31, p = .286, η2p = .141.
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As expected, a repeated measures ANOVA did show that trust as measured by the TAS
also demonstrated a significant difference (F(1,9) = 9.30, p = .014, η2p = .508) between the 95%
reliable robot (M = 50.50, SD = 6.63) and the 75% reliable robot (M = 45.30, SD = 8.15) (Figure
18).

The asterisk denotes signficance at .05 level. Error bars represent standard error
Figure 18. Trust as measured on the TAS during SC.
Skin Conductance Measurement
Skin conductance data were filtered using a .05 Hz high pass filter. Baselines were set at
.25s. prior to stimulus onset. SC threshold was set at .01 microsiemens (µS) and all any changes
under 10% of the maximum value found were rejected. Phasic waves were derived from each
participant’s tonic wave. Event related SCs were then sought with a minimum onset of 1s. and a
maximum onset of 5s. following stimulus presentation. Events found to meet the threshold for a
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SC response out of the number of stimuli presented based on condition were marked and tallied.
These data are given in Table 11.
Table 11. Total Skin Conductance events present in data.
Robot Type
Stimulus Type
SCs Located
Total Stimuli Presented
Percentage

75%
Error
83
600
13.80%

95%
Hit
154
1800
8.50%

Error
9
120
7.50%

Hit
206
2280
9%

The average number of SC responses found in relation to events presented was only 9.4%
overall, meaning participants were largely not responsive to the stimuli. In addition, three
participants (1 female) demonstrated almost no SC response to any stimuli. These individuals
had response rates of 1.3%, .2%, and 2.3%. Skin conductance amplitudes, latency, and rise were
averaged for each participant. Non-responses were entered as zero.
First, condition order effects were examined using ANOVAs to ensure there were no
differences between groups for robot hits or errors. In the event that a participant had no
response at all to represent them in a specific stimuli condition, their scores were entered as zero.
The results in Table 12 show no significant differences between Group 1 (95% reliable robot
followed by 75% reliable robot) and Group 2 (75% reliable robot followed by 95% reliable
robot) with the exception of latency when watching the 95% reliable robot.
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Table 12. SC amplitudes, latency, and rise means, standard deviations, and F-tests by condition
and robot reliability.
Exposure Time
Group

First Robot
1

Second Robot
2

1

2

Amplitude

.52µS (.50)
0.25µS (.50)
F (1,9) = .83, p = .39, η2p = .094

.58µS (.24)
.72µS (.96)
F (1,9) =.10, p = .77, η2p = .011

Latency

2.59s. (.79)
1.14s. (1.11)
F (1,9) = 5.61, p = .05, η2p = .412

3.11s. (.13)
2.85s. (1.18)
F (1,9) = .25, p = .63, η2p = .030

Rise

2.95s. (1.12)
1.80s. (2.24)
F (1,9) =1.07, p = .33, η2p = .118

4.50s. (.71)
3.33s. (3.25)
F (1,9) = .62, p = .46, η2p = .072

Repeated measures ANOVAs were used to evaluate differences between hits and errors
for each robot type (Tables 13, 14, and 15); see Figures 20 and 21 for the waveforms for errors
and hits by robot reliability type. For amplitude, Mauchly's Test of Sphericity indicated that the
assumption of sphericity was violated, χ2(5) = 19.57, p = .002. As a result, the GreenhouseGeisser estimates of sphericity were used to correct the degrees of freedom (ɛ = . 423). Pairwise
comparisons demonstrated that there were no significant differences in amplitude. For latency,
the overall model was not significant. However, pairwise comparisons demonstrated that latency
during 95% robot errors was smaller than during 75% robot errors. Lastly, rise times
demonstrated a significant difference in the overall model. Pairwise comparisons demonstrated
shorter rise times for 95% error than for 95% hits, 75% hits, and 75% error.
Table 13. SC amplitude values and F-tests for by robot reliability type.
Amplitude
95%
Hits
.33µS (.33)

75%
Errors
.44µS (.58)

Hits
.77s. (.89)

F (1.27,11.42) =.1.52, p = .25, η2p = .144
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Errors
.53 (.57)

Table 14. SC latency times and F-tests for by robot reliability type
Latency
95%
75%
Hits
Errors
Hits
Errors
2.61s. (1.41) 1.12s. (1.52)
2.87s. (1.13)
3.10s. (1.17)
F (1,9) = 3.55, p = .08, η2p = .597

Table 15. SC rise times and F-tests for by robot reliability type
Rise
95%
Hits
3.33s. (2.03)

75%

Errors
Hits
1.41s. (1.91)
4.33s. (2.51)
F (1,9) = 9.49, p = .007, η2p = .803
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Errors
3.50s. (2.61)

Amplitudes, latency, and rise times are averaged across participants for the 9 stimuli
presentations of robot errors and 206 robot hits based on the number of SC responses located in
the data.
Figure 19. SC waveform for robot hits and errors for 95% reliable robot.
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Amplitudes, latency, and rise times are averaged across 83 stimuli presentations of robot errors
and 154 hits based on the number of SC responses located in the data.
Figure 20. SC waveform for robot hits and errors for 75% reliable robot.

Hypothesis 1d stated that there would be effects of robot reliability on SC. A sequence of
repeated measures ANOVA were performed to establish any significant differences in amplitude,
latency, and rise rate between robot types for all participants. Skin conductance amplitudes when
watching the 95% reliable robot (M = .38 µS, SD = .45) were not significantly different than
when watching the 75% reliable robot (M = .65 µS, SD = .67) F (1,9) =1.70, p = .22, η2p = .159.
However, latency demonstrated a significantly shorter time when watching the 95% reliable
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robot (M = 1.87s., SD = 1.19) F (1,9) = 9.87, p = .012, η2p = .523, than when watching the 75%
reliable robot (M = 2.99s., SD = .80). Rise time was also significantly different wherein it was
shorter when watching the 95% reliable robot (M = 2.37s., SD = 1.78) F (1,9) = 5.71, p = .041,
η2p = .388, than when watching the 75% reliable robot (M = 3.91s., SD = 2.30). And see Figure
21 for SC waveforms for robot type.

Amplitudes, latency, and rise times are averaged across 215 stimuli presentations for the 95%
reliable robot and 237 stimuli presentations for the 75% reliable robot based on the number of
SC responses located in the data.
Figure 21. SC waveform for 95% and 75% reliable robots.
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As it appeared there were interaction effects between robot reliability level and stimuli
type, a multivariate ANOVA was performed. There was a main effect of robot type on latency (F
(1,36) = 7.23, p = .011, η2p = .167) and rise (F (1,36) = 4.56, p = .04, η2p = .112), where latency
and rise took longer in the 75% reliable robot. However, there was no main effect of robot type
on amplitude (F (1,36) = .74, p = .40, η2p = .020). In addition, there were no main effects of
stimuli type on amplitude (F (1,36) = .67, p = .41, η2p = .018), latency F (1,36) = 2.33, p = .14,
η2p = .061, or rise (F (1,36) = 3.60, p = .07, η2p = .091). Interaction effects of robot reliability
type and stimuli were not seen in relationship to amplitude (F (1,36) = .01, p = .92, η2p = .000)
or rise (F (1,36) = .57, p = .46, η2p = .016), but were seen in latency (F (1,36) = 4.25, p = .05,
η2p = .106) wherein latency was shortest for the 95% reliable robot errors (M = 1.12s.), followed
by the 95% reliable robot hits (M = 2.61s.). The 75% reliable robot produced longer latencies for
both stimuli with its hits (M = 2.87s.) being slightly shorter than its errors (M = 3.10s.).
A correlation was computed to see if trust ratings on the TAS and TPS-HRI could predict
SC amplitude changes. Difference scores were calculated for the TPS-HRI and TAS by
subtracting the 75% reliable trust ratings from the 95% reliable trust ratings. The changes in the
TPS-HRI scale scores (M = 12.67, SD = 9.09) did correlate with SC amplitude changes (M = .26, SD = .64) (r(9) = .293, p = .41). In addition, the TAS change scores (M = 5.20, SD = 5.39)
also did not correlate with SC amplitude changes (r(9) = -.179, p = .621).
Experiment 1: Discussion
For Hypotheses H1a and H1b, the expectation was supported in that trust proved to be
significantly higher in the 95% reliable robot case versus the 75% reliable robot case. The
participants were able to tell that the robots were in fact different in their objective reliability
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level and they were rated as such on both of the subjective trust measures. However, it is worth
noting that the participants rated the robots as performing less well than they actually did. This
could be because participants were asked to rate the robots based on how they felt each robot
performed rather than by giving an exact answer. In addition, stress and workload were of
concern as changes in either of these can alter both HrV and SC. However, there were no overall
differences found in either of the stress or workload subjective measures. Since this work
explored phasic activity and compared each heart period and SC amplitude to its own baseline
just prior to each stimulus, we exclude stress and/or workload change as the reason for any
phasic changes in these measures. Any changes were due to the manipulations presented.
H1c confirmed the predicted no change in heart rate variability from baseline to when the
robot correctly identified civilians. However, there was no change from baseline in heart rate
variability following robot errors either. This latter outcome is contrary to that prediction.
Despite this, heart rate variable dropped following all stimulus presentations in the 75% reliable
robot but increased following those in the 95% reliable robot condition. Thus, there appears to be
a very small effect of overall robot reliability on HrV that is not predictable by individual robot
errors or hits, but by the reliability rate of the robotic unit. Additionally, correlational data
showed that heart rate variability changes do not predict reported levels of trust changes. The
measure of HrV therefore shows to be a weak indicator of trust.
In the case of H1d, errors demonstrated larger amplitude changes than errors for the 95%
reliable robot but lower amplitudes than hits for the 75% reliable robot. Thus, not supporting the
hypothesis. However, once SC signals were collapsed across robot type, they displayed a reliable
change based on robot reliability type in that latency and rise time were both significantly longer
and amplitudes were higher (though not significant) in the 75% reliable robot. Lastly,
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correlations between trust changes and amplitude changes did not demonstrate any reliable
effects.
However, it is possible that participants did not feel sufficiently invested in the role of
observing partner with the robot in order that they experienced the full physiological effects of
observed malfunctions. This is because of the limited time that they could interact with the robot.
To develop a full baseline trust measure, many interactions spread over large periods of time are
necessary. However, due to laboratory constraints, we are presently constrained to draw
conclusions based on a set of relatively short experiences. With this in mind the number of SCs
found in the data for all participants proved to be remarkably low. Though this finding is of
concern there were still some reliable differences in the signals. In addition, no correlates to trust
were found for either HrV or SC.
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CHAPTER 4: EXPERIMENT 2 – EEG
Experiment 2: Method
Experiment 2: Participants Required
The relevant literature was searched to find studies which previously examined trust,
HRI, HAI, simulated environments, error detection, and/or virtual reality with EEG as the
dependent variable. This literature did not provide any effect sizes upon which to draw for
determining power for the current undertaking. However, most of the studies reported reaching
significance with the numbers of participants that were actually used (see Table 16).
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Table 16. Studies used to determine participant numbers for Experiment 2.
Study Type

Number of

Source

Participants
Human-Human trust

12

Boudreau, McCubbins, & Coulson (2008).

Human-Human trust

22

Rudoy, & Paller (2009)

HRT

12 (between subjects,

Salazar-Gomez, DelPreto, Gil, Guenther, &

7 in condition 1, 5 in

Rus, (2017)

condition 2)
Error detection

8

Blankertz, Dornhege, Schafer, Krepki,
Kohlmorgen, Muller, ... & Curio (2003).

Error detection

6

Gehring, Goss, Coles, Meyer, & Donchin
(1993)

Error detection

18

Miltner, Braun, & Coles (1997)

Error detection

16

Yeung, Botvinick, & Cohen, (2004)

Virtual reality driving

8

Lin, Chung, Ko, Chen, Liang, & Duann (2007).

HRI

22

Perrin, Chavarriaga, Ray, Siegwart, & Millán,
(2008)

HRI

6

Ehrlich, Wykowska, Ramirez-Amaro, & Cheng
(2014)

Average
13
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Experiment 2: Participants
Based on the average number of participants in EEG studies examining similar topics,
fourteen participants were needed. Fifteen participants were recruited during the study from the
University of Central Florida participant pool. Two of these participants were excluded from the
analysis due to abandoning the study before all of their data were collected. Both participants
who left also showed signs of fatigue and so none of their data was acceptable to enter into the
final data set. A third person was excluded as they did not understand spoken English well
enough to grasp the purpose of the task. Though there were an additional 10 individuals
scheduled to participate in the study, the additional scheduled participants were not able to be
tested due to the university moving to online only due to the pandemic (COVID-19) and the
inability to further collect data in person. Thus, the twelve participants with complete data were
analyzed in this procedure. This participant number included six participants in each trial order.
In addition, only six error instances are needed to compute a reliable ERN for each participant
(Olvet & Hajcak, 2009). Therefore, both conditions provided more than the minimum of six
errors with the most reliable condition including twelve errors across all trials.
The participants were rewarded with credit for taking part here. Those credits were
applicable toward research credit in specific courses taken at the university. Participants were
restricted to those with normal or corrected to normal color vision and those with normal or
corrected to normal hearing (as filtered by self-report information). Age was only restricted by
the population of students enrolled at the university with the restriction that they were of 18 years
or older. All individuals read and verbally agreed to the informed consent before participating
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the study. Demographic data and Negative Attitudes Towards Robots (NARS; Nomura, Kanda,
& Suzuki, 2006) scores was collected in the study.
Experiment 2: Materials
The same questionnaires and robot reliability measures that were used in Experiment 1
were used in Experiment 2. Instead of using SC and HrV measures however, we used the Brain
Products actiChamp 64 channel EEG system. Details on the EEG system can be found at:
https://www.brainproducts.com/productdetails.php?id=42. A 64-channel EEG cap was placed on
the head of the participants (as depicted in Figure 4). They were set to measure EEG waveforms
at a sampling rate of 1000 Hz. In addition, the electrodes of interest for ERN waveforms are
highlighted in Figure 22 (Salazar-Gomez, DelPreto, Gil, Guenther, and Rus (2017). These
electrode sites were selected because error related activity has been shown to be centrally located
and because this reduces the likelihood of noise due to eye blinks.
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Image created by author – 2018
Figure 22. Areas of interest for ERN.
Experiment 2: Design
The second study employed a two condition (95% reliability, 75% reliability) withinparticipant design. The experiment was set up identically to Experiment 1, with the exception
that ERP measures were taken from recorded EEG data instead of SC or HrV.
Experiment 2: Procedure
The purpose of the two studies being conducted separately was to minimize signal crosstalk and experimental that arises from multiple types of concurrent equipment usage. ERP
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equipment was connected and calibrated once the participant verbally agreed to the informed
consent. ERP measures were time-locked to the robot being correctly or being unable to identify
civilians. The same questionnaires from experiment one were also used in experiment two.
Experiment 2: Hypotheses
Hypothesis 2a postulated that scores on the TPS-HRI would higher following the 95%
robot exposure than the 75% robot. Hypothesis 2b stated that scores on the TAS would be higher
following the 95% reliable robot over the 75% reliable robot. Additionally, hypothesis 2c
predicted that stress would remain the same between robot types and 2d proposed that cognitive
workload would also remain equal between robot types. Hypothesis 2e asserted that reliable
robot behaviors would not produce an ERN; whereas hypothesis 2f proposed that there would be
a classic ERN pattern following robot errors.
Experiment 2: Results
Survey data was analyzed using SPSS version 23 software. Univariate ANOVAS,
repeated measures ANOVAS, t-tests, and correlations were used to find any significant
differences between the conditions.
Descriptive Statistics during EEG Measurement
Twelve individuals (6 females) participated in the experiment. Participants were an
average age of (M = 20.33, SD = 5.31, Range = 18 to 37). Of the participants, 75% reported
being Caucasian, 8.33% Hispanic, 8.33% Asian, and 8.33% mixed race. Additionally, there were
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no group differences in NARS scores. Group 1 (M = 47.67, SD = 8.27) had similar attitudes
towards robots as Group 2 (M = 50.00, SD = 7.07) (F(1,11) =.276, p = .611,η2p = .027).
Perceptions of Reliability during EEG Measurement
After watching each trial video, participants were queried as to how reliably they felt the
robot was performing. Order effects were explored, and none were found, such that when
watching the 95% reliable robot Group 1 (M =93.11, SD = 4.30) reported indistinguishable
scores to Group 2 (M =92.92, SD = 4.64), F(1,11) = 0.006, p = .941,η2p = .001. Additionally,
when watching the 75% reliable robot, Group 1 (M =70.07, SD = 10.24) reported equivalent
scores to those of Group 2 (M =76.21, SD = 5.62), F(1,11) =1.66, p = .227,η2p = .142. However,
as expected, the 95% reliable robot was perceived to perform better (M = 93.01, SD = 4.26) than
the 75% reliable robot (M = 73.14, SD = 8.50) (t(11) = 9.42, p < .001, d = 2.96) (Figure 23).
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The asterisk denotes signficance at .05 level. Error bars represent standard error
Figure 23. Perceptions of robot reliability.
Stress during EEG Measurement
Group differences for the DSSQ-S were explored for the categories of worry, distress,
and engagement. Changes in DSSQ-S scores were calculated from pre experiment data to those
elicited following each trial. ANOVAs demonstrated no significant group differences based on
the order of trial presentation (Table 17).
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Table 17. Means, standard deviations, and F tests for DSSQ-S difference scores during EEG
measurement.
Post-Trial 1

Post-Trial 2

Group 1

Group 2

Group 1

Group 2

-2.50(7.84)

-2.17(2.99)

-3.33(7.61)

-1.83(1.83)

Worry
F(1,11) = .01, p = .92 η2p = .001

-7.00(3.90)

-4.33(3.32)

F(1,11) = .22, p = .65, η2p = .022

-6.17(4.75)

-8.17(3.31)

Engagement
F(1,11) = 1.62, p = .23, η2p = .140

1.33(7.12)

2.17(3.37)

F(1,11) = .72, p = .42, η2p = .067

2.67(4.50)

4.50(6.06)

Distress
F(1,11) = .07, p = .80, η2p = .007

F(1,11) = .35, p = .57, η2p = .034

Hypothesis 2c stated that stress would be the same between the two robot types. A repeated
measures ANOVA was conducted to see if there were actual differences from pre-trial to
following interactions with each robot type (Table 18). Engagement showed a significant drop
from baseline when watching the 95% reliable robot as compared to the 75% reliable robot.
However, worry and distress showed no differences in change from baseline.
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Table 18. Means, standard deviations for DSSQ-S difference scores during EEG measurement.
Robot Reliability
95%

75%

-2.17(5.44)

-2.75(5.54)

Worry
F(1,11) = .69, p = .42 η2p = .059

-7.58(3.50)

-5.25(4.03)

Engagement
F(1,11) = 7.76, p = .02, η2p = .414

2.92(6.52)

2.42(3.80)

Distress
F(1,11) = .17, p = .69, η2p = .015

Cognitive Workload during EEG Measurement
Cognitive workload differences were tested between the groups using the NASA-TLX
assessment scale. There were no group differences found based on order of trial presentation
(Table 19).
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Table 19. Means, standard deviations, and F-tests for NASA-TLX during EEG measurement.
Post-Trial 1

Post-Trial 2

Group 1

Group 2

Group 1

Group 2

9.83(7.57)

7.33(5.20)

11.50(7.94)

11.33(7.61)

Mental
F(1,11) = .444, p = .520, η2p = .043
4.50(5.05)

3.33(4.41)

F(1,11) = .001, p = .971, η2p < .001
1.83(.98)

6.50(8.57)

Physical
F(1,11) = .182, p = .679, η2p = .018
2.67(2.73)

3.33(4.32)

F(1,11) = 1.755, p = .215, η2p = .149
2.50(3.73)

5.00(6.23)

Temporal
F(1,11) = .102, p = .756, η2p = .010
4.33(2.50)

5.33(5.39)

F(1,11) = .712, p = .419, η2p = .066
8.67(3.77)

8.67(6.19)

Effort
F(1,11) = .170, p = .689, η2p = .017
3.17(2.64)

4.33(5.92)

F(1,11) = .000, p = 1.000, η2p < .001
2.50(1.64)

7.33(6.95)

Frustration
F(1,11) = .194, p = .669, η2p = .019
18.50(3.33)

18.83(2.56)

F(1,11) = 2.750, p = .128, η2p = .216
15.83(5.72)

18.83(2.32)

Performance
F(1,11) = .038, p = .850, η2p = .004
Total
Workload

43.00(12.12)

42.50(24.99)

F(1,11) = .002, p = .966, η2p < .001

F(1,11) = 1.424, p = .260, η2p = .125
42.83(14.77)

57.67(29.11)

F(1,11) = 1.239, p = .292, η2p = .110

In addition, overall cognitive workload was examined to establish if there were any differences
based on robot reliability level. Hypothesis 2d stated that there would be no difference in
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cognitive workload between the robot reliability types. A repeated measures ANOVA
demonstrated this as there were no significant difference in cognitive workload for the 95% (M=
50.33, SD= 22.60) and 75% reliable robot (M = 42.67, SD = 19.57) F(1,11) = 2.90, p = .117, η2p =
.209.

Trust Scales during EEG Measurement
Hypothesis 2a and 2b postulated that self-report trust questionnaire results would follow
the similar patterns to those of Experiment 1.
H2a = TPS-HRI95%R > TPS-HRI75%R
H2b = TAS95%R > TAS75%R
Before any interactions with either robot and then again following each set of trials,
participants rated the type of robot they were working with on its trustworthiness using the TPSHRI (Schaefer, 2013). To test for order effects, an ANOVA was used. The trust scores on the
TPS-HRI for Group 1 (95% then 75% reliability) following the 95% reliable robot (M = 77.71%,
SD = 7.13%) were lower than those of Group 2 (75% then 95% reliability) (M = 81.98%, SD =
9.26%), but did not prove to be significantly different F(1,11) = .801, p = .392, η2p = .074. There
was also no significant difference between groups based on order. Thus, Group 1 reported trust
on the TPS-HRI following the 75% reliable robot (M = 66.67%, SD = 11.18%) and Group 2
reported trust at (M = 77.81%, SD = 10.27%), F(1,11) =3.24, p = .102, η2p = .244.
A repeated measures ANOVA was used to test for differences in the TPS-HRI scores
from prior to interaction to one’s elicited following each robot type. There was a significant
difference in trust ratings (F(2,10) = 13.80, p = .001, η2p = .734). These ratings increased from
prior to interaction (M = 67.40%, SD = 9.50%) to following the 95% reliability trials (M =
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79.84%, SD = 8.71%). However, trust did not significantly change from baseline following
interactions with the 75% reliability robot (M = 72.24%, SD = 11.77%). Lastly, trust was
significantly lower in the 75% reliable robot versus the 95% reliable robot as predicted (see
Figure 24).

The asterisk denotes signficance at .05 level. Error bars represent standard error
Figure 24. Trust as measured by the TPS-HRI when measuring EEG.
Effects based on trial presentation order were also explored using TAS scores. TAS
scores for Group 1 (M = 45.83, SD = 5.15) were lower in the 95% reliable robot than for Group 2
(M = 52.67, SD = 8.51), but not significantly so, F(1,11) = 2.835, p = .123, η2p = .221.
Additionally, there was no significant difference for group whereas Group 1 (M = 40.33, SD =
3.77) reported lower trust in the 75% reliable robot than did Group 2 (M = 44.33, SD = 7.87)
F(1,11) = 1.261, p = .288, η2p = .112.
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Across groups, a repeated measures ANOVA demonstrated that trust, as measured by the
TAS, also showed a significant difference (F(1,11) = 25.17, p < .001, η2p = .696) in trust between
the 95% reliable robot (M = 49.25, SD = 7.59) and the 75% reliable robot (M = 42.33, SD = 6.24)
(Figure 25).

The asterisk denotes signficance at .05 level. Error bars represent standard error
Figure 25. Trust as measured by the TAS when measuring EEG.
Event Related Potentials
Electroencephalography data were analyzed using Brain Vision Analyzer. The data were
filtered using a .01 Hz low pass and 30 Hz high pass filter. Data were then re-referenced to the
left and right mastoids and segmented into blocks of trials to remove the data in the interval
between blocks (e.g., break time, survey time, etc.). Two channels (HEOG and VEOG) were
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selected to maintain an uncorrected version of themselves so that once Ocular Correction
Independent Components Analysis (OCICA) had been run the data could be visually inspected
for the quality of correction. OCICA was then run on the full segmented data for each
participant. Data was then baseline corrected. Stimulus averages were obtained beginning at -200
ms. until 800 ms. surrounding each epoch. Artifacts in the HEOG and VEOG channels were
rejected if the maximum voltage in the 1000 ms. timeframe exceeded 50µV. Artifacts for all
channels were rejected if the maximum allowed difference in any 100 ms. timeframe was 80µV,
whereas the lowest allowed amount of activity was .5µV. Following the artifact rejection
process, each participant’s data was then segmented according to the condition order (1 = high
then low reliability, 2= low then high reliability), condition occurring (1 = 95% reliable robot, 2
= 75% reliable robot), and stimulus type (1 = correct identification/hit, 2 = incorrect
identification/robot error). The numbers of segments prior to filtering versus numbers after can
are presented in Table 20. ERP waveforms (-200 ms. to 800 ms.) were then extracted and
averaged for each participant based on robot and stimulus type. Grand mean waveforms and
head maps were visually analyzed to assess the peak timing of activity within the suspected ERN
window (0 to 200ms., see Figures 26 and 27).
Table 20. Segments prior to and after filtering of EEG data by condition.
Condition
Robot Reliability

95%

75%

Robot Behavior

Error

Hit

Error

Hit

Segments at Start

144

2736

312

1886

Segments after Filtering

123

2350

720

2160

Percentage of Segments Remaining

85%

86%

87%

87%
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The timeframe here begins at 200 ms. prior to the stimulus onset where 0 marks the onset. The
waveforms extent to approximately 800 ms. post-stimulus. All participants and conditions are
included.
Figure 26. All waveform ERP signals for all electrodes across all segmented events.

The peak of activity in the waveform was observed between 100 and 200 ms. as well as a
positive deflection that peaks between 400 and 500 ms. following the stimulus. In addition,
visual inspection showed that between 50 and 300 ms. amplitude shifted in the areas of interests
from an average of neutral to an average of negative and then back to positive again.
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Colors indicate voltage levels and range from -2.5 µV in blue to positive 2.5 µV in red.
Figure 27. All head map ERP signals for all electrodes across all segmented events.

Since the peak of activity in the waveform was shown between 100 and 200 ms. head
maps were created for this timeframe (Figure 28). This view shows that the peak of change
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physically took place just right of the central area of interest (CP2, C2, and FP2) in electrodes
CP4, C4, and FP4. This area was selected for further statistical analysis.

Colors indicate voltage levels and range from -3.0 µV in blue to positive 3.0 µV in red.
Figure 28. Head maps of ERP signals for all electrodes across all segmented events for 100 to
200 ms.
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Next, using the time periods of -100 to 0 ms. (baseline values), 100 to 200 ms. (time
period of ERN), and difference values of baseline minus ERP amplitudes, order effects were
explored for CP4, C4, and FC4 (Figure 29) in error and hit conditions to establish if there were
changes explainable based on trial presentation order. None were found (Table 21).

Image created by author – 2020. These electrodes are highlighted in orange and appear just to
the side of those that were expected to show the ERN.
Figure 29. Electrodes where largest activity was demonstrated between 100 and 200 ms.
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Table 21. Means, standard deviations, and ANOVAs for ERPs between trial 1 and trial 2 across
robot type for baseline, time of interest, and difference amplitudes.
Condition
1 Errors

2 Errors

1 Hits

2 Hits

Baseline Amplitudes
-100 to 0 ms.

.07µV (.12)
.15µV (.43)
F(1,11) = .17, p = .69, η2p = .017

.01µV (.11)
-.02µV (.13)
F(1,11) = .10, p = .76, η2p = 010

Time of Interest
100 to 200 ms.

-.85µV (.55)
-.51µV (1.08)
F(1,11) = .47, p = .51, η2p = .045

-.48µV (.41)
-.41µV (.75)
F(1,11) = .04, p = .86, η2p = .004

-.93µV (.48)
-.66µV (1.34)
F(1,11) = .204, p = .66, η2p = .020

-.48µV (.40)
-.39µV (.76)
F(1,11) = .06, p = .81, η2p = .006

Difference
Amplitudes

Hypothesis 2c postulated that characteristic ERNs would be present following the points of robot
error (Figure 30).

H2c =

This demonstrates that ERNs will occur when participants robot errors but will not occur not
when they witness reliable robot behavior.
Figure 30. EEG hypothesis.
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To visually test this theory, ERP signals for the three electrodes selected (CP4, C4, and FC4)
were examined in waveform for the entire time course in each condition and for all conditions
together, as well as for averaged hits and errors (Figure 31).

Errors demonstrate a strong negative deflection at approximately 170 ms. and a second negative
deflection at approximately 280 ms. These two deflections in amplitude are characteristic of
ERNs.
Figure 31. All ERP signals for electrodes C4, CP4, and FC4.
Figure 31 demonstrates that hit conditions (robot correct decisions) continue to exhibit
negative deflection in the electrodes of interest from baseline at the same absolute times as error
conditions show. This was further explored by evaluating the statistical differences. A repeated
measures ANOVA showed that baseline amplitudes for errors (M = .11µV, SD = .31) was no
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different than for that of hits (M = -.01µV, SD = .12) (F (1,11) =.13, p = .29, η2p = .102). In
addition, errors (M = -.68µV, SD = .83) and hits (M = -.44µV, SD = .57) did not show a
significant difference in amplitude (F (1,11) = 3.97, p = .07, η2p = .265).
To directly test hypothesis H2c, the change in microvoltage from baseline was compared
using a repeated measures ANOVA. The difference between the baseline for errors and the time
frame of interest for errors (M = -.79µV, SD = .97) was significantly lower than the difference
between the baseline for hits and the time frame of interest for hits (M = -.44µV, SD = .58) (F
(1,11) = 6.05, p = .03, η2p = .355).
To further parse these effects of robot reliability on amplitude of CP4, C4, and FC4
during errors and hits, their differences from baselines were examined (see Figure 32).

The asterisk denotes signficance at .05 level. Error bars represent standard error
Figure 32. ERP amplitude changes for electrodes C4, CP4, and FC4 by condition.
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A repeated measures ANOVA was used to test these differences in the change in amplitude from
baseline between the error and hit conditions (75% and 95% reliability). There was no significant
difference in the overall model F(3,10) = 2.65, p = .11, η2p = .469. Pairwise comparisons
demonstrated that 75% errors (M = -.88 µV, SD = 1.09) were similar to the 95% errors (M = -.71

µV, SD = 1.02). In addition, there was little difference between the 75% hits (M = -.43 µV, SD =
.69) and the 95% hits (M = -.44 µV, SD = .56). The waveforms for the C4, CP4, and FC4
electrodes by condition can be seen in Figure 36. The head maps for these can be seen in Figures
33, 34, 35, and 36.

Error for each robot reliability show a negative deflection at both approximately 170 ms. and
280 ms. whereas hits do not display two negative deflections.
Figure 33. ERP amplitudes for electrodes C4, CP4, and FC4 by condition.
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Colors indicate voltage levels and range from -3.0 µV in blue to positive 3.0 µV in red.
Figure 34. ERP head maps for electrodes C4, CP4, and FC4 in the 75% error condition during
100-200 ms.
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Colors indicate voltage levels and range from -3.0 µV in blue to positive 3.0 µV in red.
Figure 35. ERP head maps for electrodes C4, CP4, and FC4 in the 75% hit condition during 100200 ms.
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Colors indicate voltage levels and range from -3.0 µV in blue to positive 3.0 µV in red.
Figure 36. ERP head maps for electrodes C4, CP4, and FC4 in the 95% error condition during
100-200 ms.
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Colors indicate voltage levels and range from -3.0 µV in blue to positive 3.0 µV in red.
Figure 37. ERP head maps for electrodes C4, CP4, and FC4 in the 95% hit condition during 100200 ms.
Due to a visual difference between hits and errors for both robot types during the 280-380 ms.
timeframe, a repeated measures ANOVA was conducted on amplitude changes from baseline to
this time period (P3). Mauchly's Test of Sphericity indicated that the assumption of sphericity
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was violated, χ2(5) = 19.436, p = .002. As a result, the Greenhouse-Geisser estimates of
sphericity were used to correct the degrees of freedom (ɛ = .485). Results here demonstrated no
effect of stimulus type on the P3 wave changes from baseline (F(1.45,16.00) = 1.82, p = .20,
η2p = .142), wherein differences from baseline during the 95% reliable robot hits (M = 1.62 µV,
SD = 1.23) were larger than those of errors (M = .83 µV, SD = 4.02). This was similar to the
pattern of differences from baseline during the 75% reliable robot hits (M = 2.25 µV, SD = 1.76)
were larger than those of errors (M = 1.12 µV, SD = 2.54). Next, errors and hits were collapsed
across robot type for the P3 timeframe (280-380 ms.). There was no significant difference in the
change in amplitude from baseline (F(1,11) = 2.58 p = .14, η2p = .190) in that amplitude during
hits (M = 1.93 µV, SD = 1.41) were only slightly larger than that of errors (M = .98 µV, SD =
3.15).
Lastly, error positivity (Pe) was explored for the time periods of 400 to 500 ms. based on
an apparent change during visual inspection of the waveforms. A repeated measures ANOVA
was performed. Mauchly's Test of Sphericity indicated that the assumption of sphericity was
violated, χ2(5) = 32.887, p < .001. As a result, the Greenhouse-Geisser estimates of sphericity
were used to correct the degrees of freedom (ɛ = .392). Results here demonstrated a significant
effect of stimulus type on the Pe wave changes from baseline (F(1.18, 12.95) = 9.78, p = .006,
η2p = .471), wherein differences from baseline during the 95% reliable robot hits (M = .60 µV,
SD = .77) were smaller than those of errors (M = 4.06 µV, SD = 4.25). This was similar to the
pattern of differences from baseline during the 75% reliable robot hits (M = 1.32 µV, SD = 1.32)
were smaller than those of errors (M = 2.66 µV, SD = 2.23). Lastly, errors and hits were
collapsed across robot type for the Pe timeframe (400 -500 ms.). There was a significant
difference in the change in amplitude from baseline (F(1,11) = 12.64 p = .005, η2p = .535) in
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that amplitude following hits (M = .96 µV, SD = .95) was significantly smaller than that of errors
(M = 3.36 µV, SD = 3.20).
To establish there was a trend in ERN amplitude change that corresponds to trends in
reported trust, bivariate correlations were run across all 12 participants. Amplitude changes from
baseline to 100-200 ms. when watching the 75% reliable robot for the electrodes CP4, C4, and
FC4 were subtracted from those when watching the 95% reliable robot (M = .08, SD = .55).
Trust changes were calculated for the TPS-HRI and the TAS by subtracting trust in the 75%
reliable robot from that in the 95% reliable robot. The TPS-HRI changes (M = 7.60, SD = 11.37)
did not correlate to amplitude change differences (r = .29, p = .35) neither did the TAS (M =
6.92, SD = 4.78) (r = -.20, p = .54).
Experiment 2: Discussion
As hypothesized, participants showed greater trust for the 95% reliable robots than the
75% reliable robot, as measured by both the TAS and the TPS-HRI. Also, though stress showed
some differences, cognitive workload did not demonstrate any changes. In addition, as predicted,
a replicable ERN was observed during the time following robot errors. While a similar negative
deflection was seen following the robot making correct identifications (hits), it proved to be
smaller in magnitude than that while observing errors. This follows what was expected based on
correct response negativity (CRN); a small negative deflection in amplitude following correct
responses (see Luck, 2014; Vidal, Burle, Bonnet, Grapperson, & Hasbrouchq, 2003). This effect
may be related to response monitoring (Hajack, Moser, Yeung, & Simons, 2005). A visual
difference was observed at the point of a P3 wave (280 - 300ms.) where hits were larger than
errors. Though this result was not significant, P3 waves are known to be related to prevalence
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(Luck, 2014) and the hit conditions were more common than errors in this experimental
paradigm. Lastly, error conditions also produced error positivity following the two negative
deflections as seen in many error responses (Falkenstein et aI., 1990; Overbeek et al., 2005),
while hit conditions did not have this effect. Despite this, correlational trends between ERN
amplitudes and trust ratings did not demonstrate significant findings, thus may not be reliable
based on the analysis method used.
Traditionally, ERNs have been detected using centrally located electrodes due to the
ability to detect the signal without interference from eye movement (Sawyer, Karwowski,
Xanthopoulos, & Hancock, 2016; Salazar-Gomez, DelPreto, Gil, Guenther, & Rus, 2017;
Hajack, Moser, Yeung, & Simons, 2005). The robot feedback appeared in the upper left corner
of the video window; thus, participants had to shift their eyes to this upper left corner each time
the robot declared a hit or an error. This lateral eye movement may be an explanation for the
feedback location shift in the ERN. However, a magnetoencephalography study on the ERN and
its localization (Keil, Weisz, Paul-Jordanov, & Wienbruch, 2010) demonstrated similarities in
the topography in the ERN witnessed here in that they both show a shift to the right and are not
exclusively centrally located. Based on the findings here, it may be suggested that researchers
explore a wider cortical area for ERNs. This research should take into account robot feedback
location.
No data collection method is perfect, and despite finding the expected signal we, there
may have been some issues of concern. Participants may not have felt fully invested in the
performance of the robot. As there was no overt participant response required during the trial to
signify if errors and hits were recognized, it is possible participants may not have been fully
monitoring the robot processes. Each of these issues could have led to a weakened signal.
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CHAPTER 5: GENERAL DISCUSSION
Experimental Findings
The objective of the present work was to establish if there were both physiological and
neurological markers that corresponded to witnessed robot errors, and if these markers were
related to reported trust in those robots. The findings partially support the predicted outcomes in
that neurological markers correspond to robot errors. Thus, there was a reliable ERN that
occurred during robot errors but no significant changes in HrV or SC. Because correlations could
only be run based on overall neurological and physiological changes while watching each robot
type in combination with the trust scales for these robot types, responses to disparate robot
behaviors had to be lumped together (errors and hits). Thus, correlate effects for changes in trust
may not have been visible in this experimental method. However, with the reliable ERN, it is
possible that the potential correlation lies within the moment-to-moment changes in trust versus
the overall relationship with trust in a unit. Thus. future researchers should use multiple
measurements to see if EEG can predict SC or HrV changes while a participant is interreacting
with a robot. This potential should certainly be investigated.
Separate from this, our participant’s investment in their robotic counterparts was likely
quite low as they only needed to watch the robot complete a simple identification task. There
was no response required and no negative consequence for robot failures. I believe the reason we
did not see significant effects of robot failure on SC or HrV was because of this low investment.
I postulate that given an interaction task with a robot that has high stakes and large investment
will demonstrate these expected effects. This should be explored as future research as it is of
vital importance to integrated human-machine systems.
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Theoretical Implications
The facets of cognitive workload and stress were both measured here. It has been shown
that both of these variables can affect the way in which a person responds physiologically.
However, these measures did not, on the whole, have any significant changes in the data derived
from their reported scales. It is important to note that workload and stress can both increase and
decrease without a person’s overt knowledge of such (Hancock & Matthews, 2019), and
therefore not be reflected in all reported scores accurately. Yet, even without this self-awareness,
these measures can express themselves physiologically (Ekman, Levenson, &Friesen, 1983,
Wilson & Eggemeier, 1991). Due to this, it is vital to disentangle potential changes to
physiological profiles from those caused by the variables of interest. In particular, since we were
measuring changes based on phasic events rather than tonic, and these events were time-locked
to robot errors or hits, it is likely that the changes that were witnessed are exclusively related to
the purposeful manipulation, and not to stress or workload.
As physiological and neurological markers of trust are uncovered and better understood,
it may be possible to track concomitant changes in trust over time, in real time. This would
enable researchers to view the exact behaviors and interactions that have a direct effect on
human-robot relationships. In turn, robots could be programmed to alter or explain their behavior
in a way that would assist the human in properly calibrating their trust in that robot.
Practical Implications
The present results have a number of implications for practical implementation of robots
in our contemporary world. For example, in military training and combat, Adams (2019) has
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argued that wearable measurement is crucial. The military is already looking to monitor soldiers
during training as deaths during training since 2001 outweigh deaths in combat (Adams, 2018).
If soldier heart rate is already being monitored, that signal could be used tell more about the
soldier than previously thought. Despite the fact that HrV and SC did not show significance in
the predicted changes with the scenario presented, it is possible that further user investment or
actual partnership with a robot would then show these predicted effects. This could be especially
useful when used in concert with EEG, which does show potential for real time applications.
These suggestions surpass just military contexts and branch into personal use of robots and
automation. For example, any of these measures may prove helpful in concert with partially
automated and driverless vehicles. Drivers of partially automated vehicles and passengers of
those in fully driverless vehicles could be monitored for changes that would indicate a need for
the vehicle to alter the way it is performing. Of course, there are current limitations that prevent
this type of field data from being readily collected. However, we must anticipate improved
technological capabilities in the near future with experimental design.
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APPENDIX A
METRICS
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Trust in Automaton Scale
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Trust Perception Scale- Human Robot Interaction
PRE-SCALE
PARTCIPANT #

(Page 1
of 3)

Now that you have seen a picture of the robot you will be working with, please rate the
following items about this robot.
What % of the time will this 0

10

20

30

40

50

60

70

80

90

100

robot be…

%

%

%

%

%

%

%

%

%

%

%

1

o

o

o

o

o

o

o

o

o

o

o

Considered part of the
team

2

Built to last

o

o

o

o

o

o

o

o

o

o

o

3

Pleasant

o

o

o

o

o

o

o

o

o

o

o

4

Dependable

o

o

o

o

o

o

o

o

o

o

o

5

Unresponsive

o

o

o

o

o

o

o

o

o

o

o

6

Difficult to maintain

o

o

o

o

o

o

o

o

o

o

o

7

Responsible

o

o

o

o

o

o

o

o

o

o

o

8

A poor teammate

o

o

o

o

o

o

o

o

o

o

o

9

Predictable

o

o

o

o

o

o

o

o

o

o

o

10

Reliable

o

o

o

o

o

o

o

o

o

o

o
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11

Friendly

o

o

o

o

o

o

o

o

o

o

o

12

Considered separate

o

o

o

o

o

o

o

o

o

o

o

from the team
13

Conscious

o

o

o

o

o

o

o

o

o

o

o

14

A good teammate

o

o

o

o

o

o

o

o

o

o

o

15

Assigned tasks that are

o

o

o

o

o

o

o

o

o

o

o

critical to mission
success
16

Incompetent

o

o

o

o

o

o

o

o

o

o

o

17

Lifelike

o

o

o

o

o

o

o

o

o

o

o

18

Led astray by

o

o

o

o

o

o

o

o

o

o

o

unexpected changes in
the environment
19

Autonomous

o

o

o

o

o

o

o

o

o

o

o

20

Supportive

o

o

o

o

o

o

o

o

o

o

o
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Now that you have seen a picture of the robot you will be working with, please rate the
following items about this robot.
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What % of the time will this 0

10

20

30

40

50

60

70

80

90

100

robot …

%

%

%

%

%

%

%

%

%

%

%

21

Act consistently

o

o

o

o

o

o

o

o

o

o

o

22

Openly communicate

o

o

o

o

o

o

o

o

o

o

o

23

Require frequent

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

maintenance
24

Work with human
teammates

25

Clearly communicate

o

o

o

o

o

o

o

o

o

o

o

26

Protect people

o

o

o

o

o

o

o

o

o

o

o

27

Have errors

o

o

o

o

o

o

o

o

o

o

o

28

Have a face

o

o

o

o

o

o

o

o

o

o

o

29

Perform a task better

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

than a novice human
user
30

Operate in an integrated
team environment

31

Function successfully

o

o

o

o

o

o

o

o

o

o

o

32

Work best with a team

o

o

o

o

o

o

o

o

o

o

o

33

Act as part of the team

o

o

o

o

o

o

o

o

o

o

o

34

Malfunction

o

o

o

o

o

o

o

o

o

o

o

35

Move slowly

o

o

o

o

o

o

o

o

o

o

o
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36

Know the difference

o

o

o

o

o

o

o

o

o

o

o

between friend and foe
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Now that you have seen a picture of the robot you will be working with, please rate the
following items about this robot.

What % of the time will this 0

10

20

30

40

50

60

70

80

90

100

robot …

%

%

%

%

%

%

%

%

%

%

%

37

Provide feedback

o

o

o

o

o

o

o

o

o

o

o

38

Make sensible decisions

o

o

o

o

o

o

o

o

o

o

o

39

Perform many functions

o

o

o

o

o

o

o

o

o

o

o

at one time
40

Follow directions

o

o

o

o

o

o

o

o

o

o

o

41

Communicate with

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

people
42

Tell the truth
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43

Work in close proximity o

o

o

o

o

o

o

o

o

o

o

with people
44

Move quickly

o

o

o

o

o

o

o

o

o

o

o

45

Provide appropriate

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

information
46

Perform exactly as
instructed

47

Keep classified
information secure

48

Communicate only
partial information

49

Possess adequate
decision-making
capability

50

Meet the needs of the
mission

51

Work best alone

o

o

o

o

o

o

o

o

o

o

o

52

Warn people of

o

o

o

o

o

o

o

o

o

o

o

potential risks in the
environment

POST-SCALE
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Now that you have interacted with the robot, please rate the following items about this
robot.
What % of the time will

0

10

20

30

40

50

60

70

80

90

100

this robot be…

%

%

%

%

%

%

%

%

%

%

%

1

o

o

o

o

o

o

o

o

o

o

o

Considered part of
the team

2

Responsible

o

o

o

o

o

o

o

o

o

o

o

3

Supportive

o

o

o

o

o

o

o

o

o

o

o

4

Incompetent

o

o

o

o

o

o

o

o

o

o

o

5

Dependable

o

o

o

o

o

o

o

o

o

o

o

6

Friendly

o

o

o

o

o

o

o

o

o

o

o

7

Assigned tasks that

o

o

o

o

o

o

o

o

o

o

o

are critical to
mission success
8

Reliable

o

o

o

o

o

o

o

o

o

o

o

9

Pleasant

o

o

o

o

o

o

o

o

o

o

o

10

Built to last

o

o

o

o

o

o

o

o

o

o

o

11

Unresponsive

o

o

o

o

o

o

o

o

o

o

o

12

Autonomous

o

o

o

o

o

o

o

o

o

o

o
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13

Predictable

o

o

o

o

o

o

o

o

o

o

o

14

Considered separate

o

o

o

o

o

o

o

o

o

o

o

from the team
15

Difficult to maintain

o

o

o

o

o

o

o

o

o

o

o

16

Conscious

o

o

o

o

o

o

o

o

o

o

o

17

A poor teammate

o

o

o

o

o

o

o

o

o

o

o

18

Lifelike

o

o

o

o

o

o

o

o

o

o

o

19

A good teammate

o

o

o

o

o

o

o

o

o

o

o

20

Led astray by

o

o

o

o

o

o

o

o

o

o

o

unexpected changes
in the environment
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Now that you have interacted with the robot, please rate the following items about this
robot.
What % of the time will

0

10

20
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40
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70

80

90

100

this robot …

%

%

%

%

%

%

%

%

%

%

%

21

o

o

o

o

o

o

o

o

o

o

o

Act consistently
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22

Work with human

o

o

o

o

o

o

o

o

o

o

o

teammates
23

Protect people

o

o

o

o

o

o

o

o

o

o

o

24

Act as part of the

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

team
25

Function
successfully

26

Have a face

o

o

o

o

o

o

o

o

o

o

o

27

Work best with a

o

o

o

o

o

o

o

o

o

o

o

team
28

Move slowly

o

o

o

o

o

o

o

o

o

o

o

29

Malfunction

o

o

o

o

o

o

o

o

o

o

o

30

Clearly communicate o

o

o

o

o

o

o

o

o

o

o

31

Operate in an

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

33

Openly communicate o

o

o

o

o

o

o

o

o

o

o

34

Have errors

o

o

o

o

o

o

o

o

o

o

integrated team
environment
32

Require frequent
maintenance

o
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35

Perform a task better

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

than a novice human
user
36

Know the difference
between friend and
foe
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Now that you have interacted with the robot, please rate the following items about this
robot.
What % of the time will
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this robot…

%

%

%

%

%

%

%

%

%

%
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37

Provide Feedback

o

o

o

o

o

o

o

o

o

o

o

38

Work best alone

o

o

o

o

o

o

o

o

o

o

o
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39

Possess adequate

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

decision-making
capability
40

Warn people of
potential risks in the
environment

41

Meet the needs of
the mission

42

Provide appropriate
information

43

Communicate only
partial information

44

Communicate with
people

45

Keep classified
information secure

46

Move quickly

o

o

o

o

o

o

o

o

o

o

o

47

Perform exactly as

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

instructed
48

Make sensible
decisions
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49

Work in close

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

proximity with
people
50

Perform many
functions at one time

51

Follow directions

o

o

o

o

o

o

o

o

o

o

o

52

Tell the truth

o

o

o

o

o

o

o

o

o

o

o

Demographics
Gender (please circle one)

Male

Female

Year in School (please circle one)
Freshman

Sophomore

Age (please circle one)

18

Junior
19

20

Senior
21

22

Other_____
Other ________

Ethnicity (please circle one)
Caucasian

African-American

American Indian

Alaskan Native

Asian

Native Hawaiian or Pacific Islander

Hispanic

Other ______________________

Have you ever watched a movie/tv show that includes robots?

Yes

No

How many movies/tv shows have you watched that includes robots?
0
1-5
6-10
Have you ever interacted with a robot?

Yes

10 or more
No

Please describe the robot(s):
________________________________________________________________________
Have you ever built a robot?
Yes
No
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Please describe the robot you built:
________________________________________________________________________
Have you ever controlled a robot?
Yes
No
If so, what did you use to control the robot? Please circle all that apply.
Voice/Speech
Video Game Controller
Picture Cards
R/C Controller
Other ______________________________________
Please describe the robot you controlled:
________________________________________________________________________

Negative Attitudes Towards Robots Scale
NARS
PARTICIPANT #
Please rate your agreement with the following statements based on your personal beliefs about
robots.

1
2
3
4
5

I would feel uneasy if robots really had
emotions
Something bad might happen if robots
developed into living beings
I would feel relaxed talking with robots
I would feel uneasy if I was given a job
where I had to use robots
If robots had emotions, I would be
able to make friends with them
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Strongly
Disagree
o

Neutral
o

o

o

Strongly
Agree
o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

6
7
8
9

10
11
12
13
14

I feel comforted being with robots that
have emotions
The word ‘‘robot’’ means nothing to
me
I would feel nervous operating a robot
in front of other people
I would hate the idea that robots or
artificial intelligences were making
judgments about things
I would feel very nervous just standing
in front of a robot
I feel that if I depend on robots too
much, something bad might happen
I would feel paranoid talking with a
robot
I am concerned that robots would be a
bad influence on children
I feel that in the future society will be
dominated by robots

o

o

o

o

o

o

o

o
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o

o
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o

o
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o

o

o

o

o

o

o

o

o

o

o

Dundee Stress State Questionnaire (Pre)
These questions are concerned with your feelings and thoughts at the moment. Please answer
every question, even if you find it difficult. Answer, as honestly as you can, what is true of you.
Please do not choose a reply just because it seems like the 'right thing to say'. Your answers will
be kept entirely confidential. Also, be sure to answer according to how you feel AT THE
MOMENT. Don't just put down how you usually feel. You should try and work quite quickly:
there is no need to think very hard about the answers. The first answer you think of is usually the
best.
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Definitely False

Somewhat False

Neither True nor
False

The content of
the task will be
dull.
I feel relaxed.

I am determined
to succeed on
the task.
I feel tense.

Generally, I feel
in control of
things.
I am reflecting
about myself.

My attention
will be directed
towards the
task.
I am thinking
deeply about
myself.
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Somewhat True

Definitely True

I feel energetic.

I am thinking
about something
that happened
earlier to day.
I expect that the
task will be too
difficult for me.
I will find it
hard to keep my
concentration on
the task.

Dundee State Stress Questionnaire (Post)
This questionnaire is concerned with your feelings and thoughts while you were performing the
task. Please answer every question, even if you find it difficult. Answer, as honestly as you can,
what is true of you. Please do not choose a reply just because it seems like the 'right thing to say'.
Your answers will be kept entirely confidential. Also, be sure to answer according to how you
felt WHILE PERFORMING THE TASK. Don't just put down how you usually feel. You should
try and work quite quickly: there is no need to think very hard about the answers. The first
answer you think of is usually the best.
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Definitely False

Somewhat False

Neither True nor
False

The content of
the task was
dull.

I felt relaxed.

I was
determined to
succeed on the
task.
I felt tense.

Generally, I felt
in control of
things.

I reflected about
myself.

I felt energetic.
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Somewhat True

Definitely True

I thought about
something that
happened earlier
today.
I found the task
too difficult for
me.

I found it hard
to keep my
concentration on
the task.
I thought about
personal
concerns and
interests.
I felt confident
about my
performance.

I examined my
motives.
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NASA Task Load Index
Please answer the following list of questions about what you experienced during the
experiment.
Ver

Ver

y

y

Lo

Hig

w

h

How
mentally
demandi
ng was
the task?
How
physicall
y
demandi
ng was
the task?
How
hurried or
rushed
was the
pace of
the task?
How hard
did you
have to
work to
accompli
sh your
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Ver

Ver

y

y

Lo

Hig

w

h

level of
performa
nce?
How
insecure,
discoura
ged,
irritated,
stressed,
and
annoyed
were
you?
How
successf
ul were
you in
accompli
shing
what you
were
asked to
do?

Please select the item that in your opinion contributes the most to workload:
Physical Demand

Temporal Demand

Please select the item that in your opinion contributes the most to workload:
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Physical Demand

Mental Demand

Please select the item that in your opinion contributes the most to workload:
Physical Demand

Performance

Please select the item that in your opinion contributes the most to workload:
Physical Demand

Effort

Please select the item that in your opinion contributes the most to workload:
Physical Demand

Frustration

Please select the item that in your opinion contributes the most to workload:
Mental Demand

Temporal Demand

Please select the item that in your opinion contributes the most to workload:
Mental Demand

Performance

Please select the item that in your opinion contributes the most to workload:
Mental Demand

Effort

Please select the item that in your opinion contributes the most to workload:
Mental Demand

Frustration

Please select the item that in your opinion contributes the most to workload:
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Temporal Demand

Performance

Please select the item that in your opinion contributes the most to workload:
Temporal Demand

Effort

Please select the item that in your opinion contributes the most to workload:
Temporal Demand

Frustration

Please select the item that in your opinion contributes the most to workload:
Performance

Effort

Please select the item that in your opinion contributes the most to workload:
Performance

Frustration

Please select the item that in your opinion contributes the most to workload:
Effort

Frustration
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