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Summary
The growth of digital information in this era demands us to push the limit of the data
storage technology. Magnetic hard disk drive with its long history of development, still
play a major role in the current data storage industry. Thus, it is crucial for us to increase
the magnetic hard disk storage limit to meet the future demand for data storage.
The capability of magnetic hard disk drive relies on its areal density limit. The mag-
netization behavior of magnetic grains shall determine the areal density limit we can
achieve. The Landau-Lifshitz-Gilbert equation can be used to investigate the magne-
tization dynamics in the presence of different magnetic interactions. In this thesis, the
micromagnetic model, which can describe the magnetic interactions of magnetic materi-
als at the microstructure scale, will be presented. The Landau-Lifshitz-Gilbert equation,
together with the effective magnetic fields determined by the micromagnetic model, will
be derived as well.
For the simulation results of this work, we have developed a finite difference based
micromagnetic simulation package based on the Landau-Lifshitz-Gilbert equation. Our
developed micromagnetic package have been validated against the standard micromag-
netic problems proposed by the micromagnetic research community. The challenges
v
faced in the design of high density magnetic recording schemes will be studied based on
our micromagnetic simulation results.
In order to increase the areal density of magnetic hard disk drive, we can scale down
the magnetic grain size. Small grain size requires magnetic materials with high crys-
talline anisotropy such as FePt to be thermally stable. But surface anisotropy that op-
poses crystalline anisotropy can become significant for highly packed grains. Taking
into account of the surface anisotropy effect, we shall estimate the FePt grain size re-
quired for rectangular, circular, and hexagonal grain structures based on the thermal
stability analysis. In order to understand the switching field property of grains in the
presence of surface anisotropy effect, we use the developed micromagnetic code to pre-
dict the required switching fields for FePt granular media. Our results suggest that the
rectangular grains can be more closely packed as compared to circular and hexagonal
grains. Meanwhile, our study indicates that the surface anisotropy effect can reduce the
required switching fields at the rate of around 20%.
Magnetic grains with higher crystalline anisotropy impose the constraint that a stronger
magnetic field is required to write the information on the magnetic grains. A novel writ-
ing scheme, microwave-assistedmagnetic recording scheme, has been proposed to assist
the writing process. On the other hand, a novel media structure design, segmented per-
pendicular media structure, can achieve a smaller switching field as compared to the con-
ventional media structure. In the last part of this thesis, we investigate the performance
of microwave-assisted magnetic recording scheme which is applied to segmented per-
pendicular media. We have included two types of microwave fields, sinusoidal and finite
bandwidth square microwaves for our study. Our study aims to understand the assisted
switching field behavior with respect to the property of segmented perpendicular media.
vi
Our results indicate that the sinusoidal microwave field could be more practical than the
square microwave field for this recording scheme. The required assisted frequency of
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In this chapter, we shall present the background and motivation for our study of high
density magnetic recording schemes. We shall address the importance of achieving high
density magnetic hard disk drive (HDD). Research and development of high density
magnetic recording schemes impose the challenges of tri-lemma issue which is due to
the three conflicting requirements: Writability, thermal stability, and signal-to-noise ra-
tio of HDD configuration. We shall present the tri-lemma issue faced by the community
of HDD and the brief review of the current state of the art of HDD. In this thesis, we
shall focus on the investigation of the thermal stability based on an analytical model and
writability requirements for high density recording schemes based on micromagnetic
simulation. Finally, we present the organization of this thesis for our readers.
1
Chapter 1. Introduction and background
1.1 Background and motivation
In the year 2011, International Data Corporation (IDC), a premier global provider of
advisory services for the information technology, published a report detailing the growth
trend of worldwide digital information [1]. Figure 1.1 illustrates the trend of digital
information created. The report suggests that in the year 2011, the amount of digital
information created would have reached 1.8 zettabytes. The information created has a
growing factor of nine in just five years.
Figure 1.1: The IDC report illustrates the growth trend of digital information from the
year 2005 to the year 2015. Approximately eight thousands exabytes storage of digital
information is expected in the year 2015. (Courtesy of Ref. [1])
The IDC report claims that cloud services promote the fast-growing of digital infor-
mation in this decade. Figure 1.2 illustrates the predicted amount of information created
by cloud services with respect to the total digital universe information in the year 2015.
2
Chapter 1. Introduction and background
According to the report, we expect the number of worldwide servers (virtual and phys-
ical) will increase by a factor of 10 over the next decade. Hence, the amount of infor-
mation managed by data centers shall increase by a factor of 50 [1]. Although not all
information created is important enough for us to store permanently, the increasing reg-
ulatory requirements for information retention has spurred our expectation on the future
storage capacity.
Figure 1.2: Prediction for the year 2015: Approximately 2.2 zettabytes of informa-
tion (nearly 20% of the total digital information) created are related to cloud services
(Courtesy of Ref. [1]).
In relation to the huge information storage required for the digital universe of today,
it is important for us to increase the capability of HDD. For magnetic hard disk, in-
formation is stored as magnetization patterns with opposite directions (up or down to
indicate a binary bit) in a magnetic thin-film. A group of neighboring grains with uni-
form magnetization pattern represent a bit of information storage. The spatial size of a
bit defines the areal density of magnetic HDD. The enhancement of the magnetic hard
3
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disk capability is mainly due to the increment of hard disk areal density.
However, the continuous increase of magnetic data storage density imposes a tri-
lemma scenario on designing an ultra-high density HDD. Tri-lemma scenario requires
us to obtain a justified tradeoff among the signal-to-noise ratio (SNR), the thermal sta-
bility of recording bits, and the head write capability of magnetic hard disk [2]. SNR
is a key index that decides the performance of a system and it is proportional to the
number of grains per bit for magnetic hard disk [3]. In order to preserve the SNR of a
magnetic hard disk, the number of grains per bit must be preserved. Therefore, if we
try to increase the areal density, the increment must be associated with the decrement of
magnetic grain size. On the other hand, the thermal stability of recording bits is mainly
constrained by the phenomenon of superparamagnetism whereby magnetic grains be-
have like paramagnetic atoms at high temperature due to thermal agitation [4]. The
changes of magnetization configuration in magnetic grains will lead to loss of original
information. For small magnetic grains to be thermally stable, high anisotropy medium
such as FePt is required to overcome this thermal agitation effect [5]. If the medium
has high perpendicular uniaxial anisotropy, its coercivity will increase. The coercivity
will determine the field strength required to fully reverse and saturate the magnetiza-
tion patterns of grains in a bit. Due to the current maximum magnetization of magnetic
material, the current write head design imposes the limit of maximum attainable field
strength to be around 24 kOe [6]. It imposes a constraint on the writability of HDD.
Hence, designing a high density magnetic recording scheme requires us to optimize the
magnetic hard disk configuration with respect to these three conflicting requirements.
Since the invention of HDD, longitudinal magnetic recording technology, which has
magnetization preferred orientation along the plane of recording medium, has been the
4
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major HDD technology. During the period of 2005-2007, we started to witness the intro-
duction of an innovative HDD recording technology, perpendicular magnetic recording.
Perpendicular magnetic recording technology has magnetization preferred orientation
being orthogonal to the surface of recording medium and it has further enhanced the
magnetic recording limit [7, 8]. The recent commercially available HDD product, de-
veloped by Seagate, has an areal density of 625 Gb/in2 [9]. In the future, the areal
density of HDD should reach the regime of 1 Tb/in2 and it may be increased up to 10
Tb/in2.
Even with the introduction perpendicular magnetic recording technology, we cannot
prevent the thermal stability challenges imposed by superparamagnetism. We expect
that high anisotropy magnetic media will be used for future HDD and the current write
head is not capable to change the magnetic information of this type of hard magnetic
media. Based on the signal processing analysis, the conventional magnetic recording
scheme, which only applies a magnetic field to change the magnetization pattern di-
rectly, is said to have a limiting areal density of 1 Tb/in2 [10]. In recent years, the HDD
community has proposed novel magnetic recording schemes in order to beat the super-
paramagnetic challenges and achieve magnetic data storage with areal density beyond 1
Tb/in2. These novel schemes include heat-assisted magnetic recording (HAMR) [11, 12]
and microwave-assisted magnetic recording (MAMR) [13–15]. HAMR and MAMR
are considered candidates of energy-assisted magnetic recording (EAMR) schemes in
which external energy such as thermal energy or microwave energy is applied to assist
the switching process of hard magnetic layer. These proposed schemes share a common
footprint that their objective is to assist the switching process of high anisotropy media
and thus the required writing field strength is reduced. For example, MAMR requires
5
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an advanced writer design which can generate an AC field with a resonance frequency
to reduce the energy barrier of switching process.
Besides the EAMR schemes, novel media structure designs such as exchange coupled
composite (ECC) media [16, 17] and segmented perpendicular media (SPM) [18] have
been proposed. ECC and SPM have newmedia structure designs with multiple magnetic
recording layers of different anisotropy constants. These novel media structure designs
can attain lower switching field for its recording layer. These proposals aim to solve the
writability issue imposed by hard magnetic grains for future Tb/in2 areal density.
Reference [19] suggests that for data storage with capability of Tb/in2 regime, we
expect a magnetic grain size of < 5 nm. Current magnetic HDD products consist of per-
pendicular thin-film media as magnetic storage layers. For conventional magnetic HDD,
each storage layer comprises a layer of CoCrPt grains with well-defined oxide grain
boundaries [20, 21]. The surface of transition metals exhibit strong magnetic anisotropy
and the anisotropy easy axis is perpendicular to the surface boundary. The surface
anisotropy effect, which opposes to the perpendicular uniaxial anisotropy, defines the
storage pattern of perpendicular magnetic recording product. The surface anisotropy ef-
fect will be dominant at Tb/in2 areal density regime and its effect is not negligible. We
are interested to investigate the surface anisotropy effect on the grain size required for a
thermally stable HDD and the writing field strength for magnetic grains.
In view of the writability challenge, we would like to investigate the magnetization re-
versal of recording layer realized by MAMR applied to the SPM structure. Both MAMR
and SPM can allow us to reduce the required switching field as compared to the conven-
tional recording scheme. The main reason for us to consider an integration of MAMR
6
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and SPM is based on our prediction that the magnetization reversal process of the top
magnetic layer of SPM can be assisted by microwave fields. Consequently, the mag-
netization reversal of the bottom recording layer can be assisted by the magnetization
reversal of soft layer. In this manner, a further reduction of the switching field may be
attained based on the integration of MAMR and SPM.
Here, we summarize the objectives of our study in this thesis. We assume that the
SNR of our recording system can be preserved where we maintain the ratio of number
of grains per recording bit. Our aim is to study the thermal stability and writability chal-
lenges imposed by HDD with Tb/in2 areal density capacity. Surface anisotropy effect
is not negligible at this density regime and we shall determine its effect on the stability
of magnetic based on a simple analytical model. In order to evaluate the switching field
required in the presence of surface anisotropy effect, we perform micromagnetic simu-
lation to investigate the magnetization dynamics of our system. Finally, we shall study
the integration scheme of MAMR and SPM with the hope that the writability of hard
magnetic media can be improved.
1.2 Organization of this thesis
Starting from the chapter 2, we first introduce the theoretical framework of micromag-
netic simulation. The assumptions and the calculations of magnetic system’s Gibbs free
energy in the micromagneticmodel shall be discussed. We shall derive the semi-classical
dynamic equation, Landau-Lifshitz-Gilbert (LLG) equation, which is used to investigate
magnetization dynamics in this thesis.
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Chapter 3 shall emphasize the implementation of numerical simulation based on the
micromagnetic model. The finite difference based micromagnetic modeling will be pre-
sented. We shall discuss the main computational challenge which is due to the expen-
sive computational cost of magnetostatic field calculation and howwe can overcome this
challenge with the discrete convolution method. We shall validate our micromagnetic
code based on two common micromagnetic problems.
Investigation of the thermal stability of magnetic grains with different granular ge-
ometries will be carried out in chapter 4. Our investigation aims to estimate the magnetic
grain size required for future magnetic recording with an areal density of Tb/in2 and we
have included the surface anisotropy effect in the analysis. We shall apply micromag-
netic modeling to determine the switching field performance of magnetic grains in the
presence of surface anisotropy.
Chapter 5 shall discuss the application of MAMR scheme on SPM. Two different
types of microwave fields, pure sinusoidal microwave field and finite bandwidth square
microwave field, have been used to assist the switching process of segmented media
in our study. The dependence of assisted frequencies on the inter-segment exchange
coupling of SPM shall be determined by the micromagnetic modeling.
Finally, chapter 6 concludes this thesis with a summary of the main results and rec-




In this chapter, we shall present an overview of the micromagnetic model [22, 23]. We
begin our presentation with the continuum hypothesis adopted by the micromagnetic
model. The continuum hypothesis suggests that the magnetic behavior of a ferromagnet
can be described by magnetizations. The magnetic interactions that take place within
a ferromagnet can be measured by a thermodynamic potential, the Gibbs free energy.
Given the functional forms of the Gibbs free energy, we can derive the effective mag-
netic fields that correspond to different magnetic interactions within a ferromagnet. The
derived magnetic fields include Zeeman, anisotropy, exchange, and magnetostatic fields.
Zero Kelvin temperature has been assumed for the magnetic interactions’ Gibbs free
energies and this temperature limit agrees with the assumption required by the Landau-
Lifshitz-Gilbert (LLG) equation. The semi-classical dynamic equation (LLG equation),
together with the effective magnetic fields derived, can be used to determine magnetiza-
tion dynamics.
9
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2.1 Continuum hypothesis
A ferromagnetic body can consist of a large number of magnetic domains. Inside a
ferromagetic body, the magnetic domain refers to a small volume element that contains
a huge number of magnetic moments, µ. Let us consider a small volume element, δV ,







where r denotes the position vector of δVr within the ferromagnet and N is the total
number of magnetic moments within the δVr. M(r) represents the volume average of
the total magnetic moment in the δVr. Continuum hypothesis suggests that M(r) is a
continuous function of r. Hence, the size of δVr should be small enough to ensure that
the volume average magnetic moment varies smoothly across the small volume elements
of a ferromagnet [23].
We shall always assume that the norm of M(r) is a constant in the presence of mag-
netic interaction processes. This condition is strictly true only under an isothermal pro-
cess in which the temperature of a system remains constant [23]. In this thesis, we do
not consider complex situation that deals with magnetic system of changing temperature.
Hence, we can rewriteM(r) as
M(r) = Ms m(r), (2.2)
10
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whereMs is the saturationmagnetization (cgs unit of emu/cm3) of a ferromagnet. m(r) =
mxex+myey +mzez is the magnetization unit vector. In this case, we express them(r)
in cartesian unit vectors, ei, and the magnetization components along ei asmi (i denotes
x, y, and z, respectively).
The continuum hypothesis allows the micromagnetic model to investigate magnetic
phenomena at a spatial scale that extends from nanometers to microns [22, 23]. The sizes
of magnetic domains agree with the length scale of the micromagnetic model. Under-
standing the magnetization dynamics of magnetic domains by micromagnetic modeling
is crucial for magnetic hard disk research.
2.2 Micromagnetic free energy
Based on the Second Law of thermodynamics, we can conclude that the transformation
of Gibbs free energies of ferromagnetic systems satisfies the following inequality [24]
∆G = Gf −Gi ≤ 0, (2.3)
whereGf andGi refer to the Gibbs free energies of the final and the initial ferromagnetic
systems, respectively. The inequality implies that the Gibbs free energy of a ferromag-
netic system has to decrease towards a minimum. At equilibrium condition, the slight
changes of magnetization configuration within a ferromagnet do not result in the trans-
formation of the Gibbs free energies. We can determine the equilibrium condition by
imposing that the Gibbs free energy is stationary with respect toM:
11




The Gibbs free energy of a ferromagnetic system provides useful information on the
behavior of M. For example, for a ferromagnet in the presence of a strong magnetic
field, the Gibbs free energy profile will have a minimum extremum. The magnetization
configuration at this point represents the equilibrium state where magnetizations are
aligned parallel to the applied field axis. For a complicated ferromagnetic system, the
Gibbs free energy profile may have several local minima that correspond to metastable
equilibria [25].
Magnetizations in magnetic domains experience different types of magnetic interac-
tions and these interactions will determine the magnetization configuration of a ferro-
magnet. The magnetic interactions include short-range interactions such as Heisenberg
exchange interaction and long-range interactions such as magnetostatic interaction be-
tween magnetic domains. In this thesis, we have assumed the temperature of Gibbs
free energies for magnetic interactions is zero Kelvin. This assumption agrees with the
approximation required by the phenomenological equation, the LLG equation, which
shall be discussed in the last section of this chapter. In the following subsections, we
shall present the micromagnetic free energy functional forms for four types of magnetic
energies: Zeeman, anisotropy, exchange and magnetostatic energies.
12
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2.2.1 Zeeman energy
For a magnetic recording scheme, magnetizations of magnetic grains define the bits of
information. We can change the information stored within magnetic grains by applying
a magnetic field to change the state ofM. A strong uniaxial magnetic field can alignM
of magnetic grains such thatM will be parallel to the applied field axis. In the literature,
Zeeman energy refers to the free energy of magnetic moments in the presence of an




M ·Ha dV, (2.5)
where we have added together the energy contribution of magnetic grains over the whole
volume, V , of a ferromagnet.
2.2.2 Anisotropy energy
For a ferromagnet with particular type of crystal structure, it will have a well-defined
lattice structure and symmetry. The magnetic moments of the atoms located at the lat-
tice points of a ferromagnet experience spin-orbit coupling effect and give rise to an
anisotropic effect. Because of the anisotropic effect, a ferromagnet tends to align its
magnetization along preferred directions even in the absence of applied fields. The di-
rections favored by magnetization are known as the easy axes of a ferromagnet.
13
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We can introduce a phenomenological free energy to account for the anisotropic ef-
fect. The most common anisotropic effect is uniaxial anisotropy which has single easy









2 θ +K2 sin
4 θ +K3 sin
6 θ + . . .] dV, (2.6)
where the anisotropy free energy density, fan, assumes an even function of sin θ [26].
θ refers to the angle deviation between the m(r) and the easy axis of each δVr. In
this case, we sum up the anisotropy energy contribution from every m(r) within the
whole volume. K1, K1, K3, . . . , are the anisotropy constants sharing the same physical
dimension of energy per unit volume (erg/cm3).
For simplicity, we limit our discussion to the second order term of sin θ only. In this




















where ean(r) is the easy axis unit vector for δVr within a ferromagnet. Apart from the
uniaxial anisotropy, a ferromagnet can exhibit different kinds of anisotropic effects such
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as cubic anisotropy and hexagonal anisotropy. We refer our readers to Ref. [29] for
further discussion on the anisotropic effect of magnetic domains.
2.2.3 Exchange energy
The magnetic moments of a δVr are associated to the atoms positioned at their lattice
sites. To be more specific, magnetic moments originate from the magnetic spin mo-
menta of electrons. Quantum model like Heisenberg exchange Hamiltonian suggests
that a strong coupling force exists between a pair of neighboring spins [27]. The cou-
pling force, known as exchange interaction force in the literature, tends to align the
neighboring spins at atomic spatial scale. In view of the continuum analysis, short-
range exchange force can result in a small magnetic region with uniform magnetization
and we refer the region as a magnetic domain.
The micromagnetic model concerns how the atomic scale exchange interaction model
can be applied to a larger scale, microstructure scale, where the magnetizations of mag-
netic domains interact with each other. A model proposed by Landau and Lifshitz in
Ref. [22] suggests that the exchange interaction energy term should penalize magnetiza-
tion disuniformity found in a ferromagnet. Magnetic disuniformity can be characterized
by the gradients of magnetization components. For a cubic cell with isotropic symme-
try, the exchange energy term is an even power series of the gradients of magnetization
components [28]. If we truncate the power series and keep the second order term only,
we can write the exchange energy, Eex, as
15








A[(∇mx)2 + (∇my)2 + (∇mz)2] dV , (2.8)
where A is the exchange constant which has a unit of erg/cm. ∇mx refers to the gra-
dient of the x-component of magnetization. A has dependence on lattice structures
(body-centered, face-centered cubic crystals) and its order of magnitude can be esti-
mated theoretically [29]. Typical values of A for ferromagnetic materials are in the
order of 10−6 erg/cm.
2.2.4 Magnetostatic energy
The magnetization of a magnetic domain defines the net magnetic dipole moment. The
magnetic dipole moment will generate long-range magnetostatic fields on the other mag-
netic domains. In this manner, the magnetostatic field contributes to a non-local effect.
The magnetostatic field plays an important role in the formation of magnetic domains
within a ferromagnet [22, 30].
The resultant magnetostatic field, Hm, at a given point within the ferromagnet is a
sum of magnetostatic fields generated by M of magnetic domains. Maxwell equations
can relateHm andM of magnetic domains based on the following equations:
16
Chapter 2. The micromagnetic model


∇ ·Hm = −4π∇ ·M inside V.
∇ ·Hm = 0 outside V.
∇×Hm = 0.
(2.9)
In this case, the curl of Hm equals to zero indicates the situation where we have as-
sumed zero current source within a ferromagnet. The boundary conditions at the surface
boundary, S, of a ferromagnet are


n · [Hm]S = 4πn ·M.
n× [Hm]S = 0.
(2.10)
n denotes the vector pointing outward normal to the surface boundary.
In order to evaluate the total magnetostatic energy, Em, of a ferromagnet, we will sum






M ·Hm dV , (2.11)
2.3 Effective magnetic fields
The total free energy of a ferromagnet results from the four interactions discussed in
section 2.2 can be expressed as
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M ·Hm} dV, (2.12)
where we have written the exchange interaction energy density components into a com-
pact form as A(∇m)2. By taking the first order variation of the total free energy, δG,
with respect to the changes in magnetization vector fields, δm, we can derive the effec-
tive magnetic fields acting on a ferromagnet [23].




MsHa · δm dV, (2.13)
where we recall the fact thatM = Msm.










2K1 [m · ean(r)] ean(r) · δm dV . (2.14)
The first order variation of the exchange energy (Eq. 2.8) is
δEex = Eex(m+ δm)− Eex(m) =
∫
V
2A∇m · ∇δm dV, (2.15)
in which we interpret∇m · ∇δm as∇mx · ∇δmx +∇my · ∇δmy +∇mz · ∇δmz. Let
us consider the derivative of x-component since the derivatives of y and z-component
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∇mx · ∇δmx dV =
∫
V
[∇ · (δmx∇mx)− δmx∇ · (∇mx)] dV . (2.16)
In the derivation of Eq. (2.16), we have used the vector identity v · ∇f = ∇ · (fv)−
f∇·v in which v is a vector and f is a scalar function. Based on the divergence theorem,
the first term in Eq. (2.16) can be written as a surface integral over the boundary:
∫
V





· δmx dS, (2.17)
where n is the vector pointing outward normal to the boundary S of a ferromagnet.










· δm dS. (2.18)







[δm ·Hm +m · δHm] dV. (2.19)
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MsHm · δm dV. (2.20)
Now we are ready to evaluate the first order variation of the total micromagnetic free
energy. Based on Eq. (2.13, 2.14, 2.18, 2.20), we can express the first order variation of













· δm dS. (2.21)
In Section 2.1, we mentioned that the norm of a magnetization vector remains constant
and this imposes the constraint of |m + δm| = 1 or m2x + m2y + m2z = 1. Hence, the
variation ofm must be a rotation of a unity vector and we can express δm as
δm = m× δ~θ, (2.22)
where ~θ is an elementary rotation of angle δθ. If we substitute Eq. (2.22) into Eq. (2.21),
we obtain δG as
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· δ~θ dS. (2.23)
For the derivation of Eq. (2.23) from Eq. (2.21), we have used the vector identity
a · (b× c) = c · (a× b) = −c · (b× a) in which b = m, c = δ~θ and a is the square
bracket term of the volume integral in Eq. (2.21).
Equation (2.4) suggests that δG = 0 at an equilibrium condition and Eq. (2.23) equals
to zero if and only if







Note that at the surface boundary, we have ∂m
∂n
×m = 0. But the vectors m and ∂m
∂n





= 0 agrees with the Neumann surface boundary condition which is
common in solving boundary value problems.
We can rewrite Eq. (2.24a) as m×Heff = 0 in which the effective field, Heff , takes
the form of
Heff = Ha +Han +Hex +Hm. (2.25)
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In this case, we have normalized Eq. (2.24a) by divingMs on both sides of the equation.












The applied magnetic field and the magnetostatic field are still defined as Ha and Hm,
respectively.
Equations (2.24) suggest the equilibrium condition for a ferromagnetic system. Equa-
tions (2.24) are known as Brown’s equations in the literature [23]. Brown’s equations
suggest that the torque exerted on magnetization,m×Heff , vanishes at the equilibrium
condition.
2.4 Landau-Lifshitz-Gilbert dynamic equation
In section 2.3, we have introduced the effective magnetic fields acting on a ferromagnet
due to different magnetic interactions. We have derived the effective fields based on
a variational method that minimizes the micromagnetic free energy of a ferromagnetic
system. Minimization of the Gibbs free energy enables us to determine the equilibrium
configuration of a ferromagnet. We can minimize the Gibbs free energy by a quasi-static
approach that determines the optimized configuration by searching the magnetization
configuration phase space. Quasi-static approach can be realized without considering
the actual time evolution of magnetization.
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However, magnetic recording research concerns the dynamics of magnetization. For
example, the switching time of recording bits will determine the data rate of the writing
process in a magnetic storage device. We need a dynamic model that simulates the time
evolution of magnetization configuration for a ferromagnet. In the year 1935, Landau
and Lifshitz proposed a phenomenological dynamic equation to study magnetization
dynamics [22]. The equation was later modified by Gilbert in the year 1955 and the
modified equation has been known as the Landau-Lifshitz-Gilbert (LLG) equation [32].
In this section, we will present both the Landau-Lifshitz equation and the LLG equation.
Quantum mechanics suggests that the electron spin magnetic momentum, µ, is pro-
portional to its angular momentum, L. The proportional relationship is
µ = −γL, (2.27)
where γ ≈ 1.7609 × 107 s−1Oe−1 is the absolute value of the gyromagnetic ratio of
an electron. On the other hand, for a magnetic moment in the presence of an effective
magnetic field, the torque exerted on the magnetic moment is µ × Heff which equals
to the rate of change of L. This relationship, together with Eq. (2.27), can allow us to
rewrite the rate of change of µ as
dµ
dt
= −γµ×Heff . (2.28)
Recall that a magnetization vector field is defined as the volume average of magnetic
moments. By taking the volume average of the both sides of Eq. (2.28), we obtain
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dM
dt
= −γM×Heff . (2.29)
Equation (2.29) describes a gyromagnetic precession process for M. M will precess
about the applied field axis without aligning itself towards the axis. In order to describe
the relaxation process of magnetization, Landau and Lifshitz proposed a phenomeno-
logical constant, λ, to describe the damping (relaxation) process of M. Hence, the
Landau-Lifshitz equation is written as
dM
dt
= −γM×Heff − λ
Ms
M× (M×Heff ) , (2.30)
where λ > 0 is a constant characteristic of the ferromagnet. Equation (2.30) can be used
to describe both the precession and damping processes in magnetization dynamics.
In the year 1955, Gilbert proposed that instead of writing the damping term as shown






α is a phenomenological constant which determines the rate of damping process and the
damping term is proportional to the rate of change of magnetization. This leads us to the
LLG equation
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dM
dt





In fact, we can rewrite Eq. (2.32) into a functional form which is equivalent to Eq.
(2.30). We take the cross product ofM on both sides of Eq. (2.32), we arrive at
M× dM
dt


















= −γM× (M×Heff )− αMsdM
dt
, (2.33)
where we have used the vector identity a × (b × c) = b(a · c) − c(a · b). Note that
M · dM
dt






indicating the norm of m preserves. This constraint has assumed that our magnetic
system is at zero Kelvin temperature and thus the norm of magnetization vector can be
preserved. If we substitute Eq. (2.33) back into Eq. (2.32), we obtain
dM
dt
= −γM×Heff − γα
Ms
M× (M×Heff )− α2dM
dt
. (2.34)
Rearranging the above equation, we can obtain the Landau-Lifshitz equation in the
Gilbert form:
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M× (M×Heff ). (2.35)
The α term in the LLG equation is a positive constant that characterizes the damping
process of M and it depends on the material properties of ferromagnets. For exam-
ple, the damping constant for Co/Pt multilayer thin-film is around 0.03 [33]. Though
Landau-Lifshitz and LLG equations are similar in terms of the functional forms derived,
there is a substantial difference between them. Landau-Lifshitz and LLG equations are
identical in the limit of vanishing damping constants ( λ → 0 in Eq. (2.30) and α → 0





→∞ Landau− Lifshitz Equation.
dM
dt
→ 0 Landau− Lifshitz−Gilbert Equation.
(2.36)
LLG equation agrees with the fact that magnetization experiences slow motion in the
large damping limit. On the other hand, Landau-Lifshitz equation does not agree with
this condition in the large damping limit. Hence, it is more appropriate for us to deter-
mine magnetization dynamics using the LLG equation as shown in Eq. (2.35).
We would like to emphasize that the LLG equation is a phenomenological approach
to study magnetization problems. The LLG equation assumes the zero temperature dy-
namics of magnetization and the norm of a magnetization vector is always preserved.
Nevertheless, it is a success in describing the ground state magnetic domain structures.
This has been illustrated in Ref [34] where the micromagnetic simulation results agree
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In section 2.4, we have shown that how the LLG equation can be used to describe the
damping and precession processes of magnetization. The LLG equation is a non-linear
differential equation. Thus, it is not trivial for us to obtain an analytical solution for
the LLG equation of a complicated magnetic system without applying additional ap-
proximations. Furthermore, magnetic hard disk research requires large scale magnetic
recording modeling such that the simulation will involve a large number of degrees of
freedom. Taking into these considerations, it is more practical for us to obtain numeri-
cal solutions for the LLG equation based on a computational micromagnetic modeling.
In this chapter, we shall discuss the implementation of computational micromagnetic
modeling based on the finite difference method. The numerical algorithm used to solve
the finite difference differential equation will be briefly explained. The calculation of
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magnetostatic fields via the discrete convolution method will be presented. In the last
part of this chapter, we shall study two commonly known micromagnetic problems in
order to validate the micromagnetic code which is developed by us.
3.1 Finite difference method
Finite difference method has been a popular and useful method in solving differential
equation problems such as heat diffusion and fluid dynamics. Finite difference formula-
tion allows us to obtain numerical solutions for differential equations which do not have
simple analytical solutions. For example, the LLG equation is a non-linear differential
equation since its damping term,M×M×Heff , has at least a second order dependence
on m itself. Note that Heff depends on M and we have discussed the dependence rela-
tionship in section 2.3. Furthermore, the finite difference method will discretize the re-
gion of interest within our ferromagnetic body into smaller domains (discretized units).
In this manner, we can investigate magnetization dynamics and magnetic interactions
among the discretized units.
Finite difference method is suitable for ferromagnetic bodies with regular geometries
due to its discretization procedure. For example, a magnetic thin-film of rectangular
geometry can be discretized into smaller uniform rectangular cells. The discretized cells
can fill the whole rectangular space without having any extra space left between the
cells. Moreover, if a ferromagnet is discretized into cells of the same size, the physical
properties of the discretized cells will obey the condition of translational invariance.
The translational invariance property of the discretized cells is useful for us to calculate
29
Chapter 3. Computation with micromagnetic modeling
the magentostatic fields via discrete convolution method [35]. We shall have further
discussion on the calculation of magnetostatic fields in the next section. In this thesis,
we only consider discretization of ferromagnets into uniform rectangular cells.
Before we proceed to the discretization process, we simplify the LLG equation by
normalizing it. We can divide Eq. (2.35) by γMsHk
(1+α2)
on both sides and we arrive at
dm
dτ
= m× heff − αm× (m× heff ) . (3.1)









= ha + han + hex + hm,
(3.2)
where Hk = 2K1Ms is the anisotropy field. For the normalized equation (Eq. 3.1), we have
a normalized time scale, τ = γHkt
(1+α2)
, which has a dimensionless unit. The simplified
expression of Eq. 3.1 can offer us the convenience to program the expression into a
computer for simulation. Furthermore, we avoid the division of (1 + α2) term in Eq.
(2.35) and we can save the computational time for magnetization dynamics simulation.
Finite difference formulation uses a Taylor series to approximate the differential equa-
tion of a physical problem. For the LLG equation, it is straight forward to evaluate the
effective magnetic fields based on the magnetization of each cell except the exchange
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field,Hex. Hex is 2AMs∇ · (∇m) = 2AMs∇2m which is a second derivative ofm. The spa-
tial derivatives of m in Hex can be replaced by mid-point difference quotients (7-point
Laplacian discretization in the three-dimensional (3D) case) as
Hex(i, j, k) ≃ 2A
Ms
{
M(i+ 1, j, k)− 2M(i, j, k) +M(i− 1, j, k)
(△x)2
+
M(i, j + 1, k)− 2M(i, j, k) +M(i, j − 1, k)
(△y)2
+




In this case, M(i, j, k) is the discretized cell labeled by indices i, j, and k where they
specify the cell’s x, y, and z co-ordinates. △x,△y, and△z are the discretized cell sizes
along x, y, and z, respectively.
Now let us consider a ferromagnetic body which has a total number of nx × ny × nz
cells. nx, ny, and nz refer to the number of cells along x, y, and z dimensions of the
body. At the surface boundary of a body, i = 1, we need a magnetization outside the
computing region,M(0, j, k), to evaluate theHex acting on this cell. M(0, j, k) can be
obtained from the boundary conditions [36]:
M(0, j, k) = M(2, j, k) Neumann free boundary condition. (3.4a)
M(0, j, k) = M(nx, j, k) Periodic boundary condition. (3.4b)
Equation (3.4a) is consistent with the Neumann boundary condition mentioned in Eq.
(2.24b).
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Once we obtain the heff for a ferromagnet, we are ready to solve the normalized
LLG differential equation (Eq. (3.1)). Equation (3.1) is an initial value problem and
we can determine the time evolution of magnetization based on the initial magnetization
configuration. Numerical algorithms such as Runge-Kutta fourth order, backward Eu-
ler method, and adaptive Runge-Kutta method can be used to solve this type of initial
value problem [35]. In this thesis, we choose Runge-Kutta algorithms for our numerical
solutions.
The Runge-Kutta fourth order algorithm determines the m at next time step by com-
bining several gradient information within the time step interval. Let us denote the mag-
netization at current time step asmn and the gradient of the LLG equation as dmdτ = f . If
the propagated solution (mn+1) has been advanced by a step size of h, the Runge-Kutta
fourth order method suggests that
k1 = hf(τn,mn),
k2 = hf(τn + h/2,mn + k1/2),
k3 = hf(τn + h/2,mn + k2/2),
k4 = hf(τn + h,mn + k3),
mn+1 = mn + k1/6 + k2/3 + k3/3 + k4/6 +O(h
5). (3.5)
The gradients are evaluated at different sizes of step interval during the propagation of
single time step. The Runge-Kutta n-th order algorithm will introduce an error in the
order of hn+1 for the numerical solution. Hence, the solution of the Runge-Kutta fourth
order method has an error in the order of h5.
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The Runge-Kutta fourth order algorithm requires a small step size to ensure the stabil-
ity of numerical solution. In section 2.1, we have pointed out that m obeys a constraint
such that its norm must always be unity. Numerical solution obtained by the Runge-
Kutta method shall have numerical error such that the norm ofm is no longer preserved
as unity. In order to correct the numerical error introduced by the Runge-Kutta method
and ensurem obeying the constraint, we can normalizem back to unity for every prop-
agated solution.
In general, a smaller time step chosen for the Runge-Kutta fourth order algorithm
can offer us more accurate numerical solutions. In order to ensure the accuracy of our
numerical solutions, we can study the convergence of m with respect to the step size
used. Based on our testings for the LLG equation, the required step size is in the order
of femtosecond, 10−15 s, for micromagnetic problems.
The drawback of using the Runge-Kutta fourth order method in solving the LLG
equation is the small step size required to ensure the stability of numerical solution.
The switching time of recording bits is in the order of nanosecond. Thus, the desired
step size in the order of femtosecond will result in expensive computational time for
micromagnetic modeling. In order to overcome this drawback, we can use adaptive step
size Runge-Kutta method to solve the LLG equation.
During the propagation of differential equation solution, the adaptive step size Runge-
Kutta method can adjust the desired step size to achieve predetermined accuracy in the
solution. If the error of propagated solution obtained is larger than the predefined ac-
curacy, a smaller step size will be used for the next time step. Likewise, a larger step
size will be used for the next time step if the error of solution obtained is smaller than
33
Chapter 3. Computation with micromagnetic modeling
the predefined accuracy. In this manner, we can solve the LLG equation in an efficient
manner.
The error of a differential equation solution can be evaluated based on the estimated
truncation error. For example, we can refer the estimated truncation error as the differ-
ence between the solutions obtained by the Runge-Kutta fourth order and the Runge-
Kutta fifth order methods. In this thesis, we use an adaptive step size Runge-Kutta
method suggested by Cash-Karp in Ref. [37]. For the details of the implementation of
Cash-Karp algorithm, we refer our readers to the section 16.2 of Ref. [35].
3.2 Magnetostatic fields computation via discrete convo-
lution method
In section 3.1, we have discussed the investigation of magnetization behavior in struc-
tured mesh (rectangular cells). In principle, we can determine the time evolution of
magnetization using a time-stepping algorithm for the LLG equation. However, if we
try to determine the magnetization behavior of each cell by the direct calculationmethod,
we shall face the challenge of expensive computational time which is required for the
calculation of magnetostatic fields.
In relation to this issue, we can overcome the challenge by using the discrete con-
volution method [35, 38]. In this section, we shall present the approximation used to
evaluate the analytical form of magnetostatic field, Hm, generated from the magnetiza-
tion sources of rectangular cells. The implementation of the discrete convolutionmethod
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via discrete fast Fourier transform method for the computation ofHm will be discussed.
Lastly, we shall compare the time complexities required for Hm computation by the
direct calculation method and the discrete convolution method.
The −∇ ·M term in Maxwell equations (2.9) is in fact an effective magnetic charge
density, ρm. In subsection 2.2.4, we have addressed that we shall not consider the mag-
netic field resulted from current density. For Hm due to magnetized media, a useful









|r− r′|3 dSr′. (3.6)
Equation (3.6) suggests that theHm is directed from the source point, r′, to the observa-
tion point, r, with a magnitude proportional to the incremental effective magnetic charge
( −∇ ·M(r′)dVr′ or n′(r′) ·M(r′)dSr′) divided by the square of the distance.
The first integral in Eq. (3.6) is evaluated over the volume of a ferromagnet while the
second integral is taken over the surface of a ferromagnet. n′(r′) represents the outward
surface normal at r′ and thus n′(r′)·M(r′) represents an effective surface charge density.
In the literature, there are two approaches for the calculation ofHm. The first approach is
known as constant volume charges method in which∇·M(r′) is assumed to be constant
within each cell. On the other hand, the second approach supposes the magnetization
M(r′) remains uniform within each cell. For a ferromagnetic body discretized into
uniform rectangular cells, uniform magnetization implies that ∇ ·M(r′) = 0 within
each rectangular cell. Hence, we only consider Hm evaluated at the center of each cell
due to the charge density on the surfaces of other rectangular cells [39]. In this thesis,
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we have chosen the second approach for the calculation ofHm. A comparison between
these two approaches has been performed in Ref. [40] and the results claim that the
second approach could have superior convergence properties when surface effects are
important.
Let us consider a ferromagnetic body which is subdivided into N = nx × ny × nz
rectangular cells (nx, ny, nz cells along the x, y, z-axis, respectively). Each rectangular
cell can be uniquely determined by indices i (= 0, 1, . . . , nx− 1), j (= 0, 1, . . . , ny − 1)
and k (= 0, 1, . . . , nz − 1). We can express the resultant Hm at the center of cell (i, j,
k) as







Ni−i′,j−j′,k−k′ ·M(i′, j′, k′). (3.7)
Ni−i′,j−j′,k−k′ in Eq. (3.7) is the demagnetizing tensor associated to the cell (i, j, k)
which has Hm contribution from the cell (i′, j′, k′). Based on Eq. (3.7), if we try to
evaluate magnetostatic fields at all the cells by directly summing the total contribution
from the other cells, the calculation complexity is O(N2). The O(N2) complexity is
required as each cell has Hm contribution from the total number of N cells (including
self-interaction).
The demagnetizing tensor takes the form of 3× 3 matrix
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The matrix element Nxy′ in Eq. (3.8) specifies the resultant x-component of Hm gen-
erated at the cell (i, j, k) due to the magnetized surface (perpendicular to y-axis) of the
cell (i′, j′, k′). If i = i′, j = j′, and k = k′, it refers to the self-magnetostatic field
generated at the center of the cell (i, j, k) which results from its own magnetized sur-
faces. We refer our readers to the Appendix A for the complete demagnetizing tensor of
rectangular cells.
Equation (3.7) is a discrete convolution which can be computed by a well-known algo-
rithm, fast Fourier transform (FFT), in a fast manner [41]. The time-domain convolution
can be evaluated as a scalar product in frequency space using the FFT algorithm. But
we would like to remind our readers that calculation of discrete convolution by means
of FFT shall have assumed cyclic convolution such that Ni−i′,j−j′,k−k′ and M(i′, j′, k′)
are periodic. This is not the case for our magnetic system which usually has a finite size
without a periodic boundary condition. We can use zero-padding algorithm [35, 38] to
avoid this circular convolution effect.
Zero-padding algorithm shall increase the total number of our computing cells (M,
N) by having 2nx, 2ny, and 2nz, along the directions x, y, and z, respectively. In this
manner, our new Hm, M, and N are 2nx × 2ny × 2nz matrices. For brevity we shall
consider the magnetostatic fields calculation for a simplified one-dimensional (1D) cells
(along x-axis) as follows:
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1. Pad a zero to the original set of N(i − i′) and assign the demagnetizing factors
into the array set such that the periodic condition can be removed (See Fig. 3.1).
2. Pad nx zeroes to the original set ofM(i) (See Fig. 3.1).
3. Perform discrete Fourier transform of the two set of arrays, N and M.
4. Evaluate the scalar product of the transform results (in frequency space) asHm(ωx).
5. Perform inverse Fourier transform of Hm(ωx) to obtain the magnetostatic fields
at the cells. We will discard partial data of the inverse transform result (See Fig.
3.1).
For magnetostatic fields calculation of two-dimensional (2D) cells, similar procedures
applied except the way how we pad the arrays with zeroes. We refer our readers to Fig.
3.2 and Fig. 3.3 on the padding of zeroes for magnetostatic fields calculation of 2D cells.
Likewise, magnetostatic fields calculation of 3D cells can be carried out following the
same procedures with extension of zero-padding for 3D arrays.
For the discrete Fourier transform calculation, we have used the numerical package
“Fastest Fourier Transform in the West” [42]. FFT calculation has an operational com-
plexity of O(N logN) in which N is the total number of transform array size. Hence,
the calculation of magnetostatic fields via discrete convolution method in the complex-
ity order of N logN will be far more efficient than the direct calculation method which
has a complexity order of N2. We have compared the required computational time for
magnetostatic fields calculation in Fig. 3.4. Note that magnetostatic fields calculation
with 10,000 cells, the computational time required by the direct calculation method is
> 100 times the computational time required by the FFT method.
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Figure 3.1: Zero-padding scheme for 1D magnetostatic field calculation. The zero pads
are indicated by the solid circles. The crosses in Hm array indicate the data to be dis-
carded. M(0) and H(0) refer to the magnetization and magnetostatic field evaluated at
the cell a1.
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Figure 3.2: Zero-padding scheme for 2D magnetostatic field calculation. The zero pads
are indicated by the solid circles. The crosses in Hm array indicate the data to be dis-
carded. M(0,0) and H(0,0) refer to the magnetization and magnetostatic field evaluated
at the cell a1.
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Figure 3.3: Zero-padding scheme applied toN array for 2D magnetostatic field calcula-
tion. The zero pads are indicated by the solid circles.
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Figure 3.4: A comparison of the computational times required for magnetostatic field
calculation using the FFT and the direct calculation method.
3.3 Validation of the micromagnetic code: Magnetiza-
tion processes in ferromagnetic cubes
Numerical methods introduced in section 3.1 and 3.2 have enabled us to investigate
magnetization dynamics within magnetic thin-films. Validation of our micromagnetic
code is required before we use the newly developed code to simulate magnetic hard disk
related problems. In this section, we validate our code based on a problem proposed
by Schabes et al.. The problem investigates magnetization processes in ferromagnetic
cubes [43].
Let us consider ferromagnetic cubes with sizes in the range of 20 − 70 nm. We shall
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consider the total micromagnetic energy of the system consists of Zeeman, uniaxial
anisotropy, exchange, and magnetostatic interaction energies. The ferromagnetic cubes
are assumed to have uniaxial anisotropy constant,K1, of 18500 erg/cm3, saturation mag-
netization,Ms, of 370 emu/cm3 and exchange constant, A, of 0.5 × 10−6 erg/cm. Note
that the exchange constant reported in Ref. [43] is 1.0 × 10−6 erg/cm. But this should
be read as being half of it in our case according to Ref. [36]. The difference is because
of different exchange energy terms adopted in Ref. [43] and this thesis. Our exchange
energy term differs from the exchange energy term in Ref. [43] by a factor of 2.
We shall investigate the equilibrium magnetization configuration of a ferromagnetic
cube with respect to its length size. We discretize the ferromagnetic cube into 5× 5× 5
uniform cells following the discretization procedure adopted in Ref. [43]. The initial
magnetization configuration for this problem has magnetizations of all the cells pointing
upward along z-axis. We shall allow the magnetization configuration to relax in the
absence of external (Zeeman) field. The anisotropy, exchange, and magnetostatic fields
will determine the equilibrium configuration. In this thesis, we choose the maximum





≤ 0.01 rad/ns (3.9)
as the criterion to decide whether an equilibrium condition has been achieved. In this
case, N = 125 is the total number of discretized cells. This problem focuses on the
equilibrium configuration obtained with respect to the length size of a ferromagnetic
cube. Hence, the simulation results are independent of the damping constant, α, used
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in solving the LLG equation as far as the equilibrium condition can be obtained. α
will determine the precessional time of magnetization but it does not affect the final
equilibrium configuration obtained.
Fig. 3.5 indicates a magnetization configuration that is known as flower state in the
literature. If the size of a ferromagnetic cube is smaller than a critical value, lc, the equi-
librium magnetization configuration obtained will be a flower state. Fig. 3.6 indicates
the projections of a flower state magnetization onto the xy plane. We observe that the
magnetization at the center of a ferromagnetic cube is parallel to z-axis. On the other
hand, the magnetizations at the corners of a ferromagnetic cube are pointing radially
away from or toward the center point. The magnetizations are tilted radially due to the
magnetostatic fields in the vicinity of the corners. If we increase the size of the ferro-
magnetic cube, the magnetizations at the corner regions are more and more tilted with













Figure 3.5: (Left) Flower state. (Right) Flower state (side-view).
Fig. 3.7 indicates a magnetization configuration that is known as vortex state in the
literature. When the size of a ferromagnetic cube is larger than lc, we will notice the
changes in magnetization configuration where the magnetization away from the center
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Figure 3.6: (Left) Projection of the top plane of a flower state onto the xy plane. (Right)
Projection of the bottom plane of a flower state onto the xy plane.
will turn in a circular fashion. When the size of a ferromagnetic cube is distinctively
larger than lc, we can observe a distinct circular fashion of the magnetizations as shown
in Fig. 3.8. Fig. 3.8 shows the projections of a vortex state magnetization onto the xy
plane. Both clockwise and counterclockwise rotations of the magnetization are possible
for a vortex state.
The lc mentioned before refers to the critical size of a ferromagnetic cube where we
can observe the transition from a flower state to a vortex state for equilibrium mag-
netization configuration. We can determine the lc by plotting the spatially average z-
component of equilibriummagnetization,mz, against the size of the ferromagnetic cube.
Figure 3.9 indicates the results plotted for ferromagnetic cubes of different sizes. We ob-
serve that lc = 53 nm where there is a significant change in the slope of the graph of Fig.
3.9. The mz for a flower state is closed to 1.0 such that most of the magnetizations are
pointing upward. We can define the domain wall length, lw, and the exchange length,
lex, for a ferromagnetic cube as [43]
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Figure 3.8: (Left) Projection of the top plane of a vortex state onto the xy plane. (Right)





A/K1 = 52 nm.
lex =
√
A/M2s = 27 nm.
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The lc obtained being closed to the lw and in fact Ref. [43] suggests that lc = lw. The
small difference could be due to different types of solvers used for this problem or dif-
ferent step sizes used in the Runge-Kutta method [36]. lw is also known as Bloch-wall
parameter in the literature and it defines the wall width where main rotation of magne-
tization is restricted to the region [29]. For micromagnetic simulation, our discretized
cell size should be smaller than the lex of a magnetic system such that the exchange
interaction energy is measured correctly.
For ferromagnetic cube size smaller than lc, the interaction energy is dominated by the
exchange interaction. But once the ferromagnetic cube size exceeds lc, the exchange en-
ergy decreases and deviations from the uniformly magnetized state become significant.
Our simulation results agree with the results obtained in Ref. [43] and this validates our
micromagnetic code.
3.4 Validation of the micromagnetic code: Micromag-
netic standard problem number four
Researchers at National Institute of Standards and Technology (NIST) have proposed a
set of micromagnetic standard problems for the community to test newly developed mi-
cromagnetic codes [44]. The standard problems have simple rectangular geometries and
well defined magnetic material properties. Furthermore, the published results available
can allow us to compare our numerical results with those provided by the other research
groups. Among the four standard problems proposed, we choose to validate our code
by studying the micromagnetic standard problem number four. Micromagnetic standard
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Figure 3.9: Themz of equilibrium magnetization configuration as a function of the size
of a ferromagnetic cube. The critical size is determined as 53 nm where the magnetiza-
tion state starts to indicate the features of a vortex state.
problem number four focuses on the study of magnetization dynamics.
Micromagnetic standard problem number four investigates magnetization reversal dy-
namics in a thin-film subject to a uniform applied field. The applied field is almost anti-
parallel to the initial magnetization configuration. The material parameters specified by
the standard problem areK1 = 0.0 erg/cm3, A = 1.3×10−6 erg/cm,Ms = 800 emu/cm3
and α = 0.02. The material used corresponds to a thin-film of soft magnetic property
and the geometry of the thin-film is shown in Fig. 3.10. The initial magnetization con-
figuration is an equilibrium state known as s-state in the literature. s-state is obtained
by applying and slowly reducing a saturating field along the [1, 1, 1] direction to zero.
Standard problem number four proposes two magnetization reversal events. The first
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reversal event is realized by applying an external field of 250 Oe at an angle of 170◦
counter-clockwise from the positive x-axis. This is equivalent to applying a field with
x-component = -246 Oe, y-component = 43 Oe. Though standard problem number four
proposes two magnetization reversal events, we shall validate our micromagnetic code
based on the first reversal event only. The reason is for the second reversal event, the
magnetization at the center of thin-film rotates in the opposite direction as the ends re-
sulting in a more complicated reversal. Thus, solutions from different research groups
do not agree perfectly due to usage of different time-stepping algorithms [44].
Figure 3.10: Diagram of the thin-film geometry for standard problem number four.
We shall discretize the thin film with magnetic cell size of 3.125 nm × 3.125 nm
× 3 nm. Therefore, the thin-film has been subdivided into N = Nx × Ny × Nz =
160 × 40 × 1 = 6400 magnetic cells. In order to investigate the dependence of our
numerical solutions on the magnetic cell size used, the same problem has been studied
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with a smaller magnetic cell size of 2.5 nm × 2.5 nm × 3 nm. In this case, the thin-film
has been subdivided into N = Nx ×Ny ×Nz = 200× 50× 1 = 10000 magnetic cells.




≈ 20 nm. (3.10)
Our choice of discretized cell size is smaller than the exchange length and we expect the
numerical solutions are independent of the cell sizes chosen.
Our numerical results are compared to the results submitted to NIST by Massimiliano
d’Aquino et al.. For the first reversal event, the published results agree with each other
and thus it is sufficient for us to validate our code based on the results obtained by
Massimiliano d’Aquino et al. [44]. We shall plot the time evolution of spatially average
magnetization components for the first reversal event in Fig. 3.11, 3.12, and 3.13. Notice
that all the markers (our results) on the graphs match with the line curves. In principle,
the numerical solutions obtained at the same time are independent of the discretized cell
size. The readers may notice that some of the asterisk markers (3.125 nm cell size) do
not agree with the circle markers (2.5 nm cell size) in the graphs. We would like to
remind our readers that we use the adaptive step size Runge-Kutta method to determine
the dynamics of magnetization. Hence, we plot our results at instances closed to every
0.05 ns instead of regular time intervals with 0.05 ns step size. Nevertheless, our results
indicate a good agreement with the published data.
The magnetization reversal event is illustrated in Fig. 3.11 that after the time evolution
of 1.0 ns starting from the s-state, the spatially average x component of magnetization
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has been switched from positive to negative. The reversal process is accompanied by a
non-uniform rotation of magnetization towards the direction of the applied field. Mean-
while, the magnetization at the ends of the thin-film will rotate faster than the magneti-
zation in the center [45]. After the time evolution of 2.0 ns, the spatially average magne-
tization components start to converge after the reversal process. The agreement between
our numerical results and those data published in Ref. [44] validates our micromag-
netic code. In this manner, our code can be a reliable tool to investigate magnetization
dynamics related problems.
Figure 3.11: Spatially average x-component of magnetization for the first event of stan-
dard problem number four. JQ in the legend refers to our numerical solutions andMassi-
miliano refers to the solutions submitted to NIST by Massimiliano d’Aquino et al. [44].
3.125 nm and 2.5 nm refer to the discretized cell sizes used for standard problem number
four.
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Figure 3.12: Spatially average y-component of magnetization for the first event of stan-
dard problem number four. JQ in the legend refers to our numerical solutions andMassi-
miliano refers to the solutions submitted to NIST by Massimiliano d’Aquino et al. [44].
3.125 nm and 2.5 nm refer to the discretized cell sizes used for standard problem number
four.
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Figure 3.13: Spatially average z-component of magnetization for the first event of stan-
dard problem number four. JQ in the legend refers to our numerical solutions andMassi-
miliano refers to the solutions submitted to NIST by Massimiliano d’Aquino et al. [44].




FePt grain size limit and required
switching field in the presence of
surface anisotropy
4.1 Introduction
In view of the thermal stability requirement, magnetic materials with high crystalline
anisotropy are favored for small sized and thermally stable magnetic grains. FePt has
been suggested as a promising candidate for Tb/in2 magnetic recording configuration.
In particular, L10 ordered FePt medium has high crystalline anisotropy constant (K1 =
2− 7× 107 erg/cm3). A recording bit is defined by the net magnetization of a group of
neighboring magnetic grains in granular media. FePt medium is expected to enable very
small thermally stable grain size of magnetic grains [46]. The small grain size and well
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isolated FePt granular medium will be applied for EAMR scheme in the near future,
which is after the conventional Co alloy based perpendicular medium.
Scaling down the grain size for Tb/in2 magnetic recording scheme shall lead us to the
scenario where the ratio of grain boundary surface, S, to grain volume, V , increases [47].
At this spatial scale, the interfacial property such as grain boundary surface anisotropy,
Ks, will become significant. Current perpendicular thin-film media for magnetic hard
disk drive consists of a layer CoCrPt magnetic grains with oxide grain boundaries sur-
rounding them [20, 21]. Reference [48] suggests that the surface of transition metals
has strong magnetic anisotropy with its easy axis perpendicular to the surface and the
anisotropy depends on the interfacial properties (for example, the interaction between
a magnetic grain and its oxide boundaries). Figure 4.1 indicates the directions of crys-
talline (perpendicular) anisotropy and possible surface anisotropy axes for a magnetic
grain.
The effective perpendicular uniaxial anisotropy, Keff , with consideration of surface
anisotropy is defined as [47]






Since the directions of surface anisotropy axes are perpendicular to the crystalline anisotropy
axis, the interfacial anisotropy is detrimental to the perpendicular anisotropy of mag-
netic grains in granular media. The presence of Ks will change the effective anisotropy
of granular media. As the areal density of storage increases to 10 Tb/in2, the challenges
imposed by superparamagnetism are crucial and we have to include the effect of Ks
for the design of thermally stable recording media. Besides, the change of the effec-
tive anisotropy of granular media will affect the required switching field strength for
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Figure 4.1: Illustration of the surface anisotropy effect which is opposing to the crys-
talline anisotropy of a magnetic grain.
recording bits. The effect ofKs on the writability of our recording bits is not negligible.
In this chapter, we study the thermal stability of FePt recording bits in granular me-
dia with consideration of Ks effect. We shall present a simple analytical model that
can be used to determine the thermal stability of magnetic grains. Taking into account
of interfacial anisotropy effect, we discuss the estimated grain size for three different
granular structures: rectangular, circular and hexagonal structures. Finally, the effect of
Ks on the required switching field for rectangular grain will be determined based on the
micromagnetic modeling adopted in Ref. [47].
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4.2 Thermal stability model for recording media
In this section, we shall follow the approach adopted in Ref. [49] to derive the thermal
stability criterion. Spontaneous magnetization reversal of individual magnetic grain can
occur where the reversal process is induced by thermal energy fluctuation. The proba-
bility of magnetization reversal per unit time, f , is suggested by the Arrhenius equation
as






where △E is the energy barrier for a magnetization switching process, kB is the Boltz-
mann constant, and T is the temperature. f0 is the attempt frequency for a magnetization
to cross over its energy barrier. f0 is determined by the precession frequency of magnetic
material and spin-lattice relaxation time. The estimated value of f0 is approximately in
the order of 109 Hz [49]. The reciprocal of f is the mean time for spontaneous magne-
tization reversal to occur. Hence, we can write the reciprocal of Eq. (4.2) as





where τ is the mean time of spontaneous magnetization reversal due to thermal fluctua-
tion and τ0 = 1/f0 is the attempt period.
Equation (4.3) allows us to characterize the time scale at which spontaneous magneti-
zation reversal of a magnetic grain will occur. Let us consider magnetic HDD products
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to have τ = 10 years (3 × 108 s), then f < 4.44 × 10−9 Hz and △E > 40kBT . The
energy barrier of switching process must be larger than the thermal energy of magnetic
grains in order to secure the information stored in magnetic recording media.
But how do we evaluate the energy barrier associated to the switching process of a
magnetic grain? We can refer to the energy density, E/V , of a magnetic grain undergo-
ing magnetization reversal process. Let us assume a magnetic grain of prolate spheroid





2 φ−MsHa cos(θ − φ), (4.4)
where K1 is the anisotropy constant, Ms is the saturation magnetization, and Ha is the
external field strength. φ (θ) refers to the angle between the magnetization (external
field) axis and the easy axis of the prolate spheroid grain. Assuming the Ha is applied





2 φ+MsHa cos θ. (4.5)
We can obtain the local minima at φ = 0 and φ = π. At these energy minima, they
correspond to stable magnetization configurations.
If the magnetization switches from φ = 0 to φ = π, it will need to overcome an
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Figure 4.2: Single-domain prolate spheroidal particle.
energy peak. In order to determine the maximum energy, we can take the derivative of
Eq. (4.5) with respect to φ:
dE
V dφ
= 2K1 sinφ cosφ−MsHa sin φ = 0. (4.6)
Equation (4.6) implies that cosφ = MsHa
2K1
. If we substitute this relationship back into
Eq. (4.5), we obtain the maximum energy density as
Emax
V
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The difference between the maximum energy, Emax, and the minimum energy, Emin, is
thus



















Emax − Emin = △E is the energy barrier for a magnetization switching process.
4.3 FePt grain size limit for rectangular, circular and
hexagonal structures
In this section, we shall investigate the effect of surface anisotropy on the grain size of
FePt magnetic material. In the presence of surface anisotropy effect, the effective per-
pendicular uniaxial anisotropy is defined in Eq. (4.1). In this manner, with consideration
of the surface anisotropy effect, we can interpret the energy barrier of magnetic grains
as
KeffV = K1V −KsS. (4.9)
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The thermal stability of magnetic grains is evaluated based on the ratio of energy bar-
rier of grains, △E, over thermal energy, kBT , as discussed in section 4.2. The model
introduced in the last section assumes the system is in the presence of an applied field.
In order to evaluate the thermal stability of recording bits, we assume the effective field
acting on magnetic grains is the sum of exchange and magnetostatic fields instead of an
applied field. This assumption is valid that magnetic storage layer does not experience
applied field in the absence of read/write process of magnetic information.















whereHk is the anisotropy field,Hm is the total magnetostatic field acting on a grain, and
Hex is the exchange field due to exchange coupling of media. We assume the maximum
of Hm in our thermal stability analysis such that Hm = 4πMs. Ms is the saturation
magnetization of magnetic material which we take to be 1100 emu/cm3 for FePt grain.
This value agrees with the saturation magnetization value of L10 order phase of FePt
film reported in Ref. [46].
Ref. [19] suggests Hex to be around 0.04 Hk for a reasonably good media SNR.
Hence, we can ignore the influence of Hex in thermal stability analysis since it is negli-
gibly small relative to the perpendicular crystalline anisotropy field. We set △E
kBT
≥ 40 as
the thermal stability criterion for a single grain . The criterion is based on the Arrhenius
type equation for long relaxation time of magnetization reversal [50].
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Figure 4.3 (a) illustrates the interfacial anisotropy axes of a grain which are perpen-
dicular to the easy axis of perpendicular crystalline anisotropy. We specify the thickness
as t and the grain size as d for a magnetic grain. Fig. 4.3 (b) shows the top view of a
rectangular, a circular, and a hexagonal grain, respectively. We only consider surface
anisotropy contribution from the side surfaces of a grain. The aspect ratio of a grain,
t/d, is set to be 2 or 3. These t/d ratios are consistent with the granular media design
suggested in Ref. [19] for 10 Tb/in2 storage. We investigate the thermal stability of
grains at room temperature, T = 300 K. We chooseKs to be 0-1.0 erg/cm2 which agrees
with the value reported for Co/oxide structures in Ref. [52]. We believe that the FePt
media interfacial boundary anisotropy lies in this regime as well.
Figure 4.3: (a) Illustration of the grain boundary interfacial anisotropy and the crystalline
anisotropy axes of a single grain. The dash lines resemble the discretized cells used in
micromagnetic simulation. (b) Top view of different granular structures: rectangular,
cylinder, and hexagonal structures.
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Once we specify the grain parameters, we can obtain a cubic equation of grain size
based on Eq. (4.10). The solution of the cubic equation suggests the required thermally
stable grain size at particular values of t/d,K1, andKs. For example, we refer a rectan-
gular grain with cross section of square surface with side d. Let us assume the ratio of
t/d as r. In this case, V = d × d × t = rd3 and S = 4 × t × d = 4rd2. The thermal
stability equation will be
△E
kBT































d2 − 40 = 0. (4.12)
Figure 4.4 illustrates the required rectangular grain sizes for materials of differentK1
values. Our results suggest that it is hardly to obtain a thermally stable rectangular grain
with grain size less than 2 nm even with magnetic material ofK1 ≈ 9×107 erg/cm3. For
magnetic material with K1 ≥ 6 × 107 erg/cm3, we can obtain thermally stable grains
with d = 3 nm and t/d = 2. For FePt media of K1 = 6 × 107 erg/cm3 and t/d = 3,
we can scale the grain size down to almost 2.5 nm. Higher aspect ratios of magnetic
grains allow smaller thermally stable grain sizes as the detrimental effects due to Ks on
magnetic grains can be tolerated.
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Figure 4.4: Grain size required for thermally stable FePt media (rectangular grains) of
different crystalline anisotropy values.
The plot of optimized circular grain sizes at different K1 values is shown in Fig. 4.5.
For a circular grain, V = π×d/2×d/2×t = πrd3/4 and S = π×d×t = πrd2. For both
rectangular and circular grains, the S/V ratio stays at the same ratio, 4/d, with respect
to their grain sizes. Note that the circular grain volume is smaller than the rectangular
grain volume at the same d. Hence, in order to satisfy the thermal stability criterion, a
larger grain size is required for the circular grain as compared to the rectangular grain.
In general, the grain sizes required for circular grains are 0.2-0.5 nm greater than those
of rectangular grains for the same settings.
Usually, the actual granular structure within granular media is given by a voronoi
diagram as shown in Fig. 4.6. Therefore, we adopt a hexagonal grain to mimic the
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Figure 4.5: Grain size required for thermally stable FePt media (circular grains) of dif-
ferent crystalline anisotropy values.
Figure 4.6: Illustration of grains with voronoi structure.
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Figure 4.7: Grain size required for thermally stable FePt media (hexagonal grains) of
different crystalline anisotropy values.
voronoi structure in our thermal stability analysis. The required grain sizes for hexagonal
grains are shown in Fig. 4.7. Each side of the hexagonal cross section area has the length












and S = 6× d/2×
t = 3rd2. The S/V ratio of a hexagonal grain scales as 8/(d√3) ≈ 4.62/d, which is
higher than that of rectangular and circular grains. Hence, the surface anisotropy effect
becomes more significant for the hexagonal case. Moreover, the hexagonal grain volume
is smaller than the volumes of rectangular and circular grains at the same grain size. The
grain sizes required for hexagonal grains are thus greater than those for rectangular and
circular grains under the same conditions.
In order to compare the estimated grain sizes for the three different granular structures,
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we fix the t/d ratio at 3 and report the results in Fig. 4.8. Our results suggest that for
K1 < 6× 107 erg/cm3, the grain sizes should be at least 3.0 nm in order to be thermally
stable in the presence of Ks. At the very high K1 regime, the difference between the
optimal grain sizes decreases. We conclude that for materials ofK1 ≥ 6× 107 erg/cm3,
the presence of surface anisotropy does not significantly change the required grain sizes
for thermally stable granular media.
































































Figure 4.8: Comparison of grain size required for thermally stable FePt media for dif-
ferent granular structures. The t/d ratio is fixed at 3.
Our results suggest the grain size limit of L10 ordered FePt granular media withK1 ≈
3−9×107 erg/cm3. We have assumed uniform granular structures in our thermal stability
analysis. Actual granular medium has irregular grain structures represented by voronoi
diagrams. Hence, the thermal stability analysis for irregular grain structures requires
detailed analysis and it will not be discussed in this thesis.
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4.4 Simulated switching fields in the presence of surface
anisotropy effect
We adopt the micromagnetic model proposed in Ref. [47] to investigate the effect of
surface anisotropy on the switching field required for rectangular grains. Detailed mi-
cromagnetic studies of the surface effect on the switching fields have been conducted in
Ref. [51] as well. The effective perpendicular uniaxial anisotropy with consideration of
surface anisotropy is defined in Eq. (4.1). We consider a rectangular grain with meshing
of cubes as shown by the dash lines in Fig. 4.3 (a). The magnetization within each
mesh cell is assumed to be uniform and magnetization dynamics will be determined by
the LLG equation. The damping constant is set to 0.1 and the total exchanged coupling
field strength on each mesh cell is set to 1.0 Hk. The strong exchange coupling leads to
a uniform magnetization within the grain so that coherent precession of magnetization
can be realized during the dynamical simulation. Our model corresponds to a magnetic
grain with single domain wall behavior due to coherent precession.
For a switching field calculation, we start with applying a saturating magnetic field to
our magnetic system so that the magnetizations of grains will be reversed and aligned to
the applied field axis. Once the equilibrium condition of the magnetic system is attained,
we shall measure the net magnetization component of the system. The applied field will
then be reduced to zero, reversed and increased to saturation in the opposite direction.
The net magnetization component of the magnetic system is measured with respect to
the applied field strength. Sweeping the field in the opposite sense shall give us an
identical curve as shown in Fig. 4.9. Switching field refers to the field strength required
in order to saturate the magnetization of a magnetic system.
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Figure 4.9: A typical hysteresis curve. The solid line curve indicates the system has a
larger switching field as compared to another system whose hysteresis curve is given the
dash line.
Figure 4.10 illustrates the switching fields determined for rectangular grains of dif-
ferent grain sizes and aspect ratios. The existence of Ks can reduce the switching field
strengths required. The ratio of S/V is inversely proportional to the grain size and it
determines the rate of the reduced switching field. Note that in the absence of Ks, the
required switching fields are the same for different settings and we require at least 55
kOe switching field strength depending on the applied field angle. Our results suggest a
20% reduction of switching field for grains of d = 3 nm, t/d = 2 and a 25% reduction of
switching field for grains of d = 2.5 nm, t/d = 3 with 1.0 erg/cm2 Ks. The presence of
Ks hence assists the writing process in a magnetic recording system.
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Figure 4.10: Switching fields determined for grains of crystalline anisotropy, K1 =
6.0× 107 erg/cm3. Applied field angle is measured with respect to the vertical axis of a
grain.
4.5 Summary
For high areal density storage with closely packed granular media, the interfacial anisotropy
effect becomes significant. Our thermal stability analysis suggests the grain size limit
for thermally stable FePt media with consideration of Ks. Our results imply that higher
aspect ratio of grains is essential for scaling down the grain size limit. If Ks does not
exceed 1.0 erg/cm2, we can obtain thermally stable FePt grains (t/d = 3, K1 ≥ 6× 107
erg/cm3) with grain size of 3.0 nm at room temperature. Ideally, rectangular grains
can be more closely packed as compared to circular and hexagonal grains at the same
physical conditions.
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FePt with high K1 is a potential candidate for highly packed recording bits but it
requires high switching field during the writing process. Our micromagnetic results
indicate that reduced switching fields can be obtained in the presence of Ks. Taking
into the consideration of surface anisotropy effect, we can design a granular media that
is within the head write capability. Our analysis can be applied to grains of different
granular structures and materials of different K1 and Ks values. In this manner, we can
design thermally stable granular media for an optimum magnetic recording process.
71
Chapter 5
Soft layer driven switching of
microwave-assisted magnetic recording
on segmented perpendicular media
5.1 Introduction
Since the launch of perpendicular recording products, the areal density of HDD has in-
creased by a few times. While keeping the grain size almost unchanged, the areal density
gain can mainly be achieved by reducing the number of grains per bit. The advanced
writer design with well confined magnetic field distribution is the key for reduction of
grains per bit. Apart from reducing the number of grains per bit, we can enhance the
areal density by reducing the grain size of recording layer using high anisotropy media
such as CoPt, Co5Sm or FePt. The challenge imposed by high anisotropy media is that
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the magnetic field strength produced by the write head is limited to around 24 kOe, an
ideal field strength due to the current maximummagnetization of material [6]. Beyond 1
Tb/in.2, the writer with further reduced pole size does not have a sufficient field intensity
to switch the recording media. In order to solve this writability problem, EAMR such as
HAMR [11] and MAMR [13] has to be in place.
Other than the development of assisted recording schemes, media structure designs
such as SPM structure and ECC structure have been proposed to improve HDD storage
[16–18]. Integration of advanced writer design and new media structure design can of-
fer us innovative schemes for future high density magnetic data storage. In this chapter,
we shall investigate MAMR on SPM with micromagnetic modeling. Two types of mi-
crowave fields, sinusoidal and finite bandwidth square microwaves have been chosen for
our study. We mainly study the effect of inter-segment exchange coupling of SPM on
the assisted frequencies required by MAMR. In the last part of this chapter, the finding
and implication of our results will be discussed.
5.2 Microwave-assistedmagnetic recording on segmented
perpendicular media
MAMR utilizes the microwave pumping of magnetization to assist the switching pro-
cess of recording media [13]. As shown in Fig. 5.1, MAMR requires an AC field
applied along the direction transverse to the easy axis of recording media. The mi-
crowave field or the AC field in this case, shall excite the precessional motion of the
magnetization through ferromagnetic resonance effect [53]. The effective absorption of
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microwave energy by the magnetization is the key to reduce the switching field. This is
useful to improve the writing process of perpendicular recording with magnetic media
of high anisotropy constant (high switching field required). The assisted energy is trans-
ferred directly to the magnetization and it is proportional to the strength of AC field [2].
The ferromagnetic resonance (FMR) frequencies, fres, for a magnetic material with an
anisotropy field,Hk, is given as [54]
2πfres = ωk = γHk, (5.1)
where ωk is the ferromagnetic resonance angular frequency and γ is the gyromagnetic
ratio. Hence, magnetic media with high anisotropy constant requires high frequency
microwave to assist the magnetization reversal process.
The magnetic grain sizes are at the order of nanometer. Hence, MAMR requires the
capability to generate an AC field which can be confined to a small area. Generation of
microwave field by spin-torque oscillator (STO) has made MAMR a feasible recording
scheme [13]. An example of the design of STO for MAMR is shown in Fig. 5.2. The
proposed STO lies between the writing pole and trailing shield. It has an oscillating
stack which consists of field generation layer and a layer with perpendicular anisotropy.
These two layers are ferromagnetically coupled to form the oscillating stack. The STO
has a perpendicular magnetized layer for spin polarization of the injected current. The
intermetallic layer is to separate the perpendicular magnetized layer from oscillating
stack.
The magnetization of the field generation layer experiences a magnetic field due to
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Figure 5.1: Illustration of the microwave-assisted magnetic recording scheme. A mi-
crowave field is applied along the direction transverse to the easy axis. The magnetiza-
tion reversal process is enhanced due to absorption of microwave energy.
interlayer exchange field. The magnetization will align with its perpendicular axis due
to the damping torque. However, the presence of spin polarized current shall result in
the transfer of spin momentum (from spin polarized current) to the magnetization and
generate a torque opposing to the damping torque [13]. The cancelation of damping
torque by this kind of spin torque will allow the magnetization in field generation layer
to precess without aligning itself to the perpendicular axis. The magnetostatic field due
to the precession of high saturation moment in field generation layer will generate an
AC field on the magnetic layer. During the writing process, a current will be supplied to
the perpendicular magnetized layer for generation of spin polarized current in addition
to the generation of writing field from writing pole. Generation of AC field via a small
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sized STO for MAMR have been realized experimentally in Ref. [55, 56].
Figure 5.2: Illustration of the generation of an AC field by a spin-torque oscillator. The
design of spin-torque oscillator was proposed in Ref. [13].
Though MAMR offers us the significant reduction of the switching field of recording
layer, it requires the capability of generating a high AC field for the writer. For high
anisotropy media with Hk = 50 kOe, the fres is in the range of 100 GHz, which is a
very high frequency to be realized. In relation to high FMR frequency issue, Goh et
al. have proposed a modified STO to generate finite bandwidth square microwaves [57]
since square MAMR can be achieved with a lower frequency as compared to a sinusoidal
microwave field [58].
Goh et al. have shown that square microwave fields can achieve assisted recording at
1/3 of the frequency of pure sinusoidal microwave fields [57]. We follow the simulation
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parameters used in Ref. [57] to investigate the lower transverse oscillating field feature
which is realized by a square microwave field. Let us consider a single grain with 5×5×5
nm3. The magnetization reversal of the single grain shall be governed by the LLG
equation. The resultant effective field includes the exchange, the magnetostatic field,
the anisotropy field which is oriented in the ez direction, the external field, and the
microwave field. The external field shall be applied at 5◦ with respect to the easy axis.
The amplitude of the microwave field is assumed to be 0.1 of the single grain anisotropy
field and the damping constant is assumed to be 0.02. The microwave field profile is a
finite bandwidth square microwave [57].
Figure 5.3 summarizes the switching fields required for square microwave-assisted
magnetic reversal of a single grain. Our simulation results agree with the published
results in Ref. [57]. We observe that in addition to the high frequency regime of 0.5 −
0.6γHk, a second minimal at a lower frequency of ≈ 0.2γHk can be realized by a
square microwave field. This is an important feature as it is difficult for us to generate
high frequency fields to switch high anisotropy media.
Another possibility to overcome the writing capability issue is based on new media
structure designs such as SPM structure and ECC structure. ECC design has multiple
magnetic layers of different anisotropy fields. ECC can improve the writability and ther-
mal stability of media as compared to conventional Co-alloy perpendicular media [59].
On the other hand, the design concept for SPM is quite different from ECC such that
SPM has non-magnetic or weak magnetic layers sandwiched between its magnetic lay-
ers [18]. The reduced ferromagnetic exchange coupling between the segments (magnetic
layers) can help to enhance the SNR of recording bits [60].
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Figure 5.3: Switching field required for a single grain as a function of resonance field fre-
quency. The switching field strength is reported in the normalized unit of the anisotropy
field of the single grain.
MAMR on composite type media has recently gained attention in the hard disk re-
search community [61–64]. Li et al. have demonstrated that MAMR on composite me-
dia can assist the switching of magnetization at a lower FMR frequency and a smaller
switching field as compared to MAMR on homogeneous magnetic domains [61]. Fur-
thermore, we may consider the integration of MAMR and SPM such that their benefits
like reduced switching fields and the enhancement of SNR can be combined for ad-
vanced magnetic recording scheme. Similar to other EAMR schemes, the writing foot-
print of MAMR is determined by the dimensions of the STO instead of the physical
size of the magnetic writer pole. In order to achieve a higher recording density, the size
of the STO has to be reduced. Meanwhile, the AC field strength at the media layer is
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defined by the spatial angle referring to the surface area of the STO at the air bearing
surface (the surface of writer pole facing the recording layer). The field strength decays
rapidly at the bottom media layers with higher magnetic anisotropy fields. Hence, the
AC field of the STO is mainly functional at the top (soft) layer of the recording media.
For MAMR on SPM, we suggest that the assisted switching behavior of the soft layer
could be the key factor that governs the recording performance of SPM.
For our study, we consider microwave-assisted switching at the soft layer of seg-
mented media. Our main focus is to investigate the effect of inter-segment exchange
coupling, A, between the segments of SPM on the assisted frequency required. Two
microwave profiles, sinusoidal and square microwave fields, have been included in this
work.
5.3 Simulated assisted frequencies for segmented per-
pendicular media
Our SPMmodel consists of three magnetic layers (segments) with square cross-sectional
areas of 5 × 5 nm2. All the segments of our SPM share the same saturation magneti-
zation, Ms = 500 emu/cc. The Hk and the thickness of each segment are shown in
Fig. 5.4. The Hk is lowest at the top segment and highest at the bottom segment. This
structure corresponds to a graded anisotropy structure in the design of SPM. Exchange
breaking layers that separate the segments are assumed to be 1 nm thick and A will be
the dependence parameter in our study.
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Figure 5.4: Schematic diagram of the SPM used in this chapter. The inter-segment
exchange coupling, A, between the segments are identical.
In this chapter, we study magnetization dynamics based on the LLG equation. We
do not consider thermal agitation effect in the LLG equation. The SPM is meshed into
1 nm3 cubic cells and the magnetization within each cell is assumed to be uniform. A
shall determine the exchange field strength acting on the cells adjacent to the exchange
breaking layers. Meanwhile, we set the homogeneous exchange coupling within each
segment as 10−6 erg/cm. The homogeneous exchange coupling shall determine the ex-
change field strength acting on the cubic cells within the segments. All the easy axes of
the magnetic cells are assumed to be aligned along the out of plane direction, ez. The
damping constant, α, is fixed at 0.1.
We set the pulse width of the applied DC field as 1.0 ns which agrees with the standard
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pulse width generated by a conventional writer pole. The sinusoidal or square AC field
will be applied concurrently during the pulse duration of the DC field. The DC field
angle is fixed at 5◦ to ez and the AC field is applied in the plane normal to ez. A perfect









where B is the amplitude, ω is the angular frequency, and t is the dynamical time of the
applied AC field. Since it is difficult for a STO to generate a perfect square wave, we
consider a modified STO [57] that can generate a finite bandwidth square microwave
field with k = 1, 3. Hence, the square microwave field in the following discussion refers
to a finite bandwidth square microwave field. The amplitude of the AC field used in our
calculations is 1 kOe. In this chapter, we report the results of the switching field (Hsw)
and the normalized frequency which have units of Hk and γHk respectively. For this
case, Hk = 20 kOe which refers to the anisotropy field of hard segment and γ is the
gyromagnetic ratio of an electron.
Fig. 5.5 shows the plot of Hsw as a function of the sinusoidal field frequency. The
smallest Hsw can be obtained at frequencies of approximately 0.125–0.150 γHk for
different A. We refer these frequencies in this region as assisted frequencies. Fig. 5.6
shows the results of Hsw as a function of the square microwave frequency. The results
obtained for the case of square microwaves do not differ significantly from the case
of sinusoidal microwaves. The smallest Hsw for square microwaves can be obtained at
assisted frequencies of approximately 0.130–0.165 γHk in the presence of varyingA. At
first, we expect that a lower assisted frequency can exist for square microwaves [57], but
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our results do not illustrate this feature for MAMR on SPM. One possible reason is that
the field strength of the square microwave field is not sufficient to assist the switching
process at this lower frequency regime.
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Figure 5.5: Calculated Hsw as a function of normalized frequency for MAMR with
sinusoidal microwaves. The A of SPM is varied within the range of 0.1–0.9 µerg/cm.
In Fig. 5.7, we have summarized the effect ofA on the minimumHsw and the assisted
frequencies, respectively. The results indicate that a lowerHw can be realized byMAMR
on SPM as compared to SPM without microwave-assisted switching. Square microwave
fields can further reduce theHsw as compared to sinusoidal microwave fields. However,
there is no significant reduction of the Hsw for MAMR with square microwave fields as
opposed to MAMR with sinusoidal microwave fields. In addition, the assisted frequen-
cies required by square microwave fields are higher than those of sinusoidal microwave
fields.
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Figure 5.6: (Color online) Calculated Hsw as a function of normalized frequency for
MAMR with finite bandwidth square microwaves. The A of SPM is varied within the
range of 0.1–0.9 µ erg/cm. Note that there are slight differences in the calculated Hsw
and assisted frequencies as compared to MAMR with sinusoidal microwaves.
In this type of SPM with soft layer driven switching, the assisted frequency is gov-
erned by the effective field strength acting on the soft segment. The effective field in-
cludes an exchange field which arises from the inter-segment exchange coupling be-
tween the segments. The assisted frequencies of sinusoidal and square microwaves have
a distribution of approximately 0.05 γHk with respect to A. Our results do not indicate
that the assisted frequencies have significant dependence on the inter-segment exchange
coupling fields. Assisted frequencies with weak dependence on A are favorable for
MAMR on SPM since a narrow bandwidth of microwave frequency is sufficient to as-
sist the switching process. On the other hand, we need to consider the capability of the
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Figure 5.7: The top three graphs with filled symbols refer to the minimum Hsw (left
axis) as a function of A for SPM for three cases: (1) with sinusoidal microwaves, (2)
with finite bandwidth square microwaves, and (3) in the absence of all microwaves. The
bottom two graphs with unfilled symbols refer to the assisted frequencies of microwaves
(right axis) as a function of A for MAMR on SPM.
STO to generate a high AC field for SPM with recording layer of high Hk. With re-
spect to this issue, our results suggest that MAMR on SPM is feasible since the assisted
frequencies are lesser than 0.20 γHk.
TheHsw required for SPM reduces with decreasing ofA. This is because non-uniform
and incoherent switching of magnetization can be realized for the segments with small
exchange breaking layer coupling [60]. The magnetization in the top segment absorbs
microwave energy and switches before magnetization reversals occur in the middle and
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bottom segments. Magnetostatic and exchange fields induced by the reversed magneti-
zation within the soft segment can assist the magnetization switching of the hard seg-
ment. A comprehensive study of switching behavior in SPM has pointed out that the
anisotropy fields of the segments and A of SPM will determine the magnitude of the
Hsw [60]. Besides the mentioned parameters, switching behavior of a composite media
can depend on the thickness of the segments as well as on the external field parameters
[61, 65]. Optimization between these parameters is essential in the design of SPM with a
lowHsw. Assisted frequencies with weak dependence onA in this type of SPM with soft
layer driven switching behavior can reduce the complexity required for the optimization
process.
The inter-segment exchange fields can pin the magnetization nearby the interface of
the segments. On the other hand, the long range magnetostatic fields from the middle
and bottom segments can increase the energy required for the switching process of the
soft segment. The switching behavior of the magnetization in SPM is different from the
switching behavior of homogeneous magnetic domains. The lower transverse oscillating
field feature offered by square microwave fields may be negated by these exchange and
magnetostatic fields. To realize a lower transverse oscillating field feature, a higher AC
field strength is required and this will impose challenges in the design of the STO.
5.4 Summary
We have demonstrated that soft layer driven switching of MAMR on SPM can be real-
ized and it allows the writing of recording layer at low assisted frequencies. The assisted
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frequencies required for MAMRwith either sinusoidal or square microwave fields do not
show significant dependence on the inter-segment exchange coupling of the SPM. The
reduced assisted frequency characteristic of square microwave fields does not appear in
MAMR on SPM. Hence, we suggest that a sinusoidal microwave field is a better candi-
date than a square microwave field in designing this type of soft layer driven switching
of MAMR on SPM.
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Conclusion and future work
In this thesis, we have investigated potential high density magnetic recording schemes
using the thermal stability model and the LLG equation. Our thesis mainly consists
of two sections of study. In the first section, we mainly study the surface anisotropy
effect on the thermal stability and the effective crystalline anisotropy of FePt magnetic
grains. The thermal stability determines the minimum grain sizes required meanwhile
the effective crystalline anisotropy decides the required switching field. In the second
section, we focus on the writing process of SPM in which the magnetization reversal
process is assisted by microwave fields. We shall conclude our main results of these
investigations and recommend the potential future works.
Based on the thermal stability analysis, our results suggest that for 6.0× 107 erg/cm3
FePt magnetic material, we can obtain a magnetic grain size of 3 nm which is thermally
stable in the presence of < 1.0 erg/cm2 surface anisotropy. The requirement for scaling
down the grain size is the aspect ratio of grains must be > 3 in order to be thermally
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stable. The switching field of grains will be reduced in the presence of surface anisotropy
and we can include this effect in the analysis of the writability of magnetic grains.
Reference [19] suggests that for recording scheme with grain size of 3 nm, we can
achieve 10 Tb/in2 with magnetic material of anisotropy constant of 2.85× 107 erg/cm3.
Our results suggest that for 6.0 × 107 erg/cm3 FePt magnetic grains with grain size
of 3 nm, the granular medium will be thermally stable and it can tolerate the surface
anisotropy effect. Hence, 10 Tb/in2 areal density is possible even in the presence of
surface anisotropy effect. On the other hand, in the presence of surface anisotropy effect,
a reduction of 20% Hk is expected for FePt rectangular grains with 6.0 × 107 erg/cm3,
grain size of 3 nm and t/d = 2. This effect is not negligible in the future design of HDD
with small grain sizes.
However, our thermal stability analysis only considers magnetic grains with regular
geometrical structures such as rectangular, circular, and hexagonal structure. Most of
the grains in recording media exhibit voronoi structure and we do not consider this type
of geometry in our analysis. Furthermore, our finite difference based micromagnetic
code can only be used to investigate the magnetization dynamics of rectangular grains.
We suggest that finite element based micromagnetic model [66] should be adopted to
analyze the magnetization processes of grains with irregular structures. Nevertheless
our analysis on grains with regular structures can offer us a simple idea on the required
grain size for future HDD.
For our study of MAMR on SPM, we have shown that even with microwave fields
applied to the soft segment only, the magnetization reversal of the hard segment can be
induced following the magnetization reversal of the soft segment. The switching field
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strengths required are in the range of 0.20–0.35 Hk where Hk refers to the anisotropy
field of the recording layer of SPM. Our results indicate that the assisted frequencies for
this soft layer driven switching of SPM are not sensitive to the inter-segment exchange
coupling. The required assisted frequency range is 0.125–0.165 γHk for our SPM. We
have also compared the performance of a pure sinusoidal microwave field and a finite
bandwidth square microwave field in the soft layer driven switching of MAMR on SPM.
The lower transverse field feature offered by a square microwave field is not shown by
our SPM model. Our simulation results show that the sinusoidal microwave field could
be more practical than the square microwave field for MAMR on SPM.
If we assume that our simulation results for MAMR on SPM can be applied to other
materials with different anisotropy fields, Hk, we may expect the average switching
field strength required is 0.275 Hk and the average assisted frequency is 0.14 γHk. If
we consider a hard magnetic layer like FePt with anisotropy field of 110 kOe as the
recording layer of SPM, we expect the switching field will be around 30 kOe and the
assisted frequency is around 43 GHz. Although our predicted switching field strength
and assisted frequency for FePt material with high anisotropy field are not attainable
experimentally at this stage [6, 55], our results suggest the recording capability limit we
should achieve in order to attain Tb/in2 recording scheme based on the proposed model.
Our investigation focuses on the effect of inter-segment exchange coupling on the
performance of MAMR on SPM. In this work, we do not consider the other param-
eters such as the applied microwave field strength, the damping constant of magnetic
material, thickness dependence of segments, and others. These parameters shall affect
the switching performance of MAMR on SPM. Furthermore, our micromagnetic model
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does not consider the temperature dependence of magnetic material. Real HDD config-
uration shall absorb the heat generated during its operation and thus temperature effect
is not negligible. Our micromagnetic model does not include thermal Langevin field to
investigate the temperature effect [67]. There exists another type of equation, known
as Landau-Lifshitz-Bloch equation in the literature, which can allow us to investigate
magnetization dynamics for system at high temperature closed to the Curie temperature
of the material [68]. These are the potential aspects we can combine with the existing
work for our future study.
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Appendix A
Demagnetizing tensor for a rectangular
cell
In section 3.2, we have shown that the magnetostatic field acting on a cell due to mag-





|r− r′|3 dSr′. (A.1)
Let us consider an observation point ~r(x, y, z) which has the magnetostatic field contri-
bution from a rectangular surface of dimension a × b. The co-ordinate system is chosen
with its origin placed at the center of the flat surface as shown in Fig. A.1. We have
also assumed the effective magnetic charge on the flat surface is Ms. In Fig. A.1, the
effective surface charge is due to a magnetization pointing out of plane behind this page.









[(x− x′)2 + (y − y′)2 + (z − z′)2]3/2 dx
′dy′. (A.2)
Figure A.1: Diagram of magnetostatic field evaluated at observation point ~r.





x2 ± a2)3 = −
1√
x2 ± a2 . (A.3a)∫
dx√
x2 ± a2 = ln(x+
√
x2 ± a2). (A.3b)





















(x+ a/2)2 + (y − y′)2 + (z − z′)2 dy
′, (A.4)
where we have the substitutional variable u = (x − x′). Now let us evaluate Eq. (A.4)










(x+ a/2)2 + v2 + (z − z′)2
= Ms ln
(
(y + b/2) +
√




(y − b/2) +
√




(y − b/2) +
√




(y + b/2) +
√
(x+ a/2)2 + (y + b/2)2 + z2
)
, (A.5)
where we have the substitutional variable v = (y − y′). Note that z′ = 0 in this case
as we take the zero co-ordinate of z at the flat surface. Analogously, we can derive Hy
following the same procedure.
Now let us study the derivation of Hz. With reference to Fig. A.2, we have
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Figure A.2: Diagram of magnetostatic field evaluated at observation point ~r due to the





(x− x′)2 + (y − y′)2 + (z − z′)2 (A.6)












[ (y − y′)(z − z′)













x2 ± a2 . (A.8)
With reference to Fig. A.2, we note that
|x− x′| =
√
(y − y′)2 + (z − z′)2 tan θ, (A.9)
and the derivative of Eq. (A.9) as
dx′ =
√
(y − y′)2 + (z − z′)2 sec2 θdθ. (A.10)
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If we substitute Eq. (A.9,A.10) into Eq. (A.7), we obtain
Ms
∫
(y − y′)(z − z′)




(y − y′)(z − z′) sec2 θ
[(z − z′)2 + [(y − y′)2 + (z − z′)2] tan2 θ]
×
√
(y − y′)2 + (z − z′)2dθ√
[(y − y′)2 + (z − z′)2][1 + tan2 θ]
= Ms
∫
(y − y′)(z − z′) sec θdθ
(y − y′)2 tan2 θ + (z − z′)2 sec2 θ
= Ms
∫
(y − y′)(z − z′) cos θdθ
(y − y′)2 sin2 θ + (z − z′)2
= Ms
∫
(z − z′)/(y − y′)d(sin θ)
(z − z′)2/(y − y′)2 + sin2 θ . (A.11)












If we substitute u = sin θ and a = (z − z′)/(y − y′) in Eq. (A.12), we can evaluate Eq.
(A.11) together with its integral limits. Based on Fig. A.2, we also have
sin θ =
x− x′√
(x− x′)2 + (y − y′)2 + (z − z′)2 . (A.13)






( (x− a/2)(y − y′)






( (x+ a/2)(y − y′)




( (x− a/2)(y − b/2)
(z − z′)
√
(x− a/2)2 + (y − b/2)2 + (z − z′)2
)
−Ms arctan
( (x− a/2)(y + b/2)
(z − z′)
√
(x− a/2)2 + (y + b/2)2 + (z − z′)2
)
+Ms arctan
( (x+ a/2)(y + b/2)
(z − z′)√(x+ a/2)2 + (y + b/2)2 + (z − z′)2
)
−Ms arctan
( (x+ a/2)(y − b/2)
(z − z′)√(x+ a/2)2 + (y − b/2)2 + (z − z′)2
)
. (A.14)
The orientation of magnetization in the cell shall determine the magnitude of effective
surface charge on the surfaces. The example shown in Fig. A.2 illustrates the two
magnetized surfaces due tomz. We have just derived Hx, Hy and Hz at the point ~r due
to a magnetized surface. In order to evaluate the demagnetizing tensor of a cell, we need
to consider the contribution from six magnetized surfaces as shown in Fig. A.2. We
can apply 3D rotational matrix to change the co-ordinate system for surfaces of different
orientations. In this manner, we can determine Hx, Hy and Hz due to the magnetized
surfaces perpendicular to x, y, and z-axis respectively and obtain the 9 matrix elements
of a demagnetizing tensor.
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