MapReduce is a programing model used for parallelly processing a large amount of data. To analyze a large amount data, the data cube is widely used, which is an operator that computes group-bys for all possible combinations of given dimension attributes. When the number of dimension attributes is n, the data cube computes 2 n group-bys. In this paper, we propose an efficient method for computing data cubes using MapReduce. The proposed method partitions 2 n group-bys into n C⌈n/2⌉ batches, and computes those batches in stages using ⎡n/2⌉ MapReduce jobs. Compared to the existing methods, the proposed method significantly reduces the amount of intermediate data generated by mappers, so that the cost of sorting and transferring those intermediate data is reduced significantly. Consequently, the total processing time for computing a data cube is reduced. Through experiments, we show the efficiency of the proposed method over the existing methods. 
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