In this paper we investigate the effect of Cd doping at ultra-low concentrations 
I. INTRODUCTION
The wide-bandgap SnO 2 semiconductor is a very attractive material for a wide variety of technological applications, due to its electrical and optical properties as well as its thermal and chemical stability. It has been used in the construction of solar cells, 1 flat panel collectors, touch panels 2 and sensors for gas detection. 3, 4 It is well known that the inclusion of certain impurities in SnO 2 can improve these properties. [5] [6] [7] [8] More recently, Cd has revealed as an ideal dopant for some of these properties. For example, in the case of gases sensors, the Cd doping (i.e., the Sn +4 substitution by Cd +2 ) induces the formation of oxygen vacancies, enhancing the sensor performance with respect to undoped n-type SnO 2 (in which natural oxygen vacancies may be present in the real samples) at the same operating temperature. 9 On the other hand, the inclusion of Cd impurities in SnO 2 nanoparticles has revealed a dielectric constant loss behavior at high frequencies 10 suggesting its application in many electronic devices. Concerning optoelectronic applications, Mariappan et al. 11 developed Cd-doped SnO 2 thin films enhancing their electrical conductivity and optical transmittance when 5% of Cd doping is used.
In the last years, in condensed-matter physics, structural, electronic, and magnetic properties in pure and doped systems have been carefully studied at the atomic scale confronting results from hyperfine experimental techniques with reliable allelectron (AE) ab initio predictions in the framework of the Density Functional Theory (DFT). [12] [13] [14] [15] [16] [17] [18] [19] [20] In particular, the subnanoscopic environment of impurities or native atoms in solids can be studied employing the Time-Differential Perturbed γ−γ AngularCorrelation (TDPAC) spectroscopy. This technique provides a very precise characterization of the electric-field-gradient (EFG) tensor at diluted (ppm) radioactive probe-atoms. The EFG is a symmetric tensor of second-order with components defined by ܸ ሺ‫ݎ‬ Ԧሻ ൌ డ మ ሺ Ԧሻ డ௫ డ௫ ೕ . Here, ܸሺ‫ݎ‬ Ԧሻ is the electric potential generated by the charge density nearby a probe nucleus. Particularly, the EFG tensor is diagonal in the principal axis system, and may be characterized by only its largest component V 33 and the asymmetry parameter defined as ߟ ൌ ሺܸ ଵଵ െ ܸ ଶଶ ሻ ܸ ଷଷ ⁄ , with 0 ≤ η ≤ 1 using the |ܸ ଵଵ | |ܸ ଶଶ | |ܸ ଷଷ | standard convention. In summary, from the determination of the EFG tensor it is possible to obtain very valuable information about the impurity-host system under study, such as structural distortions, localization of impurities and defects as well as their charge state, etc., and this information could be obtained by confrontation of the experimental results with accurate theoretical predictions of the EFG.
As it is well known, the ( 111 In→) 111 Cd and ( 181 Hf→) 181 Ta nuclides are the most used probe-atoms in TDPAC spectroscopy, both as native atom or as an impurity in a given system. In the case of 181 Hf(→ 181 Ta)-doped SnO 2 a complete study combining TDPAC experiments and ab initio calculations has been performed in detail. 15 This double approach enabled us to determine the structural relaxations introduced in the host, the correct charge state of the impurity and the metallic behavior of a degenerate semiconductor (in agreement with resistivity experimental results obtained in samples with the same Ta dilution), and we could understand the origin of the EFG invariance with temperature observed in the TDPAC measurements.
On the other hand, for the 111 In(→ 111 Cd)-doped SnO 2 system, the existing TDPAC experiments reported in the literature [21] [22] [23] [24] are not conclusive in what respect to the interpretation of the hyperfine parameters reported, and their temperature dependence remains controversial. Besides the samples preparation and their activation, one of the difficulties in the analysis of these TDPAC spectra resides in the fact that the transmutation of 111 In to 111 Cd is produced by nuclear electron capture (EC) ( 111 In(EC)
Cd), giving rise to the electronic relaxation process usually called in the literature (electron-capture-decay) "after-effects" (ECAE). [25] [26] [27] The first TDPAC results of 111 Cd-doped SnO 2 were reported by Wolf et al. 21 In their experiments, the 111 In(→ 111 Cd) probe´s parent was diffused into SnO 2 powder samples and measured in the temperature (T) range 4K-1260 K. They found a unique hyperfine interaction (characterized by ω Q =18.2(1) Mrad/s and η=0.1(1), temperature independent), splitted into a static and a dynamic part. They found a temperature dependence of the fraction (f ) of probes that senses the static part of this interaction, varying from 25% at T=4 K to 70% at T > 1000 K. They attributed this dependence to the ECAE and to the fact that the perturbation depends of the local electronic density, and proposed the generation of unfilled inner electron shells to explain this temperature dependence. Giving support to these ideas, they observed a faster increase of f as T increases when the SnO 2 samples were doped with "donor" H 2 atoms. In a TDPAC experiment we measure the number of coincidences ‫ܥ‬ሺΘ, ‫ݐ‬ሻ between γ 1 and γ 2 photons detected at two relative angular positions of the scintillators, Θ=90° and Θ=180°, being t the elapsed time between both emissions. Hence, the experimental spin-rotation curve or R(t) TDPAC spectrum can be constructed as:
where ‫ܣ‬ ଶଶ ௫ is the experimental anisotropy of the γ 1 -γ 2 cascade and ‫ܩ‬ ଶଶ ௫ ሺ‫ݐ‬ሻ is the theoretical perturbation factor ‫ܩ‬ ଶଶ ሺ‫ݐ‬ሻ folded with the time-resolution curve of the spectrometer.
The TDPAC experiments presented here were performed using the 171-245 keV γ-γ cascade of 111 Cd, produced after the EC nuclear decay of the parent 111 In
nuclide.
In what follows we will show the construction and justification of the perturbation factor used to describe the time-dependent hyperfine interactions observed in the TDPAC experiments reported in the present work. This analytic perturbation factor was proposed by Bäverstam et al. 31 (BO) and is a modification of that proposed by Abragam and Pound (AP) used to describe the randomly fluctuating dynamic (i.e., time-dependent) hyperfine interaction sensed by a probe-nucleus in a liquid environment. 32 In the BO model, a modification was introduced in order to account for the on-off character of the dynamic hyperfine interaction, character that is related to the probe-atom probability to decay to a certain stable electronic ground state (turning off the dynamic interaction), during the time-window of the TDPAC measurement, leading to a final static interaction.
The type of dynamic interaction we want to describe here is originated in the radioactive decay of the parent of the TDPAC probe if this decay leaves the probe atom in a highly ionized state far from the equilibrium. This occurs, e.g., in the K-electroncapture decay of 111 In to 111 Cd, probe used in this work. This process produces an electronic hole in the K shell of the Cd atom, which is filled up with an electron of the outer shells too fast to have any influence on the TDPAC spectra. After this, and due to subsequent Auger processes, the probe ion loses a large number of electrons, leaving the corresponding number of electronic holes, which will diffuse towards the outer atomic shells in less than 10 -12 s. This first part of the atomic recovery is independent of the environment of the probe atom and again does not influence the TDPAC spectra.
However, the following phase during which the outer holes are filled up depends on the probe surroundings. In a solid, the highly ionized charge state of the Cd probe-atom becomes almost compensated by electrons from their neighboring ions in a very short time (≈10 -12 s). In the electronic band structure description of the solid, these holes diffuse along the valence band very fast. This happens before the emission of the first γ-ray of the γ 1 -γ 2 cascade through which the 111 Cd nucleus decays to its (nuclear) ground state (the emission of γ 1 starts the TDPAC measurement and that of γ 2 ends it).
Only ions with very few extra electronic holes with respect to those nominally introduced by a neutral Cd atom substituting a host cation (in our case, i.e. Cd-doped SnO 2 , two holes are nominally produced) may live for times long enough (longer than 10 -12 s) to reach the sensitive time-window of the measurement. The necessary condition for this phenomenon to take place seems to be that the probe-atom should be embedded in an insulating or semiconducting environment. 21, 25, [33] [34] [35] [36] [37] [38] [39] The most general expression for the perturbation factor ‫ܩ‬ ሺ‫ݐ‬ሻ may be written as:
where c i and a i may be complex numbers.
In the case of static (time-independent) electric-quadrupole interactions, i. e. 
where the coefficients S 2n and the interaction frequencies ω n are known functions of the asymmetry parameter η, being ω n proportional to the nuclear quadrupole interaction frequency ߱ ொ ൌ ܸ݁ܳ ଷଷ 40 ⁄ . 41 In Eq. 3, we used k=2 since A 44 is very small for this γ-γ cascade.
In the case that the following conditions are satisfied (as may be the case of randomly fast fluctuating electronic environments sensed by the TDPAC probe):
(i) the correlation time τ c , which is a typical time for the changes of the nuclear environments that will originate a time-dependent interaction, is small enough to let ω Q << 1/τ c ;
(ii) the time of observation t >> τ c ;
(iii) the fluctuating interaction is so small that the first-order perturbation theory is valid; then a pure dynamic (i. e., time-dependent) perturbation factor is obtained as: factor of Eq. 4). Since, in addition, the static interaction is much weaker than the dynamic one (i.e. the exponential decay is strong, this can be seen in the fast damping of the spectra), ‫ܩ‬ ଶଶ ሺ‫ݐ‬ሻ can be well described, for the combined static and dynamic interactions, as the product:
This equation represents a static perturbation factor with a time-dependent anisotropy which decreases to zero for very large times. This is not exactly the shape of our R(t) spectra, which remains undampened after a certain time t. The fact that the excited atoms after a certain time will reach their electronic ground states (these states may be different at each temperature), i.e. the turning off of the dynamic interaction, had not yet been accounted for in Eq. 5. To do this, two simplifying assumptions were made:
(i) That the probability for an atom reaching its ground electronic state at time t`
(measured from the emission time of γ 1 ) is:
where N is the number of probes that will contribute to ‫ܩ‬ ଶଶ ሺ‫ݐ‬ሻ at time t (those probes that emits γ 2 at time t) and λ g is the probability per unit time for an atom to reach the electronic ground state.
(ii) That the mean (dynamic) interaction strength averaged over all excited atoms is constant, i.e., λ r is still a constant.
After the N atoms reach their electronic ground state (at a time t´, different for each atom), the hyperfine interaction they produce becomes static. Thus ‫ܩ‬ ଶଶ ሺ‫ݐ‬ሻ may now be seen as an average of the perturbation factors affecting to the N probe-nuclei.
The contribution to the perturbation factor, at time t, corresponding to a probe that arrives at the electronic ground state at time t´, is (remember that γ 2 is emitted at time t):
This situation is graphically described in Fig. 1 that shows the contribution to the total time-dependent G 22 (t) perturbation factor from probes that reach stable electronic state at a time t´. In this figure, G 22 (t) was multiplied by the experimental anisotropy A 22 to obtain the R(t) spectrum.
One way to obtain the total time-dependent perturbation factor G 22 (t) at a time t is to compute the average of Eq. 7, taken on the N atoms that emit γ 2 at time t, including those atoms that reach their electronic ground state at time t´ before t and those that are still excited at time t (i.e., t´ is larger than t in Eq. 7) :
This model cannot be distinguished from the physically different case where there are two fractions of probes, f d undergoing a fluctuating field (without the off process) characterized by the perturbation factor:
and f s subjected only to the static field. Indeed, Eq. 10 is equivalent to:
if f d =λ r /λ , f s =λ g /λ , with λ=λ r +λ g . In Eq. 12, f d , f s , and λ are, in general, not correlated parameters. This is not the case, clearly, in the scenario represented by Eq. 10, which will be used to fit the R(t) spectra.
In case the probe-atoms in a sample are localized at different environments, e.g.
at nonequivalent cation sites of a crystal structure, Eq. 1 and Eq. 10 need to be modified accordingly using the usual model for multiple-site electric-quadrupole-interactions for the static perturbation factor:
being f i the fraction of nuclei that senses each time-dependent hyperfine interaction.
B. Sample preparation and TDPAC measurements
The sample was prepared using high purity rutile SnO 2 powder (Sigma-Aldrich, purity better than 99.99 %), pressed in a circular pellet of 5 mm diameter at 3x10 8 The TDPAC spectrometer used was based on four BaF 2 scintillating detectors in a 90° coplanar arrangement and an electronic coincidence set-up with slow-fast logic.
The R(t) spectrum was constructed for each measuring temperature, according to Eq. 1 from the twelve simultaneously recorded coincidence spectra, eight at 90° and four at 180°.
TDPAC measurements were carried out in the temperature range from 10 K to 1123 K in a reversible way, in 50 K or 25 K steps. For measurements above RT, the sample was sealed in an evacuated quartz tube and performed in a small furnace with graphite electrodes positioned between detectors. For low-temperature measurements in the range from 10 K to 295 K, the sample was attached to the cold finger of a closedcycle helium cryogenic device with temperature controlled to better than 0.1 K.
C. Experimental Results
In Fig. 2 we show selected representative R(t) spectra and their corresponding
Fourier transformation measured at T= 10 K, 150 K, 200 K, 270 K, 450 K, 650 K, 923K, and 1123 K. As it is apparent, there is an increasing damping as measurement temperature decreases, starting from the very well defined and undamped spectrum at T=1123 K. This behaviour is reversible with the measurement temperature.
Already at 1123 K two hyperfine interactions (corresponding to two different triplets of interaction frequencies) are resolved in the Fourier spectrum, although one of them (HFI1) accounts for almost 95 % of the spectrum. Below 923 K a fast damping in the first ns of the R(t) spectra is apparent but conserving this anisotropy for larger times.
As mentioned before this effect increases as temperature decreases. Hence, as explained in Sec. II A, the (red) solid lines in the R(t) spectra of Fig. 2 are the best least-squares fit of Eq. 13 to the experimental data. The (red) solid lines in the Fourier spectra are the Fourier transformation of the R(t) fits.
Two hyperfine interactions (HFI1 and HFI2) were necessary to account for the R(t) spectra along all the temperature range of measurement. The contribution of HFI1
and HFI2 are shown as shaded areas (in light-blue and blue, respectively) in the Fourier spectra (Fig. 2) . The fitted more relevant hyperfine parameters are shown in Fig. 3 as a function of temperature. In this figure, the fitting errors on ω Q and η are smaller than the data points. In the case of the fractions f, the absolute errors are about ±5% and the relative errors in λ r and λ g are about 10 % (not included in this figure for clarity). As mentioned in Sec. II A, the λ r relaxation constant represents the damping strength in a pure time-dependent interaction (see Eq. 4) related with the transitions among different probe´s charge states, being λ g the inverse of the mean lifetime of the "electronic holes", τ g , which governs the "on-off time" of the dynamic interaction. In addition, Fig. 4 shows the relative weights of the dynamic and static terms of Eq. 12 for HFI1 and HFI2.
The combined inspection of the evolution of the hyperfine parameters (Fig. 3) , the dynamic and static fraction extracted from Eq. 12 ( Fig. 4 ) and the contributions of HFI1 and HFI2 to the Fourier spectra ( as seen in Fig. 3(a) , ω Q1 and η 1 are almost constant as well as its EFG distribution (δ < 2 %). This constancy was also observed by Wolf et al. 21 and is in agreement with the characterization performed at RT by Rentería et al. 24 As Fig On the other hand, the fractions f 1 and f 2 of probes that feel the final EFG1 and EFG2, respectively, change with temperature [see Fig. 3(a) ]. As T decreases, f 2 increases and HFI2 begin to sense the dynamic interaction (below 923 K), while f 1 decreases, being HFI1 still a static interaction (only above 650 K). View to the fact that f 1 increases with temperature and reaches more than 90 % above 923 K, temperature region with a larger electron availability due to thermal effects, and being EFG1 the same for all temperatures, it is reasonable to suppose that EFG1 is related with a probe´s charge state with more electrons than those associated with EFG2.
In general, as T decreases, the electron availability and/or mobility could be decreasing in the system, as suggested by the increase of λ r and the constancy of λ g (i.e., Å. We studied the convergence of the structural relaxations and the hyperfine parameters in other SCs formed by 2x2x2 and 2x2x4 unit cells, checking that the 2x2x3 SC was sufficient to simulate the isolated impurity, as usually occurs in oxides with impurity-impurity shortest distance of around 10 Å. 13, 15, 18 In order to describe real samples, and particularly in our case where an electronic recombination process around the impurity occurs, it is essential to be able to predict with accuracy the charge state of the impurity, and therefore to describe correctly the structural, electronic, and hyperfine properties of the impurity-host system. 48 The cut-off parameter of the plane wave bases in the interstitial region was R MT K max =7, where K max is the maximum modulus of the lattice vectors in the reciprocal space, and R MT is the smallest radius of the non-overlapping muffin-tin spheres centered in the atoms. In our calculations we use R MT (Cd)= 1.06 Å, R MT (Sn)= 0.95 Å and R MT (O)= 0.86 Å. In the reciprocal space, the integration was performed using the tetrahedron method, 49 taking 50 k-points in the first Brillouin zone. Exchange and correlation effects were treated using the local-density approximation (LDA), 50 and the generalized gradient approximation (GGA). For GGA we used the Perdew-BurkeErnzerhof (PBE-GGA) parametrization 51 and the GGA parametrization proposed by Wu and Cohen (WC-GGA). 52 In order to obtain the equilibrium structures of the SC, all atoms were displaced following a Newton dampened scheme, 53 and repeating it until the forces on the ions were below 0.01 eV/Å. Finally, the EFG tensor was calculated from the second derivative of the obtained full electric potential.
54, 55
B. Calculation Results
Structural relaxation
The substitution of a lattice native Sn atom by a Cd impurity induces considerable large forces acting on Cd and its neighbouring atoms, as well as, in a lesser extent, on the rest of the atoms of the SC. In the Cd-doped 2x2x3 SC, we checked if the final equilibrium positions obtained after the relaxation process depend on the initial structure (lattice and internal parameters) or not. We started the relaxation process using both the experimental and the ab initio optimized structural parameters of pure In Table I 
Electronic Structure
In addition to the structural relaxations, the substitution of a Sn atom by a Cd impurity produces strong changes in the electronic structure of the semiconductor. 
EFG
With the aim to explain the origin of the EFG tensors that characterize the two hyperfine interactions observed in the TDPAC experiments and the potential EFG , taking into account the full structural relaxation produced in each system, are quoted in Table II . Little differences exist between V 33 and η predicted by LDA, WC-GGA, and PBE-GGA approximations.
These differences are due to the little difference in the final equilibrium positions predicted by each approximation (see Table I ), due to the strong r -3 EFG dependence from the charge sources. Due to this r -3 dependence, the EFG at the Cd site is basically originated in the non-spherical electronic charge density very close to the Cd nucleus (in the first bumps of the Cd´s radial wave functions). 55 It is important to notice here that, as occurred in many other doped binary oxide systems, 15, 18, 58, 59 Fig. 8 ), which corresponds directly to the above mentioned Cd-d orbital symmetries within the acceptor impurity level, could explain the behaviour of the EFG as a function of the impurity charge state (Fig. 9) . For this description, we will take into account that a negative point charge along a certain axis produces a negative EFG component in this direction, while if this charge is localized in a plane normal to this direction it produces a positive EFG component with half of the precedent value. In general, the sign and strength of the EFG component along a certain axis originated by a negative charge q situated at an angle Φ from this axis is given by:
Hence, negative point charges localized between 0 and 54.7° from a certain principal i axis produces a negative Vii value.
In effect, as described in detail in the previous section, the addition of one electron to the SnO 2 :Cd 0 SC produces a much larger localization of electronic charge along the Cd-O1 bonds than the charge added along the Cd-O2 bonds. Hence, as mentioned above, the addition of this negative charge along the V 22 direction produces a positive increase in V 33 , since the V 33 direction is normal to V 22 . This effect continues increasingV 33 up to its maximum value and then abruptly decreases when the acceptor impurity level is completely filled. In effect, the second added electron goes mainly to 
IV. COMPARISON BETWEEN EXPERIMENTAL TDPAC RESULTS AND THE AB INITIO CALCULATIONS
Even though the seeming constancy of V 33 for the three different charge states of the impurity quoted in Table II, The comparison between the ab initio predictions and the experimental EFG results enabled to assign HFI1 to 111 Cd probes localized at defect-free cation sites of the rutile structure with a double acceptor level completely filled above T=650 K. Below this temperature, these probe-nuclei feel a dynamic hyperfine interaction whose final stable electronic configuration is that corresponding to the static EFG1 sensed above Cd(→ 111 Cd) was used in PAC experiments in some of the same oxides mentioned above, dynamic hyperfine interactions were not observed or its effect was very weak. 43, 63, 64 At present, it is early to confirm that the electronic acceptor character of the Cd probe-atom is a necessary condition to observe dynamic interactions. For this, investigations in other binary oxides in which Cd would be an isovalent or a donor impurity in the host system should be perform. PAC experiments as well as ab initio calculations in this sense are currently in progress.
a Reference 45. , using the LDA, WC-GGA, and PBE-GGA approximations. spectrum corresponding to TDPAC probes sensing a time-dependent on-off hyperfine interaction. Black dashed line, R(t) spectrum for an axially symmetric static electricquadrupole interaction (characterized by EFG 1 ). Red solid line represents the pure dynamic interaction of Eq. 4, which is switch-off after a time t´ (red dashed line). Black solid line, contribution to the total time-dependent R(t) spectrum (see Eq. 9) from all the probes sensing a dynamic hyperfine interaction (with a final stable EFG 1 ) as described by Eq. 7, reaching these probe-atoms the same stable electronic charge state configuration at a time t´, emitting γ 2 at different times t γ2 . 
