Abstract. We develop the topological polylogarithm which provides an integral version of Nori's Eisenstein cohomology classes for GL n (Z) and yields classes with values in an Iwasawa algebra. This implies directly the integrality properties of special values of L-functions of totally real fields and a construction of the associated p-adic L-function. Using a result of Graf, we also apply this to prove some integrality and p-adic interpolation results for the Eisenstein cohomology of Hilbert modular varieties.
Introduction
In the beginning of the 90s Nori [Nor95] and Sczech [Scz93] almost simultaneously and independently developed the so called Eisenstein cohomology classes for GL n (Z) with rational coefficients and showed that one can get the Klingen-Siegel theorem, about the rationality of zeta values of totally real fields at negative integers, as a direct consequence.
The approach by Nori involves the de Rham complex and is therefore restricted to rational coefficients. Sczech's construction is analytic in nature and he gets rational cohomology classes in the end by studying Dedekind sums.
In this paper we present a different approach, depending on the topological polylogarithm, which is very much inspired by Nori's beautiful construction, but works with almost arbitrary coefficients. Moreover, the cohomology class we construct has values in the formal completion of the group ring of a finitely generated free abelian group and is hence exactly the Iwasawa algebra if one considers p-adic coefficents.
The main idea of our construction can be explained as follows. Nori's cohomology classes should be really considered not as classes on the locally symmetric space associated to GL n (Z) but rather on the universal family of topologicial metrized tori above it. On this universal family these classes are completely determined by a residue condition, so that the comparison map between de Rham and singular cohomology in Nori's approach becomes unnecessary. In particular, Nori's construction interpreted in this way works for almost arbitrary coefficients.
From our construction we get directly the integrality results of Deligne-Ribet and the p-adic interpolation of the special L-values of totally real fields. In fact we get directly cohomology classes with values in the Iwasawa algebra. We also explain a new result, building upon results of Graf [Gra14] , about the integrality and p-adic interpolation of Eisenstein cohomology classes for Hilbert modular varieties.
In recent years the question of finding integral versions of Sczech's Eisenstein cocycle or of Shintani's construction received considerable interest. Charollois and Dasgupta were able to refine Sczech's construction to the integral level in [CD12] . But because of problems with their smoothing construction they could only prove part of the integrality result of Deligne-Ribet for the L-values. Another approach to p-adic interpolation is via the Shintani cocycle of Hill [Hil07] and Solomon, which was refined to give p-adic interpolation by Spiess [Spi14] and Steele [Ste12] independently.
Our approach is completely different from all the above and relies only on the cohomological properties of the so called logarithm sheaf. Being purely topological, we do not need to choose any extra data as for the Shintani cocycle (which depends on a Shintani decomposition) nor do we have any severe restrictions on the coefficients as our approach is not analytic at all.
Moreover, in a geometric situation, where one replaces the tori by abelian varieties, a completely parallel story for other cohomology theories (and even for motivic cohomology) can be developed. This leads to p-adic interpolation of motivic cohomology classes and hence of non-critical L-values (see [Kin13] and the applications of this theory in [KLZ14] ). This gives a further argument for pursuing the approach by the topological polylogarithm.
The essential results on p-adic interpolation of L-values of this paper were obtained many years ago in the nineties but were never published. The only exception is the case of the Riemann zeta function which is covered in [BL94] . The newer results on the Eisenstein classes of Hilbert modular varieties and their p-adic interpolation depends on the purely topological construction of the Harder's Eisenstein cohomology in the thesis of Graf (forthcoming [Gra14] ).
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1. The topological polylogarithm 1.1. Group rings of lattices. We consider free abelian groups L of finite rank n, which we call lattices. Let A be a commutative ring and A[L] the group ring of L with coefficients in A. We write δ : L → A [L] × , ℓ → δ ℓ for the universal group homomorphism. In particular, ℓ ∈ L acts on A[L] by multiplication with δ ℓ . Let L A := A ⊗ Z L. We write I := JR and consider R with the filtration defined by the I k R and the induced L-action δ : L → R × . We write R (k) := R/I k+1 and R A if we need to express the dependence on A. 
→ Spec A and hence is a regular ideal. Note also that it is stable under the L-action. Then Spf R is the formal group associated to T (L ∨ ). In particular, if ℓ 1 , . . . , ℓ n is a basis of L, then R is a power series ring in the δ ℓ 1 − 1, . . . , δ ℓn − 1. Lemma 1.1.3. There is an isomorphism
The induced action of L on gr · I R is trivial. Proof. As L is abelian we have an isomorphism L A ∼ = J/J 2 ∼ = I/I 2 , which sends 1 ⊗ ℓ to δ ℓ − 1 mod J 2 . As J and hence I is a regular ideal, the induced map Sym
, which implies that L acts trivially on gr
where
, which respects the filtrations by I and I ′ .
Definition 1.1.4. A homomorphism of lattices ϕ : L → L ′ is called an isogeny, if it is injective with finite cokernel. For an isogeny ϕ we denote by deg ϕ := #(L ′ /ϕ(L)) the degree of ϕ.
′ be an isogeny with deg ϕ invertible in A, then
Proof. Both rings R, R ′ are complete and separated so that it suffices to show that
is an isomorphism. The A-module I k /I k+1 is generated by products of elements of the form (δ ℓ − 1) r and ϕ R maps these to (δ ϕ(ℓ) − 1) r . This shows that gr I ϕ R = Sym ϕ A , where
A is the induced map. If deg ϕ is invertible in A, ϕ A and hence gr I ϕ is an isomorphism.
For the closer investigation of R we need the completion of the divided power algebra of L A .
For ℓ ∈ L A we write ℓ [k] for the k-th divided power of ℓ and write
where I := Γ + L A is the augmentation ideal.
Note that one has ℓ n = n!ℓ [n] and the formula
with the Hopf algebra of the symmetric tensors. The isomorphism
where SymL A is the completion of Sym L A at its augmentation ideal. Explicitly, if we choose a basis ℓ 1 , . . . , ℓ n of L A , this homomorphism is given by
n . From this description it is clear that (1.1.4) is an isomorphism if A is a Q-algebra. Lemma 1.1.7. There is an A-algebra homomorphism exp * : R → ΓL A compatible with the filtrations. We write exp *
and hence J r to ( Γ + L A ) [r] . This induces the desired A-algebra homomorphism exp * : R → ΓL A . Remark 1.1.8. The map exp * is induced from the exponential map of the formal group Spf R. For this one should think of Spf ΓL A as the divided power formal neighbourhood of 0 in the Lie algebra L * A of Spf R. The homomorphism exp * has also the following description. Let H := lim − →r Hom A (R/I r , A) be the bigebra of translation invariant differential operators on Spf R. Then one has R ∼ = Hom A (H, A) and one has a map U(L * A ) → H 4 of the universal enveloping algebra of the Lie algebra L *
Proposition 1.1.9. If A is a Q-algebra, then
is an isomorphism.
Proof. Identify gr I R ∼ = Sym I/I 2 ∼ = Sym L A . Then we claim that the associated graded of exp
coincides with the canonical map. But L A ∼ = I/I 2 is generated by δ ℓ − 1 which maps to
. Thus gr I exp * must be induced from the isomorphism L A ∼ = Γ 1 L A by the universal property of Sym L A . In particular, if A is a Q-algebra then gr I exp * is an isomorphism. As R and ΓL A are complete and separated, this implies that exp * is an isomorphism.
Usually it is more convenient to work with the power series ring SymL A than with ΓL A . Corollary 1.1.10. Let A be a Q-algebra, then the isomorphism
is induced by the group homomorphism exp : L → SymL A which maps ℓ → k≥0
Proof. This is clear as
1.2. Iwasawa algebras of lattices. This section is not needed for the construction of the topological polylogarithm, but it is needed later in the construction of the p-adic measures. Fix a prime number p. In this section A will be a p-adically complete and separated ring.
where the projective limit is taken with respect to
The A-algebra R is canonically isomorphic to the Iwasawa algebra.
r+1 . This implies that this composition factors through L/p r L and one gets by the universal property of the group ring an A-algebra homo-
r+1 is the quotient map. This induces a continuous homomorphism 
the moment map. The projection onto its k-th component
we call the k-th moment map.
To explain the name "moment map
for the space of all A-valued measures.
It is well-known that Meas(L Zp , A) is a ring under convolution of measures which is
be the composition of the isomorphism in Proposition 1.2.2 with the k-th moment map.
If we interpret the
are the moments of the measure µ. The proposition follows by a direct calculation, as we do not need it, we skip the proof.
The sections over U ⊂ S open of the sheaf M are explicitly given by
If X is simply connected, then the functor
is an equivalence of categories. The inverse functor is F → Γ(X, π * F ). We apply this in the case of lattices. Definition 1.3.2. Let L be a lattice. We write V := R ⊗ L where ℓ ∈ L acts from the right on V by v → v + ℓ. We denote by
the associated compact real torus.
, so that one has an exact sequence of abelian groups
Note that we also have
. By [SGA72, Expose VII, Proposition 1.3.5] the group structure on Log × can be uniquely recovered from its R × 1 -torsor structure together with its rigidification 1 of its fibre Log × 0 in 0 ∈ T . 1.4. The logarithm sheaf. We will consider local systems on the compact torus 
Existence: We give two constructions. For the first consider R as L-module via δ : L → R × and define L og := R. As generator 1 ∈ 0 * L og = R we choose the element 1 ∈ R.
For the second let π ! A be the direct image with compact supports of the constant sheaf A on V . The sheaf π ! A is a local system of A[L]-modules of rank one and 0
as generator. Hence we can take
with the induced generator 1 ∈ 0 * L og.
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Definition 1.4.2. We call (L og, 1) the logarithm sheaf and we let
so that L og is the sheaf of sections of Log.
Proposition 1.4.3. The logarithm sheaf (L og, 1) has the following properties.
(1) Consider the filtration I k L og := I k on L og. Then there is a unique identification of local systems of gr
′ be a homomorphism of lattices and ϕ : T → T ′ be the induced map, then one has an homomorphism of local systems
which is compatible with the filtrations and respects the generators 1, 1
is an isomorphism. (4) Let + : T × T → T be the group structure on the torus, then one has a unique isomorphism
Then there is a canonical isomorphism of this R × 1 -torsor with Log × such that 1 → 1. Under this isomorphism the group structure on Log × is given by the product induced by the isomorphism in (4).
Proof.
(1) follows immediately from Lemma 1.1.3 and the functoriality of the functor
Then (3) follows from (2) and 1.1.5. The assertion (4) follows from the isomorphism 0
and there is a unique isomorphism with Log × sending 1 to 1. From the remark after Definition 1.3.3 it follows that the group structure on Log × is induced by the isomorphism in (4).
1.5. Trivializations of the logarithm sheaf.
We give two alternative descriptions of a multiplicative trivialization. First consider the group extension 0 → R
A multiplicative trivialization is a group homomorphism ̺ : H → Log × which is a section of pr 1 . In particular, the set of all multiplicative trivializations of L og is a Hom(H, R × 1 )-torsor. For a second description consider the right translation action + : T × H → T . A multiplicative trivialization is an extension of this H-action to Log × , i.e., a map Log × ×H → Log × satisfying the usual condition for an H-action, such that one has a commutative diagram Log 
where the outer isomorphisms are the pull-backs of 1.4.3 (3) and the middle one comes
Proof. Uniqueness: Let N be an integer which is invertible in A. It suffices to show that ̺ can is uniquely determined on the N-torsion points
. By construction these isomorphisms are compatible for different N.
1.6. Cohomology of the logarithm sheaf. All unlabelled tensor products in this section and the following ones are taken over Z.
Let L be a lattice of rank n. Recall that one has a canonical isomorphism of algebras
Theorem 1.6.1. Let L be lattice of rank n. One has
As
induced by L og → A is surjective and because both groups are isomorphic to A it must be an isomorphism. The cap-product gives
9 Corollary 1.6.2. Let D ⊂ T be a finite and non-empty subset. Then for i = n − 1
and one has a short exact sequence
Proof. Consider the localization sequence for the closed subset
As L og | U d is constant and hence isomorphic to L og d , one has a canonical isomorphism
1.7. Equivariant cohomology of the logarithm sheaf. We describe an equivariant version of the above construction.
Let Γ → GL(L) be a group action on L. We write L ⋊ Γ for the semi-direct product with multiplication
To follow our principle, we let (l, γ) ∈ L ⋊ Γ act from the right on v ∈ V by v(ℓ, γ) :
In particular, the L-torsor π : V → T is Γ-equivariant. From this we deduce a right action of Γ on Log by
so that L og is a Γ-equivariant sheaf. We want to compute the Γ-equivariant cohomology H i (T, Γ; L og ⊗ λ) but for later needs, we compute a slightly more general cohomology group. Theorem 1.7.1. Let D ⊂ T be a finite non-empty subset stabilized by Γ and M an A[Γ]-module. Then:
(1) There are isomorphisms
and
(2) One has a long exact sequence
Proof. This is follows from the spectral sequence
-modules, Theorem 1.6.1 and Corollary 1.6.2.
As a special case, we get:
1.8. The topological polylogarithm and Eisenstein classes.
Definition 1.8.1. For D ⊂ T finite and non-empty we define
where Σ is the summation map (
where σ D is the sum of the augmentations R → R/IR = A.
Suppose that D ⊂ T (A) and that Γ stabilizes D. Then the trivialization ̺ can from Proposition 1.5.3 induces an isomorphism
We apply this to Corollary 1.7.2 in the case M = A:
with res(pol α ) = α is called the topological polylogarithm associated with α. 
Let t ∈ T \ D be any point stabilized by Γ. Then the pull-back of pol α along t is a cohomology class
is called the Eisenstein classes associated to t and α.
If we identify ΓL A ∼ = TSymL A then we also write
for the k-th component of exp * (Eis α (t)). The following special case of the above definition was considered by Nori and Sczech:
be a finite non-empty subset such that 0 / ∈ D. The Eisenstein operator of Nori and Sczech is the map
As above, the k-th component of exp * (Eis α (0)) gives rise to a map
A variant of the polylogarithm I. For the study of the general Eisenstein distribution later the polylogarithm defined so far is not flexible enough. In this section we discuss the required slight generalization of the polylogarithm.
Let C ⊂ T be a finite subset then L og | C has an A[C]-module structure
given on a stalk c ∈ C by multiplication with the value f (c) for f ∈ A [C] . Assume that C ⊂ T tors , C ∩ D = ∅ and suppose that Γ stabilizes C and D. Let M = A[C], then from Corollary 1.7.2 we get the isomorphism (1.9.2) res :
From the definition of A[D]
0 we get
which corresponds to h under the isomorphism (1.9.2).
The restriction of pol h to C is a class in
and the image under the map from (1.9.1) gives a class
Definition 1.9.2. For C ⊂ T tors and D ⊂ T (A) with C ∩D = ∅ and such that Γ stabilizes C and D, we define the map
Remark 1.9.3. A more intuitive way to think about Eis h is as follows. Suppose that Γ stabilizes each point of C. Then we can view
With this notation one has Eis h = c∈C c * pol hc , with pol hc as defined in 1.8.2.
1.10. A variant of the polylogarithm II. The polylogarithm pol α has the advantage of being defined for arbitrary coefficients and it has good trace compatibilities as will be shown in the next section. The disadvantage is that it depends on functions α of degree zero. The variant pol discussed below can be evaluated on each non-zero torsion point but works only for Q-algebras A. It is also this version of the polylogarithm which plays the dominant role in the literature on the motivic polylogarithm.
We specialize Corollary 1.7.2 to the case D := {0} and M = L * A := Hom A (L A , A). Then we get (1.10.1) res :
where I ⊂ R is the augmentation ideal. If A is a Q-algebra we have an isomorphism exp * : R ∼ = SymL A and we have a canonical class
Definition 1.10.1. Let A be a Q-algebra, then the polylogarithm pol is the class
A ⊗ A R and it is straightforward to show that contr • mult = id. The map mult extends to a homomorphism of sheaves
tors \ {0} be stabilized by Γ. Then ̺ can allows us to identify t * L og ∼ = R.
Definition 1.10.2. Let t ∈ T tors \ {0} be stabilized by Γ. The class
is called the Eisenstein class associated to t. We also write
Let us discuss one special case of the relation between Eis k (t) and the class Eis 
. Proof. From Theorem 1.7.1 we have an isomorphism
We have res(mult(pol αϕ )) = (deg ϕ) 
Proof. One has
1.11. Trace compatibility. The polylogarithm classes are compatible with respect to isogenies ϕ T : T ′ → T (note that in this section we interchange the role of L and L ′ ). This is a geometric incarnation of the distribution property of Eisenstein series.
We use the following set up: Let L, L ′ be lattices of rank n with actions by Γ and let ϕ : L ′ → L be an isogeny compatible with the Γ-action. Then one has a group homomorphism (ϕ, id) :
One has a cartesian square (1.11.1)
there is a trace map
such that the diagram
Proof. As ϕ : T ′ → T is a topological submersion and a finite map we have
This gives
where we have used that ϕ :
The result follows from Theorem 1.7.1 and the diagram commutes because of the cartesian square 1.11.1 and [KS90, 3.1.9]. Remark 1.11.2. In this paper we consider only the trace compatibility for isogenies. We remark that a similar statement holds also in the more general case of a submersion. This was used in [Kin08] to compute the residue of the Eisenstein classes on Hilbert modular varieties.
We discuss now the consequences of this proposition for the different notions of polylogarithm we have defined.
Corollary
Proof. This is immediate from the definition, Proposition 1.11.1 and the fact that the restriction of ϕ to the subspace (
Γ is given by the formula in the corollary.
The following generalization of the trace compatibility is used later in the general study of Eisenstein distributions. In the situation of Proposition 1.11.1 assume in addition that one has finite non-empty subsets
, which we call ϕ (it is the same as ϕ :
be the composition of the trace map Tr ϕ with the map induced by ϕ. Recall the Eisenstein operator Eis :
from Definition 1.9.2. The trace compatibility for pol h has the following consequence for Eis.
Proof. This is immediate from the definition of Eis and the commutative diagram
A[C] ⊗ L og ′ | C ′ ϕ * ⊗id / / id⊗Trϕ A[C ′ ] ⊗ L og ′ | C ′ (1.9.1) / / L og ′ | C ′ Trϕ A[C] ⊗ L og | C (1.9.1) / / L og | C .
Explicit formulas
In this section we give an explicit formula for the topological polylogarithm. The computations were essentially done by Nori [Nor95] and we present them here in a slightly different form.
In this section we always consider A = C so that we can identify R ∼ = Sym · L C .
2.1. The continuous trivialization of the logarithm sheaf. Let P be the space of positive definite symmetric bilinear forms on V , which we also consider as translation invariant metrics on V . Let V * be the R-dual of V , then we consider P ⊂ Hom(V, V * ) with its induced right Γ-action: B[γ](v, w) := B(γv, γw).
We let L ⋊ Γ act on P × V by
Note that the action of Γ on L factors through GL(L), which acts almost discretely on P and that P is contractible. We consider the sheaf L og over (P × Log)/Γ as the sheaf of sections of P × V /L ⋊ Γ. Let D ⊂ T (A) be a finite non-empty subset, which does not contain 0. By general principles from equivariant cohomology we have
We need to set up some more notation. We write L og ∞ and R ∞ for the C ∞ -pro-bundles defined by the inverse system of bundles that correspond to the local systems L og (k) and R (k) . We consider the sheaves of
with values in these pro-bundles. Recall that a current is a generalized section of the sheaf of k-forms.
On L og ∞ we have the connection ∇ := d ⊗ id and on R ∞ we have the connection
Obviously, κ is Γ invariant.
Lemma 2.1.2. The sheaf L og ∞ admits a unique continuous multiplicative trivialization ̺ cont on T . The section ̺ cont is C ∞ , compatible with N-multiplication, and one has ∇(̺ cont ) = −κ̺ cont .
In particular, ̺ cont | T tors = ̺ can .
Proof. The set of continuous multiplicative trivializations with the property in the lemma is a torsor under Hom cont (T, (1 + I) × ), which is trivial because T is compact. This shows the uniqueness of ̺ cont . For the existence we consider
. This is a section by (1.3.1), is compatible with Nmultiplication and has the desired property d exp(−v) = −κ exp(−v).
2.2.
Green's currents and the topological polylogarithm. We use ̺ cont from Lemma 2.1.2 to identify ̺ cont :
The connection ∇ of L og ∞ corresponds to ∇ 0 − κ under this identification. In particular, we can compute the equivariant cohomology of L og as
For the construction of a cohomology class representing the topological polylogarithm pol α , we will first construct a certain Green's-current. To define these, we need two notations: Let λ * := Hom Z (λ, Z), then the volume form on T is defined to be the section
corresponding to the isomorphism λ ∼ = λ. Let δ P×{0} be the delta function of P × {0} ⊂ P × T . We consider this as an element in Ω n (T ) ⊗ λ by multiplying it with vol.
Definition 2.2.1. A Green's-current is an n − 1-current G ∈ ( Ω n−1 (P × T ) ⊗R ⊗ λ) Γ , which is smooth on P × (T \ {0}), and such that
With a method due essentially to Nori we prove in the next section (see Corollary 2.3.7): Theorem 2.2.2. A Green's-current as in Definition 2.2.1 exists.
Here we explain how we get a representative of pol α with the help of G . The group T acts on the complex Ω · (P × T ) ⊗R by translation. 
0 . Then we define the n − 1-current
which is smooth on P × (T \ D).
With this notation we can formulate the main result in this section. We also want to construct a current, which represents the variant of the polylogarithm pol from Definition 1.10.1. Let ℓ 1 , . . . , ℓ n be a basis of L and µ 1 , . . . , µ n be the dual basis of V * . Define the closed form η :=
A ⊗ A L og ⊗ λ) defined in 1.10.1. Proof. This follows from the formula
2.3. Explicit construction of a Green's current. The idea for the construction of the Green's current presented in this section goes essentially back to Nori [Nor95] . One rewrites G as a Fourier-series and considers the resulting differential equations for the coefficients. This differential equation can be solved by inverting a differential operator.
We write
for the dual lattice of L and , : V × V * → R for the evaluation map. Further we let i := √ −1 be a square-root of −1. Any current G ∈ Ω n−1 (P × T ) ⊗R ⊗ λ has a Fourier-series
where E µ (B) ∈ Ω n−1 (P × T ) ⊗R ⊗ λ are R-valued differential forms, which are constant in the T direction. We write
Lemma 2.3.1. Suppose that G is a Green's-current as in Definition 2.2.1 and
its Fourier-series. If we assume that E 0 = 0, then the differential equation
Proof. Immediate calculation using ∇ = ∇ 0 − κ and the fact that the Fourier series of δ P×{0} vol is µ∈L * e 2πi v,µ vol.
We will now forget the fact that µ comes from the lattice L * and try to find a natural solution of (2.3.1) for any 0 = µ ∈ V * . For this we consider the half-space V µ>0 := {v ∈ V | v, µ > 0}. We consider B as an isomorphism B : V ∼ = V * , so that we have a map
We will construct E µ as the v µ -pull-back of a natural n − 1-form E (µ) on V µ>0 .
Define the commutative DG-algebra
On A we have the derivation θ of degree −1, which is zero on Ω · (V ) and maps
and we let ∆ : ΛV * → Λ · V * ⊗ Λ · V * be the algebra homomorphism induced by the diagonal map V * → V * ⊕ V * . Let ℓ 1 , . . . , ℓ n be a basis of L and µ 1 , . . . , µ n be the dual basis of V * . Then
Definition 2.3.2. We let ψ := ∆(vol) ∈ A n ⊗ λ and write ψ = n a=0 ψ a with ψ a ∈ Ω a (V ) ⊗ Λ n−a V * ⊗ λ. Then we define
We note that the forms ν a have the following explicit description. Let ω i := dµ i,V ∈ Ω 1 (V ), ω I := Λ i∈I ω i for any subset I ⊂ {1, . . . , n} and define similarly µ I . Then
where I c is the complement of I. The forms ν a have the following properties:
Lemma 2.3.3. For ξ ∈ V * one has the formulae
In particular, if one writes
Applying dθ and induction on n gives
This shows the first equation. The second follows from ∆(ξ) ∧ ∆(vol) = ∆(ξ ∧ vol) = 0 and ∆(ξ) = dξ V + ξ and the third by applying θ to it. The formula for κ follows from the third equation using the explicit formulae for κ and κ V .
Proof. From Lemma 2.3.3 we have
which show that the differential equations are satisfied. For the action of γ note that
As vol and θ are Γ-invariant one has (γ −1 ) * ν a = ν a . The map κ V : V → R is the canonical inclusion and obviously Γ-invariant. Therefore (γ −1 ) * E (µ) = E (µ•γ −1 ) and the formula follows.
) and consider B −1 : V * ∼ = V as bilinear form on V * , then one has explicitly
(where we let B −1 (µ) ⊗0 := 1) and
Proof. Direct computation.
We are going to show that the series µ∈L * \{0} E a µ e 2πi v,µ defines a current on P × T , which is smooth on P × (T \ {0}). The following proof is due to Levin (see the Appendix of [Blo09] ). Let P : P × V → C be a C ∞ function, which is a homogeneous polynomial of degree g in the V -variables. We consider the series of distributions
and we are interested in the convergence and the analyticity in s. We have the following result:
Theorem 2.3.6. Let v = 0 then K s (B, v, P ) is a smooth distribution for all s ∈ C.
Proof. We give the essential steps of the proof.
The first step is to show that the series K s (B, v, P ) defines a (tempered) distribution on P × T for all s ∈ C. We may assume that B varies in a compact subset of P. A Fourier series defines a distribution, if the coefficients grow less than a polynomial of fixed degree N ≥ 0. But
The second step is to remark that the map s → K s (B, v, P ) is analytic. This follows because for each test function ψ the series K s (B, v, P )(ψ) converges absolutely and uniformly on every compact subset of C (same proof as for Dirichlet series, one also has to use that weakly analytic functions with values in the dual of a Frechet space are actually analytic).
Next we note that K s (B, v, P ) converges as a sequence of functions absolutely and uniformly for ℜ(s) ≥ n/2 + ǫ with ǫ > 0. The resulting analytic function on the half plane ℜ(s) > n/2 can be analytically continued with the standard procedure known from the analytic continuation of the zeta functions: One writes K s (B, v, P ) as the Mellintransform of a theta series as in [Sie80, Chapter I, Paragraph 5] and uses the Poisson summation formula to obtain the analytic continuation K s (B, v, P ) of K s (B, v, P ). To see that the function K s (B, v, P ) has no poles one uses [Sie80, Chapter I,5, Theorem 3]. Note that our polynomial function P is homogeneous so that its value at v = 0 is 0 if the degree g > 0. For g = 0 the polynomial is constant and it is here that the assumption v = 0 enters to guaranty that K s (B, v, P ) has no pole.
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Finally we remark that the principle of analytic continuation holds for tempered distributions, so that we can conclude that K s (B, v, P ) = K s (B, v, P ) for all s ∈ C. This shows the assertion of the theorem.
The next corollary finishes the proof of Theorem 2.2.2.
Corollary 2.3.7. The series
defines a R ⊗ λ-valued, Γ-invariant current on P × T , which is smooth on P × (T \ {0}) and satisfies the differential equation
In particular, G is a Green's-current.
Proof. We have
where ω ∈ Ω a (P) ⊗ Λ n−1−a V * is a smooth differential form, which does not depend on µ and P is a polynomial of degree k + a + 1 in the V -variables. Hence, by Theorem 2.3.6 the left hand side defines a current on P × T , which is smooth on P × (T \ {0}). By Lemma 2.3.4 we have γ
The differential equation is an immediate consequence of Lemma 2.3.4.
Applications to L-values of totally real fields and Eisenstein cohomology of Hilbert modular varieties
We discuss the relation between the topological polylogarithm and special values of partial L-functions of totally real fields. This is due to Nori and Szcech but we need the explicit formulae for the p-adic interpolation. The second application shows the relation of the topological polylogarithm to Eisenstein cohomology for Hilbert modular varieties. This is a new result due to Graf and the detailed relationship will appear in his thesis [Gra14] . We discuss here the p-adic interpolation of his construction.
3.1.
Values of partial L-functions of totally real fields. In this section F will be a totally real field of degree n over Q and ring of integers O F . Let L ⊂ F ⊗ R be a fractional ideal and h be an element which is non-zero and torsion in
and u totally positive} We consider the partial zeta function for ℜ(s) > 1
where (h+L) + are the totally positive elements in h+L. A sign character ε : (F ⊗R) × → {±1} is a character, which is trivial on (F ⊗ R) +,× the connected component of 1 in
Each ε is the product of |ε| sign characters of embeddings of F . We consider also more generally the partial zeta functions
and we have the identity
Remark 3.1.1. Let f and b be two coprime integral ideals of F and set
Proposition 3.1.2. The function ζ(ε, h, L, s) admits an analytic continuation to C and satisfies the functional equation
Proof. This is a standard result. A sketch of the proof can be found in [Sie70] (for h = 1). The case of general h is the same. Alternatively the result can be deduced from [DR80, Theorem 3.12].
Corollary 3.1.3. Let sgn k+1 be the sign character sgn k+1 (µ) :=
Proof. This is an easy consequence of Proposition 3.1.2 and the location of the zeroes of the functions (cos(π(s + 1)/2)) |ε| and (cos(πs/2)) n−|ε| .
3.2. The evaluation map. We keep the notation of the previous section, i.e., F is a totally real field of degree n over Q with ring of integers O F , L ⊂ F ⊗ R is a fractional ideal and we consider the torus
be the group of totally positive units in O F . Note that this is a free abelian group of rank n − 1. Let D ⊂ T (A) be a finite non-empty set of torsion points, t ∈ T
We consider the Eisenstein class
from Definition 1.8.4, where
is the stabilizer of D and t. Note that Γ acts through the norm and hence trivially on λ. The cap-product with H n−1 (Γ, Z) induces a homomorphism (3.2.1)
where R Γ are the Γ-coinvariants. For the actual evaluation we choose coordinates for T , which at the same time allow us to trivialize λ(L) ⊗ R and to give a generator for H n−1 (Γ, Z).
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Let {τ 1 , . . . , τ n } be the different embeddings of F into R, so that we have an isomorphism F ⊗ R ∼ = R n . On R n we use the standard orientation. For each x ∈ F ⊗ R we write
, then the fundamental class of F ⊗R/L provides us with a generator of λ.
Let (F ⊗ R) +,× be the totally positive and invertible elements in F ⊗ R. This is the connected component of 1 in (F ⊗ R) × . The norm of F/Q defines a homomorphism N : (F ⊗ R)
× → R × and we denote by
the subgroup of elements of norm 1. Then Γ ⊂ O +,× F ⊂ (F ⊗ R) 1 and one has a canonical isomorphism
with the homology of (F ⊗R) 1 /Γ. The logarithm log : (F ⊗R)
+,× . Using the standard orientation on R +,× this induces also an orientation on (F ⊗ R)
1 . We use the fundamental class of (F ⊗ R) 1 /Γ as a generator of H n−1 (Γ, Z).
Definition 3.2.1. With the above notations and generators we define the evaluation map to be the homomorphism induced by (3.2.1)
Note that ev is defined for any coefficient ring A. In the case A = R or C the isomorphism
and we define vol(L) ∈ R, such that vol(L)λ(Z n ) corresponds to the lattice λ(L) under this isomorphism. Then the evaluation is given explicitly by
. We give a more explicit description of (R C ) Γ . The isomorphism L R ∼ = R n allows us to identify R C ∼ = SymL C with the power series ring
Lemma 3.2.2. Let w := z 1 · · · z n be the product of the z i 's, then
Proof. On each monomial z
kn , so that the action of Γ⊗R on R C is semi-simple. In particular, R
is a direct summand. Moreover, as each trivial Γ-representation has to factor through the norm, Γ acts trivially exactly on w k for integers k ≥ 0.
Remark 3.2.3. Let A be any Q-algebra and let 
We can now formulate the main result in this section. 
Equivalently, using the isomorphism SymL C ∼ = TSymL C , we get
Proof. From Corollary 2.3.7 we know that G (B, v) = n−1 a=0 µ∈L * \{0} E a µ e 2πi v,µ and by definition h * E a µ = 0 for a = n − 1. For the evaluation we use the following explicit embedding of (F ⊗ R)
1 we consider the form B q ∈ P on R n , defined by
Then the map v µ : P → V is given by v µ (B q ) = (q 1 µ 1 , . . . , q n µ n ) and writing
Using N(q) = q 1 · · · q n = 1 we get
Let y 1 , . . . , y n be the coordinate functions of R n and let t := (N y) 1/n , so that y j = tq j . Then d log t = 1 n n j=1 d log y j , which gives
and we substitute this and (3.3.3) into (3.3.2). Using the exact sequence 0
If we apply the projection
] only the monomials for ℓ = nk of the form (
k survive and we get
where in the last line we have used Corollary 3.1.3. The formula for exp * k (ev(h * G )) follows from the fact that
From the theorem we immediately get all the known rationality, integrality and p-adic interpolation properties of ζ(h, L, s). For this we use the following principle: For any subring A ⊂ C consider the natural inclusion R A ⊂ R C . Then we have a commutative diagram
and any class coming from H n−1 (Γ, R A ⊗ λ) has to have coefficients in A under the evaluation map.
To express the next results also in more classical notation, let f, b be coprime integral ideals and L := fb −1 . Then Siegel's zeta function is defined to be
Corollary 3.3.2 (Klingen-Siegel). Let h ∈ F ⊗ R/L be a non-zero torsion point, then for k ≥ 0 one has ζ(h, L, −k) ∈ Q. In particular,
Proof. Recall from Theorem 2.2.5 that the class from Definition 1.10.2
is represented by contr(h * (̟G + η) =) = contr(̟(h * G )). By definition of mult in (1.10.4) we have ̟(h * G ) = mult(h * G ), so that Eis(h) is represented by h * G (recall that contr • mult = id). It follows from Theorem 3.3.1 and the above principle that
has coefficients in Q.
Corollary 3.3.3 (Deligne-Ribet [DR80] ). Let c be an integral ideal coprime to fb −1 . Then for k ≥ 0 one has
Proof. Let L := fb −1 . We consider the isogeny [c] : L → Lc −1 of degree N c and let
] ⊗ λ). From Corollary 1.10.5 we get Eis k α [c] (1) = (N c)Eis
and from the proof of Corollary 3.3.2 we deduce that ev(Eis
(1)) = (−1) n−1 (N c)ζ(1, fb
]. Multiplying by the integer N(bc) k gives the result as stated.
Finally, we deduce the p-adic interpolation of the zeta values. This was proven independently by Barsky [Bar78] , Cassou-Noguès [CN79] and Deligne-Ribet [DR80] .
Fix a prime number p, an integral ideal c prime to p and let A = Z p . Recall from 1.2.2 that R Zp is isomorphic to the Iwasawa algebra Meas(L Zp , Z p ). Consider the polynomial function
Zp , which maps a 1 ℓ 1 + . . . + a n ℓ n to (a 1 · · · a n ) k . Then the moment map
n . We keep the lattice L = fb −1 and consider the function α 
is a measure whose value on w k is (−1) n−1 ((N c)ζ(1, fb
Proof. This is just a reformulation of the theorem.
In the case of totally real fields, this has the following consequence. L,Eis . 3.5. Relation with Eisenstein cohomology on Hilbert modular varieties. In this section we explain a construction of Graf which uses the topological polylogarithm to get the Eisenstein cohomology on Hilbert modular varieties in all cohomological degrees. For more details and the actual comparison with Harder's Eisenstein cohomology we refer to the forthcoming thesis of Graf [Gra14] . We present here a slight variant of his results and we will deduce from our general principles some integrality and p-adic interpolation properties of the Eisenstein cohomology classes.
Let again F/Q be a totally real field of degree n with ring of integers O F . We define for any fractional ideal a of F the group
We identify the centre of GL We consider the torus T := F ⊗ C/L of real dimension 2n and an integer N > 1 which is invertible in A. We let We explain how to get cohomology classes in other degrees starting from this class. Consider the Hochschild-Serre spectral sequence H 2n−1−p (Γ ′ , H p (∆, R ⊗ λ)) ⇒ H 2n−1 (Γ, R ⊗ λ).
29
As ∆ has cohomological dimension n − 1 we have an edge morphism (3.5.3) H 2n−1 (Γ, R ⊗ λ) → H n (Γ ′ , H n−1 (∆, R ⊗ λ)).
If we compose this with the cap-product with H n−1 (∆, Z) we get a map
In order to get also the Eisenstein classes in other cohomological degrees consider O so that H · (Γ, Z) becomes a Λ · -module. Therefore (3.5.2) yields the map
A further composition with the edge morphism and the cap-product with H n−1 (∆, Z) gives:
Definition 3.5.2. For each 0 ≤ p ≤ n − 1 we define the Eisenstein cohomology operator in degree n + p to be the map
Composing with exp * k gives Eis
Remark 3.5.3. For A a Q-algebra, one can show that (TSym k L A ) ∆ = 0 if k is not a multiple of n and non-trivial otherwise.
Choose generators for Λ p and H n−1 (∆, Z) ∼ = Λ n−1 ∆, then we get directly from the construction the following integrality result for the Eisenstein cohomology: 0 the class
has the interpolation property that mom k (Eis α ) = Eis
Proof. This is clear from the construction.
Proposition 3.5.6 (Graf [Gra14] ). If A is a Q-algebra then the product map
Proof. One has Λ · ⊗ Q ∼ = H · (∆, Q). As in Remark 3.2.3 the projection p ∆ : R → R ∆ then gives rise to isomorphisms
and the result follows from the Hochschild-Serre spectral sequence.
Remark 3.5.7. In his thesis Graf decomposes the topological polylogarithm according to the isomorphism in the above proposition and shows how the resulting cohomology classes are related with the ones constructed by Harder. For this he explicitly computes the residue of this classes at the boundary.
