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Re´sume´ – Cet article propose une me´thode de reconstruction d’objets compose´s de plusieurs mate´riaux en tomographie micro-onde. Ce
proble`me est connu pour eˆtre mal pose´. L’ide´e consiste alors a` utiliser l’approche baye´sienne pour introduire une information a priori : les
diffe´rents mate´riaux constituant l’objet sont connus. La me´thode propose´e est base´e sur des techniques de MCMC, ou` une e´tape d’e´chantillonage
est remplace´e par la minimisation d’un crite`re re´gularise´. L’algorithme est teste´ sur des donne´es re´elles issues de l’institut Fresnel de Marseille.
Abstract – We propose an inversion algorithm dedicated to the reconstruction of objects made of a few number of different materials in
microwave imaging. Due to the ill-posedness of this problem the Bayesian approach is used to introduce a priori information : the knowledge
of the different materials that compose the object. The proposed method is based upon MCMC techniques where a step of sampling is replaced
by the minimization of a regularized criterion. This algorithm has been applied to real data collected at the Institut Fresnel (Marseille, France).
1 Introduction
Nous e´tudions ici l’interaction d’ondes e´lectromagne´tiques avec
un objet inhomoge`ne (constitue´ de plusieurs mate´riaux) plonge´
dans un milieu homoge`ne de permittivite´ die´lectrique ε 0, de
conductivite´ σ0 et de perme´abilite´ magne´tique µ0.
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FIG. 1: Configuration des mesures
Un champ incident φ0q,v est cre´e´ a` plusieurs fre´quences q ∈
{1, . . . , Q} et plusieurs angles d’incidence v ∈ {1, . . . , Nv}.
L’objet inhomoge`ne x(r) est suppose´ eˆtre contenu dans un do-
maine test D et est caracte´rise´ par sa permittivite´ relative εr(r)
et sa conductivite´ σ(r) et nous le chercherons sous la forme
suivante :
x(r) = εr(r)− 1 + i σ(r) = xr(r) + i xi(r) (1)
Cet objet cre´e, pour chaque fre´quence et chaque angle d’inci-
dence, un champ diffracte´ yq,v(s) acquis aux points de mesures
s ∈ S. En se plac¸ant dans une configuration 2D ”transverse
magne´tique” (TM), le proble`me direct peut s’e´crire sous forme
vectorielle par l’interme´diaire d’une e´quation d’observation et
d’une e´quation d’e´tat, soit respectivement :
yq,v = GSq,vXqφq,v, q = 1, . . . , Q, v = 1, . . . , Nv
φq,v = φ0q,v + G
D
q Xqφq,v, Xq = diag(xq)
(2)
ou` GSq,v et G
D
q sont les matrices associe´es aux noyaux de Green,
φq,v = {φq,v(r), r ∈ D} est le champ total a` l’inte´rieur D de
l’objet, et xq est de´fini par :
xq(r) = xr(r) + i
xi(r)
Ωq
, (3)
ou` Ωq est une constante qui de´pend de la fre´quence q. Le proble`-
me inverse consiste a` reconstruire les valeurs du contraste x a`
partir des donne´es mesure´es yq,v du champ diffracte´.
Plusieurs difficulte´s se pre´sentent alors : (i) l’inversion de l’e´qua-
tion d’observation est connue pour eˆtre un proble`me extre`me-
ment mal pose´, (ii) le proble`me inverse est non line´aire, du fait
que le champ total φ a` l’inte´rieur de l’objet est inconnu, et (iii)
l’objet x recherche´ n’intervient dans les e´quations que par l’in-
terme´diaire de xq qui de´pend de la fre´quence.
Les me´thodes classiques d’optimisation ont pour objectif d’es-
timer conjointement les variables x et φ ([1]), ou x et (w =
Xφ) ([2]). C’est ce deuxie`me cas que nous nous proposons
d’e´tudier dans ce papier en multipliant l’e´quation d’e´tat par
Xq, de manie`re a` obtenir :
yq,v = GSq,vwq,v,
wq,v = Xqφ0q,v + XqG
D
q wq,v,
(4)
avec le changement de variable wq,v = Xqφq,v. Une me´thode
classique de re´solution de ces e´quations est la me´thode d’inver-
sion contraste source (CSI) qui consiste a` minimiser le crite`re
suivant :
Jcsi(x,w) =
∑
q,v ||yq,v −GSq,vwq,v||2S∑
q,v ||yq,v||2S
+
∑
q,v ||Xφ0q −wq,v + XGDq wq,v||2D∑
q,v ||Xφ0q||2D
(5)
avec w = {wq,v, q = 1, . . . , Q, v = 1, . . . , Nv}, succesive-
ment par rapport a` x et w.
Notons dans ce cas l’apparition de Xq au de´nominateur du se-
cond terme, ce qui permet de faire varier le poids des deux
termes. Il s’ave`re de plus qu’en pratique l’initialisation de x
a` des valeurs proches de ze´ro permet d’obtenir de meilleurs
re´sultats et fait e´voluer le terme
∑
q,v ||Xφ0q,v||2D de manie`re
toujours croissante. Dans cette approche aucune information a
priori n’est utilise´e. Le re´sultat obtenu peut eˆtre tre`s sensible a`
l’initialisation de l’algorithme et au bruit sur les donne´es.
2 Approche propose´e
Nous supposons que l’objet est constitue´ de K mate´riaux diffe´-
rents (air, die´lectrique,me´tal) connus a` l’avance. L’objectif est
donc d’utiliser les me´thodes classiques d’optimisation en in-
troduisant cette information a priori. Dans [1], une solution
de´terministe est propose´e pour le cas d’objets binaires unique-
ment. Nous proposons ici une approche baye´sienne comme une
alternative pour l’introduction d’informations a priori.
2.1 Interpre´tation probabiliste de Jcsi
Dans un premier temps nous identifions les hypothe`ses ne´ces-
saires pour interpre´ter la me´thode d’inversion contraste source
comme la maximisation d’une loi a posteriori. Ce type d’in-
terpre´tation probabiliste a de´ja` e´te´ de´veloppe´ dans [3, 4] pour
retrouver le crite`re du gradient modifie´, en conside´rant un bruit
gaussien centre´ iid sur chacune des deux e´quations couple´es.
Cependant la conside´ration de ces deux bruits gaussiens en-
traine implicitement une corre´lation entre ces erreurs et l’objet
x. Dans le cas de la me´thode d’inversion contraste source, cette
corre´lation est directement visible. En effet, le crite`re Jcsi se
retrouve en ajoutant encore deux bruits gaussiens sur les deux
e´quations :
yq,v = GSq,vwq,v + εq,v
wq,v = Xqφ0q,v + XqG
D
q wq,v + ηq,v
(6)
Supposons de plus que εq,v ∼ N (0, r2
∑ ||yq,v||2S IS) et ηq,v ∼
N (0, r2∑ ||Xqφ0q,v||2D ID), avec IS et ID les matrices iden-
tite´ dans les domaines S et D, alors nous obtenons
p(yq,v|wq,v) ∝ exp
{
−||yq,v −G
S
q,vwq,v||2S
2r2
∑
q,v ||yq,v||2S
}
p(wq,v|x) ∝ exp
{
−||wq,v −Xqφ0q,v −XqG
D
q wq,v||2D
2r2
∑
q,v ||Xqφ0q,v||2D
}
(7)
et l’estimation jointe de x et {wq,v}q,v au sens du maximum
a posteriori (MAP) avec une loi a priori uniforme sur x nous
rame`ne a` minimiser le crite`re Jcsi.
2.2 Choix d’un a priori approprie´
Pour traiter ce proble`me inverse de diffraction, des me´thodes de
re´gularisation ont e´te´ de´veloppe´es ([1, 2, 3]) dans le but d’intro-
duire l’information a priori que l’objet est constitue´ de zones
homoge`nes (terme de re´gularisation de type markovien) ou de
contours nets (terme de pre´servation de contours). Dans ce pa-
pier nous proposons une solution pour apporter une informa-
tion supple´mentaire : le fait que nous connaissons les diffe´rents
mate´riaux qui peuvent constituer l’objet. Nous conside´rons pour
cela un mode`le de Markov cache´ (HMM) de´crit dans [5] pour
des variables re´elles et e´tendu ici dans le cas de variables com-
plexes. Nous introduisons donc une variable cache´e discre`te
z(r) ∈ {1, . . . ,K} repre´sentant une classification de l’ob-
jet x a` reconstruire. Chaque classe k est caracte´rise´e par une
moyenne complexe mk = mkr + imki et deux variances σ2kr
et σ2ki respectivement sur les parties re´elles et complexes. De
cette manie`re nous obtenons la loi a priori conditionnelle :
p(x(r)|z(r)) = N
((
mkr
mki
)
,
(
σ2kr 0
0 σ2ki
))
, (8)
ou` dans cette e´criture x(r) est conside´re´ comme vecteur a` deux
dimensions x(r) = [xr(r), xi(r)]T (ou` T indique la transposi-
tion) en se´parant sa partie re´elle et sa partie imaginaire. Remar-
quons de plus que l’on peut utiliser le meˆme raisonement pour
e´crire la loi a priori conditionnelle du vecteur x ∈  ND (ou`
ND est le nombre de pixels de D) conside´re´ comme vecteur
re´el x = [xr,xi]T ∈ 2ND et on a alors :
p(x|z) = N
((
mzr
mzi
)
,
[
Σzr 0
0 Σzi
])
∝ exp
{
−1
2
(x−mz)TΣ−1z (x−mz)
} (9)
en de´finissant
mzr(r) = mkr
mzi(r) = mki
Σzr(r) = σ2kr
Σzr(r) = σ2kr
⎫⎪⎪⎬
⎪⎭ si z(r) = k
Le fait que nous connaissons les K diffe´rents mate´riaux qui
peuvent constituer l’objet se traduit simplement par l’affecta-
tion de valeurs spe´cifiques aux moyennes mkr et mki, et par
des variances associe´es σ2kr et σ
2
ki plus ou moins faibles suivant
la pre´cision que l’on a sur les permittivite´s et conductivite´s des
mate´riaux. Par exemple, l’e´tiquette 1 repre´sentera le vide, et on
prendra alors mkr = 0, mki = 0, σ2kr = 10
−3 et σ2ki = 10
−3
.
Pour renforcer l’ide´e que l’objet est constitue´ de zones ho-
moge`nes, nous conside´rons une corre´lation a priori entre les
pixels de l’image, par l’interme´diaire d’un champ de Potts a` 4
voisins sur z :
p(z) =
1
Q(α)
exp
⎧⎨
⎩α
∑
r∈D
∑
s∈V(r)
δ[z(r)− z(s)]
⎫⎬
⎭ , (10)
avec δ(0) = 1 et δ(t) = 0 si t = 0 et ou` V(r) est le voisi-
nage de r (de 4 pixels), Q(α) est la fonction de partition et α
repre´sente le degre´ de dependance spatiale de z.
2.3 Algorithme propose´
Si nous notons y = {yq,v; q = 1, . . . , Q; v = 1, . . . , Nv}
et w = {wq,v; q = 1, . . . , Q; v = 1, . . . , Nv}, l’objectif est
donc d’estimer (x,w, z) a` partir de la loi a posteriori jointe
p(x,w, z|y), qui peut s’e´crire de la manie`re suivante :
p(x,w, z|y) ∝ p(y|w) p(w|x) p(x|z) p(z) (11)
et
p(y|w) =
∏
q,v
p(yq,v|wq,v)
p(w|x) =
∏
q,v
p(wq,v|x)
(12)
et les termes de ces deux e´quations sont de´finis par (7). En
revanche la maximisation de cette loi a posteriori est diffi-
cile, notamment duˆ au fait que nous avons a` la fois des va-
riables discre`tes et continues. Nous proposons alors d’utiliser
des techniques de MCMC (Monte Carlo Markov chain) pour
ge´ne´rer des e´chantillons successifs de (x,w, z) suivant cette
loi a posteriori et a` partir desquels on peut calculer la moyenne
a posteriori. L’algorithme propose´ se rapproche des me´thodes
d’e´chantillonage de Gibbs :
– e´chantilloner (x,w) ∼ p(x,w|y, z)
– e´chantilloner z ∼ p(z|y,x,w)
Premie`re e´tape : e´chantillonage de (x,w)
En utilisant la re`gle de Bayes, nous obtenons la relation :
p(x,w|y, z) ∝ p(y|w) p(w|x) p(x|z) (13)
Du fait de la non line´arite´ du proble`me, cette loi a posteriori
n’est pas une loi classique et l’e´chantillonage exact de (x,w)
n’est pas possible. Une solution serait d’imple´menter des me´tho-
des de type Hastings-Metropolis ([6]) pour ge´ne´rer un e´chantil-
lon suivant cette loi a posteriori. Dans ce papier, cette e´tape de
ge´ne´ration d’un e´chantillon de p(x,w|y, z) est remplace´e par
l’e´chantillon a` maximum a posteriori ([7]), obtenu en minimi-
sant le crite`re re´gularise´ :
J(x,w) = Jcsi(x,w) + λJreg(x) (14)
ou`
Jreg(x) = (x−mz)TΣ−1z (x−mz)
Cette minimisation s’inspire fortement du travail de van den
Berg ([2]) sur la me´thode d’inversion contraste source : l’e´tape
de descente sur les wq,v est en effet totalement identique. En
revanche, comme dans ce papier nous conside´rons des objets
mixtes (c’est a` dire compose´s de me´tal et de die´lectrique) et
non binaires, nous proposons ici de de´composer la variable x
en sa partie re´elle et sa partie imaginaire. Dans ce cas, l’e´tape
de descente sur x, a` l’ite´ration (n), ne´cesite le calcul de deux
gradients g(n)r et g(n)i respectivement pour les parties re´elle et
imaginaire de x. Ces gradients sont approche´s en conside´rant
les de´nominateurs constants et de´pendant de x (n−1)q . On ob-
tient alors les relations suivantes :
g(n)r =
e
{
φ(n)q,v (X
(n)
q φ
(n)
q,v −w(n)q,v )
}
∑
q,v ||X(n−1)q φ0q,v||2D
+Σ−1zr (xr −mzr)
g
(n)
i =
1
Ωq
m
{
φ(n)q,v (X
(n)
q φ
(n)
q,v −w(n)q,v )
}
∑
q,v ||X(n−1)q φ0q,v||2D
+Σ−1zi (xi −mzi)
A partir de ces gradients on calcule les directions conjugue´es
d
(n)
r et d
(n)
i de manie`re classique en utilisant la formule de
Polak-Ribie`re. Les pas optimaux de descente α(n)r et α(n)i sont
calcule´s conjointement en minimisant J(x+αrd(n)r +i αid(n)i ).
On peut en effet re´e´crire le crite`re Jcsi de la manie`re suivante :
Jcsi =
arα
2
r + aiα2i + 2driαrαi + 2brαr + 2biαi + c
Arα2r + Aiα2i + 2Driαrαi + 2Brαr + 2Biαi + C
,
avec, en notant
ρq,v = wq,v −Xqφ0q,v −XqGDq wq,v
Dq,v = Xqφ0q,v,
ar =
∑
q,v
||φq,vdr||2D br =
∑
q,v
e〈ρq,v,φq,vdr〉D
ai =
∑
q,v
1
Ω2q
||φq,vdi||2D bi =
∑
q,v
1
Ω2q
m〈ρq,v,φq,vdi〉D
c =
∑
q,v
||ρq,v||2D dri =
∑
q,v
1
Ω2q
m〈φq,vdr,φq,vdi〉D
Ar =
∑
q,v
||φ0q,vdr||2D Br =
∑
q,v
e〈Dq,v,φ0q,vdr〉D
Ai =
∑
q,v
1
Ω2q
||φ0q,vdi||2D Bi =
∑
q,v
1
Ω2q
m〈Dq,v,φq,vdi〉D
C =
∑
q,v
||Dq,v||2D Dri =
∑
q,v
1
Ω2q
m〈φ0q,vdr,φq,vdi〉D
Si le crite`re n’est pas re´gularise´, alors la minimisation conjointe
de J(x+α(n)r d(n)r +i α(n)i d
(n)
i ) implique la re´solution nume´ri-
que de deux e´quations de degre´ 3 et se rame`ne a` la me´thode
d’inversion contraste source en se´parant les parties re´elle et
imaginaire. Dans notre cas nous avons un terme de re´gularisa-
tion (Jreg), qui nous ame`ne a` la re´solution nume´rique de 2
e´quations de degre´ 5. Ces deux me´thodes seront compare´es
dans la prochaine section.
Deuxie`me e´tape : e´chantillonage de z
En utilisant la formule de Bayes et la relation (11) on obtient :
p(z|y,w,x) ∝ p(x|z) p(z) (15)
La loi p(x|z) e´tant se´parable, la loi a posteriori p(z|y,w,x)
reste un champ de Gibbs de voisinage e´gal a` 4 pixels. L’e´chantil-
lonage de z peut alors se faire en de´composant l’ensemble des
pixels en pixels noirs et blancs formant un e´chiquier (e´quivalent
des pairs et impairs en 1D). De cette manie`re, si l’on fixe les
pixels noirs (respectivement blancs), alors les pixels blancs (res-
pectivement noirs) sont inde´pendants et peuvent donc eˆtre e´-
chantillone´s en meˆme temps ([5]).
3 Re´sultats
Nous avons compare´ notre me´thode avec la me´thode CSI sur
deux jeux de donne´es issus de l’institut Fresnel de Marseille
(courtoisie de K. Belkebir et M. Saillard). Dans les deux cas
le domaine de reconstruction est un carre´ de 17, 5 cm de coˆte´,
divise´ en 51 × 51 pixels. Nous conside´rons quatre mate´riaux
de´crits dans le tableau 1. Le premier jeu de donne´es provient
mate´riau classe moyenne variance
mkr mki σ
2
kr σ
2
ki
vide 1 0 0 faible faible
die´l. εr = 1, 45 2 0, 45 0 faible faible
die´l. εr = 3 3 2 0 faible faible
metal 4 0 0, 5 forte forte
TAB. 1: Mate´raiaux qui constituent l’objet inconnu
d’un objet mixte compose´ d’un me´tal et d’un die´lectrique (ε r =
1, 45). Les donne´es acquises sont obtenues pour 18 angles de
vues (tous les 20◦) et pour 9 fre´quences (de 3 a` 11 GHz). La
figure 2 montre les re´sultats obtenus. Notons de plus que dans
le cas de notre me´thode nous obtenons en meˆme temps une
classification en re´gions correspondant a` des mate´riaux dis-
tincts. Apre`s convergence de l’algorithme l’objet reconstruit est
constitue´ de zones quasiment constantes et la localisation des
diffe´rents mate´riaux est bonne (fig. 2.g). En revanche on peut
remarquer l’apparition d’un pic sur la partie re´elle du me´tal
pour les deux me´thodes. Ce re´sultat est assez classique dans le
cas d’un me´tal puisque l’onde ne le pe´ne`tre pas et la reconstruc-
tion de son inte´rieur en est difficile. Cependant l’information a
priori introduite dans notre mode`le ame´liore conside´rablement
la reconstruction et la classification est tre`s bonne, meˆme si elle
semble surestimer la taille des mate´riaux.
Cette dernie`re remarque se confirme avec le deuxie`me jeu de
donne´es qui provient d’un objet compose´ des deux die´lectriques
et du vide. Les donne´es acquises sont obtenues pour 18 angles
de vues et 9 fre´quences (de 1 a` 9 GHz). La figure 3 montre la`
encore une ame´lioration des re´sultats de reconstruction pour un
objet complique´, meˆme si l’on peut observer une nette suresti-
mation de la taille des objets. La figure 4 montre le re´sultat ob-
tenu sur une ligne horizontale de l’image (a` peu pre`s au milieu)
et montre alors que la de´tection et la localisation des mate´riaux
est tre`s bonne.
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FIG. 2: Re´sulat sur donne´es re´elles : (a,b) parties re´elle et ima-
ginaire du vrai contraste . (c,d) contraste reconstruit par la
me´thode d’inversion contraste source. (e,f) contraste recons-
truit par la me´thode propose´e. (g) classification obtenue
4 Conclusion
Nous avons propose´ une me´thode originale de reconstruction
en tomographie micro-onde. Nous avons propose´ une solution,
dans le cadre d’une approche baye´sienne, pour introduire une
information a priori : le fait que nous connaissons les diffe´rents
mate´riaux qui peuvent constituer l’objet. Nous avons alors mon-
tre´ les bonnes performances de notre me´thode sur donne´es re´el-
les, en comparaison avec la me´thode classique d’inversion con-
traste source sans terme de re´gularisation. Il est a` noter que
l’information a priori introduite est tre`s forte. L’objectif dans
la suite de ces travaux est d’une part de re´duire cette informa-
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FIG. 3: Re´sulat sur donne´es re´elles : (a) le vrai contraste.
(b) contraste reconstruit par la me´thode d’inversion contraste
source. (c) contraste reconstruit par la me´thode propose´e.
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FIG. 4: Coupe des re´sultats : comparaison entre le vrai gabarit
(en pointille´) et le contraste reconstruit (en ligne pleine) par la
me´thode CSI (en haut) et par la me´thode propose´e (en bas)
tion au fait que nous connaissons uniquement le nombre maxi-
mum de mate´riaux qui peuvent constituer l’objet, ce qui semble
plus re´aliste. D’autre part, l’e´tape de minimisation du crite`re
re´gularise´ estime conjointement les variables wq,v et x. Pour
imple´menter un algorithme d’e´chantillonage de Gibbs, il se-
rait judicieux de se servir de la biline´arite´ du mode`le en ces
variables pour effectuer un e´chantillonage exact de chacune
d’entre elles inde´pendemment. Ces deux points consituent la
suite de notre e´tude.
Re´fe´rences
[1] L. Souriau, B. Ducheˆne, D. Lesselier et R. E. Kleinman,
 Modified gradient approach to inverse scattering for binary
objects in stratified media , Inverse Problems, vol. 12, no 4,
pp. 463–481, aouˆt 1996.
[2] P. van den Berg, A. van Broekhoven et A. Abubakar,  Extended
contrast source inversion , Inverse Problems, vol. 15, no 5,
pp. 1325–1344, octobre 1999.
[3] H. Carfantan, Approche baye´sienne pour un proble`me inverse
non line´aire en imagerie a` ondes diffracte´es, the`se de doctorat,
Universite´ de Paris-Sud, Orsay, de´cembre 1996.
[4] A. Baussard, K. Belkebir et D. Pre´mel,  A markovian regula-
rization approach of modified gradient method for solving a two
dimensional inverse scattering problem , Journal of Electroma-
gnetic Waves and Applications, vol. 17, pp. 989–1008, 2003.
[5] O. Fe´ron et A. Mohammad-Djafari,  Image fusion and unsuper-
vised joint segmentation using HMM and MCMC algorithms ,
accepted in Journal of Electronic Imaging, novembre 2004.
[6] C. Robert, Me´thodes de Monte-Carlo par chaıˆnes de Markov,
Economica, Paris, 1996.
[7] O. Fe´ron et A. Mohammad-Djafari,  Reconstruction of piece-
wise homogeneous images from partial knowledge of their Fou-
rier transform , in MaxEnt04, Garching, Germany, G. Erickson
et Y. Zhai, Eds. aouˆt 2004, American Institute of Physics.
