We introduce the notion of a matron M = ⊕Mn,m whose submodules ⊕M n,1 and ⊕M 1,m are non-Σ operads. We construct a functor from PROP to matrons and its inverse, the universal enveloping functor. We define the free matron H∞, generated by a singleton in each bidegree (m, n) = (1, 1), and define an A∞-bialgebra as an algebra over H∞. We realize H∞ as the cellular chains of polytopes KKn,m, among which KK n,0 and KK 0,m are Stasheff associahedra. p i=1 M q,xi are defined in terms of the S-U diagonal on permutahedra [10]; the restrictions (Γ y 1 (M ), γ) and Γ 1 x (M ), γ are non-Σ operads. A general PROP, and U H in particular, admits a canonical matron structure and maps H → U H and H ∞ → U H in the category of matrons define a biassociative bialgebra and an A ∞ -bialgebra structure on H. Furthermore, H ∞ can be realized as the cellular chains on certain polytopes KK m,n = KK n,m among which KK n,0 = KK 0,n = K n+1 are the Stasheff associahedra.
Introduction
Let H be a DG module over a commutative ring with identity. In [11] , we defined an A ∞ -bialgebra H in terms of a square-zero ⊚-product on the universal PROP U H = End (T H). In this paper we take an alternative point-of-view motivated by three classical constructions: First, maps Ass → U H and A ∞ → U H in the category of non-Σ operads define a strictly (co)associative (co)algebra and an A ∞ -(co)algebra structure on H; second, there is a resolution of operads Ass ← A ∞ ; and third, A ∞ can be realized as the cellular chains on the Stasheff associahedra K n [8] , [7] .
It is natural, therefore, to envision a category in which analogs of Ass and A ∞ define strictly biassociative bialgebras and A ∞ -bialgebras. In this paper we introduce the category of matrons whose distinguished objects H and H ∞ play the desired role. But unlike the classical case, freeness considerations are subtle since biassociative bialgebras are never both free and cofree. While both H and H ∞ are generated by singletons in each bidegree (m, n) = (1, 1), those in H are module generators while those in H ∞ are matron generators. Indeed, H has two generators as a non-free matron and H ∞ is its minimal resolution. Thus H and H ∞ are the smallest of all existing constructions that describe biassociative bialgebras structures and their homotopy versions (c.f. [6] , [13] , [9] ).
More precisely, a matron (M, γ) is a bigraded module M = m,n≥1 M m,n together with a structure map γ = Of course, a monomial A ∈ M y x has matrix representation (2.1), rls (A) = y and cls (A) = x. Graphically represent A = θ yj ,xi ∈ M y x two ways: (1) as a matrix of "double corollas" in which θ yj,xi is pictured as two corollas joined at the root-one opening downward with x i leaves and the other opening upward with y j leaves-and (2) as an arrow in the positive integer lattice N 2 from (|x| , q) to (p, |y|) , where |u| sums the coordinates (see Figure 1 and Example 3 in Subsection 2.1 below). 
, v = (p 1 , . . . , p s ) , x = (x 1 , . . . , x s ) and y = (y 1 , . . . , y t ) , so that for a fixed i (or ℓ) the blocks A ′ iℓ (or B ′ iℓ ) have constant length q i (or p ℓ ). Note that BTP block decomposition is unique; furthermore, In the target, (|x 1 | , |x 2 |) = (1 + 2, 3) since (p 1 , p 2 ) = (2, 1) ; and (|y 1 | , |y 2 |) = (1 + 5 + 4, 3) since (q 1 , q 2 ) = (3, 1) . As an arrow, A · B initializes at (6, 2) and terminates at (2, 13) .
We are ready for the definition of a prematron. Let 1 k = (1, . . . , 1) ∈ N k ; we often suppress the superscript k and simply write 1 when the context is clear. Henceforth assume that x × y = (x 1 , . . . , x p ) × (y 1 , . . . , y q ) ∈ N p × N q . Definition 2. Given a bigraded module M = m,n≥1 M n,m and a structure map
let Υ be the upsilon product on M induced by γ. Then (M, γ) is a prematron if (i) Υ is associative and (ii) there is a unit η : R → M 1 1 such that for all a, b ∈ N, the following compositions are canonical isomorphisms:
is a prematron, the restrictions M 1, * , γ 1 * and (M * ,1 , γ * 1 ) are non-Σ operads in the sense of May (see [7] ).
Examples of prematrons.
( (2) Let (K = n≥1 K(n), γ * ) and (L = m≥1 L(m), γ * ) be non-Σ operads with K(1) = L(1) and the same unit η. Set
then (M, γ) is a prematron.
(3) PROP M admits a canonical prematron structure with unit η determined by η (1 R ) = {the unit of PROP M } and structure map γ given by summing all compositions
σ q,p : (a 11 · · · a q1 ) · · · (a 1p · · · a qp ) → (a 11 · · · a 1p ) · · · (a q1 · · · a qp ) (c.f. [1] , [7] ). The structure map γ induces an associative Υ product on M whose action on matrices of double corollas typically produces a matrix of non-planar graphs (see Figure 2 ). 
where (s, t) ∈ N 2 is identified with (H ⊗s ) ⊗t and σ s,t : (H ⊗s ) ⊗t ≈ → (H ⊗t ) ⊗s is the canonical permutation of tensor factors given above in (2.4) . In this setting, γ agrees with the composition product on the universal preCROC [13] ; the map × q−1 ⊗ × p−1 in 2.3 is the canonical isomorphism. 
Note that the restriction of U to operads is the standard functor from operads to PROP's [1] .
(5) The Free Prematron F ′ (Θ) . Set Θ 1,1 = 0 and F ′ (Θ) 1,1 = R. For mn > 1, let Θ n,m be the free module generated by the singleton θ n,m ; then Θ = m,n≥1 Θ n,m is the submodule of γ Θ -indecomposables in F ′ (Θ) . For θ ∈ R ⊕ Θ define
Inductively, assume that all monomials A of wordlength s have been constructed and satisfy the following properties:
is only parenthesized on the right since A 1 ⊗ A 2 is not a BTP. Construct monomials of wordlength s + 1 by pre-or post-appending all possible Υ-indecomposables to monomials of wordlength s such that (ii) -(iv ) are satisfied. Then (F ′ (Θ), γ Θ ) is the free prematron generated by Θ. In particular, the monomials {θ n,1 } n≥2 (or {θ 1,m } m≥2 ) are module generators of the free operad M ′ * ,1 (or M ′ 1, * ) in which · agrees with the operadic binary partial operations (c.f. [7] , [2] ).
(6) The Prematron H ′ . As in the case of operads and PROP's, prematrons can be described by generators and relations. The prematron H ′ is generated by a "product" a ∈ H ′ 1,2 and a "coproduct" b ∈ H ′ 2,1 subject to the relations (i) Associativity: γ(a; a,id ) = γ(a; id , a);
n,m contains a single (module) generator c n,m in each bidegree and in particular, c 1,2 = a, c 2,1 = b, c 1,3 = γ(a; a,id ),
The generator a together with relation (i) generates the operad H ′ 1, * whereas the generator b together with (ii) generates H ′ * ,1 ; both equal the operad Ass ( [7] ). Given a graded module H, a map of prematrons H ′ → U H defines a bialgebra structure on H and vise versa. Since each path of arrows from (m, 1) to (1, n) in N 2 represents some γ-factorization of c n,m (c.f. Figure 1) , we think of all such paths as equal. Therefore H ′ is the smallest module among existing general constructions being evoked for describing bialgebras (c.f. [6] , [13] ). For example, Markl's minimal resolution of the bialgebra PROP in [6] preserves the projection H ′ → H ′ at the level of DG modules since our components are minimal (as modules) and contained in every construction using PROP structure. Although the symmetric groups do not act on matrons, the permutation σ n,m built into the associativity axiom for γ-product minimizes the modules involved.
Matrons
In this section we introduce the category of matrons. As motivation, refer to Examples (5) and (6) in Subsection 2.1 and consider the map of prematrons ρ ′ :
and ρ ′ (θ n,m ) = 0 for mn > 2. Ideally, we would like to define a differential d ′ on F ′ (Θ) so that ρ ′ is a resolution map; and it is easy to see that this requires the identities
Extending d ′ to all of the θ n,m 's is quite subtle and gives rise to a differential d on a canonical proper submodule F (Θ) ⊂ F ′ (Θ) also containing the θ n,m 's. Indeed, F (Θ) is free in the category of matrons and there is a resolution ρ :
Recall that leaf sequences n =(n 1 , . . . , n r ) with r > 1 and |n| = n parametrize the codimension 1 faces of the permutahedron P n−1 thought of as planar leveled trees (PLT's) with n leaves and 2 levels: Given n, let c j be the corolla with n j leaves and identify n with the 2-level PLT obtained by sequentially attaching c 1 , . . . , c r to a common root (c.f. [?], [10] ). More generally, "(n, k)-descent sequences" parametrize the codimension k − 1 faces of P n−1 thought of as k-level PLT's with n ≥ 2 leaves. Let T = T 1 be a k-level PLT with n ≥ 2 leaves. Prune T immediately below the first level, trimming off r 1 stalks and corollas. Label the pruned tree T 2 and number the r 1 trimmings from left-to-right. Let n 1,j be the number of leaves in the j th trimming; the first leaf sequence of T is the vector n 1 = (n 1,1 , . . . , n 1,r1 ).
st leaf sequence of T is the first leaf sequence of T i+1 . The induction terminates when i = k, in which case n k = n k,1 . The descent sequence of T is the sequence n 1 , ..., n k . Definition 3. An (n, k)-descent sequence is the descent sequence of some k-level PLT with n leaves.
Note that the (n + 1, n)-descent sequences parametrize the vertices of P n and have the form x i1 , . . . , x in , where x i k is a vector of length n − k + 1 with 1's in all but the i th k coordinate, which contains a 2. Thus i n = 1 and x in = 2. Let M = m,n≥1 M n,m be a bigraded module and let M = M y x be its essential submodule.
Note that monomials in W v u are either row or column matrices. Given a submodule W of 1-dimensional type, extend W to the submodule G(W ) ⊆ M generated by all monomials A with the following properties:
Clearly, column and row factorizations are not unique; note that θ ∈ M * ,m always has a trivial column factorization as a 1
We picture the PLT associated with a CDS as up-rooted and the PLT associated with a RDS as a down-rooted (see Figure 3 ).
Example 3.
A simultaneous column and row factorization of a monomial α 5,4 ∈ M 5,4 is given by
Terms in the related (4, 3)-CDS are sequences of column indices starting with the right-most matrix and progressing left; dually, terms in the related (5, 3)-RDS are sequences of row indices starting with the left-most matrix and progressing right (see Figure 3 ). When expressed as matrices of double corollas, terms in the CDS are "lower leaf sequences" along any row; terms in the RDS are "upper leaf sequences" along any column. Given θ ∈ M * ,m and η ∈ M n, * with m, n ≥ 2, choose a column factorization A 1 · · · A k of θ with (m, k)-CDS m and a row factorization B 1 · · · B ℓ of η with (n, ℓ)-RDS n. Let ∧ e θ denote the codim k − 1 face of P m−1 given by m and let ∨ e η denote the codim ℓ − 1 face of P n−1 given by n. Extending to Cartesian products, given
×p denote the corresponding product faces. Let ∆ P : C * (P ) → C * (P ) ⊗ C * (P ) denote the S-U diagonal on the cellular chains of P = ⊔P n (see [10] ). Define ∆ (0) 
Obviously, for a particular p and q we have A morphism of matrons is a map of the underlying local prematrons.
Examples of matrons.
(1) A prematron (M, γ) obviously restricts to a matron structure on M. (3) The free matron F (Θ). Let (M ′ , γ) = (F ′ (Θ), γ) be the free prematron discussed in Example 5 of Subsection 2.1. Then the free matron generated by Θ is the submodule F (Θ) ⊂ M ′ defined by
Thus F (Θ) is generated by those monomials A ∈ M ′ in which each TP consists of elements from Γ(M ′ ) (c.f. (2.5)). For example, monomial (2.6) also lies in F (Θ).
(4) The bialgebra matron H. Since the prematron H ′ discussed in Example 6 of Subsection 2.1 satisfies
x , H ′ is in fact a matron, henceforth referred to as the bialgebra matron and denoted by H. 
where (−1) ǫ is the sign of a certain cell of P m+n defined below. Extend d to all of F (Θ) as a derivation; then d 2 = 0 follows from the associativity of γ. The triple (F (Θ), d, γ), called the H ∞ -matron, can be realized by the family of polytopes KK m,n constructed in the following section.
The Polytopes KK n,m
We define the polytope KK n,m as the geometric realization of a certain poset KK n,m and show that the restriction of the prematron resolution ρ ′ : H ′ ← F ′ (Θ) to F (Θ) is a resolution ρ : H ← H ∞ (although the differential d is not explicitly defined on the free prematron, it extends to an explicit matron differential). Various representations of the set S n of permutations of n appear in our construction: S n = {a 1 | · · · |a n } = { vertices of the permutahedron P n } = {binary trees with n + 1 leaves and n levels} = {(n + 1, n) -descent sequences x i1 , . . . , x in }.
The partial ordering on S n induced by the relation a 1 | · · · |a n < a 1 | · · · |a i+1 |a i | · · · |a n iff a i < a i+1 imposes a poset structure whose digraph is the 1-skeleton of P n .
For p, q ≥ 1, form the set of (block) descent matrices
where row A ′ j is the descent sequence x ij1 , . . . , x ijp of A ′ j and block A k is the q × k matrix x i j,p−k+1 ; note that 2 appears in each row of A k exactly once. Then Ξ q p is a poset with the lexicographic ordering inherited from the Cartesian product poset (S p ) ×q . Now form the following sets of matrix sequences:
The sets X q p and Y p q are posets under the identification with Ξ p q and Z ′ q,p is a poset with the lexicographic ordering inherited from X q+1
To compute Z ′ 1,2 , note that ∆ A, B) is an (i, j)-edge pair if either a 1,j = · · · = a n+1,
Clearly, if (A, B) is an (i, j)-edge pair, i uniquely determines j and vice versa.
, then (A k , A k+1 ) and (B k+1 , B k ) are never edge pairs for any k. Thus (A p , B q ) is the only possible edge pair in A 1 · · · A p B q · · · B 1 . Definition 10. If c = C 1 · · · C r is a sequence of matrices and (C k , C k+1 ) is an (i, j)-edge pair in c, define the (i, j)-transposition of c in position k to be the sequence
Let (A)
Given a general sequence c, the symbol T k ij (c) implies that the action of T k ij on c is defined. [12] .
Note that the action of T on the middle element of Z ′ 1,2 is undefined. A discussion of the canonical order-preserving bijection
One can represent z ′ = A 1 · · · A p B q · · · B 1 ∈ Z ′ q,p and z ′′ = T kt itjt · · · T k1 i1j1 (z ′ ) ∈ Z ′′ q,p as piecewise linear paths in the integer lattice N 2 from (p+1, 1) to (1, q+1) with p+ q horizontal or vertical directed components. The arrow (i + 1, q + 1) → (i, q + 1) represents A i while (p + 1, j) → (p + 1, j + 1) represents B j ; representations of the components in z ′′ are obtained inductively: If the path (r + 1, s − 1) → (r + 1, s) → (r, s) represents an edge pair (A ′ k , B ′ ℓ ) in z, then (r + 1, s − 1) → (r, s − 1) → (r, s) represents (B ′′ ℓ , A ′′ k ) in T (z) (see Figure 4 ). 
In fact the replacements 1 ← θ 1,1 , 2 ← θ 1,2 in each A i and 1 ← θ 1,1 , 2 ← θ 2,1 in each B j transform (A i , A i+1 ) and (B j+1 , B j ) into BTP's; furthermore, if (A p , B q ) is an edge pair, these replacements transform (A p , B q ) into a BTP as well. Thus z ′ can be represented as a (p + q − 1)-level graph obtained as the γ-product of the matrices in z ′ via the identifications
Recall Tonks' projection θ : P n → K n+1 [16] : Given faces a, b ⊆ P n , let T a and T b be the corresponding PLT's; then θ (a) = θ (b) iff T a ∼ = T b as PRT's. Let
where (x i1 , . . . , x in ) ∼ (y j1 , . . . , y jn ) iff θ (x i1 , . . . , x in ) = θ (y j1 , . . . , y jn ) , and let θ * : S n → Ξ n be the projection induced by θ. Then for example, θ * (3|1|2) = θ * (1|3|2) ∈ Ξ 3 since 3|1|2 and 1|3|2 are the endpoints of the degenerate edge 13|2 ⊂ P 3 . The descent class of (x i1 , . . . , x in ) is denoted by [x i1 , . . . , x in ] , i.e., θ * (x i1 , . . . , x in ) = [x i1 , . . . , x in ] . Thus [112, 21, 2] = [211, 12, 2] ∈ Ξ 3 and of course,
(p) as well as a class of descent matrices in Ξ q p . Each class of descent matrices determines a class of matrix sequences in PP q,p . Let KK q,p = PP q,p / ∼ and define the polytope KK q,p as the geometric realization of the poset KK q,p .
As a first step towards visualizing KK n,m , we construct the geometric realization P P n,m of the poset PP n,m as a subdivision of P m+n . This subdivision process has 2-stages: Perform an "(m, n)-subdivision" of the codimension 1 cell m| (n + m) ⊂ P m+n , followed by an appropriate subdivision of these and other cells of P n+m . Given a set X of matrix sequences, let ΠX denote those sequences in X whose matrices have identical rows or columns (see Example 5).
Proposition 1. For m, n ≥ 1, there is a canonical order-preserving bijection ΠPP n,m ↔ S m+n ; thus P m+n is the geometric realization of the subposet ΠPP n,m .
Proof. Given an element x im · · · x i1 ∈ ΠX n+1 m , the sequence x i1 · · · x im , in which x i k is the first row of x i k , is a descent sequence in S m . Conversely, given a descent sequence x i1 · · · x im ∈ S m , form the (n + 1) × (m − k + 1) matrix x i k with a copy of x i k in each row so that x im · · · x i1 ∈ ΠX n+1 m . Thus there are bijections ΠX Next, identify P m × P n with the codimension 1 face m| (n + m) ⊂ P m+n to obtain the correspondence S m × S n ↔ {vertices of m| (n + m)} ⊂ S m+n . Now extend this bijection to ΠZ ′′ m,n : If V ⊂ S m+n , let V m,n = {all permutations generated by iterated (m, n)-shuffles on V }; then S m × S n m,n = S m+n .
But if A 1 · · · A m B n · · · B 1 ∈ ΠZ ′ n,m , then (A m , B n ) is automatically an edge pair and the correspondences
v 1 | · · · |u m |v 1 | · · · |v n → u 1 | · · · |u r−1 |v 1 |u r | · · · |u m |v 2 | · · · |v n generate a bijection ΠZ ′′ m,n ↔ S m+n \ S m × S n .
Remark 2. In general, it is difficult to imagine the higher dimensional faces in the geometric realization of a poset. But in our case however, all polytopes are subdivisions of permutahedra, which are themselves subdivisions of cubes. Hence the orientation of the faces in the underlying cubes uniquely determines all higher dimensional combinatorics.
Example 6. Refer to Example 5 and note that P 2 is the geometric realization of the poset KK 1,1 = PP 1,1 via the identifications
Thus KK 1,1 = P P 1,1 = P 2 . There is the following correspondence between elements of ΠPP 1,2 and vertices of P 3 : 
Thus P 3 is the geometric realization of ΠPP 1,2 .
Recall that if X is a polytope and ∆ X : X → X × X is a homotopy diagonal approximation, there is a cellular subdivision of X such that ∆ X is a cellular map. Thus the k th (left) iteration ∆ (k) X : X → X ×(k+1) induces a k -subdivision of X. In the case of (P n , ∆ P ) or (K n+1 , ∆ K ) , k-subdivisions are explicitly fixed since P n is the geometric realization of the subposet ΠX k+1 n , which embedds in Ξ k+1 n under the identification above (see Figure 5 ). Let P (k) n denote the polytope obtained as the k-subdivision of P n and note that P s  s  s  s12  12  2  1 2 1 Figure 5 : The 1-subdivisions of P n and K n+1 for n = 2, 3.
Now the geometric realization of Z
n , the so called (m, n)-subdivision of the codimension 1 face m| (n + m) ⊂ P n+m ; hence the cells of P P n,m that lie in P 
To complete the subdivision of P m+n , we must determine the inner vertices of P P n,m , which are neither vertices of P m+n nor P n . Since T preserves order, i.e., if z 1 ≤ z ≤ z 2 ⇒ z 1 = z or z 2 = z, then T i,j (z 1 ) ≤ T i,j (z 2 ), it also preserves inner vertices. Thus the inner vertices of P P n,m are elements of the set
Let E ′ n,m = dom (T ) ⊂ Z ′ n,m and let E n,m = θ * E ′ n,m . Example 8. As we observed in Example 6, the vertices 1|2|3 and 2|1|3 of 12|3 ⊂ P 2+1 generate four of the other five vertices of the heptagon P P 1,2 . We represent the inner vertex
(on which the action of T is undefined) as the midpoint of 12|3.
Let K q,p be the geometric realization of the subposet ΠKK q,p obtained as the image of ΠPP q,p "induced" by Tonks' projection.
Example 9. The polytope KK 2,2 has 44 vertices of which 16 lie in 12|34; of these 16 vertices, 4 lie in ΠPP 2,2 and generate the other 20 vertices of K 2,2 = P 4 ; another 4 lie E 2,2 and give the 8 remaining vertices of K 2,2 .
Two comments are in order. First, our results are independent of the choice of action ∆ (m) P . For example, let PP q,p denote the poset produced by the action of ∆ P on the extreme right. The map Ξ q p → Ξ q p given by A ′ 1 ⊗ · · · ⊗ A ′ q → A q ⊗ · · · ⊗Ã 1 , whereÃ k is obtained from A ′ k via the reversing map a 1 | · · · |a m → a m | · · · |a 1 , induces a canonical bijection of posets PP q,p ↔ PP q,p . Given this fact, the non-coassociativity of ∆ P is not an issue. And second, the canonical bijection of posets PP n,m → PP m,n , induced by the map Z ′ n,m → Z ′ m,n given by A 1 · · · A m B n · · · B 1 → B T 1 · · · B T n A T m · · · A T 1 , in turn induces a homeomorphism P P n,m ∼ = P P m,n of geometric realizations.
The codimension 1 faces in the cellular boundary of P P n,m can be described as follows: Given m, n ≥ 0, consider the set 
Define KK 0,0 = * ; for r ≥ 1, let K r,0 = K 0,r be the associahedron K r+1 (see [14] , [15] , [10] ). As we observed in Proposition 1, P p+q = P q,p is the geometric realization of the subposet ΠPP q,p . The quotient maps ΠPP q,p → ΠKK q,p and PP q,p → KK q,p induce the cellular projections ϑ : P p+q → K q,p and ϑ : P P q,p → KK q,p respectively. Consequently, a proper face e ⊂ K q,p admits a product representation e = K q1,p1 × · · · × K q k ,p k , 2 ≤ k ≤ p + q. In particular, K r,1 = K 1,r is the multiplihedron J r+1 (see [15] , [3] , [10] ) and ϑ q,p = Id : P p+q → K q,p for 0 ≤ p, q ≤ 2. Furthermore, a proper face e ⊂ KK q,p also admits a product representation e = KK ′ q1,p1 × · · · × K ′ q k ,p k , but here KK ′ q1,p1 is a certain subdivision of KK q1,p1 .
Example 10. The (3, 1)-subdivision of the face ϑ(1|234) = K 2 × K 4 ⊂ K 3,1 by ∆
K4 defines 6 cells of KK 3,1 , while the (2, 2)-subdivision of the face ϑ(12|34) = K 3 × K 3 ⊂ K 2,2 by ∆
K3 defines 9 cells of KK 2,2 . In particular, KK 1,1 is an interval and KK 1,p is a subdivision of J p+1 for p > 1. In general, K q,p = K p,q and KK q,p = KK p,q for p, q ≥ 0. Note also that for p + q ≤ 4, 0 ≤ p, q ≤ 3 the polytopes KK q,p agree with B q+1 p+1 plain projections of which are given in [6] . Below we have pictured the polytopes KK m,n in dimensions ≤ 3 labelled both by partitions and (co)derivation leaf sequences. First note that the three points KK 0,0 , K 1,0 and K 0,1 correspond to 1 = θ 1,1 , θ 2,1 and θ 1,2 respectively.
For KK 1,1 :
1|2 ↔ 11
11
= γ(θ 1,2 θ 1,2 ; θ 2,1 θ 2,1 ) 2|1 ↔ 2 2 = γ(θ 2,1 ; θ 1,2 ) s s 1|2 11 11 2|1 2 2 Figure 6 : The polytope KK 1,1 (an interval).
For KK 2,1 :
1|23 ↔ 111 11 = γ(θ 1,2 θ 1,2 θ 1,2 ; γ(θ 2,1 θ 1,1 ; θ 2,1 )θ 3,1 + θ 3,1 γ(θ 1,1 θ 2,1 ; θ 2,1 )) 13|2 ↔ 12 11 = γ(θ 1,2 θ 2,2 ; θ 2,1 θ 2,1 ) 3|12 ↔ 12 2 = γ(θ 1,1 θ 2,1 ; θ 2,2 ) 12|3 ↔ 21 11 = γ(θ 2,2 θ 1,2 ; θ 2,1 θ 2,1 ) 2|13 ↔ 21 2 = γ(θ 2,1 θ 1,1 ; θ 2,2 ) 23|1 ↔ 3 2 = γ(θ 3,1 ; θ 1,2 ) For KK 1,2 :
1|23 ↔ 11 21 = γ(θ 1,2 θ 1,2 ; θ 2,2 θ 2,1 ) 13|2 ↔ 2 21 = γ(θ 2,2 ; θ 1,2 θ 1,1 ) 3|12 ↔ 3 2 = γ(θ 2,1 ; θ 1,3 ) 12|3 ↔ 11 111 = γ(γ(θ 1,2 ; θ 1,2 θ 1,1 )θ 1,3 + θ 1,3 γ(θ 1,2 ; θ 1,1 θ 1,2 ) ; θ 2,1 θ 2,1 θ 2,1 ) 2|13 ↔ 11 12 = γ(θ 1,2 θ 1,2 ; θ 2,1 θ 2,2 ) 23|1 ↔ 2 12 = γ(θ 2,2 ; θ 1,1 θ 1|234 ↔ 111 21 = γ(θ 1,2 θ 1,2 θ 1,2 ; θ 3,2 γ(θ 1,1 θ 2,1 ; θ 2,1 ) + a + b), a + b = γ(θ 2,2 θ 1,2 ; θ 2,1 θ 2,1 )θ 3,1 + γ(θ 2,1 θ 1,1 ; θ 2,2 )θ 3,1 123|4 ↔ 21 111 = γ(c + d + θ 2,3 γ(θ 1,2 ; θ 1,1 θ 1,2 ) ; θ 2,1 θ 2,1 θ 2,1 ), c + d = γ(θ 1,2 θ 1,2 ; θ 2,2 θ 2,1 )θ 1,3 + γ(θ 2,2 ; θ 1,2 θ 1,1 )θ 1,3
2|134 ↔ 111 12 = γ(θ 1,2 θ 1,2 θ 1,2 ; γ(θ 2,1 θ 1,1 ; θ 2,1 )θ 3,2 + e + f ), e + f = θ 3,1 γ(θ 1,2 θ 2,2 ; θ 2,1 θ 2,1 ) + θ 3,1 γ(θ 1,1 θ 2,1 ; θ 2,2 )
124|3 ↔ 12 111 = γ(g + h + γ(θ 1,2 ; θ 1,2 θ 1,1 )θ 2,3 ; θ 2,1 θ 2,1 θ 2,1 ), g + h = θ 1,3 γ(θ 1,2 θ 1,2 ; θ 2,1 θ 2,2 ) + θ 1,3 γ(θ 2,2 ; θ 1,1 θ 1,2 )
134|2 ↔ 3 21 = γ(θ 3,2 ; θ 1,2 θ 1,1 ) 234|1 ↔ 3 12 = γ(θ 3,2 ; θ 1,1 θ 1,2 ) 3|124 ↔ 21 3 = γ(θ 2,1 θ 1,1 ; θ 2,3 ) 4|123 ↔ 12
For KK 3,1 :
Finally, note that an A ∞ -bialgebra structure on a DGM H can be alternatively defined as a morphism of matrons H ∞ → U H (compare [11] ).
In our forthcoming paper [12] , we associate to each matron (M, γ) a biderivative operator Bd γ . When (M, γ) is an operad, Bd γ is simply the standard (co)derivation extension operator acting on the tensor (co)algebra T (M ). Our construction of Bd γ gives an algorithm that produces an (additive) basis for the free matron F (Θ). We prove our main theorem regarding the existence of a canonical A ∞ -bialgebra structure on the homology of every DG biassociative bialgebra, and discuss some applications.
