SUMMARY. The distributions of stochastic integrals are approximated by the distributions of stochastic integrals of piece-wise constant processes. The rate of approximation in some negative Sobolev spaces is estimated. Generalizations are given for problems arising in control theory.
, then the right-hand side of (1.3) is equal to Q R TV H X W Y . The situation becomes much more complicated if we consider random processes P
. It turns out (see [2] or [11] ) that one can find a process P , for which is well defined and the distribution of is singular with respect to Lebesgue measure. In the same time, obviously, the distribution of is absolutely continuous. Therefore, it is natural to try to approximate the distribution of not in variation norm but in some weaker sense. One of our results (see Remark 2.6) , respectively. One can also rewrite (1.4) in terms of negative Sobolev spaces losing only a little bit of information. The point is that any function from (the space of Bessel potentials, see [13] , where is defined as before and sup is taken over the set of all nonanticipating e -valued processes . Knowing how much we cannot lose restricting ourselves to the piece-wise constant processes like , we make the problem considerably easier. In one of subsequent articles the author plans to present results of such approach to estimating the rate of convergence of numerical approximations in finding value functions in control problems or solutions of fully nonlinear elliptic and parabolic equations.
In this connection, it is worth mentioning that many authors have been dealing with approximations of value functions or of viscosity or probabilistic solutions for fully nonlinear elliptic and parabolic equations for about twenty five years. There are many books and articles on this subject. We will only mention few of them in which the reader can find further information: [1] , [3] , [8] , [9] , and [10] . In almost all papers and books on the subject, the fact of convergence is obtained on the basis of uniqueness of solution to Bellman's equations or on the basis of weak convergence results for stochastic processes. Along these lines, it seems impossible to get any estimate of the rate of convergence, which is of some importance in real applications. The only exceptions, known to the author, are articles [6] and [7] where the rate of convergence is estimated in the case of Bellman's equations with "constant" coefficients. The results of the present article are aimed at Bellman's equations with variable coefficients, whereas the results like (1.4) come out as byproducts of, perhaps, wider interest. Speaking about [6] , it is also worth saying that, in contrast with the situation there, we do not know anything about sharpness of the results in this article.
The article is organized as follows. In Sec. 2 we present main results. Theorems 2.4 and 2.8 are generalizations of (1.4) for multidimensional case. Their proofs, based on Theorem 2.7 and the minimax theorem, are given in the same Sec. 2. Theorem 2.7 is the central result of the paper. Its proof, presented in Sec. 3, is based on some quite elementary ideas from control theory and is close to some arguments from [6] . Although, Theorem 2.7 relates to processes with "constant" coefficients it easily allows one to prove Theorem 2.9 in Sec. 4 by using a penalization method (in the spirit of [4] ).
MAIN RESULTS
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As in the proof of Lemma 3.2.7 of [5] we have 
. It follows easily that we need to prove (2.2) only for´and 
, both § and q are probability measures due to (2.4), so that we can write
Now, due to the convexity and compactness of the sets Ú and , by the minimax theorem (see Theorem 1 on page 220 of [12] ) 
, and
. On the basis of
Since and $ 's are independent, it is easy to see that 
where by Fubini's theorem the last integral equals
Also, by using the fact that
Below we also use that obviously one can interchange the expectations in the last inequality. By Theorem 2.4 the above result implies that there is ' e 9 R ¥ ' ® ¦9
such that
we see that
which implies in turn that the right-hand side of (2.5) is less than , and i ' 6 r 9
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We prove this corollary in Sec. 4.
Remark 2.14. One can also prove a natural version of Theorem 2.9 in the spirit of Theorem 2.8. Theorem 2.12 can also be formulated for functions´independent of . In Corollary 2.13 we can take functions other than powers and consider many´H " H i at once. All these generalizations and extensions are done in the same way as above and are left to the reader. 
First, we notice some simple properties of the functions $ . 
is a particular case of Exercise 3.2.1 of [5] , a solution to which can be easily obtained from Lemma 3.2.14 and the proof of Lemma 3.3.1 of [5] . The lemma is proved.
To proceed further with the proof of Theorem 2.7, take nonnegative functions R Å Õ © ' f . Also we use the fact that the integral with respect to ² can be restricted to
we are integrating well-defined functions. Obviously, for any Ì R e , the integral of the right-hand side of (3.2) is greater than
We estimate the last expression from below. We havé
In this way we get from (3.2) that for
is an infinitely differentiable function. Therefore, we can apply Itô's formula on the right of (3.3). Define
We replace the first term on the left with
by using again Itô's formula. We get
To procede further notice that Notice that by (4.4), for 
