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Abstract
Dynamic resource allocation (DRA) problems are an important class of dynamic
stochastic optimization problems that arise in a variety of important real-world
applications. DRA problems are notoriously difficult to solve to optimality
since they frequently combine stochastic elements with intractably large state
and action spaces. Although the artificial intelligence and operations research
communities have independently proposed two successful frameworks for solving
dynamic stochastic optimization problems—Monte Carlo tree search (MCTS)
and mathematical optimization (MO), respectively—the relative merits of these
two approaches are not well understood. In this paper, we adapt both MCTS
and MO to a problem inspired by tactical wildfire and management and un-
dertake an extensive computational study comparing the two methods on large
scale instances in terms of both the state and the action spaces. We show that
both methods are able to greatly improve on a baseline, problem-specific heuris-
tic. On smaller instances, the MCTS and MO approaches perform comparably,
but the MO approach outperforms MCTS as the size of the problem increases
for a fixed computational budget.
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1. Introduction
Dynamic resource allocation (DRA) problems are problems where one must
assign resources to tasks or requests over some finite time horizon. Many impor-
tant real-world problems can be cast as DRA problems, including applications
in air traffic control [6, 13], network revenue management (see, e.g., [54] for an
overview), scheduling [12, 26] and logistics, transportation and fulfillment [1, 47].
DRA problems are notoriously difficult to solve for two reasons. First, many
real-world DRA problems exhibit stochasticity, i.e., the requests to be processed
may arrive randomly according to some stochastic process that, itself, depends
on where resources are allocated. Second, many real-world DRA problems ex-
hibit extremely large state and action spaces, making solution by traditional
dynamic programming methods infeasible [7, 46]. A number of scientific com-
munities, particularly within artificial intelligence and operations research, have
sought more sophisticated techniques for addressing DRA and other dynamic
stochastic optimization problems.
Within the AI community, one approach for dynamic stochastic optimization
problems that has received increasing attention in the last 15 years is a method
known as Monte Carlo tree search (MCTS) [24, 16]. In any dynamic stochastic
optimization problem, one can represent the possible trajectories of the system—
the state at each decision epoch and the actions taken at those epochs—as
a tree, where the root represents the initial state. In MCTS, one iteratively
builds an approximation to this tree and uses it to inform the choice of action.
In our opinion, MCTS’s effectiveness stems from two key features: 1) “bandit
upper confidence bounds” (see [4, 39]) can be used to balance exploration and
exploitation in learning, 2) application-specific heuristics and knowledge can be
used to customize the base algorithm [16]. Moreover, the MCTS algorithm is
very flexible and can easily be tailored to a variety of problems. Indeed, the
only technical requirement for implementing MCTS is a generative model that,
given a state and an action at a given decision epoch, generates a new state
for the next epoch and an immediate reward received. This flexibility makes
MCTS particularly attractive as a general purpose methodology.
Most importantly, MCTS has been extremely successful in a number of ap-
plications, particularly in designing expert computer players for difficult games
such as Go [31, 40, 25], Hex [2, 3], Kriegspiel [19], and Poker [51]. Although,
we think it is fair to say that MCTS is the one of the top performing, general
purpose algorithms for this class of games, we observe that games like Go and
Hex are qualitatively very different from DRAs. Namely, unlike typical DRA
problems, the state of these games does not evolve stochastically, and, further-
more, the size of the feasible action space is often much smaller than for typical
DRA problems. For example, in the instances of Go studied in [31], the action
branching factor is at most 81, whereas in the DRA instance we consider, a
typical branching factor is approximately 230 million (cf. Eq. (6)). This raises
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a question about the performance of MCTS for this new class of real-world
problems.
On the other hand, within the operations research community, the study of
DRAs has proceeded along different lines. A prominent stream of research is
based upon mathematical optimization (MO). In contrast to MCTS which only
requires access to a generative model of the stochastic system, MO approaches
model the dynamics of the system explicitly via a constrained optimization
problem. The solution to this optimization problem then yields a control policy
for the system. This paradigm has a long history within the dynamic control
literature (see, e.g., [10] for an overview).
In the special case of stochastic, dynamic resource allocation problems, there
a number of competing proposals to incorporate the stochastic evolution includ-
ing robust optimization / control [11, 9, 43, 33] and chance constrained opti-
mization [17]. In what follows, however, we focus on a third proposal, sometimes
called model predictive control [8]. Specifically, we replace uncertain parame-
ters in a MO formulation with their expected values and periodically re-solve
the optimization problem for an updated policy as the true system evolves.
Variants of this paradigm are known by many names in the literature includ-
ing fluid approximation [30, 5], certainty equivalent control ([10, Chapt. 6]).
These (re-)optimization frameworks are well-known to have excellent practical
performance in application domains like queueing [18, 52] and network revenue
management [20], and in some special cases, additionally enjoy strong theoreti-
cal guarantees on performance (e.g., [20, 30, 38, 41, 48, 53]).
In any case, regardless of the particular proposal for incorporating stochas-
ticity, the widespread use and success of MO approaches for DRAs contrasts
strongly with a lack of computational experience with MCTS for DRAs.
In this paper, we aim to understand the relative merits of both the above
MCTS and MO approaches by applying them to a challenging DRA problem in-
spired by tactical wildfire management. Our interest in tactical wildfire manage-
ment as a benchmark problem stems simultaneously from practical importance
of this application area and the computational difficulty of the underlying DRA.
Indeed, the severity of wildland fires has been steadily increasing in recent years,
particularly in the southwestern US [32], and as a result, US federal government
spending on wildfire management has also been increasing, amounting to $3.5
billion in 2013 [15]. Suppression costs are only part of the total cost of wildfire;
combined costs of loss of property, damage to the environment and loss of human
life are estimated to be many times larger [56]. Consequently, there has been
renewed interest in models for realtime decision support tools to assist in tacti-
cal wildfire management, namely how best to utilize fire suppression resources
to contain and extinguish a fire. Unfortunately, this is an extremely challenging
problem both from the complexity of the system dynamics and uncertainty in
the underlying data.
Although there have been a number of empirically validated, deterministic
models for wildfire spread proposed (e.g., [27, 55]), there have been fewer works
that incorporate the stochastic elements of fire spread [14, 44, 29]. Most works
focus on developing models for the rate and simulation of the spread of wildfire.
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Fewer consider the associated problem of managing suppression resources. A
notable exception is the research stream [36, 45], which proposes 1) an optimiza-
tion formulation of the initial attack problem, i.e., the problem of determining
how many and what kind of suppression resources to allocate to an ongoing
fire and 2) a simulation engine to study how specific, user-specified heuristic
suppression rules affect the growth of a fire. To the best of our knowledge, the
authors do not address the tactical problem of optimally controlling suppression
resources as the fire evolves. In other words, the authors do not consider the
underlying DRA.
By contrast, we develop a model for the underlying DRA as a particular
Markov decision problem (MDP) which incorporates several of the most promi-
nent features of existing wildfire spread models. We then compare the perfor-
mance of MCTS and MO inspired algorithms for this problem. We stress that
this is a particularly challenging MDP, having many possible states and many
possible actions for even small instances of the problem. Our computational
experience with this benchmark both elucidates some of the features of these
algorithms and illustrates how they might be incorporated into a larger decision
support system like [37].
We summarize our contributions as follows:
1. We propose a flexible MDP to model tactical wildfire management that
captures the most important deterministic and stochastic features of wild-
fire spread. We also propose a simple, high-quality, and customized heuris-
tic for this problem that may be of independent interest to practitioners.
2. We develop an MCTS-based approach for the above MDP. To the best of
our knowledge, this represents the first application of MCTS to a DRA
problem motivated by a real-world application. Towards this end, we
combine a number of classical features of MCTS, such as bandit upper
confidence bounds, with new features such as double progressive widening
[23]. We also propose a novel action generation approach to cope with the
size of the state and action spaces of the DRA.
3. We propose a mathematical optimization formulation that approximates
the original discrete and stochastic elements of the MDP by suitable con-
tinuous and deterministic counterparts. Although this approximation is
in the same spirit as other fluid approximation literature in operations
research ([5, 30]), our particular formulation incorporates elements of a
linear dynamical system which we believe may be of independent interest
in other DRA problems.
4. Through extensive computational experiments, we show the following:
(a) The MCTS and MO approaches both produce high-quality solutions,
generally performing as well or better than our customized heuris-
tic for this problem. MCTS and MO perform comparably when the
problem instance is small. With a fixed computational budget, how-
ever, the MO approach begins to outperform the MCTS approach
as the size of the problem instance grows, either in state space or
action space. Indeed, for very large action spaces, MCTS can begin
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to perform worse than our baseline heuristic. The MO approach, by
comparison, still performs quite well.
(b) The choice of hyperparameters in the MCTS algorithm—such as the
exploration bonus and the progressive widening parameters—can sig-
nificantly affect overall performance of the algorithm. The interde-
pendence between these parameters is complex, and they cannot,
in general, be selected independently. Some care must be taken to
appropriately tuning the algorithm to a specific DRA problem.
The rest of this paper is organized as follows. In Section 2, we introduce our
MDP formulation of the tactical wildfire management problem that we use to
compare the MCTS and MO approaches. In Sections 3 and 4, we describe the
MCTS and MO approaches, respectively. In Section 5, we describe our com-
putational experiments and report on the results of these experiments. Finally,
in Section 6, we summarize the main contributions of the work and highlight
promising directions for future research.
2. Tactical Wildfire Dynamics as Dynamic Resource Allocation
In what follows, we consider a simplified model in order to more clearly high-
light the difference between the MCTS and MO approaches in our experiments
while still capturing the key features of wildfire propagation, e.g., stochastic evo-
lution, wind and topography effects and dependence on fuel. Although we do
not explore the ideas here, it would be (at least conceptually) straightforward to
extend our approach to a higher fidelity model incorporating moisture content
and surface fuel-type as in [50] by using techniques similar to those developed
in [37].
Specifically inspired by the stochastic model of [14] for wildland fire simula-
tion, we model tactical wildland fire management as a Markov decision process.
We partition the landscape into a grid of cells X . There are two attributes for
each cell x ∈ X :
• B(x), a Boolean variable indicating whether the cell is currently burning,
and
• F (x), an integer variable indicating how much fuel is remaining in the cell.
The collection of these two attributes over all cells in the grid represents the
state of the Markov decision process.
We further assume a set of suppression resources I fighting the wildland fire.
To simplify the model, we will treat all suppression resources as identical, but
it is straightforward to extend to the case heterogenous resources with different
capabilities as in [42, 37]. The decisions of our MDP correspond to assigning
resources to cells. For each i ∈ I, let a(i) ∈ X denote the cell to which we assign
suppression resource i. We assume that any resource can be assigned to any
cell at any time step, i.e., that the travel time between cells is negligibly small
compared to the decision interval of the MDP.
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Once ignited, a cell consumes fuel at a constant rate. Once the fuel is
exhausted, the cell extinguishes. Since fuel consumption occurs a a constant
rate, without loss of generality, we can rescale the units of time to make this
rate equal to unity. Thus, we model the evolution of fuel in the model by
Ft+1(x) =
{
Ft(x) if ¬Bt(x) ∨ Ft(x) = 0
Ft(x)− 1 otherwise.
(1)
Notice this evolution is deterministic given Bt(x).
The evolution of Bt(x), however, is stochastic. Figure 1 shows the proba-
bilistic transition model for Bt(x) where
ρ1 =
{
1−∏y(1− P (x, y)Bt(y)) if Ft(x) > 0
0 otherwise
(2)
and
ρ2 =
{
1 if Ft(x) = 0
1−∏i(1−Q(x)δx(a(i))) otherwise. (3)
Here, P (x, y) is the probability that a fire in cell y ignites a fire in cell x.
Generally, only the neighbors of x can ignite x, and so we expect P (x, y) to
be sparse. The specification of P (x, y) can capture the tendency of a fire to
propagate primarily in one direction due to wind or sloping terrain. Q(x) is the
probability that a suppression effort on cell x successfully extinguishes the cell.
We assume that the probability of success for multiple attempts on the same
cell are independent.
false true
ρ1
1− ρ1
ρ2
1− ρ2
Figure 1: B(x) transition model.
We stress that under these dynamics, cells that have been previously extin-
guished by a suppression team may later reignite.
The reward for a cell burning is R(x) (always negative) and the total reward
received every step is
∑
t,xBt(x)R(x). We can vary the reward across the grid
to represent a higher cost of a fire in particular areas. For example, we may
penalize a fire in a populated area more heavily.
3. Monte Carlo Tree Search
Our review of MCTS is necessarily brief. Please see [16] for a more thorough
survey. In particular, we will focus on a variation of MCTS that employs double
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progressive widening, a technique that explicitly controls the branching factor
of the search tree [23]. This variation is specifically necessary when the action
space is continuous or so large that all actions cannot possibly be explored.
This is frequently the case in most DRA problems. We note that there exist
other strategies for managing the branching factor, such as the pruning strategy
employed in the “bandit algorithm for smooth trees” (BAST) method of [21];
we do not consider these here.
We first describe MCTS with double progressive widening in general, and
then discuss two particular modifications we have made to the algorithm to
tailor it to DRAs.
3.1. MCTS with double progressive widening
Algorithm 1 involves running many simulations from the current state while
updating an estimate of the state-action value function Q(s, a). We use a gen-
erative model G to produce samples of the next state s′ and reward r given
the current state s and action a. We draw samples (s′, r) ∼ G(s, a). All of the
information about the state transitions and rewards is represented by G; the
state transition probabilities and expected reward function are not used directly.
There are three stages in each simulation: search, expansion, and rollout.
3.1.1. Search
If the current state in the simulation is in the set T (initially empty), we
enter the search stage. Otherwise, we proceed to the expansion stage. During
the search stage, we update Q(s, a) for the states and actions visited and tried
in our search. We also keep track of the number of times we have visited a state
N(s) and the number of times we have taken an action from a state N(s, a).
During the search, the first progressive widening controls the number of
actions considered from a state. To do this, we generate a new action if ‖A(s)‖ <
kN(s)α, where k and α are parameters that control the number of actions
considered from the current state and A(s) is the set of actions tried from
s. When generating a new action, we add it to the set A(s), and initialize
N(s, a) and Q(s, a) with N0(s, a) and Q0(s, a), respectively. The functions
N0 and Q0 can be based on prior expert knowledge of the problem; if none is
available, then they can both be initialized to 0. We also initialize the empty set
V (s, a), which contains the set of states s′ transitioned to from s when selecting
action a. A default strategy for generating new actions is to randomly sample
from candidate actions. If ‖A(s)‖ ≥ kN(s)α, then we execute the action that
maximizes
Q(s, a) + c
√
logN(s)
N(s, a)
,
where c is a parameter that controls the amount of exploration in the search.
The second term is an exploration bonus that encourages selecting actions that
have not been tried as frequently.
Next, we draw a sample (s′, r) ∼ G(s, a), if ‖V (s, a)‖ < k′N(s, a)α′ . In
this second progressive widening step, the parameters k′ and α′ control the
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Algorithm 1 Monte Carlo tree search with double progressive widening
function MonteCarloTreeSearch(s, d)
loop
Simulate(s, d)
return arg maxaQ(s, a)
function Simulate(s, d)
if d = 0 then
return 0
if s 6∈ T then
T = T ∪ {s}
N(s)← N0(s)
return Rollout(s, d)
N(s)← N(s) + 1
if ‖A(s)‖ < kN(s)α then
a← Getnext(s,Q)
(N(s, a), Q(s, a), V (s, a))← (N0(s, a), Q0(s, a), V (s, a))
A(s) = A(s) ∪ {a}
a← arg maxaQ(s, a) + c
√
logN(s)
N(s,a)
if ‖V (s, a)‖ < k′N(s, a)α′ then
(s′, r) ∼ G(s, a)
if s′ 6∈ V (s, a) then
V (s, a) = V (s, a) ∪ {s′}
R(s, a, s′)← r
N(s, a, s′)← N0(s, a, s′)
else
N(s, a, s′)← N(s, a, s′) + 1
else
s′ ← Sample(N(s, a, ·))
r ← R(s, a, s′)
N(s, a, s′)← N(s, a, s′) + 1
q ← r + γSimulate(s′, d− 1)
N(s, a)← N(s, a) + 1
Q(s, a)← Q(s, a) + q−Q(s,a)N(s,a)
return q
function Rollout(s, d)
if d = 0 then
return 0
a ∼ pi0(s)
(s′, r) ∼ G(s, a)
return r + γRollout(s′, a, d− 1)
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number of states transitioned to from s. If s′ is not a member of V (s, a),
we add it to the set V (s, a), initialize R(s, a, s′) to r, and initialize N(s, a, s′)
with N0(s, a, s
′). If s′ is a member of V (s, a), then we increment N(s, a, s′).
However, if ‖V (s, a)‖ ≥ k′N(s, a)α′ , then we select s′ from V (s, a) proportional
to N(s, a, s′).
3.1.2. Expansion
Once we have reached a state that is not in the set T , we generate a new
action a available from the state, add it to the set A(s), and initialize N(s, a)
and Q(s, a) with N0(s, a) and Q0(s, a), respectively. We then add the current
state to the set T .
3.1.3. Rollout
After the expansion stage, we simply select actions according to some rollout
(or default) policy pi0 until the desired depth is reached. Typically, rollout
policies are stochastic, and so the action to execute is sampled a ∼ pi0(s). The
rollout policy does not have to be close to optimal, but it is a way for an expert
to bias the search into areas that are promising. The expected value is returned
and is used in the search to update the value for Q(s, a) used by the search
phase.
Simulations are run until some stopping criteria is met, often simply a fixed
number of iterations. We then execute the action that maximizes Q(s, a). Once
that action has been executed, we can rerun Monte Carlo tree search to select
the next action. It is common to carry over the values of N(s, a), N(s), and
Q(s, a) computed in the previous step.
3.2. Tailoring MCTS to DRAs
We next discuss two modifications we have found to be critical when applying
MCTS to DRAs.
3.3. Action Generation
As previously mentioned, the default strategy for generating new actions
during the search stage of MCTS involves randomly sampling an action from
all candidate actions. In DRAs where the action space may be very large, this
strategy is inefficient; we may need to search many actions before identifying a
high-quality choice. Rather, we would like to bias the sampling towards poten-
tial actions that we believe may perform well. One way to identify such actions
is via some application specific heuristic.
We follow a slightly different approach. Specifically, consider MCTS after
several iterations. The current values of Q(s, a) provide a (noisy) estimate of
the value function, and, hence, can be used to approximately identify promising
actions. Consequently, we use these estimates to bias our sampling procedure
through a sampling scheme inspired by genetic algorithm search heuristics [57].
Our strategy, described in Algorithm 2, involves generating actions using one
of three approaches: with probability u′ an existing action in the search tree is
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mutated, with probability u′′ two existing actions in the search tree are recom-
bined, or a new action is generated from the default strategy. Mutating involves
randomly changing the allocation of one or resources. Recombining involves se-
lecting a subset of allocations from two actions and combining the two subsets.
When mutating or recombining, we select the existing action (or actions) from
A(s) using tournament select where the fitness for each action is proportional
to Q(s, a). Note that it is permissible to use other methods such as softmax,
too.
Algorithm 2 Action Generation
function Getnext(s,Q)
u ∼ U(0, 1)
if u < u′ then
a′ ← Sample(Q(s, ·))
a←Mutate(a′)
else if u < u′ + u′′ then
a′ ← Sample(Q(s, ·))
a′′ ← Sample(Q(s, ·))
a← Recombine(a′, a′′)
else
a ∼ pi0(s)
return a
Our numerical experiments confirm that our proposed action generation ap-
proach significantly outperform the default strategies in our benchmark prob-
lem.
3.4. Rollout Policy
In many papers treating MCTS, it is argued that even if the heuristic used
for the rollout policy is highly suboptimal, given enough time the algorithm
will converge to the correct state-action value function Q(s, a). In DRAs with
combinatorial structure (and, hence, huge state and action spaces), it may take
an extremely long time for this convergence. (Similar behavior was observed in
[22]). Indeed, we have observed that for DRAs that having a good initial rollout
policy makes a material difference in the performance of MCTS. Unfortunately,
designing a good heuristic seems to be an application specific task.
For our benchmark, we use a heuristic that involves assigning a weight to
each cell x
W (x) =
∑
y
R(y)
D(x, y)
, (4)
where D(x, y) is the shortest path between x and y assuming that the distance
between adjacent cells is P (x, y). We compute the values D(x, y) offline using a
graph analysis algorithm, such as the Floyd-Warshall algorithm [28], and conse-
quently term this heuristic the FW heuristic. Figure 2 shows example weights
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assigned to different cells on an eight by eight grid with two different reward
profiles. The heuristic performs generally well because it prioritizes allocating
resources to cells that are near large negative reward cells (i.e., populated areas).
(a) Uniform reward. (b) Large negative reward in lower left.
Figure 2: Example heuristic weights. Lighter cells correspond to higher weights.
The rollout policy involves selecting the cells that are burning and assigning
resources to the highest weighted cells. We are also able to randomly sample
from the weights to generate candidate actions.
In our experiments, we have observed that the heuristic performs fairly well,
and, consequently, may be of independent interest to the wildfire suppression
community.
4. A Mathematical Optimization Approach
In this section, we present an optimization-based solution approach for the
tactical wildland fire management problem. In this approach, we formulate a
deterministic optimization problem approximating the original MDP. At each
decision step, we re-solve this approximation based on the current state of the
process and select the first prescribed allocation.
The key feature of the formulation is the use of a deterministic, “smoothed”
version of the dynamics presented in Section 2. Rather than modeling the state
with a discrete level of fuel and binary state of burning, we model fuel as a
continuous quantity and model a new (continuous) intensity level of each cell
representing the rate at which fuel is consumed. Other authors have used similar
ideas when motivating various fluid approximations in the operations research
literature. For example, continuous fluid approximations have been used to
study the control of queuing networks [5], where the size of each queue in the
network can be modeled continuously through systems of differential equations,
and the decision at each time for each server in the network is the “rate” at which
each queue is being served/emptied. Another example comes from revenue
management (RM). In a typical RM problem, the decision maker needs to sell
11
some fixed inventory of a product, and must at each point in time set a price
for this product. The price determines the rate of a stochastic demand process,
with the goal of maximizing the total revenue at the end of the selling period.
The optimal solution of the exact problem is, with few exceptions, extremely
difficult to obtain. However, if the dynamics of the problem are relaxed so that
the demand is continuous and arrives at a deterministic rate that varies with
the price, one can obtain useful bounds and near-optimal pricing policies for the
exact, stochastic problem [30].
Most importantly, smoothing the dynamics allows for two important sim-
plifications. First, we can replace the probabilistic dynamics in Section 2 with
simpler, deterministic dynamics governing the evolution of the intensity. Second,
and most importantly, we no longer have to consider the entire exponentially
large state space of the MDP, but rather only its evolution along the one path
determined by the deterministic dynamics.
4.1. Optimization Model
Let At(x, i) be a binary variable that is 1 if suppression resource i ∈ I is
assigned to cell x at time t and 0 otherwise; this is the main decision variable
of the problem. Recall that Ft(x) denotes the amount of fuel available at the
start of period t in cell x. Furthermore, let It(x) represent the intensity of the
fire in cell x ∈ X at time t. Intensity is a continuous decision variable that
will be determined by the optimization algorithm. Unlike the original MDP
formulation, it is no longer possible to rescale the parameters so that exactly
one unit of fuel is consumed per period. (We discuss how to calibrate the fuel
appropriately next.)
Some additional notation is required to describe the evolution of It(x). De-
fine N (x) as the set of cells that are neighbors of x in the sense of fire transmis-
sion, i.e. N (x) = {y : P (x, y) > 0}. Let ζt(y, x) ∈ [0, 1] be the rate at which the
intensity It−1(y) of cell y at time t−1 contributes to the intensity It(x) of cell x
at time t. Furthermore, let ζ˜t(x, i) ∈ [0, 1] be the relative reduction in intensity
when suppression team i is assigned to cell x at time t. Finally, let I0(x) = 1 if
cell x is burning at time 0, and I0(x) = 0 if cell x is not burning.
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With this notation, our formulation is
minimize
∑
x∈X
T∑
t=0
R(x)It(x) (5a)
subject to It(x) ≥ It−1(x) +
∑
y∈N (x)
It−1(y) · ζt(y, x)
−
∑
i∈I
At−1(x, i) · I¯t(x) · ζ˜t(x, i)−
F0(x) + ∑
y∈N (x)
F0(y)
 · zt−1(x),
∀x ∈ X , t ∈ {1, . . . , T}, (5b)
Ft(x) = F0(x)−
t−1∑
t′=0
It′(x), ∀x ∈ X , t ∈ {0, . . . , T}, (5c)
Ft(x) ≥ δ · (1− zt(x)), ∀x ∈ X , t ∈ {0, . . . , T}, (5d)
Ft(x) ≤ δ · zt(x) + F0(x) · (1− zt(x)), ∀x ∈ X , t ∈ {0, . . . , T},
(5e)
It+1(x) ≤ F0(x) · (1− zt(x)), ∀x ∈ X , t ∈ {0, . . . , T}, (5f)∑
x∈X
At(x, i) ≤ 1, ∀t ∈ {0, . . . , T}, i ∈ I, (5g)
It(x), Ft(x) ≥ 0, ∀x ∈ X , t ∈ {0, . . . , T}, (5h)
zt(x) ∈ {0, 1}, ∀x ∈ X , t ∈ {0, . . . , T}, (5i)
At(x, i) ∈ {0, 1}, ∀x ∈ X , i ∈ I, t ∈ {0, . . . , T}. (5j)
Here, δ > 0 is a small threshold chosen so that a cell with less than δ units
of fuel cannot burn. Consequently, the binary decision variable zt(x) represents
the indicator that the fuel at time t in cell x is below δ. Finally in the spirit of
“big-M” constraints, I¯t(x) is an upperbound on the maximal value attainable
by It(x). We will discuss how to compute this value shortly.
The constraints have the following meaning:
• Constraint (5b) expresses the one-step dynamics of the fire intensity in
region x at time t. Although we have written the constraint in inequality
form, it is not difficult to see that in an optimal solution, the constraint will
always be satisfied at equality since the objective is a sum of the intensities
over all periods and regions weighted by the (positive) importance factors.
The first two terms of the right-hand side represent that—without inter-
vention and without regard for fuel—the intensity of a cell one step into the
future is the current intensity (It−1(x)) plus the sum of the intensities of
the neighboring cells weighted by the transmission rates (
∑
y∈N (x) It−1(y)·
ζt(y, x)). If suppression team i is assigned to cell x at t−1, then At(x, i) =
1 and the intensity is reduced by ζ˜t(x, i) · I¯t(x). If the cell’s fuel is be-
low δ at time t − 1, then zt(x) = 1, and the intensity is reduced by
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F0(x) +
∑
y∈N (x) F0(y); since the intensity of a cell is upper bounded by
the initial fuel of that cell, the term −
(
F0(x) +
∑
y∈N (x) F0(y)
)
· zt−1(x)
ensures that whenever the fuel Ft(x) drops below δ, this constraint be-
comes vacuous.
• Constraint (5c) is the equation for the remaining fuel at a particular time
point as a function of the intensities (intensity is assumed to be the fuel
burned in a particular time period).
• Constraint (5d) and (5e) are forcing constraints that force Ft(x) to be
between δ and F0(x) if z(t) = 0, and between 0 and δ if z(t) = 1.
• Constraint (5f) ensures that if there is insufficient fuel in cell x at period
t, then the intensity at that cell in the next time point is zero. If there
is sufficient fuel, then the constraint is vacuous (the intensity is at most
F0(x), which is already implied in the formulation).
• Constraint (5g) ensures that each team in each period is assigned to at
most one cell.
• The remaining constraints ensure that the fuel and intensity are continu-
ous nonnegative variables, and that the sufficient fuel and team assignment
variables are binary.
The objective (5a) is the sum of the intensities over all of the time periods and
over all cells, weighted by the importance factor of each cell in each time period.
Problem (5) is a mixed integer linear optimization model with two sets of
binary variables: the At(x, i) variables, which model the assignment of suppres-
sion teams to cells over time, and the zt(x) variables, which model the loss of
fuel over time. Although mixed linear optimization is not solvable in polyno-
mial time, there exist high-quality open-source and commercial solvers which
are able to solve such problems extremely efficiently in practice, even for very
large instances.
In highly resource constrained environments when it is not possible to solve
the above model to optimality, we can still obtain extremely good approximate
solutions by relaxing the At(x, i) variables to be continuous within the unit
interval [0, 1]. Then, given an optimal solution with fractional values for the
At(x, i) variables at t = 0, we can compute a score v(x) for each cell x as
v(x) =
∑
i∈I A0(x, i). We then assign suppression teams to the |I| cells with
the highest values of the index v. Indeed, we will follow this strategy in Section 5.
4.2. Calibrating the Model
Given parameters for the original MDP formulation of the tactical wildland
fire management problem, parameters for our nominal optimization formulation
are obtained as follows:
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• I¯t(x) is computed by iterating a modified version of the one-step recursion,
assuming that there is no intervention and infinite fuel:
I¯t(x) = I¯t−1(x) +
∑
y∈N (x)
I¯t−1(y),
where I¯0(x) = I0(x). In this modified one-step recursion, each transmis-
sion rate ζt(y, x) is essentially assumed to be 1, which is the highest value
it can be.
• F0(x) is obtained by summing the fuel threshold δ and the I¯t(x) values
over the horizon t = 0, 1, . . . ,min{T, F (x)}, where F (x) is the number of
periods that cell x can burn into the future according to the original MDP
dynamics:
F0(x) = δ +
min{T,F (x)}∑
t=0
I¯t(x).
Intuitively, since the intensity It(x) can be thought of as how much fuel was
consumed by the fire in cell x at time t, the initial fuel value F0(x) can be
thought of as a limit on the cumulative intensity in a cell over the entire
horizon. Once the cumulative intensity has reached
∑min{T,F (x)}
t=0 I¯t(x),
the fuel in the cell enters the interval [0, δ], at which point the variable
zt(x) is forced to 1 and the intensity is forced to zero for all remaining
time periods.
• ζt(y, x) is set to P (x, y) (the transmission probability from y to x) for each
t.
• ζ˜t(x, i) is set to Q(x) (the probability of successful extinguishing a fire in
cell x) for each period t and each suppression team i.
• δ is set to 0.1.
5. Numerical Comparisons
This section presents experiments comparing Monte Carlo tree search (MCTS)
and the mathematical optimization formulation (MO). We seek to understand
their relative strengths and weaknesses as well as how the user-defined param-
eters of each approach, such as the exploration bonus c for MCTS, affect the
performance of the algorithm. Before proceeding to the details of our experi-
ments, we summarize our main insights here:
• Overall, MO performs as well as or better than MCTS. For even moderate
computational budgets, MO generates high quality solutions.
• Although the MCTS approach works well for certain smaller examples, its
performance can degrade for larger examples (with a fixed, computational
budget). Moreover, the dependence on the algorithm on its underlying
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hyperparameters is complex. The optimal choice of the exploration bonus
and progressive widening factors depends both on the underlying heuristic
used in the rollout as well as available computational budget.
5.1. Algorithmic Parameters and Basic Experimental Setup
In what follows, we use a custom implementation of MCTS written in C++
and use the mixed-integer optimization software Gurobi 5.0 [34] to solve the MO
formulation. All experiments were conducted on a computational grid with 2.2
GHz cores with 4GB of RAM in a single-threaded environment. Although it is
possible to parallelize many of the computations for each of the four methods,
we do not explore this possibility in these experiments.
Many of our experiments will study the effect of varying various hyperparam-
eters (like the time limit per iteration) on the solution quality. Unless otherwise
specified in the specific experiment, all hyperparameters are set to their baseline
values in Table 1.
Table 1: Default parameters for algorithms
Method Parameter Value
MCTS Time Limit per Iteration 60 s
Exploration Bonus c 50
Rollout Policy FW Heuristic
Rollout Length 10
Progressive Widening, Action Space α 0.5
Progressive Widening, State Space α′ 0.2
Progressive Widening, Action Space k 40
Progressive Widening, State Space k′ 40
Algorithm 2 (u′, u′′) (0.3, 0.3)
MO Time Limit per Iteration 60 s
Horizon Length 10
To ease comparison in what follows, we generally present the performance
of each our algorithms relative to the performance of a randomized suppres-
sion heuristic. At each time step, the randomized suppression heuristic chooses
|I| cells without replacement from those cells which are currently burning and
assigns suppression teams to them. This heuristic should be seen as a naive
“straw man” for comparisons only. We will also often include the performance
of our more tailored heuristic, the Floyd-Warshall (FW) heuristic, as a more
sophisticated straw man.
There are two experimental setups that we will return to throughout this
section.
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5.1.1. Grid 1
In this setup, we consider a k × k grid with a varying reward function.
There is a negative one reward received when the lower left cell is burning and
the reward for a cell burning increases by one when traversing up or to the right
across the grid. Also, the reward in the upper right hand corner is always −10.
Figure 3 shows the rewards for a k = 8 grid.
−1 −2 −3 −4 −5 −6 −7 −8
−2 −3 −4 −5 −6 −7 −8 −9
−3 −4 −5 −6 −7 −8 −9 −10
−4 −5 −6 −7 −8 −9 −10−11
−5 −6 −7 −8 −9 −10−11−12
−6 −7 −8 −9 −10−11−12−13
−7 −8 −9 −10−11−12−13−14
−8 −9 −10−11−12−13−14−10
Figure 3: Rewards for Grid 1 with k = 8.
The fire in this experiment propagates as described in Section 2 with
P (x, y) =
{
0.06 if y ∈ N (x)
0 otherwise.
We also assume for this experiment that suppression efforts are successful with
an 80% probability—that is, Q(x) = 0.8 for all x ∈ X .
For a single simulation we randomly generate an initial fire configuration—
that is, whether or not each cell is burning and the fuel level in each cell. After
generating an initial fire, suppression then begins according to one of our four
approaches with |I| teams. The simulation and suppression efforts continue until
the fire is extinguished or the entire area is burned out. A typical experiment
will repeat this simulation many times with different randomly generate initial
fire configurations and aggregate the results.
The specific process for initializing the fire configuration in a simulation is
as follows:
1. Initialize all of the cells with a fuel level of b k2P (x,y)c and seed a fire in the
lower left hand cell.
2. Allow the fire to randomly propagate for b k2P (x,y)c steps. Note that the
lower left hand cell will naturally extinguish at the point.
3. Next, scale the fuel levels by a factor of k−0.25. We scale the fuel levels to
reduce the length of experiments where the number of suppression teams
is insufficient to successfully fight the fire.
17
Table 2: Grid 1 initial fire statistics
k = 8 k = 12 k = 16 k = 20 k = 30
Mean cells burning 37.6 91.4 168.7 275.5 664.2
Maximum cells burning 62 142 244 372 845
Mean fuel level for burning cells 15.8 19.9 22.8 25.7 31.4
Fuel level for non-burnt cells 24 29 34 38 46
Table 2 shows summary statistics for the initial fire configurations that arise
from this process for this experiment. We stress that the primary goal of this
experiment is to explore the scalability of the various approaches.
5.1.2. Grid 2
This setup mirrors the setup in the previous experiment with two exceptions.
First, we initialize fires in the middle of the grid. Second, the reward function
for cells is exponential across the grid.
Specifically, at time t = 0 we ignite the cell in the middle of the grid, i.e., the
cell at location (dk/2e, dk/2e). The reward for cell x = (i, j) is −C · exp(−λi)
where C−1 ≡∑ki=1 e−λi. Notice that the reward only depends on the horizontal
location of the cell in the grid. In other words, cells located to the left are more
valuable. The value of λ controls the rate at which the reward grows. Some
typical reward curves are shown in Figure 4 for a k = 20 grid. Observe that for
large values of λ, the local reward structure at the site of the fire may seem quite
flat. Good policies need to account for the fact that despite this local structure,
suppression of cells on the righthand side of the fire is ultimately more valuable
than suppression to the left.
In this experiment, suppression efforts are still 80% successful. The spread
probabilities are given by
P (x, y) =
{
0.02 if y ∈ N (x)
0 otherwise.
As in the previous experiment, we begin with a random initial fire configu-
ration. The specific process for initializing fire situations in this experiment is
as follows:
1. Initialize the cells with fuel levels of b k4P (x,y)c and seed the fire in the cell
in the middle of the grid—that is, the cell at location (dk/2e, dk/2e).
2. Allow the fire to randomly spread for b k4P (x,y)c steps. Note that we selected
smaller fuel levels and initial times for the fire to build because the fire
now starts in the middle of the grid.
3. Next, scale the fuel levels by a factor of k−0.25.
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Figure 4: Grid 2 reward structure for various values of λ.
Table 3 shows summary statistics for the initial fire configurations randomly
generated in this experiment. This experiment was designed to explore the
ability of the various approaches to consider how the allocation of suppression
teams now will impact future reward received. Because the reward function
may be very different outside the local region of the fire, the approaches may
need to plan many steps into the future.
Table 3: Grid 2 initial fire statistics
k = 9 k = 17 k = 25
Mean cells burning 37.8 154.9 363.7
Maximum cells burning 69 224 487
Mean fuel level for burning cells 5.3 7.5 8.9
Fuel level for non-burnt cells 8 11 13
5.2. Tuning Hyperparameters for the MCTS Methodology
The MCTS approach includes a number of hyperparameters to control the
performance of the algorithm. In this section, we explore the effects of some
of these parameters using Grid 1, with k = 20 and 4 assets, and a time limit
of 10 s per iteration. We vary the exploration bonus c ∈ {0, 10, 50, 100}, the
progressive widening factors α = α′ ∈ {1, 0.5, 0.2}, the depth of the rollout
tree d ∈ {1, 5, 10}, whether or not we use Algorithm 2 (based on genetic algo-
rithm search heuristics) in action generation, and whether we use the random
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suppression heuristic or the FW heuristic in the rollout. For each combination
of hyperparameters, we run 256 simulations and aggregate the results.Figure 5
presents box plots of the cumulative reward. The top panel groups these box
plots by the exploration bonus c, while the bottom one groups the same plots
by the heuristic used. Several features are noticeable:
1. The effect of the exploration bonus c is small and depends on the heuristic
used. For the FW heuristic, the effect is negligible. One explanation for
this features is that the FW heuristic is fairly strong on it own. Hence,
the benefits from local changes to this policy are somewhat limited. For
the random suppression heuristic, there may be some effect, but it seems
to vary with α. When α = 0.2, increased exploration benefits the random
suppression heuristic, but when α = 0.5, less exploration is preferred.
2. From the second panel, in all cases it seems that MCTS with the FW
heuristic outperforms MCTS with the random suppression heuristic. The
benefit of Algorithm 2 in action generation, however, is less clear. Using
Algorithm 2 does seem to improve the performance of the random sup-
pression heuristic in some cases. For the FW heuristic, there seems to
be little benefit. Again, one explanation of this phenomenon is that the
FW heuristic already generates fairly good actions on its own. With only
10 s of computational time, it is difficult for the MCTS algorithm to find
superior alternatives.
To assess the statistical significance of these differences, we fit an additive
effects model [49]. To simplify the analysis, we fit two separate models, one for
the random suppression heuristic and one for the FW heuristic. Moreover, to
simplify the models we use backward stepwise variable deletion beginning with
the a full model with interactions of order two [35]. See Table 4 for the results.
One can check that the features we observed graphically from the box plots
are indeed significant. Moreover, the random suppression heuristic demonstrates
interesting second order effects between the depth and α. The performance
improves substantially when the depth is greater than one and we restrict the
size of the searched actions. One explanation is that both parameter serve to
increase the quality of the search tree, i.e., its depth, and the accuracy of the
estimate at each of the searched nodes.
5.3. State Space Size
We first study the performance of our algorithms as the size of the state
space grows. We simulate the performance of each of our methods on Grid 1 with
either 4 or 8 suppression teams, using our default values of the hyperparameters
and varying k ∈ {8, 12, 16, 20, 30}. For each algorithm and combination of
parameters, we simulate 256 runs and amalgamate the results.
Figures 6a and 6b show the average and maximum solution time per iteration
of the MO methodology when requesting at most 120 s of computation time.
Notice that for most grids, the average time is well below the threshold – in
these instances the underlying integer program is solved to optimality. For
some grids, though, there are a few iterations which require much longer to find
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Figure 5: The cumulative reward of the MCTS algorithm for various values
organized by the exploration parameter c and the rollout heuristic. “Random”
and “FW” refer to the random burn and Floyd-Warshall heuristics. “A2” in-
dicates that we additionally use our Algorithm 2 (based on genetic algorithm
search heuristics) in the action generation phase.
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Table 4: Estimated effects for the MCTS hyperparameters
FW Heuristic Random Suppression
(Intercept) −353903.78∗∗∗ (0.00) −408969.13∗∗∗ (0.00)
α = 0.5 −3073.68 (0.37) 5335.56 (0.16)
α = 0.2 7292.33∗ (0.03) 4616.83 (0.23)
Depth = 5 34551.16∗∗∗ (0.00) 4211.96 (0.14)
Depth = 10 35375.98∗∗∗ (0.00) 3952.83 (0.17)
A2 −40434.84∗∗∗ (0.00) −976.72 (0.71)
c = 10 2857.04 (0.32)
c = 50 6900.73∗ (0.02)
c = 100 9366.90∗∗ (0.00)
α = 0.5 : Depth = 5 4412.72 (0.29) 58653.80∗∗∗ (0.00)
α = 0.2 : Depth = 5 −11279.75∗∗ (0.01) 41290.86∗∗∗ (0.00)
α = 0.5 : Depth = 10 2989.4 (0.48) 65456.71∗∗∗ (0.00)
α = 0.2 : Depth = 10 −11282.11∗∗ (0.01) 47508.01∗∗∗ (0.00)
α = 0.5 : A2 8467.03∗ (0.01) 6960.33∗ (0.02)
α = 0.2 : A2 20363.68∗∗∗ (0.00) −1457.66 (0.61)
depth = 5 : A2 23627.58∗∗∗ (0.00)
depth = 10 : A2 24100.29∗∗∗ (0.00)
α = 0.5 : c = 10 −2543.39 (0.53)
α = 0.2 : c = 10 −983.12 (0.81)
α = 0.5 : c = 50 −10139.50∗ (0.01)
α = 0.2 : c = 50 −1250.75 (0.76)
α = 0.5 : c = 100 −16684.02∗∗∗ (0.00)
α = 0.2 : c = 100 −674.51 (0.87)
depth = 5 : A2 12733.89∗∗∗ (0.00)
depth = 10 : A2 12608.70∗∗∗ (0.00)
R2 0.06 0.14
adj. R2 0.06 0.14
† significant at p < 0.10; ∗p < 0.05; ∗∗p < 0.01; ∗∗∗p < 0.001
See Section 5.2 for details. Baseline should be interpreted as the value
of α = 1, Depth of 1, c = 0, without Algorithm 2 (based on genetic
algorithm search heuristics).
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Figure 6: Average and maximum iteration solution time with 8 teams and a
desired time limit of 120 s (dotted line). Instances which exceed their allotted
time are typically not solved to optimality.
a feasible integer solution (cf. the long upper-tail in Figure 6b). Consequently,
we compare our MO method to the MCTS method with both 60 s and 120 s of
computation time.
A summary of the results is seen in Figures 7a and 7b. We stress that the runs
with 4 suppression teams are more difficult than with 8 teams; these instances
are more resource constrained. Several features are evident in the plot. First,
all three methods seem to outperform the FW heuristic, but there seems to only
be a small difference between the two MCTS runs. The MO method does seem
to outperform MCTS method, especially for tail-hard instances. Namely, the
lower whisker on the MO plot is often shorter than the corresponding whisker
on the MCTS plots.
To assess some of the statistical significance of these differences, we again fit
two additive effects model; one for 8 suppression teams and one for 4. In both
cases, there are no significant second order interactions. The coefficients of the
first order interactions and corresponding p-values are shown in Table 5. The
values suggest that the two MCTS methods are very similar, with a slight edge
for the 120 s variant, and that the MO method with a time limit of 60 s does
outperform both.
To further understand the effect on performance of varying the time limit per
iteration of the MCTS method, we re-ran the above experiment with 60 s, 90 s
and 120 s of time for the MCTS method. Results are summarized in Figure 8.
As can be seen, the difference in performance is small.
In summary then, these results suggest that MCTS and MO perform com-
parably for small state spaces, but as the size of the state space grows, MO
begins to outperform MCTS, with the magnitude of the edge growing with the
state space size.
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Figure 7: Performance as a function of state space size.
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Table 5: Estimated effects for the percentage improvement relative to the
random heuristic
8 Teams 4 Teams
Coefficient p-value Coefficient p-value
(Intercept) 7.77∗∗∗ (0.00) 16.92∗∗∗ (0.00)
k = 12 14.46∗∗∗ (0.00) 11.98∗∗∗ (0.00)
k = 16 21.89∗∗∗ (0.00) 9.75∗∗∗ (0.00)
k = 20 19.53∗∗∗ (0.00) 6.09∗∗∗ (0.00)
k = 30 10.99∗∗∗ (0.00) −2.12∗∗∗ (0.00)
MCTS (120 s) 0.87∗ (0.03) 3.03∗∗∗ (0.00)
MCTS (60 s) 0.83∗ (0.04) 2.74∗∗∗ (0.00)
MO 2.22∗∗∗ (0.00) 3.80∗∗∗ (0.00)
R2 0.47 0.21
adj. R2 0.47 0.20
† significant at p < 0.10; ∗p < 0.05; ∗∗p < 0.01; ∗∗∗p < 0.001
For details, see Section 5.3. The intercept should be interpreted as
baseline of k = 8 with the FW heuristic.
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Figure 8: MCTS performance as a function of time allotted. See also Sec-
tion 5.3.
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Figure 9: Performance as function of number of suppression teams, k = 10.
5.4. Action Branching Factor
Intuition suggests that the performance of the MCTS algorithm is highly
dependent on the magnitude of the action branching factor, i.e., the number of
actions available from any given state. As mentioned in the main text, without
progressive widening, when the action branching factor is larger than the number
of iterations, the MCTS algorithm will only expand the search tree to depth
one. Even with progressive widening, choosing good candidate actions is critical
to growing the search tree in relevant directions. A simple calculation using
Stirling’s approximation confirms that for the MDP outlined in Section 2, the
action branching factor at time t is given by
NB(t)
|I|
|I|! ≈
(
e · NB(t)|I|
)|I|
√
2pi|I| , (6)
where NB(t) is the number of cells that are burning at time t. For even medium
sized-instances, this number is extremely large. Consequently, in this section we
study the performance of our algorithms with respect to the action branching
factor.
We have already seen initial results in Section 5.2 suggesting that both our
progressive widening and Algorithm 2 for action generation improve upon the
base MCTS algorithm. It remains to see how MCTS with these refinements com-
pares to our mathematical optimization formulation. We compute the relative
improvement of the MCTS and MO approaches over the randomized suppres-
sion heuristic on Grid 1 over 256 simulations and k = 10. Figure 9 summarizes
the average relative improvement for each our methods.
Recall that it is not possible to control for the exact time used by the MO
algorithm. Figure 10a shows a box-plot of the average time per iteration for
26
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
0
50
100
150
200
2 4 8 16 32
No. of Teams
Av
g.
 S
ol.
 T
im
e 
(s
)
Math. Opt. Sol. Times
(a) k = 10
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
ll
l
l
l
l
ll
l
l
lll
l
ll
l
l
l
l
lll
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
0
50
100
150
2 4 8 16 32
No. of Teams
Av
g.
 S
ol
. T
im
e 
(s)
Math. Opt. Sol. Times
(b) k = 20
Figure 10: MO average solution times.
the MO approach. Based on this plot, we feel that comparing the results to the
MCTS algorithm with 60 s of computational time is a fair comparison.
The relative performance of all our methods degrades as the number of teams
become large. This is principally because the randomized suppression heuristic
improves with more teams. Although the FW heuristic is clearly inferior, the
remaining approaches appear to perform similarly. Indeed, ANOVA testing
suggests the differences between these to MO and MCTS, the difference between
MO and MCTS is not statistically significant (p-values are well above 0.4). To
try and isolate more significant differences between the methodologies, we re-
run the above experiment with k = 20. The results can be seen in Figure 11
and the average solution times in Figure 10b.
In contrast with the previous experiment, MO appears to outperform MCTS.
Interestingly, although MCTS seems to outperform the FW heuristic for a small
number of suppression teams, it performs worse for more teams. To test the
significance of these differences, we fit a linear regression model for the improve-
ment over the randomized suppression heuristic as a function of the number of
teams, the algorithm used, and potential interactions between the number of
teams and the algorithm used. The results are in Table 6. The intercept value is
the baseline, fitted value of the FW heuristic policy for 4 teams. Several obser-
vations can be drawn from Table 6. First, MO outperforms FW for all choices
of team size with statistical significance. MCTS, however, is statistically worse
than FW with 16 or 32 teams.
In summary, differences between the MO and MCTS methods become vis-
ible only when the grid size k is large, i.e., when the instances are sufficiently
“difficult” to solve. It appears that although progressive widening and Algo-
rithm 2 for action selection partially address the challenges of a large action
state branching factor, the mathematical optimization approach is better suited
to these instances.
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Figure 11: Performance as a function of number of suppression teams, k = 20.
Table 6: Estimated effects for MCTS and MO with varying team size
Coefficients p-value
(Intercept) 23.40∗∗∗ (0.00)
8 Teams 3.92∗∗∗ (0.00)
16 Teams 4.79∗∗∗ (0.00)
32 Teams −10.84∗∗∗ (0.00)
MCTS 3.01∗∗∗ (0.00)
MO 4.55∗∗∗ (0.00)
8 Teams : MCTS −1.93† (0.10)
16 Teams : MCTS −4.36∗∗∗ (0.00)
32 Teams : MCTS −5.86∗∗∗ (0.00)
8 Teams : MO −1.49 (0.20)
16 Teams : MO −3.19∗∗ (0.01)
32 Teams : MO −4.02∗∗∗ (0.00)
R2 0.36
adj. R2 0.36
† significant at p < 0.10; ∗p < 0.05; ∗∗p < 0.01; ∗∗∗p < 0.001
See also Section 5.4. The intercept should be interpreted as the per-
formance of four teams under the FW algorithm.
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Figure 12: Performance as a function of horizon length. Different panels cor-
respond to different values of k ∈ {9, 17, 25} and and λ ∈ {0.1, 0.2, 0.4}.
5.5. Asymmetric Costs and Horizon Length
In this section we examine the performance of our algorithms on Grid 2
(cf. Section 5.1). Recall, in this setup, the cost structure is asymmetric; cells
to the right side of the grid are more valuable than cells to the left. At the
same time, the local reward structure at the point of ignition is relatively flat.
A good algorithm must recognize the differential value despite the local reward
structure.
We consider different combinations of λ ∈ {0.1, 0.2, 0.4}, k ∈ {9, 17, 25}, and
horizon length in {2, 5, 10}. For each combination, we consider 256 simulations.
Figure 12 summarizes the performances of each of our methods. For all the
methods, there is an upward trend as λ increases. For small values of λ (i.e.,
flatter reward structure), MO has a marked edge over the other methods. As
λ increases, the difference shrinks. Figure 13 shows the same box plots, but
grouped by method. This plot suggests that increasing the horizon length from
2 to 5 improves performance, but there is negligible improvement for length 10.
This agrees to some extent with our intuition: as the horizon length increases,
the algorithms become less myopic and are better able to account for the rapid
growth in reward as one moves to the right of the grid.
We investigate the statistical significance of these differences by fitting addi-
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Figure 13: Performance as a function of horizon length, grouped by method.
Different panels correspond to different values of k ∈ {9, 17, 25} and and λ ∈
{0.1, 0.2, 0.4}.
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tive effects models. The full model contains many insignificant interactions. We
drop insignificant variables using backwards stepwise deletion. The resulting fit
can be seen in Table 7. The fitted model suggests that differences observed in
the previous plot are statistically significant.
6. Conclusion
In this study, we consider a dynamic resource allocation problem motivated
by tactical wildfire management, in which fire spreads stochastically on a finite
grid and the decision maker must allocate resources at discrete epochs to sup-
press it. We propose two different solution approaches: one based on Monte
Carlo tree search, and one based on mathematical optimization.
Our study makes three broad methodological contributions. The first of
these contributions is to the understanding of MCTS: to the best of our knowl-
edge, this study is the first application of Monte Carlo tree search to high-
dimensional dynamic resource allocation motivated by a real-world application,
and our results suggest that MCTS holds promise in other large scale stochas-
tic control applications. Our numerical results uncover some interesting insights
into how MCTS behaves in relation to parameters such as the exploration bonus,
the progressive widening parameters and others, as well as larger components
such as the method of action generation and the rollout heuristic. Our results
show that these components are highly interdependent and cannot be calibrated
separately of each other—for example, our results show that the choices of ac-
tion generation method and progressive widening factor become very important
when the rollout heuristic is not strong on its own (e.g., the random suppres-
sion heuristic) but are less valuable when the rollout heuristic is strong to begin
with (e.g., the Floyd-Warshall heuristic). These insights will be valuable for
practitioners interested in applying MCTS to other problems.
The second broad methodological contribution of our study is to the un-
derstanding of mathematical optimization in dynamic resource allocation. The
formulation that we consider is a continuous, deterministic one that avoids the
combinatorial nature of the true fire dynamics, which are discrete and stochas-
tic. Our results indicate that such approximations, in spite of how much they
depart from the true dynamics, can lead to effective heuristics for large scale
stochastic control problems. This insight is both important and not obvious.
The third broad methodological contribution is towards the understanding
of the relative merits of MCTS and mathematical optimization. Our results
show that while both methodologies exhibit comparable performance for smaller
instances, for larger instances, the mathematical optimization approach exhibits
a significant edge. Initial evidence suggests this edge may be related more closely
to action branching factor than the state space branching factor.
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Table 7: Estimated effects for Section 5.5
Effect Coefficient p-value
(Intercept) 5.45∗∗∗ (0.00)
λ = 0.2 6.66∗∗∗ (0.00)
λ = 0.4 17.70∗∗∗ (0.00)
k = 17 7.84∗∗∗ (0.00)
k = 25 10.87∗∗∗ (0.00)
Depth 5 0.00 (1.00)
Depth 10 0.00 (1.00)
MCTS 6.25∗∗∗ (0.00)
MO 8.76∗∗∗ (0.00)
λ = 0.2 : k = 17 5.22∗∗∗ (0.00)
λ = 0.4 : k = 17 14.38∗∗∗ (0.00)
λ = 0.2 : k = 25 9.33∗∗∗ (0.00)
λ = 0.4 : k = 25 23.56∗∗∗ (0.00)
λ = 0.2: MCTS −1.47∗∗ (0.00)
λ = 0.4 : MCTS −2.94∗∗∗ (0.00)
λ = 0.2 : MO −2.81∗∗∗ (0.00)
λ = 0.4 : MO −4.98∗∗∗ (0.00)
k = 17 : MCTS −5.14∗∗∗ (0.00)
k = 25 : MCTS −6.51∗∗∗ (0.00)
k = 17 : MO −2.33∗∗∗ (0.00)
k = 25 : MO −3.48∗∗∗ (0.00)
Depth 5 : MCTS 1.50∗∗ (0.00)
Depth 10 : MCTS 1.47∗∗ (0.00)
Depth 5 : MO 0.18 (0.72)
Depth 10 : MO 0.14 (0.78)
† significant at p < 0.10; ∗p < 0.05; ∗∗p < 0.01; ∗∗∗p < 0.001
The intercept should be interpreted as the value of the FW heuristic
when λ = .1, k = 9 and the horizon length is 2.
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