Abstract -Detailed analysis of the compact antenna array patterns and the internal signal processing within the MUSIC algorithm leads to a goodness-of-fit quality metric for the output radial current velocities and bearings produced by the HF RADAR system. To achieve this, some theory behind the MUSIC direction finding algorithm, describing its Direction of Arrival (DOA) metric, is first presented. MATLAB simulations are conducted and statistics are collected on the DOA metrics. The magnitudes of these metrics are directly related to the quality of the bearings produced by the MUSIC algorithm. Quality of measured antenna patterns is paramount to the accuracy of the MUSIC algorithm bearing output. Ambiguities, as well as other aspects of the measured antenna patterns that are detrimental to quality, are discussed. This research provides HF RADAR users with a practical quality metric for the radial current velocities and their associated bearings produced by the HF RADAR system. I. INTRODUCTION Perhaps the single most important aspect of determining ocean currents using a compact array HF RADAR (specifically, a CODAR Ocean Sensors SeaSonde [1] ) is the definition of the three antenna patterns as a function of azimuth (bearing) angle. Theoretically, these antenna patterns define an antenna manifold in M-space (M=3). It is the job of the MUSIC algorithm to: 1) determine a signal space by diagonalization of a covariance matrix formed from the measured signals on each antenna, and 2) determine the most likely signal bearing by projecting all the points of the antenna manifold onto that signal space. The signal space that the MUSIC algorithm determines is a K-dimensional (K < M-1) subspace of the M-space. The points of the antenna manifold are taken bearing by bearing (usually in 5 degree increments) and projected onto the signal space, and the point in the manifold that has the largest projection onto the signal space determines the bearing(s) from which the signal(s) came. The projection, or how "close" the antenna manifold is to the signal space, can be analyzed to determine a goodness-of-fit metric. This provides quality metrics for MUSIC algorithm solutions that can lead to better definition of overall data accuracy.
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II. IDEAL ANTENNA PATTERNS AND MANIFOLD
The MUSIC algorithm depends greatly on the sensors, or antenna gain and phase patterns. The compact array consists of two dipoles (Antenna 1 and Antenna 2), and one monopole (Antenna 3). The ideal Antenna 3 pattern has unity gain and zero phase in all directions, so the received signal is passed directly through to the receiver with no amplitude or phase distortion. The ideal antenna patterns of the compact array dipoles are generated by picking a pointing angle for maximum gain, and using the cosine of bearing relative to that angle to generate the full antenna pattern. The patterns are defined in five degree bearing increments, such that at a given bearing (0) each antenna has a given magnitude (gain) and phase response. In order to develop the mathematical theory, each antenna response is represented as a complex number Ai (#) = |Aj e j' i =1, 2,3
And the three responses are grouped together to form a point on the antenna manifold A(0) = (A1, A2 ,A3 ) (2) In the case of the ideal patterns, the complex numbers can be represented by purely real numbers since the phase of all the antennas only take on values of 0 or J. For the bearing angles with antenna phases of 0 or x, the exponentials are evaluated as a positive or negative one, and multiply the gain patterns to give real valued antenna responses. In general, with actual measured antenna patterns, antenna responses are complex numbers.
In the idealized antenna pattern case used herein, the antenna patterns form an orthogonal basis for a 3-dimensional vector space, with each axis representing the response of each antenna. Furthermore, if we parameterize the three individual antenna responses as a function of bearing angle, 3-dimensional vectors are formed using each bearing, and an antenna manifold is created over all bearings, shown in Fig. 1 C1l C12 C13 (S11 (n)) (S12 (n)) (S13 (n)) C= C21 C22 C23 = (S12(n)) (S22 (n)) KS23 (n))
The covariance matrix represents one Doppler cell of the averaged cross spectra of the three received signals. The inherent problem is that the signals in each Doppler cell (the frequency of which is a combination of Bragg scatter plus Doppler due radial current velocity) are really summations of signals from all bearings (plus noise), hitting each antenna. The bearing angle from which the received signal comes is still unknown. To figure out the bearing angle, first the covariance matrix must go though eigenvalue decomposition (diagonalization) to estimate a signal subspace and the noise subspace.
A. Eigenvalue Decomposition
To determine the signal and noise subspaces, the covariance matrix goes through eigenvalue decomposition. The crux of the MUSIC algorithm is that not only are the signal subspace eigenvector(s) orthogonal to the noise subspace eigenvector(s), but also there is an antenna manifold vector (being a complex linear multiple of the signal) that is also orthogonal to the noise subspace eigenvector(s). Due to the noise incorporated in the covariance matrix, our estimate of the noise subspace will not be exactly orthogonal to the antenna manifold vector, but perhaps close. Just how close needs to be determined. In fact, the MUSIC algorithm takes each antenna manifold vector and projects it onto the estimated noise subspace. If any of the antenna manifold vectors were truly orthogonal to the noise subspace, then the projection would be zero. The bearing that produces the antenna manifold vector with the smallest projection onto the noise subspace is the best estimate of the signal bearing.
In Equation (4), the columns of E = [E1 E2 E3] are the eigenvectors of C, the diagonal elements of A are the eigenvalues. Under a single signal hypothesis, the eigenvector (E1) from the largest eigenvalue (X1) provides the estimate of the 1-dimensional signal subspace. The other two eigenvectors (E2 and E3) form the 2-dimenesional noise subspace. For One more hypothesis to consider is that there are two signals present. The signal subspace is then 2-dimensional and the noise subspace 1-dimensional. In this case the shapes of the two subspaces are interchanged in Fig. 2 and a different picture is produced. B. DOAfunctionsfor 1-and2-Dimensional Signal Subspaces
Rather than consider the signal space projections over all bearings and look for a maximum, the MUSIC algorithm considers all the noise subspace projections and looks for a minimum. The direction of arrival (DOA) function is generated which provides the reciprocal of the squared magnitude of the projection onto the noise subspace
where: EBn are the eigenvector(s) defining with the noise subspace A(O) and A(O)* are the antenna vectors and conjugate transposes m = 1, 2 is the assumed dimension of the noise subspace The noise subspace projection is in the denominator; therefore the DOA function goes to infinity when the projection is zero, or when the antenna manifold vector is exactly orthogonal to the noise subspace. Sample plots of 10*log(DOA(O)) under the 1-and 2-dimensional signal space hypotheses are plotted in Fig. 3 In Fig. 3(a) , the maximum of the single bearing DOA function is at bearing 225 and has a value of 9.5 dB. Other information on the plot includes the deterministic radial velocity associated with the Doppler cell of 18.92 cm s-' and other signal metrics. In Fig. 3(b) , the dual bearing DOA function shows maxima at 205 and 330 degrees. The two peaks have DOA metrics of 28.6 and 21.1 dB respectively, which are much greater than the DOA metric for the single bearing solution (9.5 dB). C Statistics ofthe DOAfunction Using the M\ATLAB simulation developed in [2] , a simulated eddy current is generated in Fig. 4(a) , the radial projections are shown in Fig. 4(b) , and the MUSIC algorithm radial results are show in Fig. 4(c) . These results are from 1 hour of simulated input data. Fig. 3 . Both the single and double bearing solution metrics are grouped together for this plot. The mean of the distribution is 23.77 dB, with a standard deviation of 10.96 dB. A higher metric indicates a "better fit", the projection of the received signal on to the estimated signal space is larger, "fitting" the antenna manifold well at the resultant bearing angle. Conversely, a lower metric indicates a "poor fit" of the received data to the antenna manifold. We will use the magnitude of the DOA metric for each result as a "goodness-of-fit" quality metric, and provide it to go along with the radial data in Fig. 4(c) . This is shown in Fig. 5(b) . One can see three effects in Fig. 7: 1. In general, slightly higher skill when low DOA metric results are eliminated 2. Lower skill in some range cells (20-23 for example), even when eliminate low DOA metric results. This shows that it is not always a good idea, however this is seen when the SNR is low, and results are more random in general. This section develops the effect of measured patterns on the DOA metric. Inaccuracies in the measured pattern play a direct role in reducing the quality of the radial results. Measured patterns are examined for ambiguities (a lack of diversity) at certain bearings and how they affect the quality of data. A. Analysis ofSan Diego Border Park (SDBP) HFRRADAR As a case study, measured antenna patterns from the SDCOOS San Diego Border Park (SDBP) SeaSonde system are analyzed. A problem with the SDBP system was first noticed while re-processing SDBP cross spectra with both the measured antenna pattern and then again with ideal antenna patterns over many months. Using different antenna manifolds will certainly produce different radial data output, however the general current flow should follow similar directions with similar velocities. There is a large discrepancy in the radial velocity output for the bearing sector at 287 degrees. The sector in question can be plainly seen in red in Fig. 8 . To determine the cause of this difference, we first looked at the radial velocity output the MUSIC algorithm for both ideal and measured patterns. With ideal patterns, there was a positive radial current (toward the RADAR) from the northwest, and a negative radial current (away from the RADAR) toward the southwest. Then we looked at the radial velocity vectors using the measured beam patterns. The radials along bearing 287 were opposite to the general flow around them at other bearings. Since the flow is more consistent with the ideal patterns, further investigation into the measured patterns is warranted. There are irregularities in both the dipole antenna patterns at 287 degrees, which appear as increases in the amplitudes, and there is also a visible phase shift for Al at that bearing. These irregularities in the measured patterns create a bearing ambiguity for the MUSIC algorithm. That is, the antenna response at one bearing is very close to the antenna response at another. As discussed in previous sections, the projection of the antenna manifold onto the noise subspace will be very similar for two separate bearings, making the DOA metric for both bearings close in value. Subsequently, when searching for the maxima of the DOA function, either the incorrect single bearing will be chosen, or a dual bearing solution with an incorrect bearing will be produced.
C SDBPAntenna Pattern Ambiguity Plot
As an indicator of potential antenna pattern ambiguity, we compute the inverse of the squared distance between all the antenna manifold points in signal space. For each bearing in the manifold 0, and each manifold point a(O,), the inverse of the distance to every other point in the manifold A(O), is computed (in dB) using the vector equation With ideal antenna patterns, the ambiguity plot shows a monotonically increasing distance between antenna manifold points as one moves away from the diagonal. With the SDBP antenna patterns, one can see a few areas in the ambiguity plot where the distances between adjacent antenna manifold points remain relatively small. This is obvious in our region of interest around bearing 287 where the reddish region extends beyond the diagonal by roughly 15 degrees of bearing.
These ambiguity plots can be useful in identifying any potential problematic regions in any measured antenna pattern. Once a problematic region is identified, the ambiguities can be mitigated by either artificially smoothing the measured antenna patterns, or by re-measurement. Upon re-measurement of the SDBP antenna patterns, we found that the ambiguous region persisted, indicating a problem with the antenna installation. As it turned out, metal fencing behind the antenna was to blame, and once removed, rectified the problem.
D. SDBP DOA Functions
Finally we look at the DOA functions using the SDBP measured antenna patterns in Fig. 9 . In Fig. 1 l(a,b) In Fig.1 1(c,d) , the radial velocity output is -44.93 cm si, and the dual bearing solution is chosen (due to eigenvalue and signal power ratios) giving bearings of 207 and 287. Note the smaller local maximum in the dual bearing DOA function; this is due to the irregularity in the antenna manifold at bearing 287. The irregular increase in gain and shift in phase in the measured antenna patter has made a second maximum producing an erroneous result. Without the irregularity, the DOA function for the dual bearing result would have been monotonically decreasing from the highest maximum at 207, and only one bearing would have been output. This also reveals the fact that under the dual bearing hypothesis; sometimes only one bearing is produced. E. DOA Metric Spatial Distribution Fig. 12 shows the spatial distribution of the DOA metrics for one hour of cross spectra, there is a slight relative decrease in DOA metric magnitude at bearing 287. More noticeable is the dramatic decrease in DOA metric magnitude to the south west at far range. MUSIC radial velocity output is almost always combined with MUSIC radial velocity output from other HF RADAR sites in a given region. DOA metrics can be passed on to the radial velocity vector combining algorithm as a measure of input data quality. When combined current vectors are produced, a combination of the DOA metric values can also be generated to indicate the quality of the total vectors. This is a topic for further research.
