Abstract. We obtain estimates for the multidimensional analogon of the exponential sum
Introduction
Let f = (f 1 , . . . , f r ) be an r-tuple of restricted power series over Z p in the variables x = (x 1 , . . . , x n ), i.e., the f i are power series converging on Z has measure 1, and |y| = max{|y i |} i denotes the p-adic norm. It is a fundamental problem to estimate |E(y)|. In this respect, Igusa proves the following: Theorem 1.1 ([12] ). Suppose that r = 1 and that f = f 1 is a homogeneous polynomial. Let (N i , ν i ) be the numerical data of an embedded resolution of f = 0, The proof of this theorem is based on resolution of singularities, on the theory of Fourier and Mellin transforms, and on asymptotic expansions of several functions (namely E(y), the local singular series of f , and the local zeta function of f ). Later on this method has been generalised for the case of two polynomials (r = 2) and in some special cases for r > 2 polynomials by Lichtin in [14, 13] . To study E(y) for general r is part of the open problem, mentioned by Igusa on page 39 of [12] , of generalizing the whole theory of [12] to the multivariate setting.
We obtain the following qualitative upper bound for |E(Y )|:
There exist real numbers α < 0 and c > 0 such that |E(y)| < c min{|y| α , 1}, for all y ∈ Q r p . In particular, this yields a qualitative decay rate of |E(y)|, going faster to zero as a negative power of |y| when |y| tends to ∞.
If f 1 is a homogeneous polynomial over Z, Igusa [12] , p. 2, conjectured that the constant c of theorem 1.1 can be chosen independently from p. Also in the case that f 1 is not necessarily homogeneous, a similar conjecture often seems to hold, see [9] and [8] .
1.1. We extensively use the theory of p-adic subanalytic sets, as developed by Denef and van den Dries in [7] , in analogy to the theory of real subanalytic sets (see the section Notation and Terminology for precise definitions). A subanalytic constructible function on a subanalytic set X is by definition a Q-linear combination of products of functions of the form v(h) and |h ′ |, where h : X → Q × p and h ′ : X → Q p are subanalytic functions, and where v denotes the p-adic norm.
Let G : Q r p → Q be a subanalytic constructible function which is integrable over Q r p , and let G * be its Fourier transform. We obtain the following upper bound for |G * |: Theorem 1.3. There exist real numbers α < 0 and c > 0 such that
For the proofs of theorems 1.2 and 1.3 we use p-adic integration techniques based on p-adic cell decomposition.
1.2. Let F : Z r p → Q be the local singular series of f , namely,
whenever z is a regular value of f and F (z) = 0 otherwise, where dx df is the Leray residue differential form. Igusa noticed, using work of A. Weil [16] , that E is the Fourier transform of F when f is dominant (see prop. 3.2 below).
An asymptotic expansion of F for z going to a critical value of f 1 is given by Igusa [12] when r = 1 and in the case that f 1 is a homogeneous polynomial. This has been generalized by Lichtin [14] for two polynomials, and by Denef [6] for r > 2 polynomials. Instead of giving multivariate asymptotic expansions, we prove that F is in a certain function algebra, from which many asymptotic statements can be deduced:
We also show that the map F • h, with h a well chosen finite compositum of blowing-up maps with respect to closed submanifolds, becomes in local coordinates a finite C-linear combination of functions of the form
where the χ i are characters on Z × p , ac (y i ) = y i p −v(yi) , the n i are in N, and the γ i are in C (see Thm. 6.1 below).
1.3. In the mentioned work of Igusa, Lichtin, and Denef, one considers SchwartzBruhat functions φ, i.e., locally constant functions with compact support, and one defines
with f i polynomials, for which similar results as described above are obtained. In this paper we extend this framework to include arbitrary, integrable, subanalytic constructible functions φ.
1.4. The structure of the paper is as follows. In section 2 we recall the notion of cells and formulate the analytic cell decomposition theorem. In section 3 theorem 1.4 is proven. In section 4 we prove theorem 1.3 and derive theorem 1.2 from it by means of Fourier transform. In section 5 we obtain a more global decay rate when f 1 , . . . , f r are polynomials, and in section 6 we give a description in local coordinates of F composed with blowing up maps. All results of the paper also hold for finite field extensions of Q p .
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1.5. Notation and terminology. We fix a p-adic field K (i.e. [K : Q p ] is finite) and write R for the valuation ring of K, π 0 for a uniformizer of R, and q for the cardinality of the residue field. For x ∈ K, v(x) ∈ Z ∪ {∞} denotes the p-adic valuation of x and |x| = q −v(x) the p-adic norm. We write P n for the collection of n-th powers in K × = K \ {0}, n > 0, and λP n = {λx | x ∈ P n } for λ ∈ K. Let ψ be the additive character
, where Tr K/Qp is the trace map. We write x, y = x 1 y 1 + . . . + x n y n for x, y ∈ K n , n > 0. A restricted analytic function R n → K is an analytic function, given by a single restricted power series in R{x} in n variables (by definition, this is a power series over R which converges on R n ). We extend each restricted analytic function R n → K to a function K n → K by putting it zero outside R n . A key notion is the following: We recall a basic theorem on subanalytic sets:
globally) subanalytic if and only if it is a finite union of sets of the form
where the functions f and g i are finite compositums of restricted analytic mappings, polynomial mappings, and the field inverse
, and where n i > 0 are integers.
We refer to [4, 6], [7] , and [1] for the basic theory of subanalytic sets.
Cell decomposition and p-adic integration
Cell decomposition is a powerful tool to describe piecewise several kinds of padic maps, for example, polynomials maps, restricted analytic maps, subanalytic constructible functions, and so on. It allows one to partition the domain of such functions into p-adic manifolds of a simple form, called cells, and to obtain on each of these cells a nice description of the way the function depends on a specific special variable (for an example of such an application, see lemma 2.5).
Cells are defined by induction on the number of variables:
with constants n > 0, λ, c ∈ K, α, β ∈ K × , and i either < or no condition. A cell
and c : K m → K, and i either < or no condition, such that the functions α, β, and c are analytic on D. We call c the center of the cell A and λP n the coset of the cell.
Note that a cell is either the graph of an analytic function defined on D (namely if λ = 0), or, for each x ∈ D, the fiber
m+1 be a subanalytic set and f j : X → K subanalytic functions for j = 1, . . . , r. Then there exists a finite partition of X into cells A with center c and coset λP n such that
with (x, t) = (x 1 , . . . , x m , t), integers a j , and δ j : K m → K subanalytic functions, analytic on π m (A), for j = 1, . . . , r. If λ = 0, we use the convention that a j = 0 and 0 0 = 1.
Theorem 2.2 is a generalisation of cell decomposition for polynomial maps by Denef [2] , [3] . Recently, in [6] and [1] , cell decomposition has been used to study parametrized integrals: Definition 2.3. For each subanalytic set X, we let C(X) be the Q-algebra generated by the functions X → Q of the form x → v(h(x)) and x → |h ′ (x)| where h : X → K × and h ′ : X → K are subanalytic functions. We call f ∈ C(X) a subanalytic constructible function on X.
To any function f in C(K m+n ), m, n ≥ 0, we associate a function
is absolutely integrable for all λ ∈ K m , and by putting I m (f )(λ) = 0 otherwise.
The following is immediate from theorem 2.2 and the definitions.
Corollary 2.5. Let X ⊂ K m+1 be a subanalytic set and let G j be functions in C(X) in the variables (x 1 , . . . , x m , t) for j = 1, . . . , r. Then there exists a finite partition of X into cells A with center c and coset λP n such that each restriction G j | A is a finite sum of functions of the form
where h : Proof. This follows easily from Cor. 2.5.
Local singular series and exponential sums
From now on, we fix a dominant restricted analytic map f = (f 1 , . . . , f r ) : R n → K r , with f i ∈ K{x} restricted analytic functions in the variables x = (x 1 , . . . , x n ); here, by dominant we mean that the image of f contains a nonempty open subset of K r . We also fix a function φ in C(R n ) which is integrable over R n . We consider the exponential integral
If z is a regular value of f , i.e., if there is an x with f (x) = z and if the rank of the Jacobian matrix of f is maximal in each point x satisfying f (x) = z, we can define a value F φ (z) as
where dx/df is the Leray residue differential form on f (x) = z. This formula defines a function F φ on the set of regular values z ∈ K r of f , and we extend F φ by putting F φ (z) equal to zero whenever z is a critical value of f . * The function F = F φtriv with φ triv the characteristic function of R n is called the local singular series of f and plays an important role in number theory, for example in the circle method. It is easy to see that F is constant in the neighbourhood of any regular value z; however, when z tends to a singular value of f , F shows nontrivial singular behaviour, which is closely related to the behaviour of the asymptotics of the exponential sum E = E φtriv , see e.g. [5] .
The following is an exact subanalytic analogon of the semialgebraic Cor. 1.8.2 of [6].
Proof. We can cover R n by finitely many balls on which all partial derivatives of the functions f j are given by convergent power series. This implies easily that the set of regular values is subanalytic. Let I be the tuple (1, 2, . . . , n − r) and put x I = (x 1 , . . . , x n−r ) and dx I = dx 1 ∧ . . . ∧ dx n−r . We define U I ⊂ R
n as the open set given by h(x) = 0 where h is the analytic function determined by
The set U I is subanalytic. For a regular value z and x I ∈ R n−r , let Λ (xI ,z) be the set
and when z is not a regular value, let Λ (xI ,z) be the empty set. It follows by the implicit function theorem that each set Λ (xI ,z) is discrete. Since Λ (xI ,z) is also subanalytic, it is a finite set (this also follows from the compactness of R r ). Moreover, by Thm. (3.2) of [7] on the existence of bounds, the number of elements in Λ (xI ,z) is uniformly bounded by a number t > 0 when z and x I vary. By the subanalytic selection theorem (3.6) of [7] , there are subanalytic functions g 1 , . . . , g t : R n−r × K r → R r such that Λ (xI ,z) ⊂ {g 1 (x I , z), . . . , g t (x I , z)} for each (x I , z). For each z let V z,I,1 be the set U I ∩ f −1 (z) ∩ {x ∈ R n | (x n−r+1 , . . . , x n ) = g 1 (x I , z) ∈ Λ (xI ,z) }, then V z,I,1 is a measurable set (because it is subanalytic) and the integral 
where π n−r is the projection on the x I -variables. By remarking that the characteristic function of {(x I , z) | (x I , g 1 (x I )) ∈ V z,I,1 } is a subanalytic function in the variables (x I , z) and by theorem 2.4, it follows that (5) is a subanalytic constructible function. It is clear that taking appropriate Boolean combinations of the sets V z,I,j for j = 1, . . . , t and all n − r-tuples I ⊂ {1, . . . , n} n−r we can write F as a sum of similar integrals as (5) and this proves the theorem.
We will need the following well-known result (for this result it is necessary that f is dominant).
Proposition 3.2. The function F φ is integrable over K r , and the following Fourier transformation formula hold
Proof. This is an application of Eq. (7) on page 13 of [16] and the remark below this equation. The idea in [16] is first to prove the equality when φ is a locally constant function with compact support, and then to extend by approximation.
Decay rates of exponential sums
We use the notation of the previous section. The following theorem is a generalization of theorem 1.2. 
Proof. The theorem follows from theorems 3.1 and 4.3 and proposition 3.2.
Remark 4.2. Where Igusa is able to relate α to the numerical data of an embedded resolution, the proofs of theorems 4.1 and 4.3 allow one to find a candidate α, coming from the 'numerical data' of specific applications of cell decomposition (i.e., the shapes of the cells and the occurring powers a j ).
Theorem 4.3. Let G : K r → Q be an arbitrary subanalytic constructible function which is integrable over K r , and let G * be its Fourier transform
Then there are real numbers α < 0 and c > 0 such that
Proof. It is clear that G * is uniformly bounded since
thus we only have to find a decay when |y| is big. It is enough to find a decay in terms of |y r | when |y r | is big. We will write x = (x, x r ) withx = (x 1 , . . . , x r−1 ), and we focus on what happens if we integrate x r out. By lemma 2.5, we can partition K r into cells A with center c and coset λP m such that G| A is a finite sum of functions of the form
where h : K r−1 → Q is a subanalytic constructible function which is nowhere zero, and s ≥ 0 and a are integers. Now apply lemma 2.5 to the functions h to partition each projection π r−1 (A) into cells where h has a similar description and repeat this construction r times. We find a partition of K r into cells A with center c and coset λP m on which the function G is a sum of functions which 'split completely' on A: G| A is a sum of functions H as in (6), π r−1 (A) is a cell with center c ′ and coset λ ′ P m ′ such that h| πr−1(A) is a sum of functions of the form
and so on for h ′ , . . . , h (r−1) . By partitioning further, we may also suppose that either v(x r − c) is constant on A, either it takes infinitely many values on A, and similarly for v(x r−1 − c ′ ) and so on. In the case that v(x r − c) is constant on A, we may assume a = s = 0 and similarly when v(x r−1 − c ′ ) is constant on A, and so on. Then we may suppose that the terms as in equation (6) all have at least one different exponent in the sequence a, s, a ′ , s ′ , . . . , a (r−1) , s (r−1) . Now fix such a term H as in (6) which splits completely on such a cell A with center c and coset λP m .
By the description (6) of H and by the definition of cells, the fact that H is integrable over A only depends on the exponents a, s, a ′ , s ′ , . . . , s (r−1) and the particular form of the cell A. Also, all terms described above have a different asymptotic behaviour if x ∈ A tends to specific points in the boundary of A. Since G is integrable over A, one deduces that each such term is integrable over A. In particular, H is integrable over A.
We may focus on a cell A of dimension r (as an analytic p-adic manifold), hence of nonzero measure. Forx in the projection π r−1 (A), write Ax for the fiber {x r | (x, x r ) ∈ A}. By Fubini's theorem, the function
is integrable over Ax for almost allx ∈ π r−1 (A). Since this integrability only depends on a and s and the particular form of the cell Ax, and since A has nonzero measure, H(x, ·) is integrable for eachx ∈ π r−1 (A).
The cell A has the following form
where A ′ = π r−1 (A) is a cell, i is < or no condition, and α, β : K r−1 → K × and c : K r−1 → K are subanalytic functions. Since A has dimension r, we must have λ = 0.
Forx ∈ A ′ and y ∈ K r , we denote by I(x, y) the value
Let χ λPm be the characteristic function of λP m and writeŷ = (y 1 , . . . , y r−1 ). We easily find that I(x, y) equals
where the summation is over those j satisfying v(α(x)) 1 j 2 v(β(x)) and where c = c(x). By Hensel's lemma, there exists an integer e such that all units u with u ≡ 1 mod π e 0 are m-th powers (here, π 0 is such that v(π 0 ) = 1). Note that v(u)=j χ λPm (u)ψ(uy r ) |du| is zero whenever j < −v(y r ) − e (since in this case one essentially sums a nontrivial character over a finite group). By consequence, the only terms contributing to the sum (7) are those for which −v(y r ) − e ≤ j. We may suppose that −v(y r ) − e > 0, and thus, after partitioning A further, that v(α(x)) > 0 on A ′ and 1 =<.
We then have
|H(x)||dx| (9) where the integral (9) is over
For each y r , the function |H| is integrable over B, since H is (absolutely) integrable over A. Also, |H| is a subanalytic constructible function by the special form (6) of H. Thus, theorem 2.4 implies that the integral (9), considered as a function K → Q in the variable y r , is a subanalytic constructible function. We prove that (9) goes to zero when |y r | goes to infinity.
First suppose that A is contained in a compact set. Then B is contained in a compact set for each y r = 0, the measure of B goes to zero when |y r | tends to infinity, and thus (9) goes to zero when |y r | goes to infinity.
In the case that A is not contained in a compact set, we can partition A into parts
where J runs over the subsets of {1, . . . , r − 1}. For each J, let f J be the transfor-
, where ǫ i = 1 if i ∈ J and ǫ i = −1 else. Using the change of variables formula and the maps f J , we can then reduce to the previous case that A is contained in a compact set and show that (9) goes to zero when |y r | goes to infinity.
At any rate, the left hand side of (8) is bounded by (9) which is a subanalytic constructible function K → Q in the variable y r which goes to zero when |y r | goes to infinity. But then the same conclusion holds for |G * | since
where the sum is over the cells A in the decomposition of K r and for each A the terms H with G |A = H. If we combine this with corollary 2.6, the theorem is proven.
Remark 4.4. The fact that |G * | in Thm. 4.3 goes to zero when |y| goes to infinity also follows directly from the lemma of Riemann-Lebesgue in general Fourier analysis on locally compact groups, cf. the section on Fourier transforms in [15] .
Dominant polynomial mappings
Letf = (f 1 , . . . ,f r ) be a dominant polynomial mapping from K n to K r . For any integrable φ ∈ C(K r ) and any y ∈ K r we define the exponential integral
Note that we integrate globally over K n . If z is a regular value off , we put
and we extendF φ by puttingF φ (z) equal to zero whenever z is a critical value of f .
Theorem 5.1. For any integrable subanalytic constructible function φ : K n → Q, there are real numbers α < 0 and c > 0 such that
Proof. First note thatF φ is a subanalytic constructible function, with the same proof as for Thm. 3.1, and that also the analogon of prop. 3.2 holds forF φ and E φ , also with the same proof. The theorem then follows from theorem 4.3 and the analogons of theorem 3.1 and proposition 3.2 forF φ andẼ φ .
Uniformisation of subanalytic constructible functions
Let M be a compact K-manifold of pure dimension d and let U i be a finite disjoint cover of M by open compact subsets such that each U i is analytically isomorphic to ), for all x ∈ A, where f and g are analytic functions on M , g(x) = 0 for all x in A and e > 0 is an integer. We refer to [7] for the notion of blowing-up of M with respect to C, with C a closed submanifold of M . Note that a blowing up map with respect to a closed submanifold C of codimension 1 is an analytic isomorphism. where the sum is taken over all nontrivial characters χ with conductor 1. A second example for r = 1, n = 2, and λ = 1: the characteristic function of A 1 is given by 1 2 (|y| γ1 + |y| γ2 )α(ac (y)) − c · χ A0 (y) with γ 1 = log q (e)πi and γ 2 = log q (e)2πi and α : R × → C such that α(z) = 1 if z is a square and 0 else, and χ A0 the characteristic function of A 0 and c some constant. Note that α is a linear combination of characters on R × because it is induced by a function on R × /(p k ) for some k. Combining this, we find the desired description (as in the theorem) of the functions v(f i ) and |g j | after a finite compositum of blowing up maps. One easily checks that products of functions of the desired form also have the desired form, hence, we have a description of F as desired.
