The sensitivity of trajectories over finite-time intervals t to perturbations of the initial conditions can be associated with a finite-time Lyapunov exponent , obtained from the elements M i j of the stability matrix M. For globally chaotic dynamics, tends to a unique value ͑the usual Lyapunov exponent ϱ ) for almost all trajectories as t is sent to infinity, but for finite t it depends on the initial conditions of the trajectory and can be considered as a statistical quantity. We compute for a particle moving in a randomly time-dependent, one-dimensional potential how the distribution function P(;t) approaches the limiting distribution P(;ϱ) ϭ␦(Ϫ ϱ ). Our method also applies to the tail of the distribution, which determines the growth rates of moments of M i j . The results are also applicable to the problem of wave-function localization in a disordered one-dimensional potential.
I. INTRODUCTION
In this work, we give a uniform description of the complete asymptotic statistics of the finite-time Lyapunov exponent for a particle moving in a randomly time-dependent, one-dimensional potential. The Lyapunov exponent ϱ characterizes the sensitivity of trajectories to small perturbations of the initial conditions and plays a fundamental role in the characterization of systems which display deterministic chaos ͓1͔. The Lyapunov exponent is defined in the joint limits of vanishing initial perturbation and infinitely large times. In a hyperbolic Hamiltonian system, ϱ may be obtained from any nonperiodic trajectory, because for arbitrarily long times the trajectories uniformly explore the complete phase space.
A widely studied generalization of ϱ is the finite-time Lyapunov exponent ͓1-17͔, which is defined for finite stretches ͑time interval t) of trajectories ͑generalizations to finite perturbations also exist ͓18͔͒. The sensitivity of the dynamics to initial perturbations is given by the stability matrix map M, which is the linearization of the map of initial coordinates to final coordinates. In terms of elements M i j of M, the finite-time Lyapunov exponent may then be defined as
In contrast to ϱ , is not a unique number independent of the initial conditions, but a fluctuating quantity with a distribution function P(;t) ͑defined by uniformly sampling all initial conditions in phase space͒. This distribution function determines, e.g., the generalized entropy and dimension spectra of dynamical systems ͓1͔, and more practically the weak-localization correction to the conductance ͓19͔ and the shot-noise suppression ͓20,21͔ in mesoscopic systems. Finite-time Lyapunov exponents also determine the wavefront stability of acoustic and electromagnetic wave propagation through a random medium, in the ray-acoustics/rayoptics regime of short wavelengths ͑for a recent application, see Refs. ͓22,23͔͒. Moreover, they have shifted into the focus of attention due to recent advances in the understanding of the role of the Lyapunov exponents for quantum-chaotic wave propagation ͓24 -30͔: It has been observed that under certain conditions the Lyapunov exponent can be extracted from the decay of the overlap of two wave functions which are propagated by two slightly different Hamiltonians ͑the so-called Loschmidt echo͒. Since the overlap is studied as a function of time, the distribution of the finite-time Lyapunov exponent is directly relevant for these investigations. This extends also to related semiclassical time scales, such as the Ehrenfest time ϳ(ln ប)/, which is a semiclassical estimate of the diffraction time of wave packets due to the chaotic classical dynamics.
In the limit of infinite time t, the distribution function P(;t) in a completely chaotic phase space tends to the limiting form P(;ϱ)ϭ␦(Ϫ ϱ ). For large but finite t, the bulk of the distribution function can be approximated by a Gaussian centered around ϱ , with the width vanishing ϰt Ϫ1/2 as t→ϱ. However, many of the properties determined by P(;t) ͑like the generalized entropy and dimension spectra͒ cannot be calculated from the Gaussian bulk of the distribution function ͓1͔.
In this paper, we investigate for a particle moving in a one-dimensional randomly time-dependent potential with Gaussian statistics how P(;t) approaches the limiting distribution function P(;ϱ)ϭ␦(Ϫ ϱ ) for large times. Our approach uniformly applies both to the bulk as well as to the far tail ӷ ϱ of the distribution function. We find that the cumulant-generating function of P(;t),
͑where the average ͗•͘ is over realizations of the fluctuating potential and ͗͗•͘͘ denotes the cumulants͒, takes the asymptotic form ͑͒ϭ͑͒t/t c ϩO͑t with () a universal function ͑within the statistical model͒ and
(1)
͑4͒
a system-specific time scale which can be determined from the infinite-time-Lyapunov exponent and the constant (1) ϭd/d͉ ϭ0 ͑by definition, d/d͉ ϭ0 ϭ ϱ t). The function () is given by the leading eigenvalue of a second-order differential equation in which appears as a parameter. This eigenvalue can be calculated perturbatively in , which generates the cumulants of . The values of at integer determine the asymptotic growth rates (1/t)ln͗M ij ͘ ϭRe ()/t c of moments of stability-matrix elements. For the positive moments (Ͼ0), we find that these values are given by the leading eigenvalue of finite-dimensional matrices.
In practical applications, an ensemble of independent trajectories through a randomly fluctuating potential can be realized in different ways. If the potential also has a random spatial dependence with a short correlation length ͑on top of the random temporal dependence͒, independent trajectories can be realized by choosing different initial conditions in phase space ͑most appropriately, distributed with the canonically invariant uniform phase-space density͒. It should also be noted that a random time-dependent potential is often considered as a statistical model for the ergodic properties of hyperbolic chaotic motion, in the spirit of the early work of Chirikov ͓31͔. The time dependence of the potential then mimics the dependence of the potential in the eigentime along the trajectory. In the context of finite-time Lyapunov exponents, there have been indications that a statistical description is usually valid for the chaotic background of its distribution ͓16͔, while system-specific deviations may exist in some exceptional cases even in the bulk of the distribution function ͓15͔. Moreover, these findings indicate that the assumption of Gaussian statistics of the fluctuations is not restrictive. While the statistical model considered in this work is tailored to a specific class of Hamiltonian systems, it can be modified straightforwardly to other classes of chaotic systems ͑this is briefly described at the end of this paper͒.
The problem of finite-time Lyapunov exponents in the random time-dependent potential is equivalent to the problem of wave localization in a random one-dimensional potential ͓32-36͔, because the equations of motion for the matrix elements M i j are formally equivalent to the corresponding Schrödinger equation ͓10,37͔. Indeed, the Fokker-Planck equation employed in this work is based on the phase formalism described, e.g., in Refs. ͓38-40͔. Hence, the asymptotic statistics of the finite-time Lyapunov exponent presented in this work is of direct interest and can be transferred to this field of research ͓41͔. A number of additional areas of application of our method come into scope if one considers the vast arena of problems which can be analyzed by products of random matrices, since the finitetime Lyapunov exponents are a valuable way to characterize the eigenvalues of these products ͓10͔.
The plan of this paper is as follows. In Sec. II, we formulate the problem of finite-time Lyapunov exponents in the one-dimensional random time-dependent potential. In Sec. III, we show how the cumulant-generating function can be related to the parametrized eigenvalue of a second-order differential equation, and that the cumulants can be calculated systematically. Moments of M i j are calculated in Sec. IV. We close the paper with a discussion and conclusions in Sec. V.
II. FORMULATION OF THE PROBLEM

A. Statistical model
Let us consider an ensemble of time-dependent Hamiltonian system with one degree of freedom ͑canonically conjugated coordinates x,p), and the Hamiltonian given by
Here V(x,t) is a randomly time-dependent potential and m is the mass. Shortly we will see that the stability of trajectories obtained from Hamiltonian ͑5͒ is determined by properties of the curvature of the potential. We allow for a timeindependent mean curvature
which may arise from a static background potential, while temporal fluctuations of the curvature are assumed to be
Gaussian and ␦-function-correlated,
The constant D is similar to a diffusion constant, but not identical with conventional diffusion constants of motion in phase space. ͓In the specific model of Refs. ͓22,23͔, D can be related to the temporal and spatial fluctuation properties of the potential V(x,t).͔ Equation ͑5͒ along with Hamilton's equations of motion and Eqs. ͑6͒ along with the assumption of Gaussian fluctuations completely specify the statistical model of Hamiltonian dynamics which we investigate in this paper. As already mentioned in the Introduction, statistical models of this kind have a long history in the description of dynamical systems, not only for truly time-dependent cases but also as an approximation of the pseudorandomness induced by chaotic dynamics, with the underlying assumption that different stretches of typical trajectories are practically uncorrelated. Although we restrict our mathematical analysis to the statistical model with Gaussian fluctuations, the general findings should also carry over to other random potentials, as long as the correlations are short-ranged and the variance of the random values is finite. This expectation is supported by the certain degree of universality found in chaotic dynamical systems, as well as by the indications of universal wavefunction statistics in one-dimensional localization. For detailed investigations of the applicability of statistical approaches to these models, refer to the works mentioned in the Introduction.
In order to investigate the stability properties of trajectories, we introduce the map F t which propagates initial conditions (x i ,p i ) over a time interval t to the final coordinates (x f ,p f )ϭF t (x i ,p i ). The stability matrix M is the linearization of the map F t and describes the sensitivity of the final coordinates to a small perturbation of the initial conditions,
͑7͒
Area preservation of the dynamics in phase space entails the property det M ϭ1 of the stability matrix. We are interested in the evolution of the stability matrix with given initial conditions and increasing time interval t. According to Hamilton's equations of motion, the stability matrix fulfills the differential equation
where the function v(t) in the matrix K is given by
.
͑9͒
Differential equation ͑8͒ is supplemented by the initial conditions
corresponding to the identification of the initial and final coordinate systems for tϭ0. The statistical properties of v directly follow from Eqs. ͑6͒,
Both D as well as the mass m can be eliminated from the subsequent analysis by rescaling quantities in the following way:
͑12͒
Here we defined the characteristic time scale
. ͑13͒
͓In the course of our analysis, we will see that this time scale also can be found from Eq. ͑4͒.͔ The rescaled ͑primed͒ quantities fulfill Eqs. ͑8͒,͑10͒,͑11͒, with Dϭmϭ1. Also note that the rescaling leaves the property det M ϭ1 invariant.
B. Relation to one-dimensional localization
The set of linear first-order differential equations ͑8͒ can be decoupled by converting them into second-order differential equations. It is useful to note ͑as mentioned in the Introduction͒ that the equations for the elements M 11 and M 12 are equivalent to the Schrödinger equation, at energy E ϭV 2 /m, of a particle of mass ប 2 /2 in a one-dimensional random potential (vϩV 2 )/m ͑of vanishing mean͒, with t playing the role of the spatial coordinate,
while the other matrix elements are directly related to them by
The problem of finite-time Lyapunov exponents hence is closely related to the problem of one-dimensional localization in a random potential, in which the Lyapunov exponent corresponds to the inverse decay length of the wave function.
III. CUMULANTS OF THE FINITE-TIME LYAPUNOV EXPONENT
We now solve the problem of finding the probability distribution function of matrix elements M i j within the statistical model of chaotic dynamics, defined by the evolution equation ͑8͒ for M, with initial condition ͑10͒, and the statistical properties ͑11͒ of the random function v. For the sake of definiteness we will consider in this section the statistics of the upper diagonal element M 11 . The results directly carry over to the other elements of M, as is discussed in Sec. IV C.
A. Cumulant-generating function as an eigenvalue
We introduce the quantities
where the relation uϭt to the finite-time Lyapunov exponent is established by Eq. ͑1͒ ͓note that M 11 ϭM 11 Ј in the rescaling Eq. ͑12͔͒. According to Eqs. ͑8͒ and ͑12͒, u and z fulfill the differential equations
Note that the evolution equation of z decouples from u and can be interpreted as a Langevin equation. Hence the distribution P(z;tЈ) can be calculated from a Fokker-Planck equation, which was considered before in the context of wave-function localization ͓39,40͔,
For large tЈ, the distribution function P(z;tЈ) approaches the stationary solution ͓38-40͔ 
͑21͒
͑The integration contour along the imaginary axis corresponds to a Fourier transformation.͒ It follows that the functions f n fulfill the differential equation
in which n and appear as parameters. However, in order to obtain a meaningful probability distribution function ͑21͒, we have to impose boundary conditions on f n (,z) at z→ Ϯϱ. It is convenient to express these boundary conditions by the requirement
Here P denotes the principal value with respect to the integration boundaries at Ϯϱ. Condition ͑22b͒ follows from the behavior zϷ(tЈϪt ϱ Ј )
Ϫ1 of the solution of the differential equation ͑17͒ close to times tЈϷt ϱ Ј , where ͉z͉→ϱ ͑and hence vЈ can be ignored͒. In practical terms, the condition ͑22b͒ guarantees that the drift of u remains finite for all times.
Equations ͑22͒ form an eigenvalue problem, since condition ͑22b͒ only can be fulfilled for a discrete set of numbers n -note that these eigenvalues depend on the parameter . At ϭ0, there is a finite gap between the largest eigenvalue 0 and the second-largest eigenvalue 1 , and by continuity it is guaranteed that this gap also persists in a finite neighborhood of ϭ0. In the limit of large tЈ, only the largest eigenvalue is relevant, because the other eigenvalues give rise to exponentially smaller contributions. The largest eigenvalue vanishes as →0, i.e., 0 (0)ϭ0, because the stationary distribution of z, Eq. ͑19͒, must be recovered for large times from Eq. ͑21͒ by integrating out u. In the following, we denote for simplicity 0 ()ϵ().
The moments of u are given by
where the coefficients f ()ϭ͐ Ϫϱ ϱ dz f 0 (,z) are determined, in principle, by the initial condition for P(u,z;tЈ) at tЈϭ0. From Eq. ͑23͒, we obtain the moment-generating function
where we reintroduced the original time variable tϭt c tЈ by Eq. ͑12͒. The cumulant-generating function ͑2͒ hence takes the form of Eq. ͑3͒, including the corrections of order t 0 , ͑͒ϭln ͑ ͒ϭ͑ ͒t/t c ϩln f ͑ ͒.
͑25͒
The cumulants ͗͗ n ͘͘ of the finite-time Lyapunov exponent are obtained by expanding the generating function in powers of , see Eq. ͑2͒. In terms of the coefficients of the Taylor expansion,
͓which starts with the linear term in because (0)ϭ0], according to Eqs. ͑2͒ and ͑25͒ the nth cumulant of is then given by
This equation means that within the statistical model, the cumulants are universal quantities in the leading order in t, in the sense that the initial conditions P(z,u;0) only enter the next-order corrections. The only system-specific parameters which enter the cumulants are the time scale t c and the ͑re-scaled͒ strength V 2 Ј of the static potential. Note that ratios of cumulants are even independent of the time scale t c ͑and hence of the parameters D and m of the statistical model͒. The form ͑4͒ of t c follows from Eq. ͑27͒ when t c is expressed in terms of the infinite-time Lyapunov exponent ϱ with help of the definition
In terms of the bare quantities of the statistical model,
. ͑29͒
In the next two sections, we obtain general expressions for the expansion coefficients (n) and calculate explicitly the proportionality factor (1) ϭd/d͉ ϭ0 in Eq. ͑29͒, as well as the first few coefficients (2) , (3) , . . . , which determine, respectively, the variance and the leading nonGaussian corrections ͑higher cumulants͒ of the fluctuations of the finite-time Lyapunov exponent around its limiting value ϱ .
B. Recursion relations for the cumulants
We now show how the cumulants can be calculated from Eq. ͑27͒ by recursively solving a hierarchy of equations for coefficients (n) in the Taylor expansion of (), Eq. ͑26͒. In analogy to Eq. ͑26͒, let us also expand the function f 0 (,z) in powers of ,
With Eqs. ͑26͒ and ͑30͒, the eigenvalue problem ͑22͒ can now be written order by order in powers of n . For nϭ0, we recover the stationary variant ͑18͒ of the Fokker-Planck equation ͑20͒,
which is solved by the stationary solution f 0 (0) (z)ϭ P stat (z), Eq. ͑19͒. For nϾ1, the differential equations are of the form
Let us assume that we have solved the hierarchy of equations up to order nϪ1. In the next order n, both the unknown quantities f 0 (n) as well as (n) appear. The unknowns can be separated by integrating the differential equation ͑32͒ over z from Ϫϱ to ϱ: The integrated left-hand side vanishes because of condition ͑22b͒ of the eigenvalue problem. The integrated right-hand side can be rearranged to give (n) ,
which only involves quantities up to order nϪ1. Subsequently, (n) can be inserted into Eq. ͑32͒. The function
͓with the kernel K(y,z) defined in Eq. ͑19͔͒ is then obtained by solving the resulting inhomogeneous differential equation with the help of the partial solution f 0 (0) (z) of its homogeneous counterpart, Eq. ͑31͒. This inhomogeneous part of the functions f 0 (n) (z) is fixed by the requirement that f 0 (0) (z) be normalized to 1. Adding the homogeneous solution to f 0 (n) (z) in any order gives rise to additional terms in all higher orders, but these combine in such a way that they drop out of the calculation of the coefficients (n) , which hence are uniquely determined by Eq. ͑33a͒.
The recursion relations ͑33͒ can be iterated to calculate successively all cumulants of .
C. Explicit expressions and numerical values
According to Eq. ͑27͒, the two numbers (1) and (2) determine mean and variance of the distribution function of , which then is approximated by a Gaussian. The coefficient (1) has been obtained in Ref.
͓40͔ from the FokkerPlanck equation ͑18͒ for arbitrary V 2 . For the special case V 2 ϭ0, the two coefficients (1) and (2) have been obtained in Ref. ͓19͔ from the Fokker-Planck equation ͑20͒. However, the deviations from the Gaussian distribution function are not at all negligible for many chaotic systems, which is most clearly displayed in their generalized dimension and entropy spectra ͓1͔. As we have seen in Sec. III B, our approach of reduction to the eigenvalue problem ͑22͒ allows us to analyze the non-Gaussian deviations by the higher cumulants of . ͓In Sec. IV, we show that one can even obtain from our analysis the positive moments M 11 , Ͼ0, which are determined by the far tail ӷ ϱ of P(;t), while the bulk of the distribution is essentially irrelevant for these moments.͔ Explicit expressions for the first few coefficients (1) , (2) , (3) , and (4) result from Eq. ͑33a͒,
where f 0 (0) (z)ϭ P stat (z) is given by the stationary distribution function of z, Eq. ͑19͒, while the other functions follow from Eq. ͑33b͒,
The coefficient (1) is then given by
where Ñ is given in Eq. ͑19͒, while the cumulants for nу2 can be obtained quickly by numerical integration of 2n-fold integrals. The effort of integration can be greatly reduced down to the expense equivalent to a single integral, because the integrand factorizes. An efficient recursive scheme is described in the Appendix. In Fig. 1 , we plot the coefficient (1) and the ratios n! Analytical results can be found in the case V 2 Јϭ0 for the first two coefficients,
where Ñ (V 2 Јϭ0)ϭ3
/͓⌫(1/6)͔, while 3 F 2 is a generalized hypergeometric function. Incidentally, the numerical value given for (2) in Ref.
͓19͔ is wrong, but the analytic expression given in that paper is equivalent to Eqs. ͑34b͒ and ͑38b͒. In Table I , we tabulate the numerical values of the first eight coefficients n! (n) for V 2 Јϭ0.
FIG. 1. Coefficient
(1) of the first cumulant, and the ratios n! (n) / (1) for the coefficients of the second, third, and fourth cumulant ͓cf. Eq. ͑27͔͒, as a function of the strength V 2 Ј of the static background potential. 
IV. MOMENTS OF M ij
A. Formally exact expressions
In view of Eqs. ͑16͒ and ͑24͒, we find that the exponential growth rates of the moments of M 11 are given by the largest eigenvalue () of Eq. ͑22͒ at integer values of ͓42͔,
As we will now show, for positive integer values of the eigenvalue problem ͑22͒ can be reduced to a matrix eigenvalue problem of finite dimension. For the first few moments, the leading eigenvalue can be calculated explicitly, while for larger values it is formally given by the largest root of the corresponding characteristic polynomial.
In order to obtain a solution of the differential equation ͑22a͒, we write
͓with the kernel K(y,z) defined in Eq. ͑19͔͒, and obtain for g the differential equation
͑a triconfluent Heun's equation with singularity at 1/zϭ0). We introduce into this equation the polynomial ansatz
Power matching results in the following backward-recursion relation:
for the coefficients c n , with initial conditions
For integer , this backward-recursion relation terminates. We obtain functions c 0 (), c 1 (), and c 2 () and an additional condition from the terms in Eq. ͑41͒ which are constant in z,
͑44͒
where p () is a polynomial of degree ϩ1. This polynomial can also be interpreted as the characteristic polynomial of the ͓(ϩ1)ϫ(ϩ1)͔-dimensional matrix
which is the matrix representation of the eigenvalue problem ͑22͒ in the space of the monomial expansion of g(z). The exponential growth rate () of the th moment is given by the root͑s͒ of p () with the largest real part ͓42͔. In Sec. IV B, we will see for the examples ϭ1,2 that the other roots show up in the transient behavior of the moments.
For V 2 Јϭ0, the values for the first few moments are given in Table II . Figure 2 shows the growth rates and the real part of the subleading eigenvalue for values of up to 80. A log-normal statistics of M 11 ͑corresponding to a Gaussian statistics of the finite-time Lyapunov exponents͒ would result in the quadratic dependence Eq. ͑37͒ of () on , while the plot shows a weaker ͑approximately linear͒ dependence for large . This results from the influence of the terms (n) n for nу3 in the complete Taylor expansion of , Eq. ͑26͒.
The distance of the subleading eigenvalue to the leading eigenvalue increases with increasing .
For finite V 2 Ј , we plotted the real parts of the leading and subleading growth rates ͓eigenvalues of the matrix ͑45͔͒ for the first four moments in Fig. 3 . The growth rate Re (1) 
͑47͒
For V 2 Јϭ0, the first moment is constant and given by its initial value, ͗M 11 ͘ϭ1. This means that negative deviations M 11 Ӷ0, corresponding to inverse hyperbolic motion, cancel precisely the positive deviations M 11 ӷ0 of hyperbolic motion. For negative V 2 Ј the first moment grows, while for positive V 2 Ј it oscillates and stays of order unity. In the decomposition of the cosine into the two exponentials, we identify in the exponents the two roots 
͑48͒
The asymptotic growth rate of the second moment is given by the leading root (2)ϭ2 2/3 of the characteristic polynomial p 2 ()ϭ 1 2 3 Ϫ2, in accordance with Table II . The second and third exponent are the other two roots of this polynomial. numerical evaluation of such integrals for large n is very time consuming, since the number of points on a grid covering the integration domain with lattice constant (1/N), N ӷ1, grows rapidly with n as N 2n . However, the integrands in Eq. ͑33͒ factorize and the expense of the integration can be reduced from exponential to algebraic n dependence ϳnN. The principle can be demonstrated for the example of the twofold integral,
