We propose a robust adaptive algorithm for generalized eigendecomposition problems that arise in modern signal processing applications. To that extent, the generalized eigendecomposition problem is reinterpreted as an unconstrained nonlinear optimization problem. Starting from the proposed cost function and making use of an approximation of the Hessian matrix, a robust modified Newton algorithm is derived. A rigorous analysis of its convergence properties is presented by using stochastic approximation theory. We also apply this theory to solve the signal reception problem of multicarrier DS-CDMA to illustrate its practical application. The simulation results show that the proposed algorithm has fast convergence and excellent tracking capability, which are important in a practical time-varying communication environment.
R y w = λR x w (1) are called the generalized eigenvalue and corresponding generalized eigenvector of matrix pencil (R y , R x ), respectively. In this paper, we are interested in finding the generalized eigenvector corresponding to the largest eigenvalue. Many numerical methods have been presented for the generalized eigendecomposition problem [8] . However, these methods are inefficient in a nonstationary signal environment, since they are computationally intensive and belong to the class of batch processing methods. For practical signal processing applications, an adaptive online algorithm is preferred, especially in a nonstationary signal environment. Chatterjee et al. have presented an online generalized eigendecomposition algorithm for linear discriminant analysis (LDA) [10] . However, this algorithm as well as those in [11, 12] are based on the gradient method, and their performance is largely determined by the step size, which is difficult to select in a practical application. To overcome these difficulties, Rao et al. apply a fixed-point algorithm to solve the generalized eigendecomposition problem [13] . The resulting RLS-like algorithm is proven to be more computationally feasible and faster than most of the gradient methods. Recently, by using the recursive least-square learning rule, Yang et al. develop fast adaptive algorithms for the generalized eigendecomposition problem [14] . Besides RLS techniques, the Newton method is also a well-known powerful technique in the area of optimization. By constructing a cost function based on the penalty function method, Mathew and Reddy develop a quasi-Newton adaptive algorithm for estimating the generalized eigenvector corresponding to the smallest generalized eigenvalue [9] . However, this method suffers from the difficulty of selecting an appropriate penalty factor, which requires its priori information of the covariance matrices, which is unavailable in most applications. As a result, this will affect the learning performance. In addition, for many applications, the generalized eigenvector corresponding to the largest eigenvalue is desired.
In this paper, motivated by the work of Mathew and Reddy [9] , we develop an efficient adaptive modified Newton algorithm to track the adaptive principal generalized eigenvector. The basic idea is that we reformulate the generalized eigendecomposition problem as minimizing an unconstrained nonquadratic cost function that has a unique global minimum and no other local minima, and then apply an appropriate Hessian matrix approximation to derive an adaptive modified Newton algorithm. The resulting algorithm is numerically robust no matter whether it is implemented with infinite or finite precision. We also illustrate its application by using it to solve an adaptive signal reception problem in a multicarrier DS-CDMA (MC-DS-CDMA) system [15] .
The rest of the paper is organized as follows. In Section 2, we formulate the adaptive signal reception problem in an MC-DS-CDMA system as the principal generalized eigenvector estimation problem, to show the importance of the generalized eigendecomposition technique. In Section 3, the generalized eigendecomposition problem is reinterpreted as a nonlinear optimization problem, and a robust adaptive modified Newton algorithm is developed to estimate the principal generalized eigenvector. The convergence property of the proposed algorithm is also discussed. In Section 4, we present numerical simulation results to show the performance of the proposed algorithm. Conclusions are drawn in Section 5.
GENERALIZED EIGENDECOMPOSITION APPLICATION
In this section, we show that it is possible to formulate the signal reception problem in a multicarrier DS-CDMA system [16] as a generalized eigendecomposition problem.
Signal model of MC-DS-CDMA system
Consider an MC-DS-CDMA system with K simultaneous users. Each one uses the same M carriers. The kth user, for 1 ≤ k ≤ K, generates a data sequence:
with a symbol interval of T seconds. We assume that the data symbols b
The kth user is provided a randomly generated signature sequence:
where G is the spreading gain and the elements a (k)
i are modelled as independent and identically distributed (i.i.d.) random variables such that Pr(a
The sequence a (k) is used to spectrally spread the data symbols to form the signal [15] 
where x denotes the largest integer less than or equal to x, the chip interval T c is given by T c = T/G, G is the number of chips per symbol interval, and ψ(t) is the common chip waveform for all signals. We assume that the chip waveform ψ(t) is bandlimited, such as the square-root raised-cosine pulse [17] , and normalized so that
. Assume a slowly time-varying frequency-selective Rayleigh fading channel. Following the approach [16] , by suitably choosing M and the bandwidth of ψ(t), we can assume that each carrier experiences slowly varying flat fading. Then, the received signal in complex form is given by [18] 
where ω m is the frequency of the mth carrier, α k,m accounts for the overall effects of phase shifts and fading for the mth carrier of the kth user, P k and τ k ∈ [0, T) represent the power for each carrier of the transmitted signal and the delay of the kth user signal, respectively, and n(t) denotes additive white Gaussian noise.
Without loss of generality, throughout the paper we will consider the signal from the first user as the desired signal and the signals from all other users as interfering signals. Assume that synchronization has been achieved with the transmitted signal of the desired user. Therefore, the delay of the desired signal τ 1 can be taken to be zero. In order to avoid interchip interference for the desired signal when it is chipsynchronous, the waveform is chosen to satisfy the Nyquist criterion. Then the input signal to the first PN correlator (finger) associated with the mth carrier is written as
where g is the chip index, n m [g] denotes the component due to AWGN, and
is the component due to the kth user signal, 2 ≤ k ≤ K. The function R ψ (·) is the autocorrelation of the chip waveform defined by
The input signal vector can be written as
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where
T is a zero-mean Gaussian random vector with covariance σ 2 I. Then, the output signal of the first PN correlator to extract the signal at the mth carrier can be written as
and the output signal vector can be expressed as
is the noise component with
The received signal vectors x[g] and y[n] are referred to as undespreaded and despreaded received signal vectors of the desired user.
MSINR signal reception problem
From (11), the despreaded signal vector can be rewritten as
[n] denotes the desired signal vector, and u[n] is the undesired signal vector.
The optimal weight vector under the MSINR performance criterion can be found as [15] w MSINR = arg max
} are the covariance matrices of the desired and undesired signals, respectively. It is obvious that the optimal weight vector w MSINR is the generalized eigenvector corresponding to the maximum generalized eigenvalue of the matrix pencil (R s , R u ), that is,
where λ max is the maximum generalized eigenvalue. Unfortunately, because s[n] and u[n] cannot be separately obtained from the received signal y[n], it seems difficult to obtain w MSINR from (14) . In the following, we will propose an improved criterion equivalent to MSINR to overcome the above difficulty.
According to (9) and (11), after some calculations, the autocorrelation matrices
Hence, we have
Let us consider the following function:
for any w except for w H R u w = 0. If R u is full rank, this function is valid for any w = 0. According to (18), we can see that if G > 1, the weight vector w that maximizes f (w) eventually maximizes γ. Therefore, the optimal weight vector can be found as
Hereby, estimating the MSINR weight vector from (20) instead of (14), we do not need to know or estimate the covariance matrices of s[n] and u[n], which are basically not available at the receiving end. Obviously, this is the problem of estimating the principal generalized eigenvector from two observed sample sequences y[n] and x[g].
ROBUST ADAPTIVE MODIFIED NEWTON ALGORITHM FOR GENERALIZED EIGENDECOMPOSITION
To solve a class of signal processing problems similar to that in Section 2, we construct a novel unconstrained cost function. Then, starting from this cost function, a robust modified Newton algorithm is derived. Its convergence is rigorously analyzed by using stochastic approximation theory.
Generalized eigendecomposition problem reinterpretation
Let λ i and u i (1 ≤ i ≤ M) be the generalized eigenvalue and the corresponding R x -orthonormalized generalized eigenvector of the matrix pencil (R y , R x ), that is, [9] 
where δ i j is the Kronecker delta function.
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Consider the following nonlinear scalar cost function:
As will be shown next, this is a novel criterion for the generalized eigendecomposition problem. In the following theorem, we assume that the maximum generalized eigenvalue of (R y , R x ) has multiplicity 1. The case when the multiplicity of the maximum generalized eigenvalue is larger than 1 will be discussed later. Proof. See Appendix A.
Theorem 1 shows that if the maximum generalized eigenvalue has multiplicity 1, J(w) has a global minimum and no other local minima, and global convergence is guaranteed when one seeks the R x -orthonormalized generalized eigenvector corresponding to the maximum generalized eigenvalue of (R y , R x ) by iterative methods. When the multiplicity of the maximum generalized eigenvalue is more than 1, there are some local minima. Hence, the iterative algorithm will converge to one of these local minima. Nevertheless, it is not a hindrance for one to seek the principal generalized eigenvector, because these local minima themselves are the R x -orthonormalized generalized eigenvectors corresponding to the maximum generalized eigenvalue. Therefore, the principal generalized eigenvector estimation problem can be reformulated as the following unconstrained nonlinear optimization problem:
Adaptive modified Newton algorithm derivation
The Hessian matrix of J(w) with respect to w is derived in Appendix A as
In order to simplify the Hessian matrix, we drop the second term on the right-hand side of (24). Therefore, an approximation to the Hessian matrix can be written as:
The inverse Hessian matrix is given by
Then the modified Newton algorithm for updating the weight vector w[n + 1] can be written as
.
Remark 2. In the derivation of the updating rule (27), we approximate the Hessian matrix H by dropping a term so as to make the Hessian matrix H positive definite, and consequently make the resultant algorithm more robust, since for stabilizing the Newton-type algorithms it is necessary to guarantee that the Hessian matrix is positive definite. Although the approximation causes the resultant Hessian matrix to deviate from the true Hessian matrix, as shown in Section 4, the derived algorithm (27) can asymptotically converge to the principal generalized eigenvector of the matrix pencil (R y , R x ). In addition, the numerical simulation results show that the approximation has little influence on convergence speed and estimation accuracy. Therefore, the approximation is a reasonable step in developing the adaptive modified Newton algorithm.
We apply the following equations to recursively estimate R x and R y :
where 0 < μ, β < 1 are the forgetting factors.
. Then we get
Postmultiplying both sides of (29) with w[n], we have
Applying the projection approximation [5] yields
Then (31) can be rewritten as
where c[n
. Then according to (29) we obtain
Let
so that the update rule of w[n + 1] can be rewritten as
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Thus, the adaptive modified Newton algorithm can be summarized as
The simplest way to choose the initial values is to set P ), we have adopted the projection approximation approach [5] . The rationality of using projection approximation has been concretely explained in [5] . In this paper, the numerical results show that using the projection approximation has little impact on the performance of the proposed algorithm. Note that the update step for P[n] involves subtraction. Hence, the numerical error may cause P[n] to lose the Hermitian positive definiteness, while P[n] is theoretically Hermitian positive definite. An efficient and robust way is to apply the QR-update method to calculate the square root matrices P 1/2 [n] [19] . Because P[n] = P 1/2 [n]P H/2 [n], the Hermitian positive definiteness remains regardless of any numerical error.
Convergence analysis
In this section, we apply the stochastic approximation method, which is developed by Ljung [20] , and Kushner and Clark [21] , to analyze the convergence property of the proposed algorithm based on updating rule (27). According to the stochastic approximation theory, a deterministic ordinary differential equation (ODE) can be associated with the recursive stochastic approximation algorithm, and the convergence of the algorithm can be studied in terms of this differential equation.
The ordinary differential equation corresponding to the proposed algorithm based on updating rule (27) can be written as
dw(t) dt
We have the following theorem to demonstrate the convergence of w(t). 
Proof. See Appendix B.
Note that if γ = 1, γu 1 is also the R x -orthornormalized generalized eigenvector corresponding to the maximum generalized eigenvalue of (R y , R x ). Theorem 3 also shows that although we approximate the Hessian matrix when deriving the updating rule (27), the resultant algorithm can asymptotically converge to the principal generalized eigenvector.
SIMULATIONS
In this section, we apply the proposed algorithm to the signal reception problem in multicarrier DS-CDMA, and perform numerical simulation to investigate its performance. For each run, the proposed algorithm in this paper, the direct eigendecomposition method, the TTJ algorithm [15] , and sample matrix/iterative (SMIT) [12] are implemented simultaneously in the simulations. The data in each plot is the average over 100 independent runs.
We consider a K-user asynchronous MC-DS-CDMA system of M = 12 carriers with processing gain G = 32. The system uses a square-root raised-cosine chip pulse with roll-off factor of 0.8 [17] . It is customary to truncate ψ(t) such that it spans only several chips [18] , and we assume that the duration of the pulse is 4T c . Throughout this section, the signalto-noise ratio (SNR) of the desired user is fixed at 20 dB.
To evaluate the convergence speed and the estimate accuracy, the direction cosine and the normalized projection error (NPE) [22] are defined, respectively, as
where w MSINR is the theoretically optimal combining weight vector and can be computed by [23] 
We use the MSINR performance to assess the MAI suppression capability of the proposed algorithm. The expression for calculating the SINR at the nth iteration is given by
The In the first simulation experiment, we consider the case when there are two interferers whose received powers are 10 dB stronger than the desired user. Figure 1 shows the simulation results. It can be observed that the eigenmethod and the proposed algorithm outperform the TTJ algorithm. The reason is that the TTJ algorithm belongs to the stochastic gra- dient algorithm class and its fixed step size is chosen based on some tradeoff between tracking capability and accuracy; too small a value will bring on slow convergence and too large a value will lead to overshoot and instability [19] . The eigen method and SMIT have the best performance. However, their computational complexity is very high. Compared to these methods, the complexity of the proposed algorithm has been greatly reduced, while its performance degrades only slightly. The simulation results also show that the approximation of the Hessian matrix and the projection approximation have little influence on the performance of the proposed algorithm, since its performance approaches that of the eigen method, which uses neither of these approximation techniques.
In the next simulation experiment, we investigate the performance of the proposed algorithm in a signal environment with strong interference. We assume that there are two 10 dB, two 20 dB, and one 30 dB interferers. The simulation results in Figure 2 show that the performance of the eigen method and the proposed algorithm hardly changes, whereas the performance of the TTJ algorithm degrades rapidly. This is not surprising because at each step the TTJ algorithm uses a single instantaneous sample to update the weight vector, and as a result, the estimated weight vector oscillates around the MSINR combining weight vector. As the number and powers of the interferers increase, the oscillation becomes more dramatic and the amplitude increases. Consequently, the averaged performance degrades greatly in this scenario. In contrast, the proposed algorithm uses all of the data samples available up to the time instant n + 1 to estimate the optimal weight vector, and as a result, it performs well in a signal environment with strong interference. This experiment also shows that in the case with strong interferers, using the Hessian matrix approximation and the projection approximation has only a slight impact on the performance of the proposed algorithm.
In the final experiment, we study the tracking capability of the proposed algorithm in a dynamic environment. At the beginning, there are two 10 dB interferers, and at symbol interval 400, three 20 dB, one 30 dB, and one 40 dB interferers are added. Figure 3 shows the simulation results. Because there are few interferers and their powers are not very strong in the first phase, the TTJ algorithm performs very well. But in the second phase, too much interference and unregulated fixed step size cause the performance to degrade greatly. It can be observed that the eigen method, SMIT, and the proposed algorithm can rapidly adapt to the suddenly changed signal environment. This is because of using the forgetting factor in the recursive covariance matrix estimator. The simulation results also show that in time-varying environment the influence of the Hessian matrix approximation and the projection approximation is small. Therefore, from the above simulation results in various signal environments, we conclude that the proposed algorithm has rapid convergence, sufficient estimation accuracy, and good tracking capability. These properties make it very useful in a practical signal environment, especially when the interfering power increases due to many practical reasons, such as too many interferers, incorrect power control, timevarying channel.
CONCLUSIONS
In this paper, we have studied the principal generalized eigenvector estimation problem. We proposed a new unconstrained cost function for the generalized eigendecomposition problem. Then, based on the proposed cost function, we have derived a robust adaptive modified Newton algorithm. The convergence of the proposed algorithm has been 8 EURASIP Journal on Advances in Signal Processing rigorously analyzed. In addition, we applied the proposed algorithm to the adaptive signal reception problem in multicarrier DS-CDMA systems, and the numerical simulation results show that the proposed algorithm has fast convergence and excellent tracking capability, which are very useful for a practical communication environment.
APPENDICES

A. PROOF OF THEOREM 1
Proof. Let ∇ R and ∇ I be the gradient operators with respect to the real and imaginary parts of w. According to [19] , the complex gradient operator is defined as ∇ = (1/2)[∇ R + j∇ I ]. After some calculation, we can derive the gradient of J(w) as
When w = u i , it is easy to show that ∇J(u i ) = 0. This implies that any R x -orthonormalized generalized eigenvector, u i , of (R y , R x ) is the stationary point of J(w). Conversely, ∇J(w) = 0 means
Hence, w is the generalized eigenvector of (R y , R x ), and the corresponding generalized eigenvalue is (w H R y w). Premultiplying the both sides of (A.2) with w H we have
Since R y is positive definite, w H R y w > 0 for w = 0. Therefore, we get w H R x w = 1. This shows that stationary point, w, of J(w) is the R x -orthonormalized generalized eigenvector of (R y , R x ). From above analysis, we conclude that w is a stationary point of J(w) if and only if w is the R x -orhtonormalized generalized eigenvector of (R y , R x ).
Let H = ∇∇ H J(w) be the M × M Hessian matrix [7] of J(w) with respect to the vector w. After some calculations, the Hessian matrix H is given as
Since R x is positive definite, we have R x = VV H , where 
B. PROOF OF THEOREM 3
Proof. The vector w(t) can be expressed as a linear combination of M generalized eigenvectors u i of (R y , R x ), which is given by According to the theory of Lyapunov stability, V (z) is a Lyapunov function, and z = 1 is asymptotically stable. Moreover, from (B.6) and lim t→∞ α 1 (t) = 1, we can conclude lim t→∞ α 1 (t) = γ, where γ = 1. Hence, w(t) in (38) will asymptotically converge to the stable solution γu 1 .
