Introduction
This paper considers the problem of managing large collections of dynamically changing tasks, distributed over large geographic areas, by very large teams of mobile and cooperative agents that have direct access to only local information about their immediate environment. We are particularly interested in problem domains in which scalability, fault tolerance and real-time behavior are a central concern. There are several domains where such problems arise. In such domains, there are three important issues that represent prerequisites for success: (i) how the agents should be distributed over the area, (ii) how agents should process local information, derived from possibly noisy sensors, to provide a partial solution to nearby tasks, and (iii) how partial solutions should be integrated into a global solution. We developed the Distributed Dispatcher Model (DDM), an agent based computational model of semi-centralized task allocation. DDM is designed for efficient coordinated task allocation in systems consisting of hundreds of agents (resources); the model makes use of hierarchical group formation to restrict the degree of communication between agents necessary for coordination. Our contributions are (1) a hierarchical team organization supports processes for very quickly combining partial results to form an accurate global solution. Each level narrows the uncertainty about the solution based on the data obtained from lower levels, and (2) scalability to very large task and agent problem domains. The lower level of the DDM hierarchy consists of sampling agents that control sensing agents. These agents are grouped according to their area. Each group has a leader. Thus, the second level of the hierarchy consists of the sampler group leaders. These sampler group leaders are also grouped according to their area. Each such group of sampler leaders is associated with a zone group leader. Thus, the third level of the hierarchy consists of these zone group leaders, which in turn, are also grouped according to their area associated with a zone group leader and so on and so forth. Sampling agents are mobile; therefore, they may change their group when changing their area. The model was motivated and tested on a challenge problem taken from the DARPA Autonomous Negotiating Teams (ANTS) program which involves the assignment of sensing agents to targets (tasks) in a distributed and realtime fashion. Targets must be located reliably and resource allocations must achieve good coverage of the controlled area. In this domain, tasks vary with time; it is therefore important for the agent system to acquire accurate task information over time, a process which we refer to as forming an information net. We developed a domain specific solution that facilitates the processing of local and noisy information available to each sensing agent. Our methods for the integration of the agents' partial solutions are general and can be applied in other domain.
At the first step of the information net formation process each sampler agent requests raw sensed data from its Doppler. The sampler agent then computes the possible states for each sensed target according to the raw sensed data. Target states are produced using N consecutive measurements. All the possible task states are combined with the Doppler's state to form a capsule. A capsule represents a few possible states of a task at time t as derived from measurements taken up to time t by an agent in a given state. The problem faced by DDM is how to choose the right state from every capsule. To choose the right task state from each capsule the agents connect states from different capsules that form a target path. The agents then try to evaluate each of these paths and use the ones with the best probability to represent changes of target states. It is impossible to determine which path is the right one using one viewpoint since measurements from one viewpoint results with up to m task states each could be the correct state. Therefore, capsules from different viewpoints are needed. A different viewpoint may correspond to a different state of the same sampling agent or of different sampling agents. The number of viewpoints that is used in information net formation process increases as information is moved up the DDM hierarchy. Thus, the uncertainty is decreases. Detailed description of the DDM can be found in [3] .
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Experiments and results overview
We developed a simulation to test the model. The simulation describes an area of 1200 over 900 meters. In our experiments, at any given time, there were up to 30 targets in the area. Each agent had an initial random location and an initial random velocity, with a speed limit of 50 kilometers per hour (13.9 meters per second). Targets leave the area when reaching the boundaries of the zone. Each target that leaves the area causes a new target to appear at the same location with the same velocity in a direction that leads it into the area. Therefore, each target may remain in the area a random time. In particular, 29% of targets in our experiments remained in the area less than 60 seconds. Each Doppler sensor has initial random location and velocity that is up to 50 kilometers per hour. Every sector of each Doppler was able to detect targets in the range of up to 200 meters according to the sector's formula as presented above. When a mobile Doppler gets to the border of the controlled area it bounce back with the same velocity. We ran the simulation for one hour of simulated time.
At the end of each simulation the estimated paths identified by the top-level group leader were examined. The identified paths could be divided into two categories: (1) only a single path was associated with a particular target: those paths are assigned a 100% probability of corresponding to the actual path, and (2) two possible paths are associated with a target and each is assigned a 50% probability of corresponding to the actual path.
We began with a basic setting of the simulation environment consisting of the hierarchy model with mobile Dopplers and we varied the active sensor sector every time they reached a sampling stage. The maximum detection range in the basic setting was 200 meters. In that setting, the number of Dopplers was 20 and the number of targets was 30. We varied the methods employed by the system -demonstrating the benefits of the hierarchy model over a flat model -as well as other characteristics of the basic setting. For example, we tested the influences of the number of targets and Dopplers as well as the coverage area of the Dopplers on performance.
We started by comparing 4 methods to test the hierarchy. Figure 1 shows that changing the method does not affect the number of targets that will fail to be detected. That may be explained by the fact that all the methods covered an equal area over time. The difference between the methods is presented by the division of the detected target between accurate tracking and the mediocre tracking. Method D performed significantly better than the other methods. This supports the conclusion that a hierarchical organization leads to better performance. Further support for a hierarchical structure comes from method B being significantly better than method C even though method B uses more primitive Dopplers than method C. The only advantage of method B is the use of a hierarchical organization.
Another aspect of the performances of the models is the average tracking time as shown in Figure 1 . While method A could only find 50% paths, methods B, C and D could track targets accurately. Method D could not only track more targets accurately, it also tracked them faster than the other methods. Once again, one can see that the hierarchically based methods lead to better results.
Number of Dopplers comparison.
We examined the effect of the number Dopplers on performance. As the number of Doppler sensors increases the percentage of the 100% paths increases while the percentage of targets that the top-level group leader could not track decreases. This is significant in that it demonstrates that the system can make good use of additional resources that it might be given. We sew that as the number of Doppler sensors increases the 50% probability paths decrease.
Number of targets comparison. The number of targets passing through the controlled area in each simulation was kept at some constant number, T; we then ran experiments in which the value of T was varied for each simulation. We found that increasing the target number does not influence the system's performance.
Maximum detection range comparison.
We tested the influence of the detecting sector area on performance. The basic setting uses Dopplers with detection range of 200 meters. We compared the basic setting to similar settings with Doppler's detection range of 50,100 and 150 meter.
We found out that as the maximum range increases the tracking percentage increases polynomialy. Using Dopplers with detection radius of 50 meters results in a tracking accuracy of 5% of the targets. Increasing the detection area four times results in 68% of the targets to be detected accurately.
The average tracking time is also influenced by the change in the maximum detection range. As the maximum detection radius increases the tracking average time decreases. While 40% of the targets are accurately tracked in less than 60 seconds when using Dopplers with 200 meters of maximum detection range, only 22% of the targets are accurately detected when using Dopplers with maximum detection range of 150 meters.
