Abstract. The objective function of any solvable linear program can be perturbed by a differentiable, convex or Lipschitz continuous function in such a way that (a) a solution of the original linear program is also a Karush-Kuhn-Tucker point, local or global solution of the perturbed program, or (b) each global solution of the perturbed problem is also a solution of the linear program.
We are concerned here with the linear program (1) Minimize px subject to Ax >-_ b, where p and b are given vectors in R and R respectively and A is a given rn n real matrix. We shall assume throughout this work that this problem has a nonempty optimal solution set $c S ={x lAx >-_b}. We shall be interested in the perturbed problem P(e) definied as follows" (2) Minimize px + el (x) subject to Ax >-b, where f: Rn R and e is a nonnegative real number. For convenience we define the optimal solution set of (2) as {(e). Note that g(0)= S-. Perturbed problems such as (2) are considered in [3] , [4] . In [3] it was shown that if (1) has a unique solution and f is a differentiable function at , then there exists a positive 7 such that for all e in [0, g] , satisfies the Karush-Kuhn-Tucker conditions [1] , [2] for the perturbed problem (2) . By considering a specific perturbation f(x) r x x in [4] an iterative technique is proposed for solving linear programming problems. In this work we show that, under suitable conditions, given by f there exists a positive number f such that some solution of the linear program is a Karush-Kuhn-Tucker point or a local or global solution of the perturbed problem (2) for e in the interval [0, 7] . In Theorem 1 we show that if f is differentiable and has a bounded level set on , then there exists a Karush-KuhnTucker point of the perturbed problem (2) which also solves the original linear program (1) . In Theorem 2 we indicate how the same type of perturbation applies to a nonlinear programming problem. The rest of the paper is again devoted to the perturbed linear program. In Theorem 3 we show that if f satisfies a local Lipschitz or local convexity property then there exists a solution of the linear program (1) which is a local solution of the perturbed problem (2) . Among other things Theorem 4 globalizes the result of Theorem 3 and shows that for sufficiently small e => 0 the set of optimal solutions of the perturbed problem is actually a subset of the solutions of (1) . Corollary 1 deals with the case when the linear program (1) has a unique solution, while Corollary 2 treats the case when the perturbation function f is strictly convex on R n. We begin with the first result. THEOREM 1. Let f be a function from R into R which is differentiable on the nonempty solution set S of (1) . Let either the level set L {x Ix S, f (x <= } be nonempty
and bounded ]'or some real number , or let 0 be the minimum value of (1) (2, 5, /) (4) and (5) (2) with e g 1 / /. From (4) and (5) The last statement of the theorem follows from the standard sufficiency theory of nonlinear programming [2, Thm. 10.1.2] . ] We can apply the same proof technique above to a considerably more general problem than (1) , namely to the nonlinear programming problem:
where 0, g and h are functions from R" into R, R and R k respectively. However because of a constraint qualification restriction the results apply to a narrow class outside linear programs. Hence we shall merely state the result and omit the proof which is quite simil.ar to the proof of Theorem 1. We shall again associate with (6) a perturbed problem, namely for some e >= 0
where f is from R into R. We shall assume that (6) [2, Thm. 11.3.6] . This is a somewhat restrictive extension which does however include the case when (6) is a linear program. The rest of the paper is devoted exclusively to the perturbation (2) of the linear program (1) . We will first show that, under appropriate assumptions, some element 2 of the solution set S of (1) will be a local (global) solution of P(e) for all sufficiently small e -> 0. We will then show that under slightly stronger assumptions, each global solution of P(e) for sufficiently small e =>0 is also a solution of (1) . We begin by assuming that minx/(x) has a local (global) solution , so that there exists an open ball B with center such that S f')B is optimal for the problem (9) Minimize f(x) subject to x g f'lB.
The proof of the subsequent results depends crucially on establishing a minimum rate of increase of px in certain directions that lead "away" from S. These directions are related to pro]ections of points in $ on $. The projection of a point x on S is denoted by Ix (x) (x) [[ for all x S., We shall also need the following Lipschitz property on the perturbation function There exist positive numbers 8 and K such that (10) f((x))-f(x)<-KIIx-m(x)ll for x S and IIx-(x)ll<=.
Note that it follows from the definition of/z (x) that Ilx (x) Proof. We will first establish that $ S(e) S for sufficiently small e _->0 under hypothesis (a) by showing that for sufficiently small e _-> 0 (11) p +ef().<px +el(x) for x S\S and (12) p2 + el(2) <--px + ef(x) for x S. Inequality (12) holds because 2 minimizes f on S. To establish (11), let x S\S; thus x #/ (x), and consider the two following cases.
Case 1" O<llp,(x)-xll<-6. The strict inequality (11) follows from part (a) of Lemma A.3 of the Appendix for e e [0, a/K) upon noting that p2 pi,(x).
Case 2" IIl(x)-xll>6. Let u be such that px+e*f(x)>= for x eS, so that f(x) >-/e * px/e *. By defining q -p/e* and p u/e* + f(2) + pY/e* we have that
Because I]/ (x)-xll > 6 it follows upon using the H61der inequality that
and consequently for e small enough, that is e [0, a/(]lq]l + p/6)), the right hand side of the last inequality is less than a. Thus, for such e e (f(2)-fix)) < llx (x)ll <-px p2
(by Lemma 1). This establishes (11) for this second case also. Now note that hypothesis (c) implies (a) and that hypothesis (b) also implies (a) in the case that S is compact [5, Thin. 10.4] , so that the proof will be completed by showing that the result holds under hypothesis (b) even when is not compact. Let
where k is some positive number, let S'= S 0 T, and let S' S 0 T. Note that S' is a compact polyhedral set and that S' is the set of optimal solutions of minxes, px, so that the preceding arguments imply that there exists an e'> 0 such that Y S'(e) S' for e [0, e'] where S'(e) denotes the solution set of min,sTpX +el (x) . Now suppose that for some e [0, e'], S(e) contains a point S. By the convexity of px + el(x), S'(e) implies that S(e) (since a local solution of P(e) must also be a global solution), and consequently by the convexity of S(e) it follows that x(h)= (1-h) (x, x.) S, px + ef(x) -e /32 < 0, and hence no solution of minxgf (x) can be in S(e), the solution set of minxes px + el (x) . It can also be shown that S(e) is nonempty for all e > 0 so that $(e) is not contained in S.
Note that in the case that the linear program (1) (2) for all sufficiently small e >-0. If, in addition, S(e *) ( for some e * > O, then S(e) {2} for all sufficiently small e >-O.
Proof. The first conclusion follows directly from Theorem 1. The second follows from the fact that S-{2} implies that /x(x)= 2 for all x S, so that the Lipschitz property (10) holds as a consequence of differentiability of f at 2. This part of the corollary then follows from Theorem 4.
A similar result also holds without assuming uniqueness in (1) if a strict convexity property is assumed instead.
COROLLARY 2. Iff is strictly convex on some open set containing S and if 2 is the solution of mingf (x) , then S(e)= {2} ]:or all sufficiently small e >0.
Proof. The proof follows from Theorem 3 and the fact that, for e > 0, px + el(x) is strictly convex and therefore assumes its minimum at not more than one point in S. [-1 Appendix.
LEMMA A. 1. There exists an a > 0 such that p(x-z(x))=llx- (x) [[ for all x S.
Proof. Obviously the lemma holds trivially when x S or equivalently when x =/z (x) . Suppose now that x S\S and let e be a vector of ones in R n. Then 0 < IIx (x) ll Minimum {6 I-e (by linear programming duality)
