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Abstract
It has been reported repeatedly that discriminative learning of
distance metric boosts the pattern recognition performance. A
weak point of ITML-based methods is that the distance threshold
for similarity/dissimilarity constraints must be determined man-
ually and it is sensitive to generalization performance, although
the ITML-based methods enjoy an advantage that the Bregman
projection framework can be applied for optimization of distance
metric. In this paper, we present a new formulation of metric
learning algorithm in which the distance threshold is optimized
together. Since the optimization is still in the Bregman projection
framework, the Dykstra algorithm can be applied for optimiza-
tion. A nonlinear equation has to be solved to project the solution
onto a half-space in each iteration. Naïve method takes O(LMn3)
computational time to solve the nonlinear equation. In this study,
an efficient technique that can solve the nonlinear equation in
O(Mn3) has been discovered. We have proved that the root exists
and is unique. We empirically show that the accuracy of pattern
recognition for the proposed metric learning algorithm is com-
parable to the existing metric learning methods, yet the distance
threshold is automatically tuned for the proposed metric learning
algorithm.
1 Introduction
Many reports have described so far that discriminative learning
of distance metric on a feature space boosts the classification
performance [1, 11, 9]. Recently, the research interests in distance
metric learning are expanded to the application to non-vectorial
data [1, 6, 8]. In this paper, it is supposed that the object to be
analyzed, x ∈ X, where X is the input space, is represented with
a set of M matrices (Φm(x))
M
m=1 ∈ F , where the m-th matrix
Φm(x) has the size of nm × n
′
m,Φm(·) : X → R
nm×n
′
m is the m-th
feature extractor, andF is the direct product of M matrix sets (i.e.,
F := (n1 × n
′
1
) × · · · × (nM × n
′
M
)). In this study, the following
parameterized distance function DΦ(·, ·;W) : X × X → R is
discussed:
DΦ(x1,x2;W) :=
1
M
M∑
m=1
〈
Wm,
(Φm(x1) −Φm(x2)) (Φm(x1) −Φm(x2))
⊤
〉
(1)
where x1,x2 ∈ X andW := (W1, . . . ,WM ) is the parameter set
of the distance function DΦ(x1,x2;W) consisting of M strictly
positive definite matrices W1 ∈ S
n1
++
, . . . , WM ∈ S
nM
++
, where
S
n
++
is the set of n × n strictly positive definite matrices. Let
n = maxm nm. This function involves a broad class of parametric
distances. For example, in the setting of M = 1 andΦ1 : X → R
n,
DΦ(x1,x2;W) is the standardMahalanobis distance function be-
tween n-dimensional vectors with a strictly positive definite Ma-
halanobis matrix W1. Recently, several works [14, 7] discuss
distance metric learning for covariance descriptors, with the set-
ting that M = 1 and that Φm(x) is a covariance descriptor or its
spectral variant. The function DΦ(x1,x2;W) can be a distance
among tensors by setting X to an M-mode tensor space and by
definingΦm(x) as the m-mode flattening of the tensor x ∈ X.
Among the many metric learning methods for vectorial data,
two of them [1, 11], LMNN (large margin nearest neighbor) [18]
and ITML (information theoretic metric learning) [5], are es-
pecially popular; and many of their variants have been devel-
oped [15, 10, 14, 7]. LMNNemploys relative distance constraints,
each of which demands that the distance between examples in dif-
ferent categories is greater than the distance between examples in
the same category. Mahalanobismatrix is regularizedwith square
Frobenius norm. Most methods in the family of LMNN contain
no term that keeps the Mahalanobis matrix positive definite, and
thereby the Mahalanobis matrix needs to be projected onto the
positive definite cone to ensure the matrix to be positive definite.
On the other hand, ITML is formulated with similar-
ity/dissimilarity constraints requiring that each pair in the same
category should have a distance below a threshold, and that each
pair in different categories should have a distance over a thresh-
old. The regularizer is the LogDet divergencewhich is a Bregman
divergence [2, 16, 9]. The LogDet divergence contains a term of
−logdet(W ), which serves as a barrier function to ensure the pos-
itive definiteness of the Mahalanobis matrix W . The objective
function consists of a Bregman divergence from a constant point
which allows use of Dykstra algorithm [4, 14] for optimization.
To use ITML and its variants, the threshold for the distance
within same category and the distance between different cate-
gories must be manually determined in advance. The thresholds
are referred to as the distance threshold hereafter. The authors
empirically found that the distance thresholds are sensitive to the
pattern recognition performance. It is expected that the usability
would be improved if the distance threshold could be adjusted
automatically.
In this study, we have developed a new metric learning algo-
rithm, named Threshold Auto-Tuning Metric Learning (TATML),
based on Dykstra algorithm for determining the parameters
W := (W1, . . . ,WM ) for distance function (1). TATML does
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not deviate from the framework of the Dykstra algorithm which
has many favorable properties, yet the distance thresholds can be
adapted automatically within the unified Dykstra framework.
This work is related to Matsuzawa et al. [14], whose study
has developed a metric learning for a single covariance descriptor
within the Dykstra framework. The region feasible to a distance
constraint can be expressed as a half-space. Hence, if K distance
constraints are given, themetric learning task reduces to a problem
of Bregman projection onto the intersection of K half-spaces.
Dykstra algorithm finds the projection iteratively by projecting a
current solution onto a single half-space randomly chosen at each
iteration. For metric learning of vectorial data, the projection onto
a single half-space can be found in O(n2) computation. In case of
covariance descriptors, a nonlinear equation has to be solved to
find the projection onto a half-space. Assessment of the value of
both sides takes O(n3) computation. If it is L times to assess the
nonlinear equation in some numerical method such as Newton’s
method,O(Ln3) computation is required in a naïve fashion to find
a projection. Matsuzawa et al. [14] have found a computational
trick that can find an exact projection within O(n3) computation.
The difference of this study from [14] is that the distance func-
tion can contain multiple Mahalanobis matrices. In this study,
the authors found that projection onto a single half-space can be
found efficiently even if multiple Mahalanobis matrices are con-
tained in the distance function. A naïve method takes O(LMn3)
computation for finding the projection, while the new algorithm
needs only O(Mn3) computation.
The contributions of this paper are summarized as follows.
• We present a new formulation for metric learning, named
TATML, in which the distance thresholds are optimized to-
gether. Since the optimization is still in the Bregman pro-
jection framework, the Dykstra algorithm can be applied for
optimization.
• A nonlinear equation has to be solved to project the solu-
tion onto a half-space in each iteration. Naïve method takes
O(LMn3) computational time to solve the nonlinear equa-
tion. In this study, an efficient technique that can solve the
nonlinear equation in O(Mn3) has been discovered. We have
proved that the root exists and is unique.
• Experimental results demonstrate that the accuracy of pattern
recognition for TATML is comparable to the existing metric
learning methods, yet the distance thresholds are automati-
cally adapted for the proposed metric learning algorithm.
2 Formulation of Learning Problems
2.1 Bregman projection problem
The Bregman divergence is defined by
BD(Θ,Θ0 ; ϕ) = ϕ(Θ) − ϕ(Θ0) − 〈∇ϕ(Θ0),Θ −Θ0〉 , (2)
for the seed function ϕ : dom(ϕ) → R that is of Legendre
type [17]. Note that Θ and Θ0 are not limited to a vector, but
can also be a matrix or a tuple of multiple matrices. The domain
of ϕ is denoted by dom(ϕ). The inner product 〈·, ·〉 in (2) is defined
as the sum of the products of each corresponding entries inΘ and
Θ0.
For example, for all x ∈ X, letting ϕ : X → R be defined by
ϕmaha (x) :=
1
M
M∑
m=1
〈
Wm,Φm(x)Φm(x)
⊤
〉
(3)
yields the parametric distance function (1) as, ∀x1, ∀x2 ∈ X,
BD
(
(Φm(x1))
M
m=1 , (Φm(x2))
M
m=1 ; ϕ
)
= DΦ(x1,x2;W).
(4)
The divergence DΦ(·, ·;W) satisfies the distance axiom if the
mapping x 7→ (Φm(x))
M
m=1 is injective. Hence, the Bregman
divergence is not a distance function in general because it fails the
symmetry condition.
In ITML, themetric learning task is formulatedwith a Bregman
projection problem. TheBregman projection from a pointΘ0 onto
a set S is defined as the point in S that has the minimal Bregman
divergence from the pointΘ0. Namely, it is
argmin
Θ∈S
BD(Θ,Θ0 ; ϕ). (5)
Bregman divergence is a strictly convex function, thereby making
the Bregman projection unique.
2.2 Problems with manually determined distance
thresholds
To perform supervised learning in determining the value of the
set of Mahalanobis matricesW, suppose we are given ℓ labeled
data points x1,. . . ,xℓ ∈ X. The metric learning problem is for-
mulated to improve the classification performance of the nearest
neighbor classifier in the multi-category classification scenario.
In metric learning using similarity/dissimilarity constraints, K
example pairs are selected from ℓ examples, so that the first K+
pairs (ik, jk) ∈ N
2 (k = 1, . . . , K+) belong to same category and
the rest of K−(:= K − K+) pairs belong to different categories. In
some work (e.g. [18]), the pairs of smaller distance are chosen
instead of random selection.
In the similarity/dissimilarity constraints, it is demanded that
two examples in the same category are at most a distance of an
upper bound bub apart and two examples in different categories are
at least a distance of a lower bound blb apart. By setting bk = bub
for k = 1, . . . , K+ and bk = blb for k = K+ + 1, . . . , K , these
requirements can be translated to the following K constraints:{
bk − DΦ(xik ,xjk ;W) ≥ 0, for k = 1, . . . , K+,
bk − DΦ(xik ,xjk ;W) ≤ 0, for k = K+ + 1, . . . , K .
(6)
However, theremight not existW that fulfills all theK constraints.
To ensure the existence of a solution, the constraints are softened
by introducing slack variables ξ = [ξ1, . . . , ξK ]
⊤ as{
ξk − DΦ(xik ,xjk ;W) ≥ 0 for k = 1, . . . , K+,
ξk − DΦ(xik ,xjk ;W) ≤ 0 for k = K+ + 1, . . . , K .
(7)
In ITML [5] and its variants [14, 7], a penalty defined byBregman
divergenceBD(ξ, b ; ϕℓ) is introduced to find themodel parameter
that yields a small penalty. Therein, ϕℓ is the seed function of
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the penalty function. In ITML [5], Kullback-Leibler divergence
is employed as the penalty for violation of similarity/dissimilarity
constraints.
In addition to the penalty, ITML-based methods introduce an-
other Bregman divergence for regularization of parameters, and
employ the objective function that is the sum of the penalty and
the regularization term:
Po(W, ξ) := BD(W,W0 ; ϕr) + cBD(ξ, b ; ϕℓ), (8)
where both c > 0 andW0 are constants, and typically we can set
W0 := (In1, . . . , InM ). Then, the resultant distance function is not
too apart from the Euclidean distance and yields small violations
of similarity/dissimilarity constraints. In this study, following the
studies of [5, 14, 7],
ϕr(W) := −
M∑
m=1
logdet(Wm) (9)
is employed as a seed function for regularization. An advantage
of this seed function is that the resultant M Mahalanobis matrices
are kept strictly positive definite.
We shall show that the optimization problem, which is
to minimize the objective function (8) subject to K con-
straints (7), is a Bregman projection problem. For m = 1, . . . , M,
k = 1, . . . , K , we introduce positive semidefinite matrices
Am,k :=
(
Φm(xik ) −Φm(xjk )
) (
Φm(xik ) −Φm(xjk )
)⊤
. The set
of (W, ξ) satisfying each of K constraints is expressed with a
half-space: for k = 1, . . . , K+
Ck :=
{
(W, ξ)
 1M
M∑
m=1
〈
Am,k,Wm
〉
≤ ξk
}
, (10)
and for k = K+ + 1, . . . , K
Ck :=
{
(W, ξ)
 1M
M∑
m=1
〈
Am,k,Wm
〉
≥ ξk
}
. (11)
By defining a seed function as
ϕo,tot(W, ξ) := ϕr(W) + cϕℓ(ξ), (12)
it can be observed that the objective function is the Bregman
divergence generated from the seed function ϕo,tot(·). Namely, it
is established that
Po(W, ξ) = BD((W, ξ), (W0, b) ; ϕo,tot). (13)
Hence, it has been shown that the metric learning problem of
minimizing the objective function (8) subject to K constraints (7)
is reduced to the problem of finding the Bregman projection from
a point (W0, b) onto
K⋂
k=1
Ck . (14)
Thus, since the metric learning problem described above is a
Bregman projection problem, the optimal solution can be found
by Dykstra method. However, from our preliminary experiments,
we have found that the value of b is sensitive to the generaliza-
tion performance for pattern recognition. This degenerates the
usability due to manual tuning of the hyper parameter b.
2.3 Problems with automatically tuned distance
thresholds
In the learning problemmentioned previously, the distance thresh-
olds are treated as a constant. Here, in order to alleviate the cum-
bersome step of adjusting the distance thresholds manually, each
entry in the constant vector b ∈ RK is changed to a function of a
single scalar b0 ∈ R as
bk(b0) =
{
b0/2 for k = 1, . . . , K+
2b0 for k = K+ + 1, . . . , K .
(15)
We consider simultaneous optimization of (W, ξ) and b0, here-
inafter. By letting γ = [γ1, . . . , γK ]
⊤ :=
[
2−11⊤
K+
, 21⊤
K−
]⊤
, we
can write b = b0γ. Not only for W, we introduce a regulariza-
tion term
BD(b0, µ0; ϕℓ0) (16)
for a new variable b0 and a constant µ0. Then, the objective
function of this metric learning problem can be expressed as
Pb0(W, ξ, b0) := BD(W,W0 ; ϕr)
+ c0BD(b0, µ0; ϕℓ0) + cBD(ξ, b0γ ; ϕℓ), (17)
where c0 > 0 is a constant for the regularization term of b0. The
problem of simultaneous optimization of W and b0 has more
hyperparameters than the above-mentioned problem of minimiz-
ing (8), although no hyperparameters are sensitive to the gener-
alization performance. However, one may notice that minimiz-
ing (17) is more intractable. On the one hand, the function Po(·, ·)
is a Bregman divergence from a constant point as discussed in
Sect. 2.2. Therefore, minimizing Po(·, ·) is a Bregman projection
problem. On the other hand, the function Pb0(·, ·, ·) is no more a
Bregman divergence from a constant point nor a convex function,
which makes optimization difficult.
The main theoretical finding of this study is to discover a spe-
cial setting in which minimizing the function Pb0(W, ξ, b0) with
respect to W, ξ, and b0 subject to K constraints is reduced to a
Bregman projection problem,yet the optimization is an intractable
non-convex problem in a general setting. The minimization prob-
lem we shall discuss is
min Pb0(W, ξ, b0) wrt W, ξ, b0,
subject to (W, ξ) ∈ Ck for k = 1, . . . , K .
(18)
which can be equivalently rewritten as
min Pb(W, ξ) wrt (W, ξ) ∈
K⋂
k=1
Ck, (19)
where we have defined
Pb(W, ξ) := min
b0∈dom(ϕℓ0)
Pb0(W, ξ, b0). (20)
In this study,we have discovered that the objective function Pb(·, ·)
is equal to a Bregman divergence up to a constant, in the setting
of
ϕℓ0(b0) :=
1
2
b20, ϕℓ(ξ) :=
1
2
‖ξ‖2. (21)
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Lemma 2.1 If c0 > 0 and ϕℓ0 and ϕℓ are defined as (21), then
there existG ∈ SK
++
, ξ0 ∈ R
K , and B ∈ R such that ∀W, ∀ξ,
Pb(W, ξ) + B = BD((W, ξ), (W0, ξ0) ; ϕtot), (22)
where the seed function of the Bregmandivergence in RHS is given
by
ϕtot(W, ξ) := ϕr(W) +
1
2
〈ξ,Gξ〉 . (23)
See Sect. A.1 for proof of Lemma 2.1. Actually, the equal-
ity (22) follows by setting
G =
(
I + µ3γγ
⊤
)
c,
ξ0 :=
(
cµ2 + (c0µ1µ0 − cµ2) µ1‖γ‖
2
)
G−1γ,
(24)
and
B :=
1
2
〈Gξ0, ξ0〉 −
1
2
cµ22‖γ‖
2 −
1
2
c0µ
2
1µ
2
0‖γ‖
4, (25)
where µ1 := c/(c‖γ‖
2
+ c0), µ2 := c0µ0/(c‖γ‖
2
+ c0), and µ3 :=
µ2
1
(
c0/c + ‖γ‖
2
)
− 2µ1. This also implies that the regularization
constant c0 must be positive becauseGwould be singular if c0 = 0
(See Lemma A.1). Thus, we have obtained the following result.
Theorem 2.1 Problem (18) is a Bregman projection problem,
provided that two seed functions, ϕℓ0 and ϕℓ , are defined as (21)
and that c0 > 0.
The proposed algorithm TATML employs the problem (18) in
order to determine the distance metricW.
3 Optimization Algorithm for TATML
In this section, an algorithm for solving a metric learning prob-
lem (18) is presented. In the previous section, we have described
that the problem (18) can be reduced to aBregman projection from
a constant point (W0, ξ0) onto the intersection of K half-spaces
Ck . In TATML, the stochastic Dykstra algorithm [14] is employed
to solve this Bregman projection problem. The stochastic Dykstra
algorithm is an iterative method, and at t-th iteration the previous
solution (Wt−1, ξt−1) is projected onto the boundary of the k-th
half-space bd(Ck), where (Wt−1, ξt−1) is the solution obtained at
(t − 1)-th iteration. Projection onto bd(Ck) is equivalent to the
following mini-max problem SP(Wt−1, ξt−1):
SP(Wt−1, ξt−1) : max
δ¯∈R
min
(W,ξ)
Qt (W, ξ, δ¯) (26)
where
Qt (W, ξ, δ¯) := BD((W, ξ), (Wt−1, ξt−1) ; ϕtot)
+
(
1
M
M∑
m=1
〈
Am,k,Wm
〉
− 〈ek, ξ〉
)
δ¯. (27)
TheDykstra algorithmapplied to themetric learningproblem (18)
is given as follows.
• Step 1: y :=
[
1
⊤
K+
,−1⊤
K−
]⊤
; α(0) := 0K ;
• Step 2: For k ∈ {1, . . . , K}, set hk to the k-th column of
G−1;
• Iterate: for t := 1, 2, . . .
– Step 3: Pick k randomly from {1, . . . , K};
– Step 4: δ¯t := argmax
δ
min(W,ξ) Qt (W, ξ, δ);
– Step 5: δt := max
(
yk δ¯t,−
〈
ek, α
(t−1)
〉)
;
α(t) := α(t−1) + δtek ;
ξt := ξt−1 + δt ykhk ;
– Step 6: ∀m ∈ {1, . . . , M},
Wt,m :=
(
W −1
t−1,m
+
δt yk
M
Am,k
)−1
;
Wt := (Wt,1, . . . ,Wt,M );
Therein, in the description of this algorithm, we have denoted the
m-thMahalanobis matrix at t-th iteration byWt,m. As mentioned
in Sect. 2.2, the m-th matrix in W0, denoted by W0,m, is the
nm × nm identity matrix in a typical setting.
3.1 Solution to SP(Wt−1, ξt−1)
In Step 4, the solution (Wt−1, ξt−1) is projected onto bd(Ck) by
solving the mini-max problem SP(Wt−1, ξt−1). The solution to
SP(Wt−1, ξt−1) satisfies the stationary condition of Qt (·, ·, ·)
∇δ¯Qt = 0, ∇ξQt = 0K, ∀m, ∇WmQt = Onm (28)
and the positive definiteness
W1 ≻ O, . . . , WK ≻ O. (29)
From the stationary condition, we get the following nonlinear
equation of δ:
〈ek, ξt−1〉 + δ¯hk,k
=
1
M
M∑
m=1
〈
Am,k,
(
W −1t−1,m + δ¯Am,k
)−1〉
, (30)
where hk,k is the k-th diagonal entry inG
−1.
Naïve Projection: The nonlinear equation (30) is not solved in
a closed form. Hence, the use of some numerical methods such
as Newton’s method is required to find the root of the nonlinear
equation. In a numerical method, the values of the both sides of
(30) have to be assessed at several values of δ¯. Assume (30) is
assessed at L values of δ¯. Since RHS of (30) contains M inverse
matrices and each needs O(n3) computation, the time complexity
of this approach to solve the nonlinear equation (30) is O(LMn3).
Efficient Projection: In this study, we have found that exact
projection onto a half-space can be obtained within O(Mn3)
computation by using a trick similar to the one presented in
[14]. The time complexity O(Mn3) comes from the fact that an
N(:= n1+· · ·+nM )-dimensional vectord := [d1, . . . , dN ]
⊤ ∈ RN
++
satisfying
RHS of (30) = tr(diag(d + δ¯1)−1) (31)
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can be found in O(Mn3) computation. Once d is found, RHS
of (30) can be assessed with O(N) computation. Hence, the
nonlinear equation (30) can be solved in O(Mn3) computation if
L ∈ O(n2).
How to Compute d: Indeed, the N-dimensional vector satisfy-
ing (31) can be found as follows. From each of M strictly positive
definite matricesA
−1/2
m,k
Wm,t−1A
−1/2
m,k
∈ S
nm
++
, nm (not necessarily
distinct) eigenvalues can be obtained. The number of eigenval-
ues from the M matrices is N in total. Concatenating these N
eigenvalues yields the vector d satisfying (31). To ensure that
each of Wm is strictly positive definite, δ¯ must be found in the
left-bounded open interval (−dmin,+∞)where dmin := min
N
h=1
dh.
3.2 Computation of hk
In Step 2, hk ∈ R
K is defined as the k-th column in the inverse
of a K × K matrix G. If G is computed using the standard
algorithm for inverse computation such as LU decomposition, the
time complexity for computing hk is O(K
3), which makes the
entire algorithm heavy if K is large. However, due to the special
structure ofG, hk can be given analytically as
hk =
1
c
ek −
µ3γk
c(1 + µ3‖γ‖2)
γ. (32)
Using this equality, each of hk can be obtained in O(K). Hence,
Step 2 takes only O(K2) computation.
4 Experiments
In this section we report experimental results on the perfor-
mance of our metric learning method, TATML. One advantage of
TATML is automatic tuning of distance thresholds. The experi-
mental results reveal that the pattern recognition performance of
TATML is comparative to the existing metric learning methods,
yet TATML adjusts the distance thresholds automatically.
4.1 Experimental settings
We conducted experiments on three datasets, ETH-80 [13], Bro-
datz [3], and Virus [12]. The number of images for each dataset
are as follows: 3,280 (ETH-80); 112 (Brodatz); and 1,500 (Virus).
For each dataset, almost a half of them were chosen at random for
training, and the rest were for testing. We repeated this procedure
five times, and the average of the five accuracies formulti-category
classification was taken. In this section, all the generalization
performances are reported using those average accuracies. A co-
variance descriptor was extracted from each image. The sample
covariance matrix was obtained from local feature vectors, each
of which was computed at a pixel. The pattern recognition was
performed with the nearest neighbor classifier using the covari-
ance descriptor in the distance metric space determined by the
learning algorithm. The number of neighbors was set to three.
One of the settings used in the experiments was M = 1, and
Φ1(x) := logm(Σ1(x)) where logm(·) : S
n1
++
→ Rn1×n1 is the
function taking the matrix logarithm of a strictly positive definite
argument, and Σ1(x) is the sample covariance matrix computed
in the way described above from an image x. A small number
Table 1: Three feature types used in our experiments.
Feature Type Description
M = 2; (1, .5) (logm(Σ1(x)), logm(Σ.5(x)))
M = 1; (1) (logm(Σ1(x)))
M = 1; (.5) (logm(Σ.5(x)))
is added to diagonal entries in each sample covariance matrix to
ensure these matrices in the effective domain of logm.
We also tested another covariance descriptor, denoted byΣ.5(·).
We halved the scale of each image to consider two other settings.
The one was M = 1 and Φ1(x) := logm(Σ.5(x)), and in the
other, M = 2 covariance descriptors were used with Φ1(x) :=
logm(Σ1(x)) andΦ2(x) := logm(Σ.5(x)). In total, the covariance
descriptors used in the experiments were three types summarized
in Table 1.
Using the three types of features, we compared four methods,
TATML, Euc,Maz, and ITML. TATML is the proposed metric
learning algorithm that determines the value of the distancemetric
W. Euc fixes the Mahalanobis matrices toWm := Inm for m =
1, . . . , M, which is equivalent to use of Euclidean distance metric.
Maz minimizes Po to learn the distance metric W. In case of
M = 1, Maz is equivalent to the method proposed by Matsuzawa
et al. [14]. ITML is a state-of-the-art metric learning method
for vectors [5]. In our experiments, the vectors were obtained
by vectorizing M covariance descriptors and concatenating the
vectors to apply ITML. The dimensionality of the vectors was
adjustedwith the principal component analysis so that the number
of degrees of freedom is almost the same as that of TATML.
For each category,10 constraintswere imposed: five constraints
were derived from two examples in the same category, and the rest
were for different categories. the two hyperparameters were fixed
to c0 = 1 and µ0 = 1. The value of regularization parameter c
is selected from {10−2, 10−1, 100, 101}, by using cross-validation
within the training dataset. For Maz and ITML, the optimal
distance thresholds (bub, blb)were also searched exhaustively from
a wide discrete range: (b0/2, 2b0) for b0 = 2
−2, 2−1, 20, 21.
4.2 Comparisons to existing methods
Table 2 reports the accuracy of multi-category classification on
three datasets: ETH-80, Brodatz, and Virus. For Brodatz dataset,
the proposed method, TATML, achieved the highest accuracy for
all feature types. For Virus dataset, the highest accuracies were
observed by Maz when ‘M = 2; (1, .5)’ and ‘M = 1; (.5)’ were
used, whereas TATML yields the best performance for ‘M =
1; (1)’. We performed the one-sample t-test to examine whether
the highest accuracy in each column of Table 2 was significantly
higher than the other accuracies. The significance level was set
to 5%. It is noteworthy that TATML achieved best accuracies
in many experimental settings, and, for all the other settings,
the accuracies of TATML were not significantly lower from the
highest accuracy.
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Table 2: Generalization performance of pattern recognition.
Three columns represent three different features, ‘M = 2; (1, .5)’,
‘M = 1; (1)’, ‘M = 1; (.5)’. The details of each feature is de-
scribed in the main text. The font of the highest accuracy in each
column is boldfaced. Accuracies without significant difference
from the highest accuracies are underlined.
(a) ETH-80.
M = 2; (1, .5) M = 1; (1) M = 1; (.5)
TATML 95.71 95.27 95.36
Euc 95.38 93.49 95.24
Maz 95.83 95.36 95.56
ITML 96.07 93.93 93.77
(b) Brodatz Texture.
M = 2; (1, .5) M = 1; (1) M = 1; (.5)
TATML 86.42 84.90 79.05
Euc 85.88 84.53 78.39
Maz 86.21 84.79 78.85
ITML 81.17 79.07 72.38
(c) Virus Texture.
M = 2; (1, .5) M = 1; (1) M = 1; (.5)
TATML 64.93 61.73 50.67
Euc 60.53 58.13 43.87
Maz 66.80 61.47 51.20
ITML 47.40 59.73 41.20
4.3 Are hyperparameters sensitive?
A shortcoming of the existing ITML-based methods is that the
distance thresholds (bub, blb) have to be determined manually, al-
though the generalization performance is highly dependent on the
values of the distance thresholds. To illustrate the shortcoming,
we conducted additional experiments with the distance thresholds
fixed to particular four values. When (bub, blb) = (1/2, 2), the
accuracy was 95.88 on ETH-80. In the other settings of (bub, blb),
the one-sample t-test concluded that the accuracies were signif-
icantly lower than that of (bub, blb) = (1/2, 2), suggesting that in
the ITML-basedmethods the dependency on the hyperparameters
(bub, blb) is not ignorable.
A remarkable characteristic of TATML is acquisition of abil-
ity to adapt the distance thresholds automatically to the train-
ing dataset, although two hyperparameters, c0, and µ0, are in-
troduced newly. We shall demonstrate how sensitive to the
generalization performance the two hyper-parameters are. We
varied the two hyper-parameters with c0 = 0.25, 0.5, 1.0, and
µ0 = 0.25, 0.5, 1.0, 2.0 exhaustively, then all the combinations
yielded 12(= 4 × 3) accuracies in total. All 12 accuracies are
exactly equal to 95.929.
5 Conclusions
In this paper, we have presented a new metric learning algorithm,
named TATML, that overcomes a shortcoming of existing ITML-
based methods. The shortcoming is that the distance thresholds
must be determined manually and it is sensitive to generalization
performance, although the ITML-based methods enjoy an advan-
tage that learning the distance metric can be performed in the
Bregman projection framework. TATML optimizes the distance
metric as well as the distance thresholds simultaneously. Since
the optimization problem of TATML is still in the Bregman pro-
jection framework, the Dykstra algorithm can be exploited for
optimization, in which a nonlinear equation has to be solved at
each iteration. Naïve method takes O(LMn3) computational time
to solve the nonlinear equation. In this study, we have found an ef-
ficient technique that can solve the nonlinear equation in O(Mn3).
We have theoretically proved the existence and uniqueness of the
root of the nonlinear equation. We empirically show that the ac-
curacy of pattern recognition for TATML is comparable to the
existing metric learning methods, yet the distance thresholds are
automatically tuned for the proposed metric learning algorithm.
Furthermore, the experimental results imply that the hyperparam-
eters introduced for automatic tuning of the distance threshold are
insensitive to the accuracy.
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A Proofs and Derivations
A.1 Proof of Lemma 2.1
We shall first show the equality (22). It suffices that both sides of
(22) has a term BD(W,W0 ; ϕr). Hence, it suffices to show the
equality
Loss(ξ) + B = BD(ξ, ξ0 ; ϕl) (33)
where we have defined
ϕl(ξ) :=
1
2
〈ξ,Gξ〉 ,
Loss(ξ) := min
b0∈R
L˜oss(ξ, b0) with
L˜oss(ξ, b0) :=
c0
2
(b0 − µ0)
2
+
c
2
K∑
k=1
(ξk − γkb0)
2.
(34)
The right hand side of (33) is
BDϕl (ξ, ξ0) = ϕl(ξ) − ϕl(ξ0) − 〈∇ϕl(ξ0), ξ − ξ0〉
=
1
2
〈Gξ, ξ〉 −
1
2
〈Gξ0, ξ0〉 − 〈Gξ0, ξ − ξ0〉
=
1
2
〈Gξ, ξ − 2ξ0〉 +
1
2
〈Gξ0, ξ0〉 .
(35)
Let us define
b0(ξ) := argmin
b0 ∈R
L˜oss(ξ, b0) = µ1 〈γ, ξ〉 + µ2 (36)
to rewrite the loss function as
Loss(ξ) = L˜oss(ξ, b0(ξ))
=
c
2
‖ξ − b0(ξ)γ‖
2
+
c0
2
(b0(ξ) − µ0)
2
.
(37)
See Sect. A.2 for derivation of (36). The above first and second
terms, respectively, are rearranged as
‖ξ − b0(ξ)γ‖
2
= ‖ξ − (µ1 〈γ, ξ〉 + µ2)γ‖
2
= ‖
(
I − µ1γγ
⊤
)
ξ − µ2γ‖
2
= µ22‖γ‖
2
+
〈
ξ,F 2ξ − 2µ2Fγ
〉 (38)
and
(b0(ξ) − µ0)
2
=
(
µ1 〈γ, ξ〉 − µ
′
0
)2
= (µ′0)
2
+
〈
ξ, µ21γγ
⊤ξ − 2µ′0µ1γ
〉
,
(39)
where
F := I − µ1γγ
⊤, µ′0 := µ0 − µ2 = µ1µ0‖γ‖
2. (40)
Substituting (38) and (39) to (37) and using the equalities
G = cF 2 + c0µ
2
1γγ
⊤, and
cµ2Fγ + c0µ
′
0µ1γ =
(
cµ2 + (c0µ1µ0 − cµ2) µ1‖γ‖
2
)
γ,
(41)
we have
Loss(ξ) =
1
2
(
cµ22‖γ‖
2
+ c0(µ
′
0)
2
)
+
1
2
〈
Gξ, ξ − 2G−1
(
cµ2Fγ + c0µ
′
0µ1γ
) 〉
=
1
2
(
cµ22‖γ‖
2
+ c0(µ
′
0)
2
)
−
1
2
〈Gξ0, ξ0〉
+
1
2
〈Gξ, ξ − 2ξ0〉 +
1
2
〈Gξ0, ξ0〉
= −B + BDϕl (ξ, ξ0),
(42)
which establishes the equality (33). Combining this result with
the following lemma concludes this proof.
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Lemma A.1 In the setting of (24),G is a strictly positive definite
symmetric matrix if c0 > 0, andG is singular if c0 = 0.
See Sect. A.3 for proof of Lemma A.1.
A.2 Derivation of (36)
The derivative of L˜oss(ξ, b0) with respect to b0 is given by
∇b0 L˜oss(ξ, b0) = c0(b0 − µ0) + c 〈γ,γb0 − ξ〉 . (43)
Setting ∇b0 L˜oss(ξ, b0) = 0, the stationary point is obtained as
b0 =
c0µ0 + c 〈γ, ξ〉
c0 + c‖γ‖2
= µ1 〈γ, ξ〉 + µ2 = b0(ξ). (44)
A.3 Proof of Lemma A.1
Consider the case of c0 > 0 first. Here, we reuse the symbol F
defined in (40). We can observe that
G = cF 2 + c0µ
2
1γγ
⊤ ≻ cF 2. (45)
Hence, it suffices to show F 2 ≻ O.
Let us take an arbitrary vector ξ ∈ RK \ {0} and decompose
the vector as
ξ = ξ‖γ + ξ⊥, (46)
where ξ‖ ∈ R and 〈γ, ξ⊥〉 = 0. From the assumption ξ , 0, either
ξ‖ , 0 or ξ⊥ , 0 holds. Then, we have
Fξ = (I − µ1γγ
⊤)(ξ‖γ + ξ⊥) =
(
1 − µ1‖γ‖
2
)
ξ‖γ + ξ⊥
=
(
1 −
c‖γ‖2
c‖γ‖2 + c0
)
ξ‖γ + ξ⊥ =
c0ξ‖
c‖γ‖2 + c0
γ + ξ⊥.
(47)
Therefore,
〈
ξ,F 2ξ
〉
= ‖Fξ‖2 =
c2
0
‖γ‖2
(c‖γ‖2 + c0)2
ξ2
‖
+ ‖ξ⊥‖
2 > 0 (48)
where the inequality follows from the assumption that either ξ‖ ,
0 or ξ⊥ , 0 holds.
Next, let us discuss the case of c0 = 0. In this case, G = cF
2
and the dimension of the kernel of F is non-zero because
Fγ = (I − µ1γγ
⊤)γ =
c0
c‖γ‖2 + c0
γ = 0. (49)
This implies that F is singular, and so isG.
A.4 Derivation of (32)
From the definition ofG, it is easy to see that G is the so-called
rank-one update from the identity matrix, which implies that the
inverse ofG can be expressed as
[h1, . . . ,hK ] = G
−1
=
1
c
(
I −
µ3
1 + µ3‖γ‖2
γγ⊤
)
. (50)
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