Parameter estimation for complex or/and high dimensional models is a general problem encountered in many scientific and engineering disciplines using simulations. We succeeded in estimating biophysical parameters of single neurons from current injection data using CMA-ES with restart implementation. We expanded the CMA-ES based solver into a new implementation of mp-LMCMA-ES which is adapted to highly parallelized computation. We succeeded in the estimation of several thousand parameters related to synaptic mechanisms in a neural circuit simulation consisting of a few tens of neurons.
Introduction
Information processing in single neurons, local neural circuits, and entire brains, driven by highly complicated and nonlinear phenomena is attracting great interest in a variety of disciplines. Increasing modern computing power is in principle enabling precise and large scale simulations of neurons and brains and this has led to the initiation of a number of large scale protects aiming at reconstructing brains using supercomputers. Our purpose is the simulation of intelligent features of insect brains, which covers almost all elementary brain functions [1, 2] . We have a database of silkmoth neurons (Bombyx Neuron database: BoND [3] , part of which is public via the CNS-PF (https://cns.neuroinf.jp/). We adopted the silkmoth brain as a model system for simulation.
When modeling neural circuits in the brain, generally most of the parameter set that affects the simulation is unknown despite the existence of a large body of data in neuroscience. So in many cases the variables related to biophysical parameters of each neuron and individual neuron types were ignored and the combination of elements with generic features has been favored in large scale neural circuit simulations.
However if a good solver that can efficiently estimate a large number of parameters required for a simulation can be made available, there would be no hindrance to constructing neural circuit simulations using parameters adapted to individual neurons/synapses etc. and the relevance of specific properties, many of which have been demonstrated experimentally, could finally be understood.
The Covariance Matrix Adaptation Evolution Strategy (CMA-ES) is one candidate solver because it is efficient and resilient. In this study we show how CMA-ES can be adapted to the parameter estimation for single neuron and neural network properties and show some evaluations of this method.
Building the Solver by Combining NEURON K+ and CMA-ES

Simulation of Membrane Voltage Dynamics in Neural Circuit Using Multi-compartment H-H Model
For single neuron/ neural network simulation, we used "NEURON K+", a tuned version of the NEURON simulator for massively parallelized simulations on the K computer, a petaflops class supercomputer located in Kobe, Japan. We achieved about a half real time simulation speed for whole insect brain scale on the K computer [4] . The development of the NEURON simulator was initiated in the 1990s' and provide a standard simulator for biophysically detailed models for many types of neurons and neural circuits [5] . and it was extended to the use of large-scale simulations using MPI in the 2006 [6] .
In the simulator the morphology of a single neuron is described as a tree structure of each compartment, that represents a small cylinder part of a cable insulated by the cell membrane incorporating ion channels. The axial current in the neuron around the n-th compartment is described as the cable equation like this, (1) V and C m are a membrane potential and capacitance, R n-1,n is the axial resistance between n-1 and n -th compartment, I ions is the sum of ionic transmembrane currents.
Though original Hodgkin-Huxley model [7] used I Na and I Kdr current, we introduce five ionic current according to [8] (2) Four active ion channels (I Na , I Kdr , I CaT and I KCa ) and passive ionic current (Il) are described in our model as Hodgkin-Huxley type model like this.
(3)
Each current has a specific reversal potential (E x ) and maximum conductance ( ). Active ion channel (I Na , I Kdr , I CaT and I KCa ) have gate variables which depend on V or [Ca] i (the calcium concentration inside the neuron) that reflect changes in open channel probability of ion channel depending on the membrane voltage or the binding agonists like Ca ++ ions.
In our case, for X ∈m, h, n, p and q,
And for r,
Approximates the dynamics of these gate variables. In our simulator [4] about 100 floating point operations/step/compartment/gate are necessary for the simulation. This is usually the computationally most expensive aspect of the whole simulation.
In this study step time is 0.025 ms and average-compartment-number for each neuron in our simulations are 500-5000.
In the brain neurons are generally connected via chemical synapses. In NEURON, synapses are implemented using trigger mechanism each presynaptic site where monitoring the membrane potential controls messaging the post synaptic site via MPI signal to induce a predetermined post synaptic current is induced as the follows:
when a voltage exceeding a threshold is detected in a compartment including the pre-synapse, event information is transmitted using MPI. There is a time delay from the time the presynapse signals a supra-threshold signal and the time post synaptic current affects the membrane voltage of the postsynaptic neuron which represents chemical diffusion of the neurotransmitter. The delay time is usually more than 1 ms and it improves the scaling of the simulation when executed a in massively parallelized implementation. (6) In our case, thresholds for excitatory synapses E syn is set 0mV, for inhibitory synapses E syn is set -60 mV. The delay time and synaptic weight W syn can be used as searching parameters in 2.3.
Combining NEURON + CMA-ES
The Covariance Matrix Adaptation Evolution Strategy (CMA-ES) is a type of evolutionary algorithm, a stochastic and derivative-free numerical optimization method for non-linear or non-convex continuous optimization problems. In briefly on t-th generation 1) CMA-ES make λsamples(genes) from average vector and covariance matrix like this. N(m,C) is a random variable which has a gaussian distribution with average vector m and covariance matrix C.
2) Making new average m t+1 and covariance matrix C t+1 adaptatively from m t , C t and stochastically from upper u samples when evaluated by the fitness function (Figure 3) .
3) Repeating 1) and 2) converge m and C to the solution. For a more detailed description see [9] . We implemented the solver by combining CMA-ES and NEURON K+(Figure1). Simulation worker processes are generated from master via MPI_comm_spawn and execute individual simulations. Each worker returns the difference between the simulation result and the target value. Also, the master process sorts the individual genes and update new m and C.
At first, we assumed one ideal simulation as a virtual goal function. Seven parameters are set in the virtual target neuron (neuron morphology was extracted antennal lobe projection neuron 3d slice data from our neuron database (Figure 2 ). The position of spike generator is set near the root of the first neurite according to [10] .
We injected 300ms stimulus current into one position in the dendrite (dend) and measured the voltage time course. The essential goal is converge the voltage difference of each time between ideal target neuron and gene neuron. But for avoiding numerous local minima originating from fast voltage changes due to action potential in the neurons, we set fitness function F as 
Inspired from [11] for smoothing parameter landscape. We evaluated gene number λ and individual number for evaluation μ (Figure 4) , and determined λ=512, μ= 64.
The strong scaling of our solver for CMA-ES is shown in Fig5. Currently "Eval fitness" that includes the simulation process consumes much CPU resource time. The second-largest factor is the "generating genes" aspect. It includes some network communication and file access and causes problems especially in highly parallelized implementations (discussed in detail below).
An example of time course when our solver is searching parameter estimates is shown in Fig6, where searches for some specific parameters sometimes failed probably due to local minima. We implemented "restart" inspired from [12] . If improvement of fitting is not observed for specific parameters during 30 generations, the standard deviation for this parameter is set as 10x the last value.
We applied this implementation to parameter estimation for simulation of a real current injection experiment on a wet neuron. The result is shown in Figure 8 . Slow voltage changes, spike heights, and the spike number in whole time course could be reproduced reliably indication good convergence of parameter estimation. 
Combining Neural Circuit Simulation with LM-CMA-ES
We expanded our CMA-ES solver to larger scale computations for searching parameters related to synaptic properties in neural circuits. We assume an almost fully connected neural circuit consisting of n=6-32 neurons. We estimated the synaptic weights (excitatory and inhibitory) and delay times for each synapse, this corresponds to n x (n-1) x 2 x 2 parameters. For the parameter search, each individual simulation is executed using MPI communications in synaptic transmissions. Master nodes and submaster nodes were set and codes were adapted to hierarchal MPI worlds. Avoiding the problem that simultaneous spawning of over 5000 processes causes collisions in network and file I/O in the K computer(Fig9), we serialized the generation of new process via the MPI_Comm_spawn (mp-CMA-ES). Moreover Limited memory CMA-ES (LM-CMA-ES) [13] that uses a vector instead of the matrix C, based on the Cholesky decomposition of C, was implemented to improve performance in the highly parallelized situation (mp-LM-CMA-ES). This improved the weak scaling probably via the decrease of network traffic related covariance matrix computations.
We used overlapped firing rate of action potentials as the fitting function ( Figure 11 ) We succeeded to design a six cell neural circuit that has an increasing response to constant input. Other simple output patterns were tested and 50 generations were generally sufficient for convergence ( Fig. 12 ). We show strong scaling of mp-LM-CMA-ES in our solver (Fig 13) . For less than a few ten-thousands of parallel processes, the scalability is good. However when parallelization is in the order of millions, some improvement of mp-LM-CMA-ES will be necessary.
A more complex pattern, an alternating excitatory pattern of two output neurons was generated via our solver in 20 neuron circuit (Fig 14) . However, successfully generating such a complex output pattern was sensitive to the number of neurons in the circuit. The reasons for this are unclear a present but will be an interesting subject for further researches in the functional connectivity of such networks. Figure 14 . Estimation of the neural circuit that have the an alternating excitatory pattern at two output neurons.
Concluding Remarks
1)
We applied CMA-ES to estimate biophysical parameters of single neurons from current injection data. This problem might have an extremely complicated parameter landscape, but we succeed to get solutions via a "restart" implementation that resembles annealing in other optimization methods. We employed 512 genes and more than 100 generations for this seven-parameter search.
2) We modified CMA-ES to mp-CMA-ES to deal with massively parallelized conditions. Extremely large numbers of parameters are present even in small realistic neural circuits yet they could be estimated from a desired output signal. 512 genes and 100 generation were sufficient to get a solution for simple response patterns.
3) However, for more complex output patterns, parameter searches do not always succeed. There are omitted parameters such as synapse positions, dynamical properties of individual synapses and neurons and others. NeuroTwean [14] introduced a combination between CMA-ES and other evolutionary algorithms, which might be a solution for parameter searches when resource limitation is a factor. 4) We implemented mp-LM-CMA-ES, a solver for parallelized simulations, which can in principle be applied to any general-purpose simulation problem requiring parameter estimation.
