Abstract. A bivariate spline method is developed to numerically solve second order elliptic partial differential equations (PDE) in non-divergence form. The existence, uniqueness, stability as well as approximation properties of the discretized solution will be established by using the well-known Ladyzhenskaya-Babuska-Brezzi (LBB) condition. Bivariate splines, discontinuous splines with smoothness constraints are used to implement the method. A plenty of computational results based on splines of various degrees are presented to demonstrate the effectiveness and efficiency of our method.
1. Introduction. We are interested in developing an efficient numerical method for solving second order elliptic equations in non-divergence form. To this end, consider the model problem: Find u = u(x) satisfying where Ω is an open bounded domain in R 2 with a Lipschitz continuous boundary ∂Ω, ∂ 2 ij is the second order partial derivative operator with respect to x i and x j for i, j = 1, 2. Assume that the tensor a(x) = {a ij (x)} 2×2 is symmetric positive definite and uniformly bounded over Ω, the coefficient c(x) is non-positive and uniformly bounded over Ω. In addition, we assume that the coefficients a ij (x) are essentially bounded so that the second order model problem (1.1) cannot be rewritten in a divergence form which many existing numerical methods can be employed to solve.
For convenience, we shall assume that the model problem (1.1) has a unique strong solution u ∈ H 2 (Ω) satisfying the H 2 regularity:
for a positive constant C. Particularly, when Ω is a convex domain with C 2 smooth boundary, one can show that there exists a strong solution u ∈ H 2 (Ω) of (1.1) satisfying the H 2 regularity (1.3) if the coefficient c(x) ≡ 0 and the coefficients a ij (i, j = 1, 2) satisfy the Cordés condition (cf. [18] ):
a ii ) 2 λ 1 and λ 2 such that (1.5) λ 1 ξ ξ ≤ ξ a(x)ξ ≤ λ 2 ξ ξ, ∀ξ ∈ R 2 , x ∈ Ω, then the Cordés condition holds true in R 2 (cf. [18] ). Indeed, when c ≡ 0, the existence of the unique strong solution u satisfying (1.3) can be found in [18] based on a contraction map argument. Recently, in [20] , the researchers weakened the assumption on the C 2 smooth boundary and use the well-known Lax-Milgram theorem to establish the weak solution to (1.1) with c ≡ 0 when Ω is convex with Lipschitz differentiable boundary ∂Ω. In fact, as the solution u ∈ H 2 (Ω), the weak solution is the strong solution. It is easy to see that the proofs in [18] and [20] can be extended to establish the existence and uniqueness of the strong solution in H 2 (Ω) for the PDE in (1.1) when Ω is convex as each convex domain automatically has Lipschitz differentiable boundary, i.e. C 1,1 boundary. Numerical approximations of u using the discontinuous Galerkin (DG) method and the weak Galerkin (WG) method have been studied in [20] and [23] to solve (1.1) with c ≡ 0. The convergence and convergence rates of these two numerical methods were established together with numerical evidence of convergence over convex and nonconvex domains.
In this paper, our goal is to provide another efficient computational method for numerical solution of (1.1). More precisely, we propose a bivariate spline method based on the minimization of the jumps of functions across edges and the boundary condition. Bivariate splines are discontinuous piecewise polynomial functions which are written in Bernstein-Bézier polynomial form (cf. [16] ) and the smoothness constraints across an edge e of triangulation are written in terms of the coefficients of polynomials over the two triangles sharing the edge e. In particular, smoothness conditions for any smoothness r ≥ 0 across edges of any order are implemented in MATLAB which can be simply used. This is an improvement over the internal penalties in the DG method. Bivariate splines have been used for numerical solutions of various types of PDE. See [3] , [17] , [13] , [2] , [12] , [19] , and etc.. They can be very convenient for numerical solutions of this type of PDE. See an extensive numerical evidence in §6.
Note that in [20] , an hp-version discontinuous Galerkin finite element method was proposed and analyzed. It was based on a variational form arising from testing the original PDE against the Laplacian of sufficiently smooth functions (e.g., twice differentiable functions in L 2 ). According to the researchers in [20] , their method yielded an optimal order of convergence regarding to the mesh size h, i.e. d − 1 for polynomial degree d = 2, 3, 4, 5. We use the same C 1 test function for a PDE with non-differentiable coefficients and provide an evidence that the convergence rate of |u−S u | H 2 (Ω) using bivariate spline method is also d − 1 for d = 5, 6, 7, 8 when c ≡ 0. In addition, we present numerical convergence of u − S u in L 2 norm and H 1 semi-norm which can be better than d − 1 for various d. When c = 0, we have the same convergence behavior. In particular, the convergence rate
Also, it is worthy pointing out that the researchers in [23] proposed a primal-dual weak Galerkin finite element method for this type of PDE (i.e. c ≡ 0), yielding an optimal order error estimate in a discrete H 2 -norm for the primal variable and in the L 2 -norm for the dual variable, as well as a convergence theory for the primal variable in the H 1 -and L 2 -norms. Although the numerical method implemented in [23] works for finite element partitions consisting of arbitrary polygons or polyhedra, only polynomials of degree 2 over triangulation were implemented and used for numerical solution. The flexibility of using bivariate splines of various degrees make our method more convenient to increase the accuracy of solutions. More accurate numerical solutions than the ones in [23] are presented in this paper to demonstrate the advantage of our bivariate spline method.
The theoretical study in this paper uses the same assumptions as in [23] and extend their arguments in [23] to analyze the PDE in (1.1) with nonzero c and the convergence of the bivariate spline method. Our analysis in this paper is significantly different from that for discontinuous Galerkin method in [20] . The paper is organized as follows: We first start with an explanation of the primal-dual discontinuous Galerkin method to solve (1.1) in the next section. Mainly, we establish some basic properties such as the existence, uniqueness, stability of the method in Section 3.
Then in Section 4 we present an error analysis of the numerical solution. Next we reformulate the primal-dual discontinuous Galerkin algorithm based on the bivariate spline functions and explain our implementation based on bivariate splines explained in [3] . Extensive numerical results are reported in Section 6. We start with a PDE with smooth coefficients and test on a smooth solution to demonstrate that the bivariate spline method works very well. For comparison purpose, we use the PDE in (1.1) with c ≡ 0. Then we apply the bivariate spline method to numerically solve a few PDE with non-differentiable coefficients and non-smooth solutions as well as c = 0. Our method is able to approximate the nonsmooth solution very well. Therefore, the bivariate spline method is effective and efficient.
2. A Primal-Dual Discontinuous Galerkin Scheme. Our model problem seeks for a function u ∈ H 2 (Ω) satisfying u| ∂Ω = 0 and
Let T h be a polygonal finite element partition of the domain Ω ⊂ R 2 .
Denote by E h the set of all edges in T h and E 0 h = E h \ ∂Ω the set of all interior edges. Assume that T h satisfies the shape regularity conditions described in [5, 24] . Denote by h T the diameter of T ∈ T h and h = max T ∈T h h T the mesh size of the partition T h . Let k ≥ 0 be an integer. Let P k (T ) be the space of polynomials of degree no more than k on the element T ∈ T h . For any given integer k ≥ 2, we define the finite element spaces composed of piecewise polynomials of degree k and k − 2, respectively; i.e.,
Denote by [[v] ] the jump of v on an edge e ∈ E h ; i.e.,
where v| Ti denotes the value of v as seen from the element T i , i = 1, 2. The order of T 1 and T 2 is non-essential in (2.2) as long as the difference is taken in a consistent way in all the formulas. Analogously, one may define the jump of the gradient of u on an edge e ∈ E h , denoted by [[∇u] ].
For any v ∈ X h , the quadratic functional J(v) is given by
It is clear that J(v) = 0 if and only if v ∈ C 1 (Ω) ∩ X h with the homogeneous Dirichlet boundary data v = 0 on ∂Ω.
We introduce a bilinear form
The numerical solution of the model problem (1.1)-(1.2) can be characterized a constrained minimization problem as follows: Find u h ∈ X h such that
By introducing the following bilinear form
the constrained minimization problem (2.5) has an Euler-Lagrange formulation that gives rise to a system of linear equations by taking the Fréchet derivative. The Euler-Lagrange formulation for the constrained minimization algorithm (2.5) gives the following numerical scheme. 
3. Existence, Uniqueness and Stability. In this section, we will derive the existence, uniqueness, and stability for the solution (u h ; λ h ) of the primal-dual discontinuous Galerkin scheme (2.7)-(2.8).
For each element T ∈ T h , let B T be the largest disk inside of T centered at c 0 with radius r and F k,B T (f ) be the averaged Taylor polynomial of degree k for f ∈ L 1 (T ) (see page 4 of [16] for details). Note that the averaged Taylor polynomial F k,B T (f ) satisfies (cf. Lemma 1.5 in [16] )
on each element T ∈ T h , Lemma 3.1.
[16] The interpolant operators P X h and P M h are bounded in L 2 (Ω). In other words, for any f ∈ L 2 (Ω) we have
where C is a constant depending only on the shape parameter
, ρ T is the radius of the largest inscribed circle of T .
Recall that T h is a shape-regular finite element partition of the domain Ω. For any T ∈ T h and φ ∈ H 1 (T ), the following trace inequality holds true:
Deonte by Q k−2 the L 2 projection onto the finite element space M h . We introduce a semi-norm in the finite element space X h , denoted by ||| · |||; i.e.,
The following result shows that ||| · ||| defined in (3.6) is indeed a norm on X h when the meshsize h is sufficiently small. Lemma 3.2. Assume that the H 2 regularity (1.3) holds true for the model problem (1.1)-(1.2), and that the coefficient tensor a(x) = {a ij (x)} 2×2 and c(x) are uniformly piecewise continuous in Ω with respect to the finite element partition T h . Then, there exists an h 0 > 0 such that ||| · ||| in (3.6) defines a norm on X h when the meshsize h is sufficiently small such that h ≤ h 0 .
Proof. It suffices to verify the positivity property for ||| · |||. To this end, note that for any v ∈ X h satisfying |||v||| = 0 we have s h (v, v) = 0. It follows that [[v] ] = 0 on each edge e ∈ E h and [[∇u]] = 0 on each interior edge e ∈ E 0 h . Hence, v ∈ C 1 (Ω) and v = 0 on ∂Ω. In addition, on each element T ∈ T h , we have
Using the H 2 -regularity assumption (1.3), there exists a constant C such that
Note that a ij (x) and c(x) are uniformly piecewise continuous in Ω with respect to the finite element partition T h . Letā ij andc be the average of a ij and c on each element T ∈ T h . Then, for any ε > 0, there exists a h 0 > 0 such that
if the meshsize h is sufficiently small such that h ≤ h 0 . Denote byc andv the average of c and v on each element T ∈ T h , respectively. It follows from the linearity of the projection Q k−2 that
where we have used the boundedness of the L 2 projection Q k−2 , which, combined with (3.7), gives
This yields that v = 0 as long as ε is sufficiently small such that Cε < 1, which can be easily achieved by adjusting the parameter h 0 . This completes the proof of the lemma.
We are now in a position to establish an inf-sup condition for the bilinear form b h (·, ·).
Lemma 3.3. (inf-sup condition) Under the assumptions of Lemma 3.2, for any q ∈ M h , there exists a v q ∈ X h such that
provided that the meshsize h is sufficiently small.
Proof. Consider an auxiliary problem that seeks
From the regularity assumption (1.3), it is easy to know that the problem (3.10) has one and only one solution, and furthermore, the solution satisfies the H 2 regularity property; i.e.,
By letting v q = P X h (w), from (3.2) we obtain
Lettingā ij be the average of a ij over T ∈ T h , we arrive at
where we have used (3.10) and
With the above chosen v q as P X h (w), we have
Note that the coefficient tensor a(x) = {a ij } 2×2 and c(x) are uniformly piecewise continuous over T h . Thus, for any given suifficiently small ε > 0, we have a ij −ā ij L ∞ (Ω) ≤ ε and c −c L ∞ (Ω) ≤ ε for sufficiently small meshsize h. It then follows from the Cauchy-Schwarz inequality, (3.3) -(3.4), and the H 2 regularity property (3.11) that
and
wherec andw are the average of c and w on each element T ∈ T h , respectively, C is a generic constant independent of T h . Substituting the above estimate into (3.12) yields
which leads to the estimate (3.8) when the meshsize h is sufficiently small.
It remains to derive the estimate (3.9). To this end, recall that
Letting v q = P X h (w), the first term on the right-hand side of (3.13) can be bounded by using (3.2), (3.3) and (3.11) as follows:
(3.14)
As to the term s h (v q , v q ) in (3.13), note that it is defined by (2.6) using the jump of v q on each edge e ∈ E h plus the jump of ∇v q on each interior edge e ∈ E 0 h . For an interior edge e ∈ E 0 h shared by two elements T 1 and T 2 , we have
It follows that (3.15) [
Using the trace inequality (3.5), we have
Analogously, the following holds true
Substituting the last two inequalities into (3.15) yields
For boundary edge e ⊂ ∂Ω, from w| e⊂∂Ω = 0 we have
Thus, the estimate (3.16) remains to hold true. Summing (3.16) over all the edges yields
where we have used the estimate (4.3) with m = 1 and s = 0, 1 in the last inequality. Combining (3.17) with the regularity estimate (3.11) gives rise to (3.18)
A similar argument can be applied to yield the following estimate
We emphasize that the summation in (3.19) is taken over all the interior edges so that no boundary value for ∇w is needed in the derivation of the estimate (3.19). Combining (3.18) and (3.19) with
which, together with (3.14), completes the derivation of the estimate (3.9).
Lemma 3.4. (Boundedness) The following inequalities hold true:
Proof. It follows from the definition of s h (·, ·), ||| · ||| and Cauchy-Schwarz inequality that for any u, v ∈ X h , we have
Next from the definition of b h (·, ·), ||| · |||, and Cauchy-Schwarz inequality that for any v ∈ X h , q ∈ M h , we have
These complete the proof.
Define the subspace of X h as follows:
Lemma 3.5. (Coercivity) There exists a constant α, such that
which yields
, which completes the proof with α = 1.
Using the abstract theory for the saddle-point problem developed by Babuska [4] and Brezzi [6] , we arrive at the following theorem based on Lemmas 3.3 -3.5.
Theorem 3.6. The primal-dual discontinuous Galerkin finite element method (2.7)-(2.8) has a unique solution (u h ; λ h ) ∈ X h × M h , provided that the meshsize h < h 0 holds true for a sufficiently small but fixed parameter h 0 > 0. Moreover, there exists a constant C such that the solution (u h ; λ h ) satisfies
4. Error Estimates. Let (u h ; λ h ) ∈ X h × M h be the approximate solution of the model problem (1.1) arsing from primal-dual discontinuous Galerkin finite element method (2.7)-(2.8). Note that λ = 0 is the exact solution of the trival dual problem b h (v, λ) = 0 for all v ∈ H 2 (Ω). Define the errors functions by
Lemma 4.1. The error functions e h and h satisfy the following equations:
Proof. By subtracting s h (P X h u, v) from both sides of (2.7), we obtain
which completes the proof of (4.1).
Substracting b h (P X h u, p) from both sides of (2.8), it follows from (3.2) and (1.1) that
which completes the proof of (4.2).
The equations (4.1) and (4.2) are called error equations for the primal-dual discontinuous Galerkin finite element scheme. This is a saddle point system for which Brezzi's Theorem can be employed for the analysis of stability.
Lemma 4.2. [5, 24] Let T h be a finite element partition of Ω satisfying the shape regular assumption given in [5, 24] . Then, for any 0 ≤ s ≤ 2 and 1 ≤ m ≤ k, one has
Theorem 4.3. Assume that the coefficient tensor a(x) = {a ij (x)} 2×2 and c(x) are uniformly piecewise continuous in Ω with respect to the finite element partition T h . Let u and (u h ; λ h ) ∈ X h × M h be the solutions of (1.1) and (2.7) -(2.8), respectively. Assume that the exact solution u of (1.1) is sufficiently regular such that u ∈ H k+1 (Ω). There exists a constant C such that
provided that the meshsize h < h 0 holds true for a sufficiently small, but fixed h 0 > 0.
Proof. It follows from Lemmas 3.3 -3.5 that the Brezzi's stability conditions are satisfied for the saddle point problem (4.1)-(4.2). Thus, there exists a constant C such that (4.5)
Recall that As to the first term of the right-hand side of (4.6), from Cauchy-Schwarz inequality, trace inequality (3.5) and (4.3), we have
where we used
Substituting (4.7)-(4.8) into (4.6), we have
From Cauchy-Schwarz inequality and (4.4), we obtain
Substituting (4.9) and (4.10) into (4.5) completes the proof.
5. Bivariate Spline Implementation of Algorithm 2.1. We notice that X h is a discontinuous spline space of degree k over a finite element partition T h and M h is a discontinuous spline space of degree k 1 , e.g. k 1 = k − 2 over T h . When T h is a triangulation, these are spline spaces which have been thoroughly studied in [3] and [16] . In this paper, let us explain how to use these spline functions for numerical solution of the second order elliptic PDE (1.1). When T h is a triangulation, spline functions use the Bernstein-Bézier representation as explained in [16] . That is, the primedual discontinuous Galerkin FEM method discussed in the previous sections can be reformulated by using the Bernstein-Bézier representation. The representation has several nice properties (cf. [16] ): (1) the basis functions form a partition of unity, (2) the basis functions are nonnegative, and (3) the basis functions have explicit formulas for their derivatives, integration, their inner product, and triple product integration.
In the remaining of the paper, we use both u ∈ X h and its coefficient vector u in terms of Bernstein-Bézier representation to write a discontinuous spline function u. Similarly, we use both q ∈ M h and its coefficient vector q. Most importantly, for any function u ∈ X h , u is a piecewise polynomial function of degree k over T h , the jump function [[u] ] over an interior edge e of T h can be rewritten by using the smoothness conditions between the coefficients of two polynomial pieces u| T1 and u| T2 on their common edge e for triangles T 1 , T 2 ∈ T h which share e. See [10] and [16] . The smoothness conditions are linear and all these conditions over each interior edge can be expressed together by using Hu = 0 as explained in [3] , where H is a rectangular and sparse matrix and u is the coefficient vector of u.
On the boundary of Ω, u has to satisfy the Dirichlet boundary condition which can be approximated by using a standard polynomial interpolation method, i.e., u(x)| e = g(x) for k + 1 distinct points x ∈ e, where e is a boundary edge of T h . As u is a polynomial on e, the interpolation condition u(x)| e = g(x) can be expressed by linear equations in terms of its coefficients. We put these linear equations for all boundary edges together and express them by Bu = g, where B is a rectangular and sparse matrix and g is a vector consisting of the values of g at the k + 1 equally-spaced points over e for all boundary edges e ∈ .
The PDE equation in (2.1) can be discretized by using Bernstein-Bézier representation as follows. We first approximate the right-hand side f by discontinuous spline functions in S f ∈ M h . For example, we may choose S f to be the piecewise polynomial function which interpolates f at the domain points on T of degree k 1 for all triangle T ∈ T h , under the assumption that f is a continuous function. For another example, we choose S f ∈ M h such that for each triangle T ∈ T h , (5.1)
where P k1 is the standard polynomial space of total degree k 1 . It is easy to know that the problem (5.1) has a unique solution of S f | T . Thus, S f ∈ M h is well-defined. In fact, we have the following properties
Indeed, we have T |S f | 2 dxdy = T f S f dxdy for all T ∈ T h and use Cauchy-Schwarz inequality to have the inequality in (5.2). The equality in (5.2) can be seen from the solution of the least squares problem in (5.1).
We compute the inner product integration on the right-hand of (2.1) exactly by using Theorem 2.34 in [16] and a triple inner product formula. That is, we have
where f is the coefficient vector of S f , M is called the mass matrix which is a blockly diagonal matrix and q is the coefficient vector of q.
Similarly, we approximate the coefficients a ij by discontinuous spline functions in another discontinuous spline space S ij ∈ L h = S −1 1 (T h ) of degree 1, say piecewise linear interpolation of a ij .
Once we have S ij , we compute triple product integration on the left-hand side of (2.1). That is, T S ij ∂ 2 ij uqdxdy has an exact formula in terms of the coefficients of S ij , u, and q. Thus we have
where K is the stiffness matrix related to the PDE (1.1).
In order to have an equality in the above formula, we now use the standard L 2 projection P M h which is defined by
Thus, we have
Since the the projection is linear, we can write
for a blockly diagonal matrix K and for all q ∈ M h . In this way, we obtain a discretized PDE equation: Ku, q = M f , q for all q ∈ R d(M h ) or a linear system:
Note that both M and K can be computed in parallel.
In terms of the Berstein-Bézier representation, the bilinear forms in (2.6) and (2.4) can be rewritten as
With the above preparation, Algorithm 2.1 can be recast as follows.
Let us consider the following minimization problem for (2.1): Find u satisfying
Note that the boundary condition is imposed by minimizing the error in an least-squares sense so that the boundary conditions do not need to be strictly enforced.
This minimization problem (5.8) can be reformulated by using Lagrange multiplier method as follows: let
where λ is a Lagrange multiplier. Thus, the minimizer u * of (5.8) satisfies (5.10). Hence, we have
with N (T h ) being the number of triangles in T h . We shall denote by u h ∈ X h the spline solution with coefficient vector u * and similarly, λ h ∈ M h with coefficient vector λ * .
This Algorithm 5.1 will be implemented and numerically experimented in this paper.
Numerical Results based on Minimization (5.8) .
We have implemented Algorithm 5.1 in MATLAB based on the spline function implementation method discussed in [3] which is completely different from the spline functions implemented in [19] . Our main driving code is given below. We let S u be the spline solution with the coefficient vector c(u) which is the minimizer of (5.8) and report the root mean squared error (RMSE) of
∂y 2 (u − S u )) based on their values over 1001 × 1001 equally-spaced points over Ω. More precisely, we report the RMSE of ∇(u − S u ) which is the average of the RMSE of ∂ ∂x (u − S u ) and ∂ ∂y (u − S u ). Similar for the RMSE of ∇ 2 (u − S u ). We shall also present the rates of convergence of RMSE between refinement levels.
The remaining of this section is divided into three subsections. In the first subsection, we present numerical results based on the PDE with smooth coefficients and c ≡ 0. We also use smooth solutions to test our spline method. One of purposes is to demonstrate that our MATLAB implementation is correct and is able to produce excellent numerical solution. Another purpose is to compare with the numerical results in [20] and [23] .
In the next two subsections, we mainly present numerical results from the second order elliptic PDE with nonsmooth coefficients and nonsmooth solution. Our numerical experiments show that the higher order splines still give a better approximation than the lower order splines. Our numerical results for the same testing function used in [20] provide more evidence than the convergence rate
Finally we show some spline solutions for PDE in (1.1) with nonzero function c for smooth and nonsmooth exact solutions. Numerical results are similar to the case when c ≡ 0. is the uniform refinement of −1 for = 1, 2, 3, 4. Example 6.1. We begin with a 2nd order elliptic equation with constant coefficients and smooth solution u = sin(x) sin(y) which satisfies the following partial differential equation:
where Ω is a standard square domain [0, 1] 2 (cf. [23] ). We use
We use a triangulation 0 which consists of 2 triangles and then uniformly refine 0 repeatedly to obtain , = 1, 2, 3, 4, 5. Table 6 .1: The RMSE of spline solutions using X h = S [23] . First of all, we can see that there is a superconvergence in L 2 norm approximation in Table 8 .1 in [23] . That is, the convergence rate in [23] is about 4 although they only use piecewise polynomials of degree 2. So far there is no mathematical theory to guarantee this superconvergence. Note that the computation of their convergence is based on node points of the underlying triangulation, that is, 6 points per triangle for all triangles in T h for each h > 0. In our Table 6 .1, the convergence is measured in the RMSE based on 1001 × 1001 equally-spaced points over Ω and our convergence rate is about 2 for M h = S −1 0 ( ). Nevertheless, our convergence of ∇(u h − u) is better than that in Table 8 .1 in [23] . Also, we are able to show the convergence in the second order derivatives of u − u h , i.e. the semi-norm |u − u h | H 2 (Ω) .
In the next few tables, we use X h = S −1 k ( ) and M h = S −1 k1 ( ) with k 1 ≥ 1. Then the order of convergence will increase. This is an advantage of our numerical algorithm that we can use polynomials of higher degree easily by simply adjusting k and/or k 1 in our main driving code. For k = 3 and k 1 = 1, we have
.7071 1.549234e-03 0.00 5.551342e-03 0.00 2.571257e-02 0.00 0.3536 3.614335e-04 2.10 1.266889e-03 2.13 6.506533e-03 1.99 0.1768 8.995656e-05 2.01 3.098134e-04 2.03 1.627964e-03 2.00 0.0884 2.255287e-05 2.00 7.741892e-05 2.00 4.087224e-04 1.99 0.0442 5.639105e-06 2.00 1.935553e-05 2.00 1.026039e-04 1.99 Table 6 .2: The RMSE of spline solutions using X h = S To increase the convergence rates for u − u h and ∇(u − u h ), we use k 1 = k which can be easily adjusted in our main driving code. As we can see from Table 6 .3. The convergence and convergence rates are much better than Tables 6.1 and 6.2. Table 6 .3: The RMSE of spline solutions using X h = S Table 6 .4: The RMSE of spline solutions using X h = S Note that in the last row of Table 6 .5, the rate of convergence in L 2 norm is 5.02 which is lower than 5.92. This is because the iterative solution of the linear system achieves the machine precision for this test function using MATLAB. Indeed, if we use u = sin(2πx) sin(2πy) which is slightly harder to approximate than u = sin(x) sin(y) , the rate of convergence will be around 6. See the rates of convergence in the RMSE of the spline solution shown in Table 6 .6, where the rate is 5.74.
We have tested other solutions (e.g. Table 6 .5: The RMSE of spline solutions using X h = S Table 6 .6: The RMSE of spline solutions using X h = M h = S 6.2. The case with nonsmooth coefficients and nonsmooth solution. The numerical results in the previous subsection show that our program works well to find numerical solution of the PDE with smooth coefficients. In this subsection, we shall demonstrate that our method works well for those PDE with nonsmooth coefficients which can not be converted into its divergence form. Higher order of splines produce more accurate solutions in L 2 norm and H 1 semi-norm. Even the solution is only C 1 (Ω), we are able to approximate the solution in H 2 (Ω) semi-norm very well as the same as in [20] . Example 6.2. In this example, we show the performance of our spline solutions for a PDE with nondifferentiable coefficients and nonsmooth exact solution u = xy(e 1−|x| − 1)(e 1−|y| − 1) which satisfies
where u = 0 on the boundary of [20] . Note that the solution is in H 2 (Ω), but not continuously twice differentiable. We shall use X h = S We can see that the convergences of our spline method in Tables 6.9 are better than those in Table 8 .5 in [23] and the gradient approximations are better than the corresponding gradients in Table 8 .6 in [23] . However, our L 2 estimates are not able to achieve the accuracy in Table 8 .6 in [23] using quadratic splines. More accurate solutions are obtained when splines of higher degrees are used. See Tables 6.10-6.13. This example was initially studied in [20] . See Fig. 2 in [20] . For d = 2, we are able to achieve the accuracy of 6.841801e − 02 at the size h = 0.0313 for the accuracy of ∇ 2 (u − S u ).
Instead of showing the convergence rates of |u − u h | H 2 (Ω) in a semi-log graph for various d = 2, 3, 4, 5 in [20] , we present more detailed numerical convergence in root mean squared error (RMSE) for u − u h , ∇(u − u h ), as well as |D Table 6 .7: The RMSE of spline solutions using X h = M h = S −1 6 ( ) for = 1, 2, 3, 4 of PDE (6.1) with u = sin(2πx) sin(2πy). Table 6 .8: The RMSE of spline solutions using X h = M h = S −1 7 ( ) for = 1, 2, 3, 4 of PDE (6.1) with u = sin(2πx) sin(2πy). Table 6 .9: The RMSE of spline solutions using the pair
0 ( ) of spline spaces for = 0, 1, 2, 3, 4 of PDE (6.2) based on uniform triangulations in Figure 6 .1 Table 6 .10: The RMSE of spline solutions using the pair X h = S Table 6 .11: The RMSE of spline solutions using the pair X h = S Table 6 .15, the expected accurate solutions for degree 8 at the triangulation with size 0.1768 were not able to achieve due to the limitation of our iterative algorithm CImin.m. Numerical convergence in Tables 6.9 -6.15 provide more evidence that the convergence |u
In addition, the convergence rate for u − u h L 2 (Ω) can be better than d − 1 for various d.
Numerical
Results of PDE in (1.1) with nonzero c. In this subsection, we present some numerical results from our bivariate spline method for numerical solution of the PDE in (1.1) with nonzero c. We use three examples to demonstrate that our method is effective and efficient no matter the PDE coefficients are smooth or not smooth and the solutions are smooth or not so smooth.
Example 6.3. We begin with a 2nd order elliptic equation with smooth coefficients and smooth solution u = sin(πx) sin(πy) which satisfies the following partial differential equation:
where Ω is a standard square domain [−1, 1] 2 which is split into 4 equal sub-squares and each subsquare is split into 2 triangles to form an initial triangulation 0 . Let be the th uniform refinement of 0 . Table 6 .12: The RMSE of spline solutions using the pair X h = S −1
3 ( ) of spline spaces for = 0, 1, 2, 3, 4 of PDE (6.2) based on uniform triangulations in Figure 6 .1 Table 6 .13: The RMSE of spline solutions using the pair X h = S [20] . Note that the solution is in H 2 (Ω), but not continuously twice differentiable. The same triangulations as in Example 6.3 will be used and S 1 5 ( ) will be used to solve the PDE in (6.5). The RMSE for spline approximation to the exact solution is shown in Table 6 .18.
In addition, we have also experimented the convergence of our bivariate spline method over nonconvex domains. The bivariate spline method works very well. Due to the space limit, we omit these numerical results.
| |
u − S u rate ∇(u − S u ) rate ∇ 2 (u − S u ) rate 0.7071 2.593663e-07 0.00 7.442269e-07 0.00 1.217246e-05 0.00 0.3536 4.280178e-09 5.92 8.943363e-09 6.38 2.025671e-07 5.90 0.1768 7.233371e-11 5.89 1.274428e-10 6.13 3.166771e-09 5.99 Table 6 .14: The RMSE of spline solutions using the pair X h = S Table 6 .15: The RMSE of spline solutions using the pair X h = S Table 6 .17: The RMSE of spline solutions using the pair X h = S Table 6 .18: The RMSE of spline solutions using the pair X h = S Table 6 .19: The RMSE of spline solutions using the pair X h = S Table 6 .20: The RMSE of spline solutions using the pair X h = S −1 7 ( ), M h = S −1 7 ( ) of spline spaces for = 1, 2, 3, 4 of PDE (6.5) 
