Abstract: For any finite-dimensional simple Lie algebra g and commutative associative algebra S of finite type, we give a complete classification of the simple weight modules of g ⊗ S with bounded weight multiplicities.
Introduction
The classification of simple weight modules is widely seen as a difficult problem. In a spectacular tour-de-force, Olivier Mathieu gave a complete description of such modules for finite-dimensional simple Lie algebras [Ma] . The crucial part of Mathieu's classification was understanding the simple admissible highest weight modules.
In the present paper, we consider this question in the context of (generalised) current algebras L = g ⊗ k S, where g is a finite-dimensional simple Lie algebra over k, and S is a commutative, associative, and unital k-algebra which is of finite type. These algebras include the finite-dimensional simple Lie algebras g and the loop algebras g ⊗ C C[t, t −1 ] of affine Kac-Moody theory. Our methods work not only for the classification of simple admissible highest weight modules, but also describe the simple objects in the much larger category of admissible modules, weight modules whose weight multiplicities are uniformly bounded. We hope that this paper will contribute to solving the harder problem of classifying all simple weight modules for these algebras.
The category of admissible modules includes the finite-dimensional simple modules, all of which are known to be evaluation modules. (See the introductions of [L1, CFK] or the more general results in [NSS, LP, L2] for details.) What is surprising is that this larger category of generally infinite-dimensional modules can also be described in terms of evaluations. We now summarize the content of this paper.
In Section 2, we recall basic definitions and note that any classification of simple admissible modules for a current algebra L is also a classification of simple admissible modules for its universal central extension L, since the central elements must act trivially on any simple weight module.
Section 3 opens with a review of elementary facts about evaluation representations in the infinite-dimensional context of weight modules. In particular, we show that a representation φ : L → End V is an evaluation representation if and only if it factors through a direct sum of several copies of g. Key parts of this result have been used in past work (for example, in [Ma] ), but we are not aware of a proof appearing in the literature. We then address the natural question of which evaluation modules are admissible. The answer (Theorem 3.14) is strikingly simple: an evaluation module is admissible if and only if each of its tensor components (corresponding to the action of each copy of g) is admissible and at most one component is infinite dimensional. The proof, contained in a series of propositions and lemmas, is a detailed study of the relevant structure and combinatorics of indecomposable root systems, building on work of Benkart, Fernando, and two of the authors of the present paper [Fe, BL, BBL] .
In Section 4, we classify admissible modules for current algebras. We use the finite dimensionality constraint on the weight spaces to prove that the kernel of any irreducible weight representation is cofinite in L. It is thus of the form g ⊗ I for some cofinite ideal I of S. We then use admissibility to show that I is a radical ideal.
While these two results are obvious in the context of finite-dimensional modules, they are much more challenging in the potentially infinite-dimensional context of weight representations, and completely new arguments are required. Cofiniteness is proved using the cofiniteness of the space {s ∈ S | (x ⊗ s)v = 0} for each v ∈ V and root vector x ∈ g. The idea is then to express I as a finite intersection of such spaces. To prove that I is a radical ideal, we note that if it is not, then there is a nonzero ideal N ⊂ S/I for which N 2 = 0. We then use sl 2 -combinatorics together with admissibility to argue that there is a nonzero vector w ∈ V annihilated by the ideal g ⊗ N ⊆ L. The space killed by g ⊗ N is a nonzero submodule of V , so is equal to V since V is simple. This contradicts the fact that g ⊗ S/I must act faithfully on V .
Once we know that I is a cofinite radical ideal of S, it is straightforward to prove Theorem 4.5, that every simple admissible module of L is an evaluation module. We then apply Theorem 3.14 to obtain Theorem 4.6, the main result of this paper, a complete description of the isomorphism classes of simple admissible modules in terms of certain finitely supported maps from Max S to the moduli space of admissible modules for g. will be taken over the base field k. Fix a Cartan subalgebra h of g, let Φ be the corresponding root system, and let ∆ ⊂ Φ be a base of simple roots. The set of positive and negative roots of (g, h, ∆) will be denoted by Φ + and Φ − , respectively, with corresponding triangular decomposition g = n − ⊕ h ⊕ n + , where n ± = ⊕ α∈Φ ± g α . For each positive root α ∈ Φ + , fix nonzero elements x ±α ∈ g ±α and h α ∈ h, so that B = {x α , h β | α ∈ Φ, β ∈ ∆} is a Chevalley basis of g and each {x α , x −α , h α } forms an sl 2 -triple:
We write (x|y) for the Killing form of x, y ∈ g, and U (L) for the universal enveloping algebra of any Lie algebra L.
Let S be a commutative, associative, and unital k-algebra of finite type. In this paper, we consider modules for the (generalised) current algebra L = g⊗S, with bracket [x ⊗ r, y ⊗ s] = [x, y] ⊗ rs, for all x, y ∈ g and r, s ∈ S. When S = k, L is the finitedimensional simple Lie algebra g; when k = C and S = C[t, t −1 ], L becomes the loop algebra of affine Kac-Moody theory. Other well-known examples are the classical current algebra g⊗k [t] , the multiloop algebra g⊗k[t ±1 1 , . . . , t
±1
N ], and the 3-point algebra g ⊗ k[t, t −1 , (t − 1) −1 ]. Viewing the vector space g as an affine scheme, the Lie algebra L can also be interpreted geometrically as a space of morphisms from Spec S to g, under pointwise Lie bracket. See [NSS] or [L2] for details.
Each representation of L is also a representation of any central extension of L, by letting the central elements act trivially. There is a well-known construction [Ka] of the universal central extension L of L using the vector space quotient S, S := (S ⊗ S)/Q, where Q is the subspace spanned by the set
Explicitly, L is isomorphic to, and will henceforth be identified with, the Lie algebra (g ⊗ S) ⊕ S, S , with bracket
for all x, y ∈ g and a, b, r, s, u, v ∈ S, where r, s denotes the coset r ⊗ s + Q in S, S , for all r, s ∈ S.
Definition 2.1 An L-or L-module V is said to be a weight module if V decomposes as a direct sum of finite-dimensional common eigenspaces under the action of h ⊗ 1. That is,
where each weight space V λ = {v ∈ V | (h ⊗ 1)v = λ(h)v for all h ∈ h} is finite dimensional, and the elements λ ∈ h * for which V λ = 0 are called weights. A nonzero vector v ∈ V is a maximal vector if (e ⊗ s)v = 0 for all e ∈ n + and s ∈ S. A weight module V is a highest weight module of weight µ if V µ is 1-dimensional, and there is a maximal vector v ∈ V µ generating the module V . A weight module V = λ∈h * V λ is said to be admissible if there exists B ∈ Z >0 such that dim V λ ≤ B for all λ. Weight modules for current algebras L ⊗ S of semisimple Lie algebras L are defined analogously.
The main goal of this paper is to give an explicit construction of all simple admissible modules of L. The finite-dimensional simple L-modules were described by Chari and Rao in the case where S is the algebra k[t, t −1 ] of Laurent polynomials [Ch, Ra] . Their classification easily extends to finite-dimensional simple L-modules when S is arbitrary. See the introduction of [L1] or [CFK] , or the more general results in [NSS, LP, L2] , for instance. By Theorem 2.2 below, this classification also covers finite-dimensional simple modules for the corresponding universal central extensions L. Naturally, these modules are included in our construction.
The following proposition allows us to restrict our attention to L-modules. Our original proof was simplified to the argument below following a discussion with G. Benkart. Proof Since S is of finite type, it is countable dimensional over k. Since g is finite dimensional and V is simple, it follows that V is countable dimensional, and by Schur's Lemma, the central elements r, s of L act as scalars λ r,s on V .
Since the restriction of the Killing form to the Cartan subalgebra h is nondegenerate, there exist h 1 , h 2 ∈ h with (h 1 |h 2 ) = 0. The trace of the operator
r, s acts as the scalar (h 1 |h 2 )λ r,s , and thus has trace dim(V ν )(h 1 |h 2 )λ r,s on V ν . Therefore, r, s acts as zero on all nonzero weight spaces, and thus acts trivially everywhere on V . ✷
Evaluation representations
We will later show that simple admissible modules can be classified in terms of evaluation representations. To explain this statement, let M 1 , . . . , M r ⊂ S be maximal ideals. There is then an evaluation map
where s(M i ) ∈ k is the residue of s modulo M i :
as elements of S/M i ∼ = k. By the Chinese Remainder Theorem, ev M is surjective whenever M 1 , . . . , M r are distinct, and any tensor product W 1 ⊗ · · · ⊗ W r of simple g-modules then pulls back to an irreducible L-module under the evaluation map:
where the action of L on W 1 ⊗ · · · ⊗ W r is given by the formula
Such representations are called evaluation representations of L, and we denote the evaluation representation above by V (M , W ), where M = (M 1 , . . . , M r ) and W = (W 1 , . . . , W r ). If W 1 , . . . , W r are weight modules for g and M 1 , . . . , M r are distinct maximal ideals of S, then we say that V (M , W ) is an evaluation weight module.
Remark 3.1 Note that evaluation weight modules may have infinite weight multiplicities, so they are not necessarily weight modules for L. For example, consider the infinitedimensional sl 2 (C)-module W spanned by the linearly independent set {v i | i ∈ Z}, where
The module W is a simple weight module for sl 2 (C), yet the evaluation weight module W ⊗W obtained by evaluating L = sl 2 (C)⊗S at any two distinct maximal ideals of S has infinite-dimensional weight spaces.
Our next goal is to prove the following theorem, which says that a given simple weight L-module is an evaluation weight module if the L-action φ : L → End V factors through a direct sum of finitely many copies of g. Theorem 3.2 Let V be a simple weight module for L, with module action given by φ : L → End V . Suppose there exist pairwise distinct M 1 , . . . , M r ∈ Max S and a Lie algebra homomorphism ψ : g ⊕r → End V such that φ = ψ • ev M . Then V is isomorphic to an evaluation weight module of L.
We will use the following lemma and proposition to prove this theorem. Lemma 3.3 Let H be a Cartan subalgebra of a semisimple Lie algebra L, and let V be a weight module for L. Suppose that there exists λ ∈ H * such that the space
Proposition 3.4 Let g 1 and g 2 be finite-dimensional semisimple Lie algebras, with Cartan subalgebras h 1 and h 2 , respectively. Suppose that V is a simple weight module for g 1 ⊕ g 2 , with respect to the Cartan subalgebra
Proof Let v ∈ V be a nonzero vector of weight (λ, µ) ∈ h * 1 ×h * 2 . Then W = U (g 1 )v ⊆ V is clearly a weight module for (g 1 , h 1 ), since W η is contained in the (finite-dimensional) weight space V η,µ for all η ∈ h * 1 . Let M ⊆ W be any nonzero g 1 -submodule. Then Hom g 1 (M, V ) has the structure of a nonzero weight module over g 2 , with action (xρ)(m) = x(ρ(m)), for all x ∈ g 2 , ρ ∈ Hom g 1 (M, V ), and m ∈ M . Let N ⊆ Hom g 1 (M, V ) be a nonzero g 2 -submodule. The map
is a nonzero g 1 ⊕ g 2 -module homomorphism, so is surjective by the simplicity of V . In particular, Ψ M,N restricts to a surjection M λ ⊗ N µ −→ V λ,µ , where M λ , N µ , and V λ,µ are the weight spaces of weights λ ∈ h * 1 , µ ∈ h * 2 , and (λ, µ) ∈ h * 1 × h * 2 , respectively. Thus M λ and N µ are nonzero (since V λ,µ = 0).
By Lemma 3.3, there exists a nonzero simple (weight) g 1 -submodule A ⊆ W and a nonzero simple (weight) g 2 -submodule B of Hom g 1 (A, V ). It is completely straightforward to verify that A ⊗ B is a simple g 1 ⊕ g 2 -module, so the surjective map
Proof of Theorem 3.2 Using the Chinese Remainder Theorem, choose elements s 1 , . . . , s r of S so that s i (M j ) = δ ij for all i, j. Let H denote the finite-dimensional abelian Lie subalgebra h ⊗ Span {s 1 , . . . , s r } of L. Since H commutes with h ⊗ 1, its action preserves the (finite-dimensional) weight spaces of V . Let V λ be a (nonzero) weight space of V . By Lie's theorem (or elementary linear algebra), H has a nonzero common eigenvector v ∈ V λ . Note that the evaluation map ev M restricts to a vector space isomorphism
where g is the ith summand of the expression on the right. Thus v is a common eigenvector for the action of the Cartan subalgebra ev M (H) = h ⊕r of g ⊕r . The g ⊕r -module U (g ⊕r )v is a nonzero submodule of the simple g ⊕r -module V , so V = U (g ⊕r )v, and V is a simple weight module for g ⊕r , with respect to the Cartan subalgebra h ⊕r . The result now follows from Proposition 3.4 by induction on r. ✷ It is also relatively straightforward to give an explicit isomorphism criterion for evaluation weight modules. Let M be the set of all isomorphism classes of simple weight (g, h)-modules. The modules in M can be described as cuspidals or simple quotients of parabolically induced modules [Fe] . As has been done in finite-dimensional contexts by many authors, evaluation weight representations can be labelled by functions Ψ : Max S → M. In particular, the evaluation module V (M , W ) is labelled by the function Ψ M ,W , where
where M = (M 1 , . . . , M r ), and [k] is the isomorphism class of the trivial one-dimensional g-module.
The support supp Ψ of such functions is always of finite cardinality, where
The correspondence sending a simple evaluation weight module V (M , W ) to a finitely supported function Ψ M ,W : Max S → M is clearly surjective, and we now verify that it descends to a well-defined surjective map on the level of isomorphism classes of simple evaluation weight modules.
Since g is simple, we see that
From the Nullstellensatz, it follows that {M 1 , . . . , M r } = {N 1 , . . . , N s }, so we can write N i = M σ(i) for some permutation σ of {1, . . . , r}. As in the finite-dimensional case (see [NSS] or [LP] , for instance), it is now straightforward to verify that U i ∼ = W σ(i) as (g, h)-weight modules, so Ψ M,W = Ψ N ,U . There is thus a well-defined map [V (M , W )] → Ψ M ,W from isomorphism classes of simple evaluation weight representations to finitely supported functions Max S → M. The surjectivity of this correspondence is clear. That this map is injective follows from the fact that L-modules form a symmetric monoidal category: that is, permuting the tensor factors W 1 , . . . , W r of an evaluation representation V (M , W ) will not change the isomorphism class of the L-module, provided we apply the same permutation to the sequence of maximal ideals M 1 , . . . , M r used in the evaluation. We have now proved the following theorem: Theorem 3.6 The isomorphism classes of simple evaluation weight L-modules are in natural bijection with the finitely supported functions Ψ : Max S → M. Explicitly, the isomorphism class of V (M , W ) corresponds to the function Ψ M ,W . ✷
As we have already noted in Remark 3.1, evaluation weight modules do not always have finite-dimensional weight spaces, let alone satisfy the admissibility condition that the dimensions of these weight spaces be uniformly bounded. We now turn our attention to the question of which evaluation weight modules are admissible. The answer is surprisingly simple: an evaluation weight module V (M , W ) is admissible if and only if each component W i of W = (W 1 , . . . , W ℓ ) is an admissible g-module, and at most one W i is infinite dimensional. It is interesting to note that by [BBL] , simple infinitedimensional admissible modules exist only for g of types A and C, so every simple admissible evaluation weight module is finite dimensional if g is not of one of these types.
We now review a few results we will need from [Fe] , [BL] , and [BBL] . Let W be a simple weight module for g. We write T = {α ∈ Φ | x α acts injectively on W } and N = {α ∈ Φ | x α acts locally nilpotently on W }. By a lemma of Fernando [Fe, Lemma 2.3] , the root system Φ decomposes as Φ = T ∪ N , and T is a convex set. That is, T = { α∈T c α α | c α ≥ 0} ∩ Φ. For each X ⊆ Φ, we write −X for the set {−α | α ∈ X} ⊆ Φ, and X + (respectively, X − ) for the positive (resp., negative) roots in X, relative to a fixed base of simple roots. Define
Clearly, N a = −T a . Suppose that X ⊆ X ′ are subsets of Φ. If α + β ∈ X whenever α ∈ X, β ∈ X ′ , and α + β ∈ Φ, then we say that X is an ideal of X ′ .
Proposition 3.8 [BL, BBL] (1) T s and N s are root subsystems of Φ. Lemma 3.9 If N a ⊆ Φ + B , α ∈ N s , and β ∈ T s , then α + β is not a root.
Proof Suppose α + β ∈ Φ. By [Fe, Lemma 2.3] , α + β ∈ T or α + β ∈ N . If α + β ∈ T , then α = (α + β) + (−β) ∈ T , since −β ∈ T s ⊆ T and T is a convex subset of Φ. This is a contradiction since α ∈ N , so we see that α + β ∈ N s or α + β ∈ N a . If α + β ∈ N s , then β = (α + β) + (−α) ∈ N s , since N s is a root subsystem of Φ. But then β ∈ N s ∩ T , a contradiction. Hence α + β ∈ N a . But then −(α + β) ∈ T a and −α = −(α + β) + β ∈ T by the convexity of T . Thus α / ∈ N s , a contradiction. Hence α + β is not a root. ✷ Lemma 3.10 Suppose that W 1 and W 2 are simple infinite-dimensional admissible gmodules with T 1 ∩ (±T 2 ) = ∅, where T 1 and T 2 are the sets of roots α for which x α acts injectively on W 1 and W 2 , respectively. Then W 1 ⊗ W 2 is not an admissible g-module.
Proof Choose a pair of nonzero weight spaces W 1,λ ⊆ W 1 and W 2,µ ⊆ W 2 . Suppose that α ∈ T 1 ∩ (−T 2 ). Then the (λ + µ)-weight space of W 1 ⊗ W 2 contains the infinitedimensional space
is not admissible (nor is it even a weight module).
Now assume that α ∈ T 1 ∩ T 2 . Then the (λ + µ + nα)-weight space of W 1 ⊗ W 2 contains the sum n ℓ=0 W 1,λ+ℓα ⊗ W 2,µ+(n−ℓ)α , which has dimension at least n + 1. Since this computation is valid for any positive integer n, there is no uniform bound on the dimensions of the weight spaces of W 1 ⊗ W 2 . ✷ Lemma 3.11 Let α be a simple root in a base B, and let −α be the ideal generated by −α in the set Φ − of negative roots. Suppose that β ∈ Φ \ ± −α . Then there exists γ ∈ −α such that β + γ ∈ −α .
Proof Written as a Z-linear combination of the simple roots α 1 , . . . , α ℓ ∈ B, the highest root θ is of the form θ = ℓ i=1 n i α i , where n i ≥ 1 for all i. Since g is simple and the Chevalley generators x α i , x −α i generate g, there is a nonzero expression ad z r · · · ad z 1 (x α ) ∈ g θ for some collection of z j ∈ {x α i , x −α i | 1 ≤ i ≤ ℓ}. Using the Serre relations, it is easy to see that we can choose the z j to be positive root vectors: z j ∈ {x α i | 1 ≤ i ≤ ℓ} for all j. That is, there is a sequence α = µ 0 ≺ µ 1 ≺ · · · ≺ µ r = θ (partial order taken with respect to B), (3.12) where µ i − µ i−1 ∈ B and µ i ∈ Φ for all i ≥ 0, and µ −1 is defined to be zero. The bilinear form (−, −) : h * × h * → k induced by Killing form is nondegenerate, and every simple root in B appears as µ i − µ i−1 for some i ≥ 0. Therefore, (β, µ s ) is nonzero for some 0 ≤ s ≤ r. Hence β + µ s or β − µ s is a root.
For each element τ of the root lattice, we write τ (uniquely) as a Z-linear combination τ = γ∈B n τ γ γ of the simple roots in B. By the argument used to justify (3.12), it is straightforward to verify that
Thus n β α = 0, n β+µs α > 0, and n β−µs α < 0. For any root τ , all the nonzero coefficients n τ γ must have the same sign, so we see that if β + µ s is a root, then β + µ s ∈ Φ + . Similarly, if β − µ s is a root, then β − µ s ∈ Φ − . If β + µ s ∈ Φ + , then −β − µ s ∈ Φ and n −β−µs α < 0, so −β − µ s ∈ −α . Then β + (−β − µ s ) = −µ s ∈ −α . By the same argument, if β − µ s ∈ Φ − , then β − µ s and −µ s are both elements of −α . ✷
The weight spaces of an L-module are precisely the weight spaces of its restriction to the Lie subalgebra g ⊗ 1 ⊆ L. An L-module is thus admissible if and only if it is admissible as a g-module. Restricted to g ⊗ 1, evaluation modules are tensor products of g-modules, so the admissibility of evaluation representations can be settled using the following key proposition.
Proposition 3.13 Suppose that W 1 and W 2 are simple infinite-dimensional weight modules for g. Then W 1 ⊗ W 2 is not an admissible g-module.
Proof Let T i , N i , T i,s , T i,a , N i,s , and N i,a be the sets (3.7) associated with the g-module W i for i = 1, 2. Let B be a base of Φ chosen so that N 1,a ⊆ Φ
Since W 2 is infinite dimensional and simple, T 2 = ∅, so by Lemma 3.10, W 1 ⊗ W 2 is not admissible.
Without loss of generality, we may therefore assume that B ⊆ T 1,s . If B ⊆ T 1,s ∪N 1,s , then it follows from Lemma 3.9 that Φ = T 1,s ∪ N 1,s , since α + β is never a root if α ∈ T 1,s and β ∈ N 1,s . In particular, (α, β) = 0 for all α ∈ T 1,s and β ∈ N 1,s , so Φ is decomposable, a contradiction. Hence B ⊆ T 1,s ∪ N 1,s , so there is a simple root α in N 1,a .
Since N 1,a is an ideal of Φ + B , we see that the ideal generated by α in Φ + B is contained in N 1,a . Since T 1,a = −N 1,a , we have −α ⊆ T 1,a , in the notation of Lemma 3.11.
By Lemma 3.10, we may assume that T 2 ∩ (±T 1 ) = ∅. Moreover, since W 2 is infinite dimensional, T 2 is nonempty. Let β ∈ T 2 . Clearly, β / ∈ ± −α . From Lemma 3.11, there exists γ ∈ −α such that γ + β ∈ −α .
Choose nonzero weight spaces W 1,λ ⊆ W 1 and W 2,µ ⊆ W 2 . Then for any nonnegative integer n, the (λ + µ + n(γ + β))-weight space of W 1 ⊗ W 2 contains the sum
Since γ, γ + β ∈ T 1 and β ∈ T 2 , we see that
The main result of this section, the following criterion for admissibility of evaluation weight modules, is now an easy corollary of Proposition 3.13.
Theorem 3.14 Let V (M , W ) be a simple evaluation weight module for g ⊗ S, where W = (W 1 , . . . , W ℓ ). Then V (M , W ) is admissible if and only if each of the W i is admissible and at most one of the W i is infinite dimensional.
Proof If each of the W i is admissible and no more than one of them is infinite dimensional, then it is clear that V (M , W ) is admissible. The converse follows directly from Proposition 3.13. ✷
Simple admissible modules
While the main goal of this section is to describe the simple admissible modules of L (and consequently, of the universal central extension of L), we impose the admissibility condition only after some general results which hold for arbitrary simple weight modules. Let V be a simple weight module for L, with action given by φ : L → End V . Since g is finite dimensional and simple, it is easy to verify that the ideals of L are all of the form g ⊗ P for ideals P of the commutative (but not necessarily reduced) k-algebra S. In particular, ker φ = g ⊗ I for some ideal I = I(V ) of S. Our goal is to show that I is cofinite in S.
For each α ∈ Φ ∪ {0}, v ∈ V , and λ ∈ h * , let
Lemma 4.1 The vector space J(λ, Φ) is of finite codimension in S for each λ ∈ h * .
Proof Since V λ is finite dimensional, J(λ) can be expressed as a finite intersection
, where the v i form a k-basis of V λ . The space J(λ, Φ) is thus the intersection of finitely many spaces of the form J α (v). Let x ∈ g α and v ∈ V λ . There is then a linear map
which obviously descends to an injection of S/ ker η x,v into the finite-dimensional space V λ+α , so S/ ker η x,v is finite dimensional. Fixing a basis B α of g α for α ∈ Φ ∪ {0}, we see that J α (v) = ∩ x∈Bα ker η x,v for all v ∈ V λ , so J(λ, Φ) can be expressed as an intersection taken over some finite collection of homogeneous elements x ∈ g and v ∈ V . In particular,
is a linear injection. Since each S/ ker η x,v is finite dimensional, we see that J(λ, Φ) is of finite codimension in S. ✷ Lemma 4.2 J(λ, Φ)S ⊆ J(λ) for each weight λ.
Proof Let r ∈ J(λ, Φ), s ∈ S, and v ∈ V λ . If x, y are elements of our Chevalley basis B, then
Since y ∈ g α for some α ∈ Φ ∪ {0} and v ∈ V λ , we see that (y ⊗ s)v ∈ V λ+α , so x ⊗ r annihilates both (y ⊗ s)v and v, by definition. The Lie algebra g is simple, thus perfect, so
and rs ∈ J(λ). ✷ Proposition 4.3 Let λ be a weight of a simple weight L-module V . Then I = J(λ, Φ), where I = I(V ). In particular, the ring S/I is a finite-dimensional k-algebra.
Proof Let v be a nonzero element of V λ and let w be an arbitrary element of V . Since V is an irreducible representation, w can be expressed as a linear combination of elements of the form (x 1 ⊗s 1 ) · · · (x ℓ ⊗s ℓ )v, where ℓ ≥ 0, s 1 , . . . , s ℓ ∈ S, and x 1 , . . . x ℓ ∈ g. We use induction on ℓ to show that the expression
is zero for all x ∈ g, r ∈ J(λ, Φ), and s ∈ S. If ℓ = 0, then by Lemma 4.2, (x ⊗ rs)v = 0 for all x ⊗ rs ∈ g ⊗ J(λ, Φ)S. Otherwise, ℓ ≥ 1 and
By induction hypothesis,
so rs ∈ I for all r ∈ J(λ, Φ) and s ∈ S. Taking s = 1, we see that J(λ, Φ) ⊆ I. Since I is obviously contained in J(λ, Φ), we now see that I = J(λ, Φ), and S/I is finite dimensional. ✷
The following proposition, together with Proposition 4.3, is the crucial ingredient to showing that simple admissible modules are always evaluation representations. We will now add (and use) the hypothesis that V is a simple admissible (weight) module of L.
Proposition 4.4 Let V be a simple admissible module of L. Then I = I(V ) is a radical ideal of S.
Proof After a few preliminary observations, we will divide the proof into several steps.
Suppose I is not a radical ideal, and let A = S/I. Then V is a faithful representation of g⊗A, and A is finite-dimensional by Proposition 4.3. Since A is artinian, its nilradical nilrad A = √ I/I is nilpotent. There is thus some m > 1 such that (nilrad A) m−1 = 0, but (nilrad A) m = 0. Let N = (nilrad A) m/2 , where m/2 is the least positive integer greater than or equal to m/2. Then N = 0, but N 2 = 0.
The finite-dimensional abelian subalgebra h⊗N commutes with h⊗1, so it preserves the (finite-dimensional) weight spaces of V . In particular, h ⊗ N has a nonzero common eigenvector in each weight space of V . Fix such an eigenvector v ∈ V .
Step 1 Let α ∈ Φ + and s ∈ N , and set x = h α ⊗ s, y = x α ⊗ 1, and z = 2x α ⊗ s. Suppose z n v = 0 for some n ≥ 0. Then the set {z n−r y r v | r = 0, . . . , n} is linearly independent.
Proof Since [x, z] ∈ g ⊗ N 2 = 0, we see that z commutes with x and y. By induction, it is easy to verify that xy r = y r x + ry r−1 z, in the universal enveloping algebra U (L), for r ≥ 1. Suppose R = for ℓ = 0, . . . , n. Taking ℓ = n, we obtain n!c n z n v = 0, so since z n v = 0, we have that c n = 0. Taking ℓ = n − 1 then gives
so c n−1 = 0. By induction on ℓ, we see that c ℓ = 0 for ℓ = n, n − 1, . . . , 0, and the set {z n−r y r v | r = 0, . . . , n} is linearly independent.
Step 2 The element z = 2x α ⊗ s acts nilpotently on v.
so ρ = 0 and (h ⊗ N )w = 0. Hence (g ⊗ N )w = 0.
Step 6 I is a radical ideal. Proof Let W = {a ∈ V | (g ⊗ N )a = 0}. Since N is an ideal of S, W is an Lsubmodule of V . But W is nonzero by
Step 5, so W = V since V is simple. Therefore, (g ⊗ N )V = 0, contradicting the faithfulness of the action of g ⊗ A on V . Hence I is a radical ideal of S. ✷
The fact that I is a radical ideal lets us prove the following theorem, one of the main results of this paper.
Theorem 4.5 Let φ : L → End V be an irreducible admissible representation. Then V is isomorphic to an evaluation module.
Proof By Theorem 3.2, it is enough to show that φ factors through an evaluation map ev M : L → g ⊕r for some collection of distinct maximal ideals M = (M 1 , . . . , M r ) of S.
By Propositions 4.3 and 4.4, the kernel ker φ = g ⊗ I is cofinite in L, and I is a radical ideal. It follows that I is the intersection of finitely many distinct maximal ideals → g ⊕r is precisely ev M . Therefore, φ factors through ev M , and V is isomorphic to an evaluation module. ✷ By combining Theorem 3.6, Theorem 3.14, and Theorem 4.5, we obtain our main theorem, the following classification of the simple admissible modules for current algebras:
Theorem 4.6 (1) Let V be a simple admissible L-module. Then there is a collection of distinct maximal ideals M 1 , . . . , M r ⊂ S and simple admissible g-modules W 1 , . . . , W r such that at most one W i is infinite dimensional, and V ∼ = V (M , W ), where M = (M 1 , . . . , M r ) and W = (W 1 , . . . , W r ).
(2) If M = (M 1 , . . . , M r ) consists of distinct maximal ideals of S, and each W i in W = (W 1 , . . . , W r ) is simple, then V (M , W ) is a simple L-module. Such an Lmodule is also admissible if and only if each W i is admissible and at most one W i is infinite dimensional.
(3) Let A be the set of all isomorphism classes of simple admissible g-modules, and let A ∞ ⊆ A be the set of isomorphism classes of infinite-dimensional simple admissible g-modules. The isomorphism classes of simple admissible L-modules are in natural bijection with the finitely supported functions Ψ : Max S → A for which Ψ −1 (A ∞ ) has cardinality at most 1.
Proof This theorem is an immediate consequence of Theorems 3.6, 3.14, and 4.5. ✷ Remark 4.7 As shown in [BBL] , infinite-dimensional simple admissible g-modules exist only when g is of type A or C. The simple admissible L-modules are thus finite dimensional for all other g.
Remark 4.8 By Theorem 2.2, the statement of Theorem 4.6 also holds when L is replaced by its universal central extension L.
