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SUMMARY 
A Monte Carlo model is presented which simulates the time 
history of the players' positions and velocities. Passing plays are 
excluded. The play is broken into constant-interval epochs at which 
the players select their respective strategies. These in turn are 
used in conjunction with kinematic equations to update the players' 
state variables. Various objectives are formulated for the three 
classes of players (offensive ball-carrier, defensive tacklers and 
offensive blockers). Interactions between players (blocking and 
tackling) are postulated from considerations of particle dynamics. 
Sample results are given on unstructured 3-on-3 cases to show the 
workings of the model. The methods for the validation of the model 
are presented and the validation results listed. Four sample plays 
(two offenses vs. two defenses) are introduced and the model results 
shown. Uses for the model are demonstrated in the areas of play 
selection and strategy evaluation. Extensions are shown on appli­




Football coaches as decision-makers are required to make long-
range and short-range decisions just as surely as the management of a 
corporation. These decisions, in turn, have a definite effect on the 
health of that organization. And, just as in the case of the corpora­
tion, the coaches are accountable for the effect of those decisions. 
More and more frequently, the decision-maker has looked to mathematical 
models. In the cases where the system is even moderately complex, the 
methodology often used is simulation. This thesis develops a physical 
simulation model to describe the basic and fundamental interactions for 
the game of football. 
It should not be surprising that an industrial engineer should 
do this. Horowitz, in his analysis of professional baseball, states 
in the Journal of Industrial Engineering [12]* 
. . . whether it is looked on as sport, business, or a combination 
of the two, organized baseball is run by managements that are 
attempting to maximize something, be it profit, utility, or 
number of first place finishes. . . . This model provides a 
framework for decision-making that can be extended beyond this 
particular 'industry'. 
This combination of sports and business has been increasing in 
the last decades (indeed in professional sports they have been linked 
*page 170. 
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from their inception) to where the "sports industry" is a recognized 
and accepted part of the American culture. In this environment the 
Operations Researcher is comfortable—most of the techniques acquired 
for business and industry apply equally. 
But this thesis is not primarily an attempt to model the decision­
making process of the managers of football. The game itself, especially 
the play, offers a rich area for modeling, since by its nature it is 
competition-oriented, statistically documented, and provides an im­
mediately available objective criterion (i.e. the yardage gained). 
Thus, Chapter III is the focus of the thesis. A model of 22 players 
acting at times as a cohesive unit and at times independently is stag­
geringly complex. Thus a number of simplifying assumptions are re­
quired, and these are discussed in the first three sections of the 
chapter. The chapter then develops, in sequential fashion, all the 
basic interactions between football players. The simplest isolated 
one defender versus one ball-carrier situation is studied, and then 
the concepts are generalized to eleven-player teams. Finally, the 
methods used to incorporate all the model's parts into a unified and 
flexible model are described. 
Chapter IV takes the model from the previous chapter and shows 
the methods used to validate the model. Again, assumptions are needed 
and these are described. Data from game films are presented and com­
pared to the model results. From this comparison, the hypothesis of 
the validity of the model is tested. Chapter V describes the offensive-
defensive plays which were chosen for modeling. The chapter also lists 
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the simulation results for these offensive-defensive pairs. 
Chapters III, IV, and V deal with the development and validation 
of the model and the application of it to specific plays. With this 
as a basis, Chapter VI deals with how the results may be used to assist 
the decision-making process for the coaches. Both long-term and short-
term planning is addressed, with an emphasis on frequently encountered 
(and highly publicized) decisions. Finally, Chapter VII reviews the re­
search, states some conclusions, and lists some areas of possible 
further research. 
In the immediately following pages, Chapter II addresses the 
literature relevant to the techniques required in Chapters III and VI. 
A survey is also presented of the modeling efforts in the sports field. 
The second half of Chapter II gives a statement of the problem and dis­
cusses the scope of the study. 
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CHAPTER II 
LITERATURE SURVEY AND STATEMENT OF PROBLEM 
This chapter provides a background for the topics addressed in 
the rest of the thesis. Section 2.1 presents a survey of the literature 
applicable to the thesis. Within this section, 2.1.1 describes the 
use of mathematical simulation as a modeling tool and 2.1.2 lists the 
literature of game theory. The various existing sports-related models 
are described in 2.1.3. 
Section 2.2 presents a formal statement of the problem and the 
scope and limitations of the thesis. 
2.1 Literature Survey 
Although the literature abounds with the classical operations 
research techniques, relatively few apply these techniques to sports. 
2.1.1 Mathematical Simulation 
Thierauf and Grosse [21] describe Monte Carlo simulation in the 
following terms: 
Simulation involves the construction of some type of mathematical 
model that describes the system's operation in terms of individual 
events and components. The system is further divided into elements 
and the interrelationships of those elements with predictable be­
havior, at least in terms of a probability distribution, for each 
of the various possible states of the system and its inputs. . . . 
During World War II, psysicists at the Los Alamos Scientific 
Laboratory were puzzled by the behavior of neutrons. The two 
mathematicians [Von Neumann and Ulam] suggested a solution which 
amounted to submitting the problem to a roulette wheel. Step by 
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step, the probabilities of the separate events were merged into 
a total picture which gave an approximate but workable answer to 
a problem. Von Neumann gave it the code name "Monte Carlo" for 
the secret work of Los Alamos. The Monte Carlo method, which 
is actually the study of the laws of chance, was so successful 
on neutron diffusion problems that its popularity spread and 
included the area of operations research.* 
In the post-World War II period, there are many published ap­
plications of the Monte Carlo simulation method. Most are straight­
forward applications of the procedure described above, differing only 
in the system to which the simulation is applied. Those studies in­
volving sports are listed in Section 2.1.3. 
2.1.2 Game Theory 
The theory of games date to Von Neumann's first paper on the 
subject in 1928. The first comprehensive work on the subject, The 
Theory of Games and Economic Behavior [231. by Von Neumann and 
Morganstern appeared in 1944 and was hailed as "one of the major 
scientific achievements of the first half of the twentieth century." 
[6]** The theory provides a methodology to evaluate the various 
strategies available to two or more competivive players, relative to 
their respective payoffs for the resultant event. The concepts of pure 
and mixed strategies, value of the game, and the mini-max theorem 
which were first presented in this work now permeate game theory and 
mathematical programming. 




where strategies were time dependent and differentiable. These games 
were motivated by, and possess a rich application in, pursuit and 
evasion games. The structuring of football as a pursuit-evasion game 
gives a natural application to a football model. Indeed, Isaacs gives 
several football examples to illustrate the theory; one of these is 
presented in Chapter III. Isaacs also introduces the use of kinematic 
equations as functions of the strategies of the players, a concept also 
used in Chapter III. 
2.1.3 Mathematical Models of Sports 
Baseball seems to be a topic inspiring the bulk of sports-related 
mathematical models. Cook presents a statistical analysis of pro­
fessional baseball in Percentage Baseball [5]. Cook contends that many 
strategical decisions made by managers and universally accepted as 
"smart baseball" are in fact overrated and have no statistical justifi­
cation. Horowitz presents in the Journal of Industrial Engineering 
[12] a decision-making model for coaches for baseball planning and 
trading decisions. Featherstone and Studenmund give in Research 
Quarterly [7] a regression model for baseball standings. The independ­
ent variables for this study are the team's earned-run average, batting 
average, number of home runs, and fielding average (the last term was 
found not statistically significant). The authors found that the model 
predicted the pennent winners and games wond remarkably well. Freeze 
[9] presents a Monte Carlo simulation of professional baseball and uses 
the model to analyze the possible batting order strategies. The model 
of baseball is taken from the Sports Illustrated Baseball Game. Freeze 
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reports little difference (three extra games won or lost in a 162-game 
season) in the choices of the batting orders. 
The sport of golfing is also the subject of mathematical models. 
The efforts in this area seem to concentrate on the problem of handi­
capping (i.e. making a fair match between two unequally skilled players). 
Scheid [20] fits a family of cubic equations to simulated data to derive 
a relationship between the probability of the stronger player winning, 
the handicap differential, and the handicap strokes allowed. Pollock 
[17] develops an analytical model which is interesting but requires 
a number of difficult assumptions to give manageable results. 
The area of football has stimulated relatively fewer attempts at 
modeling. Carter (a former college and professional quarterback) and 
Machol [4] present a calculation of the expected point values of pos­
session of the football with first-down and ten yards to go, based on 
National Football League data. Grouping the data into ten-yard strips, 
the authors arrive at a ten equations in ten unknowns system. By 
solving these equations, they conclude that a team which has first and 
ten behind its twenty yard line has a negative expected point value, 
a zero (approximately) value at the twenty yard line, four points at 
the opponent's twenty yard line and six points at the opponent's five 
yard line. Fitzgerald gives a game simulation in his Master's thesis 
[8]. The simulation concerns mainly an attempt to simulate strategic 
(run, pass, punt, or kick a field goal) decisions from game situations 
and translate these into game results. 
The major practical use of computers in football at this time 
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seems to be in scouting and game film data analysis. Wallace [24] 
describes a commercial computer package which reduces raw data in­
putted from game films to frequency data for the offense and defense 
of the team in question. This procedure is done manually in most cases 
anyway, and the package offers no modeling but is rather a more ef­
ficient data manipulation alternative. In the area of scouting, 
Zimmerman [26] reports three scouting syndicates for professional foot­
ball, each of which use the computer to compile their scouting reports. 
The modeling in the area of sports reported above are devoid 
of any analysis of the basic interactions of that sport. In the simu­
lation of baseball, the strategy is concerned totally with decisions 
regarding players once they get on base—the relationships of balls 
and strikes to that probability of getting on base is not modeled. 
In golf, the model of the game consists of means and variances of the 
required shots for a hole (and some models eighteen holes), and not 
the modeling of club selection, the course layout, and means and var­
iances of the various shots. In the football models, the game simu­
lation is dependent on the distribution of gains of plays or classes 
of plays (runs, short passes, long passes, etc.) which are somehow 
estimated, without regard to who is playing and what specific play is 
called. In short, the kind of model to be presented in Chapter III does 
not appear in the literature—either from a lack of effort in this 
direction, or a lack of success. 
Kinesiology, defined by Wells and Luttgens [25] as "the study 
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of human movement from the point of view of the physical sciences,"* 
traces its origins to a remarkable series of lectures by Professor 
A. V. Hill, compiled in Living Machinery [11] in 1927. In this and 
following works, Hill introduces the application of physical laws to 
model human activity. The result most relevant to this work is his 
model of human running, which is identical in form to (3.8). Since 
that time, a considerable amount of effort has been expended to fit 
curves of a given form to world-record track times. These all are 
one-dimensional, at least implicitly in the model, even if the runners 
actually run around a track. Three of these models have enjoyed con­
siderable success, and are mentioned below. Keller [14] gives a modi­
fication of Hill's equation to account for fatigue, which he calculates 
becomes a factor in his model at distances greater than 291 meters. 
Henry [10], with refinements by Purdy [18] give an equation relating 
average velocity as a summation of five exponential terms in the time 
run. The exponential form is motivated by models of physiological 
processes which are known to occur. The third model is an equation 
given by Ulbrich [22] relating time to a quadratic polynomial in the 
square root of distance. Despite the competing models, Hill's equation 
gives an adequate representation of runners at sprint distances, and 
is also flexible enough to model non-world record runners. 
2.2 Statement of the Problem 
A football player's position at a given time on the football 
*page xiii. 
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field can be represented by a two-component vector z.* This thesis 
treats the problem of describing, within the framework of a simulation 
model, the positions and velocities (z and dz/dt, respectively) as 
functions of time for the twenty-two players involved in a running play. 
In the following development, passes are excluded in that they require 
a different philosophy for both the defense and offense. 
Each individual has certain attributes which contribute to his 
effectiveness as a football player. These attributes, notably speed, 
strength and weight, are required to properly model the player's actions 
and reactions. This implies, in turn, some relationships between these 
attributes and the results on the playing field. 
The first important aspect of the problem is to determine how 
individuals are able to move on the football field. To this end, 
mathematical representations of human motion must be applied in the 
model. The next aspect is to determine how a football player allocates 
his potential for movement. On the football field, this decision is 
dictated by the particular situation of each player and his relation­
ship to other (team-mate and opposing) players. A justifiable decision­
making criterion for each of these relationships must be found to model 
the possible situations which may arise. Finally, the major inter­
actions—blocking and tackling—must be modeled. 
The model specified is just that, a representation of what happens 
on a football field. The use of this model would come in drawing con-
*z = ( x , y ) where the x-component is parallel to the yard 
markers and the y-component is parallel to the sidelines. 
elusions about the game and the plays based on the outcomes of the 
simulation. The areas of these possible uses must therefore be in­
vestigated also. 
2.3 Scope and Limitations 
Some important aspects (to the players, coaches and fans) of 
football games will not be modeled here. These limitations, required 
either because of a dearth of supporting data or because of their 
second-order effects, include: 
1. the effects the score or the down/yards-to-go have on the 
players 
2. the effects of fatigue on the players 
3. the effects of playing environment (weather, lighting 
conditions, playing surface, etc.) on the players 
4. the mechanism whereby players determine distances and 
velocities of other players. (It is assumed each player 
knows these values for every other player.) 
For convenience, the plays modeled assume that no fumbles 
take place. This could be changed with little difficulty, but then 
a new objective would have to be substituted for the ones in the model 
Penalty-free plays are the only ones considered. Again, these 
could be incorporated in the model, with the only added difficulty the 
minor problem of detecting the infractions. 
Finally, it is implicitly assumed in the following development 
that a player's skill is completely represented by these attributes— 
his weight, his strength and his speed. These are important character 
istics, and readily quantifiable ones, but no claim could be made that 
12 
they are in fact the only ones. The problems of modeling what players 
and coaches consider important ("heart," determination, pride) are beyond 
the scope of the study, and perhaps the discipline, and are better left 
for future consideration. 
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CHAPTER III 
DESCRIPTION OF THE MODEL 
In Chapter II the statement of the problem was given. Chapter 
III develops the sub-models which describe the component parts of a 
play. These are then unified to obtain a complete model. 
Section 3.1 addresses the football regulations which (under the 
specified scope of the thesis) represent constraints on the players. 
In Section 3.2, Hill's equation is expanded into vector equations 
and generalized to include non-zero initial motions. These equations 
play a fundamental role in the subsequential analysis of the players' 
strategy, and thus considerable effort is taken to show the derivation. 
Section 3.3 addresses some limitations placed on a player's 
means of actions due to his physical makeup. These physiological con­
straints are mathematically stated in terms of the formulas of Section 
3.2. It must be stated that these constraints are in fact assumptions, 
and justifications of these assumptions, where possible, are included 
in the text. 
With the first three sections of Chapter III as a foundation, 
Section 3.4 begins the analysis of determining the optimal strategies 
for the most simple one-on-one case. In 3.4.1 the analysis is for 
the offensive player's strategy, in 3.4.2 the defensive strategy is 
considered. Finally, in 3.4.3, the effect of using epochs with con-
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stant player strategies for the duration of those epochs is discussed. 
In 3.5 the one-on-one analyses are generalized and include the effects 
of team-mates blocking for the ball-carrier (3.5.1), the offensive 
blockers' strategies (3.5.2), and the M-on-N defensive reactions 
(3.5.3). 
The blocking model is discussed next in Section 3.6. The 
simplest one-on-one block is considered in 3.6.1. The blocking model 
is broken into two component parts: 3.6.1.1 describes the delay 
distribution (the distribution of the length of time the block lasts) 
and 3.6.1.2 describes the players' resultant motion while the block 
continues. In 3.6.2, double-team blocking is considered, with 3.6.2.1 
and 3.6.2.2 addressing the delay distributions and resultant motions, 
respectively. The tackling model is similar to the blocking model in 
many respects. Section 3.7 describes this model. It is perhaps im­
portant to reiterate that in Sections 3.6 and 3.7, whenever possible, 
physical laws are invoked. 
Finally in Section 3.8, the model is unified. There are several 
techniques available to model plays realistically, and these are listed. 
Section 3.9 gives two examples. 
3.1 Operational Constraints 
Those football regulations regarding the players' positions and 
velocities will be considered as the operational constraints of the 
problem. These are not technically constraints (from the spectators' 
viewpoint) but rather infractions of the rules. The purpose here, how­
ever, is to model penalty-free plays; thus the consideration of the 
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following as constraints is proper: 
1. Eleven players on offense and eleven players on defense 
are required for each play. 
2. Initial positions of the offensive and defensive players 
must be on their respective sides of the line of scrimmage. 
The initial velocities of the defensive players are arbi­
trary. All offensive players, except for one pass-elligible 
receiver or back, must be stationary at the beginning of 
each play. The movement of the one player who is allowed 
a non-stationary initial motion must be away from or paral­
lel to the line of scrimmage. 
3. If any player leaves the playing field (i.e. moves outside 
the sidelines) he is prohibited from having any further 
effect on the play. If the player leaving the field is 
the ball-carrier, the play is terminated with the gain 
the point the ball-carrier leaves the field of play. 
4. If the ball-carrier's forward velocity is so impaired by 
the effects of a tackle that he ceases to gain yardage, 
and no probable occurance will change this situation, 
the play is terminated with the gain as the most forward 
point of the ball-carrier's position. 
3.2 Kinematic Equations 
The kinematic equations describe the relationship between a 
player's desire to move (to be called his strategy) and his resultant 
motion. These are fundamental relationships and all subsequent deri­
vations will in some way depend on these results. 
Let the vector z(t) = ( x(t), y(t) ) be a representation of a 
player's position from the assigned origin* at time t. Then dz(t)/dt 
2->- 2 
and d z(t)/dt are the player's velocity and acceleration at time t, 
respectively. The goal in this section is to formulate a relationship 
*The origin is chosen to be midfield along the x-direction and 
on the line of scrimmage along the y-direction. 
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between the player's strategy and his resultant motion. The obvious 
first step is to apply Newton's Second Law: 
F(t) = m ^ % ^ (3.1) 
dt 
where F(t) is the force the player generates (in the horizontal plane) 
and m is the player's mass. Assume F(t) takes the form 




Setting C 1 =: k ^ m > 0 
*This equation is mathematically equivalent to that of pushing 
a mass along a horizontal surface with a given friction coefficient. 
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,2-> d z 
dt 
(tl + c dz(t) = g ( 
2 + C l dt C U ; 
,2-*-,.. C,t C t C t 




\ C nt dz(t) 1 — e 
dt = C(t) e 
Integrating (3.4) requires the form of C(t). Two cases will be 
considered. 
Case A: C(t) = C = constant 
Thus (3.4) becomes 
d_ 
dt 
<£<t) C l t 
~dF~ e = C e 
dS(t) C i t 
~ d T ~ e c ^ e + K i (3.5) 
dt c Ki 6 





I = dz(0) _ C_ 1 dt 
and 
dz(t) _ C_ . C l t dz(0) ^ C l f c 
" d T " " c x ( 1 " e } + ~dT~ e 
(3.6) 








K 2 = z(0) -
C-C 1(dz(0)/dt) 






z(t) = z(0) + -t -
C-C (dz(0)/dt) 
(1-e 1 ) (3.7) 
For convenience later, this equation is broken into its coordinate 
parts: 
x(t) = x(0) + TT^t -
Cx-C^CO) 
(1-e ) (3.8) 
y(t) = y(0) + -
L l 
Cy-C^CO) 
(1-e 1 ) (3.9) 
Hill's equation is the one-dimensional equivalent for x(0) = x(0) = 0 
and C x a constant for all time. The author's extension is to expand 
the equations to planar motion, allow initial positions and velocities 
different from zero, and to treat C x (and Cy) as constrained variables 
(see the Physiological Constraints) rather than constants. 
-> ->- ->- - » - - » • Case B: C(t) - C + yt; where C and y are constants 





£_ _ X_ + X _ t 







z(t) z(0) + C Y t + -y 2C. 
2 3 
C l C l 
dz(0)/dt (1-e 1 ) 
(3.11) 
Note that in the above equations 










[dz(t)/dt] = yards/second 
The model treats the C and y as variables to be determined by 
the process of optimizing various objectives. The following sections, 
in addition to various other topics, will deal with certain constraints 
that define the feasible values for these variables. 
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3.3 Physiological Constraints 
Physiological constraints are those limitations placed on a 
player's actions due to either his particular physical make-up or 
physical characteristics common to all players. The constraints used 
in the model are: 
1. No direct interaction (i.e. blocking or tackling) can occur 
at distances greater than one yard. Indirect interactions 
(influencing an individual's strategy and thus his position 
or velocity by one's presence) may occur at any distance. 
2. I|C|I .£ C, where C is a constant suitably chosen. For an 
heuristic justification of this, note the case x(0) = y(0) = 











Experience dictates that a runner starting from a standstill 
and sprinting in a straight line should increase his velocity 
until it reaches a maximum (or asymtotically approaches it). 
The velocity will then stay relatively constant until fatigue 
sets in—usually after one hundred yards or so. A reasonable 
constraint for this individual running in a straight line 
(say the y-direction) is |c | <_ C. The generalization sug­
gested by (3.14) is 
3. does not depend on the individual player but rather is 
constant for all players. There is really only one justi­
fication for this assumption: there is no data available 
to determine what the value should be for every player on 
a team. The remainder of the formulation would not re­
quire this assumption; if the various values of were 
available, the formulas could be modified to reflect this 
refinement. 
4. A player can make his choice^ of C(t) only at the beginning 
of an epoch. The value of C(t) then remains constant until 
the next epoch when he is allowed a new choice. There is 
a physiological justification for this criterion in that 
it is physically difficult to change directions except 
at the instant that one's feet hit the ground. Taking 
each epoch as that instant, the above assumption is that 
a close approximation results if it is assumed that all 
the players take steps (of equal duration) simultaneously. 
The case of the offensive ball-carrier isolated on one defensive 
(3.15) 
or 
C| | < C (3.16) 
3.4 One-On-One 
defender rarely occurs in the course of a play. This one-on-one case, 
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however, is the simplest of all indirect interactions, and the analysis 
of this restricted case is necessary prior to the more general formu­
lations. 
Consider two players: player E is an offensive ball-carrier 
E P with a given C , player P is a defensive player with a given C , and 
their respective positions and velocities are known to each other. 
(The P and E are for pursuer and evader as in the literature of 
pursuer-evader games). 
->P ->E 
How then, should C and C be reasonably chosen? Isaacs [13] 
presents a differential game example* where the initial velocities 
P E 
are zero and C and C are equal. 
Figure 3-1. Isaacs' Differential Football Game 
*p. 146. 
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Using symmetry arguments, Isaacs reasons the optimal strategies 
are for both players to run to 0. By doing so E will maximize the 
y-component of the intercept point while P simultaneously minimizes 
the y-component of the intercept point. Figure 3-1 can be easily 
modified to take into account that P and E are not points but rather 
(in two dimensions) circles of diameter 1. 
P 
E 
Figure 3-2. Optimal Strategy When Players Are Circles of Diameter 1 
In this case P should run toward Op and E should run toward 0. 
The concept of this mini-max criterion will be used to develop E's 
objective function. 
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3.4.1 Offense: Ball-Carrier 
The mini-max criterion is applied as follows: E chooses his 
-*E 
C in such a way that the y-component of the worst-case intercept 
point is maximized. A more precise description of E's decision process 
is 
maximize. y^[t*(C")] (3.17) 
s.t. t*(C E) = inf [T(C P,C E)] (3.18) 
T(C P,C E) = {t: | |z E(t) - l P ( t ) | | < 1 or |y E(t)| > 26.67} (3.19) 
t*(C E) > 0 (3.20) 
->-F 
0 < t < t*(C ) (3.21) 
^ = -d"t = 0 < 3 ' 2 2 > 
|y E(t)| < 26.67 (3.23) 
|y P(t)| < 26.67 (3.24) 
I|C M l C (3.25) 
26 
|f P|| < C P (3.26) 
The objective function (3.17) seeks to maximize the y-component 
of the intercept point, where the time of interception is t*(C ) . 
Constraint (3.19) defines the intercept requirements, and (3.18) is 
a constraint which forces the ball-carrier to assume P ? s motion is 
such that the time of interception is minimized. This is obviously 
E ) E a valid requirement if dy (t)/dt _> 0 for all 0 <_ t <_ t*(C ) and all 
C . If dy (t)/dt < 0, or "backwards" motion is to be allowed, the 
problem becomes more difficult (it is in the defender's interest 
to allow the ball-carrier more time to run—but only if doing such 
does not eventually result in a larger gain). These difficulties can 
be circumvented if 
1. only C > 0 are allowed 
y -
E E 
2. dy (0)/dt < 0 only in cases when dy (t)/dt _> 0 for all 
t e T(C P,C E) 
With these restrictions, (3.18) becomes a logical mini-max 
criterion for E to follow. Constraints (3.20) and (3.21) force con­
siderations to be in the future and prior to (or at) the end of the 
play. Constraint (3.22) dictates the Case A equations are to be used. 
Constraints (3.23) and (3.24) require both players to remain on the 
playing field during the course of the play. Finally, (3.25) and 
-*"E -H? 
(3.26) require the C and C that are chosen meet the physiological 
velocity constraint. 
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If C E ^ (0,C E), then T(C ?,C E) will not be null. If C E = (0,C E), 
->P -*E 
T(C , C ) could conceivably be null (i.e. E would never move out-of-
p 
bounds, and P is located in such a position and has such a C that 
->E E no intercept is possible). In this case, C is set to (0,C ) . * 
It is important to note that the calculations above imply that 
-KE ->P 
both C and C are constant for the duration of the play. In fact, 
this is not the case in the simulation. Rather, C is held constant 
only for the duration of the epoch. Then the process of generating 
->E 
a new C is repeated based on new (updated) inital conditions. 
The crux of solving the problem is finding a way to find 
T(C ,C ) and t*(C ) . The method chosen is to solve for T and t* for 
each given value of C . Rewriting (3.19) 
T(2?,?E) = [t: | l E(t) - "JP(t:)| < 1 l| U jt: |y E(t) | _> 26.67^ 
(3.28) 
= T 1 ( C E , C P ) U T 2 ( C E ) 
and using (3.18) 
t*(C ) = min [ % Tl(SE,Jp) 
{cp> 1 
inf T 2 ( C E ) 
= min [t 1,t 2] 
*In every other case the problem could be simplified greatly 
by noting that for the optimal C , x (t*(c )) = 26.67. This does not 
generalize to the M-on-N case, however, so this aspect will not be 
utilized. 
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where = inf and = inf T^. Assuming T^CC ) is non-empty 
(C f 0 is sufficient), and using arguments on the continuity of 
E i E i 
y (t) and |y (0)| _̂  26.67, then t^ must be the smallest value which 
E i 
satisfies |y (t^) | = 26.67. Thus is found by increasing t from 
0.1 seconds by 0.1 second increments and checking to see if 
i E i 
|y (t) I j> 2.6.67. If this has not occurred by t = 10.0 seconds, 
->E 
then T^CC ) is assumed null, and t^ set to infinity. If a t is found 
E E so that |y (t)| >_ 26.67, then a value for which |y (t)| = 26.67 + 0.1 
is found, and set to t^-
Assuming T^ non-empty, and again arguing on the continuity of 
z (t) and z (t) and the fact that ||z (0) - z (0)|| > 1, it is clear 
that t^ is the smallest value of t that satisfies 
i ->-E . N -VP . v i i z (t) - z (t) = 1 
i - V F - V P i i ? 
z*(t) - z*(t) r = 1 (3.29) 
F P 2 F P 2 
[x*( t ) - x * ( t ) r + [y ( t) - y < t ) r = 1 
->E E E Since C is specified, x (t) and y (t) are known for all t ^ 0. For 
P 
any value of t, then, the only variables to be determined are and 
C y Applying (3.8) and (3.9) 




k 0 = c -2 x 
k~ = C 
3 y 
[x P(0) - x E(0)] 
C l k l 
[y P(0) - y E(0)] 
[/(O) - y E(0)] 
-C, t 
c l k l 
-c t 
(1-e 1 ) 
Applying constraint (3.26) 
/ ( c p ) 2 + ( c p ) 2 < c p 
x y — 
P 2 P 2 P 2 




Figure 3-3 below shows graphically (3.30) and (3.34): 
h = r - ( 1 " e 2 ) < 3- 3 1> 
1 
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Figure 3~3. Geometric Interpretation of Equation (3.29) 
P P 
Equation (3.34) describes a disc centered at the origin of the C^ - C^ 
p 
plane, and with a radius of C . Equation (3.30) describes a circle 
centered at (k^jk^) with radius 1/k^. For t = 0, the circle is ill-
defined, but: for all t > 0, it is possible to determine if the disc 
and circle intersect. The value for t^ is precisely the smallest value 
for which they do, or equivalently 
/ k 2 2 + k23 < C P + ~ (3.35) 
This is solved by allowing t to vary between 0.01 seconds and 10.0 
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seconds by 0.05 second increments. If at t = 10.0 seconds, no value 
has satisfied (2.35), is assumed null and t is set to infinity. 
If, however, some t < 10.0 seconds is found that satisfies (3.35), 
A F T - 2 - p a value of t is found so that / + = C + 1/k^ + 0 . 0 5 and t^ 
is set to this value. 
Onc€>. t^ and are found, it is a simple matter to use (3.28) 
to determine t*(C ) , which is of course dependent on which value of 
C is used. (If both t^ and t^ are infinite, this implies that T(C ,C ) 
-*~E 
is null.) This value of t*(C ) can be used to evaluate the objective 
function. A closed form representation of (3.17) as a function of 
•±E 
C is difficult. Thus, instead of evaluating analytically all possible 
C , a representative (finite) sample is selected by letting 
C E = C E cos 6 (3.36) 
C E = C E sin 9 (3.37) 
y 
for 6 ranging between 0° and 180° in increments of 2°. If a more 
accurate determination were required, smaller increments or an ap­
propriate search scheme could be utilized. 
3.4.2 Defense 
The mini-max criterion for a defensive player is appealing— 
much of the analysis for the defensive ball-carrier would apply. But 
consider the Isaacs example of before. If after an epoch a player 
moves a certain distance, say A, then Figure 3-4 shows the optimal 
case: 
E 
Figure 3-4. Defensive Game, "Optimal" Case 
P goes to P 1 along the path PO and E goes to E 1 along EO. 
The problem of determining optimal strategies for the next epoch 
would give identical strategies as this epoch for both P and E. 
Thus 0 would seem to be the optimal gain. 
Consider the results if E should select a "non-optimal" 
strategy: 
E 
Figure 3-5. Defensive Game: "Non-Optimal" Case, Epoch 1 











\ ' y s y s 
E' 
Figure 3-6. Defensive Game: "Non-Optimal" Case, Epoch 2 
It is obvious that P is in a considerably worse position at the second 
epoch (not even taking into account P's velocity vector is toward the 
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near sideline while E's velocity is toward the far sideline, making 
the situation favor E further). What happened to the "optimal 
strategy" and "optimal gain"? 
The answer is that an assumption made in elementary differential 
games is that all contestants have instantaneous response. But this 
assumption violates the fourth physiological constraint: the simu-
->-E -KP 
lation requires constant C and C over the span of an epoch while 
the differential game requires them to be differentiable. The dif-
ferentiable game counterpart to E's non-optimal strategy of Figure 3-6 
would be as below: 
\ 
E 
Figure 3-7. Defensive Game, Differential Case 
Since 0 is further downfield than 0', the EO strategy is to be pre­
ferred by E. 
Although the paradox is resolved, it does no good in enlightening 
an adequate strategy for P. Some points which may help in the formu-
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lation of P's objective function below: 
1. P cannot be as aggressive as E. It is P who is on the spot. 
He must allow E to commit himself but retain the option of 
being able to react to any movement.* 
2. P does not want to allow E to "beat" him (i.e. E attains 
P's y-coordinate position without a direct interaction 
occurring) if he can help it. P can control this (except 
in extreme cases) by how aggressive he is. 
3. P is most vulnerable to abrupt changes in E's x-coordinate 
velocity over the span of one or two epochs. This is so 
because of P's minimal capacity for reaction over short time 
periods. In the language of the game, E "knows where he's 
going" while P does not. 
P's decision process is divided into two sections in the following 
p 
description: the choice of C (governed by point 2 above) and the 
p 
choice of C (governed by point 3). The two parts are related, of 
/ ( c p ) 2 + " p - 2 - ~ p course, by  (C )  (C ) < C . Unlike the decision process for E, x y — 
situations may arise when the physiological velocity constraint will 
not be tight. This is directly attributable to the first point above. 
P E 
Assuming y (0) > y (0) for the time being, P's decision process 
p 




minimize C (3.38) 
y 
s.t. x P (t'(C E)) - 1 < x E(t'(C E)) < x P +(t'(£ E)) + 1 
E ->E ( 3 * 3 9 ) or x^t'tC )) > 26.67 
*It is heartening to know that the edge in one-on-one inter­
actions is considered to be decidedly on the side of the offensive 
player. 
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t'(C E) = inf (t: y P(t) = y E(t)} (3.40) 
UE < C (3.41) 
,+P,| P |C | I <_ C (3.42) 
where x (t*(C )) and x (t*(C )) are evaluated using C x = 
/ P 2 P 2 P / P 2 p 2 (C ) - (C ) and C x = + / (C ) - (C ) respectively. It may 
p 
be that there is no satisfying both (3.39) and (3.42). In this 
P P P case, C = C and C = 0 . y x 
p 
The determination of from the requirements of (3.28) to 
p 
(3.41) is fairly straight-forward. A trial value for (0 initially) 
is chosen and using this value constraint (3.39) is checked. This 
is done similarly to the offensive ball-carrier portion (letting 
E E E E o o 
c
x
 = c cos 9 and = C sin 9, and 9 ranging from 0 to 180 by 
increments of 2°) and solving (3.40) iteratively for t 1 ( C E ) 
y P(t') = y E(t') (3.43) 
1 P E y (0) - y (0) C - C 
_ y y_ 
-c.t 
1 n ~ r ^ o(l-e ) 
ci 
(cp-cE) 
. y y 
c 1(y P(0)-y E(0)) = 0 
(3.44) 




K = y P ( 0 ) - y E ( o ) ( 3 . 4 6 ) 
c p - c E 
, 5 - ( 3 . 4 7 ) 
k ^ 5 + [yPW - y E < 0 ) ) 
6 C x C 1 
Assume ^ 0. Letting the subscripts of t' denote the iteration 
number, set 
k, + k 
Letting 
-C t 1 
E k = k 4 + k 5 t£ + k 6(l-e 1 k ) (3.50) 
"Vk 
E k = k 5 + C l k 6 e < 3 - 5 1 > 
and 
ZU = <i - i <3-52> 
k 
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The procedure stops when |E /E^| 1 0.001. 
If k 5 = 0, then (2.49) is not defined, but (2.45) becomes 
-C t< 
k 4 + k 6(l-e ) = 0 (3.53) 
1 \ t' = - jr- In (1 + r ^ ) (3.54) 
which is defined only if k,/k. > -1 and feasible only if k^/k. < 0. 
6 4 _ 6 4 — 
->E 
Once the value of t 1(C ) is obtained (there is a different value 
for each 9 ) , constraint (3.40) is checked. If (3.40) is satisfied, 
the next trial value is decreased. If (3.40) is not satisfied, the 
P 
next trial value is increased. Eventually, two values of C are 
y 
produced: a larger value for which E cannot beat P and a smaller 
value for which he can. The optimum is between these, and a search 
is employed to find it. Although this procedure is straight-forward, 
->E 
it is also time-consuming for there are 90 computations of t'(C ) 
P 
for each value of — o f which there may be as many as 50. 
P P When the value of C has been determined, the feasible C is y x 
p / P 2 P 2 P |C I < / (C ) - (C ) . The choice of C will be such that 
1 x 1 — y x 
p 
X (t») = x E (t») (3.55) 
x P(t') = x E (t») (3.56) 
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where 
' = inf [t» (C E)] (3.57) 
E E and x (t ?) is evaluated with = 0. This is justified on the grounds 
that P has no prior knowledge of which will be chosen and the 
E 
reaction based on C = 0 does not commit P unnecessarily. 
x 
The first thing of interest to note about (3.55) and (3.56) is 
that if the Case A kinematic equations are used, the problem is over-
determined. Yet the third point above is negated if either the x-
coordinate position or velocity constraints are relaxed. Thus the 
Case B equations will be used for P's x-coordinate motion in the 
p 
determination of C . (Note that the Case B assumption as to the 
x 
->P, x -vp nature of C (t) is not allowed by the requirement of constant C 
within an epoch—more about this later.) Applying the Case B 
equations to (3.55) 
x P(0) + 
/ JP 
2E t t + _2L_ ( t M 2 .2 2C. ^ J 
X 
k 
.p \ / 
x ( 0 ) * 1-e - V ' (3.58) 
= x E ( 0 ) 
/ - C . t ' \ 
1 - e 
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or 
k 7 C x + V i = S (3.59) 
where 
- C t ' 
k . _ tl _ (1-e ) 
7 ci c 2 
(3.60) 
8 C 2C (3.61) 
k 9 = [x P(0) - x E(0)] + [x P(0) - x E(0)] - ^ - ^ (3.62) 
Likewise applying the Case B equations to (3.56) 
P P P 
: y y 
X _ X i X , , 
l " c l 2 c l 
,E " V ' 
= x (0) e -1 
x P(0) 
^P P C y x , __x 
ci c 2 
- C l f 
(3.63) 
or 




kio • \ } ( 3 - 6 5 ) 
-C t' 
k±± = [x P(0) - x E(0)] e 1 (3.66) 
C P , k 7 k 9 - k 8 K L L ( 3 > 6 7 ) 
X K - K K 
k 7 V L O 
P k 7 k l l " k 9 k 1 0 , f t, 
y = 5 (3.68) 
V - V K 
k 7 k 8 K 1 0 
If C P(t) = C P + Y P t then (3.55) and (3.56) would be satisfied. The x x x 
fourth physiological constraint forbids this, however. As a com-
x e 
p 
to (3.67) to obtain the chosen value for C . It may happen that 
1 p 
promise, then y Y t (where t is the length of an epoch) is added 
p / p 2 p 2 P 
|C | > / ( C ) - (C ) , resulting in infeasibility. C is then set x y x 
to its extreme limit. The nonoptimality of the strategy should not 
p 
be cause for alarm, since the constraints on the selection of C 
y 
insures an interaction at the worst-case C . 
4 2 
P i P i If C is chosen as above, it may occur that |x (t') | > 25.67. 
p 
This is obviously not a good strategy. Instead, if a C were chosen 
I p I 
so that x (t') = 25.67, an interaction is guaranteed on the outside, 
while P is also better able to guard the inside of the field. Thus 
,P . solving for in (3.8) 
x P ( 0 ) + t' ~ 
P .P 
x " C l ( 0 ) 1-e 
-c xf 
= + 25.67 (3.69) 
-C t' 
[+25.67 - x P ( 0 ) ] - TT- x P(0)(l-e 1 ) 
(3.70) 
where the applicable sign for 25.67 is chosen. 
P E ~*"P If y (0) _< y (0) , P has already been beaten. Here C is 
p-> -> 
C d where a „ is a unit vector from P to E. 
PE r hi 
3.4.3 The Use of Epochs 
It is instructive to consider the implications of the use of 
epochs and the requirement of a constant C within the epochs. If 
this were not assumed, and the relaxed assumptions of differential 
game theory (i.e. ^(t) differentiable) were used, then even for the 
one-on-one case, the solution for the "best" strategy is very dif-
->-E 
ficult. For example by basing the choice of C on the proposition 
that the choice will remain constant until the end of the play (thus 
allowing the. Case A equations to be used in the analysis) , the 
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situation is revised to an infinite game. Further restrictions on 
the allowable 9 change it to a finite game. From the geometry of 
the situation, it is also clear that the game possesses a saddle point. 
(Note that the above game is only being played optimally by the of­
fensive ball-carrier. 
3.5 M-on-N 
This section expands the previous one-on-one development to 
include the effects of multiple defenders and offensive blockers. 
Of the M offensive players, one is the ball-carrier (denoted by 
E q ) and M-1 are offensive blockers (denoted by E^, i = 1, 2, M - 1 * ) . 
3.5.1 Offense: Ball-Carriers 
If the same technique is used as developed above, for each 
value of 9, there are associated y 1 , i = 1, 2, N where the de­
fenders can first interact with the ball-carrier. Also associated 
with the 9 (except possibly 9 = 90°) is a y° corresponding to the 
first time the ball-carrier goes out-of-bounds. 
*As shall be shown, the concept of blockers as "evaders" is 
something of a misnomer, but the terminology is kept to avoid con­
fusion regarding the identification of team-mates. 
Figure 3-8. Offensive y as a Function of 0 
The locus of E Q ' S position for a given 0 will be a line only if 
dz°(0)/dt is parallel to (cos 0 , sin 0 ) or is zero. In the general 
+o . N . case z (t; is a curve. 
The analysis in the one-on-one case centered on the location 
of the first interaction. This clearly generalizes the one-on-N 
1 
case. In the figure above, y would be the value corresponding to 0 . 
The complications of the M-on-N case arise in evaluating the offensive 
blockers' potential for making a successful block and thereby reducing 
the capacity for the opponents to achieve a direct interaction. 
Let t* denote the first possible time of interaction with P^, 
t* the first time of interaction with P«, etc. E. has the capability 2 2 I 
to achieve a block of P. if there exists a feasible strategy such that 
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z X(t*) = z°(t*). Modifying (3.30) to 
k ^ C ^ - k 2 ] 2 + k 2[C 1 - k 3 ] = 0 (3.71) 
or 
E. P. 
C 1 = C 1 x x 
r e . p. 
x 1(0) - x 1 ( 0 ) 
E. P. 
k X(0) - x 1(0) 
C l k l 
(3.72) 
-C, t* 
(1-e 1 X ) 
E. P. 
C 1 = C 1 
y y 
r e . p. 





y X(Q) - y 1(Q) 
c i k i 
-c. t* 




(1-e 1 1 ) (3.74) 
If 
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Figure 3-9. Offensive Blocking 
Two obvious decision rules for E present themselves. The 
o 
first seeks to maximize the y-coordinate of the first possible inter­
action, regardless of the blocking potentials. This criterion is pre­
dicted on the assumption that even though the possibility for a block 
may exist, no block will take place. The second decision rule is to 
maximize the y-coordinate of the first possible interaction for which 
an offensive blocker cannot make a successful block. This presupposes 
that any player who can position himself for the block will be suc­
cessful. The decision rule which will be used is to place a probability 
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for a successful block on each interaction, and then maximize the 
expected y-coordinate of those resultant interactions. If the 
probability of a successful block is zero, the first criterion results. 
If the probability is one, the second criterion is obtained. 
The ordering of the defensive players (P^, j = 1 , 2, N) 
1 2 
is done so that t* t* <_ . . . (and thus y _< y j< . . . ) . If the 
probability of successfully blocking P^ is Pr̂ . , then 
Prob (gain = y 1 ) = 1 - Pr (3.76) 
Prob (gain = y 2 ) = Pr (1 - Pr ) (3.77) 
Prob (gain = y 3 ) = P ^ P r 2 (1 - Pr 3) (3.78) 
etc. 
if the independence of the Pr̂ . is assumed. Thus the expected gain is 
E(gain) = y 1(l-Pr 1) + y ^ r ^ l - P r ^ + y - ^ P r ^ l - P r ^ + ... (3.79) 
The value of the probability of a successful block when no 
successful block is possible (or there is no one assigned to the 
defensiveman) is clearly zero. Likewise if the y-coordinate represents 
0 
the point where E goes out-of-bounds (i.e. y ) , the associated 
probability is also zero. For the case where a successful block is 
possible, the assumed form is 
48 
1 2 V " " 1 2 ' 




C J I 
(3.80) 
but since t* is defined as the first possible time of interaction, 
JP. P. J 
| |C 3 | |/C 3 = 1 so (3.80) becomes 
Pr - k 1 2 + (l-k 1 2) 
/ E E 
/ / ( C V + (C V v x v 




where C J and C J are determined by (3.72) and (3.73). The value for x y 
k ^ used is 0.5. 
The effect of using the third decision rule rather than the first 
two is to force the offensive ball-carrier to "follow his blockers" 
while also not completely ignoring the defensive players. 
3.5.2 Offense: Blockers 
As mentioned before, each offensive blocker has a man whom he 
is to block. The offensive blocker desires to keep himself between 
the assigned defensive man and the ball-carrier. An interesting 




\ move to get between 















move to get between 
P 1 and E Q 
Figure 3-10. Symmetry in Blockers' and Tacklers' Strategies 
E^'s strategic interests are similar to P^' 8' e x c e P t t o r t w o 
differences: 
1. P^ is guarding against a y-coordinate motion while E^ 
is guarding along a direction from P^ to E q . 
2. E^ can be considerably more aggressive than P^. 
These two characteristics can be handled easily. The first 
















Figure 3-11. Rotation of Strategy Axes 
e : 
Then c" ̂  can be found in the primed axes using the same logic as for 
the defense. Once the strategy is found, C can be found by de-
rotating C* to the original coordinate system. 
The second characteristic of the offensive blockers is modeled 
by noting that it is C which determines E fs aggressiveness (in the 
Ei 
primed coordinates, the C value). If E_ is close to E , movement 
y l p o 1 
directly toward guaranteed by a small C ) is required. If 
is close to P , then it is imperative that E interacts with P . 
J. J. p -L 
This suggests a more prudent, larger value of C Thus a 
p i * 
C is generated by 
p i * pi 






where d is the distance between E- and P, and d _ is the 
E i p i 1 1 V i 
distance between and P^. The allowable values are 0.1 <̂  _< 1.0. 
Direct application of this strategy results in the offensive 
blocker lagging the defenseman by one epoch. This in turn tends to 
cause the blocker to follow the defenseman around the field. This is 
corrected by using 
p A 
1 1 ( 0 ) + t (3.84) 
e at 
as the defender's position, where t is the length of an Epoch. 
Also, 
/ l ( 0 ) + t Jlhol (3.85) e dt 
is used for the ball-carrier's position. The anticipation of the 
motion of E^ and P^ is allowable here where before it was unwise 
because of the more aggressive nature of the blocker's strategy. 
3.5.3 Defense 
The formulation of the one-on-one defensive reactions did not 
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take into account the possible presence of any blockers. The assumption 
for the M-on-N case will be identical: defensemen pay no attention 
to blockers until the onset of the block requires it. A second as­
sumption is that defensemen's actions have no effect on each other. 
Thus each defender acts as though he were the only defender. These 
two assumptions make the one-on-one strategy completely applicable 
to the M-on-N case. 
The above assumptions are difficult ones. They seem most 
reasonable when there is no set structure to a play or portion of a 
play. This is encouraging, since the structure of the chosen defense 
will constrain the defensive players (at least initially) and thus 
force a structure where normally there would be none. 
3.6 Blocking Model 
A block occurs when a defensive player and offensive players 
(excluding the ball-carrier) first come within one yard of each other. 
The blocking model seeks to describe the motion of the offensive 
and defensive players throughout the course of a block and to de­
termine the time of termination of that block. One-on-one blocks are 
the simplest blocking interactions and thus are considered first. 
Later, double-team blocking is described. 
3.6.1 One-on-One Blocks 
A block may be considered to be a "delay" to the defensive 
player caused by the offensive player. Thus the probability of a block 
ending in any given epoch is called the delay distribution. 
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3.6., 1.1. Delay Distribution. A player wins a block by forcing 
the opposing player off his feet, resulting in a zero velocity vector 
for the opposing player. There are four possible circumstances at the 
end of a block: 
1. the offensive player has won 
2. the defensive player has won 
3. both players are forced off their feet 
4. neither player has won 
The first assumption of the blocking model is that a block can 
terminate only at the beginning of an epoch or the instant that an 
offensive player moves within one yard of the defensive player for 
the first time.* 
The following points dictate the nature of the probabilities 
which govern the delay distribution: 
1. The offensive player is less likely to win a block than 
a defensive player since he is not allowed to use his 
hands. 
2. The stronger player is more likely to win a block. 
3. The player with a higher velocity is more likely to win 
a block. 
4. The angle between the two players is critical to the 
determination of who wins the block. The straight-ahead 
(shoulder) block is designed not to bring a defensive man 
off his feet but to move him from an area or to impede 
*For one-on-one blocking the second criterion corresponds to 
the beginning of the block. For double-team blocking it corresponds 
to the beginning of the block and the first instant of double-team 
blocking (i.e. both offensive players are within one yard of the 
defensive player). 
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his motion to an area. Blocks from the side (cross-body, 
rolling, and cross-check) increase the likelihood of the 
offensive blocker winning. 
In a block between P and E, define Prp (the probability P wins 
on any give'.n epoch) as 
Pr = k 1 7 p 14 
1 + 1ldzP(0)/dt 
S E 1 + IIdz E(0)/dt 
,+P +E (dz (0)/dt) ' (dz (0)/dt) 
| |dz P(0)/dt| | | |d^(0)/dt| | +E 
(3.86) 
P E 
where S and S are P's and E's respective strength. Likewise, Pr 
(the probability of E winning on a given epoch) is given by 
P r E - k l 5 
+ 1 + 1ld?E(0)/dt 
S P 1+1|dzP(0)/dt 
(3.87) 
1 + 
(dz P(0)/dt) - (d? E(0)/dt) 
|dz P(0)/dt|| ||dz E(0)/dt| 
The first point is assured by 
(the model uses k^ . = 0.04 and L r = 14 15 
P E E P modeled by the terms S /S and S /S 
The terms 
the selection of L , > k_ _ 
14 15 
0.015). The second point is 
in (3.86) and (3.87) respectively. 
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1 + 1 l d z ? ( 0 ) / d t 
1 + I | d z E ( 0 ) / d t 
a n d 
1 + ||dz E(0)/dt 
1 + Ildz P(0)/dt 
reflect the third point. Finally 
( d ^ ( 0 ) / d t ) • ( d%(0>/<*) = Cos y (3.88) 
Idz ( 0 ) / d t l | l l d z ( 0 ) / d t | | 
where Y is the angle between the velocities of the players. As Y 
goes to 180° (indicating a head-on block) cos y goes to -1, increasing 
P's probability of winning the block and decreasing E's probability. 
As y nears 90°, cos y nears 0 and the term does not affect the prob­
ability of either player winning. As y nears 0° , (a blind-side block), 
cos y goes to 1 and this increases E's probability of winning while 
decreasing P's. 
In the simulation, for each epoch while the block is occurring, 
a random uniformly distributed number (say x) between 0 and 1 is 
generated. If x < Pr then E wins the block. If x > 1 - Pr then 
E r 
P wins the block. If Pr < x < 1 - Pr then the interaction continues. 
EJ r 
Figure 3-12 below shows the cumulative probability that P wins, 
E wins, or no one wins for the selected values of and k^,., and 
for S P = S E,||dz E(t)/dt|| = ||dz P(t)/dt||* and y = 0°, 90°, and 180°. 
Finally, a further constraint is placed on the continuation of 
a block. At the beginning of an epoch, it is determined if the de­
fensive player is closer to the ball-carrier than the offensive 
blocker. If he is, then the block is terminated and the defensive 
player is assumed to have won. This is reasonable, since the blocking 
angle for the offensive man is so poor as to render the block useless. 
3.6.1.2 Players' Motion. From the inception of the block 
until the end of the delay, the players undergo a change in motion due 
to the interaction. This motion is the result of the players' initial 
velocity and the direction the players wish to move. 
The model treats the two players' motion virtually equivalent 
to rigid body motion. The momentum of the players and the applied 
forces result in a translation motion and rotational motion around the 
center of motion: 
*The following section develops the equations determining z (t) 
and z (t). In general |[dz (t)/dt|| ? ||dz (t)/dt||. These ex­
amples are given only to show approximate results. 
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P wins 
Figure 3-12. Distribution of Blocking Outcomes 
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d 2 z * ( 0 ) / d t 2 
d z P ( 0 ) / d t 
d z * ( 0 ) / d t 
d z E ( 0 ) / d t 
F i g u r e 3 - 1 3 . To rques and Momentums i n t h e B l o c k i n g I n t e r a c t i o n 
The c e n t e r of m o t i o n , z * ( 0 ) , a t t h e b e g i n n i n g of t h e epoch 
( o r a t t h e i n c e p t i o n of t h e b l o c k ) i s d e f i n e d a s t h e a v e r a g e of t h e 
two p l a y e r s p o s i t i o n , i . e . 
x* (0 ) = i [ x P ( 0 ) + x E ( 0 ) ] ( 3 . 8 9 ) 
y * ( 0 ) = i [ y P ( 0 ) + y E ( 0 ) ] ( 3 . 9 0 ) 
S t r i c t r i g i d body m o t i o n demands t h a t 
(V^+W2) z * ( 0 ) = W ^ C O ) + W E J E ( 0 ) ( 3 . 9 1 ) 
where and a r e t h e r e s p e c t i v e p l a y e r s ' w e i g h t s . T h i s i s e q u i v a l e n t 
t o ( 3 . 9 0 ) and ( 3 . 9 1 ) o n l y i f \f = W*1, wh ich i n g e n e r a l i s n o t t r u e . 
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The reason (3.92) is not used to define z*(0) is that it penalizes 
the heavier player in generating torque to affect the rotation of the 
block, since his distance to the center of motion is reduced. This 
and (3.90) are used to allow a fair block. Since these definitions 
are not equivalent to the usual center of mass definitions, the 
term center of motion is used instead. It should be noted that this 
relaxation of rigid body dynamics does not influence the translational 
motion, although it does affect the rotational results. 
result is contrary to expectations based on experience. Thus (3.89) 




dt 1^ dz + dz E(0) (3.93) 
Likewise summing forces 
d z*(0) = f + |E 
d t 2 
(3.94) 
g 
where g is the gravitational acceleration due to gravity and F and 
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y j7 P E 
F are the forces P and E generate. Introducing S and S , the 
strength of P and E (actually the weight a player can bench-press), 
->P ->E P E then ||F II and ||F || are assumed proportional to S and S , re-
->P ->E 
spectively. Likewise, the direction of F and F are taken to be 
->P ->E 
parallel to the directions of C and C as generated above. Incor­
porating g into the proportionality constant, C^: 
d2l*(0) = C 2 
dt 2 \ip+uE 
P->P 0E+E S C S C 
P E C C (3.95) 
Writing a second-order Maclauren series for z*(t), 
I*(t) = tHO) + t ^ + i t 2 (3.96) 
dt 
which describes the position of the center of motion throughout the 
duration of an epoch. 
Using the principle of conservation of angular momentum: 
i = i ̂ r 1 (3.97) 
where H is the angular momentum, I is the moment of inertia and 
d<jT(0)/dt is the angular velocity at the beginning of the epoch, 
is given by the z-component of H 
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H = z (0) - z*(0) X d?
F(0) 
g dt 




which is perpendicular to the playing field. Thus Hi = H • And 
also ||d^(0)/dt|| = <J>(0). H is given by 
H = — 
z g '(x
p (o) - x m o ) ) - ( y P ( ° ) - y * ( o » ^ ^ f 2 1 dt 
+ ^
 E m \ * r n ^ d y ^ O ) , E d y ^ O ) " — (x (0) - x*(0)) — ^ (y (0) - y*(0)) — ^ — 
(3.99) 
Likewise, I is given by 
g 
(x P(0) - x*(0)) 2 + (y P(0) - y* ( 0 ) ) 2 
(3.100) 
+ ~ | (x E(0) - x*(0)) 2 + (y E(0) - y* ( 0 ) ) 2 
2g (x
P(0) - x E ( 0 ) ) 2 (y P(0) - y E ( 0 ) ) 2 (3.101) 
Equation ( 3 . 9 7 ) gives results which are much too large for (f)(0). 
62 
To counteract this, I is divided by a constant C^/2 to impede the 
initial angular velocity: 
* ( 0 ) = C 3 U V 
x F(0) - x*(0) dy F(0) _ y P(0) - y*(0) dx F(0) 
dt dt 
(3.102) 
/ + W E 
x E(0) - x*(0) dy E(0) _ y E(0) - y*(0) dx E(0) 
dt dt 
where d 2 = [x P(0) - x E ( 0 ) ] 2 + [y P(0) - y E ( 0 ) ] 2 . 
Angular acceleration is governed by 
* = I (3.103) 
dt 
2-> 
where T is the torque and ^ is the angular acceleration (again 
dt 
these quantities are vectors normal to the playing field and thus they 
may also be considered scalar quantities). T is given by 
-> -VP -+ -+p 
T = [z (0) - z*(0)] X F 
(3.104) 
+ [1E(0) - z*(0)] X F E 
Allowing F and F to take the same form as above, 
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<K0) = 2 C 2 ^ P E 1 W +W 
x (0) - x*(0) ^ \ y P(Q) --y*(0) / C x ^ 
P 2 P 
wp+wE 
x"(0) - x*(0) 
,2 






<}>P(t) - <}>P(0) + a(t) (3.106) 
»E(t) = <}>E(0) + o(t) (3.107) 
2 " P where a(t) = t<})(0) + t <})(0). Clearly <}> (0) is defined by 
x P(0) = x*(0) + d* cos [<J>P(0)] (3.108) 
y P(0) = y*(0) + d* sin [<j>P(0)] (3.109) 
where d* = / [ x P ( 0 ) - x*(0)] 2 + [y P(0) - y*(0)] 2, and <J>E(0) is de­
fined by 
x E(0) = x*(0) + d* cos [<f>E(0)] (3.110) 
y E(0) = y*(0) + d* sin [<}>E(0)] (3.111) 
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Since this is "rigid body motion," 
and 
or 
x P(t) = x*(t) + d* cos [4>E('t)] (3,112) 
y P(t) = y*(t) + d* sin [<f>E(t)] (3.113) 
x E(t) = x*(t) + d* cos [«J>E(t>] (3.114) 
y E(t) - y*(t) + d* sin [<j>E(t)] (3.115) 
x P(t) = x*(t) + [x P(0) - x*(0)] cos [a(t)] 
- [y P(0) - y*(0)] sin [a(t)] 
y ?(t) = y*(t) + [x P(0) - x*(0)] sin [a(t)] 





x E ( t ) = x * ( t ) + [ x E ( . Q ) - x * ( Q ) ] c o s [ a C O ] 
- [y E(0.) - y*(0)] sin [ a C O ] 
y E C . t ) = y * C O + [ x E(0) - x * C O ) ] sin [ a ( t ) ] 
+ [y E(0) - y*(0)] cos [ a C O ] 
(3.118) 
(3.119) 
This completes the description of the position of the players during 
an epoch. The velocity is calculated similarly: 
dfitl. dI*iti + dM x [ j P ( t ) _ * ( 0 ) ] ( 3 . 1 2 0 ) 
Again invoking rigid-body motion 
dt dt d x ^ O _ d x H t i _ - ( t ) j " [ x P C 0 ) _ x H Q ) ] g i n [ a ( t ) ] 
+ [y P(0) - y * ( 0 ) ] cos [a(t)]J 
(3.122) 
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dZiO = dv*itl _ ' ( t ) ^ [ x P ( 0 ) _ x*(0)] cos [a(t)] 
- [y P(0) - y*(0)] sin [a(t)] 
and 
^ : i = dx*lti_ - ( t ) ^ [ x E ( 0 ) _ x H Q ) ] s . n [ a ( t ) ] 
+ [y E(0) - y*(0)] cos [a(t)]j 
ciZiti. dŷ o _ ; ( t ) ^ [ x e ( 0 ) _ x M 0 ) ] c o s [ a ( t ) ] 





where <J(t) == <j>(0) + ti'(O) and d x ^ t ) = x*(0) + t d X * ^ Q ) . 
dt 
3.6.2 D oub 1e-Team ing 
Double-teaming occurs when two offensive blockers assigned to 
block the same defensive man come into direct interaction with that 
defensive player. As will be seen, one-on-one blocking results 
generalize well to double-teaming interactions. It will be assumed 
(in the development and also in the computer model) that no triple-
(or more) teaming takes place, an assumption we11-justifled in practice. 
3.6.2.1 Delay Distribution. The differences in the delay dis­
tribution from the one-on-one block are caused by the fact that there 
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are now two offensive blockers, and E^. On any given epoch, one 
of the following must occur: 
1. E^, E^, or both have won 
2. The defensive player has won over E^ or E^ 
3. All of the players are forced off their feet 
4. None of the players have won 
To model all of these possibilities, four probabilities are generated. 
Two of the probabilities Pr and Pr are equivalent to the proba-
p l F 2 
bilities generated in (3.86) with the values associated with E^ and E^, 
respectively. The value for k ^ is 0.02, indicating the fact that it 
is considerably more difficult to beat a double-team block than a 
one-on-one block. Likewise, two probabilities Pr_ and Pr„ 
E 1 E 2 
equivalent to that generated in (3.86) are generated, with a value 
of k- c = 0.06. Two random numbers are chosen from a uniform distribution ID 
(say x and y) similar to the one-on-one case. For each, three pos­
sibilities exist: 
1. a. x < Pr^ 
" E l 
b . x ^ 1 - Pr 
1 
c. Pr < x < Pr 
E l P l 
2. a. y < Pr_, 
~ E 2 
b. y _> 1 - Pr 
2 
c. P r £ < y < P r p 
68 
If l.a. or 2.a. or l.a. and 2.a. occurs, then the block terminates 
(P loses the block). If l.b. occurs, the block reverts to a one-on-one 
block with P and E^. If both l.b. and 2.b. occur, the block terminates 
with P winning. If both I.e. and 2.c. occur, then the block continues. 
Like the one-on-one case, an offensive player who is further 
away from the ball-carrier than the defensive blocker is considered to 
have lost the block. Unlike the one-on-one case, however, the block 
is not necessarily terminated under these conditions since there is 
more than one participant from the offensive team. 
3.6.2.2 Players 1 Motion. The concept of the center of motion of 
the one-on-one block was to insure a fair block, i.e. the distance 
from each player to the center of motion was equal. This concept could 
be expanded by defining z*(0) by 
E 
||z P(0) - z * ( 0 ) | | = | | z X(0) - z * ( 0 ) | | 
(3.126) 
E 
= ||z 2 ( 0 ) - z*(0)|| 
There are two problems with this definition, however. The first is 
that the algebra needed to determine x* (0) and y*(0) is somewhat 
messy. The second, more important, reason is that the point z*(0) 
may be so far removed from the players that the angular motion around 
the center of motion would cause unreasonable velocities. Thus the 
definition for ^z*(0) is chosen so 
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E E 
x*(0) = [x P(0) + x 1(0) + x 2(0)] (3.127) 
E E 




W dz P(0) W 
E 
dz ^(0) 
P E l E 2 d t 
w +w +w 
E. E„ dt 
W^+W Vw 2 
+ 
E 2 + E 2 W dz (0) 
P E l E 2 d t 




d t 2 P E l E 2 
w +w +w 
p+p E x E E E 
S C , S C , S T! 
—_ + _ + ' (3.130) 
Equation (3.96) is again used to determine z*(t). 
The expressions of the angular motion are somewhat more complex, 
since the distance from each player to the center of motion is no 
longer the same for each player. Equation (3.99) becomes 
H 




W x ^ 0 ) - x*(0)l y x(0) - y*(0) 







and (3.100) becomes 
g 
x P(0) - x * ( 0 ) ^ 2 + fy P(0) - y * ( 0 ) U 
w 
1 r/ E 
x 1(0) - x*(0)) 2 + ( y ^ O ) - y * ( 0 ) ^ 2 (3.132) 
+ W 
2 r t E 
x 2(0) - x*(0)l2 + [y 2(0) - y * ( 0 ) U 
and again 
• (0) = 
C_H 3 z (3.133) 
Also (3.104) generalizes to 
T = M 4 
c 
x P(0) - x*(0)) C P - fy P(0) - y*(0)j C P 
1 r t E 






x 2(0) - x*(0)j C y 2 - fy 2(0) - y*(0)j C x 1 (3.134) (Cont'd.) 
and again 
• CO) = T/I (3.135) 
The updating of the players 1 position and velocity is equivalent to 
the one-on-one case (3.116) through (3.119) and (3.122) through 
(3.125), with the subscripts and E^ used in the place of E. 
3.7 Tackling Model 
The tackling model closely resembles the blocking model. Both 
the concepts of delay distribution and player motion are retained in 
the tackling model. 
A tackling interaction starts when a defenseman who is not being 
blocked comes within a yard of the ball-carrier. The requirement that 
the defensiveman not be in a blocking interaction at first may seem too 
restrictive. It should be remembered, however, that a block terminates 
if at the beginning of an epoch there is no offensive blocker involved 
in the interaction closer to the ball-carrier than the defensive 
blocker. A tackle is completed when the ball-carrier is forced off 
his feet or his y-component velocity is significantly impeded*. A 
tackle is discontinued if all the defensive tacklers are forced off 
*The term "significantly impeded" will be defined later. 
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their feet. 
Unlike a block, any number of defensive players can be involved 
in a tackle. For convenience, assume k players are participating in 
the tackle (1 k _̂ N) . Assume these k players are the members of a 
set {K}. 
3.7.1 Delay Distribution 
Define P r £ p > t^ c i e probability that E is tackled by one or 
i 
more of the k defensive players, as 
Pr ZP. 
l 
= k 16 
P. 





1 + I |dz (0) 
x 1 1 dt 
(3.136) 
where k ^ = 0.02 and the summation is done on i e {K}. A random 
number is chosen from a uniformly distributed variable between 0 and 
1 as before (call the number x ) . If x < Pr ^ then E is considered 
i 
tackled and the play ends. If x > Pr„ then k values of Pr^ are 
£JP . E l 
calculated by 
P r E = k 1 7 
S E 1 + ||dz E(0)/dt|| 
P. .P. 
S 1 1 + ||dz 1(0)/dt|| 
(3.137) 
with k^^ = 0.04. Then k random numbers y 1 are generated as above. 
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For each i e {K}, if < Pr^ then player i is considered to be forced 
— E 
off his feet and no longer a participant in the tackle. 
If the ball-carrier's y-component velocity is non-positive at 
the end of two epochs in a row, then the ball-carrier's motion is 
considered impeded significantly enough to end the play. 
3.7.2 Players' Motion 
The players' motion is a further extention of the one-on-one 
and double-team blocking equations. As before, 
x*(0) = £ ~ [x E(0) + Zx 1(0)] (3.138) 
1 E P i 
y * ( 0 ) = [y (0) + Zy 1(0)] (3.139) 
were again the summation is on i e {K}.* The equations of motion are 
then obvious extensions of those used in the blocking model. 
3.8 Capabilities of the Model 
The model integrates the methods of the previous sections to 
E. P. 
i i 
simulate a play. For each epoch, the C and C are selected and 
the position and velocity of each player are updated and used as the 
input values for the next epoch. Hence a play is a sequential decision­
making process for each of the twenty-two participant players. 
There are special techniques which can be used to model plays 
more realistically. Some of these are mentioned below: 
*{K} and k are reduced by defensive players being forced off 
their feet. 
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1. Beginning of the play. The majority of plays start out 
with the players motion completely determined for the first 
few epochs. After the play develops, then the ball-carrier, 
blockers and defenders can be "released" to react according 
to their respective objectives. 
2. Area blocking. Offensive linemen normally block according 
to where the ball-carrier is to move through the line, 
rather than where the ball-carrier is at that instant 
(or the next epoch, as is discussed in Section 3.5.2). 
This can be modelled by the use of a "dummy" ball-carrier 
at the position in the line where the ball-carrier is to 
go. If the lineman blocks according to the dummy ball­
carrier's position, then the desired effect is achieved. 
3. Defensive aggressiveness. Without any defensive structure, 
each player assumes that he alone must stop the ball­
carrier, and there are two effects of this. First, each 
player reacts to his worst-case offensive direction, and 
Pi 
the resultance are too positive. Secondly, the desire 
of each player to match his x-coordinate position and velocity 
with the ball-carrier's results in the players collapsing 
to the middle. Sometimes doing this results in a weakness 
on the flank of the defense (a situation, indidentally, 
which the model's ball-carrier is quite capable of 
capitalizing on). These two problems can be handled by 
placing areas of responsibility of each defender. In 
the previous development, the defender was concerned with 
values of 9 from 0° to 180°. This refinement specifies 
two corresponding values, 9 1 and 9~. The determination of 
P . ± Z 
C y 1 is then identical as before, and the equation governing 
P. 
C (3.66) becomes 
k 7 k 9 - k k u 
= — 1- C cos 
k 7 " k 8 k 1 0 
9 1 + 9 2 
(3.140) 
4. Gang tackling. As the ball-carrier first comes into direct 
interaction with a defender, he may not be tackled im­
mediately. As he is slowed up, however, he no longer 
E E presents the same threat. Thus, the C is observed as 0.1 C 
by the defensive players. This leads to more aggressive 
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reactions by the defense, resulting in more individuals 
tackling the ball-carrier and more effort in forcing him 
in the negative y-direction and thus ending the play. 
The delay distributions used in the blocking and tackling 
models are probabilistic in nature and would by themselves account 
for a non-degenerate gain distribution. Another factor, however, 
should be considered probabilistically. Human beings are by nature 
non-deterministic; this is also true in their running. The method 
used to model this is to add a normal and independently distributed 
P. E. 
random component to each component of C and C . The method used 
to generate the normal variate is as follows*: first a uniformly 
distributed variable on [0,1], x is selected. Then x is calculated n 
by 
x > 1/2 
x < 1/2 
(3.141) 
-1 x > 1/2 
x < 1/2 
(3.142) 
t 
2.30753 + 0.27061 t ± 
(3.143) x 
1 + 0.99229 t, + 0.04481 t? n 
Then a x is added to each component of the C 1 and C 1 at the start 
*[!]„ page 933, Section 26.2.22. 
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of each epoch. The procedure used to determine the proper value for 
a is addressed in Section A.2.3. 
3.9 Examples 
Two three-on-three examples are given below. The examples have 
been selected so that they are illustrative of the factors developed 
above and yet not so cumbersome as a complete eleven-on-eleven play. 
In all cases, the players are not constrained to run in given directions, 
but are "released" to the model to determine the optimal strategies. 
The three offensive players are numbered 1 through 3 by the 
program, although player 3 is labeled by a *, since the program 
denotes the ball-carrier by this symbol. The defensive players are 
lettered A through C. 
The following parameters were used in both examples: 
P. E. 
a. all strengths (S and S ) were 200 pounds 
P i E i 
b. all weights (W and W ) were 200 pounds 
c. ^ = 2.45, C = 1.5 and = 0.2. The choice of these 
parameters is addressed in Sections 4.2.2 and 4.2.3. 
d. o = 0 . This allowed viewing the strategies as they were 
actually calculated by the model rather than strategies 
distorted by the random component. 
E. P. 
e. C 1 = C 1 = 17 
f. all initial velocities are zero 
g. player 1 attempts to block player A and player 2 attempts 
to block player B 
3.9.1 Example 1 
Example 1 is shown in Figure 3-14. Figure 3-14a (Epoch = 0.00 
seconds) shows the initial positions of the six players. Player A's 
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responsibility is for strategies between 45 and 135 ( 0 ^ = 45 and 
8 2 = 135 in equation (3.140)), B's is for strategies between 0° and 90° 
and C's is for strategies between 90° and 180°. An explanation of the 
computer printout is made in Appendix B. 
With the matchups of player 1 vs. player A and player 2 vs. 
player B, player C appears to be the biggest threat to the ball carrier 
(assuming the blocks are made). Thus one suspects the ball carrier 
should be going to the right, and this is confirmed by the strategy 
(9.01,14.42) selected. Both players 1 and 2 head toward their re­
spective assignments, player 2 being somewhat more aggressive than 
player 1 (his relatively more favorable distance away from the ball 
carrier accounts for this). Player A has the same x-coordinate as the 
ball carrier, his 0^ is 45° and is 135° (symmetrical about the 
y-coordinate. direction), so his strategy in the x-coordinate is zero. 
The -14.17 is carefully chosen so that he cannot be beaten by the ball 
carrier if his strategy is within the prescribed limits. Players B and 
C both collapse to the center, seeing a 0 = 90° as the most potent 
threat. Note that B moves more to the center, despite the fact that 
he has longer to react, since he also has the sideline. 
In Figure 3~14c (Epoch = 0.50), the ball carrier has moved to 
the right and upfield. His positive x-coordinate velocity makes 
0 = 90° about the only threat for C, and so he moves accordingly. 
Player A is lagging an epoch in his motion and so is accelerating in 
the positive x-coordinate direction. Player 1 is about to make his 
block, and player 2 is only two epochs from it. 
78 
In Figure 3-14e (Epoch - 1.00 second) both players 1 and 2 have 
made their blocks, and the ball carrier has become very aggressive. 
Note that his x-coordinate velocity will carry him around the two 
blocks if they stay stationary, and so the important player is C. 
Player C is moving back and to the right, accordingly. 
In Figure 3-14g (Epoch = 1.50 seconds) the ball carrier has 
passed players A and 1, and A is now closer to the ball carrier than 
player 1. For player 1 to continue the block would require holding, 
so player 1 is forced on the ground for the duration of this epoch (it 
doesn't show up on the output until the next epoch). Player C has 
gained such a high x-coordinate velocity that he fears the ball 
carrier can beat him to the left (his area of responsibility). The 
ball carrier continues forward, however, and player C will miss the 
tackle. This may be considered inept play on player C's part (no 
doubt football fans in the stands would see it as such), but one must 
remember that player C's area of responsibility was defined as to the 
left of the ball carrier, and the ball carrier ran to the right. That 
player C came so close (within 0.3 yards) of making the tackle is due 
to the fact that the ball carrier came close to the boundary of player 
C's responsibility in the few epochs prior to the 1.50 seconds epoch. 
In Figure 3-14i (Epoch - 2.00 seconds), player B is now in the 
same situation as player A two epochs previously. Thus in the next 
epoch (Figure 3-14j), players 1 and 2 are on the ground, player B is 
tackling the ball carrier, and players A and C moving to tackle the 
ball carrier as well. The play ends on the next epoch, however, before 
they can reach the ball carrier. 




EPOCH - CO SECONDS 
OFENSE 
OCFENSf 




12. 00 -e.ao 0.00 0.00 0 9.01 i<.'.2 A 12. 0  2.00 3.00 0.00 0 .00 -1J.17 0 16. 00 «. 00 0.30 0.00 a -7.'id -15 .05 C a. oo 0.00 C.30 0.00 a 7.J1 -15.35 
F i g u r e 3 - 1 4 a . 3 - o n - 3 : E x a m p l e 1 





EPOCH = .25 SECOMOS 
OFF ENSr 
DEFENSE 
PLAYER X Y XOOT voor INTERACTION cx CY MATCHUP 
1 9.29 - l . b ? 2.07 2.<.1 0 16.63 -3.5*. A 
2 15 . 06 »''»2 3.13 0 -/ .3& 15 .32 B * 12.23 -7 .63 1.S8 2.70 0 6.37 15.76 
A 12. 00 1.6/. .00 -2 .65 0 .85 -15.83 
a IS.80 3.61 - 1 »*»8 -2 .81 0 -12 .79 -11.2C 
c 8. 19 - .<.o 1.37 -2 .87 0 1«..96 -8 .07 
Figure 3-14b. 3-on-3: Example 1 
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EPOCH .50 SECONDS 
OFFENSF 
OEF ENSC 
PLAYER X Yi XOOT YOOT INT ERACTION c x CY NATCHUP 
1 1 0 . 1 0 - 1 . 3 1 I . .23 . 6 5 I 1 6 . 9 1 1 . 7 3 A 
2 1«.. 95 l .« f l - 1 . 1 5 '•.5 6 C 1 6 . 08 -3 . 2 6 8 
* 1 2 . 71 - 6 . 7 2 2.10 * . . V 1 U 1 2 . 8 3 11 .38 
A 1 2 . 0 2 .73 . 1 6 3 9 9 8 .20 - 1 1 . 9 6 
B 1 5 . 19 2.AO - 3 . 1 9 - 3 . 6 2 a - 1 0 . 98 - 8 . 0 0 
C « . 13 -1.1<» 3 , 5 * - 3 . 0 6 0 1 7 . 0 0 u.llO 
Figure 3-14c. 3-on-3: Example 1 
0 
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EPOCH - .75 SECONDS 
OFFENSF 
PLAYER 






































-5 .91 '•.1*3 
Figure 3-14d. 3-on-3: Example 1 
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- 1 0 . 
I 
EPOCH = LOG SECONOS 
DEFENSE 
PLAYER X Y XOOT YOOT INTERACTION CX CY MATCHUP 
1 1 2. 86 - 1 . 7 2 <*.3 8 - 2 . 1 0 1 -16 .56 -3 .86 A 
2 1 <•. 66 2.<»<« - . 3 7 1 -LI . IL -1C .82 A 
» 1 . 17 2.56 5.56 3 .59 16.99 
A 13 .19 -1.C6 <*.0 3 -11.25 1 1'4.5<» -8 .81 CD 2.2A - . 5 2 - . 5 0 1 8.10 -1..20 
C 1 1 . 30 - 1 . 9 1 5.33 - .0 7 0 9.81 13 .89 
Figure 3-l4e. 3-on-3: Example 1 







EPOCH = 1.25 SECONOS 
OFF ENS F 
OFF ENSF 
PLAYFR X Y xoor TOOT INF FRACTION CX CY MATCHUP 
1 13.fli. -2.23 -2.11 1 6.28 15.80 A 
c i<..<.a 2.K1 .03 1 -K.31 -16.KK B 
» IK. 67 -2.85 1 .50 6.19 0 1.19 16.96 
A IK. 27 -1. tu 3.95 - t.K8 1 -17.00 U .00 
B 1 K. K? 2.16 -.17 -.5K 1 15.93 -5.93 
C 12. 6K -1.56 K.99 2.56 0 2.27 16 .39 
Figure 3-14f. 3-on-3: Example 1 
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EPOCH = 1.50 SECONDS 
OFENSF PLAYER !<•. 85 1<.«.C 1<». 08 -2. 76 •1.26 
XDOT 3.99 .51 1.0 3 
YOT INTERACTION •2.20 -.78 6.52 CX 8.1"* 7.67 .0 0 
CY MATCHUP •l*. .92•15.17 17.50 
DEFENSE 15.29 1«». 53 1 J. 6*. •2.18 2.0 3 -.66 •'•.18 .17 5.13 -2.05 -.56 '•.<»5 1 -5.51 1 17.00 0 -16.57 16.03 0.00 3.79 
Figure 3-14g. 3-on-3: Example 1 
8 6 
EPOCH " 1 .75 SECONDS 
10 
, c . . * , 
•10 





1 5 . 1 7 
- 2 . 76 
2 . 0 2 
.K0 
XOOT 





- . 5 7 
6 . 7 1 
CX 








1 5 . 93 
IK. 70 
13.B0 
- 2 . 1 5 
1 .96 





- . 2 5 
3 . 1 2 
-K .87 1 6 . 2 9 
1 0 . 7 7 - 1 3 . 1 5 
1 6 . 9 2 1 . 6 1 
Figure 3-14h. 3-on-3: Example 1 
87 




EPOCH = 2.00 SECONOS 
OFF ENS*-" PLAYER 1«.. 35 1«..62 15. 28 
-2.76 1.77 2.09 




CX 7.25 16.21. .00 
CY MATCHUP 15.37 -5.02 17.00 
DEFENSE A 16.0«. B K..85 C 13.97 
•1.38 1.81 .89 
-.2«v .79 2.<*Q 
<t.Q7 -.70 1.99 
0 -3.65 1 IV.22 0 12.53 
16.60 9.31 11.1.9 
Figure 3-14i. 3-on~3: Example 1 







EPOCH : = 2.25 SECONOS PLAYER X Y. xoor VOT INTERACTION CX CY MATCHUP 
1 J. 85 -2. 76 0 .00 0.30 2 3.62 16.61 A 2 14.62 1.77 coo 0.00 2 -16.7<» -2.97 B » 15.53 3.28 1.50 3.97 3 .00 17.00 A 15.9C -.19 -.31 5.31 0 -1 .78 16.91 e 15. 20 2.61 .3 5 3.<«l 3 0.0 0 -17 .00 c l<.7i» 1.56 3.65 3.23 0 7.09 15.(.5 
Figure 3-14J. 3-on-3: Example 1 
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- 1 0 








































Figure 3^1Ak. "3-ori-3: Example 1 
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3.9.2 Example 2 
Example 2 is shown in Figure 3-15. Note that this example is 
not excessively different from the previous one. The only difference 
is that the blocking assignments have been changed so that player 1 
now blocks the player at (8,0) and player 2 blocks the player at 
(12,2). Player C, at (16,4) is left unblocked. The defensive areas 
of responsibilities are the same (A has to the left, B has the middle 
and C has to the right). Note the players have interchanged letters. 
In this example, the ball carrier runs to the left, since C is 
the unblocked defensiveman, and his position is to the right. The 
ball carrier cannot, however, run too far to the left, since this makes 
the block player 2 must make on player B impossible (in the sense of the 
methodology). 
As the play develops, player 1 makes his block (Figure 3-15c) as 
does player 2 (Figure 3-15d) and the outcome hinges on a duel between 
the ball carrier and player C. Again the ball carrier is on the boundary 
of player C's responsibility, but this time player C initiates the 
interaction. The tackle is unsuccessful, however (Figure 3-15k), and 
the ball carrier is free to run downfield unchecked. (The play con­
tinues from this point but is uninteresting). 
The differences in the inputs between the two examples are not 
large and yet the whole nature of the play is changed. If a distri­
bution of the gains were made by rerunning each play a number of times, 
it would be possible to determine which of the two blocking assignments 
(or any of the others, for that matter) is optimal in the sense of 
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maximizing the expected gain. This is a tedious process, however, for 
plays involving a larger number of players. A more efficient method 
for optimal blocking assignments is given in Section 6.3. 
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EPOCH = 0.00 SECONDS 
OF ENSr 
CEFENSF 
PLAYER X Y XOT VOT INTERACTION CX CY MATCHUP 1 9.00 -2.CO o.co a.oo a -7.0 5 1«.75 A 2 15.00 COO O.'O 0.00 0 -17.OC 0 .00 Q » 12.00 -e.oo coo o.ao 0 -6.91 15.53 A 8.CC 0.00 0.00 0.00 0 7.31 -15.35 8 12. 0  2.0C 0 .0 0 o.co 0 .00 -1<.17 C 16.00 <4.0C 0.00 0.00 0 -7.90 -15.05 
Figure 3-15a. 3-on-3: Example 2 
15 





EPOCH t = . 25 SECONOS 
PLAYER X Y XOOT YOOT I NTERACTION cx cv MATCHUP 
1 8. 82 -1.62 -1.32 2. 76 0 15.16 7.69 A 
2 IK.56 0.0C -3.18 0.00 0 -16.52 -K.03 B 
> 11.82 -7.60 -1.29 2.90 u -16.17 5 .25 
A a. 19 -.<.o 1.3/ -2.S7 0 IK.60 -8.71 
B 12. 00 1.6K .00 -2.65 u -.1*6 -15 .38 C 15.80 3.61 -1 .4 8 -2.31 u -9.K7 -IK. 12 
F i g u r e 3-15b . . 3 -o n - 3 : Example 2 
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EPOCH .53 SECONOS 
OFENSE PLAYER 8. 5 13.5i. 
i:, i& -•13 -6.92 
XOT 1 .72 -4.31 •3.72 
YOT INT ERAOTICN -.07 -.75 2.56 
CX 13.48 -16.82 -13.1.0 
CY MATCHUP •10.36 -2 .<.5 10 .'.7 
DEFlNSf A 8,57 8 11.99 C 15.28 -.7  . 74 ?.72 
1 .3 9 -.0 9 •2.57 -.20 -K.31 -4. 16 1 1C.46 1.02 0 -6.65 -10.33 0 -1̂.85 -11.13 
Figure 3-15c. 3-on-3: Example 2 
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EPOCH = .75 SECONOS 
OFENSE PLAYER 9. 31 11. 57 10. 12 -.73 -6.11 
XCOT 1.97 
•'4.52 
YOOf INTERACTION -.36 •2.79 3.3* CX 16.61 •1<».79 -9.51 
CV MATCHUP -3.62 -8.39 1<.Q9 
OF ENS' A 9.03 8 11.58 C 1U.̂7 -.75 -.17 1.66 1.99 •3.22 •3 .80 -.12 •2. '8 7.93 K.19 •15.«G -7.20 •15.78 -6.32 
Figure 3-15d. 3-on-3: Example 2 
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- 1 0 
O F F E N S F 
O E F E N S F 
E P O C H = • 1 . 0 0 S E C O N O S 
P L A Y E R X Y X O O T Y O O T I N T E R A C T I O N C X C Y M A T C H U P 
1 9 . a s - . 8 2 2 . 3 1 -.21* 1 1 6 . 5 2 - 4 . 0 1 A 
2 1 C . 7 0 - 1 . 1 K - 3 . 6 0 - 2 . 9 6 1 - 1 4 . 7 6 - 8 . 4 0 B 
» 9 . 0 3 - 5 . 1 9 - 4 . 2 3 i.-.5 0 - 5 .rtl 1 5 . 9 7 
A 9 . 5 6 - . 7 6 2 . 2 1 . 1 0 1 1 . 9 5 1 6 . 8 9 o 1 C . 7 3 - . 8 9 - 3 . 6 0 - 2 . 9 6 1 - 1 7 . 0 0 0 . 0 0 
C 1 3 . 3 5 . 6 9 - 5 . 0 1 - 3 . 5 3 0 - 1 6 . 9 9 . 5 5 
Figure 3-156. 3-on-3: Example 2 




EPOCH = 1.25 SECONOS 
PLAYER X Y XDOT fOOT INTERACTION CX CY rtATCHUP 
OFFENSf 
1 1 0 . M -.87 2 .58 -.18 1 15.97 5 .8*. A 
2 9. 7/. -1.89 -3.06 1 -1"..89 -8.20 B 
• 8.G9 -3.95 -3.38 5.-.0 0 -2.37 16 .83 
DEFENSE 
A 10.16 -.7'« 2.36 .23 1 1.12 16.96 
B 9.78 -1.6<» -3.91 -3.05 1 -1.90 3 .75 
C 11.98 .3<< -5.89 -1.81 2 -1*..79 8 .38 
Figure 3-15f. 3-on-3: Example 2 
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EPOCH - 1.50 SECNOS 
OF ENS? PLAYER 10. 67 e. 70 7.40 -.64 -2.64 -2.50 XOT 1.17 -<.02 -2.27 
YOT INTERACTION .52 -2.99 6.07 CX 10 .93 •1C .69 .00 
CY MATCHUP 12 .98 •13.22 17 .00 
OEFNSF 1C.54 8. 78 1C•. k9 -.57 2.41 -.08 1.0 «• -4.25 -5.96 .76 -3.07 .59 1 J.Ob 17.JO 1 7.25 -15.38 0 -10.GO 13.74 
Figure 3-15g. 3-on-3: Example 2 
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EPOCH = 1.75 SECONDS 
15 
10 . 




EPOCH = 1.75 SECONOS 
PLAYER X Y XOOT YOOT INTERACTION CX CY MATCHUP 
OFF ENS* 
1 10.81 - . 3 9 .5*. .91 1 12.31 -11 .72 A 
2 8.35 -2.9*. -1 .52 - 1 . 6 3 1 -16 .32 -••.76 8 
» 6. 98 - . 9 3 - 1 . 2 3 6.'»7 0 .AC 17.00 
OEFENSF 
A 10.71 - . 3 3 .U6 1.32 1 0.00 17.CG CO 8.26 -3 .02 - 2 . 0 3 -2 .26 1 - 8 . 3 9 1<».<»9 
C 9. 12 . 38 - 5 . 1 0 2.89 0 - 8 . 5 9 M.67 
Figure 3-15h. 3- on- 3: Example 2 
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EPOCH = 2.OC SECONOS 
PLAYER OFENSf 1C. 39 7. 8*4 &.75 -.15 •3 .4.1 .72 XOT .31 •2.G8 -.57 
YOT I Mr f.RACT I CN .75 •1.93 6.63 CX -2.26 •16.89 .00 
CY MATCHUP 16 .85 -1.92 17.00 
OEFNSF 10.81 7. 7  /.95 -.08 •3.43 1.30 .17 •2.01 •4.37 .92 •1.75 4.31 1 -16.68 3.27 1 -4.0 4 16.51 0 17.OC O.yO 
Figure 3-15i. 3-on-3: Example 2 
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EPOCH t = 2.25 SECONOS 
PLAYER X Y xpor YOOT INTERACTION CX CY MATCHUP 
1 1C. 83 .06 -.<•! .80 1 - l« t . l5 9.U2 A 
2 7.36 -3 .89 -2 .28 -1.82 1 -16.99 - .67 8 
* 6.39 2.77 - .98 5. 76 3 .00 17.00 
A 1C. 71 .07 - .38 .5i» 1 -1'».<.2 9.01 
3 7.23 -3.90 -2.26 -1.5«» 1 -2 .13 16 .87 
C 7.6C 2.«.3 - .63 <..<*9 I 0.03 -17.ao 
Figure 3-15j. 3-on-3: Example 2 
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EPOCH = 2.50 SECONOS 
PLAYER OFF ENSf 10. 68 7. 04 6. 20 
.25 •3.85 V.28 
XOOT -.80 •1.33 -.53 
YOOT INTERACTION .58 -.17 6.3 0 
CX -15.68 16.98 .00 
CY MATCHUP 6.57 .79 17.00 
OFF ENS t 10. 55 6.89 7.b0 
.22 •3.99 2.43 
-.7 8 •1.20 0.0 0 
.66 -.03 COO 
•12.42 11.61 -1.41 16.94 •10.26 13.55 
Figure 3-15k. 3-on-3: Example 2 
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CHAPTER IV 
VALIDATING THE MODEL 
Chapter III describes the model used in the remainder of the 
thesis. This chapter describes the validation of the model's results. 
It would have been preferable to collect data on each of the component 
parts of the model to verify the validity of that portion. The only 
data available, however, were game films of complete plays. Plays 
are sequences of interrelated decisions and it is difficult to isolate 
the interactions and study them apart from the rest of the play. Such 
is the state of affairs, in fact, that even professional scouts oc­
casionally have difficulty ascertaining abilities from the films 
because it is so difficult to determine the players' objective. Thus 
validation by parts is infeasible, and instead the results of the 
entire model is required to validate any part of it. 
Section 4.1 describes the process of obtaining data from the 
game films of the T-Night football scrimmage held on May 7, 1976. This 
data is listed in Tables 4-5 through 4-8. 
In Section 4.2, the estimation of the parameters C^, Q.^* ^ 3 A N C * 
o necessary for the utilization of the model are made. The parameter 
E. P. 
C^ (and the corresponding parameters C and C ) are estimated using 
a non-linear estimation procedure with numerical differentiation. 
Parameters C 9 and C- are estimated using a grid search, minimizing 
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an average sum-of-squares error. The parameter a is estimated using 
a simulation of 40-yard dash times and actual measurement of the 
variances of the players' 40-yard dash times. 
The method of the verification of the model is given in Section 
4.3. The results of the simulation, the data collected, and the com­
parison of the two are listed in Tables 4-6 through 4-8. 
4.1 Source of Data 
Data for the validation of the model was taken from the game 
film of the Georgia Tech T-Night football scrimmage held on May 7, 1976. 
A scrimmage was chosen over a "real" game since the required data 
(weight, strength and speed) was known for all the participants. This 
data is regularly compiled by the Georgia Tech coaches and was made 
available for this purpose. The data analyzed was the players' weight, 
number of pounds the player could bench-press, and 40-yard dash times. 
P E 
The times were converted into C 's and C 's using the procedure out­
lined in Section 4.2.1. 
The game film consisted of 16 millimeter film shot at twenty-
four frames per second. This film was then taken to a microfilm 
reader and photocopied. On each play analyzed, every sixth frame 
(corresponding to epochs of 0.25 seconds) was recorded starting on the 
frame prior to the initial frame showing any motion of the players. 
From each frame, 44 values (22 players x 2 coordinates) of 
positional data had to be obtained. The film represents a functional 
transformation from three-space to two-space, which then had to be 
105 
transformed back to three-space and the x-y coordinates saved as data. 
In the transformation, relative distances on the field are not preserved 
on film. Straight lines are recorded as straight lines, however. Thus 
it was possible to draw a grid for the y-coordinate as the hash marks 
were clearly visible on the film. Likewise, the x-coordinate of both 
sets of hash marks are known (+ 8.89 yards). The data was then obtained 
by the following steps: 
1. An estimate of the point on the football field directly 
under the front numerals of the player's jersey was made. 
2. An estimate of the y-coordinate value of this point from 
the (nearly-parallel) y-coordinate grid marks was made. 
3. Similar triangles on the plane of the playing field* 
between the hash marks (or the marks on the sidelines) 
and the point on the field were set up. Using the trig­
onometric laws of similar triangles and the y-coordinate 
value from step 2, the x-coordinate value was computed. 
The estimation of step 1 is most critical—a deviation of 1/16 
of an inch on the photocopy results in an x-coordinate change of up 
to 1/2 yard. 
One play was chosen to collect data on (a Wishbone Counter-Dive 
vs. a 50 Defense)**. The values of the x- and y-coordinates are listed 
for each player in Tables 4-5 through 4-8. 
4.2 Estimation of Parameters 
The estimating of the parameters C^, C^, and C^ is in fact the 
*The playing field is really not a plane, as it slopes down from 
the center-line to the sidelines. From the camera angle in question, 
however, this was not a serious problem. 
**This offense and defense are presented in Chapter V. 
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"tuning" of the model. Whereas finding a proper value for is 
perhaps of more general interest, finding and merely is an 
exercise of a common-sense grid search of suitable values. 
4.2.1 Estimation of 
The estimation of by necessity hinges on the use of (3.8) 
with x(0 = x(0) = 0, i.e. 
C C -e t 
x(t) = -*-t - - f (1-e 1 ) (4.1) 
1 C l 
or 
x(t) = C. (1-e
 1 ) (4.2) 
which is linear in C and non-linear in C. . It is clear from (4.2) 
x 1 
that the estimation of is dependent on the simultaneous estimation 
of C^. Also, if C^ is given, a 40-yard dash time (or any distance 
for that matter) fixes the value for C , which could then be used for 
E. P. X 
C 1 or C 1 . 
Suppose N data points are available for a runner starting from 
a standstill and running in a straight line in the x-coordinate 
direction (a data point is defined as a x^,t_^ pair). Assume an 
additive error to the system equation (4.2), 
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x . . c ^ - ( 1 " e , } + a . x x C c 2 (4.3) 
Holding constant (for the time being) and solving a least-squares 












where Q = t±/C1 - (1 - exp(-C 1t i))/C 1. Likewise, holding C 










X I 1 
- C - t . - C . t . 
(-j 1 lv 1 1 
(1-e )e 
-c-t.y t. 0 1 l 1 , 2 (1-e 
2 3 = 0 (4.7) 
This is a cubic equation in with embedded exponentials in C^t^—in 
short too difficult to solve analytically. Thus two trial values of 
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C^CC^ and + 0.01) can be input into the left hand side of (4.7) 
and the next iteration's is an interpolation between the two. An 
input value of is needed for the first iteration, and there is 
convergence for any "close" value; in fact the surface defined by the 
normal equations is sufficiently well-behaved that convergence takes 
place for any reasonable input C^. 
Whereas fitting the constants to the data is rather simple 
and straight-forward, finding the input data to fit is another matter. 
Most authors are content to use world records to fit running curves 
and thus offer no data for less than 50 yards. 
Keller [14] presents such a model, and attempts to fit an 
equation through world records from 50 yards through 10,000 meters. 
The Keller model is identical to equation (4.1) for distances less than 
291 meters. The value for calculated by a non-linear estimation 
procedure is 1.121 seconds \ 
Hill offers data for two rather poor (by today's standards) 
runners: 
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Table 4-1. Hill's Running Data 
Runner 1 
Time 
Runner 2 Dis 
0.65 0.80 seconds 1 ; 
1.07 1.28 3 
1.56 1.82 6 
2.10 2.42 10 
2.72 3.07 15 
3.28 3.73 20 
4.36 4.91 30 
5.42 6.06 40 
6.51 7.22 50 
7.56 8.37 60 
tance 
yards 
which yields C = 7.531 and C, = 0.791 for runner 1 and C = 5.522 x 1 x 
and C = 0.624 for runner 2. It should be noted that neither fit is 
very good, resulting in standard deviations of the order of 0.25 yards. 
Taking data off game films presents two problems: 
1. Generally speaking, football players tend to avoid running 
in straight lines. 
2. It is difficult to tell if a player is putting full effort 
into his running. 
Never-the-less an attempt was made, giving the following data: 
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Table 4-2. Game Film Running Data 
This yields C = 16.81 and C, = 2.450. In this estimation, the fit x 1 
is quite good, resulting in a standard deviation of 0.04 yards. This 
player normally runs the 40-yard dash (in track clothes) in 4.55 
seconds. For the value of this corresponds to a C x of 23.65 yards/ 
2 
second . The ratio of the two values is 0.7109—a factor which re­
presents the added burden of the football padding and clothes over 
those used in the clocking of the 40-yard dash. This factor is used 
to convert the players' time in the dash (t^) to their speed on the 
playing field: 
C E i (or C ? 1 ) - - ( 4 0 ) (°-!2° 945t.-, ^ 
2.45t.-l+e i l 
4.2.2 Estimation of C 2 and C 3 
The value of C^ and C^ determine the movement of the center of 














of a block. Using the data gathered from Section 4.1, it is possible 
to evaluate the effect of differing values of and by a grid 
search. Letting denote the distance from the observed position 
to the position determined by the model for the i'th participant 
of a block, the criterion used to estimate and is to minimize the 
2K 2 
sum-of-squares error, £ A. , where K is the total number of blocks 
i=l 1 
evaluated. The model was run for the same play for which data was 
gathered in Section 4.1 with parameters C. = 2.45 and cr = 0, and 
for the various values of and C^. The average error, 
EA^/2K, for those values of and are listed in Table 4-3 below. 




2.0 3.0 5.0 
0.1 0. 3830 0. 3843 0.3906 0. 4242 0. 4590 
0.2 0. 3822 0. 3713 0.3897 0. 4111 0. 4294 
0.3 0. 3994 0. 3857 0.3771 0. 3882 0. 4576 
It is illustrative to show the physical significance of the 
various values of C^. For this example, assume a straight-ahead 
block between two opposing players (P and E) with equal and opposite 
initial velocity, with W P = = 200 pounds, and S P = 300 pounds and 
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S = 400 pounds. The movement of the center of the blockers for 
differing values of C_ is listed in Table 4-4 below. 
Table 4-4. Blocking Results 
C 2 
for Values of C 
Time 1.0 1.5 2.0 3.0 5.0 
0.00 0.00 0.00 0.00 0.00 0.00 
0.25 0.01 0.01 0.02 0.02 0.04 
0.50 0.03 0.05 0.06 0.10 0.16 
0.75 0.07 0.11 0.14 0.21 0.35 
1.00 0.13 0.19 0.23 0.38 0.63 
2 
The choice for is 1.5, as it yields the minimum sum-of-
squares and also provides reasonable results. The corresponding 
choice for is 0.2. 
4.2.3 Estimation of a 
The estimation of o is not an easy task. The only data 
available for this purpose on the participants of the play analyzed 
is three sets of 40-yard dash times. This is the one-dimensional 
case: 
x(t) = x(0) + (C +a.) t t x l C. 
(C x+a.) - c l X ( 0 ) 
(1-e 1 ) (4.9) 
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(C +a.) -C t -C t 
x(t) = * 1 (1-e 1 ) + x(0) e 1 (4.10) 
2 where a is normal and independently distributed with variance a , to i c 
meet the requirements in Section 3.8. Instead of attempting to determine 
the relationship between and 40-yard dash times analytically, a 
simulation approach is used. A 40-yard dash is simulated two hundred 
times, using (4.9) and (4.10) and epochs of 0.25 seconds. The variance 
of the dash times thus obtained depends both on the input a and C *. 
The relationship between these values are presented in Figure 4-1. 
Appendix A lists the program used in generating Figure 4~1. 
The estimate of a is then made by determining each player's 
a (using the player's variance of his dash times and his average 
l 
dash time, and the use of Figure 4-1), and then averaging the a . 1 
The value thus obtained is 1.417 yards. 
4.3 Model Verification 
The validation of the model is based on a theorem due to 
Alt [2]. Alt shows** that 
1. If z is distributed bi-variate normal with unknown mean 
and covariance, and 
2. if N observations z. are drawn from the distribution, 
l 
and 
*The dependence on C is related to the fact that a slower 
runner will cover 40 yards in a greater number of epochs and thus 
more a ^ s will be generated in the simulation. 
**Theorem 5.7, page 112. 
114 
0.02 
0 1 i i i i 
4.6 4.8 5.0 5.2 5.4 5.6 
Seconds 
Figure 4-1. Relationship of o to o 
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3. S = 1/(N-1) Z (z -z ) t(z ±-z ( )), where z Q = (1/N) Z t±9 and 
i i 
4. if z* is drawn from the same distribution, then 
2 1 /N — 2N N -> x -1 -* , t // -.-.N F = y ( — ^ — ) (z*-z ) S (z*-z ) (4.11) 
N -1 U 
is F(2,N-2)-distributed. 
The play was simulated twenty-five times on the play analyzed 
with the following parameters: 0.25 epochs, = 2.45, = 1.5, 
C 3 = 0.2, and oQ = 1.417. 
Each player's position at an epoch is assumed normally 
distributed. The positional data is used as the z (N = 25 here), 
and invoking the above theorem, the critical region for the statistic 
F as defined by (4.11) becomes F > F(2,23,a). These tests were 
performed for the 0.5 second, 1.0 second, and 1.5 second epochs 
of the play. The data is listed in Tables 4-5 through 4-8. 
Table 4-•5. Player Initial Positions and Attributes 
Player Position ( x > V ) Speed Weight Strength 
Offense 1 RE 6.60 ,-1.00 14.85 203 265 
2 RT 4.00 ,-1.00 13.77 240 245 
3 RG 2.20 ,-0.60 13.94 206 315 
4 C 0.00 ,-0.40 15.34 243 405 
5 LG -2.20 ,-0.60 14.54 235 335 
6 LT -4.00 ,-0.80 14.74 264 265 
7 WR -15.00 ,-0.80 15.92 172 220 
CO
 QB 0.10 ,-1.30 16.36 200 235 
9 FB 0.20 ,-3.95 15.75 216 295 
10 HB 1.90 ,-5.30 16.82 200 270 
11 HB -1.90 ,-5.30 16.42 181 265 
Defense 1 CB 11.25, 3.00 15.86 210 350 
2 E 6.60, 1.15 15.86 198 320 
3 T 4.05, 1.30 14.24 251 280 
4 LB 3.30, 3.85 14.85 226 290 
5 MG 0.60, 1.00 14.69 231 285 
6 SS 3.10, 10.00 15.40 196 265 
7 LB -2.20, 3.60 15.75 212 315 
8 T -2.85 , 2.10 14.34 253 285 
9 E -6.00 , 1.60 15.86 206 315 
10 CB -11.75, 3.70 16.11 220 315 
11 WS -14.90, 7.60 15.51 190 185 
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Table 4-6. Player 
Player ( xo , yo ) 
Offense 1 6.31, 0.17 
2 3.39,-0.53 
3 2.90, 0.39 
4 0.31,-0.18 
5 -2.39, 0.61 
6 -3.93, 0.48 






Defense 1 10.40, 3.03 
2 6.33, 1.03 
3 3.87, 0.99 
4 3.25, 3.58 
5 0.49, 0.60 
6 3.08, 9.96 
7 -2.01, 2.65 
CO
 -2.91, 1.73 
9 -6.02, 1.56 
10 -11.64, 2.40 
11 -14.93, 7.61 






























































































































































Table 4-7. Player Positions at 1.0 Second 
Player ( xc > , yc ) ( X * y* ) S 
1 F 
Offense 1 5. 61, 0. 30 5. 10, 0. 80 7. 56, 1. 65 2. 228 
1. 65, 13. 45 
2 2. 52, 1. 35 2. 50, l. 40 45. 36, -10. 87 0. 047 
-10. 87, 30. 36 
3 3. 03, 0. 75 3. 15, l. 10 52. 64, -15. 72 0. 821 
-15. 72, 19. 49 
4 0. 54, -0. 14 0. 70, 0. 50 63. 14, -54. 89 5. 935 
-54. 89, 56. 09 
5 -2. 12, 1. 98 -1. 70, 2. 30 48. 62, -5. 37 3. 599 
-5. 37, 6. 21 
6 -3. 68, 1. 79 -3. 90, 1. 60 39. 32, -5. 78 0. 737 
-5. 78, 3. 82 
7 -14. 75, 2. 87 -15. 00, 3. 00 33. 42, -22. 49 1. 973 
-22. 49, 41. 78 
8 0. 65, -1. 39 0. 65, -1. 40 23. 56, 1. 73 0. 001 
1. 73, 28. 57 
9 -0. 94, -0. 17 -1. 05, -0. 50 25. 25, 12. 08 2. 507 
12. 08, 40. 56 
10 2. 05, -1. 70 2. 30, -1. 40 30. 76, -7. 10 2. 189 
-7. 10, 40. 25 
11 -6. 10, -5. 32 -6. 10, -5. 30 21. 57, -5. 00 0. 006 
-5. 00, 30. 75 
Defense 1 9. 71, 3. 30 10. 40, 3. 30 10. 55, -4. 83 2. 304 
-4. 83, 23. 22 
2 5. 52, 1. 11 6. 30, 1. 40 5. 56, -0. 90 2. 115 
-0. 90, 14. 87 
3 3. 80, 0. 92 3. 80, 1. 20 41. 36, -32. 95 1. 611 
-32. 95, 43. 04 
4 2. 64, 2. 51 3. 20, 3. 00 17. 50, -6. 90 3. 709 
-6. 90, 23. 94 
5 0. 74, 0. 64 0. 40, 0. 80 51. 30, -39. 97 8. 298 
-39. 97, 36. 54 
6 2. 26, 9. 67 2. 10, 9. 70 11. 31, -7. 31 0. 193 
-7. 31, 33. 87 
7 -1. 34, 1. 83 -1. 70, 2. 4 57. 95, 3. 55 3. 309 
3. 55, 3. 14 
8 -2. 52, 0. 59 -3. 00, 1. 70 20. 43, 6. 34 1. 999 
6. 34, 5. 18 
9 -6. 01, 1. 53 -6. 10, 1. 60 18. 65, 9. 57 0. 099 
9. 57, 42. 79 
10 -11. 00, 0. 26 -10. 90, 0. 40 24. 77, 1. 08 0. 179 
1. 08, 7. 06 
11 -14. 01, 8. 23 -14. 30, 8. 50 20. 69, 2. 17 1. 984 
2. 17, 39. 63 
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Table 4-8. Player Positions at 1.5 Seconds 
Player ( X C yc ) 
Offense 1 4. 82 . - 0 . 00 
2 2. 39 , 1. 90 
3 3 . 02 , 0. 83 
4 0. 86 • o. 27 
5 - 1 . 68, 1. 86 
6 - 2 . 97 1. 31 
7 - 1 3 . 23, > 4. 97 
CO
 0. 72, - 1 . 17 
9 - 1 . 18, 2. 80 
10 2. 11, 1 . 29 
11 - 9 . 33, - 5 . 34 
Defense 1 7. 64, 4. 44 
4. 56, 0. 71 
3 3. 74, 1 . 05 
4 2. 42, 2. 66 
5 1. 12, 1. 03 
6 0. 22, 9. 29 
7 - 1 . 50, 1 . 29 
CO
 - 1 . 82, - 0 . 21 
9 - 5 . 83, 1. 74 
10 - 9 . 84, - 1 . 85 
11 - 1 3 . 32, 10. 21 
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The values of F(2,23,ct) for a = 0.10, 0.05, and 0.01 are 2.55, 
->-
3.42, and 5.66, respectively. Assigning as z* being drawn from 
the same distribution of z_̂ , Table 4-9 lists the frequency of ac­
cepting H n for the data. 
Table 4-9. Fraction of Time 
HQ is Accepted 
ot 0.5 Seconds 1.0 Seconds 1.5 Seconds Total 
0. 10 19/22 17/22 18/22 54/66 
0. 05 19/22 19/22 21/22 59/66 
0. 01 22/22 20/22 22/22 64/66 
The model is accepted at the 0.05 level. 
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CHAPTER V 
Figure 5-1. Wishbone Offensive Formation 
DESCRIPTION OF PLAYS TO BE MODELED 
In this chapter, two offensive plays and two defensive plays are 
modeled, and the model is run for each combination of the offensive-
defensive pairs. The offensive plays (Section 5.1) are chosen from 
the Wishbone T, as this is the formation for which the data used in 
the verification procedure described in Chapter IV is available. Two 
defenses common against the Wishbone are chosen. These alignments 
are diagrammed in Section 5.2. Sections 5.3 and 5.4 present the play 
diagrams and results of the four offense-defense pairs. 
5.1 Offense 
The Wishbone offense is run from an unvarying initial formation 
(disregarding a mirror-image), regardless of the play called. This 
formation (with arbitrarily assigned player numbers) is diagrammed in 
Figure 5-1. 
Line of Scrimmage 
" © " © © •"© © © 
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Player 4 is the center, players 5 and 3 the guards, players 6 and 
2 the tackles, player 1 the tight end, and player 7 the spread end. 
Player 8 is the quarterback, player 9 the fullback, and players 10 and 
11 the halfbacks. In addition, the adjectives "onside" and "offside" 
are applied to players on the side of the direction of the play and 
away from the direction of the play, respectively. Hence if the play 
is toward the left, player 5 is the onside guard and player 10 is the 
offside halfback. 
The two offensive plays chosen from the Wishbone offense are 
the Counter Dive and the Predetermined Fullback Play. In the Counter 
Dive, the ball is faked to the fullback and handed off to the offside 
halfback. In the Predetermined Fullback Play*, the halfbacks run 
parallel to the line of scrimmage and in the same direction. The ball 
is then given to the fullback running (possibly) behind the guard's 
block. For a more complete description of these plays, and the entire 
Wishbone offense, see Rodgers and Smith [19]. Due to the difficulty 
of presenting these plays without considering the opposing defense, the 
diagrams of the plays are postponed until Sections 5.3 and 5.4. 
5.2 Defense 
The defensive formations commonly used against the Wishbone are 
the Oklahoma-50 and the Split-Six. These are diagrammed below in 
Figures 5-2 and 5-3. 
*"Predetermined" indicates that the fullback has been designated 
to receive the quarterback's handoff regardless of the defense's 
reaction. This differentiates the play from an option, where the hand-




O O O D O O O 
Figure 5-2. Wishbone vs. Oklahoma-50 
W 
V V v V 
WW w w 
o d o n b " o " d " 
Figure 5-3. Wishbone vs. Split-Six 
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Players 1 and 10 are cornerbacks, player 6 is the strong safety, 
player 11 is the quick safety, players 4 and 7 are the linebackers. 
Players 2 and 8 are the defensive ends, and players 8 and 3 are the 
defensive tackles. Player 5 is the middle guard. 
5.3 Counter Dive 
The Counter Dive is diagrammed in Figure 5-4 against the 
Oklahoma-50 defense, and in Figure 5-5 against the Split-Six defense. 
Figure 5-4. Counter Dive vs. Oklahoma-50 
Figure 5-5. Counter Dive vs. Split-Six 
Against the 50, the offensive players 2 and 3 switch blocking 
assignments due to the poor blocking angle 2 would have on the de­
fensive tackle. The step-around "fold-block" accomplishes this 
purpose. As the analysis shows, the center's block on the middle is 
quite important to the development of the play. 
Figure 5-r-5 shows the Counter Dive versus the Split-Six. Offensive 
player 5 (the onside guard) momentarily blocks defensive player 8 
(the defensive tackle) and then releases him to the fullback after the 
handoff fake. The guard then blocks the linebacker (player 7) who is 
required to maintain his position by the fullback's threat. 
5.3.1 Results of Counter Dive vs. 50 Defense 
The play was simulated twenty-five times, starting on the 50 
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yard line. The player's attributes listed in Table 4-5 were used. 
The gains in Table 5-1 resulted. 
Table 5-1. Results of Counter Dive vs. Oklahoma-50 
Run Gain Tackled By 
1 7.69 1 
2 3.40 4,5 
3 5.51 4,6 
4 5.78 1 
5 4.20 4,5,6 
6 2.78 4 
7 3.50 4,6 
8 2.28 4,5,7 
9 5.05 4 
10 7.06 6 
11 2.77 5 
12 4.73 4 
13 2.62 5 
14 50.00 -
15 6.21 1 
16 7.08 1,2,5, 7 
17 3.01 4,5 
18 7.14 6 
19 3.61 4 
20 1.51 5 
21 9.90 1,6 
22 1.43 5 
23 5.86 6 
24 5.20 7 
25 3.90 4 
The average gain, not including the touchdown, is 4.68 yards; including 
the touchdown as 50 yards, the average gain is 6.49 yards. Considering 
only the nine plays where defensive player 5 (the middle guard) was a 
tackier, the average gain is 3.14. For the other 15 plays (disregarding 
the touchdown), the average is 5.59 yards. Thus a good block by the 
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center adds an average of over two yards to the gain of the play. 
A sample of the output for this offense-defense pair is given 
in Figure 5-6a through 5-6k. 
5.3.2 Results of Counter Dive vs. Split-Six 
Again the play was simulated twenty-five times with the player 
attributes of Table 4-5. The results are listed in Table 5-2. 
Table 5-2. Results of Counter Dive vs. Split-Six 










































































The average gain, not including the two touchdowns, is 3.65 
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yards. With the touchdowns, the average run is 7.35 yards. The 
blocks on defensive players 3 and 5 seem most critical. 
For plays not going for touchdowns, the relatively smaller 
gain against the Split-Six is reasonable. Against the 50, the fake 
on defensive player 5 draws him out of position for a subsequent 
tackle on the halfback. Against the Split-Six, the same fake draws 
player 5 into the running corridor. Likewise, the blocking angle on 
3 is relatively poor against the Split-Six, whereas care was taken 
to insure a good block against the 50. 
A sample output for Counter Dive versus the Split-Six defense 
is given in Figure 5-7a through 5-7j. 
5.4 Predetermined Fullback Play 
The Predetermined Fullback Play is diagrammed below against 
the Oklahoma-50 and Split-Six Defenses. 
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* o.oo -1. ,<0 0.00 0. JO 0 C +2 -2.33 
9 0.00 -3. 90 o. no ,'). o a 0 -5. 55 1 C 2 0 L 
o c e o -b. 3 0 o,on o. ij o 0 2.32 13.06 
X -1.40 - C SO 0.00 j. j j 0 -19.56 1.78 
L 12.00 3. CO o.co 0. 0 0 0 -12.35 -1.62 
i. 7.00 1. I) 0 .DC o. o a 0 -1. 12 
T .<. 0 'J <*n O.CO o < r, -i n . -.33 -.76 
L I . 0 j • 5 0 c o o 0 • u J - . o 9 -. 7<. 
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L - J 2. <? C 3. JJ 0.3 0 ') • '1 0 3 -.65 -17.27 
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Figure 5-6a. Counter-Dive vs. Oklahoma 50 (Simulation Results) 
130 
EPOCH - ,25 stccnos 
10, 
EPOCH .25 SECONOS 
PI AYER OFFENSE 
OEFENSE 
.R X f XCOT Yoor INTERACTION C ' CY MATCHUP 
1 5.?9 -.40 - .05 2. 94 0 4.57 16.5 0 E 
2 3, .62 -.78 -2. 77 . 17 C -1. 7fc 13.46 L 3 2 -.44 .66 2. &? 'j 4.43 13.99 T .10 -.to .18 . 24 1 7.3 0 13.26 V 5 -? . 1 g -.46 -1 , 34 2. o2 0 4 . 54 15.40 L 6 -3 .94 -. <• 0 . 42 2.?J2 0 -1 .71 12.57 T 7 -1*. . Cl S -.38 -.55 5. 0 6 0 .50 15. 72 S * . 11 - i . 3b . S3 -. 44 0 -1.29 2.30 _ .14 -3,->3 -1.04 Zt 35 0 -5.17 15.78 L 0 
z 
1 . St -4 , &4 .43 i. 5 6 Q <, a >. 14.74 " c . 3 G -5.25 -3.66 . 3 3 n -14,31 -.0 8 
L 11 .68 2 . 'JO -2.31 -.30 0 -.71 -.59 
E 6 . 9 7 1..J9 -.2t -.0 9 0 -14.71 -3.07 T 2 . 5 9 1. 3e - . Ot -. i 4 (j -. it q -16.3 5 t t . 46 .',4t -. 1 -j -. 20 c -1.02 -5.65 V .00 . 75 .51 . .3 4 l 4.60 -14.̂ 1 s .0^ 9 ° B .25 ~. 15 0 -1.12 ~\, 93 L -1 .SI 3,05 -.11 - 5. .1 •'J 4.2 7 . 2 3 T -3 . 0 1 1,4? -.05 . It u -1.14 -15.40 £ -6 , c c. 1.41 . 11 . Jfc 0 . 10 -1.24 L -12.02 •t  0 fc -.12 - J. 2 3 0 6. tj \ -13.43 5 -It 7.4 0 .05 lib 0 2.13 2.57 
Figure 5-6b. Counter-Dive vs. Oklahoma 50 (Simulation Results) 
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Figure 5^-6c. Counter-Dive vs. Oklahoma 50 (Simulation Results) 
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Figure 5-6d. Counter-Dive vs. Oklahoma 50 (Simulation Results) 
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5.18 0 1 14.62 L 
5.b7 0 1.64 17.31 
. 10 0 -15.05 -. 75 
2.21 0 -10.92 10.7U 
1.37 1 -14.51 2.34 
. 32 1 -6.38 -10.19 
l.o7 .62 .02 
1.27 1 .46 15.19 
-.4 9 -2.00 -3.51 
-.54 1 -17.77 1.45 
.37 I -12.87 -1. .55 
-. 44 0 1.48 .23 
4 a 6 0 5.58 -12.52 
2. 52 0 5.51 15.14 
Figure 5-6e. Counter-Dive vs. Oklahoma 50 (Simulation Results) 
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EPOCH = 1.25 5CC0N0S 
10, 
L 2 • E 
L V T 1 
6 T 9 i. 3 
•10, 
EPOCH - 1.25 SiCGNUS 
PLAYES X Y XCOT YQOT IN rrltfACTION CX CY MATCHUP 
1 5.10 1.3; - 1 . 8 9 3 3 1 5 . 9 1 . -8.80 E 
2 2.51 2.25 1.0 5 2. 06 1 -12.89 -1.97 L 
3 2,7". . 7 3 . 4 0 . 58 1 9. Qi. 7,0 3 T 
. . 65 • i'7 1. 7'V 1 -1.62 15.84 V 
5 -2.00 1 . 85 -.2H -. 13 1 12.35 - 9 . 1 (. 
6 - 3 . 6 9 .90 . 22 -.07 1 16.05 .08 T 
7 -12.9 5 <•. 1 9 3 . ' J 1 . 4 . 26 C 11.26 12.84 S 
,•,0 -.77 . 1 3 1.-.7 u . 6 8 3. 96 
9 - 1 . z 8 . 06 - .07 5. 5* 0 -i.. 0 3 15.08 L 
* 2 . 6 . l'V . 6 0 ->. 31 0 1.7 7 15.32 
I -7 . 72 - 5 . 1 1 . -6.20 -.08 0 -17.63 1 .60 
L 9.02 3.79 -3.55 3.20 0 -16.69 5 . 83 
£' '.5. 5 0 2.05 - 1. , 1 - 1. 6 1 -5 . "Q . r,6 
T 3.5 2 1.00 .60 • 6 2 1 15 .5 - ! . 1.88 
L 1.9 3 2 . ? 2 1.01 . 2 5 t 9. <.5 -3.6'. 
V .71 I . 1.8 « P 6 1. 36 1 15.01 2.50 
. Ii. 9. Zi) -.25 -. m 0 13.03 -3. 95 
I - 1 . 3 Q 1 . 3 5 -.03 -.3 2 1 -3 . I S -.64 
T -2.78 . 2 2 . 3 6 i -1.98 I.11 
£ -7.06 I . I ? . 0 7 -. L9 0 -. ta 2 3 
L -10.57 - l . ? 6 2.15 * ->. 76 0 1 3.04 3.12 
S -12.S9 <i. C 5 2 . 7 9 W O 0 16.31 1..25 
OFFENSE 
OEFENSi 
Figure 5-6f. Counter-Dive vs. Oklahoma 50 (Simulation Results) 
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10, 
.7 .... I, 
9 L 2 
5 V * £ L H T 1 





EPOCH = 1.50 SEC ON DS ' 
PLAYEK X Y xccr YOOT INTERAC 7 ION cx CY MATCHUP 
1 4.7 1 1. 0 3 -1 . 76 
- 1. 2 4 1 1.5 7 14.60 E 2 3.00 2. 2 4 .63 -,0 9 1 12.54 - 6. 34 L 3 3.00 . 91 1.29 . 67 1 11. 7s 1. U . 0 « T 4 1.12 1. 10 1.20 2.31 1 - .57 15.22 V 
-1.99 1. 61 .00 -. 2 4 1 10.63 -10.^1 I. 
6 -3.67 . 93 .20 . 1 7 I 15.63 -2.3 8 T 
7 -11.92 5. 32 4,24 4.71 Q i4 .ee 3,2 3 S 
8 . »»5 40 .21 1. 53 0 -.5/ -.04 
9 - 1 . 40 2, 3 ) -.79 5. d2 Q -5.S3 1.2 ,t*n L » 2. tZ 1 . 71 .66 6.23 0 .06 16.8'. 2 -y.33 - 5 . 1 t -6.65 • 2 5 0 1.55 -.95 
L 8.5 3 4 . 54 -5.05 2.33 0 -12.65 7. S3 
E 5.09 1 . 78 -1.47 
-I • o 5 1 - 5 . 98 . 0 2 T 3.79 1. 16 1.22 . 9 0 I -12,65 6.61 L 2. li-
2.19 
.62 . .6 I -15'. 42 -1. 90 
V . 98 1 . V5 . 9-. 1.3 3 1 2,93 -1.03 5 . 75 0  f 2 2. f:5 -2.37 0 15.24 - 3 . 33 L -1. 32 1 . 26 10 -.31 1 14.61 1.22 
T -2.75 ti. .19 . 0 9 t 16.3? 3. 90 
£ -7.05 1.1 4 .01 -. 15 0 16. 'S3 .31 
L -9.6? 0 7 3.71 -1. ii 0 13.97 4.5 3 s -11.So 9. r, c 4.51 5.0 7 'j 17.04 5.43 
Figure 5-6g. Counter-Dive vs. Oklahoma 50 (Simulation Results) 
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EPOCH - 1.75 SECONOS 
PLAYER X Y XOOT YOOT I M P A C T I O N CX CY MATCHUP 
1 
4.56 
.90 - .95 -. 57 I 2.03 14. 22 E 
2 3.15 2.2u .56 -. 10 1 -14.62 2. 63 L 
3 3. 3 2 1. i.h 1.25 1.12 1 13.91 4.51 T 
4 1 .41 1.56 1.10 1. )<3 1 .42 16. 4b V 
5 -1.90 1. 76 . 84 -.•+0 I 11.29 -4.18 L 
b -3. 54 .95 . 82 . 04 1 14.54 -1.47 T 
7 -10.75 6.4'- 5. 04 • 4.28 0 1 4 . 4 9 -.27 S a -.11 .04 . 42 0 .09 -.19 g -1.70 3 . 30 -1 . 55 5  .8 0 -s.oe 13.06 L 2. 74 3.30 .37 6.52 0 -11.14 14.37 2 - 1 0 . 5 4 -5.0* -3, 32 -. 0 4 0 2 .48 -1.13 
L 7. 26 5.2C -5.11 3. 0 2 0 -10.63 10 . 64 
E 4. *4 
1.5 8 -.76 -.55 1 -12.01 13.58 T 4. 10 1.43 1.29 1. til 1 -6.90 10 . 37 L 2.29 2 24 .56 • o5 1 7 .10 13.30 
V 1.25 2. 40 1 .20 1.41 1 12.24 d. 90 
S 1.71 £.23 4.51 -2.3 9 8. 72 -10.34 
L -1.17 1.24 .62 .33 1 12.49 11.01 T -2.5 9 .90 . 81 .53 i 11.18 5.2 5 E -6.62 .12 3.17 -.02 14.41 2.70 
L - S. 7 7 -2.32 
4.62 
-.2 3 0 13.37 
4.91 S -10.66 10.6? 5 . a 3 56 0 13.18 2.46 
Figure 5-6h. Counter-Dive vs. Oklahoma 50 (Simulation Results) 
KPOCH = 2 . ' J O S T C O N C S 








- 1 0 . 
EPOCH = 2.00 S-:C0f>C3 
P L A Y E » X Y XQ0T R O O T INTERACTION CX C Y MATCHUP 
1 U . V» 7 . 9 4 -1.06 . -.1 1 3.41 14. 76 E 
2 3.2 6 2.3 0 . 4 9 . 2 6 1 -12.38 3 . 2 2 T 
3 3.6 7 1.50 1 . 31 1. 4 0 1 14.21 8 . 6 2 T 
4 1.71 2.0 1 1.67 I. I Q 1 3.22 1 3 . 6 2 V 
5 -1 . 7 TI 1 . • 1 1 . 0 2 .22 1 17.23 - 4 . 54 U 
•V -3.5'. .95 O . A O 0 . 0 0 *> 16. 13 3.42 T 
7 - 9 . 4 4 7 . 2 3 5. ' . 4 2 . 2 7 0 15.55 1.35 S 
f- . '.9 . 0 4 . 0 4 . 4 L 0 1. 15 .41 
9 - 2 . 2 0 5. 16 - 2.3-3 5.41 0 -11. 71 1 1 . 2 2 U 
» 2.52 4 . (? 9 -1.86 o. 2 2 0 .48 16.24 
Z -11.09 -5, 13 -1.33 -. ̂ 3 0 -1.20 . 72 
L 6 . 0 4 6.15 -4.71 3.71 0 -9.73 11. 80 
• 4 . 6 1 1 . 6 4 -.45 -,15 1 - E . 51 13.68 
T 4.42 1 , 6 4 1. v 5 1. 7a 1 -6.89 1 1 . 87 
L 2 . ( - 2 2.32 . 4 4 1 . 0 R, 1 1.-36 17.24 
V 1.63 2 . f.S 1 . 2 2 1. .3 1 3 . 76 13. 79 
2.78 7.5 2 4 , 0 7 - 2 3 J -16.17 - T . 84 
L -.97 L . U O . ? 4 - ii I 9 . 4 4 13.40 
R - 2 . 15 1.14 2 . 5 3 i. fa fl 10.31 9.4 9 
£ -5 . 1:5 1.19 4 . 4 I • 4 9 0 14.03 6 . 6 3 
L -7.5". - 2 . 2 - 5.12 ,77 0 14.41 12. 0 3 
S -9.^9 11.28 5. v2 2 . 01 0 14.11 7.69 
OFFENSE 
D E F E N S E 
Figure 5-6i. Counter-Dive vs. Oklahoma 50 (Simulation Results) 
EPOCH = 2.2 5 SECONDS 
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10. 
4 2 T 
5TL £ E 1 
6 
-10. 
CPOCH = 2.25 SCGNOS -
PLAYER X Y XOT YDOT INTEKAC I'ON CX CY MATCHUP 
1 
4.25 
1.06 -1.05 . 61 1 -.86 16. 4-» E s.sa 2.4* .57 . 34 I -12.45 6.49 L 3 4. 06 1.91 1.43 1. 7 4 4 10.63 8.95 T 4 1 . 66 2.27 . 84 1.27 1 . 39 15.53 V 5 -1.53 1.96 1.23 . o5 1 14. 29 3,91 L 
6 -3. 54 . 95 0.0 0 0.J0 2 12.86 4. 22 T 7 -1.02 7.59 5. £<6 1.48 0 11.07 8.15 S 8 .52 .13 .24 .30 0 1.33 -2.11 9 .94 £.4 6 -3.46 i. 0 3 0 -12.75 8. 25 L 
* 2.18 6.47 -.93 o. 41 0 -2.66 14.47 
Z -11.37 -5.15 -.95 . 1)1 0 2.09 -2. 22 
L 4, =3 7.17 -4 . 32 • . 2 3 0 -9.32 11 .07 E .3 9 1. 76 - .61 -.60 1 -7.25 13.67 T 78 2. 32 1. 66 I. J9 1 -5.63 9. 05 L 2.53 2.71 .3 7 I. ill 1 -.33 14.43 1.37 3.21 .49 . 75 i 1,03 13.80 
s 3. 15 I-. tl -. 6 3 -2. 01 0 1. 39 -15.13 L -.69 1.67 1.02 l.*8 1 b. 93 14.17 T -1.41 1.6 5 3.33 2. »8 0 7.70 10.15 t -4.46 1.45 5.0 2 1.51 0 12.08 3. 94 L - 0 . 2 2 -1. 79 5.47 2. of 0 10.57 11.44 
3 -7.69 11. 66 3.63 2. 33 0 15.14 7.13 
OFENSE 
DEFENSE 
Figure 5-6j. Counter-Dive vs. Oklahoma 50 (Simulation Results) 






E U £ 
1 
6 
,1 .....9 I , 
•10, 
EPOCH = • 2. 3 U SECONDS 
X y XOOT YOOT INTERACTION CX CY MATCHUP 
T 4.2 0 1.09 -.93 . 5 4 U 0. 0 0 0.00 E 
2 3 . 4 1 2.51 , 5 0 . 74 0 0.00 0.00 L 
t 4 . ll f; 1.91 0.0 0 0. 00 2 111. 6 3 8.95 T 
•t 1.3 6 2.27 0.00 0.00 2 .39 15.53 V 
5 -1.47 1.99 1.0 9 .57 0 0.00 0.00 L 
6 -3.5 4 .95 0.00 0.00 2 12.86 4.22 T 
7 -7.11 7.77 5.70 l.o9 0 11.07 3.15 3 
3 . 54 . 1 4 ,*7 . 17 0 1.33 -2.11 
9 - 3 • 12 6.71 -3 . 66 0 -12.73 8.2 5 L 
» 2. 13 6.7 9 - .95 ti. 35 3 -2.66 , 1 4 . 4 7 
7 -11.41 -5.15 - , 7u -.10 0 2.0 9 -2.22 
L 4.7 1 7.;-J -'•.26 4. 31 A -9.32 11.07 
T *. 3 4 1 . 75 -1.00 . 11 0 -7.25 1 3 . 6 7 
T S5 2.4? 1.21 2.18 0 -5.6 3 9.05 
t. 2.5 6 2.78 . 31 I . ^ .1 -.3 3 14.43 
; 1.90 3.2,'. .48 1.3 2 J 1. 0 3 13.80 
S 3.12 6. 75 -.47 -2. 37 3 1 . 89 -15.13 
I. -.•-.4 1.7b 1.23 1. i7 0 6. 9 3 14.07 
R -1.24 1.76 5.31 2.^7 0 7.70 10.15 
c -4,21 1.53 5.C1 1.75 0 12.08 8. 9H 
L -5. <55 -1,65 5.3 4 2. 10 O H U 5 7 11.44 
S -7.0 1 1 1.9 t 5 , 6 9 2.3 7 n 15.1" 7. 13 
OFFENSE 
DtFi lNSE 




_6 3 3 ?. L 
- 5 , 
•10, 
EPOCH = 0.00 SECQNCS 
XDOT YOOT INTERACTION CX cr MATCHUP 
6. 00 





. - . »U. 
- . «0 
.-»_*: 0 









O.O N O.OO 
• C 0 0 
'). 0 •": 
O.CO 
1..S.0.. 
- 1 . D A 
-. ?i O 
- 1 . 50 . 
- I . _ 8 
30.... 
P.. 0 0 







J. 0 0. 
J • 0 0 
DEFENSE 
L__ \,L, "., 0.. ..... -.S....9C..._ .... '"-» ,%0 CO 3 
E V t r ,1 1.40 0 , 0 0 0.J0 
T._ 5..';.. . -2.^2 0.._ J . T K. O., I: O _ 
L 1 . C 0 3. i: • C 0 0.00 
V ? . -. FL ;> 0 01 0 0 
10.,IT II * R,~R 0. 0 0 
I_ IT CO . . I . 1 . ... .3 • 0 0 O, •: O 
T 1 .*.L Y. '.' U OO " 
L ....T5,<. S _I..4«__. . _Q... ', 0 ;! 
L -12.00 3 . C 1; ~O. : . L  0 
-1 - . ',' 0 9_. N O _ .0.00 
1.99 
5_. 5 0„ 
3 . I»2 
P. *1 
- 6 . 83 
:____. E_ 
2.21 
6 .4 5 
- 3. 5 4 
..... 1 • J 7. 
















. - «90 
- 2 . 1 1 
- 2 . 2 0 . 
- . 3 4 
SJ 2 1,34 
.54 -1 .00 
.1.5 4 




_. 7 0 
. 8 6 
-.74 
3-
. 0 3 






, .1. ...... 
Y'J,)T INTERACTION CX CY MATCHUP 
OFFENSE. 
Figure 5-7b. Counter-Dive vs. Split-Six Defense (Simulation Results) 
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. . £ T I G X . H _ - . A D . . .Si.CLIs.LS.. 




E ° O C H J5J.C_QA.Q_S 
PLAYEK 
O F F E N S E 
X t X C I O R YJJ-T 1NTHKACTION C X CY MATCHUP t 
2 



















. . _,5_8__ 
.26 .ii .23 ..... 1 ..22 .... . +6 -..12 1 0 . 54 6. 30 13.35 













,3 9_ -1.4 . 
, 15 
. C O 

































J - . _ . . . 
7 
AS, 71... 5_ 0- . . 9.. . 6.51 1. 34 -3.02 • 2 7 . - . . _ E 2 _ . 1 
117_. ..... -t r-i. . 9 8 3. 3 7 -.33 -. u 2.49 LL}2. tZl_.. -3.14 10 . C2 -.14 • • « . . - 1 *.P._i .3, > 1 -.•-7 < ! 
-2.20 1 , ? 8 . 0 > •+ • 
.-5..!U... — Jil'. . •12.114 1.5 8 • •+ .' 11 ' i .'.* «..__ iJi. Z'JJi 
-1 2,67. 
- U . 9 2 
-13.5 6 
7,^7 
. .-3... '.8 
T O . H E 
-1.12 11.1I: . 15 
5.5 7 
1 5 . 1 (-






- 7 . 9 9_ 
- ). 97 
-1.54 
•13.92 
• . g 7 
Fi8 ure_5-7c. _Cqun.ter-Diye_y_s_._^ 
•10 , 
.j-2JiC._-_.i__ 
YOOT INTERACTION CX CY MATCHUP 
OFFENS: 
2. <2 
._l_»J.i_ •2.2 3 
-4. ':3 
J__95. JLLM JJJ_Q_L_. 
.c2 .34 .99 








-.10 _ _...J>._. 
-1.21 
- 5 • . •» 





9_..7 3 _ ____5_„.3 --..51 -. o . _ b . !. 2 1. 91 -1.01 -. 8 6 3., . i . . 1.'.'5 -1.27 .- >. .r; l_ 1 11 2 . >! 3 0.00 n. o a 2.5' I . '2 <5 •_-!>.. s -2.7 0 10.10 2.5 0 . 3 i . _.___: 1..UL.-. ItA.fc •:. ..<_ f -2.0 4 1.51 .52 . > > £ . -3_C(9. !. <.<. .-..3' . _ ~* j i. L 
- 1 1 . V.' 6 1.26 - . t S3 s . -JJt_ 4.__ _Z__J _JA£JL. „ »./.>_ 
1 7.75 -14.05 
..-.14..3.?... . 18 
1 10.44 8. 94 
2 -2.9.e__. _ 16... Q.I.. 0 7.33 1.1. 9 9 
1 
-5 . b 1 -3 4.90 0 14 70 5.59 
_£! 3.95 .77 
0 -7.4 . 16.05 
0 -. 6 S. 17.99 
Q -17.64 , 2 8 
0 -it. 7.7 '-•56 
Y" -16. 84 -.07 .1 - , 69 13.25 2 P. 9 -8.92 -lij. 7 3 -10.46 a ( J » 6 9 -.75 •; • 4 . 6 7. -12.51 o - ? . 
J 7
-.1.4. 5-, i. ..2. •9. 2 . i] 3. -.4 -10.5 0 
_> -0 0. _ l.-LtJ__ 










.-JflCH.-v. J_JL_J_S_: C_.fjS_. 
CFF£f43f_ Yor interaction cx CY MATCHUP 1 5.62 
_ 2 4.51 
3 2.40 
._!t 1.10 . 
5 -1.37 
6 -4.66 
1.0'J 1. 2 3 
. s2 1 .-"7 
1.12 
1.16 
7 -13.51 ? • C4 
„._8 .79 _ 51 9 -.83 -1.00 • li'i 2.. -
1. ,.3.7__ . 
2 -5.75 -5.19 
• L . 94 
j-___.•_.. 
-. 14 




L« 1 2_ •2.1! 8 
. 0 7 
•6.35 
. 25 -.JUL 
2.7 8 -.4 5 
"3.31 
. !J 8 







J -5.. 79 
0 12.39 
_ U__ _4.22 
J -17.3e 









3,5 8 ?.0 4.1. 
. 05 
0_F_NS_ . _ . a. .4 .5,0 7. _ _-5.5^_ . ,21 0. _-.lf.-j 61 . 2. OC t <:. 72 2 . 0 7 -1.2;- -1, ul 1 -15.03 1.35 I_ 3. 7 0
; t ( -.7.1. . -j _ _.._ _ 1. 
.-.15.2.5 . .58 L 1.13 2. (' 5 -  10 . 13 1 8.13 -11.60 _  2 . 3 _ .___.__ -__2__ ._.'•»._._ . 1 -1 5 . . 8 . -3_v.Q. 3 -1,9 8 i ;: . i 3 3 . 0 4 - 1  0 11.0 9 -.01 I _ ... L -1. 35 .. . 2 - ?' .. ..- .-i? - ... i r, £ . .5.12 - 13..2.7. T ..97 
i 4 - . 21. -2. -.3 b 2 . 6 9 -13.51 c . .. -3,.12. 
__ 1.7.8 -. C <1 . - "r 1 T. .. \... -.9 0 - ,91 L -11.48 -.7 2 1 .*0 -4.5 8 0 4.9 7 -15.14 S ,-13.65 7 , rt 3 .__?__„. .. '.,2 0 _ <__ . ? 13.6 6 
Figure 5-7e. Counter-Dive vs. Split-Six Defense (Simulation Results) 
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8 
— I — — . . . 
-5 I. • . Z I 
_ _ . £ _ C _ _ = _A___5__S .-llOJitS.. 
PLAYER X Y XCOT •too: . . N T _RACTION CX CY MATCHUP O F F E N S E . 1 s . r. 5 , 9_ - 2 . 0 9 - . 7 5 1 8 . 1 2 - 1 1 . 5 2 E 
_ _ . - . . W A . . .. 1 . 1 5 . - _ _ . « . _ _ _ . ._r.._i__. .... L . _ _-. . l6».3Z_ ... 1 . 1 5 T 
3 ? . ( . _ . 4 _ - . 1 9 . 2 3 1 <? . 0 4 1 0 . 0 4 V 
4_ 1.1 •.J). 1 « _ - . . _ . _ . . -3J L._ 1 . 3 c .. .13 ».2 7 L 
5 - 1 . 4 ? 1 . 3 7 . 1 9 . 1 1 0 9.3 9 12.1. L 
_ . „ . _ _ . . / ! _ . _ - 0 * - 1 0 . 1 6 1 1 . 9 9 E 
7 - 1 . e 9 ; . i 7 3. 7 7 i. 6 2 J 9 . 7 0 1 2 . 6 3 S 4 1 . . . . U , . . . . _.~.i • ' " • V . _J. . _ 3 £ _ . ..7.7 ... 
2. 3 -3 5 . 5 2 <_ - ' • 5 c. - . 1 2 - 1 . e •-. ~ . . .3 1 - 1 6 . 7 7 . 5 0 T * 1.2.Q . , 2 7 "... \b _ , 7 . 0 2 ... 0. . - , ~ > 0 1 7 . 5 7 Z - 7 . 3 5 " 5 • 1 7 -6.39 . '.17 0 - 1 4 . 4 0 - > 4 5 
CEFcNSE 
. . _ 7...3.1. 5.» .17.. , 7<: _ , . _ . - » 0 . . . . - 1 4 . 6 8 . _ . . I ? . I O . E 5 . 2 7 1 . 90 - l 7 u - 1 . 7 6 1 - 4 . . 1 - 1 . 5 b . _L_ i . 4 3 . .. 1 , .5.3 . . . - J . J I . I _ .__.l.. 0:3 1 . . . . - 3 , 5 6 . - 2 . 7 3 .. L 1 . 1 7 9C -.0 3 
. 1. r) 1 1 1 . 1 7 -9. 3 3 V _ , . 5 7 _ * , _ « - _ . t k t _ 2 J . 1__ - 1 3 . 6 3 
S -1.10 10 . 1 3 . . ( I I ? - . 0 1 0 1 5 . -> r< - . 1 3 
. . . '<h_. 1 , 2 3 . J9 .... 1 \ 5 . 1
 r- . 1 . 8 6 . 
T - r.. I i 6 0 
- 1 . 7Z - 1 . 0 4 0 - 5 . 32 - 1 . 7 5 . . . . . £ . ... - 5 . 1 7 . . . . i . 7.5. ._ - . 1 3 . . ._ . - . 0.5 1. . - . 52 . - . 5 6 . .. L - 1 1 . 0 9 -1 . 91 1 . 6 9 - 5 .31 0 16 , 9 d 3 . 9 9 
- - 1 _ _ _ _ _ _ 3_J__ . .).tlZ , 0 1 3 ^ 1 2 - . . . ... 6 . 2 3 
- .... F i § u r e 5-7f. _ Counter-Dive vs. Split-Six Defense .(Simulation Results.). 
1 7 7 . 7 7 7 7 7 7 . . . 7 . 7.."." 777 7 7 7 7 7 7 7 . . 7 7 . 7 7 7 7 7 . 7 . 7 7 7 7 7 7 7 7 7 7 . 7 7 7 7 7 7 7 7 . 7 7 7 7 7 7 7 7 7 7 . 7 7 7 7 . 7 7 7 7 7 . 7 7 7 
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1.17 -.35 4.7 7 3.it 














. 0 4 
1 1.08 
l -l.lj._i 5 _ 
1 3.12 
I 3 .1.9 
1 1.09 







I ._. 5 _ _ 
13.37 
1 ..83 ... 
15.62 
JL-L-ZJ?. 




. 9 0 
DEFENSE 
L. 5._5 3. _.__•_ ___.,._.."..__ «_»_ 0 -13.3 3 . 3.. 7 _ _ 5.22 
l._9 -.05 
-. 2 3 1 -16.19 -.85 
T_ _ ._.D. X__.il __._7_3_.  /L , „__i__ _-< .3,20 J),./ L 1.25 2.98 20 . 3 0 i -13.50 -.12 V 2.tO 1.5 1 35 ,_j ,{ _J._J.2_. _-Z_t .02 
10.12 4.98 
-.03 1 5 • 3 7 2.13 
L. 
-1 .J_ ___.5 3. _._.__ .. 3 3 i _ _ io _ . .35. . T -2.57 21 -1.91 -1 . 32 u 1 3. . -. 6. 91 L _  2k . t. 7 . _-«.55. . . .15.79 3.06. L -10.34 -2.85 4.09 -2. 13 0 1 5 . * 7 6.29 s_ -lit .5 1. 26 n 15.92 . <M4? 






-_J_.0-_L_.-T 1_ i-S-S L C C M L S . 
PLAYER X Y X O O R Y0OT INTERACTION CX CY MATCHUP 
L £ £ L _ I S £ 
1 5.22 .91 -.37 -.00 1 -.28 14.01 E 
iuJIZ tit? - *Jj._ '124 0 -1.3_._13 6__. 7 T__ 
3 2.52 .63 -.46 .57 1 .30 15.06 V 
4 2 . . .Z .5 _•_»!__- T_7_2- 1 I?_,JL6 _15 .,.3 2 L 
••99 1.97 1.06 1.13 1 2.70 15.85 L 
j...4 1 J.2Q - .05 ...Jj -L2...-7S 2.70 E_ 
7 -10 . 66 5.c3 -,.7 0 4.20 ii 9.45 1.10 
___ __.l_.Zfl - »..?3 .62 .52 _ JJ. ,.1 5 , 5 S_ 
9 -2.45 -.34 -1.97 -.55 1 6.05 10.67 
__ 1.48 _.Se_ _.-2.,.fcg 5.t53 _ __ _ . 3.,. -9.38 1-+.2-. 
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Figure 5-7i. Counter-Dive vs. Split-SixDefense (Simulation Results) 
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Figure 5-8. Predetermined Fullback vs. Oklahoma-50 
Figure 5-9. Predetermined Fullback vs. Split-Six 
149 
150 
The play against the 50 is fairly straight-forward. After 
receiving the handoff, the fullback runs to daylight, either behind 
the center's block, or upfield on his own. (This corresponds to 
allowing the fullback to choose his own C according to the methods 
of Chapter Three, rather than constraining the motion.) 
The problem comes in the Predetermined Fullback Play against 
the Split-Six Defense. There is no way to block both linebackers and 
players 5 and 8 as well. Players 5 and 8 are critical; without these 
blocks the play is stopped along the line of scrimmage. Thus only 
one linebacker can be blocked, and the choice is for the center to 
block 4. What saves the play is that the initial motion of the play 
looks like the triple option—a play for which player has outside re­
sponsibility. Thus the linebackers' first reaction is to move with 
the flow of the play. Thus he puts himself, for an instant, out of 
position, and it is up to the fullback to take advantage of this. 
5.4.1 Results of Predetermined Fullback vs. 50 Defense 
The results for the twenty-five runs of the play are listed 
in Table 5-3. 
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Table 5-3. Results of Predetermined Fullback vs. Oklahoma-50 
Run Gain Tackled 
1 2.63 5 
2 1.95 8 
3 2.65 5 
4 1.28 8,9 
5 50.00 -6 5.57 8,9 
7 1.74 5,8 
8 3.32 5 
9 3.39 5 
10 5.28 5,9 
11 2.30 5 
12 4.23 7 
13 50.00 -
14 1.28 8,9 
15 5.28 5,9 
16 2.26 8 
17 6.86 1,5,7 
18 3.53 8 
19 4.14 7 
20 4.87 8 
21 2.00 8,9 
22 2.74 8 
23 0.77 3 
24 13.73 1 
25 3.36 4,5,9 
The average gain, not including the two touchdowns, is 3.70. 
With the touchdowns, the average gain is 7.41 yards. A sample of 
the output is listed in Figure 5-10a through 5^10h. 
5.4.2 Results of Predetermined Fullback vs. Split-Six 
The results for the twenty-five runs of the play are listed 
in Table 5-4. 
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•to, 
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1 b. 0 0 -.30 0.00 
2 4.00 -.so 0.00 
3 2.00 0.00 
4 o. nn -.40 0.00 
5 - 2 . 00 -.en 0.00 
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* o . c o -1.3. 0.00 
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z - i . eo - 5 . 3 0 0.0 0 
OEFENSC 
L 12.0 0 3.0 0 O.OO 
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T 3.00 1 . 40 0.00 
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£ -7.00 1.40 0.0 0 
-12.00 3.50 0.00 
_ -16.00 7.50 0.0 0 
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0.00 0 2.4 7 15.75 E 
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0.0 0 0 -9.10 10.62 L 
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0.00 0 -1. 12 3.2 9 
0.0 0 0 -.o7 .28 
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0.00 0 . 92 . 06 
Figure 5-10a. Predetermined Fullback vs. 50 Defense (Simulation Results) 
153 








-5, ,/ 0 , 
-10 , 
EPOCH .25 SECONDS 
OFENSE 
DEFENSE 
PLAYER X Y XDOT Yor interaction cx CY MATCHUP 1 6. 06 - . 59 .46 2. .4 0 4, H3 14. 99 E 
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5 -2.0 1 - ,U3 -.04 2. 66 0 4.06 13.19 L 
6 -3.80 -.4b 1.4 9 2. ̂ 7 0 7.58 9. 99 T 7 -1 .. 99 -.34 . 09' 3.3 2 1] 1.03 15.27 S » .17 
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Figure 5-10b. Predetermined Fullback vs. 50 Defense (Simulation Results) 
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Figure 5-̂ -lOc. Predetermined Fullback vs. 50 Defense (Simulation Results) 
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Figure 5-10d. Predetermined Fullback vs. 50 Defense (Simulation Results) 
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Figure 5-10e. Predetermined Fullback vs. 50 Defense (Simulation Results) 







6 V T 
. . . . . . . . 2 . 
a 
- 5 , I . . Z , 
-10 , 
EPOCH 1 . 2 5 SECONOS 
OFFENSE 
DEFENSE 
FR X Y XOOT yoot INterac rION cx CY MATCHUP 
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c 5 .82 1.93 . 11 -. 10 1 -17.74 4.60 
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Figure 5-10f. Predetermined Fullback vs. 50 Defense (Simulation Results) 
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Figure 5-10g. Predetermined Fullback vs. 50 Defense (Simulation Results) 
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2 2.24 .38 -.75 . 3 3 1 5.20 12.66 T 
3 -2.28 I . 96 - 2 . 62 -1. 96 1 -8.12 -9.75 L 
4 .25 .38 • ••0 0 -.0 5 14.38 V 
5 -.CO 4.23 1.21 l.?4 1 l.UT 10.73 L 
6 -.64 1 .85 I . 16 . 77 1 9.57 11.13 T 
7 -12.10 4 . 42 3.38 2.71 0 13.83 1.58 S 
S .99 -1. 2'. .02 . 54 0 -1. 32 3.21 
* . 14 2.6'. -.20 3. 3 3 3 5.22 14.33 
0 -7.-9 -5.-8 -fc, .66 .33 0 -15.33 -. 88 
z -11.11 -? . F'M - b . 4 7 -.07 0 -16.59 2.64 
L 4 . 4 3 5.32 -5.70 1. 06 0 -17.46 -.36 
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L -7.54 .61 ^.80 . .8 a 1 S ... 9 3.53 
S -1C.90 10.12 5.41 1. bC. o 15. .3 -.08 
Figure 5-lOh. Predetermined Fullback vs. 50 Defense (Simulation Results) 
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EPOCH = 1.60 SECONDS 
PLAYER X Y XCOT Yoor INTERACTION cx CY MATCHUP 
1 5. 50 1.18 0 , 00 0,00 2 -5.18 16. 15 E 
2 2,2*. .38 0.0 0 0.0 0 2 5.20 12.66 T 
3 -2.28 1.96 0.00 0.00 2 -8.12 -9.75 L 
4 . 2 7 .51 7 _ 1.03 0 -.05 14.38 V 
5 -.74 4,2 9 1,22 1.26 1 1.01 10.78 U 
6 -.5 8 1 .£ 9 1.03 .69 0 0.00 0.00 T 
7 -11.93 4.55 3.6 4 2. 47 0 13,83 1.53 S 
a .99 -1.21 -.0 3 .63 0 -1. 32 3.21 
» . 16 2. 74 .42 2. 00 3 5.2 2 14.33 
c - S. 32 -5.C6 -6.o4 .25 0 -15.83 -.88 
7 -11.44 -5.54 -6.61 . 0 7 0 -16.55 2 . 34 
L 4.14 5.8 9 -5.87 1 . 45 0 -17.46 -.36 
E 5.6 3 1.98 - . 35 . 16 0 -16.16 1 .59 
T 2.37 1.21 - . 77 .35 0 -12.35 8. 88 
L -1.81 2 . 4 9 -3.42 -3. 0 I 0 -9.22 .42 
V .21 2.17 ,23 .34 3 2.22 -12.70 
S -.02 8.15 -1.63 -4. 81 0 -3.92 -17.28 
L -1.57 4. £1 1.31 1. 16 1 6.46 -12.95 
T . 04 2.67 1.-31 1,17 3 12.26 -.95 
E -2.5 3 .60 4.57 2. 18 0 11 .75 9.99 
L -7.25 .65 5 . 86 . 77 0 15.49 3.5 3 
>̂ -10.62 10.19 5.: 2 1. .6 0 15.55 -.08 
Figure 5-10i. Predetermined Fullback vs. 50 Defense (Simulation Results) 
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Table 5-4. Results of Predetermined Fullback vs. Split-Six 
Run Gain Tackled By 
1 2.21 CO 
2 3.14 7 
3 2.11 8 
4 2.00 7,8 
5 2.93 4,7 
6 3.82 7 
7 2.41 7,9 
8 3.76 7 
9 3.25 7 
10 6.29 4 
11 2.67 7 
12 6.93 1,6 
13 2.89 7 
14 3.22 4,7 
15 2.93 7 
16 2.27 7,8 
17 50.00 -
18 3.72 4,7 
19 2.19 7,8 
20 3.37 4,7 
21 2.01 7,8 
22 5.27 4,7 
23 1.89 7,8 
24 2.18 8 
25 2.08 7,9 
The mean of the runs is 3.09 yards, not including the touchdown, 
and 4.97 including it. A sample play for the Predetermined Fullback 
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APPLICATIONS OF THE MODEL 
The effort of Chapter III in developing and Chapter IV in 
validating the model leads to the natural question of what ap­
plications to football are feasible. This chapter discusses three 
areas of possible use. Two areas are for use in long-range planning 
with the remaining a short-range planning application. 
Section 6.1 addresses itself to the problem of play selection. 
There is a natural application of game theory to the selection of 
offensive and defensive plays. This is discussed and the results of 
Chapter V are used in an example. 
Long-range planning is discussed in Sections 6.2 and 6.3. In 
Section 6.2, five possible uses of the model are examined. These 
uses are concerned primarily with the evaluation of the effectiveness 
of different plays and player attributes. Section 6.3 deals with 
making blocking assignments. A method utilizing dynamic programming 
is presented to determine the optimal assignments. This could in 
turn be used, then, to design plays. 
6.1 Play Selection 
The choice of a play is perhaps the most basic and immediate 
decision that a coach is confronted with. These decisions are 
typically based on the requirements of the immediate play, the ex-
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pectations of the opposition's actions, the capabilities of the players 
on the field, and past successes or failures of the possible offenses 
and defenses. In many cases, the choice is the culmination of a guess­
ing game between opposing coaches. What this section does is to apply 
the methodology of game theory to the results from the football model 
to show how a coach could make these decisions. 
Suppose the coach of the offensive team is to make a selection.* 
Taking the two offenses and two defenses described earlier as candidate 
plays**, the probability distributions (in discrete half-yard incre­
ments) are as follows: 






Offense 1 vs. Defense 1 
(Counter-Dive vs. 50) 
_ _ _ _ Q 
0 10 11 
_ J _ 1 
49 50 
Figure 6-1. Gain Distribution, Offense 1 vs. Defense 1 
*The procedure here works equally well for defensive decision­
making . 
**In an actual game situation, the candidate offenses and 
defenses would number much more than two. 
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Offense 1 vs. Defense 2 
(Counter-Dive vs. Split-Six) 
0-1 »- _ _ 1 J_ L. EL D-ly 






Offense 2 vs. Defense 1 
(Predetermined Fullback vs. 50) 
J] 
0 1 2 3 4 5 6 7 8 9 10 11 12 49 50 
y* 
Figure 6-2. Gain Distribution, Offense 1 vs. Defense 2 
JZL . n i > n 
0 1 2 3 4 5 6 7 9 10 11 12 13 14 '49 50 
Figure 6-3. Gain Distribution, Offense 2 vs. Defense 1 






Offense 2 vs. Defense 2 
(Predetermined Fullback vs. Split-Six) 
n 1—l 0 1 8 9 10 11 A . n • 49 50 
Figure 6-4. Gain Distribution, Offense 2 vs. Defense 2 
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The offensive coach must now select a utility function, U(y*), 
dictated by the game situation which reflects the relative values 
of the possible gains. Three examples are described below: 
1. On a third down and three yards to go on the offense's 
own 30 yard line, near the end of the game and leading 
by three points, the utility function would be as follows 
U(y*) 
Figure 6-5. Utility Function: Third Down and Three Yards to Go 
2. 
Any gain less than three yards does not meet the coach's 
requirements, i.e. keep possession of the ball. Like­
wise, the marginal value of a gain of four yards over a 
gain of three yards is negligible.* 
On a first down and ten yards to go with the ball of the 
offense's two yard line, the objective function would look 
like 
*It may be that the coach would wish to reduce the number of 
candidate plays based on game situations. For instance, in this ex­
ample he may wish to consider only those plays which have a 0.9 or 
larger probability of ending with the ball-carrier inbounds (and thus 
keep the game clock moving). 
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U(y*) 
. r " 
- 2 10 
y* 
Figure 6-6. Utility Function, First and Ten on the Two Yard Line 
Here, a loss of two or more yards carries a large penalty. 
Likewise the objective function jump at y* = 10 yards re­
flects the value of a first down. The relatively flat 
shape of U(y*) at 0 _< y* _< 3 results from the fact that 
a small gain is not particularly attractive. 
3. On a first down and ten yards to go on the offense's 
20 yard line, the utility function might look like 
U(y*) 
Figure 6-7. Utility Function, First and Ten on the Twenty Yard Line 
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An inflection point at three yards indicates the increasing 
relative value placed on a gain over three yards; another 
inflection point at six Awards shows a decrease in relative 
value for gains over six yards, since a first down in the 
next two plays becomes more likely. The jump at ten yards 
indicates the added value of obtaining a first down. 
Define the payoff of a play as follows 
G. . U(y*)Pr(y*)dy* (6.1) 
where i is the offense selected, j is the defense selected, and G.. is 
the payoff for the ij offense-defense pair. Equation (6.1) reduces 
to a suimriation if Pr (y*) is defined (or calculated) only for discrete 
values of y*. 
Using the third objective function* above and the two offenses 
and defenses in Chapter V, G.. is calculated to be 
/2.626 2.642 \ 
l j \2.718 1.770 J 
If one row dominates another (if G . > G . for all i, then row 
m j — n j J 
m dominates n) then for these circumstances the dominating row is 
clearly the superior offensive play. If a row dominates all other 
rows, then that play should be selected. If any one row does not 
*Actually a piece-wise linear function between (0,0), (3,1), 
(6,3), (10,5 1/3), (10,6) and (50,16). 
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dominate all other rows, then one of two approaches may be chosen. The 
first possibility (call it the naive approach) is to assign a probability 
to each alternative available to the defense (P rj r o r each defense j ) . 
Defining 
G. = E Pr.G.. (6.2) 
1 j 2 1 J 
where G^ is the expected payoff of play i given the probabilities of 
the various defenses, then play k should be selected such that 
G > G. for all i (6.3) 
rC 1 
The practical problem of this approach is determining the Pr^.. 
This could be overcome by the use of frequency charts from past games 
(i.e. in previous games when faced with a third down and four yards, 
defense 1 was selected 47% of the time and defense 2 was selected 53% 
of the time. Hence on third down and four yards to go let Pr^ = 0.47 
and P r 2 = 0.53).* 
The second approach in selecting a play would be that of finite 
game theory. Some observations applicable to this particular instance 
are: 
*Bayesian statistics could be employed during the course of a 
game to update these probabilities depending on what defenses were 
actually selected. 
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1. This game is not a game of perfect information, since both 
coaches are required to choose a strategy while not knowing 
the other's choice. 
2. This game, in general, will not possess a saddle point. 
3. The optimum strategy is therefore in general a mixed 
strategy. These strategies can be solved using linear 
programming. 
The linear program required to solve is 
minimize z^ = Z x^ (6.4) 
i 
s.t. E G*. x. > 1 j = 1, 2, ... (6.5) 
IT 1 V / 
1 J 
x >. 0 (6.6) 
where G*. is equivalent to G.. except that all dominated rows and 
ij il 
columns have been deleted and all elements of G*. have been made 
ij 
non-negative by the adding of a suitable constant to the corresponding 
element in . Letting z* and x* denote the optimal objective and 
solution, then 
Pr. = x*/z* (6.7) i l l 
which represents the probabilities that the i'th offensive play should 
be selected. 
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Likewise, the dual of the above linear program is used to find 
the Pr.: 
3 
Maximize z = _ y. (6.8) 
j J 
s.t. _ G* y. < 1 i = 1, 2, ... (6.9) 
3 ± J J ~ 
y. > 0 (6.10) 
J -
and 
Pr. = y*/z* (6.11) 
J 3 1-
Note that by duality theory z* = z*, and 1/ZJ is also the value of the 
game (after subtracting the suitably chosen constant used in trans­
forming G.. to G * . ) . 
Which of the two approaches are to be preferred? The naive ap­
proach demonstrates a computational straightforwardness appealing for 
what would necessarily be a real-time system. Also, the optimal play 
selected would be just that, a play, unlike the game theory approach 
which would give the Pr^'s from which a play would then still have to 
be selected. The difficulty is, of course, that the determination of 
the P r j ' s i s precisely the guessing game between coaches alluded to 
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earlier. If a coach were able to detect a pattern in defensive strategy, 
then the naive approach is certainly justified. Barring this, however, 
he would be well advised to select the play randomly according to the 
distribution of Pr^'s generated in the game theory approach. 
In the example based on the plays of Chapter V, the linear 
program of the game theory approach is only in two dimensions, so 
graphing the feasible space is the easiest method. All G „ are 




(0.0354) X i 0 - 3 8 0 7 ' ^ 
(0.3784,0) X. 
Figure 6-8. Graphical Solution to Game Theory Strategy Selection 
The point (0.3446,0.0359) is optimal, giving a z* of 0.3805. Thus 
Pr^ = 0.9058 and P r 2 = 0.9042. The corresponding value of the game 
is 2.6281. If a play were to gain 5.44 yards on each run, this cor­
responds to the value of the game above for the same utility function. 
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6.2 Evaluation of Plays and Players 
The models of Chapters III and IV can be used in a number of 
ways to make long-range planning decisions. A by-no-means complete 
list follows: 
1. Selection of plays for practice. Football teams usually 
prepare for a game in the week (and occasionally for a few 
weeks) prior to the game. In the practice sessions the 
team concentrates on specific requirements (including of­
fensive and defensive plays) that the coaches have identified 
to be necessary. By evaluating the many candidate plays 
in the team's repertoire against a specific opponent, the 
model could identify which plays would be effective and 
which should be temporarily discarded. The selected plays 
could then be incorporated into the practice schedule. 
2. Analysis of the effect of where the ball is spotted. The 
distance from the sideline to where the ball is when the 
play begins certainly affects the ball-carrier's actions 
and the defensive reactions. Thus it also should have an 
effect on the gain of the play. The sensitivity of this 
factor could be found by running the model with varying 
x-values of the initial positions of the players. 
3. Analysis of the marginal effect of a player's (or players') 
attributes. If a player's speed, weight or strength were 
changed, this would change the gain distribution. In some 
cases the change would be significant, in others it would 
not. Identifying which players are critical to the play 
would help in determining the effectiveness of the play 
given the team's total player resources. 
4. Use as a learning tool. The model could be used to show 
the interactions and relationships to the players who would 
have to carry out the play. By showing the whole play 
unfolding epoch by epoch, the model may be used as an 
illustration to the normal play diagrams. 
5. Play selection frequency table generation. In lieu of a 
real-time information system, a table of play frequencies 
could be generated before the game based on the game theory 
considerations of the previous section. Also, strategy 
sessions involving coaches who must make play selections 
could be done by simulating actual game situations and then 
analyzing the play selection. 
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6.3 Play Design 
*The following procedure also finds the optimal 0 as a by-product. 
taking into account the efforts of offensive blockers is given. The 
decision rule for the ball-carrier was to maximize his expected gain 
at tackle (or going out-of-bounds) based on some computed probabilities 
E. P. E 
of successful blocks, the values of C and C , his own C , the 
position and velocities of all the players in the play, and the as­
signments of the offensive blockers. It is this last item, the as­
signment of blockers to defensive tacklers, which this section studies. 
There is a very large number of possible blocking assignments 
for a football team (11! = 39,916,800 if only one-on-one blocking 
is allowed; 3,073,593,600 if double-teaming is also allowed). Although 
many of these assignments make no sense in a given circumstance, the 
remaining number of possible combinations is still so large as to make 
enumeration methods impractical. The problem is therefore to find 
an efficient procedure to find the optimal blocking assignment.* 
Let M denote the number of blockers to be assigned. As in 
Section 3.5.1, for each trial value of 6, y^ corresponding to the 
first-time interaction for P*̂  are calculated. As before y^ is the 
y-value corresponding to E^ going out-of-bounds. The y"̂  and y^ 
again are ordered so that y"̂  _£ y^ ___ • • • £ £ y° (note that this 
defines N, the number of defensive tacklers. Also note that N depends 
on 8 ) . Using (3.72), (3.73), (3.75), and (3.81) the matrix 
In Section 3.5.1 the method for finding C for a ball-carrier 
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PT_\ j (1 <_ i < M, 1 _< j < N ) , the probability that can successfully 
block P. is calculated. 
J 
Define a decision variable x.. so that if x.. = 1 then E. is 
assigned to P., and if x.. = 0, then E. is not assigned to P . . 
J ij i J 
Clearly, a requirement is 
Z x = 1 i = 1, 2, M (6.12) 
j 
since a player can be assigned only to one defensive tackier and it 
is not optimal to have him stand idly, not blocking anyone. Since 
only double-teaming is allowed, 
Z x < 2 j = 1, 2, N (6.13) 
i J 
Equations (6.12) and (6.13), along with x „ = 0, 1 form the constraints 
of the problem. The objective function takes the form 
E[y*] = y M(l-Pr x ) + y 2_l -n(l-Pr x ) ] n(l-Pr 2 x ) 
i=l i i 
N-l 
+ ... + y N n [i-n(i-Pr x. )] n(i-Pr. Nx. N) ( 6.i4) 
j=l i i 
+ y Q mi-lKl-Pr. x )] 
j i J 
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which can be simplified considerably by noting that 
II(l-Pr. .x. .) = 1 - £ Pr..x. . 
M M 




lj Kj lj Kj 
(6.15) 
"111 I P W ¥ i ^ + -
K^i t#i,K 
But the constraints of x = 0,1 and (6.12) require that at most 
two x may be strictly positive for any j. Thus any term of (6.15) 
with three or more x.. is zero and (6.14) becomes 
IL 
II(l-Pr. .x. .) = 1 - E Pr. .x. . 
M M 
+ Y Y Pr..Pr x..x 
1=1 K«l 1 J KJ ^ KJ 
Defining x^, a column vector consisting of 
(6.16) 
x. = ( x i r x 2 j , (6.17) 
and D(x.) as 
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M M 
D ( X j ) = I P r l j X . . - ^ P r ^ P ^ . X y ^ . ( 6 . 1 8 ) 
K#i 
Then ( 6 . 1 3 ) can be w r i t t e n a s 
E[y*] = y1[l-D(I1)] + y V x ^ . l-D^)] 
+ . . . + y N D ( J 1 ) D ( x 2 ) . . . D ( x N _ 1 ) [ l - D ( x N ) ] ( 6 . 1 9 ) 
+ y ° D ^ ) D ( x 2 ) . . . I ) ( x N ) 
o r 
E [y* ] = y 1 + ( y ^ y 1 ) D ^ ) + ( y 3 - y 2 ) D (__._) D(x" 2) 
(6.20) 
+ . . . + ( y ° - y N ) D ( x x ) D(52) . . . D ^ ) 
A p e r h a p s more e n l i g h t e n i n g form of ( 6 . 1 9 ) i s 
N-l 




O N -> 
(y -y ) d ( X N ) k = o 
f(K) = < (6.22) 
[f(K+1) + ( y N ~ K + 1 - y N " K ) d ( X n _ k ) ] K * 0 
and for convention D(x^) = 1 and y^ ^ for N = K* is zero. 
Equation (6.21) suggests an N-stage dynamic programming pro­
cedure**. The states are E x.. for i = 1, 2, .... M which indicate 
in 
J 
whether blocker i has been assigned to a defensive player. The number 
M 
of states is thus 2 . The recursion relation is 
f(K) = max [f (K+1) + ( y N " K + 1 - y N " K ) ] d ( X k ) } (6.23) 
where the maximization is over the states allowed by the constraints 
As an example, suppose N = 2, M = 3, i s a s below: 
0.5 0 




, 0 and y = 20. Let a 
indicate whether E_̂  has been assigned ((1,1,0) indicates E^ and E- are 
*This is not the same as y^, the y-value where the ball-carrier 
goes out-of-bounds. 
**The form is similar to many quality control problems. 
assigned and is not). Then the blocking assignment problem 




X 2 f(2) = max (y^--y2)i 
(0,1,1) (1,0,0) (5)(0) = 0 
(1,0,1) (0,1,0) (5)(0.4) = 2.0 
(1,1.0) (0,0,1) (5)(0.6) = 3.0 
(0,0,1) (1,1,0) (5)(0.4) = 2.0 
(0,1,0) (1,0,1) (5)(0.6) = 3.0 




Input x 2 f(l) = max f(2) + (y 2-y 1)D(x ; L) 
(0,0,0) (0,0,1) (2.0+5)(0.2) = 0.5 
(0,1,0) (3.0+5)(0.4) = 1.4 
(0,1,1) (0.0+5)(0.52) = 2.6 
(1,0,0) (3.8+5)(0.5) = 4.4 
(1,0,1) (2.0+5)(0.6) = 1.5 
(1,1,0) (3.0+5)(0.7) = 5.6 optimal 
Input f(0) = f(1) + y 1 
(0,0,0) 5.6 + 10 = 15.6 
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Thus and E. are assigned to and E- is assigned to P., with an 
expected gain of 15.6 yards. 
Several special cases of the problem can be identified if the 
objective is instead to maximize the probability of a touchdown.* 
The objective function is then 
E[y*] = D(x^) D(x 2) ... D(x_.) (6.24) 
and f(K) takes the form 
f(K) = f(K+l) D ( I N _ K ) (6.25) 
with f(l) = 1. In the example given above: 
Stage 2 
Allowable 
Input f(2) = max D(x-) 
(0,1,1) (1,0,0) 0 
(1,0,1) (0,1,0) 0.4 
(1,1,0) (0,0,1) 0.6 
(0,0,1) (1,1,0) 0.4 
(0,1,0) (1,0,1) 0.6 
(1,0,0) (0,1,1) 0.76 












(0.2)(0.4) = 0.08 
(0.4)(0.6) = 0.24 
(0)(0.72) = 0 
(0.5)(0.76) = 0.38 
(0.6)(0.4) = 0.24 
(0.7)(0.6) = 0 . 4 2 optimal 
Again and E^ are assigned to P^ and E_ is assigned to P^, with a 
probability of 0.42 of both P^ and P^ being blocked successfully. 
Another interesting "touchdown" variation is when M = N. 
This case results in one-on-one blocking only, since each defensive 
player must be blocked (in this model—not in the game) to insure any 
chance of a touchdown. Thus (6.17) becomes 
D(x.) = Z Pr..x.. M (6.26) 
and the problem becomes 
Maximize II [Z Pr..x..] (6.27) 
s.t. Z x.. = 1 j = 1, 2, .. ., M (6.28) 
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E x . . = 1 i = 1, 2, ... M (6.29) 
j 1 J 
x = 0, 1 (6.30) 
Considering the linear program* 
Maximize E E Pr_.x.. (6.31) 
i j 1 J 1 J 
s.t. E x.. = 1 j == 1, 2, M (6.32) 
i 1 J 
E x = 1 i = 1, 2, M (6.33) 
j J 
x.. > 0 (6.34) 
then by the unimodularity of the constraint matrix, at optimum 
x.. = 0 or 1. Thus 
Max E E Pr!.x.. = Pr! - + Pr! _ + 
i j 1 J 1 J h 1 X 2 2 
(6.35) 
... + Pr' 
*This is the definition of the Assignment Problem, the solution 
for which exist some very efficient algorithms. 
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for some i^, ± 2> •••» i^ where i__ 4- ±^ for K ^ 1. If 
Pr^. = log Pr (6.36) 
then 
Max £ E Prl.x.. = max log |Pr. -Pr. 0 ... Pr. „ (6.37) 
i j L 1 1 1 V ^ J 
and if the logarithm of a product is maximized, then the product itself 
is maximized. Hence this special case reduces to the solution of an 
Assignment Problem. 
The selected procedure is repeated for all trial values of 8 
and the optimal assignments and 0 are chosen based on the value of 
the objective function. 
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CHAPTER VII 
RECOMMENDATIONS AND CONCLUSIONS 
Mathematical models are becoming increasingly valuable to 
managers of complex systems. Nevertheless, these types of models are 
not presently being utilized by the managers of sports-systems; this 
can probably be attributed to a lack of the realistic and flexible 
models necessary for such applications. The preceding pages present 
an initial attempt to establish such a model for the game of football. 
It is logical to build a football model at the level of the play, 
for from this foundation many of the game's important decisions are 
made. A football play lends itself to a simulation model and the 
method it used to treat the players' actions and reactions as physical 
processes. 
7.1 Conclusions 
Operational and physiological constraints were combined with 
the kinematic equations to produce the foundation of the model. The 
strategy of the ball-carrier was constructed to take into account the 
possible blocks that his teammates may affect. The blockers and 
defenders select their strategies in remarkably similar fashion to 
accomplish their respective objectives. Blocking and tackling models 
were developed to handle the necessary interactions between opposing 
players. 
192 
The methods of validating the model were discussed. The data 
for the validation was taken off game films, every sixth frame (0.25 
seconds) being photocopied. The players' position was then taken from 
the film in the form of x-y coordinates. Game film data was also 
used to estimate the parameters required by the model. With these 
parameters, the play was simulated twenty-five times. The game film 
data was then compared with data from the simulation. The hypothesis 
of the validity of the results was accepted at the five percent level. 
Example plays were modeled and the results given in Chapter V. 
Possible uses of the results are given. These include selecting 
particular plays for game situations, evaluation of the effectiveness 
of a given play, and play design. 
It is clear than an expanded model of this type could be of 
beneficial use to a coach in a number of ways; the more obvious are 
listed in Chapter VI. The next section contains the author's recom­
mendations for such expansion. 
7.2 Recommendations 
In the running, blocking and tackling portions of the model, 
physical laws are invoked to derive results for the players' position 
and velocity. Applying some additional mathematical concepts to de­
termine the individual players' strategies, and making a number of 
simplifying assumptions to keep the model manageable, the resulting 
model is physically-oriented and scientifically sound (at least within 
the scope of the model and limitations of the assumptions). 
Whereas it is intriguing to get consistent results from a model 
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in the same manner that one might for, say, nuclear fusion, it is more 
important to recognize the implications in these successes for further 
study. There exist three major avenues for such study. 
The first area of continued study is to attempt to reduce by 
the application of the physical sciences the necessity for the as­
sumptions contained in Chapter III. In regards to human motion and 
reaction (to which many of these assumptions apply), the methods of 
kinesiology would be required. Possible research would include the 
following: 
1. Analysis of blocking and tackling techniques to derive a 
more precise model in both the time delay and resultant 
motion portions. 
2. Analysis of the values of the constant and determination 
if better measures of player attributes exist. (For 
instance, blocking-sled data may be preferable to bench-
press data and the C. constant.) A sensitivity analysis 
for a player-dependent C^ constant (in effect including 
it as an attribute) may be advisable. 
3. As indicated by the limitations in Chapter II, the model 
assumes that every player knows where every other player 
is at the beginning of each epoch. The necessity of this 
assumption and the impact of allowing limited or faulty 
knowledge could be investigated. This in turn suggests 
some study into the methods by which football players 
become aware of other players' presence. 
4. Analysis of the mechanics of ball handling, including the 
center's snap to the quarterback, the quarterback's handoffs 
to the running backs, and the running backs' reactions to 
being tackled. 
A second area of research would be in the application of the 
results of the model (i.e., the distribution of the yards gained for 
the offense-defense pairs). For example, it may be indicated that 
play selection may be better modeled by a three- or four-move game, 
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rather than the one-move game described in Chapter VI. Use of such a 
game would make the selection of a utility function considerably 
easier. (The use of the utility function in the discussion also as­
sumes that any outcome of any play can be adequately described by a 
single number—a result which also would need further analysis.) 
The final area of suggested research is that of evaluation and 
selection of various defensive objectives. It is interesting to note 
that the effect of the research would be to expand the scope of the 
research and enable the model to realistically be extended to all 
passing and running plays. In the model described in the body of the 
thesis, a single defensive objective is given to select a strategy in 
reaction to a ball-carrier's running threat. This single objective 
is not applicable, however, when two or more potential ball-carriers 
are threats to the defender (in football, this situation is called 
an option). It is surmised that what would be necessary to model 
defenders against an option is to generate general areas of responsi­
bilities (based on the offensive players' positions and velocities). 
A methodology to evaluate threats within these areas of responsibilities 
would then enable the choice of the appropriate strategies for the 
defenders. The bonus for a research of this type would be that the 
identical technique could be used to model zone-coverage on pass plays. 
Man-to-man coverage could then be modeled as a degenerate zone-coverage 
and a pass defense thus completed. With some additional work on ball-
handling models (pitches and passes) and catching models, a unified 
and complete football model could be constructed. 
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From the preceding paragraphs, it is clear that the model 
as presented here is incomplete. Nevertheless it is felt that the 
results demonstrate that the framework of a physical simulation model 
is viable, and that this research is a first step to a realistic and 
useful football model. 
196 
APPENDIX A 
This appendix lists the program used to generate the graph pre­
sented as Figure 4-1 and used to determine a-,. 
Two library routines called by the program are not universal to 
all FORTRAN compilers: 
1. RANSET(X). This subroutine sets the random number generator 
seed. 
2. RANF(X). This function returns a pseudo-random uniformly-
distributed between 0 and 1 exclusive. 
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P R C G •* A M £ATi(I?^3UT,0UTPJTtTAPE5 = INrUT«TAFE6=0UTPUT) 
D T A £ / 6 H 5 £ /I A A A / 
F tAC ( 3 • * ) C X 
s r c = o . 5 
CALL RANSETCc) 
5 A = 0 . 
6 = 0 . 
DC 60 I = l f 2 0 0 
X = Q . 
XDOT = 0 • 
T2 = G. 
00 t o J = 1 , 1 0 Q 
Y = RA NF (E) - 4 
Z = l . 
I F C Y . L T . 0 . 5 ) G O TO 10 
z = - i . " ' v / 
10 T = S G R T ( A L 0 G C 1 . / Y / Y > ) 
T l - T - ( 2 . 30 753+0 . 270 6 i * T > / C l . + Q . 9 9 2 2 9 * T + 0 . 0 * . J . 8 1 * T * T > 
T 1 = T 1 * Z * 3 I G + C X 
I F ( X . L T . 3 5 . ) G O TO 30 \ 
DO 20 K = l f 5 
T 2 = T 2 + 0 . 0 5 {•'••' 
X 1 = X + T 1 * < K * 0 . 0 5 /01-C1. -EX»C-C1*0.05*K)) /C l /C l ) •XOOT*Cl . -
x E X P C - C 1 * 0 . 0 5 * K ) ) / C l I F C X l . G E . M J . - G O TO 50 / 
20 CONTINUE. 
GO TO i.0 
30 T 2 = T 2 + 0 . 2 5 
X = X + T 1 * C 0 . 2 5 / C 1 - C 1 . - E X P C - C 1 * 0 . 2 5 > > / C l / C l ) + X D O T * C 1 • -
2 E X P ( - C 1 * 0 . 2 5 . > / C l 1 
<.Q X C O T = T 1 * ( 1 . - E X P ( - C 1 * 0 . 2 5 1 > / C l + X O O T * E X P ( - C 1 * 0 . 2 5 > 
50 A=A+T2 k--( v ; v . — - — s--^-a.. V 60 E = 6 + T 2 * T 2 
C = A / 2 0 Q . 
D=SQRT ( B / 2 0 0 . - C * C ) ^ " ™ \ :" - * -
WKITLCC»10Q)CtO 
100 FORMAT(2F8•3 ) 
S I G = S I G + U . 2 5 
I F .SIG.L£_3_)GO TO 5 
R t A _ ) C . , * ) J 
I F ( J • : : : . ! ) GO TO 2 
S T C ° 
c _«_ r 
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APPENDIX B 
This appendix lists the routines used to generate the results 
presented in Chapter V. The input to the program is as follows: 
1st card: NN,C1,C2,C3,MM,PP, 
E. E. E . 
2nd through 12th card: C 1 , W 1 , S 1 , 
P. P. P. 
13th through 23rd card: C 1 , W 1 , S 1 
where 
NN = epoch length in hundredths of seconds 
MM = maximum number of epochs to be calculated by the program 
PP = printer control 
1: print player statistics and plot positions 
0: print player statistics only 
A brief description of the routines follow: 
1. CONTROL. This program is the main-line routine which calls 
all subsequent subroutines. 
2. OFFBA. This subroutine calculates the proper strategy (C ) 
for the ball carrier so that the expected gain (for the 
worst-case defensive strategies) are maximized. 
3. 00B. This subroutine calculates the time and y-value when 
an offensive ball carrier goes out-of-bounds for a given 
strategy. 
4. TIME. This subroutine calculates the first possible time a 
given defensive player can move to within one yard of a 
ball carrier. 
5. OFFLIN. This subroutine provides the rotation and de-rotation 
of the coordinates so that the logic of the defensive players 
can be used for offensive blockers. 
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6. DEFBA. This subroutine is the main calling subroutine for 
the defensive strategy selection. 
P. 
7. OPTIM. This subroutine calculates the C 1 such that the 
x 
defensive player's position and velocity are equal to the 
offensive ball carrier's at the first possible time of 
intercept. 
8. CONTA. This subroutine determines whether (and by how much) 
the offensive player can "beat" the defensive player for a 
P. P. /~P. P. 
given C 1 for C 1 = + /(C X ) 2 - (C 1 ) 2 . 
& y x — y 
P. 
9. MAXIM. This subroutine calculates the minimum C 1 so that 
y 
the defensive player cannot be beaten. 
10. RANDOM. This subroutine generates a random normally-
distributed variable with zero mean and variance. 
11. GRIDIR. This subroutine prints the player statistics and 
plots the player's position in the field. There is an 
interaction code which is printed as follows: 
a. 0: no interaction, i.e. the player is free to run 
according to the selected strategy 
b. 1: the player is being blocked 
c. 2: the player is on the ground with zero velocity and 
thus constant position 
d. 3: the player is tackling the ball-carrier (for 
defensive players) or being tackled (for the offensive 
ball carrier) 
e. 5: the player is out-of-bounds 
12. BLOCK. This subroutine determines if a block continues. If 
it does, then the routine calculates the translational and 
rotational constants to be used in the updating routine. 
13. UPDATE. This subroutine updates the players' positions and 
velocities to the beginning of the next epoch. The routine 
checks the players' positions during the epoch to see if an 
interaction begins. If it does, the subroutine calculates 
the resultant position and velocities for the end of the 
epoch. 
2 0 0 
14. TACKLE. This subroutine is for tackling what the BLOCK 
subroutine is for blocking. 
15. OFFPLAY. This subroutine sets the offensive blocking 
assignments, and starts the play in motion. For the first 
few epochs, the players' strategies are tightly determined. 
As the play develops, the players are let loose to determine 
their own strategies. 
16. DEFPLAY. This subroutine is the defensive equivalent of 
the OFFPLAY subroutine. 
One final note: it is not the author's intention to demonstrate 
impressive programming technique. There are certain constants used in 
the root-finding portions that may be too tight to allow efficient run 
times or too loose to ensure accurate results. This is one more item 
that is left to further study. 
For each epoch, the following are output: 
1. A plot of the players' positions on the football field (this 
is only output if PP = 1) 
2. Under the column "PLAYER," a list of the symbols which 
identify the players. The offensive players are numbered 
(with the exception of the ball carrier who is denoted by 
a * ) , and the defensive players are denoted by letters 
3. Under the columns "X" and "Y," the players' positions 
relative to the center of the playing field and the line 
of scrimmage 
4. Under the columns "XDOT" and "YDOT," the players' velocities 
5. Under the column "INTERACTION," a code which denotes: 
a. 0: the player is free to run without restraint 
b. 1: the player is involved in a blocking interaction 
c. 2: the player is on the ground 
d. 3: the player is tackling the ball carrier (defense) 
or is being tackled (ball carrier) 
e. 5: the player is out-of-bounds 
Under the column "CX" and "CY," the vector strategy chosen 
by the players. 
Under the column "MA.TCHUP," the list of defensive players 
assigned to the various offensive blockers. 
202 
FFFOGRAM C 0 N T ; D L ( G U T F U T , I i v F U T , T A P £ 6 = CUTFUT,TAP£5 = INT=UT) 
C I M 1 K 3 I C N AX (11) -AY (11) , A X 0 (11) , A Y J ( 1 1 ) ,3X(11)»BY( 1 1 ) , 
1 
2 
C A ( L L ) , C n t l l ) T X M A T C N ( L L ) . C X A L L T ) , G Y A ( 1 1 ) , C X 2 ( 1 1 ) » 
C . Y B ( L L ) » I F ^ £ - G ( L L ) , I r x L £ C ( L L ) » E X C ( L L L . G Y C ( L L ) . W A ( L L ) , W 3 ( L I ) . 
3 Sd (11) ,S3 ( 11) « I T I M c d l ) 
DATA A X / 1 2 . , 7 . , 3 . , 1 , 5 , 0 . , 0 . , - 1 . 5 , - 3 . , - 7 . , - 1 2 . , - 1 5 . / 
CA TA A Y / I . , L . ^ . l . ^ , 3 . S » L . . L 0 . . i . 3 T L . M . l . H f 3 . 5 » 7 . 5 / 
DATA 6 X / 6 « . < * . . 2 . . 0 . , - 2 « , - < * . » - 1 H . , 0 . , 0 . . 1 . 8 , - 1 . 3 / 
DATA t i Y / - . 3 T - . 3 t - . 3 T - . ^ » - . 3 T - . S . - . i , - 1 . 3 . - 3 . 9 T - i > . 3 . - - ? « 4 / • ATA AYD/0 . ,0 . , 0 . , IJ • , 0. , U* , 0 . T 0. , U. , 0 . , 0 . / 
READ(5.*)N,Cl,C2»C3,N2»Lr'N,SIG 
DC 10 1=1 ,11 
I F R E E O ( I ) = 0 
10 RtA0<5,*)C8(I ) , W A M . S B ( i > 
DO 2 0 1=1 ,11 
20 
IFREEC(I)=0 




CALL RANSE T (-SE£0) 
T = 0 . 7 
L1 = C 
L=0 
I0FF=11 r ' \ ':' / / 
3 5 
ICEF=11 : 
DO LS i = i , i i \ \ I 
ITIN£( I )=Q 
CALL OFFPLAY (AX, AY ,AXD,AYD»BX, BY* 3XC , BYCCA , C B , CXE , CYB , 
1 I f A T C H , I F R t E G , I F R E E D , I B A L L , N l , C l , N ) 
CALL DEFPLAY(AX ,AY ,AXO,AYD,6X ,BY ,BXD,BYD ,CA ,CS ,CXA,CYA, 
1 IMATCH , IFRE£0 , IFR££0 , IBALL,N1,C1,N) 
00 73 I=1,IDEF • . - 7*. • 
CALL RANDOrMCXA (I) , S I G ) 
CALL RANOOf(CYA(I),SIG) — " " 7 3 CONTINUE 






CALL GRIDIR(AX,AY, A X D , A Y 0 , DX , BY ,BX D , B Y 0 , T , I OFF , IOfcF, 
7 IFREEO,IFREEC,IdALL,CXE,CYB,CXA,CYA,I^ATCH,LMN) . 
I F ( L . t Q . l ) S T O P 
a 
CALL UFCATE(AX,AY,AXC,AYC,dX,BY,aXO,BYr),IOFF,IOEf,IFR£E0, 




M = M + 1 
IF(IFR,_C (IgALL)--.3-3.AND«BYC (IB ALL) .LE , 0 . ) L 1 = L 1 * 1 
I F ( I F K L c C (I 3 « LL ) . N £ . 3 ) L i = 3 
I F ( L 1 . G £ . 2 ) L - 1 ^ 
IF(L.£G.1)GC TO 4 0 
IF (M.GT.N2) S7QQ 
GO TO 3 5 1 
S U B R O U T I N E G F F ^ A < C A , C B , C i , C X _ , C Y E , A X , A Y , A X O , A Y D , B X . B Y , 
1 e x C B Y C , I O F F , I 0 E r , I F ~ E E C , I F R E E C , I 3 A L L , I M A T C H ) 
D I M E N S I O N C A ( l l ) . C b d l ) » I . X ( l l J t A Y U l ) , A X L l l l ) » A T U U 1 ) i 
z 6 X ( 1 1 ) , B Y ( 1 1 ) , B X O t 1 1 ) , B Y C ( 1 1 ) , I F R E £ 0 ( 1 1 ) , I F R E E O ( l l ) , 3 I f A T C H ( l i ) , Y M A X P ( l l ) , P K 0 i 3 < i i ) 
Y K A X = - 1 0 0 0 . 
DO 7 0 1 = 1 , 1 6 1 , 2 
C X = C B ( I B A L L ) * C O S ( ( 1 - 1 ) * 3 . 1 < , 1 5 9 / 1 80 •) 
CY=CSf I S A L L ) * S I N n i - i > * 3 . 1 * 1 5 . ^ 1 8 0 " . ) 
CALL O O E ( C X , C Y , B X ( I B A L L ) , 3 Y ( I 8 A L L ) , 8 X 0 ( 1 8 A L L ) , 8 Y C ( I B A L L ) , 
1 Y T H , T S r A R , C l ) ^ , 
K2 = 0 . . ^ ^ '<;-. *' - 7 -
CO LQ J = 1 , I C « . F 
Y f * A X F ( J ) = - 8 5 9 . 
P K O B ( J ) =11 . 
I F ( I F R E E O ( J ) . G T . 2 ) G O TO 40 
X = A X ( J ) - 8 X ( I B A L L ) 
Y = AY ( J ) - B Y ( I B A L L ) 
X C O T = A X O ( J ) - £ X C ( I B A L L ) 
Y G O T = A Y D ( J ) - B Y C ( I B A L L ) • 
Z 7 = C A ( J ) 
I F C I F R E E O ( J ) . N E . O ) Z 7 - 0 . 3 * Z 7 
CALL T I M £ ( X , Y , X 0 0 T , Y 0 G T , T , Z 7 , C X , C Y . C 1 ) 
I F ( T . G T . T S T A K ) G-0 TO «rQ 
Z l = l . 
I F ( C 1 * T . . L T . 1 0 . ) Z 1 = 1 . - £ X P ( - C 1 * T ) 
Y i = B Y ( I B A L L ) + C Y * 7 / C i - ( C Y - C i * B Y U ( 1 B A L L ) ) / C 1 / C I * Z 1 
K=0 
DC 3 0 J l = l , t C F F 
I F ( I M A T C H ( J I ) . N E . J ) G G TO 3 0 
Z 2 = C 1 * C 1 * ( e x ( I 2 A L L ) - 3 X ( J l ) ) + C 1 * ( 3 X 0 ( I 3 A L L ) - B X O ( J l ) ) * Z 1 
Z 5 = Z 1 - T » C 1 
Z*. = Z 2 / Z 3 - C X 
Z 2 = C 1 * C 1 * ( 8 Y ( I B A L L ) - 8 Y ( J 1 ) ) + C 1 * ( 8 Y 0 ( I B A L L ) - B Y D ( J l ) ) » Z 1 
Z 5 = Z 2 / Z 3 - C Y 
Z 6 = SG* . r (Z***Zu + Z 5 * Z . ) 
IF(Zb.GT.CR ( J l ) >GO TO 3 0 
K = l 
204 
kT^I 
P K 0 8 ( J ) = I | . 5 * Q . 5 * ( 1 . - Z 6 / C B ( J 1 ) 1 
GC TO 3 5 
3 0 C O N T I N U E 
3 5 I F ( K . E C . Q . A N C . Y i . L r . Y T H ) Y T H = Y 1 
<f0 C O N T I N U E 
I F ( K 2 . r C . l . A N D . A e S ( Q X ( I B A L L ) > . L T . 2 0 . 6 7 ) Y T H = Y T H - 2 . 
Y = C . 
P = l . 
Y 1 = L C 0 . 
DO 6 0 J 2 = 1 , I C £ F 
K1 = C 
DO 5 0 J = 1 , I C E F 
I F ( Y M A X F ( J ) . E U . - 9 y 9 . i G O TO SO 
I F ( Y M A X P ( J ) . G E . Y D G O . T O 5 0 
K 1 = K 1 + 1 
Y 1 = Y M A X P ( J > 
J 1 = J 
I F C K 1 . E Q . 0 ) G O TO 6 5 
1 M Y I . G I . Y J H J U U JU b b 
Y = Y > Y 1 * P * ( 1 . - P « 0 3 ( J l ) ) 
psp'*jj^ua u i j Y M A X F ( J 1 ) = - c g g . 
Y 1 = 1 U U . 
6 5 6 0 C O N T I N U E 
V I H 2 V + T i H ' h 
I F t Y T H . L E . Y P A X l G O TO 7 0 
Y M A X = Y I H 
C X B = C X 
7TJ L'Yb=LY — 
7 0 C O N T I N U E 
F t T t n r n : — 
END 
b U U k U U I I N c U L B ( U X t U Y . B X . B Y . b X U . B Y U . Y b l A K . T S T A K . C l ) 
D E L T A ^ l . 
( I = U . 
X 1 = B X 
TO If- ( A b b ' ( X I J . G I . l b . b / J U t L IA = U . 1 : 
T 2 = T 1 + D E L T A 
I r ( 1 2 . G T . I U . ) G U IU 6b : : 
Z l = l . 
II- (L'l* 1 2 . L l . l U . ) Z l = l . - t X r ( - U l * l 2 » 
X 2 = E X + C X * T 2 / C 1 - ( C X - B X D * C 1 ) / C 1 / C 1 * Z 1 
Tfr-fTiXTTX2 ) • L ' • 2 o • b / ) G C \C bU 
2 0 T 3 = T 1 - ( A 3 S ( X I > - 2 o . 6 7 ) / ( A 6 3 ( X 2 > - A B S ( X I ) ) * ( T 2 - T 1 ) 
205 
"Zi = i. IF fCl*T3.LT.10.)Zl = 1 XP(-C1»T3) X.j='x + !>X" ! .i/L 1 - (UK -'.,X'j*Ll)/Ll/lJl*Zl if (C es <aes rx.5) -2-j. 67) .LT.O. 1) GO TO <*0 IF(AySlX3J«LI.<it.b /iuu Ju 30 T2 = T3 X̂  = X J GO TC 20 I 1 = 1 .5 X1 = X3 
GC lU 2U 
35 T3 = T2 




GO TO 10 END , „ 
1 SUBROUTINE TIME(X,Y,XUUT,YUOI,T,CA,CX,CY,C1) 
DO 10 J = l , 2 0 0 
i=u.U1-MJ-1)*U.Up 
7 1 = 1 . 




2* = i>C!KT (CX1*LX1 + Lr 1*CY1) -G1*C1/Z5 
IF iZL .LT.CA)GO TO 20 
I 1=1 10 Z = Z4 . \ '* .., 
1* Kt1UKN 20 IF (T.LE.0.01)RETURN 
30 T=(T2-Tl )MZ-CA) / ( Z-Z<f) *T1 
I F { T * C i . L T . i 0 . J Z i = l . - E X F l-Cl*T) 
20 Z2=Cl»Cl*X+Cl*XOOT*Zl 
CX1=Z2/Z3+CX 
ZL'=C 1*C1*Y+C1*YLIJI *Z1 
75 CY1=Z2/Z3+CY 7r:-cmdt i rv i *ry t *rv r*rvi r-Ti,*r.r;7T"-' - — 
IF (A 65 (Z5-CA).LT.O.Op)KtTURN 
206 
i f ( Z b . u ; . j a j g u r j 
T 1 = T 
3 0 GC TO 30 
T2 = T 
GT r~D 3TJ 
END 
b'UH^UJ) 1N£ UhFLIN(CA.CB,C1,CX3.CYB,AX,AY,AXO,AYD,eX.BT, 
1 axG.BYC.EX.EY) 




R f l X i U # 
FAXC=AXC*DY-AYD*OX 
r<!AYU=AXL + UX + AYU»UY .. . ' :—; 
REX=(BX-AX)*OY-(BY-AY)*OX 




1 LX,UY,1,141) — " * ' ' \ — 
CXB=CX*CY+CY*OX 
UYBi-CX*UX + UY*UY :— : '—71—' ~— 
RETURN '* , / / 
FrTD : ———-—-———• ——* : : 
SUBROUTINE C E F 3 A (CA ,CB , C i , A X , A V , A X D , A V 3 , E X , B Y , B X C , B Y D . 1 C X A , C Y A , 1 1 , 1 2 ) 
D = SCKT ( ( A X - E X )*•*'<>+ ( A Y - B V ) * * 2 > 
C Y A = 0 . 
2 = 0 . 
Z Z = C E * C O S ( ( 1 1 + 1 2 - 2 ) * 3 . 1 U 1 3 9 / 3 6 0 . ) 
I F ( A Y . L E • B Y ) G U TO 60 
CALL C C N T A ( C A , C B , C Y A , C 1 , A X , A Y , A X 0 , A Y 0 , 3 X , 9 Y , B X D , B Y C , T S T A R , 
2 C O V I . C O V Z , 1 1 , 1 2 ) 
Z 1 = C C V 1 
Z 2 = C G V 2 
I F ( C O V 1 . L T . 0 . ) G O TO 3 0 





If ('A E 3 ( C X A).N£.CA ) G 0 TO 10 
CYA = C. 
10 CY;=-SOPT(CA»CA-CXA*CXA) 
CALL CariTA(Cfl ,Ce ,CYA,Cl»AX»AY,AXC.AYi;,3X»BY.8X0 .eY0. 
3 TSTA£«CCV1,C.3\/2«I1,I2) 
iP ( C C V l . L T . a . ) G O TO 20 
IF (CCV2.LT.Q.)GO TO 20 
20 
R £ T I' F N 
CALL M/*XIM(CA»C3.C1»AX, AY,AXC» AYu.3X,RY,eXC,SY0»CYA,Z» 
k CGi/1 ,CCV2.Z1,Z2 ,C, T S r A R , i i , I 2 ) CYA = C 
CALL OFTlM(CA,CXA,CYA,CltX,XCOT»TSTAR,AX,AXC,0»ZZ) 
RETURN 
3 0 X=AX-SX 
XC0T=AXD-3XC 
DO *t0 1 = 1 • 91 »5 
CYA= CA*SIM ( I - l ) * 3 . 1 4 1 5 9 / 1 6 0 . ) 
CALL CCNTA (CA,C3,CYA,CltAX,AY,AXC,AYD,BX,BY,BXD•BYO» 
5 TSTAR,C0V1,CCV2,I1,I2) 
IF(COV1.uT.0• )GO TO 31 
I F (CCV2•LT•0•)GO TO 3 1 . . . . . . . . . . . . . . . . 
GO TO 5 0 
3 1 Z1-CCV1 
Z2=C0V2 
L0 Z3=CYA 
C X A = 0 . * 
RETURN * '* 
5 0 CALL MAXIM(CA»C9fCl«AX,AYfAXO»AYO,3X,BY«EXQ»6YO»Z3»CYA» 
6 Z1,Z2,C0V1,C0V2 »C,TSTAR.I1,12) 
CYA=C , rv. 
CALL OPTIM(CA,CXA tCYA,Cl.X,XDOT,TSTAR,AX,AXC,O.ZZ) 
RETURN 





Zl = l . 
I F(C 1 *TSTA*.LT. 1 0 . ) Z l = l . - E X P I - C l*TSTAin 
Z1 = Z1/C1 
Z2=(TSTAR-Z1)/Cl 
Z4=<-TSTAR/CH-Z1/C1+0.5*TSTAR*T5TAR)/C1 
Z 5 = - X O O T * ( l . - Z l ) * C l 
Z 6 = - X - X L J T * Z 1 
208 
Z7 = ZS*Z'«.-Z6*Z2 
7*=Z1*7^-72*7? 
Z3=Zt*Zl-Z2*75 
IF f7 5. NE . 0 . )C<A=Z7/Z3+Z3 /Z3*0 .12 5 + ZZ 
IF(Zd.NE.Q.)G0 TO 5 
IF (Z7.NE.0 . ) CXA = Z7/AiiS (Z7)*iQRT (CA*CA-CYA*CYA) 
IF (Z7. = Q.0.)CXA = U. 
5 IF(AE3(CXA).GT.SGRT(CA*CA-CYA*CYA))CXA = SCRT (CA*CA-CYA*CYA)* 
1 CXA/ABS(CXA) 
X1=AX*CXA*0.25/Ci-(CXA-C1*AXD)/C1*EXP( - 0 . 2 5 * C 1 ) / C l 
Z1 = EXP ( - C 1 * 0 . 2 5 ) / C l 
Z 2 = ( Q . 2 5 - Z i ) / C l 
Z7 = l . 
IF ( O . L T . l . ) Z 7 = 0 
IF (X1.GT.-26.S7)G0 TO 10 
Z8=-26.67-AX+Z7-XOOT*Zl 
IF (Z2.NE.Q.)CXA=Z8/Z2 + ZZ 
GO TO 20 
10 IF (Xl .LT.26.c7)GO TO 20 
Z8=26.to7-AX-Z7-X0OT*Zl 
IF (Z2.N£.0.)CXA=Z8/Z2*ZZ 
20 IF (*ES (CXA).GT.SQRT(CA*CA-CYA*CYA))CXA =SGRT(CA*CA-CYA*CYA) 
2 *CXA/AES(CXA) 
RETURN ' * 
ENC 
SUBROUTINE CCNTA(CA,CB,CYA,C1,AX,AYfAXD«AYD,EX,BY,BX C* 
1 BYC,TSTAR,CC\/l,C0V2,Il,l2> 
TSTAh=lUUU . 
CCVl = 5*r. 




00 50 1 = 1 1 , 1 2 , 2 
Z l = ( I - l ) * i . l ^ l 5 9 / 1 6 0 . 
CX6-CB*C0S (ZD 
CYB=C8*SIN(Z1) # s % 
5 Y2= (CYA-CYE)/Cl 
Y3=(AYC-BYC)/C1-Y2/C1 
IF(Y2.NE.0.)GO TO 10 
IF (Y3.EG.0. »G0 TO 50 
I F ( ( 1 . + Y 1 / Y 3 ) . L T . 0 . ) G O TO 50 
T=-ALGG(1.+Y1/Y3)/C1 
GO TO 3D 
10 T = -(Y1+Y $) /v> 
209 
IF(A 63(Cl*T) • GT • 10 • ) GO TO 30 
I c ( T . L r . 0 . ) G C TO = 0 
K-ii 
2 0 Z5 = l . 
IP (T . lT . D . ) G C TO 5 0 
I F ( C l * T . L T . i O . ) Z 3 = l . - t X P <-Ci*T) 
Z1 = Y1«-Y2*T*Y3*Z5 
Z2=Y2+C1*Y3*(1.-Z5> 
IP (Z2.EG.0.)GO TO 5 0 
Z3=-Z1/Z2 
T=T+Z3 
IF(AES(Z3),LT.0.001)GO TO 30 
K = K «• 1 
IF (K.GT.20)GO TO 50 
GO TO 2 0 f • . . . :. 
30 IF (T.LT.O.)GO TO 50 
IF(T.LT.TSTAR)TSTAR=T 
Z<4 = 1 . :" >•• 
IF(C1*T,LT.1Q, )Zh=1. -EXP(-C1*T> BX1=6X+CX6*T/C1-(CXB-T*BXC)/C1/C1*Z«. 
AX1=AX+CXA1*T/C1-(CXA1-T*AXD)/C1/C1*Z4 
AX2=AX+CXA2*T/Cl-(CXA2-T*AXO)/C1/C1*Z4 
IF(BXl.GT.2c.67)GO To 50 
Z1=AX1-BX1 
IF (CGv/l.GT.Zl) COtfl=Zl 
<.0 IF (6X1.LT.-26.67)GO TO 50 
Z1 = SX1-AX2 t u ' *, i - h i t . : ;% * \ 
IF(COV2 .GT.Z1)COV2=Zl 
50 . CONTINUE .,.,.„. 




SUBROUTINE fAXIrHCA,C8,C1,AX,AY , AXD,AYD,BX,BY,BXC,8YD , 
1 CYA1,CYA2,COVll, CO V12,COV2i,COV22,C,TSTAR,11,12) 
K=0 
J = 0 
IF(COVll*COV21.GT.Q.)GO TO 31 




10 Z1 = COV11/(COV11-C JV/21) * (CYA2-CYA1) 
C=CYA1+Z1 
J = J + 1 
IF(J.G7.20)GC TO 1Q D 
IF<AES(Z1).LT,0,01»(CYA2-CYA1),OR.AGS (Z1) .GT.0 .99* (CYA2-
210 
2 C Y M DoC TO 10 0 
CJiL_L_CCjs TA (CA , C3-C . Cl . A X. AY , A X C , A Y 0 . f3 X , GY t 3X C, 8 Y C , TSTAR -3 C2tC3,IiTlT> ~ 
IF (C2*C0V11«LT .0.)GJ TO 23 
COVll=C2 
CYAl^C 
IF(AeS<C2).LT.0.1JGO TO 100 
GC TO 10 
20 C0V21=C2 
CYA2=C ' 
IF(ABS(C2).LT.0.1IGO TO 100 
GO TO 10 
TO" CYAl=C:s 




IF(J.GT.2Q)GC TO 110 
IF(A8S(ZD.LT.0•01*(CYA2-CYA1).OR.ASS(Zl).GT•D.99*JCYAZ-
4 CYA1))G0 TO HQ •' 
CALL CONTA(CA,CB,C,CltAX,AY,AXC,AYQ,EX»8Y,BXC»3YD.TSTAR• 
5 C2-C3, I If 12) 
IF(C3*CCV12.LT.0.)GO TO 40 
ccvi2=C3 •• - . . . ~ v - - •• • • .. ••• - •  -
IF(A3S(C3) .LJ.O. l )GO TO 110 \ ~~ 
CYA1=C 
GO TO 31 
_0 C0V22 = C3 ; ' 
CYA2=C ,-, ^ . - , - , . 
IF (A BS (C3)«LT. 0 »j)GO TO 110 
GC TO 31 -> 
100 IF ( K . £ C 0) RETURN v ~ ..'»' " ' -~" * * 





SUSrUUTIM RANGCK(CXA, SI5A) 
7 = 1. 
X=RANFU) 
IF(X._T.0 .5)GC TO 10 
X = 1. - X 
Z = - l . 
10 T=SCRT{ALOG(l./X/X)) 




SUBROUTINE Gfaui«( AXt AY, AXD*AYD,BX*yY-aXC,aYCf r.lOf-F , 1 IGEF,IFFEE0,IFRESO,ISACL ,CX8,CYB,CXA,CYA,IMATCH,LKN) 
UlMENi-IUN AX (11J ,A Y 111) ,AXU 111) ,AY J 111) ,'dX 111) , BY (11) , 2 BXD(ll) ,BYD(11),IFREE0(11)»IFREED (11) , I A X ( 1 1 ) , I A Y ( 1 1 ) , 
3 I B X ( l l ) , I B Y ( l l ) , Z A ( l l J , Z t i ( 1 2 ) , Z I - R l N I ( l U / ) , C X A ( l l ) , 4 CYA(ll) ,CX8(11) ,CY3(11) , IMATCH(ll),ZC(12) 
DATA ZA/lHL.lHh ,lrt J , lHL»lHV,lHi>, 1HL, 1H T , 1H_ , 1HL , 1H_V DATA ZC/1H1,1H2,1H3,1H« , 1H5,1H6,1H7,1HA,1H9,1H0,1HZ,1H*/ 
DO 10 1=1,ICFF 
IF(I .NE.IBALL)ZB(I)=ZC(I) 
lbX(iJ=i!-iX^_.*t>Xlil 10 I E Y ( I ) = - I F I X ( 2 . * 8 Y ( I ) ) + 3 1 
it itnN.tUtU)ou IU <_-i OO 20 I=1,ICEF , : 
lAX(i»=iHXl. .*AAl in *t>H 20 I A Y ( I ) = - I F I X ( 2 . * A Y ( I ) ) + 3 1 
wKiit(fa . iuu)r 100 FORMAT(1H1,10X,7HEPOCH = ,F6 .2 ,8H SECONOS,//) 
1 = 1? 
K=C 
30 LU 9U J=l,Dl * IF ( ( J - l ) . E Q . ( 1 0 * < ) ) G O TO 40 
ZFRINT(1)=Z1 
ZFRINT(107)=Z1 
UU 55 Jl=_,iUb 35 ZFRINT(J1)=Z2 
GO TO aU 




50 DO EC J1=1,ICFF 
212 
TP ( Il-Y (J l ) • N H • J ) G;] TO 6T 
J2=IEX ( J l ) 
ZP'r U . M Jd>-Lcl J l ) 
60 CONTINUE 
I F ( i ; V ( j l ) , N £ . j ) G O TO 70 
J£ = I A X ( J D 
ZPRINT(J2)=ZA(Jl) 
70 CONTINUE 
I P ( ( J - l ) . E G , ( 1 0 * K ) ) G O TO 30 
W f t l l c l b . l U l ) (ZPKlNJ ( J 3 ) , J 3 = 1 , 111 /) 
101 FORMATUX.107A1) 
bO IU yu 
EO K-K+l 
W*ITE(b . i02 ) I . (ZHkiNT(J3) .J3= 1.1U7) 
1 = 1-5 
1U2 R UKN.U | u m u / A L L 
9 0 CONTINUE 
91 n«*ilt<b*100)T 
WRITE(o.l03) 
IDS FOkMAT( lUX.bhHLAYEri./X. 1HX. /X »1HY.4X •^HXDUT.4X. i.H YDOT. 
5 2X.11HINTERACTION.6X.2HCX.6X. 2HCY,2X •7HMATCHUP. /, 
b on u ^ T N I I ) 
DO 120 J=l ,IOFF 
IF(J.EC.IBALl)GO TO 105 
IFdFREEO (J) .EQ.5)G0 TO 110 . 
I1=IMATCH(J) 
I F ( I l . c O . 0 ) G O TO 105 
WRITE(6 ,10^)ZB(J) , 8X(J) .BY(J) ,BXO(J) .8YC(J) , IFR££0(J) .CXB(J) , 
7 CYB(J) .ZA (11) 
GC TO 120 
1 0 5 IF(IFREEO(J).EQ.5)GO TO lflo 
WRITE ( 6 T 1 0 ^ ) Z 3 ( J ) , B X ( J ) .BY(J) ,BXC(J) . BYC(J). IFREEO(J), CXB(J). 
8 CYB(J) 
GO TO 120 
1 0 6 WRITE(6,10 9 ) Z 3 ( J ) , 3 X ( J ) . 8 V ( J ) . 5 X 0 ( J ) •BYD(J).IFREEO(J) 
GO TO 120 
110 11 = 1 MATCH(J) 
WRITE(E,10S)ZB(J) .3X(J) .BY(J) ,BXO(J) . 8 Y C ( J ) . IFREEO(J). ZA(I1) 




10 7 FORMAT(1H0,7HOEFEN3E) 
DO ICQ J1=1.1DEF 
I F C F R E L C(J1J . E J . 5 ) G O T O 1 3 0 
W R I T E (b . lOO.ZA (J l ) . A X ( J L ) . A Y ( J l ) , A X O ( J l ) t A Y O ( J l ) . I F R E E O ( J l ) . 
213 
9 C X M J 1 ) , C Y A ( J l ) 
GC TO I feQ 
TTO K R I T £ ( f c , 1 0 S ) Z A ( J l J , A x ( j i i f A Y ( J l ) f A X O ( J l ) , A Y D < J l ) , I F R E L J ( J l ) 
1 * 0 C C N T I H L T 
RETURN 
END _ _ _ 
S U B R O U T I N E B L O C K ( 1 0 , I C . I Q , A X , A Y , A X O , A Y O , E X , 8 Y , B X G , 9 Y G , 
1 C X , C Y , C X G , C Y C . W A , W 3 . W C , S A . S B * S C . C A , C 8 , C C , C X A , C Y A , C x a . C Y 8 , 
2 C X C » C Y C , C < » , C Z f C J , K l f X f Y f T H E U f T H c L i l , X L U r i » Y U U r i f X U U r , Y U L » r i 
A S S O R T ( A X D * A X O * A Y O * A Y D ) 
BsSQRT ( B X O * E X O * a Y O * B Y O ) 
C = S O R T (CXO*CXOt-CYO»CYO) 
B 1 = A X 0 * 8 X D + A Y 0 * B Y D 
C l = A X D * C X O * A Y D * C Y D 
K = K1 
I F ( A . N E . O . . A N O . B . N E - 0 . ) B l = B l / A / 8 
I F ( A . N E . 0 . . A N O . C . N E . 0 . ) C 1 = C 1 / A / C 
I F ( < . £ 0 . 2 ) G 0 TO 30 
X = R A N F ( C ) 
I F ( X . G E . ( O . Q 1 5 * ( S S / S A + ( l . + 3 ) / ( l . - » A > + l . + E l ) ) ) G O TO 10 
I C = 2 
1 0 = 2 ,w . 
B X C = C . 
BYC=0. 
A X D - 0 . 
AYD=0. 
R E T U R N 
10 IF ( X . L E . ( l . - 0 . 0 ^ * ( S A / S B + ( l . * A ) / ( l . + B ) • 1 . - 9 1 ) ) ) G O TO ZD 
I C = 0 
I C = 2 
B X D = 0 . 
B Y C = 0 . 
R E T U R N , 
20 IF ( A . E Q . O . ) A = l . 
I F ( 8 . E Q . 0 . ) 3 = 1 . 
I F ( C . £ Q . 0 . ) C = 1 . 
X O O T = ( W A * A X O + H e * B X G + W C * C X O ) / ( W A + W B + W C ) 
X C 0 T 1 = C 2 * ( S A * C X A / C A + S B * C X 9 / C a + S C * C X C / C C ) / ( W A + w a + W C ) 
Y 0 0 T = ( W A * A Y C • W 3 * d Y O + W C * C Y 0 ) / ( W A + W 8 + W C ) 
Y C 0 T 1 - C 2 * ( S A * C Y A / C A + S B * C Y a / C 8 + S C * C Y C / C C ) / ( W A + W B + W C ) 
X = 0 . 5 * (AX + BX- fCX) 
Y=0 . 5 * ( A Y + E Y + C Y ) 
I F ( K . £ Q . 2 ) X = 2 . / 3 . * X 
I F ( K . E Q . 2 ) Y = 2 . / 3 . * Y 
TH = W ^ * ( ( A X - X ) » A Y G - ( A Y - Y ) * A X C ) - » - ^ B * ( ( E X - X ) * 8 Y G - ( 9 Y - Y ) * 
1 E X C M r f C * ( ( C X - X ) * C Y Q - ( C Y - Y ) * C X O ) 
214 
TI = fcA*((AX-X)*»2 + <AY-Y)**2)+wa*(<3X-X)**2«- (3Y*Y)»* 2) 
2 + WC*((CX-X)**2 + ( C Y - Y ) * * 2 ) 
THt p = C3*TH/TI 
TT = S i M ( A X - X ) * C Y i / C A - ( i l Y - Y ) * C X l / C A M S = »<(eX-X)*CYE /CB-





Zi = C.0 4 * ( H t j / W A * ( 1 . + 8 ) / ( l . + A ) + l . + 8 i ) 
Z2=0.G4* (WC/WA+(1.+C)/(1.+A)+1.+C1) 
Z3 = l .-Q.U2*(fcA/W3+ ( l . + A ) / ( l . + B ) + 1 , - 3 1 ) 
ZA=1 . -0 .02*(WA/WC+ ( l .+A) / (1 •+CJ+i . -C1) 
IF (X.GT.ZDGC TO 35 
IC = 2 
10-2 
IC = 0 
35 
"HXC-U. 
BY C="Q • 









WE = 0 . 
SE=U. 
IF (Y.GT.Z2)G0 TO 45 
TTT=2 
IC = 0 






LYb-U , ~~ 
RETURN 
IF (Y.LT.Z4)GC TU 5U 
IC = 2 
cxu=u. 
CYD=0. 
s c = o . 
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5~D TTTTX. £ C. 2 )' < = < - 1 
IF(IC.EG.2)K = K-1 
GO TG 20 
ENT 
SlfcJ^UUI INt L'-'UAIi.CAXtAY , AXU . A Y J . b X . B Y , dXL . BY L , iUFF , i CEF , IF * t t U . 
1 IFfi££D,IBALL.IMATCH,CXA,CYA,CXB.CY3,L.N,K,Cl,C2,C3,CA,CB,WA,W9, 
CIKEr.SICN AX (11) t A Y (11 > • AXQ(11> ,AYO(l l ) * BX (11) * 
BY(11).UXU(11),BYU(11) ,L) -*£ .E .U( l l ) , LL-KHT U 111 > • 
^ IMATCH(ll ) ,CXA(11) ,CYA(11) .CXB(11) .CYB(11) ,CA(11) . 
5 C B ( l l ) , W A ( l l ) , W J ( l l ) f i A ( l l ) , S y ( l l ) t A X l ( l l ) , A Y l ( l l ) , 6 6 X l ( l l ) , B Y l ( l l ) , X ( l l ) t Y ( l l ) , T H E O ( l l ) . X O G T ( i l ) , 
/ YCO l l l l ) , l l i f ' T ( i l ) f X U U I l ( l l ) . Y G U I l l l l l . A X U l ( l I J , A Y U l l l l ) , 8 BXOKll) ,8Y01(11) , ITACKLE(ll) .THEOl( i l ) 
U<J I = L , I L ^ I -
ITIM£(I)=0 
I K I H « C T U ( l ) . N T . l l l i O V5> 
J1 = 0 
UU IT? J = L,I.UR-R-
K3 = 0 
l.H U M A I T H U ) . N T . I ) GU IU l!?' 
IF(IFREEO(J).N£,l)GO TO 15 
J1=J1+1 
IF(J1.EQ.2)GO TO 10 
i l = J 
GO TO 15 ; ' : / '• 
1U 1*=J ., . .. . • 
GO TO 20 
LI> 
20 Z8=SGRT<(AX(I)-9X(IBALL))*»2* (AY(I)-BYtI8ALL)>**2) 
Z4 = ilWI I (BX 111) -JX I I JALL J J**2+(OYlj . l ) - tJMlBALLI)»»2) 
IF(Z8.GT.Z9)GO TO 35 
l M J l . T U . L . U ^ . U . t 4 . 1 » X L - K C T U ( L ) = f l 
K3 = l 
ZS=KANr(UJ 
IF (Z9.LT.0 ,i») GO TO 25 
i t - H L T U L I L J = ^ 
BXC(I1)=0. 
BY ' J (11J=U. 
GO TO 30 
23 I F H £ £ U ( I L ) = U 
CXB(I l )=0 . 
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UYL( _D =J . 
3 0 I F U 1 . _ Q . D G C TO ..o 
"""TT='I Z ' ' • - " " 
J l = l 
" GC "i U dU " "'" ' " " 
33 IF ( J l . EC 1) GC TC 3 3 
2y=b_r!MlBXll_')-dXlx_ALLn**<?+(_r (I2] i*:3r{lBALL))**2) 
IF(Zfc.GT.Z9)GO TO 40 
ZS = K*.l^ Oil 
IF(K3.EC.1)IFREE0(I)=0 
I P t / y . L i .u . m b u IU Ob > 
IFFEE0C2)=2 
EYC(I2)=0. 
bU IU oo 
36 IFREE0(I2)=Q 
UXK u . - ; = u . 
CYB(I2)=0. 
38 _y = i . 
J2 = 0 
CALL BLOCK(IFREEO(I l ) ,J2 , IFRE£D ( I ) ,AX(I) ,AY(I) ,AX0(I ) , 
i 
2 W A ( 1 ) , W 8 ( I D , 0 . , _ A ( I ) , S 3 ( I D , 0 . , C A ( I ) , C 3 ( I D , Z 9 , 
3 CXA(I),CYA (I > ,CX3< I D , C Y & ( I D , 0 . , l ] . , C i , C 2 , C 3 , i , X ( I ) , 
4 Y(I),THED(I),THi_01 (I) ,XOOT(I) ,YDCT(I) ,XQCT1(I) ,YOGT1(I)) 
GC TO 45 
40 Z3 = WB(ID 
Z4 = WtHI2) 
Z5=SB(I1) 
Z5=SB(I2) 
CALL BLQCK(IFREEO( I D ,IFR__:a<I2) »TFR£E 0 ( I ) , A X ( I ) , A Y ( I ) , 
s» AXD(I),A YD ( I ) , 3 X (I 1 ) , BY ( I D , 3 X 0 ( 1 1 ) , 3 YD ( I D , 8 X ( l 2 ) , 
6 BY(I2) ,SX0(I2 ) ,BYD ( I 2 ) . W £ ( I ) . Z 3 . Z * , S A M ) , Z 5 » 
7 Z6,CA(I) , C B ( I D ,C9(i<^) , CXA ( I i , CYA II) ,CXd ( I D , CY9( I D , 
s C X P ( I 2 ) , C Y G ( I 2 ) , C 1 , C 2 , C 3 , ? , X ( I ) , Y ( I ) , T H E C ( I ) , T H E 0 1 ( I ) , X O O T ( I ) , 
9 YCOT(I) ,X00T1(I ) ,YOOTl(D) 
45 CONTINUE 
K=0 
DC 46 1=1,ICEF 
1F (IFRE£ D(I) . Nt, • 3) GO TO 46 
K = K + 1 
ITACKLE(K)=1 
46 CONTINUE 
IF( K • £ Q • 0)GO TO *6 
CALL TACKLE(BX(I3ALL),BY(19ALL),8XD(IBALL),8Y0(IBALL), 
1 AX,AY,AXQ,AYC,X,Y, XOuT.YDOT,XDOT 1,YOOT1,THE•,THEO1 *L,ITACKLE, 
2 K,CXP(IBALL) .CY3 (IdALL) ,CXA,CYA,IFREt0 (IBALL) , I FREED, 
3 WE (IEALL) ,WA, S3(13 ALL) ,SA,C2,C3,C8(I8A_-L),CA) 
IF (L.N:- . 1) GC TO -.d 
K= 3 
R I 7 U F N 
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*8 CC 125 K = 5 • N * 5 
CC 71 I = l . i C F F 
J=IMATCH(I) 
IF ( I . t l . I B A L L ) T = i s* 0 .01 
IF (I • • i S A L L ) T = ( < - i r i t t E < J ) ) * 0 . 0 1 
Z 2 = f. X P <-Gl*T) 
Z l = l . - Z 2 
IF(1FR££0(I).EQ.O)GO TO 50 
IF(IFRccC(I ) .£0 .1 )GO TO b5 
IF(I FREEC(I).£G•2)GO TO 6 0 
IF(IFREEC(I).EQ.3)GO TO 65 
IF<IFR££0(I) .£Q.-.)GO TO 50 
EXKI) =50. 
E Y 1 ( I ) = 1 0 0 . 
BXOl(I )=0 . . t, , v 
6Y01 ( I ) = 0 . '*'\-.. • \ 4 
GO TO 70 
50 6X1(I)=GX(I)4CX3 (I)*T/C1-(CXB(I)-C1*BXD (I )>*Z1/C1/C1 
BYKI) =BY ( t ) 4CY9 ( i ) *T /C i-{CY3 (Il-Cl^BYU ( I ) J *Z1/G1/G1 
I F ( B X 1 ( I ) . L T . - 2 6.6 7 . G R . 3 X 1 ( I ) . G T . 2 6 . 6 7 ) I F R £ £ 0 ( I ) = 5 
BXGl ( I ) = C X B ( I ) * 2 i / C i + B X C m * Z 2 
BYOl (I )=CYB(I)*Z1/C1+3YC(I)*Z2 
GO TO 70 
55 J=IMATCH<I) 
56 XF=6X(I ) -X(J) 
Yr*=ti Y l l J - Y l J I 
THE = THEC1(J)*0. 000 05*(K-ITIME ( J ) ) * * 2 * T H E D ( J ) * 0 . 0 1 * ( K - I T I M E ( J ) ) 
B X l ( l ) = X ( J J + X J U I l l J J * U . U l * t l s - i i i M £ ( J J ) + X U U r t J ) * ' O . O U U 0 5* 
3 (K-ITIME(J))**2+XP*C0S(TH£)-YP*SIN(THE) 
BYl ( I )=Y(J )+YUUIl lJ )*U.Ul* (K-I I IMt(J ) )+YiJUT(J)*0 .UUUU5* 
< • (K-ITIME(J))**2+XP*SIN(TH£)+YP*COS(THE) 
I F ( B X 1 ( i ) . L r . - 2 b.o / . U k . B X l l l ) . G l . 2 b . b 7 ) I F R L E U ( I ) = 5 
BXC1(I)=XOOT(J)*0.01*(K-ITIME(J))+XCOT1(J)+(XP* 
i i s i N ( i H & ) - » ' Y F * c u s ( i , H c : ) ) ' i ( T H £ o i r j ) , ! , o . o i , , i r i < ; * i T i r i £ ( j ) ) * r H E D ( j ) ) 
BYOl(I)=Y0OT(J)*0.01*(K-ITIMF(J))+YCOT1(J) - M X p * 
2 CUbl IH£)-YF*S1N(I'H £.))*( T H i O l ( J ) * 0 . 0 1 * ( K - I T l M £ ( J ) ) - » - T H E D ( J ) ) 
IF (IFREEC (IB ALL) .£'3.5 ) L = 1 
bU i U /u 
60 BX1(I)=BX ( I ) 
B T I U I - C r i l l 
GO TO 70 
b* UU bfc J = i f l L l : r 
IF( IFREEO(J) .EQ.3 )GO TO 56 
66 c c r r i N U t 
70 IF(IFREEC(I) .N£ . 2 ) G O TO 71 
BXU1(I J=U• 
BYC1(I)=0. 
r i GCNTlNUh 
CC 9£ I=1.ICEF 
T = ( K - I T I M E ( I ) ) * U . U 1 
Z2 = t X°(-C1*T) 
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Z T = T T = T ? 
IF ( I F R E E O M .EQ .O) GU TC 75 
_ M _ R - . _ _ L I T T T T 'I 11) J U LU "5TJ ' 
IF(IF*EECf I ) . E Q . ? ) G O TO tt? TTlZTKZZZCZrVE'Z'.Ti GO TO _"Q 
IF (IFr^EZC ( I ) . E G . ^ ) GO TC 75 
J X 1 M = B U - ; 
AY1(I)=-1C0. 
A X D 1 ( I } - U . : 
AYC1 ( I ) = 0 . 
G 0 r o y5 
75 AX1 (I)=AX (D+CXA (I)*T/C1-(CXA (I)-Cl*AXO(I) )*Z1/C1/C1 
— AYUU =A Y (X) -HJYAU )*l /L1MC YA (1)-U1»AYIM1) )»Z1/C1/C1 
I F ( A X l ( I ) . L T . - 2 c . o 7 . 0 R . A X K I ) . G T . 2 6 . 6 7 ) ( I ) = 5 
AXU1(I)=CXA(I)*Z1/C1+AXC(1)*Z2 
AYC1(I)=CYA(I)*Z1/C1+AYD(I)*Z2 
G C T 0 QC ; ; : 
60 XP=AX(I)-X ( I ) 
VPIFFLVC; -Y T I ) — • • • : — • — 8 
TH£=THEC1(I)*0.0Q005*(K-ITIME (!))*•24-THED(I)* 0.01*(K-ITIME(Ii) 
A X 1 « 1 ) = X ( 1 M X U U 1 l l l ) * U . U l * ( K - l l i H t l l ) ) * X U 0 T < 1 ) * 0 . 0 0 0 0 5 * — 
5 (K-ITIME (I))**2+XP*COS(TH£)-YP*3IN(THE) 
AYKI) =Y (1) + Y J O R I ( 1)*U."U1*(K-IU«E ( U )~*YCUI ( 1 )*0 .00 0 05* 
6 (K-ITIKE(I))**2+XP*SIN(TH_)+YP*CQS(THE) 
II- (A XI ( i ) .LT . - 2 b . b / . U k . A X l (1) .Gl , < ! o . o M i ^ c . U U ) = ? 
AXDi(I)=XOOT(I)*0.01*(K-ITIME(I))+XOOT1(I)• (XP* 
I SlMTHt.)+Yr*CU3(fH,.) )*( I H . D H I ) » 0 . 0 1 * (K-1'l IME (I ) ) + TH ED ( I) ) 
AYOl (I)=YOOT(I)*0.01*(K-ITIME(I)l+XDOTl (I)+(XP* 
2 COS(THt)-Yf*blN( IHe))* t IHtUl ( i )*U .01* (K-_I I H E ( 1 ) ) + T H E O ( I ) ) 
GO TO 95 
"B~5 A X H 1) =AX ( _ ) 
flyi(I)_Ay(IJ 
95 IF (IFREEC ( I ) .NE.2) GO TG 96 
AXOI ( I ) = 0 • : 
AYOl ( I ) =0 . 
96 CONTINUE 
IF(L.EQ.1)GO TO 130 
K1 = 0 
K2 = 0 
DC 1 0 0 1*1 ,KEF : ^ 
IF(IFR£fcP(I) .£Q.3)GO TO 98 . ' 
IF ( I FREED ( I ) .NE.O) GO TO 1110 
0= (A XI ( I ) -BX1 (IBALL) ) • * 2 + (A Yl ( I ) - B Yl (13 ALL ) ) **2 
IF (D.GT.l . )GC TO 100 
K2 = l , -,. • 
I F R E E o m = 3 ' -
98 Kl=Kl+l _ _ _ _ 
ITACKLc(Kl)=1 ! 
100 CCNT1.'«U. 
IF<K2._Q.0 )GO TO 104 
I F R E E O (IBALL) = 5 
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E X ( I B A L L ) = 5 X 1 ( I B A L L ) 
B Y ( I B A L L ) = B Y 1 ( I 3 A L L ) 
E X C (IBALL)=6X01 ( I B A L L ) 
B Y C C B A L D = 9 Y 0 1 ( I B A L L ) 
CALL T AC*Lc"(SXr(i3Ai.L> t d Y 1 (IB As.4.) t 3XC1 (I'BALL ) »BYC1 (IBALL) . 
1 AXl<AYl«AXCl.AY01,X,Y»Xl0T.Y2OT,XC0Tl>YjCTl,THE3,TH£CltL, 
2 ITACKLE,<1•CX8(I3ALL),CY3(IBALL) .CXA.CYA.IFREEO(13 ALL). 
3 IFFEED.kG(IBALL).WA.SO(IBALL).SA.C2.C3.Cc(IBALL) »CA) 
IF(L•EG.1)GO TO 13Q 
00 103 I=1.ICEF 
IF(IFREEC(I).EQ.2)GO TO 106 
GO 101 J = 1.K1 
IF(ITACKL£(I).EJ.JJGO TO 102 
101 CONTINUE 
GO TO 103 
102 AX(I)=AX1(I) -
AY(I)=AY1(I) 
AXC(l)=AXQ1(I) AVd(I)=AV01(I> — : 
ITIME(I)=K 
GO TO 103 
106 AX(I)=AX1(I) 




10*. CC 120 I=i , IOFF 
IF(I.tQ.I3ALL)GO TO 120 
IF (IFREEC ( I ) . £ Q . l ) G O TO 120 
IF(IFREEC(I).EQ.3)GO TO 120 
J=IMATCH(I) 
IF(IFR£EO(J).£Q.3)GO TO 120 
0= (9X1(I) -A X I ( J ) ) * * 2 + ( B Y l ( I ) - A Y i ( J ) ) **2 
IF(D.GT.l . )GO TO 120 
K1 = 0 
00 105 J l = l , I O F F 
IF (Jl .EQ.I)GO TO 105 
IF llMAIUH(Jl) .N£.J)GO IU 1U5 
IF (IFREEO ( J D •N£*l) GO TO 105 
\l = l GC TO 110 
105 GO N i INUt 
110 IF (Kl.EQ.l)GO TO 115 
IF*£EO ( I) =1 
IFREEO(J)=1 
K1 = IJ Z9 = l . 
r n i i a i n rr'n-cur: rrr tt.-p't-t-TTwrnrn rTrn—n-nrv i t tt . a v i n r n .nvm i n . 
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13 S T l I) . '1. , C A (J ) , C'3 ( I ) , Z^ , LT7TTTJTC Y A ( JTTCT17 n r , C Y B T n T F T T D T .~CTT 
9 C 2 « C 3 , l , X ( J ) , Y ( J » , f H _ _ ; ( J » , r H _ : 0 1 ( J » , X 0 0 r ( J ) t Y O 0 T { J ) t X D 0 T i ( J ) , 
Y i j ' . . i i i f j n 
ITlMt(J)=< 
A X ( J ) = 4 X 1 ( J ) 
AY(J)=AY1(J) 
BX(I)=3X1(1) ~ " 
e Y ( I ) = 3 Y l ( I ) 
y x u ( i ) t t j x u u i j 
BYC(I)=BY01<I> 
A X U l i l = « x u i ( i l 
AYO(I) =AY01d) 
i U l-TJ 
115 I F S £ £ 0 d ) = l 
A X ( J ) = A x i ( J J 
AY (J)=AY1(J) / / \ 






BX ( J l ) = 3X1(Jl ) 
BY(J1)=EY1(J1) • 
BXC(J1)=3X_1(Jl) • . ' • 
BYD(J1)=3YD1(J1) < 
Z4=SE(J1) 
Zi? = Wb(l) 
Z6=WB(J1) 
C A L L B L O C K d F R t E O C I l ,IFHEcO(Jl) , lFRELLH J) VAX IJ) , A Y ( J ) , 
4 AXO<J) ,AY0(J ) , 3X(I ) , S Y ( I ) , B X C ( I ) , 9 Y O d ) . E X ( J l ) , B Y ( J l ) V 
1 H A U U l J t U T L l J I I i r t A l j ; i _ 9 , . O i , A » J ) i Z - f Z < t i 
2 C A ( J ) , C B ( I ) , C 3 ( J l ) . C X A ( J ) i C Y A ( J ) , C X B ( I ) . C Y 8 ( I > , C X 9 ( J 1 ) • * 
4 CYB(J1) ,C1»C_.C_._.X(J) .Y(J) .7HE0(J) .THEG1(JJ•XOOT(J)» YOOTt J ) . 
4 XOOT1(J).YOOT1(J)) 
120 CONTINUE 
1_ . UUN 1 I N U - . 
130 Z2 = EXP (-C1*T) 
IF <IFR£tC ( I ) .EQ.5) GO TO l-»5 
_ X U ) = b A l l l ) 
P Y ( i ) = e Y i d ) 
bXLi(l)=bX_l(I) 
BYD(I)=BYC1(I) 
GO TC 150 
. 1*5 FXC(I)=0. 
FYC(I1=0, 
150 CGMINUc 
DC 170 I= l , ID£F 
221 
IP (IFREEC (I ) .£Q. 5) GO TO 165" 
AX(I>=AX t ( I ) 
A r ( I ) = A y l (I > 
AXO(I)=AX01(I) 
A.YC(i) =AY31 (1) 











DIMENSION A X ( l l ) , A Y ( l l ) , A X D ( l l ) , A Y O ( l l ) , T H E 0 ( 1 1 ) , 
3 X < l l ) , Y ( l l ) , X D O T ( l i ) , Y D O T ( l l ) , X D 0 T 1 ( 1 1 ) ,YQ0T1(11) , 
ITACKLE(11),CXA(11>,CYA(11),IFREEO(11),WA(11), 
5 S A ( l l ) , C A ( l i ) , T H E D I ( 1 1 ) 
w=o. A = 0 . 
B = SQRT <BXD*BXD*-3Y0*3YD) 
00 10 1 = 1 , K 
J=ITACKLE(I> 
A = AXD(J)**2*AY0 (J)**2 + A 
W=WA(J)+W 
A S S Q R T U ) ; 
Z1=0.1*(W/WB+(1.+A)/(1»+B>) 
Z2=RANF(C) 
IF(Z2.GT.Z1)G0 TO 20 
L = l 
RETURN 
20 00 30 1=1,K 
J=ITACXL£(I) 
Z2=RANF(C) 
Z1 = 0.05*(WB/WA (J) + U . + B ) / ( 1 . + SQRT(AX0CJ)**2 + AYD(J)**2) ) > 






K1 = 0 
K2 = K 
00 50 1=1,K 
I l = I - K l 
IF(IT4CKLE(I1>.N£.0)GO TO 50 
Kl=K lt-l 
K2=K-K1 
IF <K2. £fj. 0 ) GG TO 55 
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IP (1 .GT .<?.) GC TO bO 
DC -0 J=I,K2 
J l = J + l 
ITACKLt(J)=lTACKtE(Jl) 
53 C C M I N U _ 
GC TO 60 
55 IFPEEO=0 
RETURN 
b0 K = K2 
21 = 0 . 
Z2 = 0 . 
Z3 = 0 . 
Z*. = 0 . 
Z5 = 0 . 
Z6 = 0 . 
Z7 = 0 . 
z e = o . 
w=o. 
00 70 1 = 1,K 
J~l 1 ACKLe ( D 
W=W+WA(J) 
_ l = _ l + A X t J > 
Z2=Z2+AY(J) 
Z .5 = __•+:> A ( Ji »LXA IJJ/UA (J) 
ZA=Zt+SA(J)*CYA(J)/CA(J) 
Z5? = Z5 + WA (J)*^X'j {J) 
ZE=Zfc+WA(J)*AYC(J) 
Z f = Z /r + ',M l J i 
z i = ( z i + e x ) / ( K + i ) 




Zb = l _ b + WU"b Y L t / l H+vitit " 
TI=WB*((BX-Z1)**2+(BY-Z2)**2) 
!' H = h b * ( ( ti X - Z 1) + B Y D - C U Y - Z 2 ) * 6 X Q) 
TT=SB*((8X-Z1)*CYB/C3-(3Y-Z2)*CXB/CB) 
UO OU 1=1 ,K 
J=ITACKL£ ( I ) 
rH=IH + k- /A(JJ*((AX(Ji-Zl)*AYiJU)-(AYlJ)-Z2)*AXUlJ)) 
TI = TI + WA ( J ) * ( (AX (J ) - Z D **2+ (AY (J ) -Z2) **2) 
! I= ! !+_A(J)+( (AX(J) -Z1)*CYA(J) /CA(J) - (AY(J1-Z2)*CXA(J) /CA(J) ) 




rOQT{J)= Z * 
XCCT1(J)=Z5 
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Y 7 T ! c T T C J T = 7 c 
THcD(J)=CJ»Trf/TI 
•gu r 4 1 . 1 1 j i ='-2* 11 / 1 1 
RETURN 
EK_ 
bUHRUU t ' I N E Ur-r-HLAV(AX,AY,AXO,AY0,8X,BY,dXD,3YO,CA,Ce, 
I CXB,CYB,IMATCH,IFREEO,IFREEO,IB ALL,N1,C1,N) 
UlMENTION A X ( l l ) , M r " ( l l ) , A X L H l l J , A Y O ( l l ) , B X ( l l ) , B T t l l ) , 
2 BXD(ll) ,BYC(11) ,CA(11) ,CB(11) ,CX8(11) , C Y B ( 1 1 ) , I MATCH<11>t 
• 3 IFRLLUt 11J , H--.-EJI 11) t i (11J ,XUUflKY (11) , YLWMMY (111 
00 10 J = i , l l 
r o 1 ( j ) = o 
IF(N1.GT.6IG0 TO 50 
GU 10 t 2 U , 2 l ' , 2 U , 3 U , o ( J , W ,N1 " 
20 IMATCH(1)=2 , 
lf»flTCH (21=3 — — 
IMATCH(3)=5 
lKATCH(i.)=<* 
IMATCH(5) = 8 
XHA I'lH (b) =9 — : — 
IMATCH(7)=11 
1KAICH(«I=Q : : — ; : — 
IMATCH(9)=d 
I M A r C H ( l O ) = 0 — — 
IMATCH(11)=0 
X d A L L = a ; ; : — ; 
0 = S Q R T ( ( 3 X ( i ) - A X ( 2 ) + 0 . 5 ) * * 2 + ( 3 Y ( l ) - A Y ( 2 ) )**2) 
CXB( l )=CB(1)» (AX(2; -UX (1) -0 , l i ) / u — ' ~ — — — 
CY6(1)=CB(1)MAY(2)-8Y(2) ) /D ^ ^ 
U=SQKI I IBX 12 )-AX (J I +0.5 J **2+(dY tZ) -AY (3) )*»2) 
C X B ( 2 ) = C B ( 2 ) * ( A X ( 3 ) - B X ( 2 ) - 0 . 5 ) / 0 
UYb 12) =Cd 12) * (A Y 13) -BY (2 ) ) /U — 
D=SQRT((9X(3)-AX(5))**2+(3Y(3)-AY(5))**2) 
UXB(3)=L'B(3)MAX(:?)-BX(3) )/U ' "—~ " 
CY8(3)=CB(3)»(AY(5>-BY(3)) /0 
D=SQRT ( ( B X U ) - A X < L ) - i . U ) * * 2 + ( U Y U)-AY U ) )* + 2) 
C X E ( L ) = C B U ) M A X U ) - B X ( * ) + l . Q ) / 0 
C Y b ( ^ ) -L'd in)* (AY ik ) - bY 
0=SGRT((6X(5)-AX(A))**2+(3Y(5)-AY(d))*»2) 
C ' X t H b l - C i J l b f M A X m - o X i a ) ) / U — 
CYB(5) =CB(E)MAY(d)-6Y(5) ) /D 
0=SQRT((BX ( 6 ) - A X ( 9 ) - U . b ) * * Z + ( B Y ( b ) - A Y (9) )++2) ~ 
CXB(6)=CB(6)* (AX(9) -9X(6 )+0 .5 ) /0 
L'Yb ( b J = L U l b ) * ( A Y H J - B Y l o n / U 
CXB(7)=D. 
X T T r C 7 1^_ C T r m ; 
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C=SCFT((3X(9 ) -AX(3) -1 . )**2+(3Y(9 ) -AY(6) )**2 ) 
CYB(9)=CB(9)*(AY(8)-3Y(9))/0 
U = l i _ ^ I U 3 X ( i a J - 2 . ) * * 2 t - B Y ( l J ) * , , 2 ) 
C X £ ( 1 0 ) = C 3 ( 1 0 ) • ( 2 . - 3 X ( 1 0 ) > / D 
L Y d ( l U ) = - U B ( 1 0 ) * 3 r ( 1 0 ) / 0 * 0 . 7 
CX6(11)=-CB(11) 
LY_1111=U . 
IF (Nl.Gt_.2) GO T3 23 
u x b ( i o ) = c x f c ( i o ) / o . ; CYS(10 > =CY3(10)/Q.7 
K_TUHN 
25 CXE(6)=0. 
LYB (8)= CB ( 8 ) / 1 0 . 
RETURN 
30 DO 31 J = l , 6 
XCUMMY(J)=Z. 
YOUMMY(J)=-l. 
31 I ( J ) = 1 
I ( l l ) = 2 
CX8(11)=-CB(11) 
C Y B ( i l ) = 0 . 
CYB(IO)=CB(10) 
I ( 8 ) = 2 
IF(IFREE0(5) .LT.2) IF^cEO(5) = 0 
IF(IFREE D(8) .LT.2) IFREEC(3)=0 
IKATCH(5)=7 
1 ( 5 ) = 2 
CXC(3J =C3( J ) * U . 7tJ7 
CYB(3)=C3(3)*0.707 
1 (3 )=2 
D=SQRT((BX(5l-AX (7 > -1 . )**2+(BY(5) -AY(7>)**2) 
CXQ(5) -C3(5)MAX(7J-r3X(5)+ l . ) /0 
CYB(5)=CB(5)*(AY(7)-AY(5)) /D 
0 = S (_KT((3Xr_)-AX<8))**2*(aY (4J-AY{fl))**2) , 
CXB(9)=CB(9)*(AX(8)-BX(9)) /D 
CY6(9)=CB(9)*(AY(8)-BY(9)) /D 
GO TO 50 
40 I9ALL=lfl 
GO TO 30 ' 
5o DO 1UU J = l , l l 
I F ( K J ) ,£Q.2)GO TO 10O 
I F ( J . H £ . I 3 A L L ) G 0 T O 6 0 
IF(Nl•LT•7 > GO TO 100 
CALL OFFBA(CA,C3»C1» CXB(IBALL) »CY3(IEALL)»AX•AY * AXD•AYO* 
1 3X,BY,EXC,SYC,ll,ll,IFREEO,IF*£EDfIQALLtlMATCH) 
GC TO 10U 
60 I1=IMATCH(J) 
225 
IF ( 1 1 . £ G . 0 ) G O TO 8 0 
Z1=AX(Ii)+0.01*N*AXO(II) 
2 2 = A Y ( i l ) + 0 . 0 1 * M*A Y C ( i l ) 
IF(I (J) , N £ . 1 ) G O TO 73 
Z3 = ( (3A ( j ) - Z l ) ** >• JcY (J> -Z2> **2) / UBX (J)-XJUMMY (J) )**2 + 
2 (EY ( J) -YD'JKPY (wi) )»*2 ) 
Z3=SGRT(Z3) 
I F ( Z 3 . G T . 0 . 9 ) Z 3 = 0 . * 
Z4 = C£ ( I D * ( 1 . - Z 3 ) 
CALL C F F L l . \ ( 7 * , C 3 ( J) ,C1,CX8(J) ,CY8(J) , Z1,Z2,AXO(11) , A YD (11) , 
3 8 X ( J ) , 8 Y ( J ) ,8X0(J) ,8YD(J) , XDUMMY ( J) , YDUJ1MY (J > ) 
GO TO 10 0 
70 Z3 = BX (I6ALD *0 . 01*8X0 (I BALL) *N 
Z<t = SY ( 1 3 ALL ) +0 .Ul*;3Y0(iaALL)*N 
25= ((BX (J>-Zi)*•£«• (BY ( J ) - Z 2 ) * * 2 ) V ( ( B X ( J ) - Z 3 > * * 2 + ( 8 Y ( J ) -
t* Zs)**2) Z5 = S'JRT(Z5> 
I F ( Z 5 . G T . 0 . 9 ) Z 5 = 0 . 9 
2 6 = C A ( I i ) * ( i . - 2 5 > 
CALL OFFLIN(Z6,C9(J) ,Cl ,CX8(J) ,CY8(J) .Z l ,Z2 ,AXO(11) ,AYD(11) , 
5 8 X ( J ) , B Y ( J ) . c X O ( J ) , B Y C ( J ) . 2 3 ,ZH ) 
GO TO 100 
80 CXB(J)=0. 
U Y B U ) = U . 
100 CONTINUE 
I r t N i . o : . . * . M N U . N i . . L ! . 7 J C Y 3 ( 1 0 J - C B ( l d ) 
IF ( M . E Q . 5 ) IRALL=1C 
K t f U K N 
END 
SUEFOUTINE CEFPLAY(AX,AY,AxO,AYC.BX.PY,5XD.3YD»CA.CB. 
1 CXA,CYA,IMATCH.IFREEO,I FREED,IBALL,Nl.Cl.N) 
DIHEK3ICN A X ( l i ) , 4 Y ( l l ) , A X U ( l l ) » A Y J ( l l ) , b X ( l l ) , B Y ( l l J , 
2 BXD(ll),BYC (11) ,CA (11) ,CB(11) ,CXA(11) .CYA(l l ) . IMATCH(11) , 
3 IFFEEO (11) . I F R ^ £ 0 ( i l ) 
DO 10 J = l , l l 
CXA(J)=0. 
10 CYA(J)=0 . 
IF(N1.GE.6)GO TO 5U 
GO TO (20 .30 , 30 , H0 ,*Q) ,N1 
20 CYA(IO)=-CA(10) 
CALL DEFBA(CA(1) ,C3 (10) ,C1,AX (1) ,AY ( 1) ,AXO(l ) ,AYD(1) . 
. 3 BX(10) , 5Y (10) , 3XD(10) .BYC(IO) .CXA(l ) •C Y A ( 1 ) . 1 . 9 1 ) 
CYA(1)=0 . 
RETURN 
30 DO 31 J = 1 . 3 
"~TT=T 
12 = 91 
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I F ( J . G T , l ) 
I F ( j . E G . Z ) I ? = 5 1 
C A L L D £ F J ; l ( C < i ( j ) , C _ : ( 1 0 ) , C l » A X ( J > , £ Y ( J ) , ~ X D ( J ) , A Y O ( , J ) , 
••» B X < l C ) , ^ ( l D I , 3 X C ( l f l > » 6 Y i : ( 1 0 ) , C X A ( j > , C Y A ( J ) , I l , I 2 ) 
3 1 C O N T I N U E 
I F ( r i l . _ C 2 J C Y £ ( ~ ) = - C A U ) * 0 . 5 
CALL D E F 8 A ( C A ( 5 > , Z 1 , C 1 , A X < S > , A Y ( 5 ) , A X C ( 5 ) , A Y 0 ( 5 ) , 
6 B X ( 1 0 ) , 6 Y < 1 0 > , 3 X C < 1 0 ) , 6 Y O ( 1 0 ) , C X A ( 5 ) , C Y A ( 5 ) , 7 1 , 1 1 1 ) 
DO 3 2 J = 7 , c 
I F ( J . E Q . 7 ) 1 1 = 8 1 
I F ( J . E Q . 7 ) 1 2 = 1 3 1 
I F ( J . E Q . c O i l = 9 1 
I F < J . E Q . 6 ) 1 2 = 1 5 1 
C A L L 3 u F 9 A ( C f i ( J ) , C 3 ( 9 ) , C 1 , A X ( J ) , A Y ( J ) , A X C ( J ) , A Y D ( J ) , 
7 e x ( 9 ) , 8 Y ( 9 ) , E X D ( 9 ) , 9 Y 0 ( 9 ) , C X A ( J ) , C Y A ( J ) , 1 1 , 1 2 ) 
32 C O N T I N U E 
I F ( N 1 . E Q . 2 ) C Y A ( 7 ) = 0 . 
CYA ( 1 0 ) = * C A ( 1 0 ) * Q . 7 5 
CXA ( 1 0 ) =CA ( 1 0 ) * Q . 3 -' f-i •«» 
Z 3 = R X ( 7 ) + 0 . 5 
Z 1 = U . 8 * C 3 ( 7 ) 
Z 2 = 8 Y ( 7 ) + 8 . 
CALL D E F B A ( C A ( 1 1 ) , Z 1 , C 1 , A X ( 1 1 ) , A Y ( l i ) , A X D ( 1 1 ) , A Y D ( 1 1 ) , 
8 Z 3 , Z 2 , B X C ( 7 ) , B Y D ( 7 ) , C X A ( 1 1 ) , C Y A ( 1 1 ) , 1 , 1 8 1 ) 
CXA ( 1 1 ) = C X A ( 1 1 ) * 0 . 1 5 , 
I F ( N 1 . E Q . 2 ) R E T U R N 
C A L L D E F 3 A ( C A ( o ) , C 3 ( 1 0 ) , C i , A X ( b > , A Y ( 6 ) , A X D ( 6 ) , A Y D ( 6 ) , 
9 E X ( 1 0 ) , B Y ( 1 0 ) , 8 X C ( 1 0 ) , B Y C ( 1 0 ) , C X f l ( 6 ) , C Y a ( 6 ) , 4 6 , 1 3 6 ) 
C Y A ( 6 ) = C Y A ( 6 ) * 0 . 3 ^ 
I F ( N 1 . E Q . 2 ) R E T U R N " ~ • ' 
CALL D E F 3 A ( C A < 4 ) , C 3 ( 1 0 ) , C 1 , A X ( 4 ) , A Y ( 4 ) , A X O ( 4 ) , A Y 0 < 4 > , 
1 B X ( 1 0 ) , e Y ( 1 0 ) , B X D ( 1 0 ) , B Y C ( 1 0 ) , C X A ( 4 ) , C Y A ( 4 ) , 6 1 , 1 2 1 ) 
I F ( N l . c 0 « 3 ) G 0 TO 5 2 
R E T U R N 
4 0 DO 4 1 J = l , 6 
1 1 = 1 
1 2 = 9 1 
I F ( J . E Q . l ) 1 1 = 4 6 
I F ( J . E . . 2 ) 1 2 = 3 1 
i h ( J . G I , 3 ) l l = * b 
I F ( J . G T . 3 ) 1 2 = 1 3 6 
IV I J . E & . o ) l l = b l 
I F ( J , £ 0 , 6 ) 1 2 = 1 8 1 
C A L L J _ r b A ( C A ( J ) , C 3 ( l G ) , C 1 , A X ( J ) , A Y ( J J , A X D ( J ) , A Y D ( J ) , 
2 e X ( 1 0 ) , B Y ( l 0 ) , B X D ( 1 0 ) , B Y D ( 1 0 ) , C X A ( J ) , C Y A ( J ) , 1 1 , 1 2 ) 
4 1 C O N T I N U E 
C Y A ( 6 ) = C Y A ( 6 ) + 0 . 1 
UC 4 2 J = 7 , b 
1 1 = 1 C 1 
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12=181 
IF(J.EQ.8)11=151 i  (J . L * . J 1 2 = 1 c 1 
CALL DEF3A(CA(J),C3(9),C1,AX(J),AY(J),AXC(J),AYD(J), 
bx iy) f l y iy> , cxa i j j , ct oiy) ,ex a ( j ) ,cra(j> »ii,12) w2 CCf TlNLt 
LYtt(10 )= -u*i zu>""U, '5 CXA(10)=CA (10)*Q .3 
Zi=by( / ;+/ • Z2=0.8*C3(7) 
CALL 0EFBA(CA(ll),Z2,Ci,AX(ll),AY(li),AXC(ll),AY0(ll), 
Z3,Z1,£?XC(7) -3Y0(7) , CXA(ll),CrA(ll) ,1,181) 00 h3 J=l,11 
ir <ii-Ktt.no) .Ni . i ) u>u lu *3 CYMJ)=-CA(J> 
CONTINUE 
Kt J Cl KN 50 Z1=0.«.*C9(10) . 
IF(IFREEO(10).EQ.3)21*0.1*CB(1U) DO 51 J=2,10 
CALL U-r-dA(LA(JJtZl,CI,AX(JI,AT(J),AXIJ(J),AYO(J), 5 BX(10),eY(10),BXO(10),BYD(10),CXA(J),CYA(J)flf18I) 
CUM 1NUL . 
Z1=CB(10)*0.8 [./f' IP (1PK£EU(1U)•EU«31Z1 = U»1*Z1 CALL OEFBA (CA(1),Z1,C1,AX(1),AY(1),AX 0(1) , AYO(1), 
b BXllU),BTllUJ.3XJtlUJ,bfb(lU>,LX£(LJ.CYA(l),l,91) CALL 0EF6A(CA(6),Z1,C1,AX(6),AY(6),AXG(6),AYD(6), 
I BX(lU),BY(10),BXU(10),yYD(10)»CXA(6),CYA(6),H6,135) 52 CALL 0EFSA(CA(11),Z1,C1,AX(11),AY(11),AXC(11),AY0(11), 
8 r3X(lU),BY(lU),BXU(10J,BYL(lU),CXA(ll),OYA('ll),91,13l) 
GC TO tlNU 
SUBROUTINE" OFFRLAY ( AX , A Y , AxD , A Y0 , BX , B Y , B X Q , 8 Y D , C A , C B , 1 CXB.CYB,IMATCH,IFREEO, I FREED,13ALL,Nl , Cl,N) 
OIHEnSICN AX(ii) ,A / ( i i ) vAXU{il)«AYUfii!«ttxii i)9tjYiii)f 2 6X0(11),EYC (11) ,CA(11),C8 (11),CX8 (11) ,CYB(1 1 ),IMATCH (11), 
3 IFREEO ( l i ) ,IF*££"0U1> ,1 ( l i ) ,XDUfirY (11) .YDUMMY (11) DO 10 J = l , l l 
10 I(J)=0 
IF(Nl.GT.U)GO TO UO GC TO (20,20,2U,3U,3U,hU),Nl 20 IMATCH(1)=2 
IMATCH(3)=5 
228 
I K A T C H ( * ) = h lMATCH(5»sfl 
I d A T C H ( o ) = 9 
IMATCH(7)=11 





D = SCRT ( (9X (1)-A< (2 > + 0 . 5 ) * * 2 + (9Y(1) -AY (2) )**2) 
C X B ( l ) = C B ( 1 ) * ( A X ( 2 ) - B X ( 1 ) - 0 . 5 ) / 0 
C Y B ( l ) = C B ( l ) * ( A Y ( 2 ) - B Y ( 2 ) ) / 0 
C = S0Rf ( (9X<2) -A<(3)+1 .0 >**2>(BY(2> -AY 13))**2> 
CXBl2)= C B ( 2 ) * ( A X ( 3 ) - B X ( 2 ) - 1 . 0 ) / 0 
CYS(2) = CB(2)*{AY(.5J-3Y12)>/U 
D=SORT ( (OX (3 ) -AX (5 )*0 .5 )**2 +(BY(3) -AY ( 5 ) ) * * 2 ) 
CXB(3) =GB(3 )*(AX (5 ) -BX (3 ) -0 .5 WD 
C Y 6 ( 3 ) = C 8 ( 3 ) M A Y ( 5 ) - B Y ( 3 ) ) / 0 
0=SQRT U3X (<.>-AXU>+l.Q)**2*(3Y (4) - A Y U ) ) * * 2 ) 
C X e ( U = C B K ) * ( A X U ) - 8 X U ) - 2 . Q ) / 0 
C Y 6 ( h ) = C3 U ) * (AYU)-6Y<<.) ) / 0 D=SQRTf(BX(5)-AX(8) )**2 + (BY ( 5 > - A Y ( 3 1 ) * * 2 ) 
C X B ( 5 ) = C 8 ( 5 ) » ( A X ( 5 ) - 8 X ( 5 ) ) / 0 
C Y B ( 5 ) = C 3 ( 5 ) * ( A Y ( 3 ) - 8 Y ( 5 ) ) / 0 
0=SQRT ((BX (6)-AX ( 9 ) - 0 , 5 ) * * 2 + ( B Y ( 6 ) -AY(9) )**2) 
CXB(fe)= C9 (6)*(AX ( 9 ) - 3 X ( 6 ) + 0 . 5 ) / 0 
CVB(6J =Ct5(6) *<AY<9l-t3Y(6> )/D 
CXB(7)=0. 
CYB(7)=C3(7) 
CX3(8 )=SGRT(2 . )*C9 (8 ) /4 . 
C Y B ( 8 ) = - C 3 ( S ) / 5 . 
D = S O R T ( ( 3 X ( 9 ) - A X ( 3 ) - l . ) » * 2 * f e Y ( 9 ) - AY(8 ) )**2) 
CX8(9) =C3(9)*(AX(6)-3X(3)4-1.) /D CY8(9)=CB(9)*(AY(3)-BY(9)) /D 
C Y 8 ( 1 0 ) = - C 8 ( 1 0 ) * E Y ( 1 0 ) / 0 * 0 . 7 
CXG(10)=-CB(10) 
CY8U0) =0 . 
CXB(11)=-C3(11) 
C Y B ( l l ) = a . 
IF (N1.GE.2)GG TO 25 
CXfe(10)=CX8(lO)/a.7 CYe(10)=CYB(10 ) /0 . 7 
RETURN 
25 CXB(8)=0. 
eye <e> =ca m / i o . 
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J > ( N l . N t . 3 J K L I U R N 
C=SORT ( ( 3 X (ii ) - A X ( H > ) * * 2+(3Y(l») - A Y ( H ) ) * » 2) 
CX B ( C J =fy U ) » ( A X U')-BX U J > / u 
CYb(u) =CQ U ) * ( AY (H)-BY (H) ) /D 
K t 1 U k N 
3 0 c c 3 i j = i . e 
XCOiVMY ( J ) = - 2 . 
YCUMMY(J)=-1. 
K J J =1 
I ( 1 0 ) = 2 
1 (11 )=2 — ; — - -
C X B ( l l ) = - C B ( l i ) 
C Y b l l l ) = 0 . 
CYB(1C)=Q. 
U^ b ( l U ) = - C B l l U ) """ : 
IF (N1.GT.8)CX8(10)=0. , 
I M N l . b l . 8 ) LXB(ll) =0 . 
C X B ( 9 ) = 0 . 
C Y B ( 9 ) =CB(9) ~—7— — — — : ; ; ' 
I ( 8 ) = 2 
i i i ? ) = 2 ' — ' — ' — : — - — ~ — : — • — — — 
I F ( N I . N E . H ) G C TO 50 t ' 
K H ) = 2 — ' : 
0=SQRT ( (QX (it)-AX ( H ) - 0 . 5 ) * * 2 4-(BY ( H ) - A Y ( H ) )**2) 
C X B ( 4 ) = C B ( H ) M A X ( H ) - B X ( H J + U . 5 J / U ~ ~ ~ 
C Y B ( H ) = C B ( H ) * ( A Y ( H ) - 8 Y ( H ) ) / 0 
lb I N 1 . C U . H J l b A L L = y ' ~ ~ ' " — 
CXB(5)=CB(5)*0.707 
LY8(5 )=C8(5)*U.7U7 ' , . . . ; , . . . - — 
1(5 ) =2 I l ~ • ; - r J . ' 
GO TO 5U ' T - ' " ' " ' ~ ~ 
4 0 I8ALL=9 " : / ' "V j 
I I - I N l . G I . b ) G O I U 32 : ' : — 
GO TO 30 
"5TJ UU 1UU J = l , l l ~ — " •—— :—' 
I F ( K J ) . E 2 « 2 ) G G TO 100 
I F ( J . U t . l B A L U G U ! J bU k—^— ——\ *• " 
I F ( N 1 . L T . H ) G O TO 100 
C A L L UI-FBA ( L A . U B . U l . C X B a B A L L J »C 1 6 I ZH&LL > * A X . A T , A X 01 AY 0 . 
1 BXt8YfBXD»BYCtllflltIFRt£0tIFREEDtIBA(.LflMATCH) 
(,U | u l 0 u 
6 0 I1=IMATCH(J) 
I F ( J .EU • 9) G'J TO 1UU : • ~ " — — 
IF(I1.EQ.01GC TO 80 
i i s A x u i i + o « a i » N » A x o m i : —T -
Z2=AY(I1)+0.01*N*AYO(Ii) 
IF (I ( J T . N L " . 1) G O T O 70 : : — 
23= ( (BX ( J ) - Z D ** 24- (BY ( J ) -Z2)** 2 ) / ( (8X < J )-XOUMMY ( J ) )**2 + 





11- ( Z 3 . U .13.9) c.hZ'J, 9 — — 
Z4=CA(I1)»(1 . -Z3) 
3 U M L L u r r L J L i w i « * « , , t : ( j j , L i * L A t t l J J , L TUIJJ , Z 1 , £2,3X0 (11) , A Y O f T l T T ex(J),BY(J),EXC(J),3YO<J),XDUMMY(J),YDUMMY(J)) 
70 L>U i u 1 ii u 
Z3=BX(IBALL)+0.01*3XC(I8ALL)*N t n - o t l i c w u u ^ u i U i T j r u \ i j « L c ; T r j 
4 
Z 5 = ( ( B X ( J ) - Z 1 ) * * 2 > ( 8 Y ( J ) - Z 2 ) * * 2 ) / ( ( 0 X ( J ) - Z 3 ) * * 2 > ( B Y ( J ) -
Z4)**2) 
Z5=SURT(Z5) 
I F ( Z 5 . G T . 0 . 9 ) Z 5 = 0 . 9 
Z6 = C A ( I D * ( 1 . - Z 5 ) 
CALL 0FFLIMZ6,C3( J) ,C1 ,CXB (J) ,CY9 (J) , Z1 ,Z2,AXO(11) , AY 0(11) , 
5 e X ( J ) , 8 Y ( J ) , E X C ( J ) , 3 Y C ( J ) , Z 3 , Z t ) 




RETURN ' * \ 
END 
1 
SUBROUTINE CEFPLAY(AX,AY,AXD,AYD,BX,5Y , 3XD,8YO,CA,C8 , 
CXA,CYA,IMATCH,IFR££O,IFREED,19ALL,N1•C1,N) 
2 
0IH£ K51CN A X ( l i > , A Y ( i i ) , A X J ( I l ) , A Y J ( I l J , B X ( l l ) , 9 Y ( l l ) , 
BXD(11) ,3YC(11) ,CA(11) ,C3(11) ,CXA(11) ,CYA(11) ,IMATCH(11) , 
3 I F R E c O ( l l ) , I F * E E O ( l l ) 




IF(M.GE .6)GG TO 50 
GO TO (20 , 30 ,30 ,<.0 , AO) , M 
20 CYA(10)=-CA(10) 
CALL 0 E F e A ( C A ( l ) , C 9 ( 9 ) , C l , A X ( l ) , A Y ( l ) , A X 0 ( l ) , A Y O ( l ) , 




DO 31 J = 1 , 3 . 
11=1 
12 = 51 
I F ( J . t Q . l ) 1 1 = 4 1 
IF(J .EQ.1 )12=91 
4 
CALL OEF3A(CA(J) ,C3U) ,C1 ,AX(J) ,AY(J> ,AXC(J) ,AYU ( J ) , 
BX(9) ,BY(9) ,3X0 (9) ,8YD(9),CXA(J),CYA(J) , 1 1 , 1 2 ) 
31 CONTINUE 
IF(M*£Q.2)CXA U ) = -CA ( 4 ) * 0 . 5 
Z1=CB(9) 
CALL OEFBA(CM5) ,Zl ,Cl ,AX(5) ,AY(5) ,AxC(5) ,AYD(5) , 
231 
0 BX ( ) ) , BY (9) • exc ( iJ , ;YC(3) .CXA (b) , CYA (5) , 1 , 9 1 1 DC 32 J=7 ,9 
12 = 1 s i 
11=151 
IF(J•E 0 . 7 ) x 1 = 91 
IF ( J.cfJ. 7) 12 = 161 
IF (J.EQ.0)11 = 91 IF(J .EG.8 )12=111 
CALL DEFGAfCA(J),03(11) ,C1 ,AX(J) .AY(J) ,AXD(J) ,AYD(J) , 
7 e x ( l l ) , e Y ( l l ) , B X O ( l l ) , O Y D ( l l ) , C X A ( J ) , C Y A ( J ) , 1 1 , 1 2 ) 
32 CONTINUE t 
IF(N1.EQ.2)CYA(7)=0. 




Z2 = 8Y(7) +8 . f •• A , . 
CALL DEFBA(CA <11>,Zl,C1VAX(11),AY(11),AXC (11) ,AYD(11). 8 Z3,Z2,BXC(7) ,8Y0(7) ,CX'A ( l i ) v C Y A U i ) , 1 , 1 5 1 ) 
cxa ( i i ) =cxa ( i i ) * o . i 5 : - *•5 IF(N1.EQ.2)RETURN fv,- „. • 
CALL DEFBA (CA (6 ) ,C8 (11) ,C1,AX (6) , AY (5) , AX 0 (6 ) , A YD ( 6 ) , ',• 
9 B X ( l l ) , B Y ( l l ) , 8 X C ( l l ) , B Y G ( l l > , C X A l 6 ) , C Y A ( b ) , * 6 . 1 3 b > 
CYA(6)=CYA (6)*0 .3 
IF(Nl.EG « 2)RETURN 
CALL OEFBA (CA(4),C3(10) ,C1,AX(4),AY(4),AX0(4),AY0(4) , 
1 Bx (10) ,BY (10) ,BxDUD) ,BV0(1U),CXA(4) ,CVA (4) ,61,121) 
IF(N1.EQ.3)G0 TO 52 
RETURN 
40 DO 41 J = l , 5 
11=1 
12 = 91 
IF(J .EQ.4)11=46 
AC(J.tU.Hi 
CALL DEFBA (CA(J),C9(9),C1,AX(J) ,AY(J) ,AXD(J),AYO(J), 
2 B X ( y ) , B Y ( y ) , b X 0 ( y ) , B Y 0 ( y ) , C X A U ) , C Y A ( J ) , I l , I 2 ) 
41 CONTINUE 
LYPibi = CYfl lb)~U . 1 DO 42 J=7,fi 
12*141 
lr- (u.c.Q.6) 1 2 - ^ i CALL OEFBA(CA(J) ,C8(9) ,C1,AX(J) ,AY(J) ,AXC(J) ,AYO(J) , 
3 8X(4) f BY(9) , t , XU(9 ) ,BYD (y) ,CXA(J) ,CYA(J) ,I l , I2) 42 CONTINUE 
CALL Otî EA (CA (J) ,C8 (10) ,C1,AX (J) ,AY (J) » AXD(J) , A YD ( J) , 
1 BX (10) ,BY(10) ,SXOl10) ,BYD(10) ,CXA(J) ,OfA (J ) ,91 ,181) 45 CONTINUE 
232 
Z1 = «Y( .') +7. 
Z2 = C!.8*-B(7> 
i J = c A I .' J • J • 5 
CALL JIF(3A(CA(ll» f Z2 , C l , AX(l l ) ,AY(11) ,AXC(11) , A Y u ( l l ) , 
4 Z i t Z l t b X U i?) , b / C ( 7 ) , C X A ( 1 1 ) , C Y A ( 1 1 ) , l , l d l ) 
*»4 CC H 3 J = t , l l 
CYA(J)=-CA(J) 
43 CGNTINUi 




Z X - U , H T C 3 1*1 
IF (1FREEO(9) .£0 .3 )Z1=0 ,1*C9(9 ) 
uu ->i J=l t1U 
CALL DEFBA(CAU),Z1,C1,AX<J),AY(J),AXD(J),AYD(J), 
b dX ( 9 ) , B Y ( i i ,bXU(y) , 3YD(9) ,CXA(J) ,CYA(J) ,1 ,181) 
51 CONTINUE — - — ^ • *;•;.•-••-;••••••- --̂  
IF ( I F R E E 0 ( 9 ) . £ Q . 3 ) Z l = 0 . 1 * Z 1 
CALL DEF8A<CA(1),Z1,C1,AX(1) ,AY(1) , A X C ( l ) , A T O ( l ) , 
6 B X ( 9 ) , 3 Y ( 9 ) , 8 X 0 ( 9 ) ,BY 0(9) ,CXA(1) ,CYA(1) , 1 , 9 1 ) 
CALL UcFdA (CA ( b) ,Z i , C 1 , AX (b) ,AY(o) , AXU(6) ,'A YLi (b ) , 
7 BX(9 ) ,BY(9 ) ,GX0(9 ) , 3YD(3 ) ,CXA(b) ,CYA(6) ,no ,136 ) ^ 
CALL UurdA (LA I 11) , Zl , C 1 , HA ( 11) , A T l[ 11) ,AXC f 11) , A YD( 11) , CO BX ( 9 ) , 3 Y ( 9 ) , e X 0 ( 9 ) , 3 Y 0 ( 9 ) , C X A ( 1 1 ) f C Y A ( l i ) , 9 1 , 1 8 1 ) 
SUBROUTINE OFF*3LAY (AX,AY,AXO,AYG,8X,6Y , 8X0,3Y0,CA,CB , 
i. OIlXENSICN A X ( l l ) , A Y ( l l ) , A X O ( l l ) , A Y O ( l l ) , B X ( l l ) , B Y ( l l ) , 
2 BXC(l l ) ,BYC(11) ,CA(11) ,CB(11) ,CX6(11) ,CYB(11) , IMATCH(11) , 
3 IFREEO(ll) ,IFR£ED(11) , 1 (11) »XDUfvMY(ll) ,Y0UMMY(11) 
DC 10 J = l , l l 
10 I ( J ) = 0 
IF(Ni.GT.4)GO TO 40 
GO TO ( 2 0 , 2 0 , 2 0 , 3 0 , 3 0 , 4 0 ) , N l 
£0 IMATCH(1)=2 











IE A LL—8 
u^SQRTi(3X(1 ) -MX (2 )+ 0 .5 )**2*(3Y(1)-AY ( 2 ) ) » * 2 ) 
CXB(1)=C3(i> *(AX(2)-dX( 1)-0.5)/D 
CYb(l)=CB(1)»(AY(2)-BY(1) )/Q 
D=SGRT((8X(2>-AX(3)-H.O)**2+(BY(2)-AY(3))**2) 
CXB(2)=CB(2)» (AX ( 3 ) - B X ( 2 ) - l . ' ) ) / C 
CY8(2 )=C3(2 )* (AY(3 ) -BY(2 ) ) / 0 
D = SQRT((3X(3)-AX U ) + 2 . 0 ) » » 2 » ( B Y ( 3 ) - A Y U ) ) » » 2 ) 
CXE(3)=CB(3)*(AX(<*)-BX(3)-2.0)/O 
CYB(3?=CB(3)*(AY(H)-BY<3))/D 
C=SQRT((3X(H)-AX (3) )**2+(BY(4)-AY(3))**2) 
CXB(4)=Cg(*) + ( A X ( 5 ) - 8 X ( 4 ) ) / 0 _ 
CYB(4) =CS (u)* (AY (5 ) -BY(i+))/D 
G = SC?RT ((BX(5)-AX(7) ) 2 + (BY(5) -AY(7) ) * * Z ) 
CX8(5)=C3(5)*(AX(7) -BX(5) ) /D 
CYB(5)=CB(5)»(AY(7)-BY(5)) /Q 
D=SQPT ((6X(6)-AX(8)-0.5)**2->-(8Y(b> -AY (8) )**2) 




CXB(P)=SGRT(2.)*CB(d)/4. . " 
CYb(6)= -C9 < 8 ) / 5 . 
D = SGRT ( (BX (9)-AX ( 8 ) - l . ) • » 2 •>• (B Y ( 9) - A Y ( 8 ) )»»2) 
CXE(9)=C3(9)* (AX(dI-8X(9)+1 . ) /C 
CYB(9)=CB ( 9 ) * ( A Y ( 8 ) - B Y ( 9 ) ) / 0 : 
CYBdO )=-CB (10 ) »8Y (10) /O*0 . 7 : > 
CXB(10)=-CB(10> . . 
CYB(10)=0 . - * v , 
C X O ( l l ) = - C B ( l l ) ' 
CYB(11)=0. 
IF(Nl.GE.2)GO TO 25 
CXB(2)s-CB(2) 
CYB(?)=q. 
CXB(10)=CX6(10) /o. 7 
CYB(10)=CYB(10)/0.7 
RETURN 25 CXB(8)=0. 
CYfim«CBffl»Vin« 
RETURN 
3J} rn 31 .j = l,i=i 
XCUMMY(J)=2. 
YntJMMY (,!)=-!. 
31 I ( J ) = 1 
JL2 Tfmis? 
I (1 1 ) = 2 
, rxr id i ) = - C B ( i i ) 
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CY 0(i1)=C • 
cjyr ( n ) =n. , , 
CxE(13)= - C 3 (10) 
I F ( N 1 . G T . 8 ) C X 3 ( 1 1 ) = 0 . 
nxfl(9) = n . ; 
CYB(9)=CB(9) 
T m =? —_ . : 
I(5)=2 
! TF (N1 *FQmk) TP AI I =9 
GO TO 50 
_U) IBfll 1=3— 
IF(N1.GT.6)GO TO 32 
GO TO ,30 _ _ . : ; . 
50 DO 100 J = l , l l 
T F f T f . n . F i . ? > r , n TO m n ; 
IF(J .NE.I3ALL)GO TO 60 
if(N1 .LT .q i r in Tn 1 nn 
CALL OFFBA(CA,C8,C1,CX9(IBALL),CY9(IBALL),AX,AY,AX0,AYO, 
1 BX,PY, fiXC?YC, 1 , 1 ,11 , IFftf Eft, TfRrFRf T BALL. IMATCH) 
GO TO 100 
JiXJ T1=THftTr,H( ,n -, 
IF(J.EC.9)GO TO 10 0 
TF(Tl.EC-HnO TQ.flfl 
Z1=AX(I1)+0.01*N*AXO(I1) 
Z2=fiY(Il)+fl.Q1 *N-»AYn(T1 ) -
IF ( K J ) • N £ • 1) GO TO 70 . 
7,3= ( f̂ X CD - 7 \ )**?•*• i^YiJ) -7f)"•*?)/{ (qX(J)-XQUfl^Y(J) 
2 ( 3Y ( J ) -YOUfMY(J ) ) *+Z\ 
73=SnRT(73) ' • 
IF (Z3 .GT.0 . 9 ) Z 3 = 0 .9 
ZA = CA ( I D M l . - Z S ) — _ _ 
CALL OFFLlN ( Z * , C 8 ( J ) » C 1 , CXB <J) ,CYB ( J ) , Z1 »Z2,AXD f I 1 ) , AY 0(11) , 
3 P X U ) , R Y ( ,1) «Pxnf,l) , RYTf .11 ,XnilM»1YU) >Ynilf1WYf.i) ) 
GO TO 100 
-W) Z3SBX (IBALL) +Q . Qj* QXQ f 13ALL ) *N ; \ ':, 
Z4 = BY (I8ALL)+0 . 01*3YD (I3ALL)*N U :^ * ->** 
7F= f fRX f.l) -71 ( f l Y ( J ) - 7 2 \ * * ? \ / ( (BX<J)-Z3)»*2+ (BY,<J)-
7S,s<:r,»T t 7 5 . 
I F ( Z 5 . G T . 0 . 9 ) Z 5 = (J .9 
76-Hfl (T1)» (1 . - 7 5 ) 
CALL OFFLIN ( Z 6 , C 3 ( J ) , C 1 , C X 8 ( J ) , C Y 3 ( J ) , Z l , Z 2 , A X D ( 1 1 ) , A Y 0(11) , 
5 RX (J) .HY( .J) tixnt.I) , RYQU) ,Z3 ,Z*) 
GO TO 100 




IF(Nl.tG.4)CXB(9)=C8(9) lF(Ni,cj.H>CY8(9» = ij» 
R'TURN 
SUEROUTINE CEFPLAY(AX,AY,AxO,AYC,aX,BY,BXO,3YD,CA,CB, 
1 ry£.r/fl.TMaTr;H.TFff-:~n.TFR.-~n.TRALL^N1 mCA « N ) 
DIMENSION A X ( l l ) , A Y ( l l ) , A X O ( l l ) , A Y O ( l l ) , 8 X ( l l ) , B Y ( l l ) , 
? R^r.f t i i f avr n 1 > t , ? A f 11 i Tr.R(i n f r.xfl (11 1 .CYAfl 1 >.TMATCH (11). 
3 IFREEO(II),IFR-£0<11) 
OO 10 J = l , l l 
CXA(J)=0. 
j j ] py a f iii =n • 
IF(Nl.GE.o)GO TO 5 0 
GO TO (20 ,30,30 ,40 , 4 0) ,N1 i^fi _ — ; 
20 CYA(10)=-CA(10) 
CALL •£FBfl(CA(1.),CR(9) 1 .AX(1),AY(1),AXn(1).AYn(1). 
3 8X(9) ,BY(9) ,BXO(9) ,BY 0 ( 9 ) , C X A ( 1 ) , C Y A ( 1 ) , 1 , 9 1 ) 
pYf lm=n. 
RETURN o.n 31 j = i . 3 ; — : . 
11=1 
12 = 51 ——_ _ — - _ : 
I F ( J . E Q . l ) 1 1 = 4 1 
TCt.l.FP.1 \ T? = Q1 
CALL DEFBA(CA(J) ,C3(9) ,C1,AX(J) ,AY(J) ,AXC(J) ,AYD(J) , 
4 < <*) t** - n * n '3* T^n(Q) .MA(.I) .P.YA(J) .T1.I?) 
31 CONTINUE 
IF(Nl .£Q.21fXA(4) = -CA(4*»n .5 
Z1=CB(9) 
ran ^pqArpftfqi.7i.ri.3Xfq).AYr=^.Axn(=^.AYn(5). 
6 3 X ( 9 ) , B Y ( 9 ) , 8 X 0 ( 9 ) , B Y C ( 9 ) , C X A ( 5 ) , C Y A ( 5 ) , 1 , 9 1 ) 
DO 32 . i=7,9 ; : 
I 2 = i e i 
11 = 151 , . , : 
I F ( J . £ 0 . 7 ) 1 1 = 9 1 
TF f . l .m . 7 ) T7 = 1 nl , , ; : 
IF(J.EC.6)11=91 
IF(J .EC. t i ) I? = 11 1 
CALL DEFBA(CA(J) ,CB(11),Cl ,AX(J),AY(J) ,AXD(J),AYD(J)• 
7- ex ( i n ,ry ( i i ) ,a^n( i i ) ,qyn(i i ) ,cxfl(.j) .cya(.I) , i i , 12) 
32 CONTINUE 




Z3 = BX(7)+0 .5 —/ 1 = U . t / ) 
Z2=9Y(7)*9. 
r/ii i r.fppa irv.fi nr 7 1 .r:i x m 1 » .ivfn 1 . a x r f 11 ) .« vn ( 11 I . 8 73,Z2,EXC(7) ,BYD(7) ,CXA(U),CYA(11) , 1 , 1 8 1 ) 
r*£ m-n =r.xa m 1 1 1 q IF ( M . E C . 2 ) RETURN r a p npFRfl ira f fr.n f 1 11 .n i f ax ff^i .ay (f- i.AXQffti .AYOffc) . 9 6 X ( l l ) , B Y ( l i ) , B X C ( l l ) , 3 Y C ( l l ) , C X A ( 6 ) , C Y A ( 6 ) , 4 6 , 1 3 6 ) 
rv/< ft* =rvfl fni*f) . < 
IF (N1.EQ.2)RETURN 
rfli 1 npfRuru-rtr.RMni TPi.-yf<.)f_Yf4>tAXf)(u>tAYn(4). 1 B X ( 1 0 ) , 6 Y ( l Q ) , 3 X O ( l Q ) . e Y O ( 1 0 ) , C X A ( 4 ) , C Y A ( 4 ) , 6 1 , 1 2 1 ) I c 'Ml .EG. T)«" Tn 
RETURN 
nn £.1 .1 = 1 11=1 
- 12 = 91 
IF (J .EQ.4 )11 = 46 
- IF (J.<_Q.4) 12 = 136 CALL 0EFBA(CA(J) ,C3(9) ,C1 ,AX(J) ,AY(J) , AXC(J),AYD(J), 
2 
BX(9),BY(9),6XD(9),8YD(9),CXA(J),CYA(J),11,12) 41 CONTINUE 
CYA (6)=CYA (6 ) * 0 • 1 
DO u2 J=7 ,8 
11 = 61 
12=141 
iF(J.EQ.a) 12 = 91 
CALL DEFBA<CA(J).CB(9).Cl.AX(J),AY(J),AXD(J),AYO(J), 3 
BX(9),8Y(9),3X0(9),BY0(9),CXA(J),CYA(J),11,12) 42 CONTINUE 
00 45 J=9 ,10 




Z3 = B>(7)+0 . 5 
CALL DEFBA(CA(11) .Z2,C1.AX(11) ,AY(11) ,AXC(11) ,AYO(l l ) , 
4 Z3 ,Z1 ,9XC(7) ,BYD(7) ,CXA(11) ,CYA(11) ,1 ,181) 
4* OC 43 J = l , l l IF(IFREED(J).NE.3)GO TO 43 
CY A(j)=«C A (J) 
CX A(J)=0 . 
*3 CONTINUE 
IF(N1.NE.'4)RZTURN C X A ( 7 ) = 0 . 
C Y A ( 7 ) = 0 . 
FT TURN 
237 
5 0 Z 1 = Q . * * C 3 ( 9 ) 
IF ( I F R E E Q ( 9 ) . E C.i)Z 1 = 0 . 1 » C 3 ( 9 ) 
DC 5 1 J = 2 » 1 3 
CALL G = • RI A (C A ( J ) , 7.1 . C 1. A X ( J ) . A Y (J ) . A X 0 ( J ) . A YO ( J ) , 
5 B X ( 9 ) . 3 Y ( ? ) , P X D ( 9 ) , B Y D ( 9 ) , C X A ( J ) , C Y A ( J ) , 1 . 1 3 1 ) 
5 1 CCNTI . NLE 
Z 1 = C B ( 9 ) * 0 . 8 
IF ( I F R E E O (9) .EO. ..?> Z 1 = 0 . 1 * Z 1 
C A L L G E F B A ( C A ( 1 ) , Z 1 , C 1 , A X ( 1 ) , A Y ( 1 ) , A X O ( 1 ) , A Y O ( 1 ) , 
fS B X ( 9 ) . B Y ( 9 ) . E X 0 ( 9 ) . B Y D ( 9 ) . C X A ( 1 ) • C Y A (1) , 1 . 9 1 ) 
C A L L O E F B A ( C A ( & ) , Z 1 , C 1 , A X ( 6 ) , A Y ( 6 ) , A X C ( 6 ) , A Y D (6) , 
7 B X ( 9 ) . B Y ( 9 ) , 9 X 0 ( 9 ) ,3YD< 9 ) , C X A ( 6 ) , C Y A ( 6 ) , L 6 , 1 3 6 ) 
3 
C A L L D E F 3 A ( C A ( L L > , Z I , C L , A X ( L L ) , A Y ( L I ) , 4 X C ( L L ) , A Y O ( L L ) , 
B X ( 9 ) . B Y ( 9 ) , e X D ( 9 ) , 8 Y 0 ( 9 ) , C X A ( 1 1 ) , C Y A ( 1 1 ) , 9 1 , 1 6 1 ) 
GO TO kk ,^ * , ••"i ,\. END • 
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