We present in this paper, an automatic query translation system in cross-language information retrieval (ArabicFrench). For the lexical disambiguation, our system combines between two resources: a bilingual dictionary and a parallel corpus. To select the best translation, our method is based on a correspondence measure between two semantic networks. The first one represents the senses of ambiguous terms of the query. The second one is a semantic network contextually enriched, representing the collection of sentences responding to the query. This collection forms the knowledge base of our disambiguation method and it is obtained by alignment with the relevant sentences in Arabic. The evaluation of the proposed system shows the advantage of the contextual enrichment on the quality of the translation. We obtained a high precision, relatively proportional to the precision provided by the used alignment. Finally, our translation demonstrates its potential by comparing its Bleu score with that of Google translate.
Introduction
Today a staggering number of multilingual documents of different kinds are available on the web, which has necessitated the implementation of multilingual information retrieval systems (IRS). Such systems are generally used to retrieve documents written in one or more languages different from that used for the formulation of the query; this is called the cross-language information retrieval (CLIR). In this work, the user submitted his Arabic query and seeks to retrieve responding documents in French.
With Cross Lingual Information Retrieval (CLIR), unlike monolingual IR, we cannot evaluate the adequacy of given result by merely applying a similarity function to queries and documents based, for example, on the vector model [29] . Because the central problem in CLIR is how to retrieve relevant documents in the target language, most CLIR systems include an automatic translation module that is applied to documents and/or queries in order to bring both into a single repository. Here we present an overview of the different approaches:
• Approach based on the translation of documents translates all documents to the language of the query. Its main advantage is to provide a high retrieval precision [39] .
• Approach based on the translation of the query and documents: It is based on a heavy linguistic analysis because it must translate documents and queries to pivot language [7] [10] [36] . The disadvantage of this approach is that it requires some resources such as thesaurus, which are not always available (e.g. EuroWordNet).
• Approach based on query's translation: the query in the language source is translated to many target languages, and its different translations are sent to the search engine [10] ; [24] . Currently, most of the work in the area of multilingual information research focuses on the translation of the query. This translation is cheaper than the translation of all the documents in the collection [40] [11] .
In our work, we are interested in the translation of the query; these systems are based on the translation of key and isolated terms [17] . This causes serious problems at the performance level, mainly due to their inability to solve lexical ambiguities that characterize natural languages.
In this context, our contribution is the proposition of a method for lexical disambiguation associated with the query translation system (Ar-Fr), based on the use of semantic networks [19] [30] . Semantic networks have been used in various applications of NLP [3] such as parts of speech labeling [18] , information extraction [14] , automatic summarization [20] , etc. The semantic relations (relations of taxonomy, synonymy, etc.) between the concepts are extracted from French EuroWordNet [49] . As for the contextual relations, they are obtained from semantic association rules generated by the Apriori algorithm [1] [10] . This type of relations ensures full lexical and semantic coverage of the collection of sentences in the target language responding to the need of information expressed by the query. We build two semantic networks. The first represents the ambiguous terms of the translated query and the second represents the knowledge base (KB) represented by a list of relevant sentences (KB (list RSF )).
Concerning the construction of the collection of French sentences KB (list RSF ) corresponding to the list of relevant sentences in Arabic KB (list RSA ) presented in the work [31] [32] [33] , it was obtained with the MkAlign tool [22] . After this step, a conceptual and semantic indexing method is applied to this KB (list RSF ) for the construction of conceptual index (representative concepts of the KB (list RSF ) with reduced size, based on the lexical French resource EuroWordNet). Finally, a matching mechanism selects one of the networks which is the most similar to the KB (list RSF ). This corresponds to the best translation associated to one or more ambiguous words of the query.
This article is organized into six sections. Section 2 presents a state of art of translation approaches in the domain of cross-language information retrieval, also the problem of lexical ambiguity in queries translation and gives the state of art on existing disambiguation methods and limitations. Section 3 includes the steps of our automatic query translation system (ArabicFrench), and details the proposed method of lexical disambiguation. Section 4 presents experiments and evaluations conducted on a collection of queries using the "Monde Diplomatique" Corpus (MD), which is a parallel aligned corpus (Arabic-French) of the ARCADEII campaign (Concerted Research Action on Alignment and Evaluation Documents). In Section 5 we make a comparison between our translation system and Google translation system. Finally, the last section concludes our paper and presents our future work.
State of Art of Query Translation and Presentation of Our Disambiguation Method
For the query translation various approaches exist, such as automatic translation, translation based on predefined vocabulary, on aligned corpus, on dictionaries and translation based on the disambiguation of the translations. These approaches are presented below:
Approach Based on Automatic Translations
This type of query translation requires the use of automatic translator to translate the query or the collection of documents so that both of them are in the same language, with or without the assistance of an expert. These automatic translators allow saving time by avoiding recourse to dictionaries and massive encyclopedias. The most used softwares are Systran 1 Power Translator Pro 2 .
Yamabana [52] worked on automatic translation of queries, but it showed lower performance than other approaches. This is due to the fact that the query includes ambiguous words. In this case, automatic translators do not produce good translations [41] .
Approaches Based on Predefined Vocabulary
This approach is based on the use of controlled vocabularies, represented by multilingual thesaurus. This approach aims to represent documents and queries by a list of classes based on an indexing method. Thus, information retrieval is therefore to retrieve documents expressed in different languages and indexed by the list of classes representing the query.
In this context, the first work based on a predefined multilingual thesaurus was the work of Salton (1970) . In his experiment, the author used a list of concepts expressed in English with their translation into German and a bilingual corpus of abstracts (English-German). He showed that the average precision was approximately 95% in terms of performance, compared to the results of the monolingual thesaurus.
The main problems related to this approach are the ambiguity and incomplete coverage: the vocabulary is fixed; it is likely that it is not exhaustive, compared to the contents of documents. Even with a predefined language, some technical terms are probably absent, which affects the search results.
Approaches Based on Aligned Corpus
Alignment can be parallel or comparable. The approach based on aligned corpus provides translations of terms related to the topic of the query, and does not correspond to translation by word of the terms [45] .
In order to succeed, the corpus should be parallel and aligned by sentence. Then, the system creates a global representation to translate a term into a set of terms that have a high probability of translation in the target language according to the position of words in sentences. This is done by IBM statistical translation models. These models attempt to calculate the conditional probability p(fj|ei) between words ei and fj.
Approaches Based on Dictionaries
These approaches offer translation by words without worrying about syntax; this is done through a machine-readable dictionary (MRD). These approaches are not entirely satisfactory because of ambiguities of terms in the source language. Indeed, the dictionary does not contain all the query words because the user is able to derive words in many forms. Terms that are semantically ambiguous have many possible translations into target languages (synonyms ambiguities and ambiguities of polysemous terms) [2] [53].
Approach Based on the Disambiguation of Translation
A significant number of terms constituting the Arabic query may have several interpretations (polysemous words and homonyms) [6] [46] [28] . The sense of these ambiguous words is determined by the context of their occurrence. For example, " " may have translations as "gold" or "go", and the word " " can have translations as "law", "rule" or "canon" (musical instrument). These ambiguities of translation cause the recuperation of documents that do not match the query.
Strategy of queries disambiguation in cross-language information retrieval
Among the methods of queries disambiguation for MT systems, we find methods based on: corpus analysis, construction rules and lexical resources (dictionaries and generative lexical resources). Methods based on the analysis of corpus adapt well to the development of statistical models based on the study of frequencies in texts.
Methods of disambiguation based on lexical resources (electronic dictionaries, generative lexical resources): the methods based on electronic dictionaries have two major defects: rigorous information is not easily available and dictionaries have large inconsistencies. Mihalcea [34] tried to improve this type of method by disambiguating the senses of words using a statistical classification tool. Various studies attempt to use generative resources WordNet [21] to perform lexical disambiguation. However, the absence of generative dictionary for the French language and the lack of information for the enrichment of a semantic network led us to replace the missing resources.
Our method combines several techniques mentioned above to provide an original solution for the query translation and aims to improve the results provided by the existing methods of lexical disambiguation. We want to resolve the ambiguities of words related to the context by a disambiguation process based on French lexical resource EuroWordNet and Apriori algorithm. This algorithm is applied on an indexed knowledge base to provide a set of semantic association rules. These rules rise lexical coverage in terms of wealth of information and express existing semantic and contextual relations between the terms. These relations are mainly used to build a semantic network contextually enriched to develop a matching mechanism with semantic networks associated with ambiguous query terms. This method strengthens our translation system, by eliminating the translated terms by other senses that do not belong to the semantic context of KB (list RSF ). In addition, we have enriched the user query in the source language by meaningful terms in order to increase the precision in multilingual search [31] [32] . As part of our work, the issue of selecting the best translation for query ambiguous terms can be conceived in two ways:
1. First, the best translation is selected according to the semantic context in which the terms appear;
2. The second step is selection of the best synonym, because it is rare to find perfect synonyms that substitute each other in any context.
3. Architecture of Our Translation System Figure 1 shows the steps of the proposed translation system.
Our system takes as input an enriched query generated by the enrichment method described in [31] [32] . This method essentially includes a double enrichment (linguistic and contextual). The first one is based on different types of linguistic analysis (lemmatization, morphological, syntactic and semantic), whose goal is to generate a descriptive list (list-desc) containing a set of language lexicons assigned to each significant term in the query. The second enrichment consists in integrating contextual information derived from documents of the corpus. This second one uses statistical analysis by the weighting functions of Salton (TF-IDF and TF-IEF).
The TF-IDF function is applied between the list-desc and documents of the corpus, it identifies relevant documents. TF-IEF function is between the list-desc and the sentences belonging to relevant documents. The role of this function is to identify relevant sentences, and then the words in these sentences are weighted. The terms of the highest weights are considered rich in terms of informative and contextual importance and they are added to the original query. In our work, the enrichment improved the performance of the research with a precision of 81% and a recall of 77% [31] [32] .
As presented in Figure 1 , translation of the Arabic query to French involves two main phases: lemmatization and translation, and the disambiguation of the enriched query. Figure 2 . Proposed disambiguation method.
Lemmatization and Translation of Arabic Enriched Query
A word is composed of a base (verb, noun) to which affixes (prefixes and suffixes) and clitics (proclitics and enclitics) are clumped together.
For the lemmatization step we adopted the approach of Kadri [26] ; it consists in truncating some prefixes ( . . . . . . . . . . . . . .. ) which are nothing more than prepositions attached to words, and some suffixes ( . . . . . . . . . . . . . .. ) which are generally pronouns granted to the end of words. For the translation step we used the online multilingual dictionary SenSagent 3 ; it uses data available on the Web, such as Wikipedia, and incorporates the process of transliteration of named entities from the Arabic into French, among other sources. Sensagent is used in several studies (translation, multilingual research, etc). Figure 2 shows the architecture of our disambiguation method. The process of lexical disambiguation is based on three important steps, which are:
Lexical Disambiguation of the Enriched Query
1. construction and representation of the knowledge base KB (list RSF );
2. representation of the query by a network;
3. measuring of the match between them. Figure 3 shows the detailed architecture of our lexical disambiguation method.
Construction and representation of the knowledge base from a parallel corpus
Meillet [35] defended the idea of contextual conceptualization of the meaning and assumed that a word has no sense by itself, but only in a context: "The sense of a word is defined by a means between the linguistic uses". This hypothesis is the base, in particular, for empirical approaches that acquire knowledge based on the senses of words from large corpus.
Therefore our disambiguation process requires construction of a knowledge base in the target language:
1 work for the entire contents of relevant documents because a document is too large in terms of words, and does not fully respond to all the terms of the user query. Reducing terms saves time in the calculation of term frequency, and makes the response time of our translation system faster. For this reason, we will choose the sentence as an atomic unit.
• Extraction of relevant sentences in French: the alignment at the sentence level is also done by MKalign tool in order to extract French sentences corresponding to the relevant sentences in Arabic. We also consider the similarity between the recovered sentence (and score of a sentence) and the user query. Indeed, the list of returned sentences is ordered according to this. In this case, we proceed with an important step to classify Arabic sentences by their degree of semantic similarity with the query terms.
The result of the alignment is the KB (list RSF ) list, which is a sort of table of contents of relevant French sentences, that responds contextually and semantically to different significant terms of the query.
2. Representation of the knowledge base KB (list RSF ) by a network: Our disambiguation method is based on the analysis of the corpu; we are interested to develop a formal model that describes the KB (list RSF ). A number of studies within NLP have exploited networks of lexical collocations (semantic, syntactic and pragmatic) built according to the principles presented by Church [16] . Such networks have the advantage of being easy to construct automatically, therefore we treat the KB (list RSF ) without being limited to a particular theme.
Our network is essentially composed of the set of concepts associated with significant terms identified from the KB (list RSF ). So, we propose in the first step a method of representation of the KB (list RSF ) in the form of a semantic network. This representation is based on an indexing method. After the indexing, we build the network (identification of the nodes and the relations between them). In the second step, we are interested in enriching this semantic network by adding other hidden relations compared to the reference network.
Indexing of KB (list RSF )
In creating our indexing method, we are inspired by Baziz work, in order to represent the KB (list RSF ) by a list of index concepts. It is based on the combination of semantic and conceptual indexing [5] [54] [27] .
In the semantic indexing, the used semantic structure makes possible the extension of the representation of the KB (list RSF ) by the relation of synonymy. However, the conceptual indexing may be considered as a generalization of the semantic indexing in so far as the concepts convey senses. Baziz shows that this method ameliorates the quality of the system contrary to an indexing based only on conceptual indexing. He demonstrates that the IR system performs better with this combination, since it has produced less than 30% of disambiguation errors.
For this reason our indexing method ensures the proper functioning of the lexical disambiguation. This method is based on the use of the semantic network French EuroWordNet (EWNF). This network contains nodes (concepts) (see Figure 5 ), which are composed of a set of synonyms (synsets). A synset is defined by its relations with neighboring senses (for example hypernymy, hyponymy and meronymy relations). The method of indexing is based on three main steps: syntactic analysis and segmentation by Treetagger, concepts weighting and semantic disambiguation of index terms.
Meaning

Semantic relations Synsets of words
1. Extraction of terms from the significant terms (simple and composed) of the semantic content of the KB (list RSF ) is done by projection on EWNF. If this projection generates for a given term several corresponding concepts, then this term will be disambiguated. The identification of composed terms in the list is a very interesting way to improve the performance of automatic indexing. The use of these composed terms in the list of sentences considerably reduces the ambiguity of the terms and increases precision (reduces the number of senses of a term). For example, the composed term "North America" takes one sense, with 6 sense for term north, and 3 for America returned by EWNF. Our method for identifying simple and composed terms is based on a symbolic method, which is similar to that presented in [38] , in which they define patterns for extracting noun syntagms. Our proposed method requires a morphosyntactic analysis of KB (list RSF ), as a preliminary step to extract simple and composed terms. We use an analysis that is obtained by integrating TreeTagger Helmut [46] . The analysis provided by TreeTagger can produce a list of words labeled by their grammatical categories. And like most composed terms consist of combinations of nouns, adjectives and prepositions, we generate a list of n-grams (2 ≤ n ≤ 3), respecting the following patterns:
Noun+adj: example: "champ sémantique" (engl. "Semantic field"), "définition lexicale" (engl. lexical definition) Noun+Noun: "roi ban"(engl. "King Ban") Noun+prep+noun: "partie du discours" (engl. "part of speech"), "dictionnaire de langue" (engl. "language dictionary")
A set of 1630 simple and composed terms is extracted from the KB (list RSF ) of the MD corpus.
Subsequently, identified terms are projected on the lexical database EWNF in order to remove empty terms. First, all non significant words are removed. In practice, elimination of these words can reduce the time of the weighting process; they will not be taken into consideration when calculating the frequency of words distribution.
Terms weighting:
Once the simple and composed terms are extracted from the KB (list RSF ), we assign to each one of them a weight in the KB (list RSF ). The purpose of this step is to eliminate the least frequent terms and maintain only the most representative terms in the list RSF . In general, IRS uses the weighting method TF.IEF. As TF gives the number of occurrences of a term KB (list RSF ), and IEF gives the inverse of the frequency of sentences, it is based on the number of matched sentences by the term in question.
However, the results obtained by this function have not been satisfactory because many of the terms were not recognized due to several ambiguities of lexical and semantic variation. The main disadvantage of this weighting method is that it considers only the occurrences of concepts in the KB (list RSF ), ignoring the existing semantic relations between them. To overcome this problem, we proposed a weighting method, which combines statistical and semantic analysis [25] , for assigning weight to the terms of KB (list RSF ) optimally in terms of the frequency of each with their semantic variations.
For the statistical analysis: in the step of concepts identification, we are interested in the importance of composed terms but in some cases, the words composing these terms can refer to them even when used alone, after a number of occurrences. This represents a form of simplification or abbreviation used by the author. Let Ti be a term, its frequency depends on the number of occurrences of the term itself, and the words that compose (or sub-term (STi)). Statistical analysis is defined by the conceptual frequency of a term Ti for the KB (list RSF ), it is calculated as follows:
With Length (STi) represents the number of words in Ti and STi represents the sub-terms (single words) derivatives of Ti.
The semantic analysis is based on the representativeness of a concept, which takes into account the frequency of occurrence of terms, denoting the concept in the KB (list RSF ), but also its relations with other concepts in the domain. The more relations with other concepts present in the KB (list RSF ) a concept has, the more is this concept a representative of the KB (list RSF ). The EWNF resource is used to generate the set of concepts related to these terms in the form of synset taking every defined sense, and its semantic relations. The basic relation between the terms of the same synset is synonymy, but different synsets are otherwise related by various semantic relations such as subsumption, or hyponymy/hypernymy. In our case, we used the weighting method of semantic frequency of the term W frqsem (Ti), which is calculated for each term in function of: • the frequency of occurrence of the concepts associated with that term • the ranks of sentences to which those concepts belong.
The coefficients corresponding to each sentence are assigned as follows: if a term belongs to the first sentence, its coefficient is 10, 9 for the second, and 1 for the tenth and the rest of the sentences in the KB (list RSF ).
Assuming that the term Ti containing n terms appears p times in the KB (list RSF ), Mi, j is the coefficient for the sentences containing the conceptual occurrence j of the term Ti (different senses associated with this term, extracted from a EWNF, and with each sense of this term a synset is associated, as well as all its semantic relations). The weight of semantic frequency W freqsem of a term Ti in the KB (list RSF ) is calculated as follows:
where P(Ti) = K j=1 (Mi, j) is the weight of term Ti, and Ns = k -number (Mi, j = 0) with (ns presents the number of possible senses of Ti). W(Ti, KB (list RSF )) represents the global weight of a term Ti in the KB (list RSF ), and is defined by the expression:
The index of KB (list RSF ) noted Index (KB (list RSF ))= (Ti, WTi).
Disambiguation of index terms:
The process of disambiguation is introduced to identify the exact sense of a polysemous term in the (KB (list RSF )).
For an ambiguous term Ti belonging to the index (KB (list RSF )). Let S i , the number of senses associated with the term Ti. The principle of the disambiguation method is to select the best concept (sense) in the (KB (list RSF )) from several concepts (C1, C2, Cn).
In the semantic disambiguation, we are interested in the method used by Baziz [4] . It is based on the calculation of a symmetric similarity weight (P(c)) for each concept associated with term Ti of sense j on the list of indexes: the formula is as follows:
The concept with the highest weight is considered as the best sense of the term Ti. After extracting the concepts and calculation of their weights, the KB (list RSF ) will be represented by m concepts (m ≤ n) with their respective weights called list of indexed concepts. This list forms the semantic core, designated by Nsem (KB (list RSF )). We pass now to build the semantic network and to identify the relations between the nodes.
is a measure of proximity between semantic concepts C j i and C k l [11] . It is calculated by a score based on their mutual distance in the network EWNF [42] . The disadvantage of this method is that it does not take into account the representativeness of terms in the context of KB(list RSF ). So the best sense for a term Ti in KB (list RSF ) must be strongly correlated to the senses associated with other important terms in KB (list RSF ). For this reason, we will integrate the weight of the term in the calculation of conceptual scores, using the following formula:
Construction of semantic network
The semantic network is composed essentially of the semantic concepts issued from the KB (list RSF ) noted Nsem (KB (list RSF )). The network is structured in the form of (C domain (C)) by exploiting the lexical database EWNF. With C is the concept (node), and the domain (C) represents all synset S i of Nsem (KB (list RSF )) (C subsumes S i ).
In WordNet, an entry is a concept represented by synset synonyms that can describe this concept. The concepts are defined as a set of lexical units related to specific domains. Let G (KB (list RSF ))= {(C domain (C))} represents the nodes of the semantic network of the KB (list RSF ), in what follows we describe the components of the semantic network, the nodes (concepts) and the semantic arcs. 
The following example presents the C i nodes, as well as domains domain (C i ) associated with the theme "Military" by the application of the previous two principles.
Consider the following example from our corpus, which illustrates an indexed list by the following weighted concepts.
These concepts constitute the semantic core of the KB (list RSF ) associated a topic "Military" using the relations of subsumption (isa) between concepts and properties (relations domain) through EWNF. So we obtain the concepts representing the KB (list RSF ) that are the nodes of the network Node (KB (list RSF )): {("Minister of Defence" domain ("Ministry of Defence")), ("military action" domain ("military action")), etc.}
Semantic relations between nodes (concepts):
Several types of semantics relations are proposed by the EWNF resource, such as genericspecific relations (hypernym-hyponym (isa)), composition relations (holonymy-meronymy (part-whole)). Figure 5 shows the semantic network that illustrates the concepts with these relations in the "Military" theme. tions the lack of useful contextual relations between relevant concepts. This lexical database contains only limited information on the use of concepts. So the network is obviously insufficient for lexical disambiguation of all existing ambiguous words in the queries. Hence, we need to increase the coverage of this network by contextual enrichment.
We pass now to the second step of the representation of the semantic network, that consists in the enrichment by contextual relations.
Contextual enrichment of the semantic network
Our goal is to identify existing implicit contextual relations between nodes (concepts) representing Nsem (KB (list RSF )). We used a method based on the technique of semantic association rules which are extracted by the Apriori algorithm, for more details see [1] . The principle of association rules discovery can be presented as follows: Let I = i 1 , i 2 , i n a set of items and D a set of transactions where each transaction T is a set of items such that T ⊂ I.
A set of items is called an itemset. An association rule is an implication of the form X → Y, We apply the technique of semantic association rules in order to identify the contextual relations between nodes (concepts). In this step, we use the Apriori algorithm to extract relations (arcs). This algorithm has two steps; the first is to extract all frequent itemsets of the KB (list RSF ). The second step is generation of the association rules between frequent itemsets discovered during the first step. They are detailed as follows:
1. Generation of frequent itemsets is composed of these three phases:
• construction of the group E1 1-itemsets which are the most frequent concepts in the KB(list RSF ), which have a weight P1-itemsets greater than a given threshold.
• From the E1 of 1-itemsets frequent calculated in the previous step, we generate the set 2-itemsets of candidate in order to construct E2, which have a weight greater than a given threshold P 2-itemset . With P 2-items = min items = min(P 1-itemsets (1-itemset1), P 1-itemsets (1-itemset2)) (see Table 4 ).
• The stop condition of the algorithm is when there is no more generation of new itemsets candidate in order to return the set E = E1 ∪ E2 of all frequent itemsets in the KB(list RSF ).
Generation of semantic association rules: after the construction of the set E corresponding to all significant itemsets in the KB
(list RSF ), we generate the semantic association rules [1] .
A semantic association rule between C and S is noted C → sem(S), and defined:
The rule C i → S i means if the KB (list RSF ) is linked to the concept C by the semantic relation is-a (is, about), it must have the same type (is-about of) with the concept S. So, the rule R : C i → S i : represents the probability that the semantic content of KB (list RSF ) covers S i , knowing that it also covers C i . This semantic interpretation is based on two metrics which are: the confidence(conf) and the support (Sup).
The confidence associated to the rule R : conf(R :
is based on the degree of importance of S j in the KB (list RSF ), knowing the degree of importance of C i in the KB (list RSF ). It is defined as:
The support (Sup) is associated with a semantic association rule between entities Sup(C i → sem(Sj)) = P(C i → S j ) (probability of simultaneous occurrence of C i and S j ). It is based on the number of rules of groups C i ∈ (Domain(C i )) and S j ∈ Domain(S j ), having a support greater than or equal to the threshold sup min (minimal support). The support of a rule is as follows:
However, some problems may occur during the discovery of rules such as redundancy:
To eliminate it, we must build a minimum coverage of all the extracted rules. There are also rules of semantic association of type:
To solve this problem, we eliminate the rule with low support.
From the rules of semantic associations discussed above, we build a semantic and contextual network of indexed concepts. This network represents the contents (subject) of the (Nsem (KB(list RSF ))), and the contextual relations between them. An arc oriented from conceptnode C to the concept -node S. C is the parent node of S in the network.
Illustrative example
Returning to the previous example, we apply the Apriori algorithm to extract the contextual relations. We only keep the concepts having a weight P1-itemsets above the threshold (0.2), for the reasons of reliability and limitation of vocabulary for network construction so the terms with weight ≤ 0.2 will be eliminated. The terms such as: "forêt", "réussite", "encadrement", "négociation", "demande", "nombreux" ("forest", "success", "leadership", "negotiation", "application", "numerous") are the less frequent in the KB (list RSF ). The other terms are the most frequent 1-itemset in the KB (list RSF ), which are used to construct the 2-itemset (set of two terms). We calculate subsequently the weight of each 2-itemsets: P2-itemsets ({independence triumph}) = min(0.4, 0.6) = 0.4 . . . etc.
Similarly, we only keep 2-itemset that has P2-itemsets a higher of 0.2, which allows us to construct a set of association rules (R: C i → S j ).
We calculate the confidence for each association rule R i : Conf (R i : C i → S j ), we obtain the following Table 5 .
We retain only the rules that have a confidence ≥ threshold of minConf = 1. These association rules are used to construct the semantic rules forming the basis for the identification of relation between concepts nodes KB (list RSF ).
The next step is the calculation of support for each semantic rule (sup (Rsemk: C i → sem S j )), with k = 1, . . . , n (number of semantic rules), we obtain the following Table 6 .
We retain from Table 6 the rules of semantic association whose support ≥ 0.5, like Rsem2 etc. Finally, the selected rules enable the selection of semantic relations between concept nodes of the KB (list RSF ), in order to construct the semantic and contextual network presented by Figure 6 .
In the following section we present the second phase of the lexical disambiguation which is the representation of the query term by networks.
Representation of the query
The objective of this phase is to represent the query in the form of a semantic network; this mechanism allows expressing every word of the enriched query in the form of the semantic network based on the resource EWNF. The following example ( Figure 7 ) presents a semantic network generated by EWNF for an ambiguous word of the Arabic query " ", translated by SenSagent dictionary in "intervention" and "mediation".
With gt1 1 and gt1 2 are the two networks associated to the two senses "intervention", and "mediation" of the ambiguous term " ". 
Interventi
Relevance and matching between KB (list RSF ) and the query
Once the networks are associated with the terms of the query, and KB (list RSF ) is built, the last step of the disambiguation is to measure the relevance and matching between them. The relevance aims to select the best sense associated with an ambiguous term of the query compared with KB (list RSF ).
It is based on a matching function that performs a comparison between the representatives of the KB (list RSF ) by a network, and different concepts associated with query's terms built in the previous phase. 
to every j th sense. Remark:
The high weights of similarity of the j th sense corresponding to ambiguous terms are returned.
2. The second task concerns selection of the best synonym because synonyms are words with very close meaning. Sometimes they share exactly the same sense; however, there are few perfect synonyms that replace one another in any context. In fact, there is generally a nuance of senses between the synonyms; there is even a difference in the construction of the sentences according to the selected synonym. A relational similarity function is supported. This function is denoted by Sim Syi rel (with Syi representing the synonym) and indicates the degree of representativeness of S i corresponding to its importance in the hierarchy of the semantic network: measured in function of the depth associated to the synonym. Each synonym is defined by a degree Deg syi , Q, as the importance level of Syi in the network. The maximum depth of the network is n. The root of the network has level 1 and the degree of elements of this level is 1. Its direct descendants are elements of level 2 with degrees equal to 1/2 etc. The elements of the level n have the degree 1/n. The relational similarity function is as follows:
With W Syi,list , the weight associated to the synonym Syi in the list. Deg syi,Q is the degree of importance in the network of the selected sense. The degrees of high importance associated with synonymous of the query's terms are returned. At the end of this phase, the selected terms, allows building the query in French language.
Let's consider the following example for the matching measure between an ambiguous term and the KB (list RSF ) using structural and relational similarity. This measure is a mapping function between two networks:
• the semantic and contextual network G KB (iste RSF ) associated with the KB (list RSF ) corresponding to the theme "Military" (see Figure 5 ), • the semantic network associated with the ambiguous term : g j = {g intervention , g médiation } (see Figure 7) .
So G KB (list RSF ) ∩ gti j = {"ingérences", "négociation"}, with the concept (engl. "interference"), "ingérence" ∈ Domain "intervention" (engl. "interference"), and (engl. "negotiation") "négociation" ∈ Domain "intervention" and "médiation" (engl. "interference", and "mediation"). Hence, the two concepts-nodes are NC1 = "intervention" and NC2 = "mediation".
and
Sim CN1 Str > Sim CN2 Str , then the sense "intervention" (engl. interference) is selected as the best sense. The next step is selecting the best synonym of the sense "intervention" (engl. interference): among the three {"intervenir", "ingé-rence", "négociation"} (engl. "involving", "interference", "negotiation").
The best synonym coresspond of sense "intervention" is "ingérence" (engl. interference). So the translation of the Arabic ambiguous term " " is "ingérence" (engl. interference).
Experimentation and Evaluation
Description of the Corpus and the Training Queries
In our experiment, we used the Monde Diplomatic corpus composed of newspaper articles from the web [15] . MD treats a variety of topics (geopolitics, international relations, economics, social issue, culture, etc.). This corpus is published in eight languages Arabic, French, English, Russian, Greek, Persian, Japanese, Chinese, and contains 414 articles. In our work, the languages used for the training are Arabic and French. The Extract of the corpus contains 150 articles aligned in both languages. In these articles, we selected a training corpus of 200 pairs of bilingual aligned documents of size 0.6MB. These documents represent the knowledge base which contains objects and their properties in order to build the semantic network of the selected sentences. In addition, this knowledge base provides the application of association rules between the concepts in order to extract the contextual relations, which are used to enrich the semantic network. This is presented in the following Number of words/ sentences (avg) 19 22 Table 7 . Characteristics of the training corpus (Ar-Fr).
Evaluation and Comparison between the Networks
The evaluation of the two networks (the semantic network and a semantic network with contextual enrichment) is established by comparing them to our reference network.
• Evaluation of a semantic network according to the reference network. Our evaluation relies on the comparison between the concepts of the semantic network of the Nsem (KB (list RSF )) and those of the reference network [37] . Our reference network is developed by an expert, we asked him to develop the best representation for the KB (list RSF ). This reference network (Rref) is composed of about more than 600 nodes and 790 relations. Precision = number of returned relevant concepts number of returned concepts (10)
Recall= number of returned relevant concepts number of concepts in the network of reference (11) Global evaluation of the lexical coverage of the network built over a network of reference is based on F-measure which combines the two measures (precision and recall). This measure is defined as follows: Table 8 . Recall, Precision, F-measure for the first evaluation.
shows a good quality of semantic core in terms of lexical coverage. As it reached a recall of 72.8%, a precision of 70.8% and an F-measure of 71.78%, the evaluation of the quality of the semantic core Nsem (KB (list RSF )) in function of the number of sentences in the list (60) improves the response time of the machine translation system.
• Evaluation of a semantic network with contextual enrichment according to a reference network: This evaluation is also based on the same standard measurements. The table below shows the impact of the contextual enrichment of the semantic network in terms of global coverage. Our interest is to have good score of recall and precision that allow us to fix a threshold of support and confidence. So, which number of sentences in the KB (list RSF ) allows us to get the best result. Table 9 presents the metrics of recall, precision and F-measure for 10 sentences to the complete KB (list RSF ) These sentences are classified by their semantic relevance.
We notice that the contextual enrichment of the semantic network allows adding hidden contextual links related with the variation of two parameters (support, confidence). These entities were absent in the network without enrichment. We reach in this case an F-measure from 67 to 82%, that corresponds to two threshold values of the support = 0.5, and confidence = 1.
This improvement is shown in the Table 9 . We note that the use of contextual links in the semantic network with these two threshold values increases the precision (80,3) and recall (81,9). This means that the contextual enrichment of this network covers almost the whole contents of the KB (list RSF ).
Regarding the size of the KB (list RSF ), it may be an obstacle for its representation by a semantic network (contextually enriched). This treatment would require a lot of memory and computation time. Indeed, several sentences are classified last in the KB (list RSF ), so we assume that their discrimination power is low.
From the table below, we notice that with the first 90 sentences of the KB (list RSF ) we obtain the best precision. This reduces the noise and increases the response time of the translation system. In the training corpus, we used a set of 20 queries with key terms for experimentation. These queries include a large lexical variability and their themes are varied, giving rise to ambiguity. These queries are translated into French by our machine translation system and by our expert to get a collection of reference.
Evaluation Translation Metrics and Comparison
Most of automatic evaluation methods operate by comparing the produced query by our system (Q s ) with one or two reference queries (Q ref ). Table 9 . Recall, Precision, F-measure for the second evaluation. Figure 9 . Results of automatic evaluation metrics applied on the translation system with and without contextual enrichment using manual alignment.
The used metrics in our experiments are metric of similarity with references such as BLEU measure (Bilingual Evaluation Understudy) [39] of 2-grammes (in our case two words because most queries include composed terms). The second one is the measure of Nist (National Institute of Standards and Technology). Discussion: We can conclude from the figure ( Figure 9 ) that contextual enrichment strengthens the ability to provide a correct translation in French of the queries with an important measure of precision (an improvement of about 16%, and rates error −8%).
We used the same experimental context, but using automatic alignment by MKAlign. The new evaluation was performed on the same collection of queries that served in the previous evaluation.
Discussion: The Figure 10 demonstrates the same impact of the contextual enrichment on the disambiguation in the improvement of the translation system. We have an improvement of about 17%, and rates error −9%.
The comparative evaluation results presented in Figure 9 and Figure 10 show that the manual alignment makes the translation system more effective (as we attain an improvement of 7.5% and a decrease in error rate of 10%) compared to the translation system based on automatic alignment.
In general manner, improving the quality of translation shows that our method of lexical disambiguation overcomes the potential gaps of ambiguous words in Arabic queries. We were interested in the primary evaluation on the impact of the semantic network contextually enriched on the performance of the translation system. Second evaluation was conducted on the performance of the automatic alignment tool on the results. It can be concluded that a low lexical coverage and the use of a less efficient automatic alignment tool causes a loss in performance of the translation system. So we can deduce that precision of the translation system T Pécision is a linear function as follows:
with minconf and minsup are two constants specified by user and (a) the precision of the alignment tool at the sentence level.
According to our experiments, we noted that increasing the values of the thresholds (conf min * sup min ) makes the network size smaller, but we do loose in the exactitude of the network representation of the KB (list RSF ) compared to the reference network. That is why we must choose Figure 10 . Results of automatic evaluation metrics applied on the translation system with and without contextual enrichment using MKalign.
the appropriate thresholds for each reconstruction. These thresholds ensure a large lexical coverage of KB (list RSF ), so not to lose too much information (to ensure an important recall). In our case sup min = 0.5, conf min = 1 achieves a maximum recall. See Table 9 .
Impact of Automatic Alignment on Lexical Disambiguation in the Translation System
Conducted evaluation showed that the quality of translation system depends on the effectiveness of the alignment process. Indeed, in some cases, the KB (list RSF ) generated by the alignment technique, is not equivalent to KB(list RSA ). This results in several possible cases:
1. case: several Arabic sentences are aligned with the same sentence in French, which creates a redundancy, influencing the indexing method (assigns a high weight to less significant terms).
2. case: several Arabic sentences are aligned with French sentences whose content is completely different from their content.
Comparison with the Translation System of Google
The comparison with Google translate (which is a translation system based on statistical models) aims to demonstrate the impact of our lexical disambiguation method that we integrated in our automatic queries translation system. For a first comparative evaluation, we did a test with 20 queries containing lexical ambiguities. Those queries were translated by our system and by Google translate (August 2013). The translated queries were compared to the reference queries. every OOV word is known but it influences the recognition of its neighbors' words.
An example of output of our system and Google translate is presented in the following Table 11 .
The best performance of our translation system is reached. This clearly shows the interest of the lexical disambiguation method in choosing the exact meaning depending on the context (for example the word ) (engl. foundation), and the choice of the best synonym for example the word ( ) (engl. Assassination). This is due to the use of all the lexical data of the KB (list RSF ) represented by lexical network, and lemmatization removes the ambiguity caused by the phenomenon of agglutination in the Arabic query words.
Discussion of the Results
A comparison of our machine translation system with "Google Translate" tool shows that our results are better in terms of BLEU score (80,33 compared to 58,89). This is because the MT system Google is very general and it has been trained on many heterogeneous data (it may contain a lot of data of the MD corpus). For the translation of unrecognized or incorrect words "Google Translate" performs their transliteration. However it is translated by our system. Google Translate produces less of out of vocabulary words (OOV) in French language with a gap of about 0,06 compared to our system. This decline in performance of our system is caused by the translation by word of named entities (which are composed of multiple words) after the lemmatization (see examples of queries Rq5, Rq6, Rq7 in Table 11 ). That's why a named entity composed of multiple words should not be separated in the middle, which imposes the following question: How can we improve the translation of named entities?
Proposed Solution
Several studies have been conducted to evaluate and improve the translation of named entities (NE) [43] , [44] , Ling et al. Czech with Wikipedia. Our solution is to detect the Named Entities, then to translate them with Sensagent dictionary using Wikipedia, without going through the lemmatization process. For the detection of basic Named Entities we used NERAr (Named Entity Recognition for Arabic). The latter gives better performance for place names, names of people and organizations. The evaluation of NERAr showed an improvement for our translation system, it gave us a total F-measure equal to 81.96 [23] . Figure 11 illustrates the process.
Conclusion and Future Work
In this work, we compared two methods of disambiguation based on a semantic network with and without contextual enrichment for machine translation. For this, we selected Arabic queries containing several ambiguous words (polysemous, ambiguous words which belong to the context of the query). Then we evaluated and compared the performance of these two methods. The evaluation purposes are, first, to measure the impact of contextual enrichment on the translation. Second, to find a translation quality improvement approach based on the combination of two thresholds (minsupp, minconf). This threshold is associated with the Apriori algorithm to generate the association rules. These rules are used to extract useful hidden contextual links, and to fix the number of the relevant sentences forming KB (list RSF ).
Obtained results are satisfying, but could be improved in different ways
• Performance of the Arabic queries enrichment process: precisely the analysis phase and the pretreatment of queries in order to improve the results obtained by the method of lexical disambiguation and achieve a high coverage • The precision of alignment at the sentence level is an interesting idea. In order to improve the precision, we will try to use other alignment tool such as GIZA++ of Moses toolkit.
• The problem of translation by word of composed terms. A composed term that has two words (eg. " " and translated only by one word (reactions)), is translated by word (different acts) and brings the noise. Also, there may be a composed word ex " " (engl. Third World) which will be translated by word ("monde troisième") ("world third"). The only way to solve this problem is to identify composed query terms before the translation.
• In future work, we will try to find a compromise between the size of the generic basis rules and the response time provided by our translation system. • We intend to apply the process of our automatic translation system on other languages, such as English, German, and Spanish. We also intend to evaluate our translation system in the domain of cross-language information retrieval.
