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Abstract
We discuss conditions ensuring the (strict) convergence of
stochastic gradient algorithms.
Keywords Asymptotic pseudo trajectories, Gradient like systems, Lo-
jasiewick inequalities, Shadowing, Stochastic approximation, Stochastic
gradients
1 Introduction
A stochastic gradient algorithm is a process (xn), xn ∈ R
m, verifying
a recursion of the form
xn+1 − xn = −γn+1(∇V (xn) + Un+1) (1)
where V : Rm 7→ R is a smooth potential, (γn) a decreasing sequence
of nonnegative weights (e.g γn =
A
n
) and (Un) a R
m valued sequence
of perturbations (e.g a martingale difference sequence).
Under classical assumptions on (γn) and (Un), the limit set of
(xn) is a compact connected subset of the critical set of V :
crit(V ) = {x ∈ Rm : ∇V (x) = 0}.
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For generic V, critical points are isolated, so that the process con-
verges to one of them. The purpose of this note is to discuss con-
ditions ensuring convergence for general (possibly degenerate) po-
tentials. The main result follows from Lojasiewick type convergence
results for gradient like systems established in [5], combined with a
shadowing theorem proved in [11] and classical estimates for stochas-
tic approximation processes.
As an illustration we get assertion (ii) of Theorem 1.1 below.
Assertion (i) is classical (see e.g Proposition 2.3 and Remark 2.4
below) and recalled here for completeness.
For p ∈ crit(V ) let D2V (p) be the Hessian of V at p and let Λ(p)
denote the spectrum (i.e the collection of eigenvalues) of −D2V (p).
For any set C ⊂ crit(V ) let Λ(C) =
⋃
p∈C Λ(p) andR(C) = R\Λ(C).
Theorem 1.1 Let (Ω,F ,P) be a probability space equipped with
a filtration {Fn}, (Un) a sequence of R
m valued random variables
adapted to {Fn} and x0 ∈ R
m an F0 measurable random variable.
Assume
(a) γn =
A
n
for some A > 0;
(b) E(Un+1|Fn) = 0;
(c) (Un) is bounded in L
2 (i.e supn‖Un‖
2 <∞);
(d) The process (xn) solution to (1) is almost surely bounded.
Let L(xn) denote the limit set of (xn).
(i) Suppose V is Cr for some r ≥ m. Then L(xn) is a compact
connected subset of crit(V ).
(ii) Suppose V is real analytic. Let C be a compact connected subset
of crit(V ). Assume that
]−
1
2A
, 0[
⋂
R(C) 6= ∅. (2)
Then there exists a random variable x∞ ∈ C and c > 0 such
that
‖xn − x∞‖ = O(
1
log(n)c
)
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almost surely on the even
{L(xn) ⊂ C}.
Remark 1.2 If V is proper, there exists A∗ > 0 such that for all
A ≤ A∗ and every component C ⊂ crit(V ) condition (2) is satisfied.
A point p ∈ crit(V ) is called linearly unstable if Λ(p) ∩ R+∗ 6= ∅.
By analogy we say that C ⊂ crit(V ) is linearly unstable if every
p ∈ C is linearly unstable. Observe that whenever C ⊂ crit(V ) is a
connected linearly unstable set, then either C reduces to a singleton,
or 0 ∈ Λ(p) for all p ∈ C.
A byproduct of the previous theorem is the following non con-
vergence result.
Theorem 1.3 With the notation of Theorem 1.1, let V and C be
like in Theorem 1.1 (ii). Assume furthermore that C is linearly un-
stable and that
(i) supnE(‖Un‖
q|Fn) <∞ for some q > 2;
(ii)
lim inf
n→∞
λmin[E(Un+1U
T
n+1|Fn)] > 0
where λmin[.] denotes the smallest eigenvalue.
Then, the event {L(xn) ⊂ C} has zero probability.
Outline Section 2 introduces some notation and background. The
main result (Theorem 3.3) is given in section 3 and is applied in sec-
tion 4 to provide condition ensuring that the process cannot converge
toward an degenerate set of unstable equilibria (Theorem 4.2).
2 Notation and background
Let F : Rm 7→ Rm be a C1 globally integrable vector field, Φ = {Φt}
the induced flow and Eq(F ) = {x ∈ Rm : F (x) = 0} the equilibrium
set.
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A strict Lyapounov function for Φ (or F ) is a continuous map
V : Rm 7→ R such that
V (Φt(x)) < V (x)
for all x ∈ Rm \ Eq(F ) and t > 0. When such a V exists, F is called
a gradient-like vector field.
Using the terminology coined in [3], a continuous function X :
R
+ 7→ Rm is called a asymptotic pseudo trajectory (in short APT) of
Φ, if for all T > 0
lim
t→∞
sup
0≤h≤T
‖X(t+ h)− Φh(X(t))‖ = 0.
Its limit set is the (possibly empty) set defined as
L(X) =
⋂
t≥0
{X(t+ s), s ≥ 0}.
Example 2.1 Let (xn) be solution to the recursion
xn+1 − xn = γn+1(F (xn) + Un+1)
where γn ≥ 0, γn → 0 and
∑
n γn =∞.
Let τ0 = 0, τn =
∑n
i=1 γi and letX be the continuous interpolated
process defined by
(a) X(τn) = xn,
(b) X is affine on each interval [τn, τn+1].
Assume that
(i) F is Lipschitz and bounded on a neighborhood of (xn) (this holds
for instance whenever (xn) is bounded),
(ii)
lim
n→∞
sup{‖
k−1∑
i=n
γi+1Ui+1‖ : k ≥ 1, τk ≤ τn + T} = 0.
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Then X is an asymptotic trajectory of the flow induced by F (see
Proposition 4.1 in [1]).
Example 2.2 [Robbins Monro Algorithm] With the notation of ex-
ample 2.1, assume that
(i) The sequence (Un) is a stochastic process adapted to some fil-
tration {Fn}, x0 is F0 measurable and
E(Un+1|Fn) = 0;
(ii) γn ≥ 0,
∑
n γn =∞;
(iii) There exists q ≥ 2 such that
∑
n γ
1+q/2
n <∞ and
sup
n
E(‖Un‖
q) <∞;
(iv) F is Lipschitz and bounded on a neighborhood of (xn).
Then X is an asymptotic trajectory of the flow induced by F (see
Proposition 4.3 in [1]).
By Theorem 0.1 in [3] (see also Theorem 5.7 in [1]), limit sets of
bounded APTs are are internally chain transitive for Φ. By this
we mean that, if L is such a set, then L is compact, connected Φ-
invariant and the restricted flow Φ|L is chain recurrent in the sense
of Conley [6].
When F is gradient like this implies the following result (see
Proposition 6.4 in [1]).
Proposition 2.3 Suppose F is gradient like with strict Lyapounov
function V and induced flow Φ. Let X be a bounded APT for Φ and
let L = L(X) be its limit set. If V (L ∩ Eq(F )) has empty interior,
then L is a (compact connected) subset of Eq(F ) and V |L is constant.
Remark 2.4 If Eq(F ) ∩L is countable (for instance if equilibria of
F are isolated) Proposition 2.3 implies convergence of (X(t)) to an
equilibrium point.
If Eq(F ) ⊂ Crit(V ) and V is Cr with r ≥ m. Then Sard’s theo-
rem implies that V (Eq(F )) has empty interior and the conclusion of
Proposition 2.3 holds.
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3 A strict convergence result
We assume here that F is a C1 vector field which is gradient like
with a C1 strict Lyapounov function V.
We let X denote a bounded APT. The error rate of X is the
number e(X) ∈ [−∞, 0] defined as
e(X) = lim sup
t→∞
1
t
log( sup
0≤h≤T
‖X(t+ h)− Φh(X(t))‖)) ≤ 0
By Lemma 8.2 in [1], e(X) doesn’t depend of the choice of T > 0.
If e(X) ≤ λ < 0. Then, following [8] and [3], X is called a λ
pseudotrajectory.
Example 3.1 [Robbins Monro, continued] With the notation of ex-
ample 2.2 and γn =
A
n log(n)β
, A > 0, 0 ≤ β ≤ 1. Then
e(X) = −
1
2A
if β = 0; and
e(X) = −∞
if β > 0. This follows from Proposition 8.3 and Remark 8.4 in [1].
The map V is said to satisfy a Lojasiewick inequality at point p ∈
R
m if there exists a neighborhood U of p and constants 0 < θ ≤ 1/2
and c0 ≥ 0 such that for all x ∈ U
‖V (x)− V (p)‖1−θ ≤ c0‖∇V (x)‖.
It was proved by Lojasiewicz ([9]) that V satisfies such an inequality
whenever it is real analytic in a neighborhood of p and this inequality
was used to prove that bounded trajectories of real analytic gradient
vector fields have finite length, hence converge. This result was later
extended in [5] to gradient-like systems verifying a certain angle con-
dition. We say that (F, V ) satisfies an angle condition at p if there
exists a neighborhood U of p and a constant c1 > 0 such that
|〈∇V (x), F (x)〉| ≥ c1‖∇V (x)‖‖F (x)‖
for all x ∈ U.
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Let L = L(X) denote the limit set ofX and letR(L) ⊂ R denote
its Sacker-Sell resolvent (also called in the literature the dynamical
resolvent). Because L is internally chain transitive, it follows from
Lemma 3 in [14], that R(L) can be defined as the set of λ ∈ R such
that for all x ∈ L and v ∈ Rm \ {0}
sup
t
‖e−λtDΦt(x)v‖ =∞.
In other words, λ ∈ R(L) means that there is no bounded solution
to the differential system
{
dx
dt
= F (x)
dv
dt
= DF (x)v − λv
with initial condition (x, v) ∈ L × Rm \ {0}.
For each p ∈ Eq(F ) let Λ(p) denote the set of real parts of eigen-
values of DF (p) (the jacobian matrix of F at p). The next propo-
sition can be used to compute or estimate R(L). Its proof follows
directly from Proposition 2.3, Remark 2.4 and the above definition
of R(L).
Proposition 3.2 Consider the following assertions:
(i) V is Cr for r ≥ m and Eq(F ) ⊂ crit(V ),
(ii) V (L ∩ Eq(F )) has empty interior,
(iii) L ⊂ Eq(F ),
(iv) R(L) = R \
⋃
p∈L∩Eq(F ) Λ(p).
Then (i)⇒ (ii)⇒ (iii)⇒ (iv).
Theorem 3.3 Assume that :
(i) V satisfies a Lojasiewick inequality and an angle condition at
some point p ∈ L ∩ Eq(F );
(ii) ]e(X), 0[∩R(L) 6= ∅.
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Then L reduces to {p}. If furthermore |〈∇V (x), F (x)〉| ≥ β‖∇V (x)‖2
in a neighborhood of p, then
‖X(t)− p‖ =
{
O(ect) if θ = 1/2
O(t−θ/(1−2θ)) if 0 < θ < 1/2
where c = max(− β
2c2
0
, inf]e(X), 0[∩R(L)).
Proof. For every Rm-valued sequence ξ = (ξk)k≥0 and every r ≥ 1
set
‖ξ‖r =
∑
k≥0
rk‖yk‖.
Given such a sequence and x ∈ Rm, define the sequences
g(ξ) = (gk(ξ))
and
h(x, ξ) = (hk(x, ξ))
by
gk(ξ) = ξk+1 − Φ1(ξk)
and
hk(x, ξ) = Φk(x)− ξk
for all k ≥ 0.
Let C be a compact connected invariant set (say internally chain
transitive), µ ∈ R(C)∩R− and r = e−µ. The following result follows
from the more general Theorem 1.4.5 in [11]
Proposition 3.4 (Theorem 1.4.5 in [11]) There exist positive num-
bers d0, L and a neighborhood W of C such that if the sequence ξ is
contained in W and verifies ‖g(ξ)‖r ≤ d ≤ d0 then there exists
x ∈ Rm such that ‖h(x, ξ)‖r ≤ Ld.
In order to use this proposition, let
ξk = X(T + k)
where T > 0 will be chosen later and let C = L be the limit set of
X.
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Choose (thank to condition (ii)) µ ∈]e(X), 0[∩R(C) and e(X) <
α < µ. Then, for t large enough
sup
0≤h≤1
‖X(t+ h)− Φh(X(t))‖ ≤ e
αt.
Therefore, with r = e−µ and T sufficiently large, ‖g(ξ)‖r ≤
eαT
1−eα−µ
≤
d. Thus, by the latter proposition, ‖h(x, ξ)‖r ≤ Ld for some x. It
then follows that for all 0 ≤ h ≤ 1 and k ≥ 0
‖X(T+k+h)−Φk+h(x)‖ ≤ ‖X(T+k+h)−Φh(X(T+k))‖+‖Φh(X(T+k))−Φh(Φk(x))‖
≤ eα(T+k) + eL‖gk(ξ)‖ = o(e
µk)
where L is a Lipschitz constant of F on a neighborhood of X(R+).
Then
‖X(T + t)− Φt(x)‖ = o(e
µt).
In particular X(.) and {Φt(x), t ≥ 0} have the same limit set. Now,
by assumption (i) and Theorem 1 in [5]1, Φt(x)→ p as t→∞. Under
the supplementary assumption that |〈∇V (x), F (x)〉| ≥ β‖∇V (x)‖2
then, by Theorem 2 in [5]
‖Φt(x)− p‖ =
{
O(e−ct) if θ = 1/2
O(t−θ/(1−2θ) if 0 < θ < 1/2

Proof of Theorem 1.1 Assertion (i) follows from Remark 2.4 and
Proposition 2.3. Assertion (ii) follows from Theorem 3.3, Example
3.1 and the fact that real analytic maps satisfies Lojasiewick inequal-
ity. 
1This theorem is stated under the assumption that V is C2 and satisfies a
global angle condition, but the proof works for C1 with an angle condition at
point p
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Discussion of condition (ii) in Theorem 3.3 If we no longer
assume that F is gradient like (but continue to assume that X is a
bounded APT with limit set L = L(X)) the condition
]e(X), 0[∩R(L) 6= ∅ (3)
implies (by Theorem 1.4.5 in [11] as in the proof of Theorem 3.3)
that there exists x ∈ Rm such that
lim sup
t→∞
log(‖X(t)− Φt(x)‖
t
≤ λ
with λ = inf]e(X), 0[∩R(L) < 0.
This shadowing property is reminiscent of the shadowing Theo-
rem 9.3 in [3] (see also Theorem 8.9 in [1]). This latter result which
easily follows from Hirsch’s shadowing theorem ([8], Theorem 3.2)
asserts the following. Let
E(Φ,L) = lim
t→∞
1
t
log(inf
x∈L
‖DΦ−t(Φt(x))‖
−1)
be the expansion rate of Φ at L. If
e(X) < min(0, E(Φ,L)) (4)
then there exists x ∈ Rm such that
lim sup
t→∞
1
t
log(‖X(t)− Φt(x)‖) ≤ e(X).
By a theorem of Schreiber ([15])
E(Φ,L) = inf
µ∈Perg(L)
λ1(µ)
where Perg(L) is the set of Φ-invariant ergodic measures supported
by L and for each µ ∈ Perg(L) λ1(µ) is the smallest Lyapounov
exponent 2 of µ.
Now, by Theorem 2 in [14] the dynamical spectrum Σ(L) = R \
R(L) is the union of k ≤ m compact intervals
Σ(L) = [a1, b1] ∪ . . . ∪ [ak, bk]
2By a lyapounov exponent of µ we mean a lyapounov exponent of the skew
product flow (x, v) ∈ L × Rm 7→ (Φt(x), DΦt(x)v)
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with a1 ≤ b1 < a2 ≤ b2 < . . . < ak ≤ bk; and by Theorem 2.3
in [12] for every µ ∈ Perg(L) all the lyapounov exponents of µ are
contained in Σ(L) and every point in ∂Σ(L) = {a1, b1, . . . , ak, bk} is
a lyapounov exponent for some µ ∈ Perg(L). It then follows that
a1 = E(Φ,L)
so that condition (4) implies condition (3).
4 Non convergence toward (degenerate)
unstable set of equilibria
We discuss here some implication of Theorem 3.3 to the problem of
non convergence toward degenerate set of equilibria, for stochastic
approximation processes.
Let X = (X(t))t≥0 be a R
m valued continuous stochastic process.
For every open set U ⊂ Rm and s ≥ 0, let TUs be the stopping time
(with respect to the canonical filtration of X) defined by
TUs = inf{t ≥ s : X(t) ∈ R
m \ U}.
Let p ∈ Rm. We say that p is repulsive for X provided there exists a
neighborhood U of p such that for all n ∈ N
P(TUn <∞) = 1.
This clearly implies that
P( lim
t→∞
X(t) = p) = 0
but the converse is false as shown by the next example.
Example 4.1 Consider a two colors Polya urn process. Initially,
there are two balls, say one black and one white, in the urn. At each
time a ball is randomly chosen, and replaced in the urn with a new
ball of the same color. Let Wn denote the number of white balls at
time n and xn =
Wn
n+2
∈ [0, 1] its proportion. Then (xn) satisfies (2.1)
with γn =
1
n+2
and F (x) = 0. It is well known that (xn) (hence the
interpolated process X) converges almost surely toward a random
variable X∞ having a uniform distribution on [0, 1]. Thus, for all
p ∈ [0, 1] P(limt→∞X(t) = p) = 0 but p is not repulsive for X .
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The following result is a straightforward consequence of Theorem
3.3.
Theorem 4.2 Let F and V be like in section 3 and let X : R+ 7→
R
m be a continuous stochastic process, almost surely bounded and
such that e(X) ≤ e < 0. Let C ⊂ Eq(F ) be a compact connected set
of equilibria. Assume that
(i) V satisfies a Lojasiewick inequality and an angle condition at
every point p ∈ C;
(ii) ]e, 0[∩R(C)) 6= ∅;
(iii) Every point p ∈ C is repulsive for X.
Then
P(L(X) ⊂ C) = 0.
Proof. By assumptions and compactness, there exist points p1, . . . , pk ∈
C and neighborhoods U1, . . . , Uk such that C ⊂
⋃
Ui, pi ∈ Ui, and
P(L(X) ⊂ Ui) = 0. Now, on the event L(X) ⊂ C there exists
i ∈ {1, . . . , k} such that L(X) ∩ Ui 6= ∅, hence by Theorem 3.3,
L(X) ⊂ Ui. Thus P(L(X) ⊂ C) ≤
∑
iP(L(X) ⊂ Ui) = 0. 
Theorem 4.2 requires the verification that every point in C is
repulsive. Beginning with a seminal paper by Pemantle [10], the
literature on stochastic approximation and urn processes has pro-
duced several results showing that, under reasonable assumptions, a
process given by (2.1) cannot converge toward an ”unstable” equi-
librium of the associated vector field. It turns out that, while these
results are usually formulated as ”non convergence results”, a careful
reading of the proofs shows that they actually prove repulsiveness of
the unstable point.
The following result, due to Brandie`re and Duflo [4] (see also
Chapter 3 in [7]) was first proved by Pemantle [10] when F is C2
and p hyperbolic, for bounded noise and γn = 1/n. Pemantle’s the-
orem was later extended to more general invariant sets (including
non hyperbolic equilibria) in [1], (Section 9, Theorem 9.1). Under
stronger assumptions on the noise sequence the smoothness assump-
tion on F can be weakened to C1 (see Theorem 3.12 in [2]). Tarre`s’
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PhD thesis ([16]) contains interesting generalizations that allow to
deal with unstable (but not linearly unstable) points, especially in
dimension one.
Let p be an equilibrium of a C1 vector field F : Rm 7→ Rm. Then
R
m can be written as the direct sum of Esp, E
u
p , E
c
p the generalized
eigenspaces corresponding to the eigenvalues of the jacobian matrix
DF (p) having, respectively, negative real parts, null real parts and
positive real parts. Equilibrium p is said to be linearly unstable if
Eup 6= {0} and hyperbolic if E
c
p = {0}.
Theorem 4.3 ([4], Theorem 1) Let F be a C1 vector field whose
Jacobian is locally Lipschitz. Let p be a linearly unstable (non nec-
essarily hyperbolic) equilibrium of F. Consider the process given in
example 2.1 where (Un) and γn are like in example 2.2 with q = 2.
Assume furthermore that
sup
n
E(‖Un+1‖
2|Fn) <∞
and
lim inf
n→∞
E(‖Uun+1‖|Fn) > 0,
where Uun stands for the projection of Un on E
u
p along E
s
p⊕E
c
p. Then
p is repulsive for X.
Proof. Theorem 1 in [4] states that P(limn→ xn = p) = 0 so we
need to explain how the proof implies that p is repulsive. We can
always assume p = 0. By the center-stable manifold theorem (see
e.g [13], Section 5.10.2), there exists a neighborhood U = U1×U2 of
the origin with U1 ⊂ E
s
p ⊕ E
c
p, U2 ⊂ E
u
p , and a C
1 map G : U1 7→ U2
with G(0) = 0, DG(0) = 0 whose graph W csloc is locally invariant
under {Φt}. Furthermore, if Φt(x) ∈ U for all t ∈ R, then x ∈ W
cs
loc.
In particular, if X is an asymptotic pseudo trajectory of Φ, then
L(X) ⊂ U ⇒ L(X) ⊂W csloc.
Let X be the interpolated process associated to (xn) (as defined in
example 2.1). Set X(t) = (X1(t), X2(t)) ∈ (Esp ⊕ E
c
p) × E
u
p . The
proof of Theorem 1 in [4] shows that
P( lim
t→∞
X2(t)−G(X1(t)) = 0) = 0.
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Thus,
P(L(X) ⊂ U) = 0.

Proof of Theorem 1.3 follows from Theorems 4.2 and 4.3 and the
discussion in ([4], section I.2, 1) which shows that the assumptions
on the noise given in Theorem 1.3 imply the assumptions given in
Theorem 4.3.
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