A three-dimensional ͑3-D͒ optical image-recognition technique is proposed and studied. The proposed technique is based on two-pupil optical heterodyne scanning and is capable of performing 3-D image recognition. A hologram of the 3-D reference object is first created and then is used to modulate spatially one of the pupils of the optical system; the other pupil is a point source. A 3-D target object to be recognized is then scanned in two dimensions by optical beams modulated by the two pupils. The result of the two-dimensional scan pattern effectively displays the correlation of the holographic information of the 3-D reference object and that of the 3-D target object. A strong correlation peak results if the two pieces of the holographic information are matched. We analyze the proposed technique and thereby lay a theoretical foundation for optical implementations of the idea. Finally, computer simulations are performed to verify the proposed idea.
Introduction
The main objective of this paper is to investigate optical techniques for optical image recognition of three-dimensional ͑3-D͒ objects. Three-dimensional optical image recognition finds applications in the areas of 3-D microscopy, medical imaging and recognition, robotic vision, 3-D data acquisition and processing, and optical remote sensing. A key operation to the achievement of 3-D optical image recognition is 3-D optical correlation, i.e., an optical technique capable of performing 3-D correlation of a 3-D reference object and a 3-D target object to be recognized. This is a formidable task.
Research in two-dimensional ͑2-D͒ pattern recognition has its root in the 1960's, 1, 2 and it has been rejuvenated in past decades because of the advancement of the development of spatial light modulators. 3, 4 Optical image recognition of 3-D objects, on the other hand, is rarely tackled, mainly because of the lack of optical systems capable of performing 3-D correlation. Some studies involving transdimensional mapping have been done in optics, but they dealt exclusively with one-dimensional ͑1-D͒ to 2-D or 2-D to 1-D transformation. [5] [6] [7] A relevant 3-D to 2-D mapping has been proposed that involves sampling along the 3-D object's depth, hence representing the object by 2-D sectional depth images. 8 Recently, a 3-D joint transform correlator was demonstrated in that 2-D images can be recognized even when the images are translated along the z direction. The technique involves capturing the 3-D information by transverse displacement ͑i.e., x and y scanning͒ of a CCD camera. 9 However, these two proposed techniques suffer a major drawback of dimensional reduction in that the number of these many 2-D sampling images should be high for good resolution performance. For alleviating the need for many 2-D sampling images, range images have been used, but coding schemes must be applied to the input scene and the reference image, which makes the proposed system lack real-time capability. 10 Most recently, a planar encoding theory of 3-D images was proposed that does not require the many 2-D images. 11 In this paper we propose a real-time optical technique for the recognition of 3-D objects. Our goal is to recognize a 3-D object, i.e., an object of three spatial coordinates. In essence, our proposed optical system performs the correlation of two pieces of holographic information pertaining to the two 3-D objects-a 3-D reference object and a 3-D target object-to be matched, hence 3-D recognition is possible. In the technique there is no need to record 2-D images for 3-D object representation, as a holographic technique is employed. The proposed 3-D recognition system is based on a two-pupil optical heterodyne scanning technique, 12, 13 which is briefly discussed and summarized in Section 2. Section 3 develops 3-D optical image-recognition theory based on two-pupil optical heterodyne scanning, whereby the technique for correlating two sets of holographic information is developed. Section 4 discusses the pupils necessary to implement the idea for 3-D optical image recognition. Section 5 presents and discusses computer-simulation results. Section 6 addresses the important 3-D invariance of the proposed idea, and, finally, in Section 7 we present some concluding remarks.
Two-Pupil Optical Heterodyne Scanning: Introduction and Background
In incoherent image processing, intensity quantities are manipulated, hence the most severe limitation of incoherent image processing has been its inability to synthesize bipolar point-spread functions ͑PSF's͒, which precludes important image operations such as high-pass spatial filtering and the derivative. The most important development of incoherent image processing has therefore been the introduction of dualchannel processing, commonly known as two-pupil processing. [12] [13] [14] [15] The methods of two-pupil synthesis utilize two parallel channels and realize the negative part of the PSF either by a direct difference of illumination or by an interferometric interaction of two pupils. The latter method involves encoding and decoding steps, and some possible schemes based on temporal frequency modulation 12, 16, 17 and spatial encoding have been proposed. 18 -20 Among the temporal frequency-modulation techniques, the use of active optical heterodyne scanning has been studied extensively by Poon and Korpel, 12 Poon, 13 and Indebetouw and Poon. 15 In the optical heterodyne scanning system two laser beams of different temporal frequency that carry the information of two different pupils are combined and used to scan an object in two dimensions. The heterodyne current from a photodetector is obtained serially as an output of the optical system. When the heterodyne current is demodulated and displayed on a 2-D display device, we have the processed image. The main result of the technique is that the synthesized optical transfer function ͑OTF͒ is the cross correlation of the two pupils, hence complex PSF's can be generated in incoherent image processing. An extension of this research includes an important solution in incoherent holography that has the drawback of a large background buildup. Indeed, Poon proposed the use of a two-pupil optical heterodyne scanning system to achieve real-time incoherent holographic recording without the drawback of background buildup. In the proposed system, one pupil is a spherical wave, and the other is a point source of different temporal frequency, whereby the synthesized PSF becomes a Fresnel zone plate ͑FZP͒ with rings running in and out as time advances. 13 Effectively, the system, which utilizes 2-D scanning, performs correlation of the input object with a FZP. Each point of the object is encoded as a FZP, hence the recording has become a hologram of the object. This real-time holographic recording technique is now known as optical scanning holography. 21 Holography has been used for 2-D pattern recognition. A hologram of the reference object is inserted into the Fourier plane of a 4f system for 2-D image recognition. 1 In principle, 3-D recognition is possible when the 3-D object to be recognized is presented as sectional 2-D images of sequential inputs to the 4f system, but again this technique has the drawback of dimensional reduction, as discussed in Section 1. In this paper we propose the use of optical scanning holography for real-time 3-D object recognition. The proposed idea of 3-D object recognition is to perform a 2-D correlation of two pieces of holographic data, one piece corresponding to the 3-D reference and the other to the 3-D target object to be recognized. This scheme is possible for 3-D recognition because holographic data contain the 3-D information of the reference and the target. The scheme of the idea is as follows: ͑1͒ A hologram of the 3-D reference is first generated by the two-pupil heterodyne scanning system in which one of the pupils is a plane wave and the other a point source. ͑2͒ The heterodyne scanning system is used again, but one of the pupils carries the holographic information of the 3-D reference object, and the other remains the same as a point source. A 3-D target to be recognized is then scanned in two dimensions. If the two 3-D objects are the same, we have a strong correlation peak at the output of a 2-D display.
We now summarize and briefly describe the twopupil heterodyne scanning system. A detailed mathematical description of the system is presented in Appendix A. A typical two-pupil heterodyne optical scanning system is shown in Fig. 1 . Beam splitters BS and BS 1 and mirrors M and M 1 form a Mach-Zehnder interferometer. A collimated laser at a temporal frequency 0 is used to illuminate the pupil p 1 ͑x, y͒. The other pupil, p 2 ͑x, y͒, is illuminated by a laser of temporal frequency 0 ϩ ⍀. The laser's temporal frequency offset of ⍀ is introduced by an acousto-optic frequency shifter, as shown in Fig.   Fig. 1 . Two-pupil optical heterodyne scanning system. BPF@⍀, bandpass filter tuned at the frequency ⍀; AOFS, acousto-optic frequency shifter.
1. 22 The two pupils are located at the front focal planes of lenses L 1 and L 2 , both with a focal length f. The two pupils are then combined by beam splitter BS 1 to focus the light onto the 2-D x-y scanning mirrors, which are located on the back focal plane of lenses L 1 and L 2 . The combined optical scanning field is used to two-dimensionally raster scan over an object of amplitude distribution ⌫ o ͑x, y; z͒, located a distance z away from the focal plane of the two lenses. Lens L 3 is used to collect all the transmitted light ͑or scattered light if the object is diffusely reflecting͒ onto the photodetector. An electronic bandpass filter tuned at the heterodyne frequency ⍀ gives a scanned and processed current i ⍀ as output. When i ⍀ is mixed electronically with a sine and a cosine wave, as shown in Fig. 2 , we have two outputs given by
where the symbol R denotes a convolution operation ͓see Eq. ͑A5͔͒ and h ⍀ ͑x, y; z͒ ϭ Ᏺ Ϫ1 ͕OTF ⍀ ͖ is the PSF of the optical heterodyne scanning system with Ᏺ and Ᏺ Ϫ1 denoting the Fourier transform operation and its inverse, respectively, as defined in Appendix A. Finally, OTF ⍀ is the OTF of the system, given by
where k 0 is the wave number of the light. k x and k y are the spatial frequencies associated with the coordinates x and y, respectively. p 1 ͑x, y͒ and p 2 ͑x, y͒ are the two pupils located in the front focal planes of lenses L 1 and L 2 , respectively, with focal length f. Note that the two pupils completely define the spatial-filtering characteristic of the scanning system and that only the intensity distribution ͉⌫ o ͉ 2 is processed; hence the optical system is incoherent. A detailed derivation of Eqs. ͑1͒ is shown in Appendix A. In Eqs. ͑1͒, the input object ͉⌫ o ͑x, y; z͉͒ 2 has been assumed to be an infinitely thin 2-D object located a distance z away from the focus of the spherical wave, which is on the 2-D scanning mirrors as shown in Fig.  1 . To generalize Eqs. ͑1͒ for 3-D objects, we need to integrate them over the depth, i.e., over z, of the 3-D object. Equations ͑1͒ become
Note that we have left the z dependence out of the left-hand side of Eqs. ͑3͒ to emphasize that the recorded information is strictly two dimensional, even for 3-D objects. i c ͑x, y͒ or i s ͑x, y͒ represents the scanned and the processed current or the information of ͉⌫ o ͉ 2 and can be displayed as a 2-D record if these currents are stored in synchronization with the signals used to drive the x-y scanning mirrors.
Recognition of a Three-Dimensional Object
The proposed 3-D recognition technique is divided into two steps: ͑a͒ construction of a reference hologram and ͑b͒ correlation of two sets of holographic information by 2-D scanning of the 3-D target object. The technique is based on optical heterodyne scanning, as described in Section 2. We now describe the two steps separately.
A. Construction of Reference Holograms
To construct the hologram of a 3-D reference object, we choose the two pupils such that p 1 ͑x, y͒ ϭ 1 and p 2 ͑x, y͒ ϭ ␦͑x, y͒, as illustrated in Fig. 1 . With this choice of pupils the OTF of the scanning system, according to Eq. ͑2͒, becomes
where the subscript osh denotes that the particular OTF achieved is for optical scanning holography. 21 What is now being recorded in two dimensions is a hologram H͑x, y͒. We use Eq. ͑3a͒ as an example. The
when using Eq. ͑4͒. From Eq. ͑5͒ it is clear that the scanning holographic recording process in the frequency domain can be interpreted as the object's spectrum along its depth ͑z͒ being processed by the OTF of the form given by Eq. ͑4͒. To see clearly why this interpretation corresponds to holographic recording, we rewrite Eq. ͑5͒ in terms of convolution; we then have
where, interestingly, Eq. ͑5͒ can be written in terms of h͑ x, y; z͒, which is the free-space impulse response 23 ͓also see Eq. ͑A4͒ in Appendix A͔. Now Eq. ͑6͒ can be rewritten in terms of the correlation operation ͓see Eq. ͑A9͔͒:
where the symbol J denotes correlation. In writing the last step of Eq. ͑7͒, because ͉⌫ o ͉ 2 represents the intensity distribution, which is strictly positive, the Re operation has been distributed to the function h. The subscript sin on the left-hand side of Eq. ͑7͒ denotes that the object has been correlated with a sine-type zone pattern.
If we now let
2 ͔͖, which is the hologram of an offset delta function located at a distance z ϭ z 0 away from the scanning mirror. Equation ͑7͒ is a very important result. In optical scanning holography the 3-D holographic recording process can be thought of as a 2-D transverse correlation between the real part of the free-space impulse response, k 0 ͞2z sin͓͑k 0 ͞2z͒͑ x 2 ϩ y 2 ͔͒, and the 3-D object, ͉⌫ o ͑x, y; z͉͒ 2 . The resulting correlation is then integrated along the depth of the object to obtained the hologram. To put Eq. ͑7͒ into a wider context, the Re operation can be replaced by the Im operation. This corresponds to the use of Eq. ͑3b͒ as output:
for ͉⌫ o ͉ 2 ϭ ␦͑x Ϫ x 0 , y Ϫ y 0 , z Ϫ z 0 ͒. We call H sin ͑x, y͒ and H cos ͑x, y͒ the sine FZP hologram and the cosine FZP hologram, respectively, of the object ͉⌫ o ͉ 2 . Indeed, because of the fact that holographic information is available in electronic form, as given by i ⍀ ͑x, y͒ shown in Fig. 1 , we can have a sine FZP hologram and a cosine FZP hologram simultaneously through parallel processing, as shown in Fig. 2 . It turns out that these holograms are important for the implementation of complex pupil functions for 3-D optical image recognition, which is discussed in Section 4.
B. Correlation of Two Sets of Holographic Information
From Subsection 3.A we can see that holographic recording can be analyzed by using an OTF approach and that the OTF ⍀ is expressed in terms of the twopupil functions, as shown in Eq. ͑2͒, in general. By particularly choosing values of p 1 ϭ 1 and p 2 ϭ ␦͑x, y͒, we have the type of OTF ⍀ ͓see Eq. ͑4͔͒ that is capable of performing holographic recording.
To be more general, we now choose a value of p 2 ϭ ␦͑x, y͒ and keep p 1 ͑x, y͒ as is. The OTF ⍀ of the system then becomes, according to Eq. ͑2͒,
The 2-D record is then, according to Eq. ͑3a͒, i.e., by use of the Re operation as an example first,
where we assume that ͉⌫ o ͉ 2 ϭ O͑x, y; z͒ is the 3-D target object to be recognized. Now we see that ͐Ᏺ͕O͑x, y; z͖͒exp͓Ϫj͑ z͞2k 0 ͒͑k x 2 ϩ k y 2 ͔͒dz contains a holographic recording of O͑ x, y; z͒ if we conveniently interchange the integral and Ᏺ Ϫ1 in Eq. ͑10͒ ͓also see Eq. ͑5͔͒. If we now assume that p 1 carries the holo-graphic information of a 3-D reference object R͑x, y; z͒, we have
Substituting Eq. ͑11͒ into Eq. ͑10͒, we have a 2-D recording of the form
By use of the correlation property, i.e., Ᏺ Ϫ1 ͕F*G͖ ϭ 
Equations ͑13͒ are the major result of the paper: i c ͑x, y͒ or i s ͑x, y͒ given by Eqs. ͑13͒ is the display of a 2-D pattern that basically represents the correlation of the holograms of two 3-D objects, R and O. Only when the two sets of holographic data are identical, i.e., H R ͑x, y͒ ϭ H O ͑x, y͒, do we have a strong peak on the pattern, hence a match of the two 3-D objects. The 3-D target object has to match with the 3-D reference object throughout the depth to produce a sharp correlation peak, hence a true 3-D matching scheme. We do not need to record 2-D images of the 3-D objects to be matched, but a single hologram of the reference 3-D object is required to perform 3-D matching.
Pupil Implementation for Three-Dimensional Optical Image Recognition
In Section 3 we discussed the object O͑x, y; z͒ to be recognized at a distance z away from the scanner mirror as being scanned with the two pupils set as p 2 ϭ ␦͑x, y͒ and p 1 ͑x, y͒ and as having a functional form such as that given by Eq. ͑11͒, which contains the holographic information of R. If O ϭ R, we have a 3-D match. Let us now discuss how p 1 can be implemented. We rewrite Eq. ͑11͒ as . (15) Note that ͐ h͑x, y; z͒ J R͑x, y; z͒dz ϭ H R ͑x, y͒ is the complex hologram of the reference object R. This result can be achieved conveniently by optical scanning holography, as discussed in Subsection 3.A. To be more precise, Eqs. ͑7͒ and ͑8͒ can be added to give a complex hologram H R ͑x, y͒ of the reference object R as follows:
for ͉⌫ o ͉ 2 ϭ R͑x, y; z͒, where H cos ͑x, y͒ and H sin ͑x, y͒ in this case are the cosine FZP and the sine FZP holograms, respectively, of the reference object R. In summary, for 3-D optical image recognition, the scanning system shown in Fig. 1 will have one pupil of p 2 ϭ ␦͑x, y͒ with the other pupil p 1 specified by Eq. ͑15͒, a Fourier transform of the hologram of the 3-D reference object R. The target object O͑x, y; z͒ to be recognized will be two-dimensionally scanned, and a strong correlation peak will occur when O ϭ R. Figure 3͑a͒ shows a 1 cm ϫ 1 cm ϫ 3 cm 3-D reference object R, consisting of a triangle and a square that are separated by 3 cm along the depth of the object. Figure 3͑b͒ plots the cosine FZP hologram ͑upper graph͒ and the sine FZP hologram ͑lower graph͒ of the reference object R, as calculated by Eqs. ͑8͒ and ͑7͒, respectively, with z ϭ 26 cm for the triangle and z ϭ 29 cm for the square of the 3-D reference object. The wavelength of light used is 0.6 m for h. The scanned area of the hologram is 1 cm ϫ 1 cm. Physically these holograms would correspond to the scanning of R, with its front face located 26 cm away from the scanning mirrors and the outputs given as shown in Fig. 2 . Again, the pupils have be chosen such that p 1 ͑ x, y͒ ϭ 1 and p 2 ͑ x, y͒ ϭ ␦͑x, y͒ for holographic recording, as described in Subsection 3.A. The holograms shown in Fig. 3͑b͒ are now used for the pupil specified by Eq. ͑15͒, which results in the output calculated according to Eq. ͑13a͒ ͓alternatively, one can use Eq. ͑13b͒ for the output ͑see Fig. 2 for parallelprocessing discussion͔͒:
Simulation Results
The output represented by Eq. ͑17͒ corresponds to the 2-D scanning of a 3-D target object O with the hologram of a 3-D reference object R used to form the pupil. Figure 3͑c͒ shows Eq. ͑17͒ plotted for R ϭ O, where O is the object shown in Fig. 3͑a͒ . With the same reference object shown in Fig. 3͑a͒ , Fig. 4 shows the results of another 3-D target object to be scanned. Figure 4͑a͒ shows the target object, and its front face is again 26 cm away from the scanning mirrors in the simulations. Note that the target has the same 2-D patterns as those in the reference object but located at different depths. Figure 4͑b͒ shows the cosine FZP hologram ͑upper image͒ and the sine FZP hologram ͑lower image͒ of the target object O. Figure 4͑c͒ shows the correlation output according to Eq. ͑17͒. Note that the amplitude axis of Fig. 4͑c͒ has been normalized by the peak value of Fig. 3͑c͒ . The lack of a strong correlation peak in Fig. 4͑c͒ clearly indicates a mismatch of the two 3-D objects. It is important to point out that the holograms shown in Figs. 3͑b͒ and 4͑b͒ are similar, and yet, when they are correlated with the reference hologram, as our proposed system effectively performs, we do not find a match for the two 3-D objects shown in Figs. 3͑a͒ and 4͑a͒ . The reason is that, Fig. 4 . ͑a͒ Three-dimensional target object O. ͑b͒ Holograms of the 3-D target object of ͑a͒: Shown are the cosine FZP ͑upper image͒ and the sine FZP ͑lower image͒ holograms. ͑c͒ Correlation output when the target object of ͑a͒ is scanned. The reference object is shown in Fig. 3͑a͒. because we are really correlating two holographic data sets, the depth information is as important as the planar distributions. To have a strong correlation peak, we must match the 3-D objects precisely throughout the whole 3-D volume. Finally, in Figs. 5͑a͒ and 5͑b͒ we show another target object and its holograms. The correlation outputs between Fig.  3͑a͒ , the reference, and Fig. 5͑a͒ , the target, are shown in Fig. 5͑c͒ . Clearly, no correlation peak is observed in Fig. 5͑c͒ . Note that in this case the X and the O of the 3-D object are located at the same distance as the triangle and the square, respectively.
Three-Dimensional Shift Invariance
Three-dimensional shift invariance in object recognition is of practical importance. The system proposed so far is not invariant to the target-object shift along the z axis. In this section we analyze z invariance and provide a solution. Let the target 3-D object be shifted along x, y, and z by amounts ⌬x, ⌬y, and ⌬z, respectively, i.e., we let O͑x, y; z͒ ϭ O͑ x Ϫ ⌬x, y Ϫ ⌬y; z Ϫ ⌬z͒. Equation ͑13a͒ becomes After some manipulation Eq. ͑18͒ can be cast into the following form involving convolution:
Similarly, Eq. ͑13b͒ becomes
Now, if we add the correlation results from Eqs. ͑19͒ to form a complex correlation C͑x, y͒, we have
Equation ͑20͒ states that, if the 3-D target object has a value of O͑ x, y; z͒ ϭ R͑x Ϫ ⌬x, y Ϫ ⌬y; z Ϫ ⌬z͒ ͑i.e., it is the same as the 3-D reference object but shifted along ⌬x, ⌬y, and ⌬z͒, the correlation peak is located at ⌬x and ⌬y, and the peak is broadened by the convolution of h*͑ x, y; ⌬z͒ because of the longitudinal shift of the target object. Figure ͑6͒ plots the absolute value of Eq. ͑20͒ and shows a broadened correlation output when the 3-D target object shown in Fig. 3͑a͒ is now located 51 cm away from the scanning mirror and where the 3-D reference object is the same as the target object but is located 26 cm away. To extract the information of ⌬z optically, we propose the system shown in Fig. 7 . C͑ x, y͒, in the form of a complex transparency, would be placed on the input plane and illuminated uniformly by a laser. A z-translated CCD camera detects the diffraction pattern and produces 2-D output. When the distance from the input plane to the CCD camera is z ϭ ⌬z, the output of the shifted CCD camera gives the 3-D coordinates of the shifted correlation peak. Mathematically, it is clear from Eq. ͑20͒ that C͑x, y͒ R h͑x, y; ⌬z͒, resulting from diffraction, gives H R ͑x, y͒ J H O ͑x Ϫ ⌬x, y Ϫ ⌬y͒ as h͑x, y; ⌬z͒ R h*͑ x, y; ⌬z͒ ϳ ␦͑x, y͒. Figure 8 shows the intensity distribution of the correlation output as the CCD camera moves from z ϭ 10 cm to z ϭ 35 cm. Note that, when z ϭ 25 cm ͑i.e., the difference between 51 cm and 26 cm͒, we have a sharp correlation peak, as expected.
Concluding Remarks
We have developed a method for 3-D image matching. Optical implementations of the idea have been discussed, and systems have been analyzed. Real-time implementation is possible through 2-D optical scanning and the use of spatial light modulators for hologram display for the 3-D reference object. We have also addressed the important and practical z invariance of the system and showed that the overall scheme of the system is 3-D shift invariant. Computer simulations have been performed for clarification and confirmation of the idea. Inasmuch as our proposed system effectively performs the correlation of two sets of holographic data pertaining to the two 3-D objects to be matched, it is conceivable that currently available 2-D optical joint transform correlation systems can provide 3-D optical image recognition if two holographic data sets are presented as inputs to the 2-D joint transform correlation system. This aspect deserves some future investigation. where k 0 denotes the wave number of the light and, finally, the symbol R in Eq. ͑A2͒ denotes the 2-D convolution operation, defined as 
information is modulated on a carrier at temporal frequency ⍀. We can demodulate and extract the in-phase and the quadrature components by mixing it with cos͑⍀t͒ and sin͑⍀t͒, hence the idea of parallel processing. The demodulation system is shown in Fig. 2 where Im͓ . . . ͔ denotes the imaginary part of and the subscripts c and s represent the use of cos ⍀t and sin ⍀t for mixing, respectively, to extract the information from i ⍀ .
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