excellent determining performance. In our previous research, we have developed a retrofitted thin film Acoustic Emission (AE) sensor based on AlN piezoelectric thin film technology and reported on the possibility of application for state diagnosis of Al wire bonding in mass production. [5] By using signals detected by thin film AE sensor, it is possible to evaluate not only the sample but also the uninspected items.
A machine learning problem, which is called "Taming", was proposed by Kamishima et al. [6] Taming is applicable to a sampling inspection, and aims to obtain accurate classifiers using mutually complementary roles of samples and uninspected items. By using this method one can construct a mutually complementary system balanced in both information quality and quantity. The machine learning problem involves two types of training sets; "tame" and "wild". The tame dataset has a category label which is carefully maintained based on a consistent target concept.
Conversely, the label information of wild data is not strictly maintained. They have some labels related not only to the target concept but also to other concepts. BaggTaming, based on improvement of the version of Bagging, [7] is developed to obtain more accurate classifiers which are learned from the wild dataset instead of learning only from the tame dataset.
Assuming a case when Taming is applied to sampling inspection, the samples which have reliable labels are regarded as tame data, and the uninspected items which have unreliable labels are regarded as wild data. Taming can utilize suitable data for classification from wild data, thereby achieving higher classification performance compared to using only the tame data. In this research, we aim to improve accuracy in sampling inspection by adopting Taming and thin film AE sensor. The performance of the proposed method is examined through actual bonding items, and its determining accuracy is compared to basic sampling inspection.
Machine Learning Problem of Taming

Taming
Taming, a kind of machine learning problem, was suggested by previous research (Kamishima et al.) [6] and has proposed that the effectiveness of Taming is appropriate for collaborative tagging systems. However, the concept of Taming is applicable to other types of supervised learning tasks as well. This section will outline the concept of Taming that is based on Kamishima et al. [6] In a general classification, the main purpose is to obtain a classifier which can be fit into an appropriate class c, for a feature vector x of a training dataset. Both combined in 
Method for solving Taming
BaggTaming based on the standard Bagging [7] was developed as a solution of Taming. The procedure of
BaggTaming is described below. In the algorithm, the following steps are repeated for t = 1,,T.
Step 1: Extract a training dataset  t by bootstrap sampling from the wild dataset  W .
Step 2: Learn a weak classifier ˆ( ) f t x from the training dataset  t .
Step 3: Calculate the accuracy p t of the weak classifier ˆ( ) f t x on the tame dataset  T .
Step 4: Judge a validity of ˆ( ) f t x for the classification. cator function.
Application of BaggTaming to Wire Bonding
Setting of training dataset
There are various types of configuration of two training sets depending on the sampling plans. In this research, in order to verify the basic effects of Taming, we discuss a simple sampling plan as shown in Fig. 1 .
Specifically, sample is taken from a lot with the intention to provide information about the lot. Destructive testing using the bond pull test inspects the sample for judging acceptability. A sample taken from the lot is relatively small, but the acceptance/non-acceptance decision is ensured by destructive testing. Conversely, uninspected items are abundant, but the acceptance/non-acceptance is unreliable because it is based on the result of the sample.
In this research, the sample is regarded as tame data, and the uninspected items are regarded as wild data. In the case of sampling inspection, the wild data are guaranteed to have many items which are represented in the target concept. Therefore, Taming is suitable for application to sampling inspection.
Sensing technology using thin film AE sensor
We introduce a sensing technology using a thin film AE sensor which can be attached later to bonding apparatus in order to evaluate the bonding connection reliability. In this paper, the ultrasonic thermocompression bonding is treated as the bonding connecting method of an experiment. This connecting method has four control parameters; load, heat, ultrasonic vibration, and ultrasonic energy.
We focused on elastic waves which are emitted during the bonding process since there is a fair chance for extracting information related to the junction state of wire bonding and bonding device, and actually succeeding to detect a signal using thin film AE sensor.
Detection of a minute signal is most important in AE 
Preparing bonding items
Bonding items were prepared by connecting Au wire 
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Experiments for Wire Bonding
Training datasets and its adoption criteria
Here, we address the usefulness determination method for weak classifiers which is learned from training examples which are randomly sampled from the wild dataset.
The judgement of the availability of weak classifiers, is performed by using accuracy of the weak classifier on the tame data. If the accuracy is sufficiently high, it is considered that the classifier should be adopted. The accuracy is use as an adoption criteria: AccLimit. That is to say, AccLimit is based on the accuracy of basic sampling inspection.
We first calculate the accuracy of the classifier. Specifically, tame dataset is divided into testing and training parts. Testing data has 18 items randomly selected from tame dataset. The composition ratio of the produced testing data is 2 to 1, which is close to the original ratio of accepted and non-accepted. The training data are randomly selected (  T = 20, 40, 60, 80, 100 items) from the tame dataset not including the testing data. Next, the classifier is learned from the training data and the accuracy p t of the classifier on the testing data is calculated. We adopted a decision tree as a weak classifier. Then, the examination is repeated 100-times to each training set size of the training dataset, and means and standard deviations of accuracy are also calculated. The classification results are shown in Table 1 . As can be seen from Table 1 , the performance is improved with an increase of the number of training set size, but remains under 70%. Additionally, the standard deviations are comparatively large, caused by sampling error. In the case of using only the tame data, the performance is insufficient since the size of learning data is limited. Because of this, it is needed to effectively utilize wild data to compensate for the lack of tame data.
Experiments
In this section, the validity of Taming is verified by comparative experiments, especially paying attention to the training set size  t by sampling from the wild dataset and setting of adoption criteria: AccLimit.
We first discuss the training set size  t , and examine influences of the training set size on the performance.
Training set data are extracted from the wild dataset as We next discuss the influence of setting AccLimit. In the above experiments, we set the mean of the accuracy value as AccLimit, but there are many possibilities to set AccLimit. Detailed considerations for selection of AccLimit are left for future study. As an option, here we set AccLimit to be stricter. Tentatively, we adopted an option: mean +
SD. Moreover, we compare BaggTaming and standard
Bagging as conventional method, and calculate the accuracy of each on the same training set size. We also adopted a decision tree as a weak classifier of Bagging. The experimental results are shown in Fig. 6 . The accuracy of Bag- E16-015-6
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ging increased with increase in the number of training set size as well as basic sampling inspection. However, that effect was limited, and the accuracy was not improved. On the other hand, in the case of BaggTaming, it is expected to improve classification performance by adopting weak classifiers which are effective for the classification. As a result, in the case of using AccLimit: mean+SD, comparing to basic sampling inspection, the accuracy of BaggTaming is better at a maximum of 18.4% points. Moreover, the accuracy increased from 70.3% to 84.8% when the training set size was 100. By making AccLimit stricter, the prediction model can acquire more superior classifiers.
Conclusion
In this research, we proposed a method which aims to improve determining performance in quality assurance with sampling inspection. In particular, we focused on a wire bonding process which is an example of high cost sampling inspection utilizing destructive testing, and evaluate the bonding connection reliability by the proposed method. A thin film AE sensor was installed on a regular wire bonder to function as a bonding process sensing device. Furthermore, we aimed to improve the determining performance of quality control by an information processing method using destructive testing results, AE signal, and Taming which can handle information effectively for both sample and uninspected items in a mutually complementary way.
Validity of the proposed method was verified by actual bonding items compared with basic sampling inspection.
As an experimental result, comparing to the classifiers learned only from tame data, the accuracy of the proposed method is better at maximum by about 18.4% points, and the results showed that the proposed method is effective in an improvement of the existing sampling inspection.
These results lead to the conclusion that the trade-off relationship between performance and costs is improved by utilization of uninspected items which have until now been overlooked, without greatly altering the existing system.
As future work, it is necessary to verify the effectiveness of the proposed method for more advanced sampling inspections, and we will continue with modifications for use in production environments. Furthermore, a detailed analysis of the physical phenomenon in terms of AE signal and bonding structure needs to be performed and explained in the future. 
