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Abstract
Operator fractional Brownian fields (OFBFs) are Gaussian, stationary-increment vector
random fields that satisfy the operator self-similarity relation {X(cEt)}t∈Rm
L
= {cHX(t)}t∈Rm .
We establish a general harmonizable representation (Fourier domain stochastic integral) for
OFBFs. Under additional assumptions, we also show how the harmonizable representation
can be reexpressed as a moving average stochastic integral, thus answering an open problem
described in Bierme´ et al. (2007).
1 Introduction
An operator fractional Brownian field (OFBF, in short) is a vector-valued random field X =
{X(t)}t∈Rm ∈ R
n satisfying the following three properties: (i) it is Gaussian with mean zero; (ii)
it has stationary increments, that is, for any h ∈ Rm, {X(t+h)−X(h)}t∈Rm
L
= {X(t)−X(0)}t∈Rm ,
where
L
= denotes the equality of finite-dimensional distributions; (iii) it is operator self-similar in
the sense that there are real square matrices E, H of appropriate dimensions so that
{X(cE t)}t∈Rm
L
= {cHX(t)}t∈Rm , c > 0. (1.1)
For any square matrix M , the term cM is defined in the usual way as
∑∞
k=0
(log c)kMk
k! . In this
paper, OFBFs are assumed to be proper in the sense that, for each t ∈ Rm, the distribution of
X(t) is not contained in a proper subset of Rn.
When both the domain and range are unidimensional (m = 1, n = 1 and E = 1), an OFBF is
simply the celebrated fractional Brownian motion (FBM). When the domain is multidimensional
(m ≥ 2, n = 1), OFBFs are referred to as operator scaling Brownian fields. The latter and, more
generally, operator scaling random fields were studied in Bonami and Estrade (2003), Bierme´,
Meerschaert and Scheffler (2007), Bierme´ and Lacaux (2009), Bierme´, Benhamou and Richard
(2009), Bierme´, Estrade and Kaj (2010), Clausel (2010), Clausel and Ve´del (2013). When the
range is multidimensional (m = 1, n ≥ 2 and E = 1), OFBFs are called operator fractional
Brownian motions (OFBMs). The latter and, more generally, operator self-similar stochastic
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processes were studied in Laha and Rohatgi (1981), Hudson and Mason (1982), Maejima and
Mason (1994), Cohen et al. (2010), Didier and Pipiras (2011, 2012).
This paper constitutes a step towards the synthesis of the aforementioned domain- and range-
based streams of literature. So far, few works have accounted for both sources of multidimen-
sionality, such as Li and Xiao (2011). Our contribution is two-fold, namely, constructing widely
encompassing harmonizable (Fourier domain) integral representations of OFBFs, as well as es-
tablishing their relation to moving average (time domain) representations.
The starting point is to build harmonizable representations (Theorem 3.1). Such representa-
tions for various subclasses of OFBFs have been considered in the literature and proved useful, for
instance, in the study of sample path properties. The novelty behind our results lies in necessity,
namely, the way the properties of OFBFs tangibly shape the spectral measure. This leads to
harmonizable representations that characterize the entire class of OFBFs. When m = 1, the anal-
ogous result can be found in Didier and Pipiras (2011); however, the characterization provided in
this work is new even in the case of scalar fields, i.e., n = 1 and m ≥ 2 (see Clausel and Vedel
(2011) for a pseudo-norm perspective). In Didier et al. (2014), the harmonizable representations
developed in this paper are the main analytical tool for the comparison, synthesis and scrutiny of
the domain and range symmetries of general OFBFs.
Recent studies have begun to reveal the ways symmetry, or the lack thereof, make multidimen-
sional fractional systems different from their unidimensional counterparts (see Didier and Pipiras
(2011) on time-reversibility). In the scalar fields case (m ≥ 2, n = 1), Bierme´ et al. (2007), p.325,
start off with two isotropic OFBFs Xϕ, Xψ with the same scaling parameters E = I and H ∈ R,
but defined, respectively, from moving average and harmonizable representations generated by
the (operator-homogeneous; see (2.9)) kernel filters ϕ and ψ. It can then be shown that
EXΛ(s)XΛ(t) =
cΛ
2
{‖s‖2H + ‖t‖2H − ‖s− t‖2H}, Λ = ϕ,ψ, (1.2)
whence Xϕ and Xψ are equal in law up to a constant. However, under a general E and, thus,
anisotropy, the terms ‖ · ‖2H and cΛ in (1.2) are replaced by τ(·)
2H and σ2Λ(l(·)), respectively,
for radial and spherical functions τ and l that depend on E (see (2.3) below). Consequently,
it is difficult to compare σ2ϕ(l(·)) and σ
2
ψ(l(·)). Bierme´ et al (2007) then go on to describe the
question that has been open to date: under what relationship between the moving average and
harmonizable filters ϕ, ψ are the respective integral representations equivalent?
A natural way to link harmonizable and moving average representations is by taking the
Fourier transform of one of the kernel functions. In the case of OFBMs (m = 1, n ≥ 2), this
approach was applied in Didier and Pipiras (2011). The case of OFBFs (m ≥ 2), on the other
hand, is more challenging. In particular, it can be shown that the natural integration procedure
for homogeneous functions only holds when, indeed, m = 1 (see Remark 3.4 below). In this paper,
we show how the moving average representation for OFBFs can be obtained through the Fourier
transform under additional mild assumptions on the harmonizable representation (Theorem 3.2).
We thus provide an answer to the open problem described in Bierme´ et al. (2007).
The paper is organized as follows. In Section 2, the notation and necessary background from
the theory of operator self-similar vector random fields are laid out. In Section 3, the harmonizable
and moving average representations for OFBFs are established.
2 Basic definitions and notation
In this section, we lay out the notation and conceptual framework used in the paper.
2
M(n) and M(n,C) denote, respectively, the spaces of n × n matrices with real or complex
entries, whereas the space of n×m matrices with real entries is denoted byM(n,m,R). A∗ stands
for the Hermitian transpose of A ∈M(n,C), whereas ‖ · ‖ indicates the Euclidean norm.
The Jordan spectra (characteristic roots) of the matrices E and H in (1.1) are written
eig(E) = {e1, e2, . . . , em}, eig(H) = {h1, h2, . . . , hn}. (2.1)
Specific assumptions on the range of eigenvalues will be made in propositions. An OFBF with
exponents E and H is written BE,H = {BE,H(t)}t∈Rm .
We will make wide use of changes-of-variables into non-Euclidean polar coordinates, as dis-
cussed in Meerschaert and Scheffler (2001) and Bierme´ et al. (2007). Suppose the real parts of
the eigenvalues of E ∈M(m) are positive. Then, there exists a norm ‖ · ‖0 on R
m for which
Ψ : (0,∞) × S0 → R
m\{0}, Ψ(r, θ) := rEθ, (2.2)
is a homeomorphism, where S0 = {x ∈ R
m : ‖x‖0 = 1}. One can then uniquely write the polar
coordinates representation
R
m ∋ x = τE(x)
E lE(x), (2.3)
where the functions τE(x), lE(x) are called the radial and directional parts, respectively. One
such norm ‖ · ‖0 may be calculated explicitly by means of the expression
‖x‖0 =
∫ 1
0
∥∥tEx∥∥
∗
dt
t
, (2.4)
where ‖ · ‖∗ is any norm in R
m. The uniqueness of the representation (2.3) yields
τE(c
Ex) = cτE(x), lE(c
Ex) = lE(x). (2.5)
Based on ‖ · ‖0, a change-of-variables formula into polar coordinates is established in Bierme´ et
al. (2007), Proposition 2.3: there exists a unique finite Radon measure σ(dθ) such that, for any
scalar-valued h ∈ L1(Rm),∫
Rm
h(x)dx =
∫ ∞
0
∫
S0
h(rEθ)rtr(E)−1σ(dθ)dr. (2.6)
We shall use bounds on the radial part τE(x). Let emin = minℜ(eig(E)), emax =
maxℜ(eig(E)). In (2.3), the radial component is related to the norm ‖ · ‖0 in the sense that,
for all δ > 0, there are constants Cj, j = 1, . . . , 4, such that
C1‖x‖
1/(emin+δ)
0 ≤ τE(x) ≤ C2‖x‖
1/(emax−δ)
0 , ‖x‖0 ≤ 1, τE(x) ≤ 1, (2.7)
C3‖x‖
1/(emax−δ)
0 ≤ τE(x) ≤ C4‖x‖
1/(emin+δ)
0 , ‖x‖0 > 1, τE(x) > 1 (2.8)
(Bierme´ et al. (2007), p. 314). Note that, since all norms on Rm are equivalent, ‖ · ‖0 can be
replaced by any other norm in (2.7)–(2.8).
When n = 1, Meerschaert and Scheffler (2001) use E–homogeneous functions, namely, func-
tions ϕ : Rm → C which satisfy the scaling relation ϕ(cEx) = cϕ(x), c > 0, x ∈ Rm\{0}. However,
when the functions ϕ are matrix-valued, like those often encountered in the framework of this
paper, more than one notion of operator-homogeneity is of interest. This idea is laid out in detail
in the next definition.
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Definition 2.1 Let E ∈ M(m), H ∈ M(n), and let ϕ : Rm → M(n,C). The matrix-valued
function ϕ is called (E,H)–left-homogeneous if for any c > 0 and x ∈ Rm\{0},
ϕ(cEx) = cHϕ(x), (2.9)
whereas it is called (E,H)–homogeneous if
ϕ(cEx) = cH/2ϕ(x)cH
∗/2. (2.10)
Although one can straightforwardly conceive the notion of right-homogeneity, it will not be used
in our analysis and will thus be omitted.
Polar coordinate representations provide a convenient means of expressing (E,H)–left-
homogeneous or (E,H)–homogeneous functions. In the case of the latter, note that taking
c = τE(x)
−1 in (2.10) yields ϕ(τE(x)
−Ex) = τE(x)
−H/2ϕ(x)τE(x)
−H∗/2, and hence
ϕ(x) = τE(x)
H/2ϕ(lE(x))τE(x)
H∗/2. (2.11)
In particular, ϕ is determined by its values on the sphere S0. Conversely, by using (2.5), the
right-hand side of (2.11) always defines an (E,H)–homogeneous function. In this paper, the
concept of left-homogeneity is associated with filters that go into integral representations, whereas
the concept of homogeneity applies to spectral densities, or “squares”. However, note that an
(E,H)–homogeneous ϕ does not necessarily yield a positive semidefinite matrix at a given x,
since ϕ(lE(x)) may have complex eigenvalues.
The proof of the next technical lemma illustrates the use of the polar coordinate representation
(2.3). The lemma is used in the proof of Theorem 3.1 below.
Lemma 2.1 Suppose E ∈ M(m) has eigenvalues with positive real parts. If h : Rm → M(n,C)
is such that, for all c > 0,
h(cEx) = cH/2h(x)cH
∗/2 dx-a.e., (2.12)
then there exists an (E,H)–homogeneous function ϕ such that ϕ(x) = h(x) dx-a.e.
Proof: Let x ∈ Rm\{0} be such that the relation (2.12) holds. Then,∫ ∞
0
1{h(c−Ex)6=c−H/2h(x)c−H∗/2}(c, x)dc = 0.
Equivalently, by making the change of variables y = cτE(x)
−1,
0 = τE(x)
∫ ∞
0
1{h(y−E lE(x))6=y−H/2τE(x)−H/2h(x)τE(x)−H∗/2y−H∗/2}(y, x)dy.
As a consequence, since (2.12) holds dx-a.e.,∫
Rn
∫ ∞
0
1{h(c−ElE(x))6=c−H/2τE(x)−H/2h(x)τE(x)−H∗/2c−H∗/2}(c, x)dcdx = 0.
By Fubini’s theorem,
h(x) = τE(x)
H/2cH/2h(c−E lE(x))c
H∗/2τE(x)
H∗/2 dxdc-a.e.
Therefore, there exists c0 > 0 such that
h(x) = τE(x)
H/2c
H/2
0 h(c
−E
0 lE(x))c
H∗/2
0 τE(x)
H∗/2 dx-a.e. (2.13)
In view of (2.13), define ϕ(x) = τE(x)
H/2c
H/2
0 h(c
−E
0 lE(x))c
H∗/2
0 τE(x)
H∗/2, x ∈ Rm\{0}, which is
an (E,H)–homogeneous function as discussed following (2.11). ✷
4
Remark 2.1 A result analogous to Lemma 2.1 can be similarly established for left-homogeneous
functions. That is, if h satisfies h(cEx) = cHh(x) dx-a.e. for any fixed c > 0, then there is an
(E,H)–left-homogeneous function ϕ so that h(x) = ϕ(x) dx-a.e.
3 Integral representations of OFBFs
3.1 Harmonizable representations
In the next result, we establish harmonizable representations of OFBFs. The representations
draw upon random measures having the following properties. A Cn–valued Gaussian random
measure Y˜ on Rm will be called Hermitian with matrix-valued control measure F if it satisfies
EY˜ (dx)Y˜ (dx)∗ = F (dx) and Y˜ (−dx) = Y˜ (dx). The associated distribution function F then takes
values in the cone of Hermitian positive semidefinite matrices.
Theorem 3.1 Let BE,H = {BE,H(t)}t∈Rm be an OFBF with matrix exponents E and H satisfying
0 < minℜ(eig(H)) ≤ maxℜ(eig(H)) < minℜ(eig(E∗)). (3.1)
(i) Then, BE,H has a harmonizable representation
{BE,H(t)}t∈Rm
L
=
{∫
Rm
(ei〈x,t〉 − 1)B˜F (dx)
}
t∈Rm
, (3.2)
where B˜F (dx) is an Hermitian Gaussian random measure on R
n with control measure F (dx)
such that F is (−E∗, 2H)–homogeneous, that is,
F (d(c−E
∗
x)) = cHF (dx)cH
∗
, c > 0. (3.3)
(ii) Let HE = H + tr(E
∗)I/2, and assume that the spectral measure F (dx) is absolutely contin-
uous with density f(x). Then, there exists an (E, 2HE)–homogeneous function ψ such that
ψ(x) = f(x) dx-a.e. and
{BE,H(t)}t∈Rm
L
=
{∫
Rm
(ei〈x,t〉 − 1)g(x)B˜(dx)
}
t∈Rm
, (3.4)
where g(x) = ψ1/2(x) a.e., and B˜(dx) is an Hermitian Gaussian random measure on Rm
with Lebesgue control measure. Moreover, g is (E∗,−HE)–left-homogeneous.
Proof: By the general harmonizable representation for vector random fields with stationary
increments in Yaglom (1957), Theorem 7, the OFBF BE,H can be represented as
{BE,H(t)}t∈Rm
L
=
{∫
Rm
(ei〈t,x〉 − 1)B˜F (dx) +Xt+ Y
}
t∈Rm
, (3.5)
for some Hermitian Gaussian random measure B˜F (dx) with a (symmetric) control measure F (dx).
The terms Y and X are, respectively, a Gaussian random vector in Rn and a Gaussian random
matrix in M(n,m,R) with µ := EX and ΣX := Var(vec(X)). The random components B˜F (dx),
X, Y are independent. Since minℜ(eig(H)) > 0 by (3.1), the first bound in (2.7) implies that
‖cH‖ → 0, as c → 0. Then, BE,H(0) = BE,H(c
E0)
d
= cHBE,H(0) → 0, as c → 0
+, and hence
BE,H(0) = 0 a.s. This implies that Y = 0 a.s. in the representation (3.5).
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We now establish that the measure F satisfies the homogeneity relation (3.3). By operator
self-similarity,
{cHBE,H(t)}t∈Rm
d
= {BE,H(c
Et)}t∈Rm
d
=
{∫
Rm
(ei〈x,c
Et〉 − 1)B˜F (dx) +X c
Et
}
t∈Rm
d
=
{∫
Rm
(ei〈y,t〉 − 1)B˜FE (dy) +X c
Et
}
t∈Rm
,
where we made the change of variables cE
∗
x = y and the control measure FE(·) is defined by
FE(dy) = F (d(c
−E∗y)). However, the measure F , the matrix ΣX and the vector µ are uniquely
determined by the field BE,H (Yaglom (1957), Theorem 7
′). Therefore, the relation (3.3) holds,
as well as
{X cEt}t∈Rm
L
= {cHX t}t∈Rm . (3.6)
We now show that X = 0 a.s. By contradiction, if X 6= 0, then there exists an index i = 1, . . . , n
such that the corresponding row random vector Xi,• is not identically zero. Since the latter is
Gaussian, we can write Σi := EX
∗
i,•Xi,•, where Σi 6= 0. Let η∗ = minℜ(eig(E)), and by (3.1), let
ε > 0 be such that η∗−ε > maxℜ(eig(H)). Consider the random (column) vector c
E∗−(η∗−ε)X∗i,•.
Its variance is
M(m,R) ∋ Var(cE
∗−(η∗−ε)X∗i,•) = E(c
E∗−(η∗−ε) X∗i,• Xi,• c
E−(η∗−ε))
d
= cE
∗−(η∗−ε)Σic
E−(η∗−ε).
Now take a sequence ck → ∞ as k →∞. Since Σi 6= 0, then there exists an associated sequence
tk ∈ S
m−1 such that
t∗kc
E∗−(η∗−ε)
k Σic
E−(η∗−ε)
k tk →∞. (3.7)
We obtain a Gaussian random sequence {Xi,• c
E−(η∗−ε)
k tk}k∈N ∈ R whose second moment satisfies
the relation (3.7). Such random sequence corresponds to one of the entries on the left-hand side
of the scaling expression
R
n ∋ Xc
E−(η∗−ε)
k tk
d
= c
H−(η∗−ε)
k Xtk. (3.8)
There is a corresponding scalar-valued entry on the right-hand side of (3.8). However, since tk is
a unit vector, c
H−(η∗−ε)
k Xtk
d
→ 0, k →∞. This is a contradiction, since X is Gaussian. Therefore,
X = 0 a.s., whence representation (3.2) follows.
We now show (3.4). Since X is Gaussian and real, we can write Y˜ (dx) = â(x)B˜(dx), where
â(x) = f̂1/2(x). Again by operator self-similarity, second moments and a change-of-variables, we
arrive at the relation cH â(x)â(x)∗cH
∗
= c−tr(E
∗)I â(c−E
∗
x)â(c−E
∗
x)∗ dx-a.e., c > 0. Thus,
f(cE
∗
x) = c−HEf(x)c−H
∗
E dx-a.e. (3.9)
By Lemma 2.1, there exists an (E,H)–homogeneous function ψ such that ψ(x) = f(x) dx-a.e.
Therefore, ψ is positive semi-definite a.e., and the conclusion follows. ✷
Remark 3.1 The inequality assumption (3.1) generalizes its counterpart for univariate self-
similar stochastic processes, namely, H < E = 1. However, the inclusion or not of equalities
is a more subtle matter. As a consequence of Maejima and Mason (1994), Corollary 2.1, the
eigenvalues hk, k = 1, . . . , n, of the exponent H of an operator self-similar vector stochastic pro-
cess must satisfy the constraint ℜ(hk) ≤ E = 1. Nonetheless, one can find matrices H with unit
eigenvalues that do not correspond to OFBMs (Didier and Pipiras (2011), Remark 3.2).
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Remark 3.2 A converse to the harmonizable representation (3.4) can also be established, namely,
that the right-hand side of (3.4) is a well-defined OFBF. For this purpose, one must show that∫
Rm
|ei〈t,x〉 − 1|2ψ(x)dx =:
∫
Rm
h(x)dx <∞. (3.10)
It suffices to check the behavior of the kernel h(x) in (3.10) for x ∈ S0 and as ‖x‖ → 0 or ∞,
where the latter limits can be equivalently expressed as τE(x) → 0 and ∞. This can be done
conveniently by means of an entrywise application of the change-of-variables formula (2.6). Since
the latter formula assumes integrability of the original expression, one can build a truncation
argument based on hA(x) = 1{1/A≤τE(x)≤A}h(x), A > 0, and the dominated convergence theorem.
It thus suffices to show that the condition∫ ∞
0
∫
S0
|ei〈t,r
E∗θ〉 − 1|2‖r−HE‖2 sup
θ∈S0
‖ψ(θ)‖rtr(E
∗)−1σ(dθ)dr <∞, (3.11)
expressed in polar coordinates, holds. Indeed, (3.11) is valid if the assumption (3.1) is in place
and if ψ is bounded on the sphere S0. This can be established by a multivariate extension of the
calculations carried out in Bierme´ et al. (2007), Theorem 4.1.
Remark 3.3 In contrast with the case wherem = 1 (see Didier and Pipiras (2011), Theorem 3.1),
in general one cannot show that the control measure F in Theorem 3.1 is absolutely continuous.
A counter-example can be built for m = 2 and n = 1 based on a singular measure on R2. Let
m(dx) = 1{x1=x2}dx1, i.e., the measure of a set is the Lebesgue measure of its intersection with
the geometric locus {x ∈ R2 : x1 = x2}. Define the random field for t ∈ R
2 by
X(t) =
∫
R2
(ei〈t,x〉 − 1) ‖x‖−(d+1) Y˜ (dx), d ∈ (−1/2, 1/2),
where Y˜ (dx) is a Hermitian Gaussian random measure with control measure E|Y˜ (dx)|2 = m(dx).
Then,
E(X(cIs)X(cI t)) =
∫
R2
(ei〈cs,x〉 − 1)(e−i〈ct,x〉 − 1) ‖x‖−2(d+1)m(dx)
=
∫
R
(eicx(s1+s2) − 1)(e−icx(t1+t2) − 1)2−(d+1)(x2)−(d+1)dx
=
∫
R
(eiy(s1+s2) − 1)(e−iy(t1+t2) − 1)2−(d+1)
(y2
c2
)−(d+1)
d
(y
c
)
= c2HE(X(s)X(t)),
where H = d + 1/2. The process is well-defined and proper by taking c = 1 and s = t, noting
that the resulting integral is finite and greater than zero. Thus, X is an OFBF with exponents
E = I and H = d+ 1/2.
3.2 Moving average representations
The next theorem, Theorem 3.2, draws upon the harmonizable representation of OFBFs estab-
lished in Theorem 3.1 to construct a corresponding moving average representation. The spectral
filter g in (3.4) is used to generate the real-valued filter ϕ that enters into the latter. Indeed, let
f̂t(x) = (e
i〈x,t〉 − 1)g(x) ∈ L2(Rm)
7
be the kernel function appearing in the harmonizable representation of the OFBF BE,H . Then,
by using Parseval’s identity, BE,H can also be represented as
{BE,H(t)}t∈Rm
L
=
{∫
Rm
ft(u)B(du)
}
t∈Rm
,
where
ft(u) =
1
(2π)m
∫
Rm
e−i〈x,u〉f̂t(x)dx
(
∈ L2(Rm)
)
(3.12)
=
1
(2π)m
∫
Rm
e−i〈x,u〉(ei〈x,t〉 − 1)g(x)dx
=
1
(2π)m
∫
Rm
(cos(〈x, t− u〉)− cos (〈x,−u〉)) g(x)dx. (3.13)
The bulk of the proof of Theorem 3.2 amounts to expressing the integral (Fourier transform)
(3.13) as ϕ(t − u) − ϕ(−u), for suitable ϕ (see expressions (3.20) and (3.21) in the proof). Note
that the construction of this connection between the Fourier and parameter domains demands
additional assumptions on the spectral filter function g and on the exponents E and H.
Theorem 3.2 Let BE,H = {BE,H(t)}t∈Rm be an OFBF with exponents (E,H). Assume that the
following conditions are in place:
(c.1) the spectral filter function g in (3.4) is differentiable in the sense that
∂m
∂x1 . . . ∂xm
g(x) = g˜(x) dx-a.e., (3.14)
where x = (x1, . . . , xm) and the differentiation above is taken entry-wise;
(c.2) g˜ is bounded on S0;
(c.3) the matrix exponents E, H are diagonalizable with real eigenvalues and real eigenvectors;
and
(c.4)
max eig(H) + tr(E)/2 < mmin eig(E). (3.15)
Then, there is a function ϕ : Rm → Rn, depending on E and H, which satisfies
(i) ϕ(t− ·)− ϕ(−·) ∈ L2(Rm), t ∈ Rm;
(ii) ϕ is (E,H − tr(E)I/2)–left-homogeneous,
and such that
{BE,H(t)}t∈Rm
L
=
{∫
Rm
(ϕ(t− u)− ϕ(−u))B(du)
}
t∈Rm
, (3.16)
where B(du) is an Rn–valued Gaussian random measure on Rm with Lebesgue control measure.
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Proof: It suffices to consider the case where the exponents E ∈M(m), H ∈M(n) are diagonal.
Indeed, in this case we can write E =WE0W
−1 and H = V H0V
−1, where E0 ∈M(m) and H0 ∈
M(n) are diagonal matrices, and W ∈ M(m), V ∈ M(n). The newly defined field B˜E0,H0(t) =
V −1BE,H(Wt) is then an OFBF with diagonal exponents E0 and H0, and can be represented as{
B˜E0,H0(t)
}
t∈Rm
L
=
{∫
Rm
(ϕ0(t− u)− ϕ0(−u))B(du)
}
t∈Rm
,
where ϕ0 is (E0,H0 − tr(E0)I/2)–left-homogeneous. Therefore,
{BE,H(t)}t∈Rm
L
=
{∫
Rm
(V ϕ0(W
−1t− u)− V ϕ0(−u))B(du)
}
t∈Rm
(3.17)
L
=
{∫
Rm
(V ϕ0(W
−1(t− v))− V ϕ0(−W
−1v)) |det(W )|−1/2B(dv)
}
t∈Rm
(3.18)
L
=
{∫
Rm
(ϕ(t− v)− ϕ(−v))B(dv)
}
t∈Rm
, (3.19)
after the change of variables u =W−1v (so that du = |det(W )|−1dv), where
ϕ(v) = |det(W )|−1/2V ϕ0(W
−1v).
By using the fact that tr(E0) = tr(E), we obtain
ϕ(cEu) = |det(W )|−1/2V ϕ0(W
−1cEv) = |det(W )|−1/2V ϕ0(W
−1WcE0W−1v)
= |det(W )|−1/2V ϕ0(c
E0W−1v) = |det(W )|−1/2V cH0−tr(E0)I/2ϕ0(W
−1v)
= |det(W )|−1/2cH−tr(E)I/2V ϕ0(W
−1v) = cH−tr(E)I/2ϕ(v).
Therefore, the function ψ is (E,H − tr(E)I/2)–left-homogeneous.
Thus, suppose without loss of generality that E ∈ M(m) and H ∈ M(n) are diagonal. Let
ft(u) be an in (3.13). We want to express such function as ϕ(t− u)−ϕ(−u), where ϕ is (E,H −
tr(E)I/2)–left-homogeneous (some of the technical difficulties involved are discussed in Remark
3.4 below). Since H ∈ M(n) is diagonal, it suffices to consider the case n = 1, though the
argument also applies when n ≥ 1 by considering the pertinent entry-wise expressions.
After a change-of-variables in each orthant and in view of the fact that g is symmetric, we can
write
(2π)mft(u) =
∑
σ
∫
[0,∞)m
(cos(〈x, (t− u)σ〉)− cos(〈x, (−u)σ〉))g(x)dx =:
∑
σ
fσ,t(u), (3.20)
where the sum is over all σ = (σ1, . . . , σm) with σj ∈ {−1, 1}, and (v)σ = (σ1v1, . . . , σmvm). It is
then enough to show that
fσ,t(u) = ϕσ(t− u)− ϕσ(−u) (3.21)
for some (E,H − tr(E)/2)–left-homogeneous ϕσ. As with ft(u) in (3.12), each integral fσ,t(u) is
defined in the L2(R) sense, that is, as the inverse Fourier transform of an L2(R) function.
For notational simplicity, set
q = tr(E) = tr(E∗).
Since g is (E∗,−H − q/2)–left-homogeneous and differentiable in the sense of (3.14), we have
g(x) =
∫
[x,∞)m
g˜(y)dy, (3.22)
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where g˜ is (E∗,−H − 3q/2)–left-homogeneous. Then,
fσ,t(u) =
∫
[0,∞)m
(cos(〈x, (t − u)σ〉)− cos(〈x, (−u)σ〉))
( ∫
[x,+∞)m
g˜(y)dy
)
dx
=
∫
[0,∞)m
dyg˜(y)
( ∫
[0,y]m
cos(〈x, (t − u)σ〉)dx−
∫
[0,y]m
cos(〈x, (−u)σ〉)dx
)
, (3.23)
where the change of the order of integration will be justified at the end of the proof. Observe now
that ∫
[0,y]m
cos(〈x, v〉)dx = ℜ
∫
[0,y]m
ei〈x,v〉dx =
1
v1 . . . vm
ℜ
(
i−m(eiy1v1 − 1) . . . (eiymvm − 1)
)
.
Then, by (3.23), the relation (3.21) holds with
ϕσ(v) =
∫
[0,∞)m
g˜(y)
(v1σ1) . . . (vmσm)
ℜ
(
i−m(eiy1(v1σ1) − 1) . . . (eiym(vmσm) − 1)
)
dy
=:
∫
[0,∞)m
g˜(y)
(v1σ1) . . . (vmσm)
kσ,v(y)dy =:
ϕ0,σ(v)
(v1σ1) . . . (vmσm)
. (3.24)
Since E is diagonal, the function ϕσ(v) can be checked to be (E,H − qI/2)–left-homogeneous,
as required. It is then enough to show that this function, or equivalently, the function ϕ0,σ(v), is
well-defined as a Lebesgue integral.
By the formula (2.6) and a truncation argument (see also Remark 3.2),
|ϕ0,σ(v)| ≤
∫
[0,∞)m
|g˜(y)||kσ,v(y)|dy
=
∫ ∞
0
dr r−H−3q/2rq−1
(∫
S0
|g˜(θ)||kσ,v(r
E∗θ)|σ(dθ)
)
, (3.25)
where we used the fact that g˜(rE
∗
θ) = r−H−3q/2g˜(θ) by left-homogeneity. Note that the integral
over S0 is bounded by a constant. Therefore, around r =∞, the integrand behaves like the power
law r−H−q/2−1, and is integrable since
(−H − q/2− 1) + 1 = −H − q/2 < 0.
As for the behavior of the integrand around r = 0, observe that, for y1 ≥ 0, . . . , ym ≥ 0, |kσ,v(y)| ≤
Cy1 . . . ym ≤ C(y1 + . . . + ym)
m ≤ C ′‖y‖m. Then, the integrand is bounded by
r−H−q/2−1‖rE
∗
‖m ≤ Cr−H−q/2−1rmemin,
where emin = min eig(E). The integrability around r = 0 follows in view of the assumption (3.15),
since
−H − q/2− 1 +memin + 1 = memin −H − q/2 > 0.
Finally, we justify the change of the order of integration in (3.23). Since fσ,t(u) is defined in
the L2(R) sense, we have
fσ,t(u) = lim
ℓ→∞
(L2(R))
∫
[0,ℓ)m
(cos(〈x, (t − u)σ〉)− cos(〈x, (−u)σ〉)) g(x)dx. (3.26)
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The idea now is to apply Fubini’s theorem in the truncated integral (3.26), and show that the
resulting expression converges to the right-hand side of (3.23) as ℓ → ∞. Let L = (ℓ, ℓ, . . . , ℓ) ∈
R
m. Then, ∫
[0,ℓ)m
(cos(〈x, (t − u)σ〉)− cos(〈x, (−u)σ〉))
(∫
[x,∞)m
g˜(y)dy
)
dx
=
∫
[0,ℓ)m
(cos(〈x, (t − u)σ〉)− cos(〈x, (−u)σ〉))
(∫
[x,ℓ)m
g˜(y)dy + g(L)
)
dx
=
∫
[0,ℓ)m
dyg˜(y)
(∫
[0,y]m
(cos(〈x, (t − u)σ〉)− cos(〈x, (−u)σ〉))dx
)
+g(L)
∫
[0,ℓ)m
(cos(〈x, (t− u)σ〉)− cos(〈x, (−u)σ〉))dx =: I1(L) + g(L)I2(L).
The first term I1(L) converges to the right-hand side of (3.23) as L → ∞. Indeed, as shown
following (3.23), the integrand is in L1([0,∞)m). The second term g(L)I2(L) converges to zero
since g(L)→ 0 and |I2(L)| is bounded. ✷
Remark 3.4 It is illuminating to revisit the technical difficulties involved in the proof of Theorem
3.2 by considering the univariate, uniparameter context m = n = 1. In the latter case, one can
pick the natural homogeneous specification g(x) = c|x|−H−1/2. Under such choice, the integral
(3.12) can be recast as
c
∫
R
(cos(x(t− u))− cos(x(−u)))|x|−H−1/2dx = ϕ(t− u)− ϕ(−u),
where
ϕ(v) =

c
∫
R
cos(xv)|x|−H−1/2dx, if H < 1/2;
c
∫
R
(cos(xv)− 1)|x|−H−1/2dx, if H > 1/2.
(3.27)
The expression (3.27) is interpreted as involving an improper Riemann integral when H < 1/2
and a Lebesgue integral when H > 1/2. Neither interpretation carries over to the multiparameter
case m ≥ 2. On one hand, when m ≥ 2, left-homogeneous functions are no longer simple power
functions as above. On the other hand, when n = 1, the integral∫
Rm
(cos(〈x, v〉) − 1)g(x)dx, (3.28)
where g is an (E∗,−HE)–(left-)homogenous function, is definable as a Lebesgue integral when
2H > q. However, the condition (3.1) for the construction of a harmonizable representation yields
the parallel constraint q > mH. As a consequence, (3.28) can only play the role of the fractional
filter ϕ(v) in the uniparameter context, namely, when m = 1.
Remark 3.5 Sufficient conditions for the integral (3.16) to be well-defined can be given us-
ing Theorem 3.1 in Bierme´ et al. (2007). Suppose for simplicity that H is diagonal with real
eigenvalues and real eigenvectors (more generally, the argument below can be adapted to diago-
nalizable H). Assume also that the entry-wise functions ϕij in the matrix Φ = (ϕij)i,j=1,...,n are
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non-negative, and write ϕij(x) =: ξij(x)
hi−q/2, where q = tr(E). Since each ϕij is (E, hi − q/2)–
(left-)homogeneous, the function ξij is (E, 1)–homogeneous. Following Definition 2.7 of Bierme´ et
al. (2007), suppose the function ξij is (βij , E)–admissible, that is, for all x 6= 0 and 0 < A < B,
there is a constant C > 0 such that, for A ≤ ‖y‖ ≤ B,
τE(x) ≤ 1⇒ |ξij(x+ y)− ξij(y)| ≤ CτE(x)
βij .
Then, by Theorem 3.1 in Bierme´ et al. (2007), the integral (3.16) is well-defined if 0 < hi < βij ,
i, j = 1, . . . ,m.
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