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In this paper interesting families of designs are constructed and studied. First, a family of 
cyclic 2-(4 n, 3, 2) designs is constructed with the property that each design has two different 
cyclic structures. This appears to be the first example of any cyclic t-(v, k, )t) designs which are 
isomorphic but not isomorphic by a multiplier. A related family of I-rotational 2-(2-4 n + 1, 3, 2) 
designs is also constructed with each having two different 1-rotational structures. 
1. Introduction 
A cyclic design is a design with 7/v, the cyclic group of order v, as the v-set and 
translation by elements of 7/~ design automorphisms. The Bays-Lambossy 
theorem states that if v is a prime then any pair of isomorphic yclic designs are 
isomorphic by a multiplier. (That is, a map of the form x ~ ax for some a ~ 7/~.) It 
is natural to investigate the corresponding statement for non-prime values of v. In 
this paper, examples are constructed which show the Bays-Lambossy theorem will 
not generalize for certain parameters. A family of 2-(4", 3, 2) cyclic designs is 
constructed with the property that for each n I> 2 there are pairs of 2-(4", 3, 2) 
cyclic designs that are isomorphic but not isomorphic by a multiplier. This appears 
to be the first example of such designs. 
A 1-rotational design is a design with v-set 7/~_lt.J{~} and translation by any 
element of 7/~_ 1 a design automorphism (~+ g = oo for each g ~ 7/~_1). In Section 3 
a family of 1-rotational 2-(2.4"+ 1, 3, 2) designs is constructed with the same 
property as the cyclic designs of Section 2. That is, for each n ~> 2 there are 
1-rotational 2-(2.4" + 1, 3, 2) designs which are isomorphic but not by a multiplier 
(a-~ = ~ for a ~ ~'~-0- 
To construct hese designs the notion of a difference family is needed. Let 
G be a finite abelian group and let ~(G)= {(a, b, c) i a, b, ceG#=G-{O},  
a+b+c=O}.  Let ~ c S(G) (~1 may have repeated entries). We let ~ = 
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{(g, g + a, g + a + b) [ g ~ G, (a, b, c) e fl~}. It is not difficult to show that ~ is a 
2-([G[, 3, 2) design with v-set G and that translation by elements of G are design 
isomorphisms as long as for each g ~ G with g ¢ 0, the number of occurrences of g 
in triples of ~ plus the number of occurrences of -g  in triples of ~ is two (if 
[gl=2 then g occurs once). In this case, we call ~ a difference family. In 
particular, if G = Z~ then ~ is a cyclic design and ~ is a cyclic difference family. 
Let G = Z~-I with v odd and suppose fl~ c 8(G) (again repeated entries are 
allowed). Further assume that for each g e G with 2g¢ 0, the number of occurr- 
ences of g plus the number of occurrences of -g  is two and the element of order 2 
does not occur. Then we call ~ a 1-rotational difference family and ~ = 
{(g, g+a,  g+ a+b)  l g~ G, (a, b, c) ~ ~}U{(~o, g, g + 2(~-'/2) I g~ G} is a 2-(v, 3, 2) 
1-rotational design. 
Associated with 2-(v, 3, 2) designs are surfaces. Let ~ be a 2-(v, 3, 2) design. 
For each block of ~ we form a 2-simplex and label the vertices by the entries of 
the block. We then identify edges of simplices having common end labels, but make 
no other identifications, to form [~]. The simplicial complex [~] may have 
several vertices with the same label. 
There is also a space associated to difference families ~ c 6(G). For each 
(a, b, c) ~ fl~ we form an oriented 2-simplex and label the directed edges a, b, c in 
the order defined by the orientation around the 2-simplex. We then identify 
directed edges with the same label as well as directed edges having labels g and 
-g .  See Fig. 1. In the case of 1-rotational difference families we also include an 
extra 2-simplex, as in Fig. 2, with the edges labeled oo identified and the edge 
labeled 2 (~-1)/2 folded over on itself. Note that the extra cell forms a sphere. 
There are a few facts from [4] and [5] we will use concerning the spaces [~ ] 
and [~]. Let ~ and ~ '  be difference families on G and let f: ~ --> ~ '  be a design 
isomorphism. Then there is a cell preserving homeomorphism If]: [~]---> [~']. 
Furthermore, if f(x)=y then for any vertex labeled x, [f](x) is a vertex labeled 
y. Since there is a G-action on ~, there is a G-action on [~ ]. The orbit space of 
this G-action is [~]. Let p: [~]- - ,  [~] denote the orbit map. 
In order to show the designs constructed in Section 2 are not isomorphic by a 
b 
c g g 
[g[ : 2 
Fig. 1. Edges labeled g and -g  are identified. Edge labeled g is fold over on itself if Ig[ = 2. 
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Fig. 2. 
multiplier we need the following lemma which is a special case of proposition 2.9 
of [3]. We include a proof for completeness. 
Lemmm 1. Let ~ and ~' be cyclic difference families and suppose ~ is isomorphic 
to ~' by a multiplier. Then [~] and [~'] are cellularly homeomorphic. 
Proot. Let x -o lmx be a multiplier isomorphism between ~ and ~' .  Let (a, b, c) 
~1. Then {g,g+a,g+a+b}~ffB implies {mg, mg+ma, mg+ma+mb}~' .  
Thus either (ma, rob, mc), (rob, mc, ma), (mc, ma, rob), (-mc, -rob, -ma), 
( -mb, -ma, -mc) ,  or ( -ma, -mc, -mb)e~' .  Any of these six cases yields a 
simplex of [~']  whose edges are labeled ma, rob, and mc around the simplex. It 
follows that the spaces [~ ] and [~']  are identical except hat the labels of [~']  are 
m times the corresponding labels of [~ ]. [] 
2. The cyclic designs 
Let G =Za~, the cyclic group of order 4". We let ~(1)= ~ and for n > 1, 
~(n) ={(Xx, x2, x3 , . . . ,  x~_l) [ x~ ~{0, 1} for i = 1, 2 , . . . ,  n -  1}. We inductively 
define cyclic ditterenee families, ~ ,  on the group Z4~ for each n ~> 1 and each 
I~(n) .  We start the induction with B,~={(1, 1,2)}. If I=(Xl, X2,...,X~-l)~ 
~(n) and x~{0,1} we let I+x=(x l ,  x2 , . . . , x~_ l ,x )~(n+l ) .  There is an 
injective map m4"Z4n- l ' - '>Z4 n given by m4(~)=4a. Given BcS(Z4,-,), we 
let m4(B) = {(m4(a), m4(b), ma(c)) I (a, b, c) ~ ~1} c 8(Z4,). We let ~g = 
{(s, s+2.4  "-1, -2s-2"4"-x)  [s ~Z4~ and s-- 1(4)} and ~ ={(s, s, -2s)  I s ~Z4n and 
s --- 1(4)}. We then let B~+o = m4(~ -1) IJ ~g c ~(Z4n ) and ~7+~ =m4(~ -1) U 
Prolmsition 2.1. Let n>~l and I~ ~(n). Then ~'~ is a cyclic difference family on 
the group Z4~. (In particular, ~'~ is a cyclic design.) 
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Proof.  The proof  is by induction on n. It is easy to verify that ~ is a cyclic 
difference family. Inductively assume that fll~ -1 is a difference family and I = J+  i 
with i = 0 or 1. We show ~ is a difference family. 
First let k ~ 774~ with k = 0(4). Thus, k = m4(x) for exactly one x s Z4~-1. Since 
~7 -1 is a difference family, the number of occurrences of x plus the number of 
occurrences of -x  in ~7-1  is two. Since every entry in ~ and ~ is equivalent to 
1 or 2 modulo 4, the definition of a cyclic difference family is satisfied for each 
k ~ 7~4,~ with k --- 0(4). 
Next, let k e Z4~ be odd. For either case i = 0 or i = 1, each s ~- 1(4) occurs twice 
in the triples of ~?  and each r-=- 3(4) does not occur in ~.  Since -k  =4-k (4) ,  in 
the blocks of ~ ,  the number of occurrences of k plus the number  of occurrences 
of -k  is two. 
Finally, let k =- 2(4). It is easily seen that each x - 6(8) occurs twice in the triples 
of ~ and each y =-2(8) does not occur in the triples of ~ ' .  Since -k -  8 -  k(8), 
in ~,  the number  of occurrences of k plus the number of occurrences of -k  is 
two. [] 
I.,emma 2.2. Let I=(x l ,  x2 , . . . ,  x,_z)~,9(n). Then [fll~] is the disjoint union of 
one projective plane, ½ ~'(-~ x~4 ~ Klein bottles, and !v , , -1  2 z,i=l (1 - xi)4 i tori. 
~oof .  The proof  is by induction on n. For n = 1, [fll,~] is one projective plane, see 
Fig. 3. The inductive step follows since the triples (s, s , -2s )  and (s + 2-4 "-1, s + 
n-1 
2-4 
12.4n'11 : 2 
Pro jec t ive  p lane  
n-1 
s s s+2 4 n-1 
s+2.4 n 
~ s  4 n T o r u s 
-1 +2 
Klein bot t le  
Fig. 3. 
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2.4 "-~, -2s)  fit together to form a Klein bottle while (s, s + 2.4 "-~, -2s  + 2.4 "-~) 
and (s + 2.4 '~-t, s , -2s  +2.4 "-t) fit together to form a torus. (See Fig. 3.) [] 
Proposition 2.3. Let n > 1, L Y ~ 5(n), and I~ J. There is no multiplier isomorph- 
ism between ~ "I and ~.r. -" 
• ., ' ' x , -0 .  Since l~J ,  Proof. Let I=(x t ,  xz,. x~_t) and J+(x~,x2,  x3 , . . . ,  ' 
ZP---I x~4'~k Z~-1 ' ' xi4. Thus [fll~] and [fll~] are not homeomorphic by Lemma 2.2. 
By Lemma 1.1 there is no multiplier isomorphism between ~7 and ~.  [] 
Theorem 2.4. Let I ~ 5(n -  1) with n 92.  Then ff~'~+o and ff~z"+t are isomorphic but 
there is no multiplier isomorphism between them. (In fact, f: ~4" ~ 7]4" given by 
f(2k) = 2k(4"-1+ 1) and f(2k + 1) = 2k(4" - t+ 1)+ 1 is an isomorphism between 
~r%o and ~I"+1.) 
Proof. The fact that 9~+0 and ~+t  are not isomorphic by a multiplier is simply 
Proposition 2.3. 
It remains to show that f is a design isomorphism. For this, it is sufficient o 
show that if /3={a,b,c}~'~+o, then f ( f l )={f (a) , f (b) , f (c )}~7+t.  There are 
three types of blocks. Either/3 = {g, g + s, g + 2s + 2-4 "-1} with s ---- 1(4) and s, g 
7/4,,/3 ={g, g+4/,  g+8/+2-4" - t}  with g, l~7/4, , or/3 ={g, g+41, g + 8/} with g, l~ 
Z4-; the first block comes from ~ while the other two come from m4(~-1). 
Case 1. /3 = {g, g + s, g + 2s + 2.4"-1}, s -=- 1(4). Then f(/3) = {f(g), f(g + s), 
f(g + 2s + 2-  4"-1)}. There are two possibilities. Either g is even or odd. 
First, assume g = 2k. Then 
f(/3) = {2k(4 n-1 + 1), (2k + s -  1)(4 "-1 + 1)+ 1, (2k + 2s + 2-4"-1)(4 "-1 + 1)}. 
The successive differences are: 
(1) (2k +s - 1)(4"-1+ 1)+ 1 -  2k(4" - :+ 1) = (s - 1)(4"-~ + 1)+ 1 = s; 
(2) (2k + 2s + 2- 4"-1)(4 "-~ + 1) -  [(2k + s -  1)(4 "-t + 1) + 1] = s; 
(3) 2k(4 "-1 + 1) -  (2k + 2s + 2- 4"-1)(4 "-x + 1) = -2s.  
Therefore, f(/3) = {2k(4 "-1 + 1), 2k(4 "-~ + 1) + s, 2k(4 "-1 + 1) + 2s}e ~ ~+1. 
Similarly, if g = 2k + 1, then 
f(/3) = {2k(2 • 4 "-a + 1)+ 1, (2k + 1 + s)(2- 4 "-x + 1), 
(2k + s + 2- 4"-1)(2 • 4 "-t  + 1) + 1}. 
The successive differences are s + 2 .4  "-x, s + 2- 4 "-x, and -2(s  + 2.4"-1).  Thus, 
f(/3) e ~+l -  
Case 2. Let /3 ={g, g+4l ,  g+8 l+2-4" - t}e~+o.  In this ease, /3 comes from 
the triple (41,41+2.4n-t,-81+2.4"-t)em4(ffS"~-~). If g=2k,  then f(/3)= 
{2k(4"-X+l), (2k+41)(4"-X+l) ,  (2k+81+2-4" -a ) (4" - l+ l )} .  The successive 
differences are 41, 4 l+2-4  "-1, -8 l+2-4  "-1. Since m4(~-x)=~+x,  f(/3)E 
~+1.  If g is odd, a similar calculation shows f(/3)e ~+1.  
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Case 3. Let/3 ={g, g+41, g+81}~ '+o. Again, by considering the two cases, g 
odd and g even, separately it is easy to check that [ ( /3 )~ '+1.  [] 
For each value of n, the above construction yields 2 "-~ cyclic designs with 
v = 4". Theorem 2.4 states that these designs can be put into 2 "-2 pairs of 
isomorphic designs which are not isomorphic by a multiplier. Thus each of these 
designs have two different cydic structures. This appears to be the first example of 
this phenomena [7]. 
The Bays-Lambossy theorem states that if v is a prime, any two isomorphic 
cyclic t-(v, k, ~t) designs are isomorphic by a multiplier for any values of t, k, and 
7,. In [5], geometric onditions are given which when satisfied imply two isomor- 
phic cyclic 2-(pq, 3, 2) designs with p ~ q, primes, are isomorphic by a multiplier. 
The determination of conditions under which the Bays-Lambossy theorem does 
generalize is an interesting unsolved problem. 
3. The 1-rotational designs 
In this section we construct a family of 1-rotational 2 - (2 .4" -1+1,3 ,2)  
designs similar to the designs of Section 2. Each of these designs have two 
different 1-rotational structures. 
Again we define the difference families inductively. We continue using the 
notation ~(n), I+x, and m, which was defined in Section 2. For each n~ > 1 and 
I~ d(n) we define a 1-rotational difference family ~;  with cyclic group 7/2.4,-,. Let 
~,~ = tk. Note that ~t,~ is a 1-rotational difference family with cyclic group 7 2. We 
let 
~ = {(s, s + 4 "-z, -2s  - 4 "-1) I s E Z2.4--~, s= 1(4)} 
and 
9 ;  = {(s, s, -2s )  l s ~ 7/2.4.-~, s - 1(4)}. 
We define 
~i~/-+o=m4,.~-lu Q~ and ~;+1 =/n4~;-1U-~.;. 
It is not difficult to verify that for each n>~ 1 and each I~5(n) ,  ~ is a 
1-rotational difference family. Furthermore, following Section 2, it is easily 
verified that if I=(xl,  x2 , . . . , x , _ l )~(n)  then [~]  consists of one sphere, 
~'~n- -2  _. A i  i=o x~,, Klein bottles and Y.;'-o 2(1-x~)4 i tori. 
Propositions 2.9 of [3], a generalization of Lemma 1.1, states that if ~ and ~ '  
are 1-rotational difference families with ~ and ~ '  isomorphic by a multiplier, 
then [~]  and [~']  are cellularly homeomorphic. As in Section 2, the formulas 
above giving the space [~7] imply that if ~ ;  and ~;  as isomorphic by a multiplier 
then I=  J. Furthermore, it is not difficult to verify that the bijection f: 72.4--1U 
{oo} --~ Z2.4--1U {oo} given by [(2E) = 2k(4 "-1 + 1), f (2k  + 1) = 2E(4 "-z + 1) + 1, and 
f(oo)=oo is a design isomorphism between ~;+o and ~7+~ for any I~=¢(n-1).  
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Thus the family {~} gives examples of isomorphic 1-rotational designs which are 
not isomorphic by a multiplier. Equivalently each -n ~x for n > 1 and I~#(n) can 
be thought of as a design with two different 1-rotational systems. 
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