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Abstract
We present a covariant phase space construction of hamiltonian generators of asymptotic
symmetries with “Dirichlet” boundary conditions in de Sitter spacetime, extending a previous
study of Ja¨ger. We show that the de Sitter charges so defined are identical to those of Ashtekar,
Bonga, and Kesavan (ABK). We then present a comparison of ABK charges with other notions
of de Sitter charges. We compare ABK charges with counterterm charges, showing that they
differ only by a constant offset, which is determined in terms of the boundary metric alone.
We also compare ABK charges with charges defined by Kelly and Marolf at spatial infinity of
de sitter spacetime. When the formalisms can be compared, we show that the two definitions
agree. Finally, we express Kerr-de Sitter metrics in four and five dimensions in an appropriate
Fefferman-Graham form.
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1 Introduction and summary of results
The success of the inflationary paradigm in the early universe cosmology and the discovery of the
accelerated expansion of the universe in the current epoch provide ample motivation to understand
de Sitter and asymptotically de Sitter spacetimes. In contrast, from a theoretical point of view,
de Sitter spacetime poses numerous challenges. The existence of de Sitter solutions in string
theory and finiteness of the entropy of de Sitter horizon are some of the most debated topics
in modern theoretical physics. Even classical issues in gravitational physics, such as the notion of
gravitational waves in de Sitter, phase space of asymptotically de Sitter spacetimes, and appropriate
notions of conserved charges in asymptotically de Sitter spacetime, are less well explored than for
asymptotically flat or asymptotically anti-de Sitter settings.
Our work explores notions of asymptotically de Sitter spacetimes and associated conserved
charges. Over the last two decades there have been many discussions of asymptotically de Sitter
spacetimes and de Sitter charges, see, e.g., [1, 2, 3, 4, 5, 6, 7, 8, 9] and reviews [10, 11, 12] for
further references. A well studied notion of asymptotically de Sitter spacetimes in non-linear general
relativity is “Dirichlet” or “reflective” boundary conditions at future infinity I+.
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At the outset, let us point out that Dirichlet boundary conditions are not fully satisfactory for
various reasons. Firstly, these boundary conditions rule out fluxes of de Sitter charges across I+.
Thus, with these boundary conditions, gravitational waves do not carry away de Sitter charges,
say, mass and momentum, across I+. Secondly, by definition since the boundary metric is held
fixed, symplectic structure computed on a complete Cauchy slice necessarily vanishes.1 This clearly
suggests that these boundary conditions are too restrictive. Alternative boundary conditions have
been proposed [6, 7, 11], though they remain less explored. This needs to be contrasted with the
recent developments in linearised gravity in de Sitter, where now there is a good control over many
calculations [13, 14, 15, 16, 17, 18].
In this work, we expand on the previous studies with Dirichlet boundary conditions in de Sitter,
with the hope that it will pave a path for addressing more difficult questions. More precisely, we
work with boundary conditions of Ashtekar, Bonga, and Kesavan (ABK) [8]. ABK have also
presented a construction of de Sitter charges via an analysis of asymptotic equations of motion
in the conformal infinity framework. From their analysis it is not clear in what sense the charges
they have defined are generators of asymptotic symmetries. One aim of our work is to present a
covariant phase construction of ABK charges. Another aim is to compare ABK charges with other
approaches, specifically counterterm charges [2, 3] and Kelly-Marolf charges [7].
One can give certain indirect arguments for relating these various notions of charges [7]. How-
ever, these indirect arguments are hardly illuminating; an explicit comparison between various
approaches remain fairly cumbersome as these various approaches are based on very different
techniques: ABK use conformal infinity framework whereas counterterm method uses Fefferman-
Graham expansion, and Kelly-Marolf use radial expansion in ADM form near spatial infinity. A
priori it is not at all obvious how different quantities appearing in the corresponding expressions of
charges can be compared with each other. In this work we demystify these connections; we present
a direct comparison between ABK charges and counterterm charges, and between ABK charges
and Kelly-Marolf charges.
The rest of the paper is organised as follows. In section 2, after defining our notion of asymp-
totically de Sitter spacetimes, we first provide a covariant phase space construction of conserved
charges in de Sitter spacetimes using the general formalism of Wald and Zoupas [19]. We show
that conserved charges so defined are manifestly equivalent to ABK charges. This part of our
work is inspired by the corresponding AdS analysis of Hollands, Ishibashi, and Marolf [20], whose
technology we closely follow. After we worked on this idea, we came to know about the master’s
thesis of S. Ja¨ger [5]. He also carried out covariant phase space construction similar to ours ten
1We show this in detail in section 2.
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years ago. Our motivation and aim was to interpret ABK charges as hamiltonian generators of
asymptotic symmetries; at the time of Ja¨ger’s analysis, the work of ABK did not exist. Our section
2.2, section 2.3 and appendix A overlap with Ja¨ger’s thesis. In section 2.4 we present a direct
comparison between ABK charges and counterterm charges [2, 3, 21]. As expected from the cor-
responding AdS analysis [20], these two approaches are not equivalent. However, as is well known
in the AdS context, the difference is only a constant offset, expressible in terms of non-dynamical
boundary data. Analogous results are obtained for de Sitter spacetimes. As a result of a detailed
computation we also show that the trace of the counterterm stress tensor precisely matches with
the trace-anomaly computed in [22].
In section 3 we compare ABK charges to Kelly-Marolf charges. The Kelly-Marolf definition
is conceptually very different from ABK definition. We very briefly review salient features of
Kelly-Marolf construction, and argue that at least for a class of spacetimes Kelly-Marolf boundary
conditions are compatible with ABK boundary conditions. For this class of spacetimes, we show
that the two expressions of the charges are equivalent. It is not clear to us for what classes of
asymptotically de Sitter spacetimes Kelly-Marolf and ABK boundary conditions are compatible.
We have not attempted to address this question in this work.
Finally, in section 4 we express four and five dimensional Kerr-de Sitter metrics in a form
that manifests the fact that they belong to our phase space. A number of appendices complete the
technical aspects of our analysis. For the Riemann tensor (both bulk and boundary) our conventions
are same as Wald’s textbook [23], [∇a,∇b]kc = Rabcdkd, Rac = Rabcb and R = Rabgab.
2 de Sitter charges at scri
In section 2.1 we start with our definition of asymptotically de Sitter spacetimes. In section 2.2
we present a summary of the analysis of appendix A of the asymptotic equations of motion near
I+. In section 2.3 after a brief review of the general formalism of Wald and Zoupas [19], we
present a construction of conserved charges with our notion of asymptotically de Sitter spacetimes.
Comparison to counterterm charges is presented in section 2.4.
2.1 Asymptotically de Sitter spacetimes
Following [8] we define (future) asymptotically de Sitter spacetimes as follows. A spacetime
{M, gab} satisfying Einstein equations with positive cosmological constant Λ > 0,
Rab − 1
2
Rgab + Λgab = 0, (2.1)
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is asymptotically de Sitter if there exist a manifold M˜ with boundary I+ with metric g˜ab and a
diffeomorphism from the interior of M˜ to M such that:
1. There is a smooth function Ω on M˜ with the properties: (i) Ω = 0 on I+, (ii) ∇aΩ is
nowhere vanishing on I+, (iii) the unphysical metric g˜ab is related to the physical metric via
g˜ab = Ω
2gab.
2. The induced metric on I+ is locally isometric to the round metric on (d−1) unit sphere Sd−1.
The boundary I+ is space-like. For globally asymptotically de Sitter spacetimes the boundary
I+ has the topology of Sd−1 sphere. For cosmological applications we work with asymptotically
de Sitter spacetimes in the Poincare´ patch, where the boundary I+ has the topology of Rd−1 '
Sd−1/{p}. For discussions pertaining to black holes, we take boundary I+ to have the topology of
R × Sd−2 ' Sd−1/{p1, p2}.
The above definition only fixes the conformal factor Ω at I+. It is possible to choose the
conformal factor in such a way that the unphysical metric in a neighbourhood of I+ takes the
form [20] ,
g˜ab = −∇˜aΩ∇˜bΩ + h˜ab(Ω). (2.2)
For the most part we will work with form (2.2) of the metric.
To familiarise the reader with our notation, let us write pure de Sitter metric in a form we
would like to work with. de Sitter metric in a familiar set of global coordinates takes the form,
ds2 = −dτ2 + (cosh τ)2dσ2d−1, (2.3)
where dσ2d−1 is the round metric on (d − 1) unit sphere. For simplicity we have set the de Sitter
length ` = 1; de Sitter length is defined via ` =
√
(d−1)(d−2)
2Λ . This metric is in Gaussian normal
form. We want the unphysical metric to be in Gaussian normal form (2.2), so we define,
τ = − ln
(
1
2
Ω
)
. (2.4)
For the physical metric we get,
ds2 =
1
Ω2
[
−dΩ2 +
(
1 +
1
2
Ω2 +
1
16
Ω4
)
dσ2d−1
]
. (2.5)
and for the unphysical metric we get,
(˜ds)
2
= Ω2ds2 = −dΩ2 +
(
1 +
1
2
Ω2 +
1
16
Ω4
)
dσ2d−1. (2.6)
The unphysical metric is of the form (2.2) with,
h˜ab(Ω) =
(
1 +
1
2
Ω2 +
1
16
Ω4
)
(h˜ab)0, (2.7)
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where (h˜ab)0 is the round metric on the unit (d− 1)-sphere.
ABK also analysed asymptotic symmetries for the above definition of asymptotically de Sitter
spacetimes. They have shown that the asymptotic symmetries are just the conformal isometries
of the boundary metric. For Sd−1 topology, this group is simply the de Sitter group SO(1, d).
Translational isometries of de Sitter space are represented as conformal Killing vectors of the
sphere and rotational isometries of de Sitter are represented as Killing vectors of the sphere. For
Rd−1 and R× Sd−2 boundary topologies, ABK present a detailed discussion to which we refer the
reader.
2.2 Asymptotic expansion
A detailed analysis of Einstein equations is required near I+ to further characterise asymptotically
de Sitter metrics. Such an analysis is presented in appendix A and was first carried out in [5]. The
salient features are as follows. The ADM decomposition of Einstein equations for the unphysical
metric with respect to Ω = const slices in gauge (2.2) gives two constraint equations,
R˜+ K˜2 − K˜abK˜ab = 2(d− 2)Ω−1K˜ (2.8)
D˜cK˜
c
a − D˜aK˜ = 0, (2.9)
and two evolution equations,
£nh˜ab = −2K˜ab, (2.10)
£nK˜
b
a = R˜ ba + K˜K˜ ba − Ω−1K˜h˜ ba − (d− 2)Ω−1K˜ ba , (2.11)
where R˜ab and R˜ respectively denote the Ricci tensor and Ricci scalar of metric h˜ab(Ω), K˜ab is the
unphysical extrinsic curvature of Ω = const surfaces. In our conventions2,
K˜ab = −∇˜an˜b (2.12)
where
n˜b = ∇˜bΩ, (2.13)
is the unit normalised future directed normal to Ω = const surface with respect to the unphysical
metric. D˜a is the metric compatible derivative with respect to h˜ab(Ω) and ∇˜a is the metric compat-
ible derivative with respect to the unphysical metric g˜ab. It is convenient to write equation (2.11)
in terms of its trace and trace-free parts separately. Defining,
p˜a
b = K˜a
b − h˜a
b
(d− 1)K˜, (2.14)
2This convention appears to be standard in de Sitter literature, which differs from Wald’s textbook [45] convention
by an overall minus sign.
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and using
£n ≡ d
dΩ
, (2.15)
we have
d
dΩ
p˜ ba = −
[
R˜ ba −
h˜a
b
(d− 1)R˜
]
− K˜p˜ab + (d− 2)Ω−1p˜ab, (2.16)
d
dΩ
K˜ = − R˜− K˜2 + (2d− 3)Ω−1K˜, (2.17)
d
dΩ
h˜ab = 2h˜bcK˜
c
a. (2.18)
Asymptotic expansion of these equations is obtained upon substituting a Taylor expansion for
the metric in powers of Ω ,
h˜ab =
∞∑
j=0
(h˜ab)jΩ
j . (2.19)
This expansion is accompanied with similar expansions for other quantities,
p˜ ba =
∞∑
j=0
(p˜ ba )jΩ
j , K˜ =
∞∑
j=0
(K˜)jΩ
j , (2.20)
R˜ab =
∞∑
j=0
(R˜ab)jΩ
j , R˜ =
∞∑
j=0
(R˜)jΩ
j . (2.21)
Inserting these expansions in equations (2.16)-(2.18) we get
(−d+ 2 + j)(p˜ab)j = −
[
(R˜ab)j−1 − h˜a
b
d− 1(R˜)j−1
]
−
j−1∑
m=0
(K˜)m(p˜a
b)j−1−m, (2.22)
(−2d+ 3 + j)(K˜)j = −(R˜)j−1 −
j−1∑
m=0
(K˜)m(K˜)j−1−m, (2.23)
j(h˜ab)j = 2
j−1∑
m=0
[
(h˜bc)m(p˜a
c)j−1−m +
1
d− 1(h˜ab)m(K˜)j−1−m
]
. (2.24)
These equations are an appropriate Fefferman-Graham expansion of Einstein equations for the
unphysical metric. Given (p˜a
b)0, (K˜)0 and (h˜ab)0 these equations uniquely determine (K˜ab)j and
(h˜ab)l for j < (d − 2) and l < (d − 1). At j = (d − 2) coefficient of (p˜ab)d−2 on the left hand side
in equation (2.22) becomes zero, so (p˜a
b)d−2 cannot be determined using these equations. Since
(p˜a
b)d−2 feeds into the right hand side of equation (2.24), (h˜ab)d−1 cannot be determined. The
initial data for these equations, namely, (p˜a
b)0, (K˜)0 and (h˜ab)0, are to be found in our definition
of asymptotically de Sitter spacetimes. Multiplying equation (2.11) with Ω and evaluating it at
Ω = 0 it follows that (p˜a
b)0 = 0, (K˜)0 = 0. In our definition of asymptotically de Sitter spacetimes,
(h˜ab)0 is taken to be locally isometric to the round metric on Sd−1.
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The recursions (2.22)-(2.24) can continue to higher orders provided (p˜a
b)d−2 is known. There-
fore, this tensor contains all the information about the spacetime that is not contained in the
definition of asymptotically de Sitter spacetimes. As detailed in appendix A, it turns out that
(p˜a
b)d−2 and hence (h˜ab)d−1 are directly related to the electric part of the Weyl tensor. We define
the unphysical electric part of the Weyl tensor as,
E˜ac =
1
d− 3Ω
3−d
(
C˜abcdn˜
bn˜d
)
. (2.25)
Using ADM decomposition it follows that,
C˜abcdn˜
bn˜d = £nK˜ac + K˜
b
a K˜bc + Ω
−1K˜ac. (2.26)
A similar Taylor expansion as above gives,
(E˜ac)0 =
1
d− 3
(
C˜abcdn˜
bn˜d
)
d−3
= −
(
K˜ac
)
d−2
+
d−3∑
m=0
1
d− 3
(
K˜ ba
)
m
(
K˜bc
)
d−3−m
. (2.27)
From this equation it follows that (for details see appendix A) in four dimensions, asymptoti-
cally de Sitter metrics take the form,
g˜ab =

−∇˜aΩ∇˜bΩ +
(
1 + 12Ω
2
)
(h˜ab)0 − 23Ω3E˜ab +O(Ω4) d = 4,
−∇˜aΩ∇˜bΩ +
(
1 + 12Ω
2 + 116Ω
4
)
(h˜ab)0 − 12Ω4E˜ab +O(Ω5) d = 5,
−∇˜aΩ∇˜bΩ +
(
1 + 12Ω
2 + 116Ω
4
)
(h˜ab)0 − 2d−1Ωd−1E˜ab +O(Ωd) d ≥ 6,
(2.28)
where (h˜ab)0 is the round metric on the unit (d − 1)-sphere. From these expressions it is clear
that in all dimensions, a class of variations that preserve our notion of asymptotically de Sitter
spacetimes take the form
δg˜ab = − 2
d− 1Ω
d−1(δE˜ab) +O(Ωd). (2.29)
We can go from δg˜ab to δgab by simply multiplying with Ω
−2 [20]3:
δgab = − 2
d− 1Ω
d−3(δE˜ab) +O(Ωd−2). (2.30)
2.3 Noether charges and ABK charges
Wald and Zoupas [19] have given a general formalism to construct conserved quantities within the
covariant phase space framework [24, 25, 26], for a recent review and further references see [27].
In this section we apply these ideas to asymptotically de Sitter spacetimes characterised by the
3This is because in the gauge fixed form (2.2) of the unphysical metrics, Ω is to be thought of as a fixed function
on M˜. It is part of the background structure used in specifying the asymptotic conditions.
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asymptotic expansion of the previous subsection. Let L be a diffeomorphism invariant d-form
Lagrangian density. The variation of L can be written as,
δL = E(g)abδg
ab + dθ(g, δg), (2.31)
where θ is the presymplectic potential (d − 1)-form. The Euler-Lagrange equations of motion
of the theory are given by E(g)ab = 0. Now, consider a two parameter family g(λ1, λ2) of field
configurations and let
δ1g :=
∂g
∂λ1
∣∣∣∣∣
λ1=0, λ2=0
, δ2g :=
∂g
∂λ2
∣∣∣∣∣
λ1=0, λ2=0
(2.32)
be variations of g. The variations δ1g and δ2g are to be thought of as tangent vectors to field
configuration space F along the flow generated by parameters λ1 and λ2 respectively. From the
presymplectic potential θ, we can obtain the presymplectic current (d− 1)-form ω as,
ω(g, δ1g, δ2g) = δ1θ(g, δ2g)− δ2θ(g, δ1g). (2.33)
Integrating presymplectic current over a Cauchy hypersurface4 we obtain a presymplectic form,
Ω(g, δ1g, δ2g) =
∫
Σ
ω(g, δ1g, δ2g). (2.34)
In general, the presymplectic form Ω(g, δ1g, δ2g) is degenerate. Details on the construction of a
non-degenerate symplectic structure on the phase space can be found in [25]. For our purposes,
the presymplectic form is sufficient.
We denote by F¯ the subspace of F whose elements are solutions to equations of motion E(g)ab =
0. Now, a vector field ξ on space-time manifold M with metric g (a point on F¯) naturally induces
the field variation δξg = £ξg on F¯ . The Hamiltonian function Hξ conjugate to ξ is defined to be
δHξ = Ω(g, δg,£ξg) =
∫
Σ
ω(g, δg,£ξg). (2.35)
As emphasized in [19], equation (2.35) does not ensure the existence of a Hamiltonian function Hξ
conjugate to ξa. To analyse this, let us define the Noether current (d− 1)-form Jξ associated with
ξa,
Jξ = θ(g,£ξg)− ξ · L, (2.36)
where ξ ·X denotes contraction ξa into the first index of the form X. A simple calculation shows
dJξ = −E£ξg, i.e., Jξ is closed on-shell. It can also be shown that Jξ is not only closed but also
exact [28]. Hence we define Noether charge (d− 2)-form Qξ, such that
Jξ = dQξ. (2.37)
4The integrals are defined with appropriate boundary conditions for fields to ensure that the integral is finite.
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Taking an on-shell variation of the Noether current Jξ and using equations of motion it can be
shown that,
δHξ =
∫
∂Σ
[δQξ − ξ · θ] . (2.38)
This equation gives rise to a necessary condition for the existence of the Hamiltonian function Hξ.
Considering commutator of two variations, we have
0 = (δ1δ2 − δ2δ1)Hξ (2.39)
= −
∫
∂Σ
ξ · [δ1θ(g, δ2g)− δ2θ(g, δ1g)] (2.40)
= −
∫
∂Σ
ξ · ω(g, δ1g, δ2g). (2.41)
Even though this condition seems to be only a necessary one, it turns out to be also sufficient for
the existence of Hamiltonian [19] with δ1g and δ2g in F¯ .
Now we wish to apply the above formalism to asymptotically de Sitter spacetimes. A d-form
Lagrangian density that yields Einstein’s equation with a positive cosmological constant Λ is,
La1...ad =
1
16piG
(R− 2Λ)a1...ad , (2.42)
where R is the Ricci scalar and  is the volume form associated with metric gab. This Lagrangian
gives rise to the field equations,
E(g)aba1...ad =
1
16piG
(
Rab − 1
2
Rgab + Λgab
)
a1...ad , (2.43)
and the presymplectic potential
θa1...ad−1 =
1
16piG
vcca1...ad−1 , (2.44)
where
vc = gcdgef (∇fδgde −∇dδgef ). (2.45)
From (2.44), the presymplectic current (d− 1)-form can be obtained,
ωa1...ad−1 =
1
16piG
ωcca1...ad−1 . (2.46)
where
ωa = −P abcdef (δ1gbc∇dδ2gef − δ2gbc∇dδ1gef ), (2.47)
with
P abcdef = gaegfbgcd − 1
2
gadgbegfc − 1
2
gabgcdgef − 1
2
gbcgaegfd +
1
2
gbcgadgef . (2.48)
Noether current (2.36) takes the form,
(Jξ)a1...ad−1 =
1
8piG
∇c∇[cξb]ba1...ad−1 , (2.49)
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and the corresponding Noether charge (2.37) can be taken to be,
(Qξ)a1...ad−2 = −
1
16piG
∇bξcbca1...ad−2 . (2.50)
The above expressions are written in terms of physical variables. In order to relate them to
our definition of asymptotically de Sitter spacetimes, we need to convert the relevant expressions
in terms of unphysical variables. For the Noether charge expression (2.50) we proceed as follows.
Under conformal transformation,
∇bξc = gbe∇eξc = Ω2g˜be
(
∇˜eξc − Ω−1(δce∇˜dΩ + δcd∇˜eΩ− g˜edg˜cf ∇˜fΩ)ξd
)
, (2.51)
which gives
(Qξ)a1...ad−2 =
1
8piG
Ω1−d˜a1...ad−2bc(∇˜bΩ)ξc −
1
16piG
Ω2−d˜a1...ad−2bcg˜
be∇˜eξc. (2.52)
From this expression after a bit of calculation it follows that
(δQξ)a1...ad−2 =
1
8piG
˜a1...ad−2bc(∇˜bΩ)δE˜cdξd +O(Ω), (2.53)
for the class of variations (2.30).
The most general variation consistent with our gauge choice and boundary condition is of the
form [20],
δgab = − 2
d− 1Ω
d−3
(
δE˜ab + £ηE˜ab
)
+O(Ωd−2) (2.54)
where η is an arbitrary diffeomorphism with
£η g¯ = O(Ωd−2), (2.55)
and where g¯ is the background de Sitter metric. Since δgab is O(Ωd−3), we conclude that
∇aδgbc = ∇˜aδgbc +O(Ωd−4) ∼ O(Ωd−4). (2.56)
Therefore, from equations (2.47) and (2.48) we have
ωa ∼ P · (δg) · ∇δg ∼ O(Ω6) · O(Ωd−3) · O(Ωd−4) = O(Ω2d−1). (2.57)
This implies that near I+,
ωa1a2ad−1 = aa1a2ad−1ω
a ∼ O(Ω−d) · O(Ω2d−1) ∼ O(Ωd−1), (2.58)
i.e.,
ωa1a2ad−1 = 0 at I+. (2.59)
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The presymplectic current vanishes at I+. A similar argument shows that the presymplectic
potential θ(g, δg) also vanishes at I+, see appendix A. Integrating the presymplectic current over
complete I+ it follows that the presymplectic two-form Ω(g, δ1g, δ2g) vanishes at the boundary I+.
From conservation properties of the presymplectic current, it follows that the presymplectic two-
form Ω(g, δ1g, δ2g) vanishes on all complete Cauchy slices. This clearly shows that the boundary
conditions we work with are too restrictive.
However, all is not lost. There is a still a useful (but formal) notion of the conserved quantities
one can define.5 Instead of working with complete Cauchy slices, we restrict our analysis to spacelike
hypersurfaces Σ in the physical spacetime that extend smoothly to I+ of an unphysical spacetime
such that the intersection of Σ and I+ is a smooth (d − 2) surface C ⊂ I+. In the physical
spacetime this is to be thought of as a limiting process, where one draws nested sequence of
compact subsets of Σ approaching C. Then from the fact that the presymplectic current vanishes
on I+, cf. discussion around equation (2.41), it follows that Hξ exists and the integral (2.38) is
convergent and is independent of hypersurface approaching C.
Now that we have argued that Hξ exist, we can investigate its conservation properties. Consider
two hypersurfaces Σ1 and Σ2 together with a portion I+12 of I+, enclosing a spacetime volume Σ12
as in figure 1. The difference
δHξ[Σ1]− δHξ[Σ2] = −
∫
I+12
ω(g, δg,£ξg) = 0, (2.60)
as ω(g, δ1g, δ2g) = 0 on I+ . This shows that δHξ in independent of the choice of the hypersurfaces
as long as hypersurfaces together with a portion of I+ enclose a spacetime volume.
To further simplify and interpret expression (2.53), let us recall that the volume form on the
cut C of the boundary I+ is related to the volume form on the unphysical spacetime as
(d)˜ = u˜ ∧ n˜ ∧ (d−2)˜. (2.61)
Inserting this expression in (2.53) and integrating over the cut C we have∫
C
δQξ =
1
8piG
δ
∫
C
E˜abu˜
bξadS˜. (2.62)
Since the presymplectic potential vanishes at I+, we can write
δHξ =
∫
C
δQξ. (2.63)
5Timelike directions play a preferred role in the covariant phase space discussion. However, we suspect that
formally one can “wick-rotate” and define a non-degenerate symplectic structure in a “radial” direction that leads to
conserved charges of the type discussed in this work.
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Figure 1: Hypersurfaces Σ1 and Σ2 together with the portion I+12 of I+ enclosing the spacetime volume
Σ12.
Taking the reference spacetime to be pure de Sitter, we have the result,
Hξ[C] :=
1
8piG
∫
C
E˜abu˜
bξad˜S. (2.64)
This expression is manifestly equivalent to the corresponding ABK expression [8]. As emphasised in
introduction, strategy that ABK followed is very different from ours. From an analysis of asymptotic
equations of motion they observed that the electric part of the Weyl tensor E˜ab is traceless and
conserved at I+. It then follows that E˜abξa is a conserved current that allows one to define a
conserved charge: Hξ[C1] = Hξ[C2].
2.4 Comparison with countertem charges for d = 5
There are several other definitions of charges for asymptotically de Sitter spacetime. One such
approach is the AdS/CFT inspired [29, 30, 31, 32, 33] counterterm method [2, 3, 21]. In the coun-
terterm method, charges associated to asymptotic symmetry ξa are constructed from a boundary
stress tensor, which is obtained by varying the effective boundary Lagrangian. The counterterm
charges are defined as
Qctξ [C] = lim
CΩ→C
∫
CΩ
τab ξ
a ub dS, (2.65)
where CΩ is a sequence of cross-sections within a partial Cauchy surface Σ taken to C in I+ and
ub is the unit normal to CΩ in Σ. The form of the boundary stress tensor τab depends on the
number of dimensions. Following [34, 20] we restrict our attention to five-dimensions, though some
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expressions we write with explicit d,
τab =
1
8piG
[
(Khab −Kab) + (d− 2)hab + 1
d− 3
(
Rab − 1
2
Rhab
)]
. (2.66)
To avoid any potential confusion, as different papers use different conventions, we recall that our
conventions are
Kab = −hachbd∇cnd, (2.67)
where nd is the unit normalised future directed timelike normal and hab is the induced metric on
a Cauchy surface near I+. For the Riemann tensor (both bulk and boundary) our conventions are
same as Wald’s textbook. de Sitter length ` has been set to unity.
The counterterm charges are both conceptually and in form different from ABK charges. It
is natural to compare them. In the AdS context, the corresponding comparison was initiated by
Ashtekar and Das [34]. This analysis was later completed by Hollands, Ishibashi, and Marolf [20],
who showed that the difference between the two charges is a “constant” offset, i.e., it does not
depend on the particular asymptotic AdS spacetime under consideration. In this section following
the work of Hollands et al, we show that in de Sitter context too, the difference is only a constant
offset, expressible in terms of non-dynamical boundary data. This analysis is an extension of the
technology we developed for our covariant phase space analysis in the previous subsection. This
analysis also shows that the trace of the counterterm stress tensor precisely matches with the
trace-anomaly computed in [22], which is just the negative of the AdS result [35, 29].
ABK charges (2.64) are defined on I+. Quantities E˜ab, u˜b, and d˜S appearing in expression
(2.64) refer to the unphysical metric. To compare expression (2.64) to counterterm expression
(2.65), we start by writing E˜ab, u˜
b and d˜S in terms of physical variables. To this end we need to
use the conformal transformation g˜ab = Ω
2gab. Under this conformal transformation, n˜
c = Ω−1nc,
u˜c = Ω−1uc, d˜S = Ωd−2dS, and from definition of the electric part of the unphysical Weyl tensor
(2.25) we have
(d− 3)E˜ab = Ω3−dC˜acbdn˜cn˜d = Ω3−dΩ2Cacbd(Ω−1nc)(Ω−1nd) = Ω3−dCacbdncnd. (2.68)
Therefore, in terms of physical variable expression (2.64) becomes,
Hξ[C] = lim
CΩ→C
1
8piG(d− 3)
∫
CΩ
(Cacbdn
cnd) ξaubdS. (2.69)
The ADM decomposition with respect to Ω = const surfaces for the physical spacetime gives,
(Cacbdn
cnd) = Rab +KKab −KcaKcb − (d− 2)hab. (2.70)
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To compare (2.64) and (2.65) let us concentrate on the combination,
8piG(d− 3)τab − (Cacbdncnd) = −1
2
hab(KmnK
mn −K2)− (KKab −KcaKcb)
+(d− 3)(Khab −Kab) + (d− 2)(d− 3)
2
hab. (2.71)
As these two formalisms can only be compared at I+, it turns out to be most convenient to
express quantities appearing on the right hand side of (2.71) in terms of the unphysical variables [34].
We decompose the unphysical metric in ADM form,
g˜ab = −η˜aη˜b + h˜ab, (2.72)
where η˜a is unit timelike normal to Ω = const surfaces. For this discussion, we do not assume
that h˜ab at Ω = 0 is round metric on the sphere; at the end of the calculation we can specialise to
that case. Moreover, we do not necessarily work with Ω for which the unphysical metric take the
Gaussian norm form (2.2). Let us define n˜a = ∇˜aΩ, and introduce,
f˜ := Ω−2(1 + η˜an˜a), (2.73)
so that
g˜ab = −(1− Ω2f˜)−2∇˜aΩ∇˜bΩ + h˜ab(Ω). (2.74)
The function f˜ has a smooth limit at I+ [34]. The physical extrinsic curvature6 is related to the
unphysical extrinsic curvature as,
Kab = Ω
−1K˜ab + Ω−2(η˜ · n˜)h˜ab. (2.75)
In terms of unphysical variables (2.71) becomes,
8piG(d− 3)τab − (Cacbdncnd) := Ω2∆˜ab, (2.76)
where for d = 5,
Ω2∆˜ab = −1
2
(
K˜mnK˜
mn − K˜2)h˜ab − K˜K˜ab + K˜caK˜cb + 2(K˜h˜ab − K˜ab)(Ωf˜) + 3h˜ab(Ωf˜)2. (2.77)
A somewhat long calculation presented in appendix B shows that the unphysical extrinsic
curvature K˜ab at I+ also satisfies,
Ω−1K˜ab =
1
(d− 3)
(
R˜ab − 1
2(d− 2)R˜h˜ab
)
− f˜ h˜ab, (2.78)
6Again, to avoid any possible confusion: Kab = −hachbd∇c(Ω−1η˜d).
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where R˜ab and R respectively denote the Ricci tensor and the Ricci scalar of the induced metric
at I+. From equation (2.78) it follows that ∆˜ab has a smooth limit at I+. In five dimensions, the
difference between counterterm charge and the ABK charge can be written as
Qctξ [C]−Hξ[C] =
1
16piG
∫
C
∆˜abu˜
bξad˜S. (2.79)
Substituting (2.78) into equation (2.77), we get
∆˜ab = −1
4
(
2
3
R˜R˜ab − 1
4
R˜2h˜ab − R˜caR˜cb +
1
2
R˜cdR˜cdh˜ab
)
. (2.80)
In the above calculation we have not assumed that h˜ab at I+ is the round metric on the
sphere. Therefore, the considerations of this subsection are slightly more general than of the
previous subsections. As expected [29, 20] the counterterm charges and the ABK charges differ.
The difference, however, is a constant offset, which is determined by the curvature of the boundary
metric alone. It does not depend on the specific asymptotically de Sitter solution. It can be
evaluated on any asymptotically de Sitter solution given the boundary metric h˜ab, in particular on
pure de Sitter. The answer for pure de Sitter can be compared with a calculation of the Casimir
energy of the putative boundary theory as discussed in [21]. We take five-dimensional de Sitter
metric in static coordinates,
ds2 = −(1− r2)dt2 + (1− r2)−1dr2 + r2dσ23. (2.81)
In these coordinates the canonical choice of the boundary metric is the standard metric on R × S3.
We then have
h˜ab = tatb + σab, (2.82)
where σab is the round metric on unit S3, ta = (∂t)a, and
R˜ab = 2σab. (2.83)
A small calculation then shows that,
Qctξ [C]−Hξ[C] = −
1
16piG
∫
C
(
−3
4
tatb +
1
4
σab
)
u˜bξad˜S. (2.84)
For dilatation ξa = (∂t)
a,
Qctt [C]−Ht[C] = −
3pi
32G
, (2.85)
which precisely matches with the answer in [21]. It follows from equation (2.84) that the charges
Qctξ [C] are independent of the cross-section C with the above choice of the boundary metric. This
is because the charges Hξ[C] have this property and the tensor
(−34 tatb + 14σab) is traceless and
covariantly conserved.
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The difference (2.80) can also be compared with the trace anomaly computed in [22]. The trace
of ∆˜ab is simply the trace of τab. We have
τa
a = − 1
64piG
(
R˜abR˜ab − 1
3
R˜2
)
. (2.86)
This answer is just the negative of the AdS result [35, 29]. Thus the intuition that many of the de
Sitter results with Dirichlet boundary conditions can be obtained from an analytic continuation of
the corresponding AdS results continues to hold for this calculation too.
References [36, 37] showed that the analog of the ABK charges in AdS can be manifestly
recovered from the addition of counterterms of an unusual sort. These counterterms involve extrinsic
curvature of the boundary, unlike the ones used above. It is natural to speculate that a version of
such results might also be valid in de Sitter.
3 de Sitter charges at spatial infinity
In an interesting paper, Kelly and Marolf [7] pointed out that although there has been many dis-
cussions of de Sitter charges over the years, most of these discussions do not explicitly construct
a phase space on which charges can be viewed as generators of the associated asymptotic symme-
tries. For the construction such as the one given above, induced metric at future infinity is held
fixed and therefore the symplectic structure necessarily vanishes. In contrast, Kelly and Marolf
imposed no such conditions. They proposed a definition of asymptotically de Sitter spacetimes
(with non-compact Cauchy slices) with appropriate fall-off near spatial infinity i0 without reference
to I+. Hence, their set-up is conceptually very different from the ABK set-up. Nonetheless, ABK
commented that it is likely that in the regime where the two approaches can be compared the two
expressions for the charges agree.7 In this section we make this precise.
3.1 Kelly-Marolf ADM charges
For the convenience of the reader, we begin with a quick review of the Kelly-Marolf construction.
We only focus on spatially flat Cauchy slices. Elements of the Kelly-Marolf phase space are globally
hyperbolic solutions to Einstein equations with positive cosmological constant that asymptote to
Poincare´ patch of de Sitter spacetime at spatial infinity. The metric on the Poincare´ patch takes
the following form in a standard set of coordinates,
ds2 = −dt2 + e2tδabdxadxb, (3.1)
7Perhaps the intuition that such a comparison is possible comes from a related comparison at spatial infinity in
asymptotically flat spacetimes [38, 39].
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where a, b range over d − 1 cartesian coordinates (for simplicity we do not introduce separate
notation for indices labelling Cartesian coordinates). For a general element of the phase space,
introducing the time-function t to define a spacelike foliation and choosing cartesian coordinates
xa on each slice, the metric takes the general ADM form
ds2 = −N2dt2 + hab(dxa +Nadt)(dxb +N bdt), (3.2)
with suitable boundary conditions for the spatial metric, extrinsic curvature, lapse and shift as
r =
√
δabxaxb →∞. Proposed boundary condition for the spatial metric is
∆hab = hab − h¯ab = r−(d−1)h(d−1)ab + o(r−(d−1)), (3.3)
where h¯ab = e
2tδab is the background spatial metric. The canonically conjugate momentum to hab
is
piab = (Khab −Kab), (3.4)
where Kab is the extrinsic curvature of constant t slices. Boundary condition for pi
ab is
∆piab = piab − p¯iab = r−(d−2)pi(d−2)ab + o(r−(d−2)), (3.5)
where for the background,
p¯iab = −(d− 2)h¯ab. (3.6)
Finally, boundary conditions for the lapse and shift functions are,
N = 1 + r−(d−2)N (d−2) + o(r−(d−2)) (3.7)
Na = r−(d−3)Na(d−3) + o(r
−(d−3)). (3.8)
As part of their boundary conditions, Kelly and Marolf also impose some further restrictions with
regard to the even and odd nature of various coefficients on the asymptotic sphere Sd−2. For our
discussion we do not need those details explicitly, so, to keep things simple we do not write them.
A key point being that these boundary conditions only restrict the behaviour in the limit r →∞,
they do not restrict the induced metric at I+ directly at any finite r.
With these boundary conditions, asymptotic symmetries in d > 3 are simply the symmetries
of de Sitter spacetime. For these asymptotic symmetries expression for charges is,
QKMξ [C] = limr→∞
1
8piG
∫
(∂Σ)r
∆′piab ξaubdS. (3.9)
where
∆′piab = piab + (d− 2)hab, (3.10)
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Σ is a slice that approaches i0, ua is the unit normal to (∂Σ)r in Σ.
Our aim is to show that these charges are same as the ABK charges. To compare we need to
consider the overlap of Kelly-Marolf and ABK boundary conditions: a class of spacetimes which
satisfy the above boundary conditions (3.3), (3.5), (3.7), (3.8) and for which the induced metric at
I+ is conformally flat.
It is a priori not clear for what classes of asymptotically de Sitter spacetimes these two boundary
conditions are compatible. A full exploration of this question is beyond the scope of our work. We
note that familiar examples, such as Schwarzschild and Kerr-de Sitter metrics satisfy both these
boundary conditions. Near spatial infinity, Kelly-Marolf boundary conditions require the spacetime
to approach exact de Sitter spacetime and hence in that region the induced metric at I+ is fixed to
be (conformally) flat metric. This reasoning was used to motivate the comparison between charges
(3.9) and counter-term charges in [7].
3.2 Comparison with ABK charges
In equation (2.69) we argued that ABK charges can also be written as,
Hξ[C] = lim
CΩ→C
1
8piG(d− 3)
∫
CΩ
(Cacbdn
cnd) ξaubdS. (3.11)
Consider a slice Σ that approaches i0. In order to facilitate comparison with (3.9) we can also write
expression (3.11) as
Hξ[C] = lim
r→∞
1
8piG(d− 3)
∫
(∂Σ)r
(Cacbdn
cnd) ξaubdS. (3.12)
Motivated by our counterterm analysis, let us begin by looking at the combination,
(d− 3)∆′piab − (Cacbdncnd). (3.13)
Using equations (3.10) and (3.4) for ∆′piab and equation (2.70) for the electric part of the Weyl
tensor, we have
(d− 3)∆′piab − (Cacbdncnd) = (d− 3)(Khab −Kab) + (d− 2)(d− 3)hab −Rab
−(KKab −KcaKcb) + (d− 2)hab. (3.14)
Upon replacing Ricci tensor with Einstein tensor, this expression can also be written as
(d− 3)∆′piab − (Cacbdncnd) = (d− 3)(Khab −Kab)−
(
Gab + 1
2
Rhab
)
−(KKab −KcaKcb) + (d− 2)2hab (3.15)
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In appendix B (k = 0 case) of reference [7] it has been argued that Gab term can be neglected when
we impose the above fall-off conditions.8 Hence, effectively, we have
(d− 3)∆′piab − (Cacbdncnd) ' (d− 3)(Khab −Kab)− 1
2
Rhab
−(KKab −KcaKcb) + (d− 2)2hab, (3.16)
which upon using contracted Gauss-Codazzi equation (to replace the Ricci scalar) becomes,
(d− 3)∆′piab − (Cacbdncnd) ' −1
2
hab(KcdK
cd −K2)− (KKab −KcaKcb)
+(d− 3)(Khab −Kab) + (d− 2)(d− 3)
2
hab. (3.17)
Note that the right hand side of equation (3.17) is exactly the same expression as the right hand
side of (2.71).
Since Kelly-Marolf charges are defined at spatial infinity, we are supposed to compute the above
integrand near spatial infinity, i.e., as an expansion in inverse powers of r. To this end, we write
hab = h¯ab + ∆hab, (3.18)
Kab = K¯ab + ∆Kab = −h¯ab + ∆Kab, (3.19)
K = K¯ + ∆K = −(d− 1) + ∆K, (3.20)
where as per the above boundary conditions in cartesian coordinates
∆hab = O(r−(d−1)), ∆Kab = O(r−(d−2)), ∆K = O(r−(d−2)). (3.21)
Inserting expansions (3.18)-(3.20) in equation (3.17) we observe that at the linear order in ∆hab,
∆Kab, and ∆K all terms cancel out. The non-linear terms fall off much faster to contribute to
surface integrals at spatial infinity. Thus, in the limit r → ∞ the integrands that enters Kelly-
Marolf definition of charges are the same as the integrands that enter ABK definition of charges.
Therefore, the charges are the same at spatial infinity for the class of spacetimes that satisfy both
Kelly-Marolf and ABK boundary conditions.
In reference [40] another set of asymptotic conditions for de Sitter spacetime near future infinity
were explored. They also use the ADM canonical formalism, like Kelly and Marolf, but in a different
foliation of spacetime that allows to cover all of I+. We suspect that their boundary conditions
8More precisely what has been shown in reference [7] is that after expanding hab = h¯ab + ∆hab contribution of
the Gab term is independent of ∆hab and ∆piab, i.e., Gab term can at most yield an irrelevant shift of the charges that
only depends on the background h¯ab. For our discussion h¯ab = e
2tδab, for which G¯ab = 0 and hence the irrelevant
shift of the charges also vanishes. Although the discussion in [7] is restricted to d = 4, 5, these comments are true in
general dimension d ≥ 4.
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and charges are also equivalent to those of ABK, but a detailed comparison is not attempted in
this work.
We have also not attempted a direct comparison between ABK charges and Abbott-Deser
charges [1, 41].
4 Examples: Schwarzschild metric d = 4, 5
In this section we analyse Schwarzschild metric in detail. The aim is to express the (un)physical
Schwarzschild metric in a form that manifests the fact it belongs to our covariant phase space,
cf. (2.28). From this form we want to extract the electric part of the Weyl tensor. For simplic-
ity we focus on four- and five-dimensions in this section; generalisation to higher dimensions is
straightforward. Generalisation to rotating solutions is explored in appendix C. We do not discuss
computation of explicit charges for these solutions, as such calculations have already been discussed
in the literature in a variety of contexts [42, 43, 44].
Let us recall that the Schwarzschild-de sitter metric in coordinates that cover the region near
the future infinity is,
ds2 = −fdt2 + f−1dr2 + r2dσ2d−2, (4.1)
where r is the timelike coordinate in the range 1 < r <∞ and
f = 1− r2 − 2m
rd−3
. (4.2)
These coordinates are often called static coordinates, with future timelike infinity at r → ∞. We
have set de Sitter length ` = 1. There are several conformal completions one can work with. We
are interested in expressing the unphysical Schwarzschild-de Sitter metric in the Fefferman-Graham
gauge (2.28). To begin with we define
t = ln tan(χ/2), r =
1
Ω
sinχ, (4.3)
and express the metric in terms of χ and Ω.
In these new coordinates the physical metric takes the following form near the boundary Ω = 0,
ds2 = −dΩ
2
Ω2
[
1 + csc2 χ Ω2 − 2m csc3 χ Ω3 +O(Ω4)]
+
2dχdΩ
Ω2
[
cotχ Ω + cotχ csc2 χ Ω3 +O(Ω4)]
+
dχ2
Ω2
[
1− (cot2 χ+ csc2 χ) Ω2 + 2m csc3 χ Ω3 +O(Ω4)]
+
dσ2
Ω2
sin2 χ, (4.4)
21
where dσ2 is the unit round metric on S2. The unphysical metric Ω2ds2 is not in the Fefferman-
Graham gauge; though it is in the requisite form to zeroth order. In order to show that the
Schwarzschild-de Sitter solutions belongs to our phase space, we need to change this metric by
changing Ω and χ coordinates such that we get rid of the cross term and make the coefficient of
dΩ2 term to be −Ω−2 to requisite order. To this end, we introduce new coordinates Ω¯ and χ¯, and
correct them from Ω and χ via four functions h1(χ¯), h2(χ¯), k1(χ¯), k2(χ¯) in power series in Ω¯:
Ω = Ω¯ + h1(χ¯)Ω¯
3 + h2(χ¯)Ω¯
4 + . . . (4.5)
χ = χ¯+ k1(χ¯)Ω¯
2 + k2(χ¯)Ω¯
4 + . . . . (4.6)
The following choice uniquely gives the unphysical metric in the desired form
k1(χ¯) = −1
2
cot χ¯, h1(χ¯) = −1
4
(csc2 χ¯+ cot2 χ¯), (4.7)
k2(χ¯) = −1
8
cot χ¯ csc2 χ¯, h2(χ¯) =
1
3
m csc3 χ¯. (4.8)
These functions serve the following purposes: k1 ensures that g˜Ω¯χ¯ vanishes at order Ω¯; h1 ensures
that g˜Ω¯Ω¯ is −1 at order Ω¯2; having fixed k1 and h1, k2 ensures that g˜Ω¯χ¯ vanishes at orders Ω¯3; and
finally, h2 ensures that g˜Ω¯Ω¯ is −1 at order Ω¯3.
After these changes, the unphysical metric becomes
ds˜2 = Ω¯2ds2 = −dΩ¯2 + (dχ¯2 + sin2 χ¯ dσ2)
(
1 +
1
2
Ω¯2
)
+
4
3
m csc3 χ¯ Ω¯3 dχ¯2 − 2
3
m csc χ¯ Ω¯3 dσ2 +O(Ω¯4). (4.9)
From this form of the metric we can simply read off the electric part of the Weyl tensor, cf (2.28).
We find
E˜χ¯χ¯ = −2m csc3 χ¯, E˜θiθi = m csc χ¯ gθiθi , (4.10)
where gθiθi are components of the round metric on S2. We can compare this tensor with the
expressions given in [8] by ABK. ABK work with the boundary metric to be natural metric on
R× S2,
ds2R×S2 = dt
2 + (dθ2 + sin2 θdφ2). (4.11)
The change of coordinates that takes from the natural metric on R× S2 to the unit round metric
on S3 is t = ln tan(χ¯/2), together with the conformal factor ω = sin χ¯:
ds2S3 = sin
2 χ¯
[
dχ¯2
sin2 χ¯
+ (dθ2 + sin2 θdφ2)
]
. (4.12)
Moreover, ABK write
E˜ABKtt = −2m, E˜ABKθiθi = mgθiθi , (4.13)
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These expressions are perfectly consistent with tensor transformation of a conserved traceless tensor
under conformal and coordinate transformation (see e.g., Wald’s textbook [45] discussion around
equation (D.20))
E˜ab = ω
−(d−1)+2E˜ABKab
∣∣∣∣
d=4
= cscχ E˜ABKab . (4.14)
To summarise: with this computation we have completed a full circle. We have shown that
the Schwarzschild-de Sitter solution belongs to our phase space. We extracted the electric part
of the Weyl tensor by expressing Schwarzschild-de Sitter solution in Fefferman-Graham gauge.
Since electric part of the Weyl tensor is traceless and conserved on the boundary manifold, we
can relate our extracted electric part of the Weyl tensor to the expressions given by ABK via
boundary conformal and coordinate transformation. The expressions given by ABK are obtained
in a logically different way: they obtained it via directly computing the relevant components of the
four-dimensional unphysical Weyl tensor. The fact that we are able to relate these expressions in
a expected way provides a non-trivial consistency check on all our computations.
In appendix C four-dimensional Kerr-de Sitter metric is expressed in Fefferman-Graham gauge
and a similar computation relating different ways of obtaining electric part of the Weyl tensor is
performed.
Let us now indicate how the above computation works for d = 5. The over-all logic remains
almost exactly the same. The physical metric takes the form near the boundary Ω = 0,
ds2 = −dΩ
2
Ω2
[
1 + csc2 χ Ω2 − (2m− 1) csc4 χ Ω4 +O(Ω6)]
+
2dχdΩ
Ω2
[
cotχ Ω + cotχ csc2 χ Ω3 − ((2m− 1) cotχ csc4 χ)Ω5 +O(Ω7)]
+
dχ2
Ω2
[
1− (cot2 χ+ csc2 χ) Ω2 + (− cot2 χ csc2 χ+ 2m csc4 χ) Ω4 +O(Ω6)]
+
dσ2
Ω2
sin2 χ, (4.15)
where dσ2 is now the round metric on unit S3. This metric is not in the Fefferman-Graham gauge.
In order to show that the 5d Schwarzschild-de Sitter solution belongs to our phase space, we need
to change this metric by changing Ω and χ as above:
Ω = Ω¯ + h1(χ¯)Ω¯
3 + h2(χ¯)Ω¯
5 + . . . (4.16)
χ = χ¯+ k1(χ¯)Ω¯
2 + k2(χ¯)Ω¯
4 + . . . . (4.17)
The following choice uniquely gives the metric in the desired form
k1(χ¯) = −1
2
cot χ¯, h1(χ¯) = −1
4
(csc2 χ¯+ cot2 χ¯), (4.18)
k2(χ¯) = −1
8
cot χ¯ csc2 χ¯, h2(χ¯) =
1
8
(
1
2
+ csc2 χ¯+ (2m− 1) csc4 χ¯
)
, (4.19)
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These functions serve the following purposes: k1 ensures that g˜Ω¯χ¯ vanishes at order Ω¯; h1 ensures
that g˜Ω¯Ω¯ is −1 at order Ω¯2; having fixed k1 and h1, k2 ensures that g˜Ω¯χ¯ vanishes at orders Ω¯3; and
finally, h2 ensures that g˜Ω¯Ω¯ is −1 at order Ω¯4.
The resulting unphysical metric is
ds˜2 = −dΩ¯2 + (dχ¯2 + sin2 χ¯ dσ2)
(
1 +
1
2
Ω¯2 +
1
16
Ω¯4
)
− 1
2
Ω¯4
(−3m csc4 χ¯ dχ¯2 +m csc2 χ¯dσ2)+O(Ω¯5). (4.20)
From this form of the metric we can simply read off the electric part of the Weyl tensor. We find
E˜χ¯χ¯ = −3m csc4 χ¯, E˜θiθi = m csc2 χ¯ gθiθi , (4.21)
where gθiθi are components of metric on the round S3. The analog of ABK expressions for five-
dimensional Schwarzschild-de Sitter solution are
E˜ABKtt = −3m, E˜ABKθiθi = mgθiθi , (4.22)
Once again, one can easily check that these expressions are perfectly consistent with each
other. The change of coordinates that takes from natural metric on R× S3 to unit metric on S4 is
t = ln tan(χ¯/2), together with the conformal factor ω = sin χ¯. Under this transformation,
E˜ab = ω
−(d−1)+2E˜ABKab
∣∣∣∣
d=5
= csc2 χ E˜ABKab . (4.23)
In appendix C five-dimensional Myers-Perry-de Sitter metric is expressed in Fefferman-Graham
gauge and a similar consistency check is performed.
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A Details on asymptotic expansion
ADM decompostion
In this appendix we present a discussion of asymptotic expansion, in particular a derivation of the
evolution equations (2.22)-(2.24) following [20]. This analysis was first carried out in [5]. Einstein
equation with a positive cosmological constant is,
Rab − 1
2
Rgab + Λgab = 0, (A.1)
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with
Λ =
(d− 1)(d− 2)
2`2
. (A.2)
For the most part, we will be working with the unphysical metric is
g˜ab = Ω
2gab. (A.3)
The Ricci tensor R˜ab of the unphysical metric obtained by conformal transformation and upon
using the equations of motion for the physical metric takes the form,
R˜ac = −(d− 2)Ω−1∇˜a∇˜cΩ− Ω−1g˜ac˜Ω + (d− 1)Ω−2g˜ac
(
∇˜dΩ∇˜dΩ + 1/`2
)
. (A.4)
Taking the trace of (A.4) we get the Ricci scalar of the unphysical metric,
R˜ = −2(d− 1)Ω−1˜Ω + d(d− 1)Ω−2
(
∇˜cΩ∇˜cΩ + 1/`2
)
. (A.5)
Defining,
S˜ab :=
2
d− 2R˜ab −
1
(d− 1)(d− 2)R˜g˜ab, (A.6)
Einstein equations can be rewritten as,
S˜ab + 2Ω
−1∇˜a∇˜bΩ− Ω−2g˜ab
(
∇˜cΩ∇˜cΩ + 1/`2
)
= 0. (A.7)
Multiplying the above equation by Ω2 and evaluating it at I+, we get
∇˜cΩ∇˜cΩ = −1/`2 at I+. (A.8)
For simplicity, we henceforth work with ` = 1. Although equation (A.8) holds only at I+, it can
be made to hold in a neighbourhood of I+ [20], i.e., Gaussian normal coordinates near I+ can be
chosen so that the unphysical metric takes the form
(˜ds)
2
:= g˜abdx
adxb = −dΩ2 + h˜ab(Ω)dxadxb. (A.9)
Einstein equation then reads,
S˜ab + 2Ω
−1∇˜an˜b = 0, (A.10)
where n˜a = ∇˜aΩ is the timelike unit normal to Ω = constant hypersurfaces.
Now we perform the ADM decomposition and rewrite (A.10) into evolution and constraint
equations. To write the constraint equations in terms of the unphysical metric, we need the un-
physical Einstein tensor G˜ab which is given by,
G˜ab = (d− 2)Ω−1(K˜ab − g˜abK˜), (A.11)
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where K˜ab = −∇˜an˜b = −∇˜a∇˜bΩ. Using the Gauss-Codazzi equations together with (A.11), we get
our two constraint equations,
R˜+ K˜2 − K˜abK˜ab = 2(d− 2)Ω−1K˜ (A.12)
D˜cK˜
c
a − D˜aK˜ = 0, (A.13)
and two evolution equations,
£nh˜ab = −2K˜ab, (A.14)
£nK˜
b
a = R˜ ba + K˜K˜ ba − Ω−1K˜h˜ ba − (d− 2)Ω−1K˜ ba , (A.15)
where R˜ab and R˜ respectively denote the Ricci tensor and the Ricci scalar of the metric h˜ab(Ω)
and D˜c is the unique torsionless derivative compatible with h˜ab(Ω).
It is convenient to write (A.15) in terms of its trace and trace-free parts separately. Defining,
p˜a
b = K˜a
b − h˜a
b
(d− 1)K˜, (A.16)
and using
£n ≡ − d
dΩ
, (A.17)
we have
d
dΩ
p˜ ba = −
[
R˜ ba −
h˜a
b
(d− 1)R˜
]
− K˜p˜ab + (d− 2)Ω−1P˜ab, (A.18)
d
dΩ
K˜ = − R˜− K˜2 + (2d− 3)Ω−1K˜, (A.19)
d
dΩ
h˜ab = 2h˜bcK˜
c
a. (A.20)
Asymptotic expansion of these equations is obtained upon substituting a Taylor expansion for the
metric in powers of Ω. Inserting (2.19)-(2.21) in equations (A.18) to (A.20) we get (2.22)-(2.24).
Asymptotic form
As discussed in section 2.2 recursions (2.22)-(2.24) continue to all orders if (p˜a
b)d−2 is known.
Now we show that this information is contained in the electric part of the Weyl tensor. Using
Gauss-Codazzi equations, it can be shown that
C˜abcdn˜
bn˜d = £nK˜ac + K˜
b
a K˜bc + Ω
−1K˜ac. (A.21)
Taylor expanding the Weyl tensor in powers of Ω, we get
(
C˜abcdn˜
bn˜d
)
(j−1)
= −(j − 1)
(
K˜ac
)
j
+
j−1∑
m=0
(
K˜ ba
)
m
(
K˜bc
)
j−1−m
(A.22)
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For j = d− 2, this equation becomes,
1
d− 3
(
C˜abcdn˜
bn˜d
)
(d−3)
= −
(
K˜ac
)
d−2
+
d−3∑
m=0
1
d− 3
(
K˜ ba
)
m
(
K˜bc
)
d−3−m
. (A.23)
We define the electric part of the Weyl tensor as,
E˜ac =
1
d− 3Ω
3−d
(
C˜abcdn˜
bn˜d
)
, (A.24)
from which it follows that,
(E˜ac)0 =
1
d− 3
(
C˜abcdn˜
bn˜d
)
d−3
= −
(
K˜ac
)
d−2
+
d−3∑
m=0
1
d− 3
(
K˜ ba
)
m
(
K˜bc
)
d−3−m
. (A.25)
Let us analyse these equations in different dimensions.
Four dimensions
Let us start with an analysis in d = 4. From (A.25) we have
(E˜ab)0 = (C˜abcdn˜
cn˜d)1 = −(K˜ab)2, (A.26)
which from the recursions (2.22)-(2.24) implies
(h˜ab)3 =
2
3
(Kab)2 = −2
3
(E˜ab)0, (A.27)
and hence (2.28).
Five dimensions
Let us now write equation (2.22) for d = 5. Setting j = 1 we have
(p˜a
b)1 =
1
2
(R˜ab)0 − 1
8
(R˜)0δab = 0 (A.28)
since (Rab)0 = 3(hab)0 for the four-sphere (recall that for n-sphere, Rab = (n−1)hab) and (Kab)0 =
0. From (2.23) we get
(K˜)1 =
1
6
(R˜)0 = 2. (A.29)
Using these inputs we have
(K˜ab)1 = (p˜a
c)1(h˜cb)0 +
1
4
(h˜ab)0(K˜)1 =
1
2
(h˜ab)0. (A.30)
Proceeding further, putting d = 5 in equation (A.25) we get
(E˜ab)0 =
1
2
(C˜abcdn˜
cn˜d)2 = −(K˜ab)3 + 1
2
(K˜ac)1(K˜b
c)1 = −(K˜ab)3 + 1
8
(h˜ab)0 (A.31)
and
(h˜ab)4 =
1
2
(Kab)3 = −1
2
(E˜ab)0 +
1
16
(h˜ab)0. (A.32)
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Six and higher dimensions
For six and higher dimensions, the analysis becomes simpler. We have,
(h˜ab)d−1 =
2
d− 1(K˜ab)d−2, (A.33)
and
(E˜ab)0 =
1
d− 3(C˜abcdn˜
cn˜d)d−3 = −(K˜ab)d−2 + 1
d− 3
d−3∑
m=0
(K˜ac)m(K˜b
c)d−3−m. (A.34)
For d ≥ 6, the sum in the second term vanishes. The reason is as follows. For pure de Sitter
metric (h˜ab)d−1 = 0 and also C˜abcd = 0. Therefore, the sum vanishes for pure de Sitter. For general
asymptotically de Sitter metric, to evaluate the sum we only need to know (K˜ab)j for j ≤ (d− 3),
which are all determined from the initial data (hab)0 through the equations (2.22)–(2.24). The
value of sum is therefore identical to its value for pure de Sitter, which vanishes. We conclude that
(h˜ab)d−1 = − 2
d− 1(E˜ab)0. (A.35)
Presymplectic potential on I+
In order to investigate the behavior of the presymplectic potential θ(g, δg) at I+, we begin by
looking at the asymptotic behavior of the following quantities,
δgab = − 2
d− 1Ω
d−3(δE˜ab) +O(Ωd−2), (A.36)
δE˜ab g˜
ab = −E˜ab δg˜ab = E˜ab δg˜ab = O(Ωd−1), (A.37)
δn˜a = δg˜ac ∇˜cΩ = 2
d− 1Ω
d−1δE˜ab n˜b +O(Ωd) = O(Ωd) (A.38)
n˜aδE˜ab = −E˜abδn˜a = O(Ωd) (A.39)
where we have used E˜abg˜ab = 0 and E˜
ab n˜b = 0. Similarly,
δ˜ab···c =
1
2
g˜efδg˜ef ˜ab···c (A.40)
= − 1
d− 1Ω
d−1δE˜dd˜ab···c +O(Ωd) (A.41)
= O(Ωd), for d > 2, (A.42)
where we have used equations (A.36) and (A.37). Similar manipulations give,
g˜ac∇aδE˜bc = g˜ac∇˜aδE˜bc + 1
Ω
(
n˜b δE˜acg˜
ac + (2− d)n˜a δE˜ab
)
(A.43)
= O(Ω0) + 1
Ω
(
n˜b δE˜acg˜
ac + (2− d)n˜a δE˜ab
)
(A.44)
= O(Ω0), for d > 2. (A.45)
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With this preparation, we can now investigate the asymptotic behavior of the presymplectic
potential (2.44),
16piG θa1...ad−1 = ca1...ad−1 g
cegbd(∇dδgbe −∇eδgbd) (A.46)
= Ω4−d ˜ca1...ad−1 g˜
ceg˜bd(∇dδgbe −∇eδgbd) (A.47)
= 2
(
d− 3
d− 1
)
˜ca1...ad−1
(
g˜cen˜bδE˜be − n˜cg˜bdδE˜bd
)
(A.48)
− 2
d− 1 ˜ca1...ad−1Ω g˜
ceg˜bd
(∇dδE˜be −∇eδE˜bd) (A.49)
= O(Ωd−1)− 2
d− 1 ˜ca1...ad−1Ω g˜
ceg˜bd
(∇dδE˜be −∇eδE˜bd) (A.50)
= O(Ωd−1)− 2
d− 1 ˜ca1...ad−1Ω
(
O(Ω0)− g˜ceg˜bd∇eδE˜bd
)
(A.51)
= O(Ω)− 2
d− 1 ˜ca1...ad−1
(
g˜ce n˜dδE˜ed︸ ︷︷ ︸
O(Ωd)
+2n˜c g˜bdδE˜bd︸ ︷︷ ︸
O(Ωd−1)
+g˜ce n˜bδE˜eb︸ ︷︷ ︸
O(Ωd)
)
(A.52)
= O(Ω) (A.53)
Hence,
θ(g, δg)
∣∣∣
I+
= 0. (A.54)
B Details on comparison between counterterm and ABK charges
In this appendix we present a derivation of equation (2.78) relating K˜ab and R˜ab. This equation in
AdS context was written in [20], though no details were given. Here we fill in those details. Let us
start with definition of K˜ab for Ω = const slices in foliation (2.74),
K˜ab := −h˜cah˜db∇˜cη˜d (B.1)
= h˜cah˜
d
b ∇˜c
{
(η˜ · n˜)−1n˜d
}
(B.2)
= h˜cah˜
d
b(η˜ · n˜)−1 ∇˜cn˜d (B.3)
where in going from (B.1) to (B.2) we have used the fact that unit normal η˜a is proportional
to n˜a = ∇˜aΩ in foliation (2.74). Since both these vectors are timelike and future directed, the
proportionality factor is with a minus sign,
η˜a = −(η˜ · n˜)−1n˜a. (B.4)
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In going from (B.2) to (B.3) we have used the fact that hdb n˜d = 0. Expanding out h˜
c
ah˜
d
b factors in
equation (B.3) we get,
(η˜ · n˜)K˜ab = h˜cah˜db ∇˜cn˜d (B.5)
= (δca + η˜
cη˜a)(δ
d
b + η˜
dη˜b) ∇˜cn˜d (B.6)
= (δca + η˜
cη˜a) (∇˜cn˜b + η˜dη˜b∇˜cn˜d) (B.7)
Now let us concentrate on the term η˜dη˜b∇˜cn˜d. Using definition (2.73) we have,
η˜dη˜b∇˜cn˜d = η˜dη˜b∇˜c
{
(1− Ω2f˜)η˜d
}
= η˜b∇˜c(Ω2f˜), (B.8)
where have used η˜dη˜d = −1 and η˜d∇cη˜d = 0. Therefore,
(η˜ · n˜)K˜ab = (δca + η˜cη˜a)
(∇˜cn˜b + η˜b∇˜c(Ω2f˜)) (B.9)
=
(∇˜an˜b + η˜b∇˜a(Ω2f˜) + η˜cη˜a∇˜cn˜b + η˜cη˜aη˜b∇˜c(Ω2f˜)) (B.10)
=
(∇˜an˜b + η˜b∇˜a(Ω2f˜) + η˜cη˜a∇˜bn˜c + η˜cη˜aη˜b∇˜c(Ω2f˜)) (B.11)
=
(∇˜an˜b + η˜b∇˜a(Ω2f˜) + η˜a∇˜b(Ω2f˜) + η˜cη˜aη˜b∇˜c(Ω2f˜)) (B.12)
= ∇˜an˜b + η˜b∇˜a(η˜ · n˜) + η˜a∇˜b(η˜ · n˜) + η˜cη˜aη˜b∇˜c(η˜ · n˜). (B.13)
This implies,
∇˜a∇˜bΩ = (η˜ · n˜)K˜ab − η˜b∇˜a(η˜ · n˜)− η˜a∇˜b(η˜ · n˜)− η˜cη˜aη˜b∇˜c(η˜ · n˜). (B.14)
Contracting the indices we get,
˜Ω = (η˜ · n˜)K˜ − η˜a∇˜a(η˜ · n˜). (B.15)
Recall that we are working with physical spacetimes satisfying Einstein’s equation with positive
cosmological constant. For such a spacetime, conformal transformation to unphysical spacetime
relate unphysical Ricci scalar and Einstein tensor as follows:
R˜ = −2(d− 1)Ω−1˜Ω + d(d− 1)Ω−2(1 + ∇˜cΩ∇˜cΩ), (B.16)
and
G˜ab = Ω
−1(d− 2)(g˜ab˜Ω− ∇˜a∇˜bΩ)− Ω
−2
2
(d− 1)(d− 2)g˜ab (1 + ∇˜cΩ∇˜cΩ). (B.17)
Equation (B.17) together with (B.14), (B.15) implies,
h˜cah˜
d
bG˜cd = Ω
−1(d− 2){h˜ab(η˜ · n˜)K˜ − η˜c∇˜c(η˜ · n˜)h˜ab − (η˜ · n˜)K˜ab}
−Ω
−2
2
(d− 1)(d− 2)h˜ab
(
1− (η˜ · n˜)2). (B.18)
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From the definition of Einstein tensor we also have,
G˜cdh˜
c
ah˜
d
b = R˜ecfdh˜
c
ah˜
d
b g˜
ef − 1
2
R˜h˜ab (B.19)
= R˜ecfdh˜
c
ah˜
d
b(−η˜eη˜f + h˜ef )−
1
2
R˜h˜ab (B.20)
= R˜ecfdh˜
c
ah˜
d
b h˜
ef − (Lη˜K˜ab + K˜caK˜cb)−
1
2
R˜h˜ab (B.21)
= R˜ab − K˜caK˜cb + K˜K˜ab − (Lη˜K˜ab + K˜caK˜cb)−
1
2
R˜h˜ab, (B.22)
where in the last steps we have used the Gauss-Codazzi equations. Combining (B.18) and (B.19)
and substituting (B.16) we get a equation for the unphysical Ricci tensor in terms of unphysical
extrinsic curvature,
R˜ab = 2K˜caK˜cb − K˜K˜ab + Lη˜K˜ab − (d− 1)Ω−1h˜ab(η˜ · n˜)K˜
+ (d− 1)Ω−1h˜abη˜c∇˜c(η˜ · n˜) + Ω
−2
2
d(d− 1)h˜ab(1− (η˜ · n˜)2)
+ Ω−1(d− 2){h˜ab(η˜ · n˜)K˜ − η˜c∇˜c(η˜ · n˜)h˜ab − (η˜ · n˜)K˜ab}
− Ω
−2
2
(d− 1)(d− 2)h˜ab
(
1− (η˜ · n˜)2). (B.23)
We would evaluate this equation at the boundary Ω = 0. At this point, it is useful to recall
definition of function f (2.73),
η˜ · n˜ = Ω2f˜ − 1, (B.24)
where f˜ is a smooth function on I+, i.e., it admits an expansion in powers of Ω as,
f˜ =
∞∑
n=0
Ωnf˜(n). (B.25)
In then follows that,
Ω−2(1− (η˜ · n˜)2)∣∣
Ω=0
= 2f˜ , (B.26)
and
Ω−1η˜c∇˜c(η˜ · n˜)
∣∣
Ω=0
= −2f˜ . (B.27)
Using these identities, equation (B.23) at the boundary becomes,
Lη˜K˜ab = R˜ab − Ω−1K˜h˜ab − (d− 2)Ω−1K˜ab − 2f˜(d− 2)h˜ab, (B.28)
equivalently,
Ω−1K˜ab =
1
(d− 3)
(
R˜ab − 1
2(d− 2)R˜h˜ab
)
− f˜ h˜ab. (B.29)
This is the relation used in main text (2.78).
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C Expressing Kerr-de Sitter metric in Fefferman-Graham gauge
4d
In this appendix we express Kerr-de Sitter metric in Fefferman-Graham gauge, and explicitly show
that it belongs to our phase space. From the asymptotic form of the unphysical metric we read
off the electric part of the Weyl tensor via (2.28) and compare it to the expressions given in [8] by
ABK. ABK obtained the electric part of the Weyl tensor by an asymptotic expansion of the Weyl
tensor of the unphysical metric. We show that indeed the two expressions are related by expected
tensor and conformal transformations.
The computation below is logically identical to the one presented in the main text for four-
dimensional Schwarschild solution, however, detailed expressions are significantly more complicated.
The Kerr-de Sitter metric in Boyer-Lindquist type coordinates take the form [46, 47]9
ds2 = (r2 + a2 cos2 θ)
(
dr2
∆r
+
dθ2
1 + a
2
l2
cos2 θ
)
+ sin2 θ
1 + a
2
l2
cos2 θ
r2 + a2 cos2 θ
[
adt− (r2 + a2)dφ
1 + a
2
l2
]2
− ∆r
r2 + a2 cos2 θ
[
dt− a sin2 θdφ
1 + a
2
l2
]2
, (C.1)
where
∆r = −r
4
l2
+
(
1− a
2
l2
)
r2 − 2mr + a2. (C.2)
We express this metric in FG gauge by doing a series of coordinate transformations. To begin with
we define a set of coordinate (Ω, χ,Θ, φ¯) via the relations,
t = (1 + a2) log tan
χ
2
, (C.3)
r =
1
Ω
√
1 + a2 sin2 Θ sinχ (C.4)
θ = cos−1
[
cos Θ√
1 + a2 sin2 Θ
]
(C.5)
φ = φ¯+
a
1 + a2
t, (C.6)
Equation (C.5) is equivalently written as,
(1 + a2) tan2 Θ = tan2 θ. (C.7)
At first sight these transformations look complicated, but they are not. The transformations for
θ and φ are the standard transformations used to manifest asymptotic (anti) de Sitter nature of
Kerr-(anti)-de Sitter metrics [48, 33]. The change from t to χ is motivated by the Schwarschild
9We use this form of the metric for ease of comparison with the corresponding expressions in [8].
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example discussed in the main text. In that example it changes the boundary metric from being
the natural metric on R × S2 to the natural round metric on S3, upto a conformal factor. The
conformal factors are taken into account in the definition of Ω; Ω is the normalised time coordinate
near the boundary with boundary at Ω = 0. In these coordinates, the unphysical metric in the
requisite form to zeroth order
(˜ds)
2
= Ω2ds2 = g˜µνdx
µdxν (C.8)
with various components
g˜ΩΩ = −1 +O(Ω) g˜Ωχ = O(Ω) (C.9)
g˜χχ = 1 +O(Ω) g˜ΩΘ = O(Ω) (C.10)
g˜ΘΘ = sin
2 χ+O(Ω) g˜χΘ = O(Ω2) (C.11)
g˜φ¯φ¯ = sin
2 χ sin2 Θ +O(Ω) g˜χφ¯ = O(Ω3) (C.12)
g˜Θφ¯ = 0 g˜Ωφ¯ = 0. (C.13)
The metric at the boundary is the unit round metric on S3. To bring this metric in the Fefferman-
Graham gauge to the requisite order in Ω, the following coordinate transformations are required as
power series in Ω¯:
Ω = Ω¯ + h1Ω¯
3 + +h2Ω¯
4 + . . . (C.14)
χ = χ¯+ k1Ω¯
2 + k2Ω¯
4 + . . . (C.15)
cos Θ = cos Θ¯ + v1Ω¯
2 + v2Ω¯
4 + . . . , (C.16)
with functions
k1 = −cot χ¯
2
(C.17)
v1 =
a2 sin2 Θ¯ cos Θ¯ csc2 χ¯
2(1 + a2 sin2 Θ¯)
(C.18)
h1 =
1
4
− csc
2 χ¯
2(1 + a2 sin2 Θ¯)
(C.19)
k2 = −1
8
cot χ¯ csc2 χ¯ (C.20)
h2 =
1
3
m csc3 χ¯
(
1 + a2 sin2 Θ¯
)−3/2
(C.21)
and
v2 = −a
2 sin2 Θ¯ cos Θ¯ csc4 χ¯
8
(
1 + a2 sin2 Θ¯
)3 (1− a2 + 5a2 cos2 Θ¯− 2a4 sin4 Θ¯− cos 2χ¯ (1 + a2 sin2 Θ¯)2) . (C.22)
We constructed these functions by successively making sure that the metric in the FG gauge at
requisite order. The functions listed above serve the following purposes: k1 and k2 ensure that
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g˜Ω¯χ¯ vanishes at orders Ω¯ and Ω¯
3 respectively; v1 and v2 ensure that g˜Ω¯Θ¯ vanishes at orders Ω¯ and
Ω¯3 respectively; and finally the functions h1 and h2 ensure that g˜Ω¯Ω¯ is −1 at orders Ω¯2 and Ω¯3
respectively.
With these transformations, the Kerr-de Sitter metric is in FG gauge at requisite order,
g˜χ¯χ¯ = 1 +
1
2
Ω¯2 − 2
3
Ω¯3E˜χ¯χ¯ +O(Ω4) (C.23)
g˜χ¯Θ¯ = −
2
3
Ω¯3E˜χ¯Θ¯ +O(Ω4) (C.24)
g˜Θ¯Θ¯ = sin
2 χ
(
1 +
1
2
Ω¯2
)
− 2
3
Ω¯3E˜Θ¯Θ¯ +O(Ω4) (C.25)
g˜φ¯φ¯ = sin
2 χ sin2 Θ¯
(
1 +
1
2
Ω¯2
)
− 2
3
Ω¯3E˜φ¯φ¯ +O(Ω4) (C.26)
together with
g˜Ω¯Ω¯ = −1 +O(Ω4) g˜Ω¯χ¯ = O(Ω4) (C.27)
g˜Ω¯Θ¯ = O(Ω4) g˜χ¯φ¯ = O(Ω4) (C.28)
g˜Ω¯φ¯ = 0 g˜Θ¯φ¯ = 0. (C.29)
The components of the electric part of the Weyl tensor are found to be
E˜χ¯χ¯ = −m Σ−5 csc3 χ¯
(
2− a2 sin2 Θ¯) (C.30)
E˜χ¯φ¯ = 3am Σ
−5 csc2 χ¯ sin2 Θ¯ (C.31)
E˜Θ¯Θ¯ = m Σ
−3 csc χ¯ (C.32)
E˜φ¯φ¯ = m Σ
−5 sin2 Θ¯ csc χ¯
(
1− 2a2 sin2 Θ¯) , (C.33)
where
Σ =
√
1 + a2 sin2 Θ¯. (C.34)
We can now compare these expressions with those in reference [8]. There the boundary metric
is taken to
ds2I+ =
dt2
(1 + a2)2
− 2a sin
2 θdtdφ
(1 + a2)2
+
dθ2
1 + a2 cos2 θ
+
sin2 θdφ2
1 + a2
, (C.35)
and the electric part of the Weyl tensor is written to be
E˜ABKtt = −
2m
(1 + a2)2
, (C.36)
E˜ABKtφ =
2am
(1 + a2)2
sin2 θ, (C.37)
E˜ABKθθ =
m
(1 + a2 cos2 θ)
, (C.38)
E˜ABKφφ =
m
(1 + a2)2
sin2 θ
(
1− a2
(
1
2
− 3
2
cos 2θ
))
. (C.39)
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Under the diffeomorphism (cf. equations (C.3), (C.6), (C.5)):
t = (1 + a2) log tan
χ¯
2
, cos θ =
cos Θ¯
Σ
φ = φ¯+
a
1 + a2
t, (C.40)
the boundary metric (C.35) becomes conformal to the round metric on S3
ds2S3 = ω¯
2ds2I+ (C.41)
with the conformal factor ω¯ = sin χ¯ Σ. Under these transformations, one can indeed verify with a
direct calculation that E˜ab = (ω¯)
−1 E˜ABKab . Conserved charges for Kerr-de Sitter metric are discussed
by ABK.
5d
We now express the five-dimensional Myers-Perry-de Sitter metric in Fefferman-Graham gauge.
This computation is similar to the one presented above for four-dimensional Kerr-de Sitter metric,
if somewhat more involved. We explicitly verify that the five-dimensional Myers-Perry-de Sitter
metric belongs to our phase space. From the asymptotic form of the metric we read off the electric
part of the Weyl tensor via (2.28).
To set the conventions, let us recall that Einstein’s equations with positive cosmological con-
stant Λ are Rab− 12gabR+ Λgab = 0, with de Sitter length ` defined as Λ = 12`2 (d− 1)(d− 2). These
equations simplify to
Rab =
(d− 1)
`2
gab. (C.42)
In odd d = 2n + 1 dimensions Kerr-de Sitter metrics satisfying Einstein equation (C.42) take the
following form [49] in Boyer-Lindquist coordinates (with µis as direction cosines and λ = `
−2):
ds2 = −W (1− λr2) dt2 + U dr
2
V − 2m +
2m
U
(
dt−
n∑
i=1
ai µ
2
i dϕi
1 + λ a2i
)2
+
n∑
i=1
r2 + a2i
1 + λ a2i
[dµ2i + µ
2
i (dϕi − λ ai dt)2]
+
λ
W (1− λr2)
( n∑
i=1
(r2 + a2i )µi dµi
1 + λ a2i
)2
, (C.43)
where
W ≡
n∑
i=1
µ2i
1 + λ a2i
F ≡ r
2
1− λ r2
n∑
i=1
µ2i
r2 + a2i
, (C.44)
U ≡
n∑
i=1
µ2i
r2 + a2i
n∏
j=1
(r2 + a2j ), V ≡
1
r2
(1− λ r2)
n∏
i=1
(r2 + a2i ) =
U
F
, (C.45)
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Since we are interested in five-dimensions, we set n = 2. In addition we use the notation
µ1 = sin θ, µ2 = cos θ, a1 = a, a2 = b, ϕ1 = φ, ϕ2 = ψ. (C.46)
The metric in (t, r, θ, φ, ψ) coordinates simplifies to the following more standard form
ds2 = −V − 2m
U
(
dt− a sin
2 θ
Ξa
dφ− b cos
2 θ
Ξb
dψ
)2
+
∆θ sin
2 θ
U
(
adt− r
2 + a2
Ξa
dφ
)2
+
∆θ cos
2 θ
U
(
bdt− r
2 + b2
Ξb
dψ
)2
+
U
V − 2mdr
2 +
U
∆θ
dθ2
+
(1− λr2)
r2U
(
abdt− b(r
2 + a2) sin2 θ
Ξa
dφ− a(r
2 + b2) cos2 θ
Ξb
dψ
)2
, (C.47)
where
U = r2 + a2 cos2 θ + b2 sin2 θ, V =
1
r2
(1− λr2)(r2 + a2)(r2 + b2), (C.48)
∆θ = W Ξa Ξb = 1 + λa
2 cos2 θ + λb2 sin2 θ, Ξa = 1 + λa
2, Ξb = 1 + λb
2. (C.49)
From now on we set de Sitter length to unity ` = 1. To begin with we introduce Ω = 1/r and
choose the conformal factor Ω2 to obtain the unphysical metric,
(˜ds)
2
= Ω2ds2 = g˜µνdx
µdxν . (C.50)
To leading order in Ω, g˜ΩΩ = 1 and the intrinsic four-dimensional metric at the boundary I+ is:
ds2I+ = dt
2 +
dθ2
∆θ
+
sin2 θ
Ξa
dφ(dφ− 2adt) + cos
2 θ
Ξb
dψ(dψ − 2bdt). (C.51)
This metric is conformal to the round metric on S4, which can be made explicit as follows. Define
new coordinates (χ,Θ, φ¯, ψ¯) via [48, 33]:
φ = φ¯+ at, (C.52)
ψ = ψ¯ + bt, (C.53)
θ = cos−1
[ √
1 + b2 cos Θ√
1 + a2 sin2 Θ + b2 cos2 Θ
]
, (C.54)
t = log tan
χ
2
, (C.55)
the boundary metric becomes
ds2S4 = ω
2ds2I+ , (C.56)
where
ω = sinχ
√
1 + a2 sin2 Θ + b2 cos2 Θ, (C.57)
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and
ds2S4 = dχ
2 + sin2 χ(dΘ2 + sin2 Θ dφ¯2 + cos2 Θ dψ¯2). (C.58)
The electric part of the Weyl tensor,
(E˜ac)0 =
1
2
lim
Ω→0
Ω−2(C˜abcdnbnd), (C.59)
for the unphysical metric in (t,Ω, θ, φ, ψ) coordinates can be easily computed with the help of
Mathematica. We call this tensor E˜ABKab as it is the five-dimensional analog of the ABK Kerr-de
Sitter expressions:
E˜ABKtt = −3m, E˜ABKθθ =
m
1 + a2 cos2 θ + b2 sin2 θ
, (C.60)
E˜ABKφφ =
m sin2 θ
(1 + a2)2
(1− a2 + 2a2 cos 2θ), E˜ABKψψ =
m cos2 θ
(1 + b2)2
(1− b2 − 2b2 cos 2θ), (C.61)
E˜ABKtφ =
3ma sin2 θ
1 + a2
, E˜ABKtψ =
3mb cos2 θ
1 + b2
. (C.62)
Now we do a series of coordinate transformations to go from (Ω, χ,Θ, φ¯, ψ¯) to (Ω¯, χ¯, Θ¯, φ¯, ψ¯)
such that the unphysical Myers-Perry-de Sitter metric is in the Fefferman-Graham gauge to requisite
order. To begin with we have
g˜ΩΩ = −1 +O(Ω) g˜Ωχ = O(Ω) g˜ΩΘ = O(Ω) (C.63)
g˜Ωφ¯ = 0 g˜Ωψ¯ = 0 g˜χχ = 1 +O(Ω2) (C.64)
g˜χΘ = O(Ω2) g˜χφ¯ = O(Ω4) g˜χψ¯ = O(Ω4) (C.65)
g˜ΘΘ = sin
2 χ+O(Ω2) g˜Θφ¯ = 0 g˜Θψ¯ = 0 (C.66)
g˜φ¯φ¯ = sin
2 χ sin2 Θ +O(Ω2) g˜φ¯ψ¯ = O(Ω4) g˜ψ¯ψ¯ = cos2 χ sin2 Θ +O(Ω2). (C.67)
The metric at the boundary is now round metric on S4. We change
Ω = Ω¯ + h1Ω¯
3 + +h2Ω¯
5 + . . . (C.68)
χ = χ¯+ k1Ω¯
2 + k2Ω¯
4 + . . . (C.69)
cos Θ = cos Θ¯ + v1Ω¯
2 + v2Ω¯
4 + . . . , (C.70)
with appropriate functions successively constructed to ensure that the metric in the FG gauge at
requisite order. These functions serve the following purposes: k1 and k2 ensure that g˜Ω¯χ¯ van-
ishes at orders Ω¯ and Ω¯3 respectively; v1 and v2 ensure that g˜Ω¯θ¯ vanishes at orders Ω¯
2 and Ω¯4
respectively; and finally the functions h1 and h2 ensure that g˜Ω¯Ω¯ is −1 at orders Ω¯2 and Ω¯4 respec-
tively. Expressions for these functions are omitted, as some of them are exceedingly long, and not
illuminating.
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With these transformations, the five-dimensional Myers-Perry-de Sitter metric is in FG gauge
at requisite order, i.e.,
g˜Ω¯Ω¯ = −1 +O(Ω5), g˜Ω¯χ¯ = O(Ω5), (C.71)
g˜Ω¯Θ¯ = O(Ω5), g˜Ω¯φ¯ = O(Ω5), (C.72)
g˜Ω¯ψ¯ = O(Ω5), g˜χ¯Θ¯ = O(Ω6), (C.73)
g˜Θ¯φ¯ = 0, g˜Θ¯φ¯ = 0. (C.74)
together with the remaining components of the form
g˜ab = −∇aΩ∇bΩ +
(
1 +
1
2
Ω2 +
1
16
Ω4
)
(h˜ab)0 − 1
2
Ω4(E˜ab)0 +O(Ω5), (C.75)
with the electric part of Weyl tensor (E˜ab)0
E˜χ¯χ¯ = m csc
4 χ¯ Σ−3(Σ− 4), (C.76)
E˜χ¯φ¯ = 4ma sin
2 Θ¯ csc3 χ¯ Σ−3, (C.77)
E˜χ¯ψ¯ = 4mb cos
2 Θ¯ csc3 χ¯ Σ−3, (C.78)
E˜Θ¯Θ¯ = m csc
2 χ¯ Σ−2, (C.79)
E˜φ¯φ¯ = m csc
2 χ¯ sin2 Θ¯Σ−3 (Σ− 4a2 sin2 Θ¯), (C.80)
E˜ψ¯ψ¯ = m csc
2 χ¯ cos2 Θ¯Σ−3 (Σ− 4b2 cos2 Θ¯), (C.81)
E˜φ¯ψ¯ = −4mab csc2 χ¯ sin2 Θ¯ cos2 Θ¯ Σ−3, (C.82)
where
Σ = (1 + a2 sin2 Θ¯ + b2 cos2 Θ¯). (C.83)
Under the change of coordinates and the conformal frame that takes boundary metric from
(C.51) to unit round metric on the four-sphere, cf. (C.52)–(C.56), one can indeed verify with a
direct calculation that, E˜ab = ω
−2 E˜ABKab .
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