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a b s t r a c t
An edge-coloring of a graph G with colors 1, 2, . . . , t is called an interval (t, 1)-coloring if
at least one edge of G is colored by i, i = 1, 2, . . . , t , and the colors of edges incident to
each vertex of G are distinct and form an interval of integers with no more than one gap. In
this paper we investigate some properties of interval (t, 1)-colorings. We also determine
exact values of the least and the greatest possible number of colors in such colorings for
some families of graphs.
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1. Introduction
The graph coloring problems play a crucial role in Discrete Mathematics. The reason for that is the fact of existence
of many problems in Discrete Mathematics which can be formulated as graph coloring problems (partition problems,
factorization problems, problems of Ramsey theory), and the tight relationship between graph coloring problems and
scheduling of various timetables. For example, the problem of constructing an optimal schedule for an examination session
can be reduced to the problem of finding the chromatic number of a graph. On the other hand, the sport scheduling
problems [26,28,29,32] can be reduced to the problem of finding the chromatic index of a graph, etc. Other examples of
application of graph coloring problems in scheduling theory can be found in [7,8,22,27,30,31].
Many problems of scheduling theory can be reduced not only to classical graph coloring problems but also to ones of
existence and construction of special edge-colorings in bipartite multigraphs [11,12,30,33]. For example, in [12] Folkman
and Fulkerson considered the problem of proper edge-coloring of a bipartite graph with r colors, in which the number of
edges that get the color i, is ni, i = 1, 2, . . . , r . This problem corresponds to the construction of an educational timetable of
length r , where during the ith hour there are ni classrooms, i = 1, 2, . . . , r . Some sufficient conditions for the existence of
the required coloring were obtained in [2,9,31]. In [11] a problem of constructing an educational timetable is considered in
which individual preferences of teachers are taken into account. It is shown that this problem is NP-complete in general. In
terms of graphs this problem corresponds to the problem of proper edge-coloring of a bipartite multigraph Gwith r colors,
in which every vertex of one part of G has a prescribed set of colors which can receive edges incident to a vertex. Let us
note that the well-known problem of Evans [10] concerning the completion of a partial Latin square, solved in [1,25], can
be reduced to the particular case of this problem.
One of the aspects of scheduling theory is the construction of timetables without interrupts. Generally, a timetable
without interrupts is one in which every requirement is satisfied in a continuous period of time. Despite this, there are
important and less-investigated problems in scheduling theory (for instance, the problems of constructing a timetable
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without a ‘‘gap’’, in which every group and (or) every teacher conducts lessons in a continuous period of time) which are out
of this kind of understanding of timetables without interrupts. For studying the coloring problems corresponding to ones of
constructing a timetable without a ‘‘gap’’, a definition of interval edge-coloring of a graph was introduced [5,6]. But in real
problems when the corresponding graph has no interval edge-coloring the requirement of the absence of ‘‘gaps’’, usually, is
replaced by amore weak condition, that is one of the existence of nomore than one or two ‘‘gaps’’. Therefore, it is expedient
to consider not only the interval edge-colorings but also the colorings which are ‘‘close’’ to them.
The purpose of this article is the investigation of a generalization of interval edge-colorings of graphs, corresponding to
the problems of existence and construction of timetables with no more than one ‘‘gap’’.
2. Definitions and preliminary results
All graphs considered in this paper are finite, undirected, and have no loops or multiple edges. Let V (G) and E(G) denote
the sets of vertices and edges of G, respectively. The degree of a vertex v ∈ V (G) is denoted by dG(v) (or d(v)), themaximum
degree of a vertex in G by∆(G), the chromatic index of G by χ ′(G) and the diameter of G by diam(G). A partial edge-coloring
of G is a coloring of some of the edges of G such that no two adjacent edges receive the same color. If α is a partial edge-
coloring of G and v ∈ V (G), then S (v, α) denotes the set of colors of colored edges incident to v.
For integers a and b, the greatest common divisor of a and b is denoted by gcd(a, b). For two integers a and bwith a ≤ b,
the set {a, a+ 1, . . . , b} is denoted by [a, b]. An (a, b)-biregular bipartite graph G is a bipartite graph Gwith the vertices in
one part all having degree a and the vertices in the other part all having degree b.
For a positive integer n, let Cn and Kn denote the simple cycle and the complete graph on n vertices, respectively. If r and
s are positive integers, then let Kr,s denote the complete bipartite graph, one part of which has r vertices and the other part
s vertices. The hypercube Qn is the graph whose vertices are n-tuples with entries in {0, 1} and whose edges are the pairs of
n-tuples that differ in exactly one position.
An interval (t, 1)-coloring [24] of a graph G is a proper coloring α of edges of G with colors 1, 2, . . . , t such that at
least one edge of G is colored by i, i = 1, 2, . . . , t and the colors of edges incident to each vertex v ∈ V (G) satisfy the
condition dG(v) − 1 ≤ max S (v, α) − min S (v, α) ≤ dG(v). If α is an interval (t, 1)-coloring of a graph G such that
max S (v, α)−min S (v, α) = dG(v)− 1 for any vertex v ∈ V (G), then α is called an interval t-coloring of a graph G.
For a positive integer t ≥ 1, let N1t (Nt) denote the set of graphs which have an interval (t, 1)-coloring (interval
t-coloring), and assume:N1 =⋃t≥1N1t (N =⋃t≥1Nt [5,20]). Clearly,N ⊆ N1.
For a graph G ∈ N1 (G ∈ N), the least and the greatest values of t for which G has an interval (t, 1)-coloring
(interval t-coloring), are denoted by w1(G) (w(G) [5,20]) andW 1(G) (W (G) [5,20]), respectively. Note that if G ∈ N, then
w1(G) ≤ w(G) ≤ W (G) ≤ W 1(G).
Terms and concepts that we do not define can be found in [4,23,34].
We will use the following three results.
Theorem 1 ([5,6]). If G is a connected triangle-free graph and G ∈ N, then W (G) ≤ |V (G)| − 1.
Theorem 2 ([3]). If G is a connected (a, b)-biregular bipartite graphwith |V (G)| ≥ 2(a+b) andG ∈ N, thenW (G) ≤ |V (G)|−3.
Theorem 3 ([19]). For any r, s ∈ N, the complete bipartite graph Kr,s has an interval t-coloring if and only if r+ s− gcd(r, s) ≤
t ≤ r + s− 1.
3. Some properties of interval (t, 1)-colorings of graphs
In this section we derive some upper bounds for W 1(G) depending on number of vertices, degrees and diameter for
connected graphs, regular graphs and bipartite graphs.
Theorem 4. If G is a connected graph and G ∈ N1, then W 1(G) ≤ 2|V (G)| − 1.
Proof. Let V (G) = {v1, v2, . . . , vn} and α be an interval (W 1(G), 1)-coloring of the graph G. Define an auxiliary graph H as
follows:
V (H) = U ∪W , where
U = {u1, u2, . . . , un}, W = {w1, w2, . . . , wn} and
E(H) = {uiwj, ujwi | vivj ∈ E(G), 1 ≤ i ≤ n, 1 ≤ j ≤ n} ∪ {uiwi|1 ≤ i ≤ n}.
Clearly, H is a connected bipartite graph with |V (H)| = 2|V (G)|.
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Define an edge-coloring β of the graph H in the following way:
(1) β(uiwj) = β(ujwi) = α(vivj) for every edge vivj ∈ E(G),
(2) for i = 1, 2, . . . , n, let
β(uiwi) =
{h, where h ∈ [min S(vi, α),max S(vi, α)] \ S(vi, α),
if max S(vi, α)−min S(vi, α) = dG(vi),
min S(vi, α)− 1, if max S(vi, α)−min S(vi, α) = dG(vi)− 1.
If there is an index i0 such that 1 ≤ i0 ≤ n and β(ui0wi0) = 0, then define an edge-coloring γ of the graph H as follows:
γ (e) = β(e)+ 1 for every e ∈ E(H). It is easy to see that if β(uiwi) 6= 0 for 1 ≤ i ≤ n, then β is an intervalW 1(G)-coloring
of the graph H; otherwise γ is an interval (W 1(G)+ 1)-coloring of the graph H . Since H is a connected bipartite graph and
H ∈ N, by Theorem 1, we have
(a) W 1(G) ≤ |V (H)| − 1 = 2|V (G)| − 1 if β(uiwi) 6= 0 for 1 ≤ i ≤ n,
(b) W 1(G)+ 1 ≤ |V (H)| − 1 = 2|V (G)| − 1, and, thusW 1(G) ≤ 2|V (G)| − 2 otherwise.
By (a) and (b), we haveW 1(G) ≤ 2|V (G)| − 1 for every connected graph Gwith G ∈ N1. 
Theorem 5. If G is a connected r-regular graph with |V (G)| ≥ 2r + 2 and G ∈ N1, then W 1(G) ≤ 2|V (G)| − 3.
Proof. Let V (G) = {v1, v2, . . . , vn} and α be an interval (W 1(G), 1)-coloring of the graph G. Define an auxiliary graph H as
follows:
V (H) = U ∪W , where
U = {u1, u2, . . . , un}, W = {w1, w2, . . . , wn} and
E(H) = {uiwj, ujwi | vivj ∈ E(G), 1 ≤ i ≤ n, 1 ≤ j ≤ n} ∪ {uiwi|1 ≤ i ≤ n}.
Clearly, H is a connected (r + 1)-regular bipartite graph with |V (H)| = 2|V (G)|.
Define an edge-coloring β of the graph H in the following way:
(1) β(uiwj) = β(ujwi) = α(vivj) for every edge vivj ∈ E(G),
(2) for i = 1, 2, . . . , n, let
β(uiwi) =
{h, where h ∈ [min S(vi, α),max S(vi, α)] \ S(vi, α),
if max S(vi, α)−min S(vi, α) = dG(vi),
min S(vi, α)− 1, if max S(vi, α)−min S(vi, α) = dG(vi)− 1.
If there is an index i0 such that 1 ≤ i0 ≤ n and β(ui0wi0) = 0, then define an edge-coloring γ of the graph H as follows:
γ (e) = β(e)+1 for every e ∈ E(H). It is easy to see that if β(uiwi) 6= 0 for 1 ≤ i ≤ n, then β is an intervalW 1(G)-coloring of
the graphH; otherwise γ is an interval (W 1(G)+1)-coloring of the graphH . SinceH is a connected (r+1)-regular bipartite
graph with |V (H)| ≥ 2(2r + 2) and H ∈ N, by Theorem 2, we have
(a) W 1(G) ≤ |V (H)| − 3 = 2|V (G)| − 3 if β(uiwi) 6= 0 for 1 ≤ i ≤ n,
(b) W 1(G)+ 1 ≤ |V (H)| − 3 = 2|V (G)| − 3, and, thusW 1(G) ≤ 2|V (G)| − 4 otherwise.
By (a) and (b), we haveW 1(G) ≤ 2|V (G)|−3 for every connected r-regular graphGwith |V (G)| ≥ 2r+2 andG ∈ N1. 
Theorem 6. If G is a connected graph and G ∈ N1, then
W 1(G) ≤ 1+max
P∈P
∑
v∈V (P)
dG(v),
where P is the set of all shortest paths in the graph G.
Proof. Consider an interval
(
W 1(G), 1
)
-coloring α of G. Let α(e) = 1, α(e′) = W 1(G), where e = u1u2, e′ = w1w2. Without
loss of generality we may assume that a shortest path P joining ewith e′ joins u1 withw1, where
P = (v1, e1, v2, e2, . . . , vi, ei, vi+1, . . . , vk, ek, vk+1) , v1 = u1, vk+1 = w1.
Note that
α(e1) ≤ 1+ dG(v1),
α(e2) ≤ α(e1)+ dG(v2),
· · ·
α(ei) ≤ α(ei−1)+ dG(vi),
· · ·
W 1(G) = α(e′) = α (vk+1w2) ≤ α(ek)+ dG(vk+1).
1830 P.A. Petrosyan et al. / Discrete Applied Mathematics 158 (2010) 1827–1837
Summing up these inequalities, we obtain
W 1(G) ≤ 1+
k+1∑
i=1
dG(vi).
Hence, we have
W 1(G) ≤ 1+
k+1∑
i=1
dG(vi) ≤ 1+max
P∈P
∑
v∈V (P)
dG(v). 
Corollary 7. If G is a connected graph and G ∈ N1, then W 1(G) ≤ 1+ (diam(G)+ 1)∆(G).
Theorem 8. If G is a connected bipartite graph and G ∈ N1, then W 1(G) ≤ 1+ diam(G)∆(G).
Proof. Consider an interval
(
W 1(G), 1
)
-coloring α of G. Let α(e) = 1, α(e′) = W 1(G), where e = u1u2, e′ = w1w2. Since
for any two edges in a bipartite graph G, some two of their end-vertices must be at a distance of at most diam(G)− 1 from
each other, we may assume that there is a path P joining e and e′ with a length that is not greater than diam(G) − 1. Also,
we may assume that P joining ewith e′ joins u1 withw1, where
P = (v1, e1, v2, e2, . . . , vi, ei, vi+1, . . . , vk, ek, vk+1) , v1 = u1, vk+1 = w1.
Note that
α (vivi+1) ≤ 1+
i∑
j=1
dG(vj) for 1 ≤ i ≤ k.
From this and taking into account that k ≤ diam(G)− 1, we obtain
W 1(G) = α(e′) = α (vk+1w2) ≤ 1+
k+1∑
i=1
dG(vi) ≤ 1+ diam(G)∆(G). 
The fundamental result on the chromatic index was obtained by Vizing [26], who proved that∆(G) ≤ χ ′(G) ≤ ∆(G)+1
for every graph G. In [5,6] Asratian and Kamalian proved that if G ∈ N, then χ ′(G) = ∆(G). Moreover, they also noted that
if G is a regular graph, then G ∈ N if and only if χ ′(G) = ∆(G). This implies that all regular graphs with χ ′(G) = ∆(G)+ 1
have no interval coloring. Nowwe prove that every regular graph G has an interval (t, 1)-coloring for an arbitrary t between
w1(G) andW 1(G).
Theorem 9. If G is a regular graph, then
(1) G ∈ N1 andw1(G) = χ ′(G).
(2) If w1(G) ≤ t ≤ W 1(G), then G ∈ N1t .
Proof. From Vizing’s theorem it follows that (1) holds.
Let us prove (2).
Without loss of generality we may assume that w1(G) < t < W 1(G). If t = χ ′(G) + 1, then an interval (χ ′(G) + 1, 1)-
coloring can be obtained from an interval (χ ′(G), 1)-coloring by recoloring one edge of color 1 with color χ ′(G) + 1. If
χ ′(G)+2 ≤ t < W 1(G), then an interval (t, 1)-coloring can be obtained from an interval (t+1, 1)-coloring α by recoloring
each edge uv having color t + 1 with color min {min S (u, α) ,min S (v, α)} − 1. 
It would be interesting to generalize the statement (2) of Theorem 9 to general graphs. In other words, we would like to
suggest the following
Conjecture 10. If G ∈ N1 andw1(G) ≤ t ≤ W 1(G), then G ∈ N1t .
4. Exact values ofw1(G) andW 1(G)
In the following we determine the exact values ofw1(G) andW 1(G) for cycles, complete graphs, and the Petersen graph
and we obtain lower and upper bounds for these parameters in the case of complete bipartite graphs, hypercubes and
subcubic graphs.
Theorem 11. For n ≥ 3, we have
(1) Cn ∈ N1,
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(2) w1(Cn) = χ ′(Cn),
(3) W 1(Cn) = n,
(4) if w1(Cn) ≤ t ≤ W 1(Cn), then Cn ∈ N1t .
Proof. (1) and (2) follow from Theorem 9.
Let us prove (3).
Since |E(Cn)| = n, we haveW 1(Cn) ≤ n.
For the proof (3), it suffices to show thatW 1(Cn) ≥ n.
Let V (Cn) = {v1, v2, . . . , vn} and E(Cn) = {vivi+1|1 ≤ i ≤ n− 1} ∪ {v1vn}.
Define an edge-coloring α of the graph Cn in the following way:
(1) for i = 1, 2, . . . , ⌈ n2⌉
α (vivi+1) = 2i− 1;
(2) for j = ⌈ n2⌉+ 1, . . . , n− 1
α
(
vjvj+1
) = 2 (n− j+ 1) ;
(3) α (v1vn) = 2.
Now we prove that α is an interval (n, 1)-coloring of the graph Cn.
By the definition of α, we have
S(v1, α) = [1, 2], S(vi, α) = {2i− 3, 2i− 1} for 2 ≤ i ≤
⌈n
2
⌉
,
S
(
vd n2e+1, α
)
= [n− 1, n] and S(vj, α) = {2n− 2j+ 2, 2n− 2j+ 4} for
⌈n
2
⌉
+ 2 ≤ j ≤ n.
This shows that α is an interval (n, 1)-coloring of the graph Cn.
(4) follows from Theorem 9. 
Theorem 12. For n ≥ 2, we have
(1) Kn ∈ N1,
(2) w1(Kn) = χ ′(Kn),
(3) W 1(Kn) = 2n− 3,
(4) if w1(Kn) ≤ t ≤ W 1(Kn), then Kn ∈ N1t .
Proof. (1) and (2) follow from Theorem 9.
Let us prove (3).
First we show thatW 1(Kn) ≥ 2n− 3 for n ≥ 2.
Let V (Kn) = {v1, v2, . . . , vn} and E(Kn) =
{
vivj | vi, vj ∈ V (Kn), i < j
}
.
Now we define an edge-coloring α of the graph Kn.
For i = 1, 2, . . . , n and j = 1, 2, . . . , n, where i 6= j, we set:
α
(
vivj
) = i+ j− 2.
Let us prove that α is an interval (2n− 3, 1)-coloring of the graph Kn.
By the definition of α, we have
S(v1, α) = [1, n− 1],
S(vi, α) = [i− 1, i+ n− 2] \ {2i− 2} for 2 ≤ i ≤ n− 1,
S(vn, α) = [n− 1, 2n− 3].
This shows that α is an interval (2n− 3, 1)-coloring of the graph Kn.
From Corollary 7, we haveW 1(Kn) ≤ 2n− 1.
Now we show thatW 1(Kn) ≤ 2n− 2.
Suppose, to the contrary, that β is an interval (2n− 1, 1)-coloring of the graph Kn.
Let vi0 ∈ V (Kn) and min S
(
vi0 , β
) = 1. Also, let β(vi1vj1) = 2n − 1. Since β is an interval (2n − 1, 1)-coloring of the
graph Kn, we have that n−1 ≤ max S
(
vi0 , β
) ≤ n. This implies that min S (vi1 , β) ≤ n−1 or min S (vj1 , β) ≤ n−1. Hence,
max S
(
vi1 , β
) ≤ 2n− 2 or max S (vj1 , β) ≤ 2n− 2, but this contradicts that β(vi1vj1) = 2n− 1.
Next we prove thatW 1(Kn) ≤ 2n− 3.
Clearly, the statement is true for the case n ≤ 4.
Assume that n ≥ 5.
Suppose, to the contrary, that γ is an interval (2n− 2, 1)-coloring of the graph Kn.
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Let vi0 ∈ V (Kn) and min S
(
vi0 , γ
) = 1. We distinguish two cases.
Case 1: max S
(
vi0 , β
) = n− 1.
Without loss of generality we may assume that
γ
(
vi0vi1
)
< γ
(
vi0vi2
)
< · · · < γ (vi0vik) < · · · < γ (vi0vin−1) ,
where γ
(
vi0vik
) = k, k = 1, 2, . . . , n− 1.
This implies that max S
(
vik , γ
) ≤ 2n − 3 for k = 1, 2, . . . , n − 2. Hence max S (vin−1 , γ ) ≤ 2n − 3, which contradicts
the fact that there is an edge of the graph Kn with color 2n− 2 and the proof of the case 1 is complete.
Case 2: max S
(
vi0 , γ
) = n.
Subcase 2(i): n− 1 6∈ S (vi0 , γ ).
Without loss of generality we may assume that
γ
(
vi0vi1
)
< γ
(
vi0vi2
)
< · · · < γ (vi0vik) < · · · < γ (vi0vin−1) ,
where γ
(
vi0vik
) = k, k = 1, 2, . . . , n− 2, and γ (vi0vin−1) = n.
This implies that max S
(
vik , γ
) ≤ 2n − 3 for k = 1, 2, . . . , n − 2. Hence max S (vin−1 , γ ) ≤ 2n − 3, which contradicts
the fact that there is an edge of the graph Kn with color 2n− 2 and the proof of the subcase 2(i) is complete.
Subcase 2(ii): n− 1 ∈ S (vi0 , γ ).
Without loss of generality we may assume that
γ
(
vi0vi1
)
< · · · < γ (vi0vil−1) < γ (vi0vil) < · · · < γ (vi0vin−1) ,
where l ∈ {2, 3, . . . , n− 2} and γ (vi0vik) = k, k = 1, . . . , l− 1, γ (vi0vik) = k+ 1, k = l, . . . , n− 1.
This implies that γ
(
vin−2vin−1
) = 2n− 2 and γ (vi1vin−2) = n, γ (vi1vin−1) = n− 1. Let vim be a vertex, which is incident
to an edge with color 2, m 6= 0, 1, n − 2, n − 1. Consider the edges vimvin−2 and vimvin−1 . Clearly, max S
(
vim , γ
) ≤ n + 1.
If γ
(
vimvin−2
) = n + 1, then γ (vimvin−1) ≤ n − 2 and thus max S (vin−1 , γ ) ≤ 2n − 3, which contradicts that
γ
(
vin−2vin−1
) = 2n − 2. Similarly, if γ (vimvin−1) = n + 1, then γ (vimvin−2) ≤ n − 2 and thus max S (vin−2 , γ ) ≤ 2n − 3,
which contradicts that γ
(
vin−2vin−1
) = 2n− 2.
(4) follows from Theorem 9. 
Theorem 13. If r, s ∈ N and r ≤ s, then
(1) Kr,s ∈ N1,
(2) w1(Kr,s) ≤ r + s− gcd(r, s),
(3) W 1(Kr,s) =
{
s, if r = 1,
r + s, if r = 2, 2 ≤ s ≤ 3,
r + s+ 1, if r ≥ 2, s ≥ 4,
(4) if r + s− gcd(r, s) ≤ t ≤ W 1(Kr,s), then Kr,s ∈ N1t .
Proof. By Theorem 3, we have Kr,s ∈ N and w(Kr,s) = r + s − gcd(r, s) for any r, s ∈ N. Since w1(Kr,s) ≤ w(Kr,s), we get
w1(Kr,s) ≤ r + s− gcd(r, s) for any r, s ∈ N. This proves that (1) and (2) hold.
Let us prove (3).
Clearly, (3) is true for the case r ≤ 2, s ≤ 3.
Assume that r ≥ 2, s ≥ 4.
First we show thatW 1(Kr,s) ≥ r + s+ 1.
Let Kr,s be a complete bipartite graph with parts U and V , where U = {u1, u2, . . . , ur}, V = {v1, v2, . . . , vs}.
Define an edge-coloring α of the graph Kr,s in the following way:
(1) α (u1v1) = 1, α (u1v2) = 2, α (u2v1) = 3;
(2) for i = 1, 2, . . . , r, j = 1, 2, . . . , s and 4 ≤ i+ j ≤ r + s− 2
α
(
uivj
) = i+ j;
(3) (a) if r = 2, then
α (urvs−1) = r + s, α (ur−1vs) = r + s− 1 and α (urvs) = r + s+ 1,
(b) if r ≥ 3, then
α (urvs−1) = r + s− 1, α (ur−1vs) = r + s and α (urvs) = r + s+ 1.
Let us prove that α is an interval (r + s+ 1, 1)-coloring of the graph Kr,s.
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By the definition of α, we have
S(u1, α) = [1, s+ 1] \ {3}, S(v1, α) = [1, r + 1] \ {2} and S(v2, α) = [2, r + 2] \ {3},
if r = 2, then
S(vs−1, α) = {s, s+ 2}, S(vs, α) = {s+ 1, s+ 3} and S(u2, α) = [3, s+ 3] \ {s+ 1},
S(vi, α) = [i+ 1, i+ 2] for 3 ≤ i ≤ s− 2,
if r ≥ 3, then
S(vs, α) = {s+ 1, r + s+ 1} \ {r + s− 1},
S(ur , α) = [r + 1, r + s+ 1] \ {r + s} and S(ur−1, α) = [r, r + s] \ {r + s− 1},
S(vj, α) = [j+ 1, j+ r] for 3 ≤ j ≤ s− 1,
S(uk, α) = [k+ 1, k+ s] for 2 ≤ k ≤ r − 2.
This shows that α is an interval (r + s+ 1, 1)-coloring of the graph Kr,s.
Now we prove thatW 1(Kr,s) ≤ r + s+ 1.
Suppose, to the contrary, that β is an interval (t, 1)-coloring of the graph Kr,s, where t ≥ r + s+ 2.
Let β(e) = 1, β(e′) = t , where e = uv, e′ = u′v′ with u, u′ ∈ U, v, v′ ∈ V . Clearly, u 6= u′, v 6= v′ and uv′, u′v ∈ E(Kr,s).
Since max S(u, β) ≤ s+ 1 and max S(v, β) ≤ r + 1, hence max S(v′, β) ≤ r + s+ 1, which contradicts β(u′v′) = t , where
t ≥ r + s+ 2.
Finally, we prove (4).
Clearly, (4) is true for the case r ≤ 2, s ≤ 3.
Assume that r ≥ 2, s ≥ 4.
Note that Kr,s ∈ N1r+s, since an interval (r+ s, 1)-coloring of Kr,s can be obtained from the interval (r+ s+1, 1)-coloring
α by recoloring edges urvs−1, ur−1vs with color r + s− 1 and urvs with color r + s.
By Theorem 3, we have Kr,s ∈ Nt for an arbitrary t, r + s − gcd(r, s) ≤ t ≤ r + s − 1, hence for these values of t , the
complete bipartite graph Kr,s belongs toN1t and taking into account that Kr,s ∈ N1r+s ∩N1r+s+1, we obtain (4). 
It is worth noting that the upper bound for w1(Kr,s) in Theorem 13 is not sharp in general, since n = w1(Kn−1,n) <
n−1+n−gcd(n−1, n) = 2n−2 for n ≥ 3. However, in some cases this upper bound forw1(Kr,s) is sharp; more precisely
the following results hold:
Corollary 14. For any r, l ≥ 2, we have
(1) w1(Kr,rl) = rl,
(2) W 1(Kr,rl) = r(l+ 1)+ 1,
(3) if w1(Kr,rl) ≤ t ≤ W 1(Kr,rl), then Kr,rl ∈ N1t .
Corollary 15. For any r ∈ N, we have
(1) w1(Kr,r) = r,
(2) W 1(Kr,r) =
{
1, if r = 1,
4, if r = 2,
2r + 1, if r ≥ 3,
(3) if w1(Kr,r) ≤ t ≤ W 1(Kr,r), then Kr,r ∈ N1t .
Corollary 15 shows that the upper bound in Theorem 8 is sharp for the complete bipartite graph Kr,r (r ≥ 3), since
diam(Kr,r) = 2 and∆(Kr,r) = r .
Theorem 16. For any n ∈ N, we have
(1) Qn ∈ N1,
(2) w1(Qn) = n,
(3) W 1(Qn) ≥ n2+3n−22 ,
(4) if w1(Qn) ≤ t ≤ n2+3n−22 , then Qn ∈ N1t .
Proof. Since Qn is a regular bipartite graph, we have χ ′ (Qn) = ∆ (Qn) = n and, by Theorem 9, Qn ∈ N1 and w1(Qn) = n.
Thus, (1) and (2) hold.
Let us prove (3).
Clearly, the statement is true for the case n ≤ 2.
Assume that n ≥ 3.
Let us prove thatW 1(Qn)−W 1(Qn−1) ≥ n+ 1 for n ≥ 3.
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For i ∈ {0, 1}, let Q (i)n−1 be the subgraph of Qn induced by the vertices{
(i, α2, α3, . . . , αn) | (α2, α3, . . . , αn) ∈ {0, 1}n−1
}
.
Each Q (i)n−1 is isomorphic to Qn−1. By (1) of this theorem, we get that Q
(i)
n−1 ∈ N1 for i = 0, 1. Let ϕ be an interval(
W 1
(
Q (0)n−1
)
, 1
)
-coloring of the graph Q (0)n−1.
Let us define an edge-coloring ψ of the graph Q (1)n−1 in the following way: for every edge (1, α¯)
(
1, β¯
) ∈ E (Q (1)n−1)
ψ
(
(1, α¯)
(
1, β¯
)) = ϕ ((0, α¯) (0, β¯))+ n+ 1.
Now we define an edge-coloring µ of the graph Qn.
For every edge α˜β˜ ∈ E (Qn), let
µ
(
α˜β˜
)
=

ϕ
(
α˜β˜
)
, if α˜, β˜ ∈ V
(
Q (0)n−1
)
,
min S (α˜, ϕ)+ n, if α˜ ∈ V
(
Q (0)n−1
)
, β˜ ∈ V
(
Q (1)n−1
)
,
ψ
(
α˜β˜
)
, if α˜, β˜ ∈ V
(
Q (1)n−1
)
.
Let us show that µ is an interval
(
W 1 (Qn−1)+ n+ 1, 1
)
-coloring of Qn. Since ϕ is an interval
(
W 1 (Qn−1) , 1
)
-coloring
of Q (0)n−1, for t ∈ {1, 2, . . . ,W 1 (Qn−1)}, there is an edge e ∈ E (Qn) with µ(e) = t . Moreover, n − 2 ≤ max S (α˜, ϕ) −
min S (α˜, ϕ) ≤ n− 1 for α˜ ∈ V
(
Q (0)n−1
)
.
By the definitions of µ and ψ , for α¯ ∈ {0, 1}n−1
S ((0, α¯), µ) = S ((0, α¯), ϕ) ∪ {min S ((0, α¯), ϕ)+ n}
= {min S ((0, α¯), ϕ) , . . . ,max S ((0, α¯), ϕ)} ∪ {min S ((0, α¯), ϕ)+ n}
and
S ((1, α¯), µ) = S ((1, α¯), ψ) ∪ {min S ((0, α¯), ϕ)+ n}
= {min S ((1, α¯), ψ) , . . . ,max S ((1, α¯), ψ)} ∪ {min S ((0, α¯), ϕ)+ n}
= {min S ((0, α¯), ϕ)+ n+ 1, . . . ,max S ((0, α¯), ϕ)+ n+ 1} ∪ {min S ((0, α¯), ϕ)+ n} .
This proves that for t ∈ {W 1 (Qn−1)+ 1, . . . ,W 1 (Qn−1)+ n+ 1}, there is an edge e ∈ E (Qn)with µ(e) = t .
Now let us prove that the set of colors on edges incident to any vertex of Qn is an interval of integers with at most one
gap.
It is easy to see that for α¯ ∈ {0, 1}n−1
S ((0, α¯), µ) = {min S ((0, α¯), ϕ) , . . . ,max S ((0, α¯), ϕ) ,min S ((0, α¯), ϕ)+ n}
S ((1, α¯), µ) = {min S ((0, α¯), ϕ)+ n,min S ((0, α¯), ϕ)+ n+ 1, . . . ,max S ((0, α¯), ϕ)+ n+ 1}
and thus
max S ((0, α¯), µ)−min S ((0, α¯), µ) = n
n− 1 ≤ max S ((1, α¯), µ)−min S ((1, α¯), µ) ≤ n.
This shows that µ is an interval
(
W 1 (Qn−1)+ n+ 1, 1
)
-coloring of Qn.
By induction, we obtainW 1(Qn) ≥ n2+3n−22 .
(4) follows from Theorem 9. 
From Theorem 8, we haveW 1(Qn) ≤ n2+ 1, since diam(Qn) = ∆(Qn) = n. This shows that the lower bound forW 1(Qn)
in Theorem 16 is close to the known upper bound. Moreover, the lower bound in Theorem 16 is sharp for n ≤ 3.
Theorem 17. If G is a subcubic graph (∆(G) ≤ 3), then G ∈ N1 andw1(G) ≤ 5.
Proof. If∆(G) ≤ 2, then every connected component of a graph G is a path or a cycle, so from Theorem 11 and taking into
account that any path has an interval 2-coloring, we get that any component of graph G can be colored with no more than
three colors such that the set of colors on edges incident to any vertex of this component is an interval of integers with at
most one gap. Hence, if∆(G) ≤ 2, then G ∈ N1 andw1(G) ≤ 3.
Assume that∆(G) = 3.
From Vizing’s theorem it follows that χ ′(G) = 3 or χ ′(G) = 4. Clearly, if χ ′(G) = 3, then G ∈ N1 and w1(G) = 3.
Let χ ′(G) = 4 and α be a 4-edge-coloring of the graph G. If S(v, α) 6= {1, 4} for every v ∈ V (G), then α is an interval
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Fig. 1. The interval (8, 1)-coloring of P .
(4, 1)-coloring of the graph G; otherwise there is a vertex u ∈ V (G) with S(u, α) = {1, 4}. Let α(uw) = 1. We define an
edge-coloring β as follows: for every e ∈ E(G)
β(e) =

α(e), if e 6= uw,
5, if dG(w) = 3 or dG(w) = 1,
3, if S(w, α) = {1, 2} or S(w, α) = {1, 4},
2, if S(w, α) = {1, 3}.
It is not difficult to see that β is an edge-coloring of the graph Gwith nomore than five colors. If there is an another vertex
x ∈ V (G) with S(x, β) = {1, 4}, then we can repeat the aforementioned recoloring. Thus by repeating the same recoloring
we eliminate all vertices with the set of colors {1, 4}. This implies that G ∈ N1 andw1(G) ≤ 5. 
Theorem 18. For the Petersen graph P, we have
(1) P ∈ N1,
(2) w1(P) = 4,
(3) W 1(P) = 8,
(4) if w1(P) ≤ t ≤ W 1(P), then P ∈ N1t .
Proof. (1) and (2) follow from Theorem 9.
Let us prove (3).
It can be seen from Fig. 1, thatW 1(P) ≥ 8.
Since diam(P) = 2 and∆(P) = 3, by Corollary 7, we haveW 1(P) ≤ 10.
IfW 1(P) = 10, then there is no edge with color 1, which contradicts that all colors are used.
If W 1(P) = 9, then colors 1, 8, and 9 must be used somewhere in the graph. The edge with color 1 may be chosen
arbitrarily due to the symmetry of the Petersen graph; the edge with color 9 must then be unique edge at a distance of 2
from that with color 1. However, the edges with colors 1 and 8 are then at a distance of 1, which is impossible in a cubic
graph (using the same arguments as in the proof of Theorem 6). Thus,W 1(P) = 8.
(4) follows from Theorem 9. 
5. Graphs which have no interval (t, 1)-colorings
It is known that many bipartite graphs such as regular bipartite graphs [5,6], complete bipartite graphs, trees [19,20],
subcubic bipartite graphs [17], doubly convex bipartite graphs [4], grids [13], bipartite cacti [15], outerplanar bipartite
graphs [14], and (2, b)-biregular bipartite graphs [18,21] have interval colorings and, therefore, have interval (t, 1)-colorings
for some t ∈ N. However, not all bipartite graphs have an interval (t, 1)-coloring. Let us define the graph ∆r,s,t (1 ≤ r ≤
s ≤ t) as follows:
V (∆r,s,t) = {v, x, y, z} ∪ {a1, a2, . . . , ar , b1, b2, . . . , bs, c1, c2, . . . , ct},
E(∆r,s,t) = {vai, xai, yai|1 ≤ i ≤ r} ∪ {vbj, xbj, zbj|1 ≤ j ≤ s} ∪ {vck, yck, zck|1 ≤ k ≤ t}.
Clearly, |V (∆r,s,t)| = r + s + t + 4, d(x) = r + s, d(y) = r + t, d(z) = s + t and ∆(∆r,s,t) = r + s + t . Note that our
∆r,s,t graphs generalize Malafiejski’s rosettesMk given in [16], sinceMk = ∆k,k,k for any k ∈ N.
Theorem 19. If t ≥ s ≥ r ≥ 8, then∆r,s,t 6∈ N1.
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Fig. 2. The graph∆8,8,8 .
Proof. Suppose, to the contrary, that the graph∆r,s,t has an interval (q, 1)-coloring α for some q ≥ r + s+ t .
Let p = min S(v, α). Clearly, p+ r + s+ t − 1 ≤ max S(v, α) ≤ p+ r + s+ t . Without loss of generality wemay assume
that α(vbi0) = p and α(vck0) = max S(v, α), where 1 ≤ i0 ≤ s and 1 ≤ k0 ≤ t . By the construction, we have
α(bi0z) ≤ p+ d(bi0) = p+ 3 and thus
α(zck0) ≤ p+ 3+ d(z) = p+ 3+ s+ t.
This implies that
r + s+ t + p− 1 ≤ max S(v, α) ≤ p+ 3+ s+ t + d(ck0) = p+ s+ t + 6.
Hence, r ≤ 7, which is a contradiction. 
The graph∆8,8,8 shown in Fig. 2 has no interval (t, 1)-coloring for any t ∈ N.
Corollary 20. For any∆ ≥ 24, there is a bipartite graph G with G 6∈ N1 and∆(G) = ∆.
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