Anisotropic local laws for random matrices by Knowles, Antti & Yin, Jun
Anisotropic local laws for random matrices
Antti Knowles∗ Jun Yin†
August 5, 2016
We develop a new method for deriving local laws for a large class of random matrices. It is
applicable to many matrix models built from sums and products of deterministic or independent
random matrices. In particular, it may be used to obtain local laws for matrix ensembles that are
anisotropic in the sense that their resolvents are well approximated by deterministic matrices
that are not multiples of the identity. For definiteness, we present the method for sample
covariance matrices of the form Q ..= TXX∗T ∗, where T is deterministic and X is random
with independent entries. We prove that with high probability the resolvent of Q is close to a
deterministic matrix, with an optimal error bound and down to optimal spectral scales.
As an application, we prove the edge universality of Q by establishing the Tracy-Widom-Airy
statistics of the eigenvalues of Q near the soft edges. This result applies in the single-cut
and multi-cut cases. Further applications include the distribution of the eigenvectors and an
analysis of the outliers and BBP-type phase transitions in finite-rank deformations; they will
appear elsewhere.
We also apply our method to Wigner matrices whose entries have arbitrary expectation, i.e. we
consider W +A where W is a Wigner matrix and A a Hermitian deterministic matrix. We prove
the anisotropic local law for W +A and use it to establish edge universality.
1. Introduction
1.1. Local laws. The empirical eigenvalue density of a large random matrix typically converges
to a deterministic asymptotic density. For Wigner matrices this law is the celebrated Wigner
semicircle law [39] and for uncorrelated sample covariance matrices it is the Marchenko-Pastur
law [29]. This convergence is best formulated using Stieltjes transforms. Let Q be an M ×M
Hermitian random matrix, normalized so that its eigenvalues are typically of order one, and denote
by R(z) ..= (Q − zIM )−1 its resolvent. Here z = E + iη is a spectral parameter with positive
imaginary part η. Then the Stieltjes transform of the empirical eigenvalue density is equal to
M−1 TrR(z), and the convergence mentioned above may be written informally as
1
M
TrR(z) =
1
M
M∑
i=1
Rii(z) ≈ m(z) (1.1)
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for large M and with high probability. Here m(z) is the Stieltjes transform of the asymptotic
eigenvalue density, which we denote by %. We call an estimate of the form (1.1) an averaged law.
As may be easily seen by taking the imaginary part of (1.1), control of the convergence of
M−1 TrR(z) yields control of an order ηM eigenvalues around the point E. A local law is an
estimate of the form (1.1) for all η  M−1. Note that the approximation (1.1) cannot be correct
at or below the scale η M−1, at which the behaviour of the left-hand side of (1.1) is governed by
the fluctuations of individual eigenvalues. Such local laws have become a cornerstone of random
matrix theory, starting from the work [16] where a local law was first established for Wigner
matrices. Well known corollaries of a local law include bounds on the eigenvalue counting function
as well as eigenvalue rigidity. Moreover, local laws constitute the main tool needed to analyse
(a) the distribution of eigenvalues (including the universality of the local spectral statistics), (b)
eigenvector delocalization, (c) the distribution of eigenvectors, and (d) finite-rank deformations of
Q.
In fact, for all of the applications (a)–(d), the averaged local law from (1.1) is not sufficient. One
has to control not only the normalized trace of R(z) but the matrix R(z) itself, by showing that
R(z) is close to some deterministic matrix depending on z, provided that η M−1. Such control
was first obtained for Wigner matrices in [19], where the closeness was established in the sense of
individual matrix entries: Rij(z) ≈ m(z)δij . We call such an estimate an entrywise local law. More
generally, in [7, 25] this closeness was established in the sense of generalized matrix entries:
〈v , R(z)w〉 ≈ m(z)〈v ,w〉 , η  M−1 , |v|, |w| 6 1 . (1.2)
Analogous results for uncorrelated sample covariance matrices were obtained in [7,32]. The estimate
(1.2) states that for large M the resolvent R(z) is approximately isotropic (i.e. proportional to the
identity matrix), and we accordingly call an estimate of the form (1.2) an isotropic local law. We
remark that the basis-independent control in (1.2) is crucial for many applications, including the
distribution of eigenvectors and the study of finite-rank deformations of Q.
Unlike in the case of Wigner matrices and uncorrelated sample covariance matrices mentioned
above, the resolvent R(z) is in general not close to a multiple of the identity matrix, but rather to
some general deterministic matrix P (z). In that case (1.2) is to be replaced with
〈v , R(z)w〉 ≈ 〈v , P (z)w〉 , η  M−1 , |v|, |w| 6 1 . (1.3)
We call an estimate of the form (1.3) an anisotropic local law. The goal of this paper is to develop
a method yielding (anisotropic) local laws for many matrix models built from sums and products
of deterministic or independent random matrices. Applications include all the four (a)–(d) listed
above, some of which we illustrate in this paper.
1.2. Sample covariance matrices. For definiteness, and motivated by applications to multi-
variate statistics, in this paper we focus mainly on sample covariance matrices. (In Section 12,
we also explain how to apply our method to deformed Wigner matrices.) We consider sample
covariance matrices of the form Q = N−1AA∗, where A is an M × N matrix. The columns of A
represent N independent and identically distributed observations of some random M -dimensional
vector a. We shortly outline the statistical interpretation of Q, and refer e.g. to [8] for more de-
tails. A fundamental goal of multivariate statistics is to obtain information on the population
covariance matrix Σ ..= Eaa∗ from N independent samples A = [a(1) · · ·a(N)] of the population
a. Then Q corresponds to Σ with the expectation replaced by the empirical average over the
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N samples. If the entries a do not have mean zero, then the population covariance matrix Σ
reads E(a− Ea)(a− Ea)∗, and the sample covariance matrix is accordingly obtained by subtract-
ing the empirical average 1N
∑N
ν=1Aiν from each entry Aiµ. We may therefore write the sample
covariance matrix as Q˙ = (N − 1)−1A(IN − ee∗)A∗, where we introduced the normalized vector
e ..= N−1/2(1, 1, . . . , 1)∗ ∈ RN . Since Q˙ is invariant under the deterministic shift Aiµ 7→ Aiµ + fi,
we may without loss of generality assume that EAiµ = 0. We shall always makes this assumption.
For the sample vector a we take a linear model a = Tb, where T is a deterministic M×M̂ matrix
and b is a random M̂ -dimensional vector with zero expectation. We assume that the entries of b
are independent. This model includes in particular the usual linear (or “signal + noise”) models
from multivariate statistics; see [7, Section 1.2] for more details. Note that, in addition to the
assumption Ebi = 0, we may without loss of generality assume that E|bi|2 = 1 by absorbing the
variance of bi into the deterministic matrix T . Hence, without loss of generality, throughout the
following we make the assumptions Ebi = 0 and E|bi|2 = 1.
Letting X be an M̂ ×N matrix of independent entries satisfying EXiµ = 0 and E|Xiµ|2 = N−1,
we may therefore write the matrices Q and Q˙ as
Q = TXX∗T ∗ , Q˙ =
N
N − 1TX(IN − ee
∗)X∗T ∗ . (1.4)
It is easy to check that in both cases the associated population covariance matrix is Σ = EQ = EQ˙ =
TT ∗. The matrix Q was first studied in the seminal work of Marchenko and Pastur [29], where it
was proved that the Stieltjes transform m of the asymptotic density % may be characterized as the
solution of an integral equation, (2.11) below, depending on the spectrum of Σ. In the language
of free probability, the asymptotic density % is the free multiplicative convolution of the famous
Marchenko-Pastur law with the empirical eigenvalue density of Σ.
1.3. Outline of results. For simplicity, we focus on the matrix Q, bearing in mind that similar
results also apply for Q˙ (see Section 11.2). We assume that the three matrix dimensions M,M̂,N
are comparable, and that the entries of
√
NX possess a sufficient number of bounded moments.
Moreover, we assume that ‖Σ‖ is bounded, and that the spectrum of Σ satisfies certain regularity
conditions, given Definition 2.7 below, which essentially state that the connected components of
the support of % are separated by some positive constant, and that the density of % has square root
decay near its edges in (0,∞). Note that we do not assume that T is square, and in particular T
may have many vanishing singular values; this allows us to cover e.g. the general linear model of
multivariate statistics.
Our main result is the anisotropic local law for Q. Roughly, it states that (1.3) holds with
P (z) ..= −(z(IM +m(z)Σ))−1 ,
where m(z) is the Stieltjes transform of the asymptotic density %. In fact, we prove a more general
anisotropic local law that is more useful in applications. Its formulation is most transparent under
the additional assumption that T = T ∗ = Σ1/2, although this assumption is a mere convenience
and may be easily removed (see Section 11.1). We prove an anisotropic local law of the form
〈v , G(z)w〉 ≈ 〈v ,Π(z)w〉 , (1.5)
for η M−1 and |v|, |w| 6 1, where we defined
G(z) ..=
(−Σ−1 X
X∗ −zIN
)−1
, Π(z) ..=
(−Σ(IM +m(z)Σ)−1 0
0 m(z)IN
)
.
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A simple application of Schur’s complement formula to (1.5) yields the anisotropic local law for the
resolvent of Q = TXX∗T ∗ and a similar result for the resolvent of the companion matrix X∗T ∗TX.
The estimate (1.5) holds with high probability, and we give an explicit and optimal error bound.
We remark that the anisotropic local law holds under very general assumptions on the distribution
of X, the dimensions of X and T , and the spectrum of TT ∗. In particular, we make no assumptions
on the singular vectors of T . We remark that, previously, an anisotropic global law, valid for η  1,
was derived in [22] for a different matrix model.
As an application of the anisotropic local law, we prove the edge universality of the eigenvalues
near the soft spectral edges, whereby the joint distribution of the eigenvalues is asymptotically
governed by the Tracy-Widom-Airy statistics of random matrix theory. More precisely, we prove
that the asymptotic distribution of the eigenvalues near the soft edges depends only on the nonzero
spectrum of TT ∗. This may be regarded as a universality result in both the distribution of the
entries of X and the (left and right) singular vectors of T , including their dimensions. We then
conclude that the Tracy-Widom-Airy statistics hold near the soft edges by noting that they have
been previously established [11,21,26,30] for Gaussian X and diagonal T .
We comment briefly on the history of edge universality for sample covariance matrices of the
form Q. The Tracy-Widom-Airy statistics were first established near the rightmost spectral edge
in the case of complex Gaussian X in [11,30]. In [5], this result was extended to general complex X
under the assumption that Σ is diagonal, i.e. the population vector a is uncorrelated. Very recently,
in [21] the Tracy-Widom-Airy statistics were established near all soft edges in the case of complex
Gaussian X. Moreover, in [26], building on a new comparison method developed in [27], the Tracy-
Widom-Airy statistics near the rightmost edge were established also in the case of real Gaussian
X, or general real X and diagonal Σ. We remark that all proofs from [11, 21, 30] crucially rely on
the integrable structure of Q in the complex Gaussian case (the Harish-Chandra-Itzykson-Zuber
formula and the determinantal form of the eigenvalue process); this structure is not available in
the real case, and the method of [26] is different from that of [11,21,30].
We also prove the rigidity of eigenvalues, as well as the complete delocalization of the eigenvec-
tors with respect to an arbitrary deterministic basis. Further applications of the anisotropic local
law, such as the distribution of the eigenvectors and an analysis of the outliers and BBP-type phase
transitions in finite-rank deformations, will appear elsewhere.
Finally, we also apply our method to deformed Wigner matrices of the form W +A, where W is
a Wigner matrix and A a bounded Hermitian matrix. This model describes Wigner matrices whose
entries may have arbitrary expectations. As for Q, we establish the Tracy-Widom-Airy statistics
near the spectral edges of W +A. More precisely, we prove that the asymptotic distribution of the
eigenvalues near the edges depends only on the asymptotic spectrum of A, which may be regarded
as a universality result in the distribution of W and the eigenvectors of A. We then conclude that
the Tracy-Widom-Airy statistics hold near the edges by noting that they have been previously
established [27] for diagonal A.
1.4. Overview of the proof. We conclude this section by outlining some ideas of the proof of
the anisotropic local law. Roughly, the proof proceeds in three steps: (A) the entrywise local law
for Gaussian X and diagonal Σ, (B) the anisotropic local law for Gaussian X and general Σ, and
(C) the anisotropic local law for general X and general Σ. Steps (A) and (B) may be performed
by adapting the methods of [7], and we do not comment on them any further.
The main argument, and the bulk of the proof, is Step (C). Its core is a self-consistent comparison
method, which yields the anisotropic local law for general X assuming it has been proved for
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Gaussian X. Up to now, all interpolation or Lindeberg replacement arguments in random matrix
theory have crucially relied on a local law as input. Since the local law is exactly what we are
trying to prove, a different approach is clearly needed – one that does not need a local law to work.
Our method yields a new way of deriving local laws for general random matrices expressed as
polynomials of deterministic and random matrices whose entries are independent. It relies on two
key novel ideas: (a) continous Green function comparison argument where the errors are controlled
self-consistently, and (b) a bootstrapping of the Green function comparison on the spectral scale η.
In the remainder of this subsection we give a few details of our method, and in particular
explain the ideas (a) and (b) in more detail. We construct a continuous family (Xθ)θ∈[0,1] of
matrices, whereby X0 is a Gaussian ensemble and X1 is the ensemble in which we are interested.
Then we operate in the (θ, η)-plane and perform simultaneously a continuous interpolation in θ and
a discrete bootstrapping in η. (See Figure 1.1 below.)
Interpolation methods have been extensively used in random matrix theory, in the form of both
discrete Lindeberg-type replacement schemes [10, 19, 20, 36] and continuous interpolations [26–28].
Moreover, Dyson Brownian motion, as used e.g. in [17, 18, 26, 27], may be regarded as a form of
continuous interpolation for the case that X0 is Gaussian. The usual choice of interpolation, as
used in [26, 28] and also resulting from Dyson Brownian motion, is Xθ =
√
1− θX0 +√θX1. In
this paper, we instead interpolate using i.i.d. Bernoulli random variables:
Xθα
..= χθαX
1
α + (1− χθα)X0α , (1.6)
where α = (i, µ) indexes the matrix entries and (χθα) is a family of i.i.d. Bernoulli-θ random variables.
The choice (1.6) is convenient for our purposes, since the expectation of a function of Xθ = (Xθα)
is particularly easy to differentiate in θ, resulting in explicit formulas that are the starting point of
our analysis. Indeed, as explained in Section 7 (see Remark 7.18), for any smooth enough function
F and ` ∈ N we have an identity of the form
d
dθ
EF (Xθ) =
∑`
n=1
∑
α
Kθn,α E
(
∂
∂Xθα
)n
F (Xθ) + E` , (1.7)
where Kθn,α is defined through the formal power series
∑
n>1
Kθn,α t
n ..=
EetX1α − EetX0α
EetXθα
, (1.8)
and the error term E` is negligible for large enough `. In particular, Kθn,α depends only on the first
n moments of X0α and X
1
α, and vanishes if the first n moments of X
0
α and X
1
α match. We remark
that the interpolation method from (1.6)–(1.8) can be used to simplify several previous comparison
arguments in random matrix theory, especially the proofs of edge universality in [13,20].
Next, we explain the basic strategy behind the self-consistent comparison method mentioned in
(a) above. We choose a function
F pv(X, z)
..=
∣∣〈v , (G(z)−Π(z))v〉∣∣p
that controls the error in the anisotropic low. Here v is a deterministic vector on the unit sphere
S and p a fixed integer. Our goal is to prove that
∣∣〈v , (G(z)−Π(z))v〉∣∣ 6 No(1)Ψ(z) with high
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probability, where Ψ is an explicit error parameter defined in (3.8) below. By Markov’s inequality,
it suffices to prove EF pv(X1, z) 6 No(1)Ψ(z)p for large but fixed p. Since we know (by assumption
on the Gaussian case) that EF pv(X0, z) 6 No(1)Ψ(z)p, it suffices to estimate the derivative as
d
dθEF
p
v(X
θ, z) 6 No(1)Ψ(z)p. In fact, by Gro¨nwall’s inequality, it suffices to establish the weaker
self-consistent estimate
d
dθ
EF pv(Xθ, z) 6 No(1)Ψ(z)p + C sup
w∈S
EF pw(Xθ, z) . (1.9)
Note that (1.9) is self-consistent in the sense that the right-hand side depends on the quantities to
be estimated. Most of the work is therefore to estimate the right-hand side of (1.7) with F ..= F pv
by the right-hand side of (1.9). The derivatives on the right-hand side of (1.7) are polynomials
of generalized matrix entries of G. Their structure has to be carefully tracked, which we do in
Sections 7 and 8 by encoding them using an appropriately constructed family of words.
It turns out, however, that in general these polynomials involve factors that cannot be estimated
by either term on the right-hand side of (1.9). To handle these bad terms, as mentioned in (b)
above, we make use of a bootstrapping in the spectral scale η. The basic idea is to perform the
interpolation from θ = 0 to θ = 1 on a spectral scale η˜, and to use the obtained anisotropic local
law at scale η˜ to deduce rough a priori bounds on the generalized entries of G on the smaller spectral
scale η. The bootstrapping is started at η = 1, where the trivial a priori bound η−1 = 1 on the
entries of G is sufficient. The bootstrapping proceeds in multiplicative increments of N−δ, where
δ > 0 is a fixed small exponent. Hence, the bootstrapping iteration needs to be performed only an
order O(1) times. (We remark that this bootstrapping is different from the stochastic continuity
arguments commonly used to establish local laws for Wigner matrices [14–16], which propagate
much more precise estimates but have to be iterated an order NO(1) times.)
At each step of the bootstrapping, we use the anisotropic local law on the scale η˜ = N δη and
simple monotonicity properties of G to obtain a priori bounds on |Gvw| and ImGww on the scale
η. Roughly, the smallness that allows us to propagate the bootstrapping arises from a certain
structure of summation indices in the polynomials, which yields factors of ImGww. It is important
to ensure that a sufficiently large number of such factors is generated, and that the a priori bound
on them is close to optimal. In contrast, the a priori bound that one can use for general entries
|Gvw| is very rough. Figure 1.1 gives a schematic representation of the self-consistent comparison
method, which combines a continuous interpolation in θ and a discrete bootstrapping in η. We
refer to Sections 7.1 and 8.1 for a more detailed outline of the proof.
The next section is devoted to the definition of the model and the statement of results. We give
an outline of the structure of the paper in Section 3.5 below.
Conventions. The fundamental large parameter is N . All quantities that are not explicitly
constant may depend on N ; we almost always omit the argument N from our notation.
We use C to denote a generic large positive constant, which may depend on some fixed pa-
rameters and whose value may change from one expression to the next. Similarly, we use c to
denote a generic small positive constant. If a constant C depends on some additional quantity α,
we indicate this by writing Cα. For two positive quantities AN and BN depending on N we use the
notation AN  BN to mean C−1AN 6 BN 6 CAN for some positive constant C. For a < b we set
[[a, b]] ..= [a, b] ∩ Z. We use the notation v = (v(i))ni=1 for vectors in Cn, and denote by | · | = ‖ · ‖2
the Euclidean norm of vectors. We use ‖ · ‖ to denote the Euclidean operator norm of a matrix.
We often write the k × k identity matrix Ik simply as 1 when there is no risk of confusion.
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1
N−δ
N−2δ
N−1
Interpolation
Bootstrapping
N−1+δ
Figure 1.1. A schematic overview of the self-consistent comparison method. The horizontal axis depicts
the interpolation parameter θ ∈ [0, 1], with θ = 0 corresponding to the Gaussian case and θ = 1 to the
general case. The vertical axis depicts the spectral scale η, with η = 1 corresponding to the macroscopic
scale and η = N−1 the microscopic scale. The self-consistent comparison argument takes place in the (θ, η)-
plane, and follows the horizontal lines from left to right and top to bottom, i.e. (0, 1) → (1, 1), (0, N−δ) →
(1, N−δ), (0, N−2δ) → (1, N−2δ), . . . . The diamonds on the vertical axis indicate that the anisotropic local
law is known at (θ, η). The circle indicates the goal (θ, η) = (1, N−1).
We use τ > 0 in various assumptions to denote a positive constant that may be chosen arbitrarily
small. A smaller value of τ corresponds to a weaker assumption. All constants may C, c depend
on τ , and we neither indicate nor track this dependence.
2. Model
In this section we define our model, list our key assumptions, and explain the basic structure of
the asymptotic eigenvalue density %.
2.1. Definition of the model. We consider the M ×M matrix Q ..= TXX∗T ∗, where T is a
deterministic M × M̂ matrix and X a random M̂ × N matrix. We regard N as the fundamental
parameter and M ≡ MN and M̂ ≡ M̂N as depending on N . Here, and throughout the following,
we omit the index N from our notation, bearing in mind that all quantities that are not explicitly
constant (such as the constant τ) may depend on N . For simplicity, we always make the assumption
that
M  M̂  N . (2.1)
(This assumption may relaxed to logM  log M̂  logN with some extra work; see [8]. We do not
pursue this direction here.) We introduce the dimensional ratio
φ ..=
M
N
. (2.2)
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Note that (2.1) implies
τ 6 φ 6 τ−1 (2.3)
provided τ > 0 is chosen small enough.
We assume that the entries Xiµ of the M̂ ×N matrix X are independent (but not necessarily
identically distributed) real-valued random variables satisfying
EXiµ = 0 , E|Xiµ|2 = 1
N
(2.4)
for all i and µ. In addition, we assume that, for all p ∈ N, the random variables √NXiµ have a
uniformly bounded p-th moment. In other words, we assume that for all p ∈ N there is a constant
Cp such that
E
∣∣√NXiµ∣∣p 6 Cp (2.5)
for all i and µ. The assumption that (2.5) hold for all p ∈ N may be easily relaxed. For instance, it
is easy to check that our results and their proofs remain valid, after minor adjustments, if we only
require that (2.5) holds for all p 6 C for some large enough constant C. We do not pursue such
generalizations.
For definiteness, in this paper we focus mostly on the real symmetric case (β = 1), where all
matrix entries are real. We remark, however, that all of our results and proofs also hold, after
minor changes, in the complex Hermitian case (β = 2), where Xiν ∈ C and in addition to (2.4) we
have EX2iµ = 0.
The population covariance matrix is defined as
Σ ..= EQ = TT ∗ .
We denote the eigenvalues of Σ by
σ1 > σ2 > · · · > σM > 0 .
Let
pi ..=
1
M
M∑
i=1
δσi (2.6)
denote the empirical spectral density of Σ. We suppose that
σ1 6 τ−1 (2.7)
and that
pi([0, τ ]) 6 1− τ . (2.8)
This latter assumption means that the spectrum of Σ cannot be concentrated at zero.
Sometimes it will be convenient to make the following stronger assumption on T :
M̂ = M and T = T ∗ = Σ1/2 > 0 . (2.9)
The assumption (2.9) will frequently simplify the presentation and the proofs. Thanks to our
general assumptions (2.7) and (2.8), it will always be relatively easy to remove (2.9). In particular,
we emphasize that the assumption Σ > 0 is purely qualitative in nature, and is made in order to
simplify expressions involving the inverse of Σ. The case of Σ > 0 may always be easily obtained
by considering Σ + εIM and then taking ε ↓ 0 at fixed N . We refer to Section 11.1 below for the
details on how to remove the assumption (2.9).
To avoid repetition, we summarize our basic assumptions for future reference.
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Assumption 2.1. We suppose that (2.1), (2.4), (2.5), (2.7), and (2.8) hold.
2.2. Asymptotic eigenvalue density. Next, we define the asymptotic eigenvalue density of
X∗T ∗TX, %, via its Stieltjes transform, m. Let C+ denote the complex upper-half plane.
Lemma 2.2. Let pi be a compactly supported probability measure on R, and let φ > 0. Then for
each z ∈ C+ there is a unique m ≡ m(z) ∈ C+ satisfying
1
m
= −z + φ
∫
x
1 +mx
pi(dx) . (2.10)
Moreover, m(z) is the Stieltjes transform of a probability measure % with bounded support in [0,∞).
Proof. This is a well-known result, which may be proved using a fixed point argument in C+;
the function m(z) is the Stieltjes transform of the multiplicative free convolution of pi and the
Marchenko-Pastur law with dimensional ratio (2.2). See e.g. [34, Section 5] and [3] for more
details.
Definition 2.3 (Asymptotic density). We define the deterministic function m ≡ mΣ,N .. C+ →
C+ as the unique solution m(z) of (2.10) with φ defined in (2.2) and pi defined in (2.6). We denote
by % ≡ %Σ,N the probability measure associated with m, and call it the asymptotic eigenvalue density.
The rest of this subsection is devoted to a discussion of the basic properties of the asymptotic
eigenvalue density %. Much this discussion is well known; see e.g. [1, 21, 35]. The reader interested
only in the principal components of Q, i.e. its top eigenvalues, can skip this subsection and proceed
directly to the results in Theorem 3.14 (with k = 1) and Corollary 3.19 (i).
Let n ..= |supppi \ {0}| be the number of distinct nonzero eigenvalues of Σ, and write
supppi \ {0} = {s1 > s2 > · · · > sn} .
Let z ∈ C+. Then m ≡ m(z) may also be characterized as the unique solution of the equation
z = f(m) , Imm > 0 , (2.11)
where we defined
f(x) ..= −1
x
+ φ
n∑
i=1
pi({si})
x+ s−1i
. (2.12)
In Figures 2.1 and 2.2, we illustrate the graph of f for the cases φ < 1 and φ > 1 respectively. In
Figure 2.3 we plot the density of % for the examples from Figures 2.1 and 2.2. The behaviour of %
may be entirely understood by an elementary analysis of f .
It is convenient to extend the domain of f to the real projective line R = R∪{∞} ∼= S1. Clearly,
f is smooth on the n+ 1 open intervals of R defined through
I1 ..= (−s−11 , 0) , Ii ..= (−s−1i ,−s−1i−1) (i = 2, . . . , n) , I0 ..= R \
n⋃
i=1
Ii .
Next, we introduce the multiset C ⊂ R of critical points of f , using the conventions that a nonde-
generate critical point is counted once and a degenerate critical point twice, and if φ = 1 then∞ is
a nondegenerate critical point. The following three elementary lemmas are proved in Appendix A.
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−1
f(x)
x
a1
a2
a3
a4
a5
a6
x5x6
Figure 2.1. The function f(x) for φpi = 0.01 δ10 + 0.01 δ5 + 0.05 δ1.5 + 0.03 δ1. Here, φ = 0.1 and we have
p = 3 connected components. The vertical asymptotes are located at −σ−1 for σ ∈ supppi. The support of
% is indicated with thick blue lines on the vertical axis. The inverse of m|R\supp % is drawn in red.
Lemma 2.4 (Critical points). We have |C∩I0| = |C∩I1| = 1 and |C∩Ii| ∈ {0, 2} for i = 2, . . . , n.
We deduce from Lemma 2.4 that |C| = 2p is even. We denote by x1 > x2 > · · · > x2p−1 the
2p− 1 critical points in I1 ∪ · · · ∪ In, and by x2p the unique critical point in I0. For k = 1, . . . , 2p
we define the critical values ak
..= f(xk).
Lemma 2.5 (Ordering of the critical values). We have a1 > a2 > · · · > a2p. Moreover, for
k = 1, . . . , 2p we have ak = f(xk) and xk = m(ak), where m is defined on R by continuous extension
from C+, and we use the convention m(0) ..= ∞ for φ = 1. Finally, under the assumptions (2.3)
and (2.7) there exists a constant C (depending on τ) such that ak ∈ [0, C] for k = 1, . . . , 2p.
The following result gives the basic structure of %.
Lemma 2.6 (Structure of %). We have
supp % ∩ (0,∞) =
(
p⋃
k=1
[a2k, a2k−1]
)
∩ (0,∞) . (2.13)
Our assumptions on pi (i.e. on the spectrum of Σ) take the form of the following regularity
conditions.
Definition 2.7 (Regularity). Fix τ > 0.
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Figure 2.2. The function f(x) for φpi = δ10 + δ5 + 5 δ1.5 + 3 δ1. Here, φ = 10 and we have p = 1 connected
component. The vertical asymptotes are located at −σ−1 for σ ∈ supppi. The support of % is indicated with
a thick blue line. The inverse of m|R\supp % is drawn in red.
a2a2 a10 10 0 50 a1a3a4a5a6
Figure 2.3. The densities of % for the examples from Figures 2.1 (left) and 2.2 (right).
(i) We say that the edge k = 1, . . . , 2p is regular if
ak > τ , min
l 6=k
|ak − al| > τ , min
i
|xk + s−1i | > τ . (2.14)
(ii) We say that the bulk component k = 1, . . . , p is regular if for any fixed τ ′ > 0 there exists
a constant c ≡ cτ,τ ′ > 0 such that the density1 of % in [a2k + τ ′, a2k−1 − τ ′] is bounded form
below by c.
1This means the density of the absolutely continuous part of %. In fact, as explained after Lemma 4.10 below, %
is always absolutely continuous on R \ {0}.
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The edge regularity condition from Definition 2.7 (i) has previously appeared (in a slightly
different form) in several works on sample covariance matrices. For the rightmost edge k = 1, it
was introduced in [11] and was subsequently used in the works [5, 26, 30] on the distribution of
eigenvalues near the top edge a1. For general k, it was introduced in [21]. The second condition of
(2.14) states that the gap in the spectrum of % adjacent to the edge ak does not close for large N ;
the third condition of (2.14) ensures a regular square-root behaviour of the spectral density near
ak, and in particular rules out outliers.
The bulk regularity condition from Definition 2.7 (ii) imposes a lower bound on the density of
eigenvalues away from the edges. Without it, one can have points in the interior of supp % with
an arbitrarily small density, and our results can be shown to be false. Such points may be easily
constructed by taking pi with a degenerate critical point x, which corresponds to two components
of % touching at a = f(x). Then it is not hard to check that one can construct an arbitrarily small
perturbation p˜i of pi such that the point a is well-separated from the edges of the support of the
associated density %˜, and the density %˜ at a is an arbitrarily small positive number. The condition
from Definition 2.7 (ii) is stable under perturbation of pi; see Remark A.7 below.
We conclude this subsection with a couple of examples verifying the regularity conditions of
Definition 2.7.
Example 2.8 (Bounded number of distinct eigenvalues). We suppose that n is fixed, and that
s1, . . . , sn and φpi({s1}), . . . , φpi({sn}) all converge in (0,∞) as N → ∞. We suppose that all
critical points of limN f are nondegenerate, and that limN ai > limN ai+1 for i = 1, . . . , 2p. Then it
is easy to check that, for small enough τ , all edges k = 1, . . . , 2p and bulk components k = 1, . . . , p
are regular in the sense of Definition 2.7.
Example 2.9 (Continuous limit). We suppose that φ converges in (0,∞) \ {1}. Moreover, we
suppose that pi is supported in some interval [a, b] ⊂ (0,∞), and that pi converges in distribution to
some measure pi∞ that is absolutely continuous and whose density satisfies τ 6 dpi∞(E)/dE 6 τ−1
for E ∈ [a, b]. It is easy to check that in this case p = 1, and that the two edges and the single bulk
component are regular in the sense of Definition 2.7.
3. Results
In this section we state our main results for the sample covariance matrix Q defined in Section 2.
To ease readability, we state the anisotropic local law under three different sets of increasingly weak
assumptions. In Section 3.2, we assume that all edges and bulk components are regular in the sense
of Definition 2.7. In Section 3.3, we assume only regularity of a single edge or bulk component, and
state the anisotropic local law in the vicinity of the corresponding edge or bulk component. As an
application, we prove the edge universality near a regular edge. Finally, in Section 3.4 we give a
general anisotropic law, where the concrete regularity assumptions from Definition 2.7 are replaced
with a more general but abstract stability condition. The reader interested only in the principal
components of Q can proceed directly to the results in Theorem 3.14 (with k = 1) and Corollary
3.19 (i).
3.1. Basic definitions. In this preliminary subsection we introduce some basic notations and
definitions. Our main results take the form of local laws, which relate the resolvents
RN (z) ..= (X
∗T ∗TX − z)−1 and RM (z) ..= (TXX∗T ∗ − z)−1 (3.1)
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to the Stieltjes transform m of the asymptotic density %. These local laws may be formulated in
a simple, unified fashion under the assumption (2.9) using an (M + N) × (M + N) block matrix,
which is a linear function of X.
Definition 3.1 (Index sets). We introduce the index sets
IM ..= [[1,M ]] , IN ..= [[M + 1,M +N ]] , I ..= IM ∪ IN = [[1,M +N ]] .
We consistently use the letters i, j ∈ IM , µ, ν ∈ IN , and s, t ∈ I. We label the indices of the
matrices according to
X = (Xiµ
.. i ∈ IM , µ ∈ IN ) , Σ = (Σij .. i, j ∈ IM ) .
Definition 3.2 (Linearizing block matrix). Under the condition (2.9) and for z ∈ C+ we
define the I × I matrix
G(z) ≡ GΣ(X, z) ..=
(−Σ−1 X
X∗ −z
)−1
. (3.2)
The motivation behind this definition is that, assuming (2.9), a control of G immediately yields
control of the resolvents RN and RM via the identities
Gij = (zΣ
1/2RMΣ
1/2)ij (3.3)
for i, j ∈ IM and
Gµν = (RN )µν (3.4)
for µ, ν ∈ IN . Both of these identities may be easily checked using Schur’s complement formula.
Next, we introduce a deterministic matrix Π, which we shall prove is close to G with high
probability (in the sense of Definition 3.4 (iii) below).
Definition 3.3 (Deterministic equivalent of G). For z ∈ C+ we define the I×I deterministic
matrix
Π(z) ≡ ΠΣ(z) ..=
(−Σ(1 +m(z)Σ)−1 0
0 m(z)
)
. (3.5)
We also extend Σ to an I × I matrix
Σ ..=
(
Σ 0
0 1
)
. (3.6)
We consistently use the notation z = E + iη for the spectral parameter z. Throughout the
following we regard the quantities E(z) and η(z) as functions of z and usually omit the argument
unless it is needed to avoid confusion. The spectral parameter z will always lie in the fundamental
domain
D ≡ D(τ,N) ..= {z ∈ C+ .. |z| > τ , |E| 6 τ−1 , N−1+τ 6 η 6 τ−1} , (3.7)
where τ > 0 is a fixed parameter.
The following notion of a high-probability bound was introduced in [12], and has been subse-
quently used in a number of works on random matrix theory. It provides a simple way of system-
atizing and making precise statements of the form “ξ is bounded with high probability by ζ up to
small powers of N”.
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Definition 3.4 (Stochastic domination). (i) Let
ξ =
(
ξ(N)(u) .. N ∈ N, u ∈ U (N)) , ζ = (ζ(N)(u) .. N ∈ N, u ∈ U (N))
be two families of nonnegative random variables, where U (N) is a possibly N -dependent pa-
rameter set.
We say that ξ is stochastically dominated by ζ, uniformly in u, if for all (small) ε > 0 and
(large) D > 0 we have
sup
u∈U(N)
P
[
ξ(N)(u) > N εζ(N)(u)
]
6 N−D
for large enough N > N0(ε,D). Throughout this paper the stochastic domination will always
be uniform in all parameters (such as matrix indices, deterministic vectors, and spectral
parameters z ∈ D) that are not explicitly fixed. Note that N0(ε,D) may depend on quantities
that are explicitly constant, such as τ and Cp from (2.5).
(ii) If ξ is stochastically dominated by ζ, uniformly in u, we use the notation ξ ≺ ζ. Moreover, if
for some complex family ξ we have |ξ| ≺ ζ we also write ξ = O≺(ζ).
(iii) We extend the definition of O≺( · ) to matrices in the weak operator sense as follows. Let A be
a family of complex square random matrices and ζ a family of nonnegative random variables.
Then we use A = O≺(ζ) to mean |〈v , Aw〉| ≺ ζ|v||w| uniformly for all deterministic vectors
v and w.
Remark 3.5. Because of (2.1), all (or some) factors of N in Definition 3.4 could be replaced with
M or M̂ without changing the definition of stochastic domination.
3.2. The full spectrum. As explained at the beginning of this section, we first state the
anisotropic local law for all arguments z under the assumption that all edges and bulk compo-
nents are regular in the sense of Definition 2.7. In the next subsection, we relax these assumptions
by restricting the domain of z to the vicinity of an edge or bulk component, and only requiring the
regularity of the corresponding edge or bulk component.
Our main result is the following anisotropic local law. We introduce the fundamental control
parameter
Ψ(z) ..=
√
Imm(z)
Nη
+
1
Nη
(3.8)
and the Stieltjes transform of the empirical eigenvalue density of X∗T ∗TX,
mN (z) ..=
1
N
∑
µ∈IN
(RN )µµ(z) . (3.9)
Theorem 3.6 (Anisotropic local law). Fix τ > 0. Suppose that (2.9) and Assumption 2.1
hold. Suppose moreover that every edge k = 1, . . . , 2p satisfying ak > τ and every bulk component
k = 1, . . . , p is regular in the sense of Definition 2.7. Then
Σ−1
(
G(z)−Π(z))Σ−1 = O≺(Ψ(z)) (3.10)
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and
mN (z)−m(z) = O≺
(
1
Nη
)
(3.11)
uniformly in z ∈ D.
(Note that the presence of the factors Σ in (3.10) strengthens the result; by (2.7), they can be
trivially dropped to obtain a weaker estimate. They ensure that the control of the error is stronger
in directions where the covariance Σ is small.)
Outside the support of the asymptotic spectrum, one has stronger control all the way down to
the real axis.
Theorem 3.7 (Anisotropic local law outside of the spectrum). Fix τ > 0. Suppose that
(2.9) and Assumption 2.1 hold. Suppose moreover that every edge k = 1, . . . , 2p satisfying ak > τ
is regular in the sense of Definition 2.7 (i). Then
Σ−1
(
G(z)−Π(z))Σ−1 = O≺(
√
Imm(z)
Nη
)
(3.12)
uniformly in z ∈ [τ, τ−1]× (0, τ−1] satisfying dist(E, supp %) > N−2/3+τ .
An explicit expression for the error term in (3.12) may be obtained from (A.7) below.
Remark 3.8. Theorem 3.7 can be used to obtain a complete picture of the outlier eigenvalues of Q
in the case where a bounded number of eigenvalues of Σ are changed to some arbitrary values (in
particular possibly violating the regularity assumption from Definition 2.7 (i)). We note that the
outliers may also lie between bulk components of %. The analysis is similar to the one performed
in [8] for the case Σ = IM ; we omit the details.
In the remainder of this subsection, we state several corollaries of Theorem 3.6 where the
assumption (2.9) is removed. From Theorem 3.6 it is not hard to deduce the following result on
the resolvents RN and RM , defined in (3.1).
Corollary 3.9 (Anisotropic local laws for X∗T ∗TX and TXX∗T ∗). Fix τ > 0. Suppose
that Assumption 2.1 holds. Suppose moreover that every edge k = 1, . . . , 2p satisfying ak > τ and
every bulk component k = 1, . . . , p is regular in the sense of Definition 2.7. Then
RN −m(z) = O≺(Ψ(z)) (3.13)
and
Σ−1/2
(
RM − −1
z(1 +m(z)Σ)
)
Σ−1/2 = O≺(Ψ(z)) (3.14)
uniformly in z ∈ D. Moreover, (3.11) holds uniformly in z ∈ D.
Remark 3.10. Theorem 3.7 has an analogous corollary forRN andRM for z satisfying dist(E, supp %) >
N−2/3+τ , whereby the right-hand sides of (3.13) and (3.14) are replaced with the right-hand side
of (3.12); we omit the precise statement.
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Remark 3.11. The following consistency check may be applied to the deterministic matrices on
the left-hand sides of (3.13) and (3.14). If, in the identity 1M TrRM =
1
M TrRN +
φ−1
φ
1
z , we replace
TrRM and TrRN with the corresponding deterministic matrices from the left-hand sides of (3.13)
and (3.14), we recover (2.11).
We conclude this subsection with another consequence of Theorem 3.6 – eigenvalue rigidity. We
denote by
λ1 > λ2 > · · · > λM∧N
the nontrivial eigenvalues of Q, and by γ1 > γ2 > · · · > γM∧N the classical eigenvalue locations
defined through
N
∫ ∞
γi
d% = i− 1/2 . (3.15)
If p > 1, it is convenient to relabel λi and γi separately for each bulk component k = 1, . . . , p. To
that end, for k = 1, . . . , p we define the classical number of eigenvalues in the k-th bulk component
through
Nk
..= N
∫ a2k−1
a2k
d% . (3.16)
In Lemma A.1 below we prove that Nk ∈ N for k = 1, . . . , p. For k = 1, . . . , p and i = 1, . . . , Nk we
introduce the relabellings
λk,i
..= λi+
∑
l<k Nl
, γk,i
..= γi+
∑
l<k Nl
∈ (a2k, a2k−1) .
Note that we may also characterize γk,i through N
∫ a2k−1
γk,i
d% = i− 1/2.
Theorem 3.12 (Eigenvalue rigidity). Fix τ > 0. Suppose that Assumption 2.1 holds. Suppose
moreover that every edge k = 1, . . . , 2p satisfying ak > τ and every bulk component k = 1, . . . , p is
regular in the sense of Definition 2.7. Then we have for all k = 1, . . . , p and i = 1, . . . , Nk satisfying
γk,i > τ that
|λk,i − γk,i| ≺
(
i ∧ (Nk + 1− i)
)−1/3
N−2/3 . (3.17)
Remark 3.13. As in [7, Theorem 2.8], Corollary 3.9 and Theorem 3.12 imply the complete de-
localization, with respect to an arbitrary deterministic basis, of the eigenvectors of TXX∗T ∗ and
X∗T ∗TX associated with eigenvalues λi satisfying γi > τ .
Note that Theorem 3.12 in particular implies an exact separation of the eigenvalues into con-
nected components, whereby the number of eigenvalues in the k-th connected component is with
high probability equal to the deterministic number Ni. This phenomenon of exact separation was
first established in [1, 2].
3.3. Individual spectral regions and edge universality. In this subsection we elaborate on
the results of Subsection 3.2 by only requiring the regularity of the edge or bulk component near
which the spectral parameter z lies. To that end, for fixed τ, τ ′ > 0 we define the subdomains
Dek ≡ Dek(τ, τ ′, N) ..=
{
z ∈ D(τ,N) .. E ∈ [ak − τ ′, ak + τ ′]
}
(k = 1, . . . , 2p) ,
Dbk ≡ Dbk(τ, τ ′, N) ..=
{
z ∈ D(τ,N) .. E ∈ [a2k + τ ′, a2k−1 − τ ′]
}
(k = 1, . . . , p) ,
Do ≡ Do(τ, τ ′, N) ..= {z ∈ D(τ,N) .. dist(E, supp %) > τ ′} .
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The superscripts e, b, and o stand for “edge”, “bulk”, and “outside”, respectively.
Roughly, the results from Section 3.2 hold in each one of these smaller domains (instead of the
full domain D) provided that just the associated edge (for z ∈ Dek) or bulk component (for z ∈ Dbk)
is regular. Results outside of the spectrum (for z ∈ Do) do not need any regularity assumption.
Theorem 3.14 (Regular edge). Fix τ > 0. Suppose that Assumption 2.1 holds. Suppose that
the edge k = 1, . . . , 2p is regular in the sense of Definition 2.7 (i). Then there exists a constant
τ ′ > 0, depending only on τ , such that the following holds.
(i) Under the assumption (2.9) the estimates (3.10) and (3.11) hold uniformly in z ∈ Dek.
(ii) The estimates (3.13) and (3.14) hold uniformly in z ∈ Dek.
(iii) Let kˆ ..= b(k + 1)/2c be the bulk component to which the edge k belongs. Then for all i =
1, . . . , Nkˆ satisfying γkˆ,i ∈ [ak − τ ′, ak + τ ′] we have
|λkˆ,i − γkˆ,i| ≺
(
i ∧ (Nkˆ + 1− i)
)−1/3
N−2/3 .
Theorem 3.15 (Regular bulk). Fix τ, τ ′ > 0. Suppose that Assumption 2.1 holds. Suppose that
the bulk component k = 1, . . . , 2p is regular in the sense of Definition 2.7 (ii).
(i) Under the assumption (2.9) the estimates (3.10) and (3.11) hold uniformly in z ∈ Dbk.
(ii) The estimates (3.13) and (3.14) hold uniformly in z ∈ Dbk.
(iii) Suppose that at least one of the two edges 2k and 2k−1 is regular in the sense of Definition 2.7
(i). Then for all i = 1, . . . , Nk satisfying γk,i ∈ [a2k+τ ′, a2k−1−τ ′] we have |λk,i−γk,i| ≺ N−1.
Theorem 3.16 (Outside of the spectrum). Fix τ, τ ′ > 0. Suppose that Assumption 2.1 holds.
(i) Under the assumption (2.9) the estimates (3.10) and (3.11) hold uniformly in z ∈ Do.
(ii) The estimates (3.13) and (3.14) hold uniformly in z ∈ Do.
Remark 3.17. As in Section 3.2, if dist(E, supp %) > N−2/3+τ then the error parameters Ψ(z) on
the right-hand sides of (3.10), (3.13), and (3.14) in (i) and (ii) of Theorems 3.14 and 3.16 can be
replaced with the smaller quantity
√
Imm(z)/(Nη) and the lower bound η > N−1+τ relaxed to
η > 0. (See Theorem 3.7.) We omit the detailed statement.
Finally, as a concrete application of the anisotropic local law, we establish the edge universality
of Q. For a regular edge k = 1, . . . , 2p we define $k
..= (|f ′′(xk)|/2)1/3, which has the interpretation
of the curvature of the density of % near the edge k. In Lemma A.3 below we prove that if k is
a regular edge then $k  1. For any fixed l ∈ N and bulk component k = 1, . . . , p we define the
random vectors
q2k−1,l ..=
N2/3
$2k−1
(
λk,1 − a2k−1 , . . . , λk,l − a2k−1
)
,
q2k,l
..= −N
2/3
$2k
(
λk,Nk − a2k , . . . , λk,Nk−l+1 − a2k
)
.
The interpretation of qk is the appropriately centred and normalized family of l extreme eigenvalues
of Q near the edge k.
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Theorem 3.18 (Edge universality). Fix τ > 0 and l ∈ N. Suppose that Assumption 2.1 holds.
Suppose that the edge k = 1, . . . , 2p is regular in the sense of Definition 2.7 (i). Then the distribution
of qk,l depends asymptotically only on pi. More precisely, for any fixed continuous bounded function
h ∈ Cb(Rl) there exists b(h, pi) ≡ bN (h, pi), depending only on pi, such that limN→∞(Eh(qk,l) −
b(h, pi)) = 0.
Theorem 3.18 says in particular that the asymptotic distribution of qk,l does not depend on the
distribution of the entries of X, on the left and right singular vectors of T , or on the dimensions of
T . In particular, we may choose the entries of X to be Gaussian and T = T ∗ to be diagonal. We
remark that Theorem 3.18 also holds for the joint distribution at several regular edges, i.e. for the
random vector (qk,l)k∈K , where each k ∈ K is a regular edge.
Combining Theorem 3.18 with the works [11, 21, 26, 30] on the Gaussian case, we deduce con-
vergence of qk,l to the Tracy-Widom-Airy random vector q
β
l , where β = 1, 2 is the customary
symmetry index of random matrix theory, equal to 1 in the real symmetric case and 2 in the com-
plex Hermitian case (see Section 2.1). Explicitly, qβl may be expressed as the limit in distribution
of the appropriately centred and scaled top l eigenvalues of a GOE/GUE matrix:
N2/3(µβ1 − 2, . . . , µβl − 2)
d−→ qβl (N →∞) ,
where µβ1 > µ
β
2 > · · · > µβN denote the eigenvalues of GOE (β = 1) or GUE (β = 2). For instance,
qβ1 ∈ R is a random variable with Tracy-Widom-β distribution [37,38].
Corollary 3.19 (Tracy-Widom-Airy statistics near a regular edge). Fix τ > 0 and
l ∈ N. Suppose that Assumption 2.1 holds.
(i) Suppose that the rightmost edge k = 1 is regular in the sense of Definition 2.7 (i). Then, for
real symmetric Q (β = 1) or complex Hermitian Q (β = 2), the random vector q1,l converges
in distribution to the Tracy-Widom-Airy random vector qβl .
(ii) Suppose that the edge k = 1, . . . , 2p is regular in the sense of Definition 2.7 (i). Then, for
complex Hermitian Q (β = 2), the random vector qk,l converges in distribution to the Tracy-
Widom-Airy random vector q2l .
Like Theorem 3.18, Corollary 3.19 (ii) also holds for the joint distribution at several regular
edges. In particular, for the case β = 2 and under the assumption that the top and bottom edges
of % are regular, we obtain the universality of the condition number of Q.
Corollary 3.19 (i) for β = 1, 2 was previously established in [26] under the assumption that Σ
is diagonal, corresponding to uncorrelated population entries. Before that, Corollary 3.19 (i) for
β = 2 and diagonal Σ was established in [5], following the results of [11,30] in the complex Gaussian
case. Corollary 3.19 (ii) was recently established for Gaussian X in [21].
3.4. The general anisotropic local law. In this subsection we conclude the statement of our
results with a general anisotropic local law, which takes the form of a black box yielding the
anisotropic local law for Q assuming it has been established for a much simpler matrix. This latter
result may be proved independently. In particular, this black box formulation may be used to
establish the anisotropic local law in cases where the regularity assumptions from Definition 2.7
fail; we do not pursue such generalizations here. Aside from its great generality, this black box
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formulation also makes precise the three Steps (A) – (C) mentioned in the introduction, which
constitute the basic strategy of our proof.
We begin by introducing some basic terminology.
Definition 3.20 (Local laws). We call a subset S ≡ S(N) ⊂ D(τ,N) a spectral domain if for
each z ∈ S we have {w ∈ D .. Rew = Re z, Imw > Im z} ⊂ S.
Let S ⊂ D be a spectral domain.
(i) We say that the entrywise local law holds with parameters (X,Σ,S) if(
Σ−1
(
G(z)−Π(z))Σ−1)
st
= O≺(Ψ(z)) (3.18)
uniformly in z ∈ S and s, t ∈ I.
(ii) We say that the anisotropic local law holds with parameters (X,Σ,S) if
Σ−1
(
G(z)−Π(z))Σ−1 = O≺(Ψ(z)) (3.19)
uniformly in z ∈ S.
(iii) We say that the averaged local law holds with parameters (X,Σ,S) if
mN (z)−m(z) = O≺
(
1
Nη
)
uniformly in z ∈ S.
The main conclusion of this paper is that the anisotropic local law holds for general X and T
provided that the entrywise local law holds for Gaussian X and diagonal T . This latter case may
be established independently, as we illustrate in Section 5 and Appendix A.
Aside from Assumption 2.1, the only assumption that we shall need is
|1 +m(z)σi| > τ for all z ∈ S and i ∈ IM . (3.20)
This assumption holds for instance under the regularity assumptions of Definition 2.7 (see Lemmas
A.4, A.6, and A.8 below). Clearly, we always have |1 + m(z)σi| > 0 (see (2.11)), and (3.20) is
a uniform version of this bound. Generally, the assumption (3.20) is necessary to guarantee that
the generalized matrix entries of (Q − z)−1 (or, alternatively, of G(z)) remain bounded. Indeed,
in Corollary 3.9 we saw that the generalized entries of (Q − z)−1 are close to those of −z−1(1 +
m(z)Σ)−1.
Theorem 3.21 (General local law). Fix τ > 0. Suppose that X and Σ satisfy (2.9) and
Assumption 2.1. Let XGauss be a Gaussian matrix satisfying (2.4). Let S ⊂ D be a spectral
domain, and suppose that (3.20) holds. Define the diagonalization of Σ through
D ≡ D(Σ) ..= diag(σ1, σ2, . . . , σM ) . (3.21)
(i) If the entrywise local law holds with parameters (XGauss, D,S), then the anisotropic local law
holds with parameters (X,Σ,S).
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(ii) If the entrywise local law and the averaged local law hold with parameters (XGauss, D,S), then
the averaged local law holds with parameters (X,Σ,S).
The next theorem shows that the hypotheses in (i) and (ii) of Theorem 3.21 may be verified
under a stability condition on the spectrum of Σ, made precise in Definition 5.4 below.
Theorem 3.22 (General conditions for local law with diagonal Σ). Fix τ > 0. Let
S ⊂ D be a spectral domain. Suppose that Σ is diagonal and that (2.9), (3.20), and Assumption 2.1
hold. Moreover, suppose that the equation (2.11) is stable on S in the sense of Definition 5.4 below.
Then the entrywise local law holds with parameters (X,Σ,S), and the averaged local law holds with
parameters (X,Σ,S).
Thus, the Steps (A) – (C) outlined in the introduction may be expressed as follows. Let S be a
spectral domain (e.g. S = Dek for some edge k). First, we prove that (3.20) holds and that (2.11) is
stable on S in the sense of Definition 5.4 below. Then we use Theorem 3.22 to obtain the entrywise
and averaged local laws with parameters (XGauss, D(Σ),S). We then feed this result into Theorem
3.21 to obtain the anisotropic and averaged local laws with parameters (X,Σ,S).
3.5. Outline of the paper. The bulk of this paper is devoted to the proof of the anisotropic
local law, which is the content of Sections 4–8. For clarity of presentation, we first give all proofs
under the assumption (2.9), and subsequently explain how to remove it. In Section 4 we collect the
basic tools that we shall use throughout the proofs; they consist of basic identities and estimates
for the matrix G. In Section 5 we perform Step (A) of the proof, by proving the entrywise local
law under the assumption that Σ is diagonal (Theorem 3.22). In Section 6 we perform Step (B) of
the proof, by proving the anisotropic local law for general Σ and Gaussian X (Theorem 3.21 (i) for
Gaussian X). The main step, Step (C), of the proof is the content of Sections 7 and 8. In Section 7
we explain the main ideas of the self-consistent comparison method and complete the proof under
the additional assumption that EX3iµ = 0. In Section 8 we give the additional arguments needed
to complete the proof for general X. Together, these two sections complete the proof of Theorem
3.21 (i) for general X.
Having completed the proof of the anisotropic local law, we prove the averaged local law (The-
orem 3.21 (ii)) in Section 9. This will conclude the proof of Theorems 3.21 and 3.22. At the end of
Section 9, we explain how to deduce Theorem 3.6, Corollary 3.9, and Theorems 3.14 (i)–(ii), 3.15
(i)–(ii), and 3.16.
In Section 10 we prove the rigidity of the eigenvalues (Theorems 3.12, 3.14 (iii), and 3.15 (iii))
and the universality of their joint distribution near the edges (Theorem 3.18). Next, in Section
11 we explain how to remove the assumption (2.9) and how to extend all of our results from the
matrix Q to the matrix Q˙.
In Section 12, as a further illustration of the self-consistent comparison method, we present and
prove analogous results for deformed Wigner matrices.
The first part of Appendix A is devoted to the proof the basic properties of the asymptotic
eigenvalue density % stated in Section 2.2. In the second part of Appendix A, we establish the two
key assumptions of Theorem 3.22 – (3.20) and the stability of (2.11) – on each subdomain Dek, D
b
k,
and Do separately, under the regularity assumptions from Definition 2.7.
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4. Basic tools
The rest of this paper is devoted to the proofs. In this preliminary section we collect various
identities from linear algebra and simple estimates that we shall use throughout the paper.
We always use the following convention for matrix multiplication.
Definition 4.1 (Matrix multiplication). We use matrices of the form A = (Ast
.. s ∈ l(A), t ∈
r(A)), whose entries are indexed by arbitrary finite subsets of l(A), r(A) ⊂ N. Matrix multiplication
AB is defined for s ∈ l(A) and t ∈ r(B) by
(AB)st ..=
∑
q∈r(A)∩l(B)
AsqBqt .
Definition 4.2. Suppose (2.9). Define the I × I matrices
G(z) ..= H(z)−1 , H(z) ..=
(−Σ−1 X
X∗ −z
)
,
as well as the IM × IM matrix
GM (z) ..=
(−Σ−1 + z−1XX∗)−1 = zΣ1/2(Σ1/2XX∗Σ1/2 − z)−1Σ1/2 (4.1)
and the IN × IN matrix
GN (z) ..= (X
∗ΣX − z)−1 . (4.2)
Throughout the following we frequently omit the argument z from our notation.
Since H(z) and G(z) are only defined under the assumption (2.9), we shall always tacitly assume
(2.9) whenever we use them. Note that under the assumption (2.9) we have RN = GN .
Definition 4.3 (Minors). For S ⊂ I we define the minor H(S) ..= (Hst .. s, t ∈ I \ S). We
also write G(S) ..= (H(S))−1. The matrices G(S)N and G
(S)
M are defined similarly. We abbreviate
({s}) ≡ (s) and ({s, t}) ≡ (st).
Lemma 4.4 (Resolvent identities). (i) We have
G =
(
ΣXGNX
∗Σ− Σ ΣXGN
GNX
∗Σ GN
)
=
(
GM z
−1GMX
z−1X∗GM z−2X∗GMX − z−1
)
. (4.3)
(ii) For µ ∈ IN we have
1
Gµµ
= −z − (X∗G(µ)X)
µµ
, (4.4)
and for µ 6= ν ∈ IN
Gµν = −Gµµ
(
X∗G(µ)
)
µν
= −Gνν
(
G(ν)X
)
µν
= GµµG
(µ)
νν
(
X∗G(µν)X
)
µν
. (4.5)
21
(iii) Suppose that Σ is diagonal. Then for i ∈ IM we have
1
Gii
= − 1
σi
− (XG(i)X∗)
ii
, (4.6)
and for i 6= j ∈ IM
Gij = −Gii
(
XG(i)
)
ij
= −Gjj(G(j)X∗)ij = GiiG(i)jj
(
XG(ij)X∗
)
ij
. (4.7)
(iv) For i ∈ IM and µ ∈ IN we have
Giµ = −Gµµ
(
G(µ)X
)
iµ
, Gµi = −Gµµ
(
X∗G(µ)
)
µi
. (4.8)
In addition, if Σ is diagonal, we have
Giµ = −Gii(XG(i))iµ = GiiG(i)µµ
(
−Xiµ +
(
XG(iµ)X
)
iµ
)
, (4.9)
Gµi = −Gii(G(i)X)µi = GµµG(µ)ii
(
−X∗µi +
(
X∗G(µi)X∗
)
µi
)
. (4.10)
(v) For r ∈ I and s, t ∈ I \ {k} we have
G
(r)
st = Gst −
GsrGrt
Grr
(4.11)
(vi) All of the identities from (i)–(v) hold for G(S) instead of G if S ⊂ IN or S ⊂ I and Σ is
diagonal.
Proof. The identities (4.3), (4.4), and (4.6) follow from Schur’s complement formula. The remain-
ing identities follow easily from resolvent identities that have been previously derived in [13, 19];
they are summarized e.g. in [14, Lemma 4.5].
Next, we introduce the spectral decomposition of G. We use the notation
Σ1/2X =
M∧N∑
k=1
√
λk ξkζ
∗
k
for the singular value decomposition of Σ1/2X, where
λ1 > λ2 > · · · > λM∧N > 0 = λM∧N+1 = · · · = λN∨M ,
and {ξk}Mk=1 and {ζk}Nk=1 are orthonormal bases of RIM and RIN respectively. Then for µ, ν ∈ IN
we have
Gµν =
N∑
k=1
ζk(µ)ζk(ν)
λk − z , (4.12)
and for i, j ∈ IM
Gij = z
M∑
k=1
(Σ1/2ξk)(i)(Σ
1/2ξk)(j)
λk − z = −Σij +
M∑
k=1
λk(Σ
1/2ξk)(i)(Σ
1/2ξk)(j)
λk − z . (4.13)
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Moreover, for i ∈ IM and µ ∈ IN we have
Giµ =
M∧N∑
k=1
√
λk(Σ
1/2ξk)(i)ζk(µ)
λk − z , Gµi =
M∧N∑
k=1
√
λkζk(µ)(Σ
1/2ξk)(i)
λk − z . (4.14)
Summarizing, defining
uk
..=
(
1(k 6M)
√
λk ξk
1(k 6 N) ζk
)
∈ RI ,
we have
G = −Σ + Σ1/2
N∨M∑
k=1
uku
∗
k
λk − zΣ
1/2 . (4.15)
Definition 4.5 (Generalized entries). For v,w ∈ RI , s ∈ I, and an I × I matrix A, we
abbreviate
Avw ..= 〈v , Aw〉 , Avs ..= 〈v , Aes〉 , Asv ..= 〈es , Av〉 ,
where es denotes the standard unit vector in the coordinate direction s.
We sometimes identify vectors v ∈ RIM and w ∈ RIN with their natural embeddings (v0) and(
0
w
)
in RI . The following result is our fundamental tool for estimating entries of G.
Lemma 4.6. Fix τ > 0. Then the following estimates hold for any z ∈ D. We have∥∥Σ−1/2GΣ−1/2∥∥ 6 Cη−1 , ∥∥Σ−1/2∂zGΣ−1/2∥∥ 6 Cη−2 . (4.16)
Furthermore, let v ∈ RIM and w ∈ RIN . Then we have the bounds∑
µ∈IN
|Gwµ|2 = ImGww
η
, (4.17)
∑
i∈IM
|Gvi|2 6 C‖X
∗X‖
η
ImGvv + 2(Σ
2)vv , (4.18)∑
i∈IM
|Gwi|2 6 C‖X∗X‖
∑
µ∈IN
|Gwµ|2 , (4.19)∑
µ∈IN
|Gvµ|2 6 C‖X∗X‖
∑
i∈IM
|Gvi|2 . (4.20)
Finally, the estimates (4.16)–(4.20) remain true for G(S) instead of G if S ⊂ IN or S ⊂ I and Σ
is diagonal.
Proof. The estimates (4.16) follow from (4.15), using ‖A‖ = sup{|〈x , Ay〉| .. |x|, |y| 6 1}, (2.7),
and |λk|/|λk − z| 6 Cη−1 which follows from the bound |z|  1. Moreover, (4.17) easily follows
from (4.2), (4.3), and the spectral decomposition (4.12).
In order to prove (4.18), we use (4.3) to write∑
i∈IM
|Gvi|2 =
∑
i∈IM
∣∣(ΣXGX∗Σ)vi − Σvi∣∣2 6 2(ΣXGX∗Σ2XG∗X∗Σ)vv + 2(Σ2)vv
6 C‖X∗X‖(ΣXGNG∗NX∗Σ)vv + 2(Σ2)vv =
C‖X∗X‖
η
Im(ΣXGX∗Σ)vv + 2(Σ2)vv
=
C‖X∗X‖
η
ImGvv + 2(Σ
2)vv ,
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which is the claim.
In order to prove (4.19), we use (4.3) and (4.12) to get∑
i∈IM
|Gwi|2 = (GX∗Σ2XG∗)ww 6 C(GX∗XG∗)ww 6 C‖X∗X‖(GNG∗N )ww .
The estimate (4.20) is proved similarly:∑
µ∈IN
|Gvµ|2 = |z|−2
(
GXX∗G∗
)
vv
6 C‖X∗X‖(GMG∗M )vv .
Finally, the same estimates for G(S) instead of G follow using a trivial modification of the above
argument.
Definition 4.7. We say that an event Ξ holds with high probability if 1− 1(Ξ) ≺ 0.
The following result may be used to estimate the factors ‖X∗X‖ in Lemma 4.6 with high
probability. It follows from [7, Theorem 2.10].
Lemma 4.8. Under the assumptions (2.1), (2.4), and (2.5), there exists a constant C > 0 such that
‖X∗X‖ 6 C with high probability.
Using Lemma 4.8, we observe that we may improve (4.16) provided we settle for a high-
probability instead of a deterministic statement.
Lemma 4.9. We have the bounds∥∥Σ−1 (G+ Σ) Σ−1∥∥ 6 C‖X∗X‖η−1 , ∥∥Σ−1 ∂zGΣ−1∥∥ 6 C‖X∗X‖η−2
for all z ∈ D.
Proof. The claim is an easy consequence of the first identity of (4.3) combined with (4.2).
We conclude this section with the following basic properties of m, which can be proved as in [5]
and the references therein.
Lemma 4.10 (General properties of m). Fix τ > 0 and suppose that (2.3), (2.7), and (2.8)
hold. Then there exists a constant C > 0 such that
C−1 6 |m(z)| 6 C (4.21)
and
Imm(z) > C−1 η (4.22)
for all z ∈ C+ satisfying τ 6 |z| 6 τ−1.
In particular, from the upper bound in (4.21) we deduce that % has a bounded density on [τ,∞).
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5. Entrywise local law for diagonal Σ
In this section we prove Theorem 3.22, hence performing Step (A) of the proof mentioned in the
introduction. The proof of Theorem 3.22 is similar to previous proofs of local entrywise laws,
such as [7, 32]. We follow the basic approach of [7, Section 4], and only give the details where the
argument departs significantly from that of [7].
The main novel observation of this section is that the equation (2.11) arises very easily from
the random matrix model by a double application of Schur’s complement formula. Heuristically,
this may be seen using the identities (4.4) and (4.6). Indeed, suppose that Gµµ ≈ m for µ ∈ IN .
We ignore the random fluctuations in (4.4) to get
1
m
≈ 1
Gµµ
= −z − (X∗G(µ)X)
µµ
≈ −z − 1
N
∑
i∈IM
G
(µ)
ii ≈ −z −
1
N
∑
i∈IM
Gii . (5.1)
Similarly, ignoring the random fluctuations in (4.6), we get
1
Gii
= − 1
σi
− (XG(i)X∗)
ii
≈ − 1
σi
− 1
N
∑
µ∈IN
G(i)µµ ≈ −
1
σi
− 1
N
∑
µ∈IN
Gµµ ≈ − 1
σi
−m. (5.2)
Plugging (5.2) into (5.1) yields (2.11). In this section we give a rigorous justification of these
approximations.
5.1. Weak entrywise law. In this subsection we establish the following weaker version of The-
orem 3.22. It is analogous to [7, Proposition 4.2].
Proposition 5.1 (Weak entrywise law). Suppose that the assumptions of Theorem 3.22 hold.
Then Λ ≺ (Nη)−1/4 uniformly in z ∈ S.
The rest of this subsection is devoted to the proof of Proposition 5.1. For each i ∈ IM we define
mi ..=
−σi
1 +mσi
. (5.3)
Recalling (2.11), we find that the functions m and mi satisfy
1
m
= −z − 1
N
∑
i∈IM
mi ,
1
mi
= − 1
σi
−m.
Note that (3.20) implies
|mi| 6 Cσi for z ∈ S and i ∈ IM . (5.4)
Next, we define the random control parameters
Λ ..= max
s,t∈I
∣∣(Σ−1(G(z)−Π(z))Σ−1)
st
∣∣ , Λo ..= max
s 6=t∈I
∣∣(Σ−1G(z)Σ−1)
st
∣∣ .
We extend the definitions of σi and mi for i ∈ IM by setting σµ ..= 1 and mµ ..= m for µ ∈ IN . We
may therefore write
Λ = max
s,t∈I
|Gst − δstms|
σsσt
, Λo = max
s 6=t∈I
|Gst|
σsσt
.
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Moreover, we define the averaged control parameters
Θ ..= ΘM +ΘN , ΘM ..=
∣∣∣∣ 1M ∑
i∈IM
(Gii−mi)
∣∣∣∣ , ΘN ..= ∣∣∣∣ 1N ∑
µ∈IN
(Gµµ−m)
∣∣∣∣ = |mN−m| .
We have the trivial bound
Θ 6 CΛ . (5.5)
For s ∈ I we introduce the conditional expectation
Es[ · ] ..= E
[ · |H(s)] . (5.6)
Using (4.6) we get for i ∈ IM
1
Gii
= − 1
σi
− 1
N
TrG
(i)
N − Zi , Zi ..= (1− Ei)
(
XG(i)X∗
)
ii
, (5.7)
and using (4.4) we get for µ ∈ IN
1
Gµµ
= −z − 1
N
TrG
(µ)
M − Zµ , Zµ ..= (1− Eµ)
(
X∗G(µ)X
)
µµ
. (5.8)
In analogy to [7, Section 4], we define the z-dependent event Ξ ..=
{
Λ 6 (logN)−1
}
and the
control parameter
ΨΘ ..=
√
Imm+ Θ
Nη
.
The following estimate is analogous to [7, Lemma 4.4].
Lemma 5.2. Suppose that the assumptions of Theorem 3.22 hold. Then for s ∈ I and z ∈ S we
have
1(Ξ)
(|Zs|+ Λo) ≺ ΨΘ (5.9)
as well as
1(η > 1)
(|Zs|+ Λo) ≺ ΨΘ . (5.10)
Proof. The proof relies on the identities from Lemma 4.4 and large deviation estimates, like that
of [7, Lemma 4.4] and [32, Theorems 6.8 and 6.9]. Note first that (5.4), combined with (4.21) and
(5.3), yields
|ms|  σs (s ∈ I) . (5.11)
Using (4.11) and a simple induction argument, it is not hard to conclude that
1(Ξ)
∣∣G(S)tt ∣∣  σt (5.12)
for any S ⊂ I and t ∈ I \ S satisfying |S| 6 C.
Let us first estimate Λo in (5.9). We shall in fact prove that
1(Ξ)|Gst| ≺ σsσt
(
Imm+ Θ + Λ2o
Nη
)1/2
(5.13)
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for all s 6= t ∈ I. From (5.13) it is easy to deduce that 1(Ξ)Λo ≺ ΨΘ.
Let us start with Gij for i 6= j ∈ IM . Using (4.7), (5.12), and a large deviation estimate
(see [7, Lemma 3.1]), we find
1(Ξ)|Gij | 6 1(Ξ)
∣∣GiiG(i)jj ∣∣
∣∣∣∣∣ ∑
µ,ν∈IN
XiµG
(ij)
µν X
∗
νj
∣∣∣∣∣ ≺ 1(Ξ)σiσj
(
1
N2
∑
µ,ν∈IN
∣∣G(ij)µν ∣∣2
)1/2
. (5.14)
The term in parentheses is
1(Ξ)
1
N2
∑
µ,ν∈IN
∣∣G(ij)µν ∣∣2 = 1(Ξ) 1N2η ∑
µ∈IN
ImG(ij)µµ ≺
1
N2η
∑
µ∈IN
ImGµµ+
Λ2o
Nη
6 Imm+ ΘN + Λ
2
o
Nη
,
where in the first step we used (4.11) and (5.12). This yields (5.13) for s, t ∈ IM .
Next, 1(Ξ)Gµν for µ 6= ν is estimated similarly, using (4.5), (4.18), (4.22), and the bound
Immi 6 Cσ2i Imm for all i ∈ IM , as follows easily from (5.3). Finally, 1(Ξ)Giµ with i ∈ IM
and µ ∈ IN is estimated similarly, using (4.9), (4.19), Lemma 4.8, and (4.17). This concludes the
estimate of 1(Ξ)Λo.
An analogous argument for Zs (see e.g. [14, Lemma 5.2]) completes the proof of (5.9).
In order to prove (5.10), we proceed similarly. For η > 1, we proceed as above to get |Zs| ≺
N−1/2, where we used that ‖G(s)‖ 6 C by (4.16). Similarly, as in (5.14) we get
|Gij | 6
∣∣GiiG(i)jj ∣∣
∣∣∣∣∣ ∑
µ,ν∈IN
XiµG
(ij)
µν X
∗
νj
∣∣∣∣∣ ≺ ∣∣GiiG(i)jj ∣∣N−1/2 ,
where in the last step we used that ImG
(ij)
µµ 6 C, by (4.16). Moreover, from (4.1) and (4.3) we
get immediately that |Gii| 6 Cσi, and a similar argument for G(i) implies that |G(i)jj | 6 Cσj . This
concludes the proof.
Recall the definition of mN from (3.9). From (5.7) combined with (4.11) and Lemma 5.2 we
get, for i ∈ IM and z ∈ S,
1(Ξ)Gii = 1(Ξ)
−σi
1 +mNσi + σiZi +O≺(σiΨ2Θ)
. (5.15)
Similarly, from (5.8) we get, for µ ∈ IN and z ∈ S,
1(Ξ)
1
Gµµ
= 1(Ξ)
(
−z − 1
N
∑
i∈IM
Gii − Zµ +O≺(Ψ2Θ)
)
. (5.16)
As in [7, Lemma 4.7], it is easy to derive from (5.16) and Lemma 5.2 that
1(Ξ)|Gµµ −mN | ≺ ΨΘ (5.17)
for µ ∈ IN and z ∈ S. Hence, expanding Gµµ = mN + (Gµµ −mN ) and using (4.21) yields
1(Ξ)
1
N
∑
µ∈IN
1
Gµµ
= 1(Ξ)
1
mN
+O≺(Ψ2Θ) .
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Plugging this and (5.15) into (5.16) yields
1(Ξ)
1
mN
= 1(Ξ)
(
−z + 1
N
∑
i∈IM
σi
1 +mNσi + σiZi +O≺(σiΨ2Θ)
− 1
N
∑
µ∈IN
Zµ +O≺(Ψ2Θ)
)
.
(5.18)
From (5.18), Lemma 5.2, and the estimate 1(Ξ)|1+mNσ1| > c (as follows from (3.20)), we conclude
the following result.
Lemma 5.3. Suppose that the assumptions of Theorem 3.22 hold. Define
[Z]N ..=
1
N
∑
µ∈IN
Zµ , [Z]M ..=
1
N
∑
i∈IM
σ2i
(1 +mNσi)2
Zi .
Then for z ∈ S we have
1(Ξ)(f(mN )− z) = 1(Ξ)
(
[Z]N + [Z]M +O≺(Ψ2Θ)
)
, (5.19)
where f was defined in (2.12).
Next, we give the precise stability condition for the equation (2.11). Roughly, it says that if
f(u(z))− z is small and u(z˜)−m(z˜) is small for z˜ ..= z + iN−5, then u(z)−m(z) is small. (Recall
that f(m(z))− z = 0.)
Definition 5.4 (Stability of (2.11) on S). Let S ⊂ D be a spectral domain (see Definition
3.20). We say that (2.11) is stable on S if the following holds for some large enough constant
C > 0. Suppose that δ .. S → (0,∞) satisfies N−2 6 δ(z) 6 (logN)−1 for z ∈ S and that δ
is Lipschitz continuous with Lipschitz constant N2. Suppose moreover that for each fixed E, the
function η 7→ δ(E+iη) is nonincreasing for η > 0. Suppose that u .. S→ C is the Stieltjes transform
of a probability measure supported in [0, C]. Let z ∈ S and suppose that∣∣f(u(z))− z∣∣ 6 δ(z) .
If Im z < 1 suppose also that
|u−m| 6 Cδ
Imm+
√
δ
(5.20)
holds at z + iN−5. Then (5.20) holds at z.
This condition has previously appeared, in somewhat different guises, in the works [5, 7, 32],
where it was established under various assumptions on pi. For instance, in [5], it was established for
S = De1 under the assumption that the edge k = 1 is regular (see Definition 2.7 (i)). In Appendix
A, we establish it for each of the subdomains Dek, D
b
k, and D
o separately, under the regularity
assumptions from Definition 2.7.
In accordance with the assumptions of Theorem 3.22, we suppose throughout this section that
(2.11) is stable on S. Using (5.10) and (4.16), it is easy to obtain the following result, which is
analogous to [7, Lemma 4.6].
Lemma 5.5. Suppose that the assumptions of Theorem 3.22 hold. Then we have Λ ≺ N−1/4
uniformly in z ∈ S satisfying η > 1.
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Exactly as in [7, Section 4], we use a stochastic continuity argument to estimate Λ, using
Lemmas 5.3 and 5.5. The major input is the stability of (2.11) on S in the sense of Definition 5.4,
which is analogous to [7, Lemma 4.5]. Proposition 5.1 now follows by estimating the right-hand
side of (5.19) by O≺(ΨΘ), as follows from Lemma 5.2. In its proof, the error 1(Ξ)(Gµµ − m) is
controlled using (5.17) by Θ + ΨΘ; similarly, the error 1(Ξ)(Gii −mi) is controlled using (5.15) by
σ2i ΨΘ. We omit further details. This concludes the proof of Proposition 5.1.
5.2. Fluctuation averaging and proof of Theorem 3.22. The weak law, Proposition 5.1,
may be upgraded to the strong law, Theorem 3.22, using improved estimates for the averaged
quantities [Z]M and [Z]N . We follow the arguments of [7, Section 4.2] to the letter. The key input
is the following result, which is very similar to [7, Lemma 4.9], combined with the observation that
Zs = (1− Es) 1Gss for s ∈ I, as follows from (5.7) and (5.8).
Lemma 5.6 (Fluctuation averaging). Suppose that the assumptions of Theorem 3.22 hold.
Suppose that Υ is a positive, N -dependent, deterministic function on S satisfying N−1/2 6 Υ 6 N−c
for some constant c > 0. Suppose moreover that Λ ≺ N−c and Λo ≺ Υ on S. Then on S we have
1
N
∑
µ∈IN
(
1− Eµ
) 1
Gµµ
= O≺(Υ2) (5.21)
and
1
M
∑
i∈IM
σ2i
(1 +mNσi)2
(
1− Ei
) 1
Gii
= O≺(Υ2) . (5.22)
Proof. The estimate (5.21) is a trivial extension of [7, Lemma 4.9] and [14, Theorem 4.7]. The
estimate (5.22) may be proved using exactly the same method, explained in [14, Appendix B]. The
only complication in the proof is that the coefficients
σ2i
(1+mNσi)2
are random and depend on i. Using
(4.11), this is dealt with in the proof of [14, Appendix B] by writing, for any j ∈ IN ,
mN =
1
N
∑
µ∈IN
G(j)µµ +
1
N
∑
µ∈IN
GµjGjµ
Gjj
,
and continuing in this manner with any further indices k, l, · · · ∈ IN that we wish to include as
superscripts of Gµµ. We refer to [14, Appendix B] for the full details.
Using Lemmas 5.6 and (5.2) combined with (5.19) we get 1(Ξ)|f(mN )−z| ≺ Ψ2Θ. Then we may
follow the argument [7, Section 4.2] verbatim to get Θ ≺ (Nη)−1 on S. This concludes the proof
of the averaged local law in Theorem 3.22. Moreover, the entrywise local law follows immediately
from Proposition 5.1, Lemma 5.2, (5.15), and (5.17). This concludes the proof of Theorem 3.22.
6. Anisotropic local law for Gaussian X
We now begin the proof of Theorem 3.21, which consists of Sections 6–9. In this section we perform
the first step of the proof, by establishing Theorem 3.21 for the special case that X = XGauss is
Gaussian. This corresponds to Step (B) of the proof mentioned in the introduction.
Proposition 6.1. Theorem 3.21 holds if X = XGauss is Gaussian.
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The rest of this section is devoted to the proof of Proposition 6.1. We shall in fact prove the
following result.
Lemma 6.2. Suppose that the assumptions of Theorem 3.21 hold and that X = XGauss is Gaussian.
If the entrywise local law holds with parameters (X,D,S), then the entrywise local law holds with
parameters (X,Σ,S). (Recall the definition of D ≡ D(Σ) from (3.21).)
Before proving Lemma 6.2, we show how it implies Proposition 6.1. In order to prove the
anisotropic local law, we have to estimate the left-hand side of (3.19). We split v = vM + vN
and w = wM + wN , where vM ,wM ∈ RIM and vN ,wN ∈ RIN . Plugging this into the left-hand
side of (3.19), we find that it suffices to control, for arbitrary deterministic orthogonal matrices
OM ∈ O(M) and ON ∈ O(N), the entries of the matrix(
OM 0
0 ON
)
GΣ
(
O∗M 0
0 O∗N
)
d
= GOMΣO
∗
M , (6.1)
where we used that X
d
= OMXO
∗
N since X is Gaussian. Applying Lemma 6.2 to the matrices
Σ˜ = OMΣO
∗
M and D = D(Σ) = D(Σ˜), we obtain the anisotropic local law with parameters
(X,Σ,S). Moreover, the averaged local law follows by writing Σ = UDU∗ and setting OM = U∗
and ON = 1 in (6.1). This concludes the proof of Proposition 6.1.
Proof of Lemma 6.2. In this proof we abbreviate GD ≡ G. Using (6.1) with OM = U∗ and
ON = 1, we find that it suffices to prove[(
U 0
0 1
)(
D−1 0
0 1
)[
G−
(−D(1 +mD)−1 0
0 m
)](
D−1 0
0 1
)(
U∗ 0
0 1
)]
st
= O≺(Ψ)
for all s, t ∈ I. In components, this reads∣∣∣∣∣ ∑
k,l∈IM
Uik
Gkl − δklmk
σkσl
U∗lj
∣∣∣∣∣ ≺ Ψ , (6.2)∣∣∣∣∣ ∑
k∈IM
Uik
Gkµ
σk
∣∣∣∣∣+
∣∣∣∣∣ ∑
k∈IM
Gµk
σk
Uki
∣∣∣∣∣ ≺ Ψ , (6.3)∣∣Gµν − δµνmµ∣∣ ≺ Ψ , (6.4)
for i, j ∈ IM and µ, ν ∈ IN .
The estimate (6.4) is trivial by assumption. What remains is the proof of (6.2) and (6.3). It is
based on the polynomialization method developed in [7, Section 5]. The argument is very similar
to that of [7], and we only outline the differences.
Let us begin with (6.2). By the assumption |Gkk −mk| ≺ Ψσ2k and orthogonality of U , we have∑
k,l
Uik
Gkl − δklmk
σkσl
U∗lj =
∑
k
Uik
Gkk −mk
σ2k
U∗kj +
∑
k 6=l
Uik
Gkl
σkσl
Ulj = O≺(Ψ) + Z ,
where we defined Z ..= ∑k 6=l(σkσl)−1UikGklUlj . We need to prove that |Z| ≺ Ψ, which, following [7,
Section 5], we do by estimating the moment E|Z|p for fixed p ∈ 2N. The argument from [7, Section
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5] may be taken over with minor changes. We use the identities (4.11),∑
k 6=l∈IM\T
(σkσl)
−1UikG
(T )
kl Ulj =
∑
k 6=l∈IM\T
(σkσl)
−1UikUljG
(T )
kk G
(kT )
ll
(
XG(klT )X∗
)
kl
(6.5)
for T ⊂ IM (which follows from (4.7)), (4.6), and
G
(T )
ii =
−σi
1 +mσi + σi((XG(iT )X∗)ii −m)
=
L−1∑
`=0
m`+1i
(
(XG(iT )X∗)ii −m
)`
+O≺
(
σ3L+1i Ψ
L
)
,
as follows from (4.6), (5.4), and (XG(iT )X∗)ii −m = O≺(σ2i Ψ) (which may itself be deduced from
(4.6)). We omit further details.
Finally, the proof of (6.3) is similar to that of (6.2). Writing Z ′ ..= ∑k∈IM σ−1k UikGkµ, we
estimate E|Z ′|p for p ∈ 2N using the method of [7, Section 5]. Instead of (6.5) we use∑
k∈IM\T
σ−1k UikG
(T )
kµ = −
∑
k∈IM\T
σ−1k UikG
(T )
kk (XG
(kT ))kµ .
The rest of the argument is the same as before.
7. Self-consistent comparison I: the main argument
In this section we establish Theorem 3.21 (i) under the additional assumption that the third moment
of all entries of X is zero.
Proposition 7.1. Suppose that the assumptions of Theorem 3.21 hold. Suppose moreover that X
satisfies the additional condition
EX3iµ = 0 . (7.1)
If the anisotropic local law holds with parameters (XGauss,Σ,S), then the anisotropic local law holds
with parameters (X,Σ,S).
The rest of this section is devoted to the proof of Proposition 7.1. This is the heart of the proof
of the anisotropic local law.
7.1. Sketch of the proof. Before giving the full proof of Proposition 7.1, we outline the key
ideas of the self-consistent comparison argument on which it relies. For simplicity, we ignore the
factors Σ−1 on the left-hand side of (3.19) (hence obtaining a weaker bound; see (2.7)), so that by
polarization it suffices to estimate Gvv −Πvv for a deterministic unit vector v ∈ RI .
We introduce a family of interpolating matrices (Xθ)θ∈[0,1] satisfying X0 = GGauss and X1 = X.
In order to prove |Gvv(X1) − Πvv| ≺ Ψ, it suffices to prove a high moment bound E
∣∣Gvv(X1) −
Πvv
∣∣p 6 (NCδΨ)p for any fixed p ∈ N and δ > 0, and large enough N . Since, by assumption, this
moment bound holds for X1 replaced by X0, using Gro¨nwall’s inequality it suffices to prove that
d
dθ
E
∣∣Gvv(Xθ)−Πvv∣∣p 6 (NCδΨ)p + C E∣∣Gvv(Xθ)−Πvv∣∣p . (7.2)
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Note that we estimate the derivative of the quantity E
∣∣Gvv(Xθ) − Πvv∣∣p in terms of itself. It is
therefore important that the arguments Xθ are the same on both sides. In particular, a Lindeberg-
type replacement of the matrix entries one by one would not work, and a continuous interpolation
is necessary. A common choice of continuous interpolation of random matrices, arising for example
from Dyson Brownian motion, is Xθ =
√
θX1 +
√
1− θX0, where X0 and X1 are defined on a
common probability space and are independent. With this choice of interpolation, however, the
differentiation on the left-hand side of (7.2) leads to very complicated expressions that are hard to
control. Instead, we interpolate by setting Xθiµ
..= χθiµX
1
iµ + (1 − χθiµ)X0iµ, where (χθiµ) is a family
of i.i.d. Bernoulli random variables, independent of X0 and X1, satisfying P(χθiµ = 1) = θ and
P(χθiµ = 0) = 1− θ. This may also be interpreted as a linear interpolation between the laws of X0iµ
and X1iµ. It gives rise to formulas that are simple enough for our comparison argument to work. In
fact, after some calculations we find that it suffices to prove
N−n/2
∑
i∈IM
∑
µ∈IN
∣∣∣∣∣E
(
∂
∂Xθiµ
)n∣∣Gvv(Xθ)−Πvv∣∣p
∣∣∣∣∣ 6 (NCδΨ)p + C E∣∣Gvv(Xθ)−Πvv∣∣p (7.3)
for all n = 4, . . . , 4p.
Computing the derivatives on the left-hand side of (7.3) leads to a product of terms of the form
(i) |Gvv −Πvv| , (ii) Gvi, Gvµ, Giv, Gµv , (iii) Giµ, Gµi , (7.4)
and their complex conjugates (here we omit the argument Xθ). Terms of type (i) are simply kept
as they are; they will be put into the second term on the right-hand side of (7.3). Terms of type
(ii) are the key to the gain that allows us to compensate losses from several other terms, such as
the terms of type (iii) (see blow). The gain is obtained in combination with the summation over i
and µ on the left-hand side of (7.3), according to estimates of the form
1
N
∑
i∈IM
|Gvi|2 ≺ ImGvv + η
Nη
. (7.5)
Note that the right-hand side of (7.5) cannot be estimated by either NCδΨ or |Gvv−Πvv|, so that
a further ingredient is required to obtain (7.3). This ingredient takes the form of an a priori bound
ImGvv ≺ Imm+NCδΨ , (7.6)
which allows us to estimate the right-hand side of (7.5) by NCδΨ2. The a priori bound (7.6) will
be obtained from a bootstrapping, as explained below.
An estimate similar to (7.5) may be obtained for 1N
∑
i∈IM |Gvi| by a simple application of
Cauchy-Schwarz to (7.5). However, for 1N
∑
i∈IM |Gvi|d with d > 3, we have to estimate d − 2
factors |Gvi| pointwise to recover (7.5). The trivial bound |Gvi| 6 η−1 is far too rough for small η.
A more reasonable attempt is to write |Gvi| 6 |Gvi−Πvi|+ |Πvi| ≺ max|w|=1|Gww−Πww|+ 1, by
polarization and ‖Π‖ 6 C. This, however, leads to bounds of the form Emax|w|=1|Gww − Πww|p,
which are not affordable. Note that, as explained in (1.9), bounds of the form max|w|=1 E|Gww −
Πww|p would be affordable, and in fact we shall need such more general bounds in Section 8.
The correct way to deal with the pointwise estimate of |Gvi| is a second type of a priori bound,
|Gxy| ≺ N2δ , (7.7)
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where x and y are deterministic unit vectors. As (7.6), the estimate (7.7) will follow from the
bootstrapping explained below. The need for an a priori bound of the form (7.7) on the entries of
G is also apparent for terms of type (iii), which are also estimated using (7.7).
The preceding discussion was rather cavalier with the various constants C in the factors NCδ.
In fact, some care has to be taken to ensure that the factors of NCδ arising from the use of the
a priori bounds (7.6) and (7.7) are compensated by a sufficiently large number of factors of the
form (7.5). Moreover, in order to be able to iterate this argument from large to small scales, as
explained in the next paragraph, we need an explicit bound of the constant C in (7.3) in terms of
the constant C in (7.6).
Finally, we outline the bootstrapping. The above argument can be carried out for η = 1 using
the trivial a priori bounds where the right-hand sides of (7.6) and (7.7) are replaced by 1. The
idea of the bootstrapping is to fix a small exponent δ > 0 and to proceed from larger scales η to
smaller scales in multiplicative increments of N−δ, i.e. η = 1, N−δ, N−2δ, . . . , N−1. Suppose that
we have proved the anisotropic local law at the scale η = N−δl. In particular, since |Πxy| 6 C, we
have proved for η = N−δl that |Gxy(X,E+ iη)| ≺ 1 for any X satisfying the assumptions (2.4) and
(2.5). Starting from this bound, it is not hard to derive the a priori bound (7.7) at z = E+ iN−δη.
Similarly, by using simple monotonicity properties of the Stieltjes transform, we obtain the other
a priori bound (7.6) at z = E + iN−δη. These estimates hold for X = Xθ for all θ ∈ [0, 1], since
Xθ satisfies the assumptions (2.4) and (2.5) uniformly in θ. Note that this bootstrapping on η
is different from the stochastic continuity argument commonly used in establishing local laws (see
e.g. [7, Section 4.1]), since the multiplicative steps of size N−δ are much too large for a continuity
argument to work; all that they provide are the rather crude a priori bounds, (7.6) and (7.7).
Since δ > 0 is fixed, the bootstrapping consists of O(δ−1) steps. The resulting estimates contain
an extra factor NCδ. Since δ > 0 can be made arbitrarily small, the claim will follow on all scales.
7.2. Bootstrapping on the spectral scale. We now move on to the proof of Proposition 7.1.
By polarization, it suffices to prove that for any deterministic unit vector v ∈ RI we have〈
v ,Σ−1
(
G(z)−Π(z))Σ−1v〉 = O≺(Ψ(z)) (7.8)
for z ∈ S. In fact, we shall prove (7.8) for all z ∈ Ŝ in some discrete subset Ŝ ⊂ S. We take Ŝ to
be an N−10-net in S (i.e. for every z ∈ S there is a w ∈ Ŝ such that |z − w| 6 N−10) satisfying
|Ŝ| 6 N20. The function z 7→ Σ−1(G(z)−Π(z))Σ−1 is Lipschitz continuous (with respect to the
operator norm) in S with Lipschitz constant (C + ‖X∗X‖)N2, as follows from Lemma 4.9 and the
bound (3.20). Using Lemma 4.8 it is therefore not hard to see that (7.8) for all z ∈ S follows
provided we can prove (7.8) for all z ∈ Ŝ.
The proof consists of a bootstrap argument from larger scales to smaller scales in multiplicative
increments of N−δ. Here
δ ∈
(
0,
τ
2C0
)
, (7.9)
is fixed, where C0 > 0 is a universal constant that will be chosen large enough in the proof (C0 = 25
will work). For any η > N−1 we define η0 6 η1 6 . . . 6 ηL, where
L ≡ L(η) ..= max{l ∈ N .. ηN δ(l−1) < 1} , (7.10)
through
ηl
..= ηN δl (l = 0, . . . , L− 1), ηL ..= 1 . (7.11)
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Note that L 6 δ−1 + 1.
We shall always work with a net Ŝ satisfying the following condition.
Definition 7.2. Let Ŝ be an N−10-net of S satisfying |Ŝ| 6 N20 and the condition
E + iη ∈ Ŝ =⇒ E + iηl ∈ Ŝ for l = 1, . . . , L(η) .
The bootstrapping is formulated in terms of two scale-dependent properties, (Am) and (Cm),
formulated on the subsets
Ŝm ..=
{
z ∈ Ŝ .. Im z > N−δm} .
We denote by S ..= {v ∈ RI .. |v| = 1} the unit sphere of RI , and abbreviate
v¯ ..= Σ−1v (7.12)
for v ∈ S.
(Am) For all z ∈ Ŝm, all deterministic v ∈ S, and all X satisfying (2.4) and (2.5), we have
ImGv¯v¯(z) ≺ Imm(z) +NC0δΨ(z) . (7.13)
(Cm) For all z ∈ Ŝm, all deterministic v ∈ S, and all X satisfying (2.4) and (2.5), we have∣∣Gv¯v¯(z)−Πv¯v¯(z)∣∣ ≺ NC0δΨ(z) . (7.14)
The bootstrapping is started by the following result.
Lemma 7.3. Property (A0) holds.
Proof. Using the definition of Π, the assumption (3.20), and Lemmas 4.9 and 4.8, we find for
z ∈ Ŝ0
ImGv¯v¯(z) 6 Im Πv¯v¯(z) +
∥∥Σ−1(G(z)−Π(z))Σ−1∥∥ ≺ 1 .
The claim now follows from Lemma 4.10.
The key step is the following result.
Lemma 7.4. Under the assumptions of Proposition 7.1, for any 1 6 m 6 δ−1, property (Am−1)
implies property (Cm).
Using the definition of Π and the assumption (3.20), it is easy to see that property (Cm) implies
property (Am). We therefore conclude from Lemmas 7.3 and 7.4 that (7.14) holds for all z ∈ Ŝ.
Since δ can be chosen arbitrarily small under the condition (7.9), we conclude that (7.8) follows for
all z ∈ Ŝ, and the proof of Proposition 7.1 is complete.
What remains is the proof of Lemma 7.4. We shall estimate the random variable
Fv(X, z) ..=
∣∣Gv¯v¯(z)−Πv¯v¯(z)∣∣ , (7.15)
where v ∈ S is deterministic. By Markov’s inequality and Definition 3.4, we conclude that (7.14)
follows provided we can prove the following result.
Lemma 7.5. Fix p ∈ 2N and m 6 δ−1. Suppose that (7.1) and (Am−1) hold. Then we have
EF pv(X, z) 6 (NC0δΨ(z))p
for all z ∈ Ŝm and all deterministic v ∈ S.
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7.3. Interpolation. We use the interpolation outlined in Section 7.1.
Definition 7.6 (Interpolating matrices). Introduce the notations X0 ..= GGauss and X1 ..= X.
For u ∈ {0, 1}, i ∈ IM , and µ ∈ IN , denote by ρuiµ the law of Xuiµ. For θ ∈ [0, 1] we define the law
ρθiµ
..= θρ1iµ + (1− θ)ρ0iµ .
Let (X0, Xθ, X1) be a triple of independent IM × IN random matrices, where for u ∈ {0, θ, 1} the
matrix Xu = (Xuiµ) has law ∏
i∈IM
∏
µ∈IN
ρuiµ(dX
u
iµ) .
For i ∈ IM , µ ∈ IN , and λ ∈ R we define the matrix(
Xθ,λ(iµ)
)
jν
..=
{
λ if (j, ν) = (i, µ)
Xθjν if (j, ν) 6= (i, µ) .
We also introduce the matrices
Gθ(z) ..= GΣ(Xθ, z) , Gθ,λ(iµ)(z)
..= GΣ
(
Xθ,λ(iµ), z
)
,
(recall the notation (3.2)).
Throughout the following we shall need to deduce bounds of the form Eξ ≺ Γ from ξ ≺ Γ. This
is the content of the following lemma, whose proof is a simple application of Cauchy-Schwarz.
Lemma 7.7. Let Γ be deterministic and satisfy Γ > N−C for some constant C > 0. Let ξ be a
random variable satisfying ξ ≺ Γ and Eξ2 6 NC . Then Eξ ≺ Γ.
In the following applications of Lemma 7.7, we shall often not mention the assumption Eξ2 6
NC ; it may be always easily verified using rough bounds from Lemma 4.9.
We shall prove Lemma 7.5 by interpolation between the ensembles X0 and X1. The bound for
the Gaussian case X0 is given by the following result.
Lemma 7.8. Lemma 7.5 holds if X is replaced with X0.
Proof. By assumption of Proposition 7.1, we have F pv(X
0, z) ≺ Ψp. In order to conclude the proof
using Lemma 7.7, we need a rough bound of the form E(F pv(X0, z))2 6 NCp for some constant Cp
depending on p. This easily follows from the first identity in (4.3) combined with the bound∥∥Σ−1(−Σ + Σ(1 +mΣ)−1)Σ−1∥∥ 6 C .
We omit further details.
The basic interpolation formula is given by the following lemma, which follows from the funda-
mental theorem of calculus.
Lemma 7.9. For F .. RIM×IN → C we have
EF (X1)− EF (X0) =
∫ 1
0
dθ
∑
i∈IM
∑
µ∈IN
[
EF
(
X
θ,X1iµ
(iµ)
)
− EF
(
X
θ,X0iµ
(iµ)
)]
(7.16)
provided all the expectations exist.
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We shall apply Lemma 7.9 with F (X) = F pv(X, z), where Fv(X, z) was defined in (7.15). The
main work is to derive the following self-consistent estimate for the right-hand side of (7.16). We
emphasize that our estimates are always uniform in quantities, such as v, Σ, θ, and z, that are not
explicitly fixed.
Lemma 7.10. Fix p ∈ 2N and m 6 δ−1. Suppose that (7.1) and (Am−1) hold. Then we have∑
i∈IM
∑
µ∈IN
[
EF pv
(
X
θ,X1iµ
(iµ) , z
)
− EF pv
(
X
θ,X0iµ
(iµ) , z
)]
= O
(
(NC0δΨ)p + sup
w∈S
EF pw(Xθ, z)
)
(7.17)
for all θ ∈ [0, 1], all z ∈ Ŝm, and all deterministic v ∈ S.
Combining Lemmas 7.8, 7.9, and 7.10 with a Gro¨nwall argument, we conclude the proof of
Lemma 7.5, and hence of Proposition 7.1. Note that for this Gro¨nwall argument to work, it is
essential that the error term supw∈S EF
p
w(X
θ, z) on the right-hand side of (7.17) be multiplied by
a factor that is bounded (as is implied by the notation O(·)). Even a factor logN multiplying
supw∈S EF
p
w(X
θ, z) would render (7.17) useless.
We remark that, in the proof Proposition 7.1 developed in the rest of this section, we in fact
obtain a stronger version of (7.17) where the quantity supw∈S EF
p
w(X
θ, z) on the right-hand side
of (7.17) is replaced with EF pv(Xθ, z). However, we keep the more general form (7.17) because it
will be needed for the proof of Proposition 8.1 in Section 8.
In order to prove Lemma 7.10, we compare the ensembles X
θ,X0iµ
(iµ) and X
θ,X1iµ
(iµ) via X
θ,0
(iµ). Clearly,
it suffices to prove the following result.
Lemma 7.11. Fix p ∈ 2N and m 6 δ−1. Suppose that (7.1) and (Am−1) hold. Then there exists
some function A(·, z) such that for u ∈ {0, 1} we have∑
i∈IM
∑
µ∈IN
[
EF pv
(
X
θ,Xuiµ
(iµ) , z
)
− EA
(
Xθ,0(iµ), z
)]
= O
(
(NC0δΨ)p + sup
w∈S
EF pw(Xθ, z)
)
(7.18)
for all θ ∈ [0, 1], all z ∈ Ŝm, and all deterministic v ∈ S.
In the remainder of this section, we prove Lemma 7.11 for u = 1. In order to make use of the
assumption (Am−1), which involves spectral parameters in Ŝm−1, to obtain estimates for spectral
parameters in Ŝm, we use the following rough bound.
Lemma 7.12. For any z = E + iη ∈ S and x,y ∈ RI we have
∣∣Gxy(z)−Πxy(z)∣∣ ≺ N2δ L(η)∑
l=1
(
ImGxx(E + iηl) + ImGyy(E + iηl)
)
+ |Σx||Σy| ,
where we recall the definitions of L(η) and ηl from (7.10) and (7.11).
Proof. From (3.5) and (4.15) we get
G−Π =
∑
k
uku
∗
k
λk − z −
(
mΣ2(1 +mΣ)−1 0
0 IN
)
.
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Using (3.20) we therefore get
∣∣Gxy(z)−Πxy(z)∣∣ 6 ∑
k
〈x ,uk〉2
|λk − z| +
∑
k
〈y ,uk〉2
|λk − z| + C|Σx||Σy| .
It suffices to estimate the first term. Setting η−1 ..= 0 and ηL+1 ..= ∞, we define the subsets of
indices
Ul
..=
{
k .. ηl−1 6 |λk − E| < ηl
}
(l = 0, 1, . . . , L+ 1) .
We split the summation ∑
k
〈x ,uk〉2
|λk − z| =
L+1∑
l=0
∑
k∈Ul
〈x ,uk〉2
|λk − z|
and treat each l separately. For l = 1, . . . , L we find
∑
k∈Ul
〈x ,uk〉2
|λk − z| 6
∑
k∈Ul
〈x ,uk〉2ηl
(λk − E)2 6 2
∑
k∈Ul
〈x ,uk〉2ηl
(λk − E)2 + η2l−1
6 2ηl
ηl−1
ImGxx(E + iηl−1) 6 2N δ ImGxx(E + iηl−1) ,
where the third step easily follows from (4.15). Using that the map y 7→ y ImGxx(E + iy) is
nondecreasing, we find for l = 1, . . . , L that∑
k∈Ul
〈x ,uk〉2
|λk − z| 6 2N
2δ ImGxx(E + iηl∨1) ,
as desired.
Next, we estimate∑
k∈U0
〈x ,uk〉2
|λk − z| 6
∑
k∈U0
〈x ,uk〉2 2η
(λk − E)2 + η2 = 2 ImGxx(E + iη) 6 2N
δ ImGxx(E + iη1) .
Finally, we estimate∑
k∈UL+1
〈x ,uk〉2
|λk − z| 6 2
∑
k∈UL+1
〈x ,uk〉2|λk − E|ηL
(λk − E)2 + η2L
≺
∑
k∈UL+1
〈x ,uk〉2ηL
(λk − E)2 + η2L
6 ImGxx(E + iηL) ,
where in the second step we used that λk ≺ 1, as follows from (2.7) and Lemma 4.8. This concludes
the proof.
Lemma 7.13. Suppose that (Am−1) holds. Then we have
Σ−1
(
G(z)−Π(z))Σ−1 = O≺(N2δ) (7.19)
for all z ∈ Ŝm. Moreover, for any deterministic v ∈ S we have
ImGv¯v¯(z) ≺ N2δ
(
Imm(z) +NC0δΨ(z)
)
(7.20)
for all z ∈ Ŝm.
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Proof. Let E + iη ∈ Ŝm. Then we have E + iηl ∈ Ŝm−1 for l = 1, . . . , L(η). Therefore (7.13)
yields, for any deterministic v ∈ S,
ImGv¯v¯(E + iηl) ≺ |Σv¯|2 + Im
〈
v¯ ,Π(E + iηl)v¯
〉
6 C|Σv¯|2 = C ,
where in the second step we used (3.20) and the definition of Π from (3.5). The estimate (7.19)
now follows easily using Lemma 7.12.
In order to prove (7.20), we remark that if s(z) is the Stieltjes transform of any probability
measure, the map η 7→ η Im s(E + iη) is nondecreasing and the map η 7→ η−1 Im s(E + iη) is
nonincreasing. Abbreviating z = E + iη ∈ Ŝm and z1 = E + iη1 ∈ Ŝm−1, we therefore find
ImGv¯v¯(z) 6 N δ ImGv¯v¯(z1) ≺ N δ
(
Imm(z1) +N
C0δΨ(z1)
)
6 N2δ
(
Imm(z) +NC0δΨ(z)
)
,
where in the second step we used the assumption (Am−1).
7.4. Expansion. We now develop the main expansion which underlies the proof of Lemma 7.11.
Throughout the rest of this section we suppose that (Am−1) holds. The rest of the proof is
performed at a single z ∈ Ŝm, and from now on we therefore consistently omit the argument z from
our notation.
Let i ∈ IM and µ ∈ IN . Define the I × I matrix ∆λ(iµ) through(
∆λ(iµ)
)
st
..= λδisδµt + λδitδµs .
Thus we get the resolvent expansion, for λ, λ′ ∈ R and any K ∈ N,
Gθ,λ
′
(iµ) = G
θ,λ
(iµ) +
K∑
k=1
Gθ,λ(iµ)
(
∆λ−λ
′
(iµ) G
θ,λ
(iµ)
)k
+Gθ,λ
′
(iµ)
(
∆λ−λ
′
(iµ) G
θ,λ
(iµ)
)K+1
. (7.21)
The following result provides a priori bounds for the entries of Gθ,λ(iµ).
Lemma 7.14. Suppose that y is a random variable satisfying |y| ≺ N−1/2. Then
Σ−1
(
Gθ,y(iµ) −Π
)
Σ−1 = O≺(N2δ) (7.22)
for all i ∈ IM and µ ∈ IN .
Proof. We use (7.21) with K ..= 10, λ′ ..= y, and λ ..= Xθiµ, so that G
θ,λ
(iµ) = G
θ. By (3.20), we
have
‖Σ−1Π‖+ ‖ΠΣ−1‖ 6 C . (7.23)
By assumption (Am−1), the conclusions of Lemma 7.13 hold for the matrix ensemble Xθ (since it
satisfies (2.4) and (2.5)). Hence, (7.22) holds for y = λ, and in particular Σ−1Gθ,λ(iµ) = O≺(N
2δ) and
Gθ,λ(iµ)Σ
−1 = O≺(N2δ). Plugging these estimates into (7.21) and using that |λ − λ′| ≺ N−1/2, it is
easy to estimate the contribution to (7.22) of all terms of (7.21) except the rest term. In order to
handle the rest term, we use the rough bounds Σ−1Gθ,λ
′
(iµ) = O≺(N) and G
θ,λ′
(iµ)Σ
−1 = O≺(N), which
may be deduced from Lemma 4.9 and a simple modification of Lemma 4.8.
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To simplify notation, we introduce the function
f(iµ)(λ)
..= F pv
(
Xθ,λ(iµ)
)
, (7.24)
where we omit the dependence on θ, p, v, and z from our notation. (Recall that p is fixed and all
estimates are uniform in z ∈ Ŝm,v ∈ S, and θ ∈ [0, 1].) We denote by f (n)(iµ) the n-th derivative of
f(iµ).
The following result is easy to deduce from (7.21) and Lemma 7.14.
Lemma 7.15. Suppose that y is a random variable satisfying |y| ≺ N−1/2. Then for any fixed n ∈ N
we have ∣∣f (n)(iµ)(y)∣∣ ≺ N2δ(p+n) . (7.25)
By Taylor expansion, we therefore have
f(iµ)(y) =
4p∑
n=1
yn
n!
f
(n)
(iµ)(0) +O≺(Ψ
p) .
From Lemma 7.15 and Lemma 7.7, we get[
EF pv
(
X
θ,X1iµ
(iµ)
)
− EF pv
(
Xθ,0(iµ)
)]
= E
[
f(iµ)
(
X1iµ
)− f(iµ)(0)]
= Ef(iµ)(0) +
1
2N
Ef (2)(iµ)(0) +
4p∑
n=4
1
n!
Ef (n)(iµ)(0)E(X
1
iµ)
n +O≺(Ψp) ,
(7.26)
where we used that X1iµ has vanishing first and third moments, by (7.1), and its variance is equal
to 1/N . Recalling our goal (7.18), we therefore find that we only have to prove
N−n/2
∑
i∈IM
∑
µ∈IN
∣∣Ef (n)(iµ)(0)∣∣ = O((NC0δΨ)p + sup
w∈S
EF pw(Xθ)
)
(7.27)
for n = 4, . . . , 4p. Here we used the bounds (2.5).
In order to obtain a self-consistent estimate in terms of the matrix Xθ on the right-hand side
of (7.27), we need to replace the matrix Xθ,0(iµ) in f(iµ)(0) = F
p
v
(
Xθ,0(iµ)
)
(and its derivatives) with
Xθ = X
θ,Xθiµ
(iµ) . We shall do this by an other application of (7.21).
Lemma 7.16. Suppose that
N−n/2
∑
i∈IM
∑
µ∈IN
∣∣Ef (n)(iµ)(Xθiµ)∣∣ = O((NC0δΨ)p + sup
w∈S
EF pw(Xθ)
)
(7.28)
holds for n = 4, . . . , 4p. Then (7.27) holds for n = 4, . . . , 4p.
Proof. To simplify notation, we abbreviate f(iµ) ≡ f and Xθiµ ≡ ξ. The proof consists of a
repeated application of the identity
Ef (l)(0) = Ef (l)(ξ)−
4p−l∑
k=1
Ef (l+k)(0)
Eξk
k!
+O≺(N l/2Ψp) (7.29)
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for l 6 4p, which follows from Lemmas 7.7 and 7.15. Fix n = 4, . . . , 4p. Using (7.29) we get
Ef (n)(0) = Ef (n)(ξ)−
∑
k1>1
1(n+ k1 6 4p)Ef (n+k1)(0)
Eξk1
k1!
+O≺(Nn/2Ψp)
= Ef (n)(ξ)−
∑
k1>1
1(n+ k1 6 4p)Ef (n+k1)(ξ)
Eξk1
k1!
+
∑
k1,k2>1
1(n+ k1 + k2 6 4p)Ef (n+k1+k2)(0)
Eξk1
k1!
Eξk2
k2!
+O≺(Nn/2Ψp)
= · · · =
4p−n∑
q=0
(−1)q
∑
k1,...,kq>1
1
(
n+
∑
j
kj 6 4p
)
Ef (n+
∑
j kj)(ξ)
q∏
j=1
Eξkj
kj !
+O≺(Nn/2Ψp) .
The claim now follows easily using (2.5).
What therefore remains is to prove (7.28). Since it only involves the matrix ensemble Xθ, for
the remainder of the proof we abbreviate Xθ ≡ X. Recalling the notation (7.24), we find from
Lemma 7.16 that it suffices to prove the following result.
Lemma 7.17. for any n = 4, . . . , 4p we have
N−n/2
∑
i∈IM
∑
µ∈IN
∣∣∣∣E( ∂∂Xiµ
)n
F pv(X)
∣∣∣∣ = O((NC0δΨ)p + sup
w∈S
EF pw(X)
)
. (7.30)
Remark 7.18. We conclude this subsection with a general digression on the algebra of the Bernoulli
interpolation method underlying the proof of Proposition 7.1, and in particular establish the formula
(1.8) from the introduction. Let (X0α)α and (X
1
α)α be arbitrary independent finite families of
independent random variables. Define Xθ = (Xθα)α as in (1.6). Then we get
d
dθ
EF (Xθ) =
∑
α
[
EF
(
X
θ,X1α
(α)
)
− EF
(
X
θ,X0α
(α)
)]
,
where Xθ,x(α) denotes the family obtained from X
θ by replacing Xθα with x. Fix α and abbreviate
f(x) ..= F
(
Xθ,x(α)
)
, ζ ..= X1α, ζ
′ ..= X0α, and ξ ..= Xθα. We may assume that ζ, ζ ′, and ξ are
independent. We want to compute the difference
E[f(ζ)− f(ζ ′)] = E[f(ζ)− f(0)]− E[f(ζ ′)− f(0)] .
Since we are only interested in the algebra of the interpolation, we assume for simplicity that all
random variables have finite exponential moments and that f is analytic. (Otherwise, as in the
computations above, the expansions have to be truncated.) Repeating the steps of the proof of
Lemma 7.16, we find
E(f(ζ)− f(0)) =
∑
q>0
(−1)q
∑
n,k1,...,kq>1
Ef (n+k1+···+kq)(ξ)
Eζn
n!
q∏
j=1
Eξkj
kj !
=
∑
m>1
Km(ζ, ξ)Ef (m)(z) ,
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where
Km(ζ, ξ) ..=
∑
q>0
(−1)q
∑
n,k1,...,kq>1
1(n+k1 + · · ·+kq = m)Eζ
n
n!
q∏
j=1
Eξkj
kj !
=
1
m!
(
d
dt
)m∣∣∣∣
t=0
Eetζ − 1
Eetξ
.
Together with the same computation for the difference E(f(ζ ′)−f(0)), this yields the identity (1.8)
from the introduction, with Kθm,α
..= Km(X
1
α, X
θ
α)−Km(X0α, Xθα).
7.5. Introduction of words and conclusion of the proof. In order to prove (7.30), we shall
have to exploit the detailed structure of the derivatives in on the left-hand side of (7.30). The
following definition introduces the basic algebraic objects that we shall use.
Definition 7.19 (Words). We consider words w ∈ W of even length in the two letters {i,µ}. We
denote by 2n(w) the length of the word w, where n(w) = 0, 1, 2, . . . . We always use bold symbols to
denote the letters of words. We use the notation
w = t1s2t2s3 · · · tnsn+1 (7.31)
for a word of length 2n = 2n(w). For n = 0, 1, 2, . . . we introduce the subset Wn ..= {w ∈ W ..
n(w) = n} of words of length 2n. We require that each word w ∈ Wn satisfy tlsl+1 ∈ {iµ,µi} for
all 1 6 l 6 n.
Next, we assign to each letter ∗ its value [∗] ≡ [∗]i,µ ∈ I through
[i] ..= i , [µ] ..= µ .
(Our choice of the names of the two letters is suggestive of their value. Note, however, that it is
important to distinguish the abstract letter from its value, which is an index in I and may be used
as a summation index.)
Finally, to each word w ∈ W we assign a random variable Av,i,µ(w) as follows. If n(w) = 0
(i.e. w is the empty word) we define
Av,i,µ(w) ..= Gv¯v¯ −Πv¯v¯ .
If n(w) > 1 with w as in (7.31) we define
Av,i,µ(w) ..= Gv¯[t1]G[s2][t2] · · ·G[sn][tn]G[sn+1]v¯ . (7.32)
Definition 7.19 is constructed so that(
∂
∂Xiµ
)n(
Gv¯v¯ −Πv¯v¯
)
= (−1)n
∑
w∈Wn
Av,i,µ(w)
for any n = 0, 1, 2, . . . . This may be easily deduced from (7.21). Using Leibnitz’s rule we conclude
that(
∂
∂Xiµ
)n
F pv(X) = (−1)n
∑
n1,...,np/2>0
∑
n˜1,...,n˜p/2>0
1
(∑
r
(nr + n˜r) = n
)
n!∏
r nr!n˜r!
×
∏
r
( ∑
wr∈Wnr
∑
w˜r∈Wn˜r
Av,i,µ(wr)Av,i,µ(w˜r)
)
.
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To prove (7.30), it therefore suffices to prove that
N−n/2
∑
i∈IM
∑
µ∈IN
∣∣∣∣E p/2∏
r=1
(
Av,i,µ(wr)Av,i,µ(w˜r)
)∣∣∣∣ = O((NC0δΨ)p + sup
w∈S
EF pw(X)
)
(7.33)
for 4 6 n 6 4p and words wr, w˜r ∈ W satisfying
∑
r
(
n(wr) + n(w˜r)
)
= n. To avoid irrelevant
notational complications arising from the complex conjugates, we in fact prove that
N−n/2
∑
i∈IM
∑
µ∈IN
∣∣∣∣E p∏
r=1
Av,i,µ(wr)
∣∣∣∣ = O((NC0δΨ)p + sup
w∈S
EF pw(X)
)
(7.34)
for 4 6 n 6 4p and words wr ∈ W satisfying
∑
r n(wr) = n. (The proof of (7.33) is the same with
slightly heaver notation.) Treating words wr with n(wr) = 0 separately, we find that it suffices to
prove
N−n/2
∑
i∈IM
∑
µ∈IN
E
∣∣∣∣∣Av,i,µ(w0)p−q
q∏
r=1
Av,i,µ(wr)
∣∣∣∣∣ = O((NC0δΨ)p + supw∈SEF pw(X)
)
(7.35)
for 4 6 n 6 4p, 1 6 q 6 p, and words wr ∈ W satisfying
∑
r n(wr) = n, n(w0) = 0, and n(wr) > 1
for r > 1. Note that we also have the bound q 6 n.
In order to estimate (7.35), we introduce the quantity
Rs ..= |Gv¯s|+ |Gsv¯| .
Lemma 7.20. For w ∈ W we have the rough bound
|Av,i,µ(w)| ≺ N2δ(n(w)+1) . (7.36)
Moreover, for n(w) > 1 we have
|Av,i,µ(w)| ≺ (R2i +R2µ)N2δ(n(w)−1) . (7.37)
Finally, for n(w) = 1 we have the sharper bound
|Av,i,µ(w)| ≺ RiRµ . (7.38)
Proof. The estimates (7.36) and (7.37) follow easily from Lemma 7.13 and the definition (7.32).
The estimate (7.38) follows from the constraint t1 6= s2 in Definition 7.19.
In addition to the high-probability bounds from Lemma 7.20, we have the rough estimate
E|Av,i,µ(w)|2 6 NC (7.39)
for some C > 0 and all w ∈ W satisfying n(w) 6 4p; this follows easily from Definition 7.19 and
Lemma 4.9.
42
By pigeonholing on the words appearing on the left-hand side of (7.35), if n 6 2q−2 then there
exist at least two words wr satisfying n(wr) = 1. Using Lemma 7.20 we therefore get∣∣∣∣Av,i,µ(w0)p−q q∏
r=1
Av,i,µ(wr)
∣∣∣∣
≺ N2δ(n+q)F p−qv (X)
(
1(n > 2q − 1)(R2i +R2µ) + 1(n 6 2q − 2)R2iR2µ
)
. (7.40)
From Lemma 4.6 combined with Lemma 4.8 we get
1
N
∑
i∈IM
R2i +
1
N
∑
µ∈IN
R2µ ≺
ImGv¯v¯ + η
Nη
≺ N2δ Imm+N
C0δΨ
Nη
6 N (C0+2)δΨ2 , (7.41)
where in the second step we used (7.20), and in the last step the definition of Ψ. Inserting (7.41)
into (7.40), we get using Lemma 7.7 and (7.39) that the left-hand side of (7.35) is bounded by
N−n/2+2N3δ(n+q)EF p−qv (X)
(
1(n > 2q − 1)(NC0δ/2Ψ)2 + 1(n 6 2q − 2)(NC0δ/2Ψ)4) .
Using that Ψ > cN−1/2, we find that the left-hand side of (7.35) is bounded by
N3δ(n+q)EF p−qv (X)
(
1(n > 2q − 1)(NC0δ/2Ψ)n−2 + 1(n 6 2q − 2)(NC0δ/2Ψ)n)
6 EF p−qv (X)
(
1(n > 2q − 1)(N (C0/2+12)δΨ)n−2 + 1(n 6 2q − 2)(N (C0/2+12)δΨ)n) ,
where we used that q 6 n and n > 4. Choose C0 > 25. Then, by assumption (7.9) on δ we have
N (C0/2+12)δΨ 6 1. Moreover, if n > 4 and n > 2q − 1 then n > q + 2. We conclude that the
left-hand side of (7.35) is bounded by
EF p−qv (X)
(
NC0δΨ
)q
. (7.42)
Now (7.35) follows using Young’s inequality. This concludes the proof of (7.30), and hence of
Lemma 7.11. The proof of Proposition 7.1 is therefore complete.
8. Self-consistent comparison II: general X
In this section and the next we prove the following result, which is Proposition 7.1 without the
condition (7.1).
Proposition 8.1. Suppose that the assumptions of Theorem 3.21 hold. If the anisotropic local law
holds with parameters (XGauss,Σ,S), then the anisotropic local law holds with parameters (X,Σ,S).
8.1. Overview of the proof of Proposition 8.1. The proof of Proposition 8.1 builds on that
of Proposition 7.1. Throughout this section, we take over the notations of Section 7 without further
comment. In particular, as in (7.9), C0 is some large enough constant (which may depend only on
τ) and δ > 0 is fixed and small, satisfying (7.9).
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As in Section 7.4, we suppose that (Am−1) holds, and we fix z ∈ Ŝm which we consistently
omit from our notation. From the assumption (Am−1) and Lemma 7.13 we get the bounds (7.19)
and (7.20), which we summarize here for easy reference:
Σ−1
(
G−Π)Σ−1 = O≺(N2δ) , ImGv¯v¯ ≺ N2δ(Imm+NC0δΨ) (8.1)
for all deterministic v ∈ S.
The assumption (7.1) was used in the proof of Proposition 7.1 only in (7.26), where it ensured
that the summation over n starts from 4 instead of 3. Without the assumption (7.1), we in addition
have to estimate the term n = 3 in (7.26). It therefore suffices to prove the following result.
Lemma 8.2. Let z ∈ Ŝm, and suppose that (8.1) holds at z. There exists a constant C0 such that,
for any δ satisfying (7.9), the estimate (7.27) holds for n = 3.
We shall in fact prove a slightly stronger bound than (7.27), where the term supw∈S EF
p
w(X
θ, z)
on the right-hand side of (7.27) is replaced with sup
{
EF pw(Xθ, z) .. w ∈ {v} ∪ {eµ .. µ ∈ IN}
}
. How-
ever, (7.27) is simpler to state and strong enough for our purposes.
As in Lemma 7.16, one may easily replace the matrix Xθ,0iµ in the definition of f
(3)
iµ (0) with X
θ.
As in Lemma 7.17, from now on we abbreviate Xθ ≡ X. Thus, we find that in order to prove
Lemma 8.2 it suffices to prove the following result, which complements Lemma 7.17.
Lemma 8.3. Let z ∈ Ŝm, and suppose that (8.1) holds at z. There exists a constant C0 such that,
for any δ satisfying (7.9), the estimate (7.30) holds for n = 3.
Next, recall the definition of words from Definition 7.19. As in (7.33)–(7.35), Lemma 8.3 is
proved provided we can show the following result, which is analogous to (7.35).
Lemma 8.4. Let z ∈ Ŝm, and suppose that (8.1) holds at z. Let 1 6 q 6 3 and choose words
w1, . . . , wp ∈ W satisfying n(wr) > 1 for r 6 q, n(wr) = 0 for r > q + 1, and
∑
r n(wr) = 3. Then
(7.34) holds with n = 3.
We now explain some key ingredients of the proof of Lemma 8.4. The first main difficulty
is to extract an additional factor N−1/2 from the left-hand side of (7.34) with n = 3, so as to
obtain in total a factor N−2 that will cancel the number of terms in the summation. The second
main difficulty is to extract a factor Ψq from the expectation, so as to apply estimates of the form
E|Av,i,µ(w0)p−q|Ψq 6 (NCδΨ)p + EF pv(X). In order to extract the factor N−1/2, we analyse the
dependence of each factor Av,i,µ(wr) on the µ-th column of X, i.e. the variables Xµ ..= (Xiµ)i∈IM .
We express each term, up to negligible error terms, as a polynomial in Xµ whose coefficients
are independent of Xµ (i.e. X
(µ)-measurable). Hence we may take the conditional expectation
E( · |X(µ)) of the product of the variables Xµ, which results in a partition of all entries of Xµ. The
extra factor of N−1/2 then follows using a parity argument similar to the one first used in [7]: the
degree of the polynomial is odd, so that a perfect matching, which would give a contribution of
order N0, is not possible.
Beyond the factor of N−1/2, the need to obtain the bound from (7.34) that is strong enough
to close the self-consistent estimate presents significant difficulties, which we outline briefly. These
difficulties are roughly of two types. (a) The off-diagonal entries of G(µ) are in general not small;
only entries of G(µ)−Π are small. (b) A priori, using the estimate (7.19), the entries of G(µ) are not
bounded by O≺(1) but by O≺(N2δ). This would yield a bound on the coefficients of the polynomial
in Xµ that is a high power of N
2δ, which may become too large to conclude the proof.
44
We deal with difficulty (a) not by estimating individual entries G
(µ)
vt but by exploiting the extra
summations generated by the polynomial expansion, expressing our error bounds in terms of as
many summed entries of the form
1
N
∑
j∈IM
|G(µ)vj |d (8.2)
as possible, where d ∈ N. For instance, similarly to (7.5), if d = 2 then (8.2) may be estimated
by ImGvv+ηNη , which is much smaller than the naive bound N
4δ. (See (8.28) below for a precise
statement.) The factor ImGvv may be estimated using the a priori bound (7.20). The proof relies
on a careful balance of the integers d from (8.2) versus the number of entries of G that cannot be
estimated in this way. We also note that, while d = 2 gives a stronger bound than d = 1 in (8.2),
for d > 3 the bound (8.2) cannot be improved over the corresponding bound for d = 2. In this
sense, powers of d larger than 2 lead to wasted factors of Ψ, and we have to make sure that the
final combined power of Ψ and Fv is large enough despite the possibility of indices d larger than 2.
Next, we deal with difficulty (b) by showing that polynomials whose coefficients consist of many
entries of G(µ), each estimated by O≺(N2δ), also give rise to many factors of the form (8.2) with
large enough d, which compensate the powers of O≺(N2δ). Hence, controlling the number of factors
of the form (8.2) and the corresponding indices d is crucial to obtain a sufficiently high power of
Ψ +Fv and a sufficiently small prefactor. The details of this counting are explained in Section 8.5.
We conclude this sketch by noting that, in order to get rid of the omnipresent upper indices (µ)
generated by the expansion in Xµ, we use identities from Lemma 4.4, which generate error terms
of the form Feµ(X) in addition to Fv(X) (see (8.10) below). Since µ may take any value in IN , we
need the general self-consistent error term supw∈S EF
p
w(X) on the right-hand side of (7.34) instead
of the simple EF pv(X).
8.2. Tagged words. We now move on to the actual proof of Lemma 8.4. The index µ ∈ IN
will play a distinguished role. In a preliminary step, we show that, up to an affordable error, the
random variables Av,i,µ(w) in (7.34) may be replaced with
Âv,i,µ(w) ..=
{
Gv¯v¯ −Πv¯v¯ − v¯(µ)2
(
Gµµ −Πµµ
)
if n(w) = 0
Av,i,µ(w) if n(w) > 1 .
The motivation behind the definition of Âv,i,µ(w) stems from expansion formula (8.3) below, which
will play a key role in the proof of Proposition 8.1.
Lemma 8.5. Lemma 8.4 holds provided it holds with A replaced by Â in (7.34).
Proof. We write, dropping the subscripts from A and using w0 to denote the empty word,∣∣∣∣∣
p∏
r=1
A(wr)−
p∏
r=1
Â(wr)
∣∣∣∣∣ =
∣∣∣∣∣(A(w0)p−q − Â(w0)p−q)
q∏
r=1
A(wr)
∣∣∣∣∣
6 p
(|A(w0)|+ |Â(w0)|)p−q−1|Gµµ −Πµµ|v¯(µ)2 q∏
r=1
|A(wr)|
≺ (Fv(X) + Feµ(X))p−q−1Feµ(X)v¯(µ)2 q∏
r=1
|A(wr)| .
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Next, from Definition 7.19 we conclude, analogously to the proof of Lemma 7.20, that if n(wr) >
1 for 1 6 r 6 q and
∑q
r=1 n(wr) = 3 then
∑
i∈IM
q∏
r=1
|A(wr)| ≺
∑
i∈IM
NCδRq−1i ≺ NNCδ(NC0/2Ψ)q−1 ,
where in the last step we used (7.41). We therefore conclude using Lemma 7.7 that
N−3/2
∑
i∈IM
∑
µ∈IN
∣∣∣∣∣E
[
p∏
r=1
A(wr)−
p∏
r=1
Â(wr)
]∣∣∣∣∣
6 NCδN−1/2
∑
µ∈IN
v¯(µ)2(NC0/2Ψ)q−1E
(
Fv(X) + Feµ(X)
)p−q−1
Feµ(X)
6
(
N (C+C0/2)δΨ
)p
+ sup
w∈S
EF pw(X) ,
where in the last step we used Young’s inequality and the estimate N−1/2 6 Ψ. Here we also used
that
∑
µ∈IN v¯(µ)
2 6 1, as follows from the definition of v¯ from (7.12) and (3.6). This concludes
the proof.
Next, we introduce a family of tagged words, which refine the words w from Definition 7.19.
They are designed to encode formulas which refine the definition of Av,i,µ(w) from Definition 7.19.
In order to state them, we shall need a decomposition of entries Gxy into three pieces, denoted by
[Gxy]
0, [Gxy]
1, and [Gxy]
2. The identity behind this decomposition is
Gxy = x(µ)y(µ)Gµµ+G
(µ)
xy+Gµµ(G
(µ)X)xµ(X
∗G(µ))µy−x(µ)Gµµ(X∗G(µ))µy−y(µ)Gµµ(G(µ)X)xµ ,
(8.3)
which follows from Lemma 4.4. (Recall that an expression of the form G
(µ)
xy is by definition equal
to x∗G(µ)y, where the matrix multiplication is performed according to Definition 4.1.)
Definition 8.6. Let x,y ∈ {v¯, eµ, ei} with x and y not both equal to v¯. Then the quantities
[Gxy]
0, [Gxy]
1, and [Gxy]
2 are uniquely defined by requiring that they do not contain factors of Gµµ
or v¯(µ), and that (8.3) reads
Gxy = [Gxy]
0 +Gµµ[Gxy]
1 + v¯(µ)Gµµ[Gxy]
2 . (8.4)
In particular, [Gxy]
0 is X(µ)-measurable.
Explicitly, this decomposition reads
Gv¯µ = v¯(µ)Gµµ −Gµµ(G(µ)X)v¯µ = v¯(µ)Gµµ[Gv¯µ]2 +Gµµ[Gv¯µ]1 ,
Gv¯i = G
(µ)
v¯i +Gµµ(G
(µ)X)v¯µ(X
∗G(µ))µi − v¯(µ)Gµµ(X∗G(µ))µi = [Gv¯i]0 +Gµµ[Gv¯i]1 + v¯(µ)Gµµ[Gv¯i]2 ,
Giµ = −Gµµ(G(µ)X)iµ = Gµµ[Giµ]1 ,
Gii = G
(µ)
ii +Gµµ(G
(µ)X)iµ(X
∗G(µ))µi = [Gii]0 +Gµµ[Gii]1 .
Throughout the following we abbreviate Zk ..= [[0, k − 1]].
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Definition 8.7 (Tagged words). Let w ∈ W be a word from Definition 7.19. A tagged word
is a pair (w, σ), where σ = (σ(l))
n(w)+1
l=1 ∈ Zn(w)+13 . We assign to each tagged word (w, σ) with
w ∈ Wn of the form (7.31) a random variable Av,i,µ(w, σ) according to the following construction.
(i) If n = 0 (i.e. w is the empty word) we define
Av,i,µ(w, 0) ..= G
(µ)
v¯v¯ −Π(µ)v¯v¯ ,
Av,i,µ(w, 1) ..= (G
(µ)X)v¯µ(X
∗G(µ))µv¯ ,
Av,i,µ(w, 2) ..= −(X∗G(µ))µv¯ − (G(µ)X)v¯µ ,
where we introduced the matrix Π(µ) ..=
(
Πst
.. s, t ∈ I \ {µ}).
(ii) If n > 1 we define
Av,i,µ(w, σ) ..=
[
Gv¯[t1]
]σ(1)[
G[s2][t2]
]σ(2) · · · [G[sn][tn]]σ(n)[G[sn+1]v¯]σ(n+1) . (8.5)
(iii) We define
|σ|µ ..=
∑
l
1(σ(l) > 1) , |σ|v ..=
∑
l
1(σ(l) = 2) .
(Note that the choice of indices µ and v is merely suggestive of the meaning of | · |µ and | · |v;
these quantities clearly do not depend on µ and v.)
(iv) By construction, Av,i,µ(w, σ) is a homogeneous polynomial in the variables {Xkµ}k∈IM , whose
coefficients are X(µ)-measurable. We use deg
(
Av,i,µ(w, σ)
) ∈ N to denote its (total) degree.
From (8.4), (8.3), and Definition 8.7 we find that for w ∈ Wn we have
Âv,i,µ(w) =
∑
σ∈Zn+13
Av,i,µ(w, σ) (Gµµ)
|σ|µ v¯(µ)|σ|v . (8.6)
Recalling Lemma 8.5, we conclude that, in order to prove Lemma 8.4, it suffices to prove the
following result.
Lemma 8.8. Suppose that (8.1) holds. Let 1 6 q 6 3 and choose words w1, . . . , wp ∈ W satisfying
n(wr) > 1 for r 6 q, n(wr) = 0 for r > q+1, and
∑
r n(wr) = 3. For r = 1, . . . , p let σr ∈ Zn(wr)+13 .
Then we have for all v ∈ S
N−3/2
∑
i∈IM
∑
µ∈IN
∣∣∣∣∣E
(
(Gµµ)
dµ v¯(µ)dv
p∏
r=1
Av,i,µ(wr, σr)
)∣∣∣∣∣ = O((NC0δΨ)p + supw∈SEF pw(X)
)
, (8.7)
were we abbreviated
d∗ ≡ d∗(σ1, . . . , σp) ..=
p∑
r=1
|σr|∗ (8.8)
for ∗ = µ,v.
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8.3. Preliminary estimates and the entries Gµµ. We shall require the following rough bounds,
which refine those of Lemma 7.20.
Lemma 8.9 (Rough bounds on Av,i,µ(w, σ)). Suppose that (8.1) holds. Let (w, σ) be a tagged
word. Then
|Av,i,µ(w, σ)| ≺ N2δ(n(w)+1) . (8.9)
Moreover, if n(w) = 0 then
|Av,i,µ(w, σ)| ≺ N (C0/2+1)δΨ + Fv(X) + Feµ(X) . (8.10)
Proof. Using a large deviation estimate (see [7, Lemma 3.1]) combined with Lemmas 4.6 and 4.8
we get
∣∣(G(µ)X)w¯µ∣∣2 + ∣∣(X∗G(µ))µw¯∣∣2 ≺ 1
N
∑
j∈IM
∣∣G(µ)w¯j ∣∣2 + 1N ∑
j∈IM
∣∣G(µ)jw¯ ∣∣2 ≺ ImG(µ)w¯w¯ + ηNη (8.11)
for any deterministic w satisfying |w| 6 C. Using (8.3) with x = y = w¯, (8.11), (8.1), Ψ > cN−1/2,
and the trivial estimate |w¯(µ)| 6 1, we find
ImG
(µ)
w¯w¯ = ImGw¯w¯ +O≺
(
ImGµµ +N
2δ
√
ImG
(µ)
w¯w¯ + η
Nη
)
,
We conclude that
ImG
(µ)
w¯w¯ ≺ ImGw¯w¯ + ImGµµ +N3δΨ ≺ N2δ Imm+N (C0+2)δΨ ,
where in the second step we used (8.1). Therefore,
ImG
(µ)
w¯w¯
Nη
≺ N (C0+2)δΨ2 . (8.12)
Now (8.10) with σ > 1 follows easily from (8.11) and (8.12) with w = v. Moreover, (8.10) with
σ = 0 follows using (8.3) and (8.1).
Next, in order to prove (8.9), we deduce Definition 8.6 and (8.1), as well as from (8.11) and
(8.12) with w = v, eµ,Σei, that∣∣[Gv¯i]σ∣∣+ ∣∣[Giv¯]σ∣∣+ ∣∣[Gv¯µ]σ∣∣+ ∣∣[Gµv¯]σ∣∣+ ∣∣[Giµ]σ∣∣+ ∣∣[Gµi]σ∣∣ ≺ N2δ , (8.13)
for all σ = 0, 1, 2. This concludes the proof.
In order to analyse the left-hand side of (8.7), we need to exhibit the precise X-dependence of
the factor (Gµµ)
dµ . To that end, we write, using (4.4), Gµµ = (−z − Yµ − Zµ)−1, where we defined
Zµ ..= (X
∗G(µ)X)µµ − Yµ , Yµ ..= E
[
(X∗G(µ)X)µµ
∣∣X(µ)] = 1
N
∑
j∈IM
G
(µ)
jj .
Using the large deviation estimates from [7, Lemma 3.1], we find |Zµ| ≺ N−τ/2+2δ. Since |Gµµ| ≺
N2δ by (8.1), we therefore deduce using −τ/2 + 2δ < −2δ that
|−z − Yµ|−1 ≺ N2δ . (8.14)
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Hence there exists a constant K ≡ K(τ) such that
Gµµ =
K∑
k=0
(−z − Yµ)−k−1Zkµ +O≺(N−10) .
Plugging in the definition of Zµ, we find
Gµµ =
K∑
k=0
Yµ,k(X∗G(µ)X)kµµ +O≺(N−10) , (8.15)
where the coefficients Yµ,k are X(µ)-measurable and satisfy the bound |Yµ,k| ≺ NCδ. Here we
used (8.14) and the estimate |G(µ)jj | ≺ N2δ, which follows from (8.1), (8.3), (8.11), and (8.12) with
w¯ = x = y = ej . The precise form of Yµ,k is unimportant. In order to apply Lemma 7.7 in the
following, we shall also need the rough bound
E|Yµ,k|q 6 NCp,q (8.16)
for all q ∈ N, which may be easily deduced from E(|Yµ| + |−z − Yµ|−1)` 6 NCp for any ` 6 16K.
This latter estimate follows easily from the deterministic estimate |Yµ|+ |−z−Yµ|−1 6 CN , where
we used that Im(−z − Yµ) 6 Im(−z) 6 −N−1.
Now we replace the factors Gµµ on the left-hand side of (8.7) with the leading term in (8.15).
From (8.15), (7.19), (8.16), and Lemma 7.7 we get
E
p∏
r=1
|Av,i,µ(wr, σr)|
∣∣∣∣∣(Gµµ)dµ −
(
K∑
k=0
Yµ,k(X∗G(µ)X)kµµ
)dµ∣∣∣∣∣ ≺ N−10N2δdµE
p∏
r=1
|Av,i,µ(wr, σr)|
≺ N−7
((
N (C0/2+4)δΨ
)p
+ sup
w∈S
EF pw(X)
)
,
where in the last step we used dµ 6 p, Lemma 8.9 and that at most three r ∈ [[1, p]] satisfy
n(wr) > 1. We conclude that, to prove Lemma 8.8, it suffices to prove under the assumptions of
Lemma 8.8 that
N−3/2
∑
i∈IM
∑
µ∈IN
v¯(µ)dv
∣∣∣∣∣∣E
 p∏
r=1
Av,i,µ(wr, σr)
(
K∑
k=0
Yµ,k(X∗G(µ)X)kµµ
)dµ∣∣∣∣∣∣
= O
(
(NC0δΨ)p + sup
w∈S
EF pw(X)
)
. (8.17)
Next, we expand (
K∑
k=0
Yµ,k(X∗G(µ)X)kµµ
)dµ
=
Kdµ∑
k=0
Zµ,k(X∗G(µ)X)kµµ ,
where the coefficients Zµ,k are X(µ)-measurable and satisfy the bound
|Zµ,k| ≺ NCdµδ . (8.18)
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Moreover, for any tagged word (w, σ) we split
Av,i,µ(w, σ) = A
0
v,i,µ(w, σ)A
+
v,i,µ(w, σ) , (8.19)
where A0v,i,µ(w, σ) is equal to A
0
v,i,µ(w, 0) if n(w) = 0 and contains all factors [Gxy]
0 from (8.5) if
n(w) > 1. Hence, A0v,i,µ(w, σ) is X(µ)-measurable and A+v,i,µ(w, σ) is a product of terms of the form
(G(µ)X)xµ or (X
∗G(µ))µx where x ∈ {v¯, ei} . (8.20)
From (8.17), Lemma 7.7 and (8.18), we conclude that, to prove Lemma 8.8, it suffices to prove
under the assumptions of Lemma 8.8 and for any nonnegative k 6 Cdµ that
N−3/2NCdµδ
∑
i∈IM
∑
µ∈IN
v¯(µ)dvE
(∣∣∣∣∣
p∏
r=1
A0v,i,µ(wr, σr)
∣∣∣∣∣
∣∣∣∣∣Eµ
(
p∏
r=1
A+v,i,µ(wr, σr)
)
(X∗G(µ)X)kµµ
∣∣∣∣∣
)
= O
(
(NC0δΨ)p + sup
w∈S
EF pw(X)
)
, (8.21)
where we recall the definition of the conditional expectation Eµ from (5.6). (Here the applicability
of Lemma 7.7 may be checked using the estimates ‖GM‖ 6 CN and E|Zµ,k|8 6 NCp . The letter
estimate follows from (8.16).)
8.4. Degree counting. For the following we choose q, w1, . . . , wp, and σ1, . . . , σr as in Lemma
8.8. We introduce the abbreviation
dX ≡ dX(w1, σ1, . . . , wp, σp) ..=
p∑
r=1
deg(Av,i,µ(wr, σr)) =
p∑
r=1
deg(A+v,i,µ(wr, σr)) . (8.22)
(Recall the definition of deg( · ) from Definition 8.7 (iv).) By definition, the polynomial given by∏p
r=1A
+
v,i,µ(wr, σr) is a product of dX factors from the list
(G(µ)X)iµ , (X
∗G(µ))µi , (G(µ)X)v¯µ ,
(
X∗G(µ)
)
µv¯
. (8.23)
Lemma 8.10. If dv = 0 then dX is odd.
Proof. This may be checked directly using Definitions 8.6 and 8.7. The condition dv = 0
means that we only take factors [ · ]0 and [ · ]1 in (8.5). The key observation is that the parity
of deg(Av,i,µ(wr, σr)) for n > 1 is the same as that of the number of indices µ appearing on the
right-hand side of (8.5). The claim then follows from the observation that in
∏p
r=1Av,i,µ(wr), which
is a product of entries of G, the index µ appears exactly three times.
We may now estimate the conditional expectation Eµ( · ) in (8.21).
Lemma 8.11. Under the assumptions of Lemma 8.8 and for nonnegative k 6 Cdµ we have∣∣∣∣∣Eµ
(
p∏
r=1
A+v,i,µ(wr, σr)
)
(X∗G(µ)X)kµµ
∣∣∣∣∣ ≺ N−1(dv=0)/2(N (C0/2+C)δΨ)dX−1(dX>3)1(dv=0) . (8.24)
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Proof. To streamline notation, we abbreviate d ..= dX. Recalling the form of A
+(wr, σr) from
(8.20), we find that(
p∏
r=1
A+v,i,µ(wr, σr)
)
(X∗G(µ)X)kµµ =
∑
j1,...,jd+2k∈IN
Gj1...jd G˜jd+1...jd+2k
d+2k∏
l=1
Xjlµ , (8.25)
where Gj1...jd is the product of d terms in
{
G
(µ)
jlx
, G
(µ)
xjl
.. l ∈ [[1, d]],x ∈ {v¯, ei}
}
and G˜jd+1...jd+2k is
the product of k terms in
{
G
(µ)
jljl′
.. l, l′ ∈ [[d+ 1, dk]]
}
. In particular, G˜jd+1...jd+2k is H(µ)-measurable
and satisfies the bound
∣∣G˜jd+1...jd+2k ∣∣ ≺ N2δk. Since EµXjµ = 0, the contribution of the indices
j1, . . . , dd+2k after taking the conditional expectation Eµ( · ) is nonzero only if each index appears at
least twice. We classify the summation on the right-hand side of (8.25) according to the coincidences
of the indices, which results in a sum over partitions of the set {1, . . . , d + 2k} whose blocks have
size at least two. We denote by L the number of blocks (i.e. independent summation indices). For
a block b ⊂ {1, . . . , d + 2k} we define db ..= |b ∩ [[1, d]]| and kb ..= |b ∩ [[d+ 1, d+ 2k]]|. The number
db denotes the number of coinciding summation indices in the block b that originate from the
first factor on the left-hand side of (8.25), and the number db the number of coinciding summation
indices in the block b that originate from the second factor. Indexing the blocks as [[1, L]] (and hence
writing dl and kl with l ∈ [[1, L]] instead of db and kb) and renaming the independent summation
indices j1, . . . , jL, we therefore get∣∣∣∣∣Eµ
(
p∏
r=1
A+v,i,µ(wr, σr)
)
(X∗G(µ)X)kµµ
∣∣∣∣∣
6 CpN2δk max
L
max
{dl}
max
{kl}
∑
j1,...,jL
L∏
l=1
(
E|Xjlµ|dl+kl
(∣∣G(µ)v¯jl∣∣+ ∣∣G(µ)jlv¯∣∣+ ∣∣G(µ)jli ∣∣+ ∣∣G(µ)ijl ∣∣)dl
)
, (8.26)
where the maxima are taken over L ∈ N and dl, kl > 0 satisfying
L∑
l=1
dl = d ,
L∑
l=1
kl = 2k , dl + kl > 2 . (8.27)
Here the constant Cp accounts for the immaterial constants depending on p arising from the com-
binatorics of all partitions. For L, {dl}, and {kl} as above, we may estimate
CpN
2δk
∑
j1,...,jL
L∏
l=1
(
E|Xjlµ|dl+kl
(∣∣G(µ)v¯jl∣∣+ ∣∣G(µ)jlv¯∣∣+ ∣∣G(µ)jli ∣∣+ ∣∣G(µ)ijl ∣∣)dl
)
6 CpN2δkN−d/2−k
L∏
l=1
(∑
j
(∣∣G(µ)v¯j ∣∣+ ∣∣G(µ)jv¯ ∣∣+ ∣∣G(µ)ji ∣∣+ ∣∣G(µ)ij ∣∣)dl
)
,
where we used (2.5). Now we use the estimate∑
j∈IM
∣∣G(µ)w¯j ∣∣d ≺ N(N (C0/2+1)δΨ)d∧2N2δ[d−2]+ , (8.28)
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which follows from (8.11), (8.12), and (8.1). Hence we get∣∣∣∣∣Eµ
(
p∏
r=1
A+(wr, σr)
)
(X∗G(µ)X)kµµ
∣∣∣∣∣
≺ max
L
max
{dl}
max
{kl}
N−d/2−k+LN2δkN2δ
∑
l[dl−2]+(N (C0/2+1)δΨ)∑l(2∧dl) , (8.29)
where the maxima are subject to the same conditions as above.
Next, from
∑
l(dl + kl) = 2k + d and dl + kl > 2 we deduce that
L = k +
d
2
− 1
2
∑
l
[dl + kl − 2]+ .
Together with
∑
l[dl − 2]+ 6
∑
l dl = d, this gives
N−d/2−k+LN2δkN2δ
∑
l[dl−2]+(N (C0/2+1)δΨ)∑l(2∧dl)
6 N2δ(d+k)
(
N (C0/2+1)δΨ
)∑
l(2∧dl)N−
1
2
∑
l[dl+kl−2]+ . (8.30)
Suppose first that dv = 0. From Lemma 8.10 and (8.27) we find that
∑
l[dl + kl − 2]+ > 1.
Using Ψ > N−1/2, we therefore get
N−d/2−k+LN2δkN2δ
∑
l[dl−2]+(N (C0/2+1)δΨ)∑l(2∧dl)
6 N2δ(d+k)N−1/2
(
N (C0/2+1)δΨ
)∑
l(2∧dl)+
∑
l[dl+kl−2]+−1
≺ N2δ(d+k)N−1/2(N (C0/2+1)δΨ)d−1(d>3)
where in the last step we used that [dl + kl − 2]+ > [dl − 2]+, and
∑
l(2 ∧ dl) +
∑
l[dl − 2]+ = d.
For the case d = 1, we also used that
∑
l(2 ∧ dl) +
∑
l[dl + kl − 2]+ − 1 > 1.
Next, we claim that
dµ 6 d+ 6 . (8.31)
This follows from |σ|µ 6 deg
(
Av,i,µ(w, σ)
)
+ 2 1(n(w) > 1), which may be checked using Definition
8.7. Since k 6 Cdµ, we deduce that k 6 Cd, and therefore conclude the proof of (8.24) for the case
dv = 0.
Finally, if dv > 1 then we only have the trivial lower bound
∑
l[dl + kl − 2]+ > 0, from which
(8.24) may be obtained by a minor modification of the above argument.
We conclude that the left-hand side of (8.21) is bounded by
N−3/2−1(dv=0)/2
∑
µ∈IN
|v¯(µ)|dv
∑
i∈IM
E
∣∣∣∣∣
p∏
r=1
A0v,i,µ(wr, σr)
∣∣∣∣∣(N (C0/2+C)δΨ)dX−1(dX>3)1(dv=0)
6 max
µ∈IN
N−1
∑
i∈IM
E
∣∣∣∣∣
p∏
r=1
A0v,i,µ(wr, σr)
∣∣∣∣∣(N (C0/2+C)δΨ)dX−1(dX>3)1(dv=0)+1(dv>2) , (8.32)
where we used (8.31) with d = dX and Ψ > N−1/2.
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Next, we define fi to be the number of factors of the form [Gv¯i]
0 or [Giv¯]
0 in the polynomial∏q
r=1Av,i,µ(wr, σr) (recall Definition 8.7 (ii)). (Here we use the letter f instead of d to emphasize
that the definition of fi is not analogous to that of dµ.) Then we get from (8.9), (8.11), and (8.12)
that
N−1
∑
i∈IM
∣∣∣∣∣
q∏
r=1
A0v,i,µ(wr, σr)
∣∣∣∣∣ ≺ NCδN−1 ∑
i∈IM
(|G(µ)iv¯ |fi∧2 + |G(µ)v¯i |fi∧2) ≺ NCδ(N (C0/2+1)δΨ)fi∧2 .
(8.33)
Moreover, by (8.10) we have∣∣∣∣∣
p∏
r=q+1
A0v,i,µ(wr, σr)
∣∣∣∣∣ ≺ (N (C0/2+1)δΨ + Fv(X) + Feµ(X))p−q−
∑p
r=q+1|σr|µ
(8.34)
Plugging (8.33) and (8.34) into (8.32), and recalling Lemma 7.7, yields
LHS of (8.21) 6
(
N (C0/2+C)δΨ
)dX−1(dX>3)1(dv=0)+1(dv>2)+fi∧2
× sup
w∈S
E
(
N (C0/2+1)δΨ + Fw(X)
)p−q−∑pr=q+1|σr|µ
, (8.35)
where we absorbed the factor NCδ on the right-hand side of (8.33) into the parentheses on the first
line using that dX + fi > 0, as follows from Defnition 8.7 and the assumptions of Lemma 8.8.
Recalling that N (C0/2+C)δΨ + N−3δFw(X) ≺ N−δ for small enough δ by (8.1), we find using
Young’s inequality that in order to prove (8.21), it suffices to prove
dX − 1(dX > 3)1(dv = 0) + 1(dv > 2) + fi ∧ 2− q −
p∑
r=q+1
|σr|µ > 0 . (8.36)
8.5. Power counting: proof of (8.36). The proof of (8.36) requires precise information about
the structure of the factors of Av,i,µ(wr, σr). To that end, we introduce the quantities
d<X
..=
q∑
r=1
deg(Av,i,µ(wr, σr)) , d
>
X
..=
p∑
r=q+1
deg(Av,i,µ(wr, σr))
and
d<∗ ..=
q∑
r=1
|σr|∗ , d>∗ ..=
p∑
r=q+1
|σr|∗
for ∗ = µ,v. Hence, d∗ = d<∗ + d>∗ for ∗ = µ,v,X. (Recall the definitions (8.8) and (8.22).)
Moreover,
2d>µ = d
>
X + d
>
v , d
>
µ > d>v , (8.37)
as may be easily checked from Definition 8.7. (Recall that n(wr) = 0 for r > q + 1.) We conclude
that (8.36) holds provided we can show that
d<X + fi ∧ 2− q − 1(dX > 3)1(dv = 0) + 1(dv > 2) > 0 . (8.38)
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The following arguments rely on the algebraic structure of Av,i,µ(wr) and Av,i,µ(wr, σr) from Defi-
nitions 7.19 and 8.7 respectively, to which we refer tacitly throughout the rest of the proof.
We claim that
d<X + fi > 1 . (8.39)
To see this, we note that each factor [Gv¯i]
1 contributes one to d<X and each factor [Gv¯i]
0 contributes
one to fi; the same holds for [Giv¯]
∗ (where ∗ = 0, 1). Since there are exactly three indices i in the
factors of
∏q
r=1Av,i,µ(wr), we find that
∏q
r=1Av,i,µ(wr) must contain at least one of the factors
Gv¯i, Giv¯, Giµ, or Gµi. We therefore conclude that, no matter the choice of σ1, . . . , σr, we always
have (8.39).
Furthermore, if q = 3 then there are exactly three factors Gv¯i or Giv¯ in
∏q
r=1Av,i,µ(wr). We
deduce that (8.39) may be improved to
d<X + fi ∧ 2 > 1 + 1(q = 3) .
We conclude that (8.38) holds provided that (i) dv > 2 or (ii) dv = 1 and q = 1.
Next, as noted above, each factor Gv¯i or Giv¯ of
∏q
r=1Av,i,µ(wr) contributes one to d
<
X + fi.
Moreover, each factor Gv¯µ or Gµv¯ contributes one to d
<
X + d
<
v . Since the number of factors Gv¯i,
Giv¯, Gv¯µ or Gµv¯ in
∏q
r=1Av,i,µ(wr) is exactly 2q, we find
d<X + fi ∧ 2 + 1(fi = 3) + d<v > 2q ,
where we used that fi 6 3. We conclude that (8.38) holds provided that
q − d<v − 1(fi = 3)− 1(dX > 3)1(dv = 0) > 0 , (8.40)
which is easy to check in the case dv 6 1 and q > 2.
All that remain therefore is the case dv = 0 and q = 1. In that case we have fi 6 2 and d<v = 0,
so that (8.40) holds also in this case. This concludes the proof of (8.36).
The proof of (8.21), and hence of Lemma 8.8, is therefore complete. This concludes the proof
of Lemma 8.4.
We have hence proved Proposition 8.1. Recalling Proposition 6.1, we conclude the proof of
Theorem 3.21 (i).
9. Averaged local law
In this section we complete the proof of Theorem 3.21 by proving its part (ii). Bearing applications
to eigenvalue rigidity in Section 10 below in mind, we in fact prove a somewhat stronger result.
Recall the definition of mN from (3.9). We generalize Definition 3.20 (iii) by saying that the
averaged local law holds with parameters (X,Σ,S,Φ) if |mN (z)−m(z)| ≺ Φ(z) uniformly in z ∈ S.
Here Φ .. S→ (0,∞) is a deterministic control parameter satisfying
cΨ2 6 Φ 6 N−τ/2 . (9.1)
for some constant c > 0. In particular, we recover Definition 3.20 (iii) by setting Φ = (Nη)−1. In
this section we prove the following result, which also completes the proof of Theorem 3.21.
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Proposition 9.1. Suppose that the assumptions of Theorem 3.21 hold. Let Φ satisfy (9.1). Sup-
pose that the entrywise local law holds with parameters (XGauss, D,S) and that the averaged local
law holds with parameters (XGauss, D,S,Φ). Then the averaged local law holds with parameters
(X,Σ,S,Φ).
Proof. The proof is similar to that of Propositions 7.1 and 8.1, and we only explain the differences.
Note that now there is no bootstrapping, since the necessary a priori bounds are obtained from the
anisotropic local law. In analogy to (7.15), we define
F˜ (X, z) ..= |mN (z)−m(z)| =
∣∣∣∣ 1N ∑
ν∈IN
Gνν(z)−m(z)
∣∣∣∣ .
Following the argument leading up to (7.30) and Lemma 8.3 to the letter, we find that it suffices
to prove that
N−n/2
∑
i∈IM
∑
µ∈IN
∣∣∣∣∣E
(
∂
∂Xiµ
)n
F˜ p(X)
∣∣∣∣∣ = O((N δΨ2)p + EF˜ p(X))
for any n = 3, . . . , 4p and z ∈ S. Here δ > 0 is an arbitrary positive constant. We use the words w
from Definition 7.19. Analogously to (7.34) and Lemma 8.4, it suffices to prove, for all n = 3, . . . , 4p,
that
N−n/2
∑
i∈IM
∑
µ∈IN
∣∣∣∣∣E
p∏
r=1
(
1
N
∑
ν∈IN
Aeν ,i,µ(wr)
)∣∣∣∣∣ = O((N δΨ2)p + EF˜ p(X)) for ∑
r
n(wr) = n .
(9.2)
Next, from the part (i) of Theorem 3.21 we get |Gst − Πst| ≺ Ψ for s, t ∈ I and z ∈ S. From
(7.32) we deduce that ∣∣∣∣∣ 1N ∑
ν∈IN
Aeν ,i,µ(w)
∣∣∣∣∣ ≺ Ψ2 for n(w) > 1 . (9.3)
For n > 4, the claim (9.2) easily follows from (9.3) and an application of Young’s inequality to the
factors r satisfying n(wr) = 0 and n(wr) > 1; we omit the details. What remains, therefore, is to
verify (9.2) for n = 3.
Let n = 3. As in Lemma 8.5, it is easy to check that it suffices to prove (9.2) with Aeν ,i,µ(wr)
replaced by Âeν ,i,µ(wr). This means that we replace the sum
∑
ν∈IN with
∑
ν∈IN\{µ}. From (8.6)
and Definition 8.7, we conclude that it suffices to prove that
N−3/2
∑
i∈IM
∑
µ∈IN
∣∣∣∣∣ 1Np ∑
ν1,...,νp∈IM\{µ}
E
p∏
r=1
Aeνr ,i,µ(wr, σr)(Gµµ)
dµ
∣∣∣∣∣ = O((N δΨ2)p + EF˜ p(X)) ,
where
∑
r n(wr) = 3, n(wr) > 1 for r ∈ [[1, q]] and n(wr) = 0 for r > q + 1, and σr ∈ Zn(wr)+12 .
Here we recall the index dµ defined in Lemma 8.8. Note that, since νr 6= µ, in (8.4) we have
v¯(µ) = δµνr = 0, so that we only need to consider σr ∈ Zn(wr)+12 instead of σr ∈ Zn(wr)+13 . In
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other words, we always have dv = 0. As in (8.21), we find that it suffices to prove, under the same
assumptions and for any k 6 Cdµ,
N−3/2Ndµδ
∑
i∈IM
∑
µ∈IN
E
∣∣∣∣∣ 1Np ∑
ν1,...,νp∈IM\{µ}
(
p∏
r=1
A0(r)
)
Eµ
(
p∏
r=1
A+(r)
)
(X∗G(µ)X)kµµ
∣∣∣∣∣
= O
((
N δΨ2
)p
+ EF˜ p(X)
)
, (9.4)
where we abbreviated A∗(r) ≡ A∗eνr ,i,µ(wr, σr) for ∗ = 0,+.
Next, note that each factor A+(r) is a product of factors (G(µ)X)sµ and (X
∗G(µ))µs where
s ∈ {i, νr}. We denote by dX,i,r the number of factors of A+(r) for which s = i, and abbreviate
dX,i
..=
∑p
r=1 dX,i,r. It is not hard to check that dX,i 6 3. Recall the definition of dX from (8.22).
We claim that ∣∣∣∣∣Eµ
(
p∏
r=1
A+(r)
)
(X∗G(µ)X)kµµ
∣∣∣∣∣ ≺ N−1/2ΨdX−1(dX,i=3) , (9.5)
which may be regarded as an improvement of Lemma 8.11. The proof of (9.5) is similar to that of
Lemma 8.11, and we merely give a sketch. We have to estimate an expression of the form
Eµ
(
dX∏
l=1
(G(µ)X)bislµ(X
∗G(µ))1−biµsl
)
(X∗G(µ)X)kµµ ,
where sl ∈ {i, ν1, . . . , νp} and bi ∈ {0, 1}. (This is simply the general form of a polynomial in X of
the correct degree.) The proof of (9.5) relies on the crucial observations that, by Theorem 3.21 (i),∣∣G(µ)νj ∣∣+ ∣∣G(µ)jν ∣∣ ≺ Ψ and 1N ∑
j∈IM
(∣∣G(µ)ij ∣∣a + ∣∣G(µ)ji ∣∣a) ≺ Ψa∧2
for a ∈ N. Using that dX is odd by Lemma 8.10 (recall that dv = 0), it is not hard to conclude (9.5).
(Note that, thanks to the a priori information provided by Theorem 3.21 (i), the estimate (9.5),
including the exponent on the right-hand side, is sharper than Lemma 8.11. This improvement will
prove crucial for the conclusion of the argument.)
Next, let r > q + 1 satisfy σr = 0, so that the left-hand side of (9.5) does not depend on νr.
There are p− q −∑ps=q+1|σs| such indices r, and for each such r we find
1
N
∑
νr∈IN\{µ}
A0(r) = F˜ (X) +O≺(Ψ2) . (9.6)
Here we wrote A0(r) = Gνrνr −Πνrνr −Aeνr ,i,µ(wr, 1) and estimated the term Aeνr ,i,µ(wr, 1) using
(8.11) and (8.12). For the remaining
∑p
s=q+1|σs| indices r > q + 1 we have A0(r) = 1. Moreover,
for r 6 q it is easy to verify directly using Definition 8.7 that∣∣A0(r)∣∣ ≺ Ψ(2−dX,r)+ , (9.7)
where we abbreviated dX,r ..= deg(A
+(r)). From (9.5), (9.6), and (9.7) we find that the left-hand
side of (9.4) is bounded by
Ndµδ ΨdX−1(dX,i=3) Ψ
∑q
r=1(2−dX,r)+ E(F˜ (X) + Ψ2)p−q−
∑p
r=q+1|σr| .
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As in the argument following Lemma 8.11, we conclude that the claim holds provided that
dX − 1(dX,i = 3) +
q∑
r=1
(2− dX,r)+ − 2q − 2
p∑
r=q+1
|σr| > 0 . (9.8)
In order to establish (9.8), we make the following observations about dX,i,r, which may be
checked case by case directly from Definition 8.7. First, if n(wr) = 0 then dX,i,r = 0. Second, if
n(wr) ∈ [[1, 3]] we have the implication
dX,r 6 2 =⇒ dX,i,r 6 1(n(wr) > 2) .
We conclude that if dX,i = 3 then there exists an r 6 q such that dX,r > 3. Hence, to establish
(9.8) it is enough to establish
dX +
q∑
r=1
(2− dX,r)− 2q − 2
p∑
r=q+1
|σr| > 0 ,
which is trivial by the identity
dX =
p∑
r=1
dX,r =
q∑
r=1
dX,r + 2
p∑
r=q+1
|σr| .
This concludes the proof.
This concludes the proof of Theorem 3.21. We conclude this section by drawing consequences
from Theorems 3.21 and 3.22.
Proof of Theorems 3.14 (i), 3.15 (i), and 3.16 (i). From Lemma A.4 we find that (A.7) and
(A.8) hold on Dek. From (A.8), after a possible decrease of τ , we find that (3.20) holds. Moreover,
from Lemma A.5 we find that (2.11) is strongly stable on Dek in the sense of Definition A.2. Using
(A.7), we deduce that (2.11) is stable on Dek in the sense of Definition 5.4. We may therefore invoke
Theorems 3.21 and 3.22 to conclude Theorem 3.14 (i).
Similarly, Theorems 3.15 (i) and 3.16 (i) follow from Lemmas A.6 and A.8 respectively, combined
with Theorems 3.21 and 3.22
Proof of Theorem 3.6. Let τ ′ > 0 be chosen so that the conclusions of Theorem 3.14 (i) hold
for k = 1, . . . , 2p. Since D =
⋃2p
k=1 D
e
k ∪
⋃p
k=1 D
b
k ∪Do, we obtain Theorem 3.6 from Theorems 3.14
(i), 3.15 (i), and 3.16 (i).
Proof of Corollary 3.9 and Theorems 3.14 (ii), 3.15 (ii), and 3.16 (ii) assuming (2.9).
These follow immediately from Theorem 3.6 and Theorems 3.14 (i), 3.15 (i), and 3.16 (i) respec-
tively, combined with (3.3), (3.4), and (3.5).
How to remove the assumption (2.9) in the above proof is explained in Section 11.1.
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10. Eigenvalue rigidity and edge universality
In the first part of this section we establish eigenvalue rigidity (Theorems 3.12, 3.14 (iii), and 3.15
(iii)). As a consequence of Theorem 3.6 we prove Theorem 3.7. In the second part of this section
we establish the edge universality from Theorem 3.18. We assume (2.9) throughout this section;
how to remove it is explained in Section 11.1 below.
10.1. Eigenvalue rigidity assuming (2.9). For simplicity, we first prove Theorem 3.12, i.e. we
assume that all edges and bulk components are regular. The proof consists of three steps. First,
we prove that with high probability there are no eigenvalues at a distance greater than N−2/3+ε
from the support of %. Second, we prove that a neighbourhood of the k-th bulk component of %
contains with high probability exactly Nk eigenvalues (recall the definition (3.16)). Third, we use
the averaged local law from Theorem 3.6 together with the first two steps to complete the proof.
We begin with the first step. We define the distance to the spectral edge through
κ ≡ κ(E) ..= dist(E, ∂ supp %) . (10.1)
Lemma 10.1. Fix ε ∈ (0, 2/3). Under (2.9) and the assumptions of Theorem 3.12 we have
spec(Q) ∩ {E > τ .. dist(E, supp %) > N−2/3+ε} = ∅
with high probability (recall Definition 4.7).
Proof. The argument is similar to that of the previous works [20,32], and we only explain how to
adapt it. From [7, Theorem 2.10], we find that ‖X∗X‖ 6 C0 with high probability for some large
enough constant C0 > 0 depending on τ . From (2.7) we therefore deduce that λ1 6 C with high
probability for some constant C > 0 depending on τ . It therefore suffices to prove that, after a
possible decrease of τ ,
spec(Q) ∩ {E ∈ [τ, τ−1] .. dist(E, supp %) > N−2/3+ε} = ∅ (10.2)
with high probability. For the remainder of the proof we use a spectral parameter z = E + iη
where E ∈ [τ, τ−1] satisfies dist(E, supp %) > N−2/3+ε, and η ..= N−1/2−ε/4κ1/4. We omit z from
our notation.
In order to prove (10.2), it suffices to prove that ImmN ≺ N−ε/2(Nη)−1. By (A.7) and Lemmas
A.4, A.6, and A.8, we have
Imm  η(κ+ η)−1/2 . (10.3)
We conclude that it suffices to prove
|mN −m| ≺ (κ+ η)−1/2 Ψ2 . (10.4)
It is easy to check that the control parameter on the right-hand side of (10.4) satisfies (9.1), so
that by Proposition 9.1 and Theorem 3.6 it suffices to prove (10.4) for diagonal Σ. The proof is
identical to that of Section 5, except that we use the strong stability of (2.11) from Definition A.2,
which is established in Lemmas A.5, A.6, and A.8. This concludes the proof of (10.4), and hence
of (10.2).
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With applications to the deformed Wigner matrices in Section 12 in mind, we give another
proof of (10.2), which is based on [1, Section 6]. Using a partial fraction decomposition, one easily
finds that there exist universal constants Cn,k such that
1
N
∑
i
n∏
k=1
1
(λi − E)2 + kη2 =
n∑
k=1
Cn,kη
−2n+1 ImmN (zk) , zk ..= E + iηk , ηk ..=
√
kη .
(10.5)
Similarly, we have (with the same Cn,k and zk)∫ n∏
k=1
1
(x− E)2 + kη2 %(dx) =
n∑
k=1
Cn,kη
−2n+1 Imm(zk) . (10.6)
Let E > γ+ +N−2/3+ε and set η ..= N−εκ. It is not hard to deduce from (10.4) that, for any fixed
n ∈ N, we have ∣∣ImmN (zk)− Imm(zk)∣∣ ≺ N−ε/2
Nη
(10.7)
for all k = 1, . . . , n. Setting n ..= d2/εe, we get from (10.5) and (10.6) that
1
N
∑
i
n∏
k=1
1
(λi − E)2 + kη2 =
∫ n∏
k=1
1
(x− E)2 + kη2 %(dx) +O≺(N
−1−ε/2η−2n)
= O≺(N−1−ε/2η−2n) ,
where in the last step we used that |x−E| > κ for x ∈ supp %. This immediately implies that with
high probability there is no eigenvalue in [E − η,E + η].
The second step represents most of the work. It is a counting argument, based on a continuous
deformation of the matrix Q to another matrix for which the claim is obvious. Since the eigenvalues
depend continuously on the deformation parameter and each intermediate matrix satisfies a gap
condition from Lemma 10.1, we shall be able to conclude that the number of eigenvalues in a
neighbourhood of the i-th component does not change under the deformation. We shall in fact
need two deformations: one which deforms the original matrix Q to a Gaussian one, QGauss, with
the same expectation Σ as Q, and another which deforms the Gaussian matrix QGauss to another
Gaussian matrix where some eigenvalues of Σ have been increased.
For k = 1, . . . , p− 1, we introduce the number of eigenvalues to the right of the k-th gap,
Υk
..=
M∧N∑
i=1
1
(
λi >
a2k + a2k+1
2
)
.
Proposition 10.2. Under (2.9) and the assumptions of Theorem 3.12 we have Υk =
∑
l6kNl with
high probability.
As explained above, the first step in the proof of Proposition 10.2 is a deformation of the general
matrix X to a Gaussian one.
Lemma 10.3. Let X be general and XGauss a Gaussian matrix of the same dimensions. Suppose
that (2.9) and the assumptions of Theorem 3.12 hold. If Υk =
∑
l6kNl with high probability under
the law of XGauss, then Υk =
∑
l6kNl with high probability under the law of X.
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Proof. Let X1 ..= X and X0 ..= X
Gauss be independent. For t ∈ [0, 1] define X(t) ..= √tX1 +√
1− tX0 and denote by λi(t) the eigenvalues of X(t)ΣX(t)∗. We also write Υk(t) for Υk defined
in terms of λi(t). Note that Lemmas 4.8 and 10.1 hold for X(t) uniformly in t ∈ [0, 1]. Recalling
(2.7), we deduce that there exists a constant C > 0 such that
|λi(t)− λi(s)| 6 C
√
|t− s| (10.8)
with high probability, uniformly in t, s ∈ [0, 1] and i. The claim now follows by considering t in the
lattice 0, 1/K, 2/K, . . . , 1, where K is chosen large enough that CK−1/2 6 (a2k − a2k+1)/10 and C
is the constant from (10.8). Indeed, suppose Υk(t) =
∑
l6kNl with high probability. Then we use
(10.8) and the gap from Lemma 10.1 to deduce that Υk(t+K
−1) =
∑
l6kNl with high probability.
The claim for t = 1 = K/K therefore follows by induction.
Using Lemma 10.3, in order to prove Proposition 10.2 it suffices to prove the following result.
Lemma 10.4. Suppose that (2.9) and the assumptions of Theorem 3.12 hold, that X is Gaussian,
and that Σ is diagonal. Then Υk =
∑
l6kNl with high probability.
Proof. Abbreviate dk
..=
∑
l6kNl. We write the diagonal matrix Σ = diag(σ1, σ2, . . . , σM ) in the
block form Σ = diag(Σ1,Σ2), where Σ1 contains the dk top eigenvalues of Σ. We introduce the
deformed covariance matrix Σ(t) ..= diag(tΣ1,Σ2). In particular, Σ(1) = Σ. The idea is to increase
t until the claim for Σ replaced by Σ(t) may be deduced from simple linear algebra. Then we use
a continuity argument to compare Σ(t) to Σ.
We add the argument t to quantities to indicate that they are defined in terms of Σ(t) instead
of Σ. Using (A.5) (see also Figure 2.1), it is not hard to find that the gap a2k(t) − a2k+1(t) is
increasing in t, and that
a2k(t) > ct , a2k+1(t) 6 C (10.9)
for some constants c, C > 0. Using that ‖Σ(t) − Σ(s)‖ 6 C|t − s|, we deduce from Lemma 4.8
that ‖Q(t)−Q(s)‖ 6 C|t− s| with high probability. Now let T be a fixed large time to be chosen
later. By a continuity argument using Lemma 10.1 we therefore find that there exists a constant
K ≡ K(T ) such that for any t ∈ [1, T ] we have∣∣spec(Q(t)) ∩ (a2k(t)−N−2/3+ε,∞)∣∣ = ∣∣spec(Q(t+K−1)) ∩ (a2k(t+K−1)−N−2/3+ε,∞)∣∣
(10.10)
with high probability.
It therefore remains to show that there exists a large enough T , depending only on τ , such that
for t = T the left-hand side of (10.10) is equal to dk. Writing XX
∗ =
(
E11 E12
E21 E22
)
as a block
matrix, we find
Q(t) = Σ(t)1/2XX∗Σ(t)1/2 =
(
tΣ
1/2
1 E11Σ
1/2
1
√
tΣ
1/2
1 E12Σ
1/2
2√
tΣ
1/2
2 E21Σ
1/2
1 Σ
1/2
2 E22Σ
1/2
2
)
. (10.11)
From (A.4) we deduce that dk 6 N − Np 6 (1 − c)N , by the assumption of Theorem 3.12.
From [7, Theorem 2.10], we therefore deduce that c 6 E11 6 C with high probability for some
positive constants c, C. Moreover, from Lemma 4.8 we deduce that ‖E12‖ + ‖E21‖ + ‖E22‖ 6 C
with high probability. We conclude that for large enough t (depending on the constants c and C
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above) the matrix (10.11) has with high probability exactly dk eigenvalues of order  t, and all
other eigenvalues are of order O(
√
t). Since spec(Q(t)) ∩ [a2k+1(t) +N−2/3+τ , a2k −N−2/3+τ ] = ∅
with high probability by Lemma 10.1, we conclude that for large enough t the left-hand side of
(10.10) is equal to dk with high probability. This concludes the proof.
Proposition 10.2 follows immediately from Lemmas 10.3 and 10.4. This concludes the second
step outlined above.
Finally, the third step – the conclusion of the proof of Theorem 3.12 – follows from Theorem
3.6, Lemma 10.1, and Proposition 10.2 by repeating the analysis of [20, 32] with merely cosmetic
changes, as explained in the proof of Theorem 3.12. This concludes the proof of Theorem 3.12
under the assumption (2.9). Moreover, as explained in Section 11.1, the assumption (2.9) may be
easily removed.
Next, we note that the proof Theorem 3.7 under the assumption (2.9) is an easy consequence
of Theorems 3.6 and 3.12, following the proof of [7, Theorem 3.12]. The key tool is the spectral
decomposition (4.15). We omit further details.
Finally, the proof of Theorems 3.14 (iii) and 3.15 (iii) under the assumption (2.9) is exactly the
same as that of Theorem 3.12. Indeed, one can check that in the proof of Theorem 3.12 only the
weaker assumptions of Theorems 3.14 (iii) and 3.15 (iii) are needed. We omit the details.
10.2. Edge universality assuming (2.9). Finally, we prove the edge universality from Theorem
3.18 under the assumption (2.9).
Proof of Theorem 3.18 assuming (2.9). First, we claim that the joint asymptotic distribution
of qk,l does not depend on the distribution of the entries of X, provided they satisfy (2.4) and (2.5).
This is a routine application of the Green function comparison method near the edge, developed
in [20, Section 6]. The argument of [20, Section 6] may be easily adapted to our case, using the
linearizing block matrix H(z) and its inverse G(z) to write mN =
1
N
∑
µ∈IN Gµµ. The key technical
inputs are the anisotropic local law from Theorem 3.6, the eigenvalue rigidity from Theorem 3.14
(iii), and the resolvent identities from Lemma 4.4. We omit further details.
We may therefore without loss of generality assume that X is Gaussian. By orthogonal / unitary
invariance of the law of X, we may furthermore assume that Σ is diagonal. This concludes the
proof.
11. General matrices: removing (2.9) and extension to Q˙
In this section we explain how our results, proved under the assumption (2.9) and for the matrix
Q, may be generalized to hold without the assumption (2.9) and for the matrix Q˙ from (1.4) as
well.
11.1. How to remove (2.9). For simplicity, throughout the proofs up to now we made the
assumption (2.9). As advertised, this assumption is not necessary. In this section we explain how
to dispense with it. The argument relies on simple approximation and linear algebra. Roughly, if
Σ has a zero eigenvalue, we consider Σ + ε instead and let ε ↓ 0; if T is not square, we augment it
to a square matrix by padding it out with zeros. While this extension is simple, we emphasize that
it relies crucially on the fact we do not assume that Σ has a lower bound (the assumption (2.9)
only requires the qualitative bound Σ > 0).
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We distinguish the cases M̂ >M and M̂ < M . Suppose first that M̂ >M . We extend T to an
M̂ × M̂ matrix by setting T̂ ..= (0T). Define the M̂ × M̂ matrices
Σ̂ ..= T̂ T̂ ∗ =
(
0 0
0 Σ
)
, Ŝ ..= T̂ ∗T̂ = T ∗T .
By polar decomposition, we have T̂ = Û Ŝ1/2, where Û is orthogonal. Therefore Σ̂ = Û ŜÛ∗.
Moreover, from (2.11) we get m ≡ mΣ,N = mΣ̂,N = mŜ,N , which we use tacitly in the following.
We define the (M̂ +N)× (M̂ +N) matrix
Ĝ ..= lim
ε↓0
(
Û 0
0 1
)(−(Ŝ + ε)−1 X
X∗ −z
)−1(
Û∗ 0
0 1
)
=
(
zΣ̂1/2
(
T̂XX∗T̂ ∗ − z)−1Σ̂1/2 T̂XRN
RNX
∗T̂ ∗ RN
)
,
where we used (4.3). Note that Ĝ has the block form
Ĝ =
(
0 0
0 G
)
, G ..=
(
zΣ1/2RMΣ
1/2 TXRN
RNX
∗T ∗ RN
)
. (11.1)
Using this representation of G as a block of Ĝ, it is easy to drop the assumption (2.9). For
example, suppose that Theorem 3.6 has been proved under the assumption (2.9). Applying it to Ĝ
and using a simple approximation argument in ε, we find the following generalization of Theorem
3.6.
Proposition 11.1. Fix τ > 0. Suppose that (2.9) and Assumption 2.1 hold. Suppose moreover
that every edge k = 1, . . . , 2p satisfying ak > τ and every bulk component k = 1, . . . , p is regular in
the sense of Definition 2.7. Then (3.10) and (3.11) hold for G defined in (11.1) and RN defined in
(3.1).
In particular, Corollary 3.9 and Theorems 3.12, 3.14, 3.15, 3.16, and 3.18 follow easily from
their counterparts proved under the assumption (2.9). This concludes the discussion for the case
M̂ >M .
Finally, we consider the case M̂ < M . We set T˜ ..= (T, 0) and X˜ ..=
(
X
Y
)
, where Y is an
(M − M̂) × N matrix, independent of X, with independent entries satisfying (2.4) and (2.5).
Hence, T˜ is M ×M and X˜ is M ×N . Now we have TX = T˜ X˜, and we have reduced the problem
to the case M̂ = M , which was dealt with above.
11.2. Extension to Q˙. In this section we explain how our results have to be modified for Q˙ from
(1.4). For simplicity of presentation, we make the assumption (2.9); it may be easily removed as
explained in Section 11.1.
The matrix Q˙ is obtained from Q by replacing X with X˙ ..= X(1 − ee∗). Generally, a dot on
any quantity depending on X means that X has been replaced by X˙ in its definition. For example,
we have
G˙ =
(−Σ−1 X˙
X˙∗ −z
)−1
.
As before it is easy to obtain R˙M and R˙N from G˙.
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Moreover, in analogy to (3.5) we define Π˙ ..= Π − (m + z−1)ee∗. (Recall the convention that
e ∈ RI is the natural embedding of e ∈ RIN obtained by adding zeros.) Let S ⊂ D be a spectral
domain. As in Definition 3.20, we say that the anisotropic local law holds for G˙ if
Σ−1
(
G˙(z)− Π˙(z))Σ−1 = O≺(Ψ(z)) (11.2)
uniformly in z ∈ S, and that averaged local law for G˙ holds if
m˙N (z)−m(z) = O≺
(
1
Nη
)
(11.3)
uniformly in z ∈ S.
The local law for G˙ reads as follows.
Theorem 11.2 (Local laws for G˙). Fix τ > 0. Suppose that X and Σ satisfy (2.9) and
Assumption 2.1. Let S ⊂ D be a spectral domain. Then the entrywise and averaged local laws hold
for G˙ in the sense of (11.2) and (11.3) provided they hold for G in the sense of Definition 3.20 (ii)
and (iii).
Proof. To simplify notation, we omit the factor NN−1 in the definition of Q˙. It may easily be put
back by scaling the argument z. We prove the anisotropic local law by estimating the four blocks
of G˙ individually. Using simple linear algebra and (4.1) and (4.3), we get
G˙M = GM +
GMXee
∗X∗GM
z − e∗X∗GMXe = GM +
GMXee
∗X∗GM
z2e∗GNe
. (11.4)
Since G satisfies the anisotropic local law by assumption, it is easy to deduce from Lemma 4.4 and
(4.21) that
〈v , G˙Mw〉 = 〈v , GMw〉+O≺(Ψ2|Σv||Σw|)
for v,w ∈ RIM .
Next, define the orthogonal projection pi ..= ee∗ in the space RIN , as well as its orthogonal
complement pi ..= IN − pi. Now the upper-right block of G˙ is equal to
z−1G˙MX˙ = z−1GMXpi +
GMXee
∗X∗GMXpi
z2e∗GNe
.
From (4.3) we get X∗GMX = z2GN +z, so that, using the anisotropic local law for G, we conclude
〈v , z−1G˙MX˙w〉 = O≺(Ψ|Σv||w|)
for v ∈ RIM and w ∈ RIN . The lower-left block is dealt with analogously.
Finally, using (4.3) for G˙ as well as (11.4), we get
G˙N = z
−2X˙∗G˙MX˙ − z−1 = piGNpi − piz−1 + piGNpiGNpi
e∗GNe
.
Using the anisotropic law for G and Lemma 4.4, we therefore get
〈v , G˙Nw〉 = 〈v ,
(
piGNpi − piz−1
)
w〉+O≺(Ψ2|v||w|) (11.5)
for v,w ∈ RIN . This concludes the proof of the anisotropic local law.
Moreover, the averaged local law for G˙ is easy to deduce from (11.5) by setting v = w = eµ
and summing over µ ∈ IN . In this way, the averaged local law for G˙ follows from the averaged and
anisotropic local laws for G.
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We also obtain eigenvalue rigidity for the eigenvalues λ˙1 > λ˙2 > · · · > λ˙M of Q˙. For instance,
Theorem 3.12 has the following counterpart.
Theorem 11.3 (Eigenvalue rigidity for Q˙). Theorem 3.12 remains valid if λk is replaced with
λ˙k.
Proof. The proof follows that of Theorem 3.12 to the letter, using Theorem 11.2 as input. In
fact, as explained around (10.4), we need a stronger bound than (11.3) outside of the spectrum;
this stronger bound follows easily from (11.5) and the analogous stronger bound for GN established
in (10.4).
Finally, we obtain edge universality for Q˙. The following result is proved exactly like Theorem
3.18, using Theorems 11.2 and 11.3 as input.
Theorem 11.4 (Edge universality for Q˙). Theorem 3.18 remains valid if λi is replaced with
λ˙i.
12. Deformed Wigner matrices
In this section we apply our method to deformed Wigner matrices as a further illustration of its
applicability. Since the statements and arguments are similar to those of the previous sections, we
keep the presentation concise.
12.1. Model and results. Let W = W ∗ be an N × N Wigner matrix whose upper-triangular
entries (Wij
.. 1 6 i 6 j 6 N) are independent and satisfy the same conditions (2.4) and (2.5) as
Xiµ. Let A = A
∗ be a deterministic N × N matrix satisfying ‖A‖ 6 τ−1. For definiteness, we
suppose that W and A are real symmetric matrices, remarking that similar results also hold for
complex Hermitian matrices.
The main result of this section is the anisotropic local law for the deformed Wigner matrix
W + A, analogous to Theorem 3.21. As an application, we establish the edge universality of
W +A. We remark that the entrywise local law and edge universality were previously established
in [27] under the assumption that A is diagonal. Before that, edge universality was established
in [9, 23, 33] under the assumption that W is a GUE matrix. A somewhat different direction was
pursued in [4, 6, 24], where local laws for the sum of two matrices that are invariant under unitary
or orthogonal conjugations were analysed.
In order to avoid confusion with similar quantities defined previously for sample covariance
matrices, we use the superscript W to distinguish quantities defined in terms of the deformed
Wigner matrix W +A. The Stieltjes transform mW of the asymptotic eigenvalue density of W +A
is defined as the unique solution of the equation
mW (z) =
1
N
Tr
(−mW (z) +A− z)−1
satisfying ImmW (z) > 0 for Im z > 0. (See e.g. [31] for details.) Note that mW only depends
on the spectrum of A and not on its eigenvectors. For simplicity, following [27] we assume that
support of the asymptotic eigenvalue density %W (E) ..= limη↓0 pi−1 ImmW (E + iη) is an interval,
which we denote by [L−, L+]. This condition is however not necessary for our method, which may in
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particular easily be extended to the multi-cut case, using an argument similar to the one developed
in the context of sample covariance matrices in Section 10 and Appendix A.
We denote the eigenvalues of W +A by λ1(W +A) > λ2(W +A) > · · · > λN (W +A). Moreover,
we define the resolvent GW (z) ..= (W +A− z)−1, as well as
ΠW ..=
1
−mW +A− z , Ψ
W ..=
√
ImmW
Nη
+
1
Nη
.
The following definition is the analogue of Definition 3.20 for deformed Wigner matrices.
Definition 12.1 (Local laws). Define DW ..=
{
z .. |E| 6 τ−1, N−1+τ 6 Im z 6 τ−1}, and let
S ⊂ DW be a spectral domain, i.e. for each z ∈ S we have {w ∈ DW .. Rew = Re z, Imw > Im z} ⊂
S.
(i) We say that the entrywise local law holds with parameters (W,A,S) if(
GW (z)−ΠW (z))
st
= O≺
(
ΨW (z)
)
uniformly in z ∈ S and 1 6 s, t 6 N .
(ii) We say that the anisotropic local law holds with parameters (W,A,S) if
GW (z)−ΠW (z) = O≺
(
ΨW (z)
)
uniformly in z ∈ S.
(iii) We say that the averaged local law holds with parameters (W,A,S) if
1
N
TrGW (z)−mW (z) = O≺
(
1
Nη
)
uniformly in z ∈ S.
In analogy to (3.20), we always assume that |−mW (z)+ai−z| > τ for all z ∈ S and ai ∈ spec(A);
this assumption has been verified under general hypotheses on the spectrum of A in [27]. In
particular, it implies that ‖Π‖ 6 τ−1.
The following result is the analogue of Theorem 3.21. Throughout the following we denote by
WGauss a GOE matrix and by D ≡ DA the diagonalization of A.
Theorem 12.2 (General local laws). Let W and A be as above. Fix τ > 0 and let S ⊂
DW (τ,N) be a spectral domain. Suppose that either (a) EW 3ij = 0 for all i, j or (b) there exists a
constant c0 > 0 such that Ψ
W (z) 6 N−1/4−c0 for all z ∈ S.
(i) If the entrywise local law holds with parameters (WGauss, D,S), then the anisotropic local law
holds with parameters (W,A,S).
(ii) If the entrywise local law and the averaged local law hold with parameters (WGauss, D,S), then
the averaged local law holds with parameters (W,A,S).
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Note that the assumptions of Theorem 12.2 depend on both the deterministic matrix A and
the spectral domain S.
The following result guarantees the rigidity of the extreme eigenvalues of H +A. As explained
below, the rigidity of all eigenvalues will be a simple consequence of Theorems 12.2 (ii) and 12.4.
Definition 12.3. We say the extreme eigenvalues of W + A are rigid if
[
λ1(W +A)− L+
]
+
≺
N−2/3 and
[
λN (W +A)− L−
]
− ≺ N−2/3.
Theorem 12.4. Suppose that, for any fixed and small enough τ > 0, the entrywise local law and
the averaged local law hold with parameters (WGauss, D,DW (τ,N)). Moreover, suppose that the
extreme eigenvalues of WGauss +D are rigid. Then the extreme eigenvalues of W +A are rigid.
Together, Theorems 12.2 (ii) and 12.4 easily yield the rigidity of the eigenvalues, as explained
in the proof of [20, Theorem 2.2]. We may apply Theorem 12.2 to extend the results of [27] to
arbitrary non-diagonal A. For instance, we obtain the following edge universality result.
Theorem 12.5 (Edge universality). Let W and A be as above. Suppose that the spectrum
D of the matrix A satisfies the assumptions of Theorem 12.4. Then for any fixed l and smooth
f .. Rl → R there is a constant c0 > 0 such that
f
[(
N2/3(λi(W +A)− L+)
)l
i=1
]
− f
[(
N2/3(λi(W
Gauss +D)− L+)
)l
i=1
]
= O(N−c0) . (12.1)
A similar result holds for the extreme eigenvalues near the left edge.
In [27], the assumptions of Theorem 12.4 were verified for a large class of diagonal matrices D.
Moreover, for such matrices D, it was proved that the limit of the second term on the left-hand
side of (12.1) is governed by the Tracy-Widom-Airy statistics. Theorem 12.5 therefore provides
an extension of [27, Theorem 2.8] to non-diagonal matrices A. We refer to [27] for the detailed
statements about the distribution of the eigenvalues of WGauss +D.
Further applications of Theorem 12.2 include a study of the eigenvectors of W + A and the
outliers of finite-rank perturbations of W +A. We do not pursue these questions here.
The rest of this section is devoted to the proof of Theorems 12.2, 12.4, and 12.5. To unburden
notation, from now on we omit the superscripts W , with the understanding that all quantities in
this section are defined in terms of deformed Wigner matrices.
12.2. Proof of Theorem 12.2 (i). Exactly as in Section 6, we first prove that the entry-
wise local law with parameters (WGauss, D,S) implies the anisotropic local law with parameters
(WGauss, A,S). The proof is very similar to the one from Section 6. As explained there, the details
may be taken over with trivial modifications from [7, Sections 5 and 7], where the proof is given
for A = 0.
What remains, therefore, is the proof of the anisotropic local law with parameters (W,A,S),
starting from the anisotropic local law with parameters (WGauss, A,S). The basic strategy is similar
to the one in section 7. Define Ŝ and Ŝm as in Section 7, and denote by S ⊂ RN the unit sphere of
RN . The following definitions are analogous to (7.13) and (7.14).
(Am) For all z ∈ Ŝm and all deterministic v ∈ S we have
ImGvv(z) ≺ Imm(z) +NC0δΨ(z) . (12.2)
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(Cm) For all z ∈ Ŝm and all deterministic v ∈ S we have∣∣Gvv(z)−Πvv(z)∣∣ ≺ NC0δΨ(z) . (12.3)
Here C0 is a constant that may depend only on τ , and δ satisfies (7.9).
Clearly, (A0) holds, and (Cm) implies (Am). As in Lemma 7.4, we only need to prove that
(Am−1) implies (Cm). The necessary a priori bound is summarized in the following result, which
may be proved like Lemma 7.13.
Lemma 12.6. If (Am−1) holds then
G(z) = O≺(N2δ) ,
ImGvv(z)
Nη
≺ N (C0+1)δΨ2 (12.4)
for all z ∈ Ŝm and deterministic v ∈ S.
Making minor adjustments to the argument of Sections 7.3 and 7.4, we find that it suffices to
prove the following result, which is analogous to Lemma 7.30.
Lemma 12.7. For v ∈ S define
Fv(W, z) ..=
∣∣Gvv(z)−Πvv(z)∣∣ .
Let z ∈ Ŝ and suppose that (12.4) holds. Then we have
N−n/2
∑
i6j
E
∣∣∣∣( ∂∂Wij
)n
F pv(W, z)
∣∣∣∣ = O((NC0δΨ(z))p + EF pv(W, z)) (12.5)
for any n = 4, 5, . . . , 4p. Moreover, if in addition Ψ(z) 6 N−1/4−c0 then (12.5) holds also for n = 3.
Here we also used that the function η 7→ Ψ(E + iη) is decreasing, so that if the assumption
Ψ 6 N−1/4−c0 holds at z ∈ S then it also holds for all w ∈ S satisfying Rew = Re z and Imw > Im z.
The rest of this subsection is devoted to the proof of Lemma 12.7. We note that the word
structure describing the derivatives on the left-hand side of (12.5) is very similar to that of (7.30)
(given in Definition 7.19). Hence the proof of Lemma 12.7 is similar to that of Lemma 7.17.
The proof of (12.5) for n > 4 is a trivial modification of the argument given in Section 7.5, whose
details we omit. What remains therefore is the proof of (12.5) for n = 3 under the assumption
Ψ 6 N−1/4−c0 . From now on we omit the arguments z.
The main new ingredient of the proof for deformed Wigner matrices is a further iteration step
at fixed z. Suppose that
G−Π = O≺(N2δΦ) (12.6)
for some Φ 6 1. Since ‖Π‖ 6 C, the estimate (12.6) is stronger than the first estimate of (12.4).
Note that, by assumption (12.4), the estimate (12.6) holds for Φ = 1. Assuming (12.6), we shall
prove a self-improving bound of the form
N−3/2
∑
i6j
E
∣∣∣∣( ∂∂Wij
)3
F pv(W )
∣∣∣∣ = O((NC0δΨ)p + (N−c0/2Φ)p + EF pv(W, z)) . (12.7)
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Once (12.7) is proved, we may use it iteratively to obtain increasingly accurate bounds for the
left-hand side of (12.3). After each step, we obtain an improved a priori bound (12.6), whereby Φ
is reduced by powers of N−c0/2. After O(1/c0) iterations, (12.5) for n = 3 follows.
It therefore suffices to prove (12.7) under the assumptions (12.4) and (12.6). As in Section 7.5,
it suffices to prove
N−3/2
∣∣∣∣∣∑
i6j
Av,i,j(w0)
p−q
q∏
r=1
Av,i,j(wr)
∣∣∣∣∣ ≺ F p−qv (W )(N (C0−1)δΨ +N−c0Φ)q , (12.8)
where the words w and their values Av,i,j( · ) are defined similarly to Definition 7.19. More precisely,
abbreviate G˜ ..= G−Π. Then for n(w) = 0 we have Av,i,j(w) = G˜vv, and for n(w) > 1 the random
variable Av,i,j(w) is a product of entries Gvi, Gvj , Gij , Gji, Giv, and Gjv, as in (7.32). Clearly, to
prove (12.8) it suffices to prove
N−3/2
∣∣∣∣∣∑
i6j
q∏
r=1
Av,i,j(wr)
∣∣∣∣∣ ≺ (N (C0−1)δΨ +N−c0Φ)q . (12.9)
We discuss the three cases q = 1, 2, 3 separately.
The case q = 1. The single factor Av,i,j(wr) is of the form
GviGabGcdGjv or GviGabGcdGiv (12.10)
or a term obtained from one of these two by exchanging i and j; here a, b, c, d ∈ {i, j}. We deal
first with the first expression; the others are deal with analogously. We split it according to
GviGabGcdGjv = GviΠabΠcdGjv +GviG˜abΠcdGjv +GviΠabG˜cdGjv +GviG˜abG˜cdGjv . (12.11)
We deal with the summation over i using the estimate
1
N
∑
i
|Gvi|2 = ImGvv
Nη
≺ N (C0+1)δΨ2 , (12.12)
where in the last step we used (12.4); a similar estimate holds for the summation over j. Using
(12.12), (12.6), and ‖Π‖ 6 τ−1, we may estimate the second term on the right-hand side of (12.11)
as
N−3/2
∑
i,j
∣∣GviG˜abΠcdGjv∣∣ ≺ N−3/2∑
i,j
N2δΦ
∣∣GviGjv∣∣ ≺ N1/2N (C0+3)δΨ2Φ 6 N−c0Φ ,
provided δ is chosen small enough, depending on τ and c0. The third and fourth terms on the
right-hand side of (12.11) are estimated in exactly the same way.
What remains is the first term on the right-hand side of (12.11). Here taking the absolute value
inside the sum is not affordable. Instead, we use the first A priori bound of (12.4) to estimate∣∣∑
i:i6j GsiΠabΠcd
∣∣ ≺ N1/2+2δ , where we used that Π is deterministic and satisfies the bound∑
i|ΠabΠcd| 6 τ−2N . Combining this estimate with
∑
j |Gjv| ≺ N1+(C0/2+1)δΨ from (12.12), we
find
N−3/2
∣∣∣∣∑
i6j
GviΠabΠcdGjv
∣∣∣∣ ≺ N (C0/2+3)δΨ 6 N (C0−1)δΨ ,
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provided C0 > 8.
Finally, if Av,i,j(wr) is the second expression of (12.10), the argument is analogous. In this
case at least one of the terms Gab and Gcd is of the form Gij or Gji, so that, in the analogue of
the first term on the right-hand side of (12.11), we may use the improved estimate
∑
i|ΠabΠcd| 6
τ−1
∑
i|Πij | 6 τ−2N1/2, as follows from ‖Π‖ 6 τ−1.
The case q = 2. In this case the product
∏q
r=1Av,i,j(wr) is of the form
Gvi(GG
∗
jv)jtGviGjiGjv or GviGjvGviGjjGiv , (12.13)
or an expression obtained from one of these two by exchanging i and j. The contribution of the
first expression of (12.13) is estimated using (12.4) and (12.12) by
N−3/2
∑
i,j
∣∣GviGjvGviGjiGjv∣∣ ≺ N1/2+(2C0+4)δΨ4 6 N (2C0+4)δ−2c0Ψ2 6 Ψ2 ,
provided δ is chosen small enough, depending on τ and c0.
Next, in order to estimate the contribution of the second expression of (12.13), we split∑
j
GjvGjj =
∑
j
GjvΠjj +
∑
j
GjvG˜jj = O≺(N1/2+2δ) +O≺
(
N1+(C0/2+1)δΨΦ
)
, (12.14)
where we used (12.4), (12.6), and (12.12). Similarly, using (12.4) and (12.12) we get∣∣∣∣∑
i
GviGviGiv
∣∣∣∣ ≺ N1+(C0+3)δΨ2 6 N1/2−c0 (12.15)
for small enough δ. Putting (12.14) and (12.15) together, it is easy to deduce (12.9).
The case q = 3. Now
∏q
r=1Av,i,j(wr) is of the form
(
GviGjv
)3
, or an expression obtained by
exchanging i and j in some of the three factors. We estimate, using (12.6) and (12.12),∣∣∣∣∑
i
G3vi
∣∣∣∣ 6 4∑
i
|G˜vi|3 + 4
∑
i
|Πvi|3
≺
∑
i
(|Gvi|2 + |Πvi|2)N2δΦ + 1 ≺ N1+(C0+1)δΨ2Φ +N2δΦ + 1 ,
where we used that
∑
i|Πvi|2 6 τ−2. Now (12.9) is easy to conclude using Ψ > N−1/2+τ/2.
12.3. Proof of Theorem 12.2 (ii). The proof is similar to that from Section 9. As in Section
12.2, it suffices to prove the following result.
Lemma 12.8. Let z ∈ S and suppose that the anisotropic local law holds at z. Define F˜ (W ) ..=∣∣ 1
N
∑
iGii −m
∣∣. Then we have
N−n/2
∑
i6j
∣∣∣∣∣E
(
∂
∂Wij
)n
F˜ p(W )
∣∣∣∣∣ = O
(
(N δΨ2)p +
(
N−c0/2
Nη
)p
+ EF˜ p(W )
)
(12.16)
for any n = 4, 5, . . . , 4p. Moreover, if in addition Ψ(z) 6 N−1/4−c0 then (12.16) holds also for
n = 3.
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The case n > 4 can be easily proved as in covariance case. We therefore focus on the case n = 3
in Lemma 12.8. The proof is similar to the discussion below (12.8). The main difference is that
for each q we have some extra averaging N−q
∑
s1,...,sq
( · ), and we need to extract an extra factor
Ψq (or, alternatively, (N−1−c0/2η−1Ψ−1)q) from this average. We take over the notations from
Sections 7.5 and 12.2 without further comment. We consider the three cases q = 1, 2, 3 separately,
and tacitly use the anisotropic local law from Theorem 12.2 (i).
The case q = 1. Consider first the case As,s,i,j(w1) = GsiGjjGijGis. We estimate∣∣∣∣∑
j
GijGjj
∣∣∣∣ 6 ∣∣∣∣∑
j
GijΠjj
∣∣∣∣+O≺(NΨ2) ≺ N1/2 , ∑
i
|GsiGis| ≺ NΨ2 .
This gives ∣∣∣∣ 1N ∑
s
∑
i,j
GsiGjjGijGis
∣∣∣∣ ≺ N3/2Ψ2 ,
as desired. Next, in the case As,s,i,j(w1) = GsiGjiGjiGjs we estimate∣∣∣∣∑
i,j
GsiGjiGjiGjs
∣∣∣∣ 6 ∑
i,j
(|Gsi|2 + |Gsj |2)|Gji|2 ≺ N2Ψ4 ≺ N3/2Ψ2 .
Finally, in the case As,s,i,j(w1) = GsiGjjGiiGjs we estimate∣∣∣∣∑
i
GsiGii
∣∣∣∣ 6 ∣∣∣∣∑
i
GsiG˜ii
∣∣∣∣+ ∣∣∣∣∑
i
GsiΠii
∣∣∣∣ ≺ NΨ2 +N1/2Ψ 6 CNΨ2 .
Using a similar bound for the sum over j, we find 1N
∑
s
∑
i,j GsiGjjGiiGjs = O≺(N
2Ψ4) =
O≺(N3/2Ψ2). All other terms are obtained from these three by exchanging i and j.
The case q = 2. In this case N−1
∑
s1,s2
∏2
r=1Asr,sr,i,j(wr) is of the form
1
N2
∑
s1,s2
Gs1iGjs1Gs2iGjiGjs2 or
1
N2
∑
s1,s2
Gs1iGjs1Gs2iGjjGis2 , (12.17)
or an expression obtained from one of these two by exchanging i and j. These may be written as
1
N2
(G2)2jiGji or
1
N2
(G2)ji(G
2)iiGjj . (12.18)
We estimate the contribution of the first expression by∣∣∣∣∑
i,j
1
N2
(G2)2jiGji
∣∣∣∣ ≺ 1N2 Tr |G|4 = 1N2 ∑
k
1
((λk − E)2 + η2)2 6
1
N2η3
∑
k
η
(λk − E)2 + η2
≺ N2 Imm+ Ψ
(Nη)3
6 2N2 1
(Nη)2
Ψ2 6 2N3/2
(
N−c0
Nη
)2
.
Next, we split the contribution of the second expression of (12.18) as∑
i,j
1
N2
(G2)ji(G
2)iiGjj =
∑
i,j
1
N2
(G2)ji(G
2)iiG˜jj +
∑
i,j
1
N2
Πjj(G
2)ji(G
2)ii .
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Using the anisotropic local law, it is easy to prove that |(G2)ij | ≺ NΨ2 and
∣∣∑
j Πjj(G
2)ji
∣∣ ≺
N3/2Ψ2. Therefore∣∣∣∣∑
i,j
1
N2
(G2)ji(G
2)iiGjj
∣∣∣∣ ≺ Ψ3(Tr |G|4)1/2 +N3/2Ψ4
≺ N2 1
Nη
Ψ4 +N3/2Ψ4 6 N3/2Ψ2N
−c0
Nη
+N3/2Ψ4 ,
where we estimate Tr|G|4 as above. This concludes the proof in the case q = 2.
The case q = 3. In this case
∑
s1,s2,s3
∏3
r=1Asr,sr,i,j(wr) is of the form (G
2)3ij , or an expression
obtained by exchanging i and j in some of the three factors. We estimate its contribution by∣∣∣∣ 1N3 ∑
i,j
(G2)3ij
∣∣∣∣ ≺ N−2 Tr |G|4Ψ2 6 N2 1(Nη)2 Ψ4 ≺ N3/2
(
N−c0
Nη
)2
Ψ2 ,
which concludes the proof.
12.4. Proof of Theorem 12.4. The proof is analogous to that of Theorem 3.12 in Section 10.
Define the domain
Sτ ..=
{
z .. N−2/3+τ 6 dist(E, [L−, L+]) 6 τ−1 , N−τκ(E) 6 η 6 N−δ/2κ(E)
}
.
From the assumptions on WGauss +D, it is not hard to deduce the estimate
1
N
Tr
(
WGauss +D − z)−1 −m(z) = O≺(N−c
Nη
)
for all z ∈ Sτ , where c > 0 is a positive constant that depends only on τ .
Next, from Theorem 12.2 (ii), we have N−1 TrG(z)−m(z) = O≺((Nη)−1) for z ∈ Sτ , which is
not enough to establish the rigidity of the extreme eigenvalues. However, analogously to Proposition
9.1, our proof of Theorem 12.2 (ii) in fact yields a stronger result. Indeed, Lemma 12.8 implies that∣∣∣∣ 1N TrG(z)−m(z)
∣∣∣∣ ≺ N−cNη + Ψ2 ≺ N−cNη
for z ∈ Sτ . We may now repeat the argument starting at (10.5), with trivial modifications, to
deduce that [λ1(W +A)− L+]+ ≺ N−2/3. This concludes the proof of Theorem 12.4.
12.5. Proof of Theorem 12.5. Analogously to the proof of Theorem 3.18, the proof is a routine
application of the Green function comparison method near the edge [20, Section 6]. The key
technical inputs are Theorems 12.2 and 12.4. Note that Theorem 12.2 is applicable since the
Green function comparison argument only involves z satisfying |Ψ(z)| 6 N−1/3−c with some small
constant c > 0. Hence the assumption (b) from Theorem 12.2 is satisfied.
A. Properties of % and Stability of (2.11)
This appendix is devoted the proofs of the basic properties of % and the stability of (2.11) in the
sense of Definition 5.4. In this appendix we abbreviate ri ..= φpi({si}).
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A.1. Properties of % and proof of Lemmas 2.4–2.6. In this subsection we establish the basic
properties of % and prove Lemmas 2.4–2.6.
Proof of Lemma 2.4. We have
f ′(x) =
1
x2
−
n∑
i=1
ri
(x+ s−1i )2
, f ′′(x) =
−2
x3
+ 2
n∑
i=1
ri
(x+ s−1i )3
. (A.1)
From (A.1) we find that (x3f ′′(x))′ > 0 on I0 ∪ · · · ∪ In. Therefore for i = 2, . . . , n there is at most
one point x ∈ Ii such that f ′′(x) = 0. We conclude that Ii has at most two critical points of f .
Using the boundary conditions of f on ∂Ii, we conclude the proof of |C ∩ Ii| ∈ {0, 2} for i = 2, . . . n.
From (A.1) we also find that (x2f ′(x))′ < 0 for x ∈ I1. We conclude that there exists at most
one point x ∈ I1 such that f ′(x) = 0. Using the boundary conditions of f ′ on ∂I1, we deduce that
|C ∩ I1| = 1.
Finally, if φ 6= 1 we have f(x) = (φ−1)x−1 +O(x−2) as x→∞. From the boundary conditions
of f on ∂I0 we therefore deduce that |C ∩ I0| = 1. Moreover, if φ = 1 we find from (A.1) that
f ′(x) 6= 0 for all x ∈ I0 \ {∞}. This concludes the proof.
By multiplying both sides of the equation z = f(m) in (2.11) with the product of all denomi-
nators on the right-hand side of (2.12), we find that z = f(m) may be also written as Pz(m) = 0,
where Pz is a polynomial of degree n+ 1, whose coefficients are affine linear functions of z. (Here
we used that all si are distinct and that m + s
−1
i 6= 0.) This polynomial characterization of m is
useful for the proofs of Lemmas 2.5 and 2.6.
From Lemma 4.10 we find that the measure % has a bounded density in [τ,∞) for any fixed τ > 0.
Hence, we may extend the definition of m down to the real axis by setting m(E) ..= limη↓0m(E+iη).
Proof of Lemma 2.5. For i = 0, . . . , n define the subset Ji ..= {x ∈ Ii .. f ′(x) > 0}. The graph of
f restricted to J0 ∪ · · · ∪ Jn is depicted in red in Figures 2.1 and 2.2. From Lemma 2.4 we deduce
that if i = 2, . . . , n then Ji 6= ∅ if and only if Ii contains two distinct critical points of f , in which
case Ji is an interval. Moreover, we always have J1 6= ∅ 6= J0.
Next, we observe that for any 0 6 i < j 6 n we have f(Ji) ∩ f(Jj) = ∅. Indeed, if there were
E ∈ f(Ji) ∩ f(Jj) then we would have |{x .. f(x) = E}| > n + 1 (see Figure 2.1). Since f(x) = E
is equivalent to PE(x) = 0 and PE has degree n + 1, we arrive at the desired contradiction. We
conclude that the sets f(Ji), 0 6 i 6 n, may be strictly ordered.
The claim a1 > a2 > · · · > a2p may now be reformulated as
f(Ji) > f(Jj) > f(J0) if 1 6 i < j 6 n . (A.2)
In order to show (A.2), we use a continuity argument in φ. Let t ∈ (0, 1] and denote by f t the
right-hand side of (2.12) with φ is replaced by tφ. We use the superscript t to denote quantities
defined using f t instead of f = f1. Using directly the definition of f t, it is easy to check that (A.2)
holds for small enough t > 0.
We focus on the first inequality of (A.2); the proof of the second one is similar. We have to show
that f(Ji) > f(Jj) whenever 1 6 i < j 6 n and Ji 6= ∅ 6= Jj . First, we claim that for 1 6 i 6 n we
have
Ji 6= ∅ =⇒ J ti 6= ∅ for all t ∈ (0, 1] . (A.3)
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To prove (A.3), we remark that if 2 6 i 6 n then J ti 6= ∅ is equivalent to Ii containing two distinct
critical points. Moreover, ∂t∂xf
t(x) < 0 in I2 ∪ · · · ∪ In, from which we deduce that the number
of distinct critical points in each Ii, i = 2, . . . , n, does not decrease as t decreases. Recalling that
It1 6= ∅, we deduce (A.3).
Next, suppose that there exist 1 6 i < j 6 n satisfying Ji 6= ∅ 6= Jj and f(Ji) < f(Jj). From
(A.3) we deduce that J ti 6= ∅ 6= J tj for all t ∈ (0, 1]. Moreover, by a simple continuity argument
and the fact that for each t we have either f t(J ti ) < f
t(J tj) or f
t(J ti ) > f
t(J tj), we conclude that
f t(J ti ) < f
t(J tj) for all t ∈ (0, 1]. As explained after (A.2), this is impossible for small enough t > 0.
This concludes the proof of (A.2), and hence also of the first sentence of Lemma 2.5.
Next, we prove the second sentence of Lemma 2.5. Suppose that φ 6= 1 and that E 6= 0 lies in
the (open) set
⋃n
i=0 f(Ji) = f
(⋃n
i=0 Ji
)
. Then the set {x .. f(x) = E} = {x .. PE(x) = 0} ⊂ R has
n + 1 points. Recall that m(E) is a solution of PE(m(E)) = 0. Since n + 1 = degPE , we deduce
that m(E) is real. Since m is the Stieltjes transform of %, we conclude that E /∈ supp % and that
m′(E) > 0. This means that m|f(Ji) is increasing, and is therefore the inverse function of f |Ji . We
conclude that f is a bijection from
⋃n
i=0 Ji onto
⋃n
i=0 f(Ji) with inverse function m (here we use the
convention that for φ 6 1 we have m(0) = ∞ and f(∞) = 0). By definition, we have ak = f(xk)
and the inverse relation xk = m(ak) follows by a simple limiting argument from C+ to R. The case
φ = 1 is handled similarly; we omit the minor modifications.
Finally, in order to prove the third sentence of Lemma 2.5 we have to show that a2p > 0 and
a1 6 C. It is easy to see that if a2p < 0 then there is an E < 0 with |{x .. f(x) = E}| > n+1, which
is impossible since {x .. f(x) = E} = {x .. PE(x) = 0} and degPE = n+ 1. Moreover, the estimate
a1 6 C is easy to deduce from the definition of f and the estimates φ 6 τ−1 and s−11 > τ .
Proof of Lemma 2.6. In the proof of Lemma 2.5 we showed that if E ∈ (0,∞)∩⋃ni=0 f(Ji) then
E /∈ supp %. It therefore suffices to show that if E ∈ ⋃pk=1(a2k, a2k−1) then Imm(E) > 0. In that
case the set of real preimages {x .. f(x) = E} = {x .. PE(x) = 0} has n − 1 points (see Figure
2.1). Since PE has degree n+ 1 and real coefficients, we conclude that PE has a root with positive
imaginary part. By the uniqueness of the root of PE+iη in C+ (see (2.11)) and the continuity of
the roots of PE+iη in η, we therefore conclude by taking η ↓ 0 that Imm(E) > 0.
For the following counting argument, in order to avoid extraneous complications we assume
that σi > 0 for all i. Recall the definition of Nk from (3.16).
Lemma A.1. Suppose that σj > 0 for all j. Then N%({0}) = (N −M)+ and
p∑
k=1
Nk = N − (N −M)+ = N ∧M . (A.4)
Moreover, for k = 1, . . . , p− 1 we have
Nk =
∑
i∈IM
1(x2k 6 −σ−1i 6 x2k−1) . (A.5)
Proof. Suppose first that N > M . Then x2p < 0 and a2p > 0 (see Figure 2.1). Let 1 6 k 6 p and
define γ as the positively oriented rectangular contour joining the points a2k−1± i and a2k± i. Then
we have Nk = − N2pii
∮
γm(z) dz. We now do a change of coordinates by writing w = m(z). Define
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γ˜ as the positively oriented rectangular contour joining the points x2k−1 ± i and x2k ± i. Since the
imaginary parts of w and z have the same sign, we conclude using Cauchy’s theorem that
Nk = − N
2pii
∮
γ
m(z) dz = − N
2pii
∮
f(γ˜)
m(z) dz
= − N
2pii
∮
γ˜
w f ′(w) dw =
n∑
i=1
1(x2k 6 −s−1i 6 x2k−1)pi({si})M ,
where in the last step we used the definition of f from (2.12). Hence (A.5) follows. Note that
we proved (A.5) also for k = p. Now (A.4) follows easily using σi > 0 for all i. Since supp % ⊂
{0} ∪ [a2p, a2p−1] ∪ · · · ∪ [a2, a1] (recall Lemma 2.6), we get N = N%({0}) +
∑p
k=1Nk. Therefore
summing over k = 1, . . . , p in (A.5) yields N%({0}) = N −M , as desired. This concludes the proof
in the case N > M .
Next, suppose that N 6 M . Then we deduce directly from (2.12) that %({0}) = 0 (see Figure
2.2). Hence, (A.4) follows. Finally, exactly as above, we get (A.5) for i = 1, . . . , p − 1. This
concludes the proof.
A.2. Stability near a regular edge. The rest of this appendix is devoted to the proofs of the
assumption (3.20) and the stability of (2.11) in the sense of Definition 5.4. In fact, we shall prove
the following stronger notation of stability, which will be needed to establish eigenvalue rigidity.
Recall the definition of κ from (10.1).
Definition A.2 (Strong stability of (2.11) on S). We say that (2.11) is strongly stable on
S if Definition 5.4 holds with (5.20) replaced by
|u−m| 6 Cδ√
κ+ η +
√
δ
. (A.6)
That the notion of stability from Definition A.2 it is stronger than that of Definition 5.4 follows
from the estimate
Imm 
{√
κ+ η if E ∈ supp %
η√
κ+η
if E /∈ supp % (A.7)
for z ∈ S, which we shall establish under the regularity assumptions of Definition 2.7. Under the
same regularity assumptions, we shall also prove
min
i
|m+ s−1i | > c (A.8)
for z ∈ S and some constant c > 0 depending only on τ . Using Lemma 4.10, we find that (A.8)
implies |1 +mσi| > c, which is the estimate from (3.20) (after a possible renaming of the constant
τ).
In this subsection we deal with a regular edge; the case of a regular bulk component is dealt
with in the next subsection. We begin with basic estimates on the behaviour of f near a critical
point.
Lemma A.3. Fix τ > 0. Suppose that the edge k is regular in the sense of Definition 2.7 (i). Then
there exists a τ ′ > 0, depending only on τ , such that
|xk|  1 , |f ′′(xk)|  1 , |f ′′′(ζ)| 6 C for |ζ − xk| 6 τ ′ . (A.9)
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Proof. From Lemma 2.5 we get xk = m(ak). Since by assumption ak ∈ [τ, C] for some constant
C, we find from Lemma 4.10 that |xk| 6 C. The lower bound |xi| > c follows from f ′(xk) = 0 and
(A.1), using that |si| 6 C. This proves the first estimate of (A.9).
Next, from f ′(xk) and (A.1) we find
f ′′(xk) = − 2
xk
∑
i
s−1i ri
(xk + s
−1
i )
3
. (A.10)
Using the first estimate of (A.9) and (2.14) we find from (A.10) that |f ′′(xk)| 6 C. Moreover for
k ∈ {1, 2p} (i.e. xk ∈ I0 ∪ I1) all terms in (A.10) have the same sign, and it is easy to deduce that
|f ′′(xk)| > c.
Next, we prove the lower bound |f ′′(xk)| > c for k = 2, . . . , 2p − 1. Suppose for definiteness
that k is odd. (The case of even k is handled in exactly the same way.) For x ∈ [xk, xk−1] we have
f ′(x) > 0 and
f ′(x) =
∫ x
xk
(−y−3)(−y3f ′′(y)) dy 6
∫ x
xk
(−y−3)(−x3kf ′′(xk)) dy 6 Cf ′′(xk)(xk−1 − xk) ,
where in the second step we used that (−x3f ′′(x))′ < 0 as follows from (A.1), and in the last step
the estimate |xk|  |xk−1|  1. We therefore find
ak−1 − ak =
∫ xk−1
xk
f ′(x) dx 6 Cf ′′(xk)(xk−1 − xk)2 .
Since ak−1 − ak > τ by the assumption in Definition 2.7 (i) and xk−1 − xk 6 |xk−1|+ |xk| 6 C, we
deduce the lower bound f ′′(xk) > c.
Finally, the last estimate of (A.9) follows easily from the assumption (2.14) and by differentiating
(A.1).
We record the following easy consequence of (A.9). Recalling that f(xk) = ak and f
′(xk) = 0,
we find, using (A.9) and the fact that f is continuous in a neighbourhood of xk, that after choosing
τ ′ > 0 small enough (depending on τ) we have
z − ak = f
′′(xk)
2
(m(z)− xk)2 +O
(|m(z)− xk|3) for |z − ak| 6 τ ′ . (A.11)
Lemma A.4. Fix τ > 0. Suppose that the edge k is regular in the sense of Definition 2.7 (i). Then
there exists a constant τ ′ > 0, depending only on τ , such that for z ∈ Dek we have (A.7) and (A.8).
Proof. We first prove (A.7). From (A.11) we find that there exists a τ ′ > 0 such that for
|E − ak| 6 τ ′ we have
E − ak = f
′′(xk)
2
(
m(E)−m(ak)
)2(
1 +O(|m(E)−m(ak)|)
)
. (A.12)
From (A.9) we find that |f ′′(xk)| > c. For definiteness, suppose that k is odd. Then Imm(E) =
0 for E > ak (i.e. E /∈ supp %). From (A.12) we therefore deduce that for E 6 ak we have
Imm(E)  √|E − ak|. We conclude that for |E − ak| 6 τ ′ we have the square root behaviour
Imm(E) √κ(E)1(E ∈ supp %) for the density of %. Now (A.7) easily follows from the definition
of the Stieltjes transform.
Finally, (A.8) follows from the assumption (2.14) and (A.11).
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Lemma A.5. Fix τ > 0. Suppose that the edge k is regular in the sense of Definition 2.7 (i). Then
there exists a constant τ ′, depending only on τ , such that (2.11) is strongly stable on Dek in the
sense of Definition A.2.
Proof. We take over the notation of Definition 5.4. Abbreviate w(z) ..= f(u(z)), so that |w(z)−
z| 6 δ(z).
Suppose first that Im z > τ ′ for some constant τ ′ > 0. Then, from the assumption δ(z) 6
(logN)−1 we get Imw(z) > τ ′/2, and therefore from the uniqueness of (2.11) we find u(z) =
m(w(z)). Hence,
|u(z)−m(z)| = |m(w(z))−m(z)| 6
∫ z
w(z)
|m′(ζ)| |dζ| 6 2(τ ′)−2δ(z) ,
where we used the trivial bound |m′(ζ)| 6 (Im ζ)−2. This yields (A.6) at z.
What remains therefore is the case |z − ak| 6 2τ ′, which we assume for the rest of the proof.
We drop the arguments z and write the equation f(u)− f(m) = w − z as
α (u−m)2 + β (u−m) = um (w − z) , (A.13)
where
α ..= −
∑
i
ms−1i ri
(m+ s−1i )2(u+ s
−1
i )
, β ..= 1−
∑
i
m2ri
(m+ s−1i )2
. (A.14)
Note that α and β depend on z, and α also depends on u. We suppose that
|z − ak| 6 2τ ′ , |u−m| 6 (logN)−1/3 . (A.15)
Then we claim that for small enough τ ′ we have
|α|  1 , |β|  √κ+ η. (A.16)
In order to prove (A.16), we note that, by Lemma A.3, the statement of (A.11) holds under the
assumption (A.15) provided τ ′ > 0 is chosen small enough. Using (A.15), (A.8) (see Lemma A.3)
, and (A.10) we get
α = −
∑
i
xks
−1
i ri
(xk + s
−1
i )
3
+O
(|m− xk|+ (logN)−1) = x2k
2
f ′′(xk) +O
(|m− xk|+ (logN)−1) .
Using (A.9) and (A.11) we conclude that for small enough τ ′ > 0 we have |α|  1. This concludes
the proof of the first estimate of (A.16).
In order to prove the second estimate of (A.16), we note that β = m2f ′(m), so that for small
enough τ ′ > 0 we get from (A.11) and Lemma A.3 that
m−2β =
∫ m
xk
f ′′(ζ) dζ =
∫ m
xk
(
f ′′(xk) +O(|m− xk|)
)
dζ = (m− xk)f ′′(xk) +O(|m− xk|2) .
Using (A.11) and Lemmas A.3 and (4.10), we conclude for small enough τ ′ > 0 that
|β|  |m− xk| 
√
|z − ak| 
√
κ+ η ,
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This concludes the proof of the second estimate of (A.16).
Using (4.21) and the estimate |w − z| 6 δ, we write (A.13) as α(u −m)2 + β(u −m) = O(δ).
We now proceed exactly as in the proof of [7, Lemma 4.5], by solving the quadratic equation for
u −m explicitly. We select the correct solution by a continuity argument using that (A.6) holds
by assumption at z + iN−5. The second assumption of (A.15) is obtained by continuity from the
estimate on |u −m| at the neighbouring value z + iN−5. We refer to [7, Lemma 4.5] for the full
details of the argument. (Note that the fact α depends on u does not change this argument. This
dependence may be easily dealt with using a simple fixed point argument whose details we omit.)
This concludes the proof.
A.3. Stability in a regular bulk component. In this subsection we establish the basic es-
timates (A.7) and (A.8) as well as the stability of (2.11) in a regular bulk component k, i.e. for
z ∈ Dbk.
Lemma A.6. Fix τ, τ ′ > 0 and suppose that the bulk component k = 1, . . . , p is regular in the sense
of Definition 2.7 (ii). Then for z ∈ Dbk we have (A.7) and (A.8). Moreover, (2.11) is strongly
stable on Dbk in the sense of Definition A.2.
Proof. The estimates (A.7) and (A.8) follow trivially from the assumption in Definition 2.7 (ii),
using κ 6 C as follows from Lemma 2.5.
In order to show the strong stability of (2.11), we proceed as in the proof of Lemma A.5.
Mimicking the argument there, we find that it suffices to prove that |α| 6 C and |β|  1 for
z ∈ Dek, where α and β were defined in (A.14) and u satisfies |u−m| 6 (logN)−1/3.
Note that Definition 2.7 (ii) immediately implies that Imm > c for some constant c > 0. The
upper bound |α| + |β| 6 C easily follows from the definition (A.14) combined with Lemma 4.10.
What remains is the proof of the lower bound |β| > c. To that end, we take the imaginary part of
(2.11) to get ∑
i
ri|m|2
|m+ s−1i |2
= 1− |m|
2η
Imm
. (A.17)
Using that Imm > c, a simple analysis of the arguments of the expressions (m + s−1i )2 on the
left-hand side of (A.17) yields∣∣∣∣∣∑
i
rim
2
(m+ s−1i )2
∣∣∣∣∣ 6 ∑
i
ri|m|2
|m+ s−1i |2
− c 6 1− c ,
where in the last step we used (A.17). Recalling the definition of β from (A.14), we conclude that
|β| > c. This concludes the proof.
Remark A.7. The bulk regularity condition from Definition 2.7 (ii) is stable under perturbation
of pi. To see this, define the shifted empirical density pit ..= M
−1∑M
i=1 δσi+t, and the associated
Stieltjes transform mt(E) and function ft(x). Differentiating ft(mt(E)) = E in t yields (∂tm)t(E) =
−(∂tf)t(mt(E))/(∂xf)t(mt(E)). Using that
(∂tf)0(m(E)) =
1
N
M∑
i=1
σ−2i
(m(E) + σ−1i )2
= O(1)
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by (A.8), and (∂xf)t(mt(E)) = m(E)
−2β(E), we find from |β(E)|  |m(E)|  1 that (∂tm)0(E) =
O(1) for E ∈ [a2k + τ ′, a2k−1 − τ ′]. A simple extension of this argument shows that if Definition
2.7 (ii) holds for pi then it holds for all pit with t in some ball of fixed radius around zero.
A.4. Stability outside of the spectrum. In this subsection we establish the basic estimates
(A.7) and (A.8) as well as the stability of (2.11) outside of the spectrum, i.e. for z ∈ Do.
Lemma A.8. Fix τ, τ ′ > 0. Then for z ∈ Do we have (A.7) and (A.8). Moreover, (2.11) is strongly
stable on Do in the sense of Definition A.2.
Proof. Since m is the Stieltjes transform of a measure % with bounded density (see Lemma 4.10),
we find that
Imm  η (A.18)
on Do. This proves (A.7).
We first establish (A.8) for z = E ∈ R satisfying dist(E, supp %) > τ ′. For definiteness, let
z = E ∈ [a2l, a2l+1] for some l, and let i = 2, . . . , n satisfy {a2l, a2l+1} = f(∂Ji), where we recall
the set Ji ..= {x ∈ Ii .. f ′(x) > 0} from the proof of Lemma 2.5. Then there exists an x ∈ Ji such
that E = f(x). Moreover, from (A.1) we get f ′(y) 6 y−2 for y ∈ R, so that for y ∈ Ji we have
0 6 f ′(y) 6 C by (A.9). Since dist(E, {a2l, a2l+1}) > τ ′, we conclude that dist(x, ∂Ji) > c, which
implies dist(x, ∂Ii) > c. The cases E > a1 and E < a2p are handled similarly. This concludes the
proof of (A.8) for z = E ∈ R satisfying dist(E, supp %) > τ ′.
Next, we note that if η > ε for some fixed ε > 0 then (A.8) is trivially true by (A.18). On the
other hand, if Imm 6 ε then we get
min
i
|m(E + iη) + s−1i | > mini |m(E) + s
−1
i | − Cε > c− Cε > c/2
for ε small enough, where we used the case z = E ∈ R satisfying dist(E, supp %) > τ ′ established
above and the estimate |m′(z)| = ∣∣∫ 1
(x−z)2 %(dx)
∣∣ 6 C (since |x−z| > τ ′ for z ∈ Do and x ∈ supp %).
This concludes the proof of (A.8) for z ∈ Do.
As in the proof of Lemma A.6, to prove the strong stability of (2.11) on Do, it suffices to
show that |α| 6 C and |β|  1 for z ∈ Dek, where α and β were defined in (A.14) and u satisfies
|u −m| 6 (logN)−1/3. The upper bound |α| + |β| 6 C follows immediately from (A.8), and the
lower bound |β| > c follows from the definition (A.14) combined with (A.17), (A.18), and Lemma
4.10. This concludes the proof.
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