Abstract
Introduction
Image segmentation is a fundamental process in many image, video, and computer vision applications. It is often used to partition an image into separate regions, which ideally correspond to different real-world objects. It is a critical step towards content analysis and image understanding.
Machine image segmentation aims to mimic the object recognition process of humans. Many image segmentation algorithms have been proposed, exploiting a wide variety of image features and characteristics, in the pursuit of more accurate and effective segmentations. Empirical studies have shown that purely data-driven segmentation methods that assume a good segmentation partitions an image into different homogeneous regions are likely to fail in non-trivial situations, and methods based on perceptual organization generally generate more favorable segmentations. Yet no formal justification has been provided.
In this paper, we propose an information measure for images -the perceptual information, based on human visual perceptual organization. We define the optimal segmentation as the most semantically appropriate segmentation as judged by humans (at the desired level of granularity), and use the perceptual information to justify that: (1) an optimal segmentation has minimal perceptual information among all segmentations of an image; (2) an optimal segmentation is a merged result from elementary regions (as defined later) of the image. (3) an optimal segmentation cannot be generated by merging elementary regions with maximum homogeneity. The term "semantic gap" is generally used to refer to the gap between the low-level image features and the high-level concepts of the objects these features represent.
A good segmentation should minimize the semantic gap as much as possible. Using perceptual information, we give a formal justification that homogeneity-based segmentation methods are inherently biased -more homogeneity usually results in semantic gap in their segmentations. The semantic gap can be narrowed through incorporating knowledge, such as in perceptual organization and machine learning. The remainder of the paper is organized as follows: In Section 2, after introducing the theory of human visual perception organization, we propose a way to quantify the perceptual information of an image. It is followed by a discussion of the properties of the perceptual information. Then in Section 3, we show the bias of homogeneity-based image segmentation methods. In Section 4 we discuss how knowledge-based segmentation narrows the semantic gap. Conclusions are presented in Section 5.
Perceptual Information of an Image
Perceptual organization refers to the process of organizing sensory input into interpretable perceptual structures. The human visual system organizes an image into "objects" though visual perceptual organization. Since machine segmentation methods try to mimic how humans segment an image, we look at the theories of perceptual organization introduced by psychologists.
Human Visual Perceptual Organization
Many theories of visual perception [1, 10, 15] suggest that there are two basic steps in perception: first an earlier stage of perceptual organization occurs in order to determine which features, locations, or surfaces most likely belong together. This is followed by second stage, which includes object representation and recognition. The principle of uniform connectedness (UC) [15] states that regions of homogeneous properties -such as lightness, chromatic color, texture, etc., tend to be perceived initially as single units, which occurs even when opposed by powerful grouping principles such as proximity and similarity. A UC object is an elementary unit in the perception process, hence the variance of its other features, no matter how great, is unimportant -it is regarded as a region of uniform characteristics. When the image is complex, the original image can be regarded as UC objects with noise. For example, the wall in Figure 1 may have brick texture, but if we regard the wall as a UC object, any portion of the wall will have the same characteristics of the wall, no matter it is a brick or the mortar between bricks. Classical principles of grouping operate after UC, creating superordinate units consisting of two or more basic-level units. The human visual perception process can be effectively viewed as first dividing an image into UC units, and then merging the UC units into objects in perception, as illustrated in Figure 1 .
The first visual perception step simply denoises the original image by removing the variance within UC objects. UC objects can be perceived at different granularity, but often a UC object at a coarser granularity is simply the combination of several UC objects at a finer granularity with their difference ignored, as shown in Figure 2 . The second visual perception step groups the UC objects into higher-level objects in human perception. For the same image, humans see (or perceive) objects at different levels of granularity, too. In the example in Figure 1 , one person may see a sun and a house, another may see a sun, a roof, and the base of the house. However, if the UC objects are the same, a person seeing more objects does not get more information than a person seeing fewer objects, because there is tradeoff between complexity of an object and the number of objects. We define the perceptual information as the information that an person perceives when he/she sees an image, where a UC object is perceived as having uniform features. This information measure will not change, regardless of the granularity level, as long as the UC objects are fixed.
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Granularity level -1 Figure 2 . UC objects at different levels of granularity.
Wang et al. proposed the perceptual scale space [24] in which a sketch pyramid is used to augment traditional image scale space theory. When images are viewed at different level of the sketch pyramid, different degree of details are revealed. It captures the concept that "the more you look, the more you see". We use UC objects to capture the same concept, and use perceptual information to quantitatively measure it. The UC objects at a certain level of granularity corresponds to an image at a certain perceptual scale (i.e at a certain level of sketch pyramid). More details are revealed when the granularity level of UC objects is lowered. However, "how much you see" is orthogonal to "how many (high-level) objects you perceive". In this paper, we use the perceptual information to measure "how much you see", and use the constant perceptual information principle to examine "how much you perceive" with respect to "how much you see".
A Mathematical Definition of Perceptual Information
Throughout the remainder of this paper we use the following notation. I is an image, and I N is a human perception of image I where I N partitions image I into N arbitrarily shaped non-overlapping (and possibly noncontiguous 1 ) objects. R i denotes the ith object in I N , so
If p is a pixel in I N , it can be described by the value of its image features, f (p), and its object feature o(p), which specifies to which object p belongs for 1≤o(p)≤N . We use S y Z (x) to denote the number of pixels in object Z where feature y (either f feature or o feature) has a value x. We use V y Z to denote the set of all values of y that occur in Z. Let S Z denotes the number of pixels in object Z, so the size of the whole image is S I = S IN .
For an image I, each pixel p has its own object feature o(p). We define the object information, H o , as measure of the the information implicit in knowing how many objects are in the image, and to which object each pixels belongs. We define the H o as the Shannon entropy [19] of the object features of the pixels in I N , i.e.
The objects in human perception are usually not of uniform images features. For an object R i in I N , every pixel p might have a different image feature value f (p). We define the complexity information of R i , H c (R i ), as measure of the information implicit in knowing the variation within object R i . We define H c (R i ) as the Shannon entropy of the image features of the pixels in R i :
The overall complexity information of I N is defined as the entropy across all objects where each object has a weight proportional to its size. That is, the complexity information of a segmentation I N is:
We define the perceptual information, H P I , of an image perceived at the granularity level as
The granularity level is defined over a given set of UC objects, which determines the complexity of objects, i.e the value of H c . Section 2.3 justifies this definition as an appropriate mathematical definition of perceptual information. Most machine image segmentation algorithms try to mimic human visual perception organization. They generate the same type of output as the human perception process. In other words, suppose an image segmentation partitions an image I into N different non-overlapping regions, and I N is the segmentation of I, if R i is a region in I N , I N =∪ 1≤i≤N R i . The perceptual information defined above can be applied directly to the machine segmentation I N .
The perceptual information is defined using the feature of interest. Although images are usually processed based on the color (or gray-scale) of its pixels, any low-level features or features computed from low level features (such as wavelet coefficients, filter response, etc.) can be used as the feature of interest. If desired, multiple features can be combined via a weighted combination.
A theoretic justification for our definition of perceptual information can be obtained using Minimum Description Length (MDL) principle [27] , and information theory [18] . Zhang et.al [27] similarly define an entropy measure to evaluate the quality of a segmentation, and Rigau et. al. [18] use the similar information measure to control the segmentation. Although perceptual information is similar to their measures, it originates from perceptual organization. More importantly, we demonstrate that these measures are intrinsically inappropriate for either segmentation or segmentation evaluation of general images, because they remain constant during the segmentation process (as shown in Section 2.3), and the measured difference are mostly from noise (as discussed in Section 3).
The Properties of Perceptual Information
To discuss the properties of perceptual information, we first define the elementary regions and the optimal segmentation of an image.
Elementary regions and optimal segmentation
A segmentation (or human perception) of image I, I N , partition I into N non-overlapping regions (or objects). If pixel a and pixel b are in the same region R i , we say R i is:
When pixel a and pixel b are in different regions, we define two regions R i and R j to be:
If every region of an I N is both mathematically uniform and semantically uniform, and if every two regions of I N are both mathematically different and semantically different, we call this segmentation the elementary segmentation (denoted as I e ). Every region in I e is called an elementary region (denoted as e i ). The elementary regions are equivalent to the UC objects in perceptual organization 2 . The elementary regions are defined on the current level of granularity. We use I ( ) e to denote an elementary segmentation at granularity level . By definition, an elementary region cannot split further (otherwise the elementary regions are not semantically different), but it can be non-contiguous. While decomposing an image into coherent and independently recognizable entities seems hard or even impossible for a machine segmentation, elementary regions are the fundamental units of the optimal segmentation of the image (as shown in Section 2.3.2). In experiments, humans can create elementary regions manually, or use post-processed oversegmentation of an image as an approximation.
An optimal segmentation I opt of image I is a segmentation whose regions are equivalent to the corresponding human perceptual organization. There can be more than one optimal segmentation of I, differing in the granularity level. We use I k opt to denote an optimal segmentation with k segments, and omit k when no specification is needed.
The Constant Perceptual Information Principle
We now prove that perceptual information remains constant in the merging process when the elementary regions are fixed.
Theorem (Constant Perceptual Information Principle):
If a segmentation I N of image I is a merged result from I e , the perceptual information remains constant in the merging process. That is, H P I (I N ) = H P I (I e ).
Proof: Suppose I K , a segmentation of I with K regions, is created by merging regions in I e , and I K−1 is the segmentation after the pth region and the qth region in I K are merged. Let R = {i|1 ≤ i ≤ K, i = p, i = q, i ∈ N } be the remaining regions of I K . We have
Since I K is merged from I e , each high-level region consists of several elementary regions, i.e. S Rp = ei∈Rp e i , S Rq = ei∈Rq e i . So
Thus,
Thus, the perceptual information of the segmentation remains constant when two regions merge. Suppose we have a segmentation result I N which is merged from I e , since any merging process can be broken down to a series of tworegion merges, any merged result will have the same information as I e , i.e. H P I (I N ) = H P I (I e ). Hence, the perceptual information of segmentation remains constant in the grouping process if it is merged from I e .
We arrive at two implications from the constant perceptual information principle.
Lemma 1 Any optimal segmentation is a merged result from
Proof: If an optimal segmentation I N is not merged from I e , there must be a boundary segment, l i , of one region R i in I N that lies in the internal part of a elementary region of I e . As shown in Figure 3 , l i partitions the elementary region into two sub-regions. Because these two sub-regions are in different segments according to I N , the elementary region is not semantically uniform. But by definition the elementary regions in I e are both mathematically uniform and semantically uniform, which leads to contradiction. So, the optimal segmentation is a merged result from I e . 
Lemma 2 An optimal segmentation has minimal perceptual information.
Proof: From Lemma 1, if a segmentation I N is not a merged result from I e , it is not an optimal segmentation.
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Therefore, at least one boundary segment i of a region R i lies within an elementary region e k of I e . Boundary segment i splits e k into two sub-regions e k1 and e k2 , which for I N are mathematically uniform, semantically uniform and semantically different. Although e k1 and e k2 are not mathematically different, they are not grouped in the merging process. So we can give e k2 a feature value different from e k1 and any other elementary regions, so that e k1 and e k2 become mathematically different. Consequently, all l i s partition I e into a new I e , in which every region is mathematically and semantically uniform, and every two regions are mathematically and semantically different. According to constant perceptual information principle, H P I (I N ) = H P I (I e ), and for the optimal segmentation I opt , H P I (I opt ) = H P I (I e ). However, I e is generated by splitting an elementary region in I e , so H o (I e ) > H o (I e ), when H c (I e ) = H c (I e ) = 0. So, H P I (I opt ) < H P I (I N ).
If a segmentation I N is a merged result from I e , then according to Lemma 1 and the constant perceptual information principle, we have H P I (I opt ) = H P I (I N ). Thus, H P I (I opt ) ≤ H P I (I N ), i.e. the optimal segmentation has minimal perceptual information.
Bias in Homogeneity-based Segmentation
Many segmentation methods partition an image into different homogeneous regions using the following criteria [8] of a good segmentation: (1) regions of an image segmentation should be uniform and homogeneous with respect to some characteristic(s); (2) adjacent regions of a segmentation should have significantly different values with respect to the characteristic on which they are uniform. We call such segmentation methods homogeneity-based.
Biased Segmentation and the Semantic Gaps
We now argue that a homogeneity-based segmentation method cannot generate an optimal segmentation. First, an optimal segmentation cannot be merged from I e by maximizing intra-region homogeneity. Intra-region homogeneity of a segmentation I e can be measured by H c . If I K is the result merged from I e , when we merge I K to I K−1 by maximizing intra-region homogeneity of I K , its H c is minimized. However, for any I N merged from I e , H P I (I N ) = H P I (I e ). Since H P I = H o + H c , a minimized H c leads to a maximized H o . By definition, a maximized H o means the regions of I K−1 are maximally equally-sized 3 . A segmentation with maximally equally-sized regions is usually not an optimal segmentation, except when the original image is such that creating equally-sized regions also leads to maximized homogeneity at each step of merging. So, there is an intrinsic bias if a segmentation is reached by maximizing intra-region homogeneity, which leads to the "semantic gap" between the optimal segmentation and a segmentation based on maximum homogeneity assumption. As we maximize the intra-region homogeneity, we are consistently biased so that the semantic gap is always there, except in a few very special cases. The semantic gap can be measured by the difference between the object information of a homogeneity-based segmentation, and the object information of the optimal segmentation. More specifically, for a segmentation I N of I, the semantic gap is H o (I N )−H o (I e ) (SG1 in Figure 4) .
Since an optimal segmentation must be a merged result from I e (Lemma 1), and it can not be merged from I e by maximizing region homogeneity, a homogeneity-based segmentation, even if it is merged from I e , cannot generate the optimal segmentation. Furthermore, because the images are noisy and contain much redundant information, a homogeneity-based segmentation often cannot be viewed as merged from I e -its object boundaries often lie within the elementary regions. And, the perceptual information of a segmentation is usually much higher than its real perceptual information which is based on I e -they have the same object information, but the complexity information of real perceptual information is only from elementary regions, which are assumed to be uniform. The difference between these two perceptual information is noise in the perception process. However, unless we can decompose a scene into coherent and independently recognizable entities, the complexity of natural scenes would render human-type vision impossible. Although few segmentation method explicitly employ a process trying to reduce the perceptual noise and find the elementary regions, we believe it is a critical step in generating optimal segmentations.
Note that the justification above assumes that every two elementary regions are different to the same degree, whereas in many segmentation methods, two elementary regions having closer feature values are considered less different. In these methods, the measure of feature difference is based on the average feature value, which is equivalent to merging the elementary regions into a larger elementary region at a higher level of granularity. Since the merging is based on the distance between image features, it assumes that elementary regions having similar features tend to be in one object, which leads to another "semantic gap" (SG2 in Figure 4 ). We can arrive at the same conclusion using an extended version of perceptual information that we are working on, where H c (I N ) is the weighted combination of H c (R i ), not only by the size of the region, but by the perceptual distance between elementary regions. Therefore, in general, homogeneity-based segmentation methods cannot generate optimal segmentations. An illustration is given in Figure 5 . We use an over-segmentation of the original image with 120 regions as the I e , whose regions are made uniform and different both mathematically and semantically. The merged results from I e with 4 regions and 13 regions by maximizing intra-region homogeneity are very different from the results with the same numbers of segments merged from I e by humans, which are optimal segmentations based on I e . In the results merged by maximizing intra-region homogeneity, the regions are more equally-sized.
The Perceptual Information Map
For any segmentation I N , we can measure the perceptual information of I, intermediate results and the final segmentation I N , and plot them on the H c -H o plane. We call it a perceptual information map, as shown in Figure 4 .
Any segmentation on the perceptual information map has its (measured) perceptual information, and its real perceptual information (based on its underlying elementary regions). For all segmentation results from higher level to lower level of granularity, the real perceptual information either remains constant if their elementary regions are the same (as shown on the iso-perceptual information line), or decrease if two elementary regions are merged and used as a larger elementary region at a higher granularity level. Any segmentation from I to I N can be equivalently reached by three steps: from I to I e (remove perceptual noise), then from I e to I N (where they merge from the same set of elementary regions), and then from I N to I N (add perceptual noise). According to Section 3.1, for a homogeneity-based segmentation, even if it can reach I e in the first step, I opt will not be the discrete segmentation result that it generates by merging I e (because of SG1). If the homogeneity is also based on the distance between image features, the SG2 biases these segmentation methods from generating optimal segmentations. Therefore, an optimal segmentation cannot be generated using homogeneity-based segmentation approach.
Experimental Results
We designed an experiment to show that homogeneitybased segmentation cannot generate the optimal segmentation, even when using the same I e . The homogeneitybased segmentation generally has more perceptual information than the optimal segmentation. We used 200 images from the Berkeley Segmentation Dataset [12] in our experiments.
I e : It is prohibitively hard to manually label elementary regions for these original images, so we create an approximate I e for each image. An image is first denoised using Daubechies-4 wavelet transform. The neighboring pixels with close (below a threshold) luminance value are considered to be in the same region. Each region is then reassigned a different feature value while keeping the regions contiguous, so that the regions are both uniform and different mathematically. We consider these regions elementary regions, and use the processed image as I e of the original image.
I opt : Human segmentations. Although there are subjective bias, they are generally close to optimal segmentation. I e is very highly over-segmented original image, wich enables us to use the human segmentations from the Berkeley Segmentation Dataset as an approximation of I opt .
I N : For each of the human segmentations, we generate a machine segmentation with the same number of segments, using a mean-shift based image segmentation method [5] . We let the total number of segments be a relatively small number, and let I N and I opt have the same number of segments, so that their perceptual information can be meaningfully compared.
We measure the perceptual information of all these segmentations. The perceptual information of each human segmentation is compared with the perceptual information of the machine segmentation with the same number of segments. In 83.5% of all 200 images used in this experiment, human segmentation has less perceptual information than machine segmentation.
Despite the approximations we use in our experiments, the results can still show that the human segmentation generally has less perceptual information than machine ones. Sometimes a machine segmentation method can also generate a good segmentation when the original image is simple, and sometimes a denoised image is not a good representa-original image over-segmentation (Ie) segmentations merged from Ie Human segmentations of Ie Figure 5 . The optimal segmentation cannot be merged from Ie by maximizing intra-region homogeneity.
tion of I e , which are partly why the perceptual information of human segmentation is not always lower.
Knowledge-Incorporated Segmentation
In perceptual organization, organizing raw sensory stimuli into meaningful patterns involves cognition, a set of mental activities that includes thinking, knowing, and remembering. Knowledge and experience are extremely important to perception.
From our analysis in Section 3, the optimal segmentation can not be merged from I e by maximizing region homogeneity. The fundamental reason is the discrepancy (i.e. the semantic gap) between the mathematical and semantic characteristics of a region: a mathematically uniform region might not be semantically uniform, vice versa. No homogeneity-based segmentation method can capture this discrepancy. So knowledge must be incorporated for optimal segmentation. Knowledge-incorporated segmentation has been an active area recently, investigating various machine learning techniques and the acquisition/use of prior knowledge.
How people perceive a well-organized pattern instead of many separate parts is a topic of interest in perceptual organization. Gestalt psychologists observed that the human visual system tends to perceive configurational wholes with rules that govern the uniformity of psychological grouping for perception and recognition, as opposed to recognition by the analysis of discrete primitive image features. The hierarchical grouping principles proposed by Gestalt psychologists embodies such concepts as grouping by proximity, similarity, continuation, closure, and symmetry. Several segmentation methods group regions based on Gestalt rules [3, 16] . Other high-level, abstract relationships, such as special configuration of objects (e.g. eyes and nose on the face) can also be included. Mohan and Nevatia [13] group intensity edges on the basis of their geometric relationships, generating a hierarchy of collated features, which encodes some of the geometric information in an image.
Prior knowledge can be learned through training. Ren and Malik [17] propose a linear classifier that is trained to combine a variety of features derived from the classical Gestalt cues, including contour, texture, brightness and good continuation. Martin et al. [11] define a set of brightness, color and texture cues appropriate for constructing a local boundary model, and formulate the task of cue combination for local boundary detection as a supervised learning problem. Their approach models the true posterior probability of a boundary at every image location and orientation.
Geisler [7] and Konishi [9] proposed methods to group image elements by learning grouping probabilities. Methods have also been proposed to incorporate recognition into segmentation. Torralba et al. [20] examine relationships between local object detectors and the global scene context. Yu and Shi [26] use object-specific patchbased templates to improve the normalized cuts framework. Mori et al. [14] combine segmentation and recognition to segment a human body. Tu et al. [21] propose a Bayesian framework to parse images into visual patterns that incorporates both the generative and discriminative methods in segmentation. Yu et al. [25] , Chen et al. [4] , and Ferrari et al. [6] also propose methods to combine recognition and segmentation. Other knowledge-incorporated segmentation methods include the figure-ground segmentation using unsegmented training examples of Borenstein and Ullman [2] , the DDMCMC of Tu and Zhu [22] and the integrated framework of Tu [23] .
With the learned/given rules of how to merge preferably, I opt could be reached from merging I e . By incorporating recognition into segmentation, I e is moved closer to I opt . Both methods will improve the segmentation performance, so that optimal segmentations could be generated. Although a more careful study of knowledge-incorporated segmentation methods using perceptual information has yet to be done, we believe perceptual information can be effectively applied since the perceptual information measures the results of a segmentation. Using perceptual information and the perceptual information map we can examine the effectiveness of these methods and compare their knowledgeincorporating techniques.
Conclusion
Many algorithms have been proposed in the pursuit of more accurate and effective segmentation. Through empirical studies it is known that purely data-driven segmentation methods based on homogeneity assumptions are likely to fail in non-trivial situations, but no theoretical justification has be given in literature. In this paper, we define the perceptual information of image segmentation, based on human visual perceptual organization, and use it to justify that using just low-level image features it is not possible for homogeneity-based segmentation methods to achieve segmentation performance comparable to human segmentation. Knowledge must be incorporated for a segmentation method to generate optimal segmentation results.
In the future, we plan to use perceptual information to examine proposed knowledge-incorporated segmentation methods. By studying the amount of perceptual information that different knowledge-incorporating techniques bring into a segmentation, we can compare these techniques, and find more effective ways to improve segmentation quality.
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