Conditions under which a naive algebraic solution to a random affine stochastic equation yields a genuine stochastic solution with a given independence property are derived. The well-known example by Letac is characterized and generalized to a non-trivial dependence structure. As by-products, a series representation of the exact probability density of a sum of independent gamma random variables is recovered, and a new elementary proof of Lukacs' characterization of the gamma distribution is added.
Introduction
A random affine transformation associates to any random variable X a new random variable C are independent and identically distributed processes of discount and payment. The equation (1.1) has been studied by many authors including Kesten [13] , Brandt [1] , Letac [14] , Dufresne [4]- [6] , Chamayou and Letac [3], Goldie [10] , Embrechts and Goldie [7] , and Embrechts et al. [8] . Though a number of explicit examples are described in the literature, there is no known general technique to solve the equation
and X independent, (1.2) which remains thus an important unsolved problem in the general theory of stationary stochastic models as developed by Brandt, Franken and Lisek [2] .
In the spirit of Dufresne [6], our aim is to suggest an algebraic approach, which by specifying the stochastic structure of ) , ,
automatically generates a solution of (1.2). The obtained method allows one to recover the main example by Letac [14] , and construct new examples of independent interest.
The following notations are used throughout. Given a random couple ) , ( Y X with arbitrary dependence structure, let ) , (
be an independent copy of it.
represents the independent sum of ) , ( Y X and
is its independent product. Otherwise, sums and products can be dependent. A brief outline of the content follows.
In Section 2, we prove in Theorem 2.1 that if ) , (
is an independent couple of non-negative random variables and ) ( :
is always satisfied. On the other hand X, Y and Z are independent if, and only if, ) , (
are gamma with common scale parameter, and ) , (
is beta of the first kind, which characterizes Letac's solution. Through an appropriate modification of the assumptions, we show in Theorem 2.2 how the naive division operation ) ( :
generates a whole class of solutions to (1.2). Our main result is illustrated in Section 3. Example 3.1, which generalizes Letac's solution to a non-trivial dependence structure, leads to a generalized beta distribution of the first kind. It is also noted in Remark 3.1 that a straightforward generalization yields the exact probability density of a sum of independent gamma random variables as an infinite linear combination of gamma random variables with the same scale parameter. The obtained series representation is an alternative to a similar but different result by Provost [18] first presented in Hürlimann [12] , Theorem 3.1. Example 3.2 is another example under which X, Y are half-normals and Z is the location-scale transform of a truncated Cauchy random variable.
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The Appendix concludes with a short elementary proof of Lukacs' characterization of the gamma distribution used in the proof of Theorem 2.1.
An algebraic method
There are three naive algebraic ways to solve (1.2), which yield the alternative specifications
We suggest to analyze under which conditions these naive algebraic solutions generate genuine stochastic solutions of (1.2), and to state their main properties. In the present note, we restrict ourselves to the first case ) ( :
. The first part of the following result is elementary. The second part characterizes the explicit solution given first by Letac [14] (see also Dufresne [5] 
. Then one has the properties:
The random affine equation ) (
If X, Y and Z are independent, then the unique solution of the stochastic equation
Proof. For ease of notation set
. Applying the classical Jacobian transformation (e.g. Fisz [9] , p.77-78), one gets the following joint density
Using that Z with values in [0,1] is bounded, the density of the product
Werner Hürlimann
. From Lukacs' characterization of the gamma distribution (Theorem A.1 in the Appendix), it follows that uniquely ) , (
. Now, it is elementary to see that
is satisfied. Since X, Y and Z are independent, the latter is equivalent to the functional equation 
Algebraically, one has
Under the assumption of Theorem 2.1, the density ) , (
is given by (2.2), and through a similar transformation
It is now readily verified that (2.4) is in most cases not fulfilled. A simple counterexample is
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However, the stated drawback can easily be removed making an appropriate assumption on the dependence structure of the involved random variables under which (2.5) will be satisfied. Denote the characteristic function and moment generating function (if it exists) of a couple of random variables
Then (2.5) translates to the properties
(2.8)
Making use of conditional densities, which are defined by the relation
or algebraically by the relation
, the properties (2.8) can be replaced by equivalent ones on conditional characteristic and moment generating functions:
Where one notes that the functions depend on z. An appropriate modification of the assumptions of Theorem 2.1 yields the following generalized result. 
marginal densities determined by
is independent of X, and its dependence structure is determined by the conditional characteristic function and/or moment generating function (if it exists) ) (
which uniquely define(s) the conditional random variable ) ( Z Y . Under (A1)-(A3) the random variable X is a solution of the random affine invariant problem (1.2) such that
Proof. This follows from the proof of Theorem 2.1, case (i), the above discussion and the fact that (2.5) is fulfilled by construction. 
Examples
Two examples illustrate our algebraic approach. The first example yields a natural extension of the solution by Letac [14] characterized in (ii) of Theorem 2.1. 
is gamma distributed, and thus
then Z has a beta distribution of the first kind, and Z Y X , , are independent as in (ii) of Theorem 2.1. 
and noting that )
, one obtains through induction the series representation (for details see Hürlimann [12] , Section 3):
Recall that there is a similar but different series representation for the exact probability density of a sum of independent Gamma random variables in Provost [18] , which applies the less elementary technique of the inverse Mellin transform.
Example 3.2: A location-scale transform of a truncated Cauchy distribution
Let X and Y be half-normals such that
The law of Z is a location-scale transform of a truncated Cauchy distribution.
Indeed, the density of
(3.8)
Appendix: An elementary proof of Lukacs' gamma characterization
Recall the following well-known characterization result. Besides the original sources by Lukacs [16] , [17] , this characterization is mentioned in the textbook by Fisz [9] , p.186. This important elementary property has been used extensively in Dufresne [6] . For certain classes of distributions, the dependence between Y X  and Y X / has been described in Locke [15] . Under the simplifying assumption that the moment generating functions of X and Y exist in a neighborhood of the origin, a short elementary proof of Theorem A.1 can be given. It is based on the following characterization of the independence between a ratio and its denominator by Hogg [11] . 
Proof. For the original elementary derivation, we refer to Hogg [11] .  Proof of Theorem A.1. For simplicity, assume the moment generating functions
the cumulant generating functions. Since
, one sees that U and V are independent if and only if U and W are independent. By Theorem A.2, this holds provided (A.1) is satisfied with
Through elementary calculations, one obtains from the relations for 2 , 
