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A general framework for a theory is presented that encompasses both statistical 
uncertainty. which falls within the province of probability theory, and nonstatistical 
uncertamty. which relates to the concept of a fuzzy set and possibility theory [L. A. 
Zadeh, J. FUZZJ Sers I (1978). 3-281. The concept of a fuzzy integral ts used to 
define the expected value of a random vartable. Properties of the fuzzy expectation 
are stated and a mean-value theorem for the fuzzy integral is proved. Comparisons 
between the fuzzy and the Lebesgue integral are presented. After a new concept of 
dependence IS formulated, various convergence concepts are defined and their 
relationshtps are studied by using a Chebyshevlike inequality for the fuzzy Integral. 
The possibility of using this theory m Bayestan estimation with fuzzy prior mfor- 
mation IS explored. 
1. INTR~DUC~ON 
It was first recognized by Zadeh [20], that fuzziness and randomness are 
distinct forms of uncertainty and imprecision. Furthermore, in defining the 
concept of a fuzzy event [20] and linguistic probability [2 11, he has stressed 
that, though different in origin, fuzziness and randomness frequently occur in 
combinations and hence must be treated by techniques which draw both on 
probability theory and the theory of fuzzy sets. 
Subsequently, as this idea gained wider acceptance, several authors studied 
such concepts as: fuzzy variables and approximate reasoning (Zadeh [21]), 
fuzzy measures and the fuzzy integral (Sugeno [ 17]), fuzzy variables 
(Nahmias [lo]), fuzzy random variables (Kwakernaak [9]), linguistic 
probabilities (Nguyen ]12]), fuzzy random sets (Firon IS], Fortet and 
Kambouzia [6]), fuzzy statistics (Kandel [7]), fuzzy measures (Klement 
181). 
In particular, Zadeh [22] has introduced the concept of a possibility 
measure with the aim of providing a framework which parallels to some 
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extent that of probability theory but is intended in the main for the charac- 
terization of nonstatistical uncertainties and for dealing with the issues of 
belief, credibility, etc. in which part of the uncertainty is possibilistic in 
nature. 
The work presented in this paper may be viewed as a further extension of 
the ideas sketched above. In essence, our main concern is with the 
development of a general theory of fuzzy or inexact variables, which are 
positive, random variables defined on a measure space. The main point in 
our theory is that we measure the expected value of an inexact variable by 
using the fuzzy integral, rather than the classical Lebesgue integral. 
The reason for doing so is that in the study of complex, ill-defined 
systems. the perturbations which occur at random, are most often subjec- 
tively evaluated. 
Our theory is related to [ 7, 171. where the idea of using fuzzy integrals as 
expectations is presented. However, in these papers, the authors do not focus 
their attention on a theory of fuzzy variables defined on a fuzzy measure 
space. 
Suppose, to start with, that (f2, .cd, P) is a probability space, and 
X: R + [O. I] is a (measurable) fuzzy subset of R (fuzzy event in Zadeh 
[20]). Of course, X is then a random variable, but we would like in this 
context to stress the point that X(o) is a “membership degree,” for any 
w E 8. 
The quantities like P(w E 0: X(o) > o) can be thought of as *‘the 
probability that the membership degree is at least a,” a E [0, 11. It is known 
(Chung [4]) that the (classical) expectation E(X) = J’n XdP can be written 
in the equivalent form 
E(X)=/.‘P{X>a\da 
-0 
(1.1) 
(the last integral being with respect to the Lebesgue measure in [0, 11). 
In a hypothesis of continuity (which will be made clear later), it can be 
shown that E(X) = P{X > CT}, for some E E [0, 1 ]. 
By considering the fuzzy integral as a subjective measure of the expec- 
tation, and in the same continuity hypothesis, we show that the “fuzzy expec- 
tation” E,(X), can be computed as 
E,(X)=P(X>C} =i3 Cl.21 
for some E E [ 0, 11. 
The meaning of this equality is: “the probability that the membership 
degree is at least (3, equals (5,” or “with probability (3, the membership degree 
is at least 5.” This cl, which shows an equilibrium between probability and 
membership degree, is our subjective measure of the expected value. 
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The above, intuitive, discussion will be made clear in Section 3. Since we 
need the fuzzy integral as a tool in our development, we give a brief review 
of the properties of this integral in Section 2. Note that the results which will 
be presented are stated in the more general case of integration with respect to 
a fuzzy measure, rather than to a probability. 
Most results in Section 2 are stated without proofs; the interested reader 
may consult Ralescu and Adams [ 141 for more details. 
In Section 3 we define the fuzzy expectation. The main result is a mean 
value theorem for the fuzzy integral. which will be applied later. We also 
discuss the relevance of this mean-value theorem to optimization with 
inexact constraints. 
In Section 4 a comparison is done between the fuzzy expectation and the 
classical expectation (when both make sense). A result in [ 171 is completed. 
In Section 5 we study a special type of dependence of inexact variables. 
called min-dependence. We prove that the expectation of the minimum of 
two min-dependent inexact variables of the continuous type. equals the 
minimum of the corresponding expectations. 
In Section 6 we study various convergence concepts for sequences of 
inexact variables. The main tool to derive our results is a Chebyshev-like 
inequality for the fuzzy integral. 
In the conclusions we briefly state some possibilities of future 
investigation. As an example of a mixture between randomness and 
fuzziness, we give a restatement of the Bayesian estimation problem in 
statistics, by using fuzzy prior information. 
2. THE FUZZY INTEGRAL 
Let X be a set and d be a a-algebra of subsets. By a fuzzy measure, we 
mean a positive, extended real-valued set function ,u: .ti’ + [0, co ] with the 
properties: 
(1) .40)=0, 
(2) A cB*~u(Al G/4@, 
(3) A, CA, c ... ,A,E~~‘=>(U~~,A,)=lim,,,~(A,), 
(4) A, 1 A, 3 .-- , A, E Ld, ,4A,) < co *~(fl?=,A,,) = lim,,, ,W,). 
This concept, as well as the fuzzy integral, to be defined later, were 
introduced by Sugeno [ 171 in a more restrictive context. 
Observe that no additivity assumption is made on p. 
Examples of fuzzy measures are: (a) any positive, a-additive measure p; 
(b) the set function p = v”, where v is a positive, u-additive measure; (c) the 
set function p(A) = A(proj A), where X= [0, I] x [0, 11, ,94 = the Bore1 
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subsets of X, A= the Lebesgue measure, and proj A is the projection of A on 
the x-axis, Note that proj A is Lebesgue measurable. although it need not be 
Bore1 measurable. 
The triple (X, M’, ,u) will be referred to as a fuzzy measure space. 
Consider a positive, measurable functionf: X-+ [0, co). The fuzzy integral 
was defined in [ 171 (in a more particular context) as 
(S)(‘fdp= v [a"\((f>alnA)], A E SY’, (2.1) 
-4 a>0 
where (f> a) = {x E X:!(x) > a}, and we denote by “V” and “A” the 
operations “sup” and “inf’ in [0, co ]. 
Another, alternative definition of the fuzzy integral is as follows: for any 
simple, measurable, positive function 
n 
s = s UIXA,? 
i=l 
(2.2) 
where we assume ui f GL] for i #j, define 
Q,(s) = Q [ai A P(A nAi)I, 
i=l 
A E .d. (2.3) 
If f: X+ [0, co) is a measurable function, define its fuzzy integral by 
1. f & = sup Q.h); 
4 
(2.4) 
the supremum being taken over all simple, measurable functions 0 < s <f: 
The equivalence of these two definitions is given by 
THEOREM 1 ([ 141). Iff: X+ [0, co) is measurable, then 
(2.5) 
It can be shown that the Lebesgue monotone convergence theorem is still 
true for the fuzzy integral: 
THEOREM 2 ([ 17, 141). If f, :X+ [0, co) are measurable, f, <fi < ... 
and f,(x) + f (x) for ever-v x E X, then 
1. f,, 4 + I’ f 4. 
“X -X 
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We denote by L’(n) the space of measurable, positive functions f. such 
that 
(2.6) 
This space is similar to L ‘@) in the classical measure theory. However. in 
our context, we can characterize this space: 
THEOREM 3 ([ 141). If f: X + [O, 00) is measurable, the following are 
equivalent, 
(4 fE L’Wq 
(b) the set (a > 0: ,u{f> a) = 03 } is bounded. 
Note. If the measure ,D is finite, it is clear that any measurable functionJ 
belongs to L’(u). 
If the fuzzy measure ,U is finite. we can prove the following theorem which 
has its counterpart in classical measure theory: 
THEOREM 4 ([ 141). Zf J X + [O. co) and the fuzzy measure ,u is finite, 
then 
(2.7) 
where the last integral is a fuzzy integral with respect to the Lebesgue 
measure in [0, 00). 
Besides the monotone convergence theorem and Fatou’s lemma, which can 
be readily generalized for the fuzzy integral (see [ 14]), we now show that 
good convergence properties hold in our context. 
We shall say that a sequence If,},, converges almost everywhere (a.e.) to 
f, if ,~{,u:f,(x) +f(x)} = 0. We say that {f,},, converges to f in measure, if 
lim ndmp(~: If,(x) -f(x)1 > E) = 0. for every E > 0. 
In the following, we shall consider a special class of fuzzy measures which 
are subadditive, i.e., 
The next theorem shows that a result which is stronger than the Lebesgue 
dominated convergence holds for the fuzzy integral. 
THEOREM 5 ([ 14 I). Suppose that {f,},, , f are measurable, positive. 
f, E L’ @), where p is a subadditive fuzzy measure. Suppose also that f,, 4 f 
in measure. Then f E L’(u) and !‘,y f, dp + j, f dp. 
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It is also shown in [ 141 that the subadditivity assumption cannot be 
dropped. 
3. INEXACT VARIABLES AND THEIR EXPECTATION 
In order to give a more accurate description of the real life situations, one 
must take into account the presence of both probabilistic and possibilistic 
perturbations. By possibilistic we mean that type of inexactness associated 
with fuzziness. 
Let us consider the following model: (0, JY’, P) is a probability space, 
X: f2 + [0, 03) a positive, random variable. The classical expectation of X is 
computed by using the Lebesgue integral 
E(X) = (L) I’ XdP. 
-0 
(3.1) 
In the very special case when X takes on the values x,, x2...., xk with 
probabilities p, , pz ,..., pk, respectively, (rf= ,pi = l), then E(X) = r:=, p,xi. 
Therefore the expectation is a weighted average of the values taken by X. 
However, in many cases, the expectation is subjectively calculated; for 
example: “the expectation to obtain heads in tossing a (biased) coin, is 
high.” 
To describe such situations when expectations are computed by having in 
mind such attributes as ordering, maximization, minimization, rather than 
the classical, arithmetic average, we shall use the fuzzy integral instead of 
the classical integral. 
More precisely, if X: 52 + [0, co) is our random variable, the (‘Jazzy) 
expectation is defined by 
E,@)=j/dP= v [aAP(X>a}]. (3.2) 
a>0 
Coming back to the particular case when X: R - [0, 11; if an inexact 
statement is made about the elements of f2, then X(w) E [0, 1 ] gives, for any 
w E R, our “degree of confidence” (or “belief’) that w will satisfy that 
inexact statement. 
In the following, we shall consider a more general situation: (0, &‘, ,D) will 
be a fuzzy measure space, where ,u is a fuzzy measure such that ,u(J?) = 1. 
Note that a fuzzy measure is considered as a measure of the degree of inex- 
actness. 
Having in mind the above interpretation, we shall call a measurable 
function X: R + [0, co), an inexact variable (or fuzzy variable). Shortly, we 
shall say that X is an i.v. 
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The e.rpectation of X is defined as suggested above: 
E,(X)=~‘ Xdp= V [ar\,n{X>a}]. 
-0 Ok0 
(3.3) 
The function F: [O. co) + [0, 1 ] defined by 
F(a)=Pu(Xhat 
is analogous to the “distribution function.” It has the properties, 
(3.4) 
(1) F(0) = 1, lim,+,, F(a) = 0. 
(2) a <P*F(a) >JW. 
(3) F is left continuous. 
An inexact variable X is of the continuous ape (or. shortly, continuous). if 
F(a) = ,U { X > a } is continuous. 
In the following, we give a basic theorem concerning the expectation of an 
i.v. of the continuous type. Although such a theorem has its counterpart in 
probability theory, the classical proof does not work and a completely 
different proof is needed in our setting: 
THEOREM 6. [f X is an is. of the continuous type, then 
E&X)=p{X>E},fir some EE (0. I]. 
Proof: Consider the function F(a) =p{X > a}, such that 
E,(X) = V [a A F(a)]. (3.5) 
Cl>0 
The function F: [0, co) -+ [0, 1 ] IS continuous, therefore, as it can be easily 
seen, it has a fixed point ts E [ 0, I]. Since F(0) = 1. d E (0, 1 ]. Let us show 
that 
E,(X)=CT=F(~S)=,U{X>C). (3.6) 
Denote by G(a) = a A F(a); we want to show that G(a) < G(C). for any 
a E [0, co). If a < 6, then F(a) > F(E) = U > a; thus 
G(a) = u < E = G(a). (3.7) 
If a > E, then F(a) <P(E) = CT < a; thus 
G(a) = F(a) < d = G(E). (3.8) 
We conclude that G(E) = supa ao G(a) = E,(X), therefore 
E~x)=cT=F(a)=p(X>~} (3.9) 
for some E E (0. 11. 
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Remark. The above theorem is a significant generalization of a result in 
optimization with fuzzy constraints, due to Tanaka et al. [ 191. If 
@: F?” + [0, l] is a costfunction, and u: iR” + [0, l] is afuzzy constraint, the 
optimization problem sup,, @ is defined in Bellman and Zadeh [2] as 
s;p @ = sup [@J(x) A u(x)]. 
XE”” 
(3.10) 
It is shown in [ 191 that: if the function F(a) = SUP,~~,(~, Q(x) is continuous, 
then supU @ = SUP,,~,,~, Q(x), for some U E (0, 11. Here L,(u) = 
(x E R”: u(x) > a} is the a-level set of U. 
As it was pointed out in Ralescu [ 151, the set function p(A) = SUP,,~ Q(u) 
is 1ror a fuzzy measure. However, Theorem 5 can be readily generalized for 
more general set-functions (see [ 151). The proof of Theorem 5 itself is an 
adaptation of our proof in [ 1, 111 for the above-mentioned result in 
optimization with inexact constraints. 
4. COMPARISON BETWEEN THE CLASSICAL EXPECTATION 
AND THE FUZZY EXPECTATION 
In this section we compare the classical expectation of a random variable 
with its fuzzy expectation. Note that this comparison makes sense, since any 
probability measure is, in particular, a fuzzy measure. 
We have to point out, however, that in the case of more general measures 
(possibility measures, for example, as in Zadeh [22]), such a comparison 
will not make sense. Indeed, a possibility measure need not be a fuzzy 
measure (see Ralescu [ 151). 
Suppose in this section that p = P is a probability measure. If 
X: R -+ [0, 1] is an i.v., 
V 
then both the fuzzy expectation E,(X) = 
o~o~l (aAPIX>al) and the classical expectation E(X) = (L) I, XdP 
make sense. Note that the Lebesgue integral is used in the last formula. 
It is shown in Sugeno [ 171 that 
I E(X) - .qX)I < 4. (4.1) 
Our problem here is to compute the supremum of the left-hand side in 
(4.1). In the following we give a complete result: we show that $ is the best 
constant, both in the general case of i.v.‘s, and in the more particular case of 
i.v.‘s of the continuous type. 
It is well known that E(X) = (L) JA P(X > a} da. Denote by 
F(a) = P(X> a}. Since for any ‘distribution” F we can find an i.v. X whose 
“distribution” is exactly F, the problem of evaluating the left-hand side in 
(4.1) can be stated in terms of F. 
409!86/1-13 
184 D. R4LESCU 
Thus, our problem is to compute 
SUP Wj)Wda-- v Ia AF(a)] 1, 
FE% O<Q<l 
where P = {F: [0, 1 ] + [0, 1 ] 1 F is nonincreasing, left-continuous and 
F(0) = 1). 
PROPOSITION 1. supFEy I(L) .iA F(a) da - Va [a A F(a)]/ = $ and rhe 
supremum is attained. 
Proof: It is shown in [ 171 that the supremum is <b. Consider the 
function 
F,(a) = 1 if O<a<f 
L =r if +<a<l. 
(4.3) 
We observe that I(L) J’A F,(a) da - V [a A F,(a)]1 = f. which shows that 
the supremum is attained. 
We now restrict our attention to inexact variables of the continuous type. 
The problem is to compute: supFEY 11: F(a) da - Va [a A F(a)]l, where 
= {FE 2’: F is continuous}. 
We have the following result: 
THEOREM 7. supfcr I(L) j: F(a) da - Va [a A F(a)]1 = $, and the 
supremum is not attained. 
Proof. By using Theorem 6. we have, for an FE?“: 
V OGac, [a A\(a)] =F(E)=E. for some ZE (0, 11. 
Also since (L) j: F(a) d a can be thought of as an area, we obtain 
sup 
FE7 
(L) [’ F(a) da - V [a A F(a)] 
-0 
= sop I(B + C) - (A + C)l 
Ii 
= sup IB-AI. 
FEP 
(4.4) 
The notations are as illustrated below: 
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Two cases are to be considered: A > B and B > A. If A > B, then 
sup, (A -B) < d since A Q & B > 0. Observe that a is the maximum area of 
an inscribed rectangle, as in the illustration 
max M = l/4 
In the same way, if B > A, then sup,(B -A) < i. Therefore sup, (A -B 1 = 
max( sup, &4 -B), sup, ,.,,(B -A)} < b. To show that sup IA -B I = $, we 
have to show that we can get closer and closer to f by FE 17 .. The next 
illustration shows that there is a sequence {F,}, with IA,, - B,I * f: 
To show that sup IA - BI is not attained, we consider the same cases. If 
(3)F,Er‘with (A,-BB,l=a, supposeA,>B,. Then A,,=:, B,=O. But 
B, = 0 implies F,, = 0 on (0, 11, i.e., F,, is not continuous at 0. If B, > A,,, 
then B, = {, A, = 0. But A,, = 0 implies F,(a) = 1 for all a, and B, # $ in 
this case. 
5. A CONCEPT OF DEPENDENCE OF INEXACT VARIABLES 
The concept of independence for inexact variables is not yet thoroughly 
studied. There are different definitions of independence and such a discussion 
also implies a study of the conditional fuzzy measures, or possibility 
measures (see [ 13,221). 
In this section we take a different point of view: we study a concept of 
dependence for inexact variables. 
Recall that we are given a fuzzy measure space (Q, &‘,,u), such that 
p(n)= 1. 
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Two inexact variables X, Y: R + [0, co) are said to be m-dependent if 
iu(lx~atnIy~Pt)=lu{x~at wwPt. (5.1) 
If we denote by F, G the “distribution” of X. Y. respectively, 
F(a)=~{X~a}.G(a)=~{Y~a},andifM(a,~)=~({X~a}~(Y~~})is 
the “joint distribution.” then X. Y are m-dependent if and only if 
M(a, P) = F(a) A G(P). (5.2) 
The concept of m-dependence can be defined similarly for any family (XoiE, 
of inexact variables. 
It is well known that. if X, Y are two stochatically independent random 
variables (i.e., P(X>a, Y>,/l} =P(X>a) .P( Y>//3}). then 
E(X . Y) = E(X) . E(Y), (5.3) 
where E stands for the classical expectation. 
Our main goal in this section is to give a result of this type for inexact 
variables. To be able to do this, we have to restrict our attention to inexact 
variables of the continous type. We first need 
LEMMA 1. If X. Y are m-dependent i.p.‘s of the continuous type. then 
X A Y is of the continuous type. 
Proof: Denote by F(a)=p(X>a}, G(a)=p{Yha}. We have 
H(a)=p(XA Y>a) 
(5.4) 
=Pu(X>at Apu(Y>at 
= F(a) A G(a) 
since X, Y are m-dependent. Thus. since F, G are continuous. H = F A G will 
be continuous. The main result is the counterpart of (5.3) for fuzzy 
variables: 
THEOREM 8. If X, Y are m-dependent i.v.‘s of the continuous type, then 
E,(XA Y)=EXX)AE,(Y). (5.5) 
Proof. We use the same notations as in Lemma 1: F(a) = p{X 2 a 1. 
G(a)=p{YYat, H(a)=,u{XA Y>at=F(a)AG(a). Then E,JX)= 
VO[aAF(a)], ~,(Y)=v,[aAG(a)l and E,(XAY)=V,(aAH(a)], 
where the suprema are taken over a E [0, 11. 
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We have E,(X A Y) = Va [a A F(a) A G(a)] = E = F(E) A G(E), for some 
E E (0, 11, by using Theorem 6. 
Analogously, we obtain 
E,(X) = v [a A F(a)] = p= F@), 
n 
E,(Y) = V [a A G(a)] = I= G(y) 
a 
(5.6) 
(5.7) 
for some fi, 7 E (0, 11. 
We have to show that E =pA 7. We can suppose, without any loss in 
generality, that fi < jL Thus, we have to show that U = fi 
Suppose E < /?. Then we obtain 
(since F, G are nonincreasing, and U ( /? < 7 in this case). Thus Cr > /I? which 
is a contradiction. 
Suppose the converse: E > j. Then 
F(a) > F(a) A G(E) = E > j?= F@) > F(a) (5.8) 
which is again a contradiction. This ends the proof. 
6: CONVERGENCE CONCEPTS 
Various convergence concepts can be introduced for sequences of inexact 
variables. We use in this section a fuzzy measure space (Q, &‘, p), with the 
assumption that p(Q) < co. We say that (X,,}, converges almost everywhere 
(a.e.) to X, if ,u{c(, E R 1 X,(w) + X(w)} = 0. We say that (X,,}, converges in 
measure to X, denoted X,, --t’ X, if 
;ff”, Pu(U I IX,(w) - X(w)1 > El = 0 (6.1) 
for every E > 0. We say that {X,} converges to X in mean of order p, p > 0, 
if lim n+cc~,4&--lP)=0 ( w h ere E, is the fuzzy expectation, as defined in 
Section 3). 
Some relations between these types of convergence are studied below. A 
surprising feature of at least some results is that classical theorems of 
probability theory are still valid, even if the measure is a fuzzy measure and 
the integral is the fuzzy integral. 
A first sample of such a result is the following: 
THEOREM 9. If X,+X a.e. then X, -+’ X. 
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ProoJ The classical proof “almost” works! Indeed, let us suppose that 
X, -+X a.e. Then, if N = (w E R: X,,(w) -+ X(o)}, it follows that p(N) = 0. It 
can be shown that 
cc ,cc 
N=u nA, 
k=l n=l 
(6.2) 
where A,(l/k) = lJ;==, (w: IX,(w) -X(w)/ > l/k). Denote by B, = 
(-);=, A,(l/k); thus N= u;:, B,. Since p(N) = 0, we get p(Bk) = 0, 
(V) k = 1, 2,.... Observe that (A,( l/k)}, is decreasing in n, therefore, since p 
is a finite fuzzy measure: 
O=p(B,)=limp . 
n-cc. (6.3 1 
Thus lim,+ ~ p[lJFZn (1X,-X1> l/k}] =O. (V)k= 1.2,3 ,.... It follows that 
lim .4Pru~~, Il+xl2~\1=0 for any & > 0. Thus 
lim .,,jf(jX, -XI > E}) = 0, i.e., X,+X in measure. 
We prove in the following that convergence in mean of order p also 
implies convergence in measure. For this, we need the counterpart of the 
Chebyshev inequality, for inexact variables. This is given in the following: 
THEOREM 10. Zf $: [0, co) -+ (0, 03) is an increasing, continuous 
function, and X: LJ + [O. co) is an inexact tlariable. then, for each E > 0 we 
have 
Proof. We start with the right-hand side: 
Note that the above is the fuzzy integral and the last equality follows by 
using the property 
!l cdp=cAp(A), c E [O, co). (6.6) 
The most familiar application of Theorem 10 is when we choose 4(x) = xp 
for p > 0. The Chebyshev inequality for inexact variables takes the form 
p{X> E} A &P<qXq. (6.7) 
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THEOREM 11. If {X,, } is a sequence of inexact variables and X,, -+ X in 
mean of order p, p > 0, then X,, +X in measure. 
Proof. Take E > 0 and apply the Chebyshev inequality 
P({lX, --x1 > El) A -9 < Ejw” -Xl”). (6.8) 
Since the right-hand side goes to 0 by hypothesis, we obtain 
lim,+, [,u({~X,--Xl >&})A E”] =O, for any E > 0. Fix an E > 0, and 
suppose, by contradiction, that ,u{I X, - X( > E) + 0. Then, for a subsequence 
Kktk we get p(lX,k-Xl>E}-+afO. Then. it follows that 
Pwn,-xla~w~ p -+ a A eP # 0, a contradiction. 
Thus lim ,+,,D{IX,-Xl>&} =O, i.e., X,+X in measure. 
A surprising result is given in the following theorem which shows that 
convergence almost everywhere implies the convergence of the- expected 
values. This is certainly not the case in classical probability theory. 
THEOREM 12. if the fuzzy measure ,u is subadditive, and X,, +X a.e., 
then E,(X,,) + E&Y). 
ProoJ We use Theorems 5 and 9. 
Let us now define a concept of “weak” convergence for a sequence of 
inexact variables. Let {X,1,, and X be i.v.3. We say that X, -+X weakly, 
denoted by X,, +H’k X, if F,(a) -F(a) at every point of continuity of F, 
where F,(a)=,u(X,>at, F(a)=,u(X>at. 
The following theorem shows that weak convergence to an i.v. of the 
continuous type implies convergence of the moments of order p > 0, 
uniformly in p: 
THEOREM 13. Let IX,,),, be a sequence of i.v.‘s, such that X, -+Wk X and 
X is of the continuous type. Then Ekpn) -+ E,(p) uniformly in p > 0. 
Proof. Denote by FJa)=,u{X,,>at, F(a)=p{X>aaJ. Since F is 
continuous, X, -+ wk X implies F,(a) --t F(a) everywhere. A classical result 
from probability theory (see Billingsley [3]) implies now that F, -+ F 
uniformly. 
We have the inequality 
IE,-@‘3-&W’)I= V(aACr(X”,~at)-vVaA~(XP~at) 
L( a 
~supIaA~{XP,~at-aA~{XP~a)I. (6.9) a 
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Now, by using the elementary equality 
aAb= a+b-la-b1 
2 
(6.10) 
weget IaAb--aAcl<jb--cl for anya,b,cER. Therefore 
= s”op IFAA - em (6.11) 
Since F,, -+ F uniformly, we get the desired conclusion: E,(XE)+ E,(Xp) 
uniformly in p > 0. 
Let us now introduce another type of convergence; we say that X, + X 
weakly in measure, denoted by X,, -J-“~ X, if F, + F in measure (i.e., 
A(IF,-FI>eJ+O as n+co, for any E > 0. where A is the Lebesgue 
measure in 10. co)). 
THEOREM 14. rf X, +U-wk X, then E,JX,,) + E&T). 
Proof. From Theorem 4 we can write 
EXX,)= /. Xndp=j”xp(X,>a/da= [.x F,(a)da. 
-’ R -0 . 0 
(6.12) 
where the last integral is a fuzzy integral with respect to the Lebesgue 
measure 1 in [0, co). 
Now, since F, -+.’ F, by using Theorem 5 we can write 
.fF F,(a) da + .I”,” F(a) da. This shows that E,(X,,) -+ E,(X). 
COROLLARY 1. If (X,, 1 is a sequence of ix.‘s such that X, : Q + [O. 11, 
then X, -+h’k X implies EAX,,) + EAX). 
Proof: Since E,(X,J = J’n X,, & = J‘A p( X, > a} da, Theorem 12 can be 
used rather than Theorem 5. 
We end this section with a special result, concerning the convergence of 
the sequence of moments { EAX”) J,, . 
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THEOREM 15. If X: Sz + [0, l] is an i.v. of the continuous type, then 
lim n-oo E#c”) =p(X= l}. 
Proof. Denote by F(a) =p{X> a}; we have 
I?#?)= V [aAp{X”>at]=V [aAp(X>a’,‘“t] 
O$U<l a 
= V [a A F(a”“)]. (6.13) 
cl 
Since X is of the continuous type, from Theorem 6 we obtain 
(3) a, E (0, I] with ELF) = a,, = F(a:“), n = 1,2,3,.... We claim that (an},, 
is decreasing. Indeed X” ” <X”, thus E,(X’+‘) <E,(X”). i.e., a,,, <a,,. 
Thus lim,_, a,, exists; we show that 
lim a, = F( 1) =p{X= l}. 
n-m 
(6.14) 
Since a, = F(ak’“) and a, < 1, it follows that F(ay”) > F(l), i.e., a, >, F( 1). 
By taking the limit in a, = F(aA’“), since F is continuous, we get 
lim n+m a, =F(l). 
7. CONCLUDING REMARKS 
This point of view of computing the expected value by using the fuzzy 
integral, has already been applied in the subjective evaluation of patterns 
[18] and in forecast evaluation [7]. More applications seem promising. One 
of them is related to the information granularity, as defined by Zadeh [23]. 
Indeed we can apply the fuzzy integral to the analysis of granular evidence, 
or for computing possibilities of inexact events. 
Another major possibility of applications will be in a restatement of the 
Bayesian approach to estimation theory in statistics. 
Indeed, let us suppose a random sample X,,X*,,.., X, coming from a 
density&(x), where 8 E 0 (the parameter space). To estimate 19, we are given 
a loss function L(8,6), where 6 is any estimator. Since the random sample is 
actually observed, this information is probabilistic and we can define the risk 
function R(B, 6) = (L) J’ L(B, G(x))&,(x) dx, by using the Lebesgue integral. 
The major assumption in the Bayesian point of view is that the prior infor- 
mation, concerning the unknown parameter 19 E 0, is also probabilistic, given 
as a probability distribution on 0. 
A more realistic approach suggests itself: because the prior knowledge is 
imprecise, subjective, related with belief and approximation, it would be 
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appropriate to assume that the prior information is presented as a fuzzy 
measure (or possibility measure) ,D. Then the Bayes risk will be 
where this is a fuzzy integral with respect to ,u. 
Finally, the Bayes estimator (in the presence of a possibilistic prior 
knowledge) will be 6, such that r(@&) = inf, r(O, 6). 
We shall investigate the possibilities of solving this problem in a future 
paper. 
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