A set of necessary conditions for existence of a large set of a t-design,
Introduction
Let v, k, t, and λ be integers with v ≥ k ≥ t ≥ 0 and λ ≥ 1. A t-(v, k, λ) design is a collection B of k-subsets of a v-set X such that every t-subset of X occurs exactly λ times in B.
A large set of disjoint t-(v, k, λ) designs, denoted by LS(λ; t, k, v), is a partition of the k-subsets of a v-set into t-(v, k, λ) designs. The number of designs in partition equals to Let l p be the smallest power of p such that l < p lp . Now we have the following important lemma.
Lemma 4. Let p α be a prime power and let m 1 , m 2 , and l be integers such that
Proof. If i > l p and
. We take the minimal chain
So i α ≤ p lp+α−1 ,and for s = 1, · · · , α we have
More on the Necessary Conditions
In this section we state the necessary conditions in terms of some congruency relations.
Theorem 1. Let p α be a prime power. Then v ∈ B(p α ; t, k) iff one of the followings hold:
Hence
and we have v 0 ∈ B(p α ; t, k).
Taking k − j = i, we have
By Lucas' lemma, one can easily see that g.c.d.{
k). This completes the proof. 2
For k = t + 1, we can completely characterize all the feasible v's. To do this, we have the following lemma.
Lemma 5. Let n be an integer with a prime factorization
Proof. We use the following result of Teirlinck [16] :
If v ∈ B(n; t, t + 1), then p
. Therefore, we must have p
Main Results
In this section we prove a theorem with recursive nature and then obtain some results on large sets for n = 3.
Theorem 2. Let t and k be integers such that k > t + 1 and let p α be a prime power.
Assume that the following conditions are satisfied:
Therefore, by iii), we have p kp+α−1 + t ∈ A(p α ; t, p kp+α−1 + t − k) and hence,
To proceed, first we assume that v 0 = p kp+α−1 + t + l in which 0 < l < k − t. By i), we
A(p α ; t, k−l+i). So by Lemma 1 we conclude that v 0 ∈ A(p α ; t, k).
Now we let k + t < v 0 < 2k and v 0 ∈ B(p α ; t, k). Then t < v 0 − k < k and therefore
. From this and the above paragraphs, we conclude that v 0 ∈ A(p α ; t, k). Now, in Lemma 2, by substituting p kp+α−1 + t for v, and v 0 for u, we obtain v ∈ A(p α ; t, k). This completes the proof. 2
Proof. By Theorem 1, the proof is straightforward. For larger values of k, we have Theorem 7. But first we need the following lemma and theorems [2] .
Lemma 7.
If a LS(1/n; t, k, v) and a LS(1/n; t, k + 1, v) exist, then a LS(1/n; t, k + 1, v + 1) also exist. We can say something further.
Theorem 6.
If a LS(1/p; t, k, v) exists, then a LS(1/p; t, pk + i, pv + j) exists for
Proof. From LS(1/p; t, k, v) , we have LS(1/p; t − 1, k, v − 1) and so by Theorem 4 we have LS(1/p; t, pk+i, pv) for 1 ≤ j ≤ p−1. By Theorem 5, there exists a LS(1/p; t, pk, pv).
From LS(1/p; t − 1, k − 1, v − 1) and Theroem 4 we have LS(1/p; t, pk − p + i, pv) for 1 ≤ i ≤ p − 1. Putting all these together, there exists a LS(1/p; t, pk + i, pv) for −p+1 ≤ i ≤ p−1. Now by Lemma 7, there exist LS(1/p; t, pk+i, pv+j) for 0 ≤ j ≤ 2p−2 and −p + j + 1 ≤ i ≤ p − 1. 2
Utilizing Theorem 6, the following theorem is immediate.
Theorem 7. Let t = 2, 3, or 4, t < k ≤ 8, and v ≡ t, · · · , k − 1 (mod 9), then a LS(1/3; t, 3 α k + r, 3 α v + s) exists for α ≥ 0 and 0 ≤ r, s ≤ 3 α − 1.
