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Zusammenfassung
In dieser Arbeit werden die Modulationsräume von gemischt-gewichteten Lebesgue-
Räumen auf Modulationsräume von Orlicz-Räumen und gemischten Orlicz-Räumen er-
weitert sowie deren Eigenschaften analysiert. Insbesondere charakterisieren wir Einbet-
tungen dieser Räume und beweisen Entropie-Abschätzungen für die Kurzzeit-Fourier-
transformierte.
Die klassischen Modulationsräume sind Banachräume von Funktionen, deren Zeit-Fre-
quenz-Verhalten durch die Norm ihrer Kurzzeit-Fouriertransformierten quantifiziert
wird. Der Modulationsraum Mp,q besteht aus allen temperierten Distributionen, deren
Kurzzeit-Fouriertransformierte im gemischten Lebesgue-Raum Lp,q liegt. Diese Idee er-
weitern wir auf Orlicz-Räume und gemischte Orlicz-Räume.
Klassische Modulationsräume lassen sich als Coorbiträume auffassen. Ebenso kann man
diese Räume ohne expliziten Verweis auf diese Theorie direkt als Räume temperierter
Distributionen definieren, siehe [Grö01]. Diese doppelte Sichtweise wird in dieser Arbeit
für Orlicz-Modulationsräume systematisch entwickelt.
Kapitel 1 und 3 stellen die wesentlichen Resultate aus der Zeit-Frequenz-Analyse und
der Theorie der Orlicz-Räume zusammen. Definitionen und Eigenschaften von Young-
Funktionen Φ und den assoziierten Orlicz-Räumen LΦ werden erläutert und gemischte
Orlicz-Räume LΦ1Φ2 werden als Räume vektorwertiger Funktionen eingeführt. Anschlie-
ßend untersuchen wir insbesondere die für die Zeit-Frequenz-Analyse und die Coorbit-
Theorie benötigten Eigenschaften dieser Räume. Dabei spielt in wiederholter Weise die
∆2-Bedingung eine zentrale Rolle.
Darauf aufbauend definieren wir in Kapitel 4 die Orlicz-Modulationsräume und die
gemischten Orlicz-Modulationsräume. Wir zeigen, dass die Orlicz-Modulationsräume
wohldefinierte Banachräume sind, wenn die Young-Funktion und ihre komplemen-
täre Funktion stetig sind. Eine entsprechende Aussage gilt auch für die gemischten
Orlicz-Modulationsräume unter der Annahme, dass die Young-Funktionen stetig sind,
die ∆2-Bedingung erfüllen und die komplementären Funktionen ebenfalls stetig sind.
Dabei werden wir einerseits die Ergebnisse der Coorbit-Theorie aus Kapitel 2 nutzen
und andererseits die Beweise mittels funktionalanalytischer Methoden in Anlehnung an
[Grö01] führen. Beide Herangehensweisen erfordern die ∆2-Bedingung, deren Rolle wir
daher ausführlich in Kapitel 5 erläutern.
In Abschnitt 4.5 geben wir eine Charakterisierung der Einbettungen zwischen Mo-
dulationsräumen mittels Young-Funktionen an. Desweiteren benutzen wir ein Resul-
tat aus der Arbeit [GG02] zur Herleitung von Bedingungen, unter denen eine Ein-
bettung von Fourier-Lebesgue-Räumen in den Modulationsraum zur Young-Funktion
Φ(x) = |x|p ln(|x|+ 1) gegeben ist.
Im letzten Kapitel beschäftigen wir uns schließlich mit dem Thema Entropie. Wir leiten
hinreichende Bedingungen her, unter denen die Diskretisierung der Entropie die stetige
Entropie der Kurzzeit-Fouriertransformierten approximiert, und wir beweisen neue Ab-
schätzungen für die stetige Entropie der Kurzzeit-Fouriertransformierten einer Funktion
in einem geeigneten Modulationsraum.
i
Summary
In this thesis we extend the definition of modulation spaces associated to mixed-norm
Lebesgue spaces to Orlicz spaces and mixed-norm Orlicz spaces and analyse their pro-
perties. In particular we characterize embedding relations between these spaces and
prove entropy inequalities of the short-time Fourier transform.
The basic idea of modulation spaces is to impose a norm on the short-time Fourier
transform of tempered distributions that leads to Banach spaces of distributions with
a given time-frequency behavior. The modulation space Mp,q consists of all tempered
distributions such that the short-time Fourier transform is a function in the mixed-norm
Lebesgue space Lp,q. We extend this concept and examine modulation spaces associated
to Orlicz spaces and mixed-norm Orlicz spaces.
The classical modulation spaces can be understood as Coorbit spaces, but can also be di-
rectly defined as spaces of tempered distributions without explicit reference to Coorbit
theory see [Grö01]. This double perspective is also developed systematically for Orlicz-
modulation spaces in this work.
Chapters 1 and 3 present the essential results from the time frequency analysis and the
theory of Orlicz spaces. Definitions and properties of the Young functions Φ and the
associated Orlicz spaces LΦ are being discussed. The mixed Orlicz spaces LΦ1Φ2 are in-
troduced as spaces of vector valued functions. We then examine the properties required
for the time frequency analysis and Coorbit theory of these spaces. Here the ∆2 conditi-
on repeatedly plays a central role.
Based on this, in chapter 4 we define the modulation spaces associated to Orlicz spaces
and mixed-norm Orlicz spaces. These spaces consist of tempered distributions, who-
se short-time Fourier transform is a function contained in the Orlicz space or in the
mixed-norm Orlicz space respectively. We show that the Orlicz modulation spaces are
well-defined Banach spaces as long as the Young function and its complementary func-
tion are continuous. A corresponding statement also applies to mixed-norm Orlicz mo-
dulation spaces assuming that the Young functions are continuous and satisfy the ∆2
condition and that the complementary functions are also continuous. In our proofs we
will therefore use results from Coorbit theory, presented in chapter 2. Besides we will
also give alternative proofs solely by means of functional analytical methods, similar to
the reasoning in [Grö01]. In both approaches, we need the ∆2 condition, whose role we
therefore discuss in detail in chapter 5.
In section 4.5 we give a characterization of embeddings of Orlicz modulation spaces by
using relations of Young functions. Furthermore we derive conditions under which an
embedding of Fourier-Lebesgue spaces into the modulation space with respect to the
Young function Φ(x) = |x|p ln(|x|+ 1) is valid.
We finally deal with entropy in chapter 6. We derive sufficient conditions under which
the discretization of the entropy approximates the continuous entropy of the short-time
Fourier transform. Additionally we prove new estimates for the continuous entropy of
the short-time Fourier transform under the assumption that the function lies in a suitable
modulation space.
ii
Einleitung
In der klassischen Fourieranalyse gibt es zwei komplementäre Möglichkeiten eine
Funktion zu beschreiben: Die Funktion f selbst und die Fouriertransformierte fˆ die-
ser Funktion. Dabei ist die Funktion f beispielsweise ein akustisches Signal und der
Funktionswert f (x) beschreibt das zeitliche Verhalten dieser Funktion zu einem Zeit-
punkt x. Dahingegen gibt fˆ (ω) das Frequenzspektrum zu einer bestimmten Frequenz
ω wieder. Die Fourieranalyse versucht Eigenschaften von f aus Eigenschaften von fˆ
und umgekehrt zu folgern. Eine der bedeutensten Erkenntnisse in diesem Zusam-
menhang ist sicherlich, dass die Glattheit der Funktion f ein Abklingverhalten von
fˆ impliziert und umgekehrt. Entsprechend der gewählten Darstellung ist entweder
das zeitliche Verhalten oder die Frequenzänderung des Signals besser erkennbar. Die
Zeit-Frequenz-Analyse beschäftigt sich mit zweidimensionalen Darstellungen, die die
Eigenschaften der Funktion und ihrer Fouriertransformierten in einer Funktion verei-
nen. Die bekannteste Darstellung dieser Art ist die Kurzzeit-Fouriertransformierte Vg f
mit
Vg f (x, w) =
∫
Rd
f (t)g(t− x)e−2piit·w dt.
Diese Transformation charakterisiert das vorkommende Frequenzspektrum von f in
einem um x zentrierten, durch die Fenster-Funktion g festgelegten Bereich. Die re-
sultierende Funktion gibt sowohl Informationen über das zeitliche Verhalten als auch
über das Frequenzverhalten von f wieder.
Die Kurzzeit-Fouriertransformierte geht wesentlich in die Definition der Modu-
lationsräume ein. Diese Räume beinhalten alle temperierten Distributionen, deren
Kurzzeit-Fouriertransformierte eine bestimmte Integrationsbedingung erfüllen. Ein An-
wendungsbeispiel eines bestimmten Modulationsraumes ist bei der Behandlung par-
tieller Differentialgleichungen gegeben. Hierbei betrachtet man oftmals die sogenann-
ten Sobolev-Räume. Die Norm dieser Räume kombiniert die Lp-Norm der Funktion
selbst und ihrer Ableitungen (im Distributionensinne), wodurch Integrierbarkeits- und
(schwache) Regularitätseigenschaften der Funktion erfasst werden. Betrachtet man
speziell die L2-Norm, so erhält man den Bessel-Potential-Raum
Hs(Rd) = Ws,2(Rd) = { f ∈ L2(Rd) : Dα f ∈ L2(Rd)∀ |α| 6 s}
mit der Norm
‖ f ‖Ws,2 =
(
∑
|α|6s
‖Dα f ‖2L2
) 1
2
.
iii
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Im Kontext der Zeit-Frequenz-Analyse kann man den Raum auch wie folgt beschrei-
ben:
Hs(Rd) = { f ∈ L2(Rd) :
∫
Rd
∣∣∣ fˆ (w)∣∣∣2 (1+ |w|2)s dw < ∞}.
Die Regularität der Funktion wird durch das Abklingverhalten der Fouriertransfor-
mierten dargestellt. Fasst man den Term (1 + |w|)s als frequenzabhängiges Gewicht
ms auf, so kann man den Bessel-Potential-Raum Hs auch als Modulationsraum M2,2ms
intepretieren. Dieser Modulationsraum ist ein Spezialfall der Modulationsräume von
gemischt-gewichteten Lebesgue-Räumen. Die gemischt-gewichteten Lebesgue-Räume
sind eine Erweiterung der klassischen Lebesgue-Räume. Genauer betrachtet enthalten
sie die messbaren Funktionen auf R2d, für die die Norm
‖ f ‖Lp,qm = ‖ω 7→ ‖ f (·,ω)‖Lpm(·,ω)‖Lq =
 ∫
Rd
 ∫
Rd
| f (x,ω)|p m(x,ω)p dx

q
p
dω

1
q
endlich ist. Der zugehörige Modulationsraum Mp,qm ist somit der Raum der temperier-
ten Distributionen f , deren Kurzzeit-Fouriertransformierte im gemischt-gewichteten
Lebesgue-Raum liegt. Folglich ist also
Mp,qm = { f ∈ S ′(Rd) : Vg f ∈ Lp,qm (R2d)}
mit der Norm
‖ f ‖Mp,qm = ‖Vg f ‖Lp,qm .
Die Gewichtsfunktion m legt dabei das Abklingverhalten der Kurzzeit-Fouriertrans-
formierten auf der Zeit-Frequenz-Ebene fest und die Integrierbarkeitseigenschaften
der Kurzzeit-Fouriertransformierten bestimmen das Zeit-Frequenz-Verhalten der Dis-
tributionen.
Im Folgenden wollen wir diese Idee erweitern, indem wir Modulationsräume von
Orlicz-Räumen definieren. Entsprechend den Lp-Räumen enthalten diese Räume mess-
bare Funktionen f , die einer Integrationsbedingung genügen. Konkret wird verlangt,
dass das Integral ∫
Rd
Φ (α | f (x)|) dx
für ein α > 0 endlich sein muss. Die Funktion Φ ist hierbei eine sogenannte Young-
Funktion (vergleiche Abschnitt 3.1). Ist Φ(x) = |x|p mit 1 6 p < ∞, so ergibt sich
die Lp-Norm. Der obigen Definition entsprechend definieren wir die Orlicz-Modu-
lationsräume als die Räume der temperierten Distributionen, für die die Kurzzeit-
Fouriertransformierte im entsprechenden Orlicz-Raum liegt. Genauer betrachtet ist
der Orlicz-Modulationsraum gegeben durch
MΦ(Rd) = { f ∈ S ′(Rd) : Vg f ∈ LΦ(R2d)}.
iv
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Um diese Theorie grundlegend aufzubauen, werden wir im ersten Kapitel die Kurzzeit-
Fouriertransformation definieren und ihre Abhängigkeit von der Fenster-Funktion g
analysieren. Zu Beginn des zweiten Kapitels werden wir zunächst die Young-Funktion-
en behandeln, bevor wir die Orlicz-Räume einführen. Im Anschluss werden wir eini-
ge grundlegende Eigenschaften dieser Räume aufführen und sehen, dass die meisten
bekannten Resultate, die für Lp-Räume gelten, entsprechend übertragen werden kön-
nen. Es bedarf jedoch etwas Achtsamkeit bei strukturellen Aussagen über diese Räu-
me. Man benötigt eine zusätzliche Voraussetzung, die das Wachstumsverhalten der
Young-Funktionen kontrolliert, die sogenannte ∆2-Bedingung. Dabei muss die Young-
Funktion Φ für ein C > 0 und für alle 0 6 x die Ungleichung
Φ(2x) 6 CΦ(x) (0.1)
erfüllen. Insbesondere sichert diese Wachstumsbedingung die Gültigkeit des Satzes
der majorisierten Konvergenz als Variante für Orlicz-Räume und tritt daher als zu-
sätzliche Voraussetzung in mehreren Sätzen auf. Im Fall der Lebesgue-Räume ist die
∆2-Bedingung immer erfüllt.
Darauf aufbauend definieren wir in Kapitel 4 die Orlicz-Modulationsräume. Wir zei-
gen entsprechend Gröchenigs Analyse der Mp,qm -Modulationsräume in [Grö01], dass
die Orlicz-Modulationsräume wohldefinierte Banachräume sind. Desweiteren charak-
terisieren wir den Dualraum des Orlicz-Modulationsraumes. Eine Erweiterung dieser
Räume ist möglich, indem man statt skalarwertiger Funktionen f : Rd → C banach-
raumwertige Funktionen f : Rd → X betrachtet, wobei (X, ‖·‖) ein Banachraum ist.
In diesem Fall definiert man den gemischten Orlicz-Raum LΦX zur Young-Funktion Φ
als den Raum der stark-messbaren Funktionen, für die das Integral∫
Rd
Φ (α‖ f (x)‖) dx
für ein α > 0 endlich ist. Folglich sind die gemischten Orlicz-Modulationsräume defi-
niert durch
MΦX(Rd) = { f ∈ S ′(Rd) : Vg f ∈ LΦX(R2d)}.
Wir wählen als speziellen Banachraum einen Orlicz-Raum zu einer Young-Funktion
Φ2. Wir werden zeigen, dass die Resultate, die für Orlicz-Räume gelten, auf gemisch-
te Orlicz-Räume erweitert werden können. Ebenso werden wir beweisen, dass auch
die gemischten Orlicz-Modulationsräume MΦ1Φ2 zu den Young-Funktionen Φ1,Φ2
wiederum Banachräume bilden. Dazu ist jedoch erforderlich, dass die beiden Young-
Funktionen stetig sind und die ∆2-Bedingung (0.1) erfüllen.
Aus gruppentheoretischer Sicht können Modulationsräume auch als Coorbiträume
aufgefasst werden. Die Theorie der Coorbiträume wurde um 1990 von Feichtinger und
Gröchenig entwickelt. Ausgangspunkt ist eine irreduzible, unitäre und quadratisch
integrierbare Darstellung pi einer lokalkompakten Gruppe G über einem Hilbertraum
H. Mit Hilfe dieser Darstellung lässt sich die Wavelet-Transformation einer Funktion
v
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f ∈ G bezüglich g ∈ H durch Wg( f )(x) := 〈pi(x)g, f 〉H definieren. Die Kurzzeit-
Fouriertransformierte ist ein Spezialfall dieser Transformation, wobei die lokalkom-
pakte Gruppe die Heisenberggruppe ist. In dieser abstrakten Situation ist der Coor-
bitraum durch die Menge der Elemente f eines abstrakten Reservoirs gegeben, deren
Transformation Wg f ein Element eines bestimmten Banach-Funktionenraums Y ist.
Durch die Wahl der Heisenberggruppe kann dieses Reservoir konkreter als der Raum
der temperierten Distributionen gewählt werden (siehe Kapitel 2). Die Sichtweise der
Coorbit-Theorie ist in mehreren Beweisen hilfreich und ermöglicht es, die Aussagen
in Kapitel 4.1 einerseits gruppentheoretisch und andererseits mittels funktionalanalyti-
scher Methoden herzuleiten. Letztere Beweisführung ist insbesondere im Hinblick auf
Anwendungen leichter zugänglich. Jedoch ist im Fall der gemischten Orlicz-Räume
die ∆2-Bedingung sowohl in der abstrakteren gruppentheoretischen, als auch bei der
funktionalanalytischen Herangehensweise als Voraussetzung unerlässlich. Bereits in
[FG89a] wird erwähnt, dass die Coorbit-Theorie ohne weitere Voraussetzungen auf
die Orlicz-Räume angewendet werden kann. Wir haben jedoch (in der vorliegenden
Arbeit) bei der Überprüfung der benötigten Voraussetzungen festgestellt, dass im All-
gemeinen eine direkte Anwendung dieser Theorie nicht ohne Voraussetzung der ∆2-
Bedingung möglich ist. Insbesondere ist die Solidität des gemischten Orlicz-Raumes
nur dann gegeben, wenn die zugehörigen Young-Funktionen die ∆2-Bedingung er-
füllen. Wir wenden uns daher dieser speziellen Voraussetzung in Kapitel 5 zu und
erläutern, an welchen Stellen der Arbeit die Bedingung eingeht.
In Abschnitt 4.5 befassen wir uns mit Einbettungsaussagen zwischen Orlicz-Modula-
tionsräumen. Mit Hilfe der Coorbit-Theorie folgern wir, dass zwei Orlicz-Modulations-
räume genau dann ineinander eingebettet sind, wenn die zugehörigen Folgenräu-
me ebenfalls ineinander eingebettet sind. Daher betrachten wir zunächst die Ein-
bettungen der Folgenräume. Diese lassen sich mit Hilfe von Bedingungen an die
Young-Funktionen beschreiben, und es ergibt sich das folgende Resultat für Orlicz-
Modulationsräume: Für Paare stetiger Young-Funktionen (Φi,Ψi) mit i = 1, 2 gilt
MΦ1 ↪→ MΦ2 ⇔ ∃ C, k, t0 > 0 : Φ2(t) 6 CΦ1(kt) ∀0 6 t 6 t0.
Im Fall der gemischten Orlicz-Modulationsräume erhalten wir für die Paare stetiger
Young-Funktionen (Φ1,Ψ1), (Φ2,Ψ2), (Φ˜1, Ψ˜1), (Φ˜2, Ψ˜2), die die ∆2-Bedingung erfül-
len, die Aussage:
MΦ1Φ˜1 ↪→ MΦ2Φ˜2 ⇔ ∃ C1, C2, K1, K2, t1, t2 > 0 : Φ2(t) 6 C1Φ1(K1t) ∀0 6 t 6 t1
und Φ˜2(t) 6 C2Φ˜1(K2t) ∀0 6 t 6 t2.
Somit sind wir in der Lage, anhand expliziter Ordnungsbeziehungen zwischen den
Young-Funktionen die Einbettungen der zugehörigen Orlicz-Modulationsräume zu
charakterisieren. Motiviert wird die Untersuchung der Einbettungen durch die Arbeit
[GG02] von Galperin und Gröchenig, in der Unschärferelationen aus Einbettungsaus-
sagen der klassischen Modulationsräume in Fourier-Lebesgue-Räume abgeleitet wer-
den. Unter einer Unschärferelation versteht man eine Ungleichung, die belegt, dass
vi
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eine Funktion f und ihre Fouriertransformierte fˆ nicht gleichzeitig klein sein können.
Die bekannteste Abschätzung dieser Art ist die Heisenberg-Pauli-Weyl-Ungleichung
[Grö01] (Theorem 2.2.1):
‖ f ‖22 6 C
∫
R
|x|2 | f (x)|2 dx
 12 ∫
R
|w|2
∣∣∣ fˆ (w)∣∣∣2 dw
 12 ( f ∈ L2(R), C > 0).
(0.2)
Galperin und Gröchenig analysierten genauer, wie sich die untere Schranke bei Ver-
änderung des Abklingverhaltens und der Glattheit der Funktionen f und fˆ verändert.
Dabei ersetzten sie die untere Schranke in (0.2) durch eine Modulationsraum-Norm,
die sowohl die Zeit- als auch die Frequenzkonzentration einer Funktion f berücksich-
tigt. In der Arbeit [GG02] werden Bedingungen angegeben, unter denen Unschärfere-
lationen der Form
‖ f ‖Mr,sm3 6 C
(
‖ f ‖Ltm1 + ‖ fˆ ‖Lqm2
)
(0.3)
gelten. Die obige Abschätzung (0.3) ist äquivalent zur Einbettung
Ltm1 ∩ FL
q
m2 ↪→ Mr,sm3 .
Durch Benutzung dieses Resultates können wir für Φ(x) = |x|p ln(|x|+ 1) unter der
Bedingung 1 6 p 6 2 die allgemeinere Einbettung
Lum4 ∩ FLvm5 ↪→ MΦ
beweisen. Überdies verallgemeinern wir ein Resultat der beiden Autoren zu folgender
Aussage:
FLp ↪→ MΦ1Φ2 für Φ2 = |x|
p
p−1 und Φ1(x) 6 |x|p mit 1 6 p 6 2.
Im letzten Kapitel 6 beschäftigen wir uns schließlich mit Entropie-Abschätzungen.
Shannon definierte in [Sha48] die diskrete Entropie für eine diskrete Zufallsvariable X
mit Wahrscheinlichkeitsmaß PX als
e(P) = −∑
i∈I
PX(xi) ln(PX(xi)).
Daher kann die diskrete Entropie als Erwartungswert des Informationsgehaltes einer
Nachricht interpretiert werden. In der Tat ordnet man jeder Eintrittswahrscheinlich-
keit P(xi) den Informationsgehalt − ln(P(xi)) zu und bestimmt anschließend dessen
Erwartungswert. Entsprechend [Sha48] kann auch die stetige Entropie zu einer Wahr-
scheinlichkeitsdichtefunktion f auf Rd definiert werden:
E( f ) = −
∫
Rd
f (x) ln( f (x)) dx.
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Einleitung
Diese beiden Definitionen der Entropie sind miteinander verknüpft, jedoch nicht iden-
tisch. Wir werden uns daher mit der Differenz der diskreten und der stetigen Entropie
der Kurzzeit-Fouriertransformierten befassen. Dazu leiten wir Bedingungen her, unter
denen die Diskretisierung der Entropie die stetige Entropie der Kurzzeit-Fouriertrans-
formierten approximiert. Diese Konvergenz, auf die genauer in Kapitel 6 eingegan-
gen wird, ist hinreichend, wenn die Funktion ein Element des Modulationsraumes
M1−ε,1−ε1 mit ε ∈ (0, 1) ist. Jedoch sind für 0 < 1− ε < 1 die vorkommenden Nor-
men nur Quasi-Normen. Um die Wohldefiniertheit und Vollständigkeit dieser Mo-
dulationsräume zu begründen, benutzen wir die von Rauhut in [Rau07a] entwickel-
te Coorbit-Theorie für Quasi-Banachräume. Desweiteren beweisen wir folgende Ab-
schätzung für die stetige Entropie der Kurzzeit-Fouriertransformierten einer Funktion
f ∈ M1,11 :
E(
∣∣Vg f ∣∣) > ‖Vg f ‖L1 − ‖Vg f ‖L1 ln (‖Vg f ‖L1)− ‖Vg f ‖2L2‖Vg f ‖L1 (g ∈ S(Rd)).
Die obige Ungleichung kann verallgemeinert werden, indem man zur Potenz a > 1
übergeht. Folglich gilt für f ∈ Ma,a1 die Ungleichung
E(
∣∣Vg f ∣∣a) > ‖Vg f ‖aLa − ‖Vg f ‖aLa ln (‖Vg f ‖aLa)− ‖Vg f ‖2aL2a‖Vg f ‖aLa (g ∈ S(Rd)). (0.4)
Daraus lässt sich für ‖ f ‖L2 · ‖g‖L2 = 1 folgern, dass
E(
∣∣Vg f ∣∣2) = − ∫
R2d
∣∣Vg( f )(x, w)∣∣2 ln(∣∣Vg( f )(x, w)∣∣2) dx dw > 0.
Die in [FS97] angegebene Entropie-Abschätzung ist zwar schärfer hinsichtlich der un-
teren Schranke, die durch Eins gegeben ist, das Resultat (0.4) ist jedoch allgemeiner,
da auch Exponenten ungleich Zwei zugelassen werden.
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1 Kurzzeit-Fouriertransformierte
Betrachten wir zunächst ein akustisches Signal, etwa ein Musikstück, das durch die
Funktion f beschrieben wird. Dieses Signal kann eine Membran in Schwingung ver-
setzen, wie beispielsweise das Trommelfell eines Zuhörers.
Physikalisch gesehen wird die Auslenkung der schwingenden Membran zum Zeit-
punkt t ∈ R durch den Funktionswert f (t) beschrieben. Auf diese Weise lassen sich
die rhythmischen Muster des akustischen Signals durch ihr zeitliches Verhalten be-
schreiben.
Anhand der auftretenden Frequenzbänder der Fouriertransformierten fˆ von f kann
höchstens auf die entsprechende Tonart der Musik geschlossen werden. Zeitliche In-
formationen über das Verhalten von f sind kaum vorhanden. Man wird also weder
den Rhythmus noch die Melodie anhand der Fourierkoeffizienten erkennen können.
In der Zeit-Frequenz-Analyse beschäftigt man sich mit der Suche nach Möglichkei-
ten beide Informationen, zeitliche und solche über die Frequenzen, gleichzeitig darzu-
stellen. Die ideale Darstellung sollte direkte Informationen über die auftretende Fre-
quenz w zu einem Zeitpunkt x angeben. Die Kurzzeit-Fouriertransformierte ist eine
solche Darstellung.
Bezogen auf den obigen Kontext gibt die Kurzzeit-Fouriertransformierte des akus-
tischen Signals somit an, welche Frequenzen zu welchem Zeitpunkt des Musikstücks
aufgetreten sind, das heißt welche Töne gespielt wurden.
Um das lokale Frequenzspektrum eines Signals f zu einem Zeitpunkt x zu ermit-
teln, lokalisiert man f in der Nähe von x und berechnet die Fouriertransformierte des
lokalisierten Signals. Dies geschieht über die zweidimensionale Darstellung
Vg f (x, w) =
∫
R
f (t)g(t− x)e−2piit·w dt.
Die Lokalisierung von f auf einer Umgebung um x erfolgt durch eine Fenster-Funktion
g. Dabei können scharfe Abschneide-Funktionen Unstetigkeitsstellen verursachen, wes-
halb glatte Fenster-Funktionen bevorzugt werden.
1.1 Definitionen
Nach dieser Einführung wird eine formale Definition der Kurzzeit-Fouriertransforma-
tion für die Dimension d > 1 gegeben.
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(1.1.1) Definition ([Grö01] Definition 3.1.1)
Sei g 6= 0 eine feste Funktion, die sogenannte Fenster-Funktion. Dann ist die Kurzzeit-
Fouriertransformierte einer Funktion f bezüglich g für x, w ∈ Rd definiert als
Vg f (x, w) =
∫
Rd
f (t)g(t− x)e−2piit·w dt.

Die folgende Definition der Fouriertransformierten ist grundlegend für die weitere
Arbeit:
(1.1.2) Definition
Es sei f ∈ L1(Rd), dann ist die Fouriertransformation fˆ von f gegeben durch
fˆ (w) :=
∫
Rd
f (x)e−2piix·w dx. (1.1)
Dabei ist zu beachten, dass x · w das innere Produkt auf Rd darstellt, das heißt es ist
x · w := d∑
i=1
xiwi. 
(1.1.3) Bemerkung
Für f , g ∈ L2(Rd) ist f · Txg ∈ L1(Rd). Die Kurzzeit-Fouriertransformierte von f ist
bezüglich g punktweise definiert durch die Darstellung Vg f (x, w) = ( f · Txg)ˆ(w).
Dieselbe Aussage kann für g ∈ Lp(Rd) und f ∈ Lq(Rd) mit 1p + 1q = 1 mittels der
Hölder-Ungleichung bewiesen werden.
Im Fall der Nichtdefiniertheit des Integrals wird die Kurzzeit-Fouriertransformation
allgemeiner als duale Paarung f (g) =: 〈 f , MwTxg〉 = Vg f (x, w) verwendet. Ist die
Fenster-Funktion g eine Schwartz-Funktion, so ist die Kurzzeit-Fouriertransformierte
für alle temperierten Distributionen, f ∈ S ′(Rd), wohldefiniert. 
(1.1.4) Definition
Für w ∈ Rd und f : Rd → C definieren wir die Operatoren
Tw f (t) = f (t− w) und Mw f (t) = e2piiw·t f (t).
Dabei beschreibt Tw die Verschiebung um w und Mw die Modulation um w. 
Besitzt das Fenster g einen kompakten Träger um Null, so ist Vg f (x, ·) die Fourier-
transformierte eines Segments von f , das um x zentriert ist.
Variiert man den Parameter x, so gleitet das Fenster entlang der x-Achse an die ver-
schiedenen Positionen. Es ist offensichtlich, dass die Funktion Vg f und ihre Eigen-
schaften entscheidend abhängig von der Wahl der Fenster-Funktion g sind. Wählt man
beispielsweise eine glatte Abschneide-Funktion mit kleinem Träger und großem Spek-
trum als Fenster-Funktion, dann wird die Kurzzeit-Fouriertransformierte eine gute
Zeitauflösung, aber eine schlechte Frequenzauflösung haben. Verwendet man hinge-
gen eine glatte Abschneide-Funktion mit großem Träger aber kleinem Spektrum, so
verbessert sich einerseits die Frequenzauflösung der Kurzzeit-Fouriertransformierten,
andererseits verschlechtert sich aber ihre Zeitauflösung. Man erhält einen unklaren
Übergang zwischen den Segmenten und die Lokalisierungen sind schlechter.
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1.2 Eigenschaften
Im folgendem Abschnitt werden die Eigenschaften der Kurzzeit-Fouriertransformier-
ten betrachtet. Zunächst geben wir einige Identitäten an, die für die Kurzzeit-Fourier-
transformierte gelten falls die Funktionen f und g quadratisch integrierbar sind.
Anschließend werden wir eine Orthogonalitätsbeziehung in L2(R2d) angeben, mit der
die Isometrie der Kurzzeit-Fouriertransformation von L2(Rd) in L2(R2d) gezeigt wird.
Damit ist die Herleitung einer Inversionsformel für die Kurzzeit-Fouriertransformierte
auf L2(Rd) möglich.
Im späteren Verlauf dieses Abschnitts und für die gesamte weitere Arbeit werden wir
die Bedingung der quadratischen Integrierbarkeit verschärfen und voraussetzen, dass
die Fenster-Funktion g schnell abfällt, genauer genommen eine Schwartz-Funktion ist,
also g ∈ S(Rd). Dabei werden wir jedoch nur auf die Eigenschaften eingehen, die
auch in den späteren Beweisführungen in Kapitel 4 benötigt werden.
Zum Ende dieses Abschnitts wenden wir uns folgender Äquivalenz zu:
Für eine Fenster-Funktion g ∈ S(Rd) \ {0} ist f genau dann eine Schwartz-Funktion,
wenn die Kurzzeit-Fouriertransformierte auch in S(R2d) liegt.
Mit der Tatsache, dass (
sup
z∈R2d
(1+ |z|)s ∣∣Vg f (z)∣∣)
s>0
eine Familie von Seminormen auf S(Rd) bildet, kann abschließend die Injektivität der
Kurzzeit-Fouriertransformierten auf dem Raum der temperierten Distributionen, den
wir mit S ′(Rd) bezeichnen, gezeigt werden.
Zunächst zu einigen Identitäten der Kurzzeit-Fouriertransformierten für quadra-
tisch integrierbare Funktionen.
(1.2.1) Lemma ([Grö01] Lemma 3.1.1)
Für f , g ∈ L2(Rd) ist Vg f gleichmäßig stetig auf R2d und es gilt:
Vg f (x, w) = ( f · Txg)ˆ(w) = 〈 f , MwTxg〉L2 = e−2piix·wVgˆ fˆ (w,−x), (1.2)
wobei 〈·, ·〉L2 das Skalarprodukt auf L2(Rd) (es ist linear in der ersten und konjugiert
linear in der zweiten Komponente) bezeichnet. 
Die folgende Eigenschaft der Kurzzeit-Fouriertransformierten wird in den späteren
Beweisen in den Abschnitten 4.1.2 und 4.2.2 mehrfach eine Rolle spielen.
(1.2.2) Lemma ([Grö01] Lemma 3.1.3 )
Ist Vg f wohldefiniert, so gilt
Vg (Tu Mr f ) (x, w) = e−2piiu·wVg f (x− u, w− r)
für x, u, w, r ∈ Rd. 
3
1 Kurzzeit-Fouriertransformierte
Aus der Fourieranalyse wissen wir, dass die Fouriertransformation eine Isome-
trie von L2(Rd) in L2(Rd) ist. Eine ähnliche Aussage kann auch für die Kurzzeit-
Fouriertransformation gemacht werden. Entsprechend der Fouriertransformation kön-
nen wir damit eine Inversionsformel für die Kurzzeit-Fouriertransformation angeben.
Dazu wird die folgende Orthogonalitätsaussage benötigt:
(1.2.3) Satz ([Grö01] Theorem 3.2.1)
Es seien f1, f2, g1, g2 ∈ L2(Rd), dann ist Vgj f j ∈ L2(R2d) für j ∈ {1, 2} und es gilt
〈Vg1 f1, Vg2 f2〉L2(R2d) = 〈 f1, f2〉L2(Rd)〈g1, g2〉L2(Rd). 
Daraus können wir folgern, dass die Kurzzeit-Fouriertransformation eine isometri-
sche Abbildung ist.
(1.2.4) Korollar ([Grö01] Corollary 3.2.2)
Seien f , g ∈ L2(Rd), dann gilt
‖Vg f ‖2 = ‖ f ‖2‖g‖2.
Ist ‖g‖2 = 1, so erhält man für alle f ∈ L2(Rd):
‖ f ‖2 = ‖Vg f ‖2.
Die Kurzzeit-Fouriertransformation bildet also eine Isometrie von L2(Rd) in L2(R2d).
Damit kann eine Inversionsformel für die Kurzzeit-Fouriertransformation angege-
ben werden.
(1.2.5) Korollar ([Grö01] Corollary 3.2.3)
Es seien g,γ ∈ L2(Rd) und es gelte 〈γ, g〉 6= 0. Dann gilt für alle f ∈ L2(Rd)
f =
1
〈γ, g〉
∫∫
R2d
Vg f (x, w)MwTxγ dw dx.
Dabei ist die obige Gleichung im folgenden Sinne zu lesen:
Für alle ϕ ∈ L2(Rd) ist
〈 f , ϕ〉 = 1〈γ, g〉
∫∫
R2d
Vg f (x, w)〈MwTxγ, ϕ〉 dw dx,
wobei das Integral absolut konvergiert. 
Aus dem folgenden Satz ergibt sich eine Charakterisierung des Schwartz-Raumes
mittels der Kurzzeit-Fouriertransformierten:
(1.2.6) Satz ([Grö01] Theorem 11.2.5)
Sei g ∈ S(Rd) \ {0} fest. Dann sind die folgenden Aussagen für f ∈ S ′(Rd) äquivalent:
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(i) f ∈ S(Rd).
(ii) Vg f ∈ S(R2d).
(iii) Für alle n > 0 gibt es ein Cn > 0, so dass für alle x, w ∈ R2d∣∣Vg f (x, w)∣∣ 6 Cn (1+ |x|+ |w|)−n
gilt. 
(1.2.7) Lemma ([Grö01] Corollary 11.2.6)
Für g ∈ S(Rd) \ {0} bilden die Seminormen
‖Vg f ‖L∞vs := sup
z∈R2d
vs(z)
∣∣Vg f (z)∣∣ := sup
z∈R2d
(1+ |z|)s ∣∣Vg f (z)∣∣ , s > 0
eine Familie von Seminormen für S(Rd), die die übliche Topologie auf S(Rd) er-
zeugt. 
(1.2.8) Bemerkung
Die Konstante Cn aus Lemma (1.2.6) ist explizit gegeben durch ‖Vg f ‖L∞vn . 
Mit Hilfe des Satzes (1.2.6) kann gezeigt werden, dass die Kurzzeit-Fouriertrans-
formation injektiv auf S ′(Rd) ist.
(1.2.9) Satz ([Grö01] Corollary 11.2.7)
Seien g,γ ∈ S(Rd) \ {0}. Dann sind folgende Aussagen gültig:
(a) Existieren Konstanten C, N > 0, so dass |F(x, w)| 6 C (1+ |x|+ |w|)N für alle
x, w ∈ Rd gilt, dann definiert das Integral∫∫
RdRd
F(x, w)MwTxg dx dw
eine temperierte Distribution f ∈ S ′(Rd) im folgenden Sinne:
Für alle ϕ ∈ S(Rd) ist
〈 f , ϕ〉 =
∫∫
RdRd
F(x, w)〈MwTxg, ϕ〉 dx dw,
wobei das Integral absolut konvergiert.
(b) Ist insbesondere F = Vg f für ein f ∈ S ′(Rd) und 〈γ, g〉 6= 0, so gilt
f =
1
〈γ, g〉
∫∫
RdRd
Vg f (x, w)MwTxγ dx dw.
Diese Gleichung ist wie im obigen Sinne mit absoluter Konvergenz des Integrals zu
interpretieren. Damit ist die Kurzzeit-Fouriertransformation injektiv auf S ′(Rd). 
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Wir haben bereits gesehen, dass wenn g einen kompakten Träger um Null hat, dann
stellt die Kurzzeit-Fouriertransformierte Vg f (x, ·) die Fouriertransformierte eines Seg-
ments von f um x dar. Analog zu dieser Beobachtung ergibt sich aus der Identität
Vg f (x, w) = e−2piix·wVgˆ fˆ (w,−x),
die in (1.2) angegeben wurde, dass wenn gˆ um Null zentriert ist und einen genügend
kleinen Träger besitzt, Vg f die Größe von fˆ nahe w misst. Also hat das Abklingverhal-
ten von f Auswirkungen auf die Abklingeigenschaften von Vg f bezüglich x. Anderer-
seits hat das Abklingverhalten von fˆ Auswirkungen auf das Abklingverhalten von Vg f
bezüglich w. Da aus der Fourieranalyse bekannt ist, dass Glattheitseigenschaften der
Funktion f das Abklingverhalten von fˆ implizieren, kann gefolgert werden, dass die
Glattheitseigenschaften von f das Abklingverhalten von Vg f bezüglich w beeinflussen.
Diese Beobachtung wird durch den folgenden Satz konkretisiert:
(1.2.10) Satz ([Grö01] Proposition 11.3.1.)
Es sei g ∈ S(Rd) \ {0}.
Gibt es eine Konstante C > 0 und s > 0 so, dass | f (x)| 6 C(1+ |x|)−s gilt, dann ist∣∣Vg f (x, w)∣∣ 6 C′(1+ |x|)−s.
Gibt es eine Konstante C > 0 und s > 0 so, dass
∣∣∣ fˆ (w)∣∣∣ 6 C(1+ |w|)−s gilt, dann ist∣∣Vg f (x, w)∣∣ 6 C′(1+ |w|)−s. 
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In der Zeit-Frequenz-Analyse kann man die Kurzzeit-Fouriertransformationen einer-
seits als Funktionen aufR2d untersuchen. Diese Funktionen sind auf der Zeit-Frequenz-
Ebene definiert und hängen von zwei Variablen ab. Andererseits kann durch Hinzu-
nahme einer weiteren Hilfsvariablen zu der bisherigen Zeit- und Frequenzvariablen ei-
ne Gruppenstruktur erzeugt werden. Vorteilhaft ist es, Funktionen der Zeit-Frequenz-
Ebene auf Funktionen der reduzierten Heisenberggruppe zu erweitern, um gruppen-
theoretische Beweismethoden anwenden zu können. Diese allgemeinere Herangehens-
weise wurde von Feichtinger und Gröchenig in den Arbeiten [FG89a] und [FG89b] ent-
wickelt und ermöglicht es uns im weiteren Verlauf der Arbeit, insbesondere in den Ab-
schnitten 4.1, 4.5 und 6.1, auf diese Methoden zurückzugreifen. Damit können wir wei-
tere Aussagen mittels der Coorbit-Theorie zeigen und auf Orlicz-Modulationsräume
zurückführen. Dabei stellt sich heraus, dass die Einführung der Hilfsvariablen auf
dem kompakten Torus T beweistechnisch wesentlich ist. Die Voraussetzungen an die
Funktionen können auf Bedingungen, die sich auf die Zeit-Frequenz-Ebene beschrän-
ken, zurückgeführt werden. Wir werden uns deshalb in diesem Abschnitt genauer mit
der Verknüpfung dieser beiden Herangehensweisen beschäftigen.
Zunächst gehen wir in Abschnitt 2.1 näher auf den gruppentheoretischen Zugang und
die für die allgemeine Theorie benötigten Voraussetzungen ein. Der Abschnitt 2.2 be-
schäftigt sich mit der Coorbit-Theorie, die von Feichtinger und Gröchenig entwickelt
wurde. Anwendungen dieser allgemeinen Theorie schließen den Abschnitt ab. Da-
bei benutzen wir Resultate aus der Arbeit [Chr96] von Christensen und wählen als
Fenster-Funktion speziell eine Schwartz-Funktion.
2.1 Die Heisenberggruppe und die Schrödinger-Darstellung
Die Grundlage dieses Abschnitts bildet das Kapitel 9 des Buches [Grö01] von Grö-
chenig, welches sich mit der Heisenberggruppe befasst. Wir betrachten nun die Zeit-
Frequenz-Analyse aus einem gruppentheoretischen Blickwinkel. Durch die Einfüh-
rung einer Hilfsvariablen arbeiten wir auf der Heisenberggruppe Hr, die gegeben
ist durch Hr = R2d × T = R2d × {e2piiτ : τ ∈ R} mit der unitären Schrödinger-
Darstellung. Diese zusätzliche Variable auf dem Torus T ergibt sich aus der Tatsache,
dass die Zeit-Frequenz-Verschiebungen nicht kommutieren. Im Wesentlichen tritt bei
der Verknüpfung zweier Zeit-Frequenz-Verschiebungen ein sogenannter Phasenfaktor
auf. Es gilt:
(Tx Mw)(Ty Mz) = e2piiy·wTx+y Mw+z. (2.1)
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Wir betrachten eine Gruppenmultiplikation auf R2d ×T, die mit der Gleichung (2.1)
verträglich ist.
(2.1.1) Definition ([Grö01] Definition 9.1.1)
Die reduzierte Heisenberggruppe Hr ist der lokalkompakte Raum Hr = R2d × T mit
T = {e2piiτ : τ ∈ R} unter der Multiplikation
(x, w, e2piiτ) · (x′, w′, e2piiτ′) = (x + x′, w + w′, e2pii(τ+τ′)epii(x′·w−x·w′)). (2.2)

(2.1.2) Bemerkung
Als lokalkompakte Gruppe besitzt die reduzierte Heisenberggruppe ein (bis auf Mul-
tiplikation mit einer Konstanten) eindeutiges, lokal endliches, linksinvariantes Maß,
das sogenannte Haarmaß. Das Haarmaß auf Hr ist gegeben durch das Lebesgue-Maß
auf R2d ×T. Dabei können wir mittels der Abbildung x 7→ e2piix den Torus T mit dem
Intervall [0, 1) identifizieren, also T ∼= [0, 1).
Die reduzierte Heisenberggruppe Hr ist unimodular, das heißt das linke Haarmaß ist
rechtsinvariant. 
Das Faltungsprodukt auf L1(Hr) ist wie folgt definiert:
(2.1.3) Definition ([Grö01] Definition 9.1.3)
Seien f1, f2 ∈ L1(Hr), dann ist das Faltungsprodukt durch
( f1 ∗ f2)(x) =
∫
Hr
f1(y) f2(y−1x) dy
für alle x ∈Hr definiert, für die das Integral existiert. 
Unitäre und irreduzible Darstellungen auf den entsprechenden Gruppen sind wich-
tige Instrumente der gruppentheoretischen Methode. Von besonderem Interesse im
Kontext der Zeit-Frequenz-Analyse ist die sogenannte Schrödinger-Darstellung, eine
Darstellung mittels Zeit-Frequenz-Verschiebungen. Es handelt sich hierbei um eine
unitäre Darstellung auf der Heisenberggruppe. Zunächst beschäftigen wir uns mit
einer Darstellung auf einer lokalkompakten Gruppe.
(2.1.4) Definition ([Grö01] Definition 9.2.1)
Es sei H 6= {0} ein Hilbertraum. Eine unitäre Darstellung (pi,H) auf einer lokalkom-
pakten Gruppe G ist ein stark stetiger Homomorphismus von G in die Gruppe der
unitären Operatoren auf H. Somit erfüllt pi die folgenden Bedingungen:
(i) pi(h1h2) = pi(h1)pi(h2) für alle h1, h2 ∈ G.
(ii) pi(h−1) = pi(h)−1 für alle h ∈ G.
(iii) Für alle f ∈ H ist die Abbildung G → H, x 7→ pi(x) f stetig bezüglich der Norm-
topologie auf H. 
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(2.1.5) Bemerkung
Wenn wir für G die reduzierte Heisenberggruppe Hr wählen, so ist Hr ein metrisier-
barer Raum. In diesem Fall ist die starke Stetigkeit in Bedingung (iii) äquivalent zur
Folgenstetigkeit: Somit folgt aus lim
n→∞hn = h und f ∈H bereits limn→∞pi(hn) f = pi(h) f . 
In der Darstellungstheorie interessiert man sich insbesondere für nicht zerlegbare
Darstellungen. Diese Darstellungen bezeichnet man als irreduziblen Darstellungen.
(2.1.6) Definition ([Grö01] Definition 9.2.2)
Eine Darstellung (pi,H) heißt irreduzibel, wenn {0} und H die einzigen abgeschlosse-
nen Teilräume sind, die invariant unter allen Operatoren pi(h) für h ∈ G sind. 
Häufig benutzt man auch quadratisch integrierbare Darstellungen.
(2.1.7) Definition ([FG89a] 2.5.)
Sei (H, 〈·, ·〉) ein Hilbertraum. Eine Darstellung (pi,H) auf der lokalkompakten Grup-
pe G heißt (quadratisch) integrierbar, falls 〈g,pi(h)g〉 (quadratisch) integrierbar bezüglich
des Haarmaßes auf G ist für ein g ∈ H. 
Wir wenden uns im folgenden der Schrödinger-Darstellung zu, die eine Darstellung
ist, die sich aus Zeit-Frequenz-Verschiebungen zusammensetzt.
(2.1.8) Definition ([Grö01] Example 9.2.3)
Die Schrödinger-Darstellung operiert auf L2(Rd) durch die unitären Operatoren
$(h) = $(x, w, e2piiτ) = e2piiτepiix·wTx Mw für h = (x, w, e2piiτ) ∈ R2d ×T. 
(2.1.9) Lemma
Die Schrödinger-Darstellung $ ist eine irreduzible, stark stetige, unitäre und (quadra-
tisch) integrierbare Darstellung von Hr auf L2(Rd). 
Beweis
Für g ∈ L2(Rd) gilt:∫
Hr
|〈g, $(h)g〉L2 |2 dh =
∫∫
R2d
∫
[0,1)
∣∣∣〈g, $(x, w, e2piiτ))g〉L2 ∣∣∣2 dτ dw dx
=
∫∫
R2d
∫
[0,1)
|〈g, Tx Mwg〉L2 |2 dτ dw dx
=
∫∫
R2d
∫
[0,1)
|〈g, MwTxg〉L2 |2 dτ dw dx
=
∫∫
R2d
∣∣Vgg(x, w)∣∣2 dw dx
(1.2.4)
= ‖g‖2L2 .
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Damit ist die Schrödinger-Darstellung quadratisch integrierbar. Die Integrierbarkeit
der Schrödinger-Darstellung ergibt sich aus der Identität∫
Hr
|〈g, $(h)g〉L2 | dh =
∫∫
R2d
∣∣Vgg(x, w)∣∣ dw dx
und der Tatsache, dass die Kurzzeit-Fouriertransformierte einer Schwartz-Funktion
mit einem Schwartz-Fenster nach Satz (1.2.6) wieder eine Schwartz-Funktion und da-
mit integrierbar ist.
Wegen Gleichung (2.2) und (2.1) ist $ eine unitäre Darstellung von Hr.
Für den Beweis der starken Stetigkeit und der Irreduzibilität der Schrödinger-Darstel-
lung verweisen wir zum Beispiel auf den Satz 9.2.1 im Buch [Grö01] von Gröchenig.
Wir führen nun den Darstellungskoeffizienten ein, anhand dessen der Zusammen-
hang zur Kurzzeit-Fouriertransformation hergestellt werden kann.
(2.1.10) Definition ([Grö01] Definition 9.2.3)
Es sei (pi,H) eine Darstellung auf der lokalkompakten Gruppe G und f , g ∈ H. Dann
nennt man die Abbildung h 7→ 〈 f ,pi(h)g〉 den Darstellungskoeffizienten von pi bezüglich
f , g. 
(2.1.11) Beispiel
Im Fall der Schrödinger-Darstellung erhalten wir als Darstellungskoeffizienten bezüg-
lich f , g ∈ L2(Rd):
〈 f , $(x, w, e2piiτ)g〉L2 = 〈 f , e2piiτepiix·wTx Mwg〉L2
= e−2piiτe−piix·w〈 f , Tx Mwg, f 〉L2
= e−2piiτe−piix·w〈 f , e−2piix·w MwTxg, f 〉L2
= e−2piiτepiix·wVg f (x, w). (2.3)

Die Gleichung (2.3) illustriert den Zusammenhang zwischen der Heisenberggruppe
und der Kurzzeit-Fouriertransformierten, der im Abschnitt 2.2 eine wesentliche Rolle
spielen wird. Die obige Rechnung zeigt insbesondere, dass der Betrag des Darstel-
lungskoeffizienten gleich dem Betrag der Kurzzeit-Fouriertransformierten ist.
(2.1.12) Bemerkung
Seien f , g ∈ L2(Rd) und $ die Schrödinger-Darstellung auf Hr, dann gilt:∣∣∣〈 f , $(x, w, e2piiτ)g〉∣∣∣ = ∣∣∣e−2piiτepiix·wVg f (x, w)∣∣∣ = ∣∣Vg f (x, w)∣∣ . 
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2.2 Die Coorbit-Theorie
Die Coorbit-Theorie wurde um 1989 von Feichtinger und Gröchenig entwickelt [FG89a].
Mit Hilfe von lokalkompakten Gruppen und irreduziblen unitären Darstellungen wer-
den wir einen Überblick über die Theorie der Coorbiträume geben. Dazu untersuchen
wir einige Konstrukte und Voraussetzungen, die wir zur Anwendung der Theorie auf
Orlicz-Räume und gemischte Orlicz-Räume benötigen. Insbesondere werden wir zei-
gen, dass der Modulationsraum als Coorbitraum interpretiert werden kann.
(2.2.1) Definition
Sei G eine lokalkompakte Gruppe und f : G → C eine Funktion, dann ist die Links-
(Tx) und Rechtsverschiebung (Rx) jeweils definiert durch
Tx f (y) = f (x−1y), beziehungsweise Rx f (y) = f (yx) y, x ∈ G.
Weiter sei
f ∨(y) = f (y−1) für y ∈ G. 
(2.2.2) Definition ([FG89a] 3.1)
(Y, ‖·‖) ist ein Banach-Funktionenraum kurz BF-Raum, falls (Y, ‖·‖) ein Banachraum
(von Äquivalenzklassen) von messbaren Funktionen auf der lokalkompakten Gruppe
G ist und die folgenden Bedingungen erfüllt sind:
(i) Y ist stetig eingebettet in L1loc(G) := { f : G → C : f |K ∈ L1(G) ∀K ⊂ G kompakt}.
(ii) Y ist solide, das heißt: Für f ∈ Y und g ∈ L1loc mit |g(x)| 6 | f (x)| für fast alle
x ∈ G folgt g ∈ Y und ‖g‖Y 6 ‖ f ‖Y.
(iii) Y ist invariant bezüglich Links- und Rechtsverschiebungen und die Gewichts-
funktion w(x) := max{‖Tx‖[Y], ‖Tx−1‖[Y], ‖Rx‖[Y], ‖Rx−1‖[Y]4(x−1)} ist messbar.
4(x) bezeichnet hierbei die Modularfunktion von G und ‖·‖[Y] die Operator-
norm.
(iv) Die Faltung eines Elements aus Y mit einem Element aus L1w(G) muss wieder in
Y liegen. Dabei ist L1w(G) := { f : G → C : f w ∈ L1(G)}. Genauer gilt f ∗ g ∈ Y
für f ∈ Y, g ∈ (L1w)∨ mit
‖ f ∗ g‖Y 6 ‖ f ‖Y · ‖g∨‖L1w (2.4)
für f ∈ Y, g ∈ (L1w)∨.
(v) Es gibt eine nichtleere offene Menge U, so dass die Indikatorfunktion auf U in Y
liegt. Es ist also χU ∈ Y. 
Folgende Voraussetzungen setzen wir im Weiteren voraus:
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(2.2.3) Voraussetzung ([FG89a] 2.1.-2.5 und 3)
(1) Es sei pi eine irreduzible, unitäre und stetige Darstellung auf der lokalkompak-
ten unimodulare Gruppe G über dem Hilbertraum H, die (quadratisch) integrier-
bar ist. Weiter nehmen wir an, dass das innere Produkt auf H konjugiert linear
im ersten Faktor und linear im zweiten Faktor ist. Desweiteren sei die Wavelet-
Transformation Wg : H → Cb(G) bezüglich g ∈ H definiert durch
Wg( f )(x) := 〈pi(x)g, f 〉.
(2) Es sei (Y, ‖·‖Y) ein BF-Raum auf G. 
(2.2.4) Bemerkung ([FG89a] 2.2.-2.4.)
(i) Da pi als (quadratisch) integrierbar vorausgesetzt wird, ist mindestens ein Dar-
stellungskoeffizient 〈pi(x)g, g〉, g 6= 0, g ∈ H (quadratisch) integrierbar bezüglich
des Haarmaßes auf G.
(ii) Für eine quadratisch integrierbare Darstellung auf einer unimodularen Gruppe
gilt eine orthogonale Relation der Transformation Wg. Seien f1, f2, g1, g2 ∈ H,
dann gilt
1
Cpi
∫
G
Wg1( f1)(x)Wg2( f2)(x) dx = 〈g2, g1〉〈 f1, f2〉,
wobei Cpi eine von der Darstellung pi abhängige Konstante ist. Da wir im Folgen-
den die Schrödinger-Darstellung betrachten ist diese Konstante Cpi = 1. Es ergibt
sich für f1, f2, g1, g2 ∈ H:
Wg1( f1) ∗Wg2( f2) = 〈g1, f2〉Wg2( f1).
Für g1 = g2 = f2 =: g ∈ H mit ‖g‖H = 1, erhält man die folgende Reprodukti-
onsformel:
Wg( f ) = Wg( f ) ∗Wg(g) ∀ f ∈ H.
(iii) Die Abbildung Wg : H → L2(G), f 7→Wg( f ) ist isometrisch und es gilt
Wg(pi(x) f ) = TxWg( f ).
(iv) Die orthogonale Projektion von L2(G) auf das Bild von Wg ist gegeben durch den
Faltungsoperator F 7→ F ∗Wg(g). Damit liegt eine Funktion F ∈ L2(G) im Bild
von Wg (das heißt F = Wg( f ) für ein f ∈ H) genau dann, wenn F ∗Wg(g) = F. 
(2.2.5) Definition ([FG89a] Definition 3.2)
Es sei U eine Umgebung des neutralen Elements in G. Eine Familie X = (xi)i∈I in G
wird U-dicht genannt, wenn die Familie (xiU)i∈I die Gruppe G überdeckt.
Die Familie wird V-separiert genannt, wenn für eine relativ kompakte Umgebung V
des neutralen Elements die Familie (xiV)i∈I paarweise disjunkt ist.
Die Familie (xi)i∈I wird relativ separiert genannt, wenn eine relativ kompakte Umge-
bung V des neutralen Elements existiert, so dass (xi)i∈I die endliche Vereinigung von
V-separierten Familien ist. 
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(2.2.6) Definition ([FG89a] Definition 3.4)
Es sei (Y, ‖·‖Y) ein BF-Raum auf G. Weiter sei X := (xi)i∈I relativ separiert und W ⊂ G
eine relativ kompakte Borel-messbare Menge mit nichtleeren Inneren, dann ist der
zugehörige Folgenraum definiert durch
Yd(X) :=
{
(λi)i∈I ∈ CI :∑
i∈I
|λi| χxiW ∈ Y
}
. (2.5)

(2.2.7) Bemerkung
Yd(X) ist wiederum ein Banachraum bezüglich der Norm
‖(λi)i∈I‖Yd(X) =
∥∥∥∥∥∑i∈I |λi| χxiW
∥∥∥∥∥
Y
für (λi)i∈I ∈ Yd(X).
Für eine feste relativ separierte Menge X ist die Definition (bis auf Norm-Äquivalenz)
unabhängig von der Wahl von W. 
Wir geben nun einen Überblick über die Coorbit-Theorie, die Feichtinger und Grö-
chenig in den Arbeiten [FG89a] und [FG89b] entwickelt haben. Um die Faltungsbezie-
hung (2.4) auf dem translationsinvarianten soliden Banachraum Y über der Gruppe G
zu gewährleisten, wählen Feichtinger und Gröchenig in ihren Arbeiten die Gewichts-
funktion w als
w(x) := max{‖Tx‖[Y], ‖Tx−1‖[Y], ‖Rx‖[Y], ‖Rx−1‖[Y]∆−1(x)}.
Zu dieser Gewichtsfunktion auf G wird die Menge der zulässigen Vektoren Apiw
bestimmt, die gegeben ist durch
Apiw := {g ∈ H : Wg(g) ∈ L1w(G)}. (2.6)
Diese Menge sei nichttrivial. Weiterhin definieren wir zu einem beliebigen Element
g ∈ Apiw \ {0} den Raum
H1,piw := { f ∈ H : Wg( f ) ∈ L1w(G)} (2.7)
mit der Norm ‖ f ‖H1,piw = ‖Vg f ‖L1w . Dieser Raum ist ein pi-invarianter Banachraum, der
dicht in H liegt. Den Raum der konjugiert-linearen Funktionale auf H1,piw werden wir
mit (H1,piw )¬ und die Wirkung von h ∈ (H1,piw )¬ auf f ∈ H1,piw bezeichnen wir daher
weiterhin mit 〈 f , h〉. Ferner gilt die Einbettung
H1,piw ↪→ H ↪→ (H1,piw )¬.
Für Funktionen f , g in der Gruppe G sei das innere Produkt 〈 f , g〉 immer die antiduale
Paarung 〈 f , g〉 :=
∫
G
f (y)g(y) dy, falls das Integral existiert. Ferner kann die Wirkung
der Darstellung pi von H1,piw wie folgt auf (H1,piw )¬ erweitert werden:
〈 f ,pi(x)h〉 := 〈pi(x−1) f , h〉 für f ∈ H1,piw , h ∈ (H1,piw )¬.
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Für g ∈ Apiw können wir nun die Darstellungskoeffizienten Wg( f )(x) := 〈pi(x)g, f 〉 für
f ∈ (H1,piw )¬ betrachten.
Der Coorbitraum von Y unter der Darstellung pi ist dann definiert als
CoY := { f ∈ (H1,piw )¬ : Wg( f ) ∈ Y}, (2.8)
mit der Norm
‖ f ‖CoY = ‖Vg( f )‖Y, (2.9)
wobei g ∈ Apiw \ {0} ist.
Desweiteren betrachten wir eine Teilmenge der Menge Apiw, die wieder dicht im Raum
H1,piw liegt und wie folgt gegeben ist:
Bpiw := {g ∈ H : Wg(g) ∈WR(C0, L1w)}.
(2.2.8) Definition
Es ist C0(G) := { f : G → C stetig mit lim
x→∞ f (x) = 0}. Weiterhin ist der Dualraum
bezüglich des Riesz-Darstellungssatzes zu C0(G) gegeben durch
M(G) := {µ beschränktes, reguläres Borel-Maß}.
Desweiteren ist f ∈ L1loc(G), wenn für jede kompakte Menge K ∈ G gilt: ‖ fχK‖L1 < ∞
und f ∈ L∞loc(G), wenn für jede kompakte Menge K ∈ G gilt: ‖ fχK‖L∞ < ∞.
Es sei µ : B → C mit B := {Q : Q relativ kompakte Borel-Menge}. Dann ist µ ein
Element von M(G)loc, wenn für jede kompakte Menge K gilt µ|K : B|K → C ist ein
beschränktes, reguläres Borel-Maß.
Es sei nun B ∈ {L∞(G), C0(G), L1(G), M(G)} und Q eine relativ kompakte messbare
Umgebung des neutralen Elements e ∈ G. Wir definieren dann die Kontroll-Funktion
K durch
K( f , Q, B)(x) := ‖(TxχQ) f ‖B, x ∈ G,
mit f ∈ Bloc. Weiter sei Y ein BF-Raum von Funktionen auf G, der die charakte-
ristischen Funktionen jeder kompakten Teilmenge von G enthält. Der Wiener-Raum
W(B, Y) ist somit definiert durch
W(B, Y) := W(B, Q, Y) := { f ∈ Bloc : K( f , Q, B) ∈ Y}
mit der zugehörigen Norm
‖ f ‖W(B,Y,Q) := ‖K( f , Q, B)‖Y.
Der Wiener-Raum der Rechtsverschiebungen WR(C0, L1w) ist gegeben durch
WR(C0, L1w) := { f ∈ C0 : x 7→ ‖(RxχQ) f ‖∞ ∈ L1w}. 
(2.2.9) Bemerkung
(a) In Theorem 1 der Arbeit [Fei83a] wurde gezeigt, dass die Wiener-Räume unab-
hängig von der speziellen Wahl der Mengen Q sind und äquivalente Normen
induzieren.
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(b) Es gilt W(L∞, Lp) ↪→ Lp für 1 6 p < ∞ siehe beispielsweise [Rau07b] Lemma 2.1.
Der folgende Satz wird im Kapitel 6 hilfreich sein:
(2.2.10) Satz ([FG89b] Theorem 8.1)
Es seien die Voraussetzungen (2.2.3) gegeben und Apiw 6= {0} und g ∈ Bpiw \ {0}. Dann
folgt aus f ∈ CoY, dass die Wavelet-Transformation Wg f ∈W(C0, Y) liegt. 
Damit können wir das Hauptresultat aus der Arbeit [FG89a] angeben.
(2.2.11) Satz ([FG89a] Theorem 6.1)
Es seien die Voraussetzungen (2.2.3) gegeben und Apiw 6= {0}. Für jedes g ∈ Bpiw \ {0}
gibt es positive Konstanten C0, C1 (nur abhängig von g) und eine Umgebung U0 des
neutralen Elements, so dass für eine beliebige U0-dichte und relativ separierte Familie
X = (xi)i∈I in G gilt:
(i) Analyse: Es gibt einen beschränkten linearen Operator A : CoY → Yd(X). Folg-
lich existiert zu Λ := (λi)i∈I := A( f ) eine positive Konstante C0, so dass die
Ungleichung ‖A( f )‖Yd(X) 6 C0‖ f ‖CoY für jedes f ∈ CoY gilt. Daher kann jedes
f ∈ CoY dargestellt werden als f =∑
i∈I
λipi(xi)g.
(ii) Synthese: Ist umgekehrt X = (xi)i∈I relativ separiert, so definiert jedes Λ ∈ Yd(X)
ein Element f =∑
i∈I
λipi(xi)g in CoY mit ‖ f ‖CoY 6 C1‖Λ‖Yd(X).
In beiden Fällen ist die Konvergenz bezüglich der Norm von CoY unbeding, wenn die
endlichen Folgen dicht in Yd(X) liegen. Andernfalls liegt Konvergenz im w∗-Sinne in
(H1piw )¬ vor. 
Sodann geben wir einige Eigenschaften der Coorbiträume an, die wir in Kapitel 4
unter Verwendung funktionalanalytischer Argumente und Zusatzannahmen für den
BF-Raum Y = LΦ belegen.
(2.2.12) Satz ([FG89a] Theorem 4.2)
Es seien die Voraussetzungen (2.2.3) gegeben und Apiw 6= {0}.
(i) CoY ist ein pi-invarianter Banachraum.
(ii) Die Definition des Coorbitraumes CoY ist unabhängig von der Wahl des Vektors
g ∈ Apiw \ {0}. Genauer betrachtet definieren verschiedene Vektoren g ∈ Apiw \ {0}
den gleichen Raum und die zugehörigen Normen sind äquivalent. 
Wir benötigen noch die Definition einer absolut stetige Norm.
(2.2.13) Definition ([Chr96] 5.2)
Sei Y ein BF-Raum. Man sagt, dass Y eine absolut stetige Norm besitzt, falls für jede
Folge ( fn)n∈N ∈ YN mit | fn(x)| ↘ 0 für n→ ∞ und für alle x ∈ G bereits ‖ fn‖Y −→n→∞ 0
folgt. 
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Wenn der Banachraum eine absolut stetige Norm besitzt, so ist der Dualraum zum
Coorbitraum isometrisch isomorph zum Coorbitraum des Dualraumes.
(2.2.14) Satz ([FG89a] Theorem 4.9)
Es seien die Voraussetzungen (2.2.3) gegeben und Apiw 6= {0}. Desweiteren sei (Y, ‖·‖Y)
ein BF-Raum mit absolut stetiger Norm. Dann gilt für den Dualraum zum Coorbit-
raum:
(CoY)′ ∼= CoY′. 
Projektive Darstellung
Wir definieren jetzt die projektive Darstellung und geben einige ihrer grundlegenden
Eigenschaften an. Mit diesen Hilfsmitteln, die in [Chr96] von Christensen beschrieben
wurden, werden wir die Theorie von Feichtinger und Gröchenig für Coorbiträume
von BF-Räumen auf Orlicz-Modulationsräume übertragen.
Zunächst zur Definition einer projektiven Darstellung.
(2.2.15) Definition ([Chr96] Definition 4.1)
Eine projektive Darstellung der lokalkompakten und σ-kompakten Hausdorff-Gruppe
G auf dem Hilbertraum H ist eine Abbildung ρ : G → U (H) von G in die unitäre
Gruppe U (H) auf H mit
(i) ρ(e) = I, wobei e das neutrale Element in G bezeichnet und I die Identitätsabbil-
dung auf H.
(ii) Es gibt eine stetige Funktion c : G × G → C, so dass
ρ(x · y) = c(x, y)ρ(x)ρ(y) für alle x, y ∈ G gilt.
(iii) Die Abbildung x 7→ 〈ρ(x) f1, f2〉 ist eine Borel-messbare Funktion auf G für alle
f1, f2 ∈ H. 
Somit ist es möglich mit der projektiven Darstellung ρ auf G eine neue Gruppe G˜ zu
konstruieren, wobei
G˜ = G ×T.
Die Multiplikation auf G˜ ist gegeben durch
(x, e2piiτ)(y, e2piiγ) = (xy, e2pii(τ+γ)c(x, y)) (2.10)
und die unitäre Darstellung durch
pi(x, e2piiτ) := e2piiτρ(x).
Die Gruppe G˜ wird die Mackey Obstruktions-Gruppe genannt. Diese Gruppe ist eine
lokalkompakte Gruppe bezüglich der Produkt-Topologie. Das Haarmaß ist das zuge-
hörige Produkt-Maß von G und T.
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Weiter definiert man zu der gegebenen stetigen projektiven Darstellung die Wavelet-
Transformation für g ∈ H durch
Ug : H → Cb(G), Ug( f )(x) := 〈ρ(x)g, f 〉, für f ∈ H, x ∈ G. (2.11)
Das innere Produkt auf H ist hier auch wieder konjugiert linear im ersten Faktor und
linear im zweiten Faktor ist. Entsprechend ist eine irreduzible, stetige und projektive
Darstellung integrierbar beziehungsweise quadratisch integrierbar, falls es ein Element
g ∈ H \ {0} gibt, so dass Ug(g) ∈ L1(G) beziehungsweise Ug(g) ∈ L2(G) gilt.
(2.2.16) Bemerkung
In Kapitel 1 haben wir bereits die Kurzzeit-Fouriertransformierte definiert. Da wir das
L2-Skalarprodukt benutzt haben, welches linear im ersten und konjugiert linear im
zweiten Faktor ist, benutzen bei den Anwendungen mit der Schrödinger-Darstellung
die Schreibweise Vg f (x) = 〈 f , ρ(x)g〉. Damit sind Ug f und Vg f bis auf komplexe
Konjugation gleich. Da wir aber meist nur die Beträge dieser Funktionen betrachten,
hat dies keinen Einfluss auf die Resultate siehe dazu auch Bemerkung (2.2.27). 
Wir gehen nun auf die Eigenschaften ein, die wir für die Coorbit-Theorie benötigen.
(2.2.17) Lemma ([Chr96] Lemma 4.4,Lemma 4.5)
Sei ρ eine projektive Darstellung auf G. Dann ist ρ eine irreduzible, stark stetige und
(quadratisch) integrierbare Darstellung genau dann, wenn die zugehörige unitäre Dar-
stellung pi auf G˜ eine irreduzible, stark stetige und (quadratisch) integrierbare Darstel-
lung ist. 
(2.2.18) Beispiel ([Chr96] Example 4.6)
Für die Zeit-Frequenz-Analyse ist die Schrödinger-Darstellung die geeignete irredu-
zieble unitäre Darstellung. Daher betrachten wir den Hilbertraum H = L2(Rd). Weiter
definiert ρ(x, w) := epiix·wTx Mw eine projektive Darstellung auf R2d. Es gilt:
(i) ρ(0, 0) = epii·0T0M0 = I.
(ii) Es gibt eine Funktion c : R2d ×R2d → C mit
c((x1, w1), (x2, w2)) := epii(x1w2−x2w1),
so dass
ρ(x1 + x2, w1 + w2) = epii[(x1+x2)·(w1+w2)]Tx1+x2 Mw1+w2
= epii[(x1·w1+x1·w2+x2·w1+x2·w2)]Tx1 e
−2piix2·w1 Mw1 Tx2 Mw2
= epii(x1·w2−x2·w1)epiix1·w1 Tx1 Mw1 e
piix2·w2 Tx2 Mw2
= epii(x1·w2−x2·w1)ρ(x1, w1)ρ(x2, w2)
für alle (x1, w1), (x2, w2) ∈ R2d erfüllt ist.
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(iii) Da das L2-Skalarprodukt linear im ersten und konjugiert linear im zweiten Faktor
ist, ist die Abbildung (x, w) 7→ 〈 f2, epiix·wTx Mw f1〉 stetig, also insbesondere Borel-
messbar für alle f1, f2 ∈ L2(Rd). In der Tat gilt für alle f1, f2 ∈ L2(Rd):
|〈 f2, ρ(x, w) f1〉 − 〈 f2, ρ(0, 0) f1〉| =
∣∣∣〈 f2, epiix·wTx Mw f1〉 − 〈 f2, f1〉∣∣∣
=
∣∣∣〈 f2, epiix·wTx Mw f1 − f1〉∣∣∣
6
∥∥∥epiix·wTx Mw f1 − f1∥∥∥
2
· ‖ f2‖2 .
Weiter gilt lim
x→0
‖Tx f1 − f1‖2 = 0 und lim
w→0
‖Mw f1 − f1‖ = lim
x→0
‖Tx fˆ1 − fˆ1‖2 = 0. Mit
der Beschränktheit der Operatornormen folgt:
‖Tx Mw f − f ‖ 6 ‖Tx Mw f − Tx f ‖+ ‖Tx f − f ‖
6 ‖Tx‖︸︷︷︸
beschränkt
für x→0
·‖Mw f − f ‖+ ‖Tx f − f ‖ −→
x→0,w→0
0.
Daher ergibt sich, dass
lim
(x,w)→(0,0)
|〈 f2, ρ(x, w) f1〉 − 〈 f2, ρ(0, 0) f1〉| = 0.
Es ist ausreichend die Stetigkeit in (0, 0) zu beweisen, denn wenn (x, w) gegen
(x′, w′) konvergiert und f1, f2 ∈ L2(Rd), dann gilt∣∣〈 f2, ρ(x, w) f1〉 − 〈 f2, ρ(x′, w′) f1〉∣∣ = ∣∣〈 f2, ρ(x− x′, w− w′) f1〉 − 〈 f2, f1〉∣∣ .
Die zugehörige Mackey Obstruktions-Gruppe ist Rd ×Rd ×T mit der Multiplikation
(x1, w1, e2piiτ1) · (x2, w2, e2piiτ2) = (x1 + x2, w1 + w2, e2pii(τ1+τ2)epii(x2·w1−x1·w2)). (2.12)
Wir erhalten also die reduzierte Heisenberggruppe und die Schrödinger-Darstellung
pi(x, w, e2piiτ) = e2piiτρ(x, w) = e2piiτepiix·wTx Mw
als unitäre Darstellung. 
Zu einer gegebenen projektiven Darstellung betrachten wir die zugehörige Mackey
Obstruktions-Gruppe und formen die für die Coorbit-Theorie notwendigen Voraus-
setzungen in Bedingungen an die projektive Darstellung um. Diese Resultate wurden
von Christensen in der Arbeit [Chr96] bewiesen.
Zunächst erweitern wir den soliden BF-Raum.
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(2.2.19) Definition ([Chr96] 5.1)
Sei Y ein BF-Raum auf der Gruppe G mit der projektiven Darstellung ρ. Dann definiert
Y˜ :=
 f : G ×T→ C, f messbar :
∫
T
| f (·, t)| dt ∈ Y

einen Funktionenraum auf der zugehörigen Mackey Obstruktions-Gruppe G˜.
Mit der Norm
‖ f ‖Y˜ =
∥∥∥∥∥∥
∫
T
| f (·, t)| dt
∥∥∥∥∥∥
Y
ist Y˜ auch ein Banachraum. 
Wir weisen nach, dass Y˜ ein BF-Raum ist, da wir dies als Voraussetzung für die
Coorbit-Theorie (siehe Voraussetzung (2.2.3) (2)) benötigen.
(2.2.20) Bemerkung
(i) Wir müssen beweisen, dass Y˜ stetig eingebettet ist in L1loc(G˜), wenn bereits Y
stetig eingebettet ist in L1loc(G). Sei K1 × K2 ⊂ G˜ kompakt, das heißt K1 ⊂ G und
K2 ⊂ T sind jeweils kompakt (zum Beispiel K2 = T). Dann gilt:
∫
K1
∣∣∣∣∣∣
∫
K2
| f (x, ξ)| dξ
∣∣∣∣∣∣ dx 6
∫
K1
∣∣∣∣∣∣
∫
T
| f (x, ξ)| dξ
∣∣∣∣∣∣ dx =
∥∥∥∥∥∥
∫
T
| f (·, ξ)| dξ
∥∥∥∥∥∥
L1(K1)
Y↪→L1loc
6 C(K1)
∥∥∥∥∥∥
∫
T
| f (·, ξ)| dξ
∥∥∥∥∥∥
Y
6 C‖ f ‖Y˜.
Da K1 × K2 beliebig gewählt war, ist Y˜ stetig eingebettet in L1loc(G˜).
(ii) Für f˜ ∈ Y˜ und g˜ ∈ L1loc(G˜) ist einerseits
∫
T
∣∣ f˜ (·, ξ)∣∣ dξ =: f ∈ Y und andererseits∫
T
|g˜(·, ξ)| dξ =: g ∈ L1loc(G). Weiter sei |g˜(x, t)| 6
∣∣ f˜ (x, t)∣∣ fast überall. Dann gilt
wegen 0 6
∫
T
|g˜(x, t)| dt 6 ∫
T
∣∣ f˜ (x, t)∣∣ dt:
‖g˜‖Y˜ =
∥∥∥∥∥∥
∫
T
|g˜(·, ξ)| dξ
∥∥∥∥∥∥
Y
6
∥∥∥∥∥∥
∫
T
∣∣ f˜ (·, ξ)∣∣ dξ
∥∥∥∥∥∥
Y
= ‖ f˜ ‖Y˜.
(iii) Y˜ ist linksinvariant und es gilt ‖L(x,e2piiτ)‖[Y˜] = ‖Lx‖[Y] für alle (x, e2piiτ) ∈ G ×T.
Genauso ist Y˜ rechtsinvariant mit ‖R(x,e2piiτ)‖[Y˜] = ‖Rx‖[Y] für alle (x, e2piiτ) ∈ G ×
T ([Chr96] Lemma (5.1)). Desweiteren wurde in Lemma (4.3) in [Chr96], bewiesen
dass4G˜(x, τ) = 4G(x) für alle x ∈ G, τ ∈ T ist. Daraus folgt, dass G˜ genau dann
unimodular ist, wenn G unimodular ist. Damit ist die Gewichtsfunktion w˜ zu Y˜
durch w˜(x, τ) = w(x) für (x, τ) ∈ G ×T gegeben.
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(iv) Weiter gilt f ∗ g ∈ Y˜ und ‖ f ∗ g‖Y˜ 6 ‖ f ‖Y˜ · ‖g∨‖L1w˜ für f ∈ Y˜, g ∈ (L1w˜(G˜))∨.
Für f˜ ∈ Y˜, g˜ ∈ L1w˜(G˜) gilt mit f :=
∫
T
∣∣ f˜ (·, ξ)∣∣ dξ und g := ∫
T
|g˜(·, ξ)| dξ bereits
f ∈ Y und g ∈ L1w(G). Damit folgt:
∫
T
∣∣( f˜ ∗ g˜)(y, η)∣∣ dη = ∫
T
∣∣∣∣∣∣
∫
G
∫
T
f˜ (z, ξ)g˜(z−1y, η c(z, z−1)︸ ︷︷ ︸
=1
ξc(z−1y)) dξ dz
∣∣∣∣∣∣ dη
=
∫
T
∣∣∣∣∣∣
∫
G
∫
T
f˜ (z, ξ)g˜
(
(z−1, ξ−1)(y, η)
)
dξ dz
∣∣∣∣∣∣ dη
=
∫
T
∣∣∣∣∣∣
∫
G
∫
T
f˜ (z, ξ)g˜(z−1y, ηξc(z−1, y)) dξ dz
∣∣∣∣∣∣ dη
6
∫
G
∫
T
∣∣ f˜ (z, ξ)∣∣ ∫
T
∣∣∣g˜(z−1y, ηξc(z−1, y))∣∣∣ dη dξ dz
γ = ηξc(z−1y)
=
∫
G
∫
T
∣∣ f˜ (z, ξ)∣∣ ∫
T
∣∣∣g˜(z−1y,γ)∣∣∣ dγ dξ dz
=
∫
G
∫
T
∣∣ f˜ (z, ξ)∣∣ dξ ∫
T
∣∣∣g˜(z−1y, η)∣∣∣ dη dz
=
∫
G
f (z)g(z−1y) dz = ( f ∗ g)(y).
Aufgrund der Tatsache, dass f ∗ g ∈ Y und Y solide ist, folgt f˜ ∗ g˜ ∈ Y˜ und
‖ f˜ ∗ g˜‖Y˜ 6 ‖ f ∗ g‖Y 6 ‖ f ‖Y · ‖g∨‖L1w(G) = ‖ f˜ ‖Y˜ · ‖g˜∨‖L1w˜(G˜),
denn ∫
T
∣∣g˜∨(y, ξ)∣∣ dξ = ∫
T
∣∣∣g˜(y−1, ξ−1)∣∣∣ dξ T kompakt=
also unimodular
∫
T
∣∣∣g˜(y−1, ξ)∣∣∣ dξ
= g(y−1) = g∨(y).
(v) Es gibt eine nichtleere offene Menge U˜ mit χU˜ ∈ Y˜. Wir wählen dazu die nicht-
leere offene Menge U mit χU ∈ Y und setzen U˜ := U ×T. 
(2.2.21) Lemma ([Chr96] Proposition 5.3, Corollary 5.3)
Hat Y eine absolut stetige Norm, so hat auch Y˜ eine absolut stetige Norm. Damit liegt
Cc(G˜) dicht in Y˜. 
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Es gilt noch den diskreten Fall zu behandeln.
(2.2.22) Satz ([Chr96] 5.3)
Sei X = (xi)i∈I ⊂ G relativ separiert und W ⊂ G eine nichtleere, relativ kompakte
Borel-messbare Menge, sowie (yj)j∈J ⊂ T endlich. Dann ist (xi, yj)(i,j)∈I×J ⊂ G˜ relativ
separiert und W × T ⊂ G˜ ist relativ kompakt. Weiter ist der zu Y˜ diskrete Raum
gegeben durch
Y˜d((xi, yj)(i,j)∈I×J) =
(λij)(i,j)∈I×J : ∑
(i,j)∈I×J
∣∣λij∣∣ χ(xi ,yj)W×T ∈ Y˜
 . (2.13)
Damit gilt:
(λij)(i,j)∈I×J ∈ Y˜d((xi, yj)(i,j)∈I×J)⇔
(
∑
j∈J
∣∣λij∣∣
)
i∈I
∈ Yd((xi)i∈I)
und für die Normen
‖(λij)(i,j)∈I×J‖Y˜d((xi ,yj)(i,j)∈I×J) = ‖
(
∑
j∈J
∣∣λij∣∣
)
i∈I
‖Yd((xi)i∈I). 
Man erhält das folgende Korollar:
(2.2.23) Korollar ([Chr96] Corollary 5.5)
Sind die endlichen Folgen dicht in Yd((xi)i∈I), dann gilt dies auch in Y˜d((xi, yj)(i,j)∈I×J).
Die Coorbit-Theorie kann auf projektive Darstellungen angepasst werden. Dazu be-
nutzen wir die Resultate die Christensen in seiner Arbeit [Chr96] gezeigt hat.
Sei wie zuvor (ρ,H) die projektive Darstellung von G und (pi,H) die entsprechende
unitäre Darstellung der Makey Obstruktions-Gruppe. Zu einem gegebenen BF-Raum
Y mit dem Gewicht w definiert man die Menge
Aρw := {g ∈ H : Ug(g) ∈ L1w}. (2.14)
Wie wir zuvor gesehen haben, ist w˜(x, τ) = w(x) die zu Y˜ entsprechende Gewichts-
funktion und es gilt zusätzlich, dass
Apiw˜ =
g ∈ H :
∫
T
∫
G
|〈pi(x, τ)g, g〉w˜(x, τ)| dx dτ < ∞

=
g ∈ H :
∫
G
|〈ρ(x)g, g〉w(x)| dx < ∞
 = Aρw. (2.15)
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Also entsprechen sich die Räume der zulässigen Vektoren. Für ein festes g ∈ Aρw \ {0}
und für den entsprechend definierten Raum H1,ρw kann man mit der selben Rechnung
folgern, dass auch
H1,ρw = H1,piw˜ (2.16)
mit Gleichheit der Normen gilt. Auch die Coorbiträume beinhalten dieselben Funktio-
nen, da
CopiY˜ = { f ∈ (H1,piw˜ )¬ : Wg( f ) ∈ Y˜}
= { f ∈ (H1,piw˜ )¬ : x 7→
∫
T
|〈τρ(x)g, f 〉| dτ ∈ Y}
= { f ∈ (H1,ρw )¬ : Ug( f ) ∈ Y} = CoρY
gilt.
Christensen hat weiterhin die Gleichheit der Räume Bρw = Bpiw˜ bewiesen.
(2.2.24) Lemma ([Chr96] Lemma 5.6)
Es gilt
Bρw = Bpiw˜. 
Wir werden diese Theorie für den HilbertraumH = L2(Rd) und die zur Schrödinger-
Darstellung zugehörige projektive Darstellung ρ(x, w) = epiix·wTx Mw auf der Gruppe
R2d betrachten.
Konkreter werden wir uns darauf beschränken als zulässige Fenster-Funktionen nur
glatte Funktionen, also Funktionen aus dem Schwartz-Raum, zu verwenden.
Es sei also für unsere Zwecke die Fenster-Funktion g ∈ S(Rd) \ {0}. Wir zeigen zu-
nächst, dass g ∈ S(Rd) \ {0} ein zulässiges Fenster ist, sofern die Gewichtsfunktion w
ein polynomiales Wachstum hat.
(2.2.25) Lemma
Sei ρ(x, v) = epiix·vTx Mv, die zur Schrödinger-Darstellung zugehörige projektive Dar-
stellung auf R2d und Y ein BF-Raum auf R2d, so dass die Menge Aρw 6= {0} und w ein
Gewicht mit polynomialem Wachstum ist, das heißt es gibt ein s > 0 und C > 0, so
dass w(x, v) 6 C(1+ |x|+ |v|)s für alle (x, v) ∈ R2d ist. Dann gilt S(Rd) ⊂ Bρw. 
Beweis
Zuerst gilt für g ∈ S(Rd) ⊂ L2(Rd) und (x, v) ∈ R2d:∣∣Ug(g)(x, v)∣∣ = |〈ρ(x, v)g, g〉| = ∣∣Vgg(x, v)∣∣ ,
wobei nach Satz (1.2.6) Vg(g) ∈ S(R2d) ist. Damit gibt es für jedes n ∈ N0 eine
Konstante Cn > 0, so dass∣∣Ug(g)(x, v)∣∣ 6 Cn(1+ |x|+ |v|)−n für alle (x, v) ∈ R2d
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ist. Sei Q eine kompakte Umgebung der Null und R > 0 mit Q ⊂ BR(0). Für einen
Punkt (y, z) ∈ R2d mit χQ(y− x, z− v) 6= 0 ist
|y|+ |z| > |x| − |x− y|+ |v| − |v− z| > |x|+ |v| − 2R
⇒ 1+ |x|+ |v| 6 2R + 1+ |y|+ |z| 6 (2R + 1)(1+ |y|+ |z|)
⇒ ∣∣Ugg(y, z)∣∣ 6 Cn(1+ |y|+ |z|)−n 6 Cn(2R + 1)n︸ ︷︷ ︸
C˜n
(1+ |x|+ |v|)−n.
Folglich gilt insbesondere für n = d2d + s + 1e:
‖(R(x,v)χQ)Ug(g)‖∞ = sup
(y,z)∈R2d
∣∣χQ(y + x, z + v)Ug(g)(y, z)∣∣
6 C˜d2d+s+1e(1+ |x|+ |v|)−(d2d+s+1e).
Daher können wir folgern:∫
R2d
‖(R(x,v)χQ)Ug(g)‖∞w(x, v) dx dv 6 C
∫
R2d
C˜d2d+s+1e(1+ |x|+ |v|)−(d2d+s+1e)+s dx dv.
Da − (d2d + s + 1e) + s 6 −2d− 1− 1+ s < −2d ist, ist das letzte Integral endlich.
Also folgt
S(Rd) ⊂ Bρw =
g ∈ L2(Rd) :
∫
R2d
‖Rxk ·Ug(g)‖∞w(x) dx < ∞
 .

Aufgrund der einfacheren Anwendbarkeit ist es vorteilhafter, den Raum der tempe-
rierten Distributionen S ′(Rd) statt den Raum (H1w)¬ zu betrachten (siehe Bemerkung
(2.2.27)). Mit (S(Rd))¬ bezeichnen wir die stetig konjugiert linearen Funktionale auf
S(Rd). Es gilt weiterhin S(Rd) ⊂ H1w ⊂ L2(Rd). Im folgenden Beweis werden wir
außerdem zeigen, dass S(Rd) stetig in H1,ρw eingebettet ist, so dass die Inklusionen
L2(Rd) ⊂ (H1,ρw )¬ ⊂ (S(Rd))¬ gelten. Weiterhin schreiben wir 〈 f , h〉 für h ∈ (S(Rd))¬
und f ∈ S(Rd). Das folgende Lemma zeigt, dass der Coorbitraum nicht abhängig von
der Menge (H1,ρw )¬ ist, sofern das Gewicht w polynomial beschränkt ist.
(2.2.26) Lemma
Sei ρ(x, v) = epiix·vTx Mv, die zur Schrödinger-Darstellung zugehörige projektive Dar-
stellung auf R2d und Y ein BF-Raum auf R2d und w ein Gewicht mit polynomialem
Wachstum ist, dann ist
CoY = { f ∈ (S(Rd))¬ : Ug( f ) ∈ Y}
für g ∈ S(Rd) \ {0}. 
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Beweis
Der Beweis wird analog zu [FG89a] Theorem 4.2 (iii) geführt. Wir wählen eine feste
Fenster-Funktion g ∈ S(Rd) \ {0}. In diesem Fall liegt S(Rd) dicht in H1,ρw für ein
polynomial beschränktes Gewicht w. In der Tat ist für f ∈ S(Rd) ⊂ L2(Rd) und
g ∈ S(Rd) nach Satz (1.2.6) bereits Ug( f ) ∈ S(R2d). Damit gibt es für jedes n > 0 ein
Cn = ‖Vg f ‖L∞vn > 0 (siehe Bemerkung (1.2.8)), so dass∣∣Ug f (x, v)∣∣ 6 ‖Vg f ‖L∞vn (1+ |x|+ |v|)−n für alle (x, v) ∈ R2d gilt.
Es folgt insbesondere für n = d2d + s + 1e:∫
R2d
∣∣Ug f (x, v)∣∣ · |w(x, v)| dx dv 6 C ∫
R2d
∣∣Ug f (x, v)∣∣ (1+ |x|+ |v|)s dx dv
6 C
∫
R2d
‖Vg f ‖L∞vd2d+s+1e (1+ |x|+ |v|)
−(d2d+s+1e)+s dx dv
6 CC˜‖Vg f ‖L∞vd2d+s+1e .
Das letzte Integral endlich, da − (d2d + s + 1e)+ s 6 −2d− s− 1+ s < −2d ist. Zumal
‖Vg f ‖L∞vd2d+s+1e nach Lemma (1.2.7) eine stetige Seminorm auf S(R
d) definiert, ist die
Einbettung S(Rd) ↪→ H1$w stetig. Es folgt:
S(Rd) ↪→ H1,ρw ↪→ H = L2(Rd) ↪→ (H1,ρw )¬.
Nach Korollar 4.8 in [FG88] ist 〈pi(x)g|x ∈ G〉 ⊂ H1,piw dicht für g ∈ Aw \ {0}. Wählt
man g ∈ S(Rd), so ist auch pi(x)g ∈ S(Rd). Es folgt, dass S(Rd) dicht in H1,piw = H1,ρw
liegt. Daher ergibt sich für die Dualräume die stetige Einbettung
(H1,ρw )¬ ↪→ (S(Rd))¬.
Zum festen Fenster g ∈ S(Rd) und für f ∈ (S(Rd))¬ mit Ug( f ) ∈ Y zeigen wir, dass
f bereits in (H1,ρw )¬ liegt. Nach Theorem (4.1) (iv) in [FG89a] gibt es zu jedem Element
F in L∞1
w
(G) := { f : G → C : f 1w ∈ L∞(G)}, für das F ∗Ug(g) = F gilt, ein eindeutiges
f ∈ (H1,ρw )¬ mit Ug( f ) = F. Es ist ausreichend F = Ug( f ) ∈ L∞1
w
(G) zu beweisen.
Wächst w polynomial, so gilt wegen Lemma (2.2.25) für g ∈ S(Rd), dass die Transfor-
mation Ug(g) ∈WR(C0, L1w) ist. Nach Lemma (3.9) (c) in [FG89a] gilt für m := 1w∨0 und
w0(x) = ‖Tx‖[Y], dass F ∈ Y ⊂ W(L1, L∞m ) ist. Mit Satz (3.10) aus der gleichen Arbeit
folgt:
W(L1, L∞m ) ∗WR(C0, L1w) ⊂W(M, L∞m ) ∗WR(C0, L1w) ⊂ L∞m .
Dementsprechend ist F ∈ L∞m , da F = F ∗Ug(g) ist. Wegen w∨0 (x) 6 w(x) ergibt sich
F ∈ L∞1
w
. 
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Ferner können wir statt (H1,ρw )¬ auch die Menge (S(Rd))′ verwenden.
(2.2.27) Bemerkung
Da K : S(Rd)→ S(Rd) mit g 7→ g ein Homeomorphismus ist, folgt aus der Einbettung
S(Rd) ↪→ H1,ρw bereits die Einbettung S(Rd) ↪→ H1,ρw . Weiter definieren wir die Abbil-
dung Γ : (H1,ρw )¬ → (H1,ρw )′ mit f 7→ f˜ , wobei f˜ (g) = f (g) sowie θ : (H1,ρw )¬ → (H1,ρw )′
mit f 7→ Γ( f ). Durch die Einschränkung auf S(Rd) erhalten wir eine temperierte Dis-
tribution, also Γ( f ) |S∈ (S(Rd))′. Weiter ist Ug( f ) ∈ Y genau dann, wenn
∣∣Ug( f )∣∣ ∈ Y,
da Y ein solider Banachraum ist. Mit der Bezeichnung hier ist die duale Paarung S ′−S
gegeben durch 〈 f , g〉 := f (g). Daher folgt ∣∣Ug f (x)∣∣ = ∣∣Vg f (x)∣∣. 
Sei ρ(x, v) = epiix·vTx Mv, die zur Schrödinger-Darstellung zugehörige projektive
Darstellung aufR2d und Y ein BF-Raum aufR2d und w ein Gewicht mit polynomialem
Wachstum ist so kann anstelle des in (2.8) definierten Coorbitraumes der Raum
{ f ∈ (S(Rd))′ : Vg( f ) ∈ Y}, wobei Vg( f )(x, v) = 〈 f , ρ(x, v)g〉 (2.17)
für g ∈ S(Rd) \ {0} benutzt werden.
Der Satz der atomaren Zerlegung kann mit diesen Resultaten wie folgt konkretisiert
werden:
(2.2.28) Satz ([Chr96] Theorem 6.1)
Sei ρ(x, v) = epiix·vTx Mv, die zur Schrödinger-Darstellung zugehörige projektive Dar-
stellung auf R2d und Y ein BF-Raum auf R2d und w ein Gewicht mit polynomialem
Wachstum ist. Dann gibt es für jedes g ∈ S(Rd) \ {0} positive Konstanten C0, C1 (nur
abhängig von g) und eine Umgebung U der Null, so dass
(i) Analyse: Für eine beliebige U-dichte und relativ separierte Familie X = (xi)i∈I in
R2d gilt: Es gibt einen beschränkten linearen Operator A : CoY → Yd(X). Folglich
gilt für Λ := (λi)i∈I := A( f ) die Ungleichung ‖A( f )‖Yd(X) 6 C0‖ f ‖CoY so, dass
jedes f ∈ CoY als f =∑
i∈I
λiρ(xi)g dargestellt werden kann.
(ii) Synthese: Ist umgekehrt X = (xi)i∈I ⊂ R2d relativ separiert, dann definiert
Λ = (λi)i∈I 7→ f (Λ) := ∑
i∈I
λiρ(xi)g eine beschränkte lineare Abbildung von
Yd((xi)i∈I) in CoY mit ‖ f (Λ)‖CoY 6 C1‖Λ‖Yd(X).
In beiden Fällen ist die Konvergenz in der Norm von CoY unbedingt, wenn die end-
lichen Folgen dicht in Yd(X) liegen. Andernfalls liegt die Konvergenz im w∗-Sinne in
S ′(Rd) vor. 
Die Ergebnisse dieses Abschnitts ermöglichen es, von einer Funktion die auf R2d
definiert ist zu einer Funktion, die auf der reduzierten Heisenberggruppe definiert ist,
überzugehen. Entsprechend können die Aussagen, die mittels gruppentheoretischer
Methoden erhalten wurden, auf Bedingungen an Funktionen, die in R2d definiert sind,
zurückgeführt werden.
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Orlicz-Räume sind eine Verallgemeinerung der klassischen Lp-Räume von Lebesgue
(p < ∞). Diese Räume bestehen aus (Äquivalenzklassen von) messbaren Funktio-
nen f , die von einem Maßraum (Ω,Σ, µ) in die komplexen Zahlen abbilden und eine
bestimmte Integrationsbedingung erfüllen. Konkret wird verlangt, dass das folgende
Integral ∫
Ω
Φ(α | f (x)|) dµ(x)
für ein α > 0 endlich ist. Die Funktion Φ ist dabei eine konvexe Funktion beziehungs-
weise eine Young-Funktion. Im Fall der Lp-Räume ist hierbei Φ(x) = |x|p.
Die Orlicz-Räume wurden zuerst von Birnbaum und Orlicz eingeführt und analysiert.
Im Buch [KR61] über konvexe Funktionen und Orlicz-Räume haben Krasnoselskii und
Rutickii die Theorie auf beschränkte Teilmengen von Rd begrenzt. Rao und Ren haben
später in dem Buch [RR91] die Theorie auf Maßräume ausgedehnt und weiterentwi-
ckelt. Dieses 1991 veröffentlichte Werk ist die Grundlage des vorliegenden Kapitels.
Auch in den Büchern Classical Banach Spaces I und II von Lindenstrauss und Tzafriri
werden Orlicz-Räume und Orlicz-Folgenräume als Banachräume thematisiert.
Im Folgenden analysieren wir die Orlicz-Räume, auf deren Grundlage wir im kom-
menden Kapitel 4 die Modulationsräume beziehungsweise Coorbiträume definieren.
Zur Einführung von Orlicz-Räumen müssen zunächst einige Bedingungen an die auf-
tretende Funktion Φ festgelegt werden. Ähnlich wie bei der Theorie der Lebesgue-
Räume kann dann auf diesen Räumen eine Norm definiert werden, so dass sie Ba-
nachräume sind. Schließlich können viele Aussagen, die in Lp-Räumen gelten, auf
Orlicz-Räume erweitert werden. In den meisten Fällen ist es ausreichend den Be-
weis anzupassen. Wir werden jedoch sehen, dass einige bedeutende Resultate eine
zusätzliche Voraussetzung benötigen, um sie auf Orlicz-Räume zu übertragen. Es be-
darf in diesen Fällen einer Wachstumsbedingung an die Young-Funktion, die als ∆2-
Bedingung bezeichnet wird. Dafür muss für alle x ∈ Rd der Funktionswert an der
Stelle 2x kleiner als das Produkt einer positiven Konstanten und dem Funktionswert
an der Stelle x sein. Konkreter kann der Satz der majorisierten Konvergenz für die
Lp-Norm nur auf die Orlicz-Norm erweitert werden, wenn die Young-Funktion die
∆2-Bedingung erfüllt. Außerdem spielt diese Bedingung bei der Identifizierung des
Dualraumes eines Orlicz-Raumes mit dem Orlicz-Raum zur komplementären Funkti-
on eine wichtige Rolle. Im Allgemeinen ist diese Identifizierung nicht gegeben, es se
denn die ∆2-Bedingung ist erfüllt. Weiterhin ist der Orlicz-Raum reflexiv, wenn die
Young-Funktion und die zugehörige komplementäre Funktion der ∆2-Bedingung ge-
nügen.
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Da wir die in Kapitel 2 eingeführte Coorbit-Theorie anwenden möchten, werden wir
im Abschnitt 3.2.2 die dazu benötigten Voraussetzungen überprüfen. Wir wählen da-
zu als BF-Raum einen Orlicz-Raum, Y = LΦ. Am Ende dieses Teilabschnitts werden
Inklusionsbeziehungen zwischen verschiedenen Orlicz-Räumen und dem Schwartz-
Raum behandelt. Die bereist erwähnte Wachstumsbedingung für die Young-Funktion
geht hier ebenfalls ein. Wir werden zeigen, dass die beschränkten Funktionen mit
kompaktem Träger genau dann im Orlicz-Raum liegen, wenn die Young-Funktion die
∆2-Bedingung erfüllt.
Im Anschluss wenden wir uns den Orlicz-Folgenräumen zu. Von besonderem Inter-
esse sind dabei stetige Inklusionsbeziehungen zwischen Orlicz-Folgenräumen. Die-
se Einbettungen können explizit anhand von Relationen zwischen den zugehörigen
Young-Funktionen charakterisiert werden. Wir werden sehen, dass die Einbettungen
der Orlicz-Modulationsräume mit den Einbettungen der zugehörigen Orlicz-Folgen-
räume einhergehen. Diese Charakterisierung von Inklusionen der Orlicz-Folgenräume
durch Young-Funktionen ermöglicht es uns Einbettungen zwischen Orlicz-Modula-
tionsräumen zu beschreiben.
Im zweiten Abschnitt erweitern wir die Theorie der Orlicz-Räume von skalarwertigen
Funktionen auf banachraumwertige Funktionen. Wir führen den Begriff der Bochner-
Integrierbarkeit ein, um die gemischten Orlicz-Räume LΦ1Φ2 bezüglich der Young-
Funktionen Φ1,Φ2 zu definieren. Ziel ist, die entsprechenden Resultate des Abschnitts
3.2 auf diese Verallgemeinerung zu übertragen.
Auch in diesem Kontext spielt die ∆2-Bedingung eine elementare Rolle. Genau wie im
skalarwertigen Fall benötigen wir diese Wachstumsbedingung bei der Charakterisie-
rung des Dualraumes und bei den Voraussetzungen, unter denen die Räume reflexiv
sind. Ebenso lässt sich der Satz der majorisierten Konvergenz nur mit Hilfe der ∆2-
Bedingung anpassen. Selbst im Beweis der Solidität des gemischten Orlicz-Raumes,
die zur Anwendung der Coorbit-Theorie benötigt wird, ist die ∆2-Bedingung erfor-
derlich. Eine weitere Annahme für die Coorbit-Theorie ist das Vorliegen einer Fal-
tungsrelation der Art L1 ∗ LΦ1Φ2 ⊂ LΦ1Φ2 . Im Nachweis dieser Inklusion wird der Satz
der majorisierten Konvergenz benutzt, so dass ebenfalls die ∆2-Bedingung mit ein-
geht. Es ist offensichtlich, dass diese Bedingung bei der Inklusion der beschränkten
Funktionen mit kompaktem Träger im gemischten Orlicz-Raum relevant ist.
Zum Ende des Kapitels führen wir die gemischten Orlicz-Folgenräume ein, deren Ein-
bettung mittels Relationen zwischen Young-Funktionen charakterisiert werden kann.
3.1 Young-Funktionen
Young-Funktionen sind konvexe, symmetrische und monoton wachsende Funktio-
nen. In der Theorie der Orlicz-Räume sind sie von wesentlicher Bedeutung, weshalb
wir diese Klasse von Funktionen zuerst einführen und einige Beispiele untersuchen
werden. Ein bekanntes Beispiel aus der Theorie der Lp-Räume von Lebesgue ist die
Funktion Φ(x) = |x|
p
p für ein p > 1. Bei den Lebesgue-Räumen spielen die Räume
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Lp
′
mit den zu p konjugierten Exponenten p′, insbesondere im Hinblick auf Duali-
tätsaussagen, eine entscheidende Rolle. In der folgenden Theorie ist die sogenannte
komplementäre Young-Funktion das Gegenstück zum konjugierten Exponenten. Wir
werden erkennen, dass die komplementäre Funktion zu Φ(x) = |x|
p
p die Funktion
Ψ(y) = |y|
p′
p′ mit p
−1 + p′−1 = 1 ist. Anschließend führen wir die ∆2-Bedingung ein, mit
der die Wachstumsgeschwindigkeit von Young-Funktionen kontrolliert werden kann.
Anhand dieser Klassifikation ist es möglich, strukturelle Aussagen die in Lebesgue-
Räumen gelten entsprechend auf Orlicz-Räume zu erweitern. Wir benötigen weiterhin
die ∆2-Bedingung um den Dualraum des Orlicz-Raumes, entsprechend dem Fall der
Lp-Räume, mit Hilfe der komplementären Funktion anzugeben. Im Zusammenhang
mit der Reflexivität der Orlicz-Räume wird die ∆2-Bedingung ebenfalls eine grundle-
gende Rolle spielen.
Zunächst führen wir die Young-Funktion und die dazu komplementäre Funktion
ein. In anderen Teilgebieten der Mathematik ist eine komplementäre Funktion auch
unter dem Namen Legendre-Transformation bekannt.
(3.1.1) Definition ([RR91] I 1.3)
Sei R+ := [0,∞]. Eine konvexe Funktion Φ : R→ R+ mit folgenden Eigenschaften
(i) Φ(−x) = Φ(x) für alle x ∈ R,
(ii) Φ(0) = 0,
(iii) lim
x→∞Φ(x) = +∞,
nennt man Young-Funktion.
Die Funktion Ψ : R→ R+ definiert durch
Ψ(y) = sup{x |y| −Φ(x); x > 0} für y ∈ R,
ist die zu Φ komplementäre Funktion.
Ein komplementäres Paar von Young-Funktionen (Φ,Ψ) bezeichne im Folgenden die
Young-Funktion Φ und ihre zugehörige komplementäre Funktion Ψ. 
Die folgende Bemerkung zeigt, dass Young-Funktionen monoton sind.
(3.1.2) Bemerkung
Eine Young-Funktion Φ eingeschränkt auf [0,∞) ist monoton steigend. In der Tat gilt
für 0 6 x 6 y mit x = θy + (1 − θ) · 0, θ ∈ [0, 1] mit der Konvexität der Young-
Funktion:
Φ(x) 6 θΦ(y) + (1− θ)Φ(0) Φ(0)=0= θΦ(y) 6 Φ(y). 
Aus der Definition ergibt sich für die komplementäre Funktion das folgende Lem-
ma:
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(3.1.3) Lemma ([RR91] I 1.3)
Für die zu Φ komplementäre Funktion Ψ gilt:
(i) Ψ(0) = 0,
(ii) Ψ(−y) = Ψ(y) für alle y ∈ R,
(iii) Ψ ist konvex und
(iv) lim
y→∞Ψ(y) = +∞. 
Damit ist die komplementäre Funktion ebenfalls eine Young-Funktion.
Aus der Definition (3.1.1) leitet sich ferner die Young-Ungleichung ab, die beispiels-
weise im Beweis der Hölder-Ungleichung in Orlicz-Räumen benutzt wird.
(3.1.4) Bemerkung ([RR91] I 1.3)
Ein Paar (Φ,Ψ) von komplementären Young-Funktionen genügt der Young-Unglei-
chung
xy 6 Φ(x) +Ψ(y) für x, y ∈ R. 
Die Definition der komplementären Funktion ist jedoch nicht konstruktiv. Mit Hilfe
der Darstellung einer konvexen Funktion als Integral ist es dennoch möglich, die kom-
plementäre Funktion aus der Young-Funktion konstruktiv zu bestimmen. Zu beachten
ist, dass eine konvexe Funktion auf einem offenen Intervall stetig ist.
(3.1.5) Satz ([RR91] I 1.3 Theorem 1)
Sei Φ : (a, b) → R eine Funktion. Dann ist Φ genau dann konvex, wenn für jedes
abgeschlossene Teilintervall [c, d] ⊂ (a, b)
Φ(x) = Φ(c) +
x∫
c
φ(t) dt 0 6 x 6 d
gilt, wobei φ : R → R eine monotone nichtfallende und linksseitig stetige Funktion
ist. Darüber hinaus existieren die links- und rechtsseitigen Ableitungen von Φ in je-
dem Punkt von (a, b). Ferner sind diese Ableitungen bis auf höchstens abzählbar viele
Punkte gleich. 
Daraus resultiert die Integraldarstellung von konvexen Funktionen. Da eine konvexe
Young-Funktion Φ : R → R+ mit Φ(0) = 0 an einem Punkt a > 0 den Wert +∞
annehmen kann, ist Φ(x) = +∞ für alle x > a. Setzt man in diesem Fall ϕ(0) = 0 und
ϕ(x) = ∞ für x > a, dann ist die Gleichung aus dem vorherigen Satz weiterhin gültig.
(3.1.6) Lemma ([RR91] I 1.3 Corollary 2)
Sei Φ : R+ → R+ eine stetige Young-Funktion. Dann kann diese dargestellt werden
durch
Φ(x) =
x∫
0
φ(t) dt x ∈ R+, (3.1)
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wobei φ : R+ → R+ nichtfallend und linksseitig stetig ist mit φ(0) = 0.
Gilt φ(x) = +∞ für x > a, so ist Φ(x) = +∞ für x > a > 0. 
Aus dieser Darstellung kann eine konstruktive Definition für die komplementäre
Funktion hergeleitet werden.
Sei für φ aus Gleichung (3.1) die Funktion ψ wie folgt definiert
ψ(u) =
{
inf{t : φ(t) > u}, u > 0
∞, falls {t : φ(t) > u} = ∅. (3.2)
In diesem Fall ist ψ(0) = 0 und ψ ist eindeutig bestimmt sowie monoton steigend. Da
ϕ linksseitig stetig ist, ist {t : ϕ(t) > u} das Intervall (ψ(u),∞]. Ferner ist ψ(u) < t
genau dann, wenn ϕ(t) > u ist. Daher definieren wir für y > 0
Ψ(y) =
y∫
0
ψ(u) du. (3.3)
Es gilt Ψ(0) = 0. Setzt man Ψ symmetrisch auf R fort und aufgrund der Tatsache,
dass Ψ eine konvexe Funktion ist (da ψ monoton steigend ist), ist dann Ψ auch eine
Young-Funktion.
Der nachfolgende Satz beweist, dass für dieses Paar von Young-Funktionen (Φ,Ψ)
die Young-Ungleichung gilt.
(3.1.7) Satz ([RR91] I 1.3 Theorem 3)
Sei Φ : R+ → R+ eine Young-Funktion und Ψ ergebe sich aus Φ wie in Gleichung
(3.2) und (3.3) beschrieben. Dann erfüllen diese Funktionen die Young-Ungleichung
xy 6 Φ(x) +Ψ(y) x, y > 0.
Die Gleichheit gilt, falls y = φ(x) oder x = ψ(y) für x, y > 0. 
Daher ist Ψ die zu Φ komplementäre Funktion. Als nächstes betrachten wir einige
Beispiele von Young-Funktionen und deren komplementären Funktionen.
(3.1.8) Beispiel
(1) Für Φ(x) = |x|
p
p mit p > 1 ist die komplementäre Funktion Ψ gegeben durch
Ψ(y) = |y|
q
q mit
1
p +
1
q = 1.
(2) Für Φ(x) = e|x| − |x| − 1 ist die komplementäre Funktion
Ψ(y) = (1+ |y|) ln(1+ |y|)− |y| .
(3) Für Φ(x) = e|x|
δ − 1 mit δ > 1 ist die komplementäre Funktion Ψ nicht in geschlos-
sener Form bestimmbar.
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(4) Für Φ(x) = |x| ln(|x|+ 1) ist die komplementäre Funktion Ψ nicht in geschlossener
Form bestimmbar. 
Eine andere relevante Klasse von Funktionen sind die stetigen, streng monoton
wachsenden Young-Funktionen. Diese werden N-Funktionen genannt.
(3.1.9) Definition ([RR91] II 2.1)
Eine Young-Funktion Φ : R → R+ wird N-Funktion genannt, falls sie die folgenden
Bedingungen erfüllt
(i) Φ ist stetig,
(ii) Φ(x) = 0⇔ x = 0,
(iii) lim
x→0
Φ(x)
x = 0, beziehungsweise Φ
′(0) = 0,
(iv) lim
x→∞
Φ(x)
x = +∞. 
In der Theorie der Orlicz-Räume, insbesondere bei strukturellen Aussagen, wird die
Wachstumsgeschwindigkeit der Young-Funktion wesentlich sein. Daher geben wir für
diese Funktionen folgende Klassifizierungen an:
(3.1.10) Definition ([RR91] II 2.3 Definition 1)
Die Young-Funktion Φ erfüllt die ∆2-Bedingung, falls es eine Konstante K > 0 und ein
x0 ∈ R gibt, so dass
Φ(2x) 6 KΦ(x) für alle x > x0 > 0.
Die Young-Funktion Φ erfüllt global die ∆2-Bedingung, falls x0 = 0 ist.
Weiter schreiben wir, dass die Young-Funktion ∆2-regulär ist, wenn die ∆2-Bedingung
lokal (für ein x0 > 0) gilt, falls µ(Ω) endlich ist, und global gilt, falls µ(Ω) unendlich
ist. Wir benutzen die Bezeichnung Φ ∈ ∆2, wenn eine Funktion Φ ∆2-regulär ist.
Eine Young-Funktion Φ erfüllt die ∆2-Bedingung bei 0, wenn
lim sup
t→0
Φ(2t)
Φ(t)
< ∞ (3.4)
ist. Somit gibt es eine Konstante C > 0 und ein t0 > 0 so, dass
Φ(2t) 6 CΦ(t) für alle |t| 6 t0. (3.5)
Wir benutzen die Bezeichnung: Φ ∈ ∆02. 
Komplementär dazu kann die folgende Bedingung eingeführt werden:
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(3.1.11) Definition ([RR91] II 2.3 Definition 2)
Die Young-Funktion Φ : R → R+ erfüllt die ∇2-Bedingung, falls es eine Konstante
L > 1 und ein x0 ∈ R gibt, so dass
Φ(x) 6 1
2L
Φ(Lx) für alle x > x0 > 0 ist.
Die Young-Funktion Φ erfüllt global die ∇2-Bedingung, falls x0 = 0 ist.
Wir schreiben analog, dass die Young-Funktion∇2-regulär ist, wenn die∇2-Bedingung
lokal (für ein x0 > 0) gilt, falls µ(Ω) endlich ist und global gilt, falls µ(Ω) unendlich
ist.
Wir schreiben Φ ∈ ∇2, falls die Funktion Φ ∇2-regulär ist. 
Wir analysieren an dieser Stelle die Beispiele aus (3.1.8) im Hinblick auf die Wachs-
tumsbedingungen.
(3.1.12) Beispiel
(1) Für Φ(x) = |x|
p
p , p > 1 ist Φ ∈ ∆2 wobei K > 2p beliebig gewählt werden kann.
(2) Weiter ist Φ(x) = (1+ |x|) log(1+ |x|)− |x| ∈ ∆2 und für die zugehörige komple-
mentäre Funktion Ψ gilt Ψ(y) = e|y| − |y| − 1 ∈ ∇2.
(3) Betrachtet man die Young-Funktion Φ0(x) = e|x| − 1, so ist Φ0 6∈ ∆2.
(4) Es gilt Φ(x) = |x| ln(|x|+ 1) ∈ ∆2, aber Φ 6∈ ∇2. 
Wie wir in (2) gesehen haben, gilt für N-Funktionen, dass die Young-Funktion Φ
∆2-regulär ist genau dann, wenn die komplementäre Funktion Ψ ∇2-regulär ist.
(3.1.13) Satz ([RR91] II 2.3 Theorem 3)
Sei Φ eine N-Funktion mit Ψ als komplementärer Funktion. Dann sind die folgenden
Bedingungen:
(i) Φ ∈ ∆2,
(ii) Ψ ∈ ∇2
äquivalent. 
Daraus ergibt sich das Korollar:
(3.1.14) Korollar ([RR91] II 2.3 Corollary 5)
Ist Φ ∈ ∆2 eine N-Funktion, dann gibt es ein x0, ein C > 0 und ein α > 1, so dass für
alle x > x0 gilt:
Φ(x) 6 C |x|α .
Für die komplementäre Funktion Ψ existiert dann ein D > 0 und ein β > 1 mit
Ψ(y) > D |y|β für alle y > y0. 
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Desweiteren gilt die Äquivalenz:
(3.1.15) Lemma
Sei Φ eine Young-Funktion, dann sind folgende Aussagen äquivalent:
(i) Φ ∈ ∆2,
(ii) ∃δ > 0, x0 > 0 : Φ((1+ δ)x) 6 2Φ(x) ∀x > x0. 
Beweis
Der Beweis ergibt sich in analoger Weise zum Beweis von Theorem 3, im Abschnitt II
2.3 in [RR91].
Sei K > 2 die Konstante der ∆2-Bedingung für Φ, so wähle 0 < δ = 1K−1 6 1. Mit der
Konvexität der Young-Funktion Φ resultiert für alle x > x0, dass
Φ ((1+ δ)x) = Φ ((1− δ)x + δ2x) 6 (1− δ)Φ(x) + δΦ(2x)
6 (1− δ)Φ(x) + δKΦ(x) = 2Φ(x).
Sei nun 2 6 2 + δ, wobei δ > 0 die Konstante aus der Behauptung ist, dann gilt für
alle x > x0:
Φ(2x) = Φ
(
2
2+ δ
(1+ δ)x +
(
1− 2
2+ δ
· 0
))
6 2
2+ δ
Φ ((1+ δ)x) +
(
1− 2
2+ δ
)
Φ(0) 6 4
2+ δ
Φ(x).
Damit ist die ∆2-Bedingung für Φ erfüllt. 
(3.1.16) Lemma
Es sei Φ eine stetige Young-Funktion mit Φ(x) = 0 genau dann, wenn x = 0 ist.
Weiter erfülle Φ die ∆2-Bedingung bei Null, so dass ein c > 0 und ein t0 > 0 existieren
mit Φ(2t) 6 cΦ(t) für alle 0 6 t 6 t0. Sei a := max{Φ(t0)−Φ(t)t0−t : 0 6 t < t0} und
Φ1(t) := at− (at0 −Φ(t0)). Dann ist durch
Φ˜(t) :=
{
Φ(t), für 0 6 t < t0
Φ1(t), für t > t0
eine stetige Young-Funktion definiert, die die ∆2-Bedingung auf ganz R+ erfüllt. 
Beweis
Die Funktion Φ˜ ist stetig, da Φ˜|[0,t0) und Φ˜|[t0,∞) stetig sind und Φ(t0) = Φ1(t0) gilt.
Weiter erfüllt diese Funktion die ∆2-Bedingung auf R+, denn für 0 6 t 6 t02 gilt:
Φ˜(2t) = Φ(2t) 6 cΦ(t) = cΦ˜(t).
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Einerseits folgt für t02 < t < t0, dass
Φ˜(2t)
Φ˜(t)
=
a(2t)− (at0 −Φ(t0))
Φ(t)
6 2 at
Φ(t)
6 2a t0
Φ(t0/2)
und andererseits ergibt sich für t > t0
Φ˜(2t)
Φ˜(t)
=
a2t− (at0 −Φ(t0))
at− (at0 −Φ(t0)) = 2+
at0 −Φ(t0)
at− at0︸ ︷︷ ︸
>0
−Φ(t0) 6 2+
at0 −Φ(t0)
Φ(t0)
=: K.
Wir müssen nun nachprüfen, dass Φ˜ konvex ist. Da Φ konvex ist auf 0 6 t 6 t0 und Φ1
als affin-lineare Funktion konvex ist, müssen wir noch überprüfen, dass für x ∈ [0, t0)
und y > t0 sowie λ ∈ (0, 1) schon Φ˜(λx + (1− λ)y) 6 λΦ˜(x) + (1− λ)Φ˜(y) gilt.
Sei daher x ∈ [0, t0) und y > t0 sowie 0 < λ < 1. Wir betrachten zuerst den Fall
λx + (1− λ)y > t0. Dann ergibt sich für x ∈ [0, t0) und y > t0 sowie 0 < λ < 1:
Φ˜(λx + (1− λ)y) = Φ1(λx + (1− λ)y) = a(λx + (1− λ)y)− (at0 −Φ(t0))
= λ(ax− at0 +Φ(t0)) + (1− λ)[ay− at0 +Φ(t0)]
= λ(a(x− t0) +Φ(t0)) + (1− λ)Φ1(y)
(∗)
6 λΦ(x) + (1− λ)Φ1(y) = λΦ˜(x) + (1− λ)Φ˜(y),
wobei (∗) gilt, da für 0 6 x < t0 stets
Φ(t0)−Φ(x)
t0 − x 6 a⇔ Φ(t0)−Φ(x) 6 a (t0 − x)⇔ a(x− t0) +Φ(t0) 6 Φ(x)
ist. Sei nun λx + (1 − λ)y 6 t0. Dann zeigt sich für x ∈ [0, t0) und y > t0 sowie
0 < λ < 1:
λx + (1− λ)y = γx + (1− γ)t0 für γ = t0 − λx− (1− λ)yt0 − x .
Daher folgt
Φ˜(λx + (1− λ)y) = Φ(λx + (1− λ)y) = Φ(γx + (1− γ)t0)
6 γΦ(x) + (1− γ)Φ(t0)
=
t0 − λx− (1− λ)y
t0 − x Φ(x) + (1− λ)
y− x
t0 − xΦ(t0)
=
λ(t0 − x)− λ(t0 − x) + t0 − λx− (1− λ)y
t0 − x Φ(x) + (1− λ)
y− x
t0 − xΦ(t0)
= λΦ(x) +
(
t0 − λt0 − (1− λ)y
t0 − x
)
Φ(x) + (1− λ) y− x
t0 − xΦ(t0)
= λΦ(x) + (1− λ)
(
y
Φ(t0)−Φ(x)
t0 − x +
t0Φ(x)− xΦ(t0)
t0 − x
)
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= λΦ(x) + (1− λ)
(
y
Φ(t0)−Φ(x)
t0 − x − t0
Φ(t0)−Φ(x)
t0 − x +
t0Φ(t0)− xΦ(t0)
t0 − x
)
= λΦ(x) + (1− λ)
(
(y− t0)Φ(t0)−Φ(x)t0 − x +
t0 − x
t0 − xΦ(t0)
)
6 λΦ(x) + (1− λ) ((y− t0)a +Φ(t0)) = λΦ(x) + (1− λ)Φ1(y)
= λΦ˜(x) + (1− λ)Φ˜(y).
Damit ist Φ˜ konvex und erfüllt die ∆2-Bedingung auf ganz R+. 
3.2 Funktionenräume LΦ
Dieses Kapitel befasst sich mit den Orlicz-Räumen, die als eine Verallgemeinerung
der Lp-Räume von Lebesgue aufgefasst werden können, und dient als Grundlage für
die in Kapitel 4 behandelten Modulationsräume. Insbesondere werden wir ihre Ei-
genschaften einerseits mit den allgemeinen Methoden der Coorbit-Theorie und ande-
rerseits mittels funktionalanalytischer Methoden der Zeit-Frequenz-Analyse herleiten.
Bei der Anwendung der Coorbit-Theorie wählen wir konkret den Orlicz-Raum LΦ als
BF-Raum. Mit Hilfe der Resultate von Christensen [Chr96] ist es ausreichend, die be-
nötigten Voraussetzung der Coorbit-Theorie an der Funktion zu überprüfen, die auf
R2d definiert ist. Die funktionalanalytische Herangehensweise, die in [Grö01] für Lp-
Räume entwickelt wurde, liefert ähnliche Resultate, ist jedoch vorteilhafter durch die
zugänglichere Beweisführung.
Die Theorie der Orlicz-Räume wird durch die Lp-Räume von Lebesgue motiviert.
Analog zur Theorie der Lebesgue-Räume betrachtet man eine Menge von (Äquivalenz-
klassen von) messbaren Funktionen, die eine bestimmte Integrierbarkeitsbedingung
erfüllen. Insbesondere interessiert man sich für die folgende Funktionenklasse: f : Ω→ C messbar für Σ :
∫
Ω
Φ (| f |) dµ < ∞
 ,
wobei Φ eine Young-Funktion und (Ω,Σ, µ) ein Maßraum ist.
Wie wir bereits im Abschnitt 3.1 gesehen haben, ist auch die Funktion |x|p für p > 1
eine konvexe Funktion. Die Orlicz-Räume können also als Verallgemeinerung der Lp-
Räume von Lebesgue angesehen werden.
Wir beginnen in Abschnitt 3.2.1 mit der Einführung der Orlicz-Räume und zweier
äquivalenter Normen mit denen die Orlicz-Räume normierte Vektorräume bilden.
Im Abschnitt 3.2.2 zeigen wir, dass sich die grundlegenden Eigenschaften der Lp-
Räume auf Orlicz-Räume übertragen lassen. Die meisten Aussagen, die in den klas-
sischen Lp-Räumen gelten, können durch Anpassung der Beweise auf Orlicz-Räume
erweitert werden. Es ist jedoch manchmal erforderlich, dass die Young-Funktion zu-
sätzlich die ∆2-Bedingung erfüllt. Konkret benötigt man diese Bedingung, um den
Satz der majorisierten Konvergenz (für Lp-Räume) auf Orlicz-Räume zu übertragen.
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Die ∆2-Bedingung spielt auch eine wichtige Rolle bei Dualitätsaussagen. Im Fall der
Lebesgue-Räume ist der Dualraum von Lp isometrisch isomorph zum Raum Lp
′
, wobei
p′ der zu p konjugierte Exponent ist. Bei Orlicz-Räumen ist es im Allgemeinen nicht
möglich den Dualraum mittels eines anderen Orlicz-Raumes zu beschreiben. Erfüllt
aber die Young-Funktion die ∆2-Bedingung, so ist der Dualraum des Orlicz-Raumes
isometrisch isomorph zum Orlicz-Raum der komplementären Funktion. Ebenso ist
der Orlicz-Raum nur dann reflexiv, wenn die Young-Funktion und die komplementä-
re Young-Funktion der ∆2-Bedingung genügen.
Zum Schluss gehen wir im Abschnitt 3.2.3 auf die Frage ein, welche Bedingungen die
Young-Funktion erfüllen muss, damit der Schwartz-Raum S(R) in den Orlicz-Raum
LΦ stetig eingebettet ist. Außerdem werden wir uns mit Einbettungsaussagen zwi-
schen den verschiedenen Orlicz-Räumen LΦ1 und LΦ2 beschäftigen. Im letztes Resul-
tat dieses Abschnitts beweisen wir, dass die beschränkten Funktionen mit kompaktem
Träger genau dann dicht im Orlicz-Raum liegen, wenn die Young-Funktion die ∆2-
Bedingung erfüllt. Diese Aussage wird später bei der Anwendung der Coorbit-Theorie
benutzt werden.
3.2.1 Definitionen
Bevor wir den Orlicz-Raum definieren können, müssen wir zunächst einige Voraus-
setzungen benennen, die im weiteren Verlauf stets angenommen werden.
(3.2.1) Voraussetzung
Sei (Ω,Σ, µ) ein Maßraum, wobei Ω eine Menge, Σ eine σ-Algebra auf Ω und µ ein
σ-additives Maß auf Σ sei. Weiter erfülle das Maß µ die endliche Teilmengeneigenschaft,
das heißt zu E ∈ Σ mit µ(E) > 0 gibt es eine Teilmenge F ∈ Σ mit F ⊂ E und
0 < µ(F) < ∞.
Mit (Rd,Bd, λ d) bezeichnen wir im Folgenden den Lebesgue-Maßraum, wobei Bd die
Borelsche σ-Algebra und λ d das d-dimensionale Lebesgue-Maß ist. 
(3.2.2) Bemerkung
(a) Für eine messbare Funktion f : Ω → C und eine Young-Funktion Φ ist auch
Φ(| f |) : Ω → R+ messbar bezüglich Σ mit Φ(∞) := ∞, da eine Young-Funktion
nach Definition eine numerische Borel-messbare Funktion ist.
(b) Die Bedingung, dass das Maß die endliche Teilmengeneigenschaft erfüllen muss,
schließt unter anderem Maße aus, für die µ 6= 0 und µ(A) ∈ {0,∞} für alle A ∈ Σ
gilt. 
In einigen Sätzen setzen wir außerdem die Atomfreiheit des Maßes voraus.
(3.2.3) Definition ([RR91] III 3.1 Definition 1)
Sei (Ω,Σ, µ) ein Maßraum. Eine Menge A ∈ Σ ist ein Atom für µ, falls µ(A) > 0 und
für jede Teilmenge B ⊂ A mit B ∈ Σ entweder µ(B) = 0 oder µ(A \ B) = 0 gilt. Eine
Menge D ⊂ Σ wird atomfrei für µ genannt, falls diese keine Atome für µ besitzt, das
heißt keine Teilmenge von D ein Atom ist. 
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Desweiteren ist in gewissen Fällen die Lokalisierbarkeit des Maßes von Interesse.
(3.2.4) Definition ([RR91] IV 4.1 Remark 1)
Ein Maß µ, welches die endliche Teilmengeneigenschaft besitzt, ist lokalisierbar, falls
folgendes gilt:
Es sei Σ = σ(Σ0), die von Σ0 = {A ∈ Σ : µ(A) < ∞} erzeugte σ-Algebra und für jedes
C ⊂ Σ gibt es ein B ∈ Σ, so dass
(i) aus A ∈ C stets µ(A \ B) = 0 folgt und
(ii) für B0 ∈ Σ mit µ(A \ B0) = 0 für alle A ∈ C folgt, dass µ(B \ B0) = 0. 
(3.2.5) Bemerkung
(a) Ist eine Menge D ⊂ Σ atomfrei für µ dann kann man zu jedem 0 6 a 6 µ(D) eine
Menge C ⊂ D mit C ∈ Σ finden, so dass µ(C) = a gilt ([Rud87] Theorem 5.5).
(b) Aus der Definition (3.2.4) ergibt sich sofort, dass jedes σ-endliche Maß lokalisierbar
ist. Die Umkehrung dessen gilt jedoch nicht. Ein Haarmaß auf einer lokalkompak-
ten Gruppe ist lokalisierbar ([Fre03] 415C), aber im Allgemeinen nicht σ-endlich.
Zu Beginn definieren wir die in der Einleitung bereits erwähnten gewichteten Lebes-
gue-Räume.
(3.2.6) Definition ([Grö01] Definition 11.1.1)
Eine Gewichtsfunktion m ist eine positive stetige Funktion auf einer lokalkompakten
Gruppe G. Eine Gewichtsfunktion v wird submultiplikativ genannt, falls
v(z1 · z2) 6 v(z1)v(z2) ∀z1, z2 ∈ G
gilt. Eine Gewichtsfunktion m wird v−submultiplikativ genannt, falls
m(z1 · z2 · z3) 6 v(z1)m(z2)v(z3) ∀z1, z2, z3 ∈ G
gilt.
Eine Gewichtsfunktion m auf Rd wird symmetrisch genannt, falls m(−z) = m(z) für
alle z ∈ Rd gilt. 
(3.2.7) Definition ([BP61] Definition 11.1.2.)
(i) Der gewichtete Lp-Raum Lpm(Rd) mit 0 < p 6 ∞ zur Gewichtsfunktion m beinhalte
alle messbaren Funktionen f auf Rd, für die die Norm (1 6 p 6 ∞) beziehungs-
weise Quasi-Norm (0 < p < 1)
‖ f ‖Lpm =
 ∫
Rd
| f (x)|p m(x)p dλ d(x)
 1p = ‖m(·) f ‖Lp (0 < p < ∞)
‖ f ‖L∞m = ess sup
x∈Rd
| f (x)m(x)| = ‖m(·) f ‖L∞ (p = ∞)
endlich ist.
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(ii) Der Raum FLpm(Rd) mit 0 < p 6 ∞ zur Gewichtsfunktion m beinhalte alle
temperierten Distributionen f ∈ S ′(Rd), so dass fˆ ∈ Lpm(Rd) ist und die Norm
(1 6 p 6 ∞) beziehungsweise die Quasi-Norm (0 < p < 1) ist, gegeben durch
‖ f ‖FLpm = ‖ fˆ ‖Lpm .
Ist im Folgenden m(x) = 1 für alle x ∈ Rd, dann schreiben wir statt Lp1 beziehungs-
weise FLp1 auch Lp beziehungsweise FLp. 
(3.2.8) Bemerkung
Eine Quasi-Norm ‖·‖ auf einen linearen Raum Y hat bis auf die Tatsache, dass die
Dreiecksungleichung durch
‖ f + g‖ 6 C(‖ f ‖+ ‖g‖) für ein C > 1( f , g ∈ Y)
ersetzt wird, die gleichen Eigenschaften wie eine gewöhnliche Norm. Nach Theorem
1.1 in [DL93] gibt es eine zu ‖·‖ äquivalente Quasi-Norm ‖·‖Y für die ein Exponent
0 < p 6 1, so dass ‖·‖Y die p-Dreiecksungleichung erfüllt, das heißt
‖ f + g‖pY 6 ‖ f ‖pY + ‖g‖pY
für f , g ∈ Y. Folglich gibt es Konstanten A, B > 0, so dass A‖ f ‖ 6 ‖ f ‖Y 6 B‖ f ‖ für
f ∈ Y. Weiter nennen wir Y einen Quasi-Banachraum, wenn Y bezüglich der durch
die Metrik d( f , g) := ‖ f − g‖pY induzierten Topologie vollständig ist. 
Die Definition in (ii) wird ihre Anwendung in Kapitel 4.5 finden.
An dieser Stelle definieren wir die Orlicz-Klasse.
(3.2.9) Definition ([RR91] III 3.1 Definition 1)
Die Funktionenklasse
L˜Φ(µ) =
 f : Ω→ C messbar für Σ :
∫
Ω
Φ (| f |) dµ < ∞

zur Young-Funktion Φ : R→ R+ wird Orlicz-Klasse genannt (mit C = C∪ {∞}). 
Diese Klasse von Funktionen ist jedoch im Allgemeinen kein Vektorraum. Das fol-
gende Lemma beschreibt die erforderliche Bedingung an Φ, unter der diese Funktio-
nenklasse linear ist:
(3.2.10) Lemma ([RR91] Theorem 2 III.3.1)
Sei Φ ∆2-regulär, dann ist L˜Φ(µ) ein Vektorraum. Ist das betrachtete Maß atomfrei, so
ist die ∆2-Regularität eine notwendige Voraussetzung. 
Daran erkennt man, dass die ∆2-Bedingung Auswirkungen auf die Struktur der Orlicz-
Klasse hat.
Der Raum aller messbaren Abbildungen f : Ω → C für die ein positives skalares
Vielfaches wieder in der Orlicz-Klasse liegt, wird Orlicz-Raum genannt.
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(3.2.11) Definition ([RR91] III 3.1 Definition 5)
Der Funktionenraum
LΦ(µ) = { f : Ω→ C messbar für Σ :
∫
Ω
Φ (α | f |) dµ < ∞ für mindestens ein α > 0}
mit der Young-Funktion Φ : R→ R+ wird Orlicz-Raum genannt. 
Unter Verwendung der Konvexität und der Monotonie von Φ kann gezeigt werden,
dass der Orlicz-Raum ein Vektorraum ist.
(3.2.12) Lemma ([RR91] III 3.1 Proposition 6)
Der Raum LΦ(µ) ist ein Vektorraum. 
(3.2.13) Bemerkung
(i) Es ist LΦ(µ) = Lp(µ), falls Φ(x) = |x|p , p > 1.
(ii) Falls Φ0(x) = 0 für 0 6 x < 1 und Φ0(x) = ∞ für x > 1 (beachte dabei
Φ0(−x) := Φ0(x)), so ist LΦ0 = L∞. 
Durch diese Bemerkung wird veranschaulicht, dass die Orlicz-Räume als eine Ver-
allgemeinerung der Lp(µ)-Räume von Lebesgue aufgefasst werden können. Im Fol-
genden definieren wir eine Norm auf LΦ(µ). Versehen mit dieser Norm wird der
Orlicz-Raum zu einem normierten linearen Raum.
(3.2.14) Definition ([RR91] III 3.2 (6))
Sei (Ω,Σ, µ) ein Maßraum und Φ eine Young-Funktion. Die Norm
NΦ( f ) = inf
k > 0 :
∫
Ω
Φ
( | f |
k
)
dµ 6 1

wird Eich-Norm des Orlicz-Raumes LΦ(µ) genannt. 
Mittels der komplementären Young-Funktion kann auch die folgende Norm auf
dem Raum LΦ(µ) definiert werden.
(3.2.15) Definition ([RR91] III 3.3 Definition 2)
Sei (Ω,Σ, µ) ein Maßraum und µ besitze die endliche Teilmengeneigenschaft. Weiter
sei (Φ,Ψ) ein komplementäres Paar von Young-Funktionen. Dann nennt man
‖.‖LΦ : f 7→ ‖ f ‖LΦ = sup

∫
Ω
| f g| dµ :
∫
Ω
Ψ (|g|) dµ 6 1

die Orlicz-Norm. 
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3.2.2 Eigenschaften
Im Fokus diese Abschnitts stehen grundlegende Eigenschaften der Orlicz-Räume und
der in Abschnitt 3.2.1 eingeführten Normen. Zunächst ist der Orlicz-Raum versehen
mit der Eich-Norm ein linearer normierter Raum und die Eich-Norm ist äquivalent
zur Orlicz-Norm. Wie bereits erwähnt, ist es möglich bereits bekannte Aussagen für
Lp-Räume auf den Fall der Orlicz-Räume zu übertragen. Dazu gehören die Translati-
onsinvarianz der Norm ebenso wie die Hölder-Ungleichung und die Vollständigkeit
des Raumes. Desweiteren kann man die Faltungsrelation Lp ∗ L1 ↪→ Lp auf die Inklu-
sion LΦ ∗ L1 ↪→ LΦ erweitern (Satz (3.2.52)).
Jedoch gibt es einige Aussagen für die eine zusätzliche Bedingung benötigt wird.
Beispielsweise ist der Satz der majorisierte Konvergenz nur dann gültig, wenn die
∆2-Bedingung vorliegt. Ebenfalls ist diese Bedingung ausschlaggebend bei der Cha-
rakterisierung des Dualraumes eines Orlicz-Raumes. Die hier angeführten Aussagen
bilden die Grundlage für die Beweisführung in Kapitel 4.
Der folgende Satz belegt, dass der Orlicz-Raum einen normierten linearen Raum
bildet, wenn er mit der Eich-Norm versehen wird:
(3.2.16) Satz ([RR91] III 3.2 Theorem 3)
Sei (Ω,Σ, µ) ein Maßraum.
(LΦ(µ), NΦ(.)) ist ein normierter linearer Raum, wenn fast
überall identische Funktionen miteinander identifiziert werden.
Weiter gilt, dass
NΦ( f ) 6 1⇔
∫
Ω
Φ(| f |) dµ 6 1.

Der anschließende Satz liefert die Äquivalenz der Eich- und Orlicz-Norm, so dass
die Aussage des Satzes auch im Falle der Orlicz-Norm gültig ist.
(3.2.17) Satz ([RR91] III 3.3 Proposition 4)
Sei (Ω,Σ, µ) ein Maßraum und µ besitze die endliche Teilmengeneigenschaft. Weiter
sei Φ eine Young-Funktion und f ∈ LΦ(µ). Dann gilt
NΦ( f ) 6 ‖ f ‖LΦ 6 2NΦ( f ).
Für messbare Funktionen f1, f2 mit 0 6 f1 6 f2 fast überall und f2 ∈ LΦ(µ) hat man
f1 ∈ LΦ(µ) mit
‖ f1‖LΦ 6 ‖ f2‖LΦ sowie NΦ( f1) 6 NΦ( f2). 
Bevor wir die Vollständigkeit des Orlicz-Raumes betrachten, werden wir noch einige
Resultate, die im Lp-Raum gelten, auf Orlicz-Räume entsprechend erweitern.
Zunächst geben wir Jensen-Ungleichung an.
(3.2.18) Satz ([RR91] III 3.3 Proposition 5)
Es sei (Ω,Σ, µ) ein Wahrscheinlichkeitsraum, also µ(Ω) = 1. Weiter sei Φ : R→ R eine
konvexe Funktion und f : Ω → R sei µ-messbar. Existieren zusätzlich die Integrale
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∫
Ω
f dµ sowie
∫
Ω
Φ( f ) dµ, so gilt:
Φ
∫
Ω
f dµ
 6 ∫
Ω
Φ( f ) dµ.

Hieraus kann eine Hölder-Ungleichung hergeleitet werden.
(3.2.19) Lemma ([RR91] III 3.3 Proposition 1)
Es seien F ∈ LΦ(µ) und G ∈ LΨ(µ), dann ist∫
Ω
|F · G| dµ 6 2 · NΦ(F)NΨ(G).

(3.2.20) Bemerkung
Wählt man normalisierte komplementäre Young-Funktionen, das heißt für die kom-
plementären Young-Funktionen gilt Φ(1) + Ψ(1) = 1, dann ergibt sich die bekannte
Hölder-Ungleichung ∫
Ω
|F · G| dµ 6 ·NΦ(F)NΨ(G)
für F ∈ LΦ(µ) und G ∈ LΨ(µ). 
Die obige Hölder-Ungleichung kann aber auch wie folgt verallgemeinert dargestellt
werden:
(3.2.21) Satz ([RR91] III 3.3 Theorem 7)
Es seien Φi für i = 1, 2, 3 Young-Funktionen, für die die folgende Ungleichung gilt:
Φ−11 (x)Φ
−1
2 (x) 6 Φ−13 (x) für alle x > 0,
wobei Φ−1i (x) = inf{y : Φi(y) > x}. Dabei sei per Konvention inf{∅} =: +∞. Weiter
sei (Ω,Σ, µ) ein Maßraum. Dann gilt für fi ∈ LΦi(µ) mit i = 1, 2 bereits f1 · f2 ∈ LΦ3(µ)
und
NΦ3( f1 · f2) 6 2NΦ1( f1)NΦ2( f2). 
Wählen wir speziell Φ1(x) =
|x|p
p und Φ2(x) =
|x|q
q mit p, q, r > 1 und 1p + 1q = 1r
sowie Φ3(x) =
|x|r
r , so ergibt sich das folgende Korollar:
(3.2.22) Korollar ([RR91] III 3.3 Corollary 8)
Für f1 ∈ Lp(µ), f2 ∈ Lq(µ) mit p, q, r > 1 und 1p + 1q = 1r gilt f1 · f2 ∈ Lr(µ) und
‖ f1 f2‖r 6 2‖ f1‖p‖ f2‖q. 
Für die Faltung von Funktionen im Orlicz-Raum ergibt sich:
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(3.2.23) Satz ([RR91] III 3.3 Theorem 9)
Es seien Φi für i = 1, 2, 3 Young-Funktionen, für die die Ungleichung:
Φ−11 (x)Φ
−1
2 (x) 6 xΦ−13 (x) für alle x > 0,
wobei Φ−1i (x) = inf{y : Φi(y) > x} ist, gilt. Dabei sei per Konvention inf{∅} = +∞.
Weiter sei (Ω,Σ, µ) ein Maßraum, wobei Ω eine lokalkompakte unimodulare Gruppe
mit Haarmaß µ und Borelscher σ-Algebra Σ ist. Dann gilt für fi ∈ LΦi(µ) mit i = 1, 2,
dass die Faltung f1 ∗ f2 ∈ LΦ3(µ) ist, mit
NΦ3( f1 ∗ f2) 6 2NΦ1( f1)NΦ2( f2). 
(3.2.24) Bemerkung
Mit dem obigen Satz gilt für Φ1(x) = |x| und Φ2(x) = Φ3(x) für alle x ∈ R mit x > 0:
xΦ−12 (x) 6 xΦ−13 (x).
Es folgt:
NΦ2( f1 ∗ f2) 6 2NΦ1( f1)NΦ2( f2).
Wir erhalten also den Satz:
Es sei Φ1(x) = |x| und Φ2 eine Young-Funktion. Dann gilt für f1 ∈ LΦ1(µ) und
f2 ∈ LΦ2(µ) bereits f1 ∗ f2 ∈ LΦ2(µ) mit
NΦ2( f1 ∗ f2) 6 2‖ f1‖L1 NΦ2( f2). 
Wir können nun den Satz zur Vollständigkeit des Orlicz-Raumes formulieren.
(3.2.25) Satz ([RR91] III 3.3 Theorem 10)
Es sei Φ eine Young-Funktion. Identifiziert man fast überall identische Funktionen
miteinander, so ist der normierte lineare Raum
(LΦ(µ), NΦ(.)) vollständig, also ein
Banachraum. 
Entsprechend ergibt sich für die Orlicz-Norm der nachfolgende Satz:
(3.2.26) Satz ([RR91] III 3.3 Proposition 11)
Es sei Φ eine Young-Funktion.
(LΦ(µ), ‖.‖LΦ) ist ein Banachraum, wenn fast überall
identische Funktionen miteinander identifiziert werden (und µ die endliche Teilmen-
geneigenschaft erfüllt). 
(3.2.27) Definition
Es sei Φ eine Young-Funktion und NΦ := { f ∈ LΦ(µ) : NΦ( f ) = 0}, dann definiert
man den Quotientenraum durch
LΦ(µ) := LΦ(µ)/NΦ.
Versehen mit NΦ ([ f ]) := NΦ( f ), wobei [ f ] = {g ∈ LΦ(µ) : g− f ∈ NΦ}, ist der Raum
wohldefiniert. 
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(3.2.28) Bemerkung
(a) Ersetzt man in der obigen Definition NΦ(·) durch ‖·‖Φ und nimmt weiterhin an,
dass µ die endliche Teilmengeneigenschaft besitzt, so bildet NΦ dieselbe Menge
wie zuvor. In diesem Fall gilt f ∈ NΦ genau dann, wenn f = 0 fast überall ist.
(b) Wir schreiben im Folgenden statt LΦ(µ) auch LΦ, wenn der zugrundeliegende
Maßraum bekannt ist. Desweiteren benutzen wir auch die Schreibweise LΦ(Rd)
statt LΦ( λ d), wenn wir den Lebesgue-Maßraum (Rd,Bd, λ d) betrachten. 
Damit ergibt sich das Korollar:
(3.2.29) Korollar ([RR91] III 3.3 Corollary 12)
Es seiΦ eine Young-Funktion, dann sind
(
LΦ(µ), NΦ
)
sowie
(
LΦ(µ), ‖·‖−LΦ
)
Banachräu-
me, wobei ‖[ f ]‖−LΦ = ‖ f ‖LΦ wie oben in Definition (3.2.27) gesetzt wird. 
(3.2.30) Bemerkung
Im Folgenden sprechen wir, obwohl es sich um die gesamte Äquivalenzklasse ei-
ner klassischen Funktion handelt, wie bei den Lebesgue-Räumen, von Funktionen in
LΦ(µ). Weiter verwenden wir die Symbole NΦ(·) und ‖·‖Φ anstelle von NΦ(·) und
‖·‖−LΦ . 
Der nächste Satz ermöglicht eine Charakterisierung der Orlicz-Norm ohne explizites
Berechnen der komplementären Young-Funktion. Dazu müssen die Young-Funktionen
aber N-Funktionen sein.
(3.2.31) Satz ([RR91] III 3.3 Theorem 13)
Es seien (Ω,Σ, µ) ein Maßraum und (Φ,Ψ) ein Paar komplementärer Young-Funktionen,
die auch N-Funktionen sind. Dann ist die Orlicz-Norm von f ∈ LΦ(µ) gegeben durch
‖ f ‖LΦ = inf
1k
1+ ∫
Ω
Φ(k | f |) dµ
 : k > 0 (k ∈ R)
 .
Ferner gibt es eine Zahl k∗f , welche das Infimum der obigen Zeile annimmt, so dass
‖ f ‖LΦ =
1
k∗f
1+ ∫
Ω
Φ(k∗f | f |) dµ

genau dann gilt, wenn k1 6 k∗f 6 k2. Dabei sind
k1 = inf
k > 0, k ∈ R :
∫
Ω
Ψ (φ(k | f |)) > 1
 ,
k2 = inf
k > 0, k ∈ R :
∫
Ω
Ψ (φ(k | f |)) 6 1

und φ die linksseitige Ableitung von Φ. 
43
3 Orlicz-Räume
Sodann wird die Translationsinvarianz der Orlicz-Norm gezeigt.
(3.2.32) Lemma
Es sei Ω eine lokalkompakte unimodulare Gruppe, Σ die Borelsche σ-Algebra von Ω
und µ ein linkes Haarmaß auf Ω. Dann ist LΦ(µ) invariant unter Links- und Rechts-
translationen mit g ∈ Ω und es gilt
‖TgF‖LΦ = ‖F‖LΦ , sowie NΦ(TgF) = NΦ(F) und
‖RgF‖LΦ = ‖F‖LΦ , sowie NΦ(RgF) = NΦ(F). 
Beweis
Wegen der Linksinvarianz des linken Haarmaßes und der Tatsache, dass G eine uni-
modulare Gruppe ist, gilt einerseits, dass∫
Ω
Ψ
(∣∣∣Tg−1 F∣∣∣) dµ = ∫
Ω
Ψ (|F|) dµ (3.6)
sowie
∫
Ω
Ψ
(∣∣∣Rg−1 F∣∣∣) dµ = ∫
Ω
Ψ (|F|) dµ (3.7)
und andererseits, dass ∫
Ω
Φ
(
1
k
∣∣TgF∣∣) dµ = ∫
Ω
Φ
(
1
k
|F|
)
dµ (3.8)
sowie
∫
Ω
Φ
(
1
k
∣∣RgF∣∣) dµ = ∫
Ω
Φ
(
1
k
|F|
)
dµ. (3.9)
Sei F ∈ LΦ(µ) und g ∈ Ω. Dann ist
‖TgF‖LΦ = sup∫
Ω
Ψ(|G|) dµ61
∫
Ω
∣∣TgF · G∣∣ dµ = sup∫
Ω
Ψ(|G|) dµ61
∫
Ω
∣∣∣F · Tg−1 G∣∣∣ dµ
(3.6)
= sup∫
Ω
Ψ(
∣∣∣Tg−1 G∣∣∣) dµ61
∫
Ω
∣∣∣F · Tg−1 G∣∣∣ dµ
= sup∫
Ω
Ψ(|H|) dµ61
∫
Ω
|F · H| dµ = ‖F‖LΦ .
Weiterhin erhalten wir
NΦ(TgF) = inf
k > 0 :
∫
Ω
Φ
(∣∣TgF∣∣
k
)
dµ 6 1

(3.8)
= inf
k > 0 :
∫
Ω
Φ
( |F|
k
)
dµ 6 1
 = NΦ(F).
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Somit ergibt sich für F ∈ LΦ(µ) und g ∈ Ω:
‖RgF‖LΦ = sup∫
Ω
Ψ(|G|) dµ61
∫
Ω
∣∣RgF · G∣∣ dµ = sup∫
Ω
Ψ(|G|) dµ61
∫
Ω
∣∣∣F · Rg−1 G∣∣∣ dµ
(3.7)
= sup∫
Ω
Ψ(
∣∣∣Rg−1 G∣∣∣) dµ61
∫
Ω
∣∣∣F · Rg−1 G∣∣∣ dµ
= sup∫
Ω
Ψ(|H|) dµ61
∫
Ω
|F · H| dµ = ‖F‖LΦ ,
sowie
NΦ(RgF) = inf
k > 0 :
∫
Ω
Φ
(∣∣RgF∣∣
k
)
dµ 6 1

(3.9)
= inf
k > 0 :
∫
Ω
Φ
( |F|
k
)
dµ 6 1
 = NΦ(F).

Als Spezialfall des obigen Lemmas ergibt sich das nachfolgende Korollar für den
Maßraum (Ω,Σ, µ) = (Rd,Bd, λ d), wobei Bd die Borelsche σ-Algebra und λ d das
d-dimensionale Lebesgue-Maß bezeichnet:
(3.2.33) Korollar
Es sei (Ω,Σ, µ) = (Rd,Bd, λ d). Dann ist LΦ(λd) invariant unter Links- und Rechts-
translationen, und es gilt:
‖TgF‖LΦ = ‖F‖LΦ , sowie NΦ(TgF) = NΦ(F) und
‖RgF‖LΦ = ‖F‖LΦ , sowie NΦ(RgF) = NΦ(F). 
(3.2.34) Lemma
Es seien (Ω,Σ, µ) = (Rd,Bd, λ d) und Φ eine Young-Funktion, deren komplementäre
Funktion Ψ stetig sei (in Null). Dann ist der Raum (LΦ( λ d), NΦ(·)) ein solider Ba-
nachraum. Folglich ist (LΦ( λ d), NΦ(·)) ein Raum messbarer Funktionen auf Rd, der
stetig in L1loc(R
d) eingebettet ist und die folgende Stabilitätsbedingung erfüllt:
Sei f ∈ LΦ, g ∈ L1loc mit |g(x)| 6 | f (x)| fast überall,
dann folgt g ∈ LΦ mit NΦ(g) 6 NΦ( f ). 
Beweis
In Satz (3.2.29) wurde keine Restriktion des zugrunde liegenden Maßraumes vorge-
nommen. Somit ist (LΦ( λ d), NΦ(·)) ein Banachraum.
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Es folgt für eine beliebige kompakte Menge K ⊂ R2d mit der Hölder-Ungleichung,
dass ∫
K
| f (x)| dλ d(x) 6 NΦ( f ) · NΨ(χK),
da NΨ(χK) für jedes Kompaktum K ⊂ Rd endlich ist. In der Tat existiert wegen der
Konvexität der Young-Funktion und der Stetigkeit in Null ein ε > 0, so dass Ψ(x) 6 1
für alle |x| 6 ε. Für λ d(K) > 1 und infolge Ψ(0) = 0 ergibt sich, dass∫
K
Ψ
(
εχK(x)
λ d(K)
)
dλ d(x) 6
∫
K
1
λ d(K)
Ψ (ε) dλ d(x) 6 1,
sowie für λ d(K) 6 1 ∫
K
Ψ (εχK(x)) dλ d(x) 6 λ d(K)Ψ(ε) 6 1.
Damit gilt in beiden Fällen NΨ(χK) < ∞. Daraus resultiert LΦ( λ d) ↪→ L1loc(Rd).
Sei f ∈ LΦ( λ d), g ∈ L1loc also g messbar mit |g(x)| 6 | f (x)| fast überall, dann gilt
|g| 6 | f | ⇒ |g|
NΦ( f )
6 | f |
NΦ( f )
.
Mit der Monotonie der Young-Funktion ergibt sich weiter, dass
Φ
( |g|
NΦ( f )
)
6 Φ
( | f |
NΦ( f )
)
und es folgt ∫
Rd
Φ
( |g(x)|
NΦ( f )
)
dλ d(x) 6
∫
Rd
Φ
( | f (x)|
NΦ( f )
)
dλ d(x) 6 1,
so dass wir die Ungleichung
NΦ(g) 6 NΦ( f ) < ∞
erhalten. 
Um auf Dualitätsaussagen eingehen zu können, benötigen wir den Teilraum der
beschränkten Funktionen im Orlicz-Raum.
(3.2.35) Definition ([RR91] III 3.4 Definition 2)
Der Raum BΦ sei definiert durch
BΦ :=
 f ∈ LΦ(µ) :
∫
Ω
Φ(k | f |) dµ < ∞ ∀ k > 0
 . (3.10)
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Für eine stetige Young-Funktion mit Φ(x) > 0 für x > 0 ist der Raum der be-
schränkten Orlicz-Funktionen gleich der Orlicz-Klasse genau dann, wenn die Klasse
linear ist.
(3.2.36) Lemma ([RR91] III 3.4 Corollary 4)
Es sei Φ eine stetige Young-Funktion mit Φ(x) > 0 für x > 0. Dann ist BΦ ⊂ L˜Φ(µ).
Dabei gilt die Gleichheit genau dann, wenn die Orlicz-Klasse ein Vektorraum ist. 
(3.2.37) Bemerkung
L˜Φ(µ) ist analog zu LΦ(µ) definiert als der Raum (L˜Φ(µ), NΦ(·)) in dem fast überall
identische Funktionen miteinander identifiziert werden. 
Erfüllt Φ die ∆2-Bedingung, so ist der Raum der beschränkten Orlicz-Funktionen
gleich dem Orlicz-Raum. Ist der zugrunde liegende Maßraum atomfrei, dann ist die
∆2-Bedingung sogar notwending.
(3.2.38) Lemma ([RR91] III 3.4 Corollary 5)
Sei Φ eine Young-Funktion. Falls Φ ∈ ∆2 ist, so gilt:
BΦ = LΦ(µ) und die Treppenfunktionen (Elementarfunktionen) liegen dicht in LΦ(µ).
Für ein atomfreies Maß µ ist die ∆2-Bedingung notwendig. 
Um den Satz der majorisierten Konvergenz, der für Lp-Normen gilt, auf Orlicz-
Normen zu übertragen, benötigen wir noch den Begriff der absolut stetigen Norm.
Dazu brauchen wir eine Hilfsdefinition.
(3.2.39) Definition
Sei (An)n∈N eine Folge messbarer Mengen und χAn die charakteristische Funktion von
An. Dann schreiben wir
An ↘ ∅ µ-fast überall :⇔ An ⊂ An+1 ∀n ∈N und
χAn konvergiert punktweise gegen 0 µ-fast überall. 
Mit dieser Bezeichung können wir den Begriff einer absolut stetigen Norm für Funk-
tionen definieren.
(3.2.40) Definition ([RR91] III 3.4 Definition 13)
Es sei Φ eine Young-Funktion. Ein Element f ∈ LΦ(µ) hat eine absolut stetige Norm,
wenn für jede Folge messbarer Mengen An, mit An ↘ ∅ µ-fast überall, bereits
NΦ( fχAn)→ 0 für n→ ∞
folgt. Erfüllt jedes Element des Raumes LΦ(µ) diese Eigenschaft, so besitzt der Raum
LΦ(µ) eine absolut stetige Norm. 
Das folgende Lemma entspricht dem Satz der majorisierten Konvergenz für Lebesgue-
Normen:
(3.2.41) Lemma ([RR91] III 3.4 Theorem 14)
Es sei Φ eine stetige Young-Funktion und f ∈ LΦ(µ). Dann sind die folgenden Aussa-
gen äquivalent:
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(i) f hat eine absolut stetige Norm.
(ii) Für jede monoton fallende messbare Funktionenfolge ( fn)n∈N mit | f | > fn punkt-
weise und fn → 0 punktweise, folgt NΦ( fn)↘ 0 für n→ ∞.
(iii) Für jede messbare Funktionenfolge ( fn)n∈N für die fn → f˜ µ-fast überall und
| fn| 6 | f | µ-fast überall gilt, folgt NΦ( fn − f˜ )→ 0 für n→ ∞.
Gilt außerdem Φ(x) = 0 genau dann, wenn x = 0 ist, so hat BΦ eine absolut stetige
Norm. LΦ(µ) besitzt ebenfalls diese Eigenschaft genau dann, wenn BΦ = L˜Φ(µ) gilt.
(3.2.42) Bemerkung
Aus der Bedingung, dass µ atomfrei ist und Φ(x) = 0 genau dann gilt, wenn x = 0
ist, folgt die Äquivalenz der absoluten Stetigkeit der Norm von LΦ(µ) und der ∆2-
Bedingung für Φ. 
Rao und Ren haben gezeigt, dass der Dualraum zu BΦ unter gewissen Vorausset-
zungen mit LΨ identifizierbar ist.
(3.2.43) Satz ([RR91] IV 4.1 Theorem 7)
Es sei der zugrunde liegende Maßraum (Ω,Σ, µ) lokalisierbar und (Φ,Ψ) ein Paar
komplementärer Young-Funktionen. Es sei weiterhin Φ stetig und es sei Φ(x) = 0
genau dann, wenn x = 0 ist. Dann gilt (BΦ)′ ∼= LΨ(µ) und für jedes x∗ ∈ (BΦ)′ gibt es
ein eindeutiges gx∗ ∈ LΨ(µ), so dass
x′( f ) =
∫
Ω
f gx∗ dµ ∀ f ∈ BΦ gilt.
Weiterhin folgt
‖x∗‖ = sup{|x∗( f )| : NΦ( f ) 6 1, f ∈ BΦ} = ‖gx∗‖LΨ
‖x∗‖′ = sup{|x∗( f )| : ‖ f ‖LΦ 6 1, f ∈ BΦ} = NΨ(gx∗).
Damit sind ‖·‖ und ‖·‖′ äquivalente Normen für (BΦ)′. 
Wir sind nun in der Lage die bereits bekannte Dualitätsaussage für die Lebesgue-
Räume auf die Funktionenräume LΦ zu übertragen. Die ∆2-Bedingung wird dabei
erforderlich sein.
(3.2.44) Satz ([RR91] IV 4.1 Corollary 9)
Es seien (Φ,Ψ) ein Paar komplementärer Young-Funktionen und es gelte einer der
folgenden Bedingungen:
(i) Φ ∈ ∆2 und µ lokalisierbar, oder
(ii) Φ ∈ ∆2 und Ψ stetig sowie Ψ(x) = 0 genau dann, wenn x = 0 ist.
Dann gilt (LΦ(µ))′ ∼= LΨ(µ). Diese isometrische Isomorphie ist ebenfalls gegeben,
wenn eine der folgenden Bedingungen erfüllt ist:
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(i) LΦ(µ) hat eine absolut stetige Norm und µ ist lokalisierbar, oder
(ii) LΦ(µ) hat eine absolut stetige Norm und Ψ ist stetig sowie Ψ(x) = 0 genau dann,
wenn x = 0 ist. 
Um die Reflexivität des Orlicz-Raumes zu erhalten, benötigen wir die absolute Ste-
tigkeit des Orlicz-Raumes und des Orlicz-Raumes zur komplementären Funktion.
(3.2.45) Satz ([RR91] IV 4.2 Theorem 10)
Es seien (Ω,Σ, µ) ein Maßraum und (Φ,Ψ) ein Paar komplementärer Young-Funktion-
en. Dann ist LΦ(µ) genau dann reflexiv, wenn LΦ(µ) = BΦ und LΨ(µ) = BΨ gilt. Dies
ist äquivalent zur Tatsache, dass LΦ(µ) und LΨ(µ) absolut stetige Normen haben.
Insbesondere ist dies der Fall wenn Φ und Ψ beide ∆2-regulär sind. 
(3.2.46) Definition ([RR91] III 3.5 (1))
Gegeben sei ein Maßraum (Ω,Σ, µ). Sind A, B ∈ Σ, so ist A4B := (A \ B) ∪ (B \ A).
Ferner sei f : R+ → R+ eine beschränkte konkave und monoton steigende Funktion
mit f (x) = 0 genau dann, wenn x = 0 ist. Man nennt den Maßraum separabel, wenn
die Menge (Σ, d) mit d(A, B) = f (µ(A4B)) ein separabler metrischer Raum ist. 
(3.2.47) Bemerkung
Sei zum Beispiel in der obigen Definition f (x) = arctan(x) oder f (x) = x(1+ x)−1.
Insbesondere ist der Maßraum (Rd,B, λ d), wobei λ d das Lebesgue-Maß ist, ein sepa-
rabler Maßraum. 
Im Zusammenhang mit der Separabilität des Orlicz-Raumes haben Rao und Ren die
nachfolgende Aussage bewiesen:
(3.2.48) Satz ([RR91] III 3.5 Theorem 1)
Sei Φ eine stetige Young-Funktion mit Φ(x) = 0 genau dann, wenn x = 0 ist. Dann
gelten die folgenden Aussagen :
(a) MΦ ist genau dann separabel, wenn (Ω,Σ, µ) separabel ist.
(b) LΦ(µ) ist genau dann separabel, wenn LΦ(µ) = MΦ gilt und (Ω,Σ, µ) separabel
ist.
(c) Ist außerdem das Maß µ atomfrei, so gilt:
LΦ(µ) ist genau dann separabel, wenn Φ ∈ ∆2 und (Ω,Σ, µ) separabel ist. 
3.2.3 Einbettungen
In diesem letzten Abschnitt des Kapitels 3.2 wollen wir uns mit der Frage beschäf-
tigen, welche Räume in einem Orlicz-Raum enthalten sein können. Aus der Theorie
der Lp-Räume ist bekannt, dass es eine stetige Einbettung der Schwartz-Funktionen
S(Rd) in den Raum Lp(Rd) für 1 6 p 6 ∞ gibt. Beweisen werden wir, dass der
Schwartz-Raum im Orlicz-Raum liegt, wenn die Young-Funktion stetig ist. Ebenso
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kann die für Lebesgue-Räume bekannte Faltungsrelation L1 ∗ Lp ⊂ Lp auf die Inklusi-
on L1 ∗ LΦ ⊂ LΦ für Orlicz-Räume erweitert werden.
Weiter ist es möglich Bedingungen an zwei Young-Funktion zu formulieren, so dass
die zugehörigen Orlicz-Räume ineinander enthalten sind. Es zeigt sich, dass die Ord-
nungsvoraussetzung Φ2(x) 6 Φ1(bx) für alle x > x0 > 0 und ein b > 0 hinreichend
für die stetige Einbettung LΦ1 ⊂ LΦ2 der Orlicz-Räume ist. Abschließend beweisen
wir, dass die beschränkten Funktionen mit kompaktem Träger genau dann dicht im
Orlicz-Raum liegen, wenn die Young-Funktion die ∆2-Bedingung erfüllt. Wir erken-
nen also an dieser Stelle erneut die Relevanz der ∆2-Bedingung.
Zuerst beschäftigen wir uns aber mit der Einbettung des Raumes der Schwartz-
Funktionen S(Rd) in den Orlicz-Raum LΦ( λ d).
(3.2.49) Lemma
Es seien (Ω,Σ, µ) = (Rd,Bd, λ d) und Φ eine (in Null) stetige Young-Funktion. Dann
gilt:
S(Rd) ⊂ L1(Rd) ∩ L∞(Rd) ⊂ LΦ( λ d).
Weiter ist die obige Einbettung stetig. 
Beweis
Es sei f ∈ L1(Rd) ∩ L∞(Rd). Da Φ eine in Null stetige Young-Funktion und insbeson-
dere konvex ist, folgt für ein x0 > 0:
Für alle 0 6 x 6 x0 mit x =
x
x0
x0 + (1− xx0 ) · 0 folgt
0 6 Φ(x) 6 x
x0
Φ(x0) +
(
1− x
x0
)
Φ(0) =
Φ(x0)
x0︸ ︷︷ ︸
=:C
x = Cx.
Damit gibt es ein x0 > 0 und ein C > 0, so dass für alle 0 6 x 6 x0 gilt:
|Φ(x)| 6 C|x|.
Nun sei 0 6= f ∈ L1(Rd) ∩ L∞(Rd). Dann gilt fast überall, dass
| f (x)|
max{ 1x0 ‖ f ‖L∞ , C‖ f ‖L1}
6 | f (x)|1
x0
‖ f ‖L∞
6x0.
Somit ist die folgende Abschätzung möglich:∫
Rd
Φ
(
| f (x)|
max{ 1x0 ‖ f ‖L∞ , C‖ f ‖L1}
)
dλ d(x) 6
∫
Rd
C
∣∣∣∣∣ | f (x)|max{ 1x0 ‖ f ‖L∞ , C‖ f ‖L1}
∣∣∣∣∣ dλ d(x)
= C ·
∫
Rd
| f (x)|
max{ 1x0 ‖ f ‖L∞ , C‖ f ‖L1}
dλ d(x)
6 C‖ f ‖L1
C‖ f ‖L1
= 1.
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Aufgrund der Tatsache, dass
NΦ(| f |) = inf
k > 0 :
∫
Rd
Φ
( | f |
k
)
dλ d 6 1

ist, folgt NΦ(| f |) 6 max{ 1x0 ‖ f ‖L∞ , C‖ f ‖L1}.
Der Raum L1(Rd) ∩ L∞(Rd) ist versehen mit der Norm f 7→ ‖ f ‖L1 + ‖ f ‖L∞ . Diese
Norm ist äquivalent zur Norm max{ 1x0 ‖ f ‖L∞ , C‖ f ‖L1}. Denn in der Tat gilt einerseits,
dass
min
{
1
x0
, C
}
(‖ f ‖L∞ + ‖ f ‖L1) 6
1
x0
‖ f ‖L∞ + C‖ f ‖L1 6 max
{
1
x0
, C
}
(‖ f ‖L∞ + ‖ f ‖L1)
und andererseits, dass
1
2
{
1
x0
‖ f ‖L∞ + C‖ f ‖L1
}
6 max{ 1
x0
‖ f ‖L∞ , C‖ f ‖L1} 6
1
x0
‖ f ‖L∞ + C‖ f ‖L1 .
Daher ist die Einbettung
(
L1(Rd) ∩ L∞(Rd)) ⊂ LΦ( λ d) stetig. Zudem gilt die stetige
Einbettung S(Rd) ⊂ L1(Rd) ∩ L∞(Rd) und es ergibt sich schließlich
S(Rd) ⊂ L1(Rd) ∩ L∞(Rd) ⊂ LΦ( λ d). 
(3.2.50) Bemerkung
Es seien (Ω,Σ, µ) = (Rd,Bd, λ d) und Φ eine N-Funktion, so folgt:
S(Rd) ⊂ L1(Rd) ∩ L∞(Rd) ⊂ LΦ( λ d). 
Mit der Dualitätsaussage aus Satz (3.2.44) ergibt sich das folgende Korollar:
(3.2.51) Korollar
Es seien (Ω,Σ, µ) = (Rd,Bd, λ d) und (Φ,Ψ) ein Paar komplementärer Young-Funktion-
en und Φ ∈ ∆2 sei stetig (in Null). Dann gilt:
LΨ( λ d) ⊂ S ′(Rd). 
Beweis
Aus Lemma (3.2.49) ergibt sich mit der Stetigkeit von Φ im Nullpunkt die stetige
Einbettung
S(Rd) ↪→ LΦ( λ d).
Damit folgt
(LΦ( λ d))′ ↪→ S ′(Rd).
Da Φ ∈ ∆2 ist, liefert Satz (3.2.44) die Isometrie (LΦ( λ d))′ ∼= LΨ( λ d), woraus die
Behauptung folgt. 
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In Orlicz-Räumen erhält man die folgende Young-Ungleichung:
(3.2.52) Satz
Es seien (Ω,Σ, µ) = (Rd,Bd, λ d) und (Φ,Ψ) ein Paar komplementärer Young-Funktion-
en, sowie F ∈ L1(Rd) und G ∈ LΦ( λ d). Dann gilt:
‖F ∗ G‖LΦ 6 2‖F‖L1‖G‖LΦ .
Insbesondere existiert (F ∗ G)(x) für fast alle x ∈ R2d. 
Beweis
Sei H ∈ LΨ( λ 2d), dann zeigt die folgende Abschätzung in Verbindung mit dem Satz
von Fubini, dass |F(y)G(x− y)H(x)| in L1(R2d ×R2d) ist und die Integrationsreihen-
folge vertauscht werden darf:
|〈F ∗ G, H〉| =
∣∣∣∣∣∣
∫
R2d
∫
R2d
F(y)TyG(x)H(x) dλ 2d(y) dλ 2d(x)
∣∣∣∣∣∣
6
∫
R2d
∫
R2d
∣∣∣F(y)TyG(x)H(x)∣∣∣ dλ 2d(y) dλ 2d(x)
Fubini
=
∫
R2d
|F(y)|
∫
R2d
∣∣∣TyG(x)H(x)∣∣∣ dλ 2d(x) dλ 2d(y)
6
Lemma (3.2.19)
∫
R2d
|F(y)| 2NΦ
(
TyG
)
NΨ (H) dλ 2d(y)
=
Lemma (3.2.33)
∫
R2d
|F(y)| 2NΦ (G) NΨ (H) dλ 2d(y)
= 2‖F‖L1 NΦ (G) NΨ (H) .
Also folgt
‖F ∗ G‖Φ = sup

∫
R2d
|(F ∗ G) (x)H(x)| dλ 2d(x) :
∫
R2d
Ψ (|H(x)|) λ 2d(x) 6 1

6 sup
2‖F‖L1 NΦ (G) NΨ (H) :
∫
R2d
Ψ (|H(x)|) dλ 2d(x) 6 1

=
Satz (3.2.16)
sup
NΨ(H)61
2‖F‖L1 NΦ (G) NΨ (H) 6 2‖F‖L1 NΦ (G)
6
Satz (3.2.17)
2‖F‖L1‖G‖Φ.
Damit gilt L1 ∗ LΦ ↪→ LΦ. 
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(3.2.53) Bemerkung
Für G ∈ L1(R2d) und F ∈ LΦ( λ 2d) folgt analog mittels F ∗ G = G ∗ F, dass
‖F ∗ G‖LΦ 6 2‖G‖L1‖F‖LΦ . 
(3.2.54) Satz
Es seien (Ω,Σ, µ) = (Rd,Bd, λ d) und (Φ,Ψ) ein Paar komplementärer Young-Funk-
tionen, wobei Ψ stetig (in Null) ist. Dann gilt
LΦ(Rd) ⊂ S ′(Rd). 
Beweis
Ist f ∈ LΦ( λ d), so folgt f ∈ L1loc(Rd) nach Satz (3.2.34). Ist nun g ∈ S(Rd), so folgt
nach Satz (3.2.49), dass g ∈ LΨ( λ d) liegt, da Ψ stetig ist in Null. Dann gilt mit der
Hölder-Ungleichung (3.2.19) die Abschätzung∫
Rd
| f (x) · g(x)| λ (x) 6 2NΦ( f )NΨ(g),
das heißt die Abbildung ϕ f : S(Rd) → C, g 7→
∫
Rd
f (x) · g(x) dλ (x) ist wohldefiniert
mit absoluter Konvergenz für alle g ∈ S(Rd).
Zudem erhält man für eine konvergente Folge gk −→
k→∞
g in S(Rd) nach Lemma (3.2.49)
auch gk −→
k→∞
g bezüglich NΨ(·) und es ergibt sich
|ϕ f (gk − g)| 6 2NΦ( f )NΨ(gk − g) −→
k→∞
0.
Schließlich ist ϕ f stetig, also ist ϕ f ∈ S ′(Rd). 
Der folgende Satz liefert eine Aussage über die Einbettung zwischen Orlicz-Räumen:
(3.2.55) Satz ([RR91] V 5.1 Theorem 3)
Es seien Φi Young-Funktionen und LΦi(µ) die zugehörigen Orlicz-Räume für i = 1, 2.
Weiter existiere ein x0 > 0 und ein b > 0, so dass
Φ2(x) 6 Φ1(bx) für alle x > x0 > 0
gilt. Es sei zudem x0 = 0, falls µ(Ω) = ∞ ist. Dann ist
LΦ1(µ) ⊂ LΦ2(µ).
Die Umkehrung gilt, falls es eine atomfreie Menge D ∈ Σ von positivem Maß für µ
gibt und Φi für i = 1, 2 streng monoton steigend und stetig sind. 
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Eine weitere Teilmengenbeziehung zwischen der Menge der beschränkten Funktio-
nen mit kompaktem Träger und dem Orlicz-Raum kann gezeigt werden, sofern die
zugehörige Young-Funktion die ∆2-Bedingung erfüllt.
(3.2.56) Satz
Es sei (Ω,Σ, µ) = (Rd,Bd, λ d) und Φ eine stetige Young-Funktion mit Φ(x) = 0 genau
dann, wenn x = 0 ist. Dann liegen die beschränkten Funktionen mit kompaktem
Träger genau dann dicht in LΦ( λ d), wenn die Young-Funktionen Φ die ∆2-Bedingung
erfüllt. 
Bevor wir diesen Satz beweisen, zeigen wir zunächst das folgende Hilfslemma:
(3.2.57) Lemma
Es seien (Ω,Σ, µ) = (Rd,Bd, λ d), f : Rd → C und Rd =
∞⋃
m=1
◦
Xm mit Xm ⊂ Xm+1, Xm
kompakt, (hier ist Xm = Bm(0) = {x : |x| 6 m}), dann definieren wir den Operator
Tm wie folgt:
(Tm f )(x) =
{
f (x), falls x ∈ Xm und | f (x)| 6 m,
0, sonst.
Weiter sei L∞c := { f ∈ LΦ( λ d) : f und supp( f ) sind beide beschränkt}. Dann liegt
L∞c genau dann dicht in LΦ( λ d), wenn limm→∞ Tm f − f = 0 in NΦ(·) für alle f ∈ L
Φ( λ d)
gilt. 
Beweis
Wegen Tm f ∈ L∞c für alle m ∈ N und f ∈ LΦ( λ d) ist die Rückrichtung offensichtlich.
Wir müssen also zeigen, dass aus der Dichtheit von L∞c in LΦ( λ d) die Gültigkeit der
angegebenen Konvergenz folgt. Aufgrund der angenommenen Dichtheit existiert eine
Folge (gn)n∈N ⊂ L∞c für die limn→∞NΦ(gn − f ) = 0 gilt. Es sei ε > 0 und n0 ∈ N so
gewählt, dass
NΦ(|gn − f |) < ε4 für alle n > n0 gilt. (3.11)
Da (gn)n∈N ⊂ L∞c ist, gibt es zu jedem n ∈N ein mn ∈N, so dass
Tmn gn = gn.
Wenn wir m0 ∈N mit Tm0 gn0 = gn0 wählen, gilt
Tmgn0 = gn0 ∀m > m0. (3.12)
Weiter ist für m > m0:
(Tm f − Tm0 gn)(x) =

−gn(x), falls x ∈ Xm und | f (x)| > m
0, falls x 6∈ Xm
f (x)− gn(x), sonst.
 =: (∗)
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Ebenfalls gilt für f 6= 0:
µ({x : x ∈ Xm und | f (x)| > m}) = µ(Xm ∩ {x : | f (x)| > m})
= µ
(
Xm ∩
{
x :
| f (x)|
NΦ( f )
>
m
NΦ( f )
})
6 µ
(
Xm ∩
{
x : Φ
( | f (x)|
NΦ( f )
)
> Φ
(
m
NΦ( f )
)})
6 1
Φ( mNΦ( f ) )
∫
Xm
Φ
( | f (x)|
NΦ( f )
)
dµ
6 1
Φ( mNΦ( f ) )
∫
Rd
Φ
( | f (x)|
NΦ( f )
)
dµ
︸ ︷︷ ︸
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6 1
Φ( mNΦ( f ) )
.
Da Φ eine Young-Funktion ist, gilt lim
r→∞Φ(r) = ∞. Damit ergibt sich
lim
m→∞ µ({x : x ∈ Xm und | f (x)| > m}) = 0.
Sei nun m1 ∈N so gewählt, dass für alle m > m1
µ({x : x ∈ Xm und | f (x)| > m}) < 1
Φ
( ‖gn0‖∞
ε
2
)
+ 1
gilt. Dann ist für Bm := {x : x ∈ Xm und | f (x)| > m}∫
Rd
Φ
( |gn0(x)χBm(x)|
ε
2
)
dµ(x) 6
∫
Bm
Φ
(‖gn0‖∞
ε
2
)
dµ(x)
= µ(Bm)Φ
(‖gn0‖∞
ε
2
)
< 1
und es folgt
NΦ(gn0χBm) <
ε
2
. (3.13)
Zunächst ist für h =
n
∑
i=1
hiχMi mit hi ∈ Rd und Mi ∈ Bd die Abschätzung
NΦ(h) 6
n
∑
i=1
NΦ(hiχMi) 6
n
∑
i=1
NΦ(hi). (3.14)
55
3 Orlicz-Räume
gegeben. Daher ergibt sich für alle m > max{m1, m0}:
NΦ(|Tm f − f |) 6 NΦ(|Tm f − Tmgn0 |) + NΦ(|Tmgn0 − f |)
(3.12)
= NΦ(|Tm f − Tmgn0 |) + NΦ(|gn0 − f |)
(3.14)
6
(∗)
NΦ (|gn0 − f |) + NΦ
(∣∣∣gn0χXmχ{x:| f (x)|>m}∣∣∣)+ NΦ(0)
+NΦ(|gn0 − f |)
= 2NΦ(| f − gn0 |) + NΦ (|gn0χBm |)
(3.11)
<
(3.13)
ε
2
+
ε
2
= ε.

Dieses Lemma benutzen wir nun im Beweis des Satzes (3.2.56).
Beweis
Sei Φ eine Young-Funktion, die die ∆2-Bedingung erfüllt. Weiterhin sei f ∈ LΦ(µ),
dann definieren wir für x ∈ Rd:
fk(x) =
{
f (x), falls ‖x‖ < k und | f (x)| < k,
0, sonst.
In diesem Fall konvergiert fk(x) gegen f (x) für fast alle x ∈ Rd. Desweiteren sind die
Funktionen fk beschränkt und haben einen kompakten Träger. Da Φ die ∆2-Bedingung
erfüllt, stetig ist und nur in Null den Wert Null annimmt, folgt mit Satz (3.2.41), dass
LΦ( λ d) eine absolut stetige Norm besitzt. Daher ergibt sich aus der punktweisen
Konvergenz, zusammen mit | fk| 6 | f | ∈ LΦ(µ), die Konvergenz in der Norm, also
NΦ( fk − f )→ 0 für k→ ∞.
Zum Beweis der Umkehrung dieser Aussage nehmen wir an, dass die Young-Funktion
Φ nicht die ∆2-Bedingung erfüllt und benutzen das zuvor gezeigte Lemma (3.2.57). Wir
konstruieren eine Funktion f ∈ LΦ, so dass ein ε > 0 existiert und es für alle m0 ∈ N
ein m > m0 mit NΦ(|Tm f − f |) > ε gibt. Folglich konvergiert Tm f nicht in der Norm
gegen f .
Wegen der Atomfreiheit von µ gibt es zu 0 < β < α < µ(Ω) 6 ∞ Mengen F, G ⊂ Ω
mit F, G ∈ Σ und µ(G) = β < µ(F) = α < ∞. Wir konstruieren eine Funktion f deren
Träger in G liegt, so dass für alle m ∈N
NΦ(|Tm f − f |) > 1
gilt.
Da Φ(x) → ∞ für x → ∞ gilt und Φ nicht die ∆2-Bedingung erfüllt, können wir mit
Lemma (3.1.15) eine monoton steigende positive Folge (xn)n∈N ∈ [0,∞) finden, für
die
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(i) xn −→n→∞ ∞,
(ii) Φ(x1) > 1 und
(iii) Φ((1+ 1n )xn) > 2
nΦ(xn), n > 1
gilt. Zudem gibt es aufgrund der Atomfreiheit eine disjunkte Folge Ωn ∈ Σ, so dass
für α > µ(G) > 0 und n > 1
µ(Ωn) =
µ(G)
2nαΦ(xn)
> 0.
Sei f :=
∞
∑
n=1
xnχΩn . Dann ist f ∈ LΦ(µ), denn
∫
Ω
Φ(| f |) dµ =
∞
∑
n=1
Φ(xn)µ(Ωn) =
∞
∑
n=1
µ(G)
2nα
6 µ(G)
α
< 1.
Wir werden nun zeigen, dass NΦ(|Tm f − f |) > 1 für alle m ∈N ist.
Da xn → ∞ für n → ∞ gilt und (xn)n∈N monoton steigend ist, finden wir für m ∈ N
ein n0 ∈ N0, so dass 0 6 xn 6 m für die endliche Indexmenge I = {1, · · · , n0} und
xn > m für alle n > n0 gilt. Wegen f (x) = xn > m für jedes x ∈ Ωn mit n > n0, ist
x ∈ A2m := {x : | f (x)| > m}. Damit folgt Ωn ∩ A2m = Ωn für alle n > n0. Es ist also
µ(Ωn) > µ(Ωn ∩ (A2m ∪ A1m)) > µ(Ωn ∩ A2m) = µ(Ωn) > 0 für alle n > n0, wobei
A1m = {x : x /∈ Xm} ist.
Für γ < 1 und n1 ∈N mit 1γ > 1+ 1n1 ergibt sich die folgende Abschätzung:∫
Ω
Φ
( |Tm f (x)− f (x)|
γ
)
dµ(x) =
∫
Ω
Φ
( | f (x)χA1m∪A2m(x)|
γ
)
dµ(x)
=
∫
Ω
Φ

∞
∑
n=1
xnχΩn(x)χA1m∪A2m(x)
γ
 dµ(x)
=
∞
∑
n=1
Φ
(
xn
γ
)
µ(Ωn ∩ (A1m ∪ A2m))
>
∞
∑
n=n0+1
Φ
(
xn
γ
)
µ(Ωn)
>
∞
∑
n=n0+1
Φ
(
(1+
1
n1
)xn
)
µ(Ωn)
n>n1
>
∞
∑
n=max{n0+1,n1}
Φ((1+
1
n
)xn)µ(Ωn)
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> ∑
n>max{n0+1,n1}
2nΦ(xn)µ(Ωn)
= ∑
n>max{n0+1,n1}
2n
µ(G)
µ(Ωn)α2n
µ(Ωn)
> ∑
n>max{n0+1,n1}
µ(G)
α
= +∞.
Damit ist für jedes m ∈N: NΦ(Tm f − f ) > 1.
Wir haben also eine Funktion f mit den gewünschten Eigenschaften konstruiert.
Es gilt sogar für jedes m ∈ N: NΦ(Tm f − f ) = 1. In der Tat ergibt sich für f ∈ LΦ(µ)
und m ∈N:
|Tm f (x)− f (x)| =

| f (x)| , falls x ∈ {x : x 6∈ Xm} =: A1m
| f (x)| , falls x ∈ {x : | f (x)| > m} =: A2m
0, sonst
 = | f (x)| χA1m∪A2m(x).
Es ist also ∫
Ω
Φ(|Tm f − f |) dµ =
∫
A1m∪A2m
Φ(| f |) dµ 6
∫
Ω
Φ(| f |) dµ < 1
und demnach ist NΦ(|Tm f − f |) 6 1. 
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3.3 Folgenräume `Φ
In Abschnitt 3.2 haben wir uns mit den Funktionenräumen LΦ beschäftigt. Nachfol-
gend analysieren wir die zugehörigen Folgenräume. Zu Anfang werden wir in Ab-
schnitt 3.3.1 die Definition dieser Räume und die zugehörigen Normen angeben. Im
Teilabschnitt 3.3.2 werden wir auf einige Eigenschaften dieser Räume eingehen. Ins-
besondere beschreiben wir den Dualraum unter Einbeziehung der komplementären
Young-Funktion und der ∆2-Bedingung. Anders als bisher ist es hier nötig, dass die
∆2-Bedingung lediglich für die Werte nahe Null gelten muss. Wir widmen den Folgen-
räumen einen eigenen Unterabschnitt, da es im Gegensatz zu den kontinuierlichen
Räumen Orlicz-Räumen, bei den Folgenräume ausreicht das Verhalten der Young-
Funktion nahe Null zu kontrollieren um die entsprechenden Aussagen zu formulie-
ren. Wir werden sehen, dass durch die Angabe der Young-Funktion für Werte nahe
Null Orlicz-Folgenräume bereits eindeutig bestimmt sind.
Desweiteren werden wir erkennen, dass ein enge Zusammenhang zwichen den Orlicz-
Folgenräumen und den Orlicz-Modulationsräumen besteht. Um diesen Verbindung
nutzen zu können untersuchen wir daher zunächst in diesem Abschnitt die Eigen-
schaften der Folgenräume. Im letzten Teilabschnitt 3.3.3 geben wir Bedingungen für
die Young-Funktion an, so dass eine Einbettung zwischen Orlicz-Folgenräume gege-
ben ist. Mit Hilfe dieser Charakterisierung können wir später in Abschnitt 4.5.3 eine
Einbettungsaussage für die zugehörigen Modulationsräume ableiten.
3.3.1 Definition
Wir beginnen mit der Definition eines diskreten Orlicz-Raumes. Hierzu wird die De-
finition (3.2.11) für einen diskreten Maßraum angepasst. Insbesondere betrachten wir
Ω = Zd,Σ = Pot(Zd) und für das Maß µ das Zählmaß , welches gegeben ist durch
µ : Pot(Zd) → R+ mit A 7→ ∑
k∈Zd
χA(k). Weiter bezeichnen wir mit `∞(Zd) den Fol-
genraum der beschränkten Folgen (ak)k∈Zd mit ak : Zd → C.
(3.3.1) Definition ([LT77] 4.a. Definition 4.a.1)
Sei Φ eine Young-Funktion, dann ist `Φ(Zd) der Raum der Folgen a = (ak)k∈Zd mit
ak : Zd → C, für die es ein λ > 0 gibt, so dass ∑
k∈Zd
Φ (|ak| /λ) < ∞ gilt. Die Norm auf
diesem Raum ist gegeben durch
nΦ(a) = inf
{
λ > 0 : ∑
k∈Zd
(
Φ
( |ak|
λ
))
6 1
}
. 
(3.3.2) Bemerkung
Die Norm
NΦ
(
∑
k∈Zd
akTkχ[0,1)d
)
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ist eine äquivalente Norm auf `Φ(Zd). Dies ergibt sich aus der Tatsache, dass die
Translationen disjunkte Träger haben. Es gilt für x ∈ Rd:
Tkχ[0,1)d(x) = χ[0,1)d(x− k) = χ[k,k+1)d(x).
Da Rd =
·⋃
k∈Zd
[k, k + 1)d gilt, wobei [k, k + 1)d ∩ [l, l + 1)d = ∅ für k 6= l ist, gibt es zu
x ∈ Rd genau ein k0 ∈ Zd so, dass x ∈ [k0, k0 + 1)d ist. Für jedes λ > 0 gilt daher:
∫
Rd
Φ
(
1
λ
∣∣∣∣∣ ∑
k∈Zd
akTkχ[0,1)d(x)
∣∣∣∣∣
)
dx
Φ(0)=0
=
∫
Rd
∑
k∈Zd
Φ
(
1
λ
|ak|
)
Tkχ[0,1)d(x) dx
= ∑
k∈Zd
Φ
( |ak|
λ
)
.
Damit folgt NΦ
(
∑
k∈Zd
akTkχ[0,1)d
)
= nΦ (a). 
3.3.2 Eigenschaften
In diesem Abschnitt stehen die Eigenschaften des Folgenraumes `Φ(Zd) im Vorder-
grund. Insbesondere zeigen wir, dass er versehen mit der in (3.3.1) definierten Norm
ein Banachraum ist. Grundlage für den zugehörigen Beweis und weitere Aussagen in
diesem Abschnitt ist das Kapitel 4 des Buches [LT77] von Lindenstrauss und Tzafriri.
(3.3.3) Satz
Sei Φ eine Young-Funktion, dann ist der Raum (`Φ(Zd), nΦ(·)) ein Banachraum. 
Beweis
Falls Φ eine stetige Funktion ist, verweisen wir auf den entsprechenden Beweis 4.a.1. in
[LT77]. Andernfalls können wir mit Hilfe der Bemerkung (3.3.2) und dem Satz (3.2.29)
die Behauptung belegen. Dazu müssen wir die endliche Teilmengeneigenschaft des
Maßes nachprüfen. Da das Zählmaß auf Zd σ-endlich ist, ergibt sich diese Eigenschaft
sofort. 
Wir führen nun den Raum der beschränkten Folgen in `Φ(Zd) ein.
(3.3.4) Definition ([LT77] 4.a Definition 4.a.1.)
Sei Φ eine Young-Funktion. Dann setzen wir
hΦ(Zd) =
{
x = (xn)n∈Zd ∈ `Φ(Zd) : ∑
n∈Zd
Φ
( |xn|
λ
)
< ∞ für jedes λ > 0
}
. 
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(3.3.5) Lemma ([LT77] 4.a Proposition 4.a.2.)
Sei Φ eine stetige Young-Funktion mit Φ(x) = 0 genau dann, wenn x = 0 ist. Dann
ist hΦ(Zd) der Abschluss der linearen Hülle der Einheitsvektoren und somit ein abge-
schlossener Teilraum von `Φ(Zd). 
(3.3.6) Satz ([LT77] 4.a Proposition 4.a.4.)
Sei Φ eine stetige Young-Funktion mit Φ(x) = 0 genau dann, wenn x = 0 ist. Dann
sind die folgenden Aussagen äquivalent:
(i) Φ genügt der ∆2-Bedingung bei 0, das heißt lim sup
t→0
Φ(2t)
Φ(t) < ∞.
(ii) `Φ(Zd) = hΦ(Zd).
(iii) `Φ(Zd) ist separabel.
(iv) `Φ(Zd) enthält keinen zu `∞(Zd) isomorphen Teilraum. 
Mit Hilfe der komplementären Young-Funktion können wir auch in diesem Fall eine
zur Norm nΦ(·) äquivalente Norm auf `Φ betrachten.
(3.3.7) Definition ([LT77] Seite 147)
Es sei (Φ,Ψ) ein Paar komplementärer Young-Funktionen. Dann ist für eine Folge
a = (ak)k∈Zd ∈ `Φ(Zd) durch
‖a‖`Φ = sup
{
∑
k∈Zd
|akbk| : ∑
k∈Zd
Ψ(|bk|) 6 1
}
eine Norm auf `Φ(Zd) definiert. 
Diese Norm ist wiederum äquivalent zur Norm in Definition (3.3.1).
(3.3.8) Lemma ([LT77] Seite 147)
Es sei Φ eine stetige Young-Funktion mit Φ(x) = 0 genau dann, wenn x = 0 ist. Dann
gilt für jedes a = (ak)k∈Zd ∈ lΦ(Zd), dass
nΦ(a) 6 ‖a‖`Φ 6 2nΦ(a). 
Beweis
Falls für die Rechtsableitungen φ und ψ von Φ und Ψ die Bedingungen φ(0) = 0 und
ψ(0) = 0 sowie lim
t→∞φ(t) = ∞ und limt→∞ψ(t) = ∞ gelten, verweisen wir auf Seite 147 in
[LT77].
Da das Zählmaß auf Zd σ-endlich ist, ergibt sich die endliche Teilmengeneigenschaft,
können wir andernfalls mit Hilfe der Bemerkung (3.3.2) und dem Lemma (3.2.17)
folgern, dass für jedes a = (ak)k∈Zd ∈ lΦ(Zd) für die Normen die Äquivalenz
nΦ(a) 6 ‖a‖`Φ 6 2nΦ(a)
gilt. 
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Den zugehörigen Dualraum können wir erneut mit Hilfe der komplementären Funk-
tion beschreiben.
(3.3.9) Satz ([LT77] 4.b Proposition 4.b.1.)
Es sei (Φ,Ψ) ein Paar komplementärer stetiger Young-Funktionen, mit Φ(x) = 0 be-
ziehungsweise Ψ(x) = 0 genau dann, wenn x = 0 ist. Dann ist
(hΦ(Zd))∗ ∼= `Ψ(Zd) und (`Φ(Zd))∗ ∼= (hΨ(Zd))∗∗.
Falls Ψ die ∆2-Bedingung bei Null erfüllt, folgt
(hΦ(Zd))∗∗ ∼= `Φ(Zd). 
Beweis
Falls für die Rechtsableitungen φ und ψ von Φ und Ψ die Bedingungen φ(0) = 0 und
ψ(0) = 0 sowie lim
t→∞φ(t) = ∞ und limt→∞ψ(t) = ∞ gelten, verweisen wir auf Proposition
4.b.1. in [LT77].
Andernfalls können wir mit Hilfe der Bemerkung (3.3.2) und dem Satz (3.2.43) fol-
gern, dass (hΦ(Zd))∗ ∼= `Ψ(Zd) ist. Da das Zählmaß auf Zd σ-endlich ist, ergibt sich
die endliche Teilmengeneigenschaft. Erfüllt Ψ die ∆2-Bedingung bei Null, dann kann
man Ψ nach Lemma (3.1.16) zu einer stetigen Young-Funktion Ψ˜ fortsetzen, die die ∆2-
Bedingung auf ganz R erfüllt. Im späteren Abschnitt 3.3.3 werden wir in Satz (3.3.15)
sehen, dass die Orlicz-Folgenräume `Ψ(Zd) und `Ψ˜(Zd) unabhängig von der gewähl-
ten Fortsetzung identisch sind. Damit ergibt sich der zweite Teil der Behauptung wie-
derum aus Satz (3.2.43). 
Mit diesem Resultat können wir ein Kriterium für die Reflexivität der Räume ange-
ben.
(3.3.10) Satz ([LT77] 4.b Proposition 4.b.2.)
Seien Φ und Ψ komplementäre, stetige Young-Funktionen mit Φ(x) = 0 beziehungs-
weise Ψ(x) = 0 genau dann, wenn x = 0 ist. Der Raum `Φ(Zd) ist reflexiv, wenn Φ
und Ψ die ∆2-Bedingung bei Null erfüllen. 
Beweis
Falls für die Rechtsableitungen φ und ψ von Φ und Ψ die Bedingungen φ(0) = 0
und ψ(0) = 0 sowie lim
t→∞φ(t) = ∞ und limt→∞ψ(t) = ∞ gelten, verweisen wir auf
[LT77][4.b.2.].
Erfüllen Ψ,Φ die ∆2-Bedingung bei Null, dann kann man Ψ,Φ nach Lemma (3.1.16)
zu stetigen Young-Funktionen Ψ˜, Φ˜ fortsetzen, die die ∆2-Bedingung auf R erfül-
len. Im späteren Abschnitt 3.3.3 werden wir in Satz (3.3.15) sehen, dass die Orlicz-
Folgenräume `Ψ(Zd) und `Ψ˜(Zd) beziehungsweise `Φ(Zd) und `Φ˜(Zd) identisch sind
unabhängig von der gewählten Fortsetzung. Da das Zählmaß auf Zd σ-endliche ist
und somit die endliche Teilmengeneigenschaft erfüllt, können wir mit Hilfe der Be-
merkung (3.3.2) und mit Satz (3.2.45) die Behauptung belegen. 
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3.3.3 Einbettungen
Der vorliegende Abschnitt behandelt Einbettungen zwischen verschiedenen diskreten
Orlicz-Räumen. Wir geben dabei eine genaue Charakterisierung der Einbettungen mit-
tels Young-Funktionen an. Ähnlich wie für die kontinuierlichen Orlicz-Räume, können
wir die Einbettungen der diskreten Orlicz-Räume mittels Ordnungsbeziehungen zwi-
schen den Young-Funktionen charakterisieren. Außerdem gilt die Gleichheit zwischen
den Folgenräumen, sofern zwischen den Young-Funktionen nahe Null Äquivalenz ge-
geben ist. Damit sind die diskreten Orlicz-Räume bereits eindeutig durch die Angabe
der Young-Funktionen nahe Null beschrieben.
Entsprechend dem kontinuierlichen Fall beweisen wir, dass die endlichen Folgen ge-
nau dann dicht im diskreten Orlicz-Raum liegen, wenn die Young-Funktion die ∆2-
Bedingung bei Null erfüllt.
Zunächt beweisen wir, dass die Folgen im diskreten Orlicz-Raum beschränkt sind.
(3.3.11) Satz
Es sei Φ eine stetige Young-Funktion mit Φ(x) = 0 genau dann, wenn x = 0 ist. Dann
gilt `Φ(Zd) ↪→ `∞(Zd). 
Beweis
Es sei a = (ai)i∈Zd und α > 0 mit ∑
i∈Zd
Φ( |ai |α ) 6 1, dann ist
sup
i∈Zd
Φ
( |ai|
α
)
6 ∑
i∈Zd
Φ
( |ai|
α
)
6 1.
Da lim
x→∞Φ(x) = ∞ ist, existiert ein M > 0 mit Φ(x) > 1 für alle x > M. Es folgt
|ai |
α 6 M
beziehungsweise |ai| 6 αM für alle i ∈ Zd. Da
nΦ ((ai)i∈Zd) = inf
{
α > 0 : ∑
i∈Zd
Φ
( |ai|
α
)
6 1
}
gilt, gibt es eine Folge (αn)n∈N ∈ (0,∞)N mit limn→∞αn = nΦ((ai)i∈Zd). Aus den voran-
gegangenen Ausführungen folgt |ai| 6 αn M beziehungsweise |ai| 6 nΦ ((ai)i∈Zd) ·M
für alle i ∈ Zd, das heißt
‖(ai)i∈Zd‖`∞ 6 MnΦ ((ai)i∈Zd) .
Damit ist `Φ(Zd) stetig eingebettet in `∞(Zd). 
Wenn die Werte einer Young-Funktion Φ2 nahe Null kleiner sind als die Werte einer
anderen Young-Funktion Φ1, so ist der diskrete Orlicz-Raum `Φ1 im diskreten Raum
`Φ2 enthalten.
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(3.3.12) Satz
Es sei Φi eine stetige Young-Funktion mit Φi(x) = 0 genau dann, wenn x = 0 ist für
i = 1, 2. Die dazugehörigen diskreten Orlicz-Räume seien `Φ1(Zd) und `Φ2(Zd). Es
gilt `Φ1(Zd) ↪→ `Φ2(Zd) genau dann, wenn es C > 0, k > 0 und es ein t0 > 0 gibt, so
dass
Φ2(t) 6 CΦ1(kt) für alle 0 6 t 6 t0 gilt. 
Beweis
Es sei a = (ai)i∈I ∈ `Φ1 für I = Zd, also nΦ1(a) < ∞. Da Φ1 eine Young-Funktion und
damit unbeschränkt ist, gilt `Φ1(Zd) ⊂ `∞(Zd) nach Satz (3.3.11).
Dann gilt wegen |ai |
max{‖a‖`∞ t−10 ,knΦ1 (a)}
6 t0 bereits
∑
i∈I
Φ2
(
|ai|
max{‖a‖`∞ t−10 , knΦ1(a)}
)
6 C∑
i∈I
Φ1
(
k |ai|
max{‖a‖`∞ t−10 , knΦ1(a)}
)
6 C∑
i∈I
Φ1
( |ai|
nΦ1(a)
)
6 1.
Es folgt somit, dass
nΦ2(a) 6 max{‖a‖`∞ t−10 , knΦ1(a)} 6 ‖a‖`∞ t−10 + knΦ1(a).
Nach Satz (3.3.11) gibt es ein K > 0 (unabhängig von a), so dass ‖a‖`∞ 6 KnΦ1(a) gilt.
Damit ist
nΦ2(a) 6
(
K
t0
+ k
)
nΦ1(a).
Also ergibt sich `Φ1(Zd) ↪→ `Φ2(Zd).
Wir zeigen nun die Notwendigkeit der Behauptung. Dazu nehmen wir an, dass die
angegebene Bedingung an Φ1 und Φ2 nicht gilt. Es existiert also für alle x0, C > 0 und
k > 0 ein 0 6 y 6 x0, so dass Φ2(y) > CΦ1(ky) ist. Es gibt daher, wie im Beweis von
Satz 4.a.4. in [LT77], eine Folge (tn)n∈N ∈ (0,∞)N, so dass
Φ2(
tn
n
) > 2n+1Φ1(tn) und Φ1(tn) 6 2−n für n ∈N.
Sei weiterhin (kn)n∈N eine Folge natürlicher Zahlen, so dass
2−(n+1) < knΦ1(tn) 6 2−n
für alle n ∈ N gilt. Eine solche Folge existiert, denn wenn man für das Maximum
kn := max{k ∈ N : kΦ1(tn) 6 2−n} setzt (diese ist wohldefiniert, denn es gilt
die Abschätzung 1 · Φ1(tn) 6 2−n). So folgt bereits knΦ1(tn) > 2−(n+1), denn wäre
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knΦ1(tn) 6 2−(n+1), dann ist aber 2knΦ1(tn) 6 2−n. Da außerdem kn < 2kn ∈ N gilt,
ist dies ein Widerspruch zur Wahl von kn. Folglich ist
∞
∑
n=1
knΦ1(tn) 6
∞
∑
n=1
2−n 6 1
und
knΦ2(
tn
n
) > kn2n+1Φ1(tn) > 2−(n+1)2n+1 = 1.
Damit ist die Folge
(lj)j∈N = (t1, · · · , t1︸ ︷︷ ︸
k1−mal
, t2, · · · , t2︸ ︷︷ ︸
k2−mal
, · · · , tn, · · · , tn︸ ︷︷ ︸
kn−mal
, · · · )
in `Φ1(Zd) (mit l−j = 0 für j ∈N0), da
∞
∑
j=1
Φ1(lj) =
∞
∑
n=1
knΦ1(tn) 6
∞
∑
n=1
2−n 6 1.
Diese Folge liegt jedoch nicht in lΦ2(Zd), denn für jedes α > 0 ist
∞
∑
j=1
Φ2
(
lj
α
)
>
∞
∑
n=dαe
knΦ2
(
tn
α
)
>
∞
∑
n=dαe
knΦ2
(
tn
n
)
>
∞
∑
n=dαe
2n+1Φ1(tn) >
∞
∑
n=dαe
1 = +∞.
Daher folgt `Φ1(Zd) 6⊂ `Φ2(Zd). 
(3.3.13) Bemerkung
Aus Satz (3.3.12) und dem Satz vom abgeschlossenen Graphen folgt, dass genau dann
`Φ1(Zd) ⊂ `Φ2(Zd) (als Mengen) gilt, falls die stetige Einbettung `Φ1(Zd) ↪→ `Φ2(Zd)
gilt. 
(3.3.14) Definition ([LT77] 4.a Proposition 4.a.5.)
Es seien Φ1,Φ2 stetige Young-Funktionen mit Φi(x) = 0 genau dann, wenn x = 0
ist mit i ∈ {1, 2}. Young-Funktionen Φ1,Φ2 nennt man äquivalent bei Null, wenn es
Konstanten k, K > 0 und t0 > 0 gibt, so dass für alle 0 6 t 6 t0 gilt:
K−1Φ2(k−1t) 6 Φ1(t) 6 KΦ2(kt). 
Aus Satz (3.3.14) ergibt sich die folgende Äquivalenz:
(3.3.15) Satz ([LT77] 4.a Proposition 4.a.5)
Es seien Φ1,Φ2 stetige Young-Funktionen mit Φi(x) = 0 genau dann, wenn x = 0
ist mit i ∈ {1, 2}. Dann sind die zugehörigen Orlicz-Folgenräume `Φ1 und `Φ2 genau
dann gleich (das heißt die Räume beinhalten dieselben Folgen und die Normen sind
äquivalent), wenn die Young-Funktionen Φ1 und Φ2 bei Null äquivalent sind. 
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Beweis
Die Young-Funktionen Φ1,Φ2 seien äquivalent bei Null. Es gibt also k, K > 0 und
t0 > 0, so dass für alle 0 6 t 6 t0
K−1Φ2(k−1t) 6 Φ1(t) 6 KΦ2(kt) (3.15)
gilt. Aus der rechten Abschätzung in Ungleichung (3.15) folgt mit Satz (3.3.12) sofort
`Φ2(Zd) ↪→ `Φ1(Zd). Entsprechend ergibt sich aus der linken Abschätzung in Unglei-
chung (3.15), dass Φ2(y) 6 1KΦ1(ky) für alle 0 6 y 6 t0/k gilt und damit nach Satz
(3.3.12) `Φ1(Zd) ↪→ `Φ2(Zd). Damit sind die Folgenräume `Φ1(Zd) und `Φ2(Zd) gleich.
Für die Umkehrung nehmen wir an die Bedingung (3.15) gelte nicht. Dann ergibt sich
mit Satz (3.3.12), dass weder `Φ2(Zd) in `Φ1(Zd), noch `Φ1(Zd) in `Φ2(Zd) liegt. Man
beachte dabei, dass aufgrund der Monotonie der Young-Funktionen Φ1 und Φ2 ge-
meinsame k = max{k1, k2}, K = max{K1, K2} und t0 = min{t1, t2} für beide Abschät-
zungen gewählt werden können. Daher sind in diesem Fall die Räume nicht gleich.
(3.3.16) Satz
Es sei Φ eine stetige Young-Funktion mit Φ(x) = 0 genau dann, wenn x = 0 gilt. Dann
liegen die endlich getragenen Folgen dicht im Orlicz-Folgenraum `Φ(Zd) genau dann,
wenn Φ die ∆2-Bedingung bei Null erfüllt. 
Beweis
Sei Φ eine stetige Young-Funktion mit Φ(x) = 0 genau dann, wenn x = 0 und Φ
die ∆2-Bedingung bei Null erfüllt. Weiter entsprechen die endlich getragenen Folgen
der linearen Hülle der Einheitsvektoren. Nach Lemma (3.3.5) ist der Abschluss der
linearen Hülle der Einheitsvektoren gleich dem Raum hΦ(Zd). Da Φ die ∆2-Bedingung
bei Null erfüllt, ist nach Satz (3.3.6) aber hΦ(Zd) = `Φ(Zd). Daher liegen die endlich
getragenen Folgen dicht im Orlicz-Folgenraum, wenn Φ die ∆2-Bedingung bei Null
erfüllt.
Für die Umkehrung nehmen wir an, Φ erfülle nicht die ∆2-Bedingung bei Null. Nach
Lemma (3.1.15) können wir dann wie im Beweis von Satz 4.a.4. in [LT77] eine Folge
(tn)n∈N ∈ (0,∞)N finden mit
Φ(2tn) > 2n+1Φ(tn) und Φ(tn) 6 2−(n+1) für alle n ∈N. (3.16)
Sei weiter (kn)n∈N eine Folge von natürlichen Zahlen und so (wie in Beweis von Satz
(3.3.12)) gewählt, dass für alle n ∈N gilt:
2−(n+1) < knΦ(tn) 6 2−n. (3.17)
Dann liegt die Folge
(t˜n)n∈N = (t1, · · · , t1︸ ︷︷ ︸
k1-mal
, t2, · · · , t2︸ ︷︷ ︸
k2-mal
, · · · tn, · · · , tn︸ ︷︷ ︸
kn-mal
, · · · )
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in `Φ(Zd) (mit t˜−n = 0 für n ∈N0). In der Tat gilt dann, dass
∑
n∈N
Φ(t˜n) = ∑
n∈N
knΦ(tn) 6 ∑
n∈N
2−n 6 1.
Andererseits ist jedoch
∑
n∈N
Φ(2t˜n) = ∑
n∈N
knΦ(2tn) > ∑
n∈N
kn2n+1Φ(tn) > ∑
n∈N
1 = ∞.
Damit sind die endlich getragenen Folgen nicht dicht im Orlicz-Folgenraum `Φ(Zd),
denn für ε = 12 > 0 und (t˜n)n∈N ∈ `Φ(Zd) gilt für jede endlich getragene Folge
(gn)n∈N = (g1, · · · , gn0 , 0, · · · , 0, · · · ) gilt:
∑
n∈N
Φ
(
|t˜n − gn|
1
2
)
= ∑
n>n0
Φ
(
|t˜n|
1
2
)
+
n0
∑
n=1
Φ
(
|t˜n − gn|
1
2
)
> ∑
n>n0
Φ (2 |t˜n|) = ∞.
Daher folgt
nΦ((t˜n)n∈N − (gn)n∈N) = inf
{
λ > 0 : ∑
n∈N
Φ
( |t˜n − gn|
λ
)
6 1
}
>
1
2
.
Also sind die endlich getragenen Folgen nicht dicht im Orlicz-Folgenraum, wenn Φ
die ∆2-Bedingung bei Null nicht erfüllt. 
(3.3.17) Bemerkung
Wir bezeichnen die Menge der endlich getragenen Folgen mit c00. 
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3.4 Funktionenräume LΦ1Φ2
Ziel dieses Abschnitts ist es, die Orlicz-Raum-Theorie von skalarwertigen Funktionen
f : Ω ⊂ Rd → C auf Funktionen f : Ω ⊂ Rd → X, deren Wertebereich ein Banachraum
X ist, zu erweitern. Insbesondere werden wir uns für Funktionen f : Ω1 → LΦ2(µ2)
interessieren, die jedem Element x ∈ Ω1 des Maßraumes (Ω1,Σ1, µ1) eine Funktion
f (x) ∈ LΦ2(µ2) aus einem vollständigen Orlicz-Raum LΦ2(µ2) bezüglich des Maß-
raumes (Ω2,Σ2, µ2) zuordnen. Viele bekannte Resultate der skalarwertigen Funktio-
nen können auf banachraumwertige Funktionen verallgemeinert werden. Dafür ist die
Einführung der Treppenfunktionen sowie eines weiteren Messbarkeitsbegriffs notwen-
dig. Damit sind wir in der Lage, das Bochner-Integral als Gegenstück des Lebesgue-
Integrals im skalarwertigen Fall einzuführen. Folglich enthalten die gemischten Orlicz-
Räume LΦ(µ, X) alle (Äquivalenzklassen von) µ-messbaren Funktionen f : Ω→ X, für
die das Integral ∫
Ω
Φ (α‖ f ‖X) dµ
für ein α > 0 endlich ist. Speziell wählen wir für den Banachraum X den Orlicz-Raum
LΦ2(µ2). Die zugehörigen Normen können entsprechend definiert werden, indem man
statt des Betrages die Norm ‖·‖X der Funktion betrachtet. In den Teilabschnitten 3.4.2
und 3.4.4 beschränken wir uns auf die Betrachtung des d-dimensionalen Lebesgue-
Maßes und werden die grundlegenden, insbesondere für die Modulationsräume aus
Abschnitt 4.2 relevanten Eigenschaften der Funktionenräume LΦ1(µ1, LΦ2(µ2)) über-
prüfen. Wir beginnen Abschnitt 3.4.2 mit dem Nachweis der Vollständigkeit der ge-
mischten Orlicz-Räume. Ähnlich wie in Teilabschnitt 3.2.2 lässt sich auch hier eine
Hölder-Ungleichung beweisen. Unter der Voraussetzung, dass die Young-Funktionen
und die komplementären Young-Funktionen die ∆2-Bedingung erfüllen, ist zudem der
Dualraum eines gemischten Orlicz-Raumes isometrisch isomorph zum Orlicz-Raum
der komplementären Funktionen.
Da wir später in Abschnitt 4.2 die Coorbit-Theorie auf diese gemischten Orlicz-Räume
anwenden werden, untersuchen wir bereits hier die dazu erforderlichen Vorausset-
zungen. Dazu gehört die Solidität des gemischten Orlicz-Raumes, wie auch eine Fal-
tungsrelation der Art LΦ1Φ2 ∗ L11 ⊂ LΦ1Φ2 . Erneut erkennen wir die Relevanz der
∆2-Bedingung. Zum Ende des Abschnitts 3.4.4 ist es möglich, einerseits den Schwartz-
Raum in den gemischten Orlicz-Raum einzubetten und andererseits die Elemente des
gemischten Orlicz-Raumes als temperierte Distributionen aufzufassen.
3.4.1 Definition
Wir beginnen diesen Abschnitt mit der Definition der Treppenfunktion, die später
bei der Definition des Bochner-Integrals eine Rolle spielen wird. Zunächst aber eine
Voraussetzung, die im weiteren Verlauf stets angenommen wird.
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(3.4.1) Voraussetzung
Es seien (Ω,Σ, µ) ein lokalisierbarer Maßraum und X ein Banachraum, der mit der
Norm ‖·‖X versehen ist. 
Bevor wir die Treppenfunktionen definieren, führen wir die in der Einleitung be-
reits erwähnten gemischt-gewichteten Lebesgue-Räume ein, die später in Kapitel 4.5
eingehen werden.
(3.4.2) Definition ([BP61] und [Rau07a] §8)
Es sei m eine v-submultiplikative symmetrische Gewichtsfunktion auf R2d und wei-
ter seien 0 < p, q 6 ∞. Der gemischt-gewichtete Lebesgue-Raum Lp,qm ist der Raum aller
Lebesgue-messbaren Funktionen aufR2d, für die die Norm (1 6 p, q < ∞) beziehungs-
weise Quasi-Norm (0 < p, q < 1)
‖ f ‖Lp,qm =
 ∫
Rd
 ∫
Rd
| f (x, w)|p m(x, w)p dx

q
p
dw

1
q
endlich ist.
Ist p = ∞ beziehungsweise q = ∞, so wird die p- beziehungsweise q-(Quasi-)Norm
durch das wesentliche Supremum ersetzt. Also ist die Norm (1 6 p, q < ∞) bezie-
hungsweise Quasi-Norm (0 < p, q < 1) gegeben durch
‖ f ‖L∞,qm =
 ∫
Rd
(
ess sup
x∈Rd
| f (x, w)|m(x, w)
)q
dw
 1q
und
‖ f ‖Lp,∞m = ess sup
w∈Rd
 ∫
Rd
| f (x, w)|p m(x, w)p dx
 1p .
Fortlaufend verwenden wir die Bezeichnung Lp(R2d) statt Lp,pm (R2d) falls m(x, w) = 1
für alle (x, w) ∈ R2d und Lp,qa,b statt Lp,qm falls m(x, w) = (1+ |x|)a(1+ |w|)b für a, b > 0
und (x, w) ∈ R2d. 
Kommen wir nun zur Definition der Treppenfunktion.
(3.4.3) Definition
Eine Funktion f : Ω→ X heißt Treppenfunktion (Elementarfunktion), falls die Funktion
wie folgt darstellbar ist:
f (x) =
m
∑
i=1
χAi(x)αi ∀x ∈ Ω,
wobei αi ∈ X \ {0} und Ai ∈ Σ paarweise disjunkt und von endlichem Maß ist. Hierbei
sei χAi die charakteristische Funktion von Ai. 
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(3.4.4) Definition
Das Integral einer Treppenfunktion f =
m
∑
i=1
χAiαi ist auf folgende Weise definiert:
∫
Ω
f dµ :=
m
∑
i=1
µ(Ai)αi.

(3.4.5) Bemerkung
Dieses Integral ist wohldefiniert, also unabhängig von der Darstellung von f . 
Die nächste Definition gibt einen Messbarkeitsbegriff an, der in die Definition des
Bochner-Integrals eingeht.
(3.4.6) Definition ([Yos95] V.4. Definition 1.)
Die Funktion f : Ω→ X ist eine stark µ-messbare Funktion oder Bochner-messbare Funk-
tion (wenn µ das Lebesgue-Maß ist), falls es eine Folge von Treppenfunktionen ( fn)n∈N
gibt, so dass lim
n→∞‖ fn(x)− f (x)‖X = 0 für µ-fast alle x ∈ Ω ist. 
Der folgende Satz geht zurück auf Pettis:
(3.4.7) Satz ([Yos95] V.4. Theorem 1)
Die Funktion f : Ω→ X ist eine stark µ-messbare Funktion, genau dann wenn
(a) es eine µ-Nullmenge N ⊂ Ω gibt, so dass f (Ω \ N) ⊂ X separabel bezüglich der
Normtopologie ist und
(b) für jedes stetige Funktional x∗ ∈ X′ ist x∗( f ) : Ω→ C µ-messbar.
(c) {x ∈ Ω : f (x) 6= 0} ist σ-endlich. 
Jetzt können wir das Bochner-Integral definieren, das eine Verallgemeinerung des
Lebesgue-Integrals auf banachraumwertige Funktionen ermöglicht.
(3.4.8) Definition ([Yos95] V.5. Definition 1.)
Eine stark µ-messbare Funktion f : Ω → X ist Bochner-integrierbar, falls es eine Folge
von Treppenfunktionen ( fn)n∈N : Ω → X gibt, die gegen f konvergiert in der Weise,
dass lim
n→∞
∫
Ω
‖ f (x)− fn(x)‖X dµ(x) = 0. In diesem Fall setzen wir
∫
Ω
f dµ := lim
n→∞
∫
Ω
fn dµ.

(3.4.9) Bemerkung
Dieses Integral ist wohldefiniert, also unabhängig von der Wahl von ( fn)n∈N. 
Es ergeben sich somit einige hilfreiche Sätze, wie der Satz von Bochner.
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(3.4.10) Satz ([Yos95] V.5. Theorem 1)
Eine stark µ-messbare Funktion f ist genau dann Bochner-integrierbar, wenn ‖ f ‖X
µ-integrierbar ist. 
(3.4.11) Korollar ([Yos95] V.5. Corollary 1)
Für eine Bochner-integrierbare Funktion f gilt:∥∥∥∥∥∥
∫
Ω
f (x) dµ(x)
∥∥∥∥∥∥
X
6
∫
Ω
‖ f (x)‖X dµ(x).

(3.4.12) Satz ([Yos95] V.5. Corollary 2)
Es sei T ein beschränkter linearer Operator eines BF-Raumes X in einen BF-Raum Y.
Sei f eine X-wertige Bochner-intergrierbare Funktion, dann ist auch T f eine Y-wertige
Bochner-integrierbare Funktion und es gilt:
∫
Ω
T f (x) dµ(x) = T
∫
Ω
f (x) dµ(x)
 .

(3.4.13) Lemma ([Lan93] VI § 1 Satz M12)
Es sei (gn)n∈N eine konvergente Folge stark µ-messbarer Funktionen, dann ist der
Grenzwert g dieser Folge ebenfalls stark µ-messbar. 
Entsprechend dem Orlicz-Raum in Definition (3.2.11) definieren wir den Orlicz-
Raum der banachraumwertigen Funktionen.
(3.4.14) Definition ([RR91] VII 7.5.)
LΦ(µ, X) ist der Raum aller (Äquivalenzklassen von) stark µ-messbaren Funktionen
f : Ω→ X auf dem Maßraum (Ω,Σ, µ), so dass∫
Ω
Φ (α‖ f ‖X) dµ < ∞
für ein α > 0 ist.
Die zugehörige Eich-Norm ist gegeben durch
NΦX( f ) = inf
k > 0 :
∫
Ω
Φ
(‖ f (w)‖X
k
)
dµ(w) 6 1
 .
Die Orlicz-Norm
‖ f ‖ΦX = sup

∣∣∣∣∣∣
∫
Ω
〈 f (w), g(w)〉X dµ(w)
∣∣∣∣∣∣ : NΨX′(g) 6 1

ist entsprechend definiert, wobei g : Ω → X′ stark µ-messbar und 〈 f (w), g(w)〉X die
duale Paarung eines Elements aus X und eines Elements im zugehörigen Dualraum
X′ ist. 
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Im Folgenden wählen wir speziell als Banachraum X einen Orlicz-Raum LΦ2(µ2):
(3.4.15) Bemerkung
Seien nun (Ωi,Σi, µi) lokalisierbare Maßräume, (Φi,Ψi) Paare komplementärer Young-
Funktionen für i = 1, 2 und LΦ1(µ1), LΨ1(µ1) sowie LΦ2(µ2), LΨ2(µ2) die entsprechen-
den (reellen) Orlicz-Räume. Sei insbesondere X = LΦ2(µ2). Dann ist
LΦ1(µ1, X) = LΦ1(µ1, LΦ2(µ2))
der Orlicz-Raum der Funktionen f : Ω1 → LΦ2(µ2) mit f (w1) = f (w1, ·) ∈ LΦ2(µ2)
und NΦ2 ( f (·, ·)) ∈ LΦ1(µ1). Die Normen auf diesem Raum sind explizit gegeben
durch
NΦ1Φ2( f ) = NΦ1 (x 7→ NΦ2( f (x)))= inf
k > 0 :
∫
Ω1
Φ1
(
NΦ2 ( f (w1))
k
)
dµ1(w1) 6 1

sowie
‖ f ‖Φ1Φ2 = sup

∣∣∣∣∣∣
∫
Ω1
〈 f (w), g(w)〉LΦ2 dµ1(w)
∣∣∣∣∣∣ : NΨ1Φ′2(g) 6 1
 ,
wobei g : Ω1 → (LΦ2(µ2))′ stark µ1-messbar und 〈 f (w), g(w)〉LΦ2 die duale Paarung
eines Elements aus LΦ2 und eines Elements aus seinem Dualraum (LΦ2)′ = LΦ2 ist.
Den Raum LΦ1(µ1, LΦ2(µ2)) bezeichnen wir mit LΦ1Φ2 und nennen ihn gemischten
Orlicz-Raum.
Der Raum LΨ1Ψ2 ist der zu den komplementären Young-Funktionen zugehörige ge-
mischte Orlicz-Raum und wird analog definiert. 
3.4.2 Grundlegende Eigenschaften
Viele Resultate, die für skalarwertige Funktionen gelten, können mit Hilfe der Defini-
tionen des vorherigen Abschnitts auch auf banachraumwertige Funktionen erweitert
werden. Wir werden uns darauf beschränken diejenigen Eigenschaften nachzuprüfen,
die wir später für die Betrachtung von gemischten Orlicz-Modulationsräumen benöti-
gen (Kapitel 4.2).
Beginnen werden wir mit dem Beweis der Vollständigkeit des Raumes LΦ(µ, X) bezüg-
lich der Norm NΦ(‖·‖X). Unter der Annahme des Lebesgue-Maßes können wir dann
die Translationsinvarianz der gemischten Orlicz-Räume zeigen. Für jeden beliebigen σ-
endlichen Maßraum kann eine Hölder-Ungleichung hergeleitet werden. Desweiteren
zeigen wir, dass die gemischte Orlicz-Norm ‖ f ‖LΦ1Φ2 der Norm ‖x 7→ ‖ f (x)‖LΦ1‖LΦ2
entspricht. Damit können wir wieder nachweisen, dass die gemischte Eich-Norm und
die gemischte Orlicz-Norm äquivalente Normen für den Raum LΦ1Φ2 sind. Ferner zei-
gen wir, dass der gemischte Orlicz-Raum ein BF-Raum ist, wenn die Young-Funktion
Φ2 die ∆2-Bedingung erfüllt. Die Solidität dieses Raumes ist jedoch im allgemeinen
nicht gegeben, wenn Φ2 nicht ∆2-regulär ist. Nimmt man zusätzlich an, dass die
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Young-Funktion Φ1 die ∆2-Bedingung erfüllt, so sind wir in der Lage den Dualraum
zum gemischten Orlicz-Raum zu charakterisieren.
In [RR91] wird in einem Satz ohne Beweis erwähnt, dass der gemischte Orlicz-
Raum ein Banachraum ist. Aus Gründen der Vollständigkeit beweisen wir nun, dass
der Funktionenraum LΦ(µ, X) ein Banachraum ist.
(3.4.16) Satz
Es seien (Ω,Σ, µ) ein lokalisierbarer Maßraum, Φ eine Young-Funktion und (X, ‖·‖X)
ein Banachraum. Dann ist (LΦ(µ, X), NΦX(·)) ein Banachraum. Es bezeichne NΦX(·),
die durch NΦX( f ) = NΦ(‖ f (·)‖X) gegebene Norm. 
Beweis
(a) Die Norm-Eigenschaften lassen sich analog zum vektorraumwertigen Fall zeigen.
Dabei ersetze man den Betrag |·| durch die Norm ‖·‖X des Banachraumes.
(b) Vollständigkeit:
Sei ( fn)n∈N eine Cauchy-Folge in LΦ(µ, X). Es ist zu zeigen, dass ( fn)n∈N einen
Grenzwert f in LΦ(µ, X) besitzt. Es muss also gelten:
(i) NΦ(‖ fn − f ‖X) n→∞−→ 0.
(ii) f : Ω→ X ist stark µ-messbar.
(iii) NΦ(‖ f ‖X) < ∞.
Da jede Cauchy-Folge höchstens einen Häufungspunkt besitzt, brauchen wir nur
zu zeigen, dass eine Teilfolge konvergiert. Wir wählen eine Teilfolge
(
fk j
)
j∈N
mit
NΦX
(
fk j − fl
)
= NΦ
(
‖ fk j − fl‖X
)
6 2−j
für alle l > k j.
Setze g1 := fk1 , gj := fk j − fk j−1 , j > 1. Dann gilt für alle r ∈N:
NΦ
(
‖
r
∑
j=1
gj‖X
)
6 NΦ
(
r
∑
j=1
‖gj‖X
)
6
r
∑
j=1
NΦ
(‖gj‖X) (3.18)
=
r
∑
j=1
NΦX
(
gj
)
6 NΦX( fk1) +
r
∑
j=2
2−j < 1+ NΦX( fk1).
Zur Vereinfachung setzen wir hr : Ω→ R+0 mit hr(w) =
r
∑
j=1
‖gj(w)‖X.
Somit ist:
(i) hr+1(w) > hr(w) > 0,
(ii) hr ∈ LΦ(µ,R) für r > 1.
(iii) lim
r→∞NΦ(hr) =: h < ∞, siehe Abschätzung (3.18).
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Da
(
Φ
( |hr |
NΦ(hr)
))
r∈N
eine Folge nicht-negativer messbarer Funktionen ist, folgt mit
dem Lemma von Fatou, dass
∫
Ω
Φ
( lim
r→∞ |hr|
NΦ(hr)
)
dµ =
∫
Ω
lim
r→∞Φ
( |hr|
NΦ(hr)
)
dµ 6 lim inf
r→∞
∫
Ω
Φ
( |hr|
NΦ(hr)
)
dµ 6 1.
Also ist lim
r→∞hr ∈ L
Φ(µ,R) und insbesondere gilt lim
r→∞hr(w) =
∞
∑
j=1
‖gj(w)‖X < ∞ für
fast alle w ∈ Ω. Damit konvergiert
(
r
∑
j=1
gj
)
r∈N
= ( fkr)r∈N punktweise fast überall,
so dass f (w) :=
∞
∑
j=1
gj(w) = lim
j→∞
fk j(w) für fast alle w ∈ Ω wohldefiniert ist.
Ohne Einschränkung gehen wir auf eine Teilfolge über, so dass lim
n→∞ fk jn = f punkt-
weise fast überall gilt. Da die Folge in LΦ(µ, X) liegt, also insbesondere alle Fol-
genglieder stark µ-messbar sind, ist auch der Grenzwert f stark µ-messbar nach
Lemma (3.4.13).
Weiter ist lim
n→∞‖ fk jn (w)‖X = ‖ f (w)‖X. Da ‖ f (w)‖X 6
∞
∑
j=1
‖gj(w)‖X = limr→∞hr(w)
und lim
r→∞ hr ∈ L
Φ(µ,R), ist (‖ f (w)‖X)w ∈ LΦ(µ,R).
Wir zeigen noch, dass lim
j→∞
fk j = f in L
Φ(µ, X) konvergiert, also dass
lim
j→∞
NΦX
(
fk j − f
)
= 0
gilt. Wir bezeichnen die Teilfolge
(
fk j
)
j∈N
mit ( fn)n∈N. Da ( fn)n∈N eine Cauchy-
Folge ist, also NΦX( fn − fm) −→n,m→∞ 0 gilt, gibt es knm > 0 (k
−1
nm 6 NΦX( fn − fm)), so
dass ∫
Ω
Φ (knm‖ fn − fm‖X) dµ 6 1 ∀n, m ∈N (3.19)
ist. Es sei k ∈ N beliebig und wir wählen n0 > 1, so dass aus n, m > n0 folgt
knm > k. Dann gilt∫
Ω
Φ (k‖ fn − fm‖X) dµ 6
∫
Ω
Φ (knm‖ fn − fm‖X) dµ
(3.19)
6 1.
Da (Φ (k‖ fn − fm‖X))n,m∈N eine Folge nicht-negativer messbarer Funktionen ist,
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ergibt sich mit dem Lemma von Fatou für n→ ∞∫
Ω
Φ (k‖ f − fm‖X) dµ =
∫
Ω
lim inf
n→∞ Φ (k‖ fn − fm‖X) dµ
6
∫
Ω
lim inf
n→∞ Φ (knm‖ fn − fm‖X) dµ
6 lim inf
n→∞
∫
Ω
Φ (knm‖ fn − fm‖X) dµ 6 1.
Damit folgt
NΦ (‖ f − fm‖X) 6 1k ∀m > n0.
Da k beliebig ist, gilt schließlich lim
n→∞NΦX ( fn − f ) = 0. 
Wie im Raum LΦ( λ d) kann man auch hier die Translationsinvarianz der Orlicz-
Norm bezüglich des Lebesgue-Maßes für gemischte Orlicz-Räume zeigen. Für das
folgende Lemma sei (Ωi,Σi, µi) = (Rd,Bd, λ d) mit i = 1, 2:
(3.4.17) Lemma
LΦ1Φ2 ist invariant unter Translationen Tz mit z ∈ R2d und es gilt für F ∈ LΦ1Φ2 :
NΦ1Φ2 (TzF) = NΦ1Φ2 (F) , NΦ1Φ2 (RzF) = NΦ1Φ2 (F) . 
Beweis
Da F stark λ d-messbar ist, gibt es eine Folge (Fn)n∈N von Treppenfunktionen, so dass
bezüglich der LΦ2-Norm
Fn(w)→ F(w) fast überall in Rd konvergiert.
Damit folgt bezüglich der LΦ2-Norm
TzFn(w)→ TzF(w) fast überall in Rd.
TzFn ist somit ebenso eine Treppenfunktion und TzF ist stark λ d-messbar.
Wegen der Translationsinvarianz des Lebesgue-Maßes gilt für z = (z1, z2) ∈ R2d:∫
Rd
Φ2
(
1
k
F(w1 − z1, w2 − z2)
)
dλ d(w2) =
∫
Rd
Φ2
(
1
k
F(w1 − z1, w2)
)
dλ d(w2).
Damit ergibt sich für die LΦ2-Norm
NΦ2(TzF(w1, ·)) = NΦ2 (F(w1 − z1, ·)) . (3.20)
75
3 Orlicz-Räume
Sei F ∈ LΦ1Φ2 und z = (z1, z2) ∈ R2d, dann gilt:
NΦ1Φ2(TzF) = inf
k > 0 :
∫
Rd
Φ1
(
NΦ2 (TzF(w1, ·))
k
)
dλ d(w1) 6 1

(3.20)
= inf
k > 0 :
∫
Rd
Φ1
(
NΦ2 (F(w1 − z1, ·))
k
)
dλ d(w1) 6 1

Translations
=
-invarianz
inf
k > 0 :
∫
Rd
Φ1
(
NΦ2 (F(w1, ·))
k
)
dλ d(v1) 6 1

= NΦ1Φ2(F) < ∞.
In analogerweise zeigt man, dass NΦ1Φ2 (RzF) = NΦ1Φ2 (F) gilt. Dazu reicht es aus Tx
durch Rx zu ersetzen. 
Außerdem kann eine Hölder-Ungleichung gezeigt werden.
(3.4.18) Lemma (Hölder-Ungleichung)
Seien (Ωi,Σi, µi) σ-endliche Maßräume und (Φi,Ψi) Paare komplementärer Young-
Funktionen mit i = 1, 2. Für F ∈ LΦ1Φ2 und G ∈ LΨ1Ψ2 gilt dann:∫
Ω1
∫
Ω2
|F · G| dµ2 dµ1 6 4 · NΦ1Φ2(F)NΨ1Ψ2(G).

Beweis
Seien (Fn)n∈N, (Gn)n∈N Folgen von Treppenfunktionen, so dass für fast alle w1 ∈ Ω1
gilt, dass
Fn(w1)→ F(w1) in der LΦ2(µ2)-Norm, Gn(w1)→ G(w1) in der LΨ2(µ2)-Norm.
Somit gilt für fast alle w1 ∈ Ω1, da LΨ2(µ2)× LΦ2(µ2) → R, (G, F) 7→ 〈G, F〉LΦ2 nach
Lemma (3.2.19) stetig ist, dass
〈Gn(w1), Fn(w1)〉LΦ2 → 〈G(w1), F(w1)〉LΦ2 .
Folglich ist w 7→ 〈Gn(w), Fn(w)〉LΦ2 eine Treppenfunktion und somit µ1-messbar. Dies
bedeutet, dass auch w 7→ 〈G(w), F(w)〉LΦ2 µ1-messbar ist nach Lemma (3.4.13) und es
folgt mit der Hölder-Ungleichung (3.2.19):∫
Ω1
∫
Ω2
∣∣∣F(w2, w1) · G(w2, w1)∣∣∣ dµ2(w2) dµ1(w1)
6
∫
Ω1
2 |NΦ2 (F(·, w1)) · NΨ2 (G(·, w1))| dµ1(w1).
76
3 Orlicz-Räume
Mit den Voraussetzungen, dass NΦ2 F(·, ·) ∈ LΦ1(µ1) und NΨ2 G(·, ·) ∈ LΨ1(µ1), können
wir die Hölder-Ungleichung auch auf das andere Integral anwenden:
2
∫
Ω1
|NΦ2 (F(·, w1)) · NΨ2 (G(·, w1))| dµ1(w1) 6 4NΦ1 (NΦ2(F)) NΨ1 (NΨ2(G))
= 4NΦ1Φ2(F)NΨ1Ψ2(G). 
In Bemerkung (3.4.15) haben wir bereits gesehen, dass die gemischte Eich-Norm die
Verknüpfung der inneren und äußeren Eich-Norm ist, also ist
NΦ1Φ2( f ) = NΦ1 (x 7→ NΦ2( f (x))) .
Um weiterhin beide Normen, sowohl die gemischte Eich-Norm als auch die gemisch-
te Orlicz-Norm als äquivalente Normen auf LΦ1Φ2 verwenden zu können, zeigen wir
im nachfolgenden Lemma, dass die gemischte Orlicz-Norm einer Funktion ‖ f ‖LΦ1Φ2
der Orlicz-Norm ‖x 7→ ‖ f (x)‖LΦ2‖LΦ1 entspricht. Aufgrund der vektorwertigen Inte-
gration und der Definition der gemischte Orlicz-Norm mittels der dualen Paarung
LΦ2 × (LΦ2)′ ist der Nachweis in diesem Fall komplizierter. Dazu ist inbesondere die
Existenz einer stark messbaren Funktion g mit ‖g(x)‖(LΦ2 )′ 6 1 und
(1− ε)‖ f (x)‖LΦ2 6 〈 f (x), g(x)〉LΦ2 (für alle ε ∈ (0, 1))
erforderlich. Zunächst benötigen wir aber das Lemma:
(3.4.19) Lemma
Es seien (Y, ‖·‖Y), (Z, ‖·‖Z) Banachräume und B : Y× Z → K (mit K ∈ {R,C}) sei K-
bilinear mit |B(y, z)| 6 ‖y‖Y‖z‖Z für alle (y, z) ∈ Y× Z. Weiterhin sei Yˆ ein separabler
Unterraum von Y und Zˆ ein Unterraum von Z mit
‖y‖Y = sup{|B(y, z)| : z ∈ Zˆ, ‖z‖Z 6 1} ∀y ∈ Yˆ.
Dann existiert ein abgeschlossener, separabler Unterraum W 6 Zˆ 6 Z mit
‖y‖Y = sup{|B(y, z)| : z ∈W, ‖z‖Z 6 1} ∀y ∈ Yˆ. 
Beweis
Da Yˆ separabel ist, gibt es eine abzählbare, dichte Teilmenge {yn : n ∈ N} ⊂ Yˆ.
Für m, n ∈ N existiert dann ein zm,n ∈ Zˆ mit |B(yn, zm,n)| > (1 − 1m )‖yn‖Y sowie
‖zm,n‖Z 6 1. Wir setzen nun W := Span{zm,n : m, n ∈N}. Dann ist W 6 Zˆ separabel
und es existiert für ein beliebiges y ∈ Yˆ und m ∈N ein nm ∈N mit ‖y− ynm‖ 6 1m .
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Somit ist
‖y‖Y > sup{|B(y, z)| : z ∈ Zˆ, ‖z‖Z 6 1}
> |B(y, zm,nm)|
= |B(ynm , zm,nm)− B(ynm − y, zm,nm)|
> |B(ynm , zm,nm)| − |B(ynm − y, zm,nm)|︸ ︷︷ ︸
6‖ynm−y‖Y‖zm,nm‖Z6 1m
>
(
1− 1
m
)
‖ynm‖Y −
1
m
−→
m→∞ ‖y‖Y.
Folglich ist die Behauptung bewiesen. 
Die eigentliche Existenzaussage ergibt sich dabei aus dem Auswahlsatz von Kuratowski-
Ryll-Nardzewski.
(3.4.20) Satz ([AB06] Theorem 18.13)
Es sei (X,Σ, µ) ein σ-endlicher Maßraum und Y ein vollständiger separabler metri-
scher Raum. Weiterhin sei
F : X → {A ⊂ Y : A 6= ∅ abgeschlossen in Y}
eine Abbildung. Für U ⊂ Y sei dann
FU := {x ∈ X : F(x) ∩U 6= ∅}.
Falls für jede offene Menge U ⊂ Y bereits FU ∈ Σ messbar ist, so existiert eine mess-
bare Funktion s : X → Y mit s(x) ∈ F(x) für alle x ∈ X. 
Die Existenz der stark messbaren Funktion g mit (1− ε)‖ f (x)‖LΦ2 6 〈 f (x), g(x)〉LΦ2
und NΨ1X′ (g) 6 1, wobei X = LΦ2 ist, ergibt sich aus dem folgenden Satz:
(3.4.21) Satz
Es seien X, Y, Z Banachräume, (Ω,Σ, µ) ein σ-endlicher Maßraum und f : X → Y sei
stark messbar. Weiterhin sei B : Y × Z → K K-bilinear mit |B(y, z)| 6 ‖y‖Y‖z‖Z für
alle (y, z) ∈ Y× Z und es sei Zˆ 6 Z mit
‖y‖Y = sup{|B(y, z)| : z ∈ Zˆ, ‖z‖Z 6 1} ∀y ∈ Y.
Dann existiert für jedes ε ∈ (0, 1) eine stark messbare Funktion g : X → Z mit
‖g(x)‖Z 6 1 und
|B( f (x), g(x))| > (1− ε) · ‖ f (x)‖Y
für µ-fast alle x ∈ X. 
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Beweis
Da f stark messbar ist, existiert eine µ-Nullmenge N ⊂ X, so dass
Yˆ := Span{ f (X \ N)} 6 Y
als Abschluss der linearen Hülle einer separablen Menge separabel ist. Damit ist
f |X\N : X \ N → Yˆ 6 Y messbar. Nach Lemma (3.4.19) existiert ein abgeschlosse-
ner, separabler Unterraum W 6 Zˆ 6 Z mit
‖y‖Y = sup{|B(y, z)| : z ∈W, ‖z‖Z 6 1} ∀y ∈ Yˆ ⊃ f (X \ N). (3.21)
Es sei nun ε > 0 und wir definieren
F˜ : X \ N → Pot(W), x 7→ {z ∈W : ‖z‖ 6 1 und |B( f (x), z)| > (1− ε)‖ f (x)‖} und
F : X \ N → Pot(W), x 7→ F˜(x).
Nach Gleichung (3.21) ist somit F˜(x) 6= ∅, also auch F(x) 6= ∅ für alle x ∈ X \ N.
Weiterhin ist F(x) ⊂W trivialerweise abgeschlossen, so dass
F : X \ N → {A ⊂W : ∅ 6= A ⊂W abgeschlossen}
wohldefiniert ist. Man beachte, dass W separabel und als abgeschlossener Unterraum
des Banachraumes Z auch ein Banachraum ist, also ein vollständiger, separabler me-
trischer Raum ist.
Für U ⊂W offen gilt daher
F(x) ∩U = ∅ ⇔ F(x) ⊂ Uc
⇔ F˜(x) ⊂ Uc
Uc abgeschlossen⇔ F˜(x) ⊂ Uc
⇔ F˜(x) ∩U = ∅.
Damit ist (mit FU wie in Satz (3.4.20)):
FU = {x ∈ X \ N : F(x) ∩U 6= ∅}
= {x ∈ X \ N : F˜(x) ∩U 6= ∅}
= {x ∈ X \ N : ∃z ∈ U : ‖z‖ 6 1 und |B( f (x), z)| > (1− ε)‖ f (x)‖Y}
=
(
f |X\N
)−1 ({y ∈ Y : ∃ z ∈ U ∩ B1(0) : |B(y, z)| > (1− ε)‖y‖Y})
=:
(
f |X\N
)−1
(MU).
Es ist aber
MU =
⋃
z∈U∩B1(0)
{y ∈ Y : |B(y, z)| > (1− ε)‖y‖Y}
=
⋃
z∈U∩B1(0)
(|B(·, z)| − (1− ε)‖·‖Y)−1 ((0,∞)).
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Da Gz : Y → R, y 7→ |Φ(y, z)| − (1− ε)‖y‖ für alle z ∈ Z stetig ist, ist MU als Verei-
nigung offener Mengen ebenfalls offen. Demnach ist FU =
(
f |X\N
)−1
(MU) ⊂ X \ N
messbar, denn f |X\N : X \ N → Y ist messbar. Ebenso ist auch X \ N ⊂ X messbar, so
dass FU ⊂ X messbar ist.
Satz (3.4.20) liefert eine messbare Funktion g : X \ N → W 6 Zˆ 6 Z mit g(x) ∈ F(x)
für alle x ∈ X \ N. Damit existiert (nach Definition von F(x) = F˜(x)) eine Folge
(zn)n∈N ∈
(
F˜(x)
)N mit zn −→n→∞ g(x). Wegen zn ∈ F˜(x) folgt ‖zn‖Z 6 1 und
|B( f (x), zn)| > (1− ε)‖ f (x)‖Y.
Aus Stetigkeitsgründen ist auch ‖g(x)‖Z = limn→∞‖zn‖ 6 1 und es ist (da B stetig ist):
|B( f (x), g(x))| = lim
n→∞ |B( f (x), zn)| > (1− ε)‖ f (x)‖Y.
Wenn man jetzt g auf ganz X durch Null fortsetzt, bleibt g weiterhin messbar und
erfüllt
|B( f (x), g(x))| > (1− ε)‖ f (x)‖Y
für µ-fast alle x ∈ X (nämlich alle x ∈ X \ N), sowie ‖g(x)‖Z 6 1 für alle x ∈ X. 
Mit diesem vorbereitenden Satz können wir zeigen, dass die gemischte Orlicz-Norm
der verknüpften Orlicz-Norm ‖x 7→ ‖ f (x)‖LΦ2‖LΦ1 entspricht.
(3.4.22) Lemma
Es seien (Ωi,Σi, µi) σ-endliche Maßräume und Φi Young-Funktionen für i = 1, 2. Wei-
ter sei LΦ1Φ2 der zugehörige gemischte Orlicz-Raum. Dann gilt für f ∈ LΦ1Φ2 :
‖ f ‖Φ1Φ2 = ‖w 7→ ‖ f (w)‖Φ2‖Φ1 . 
Beweis
Zunächst zeigen wir, dass ‖ f ‖LΦ1Φ2 6 ‖w 7→ ‖ f (w)‖LΦ2‖LΦ1 ist für alle f ∈ LΦ1Φ2 .
Mit der Hölder-Ungleichung folgt:∣∣∣∣∣∣
∫
Ω1
〈 f (w), g(w)〉LΦ2 dµ1(w)
∣∣∣∣∣∣ 6
∫
Ω1
|〈 f (w), g(w)〉LΦ2 | dµ1(w)
6
∫
Ω1
‖ f (w)‖LΦ2‖g(w)‖(LΦ2 )′ dµ1(w)
6 NΦ1(‖ f ‖LΦ2 )NΨ1(‖g‖(LΦ2 )′).
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Mit Satz (3.2.17) ergibt sich für die Norm aus Definition (3.4.14) mit X = LΦ2 , dass
‖ f ‖LΦ1Φ2 = sup

∣∣∣∣∣∣
∫
Ω1
〈 f (w), g(w)〉LΦ2 dµ1(w)
∣∣∣∣∣∣ : NΨ1(LΦ2 )′(g) 6 1

6 sup
{
NΦ1(‖ f ‖LΦ2 )NΨ1(‖g‖(LΦ2 )′) : NΨ1(LΦ2 )′(g) 6 1
}
6 NΦ1(‖ f ‖LΦ2 )
(3.2.17)
6 ‖‖ f ‖LΦ2‖LΦ1 .
Für den Beweis der umgekehrten Ungleichung betrachten wir ‖w 7→ ‖ f (w)‖LΦ2‖LΦ1
für f ∈ LΦ1Φ2 mit f : (Ω1,Σ1, µ1)→ LΦ2(µ2) stark messbar. Dann gilt:
‖w 7→ ‖ f (w)‖LΦ2‖LΦ1 = sup

∣∣∣∣∣∣
∫
Ω1
‖ f (w)‖LΦ2ρ(w) dµ1(w)
∣∣∣∣∣∣ : NΨ1(ρ) 6 1
 .
Wir müssen zeigen, dass es eine messbare Funktion h : (Ω1,Σ1, µ1)→ (LΦ2(µ2))′ gibt,
so dass (1− ε)‖ f (w)‖LΦ2 6 〈 f (w), h(w)〉LΦ2 mit NΨ1(LΦ2 )′(h(w)) 6 1.
Die Existenz dieser Funktion ergibt sich aus Satz (3.4.21). Es seien dazu Y = LΦ2(µ2),
Z = (LΦ2(µ2))′ Banachräume und der zugrunde liegende Maßraum (Ω1,Σ1, µ1) sei
σ-endlich. Weiter sei f : (Ω1,Σ1, µ1) → LΦ2(µ2) die oben verwendete stark messbare
Funktion. Die betrachtete K-Bilinearform B : LΦ2 × (LΦ2)′ → C ist dann die duale
Paarung
B(y, z) = 〈y, z〉LΦ2 mit |〈y, z〉LΦ2 | 6 ‖y‖LΦ2 · ‖z‖(LΦ2 )′ ∀(y, z) ∈ LΦ2(µ2)× (LΦ2(µ2))′.
Es sei Zˆ = (LΦ2(µ2))′. Dann gilt nach einem Korollar zu Hahn-Banach bereits
‖y‖LΦ2 = sup{|B(y, z)| : z ∈ (LΦ2(µ2))′, ‖z‖(LΦ2 )′ 6 1} ∀y ∈ LΦ2(µ2).
Nach Satz (3.4.21) existiert für jedes ε ∈ (0, 1) eine stark messbare Funktion
h : (Ω1,Σ1, µ1)→ (LΦ2)′ mit ‖h(w)‖(LΦ2 )′ 6 1
und
|〈 f (w), h(w)〉LΦ2 | > (1− ε)‖ f (w)‖LΦ2
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für µ1-fast alle w ∈ Ω1. Es gilt also
(1− ε)‖w 7→ ‖ f (w)‖LΦ2‖LΦ1
= sup

∣∣∣∣∣∣
∫
Ω1
(1− ε)‖ f (w)‖LΦ2ρ(w) dµ1(w)
∣∣∣∣∣∣ : NΨ1(ρ) 6 1

6 sup

∫
Ω1
(1− ε)‖ f (w)‖LΦ2 |ρ(w)| dµ1(w) : NΨ1(ρ) 6 1

6 sup

∫
Ω1
〈 f (w), h(w)〉LΦ2 ξρ(w) dµ1(w) : NΨ1(ρ) 6 1

6 sup

∫
Ω1
〈 f (w), h(w)ξρ(w)〉LΦ2 dµ1(w) : NΨ1(ρ) 6 1
 ,
wobei ξ := sgn(〈 f (w), h(w)〉LΦ2ρ(w)) das Vorzeichen von 〈 f (w), h(w)〉LΦ2ρ(w) ist.
Wir setzen nun g(w) := h(w)ξρ(w). Dann ergibt sich aus NΨ1(ρ) 6 1 und aus
‖h(w)‖(LΦ2 )′ 6 1 für alle w bereits NΨ1(LΦ2 )′(g) 6 1. Damit erhalten wir
(1− ε)‖w 7→ ‖ f (w)‖LΦ2‖LΦ1 6 sup

∫
Ω1
〈 f (w), g(w)〉LΦ2 dµ1(w) : NΨ1(LΦ2 )′(g) 6 1

= ‖ f ‖LΦ1Φ2 .
Schießlich gilt für f ∈ LΦ1Φ2
‖w 7→ ‖ f (w)‖LΦ2‖LΦ1 = ‖ f ‖LΦ1Φ2 . 
Anschließend können wir zeigen, dass die gemischte Eich-Norm und die gemischte
Orlicz-Norm äquivalente Normen sind.
(3.4.23) Satz
Es seien (Ωi,Σi, µi) σ-endliche Maßräume und Φi Young-Funktionen. Dann gilt für
f ∈ LΦ1Φ2 :
NΦ1Φ2( f ) 6 ‖ f ‖LΦ1Φ2 6 4NΦ1Φ2( f ). 
Beweis
Aus Satz (3.2.17) ergibt sich NΦ2( f ) 6 ‖ f ‖Φ2 6 2NΦ2( f ). Mit der Tatsache, dass aus
0 6 f1 6 f2 fast überall schon NΦ1( f1) 6 NΦ1( f2) folgt, gilt somit
NΦ1Φ2( f ) = NΦ1 (NΦ2( f )) 6 NΦ1 (‖ f ‖Φ2) 6 ‖‖ f ‖Φ2‖Φ1 = ‖ f ‖LΦ1Φ2
6 2NΦ1 (‖ f ‖Φ2) 6 2NΦ1 (2NΦ2( f ))
= 4NΦ1 (NΦ2( f )) = 4NΦ1Φ2( f ). 
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Auch die gemischten Orlicz-Räume LΦ1Φ2 sind solide Banachräume, wenn die Young-
Funktion Φ2 die ∆2-Bedingung erfüllt.
(3.4.24) Lemma
Es seien (Ωi,Σi, µi) = (Rd,Bd, λ d) und (Φi,Ψi) Paare von komplementären Young-
Funktionen, wobei Ψi stetig sei für i = 1, 2. Weiterhin erfülle Φ2 die ∆2-Bedingung.
Dann ist der Raum (LΦ1Φ2 , NΦ1Φ2(·)) ein solider BF-Raum. Folglich ist (LΦ1Φ2 , NΦ1Φ2(·))
ein Raum messbarer Funktionen auf R2d, der stetig eingebettet ist in L1loc(R
2d) und die
folgende Stabilitätsbedingung erfüllt:
Sei f ∈ LΦ1Φ2 , g ∈ L1loc mit |g(x, w)| 6 | f (x, w)| fast überall,
dann folgt g ∈ LΦ1Φ2 mit NΦ1Φ2(g) 6 NΦ1Φ2( f ). 
Beweis
In Satz (3.4.16) wurde die Vollständigkeit von LΦ1Φ2 bereits gezeigt. Der Raum
(LΦ1Φ2 , NΦ1Φ2(·)) ist demnach ein Banachraum.
Für eine kompakte Menge K := K1 × K2 ⊂ R2d, können wir die Hölder-Ungleichung
anwenden und erhalten∫
K
| f (x, w)| dλ 2d(x, w) 6 2 · NΦ1Φ2( f ) · NΨ1Ψ2(χK).
Die Norm NΨ1Ψ2(χK1×K2) ist endlich, denn es gilt∫
Rd
Ψ2
(χK2
α
)
dλ d = Ψ2
(
1
α
)
λ d(K2) = Ψ2
((
1− 1
α
)
· 0+ 1
α
· 1
)
λ d(K2)
α>1
6
(
1− 1
α
)
Ψ2 (0) λ d(K2) +
1
α
Ψ2 (1) λ d(K2)
=
1
α
Ψ2(1) λ d(K2).
Damit ist α > max{1, λ d(K2)Ψ2(1)} hinreichend für
∫
Rd
Ψ2
(
χK2
α
)
dλ d 6 1 und es folgt
NΨ2(χK2) = inf
{
α > 0 : Ψ2
(
1
α
)
6 1
λ d(K2)
}
6 max{1, λ d(K2)Ψ2(1)}.
Damit ergibt sich
NΨ2(χK1×K2(x, ·)) 6 max{1, λ d(K2)Ψ2(1)}χK1(x) =: G · χK1(x).
Für λ d(K1)Ψ1(G) > 1 folgt einerseits mit der Konvexität der Young-Funktion und
andererseits wegen Ψ1(0) = 0, dass∫
Rd
Ψ1
(
GχK1(x)
Ψ1(G) λ d(K1)
)
dλ d(x) 6
∫
K1
1
Ψ1(G) λ d(K1)
Ψ1 (G) dλ d(x) 6 1.
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Für λ d(K1)Ψ1(G) 6 1 ist∫
K1
Ψ1 (χK1(x) · G) dλ d(x) 6 λ d(K1)Ψ1(G) 6 1.
In beiden Fällen ergibt sich somit die Endlichkeit der Norm NΨ1Ψ2(χK). Also gilt
LΦ1Φ2(R2d) ↪→ L1loc(R2d).
Sei nun f ∈ LΦ1Φ2 und g ∈ L1loc mit
|g(x, w)| 6 | f (x, w)| fast überall. (3.22)
Wir zeigen zuerst, dass g : Rd → LΦ2( λ d), x 7→ g(x, ·) stark messbar ist.
Es gilt g(x, ·) ∈ LΦ2 für fast alle x ∈ Rd. In der Tat gilt |g(x, w)| 6 | f (x, w)| fast überall
und f (x, ·) ∈ LΦ2 . Damit gibt es ein α > 0 mit∫
Rd
Φ2(α |g(x, w)|) dλ d(w) 6
∫
Rd
Φ2(α | f (x, w)|) dλ d(w) < ∞.
Es gilt noch zu zeigen, dass x 7→ g(x, ·) λ d-fast separabel wertig und schwach λ d-
messbar ist.
Da (Ω,Σ, µ) = (Rd,Bd, λ d) ist und Φ2 die ∆2-Bedingung erfüllt ist LΦ2( λ d) nach Satz
(3.2.48) separabel. Dann ist die lineare Hülle des Bildes von x 7→ g(x, ·) als Unterraum
des separablen, metrischen Raumes LΦ2( λ d) wieder separabel.
Wir müssen nur noch belegen, dass g : Rd → LΦ2 schwach-messbar ist, das heißt wir
zeigen für alle linearen Funktionale l∗ ∈ (LΦ2)′
Φ2∈∆2∼= LΨ2 die Messbarkeit von l∗(g).
Da es zu l∗ ∈ (LΦ2)′ eine eindeutige Funktion h ∈ LΨ2 gibt, so dass
l∗(g(x, ·)) =
∫
Rd
g(x, w)h(w) dw
gilt, müssen wir die Meßbarkeit der Abbildung x 7→ ∫
Rd
g(x, w)h(w) dw zeigen. Wir
teilen zunächst das Integral auf:∫
Rd
g(x, w)h(w) dw =
∫
Rd
(<(g(x, w)h(w)))+ dw−
∫
Rd
(<(g(x, w)h(w)))− dw
+i
∫
Rd
(=(g(x, w)h(w)))+ dw− i
∫
Rd
(=(g(x, w)h(w)))− dw,
dabei wird mit < beziehungsweise = der Realteil beziehungsweise Imaginärteil der
Funktion bezeichnet und ·+ wird (punktweise) als H+ = max{H, 0} und ·− wird
(punktweise) als H− = max{−H, 0} für eine Funktion H definiert. Die einzelnen
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Funktionen
x 7→
∫
Rd
(<(g(x, w)h(w)))+ dw,
x 7→
∫
Rd
(<(g(x, w)h(w)))− dw,
x 7→
∫
Rd
(=(g(x, w)h(w)))+ dw,
x 7→
∫
Rd
(=(g(x, w)h(w)))− dw
sind nach dem Satz von Fubini-Tonelli meßbar, da (x, w) 7→ g(x, w)h(w) messbar ist.
Es folgt aus der Ungleichung (3.22), dass
|g(x, w)|
NΦ1Φ2( f )
6 | f (x, w)|
NΦ1Φ2( f )
.
Mit der Monotonie der Young-Norm ergibt sich
NΦ2
( |g(x, ·)|
NΦ1Φ2( f )
)
6 NΦ2
( | f (x, ·)|
NΦ1Φ2( f )
)
=: γ,
denn es gilt ∫
Rd
Φ2
( |g(x, w)|
γ
)
dλ d(w) 6
∫
Rd
Φ2
( | f (x, w)|
γ
)
dλ d(w) 6 1.
Ebenso folgt mit der Monotonie der Young-Funktion, dass∫
Rd
Φ1
( |NΦ2 (|g(x, ·)|)|
NΦ1Φ2( f )
)
dλ d(x) 6
∫
Rd
Φ1
( |NΦ2 (| f (x, ·)|)|
NΦ1Φ2( f )
)
dλ d(x) 6 1.
Für die Norm erhalten wir deshalb
NΦ1Φ2(g) 6 NΦ1Φ2( f ) < ∞.
Also ist insbesondere g ∈ LΦ1Φ2 . 
Ist die Young-Funktion Φ2 nicht ∆2-regulär, so zeigt das Beispiel in der folgenden
Bemerkung, dass der gemischte Orlicz-Raum im allgemeinen nicht solide sein muss.
Das folgende Beispiel zeigt, dass die starke Messbarkeit nicht gewährleistet sein muss.
(3.4.25) Bemerkung
Im Allgemeinen ist die Abbildung H : Rd → LΦ2(Rd), x 7→ g(x, ·) nicht stark messbar,
wenn g ∈ L1loc mit |g| 6 | f | und f ∈ LΦ1Φ2 ist. Sei Φi, i ∈ {1, 2} so gewählt, dass die
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L∞-Norm erzeugt wird und d = 1, also insbesondere Φ2 6∈ ∆2. Weiter sei g gegeben
durch g := χ{(x,y)t :y6x}, also g(x, ·) = χ(−∞,x]. Dann gilt ‖g(x, ·)− g(y, ·)‖L∞ = 1 für
x, y ∈ R mit x 6= y. Angenommen es gebe {gn, n ∈ N} ⊂ g(R \ N, ·) dicht mit einer
Nullmenge N ⊂ R. Dann gibt es zu jedem x ∈ R \N ein nx ∈Nmit gnx ∈ B 12 (g(x, ·)).
Da aber B 1
2
(g(x, ·)) ∩ B 1
2
(g(y, ·)) = ∅ ist, dann gäbe es eine injektive Abbildung Γ mit
Γ : R \ N →N, x 7→ nx, was jedoch nicht möglich ist. 
Der nachfolgende Satz charakterisiert den Dualraum
(
LΦ1Φ2
)′ des gemischten Orlicz-
Raumes:
(3.4.26) Satz ([RR91] VII 7.5. Theorem 4, Theorem 5)
Es seien (Ωi,Σi, µi) σ-endliche Maßräume und (Φi,Ψi) erfüllen die ∆2-Bedingung und
seien stetig für i = 1, 2. Weiter seien LΦ1(µ1), LΨ1(µ1) und LΦ2(µ2), LΨ2(µ2) die ent-
sprechenden (reellen) Orlicz-Räume und LΦ1Φ2 , LΨ1Ψ2 sowie NΦ1Φ2(·) und NΨ1Ψ2(·)
wie in (3.4.14) definiert. Dann gilt
(
LΦ1Φ2
)′ ∼= LΨ1Ψ2 und zu jedem l ∈ (LΦ1Φ2)′ gibt es
eine eindeutige Funktion g ∈ LΨ1Ψ2 , so dass
l( f ) =
∫
Ω1
 ∫
Ω2
g(w2, w1) f (w2, w1) dµ2
 dµ1 für f ∈ LΦ1Φ2 . (3.23)
Benutzt man die Eich-Normen in LΦi(µi) und die Orlicz-Normen in LΨi(µi), so gilt
‖l‖ = ‖‖g‖Ψ2‖Ψ1 = ‖g‖Ψ1Ψ2 . (3.24)

(3.4.27) Satz ([Hal54] Theorem 1.1.)
Es seien (Ωi,Σi, µi) σ-endliche Maßräume und (Φi,Ψi) erfüllen die ∆2-Bedingung und
seien stetig für i = 1, 2. Dann ist LΦ1Φ2 ein reflexiver Banachraum. 
(3.4.28) Bemerkung
Da (Φi,Ψi) die ∆2-Bedingung erfüllen und stetig für i = 1, 2 sind, sind die Räume
LΦi(µi) nach Satz (3.2.45) reflexiv für i = 1, 2. Daher folgt die Behauptung aus Theorem
1.1. in [Hal54]. 
(3.4.29) Satz
Es seien Φi Young-Funktionen und (Ωi,Σi, µi) Maßräume für i = 1, 2. Weiter besit-
ze LΦi(µi) für i = 1, 2 eine absolut stetige Norm. Dann folgt für den zugehörigen
gemischten Orlicz-Raum LΦ1Φ2 , dass für f ∈ LΦ1Φ2 und für jede stark messbare mono-
ton fallende Folge ( fn)n∈N mit | f | > fn, die punktweise gegen Null konvergiert, dass
NΦ1Φ2( fn)↘ 0. 
Beweis
Es sei f ∈ LΦ1Φ2 und ( fn)n∈N eine monoton fallende Folge stark messbarer Funktionen
mit den obigen Eigenschaften. Ist w1 ∈ Ω1 fest, dann gilt f (·, w1) ∈ LΦ2(µ2) und
| f (·, w1)| > fn(·, w1) > fn+1(·, w1) · · · ,
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sowie
lim
n→∞ fn(·, w1) = 0.
Da LΦ2 eine absolut stetige Norm besitzt, folgt mit Lemma (3.2.41) für (fast) alle w1,
dass
NΦ2 ( fn(·, w1))↘ 0 für n→ ∞.
Sei nun gn : Ω1 → R, w1 7→ NΦ2 ( fn(·, w1)). Dann ist (gn)n∈N der Voraussetzung nach
messbar, denn fn(·, ·) ist stark messbar.
Mit der Monotonie der Norm NΦ2(·) folgt punktweise, dass
|NΦ2( f (·, w1))| > gn(w1) > gn+1(w1) · · · → 0.
Da LΦ1 eine absolut stetige Norm besitzt, folgt mit Lemma (3.2.41), dass
NΦ1 (gn(·))↘ 0 für n→ ∞,
also
NΦ1 (NΦ2( fn(·, ·)))↘ 0 für n→ ∞. 
3.4.3 Faltung
Wir erklären zunächst, wie das Faltung im gemischten Orlicz-Raum zu verstehen ist.
Nachdem wir das Faltungsprodukt im Bochner-Sinne für einen Banachraum X defi-
niert haben, zeigen wir, dass verschiedene Banachräume das gleiche Faltungsprodukt
induzieren. Abschließend beweisen wir die Übereinstimmung des Faltungsproduktes
auf dem Banachraum L∞ mit dem punktweise definierten Faltungsprodukt. Wir fol-
gern daraus, dass das Faltungsprodukt im Bochner-Sinne der punktweisen Definition
des Faltungsproduktes entspricht. Anschließend zeigen wir, dass die Faltungsrelation
LΦ1Φ2 ∗ L11 ⊂ LΦ1Φ2 gilt, falls die ∆2-Bedingung global erfüllt ist.
(3.4.30) Definition
Sei (X, ‖·‖X) ein BF-Raum auf einer lokalkompakten unimodularen topologischen
Gruppe G. Weiter sei ‖Ry f ‖X 6 C‖ f ‖X für alle y ∈ G und f ∈ X. Die Abbildung
y 7→ Ry f von G in X sei für alle f ∈ X stetig. Dann ist das Faltungsprodukt von f ∈ X
und h ∈ L1(G) im Bochner-Sinne definiert durch
f ∗ h =
∫
G
h(y−1)Ry f dy.

(3.4.31) Bemerkung
Dieses Integral ist tatsächlich ein Bochner-Integral, denn die Abbildung
y 7→ h(y−1)Ry f von (G,Σ, µ) in den BF-Raum X ist stark µ-messbar. Nach dem Satz
von Pettis (3.4.7) ist es ausreichend, dass die Abbildung schwach µ-messbar und µ-
fast-separabelwertig ist.
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Wir beginnen mit der Begründung, dass die Abbildung µ-fast-separabelwertig ist. Es
ist Θ : G → X, y 7→ Ry f stetig. Wegen h ∈ L1(G) folgt nach [Dei05] bereits supp(h) ⊂ G
σ-kompakt. Also gilt supp(h) =
⋃
n∈N
Kn, wobei Kn kompakt für n ∈ N ist. Damit ist
für ein x ∈ (supp(h))−1 bereits x−1 ∈ ⋃
n∈N
Kn, also x ∈ ⋃
n∈N
K−1n und es folgt mit
Bk(0) := {x ∈ G : |x| < k}, k ∈N:
h(x−1)Rx f = h(x−1)Θ(x) ∈ h(x−1)
⋃
n∈N
Θ(K−1n ) =
⋃
n∈N
h(x−1)Θ(K−1n )
⊂ ⋃
n∈N,k∈N
Bk(0)Θ(K−1n )︸ ︷︷ ︸
⊂X kompakt, da Θ stetig
=: L.
Für x 6∈ (supp(h))−1 ist h(x−1)Rx f = 0 ∈ L. Damit liegt das Bild von (y 7→ h(y−1)Ry f )
in L und L ⊂ X ist σ-kompakt, also separabel (da X ein metrischer Raum ist).
Weiter zeigen wir, dass y 7→ h(y−1)Ry f schwach µ-messbar ist. Sei l ∈ X′ ein stetiges
lineares Funktional auf X, dann betrachten wir die Abbildung
y 7→ l(h(y−1)Ry f ) = h(y−1)l(Ry f ).
Als stetiges lineares Funktional ist l stetig. Desweiteren ist nach Voraussetzung die Ab-
bildung y 7→ Ry f stetig. Damit ist y 7→ l(Ry f ) ebenfalls stetig, also Borel-messbar. Da
h messbar ist, ist auch y 7→ h(y−1)l(Ry f ) messbar und somit y 7→ h(y−1)Ry f schwach
µ-messbar.
Wir benutzen den Satz von Bochner (3.4.10), um die Integrierbarkeit im Sinne von
Bochner zu folgern. Wir müssen dazu zeigen, dass ‖Ry f h(−y)‖X bezüglich µ inte-
grierbar ist. Da G unimodular ist, gilt dass∫
G
‖h(y−1) · Ry f ‖X dµ(y) =
∫
G
∣∣∣h(y−1)∣∣∣ ‖Ry f ‖X dµ(y) 6 C ∫
G
∣∣∣h(y−1)∣∣∣ ‖ f ‖X dµ(y)
= C‖h‖L1(G)‖ f ‖X.
Nach Voraussetzung ist h ∈ L1(G) und f ∈ X und daher ist das Integral endlich.
Folglich ist das Faltungsintegral in der Definition (3.4.30) ein Bochner-Integral. 
Wir zeigen nun, dass verschiedene Banachräume das gleiche Faltungsprodukt indu-
zieren.
(3.4.32) Lemma
Es seien X1, X2 BF-Räume auf einer unimodularen lokalkompakten topologischen σ-
kompakten Gruppe G. Weiter sei ‖Ry f ‖Xi 6 C‖ f ‖Xi für alle y ∈ G, f ∈ Xi und die
Abbildung y 7→ Ry f von G in Xi sei stetig für alle f ∈ Xi mit i = 1, 2. Ist f ∈ X1 ∩ X2,
dann gilt für h ∈ L1(G):
Das Faltungsprodukt f ∗X1 h im X1-Bochner-Sinn stimmt mit dem Faltungsprodukt
f ∗X2 h im X2-Bochner-Sinn überein. 
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Beweis
Wir zeigen zunächst, dass X1 ∩ X2 versehen mit der Norm ‖ f ‖X1∩X2 := ‖ f ‖X1 + ‖ f ‖X2
ein Banachraum ist. Sei dazu ( fn)n∈N eine Cauchy-Folge in X1 ∩ X2 und sei ε > 0.
Dann gibt es ein n0 ∈N, so dass für alle n, m > n0 gilt
‖ fn − fm‖X1∩X2 = ‖ fn − fm‖X1 + ‖ fn − fm‖X2 < ε.
Damit ist ( fn)n∈N eine Cauchy-Folge in X1 und in X2. Da X1 vollständig ist, besitzt
( fn)n∈N auch einen Grenzwert g1 in X1. Nach Definition ist X1 stetig eingebettet in
L1loc(G), also konvergiert ( fn)n∈N gegen g1 in L1loc(G). Das heißt für alle K ⊂ G kompakt
konvergiert fn|K gegen g1|K. Mit dem gleichen Argument ist ( fn)n∈N eine Cauchy-
Folge in X2. Da X2 ebenfalls vollständig ist, besitzt auch ( fn)n∈N einen Grenzwert
g2 in X2. Nach Definition ist X2 stetig eingebettet in L1loc(G), also konvergiert ( fn)n∈N
gegen g2 in L1loc(G). Das heißt für alle K ⊂ G kompakt konvergiert fn|K gegen g2|K. Da
G σ-kompakt ist lässt sich G als abzählbare Vereinigung kompakter Mengen (Kn)n∈N
schreiben. Also ist G = ⋃n∈N Kn. Damit sind die Funktionen g1|Kn und g2|Kn fast
überall gleich, beziehungsweise es gilt g1(x) = g2(x) für alle x ∈ Kn \ Nn, wobei Nn
eine Nullmenge ist. Wegen der σ-Kompaktheit von G folgt bereits g1(x) = g2(x) für
alle x ∈ G \ N, wobei N = ⋃n∈N Nn als abzählbare Vereinigung von Nullmengen
wieder eine Nullmenge ist. Daher sind g1 und g2 fast überall gleich. Damit liegt der
Grenzwert der Cauchy-Folge in X1 ∩ X2.
Da f ∗X1 h = f ∗X1∩X2 h = f ∗X2 h zu zeigen ist, können wir ohne Einschränkung
annehemen, dass X1 ⊂ X2 ist. Aufgrund der oben definierten Norm handelt es sich
sogar um eine stetige Einbettung.
Seien nun l2 ∈ X′2 und l1 := l2 |X1 , dann ist l1 ∈ X′1 und es gilt
l2( f ∗X2 h) = l2
∫
G
h(y−1)Ry f dy
 l2stetiges lin. Funktional=
(3.4.12)
∫
G
h(y−1)l2(Ry f ) dy
f∈X1
=
∫
G
h(y−1)l1(Ry f ) dy
l1stetiges lin. Funktional
=
(3.4.12)
l1
∫
G
h(y−1)Ry f dy

= l1( f ∗X1 h)
f ∗X1 h∈X1⊂X2= l2( f ∗X1 h).
Da die linearen Funktionale nach dem Satz von Hahn-Banach die Punkte von X2 tren-
nen, folgt f ∗X2 h = f ∗X1 h. 
Im nächsten Lemma beweisen wir, dass das punktweise definierte Faltungsprodukt
mit dem Faltungsprodukt im Bochner-Sinne übereinstimmt.
(3.4.33) Lemma
Es sei G eine lokalkompakte unimodulare topologische σ-kompakte Gruppe.
Für f ∈ L∞(G) und h ∈ L1(G) sei g1 := f ∗L∞ h das im Bochner-Sinne definierte Fal-
tungsprodukt auf L∞ und g2 := f ∗ h sei das punktweise definierte Faltungsprodukt,
dann gilt g1 = g2. 
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Beweis
Sei l ∈ L1(G) gegeben und 〈·, ·〉L∞ die duale Paarung eines Elements aus L∞ und eines
Elements in seinem Dualraum L1, dann ist
〈g1, l〉 = 〈
∫
G
h(y−1)Ry f dy, l〉=
∫
G
h(y−1)〈Ry f , l〉 dy
=
∫
G
∫
G
h(y−1) f (zy)l(z) dz dy
(∗)
=
∫
G
∫
G
h(y−1) f (zy) dy l(z) dz
=
∫
G
∫
G
h((z−1y)−1) f (y) dy l(z) dz=
∫
G
∫
G
h(y−1z) f (y) dy l(z) dz
=
∫
G
∫
G
f (y)h(y−1z) dy
︸ ︷︷ ︸
=( f ∗h)(z) punktweise definiert
l(z) dz = 〈g2, l〉.
Der Satz von Fubini ermöglicht dabei die Vertauschung der Integrale in (∗), denn es
gilt, dass∫
G
∫
G
∣∣∣h(y−1) f (zy)l(z)∣∣∣ dz dy = ∫
G
∣∣∣h(y−1)∣∣∣ ∫
G
| f (zy)l(z)| dz dy
=
∫
G
∣∣∣h(y−1)∣∣∣ ∫
G
∣∣Ry f (z)l(z)∣∣ dz dy
6
∫
G
∣∣∣h(y−1)∣∣∣ ‖Ry f ‖L∞(G)‖l‖L1(G) dy
=
∫
G
∣∣∣h(y−1)∣∣∣ ‖ f ‖L∞(G)‖l‖L1(G) dy
G unimodular
6 ‖ f ‖L∞(G)‖l‖L1(G)‖h‖L1(G) < ∞.
Damit folgt insgesamt g1 = g2 fast überall. 
Mit den Erkenntnissen aus den letzten zwei Lemmata, können wir die Norm des
Faltungsprodukts abschätzen.
(3.4.34) Lemma
Es sei (X, ‖·‖X) ein BF-Raum auf der lokalkompakten unimodularen topologischen
σ-kompakten Gruppe G. Weiter gelte ‖Ry f ‖X 6 C‖ f ‖X für alle y ∈ G und f ∈ X.
Ferner sei die Abbildung y 7→ Ry f von G in X für alle f ∈ X stetig.
Ist h ∈ L1(G), dann gilt:
(a) ‖ f ∗ h‖X 6 C‖ f ‖X‖h‖L1 für alle f ∈ X.
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(b) Für alle h1, h2 ∈ L1(G) gilt, dass ( f ∗ h1) ∗ h2 = f ∗ (h1 ∗ h2) für alle f ∈ X. 
Beweis
(a) Nach Korollar (3.4.11) gilt für eine Bochner-integrierbare Funktion f die Abschät-
zung:
‖
∫
G
f (x) dx‖ 6
∫
G
‖ f (x)‖ dx. (3.25)
Mit dieser Ungleichung gilt für f ∈ X und h ∈ L1(G), dass
‖ f ∗ h‖X = ‖
∫
G
h(y−1)Ry f dy‖X
(3.25)
6
∫
G
‖h(y−1)Ry f ‖X dy
=
∫
G
∣∣∣h(y−1)∣∣∣ ‖Ry f ‖X dy 6 C ∫
G
∣∣∣h(y−1)∣∣∣ ‖ f ‖X dy
= C
∫
G
∣∣∣h(y−1)∣∣∣ dy‖ f ‖X G unimodular= ‖h‖L1(G)‖ f ‖X < ∞.
(b) Es gilt nach Satz (3.4.12), dass
Ry( f ∗ h1) = Ry
∫
G
h1(z−1)Rz f dz
 = ∫
G
h1(z−1)(RyRz f ) dz
=
∫
G
h1(z−1)(Ryz f ) dz =
∫
G
h1((y−1z)−1)(Rz f ) dz
=
∫
G
h1(z−1y)(Rz f ) dz =
∫
G
Ryh1(z−1)(Rz f ) dz
= (Ryh1) ∗ f .
Damit ergibt sich, dass
( f ∗ h1) ∗ h2 =
∫
G
h2(y−1)Ry( f ∗ h1) dy =
∫
G
h2(y−1)((Ryh1) ∗ f ) dy
=
∫
G
h2(y−1)
∫
G
h1(z−1y)Rz f dz
 dy
(∗∗)
=
∫
G
∫
G
h2(y−1)h1(z−1y)(Rz f ) dy dz
=
∫
G
∫
G
h2(y−1)h1(z−1y) dy(Rz f ) dz
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=
∫
G
∫
G
h2((zy)−1)h1(y) dy(Rz f ) dz
=
∫
G
∫
G
h2(y−1z−1)h1(y) dy(Rz f ) dz
=
∫
G
∫
G
h1(y)h2(y−1z−1) dy︸ ︷︷ ︸
=(h1∗h2)(z−1)
(Rz f ) dz
=
∫
G
(h1 ∗ h2) (z−1)(Rz f ) dz = (h1 ∗ h2) ∗ f .
Dabei ermöglicht der Satz von Fubini die Vertauschung der Integrale in (∗∗), denn∫
G
∫
G
‖h2(y−1)h1(z−1y)Rz f ‖X dz dy
=
∫
G
∫
G
∣∣∣h2(y−1)h1(z−1y)∣∣∣ ‖Rz f ‖X dz dy
6 C‖ f ‖X
∫
G
∣∣∣h2(y−1)∣∣∣ ∫
G
∣∣∣(Ryh1)(z−1)∣∣∣ dz dy
G unimodular
= C‖ f ‖X
∫
G
∣∣∣h2(y−1)∣∣∣ ‖Ryh1‖L1 dy
G unimodular
= ‖ f ‖X‖h1‖L1(G)‖h2‖L1(G) < ∞. 
Um dieses gruppentheoretische Ergebnis zu nutzen, bedienen wir uns der Ergeb-
nisse aus Kapitel 2. Wie im Beispiel (2.2.18) betrachten wir die reduzierte Heisenberg-
gruppe Hr. Wenn wir die ∆2-Regularität der Young-Funktionen voraussetzen, können
wir die Stetigkeit der Abbildung y 7→ Ry f von Hr in LΦ1Φ2 zeigen.
(3.4.35) Lemma
Es sei (Ω1,Σ1, µ1) = (Rd,Bd, λ d) und mit t : [0, 1) → T, x 7→ e2piix sowie der Menge
B|T = {A ⊂ T : A Borel-messbar} sei der Maßraum (Ω2,Σ2, µ2) gegeben durch das
Tupel (Rd ×T,Bd × B|T, λ d × ( λ ◦ t−1)). Weiter seien Φi für i = 1, 2 stetige Young-
Funktionen, dann gilt für f ∈ LΦ1(Rd) und g ∈ LΦ2(Rd ×T) die Gleichung
NΦ1Φ2( f ⊗ g) = NΦ1( f ) · NΦ2(g)
mit der Bezeichnung
f ⊗ g : Rd × (Rd ×T)→ C, (x, y) 7→ f (x)g(y)
für f ∈ LΦ1(Rd) und g ∈ LΦ2(Rd ×T). 
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Beweis
Es seien Φ1 und Φ2 stetige Young-Funktionen, dann gilt für g ∈ LΦ2(Rd × T) und
f ∈ LΦ1(Rd), dass
NΦ1Φ2( f ⊗ g) = NΦ1 (x 7→ NΦ2( f (x)g)) = NΦ1 (x 7→ | f (x)|NΦ2(g)) = NΦ1( f )NΦ2(g).

(3.4.36) Lemma
Es sei (Ω1,Σ1, µ1) = (Rd,Bd, λ d) und mit t : [0, 1) → T, x 7→ e2piix sowie der Menge
B|T = {A ⊂ T : A Borel-messbar} sei der Maßraum (Ω2,Σ2, µ2) gegeben durch das
Tupel (Rd × T,Bd × B|T, λ d × ( λ ◦ t−1)). Weiter seien Φi für i = 1, 2 ∆2-reguläre
(stetige) Young-Funktionen. Dann ist
Span{ f ⊗ g : f ∈ Cc(Rd), g ∈ Cc(Rd ×T)} dicht in LΦ1Φ2
mit LΦ1Φ2 = LΦ1( λ d, LΦ2( λ d × ( λ ◦ t−1))). 
Beweis
Sei f ∈ LΦ1Φ2 , so ist f : Rd → LΦ2(Rd × T) stark messbar. Das heißt es gibt eine
Folge von Treppenfunktionen fn =
mn
∑
i=1
g(n)i χQni , die punktweise fast überall gegen f
konvergiert, wobei g(n)i ∈ LΦ2(Rd×T) und Qn1 , · · · , Qnmn ⊂ Rd paarweise disjunkt und
von endlichem Maß sind.
(i) Sei Mn := {x ∈ Rd : NΦ2 ( fn(x)) 6 2NΦ2 ( f (x))}. Dann gibt es zu jedem x ∈ Rd
ein nx ∈ N, so dass x ∈ Mn für alle n > nx ist. Insbesondere ist ⋃n∈N Mn = Rd.
Dann gilt für f˜n :=
mn
∑
i=1
g(n)i χQni ∩Mn , dass NΦ2
(
f˜n(x)
)
6 2NΦ2( f (x)) ∈ LΦ1(Rd) und
( f˜n)n∈N konvergiert punktweise fast überall gegen f . Da Φ1 die ∆2-Bedingung
erfüllt, folgt aus der absoluten Stetigkeit, dass f˜n → f in der NΦ1Φ2-Norm kon-
vergiert.
(ii) Nun sei Q ⊂ Rd präkompakt und messbar, dann ist bereits χQ ∈ L1(Rd). Da Cc
dicht in L1 liegt, gibt es eine Folge (hn)n∈N von Funktionen mit kompaktem Trä-
ger, die in der L1-Norm gegen χQ konvergiert. Durch Übergang zu einer Teilfolge
(hnk)k∈N konvergiert diese sogar punktweise fast überall gegen χQ. Dann konver-
giert aber auch min{1, max{0, hnk}} punktweise fast überall gegen χQ. Da Q prä-
kompakt ist, gibt es eine Funktion h mit kompaktem Träger, die auf Q den Wert
Eins annimmt. Dann konvergiert (Hk)k∈N mit Hk := h ·min{1, max{0, hnk}} ∈ Cc
punktweise fast überall gegen χQ. Desweiteren ist die Folge (|Hk|)k∈N durch
h ∈ Cc(Rd) ⊂ LΦ1 majorisiert. Da Φ1 die ∆2-Bedingung erfüllt, gilt Hk → χQ in
LΦ1 .
(iii) Für g ∈ LΦ2(Rd ×T) ist g · Hk ∈ span{g · f : f ∈ Cc(Rd), g ∈ LΦ2}. Dann konver-
giert (g · Hk)k∈N punktweise fast überall gegen g · χQ. Die Folge NΦ2(gHk − gχQ)
wird majorisiert durch 2NΦ2(g) · h ∈ LΦ1 . Da Φ2 die ∆2-Bedingung erfüllt, kon-
vergiert g · Hk in der NΦ1Φ2-Norm gegen g · χQ.
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(iv) Es seien (Kn)n∈N kompakte Mengen (zum Beispiel Kn = Bn(0)) mit Kn ⊂ Kn+1
und
⋃
n∈N
Kn = Rd und Q ⊂ Rd messbar mit λ d(Q) < ∞. Dann konvergiert χQ∩Kn
punktweise fast überall gegen χQ. Desweiteren ist χQ ∈ LΦ1(Rd) eine Majorante
der Folge. Da Φ1 die ∆2-Bedingung erfüllt, konvergiert χQ∩Kn gegen χQ in der
LΦ1-Norm.
(v) Für ε > 0 und i ∈ {1, · · · , mn} gibt es daher Funktionen g(n)i ∈ LΦ2(Rd ×T) und
fi ∈ Cc(Rd) mit
NΦ1Φ2
(
f −
mn
∑
i=1
g(n)i ⊗ fi
)
<
ε
2
. (3.26)
(vi) Da Φ2 die ∆2-Bedingung erfüllt liegen nach Lemma (3.2.38) die Treppenfunktio-
nen dicht in LΦ2(Rd×T). Damit gibt es zu jeder Funktion g ∈ LΦ2(Rd) und ε > 0
eine Treppenfunktion
`
∑
j=1
αjχBj mit αj ∈ C und Bj ⊂ Rd ×T von endlichem Maß
mit
NΦ2
(
g−
`
∑
j=1
αjχBj
)
< ε.
(vii) Es sei (Kn)n∈N kompakte Mengen (zum Beispiel Kn = Bn(0)) mit Kn ⊂ Kn+1
und
⋃
n∈N
Kn = Rd und B ⊂ Rd ×T messbar mit λ d(B) < ∞. Dann konvergiert
χB∩Kn punktweise gegen χB. Desweiteren ist χB ∈ LΦ2(Rd × T) eine Majorante
der Folge. Da Φ2 die ∆2-Bedingung erfüllt, konvergiert χB∩Kn gegen χB in der
LΦ2-Norm.
(viii) Sei B ⊂ Rd ×T präkompakt und messbar, dann ist bereits χB ∈ L1(Rd ×T). Da
Cc(Rd ×T) dicht in L1(Rd ×T) liegt, gibt es eine Folge (h˜n)n∈N von Funktionen
mit kompaktem Träger, die in der L1-Norm gegen χB konvergiert. Durch Über-
gang zu einer Teilfolge (h˜nk)k∈N konvergiert diese sogar punktweise fast überall
gegen χB. Dann konvergiert aber auch min{1, max{0, h˜nk}} punktweise fast über-
all gegen χB. Sei nun h˜ eine Funktion mit kompaktem Träger die auf B den Wert
Eins annimmt, dann konvergiert (H˜k)k∈N mit H˜k := h˜ ·min{1, max{0, h˜nk}} ∈ Cc
punktweise fast überall gegen χB. Desweiteren ist die Folge (
∣∣H˜k∣∣)k∈N durch
h˜ ∈ Cc(Rd ×T) ⊂ LΦ2(Rd ×T) majorisiert. Da Φ2 die ∆2-Bedingung erfüllt, gilt
H˜k → χB in LΦ2 .
(ix) Für alle ε > 0 und für alle i ∈ {1, · · · , mn} gibt es daher ein hi ∈ Cc(Rd ×T) mit
NΦ2
(
g(n)i − hi
)
<
ε
2mn
NΦ1( fi) + 1
. (3.27)
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Dann folgt mit der Dreiecksungleichung und (3.26) sowie (3.27) die Abschätzung
NΦ1Φ2
(
f −
mn
∑
i=1
hi ⊗ fi
)
6 NΦ1Φ2
(
f −
mn
∑
i=1
g(n)i ⊗ fi
)
+ NΦ1Φ2
(
mn
∑
i=1
(g(n)i − hi)⊗ fi
)
Lemma (3.4.35)
6 NΦ1Φ2
(
f −
mn
∑
i=1
g(n)i ⊗ fi
)
+
mn
∑
i=1
NΦ2
(
g(n)i − hi
)
NΦ1 ( fi) < ε.

(3.4.37) Lemma
Es sei (Ω1,Σ1, µ1) = (Rd,Bd, λ d) und mit t : [0, 1) → T, x 7→ e2piix sowie der Menge
B|T = {A ⊂ T : A Borel-messbar} sei der Maßraum (Ω2,Σ2, µ2) gegeben durch das
Tupel (Rd ×T,Bd ×B|T, λ d × ( λ ◦ t−1)). Weiter seien Φi für i = 1, 2 ∆2-reguläre (ste-
tige) Young-Funktionen. Dann ist für f ∈ LΦ1( λ d, LΦ2( λ d × ( λ ◦ t−1)) die Abbildung
y 7→ Ry f von Hr = Rd × (Rd ×T) in LΦ1( λ d, LΦ2( λ d × ( λ ◦ t−1)) stetig, wobei
R(x1,w1,e2piiτ1 ) f (x, w, e
2piiτ) = f (x + x1, w + w1, e2pii(τ+τ1)epii(x1w−xw1))
für (x1, w1, e2piiτ1), (x, w, e2piiτ) ∈Hr ist. 
Beweis
Sei f ∈ LΦ1( λ d, LΦ2( λ d × ( λ ◦ t−1))) und sei (hn)n∈N eine gegen h konvergen-
te Folge in Hr. Aufgrund der Translationsinvarianz der Norm NΦ1Φ2(·) gilt bereits
NΦ1Φ2(Rhn f − Rh f ) = NΦ1Φ2(Rh−1hn f − f ). Damit ist es ausreichend die Stetigkeit in
(0, 0, 1) zu zeigen. Wir können also annehmen, dass lim
n→∞hn = (0, 0, 1) ist und müssen
damit zeigen, dass
lim
|xn|+|wn|+|τn|→0
NΦ1Φ2(R(xn,wn,e2piiτn ) f − f ) = 0
gilt.
Da wir bereits in Lemma (3.4.36) gesehen haben, dass sich eine Funktion f ∈ LΦ1Φ2
durch Linearkombinationen von Tensorprodukten von stetigen Funktionen mit kom-
paktem Träger approximieren lässt und die Eich-Norm invariant unter Verschiebun-
gen ist, reicht es die Behauptung für das Tensorprodukt f = fi ⊗ gi zweier Funktio-
nen fi ∈ Cc(Rd) und gi ∈ Cc(Rd × T) zu zeigen. In der Tat gibt es für jedes ε > 0
und f ∈ LΦ1Φ2 ein Element
mn
∑
i=1
gi ⊗ fi mit fi ∈ Cc(Rd) und gi ∈ Cc(Rd × T), so
dass NΦ1Φ2
(
f −
mn
∑
i=1
gi ⊗ fi
)
< ε gilt. Daraus ergibt sich die folgende Abschätzung
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für hn = (xn, wn, e2piiτn) ∈Hr:
NΦ1Φ2(Rhn f − f )
= NΦ1Φ2
(
Rhn f − Rhn
(
mn
∑
i=1
gi ⊗ fi
)
+ Rhn
(
mn
∑
i=1
gi ⊗ fi
)
−
mn
∑
i=1
(gi ⊗ fi) +
mn
∑
i=1
(gi ⊗ fi)− f
)
6 NΦ1Φ2
(
Rhn( f −
mn
∑
i=1
gi ⊗ fi)
)
+ NΦ1Φ2
(
mn
∑
i=1
Rhn(gi ⊗ fi)−
mn
∑
i=1
gi ⊗ fi
)
+NΦ1Φ2
(
f −
mn
∑
i=1
gi ⊗ fi
)
6 2NΦ1Φ2
(
f −
mn
∑
i=1
gi ⊗ fi
)
+
mn
∑
i=1
NΦ1Φ2 (Rhn(gi ⊗ fi)− gi ⊗ fi) .
Bevor wir die Behauptung für das Tensorprodukt nachweisen, zeigen wir zuerst, dass
für eine beschränkte Funktion F mit kompaktem Träger supp(F) ⊂ M und einer
Young-Funktion Φ mit Φ−1(y) := inf{z > 0 : Φ(z) > y} gilt, dass
NΦ(F) 6
‖F‖∞
Φ−1
(
1
λd(M)
) .
Da Φ in Null stetig ist und limx→∞Φ(x) = ∞ ist, gilt für y > 0 stets 0 < Φ−1(y) < ∞.
Weiter folgt aus x < Φ−1(y) für ein x > 0 bereits Φ(x) 6 y.
Weiter ist
NΦ(F) = inf
α > 0 :
∫
Rd
Φ
( |F(x)|
α
)
dλ d(x) 6 1
 .
Da
∫
Rd
Φ
( |F(x)|
α
)
dλ d(x) 6 Φ
(‖F‖∞
α
)
· λ d(M) gilt, ist es hinreichend α so zu wäh-
len, dass
‖F‖∞
α
< Φ−1
(
1
λ d(M)
)
⇔ α > ‖F‖∞
Φ−1( 1
λd(M) )
zu wählen. Damit ist
NΦ(F) 6
‖F‖∞
Φ−1
(
1
λd(M)
) .
Wir zeigen nun, dass für f ∈ Cc(Rd) und g ∈ Cc(Rd ×T) die Differenz
R(xn,wn,e2piiτn )( f ⊗ g)− ( f ⊗ g)
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gegen Null in der LΦ1Φ2-Norm konvergiert, wenn |xn|+ |wn|+ |τn| → 0 konvergiert.
Für f ∈ Cc(Rd) und g ∈ Cc(Rd ×T) gilt:
R(xn,wn,e2piiτn )( f ⊗ g)
= R(xn,wn,e2piiτn )
(
(y, v, e2piiγ) 7→ g(v, e2piiγ) · f (y)
)
= (y, v, e2piiγ) 7→ g(v + wn, e2pii(τn+γ)epii(xnv−ywn))︸ ︷︷ ︸
=:Fxn ,wn ,τn ,yg(v,e2piiγ)
f (xn + y)︸ ︷︷ ︸
=Rxn f (y)
.
Damit gilt
NΦ1Φ2
(
R(xn,wn,e2piiτn )( f ⊗ g)− ( f ⊗ g)
)
= NΦ1Φ2
(
(y 7→ (Fxn,wn,τn,yg)Rxn f (y))− g⊗ f
)
6 NΦ1Φ2
(
(y 7→ (Fxn,wn,τn,yg)Rxn f (y))− g⊗ Rxn f
)︸ ︷︷ ︸
=:I
+ NΦ1Φ2 (g⊗ Rxn f − g⊗ f )︸ ︷︷ ︸
=:I I
.
Zu II: Es gilt mit Lemma (3.4.35), dass
NΦ1Φ2 (g⊗ Rxn · f − g⊗ f ) = NΦ1Φ2 (g⊗ (Rxn f − f ))
= NΦ2(g)NΦ1(Rxn f − f ).
Da f ∈ Cc ist, konvergiert Rxn f − f punktweise gegen Null für xn → 0. Weiter gibt es
aufgrund der Konvergenz xn → 0 und der Tatsache, dass f ∈ Cc liegt, eine kompakte
Menge K, so dass supp( f )− xn ⊂ K für alle n ∈N. Damit ist |Rxn f − f | 6 2‖ f ‖∞χK∪M
mit M := supp( f ). Da Φ1 die ∆2-Bedingung erfüllt, konvergiert (Rxn f − f ) in LΦ1
gegen Null, so dass II für n→ ∞ gegen Null konvergiert.
Zu I: Es gilt, dass
NΦ1Φ2
(
(y 7→ (Fxn,wn,τn,yg)(v, e2piiγ)Rxn f (y))− g⊗ Rxn f
)
6 NΦ1
(
y 7→ NΦ2(Fxn,wn,τn,yg− g) · (Rxn f )(y)
)
6
supy∈K
∣∣y 7→ NΦ2(Fxn,wn,τn,yg− g) · (Rxn f )(y)∣∣
Φ−11
(
1
λd(K)
)
6
supy∈K
∣∣y 7→ NΦ2(Fxn,wn,τn,yg− g)∣∣ ‖Rxn f ‖∞
Φ−11
(
1
λd(K)
) .
Da gi ∈ Cc liegt und wn → 0 konvergiert, gibt es eine kompakte Menge K˜, so dass
supp(gi) ∪ (supp(gi)− wn) ⊂ K˜ für alle n ∈N gilt. Nun gilt mit
A :=
1
( λ d × ( λ ◦ t−1))(p1
(
K˜
)×T)
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und der Projektion auf die erste Koordinate p1 : Rd × T → Rd, (v, τ) 7→ v, die Ab-
schätzung:
sup
y∈K
∣∣y 7→ NΦ2 (Fxn,wn,γn,yg− g)∣∣
6
supy∈K
∣∣∣y 7→ ∥∥∥(v, e2piiγ) 7→ g(v + wn, e2pii(τn+γ)epii(xnv−ywn))− g(v, e2piiγ)∥∥∥
∞
∣∣∣
Φ−12 (A)
.
Weiter gilt für v ∈ K˜ und y ∈ K, dass∣∣∣(v, e2piiγ)− (v + wn, e2pii(τn+γ)epii(xnv−ywn))∣∣∣
6
∣∣∣(−wn, e2piiγ(1− e2piiτn epii(xnv−ywn)))∣∣∣
6 |wn|+
∣∣∣1− e2piiτn epii(xnv−ywn)∣∣∣
6 |wn|+
∣∣∣1− e2piiτn ∣∣∣+ ∣∣∣e2piiτn − e2piiτn epii(xnv−ywn)∣∣∣
6 |wn|+
∣∣∣1− e2piiτn ∣∣∣+ ∣∣∣epii0 − epii(xnv−ywn)∣∣∣
6 |wn|+
∣∣∣1− e2piiτn ∣∣∣+ pi |xnv− ywn|
6 |wn|+
∣∣∣1− e2piiτn ∣∣∣+ pi(|xn| sup
v∈K
|v|+ sup
y∈K˜
|y| |wn|) −→|xn|+|wn|+|τn|→0 0.
Da gi gleichmäßig stetig ist, folgt
sup
y∈K
|y 7→
∥∥∥(v, e2piiγ) 7→ g(v + wn, e2pii(τn+γ)epii(xnv−ywn))− g(v, e2piiγ)∥∥∥
∞
|
−→
|xn|+|wn|+|τn|→0
0.
Damit erhalten wir schließlich
NΦ1Φ2
(
(y 7→ (Fxn,wn,τn,yg)(v, e2piiγ)Rxn f (y))− g⊗ Rxn f
)
−→
|xn|+|wn|+|τn|→0
0
und daher gilt die Behauptung. 
Mit den Ergebnissen aus Kapitel 2 und den drei vorherigen Lemmata, die die Stetig-
keit des Verschiebungsoperators zeigen, ist es möglich, die folgende Faltungsaussage
für die gemischte Orlicz-Norm herzuleiten:
(3.4.38) Korollar
Seien (Ωi,Σi, µi) = (Rd,Bd, λ d) für i = 1, 2. Weiter sei G ∈ L1(R2d) und F ∈ LΦ1Φ2
und Φ1,Φ2 seien stetig und erfüllen global die ∆2-Bedingung. Dann gilt, dass
NΦ1Φ2 (F ∗ G) 6 NΦ1Φ2 (F) ‖G‖L1 . 
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Beweis
Um diese Aussage zu beweisen, verwenden wir den Satz (3.4.34). Es sei G = Hr die
reduzierte Heisenberggruppe. Diese Gruppe ist eine lokalkompakte Gruppe (siehe
Definition (2.1.1)). Ferner ist Hr σ-kompakt und unimodular. In der Tat ist der eukli-
dische Raum R2d σ-kompakt und der Torus T kompakt, damit ist auch Hr = R2d ×T
σ-kompakt. Die Unimodularität ergibt sich aus der Tatsache, dass nach Bemerkung
(2.2.20) (iii) G˜ = G ×Tmit der Multiplikation (x, e2piiτ)(y, e2piiγ) = (xy, e2pii(τ+γ)c(x, y))
aus (2.10) unimodular ist genau dann, wenn G unimodular ist. Hier ist G = R2d mit
dem Lebesgue-Maß und daher unimodular. Die Voraussetzung, dass NΦ1Φ2
(
Ry f
)
6
NΦ1Φ2 ( f ) für alle y ∈ Hr und alle f ∈ LΦ1( λ d, LΦ2( λ d × ( λ ◦ t−1)) gilt, ergibt
sich aus Lemma (3.4.17) und Bemerkung (2.2.20) (iii). Die Stetigkeit der Abbildung
y 7→ Ry f von Hr in den Raum LΦ1( λ d, LΦ2( λ d × ( λ ◦ t−1)) folgt direkt aus Lem-
ma (3.4.37), da die beiden Young-Funktionen Φ1 und Φ2 global die ∆2-Bedingung er-
füllen. Weiter ist X = LΦ1( λ d, LΦ2( λ d)), nach Satz (3.4.24) ein solider Banachraum
von messbaren Funktionen, da Φ2 die ∆2-Bedingung erfüllt. Ferner ist der Raum
LΦ1( λ d, LΦ2( λ d × ( λ ◦ t−1)) nach Bemerkung (2.2.20) (i) und (ii) auch ein solider
Banachraum von messbaren Funktionen auf der Gruppe Hr. Mit Satz (3.4.34) gilt für
h ∈ L1(Hr), dass
NΦ1Φ2 ( f ∗Hr h) 6 NΦ1Φ2 ( f ) ‖h‖L1 für alle f ∈ LΦ1( λ d, LΦ2( λ d × ( λ ◦ t−1)).
Mit Satz (2.2.19) und analog zur Abschätzung in Bemerkung (2.2.20) (iv) folgt schließ-
lich für F ∈ LΦ1( λ d, LΦ2( λ d)) und H ∈ L1(R2d) mit F(x, v)e−2piiτ = f (x, v, e2piiτ) und
H(x, v)e−2piiτ = h(x, v, e2piiτ) mit
(|F| ∗R2d |H|)(y, z)
=
∫
Rd
∫
Rd
∣∣∣F(x, v)e−2piiν∣∣∣ ∣∣∣H(y− x, z− v)e−2pii[(ν−τ)− 12pii(x·z−y·v)]∣∣∣ dv dx
=
∫
Rd
∫
Rd
∫
[0,1)
∣∣∣ f (x, v, e2piiτ)∣∣∣ ∣∣∣h(y− x, z− v, e2pii(ν−τ)epii(x·z−y·v))∣∣∣ dτ dv dx
= (| f | ∗Hr |h|)(y, z, e2piiν)
die Abschätzung:
NΦ1Φ2 (F ∗R2d H) 6 NΦ1Φ2 (|F| ∗R2d |H|) = NΦ1Φ2 (| f | ∗Hr |h|)
6 NΦ1Φ2 ( f ) ‖h‖L1(Hr) = NΦ1Φ2 (F) ‖H‖L1(R2d). 
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3.4.4 Einbettungen
Im vorliegenden Abschnitt werden wir uns mit Einbettungsaussagen beschäftigen, ins-
besondere für die gemischten Orlicz-Räume. Wir werden zeigen, dass die in Kapitel
3.2.3 bewiesenen Aussagen auch auf den banachraumwertigen Fall erweitert werden
können. Beschränken werden wir uns jedoch auf die Wahl des Lebesque-Maßes. Wir
beweisen, dass der Schwartz-Raum S(R2d) im gemischten Orlicz-Raum LΦ1Φ2 liegt.
Dafür ist es aber notwendig, dass die Young-Funktion stetig ist. Unter dieser Voraus-
setzung können Elemente aus LΦ1Φ2 als temperierte Distributionen aufgefasst werden.
Wir kommen jetzt zur Einbettung des Raumes der Schwartz-Funktionen S(R2d) in
einen gemischten Orlicz-Raum LΦ1Φ2 .
(3.4.39) Lemma
Seien (Ωi,Σi, µi) = (Rd,Bd, λ d) für i = 1, 2 und Φ1,Φ2 (in Null) stetige Young-
Funktionen. Dann gilt:
S(R2d) ⊂
(
L1∞(R2d) ∩ L∞Φ2(R2d) ∩ L11(R2d)
)
⊂ LΦ1Φ2( λ 2d).
Desweiteren ist diese Einbettung stetig. 
Beweis
Sei f ∈ (L1∞(R2d) ∩ L∞Φ2(R2d) ∩ L11(R2d)). DaΦ1,Φ2 in Null stetige Young-Funktionen
und insbesondere konvex sind, gibt es x1, x2 > 0 und Konstanten C1, C2 > 0, so dass
(i) für alle 0 6 x 6 x1 gilt, dass
|Φ1(x)| 6 C1|x|.
(ii) Für alle 0 6 x 6 x2 gilt, dass
|Φ2(x)| 6 C2|x|.
Nach Lemma (3.2.49) gibt es eine Konstante C˜1 > 0 mit NΦ2( f ) 6 C˜1 max{‖ f ‖L1 , ‖ f ‖L∞}
für alle f ∈ L1(Rd) ∩ L∞(Rd). Weiter ist für fast alle w1 ∈ Rd:
|NΦ2 ( f (w1, ·))|
max{ 1x1 ‖ f ‖L∞Φ2 , C˜1‖ f ‖L1∞ , C˜1‖ f ‖L11}
6 |NΦ2 ( f (w1, ·))|1
x1
‖NΦ2 ( f (w1, ·))‖L∞
6 x1.
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Damit folgt, dass∫
Rd
Φ1
(
|NΦ2 ( f (w1, ·))|
max{ 1x1 ‖ f ‖L∞Φ2 , C˜1‖ f ‖L1∞ , C˜1‖ f ‖L11}
)
dλ d(w1)
6
∫
Rd
C1
∣∣∣∣∣ NΦ2 ( f (w1, ·))max{ 1x1 ‖ f ‖L∞Φ2 , C˜1‖ f ‖L1∞ , C˜1‖ f ‖L11}
∣∣∣∣∣ dλ d(w1)
(3.2.49)
6
∫
Rd
C˜1
∣∣∣∣∣max
{
‖ f (w1, ·)‖L∞
max{ 1x1 ‖ f ‖L∞Φ2 , C˜1‖ f ‖L1∞ , C˜1‖ f ‖L11}
,
‖ f (w1, ·)‖L1
max{ 1x1 ‖ f ‖L∞Φ2 , C˜1‖ f ‖L1∞ , C˜1‖ f ‖L11}
}∣∣∣∣∣ dλ d(w1)
=
∫
Rd
max
{
C˜1
‖ f (w1, ·)‖L∞
max{ 1x1 ‖ f ‖L∞Φ2 , C˜1‖ f ‖L1∞ , C˜1‖ f ‖L11}
,
C˜1
‖ f (w1, ·)‖L1
max{ 1x1 ‖ f ‖L∞Φ2 , C˜1‖ f ‖L1∞ , C˜1‖ f ‖L11}
}
dλ d(w1)
6 1.
Da
NΦ1Φ2( f ) = inf
k > 0 :
∫
Rd
Φ1
( |NΦ2( f )|
k
)
dλ d 6 1

ist, folgt NΦ1Φ2( f ) 6 max{ 1x1 ‖ f ‖L∞Φ2 , C˜1‖ f ‖L1∞ , C˜1‖ f ‖L11}.
Der Raum L1∞(R2d) ∩ L∞Φ2(R2d) ∩ L11(R2d) ist versehen mit der Norm
f 7→ ‖ f ‖L1∞ + ‖ f ‖L11 + ‖ f ‖L∞Φ2 .
Nun gilt, dass
1
x1
‖ f ‖L∞Φ2 + C˜1‖ f ‖L1∞ + C˜1‖ f ‖L11 6 max{
1
x1
, C˜1, C˜1} (‖ f ‖L1∞ + ‖ f ‖L11 + ‖ f ‖L∞Φ2 ) .
Daher ist die Einbettung L1∞(R2d) ∩ L11(R2d) ∩ L∞Φ2(R2d) ⊂ LΦ1Φ2( λ 2d) stetig. Zu-
dem gilt die stetige Einbettung S(R2d) ⊂ (L1∞(R2d) ∩ L11(R2d) ∩ L∞Φ2(R2d)). Schließ-
lich ergibt sich
S(R2d) ⊂
(
L1∞(R2d) ∩ L11(R2d) ∩ L∞Φ2(R2d)
)
⊂ LΦ1Φ2( λ 2d). 
(3.4.40) Satz
Es seien (Ωi,Σi, µi) = (Rd,Bd, λ d) und (Φi,Ψi) Paare von komplementären Young-
Funktionen mit Φ2 ∈ ∆2 und Ψi stetig für i = 1, 2. Dann gilt
LΦ1Φ2(Rd) ⊂ S ′(R2d). 
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Beweis
Ist f ∈ LΦ1Φ2(Rd) und Ψi stetig für i = 1, 2 sowie Φ2 ∈ ∆2, so ist nach Lemma
(3.4.24) f ∈ L1loc(R2d). Ist g ∈ S(R2d), so folgt nach Satz (3.4.39) g ∈ LΨ1Ψ2(Rd), wobei
Ψ1,Ψ2 die zu Φ1,Φ2 komplementären Young-Funktionen stetig sind. Dann gilt mit der
Hölder-Ungleichung, dass∫
Rd
∫
Rd
| f (w1, w2) · g(w1, w2)| dλ (w1) dλ (w2) 6 4NΦ1Φ2( f )NΨ1Ψ2(g).
Folglich ist die Abbildung ϕ f : S(R2d)→ C mit
g 7→
∫
R2d
f (w1, w2) · g(w1, w2) dλ (w1) dλ (w2)
ist wohldefiniert mit absoluter Konvergenz für alle g ∈ S(R2d).
Zudem erhält man für eine konvergente Folge gk
S(R2d)−→
k→∞
g bezüglich S(R2d) nach Satz
(3.4.39) bereits die Konvergenz bezüglich NΨ1Ψ2(·). Also
|ϕ f (gk − g)| 6 4NΦ1Φ2( f )NΨ1Ψ2(gk − g) −→k→∞ 0,
das heißt ϕ f ist stetig und somit ist ϕ f ∈ S ′(R2d). 
(3.4.41) Satz
Es seien (Ωi,Σi, µi) = (Rd,Bd, λ d) und die (stetige) Young-Funktionen Φ1 und Φ2
seien ∆2-regulär mit Φi(x) = 0 ⇔ x = 0 für i = 1, 2. Dann liegen die beschränkten
Funktionen mit kompaktem Träger dicht in LΦ1Φ2 . 
Beweis
Es seien (Ωi,Σi, µi) = (Rd,Bd, λ d) und Φi Young-Funktionen, die die ∆2-Bedingung
erfüllen für i = 1, 2. Sei weiter f ∈ LΦ1Φ2 , dann definieren wir für (x, y) ∈ R2d und
k ∈N
fk(x, y) =
{
f (x, y), falls ‖x‖ < k und ‖y‖ < k und | f (x, y)| < k
0, sonst.
In diesem Fall konvergiert | fk(x, y)| punktweise gegen | f (x, y)| für alle x, y. Weiter sind
die Funktionen fk beschränkt und haben einen kompakten Träger. Da Φi für i = 1, 2
die ∆2-Bedingung erfüllen, stetig sind und nur den Wert Null in Null annehmen, folgt
aus Satz (3.2.41), dass LΦi eine absolut stetige Norm besitzt. Mit Satz (3.4.29) und dass
| fk(x, y)| 6 | f (x, y)| ∈ LΦ1Φ2 folgt aus der punktweisen Konvergenz fast überall die
Konvergenz in der Norm. Also konvergiert für k→ ∞ die Norm NΦ1Φ2( fk − f )→ 0.
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3.5 Folgenräume `Φ1Φ2
Wir beschäftigen uns in diesem Abschnitt mit gemischten Orlicz-Folgenräumen. Mit
Hilfe von bereits angeführten Sätzen aus Abschnitt 3.4 können einige Eigenschaften
dieser diskreten Räume bewiesen werden. Genauer betrachtet sind die gemischten
Orlicz-Folgenräume ebenfalls Banachräume. Ebenso wie bei den Orlicz-Folgenräume
spielt die ∆2-Bedingung einerseits eine wichtige Rolle beim Beweis, dass der Dual-
raum eines gemischten Orlicz-Folgenraumes isometrisch isomorph zum gemischten
Orlicz-Folgenraum der komplementären Funktionen ist. Aber auch andererseits beim
Nachweis, dass die endlich getragenen Folgen dicht im gemischten Orlicz-Folgenraum
liegen. Von besonderer Relevanz ist das Einbettungsresultat in Korollar (3.5.11) des
letzten Abschnitts dieses Kapitels. Wir werden an jener Stelle zeigen, dass die ge-
mischten Orlicz-Folgenräume `Φ1Φ˜1 und `Φ2Φ˜2 genau dann ineinander eingebettet sind,
wenn die beiden Ungleichungen Φ2(t) 6 C1Φ1(K1t) und Φ˜2(t) 6 C2Φ˜1(K2t) nahe
Null gelten. Diese Charakterisierung der Inklusion von Folgenräumen mittels Young-
Funktionen werden wir benutzen, um die Inklusionen zwischen den gemischten Orlicz-
Modulationsräumen abzuleiten (siehe Kapitel 4.5).
3.5.1 Definition
Wir beginnen mit der Definition des gemischten Orlicz-Folgeraumes und zeigen, dass
es möglich ist mit Hilfe der kontinuierlichen Norm eine äquivalente Norm auf diesen
Raum zu definieren. Desweiteren sind die gemischten Orlicz-Folgenräume vollstän-
dig.
(3.5.1) Definition
Es seien Φ1 und Φ2 Young-Funktionen, dann ist `Φ1Φ2(Z2d) der Raum der Folgen
a = (akn)k,n∈Zd (Funktion von Z2d in C) für die es ein λ > 0 gibt, so dass
∑
n∈Zd
Φ1
(
nΦ2 (|a·n|)
λ
)
< ∞.
Die Norm auf diesem Raum ist gegeben durch
nΦ1Φ2(a) = inf
{
λ > 0 : ∑
n∈Zd
Φ1
(
nΦ2 (|a·n|)
λ
)
6 1
}
= nΦ1
(
(nΦ2((a·n)))n∈Zd
)
. 
(3.5.2) Bemerkung
Die Norm
NΦ1Φ2
 ∑
(k,n)∈Z2d
ak,nT(k,n)χ[0,1)2d

ist eine äquivalente Norm auf `Φ1Φ2 . Dies ergibt sich aus der Tatsache, dass bereits die
Äquivalenz der Orlicz-Norm und der diskrete Orlicz-Norm gilt und die Verschiebun-
gen T(k,n)χ[0,1)2d disjunkte Träger haben.
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Per Definition gilt NΦ1Φ2(·) = NΦ1(NΦ2(·)). Wir betrachten daher die innere Norm ge-
sondert. Zu x 7→ NΦ2
 ∑
(k,n)∈Z2d
|akn| T(k,n)χ[0,1)2d(·, x)
 definieren wir die Abbildung
A(·, x) := ∑
(k,n)∈Z2d
|akn| T(k,n)χ[0,1)2d(·, x). Da die Träger der Verschiebungen disjunkt
sind und wir Treppenfunktionen in zwei Variablen gegeben haben, gilt(
T(k,n)χ[0,1)2d
)
(x, w) =
(
Tkχ[0,1)d
)
(x)
(
Tnχ[0,1)d
)
(w).
Für x0 = n0 + x1 mit n0 ∈ Zd und x1 ∈ [0, 1)d gilt, dass
NΦ2(A(·, x0)) = NΦ2
(
∑
k∈Zd
|akn0 | Tkχ[0,1)d
)
,
denn mit
χ[0,1)d(x1 + n0 − n) =
{
1, falls n = n0
0, sonst.
gilt für A(w, x0):
A(w, x0) = ∑
(k,n)∈Z2d
|akn| T(k,n)χ[0,1)2d(w, x0)
= ∑
k∈Zd
∑
n∈Zd
|akn| Tkχ[0,1)d(w)Tnχ[0,1)d(x0)
= ∑
k∈Zd
∑
n∈Zd
|akn| Tkχ[0,1)d(w)χ[0,1)d(x1 + n0 − n)
= ∑
k∈Zd
|akn0 | Tkχ[0,1)d(w).
Auf dieses Resultat können wir Bemerkung (3.3.2) anwenden und erhalten, dass
NΦ2(A(·, x0)) = NΦ2
(
∑
k∈Zd
|akn0 | Tkχ[0,1)d
)
= nΦ2((akn0)k∈Zd).
Nun betrachten wir die äußere Norm und erhalten mit analoger Argumentation wie
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oben, dass
NΦ1 (x 7→ NΦ2(w 7→ A(w, x)))
= NΦ1
(
x 7→ NΦ2
(
∑
n∈Zd
∑
k∈Zd
|akn| Tnχ[0,1)d(x)Tkχ[0,1)d
))
= NΦ1
(
x 7→ ∑
n∈Zd
NΦ2
(
∑
k∈Zd
|akn| Tkχ[0,1)d
)
Tnχ[0,1)d(x)
)
= NΦ1
(
∑
n∈Zd
nΦ2 ((akn)k∈Zd) Tnχ[0,1)d
)
(3.3.2)
= nΦ1
(
(nΦ2 ((akn)k∈Zd))n∈Zd
)
. 
(3.5.3) Satz
Es seien Φ1,Φ2 Young-Funktionen, dann ist (`Φ1Φ2(Z2d), nΦ1Φ2(·)) ein Banachraum. 
Beweis
Da das Zählmaß auf Zd σ-endlich ist, ist der Maßraum lokalisierbar. Desweiteren ist
der Raum (`Φ2(Zd), nΦ2(·)) ein Banachraum. Damit ergibt sich die Behauptung aus
Satz (3.4.16). 
Anschließend können wir die folgende äquivalente Norm angeben:
(3.5.4) Definition
Es seien (Φi,Ψi) für i = 1, 2 Paare komplementärer Young-Funktionen. Dann ist für
a = (a(k, n))k,n∈Zd ∈ `Φ1Φ2(Z2d):
‖a‖`Φ1Φ2 = sup
{
∑
k∈Zd
|‖a(k, ·)‖`Φ2 b(k)| : ∑
k∈Zd
Ψ1(|b(k)|) 6 1
}
eine Norm auf `Φ1Φ2(Z2d). 
Diese Norm ist ebenfalls äquivalent zu der Norm in Definition (3.3.1).
(3.5.5) Lemma
Es seien Φi für i = 1, 2 Young-Funktionen, dann gilt für jede Folge a ∈ `Φ1Φ2(Z2d) die
Ungleichungen:
nΦ1Φ2(a) 6 ‖a‖`Φ1Φ2 6 4nΦ1Φ2(a). 
Beweis
Mit Hilfe der Bemerkung (3.5.2) und dem Lemma (3.4.23) folgern wir, da das Zählmaß
auf Zd σ-endlich ist, dass für jedes a = (a(k, n))k,n∈Zd ∈ `Φ1Φ2(Z2d) für die Normen,
die Äquivalenz
nΦ1Φ2(a) 6 ‖a‖`Φ1Φ2 6 4nΦ1Φ2(a)
gilt. 
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3.5.2 Eigenschaften
Wir wenden uns den grundlegenden Eigenschaften des gemischten Orlicz-Raumes in
diesem Abschnitt zu. Genauso wie im Fall der Orlicz-Folgenräume ist der Abschluss
der linearen Hülle der Einheitsvektoren gleich dem gemischten Orlicz-Folgenraum,
wenn die Young-Funktionen die ∆2-Bedingung bei Null erfüllen. Daraus kann man
schließen, dass die endlichen Folgen im gemischten Orlicz-Folgenraum dicht liegen.
Zuletzt beschreiben wir den Dualraum des gemischten Orlicz-Folgenraumes. Hierbei
geht ebenfalls die Wachstumsbedingung für die vorkommenden Young-Funktionen
mit ein.
(3.5.6) Lemma
Es seien Φ1 und Φ2 stetige Young-Funktionen mit Φi(x) = 0 ⇔ x = 0 für i = 1, 2,
die die ∆2-Bedingung bei Null erfüllen. Dann ist der Abschluss der linearen Hülle der
Einheitsvektoren (e(n, k))n,k∈N gleich lΦ1Φ2(Z2d). 
Beweis
Es seien Φi für i = 1, 2 stetige Young-Funktionen mit Φi(x) = 0 ⇔ x = 0, die die
∆2-Bedingung bei Null erfüllen. Das bedeutet, es existieren Konstanten Ki > 0, ti > 0,
so dass für alle 0 6 t 6 ti gilt:
Φi(2t) 6 KiΦi(t) für i = 1, 2.
Wir setzen nun die Young-Funktion Φi zu einer Young-Funktion Φ˜i stetig fort, die
nach Lemma (3.1.16) auf ganz R+ die ∆2-Bedingung erfüllt für i = 1, 2. Nach Satz
(3.3.15) sind die Folgenräume `Φi und `Φ˜i identisch und unabhängig von der gewähl-
ten Fortsetzung. Da die Young-Funktionen Φ˜i global die ∆2-Bedingung erfüllen und
damit die zugehörigen Räume LΦ˜i(Zd) = `Φi absolut stetige Normen besitzen, können
wir mit Satz (3.4.29) die Behauptung belegen.
Es sei dazu ( f (n, k))n,k∈Zd ∈ `Φ1Φ2(Z2d), Am := {−m, · · · , m}2d und gm := f · χAm .
Dann ist gm ∈ span(e(n, k))n,k∈Zd und |gm(n, k)| 6 | f (n, k)| für alle (n, k) ∈ Z2d. Wei-
ter konvergiert gm(n, k) für m→ ∞ punktweise gegen f (n, k). Es folgt mit Satz (3.4.29)
die Konvergenz in der Norm, also
lim
m→∞ nΦ1Φ2(gm − f ) = 0.
Damit ist die lineare Hülle der Einheitsvektoren dicht in `Φ1Φ2(Z2d). 
Aus diesem Satz ergibt sich sogleich das folgende Korollar:
(3.5.7) Korollar
Es seien Φi stetige Young-Funktionen mit Φi(x) = 0 ⇔ x = 0, die für i = 1, 2 die
∆2-Bedingung bei Null erfüllen. Dann liegen die endlich getragenen Folgen dicht in
`Φ1Φ2(Z2d). 
Wir beschreiben sodann den Dualraum des Orlicz-Folgenraums `Φ1Φ2 .
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(3.5.8) Satz
Es seien (Φi,Ψi) Paare komplementärer, stetiger Young-Funktionen, die für i = 1, 2
die ∆2-Bedingung bei Null erfüllen und Φi(x) = 0⇔ x = 0 sowie Ψi(x) = 0⇔ x = 0
für i = 1, 2. Dann gilt
(
`Φ1Φ2
)′ ∼= `Ψ1Ψ2 . 
Beweis
Es seien (Φi,Ψi) Paare komplementärer, stetiger Young-Funktionen, die die ∆2-Bedin-
gung bei Null erfüllen. Somit gibt es Konstanten Ki, Gi > 0 und ti, ri > 0, so dass für
alle 0 6 t 6 ti gilt, dass
Φi(2t) 6 KiΦi(t) für i = 1, 2.
Ferner gilt für alle 0 6 r 6 ri, dass
Ψi(2r) 6 GiΨi(r) für i = 1, 2.
Wir setzen die Young-Funktionen Φi und Ψi nach Lemma (3.1.16) auf ganz R+ zu
Young-Funktionen Φ˜i und Ψ˜i fort, die die ∆2-Bedingung erfüllen. Nach Satz (3.3.15)
sind die Folgenräume `Φi und `Φ˜i sowie `Ψi und `Ψ˜i identisch und unabhängig von
der gewählten Fortsetzung. Nach Satz (3.4.26) gilt für die σ-endlichen Maßräume
(Ωi,Σi, µi) und (Φi,Ψi) ∈ ∆2 für i = 1, 2, dass(
LΦ1Φ2
)′ ∼= LΨ1Ψ2 .
Im vorliegenden Fall sind die σ-endlichen Maßräume (Ωi,Σi, µi) = (Zd, Pot(Zd), µ),
wobei µ das Zählmaß ist, also µ({k}) = 1 für k ∈ Zd ist. Es gilt daher:(
`Φ1Φ2
)′ ∼= `Ψ1Ψ2 . 
3.5.3 Einbettungen
In diesem letzten Teilabschnitt des Abschnitts 3.5 charakterisieren wir die Inklusions-
beziehungen zwischen den gemischten Orlicz-Folgenräumen. Dazu leiten wir expli-
zite Bedingungen für die vorkommenden Young-Funktionen her. Wir werden sehen,
dass die Inklusionen der gemischten Orlicz-Folgenräume genau dann gegeben sind,
wenn bereits die einfachen Orlicz-Folgenräume ineinander enthalten sind. Damit er-
halten wir für Φ2(t) 6 C1Φ1(K1t) und Φ˜2(t) 6 C2Φ˜1(K2t) nahe Null die Einbettung
`Φ1Φ˜1 ↪→ `Φ2Φ˜2 . Da diese Bedingung sowohl hinreichend als auch notwendig ist, kön-
nen wir im folgenden Kapitel aus den Inklusionen der Folgenräume Inklusionen der
zugehörigen Modulationsräume ableiten (siehe Kapitel 4.5).
Wir können auch in diesem Fall zeigen, dass die Elemente des gemischten Orlicz-
Raumes beschränkt sind.
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(3.5.9) Lemma
Seien Φ1 und Φ˜1 stetige Young-Funktionen, mit Φ1(x) = 0 genau dann, wenn x = 0
und Φ˜1(x) = 0⇔ x = 0 ist. Dann gilt `Φ1Φ˜1(Z2d) ↪→ `∞(Z2d). 
Beweis
Nach Lemma (3.3.11) existieren Konstanten C1, C2 > 0 mit ‖a‖`∞ 6 C1nΦ1(a) und
‖b‖`∞ 6 C2nΦ˜1(b) für a ∈ `Φ1(Zd) beziehungsweise b ∈ `Φ˜1(Zd). Damit ist:
|akn| 6 C2nΦ˜1((a·,n)) 6 C1C2nΦ1
(
nΦ˜1 (a·,n)n
)
= C1C2nΦ1Φ˜1(a). 
Wir sind nun in der Lage Bedingungen an die Young-Funktionen anzugeben, so dass
die zugehörigen Folgenräume ineinander eingebettet sind.
(3.5.10) Lemma
Seien Φ1,Φ2 und Φ˜1, Φ˜2 stetige Young-Funktionen mit Φi(x) = 0 und Φ˜i(x) = 0 genau
dann, wenn x = 0 für i = 1, 2 ist. Es seien `Φ1Φ˜1 , `Φ2Φ˜2 die dazugehörigen gemischten
diskreten Orlicz-Räume und `Φ1 , `Φ˜1 6= {0} sowie `Φ˜2 , `Φ2 die diskreten Orlicz-Räume.
Dann gilt `Φ1Φ˜1 ↪→ `Φ2Φ˜2 genau dann, wenn `Φ1 ↪→ `Φ2 und `Φ˜1 ↪→ `Φ˜2 . 
Beweis
Wir zeigen zuerst, dass die Einbettung `Φ1Φ˜1 ↪→ `Φ2Φ˜2 impliziert, dass `Φ1 ↪→ `Φ2 und
`Φ˜1 ↪→ `Φ˜2 . Es seien c = (ci)i∈Zd ∈ `Φ1 und γ = (γj)j∈Zd ∈ `Φ˜1 beliebig. Dann ist
d := (dij)ij := (ci · γj)(i,j)∈Z2d ∈ `Φ1Φ˜1 , denn es ist (dij)j∈Zd = ci · γ ∈ `Φ˜1 für alle i ∈ Zd
und
(
nΦ˜1
(
(dij)
)
j∈Zd
)
i∈Zd
= (|ci|)i∈Zd · nΦ˜1(γ) ∈ `Φ1 . Wegen `Φ1Φ˜1 ↪→ `Φ2Φ˜2 ist auch
d ∈ `Φ2Φ˜2 , also (dij)j∈Zd = ci · γ ∈ `Φ˜2 für alle i ∈ Zd. Wegen `Φ1 6= {0} können c ∈ `Φ1
und i ∈ Zd mit ci 6= 0 gewählt werden, so dass γ ∈ `Φ˜2 (für jedes γ ∈ `Φ˜1) folgt. Also
gilt wegen d ∈ `Φ˜2 auch
c˜ · nΦ˜2(γ) =
(|ci| · nΦ˜2(γ))i∈Zd = (nΦ˜2((dij)j∈Zd))i∈Zd ∈ `Φ2 .
Da die Einbettung `Φ1Φ˜1 ↪→ `Φ2Φ˜2 stetig ist, existiert eine Konstante C > 0 mit
nΦ˜2(γ) · nΦ2(c) 6 nΦ˜2(γ) · nΦ2(c˜) = nΦ2
((|ci| · nΦ˜2(γ))i∈Zd)
= nΦ2Φ˜2(d) 6 CnΦ1Φ˜1(d) = C · nΦ˜1(γ) · nΦ1(c˜) 6 C · nΦ˜1(γ) · nΦ1(c).
Wenn man γ ∈ `Φ˜1 \ {0} fest aber beliebig wählt, folgt
nΦ2(c) 6 C ·
nΦ˜1(γ)
nΦ˜2(γ)
· nΦ1(c)
für alle c ∈ `Φ1 , also `Φ1 ↪→ `Φ2 . Wählt man weiter c ∈ `Φ1 \ {0} fest, aber beliebig,
folgt nΦ˜2(γ) 6 C ·
nΦ1 (c)
nΦ2 (c)
· nΦ˜1(γ) für alle γ ∈ `Φ˜1 , also `Φ˜1 ↪→ `Φ˜2 .
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Wir zeigen sodann, dass aus `Φ1 ↪→ `Φ2 und `Φ˜1 ↪→ `Φ˜2 bereits `Φ1Φ˜1 ↪→ `Φ2Φ˜2 folgt.
Für c = (cij)ij∈Z2d ∈ `Φ1Φ˜1 gilt dann (cij)j∈Zd ∈ `Φ˜1 ⊂ `Φ˜2 für alle i ∈ Zd und(
nΦ˜1((cij)j∈Zd)
)
i∈Zd
∈ `Φ1 ⊂ `Φ2 . Weiterhin gibt es wegen der stetigen Einbettung
`Φ˜1 ↪→ `Φ˜2 ein C2 > 0 mit
nΦ˜2((cij)j∈Zd) 6 C2nΦ˜1
(
(cij)j∈Zd
)
,
so dass bereits
(
nΦ˜2
(
(cij)j∈Zd
))
i∈Zd
∈ `Φ2 ist. Es folgt daher
nΦ2Φ˜2(c) = nΦ2
((
nΦ˜2
(
(cij)j∈Zd
)))
6 nΦ2
((
C2
(
nΦ˜1
(
(cij)j∈Zd
)))
i∈Zd
)
.
Da `Φ1 ↪→ `Φ2 gilt, existiert ein C1 > 0 mit
nΦ2
((
C2
(
nΦ˜1
(
(cij)j∈Zd
)))
i∈Zd
)
6 C1nΦ1
((
C2
(
nΦ˜1
(
(cij)j∈Zd
)))
i∈Zd
)
= C1 · C2nΦ1Φ˜1(c).
Demnach ist also c ∈ `Φ2Φ˜2 mit
nΦ2Φ˜2(c) 6 C1C2nΦ1Φ˜1(c).
Somit ist auch `Φ1Φ˜1 ↪→ `Φ2Φ˜2 bewiesen. 
Daraus resultiert das folgende Korollar:
(3.5.11) Korollar
Seien Φ1,Φ2 und Φ˜1, Φ˜2 stetige Young-Funktionen mit Φi(x) = 0 und Φ˜i(x) = 0
genau dann, wenn x = 0 für i = 1, 2 ist. Es seien `Φ1Φ˜1 , `Φ2Φ˜2 die dazugehörigen
gemischten diskreten Orlicz-Räume und `Φ1 , `Φ˜1 6= {0} sowie `Φ˜2 , `Φ2 die diskreten
Orlicz-Räume. Dann gilt `Φ1Φ˜1 ↪→ `Φ2Φ˜2 genau dann, wenn es Konstanten C1, C2 > 0
und K1, K2 > 0 sowie t1, t2 > 0 gibt, so dass Φ2(t) 6 C1Φ1(K1t) für alle 0 6 t 6 t1 und
Φ˜2(t) 6 C2Φ˜1(K2t) für alle 0 6 t 6 t2 gilt. 
Beweis
Wegen Lemma (3.5.10) gilt `Φ1Φ˜1 ↪→ `Φ2Φ˜2 genau dann, wenn sowohl `Φ1 ↪→ `Φ2 als
auch `Φ˜1 ↪→ `Φ˜2 gilt. Nach Satz (3.3.12) gilt `Φ1 ↪→ `Φ2 genau dann, wenn es Konstanten
C1 > 0, K1 > 0 und t1 > 0 gibt, so dass Φ2(t) 6 C1Φ1(K1t) für alle 0 6 t 6 t1. Genauso
gilt `Φ˜1 ↪→ `Φ˜2 genau dann, wenn es Konstanten C2 > 0, K2 > 0 und t2 > 0 gibt, so
dass Φ˜2(t) 6 C2Φ˜1(K2t) für alle 0 6 t 6 t2 gilt. Die Behauptung ist somit bewiesen. 
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Motiviert wird der vorliegende Abschnitt durch das Kapitel 11 des Buches [Grö01] von
K. H. Gröchenig. Dieses Kapitel befasst sich mit der Analyse der Modulationsräume
Mp,qm zu gemischt-gewichteten Lebesgue-Räumen L
p,q
m , welche 1983 von Feichtinger in
[Fei83b] eingeführt wurden.
Diese Räume bestehen aus denjenigen Distributionen, deren Kurzzeit-Fouriertrans-
formierte bezüglich der gemischt-gewichteten Lebesgue-Norm endlich ist. Genauer
betrachtet sind dies alle temperierten Distributionen f ∈ S ′(Rd), für die die Norm
‖ f ‖Mp,qm := ‖Vg f ‖Lp,qm =
∫
Rd
∫
Rd
∣∣Vg f (x, w)∣∣p m(x, w)p dx

p
q
dw

1
q
(4.1)
endlich ist. Dabei versteht man m(x, w) als Gewichtsfunktion aufR2d, die das Abkling-
verhalten der Kurzzeit-Fouriertransformierten festlegt. Die Schwartz-Funktion g 6= 0
ist ein fest gewähltes Fenster. Indes legt die Gewichtsfunktion m(x, w) das Abkling-
verhalten der Kurzzeit-Fouriertransformierten fest.
Im Wesentlichen werden diese Räume also durch die Wahl einer Norm für die
Kurzzeit-Fouriertransformierte vorgegeben. Betrachtet werden also Banachräume von
Distributionen, die ein gegebenes Zeit-Frequenz-Verhalten aufweisen.
Diese Betrachtungsweise möchten wir nun unter Verwendung von Orlicz-Räumen
erweitern. Wir werden dazu im folgenden Abschnitt 4.1.1 Modulationsräume zu Orlicz-
Räumen definieren. In entsprechender Weise enthalten diese sogenannten Orlicz-Modu-
lationsräume MΦ(Rd) alle temperierten Distributionen f ∈ S ′(Rd), für die die Norm
‖ f ‖MΦ := ‖Vg f ‖LΦ
endlich ist und Φ eine Young-Funktion ist. Wir werden zeigen, dass die obige Defini-
tion unabhängig vom gewählten Fenster g ist und diese Räume vollständig sind.
In einem nächsten Schritt (Abschnitt 4.2) werden wir diese Theorie auf gemischte
Orlicz-Modulationsräume MΦ1Φ2 erweitern. Diese Räume von temperierten Distribu-
tionen werden durch eine ähnliche Integrationsbedingung wie die Orlicz-Modulations-
räume beschrieben. Verlangt wird, dass die zugehörige Norm des gemischten Orlicz-
Modulationsraumes
‖ f ‖MΦ1Φ2 := ‖Vg f ‖LΦ1Φ2
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endlich ist. Φ1,Φ2 sind dabei wieder Young-Funktionen. Entsprechend den Orlicz-
Modulationsräumen können wir auch Bedingungen spezifizieren, für die die Defini-
tion des gemischten Orlicz-Modulationsraumes unabhängig vom gewählten Fenster g
ist und wann die Räume Banachräume sind.
Allgemeiner betrachtet sind Modulationsräume spezielle Coorbiträume. Die Theorie
der Coorbiträume (siehe Kapitel 2) haben Feichtinger und Gröchenig in den Arbeiten
[FG89a] und [FG89b] mit Hilfe gruppentheoretischer Argumente entwickelt. Ziel des
Kapitels 4 ist es einerseits, diese allgemeine Theorie auf den Spezialfall der BF-Räume
LΦ und LΦ1Φ2 anzuwenden, andererseits versuchen wir, die von Gröchenig in Kapitel
11 des Buches [Grö01] gegebenen Resultate und Beweise für Orlicz-Modulationsräume
und gemischte Orlicz-Modulationsräume zu erweitern. Die dort verwendete funktio-
nalanalytische Herangehensweise ermöglicht es, diese Räume genauer zu charakte-
risieren und erleichtert mögliche Anwendungen. Wir werden dabei sehen, dass die
∆2-Bedingung sowohl bei der Überprüfung der Voraussetzungen für die Nutzung der
Coorbit-Theorie, als auch bei der Anpassung der Beweisargumentation aus [Grö01]
wieder relevant sein wird.
Von besonderem Interesse sind Einbettungsaussagen zwischen Orlicz-Modulations-
räumen. Konkret werden wir die Frage beantworten, welche Bedingungen an die
Young-Funktionen gestellt werden müssen, damit Aussagen der Art MΦ1 ⊂ MΦ2 gül-
tig sind. Desweiteren interessieren wir uns für Einbettungen von Fourier-Lebesgue-
Räumen in Orlicz-Modulationsräume. Galperin und Gröchenig haben solche Einbet-
tungsaussagen in der Arbeit [GG02] für Modulationsräume von Lebesgue-Räumen
untersucht. Ihre Herangehensweise wird als Vorlage dienen um ähnliche Einbettungs-
aussagen für Orlicz-Modulationsräume zu beweisen.
Im Buch [Grö01] Abschnitt 11.4 wird bereits erwähnt, dass die Modulationsräu-
me nicht nur als Räume, deren Fenster-Fouriertransformierte in einem gemischt-ge-
wichteten Lebesgue-Raum, sondern auch als Räume temperieter Distributionen deren
Fenster-Fouriertransformierte in einem allgemeineren Banach-Funktionen-Raum liegt
aufgefasst werden können. Für allgemeinere Betrachtungen gibt die Arbeit [Fei06]
einen Überblick über die bekannten Resultate. Jedoch ist die Anwendung dieser all-
gemeineren Aussagen beziehungsweise die Prüfung der benötigten Voraussetzung
ohne Kenntnis von darstellungstheoretischen Argumenten schwierig. Wir überprü-
fen daher im Folgenden die Voraussetzungen und übersetzen diese in Bedingungen
an die Young-Funktionen, sodass mit unseren Sätze konkrete Anwendungen direkt
möglich sind. Auch die Einschränkung nur Fenster-Funktionen zu betrachten, die in
der Schwartz-Klasse liegen ist zurückzuführen auf die konkreten Anwendungen. Bei-
spielsweise werden die Modulationsräume auch in der Theorie der Pseudodifferential-
operatoren benutzt und analysiert. In diesem Zusammenhang kann man die Arbeiten
von J. Toft [CJT13] und [GR08] nennen.
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4.1 Distributionenräume MΦ
4.1.1 Definition
Zu Beginn werden wir in diesem Abschnitt 4.1.1 den Orlicz-Modulationsraum MΦ(Rd)
formal definieren. Dieser Raum beinhaltet die temperierten Distributionen f , deren
Kurzzeit-Fouriertransformierte Vg f im Orlicz-Raum LΦ( λ 2d) liegt. Folglich wird der
Raum im Wesentlichen durch Integrierbarkeitsbedingungen an die Kurzzeit-Fourier-
transformierte bestimmt. Dementsprechend ist diese Norm durch die Orlicz-Norm der
Kurzzeit-Fouriertransformierten der Distribution festgelegt, das heißt es gilt
‖ f ‖MΦ = ‖Vg f ‖LΦ .
In einem zweiten Schritt zeigen wir mit Hilfe der Resultate aus Kapitel 2, dass der
Orlicz-Modulationsraum dem Coorbitraum zum Orlicz-Raum entspricht.
Es sei hier speziell (Ω,Σ, µ) = (R2d,B2d, λ 2d). Wir werden die Bezeichnung LΦ(R2d)
für LΦ( λ 2d) verwenden, wenn wir das Lebesgue-Maß λ 2d zugrunde legen.
Zunächst geben wir die in [Grö01] angegebene Definition der Modulationsräume
von gemischt-gewichteten Lebesgue-Räumen Lp,qm (R2d) (siehe Definition (3.4.2)) an.
(4.1.1) Definition ([Grö01] und [Rau07a])
Es seien m eine v-submultiplikative symmetrische Gewichtsfunktion auf R2d sowie
0 < p, q < ∞. Für ein Fenster g ∈ S(Rd) \ {0} ist der Modulationsraum Mp,qm die
Menge aller temperierten Distributionen f ∈ S ′(Rd), für die die Norm (1 6 p, q 6 ∞)
beziehungsweise Quasi-Norm (0 < p, q < 1)
‖ f ‖Mp,qm = ‖Vg f ‖Lp,qm
endlich ist.
Weiter verwenden wir die Bezeichnungen Mp(Rd) statt Mp,pm (Rd) falls m(x, w) = 1 für
alle (x, w) ∈ R2d gilt und Mp,qa,b statt Mp,qm falls m(x, w) = (1 + |x|)a(1 + |w|)b für alle
(x, w) ∈ R2d und a, b > 0 gilt. 
Es wurde in [Grö01] und [Rau07a] bewiesen, dass diese Räume vollständig sind.
(4.1.2) Satz ([Grö01]Theorem 11.3.5, [Rau07a] Abschnitt 8)
Es seien m eine v-submultiplikative symmetrische Gewichtsfunktion auf R2d sowie
0 < p, q < ∞. Dann ist der Modulationsraum (Mp,qm , ‖·‖Mp,qm ) vollständig. 
Beweis
Für den Fall 1 6 p, q 6 ∞, verweisen wir auf Theorem 11.3.5 in [Grö01].
Für den Fall 0 < p, q < 1 ist (Mp,qm , ‖·‖Mp,qm ) vollständig bezüglich der Topologie, die
durch die Metrik d( f , g) := ‖ f − g‖r
Mp,qm
gegeben ist. Dabei ist ‖·‖Mp,qm eine Quasi-Norm
für die ein Exponent 0 < r < 1 existiert, so dass ‖·‖Mp,qm die r-Dreiecksungleichung
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erfüllt, das heißt ‖ f + g‖r
Mp,qm
6 ‖ f ‖r
Mp,qm
+ ‖g‖r
Mp,qm
für f , g ∈ Mp,qm . Für den Beweis der
Vollstängigkeit verweisen wir auf Abschnitt 8 und Theorem 6.2 in [Rau07a], bezie-
hungsweise auf den Beweis des Lemmas (6.1.26) in dieser Arbeit. 
Wir werden die Modulationsräume Mp,qm für 0 < p, q < 1 im Kapitel 6 gebrauchen.
Nun aber zur formale Definition des Orlicz-Modulationsraumes.
(4.1.3) Definition
Es seien g ∈ S(Rd) ein von Null verschiedenes, festes Fenster und Φ eine (in Null)
stetige Young-Funktion. Dann ist der Orlicz-Modulationsraum MΦ(Rd) definiert durch
MΦ(Rd) = { f ∈ S ′(Rd) : Vg f ∈ LΦ(R2d)}.
Die Norm auf MΦ(Rd) ist gegeben durch
‖ f ‖MΦ = ‖Vg f ‖LΦ . 
(4.1.4) Bemerkung
Da wir uns im Folgenden darauf beschränken, das 2d-dimensionale Lebesgue-Maß zu
betrachten, benutzen wir auch hier die Schreibweise LΦ(R2d) für den Raum LΦ( λ 2d).
Desweiteren schreiben wir kurz MΦ statt MΦ(Rd).
Ferner setzten wir voraus, dass die Young-Funktion und ihre komplementäre Funkti-
on stetig sind. Explizit benötigen wir aber nur die Stetigkeit der Young-Funktion und
ihrer komplementären Funktion im Nullpunkt. Nehmen die Funktionen nur endli-
che Werte an, also gilt Φ(R) ⊂ R+ sowie Ψ(R) ⊂ R+, so benötigen wir nicht die
Stetigkeit für die von Null verschiedenen Punkte. Daher schreiben wir ab nun an Φ
beziehungsweise Ψ sind stetig (in Null). 
Der Orlicz-Modulationsraum kann als Coorbitraum zum BF-Raum LΦ (im Sinne
der Theorie von Feichtinger und Gröchenig) verstanden werden. Dazu überprüfen
wir die Voraussetzungen für die Anwendbarkeit der Coorbit-Theorie. Mit Bemerkung
(2.2.20) und Lemma (2.2.17) aus Kapitel 2 ist eine projektive irreduzible, stark steti-
ge und integrierbare Darstellung auf R2d und einen BF-Raum ausreichend, um die
Voraussetzungen aus (2.2.3) zu erfüllen.
Die lokalkompakte σ-kompakte Hausdorffgruppe G, die wir betrachten, ist R2d auf
dem Hilbertraum H = L2(Rd).
(4.1.5) Lemma
Es sei Φ eine (in Null) stetige Young-Funktion mit (in Null) stetiger komplementärer
Funktion Ψ. Dann gilt:
(1) ρ(x, w) := epiix·wTx Mw ist eine projektive irreduzible, stark stetige und integrierba-
re Darstellung auf R2d.
(2) Y = LΦ(R2d) ist BF-Raum. 
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Beweis
(1) In Beispiel (2.2.18) haben wir bereits gesehen, dass die zur projektiven Darstellung
ρ(x, w) := epiix·wTx Mw gehörige unitäre Darstellung die Schrödinger-Darstellung
pi(x, w, e2piiτ) = e2piiτepiix·wTx Mw ist. In Lemma (2.1.9) wurde gezeigt, dass die
Schrödinger-Darstellung eine irreduzible, stark stetige und integrierbare Darstel-
lung ist. Mit Lemma (2.2.17) besitzt ρ ebenfalls diese Eigenschaften.
(2) Wir zeigen nun, dass Y = LΦ(R2d) ein BF-Raum ist, dazu überprüfen wir die
Bedingungen der Definition (2.2.2):
(i) (LΦ(R2d), NΦ(·)) ist vollstängig nach Satz (3.2.29).
(ii) Da Ψ stetig (in Null) ist, folgt die stetige Einbettung in L1loc(R
2d) und die
Solidität aus Lemma (3.2.34).
(iii) Desweiteren ist der Raum translationsinvariant nach Lemma (3.2.33). In Lem-
ma (3.2.33) wurde bewiesen, dass ‖Tx‖[LΦ] = 1 und ‖Rx‖[LΦ] = 1. Ebenso ist
R2d eine unimodulare Gruppe und es ergibt sich damit für alle x ∈ R2d die
Gewichtsfunktion
w(x) := max{‖Tx‖[LΦ], ‖Tx−1‖[LΦ], ‖Rx‖[LΦ], ‖Rx−1‖[LΦ]∆−1(x)} = 1.
(iv) Mit Satz (3.2.23) und Φ1(x) = |x| sowie Φ2(x) = Φ3(x) = Φ(x) für alle
x ∈ R2d, ergibt sich LΦ(R2d) ∗ L1(R2d) ⊂ LΦ(R2d) aus Bemerkung (3.2.24).
Es sei angemerkt, dass sich die Behauptung auch aus Satz (3.2.52) ergibt, da
Φ stetig (in Null) ist.
(v) Ist Φ eine (in Null) stetige Young-Funktion oder Φ(R) ⊂ R+, dann gibt
es eine endliche offene Menge, beispielsweise U := (0, 1)d × (0, 1)d, so dass
χU ∈ LΦ(R2d) ist. 
(4.1.6) Bemerkung
Wir haben in Bemerkung (2.2.16) gesehen, dass für f ∈ S ′(Rd) und g ∈ S(Rd) gilt
|Ug f (x, w)| = |Vg f (x, w)| für alle x, w ∈ Rd. 
Mit den Resultaten der Coorbit-Theorie aus dem Kapitel 2, insbesondere mit Lemma
(2.2.26), entspricht die in Definition 4.1.3 gegebene Definition des Modulationsraumes
gerade dem Coorbitraum zum Banachraum LΦ(Rd), genauer gilt:
CoLΦ = { f ∈ S ′(Rd) : Vg f ∈ LΦ(R2d)} (4.2)
für g ∈ S(Rd) und Φ eine (in Null) stetige Young-Funktion.
Damit entspricht der Coorbitraum zum Orlicz-Raum LΦ dem Orlicz-Modulationsraum
MΦ und die Normen sind gleich. Die Definition hängt möglicherweise von der Wahl
des Fensters g ab. Im nächsten Abschnitt 4.1.2 zeigen wir, dass MΦ unabhängig vom
gewählten Fenster g ist, wenn die Young-Funktion Φ den obigen Eigenschaften ge-
nügt. Derweil benutzen wir ein festes, von Null verschiedenes Fenster g0 ∈ S(Rd)
und berechnen diesbezüglich alle Normen.
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4.1.2 Eigenschaften
Ziel des folgenden Abschnitts ist der Nachweis, dass zunächst die im vorherigen Ab-
schnitt gegebene Definition des Orlicz-Modulationsraumes unabhängig vom Fenster
g0 ist. Ferner weisen wir nach, dass dieser Raum ein Banachraum ist.
Wir werden die Aussagen einerseits mit Hilfe der Coorbit-Theorie zeigen und an-
dererseits mit funktionalanalytischen Hifsmitteln. Dazu erweitern wir die Resulta-
te, die von Gröchenig im Kapitel 11 seines Buches [Grö01] für Modulationsräume
zu gemischt-gewichteten Lebesgue-Räumen nachgewiesen wurden, auf den Fall von
Orlicz-Modulationsräume.
Hierfür definieren wir den zu Vg adjungierten Operator V∗g . Um zu beweisen, dass
dieser Operator von LΦ(R2d) in MΦ(Rd) abbildet, verwenden wir die Einbettungsre-
sultate aus Abschnitt 3.2.3. Damit ist es uns möglich zu zeigen, dass die Definition
des Orlicz-Modulationsraumes unabhängig von der Wahl der auftretenden Fenster-
Funktion ist. Wir können in einem nächsten Schritt die Vollständigkeit des Orlicz-
Modulationsraumes beweisen.
Im Anschluss weisen wir nach, dass falls Φ zusätzlich die ∆2-Bedingung erfüllt, ein
kanonischer Isomorphismus zwischen dem Dualraum zu MΦ und dem zur komple-
mentären Funktion Ψ zugehörigen Modulationsraum existiert.
Wenden wir uns nun der Unabhängigkeit der in Abschnitt 4.1.1 gegebenen Defi-
nition des Modulationsraumes von der gewählten Fenster-Funktion g0 zu. Für die
Herangehensweise über funktionalanalytische Argumente benötigen wir zunächst die
Definition des adjungierten Operators zur Kurzzeit-Fouriertransformation sowie eini-
ge Eigenschaften dieses Operators.
(4.1.7) Definition
Sei γ ∈ S(Rd) ein Fenster verschieden von Null und f eine temperierte Distribution
auf R2d. Der adjungierte Operator zu Vγ ist dann definiert durch
V∗γ f =
∫∫
R2d
f (x, w)MwTxγ dx dw ( f ∈ S ′(Rd)).
Dabei ist das Integral im schwachen Sinne zu verstehen, das heißt für alle ϕ ∈ S(Rd)
gilt
〈V∗γ f , ϕ〉 =
∫∫
R2d
f (x, w)〈MwTxγ, ϕ〉 dx dw
=
∫∫
R2d
f (x, w)Vγϕ(x, w) dx dw
= 〈 f , Vγϕ〉. (4.3)

Das folgende Resultat wird später in den Abschätzungen eingehen:
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(4.1.8) Lemma ([Grö01] Lemma 11.3.3.)
Es seien g, g0,γ ∈ S(Rd) mit 〈γ, g〉 6= 0 und f ∈ S ′(Rd). Dann gilt für alle (x, w) ∈ R2d,
dass ∣∣Vg0 f (x, w)∣∣ 6 1|〈γ, g〉| (∣∣Vg f ∣∣ ∗ ∣∣Vg0γ∣∣) (x, w). 
Der nachfolgende Satz gibt die Bedingungen für die Wohldefiniertheit des Operators
V∗γ an:
(4.1.9) Satz
Es seien γ, g0 ∈ S(Rd) \ {0} und Φ eine Young-Funktion, deren komplementäre Funk-
tion Ψ (in Null) stetig sei. Dann gilt:
(a) V∗γ bildet LΦ(R2d) in MΦ(Rd) ab. Für F ∈ LΦ(R2d) gilt weiter, dass
‖V∗γ F‖MΦ 6 ‖Vg0γ‖L1‖F‖LΦ .
(b) Ist insbesondere F = Vg0 f ∈ LΦ(R2d) für f ∈ S ′(Rd), dann gilt für 〈γ, g0〉 6= 0
bereits, dass f ∈ MΦ und es gilt die Inversionsformel
f =
1
〈γ, g0〉
∫∫
R2d
Vg0 f (x, w)MwTxγ dx dw (4.4)
in MΦ(Rd). Dabei ist die Gleichung (4.4) in dem Sinne zu verstehen, dass für alle
ϕ ∈ S(Rd) die Identität
〈 f , ϕ〉 = 1〈γ, g0〉
∫∫
R2d
Vg0 f (x, w)〈MwTxγ, ϕ〉 dx dw
mit absoluter Konvergenz des Integrals gilt. 
Beweis
(a) Zuerst zeigen wir, dass V∗γ F als temperierte Distribution wohldefiniert ist.
Für ϕ ∈ S(Rd) und F ∈ LΦ(R2d) folgt mit der Hölder-Ungleichung
∣∣〈V∗γ F, ϕ〉∣∣ (4.3)= |〈F, Vγϕ〉| =
∣∣∣∣∣∣
∫∫
R2d
F(z)Vγϕ(z) dλ (z)
∣∣∣∣∣∣
(3.2.19)
6 2NΦ(F)NΨ(Vγϕ) 6 2NΦ(F)‖Vγϕ‖LΨ .
Für γ, ϕ ∈ S(Rd) ist nach Satz (1.2.6) Vγϕ ∈ S(R2d). Da Ψ nach Voraussetzung
eine (in Null) stetige Young-Funktion ist, folgt mit Satz (3.2.49), dass die Kurzzeit-
Fouriertransformierte Vγϕ ∈ S(R2d) ⊂ LΨ(R2d) liegt. Mit Lemma (3.2.49) erhalten
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wir weiter die folgende Abschätzung:
‖Vγ (ϕ)‖LΨ
(3.2.49)
6 C (‖Vγϕ‖L1 + ‖Vγϕ‖L∞)
6 C
 ∫∫
R2d
|Vγϕ(z)| dz + sup
z∈R2d
|Vγϕ(z)|

6 C sup
z∈R2d
|Vγϕ(z)| (1+ |z|)s
 ∫∫
R2d
(1+ |z|)−s dz

+ C sup
z∈R2d
|Vγϕ(z)| (1+ |z|)s(1+ |z|)−s
6 C‖Vγϕ‖L∞vs
 ∫∫
R2d
(1+ |z|)−s dz

+ C‖Vγϕ‖L∞vs ‖(1+ |·|)−s‖L∞︸ ︷︷ ︸
61
= C‖Vγϕ‖L∞vs
 ∫∫
R2d
(1+ |z|)−s dz + 1
.
Da mit Satz (1.2.7) durch
(
‖Vγ·‖L∞vs
)
s>0
eine Familie äquivalenter Seminormen auf
S(Rd) gegeben ist und das obige Integral für ein genügend großes s (s > 2d)
endlich ist, definiert V∗γ F ein stetiges lineares Funktional auf S(Rd). Damit ist
V∗γ F =
∫
Rd
∫
Rd
F(x, w)MwTxγ dx dw
als temperierte Distribution wohldefiniert.
Ferner gilt mit Lemma (4.1.8) die Ungleichung∣∣(Vg0 (V∗γ F)) (u, v)∣∣ 6 (|F| ∗ ∣∣Vg0γ∣∣) (u, v) .
Mit Bemerkung (3.2.23) folgt
‖V∗γ F‖MΦ = ‖Vg0
(
V∗γ F
)‖LΦ = ‖|F| ∗ ∣∣Vg0γ∣∣‖LΦ 6 2NΦ(|F| ∗ ∣∣Vg0γ∣∣)
6 4NΦ(F) · ‖Vg0γ‖L1 . (4.5)
Für g0,γ ∈ S(Rd) ist Vg0γ ∈ S(R2d) ⊂ L1(R2d). Somit ist die rechte Seite von
Ausdruck (4.5) endlich.
V∗γ bildet also von LΦ(R2d) in MΦ(Rd) ab und V∗γ : LΦ → MΦ ist beschränkt.
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(b) Ist insbesondere Vg0 f ∈ LΦ(R2d), so folgt mit den in (a) gezeigten Eigenschaften,
dass
f˜ =
1
〈γ, g0〉V
∗
γVg0 f ∈ MΦ.
Aus der Inversionsformel für S ′(Rd) in Satz (1.2.9) (b) folgt dann f = f˜ ∈ MΦ. 
(4.1.10) Bemerkung
Die Ungleichung (4.5) ergibt sich auch aus der Ungleichung aus Satz (3.2.52) in Ver-
bindung mit der Bemerkung (3.2.53). 
Damit können wir zeigen, dass die Definition von MΦ(Rd) unabhängig vom Fenster
g0 ∈ S(Rd) \ {0} ist. Folglich ergeben verschiedene Fenster äquivalente Normen.
(4.1.11) Satz
Es sei Φ eine (in Null) stetige Young-Funktion, deren komplementäre Funktion Ψ auch
(in Null) stetig ist. Dann ist die Definition des Modulationsraumes beziehungsweise
des Coorbitraumes unabhängig von der speziellen Wahl des Fensters g ∈ S(Rd) \
{0}. Folglich definieren verschiedene Fenster g ∈ S(Rd) \ {0} den selben Raum mit
äquivalenten Normen. 
Beweis
(1) Wie bereits in Satz (2.2.12) aufgeführt, haben Feichtinger und Gröchenig gezeigt,
dass die Definition des Coorbitraumes unabhängig von der Wahl der Fensterfunk-
tion ist. Dies gilt ebenso für den Coorbitraum zum Orlicz-Raum LΦ(R2d), wenn
die Voraussetzungen (4.1.5) erfüllt sind.
(2) Um die funktionalanalytische Herangehensweise für den Beweis zu nutzen defi-
nieren wir zunächst formal den adjungierten Operator zu Vg. Der Beweis von Satz
(4.1.9) (a) impliziert bereits die Äquivalenz der Normen. Aus Ungleichung (4.5)
ergibt sich
‖ f ‖MΦ = ‖Vg0 f ‖LΦ = ‖Vg0
(
V∗g Vg f
)
‖LΦ
(4.5)
6 C‖Vg0 g‖L1‖Vg f ‖LΦ .
Durch Vertauschung der Rollen von g und g0 erhalten wir
‖Vg f ‖LΦ 6 C‖Vgg0‖L1‖Vg0 f ‖LΦ = C‖Vgg0‖L1‖ f ‖MΦ .
Damit ergibt sich weiter
1
C‖Vgg0‖L1
‖Vg f ‖LΦ 6 ‖ f ‖MΦ 6 C‖Vg0 g‖L1‖Vg f ‖LΦ .
Folglich ist f ∈ MΦ(Rd) genau dann, wenn Vg f ∈ LΦ(R2d) für alle g ∈ S(Rd) \
{0}. Außerdem sind die Normen ‖Vg0 f ‖LΦ und ‖Vg f ‖LΦ äquivalent auf MΦ(Rd).
Mit diesem Satz können wir zeigen, dass die Modulationsräume Banachräume sind.
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(4.1.12) Satz
Es sei Φ eine (in Null) stetige Young-Funktion, deren komplementäre Funktion Ψ auch
(in Null) stetig sei. Dann ist MΦ(Rd) ein Banachraum. 
Beweis
(1) Die Vollständigkeit des Coorbitraumes haben Feichtinger und Gröchenig in [FG89a]
Theorem 4.2 (i) gezeigt. Damit ist auch MΦ(Rd) ein Banachraum.
(2) Unter Benutzung des Satzes (4.1.9) kann man die Vollständigkeit zeigen. Dazu
benötigen wir aber die Stetigkeit der Funktion Ψ. Es sei dazu
V := {F ∈ LΦ(R2d) : F = Vg f , f ∈ S ′}
für g ∈ S(Rd) \ {0}. Dann ist V der Definition nach ein Teilraum von LΦ(R2d),
der isometrisch isomorph zu MΦ(Rd) ist. Es ist MΦ = V∗g (LΦ(R2d)) 6 S ′(Rd) ein
Unterraum. Dann verbleibt nur noch die Vollständigkeit von MΦ, beziehungsweise
dass V ein abgeschlossener Teilraum von LΦ(R2d) (also vollständig) ist, zu zeigen.
Sei dazu ( fn)n∈N eine Cauchy-Folge in M
Φ(Rd). Dann ist
(
Vg fn
)
n∈N eine Cauchy-
Folge in LΦ und es gibt, da LΦ ein Banachraum ist, eine Funktion F ∈ LΦ(R2d),
so dass lim
n→∞‖Vg fn − F‖LΦ = 0 ist. Es gibt also eine Teilfolge ( fnk)k∈N, so dass(
Vg fnk
)
k∈N punktweise fast überall gegen F konvergiert.
Um zu erkennen, dass F von der Form Vg f ist, setzen wir
f =
1
‖g‖22
V∗g F =
1
‖g‖22
∫∫
R2d
F(x, w)MwTxg dx dw.
Da Ψ stetig ist (in Null), ist Satz (4.1.11) (a) anwendbar. Daraus folgt, dass V∗g von
LΦ(R2d) nach MΦ(Rd) abbildet, sowie die Normabschätzung
‖V∗g H‖MΦ 6 C‖Vgg‖L1‖H‖LΦ ∀H ∈ LΦ
gilt. Damit ist f ein Element von MΦ(Rd) und für die Cauchy-Folge ( fnk)k∈N mit
fnk = ‖g‖−22 V∗g Vg fnk gilt:
‖ f − fnk‖MΦ = ‖g‖−22 ‖V∗g F−V∗g Vg fnk‖MΦ = ‖g‖−22 ‖V∗g
(
F−Vg fnk
)‖MΦ
6 ‖g‖−22 ‖Vgg‖L1‖F−Vg fnk‖LΦ 6 C˜‖F−Vg fnk‖LΦ −→k→∞ 0.
Demzufolge ist
lim
k→∞
‖Vg f −Vg fnk‖LΦ = limk→∞‖Vg( f − fnk)‖LΦ = limk→∞‖ f − fnk‖MΦ = 0.
Weiter gibt es eine Teilfolge
(
fnkj
)
j∈N
, so dass
(
Vg fnkj
)
j∈N
punktweise fast überall
gegen Vg f konvergiert. Daher gilt Vg f = F fast überall und f ist der Grenzwert
der Cauchy-Folge ( fn)n∈N. Somit ist M
Φ vollständig. 
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Eine weitere Eigenschaft der Modulationsräume ist, dass sie invariant unter Zeit-
Frequenz-Verschiebungen sind.
(4.1.13) Satz
Es sei Φ eine (in Null) stetige Young-Funktion, deren komplementäre Funktion Ψ
ebenfalls stetig (in Null) sei. Dann ist MΦ unter Zeit-Frequenz-Verschiebungen invari-
ant und
‖Tx Mw f ‖MΦ = ‖ f ‖MΦ . 
Beweis
Die Invarianzeigenschaft folgt im Wesentlichen aus der Translationsinvarianz der Orlicz-
Norm (Korollar (3.2.33)). Speziell gilt wegen∣∣Vg (Tx Mw f ) (u, v)∣∣ Lemma (1.2.2)= ∣∣Vg f (u− x, v− w)∣∣ = ∣∣∣(T(x,w)Vg f) (u, v)∣∣∣
die Identität
‖Tx Mw f ‖MΦ = ‖Vg0 (Tx Mw f )‖LΦ = ‖T(x,w)Vg0 f ‖LΦ = ‖Vg0 f ‖LΦ = ‖ f ‖MΦ . 
Im folgenden Satz über den Dualraum des zugehörigen Orlicz-Modulationsraumes
geht die ∆2-Bedingung für die Young-Funktion explizit ein:
(4.1.14) Satz
Sei (Φ,Ψ) ein Paar (in Null) stetiger komplementärer Young-Funktionen und Φ erfülle
global die ∆2-Bedingung. Dann gilt, dass
(
MΦ(Rd)
)′ ∼= MΨ(Rd) unter der Dualität
〈 f , h〉 =
∫∫
R2d
Vg0 f (z)Vg0 h(z) dz (4.6)
für f ∈ MΦ(Rd) und h ∈ MΨ(Rd). 
Beweis
(1) In Theorem 4.9 aus [FG89a], vergleiche auch Satz (2.2.14), wurde bewiesen, dass
falls der BF-Raum Y eine absolut stetige Norm hat, der Dualraum des zugehörigen
Coorbitraumes (CoY)′ der Coorbitraum des Dualraumes Y′ ist. Wendet man diesen
Satz auf den Orlicz-Raum LΦ(Hr) an, so müssen wir zunächst voraussetzen, dass
LΦ(Hr) eine absolut stetige Norm besitzt. Mit Lemma (2.2.21) ist dies der Fall,
wenn LΦ(R2d) eine absolut stetige Norm besitzt. Wenn Φ die ∆2-Bedingung erfüllt
folgt aus Satz (3.2.41) die absolute Stetigkeit der Norm auf LΦ(R2d). Somit ergibt
sich die Behauptung.
(2) Um die Argumente des Beweises zu Theorem 11.3.6 aus [Grö01] anpassen zu kön-
nen, setzen wir voraus, dass Φ die ∆2-Bedingung global erfüllt und zudem stetig
(in Null) ist. Sei h ∈ MΨ(Rd), dann definiert lh( f ) =
∫∫
R2d
Vg0 f (z)Vg0 h(z) dz mit
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f ∈ MΦ(Rd) ein beschränktes lineares Funktional auf MΦ(Rd), da die Hölder-
Ungleichung die folgende Abschätzung liefert:
|lh( f )| 6 2NΦ(Vg0 f )NΨ(Vg0 h) 6 2‖Vg0 f ‖LΦ‖Vg0 h‖LΨ = 2‖ f ‖MΦ‖h‖MΨ .
Dies zeigt weiter, dass die Abbildung l : MΨ(Rd) → (MΦ(Rd))′ mit h 7→ lh stetig
ist.
Umgekehrt sei nun l ∈ (MΦ(Rd))′. Da MΦ(Rd) isometrisch isomorph zu dem ab-
geschlossenen Teilraum
V = {F ∈ LΦ : F = Vg0 f , f ∈ S ′(Rd)} mit g0 ∈ S(Rd) \ {0}
von LΦ(R2d) ist, induziert l ein lineares Funktional l˜ auf V durch l( f ) = l˜
(
Vg0 f
)
.
Nach Hahn-Banach [Rud87] kann l˜ zu einem stetigen Funktional auf LΦ(R2d) er-
weitert werden. Da Φ die ∆2-Bedingung global erfüllt, gibt es nach Satz (3.2.43)
eine Funktion H ∈ LΨ(R2d) mit l˜ (Vg0 f ) = ∫
R2d
Vg0 f (z)H(z) dz für alle f ∈ MΦ.
Sei h = V∗g0 H =
∫∫
R2d
H(x, w)MwTxg0 dx dw. Durch die Stetigkeit von Φ (in Null)
ist nach Satz (4.1.11) bereits h ∈ MΨ(Rd) und
〈Vg0 f , Vg0
(
h
‖g0‖2L2
)
〉 = 〈 1‖g0‖2L2
V∗g0Vg0 f , h〉 = 〈 f , h〉 = 〈 f , V∗g0 H〉
= 〈Vg0 f , H〉 =
∫
R2d
Vg0 f (z)H(z) dz = l˜(Vg0 f ) = l( f ).
Mit anderen Worten ist jedes lineare Funktional auf MΦ(Rd) von der Form (4.6)
und es gilt, dass
(
MΦ(Rd)
)′ ∼= MΨ(Rd). 
4.2 Distributionenräume MΦ1Φ2
4.2.1 Definition
In diesem Abschnitt führen wir den gemischten Orlicz-Modulationsraum MΦ1Φ2(Rd)
ein. Dieser Raum beinhaltet die temperierten Distributionen f , deren Kurzzeit-Fourier-
transformierte Vg f im Orlicz-Raum LΦ1Φ2( λ 2d) liegt. Die zugehörige Norm wird da-
bei wieder durch die Orlicz-Norm der Kurzzeit-Fouriertransformierten der Distribu-
tion festgelegt. Ähnlich wie bei den Resultaten der Orlicz-Modulationsräume (Ab-
schnitt 4.1) zeigen wir auf zwei Arten die grundlegenden Eigenschaften der gemisch-
ten Orlicz-Modulationsräume. Zuerst prüfen wir die Voraussetzungen für die An-
wendbarkeit der Coorbit-Theorie, anschließend passen wir die Beweise aus [Grö01]
für die gemischten Orlicz-Räume an.
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Die zugrundeliegenden Maßräume seien jeweils der Lebesgue-Maßraum, das heißt
für i = 1, 2 sei speziell (Ωi,Σi, µi) = (Rd,Bd, λ d). Desweiteren verwenden wir die
Bezeichnung LΦ1Φ2(R2d) für LΦ1Φ2( λ 2d), wenn wir das Lebesgue-Maß λ 2d zugrunde
legen. Für das weitere Vorgehen ist die folgende Voraussetzung erforderlich:
(4.2.1) Voraussetzung
Es seien (Φi,Ψi) Paaren von komplementären Young-Funktionen, die stetig sind für
i = 1, 2. Desweiteren erfüllen Φi die ∆2-Bedingung für i = 1, 2. 
Zunächst zur formalen Definition der gemischten Orlicz-Modulationsräume.
(4.2.2) Definition
Es seien g ∈ S(Rd) ein von Null verschiedenes, festes Fenster und (Φi,Ψi) Paare von
komplementären stetigen Young-Funktionen, und Φi erfüllen die ∆2-Bedingung für
i = 1, 2. Der gemischte Orlicz-Modulationsraum MΦ1Φ2(Rd) ist definiert durch
MΦ1Φ2(Rd) = { f ∈ S ′(Rd) : Vg f ∈ LΦ1Φ2(R2d)}.
Die Norm auf MΦ1Φ2(Rd) ist gegeben durch
‖ f ‖MΦ1Φ2 = ‖Vg f ‖LΦ1Φ2 . 
(4.2.3) Bemerkung
(a) Die obige Definition hängt von der Wahl des Fensters g ab. Der folgende Abschnitt
4.2.2 wird zeigen, dass MΦ1Φ2(Rd) unabhängig vom speziellen Fenster g ist, wenn
die Young-Funktionen Φ1,Φ2 den Eigenschaften (4.2.1) genügen. Derweil benut-
zen wir jedoch ein fest gewähltes Fenster g0 ∈ S(Rd) \ {0} und berechnen alle
Normen bezüglich dieses Fensters.
(b) Da wir in dieser Arbeit nur Modulationsräume über Rd betrachten, schreiben wir
auch kurz MΦ1Φ2 statt MΦ1Φ2(Rd). 
Zum Schluss dieses Abschnitts überprüfen wir die Voraussetzung (2.2.3) für den BF-
Raum LΦ1Φ2 zu den Young-Funktionen Φ1,Φ2. Bei Vorlage dieser Voraussetzung kön-
nen wir wiederum den gemischten Orlicz-Modulationsraum als Coorbitraum im Sin-
ne der Theorie von Feichtinger und Gröchenig auffassen. Mit Bemerkung (2.2.20) und
Lemma (2.2.17) aus Kapitel 2 ist eine projektive irreduzible, stark stetige und inte-
grierbare Darstellung auf R2d für den BF-Raum LΦ1Φ2 ausreichend, um die Vorausset-
zungen aus (2.2.3) zu erfüllen. Wir betrachten daher die lokalkompakte, σ-kompakte
Hausdorffgruppe G = R2d über den Hilbertraum H = L2(Rd).
(4.2.4) Lemma
Es seien (Φi,Ψi) Paare von komplementären Young-Funktionen, die stetig für i = 1, 2
sind. Desweiteren erfüllen Φi für i = 1, 2 die ∆2-Bedingung.
(1) ρ(x, w) := epiix·wTx Mw ist eine projektive irreduzible, stark stetige und integrierba-
re Darstellung auf R2d.
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(2) Y = LΦ1Φ2 bezüglich der Young-Funktionen Φ1 und Φ2 ist ein BF-Raum. 
Beweis
(1) In Beispiel (2.2.18) haben wir bereits gesehen, dass die zur projektiven Darstellung
ρ(x, w) := epiix·wTx Mw gehörige unitäre Darstellung die Schrödinger-Darstellung
pi(x, w, e2piiτ) = e2piiτepiix·wTx Mw ist. In Lemma (2.1.9) wurde gezeigt, dass die
Schrödinger-Darstellung eine irreduzible, stark stetige und integrierbare Darstel-
lung ist. Mit Lemma (2.2.17) besitzt somit ρ auch diese Eigenschaften.
(2) Wir zeigen nun, dass Y = LΦ1Φ2 ein BF-Raum ist.
(i) Nach Satz (3.4.16) ist Y = LΦ1Φ2 ein Banachraum.
(ii) Die Solidität des Raumes wurde zuvor in Lemma (3.4.24) gezeigt, dabei gehen
die Voraussetzungen Ψi stetig, Φ2 ∈ ∆2 ein.
(iii) In Lemma (3.4.17) wurde gezeigt, dass ‖Tx‖[LΦ1Φ2 ] = 1 ist. Mit dem analogen
Beweis ergibt sich ‖Rx‖[LΦ1Φ2 ] = 1. Desweiteren ist R2d eine unimodulare
Gruppe, woraus sich
w(x) := max{‖Tx‖[LΦ1Φ2 ], ‖Tx−1‖[LΦ1Φ2 ], ‖Rx‖[LΦ1Φ2 ], ‖Rx−1‖[LΦ1Φ2 ]∆−1(x)} = 1
für alle x ∈ R2d ergibt.
(iv) Da die stetigen Young-Funktionen Φ1 und Φ2 global die ∆2-Bedingung er-
füllen, folgt die Faltungsrelation LΦ1Φ2 gilt: LΦ1Φ2 ∗ L1 ⊂ LΦ1Φ2 aus Korollar
(3.4.38).
(v) Es seien Φi stetige Young-Funktionen oder Φi(R) ⊂ R+ für i = 1, 2, dann
gibt es eine endliche offene Menge beispielsweise U := (0, 1)d × (0, 1)d, so
dass χU ∈ LΦ1Φ2(R2d) ist. 
Mit den Resultaten der Coorbit-Theorie aus Kapitel 2, insbesondere mit Satz (2.2.26),
ist der Coorbitraum zum Banachraum LΦ1Φ2 , genau der Modulationsraum MΦ1Φ2 . Es
ist daher
CoLΦ1Φ2 = { f ∈ S ′(Rd) : Vg f ∈ LΦ1Φ2}
für g ∈ S(Rd) \ {0} undΦ1,Φ2 stetige Young-Funktionen, die global die ∆2-Bedingung
erfüllen und deren zugehörigen komplementären Funktionen Ψ1,Ψ2 stetig sind.
Damit entspricht der Coorbitraum zum Orliczraum LΦ1Φ2 dem Orlicz-Modulationsraum
MΦ1Φ2 .
4.2.2 Eigenschaften
Die Zielsetzung des nachfolgenden Abschnitts liegt im Beweis der Vollständigkeit der
gemischten Orlicz-Modulationsräume. Zu Beginn werden wir nachweisen, dass die
Definition dieser Räume unabhängig vom Fenster g0 ist. Analog zum skalarwertigen
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Fall definieren wir den zu Vg adjungierten Operator V∗g und benutzen die Resultate
aus Abschnitt 3.4.4. Damit sind wir in der Lage zu zeigen, dass die gemischten Orlicz-
Modulationsräume Banachräume sind.
Abschließend weisen wir nach, dass ein kanonischer Isomorphismus zwischen dem
Dualraum zu MΦ1Φ2 und dem gemischten Modulationsraum zu den komplementären
Funktionen Ψ1,Ψ2 existiert, wenn Φ1,Φ2 die ∆2-Bedingung erfüllen.
Der folgende Satz gibt die Bedingungen für die Wohldefiniertheit des zu Vg adjun-
gierten Operators V∗g an:
(4.2.5) Lemma
Es seien γ, g0 ∈ S(Rd) \ {0} und Φi (stetige) Young-Funktionen, die global die ∆2-
Bedingung erfüllen. Weiter sei die komplementäre Funktion Ψi für i = 1, 2 stetig (in
Null), dann gilt:
(a) V∗γ bildet LΦ1Φ2(R2d) in MΦ1Φ2(Rd) ab. Verwendet man für die Definition von
MΦ1Φ2(Rd) das feste Fenster g0 ∈ S(Rd), so gilt für F ∈ LΦ1Φ2(R2d) die Abschät-
zung
‖V∗γ F‖MΦ1Φ2 6 ‖Vg0γ‖L1‖F‖LΦ1Φ2 .
(b) Ist insbesondere F = Vg0 f ∈ LΦ1Φ2(Rd) für f ∈ S ′(Rd), so gilt die Inversionsfor-
mel
f =
1
〈γ, g0〉
∫∫
R2d
Vg0 f (x, w)MwTxγ dx dw
in MΦ1Φ2(Rd) in dem folgendem Sinne, dass für alle ϕ ∈ S(Rd) gilt:
〈 f , ϕ〉 = 1〈γ, g0〉
∫∫
R2d
Vg0 f (x, w)〈MwTxγ, ϕ〉 dx dw
mit absoluter Konvergenz des Integrals. 
Beweis
(a) Wir zeigen zunächst, dass V∗γ F als temperierte Distribution wohldefiniert ist. Sei
dazu ϕ ∈ S(Rd) und F ∈ LΦ1Φ2(R2d). Mit der Hölder-Ungleichung folgt die Ab-
schätzung
∣∣〈V∗γ F, ϕ〉∣∣ = |〈F, Vγϕ〉| =
∣∣∣∣∣∣
∫∫
R2d
F(z)Vγϕ(z) dλ (z)
∣∣∣∣∣∣
(3.4.18)
6 2NΦ1Φ2(F)NΨ1Ψ2(Vγϕ)
6 2C‖F‖LΦ1Φ2‖Vγϕ‖LΨ1Ψ2 .
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Für γ, ϕ ∈ S(Rd) ist nach Satz (1.2.6) Vγϕ ∈ S(R2d). Da Ψ1,Ψ2 (in Null) stetige
Young-Funktionen sind, folgt mit Satz (3.4.39) Vγϕ ∈ S(R2d) ⊂ LΨ1Ψ2(R2d).
Weiter ergibt sich nach Lemma (3.4.39), dass
‖Vγ (ϕ)‖LΨ1Ψ2
(3.4.39)
6 C (‖Vγϕ‖L1∞ + ‖Vγϕ‖L∞Φ2 + ‖Vγϕ‖L11)
6 C

 ∫
Rd
∣∣∣∣∣∣∣supx∈Rd
∣∣∣∣∣∣∣Vγϕ(x, w)(1+ |x|+ |w|)s (1+ |x|+ |w|)−s︸ ︷︷ ︸6(1+|w|)−s
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ dw

+ sup
w∈Rd
‖Vγϕ(·, w)(1+ |·|+ |w|)s(1+ |·|+ |w|)−s‖Φ2
+
 ∫
Rd
 ∫
Rd
∣∣Vγϕ(x, w)(1+ |x|+ |w|)s(1+ |x|+ |w|)−s∣∣ dx
 dw

(3.2.49)
6 C˜
  ∫
Rd
∣∣∣∣∣supx∈Rd |Vγϕ(x, w)| (1+ |x|+ |w|)s(1+ |w|)−s
∣∣∣∣∣ dw

+ sup
w∈Rd
‖Vγϕ(·, w)(1+ |·|+ |w|)s (1+ |·|+ |w|)−s︸ ︷︷ ︸
6(1+|·|)−s
‖L1
+‖Vγϕ(·, w)(1+ |·|+ |w|)s (1+ |·|+ |w|)−s︸ ︷︷ ︸
6(1+|·|)−s
‖L∞

+
 ∫
Rd
 ∫
Rd
∣∣Vγϕ(x, w)(1+ |x|+ |w|)s(1+ |x|+ |w|)−s∣∣ dx
 dw

6 C˜
 sup
(x,w)∈R2d
|Vγϕ(x, w)| (1+ |x|+ |w|)s
 ∫
Rd
(1+ |w|)−s dw

125
4 Orlicz-Modulationsräume
+ sup
(x,w)∈R2d
|Vγϕ(x, w)| (1+ |x|+ |w|)s·‖(1+ |·|)−s‖L1 + ‖(1+ |·|)−s‖L∞︸ ︷︷ ︸
61

+ sup
(x,w)∈R2d
|Vγϕ(x, w)| (1+ |x|+ |w|)s
 ∫
Rd
∫
Rd
(1+ |x|+ |w|)−s dx dw

= C˜‖Vγϕ‖L∞vs
  ∫
Rd
(1+ |w|)−s dw

+ ‖(1+ |·|)−s‖L1 + 1
+
 ∫
Rd
∫
Rd
(1+ |x|+ |w|)−s dx dw

= C˜‖Vγϕ‖L∞vs
(‖(1+ |·|)−s‖L1 + ‖(1+ |·|)−s‖L1 + 1+ ‖(1+ |·|+ |·|)−s‖L11) .
Da nach Satz (1.2.7)
(
‖Vγ·‖L∞vs
)
s>0
eine zur Familie der kanonischen Seminormen
auf S(Rd) äquivalente Familie bildet und für ein genügend großes s die rechte
Seite der obigen Ungleichung endlich ist, definiert V∗g F ein stetiges lineares Funk-
tional auf S(Rd). Damit ist
V∗γ F =
∫
Rd
∫
Rd
F(x, w)MwTxγ dx dw
als temperierte Distribution wohldefiniert.
Ferner gilt mit Lemma (4.1.8) die Ungleichung∣∣(Vg0 (V∗γ F)) (u, v)∣∣ 6 (|F| ∗ ∣∣Vg0γ∣∣) (u, v) .
Da die Young-Funktionen Φ1 und Φ2 ∆2-regulär sind, ergibt sich mit Korollar
(3.4.38), dass
‖Vg0
(
V∗γ F
)‖LΦ1Φ2 6 C‖F‖LΦ1Φ2‖Vg0γ‖L1 . (4.7)
Für die Schwartz-Funktionen g0 und γ ist Vg0γ ∈ S(R2d) ⊂ L1(R2d). Damit ist die
rechte Seite von Ungleichung (4.7) endlich.
Sei g0 ∈ S(Rd) ein festes Fenster, dann gilt
‖V∗γ F‖MΦ1Φ2 = ‖Vg0
(
V∗γ F
)‖LΦ1Φ2 6 C‖F‖LΦ1Φ2‖Vg0γ‖L1 .
Daher ist V∗γ F ∈ MΦ1Φ2 . Ferner bildet V∗γ von LΦ1Φ2(R2d) in MΦ1Φ2(Rd) ab und die
Abbildung V∗γ : LΦ1Φ2 → MΦ1Φ2 ist stetig.
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(b) Ist speziell Vg0 f ∈ LΦ1Φ2(R2d), so folgt mit den in (a) gezeigten Eigenschaften für
〈γ, g0〉 6= 0, dass
f˜ =
1
〈γ, g0〉V
∗
γVg0 f ∈ MΦ1Φ2 .
Aus der Inversionsformel für S ′(Rd) (Satz (1.2.9) (b)) folgt dann f˜ = f . 
Damit können wir nun zeigen, dass die obige Definition unabhängig von der Wahl
der Fenster-Funktion ist.
(4.2.6) Satz
Es sei Φi für i = 1, 2 eine stetige Young-Funktion, die global die ∆2-Bedingung erfülle
und deren komplementäre Funktion stetig ist. Dann ist die Definition von MΦ1Φ2(Rd)
unabhängig vom Fenster g ∈ S(Rd) \ {0}. Außerdem ergeben verschiedene Fenster
äquivalente Normen. 
Beweis
(1) Wie bereits in Satz (2.2.12) aufgeführt, haben Feichtinger und Gröchenig gezeigt,
dass die Definition des Coorbitraumes unabhängig von der Wahl der Fensterfunk-
tion ist. Dies gilt auch für den Coorbitraum zum gemischten Orlicz-Raum LΦ1Φ2 ,
der die Voraussetzungen (4.2.4) erfüllt. Wir benötigen für die Young-Funktionen
Φi global die ∆2-Bedingung, um auch die Faltungsrelation in diesem Fall zu ge-
währleisten.
(2) Der Beweis von Lemma (4.2.5) (a) impliziert die Äquivalenz der Normen. Benutzt
man die Ungleichung (4.7), dann erhält man, dass
‖ f ‖MΦ1Φ2 = ‖Vg0 f ‖LΦ1Φ2 = ‖Vg0
(
V∗g Vg f
)
‖LΦ1Φ2
(4.7)
6 C‖Vg0 g‖L11‖Vg f ‖LΦ1Φ2 .
Durch das Vertauschen der Rollen von g und g0 erhalten wir, dass
‖Vg f ‖LΦ1Φ2 6 C‖Vgg0‖L11‖Vg0 f ‖LΦ1Φ2 = C‖Vgg0‖L1‖ f ‖MΦ1Φ2 .
Also gilt, dass
1
C‖Vgg0‖L1
‖Vg f ‖LΦ1Φ2 6 ‖ f ‖MΦ1Φ2 6 C‖Vg0 g‖L1‖Vg f ‖LΦ1Φ2 .
Damit ist f ∈ MΦ1Φ2 genau dann, wenn Vg f ∈ LΦ1Φ2 für alle g ∈ S(Rd) \ {0} gilt
und die Normen ‖Vg0 f ‖LΦ1Φ2 und ‖Vg f ‖LΦ1Φ2 sind äquivalent auf MΦ1Φ2 . 
Mit diesem Satz können wir zeigen, dass die Modulationsräume vollständig sind.
(4.2.7) Satz
Es seien Φi für i = 1, 2 stetige Young-Funktionen, die global die ∆2-Bedingung er-
füllen und deren komplementäre Funktionen Ψi stetig sind. Dann ist MΦ1Φ2(Rd) ein
Banachraum. 
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Beweis
(1) Die Vollständigkeit beliebiger Coorbiträume haben Feichtinger und Gröchenig be-
reits gezeigt, vergleiche Satz (2.2.12). Gemäß Lemma (4.2.4) sind die Voraussetzun-
gen für die Anwendbarkeit der Coorbit-Theorie gegeben. Demnach ist auch MΦ1Φ2
ein Banachraum.
(2) Wir zeigen mit Hilfe des Lemmas (4.2.5) die Vollständigkeit des Raumes MΦ1Φ2 .
Dazu sei V := {F ∈ LΦ1Φ2(R2d) : F = Vg f , f ∈ S ′} für g ∈ S(Rd) \ {0}. Dann
ist V per Definition ein Teilraum von LΦ1Φ2(R2d) der isometrisch isomorph zu
MΦ1Φ2(Rd) ist. Also ist MΦ1Φ2 = V∗g
(
LΦ1Φ2(R2d)
)
6 S ′(Rd) ein Unterraum. Es
verbleibt daher nur noch die Vollständigkeit von MΦ1Φ2 zu zeigen, beziehungs-
weise dass V ein abgeschlossener Teilraum von LΦ1Φ2(R2d) ist.
Sei dazu ( fn)n∈N eine Cauchy-Folge in M
Φ1Φ2(Rd). Dann ist
(
Vg fn
)
n∈N eine Cau-
chy-Folge in LΦ1Φ2(R2d) und es gibt, da LΦ1Φ2 ein Banachraum ist, eine Funktion
F ∈ LΦ1Φ2(R2d), so dass lim
n→∞‖Vg fn − F‖LΦ1Φ2 = 0 ist. Es gibt also eine Teilfolge
( fnk)k∈N, so dass
(
Vg fnk
)
k∈N punktweise fast überall gegen F konvergiert.
Um zu erkennen, dass F von der Form Vg f ist, definieren wir
f =
1
‖g‖22
V∗g F =
1
‖g‖22
∫∫
R2d
F(x, w)MwTxg dx dw.
Da die Young-Funktionen Φi global die ∆2-Bedingung erfüllen und deren komple-
mentäre Funktionen Ψi für i = 1, 2 stetig sind, bildet V∗g nach Lemma (4.2.6) (a)
von LΦ1Φ2(R2d) nach MΦ1Φ2(Rd) ab und es gilt die Normabschätzung:
‖V∗g H‖MΦ1Φ2 6 C‖Vgg‖L1‖H‖LΦ1Φ2 ∀H ∈ LΦ1Φ2(Rd).
Damit ist f ein Element von MΦ1Φ2(Rd) und für die Cauchy-Folge ( fn)n∈N mit
fn = ‖g‖−22 V∗g Vg fn gilt:
‖ f − fnk‖MΦ1Φ2 = ‖g‖−22 ‖V∗g F−V∗g Vg fnk‖MΦ1Φ2 = ‖g‖−22 ‖V∗g
(
F−Vg fnk
)‖MΦ1Φ2
6 C‖g‖−22 ‖Vgg‖L1‖F−Vg fnk‖LΦ1Φ2 6 C˜‖F−Vg fnk‖LΦ1Φ2 −→k→∞ 0.
Daher folgt
lim
k→∞
‖Vg f −Vg fnk‖LΦ1Φ2 = limk→∞‖Vg( f − fnk)‖LΦ1Φ2 = limk→∞‖ f − fnk‖MΦ1Φ2 = 0.
Weiter gibt es eine Teilfolge
(
fnkj
)
j∈N
, so dass
(
Vg fnkj
)
j∈N
punktweise fast überall
gegen Vg f konvergiert. Daher gilt Vg f = F fast überall und f ist der Grenzwert
der Cauchy-Folge ( fn)n∈N. Somit ist M
Φ1Φ2 vollständig. 
Ebenso wie die gemischten Lebesgue-Modulationsräume sind auch die gemischten
Orlicz-Modulationsräume invariant unter Zeit-Frequenz-Verschiebungen.
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(4.2.8) Satz
Es seien Φi für i = 1, 2 stetige Young-Funktionen, die global die ∆2-Bedingung erfüllen
und deren komplementäre Funktionen Ψi stetig sind. Dann ist MΦ1Φ2 invariant unter
Zeit-Frequenz-Verschiebungen und
‖Tx Mw f ‖MΦ1Φ2 = ‖ f ‖MΦ1Φ2 . 
Beweis
Die Invarianzeigenschaft folgt im Wesentlichen aus der Translationsinvarianz der Orlicz-
Norm aus Lemma (3.2.33). Speziell gilt wegen
∣∣Vg (Tx Mw f ) (u, v)∣∣ Lemma (1.2.2)= ∣∣Vg f (u− x, v− w)∣∣ = ∣∣∣T(x,w)Vg f (u, v)∣∣∣
die Identität
‖Tx Mw f ‖MΦ1Φ2 = ‖Vg0 (Tx Mw f )‖LΦ1Φ2 = ‖T(x,w)Vg0 f ‖LΦ1Φ2
= ‖Vg0 f ‖LΦ1Φ2 = ‖ f ‖MΦ1Φ2 . 
Im nachfolgenden Satz über den Dualraum des zugehörigen Orlicz-Modulationsraumes
geht explizit die ∆2-Bedingung für die Young-Funktion ein:
(4.2.9) Satz
Seien (Φ1,Ψ1) und (Φ2,Ψ2) Paare komplementärer stetiger Young-Funktionen, die
global die ∆2-Bedingung erfüllen. Dann gilt, dass
(
MΦ1Φ2(Rd)
)′ ∼= MΨ1Ψ2(Rd) unter
der Dualität
〈 f , h〉 =
∫∫
R2d
Vg0 f (z)Vg0 h(z) dz (4.8)
für f ∈ MΦ1Φ2(Rd) und h ∈ MΨ1Ψ2(Rd). 
Beweis
(1) In Satz (2.2.14) wurde bereits bewiesen, dass wenn der BF-Raum Y eine absolut
stetige Norm besitzt, der Dualraum des zugehörigen Coorbitraumes (CoY)′ der
Coorbitraum des Dualraumes Y′ ist. Besitzt LΦ1Φ2(R2d) eine absolut stetige Norm,
so folgt aus Lemma (2.2.21), dass auch LΦ1Φ2(Hr) eine absolut stetige Norm be-
sitzt. Nach Voraussetzung erfüllen Φi für i = 1, 2 die ∆2-Bedingung, nach Satz
(3.2.41) besitzen daher die zugehörigen Orlicz-Räume LΦ1(Rd) und LΦ2(Rd) ab-
solut stetige Normen. Mit Satz (3.4.29) hat demnach auch der Raum LΦ1Φ2 eine
absolut stetige Norm und es ergibt sich die Behauptung.
(2) Wenn wir zusätzlich voraussetzen, dass die komplementären Young-Funktionen
global die ∆2-Bedingung erfüllen, können wir auch hier mit funktionalanlytischen
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Methoden zeigen, dass der Dualraum
(
MΦ1Φ2(Rd)
)′ isometrisch isomorph zum
Raum MΨ1Ψ2(Rd) ist. Sei dazu h ∈ MΨ1Ψ2 , dann definiert
lh( f ) =
∫∫
R2d
Vg0 f (z)Vg0 h(z) dz
für f ∈ MΦ1Φ2 ein beschränktes lineares Funktional auf MΦ1Φ2 und die Abbildung
MΨ1Ψ2 → (MΨ1Ψ2)′, h 7→ lh ist beschränkt, da die Hölder-Ungleichung folgende
Abschätzung liefert:
|lh( f )| 6 2NΦ1Φ2(Vg0 f )NΨ1Ψ2(Vg0 h)
6 2‖Vg0 f ‖LΦ1Φ2‖Vg0 h‖LΨ1Ψ2 = 2‖ f ‖MΦ1Φ2‖h‖MΨ1Ψ2 .
Umgekehrt sei nun l ∈ (MΦ1Φ2)′. Da MΦ1Φ2 isometrisch isomorph zum abge-
schlossenen Teilraum V = {F ∈ LΦ1Φ2 : F = Vg0 f , f ∈ S ′(R2d)} von LΦ1Φ2 mit
g0 ∈ S(Rd) \ {0} ist, induziert l ein lineares Funktional l˜ auf V durch l( f ) =
l˜
(
Vg0 f
)
. Nach dem Satz von Hahn-Banach kann l˜ zu einem stetigen Funktional
auf LΦ1Φ2 fortgesetzt werden. Da (Φ1,Ψ1) und (Φ2,Ψ2) Paare komplementärer
Young-Funktionen sind, die global die ∆2-Bedingung erfüllen, gibt es nach Satz
(3.4.26) eine Funktion H ∈ LΨ1Ψ2(R2d), so dass für alle f ∈ MΦ1Φ2 gilt, dass
l˜
(
Vg0 f
)
=
∫
R2d
Vg0 f (z)H(z) dz.
Wir setzen
h := V∗g0 H =
∫∫
R2d
H(x, w)MwTxg0 dx dw.
Da die Funktionen Ψi für i = 1, 2 global die ∆2-Bedingung erfüllen und die Funk-
tionen Φi stetig sind, ist nach Lemma (4.2.6) h ∈ MΨ1Ψ2 und es gilt, dass
〈Vg0 f , Vg0
(
h
‖g0‖2L2
)
〉 = 〈 1‖g0‖2L2
V∗g0Vg0 f , h〉 = 〈 f , h〉
= 〈 f , V∗g0 H〉 = 〈Vg0 f , H〉 =
∫
R2d
Vg0 f (z)H(z) dz
= l˜(Vg0 f ) = l( f ).
Mit anderen Worten ist jedes lineare Funktional auf MΦ1Φ2 von der Form (4.8) und
es gilt, dass
(
MΦ1Φ2(Rd)
)′ ∼= MΨ1Ψ2(Rd). 
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(4.2.10) Bemerkung
(i) Da die Orlicz-Modulationsräume MΦ und MΦ1Φ2 nach den Sätzen (4.1.13) und
(4.2.8) invariant unter Zeit-Frequenz-Verschiebungen sind, ist die Feichtinger-
Algebra M1 in jedem MΦ und MΦ1Φ2 enthalten. Analog zum Beweis der Sät-
ze (4.1.11) und (4.2.6) lässt sich zeigen, dass statt Fenster der Schwartz-Klasse
S(Rd) auch Fensterfunktionen in M1(Rd) betrachtet werden können und die
Unabhängigkeit der Räume MΦ und MΦ1Φ2 vom Fenster weiter erhalten bleibt.
Die Einschränkung in dieser Arbeit nur Fensterfunktionen zu betrachten, die ein
schnelles Abklingverhalten aufweisen, liegt daran, dass diese Betrachtungsweise
für Anwendungen nützlich ist.
(ii) Die ∆2-Bedingung erleichtert die Übertragung der bekannten Duatitätsaussagen
für die klassischen Modulationsräume auf die Orlicz-Modulationsräume. In der
Arbeit [BGHO05] wurde aber bereits gezeigt, dass man auch für einen Orlicz-
Räum auf der die Orlicz-Norm nicht die ∆2-Bedingung erfüllt einen Charakteri-
sierung für den Dualraum angeben kann. Für M0, der Abschluß der Schwartz-
Klasse bezüglich der M∞-Norm, ergibt sich (M0)′ = M1. 
4.3 Atomare Zerlegung
Dieses Kapitel beschäftigt sich mit der atomaren Zerlegung in den Modulationsräu-
men MΦ und MΦ1Φ2 . Wir stellen hierfür jedes Element dieser Räume als Summe von
Atomen dar, welche einfache Funktionen sind. Diese Zerlegung ermöglicht es, ein bes-
seres Verständnis für die Eigenschaften der Modulationsräume zu entwickeln.
Die Theorie der atomaren Zerlegungen für Banachräume, die invariant unter der Wir-
kung einer integrierbaren Gruppendarstellung sind, wurde 1987 von Feichtinger und
Gröchenig in der Arbeit [FG89a] entwickelt. Wir werden diese Theorie im folgenden
Abschnitt auf Orlicz-Modulationsräume anwenden.
Wir beginnen mit einer Definition.
(4.3.1) Definition
Es seien Φ,Φ1 und Φ2 Young-Funktionen. Weiter seien I, J Indexmengen und U ⊂ R2d
eine Umgebung der Null, dann sind X = (xi)i∈I ⊂ R2d und Y = (yi,j)i∈I,j∈J ⊂ R2d
U-dichte und relativ separierte Familien gemäß der Definition (2.2.5) (a).
(a) Dann bezeichnet `Φ(X) den Folgenraum
`Φ(X) :=
{
Λ = (λi)i∈I ∈ CI : NΦ
(
∑
i∈I
|λi| χxi+U
)
< ∞
}
und
(b) `Φ1Φ2(Y) bezeichnet den Folgenraum
`Φ1Φ2(Y) :=
{
Λ = (λij)i∈I,j∈J ∈ CI×J : NΦ1Φ2
(
∑
i∈I,j∈J
∣∣λij∣∣ χyi,j+U
)
< ∞
}
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entsprechend der Definition (2.2.5) (b). 
(4.3.2) Bemerkung
Es sei I 6= ∅ eine Indexmenge und U ⊂ R2d eine Umgebung der Null.
(a) Dann gilt für eine U-dichte und relativ separierte Familie X = (xi)i∈I ⊂ R2d,
dass für Λ := (λi)i∈I ∈ `Φ(X) die Norm NΦ
(
∑
i∈I
|λi| χxi+U
)
äquivalent zur Norm
nΦ(Λ) = inf
{
γ > 0 :∑
i∈I
Φ
( |λi|
γ
)
6 1
}
ist. Dies ergibt sich in analoger Weise zu
Bemerkung (3.3.2).
(b) Entsprechend dazu kann mit Bemerkung (3.5.2) gezeigt werden, dass für eine U-
dichte und relativ separierte Familie Y = (yij)i∈I,j∈J ⊂ R2d und eine Folge
Λ := (λij)i∈I,j∈J ∈ `Φ1Φ2(Y) die Norm NΦ1Φ2
(
∑
i∈I,j∈J
∣∣λij∣∣ χyij+U
)
äquivalent zur
Norm nΦ1Φ2(Λ) = inf
{
γ > 0 :∑
i∈I
Φ1
( |nΦ2(λi·)|
γ
)
6 1
}
ist.
(c) Wir betrachten beispielsweise die Nullumgebung U :=
[− 12 ; 12)2d. Dann ist für
I = Z2d:
R2d =
⊎
i∈Z2d
i +
[
−1
2
;
1
2
)2d
.
Ebenso gilt für I = AZ2d mit A ∈ GL(2d,R), dass
R2d =
⊎
i∈AZ2d
i + A
[
−1
2
;
1
2
)2d
.

Wir haben in Kapitel 2 die notwendigen Vorarbeiten getätigt, so dass wir nun den
Satz über atomare Zerlegung für den Modulationsraum MΦ angeben können.
(4.3.3) Korollar
Es sei (Φ,Ψ) ein Paar (in Null) stetiger komplementärer Young-Funktionen. Dann gibt
es für jedes g ∈ S(Rd) \ {0} positive Konstanten C0, C1 (nur abhängig von g) und
eine Umgebung U der Null, so dass für eine beliebige U-dichte und relativ separierte
Familie X = (xi)i∈I ⊂ R2d gilt:
(i) Analyse: Es gibt einen beschränkten linearen Operator A : MΦ → `Φ(X). Folglich
gilt für Λ := (λi)i∈I := A( f ) die Ungleichung nΦ(Λ) 6 C0‖ f ‖MΦ , so dass jedes
f ∈ MΦ als f = ∑
i∈I
λiρ(xi)g dargestellt werden kann, wobei ρ die zur Schrödinger-
Darstellung gehörigen projektiven Darstellung ρ(x, v) = epiix·wTx Mv ist.
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(ii) Synthese: Ist umgekehrt X = (xi)i∈I relativ separiert, so definiert jedes Λ ∈ `Φ(X)
ein Element f = ∑
i∈I
λiρ(xi)g in MΦ mit ‖ f ‖MΦ 6 C1nΦ(Λ).
Wenn die Young-Funktion die ∆2-Bedingung bei Null erfüllt, ist die Konvergenz in
beiden Fällen unbedingt, da die endlichen Folgen dicht im diskreten Raum `Φ(X)
liegen. Ansonsten ist die Konvergenz im w∗-Sinne in S ′(Rd) zu verstehen. 
Beweis
Wir führen diesen Satz auf die entsprechende Aussage für Coorbiträume zurück. Wir
haben bereits gesehen, dass der Orlicz-Modulationsraum mit Bemerkung (4.1.5) dem
Coorbitraum zum BF-Raum Y = LΦ(R2d) entspricht (siehe Definition (4.2)). Die ein-
zige Voraussetzung ist die Stetigkeit (in Null) der Young-Funktion und ihrer komple-
mentären Funktion. Damit ist der Satz (2.2.28) direkt anwendbar und wir erhalten den
obigen Satz. Wenn die Young-Funktion die ∆2-Bedingung bei Null erfüllt, ist die Kon-
vergenz in beiden Fällen unbedingt, denn in diesem Fall liegen die endlichen Folgen
dicht im diskreten Raum nach Satz (3.3.16). 
Genauso ergibt sich die atomare Zerlegung für den gemischten Orlicz-Modulations-
raum.
(4.3.4) Korollar
Es sei (Φi,Ψi) für i = 1, 2 ein Paar stetiger komplementärer Young-Funktionen. Weiter
sei Φi ∆2-regulär. Für jedes g ∈ S(Rd) \ {0} gibt es positive Konstanten C0, C1 (nur
abhängig von g) und eine Umgebung U der Null, so dass für eine beliebige U-dichte
und relativ separierte Familie Y = (yi,j)i∈I,j∈J ⊂ R2d gilt:
(i) Analyse: Es gibt einen beschränkten linearen Operator A : MΦ1Φ2 → `Φ1Φ2(Y).
Folglich gilt für Λ :=(λij)i∈I,j∈J :=A( f ) die Ungleichung nΦ1Φ2(Λ) 6 C0‖ f ‖MΦ1Φ2 ,
so dass jedes f ∈ MΦ1Φ2 als f = ∑
i∈I,j∈J
λijρ(yij)g dargestellt werden kann, wobei
ρ(x, v) = epiix·wTx Mv die zur Schrödinger-Darstellung gehörigen projektiven Dar-
stellung ist.
(ii) Synthese: Ist umgekehrt Y = (yij)i∈I,j∈J relativ separiert, so definiert jedes
Λ∈`Φ1Φ2(Y) ein Element f = ∑
i∈I,j∈J
λijρ(yij)g in MΦ1Φ2 mit ‖ f ‖MΦ1Φ26C1nΦ1Φ2(Λ).
In beiden Fällen ist die Konvergenz unbedingt in der Norm von MΦ1Φ2 . 
Beweis
Die Voraussetzungen für die Anwendung des Satzes (2.2.28) haben wir bereits in
Lemma (4.2.4) überprüft, wobei die Gewichtsfunktion w = 1 gewählt wurde. Wir
haben vorausgesetzt, dass die Young-Funktionen stetig sind und die ∆2-Bedingung
global erfüllen, um die Faltungsrelation LΦ1Φ2 ∗ L11 ⊂ LΦ1Φ2 zu gewährleisten. Da die
Young-Funktionen die ∆2-Bedingung erfüllen (sogar global), liegen die endlichen Fol-
gen dicht im Folgenraum nach Korollar (3.5.7) und die Konvergenz ist unbedingt in
der Norm von MΦ1Φ2 . 
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(4.3.5) Bemerkung
Eine andere Herangehensweise wird durch die Theorie der lokalisierten Frames gege-
ben. Für die klassischen Modulationsräume ergeben sich aus den Resultaten in [Grö04]
und [FG05], dass wir eine Darstellung von f ∈ Mp als f = ∑
(n,m)∈Z2d
cnm MmTng für
c ∈ lp(Z2d) erhalten, wenn das Fenster g ∈ M1 liegt und {MwTxg : (x, w) ∈ Zd ×Zd}
ein Frame für L2(Rd) ist. Mit Hilfe der hier gezeigten Eigenschaften der Orlicz-Räume
sollte es möglich sein entsprechende Resultate auch für Orlicz-Modulationsräume zu
erziehlen. 
4.4 Wilson-Basen
Im folgenden Abschnitt werden wir Bedingungen an die Young-Funktion angeben,
unter denen die orthonormalen Wilson-Basen unbedingte Basen für den zugehörigen
Orlicz-Modulationsraum sind. Wir beschränken uns dabei auf die Dimension d = 1.
Wilson-Basen sind Basen, die aus dem Produkt von trigonometrischen Funktionen
und der Verschiebung einer Fenster-Funktion gebildet werden. Dieser spezielle Typ
von Basen wurde erstmals 1991 von I. Daubechies, Jaffard und Journé konstruiert. Im
Jahre 1992 haben Feichtinger, Gröchenig und Walnut die in diesem Abschnitt behan-
delte Frage in der Arbeit [FGW92] für Modulationsräume über R und sogar für Coor-
biträume zu Banachräumen behandelt. Im Hauptresultat wurde gezeigt, dass die or-
thonormalen Wilson-Basen unbedingte Basen für den zugehörigen Coorbitraum CoY
bilden. Vorausgesetzt wurde dabei, dass der Banachraum Y solide und invariant un-
ter Translationen ist, die Faltungsrelation Y ∗ L1w ⊂ Y für eine Gewichtsfunktion w
gilt und zusätzlich die beschränkten Funktionen mit kompaktem Träger dicht in Y
liegen. Wir werden daher Bedingungen an die Young-Funktion angeben, unter de-
nen der zugehörige Orlicz-Raum diese Voraussetzungen erfüllt. Dabei spielt die ∆2-
Bedingung erneut eine wichtige Rolle. In der Tat haben wir bereits gezeigt, dass die
beschränkten Funktionen mit kompaktem Träger genau dann dicht im Orlicz-Raum
liegen, wenn die Young-Funktion die ∆2-Bedingung erfüllt. Mit diesem Resultat fol-
gern wir, dass die orthonormalen Wilson-Basen unbedingte Basen für den zugehörigen
Orlicz-Modulationsraum sind. Jedes Element f des Modulationsraumes besitzt damit
eine eindeutige Reihendarstellung
f = ∑
(l,n)∈N×Z
clnψln,
wobei (ψln)l∈N,n∈Z eine Wilson-Basis ist.
Zunächst geben wir die Definition einer Wilson-Basis an.
(4.4.1) Definition ([FGW92] Definition 1)
Eine einfache Wilson-Basis (ψln)l∈N,n∈Z von exponentiellem Abklingverhalten konstru-
iert man, indem man zu einer reell-wertigen Funktion ψ, für die für geeignete a, b > 0
|ψ(x)| 6 Ce−a|x|
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und ∣∣ψˆ(t)∣∣ 6 Ce−b|t|
gilt und (ψln)l∈N,n∈Z definiert durch
ψ0n(x) = ψ(x− n)
ψln(x) =
√
2ψ
(
x− n
2
)
cos(2pilx) falls l 6= 0, l + n ∈ 2Z
ψln(x) =
√
2ψ
(
x− n
2
)
sin(2pilx) falls l 6= 0, l + n ∈ 2Z+ 1,
so dass (ψln)l∈N,n∈Z, eine orthonormale Basis für L2(R) bildet. 
Es ist jedoch nötig den Begriff der unbedingten Basis zu erklären.
(4.4.2) Definition ([FGW92] Definition 2)
Eine unbedingte Basis eines Banachraumes (B, ‖·‖B) ist eine Menge {ei, i ∈ I} von Vek-
toren in B, so dass
(i) die endlichen Linearkombinationen der ei dicht in B liegen und
(ii) es eine Konstante C > 0 gibt, so dass für jede endliche Teilmenge F ⊂ I und jede
Folge λ = (λi)i∈I ∈ l∞(I) sowie alle endlichen Folgen (ci)i∈I gilt, dass
‖∑
i∈F
ciλiei‖B 6 C(‖λ‖∞)‖∑
i∈F
ciei‖B.

An dieser Stelle geben wir den Satz an in dem Feichtinger, Gröchenig und Wal-
nut gezeigt haben, dass die orthonormalen Wilson-Basen unbedingte Basen für den
zugehörigen Coorbitraum CoY sind.
(4.4.3) Satz ([FGW92] Theorem 4)
Es sei Y ein BF-Raum auf R2, der insbesondere die Bedingungen (i), (ii) und (iv)
aus Definition (2.2.2) erfüllt und die beschränkten Funktionen mit kompaktem Träger
seien dicht in Y. Dann sind die orthonormalen Wilson-Basen unbedingte Basen für
CoY. Jedes Element f ∈ CoY hat eine eindeutige Entwicklung
f = ∑
l∈N,n∈Z
clnψln,
wobei c := (cln)l∈N,n∈Z = 〈 f ,ψln〉l∈N,n∈Z ∈ Yd und
Yd =
{
c = (cln)l∈N,n∈Z : ‖c‖Yd =
∥∥∥∥∥ ∑l∈N,n∈Z |cln| χ(l,n)+[0,1)2
∥∥∥∥∥
Y
< ∞
}
der zu Y gehörige Folgenraum (siehe Definition (2.2.6)) ist. Weiter sind die Normen
‖c‖Yd und ‖ f ‖CoY äquivalente Normen auf CoY. Ferner sind die Räume CoY und Yd
isomorphe Banachräume. 
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(4.4.4) Bemerkung
Es bezeichne 〈·, ·〉 hier wiederum die duale Paarung eines Elements aus S(R) und
eines Elements aus seinem Dualraum S ′(R) als Erweiterung des inneren Produkts auf
L2(R) und damit linear im ersten und konjugiert linear im zweiten Faktor. 
Mit diesen Voraussetzungen können wir den Hauptsatz der Arbeit von Feichtinger,
Gröchenig und Walnut auf die Orlicz-Modulationsräume anwenden.
(4.4.5) Satz
Sei Φ eine ∆2-reguläre stetige Young-Funktion. Dann erfüllt der Raum LΦ(R2) die
Bedingungen (ii) und (iv) aus Definition (2.2.2) und die beschränkten Funktionen mit
kompaktem Träger liegen dicht in LΦ(R2). Dann sind die orthonormalen Wilson-Basen
unbedingte Basen für MΦ. Jedes Element f ∈ MΦ hat eine eindeutige Entwicklung
f = ∑
l∈N,n∈Z
clnψln
mit unbedingter Konvergenz in der Norm von MΦ. Die Folge c die gegeben ist durch
c := (cln)l∈N,n∈Z = (〈 f ,ψln〉)l∈N,n∈Z liegt in `Φ. Weiter sind die Normen ‖c‖`Φ und
‖ f ‖MΦ äquivalente Normen auf MΦ. Ferner sind die Räume MΦ und `Φ isomorphe
Banachräume. 
Beweis
In Lemma (3.2.34) wurde gezeigt, dass die Funktionen f im Banachraum LΦ(R2) lokal
integrierbare Funktionen auf R2 sind und die Bedingung (ii) aus Definition (2.2.2)
erfüllen. Die Bedingung (iv) aus Definition (2.2.2) gilt aufgrund von Satz (3.2.52). Da
vorausgesetzt wurde, dass Φ die ∆2-Bedingung erfüllt, liegen nach Lemma (3.2.56) die
beschränkten Funktionen mit kompaktem Träger dicht in LΦ. Die Behauptung ergibt
sich mit den Definitionen (4.2) und (4.3.1) sowie Bemerkung (3.3.2) aus Satz (4.4.3). 
4.5 Einbettungen
Ziel dieses Abschnitts ist es, Einbettungen zwischen Orlicz-Modulationsräumen und
anderen Räumen, insbesondere Lebesgue- und Fourier-Lebesgue-Räumen zu bewei-
sen. Zu Beginn führen wir die Inklusion zwischen zwei Modulationsräumen auf eine
Charakterisierung der vorkommenden Young-Funktionen zurück. Dabei benutzen wir
ein Resultat aus der Coorbit-Theorie, das die Äquivalenz der Inklusion von Coorbit-
räumen und den entsprechenden diskreten Räumen zeigt.
Da wir in dieser Arbeit bemüht sind Resultate ohne gruppentheoretische Hilfsmittel
zu zeigen, gehen wir auf einige Einbettungen ein, die man mit Hilfe von elementaren
Methoden zeigen kann. Im Zusammenhang mit Modulationsräumen haben Galperin
und Gröchenig in [GG02] gezeigt, dass eine Klasse von Unschärferelationen aus Ein-
bettungen von Fourier-Lebesgue-Räumen in klassische Modulationsräume abgeleitet
werden kann. Im Abschnitt 4.5.1 wollen wir Inklusionen beziehungsweise Einbettun-
gen von klassischen Modulationsräumen in spezielle Orlicz-Modulationsräume zei-
gen. Es stellt sich jedoch die Frage, ob aus diesen Einbettungsbeziehungen, ähnlich
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wie bei Galperin und Gröchenig, auch Unschärferelationen abgeleitet werden können.
Insbesondere interessieren wir uns für Ungleichungen der Form
‖ f ‖MΦ1,Φ2 6 C(‖ f ‖Lpa + ‖ fˆ ‖Lqb).
Zunächst benutzen wir das folgende Resultat für Coorbiträume von Feichtinger und
Gröchenig aus der Arbeit [FG89b]:
(4.5.1) Satz ([FG89b] Theorem 8.4, Theorem 9.4)
Seien Y, Z BF-Räume, dann gilt für die Coorbiträume die Inklusion CoY ⊂ CoZ genau
dann, wenn für die zugehörigen diskreten Räume Yd ⊂ Zd gilt. Desweiteren ist die
Inklusionsabbildung J : CoY ↪→ CoZ zwischen Coorbiträumen automatisch stetig. Das
gleiche gilt für die Inklusionsabbildung Jd : Yd ↪→ Zd. 
(4.5.2) Bemerkung
Wir können hier Yd ⊂ Zd schreiben, denn nach Lemma (3.5) (c) in [FG89a] gilt für
zwei U-dichte, relativ separierte Familien X und X′ die Inklusion Yd(X) ⊂ Zd(X)
genau dann, wenn Yd(X′) ⊂ Zd(X′) gilt. 
Diesen Satz können wir auf Orlicz-Räume anwenden und mit einem vorherigen
Inklusionsresultat der diskreten Orlicz-Räume der Abschnitte 3.3.3 und 3.5.3 auf einen
Vergleich von Young-Funktionen zurückführen. Dabei gelte für die Young-Funktionen
Φi und Φ˜i mit i = 1, 2, dass Φi(x) = 0 genau dann, wenn x = 0 gilt beziehungsweise
Φ˜i(x) = 0 genau dann, wenn x = 0.
(4.5.3) Satz
(a) Es sei (Φi,Ψi) für i = 1, 2 ein Paar (in Null) stetiger komplementärer Young-
Funktionen. Weiter seien `Φ1 und `Φ2 die dazugehörigen diskreten Orlicz-Räume.
Es gilt MΦ1 ↪→ MΦ2 genau dann, wenn es C > 0, k > 0 und t0 > 0 gibt, so dass
Φ2(t) 6 CΦ1(kt) für alle 0 6 t 6 t0 gilt.
(b) Es seien (Φ1,Ψ1), (Φ2,Ψ2), (Φ˜1, Ψ˜1), (Φ˜2, Ψ˜2) Paare stetiger komplementärer Young-
Funktionen. Dazu erfüllen die Young-Funktionen die ∆2-Bedingung. Weiter seien
`Φ1Φ˜1 und `Φ2Φ˜2 die dazugehörigen diskreten Orlicz-Räume. Es gilt für die Mo-
dulationsräume MΦ1Φ˜1 ↪→ MΦ2Φ˜2 genau dann, wenn es Konstanten C1, C2 > 0,
K1, K2 > 0 und t1, t2 > 0 gibt, so dass Φ2(t) 6 C1Φ1(K1t) für alle 0 6 t 6 t1 und
Φ˜2(t) 6 C2Φ˜1(K2t) für alle 0 6 t 6 t2 gilt. 
Beweis
(a) Mit Satz (4.5.1) und den Voraussetzungen (4.1.5) ergibt sich MΦ1 ↪→ MΦ2 genau
dann, wenn `Φ1 ↪→ `Φ2 gilt. Nach Satz (3.3.12) ist die letzte Inklusion genau dann
gegeben, wenn es C > 0, k > 0 und t0 > 0 gibt, so dass Φ2(t) 6 CΦ1(kt) für alle
0 6 t 6 t0 gilt.
(b) Wir benutzen das Resultat aus Satz (4.5.1) unter Verwendung der gezeigten Vor-
aussetzungen (4.2.4) und können damit die Äquivalenz der Inklusion der Mo-
dulationsräume und der entsprechenden diskreten Räumen folgern. Mit Korollar
(3.5.11) ergeben sich somit die Bedingungen an die Young-Funktionen. 
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Wir wollen nun mit elementaren Methoden einige Einbettungen der obigen Art
zeigen. Das nachfolgende einfache Lemma wird sich als hilfreich im Beweis von Satz
(4.5.6) erweisen:
(4.5.4) Lemma
Es seien Φ1 und Φ2 Young-Funktionen und es gelte die Ungleichung Φ1(x) 6 CΦ2(x)
für alle 0 6 x 6 x0, dann gilt die folgende stetige Einbettung:
LΦ2(Rd) ∩ L∞(Rd) ⊂ LΦ1(Rd). 
Beweis
Es sei f ∈ LΦ2(Rd) ∩ L∞(Rd) \ {0} und | f |
M:=max{ 1x0 ‖ f ‖∞,(C+1)NΦ2 ( f )}
6 x0.
Dann folgt, dass ∫
Rd
Φ1
( | f |
M
)
dλ d 6
∫
Rd
CΦ2
( | f |
M
)
dλ d
Satz (3.2.16)
6 1.
Daher ergibt sich NΦ1( f ) 6 1x0 ‖ f ‖∞ + (C + 1)NΦ2( f ) < ∞, also f ∈ LΦ1( λ d). 
(4.5.5) Lemma
Es sei (Φ,Ψ) ein Paar komplementärer Young-Funktionen und Ψ sei stetig in Null.
Für g ∈ S(Rd) und f ∈ S ′(Rd) mit Vg f ∈ LΦ(R2d) ist bereits Vg f ∈ L∞(R2d) mit
‖Vg f ‖L∞ 6 C‖Vg f ‖LΦ , wobei C = C(g) ist. 
Beweis
Für g ∈ S(Rd) gilt Vgg ∈ S(R2d). Da Ψ (in Null) stetig ist, folgt mit Satz (3.2.49) die
Einbettung S(R2d) ⊂ LΨ(R2d).
Also ist Vgg ∈ LΨ(R2d). Nun folgt mit der Hölder-Ungleichung und der Setzung
Vgg+(x) = Vgg(−x):
∣∣Vg f (x, w)∣∣ (4.1.8)6 1‖g‖22
∣∣(Vg f ∗Vgg) (x, w)∣∣ = ∣∣∣〈Vg f , L(x,w)Vgg+〉∣∣∣
Hölder-
6
Ungl.
1
‖g‖2 ‖Vg f ‖LΦ‖L(x,w)Vgg
+‖LΨ
(3.2.33)
=
1
‖g‖2 ‖Vg f ‖LΦ‖Vgg‖LΨ .
Die rechte Seite ist endlich, da Vg f ∈ LΦ(R2d) und Vgg ∈ LΨ(R2d) ist. Also folgt
‖Vg f ‖∞ < ∞, somit ist Vg f ∈ L∞(R2d). 
(4.5.6) Satz
Es seien (Φ1,Ψ1) und (Φ2,Ψ2) Paare komplementärer stetiger Young-Funktionen und
es gebe ein C > 0 sowie ein x0 ∈ R, so dass Φ1(x) 6 CΦ2(x) für alle 0 6 x 6 x0 gilt.
Dann gilt, dass MΦ2(Rd) ↪→ MΦ1(Rd). 
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Beweis
Aus der Voraussetzung, dass
Φ1(x) 6 CΦ2(x) für alle 0 6 x 6 x0
folgt mit Lemma (4.5.4) die stetige Einbettung
LΦ2(Rd) ∩ L∞(Rd) ⊂ LΦ1(Rd).
Weiter ergibt sich aus der selben Voraussetzung mit Lemma (4.5.5), dass Vg f ∈ L∞(R2d)
mit ‖Vg f ‖L∞ 6 C‖Vg f ‖LΦ2 .
Daher folgt, dass
‖ f ‖MΦ1 = ‖Vg f ‖LΦ1 6 C˜
(‖Vg f ‖LΦ2 + ‖Vg f ‖L∞)
6 C˜(1+ C)‖Vg f ‖LΦ2 = C˜(1+ C)‖ f ‖MΦ2 .
Somit ist die Behauptung bewiesen. 
4.5.1 Inklusionen
In diesem Abschnitt werden wir Inklusionsbeziehungen zwischen Modulationsräu-
men beweisen. Dabei werden wir den Modulationsraum Ml
p ln(l+1) zur Young-Funktion
Φ(x) = |x|p ln(|x|+ 1) für p > 1 betrachten.
Insbesondere werden wir ausnutzen, dass die Kurzzeit-Fouriertranformierte einer Dis-
tribution und einem in der Schwartz-Klasse enthalten Fenster polynomial beschränkt
ist, was wir im Abschnitt 1 über die Kurzzeit-Fouriertransformierten angegeben ha-
ben.
In dieser Arbeit beschränken wir uns auf Fenster-Funktionen die der Schwartz-Klasse
angehören und betrachten die Kurzzeit-Fouriertransformierte einer temperierten Dis-
tribution. Damit stellt die Voraussetzung, dass es Konstanten C > 0, N > 0 gibt, so
dass ∣∣Vg f (x, w)∣∣ 6 C(1+ |x|+ |w|)N für alle x, w ∈ Rd
gilt, keine Restriktion dar (vergleiche Satz (1.2.6)).
Nachfolgend beweisen wir Inklusionen des Modulationsraumes Ml
p ln(l+1) in gemischt-
gewichtete Modulationsräume Mr,sα,β. Dies dient zur Vorbereitung für den nächsten Ab-
schnitt 4.5.2, in dem wir mittels der Resultate aus der Arbeit [GG02] von Galperin und
Gröchenig Einbettungen der Form Lta ∩ FLqb ↪→ Mr,sα,β ⊂ Ml
p ln l (unter geeigneten Vor-
aussetzungen an die vorkommenden Parameter) angeben.
Wir benutzen in diesem Abschnitt die in den Definitionen (3.2.7), (3.4.2) und (4.1.1)
gegebenen Bezeichnungen sowie die Folgende:
(4.5.7) Bemerkung
Die Funktion Φ(x) = |x|p ln(1+ |x|) für 1 6 p < ∞ ist in der Tat eine Young-Funktion,
denn sie ist symmetrisch, es gilt Φ(0) = 0 und lim
x→∞ |x|
p ln(1+ |x|) = +∞. Desweiteren
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ist die Funktion konvex als Komposition der konvexen Funktion f : R→ R+, x 7→ |x|
und der monoton steigenden und konvexen Funktion g : R+ → R, x 7→ xp ln(x + 1).
Die Monotonie dieser Funktion lässt sich nachrechnen:
Aus 0 6 x 6 y folgt xp 6 yp sowie ln(1+ x) 6 ln(1+ y).
Daher ergibt sich wegen ln(1+ x) > 0, dass xp ln(1+ x) 6 yp ln(1+ x) 6 yp ln(1+ y).
Die zweite Ableitung der Funktion g ist
g′′(x) = xp−2
(
p(p− 1) ln(1+ x) + x
(1+ x)2
((2p− 1)x + 2p)
)
.
Die rechte Seite ist nicht-negativ für x > 0, p > 1 und die Funktion g ist somit konvex.
Zunächst gehen wir auf eine Einbettung in den Modulationsraum Ml ln(l+1) ein,
welcher der Modulationsraum zur Young-Funktion Φ(x) = |x| ln(|x| + 1) ist. Auch
hier können wir zwei Beweismöglichkeiten angeben.
(4.5.8) Korollar
Es gilt FL2(Rd) ↪→ Ml ln(l+1)(Rd). 
Beweis
(1) Aus der Abschätzung:
ex =
∞
∑
n=0
xn
n!
> x
0
0!
+
x1
1!
= x + 1 ∀x > 0
ergibt sich die Ungleichung
ln(|x|+ 1) 6 |x| ∀x ∈ R. (4.9)
Daraus folgt bereits |x| ln(|x|+ 1) 6 |x|2 für alle x ∈ R. Mit Satz (4.5.3) erhalten
wir die Einbettung MΦ1(Rd) ↪→ MΦ2(Rd), wobei die Funktionen Φ1(x) = |x|2
und Φ2(x) = |x| ln(|x|+ 1) für x ∈ R. Damit ergibt sich M2(Rd) ↪→ Ml ln(l+1)(Rd).
Nach [Grö01] Proposition 11.3.1. ist aber FL2 = M2, woraus die Behauptung folgt.
(2) Diese Einbettung können wir auf direktem Wege durch Normabschätzungen zei-
gen. Dazu benötigen wir die Ungleichung (4.9) und die Isometrie der Kurzzeit-
Fouriertransformierten aus Korollar 1.2.4. Es gilt für f ∈ L2(Rd) \ {0} und g ∈
S(Rd) \ {0} damit
∫∫
R2d
∣∣Vg f (x, w)∣∣
‖ fˆ ‖L2 · ‖gˆ‖L2
ln
(
1+
∣∣Vg f (x, w)∣∣
‖ fˆ ‖L2 · ‖gˆ‖L2
)
dx dw
(4.9)
6
∫∫
R2d
( ∣∣Vg f (x, w)∣∣
‖ fˆ ‖L2 · ‖gˆ‖L2
)2
dx dw
(1.2.4)
6 1.
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Damit folgt
Nl ln(l)
(
Vg f
)
6 ‖ fˆ ‖L2‖gˆ‖L2 .
Somit ist FL2 stetig eingebettet in Ml ln(l+1). 
Für den nächsten Beweis nutzen wir die polynomiale Beschränkheit der Kurzzeit-
Fouriertranformierten und eine Abschätzung des Logarithmus aus. Dabei ist Mp,p1
p ,
1
p
,
der Modulationsraum zur Gewichtsfunktion m(x, w) = (1+ |x|) 1p (1+ |w|) 1p siehe auch
Definition (4.1.1).
(4.5.9) Satz
Es seien 1 6 p < ∞, dann gilt
Mp,p1
p ,
1
p
⊂ Mlp ln(l+1). 
Beweis
Für f ∈ Mp,p1
p ,
1
p
⊂ S ′(Rd) existiert nach Satz (1.2.6) ein C > 0 und N ∈ N mit∣∣(Vg f )(x, w)∣∣ 6 C(1 + |x| + |w|)N . Mit der Ungleichung ln(1 + |x|) 6 |x| für alle
x ∈ Rd sowie mit (1 + |x| + |w|) 6 (1 + |x|)(1 + |w|) erhalten wir mit C > 1 die
folgenden Abschätzungen:∫∫
R2d
∣∣Vg f (x, w)∣∣p ln(1+ ∣∣Vg f (x, w)∣∣) dx dw
6
∫∫ ∣∣Vg f (x, w)∣∣p ln(1+ C(1+ |x|+ |w|)N) dx dw
6
∫∫ ∣∣Vg f (x, w)∣∣p ln((1+ C)(1+ |x|+ |w|)N) dx dw
6
∫∫ ∣∣Vg f (x, w)∣∣p ln((1+ C)(1+ |x|+ |w|))N dx dw
=
∫∫ ∣∣Vg f (x, w)∣∣p N ln((1+ C)(1+ |x|+ |w|)) dx dw
6
∫∫ ∣∣Vg f (x, w)∣∣p N ln(2C(1+ |x|+ |w|) + 1) dx dw
6
∫∫ ∣∣Vg f (x, w)∣∣p N(2C(1+ |x|+ |w|) + 1) dx dw
6 2CN
∫
Rd
∫
Rd
∣∣Vg f (x, w)∣∣p (1+ |x|) 1p p dx
 1p p (1+ |w|) 1p p dw

1
p p
= 2CN‖Vg f ‖pLp,p1
p ,
1
p
< ∞.
Damit ergibt sich, dass
Mp,p1
p ,
1
p
⊂ Mlp ln(l+1).

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Mit der Ungleichung aus Lemma (4.1.8) können wir die Einbettung des Modula-
tionsraumes Mp,p0,0 zur Gewichtsfunktion m(x, w) = (1 + |x|)0(1 + |w|)0 = 1 für alle
x, w ∈ Rd in den Orlicz-Modulationsraum Mlp ln(l+1) zeigen:
(4.5.10) Satz
Es sei 1 6 p < ∞, dann gilt
Mp,p0,0 ↪→ Ml
p ln(l+1). 
Beweis
Es sei f ∈ Mp,p0,0 und ‖ f ‖Mp,p0,0 6 min
{
1,
‖g‖2
L2
‖Vgg‖Lp′
, 1
(ln(2))1/p
}
. Mit Hilfe des Satzes (4.1.8)
und der Hölder-Ungleichung mit 1p +
1
p′ = 1 sowie V
+
g g(x) = Vgg(−x) gilt, dass∣∣(Vg f )(x, w)∣∣ 6 1|〈g, g〉| (∣∣Vg f ∣∣ ∗ ∣∣Vgg∣∣) (x, w) = 1‖g‖2L2 〈
∣∣Vg f ∣∣ , L(x,w)V+g g〉
6 1‖g‖2L2
∥∥Vg f∥∥Lp ∥∥∥L(x,w)V+g g∥∥∥Lp′ =
∥∥Vgg∥∥Lp′
‖g‖2L2︸ ︷︷ ︸
=:C(g)
‖Vg f ‖Lp
= C(g)‖ f ‖Mp,p0,0 6 1.
Für die Young-Funktion Φ(x) = |x|p ln(1+ |x|) erhalten wir daher∫
R2d
Φ
(∣∣Vg f (x, w)∣∣) dx dw = ∫
R2d
∣∣Vg f (x, w)∣∣p ln (1+ ∣∣Vg f (x, w)∣∣) dx dw
6
∫
R2d
∣∣Vg f (x, w)∣∣p ln(1+ C(g)‖ f ‖Mp,p0,0 ) dx dw
6
∫
R2d
∣∣Vg f (x, w)∣∣p ln (1+ 1) dx dw
6 ln(2)‖ f ‖p
Mp,p0,0
6 ln(2)
(
1
(ln(2))1/p
)p
6 1.
Damit folgt ‖ f ‖Mlp ln(1+p) 6 1, also
Mp,p0,0 ↪→ Ml
p ln(1+p). 
(4.5.11) Bemerkung
Da Mp,p1
p ,
1
p
↪→ Mp,p0,0 gilt, folgt sogar
Mp,p1
p ,
1
p
↪→ Mp,p0,0 ↪→ Ml
p ln(1+p). 
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4.5.2 Einbettungen
Wir werden mit Hilfe der Einbettungsaussagen die Galperin und Gröchenig in [GG02]
gezeigt haben sowie der Inklusionen des letzten Abschnitts, Einbettungsaussagen der
Form Lta ∩ FLqb ↪→ Mr,sα,β ⊂ Ml
p ln(l+1) ableiten. Dazu müssen wir jedoch Bedingungen
an die vorkommenden Parameter angeben, die sich aus [GG02] ergeben.
In diesem Teilabschnitt verwenden wir nur submultiplikative Gewichtsfunktionen
m der Form m(x, w) = (1 + |x|)a(1 + |w|)b für alle (x, w) ∈ R2d. Wir benutzen daher
die Bezeichnung Lta für den Raum Ltma zur Gewichtsfunktion ma(x) = (1 + |x|)a für
x ∈ Rd, a > 0 und FLqb für den Raum FLqmb zur Gewichtsfunktion mb(w) = (1+ |w|)b
für w ∈ Rd, b > 0. Desweiteren gebrauchen wir den Modulationsraum Mr,sα,β zur Ge-
wichtsfunktion m(x, w) = (1 + |x|)α(1 + |w|)β für alle (x, w) ∈ R2d wie in Definition
(4.1.1).
Doch zunächst zur Einbettungsaussage von Galperin und Gröchenig.
(4.5.12) Satz ([GG02] Theorem 3.3)
Es seien α, β > 0, 0 < r, s 6 2, 1 6 t, q 6 ∞ und r 6 t 6 ∞, s 6 q 6 ∞. Weiter sei(
a− α
d
+
1
t
− 1
r
)(
b− β
d
+
1
q
− 1
s
)
> max
{(
α
d
+
1
r
+
1
q
− 1
)
,
(
α
d
+
1
r
− 1
2
)}
·max
{(
β
d
+
1
s
+
1
t
− 1
)
,
(
β
d
+
1
s
− 1
2
)}
erfüllt, wobei alle Faktoren nicht-negativ sind. Dann ist Lta ∩ FLqb stetig eingebettet in
Mr,sα,β. 
Mit Hilfe des Satzes des abgeschlossenen Graphen können wir sogar die Stetigkeit
der Inklusionen, die wir im letzten Abschnitt 4.5.1 gezeigt haben, folgern:
(4.5.13) Satz
Es seien t, q, p > 1 und a, b > 0 sowie
Lta ∩ FLqb ⊂ Ml
p ln(l+1),
dann ist die Inklusionsabbildung von Lta ∩ FLqb in Ml
p ln(l+1) stetig. 
Beweis
Da sowohl (Lta ∩FLqb, ‖·‖Lta∩FLqb) mit ‖·‖Lta∩FLqb = max{‖·‖Lta , ‖·ˆ‖Lqb} als auch der Raum
(Ml
p ln(l+1), ‖·‖Mlp ln(l+1)) ein Banachraum für beliebige Parameter t, q, p > 1 und a, b > 0
ist, werden wir die Abgeschlossenheit der Inklusionsabbildung zeigen, um mit Hilfe
des Satzes des abgeschlossenen Graphen die Stetigkeit dieser Abbildung zu folgern.
Sei (Fn)n∈N ⊂ Lta ∩ FLqb derart, dass Fn gegen G in Lta ∩ FLqb und Fn gegen H in
Ml
p ln(l+1) konvergiert. Also konvergiert ‖Fn − G‖Lta∩FLqb und ‖Fn − H‖Mlp ln(l+1) gegen
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Null für n→ ∞.
Wir zeigen nun, dass G = H ist. Da Lta ∩ FLqb stetig eingebettet im Raum der tem-
perierten Distributionen ist und Fn in diesem Raum gegen G konvergiert, konvergiert
VgFn gegen VgG punktweise für g ∈ S(Rd).
Da auch Ml
p ln(l+1) stetig eingebettet im Raum der temperierten Distributionen ist, kon-
vergiert VgFn gegen VgH punktweise für g ∈ S(Rd). Demnach gilt VgG = VgH punkt-
weise. Da die Kurzzeit-Fouriertransformation Vg : S ′(Rd)→ S ′(Rd) injektiv ist, ergibt
sich damit bereits G = H. Daher ist die Inklusionsabbildung I : Lta ∩FLqb → Ml
p ln(l+1)
abgeschlossen. Mit dem Satz des abgeschlossenen Graphen folgt die Stetigkeit der
Inklusionsabbildung. 
Den Satz (4.5.13) wenden wir auf die Inklusionsresultate des letzten Abschnitts an.
(4.5.14) Korollar
Es seien 1 6 p 6 2, p 6 t, q 6 ∞ und(
a
d
+
1
t
− 1
p
)(
b
d
+
1
q
− 1
p
)
> max
{(
1
p
+
1
q
− 1
)
,
(
1
p
− 1
2
)}
·max
{(
1
p
+
1
t
− 1
)
,
(
1
p
− 1
2
)}
,
dann gilt
Lta ∩ FLqb ↪→ Mp,p0,0 ↪→ Ml
p ln(l+1). 
Beweis
Mit den Bedingungen an die Parameter p, q, α und β erhalten wir aus Satz (4.5.12) mit
der Wahl α = β = 0 und r = s = p die Aussage
Lta ∩ FLqb ↪→ Mp,p0,0 .
Mit Satz (4.5.10) erhalten wir also, dass
Mp,p0,0 ⊂ Ml
p ln(l+1).
Desweiteren ergibt sich die Stetigkeit der Einbettung aus Satz (4.5.13) oder aus Satz
(4.5.10). 
In den folgenden zwei Sätzen zeigen wir Einbettungen in Modulationsräume MΦ1,Φ2 ,
also in etwas allgemeinere Räume. Dabei stellen wir Bedingungen an die vorkommen-
den Young-Funktionen Φ1 und Φ2 beziehungsweise an deren komplementäre Funk-
tionen Ψ1 und Ψ2.
Im ersten Satz ist die Young-Funktion Φ2 fest und die stetige Young-Funktion Φ1
muss nahe Null eine Wachstumsbedingung erfüllen.
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(4.5.15) Satz
Es seien 1 6 p < 2 und 1p + 1p′ = 1 sowie (Φ1,Ψ1) ein Paar stetiger komplementärer
Young-Funktionen. Weiter existieren C > 0 und x0 > 0, so dass Φ1(x) 6 C |x|p für alle
0 6 x 6 x0. Dann gilt für NΦ2( f ) = ‖ f ‖Lp′ , dass
FLp ⊂ MΦ1,Φ2 . 
Beweis
Es ist
sup
w∈Rd
∣∣∣‖ fˆ · Tw gˆ(− ·)‖Lp ∣∣∣ = sup
w∈Rd
∫
Rd
∣∣∣ fˆ (τ)∣∣∣ ∣∣gˆ(τ − w)∣∣ dτ
6
∫
Rd
∣∣∣ fˆ (τ)∣∣∣ sup
w∈Rd
∣∣gˆ(−τ − w)∣∣ dτ
6
∫
Rd
∣∣∣ fˆ (τ)∣∣∣ ‖gˆ‖L∞ dτ = ‖ fˆ ‖Lp‖gˆ‖L∞ .
Dann gilt für λ = max{ 1x0 ‖ fˆ ‖Lp‖gˆ‖L∞ , C‖gˆ‖Lp‖ fˆ ‖Lp} mit der Hausdorff-Young-Un-
gleichung Theorem 1.1.3 in [Grö01], dass
∫
Rd
Φ1
(∣∣NΦ2(Vg f (·, w))∣∣
λ
)
dw =
∫
Rd
Φ1
(∣∣‖Vg f (·, w)‖Lp′ ∣∣
λ
)
dw
=
∫
Rd
Φ1

∣∣∣‖e−2pii·w( fˆ · Tw gˆ)ˆ (−·)‖Lp′ ∣∣∣
λ
 dw 6 ∫
Rd
Φ1

∣∣∣‖ fˆ · Tw gˆ‖Lp ∣∣∣
λ
 dw
Vor.
6 C
∫
Rd
∣∣∣∣∣
(
‖ fˆ · Tw gˆ‖Lp
λ
)∣∣∣∣∣
p
dw = C
∫
Rd
1
λ
∣∣∣∣∣∣
∫
Rd
∣∣∣ fˆ (τ)gˆ(τ − w)∣∣∣p dτ
∣∣∣∣∣∣
1
p p
dw
= C
∫
Rd
1
λp
∫
Rd
∣∣∣ fˆ (τ)∣∣∣p ∣∣gˆ(τ − w)∣∣p dτ dw = C 1
λp
‖gˆ‖pLp‖ fˆ ‖pLp 6 1.
Damit ergibt sich, dass
NΦ1,Φ2(Vg f ) 6 max{‖ fˆ ‖Lp‖gˆ‖L∞ , ‖gˆ‖Lp‖ fˆ ‖Lp}.
Da g ∈ S(Rd) ist, erhalten wir
FLp ⊂ MΦ1,Φ2 . 
Der Beweis des Satzes (4.5.18) erfordert die Hausdorff-Young-Ungleichung für Orlicz-
Räume (siehe Satz (4.5.17)).
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(4.5.16) Definition
Sei Φ eine Young-Funktion. Wir bezeichnen mitMΦ den Abschluss des Teilraumes der
beschränkten Funktionen in LΦ(Rd). 
(4.5.17) Satz ([RR02] VI Theorem 4.1)
Sei (Φ,Ψ) ein Paar komplementärer, stetiger Young-Funktionen mit Φ(x),Ψ(x) > 0
für x > 0. Weiter erfülle Φ die folgenden Bedingungen:
(i) Φ  Φ0 mit Φ0(x) = 12 |x|2, das heißt Φ(ax) 6 bΦ0(x) für x > x0 > 0 und
Φ0(cx) 6 dΦ(x) für |x| 6 x1. Dabei sind x0, x1, a, b, c, d feste, positive Zahlen, die
unabhängig von x sind.
(ii) Die Ableitung Ψ′ von Ψ existiert und es gilt, dass Ψ′(x) 6 c0xr für alle x > 0 und
ein r > 1.
Dann gilt für f ∈ MΦ ⊂ LΦ, dass
NΨ
(
fˆ
)
6 k0NΦ( f ),
wobei k0 nur abhängig von Φ und der Konstanten in den Bedingungen (i) und (ii) ist.
Wir gebrauchen nun die Bezeichnung FW(L∞, L1) für den Raum aller temperierten
Distributionen f ∈ S ′(Rd), so dass fˆ ∈ W(L∞, L1), genauer K( fˆ , Q, L∞) ∈ L1 für
Q kompakte Umgebung der Null, mit der Norm ‖ f ‖FW(L∞,L1) = ‖ fˆ ‖W(L∞,L1). Der
folgende Satz ist eine Anwendung der obigen Hausdorff-Young-Ungleichung:
(4.5.18) Satz
Es sei (Φ2,Ψ2) ein Paar komplementärer, stetiger Young-Funktionen mit Φ2(x) > 0
und Ψ2(x) > 0 für x > 0 und Φ1(x) = |x|. Weiter erfülle (Φ2,Ψ2) die Bedingungen:
(i) Φ2  Φ0 mit Φ0(x) = 12 |x|2, das heißt Φ2(ax) 6 bΦ0(x) für x > x0 > 0 und
Φ0(cx) 6 dΦ2(x) für |x| 6 x1. Dabei sind x0, x1, a, b, c, d feste, positive Zahlen,
die unabhängig von x sind.
(ii) Die Ableitung Ψ′2 von Ψ2 existiert und es gilt Ψ′2(x) 6 c0xr für alle x > 0 und ein
r > 1.
Dann gilt
FW(L∞, L1) ↪→ MΦ1,Ψ2 . 
Beweis
Es sei NΦ1( f ) = ‖ f ‖L1 . Weiter seien Φ2 und Ψ2 stetig und erfüllen die Bedingungen (i)
und (ii). Dann können wir die Hausdorff-Young-Ungleichung für Eich-Normen (Satz
(4.5.17)) anwenden. Da fˆ · Tw gˆ ∈ L∞ ist, ergibt sich∣∣NΨ2(Vg f (·, w))∣∣ = ∣∣∣NΨ2(( fˆ · Tw gˆ)ˆ (−·))∣∣∣ 6 k0 ∣∣∣NΦ2( fˆ · Tw gˆ)∣∣∣ .
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Da Φ2 stetig ist, folgt mit Satz (3.2.49) die Abschätzung
k0
∣∣∣NΦ2( fˆ · Tw gˆ)∣∣∣ 6 C (‖ fˆ · Tw gˆ‖L∞ + ‖ fˆ · Tw gˆ‖L1) .
Weiter ergibt sich mit λ = max{2C(1 + ‖ fˆ ‖W(L∞,L1)‖gˆ‖L1), 2C(1 + ‖ fˆ ‖L1‖gˆ‖L1)} die
Abschätzung ∫
Rd
∣∣∣∣NΨ2(Vg f (·, w))λ
∣∣∣∣ dw
 6 C
 ∫
Rd
‖ fˆ · Tw gˆ‖L∞
λ
+
‖ fˆ · Tw gˆ‖L1
λ
dw

= C
 ∫
Rd
sup
τ
∣∣∣ fˆ (τ)gˆ(τ − w)∣∣∣
λ
dw +
∫
Rd
∫
Rd
∣∣∣ fˆ (τ)∣∣∣ |gˆ(τ − w)|
λ
dτ dw

6 C
‖ fˆ ‖W(L∞,L1)‖gˆ‖L1
λ
+ C
‖ fˆ ‖L1‖gˆ‖L1
λ
6 1.
Daher erhalten wir
NΦ1Ψ2(Vg f ) 6 max{2C(1+ ‖ fˆ ‖W(L∞,L1)‖gˆ‖L1), 2C(1+ ‖ fˆ ‖L1‖gˆ‖L1)}.
Also gilt
FW(L∞, L1) ∩ FL1 ↪→ MΦ1Ψ2 .
Mit W(L∞, L1) ↪→ L1 folgt aus fˆ ∈ W(L∞, L1) ↪→ L1 bereits fˆ ∈ L1. Damit folgt die
Behauptung. 
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In diesem Abschnitt steht die ∆2-Bedingung und ihre Rolle für Orlicz-Räume und ge-
mischte Orlicz-Räume im Vordergrund. Diese Bedingung an das Wachstumsverhalten
der Young-Funktion hat einen wesentlichen Einfluss in der Struktur-Theorie dieser
Räume. Direkt beeinflusst wird die Beschaffenheit der Modulationsräume und ge-
mischten Modulationsräume.
Bei den Lp-Räumen von Lebesgue stellt der Raum L∞ einen Sonderfall dar, da er eine
andere Norm und Struktur aufweist als die anderen Lp-Räume für 1 6 p < ∞. Insbe-
sondere ist dieser Raum nicht reflexiv und nur separabel, falls der zugrundeliegende
Maßraum endlich ist.
Bei den Orlicz-Räumen gewährleistet die ∆2-Bedingung, dass die betrachteten Räu-
me nicht isometrisch isomorph zum L∞-Raum sind. Dies ist bei der Charakterisie-
rung des Dualraumes eines Orlicz-Raumes entscheidend. Unter der Annahme der
∆2-Bedingung für die Young-Funktion Φ ist der Dualraum des Orlicz-Raumes LΦ iso-
metrisch isomorph zum Raum LΨ der zugehörigen komplementären Funktion, ent-
sprechend dem Lp-Raum-Fall.
In dieser Arbeit haben wir die funktionalanalytischen Methoden, die Gröchenig [Grö01]
in den Beweisen der klassischen Modulationsräume verwendet hat, auf Modulations-
räume zu Orlicz-Räumen erweitert. Bei dieser Herangehensweise haben wir auch Dua-
litätsargumente ausgenutzt, weswegen die ∆2-Bedingung auftritt. Desweiteren benö-
tigen wir diese Voraussetzung, um eine analoge Aussage des Satzes der majorisierten
Konvergenz für Lp-Normen für Orlicz-Normen zu formulieren. Desweiteren ist die
Bedingung relevant bei der Überprüfung der Voraussetzungen der Coorbit-Theorie.
Insbesondere bei der Solidität des gemischten Orlicz-Raumes und der benötigten Fal-
tungsrelation setzen wir die ∆2-Bedingung voraus.
Wir beleuchten im Folgenden genauer, wann und wo diese Bedingung eingeht.
(a) Die erste Stelle an der die ∆2-Bedingung auftritt ist bei der Klärung der Frage,
ob die Orlicz-Klasse linear ist. Lemma (3.2.10) liefert hierzu die Antwort. Denn ist
Φ eine Young-Funktion mit Φ ∈ ∆2, so ist L˜Φ(µ) linear. Ist zusätzlich das Maß µ
atomfrei, dann gilt auch die Umkehrung. Daher folgt:
Sei µ atomfrei: Φ ∈ ∆2 ⇔ L˜Φ(µ) linear. (5.1)
Betrachtet man einen diskreten Maßraum, so geben Rao und Ren [RR91] [III 3.1
Example 4] eine Young-Funktion an, die nicht die ∆2-Bedingung erfüllt, deren
Orlicz-Klasse aber trotzdem linear ist. Diese Young-Funktion ist durch die Funkti-
on Φ(x) = ex
2 − 1 gegeben.
148
5 ∆2-Bedingung
(b) Doch nicht nur bei Aussagen hinsichtlich der Struktur der Orlicz-Räume geht die
∆2-Bedingung ein, auch bei Konvergenz-Aussagen wird sie benötigt. Betrachten
wir dazu das Theorem 12 aus dem Abschnitt III 3.4 von [RR91].
Sei ( fn)n∈N eine Folge in LΦ(µ) und f ∈ L˜Φ(µ). Dann folgt aus der Konvergenz
lim
n→∞NΦ( fn − f ) = 0 die Konvergenz des Integrals limn→∞
∫
ΩΦ( fn − f ) = 0. Falls
Φ ∈ ∆2 und f ∈ LΦ(µ) ist, gilt auch die Umkehrung. Also ergibt sich:
Sei Φ ∈ ∆2, f , ( fn)n∈N ∈ LΦ(µ) :
lim
n→∞ NΦ( fn − f ) = 0⇔ limn→∞
∫
Ω
Φ( fn − f ) = 0. (5.2)
(c) Spätestens bei der Charakterisierung des Dualraumes eines Orlicz-Raumes wird
die ∆2-Bedingung erforderlich, vergleiche dazu Lemma (3.2.36) und Lemma (3.2.38).
Man benutzt dazu den Teilraum BΦ = { f ∈ LΦ(µ) : ∫ΩΦ(k | f |) dµ < ∞ ∀k > 0}
der beschränkten Funktionen im Orlicz-Raum. Dieser Raum ist enthalten in der
Orlicz-Klasse L˜Φ(µ) und entspricht ihr, wenn die Klasse linear ist. Erfüllt also Φ
die ∆2-Bedingung, so ist BΦ = L˜Φ(µ) = LΦ(µ).
Diese Bedingung ist sogar notwendig, wenn der Maßraum atomfrei ist. Zusam-
menfassend bedeutet dies:
Sei µ atomfrei:
Φ ∈ ∆2 ⇔ BΦ = L˜Φ(µ) = LΦ(µ). (5.3)
(d) Weiter zeigt Satz (3.2.43), dass falls das Maß µ σ-endlich ist, Φ stetig und Φ(x) = 0
genau dann gilt, wenn x = 0 ist, dann (MΦ)′ ∼= LΨ(µ) gilt, wobei Φ und Ψ
komplementäre Young-Funktionen sind.
Ist µ σ-endlich und Φ ∈ ∆2 oder Ψ stetig und Ψ(x) = 0 genau dann, wenn x = 0
ist, dann gilt nach Satz (3.2.44) (LΦ(µ))′ ∼= LΨ(µ). Daher erhalten wir:
(Φ,Ψ) komplementäre Young-Funktionen, µ σ-endlich, Φ ∈ ∆2
⇒ (LΦ(µ))′ ∼= LΨ(µ). (5.4)
(e) Satz (3.2.45) liefert das folgende Resultat zur Reflexivität: Sei (Φ,Ψ) ein Paar
komplementärer Young-Funktionen, dann ist LΦ(µ) reflexiv, genau dann, wenn
LΦ(µ) = BΦ und LΨ(µ) = BΨ oder äquivalent wenn LΦ(µ) und LΨ(µ) absolut
stetige Normen besitzen. Insbesondere gilt dies, wenn Φ,Ψ ∈ ∆2 ist und somit:
LΦ(µ) reflexiv ⇔ LΦ(µ) = BΦ und LΨ(µ) = BΨ
⇔ LΦ(µ) und LΨ(µ) besitzen absolut stetige Norm
Sei Φ,Ψ ∈ ∆2 ⇒ LΦ(µ) reflexiv.
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(f) Weiter erhält man einen entsprechenden Satz zum Satz der majorisierten Konver-
genz für Lebesgue-Räume genau dann, wenn der Orlicz-Raum LΦ(µ) eine absolut
stetige Norm besitzt, wie Lemma (3.2.41) zeigt. Es werden keine Voraussetzungen
am zugrundeliegenden Maßraum gestellt.
Sei f ∈ LΦ(µ) mit Φ stetig, dann sind folgende Aussagen äquivalent:
(i) f hat eine absolut stetige Norm.
(ii) Für jede monoton fallende Folge messbarer Funktionen ( fn)n∈N die gegen
Null konvergiert, mit | f | > fn punktweise, gilt auch NΦ( fn)↘ 0 für n→ ∞.
(iii) Für jede messbare Folge fn, so dass fn → f˜ fast überall und | fn| 6 | f | fast
überall gilt, folgt auch NΦ( fn − f˜ )→ 0 für n→ ∞.
Gilt außerdem Φ(x) = 0 genau dann, wenn x = 0 ist, hat BΦ eine absolut stetige
Norm. Der Raum LΦ(µ) besitzt ebenfalls diese Eigenschaft genau dann, wenn
BΦ = L˜Φ(µ) ist. Konkret ergibt sich:
Sei Φ ∈ ∆2 ⇒ L˜Φ(µ) = BΦ
⇔ LΦ(µ) hat absolut stetige Norm. (5.5)
(g) Im Zusammenhang mit der Separabilität des Orlicz-Raumes haben Rao und Ren
die folgende Aussage (Satz (3.2.48)) bewiesen:
Sei Φ eine stetige Young-Funktion mit Φ(x) = 0 genau dann, wenn x = 0 ist.
Dann ist BΦ separabel genau dann, wenn (Ω,Σ, µ) separabel ist. Somit ist LΦ(µ)
genau dann separabel, wenn LΦ(µ) = BΦ und (Ω,Σ, µ) separabel ist. Ist zusätzlich
Φ ∈ ∆2, so ist LΦ(µ) genau dann separabel, wenn (Ω,Σ, µ) separabel ist.
Sei Φ ∈ ∆2 :
LΦ(µ) separabel ⇔ (Ω,Σ, µ) separabel. (5.6)
(h) Zusätzlich konnten wir zeigen, dass wenn µ = λ d ist, die beschränkten Funktio-
nen mit kompaktem Träger genau dann dicht im Orlicz-Raum liegen, wenn die
Young-Funktion die ∆2-Bedingung erfüllt, vergleiche Sätze (3.2.56) und (3.4.41)
Sei Φ stetig mit Φ(x) = 0⇔ x = 0 :
Φ ∈ ∆2 ⇔ L∞c ( λ d)
dicht⊂ LΦ( λ d). (5.7)
Sei für i = 1, 2 Φi stetig mit Φi(x) = 0⇔ x = 0 :
Φi ∈ ∆2 ⇔ L∞c ( λ 2d)
dicht⊂ LΦ1Φ2( λ 2d). (5.8)
(i) Die ∆2-Bedingung bei Null wird benutzt, um den Dualraum des Orlicz-Folgen-
raumes lΦ zu beschreiben. Sei (Φ,Ψ) ein Paar komplementärer stetiger Young-
Funktionen, dann gilt (lΦ)′ ∼= lΨ, wenn Φ die ∆2-Bedingung bei Null erfüllt. Mit
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anderen Worten:
Sei (Φ,Ψ) ein Paar komplementärer stetiger Young-Funktionen mit
Φ(x) = 0⇔ x = 0 und Φ ∈ ∆02
⇒ (`Φ(Zd))′ ∼= `Ψ(Zd). (5.9)
(j) Auch für die Reflexivität des Folgenraumes lΦ benötigt man für die beiden kom-
plementären Young-Funktionen Φ und Ψ ebenfalls die ∆2 Bedingung bei Null.
Denn es gilt:
Sei (Φ,Ψ) ein Paar komplementärer stetiger Young-Funktionen mit
Φ(x) = 0⇔ x = 0,Ψ(x) = 0⇔ x = 0 und Φ,Ψ ∈ ∆02
⇒ `Φ(Zd) reflexiv. (5.10)
(k) Desweiteren liegen die endlich getragenen Folgen genau dann dicht im Folgen-
raum `Φ, wenn Φ die ∆2 Bedingung bei Null erfüllt, vergleiche Sätze (3.3.16) und
(3.5.7).
Sei Φ stetig mit Φ(x) = 0⇔ x = 0 :
Φ ∈ ∆02 ⇔ c00 ⊂ `Φ dicht. (5.11)
Seien Φi stetig mit Φi(x) = 0⇔ x = 0 :
Φi ∈ ∆02 ⇔ c00 ⊂ `Φ1Φ2 dicht. (5.12)
(l) Auch bei der Charakterisierung des Dualraumes zu den gemischten Orlicz-Räum-
en ist die ∆2-Bedingung relevant, vergleiche Satz (3.4.26). Denn dort gilt:
Seien (Φi,Ψi) komplementäre Young-Paare, (Φi,Ψi) ∈ ∆2, i = 1, 2
⇒ (LΦ1Φ2)′ ∼= LΨ1Ψ2 . (5.13)
(m) Ebenso folgt aus der Annahme der ∆2-Bedingung für die komplementären Young-
Paare (Φi,Ψi), i = 1, 2 die Reflexivität der Räume LΦi(µi) für i = 1, 2 und damit
auch die Reflexivität des Raumes LΦ1Φ2 (Satz (3.4.27)). Kurz läßt sich dies wie folgt
ausdrücken:
Seien (Φi,Ψi) komplementäre Young-Paare, (Φi,Ψi) ∈ ∆2, i = 1, 2
⇒ (LΦ1Φ2) reflexiv. (5.14)
(n) Da wir die Separabilität des Raumes LΦ2( λ d) im Beweis der Solidität des ge-
mischten Orlicz-Raumes LΦ1Φ2 benötigen, geht auch hier die ∆2-Bedingung ein. Es
seien (Ωi,Σi, µi) = (Rd,Bd, λ d) und (Φi,Ψi) Paare von komplementären stetigen
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Young-Funktionen für i = 1, 2. Weiterhin erfülle Φ2 die ∆2-Bedingung. Dann ist
der Raum (LΦ1Φ2 , NΦ1Φ2(·)) ein solider BF-Raum. Zusammenfassend ergibt sich:
Seien (Φi,Ψi) Paare komplementärer Young-Funktionen, Ψi stetig, Φ2 ∈ ∆2
⇒ (LΦ1Φ2 , NΦ1Φ2(·)) solider BF-Raum. (5.15)
(o) Insbesondere geht die ∆2-Bedingung im Beweis der Faltungsrelation für gemischte
Orlicz-Räume ein. Dort verwenden wir die absolute Stetigkeit der Normen der
beiden Räume LΦi( λ d). Seien (Ωi,Σi, µi) = (Rd,Bd, λ d) für i = 1, 2. Weiter sei
F ∈ L1(R2d) und G ∈ LΦ1Φ2 und Φ1,Φ2 erfüllen global die ∆2-Bedingung. Dann
gilt, dass
NΦ1Φ2 (F ∗ G) 6 ‖F‖L1 NΦ1Φ2 (G) .
Kurz geschrieben erhalten wir:
Sei Φi ∈ ∆2 ⇒ LΦ1Φ2 ∗ L1 ↪→ LΦ1Φ2 . (5.16)
Aufgrund der Wechselbeziehungen der ∆2-Bedingung und der strukturellen Aussagen
für Orlicz-Räume spielt die ∆2-Bedingung ebenso bei Aussagen über Modulationsräu-
me eine wichtige Rolle.
(A) Da die ∆2-Bedingung bereits bei der Bestimmung des Dualraumes des Orlicz-
Raumes benötigt wurde, ist es klar, dass die ∆2-Bedingung bei der Charakteri-
sierung des Dualraumes zum Orlicz-Modulationsraum eingeht. Im Beweis die-
ses Satzes wurde die Dualität (LΦ(µ))′ ∼= LΨ(µ) ausgenutzt, so dass die ∆2-
Bedingung für die Funktion Φ vorausgesetzt wurde.
(Φ,Ψ) komplementäres (in Null) stetiges Young-Paar, Φ ∈ ∆2
⇒ (MΦ(Rd))′ ∼= MΨ(Rd). (5.17)
(B) Entsprechendes gilt natürlich für die gemischten Orlicz-Modulationsräume. Je-
doch muss man in diesem Fall die ∆2-Bedingung für die Young-Funktionen und
die komplementären Young-Funktionen voraussetzen (zumindest für die funktio-
nalanalytische Beweisführung).
Seien (Φi,Ψi) komplementäre Young-Paare, (Φi,Ψi) ∈ ∆2 und stetig,
⇒ (MΦ1Φ2(Rd))′ ∼= MΨ1Ψ2(Rd). (5.18)
(C) Ebenso beim Beweis der Vollständigkeit geht die Voraussetzung ein. Es seien
(Φi,Ψi) komplementäre stetige Young-Paare und Φi erfülle für i = 1, 2 global die
∆2-Bedingung. Dann ist MΦ1Φ2( λ d) ein Banachraum. Oder zusammenfassend:
Seien (Φi,Ψi) stetige komplementäre Young-Paare, Φi ∈ ∆2 für i = 1, 2.
⇒ MΦ1Φ2(Rd) ein Banachraum. (5.19)
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(D) Auch bei der atomaren Zerlegung geht die ∆2-Bedingung ein.
Es sei (Φ,Ψ) ein Paar (in Null) stetiger komplementärer Young-Funktionen. Dann
gibt es für jedes g ∈ S(Rd) \ {0} positive Konstanten C0, C1 (nur abhängig von g)
und eine Umgebung U der Null, so dass für eine beliebige U-dichte und relativ
separierte Familie X = (xi)i∈I ⊂ R2d gilt:
(i) Analyse: Es gibt einen beschränkten linearen Operator A : MΦ → `Φ(X).
Folglich gilt für Λ := (λi)i∈I := A( f ) die Ungleichung nΦ(Λ) 6 C0‖ f ‖MΦ ,
so dass jedes f ∈ MΦ als f = ∑
i∈I
λiρ(xi)g dargestellt werden kann, wobei
ρ(x, v) = epiix·wTx Mv, die zur Schrödinger-Darstellung gehörige projektive
Darstellung ist.
(ii) Synthese: Ist umgekehrt X = (xi)i∈I relativ separiert, so definiert jedes
Λ := (λi)i∈I ∈ `Φ ein Element f = ∑
i∈I
λiρ(xi)g in MΦ mit ‖ f ‖MΦ 6 C1nΦ(Λ).
Wenn die Young-Funktion die ∆2-Bedingung bei Null erfüllt, ist die Konvergenz
in beiden Fällen unbedingt, da die endlichen Folgen dicht im diskreten Raum
`Φ(X) liegen. Ansonsten ist die Konvergenz im w∗-Sinne in S ′(Rd) zu verstehen.
Es sei (Φi,Ψi) für i = 1, 2 ein Paar stetiger komplementärer Young-Funktionen.
Weiter sei Φi ∆2-regulär. Für jedes g ∈ S(Rd) \ {0} gibt es positive Konstanten
C0, C1 (nur abhängig von g) und eine Umgebung U der Null, so dass für eine
beliebige U-dichte und relativ separierte Familie X = (xi,j)i∈I,j∈J ⊂ R2d gilt:
(i) Analyse: Es gibt einen beschränkten linearen Operator A: MΦ1Φ2→ `Φ1Φ2(X).
Folglich gilt für Λ:= (λi,j)i∈I,j∈J := A( f ) die folgende Abschätzung
nΦ1Φ2(Λ) 6 C0‖ f ‖MΦ1Φ2 , so dass jedes f ∈ MΦ1Φ2 als f = ∑
i∈I,j∈J
λi,jρ(xi,j)g
dargestellt werden kann, wobei ρ die zur Schrödinger-Darstellung gehörige
projektive Darstellung ρ(x, v) = epiix·wTx Mv ist.
(ii) Synthese: Ist umgekehrt X = (xi,j)i∈I,j∈J relativ separiert, so definiert jedes
Λ := (λi,j)i∈I,j∈J ∈ `Φ1Φ2 ein Element f = ∑
i∈I,j∈J
λiρ(xi,j)g in MΦ1Φ2 und es
gilt ‖ f ‖MΦ1Φ2 6 C1nΦ1Φ2(Λ).
In beiden Fällen ist die Konvergenz unbedingt in der Norm von MΦ1Φ2 , da die
endlichen Folgen dicht liegen in `Φ1Φ2 .
(E) Mit Hilfe der Dichtheitsaussage (5.7) konnten wir zeigen, dass die Wilson-Basen
unbedingte Basen für jene Orlicz-Modulationsräume sind, deren Young-Funktion
die ∆2-Bedingung erfüllen.
Falls Φ ∈ ∆2, dann sind die Wilson-Basen unbedingte Basen für MΦ. (5.20)
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In diesem Kapitel beschäftigen wir uns mit Entropie-Abschätzungen. Dabei geht es
darum, eine untere Schranke für die Entropie zu finden. Die diskrete Entropie wurde
von Shannon [Sha48] für eine diskrete Zufallsvariable X und das Wahrscheinlichkeits-
maß PX als
e(P) = −∑
i∈I
PX(xi) ln(PX(xi))
definiert. Dieser Ausdruck kann als Maß für die Unsicherheit einer diskreten Zu-
fallsvariablen verstanden werden. Genauer betrachtet gibt die Entropie den Erwar-
tungswert des Informationsgehalts einer Nachricht an. Shannon [Sha48] hat dement-
sprechend die Entropie einer stetigen Zufallsvariablen mit einer Wahrscheinlichkeits-
dichte-Funktion ρ als
E(ρ) = −
∫
Rd
ρ(x) ln(ρ(x)) dx
definiert. In diesem Fall berechnet man wiederum den Erwartungswert der Informa-
tion. Es stellt sich daher die Frage, wie die diskrete und die stetige Entropie zusam-
menhängen.
Bereits in Abschnitt 4.5 haben wir gesehen, dass Einbettungen zwischen Modula-
tionsräumen durch Einbettungen der zugehörigen diskreten Räume charakterisiert
werden können. Es besteht also ein Zusammenhang zwischen diskreten und steti-
gen Räumen. Wir analysieren daher die Relation von stetigen und diskreten Normen
der Kurzzeit-Fouriertransformierten, dabei betrachten wir sowohl Lp-(Quasi-)Normen
als auch Orlicz-Normen. Anhand dieser Verknüpfung wollen wir den Zusammenhang
zwischen der diskreten und der stetigen Entropie der Kurzzeit-Fouriertransformierten
untersuchen. Wir zeigen zunächst, dass die Differenz der Orlicz-Modulationsraum-
Norm und der zugehörigen Diskretisierung der Kurzzeit-Fouriertransformierten, aus-
gewertet auf einem Gitter, gegen Null konvergiert, wenn das Gitter dicht wird. Wir
nutzen dazu aus, dass die Oszillation der Kurzzeit-Fouriertransformierten des Fens-
ters in einer geeigneten Norm gegen Null konvergiert, wenn der Durchmesser des Git-
ters gegen Null konvergiert. Da die vorkommenden Normen keine üblichen Normen,
sondern nur Quasi-Normen sind, sind Faltungsrelationen der Art Lp ∗ L1 ⊂ Lp für
0 < p < 1 nicht mehr gegeben. Durch den Übergang zur Wiener-Norm ist es jedoch
möglich, die Faltung zweier Funktionen abzuschätzen und die Reproduktionsformel
Wg f = Wgg ∗Wg f zu verwenden. Deshalb geben wir im Teilabschnitt 6.1 einige aus-
gewählte Resultate und Hilfsmittel der Coorbit-Theorie für Quasi-Banachräume an.
Für eine Funktion f in einem Modulationsraum M1−ε für 0 < ε < 1 können wir
dadurch beweisen, dass der Betrag der Differenz der Diskretisierung und stetigen
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Entropie der Kurzzeit-Fouriertransformierten gegen Null konvergiert, wenn die Dis-
kretisierung dicht genug ist. Im Anschluss beweisen wir Abschätzungen für die stetige
Entropie, so dass wir beim Vorliegen der Funktion in einem geeigneten Modulati-
onsraum, Abschätzungen der stetigen Entropie der Kurzzeit-Fouriertransformierten
ableiten können. Mit diesem Resultat erhält man die Nichtnegativität der Entropie
von Potenzen der Kurzzeit-Fouriertransformierten. Da wir auch Potenzen verschie-
den von Zwei zulassen, liefert dies eine allgemeinere Aussage als die Abschätzung,
die in [Lie90] und [FS97] angegeben wurde.
Im Allgemeinen kann nicht gefolgert werden, dass wenn die Orlicz-Norm einer
Funktion endlich ist, auch deren stetige Entropie endlich ist. Ein Gegenbeispiel dafür
ist die Funktion x 7→ 1xχ[2,∞)(x). Für die Young-Funktion Φ(x) = x ln(1 + x) ist die
Eich-Norm dieser Funktion kleiner gleich 1. Aber die Entropie ist nicht endlich wie
die folgende Rechnung zeigt:∫
R
E(| f (x)|) dx =
∫
[2,∞)
1
x
ln(
1
x
) dx = lim
x→∞−
1
2
ln2(
1
x
) +
1
2
ln2(
1
2
) = −∞.
Andererseits gilt für die Eich-Norm:∫
R
Φ(| f (x)|) dx =
∫
[2,∞)
1
x
ln(1+
1
x
) dx 6
∫
[2,∞)
1
x2
dx = − lim
x→∞
1
x
+
1
2
=
1
2
,
daher folgt
NΦ( f ) 6 1.
6.1 Coorbit-Theorie für Quasi-Banachräume
Dieser erste Abschnitt des Kapitels 6 gibt einige Resultate und Hilfsmittel an, die bei
der Erweiterung der Coorbit-Theorie auf Quasi-Banachräume erforderlich sind. Der
Übergang auf Quasi-Banachräume ist unvermeidlich, da bei der Angabe von Entropie-
Abschätzungen der Kurzzeit-Fouriertransformierten im Abschnitt 6.2 die Modulati-
onsräume Mp mit 0 < p < ∞ benötigt werden. Der zugrunde liegende Lp-Raum
ist aber für 0 < p < 1 kein Banachraum mehr, sondern nur ein Quasi-Banachraum.
Dies folgt daraus, dass die zugehörige Norm nur eine Quasi-Norm ist, die bis auf die
Dreiecksungleichung die gleichen Eigenschaften wie eine Norm besitzt. Die Ausdeh-
nung der Coorbit-Theorie auf Quasi-Banachräume wurde von Rauhut in der Arbeit
[Rau07a] entwickelt. Es konnte dort gezeigt werden, dass der Modulationsraum zum
Quasi-Banachraum Lp (0 < p < 1) vollständig und unabhängig von der Wahl der
Fenster-Funktion g ∈ S(Rd) \ {0} ist. Überdies benutzen wir wie in [Rau07a] den
Wiener Amalgam Raum W(L∞, Lp), um zu beheben, dass für die Quasi-Banachräume
Lp mit 0 < p < 1 keine Faltungsrelation der Art Lp ∗ L1w ⊂ Lp mehr gilt. Wir machen
daher einen kleinen Exkurs in die Coorbit-Theorie für Quasi-Banachräume.
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Im Folgenden werden wir eine Quasi-Norm ‖·‖ auf einem linearen Raum Y be-
trachten. Diese Quasi-Norm hat bis auf die Tatsache, dass die Dreiecksungleichung
durch
‖ f + g‖ 6 C(‖ f ‖+ ‖g‖) für ein C > 1( f , g ∈ Y)
ersetzt wird, die gleichen Eigenschaften wie eine gewöhnliche Norm. Nach Theorem
1.1 in [DL93] gibt es eine zu ‖·‖ äquivalente Quasi-Norm ‖·‖Y. Folglich gibt es Kon-
stanten A, B > 0, so dass A‖ f ‖ 6 ‖ f ‖Y 6 B‖ f ‖ für f ∈ Y. Ferner existiert für die
Quasi-Norm ‖·‖Y ein Exponent 0 < p 6 1, so dass ‖·‖Y die p-Dreiecksungleichung
erfüllt, das heißt es gilt
‖ f + g‖pY 6 ‖ f ‖pY + ‖g‖pY (6.1)
für f , g ∈ Y. Weiter nennen wir Y einen Quasi-Banachraum, wenn Y bezüglich der
durch die Metrik d( f , g) := ‖ f − g‖pY induzierten Topologie vollständig ist. Mit ‖T‖[Y]
bezeichnen wir die Quasi-Norm eines beschränkten linearen Operators T : Y → Y,
welche analog zur Norm eines beschränkten linearen Operators definiert ist. Dazu
ersetze man die Norm durch eine Quasi-Norm.
Es sei w eine positive, messbare submultiplikative symmetrische Gewichtsfunktion
auf der lokalkompakten Gruppe G mit neutralem Element e. Die Integration auf G sei
immer bezüglich des linken Haarmaßes zu verstehen. Es sei in diesem Abschnitt Y
stets ein solider Quasi-Banachraum von Funktionen auf G, das heißt für F ∈ Y und
G messbar mit |G(x)| 6 |F(x)| fast überall folgt bereits G ∈ Y und ‖G‖Y 6 ‖F‖Y.
Im Folgenden wählen wir auf Y die p-Norm (6.1) und bezeichnen diese mit ‖·‖Y.
Desweiteren enthalte Y die charakteristischen Funktionen jeder kompakten Teilmenge
von G.
Wir erweitern zunächst die Definition (2.2.8) auf Quasi-Banachräume.
(6.1.1) Definition ([Rau07a] Section 3)
Es sei B ∈ {L∞(G), L1(G), M˜(G)}, wobei M˜(G) der Raum der komplexen Radon-Maße
ist und Q sei eine relativ kompakte messbare Umgebung des neutralen Elements e in
G. Wir definieren die Kontroll-Funktion K für x ∈ G durch
K( f , Q, B)(x) := ‖(TxχQ) f ‖B,
wobei f ∈ Bloc. (Es sei µ : B → C für B := {Q : Q relativ kompakte Borel-Menge}.
Dann liegt µ in M˜(G)loc, wenn für jede kompakte Menge K gilt µ|K : B|K → C ist
ein komplexes Radon-Maß.) Weiter sei Y ein solider Quasi-Banachraum von Funktio-
nen auf G, der die charakteristischen Funktionen jeder kompakten Teilmenge von G
enthält. Der Wiener-Raum W(B, Y) ist dann definiert durch
W(B, Y) := W(B, Q, Y) := { f ∈ Bloc : K( f , Q, B) ∈ Y}
mit der Quasi-Norm
‖ f ‖W(B,Y,Q) := ‖K( f , Q, B)‖Y.
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Dies ist wieder eine p-Norm, wobei p der Exponent der Quasi-Norm von Y ist.
Mit W(C0, Y) bezeichnen wir den abgeschlossenen Teilraum der stetigen Funktion in
W(L∞, Y).
Wir nennen W(B, Y) invariant bezüglich (Links-)Rechtsverschiebungen, wenn für jede
relativ kompakte Umgebung Q des neutralen Elements e ∈ G der Raum W(B, Y, Q)
invariant ist bezüglich Rechtsverschiebungen und die Rechtsverschiebungen als Ope-
ratoren Rx : W(B, Y, Q) → W(B, Y, Q) (beziehungsweise Ax statt Rx falls B = M˜(G))
beschränkt sind.
Dabei ist für ein Radon-Maß µ der Operator Ax gegeben durch (Axµ)(k) := µ(Rxk)
für x ∈ G und k ∈ Cc(G), wobei wir mit Cc(G) die Menge aller stetigen Funktionen
mit kompaktem Träger bezeichnen. Wir können eine Funktion F ∈ L1 mit einem Maß
µF ∈ M˜(G) identifizieren durch µF(k) =
∫
G F(x)k(x) dx. 
(6.1.2) Satz ([Rau07a] Theorem 3.1)
Die folgenden Aussagen sind äquivalent:
(a) W(L∞, Y) = W(L∞, Y, Q) ist unabhängig von der Wahl der Umgebung Q des
neutralen Elements e. Verschiedene Umgebungen induzieren äquivalente Quasi-
Normen.
(b) W(L∞, Y) = W(L∞, Y, Q) ist invariant unter Rechtsverschiebungen. 
(6.1.3) Lemma ([Rau07a] Lemma 3.2 und [Rau07b] Lemma 2.1)
(a) Sei W(L∞, Y) invariant unter Links- und Rechtsverschiebungen und die Gewichts-
funktion r gegeben ist durch r(x) := ‖Tx−1‖[W(L∞,Y)]. Dann ist W(L∞, Y) stetig
eingebettet in L∞1
r
.
(b) Es gilt W(L∞, Y) ↪→ Y. 
(6.1.4) Definition ([Rau07a])
Eine Gruppe G wird IN-Gruppe genannt, wenn es eine kompakte Umgebung Q des
neutralen Elements e gibt, so dass xQ = Qx für alle x ∈ G gilt. 
(6.1.5) Bemerkung
Da die Heisenberggruppe eine IN-Gruppe ist, beschränken wir uns im Folgenden
darauf die Theorie nur für diese Gruppen anzugeben. 
Beweis
Hr ist eine IN-Gruppe, denn für die kompakte Umgebung Q := {0} × {0} ×T von
(0, 0, 1) gilt mit u = (0, 0, e2piiτ
′
) ∈ Q für alle (x, y, e2piiτ) ∈Hr:
(x, y, e2piiτ) · (0, 0, e2piiτ′) = (x, y, e2pii(τ+τ′)) = (0, 0, e2piiτ′) · (x, y, e2piiτ). 
(6.1.6) Bemerkung ([Rau07a] Remark 3.1)
Sei G eine IN-Gruppe, dann gilt W(C0, W(L∞, Y)) = W(C0, Y). 
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Zunächst definieren wir die Oszillation einer Funktion mit der wir die Differenz
zweier Funktionswerte, die um eine Umgebung verschoben wurden, abschätzen kön-
nen.
(6.1.7) Definition ([FG07] Definition 3.1)
Die Oszillation einer Funktion f auf G bezüglich einer relativ kompakten Umgebung
U des neutralen Elements e in G ist gegeben durch
oscU( f )(x) = sup
u∈U
∣∣∣ f (x)− f (xu−1)∣∣∣ .

(6.1.8) Lemma ([FG07] Remark 3.1)
Sei f stetig und U eine relativ kompakte Umgebung des neutralen Elements e in G,
dann ist oscU( f ) wohldefiniert und stetig. 
Unter geeigneten Bedingungen an die Funktion lässt sich zeigen, dass die Oszillati-
on in der Wiener-Norm gegen Null konvergiert, wenn U gegen das neutrale Element
konvergiert. Mit Ue(G) bezeichnen wir im Folgenden die Menge aller Umgebungen U
des neutralen Elements e in G.
(6.1.9) Lemma
Sei G eine IN-Gruppe und U eine relativ kompakte Umgebung des neutralen Elements
e in G.
(a) Es sei W(L∞, Y) links- und rechtsinvariant. Ist g ∈ W(C0, Y), dann ist bereits
oscU(g) ∈W(C0, Y).
(b) Es sei 0 < p < ∞. Dann folgt für g ∈W(C0, Lp) bereits, dass
lim
U→{e}
‖oscU(g)‖W(L∞,Lp) = 0 :⇔ ∀ε > 0 ∃V ∈ Ue(G)∀V ∈ Ue mit U ⊂ V gilt:
‖oscU g‖W(L∞,Lp) < ε. 
Beweis
Der Beweis wird analog zum Beweis von Lemma 3.8 in [Rau07a] geführt. Man beachte,
dass hier eine andere Definition der Oszillation verwendet wird.
(a) Aus der Links- und Rechtsinvarianz von W(L∞, Y) folgt mit Satz (6.1.2), dass
W(C0, W(L∞, Y), Q)) und W(C0, Y, Q) unabhängig von der Wahl der kompakten
Umgebung Q des neutralen Elements e ∈ G sind. Es folgt:
K(oscU g, Q, L∞) = ess sup
z∈xQ
oscU g(z) 6 sup
z∈xQ
sup
u∈U
∣∣∣g(z)− g(zu−1)∣∣∣
6 sup
z∈xQ
|g(z)|+ sup
z∈xQ
sup
u∈U
∣∣∣g(zu−1)∣∣∣
= K(g, Q, C0)(z) + sup
q∈Q
sup
u∈U
∣∣∣g(xqu−1)∣∣∣ .
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Nach Annahme ist K(g, Q, C0) ∈ Y. Wir betrachten nun H(x) := sup
q∈Q
sup
u∈U
∣∣g(xqu−1)∣∣.
Es gilt
H(x) = sup
q∈Q
sup
u∈U
∣∣∣g(xqu−1)∣∣∣ = sup
q∈Q
sup
u∈U
∣∣∣(T(xq)−1 g)(u−1)∣∣∣ = sup
q∈Q
sup
u∈U
∣∣∣∣(T(xq)−1 g)∨ (u)∣∣∣∣
= sup
q∈Q
‖χU
(
T(xq)−1 g
)∨‖∞ = sup
q∈Q
‖χ∨UT(xq)−1 g‖∞ = sup
q∈Q
‖Txq
(
χ∨UT(xq)−1 g
)
‖∞
= sup
q∈Q
‖
(
T(xq)χU−1
)
g‖∞ = sup
q∈Q
K(g, U−1, L∞)(xq) = ‖χxQK(g, U−1, L∞)‖∞
= K(K(g, U−1, L∞), Q, L∞)(x).
Damit ergibt sich, dass
‖H‖Y = ‖K(K(g, U−1, L∞), Q, L∞)‖Y = ‖K(g, U−1, L∞)‖W(L∞,Y,Q)
= ‖g‖W(L∞,W(L∞,Y,Q),U−1) 6 C3‖g‖W(L∞,W(L∞,Y)).
Da g ∈ W(C0, Y) und damit stetig ist, ist oscU(g) nach Lemma (6.1.8) ebenfalls
stetig. Damit gilt mit Bemerkung (6.1.6) bereits oscU(g) ∈W(C0, Y).
(b) Nach (a) ist oscU(g) ∈W(C0, Lp). Es sei ε > 0 und U0 ∈ Ue(G) sei fest gewählt. Da
aus U ⊂ U0 bereits oscU(g) 6 oscU0(g) folgt, können wir eine kompakte Menge
V ⊂ G finden, so dass∫
G\V
(K(oscU g, Q, L∞)(x))p dx 6
ε
2
∀U ⊂ U0. (6.2)
Da g auf der kompakten Menge VQ gleichmäßig stetig ist, können wir eine Um-
gebung U1 ⊂ U0 von e finden mit
oscU1 g(x) 6 M :=
ε1/p
(2 |V|)1/p ∀x ∈ VQ.
Daraus folgt:
K(oscU1 g, Q, L
∞)(x) 6 sup
z∈G
|(TxχQ) oscU1 g(z)| = sup
z∈xQ
|oscU1 g(z)| 6 M ∀x ∈ V.
Damit ergibt sich ∫
V
(K(oscU1 g, Q, L
∞)(x))p dx 6
∫
V
Mp dx 6 ε
2
.
Schließlich folgt mit Ungleichung (6.2), dass
‖oscU1 g‖pW(C0,Lp) 6 ε,
also die Behauptung, da für U ⊂ U1 schon ‖oscU g‖pW(C0,Lp) 6 ‖oscU1 g‖
p
W(C0,Lp)
6 ε
gilt. 
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Die zwei folgenden Lemmata sind im weiteren Verlauf von Vorteil:
(6.1.10) Lemma ([Rau07a] Lemma 3.3)
Es sei Y invariant unter Linksverschiebungen. Dann ist W(B, Y) invariant unter Links-
verschiebungen und es gilt ‖Ty‖[W(B,Y)] 6 ‖Ty‖[Y]. 
(6.1.11) Lemma ([Rau07a] Lemma 3.4)
Es sei Y invariant unter Rechtsverschiebungen, dann ist auch W(B, Y) invariant unter
Rechtsverschiebungen. Ist außerdem G eine IN-Gruppe, dann gilt
‖Rx‖[W(L∞,Y)] 6 ‖Rx‖[Y] und ‖Ax‖[W(M˜,Y)] 6 ‖Rx‖[Y]. 
Mit der im folgenden Satz angegebenen Faltungsrelation auf dem Wiener-Raum
können wir das Problem beheben, dass für den Quasi-Banachraum Lp (0 < p < 1)
keine Faltunsgrelation mehr gegeben ist.
(6.1.12) Satz ([Rau07a] Theorem 3.7)
Es sei w ein submultiplikatives Gewicht, 0 < p < ∞ und G sei eine IN-Gruppe. Dann
gilt
W(L∞, Lpw) ∗W(L∞, Lpw) ↪→W(L∞, Lpw). 
Wir möchten nun die Coorbit-Theorie aus Kapitel 2 von BF-Räumen auf Quasi-
Banachräume erweitern. Grundlagen dazu sind die Bedingungen (1) und (2) aus Vor-
aussetzung (2.2.3). Ferner betrachten wir die Menge Apiv , vergleiche Identität (2.6), der
zulässigen Vektoren zu einer geeigneten Gewichtsfunktion v, welche wir später spezi-
fizieren werden. Zu g ∈ Apiv \ {0} definieren wir H1,piv , vergleiche Identität (2.7), und
erweitern die Wavelet-Transformation auf (H1,piv )¬ durch
Wg f (x) = 〈pi(x)g, f 〉H,
mit f ∈ (H1,piv )¬ und g ∈ Apiv . Wir müssen noch den Raum der zulässigen Vektoren
definieren, um Quasi-Banachräume betrachten zu können.
(6.1.13) Definition ([Rau07a] (4.1))
Sei G eine unimodulare Gruppe, 0 < p 6 1 und w ein submultiplikatives Gewicht,
dann definieren wir
B
p,pi
w := {g ∈ H : Wgg ∈W(L∞, Lpw)}. 
Nun definieren wir den Coorbit-Raum für Quasi-Banachräume.
(6.1.14) Definition ([Rau07a] Definition 4.1)
Es sei Y ein solider Quasi-Banachraum von messbaren Funktionen auf der unimodula-
ren Gruppe G, so dass W(L∞, Y) invariant bezüglich Links- und Rechtsverschiebungen
ist. Weiter sei 0 < p 6 1 so dass Y eine p−Norm besitzt, dann setzen wir:
w(x) := max{‖Rx‖[W(L∞,Y)],4(x−1)‖Rx−1‖[W(L∞,Y)]},
v(x) := max{1, ‖Tx−1‖[W(L∞,Y)]}.
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Sei nun
Bpi(Y) := Bp,piw ∩ Apiv
nichttrivial. Dann definieren wir für g ∈ B(Y) \ {0} den Coorbit-Raum durch
Cpi(Y) := CoW(L∞, Y) := { f ∈ (H1,piv )¬ : Wg f ∈W(L∞, Y)}
mit der Quasi-Norm ‖ f ‖Cpi(Y) := ‖Wg f ‖W(L∞,Y). 
Da wir im späteren Verlauf eine IN-Gruppe betrachten, ist das nachstehende Resul-
tat vorteilhaft.
(6.1.15) Satz ([Rau07a] Theorem 4.4)
Sei G eine unimodulare IN-Gruppe, w ein submultiplikatives Gewicht und 0 < p 6 1.
Dann gilt
B
p,pi
w = B
p,pi
w+ = Cpi(L
p
w+) für w
+(x) := max{w(x), w(x−1)} > 1. 
Das nächste Lemma wird für den darauf folgenden Satz benötigt.
(6.1.16) Lemma ([Rau07a] Identity (5.2))
Es sei Y ein solider Quasi-Banachraum von messbaren Funktionen auf der unimodula-
ren Gruppe G, so dass W(L∞, Y) invariant bezüglich Links- und Rechtsverschiebungen
ist. Weiter sei 0 < p 6 1 so dass Y eine p−Norm besitzt, v, w seien die Gewichtsfunk-
tionen aus Definition (6.1.14) und wir setzen w˜ := max{w(x), ‖Ax‖[W(M˜,Y)]}. Sei dann
Dpi(Y) := Apiv ∩ {g ∈ H, Wgg ∈W(L∞, Lpw˜) ∩W(L∞, W(L∞, Lpw)∨)∨}.
Ist G eine IN-Gruppe und ‖Ax‖W(M˜,Y) 6 Cw(x), so gilt bereits Dpi(Y) = Bpi(Y). 
Aus dem folgenden Satz ergibt sich, dass der Coorbit-Raum zum Quasi-Banachraum
Y vollständig ist:
(6.1.17) Satz ([Rau07a] Theorem 6.2)
Es sei Y ein unter Rechtsverschiebungen invarianter, solider, p-normierter Quasi-Ba-
nachraum von messbaren Funktionen auf der unimodularen Gruppe G, so dass der
Raum W(L∞, Y) invariant unter Linksverschiebungen ist. Setze ν(x) := ‖Rx‖[Y] und
weiter sei S ↪→ H1,piv ein pi-invarianter, lokal konvexer Vektorraum mit der Setzung
v(x) := max{1, ‖Tx−1‖[W(L∞,Y)]}.
Es gebe einen Vektor g0 ∈ Bpi(Y) ∩ Cpi(Lpν) ∩ S \ {0} und eine Konstante C > 0, so
dass
‖Wg0 f ‖W(L∞,Y) 6 C‖Wg0 f ‖Y
für alle f ∈ S¬ ⊃ (H1,piv )¬ (mit Wg0 f ∈ W(L∞, Y) falls Wg0 f ∈ Y) gilt, dann existieren
für g ∈ Bpi(Y) ∩Dpi(Lpν) ∩ S \ {0} Konstanten A, B > 0, so dass
A‖Wg f ‖Y 6 ‖Wg f ‖W(L∞,Y) 6 B‖Wg f ‖Y
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für alle f ∈ S¬ ⊃ (H1,piv )¬ gilt.
Desweiteren gilt
CoW(L∞, Y) = CoY = { f ∈ S¬ : Wg f ∈ Y}. (6.3)
Insbesondere ist CoY mit der Quasi-Norm ‖Wg f ‖Y vollständig und unabhängig von
der speziellen Wahl von g ∈ Bpi(Y) ∩Dpi(Lpν) ∩H1,piν \ {0}. 
(6.1.18) Bemerkung
Im Beweis des obigen Satzes wird die Faltungsrelation
W(L∞, Lpw) ∗W(L∞, Lpw∗)∨ ↪→W(L∞, Lpw)
für 0 < p 6 1 und mit dem submultiplikativen Gewicht w mit w∗(x) = 4(x−1)w(x−1)
benutzt. Es ist jedoch etwas Vorsicht geboten, da diese Einbettung nicht allgemeingül-
tig ist. Im Fall einer IN-Gruppe ist aber W(L∞, Lpw∗)
∨ = W(L∞, Lpw) und die Faltungs-
relation
W(L∞, Lpw) ∗W(L∞, Lpw) ↪→W(L∞, Lpw)
ist korrekt. Diese Bemerkung hat sich aus einem persönlichen Gespräch mit Felix
Voigtländer1 ergeben, der Gegenbeispiele zur obigen Faltungsrelation zwecks einer
späteren Veröffentlichung erarbeitet. 
Analog zu Kapitel 2 zeigen wir, dass wir auch hier statt der unitären Schrödinger-
Darstellung auf Hr die zugehörige projektive Darstellung auf R2d betrachten können,
um die Coorbit-Theorie auf den Quasi-Banachraum Y = Lp anwenden zu können.
Die nächsten Resultate ermöglichen daher eine direkte Anwendung auf dem Quasi-
Banachraum Lp(R2d) mit 0 < p < 1. Wie bereits in Definition (2.11) ist Ug f die
Wavelet-Transformation zur stetigen projektiven Darstellung ρ die gegeben ist durch
Ug : L2(Rd)→ Cb(R2d), Ug( f )(x) := 〈ρ(x)g, f 〉, für f , g ∈ L2(Rd), x ∈ R2d.
(6.1.19) Lemma
Es sei 0 < p 6 1 und ρ(x, v) = epiix·vTx Mv die zur Schrödinger-Darstellung pi über die
Heisenberggruppe zugehörige projektive Darstellung auf R2d. Dann gilt
Bρ(Lp) := Bp,ρ ∩ Aρ = Bp,pi ∩ Api =: Bpi(Lp),
wobei Bp,ρ := {g ∈ H : Ugg ∈ W(L∞, Lp)} und Bp,pi := {g ∈ H : Wgg ∈ W(L∞, Lp)}
sowie Aρ und Api seien wie in den Gleichungen (2.6) und (2.14) definiert. 
Beweis
Es ist Hr unimodular und H = L2(Rd). Es sei Q eine kompakte Umgebung des neu-
tralen Elements e in R2d, dann ist
Bp,ρ =
g ∈ H :
∫
R2d
‖(TxχQ) ·Ugg‖p∞ dx < ∞
 .
1Lehrstuhl A für Mathematik, RWTH-Aachen, Felix.Voigtlaender@matha.rwth-aachen.de
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Für Q˜ := Q×T gilt, dass
‖T(x,ξ)χQ˜ ·Wgg‖∞ = ess sup
(y,ν)∈R2d×T
∣∣∣χQ˜((x, ξ)−1(y, ν))Wgg(y, ν)∣∣∣
= ess sup
(y,ν)∈R2d×T
∣∣∣χQ(x−1y)〈νρ(y)g, g〉∣∣∣
= ‖TxχQ ·Ugg‖∞.
Damit folgt, dass
Bp,pi =
g ∈ H :
∫
R2d
∫
T
‖(T(x,ξ)χQ˜) ·Wgg‖p∞ dξ dx < ∞

=
g ∈ H :
∫
R2d
‖(TxχQ) ·Ugg‖p∞ dx < ∞
 = Bp,ρ.
In Gleichung (2.15) haben wir zuvor gezeigt, dass Aρ = Api ist. Daher ergibt sich
schließlich Bρ(Lp) := Bp,ρ ∩ Aρ = Bp,pi ∩ Api =: Bpi(Lp). 
Für den Coorbitraum zum Wiener-Raum erhalten wir das folgende Korollar:
(6.1.20) Korollar
Es sei 0 < p 6 1 und ρ(x, v) = epiix·vTx Mv die zur Schrödinger-Darstellung pi über die
Heisenberggruppe zugehörige projektive Darstellung auf R2d. Dann gilt
Cpi(Lp) := { f ∈ (H1,pi)¬ : Wg f ∈W(L∞, Lp)}
= { f ∈ (H1,ρ)¬ : Ug f ∈W(L∞, Lp)} =: Cρ(Lp),
wobei (H1,pi)¬ und (H1,ρ)¬ wie in den Gleichungen (2.7) und (2.16) definiert seien. Es
gilt sogar ‖Wg f ‖W(L∞,Lp) = ‖Ug f ‖W(L∞,Lp). 
Beweis
In Gleichung (2.16) wurde bereits überprüft, dass (H1,pi)¬ = (H1,ρ)¬ ist. Weiter ergibt
sich analog zum vorherigen Beweis, dass
‖T(x,ξ)χQ˜ ·Wg f ‖∞ = ‖TxχQ ·Ug f ‖∞.
Damit folgt, dass
Cpi(Lp) =
 f ∈ (H1,pi)¬ :
∫
R2d
∫
T
‖(T(x,ξ)χQ˜) ·Wg f ‖p∞ dξ dx < ∞

=
 f ∈ (H1,ρ)¬ :
∫
R2d
‖(TxχQ) ·Ug f ‖p∞ dx < ∞
 = Cρ(Lp).
Insbesondere folgt für die Wiener-Norm ‖Wg f ‖W(L∞,Lp) = ‖Ug f ‖W(L∞,Lp). 
163
6 Entropie-Abschätzungen
Im folgenden Lemma stellen wir den Zusammenhang zwischen der Oszillation der
Wawelet-Transformation und der Kurzzeit-Fouriertransformierten her.
(6.1.21) Lemma
Es seien 0 < p < ∞, δ > 0 und ρ(x, v) = epiix·vTx Mv die zur Schrödinger-Darstellung
pi über die Heisenberggruppe zugehörige projektive Darstellung auf R2d. Weiter seien
die Mengen Uδ und U˜δ gegeben durch Uδ := {y ∈ R2d : ‖y‖ < δ2} und durch
U˜δ = {(y, z) ∈ R2d ×T : y ∈ Uδ, |z− 1| < δ}. Dann gilt für Wg f ∈ W(C0, Lp) bereits
lim
δ→0
‖oscUδ(Vg f )‖W(L∞,Lp) = 0. 
Beweis
Für δ > 0 sei Aδ := {x ∈ R2d : |c(x, y)− 1| < δ ∀y ∈ Uδ} mit der Funktion
c((x1, w1), (x2, w2)) := epii(x1w2−x2w1) für x = (x1, w1)t und y = (x2, w2)t wie in Bei-
spiel (2.2.18).
Dann ist Mδ := {x ∈ R2d : ‖x‖2 6 1piδ} ⊂ Aδ, da für x = (x1, w1)t ∈ Mδ und
y = (x2, w2)t ∈ Uδ bereits
|c(x, y)− 1| =
∣∣∣epii(x1w2−x2w1) − 1∣∣∣ = ∣∣∣epii〈(x1,w1)t,(w2,−x2)t〉 − epii0∣∣∣
| ddt epiit|=|ipiepiit|=pi
6 pi
∣∣∣〈(x1, w1)t , (w2,−x2)t〉 − 0∣∣∣ 6 pi‖x‖L2 ‖y‖︸︷︷︸
<δ2
< δ
gilt. Damit ist
⋃
δ>0
Aδ = R2d sowie 0 6 χR2d\Aδ 6 χR2d\Mδ . Weiter konvergiert χR2d\Mδ
punktweise gegen Null für δ gegen Null.
Sei nun Wg f ∈W(L∞, Lp) gegeben. Dann gilt für x ∈ Aδ schon
oscUδ(Vg f )(x) = sup
y∈Uδ
∣∣Vg f (x)−Vg f (x− y)∣∣
|Wg f (x,e2pii·0)|=|〈e2pii·0ρ(x)g, f 〉|
=
=|〈 f ,ρ(x)g〉|=|Vg f (x)|
sup
y∈Uδ
∣∣∣Wg f (x, e2pii·0)−Wg f (x− y, e2pii·0)∣∣∣
= sup
y∈Uδ
∣∣∣Wg f (x, e2pii·0)−Wg f ((x, e2pii·0)(y, c(x, y))−1)∣∣∣
6 sup
z∈U˜δ
∣∣∣Wg f (x, e2pii·0)−Wg f ((x, e2pii·0)z−1)∣∣∣ (6.4)
= oscU˜δ(Wg f )(x, e
2pii·0).
Im Schritt (6.4) wurde benutzt, dass für x ∈ Aδ und y ∈ Uδ schon (y, c(x, y)) ∈ U˜δ ist.
Damit ergibt sich für x ∈ Aδ bereits
oscUδ(Vg f )(x) 6 oscU˜δ(Wg f )(x, e
2pii·0).
Andernfalls gilt
oscUδ(Vg f )(x)
0∈Uδ
6 2 sup
y∈Uδ
∣∣Vg f (x− y)∣∣ 6 2 max
(y,z)∈Uδ×T
∣∣∣Wg f ((x, e2pii·0)(y, z)−1)∣∣∣
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und es ergibt sich
‖oscUδ(Vg f )‖W(L∞,Lp) 6 ‖oscU˜δ(Wg f )‖W(L∞,Lp) + 2‖K(Wg f , Uδ ×T, L∞) · χ(R2d\Aδ)‖Lp︸ ︷︷ ︸
δ61
6 2‖K(Wg f ,U1×T,L∞)·χ(R2d\Aδ)‖Lp
.
Mit dem Satz von der majorisierten Konvergenz und dadurch, dass Wg f ∈ W(C0, Lp)
sowie ‖K(Wg f , U1×T, L∞) ·χ(R2d\Aδ)‖Lp unabhängig von der Wahl von δ > 0 ist, ergibt
sich für δ→ 0:
‖oscUδ(Vg f )‖W(L∞,Lp) 6 ‖oscU˜δ(Wg f )‖W(L∞,Lp)︸ ︷︷ ︸
→0 nach Lemma (6.1.9)
+2 ‖K(Wg f , U1 ×T, L∞) · χ(R2d\Aδ)‖Lp︸ ︷︷ ︸
→0
.
Daher folgt lim
δ→0
‖oscUδ(Vg f )‖W(L∞,Lp) = 0. 
Ist das Gewicht polynomial beschränkt, so liegt die Wavelet-Transformation der
Fenster-Funktion g im Wiener-Raum, wenn g eine Schwartz-Funktion ist.
(6.1.22) Lemma
Es sei 0 < p 6 1 und ρ(x, v) = epiix·vTx Mv die zur Schrödinger-Darstellung pi über
die Heisenberggruppe zugehörige projektive Darstellung auf R2d. Für ein polynomial
beschränktes Gewicht w, das heißt es gibt ein s > 0 und C > 0, so dass für w gilt
w(x, v) 6 C(1 + |x| + |v|)s für alle (x, v) ∈ R2d, sind Ugg ∈ W(C0, Lpw(R2d)) und
Wgg ∈ W(C0, Lpw˜(Hr)) für g ∈ S(Rd) und w˜(x, v, e2piiτ) = w(x, v) mit (x, v, e2piiτ) ∈
Hr. 
Beweis
Zunächst gilt für g ∈ S(Rd) ⊂ L2(Rd) und (x, v) ∈ R2d, dass∣∣Ugg(x, v)∣∣ = |〈ρ(x, v)g, g〉| = ∣∣Vgg(x, v)∣∣ ,
wobei nach Satz (1.2.6) schon Vg(g) ∈ S(R2d) ist. Damit gibt es für jedes n ∈ N0 eine
Konstante Cn > 0 mit∣∣Ugg(x, v)∣∣ 6 Cn(1+ |x|+ |v|)−n für alle (x, v) ∈ R2d.
Sei Q eine kompakte Umgebung der Null und R > 0 mit Q ⊂ BR(0). Für (y, z) ∈ R2d
mit χQ(−x + y,−v + z) 6= 0 ist
|y|+ |z| > |x| − |x− y|+ |v| − |v− z| > |x|+ |v| − 2R
⇒ 1+ |x|+ |v| 6 2R + 1+ |y|+ |z| 6 (2R + 1)(1+ |y|+ |z|)
⇒ ∣∣Ugg(y, z)∣∣ 6 Cn(1+ |y|+ |z|)−n 6 Cn(2R + 1)n︸ ︷︷ ︸
C˜n
(1+ |x|+ |v|)−n.
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Also gilt insbesondere für n := d 2dp + s + 1e, dass
‖(T(x,v)χQ)Ugg‖∞ = sup
(y,z)∈R2d
∣∣χQ(−x + y,−v + z)Ugg(y, z)∣∣
6 C˜d 2dp +s+1e(1+ |x|+ |v|)
−(d 2dp +s+1e).
Daher können wir folgern, dass∫
R2d
∣∣∣‖(T(x,v)χQ)Ugg‖∞w(x, v)∣∣∣p dx dv
6
∫
R2d
∣∣∣CC˜d 2dp +s+1e(1+ |x|+ |v|)−(d 2dp +s+1e)+s∣∣∣p dx dv
=
∫
R2d
∣∣∣CC˜d 2dp +s+1e(1+ |x|+ |v|)−(d 2dp +s+1e)+s∣∣∣p dx dv.
Da −p(d 2dp + s + 1e) + ps 6 −2d − sp − p + sp = −2d − p < −2d ist, ist das letzte
Integral endlich. Also folgt Ugg ∈W(C0, Lpw(R2d)).
Weiter ist
∣∣Wgg(x, v, e2piiτ)∣∣ = ∣∣〈pi(x, v, e2piiτ)g, g〉∣∣ = ∣∣Vgg(x, v)∣∣ und das Gewicht w
zu w˜(x, v, e2piiτ) = w(x, v) auf Hr erweitert wird (siehe Bemerkung (2.2.20) (iii)), folgt
damit Wgg ∈W(C0, Lpw˜(Hr)). 
(6.1.23) Bemerkung
Um zu zeigen, dass für f ∈ Mp(Rd) und g ∈ M1(Rd) bereits folgt, dass Vg f ∈ C0(R2d)
gilt, kann man auch folgendes Dichtheitsargument benutzen. Für f , g ∈ S(Rd) gilt
nach Theorem 11.2.5 in [Grö01], bereist dass Vg f ∈ C0(R2d) ist. Wir wählen nun
( fn)n∈N ⊂ S(Rd) und g ∈ S(Rd) mit fn → f in Mp(Rd). Dann gilt
‖Vg fn −Vg f ‖∞ = ‖ fn − f ‖M∞ 6 C‖ fn − f ‖Mp .
Nach Voraussetzung konvergiert dies gegen Null, so dass (Vg fn)n∈N gleichmäßig ge-
gen Vg f konvergiert. Entsprechend gilt für (gn)n∈N ⊂ S(Rd) und fn ∈ S(Rd) mit
gn → g in M1(Rd):
‖Vgn fn −Vg fn‖∞ = sup
(x,w)∈R2d
|Vgn fn(x, w)−Vg fn(x, w)|
= sup
(x,w)∈R2d
|e2piix·w (Vfn gn(−x,−w)−Vfn g(−x,−w)) |
= ‖Vfn gn −Vfn g‖∞ 6 C‖gn − g‖M1 .
Nach Voraussetzung konvergiert dies gegen Null, so dass (Vgn fn)n∈N gleichmäßig
gegen Vg fn konvergiert. Weiteren ist der gleichmäßige Grenzwert einer C0-Funktion
wiederum eine C0-Funktion. Damit ist Vg f ∈ C0(R2d). Desweiteren ist S(R2d) dicht
in Mp(Rd) für 1 6 p < ∞ nach Proposition 11.3.4 in [Grö01]. Also ergibt sich mit der
Dichtheit, dass Vg f ∈ C0(R2d) ist für f ∈ Mp(Rd) und g ∈ M1(Rd). 
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Wir geben nun die Definition des Durchmessers einer Menge an.
(6.1.24) Definition
Es sei U eine Umgebung der Null in Rd, dann ist der Durchmesser von U definiert
durch
diam(U) := sup{|x− y| : x, y ∈ U}. 
Mit Hilfe des Durchmessers können wir einen Grenzwert erklären, den wir im Fol-
genden benutzen werden.
(6.1.25) Definition
Es sei (Y, ‖·‖Y) ein solider Funktionenraum über Rd und U0(Rd) bezeichne die Menge
aller Umgebungen der Null. Dann ist der folgende Grenzwert für ein geeignetes g wie
folgt zu verstehen:
lim
diam(U)→0
‖oscU(g)‖Y = 0 :⇔ ∀ε > 0 ∃ δ > 0 ∀U ∈ U0(Rd) mit diam(U) < δ gilt:
‖oscU(g)‖Y < ε.

Das nächste Lemma beweist, dass die Oszillation der Kurzzeit-Fouriertransformier-
ten einer Funktion aus einem Modulationsraum in der Wiener-Norm gegen Null kon-
vergiert, wenn der Durchmesser der Nullumgebung gegen Null konvergiert.
(6.1.26) Lemma
Es sei g ∈ S(Rd) \ {0} und f ∈ Mp(Rd) für 0 < p 6 1, dann gilt
lim
diam(U)→0
‖oscU(Vg f )‖W(L∞,Lp) = 0.
Insbesondere ist ‖oscU(Vg f )‖W(L∞,Lp) < ∞ für eine genügend kleine Umgebung U. 
Beweis
Sei g ∈ S(Rd) \ {0}. In Kapitel 2 haben wir gesehen, dass ein Coorbitraum mit einem
Modulationsraum identifiziert werden kann. Wir werden nun sehen, dass man dies
auch entsprechend mit den Modulationsräumen aus Definition (4.1.2) machen kann.
Dann ist
Mp(Rd) = CoLp(Hr) = { f ∈ S ′(Rd) : Vg f ∈ Lp},
wobei hier wieder Hr die reduzierte Heisenberggruppe ist und ρ(x, v) = epiix·vTx Mv
die zur Schrödinger-Darstellung pi über die Heisenberggruppe zugehörige projektive
Darstellung aufR2d. Wir benutzen den Satz (6.1.17) um nachzuweisen, dass g ∈ S(Rd)
ein zulässiges Fenster (und der Raum vollständig) ist. Dazu betrachten wir zunächst
die vorkommenden Räume Bpi(Lp1) und D
pi(Lpν) für 0 < p < 1 aus Definition (6.1.14)
und Lemma (6.1.16). Aufgrund der Translationsinvarianz des Lebesgue-Maßes und
mit Bemerkung (2.2.20) (iii) folgt ‖T(x,y,e2piiτ)‖[Lp] = 1 und ‖R(x,y,e2piiτ)‖[Lp] = 1. Also
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ergibt sich für ν definiert durch ν(x, y, e2piiτ) := ‖R(x,y,e2piiτ)‖[Lp] = 1. Da Hr eine IN-
Gruppe ist, gilt mit Lemma (6.1.11), dass
‖R(x,y,e2piiτ)‖[W(L∞,Lp)] 6 1 und ‖A(x,y,e2piiτ)‖[W(M,Lp)] 6 1.
Mit Lemma (6.1.10) folgt dann ‖T(x,y,e2piiτ)‖[W(L∞,Lp)] 6 1. Da Hr unimodular ist, ergibt
sich
w(x, y, e2piiτ) := max{‖R(x,y,e2piiτ)‖[W(L∞,Lp)],4((x, y, e2piiτ)−1)‖R(x,y,e2piiτ)−1‖[W(L∞,Lp)]}
= 1,
v(x, y, e2piiτ) := max{1, ‖T(x,y,e2piiτ)−1‖[W(L∞,Lp)]} = 1.
Mit Lemma (6.1.19) und da aus g ∈ S(Rd) bereits Vgg ∈ S(R2d) folgt, ergibt sich
(Bp,ρ =) Bp,pi ⊂ Bpi(Lp) (= Bρ(Lp)) und
(Bp,ρ =) Bp,pi ⊂ Dpi(Lp) (6.1.16)= Bpi(Lp) (= Bρ(Lp)),
da Hr eine IN-Gruppe ist. Mit Satz (6.1.15) und wegen
w+(x, w, e2piiτ) = max{w(x, w, e2piiτ), w((x, w, e2piiτ)−1)} = 1
gilt
(Bp,ρ =) Bp,pi = Cpi(Lp) (= Cρ(Lp)).
Sei g0(t) := e−pi|t|
2
das Gauß-Fenster. Galperin und Samarah haben in Lemma 3.2 in
[GS04] gezeigt, dass
‖Vg0 f ‖W(L∞,Lp) 6 C‖Vg0 f ‖Lp
für alle f ∈ Mp(Rd) gilt. Daraus ergibt sich mit Lemma (6.1.19) die Abschätzung
‖Wg0 f ‖W(L∞,Lp) 6 C‖Wg0 f ‖Lp
für alle f ∈ Co(Lp). Mit Lemma (6.1.19) und Korollar (6.1.20) sowie Lemma (6.1.22)
folgt g0 ∈ Cρ(Lp) = Cpi(Lp) = Bp,pi ⊂ Bpi(Lp) ∩ Cpi(Lp) und mit Lemma (6.1.22) folgt
S ⊂ Cρ(Lp) = Cpi(Lp) = Bp,pi ⊂ Bpi(Lp) = Bpi(Lp) ∩Dpi(Lp). Damit gibt es für
g ∈ S(Rd) nach Satz (6.1.17) mit Gleichung (6.3) eine Konstante C > 0 mit
‖Wg f ‖W(L∞,Lp) 6 C‖Wg f ‖Lp (6.5)
für alle f ∈ S¬. (Weiter folgt aus diesem Satz, dass CoLp = Mp und damit Mp voll-
ständig ist.)
Mit Bemerkung (2.2.27) und Korollar (6.1.20) gibt es für g ∈ S(Rd) eine Konstante
C1 > 0 mit
‖Vg f ‖W(L∞,Lp) 6 C1‖Vg f ‖Lp
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für alle f ∈ S ′(Rd).
In [FG07] wurde für beliebige Funktionen f , g auf einer lokalkompakten Gruppe G
und U˜ eine relativ kompakte Umgebung des neutralen Elements in G die folgende
Abschätzung gezeigt:
oscU˜( f ∗ g)(x) = sup
z∈U˜
∣∣∣∣∣∣
∫
G
f (y)
(
g(y−1x)− g(y−1xz−1)
)
dy
∣∣∣∣∣∣
6
∫
G
| f (y)| sup
z∈U˜
∣∣∣g(y−1x)− g(y−1xz−1)∣∣∣ dy
6 (| f | ∗ oscU˜(g)) (x). (6.6)
Wir verwenden dies nun für G = Hr und U˜ eine relativ kompakte Umgebung des
neutralen Elements in Hr.
Für Wg f ∈ Lp folgt mit der Abschätzung (6.5) bereits Wg f ∈ W(L∞, Lp). Weiter gilt
die Abschätzung ‖T(x,y,e2piiτ)−1‖[W(L∞,Lp)] 6 ‖T(x,y,e2piiτ)−1‖[Lp] 6 1, nach Lemma (6.1.10),
denn Lp ist linksinvariant. Aus Lemma (6.1.3) ergibt sich für Wg f ∈ W(L∞, Lp) direkt
Wg f ∈ Lp. Nach Theorem 4.1 aus der Arbeit [FG89a] gibt es zu jedem Element F ∈ L∞
mit (F ∗Wgg) = F ein eindeutiges Element f˜ ∈ (H1,pi)¬ mit Wg f˜ = F. Wir verwenden
dies für F = Wg f . Nach Theorem 4.1 (iii) in [FG89a] gilt
1
〈g, g〉 (Wg f ∗Wgg) =
1
〈g, g〉 (Wg f˜ ∗Wgg) = Wg f˜ = Wg f , (da f˜ ∈ (H
1)¬)
daher ergibt sich die Reproduktionsformel 1〈g,g〉 (Wg f ∗Wgg) = Wg f für Wg f ∈ Lp. Da
die Abschätzung (6.6) punktweise gilt, folgt für die Wiener-Norm mit der Reproduk-
tionsformel Wg f = 1〈g,g〉 (Wg f ∗Wgg) die Abschätzung:
‖oscU˜(Wg f )‖W(L∞,Lp) 6 C‖
∣∣Wg f ∣∣ ∗ oscU˜(Wgg)‖W(L∞,Lp).
Aus Satz (6.1.12) ergibt sich, dass
‖∣∣Wg f ∣∣ ∗ oscU˜(Wgg)‖W(L∞,Lp) 6 C˜‖Wg f ‖W(L∞,Lp)‖oscU˜(Wgg)‖W(L∞,Lp).
Nach Lemma (6.1.22) ist Wgg ∈W(C0, Lp) und es folgt, dass
lim
U˜→{e}
‖oscU˜(Wgg)‖W(L∞,Lp) = 0.
Damit ergibt sich schließlich für f ∈ CoLp(Hr) und δ > 0, dass
‖oscU˜δ(Wg f )‖W(L∞,Lp) 6 C‖Wg f ‖W(L∞,Lp)‖oscU˜δ(Wgg)‖W(L∞,Lp)
6 C‖Wg f ‖Lp‖oscU˜δ(Wgg)‖W(L∞,Lp) −→δ→0 0.
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Mit Lemma (6.1.21) folgt somit für Vg f ∈ Lp(R2d), dass
lim
δ→0
‖oscUδ(Vg f )‖W(L∞,Lp) = 0.
Für δ genügend klein und U ∈ U0 mit dem Durchmesser diam(U) < δ mit U ⊂ Uδ
ergibt sich schließlich
lim
diam(U)→0
‖oscU(Vg f )‖W(L∞,Lp) = 0.

6.2 Entropie-Ungleichungen
Im vorangegangenen Abschnitt haben wir die in den Sätzen dieses Abschnitts auf-
tretenden Räume erläutert. Wir wenden uns nun den Entropie-Abschätzungen der
Kurzzeit-Fouriertransformierten zu. Dazu geben wir die Definition der diskreten und
der stetigen Entropie an, bevor wir beide Begriffe vergleichen, unter Vernachlässigung
der Existenzvoraussetzungen.
Im Anschluß nutzen wir aus, dass die Oszillation der Wavelet-Transformation eines
Schwartz-Fensters in der Wiener-Norm klein wird, wenn die Umgebung dicht genug
ist. Damit folgern wir, dass die Lp-Quasi-Norm sowie die Orlicz-Norm der Oszillati-
on der Kurzzeit-Fouriertransformierten einer Funktion im zugehörigen Modulations-
raum gegen Null konvergiert, wenn die Nullumgebung klein wird. Damit können
wir beweisen, dass die Diskretisierung gegen die Quasi-Norm sowie die Orlicz-Norm
der Kurzzeit-Fouriertransformierten konvergiert, wenn das Gitter der Diskretisierung
dicht genug ist. Unter Verwendung dieser Aussage können Bedingungen an die Funk-
tion hergeleitet werden, unter denen der Betrag der Differenz der diskretisierten und
stetigen Entropie der Kurzzeit-Fouriertransformierten endlich ist. Genauer zeigen wir,
dass die diskretisierte Entropie der Kurzzeit-Fourietransformierten gegen die steti-
ge Entropie dieser Transformation konvergiert, wenn das Gitter der Diskretisierung
dicht genug ist. Eine hinreichende Bedingung ist die Zugehörigkeit von f zu einem
Modulationsraum M1−ε für 0 < ε < 1. Betrachtet man statt des Betrags der Kurzzeit-
Fouriertransformierten eine Potenz a > 1, also
∣∣Vg f ∣∣a, so ist die Bedingung f ∈ Ma−δ
für ein a− 1 > δ > 0 hinreichend. Damit kann man wie bei den Normen unter den an-
gegebenen Bedingungen die stetige Entropie der Kurzzeit-Fouriertransformierten mit-
tels der diskreten Entropie approximieren. Desweiteren können wir für f ∈ Ma(Rd)
die folgende Abschätzung beweisen:
E(
∣∣Vg f ∣∣a) > ‖Vg f ‖aLa − ‖Vg f ‖aLa ln (‖Vg f ‖aLa)− ‖Vg f ‖2aL2a‖Vg f ‖aLa (g ∈ S(Rd)). (6.7)
Wir lassen hierbei auch ‖Vg f ‖La 6= 1 zu, womit
∣∣Vg f ∣∣ beziehungsweise ∣∣Vg f ∣∣a nicht
notwendigerweise Wahrscheinlichkeitsverteilungen sind. Wir können die obigen Un-
gleichungen aber als Entropie-Abschätzungen interpretieren, indem wir die Normen
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auf Eins normieren. In diesem Fall erhält man
E(
∣∣Vg f ∣∣a) > 1− ‖Vg f ‖2aL2a > 0.
Zunächst definierte Shannon die Entropie einer diskreten Zufallsvariablen X über
eine endliche Menge I. Dazu ordnet er jeder Eintrittswahrscheinlichkeit P(x) den In-
formationsgehalt − ln(P(x)) zu. Die Entropie ist damit der Erwartungswert des Infor-
mationsgehaltes.
(6.2.1) Definition ([Sha48])
Sei X eine diskrete Zufallsvariable mit positiven Werten {xi}i∈I , I endlich und ein
Wahrscheinlichkeitsmaß PX. Die diskrete Entropie ist gegeben durch
e(P) = −∑
i∈I
PX(xi) ln(PX(xi)).

Daher ist die Entropie ein Maß für die Unsicherheit einer Zufallsvariablen. Später hat
Shannon die Entropie für eine Wahrscheinlichkeitsdichte-Funktion definiert.
(6.2.2) Definition ([Sha48])
Sei ρ eine Wahrscheinlichkeitsdichte-Funktion auf Rd, dann ist die stetige Entropie von
ρ nach Shannon [Sha48] gegeben durch
E(ρ) = −
∫
Rd
ρ(x) ln(ρ(x)) dx (mit 0 ln(0) := 0).

(6.2.3) Bemerkung
(a) Im Folgenden werden wir E(| f |) betrachten, wobei ‖ f ‖1 6= 1 zugelassen ist. Jedoch
ist damit | f | nicht notwendigerweise eine Wahrscheinlichkeitsverteilung. Wir er-
halten wiederum eine Interpretation der Aussagen als Entropie im Sinne der obi-
gen Definition (6.2.2), indem wir die vorkommende Norm auf Eins normieren.
(b) Die zwei Begriffe aus den Definitionen (6.2.1) und (6.2.2) sind verknüpft, jedoch
nicht gleich. Die Funktion E kann beispielsweise alle Werte in R annehmen und
sogar nicht wohldefiniert sein. 
Unter Vernachlässigung der Existenzvoraussetzungen, betrachten wir zuerst den
eindimensionalen Fall und vergleichen die beiden Entropie Definitionen wie in [CT91].
Wir diskretisieren dazu die stetige Funktion f , indem wir zunächst die reellen Zahlen
in äquidistante Intervalle der Länge ∆ unterteilen. Der Mittelwertsatz der Integralrech-
nung liefert ein xi ∈ [i∆, (i + 1)∆] mit
f (xi)∆ =
(i+1)∆∫
i∆
f (x) dx.
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Nun approximieren wir das Integral durch eine Riemann-Summe. Damit erhalten wir
für alle ∆, dass
∞∫
−∞
f (x) dx =
∞
∑
i=−∞
(1+i)∆∫
i∆
f (x) dx =
∞
∑
i=−∞
f (xi)∆.
Weiter sei
H∆ := −
∞
∑
i=−∞
f (xi)∆ ln( f (xi)∆).
Mit den Rechenregeln des Logarithmus folgt, dass
H∆ = −
∞
∑
i=−∞
f (xi)∆ ln( f (xi))− ln(∆)
∞
∑
i=−∞
f (xi)∆.
Für ∆→ 0 erhält man (unter geeigneten Annahmen an f ), dass einerseits
lim
∆→0
∞
∑
i=−∞
f (xi)∆ ln( f (xi)) =
∞∫
−∞
f (x) ln( f (x)) dx
und andererseits, dass
lim
∆→0
∞
∑
i=−∞
f (xi)∆ =
∞∫
−∞
f (x) dx.
Wir nehmen nun an, dass
∫ ∞
−∞ f (x) dx = 1 ist. Da lim∆→0
ln(∆) = −∞ ist, benötigen wir
eine andere Definition der stetigen Entropie, denn
E( f ) = lim
∆→0
H∆ + ln(∆)
∞∫
−∞
f (x) dx
︸ ︷︷ ︸
=1
 = −
∞∫
−∞
f (x) ln( f (x)) dx.
Damit ist die stetige Entropie nicht der Grenzwert der diskreten Entropie.
Wir geben im Folgenden Bedingungen an, unter denen die stetige und diskreten
Entropie der Kurzzeit-Fouriertransformierten endlich sind und die Diskretisierung ge-
gen die kontinuierliche Entropie konvergiert, wenn die Diskretisierung fein genug ist.
Wir betrachten daher die Funktion ϕγ(x) = xγ ln(x) für x > 0 und ϕγ(0) = 0 mit
einem beliebigen γ > 1. Wir zeigen zur späteren Nutzung eine Abschätzung für diese
Funktion.
(6.2.4) Lemma
Es sei δ ∈ R+ \ {0} und γ > 1. Dann gilt:
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(i) Es gibt ein C1 := C1(δ,γ) > 0, so dass für alle 0 < x < 1 gilt:
|γ ln(x) + 1| 6 C1 · |x|−δ .
(ii) Es gibt ein C2 := C2(δ,γ) > 0, so dass für alle x > 1 gilt:
|γ ln(x) + 1| 6 C2 · |x|δ .
Beweis
Es gilt:
lim
x→∞
ln(x)
xδ
= 0 sowie lim
x→0
xδ ln(x) = 0.
Damit ist x 7→ xδ ln(x) stetig auf [0, 1] (fortgesetzt durch Null in Null), so dass ein
C1 = C1(δ) > 0 existiert mit
|x|δ |ln(x)| 6 C1(δ) für alle x ∈ [0, 1].
Weiter ergibt sich für 0 < x < 1 und γ > 1 fest, dass
|x|δ |γ ln(x) + 1| 6 γ |x|δ |ln(x)|+ |x|δ 6 C1(δ)γ+ 1 =: C1(δ,γ).
Da x 7→ ln(x)xδ stetig auf [1,∞) ist, existiert ein C2 = C2(δ) > 0 mit
|x|−δ |ln(x)| 6 C2(δ) für alle x ∈ [1,∞).
Weiter ergibt sich für x > 1 und γ > 1 fest, dass
|γ ln(x) + 1|
|x|δ
6 γ |ln(x)|+ 1
|x|δ
6 γC2(δ) + 1 =: C2(δ,γ).

Unter Benutzung des obigen Lemmas erhalten wir eine lokale Lipschitz-Abschätzung
für ϕγ(x) = xγ ln(x).
(6.2.5) Lemma
Es sei γ > 1 beliebig, ϕγ(x) := xγ ln(x) für x > 0 und ϕγ(0) = 0 und es sei δ > 0
sowie γ− 1− δ > 0. Dann gibt es ein C := C(δ,γ) > 0, so dass für alle x, y > 0 gilt,
dass
|ϕγ(x)− ϕγ(y)| 6 C |x− y| |x + y|γ−1−δ max(1, |x + y|2δ). 
Beweis
Mit dem Mittelwertsatz folgt wegen ϕ′γ(x) = γxγ−1 ln(x) + xγ−1, dass
|ϕγ(x)− ϕγ(y)| 6 |x− y| · sup
ξ∈(x,y)∪(y,x)
|ξ|γ−1 |γ ln(ξ) + 1| .
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Mit C3(δ,γ) := max(C1(δ,γ), C2(δ,γ)) und C1, C2 wie in Lemma (6.2.4) ergibt sich
weiter, dass
|ξ|γ−1 |γ ln(ξ) + 1| 6 C3(δ,γ) |ξ|γ−1
{
|ξ|−δ , für |ξ| < 1
|ξ|δ , für |ξ| > 1
6 C3(δ,γ) |ξ|γ−1−δ
{
1, für |ξ| < 1
|ξ|2δ , für |ξ| > 1
6 C3(δ,γ) |ξ|γ−1−δ max(1, |ξ|2δ).
Für x, y > 0 und γ− 1− δ > 0 gilt deshalb, dass
sup
ξ∈(x,y)∪(y,x)
|ξ|γ−1 |γ ln(ξ) + 1| 6 C3(δ,γ) sup
ξ∈(x,y)∪(y,x)
|ξ|γ−δ−1 max(1, |ξ|2δ)
6 C3(δ,γ) |x + y|γ−1−δ max(1, |x + y|2δ). 
Desweiteren benötigen wir im Beweis von Satz (6.2.18) die folgende Ungleichung:
(6.2.6) Lemma
Für alle a, b ∈ R gilt für 0 < s < 1 die Ungleichung
|as − bs| 6 |a− b|s . (6.8)

Beweis
Sei ohne Einschränkung a > b > 0. Damit ist zu zeigen, dass für alle 0 < s < 1 die
Ungleichung 1−
(
b
a
)s
6
(
1− ba
)s
gilt. Zur Vereinfachung setzen wir 0 < γ := ba 6 1
und g(γ) := 1−γs sowie f (γ) := (1−γ)s. Es ist g(1) = 0 = f (1) und g(0) = 1 = f (0)
(g und f sind daher auch in Null wohldefiniert und die Behauptung ist auch in Null
erfüllt). Weiter ist g′(γ) = −sγs−1 und f ′(γ) = −s(1− γ)s−1.
Für γ ∈ (0, 12 ) gilt g′(γ) 6 f ′(γ), denn mit s− 1 < 0 ist
γ <
1
2
⇒ γ 6 1− γ x 7→xs−1⇒
fallend
γs−1 6 (1− γ)s−1
⇒ −sγs−1 6 −s(1− γ)s−1 ⇒ g′(γ) 6 f ′(γ).
Für γ ∈ [ 12 , 1] gilt g′(γ) > f ′(γ), denn mit s− 1 < 0 ist
γ > 1
2
⇒ γ > 1− γ x 7→xs−1⇒
fallend
γs−1 6 (1− γ)s−1
⇒ −sγs−1 > −s(1− γ)s−1 ⇒ g′(γ) > f ′(γ).
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Damit ergibt sich für γ ∈ (0, 12 ), dass
g(γ)− 1 = g(γ)− g(0) =
γ∫
0
g′(t) dt 6
γ∫
0
f ′(t) dt = f (γ)− f (0) = f (γ)− 1
und für γ ∈ [ 12 , 1] folgt
−g(γ) = g(1)− g(γ) =
1∫
γ
g′(t) dt >
1∫
γ
f ′(t) dt = f (1)− f (γ) = − f (γ).
Schließlich ergibt sich für alle 0 < γ 6 1 und 0 < s < 1 die Ungleichung
1− γs = g(γ) 6 f (γ) = (1− γ)s.
Daher folgt die Ungleichung. 
Desweiteren benutzen wir in den Beweisen der Sätze (6.2.18) und (6.2.20) die Ein-
bettung der Modulationsräume, die Galperin und Samarah bereits bewiesen haben.
(6.2.7) Satz ([GS04] Theorem 3.4)
Für 0 < p1 6 p2 6 ∞ und 0 < q1 6 q2 6 ∞ gilt:
Mp1,q1(Rd) ↪→ Mp2,q2(Rd) mit ‖ f ‖Mp2,q2 6 C‖ f ‖Mp1,q1 für ein C > 0. 
Um einen weiteren Konvergenz-Begriff zu definieren benötigen wir noch die defini-
tion eines Gitters.
(6.2.8) Definition
Ein Gitter Γ ⊂ R2d ist eine diskrete Untergruppe von R2d der Form AZ2d, wobei A
eine invertierbare (2d× 2d)-Matrix über R ist. 
Damit erklären wir einen Grenzwert.
(6.2.9) Definition
Sei 0 < p < ∞, a > 1 und g ∈ S(Rd). Ferner sei f in einem geeigneten Modulations-
raum. Für die von Vg f abhängigen Ausdrücke A(Vg f ) und D(Vg f ) wobei
A(·) ∈ {‖·‖pLp , E(|·|a)} und
D(
∣∣Vg f (α, β)∣∣) ∈ { λ 2d(U) ∣∣Vg f (α, β)∣∣p ,−( λ 2d(U)) ∣∣Vg f (α, β)∣∣a ln(∣∣Vg f (α, β)∣∣a)},
ist der Grenzwert
lim
diam(U)→0
 ∑
(α,β)∈Γ
D
(∣∣Vg f (α, β)∣∣)

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im folgenden Sinne zu verstehen:
lim
diam(U)→0
 ∑
(α,β)∈Γ
D
(∣∣Vg f (α, β)∣∣)
 = A (Vg f )
:⇔ ∀ ε > 0 ∃ δ > 0 : ∀ Gitter Γ ∀U ∈ U0(R2d) mit⊎
(α,β)∈Γ
(α, β) +U = R2d (bis auf eine Nullmenge) und diam(U) < δ gilt:
∣∣∣∣∣∣
 ∑
(α,β)∈Γ
D
(∣∣Vg f (α, β)∣∣)
− A (Vg f )
∣∣∣∣∣∣ < ε.
Ebenso definieren wir für eine Young-Funktion Φ:
lim
diam(U)→0
inf
λ > 0 : ∑
(α,β)∈Γ
λ 2d(U)Φ
(∣∣Vg f (α, β)∣∣
λ
)
6 1
 = NΦ(Vg f )
:⇔ ∀ ε > 0 ∃ δ > 0 : ∀ Gitter Γ ∀U ∈ U0(R2d) mit⊎
(α,β)∈Γ
(α, β) +U = R2d (bis auf eine Nullmenge) und diam(U) < δ gilt:
∣∣∣∣∣∣ inf
λ > 0 : ∑
(α,β)∈Γ
λ 2d(U)Φ
(∣∣Vg f (α, β)∣∣
λ
)
6 1
− NΦ(Vg f )
∣∣∣∣∣∣ < ε.

(6.2.10) Bemerkung
Die Existenz in Definition (6.2.9) ist gegeben, denn für ein a ∈ R+ ergibt sich für
U = [0, a)2d und Γ = aZ2d, dass diam(U) = 2da ist. Benutzen wir im Folgenden die
obige Bezeichnung, so nehmen wir implizit an, dass die Konvergenz im Sinne der
Definition (6.2.9) zu verstehen ist. 
Desweiteren benutzen wir in den Beweisen der Sätze (6.2.18) und (6.2.20) die fol-
gende Interpretation.
(6.2.11) Bemerkung
Es seien 0 < p < ∞, g ∈ S(Rd), Φ eine Young-Funktion und f sei Element eines
geeigneten Modulationsraumes. Dann ist ein Integral der Form∫
R2d
∣∣Vg f (α, β)∣∣p dx dw, beziehungsweise ∫
R2d
Φ
(∣∣Vg f (α, β)∣∣) dx dw
in folgender Weise zu interpretieren:
Wir fixieren ein Gitter Γ ⊂ R2d und eine Nullumgebung U mit ⊎
(α,β)∈Γ
(α, β) +U = R2d
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(bis auf eine Nullmenge). Dieser Zerlegung assoziiert ist die folgende Treppenfunk-
tion TU,Vg f : R
2d → C mit TU,Vg f (x, w) = Vg f (α, β) für (x, w) ∈ (α, β) + U. In allen
Integralausdrücken ist im Folgenden Vg f (α, β) durch TU,Vg f (x, w) zu ersetzen. Speziell
gilt, dass ∫
R2d
∣∣Vg f (α, β)∣∣ dx dw = ∑
(α,β)∈Γ
λ 2d(U)
∣∣Vg f (α, β)∣∣ ,
beziehungsweise, dass∫
R2d
Φ
(∣∣Vg f (α, β)∣∣) dx dw = ∑
(α,β)∈Γ
λ 2d(U)Φ
(∣∣Vg f (α, β)∣∣) .

Mit den Bezeichnungen aus der obigen Bemerkung ergibt sich das folgende Lemma:
(6.2.12) Lemma
Für ein festes Gitter Γ ⊂ R2d und eine Nullumgebung U mit ⊎
(α,β)∈Γ
(α, β) + U = R2d
(bis auf eine Nullmenge) sowie g ∈ S(Rd) und ein f ∈ S ′(Rd) beliebig gilt für einen
Punkt (x, w) ∈ R2d, dass∣∣∣Vg f (x, w)− TU,Vg f (x, w)∣∣∣ 6 oscU(Vg f )(x, w). 
Beweis
Es sei (x, w) ∈ Rd beliebig und (α, β) ∈ Γ mit (x, w) ∈ (α, β) +U. Dann ist der Punkt
(α, β) = (x, w)− (u1, u2) für ein (u1, u2) ∈ U. Damit folgt, dass∣∣∣Vg f (x, w)− TU,Vg f (x, w)∣∣∣ = ∣∣Vg f (x, w)−Vg f (α, β)∣∣
=
∣∣Vg f (x, w)−Vg f ((x, w)− (u1, u2))∣∣ 6 oscU(Vg f )(x, w).

Liegt eine stetige Funktion im Wiener-Raum der Rechtsverschiebungen WR(C0, L1),
so konvergiert die Oszillation dieser Funktion in der L1-Norm gegen Null, wenn die
Umgebung dicht ist.
(6.2.13) Lemma ([Grö91] Lemma 4.6 (ii))
Es sei g ∈ WR(C0, L1) und e sei das neutrale Element der lokalkompakten Gruppe G.
Dann gilt
lim
U→{e}
‖oscU (g)‖L1 = 0. 
Ist f eine temperierte Distribution eines Modulationsraumes Mp für p > 1, so kon-
vergiert die Oszillation der Kurzzeit-Fouriertransformierten dieser Funktion in der
Lp-Norm gegen Null, wenn der Durchmesser der Nullumgebung genügend dicht ist.
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(6.2.14) Lemma
Es seien p > 1, g ∈ S(R2d). Für f ∈ Mp(Rd) gilt dann
lim
diam(U)→0
‖oscU
(
Vg f
)‖Lp = 0. 
Beweis
Es sei ρ(x, v) = epiix·vTx Mv, die zur Schrödinger-Darstellung pi über die Heisenberg-
gruppe zugehörige projektive Darstellung auf R2d. Sei g ∈ S(Rd), dann gilt nach
Lemma (2.2.25) bereits g ∈ Bpiw = Bρw mit w = 1. Mit f in Mp(Rd) für p > 1 und da Lp
ein BF-Raum ist, folgt aus Gleichung (2.17), dass f ∈ CoLp liegt. Daher ergibt sich aus
Satz (2.2.10), dass Wg f ∈W(C0, Lp) ist. Mit Lemma (6.1.21) folgt
lim
δ→0
‖oscUδ(Vg f )‖Lp 6 lim
δ→0
‖oscUδ(Vg f )‖W(L∞,Lp) = 0.
Für ein genügend kleines δ und U ∈ U0 ist diam(U) < δ mit U ⊂ Uδ. Damit folgt
lim
diam(U)→0
‖oscU(Vg f )‖Lp = 0.

Ist f eine temperierte Distribution eines Orlicz-Modulationsraumes MΦ zur Young-
Funktion Φ ∈ ∆2, so können wir zeigen, dass die Oszillation der Kurzzeit-Fourier-
transformierten dieser Funktion in der Eich-Norm gegen Null konvergiert, wenn der
Durchmesser der Nullumgebung genügend dicht ist. Dazu müssen wir zuerst zei-
gen, dass die Oszillation der Wavelet-Transformation in der Eich-Norm gegen Null
konvergiert, um analog zum Beweis von Lemma (6.1.21) folgern zu können, dass die
Oszillation der Kurzzeit-Fouriertransformierten gegen Null konvergiert.
(6.2.15) Lemma
Sei g ∈ S(Rd) und sei Φ eine stetige Young-Funktion, die die ∆2-Bedingung erfüllt
und deren komplementäre Funktion Ψ auch stetig ist. Für f ∈ MΦ(Rd) gilt dann
lim
diam(U)→0
NΦ
(
oscU(Vg f )
)
= 0.

Beweis
Es sei ρ(x, v) = epiix·vTx Mv, die zur Schrödinger-Darstellung pi über die Heisenberg-
gruppe zugehörige projektive Darstellung aufR2d. Sei g ∈ S(Rd), dann ist Wgg bereits
stetig und Wgg ∈ WR(L∞, L1). Wir werden sehen, dass dies sich in analoger Weise
zum Beweis von Lemma (2.2.25) ergibt. Zuerst gilt für g ∈ S(Rd) ⊂ L2(Rd) und
(x, v, e2piiτ) ∈ R2d ×T:∣∣∣Wgg(x, v, e2piiτ)∣∣∣ = |〈ρ(x, v)g, g〉| = ∣∣Vgg(x, v)∣∣ ,
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wobei nach Satz (1.2.6) die Kurzzeit-Fouriertransformierte Vg(g) ∈ S(R2d) ist. Damit
gibt es für jedes n ∈ N0 eine Konstante Cn > 0, so dass für alle (x, v, e2piiτ) ∈ R2d ×T
gilt ∣∣∣Wgg(x, v, e2piiτ)∣∣∣ = ∣∣Vgg(x, v)∣∣ 6 Cn(1+ |x|+ |v|)−n.
Sei Q eine kompakte Umgebung des neutralen Elements e und R > 0, so dass die
Menge Q ⊂ BR(0)× BR(0)×T. Für (y, z, e2piiν) ∈ R2d ×T mit
χQ(y + x, z + v, e2pii(ν+τ)epii(xz−yv)) 6= 0 gilt:
|y|+ |z| > |x| − |y + x|+ |v| − |z + v| > |x|+ |v| − 2R
⇒ 1+ |x|+ |v| 6 2R + 1+ |y|+ |z| 6 (2R + 1)(1+ |y|+ |z|)
⇒
∣∣∣Wgg(y, z, e2piiν)∣∣∣ 6 Cn(1+ |y|+ |z|)−n 6 Cn(2R + 1)n︸ ︷︷ ︸
C˜n
(1+ |x|+ |v|)−n.
Folglich gilt insbesondere für n = 2d + 1, dass
‖(R(x,v,e2piiτ)χQ)Wgg‖∞
= sup
(y,z,ν)∈R2d×T
∣∣∣χQ(y + x, z + v, e2pii(τ+ν)epii(xz−yv))Wg(g)(y, z, e2piiν)∣∣∣
6 C˜2d+1(1+ |x|+ |v|)−(2d+1).
Daher können wir folgern, dass∫
R2d
∫
[0,1]
‖(R(x,v,e2piiτ)χQ)Wgg‖∞ dτ dx dv 6
∫
R2d
C˜2d+1(1+ |x|+ |v|)−(2d+1) dx dv.
Da −2d− 1 < −2d ist, ist das letzte Integral endlich, also Wgg ∈WR(L∞, L1).
Damit folgt aus Satz (6.2.13), dass
lim
U→{e}
‖oscU
(
Wgg
)‖L1 = 0. (6.9)
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In [FG07] wurde bereits die folgende Abschätzung gezeigt:
oscU( f ∗ g)(x, v, e2piiτ)
= sup
(u1,u2,e2piiγ)∈U
∣∣∣∣∣∣∣
∫
R2d
∫
[0,1]
f (y, z, e2piiν)
(
g((y, z, e2piiν)−1(x, v, e2piiτ))
−g((y, z, e2piiν)−1(x, v, e2piiτ)(u1, u2, e2piiγ)−1)
)
dy dz dν
∣∣∣
6
∫
R2d
∫
[0,1]
∣∣∣ f (y, z, e2piiν)∣∣∣ sup
(z1,z2,e2piiγ)∈U
∣∣∣g((y, z, e2piiν)−1(x, v, e2piiτ))
−g((y, z, e2piiν)−1(x, v, e2piiτ)(u1, u2, e2piiγ)−1)
∣∣∣ dy dz dν
6 (| f | ∗ oscU(g)) (x, v, e2piiτ).
Für g ∈ S(Rd) und Wg f ∈ LΦ folgt mit Satz (2.2.10) direkt Wg f ∈ W(L∞, LΦ). Weiter
ist nach Lemma (6.1.10) die Norm ‖T(x,y,e2piiτ)−1‖[W(L∞,LΦ)] 6 ‖T(x,y,e2piiτ)−1‖[LΦ] 6 1, da
LΦ linksinvariant ist. Daher ergibt sich aus Lemma (6.1.3) für Wg f ∈W(L∞, LΦ) bereits
Wg f ∈ LΦ. Nach Theorem 4.1 in [FG89a] gibt es zu jedem F ∈ L∞ mit (F ∗Wgg) = F ein
eindeutiges Element f˜ ∈ (H1,pi)¬ mit Wg f˜ = F. Wir verwenden dies für F = Wg f . Nach
Theorem 4.1 (iii) in [FG89a] gilt 1〈g,g〉 (Wg f ∗Wgg) = 1〈g,g〉 (Wg f˜ ∗Wgg) = Wg f˜ = Wg f
(da f˜ ∈ (H1,pi)¬). Daher ergibt sich die Reproduktionsformel 1〈g,g〉 (Wg f ∗Wgg) = Wg f
für Wg f ∈ LΦ. Aus der Young-Ungleichung (3.2.52) folgt somit
NΦ
(
oscU(Wg f )
)
=NΦ
(
oscU
(
1
〈g, g〉 (Wg f ∗Wgg)
))
6 2〈g, g〉NΦ
(
Wg f
) ∥∥oscU(Wgg)∥∥L1 .
Nach Voraussetzung ist f ∈ MΦ(Rd). Damit folgt aus Gleichung (4.2), dass f ∈ CoLΦ
liegt. Daher ist NΦ
(
Wg f
)
< ∞. Mit der Konvergenz aus (6.9) folgt
lim
U→{e}
NΦ
(
oscU(Wg f )
)
= 0. (6.10)
Für g ∈ S(Rd) gilt nach Lemma (2.2.25) bereits g ∈ Bpiw mit w = 1. Weiter folgt aus
f ∈ MΦ mit Definition (4.2) schon, dass f ∈ CoLΦ. Daher ergibt sich aus Satz (2.2.10),
dass Wg f ∈W(C0, LΦ).
In analoger Weise zum Beweis von Lemma (6.1.21) ergibt sich für δ > 0 mit
Uδ := {y ∈ R2d : ‖y‖ < δ2} und U˜δ = {(y, z) ∈ R2d × T : y ∈ Uδ, |z− 1| < δ}
sowie Aδ := {x ∈ R2d : |c(x, y)− 1| < δ ∀y ∈ Uδ} wobei c gegeben ist durch
c((x1, w1), (x2, w2)) := epii(x1w2−x2w1) für x = (x1, w1)t und y = (x2, w2)t (wie in Bei-
spiel (2.2.18)) die Abschätzung
NΦ
(
oscUδ(Vg f )
)
6 NΦ
(
oscU˜δ(Wg f )
)
+ 2NΦ
(
K(Wg f , Uδ ×T, L∞) · χ(R2d\Aδ)
)
︸ ︷︷ ︸
δ61
6 2NΦ
(
K(Wg f ,U1×T,L∞)·χ(R2d\Aδ)
)
.
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Da Φ die ∆2-Bedingung erfüllt, folgt mit Satz (3.2.41) und dadurch, dass Wg f ∈ LΦ
sowie NΦ
(
K(Wg f , U1 ×T, L∞) · χ(R2d\Aδ)
)
unabhängig von δ ist (und da für δ → 0
folgt, dass χR2d\Aδ punktweise gegen Null konvergiert, vergleiche Beweis von Lemma
(6.1.21)), dass
NΦ
(
oscUδ(Vg f )
)
6 NΦ
(
oscU˜δ(Wg f )
)
︸ ︷︷ ︸
→0 nach (6.10)
+2 NΦ
(
K(Wg f , U1 ×T, L∞) · χ(R2d\Aδ)
)
︸ ︷︷ ︸
→0
.
Daher folgt lim
δ→0
NΦ
(
oscUδ(Vg f )
)
= 0. Für ein genügend kleines δ > 0 und U ∈ U0 mit
dem Durchmesser diam(U) < δ mit U ⊂ Uδ ergibt sich schließlich, dass
lim
diam(U)→0
NΦ
(
oscU(Vg f )
)
= 0.

Ist f im Modulationsraum Mp, so lässt sich die Modulationsraum-Norm der Kurzzeit-
Fouriertransformierten durch die Diskretisierung approximieren.
(6.2.16) Lemma
Es seien g ∈ S(Rd) und 0 < p < ∞. Dann gilt für f ∈ Mp(Rd), dass
lim
diam(U)→0
 ∑
(α,β)∈Γ
λ 2d (U)
∣∣Vg f (α, β)∣∣p
 = ‖Vg f ‖pLp .
Insbesondere gilt (für einen genügend kleinen diam(U)) stets, dass
∑
(α,β)∈Γ
λ 2d (U)
∣∣Vg f (α, β)∣∣p < ∞. 
Beweis
Es seien g ∈ S(Rd) und f ∈ Mp(Rd). Ferner sei zunächst p > 1. Nach Lemma (6.2.12)
folgt, dass ∥∥∥Vg f − TU,Vg f∥∥∥Lp 6 ‖oscU(Vg f )‖Lp .
Daraus ergibt sich∣∣∣∣∣∣( ∑(α,β)∈Γ λ 2d(U)
∣∣Vg f (α, β)∣∣p ) 1p − ‖Vg f ‖Lp
∣∣∣∣∣∣
=
∣∣∣∣∣∣∣
 ∫
R2d
∣∣Vg f (α, β)∣∣p dx dw
 1p − ‖Vg f ‖Lp
∣∣∣∣∣∣∣
=
∣∣∣‖TU,Vg f ‖Lp − ‖Vg f ‖Lp ∣∣∣
6 ‖Vg f − TU,Vg f ‖Lp 6
∥∥oscU(Vg f )∥∥Lp .
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Nach Voraussetzung ist ‖Vg f ‖Lp < ∞ wodurch mit dem Lemma (6.1.26) und Lemma
(6.1.3) (b) folgt, dass
lim
diam U→0
∥∥oscU(Vg f )∥∥Lp = 0. Damit folgt die Behauptung für p > 1.
Sei nun 0 < p < 1. Nach Lemma (6.2.12) folgt, dass∥∥∥Vg f − TU,Vg f∥∥∥pLp 6 ‖oscU(Vg f )‖pLp .
Damit gilt mit Lemma (6.1.3), dass∣∣∣∣∣∣ ∑(α,β)∈Γ λ 2d(U)
∣∣Vg f (α, β)∣∣p − ‖Vg f ‖pLp
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∫
R2d
∣∣Vg( f )(α, β)∣∣p dx dw− ‖Vg f ‖pLp
∣∣∣∣∣∣
=
∣∣∣‖TU,Vg f ‖pLp − ‖Vg f ‖pLp ∣∣∣
6 ‖Vg f − TU,Vg f ‖pLp 6
∥∥oscU(Vg f )∥∥pLp 6 C‖oscU(Vg f )‖pW(L∞,Lp).
Weiter ist mit dem Lemma (6.1.26)
lim
diam U→0
∥∥oscU(Vg f )∥∥W(L∞,Lp) = 0.
Damit folgt die Behauptung auch für 0 < p < 1, da x 7→ x 1p stetig ist. 
Es ist ebenfalls möglich die stetige Orlicz-Norm durch die Diskretisierung der Kurz-
zeit-Fouriertransformierten zu approximieren.
(6.2.17) Lemma
Für g ∈ S(Rd) und eine stetige Young-Funktion Φ, die die ∆2-Bedingung erfüllt und
deren komplementäre Funktion Ψ auch stetig ist, gilt für f ∈ MΦ(Rd), dass
lim
diam(U)→0
inf
λ > 0 : ∑
(α,β)∈Γ
λ 2d(U)Φ
(∣∣Vg f (α, β)∣∣
λ
)
6 1
 = NΦ (Vg f ) . 
Beweis
Es seien g ∈ S(Rd), f ∈ MΦ(Rd) und CU = λ 2d(U). Dann folgt mit der Dreiecksun-
gleichung für die Eich-Norm, dass
inf
λ > 0 :
∫
R2d
Φ
(∣∣Vg f (α, β)∣∣
λ
)
dx dw 6 1
 = NΦ (TU,Vg f)
= NΦ
(
TU,Vg f +Vg f −Vg f
)
6 NΦ
(
Vg f
)
+ NΦ
(
TU,Vg f −Vg f
)
.
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Wir können aufgrund der Monotonie der Eich-Norm und Lemma (6.2.12) wie folgt
abschätzen:
NΦ
(
TU,Vg f −Vg f
)
6 NΦ
(
oscU(Vg f )
)
.
Andererseits gilt mit der selben Argumentation wie oben, dass
inf
λ > 0 :
∫
R2d
Φ
(∣∣Vg f (α, β)∣∣
λ
)
dx dw 6 1

> NΦ
(
Vg f
)− NΦ (TU,Vg f −Vg f)
> NΦ
(
Vg f
)− NΦ (oscU(Vg f )) .
Insgesamt ergibt sich, dass∣∣∣∣∣∣inf
λ > 0 :
∫
R2d
Φ
(∣∣Vg f (α, β)∣∣
λ
)
dx dw 6 1
− NΦ (Vg f (·, ·))
∣∣∣∣∣∣
6 NΦ(oscU(Vg f )).
Da Φ die ∆2-Bedingung erfüllt, folgt mit Lemma (6.2.15), dass
lim
diam U→0
NΦ
(
oscU(Vg f )
)
= 0
und damit folgt die Behauptung. 
Der folgende Satz gibt Bedingungen an, unter denen sich die stetige Entropie der
Kurzzeit-Fouriertransformierten mittels der diskretisierten Entropie approximieren lässt:
(6.2.18) Satz
Es seien g ∈ S(Rd), γ > 1, δ > 0 mit γ− 1− δ > 0 sowie p > 1.
(a) Für γ+ δ 6 p und f ∈ M
p(γ−1−δ)
γ(p−1) gilt, dass
lim
diam(U)→0
− ∑
(α,β)∈Γ
λ 2d(U)
∣∣Vg f (α, β)∣∣ ln(∣∣Vg f (α, β)∣∣) = E(∣∣Vg f ∣∣).
(b) Für p 6 γ− δ und f ∈ M pγ gilt, dass
lim
diam(U)→0
− ∑
(α,β)∈Γ
λ 2d(U)
∣∣Vg f (α, β)∣∣ ln(∣∣Vg f (α, β)∣∣) = E(∣∣Vg f ∣∣).

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Beweis
Für CU := λ 2d(U) gilt (mit R2d =
⊎
(α,β)∈Γ
(α, β) +U bis auf eine Nullmenge):
∣∣E(∣∣Vg f ∣∣)− e(∣∣Vg f ∣∣)∣∣
6
∣∣∣∣∣∣
∫
R2d
∣∣Vg f (x, w)∣∣ ln ∣∣Vg f (x, w)∣∣ dx dw− ∑
(α,β)∈Γ
CU
∣∣Vg f (α, β)∣∣ ln ∣∣Vg f (α, β)∣∣
∣∣∣∣∣∣
=
∣∣∣∣∣∣∣ ∑(α,β)∈Γ
∫
(α,β)+U
∣∣Vg f (x, w)∣∣ ln ∣∣Vg f (x, w)∣∣ dx dw
− ∑
(α,β)∈Γ
CU
∣∣Vg f (α, β)∣∣ ln ∣∣Vg f (α, β)∣∣
∣∣∣∣∣∣
6 ∑
(α,β)∈Γ
∫
(α,β)+U
∣∣∣∣Vg f (x, w)∣∣ ln ∣∣Vg f (x, w)∣∣−∣∣Vg f (α, β)∣∣ ln ∣∣Vg f (α, β)∣∣∣∣ dx dw
= γ ∑
(α,β)∈Γ
∫
(α,β)+U
∣∣∣∣∣Vg f (x, w)∣∣ ln(|Vg f (x, w)| 1γ)−∣∣Vg f (α, β)∣∣ ln(∣∣Vg f (α, β)∣∣ 1γ)∣∣∣ dx dw.
Wir setzen nun zur Vereinfachung V := Vg f (x, w) und A := Vg f (α, β). Dann erhalten
wir mit Lemma (6.2.5), dass
γ ∑
(α,β)∈Γ
∫
(α,β)+U
∣∣∣(|V| 1γ)γ ln(|V| 1γ) − (|A| 1γ)γ ln(|A| 1γ)∣∣∣ dx dw
(6.2.5)
6 γC(δ,γ) ∑
(α,β)∈Γ
∫
(α,β)+U
∣∣∣|V| 1γ − |A| 1γ ∣∣∣
·
∣∣∣|V| 1γ + |A| 1γ ∣∣∣(γ−1−δ) ·max(1,(|V| 1γ + |A| 1γ)2δ) dx dw.
Mit der Ungleichung |as − bs| 6 |a− b|s für s < 1 aus Lemma (6.2.6) und der
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Hölder-Ungleichung zum Exponenten p > 1 und p′ = pp−1 erhalten wir, dass∣∣E(∣∣Vg f ∣∣)− e(∣∣Vg f ∣∣)∣∣
(6.8)
6 γC(δ,γ) ∑
(α,β∈Γ)
∫
(α,β)+U
||V| − |A|| 1γ ·
∣∣∣|V| 1γ + |A| 1γ ∣∣∣(γ−1−δ)
·max
(
1,
(
|V| 1γ + |A| 1γ
)2δ)
dx dw
Hölder
6
Ungl.
γC(δ,γ)
 ∫
R2d
||V| − |A|| 1γ p dx dw
 1p
·
 ∫
R2d
∣∣∣|V| 1γ + |A| 1γ ∣∣∣(γ−1−δ)p′ ·max(1,(|V| 1γ + |A| 1γ)2δ)p′ dx dw) 1p′
Lemma (6.2.12)
6 γC(δ,γ)
 ∫
R2d
∣∣oscU(Vg f )(x, w)∣∣ pγ dx dw
 1p
·
 ∫
R2d
∣∣∣|V| 1γ + |A| 1γ ∣∣∣(γ−1−δ)p′ ·max(1,(|V| 1γ + |A| 1γ)2δp′) dx dw) 1p′
= γC(δ,γ)
∥∥oscU(Vg f )∥∥ 1γ
L
p
γ
·
 ∫
R2d
∣∣∣|V| 1γ + |A| 1γ ∣∣∣(γ−1−δ)p′ ·max(1,(|V| 1γ + |A| 1γ)2δp′) dx dw) 1p′ .
Wir betrachten nun das zweite Integral. Hierfür gilt mit max{1, b} 6 1 + b für b > 0,
dass ∫
R2d
∣∣∣|V| 1γ + |A| 1γ ∣∣∣(γ−1−δ)p′ ·max(1, (|V| 1γ + |A| 1γ)2δp′) dx dw) 1p′
6
 ∫
R2d
∣∣∣|V| 1γ + |A| 1γ ∣∣∣(γ−1+δ)p′ dx dw + ∫
R2d
∣∣∣|V| 1γ + |A| 1γ ∣∣∣(γ−1−δ)p′ dx dw
 1p′ .
Im nächsten Schritt wollen wir die Summe im Integraden mit der Dreiecksungleichung
abschätzen. Wir müssen jedoch dazu eine Fallunterscheidung nach dem Exponenten
(γ− 1 + δ) pp−1 vornehmen, da wir entweder die Dreiecksungleichung für eine Norm
oder die angepasste Dreiecksungleichung für eine Quasi-Norm anwenden müssen.
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Desweiteren benutzen wir Lemma (6.1.3) und erhalten
‖oscU(Vg f )‖
L
p
γ
6 ‖oscU(Vg f )‖
W(L∞,L
p
γ )
.
1. Fall: Es sei (γ− 1− δ) pp−1 < (γ− 1+ δ) pp−1 6 1. Dann gilt, dass∣∣E(∣∣Vg f ∣∣)− e(∣∣Vg f ∣∣)∣∣
6 γC(δ,γ)
∥∥oscU(Vg f )∥∥ 1γ
W(L∞,L
p
γ ) ∫
R2d
∣∣∣|V| 1γ + |A| 1γ ∣∣∣(γ−1+δ)p′ dx dw + ∫
R2d
∣∣∣|V| 1γ + |A| 1γ ∣∣∣(γ−1−δ)p′ dx dw
 1p′
6 γC(δ,γ)
∥∥oscU(Vg f )∥∥ 1γ
W(L∞,L
p
γ )∥∥∥∣∣Vg f ∣∣ 1γ ∥∥∥(γ−1+δ)p′
L(γ−1+δ)p′
+ ∑
(α,β)∈Γ
∫
(α,β)+U
|A| (γ−1+δ)p
′
γ dx dw
+
∥∥∥∣∣Vg f ∣∣ 1γ ∥∥∥(γ−1−δ)p′
L(γ−1−δ)p′
+ ∑
(α,β)∈Γ
∫
(α,β)+U
|A| (γ−1−δ)p
′
γ dx dw

1
p′
= γC(δ,γ)
∥∥oscU(Vg f )∥∥ 1γ
W(L∞,L
p
γ )∥∥Vg f∥∥ (γ−1+δ)p(p−1)γ
L
(γ−1+δ)p
γ(p−1)
+ ∑
(α,β)∈Γ
λ 2d(U) |A|
(γ−1+δ)p
(p−1)γ
+
∥∥Vg f∥∥ (γ−1−δ)pγ(p−1)
L
(γ−1−δ)p
(p−1)γ
+ ∑
(α,β)∈Γ
λ 2d(U) |A|
(γ−1−δ)p
(p−1)γ

p−1
p
.
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2. Fall: Es sei (γ− 1− δ) pp−1 6 1 < (γ− 1+ δ) pp−1 . In diesem Fall gilt, dass∣∣E(∣∣Vg f ∣∣)− e(∣∣Vg f ∣∣)∣∣
6 γC(δ,γ)
∥∥oscU(Vg f )∥∥ 1γ
W(L∞,L
p
γ ) ∫
R2d
∣∣∣|V| 1γ + |A| 1γ ∣∣∣(γ−1+δ)p′ dx dw + ∫
R2d
∣∣∣|V| 1γ + |A| 1γ ∣∣∣(γ−1−δ)p′ dx dw
 1p′
6 γC(δ,γ)
∥∥oscU(Vg f )∥∥ 1γ
W(L∞,L
p
γ )
∥∥∥∣∣Vg f ∣∣ 1γ ∥∥∥L(γ−1+δ)p′ +
 ∑
(α,β)∈Γ
∫
(α,β)+U
|A| (γ−1+δ)p
′
γ dx dw

1
(γ−1+δ)p′

(γ−1+δ)p′
+
∥∥∥∣∣Vg f ∣∣ 1γ ∥∥∥(γ−1−δ)p′
L(γ−1−δ)p′
+ ∑
(α,β)∈Γ
∫
(α,β)+U
|A| (γ−1−δ)p
′
γ dx dw

1
p′
= γC(δ,γ)
∥∥oscU(Vg f )∥∥ 1γ
W(L∞,L
p
γ )
((∥∥Vg f∥∥ 1γ
L
(γ−1+δ)p
(p−1)γ
+
 ∑
(α,β)∈Γ
λ 2d(U) |A|
(γ−1+δ)p
(p−1)γ

(p−1)
(γ−1+δ)p

(γ−1+δ)p
(p−1)
+
∥∥Vg f∥∥ (γ−1−δ)pγ(p−1)
L
(γ−1−δ)p
γ(p−1)
+ ∑
(α,β)∈Γ
λ 2d(U) |A|
(γ−1−δ)p
(p−1)γ

p−1
p
.
3. Fall: Es sei 1 6 (γ− 1− δ) pp−1 < (γ− 1+ δ) pp−1 . In diesem Fall gilt, dass∣∣E(∣∣Vg f ∣∣)− e(∣∣Vg f ∣∣)∣∣
6 γC(δ,γ)
∥∥oscU(Vg f )∥∥ 1γ
W(L∞,L
p
γ ) ∫
R2d
∣∣∣|V| 1γ + |A| 1γ ∣∣∣(γ−1+δ)p′ dx dw + ∫
R2d
∣∣∣|V| 1γ + |A| 1γ ∣∣∣(γ−1−δ)p′ dx dw
 1p′
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6 γC(δ,γ)
∥∥oscU(Vg f )∥∥ 1γ
W(L∞,L
p
γ )
∥∥∥∣∣Vg f ∣∣ 1γ ∥∥∥
L(γ−1+δ)p′
+
 ∑
(α,β)∈Γ
λ 2d(U) |A| (γ−1+δ)p
′
γ
 1(γ−1+δ)p′

(γ−1+δ)p′
+
∥∥∥∣∣Vg f ∣∣ 1γ ∥∥∥
L(γ−1−δ)p′
+
 ∑
(α,β)∈Γ
λ 2d(U) |A| (γ−1−δ)p
′
γ
 1(γ−1−δ)p′

(γ−1−δ)p′
1
p′
= γC(δ,γ)
∥∥oscU(Vg f )∥∥ 1γ
W(L∞,L
p
γ )
∥∥Vg f∥∥ 1γ
L
(γ−1+δ)p
γ(p−1)
+
 ∑
(α,β)∈Γ
λ 2d(U) |A|
(γ−1+δ)p
(p−1)γ

p−1
(γ−1+δ)p

(γ−1+δ)p
p−1
+
∥∥Vg f∥∥ 1γ
L
(γ−1−δ)p
γ(p−1)
+
 ∑
(α,β)∈Γ
λ 2d(U) |A|
(γ−1−δ)p
(p−1)γ

p−1
(γ−1−δ)p

(γ−1−δ)p
p−1

p−1
p
.
In allen drei Fällen erhalten wir für geeignete Exponenten 0 < ai, bj 6 ∞ mit
i ∈ {1, 2, 3, 4} und j ∈ {1, 2} eine Abschätzung der Art∣∣E(∣∣Vg f ∣∣)− e(∣∣Vg f ∣∣)∣∣ 6γC(δ,γ) ∥∥oscU(Vg f )∥∥ 1γ
W(L∞,L
p
γ )
·

∥∥Vg( f )∥∥a1
L
(γ−1+δ)p
γ(p−1)
+
 ∑
(α,β)∈Γ
λ 2d(U) |A|
(γ−1+δ)p
(p−1)γ
a2b1
+
∥∥Vg( f )∥∥a3
L
(γ−1−δ)p
γ(p−1)
+
 ∑
(α,β)∈Γ
λ 2d(U) |A|
(γ−1−δ)p
(p−1)γ
a4b2

p−1
p
.
Eine entsprechende Abschätzung erhält man auch indem man ausnutzt, dass für
0 < (γ− 1− δ)p′ < (γ− 1 + δ)p′ 6 ∞ eine Konstante K1 = K1(γ, δ, p) > 1 existiert
mit
‖ f + g‖L(γ−1−δ)p′ 6 K1
(‖ f ‖L(γ−1−δ)p′ + ‖g‖L(γ−1−δ)p′ )
für f , g ∈ L(γ−1−δ)p′(Rd). Genauso existiert eine Konstante K2 = K2(γ, δ, p) > 1 mit
‖ f + g‖L(γ−1+δ)p′ 6 K2
(‖ f ‖L(γ−1+δ)p′ + ‖g‖L(γ−1+δ)p′ )
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für f , g ∈ L(γ−1+δ)p′(Rd).
Wir unterscheiden jetzt die beiden Fälle, die in der Aussage des Satzes vorkommen.
Falls (γ+ δ) 6 p ist, so gilt
0 <
p
p− 1
γ− 1− δ
γ
6 p
p− 1
γ− 1+ δ
γ
6 p
γ
.
Daher ergibt sich nach Satz (6.2.7), dass
‖ f ‖
M
p
γ
6 C‖ f ‖
M
(γ−1+δ)p
γ(p−1)
6 C˜‖ f ‖
M
(γ−1−δ)p
γ(p−1)
. (6.11)
Für f ∈ M
(γ−1−δ)p
(p−1)γ sind daher die vorkommenden Normen in allen drei obigen Fällen
endlich.
Weiter ergibt sich mit Satz (6.2.16) für f ∈ M
(γ−1+δ)p
(p−1)γ ⊃ M
(γ−1−δ)p
(p−1)γ , dass
lim
diam(U)→0 ∑(α,β)∈Γ
∫
(α,β)+U
∣∣Vg f (α, β)∣∣ (γ−1+δ)pγ(p−1) dx dw = ‖Vg f ‖ (γ−1+δ)p(p−1)γ
L
(γ−1+δ)p
(p−1)γ
= ‖ f ‖
(γ−1+δ)p
(p−1)γ
M
(γ−1+δ)p
(p−1)γ
,
sowie für f ∈ M
(γ−1−δ)p
(p−1)γ :
lim
diam(U)→0 ∑(α,β)∈Γ
∫
(α,β)+U
∣∣Vg f (α, β)∣∣ (γ−1−δ)p(p−1)γ dx dw = ‖Vg f ‖ (γ−1−δ)p(p−1)γ
L
(γ−1−δ)p
(p−1)γ
= ‖ f ‖
(γ−1−δ)p
(p−1)γ
M
(γ−1−δ)p
(p−1)γ
.
Schließlich ist nach Lemma (6.1.26) für f ∈ M
(γ−1−δ)p
(p−1)γ ⊂ M pγ bereits
lim
diam(U)→0
‖oscU(Vg f )‖
W(L∞,L
p
γ )
= 0.
Also gilt im Fall γ+ δ 6 p für f ∈ M
(γ−1−δ)p
γ(p−1) die Identität
lim
diam(U)→0
∣∣E(∣∣Vg f ∣∣)− e(∣∣Vg f ∣∣)∣∣ = 0.
Falls p 6 γ− δ ist, so gilt
p
p− 1
γ− 1+ δ
γ
> p
p− 1
γ− 1− δ
γ
> p
γ
.
Daher ergibt sich nach Satz (6.2.7), dass
‖ f ‖
M
p
γ
> C‖ f ‖
M
(γ−1−δ)p
γ(p−1)
> C˜‖ f ‖
M
(γ−1+δ)p
γ(p−1)
. (6.12)
Für f ∈ M pγ sind somit die vorkommenden Normen in allen drei obigen Fällen end-
lich.
Weiter ergibt sich mit Satz (6.2.16) für f ∈ M
(γ−1+δ)p
(p−1)γ ⊃ M pγ , dass
lim
diam(U)→0 ∑(α,β)∈Γ
∫
(α,β)+U
∣∣Vg f (α, β)∣∣ (γ−1+δ)p(p−1)γ dx dw = ‖Vg f ‖ (γ−1+δ)p(p−1)γ
L
(γ−1+δ)p
(p−1)γ
= ‖ f ‖
(γ−1+δ)p
(p−1)γ
M
(γ−1+δ)p
(p−1)γ
,
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sowie für f ∈ M
(γ−1−δ)p
(p−1)γ ⊃ M pγ , dass
lim
diam(U)→0 ∑(α,β)∈Γ
∫
(α,β)+U
∣∣Vg f (α, β)∣∣ (γ−1−δ)p(p−1)γ dx dw = ‖Vg f ‖ (γ−1−δ)p(p−1)γ
L
(γ−1−δ)p
(p−1)γ
= ‖ f ‖
(γ−1−δ)p
(p−1)γ
M
(γ−1−δ)p
(p−1)γ
.
Schließlich ist nach Lemma (6.1.26) für f ∈ M pγ bereits
lim
diam(U)→0
‖oscU(Vg f )‖
W(L∞,L
p
γ )
= 0.
Also gilt im Fall p 6 γ− δ für f ∈ M pγ die Identität
lim
diam(U)→0
∣∣E(∣∣Vg f ∣∣)− e(∣∣Vg f ∣∣)∣∣ = 0.

Aus diesem Satz erhalten wir das folgende Korollar:
(6.2.19) Korollar
Es seien g ∈ S(Rd) und 1 > ε > 0. Für f ∈ M1−ε gilt, dass
lim
diam(U)→0
− ∑
(α,β)∈Γ
λ 2d (U)
∣∣Vg f (α, β)∣∣ ln(∣∣Vg f (α, β)∣∣) = E(∣∣Vg f ∣∣).

Beweis
Dieses Korollar ergibt sich direkt aus dem vorherigen Satz. Denn sei 1 > ε > 0, dann
wählen wir für die verschiedenen Parameter
γ =
1
1− ε + 1 > 1,
δ =
ε
1− ε + ε > 0,
p = γ− δ = 1
1− ε + 1−
(
ε
1− ε + ε
)
= 2− ε > 1.
Für f ∈ M1−ε folgt mit dem Satz (6.2.18), da p = γ− δ 6 γ− δ und pγ = 1− ε ist, dass
lim
diam(U)→0
− ∑
(α,β)∈Γ
λ 2d(U)
∣∣Vg f (α, β)∣∣ ln(∣∣Vg f (α, β)∣∣) = E(∣∣Vg f ∣∣).

Der Satz (6.2.18) kann erweitert werden indem man zur Potenz a > 1 übergeht. Da-
zu müssen wiederum Bedingungen angegeben werden, unter denen die stetige Entro-
pie durch die diskretisierte Entropie der Kurzzeit-Fouriertransformierten approximiert
werden kann.
(6.2.20) Satz
Es seien g ∈ S(Rd) und a > 1, δ > 0 mit a− 1− δ > 0 sowie p > 1.
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(a) Für a + δ 6 p und f ∈ M p(a−1−δ)p−1 gilt, dass
lim
diam(U)→0
− ∑
(α,β)∈Γ
λ 2d(U)
∣∣Vg f (α, β)∣∣a ln(∣∣Vg f (α, β)∣∣a) = E(∣∣Vg f ∣∣a).
(b) Für p 6 a− δ und f ∈ Mp gilt, dass
lim
diam(U)→0
− ∑
(α,β)∈Γ
λ 2d(U)
∣∣Vg f (α, β)∣∣a ln(∣∣Vg f (α, β)∣∣a) = E(∣∣Vg f ∣∣a).

Beweis
Für CU := λ 2d(U) gilt (mit R2d =
⊎
(α,β)∈Γ
(α, β) +U bis auf eine Nullmenge):
∣∣∣E(∣∣Vg f ∣∣a)− e(∣∣Vg f ∣∣a)∣∣∣
6
∣∣∣∣∣∣
∫
R2d
∣∣Vg f (x, w)∣∣a ln(∣∣Vg f (x, w)∣∣a) dx dw
− ∑
(α,β)∈Γ
CU
∣∣Vg f (α, β)∣∣a ln(∣∣Vg f (α, β)∣∣a)
∣∣∣∣∣∣
=
∣∣∣∣∣∣∣a ∑(α,β)∈Γ
∫
(α,β)+U
∣∣Vg f (x, w)∣∣a ln (∣∣Vg f (x, w)∣∣) dx dw
− a ∑
(α,β)∈Γ
CU
∣∣Vg f (α, β)∣∣a ln (∣∣Vg f (α, β)∣∣)
∣∣∣∣∣∣
6 a ∑
(α,β)∈Γ
∫
(α,β)+U
∣∣∣∣∣Vg f (x, w)∣∣a ln (∣∣Vg f (x, w)∣∣)
− ∣∣Vg f (α, β)∣∣a ln (∣∣Vg f (α, β)∣∣)∣∣∣ dx dw.
Zur Vereinfachung setzen wir V := Vg f (x, w) und A := Vg f (α, β). Mit Lemma (6.2.5)
erhalten wir:∣∣∣E(∣∣Vg f ∣∣a)− e(∣∣Vg f ∣∣a)∣∣∣
(6.2.5)
6 aC(δ, a) ∑
(α,β)∈Γ
∫
(α,β)+U
||V| − |A|| · ||V|+ |A||(a−1−δ) ·max
(
1, (|V|+ |A|)2δ
)
dx dw.
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Mit Hilfe der Hölder-Ungleichung zu den Exponenten p und p′ = pp−1 erhalten wir,
dass∣∣∣E(∣∣Vg f ∣∣a)− e(∣∣Vg f ∣∣a)∣∣∣
6 aC(δ, a) ∑
(α,β)∈Γ
∫
(α,β)+U
||V| − |A||
· ||V|+ |A||(a−1−δ) ·max
(
1, (|V|+ |A|)2δ
)
dx dw
Hölder
6
Ungl.
aC(δ, a)
 ∫
R2d
||V| − |A||p dx dw
 1p
·
 ∫
R2d
||V|+ |A||(a−1−δ)p′ ·max
(
1, (|V|+ |A|)2δ
)p′
dx dw
 1p′
Lemma (6.2.12)
6 aC(δ, a)
 ∫
R2d
∣∣oscU(Vg f )(x, w)∣∣p dx dw
 1p
·
 ∫
R2d
||V|+ |A||(a−1−δ)p′ ·max
(
1, (|V|+ |A|)2δp′
)
dx dw
 1p′
6 aC(δ, a)
∥∥oscU(Vg f )∥∥Lp
·
 ∫
R2d
||V|+ |A||(a−1−δ)p′ ·max
(
1, (|V|+ |A|)2δp′
)
dx dw
 1p′ .
Das hintere Integral kann wie folgt weiter abgeschätzt werden: ∫
R2d
||V|+ |A||(a−1−δ)p′ ·max
(
1, (|V|+ |A|)2δp′
)
dx dw
 1p′
6
 ∫
R2d
||V|+ |A||(a−1−δ)p′ ·
(
1+ (|V|+ |A|)2δp′
)
dx dw
 1p′
=
 ∫
R2d
||V|+ |A||(a−1+δ)p′ dx dw +
∫
R2d
||V|+ |A||(a−1−δ)p′ dx dw
 1p′ .
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Im nächsten Schritt wollen wir die Summe im Integranden mit der Dreiecksunglei-
chung abschätzen. Dazu müssen wir jedoch eine Fallunterscheidung nach dem Ex-
ponenten (γ − 1 + δ) pp−1 vornehmen, da wir entweder die Dreiecksungleichung für
eine Norm oder die angepasste Dreiecksungleichung für die Quasi-Norm anwenden
müssen.
1. Fall: Sei (a− 1− δ) pp−1 < (a− 1+ δ) pp−1 6 1. In diesem Fall gilt, dass∣∣∣E(∣∣Vg f ∣∣a)− e(∣∣Vg f ∣∣a)∣∣∣
6 aC(δ, a)
∥∥oscU(Vg f )∥∥Lp ∫
R2d
||V|+ |A||(a−1+δ)p′ dx dw +
∫
R2d
||V|+ |A||(a−1−δ)p′ dx dw
 1p′
6 aC(δ, a)
∥∥oscU(Vg f )∥∥Lp∥∥Vg f∥∥(a−1+δ)p′L(a−1+δ)p′ + ∑
(α,β)∈Γ
∫
(α,β)+U
|A|(a−1+δ)p′ dx dw
+
∥∥Vg f∥∥(a−1−δ)p′L(a−1−δ)p′ + ∑
(α,β)∈Γ
∫
(α,β)+U
|A|(a−1−δ)p′ dx dw

1
p′
= aC(δ, a)
∥∥oscU(Vg f )∥∥Lp∥∥Vg f∥∥ (a−1+δ)p(p−1)
L
(a−1+δ)p
(p−1)
+ ∑
(α,β)∈Γ
∫
(α,β)+U
|A|
(a−1+δ)p
(p−1) dx dw
+
∥∥Vg f∥∥ (a−1−δ)p(p−1)
L
(a−1−δ)p
(p−1)
+ ∑
(α,β)∈Γ
∫
(α,β)+U
|A|
(a−1−δ)p
(p−1) dx dw

p−1
p
.
2. Fall: Sei (a− 1− δ) pp−1 6 1 6 (a− 1+ δ) pp−1 . In diesem Fall gilt, dass∣∣∣E(∣∣Vg f ∣∣a)− e(∣∣Vg f ∣∣a)∣∣∣
6 aC(δ, a)
∥∥oscU(Vg f )∥∥Lp ∫
R2d
||V|+ |A||(a−1+δ)p′ dx dw +
∫
R2d
||V|+ |A||(a−1−δ)p′ dx dw
 1p′
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6 aC(δ, a)
∥∥oscU(Vg f )∥∥Lp
∥∥Vg f∥∥L(a−1+δ)p′ +
 ∑
(α,β)∈Γ
∫
(α,β)+U
|A|(a−1+δ)p′ dx dw

1
(a−1+δ)p′

(a−1+δ)p′
+
∥∥Vg f∥∥(a−1−δ)p′L(a−1−δ)p′ + ∑
(α,β)∈Γ
∫
(α,β)+U
|A|(a−1−δ)p′ dx dw

1
p′
= aC(δ, a)
∥∥oscU(Vg f )∥∥Lp
∥∥Vg f∥∥
L
(a−1+δ)p
(p−1)
+
 ∑
(α,β)∈Γ
∫
(α,β)+U
|A|
(a−1+δ)p
(p−1) dx dw

(p−1)
(a−1+δ)p

(a−1+δ)p
(p−1)
+
∥∥Vg f∥∥ (a−1−δ)p(p−1)
L
(a−1−δ)p
(p−1)
+ ∑
(α,β)∈Γ
∫
(α,β)+U
|A|
(a−1−δ)p
(p−1) dx dw

p−1
p
.
3. Fall: Sei 1 6 (a− 1− δ) pp−1 6 (a− 1+ δ) pp−1 . In diesem Fall gilt, dass∣∣∣E(ϕ(∣∣Vg f ∣∣a))− e(ϕ(∣∣Vg f ∣∣a))∣∣∣
6 aC(δ, a)
∥∥oscU(Vg f )∥∥Lp ∫
R2d
||V|+ |A||(a−1+δ)p′ dx dw +
∫
R2d
||V|+ |A||(a−1−δ)p′ dx dw
 1p′
6 aC(δ, a)
∥∥oscU(Vg f )∥∥Lp
∥∥∣∣Vg f ∣∣∥∥L(a−1+δ)p′ +
 ∑
(α,β)∈Γ
λ 2d(U) |A|(a−1+δ)p′
 1(a−1+δ)p′

(a−1+δ)p′
+
∥∥Vg f∥∥L(a−1−δ)p′ +
 ∑
(α,β)∈Γ
λ 2d(U) |A|(a−1−δ)p′
 1(a−1−δ)p′

(a−1−δ)p′
1
p′
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= aC(δ, a)
∥∥oscU(Vg f )∥∥Lp
∥∥Vg f∥∥
L
(a−1+δ)p
(p−1)
+
 ∑
(α,β)∈Γ
λ 2d(U) |A|
(a−1+δ)p
(p−1)

p−1
(a−1+δ)p

(a−1+δ)p
p−1
+
∥∥Vg f∥∥
L
(a−1−δ)p
(p−1)
+
 ∑
(α,β)∈Γ
λ 2d(U) |A|
(a−1−δ)p
(p−1)

p−1
(a−1−δ)p

(a−1−δ)p
p−1

p−1
p
.
Wir erhalten in allen drei Fällen für geeignete Exponenten 0 < ai, bj 6 ∞ mit i ∈
{1, 2, 3, 4} und j ∈ {1, 2} eine Abschätzung der Art∣∣∣E(∣∣Vg f ∣∣a)− e(∣∣Vg f ∣∣a)∣∣∣
6 aC(δ, a)
∥∥oscU(Vg f )∥∥Lp
∥∥Vg( f )∥∥a1
L
(a−1+δ)p
(p−1)
+
 ∑
(α,β)∈Γ
λ 2d(U) |A|
(a−1+δ)p
(p−1)
a2b1
+
∥∥Vg( f )∥∥a3
L
(a−1−δ)p
(p−1)
+
 ∑
(α,β)∈Γ
λ 2d(U) |A|
(a−1−δ)p
(p−1)
a4b2

p−1
p
.
Die gleiche Art von Abschätzungen erhält man auch indem man ausnutzt, dass für
0 < (a− 1− δ)p′ < (a− 1+ δ)p′ 6 ∞ eine Konstante K1 = K1(a, δ, p) > 1 existiert, so
dass für f , g ∈ L(a−1−δ)p′ gilt, dass
‖ f + g‖L(a−1−δ)p′ 6 K1
(‖ f ‖L(a−1−δ)p′ + ‖g‖L(a−1−δ)p′ ) .
Genauso existiert eine Konstante K2 = K2(a, δ, p) > 1 mit
‖ f + g‖L(a−1+δ)p′ 6 K2
(‖ f ‖L(a−1+δ)p′ + ‖g‖L(a−1+δ)p′ )
für f , g ∈ L(a−1+δ)p′ . Jedoch erhält man in diesem Fall andere Konstanten.
Wir untersuchen nun die Fälle, die in der Aussage des Satzes vorkommen.
Ist (a + δ) 6 p, so gilt
p
p− 1 (a− 1− δ) 6
p
p− 1 (a− 1+ δ) 6 p.
Daher ergibt sich mit Satz (6.2.7), dass
‖ f ‖Mp 6 C‖ f ‖
M
(a−1+δ)p
p−1
6 C˜‖ f ‖
M
(a−1−δ)p
p−1
. (6.13)
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Für f ∈ M (a−1−δ)pp−1 sind somit die vorkommenden Normen in allen drei obigen Fällen
endlich. Weiter ergibt sich mit Lemma (6.2.16) für f ∈ M (a−1+δ)pp−1 ⊃ M (a−1−δ)pp−1 , dass
lim
diam(U)→0 ∑(α,β)∈Γ
∫
(α,β)+U
∣∣Vg( f )(α, β)∣∣ (a−1+δ)pp−1 dx dw = ‖Vg f ‖ (a−1+δ)pp−1
L
(a−1+δ)p
p−1
= ‖ f ‖
(a−1+δ)p
p−1
M
(a−1+δ)p
p−1
,
sowie für f ∈ M (a−1−δ)pp−1 :
lim
diam(U)→0 ∑(α,β)∈Γ
∫
(α,β)+U
∣∣Vg( f )(α, β)∣∣ (a−1−δ)pp−1 dx dw = ‖Vg f ‖ (a−1−δ)pp−1
L
(a−1−δ)p
p−1
= ‖ f ‖
(a−1−δ)p
p−1
M
(a−1−δ)p
p−1
.
Schließlich ist nach Lemma (6.2.13) für f ∈ Mp bereits
lim
diam(U)→0
‖oscU(Vg f )‖Lp = 0.
Es folgt in diesem Fall für f ∈ M (a−1−δ)pp−1 , dass
lim
diam(U)→0
∣∣∣E(∣∣Vg f ∣∣a)− e(∣∣Vg f ∣∣a)∣∣∣ = 0.
Falls p 6 a− δ ist, so gilt
p
p− 1 (a− 1+ δ) >
p
p− 1 (a− 1− δ) > p.
Daher ergibt sich aus Satz (6.2.7), dass
C˜‖ f ‖Mp > C‖ f ‖
M
(a−1−δ)p
p−1
> ‖ f ‖
M
(a−1+δ)p
p−1
. (6.14)
Für f ∈ Mp sind somit die vorkommenden Normen in allen drei obigen Fällen endlich.
Weiter ergibt sich mit Lemma (6.2.16) für f ∈ M (a−1+δ)pp−1 ⊃ Mp
lim
diam(U)→0 ∑(α,β)∈Γ
∫
(α,β)+U
∣∣Vg( f )(α, β)∣∣ (a−1+δ)pp−1 dx dw = ‖Vg f ‖ (a−1+δ)pp−1
L
(a−1+δ)p
p−1
= ‖ f ‖
(a−1+δ)p
p−1
M
(a−1+δ)p
p−1
,
sowie für f ∈ M (a−1−δ)pp−1 ⊃ Mp, dass
lim
diam(U)→0 ∑(α,β)∈Γ
∫
(α,β)+U
∣∣Vg( f )(α, β)∣∣ (a−1−δ)pp−1 dx dw = ‖Vg f ‖ (a−1−δ)pp−1
L
(a−1−δ)p
p−1
= ‖ f ‖
(a−1−δ)p
p−1
M
(a−1−δ)p
p−1
.
Schließlich ist nach Lemma (6.2.13) für f ∈ Mp bereits
lim
diam(U)→0
‖oscU(Vg f )‖Lp = 0.
Daher folgt in diesem Fall für f ∈ Mp die Identität
lim
diam(U)→0
∣∣∣E(∣∣Vg f ∣∣a)− e(∣∣Vg f ∣∣a)∣∣∣ = 0.

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Aus diesem Satz erhalten wir das folgende Korollar:
(6.2.21) Korollar
(a) Es seien g ∈ S(Rd), a > 1 und a− 1 > δ > 0. Für f ∈ Ma−δ gilt, dass
lim
diam(U)→0
− ∑
(α,β)∈Γ
λ 2d(U)
∣∣Vg f (α, β)∣∣a ln(∣∣Vg f (α, β)∣∣a) = E(∣∣Vg f ∣∣a).
(b) Es seien g ∈ S(Rd) und a > 1 fest. Für f ∈ M1 gilt, dass
lim
diam(U)→0
− ∑
(α,β)∈Γ
λ 2d(U)
∣∣Vg f (α, β)∣∣a ln(∣∣Vg f (α, β)∣∣a) = E(∣∣Vg f ∣∣a).

Beweis
(a) Dieses Korollar ergibt sich direkt aus dem vorherigen Satz. Denn für a > 1 und
a− 1− δ > 0 folgt die Behauptung mit p = a− δ, denn dann ist p = a− δ 6 a− δ.
(b) Wählt man p = a− δ > 1 so folgt mit Satz (6.2.7) bereits M1 ⊂ Ma−δ. Dann erhält
man aus Teil (b) des vorherigen Satzes für f ∈ M1 ⊂ Ma−δ die Behauptung. 
(6.2.22) Bemerkung
Aus den zwei vorherigen Beweisen geht hervor, dass die Konvergenz der Oszillation
der Kurzzeit-Fouriertransformierte in einer geeigneten Norm eine wesentliche Rol-
le spielt. Insbesondere nutzen wir aus, dass die Kurzzeit-Fouriertransformierte einer
Faltungsrelation genügt, die es ermöglich die Oszillation der Letzteren zu kontrollie-
ren. 
Im nachfolgenden Satz beweisen wir eine Abschätzung für die stetige Entropie der
Potenz a > 1 einer Funktion.
(6.2.23) Satz
Es sei f ∈ La(Rd) ∩ L2a(Rd) \ {0} mit a > 1. Dann gilt, dass
E(| f |a) > ‖ f ‖aLa − ‖ f ‖aLa ln(‖ f ‖aLa)−
‖ f ‖2aL2a
‖ f ‖aLa
.

Beweis
Für y > 0 hat die Funktion f (y) = y− 1− ln(y) ein Minimum (einzige Extremstelle)
an der Stelle y = 1. Das Minimum nimmt den Wert f (1) = 0 an. Damit folgt f (y) > 0.
Daher ergibt sich für y > 0 die folgende Abschätzung:
ln(y) 6 y− 1
⇒ y ln y 6 y(y− 1)
⇒ −y ln y > −y(y− 1).
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Mit der Interpretation 0 · ln(0) = 0 bleibt dies auch für y = 0 gültig. Sei nun y = | f (x)|a‖ f ‖aLa
für f ∈ La(Rd) ∩ L∞(Rd) \ {0}. Dann ergibt sich:
−| f (x)|
a
‖ f ‖aLa
ln
( | f (x)|a
‖ f ‖aLa
)
> −| f (x)|
a
‖ f ‖aLa
( | f (x)|a
‖ f ‖aLa
− 1
)
⇒ −| f (x)|a ln
( | f (x)|a
‖ f ‖aLa
)
> −| f (x)|a
( | f (x)|a
‖ f ‖aLa
− 1
)
⇒ −| f (x)|a ln (| f (x)|a)+ | f (x)|a ln (‖ f ‖aLa) > −| f (x)|a ( | f (x)|a‖ f ‖aLa − 1
)
⇒ −| f (x)|a ln (| f (x)|a) > −| f (x)|a ( | f (x)|a‖ f ‖aLa − 1
)
− | f (x)|a ln (‖ f ‖aLa) .
Integrieren wir auf beide Seiten, so erhalten wir:∫
Rd
−| f (x)|a ln (| f (x)|a) dx > ∫
Rd
−| f (x)|a
( | f (x)|a
‖ f ‖aLa
− 1
)
− | f (x)|a ln (‖ f ‖aLa) dx
⇒ E (| f |a) > −‖ f ‖2aL2a‖ f ‖aLa + ‖ f ‖aLa − ‖ f ‖aLa ln (‖ f ‖aLa) .
Damit gilt die Behauptung. 
Für ein Element des Modulationsraumes Ma ergibt sich das folgende Korollar:
(6.2.24) Korollar
Es seien g ∈ S(Rd) \ {0} und f ∈ Ma(Rd) \ {0} mit a > 1. Dann gilt, dass
E(
∣∣Vg f ∣∣a) > ‖Vg f ‖aLa − ‖Vg f ‖aLa ln(‖Vg f ‖La)− ‖Vg f ‖2aL2a‖Vg f ‖aLa . 
Beweis
Für f ∈ Ma ist Vg f ∈ La(R2d) und nach Lemma (4.5.5) folgt bereits, dass die Kurzzeit-
Fouriertransformierte Vg f ∈ L∞(R2d) liegt. Damit folgt, dass
‖Vg f ‖2aL2a =
∫
R2d
∣∣Vg f (x)∣∣2a dx 6 ‖Vg f ‖aL∞ ∫
R2d
∣∣Vg f (x)∣∣a dx = ‖Vg f ‖L∞‖Vg f ‖aLa < ∞.
Daher ist Vg f ∈ L2a(R2d) und die Behauptung ergibt sich direkt aus Satz (6.2.23). 
Wir betrachten nun den Spezialfall ‖Vg f ‖La = 1:
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(6.2.25) Bemerkung
Im Fall ‖Vg f ‖La = 1 ergibt sich die Abschätzung:
E(
∣∣Vg f ∣∣a) > 1− ‖Vg f ‖2aL2a .
Weiter gilt mit der Hölder-Ungleichung für 1a +
1
a′ = 1 und der Translationsinvarianz
von La
′
sowie Lemma (4.1.8) folgende Abschätzung∣∣Vg f (x, w)∣∣ 6 1〈g, g〉 (∣∣Vg f ∣∣ ∗ ∣∣Vgg∣∣) (x, w)
=
1
〈g, g〉
∫
R2d
∣∣Vg f (y, z)∣∣ ∣∣Vgg(x− y, w− z)∣∣ dy dz
6 1〈g, g〉‖Vg f ‖La‖Vgg‖La′ .
Damit folgt
‖Vg f ‖L∞ 6 1〈g, g〉‖Vg f ‖La‖Vgg‖La′ .
Gilt zusätzlich ‖Vgg‖La′ 6 ‖Vgg‖L2 = ‖g‖2L2 (wobei die zweite Gleichheit nach Korollar
(1.2.4) gilt), so ergibt sich die Abschätzung
‖Vg f ‖L∞ 6 ‖Vg f ‖La .
Also folgt, dass
‖Vg f ‖2aL2a =
∫
R2d
∣∣Vg f (x)∣∣a · ∣∣Vg f (x)∣∣a dx 6 ∫
R2d
∣∣Vg f (x)∣∣a ‖Vg f ‖aL∞ dx 6 ‖Vg f ‖2aLa .
Daher folgt aus ‖Vg f ‖La = 1 bereits ‖Vg f ‖L2a 6 1. Damit ergibt sich, dass
E(
∣∣Vg f ∣∣a) > 0.
Für a = 2 und f ∈ M2(Rd) ist ‖Vgg‖La′ = ‖Vgg‖L2 = ‖g‖L2 . Desweiteren ist für
f , g ∈ L2(Rd) die Kurzzeit-Fouriertransformierte Vg f eine stetige Funktion, die für
|x| → ∞ gegen Null konvergiert. Es sei g ∈ S(Rd) und ( fn)n∈N ∈ S(Rd) konvergiere
in der ‖·‖2 gegen f . Dann konvergiert Vg fn gleichmäßig gegen Vg f nach Satz (1.2.6).
Mit Hilfe der Cauchy-Schwartz-Ungleichung erhalten wir
‖Vfn g−Vf g‖2L2 =
∣∣〈Vfn g−Vf g, Vfn g−Vf g〉∣∣ = ∣∣〈Vfn g−Vf g, Vfn g〉 − 〈Vfn g−Vf g, Vf g〉∣∣
=
∣∣〈Vfn g, Vfn g〉 − 〈Vf g, Vfn g〉 − 〈Vfn g, Vf g〉 − 〈Vf g, Vf g〉∣∣
=
∣∣∣〈g, g〉 (〈 fn, fn〉 − 〈 f , fn〉 − 〈 fn, f 〉+ 〈 f , f 〉)∣∣∣
=
∣∣∣〈g, g〉 (〈 fn − f , fn − f 〉)∣∣∣
6 ‖g‖2L2‖ fn − f ‖2L2 .
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Also konvergiert Vfn g auch gleichmäßig gegen Vf g. Desweiteren ist der gleichmäßige
Grenzwert einer C0-Funktion wiederum eine C0-Funktion. Da S(Rd) dicht in L2(Rd),
existiert zu jedem f ∈ L2(Rd) eine Folge ( fn)n∈N ∈ S(Rd) so dass limn∈∞‖ fn− f ‖L2 =
0 gilt. Damit ist auch Vg f ∈ C0 für f , g ∈ L2(Rd). Damit gilt in diesem Fall die Ab-
schätzung:
−
∫
R2d
∣∣Vg f (x, w)∣∣2 ln(∣∣Vg f (x, w)∣∣2) dx dw > 0.
Die bekannte Entropie-Abschätzung
−
∫
R2d
∣∣Vg( f )(x, w)∣∣2 ln (∣∣Vg( f )(x, w)∣∣2) dx dw > 1 (6.15)
aus [FS97] ist zwar hinsichtlich der unteren Schranke besser, aber da wir nicht an die
L2-Norm gebunden sind ist unser Resultat allgemeiner. 
Desweiteren ergibt sich die folgende Entropie-Abschätzung:
(6.2.26) Satz
Es seien a > 1, und f ∈ (La(Rd) ∩ L∞(Rd)) \ {0}, dann gilt
E(| f |a) > −‖ f ‖aLa ln (‖ f ‖aL∞) . 
Beweis
Für f ∈ L∞(Rd) folgt aus | f (x)|a 6 ‖ f ‖a∞ mit der Monotonie der Logarithmusfunkti-
on:
ln(| f (x)|a) 6 ln(‖ f ‖aL∞)⇒ − ln(| f (x)|a) > − ln(‖ f ‖aL∞).
Damit ergibt sich sofort die folgende Ungleichung:
E(| f |a) = −
∫
Rd
| f (x)|a ln(| f (x)|a) dx > −
∫
Rd
| f (x)|a ln(‖ f ‖aL∞) dx = −‖ f ‖aLa ln(‖ f ‖aL∞).

(6.2.27) Korollar
Es seien a > 1, g ∈ S(Rd) \ {0} und f ∈ Ma(Rd) \ {0}, dann gilt
E(
∣∣Vg f ∣∣a) > −‖Vg f ‖aLa ln (‖Vg f ‖aL∞) . 
Beweis
Für f ∈ Ma ist Vg f ∈ La(R2d) und nach Lemma (4.5.5) folgt bereits, dass Vg f in
L∞(R2d) ∩ La(R2d) liegt. Daher ergibt sich die Behauptung direkt aus Satz (6.2.26).
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Weiter gilt nach Lemma (4.5.5) sogar, dass ‖Vg f ‖L∞ 6 ‖Vg f ‖La′‖g‖L2 ‖Vg f ‖La für
1
a +
1
a′ = 1
ist. Damit ergibt sich, dass
E(
∣∣Vg f ∣∣a) > −‖Vg f ‖aLa ln (‖Vg f ‖aL∞)
> −‖Vg f ‖aLa ln
(‖Vgg‖aLa′
‖g‖aL2
‖Vg f ‖aLa
)
> −‖Vg f ‖aLa ln
(‖Vgg‖aLa′
‖g‖aL2
)
− ln (‖Vg f ‖aLa) ‖Vg f ‖aLa
> −‖Vg f ‖aLa ln
(
‖Vgg‖aLa′
)
+ ‖Vg f ‖aLa ln
(‖g‖aL2)− ln (‖Vg f ‖aLa) ‖Vg f ‖aLa .

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