Abstract. Flood risk analysis often involves the integration of multivariate probability distributions over a domain defined by a consequence function. Often, solutions of this risk integral involves Monte-Carlo sampling techniques, ZKHUHE\ ¶V RI SRWHQWLDO IORRG HYHQWV DUH JHQHUDWHG ,W LV QHFHVVDU\ WR HYDOXDWH WKH FRQVHTXHQFH RI IORRGLQJ IRU each sampled event. A significant computational time is required in running flood related physical process models, making it computationally impractical to evaluate flood risk using this approach. To overcome the computational challenges, this paper focusses on the Gaussian Process Emulator (GPE) meta-modelling approach. Traditionally, a ³ORRN-XS WDEOH´ PHWKRG LV XVHG ZKHQ D ODUJH QXPEHU RI VLPXODWLRQV IURP D QXPHULFDO PRGHO are required. This approach typically involves simulating conditions defined across a regular matrix, and then linearly interpolating intermediate conditions. In this paper we compare a traditional ³ORRN-XS WDEOH´ approach to the GPE and analyse their performance in approximating SWAN wave transformation model. In both cases, selecting an appropriate training design set is important and is taken into consideration in the analysis. The analysis shows that the GPE approach requires significantly fewer SWAN runs to obtain similar (or better) accuracies, enabling a substantial reduction in computation time, hence aiding the practicality of Monte-Carlo sampling techniques in advanced flood risk modelling.
Introduction and background
Flood risk is generally recognized as the product of probability and consequence where the probability relates to probabilities of flood hazards e.g. extreme rainfall, river flows, coastal waves and sea levels or multivariate combinations of these variables. The probability can also relate to the performance of flood defence infrastructure and likelihood of failure. By definition, flood risk analysis involves the integration of multivariate probability distributions over a domain defined by a consequence function. Often, solutions of this risk integral involve the use of Monte-Carlo sampling WHFKQLTXHV ZKHUHE\ WHQV RI ¶V RI SRWHQWLDO IORRG events are generated through statistical sampling techniques. It is, in principal, necessary to evaluate the consequence of flooding for each of these sampled events. There is, however, typically a significant computational time involved in running physical process models that are capable of simulating the consequences of flooding. It can therefore become computationally impractical to evaluate flood risk using this approach.
Coastal flood risk in the UK is recognized to relate to both extreme offshore waves, winds (local windgeneration) and sea levels. To evaluate coastal flood risk it is therefore necessary to extrapolate these variables to extreme values, whilst accounting for the dependency between the variables. There are various methods that have been employed to do this. A robust multivariate extreme value approach is described by [1] , and this has been implemented in coastal flood risk analysis by [2, 3, 4] . The output of the method is a Monte-Carlo VLPXODWLRQ FRPSULVLQJ ¶V RI H[WUHPH HYHQWV ZLWK WKH potential to cause coastal flooding. For each event it is required to model the transformation of waves from offshore to nearshore, wave overtopping, flood inundation and impact. Various models exist for undertaking this analysis. It is however, computationally challenging and impractical to execute all the models for each event.
To overcome the computational challenges in practice, a few representative training events are simulated and the rest of the events are evaluated using various approximation techniques. Traditionally, within FRDVWDO PRGHOOLQJ D ³ORRN XS WDEOH´ /87 DSSURDFK based on a number of training events selected from a regular grid is used. These training events conditions are simulated and used to approximate the SWAN model using linear interpolation to evaluate intermediate conditions. More recently, advances in research show that more efficient and accurate meta-modelling approaches can be applied. These approaches include: Piecewise Polynomials, Neural Networks, and Gaussian Process Emulators (GPE). This paper focusses on the GPE metamodelling approach which has been shown to have advantages over other approaches [5] .
Suppose, there exists a large set of pre-selected events, ‫,ܦ‬ that a model needs to be evaluated at. Each
model run is however, computationally intensive, and thus time consuming to evaluate. The objective of this analysis is to minimize the number of model runs, ݊, required in order to estimate the model evaluations at all events in ‫ܦ‬ to an appropriate degree of approximation. The case study used in this paper uses data generated from the SWAN model. This model is a third generation spectral wave model for obtaining realistic estimates of wave parameters in coastal areas, lakes and estuaries from given wind, bottom and current conditions, [6] . The model can compute how waves transform across the model domain by taking into consideration different tidal, wave and wind boundary conditions. The output of SWAN includes several parameters describing the properties of the wave at a given near shore location. Each model run can take up to few hours to evaluate. This paper extends analysis undertaken by Camus et al [7] [8] and presents an analysis of the benefits of using a GPE of the SWAN spectral wave transformation model RYHU WKH WUDGLWLRQDO ³ORRN-XS WDEOH´ DSSURDFK ZLWKLQ WKH context of a coastal flood risk analysis modelling chain. Additionally, in both cases, selecting appropriate training events is important, hence the efficiency of selecting the training events and the span of the training events are taken into consideration in presenting the analysis. and GPE (solid line ± using between 10 to 1000 training events). 
Approximation techniques
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