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Abstract. The Most Likely Path formalism (MLP) is widely established as the
most statistically precise method for proton path reconstruction in proton computed
tomography (pCT). However, while this method accounts for small-angle Multiple
Coulomb Scattering (MCS) and energy loss, inelastic nuclear interactions play an
influential role in a significant number of proton paths. By applying cuts based on
energy and direction, tracks influenced by nuclear interactions are largely discarded
from the MLP analysis. In this work we propose a new method to estimate the proton
paths based on a Deep Neural Network (DNN). Through this approach, estimates of
proton paths equivalent to MLP predictions have been achieved in the case where
only MCS occurs, together with an increased accuracy when nuclear interactions are
present. Moreover, our tests indicate that the DNN algorithm can be considerably
faster than the MLP algorithm.
1. Introduction
When reviewing recent developments in cancer treatment, proton beam therapy has seen
rapid growth as an external beam radiotherapy technique, being increasingly favoured
over traditional x-ray treatment for several tumours. Unlike in regular radiation
treatment, protons deposit most energy near the end of their path, a well-established
effect known as the Bragg peak. By exploiting this property, protons are used to target
tumours while subjecting their surroundings to little or no damage. Such treatment
is well suited for tumours located near sensitive organs or in young patients for whom
excess radiation exposure is a significant long term concern (Tian et al. (2018), Hu et al.
(2018), Foote et al. (2012)). Its capacity for depositing large amount of energy in a small
volume increases the precision of treatment but so too the need to precisely locate the
proton beam spot.
Accurate calibration of proton ranges relies on a detailed knowledge of the Relative
Stopping Power, or RSP, of any tissue a proton will pass through along its path.
Inaccurate placement of Bragg peaks can not only result in under-dosage of the target
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but also in significant exposure to the sensitive areas whose presence warranted proton
therapy initially. Satisfactory resolution of RSP remains a substantial obstacle in
unlocking the full potential of proton therapy. Current treatment planning systems rely
on converting x-ray linear attenuation coefficient measurements, made in Hounsfield
Units (HU), to RSP. Unfortunately, the non-unique relationship between HU and RSP
introduces errors in the range of 2− 5% (Beaton et al. 2019).
Proton computed tomography, or pCT, has been suggested as an alternative to
overcome this problem. For proton therapy planning pCT offers the advantage of
measuring proton RSP directly, removing conversion uncertainties by using the same
particle for both planning and treatment (Doolan et al. (2015)).
Image reconstruction using protons poses an additional challenge over standard
x-ray CT: during passage through matter protons experience significant deflections
through Multiple Coulomb Scattering (MCS), and, more rarely, nuclear interactions,
resulting in non-trivial curved paths (Johnson (2017)). Accurate reconstruction of these
paths determines the achievable imaging resolution in proton computed tomography
(pCT) and thus the exact dose distribution in proton therapy. Unlike with x-ray CT,
in which photon number attenuation along straight propagation lines is considered,
the pCT reconstruction process requires proton paths to be individually estimated to
account for the curved trajectories if an improved resolution is to be achieved (Johnson
(2017)).
This requirement excludes many well-developed image reconstruction methods used
in x-ray CT (Johnson (2017), Bovik (2009)). Iterative algebraic methods, such as the
algebraic reconstruction technique (ART), have been proposed as plausible pCT image
reconstruction methods (Li et al. (2006), Johnson (2017)), but the computational cost of
these algorithms is considerably high. More efficient techniques are direct reconstruction
methods, who’s development is an active area of research, as shown in Khellaf et al.
(2020).
At the core of these methods is the Most Likely Path (MLP) formalism for
the reconstruction of the single proton trajectory. While scattering remains an
inherently probabilistic process, precluding the exact prediction of any single track,
MLP is well established as the most statistically precise method to account for MCS
processes (Schulte et al. (2008), Williams (2004), Fekete et al. (2015)). Since its
introduction in 1994 (Schneider & Pedroni (1994)), the MLP formalism as presented in
Schulte et al. (2008) has undergone various refinements for use in different application
scenarios (Fekete et al. (2015), Collins-Fekete, Volz, Portillo, Beaulieu & Seco (2017),
Collins-Fekete, Ba¨r, Volz, Bouchard, Beaulieu & Seco (2017), Krah et al. (2019), Brooke
& Penfold (2020)).
In addition to the entry and exit positions of the beam, the MLP algorithm utilises
the angle between the direction of travel and the perpendicular to the phantom surface
to significantly improve the prediction (Schneider & Pedroni (1994)). These quantities
can be measured by modern pCT scanners systems (Johnson (2017)). However, while
the formulation of MLP accounts for small-angle multiple Coulomb scattering (MCS)
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and small energy loss, nuclear interactions play an influential role in a significant
number of proton trajectories (Johnson (2017)). Recommended practice is therefore
to select the events not influenced by nuclear interactions or large angle MCS through
a 3σ cut on both the difference in energy and the difference in the direction of travel
angle between entry and exit (Schulte et al. (2008)). Unfortunately, this results in
a significant reduction of the protons available for the pCT image reconstruction and
in an increase of the time needed to compute the relative stopping power map for
proton therapy treatment planning. The need to estimate proton paths on a one by
one basis, coupled with the inability to use well-established x-ray CT reconstruction
methods, comes with a significant computational burden. Various avenues of research
into overcoming this problem have been explored, from optimizing the computer code
for MLP evaluation (McAllister et al. (2009)), to alternative approaches approximating
MLP through cubic splines (Fekete et al. (2015)) or polynomial approximations (Krah
et al. (2019)).
It is in this context that we introduce a new and original approach for the estimation
of the proton paths based on Machine Learning, through utilisation of a Deep Neural
Network. The Proton Path Neural Network (PPNN) is capable of reaching the same
performance as MLP when this last is applicable, and exceeding it on a large fraction
of paths influenced by nuclear interactions. Moreover, our tests indicate that PPNN
exhibits significantly shorter execution time than the MLP approach.
The paper is organised as it follows. An overview of the Monte Carlo simulations
used and the relevant physics environment is given in Section 2.1. This is followed
in Section 2.2 by a description of the existing MLP proton path reconstruction,
before the introduction of PPNN in Section 2.3. Studies comparing the reconstruction
capabilities of PPNN against MLP are presented in Section 3.1, with further analysis
into the methods’ behavioural differences and the characteristics of corresponding tracks
discussed in Section 3.2 and Section 3.3 respectively. Finally, a comparison of execution
times is discussed in Section 3.4.
2. Materials and methods
2.1. Monte Carlo Simulation
The Monte Carlo simulations presented were performed using GATE v9.0 (Jan et al.
(2011)), a framework built upon the widely used Geant4 10.6 Monte Carlo simulation
toolkit (Agostinelli et al. (2003)). Simulations incorporating only electromagnetic
processes were performed using the emstandard physics list. The impact of nuclear
interactions, among a full regime of physics processes, were modeled using the
QGSP BIC physics list. In the discussion of the results, the choice of physics
environment is indicated for each simulation.
Our model consists of a sheet of water centred on the origin of a standard x-y-z
coordinate system with a side length of 20 cm in the z-axis direction and arbitrarily
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Figure 1. Illustration of the Monte Carlo geometry used in this study. 3D
representation of the phantom space (left) and 2D projection on the x − z plane of
the water phantom (right). Trajectories are only scored and monitored within the
phantom volume itself. Note that for convenience we redefine our coordinate axis such
that the initial point of each trajectory is located at the origin.
large extents in x and y. Monoenergetic protons initialised at 200MeV are simulated
through the phantom, originating at the central point of the phantom’s z = −10 cm
face, such that their initial direction of travel are orientated inwards and perpendicular
to the face and parallel to the positive z-axis direction. For convenience in the following
we redefine our coordinate axis such that the initial point of any trajectory is located
at the origin, with particles initialised at a depth of 0 cm and extending in range to a
depth of 20 cm. This arrangement is illustrated in Figure 1.
Each data set produced initially contained 106 events, however only trajectories
which traversed the full phantom depth were considered, reducing the number of events
ultimately used. For the purposes of this study, trajectories themselves are quantified
as a series of spatial coordinates evenly distributed at 0.1 cm intervals, including both
phantom faces. A total of 201 coordinate points represent a complete path through the
phantom. As the z depth coordinates are a fixed set of values shared by all trajectories,
for the track description only the x and y variables are considered. Similarly, the initial
and final points of each trajectory are known for each track and so likewise neglected.
Thus a track simulation consists of two sets of 199 points each, for a total of 398 variables
per track.
2.2. Most Likely Path
Given the coordinate system and the simulation framework described in Section 2.1,
with the proton beam directed along the z direction, at any given depth along z a
proton’s path can be characterised by the two coordinates x and y and the two angles θ
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and φ relative to the z-axis. Proton scattering can be considered independent along the
x and y axis and the MLP can be expressed independently for the two 2D parameter
vectors x = (x, θ) and y = (y, φ).
Considering x for example, from Schulte et al. (2008) the MLP of protons in a
homogeneous medium can be expressed, in a Gaussian approximation of the generalised
Fermi-Eyeges theory of Multiple Coulomb Scattering (MCS), as
xmlp(z) = (Σ
−1
1 +R
T
1 Σ
−1
2 R1)
−1(Σ−11 R0 xin +R
T
1 Σ
−1
2 xout), (1)
where xin and xout are the relevant entry and exit coordinates in the two 2D parameter
vectors as mentioned above, R0 and R1 are the change of basis for small-angle rotation
matrices
R0 =
(
1 z − zin
0 1
)
, R1 =
(
1 zout − z
0 1
)
, (2)
and Σ1 and Σ2 are covariance matrices
Σ1 =
(
σ2t1 σ
2
t1θ1
σ2t1θ1 σ
2
θ1
)
, Σ2 =
(
σ2t2 σ
2
t2θ2
σ2t2θ2 σ
2
θ2
)
, (3)
with components, called scattering moments, given for Σ1 by the integrals
σ2t1 = E
2
0
(
1 + 0.038 ln
z − zin
X0
)2 ∫ z
zin
(z − u)2
β2(z)p2(z)
du
X0
(4)
σ2θ1 = E
2
0
(
1 + 0.038 ln
z − zin
X0
)2 ∫ z
zin
1
β2(z)p2(z)
du
X0
(5)
σ2t1θ1 = E
2
0
(
1 + 0.038 ln
z − zin
X0
)2 ∫ z
zin
(z − u)
β2(z)p2(z)
du
X0
, (6)
The equivalent scattering moments for Σ2 are found by replacing zin with z and z with
zout in the equations above. Assuming a homogeneous phantom composed of water,
we use X0 = 36.1 cm for the radiation length of the material and E0 = 13.6 MeV.
The momentum velocity ratio 1
β2(z)p2(z)
is approximated with a fifth-order polynomial
following Schulte et al. (2008). ymlp(z) follows identically, with xin and xout replaced
by yin and yout as necessary.
2.3. Proton Path Neural Network
The Proton Path Neural Network (PPNN) consist of a fully connected neural network
designed to predict the proton trajectory in the 398 variable form as described in
Section 2.1. As for the MLP, the scattered trajectories along the x and y directions
are each reconstructed independently by separate instances of the same network. The
input features of the network are quantities which can be recorded by a modern pCT
scanning apparatus; ∆x = (xout − xin) and ∆θ = (θout − θin) in the x direction and
∆y = (yout−yin), ∆φ = (φout−φin) along y. This data is processed by 4 fully connected
layers of 24, 48, 96 and 199 nodes respectively, with rectified linear unit (ReLU)
activation function between said layers. A representation of the network is given in
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Figure 2. (a) PPNN architecture. The Proton Path Neural Network PPNN consists
of four fully connected layers with 24, 48, 96, 199 nodes and a Relu activation function
after each of the first three layers. (b) Loss history during the training of the network,
for both the training and validation dataset.
Figure 2-(a). In training the network we used more than 1.600.000 trajectories (800.000
along each direction) generated as described in Section 2.1 using theQGSP BIC physics
list. 80% of the tracks are used for the training and the remaining 20% reserved for
validation, redistributed for each epoch. For the loss, the Mean Squared Error (MSE)
is used,
MSE =
1
M
M∑
m
1
N
N∑
n
(umn − uˆmn)2, (7)
where M is the number of samples, N = 199 is the number of points in each proton
path, u is the predicted path and uˆ the true trajectory. The (Square) Root of the Mean
Squared Error (RMSE) is commonly adopted in literature evaluating the performance of
the MLP reconstruction procedure. Optimization of the network weights is performed
using the Adam algorithm (Kingma & Ba (2014)) with a learning rate fixed at 10−5. At
a batch size of 32 samples per batch, one epoch running on Tesla K80 GPU requires
approximately 80 seconds on a Standard NC6 Microsoft Azure machine.
The loss history can be seen in Figure 2-(b), in which after around 400 epochs the
loss flattens both for the train and validation datasets with the ratio between the two
histories almost constant; suggesting that the network is not overfitting to the examples
present in the training dataset.
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(a) (b)
Figure 3. Root Mean Squared Error obtained with MLP and PPNN using the (a)
emstandard and (b) QGSP BIC datasets. Solid lines are the performance on the
full dataset while dotted, dashed-dotted and dashed incorporate 1σ, 2σ, and 3σ cuts
respectively.
3. Results
To test the performance of PPNN two entirely new datasets of 800.000 protons each were
generated: the first with only electromagnetic interactions (emstandard physics list)
the other a full range of physical processes including nuclear interactions (QGSP BIC
physics list).
3.1. Root Mean Squared Error
Figure 3-(a) shows the RMSE for estimates of the paths using PPNN or MLP on the
emstandard dataset. Even without the 3σ cuts suggested in Schulte et al. (2008) we
can see that the difference between the two predictions is quite small. This difference
disappears upon applying said cuts to the angles and energy; under which only ∼ 1%
of the paths are omitted. This result clearly shows that the PPNN prediction is fully
consistent with the MLP approach, indicating that the approximations inherent to the
method are valid. This is crucial because anything different would represent a serious
flaw in the PPNN reconstruction method.
Moreover, the difference in the PPNN prediction error with or without the cut
is practically negligible, suggesting that our method can be applied to reconstruct
trajectories where processes other than MCS are present. This is more evident in
Figure 3-(b) where the RMSE is evaluated for the QGSP BIC dataset. When
nuclear interactions are included the error significantly increases, but to a far lesser
extent for PPNN than for MLP. Only with a 1σ cut do the performances of the two
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(a) (b)
Figure 4. (a) Distribution of ∆θ = (θout − θin) angle for the two test datasets
overlaid with the associated Gaussian using the σ values obtained from a fit of the
emstandard data (solid line) and the QSPG BIC data (dashed line). (b) Distribution
of ∆x = (xout − xin). In both plots it is evident that an exponential rather than a
Gaussian decay provides a better fit with respect to the number of paths for the
QSPG BIC dataset.
methods become comparable. Unfortunately, such a huge cut entails the loss of ∼ 24%
of the tracks. Comparing the full interaction dataset result with that of the pure
electromagnetic one we see that with a 3σ cut the error of PPNN is about 26% larger
than the 3σ cut on the pure MCS dataset. For the 2σ cut the discrepancy in performance
decreases to around 20%, and the fraction of discarded tracks from the QGSP BIC is
∼ 8%.
3.2. Error as a function of deviations
To understand the origin of this difference in performance between the two methods,
Figure 4-(a) illustrates the distribution of ∆θ = (θout− θin) for both datasets. It clearly
shows the difference between the two distributions, where a large fraction of protons
are excluded from the Gaussian fit in the MCS case. For the full physics simulation
the Gaussian approximation is far from ideal; while the cuts based on a Gaussian fit
are completely acceptable in the emstandard case, they appear quite arbitrary here.
In Figure 4-(b) we see a similar result for the distribution of lateral displacement
∆x = (xout − xin), with the Gaussian shape of the emstandard case substituted by
an exponential decrease in the QSPG BIC distribution.
Given the distributions of Figure 4, which clearly show the limits of the MLP
formulation, it is interesting to consider how the error increases as a function of the
two variables ∆θ and ∆x. This is presented in Figure 5. Here the proton paths
are collected into bins of 0.1 rad and 1 mm for ∆θ and ∆x respectively, with the
RMSE computed in the corresponding direction. Plotting the error (right axis) and
the number of trajectories (left axis) in the same figure the differences in performance
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Figure 5. (a) RMSE (right vertical axis, coloured lines) and number of paths (left
vertical axis, black lines) as a function of ∆θ for PPNN and MLP evaluated on the
two datasets. Vertical dotted lines refer to the position of the 1 and 3 σ cut for
emsstandard, while the vertical dashed lines to the equivalent cuts with respect to the
other dataset. (b) Same as (a) but as a function of ∆x. The difference in performance
between the two methods emerges immediately in the QSPG BIC case, as for each
∆x interval all angles are included.
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and the importance in terms of the number of paths involved can be simultaneously
appreciated. Note the logarithmic scale on both right and left y axis. From Figure 5-(a)
we see that in the emstandard case up to the 3σ cut (vertical violet dotted line) the
error is the same for PPNN and MLP, and only after that point the PPNN approach
performs better. In the case of nuclear interaction the situation is different, as expected
from the RMSE plot, with the two lines for PPNN and MLP beginning to separate
around the 1σ cut at ∆θ ' 0.035 rad. For 35% of the tracks ∆θ > 0.035, implying that
the PPNN method improves on the MLP reconstruction for a large fraction of proton
paths. Notice that the same analysis must be done for the φ angle which would remove
an analogous number of paths, resulting in a final cut of almost 50% of the tracks.
Figure 5-(b) shows the reconstructed paths distribution in term of ∆x, where again the
performance of PPNN on the QSPG BIC dataset is consistently better over the full
span of the plot, with trajectories at large angles deviations are resolved with improved
precision.
3.3. Different trajectories for different errors
To gain insight into the reconstructed paths exhibiting the largest discrepancy between
the two methods, let us consider only tracks outside the 1σ cut in θ. In Figure 6 we
present the distributions of the absolute difference between the RMSE for PPNN and
MLP for tracks outside the aforementioned cut. The blue distribution depicts cases
where PPNN has a smaller error, while the orange one shows the opposite cases. In the
first instance, we can see that the profile is exponential, while in the second the decay
is noticeably faster.
Dividing the histogram into 10 quantiles, in Figure 7-(a) we plot 10 track randomly
picked in each subgroup. A visual inspection shows that, as expected, for larger
deviations from straight paths the MLP performs poorly at reproducing the correct
Figure 6. Distribution of the absolute difference between the RMSE of PPNN and
MLP for the QSPG BIC dataset. The blue line is the distribution in the cases where
PPNN performs better than MLP, the orange line being the opposite.
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(a) (b)
Figure 7. Examples of tracks for which the PPNN outperform MLP. (a) Tracks are
selected at random from inside each of 10 quantiles, using the data of Figure 6. (b)
Same as (a), but in which tracks are extracted from quartile groups; with the last
quartile, which corresponds to tracks with the largest discrepancies between the two
methods, divided into two.
path, while PPNN can better follow the simulated curve in the majority of such cases.
For Figure 7-(b) the dataset is divided into quartiles with the last bin, containing tracks
with the largest error difference, divided into two subgroups. As for Figure 7-(a) we
chose a random track from each of the five groups. Both figures clearly indicate that
PPNN has better capability to reproduce the particle path in the presence of nuclear
interaction that causes greater changes in the direction of the track.
To further analyse this characteristic, Figure 8-(a) shows the distribution of the
second derivative of the x component of the tracks with respect to the z direction,
broken down into quartiles. Large values of this quantity are connected with significant
direction change, such as those observed in Figure 7. The four lines correspond to
the four quartiles of the blue histogram in Figure 6. Where PPNN exhibits the better
performance, we see that the difference between the tracks reconstructed with PPNN
and MLP grows with increasing values of ∂
2x
∂z2
: the more a trajectory differs from pure
MCS scattering, the more the PPNN improves over MLP.
Figure 8-(b) shows ∂
2x
∂z2
as a function of z. The distribution for the last quartile,
corresponding to the largest discrepancies between the two methods, has a notably
different behaviour compared to the other three lines. It exhibits significantly more
events occurring at small and large z values. An example of these events can be seen
in Figure 7-(b) where we have a strong deflection at z ≈ 190 mm. We see that MLP
struggles to reproduce this event while the neural network can provide a superior result.
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(a) (b)
Figure 8. (a) Distributions of the second derivative of the tracks in the x direction
with respect to the z coordinate. Lines indicate the four quartiles of the distribution
of |∆RMSE|. (b) Distribution of the position along the z axis for the maximum of
the second derivative for each path.
3.4. Execution time comparison
For the comparison of the execution time of the two algorithms we used the highly
optimized version of MLP as presented in McAllister (2009) where 90% of the MLP
is precalculated and the number of operation required is minimized. We ported the
code in python using the vectorization capabilities of the NumPy (numpy.org) library
to parallelize the execution on the number of protons. PPNN is written in python using
the PyTorch (pytorch.org) framework.
Both codes were executed on the CPU of a Standard NC6 Microsoft Azure machine.
Running the two algorithms on all the 1.600.000 trajectories of the test dataset in unique
batch combinations and repeating the procedure 10 times we obtain an almost constant
execution time of 0.47 ± 0.01 sec for PPNN and 7.11 ± 0.08 sec for MLP. Within the
validity of this test, the PPNN method is sixteen times faster than the optimized MLP.
4. Conclusions
MLP is the principal method adopted in pCT for the reconstruction of single proton
paths through the body. In this paper we have demonstrated that using Deep Learning
Neural Network it is possible to recreate the same performance of MLP in the regime
in which MLP is applicable and achieve a better performance outside its region of
validity. Using PPNN would also permit discarding fewer protons in the pCT procedure.
Moreover, an execution time test of the two algorithms indicates that PPNN can be
substantially faster in performing the reconstruction.
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