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Abstract
In this paper an improved bi-parametric self-accelerating family of three-point derivative free methods for solving nonlinear equa-
tions with memory is presented. Self-accelerating parameters are calculated by Newton’s interpolatory polynomial of degree four
and ﬁve. The importance of imposing two parameters is that they accelerated the R-order convergence of the existing method from
12 to 14 without any additional evaluations. Finally, numerical examples and comparisons are included to conﬁrm the theoretical
result and high computational eﬃciency.
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1. Introduction
Finding the root of a nonlinear equation is a classical problem in scientiﬁc computation. Newton’s method is the
most well-known method for solving nonlinear equations. This is an important and basic method, which converges
quadratically. However, the condition derivative of function in a neighborhood of the required root is mandatory
indeed for convergence of Newton’s method, which restricts its applications in practice. To overcome on the ﬁrst
diﬃculty, Steﬀensen replaced the ﬁrst derivative of the function in the Newton’s iterate by forward ﬁnite diﬀerence
approximation. This method also possesses the quadratical convergence and the same eﬃciency just like the Newton’s.
Multipoint iterative methods for solving nonlinear equations are of great practical importance since they overcome
theoretical limits of one-point methods concerning the convergence order and computational eﬃciency. In the case of
multipoint methods, this requirement is closely connected with results of Kung and Traub [1] who conjectured that the
order of convergence of any multipoint method without memory, consuming n + 1 function evaluations per iteration,
cannot exceed the bound 2n (called optimal order). Multipoint methods with this property are usually called optimal
methods.
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The convergence of multipoint methods can be accelerated without additional computations using information
from the points at which old data are reused. Let mk represent the r + 1 quantities xk, t1(xk), t2(xk),
..., tr(xk), and deﬁne an iterative process by
xk+1 = F(mk;mk−1,mk−2, ...,mk−r).
Following Traub’s terminology [2], F is called a multipoint iterative function with memory. For solving a nonlinear
equation, many higher order eﬃcient methods without memory have been proposed in literature which do not involve
derivative of the function, see [[3]-[13]] and references therein. However, higher order derivative free methods with
memory for solving nonlinear equations are very rare in literature, namely [[14]-[16]]. In very recent paper [17]
the family of three-point methods without memory of eighth-order was modiﬁed to the family with memory which
achieved the increased order twelve.
In this paper we present an improvement of the existing family, constructed by introducing one more self accel-
erating parameter. These parameters are calculated by Newton’s interpolatory polynomial. In section 2, a family of
three-point methods with memory with improved order of convergence from 12 to 14 without adding more evalua-
tions is given. The comparisons of absolute errors and computational eﬃciencies are given in section 3 to illustrate
convergence behavior. Finally, we give the concluding remark.
2. Improved Bi-Parametric Method with Memory
In the convergence analysis of the new method, we employ the notation used in Traub’s book [2]: if mk and nk
are null sequences and mk/nk → C, where C is a non-zero constant, we shall write mk = O(nk) or mk ∼ Cnk . We
also use the concept of R-order of convergence introduced by Ortega and Rheinboldt [18]. Let xk be a sequence of
approximations generated by an iterative method (IM). If this sequence converges to a zero ξ of function f with the
R-order OR((IM), ξ) ≥ r, we will write
ek+1 ∼ Dk,rerk,
where Dk,r tends to the asymptotic error constant Dr of the iterative method (IM) when k → ∞.
Very recently, Lofti and Tavakoli established the following optimal iterative method without memory [17]:
yk = xk − f (xk)f [xk,wk] , k = 0, 1, 2, ...
zk = yk − H(tk, uk) f (yk)f [yk,wk] ,
xk+1 = zk −G(tk, sk)W(vk, sk) f (zk)f [zk,wk] , (1)
where wk = xk + γ f (xk), tk = f (yk)/ f (xk), uk = f (wk)/ f (xk), sk = f (zk)/ f (yk), vk = f (zk)/ f (xk). This method achieve
eighth-order convergence when the weight functions satisfy the conditions
H(0, 0) = H1,0(0, 0) = 1,
H0,1(0, 0) = H0,2(0, 0) = H0,3(0, 0) = 0,
H1,1(0, 0) = H1,2(0, 0) = H2,0(0, 0) = H2,1(0, 0) = 0,
G(0, 0) = G1,0(0, 0) = G0,1(0, 0) = 1,
G2,0(0, 0) = 0,G1,1(0, 0) = 2,
G3,0(0, 0) = H3,0(0, 0) − 6 − 61 + γ f [xk,wk] ,
W(0, 0) = W1,0(0, 0) = W0,1(0, 0) = 0. (2)
And its error expression is
T0(1 + γc1)4e8k + O(e
9
k), (3)
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where T0 = − 16 [−c3+c22(3+γc1)(−6c2c4+3c23(−2+G0,2+W0,2))−3c22c3(−22+6+G0,2+G2,1+6W0,2+γc1(−6+2G0,2+
G2,1+2W0,2))+c42(−H3,0(1+γc1)+3G2,1(1+γc1)(3+γc1)+3G0,2(3+γc1)2+3(W0,2(3+γc1)2−2(13+γc1(7+γc1))))].
This method includes three function and one derivative evaluations i.e. total four evaluations and has order eight.
Kung-Traub conjecture say that we can construct at most 2n−1 order iterative method by using n evaluations. So for
n = 4 evaluations the maximal possible order is 24−1 = 8. But this conjecture is true for the method without memory
not for with memory. It means more higher order method with memory can be constructed by using same number of
evaluations as in method without memory. To justify this statement the authors assumed (1 + γkc1) = 0. They have
done this using γk = −1c1 , where ci =
f (i)(ξ)
i! . But ξ is unknown here. Luckily more accurate approximations of α are
obtained by sequence xk and therefore one can get better approximation of c1. In their work they used c1 ≈ c˜1 and
c˜1 = N′4(xk), where N4(t) = N4(t; xk−1,wk−1, yk−1, zk−1, xk). And thus one parameter family with memory is given by
For given x0,w0, γ0, consider
yk = xk − f (xk)f [xk,wk] , k = 0, 1, 2, ...
zk = yk − H(tk, uk) f (yk)f [yk,wk] ,
xk+1 = zk −G(tk, sk)W(vk, sk) f (zk)f [zk,wk] ,
γk+1 =
−1
N′4(xk+1)
,
wn+1 = xk+1 + γk+1 f (xk+1), (4)
where tk, uk, sk, vk are deﬁned as previous. They showed that under the same conditions on the weight functions the
order of this method has been increased to twelve. The result of which is that the eﬃciency index is improved form
81/4 = 1.6818 to 121/4 = 1.8612. Motivated by this paper one natural question raised in our mind.
Is it possible to improve more eﬃciency index using same number of function evaluations?
We have found the answer of this question in positive. To justify our answer, we consider the following two-
parametric method
For given x0,w0, γ0, α0 consider
yk = xk − f (xk)f [xk,wk] + αk f (wk) , n = 0, 1, 2, ...
zk = yk − H(tk, uk) f (yk)f [yk,wk] + αk f (wk) ,
xk+1 = zk −G(tk, sk)W(vk, sk) f (zk)f [zk,wk] + αk f (wk) , (5)
where wk = xk + γk f (xk), tk, uk, sk, vk are deﬁned as previous. Under the same conditions on the weight functions the
error expression of this family is given by
αk(1 + γkc1)4(αkc1 + c2)3((αkc1 + c2)(3c2 + c1(αk + αkγkc1 + αkc2)) − c1c3)
c51
e7k
+O(e8k). (6)
Here, we observed one thing which is very interesting. By imposing one more parameter in without memory method
the order of convergence is reduced by one. But in with memory method R-order convergence is increased by two. To
show this, we consider
γk = − 1c1 =
−1
N′4(xk)
,
αk = −c2c1 =
−N′′5 (wk)
N′5(wk)
, (7)
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where
N4(t) = N4(t; xk, zk−1, yk−1, xk−1,wk−1),
N5(t) = N5(t;wk, xk, zk−1, yk−1,wk−1, xk−1).
And hence ﬁnally the modiﬁed family is given by
yk = xk − f (xk)f [xk,wk] + αk f (wk) , k = 0, 1, 2, ...
zk = yk − H(tk, uk) f (yk)f [yk,wk] + αk f (wk) ,
xk+1 = zk −G(tk, sk)W(vk, sk) f (zk)f [zk,wk] + αk f (wk) ,
γk+1 =
−1
N′4(xk+1)
,
wk+1 = xk+1 + γk+1 f (xk+1),
αk+1 =
−N′′5 (wk+1)
N′5(wk+1)
, (8)
where tk, uk, sk, vk, N4(t) and N5(t) are deﬁned as above.
Now we denote
ek = xk − ξ, ek,z = zk − ξ, ek,y = yk − ξ, ek,w = wk − ξ,
where ξ is the exact root. Before going to main result, we ﬁrst prove the following lemmas:
Lemma 1. The estimate 1 + γkc1 ∼ − c5c1 ek−1 ek−1,z ek−1,y ek−1,w.
Proof. Suppose that there are s nodes t0, t1 . . . , ts from the interval D = [a, b], where a is the minimum and b is the
maximum of these nodes, respectively. Then the error of Newton’s interpolation polynomial Ns(t) of degree s is given
by
f (t) − Ns(t) = f
(s+1)(ξ)
s + 1!
s∏
j=0
(t − t j). (9)
For s = 4 the above equation assumes the form (keeping in the mind t0 = xk, t1 = zk−1, t2 = yk−1, t3 = xk−1, t4 = wk−1)
f (t) − N4(t) = f
5(ξ)
5!
{(t − xk)(t − zk−1)(t − yk−1)(t − xk−1)(t − wk−1)} .
(10)
Diﬀerentiating equation (10) with respect to t and putting t = xk, we get
f ′(xk) − N′4(xk) =
f 5(ξ)
5!
{(xk − zk−1)(xk − yk−1)(xk − xk−1)(xk − wk−1)} .
(11)
Now
xk − zk−1 = (xk − ξ) − (zk−1 − ξ) = ek − ek−1,z.
Similarly
xk − yk−1 = ek − ek−1,y,
xk − xk−1 = ek − ek−1,
xk − wk−1 = ek − ek−1,w.
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Using these relations in the equation (11) and simplifying we get
N′4(xk) ∼ c1 + 2c2ek − c5 ek−1 ek−1,z ek−1,y ek−1,w. (12)
And thus
1 + γkc1 = 1 − c1N′4(xk)
∼ 1 − c1
c1 + 2c2ek − c5 ek−1 ek−1,z ek−1,y ek−1,w ,
or
1 + γkc1 ∼ −c5c1 ek−1 ek−1,z ek−1,y ek−1,w. (13)
Hence we have the result.
Lemma 2. The estimate αkc1 + c2 ∼ c6 ek−1 ek−1,z ek−1,y ek−1,w.
Proof. For s = 5 and t0 = wk, t1 = xk, t2 = zk−1, t3 = yk−1, t4 = wk−1, t5 = xk−1, the equation (9) becomes
f (t) − N5(t) = f
6(ξ)
6!
{(t − wk)(t − xk)(t − zk−1)(t − yk−1)(t − wk−1)(t − xk−1)} .
(14)
Diﬀerentiating equation (14) with respect to t and putting t = wk, we have
f ′(wk) − N′5(wk) =
f 6(ξ)
6!
{(wk − xk)(wk − zk−1)(wk − yk−1)(wk − wk−1)(wk − xk−1)} .
(15)
The above equation can be rewritten as
N′5(wk) ∼ c1 + 2c2ek,w + c6 ek ek−1,z ek−1,y ek−1,w ek−1. (16)
Now twice diﬀerentiating (14) with respect to t and putting t = wk and proceeding in the same we get
N′′5 (wk) ∼ 2c2
[
1 +
3c3
c2
ek,w − c6c2 ek−1,z ek−1,y ek−1,w ek−1
]
. (17)
Hence
αkc1 + c2 = c2 −
N′′5 (wk)
N′5(wk)
c1 ∼ c2 −
2c2
[
1 + 3c3c2 ek,w − c6c2 ek−1,z ek−1,y ek−1,w ek−1
]
2
[
c1 + 2c2ek,w + c6 ek ek−1,z ek−1,y ek−1,w ek−1
]c1
or
αkc1 + c2 ∼ c6 ek−1 ek−1,z ek−1,y ek−1,w. (18)
Thus we proved the lemma.
By using the above lemmas now we are going to prove the main result.
Theorem 1. If an initial approximation x0 is suﬃciently close to a simple zero ξ of f , then the R-order of con-
vergence of three-point method (5) with memory is at least fourteen.
Proof. First we assume that the R-order of convergence of sequence xk, wk, yk, zk is at least r, r1, r2 and r3, respectively.
Hence
ek+1 ∼ Dk,rerk ∼ Dk,r(Dk−1,rerk−1)r ∼ Dk,rDrk−1,rer
2
k−1. (19)
and
ek,w ∼ Dk,r1er1k ∼ Dk,r1 (Dk−1,rerk−1)r1 ∼ Dk,r1Dr1k−1,rerr1k−1. (20)
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Similarly
ek,y ∼ Dk,r2Dr2k−1,rerr2k−1, (21)
ek,z ∼ Dk,r3Dr3k−1,rerr3k−1. (22)
By virtue of the above equation, Lemma (1) and Lemma (2) implies that
1 + γnc1 ∼ −c5c1 (Dk−1,r3 )(Dk−1,r2 )(Dk−1,r1 )e
r3+r2+r1+1
k−1 , (23)
and
αnc1 + c2 ∼ c6(Dk−1,r3 )(Dk−1,r2 )(Dk−1,r1 )er3+r2+r1+1k−1 , (24)
respectively. For method (5), it can be derived that
ek,w ∼ (1 + γkc1)ek, (25)
ek,y ∼ P1(1 + γkc1)(αkc1 + c2)e2k , where P1 =
1
c1
, (26)
ek,z ∼ P2(1 + γkc1)2(αkc1 + c2)e4k , where P2 =
((αkc1 + c2)(3c2 + c1(αk + αkγkc1 + αkc2)) − c1c3)
c31
(27)
and
ek+1 ∼ P3(1 + γkc1)4(αkc1 + c2)3e7k , where P3 =
αk((αkc1 + c2)(3c2 + c1(αk + αkγkc1 + αkc2)) − c1c3)
c51
. (28)
Combining the eqns. (25) and (23), we have
ek,w ∼ −c5c1 (Dk−1,r3 )(Dk−1,r2 )(Dk−1,r1 )e
r3+r2+r1+1
k−1 (Dk−1,re
r
k−1),
or
ek,w ∼ −c5c1 (Dk−1,r3 )(Dk−1,r2 )(Dk−1,r1 )(Dk−1,r)e
r3+r2+r1+r+1
k−1 . (29)
Using (23) and (24) in eqn. (26) we get
ek,y ∼ −P1
(
c5
c1
)
(Dk−1,r3 )(Dk−1,r2 )(Dk−1,r1 )e
r3+r2+r1+1
k−1
.c6(Dk−1,r3 )(Dk−1,r2 )(Dk−1,r1 )e
r3+r2+r1+1
k−1 (Dk−1,re
r
k−1)
2,
or
ek,y ∼ Q1(D2k−1,r3 )(D2k−1,r2 )(D2k−1,r1 )(D2k−1,r)e2(r3+r2+r1+1)+2rk−1 , where Q1 = −P1
(
c5c6
c1
)
. (30)
Similarly
ek,z ∼ Q2(D3k−1,r3 )(D3k−1,r2 )(D3k−1,r1 )(D4k−1,r)e3(r3+r2+r1+1)+4rk−1 , where Q2 = P2
(
c5
c1
)2
.c6
(31)
and
ek+1 ∼ Q3(D7k−1,r3 )(D7k−1,r2 )(D7k−1,r1 )(D7k−1,r)e7(r3+r2+r1+1)+7rk−1 , where Q3 = P3
(
c5
c1
)4
.c36.
(32)
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Now comparing the equal powers of ek−1 in eqns. (20)-(29), (21)-(30), (22)-(31) and (19)-(32), we ﬁnd the following
system of nonlinear equations:
rr1 − r − (r3 + r2 + r1 + 1) = 0,
rr2 − 2r − 2(r3 + r2 + r1 + 1) = 0,
rr3 − 4r − 3(r3 + r2 + r1 + 1) = 0,
r2 − 7r − 7(r3 + r2 + r1 + 1) = 0.
Solving these equations, we get r1 = 2, r2 = 4, r3 = 7, r = 14. And thus we proved the result.
3. Numerical Testing
In this section, we compare our proposed method with the method presented in [17]. For this we consider the same
choices of the weight functions as considered in [17] and which are given by
H1(tk, uk) = (1 + tk), H2(tk, uk) = 3+tk3 + sin
2tk
(−2/9)t2k+3
,
G1(tk, sk) = (1 + tk + sk + 2tk sk + (−1 − φk)t3k ), G2(tk, sk) =
1/(1+φk)(1+tk+sk+2tk sk)+t2k
1/(1+φk)+t2k
,
W1(vk, sk) = (1 + v2k + s
2
k), W2(vk, sk) = 1 +
s2k
1+v2k
.
The superiority of our proposed method over the existing method is conﬁrmed by the numerical results also. For this
purpose we consider the following two test functions (same as considered in [17])
(i) f1(x) = e(x
2−3x)sin(x) + log(x2 + 1),
(ii) f2(x) = e(x
2+xcos(x)−1)sin(πx) + xlog(xsin(x) + 1).
In the table, we have calculated the absolute error and computational order of convergence (COC). The COC is deﬁned
by
COC =
ln(| f (xk)/ f (xk−1)|)
ln(| f (xk−1)/ f (xk−2)|) .
Table 1 and 2 show the eﬃciency of our proposed modiﬁed family. Also numerical results for our proposed method
have 14-order convergence without using any new evaluations.
Table 1. f1(x) = e(x
2−3x).sin(x) + log(x2 + 1), x0 = 0.35, ξ = 0, γ0 = 0.01, α0 = 0.02.
Method |x1 − ξ| |x2 − ξ| |x3 − ξ| COC
Method by Lotﬁ and Tavakoli with H1,G1,W1 0.91937e-4 0.18790e-44 0.11705e-532 12.00
Method by Lotﬁ and Tavakoli with H1,G2,W2 0.11053e-3 0.77050e-44 0.31600e-525 12.00
Method by Lotﬁ and Tavakoli with H2,G2,W1 0.11306e-3 0.99434e-44 0.67431e-524 11.99
Method by Lotﬁ and Tavakoli with H2,G1,W2 0.89413e-4 0.13787e-44 0.28524e-534 12.00
Modiﬁed Method with H1,G1,W1 0.56718e-4 0.89683e-43 0.18586e-597 14.30
Modiﬁed Method with H1,G2,W2 0.68479e-4 0.17937e-42 0.30452e-593 14.28
Modiﬁed Method with H2,G2,W1 0.70058e-4 0.53810e-42 0.14565e-586 14.29
Modiﬁed Method with H2,G1,W2 0.55143e-4 0.44842e-43 0.11344e-601 14.29
4. Conclusion
In this article, we have presented modiﬁed version of very recently established method with memory. The previous
method is obtained by using a parameter to get 12 order method from 8 order method without memory (using same
evaluations four). Here by using two suitable parameters we have succeed to increase it’s convergence order as well
as eﬃciency index without adding any more evaluations. The order of our proposed method is 14 and thus eﬃciency
index is 141/4 = 1.9343 which is more than 121/4 = 1.8612.
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Table 2. f2(x) = e(x
2+xcos(x)−1)sin(πx) + xlog(xsin(x) + 1), x0 = 0.6, ξ = 0, γ0 = −0.1, α0 = −0.02.
Method |x1 − ξ| |x2 − ξ| |x3 − ξ| COC
Method by Lotﬁ and Tavakoli with H1,G1,W1 0.71066e-4 0.20396e-49 0.49715e-596 12.00
Method by Lotﬁ and Tavakoli with H1,G2,W2 0.80715e-4 0.15495e-49 0.65738e-595 11.93
Method by Lotﬁ and Tavakoli with H2,G2,W1 0.78950e-4 0.14520e-49 0.30139e-596 11.93
Method by Lotﬁ and Tavakoli with H2,G1,W2 0.72833e-4 0.22472e-49 0.15905e-595 12.00
Modiﬁed Method with H1,G1,W1 0.67450e-4 0.14013e-44 0.16239e-627 14.33
Modiﬁed Method with H1,G2,W2 0.84361e-4 0.14013e-44 0.16239e-627 14.30
Modiﬁed Method with H2,G2,W1 0.81237e-4 0.14013e-44 0.16239e-627 14.30
Modiﬁed Method with H2,G1,W2 0.70577e-4 0.14013e-44 0.16239e-627 14.32
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