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Abstract
We investigate the mixed Dirichlet-Neumann boundary value problems for
the Laplace-Beltrami equation on a smooth bounded surface C with a smooth
boundary in non-classical setting in the Bessel potential spaceHsp(C) for s >
1
p
,
1 < p < ∞. To the initial BVP we apply a quasi-localization and obtain a
model BVP for the Laplacian. The model mixed BVP on the half plane is
reduced to an equivalent system of Mellin convolution equation (MCE) in
Sobolev-Slobodecˇkii space (potential method). MCE is ivestigated in both
Bessel potential and Sobolev-Slobodecˇkii spaces. The symbol of the obtained
system is written explicitly and is responsible for the Fredholm properties and
the index of the system. An explicit criterion for the unique solvability of the
initial BVP in the non-classical setting is derived as well.
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Introduction and formulation of the problems
Let S ⊂ R3 be some closed orientable surface, bordering a compact inner Ω+ and
outer Ω− := R3 \ Ω+ domains. By C we denote a subsurface of S, which has two
faces C− and C+ and inherits the orientation from S: C+ borders the inner domain
Ω+ and C− borders the outer domain Ω−. C has the smooth boundary Γ := ∂C,
which is decomposed into two closed parts Γ = ΓD ∪ ΓN , consisting each of finite
number of smooth arcs, having in common only endpoints.
Let ν(ω) = (ν1(ω), ν2(ω), ν3(ω))
>, ω ∈ C be the unit normal vector field on the
surface C and ∂ν =
3∑
j=1
νj∂j be the normal derivative. Let us consider the Laplace-
Beltrami operator in C written in terms of the Gu¨nter’s tangent derivatives (see
[20, 18, 22] for more details)
∆C := D21 +D22 +D23, Dj := ∂j − νj∂ν , j = 1, 2, 3. (0.1)
Let νΓ(t) = (νΓ,1(t), νΓ,2(t), νΓ,3(t))
>, t ∈ Γ, be the unit normal vector field on the
boundary Γ, which is tangential to the surface C and directed outside of the surface.
And, finally, let ∂νΓ :=
3∑
j=1
νΓ,jDj be the normal derivative on the boundary of the
surface, which is the outer tangential derivative on the surface.
We study the following mixed boundary value problem for the Laplace-Beltrami
equation 
∆Cu(t) = f(t), t ∈ C,
u+(τ) = g(τ), τ ∈ ΓD,
(∂νΓu)
+(τ) = h(τ), τ ∈ ΓN .
(0.2)
where u+ and (∂νΓu)
+ denote respectively the Dirichlet and the Neumann traces on
the boundary.
We need the Bessel potential Hsp(S), Hsp(C), H˜sp(C) and Sobolev-Slobodecˇkii
Wrp(Γ) spaces, where S is a closed smooth surface (without boundary), which con-
tains C as a subsurface, 1 < p < ∞, 1
p
< s < 1 − 1
p
. The Bessel potential space
Hsp(Rn) is defined as a subset of the space of Schwartz distributions S′(Rn) endowedp
with the norm (see [39])
||u∣∣Hsp(Rn)|| := ||〈D〉su∣∣Lp(Rn)||,
where 〈D〉s := F−1(1 + |ξ|2) s2F is the Bessel potential and F , F−1 are the Fourier
transformations. For the definition of the Sobolev-Slobodecˇkii space Wsp(Rn) =
2
Bsp,p(Rn) see [39]. The space Wsp(S) coincides with the trace space of H
s+ 1
p
p (R3) on
S and is known that Ws(S) = Hs(S) for s ≥ 0, 1 < p <∞ (see [39]).
We use, as common, the notation Hs(S) and Ws(S) for the spaces Hs2(S) and
Ws2(S) (the case p = 2).
The spaces Hsp(S) and Wsp(S) are defined by a partition of the unity {ψj}`j=1
subordinated to some covering {Yj}`j=1 of S and local coordinate diffeomorphisms
(see [39, 27] for details)
κj : Xj → Yj, Xj ⊂ R2 , j = 1, . . . , `.
The space H˜sp(C) is defined as the subspace of Hsp(S) of those functions ϕ ∈
Hsp(S), which are supported in the closed sub-surface suppϕ ⊂ C, whereas Hsp(C)
denotes the quotient space Hsp(C) := Hsp(S)
/
H˜sp(Cc), and Cc := C \ C is the com-
plemented sub-surface. For s > 1/p− 1 the space Hsp(C) can be identified with the
space of those distributions ϕ on Rn+ which admit extensions `ϕ ∈ Hsp(S), while
Hsp(C) is identified with the space rCHsp(S), where rC denotes the restriction from S
to the sub-surface C.
It is worth noting that for an integer m = 1, 2, . . . the Sobolev spaces Hmp (S) and
Wmp (S) coincide and the equivalent norm is defined with the help of the Gu¨nter’s
derivatives (see [17, 18, 20]):
||u∣∣Wmp (S)|| :=
∑
α|6m
||Dαu∣∣Lp(S)||p
 1p , where Dα := Dα11 Dα22 Dα33
and the Gu¨nter’s derivatives D1,D2,D3 are defined in (0.1).
Let us also consider H˜−10 (C), a subspace of H˜−1(C), orthogonal to
H˜−1Γ (C) :=
{
f ∈ H˜−1(C) : 〈f, ϕ〉 = 0 for all ϕ ∈ C10(C)
}
.
H˜−1Γ (C) consists of those distributions on S, belonging to H˜−1(C) which have their
supports just on Γ and H˜−1(C) can be decomposed into the direct sum of subspaces:
H˜−1(C) = H˜−1Γ (C)⊕ H˜−10 (C).
The space H˜−1Γ (C) is non-empty (see [27, § 5.1]) and excluding it from H˜−1(C) is
needed to make BVPs uniquelly solvable (cf. [27] and the next Theorem 0.1).
The Lax-Milgram Lemma applied to the BVP (0.2) gives the following result.
Theorem 0.1 (Theorem 14, [22] and § 5.1, [27]) The BVP (0.2) has a unique
solution in the classical weak setting:
u ∈ H1(C), f ∈ H˜−10 (C), g ∈ H1/2(ΓD), h ∈ H−1/2(ΓN). (0.3)
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From Theorem 0.1 we can not even conclude that a solution is continuous. If
we can prove that there is a solution u ∈ H1p(C) for some 2 < p <∞, we can enjoy
even a Ho¨lder continuity of u. It is very important to know maximal smoothness
of a solution as, for example, while designing approximation methods. To this end
we will investigate the solvability properties of the BVP (0.2) in the following non-
classical setting
u ∈ Hsp(C), f ∈ H˜s−2p (C) ∩ H˜−10 (C), g ∈Ws−1/pp (Γ), h ∈Ws−1−1/pp (Γ), (0.4)
1 < p <∞, s > 1
p
and find necessary and sufficient conditions of solvability. Note, that the constraint
s >
1
p
is necessary to ensure the existence of the trace u+ on the boundary.
To formulate the main theorem of the present work we need the following defi-
nition.
Definition 0.2 The BVP (0.2), (0.4) is Fredholm if the homogeneous problem
f = g = h = 0 has a finite number of linearly independent solutions and only a
finite number of orthogonality conditions on the data f, g, h ensure the solvability of
the BVP.
We prove below the following theorem (see the concluding part of § 5).
Theorem 0.3 Let 1 < p <∞, s > 1
p
.
The BVP (0.2) is Fredholm in the non-classical setting (0.4) if and only if:
p 6= 2 or p = 2 and s 6= 1
2
+ k, for k = 0, 1, 2, . . . . (0.5)
In particular, the BVP (0.2) has a unique solution u in the non-classical setting
(0.4) if
1
2
< s <
3
2
, 1 < p <∞. (0.6)
Note, that conditions (0.5) and (0.6) are independent of the parameter p.
The proof of the foregoing Theorem 0.3 in § 5 is based on the Theorem 0.4 and
Theorem 0.5.
Theorem 0.4 Let 1 < p <∞, s > 1
p
. Let g0 ∈Ws−1/pp (Γ) and h0 ∈Ws−1−1/pp (Γ)
be some fixed extensions of the boundary data g ∈Ws−1/pp (ΓD) and h ∈Ws−1−1/pp (ΓN)
(non-classical formulation), initially defined on the parts of the boundary Γ = ΓD ∪
ΓN .
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A solution to the BVP (0.2) is represented by the formula
u(X) = N Cf(X) +W Γ(g0 + ϕ0)(X)− V Γ(h0 + ψ0)(X), X ∈ C. (0.7)
Here N C, W Γ and V Γ are the Newton’s, double and single layer potentials, de-
fined below (see (1.5)) and ϕ0, ψ0 in (0.7) are solutions to the following system of
pseudodifferential equations
1
2
ϕ0 − rNW Γ,0ϕ0 + rNV Γ,−1ψ0 = G0 on ΓN ,
1
2
ψ0 + rDW
∗
Γ,0ψ0 − rDV Γ,+1ϕ0 = H0 on ΓD,
(0.8)
ϕ0 ∈ W˜s−1/pp (ΓN), ψ0 ∈ W˜s−1−1/pp (ΓD),
G0 ∈Ws−1/pp (ΓN), H0 ∈Ws−1−1/pp (ΓD),
(0.9)
where G0 and H0 are given functions and the participating pseudodifferential oper-
ators are defined (1.13) in § 1 below.
Vice versa: if u is a solution to the BVP (0.2), g := rDu
+, h := rN(∂νu)
+ and
g0 ∈ Ws−1/pp (ΓN), h0 ∈ Ws−1−1/pp (ΓD) are some fixed extensions of g anf h to Γ,
then ϕ0 := rΓD(u
+ − g0), ψ0 := rΓN ((∂νu)+ − h0) are solutions to the system (0.8).
The system of boundary pseudodifferential equations (0.8) has a unique pair of
solutions ϕ0 ∈W1/2(ΓN) and ψ0 ∈W−1/2(ΓD) in the classical setting p = 2, s = 1.
The proof of Theorem 0.4 is exposed in § 1.
For the system (0.8) we can remove the constraint s >
1
p
and prove the following
result for arbitrary r ∈ R.
Theorem 0.5 Let 1 < p <∞, r > −1.
The system of boundary pseudodifferential equations (0.8) is Fredholm in the
Sobolev-Slobodecˇkii space setting
ϕ0 ∈ W˜rp(ΓN), ψ0 ∈ W˜r−1p (ΓD),
G0 ∈Wrp(ΓN), H0 ∈Wr−1p (ΓD)
(0.10a)
and also in the Bessel potential space setting
h, h0, ϕ0 ∈ H˜rp(ΓN), g, g0, ψ0 ∈ H˜r−1p (ΓD),
G0 ∈ Hrp(ΓN), H0 ∈ Hr−1p (ΓD)
(0.10b)
if the following condition holds:
p 6= 2 or p = 2 and r 6= 0, 1, 2, . . . . (0.11)
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In particular, the system (0.8) has a unique solution in both settings (0.10a) and
(0.10b) if:
1 < p <∞, −1 < r < 0. (0.12)
The proof of the foregoing Theorem 0.5 in § 5 is based on the auxiliary Theorem
0.6. To formulate the theorem consider the following model system of boundary
integral equations (BIEs){
ϕ(t) +K1−1ψ(t) = G(t),
ψ(t) +K1−1ϕ(t) = H(t), t ∈ R+,
(0.13)
ϕ, ψ ∈ W˜s−1−1/pp (R+), G, H ∈Ws−1−1/pp (R+),
where
K1−cv(t) :=
1
pi
∫ ∞
0
v(τ)dτ
t+ cτ
, −pi < arg c < pi, v ∈ Lp(R+) (0.14)
is a Mellin convolution operator with the kernel homogeneous of order −1 (see
[11, 14, 15, 13]).
Theorem 0.6 Let 1 < p <∞, r > −1.
The system of boundary pseudodifferential equations (0.8) is Fredholm in the
Sobolev-Slobodecˇkii (0.10a) and Bessel potential (0.10b) space settings if the sys-
tem of boundary integral equations (0.13) is locally invertible at 0 in the Sobolev-
Slobodecˇkii
ϕ, ψ ∈ W˜r−1p (R+), G,H ∈Wr−1p (R+) (0.15)
and the Bessel potential space
ϕ, ψ ∈ H˜r−1p (R+), G,H ∈ Hr−1p (R+) (0.16)
settings, respectively.
Remark 0.7 Theorem 0.6 is proved at the end of § 1. For the proof we apply
a quasi-localization of the BVP (0.2) with some model BVPs on the half space (see
Lemma 1.5 and Lemma 1.6). The constraint r > −1 is due to this approach, since
the boundary value problems are involved.
In a forthcoming paper will be proved directly the local quasi-equivalence of the
equation (0.8) and the system (0.13) at the points where the Dirichlet and Neumann
boundary conditions collide and some simpler equations, which are uniquely solvable,
at all other points. Then the constraint r > −1 can be dropped and replaced by r ∈ R.
Correspondingly, Theorem 0.5 is also valid for all r ∈ R and the condition (0.11)
acquires the form
p 6= 2 or p = 2 and r 6= 0,±1,±2, . . . .
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A quasi-localization means ”freezing coefficients” and ”rectifying” underling con-
tours and surfaces. For details of a quasi-localization we refer the reader to the pa-
pers [38] and [4], where the quasi-localization is well described for singular integral
operators and for BVPs, respectively. We also refer to [19, § 3], where is exposed a
short introduction to quasi-localization.
In the present case under consideration we get 3 different model problems by
localizing the mixed BVP (0.2) to:
1 Inner points of C.
2 Inner points on the boundary ΓD and ΓN .
3 Points of the boundary Γ where different boundary conditions collide (end-
points of ΓN and ΓD).
The model BVPs obtained by a quasi-localization, are well investigated in the
first two cases and such model problems have unique solutions without additional
constraints. In the third case we get a mixed BVP on the half plane for the Laplace
equation (cf. (1.17) below). The system (0.13) is related to this model mixed
problem (1.17) just as BVP (0.2) is related to the system (0.8) (cf. Lemma 1.6
below).
The investigation of the boundary integral equation system (0.13) is based on
recent results on Mellin convolution equations with meromorphic kernels in Bessel
potential spaces (see R. Duduchava [19], R. Duduchava and V. Didenko [8]).
The symbol Bs0(ω) of the system (0.13) is a continuous function on some infinite
rectangleR and is responsible for the Fredholm property and the index of the system.
This provides necessary and sufficient conditions for the Fredholm property of (0.13)
which is then used to prove the solvability of the original BVP in the non-classical
setting.
A rigorous analysis of solvability of the above and similar problems with Dirich-
let, Neumann, mixed and impedance boundary condition for the Helmholtz and
other other elliptic equations are very helpful for a general understanding of elliptic
boundary value problems in conical domains (see [28, 30, 36]).
In [23, 24] the authors suggest another approach to the investigation of the
model mixed problem for the Helmholtz equation: they write explicit formulae for
a solution with two different methods. But the setting is classical only (the case
p = 2) and the approach can not be applied to the non-classical setting. Other
known results are either very limited to special situations such as the rectangular
case [6, 7, 35] or apply rather sophisticated analytical methods [29, 43], or are
missing a precise setting of appropriate functional spaces (see, e.g., [31, 40]). For
the historical survey and for further references we recommend [5, 43, 41].
There is another approach, which can also be applied is the limiting absorption
principle, which is based on variational formulation and Lax-Milgram Lemma and
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its generalizations. Such approach is presented, e.g., in [3, 1, 2]. But again, these
results are for the classical setting.
In 1960s there was suggested to solve canonical diffraction problems in Sobolev
spaces, based on the recent development in pseudodifferential equations in domains
with corners and, more generally,with a Lipschitz boundary. It was popularized
by E. Meister [32, 33], E. Meister and F.-O. Speck [34], W.L. Wendland [42], A.
Ferreira dos Santos [37] and their collaborators in the 1980s. Also see the book of
Vasilev [41] with a considerable list of references. The results are also restricted to
the classical setting.
1 Potential operators and boundary integral equa-
tions
Let S be a closed, sufficiently smooth orientable surface in Rn. We use the notation
Xsp(S) for either the Bessel potential Hsp(S) or the Sobolev-SlobodecˇkiiWsp(S) spaces
for S closed or open and a similar notation X˜sp(S) for S open.
Consider the space
Xsp,#(S) :=
{
ϕ ∈ Xsp(S) : (ϕ, 1) = 0
}
, (1.1)
where (·, ·) denotes the duality pairing between the adjoint spaces. It is obvious,
that Xsp,#(S) does not contain constants: if c0 = const ∈ Xsp,#(S) than
0 = (c0, 1) = c0(1, 1) = c0mesS
and c0 = 0. Moreover, Xsp(S) decomposes into the direct sum
Xsp(S) = Xsp,#(S) + {const} (1.2)
and the dual (adjoint) space is
(Xsp,#(S))∗ = X−sp′,#(S), p′ :=
p
p− 1 . (1.3)
The following is a part of Theorem 10 proved in [22].
Theorem 1.1 Let S be `-smooth ` = 1, 2, . . ., 1 < p < ∞ and |s| 6 `. Let
Xsp,#(S) be the same as in (1.1)-(1.3).
The Laplace-Beltrami operator ∆S := divS∇S is invertible between the spaces
with detached constants
∆S : Xs+1p,# (S)→ Xs−1p,# (S), (1.4)
i.e., has the fundamental solution KS in the setting (1.4).
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Let C ⊂ S be a subsurface with a smooth boundary Γ := ∂C. With the funda-
mental solution KS of the Laplace-Beltrami operator at hand we can consider the
standard Newton, single and double layer potentials on the surface C:
N Cv(x) :=
∫
C
KS(x, y)v(y) dσ
V Γv(x) :=
∫
Γ
KS(x, τ)v(τ)dτ,
W Γv(x) :=
∫
Γ
∂νΓ(τ)KS(x, τ)v(τ)dτ, x ∈ C.
(1.5)
The potential operators, defined above, have standard boundedness properties
N C : Hsp,#(C) −→ Hs+2p,# (C) ,
V Γ : Hsp,#(Γ) −→ H
s+1+ 1
p
p,# (C) ,
W Γ : Hsp,#(Γ) −→ H
s+ 1
p
p,# (C)
and any solution to the mixed BVP (0.2) in the space H1#(C) is represented as
follows:
u(x) = N Cf(x) +W Γu+(x)− V Γ[∂νΓu]+(x) u ∈ H1#(C), x ∈ C (1.6)
(see [21, 17]). Densities in (1.6) represent the Dirichlet u+ and the Neumann [∂νΓu]
+
traces of the solution u on the boundary.
Since Xsp = Xsp,# + {const}, we can extend layer potentials to the entire space as
follows:
for ϕ = ϕ0 + c, ϕ0 ∈ Xsp,#, c = const,
we set V Γϕ = V Γϕ0 + c, W Γϕ = W Γϕ0 + c, N Cϕ = N Cϕ0 + c,
(1.7)
i.e., by setting V Γc = W Γc = cN Cc = c.
Lemma 1.2 The representation formula (1.6) remains valid for a solution in
the space H1(C), provided the potentials are extended as in (1.7).
Proof: Indeed, since u = u0 + c, u0 ∈ Hsp,#(C), u ∈ Hsp(C), we apply the represen-
tation formula (1.6) for a solution in the space H1#(C), formula (1.7), and get the
representation formula (1.6) for a solution in the space H1(C):
u(x)=u0(x) + c = N Cf(x) +W Γu+0 (x)− V Γ[∂νΓu0]+(x) + c
=N Cf(x) +W Γ(u− c)+(x)− V Γ[∂νΓ(u− c)]+(x) + c
=N Cf(x) +W Γu+(x)− V Γ[∂νΓu]+(x), u ∈ H1(C), x ∈ C.
(1.8)
2
9
Proof of Theorem 0.4: Let us recall the Plemelji formulae
(W Γv)
±(t) = ±1
2
v(t) +W Γ,0v(t), (∂νΓW Γψ)
±(t) = V Γ,+1v(t),
(∂νΓV Γv)
±(t) = ∓1
2
v(t) +W ∗Γ,0v(t), (V Γv)
±(t) = V Γ,−1v(t),
(1.9)
where t ∈ ∂Ωα and
V Γ,−1v(t) :=
∫
Γ
KS(t, τ)v(τ)dτ,
W Γ,0v(t) :=
∫
Γ
(∂νΓ(τ)KS)(t, τ)v(τ)dτ,
W ∗Γ,0w(t) :=
∫
Γ
(∂νΓ(t)KS)(t, τ)w(τ)dτ,
V Γ,+1w(t) :=
∫
Γ
(∂νΓ(t)∂νΓ(τ)KS)(t, τ)w(τ)dτ, t ∈ Γ,
(1.10)
are pseudodifferential operators on Γ, have orders −1, 0, 0 and +1, respectively,
and represent the direct values of the corresponding potentials V Γ, W Γ, ∂νΓV Γ
and ∂νΓW Γ.
Let g0 ∈ Ws−1/pp (Γ) and h0 ∈ Ws−1−1/pp (Γ) be some fixed extensions of the
boundary conditions g ∈ Ws−1/pp (ΓD) and h ∈ Ws−1−1/pp (ΓN) (non-classical for-
mulation), initially defined on the parts of the boundary Γ = ΓD ∪ ΓN . Since
the difference between such two extensions belong to the spaces W˜s−1/pp (ΓN) and
W˜s−1−1/pp (ΓD) respectively, let us look for two unknown functions ϕ0 ∈ W˜s−1/pp (ΓN)
and ψ0 ∈ W˜s−1−1/pp (ΓD), such that for g0 + ϕ0 and h0 + ψ0 the boundary conditions
in (0.2) hold on the entire boundary
u+(t) = g0(t) + ϕ0(t) =
{
g(t) if t ∈ ΓD,
g0(t) + ϕ0(t) if t ∈ ΓN ,
(∂νΓu)
+(t) = h0(t) + ψ0(t) =
{
h0(t) + ψ0(t) if t ∈ ΓD,
h(t) if t ∈ ΓN ,
(1.11)
provided f u(x) is a solution to the BVP (0.2).
By introducing the boundary values of a solution (1.11) to the BVP (0.2) into
the representation formula (1.8) (see Lemma 1.2) we get the following representation
of a solution:
u(x) = N Cf(x) +W Γ[g0 + ϕ0](x)− V Γ[h0 + ψ0](x), x ∈ C, (1.12)
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where
g0 ∈Ws−1/pp (Γ), h0 ∈Ws−1−1/pp (Γ), ϕ0 ∈ W˜s−1/pp (ΓN), ψ0 ∈ W˜s−1−1/pp (ΓD).
By applying the Plemelji formulae (1.9) to (1.12) and taking into account (1.11)
we get the following:
g0(t) + ϕ0(t) = u
+(t) = (N Cf)+ +
1
2
(g0(t) + ϕ0(t))
+W Γ,0[g0 + ϕ0](t)− V Γ,−1[h0 + ψ0](t),
h0(t) + ψ0(t) = (∂νΓu)
+(t) = (∂νΓN Cf)
+ + V Γ,+1[g0 + ϕ0](t)
+
1
2
(h0(t) + ψ0(t))−W ∗Γ,0[h0 + ψ0](t), t ∈ Γ.
If we apply the restriction operator rD to ΓD to the first equation in the obtained
system and the restriction operator rN to ΓN to the second one, we obtain the
system (0.8), where
G0 := rN
[
(N Cf)+ − 1
2
g0 +W Γ,0g0 − V Γ,−1h0
]
∈Ws−1/pp (ΓN),
H0 := rD
[
(∂νΓN Cf)
+ − 1
2
h0 + V Γ,+1g0 −W ∗Γ,0h0
]
∈Ws−1−1/pp (ΓD).
(1.13)
Thus, we have proved the inverse assertion of Theorem 0.4: if u is a solution to
the BVP (0.2), the functions ϕ0 and ψ0 are solutions to the system (0.8).
The direct assertion is easy to prove:
• The function in (1.8) represented by the potentials, satisfies the equation (0.2).
• If ϕ0 and ψ0 are solutions to the system (0.8), using Plemelji formulae (1.9) it
can easily be verified that u in (1.8) satisfies the boundary conditions in (0.2).
The existence and the uniqueness of a solution to the BVP (0.2) in the classical
setting (0.3) is stated in Theorem 0.3, while for the system (0.8) it follows from the
equivalence with the BVP (0.2). 2
The remainder of the paper is devoted to the proof of solvability properties of
the system (0.8) in the non-classical setting (0.4).
Consider the following equation on the 2-dimensional Euclidean space
∆u = f 0 on R2, u ∈ Hsp(R2), f 0 ∈ Hs−2p (R2), (1.14)
also the model Dirichlet ∆u(x) = f0(x), x ∈ R
2
+,
u+(t) = g0(t), t ∈ ∂R2+ = R, (1.15)
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the model Neumann{
∆u(x) = f0(x), x ∈ R2+,
−(∂2u)+(t) = h0(t), t ∈ ∂R2+ = R,
(1.16)
and the model mixed
∆u(x) = f1(x), x ∈ R2+,
u+(t) = g1(t), t ∈ R− := (−∞, 0),
−(∂2u)+(t) = h1(t), t ∈ R+ := (0,∞),
(1.17)
boundary value problems for the Laplace equation on the upper half plane R2+ :=
R× R+, where ∂νΓ = −∂2 is the normal derivative on the boundary of R2+.
The BVPs (1.15) and (1.16) will be treated in the non-classical setting:
f0 ∈ H˜s−2p (R2+) ∩ H˜−10 (R2+), g0 ∈Ws−1/pp (R), h0 ∈Ws−1−1/pp (R),
1 < p <∞, s > 1
p
(1.18)
and the BVP (1.17) will be treated in the non-classical setting:
f1 ∈ H˜s−2p (R2+) ∩ H˜−10 (R2+), g1 ∈Ws−1/pp (R−), h1 ∈Ws−1−1/pp (R+),
1 < p <∞, s > 1
p
.
(1.19)
Proposition 1.3 The BVPs (1.15), (1.16) have unique solutions in the setting
(1.18) and the Laplace equation in the setting (1.14) has a unique solution as well.
Proof: The assertion is a well-known classical result, available in many textbooks
on partial differential equations (see e.g. [27]). 2
As a paticular case of Theorem 0.1 (can easily be proved with the Lax-Milgram
Lemma) we have the following.
Proposition 1.4 The mixed BVP (1.17) has a unique solution u in the classical
weak setting
u ∈ H1(R2+), f1 ∈ H˜−10 (R2+), g1 ∈ H1/2(R+), h1 ∈ H−1/2(R−),
Lemma 1.5 The BVP (0.2) is Fredholm in the non-classical setting (0.4) if the
model mixed BVP (1.17) is locally Fredholm (ie., is locally invertible) at 0 in the
non-classical setting (1.19).
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Proof: We apply quasi-localization of the boundary value problem (0.2) in the
more general non-classical setting (0.4), which includes the classical setting (0.3)
as a particular case (see [4, 12]) for details of quasi-localization of boundary value
problems and also [9, 26, 38] for general results on localization and quasi-localization.
By quasi-localization at the point ω ∈ C we first localize to the tangential plane
R2(ω) (tangential half plane R2+(ω)) to C at ω ∈ C (at ω ∈ Γ = ∂C, respectively).
The differential operators remain the same
∆R2 :=
3∑
j=1
D2j , Dj = ∂j − νj∂ν ,
∂ν =
3∑
j=1
νjDj, ∂νΓ =
3∑
j=1
νΓ,jDj,
(1.20)
but the normal vector ν(ω) to the tangent plane R2 and the normal vector νΓ(ω)
to the boundary of the tangent plane R(ω) = ∂R2+(ω) are now constant. Next we
rotate the tangent planes R2(ω) and R2+(ω) to match them with the plane R2 and
R2+. The normal vector fields ν(ω) will transform into ν = (0, 0, 1) and νΓ(ω) =
(0,−1, 0). The rotation is an isomorphism of the spaces Wrp(R2(ω)) → Wrp(R2),
Wrp(R2+(ω)) → Wrp(R2+), W˜rp(R2+(ω)) → W˜rp(R2+) etc. and transforms the operators
in (1.20) into the operators
∆R2(ω) → ∆ :=
2∑
j=1
∂2j , Dj → ∂j, j = 1, 2, ,D3 → 0,
∂ν(ω) → ∂3, ∂νΓ(ω) → −∂2
and we get (1.14), (1.15), (1.16), (1.17) as a local representatives of BVP (0.2).
For the BVP (0.2) in the non-classical setting (0.4) we get the following local
quasi-equivalent equations and BVPs at different points of the surface ω ∈ C:
i. The equation (1.14) at 0 if ω ∈ C is an inner points of the surface;
ii. The Dirichlet BVP (1.15) in the non-classical setting (1.18) at 0 if ω ∈ ΓD;
iii. The Neumann BVP (1.16) in the non-classical setting (1.18) at 0 if ω ∈ ΓN ;
iv. The mixed BVP (1.17) in the non-classical setting (1.19) at 0 if ω ∈ ΓD ∩ ΓN
is one of two points of collision of different boundary conditions.
The main conclusion of the present theorem on Fredholm properties of BVPs
(0.2) and (1.17) follows from Proposition 1.3 and the general theorem on quasi-
localizaion (see [4, 12, 9, 26, 38]): The BVP (0.2), (0.4) is Fredholm if all local
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representatives (1.14), (1.15), (1.16) and (1.17) in non-classical settings are locally
Fredholm (i.e., are locally invertible). 2
Now we concentrate on the model mixed BVP (1.17).To this end let us recall
that the function
K∆(x) := 1
2pi
ln |x|
is the fundamental solution to the Laplace’s equation in two variables
∆K∆(x) = δ(x), x ∈ R2,
∆ = ∂21 + ∂
2
2 = ∂
2
ν + ∂
2
` .
(1.21)
From (1.21) follows the equality
δ = ∆K∆ = ∂2νK∆ + ∂2`K∆,
which we use to prove the following:
∂ν(x)∂ν(y)K∆(x− y) = −∂2ν(y)K∆(x− y) = −δ(x− y) + ∂2`(y)K∆(x− y). (1.22)
Applying the latter equality (1.22), we represent the hypersingular operator
V R,+1 as follows
V R,+1ϕ(t) :=
∫
R
∂ν(t)∂ν(τ)K∆(t− τ)ϕ(τ)dτ = −ϕ(t) +
∫
R
∂2`(τ)K∆(t− τ)ϕ(τ)dτ
= −ϕ(t)−
∫
R
∂τK∆(t− τ)∂τϕ(τ)dτ, t ∈ R, (1.23)
since ∂`(τ) = ∂τ on R and for the tangential differential operator ∂` on arbitrary
smooth contour Γ the following ”partial integration” formula is valid (see [17, 20]):∫
Γ
∂`(τ)ψ(τ)ϕ(τ)dσ = −
∫
Γ
ψ(τ)∂`(τ)ϕ(τ)dσ.
We can define standard layer potential operators, the Newton, the single and the
double layer potentials respectively (cf. (1.5))
NR2+v(x) :=
1
2pi
∫
R2+
ln |x− y|v(y) dy,
V Rv(x) :=
1
2pi
∫
R
ln |x− τ |v(τ)dτ,
W Rv(x) :=− 1
2pi
∫
R
∂2 ln |(x1, x2)− (τ, y2)|
∣∣∣
y2=0
v(τ)dτ (1.24)
= − 1
2pi
∫
R
∂2 ln
√
(x1 − τ)2 + (x2 − y2)2
∣∣∣
y2=0
v(τ)dτ
=
1
2pi
∫
R
x2v(τ)dτ
(x1 − τ)2 + x22
, x = (x1, x2)
> ∈ R2+.
14
The pseudodifferential operators on V R,−1, W R,0, W ∗R,0 and V R,+1, associated
with the layer potentials (see (1.10)), acquire the form
V R,−1v(t) :=
1
2pi
∫
R
ln |t− τ |v(τ)dτ,
W R,0v(t) := lim
x2→0
1
2pi
∫
R
x2v(τ)dτ
(x1 − τ)2 + x22
= 0, W ∗R,0v(t) = 0,
(1.25)
By using the representation (1.23) we find the following:
V R,+1v(t)=−v(t)− 1
2pi
∫
R
∂τ ln |t− τ |∂τv(τ)dτ
=−v(t) + 1
2pi
∫
R
t− τ
(t− τ)2∂τv(τ)dτ
=−v(t) + 1
2pi
∫
R
∂τv(τ)dτ
t− τ , t ∈ R
and the Plemelji formulae (1.9) acquire the form
(W Rv)
±(t) = ±1
2
v(t), −(∂y2V Rv)±)(t) = ∓
1
2
v(t),
−(∂y2W Rv)±(t) = V R,+1v(t) (V Rv)±(t) = V R,−1v(t) t ∈ R.
Now we prove the following.
Lemma 1.6 Let 1 < p <∞, s > 1
p
. Let g01 ∈Ws−1/pp (R) and h01 ∈Ws−1−1/pp (R)
be some fixed extensions of the boundary conditions g1 ∈ Ws−1/pp (R−) and h1 ∈
Ws−1−1/pp (R+) (non-classical formulation (1.19)), initially defined on the parts of
the boundary R = R− ∪ R+.
A solution to the BVP (1.17) is represented by the formula
u(x) = NR2+f(x) +W R(g
0
1 + ϕ
0)(x)− V R(h01 + ψ0)(x), x ∈ R2 (1.26)
(cf. (1.24) for the potential operators) and ϕ0 and ψ0 are solutions to the system of
pseudodifferential equations
1
2
ϕ0 − r+W R,0ϕ0 + r+V R,−1ψ0 = G1 on R+
1
2
ψ0 + r−W ∗R,0ψ
0 − r−V R,+1ϕ0 = H1 on R−,
(1.27)
ϕ0,R∗ψ0 ∈ W˜s−1−1/pp (R+), G1,R∗H1 ∈Ws−1−1/pp (R+), (1.28)
where r+ and r− are the restriction operators from the axes R to the semi- axis R+
and R−.
The system of boundary pseudodifferential equations (1.27) has a unique pair of
solutions ϕ0 and ψ0 in the classical setting p = 2, s = 1.
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Proof: By repeating word by word the proof of Theorem 0.4, we prove the equiv-
alence via the representation formulae (1.26) of the BVP (1.17) in the non-classical
setting (1.19) and of the system (1.27).
The existence and uniqueness of a solution to the BVP (1.17) in the classical
setting (1.19) is stated in Proposition 1.4, while for the system (1.27) it follows from
the proved equivalence with the BVP (1.17). 2
Lemma 1.7 Let 1 < p <∞, s > 1
p
.
The system of boundary pseudodifferential equations (1.27) is locally invertible
at 0 if and only if the system (0.13) is locally invertible at 0 in the non-classical
setting (0.15) and the space parameters are related as follows: r = s− 1
p
> 0.
Proof: Due to the equalities (1.25) r+W R,0ϕ
0 = 0, r−W ∗R,0ψ
0 = 0 and the equation
in (1.27) acquires the form
1
2
ϕ0(t) +
1
2pi
∫
R−
ln |t− τ |ψ0(τ)dτ = G1(t), t ∈ R+,
1
2
ψ0(t)− 1
2pi
∫
R+
(∂τϕ
0)(τ)dτ
t− τ = H1(t), t ∈ R
−.
Multiply both equations by 2, apply to the first equation the differentiation ∂t,
replace ϕ := ∂tϕ
0, apply to the second equation the reflection R∗v(t) = v(−t) and
replace ψ = R∗ψ0, also under the integral. We get the following
ϕ(t) +
1
pi
∫
R+
∂t ln(t+ τ)ψ(τ)dτ = ϕ(t) +
1
pi
∫
R+
ψ(τ)dτ
t+ τ
= 2∂tG1(t) =: G(t),
ψ(t) +
1
pi
∫
R+
ϕ(τ)dτ
t+ τ
= 2H1(−t) =: H(t), t ∈ R+
and the obtained equation coincides with the system (0.13).
To prove the local equivalence at 0 of the systems (1.27) and (0.13) note, that
the multiplication by 2 and the reflection
R∗ : Wrp(R+)→Wrp(R−), R∗ : W˜rp(R+)→ W˜rp(R−)
are invertible operators since R2∗ = I and R
−1
∗ = R∗ and, therefore, are locally
invertible at 0.
The differentiation
∂t :=
d
dt
: Wrp(R+)→Wr−1p (R+), ∂t : W˜rp(R+)→ W˜r−1p (R+)
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is locally invertible at any finite point x ∈ R because the operators
∂t − iI : Wrp(R+)→Wr−1p (R+), ∂t + iI : W˜rp(R+)→ W˜r−1p (R+)
are isomorphisms (represent Bessel potentials, see Theorem 2.1 below, [11, Lemma
5.1] and [25]). On the other hand, the embeddings
iI : Wrp(R+)→Wr−1p (R+), iI : W˜rp(R+)→ W˜r−1p (R+)
are locally compact due to the Sobolev’s embedding theorem and the compact per-
turbation does not influences the local invertibility. 2
Proof of Theorem 0.6: By Theorem 0.4 the system (0.8) is Fredholm in the
Sobolev-Slobodecˇkii space setting (0.10a) if the BVP (0.2) is Fredholm in the non-
classical setting (0.4). On the other hand, by Lemma 1.5 the BVP (0.2) is Fredholm
in the non-classical setting (0.4) if the BVP (1.17) is locally invertible at 0 in the non-
classical setting (1.19). And, finally, by Lemma 1.6 and Lemma 1.7 the BVP (1.17) is
locally invertible in the non-classical setting (1.19) if the system of boundary integral
equations (0.13) is locally invertible at 0 in the Sobolev-Slobodecˇkii space setting
(0.15). This accomplishes the proof of the first part of the assertion, concerning the
solvability in the Sobolev-Slobodecˇkii space settings (0.10a) and (0.15).
The second part of the assertion, concerning the solvability in the Bessel potential
space settings (0.10b) and (0.16), follows from the first part and Proposition 4.3,
exposed below and proved in [19, 8], which states that these solvability properties
are equivalent. 2
2 Fourier convolution operators in the Bessel po-
tential spaces Hsp(R+)
To formulate the next theorem we need to introduce Fourier convolution and Bessel
potential operators.
For the spaces of scalar, vector and matrix functions we will use the same notation
if this will not lead to a confusion. For example, L∞,loc(R) might be the space of
locally bounded functions either scalar, but also vector or matrix valued functions;
this will be clear from the context.
Let a ∈ L∞,loc(R) be a locally bounded m × m matrix function. The Fourier
convolution operator (FCO) with the symbol a is defined by
W 0a := F−1aF .
Here
Fu(ξ) :=
∫
Rn
eiξxu(x)dx, ξ ∈ Rn,
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is the Fourier transform and
F−1v(ξ) := 1
(2pi)n
∫
Rn
e−iξxv(ξ)dξ, x ∈ Rn,
is its inverse transform. If the operator
W 0a : Hsp(R) −→ Hs−rp (R)
is bounded, we say that a is an Lp-multiplier of order r and use ”Lp-multiplier” if
the order is 0. The set of all Lp-multipliers of order r (of order 0) is denoted by
Mrp(R) (by Mp(R), respectively). Let
M˜rp(R) :=
⋂
p−ε<q<p+ε
Mrq(R), M˜p(R) :=
⋂
p−ε<q<p+ε
Mq(R).
Note, that M˜rp(R) and M˜p(R) are independent of ε because, due to interpolation
theorem Mrp0(R) ⊂Mrp−(R)
⋂
Mrp+(R) for all 1 < p− < p0 < p+ <∞.
For an Lp-multiplier of order r, a ∈ Mrp(R), the Fourier convolution operator
(FCO) on the semi-axis R+ is defined by the equality
Wa = r+W
0
a : H˜sp(R+) −→ Hs−rp (R+) (2.1)
where r+ := rR+ : Hsp(R) −→ Hsp(R+) is the restriction operator to the semi-axes
R+.
We did not use the parameter s ∈ R in the definition of the class of multipliers
Mrp(R) . This is due to the fact that Mrp(R) is independent of s: if the operator Wa
in (2.1) is bounded for some s ∈ R, it is bounded for all other values of s. Another
definition of the multiplier class Mrp(R) is written as follows: a ∈Mrp(R) if and only
if λ−ra ∈Mp(R) = M0p(R), where λr(ξ) := (1 + |ξ|2)r/2. This assertion is one of the
consequences of Theorem 2.1 below.
Consider the Bessel potential operators defined as follows
Λrγ = W
0
λrγ
: H˜sp(R+)→ H˜s−rp (R+),
Λr−γ = r+W
0
λr−γ
` : Hsp(R+)→ Hs−rp (R+) ,
λr±γ(ξ) := (ξ ± γ)r, ξ ∈ R, Im γ > 0
(2.2)
for a non-negative s > 0. Here ` : Hsp(R+) → Hsp(R) is some extension opera-
tor. In (2.1) there is no need of any extension operator since the space H˜sp(R+) is
automatically embedded in Hsp(R) provided functions are extended by 0.
For a negative s < 0 the Bessel potential operators Λr±γ are defined by the duality
between the spaces.
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Theorem 2.1 Let 1 < p <∞. Then:
1. For any r, s ∈ R, γ ∈ C, Im γ > 0 the Bessel potential operators (2.2) arrange
isomorphisms of the corresponding spaces (see [11, 25]) and are independent
of the choice of an extension operator ` : Hsp(R+) −→ Hsp(R).
2. For any operator A : H˜sp(R+) −→ Hs−rp (R+) of order r, the following diagram
is commutative
H˜sp(R+)
A−→ Hs−rp (R+)
↑ Λ−sγ ↓ Λs−r−γ
Lp(R+)
Λs−r−γ AΛ
−s
γ−→ Lp(R+).
(2.3)
The diagram (2.3) provides an equivalent lifting of the operator A of order r
to the operator Λs−r−γ AΛ
−s
γ : Lp(R+) −→ Lp(R+) of order 0.
3. For any bounded convolution operator Wa : Hsp(R+) −→ Hs−rp (R+) of order r
and for any pair of complex numbers γ1, γ2 such that Im γj > 0, j = 1, 2, the
lifted operator
Λµ−γ1WaΛ
ν
γ2
= Waµ,ν : Hs+νp (R+) −→ Hs−r−µp (R+),
aµ,ν(ξ) := (ξ − γ1)µa(ξ)(ξ + γ2)ν
(2.4)
is again a Fourier convolution.
In particular, the lifted operator Wa0 in Lp-spaces, Λs−r−γ WaΛ−sγ : Lp(R+) −→
Lp(R+) has the symbol
as−r,−s(ξ) = λs−r−γ (ξ)a(ξ)λ
−s
γ (ξ) =
(ξ − γ
ξ + γ
)s−r a(ξ)
(ξ + i)r
.
Remark 2.2 For any pair of multipliers a ∈ Mrp(R), b ∈ Msp(R) the cor-
responding convolution operators on the full axes W 0a and W
0
b have the property
W 0aW
0
b = W
0
bW
0
a = W
0
ab.
For the corresponding Wiener-Hopf operators on the half axis a similar equality
WaWb = Wab (2.5)
is valid if at least one of the following conditions hold: the function a(ξ) has an ana-
lytic extension in the lower half plane or the function b(ξ) has an analytic extension
in the upper half plane (see [11]).
Note, that actually (2.4) is a consequence of (2.5).
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Let
•
R := R ∪ {∞} denote the one point compactification of the real axis R
and R := R ∪ {±∞}-the two point compactification of R. By C(
•
R) (by C(R),
respectively) we denote the space of continuous functions g(x) on R which have
the same limits at the infinity g(−∞) = g(+∞) (limits at the infinity might dif-
fer g(−∞) 6= g(+∞)). By PC(
•
R) is denoted the space of piecewise-continuous
functions on
•
R, having limits a(t± 0) at all points t ∈
•
R, including infinity.
Proposition 2.3 (Lemma 7.1, [11] and Proposition 1.2, [16]) Let 1 < p <
∞, a ∈ C(
•
R+), b ∈ C(
•
R) ∩ M˜p(
•
R) and a(∞) = b(∞) = 0. Then the operators
aWb,Wb aI : Lp(R+) −→ Lp(R+) are compact.
Moreover, these operators are compact in all Bessel potential and Besov spaces,
where they are bounded, due to the Krasnoselskij interpolation theorem for compact
operators.
Proposition 2.4 (Lemma 7.4, [11] and Lemma 1.2, [16]) Let 1 < p < ∞
and let a and b satisfy at least one of the following conditions:
(i) a ∈ C(R+), b ∈ M˜p(R) ∩ PC(R),
(ii) a ∈ PC(R+), b ∈ CM˜p(R).
Then the commutants [aI,Wb] are compact operators in the space Lp(R+) and also,
due to Krasnoselskij interpolation theorem for compact operators, in all Bessel po-
tential and Besov spaces, where they are bounded.
3 Mellin convolution operators in the space Hsp(R+)
In this section we expose auxiliary results from [19] (also see [11, 16, 8]), which
are essential for the investigation of boundary integral equations from the foregoing
section.
Let a(ξ) be a N ×N matrix function a ∈ CM0p(R), continuous on the real axis
R with the only possible jump at infinity. Consider a Mellin convolution operator
M0a with the symbol a in the Bessel potential spaces
M0a :=M−1β aMβ : H˜sp(R+) −→ Hsp(R+), s ∈ R,
where
Mβv(ξ) :=
∫ ∞
0
τβ−iξv(τ)
dτ
τ
, ξ ∈ R,
M−1β u(t) :=
1
2pi
∫ ∞
−∞
tiξ−βu(ξ)dξ, t ∈ R+,
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are the Mellin transformation and the inverse to it.
The most important example of a Mellin convolution operator is an integral
operator of the form
M0au(t) := c0u(t) +
c1
pii
∫ ∞
0
u(τ) dτ
τ − t +
∫ ∞
0
K
(
t
τ
)
u(τ)
dτ
τ
(3.1)
with n× n matrix coefficients and n× n matrix kernel∫ ∞
0
tβ−1K(t)dt <∞, 0 < β < 1. (3.2)
Then M0a is a bounded operator in the weighted Lebesgue space of vector functions
M0a : Lp(tγ,R+) −→ Lp(tγ,R+), (3.3)
β :=
1 + γ
p
, 1 < p <∞, −1 < γ < p− 1,
endowed with the norm
‖u|Lp(tγ,R+)‖ :=
[∫ ∞
0
tγ|u(t)|pdt
]1/p
(cf. [11]). The symbol of the operator (3.1) is the Mellin transform of the kernel
aβ(ξ) :=c0 + c1 coth pi (iβ + ξ) +MβK(ξ)
:=c0 + c1 coth pi (iβ + ξ) +
∫ ∞
0
tβ−iξK(t)dt
t
, ξ ∈ R.
Obviously,M0aM
0
bϕ = M
0
abϕ for ϕ ∈ C∞0 (R+).
Theorem 3.1 Let 1 < p < ∞ and −1 < γ < p − 1 (or 0 6 p 6 ∞ provided
c1 = 0 in (3.1)). The following three properties are equivalent:
i. Operator M0a in (3.1)–(3.3) is Fredholm;
ii. The symbol of the operator is invertible (is elliptic)
inf
ξ∈R
|det aβ(ξ)| > 0;
iii. The operator is invertible and the inverse operator is M0a−1.
Proposition 3.2 (Lemma 7.4, [11] and Lemma 1.2, [16]) Let 1 < p < ∞
and let a and b satisfy at least one of the following conditions:
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(i) a ∈ C(R+), b ∈ M˜p(R) ∩ PC(R),
(ii) a ∈ PC(R+), b ∈ CM˜p(R).
Then the commutants [aI,M0b ] are compact operators in the space Lp(R+) and also,
due to Krasnoselskij interpolation theorem for compact operators, in all Bessel po-
tential and Besov spaces, where they are bounded.
Things are different in the Bessel potential spaces if compared with the Lebesgue
spaces. Let us recall some results from [19, § 2]. Consider meromorphic functions
in the complex plane C, vanishing at infinity
K(t) :=
N∑
j=0
dj
(t− cj)mj (3.4)
with poles at c0, c1, . . . ∈ C \ {0}, complex coefficients dj ∈ C and mj ∈ N.
Definition 3.3 (see [19]) We call a kernel K(t) in (3.4) admissible if for those
poles c0, . . . , c` which belong to the positive semi-axes arg c0 = · · · = arg c` = 0, the
corresponding multiplicities are one, i.e., m0 = · · · = m` = 1.
For example: The Mellin convolution operator
Kmc v(t) :=
1
pi
∫ ∞
0
τm−1v(τ)dτ
(t− cτ)m , 0 < arg c < 2pi, t ∈ R
+, v ∈ Lp(R+)
has an admissible kernel for arbitrary m = 1, 2, . . . if m = 1 as soon as c is real
arg c = 0.
Proposition 3.4 (see [19], Corollary 2.3, Theorem 2.4) Let 1 < p < ∞
and −1 < γ < p − 1 (or 1 6 p 6 ∞ provided c1 = 0 in (3.1)) and K(t) in (3.4) be
an admissible kernel. Then the Mellin convolution
M0aβu(t) := c0u(t) +
∫ ∞
0
K
(
t
τ
)
u(τ)
dτ
τ
is a bounded operator in the Lebesgue space Lp(R+, tγ) → Lp(R+, tγ) and, also, in
the Bessel potential spaces M0aβ : H˜
s
p(R+)→ Hsp(R+) for all s ∈ R.
The next theorem provides the lifting of the Mellin convolution operator from a
pair of Bessel potential spaces to the Lebesgue spaces.
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Theorem 3.5 ([19], Theorem 4.1) Let 0 < arg c < 2pi, 0 < arg γ < pi and
r, s ∈ R, 1 < p < ∞. Then the operator K1c : H˜sp(R+) → Hsp(R+) is lifted
equivalently to the operator
A1,sc := Λ
s
−γK
1
cΛ
−s
γ : Lp(R+)→ Lp(R+),
where
A1,sc = c
−sK1cWgs−cγ,γ , c
−s := |c|−se− arg c ri
if only 0 < arg(−cγ) < pi.
If 0 < arg (c γ) < pi, choose any γ0 ∈ C such that 0 < arg γ0 < pi and 0 <
arg(−c γ0) < pi (such a choice of γ0 is possible since c is not a real constant arg c 6=
0). Then
A1,sc = c
−sWgs−γ,−γ0 ·K
1
cWgs−cγ0,γ
= K1cWgs−γ,−γ0g
s
−cγ0,γ
+T,
gs−cγ0,γ(ξ) :=
(
ξ − cγ0
ξ + γ
)s
, gs−γ,−γ0(ξ) :=
(
ξ − γ
ξ − γ0
)s
,
where T : Lp(R+)→ Lp(R+) is a compact operator.
4 Investigation of a lifted Mellin convolution op-
erator
The results of the foregoing two sections together with results on a Banach algebra
generated by Mellin and Fourier convolution operators (see [16]) allow the investi-
gation of lifted Mellin convolution operators. For this we need to write the symbol
of a model operator
A := d0I +
n∑
j=1
djK
1
cj
: H˜sp(R+)→ Hsp(R+), (4.1)
where K1c1 , . . . ,K
1
cn are admissible Mellin convolution operators.
To expose the symbol of the operator (4.1), consider the infinite clockwise ori-
ented “rectangle” R := Γ1 ∪ Γ−2 ∪ Γ+2 ∪ Γ3, where (cf. Figure 1)
Γ1 := R× {+∞}, Γ±2 := {±∞} × R
+
, Γ3 := R× {0}.
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(0, ξ)
(∞, ξ)
Γ3
Γ1
Γ−2 (η,−∞) Γ+2(η,+∞)
(∞,−∞)
(0,+∞)(0,−∞)
(∞,+∞)
The domain R of definition of the symbol Asp(ω).
According to [8] the symbol Asp(ω) of the operator A is
Asp(ω) := d0Isp(ω) +
n∑
j=1
djK1,scj ,p(ω), (4.2)
where
Isp(ω) :=

gs−γ,γ,p(∞, ξ), ω = (∞, ξ) ∈ Γ1,(
η − γ
η + γ
)∓s
, ω = (η,±∞) ∈ Γ±2 ,
episi, ω = (0, ξ) ∈ Γ3, ξ, η ∈ R,
(4.3a)
gs−γ,γ,p(∞, ξ) :=
e2pisi + 1
2
+
e2pisi − 1
2i
cotpi
(1
p
− iξ
)
= episi
sin pi
(
1
p
+ s− iξ
)
sin pi
(
1
p
− iξ
) , ξ ∈ R,
K1,sc,p(ω) :=

e−ipi(
1
p
−iξ−1)c
1
p
−iξ−s−1
sin pi(1
p
− iξ) , ω = (∞, ξ) ∈ Γ1,
0, ω = (η,±∞) ∈ Γ±2 ,
e−ipi(
1
p
−iξ−1)c
1
p
−iξ−s−1
sin pi(1
p
− iξ) , ω = (0, ξ) ∈ Γ3,
(4.3b)
0 < arg c < 2pi, 0 < | arg(c γ)| < pi, 0 < arg γ < pi
and cδ = |c|δeiδ arg c, δ ∈ R.
Note, that the Mellin convolution operator K1−1,
K1−1ϕ(t) = K
1
eipiϕ(t) =
1
pi
∞∫
0
ϕ(τ) dτ
t+ τ
= M0kpϕ(t), kp(ξ) =
1
sin pi
(
1
p
− iξ
) ,
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which we encounter in applications (see (0.13) and Lemma 1.6), has a rather simple
symbol in the Bessel potential space Hsp(R+): From (4.3b) follows that:
K1,s−1,p(ω) :=

e−pisi
sin pi(β − iξ) , ω = (∞, ξ) ∈ Γ1,
0, ω = (η,±∞)) ∈ Γ±2 ,
e−pisi
sin pi(β − iξ) , ω = (0, ξ) ∈ Γ3.
(4.4)
The image of the function detAsp(ω), ω ∈ R is a closed curve in the complex
plane (easy to check analyzing the symbol in (4.3a)-(4.3b)). Hence, if the symbol is
elliptic, i.e. if
inf
ω∈R
∣∣ detAsp(ω)∣∣ > 0,
the increment of the argument (1/2pi) argAsp(ω) when ω ranges through R in the
direction of orientation, is an integer. It is called the winding number or the index
of the curve Γ := {z ∈ C : z = detAp(ω), ω ∈ R} and is denoted by ind detAsp.
Propositions 4.1-4.3, exposed below, are well known and will be applied in the
next section in the proof of main theorems.
Proposition 4.1 ([19] and Theorem 5.4, [8]) Let 1 < p < ∞, s ∈ R. The
operator
A : H˜sp(R+) −→ Hsp(R+) (4.5)
defined in (2.2) is Fredholm if and only if its symbol Asp(ω) defined in (4.2), (4.3a)–
(4.3b), is elliptic. If A is Fredholm, then
IndA = −ind detAsp.
The operator A in (4.5) is locally invertible at 0 if and only if its symbol Asp(ω)
is elliptic on the set Γ1 only: infω∈Γ1
∣∣ detAsp(ω)∣∣ > 0.
Proposition 4.2 ([19, 8]) Let 1 < p < ∞, s ∈ R and let A be defined by
(2.2). If the operator A : H˜sp(R+) −→ Hsp(R+) is Fredholm (is invertible) for all
a ∈ (s0, s1) and p ∈ (p0, p1), where −∞ < s0 < s1 < ∞, 1 < po < p1 < ∞, then A
is Fredholm (is invertible, respectively) in the Sobolev-Slobodecˇkii space setting
A : W˜sp(R+) −→Wsp(R+), for all s ∈ (s0, s1) and p ∈ (p0, p1)
and has the same index
Ind A = −ind det Asp.
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Proposition 4.3 ([10, 21]) Let two pairs of parameter-dependent Banach spaces
Bs1 and B
s
2, s1 < s < s2, have intersections B
s′
j ∩Bs′′j dense in Bs′j and in Bs′′j for
all j = 1, 2, s′, s′′ ∈ (s1, s2).
If a linear bounded operator A : Bs1 → Bs2 is Fredholm for all s ∈ (s1, s2), it
has the same kernel and co-kernel for all values of this parameter s ∈ (s1, s2).
In particular, If A : Bs1 → Bs2 is Fredholm for all s ∈ (s1, s2) and is invertible
for only one value s0 ∈ (s1, s2), it is invertible for all values of this parameter
s ∈ (s1, s2).
5 Investigation of the boundary integral equations
The proof of Theorem 0.5 (see below) is based, besides Theorem 0.6, on the following
theorem.
Theorem 5.1 Let 1 < p <∞, r ∈ R.
The system of the boundary pseudodifferential equations (0.13) is Fredholm in
the Sobolev-Slobodecˇkii space setting (0.15) and in the Bessel potential space setting
(0.16) if and only if the condition (0.11) holds. The system (0.13) has a unique
solution in both settings (0.15) and (0.16) if the condition (0.12) holds.
Proof: Let us write the equation (0.13) in an operator form
MΦ = F , M :=
[
I K1−1
K1−1 I
]
, (5.1a)
Φ :=
(
ϕ
ψ
)
∈ W˜rp(R+), F :=
(
G
H
)
∈Wrp(R+), (5.1b)
Φ :=
(
ϕ
ψ
)
∈ H˜rp(R+), F :=
(
G
H
)
∈ Hrp(R+) (5.1c)
and apply Proposition 4.1 to the investigation of equation (5.1a) in the setting (5.1c).
Due to formulae (4.3a) and (4.4) the symbol of M on Γ1 reads
Mrp(ω) =
 e
piri sin pi(Ξ + r)
sin piΞ
e−piri
sin piΞ
e−piri
sin piΞ
epiri
sin pi(Ξ + r)
sin piΞ
 , ω = (∞, ξ) ∈ Γ1, (5.2)
where Ξ :=
1
p
− iξ, ξ ∈ R, η ∈ R+. We have dropped the information about the
symbol Mrp(ω) on the contours Γ±2 and Γ3 because, due to Theorem 0.6, we are
interested only in the local invertibility of the operator M at 0. This information,
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due to the concluding part of the Proposition 4.1, is contained in the symbolMrp(ω)
on the contour Γ1 only.
According the formula (5.2) the symbol Mrp(∞, ξ) is elliptic on the contour Γ1
if and only if
detMrp(∞, ξ) =
e2piri sin2 pi
(
1
p
+ r − iξ
)
− e−2piri
sin2 pi
(
1
p
− iξ
) 6= 0, ω ∈ Γ1
or, equivalently,
sin2 pi
(
1
p
+ r − iξ
)
6= e−4piri = cos 4pir − i sin 4pir for all ξ ∈ R.
The symbol is non-elliptic if
sin 4pir = 0 and sin2 pi
(
1
p
+ r
)
= cos 4pir = ±1.
The latter equation has the following solutions
4pir = 2pik and sin2 pi
(
1
p
+
k
2
)
= 1, k = 0± 1, . . . , (5.3)
because for 4pir = 2k + 1 the equation sin2 pi
(
1
p
+ r
)
= −1 has no solution. Equa-
tion (5.3) decomposes into the following two equations for even and odd k:
r = k, sin2
pi
p
= 1 ⇒ r = k, p = 2, k = 0,±1, . . . ,
r = k +
1
2
, cos2
pi
p
= 1 ⇒ r = k + 1
2
, p = 1, k = 0,±1, . . . .
Due to Proposition 4.2 the operatorM in (5.1a) is Fredholm in the setting (5.1b)
if and only if the same condition (0.11) holds.
From (0.11) follows that if conditions (0.12) hold, the operator M is Fredholm
in both settings (5.1b) and (5.1c). On the other hand, for the values p = 2, r =
−1/2, which also satisfy the conditions (0.12), the operator M is invertible (see the
concluding assertion in Lemma 1.6). Then, due to Proposition 4.3, M is invertible
in both settings (5.1b) and (5.1c) for all those r and p which satisfy (0.12). 2
Proof of Theorem 0.5: The Fredholm criterion (0.11) for the system of boundary
pseudodifferential equations (0.8) in the settings (0.10a) and (0.10b) is a direct
consequence of Theorem 0.6 and Theorem 5.1.
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From (0.11) follows that, if conditions (0.12) hold, the operator M0, correspond-
ing to the system (0.8), is Fredholm in both settings (0.10a) and (0.10b). On the
other hand, for the values p = 2, r = −1/2, which also satisfy the conditions (0.12),
the operator M 0 is invertible (see the concluding assertion in Theorem 0.4). Then,
due to Proposition 4.3, M 0 is invertible in both settings (0.10a) and (0.10b) for all
those r and p which satisfy (0.12). 2
Proof of Theorem 0.3: Due to Theorem 0.4 and Theorem 0.5 the BVP (0.2) is
Fredholm if the system (0.8) in the non-classical setting (0.9) is, provided r =
1
p
−s,
i.e., if the condition (0.11) holds with r =
1
p
− s (cf. the condition (0.11)), which is
the same condition as (0.5).
From (0.5) follows that if conditions (0.6) hold, the BVP (0.2) is Fredholm in
the non-classical setting (0.4). On the other hand, for the values p = 2, s = 1,
which also satisfy the conditions (0.6), the BVP (0.2) has a unique solution (see
Theorem 0.1). Then, due to Proposition 4.3, the BVP (0.2) has a unique solution
in the non-classical setting (0.4) for all those s and p which satisfy (0.6). 2
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