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ABSTRACT 
Modifications are given to let the discrete REMEZ program for nonlinear Chebyshev approximation 
handle weights. 
Consider Chebyshev (minimax) approximation (with 
respect o an ordinary (positive) multiplicative weight 
function w) of  a function f on a finite subset X of an in- 
terval. That problem is stated formally and a Remez-type 
algorithm given by the author in [2]. 
In a typical data fitting problem the weight is 1 and so 
the author wrote a FORTRAN program to handle the 
unweighted case (w= 1) in [3]. There are, however, at 
least three cases in which it is desirable to handle a vary- 
ing weight. First, data might be more reliable at some 
points, which we might want to weight heavier. Second- 
ly, we might want to discretize an approximation pro- 
blem on an interval involving a varying weight : a com- 
mon choice of  weight is w= 1/f (relative error) in the 
case f~0.  Thirdly, an approach to approximation with 
interpolation is to approximate with weights large at 
the points of  interpolation and I elsewhere [4]. 
We consider modifying the analysis and program of [3] 
to handle varying weights. The error curve is 
w (x) [ f (x ) -F  (A,x)] (17 
The levelling equations (2) of  [3] become 
w (x~) [f(x~) - F (A,x~)] = (-1)i~ - - -  i -0  ..... n 
and are rewritten as 
ri(A ) = F (A, xi) + (-1)Xan+l/W (xi)- f(xi) = 0 (2) 
i=0  ..... n 
The published program is modified by adding a COM- 
MON block of  weights to the calling program and tLE- 
MEZ, say'by 
¢OMMON/W~IGHT/W(101) 
and a COMMON block of  weights for the levelling equa- 
tions to REMEZ and SOLVEL, say by 
COMMON/WTSOL]WV(15) 
Before statement 8 of  REMEZ, we add 
WV(J) = W(EXJ) 
The statement after DO 25 of  REMEZ is replaced by 
(following (1)) 
ERGO) 
= (Y~J)-APPROX(N,PARAM,A,X(J))*W(J) 
and in SOLVEL we have (following (2)) 
AMAT(I,NP) = S*GN/WV(I), 
R(I) = APPROX(N,PARAM,A,XV(I)) 
+ SGN*A(NP)/WV(I) - FV(I) 
As a diagnostic, the program REMEZ could check that 
all weights are positive before starting. 
As a test of the modified program, we tried relative 
approximation of  the reactor data of Braess [1,273] 
by F CA, x) = a I exp (a2x). As an initial parameter estim- 
ate we used a 1 = 512, k 2 = -.25, a 3 = 0. The trial alter- 
nant was {0,5,10}. On the first iteration we had a I = 
779, a 2 = -.190, a 3 = .706 (10-17 and an error maxi- 
mum occurred at 15, giving a new trial alternant of 
{0,5,15). On the second iteration we had a I = 767, 
a 2 = -.175, a 3 = .108 and an error maximum at 4, 
giving a new trial alternant of  (0,4,15). On the third 
iteration we had a I = 764, a 2 = -.175, a 3 = .111 and 
no new maximum, terminating the algorithm. 
Other initial estimates of al, a 2 were also tried with 
SUCCESS. 
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