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1. Introduction
Invariance of the Galton-Watson tree measures with respect to pruning (era-
sure) that begins at the leaves and progresses down to the tree root has been
recognized since the late 1980s. Both continuous [105] and discrete [29] ver-
sions of prunings have been studied. The prune-invariance of the trees naturally
translates to the symmetries of the respective Harris paths [65]. The richness of
such a connection is supported by the well-studied embeddings of the Galton-
Watson trees in the excursions of random walks and Brownian motions (e.g.,
[107, 89, 116]). This provides a point of departure for this survey of recent results
on prune-invariance, and more restrictive self-similarity, of tree measures and
related stochastic processes on the real line. While the critical Galton-Watson
tree and its Harris path (which is known to be a random walk) serve as an impor-
tant example, the results extend to trees with more complicated structure and
non-Markovian Harris paths. The main attention is paid to a discrete Horton
pruning for finite trees (Sects. 2-8), yet we also consider infinite and real trees,
and general forms of pruning (Sects. 9-11). Looking at random trees through a
prism of self-similarity offers a concise parameterization of the respective mea-
sures via their Tokunaga sequences (Sect. 3), and uncovers a variety of structures
and symmetries (e.g., Thms. 1,12,15,23,24). The surveyed results suggest that
particular forms of pruning may underline the evolution of familiar dynamical
systems, allowing their efficient analytical treatment (Sects. 8,10). The surveyed
results also pose new questions related to random self-similar trees.
We begin by summarizing the key empirical observations that provided an
impetus for the topic (Sect. 1.1) and discussing the structure and main results of
this survey (Sect. 1.2). Here, we keep the references to a minimum, and indicate
survey sections where one can find future information.
1.1. Early empirical evidence
The theory of random self-similar trees originated in the studies of river net-
works, which supplied the key empirical observations reviewed below.
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Fig 1: Horton-Strahler orders in a binary tree. Different colors correspond to
different orders of vertices and edges, as indicated in legend. (a) Perfect binary
tree – orders are inversely proportional to vertex/edge depth. (b) General binary
tree – orders are assigned according to the Horton-Strahler rule.
Horton-Strahler orders (Sects. 2.4, 2.5). Informally, the aim of orders is to
quantify the importance of vertices and edges in the tree hierarchy. It is natural
to agree that the orders of a vertex and its parental edge are the same. Hence,
we are only concerned with ordering vertices. In a perfect binary tree (where all
leaves are located at the same depth, i.e., at the same distance from the root)
one can assign orders inversely proportional to the vertex depth; see Fig. 1(a).
In other words, we start with order 1 at the leaves and increase the order by
unity with every step towards the root.
A celebrated ordering scheme that generalizes this idea to an arbitrary tree
(not necessarily binary) has been originally developed by Robert E. Horton [70],
and later redesigned by Arthur N. Strahler [129] to its present form. It assigns
integer orders to tree vertices and edges, beginning with order 1 at the leaves
and increasing the order by unity every time a pair of edges of the same order
meets at a vertex; see Fig. 1(b). A sequence of adjacent vertices/edges with the
same order is called a branch.
An example of Horton-Strahler ordering is shown in Fig. 2(a) for a small
river network in the south-central US. Here, the orders serve as a good proxy
for (a logarithm of) various physical characteristics of river channels: channel
length, the area of the contributing basin, etc. The Horton-Strahler orders (a.k.a.
Strahler numbers) provide an efficient ranking of the tree branches and have
proven essential in numerous fields (see Sect. 4.4). As an example, the highest-
order channel in a river basin commonly coincides with the basin’s namesake
river (e.g., Amazon river is the highest-order channel of the Amazon basin). One
may find it quite impressive that such an identification can be done using purely
combinatorial properties of the basin. Further examples of Horton-Strahler or-
dering are shown in Figs. 8,9,10.
Horton laws and Horton exponents (Sect. 4). A geometric decay of the
number of branches of increasing Horton-Strahler orders was first described by
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Robert E. Horton [70] in a study of river stream networks. Since then, the Horton
law and its ramifications have proven indispensable in hydrology and have been
reported in multiple other areas; see Sect. 4.4 for details and references.
The Horton law for branch numbers states that the numbers NK of channels
(branches) of order K in a large basin decay geometrically with the order:
NK
NK`1
“ R ô NK 9 R´K (1)
for some Horton exponent R ą 1. Figure 3(a) illustrates the Horton law for
branch numbers in the Beaver creek network of Fig. 2(a). In this basin, we find
R « 4.55.
The Horton laws are also found for multiple other river statistics (basin area,
basin magnitude, channel length, etc.), with different Horton exponents. Fig-
ure 3(b) illustrates the Horton laws for the average magnitude (the number of
leaves) MK in a subbasin of order K, and the average number LK of edges in
a channel of order K in the Beaver creek network of Fig. 2(a). The respective
Horton exponents here are RM « 4.55 (for magnitude) and RL « 2.275 (for
edge number).
Horton pruning and its generalizations (Sects. 2.3, 9). The Horton-
Strahler orders are naturally connected to the Horton pruning operation, which
erases the leaves of a tree together with the adjacent edges, and removes the
degree-2 vertices that might result from such erasure. Figure 2 illustrates a
consecutive application of the Horton pruning to the Beaver creek network.
The channels (branches) of order K are being erased at the K-th iteration
of the Horton pruning. The mathematical theory of Horton laws concerns the
tree measures that are invariant with respect to the Horton pruning. We also
introduce a generalized dynamical pruning that allows one to erase a metric tree
from the leaves down to the root in different ways, both continuous (metric) and
discrete (combinatorial), and consider the respective prune-invariance.
Tokunaga model (Sects. 6.5, 6.6, 6.7). A notable observation inherited
from the study of river networks is the Tokunaga law [133]. It complements the
Horton law by describing the mergers of branches of distinct orders. Informally,
the Tokunaga law suggests that the average number N¯i,j , i ă j, of branches
of order i that merge with a branch of order j in a given basin is an exponen-
tial function of the order difference, lnpN¯i,jq 9 j ´ i. The Tokunaga model is
surprisingly powerful in approximating the observed river networks [155] and
predicting the values of multiple Horton exponents. Figure 3 shows how a one-
parametric critical Tokunaga model STok of Sect. 6.5 fits the average values of
three branching statistics in the Beaver creek network.
In this work, we show the fundamental importance of the Toeplitz constraint
N¯i,j “ fpj´iq. We also provide a theoretical justification for the classical version
of the Tokunaga law, which corresponds to a particular choice ln fpxq 9 x.
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(a) 356 streams (b) 80 streams (c) 15 streams (d)  4 streams (e)  1 stream
Fig 2: Stream network of Beaver creek, Floyd County, KY. (a) Streams
(branches) of orders K “ 2, . . . , 6 are shown by different colors (see legend
on the right). Streams of order 1 are not shown for visual convenience. (b)–(e)
Consecutive Horton prunings of the river network; uses the same color code
for branch orders as panel (a). The channel extraction is done using RiverTools
software (http://rivix.com).
1.2. Survey structure
Our primary goal is to survey the recent developments in the theory of random
self-similar trees; yet a number of results, models, and approaches presented
here are original. These novel results are motivated by the need to connect the
dots and bridge the gaps when presenting a unified theory from the perspective
of Horton pruning and its generalizations. We highlight some of these original
contributions below in a list of survey topics.
The survey begins with the main definitions and notations in Sect. 2. This
includes the definitions of finite rooted trees and tree spaces, and a brief overview
of real trees. Next, Horton pruning and Horton-Strahler orders are introduced.
Section 3 defines the main types of invariances for tree measures sought-
after in this survey. This includes a strong, distributional, Horton self-similarity
and a weaker mean Horton self-similarity. Importantly, we justify the require-
ment of coordination, which, together with prune-invariance, constitutes the
self-similarity studied in this work. Every Horton self-similar tree (either mean
or distributional) is associated with a sequence of nonnegative Tokunaga coeffi-
cients tTkukě1, which are theoretical analogs of the empirical averages N¯i,i`k.
The Tokunaga self-similar trees are a two-parameter sub-family of the mean
Horton self-similar trees, with Tk “ ack´1.
The Horton law for tree measures is formally defined in Sect. 4 in terms
of the random counts NkrT s of branches of order k in a random tree T . We
introduce two versions of the strong Horton law, where one is convergence in
probability and the other is convergence of expectation ratios. The main result
imsart-generic ver. 2014/10/16 file: RandomTreeSurvey2019_arxiv_v2.tex date: May 21, 2019
Y. Kovchegov and I. Zaliapin/Random Self-Similar Trees 8
of the section (Thm. 1) establishes that the mean Horton self-similarity implies
the strong Horton law in expectation ratios, and expresses the Horton exponent
R via the Tokunaga sequence tTku. Subsequently, we survey computations of
the entropy rate for trees that satisfy the strong Horton law, as a function of the
Horton exponent R, and for the Tokunaga self-similar trees, as a function of the
Tokunaga parameters pa, cq. This emphasizes a special role played by the critical
Tokunaga self-similar trees with a “ c ´ 1, and a special point pa, cq “ p1, 2q
that describes (but is not limited to) the critical binary Galton-Watson tree. The
section concludes with a brief discussion of the applications of Horton-Strahler
orders and Horton laws in natural and computer sciences.
Section 5 discusses the Horton law and Tokunaga self-similarity for the com-
binatorial critical binary Galton-Watson tree. The proofs of the strong Horton
law for branch numbers (Cor. 2) and the Central Limit Theorem for branch
numbers (Cor. 3) are novel, and emphasize the power of the pruning approach.
We also find here the length and height of the critical binary Galton-Watson
tree with i.i.d. exponential edge lengths that is called the exponential critical
binary Galton-Watson tree.
Section 6 introduces a multi-type Hierarchical Branching Process (HBP),
which is the main model of this work. The process trajectories are described by
time oriented trees; this induces a probability measure on the space of planar
binary trees with edge lengths. The HBP can generate trees with an arbitrary
sequence of Tokunaga coefficients tTku. The combinatorial part of these trees is
always mean Horton self-similar; the measures are also (distributionally) Horton
self-similar under mild conditions (Thm. 9). A hydrodynamic limit is established
(Thm. 10) that describes the averaged branch dynamics as a deterministic sys-
tem of ordinary differential equations (ODEs). This system of ODEs is used to
detect a phase transition that separates fading and explosive behavior of the
average process progeny (Thm. 11). A subclass of critical Tokunaga processes
(Def. 26) that happens at the phase transition boundary and corresponds to
Tk “ pc ´ 1qck´1 reproduces many of the symmetries seen in the exponential
critical binary Galton-Watson tree, including independence of edge lengths. The
exponential critical binary Galton-Watson tree is a special case of the critical
Tokunaga process with c “ 1.
The results in Sect. 6.6 are original. We introduce a Markov tree-valued
process that generates the critical Tokunaga trees. We find a two-dimensional
martingale with respect to the filtration of this Markov tree process and use
Doob’s Martingale Convergence Theorem for establishing the strong Horton
law for the branch numbers (Thm. 14, Cor. 6).
The Geometric Branching Process that describes the combinatorial part of
a Horton self-similar HBP is examined in Sect. 6.7. We show, in particular,
that invariance of this process with respect to the unit time shift is equivalent
to a one-dimensional version, a “ c ´ 1, of the Tokunaga constraint Tk “
ack´1 (Thm. 15). This provides an independent justification for studying the
critical Tokunaga process. We show that the complete non-empty descendant
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Fig 3: Horton laws in the Beaver creek network of Fig. 2. (a) Number NK of
streams (branches) of order K. (b) Average magnitude (number of leaves) MK
in a subtree of order K. Average number LK of edges in a channel (branch)
of order K. Large circles and rectangles correspond to the Beaver creek data.
Small dots and lines correspond to the critical Tokunaga process STokpt; c, γq
of Sect. 6.5 with c “ 2.275, R “ 2c “ 4.55 (γ is arbitrary, as it corresponds to
metric tree properties not used in this analysis).
subtrees in a combinatorial critical Tokunaga tree have the same distribution,
and two non-overlapping trees are independent if and only if the process is
critical binary Galton-Watson (Cor. 9). Moreover, the empirical frequencies of
edge/vertex orders in a large random critical Tokunaga tree approximate the
order distribution in the respective space of trees (Props. 11, 12). This property
is convenient for applied statistical analysis, where one might only be able to
examine a handful of (large) trees.
Section 7 extends the Horton self-similarity results to time series via tree
representation of continuous functions, a construction that goes back to Menger
[99], Kronrod [77] and the celebrated Kolmogorov-Arnold representation theo-
rem [8, 141]. The level set tree for a continuous function is defined following the
well known pseudo-metric approach (156) [3, 4, 89, 106, 45, 116]. We emphasize
the connection of this construction with the Rising Sun Lemma (Lem. 18) of
F.Riesz [118]. Proposition 14 reveals equivalence between the Horton pruning
and transition to the local extrema of a function. This allows us to interpret the
Horton self-similarity for level set trees as the existence of a time series whose
distribution is invariant under transition to local extrema; see (165). An exam-
ple of such an extreme-invariant process is given by the symmetric exponential
random walk of Sect. 7.6.
The results in Sect. 7.5 are novel; they refer to the level set tree T of a
positive excursion of a symmetric homogeneous random walk tXkukPZ on R.
The main result of this section (Thm. 16) shows that the combinatorial shape
of T is distributed as the critical binary Galton-Watson tree, for any choice of
the transition kernel for tXku. We also show (Lem. 20) that T has identically
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distributed edge lengths if and only if the transition kernel of tXku is the prob-
ability density function of the Laplace distribution. The results of this section
complement Thm. 18, a classical result on Galton-Watson representation of the
level set tree of an exponential excursion, that can be found in [116, Lemma 7.3]
and [89, 106].
Section 7.8 demonstrates a close connection between the level set tree of a
sequence of i.i.d. random variables (discrete white noise) and the tree of the
Kingman’s coalescent process. The two trees are separated by a single Horton
pruning (Thm. 21).
Section 7.9 expands the level set tree construction to a Morse function defined
on a multidimensional compact differentiable manifold. The key results from
the Morse theory [103, 109, 31] are used to describe the tree structure (Cor. 19,
Lem. 23).
Section 8 establishes a weak form of Horton law for a tree representation of
Kingman’s coalescent process (Thm. 23). The proof is based on a Smoluchowski-
type system of Smoluchowski-Horton ODEs (188) that describes evolution of the
number of branches of a given Horton-Strahler order in a tree that represents
Kingman’s N -coalescent, in a hydrodynamic limit. Section 8.2 uses T. Kurtz’s
weak convergence results for density dependent population processes (Appendix
A) to give a new, shorter than the original [82], derivation of the hydrodynamic
limit. We present two alternative, more concise, versions of the Smoluchowski-
Horton ODEs in (198) and (201), and use them to find a close numerical approx-
imation to the Horton exponent in the Kingman’s coalescent: R “ 3.0438279 . . . .
This exponent also applies to the level set tree of a discrete white noise, via the
equivalence of Thm. 21 in Sect. 7.8.
Section 9 introduces the generalized dynamical pruning (211). This operation
erases consecutively larger parts of a tree T , starting from the leaves and going
down towards the root, according to a monotone nondecreasing pruning function
ϕ along the tree. The generalized dynamical pruning encompasses a number of
discrete and continuous pruning operations, notably including the tree erasure
of Jacques Neveu [105] (Sect. 9.1.1) and Horton pruning (Sect. 9.1.2). Important
for our discussion, it generically includes erasures that do not satisfy the semi-
group property (Sects. 9.1.3, 9.1.4). Theorem 24 establishes prune invariance
(Def. 35) of the exponential critical binary Galton-Watson tree with respect to
a generalized dynamical pruning with an arbitrary admissible pruning function
ϕ. The scaling exponents (Def. 35(ii)) that describe such pruning for the func-
tion ϕ being the tree length, tree height, or Horton-Starhler order are found in
Thm. 25.
As an illuminating application of the generalized dynamical pruning, Sect. 10
examines the continuum 1-D ballistic annihilation model A` AÑ 0 for a con-
stant initial particle density and initial velocity that alternates between the
values of ˘1. The model dynamics creates coalescing shock waves, similar to
those that appear in Hamilton-Jacobi equations [18], that have tree structure.
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We show (Cor. 21 of Thm. 26) that the shock tree is isometric to the level
set tree of the initial potential (integral of velocity), and the model evolution
is equivalent to a generalized dynamical pruning of the shock tree, with the
pruning function equal to the total tree length (Thm. 28). This equivalence
allows us to construct a complete probabilistic description of the annihilation
dynamics for the initial velocity that alternates between the values of ˘1 at the
epochs of a constant rate Poisson point process (Thms. 29, 30, 31). A real tree
representation of the continuum ballistic annihilation is presented in Sect. 10.5.
Section 11 is novel. Here we construct an infinite level set tree, built from
leaves down, for a time series tXkukPZ. This gives a fresh perspective on mul-
tiple earlier results; e.g., those concerning the level set trees of random walks
(Sect. 7.6), the generalized dynamical pruning (Sect. 9.5), or the evolution of an
infinite exponential potential in the continuum annihilation model (Sect. 10.4).
For instance, the infinite-tree version of prune-invariance for the exponential
Galton-Watson tree (Thm. 32) can be established in a much simpler way than
its finite counterpart (Thm. 24). Although this natural perspective has always
influenced our research, this is the first time it is presented in explicit form.
The survey concludes with a short list of open problems (Sect. 12).
Many concepts used in this survey are overlapping with the recent exposi-
tions on random trees, branching and coalescent processes by Aldous [3, 4, 5],
Berestycki [22], Bertoin [26], Drmota [39], Duquesne and LeGall [45], Evans
[52], Le Gall [90], Lyons and Peres [93], and Pitman [116]. We expect that the
perspectives displayed in the present survey will with time connect and inter-
twine with better established topics in the theory of random trees.
2. Definitions and notations
2.1. Spaces of finite rooted trees
A connected acyclic graph is called a tree. Consider the space T of finite un-
labeled rooted reduced trees with no planar embedding. The (combinatorial)
distance between a pair of tree vertices is the number of edges in a shortest
path between them. A tree is called rooted if one of its vertices, denoted by ρ,
is selected as the tree root. The existence of root imposes a parent-offspring
relation between each pair of adjacent vertices: the one closest to the root is
called the parent, and the other the offspring. The space T includes the empty
tree φ comprised of a root vertex and no edges. The absence of planar embed-
ding in this context is the absence of order among the offspring of the same
parent. The tree root is the only vertex that does not have a parent. We write
#T for the number of non-root vertices, equal to the number of edges, in a tree
T . Hence, a finite tree T “ ρY tvi, eiu1ďiď#T is comprised of the root ρ and a
collection of non-root vertices vi, each of which is connected to its unique parent
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(a) T(1) (b) T (2) (c) T (3)
(d) T (4) (e) T (5) (f) T (6)
Fig 4: Examples of alternative planar embeddings T piq P Lplane, i “ 1, . . . , 6
of the same tree T P L, so that shapepT piqq “ T . Different panels correspond
to different (random) ordering of offspring of the same parent, and to different
drawing styles.
parentpviq by the parental edge ei, 1 ď i ď #T . Unless indicated otherwise, the
vertices are indexed in order of depth-first search, starting from the root. A
tree is called reduced if it has no vertices of degree 2, with the root as the only
possible exception.
The space of trees from T with positive edge lengths is denoted by L. The
trees in L, also known as weighted tree [116, 93], can be considered metric spaces.
Specifically, the trees from L are isometric to one-dimensional connected sets
comprised of a finite number of line segments that can share end points. The
distance along tree paths is defined according to the Lebesgue measure on the
edges. Each such tree can be embedded into R2 without creating additional edge
intersections (see Fig. 4). Such a two-dimensional pictorial representation serves
as the best intuitive model for the trees discussed in this work.
We write Tplane and Lplane for the spaces of trees from T and L with planar
embedding, respectively. Any tree from T or L can be embedded in a plane
by selecting an order for the offsprings of the same parent. Choosing different
embeddings for the same tree T P T (or L) leads, in general, to different trees
from Tplane (or Lplane). Figure 4 illustrates alternative planar embeddings of a
tree T P L. Planar embedding (offspring order) should not be confused with
drawing style, related to how edges are represented in a plane. Each panel in
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(a) Planted tree, T ∈Lplane| (b) Stemless tree, T ∈Lplanev
Fig 5: Examples of planted (a) and stemless (b) trees. The combinatorial structure of
both trees is the same, except the existence or absence of a stem. Internal vertices are
marked by gray circles. Leaves are marked by small empty circles. Root is marked by
large empty circle.
Fig. 4 uses a separate drawing style.
Sometimes we focus on the combinatorial tree shapepT q, which retains the
combinatorial structure of T P L (or Lplane) while omitting its edge lengths and
embedding. Similarly, the combinatorial tree p-shapepT q retains the combina-
torial structure of T P Lplane and planar embedding, and omits the edge length
information. Here shape is a projection from L or Lplane to T , and p-shape is
a projection from Lplane to Tplane.
A non-empty rooted tree is called planted if its root has degree 1; in this
case the only edge connected to the root is called the stem. Otherwise the
root has degree ě 2 and a tree is called stemless. We denote by L| and L_
the subspaces of L consisting of planted and stemless trees, respectively. Hence
L “ L| Y L_. Also, we let the empty tree φ to be contained in each of the
spaces. Therefore, L| X L_ “ tφu. Similarly, we write L|plane and L_plane for the
subspaces of Lplane consisting of planted and stemless trees, respectively. Clearly,
Lplane “ L|plane Y L_plane and L|plane X L_plane “ tφu. Fig. 5 shows examples of a
planted and a stemless tree.
For any space S from the list tT , Tplane,L,Lplaneu we write BS for the respec-
tive subspace of binary trees, S | for the subspace of planted trees in S including
φ, and S_ for the subspace of stemless trees in S including φ. We also consider
subspaces BS | “ S |XBS of planted binary trees and BS_ “ S_XBS of stemless
binary trees.
Let lT “ pl1, . . . , l#T q with li ą 0 be the vector of edge lengths of a tree T P L
(or Lplane). The length of a tree T is the sum of the lengths of its edges:
lengthpT q “
#Tÿ
i“1
li.
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The height of a tree T is the maximal distance between the root and a vertex:
heightpT q “ max
1ďiď#T dpvi, ρq.
2.2. Real trees
It is often natural to consider metric trees with structures more complicated than
that allowed by finite spaces L and Lplane. In such cases, we use the following
general definition.
Definition 1 (Metric tree [116, Sect. 7]). A metric space pM,dq is called
a tree if for each choice of u, v P M there is a unique continuous path σu,v :
r0, dpu, vqs Ñ M that travels from u to v at unit speed, and for any simple
continuous path F : r0, Ls Ñ M with F p0q “ u and F pLq “ v, the ranges of F
and σu,v coincide.
As an example of a metric tree that does not belong to Lplane, consider a unit
disk in the complex plane M “ tz P C : |z| ď 1u and connect each point z PM
to the origin 0 by a linear segment rz,0s. Distances between points are computed
in a usual way, but only along such segments. This is a tree whose (uncountable)
set of leaves coincides with the unit circle t|z| “ 1u. We refer to a book of Steve
Evans [52] for a comprehensive discussion and further examples. Sects. 7,10
of the present survey examine several natural constructions of a metric d on
an n-dimensional manifold M with n ě 1, such that pM,dq becomes a (one-
dimensional) tree according to Def. 1.
w
x
y
z x
y
z
(a) Four point condition (b) Three point condition
Fig 6: Equivalent conditions for 0-hyperbolicity of a metric space pM,dq. (a)
Four point condition: any quadruple w, x, y, z PM is geodesically connected as
shown in the figure. This configuration is algebraically expressed in Eq. (2). (b)
Three point condition: any triplet x, y, z P X is geodesically connected as shown
in the figure. There is no algebraic equivalent of the three point condition in
terms of the lengths of the shown segments.
Consider a metric tree T “ pM,dq. For any two points x, y P M , we define
a segment rx, ys Ă M to be the image of the unique path σx,y of the above
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definition. We call a point y P M a descendant of x P M if the path rρ, ys
includes x. Equivalently, removing x from the tree separates its descendants
from the root. To lighten the notations, we conventionally say x P T to indicate
that point x PM belongs to tree T .
Metric trees benefit from an alternative characterization. Recall that a metric
space pM,dq is called 0-hyperbolic, if any quadruple w, x, y, z P M satisfies the
following four point condition [52, Lemma 3.12]:
dpw, xq ` dpy, zq ď maxtdpw, yq ` dpx, zq, dpx, yq ` dpw, zqu. (2)
The four point condition is an algebraic description of an intuitive geometric
constraint on geodesic connectivity of quadruples that is shown in Fig. 6(a). An
equivalent way to define 0-hyperbolicity is the three point condition illustrated in
Fig. 6(b). It is readily seen that the four point condition is satisfied by any finite
tree with edge lengths (considered as a metric space). In general, a connected
and 0-hyperbolic metric space is called a real tree, or R-tree [52, Theorem 3.40].
Similarly to the case of finite trees, we say that a point p P T is an ancestor of
point q P T if the segment with endpoints q and ρ includes p: p P rp, ρs Ă T .
In this case, the point q is called a descendant of point p. We denote by ∆p,T
the descendant tree at point p, that is the set of all descendants of point p P T ,
including p as the tree root. The set of all descendant leaves of point p is denoted
by ∆p˝,T . We use real trees in Sect. 10 to represent the dynamics of a continuum
ballistic annihilation model.
2.3. Horton pruning
The concepts of Horton pruning and self-similarity under Horton pruning were
originally developed for combinatorial binary trees T P BT [113, 29, 150, 81].
Here we provide a general definition of Horton pruning and Horton-Strahler
orders for trees in T , their planar embeddings Tplane, and trees with edge lengths
from L and Lplane. Horton pruning is illustrated in Fig. 7.
Definition 2 (Series reduction). The operation of series reduction on a
rooted tree (with or without edge lengths, plane or not) removes each degree-
two non-root vertex by merging its adjacent edges into one. For trees with edge
lengths it adds the lengths of the two merging edges. The series reduction does
not affect the left/right orientation in the planar trees.
Thus, the series reduction is a mapping from the space of rooted trees (with
or without edge lengths, plane or not) to the corresponding space of reduced
rooted trees, which can be either T , Tplane,L, or Lplane. Hence the term reduced
in the definition of these spaces.
Definition 3 (Horton pruning). Horton pruning R on either of the spaces
T , Tplane,L, or Lplane is an onto function whose value RpT q for a tree T ‰ φ
is obtained by removing the leaves and their parental edges from T , followed by
series reduction. We also set Rpφq “ φ.
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Horton pruning induces a map on the underlying space of trees (Fig. 7). The
trajectory of each tree T under Rp¨q is uniquely determined and finite:
T ” R0pT q Ñ R1pT q Ñ ¨ ¨ ¨ Ñ RkpT q “ φ, (3)
with the empty tree φ as the (only) fixed point. The pre-image R´1pT q of any
non-empty tree T consists of an infinite collection of trees.
2.4. Horton-Strahler orders
It is natural to think of the distance to φ under the Horton pruning map and
introduce the respective notion of tree order [70, 129] (see Fig. 7).
Definition 4 (Horton-Strahler order). The Horton-Strahler order ordpT q P
Z` of a tree T P T (Tplane,L,Lplane) is defined as the minimal number of Horton
prunings necessary to eliminate the tree:
ordpT q “ min  k ě 0 : RkpT q “ φ( .
In particular, the order of the empty tree is ordpφq “ 0, becauseR0pφq “ φ. Most
of our discussion will be focused on non-empty trees with orders ordpT q ą 0.
We will often consider measures on tree spaces that assign probability zero to
the empty tree φ.
Horton pruning partitions the underlying tree space into exhaustive and mu-
tually exclusive collection of subspaces HK of trees of Horton-Strahler order
K ě 0 such that RpHK`1q “ HK . Here H0 “ tφu, H1 consists of a single tree
comprised of a root and a leaf descendant to the root, and all other subspaces
HK , K ě 2, consist of an infinite number of trees. In particular, the tree size in
these subspaces is unbounded from above: for any M ą 0 and any K ě 2, there
exists a tree T P HK such that #T ą M . At the same time, the definition of
Horton-Strahler orders implies, for any K ě 2, t#T ˇˇT P HKu ě 2K´1.
Definition 5 (Horton-Strahler terminology). We introduce the following
definitions related to the Horton-Strahler order of a tree (see Fig. 8):
1. (Subtree at a vertex) For any non-root vertex v in T ‰ φ, a subtree
Tv Ă T is the only planted subtree in T rooted at the parental vertex
parentpvq of v, and comprised by v and all its descendant vertices together
with their parental edges.
2. (Vertex order) For any vertex v P T ztρu we set ordpvq “ ordpTvq
(Fig. 8a). We also set ordpρq “ ordpT q.
3. (Edge order) The parental edge of a non-root vertex has the same order
as the vertex.
4. (Branch) A maximal connected component consisting of vertices and
edges of the same order is called a branch (Fig. 8a). Note that a tree
T always has a single branch of the maximal order ordpT q. In a stemless
tree, the maximal order branch may consist of a single root vertex.
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T R2(T) R3(T)R(T)
Cu
ttin
g l
ea
ve
s Series reduction
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ttin
g l
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ve
s Series reduction
Fig 7: Example of Horton pruning and Horton-Strahler ordering for a tree T P
BLplane. The figure shows the two stages of Horton pruning operation – cutting
the leaves (top row), and consecutive series reduction (bottom row). The initial
tree T is shown in the leftmost position of the bottom row. The edges pruned
at the current step are shown by dashed gray lines. The order of the tree is
ordpT q “ 3, since it is eliminated in three Horton prunings, R3pT q “ φ.
5. (Initial and terminal vertex of a branch) The branch vertex closest to
the root is called the initial vertex of the branch. The branch vertex farthest
from the root is called the terminal vertex of a branch. See Fig. 8a.
6. (Complete subtree of a given order) Consider a connected compo-
nent of tree T that has been completely removed in K pruning operations
(but has not been completely removed in K ´ 1 prunings). This connected
component together with the vertex used to connect it to the rest of the tree
is a subtree of T that will be called a complete subtree of order K.
We observe that each subtree Tv at the initial vertex v of a branch of order
K ď ordpT q is a complete subtree of order K, and vice versa (Fig. 8b-d).
A complete subtree of order ordpT q coincides with T (Fig. 8e). All subtrees
of order ord “ 1 are complete (and consist of a single leaf and its parental
edge).
Figures 1,2,9,10 show examples of Horton-Strahler ordering in binary trees.
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Terminal vertex 
of branch b
Tree root
Branch b of order 2
(consists of 5 vertices and
their parental edges)
Initial vertex 
of branch b
(a) (d) (e)
(b) (c)
Fig 8: Illustration of the Horton-Strahler terminology (Def. 5) in a tree T P
BL|plane of order ordpT q “ 3. (a) Tree root, branch, initial and terminal vertex
of a branch. The numbers indicate the Horton-Strahler orders of the vertices
and their parental edges. The panel illustrates a branch of order 2, shown in
bold. Here N1 “ 10, N2 “ 7, N3 “ 3, N1,2 “ 4, N1,3 “ 0, and N2,3 “ 1 (see
Sect. 3.3). (b),(c),(d) Complete subtrees of order 2. (e) Complete subtree of
order 3 (coincides with the tree T ).
2.5. Alternative definitions of Horton-Strahler orders
Definition 4 connects the Horton-Strahler orders to the Horton pruning oper-
ation, which is the main theme of this survey. Here we give two alternative,
equivalent, definitions of the Horton-Strahler orders. The proof of equivalence
is straightforward and is left as an exercise.
The Horton-Strahler orders can be defined via hierarchical counting [70, 129,
36, 113, 108, 29]. In this approach, each leaf is assigned order 1. If an internal ver-
tex p has m ě 1 offspring with orders i1, i2, . . . , im and r “ max ti1, i2, . . . , imu,
then
ordppq “
#
r if # ts : is “ ru “ 1,
r ` 1 otherwise. (4)
The parental edge of a non-root vertex has the same order as the vertex. The
Horton-Strahler order of a tree T ‰ φ is ordpT q “ max
vPT ordpvq, where the max-
imum is taken over all vertices in T . This definition is most convenient for
practical calculations, which explains its popularity in the literature.
For instance, in a reduced binary tree, an internal vertex p with two offspring
of orders i and j has order
ordppq “ max pi, jq ` δij “ tlog2p2i ` 2jqu, (5)
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(a) (b)
Fig 9: Example of Horton-Strahler ordering of a binary tree T P BL|. Different
colors correspond to different orders of vertices and their parental edges, as
indicated in legend. (a) #T “ 121, ordpT q “ 5. (b) #T “ 1233, ordpT q “ 10.
where δij is the Kronecker’s delta and txu denotes the maximal integer less than
or equal to x. In words, the order increases by unity every time when two edges
of the same order meet at a vertex (Figs. 1,2,9,10).
Finally, we observe that ordpT q of a planted tree T equals the depth of the
maximal planted perfect binary subtree of T with the same root (see Sect. 3.4,
Ex. 1).
2.6. Tokunaga indices and side branching
The Tokunaga indices complement the Horton-Strahler orders (Sects. 2.4,2.5)
by cataloging the mergers of branches according to their orders. In this work,
we define and use the Tokunaga indices in binary trees. It is straightforward to
adopt these definitions for trees with general branching.
Recall that a branch (Def. 5) is an uninterrupted sequence of vertices and
edges of the same order (Fig. 8(a)). According to the Horton-Strahler ordering
rules, every time when two branches of the same order i meet at a vertex, this
vertex (and hence the branch for which this is the terminal vertex) is assigned
order i`1. We refer to this as principal branching. A merger of two branches
of distinct orders at a vertex, however, does not result in assigning this vertex
(and the corresponding branch) a higher order; in this case a higher-order branch
absorbs the lower-order branch. This phenomenon is known as side branching
[108]. A branch of order i that merges with (and is being absorbed by) a branch
of a higher order j ą i is referred to as a side branch of Tokunaga index ti, ju.
Formally, for a non-root vertex v in a reduced binary tree, we let siblingpvq de-
note the unique vertex of the tree that has the same parent as v, i.e., parentpvq “
parentpsiblingpvqq.
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Fig 10: Horton-Strahler orders of vertices in a binary tree: example. The order
is shown next to every vertex. Edge orders are indicated by colors (see legend).
Open circles mark terminal vertices of tree branches; they correspond either
to leaves or mergers of principal branches. Shaded circles mark vertices that
correspond to side branches. Here N1 “ 56, N2 “ 22, N3 “ 8, N4 “ 3, and
N5 “ 1. Figure 11 shows the Tokunaga indexing for the same tree.
Definition 6 (Tokunaga indices). In a binary tree T , consider a branch
b of order i P t1, . . . , ordpT q ´ 1u, and let v denote the initial vertex of the
branch b, whence ordpvq “ i. The branch b is assigned the Tokunaga index
ti, ju, where j “ ordpsiblingpvqq. The Horton-Strahler ordering rules imply that
j ě i. A branch with Tokunaga index ti, iu is called principal branch. A branch
with Tokunaga index ti, ju such that i ă j is called side branch.
The definition of Tokunaga indices is illustrated in Fig. 11.
Remark 1. We emphasize that the Tokunaga indices refer to the tree branches,
not to individual vertices and edges as is the case with the Horton-Strahler
orders.
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Fig 11: Tokunaga indices for tree branches in a binary tree: example. The Toku-
naga indices ti, ju catalog mergers of tree branches, according to their Horton-
Strahler orders. Edge orders are indicated by colors (see legend). Open circles
mark terminal vertices of tree branches; they correspond either to leaves or
mergers of principal branches. Shaded circles mark vertices that correspond to
side branches. Here N1,2 “ 5, N1,3 “ 4, N1,4 “ 2, N1,5 “ 1, N2,3 “ 4, N2,4 “ 1,
N2,5 “ 1, N3,4 “ 2, N3,5 “ 0, and N4,5 “ 1. Figure 10 shows the Horton-Strahler
orders in the same tree.
2.7. Labeling edges
The edges of a planar tree can be labeled by numbers 1, . . . ,#T in order of
depth-first search. For a tree with no embedding, labeling is done by selecting
a suitable embedding and then using the depth-first search labeling as above.
Such embedding should be properly aligned with the Horton pruning R, as we
describe in the following definition.
Definition 7 (Proper embedding). An embedding function embed : T Ñ
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Tplane (LÑ Lplane) is called proper if for any T P T pT P Lq
R pembedpT qq “ embed pRpT qq ,
where the pruning on the left-hand side is in Tplane (Lplane) and pruning on the
right-hand side is in T (Lq.
An example of proper embedding is given in [84].
2.8. Galton-Watson trees
The Galton-Watson distributions (aka Bienaymé-Galton-Watson distributions)
over T | are pivotal in the theory of random trees. Recall that a random Galton-
Watson tree starts with a single progenitor represented by the tree root. The
population then develops in discrete steps. At every discrete step d ą 0 each
existing population member (represented by a tree leaf at the maximal depth
d´1) gives birth to k ě 0 offspring with probability qk, řkě0 qk “ 1, with k “ 0
representing no offspring, and terminates. Hence, each member that terminates
at step d is represented by a tree vertex at depth d ´ 1. The process stops at
step dmax when every leaf at depth dmax ´ 1 produces no offspring.
We denote the respective tree distribution on T | by GWptqkuq. Observe that
q1 “ 0 in order to generate reduced trees. Assuming that q1 ă 1, the resulting
tree is finite with probability one if and only if
ř
k qk ď 1 [66, 11]. At the same
time, it is well known that in the critical case (i.e., for
ř
kqk “ 1) the time to
extinction (and hence the tree size) has infinite first moment.
We write GWpq0, q2q for the probability distribution of (combinatorial) binary
Galton-Watson trees in BT |. The critical case (unit expected progeny) corre-
sponds to q0 “ q2 “ 1{2. Finally, we let GWplanepq0, q2q denote the probability
distribution of (combinatorial) plane binary Galton-Watson trees in BT |plane. A
random tree sampled from BT |plane with distribution GWplanepq0, q2q is obtained
from a random tree sampled from BT | with distribution GWpq0, q2q via the uni-
form planar embedding that assigns the left-right orientation to each pair of
offsprings uniformly and independently for each node.
We conclude this section with a particular characterization of the critical
binary Galton-Watson distribution GWp1{2, 1{2q; it follows directly from the
process definition and will be used later.
Remark 2. A distribution µ on BT | is GWp1{2, 1{2q if and only if it can be
constructed in the following way. Start with a stem (root edge). With proba-
bility 1{2 this completes the tree generation process. With the complementary
probability 1{2, draw two trees independently from the distribution µ, and at-
tach them (as subtrees) to the non-root vertex of the stem. This completes the
construction.
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3. Self-similarity with respect to Horton pruning
This section introduces self-similarity for finite combinatorial and metric trees.
The term self-similarity is associated with invariance of a tree distribution with
respect to the Horton pruning R introduced in Sect. 2.3. The prune-invariance
alone, however, is insufficient to generate interesting families of trees. This calls
for an additional property – coordination among trees of different orders. Co-
ordination together with prune-invariance constitutes the self-similarity studied
in this work.
We start in Sects. 3.1, 3.2 with a strong, distributional, self-similarity for
measures on the spaces T and L, respectively. A weaker form of self-similarity
that only considers the average values of selected branch statistics it discussed
in Sect. 3.3 for a narrower class of combinatorial binary trees from BT .
3.1. Self-similarity of a combinatorial tree
LetHK Ă T be the subspace of trees of Horton-Strahler orderK ě 0. Naturally,
HK
ŞHK1 “ H if K ‰ K 1, and Ť
Kě1
HK “ T . Consider a set of conditional
probability measures tµKuKě0 each of which is defined on HK by
µKpT q “ µpT |T P HKq (6)
and let pK “ µpHKq. Then µ can be represented as a mixture of the conditional
measures:
µ “
8ÿ
K“1
pKµK . (7)
Definition 8 (Horton prune-invariance). Consider a probability measure µ
on T such that µpφq “ 0. Let ν be the pushforward measure, ν “ R˚pµq, i.e.,
νpT q “ µ ˝R´1pT q “ µ`R´1pT q˘.
Measure µ is called invariant with respect to the Horton pruning (Horton prune-
invariant) if for any tree T P T we have
ν pT |T ‰ φq “ µpT q. (8)
Remark 3. The pushforward measure ν is induced by the original measure µ
via the pruning operation: if T 1 d„ µ then T “ RpT 1q d„ ν. In particular, we
observe that νpφq “ µpH1q and this probability can be positive.
Proposition 1. Let µ be a Horton prune-invariant measure on T . Then the
distribution of orders, pK “ µpHKq, is geometric:
pK “ p p1´ pqK´1 , K ě 1, (9)
where p “ p1 “ µpH1q, and for any T P HK
µK`1
`R´1pT q˘ “ µKpT q. (10)
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Proof. Horton pruning R is a shift operator on the sequence of subspaces tHku:
R´1pHK´1q “ HK , K ě 2. (11)
The only tree eliminated by pruning is the tree of order 1: tτ : Rpτq “ φu “ H1.
This allows to rewrite (8) for any T ‰ φ as
µ
`R´1pT q˘ “ µpT q p1´ µpH1qq . (12)
Combining (11) and (12) we find for any K ě 2
µ pHKq by (11)“ µ
`R´1pHK´1q˘ by (12)“ p1´ µpH1qqµpHK´1q, (13)
which establishes (9). Next, for any tree T P HK we have
µpT q “ µpH1q p1´ µpH1qqK´1 µKpT q,
µ
`R´1pT q˘ “ µpH1q p1´ µpH1qqK µK`1 `R´1pT q˘ .
Together with (12) this implies (10).
Proposition 1 shows that a Horton prune-invariant measure µ is completely
specified by its conditional measures µK and the mass p “ µpH1q of the tree
of order K “ 1. The same result was obtained for Galton-Watson trees in [29,
Thm. 3.5].
Next, we introduce a (distributional) coordination property. Informally, we
require that a complete subtree TK of a given order K uniformly randomly
selected from a random tree TH of order H ě K has a common distribution
independent of H. Since a tree TK of order K has only one complete subtree
of order K, which coincides with TK , this common distribution must be µK .
Formally, consider the following process of selecting a uniform random complete
subtree subtreeK,H of order K from a random tree TH P HH . First, select a
random tree TH according to the conditional measure µH . Label all complete
subtrees of order K in TH in order of proper labeling of Sect. 2.7, and se-
lect a uniform random subtree, which we denote subtreeK,H . By construction,
subtreeK,H P HK ; we denote the corresponding sampling measure on HK by
µHK .
Definition 9 (Coordination). A set of measures tµKuKě1 on tHKuKě1 is
called coordinated if µHKpT q “ µKpT q for any K ě 1, H ě K, and T P HK .
A measure µ on T is called coordinated if the respective conditional measures
tµKu, as in Eq. (7), are coordinated.
Definition 10 (Combinatorial Horton self-similarity). A probability mea-
sure µ on T is called self-similar with respect to Horton pruning (Horton self-
similar) if it is coordinated and Horton prune-invariant.
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3.2. Self-similarity of a tree with edge lengths
Consider a tree T P L with edge lengths given by a positive vector lT “
pl1, . . . , l#T q and let lengthpT q “ ři li. We assume that the edges are la-
beled in a proper way as described in Sect. 2.7. A tree is completely specified by
its combinatorial shape shapepT q and edge length vector lT . The edge length
vector lT can be specified by distribution χp¨q of a point xT “ px1, . . . , x#T q on
the simplex
ř
i xi “ 1, 0 ă xi ď 1, and conditional distribution F p¨|xT q of the
tree length lengthpT q, where
lT “ xT ¨ lengthpT q.
A measure η on L is a joint distribution of tree’s combinatorial shape and its
edge lengths; it has the following component measures.
Combinatorial shape : µpτq “ Law pshapepT q “ τq ,
Relative edge lengths : χτ px¯q “ Law pxT “ x¯ | shapepT q “ τq ,
Total tree length : Fτ,x¯p`q “ Law plengthpT q “ ` |xT “ x¯, shapepT q “ τq .
The definition of self-similarity for a tree with edge lengths builds on its analog
for combinatorial trees in Sect. 3.1. The combinatorial notions of coordination
(Def. 9) and Horton prune-invariance (Def. 8), which we refer to as coordination
and prune-invariance in shapes, are complemented with analogous properties in
edge lengths. Formally, we denote by µHKpτq, χHτ px¯q, and FHτ,x¯p`q the component
measures for a uniform complete subtree subtreeK,H . (Notice that the subtree
order K is completely specified by the tree shape τ , which explains the absence
of subscript K in the component measures for subtree length). We also consider
the distribution of edge lengths after pruning:
Ξτ px¯q “ Law
`
xRpT q “ x¯ | shape
`RpT q˘ “ τ˘
and
Φτ,x¯p`q “ Law
`
length
`RpT q˘ “ ` |xRpT q “ x¯, shape`RpT q˘ “ τ˘ .
Finally, we adopt here the notation HK for a subspace of trees of order K ě 1
from L, and consider conditional measures µKpτq “ µpτ |ordpτq “ Kq, K ě 1,
for a tree τ P L.
Definition 11 (Horton self-similarity of a tree with edge lengths). We
call a measure η on L self-similar with respect to Horton pruning R if the
following conditions hold:
(i) The measure is coordinated in shapes. This means that for every K ě 1
and every H ě K we have
µHKpτq “ µKpτq @τ P HK .
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(ii) The measure is coordinated in lengths. This means that for every K ě 1,
H ě K, and τ P HK we have
χHτ px¯q “ χτ px¯q,
and for every given x¯,
FHτ,x¯p`q “ Fτ,x¯p`q.
(iii) The measure is Horton prune-invariant in shapes. This means that for the
pushforward measure ν “ R˚pµq “ µ ˝R´1 we have
µpτq “ νpτ |τ ‰ φq.
(iv) The measure is Horton prune-invariant in lengths. This means that
Ξτ px¯q “ χτ px¯q
and there exists a scaling exponent ζ ą 0 such that for any combinatorial
tree τ P T we have
Φτ,x¯p`q “ ζ´1Fτ,x¯
ˆ
`
ζ
˙
.
3.3. Mean self-similarity of a combinatorial tree
The discussion of this section refers to the space BT of combinatorial binary
trees. Let Nk “ NkrT s be the number of branches of order k in a tree T , and
Ni,j “ Ni,jrT s be the number of side branches with Tokunaga index ti, ju with
1 ď i ă j ď ordpT q in a tree T , i.e., the number of instances when an order-i
branch merges with and is being absorbed by an order-j branch. Examples of
counts NirT s and Ni,jrT s are given in Figs. 8,10,11. We do not consider the
numbers Ni,irT s of principal branches in T , since Ni,irT s “ 2Ni`1rT s and hence
such counts are redundant with respect to the branch counts.
We write EKr¨s for the mathematical expectation with respect to µK of
Eq. (6). As before, we adopt the notation HK for the subspace of trees of
order K in BT .
We define the average Horton numbers for subspace HK as
NkrKs “ EKrNks, 1 ď k ď K, K ě 1,
and the average side-branch numbers of index ti, ju as
Ni,jrKs :“ EKrNi,js, 1 ď i ă j ď K, K ě 1.
We assume below that the average branch and side-branch numbers are finite
for any K ě 1:
Ni,jrKs ă 8 and NjrKs ă 8 for all 1 ď i ă j ď K.
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The Tokunaga coefficient Ti,jrKs for subspace HK is defined as the ratio of
the average side-branch number of index ti, ju to the average Horton number of
order j:
Ti,jrKs “ Ni,jrKsNjrKs , 1 ď i ă j ď K. (14)
The Tokunaga coefficient Ti,jrKs is hence reflects the average number of side-
branches of index ti, ju per branch of order j in a tree of order K.
Remark 4. Suppose that measure µ is coordinated (Def. 9). Then, all (com-
plete) branches of order j within a random tree T P HK sampled with µK
have the same distribution. In particular, the numbers ni,jpbkq of branches of
order i that merge into a particular branch bk, k “ 1, . . . , NjrT s of order j
in T has the same distribution for all bk. Let ni,j be a random variable such
that ni,jpbkq d“ ni,j . Assume, furthermore, that the random counts ni,jpbkq are
independent of NjrT s. Then, by Wald’s equation, we have
Ni,jrKs “ EKrNi,jrT ss “ EK
»–NjrT sÿ
k“1
ni,jpbkq
fifl
“ EKrNjrT ssEKrni,js “ NjrKsEKrni,js,
and, accordingly,
Ti,jrKs “ NjrKsEKrni,jsNjrKs “ EKrni,js.
In other words, the Tokunaga coefficient in this case is the expected number of
side-branches of appropriate index in a randomly selected branch. This is how
the Tokunaga coefficient is often defined (e.g., [29]). The definition (14) adopted
here is more general, as it does not require the distributional coordination and
independence of side-branch numbers and branch numbers.
Next, we introduce a property that ensures independence of the side-branch
structure of a tree order. This is a weaker version of the distributional coordi-
nation (Def. 9).
Definition 12 (Mean coordination). A set of probability measures tµKuKě1
on tHKuKě1 is called mean coordinated if
Ti,j :“ Ti,jrKs for all K ě 2 and 1 ď i ă j ď K. (15)
A measure µ on BT is called mean coordinated if the respective conditional
measures tµKu, as in Eq. (7), are mean coordinated.
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For a mean coordinated measure µ, the Tokunaga matrix TK is a KˆK matrix
TK “
»——————–
0 T1,2 T1,3 . . . T1,K
0 0 T2,3 . . . T2,K
0 0 . . . . . .
...
...
... . . . 0 TK´1,K
0 0 . . . 0 0
fiffiffiffiffiffiffifl ,
which coincides with the restriction of any larger-order Tokunaga matrix TM ,
M ą K, to the first K ˆK entries.
Definition 13 (Toeplitz property). A set of probability measures tµKuKě1
on tHKuKě1 is said to satisfy the Toeplitz property if for every K ě 2 there
exists a sequence TkrKs ě 0, k “ 1, 2, . . . such that
Ti,jrKs “ Tj´irKs for each K ě 2. (16)
The elements of the sequences TkrKs are also referred to as Tokunaga coeffi-
cients, which does not create confusion with Ti,jrKs. A measure µ on BT is
said to satisfy the Toeplitz property if the respective conditional measures tµKu,
as in Eq. (7), satisfy the Toeplitz property.
Definition 14 (Mean Horton self-similarity). A set of probability measures
tµKuKě1 on tHKuKě1 is called mean Horton self-similar if it is mean coor-
dinated and satisfies the Toeplitz property. A measure µ on BT is called mean
Horton self-similar if the respective conditional measures tµKu, as in Eq. (7),
are mean Horton self-similar.
An alternative definition Def. 16 stated below will explain the name.
Combining Eqs. (15) and (16) we find that for a mean Horton self-similar mea-
sure there exists a nonnegative Tokunaga sequence tTkuk“1,2,... such that
Ti,jrKs “ Tj´i for all 0 ă i ă j ď K, (17)
and the corresponding Tokunaga matrices TK are Toeplitz:
TK “
»——————–
0 T1 T2 . . . TK´1
0 0 T1 . . . TK´2
0 0 . . . . . .
...
...
... . . . 0 T1
0 0 . . . 0 0
fiffiffiffiffiffiffifl .
Recall that Horton pruningR decreases the Horton-Strahler order of each vertex
(and hence of each branch) by unity; in particular
NkrT s “ Nk´1 rRpT qs , k ě 2, (18)
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Ni,jrT s “ Ni´1,j´1 rRpT qs , 2 ď i ă j. (19)
Consider the pushforward probability measure R˚pµq induced on HK by the
pruning operator:
R˚pµqpAq “ µK`1
`R´1pAq˘ @A Ă HK .
The Tokunaga coefficients computed on HK using the pushforward measure
R˚pµq are denoted by TRi,jrKs. Formally,
TRi,jrKs “ Ti`1,j`1rK ` 1s “ Ni`1,j`1rK ` 1sNj`1rK ` 1s . (20)
Definition 15 (Mean Horton prune-invariance). A set of probability mea-
sures tµKuKě1 on tHKuKě1 is called mean Horton prune-invariant if
Ti,jrKs “ TRi,jrKs “ Ti`1,j`1rK ` 1s (21)
for any K ě 2 and all 1 ď i ă j ď K. A measure µ on BT is called mean Horton
prune-invariant if the respective conditional measures tµKu, as in Eq. (7), are
mean Horton prune-invariant.
Definition 16 (Mean Horton self-similarity). A set of probability measures
tµKuKě1 on tHKuKě1 is called mean self-similar with respect to Horton prun-
ing, or mean Horton self-similar, if it is mean coordinated and mean Horton
prune-invariant. A measure µ on BT is called mean self-similar with respect to
Horton pruning if the respective conditional measures tµKu, as in Eq. (7), are
mean self-similar with respect to Horton pruning.
Proposition 2. Definitions 14 and 16 of mean self-similarity are equivalent.
This equivalence was proven in [81]. Its validity is readily seen from the diagram
of Fig. 12a, which shows relations among the quantities Ti,jrKs, Ti,jrK ` 1s,
and Ti`1,j`1rK ` 1s involved in the definitions of mean coordination (Def. 12),
Toeplitz property (Def. 13), and mean Horton prune-invariance (Def. 15). More-
over, we observe that if any two of these properties hold, the third also holds.
The Venn diagram of Fig. 12b illustrates the relation among mean coordination,
mean prune-invariance, Toeplitz property and mean self-similarity in the binary
tree space BT .
Consider a mean Horton self-similar measure µ. Observe that since exactly two
branches of order k are required to form a branch of order pk ` 1q, the average
number of side-branches of order 1 ď k ă K within HK is NkrKs ´ 2Nk`1rKs.
This number can also be computed by counting the average number of side-
branches of order k for all higher-order branches:
Kÿ
j“k`1
Tk,j NjrKs “
K´kÿ
m“1
TmNk`mrKs.
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Fig 12: Relations among mean coordination, mean prune-invariance, and
Toeplitz property. (a) Pairwise equalities among the quantities Ti,jrKs, Ti,jrK`
1s, and Ti`1,j`1rK ` 1s involved in the definitions of mean coordination, mean
prune-invariance, and Toeplitz property. (b) Venn diagram of the space BT
illustrating the relation among mean coordination (left triangle), mean prune-
invariance (right triangle), and Toeplitz property (bottom triangle). The mean
self-similarity (inner dark triangle) is formed by the intersection of any pair of
the three properties.
Equalizing these two expressions we arrive at the main system of counting equa-
tions:
NkrKs “ 2Nk`1rKs `
K´kÿ
j“1
Tj Nk`jrKs, 1 ď k ď K ´ 1, K ě 2. (22)
Consider a K ˆK linear operator
GK :“
»——————–
´1 T1 ` 2 T2 . . . TK´1
0 ´1 T1 ` 2 . . . TK´2
0 0 . . . . . .
...
...
... . . . ´1 T1 ` 2
0 0 0 0 ´1
fiffiffiffiffiffiffifl . (23)
The counting equations (22) rewrite as
GK
¨˚
˚˝˚N1rKsN2rKs...
NKrKs
‹˛‹‹‚“ ´eK , K ě 1, (24)
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where eK is the K-th coordinate basis vector. Using this equation for pK ` 1q
and considering the last K components we obtain
GK
¨˚
˚˝˚ N2rK 1`sN3rK 1`s...
NK 1`rK 1`s
‹˛‹‹‚“ ´eK , K ě 1.
This proves the following statement.
Proposition 3. Consider a mean Horton self-similar measure µ on BT . Then
for any K ě 1 and 1 ď k ď K we have
Nk`1rK 1`s “ NkrKs
and
Ni`1,j`1rK 1`s “ NijrKs, 1 ď i ă j ď K, K ě 2.
Definition 17 (Tokunaga self-similarity). A mean Horton self-similar mea-
sure µ on BT is called Tokunaga self-similar with parameters pa, cq if its Toku-
naga sequence tTjuj“1,2,... is expressed as
Tj “ a cj´1, k ě 1 (25)
for some constants a ě 0 and c ą 0.
Tokunaga self-similarity (25) specifies a combinatorial tree shape (up to a per-
mutation of side branch attachment within a given branch) with only two param-
eters pa, cq, hence suggesting a conventional modeling paradigm. The empirical
validity of the Tokunaga self-similarity constraints (25) has been confirmed for a
variety of river networks at different geographic locations [113, 131, 38, 94, 155],
as well as in other types of data represented by trees, including botanical trees
[108], the veins of botanical leaves [137, 114], clusters of dynamically limited ag-
gregation [111, 108], percolation and forest-fire model clusters [152, 145], earth-
quake aftershock sequences [135, 69, 149], tree representation of symmetric ran-
dom walks [150] (Sect. 7.6), and hierarchical clustering [58]. The conditions (25),
however, lacks a theoretical justification. We make a step towards justifying this
condition in Sect. 6.7.2.
Remark 5 (Mean self-similarity is a property of conditional mea-
sures). The properties introduced in this section – mean coordination (Def. 12),
Toeplitz (Def. 13), mean Horton prune-invariance (Def. 15), and mean Hor-
ton self-similarity (Def. 14,16) – are completely specified by a set of condi-
tional measures tµKu, and are independent of the randomization probabilities
pK “ µpHKq, see Eq. (7).
Remark 6 (Terminology). The self-similarity concepts studied in this work
refer to a measure µ, or a collection of conditional measures tµKu, on a suitable
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Fig 13: Self-similarity of perfect binary trees Binpκq Ă BL| (Ex. 1). The length
of edges of order i is κi´1 for some κ ą 0. The space Binpκq is Horton self-similar
with ζ “ κ and Tokunaga sequence Tj “ 0, k ě 1. In this figure, κ “ 1.5. We
write BinK for the tree of order K. Top row shows three consecutive Horton
prunings of Bin4. Bottom row shows trees Bin4,3,2,1. Here, for any K ě 1 and
m ě 0, the tree BinK is obtained by scaling all edges of the tree RmpBinK`mq
by a multiplicative factor κ´m. The four columns of the figure correspond to
m “ 0, 1, 2, 3 and K `m “ 4. The lengths of selected edges are indicated in the
figure.
space of trees. For the sake of brevity, we sometimes use a common abuse of
notations and discuss self-similarity of a random tree T d„ µ (e.g., claiming that
a tree T is mean Horton self-similar, etc.). Formally, such statements apply to
the respective tree distribution µ.
3.4. Examples of self-similar trees
This section collects some examples (and non-examples) of self-similar trees and
related properties.
Example 1 (Perfect binary trees). Recall that a binary tree is called perfect
if it is reduced and all its leaves have the same depth (combinatorial distance
from the root). Consider space Bin Ă BT | of finite planted perfect binary trees;
see Fig. 13. We write D “ DrT s for the depth of a tree T and BinD Ă Bin for the
subspace of trees of depth D ě 1. The subspace BinD consists of a single tree
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with 2D´1 leaves; it has Horton-Strahler order D. Every conditional measure
µK in this case is a point measure on BinK , K ě 1. Moreover, the order of a
vertex at depth 1 ď d ď D (and its parental edge) is D´ d` 1, and for the tree
BinK we have
NkrBinKs “ 2K´k, K ě 1, k ď K.
We write Binpκq Ă BL| for the space of metric trees with combinatorial shapes
from Bin and length κi´1 assigned to edges of order i ě 1. The bottom row of
Fig. 13 shows trees Bini, i “ 4, 3, 2, 1, that correspond to κ “ 1.5.
(a) Coordination in shapes (Def. 9 or 11(i)) and in lengths (Def. 11(ii)). The
space Bin is coordinated in shapes and lengths, since every subtree of order
K in a tree of order H ě K (not necessarily a uniform complete subtree)
is the tree BinK .
(b) Mean coordination (Def. 12) and Toeplitz property (Def. 13). By construc-
tion, the space Bin has no side-branching (Ni,jrT s “ 0), and so
Ti,jrKs “ Tj´irKs “ Tj´i “ 0, i ă j.
This implies mean coordination and Toeplitz property.
(c) Mean self-similarity (Def. 14) follow from (b).
(d) Mean Horton self-similarity (Def. 16). Recall that subspace BinK consists
of a single tree for any K ě 1. Since
BinK “ RpBinK`1q, K ě 1,
the space is mean Horton prune-invariant. Together with mean coordina-
tion of (b) this implies mean Horton self-similarity.
(e) Combinatorial Horton self-similarity (Def. 10). Observe that the argu-
ment used in (d) also implies Horton prune-invariance in shapes (Def. 8
or 11(iii)). Together with coordination in shapes of (a) this gives combina-
torial Horton self-similarity.
(f) Tokunaga self-similarity with a “ 0 (Def. 17) follows from (b).
(g) Horton prune-invariance in lengths (Def. 11(iv)). By construction, the
leaves of a pruned tree have length κ; and the edge lengths change by
a multiplicative factor κ with every combinatorial step toward the root.
This implies Horton prune-invariance in lengths with ζ “ κ.
(h) Self-similarity (Def. 11) with ζ “ κ follows from (a), (c) or (d), and (g).
It implies that for any K ě 1 and m ě 0, the tree BinK is obtained by
scaling all edges of the tree RmpBinK`mq by a multiplicative factor κ´m.
The four columns of Fig. 13 correspond to m “ 0, 1, 2, 3 and K `m “ 4.
Example 2 (Combinatorial critical binary Galton-Watson trees). The
Galton-Watson distribution GWptqkuq on T | has the coordination property for
any distribution tqku with p1 ‰ 1. Indeed, the Markovian branching mechanism
(see Sect. 2.8) creates subtrees of the same structure, independently of the
tree order. This implies coordination. However, mean and distributional prune-
invariance (and hence mean and combinatorial Horton self-similarity) only hold
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(a) Tj= 0, ord(T) = 5 (b) Tj= 𝛿j,1, ord(T) = 5
(c) Tj= 1, ord(T) = 5 (d) Tj= 2j-1, ord(T) = 5
Fig 14: Tokunaga trees. Different panels correspond to different Tokunaga se-
quences Tj “ acj´1. (a) pa, cq “ p0, 0q, Tj “ 0, (b) pa, cq “ p1, 0q, Tj “ δj,1, (c)
pa, cq “ p1, 1q, Tj “ 1, (d) pa, cq “ p1, 2q, Tj “ 2j´1. The lengths of edges of
order i equal κi´1, with κ “ 1.5.
in the critical binary case GWp 12 , 12 q [29]. The corresponding Tokunaga sequence
is Tj “ 2j´1, j ě 1, which implies Tokunaga self-similarity with parameters
pa, cq “ p1, 2q.
Example 3 (Critical binary Galton-Watson trees with i.i.d. exponen-
tial edge lengths). The space of critical binary Galton-Watson trees with
independent exponential edge lengths is Horton self-similar with ζ “ 2; this is
shown in Sect. 5.1.
Example 4 (Hierarchical Branching Process). Section 6 introduces a rich
class of measures on BL| induced by the Hierarchical Branching Process (HBP).
Notably, one can construct a version of the process that is Horton self-similar
(Def. 11) with an arbitrary Tokunaga sequence tTju and for an arbitrary ζ ą 0.
This class includes the critical binary Galton-Watson tree with independent
exponential lengths as a special case.
Example 5 (Combinatorial Tokunaga trees). Tokunaga self-similar trees
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(Def. 17) are specified by a particular form of the Tokunaga sequence:
Tj “ acj´1, j ě 1.
This is a very flexible model that can account for a variety of dendritic patterns.
Figure 14 shows four selected examples:
Fig. 14(a) : pa, cq “ p0, 0q, Tj “ 0,
Fig. 14(b) : pa, cq “ p1, 0q, Tj “ δj,1,
Fig. 14(c) : pa, cq “ p1, 1q, Tj “ 1,
Fig. 14(d) : pa, cq “ p1, 2q, Tj “ 2j´1.
The case Tj “ 0 corresponds to perfect binary trees with no side branching (see
also Ex. 1). In this case, all branch mergers lead to increase of branch order by
unity. This results in a most symmetric deterministic tree structure. Some side
branching appears for Tj “ δj,1 (hence T1 “ 1, T2 “ 0, T3 “ 0, . . . ): every branch
of order K has on average a single side branch of order pK ´ 1q, and no side
branches of lower orders. This destroys symmetry and introduce randomness
in tree shape. The case Tj “ 1 corresponds to an average of one side branch
of any order 1 ď k ď K ´ 1 within a branch of order K, resulting in tentacle-
shaped formations of varying length. The most complicated case illustrated here
corresponds to Tj “ 2j´1, which is the Tokunaga sequence for critical binary
Galton-Watson trees (but not necessarily vice versa); see Ex. 2. In this case the
number of side branches increases geometrically with the difference of branch
orders, hence producing branches with widely varying lengths and shapes.
Example 6 (Tokunaga trees with i.i.d. exponential edge lengths). Ran-
dom edge lengths often appear as an element of applied modeling. Figure 15
illustrates the same four Tokunaga models as in Ex. 5, with i.i.d. exponential
edge lengths. Clearly, this additional random element substantially affects the
tree outlook. The edge length variability becomes a dominant element of the
metric tree shape. We notice, in particular, that the four types of trees with
exponential edge lengths in Fig. 15 look much more similar that the same four
types with deterministic edge lengths related to branch order.
Example 7 (Critical Tokunaga processes). Section 6.5 introduces a sub-
class of HBP, called critical Tokunaga processes, with Tj “ pc´1qcj´1, j ě 1 for
an arbitrary c ě 1. These processes generate tree distributions that are Horton
self-similar with ζ “ c and have i.i.d. exponential edge lengths.
Example 8 (Independent random attachment). A variety of mean Hor-
ton self-similar measures on T can be constructed for an arbitrary sequence of
Tokunaga coefficients tTjuj“1,2,.... Here we give a natural example [81].
Fix a sequence tTjuj“1,2,... of Tokunaga coefficients. By Remark 5, it is suffi-
cient to construct a set of Horton self-similar conditional measures µK , K ě 1.
The subspace H1, which consists of a single-leaf tree τ1, possesses a trivial
unity mass conditional measure µ1. To construct a random tree from H2, we
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(a) Tj= 0, ord(T) = 5 (b) Tj= 𝛿j,1, ord(T) = 4
(c) Tj= 1, ord(T) = 4 (d) Tj= 2
j-1, ord(T) = 4
Fig 15: Tokunaga trees with i.i.d exponential edge lengths. Different panels
correspond to different Tokunaga sequences Tj “ acj´1. (a) pa, cq “ p0, 0q, Tj “
0, (b) pa, cq “ p1, 0q, Tj “ δk,1, (c) pa, cq “ p1, 1q, Tj “ 1, (d) pa, cq “ p1, 2q, Tj “
2j´1.
select a discrete probability distribution P1,2pnq, n “ 0, 1, . . . , with the mean
value T1. A random tree T P H2 is obtained from the single-leaf tree τ1 via the
following two operations. First, we attach two offspring vertices to the leaf of
τ1. This creates a tree of order 2 with no side-branches – one internal vertex
of degree 3, two leaves, and the root. Second, we draw the number N˜1,2 from
the distribution P1,2, and attach N˜1,2 vertices to this tree so that they form
side-branches of index t1, 2u.
In general, we use a recursive construction procedure. Assume that a measure
µK´1, K ě 2, is constructed. To construct a random tree T P HK we select a
set of discrete probability distributions Pk,Kpnq, k “ 1, ...,K ´ 1, on Z` with
the respective mean values Tj . A random tree T P HK is constructed by adding
branches of order 1 (leaves) to a random tree τ P HK´1. First, we add two new
child vertices to every leaf of τ hence producing a tree T˜ of order K with no
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side-branches of order 1. Second, for each branch b of order 2 ď j ď K in T˜ we
draw a random number N˜1,jpbq from the distribution Pj´1,K and attach N˜1,jpbq
new child vertices to this branch so that they form side-branches of index t1, ju.
Each new vertex is attached in a random order with respect to the existing side-
branches. Specifically, we notice that m ě 0 side-branches attached to a branch
of order j are uniquely associated with m ` 1 edges within this branch. The
attachment of the new N˜1,jpbq vertices among the m ` 1 edges is given by the
equiprobable multinomial distribution with m` 1 categories and N˜1,jpbq trials.
The procedure described above generates a set of mean-coordinated measures
tµKuKě1 on tHKuKě1, since the mean values Tj of the distributions Pk,K are
independent of K. Furthermore, observe that
Ni,j “
Njÿ
bi“1
N˜1,j´i`1pbiq,
Ni,jrKs “ EKrNi,js “ EK rEKrNi,j |Njss “ EKrNj Tj´is (26)
“ Tj´i EKrNjs “ Tj´iNjrKs,
and hence Ti,jrKs “ Ni,jrKs{NjrKs “ Tj´i, so the tree is mean self-similar,
according to Def. 14.
Finally, to make that construction combinatorially Horton self-similar (Def. 10),
each tree τK P HK must be assigned the probability pK “ pp1´ pqK´1.
Example 9 (Why coordination?). Relating mean Horton self-similarity (Def.
16) to mean prune-invariance (Def. 15) is quite intuitive (see also [29]). Much less
so is the requirement of mean coordination of conditional measures (Def. 12), in-
cluded in the definition of mean self-similarity. This requirement is motivated by
our goal to bridge the measure-theoretic definition of self-similarity via the prun-
ing operation (Def. 16) to a branch counting definition (Def. 14). In applications,
when a handful of trees of different orders is observed, the coordination assump-
tion allows one to estimate the Tokunaga coefficients Ti,j and make inference
regarding the Toeplitz property; see [113, 108, 38, 155]. The absence of coordi-
nation, at the same time, allows for a variety of prune-invariant measures with
no Toeplitz constraint, which are hardly treatable in applications. To give an
example of such a measure, let select any tree τ2 from the pre-image of the only
tree τ1 P H1 of order K “ 1 under the pruning operation: τ2 P R´1pτ1q “ H2. In
a similar fashion, select any tree τK`1 from the pre-image of τK for K ě 2. This
gives us a collection of trees τK P HK , K ě 1 such that RpτK`1q “ τK . Assign
the full measure on HK to τK : µKpτKq “ 1. By construction, the measures
tµKu are mean prune-invariant. They, however, may satisfy neither the mean
coordination nor the Toeplitz property. This example illustrates how one can
produce rather obscure collections of mean prune-invariant measures, providing
a motivation for the coordination requirement.
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4. Horton law in self-similar trees
In this section, we introduce the strong Horton law for the numbers of branches
of different orders in a combinatorial tree on T (Def. 18) and for the respective
averages (Def. 19). The main result of this section (Thm. 1) shows that the mean
Horton self-similarity (Defs. 14 and 16) implies the strong Horton law for mean
branch numbers (Def. 19).
Consider a measure µ on T and its conditional measures µK , each defined on
subspace HK Ă T of trees of Horton-Strahler order K ě 1. We write T d„ µK
for a random tree T drawn from subspace HK according to measure µK .
Definition 18 (Strong Horton law for branch numbers). We say that a
probability measure µ on T satisfies a strong Horton law for branch numbers
if there exists such a positive (constant) Horton exponent R ě 2 that for any
k ě 1 ˆ
NkrT s
N1rT s ; T
d„ µK
˙
pÝÑ R1´k, as K Ñ8, (27)
that is, for any  ą 0
µK
ˆˇˇˇˇ
NkrT s
N1rT s ´R
1´k
ˇˇˇˇ
ą 
˙
Ñ 0 as K Ñ8. (28)
Corollary 6 in Sect. 6.6.2 is an example of the strong Horton law for branch
numbers. In the context of Horton laws, the adjective strong refers to the type
of geometric decay, while the convergence of random variables is in probability.
Section 4.2 discusses weaker types of geometric convergence. An alternative,
weaker, definition of the Horton law is formulated in terms of expected branch
counts.
Definition 19 (Strong Horton law for mean branch numbers). We say
that a probability measure µ on T satisfies a strong Horton law for mean branch
numbers if there exists such a positive (constant) Horton exponent R ě 2 that
for any k ě 1
lim
KÑ8
ˆ
E rNkrT ss
E rN1rT ss ; T
d„ µK
˙
“ lim
KÑ8
NkrKs
N1rKs “ R
1´k. (29)
Lemma 1. The strong Horton law for branch numbers (Def. 18) implies the
strong Horton law for mean branch numbers (Def. 19).
Proof. By construction, if ordpT q “ K, then N1rT s ě 2K´1. Accordingly, for
any k ď K we have NkrT sN1rT s ď 21´k. Assuming the strong Horton law (28) for
branch numbers, for any given  ą 0, we have
µK
ˆˇˇˇˇ
NkrT s
N1rT s ´R
1´k
ˇˇˇˇ
ą 
˙
ă 
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for all sufficiently large K. Thus, for a given k P N and for all sufficiently large
K exceeding k, we have
ˇˇˇˇNkrKs
N1rKs ´R
1´k
ˇˇˇˇ
“
¨˝ ˇˇˇ
E
”
N1rT s
´
NkrT s
N1rT s ´R1´k
¯ıˇˇˇ
E
“
N1rT s
‰ ; T d„ µK‚˛
ď
¨˝
E
”
N1rT s
ˇˇˇ
NkrT s
N1rT s ´R1´k
ˇˇˇı
E
“
N1rT s
‰ ; T d„ µK‚˛
ď
˜
E
“
N1rT s
‰` 21´k
E
“
N1rT s
‰ ; T d„ µK¸
ď ` 22´k´K ă 2,
as
ˇˇˇ
NkrT s
N1rT s ´R1´k
ˇˇˇ
ď max
´
21´k, R1´k
¯
ď 21´k. This establishes (29).
A similar calculation allows us to establish the following result.
Lemma 2. Consider a probability measure µ on T and suppose the following
properties hold:
(i) µ satisfies the strong Horton law for mean branch numbers (Def. 19), and
(ii) @k ě 1 DLk P r0,8q such that
´
NkrT s
N1rT s ;T
d„ µK
¯
pÑ Lk as K Ñ8.
Then, the measure µ satisfies the strong Horton law for branch numbers (Def. 18),
i.e., Lk “ R1´k.
Sufficient conditions for the strong Horton law for mean branch numbers in
binary trees were found in [81], hence providing rigorous foundations for the
celebrated regularity that has escaped a formal explanation for a long time.
These conditions are presented in Thm. 1 of this section. It has been shown in
[82] that the tree that describes a trajectory of Kingman’s coalescent process
with N particles obeys a weaker version of Horton law as N Ñ 8 (Sect. 8),
and that the first pruning of this tree for any finite N is equivalent to a level
set tree of a white noise (see Sect. 7 for definitions).
Consider a mean self-similar measure µ on BT with a Tokunaga sequence
tTjuj“1,2,.... Define a sequence tpjq as
tp0q “ ´1, tp1q “ T1 ` 2, and tpjq “ Tj for j ě 2, (30)
and let tˆpzq denote the generating function of ttpjquj“0,1,...:
tˆpzq “
8ÿ
j“0
zjtpjq “ ´1` 2z `
8ÿ
j“1
zjTj . (31)
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For a holomorphic function fpzq represented by a power series fpzq “
8ř
j“0
ajz
j
in a nonempty disk |z| ď ρ we write
fˇpjq “ 12pii
¿
|z|“ρ
fpzq
zj`1
dz “ aj . (32)
Theorem 1 (Strong Horton law in a mean self-similar tree). Suppose
µ is a mean Horton self-similar measure on BT with a Tokunaga sequence
tTjuj“1,2,... such that
lim sup
jÑ8
T
1{j
j ă 8. (33)
Then the strong Horton law for mean branch numbers (Def. 19) holds with the
Horton exponent R “ 1{w0, where w0 is the only real zero of the generating
function tˆpzq in the interval `0, 12‰. Moreover,
N1rK ` 1s “ ´
~ˆ1pt
˙
pKq (34)
and
lim
KÑ8
`N1rKsR´K˘ “ const. ą 0. (35)
Conversely, if lim sup
jÑ8
T
1{j
j “ 8, then the limit lim
KÑ8
NkrKs
N1rKs does not exist at
least for some k.
Proof. The proof of Thm. 1 is given in Sect. 4.1.
That the Horton exponent R is reciprocal to the real root of tˆpzq was noticed
by Peckham [113], under the assumption lim
KÑ8
`
NkR
k´K˘ “ const. ą 0.
Below we give two examples of using Theorem 1.
Example 10 (Tokunaga self-similar trees). Consider a Tokunaga self-similar
tree (Def. 17) with Tj “ a cj´1, where a, c ą 0. (We exclude the case a “ 0 ñ
Tj “ 0, which correspond to perfect binary trees with no side branching.) This
model received considerable attention in the literature [113, 133, 98], in part
because of its ability to closely describe river networks [155]. Here we have
lim sup
jÑ8
T
1{j
j “ c ă 8
and
tˆpzq “ ´1` 2z ` az
8ÿ
j“1
pczqj´1 “ ´1` 2z ` az1´ cz
“ ´1` pa` c` 2qz ´ 2cz
2
1´ cz for |z| ă 1{c. (36)
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Fig 16: Strong Horton law in a Tokunaga mean self-similar tree with Tj “ acj´1,
j ě 1. (a) Horton exponent R as a function of the Tokunaga parameters pa, cq.
(b) The ratio 0 ă z1{z2 ă 1 of the two roots of the equation 2cz2´pa`c`2qz`
1 “ 0 as a function of the Tokunaga parameters pa, cq. This ratio controls the
rate of convergence in the strong Horton law – small values increase the rate.
The discriminant of the quadratic polynomial in the numerator is positive,
pa` c` 2q2 ´ 8c ą pc` 2q2 ´ 8c “ pc´ 2q2 ě 0.
Therefore, there exist two real roots, z1 ă z2, of the numerator. It is easy to
check that
z1z2 “ p2cq´1, 0 ă z1 ă mint2´1, c´1u, and z2 ą maxt2´1, c´1u.
Hence, there is a single root of tˆpzq “ 0 for |z| ă 1{c of algebraic multiplicity
one:
z1 ” w0 “ a` c` 2´
apa` c` 2q2 ´ 8c
4c ,
and the respective Horton exponent is
R “ 1{w0 “ a` c` 2`
apa` c` 2q2 ´ 8c
2 (37)
as was observed in earlier works [133, 113, 98]. A map of the values of the Horton
exponent Rpa, cq is shown in Fig. 16a. As suggested by (37), the level sets of
Rpa, cq are fairly approximated by a` c “ const.
To examine the rate of convergence in the strong Horton law, we use (34).
The reciprocal generating function is given by
´ 1
tˆpzq “
1´ cz
2cpz ´ z1qpz ´ z2q
“ 1´ cz2cpz2 ´ z1q
ˆ
1
z ´ z1 ´
1
z ´ z2
˙
. (38)
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Fig 17: The strong Horton law in a mean self-similar tree: an illustration. The
figure refers to a Tokunaga mean self-similar measure µ with Tj “ 2j´1, j ě 1.
(a) Characteristic function tˆpzq (solid blue). The zero level is marked by a green
horizontal line. The real solution w0 “ 0.25 is depicted by a vertical dashed
line. (b) Ratio NkrKs{Nk`1rKs for tree order K “ 20 and branch orders k “
1, . . . , 19. The strong Horton law suggests NkrKs{Nk`1rKs « R “ 4 for large
K and k not too close to K.
Thus, since 1z´p “ ´
8ř
k“0
1
pk`1 z
k for |z| ă |p|, formula (34) implies
N1rK ` 1s “ 12cpz2 ´ z1q
ˆ
1´ cz1
zK`11
´ 1´ cz2
zK`12
˙
“ 1´ cz12cpz2 ´ z1q
1
zK`11
˜
1´
ˆ
z1
z2
˙K`1 1´ cz2
1´ cz1
¸
. (39)
Accordingly, the rate of convergence in (35) is determined by the ratio z1{z2 ă 1
– values farther away from 1 lead to faster convergence. Recall (Prop. 3) that
N1rm` 1s “ NK´mrKs, 0 ď m ď K ´ 1, K ě 1.
Hence, the ratio z1{z2 also determines the rate of convergence in (29). Fig-
ure 16(b) shows the ratio z1{z2 as a function of pa, cq. The only region when the
ratio is approaching 1, hence slowing down the convergence rate in the strong
Horton law, corresponds to tc « 2, a ă 1u.
Figure 17 illustrates the strong Horton law in a Tokunaga mean self-similar
tree with a “ 1, c “ 2, which corresponds to Tj “ 2j´1, j ě 1. In this case
(Figs. 17(a),18)
tˆpzq “ ´1` 5z ´ 4z
2
1´ 2z “
´4pz ´ 1qpz ´ 1{4q
1´ 2z , |z| ă 1{2. (40)
The ratios NkrKs{Nk`1rKs for K “ 20 are shown in Fig. 17(b). The ratios are
very close to the theoretical value R “ 1{w0 “ 4, except for the branch orders
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Fig 18: Generating function tˆpzq for a mean Horton self-similar tree with Toku-
naga sequence Tj “ 2j´1, j ě 1, see (40). The figure shows the value log10 |tˆpzq|
for visual convenience. The values of tˆpzq are well separated from its only zero
at z “ 1{4, ensuring a hight convergence rate in the strong Horton law.
k close to the tree order K, k ą 15. As suggested by Fig. 16(b), for most of
the choices pa, cq the convergence rate is higher, so we expect to have a larger
number of ratios in a close vicinity of the limit value R. As we discussed above,
the convergence in (35) has the same rate, with first terms (small k) deviating
from the limit value rather then the last ones, as was the case in (29) and
Fig. 17(b).
We show below in Eq. 47 that, in general, the rate of convergence in the
strong Horton law (29), (35) is controlled by
min
|z|ăγ
|tˆpzq|,
where γ separates w0 from other possible zeros of tˆpzq – higher values lead to
faster convergence. Figure 18 shows the value log10 |tˆpzq| on its disk on con-
vergence for the Tokunaga tree of this example. Here, the only zero of tˆpzq at
z “ 1{4 (downward peak) is well isolated so that the surrounding values are
separated from zero; this suggests a high rate of convergence that we already
illustrated more directly in (39) and Figs. 16(b),17(b).
Example 11 (Shallow side-branching). Suppose Tj “ 0 for j ě 3, that is
we only have “shallow” side-branches of orders tk ´ 2, ku and tk ´ 1, ku. Then
tˆpzq “ ´1` pT1 ` 2q z ` T2 z2.
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The only root of this equation within r0, 1{2s is
w0 “
apT1 ` 2q2 ` 4T2 ´ pT1 ` 2q
2T2
,
which leads to
R “ 1{w0 “
apT1 ` 2q2 ` 4T2 ` pT1 ` 2q
2 .
In particular, if Tj “ 0 for j ě 2, then R “ T1` 2; such trees are called “cyclic”
[113]. This shows that the entire range of Horton exponents 2 ď R ă 8 can be
achieved by trees with only very shallow side-branching.
We conclude this section with a linear algebra construction that clarifies the
essence of Horton law in a mean self-similar tree. Define a vector ζK P RK of
average Horton numbers and a respective normalized vector ξK P R8 as
ζK “
¨˚
˚˝˚N1rKsN2rKs...
NKrKs
‹˛‹‹‚ and ξK :“ 1N1rKs
¨˚
˚˝˚ ζK0
0
...
‹˛‹‹‚“
¨˚
˚˚˚˚
˚˚˚˚
˚˝
1
N2rKs{N1rKs
...
NKrKs{N1rKs
0
0
...
‹˛‹‹‹‹‹‹‹‹‹‚
and consider an infinite dimensional extension to operator GK of (23):
G :“
»———————–
´1 T1 ` 2 T2 T3 . . .
0 ´1 T1 ` 2 T2 . . .
0 0 ´1 T1 ` 2 . . .
0 0 0 ´1 . . .
...
... . . . . . . . . .
fiffiffiffiffiffiffiffifl
. (41)
Using these notations, the main counting equations (24) becomes GKζK “ ´eK ,
and therefore
GξK “ ´ eKN1rKs .
Here N1rKs ě pT1 ` 2qK´1 Ñ 8 as K Ñ 8, and hence the strong Horton
law for mean branch numbers (Def. 19) is equivalent to the existence of a limit
solution lim
KÑ8 ξK “ ξ to an infinite dimensional linear operator equation
Gξ “ 0
with coordinates ξpkq “ R1´k.
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4.1. Proof of Theorem 1
First, we establish (Prop. 4) necessary and sufficient conditions for the existence
of the strong Horton law. Then we show that these conditions are satisfied and
express the value of the Horton exponent R via the Tokunaga coefficients tTju.
Proposition 4. Let µ be a mean Horton self-similar measure on BT . Suppose
that the limit
R “ lim
KÑ8
N1rK ` 1s
N1rKs (42)
exists and is finite. Then, the strong Horton law for mean branch numbers holds;
that is, for each positive integer k,
lim
KÑ8
NkrKs
N1rKs “ R
1´k. (43)
Conversely, if the limit (42) does not exist, then the limit in the left hand side
of (43) also does not exist, at least for some k.
Proof. Suppose the limit (42) exists and is finite. Proposition 3 implies that for
any fixed integer m ě 1
Nm`1rKs
NmrKs “
N1rK ´ms
N1rK ´m` 1s Ñ R
´1, as K Ñ8.
Thus, for any fixed integer k ě 2,
NkrKs
N1rKs “
k´1ź
m“1
Nm`1rKs
NmrKs Ñ R
1´k, as K Ñ8.
Conversely, suppose the limit lim
KÑ8
N1rK`1s
N1rKs does not exist. Taking k “ 2, we
obtain by Prop. 3
N2rKs
N1rKs “
N1rK´1s
N1rKs .
Thus lim
KÑ8
N2rKs
N1rKs diverges.
Next, we expressN1rKs via the elements of the Tokunaga sequence tTjuj“1,2,...
that satisfy condition (33). The quantity N1rK`1s can be computed by count-
ing, and expressed via convolution products as follows:
N1rK ` 1s “
Kÿ
r“1
ÿ
j1,j2,...,jrě1
j1`j2`...`jr“K
tpj1qtpj2q . . . tpjrq
“
Kÿ
r“1
pt` δ0q ˚ pt` δ0q ˚ . . . ˚ pt` δ0qloooooooooooooooooooomoooooooooooooooooooon
r times
pKq
“
8ÿ
r“1
pt` δ0q ˚ pt` δ0q ˚ . . . ˚ pt` δ0qloooooooooooooooooooomoooooooooooooooooooon
r times
pKq,
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where δ0pjq is the Kronecker delta, and therefore, pt` δ0qp0q “ 0. Hence, taking
the z-transform of N1rKs, we obtain
8ÿ
K“1
zK´1N1rKs “ 1`
8ÿ
r“1
” {pt` δ0qpzqır “ 1` 8ÿ
r“1
”
tˆpzq ` 1
ır “ ´ 1
tˆpzq (44)
for |z| small enough. Recalling the definition (32) establishes (34):
N1rK ` 1s “ ´
~ˆ1pt
˙
pKq.
Since Tj ě 0 for any j ě 1, the function tˆpzq “ ´1 ` 2z `
8ř
j“1
zjTj has a
single real root w0 in the interval p0, 1{2s. Our goal is to show that the Horton
exponent R is reciprocal to w0. We begin by showing that w0 is the root of tˆpzq
closest to the origin.
Lemma 3. Let w0 be the only real root of tˆpzq “ ´1 ` 2z `
8ř
j“1
zjTj in the
interval p0, 1{2s. Then, for any other root w of tˆpzq, we have |w| ą w0.
Proof. Since tTju are all nonnegative reals, we have tˆpz¯q “ tˆpzq. The radius of
convergence of
8ř
j“1
zjTj must be greater than w0. Suppose w “ reiθ (0 ď θ ă 2pi)
is a root of magnitude at most w0. That is tˆpwq “ 0 and r :“ |w| ď w0. Then
tˆpw¯q “ 0 and
0 “ 12
”
tˆpwq ` tˆpw¯q
ı
“ ´1` 2r cospθq `
8ÿ
j“1
rjTj cospjθq.
If r ă w0, then
0 “ ´1`2r cospθq`
8ÿ
j“1
rjTj cospjθq ď ´1`2r`
8ÿ
j“1
rjTj ă ´1`2w0`
8ÿ
j“1
wj0Tj “ 0
arriving to a contradiction. Thus r “ w0.
Next we show that θ “ 0. Suppose not. Then
0 “ ´1`2r cospθq`
8ÿ
j“1
rjTj cospjθq ă ´1`2r`
8ÿ
j“1
rjTj “ ´1`2w0`
8ÿ
j“1
wj0Tj “ 0
arriving to another contradiction. Hence r “ w0, θ “ 0, and w “ w0.
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Let L “ lim sup
jÑ8
T
1{j
j . Then L´1 is the radius of convergence of tˆpzq (we set
L´1 “ 8 if L “ 0), and L´1 ą w0. Lemma 3 asserts that there exists a positive
real γ P pw0, L´1q such that
γ ă w for all w ­“ w0 such that tˆpwq “ 0. (45)
Accordingly, for 0 ă ρ ă w0
N1rKs “ ´12pii
¿
|z|“ρ
dz
tˆpzqzK “ ´Res
ˆ
1
tˆpzqzK ;w0
˙
´ 12pii
¿
|z|“γ
dz
tˆpzqzK . (46)
Observe that Res
´
1
tˆpzqzK ;w0
¯
is a constant multiple of w´K0 since w0 is a root
of tˆpzq of algebraic multiplicity one. Thus, since w0 ă γ andˇˇˇˇ
ˇˇˇ 12pii
¿
|z|“γ
dz
tˆpzqzK
ˇˇˇˇ
ˇˇˇ ď 1
γK min
|z|“γ
|tˆpzq| “ o
`
w´K0
˘
, K Ñ8, (47)
we have
N1rK ` 1s
N1rKs “
ˇˇˇˇN1rK ` 1s
N1rKs
ˇˇˇˇ
Ñ 1
w0
as K Ñ8.
Proposition 4 now implies the following lemma.
Lemma 4. Suppose lim sup
jÑ8
T
1{j
j ă 8. Then, for each positive integer k
lim
KÑ8
NkrKs
N1rKs “ w
k´1
0 .
Moreover,
lim
KÑ8
`N1rKswK0 ˘ “ const. ą 0.
To establish the converse we need the following statement.
Proposition 5. Suppose µ is a mean Horton self-similar measure on BT with
Tokunaga sequence tTjujě1. Then
N1rKs ě T pK´1q{jj
for all j P N and pK ´ 1q P jN.
Proof. Fix any j ě 1. The main counting equations (22) show that for any
integer m ě 0
Nmj`1rKs ě TjNpm`1qj`1rKs.
Accordingly,
N1rKs ě Tmj Nmj`1rKs,
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given mj ` 1 ď K. Choosing m “ pK ´ 1q{j we obtain
N1rKs ě T pK´1q{jj NKrKs “ T pK´1q{jj .
Suppose the limit
R “ lim
KÑ8
N1rK ` 1s
N1rKs
exists and is finite. Proposition 5 asserts that N1rKs1{pK´1q ě T 1{jj for all j P N
and pK ´ 1q P jN. Hence,
lim sup
jÑ8
T
1{j
j ď lim
KÑ8N1rKs
1{pK´1q “ R ă 8.
We summarize this in a lemma.
Lemma 5. Suppose lim sup
jÑ8
T
1{j
j “ 8. Then, the limit lim
KÑ8
NkrKs
N1rKs does not
exist at least for some k.
Finally, Thm. 1 follows from Lem. 4 and Lem. 5.
4.2. Well-defined asymptotic Horton ratios
The setting for Horton law in (27) and (29) can be generalized beyond ran-
domizing the tree measure with respect to Horton-Strahler orders as in (7). For
instance, as it will be the case with the combinatorial critical binary Galton-
Watson trees GW ` 12 , 12˘ in (63), the tree measure may be randomized with
respect to the number of leaves in a tree. A general set up for the Horton laws
is described below.
Let Qn, n P N, be a sequence of probability measures on T . We write N pQnqj
for the number of branches of Horton-Strahler order j ě 1 in a tree generated
according to Qn.
Definition 20 (Well-defined asymptotic Horton ratios). We say that a
sequence of probability measures tQnunPN has well-defined asymptotic Horton
ratios if for each j ě 1
N
pQnq
j
N
pQnq
1
pÑ Nj as nÑ8, (48)
where Nj is a constant, called the asymptotic Horton ratio of the branches of
order j.
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Sometimes it is possible to establish a stronger limit than in (48). One such
example is the almost sure convergence in equation (130) of Sect. 6.6.2.
For a sequence of well-defined asymptotic Horton ratios Nj , the Horton law
states that Nj decreases in a geometric fashion as j goes to infinity. We consider
three particular forms of geometric decay.
Definition 21 (Root, ratio, and strong Horton laws). Consider a sequence
tQnunPN of probability measures on T with well-defined asymptotic Horton ratios
(Def. 20). Then, the sequence tQnu is said to obey
• a root-Horton law if the following limit exists: lim
jÑ8
´
Nj
¯´ 1j “ R;
• a ratio-Horton law if the following limit exists: lim
jÑ8
Nj
Nj`1 “ R;
• a strong Horton law if the following limit exists: lim
jÑ8
`NjRj˘ “ const.
The constant R is called the Horton exponent. In each case, we require the
Horton exponent R to be finite and positive.
Observe that the Horton laws in Def. 21 above are listed in the order from
weaker to stronger.
4.3. Entropy and information theory
The information theoretical aspects of self-similar trees were not addressed until
very recently. This section reviews recent results by Chunikhina [33, 34], where
the entropy rate is computed for trees that satisfy the strong Horton law for
branch numbers (Def. 18) and for Tokunaga self-similar trees (Def. 17) as a
function of the respective parameters, R and pa, cq.
Consider a subspace TN1,...,NK of BT |plane of trees of a given order ordpT q “ K
and given admissible (NK “ 1, Nj ě 2Nj`1) branch counts N1, N2, . . . , NK :
TN1,...,NK “
 
T P BT |plane : ordpT q “ K, N1rT s “ N1, . . . , NKrT s “ NK “ 1
(
.
In [33], Chunikhina finds the size of TN1,...,NK , providing an alternative form of
expression that was first derived by Shreve [124].
Lemma 6 (Branch counting lemma, [33]).
ˇˇTN1,...,NK ˇˇ “ 2N1´1´řKj“2 Nj K´1ź
j“1
ˆ
Nj ´ 2
2Nj`1 ´ 2
˙
.
Subsequently, Lem. 6 is used to find the entropy rate for trees that satisfy the
strong Horton law (Def. 18) with exponent R ą 2.
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Fig 19: Entropy rate in trees that satisfy the strong Horton law with exponent
R. (a) Binary entropy function Hpzq. (b) Entropy rate H8pRq.
Theorem 2 (Entropy rate for Horton self-similar trees, [33]). For a
given R ą 2, let T be a random tree, uniformly sampled from the space
TR,K“
 
T P BT |plane : ordpT q“K,
ˇˇ
NjrT s ´RK´j
ˇˇ ă pR´ qK´j @j ď K(,
where  P p0, Rq is a given small quantity. Then, the entropy rate
H8pRq :“ lim
KÑ8
´Erlog2 PpT qs
2RK´1 “ 1´
1´Hp2{Rq
2´ 2{R , (49)
where
Hpzq “ ´z log2 z ´ p1´ zq log2p1´ zq, 0 ă z ă 1 (50)
is the binary entropy function illustrated in Fig. 19(a). The entropy rate H8pRq
is illustrated in Fig. 19(b).
Notice that the trees in TR,K satisfy the strong Horton law (Def. 18) with the
Horton exponent R, and 2RK´1 is the asymptotic number of nodes in a tree T
from TR,K .
Remark 7. It is an easily verified fact that a random tree T selected uniformly
from the subspace
BT |planepNq :“ tT P BT |plane : #T “ 2N ´ 1u (51)
of BT |plane containing only the trees with N leaves (2N nodes and 2N´1 edges)
is distributed as a random tree sampled from the critical plane Galton-Watson
distribution GWplane
` 1
2 ,
1
2
˘
, conditioned on #T “ 2N ´ 1, i.e.,
Unif
`BT |planepNq˘ d“ ˆGWplane ˆ12 , 12
˙ ˇˇˇ
#T “ 2N ´ 1
˙
. (52)
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Consequently, we have that
T
d„ Unif`BT |planepNq˘ ñ shapepT q d„ ˆGW ˆ12 , 12
˙ ˇˇˇ
#T “ 2N ´ 1
˙
. (53)
The number
ˇˇBT |planepNqˇˇ of different combinatorial shapes of rooted planted
plane binary trees with N leaves and 2N ´1 edges, is given by CN´1, where Cn
denotes the Catalan number defined as
Cn “ 1
n` 1
ˆ
2n
n
˙
. (54)
Using
ˇˇBT |planepNqˇˇ “ CN´1 and Stirling’s formula, it is observed in [33] that
the entropy rate for a tree T 1, selected uniformly from BT |planepNq is
HGW8 :“ lim
NÑ8
´Erlog2 PpT 1qs
2N “ 1. (55)
Thus, scaling by the asymptotic number of nodes 2RK´1 in Thm. 2 implies
H8pRq ď HGW8 “ 1.
Indeed, by definition of the corresponding spaces,
TR,K Ď
ď
N
BT |planepNq,
where the union is taken over N ranging from
rRK´1 ´ pR´ qK´1s to tRK´1 ` pR´ qK´1u,
and thereforeˇˇˇ
TR,K
ˇˇˇ
ď 2pR´ qK´1
ˇˇˇ
BT |plane
`
2RK´1 ` 2pR´ qK´1˘ˇˇˇ.
Hence, for the following limits known to converge, we have
H8pRq “ lim
KÑ8
log2
ˇˇˇ
TR,K
ˇˇˇ
2RK´1
ď HGW8 “ lim
KÑ8
log2
´
2pR´ qK´1
ˇˇˇ
BT |plane
`
2RK´1 ` 2pR´ qK´1˘ˇˇˇ¯
2RK´1 .
Moreover, scaling by the asymptotic number of nodes 2RK´1 in Thm. 2 enables
representing H8pRq as the limit ratio of the entropy for Horton self-similar trees
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with parameter R to the entropy for uniformly selected binary trees. Specifically,
let T be a random tree sampled uniformly from the space TR,K and let T 1
be a random tree sampled uniformly from the space BT |planepNq with N “
RK´1. Then, equations (49) and (55) imply that H8pRq is the the limit ratio
of entropies as the space sizes grow with K Ñ8:
H8pRq “ lim
KÑ8
´Erlog2 PpT qs
´Erlog2 PpT 1qs “ 1´
1´Hp2{Rq
2´ 2{R . (56)
As an important consequence of Thm. 2, a special place of the parameter R “ 4
is established amongst all Horton exponents R P r2,8q as
argmaxRH8pRq “ 4 and max
R
H8pRq “ H8p4q “ 1.
Not surprisingly, R “ 4 is the parameter value for the strong Horton law results
we will encounter in Sect. 5, primarily in the context of the critical binary
Galton-Watson tree GW ` 12 , 12˘. Indeed, as stated in Rem. 7, the tree T 2 “
shapepT 1q P BT | in (56) is a random tree sampled from the Galton-Watson
distribution GW ` 12 , 12˘ conditioned on #T 2 “ 2N ´ 1.
In [34], Chunikhina extended the results in [33] by counting the number of trees
with the given merger numbers Ni,j (see Sect. 3.3), and finding the entropy
rates for the Tokunaga self-similar trees (Def. 17) represented as a function of
the parameters pa, cq. For a given integer K ą 1, consider a finite sequence
of admissible branch counts tNiui“1,...,K , and a finite sequence of admissible
branch numbers tNi,ju1ďiăjďK . Admissibility means that for all i ď K ´ 1,
Ni “ 2Ni`1 `
Kÿ
j“i`1
Ni,j
as all Ni branches of Horton-Strahler order i have to merge into a higher order
branch (either two branches of order i merge and originate a branch of order
i` 1, or a branch of order i merges into a branch of order j ą i). Consider the
subspace
TK,tNiu,tNi,ju “
 
T P TN1,...,NK : N1,2rT s “ N1,2, . . . , NK´1,KrT s “ NK´1,K
(
.
Lemma 7 (Side branch counting lemma, [34]).
ˇˇˇ
TK,tNiu,tNi,ju
ˇˇˇ
“
Kź
j“2
j´1ź
i“1
2Ni,j
ˆNj ´ 1` j´1ř
k“i
Nk,j
Ni,j
˙
.
Lemma 7 is used to obtain the following asymptotic results. Consider Tokunaga
self-similar tree with parameters pa, cq. Such a tree satisfies the strong Horton
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(a) (b)
Fig 20: Entropy rate in Tokunaga trees. (a) Entropy rateH8pa, cq in a Tokunaga
self-similar tree with parameters pa, cq. (b) The difference H8pa, cq ´H8pRq of
entropy rates in a Tokunaga tree with parameters pa, cq and in a tree satisfying
Horton law with Horton exponent Rpa, cq. A double-logarithmic scale is used to
emphasize behavior of the plots at the boundary values. White line corresponds
to a “ c´ 1.
law for mean branch numbers (Def. 19) with the Horton exponent (37)
R “ Rpa, cq “ a` c` 2`
apa` c` 2q2 ´ 8c
2 .
Next, similarly to TR,K , one can define the space Ta,c,K of asymptotically Toku-
naga self-similar trees of order K. Informally, this space includes the trees in
BT |plane such that
ordpT q “ K, NjrT s „ RK´j , and Ni,jpT q
NjpT q „ ac
j´i´1,
where R “ Rpa, cq, and the asymptotic equality „ is taken as K Ñ8.
Theorem 3 (Entropy rate for Tokunaga self-similar trees, [34]). For
given a, c ą 0, let T be a random tree, uniformly sampled from the space Ta,c,K .
Then, the entropy rate
H8pa, cq :“ lim
KÑ8
´Erlog2 PpT qs
2RK´1
“a2
8ÿ
j“1
R´j
ˆ
1´ cj
1´ c `
1
a
˙
log2
ˆ
1´ cj
1´ c `
1
a
˙
` aR2pR´ cqpR´ 1q `
log2 a
2pR´ 1q ´
aRc log2 c
2pR´ cq2pR´ 1q . (57)
Figure 20(a) illustrates the entropy rate H8pa, cq.
If a “ c ´ 1, then R “ 2c by (37), and the equation (57) simplifies, leading
to the following corollary.
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Corollary 1 ([34]). Let T be a random tree, uniformly sampled from the space
Ta,c,K with c ą 1 and a “ c ´ 1. Then T satisfies the strong Horton law (29)
with R “ 2c, and the entropy rate is given by
H8pc´ 1, cq “ 1´ 1´Hp1{cq2´ 1{c “ H8pRq, (58)
where Hpzq is the binary entropy function (50) and H8pRq is defined by (49).
Figure 20(b) illustrates this result, by showing how the difference of entropy
rates H8pa, cq ´ H8pRq decreases away from the line a “ c ´ 1. The special
place for the line a “ c ´ 1 within the parameter space of the Tokunaga self-
similar random trees was observed earlier in [139, 83, 84]. See Remark 11. The
constraint a “ c ´ 1 will reappear in many instances in Sect. 6 of the present
work.
Finally, the maximum value maxH8pa, cq “ 1 is achieved at the special point
pa, cq “ p1, 2q of the special line a “ c ´ 1. Once again, this is not surprising
as pa, cq “ p1, 2q is the parameter value for the Tokunaga self-similarity results
of Sect. 5, presented in the context of the critical binary Galton-Watson trees
GW ` 12 , 12˘ and related processes. We recall that the combinatorial shape T 2 “
shapepT 1q P BT | of the random binary tree T 1 in (55) is distributed according
to GW ` 12 , 12˘ conditioned on #T 2 “ 2N ´ 1.
4.4. Applications
A quantitative understanding of the branching patterns is instrumental in hy-
drology [120, 132, 96, 15, 27, 76], geomorphology [38, 67], statistical seismology
[13, 135, 69, 154, 60, 151, 149], statistical physics of fracture [121], vascular anal-
ysis [72], brain studies [32], ecology [30], biology [137], and beyond, encouraging
a rigorous treatment. Introduced in hydrology to describe the dendritic structure
of river networks, which is among the most evident examples of natural branch-
ing, Horton-Strahler [70, 129] and Tokunaga [133] indexing schemes have been
rediscovered and used in other fields. Subsequently, the Horton law (Def. 18) and
Tokunaga self-similarities (Def. 17) have been empirically or rigorously estab-
lished in numerous observed and modeled systems [108]. This includes hydrology
(see Sect. 4.4.1), vein structure of botanical leaves [108, 137], diffusion limited
aggregation [111, 97, 147], two dimensional site percolation [136, 145, 152, 153], a
hierarchical coagulation model of Gabrielov et al. [58] introduced in the frame-
work of self-organized criticality, and a random self-similar network model of
Veitzer and Gupta [139] developed as an alternative to the Shreve’s random
topology model for river networks. The Horton exponent commonly reported in
empirical studies is within the range 3 ă R ă 6. Curiously, it has been observed
in [83] that the critical Tokunaga model (Sect. 6.5) with this range of Horton
exponents generates trees with fractal dimension in the range « p1.6, 3q, which
includes all the trees that may exist in a three-dimensional world, excluding
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the range ă 1.6 that corresponds to almost “linear”, and probably less studied,
trees.
4.4.1. Hydrology
An illuminating natural example of Horton laws and Tokunaga self-similarity
is given by the combinatorial structure of river networks (Figs. 2,3). The hy-
drological Horton law was first described by Robert E. Horton [70] who no-
ticed that the empirical ratio NK{NK`1 in river streams is close to 4. This
observation has been strongly corroborated in numerous observational studies
[75, 124, 91, 113, 131, 62, 120, 101, 134]. See Barndorff-Nielsen [17] for a 1993
survey for probabilists.
Write ZK for the value of a selected statistic Z averaged over basins/channels
of orderK. This can be basin area, basin magnitude (number of leaves in the tree
that describes the basin), the lengths of the longest channel, the total channel
lengths, etc. The Horton law approximates the growth of ZK with order as a
geometric sequence: ZK 9 RKZ with RZ ą 1. Informally, this suggests that the
order K of a channel (branch) or a subbasin (subtree) is proportional to lnpZKq,
where ZK can be interpreted as the channel/basin “size”. If statistic Z satisfies
the Horton law with exponent RZ , and the branch counts NK satisfy the Horton
law (1) with Horton exponent R, then
ZK 9 N´αK , with α “
lnRZ
lnR .
A similar power relation holds for any pair of statistics that satisfy the Horton
law. A well studied example is the Hack’s law that relates the length L of the
longest stream to the basin area A via L 9 Ah with h « 0.6 [119].
Furthermore, it has been shown that river networks are closely approximated
by a two-parametric Tokunaga self-similar model (Def. 17) with parameters
that are independent of river’s geographic location [133, 113, 38, 155]. The
Tokunaga model closely predicts values of the Horton exponents for multiple
basin statistics with only two parameters (see Fig. 3).
Discovery of the Horton law prompted exploration of various branching mod-
els, most popular of which is the critical binary Galton-Watson tree (Sect. 5),
also known in hydrology as Shreve’s random topology model [124, 125]; it is
conditionally equivalent to the uniform distribution on planar binary trees with
a fixed number of leaves [116]. This model has the Horton exponent R “ 4
and Tokunaga parameters pa, cq “ p1, 2q; see Thm. 4. For long time, the crit-
ical binary Galton-Watson tree has remained the only well-known probability
model for which the Horton and Tokunaga self-similarity was rigorously es-
tablished, and whose Horton-Strahler ordering has received attention in the
literature [124, 125, 73, 17, 36, 113, 112, 143, 148, 29]. The model has been
particularly popular in hydrology as an approximation to the topology of the
observed river networks [132]. Scott Peckham [113] has first explicitly noticed,
by performing a high-precision extraction of river channels for Kentucky River,
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Kentucky and Powder River, Wyoming, that the Horton exponents and Toku-
naga parameters for the observed rivers significantly deviate from that for the
Galton-Watson model. He reported values R « 4.6 and pa, cq « p1.2, 2.5q and
emphasized the importance of studying a broad range of Horton exponents and
Tokunaga parameters. The general interest to fractals and self-similar structures
in natural sciences during the 1990s resulted in a quest, mainly inspired and led
by Donald Turcotte, for Tokunaga self-similar tree graphs of diverse origin. As
a result, the Horton and Tokunaga self-similarity, with a broad range of respec-
tive parameters, have been empirically or rigorously established in numerous
observed and modeled systems, well beyond river networks.
4.4.2. Computer science
The Horton-Strahler orders are known in computer science as the register func-
tion or register number. They first appeared in the 1958 paper by Ershov [49]
as the minimal number of memory registers required for evaluating a binary
arithmetic expression.
A study of Flajolet et al. [55] concerns calculating the average register function
in a random plane planted binary tree with n leaves. That is, let the random
tree T be uniformly sampled from all Cn´1 trees in the subspace BT |planepnq
of BT |plane defined in (51), where Cn is the Catalan number (54). Following
Rem. 7, we know that the combinatorial shape shapepT q P BT | of such binary
tree T can also be obtained by sampling from the Galton-Watson distribution
GW ` 12 , 12˘ conditioned on #T “ 2n´1. The work [55] finds the average register
function (Horton-Strahler order) in a random binary tree T d„ Unif`BT |planepnq˘,
E
“
ordpT q‰ “ 1` 1
Cn
n´1ÿ
j“1
v2pjq
„ˆ
2n
n` j ` 1
˙
´ 2
ˆ
2n
n` j
˙
`
ˆ
2n
n` j ´ 1
˙
,
where v2pnq is known as the dyadic valuation of n. Specifically, the dyadic val-
uation of n is the cardinality of the inverse image of
fpp, kq “ k2p : Z` ˆ NÑ N,
i.e., v2pnq “
ˇˇtpp, kq P Z` ˆ N : k2p “ nuˇˇ.
In addition, Flajolet et al. [55] proved that for T d„ Unif`BT |planepnq˘,
E
“
ordpT q‰ “ log4 n`D` log4 n˘` op1q, as nÑ8, (59)
where Dp¨q is a particular continuous periodic function of period one, explicitly
derived in [55]. We illustrate Eq. (59) below in Fig. 50(a), which closely repro-
duces Fig. 6 from the original paper by Flajolet et al. [55]. Equation (59) is
related to the tree size asymptotic (35) of Thm. 1, with the Horton exponent
R “ 4.
For more on register functions see [56, 117, 104, 41, 64] and references therein.
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5. Critical binary Galton-Watson tree
The critical binary Galton-Watson tree is pivotal for the theory of random trees
and for diverse applications because of its transparent generation process and
multiple symmetries. This section summarizes some properties of this tree used
in our further discussion.
5.1. Combinatorial case
Here we discuss the combinatorial binary Galton-Watson trees.
5.1.1. Horton and Tokunaga self-similarities
Burd, Waymire, and Winn [29] have first recognized a special position held
by the critical binary tree with respect to the Horton pruning in the space of
Galton-Watson distributions GWptqkuq on T |. We now state the main result of
[29] using the language of the present work.
Theorem 4 (Horton self-similarity of Galton-Watson trees, [29]). Con-
sider a collection of Galton-Watson measures GWptqkuq on T |. The following
statements are equivalent:
(a) A distribution is Horton self-similar (Def. 10);
(b) A distribution is mean Horton self-similar (Def. 14,16);
(c) A distribution is Tokunaga self-similar (Def. 17);
(d) A distribution is critical binary: q0 “ q2 “ 1{2.
Furthermore, the critical binary distribution has Tokunaga sequence Tj “ 2j´1,
j ě 1, which corresponds to Tokunaga self-similarity with pa, cq “ p1, 2q and
strong Horton law with exponent R “ 4.
The following statement provides a useful characterization of the critical binary
Galton-Watson tree.
Proposition 6 ([29]). Suppose T d„ GWp1{2, 1{2q. Then, the tree order ordpT q
has geometric distribution:
ordpT q d„ Geom1p1{2q.
Furthermore, let bj be a branch of order j ě 2 in T selected uniformly and
randomly among all branches of order j in T . Then, the total number mj ě 0
of side branches within the branch bj is geometrically distributed:
mj
d„ Geom0p21´jq, j ě 2.
In particular,
Epmjq “ 2j´1 ´ 1 “ T1 ` ¨ ¨ ¨ ` Tj´1, j ě 2,
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where Ti “ 2i´1, i ě 1, are the Tokunaga coefficients. Conditioned on mj, each
side branch within bj is assigned order i independently of other side branches
with probability
Tj´i
T1 ` ¨ ¨ ¨ ` Tj´1 , i “ 1, . . . , j ´ 1.
Notably, critical non-binary Galton-Watson trees converge to the critical binary
tree under consecutive Horton pruning, as described in the following statement.
Theorem 5 (Attraction property of critical binary Galton-Watson
tree, [29]). Suppose a Galton-Watson measure µ ” GWptqkuq on T | satis-
fies the following conditions:
• The measure µ is critical, i.e. q1 ‰ 1 and řk kqk “ 1;
• The measure µ has a.s. bounded offspring number, i.e. there exists such
j0 ě 2 that qj “ 0 for any j ě j0.
Then, for any τ P T |
lim
nÑ8µ
`RnpT q “ τ |RnpT q ‰ φ˘ “ µ˚pτq,
where µ˚ denotes the critical binary Galton-Watson measure on T |:
µ˚ “
" GWp 12 , 12 q on BT |,
0 on T |zBT |. (60)
The Markov structure of the Galton-Watson tree T d„ GWptqkuq ensures the
existence of the following additional properties:
(i) The forest of trees obtained by removing the edges and the vertices below
combinatorial depth d ě 0 has the same frequency structure as the original
space GWptqkuq;
(ii) A subtree rooted in a uniform random vertex of T has the same distribu-
tion as T ; and
(iii) The forest of trees obtained by considering subtrees rooted at every vertex
of T approximates the frequency structure of the entire space of trees when
the order of T increases.
We define these properties more formally in Sect. 6.7. Combined with the Hor-
ton self-similarity of Thm. 4, they further highlight very special symmetries of
the critical binary Galton-Watson distribution GWp 12 , 12 q. Stated loosely, this
distribution is invariant with respect to various form of cutting, either from
the leaves down or from the root up. Moreover, this is the only distribution
that enjoys all these invariances in the family of Galton-Watson distributions
GWptqkuq. Analysis of real world data (e.g. [113, 108]), however, reveals self-
similar tree-like structures with Tokunaga parameters and Horton exponents
different from those in the critical binary Galton-Watson model. This motivates
one to look for invariant tree models outside of the Galton-Watson family. In
Sect. 6.5, we construct a one parameter family of trees, called critical Tokunaga
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trees, that inherit all the invariant properties mentioned in this section and in-
clude the critical binary Galton-Watson tree as a special case. In particular, it
generates self-similar trees with Horton exponents 2 ď R ă 8.
5.1.2. Dynamics of branching probabilities under Horton pruning
The following result of Burd et al. [29] clarifies the Horton self-similarity of the
critical binary Galton-Watson tree and absence of such in non-critical case.
Theorem 6 (Dynamics of branching [29, Proposition 2.1]). Consider a
critical or subcritical combinatorial binary Galton-Watson probability measure
µ0 “ GWpq0, q2q on BT |, i.e. require q0 ` q2 “ 1 and q2 ď 1{2. Construct a
recursion by repeatedly applying Horton pruning operation R as follows. Starting
with k “ 0, and for each consecutive integer, let νk “ R˚pµkq be the pushforward
probability measure induced by the pruning operator, i.e.,
νkpT q “ µk ˝R´1pT q “ µk
`R´1pT q˘,
and set
µk`1pT q “ νk pT |T ‰ φq .
Then for each k ě 0, distribution µkpT q is a binary Galton-Watson distribution
GWpqpkq0 , qpkq2 q with qpkq0 and qpkq2 constructed recursively as follows: start with
q
p0q
0 “ q0 and qp0q2 “ q2, and let
q
pk`1q
2 “
”
q
pkq
2
ı2
”
q
pkq
0
ı2 ` ”qpkq2 ı2 , q
pk`1q
0 “ 1´ qpk`1q2 . (61)
Consequently, a combinatorial binary Galton-Watson probability distribution
GWpq0, q2q is prune-invariant as in the Def. 8 if and only if it is critical, i.e.,
q0 “ q2 “ 1{2.
5.1.3. The Central Limit Theorem and the strong Horton law for branch counts
For a given N P N, consider T d„ Unif`BT |planepNq˘. Following Remark 7, we
know that shapepT q d„
´
GW ` 12 , 12˘ ˇˇˇ#T “ 2N ´ 1¯. The branch counts
N
pNq
j rT s :“
´
NjrT s; T d„ Unif
`BT |planepNq˘¯
are integer valued random variables induced by T . They are the same for T
and shapepT q, i.e., N pNqj rshapepT qs “ N pNqj rT s. The following Law of Large
Numbers was proved in Wang and Waymire [143] (Theorem 2.1).
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Theorem 7 (LLN for order two branches, [143]). For a random tree
T
d„ Unif`BT |planepNq˘,
N
pNq
2 rT s
N
pÑ 4´1 as N Ñ8. (62)
Recall that we know from Theorem 6 that the critical binary Galton-Watson
tree is invariant under the Horton pruning operationR. Thus, the strong Horton
law for branch numbers is deduced from Theorem 7 as follows.
Corollary 2 (The strong Horton law for branch counts). For a random
tree T d„ Unif`BT |planepNq˘ and for all j P N,
N
pNq
j rT s
N
pÑ 4´pj´1q as N Ñ8. (63)
Proof. For a fixed integer k ą 1 and a tree TGW d„ GW ` 12 , 12˘, we have for any
positive integers N and M ď 2´pk´1qN ,´
Rk´1`TGW˘ ˇˇˇN pNq1 rTGWs “ N, N pNqk rTGWs “M¯ (64)
d“
´
Rk´1`TGW˘ ˇˇˇN pNqk rTGWs “M¯ d“ ´TGW ˇˇˇN pNq1 rTGWs “M¯
as Rk´1pTGWq d“ TGW by the Horton prune-invariance Theorem 6 (and a more
general statement in Theorem 24 of Sect. 9.4). The first equality in (64) can be
easily verified from permutability of attachments of smaller order branches to
the larger order branches. Specifically, the event N pNqk rTGWs “M is equivalent
to the event that the pruned treeRk´1`TGW˘ will have #Rk´1`TGW˘ “ 2M´1
edges. Thus, conditioned of the combinatorial shape Rk´1`TGW˘, all com-
plete subtrees Tv (see Def. 5(6)) of T such that ordpTvq “ ordpvq ă k and
ordpparentpvqq ě k will be attached to the edges and leaves ofRk´1`TGW˘ in the
same number of ways, for each Rk´1`TGW˘ satisfying #Rk´1`TGW˘ “ 2M ´1
edges.
Thus, for a fixed k P N and a random tree
T
d„ Unif`BT |planepNq˘,
we have by (64),´
Rk´1pT q
ˇˇˇ
N
pNq
k rT s “M
¯
d„ Unif`BT |planepMq˘
for all M ď 2´pk´1qN . Hence, Thm. 7 implies˜
N
pNq
k rT s
N
pNq
k´1rT s
ˇˇˇ
ordpT q ě k
¸
“
˜
N
pNq
2
“Rk´1pT q‰
N
pNq
1
“Rk´1pT q‰
ˇˇˇ
ordpT q ě k
¸
pÑ 4´1 as N Ñ8.
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Next, we let 00 “ 0 as here N pNqk rT s ď N pNqk´1rT s, and
N
pNq
k´1rT s “ 0 implies N pNqk rT s “ 0.
Then, as lim
NÑ8,P
`
ordpT q ă k˘ “ 0 we have
N
pNq
k rT s
N
pNq
k´1rT s
pÑ 4´1 as N Ñ8. (65)
Finally, iterating (65), we obtain
N
pNq
j rT s
N
“ N
pNq
j rT s
N
pNq
j´1 rT s
N
pNq
j´1 rT s
N
pNq
j´2 rT s
. . .
N
pNq
2 rT s
N
pÑ 4´pj´1q as N Ñ8.
Following Theorem 7, the corresponding Central Limit Theorem was proved in
Wang and Waymire [143] (Theorem 2.4).
Theorem 8 (CLT for order two branches, [143]). For a random tree
T
d„ Unif`BT |planepNq˘,
?
N
˜
N
pNq
2 rT s
N
´ 14
¸
dÑ Np0, 4´2q as N Ñ8. (66)
Next, using the pruning framework, the following Central Limit Theorem for
N
pNq
j rT s is readily obtained as a direct consequence of the original Theorem
8 of Wang and Waymire [143] and the Horton prune-invariance (Def. 8) of
GW ` 12 , 12˘ as stated in Theorem 6, and a more general statement that will
appear in Theorem 24 of Sect. 9.4.
Corollary 3 (CLT for branch numbers, [146]). For a random tree T d„
Unif
`BT |planepNq˘,
?
N
˜
N
pNq
j`1 rT s
N
pNq
j rT s
´ 14
¸
dÑ Np0, 4r´3q as N Ñ8, (67)
where we set 00 “ 0.
Proof. Pruning T d„ Unif`BT |planepNq˘ iteratively j ´ 1 times, we obtain T d„
Unif
´
BT |plane
`
N
pNq
j rT s
˘¯
, where for the case when j ą ordpT q andN pNqj rT s “ 0,
we set BT |planep0q :“ tφu. Hence, Theorem 8 immediately impliesb
N
pNq
j rT s
˜
N
pNq
j`1 rT s
N
pNq
j rT s
´ 14
¸
dÑ Np0, 4´2q as N Ñ8. (68)
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Thus, substituting (63) into (68), we obtain (67).
The limit (67) was derived by Yamamoto [146] directly, after a series of
technically involved calculations.
5.2. Metric case
In this section we turn to the trees in BL|. In particular, we will assign i.i.d.
exponential lengths to the edges of a critical plane binary Galton-Watson tree
GWplanep 12 , 12 q in T |, thus obtaining what will be called the exponential critical
binary Galton-Watson tree.
Definition 22 (Exponential critical binary Galton-Watson tree). We
say that a random tree T P BL|plane is an exponential critical binary Galton-
Watson tree with (edge length) parameter λ ą 0, and write T d„ GWpλq, if the
following conditions are satisfied:
(i) p-shape(T ) is a critical plane binary Galton-Watson tree GWplanep 12 , 12 q;
(ii) conditioned on a given p-shape(T ), the edges of T are sampled as inde-
pendent Exppλq random variables, i.e., random variables with probability
density function (p.d.f.)
φλpxq “ λe´λx1txě0u. (69)
The branching process that generates an exponential critical binary Galton-
Watson tree is known as the continuous time Galton-Watson process, and is
sometimes simply called Markov branching process [66].
5.2.1. Length of a Galton-Watson random tree GWpλq
Recall the modified Bessel functions of the first kind
Iνpzq “
8ÿ
n“0
`
z
2
˘2n`ν
Γpn` 1` νqn! .
Lemma 8. Suppose T d„ GWpλq is an exponential critical binary Galton-
Watson tree with parameter λ. The total length lengthpT q of the tree T has
the p.d.f.
`pxq “ 1
x
e´λxI1
`
λx
˘
, x ą 0. (70)
Proof. Recall that the number of different combinatorial shapes of a planted
plane binary tree with n` 1 leaves, and therefore 2n` 1 edges, is given by the
Catalan number (54), i.e.,ˇˇBT |planepn` 1qˇˇ “ Cn “ 1n` 1
ˆ
2n
n
˙
“ p2nq!pn` 1q!n! .
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The total length of 2n` 1 edges is a gamma random variable with parameters
λ and 2n` 1 and density function
γλ,2n`1pxq “ λ
2n`1x2ne´λx
Γp2n` 1q , x ą 0.
Hence, the total length of the tree T has the p.d.f.
`pxq “
8ÿ
n“0
Cn
22n`1 ¨
λ2n`1x2ne´λx
p2nq! “
8ÿ
n“0
λ2n`1x2ne´λx
22n`1pn` 1q!n!
“ 1
x
e´λx
8ÿ
n“0
`
λx
2
˘2n`1
Γpn` 2qn! “
1
x
e´λxI1
`
λx
˘
. (71)
Next, we compute the Laplace transform of `pxq. By the summation formula in
(71),
L`psq “
8ż
0
8ÿ
n“0
Cn
22n`1 ¨
λ2n`1x2ne´pλ`sqx
p2nq! dx
“
8ÿ
n“0
Cn
22n`1 ¨
ˆ
λ
λ` s
˙2n`1 8ż
0
pλ` sq2n`1x2ne´pλ`sqx
p2nq! dx
“
8ÿ
n“0
Cn
22n`1 ¨
ˆ
λ
λ` s
˙2n`1
“ Z ¨ cpZ2q,
where we let Z “ λ2pλ`sq , and the characteristic function of Catalan numbers
cpzq “
8ÿ
n“0
Cnz
n “ 2
1`?1´ 4z (72)
is well known. Therefore
L`psq “ Z ¨ cpZ2q “ λ
λ` s`apλ` sq2 ´ λ2 . (73)
Note that the Laplace transform L`psq could be derived from the total prob-
ability formula
`pxq “ 12φλpxq `
1
2φλ ˚ ` ˚ `pxq, (74)
where φλpxq is the exponential p.d.f. (69). Thus, L`psq solves
L`psq “ 12
λ
λ` s
´
1` `L`psq˘2¯. (75)
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Corollary 4. The p.d.f. fpxq of the length of an excursion in an exponential
symmetric random walk with parameter λ is given by
fpxq “ 12`px{2q. (76)
Proof. Observe that the excursion has twice the length of a tree GWpλq.
5.2.2. Height of a Galton-Watson random tree GWpλq
Lemma 9 ([85]). Suppose T d„ GWpλq is an exponential critical binary Galton-
Watson tree with parameter λ. Then, the height heightpT q of the tree T has
the cumulative distribution function
Hpxq “ λx
λx` 2 , x ą 0. (77)
Proof. The proof is based on duality between trees and positive real excursions
that we introduce in Sect. 7. In particular, Thm. 18 establishes equivalence
between the level set tree (Sect. 7.2) of a positive excursion of an exponential
random walk (Sect. 7.6) and an exponential critical binary Galton-Watson tree
GWpλq. This implies, in particular, that for a tree T d„ GWpλq the heightpT q
has the same distribution as the height of a positive excursion of an exponential
random walk Yk with Y0 “ 0 and independent increments Yk`1´Yk distributed
according to the Laplace density function φλpxq`φλp´xq2 “ λ2 e´λ|x|, with φλpxq
defined in (69).
Notice that Yk is a martingale. We condition on Y1 ą 0, and consider an
excursion Y0, Y1, . . . , Yτ´ with τ´ “ mintk ą 1 : Yk ď 0u denoting the termi-
nation step of the excursion. For x ą 0, we write
px “ 1´ Hpxq “ P
ˆ
max
j: 0ăjăτ´
Yj ą x
ˇˇˇ
Y1 ą 0
˙
for the probability that the height of the excursion exceeds x. The problem of
finding px is solved using the Optional Stopping Theorem. Let
τx “ mintk ą 0 : Yk ě xu and τ :“ τx ^ τ´.
Observe that
px “ Ppτ “ τx | Y1 ą 0q.
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For a fixed y P p0, xq, by the Optional Stopping Theorem, we have
y “ ErYτ | Y1 “ ys
“ ErYτ | τ “ τ´, Y1 “ ysPpτ “ τ´ | Y1 “ yq
`ErYτ | τ “ τx, Y1 “ ysPpτ “ τx | Y1 “ yq
“ ErYτ | Yτ ď 0, Y1 “ ysP pτ “ τ´ | Y1 “ yq
`ErYτ | Yτ ě x, Y1 “ ysPpτ “ τx | Y1 “ yq
“ ´ 1
λ
Ppτ “ τ´ | Y1 “ yq `
ˆ
x` 1
λ
˙
Ppτ “ τx | Y1 “ yq
“
ˆ
x` 2
λ
˙
Ppτ “ τx | Y1 “ yq ´ 1
λ
.
Hence,
Ppτ “ τx | Y1 “ yq “ y `
1
λ
x` 2λ
.
Thus,
P
´
τ “ τx, 0 ă Y1 ă x | Y1 ą 0
¯
“
xż
0
Ppτ “ τx | Y1 “ yq λe´λydy
“
xż
0
y ` 1λ
x` 2λ
λe´λydy
“ 2
λx` 2 ´ e
´λx,
and therefore,
px “ P
ˆ
max
j: 0ăjăK Yj ą x | Y1 ą 0
˙
“ P
´
τ “ τx, 0 ă Y1 ă x | Y1 ą 0
¯
` P
´
τ “ τx, Y1 ě x | Y1 ą 0
¯
“ 2
λx` 2 ´ e
´λx ` P
´
Y1 ě x | Y1 ą 0
¯
“ 2
λx` 2 .
Hence,
Hpxq “ 1´ px “ λx
λx` 2 .
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We continue examining the height function heightpT q for T d„ GWpλq. This
time, we condition on #T “ 2n ´ 1, i.e., the tree T has n leaves and n ´ 1
internal non-root vertices. We let Hnpxq denote the corresponding conditional
cumulative distribution function,
Hnpxq “ P
`
heightpT q ď x ˇˇ #T “ 2n´ 1˘. (78)
There, for a one-leaf tree,
H1pxq “ 1´ e´λx, (79)
and for n ě 2, the following recursion follows from conditioning on the length
of the stem (root edge),
Hnpaq “
n´1ÿ
k“1
Ck´1Cn´k´1
Cn´1
aż
0
Hkpa´ xqHn´kpa´ xqλe´λx dx, (80)
where Cn is the Catalan number as defined in (54).
Next, we consider the following z-transform:
hpa; zq “
8ÿ
n“1
HnpaqCn´1 zn for |z| ă 1{4. (81)
Then, (79) and (80) imply
hpa; zq “ p1´ e´λaqz `
aż
0
h2pa´ x; zqλe´λx dx
which, if we let y “ a´ x, simplifies to
eλahpa; zq ´ eλaz “
aż
0
h2py; zqλeλy dy ´ z.
We differentiate the above equation, obtaining
B
Bahpa; zq “ λ
´
h2pa; zq ´ hpa; zq ` z
¯
. (82)
Let
x1pzq “ 1`
?
1´ 4z
2 and x2pzq “
1´?1´ 4z
2
be the two roots of x2 ´ x ` z “ 0. Here, x2pzq{z “ 1{x1pzq “ cpzq is the z-
transform of the Catalan sequence Cn, introduced in (72). Then, (82) solves
as
hpa; zq ´ x1pzq “ Φpzqeλa
?
1´4z`hpa; zq ´ x2pzq˘,
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where due to the initial conditions hp0; zq “ 0, we have Φpzq “ x1pzq{x2pzq, and
hpa; zq ´ x1pzq “ x1pzqx2pzqe
λa
?
1´4z`hpa; zq ´ x2pzq˘. (83)
Solution (83) implies
hpa; zq “
2
´
eλa
?
1´4z ´ 1
¯
z
eλa
?
1´4z ´ 1` `eλa?1´4z ` 1˘?1´ 4z . (84)
Here and throughout we use ´pi ă argpzq ď pi branch of the logarithm when
defining
?
1´ 4z for |z| ă 1{4.
Now, since P
`
#T “ 2n´ 1˘ “ 2Cn´14´n, the series expansion (81) implies
Hpaq “ lim
zÒ 14
2 hpa; zq, (85)
where z P p´1{4, 1{4q is real. We substitute (84) into the limit (85),
lim
zÒ 14
2 hpa; zq “ lim
zÒ 14
4
´
eλa
?
1´4z ´ 1
¯
z
eλa
?
1´4z ´ 1` `eλa?1´4z ` 1˘?1´ 4z
“ lim
zÒ 14
4z
1`?1´ 4z ` 2
?
1´4z
eλa
?
1´4z´1
“ 1
1` 2λa
“ λa
λa` 2 , (86)
thus obtaining an alternative proof of formula (77) in Lemma 9.
The asymptotic of the height distribution Hnpaq for a given number of leaves n
was the object of analysis in [79, 144, 61, 44]. In particular, Gupta et al. [61]
extended the results of Kolchin [79], by showing that
lim
nÑ8Hn
ˆ
a
?
n
λ
˙
“ H8paq :“ 1` 2
8ÿ
k“1
p1´ 4k2a2q exp  ´ 2k2a2(. (87)
It was also observed in [61] that H8
´
a
2
?
2
¯
is the distribution function for the
maximum of the Brownian excursion as shown in the work of Durrett and Igle-
hart [43]. The results of [61] were further developed in [44] for more general
trees with edge lengths.
6. Hierarchical Branching Process
Tree self-similarity has been studied primarily in terms of the average values of
selected branch statistics, as defined in Sect. 3.3. Until recently, the only rigorous
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results have been obtained only for a very special classes of Markov trees (e.g.,
binary Galton-Watson trees with no edge lengths, as in Sect. 5.1). At the same
time, solid empirical evidence motivates a search for a flexible class of self-
similar models that would encompass a variety of observed combinatorial and
metric structures and rules of tree growth. In Sec. 3.2 we introduced a general
concept of self-similarity that accounts for both combinatorial and metric tree
structure. In this section we will describe a model called hierarchical branching
process that generates a broad range of self-similar trees (Thm. 9) and includes
the critical binary Galton-Watson tree with exponential edge lengths as a special
case (Thm. 13). We will also introduce a class of critical self-similar Tokunaga
processes (Sect. 6.5) that enjoy additional symmetries — their edge lengths
are i.i.d. random variables (Prop. 10), and subtrees of large Tokunaga trees
reproduce the probabilistic structure of the entire random tree space (Prop. 11).
The results of this section are derived in [84].
The results of Sect. 5 concerned a very narrow class of mean self-similar trees
with Tj “ 2j´1. Among such trees, the self-similarity is established only for the
critical binary Galton-Watson tree GWpγq with independent exponential edge
lengths, i.e., continuous parameter Galton-Watson binary branching Markov
processes; this case corresponds to the scaling exponent ζ “ 2. Next, we con-
struct a multi-type branching process [66, 11] that generates self-similar trees
for an arbitrary sequence Tj ě 0 and for any ζ ą 0; it includes the critical
binary Galton-Watson tree as a special case.
6.1. Definition and main properties
Consider a probability mass function tpKuKě1, a sequence tTkukě1 of nonnega-
tive Tokunaga coefficients, and a sequence tλjujě1 of positive termination rates.
We now define a hierarchical branching process Sptq.
Definition 23 (Hierarchical Branching Process (HBP)). We say that
Sptq is a hierarchical branching process with a triplet of parameter sequences
tTku, tλju, and tpKu, and write
Sptq d„ HBP`tTku, tλju, tpKu˘
if Sptq is a multi-type branching process that develops in continuous time t ą 0
according to the following rules:
(i) The process Sptq starts at t “ 0 with a single progenitor (root branch)
whose Horton-Strahler order (type) is K ě 1 with probability pK .
(ii) Every branch of order j ď K produces offspring (side branches) of every
order i ă j with rate λjTj´i. Each offspring (side branch) is assigned a
uniform random orientation (right or left).
(iii) A branch of order j terminates with rate λj.
(iv) At its termination time, a branch of order j ě 2 splits into two independent
branches of order j ´ 1. The two branches are assigned uniform random
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orientations, i.e., a uniformly randomly selected branch becomes right and
the other becomes left.
(v) A branch of order j “ 1 terminates without leaving offspring.
(vi) Generation of side branches and termination of distinct branches are in-
dependent.
The definition implies that the process Sptq terminates a.s. in finite time. Ac-
cordingly, the branching history of Sptq creates a random binary tree T rSs in
the space BL|plane of planted binary trees with edge lengths and planar em-
bedding. To avoid heavy notations, we sometimes use the process distribution
name HBPp¨, ¨, ¨q, as well as its various special cases introduced below, to also de-
note the measures induced by the process on suitable tree spaces (T |plane, L|plane
BL|plane, etc.)
The next statement describes the branching structure of T rSs.
Proposition 7 (Side-branching in hierarchical branching process, [84]).
Consider a hierarchical branching process Sptq d„ HBP`tTku, tλju, tpKu˘ and let
T rSs be the tree generated by Sptq in BL|plane. For a branch b Ă T rSs of order
K ě 1, let mi :“ mipbq ě 0 be the number of its side branches of order i “
1, . . . ,K ´ 1, and m :“ mpbq “ m1` ¨ ¨ ¨`mK´1 be the total number of the side
branches. Conditioned on m, let li :“ lipbq be the lengths of m` 1 edges within
b, counted sequentially from the initial vertex, and l :“ lpbq “ l1 ` ¨ ¨ ¨ ` lm`1 be
the total branch length. Define
SK :“ 1` T1 ` ¨ ¨ ¨ ` TK
for K ě 0 by assuming T0 “ 0. Then the following statements hold:
1. The tree order satisfies
P pordpT rSsq “ Kq “ pK , K ě 1. (88)
2. The total number mpbq of side branches within a branch b of order K has
geometric distribution:
mpbq d„ Geom0
`
S´1K´1
˘
, K ě 1, (89)
with Ermpbqs “ SK´1 ´ 1 “ T1 ` ¨ ¨ ¨ ` TK´1.
3. Conditioned on the total number m of side branches, the distribution of
vector pm1, . . . ,mK´1q is multinomial with m trials and success probabil-
ities
Ppside branch has order iq “ TK´i
SK´1 ´ 1 . (90)
The vector pord1, . . . , ordmq of side branch orders, where the side branches
are labeled sequentially starting from the initial vertex of b, is obtained
from the sequence
orders “ p1, . . . , 1looomooon
m1 times
, 2, . . . , 2loomoon
m2 times
, . . .K ´ 1, . . . ,K ´ 1qloooooooooomoooooooooon
mK´1 times
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by a uniform random permutation σm of indices t1, . . . ,mu:
pord1, . . . , ordmq “ orders ˝ σm.
4. The total numbers of side branches and orders of side branches are inde-
pendent in distinct branches.
5. The branch length l has exponential distribution with rate λK , independent
of the lengths of any other branch (of any order). The corresponding edge
lengths li are i.i.d. random variables; they have a common exponential
distribution with rate
λKSK´1. (91)
Proof. All the properties readily follow from Def. 23.
Combining properties 2 and 3 of Prop. 7 we find that the number mi of side
branches of order i within a branch b of order K has geometric distribution:
mipbq d„ Geom0
´
r1` TK´is´1
¯
, K ě 1, i ď K ´ 1, (92)
with E rmis “ TK´i. We also notice that the numbers mipbq for i “ 1, . . . ,K´1
within the same branch b are dependent.
Proposition 7 provides an alternative definition of the hierarchical branching
process and suggests a recursive construction of T rSs that does not require time-
dependent simulations. Specifically, a tree of orderK “ 1 consists of two vertices
(root and leaf) connected by an edge of exponential length with rate λ1. Assume
now that we know how to construct a random tree of any order below K ě 2.
To construct a tree of order K, we start with a perfect (combinatorial) planted
binary tree of depth K, which we call skeleton. The combinatorial shapes of
such trees is illustrated in Fig. 13. All leaves in the skeleton have the same
depth K, and all vertices at depth 1 ď κ ď K have the same Horton-Strahler
order K ´ κ ` 1. The root (at depth 0) has order K. Next, we assign lengths
to the branches of the skeleton. Recall (Ex. 1) that each branch in a perfect
tree consists of a single edge. To assign length to a branch b of order κ, with
1 ď κ ď K, we generate a geometric number m d„ Geom0pS´1κ´1q according to
(89) and then m ` 1 i.i.d. exponential lengths li, i “ 1, . . . ,m ` 1, with the
common rate λκSκ´1 according to (91). The total length of the branch b is
l1`¨ ¨ ¨` lm`1. Moreover, branch b has m side branches that are attached along
b with spacings li, starting from the branch point closest to the root. The order
assignment for the side branches is done according to (90). We generate side
branches (each has order belowK) independently and attach them to the branch
b. This completes the construction of a random tree of order K. To construct a
random HBP tree, one first generates a random order K ě 1 according to (88)
and then constructs a tree of order K using the above recursive process.
Next, we establish various forms of self-similarity for the hierarchical branch-
ing process.
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Theorem 9 (Self-similarity of hierarchical branching process, [84]).
Consider a hierarchical branching process Sptq d„ HBP`tTku, tλju, tpKu˘ and let
T :“ T rSs be the tree generated by Sptq on BL|plane. The following statements
hold.
1. The combinatorial tree shapepT q is mean Horton self-similar (according
to Def. 14,16) with Tokunaga coefficients tTku.
2. The combinatorial tree shapepT q is Horton self-similar (according to Def. 10)
with Tokunaga coefficients tTku if and only if
pK “ pp1´ pqK´1 for all K ě 1 and some 0 ă p ă 1.
3. The tree T is Horton self-similar (according to Def. 11) with scaling expo-
nent ζ ą 0 if and only if
pK “ pp1´ pqK´1, K ě 1, and λj “ γ ζ´j , j ě 1,
for some positive γ and 0 ă p ă 1.
Proof. By process construction, the tree T is coordinated in shapes and lengths
(according to Def. 11), with independent complete subtrees.
(1) Proposition 7, part (3) implies that the expected value of the number
N˜i,j of side branches of order i ě 1 within a branch of order j ą i is given
by E
“
N˜i,j
‰ “ Tj´i. The mean self-similarity of Def. 14 with coefficients Tk
immediately follows, using a conditional argument as in (26).
(2) Assume that shape pT q is self-similar. A geometric distribution of orders
is then established in Prop. 1. Inversely, a geometric distribution of orders en-
sures that the total mass µ pHKq, K ě 1, is invariant with respect to pruning.
The conditional distribution of trees of a given order is completely specified by
the side branch distribution, described in Proposition 7, parts (1)-(3). Consider
a branch of order K ` 1, K ě 1. Pruning decreases the orders of this branch,
and all its side branches, by unity. Pruning eliminates a random geometric num-
ber m1 of side-branches of order 1 from the branch. It acts as a thinning with
removal probability TK{pSK´1q on the total side branch count m. Accordingly,
the total side branch count after pruning has geometric distribution with success
probability
qR “ S´1K´1.
The order assignment among the remaining side branches (with possible orders
i “ 1, . . . ,K ´ 1) is done according to multinomial distribution with probabili-
ties proportional to TK´i. This coincides with the side branch structure in the
original tree, hence completing the proof of (2).
(3) Having proven (2), it remains to prove the statement for the length struc-
ture of the tree. Assume that T is self-similar with scaling exponent ζ. The
branches of order j ě 2 become branches of order j´1 after pruning, which ne-
cessitates λj “ ζ λj´1. Inversely, pruning acts as a thinning on the side branches
within a branch of order K ` 1, eliminating the side branches of order ord “ 1.
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Accordingly, the spacings between the remaining side branches are exponentially
distributed with a decreased rate
λK`1SK´1 “ ζ λKSK´1.
Comparing this with (91), and recalling the self-similarity of shape pT q, we
conclude that Def. 11 is satisfied with scaling exponent ζ.
6.2. Hydrodynamic limit
Here we analyze the average numbers of branches of different orders in a hierar-
chical branching process, using a hydrodynamic limit. Specifically, let nxpnqj psq
be the number of branches of order j at time s observed in n independent copies
of the process S. Let Njpsq be the number of branches of order j ě 1 in the
process S at instant s ě 0. We observe that, by the law of large numbers,
x
pnq
j psq a.s.ÝÑ E rNjpsqs “: xjpsq.
Theorem 10 (Hydrodynamic limit for branch dynamics, [84]). Suppose
that the following conditions are satisfied:
L :“ lim sup
kÑ8
T
1{k
k ă 8, (93)
and
sup
jě1
λj ă 8, lim sup
jÑ8
λ
1{j
j ď 1{L. (94)
Then, for any given T ą 0, the empirical process
xpnqpsq “
´
x
pnq
1 psq, xpnq2 psq, . . .
¯T
, s P r0, T s,
converges almost surely, as nÑ8, to the process
xpsq “
´
x1psq, x2psq, . . .
¯T
, s P r0, T s,
that satisfies
9x “ GΛx with the initial conditions xp0q “ pi :“
8ÿ
K“1
pKeK , (95)
where Λ “ diagtλ1, λ2, . . .u is a diagonal operator with the entries λ1, λ2, . . . ,
ei are the standard basis vectors, and operator G defined in Eq. (41).
Proof. The process xpnqpsq evolves according to the transition rates
qpnqpx, x` `q “ nβ`
ˆ
1
n
x
˙
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with
β`pxq “
$’’’&’’’%
λ1x1 if ` “ ´e1,
λi`1xi`1 if ` “ 2ei ´ ei`1, i ě 1,
8ř
j“i`1
λjTj´ixj if ` “ ei, i ě 1.
Here the first term reflects termination of branches of order 1; the second term
reflects termination of branches of orders i ` 1 ą 1, each of which results in
creation of two branches of order i; and the last term reflects side-branching.
Thus, the infinitesimal generator of the stochastic process xpnqpsq is
Lnfpxq “ nλ1x1
„
f
ˆ
x´ 1
n
e1
˙
´ fpxq

`
8ÿ
i“1
nλi`1xi`1
„
f
ˆ
x´ 1
n
ei`1 ` 2
n
ei
˙
´ fpxq

`
8ÿ
i“1
˜ 8ÿ
j“i`1
nλjTj´ixj
¸„
f
ˆ
x` 1
n
ei
˙
´ fpxq

. (96)
Let
F pxq :“
ÿ
`
β`pxq “ ´λ1x1e1`
8ÿ
i“1
λi`1xi`1p2ei´ei`1q`
8ÿ
i“1
˜ 8ÿ
j“i`1
λjTj´ixj
¸
ei.
The convergence result of Kurtz ([50, Theorem 2.1, Chapter 11], [87, Theorem
8.1]) given here in Appendix A extends (without changing the proof) to the
Banach space `1pRq provided the same conditions are satisfied for `1pRq as for
Rd in Theorem 33. Specifically, we require that for a compact set C in `1pRq,ÿ
`
}`}1 sup
xPC
β`pxq ă 8, (97)
and there exists MC ą 0 such that
}F pxq ´ F pyq}1 ďMC}x´ y}1, x, y P C. (98)
Here the condition (97) follows from
ÿ
i
sup
xPC
|λixi| ă 8 and
ÿ
i
sup
xPC
8ÿ
j“i`1
λjTj´i|xj | ă 8,
which in turn follow from conditions (94). Similarly, Lipschitz conditions (98)
are satisfied in C due to conditions (94). Thus, by Theorem 33 extended for
`1pRq, the process xpnqpsq converges almost surely to xpsq that satisfies 9x “ F pxq,
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which expands as the following system of ordinary differential equations:$’’’’’’’&’’’’’’’%
x11psq “ ´λ1x1 ` λ2pT1 ` 2qx2 ` λ3T2x3 ` . . .
x12psq “ ´λ2x2 ` λ3pT1 ` 2qx3 ` λ4T2x4 ` . . .
...
x1kpsq “ ´λkxk ` λk`1pT1 ` 2qxk`1 ` λk`2T2xk`2 ` . . .
...
(99)
with the initial conditions xp0q “ lim
nÑ8x
pnqp0q “ pi :“
8ř
K“1
pKeK by the law of
large numbers. Finally, we observe that }pi}1 “ 1, and conditions (94) imply
that GΛ is a bounded operator in `1pRq.
6.3. Criticality and time invariance
6.3.1. Definitions
Assume that the hydrodynamic limit xpsq, and hence the averages xjpsq, exist.
Write pi “
8ř
K“1
pKeK for the initial distribution of the process. Consider the
average progeny of the process, that is the average number of branches of any
order alive at instant s ě 0:
Cpsq “
8ÿ
j“1
xjpsq “
›››eGΛspi›››
1
.
Definition 24. A hierarchical branching process Spsq is said to be critical if its
average progeny is constant: Cpsq “ 1 for all s ě 0.
Definition 25. A hierarchical branching process Spsq is said to be time-invariant
if
eGΛspi “ pi for all s ě 0. (100)
Proposition 8. Suppose the hydrodynamic limit xpsq exists, and the hierarchi-
cal branching process Spsq is time-invariant. Then the process Spsq is critical.
Proof. Cpsq “ }xpsq}1 “ }eGΛspi}1 “ }pi}1 “ 1.
Recall the function tˆpzq “ ´1`2z`řj zj Tj defined in Eq. (31) for all complex|z| ă 1{L, where the inverse radius of convergence L is defined in Eq. (93). We
also recall that there is a unique real root w0 of tˆpzq within p0, 12 s. We formulate
some of the results below in terms of tˆpzq and the Horton exponent R :“ w´10 ;
see Theorem 1.
Proposition 9. Suppose Λpi is a constant multiple of the geometric vector
v0 “
8ř
K“1
R´KeK . Then the process Spsq is time-invariant.
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Proof. Observe that since tˆ
`
R´1
˘ “ 0 and G is a Toeplitz operator,
Gv “ tˆpwqv for v “
8ÿ
K“1
wKeK , |w| ă L.
and
Gv0 “ tˆ
`
R´1
˘
v0 “ 0 for v0 :“
8ÿ
K“1
R´KeK .
Hence GΛpi “ tˆ `R´1˘Λpi “ 0 and
eGΛspi “ pi `
8ÿ
m“1
sm
m! pGΛq
mpi “ pi.
Remark 8. Proposition 9 states that the condition
λK pK “ bR´K ,K ě 1 (101)
is sufficient for time-invariance, for any proportionality constant b ą 0. This
implies that a time-invariant process can be constructed for
(i) an arbitrary sequence of Tokunaga coefficients tTku satisfying (93) – by
selecting λK pK “ bR´K ;
(ii) arbitrary sequences tTku satisfying (93) and tpKu – by selecting λK “
bR´K p´1K ;
(iii) arbitrary sequences tTku satisfying (93) and tλKu – by selecting pK “
bR´K λ´1K .
At the same time, arbitrary sequences tλKu, tpKu will not, in general, satisfy
(101) and hence will not correspond to a time-invariant process.
6.3.2. Criticality and time-invariance in a self-similar process
A convenient characterization of criticality can be established for self-similar
hierarchical branching processes. Recall that by Theorem 9, part (3), a self-
similar process Spsq is specified by parameters γ ą 0, 0 ă p ă 1 and length
self-similarity constant ζ ą 0 such that pK “ pp1 ´ pqK´1 and λj “ γ ζ´j . We
refer to a self-similar process by its parameter triplet, and write Spsq d„ Sp,γ,ζpsq.
We denote the respective average progeny by Cp,γ,ζpsq. Observe that in the self-
similar case the first of the conditions (94) is equivalent to ζ ě 1, and the second
is equivalent to ζ ě L. Hence, the conditions (94) are equivalent to ζ ě 1_ L.
Theorem 11 (Average progeny of a self-similar process, [84]). Consider
a self-similar process Sp,γ,ζpsq with 0 ă p ă 1 and γ ą 0. Suppose that (93) is
satisfied and ζ ě 1_ L. Then
Cp,γ,ζpsq
$’&’%
decreases if p ą 1´ ζR ,
“ 1 if p “ 1´ ζR ,
increases if p ă 1´ ζR .
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Proof. The choice of the limits for ζ ensures that the conditions (94) are satisfied
and hence, by Theorem 10, the hydrodynamic limit xpsq exists and the function
Cp,γ,ζpsq is well defined. Now we have
Λpi “ γp1´ p
8ÿ
K“1
`
ζ´1p1´ pq˘KeK ,
and therefore
GΛpi “ tˆ`ζ´1p1´ pq˘Λpi. (102)
Iterating recursively, we obtain
pGΛq2pi “ tˆ`ζ´1p1´ pq˘GΛ2pi “ tˆ`ζ´1p1´ pq˘tˆ`ζ´2p1´ pq˘Λ2pi,
and in general,
pGΛqmpi “ tˆ`ζ´1p1´ pq˘GΛmpi “ « mź
i“1
tˆ
`
ζ´ip1´ pq˘ffΛmpi.
Thus, taking xp0q “ pi,
xpsq “ eGΛspi “ pi `
8ÿ
m“1
sm
m!
«
mź
i“1
tˆ
`
ζ´ip1´ pq˘ffΛmpi. (103)
The average progeny function for fixed values of p P p0, 1q, γ ą 0 and ζ ě 1 can
therefore be expressed as
Cp,γ,ζpsq “
8ÿ
j“1
xjpsq
“ 1`
8ÿ
m“1
sm
m!
«
mź
i“1
tˆ
`
ζ´ip1´ pq˘ff 8ÿ
j“1
`
Λmpi
˘
j
“ 1`
8ÿ
m“1
`
sγ{ζ˘m
m!
«
mź
i“1
tˆ
`
ζ´ip1´ pq˘ff p1´ ζ´mp1´ pq , (104)
since
8ÿ
j“1
`
Λmpi
˘
j
“
8ÿ
j“1
λmj pij “
8ÿ
j“1
γmζ´jmpp1´ pqj´1
“ γmζ´m p1´ ζ´mp1´ pq .
Next, notice that by letting p1 “ 1 ´ ζ´1p1 ´ pq, we have from (104) and
the uniform convergence of the corresponding series for any fixed M ą 0 and
s P r0,M s, that
d
ds
Cp,γ,ζpsq “ γ
ζ
tˆp1´ p1qCp1,γ,ζpsq with Cp,γ,ζp0q “ Cp1,γ,ζp0q “ 1. (105)
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Observe that ζ ě 1 implies p1 ě p and Cp1,γ,ζpsq ď Cp,γ,ζpsq. Also, observe that
tˆp1´ p1q
$’&’%
ă 0 if p ą 1´ ζR ,
“ 0 if p “ 1´ ζR ,
ą 0 if p ă 1´ ζR ,
as tˆ is an increasing function on r0,8q and tˆ`1{R˘ “ 0. This leads to the
statement of the theorem.
Remark 9. If ζ “ 1, then p1 “ p and equation (105) has an explicit solution
Cp,γ,1psq “ exp
 
sγtˆp1´ pq(.
Accordingly,
Cp,γ,1psq
$’&’%
exponentially decreases if p ą 1´R´1,
“ 1 for all s ě 0 if p “ 1´R´1,
exponentially increases if p ă 1´R´1.
This case is further examined in Sect. 6.4. In general, the average progeny
Cp,γ,ζpsq may increase sub-exponentially for p ă 1 ´ ζR . For example, if there
is a nonnegative integer d such that ζd`1 ă R, then for p “ 1 ´ ζd`1R we have
tˆ
`
ζ´d´1p1 ´ pq˘ “ 0. Accordingly, (103) implies that Cp,γ,ζpsq is a polynomial
of degree d.
Theorem 12 (Criticality of a self-similar process, [84]). Consider a self-
similar process Sp,γ,ζpsq with 0 ă p ă 1, γ ą 0. Suppose that (93) is satisfied
and ζ ě 1_ L. Then the following conditions are equivalent:
(i) The process is critical.
(ii) The process is time-invariant.
(iii) The following relations hold: ζ ă R and p “ pc :“ 1´ ζR .
Proof. (i)Ø(iii) is established in Theorem 11. (ii)Ñ(i) is established in Prop 8.
(iii)Ñ(ii): Observe that tˆ `ζ´1p1´ pq˘ “ tˆ `R´1˘ “ 0. Time invariance now
follows from (103).
Remark 10. By Thm. 9, the product λK pK in a self-similar process is given
by
λK pK “ γ p1´ p
ˆ
1´ p
ζ
˙K
for some 0 ă p ă 1, γ ą 0, and ζ ě 1_ L. Hence, a time-invariant process can
be constructed, according to Prop. 9 and (101), by selecting any sequence tTku
such that the unique real zero w0 on r0, 1{2q of the respective function tˆpzq is
given by
w0 “ R´1 “ ζ´1 p1´ pq.
Theorem 12 states that this is the only possible way to construct a time-invariant
process, given that the process is self-similar.
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6.4. Closed form solution for equally distributed branch lengths
Consider a self-similar hierarchical branching process with Λ “ I and xp0q “ eK
for a given integer K ě 1. In other words, we assume λj “ 1 for all j ě 1, which
implies γ “ ζ “ 1.
In this case, the system of equation (99) is finite dimensional,$’’’’’’&’’’’’’%
x11psq “ ´x1 ` pT1 ` 2qx2 ` T2x3 ` . . .` TK´1xK
x12psq “ ´x2 ` pT1 ` 2qx3 ` T2x4 ` . . .` TK´2xK
...
x1K´1psq “ ´xK´1 ` pT1 ` 2qxK
x1Kpsq “ ´xK
(106)
with the initial conditions xp0q “ eK .
Recall the sequence tpjq defined in Eq. (30), and let ypsq “ esxpsq. Then
(106) rewrites in terms of the coordinates of ypsq as follows$’’’’’’’’’&’’’’’’’’’%
y11psq “ tp1qy2 ` tp2qy3 ` . . .` tpK ´ 1qyK
y12psq “ tp1qy3 ` tp2qy4 ` . . .` tpK ´ 2qyK
...
y1K´2psq “ tp1qyK´1 ` tp2qyK
y1K´1psq “ tp1qyK
y1Kpsq “ 0
(107)
with the initial conditions yp0q “ eK . The ODEs (107) can be solved recursively
in a reversed order of equations in the system obtaining for m “ 1, . . . ,K ´ 1,
yK´mpsq “
mÿ
n“1
¨˚
˝ ÿ
i1,...,ině1
i1`...`in“m
tpi1q ¨ . . . ¨ tpinq‹˛‚sn
n! .
Let δ0pjq “ 1tj“0u be the Kronecker delta function. Then we arrive with the
closed form solution
xK´mpsq “ e´syK´mpsq
“ e´s
8ÿ
n“1
pt` δ0q ˚ pt` δ0q ˚ . . . ˚ pt` δ0qloooooooooooooooooooomoooooooooooooooooooon
n times
pmqs
n
n! . (108)
Observe that if we randomize the orders of trees by assigning an order K to a
tree with geometric probability pK “ pp1´ pqK´1, then the above closed form
expression (108) would yield an expression for the average progeny that was
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observed in Remark 9 of this section:
Cpsq “ e´s ` e´s
8ÿ
n“1
8ÿ
m“1
p1´ pqm pt` δ0q ˚ pt` δ0q ˚ . . . ˚ pt` δ0qloooooooooooooooooooomoooooooooooooooooooon
n times
pmq s
n
n!
“ e´s ` e´s
8ÿ
n“1
´
tˆp1´ pq ` 1
¯n sn
n! “ exp
 
stˆp1´ pq( .
6.5. Critical Tokunaga process
We introduce here a class of hierarchical branching processes that enjoy all of
the symmetries discussed in this work – Horton self-similarity, criticality, time-
invariance, strong Horton law, Tokunaga self-similarity, and also have indepen-
dently distributed edge lengths. Despite these multiple constraints, the class is
sufficiently broad, allowing the self-similarity constant ζ (Def. 11, part (iv)) to
take any value ζ ě 1, and the Horton exponent to take any value R ě 2. The
critical binary Galton-Watson process is a special case of this class.
Definition 26 (Critical Tokunaga process). We say that Sptq is a critical
Tokunaga process with parameters (γ, c), and write Sptq d„ STokpt; c, γq, if it is
a hierarchical branching process with the following parameter triplet:
λj “ γ c1´j , pK “ 2´K , and Tk “ pc´ 1q ck´1 (109)
for some γ ą 0, c ě 1.
Proposition 10 (Critical Tokunaga process). Suppose Sptq d„ STokpt; c, γq
and let T rSs be the tree of Sptq. Then,
1. Sptq is a Horton self-similar, critical, and time invariant process
Sptq d„ S 1
2 ,γ,c
ptq.
2. Independently of the combinatorial shape of T rSs, its edge lengths are i.i.d.
exponential random variables with rate γ.
3. We have
tˆpzq “ p1´ 2 c zqpz ´ 1q1´ c z , R “ w
´1
0 “ 2 c, ζ “ L “ c, and p “ 2´1.
Proof. 1. Self-similarity follows from Thm. 9, part (3). Specification of param-
eters (109) implies p “ 2´1 and ζ “ c. The Horton exponent R “ 2c is found
from (37). Criticality and time-invariance now follow from Thm. 12, since here
2´1 “ p “ 1´ ζ
R
“ 1´ c2c “ 2
´1.
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2. To establish the edge lengths property, observe that
tT0 “ 1, Tk “ pc´ 1qck´1, k ě 1u ñ SK “ 1` T1 ` ¨ ¨ ¨ ` TK “ cK ,K ě 0.
Recall from Prop. 7, part(4) that the edge lengths within a branch of order
K ě 1 are i.i.d. exponential r.v.s with rate
λKSK´1 “ γ c1´KcK´1 “ γ.
3. The values of R, p, and ζ are found in 1. The expression for tˆpzq and
equality L “ c are readily obtained from the geometric form of the Tokunaga
coefficients Tk.
Criticality and i.i.d. edge length distribution property characterize the critical
Tokunaga process, as we explain in the following statement.
Lemma 10. Consider a self-similar hierarchical branching process Sptq d„Sp,γ,ζptq
with p P p0, 1q and γ ą 0. Suppose that (93) holds and ζ ě 1 _ L. Let T rSs be
the tree of Sptq. Then, the following conditions are equivalent:
1. Sptq is critical and the edges in T have i.i.d. exponential lengths with rate
γ ą 0.
2. Sptq is a critical Tokunaga process: Sptq d„ S 1
2 ,γ,c
ptq.
Proof. The implication (2 ñ 1) was established in Prop. 10. To show (1 ñ 2),
recall from Prop. 7, Eq. (91), that the edge lengths within a branch of order K
are i.i.d. with rate λKSK´1. If the rate is independent of K, we have for any
K ě 1:
λKSK´1 “ λK`1SK
or
ζ “ λK
λK`1
“ SK
SK´1
.
Given S0 “ 1, we find SK “ ζK , and hence TK “ pζ ´ 1qζK´1. By (37), the
Horton exponent is R “ 2ζ. Criticality implies (Prop. 12, part (iii)):
pc “ 1´ ζ
R
“ 2´1,
which completes the proof.
It follows from the proof of Lemma 10 that the i.i.d. edge length property
alone (and no criticality) is equivalent to the following constraints on the process
parameters:
λj “ γ ζ1´j , and Tk “ pζ ´ 1qζk´1,
while allowing an arbitrary choice of p P p0, 1q. The tree of such process is
Tokunaga self-similar, although not critical unless p “ 2´1.
The next results shows that the critical binary Galton-Watson tree GWpλq
with i.i.d. exponential edge lengths is a special case of the critical Tokunaga
process.
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Theorem 13 (Critical binary Galton-Watson tree, [84]). Suppose Sptq
is a critical Tokunaga process with parameters
λj “ γ21´j , pK “ 2´K , and Tk “ 2k´1 for some γ ą 0, (110)
which means Sptq d„ STokpt; 2, γq. Let T rSs be the tree of Sptq. Then T rSs has
the same distribution on BL|plane as the critical binary Galton-Watson tree with
i.i.d. edge lengths: T rSs d„ GWpγq.
Proof. Consider a tree T d„ GWpγq in BL|plane. We show below that this tree
can be dynamically generated according to Def. 23 of the hierarchical branching
process with parameters (110).
First, notice that by Prop. 6
PpordpT q “ Kq “ 2´K .
We will establish later in Corollary 12 that the length of every branch of order j
in T is exponentially distributed with parameter λj “ γ21´j , which matches the
branch length distribution in the hierarchical branching process (110). Further-
more, by Corollary 12, conditioned onRipT q ‰ φ (which happens with a positive
probability), we have RipT q d„ GWp2´iγq. This means that the distribution of
Galton-Watson trees pruned i times is a linearly scaled version of the original dis-
tribution (the same combinatorial structure, linearly scaled edge lengths). Recall
(Prop. 6) the total number mj of side branches within a branch of order j ě 2
in T is geometrically distributed with mean T1 ` ¨ ¨ ¨ ` Tj´1 “ 2j´1 ´ 1, where
Ti “ 2i´1, i ě 1. Conditioned on mj , the assignment of orders among the mj
side-branches is done according to the multinomial distribution with mj trials
and success probability for order i “ 1, . . . , j´1 given by Tj´i{pT1`¨ ¨ ¨`Tj´1q.
This implies that the leaves of the original tree merge into every branch of the
pruned tree as a Poisson point process with intensity γ “ λjTj´1. Iterating this
pruning argument, the branches of order i merge into any branch of order j in
the pruned tree RipT q as a Poisson point process with intensity γ 2´i “ λjTj´i
for every j ą i.
Finally, the orientation of the two offspring of the same parent in GWpγq
is uniform random, by Def. 22. We conclude that tree GWpγq has the same
distribution on BL|plane as the critical Tokunaga process with parameters (110).
Remark 11. The condition Ti,i`k “ Tk “ a ck´1 was first introduced in hydrol-
ogy by Eiji Tokunaga [133] in a study of river networks, hence the process name.
The additional constraint a “ c´ 1 is necessitated here by the self-similarity of
tree lengths, which requires the sequence λj to be geometric. The sequence of
the Tokunaga coefficients then also has to be geometric, and satisfy a “ c ´ 1,
to ensure identical distribution of the edge lengths, see Prop. 7(4). Recall the
special place case a “ c´ 1 plays for the entropy rate of Tokunaga self-similar
trees as elaborated in Sect. 4.3. See Cor. 1. Interestingly, the constraint a “ c´1
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appears in the random self-similar network (RSN) model introduced by Veitzer
and Gupta [139], which uses a purely topological algorithm of recursive local
replacement of the network generators to construct random self-similar trees.
The importance of the constraint a “ c ´ 1 in purely combinatorial context is
revealed in Sect. 6.7.
6.6. Martingale approach
In this section, we propose a martingale representation for the size and length
of a critical Tokunaga tree of a given order. This leads, via the martingale
techniques, to the strong Horton laws for both these quantities, and allows us
to find the asymptotic order of a tree of a given size. The proposed martingale
representation is related to an alternative construction of a critical Tokunaga
tree, via a Markov tree process on BL|plane.
6.6.1. Markov tree process
Consider a critical Tokunaga process STokpt; c, γq (Def. 26) with c ą 1 (hence
excluding a trivial case c “ 1 of perfect binary trees), and let µ be the measure
induced by this process on BL|plane. Following the notations introduced in Sect.
3.1, Eq. (6), we consider conditional measures
µKpT q “ µpT |ordpT q “ Kq.
Next, we construct a discrete time Markov tree process
 
ΥK
(
KPN on BL
|
plane
such that for each K P N,
ordpΥKq “ K, ΥK d„ µK , and RpΥK`1q “ ΥK . (111)
Let
XK “ N1rΥKs “ 1`#ΥK2 P N
be the number of leaves in ΥK and YK “ lengthpΥKq P R` be the tree length.
We let Υ1 be an I-shaped tree of Horton-Strahler order one, with the edge length
Y1
d„ Exppγq. This tree has one leaf, X1 “ 1.
Conditioned on ΥK , the tree ΥK`1 is constructed according to the following
transition rules. Denote by Υ1K the tree ΥK with edge length scaled by c. That
is, the tree Υ1K is obtained by multiplying the edge lengths in ΥK by c, while
preserving the combinatorial shape and planar embedding:
p-shapepΥ1Kq “ p-shapepΥKq.
Next, we attach new leaf edges to Υ1K at the points sampled by a Poisson point
process with intensity γpc ´ 1qc´1 along Υ1K . We also attach a pair of new
leaf edges to each of the leaves in Υ1K ; there is exactly 2XK such attachments
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(XK pairs). The lengths of all the newly attached leaf edges are i.i.d. exponen-
tial random variables with parameter γ. The left-right orientation of the newly
added edges is determined independently and uniformly. Finally, the tree ΥK`1
consists of Υ1K and all the attached leaves and leaf edges.
Lemma 11. The process
 
ΥK
(
KPN is a Markov process that satisfies (111).
Proof. The process construction readily implies the Markov property, and en-
sures that ordpΥKq “ K and RpΥK`1q “ ΥK . Next, we show that a random
tree ΥK satisfies Def. 23, conditioned on the tree order K ě 1, with the critical
Tokunaga parameters
λj “ γc1´j and Tk “ pc´ 1qck´1.
The tree Υ1 has exponential edge length with parameter λ1 “ γ and no side
branching, hence Υ1 d„ µ1. Assume now that ΥK d„ µK for some K ě 1 and
establish each of the properties of Def. 23, except the tree order property (i),
for ΥK`1.
Property Def. 23(ii). Fix any j such that 1 ă j ď K. Every branch of order
j in ΥK`1 is formed by a branch of order j ´ 1 in ΥK . In particular, the length
of the branch is multiplied by c. Accordingly, every branch of order j within
ΥK`1 produces offspring of every order i such that 1 ă i ă j with rate
c´1
`
λj´1Tpj´1q´pi´1q
˘ “ c´1γc1´pj´1qTj´i “ γc1´jTj´i “ λjTj´i.
By construction, the side branches of order i “ 1 are generated with rate
γpc´ 1qc´1 “ λjTj´1.
This establishes property (ii).
Property Def. 23(iii). Using the same argument as above, each branch of
order j ą 1 in ΥK`1 terminates with rate c´1λj´1 “ λj . By construction, each
branch of order i “ 1 terminates with rate γ “ λ1. This establishes property
(iii).
Properties Def. 23(iv,v,vi) follow trivially from the process construction. This
completes the proof.
Notice that sampling a random variable κ d„ Geom1
` 1
2
˘
independently of the
process ΥK , we have the stopped process Υκ d„ µ.
6.6.2. Martingale representation of tree size and length
By construction, the pairs pXK , YKq and pXK`1, YK`1q are related in an itera-
tive way as follows. Conditioned on the values of pXK , YKq, we have
XK`1 “ 2XK ` VK , (112)
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where VK d„ Poi
`
γpc´1qYK
˘
is the number of side branches of order one attached
to Υ1K . Next, conditioning on XK`1, we have
YK`1 “ UK ` cYK , (113)
where UK d„ Gamma
`
XK`1, γ
˘
is the sum of XK`1 i.i.d. edge lengths, each
exponentially distributed with parameter γ.
Lemma 12 (Martingale representation). The sequence
MK “ R1´K
´
XK ` γpc´ 1qYK
¯
with K P N (114)
is a martingale with respect to the Markov tree process
 
ΥK
(
KPN.
Proof. Taking conditional expectations in (112) and (113) gives
ErXK`1 |ΥKs “ 2XK ` γpc´ 1qYK , (115)
ErYK`1 |ΥKs “ γ´1ErXK`1 |ΥKs ` cYK
“ 2γ´1XK ` p2c´ 1qYK . (116)
This can be summarized as
E
„ˆ
XK`1
YK`1
˙ ˇˇˇ
ΥK

“M
ˆ
XK
YK
˙
, (117)
where
M “
„
2 γpc´ 1q
2γ´1 2c´ 1

.
The eigenvalues of the matrixM are R “ 2c and 1. The largest eigenvalue equals
the Horton exponent R; the respective eigenspace is y “ 2γ´1x. Equation (117)
implies that
M1´K
ˆ
XK
YK
˙
“ 12c´ 1
¨˝ rR1´K ` 2pc´ 1qsXK ` γpc´ 1qrR1´K ´ 1sYK
2γ´1rR1´K ´ 1sXK ` r2pc´ 1qR1´K ` 1sYK
‚˛
is a vector valued martingale with respect to the Markov tree process
 
ΥK
(
KPN.
Multiplying this martingale by the left eigenvector
´
1, γpc ´ 1q
¯
of M that
corresponds to the largest eigenvalue R, we obtain a scalar martingale with
respect to
 
ΥK
(
KPN:´
1, γpc´ 1q
¯
M1´K
ˆ
XK
YK
˙
“ R1´K pXK ` γpc´ 1qYKq .
This completes the proof.
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Lemma 13. Suppose µ “ STokpt; c, γq is the distribution of a critical Tokunaga
process, and
 
ΥK
(
KPN is the corresponding Markov tree process. Then,
YK{XK Ñ 2γ´1 a.s. as K Ñ8. (118)
Proof. Recall that YK is a sum of 2XK´1 independent edge lengths, each being
exponentially distributed with parameter γ. Thus, sinceXK “ N1rΥKs ě 2K´1,
the Chebyshev inequality implies for any  ą 0,
8ÿ
k“1
P
ˆˇˇˇˇ
YK
XK
´ 2γ´1
ˇˇˇˇ
ě 
˙
ď ´2
8ÿ
k“1
Var
ˆ
YK
XK
´ 2γ´1
˙
ď ´2
8ÿ
k“1
E
«
E
«ˆ
YK
XK
´ 2γ´1
˙2 ˇˇˇ
XK
ffff
“ ´2γ´2
8ÿ
k“1
E
“
X´1K `X´2K
‰
ď ´2γ´2
8ÿ
k“1
´
21´K ` 22p1´Kq
¯
ă 8.
as ErYK |XKs “ 2γ´1XK ´ γ´1 and ErY 2K |XKs “ 4γ´2X2K ´ 3γ´2XK ` γ´1.
Hence, by the Borel-Cantelli lemma, we arrive with the almost sure convergence
in (118).
Lemma 14. Suppose µ “ STokpt; c, γq is the distribution of a critical Tokunaga
process, and
 
ΥK
(
KPN is the corresponding Markov tree process. Then,
P
ˆ
lim
KÑ8R
1´KXK “ 0
˙
“ 0.
Proof. For a given integer x ě 2K´1, we condition on the event XK “ x.
Then, YK is a sum of 2XK ´ 1 “ 2x ´ 1 i.i.d. exponential edge lengths.
Hence, YK d„ Gamma
`
2x ´ 1, γ˘. Finally, recall that in the setup of (112),
VK
d„ Poi`γpc ´ 1qYK˘. Therefore, we can compute the moment generating
function of VK conditioned on the event XK “ x as follows
Mvps;xq :“ E
“
esVK
ˇˇ
XK “ x
‰
“
8ż
0
8ÿ
k“0
eske´γpc´1qy
`
γpc´ 1qy˘k
k!
γ2x´1y2x´2e´γy
Γp2x´ 1q dy
“
8ż
0
e´γ
`
c´pc´1qes
˘
γ2x´1y2x´2
Γp2x´ 1q dy
“ 1`
c´ pc´ 1qes˘2x´1 , (119)
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with the domain s P
´
´8, log cc´1
¯
.
Next, we use (119) in the exponential Markov inequality (a.k.a. Chernoff bound).
For a given ε P
´
0, pc´ 1qc´1
¯
and x ě 2K´1, by (112) we have, for all s ě 0,
P
ˆ
XK`1
RXK
ď 1´ ε ˇˇXK “ x˙
“ P `´sVK ě ´2s`p1´ εqc´ 1˘x ˇˇXK “ x˘
ď e2s
`
p1´εqc´1
˘
xMvp´s;xq
“ e
2s
`
p1´εqc´1
˘
x`
c´ pc´ 1qe´s˘2x´1
“ `c´ pc´ 1qe´s˘ˆ ep1´εqcs
ces ´ pc´ 1q
˙2x
. (120)
We find the extreme value of ep1´εqcsces´pc´1q in (120), and substitute
es “ p1´ εqpc´ 1qp1´ εqc´ 1 “
1´ ε
1´ cc´1ε
into the right hand side of (120), obtaining
P
ˆ
XK`1
RXK
ď 1´ ε ˇˇXK “ x˙
ď `c´ pc´ 1qe´s˘ˆ ep1´εqcs
ces ´ pc´ 1q
˙2x
“ p1´ εq´1
¨˝ˆ
1´ c
c´ 1ε
˙˜
1´ ε
1´ cc´1ε
¸p1´εqc‚˛2x
“ p1´ εq´1 exp
"
´x
ˆ
c
c´ 1ε
2 `Opε3q
˙*
. (121)
Now, since XK ě 2K´1, (121) implies
P
ˆ
XK`1
RXK
ď 1´ ε
˙
“
8ÿ
x“2K´1
P
ˆ
XK`1
RXK
ď 1´ ε ˇˇXK “ x˙PpXK “ xq
ď exp
"
´2K´1
ˆ
c
c´ 1ε
2 `Opε3q
˙*
. (122)
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Next, plugging ε “ 1´ e´1{K2 into (122), we find that
8ÿ
K“1
P
ˆ
XK`1
RXK
ď e´1{K2
˙
ă 8, (123)
and equivalently,
8ÿ
K“1
P
ˆ
log
ˆ
R1´KXK
R´KXK`1
˙
ě 1
K2
˙
ă 8, (124)
Therefore, by the Borel-Cantelli lemma,
P
ˆˇˇˇˇ"
K P N : log
ˆ
R1´KXK
R´KXK`1
˙
ě 1
K2
*ˇˇˇˇ
ă 8
˙
“ 1, (125)
where | ¨ | denotes the magnitude of sets. Hence, as
8ř
K“1
1
K2 ă 8,
P
ˆ
lim
KÑ8R
1´KXK “ 0
˙
“ P
˜
lim
SÑ8
Sź
K“1
R1´KXK
R´KXK`1
“ 8
¸
“ P
˜ 8ź
K“1
R1´KXK
R´KXK`1
“ 8
¸
“ P
˜ 8ÿ
K“1
log
ˆ
R1´KXK
R´KXK`1
˙
“ 8
¸
“ 0. (126)
This completes the proof.
6.6.3. Strong Horton laws in a critical Tokunaga tree
The martingale representation of Lemma 12 has an immediate implication for
the asymptotic behavior of the average size of a critical Tokunaga tree, stated
below.
Corollary 5 (Strong Horton law for mean branch numbers). Suppose
µ “ STokpt; c, γq is the distribution of a critical Tokunaga process with c ě 1.
Then, the following closed form expression holds for all 1 ď k ď K:
p2c´ 1qNkrKs ´ pc´ 1q
p2c´ 1qN1rKs ´ pc´ 1q “ R
1´k, with R “ 2c. (127)
Consequently, µ “ STokpt; c, γq satisfies the strong Horton law for mean branch
numbers (Def. 19). The equation (127) implies, in particular,
N1rKs “ R
K´1c` c´ 1
2c´ 1 “
RK `R´ 2
2pR´ 1q . (128)
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Proof. Since YK is a sum of 2XK ´ 1 independent edge lengths, each expo-
nentially distributed with parameter γ, we have ErYKs “ γ´1p2ErXKs ´ 1q.
Therefore,
ErMKs “ R1´KErXKs ` γpc´ 1qR1´KErYKs
“ p2c´ 1qR1´KErXKs ´ pc´ 1qR1´K .
Furthermore, for all 1 ď k ď K, substituting K ´ k ` 1 instead of K in the
above equation, we obtain
ErMK´k`1s “ p2c´ 1qRk´KErXK´k`1s ´ pc´ 1qRk´K .
Since MK is a martingale (see Lemma 12), we have ErMK´k`1s “ ErMKs.
Hence,
1 “ ErMK´k`1sErMKs “ R
k´1 p2c´ 1qErXK´k`1s ´ pc´ 1q
p2c´ 1qErXKs ´ pc´ 1q
“ Rk´1 p2c´ 1qE
“
NkrΥKs
‰´ pc´ 1q
p2c´ 1qE“N1rΥKs‰´ pc´ 1q
as ErXK´k`1s “ E
“
NkrΥKs
‰
and ErXKs “ E
“
N1rΥKs
‰
. This establishes (127).
The strong Horton law (29) for mean branch numbers follows from (127). The
expression (128) is obtained by using k “ K in (127). This completes the proof.
We also suggest an alternative proof that emphasizes the spectral property of
the transition matrix M of (117).
Alternative proof of Corollary 5. Taking expectation in (117) we obtain, for any
K ą 1, ˆ
ErXKs
ErYKs
˙
“M
ˆ
ErXK´1s
ErYK´1s
˙
“MK´1
ˆ
ErX1s
ErY1s
˙
. (129)
Since YK is a sum of 2XK ´ 1 independent edge lengths, each exponentially
distributed with parameter γ, we have ErYKs “ γ´1p2ErXKs ´ 1q. Recall also
that
´
1, γpc´1q
¯
is the left eigenvector of M that corresponds to the eigenvalue
R. Accordingly, ´
1, γpc´ 1q
¯
MK´1 “ RK´1
´
1, γpc´ 1q
¯
.
Premultiplying (129) by the eigenvector
´
1, γpc´ 1q
¯
we hence obtain
p2c´ 1qErXKs ´ pc´ 1q “ RK´1
´
p2c´ 1qErX1s ´ pc´ 1q
¯
,
which establishes (127), since ErX1s “ E
“
NKrΥKs
‰
and ErXKs “ E
“
N1rΥKs
‰
.
The strong Horton law (29) for mean branch numbers follows from (127). The
expression (128) is obtained by using k “ K in (127). This completes the proof.
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The sizes of trees of distinct orders have fixed asymptotic ratios in a much
stronger (almost sure) sense, as we show below.
Theorem 14. Suppose µ “ STokpt; c, γq is the distribution of a critical Toku-
naga process, and
 
ΥK
(
KPN is the corresponding Markov tree process. Then,
NkrΥKs
N1rΥKs
a.s.Ñ R1´k as K Ñ8. (130)
Proof. Recall that by Lemma 12, MK defined in (114) is a martingale. Also,
MK ą 0 and is in L1 for allK P N. Thus, by the Doob’s Martingale Convergence
Theorem,MK converges almost surely. Hence, by (118), R1´KXK also converges
almost surely, and
lim
KÑ8R
1´KXK “ lim
KÑ8
MK
2c´ 1 . (131)
In other words, for almost every trajectory of the process
 
ΥK
(
KPN, we have
R1´KXK “ R1´KN1rΥKs converging to a finite limit V8, where V8 is a random
variable. Hence, for any k P N, the random sequences
R1´KXK “ R1´KN1rΥKs and Rk´KXK´k`1 “ Rk´KNkrΥKs
converge almost surely to the same finite V8, where V8 ą 0 a.s. by Lemma 14.
The almost sure convergence (130) follows.
The almost sure convergence (130) in Theorem 14 implies the corresponding
week convergence
P
ˆˇˇˇˇ
NkrΥKs
N1rΥKs ´R
1´k
ˇˇˇˇ
ą 
˙
Ñ 0 as K Ñ8,
via the Bounded Convergence Theorem. We restate it as the following corollary.
Corollary 6 (Strong Horton law for branch numbers). The distribution
µ “ STokpt; c, γq of a critical Tokunaga process satisfies the strong Horton law
for branch numbers (Def. 18). That is, for any  ą 0,
µK
ˆˇˇˇˇ
NkrT s
N1rT s ´R
1´k
ˇˇˇˇ
ą 
˙
Ñ 0 as K Ñ8.
Corollary 7 (Asymptotic tree order). Suppose µ “ STokpt; c, γq is the dis-
tribution of a critical Tokunaga process, and
 
ΥK
(
KPN is the corresponding
Markov tree process. Then,
logR #ΥK
K
a.s.Ñ 1, as K Ñ8.
Proof. Recall from (131) that
R1´KXK
a.s.Ñ V8,
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where V8 is finite (by Doob’s Martingale Convergence Theorem) and V8 ą
0 a.s. by Lemma 14. Accordingly,
logRXK ´K a.s.Ñ logR V8 ´ 1, (132)
with ´8 ă logR V8 ă 8 a.s. Recalling that #ΥK “ 2XK ´ 1 completes the
proof.
The almost sure convergence (118) allows to restate the limit results of this
section in terms of the tree length YK .
Corollary 8 (Strong Horton laws for tree lengths). Suppose µ “ STokpt; c, γq
is the distribution of a critical Tokunaga process, and
 
ΥK
(
KPN is the corre-
sponding Markov tree process. Then, for a tree T d„ µ,
E
“
lengthpT q |ordpT q “ K‰ “ ErYKs “ RK ´ 1
γpR´ 1q , K ě 1. (133)
Furthermore, we have, for any k ě 1,
YK´k
YK
a.s.Ñ R´k, as K Ñ8, (134)
which implies the strong Horton law for tree lengths: for any  ą 0,
µK
˜ˇˇˇˇ
ˇlength
`RkpT q˘
lengthpT q ´R
´k
ˇˇˇˇ
ˇ ą 
¸
Ñ0 as K Ñ8. (135)
Example 12 (Critical binary Galton Watson tree). Theorem 13 asserts
that the critical binary Galton-Watson tree with exponential i.i.d. edge lengths,
T
d„ GWpλq, has the same distribution as a critical Tokunaga branching process
with c “ 2 and γ “ λ. In this case R “ 2c “ 4 and the expressions (127), (128)
give, for any K ě 1,
N1rKs “ 4
K ` 2
6 .
Fixing λ “ 1, by the expression(133) we have, for any K ě 1,
E
“
lengthpT q |ordpT q “ K‰ “ 4K ´ 13 .
Table 1 shows the values of the mean size and mean length of a critical binary
Galton-Watson tree T d„ GWp1q, conditioned on selected values of tree order.
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ordpT q N1rKs ErlengthpT qs 2´ ErYK sErXK s 4´
ErXK s
ErXK´1s
1 1 1 1 –
2 3 5 1{3 1
3 11 21 9ˆ 10´2 1{3
4 43 85 2ˆ 10´2 9ˆ 10´2
5 171 341 6ˆ 10´3 2ˆ 10´2
6 683 1365 1ˆ 10´3 6ˆ 10´3
7 2731 5461 4ˆ 10´4 1ˆ 10´3
8 10923 21845 9ˆ 10´5 4ˆ 10´4
9 43691 87381 2ˆ 10´5 9ˆ 10´5
10 174763 349525 6ˆ 10´6 2ˆ 10´5
11 699051 1398101 1ˆ 10´6 6ˆ 10´6
12 2796203 5592405 4ˆ 10´7 1ˆ 10´6
13 11184811 22369621 9ˆ 10´8 4ˆ 10´7
14 44739243 89478485 2ˆ 10´8 9ˆ 10´8
15 178956971 357913941 6ˆ 10´9 2ˆ 10´8
16 715827883 1431655765 1ˆ 10´9 6ˆ 10´9
17 2863311531 5726623061 3ˆ 10´10 1ˆ 10´9
18 11453246123 22906492245 9ˆ 10´11 3ˆ 10´10
19 45812984491 91625968981 2ˆ 10´11 9ˆ 10´11
20 183251937963 366503875925 5ˆ 10´12 2ˆ 10´11
Table 1: Mean size, ErXKs “ N1rKs, and length, ErYKs “ ErlengthpT qs, of a
critical binary Galton-Watson tree T d„ GWp1q; here c “ 2, R “ 4.
6.7. Combinatorial HBP: Geometric Branching Process
This section focuses on combinatorial structure of a Horton self-similar hierar-
chical branching process [84]
Sptq d„ HBP`tTku, tλju, tpp1´ pqK´1u˘.
Let T rSs be the tree generated by Sptq in BL|plane. Section 6.7.1 introduces a
discrete time multi-type geometric branching process Gpsq “ Gps; tTku, pq whose
trajectories induce a random tree GptTku, pq on BT | such that
GptTku, pq d“ shape
`
T rSs˘ P BT |. (136)
We then show in Sect. 6.7.2 that geometric branching process is time invariant
(in discrete time) if and only if it is Tokunaga self-similar with Tk “ pc´1qck´1
and p “ 1{2.
6.7.1. Definition and main properties
Our goal is to consider combinatorial shape of a self-similar hierarchical branch-
ing process. The following definition suggests an explicit time dependent con-
struction of such a process, which we denote Gps; tTku, pq.
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Definition 27 (Geometric Branching Process). Consider a sequence of
Tokunaga coefficients tTk ě 0ukě1 and 0 ă p ă 1. Define
SK :“ 1` T1 ` ¨ ¨ ¨ ` TK
for K ě 0 by assuming T0 “ 0. The Geometric Branching Process (GBP)
Gpsq “ Gps; tTku, pq describes a discrete time multi-type population growth:
(i) The process starts at s “ 0 with a progenitor of order ordpGq such that
ordpGq d„ Geom1ppq.
(ii) At every integer time instant s ą 0, each population member of order
K P t1, . . . , ordpGqu terminates with probability qK “ S´1K´1, independently
of other members. At termination, a member of order K ą 1 produces two
offspring of order pK ´ 1q; and a member of order K “ 1 terminates with
leaving no offspring.
(iii) At every integer time instant s ą 0, each population member of order
K P t1, . . . , ordpGqu survives (does not terminate) with probability
1´ qK “ 1´ S´1K´1,
independently of other members. In this case, it produces a single offspring
(side branch). The offspring order i P t1, . . . ,K ´ 1u, is drawn from the
distribution
pK,i “ TK´i
T1 ` ¨ ¨ ¨ ` TK´1 . (137)
The geometric tree GptTku, pq is a combinatorial tree generated by the trajectories
of Gps; tTku, pq in BT |.
By construction, the distribution of a geometric tree GptTku, pq coincides
with the combinatorial shape of the tree of a combinatorially Horton self-similar
hierarchical branching process Sptq with Tokunaga coefficients tTku, initial order
distribution pK “ pp1´pqK´1 and an arbitrary positive sequence of termination
rates tλiu. Accordingly, the branching structure of a geometric tree is described
by Prop. 7, items (1)-(4). The essential elements of the geometric trees (tree
order, total number of side branches within a branch, numbers of side branches
of a given order within a branch) are described by geometric laws, hence the
model name.
Similarly to the tree of an HBP, a geometric tree can be constructed without
time-dependent simulations, following a suitable modification of the algorithm
given after Prop. 7. Specifically, the step that involves generation and assignment
of the edge lengths li should be skipped.
Consider a geometric tree G “ GptTku, pq and its two subtrees, T a and T b,
rooted at the internal vertex closest to the root, randomly and uniformly per-
muted. We call T a and T b the principal subtrees of G. Let K be the order of G,
and, conditioned on K ą 1, let Ka,Kb be the orders of the principal subtrees
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Fig 21: Time shift S: an illustration. The figure shows forests obtained by
consecutive application of the time shift operator S to a tree T shown on the
left. At every step, we remove the stem from each existing tree. This terminates
the trees of order ord “ 1, and splits any other tree in two new trees. The
operation SdpT q removes all vertices at depth ď d, together with their parental
edges.
T a and T b, respectively. Observe that the pair Ka,Kb uniquely defines the tree
order K:
K “
#
Ka _Kb if Ka ‰ Kb,
Ka ` 1 if Ka “ Kb.
We write K1 ď K2 for the order statistics of Ka, Kb.
Lemma 15 (Order of principal subtrees). Conditioned on the tree order
K, the joint distribution of the order statistics pK1,K2q is given by
P pK1 “ j,K2 “ m|K “ kq “
#
S´1k´1 if j “ m “ k ´ 1,
Tk´jS´1k´1 if j ă m “ k,
(138)
where
PpK “ k|K ą 1q “ p1´ pqpk´2, k ě 2.
Proof. Definition 27, part (ii) states that a branch of order K splits into two
branches of orderK´1 with probability S´1K´1, which establishes the first case of
(138). Definition 27, part (iii) states that, otherwise, with probability 1´S´1K´1, a
side branch is created whose order equals j with probability TK´jpSK´1´1q´1.
This gives
P pK1 “ j,K2 “ k|K “ kq
“ P pK1 “ j|K “ k,K2 “ kqP pK2 “ k|K “ kq
“ Tk´j
Sk´1 ´ 1
ˆ
1´ 1
Sk´1
˙
“ Tk´jS´1k´1,
which establishes the second case.
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6.7.2. Tokunaga self-similarity of time invariant process
Let xipsq, i ě 1, denote the average number of vertices of order i at time s in the
process Gpsq, and xpsq “ px1psq, x2psq, . . . qT be the state vector. By definition
we have
xp0q “ pi :“
8ÿ
K“1
pp1´ pqK´1eK ,
where eK are standard basis vectors. Furthermore, if qa,b, a ě b, denotes the
probability that a vertex of order ord “ a ` 1ta“bu that exists at time s splits
into a pair of vertices of orders pa, bq at time ps` 1q, then
xKps` 1q “ 2xK`1psqqK,K
` xKpsqp1´ qK´1,K´1q `
8ÿ
i“K`1
xipsq qi,K . (139)
The first term in the right-hand side of (139) corresponds to a split of an order-
pK`1q vertex into two vertices of order K, the second – to a split of an order-K
vertex into a vertex of order K and a vertex of a smaller order, and the third
– to a split of a vertex of order i ą K into a vertex of order K and a vertex of
order i. The geometric branching implies (see Lemma 15, Eq. (138))
qa,b “
"
S´1a if a “ b,
Ta´bS´1a´1 if b ă a. (140)
Accordingly, the system (139) rewrites as
xps` 1q ´ xpsq “ GS´1xpsq, (141)
where G is defined in Eq. (41), and
S “ diagtS0, S1, . . . u.
In this setup, the unit time shift operator S, which advances the process time
by unity, can be applied to individual trees and forests (collection of trees). For
each tree T P T |, the operator removes the root and stem, resulting in two
principal subtrees T a and T b. A consecutive applications of d time shifts to a
tree T is equivalent to removing the vertices at depth ď d from the root together
with their parental edges (Fig. 21). Next we define time invariance with respect
to the shift S.
Definition 28 (Time invariance). Geometric branching process Gpsq, s P Z`,
is called time invariant if the state vector xpsq is invariant with respect to a unit
time shift S:
xpsq “ xp0q ” pi @s ðñ GS´1pi “ 0. (142)
Now we formulate the main result of this Section.
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Theorem 15 ([83]). A geometric branching process Gps;Tk, pq is time invariant
if and only if
p “ 1{2 and Tk “ pc´ 1qck´1 for any c ě 1. (143)
We call this family a (combinatorial) critical Tokunaga process, and the respec-
tive trees – (combinatorial) critical Tokunaga trees.
Theorem 15 is proven in Sect. 6.7.4 via solving a nonlinear system of equations
that writes (142) in terms of ratios Sk{Sk`1.
Corollary 9. Let G be a combinatorial critical Tokunaga tree. Then the dis-
tribution of the principal subtree T a (and hence T b) matches that of the initial
tree G. The distributions of T a and T b are independent if and only if c “ 2.
Proof. Let ordpGq denote the (random) order of a random geometric tree G.
Conditioned on ordpGq ą 1, at instant s “ 1 (equivalently, after a unit time shift
S) there exist exactly two vertices that are the roots of the principal subtrees
T a and T b. Since the trees T a and T b have the same distribution, their roots
have the same order distribution. Denote by yk the probability that the tree T a
has order k ě 1 and let y “ py1, y2, . . . qT . By Thm. 15, the process Gpsq is time
invariant. We have p “ pi1 “ 1{2, which, together with time invariance, implies
xp0q “ xp1q “ 2yp1´ pi1q ` 0pi1 “ y.
This establishes the first statement.
The second statement follows from examining the joint distribution qa,b of
(140). Recall that we write K for the order of tree T , Ka, Kb for the orders of
the principal subtrees T a, T b, and K1 ă K2 for the order statistics of Ka, Kb.
Observe that for k ą 1,
PpKa “ m | K “ kq
“
$’’’’&’’’’%
1
2
ř
j:jăk
PpK1 “ j,K2 “ k|K “ kq if m “ k,
PpK1 “ K2 “ k ´ 1|K “ kq
` 12PpK1 “ k ´ 1,K2 “ k|K “ kq if m “ k ´ 1,
1
2PpK1 “ m,K2 “ k|K “ kq if m ă k ´ 1,
“
$’’&’’%
1
2 pSk´1 ´ 1qS´1k´1 “ 12 p1´ c1´kq if m “ k,`
1` 12T1
˘
S´1k´1 “ 12 pc` 1qc1´k if m “ k ´ 1,
1
2Tk´mS
´1
k´1 “ 12 pc´ 1qc´m if m ă k ´ 1.
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Furthermore,
PpKa “ m, Kb “ j | K ą 1q
“
8ÿ
k“m
PpKa “ m, Kb “ j | K “ kqPpK “ k|K ą 1q
“
#
pc´ 1qc´j 2´m if j ă m,
c´m 2´m if j “ m.
Accordingly, the joint distribution ofKa,Kb equals the product of their marginals
if and only if c “ 2. This establishes the second statement.
We also notice that
PpKa “ m | K ą 1q “
8ÿ
k“m
PpKa “ m | K “ kqPpK “ k|K ą 1q
“ p1´ c1´mq2´m ` c´m2´m ` pc´ 1qc
´m
2
8ÿ
k“m`1
21´k “ 2´m, (144)
which provides an alternative, direct proof of the first statement of the corollary
that does not use the time invariance.
Remark 12. Corollary 9 asserts that the principal subtrees in a random critical
Tokunaga tree are dependent, except the critical binary Galton-Watson case
c “ 2. This implies that, in general, non-overlapping subtrees within a critical
Tokunaga tree are dependent. Accordingly, the increments of the Harris path H
of a critical Tokunaga process have (long-range) dependence. The only exception
is the case c “ 2 that will be discussed in Sect. 7.6. The structure of H is
hence reminiscent of a self-similar random process with long-range dependence
[100, 122]. Establishing the correlation structure of the Harris paths of critical
Tokunaga processes is an interesting open problem (see Sect. 12).
6.7.3. Frequency of orders in a large critical Tokunaga tree
Combinatorial trees of the critical Tokunaga processes (Def. 26, Prop. 10), and
hence the time invariant geometric trees (also called combinatorial critical Toku-
naga trees) of Thm. 15, have an additional important property: the frequencies
of vertex orders in a large-order tree approximate the tree order distribution
pK “ 2´K in the space BT |. To formalize this observation, let µ be a measure
on BT | induced by a combinatorial critical Tokunaga tree G of (143). For a
fixed K ě 1, let µKpGq “ µpG|ordpGq “ Kq. We write VkrGs for the number of
non-root vertices of order k in a tree G, and let VkrKs “ EK
“
VkrGs
‰
. Finally, we
denote by V rGs “
ordpGqř
k“1
VkrT s the total number of non-root vertices in G, and
notice that V rGs “ 2V1rGs ´ 1. Thus, VrKs :“ EK
“
V rGs‰ “ 2V1rKs ´ 1.
imsart-generic ver. 2014/10/16 file: RandomTreeSurvey2019_arxiv_v2.tex date: May 21, 2019
Y. Kovchegov and I. Zaliapin/Random Self-Similar Trees 97
Proposition 11. Let G be a combinatorial critical Tokunaga tree (143). Then
lim
KÑ8
VkrKs
V1rKs “ 2
1´k. (145)
Let v P G be a vertex selected by uniform random drawing from the non-root
vertices of G. Then, for any k ě 1,
lim
KÑ8Ppordpvq “ k|ordpGq “ Kq “ 2
´k. (146)
Proof. Theorem 1 asserts that a critical Tokunaga tree G satisfies the strong
Horton law (29) with Horton exponent R “ 2c:
lim
KÑ8
NkrKs
N1rKs “ p2cq
1´k, for any k ě 1.
Conditioned on ordpGq “ K we have, for any k P t1, . . . ,Ku,
VkrKs “
NkpGqÿ
i“1
p1`mipGqq,
where mipGq is the number of side branches that merge the i-th branch of order
k in G, according to the proper branch labeling of Sect. 2.7. Proposition 7 gives
VkrKs “ NkrKsp1` T1 ` ¨ ¨ ¨ ` Tk´1q.
For a critical Tokunaga tree with Tk “ p1´ cqck´1 this implies
lim
KÑ8
VkrKs
V1rKs “ limKÑ8
NkrKsp1` T1 ¨ ¨ ¨ ` Tk´1q
N1rKs “ p2cq
1´kck´1 “ 21´k.
To show (146), we write
VkrGs “ NkrGs `
NkrGsÿ
i“1
mpiq, Ermpiqs “ Sk´1 ´ 1,
wherempiq is a random variable that represents the total number of side branches
within i-th branch of order k within G. Since NkrGs pÑ 8 for any k ě 1 as
ordpGq Ñ 8, the Weak Law of Large Numbers gives
VkrGs
NkrGs
pÑ Sk´1 “ ck´1 as ordpGq Ñ 8.
Finally, the strong Horton law of Cor. 6 gives
VkrGs
#T “
VkrGs
NkrGs
NkrGs
2N1rGs ´ 1
pÝÑ ck´1 12 p2cq
1´k “ 2´k.
This implies (146) and completes the proof.
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Proposition 11 has an immediate extension to trees with edge lengths, which
we include here for completeness. Recall (Def. 1) that a tree G P BL| can be
considered a metric space with distance dpa, bq between two points a, b P G
defined as the length of the shortest path within G connecting them.
Proposition 12. Let G be a combinatorial critical Tokunaga tree (143). Let
point u P G be sampled from a uniform density function on the metric space G,
and let ordpuq denote the order of the edge to which the point u belongs. Then
lim
KÑ8P
´
ordpuq “ k
ˇˇˇ
ordpGq “ K
¯
“ 2´k. (147)
Proof. Proposition 10 establishes that the edge lengths in G are i.i.d. exponen-
tial random variables. Thus we can generate G by first sampling a combinato-
rial critical Tokunaga tree shapepGq, and then assigning i.i.d. exponential edge
lengths. Provided that we already sampled shapepGq, selecting the i.i.d. edge
lengths and then selecting the point u P G uniformly at random, and marking
the edge that u belongs to, is equivalent to selecting a random edge uniformly
from the edges of shapepGq, in order of proper labeling of Sect. 2.7. The order
ordpuq is uniquely determined by the edge to which u belongs. The statement
now follows from Prop. 11.
6.7.4. Proof of Theorem 15
Lemma 16 ([83]). A geometric branching process Gpsq is time invariant if and
only if p “ 1{2 and the sequence tTku solves the following (nonlinear) system of
equations:
S0
Sk
“
8ÿ
i“1
2´i Si
Sk`i
for all k ě 1. (148)
Proof. Assume that the process is time invariant. Then the process progeny is
constant in time and equals unity:
}pi}1 “
8ÿ
k“1
pp1´ pqk´1 “ 1.
Observe that in one time step, every vertex of order ord “ 1 terminates, and
any vertex of order ord ą 1 splits in two. Hence, the process progeny at s “ 1 is
2
8ÿ
k“2
pp1´ pqk´1 “ 2p1´ pq “ 1,
which implies p “ 1{2. Accordingly, pp1´ pqk´1 “ 2´k and the time invariance
(142) takes the following coordinate form
´ 2
´k
Sk´1
` 2´pk`1qT1 ` 2
Sk
`
8ÿ
i“k`2
2´iTi´k
Si´1
“ 0, for all k ě 1. (149)
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Multiplying (149) by 2k and observing that Tk “ Sk ´ Sk´1 , we obtain
´ 1
Sk´1
` 12
T1 ` 2
Sk
`
8ÿ
i“2
2´i Ti
Sk`i´1
“ 0,
1
Sk´1
´
8ÿ
i“1
2´i Si
Sk`i´1
“ 1
Sk
´ 12Sk ´
8ÿ
i“2
2´i Si´1
Sk`i´1
,
and
1
Sk´1
´
8ÿ
i“1
2´i Si
Sk`i´1
“ 12
˜
1
Sk
´
8ÿ
i“1
2´i Si
Sk`i
¸
, (150)
We prove (148) by induction. For k “ 1 we have
1
2 “
1
2S1
`
8ÿ
i“1
2´pi`1qSi ´ Si´1
Si
,
1 “ 1
S1
`
8ÿ
i“1
2´i ´
8ÿ
i“1
2´iSi´1
Si
,
which establishes the base case
1
S1
“
8ÿ
i“1
2´i Si
Si`1
.
Next, assuming that the statement is proven for pk ´ 1q, the left-hand side
of (150) vanishes, and the right-hand part rewrites as (148). This establishes
necessity.
Conversely, we showed that the system (148) is equivalent to (142) in case p “
1{2. This establishes sufficiency.
Let ak “ Sk{Sk`1 ď 1 for all k ě 0. Then, for any i ě 0 and any k ą 0 we have
Si{Sk`i “ ai ai`1 . . . ai`k´1. The system (148) rewrites in terms of ai as
1
2a1 `
1
4a2 `
1
8a3 ` . . . “ a0,
1
2a1a2 `
1
4a2a3 `
1
8a3a4 ` . . . “ a0a1,
1
2a1a2a3 `
1
4a2a3a4 `
1
8a3a4a5 ` . . . “ a0a1a2,
and so on, which can be summarized as
8ÿ
j“1
1
2j
n`j´1ź
k“j
ak “
n´1ź
k“0
ak, for all n P N. (151)
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Lemma 17 ([83]). The system (151) with the initial value a0 “ 1{c ą 0 has a
unique solution
a0 “ a1 “ a2 “ . . . “ 1{c.
Proof of Lemma 17. Suppose ta0, a1, a2, . . . u is a solution to system (151). Then
t1, a1{a0, a2{a0, . . . u is also a solution, since each equation only includes multi-
nomial terms of the same degree. Thus, without loss of generality we assume
a0 “ 1, and we need to prove that
a1 “ a2 “ . . . “ 1.
We consider two cases.
Case I. Suppose the sequence taju has a maximum: there exists an index
i P N such that ai “ max
jPN aj . Define
wj,` :“ 12j
``j´1ź
k“j
ak
«
`´1ź
k“0
ak
ff´1
.
Using n “ ` in (151) we obtain that for any ` P N,
8ÿ
j“1
wj,` “ 1, (152)
and using n “ ` ` 1 we find that an arbitrary a` is the weighted average of
ta``juj“1,2,...:
8ÿ
j“1
wj,` a``j “ a`. (153)
Hence, since ai “ max
jPN aj ,
ai “ ai`1 “ ai`2 “ ai`3 “ . . . “ a.
Similarly, letting ` “ i´ 1 in (152) and (153), we obtain ai´1 “ a. Recursively,
by plugging in ` “ i´ 2, i´ 3, . . ., we show that
a1 “ a2 “ . . . “ ai´1 “ ai “ ai`1 “ . . . “ a.
Finally, 12a1 ` 14a2 ` 18a3 ` . . . “ 1 implies a “ 1.
Case II. Suppose there is no max
jPN aj . Let U :“ lim supjÑ8 aj . From (151) we know
via cancelation that
1
2an `
1
4
anan`1
a1
` 18
anan`1an`2
a1a2
` . . .
` 12n´1
2n´2ś
k“n
ak
n´2ś
k“0
ak
`
8ÿ
j“n
1
2j
n`j´1ś
k“j
ak
n´1ś
k“0
ak
“ 1. (154)
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Thus, 2´1 an ă 1 and U ď 2. The absence of maximum implies aj ă U ď 2 for
all j P N.
Plugging n` 1 in (151), we obtainˆ
1
2an
˙
an`1 `
ˆ
1
4
anan`1
a1
˙
an`2 ` . . .
` 12n´1
2n´2ś
k“n
ak
n´2ś
k“0
ak
an`j´1 `
8ÿ
j“n
1
2j
n`j´1ś
k“j
ak
n´1ś
k“0
ak
an`j “ an.
Thus, since aj ă U for all j P N,ˆ
1
2an
˙
an`1 `
ˆ
1
4
anan`1
a1
˙
U ` . . .
` 12n´1
2n´2ś
k“n
ak
n´2ś
k“0
ak
U `
8ÿ
j“n
1
2j
n`j´1ś
k“j
ak
n´1ś
k“0
ak
U ą an
which simplifies via (154) to´an
2
¯
an`1 `
´
1´ an2
¯
U ą an. (155)
For all ε P p0, 1q, there are infinitely many n P N such that an ą p1´εqU . Then,
for any such n, the above inequality (155) implies
an`1 ą 2´ 2
an
U ` U ą 2´ 2ε1´ ε ` U “
`
1´ ϕpεq˘U,
where
ϕpxq :“ 2xp1´ xqU .
Let ϕpkq “ ϕ˝. . .˝ϕ. Repeating the argument for any given number of iterations
K P N, we obtain
an`2 ą
`
1´ ϕp2qpεq˘U, an`3 ą `1´ ϕp3qpεq˘U, . . . , an`K ą `1´ ϕpKqpεq˘U.
Thus, given any K P N, fix ε P p0, 1q small enough so that such that ϕpkqpεq P
p0, 1q for all k “ 1, 2, . . . ,K. Then, taking n ą K such that an ą p1 ´ εqU , we
imsart-generic ver. 2014/10/16 file: RandomTreeSurvey2019_arxiv_v2.tex date: May 21, 2019
Y. Kovchegov and I. Zaliapin/Random Self-Similar Trees 102
obtain from (154) that
1 ą 12an `
1
4
anan`1
a1
` 18
anan`1an`2
a1a2
` . . .` 12K`1
n`Kś
k“n
ak
Kś
k“0
ak
ą12 p1´ εqU `
1
4
p1´ εq`1´ ϕpεq˘U2
U
` . . .` 12K`1
UK`1
Kś
k“0
`
1´ ϕpkqpεq˘
UK
.
Now, since ε can be chosen arbitrarily small,
1 ě
ˆ
1´ 12K`1
˙
U.
Finally, since K can be selected arbitrarily large, we have proven that 1 ě U .
However, this will contradict the assumption of Case II. Indeed, if aj ă U ď 1
for all j P N, then
1
2a1 `
1
4a2 `
1
8a3 ` . . . ă 1,
contradicting the first equation in the statement of the theorem. Thus, the
assumptions of Case II cannot be satisfied. We conclude that there exists a
maximal element in the sequence tajuj“1,2,... as assumed in Case I, implying
the statement of the theorem.
Proof of Theorem 15. Lemma 17 implies ak “ Sk{Sk`1 “ 1{c for some c ě 1.
Hence S1 “ 1` T1 “ c and T1 “ c´ 1. Furthermore,
Sk`1 “ c Sk “ ck
and, accordingly,
Tk`1 “ Sk`1 ´ Sk “ pc´ 1qck´1,
which completes the proof.
7. Tree representation of continuous functions
We review here the results of [89, 106, 116, 150] on tree representation of continu-
ous functions. This representation allows us to apply the self-similarity concepts
to time series.
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(a) Tree T (b) Harris path HT
Fig 22: (a) Tree T and its depth-first search illustrated by dashed arrows. (b)
Harris path HT ptq for the tree T of panel (a). In this figure, the distances on
a tree (edge lengths) are measured along the y-axis. Dashed horizontal lines
illustrate correspondence between vertices of T and local extrema of HT ptq.
7.1. Harris path
For any embedded tree T P Lplane with edge lengths, the Harris path (also
known as the contour function, or Dyck path) is defined as a piece-wise linear
function [65, 116]
HT ptq : r0, 2 ¨ lengthpT qs Ñ R
that equals the distance from the root traveled along the tree T in the depth-
first search, as illustrated in Fig. 22. For a tree T with n leaves, the Harris
path HT ptq is a piece-wise linear positive excursion that consists of 2n linear
segments with alternating slopes ˘1.
7.2. Level set tree
This section introduces a tree representation of continuous functions, which we
call a level set tree. We begin in Sect. 7.2.1 by assuming a finite number of
local extrema; this construction is more intuitive and is sufficient for analysis of
finite trees from Lplane. A general definition for continuous functions follows in
Sect. 7.2.2.
7.2.1. Tamed functions: finite number of local extrema
Consider a closed interval I Ă R and function fpxq P CpIq, where CpIq is the
space of continuous functions from I to R. Suppose that fpxq has a finite number
of distinct local minima. The level set Lα pfq is defined as the pre-image of the
function values equal to or above α:
Lα “ Lαpfq “ tx P I : fpxq ě αu.
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(a) Function f(x) (b) Tree LEVEL(f)
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Fig 23: Function fpxq (panel a) with a finite number of local extrema and its
level set tree levelpfq (panel b). In this figure, the distances on a tree (edge
lengths) are measured along the y-axis. Dashed horizontal lines and numbers
1, . . . , 7 illustrate correspondence between the local extrema of fpxq and vertices
of levelpfq.
The level set Lα for each α is a union of non-overlapping intervals; we write
|Lα| for their number. Notice that |Lα| “ |Lβ | as soon as the interval rα, βs
does not contain a value of local extrema of fpxq and 0 ď |Lα| ď n, where n is
the total number of the local maxima of fpxq over I.
The level set tree levelpfq P Lplane is a tree that describes the structure
of the level sets Lα as a function of threshold α, as illustrated in Fig. 23.
Specifically, there are bijections between
(i) the leaves of levelpfq and the local maxima of fpxq;
(ii) the internal (parental) vertices of levelpfq and the local minima of fpxq,
excluding possible local minima achieved on the boundary BI;
(iii) a pair of subtrees of levelpfq rooted in the parental vertex that corre-
sponds to a local minima fpx˚q and the adjacent positive excursions (or
meanders bounded by BI) of fpxq ´ fpx˚q to the right and left of x˚.
Furthermore, every edge in the tree is assigned a length equal the difference of
the values of fpxq at the local extrema that correspond to the vertices adjacent to
this edge according to the bijections (i) and (ii) above. The tree root corresponds
to the global minimum of fpxq on I. If the minimum is achieved at x P IzBI,
then the level set tree is stemless, levelpfq P L_plane; this case is shown in
Fig. 23. Otherwise, if the minimum is on the boundary BI, then the level set
tree is planted, levelpfq P L|plane.
7.2.2. General case
For a function fpxq P CpIq on a closed interval I Ă R, the level set tree is
defined via the framework of Def. 1, following Aldous [3, 4] and Pitman [116].
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f(x)
f(a)
f(b)
f[a,b]
c
Fig 24: Tree metric df on a real interval I defined by a function fpxq. (Left
panel): The graph of a function fpxq, x P I is shown by solid gray line. The
distance df pa, bq between points a, b P I is given by (156); it equals the vertical
distance along the path between fpaq and fpbq shown by black dashed line. The
panel also illustrates equivalence in metric df : here a „f a1 and b „f b1, since
df pa, a1q “ df pb, b1q “ 0. (Right panel): The level set tree levelpfq of function
fpxq is shown by solid gray line. The distance df pa, bq equals the length of the
minimal tree path between points a and b, shown by dashed black line. Here,
the tree distance is measured along the vertical axis.
Specifically, let f ra, bs :“ infxPra,bs fpxq for any subinterval ra, bs Ă I. We define
a pseudo-metric on I as [4, 116]
df pa, bq :“
`
fpaq ´ f ra, bs˘` `fpbq ´ f ra, bs˘ , a, b P I. (156)
We write a „f b if df pa, bq “ 0. Here df is a metric on the quotient space
If ” I{ „f . It can be shown [116] that pIf , df q is a tree by Def. 1. Figure 24
illustrates this construction for a particular piece-wise function (left panel), and
shows the respective tree pIf , df q as an element of L|plane (right panel).
We describe now the unique path σa,b Ă If between a pair of points a, b. Let
c P ra, bs be the leftmost point where fpxq achieves the minimum on ra, bs:
c “ mintx P ra, bs : fpxq “ f ra, bsu.
We define a function fpxq on ra, bs as
fpxq “
"
infyPra,xs fpyq, if x P ra, cs,
infyPrx,bs fpyq, if x P rc, bs.
By construction, fpxq is a continuous function that is monotone non-increasing
on ra, cs and monotone nondecreasing on rc, bs. Furthermore, fpxq ď fpxq and,
in particular, fpxq “ fpxq for x P ta, b, cu.
Lemma 18 (Rising Sun Lemma, F.Riesz [118]). Let
S “ tx : fpxq ă fpxqu Ă ra, bs.
Then S is an open set that can be represented as a countable union of disjoint
intervals
S “
ď
k
pak, bkq
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Fig 25: Rising Sun Lemma: an illustration. The figure shows the graph of the
function fpxq of Fig. 24 on the interval rc, bs. Lighted segments of the graph are
shown by solid black lines; their pre-image comprises the path σc,b (solid black
segments on the x-axis). Shaded segments of the graph are shown by thin gray
lines; their pre-image comprises the set S of Lemma 18. The path σc,b jumps
over the intervals pak, bkq that form the set S, as shown by dashed arrows, using
the equivalence of the interval ends, ak „f bk.
such that fpakq “ fpbkq “ fpakq “ fpbkq and fpxq ą fpakq for any x P pak, bkq.
Proof. The statement is equivalent to that of the Rising Sun Lemma of Riesz
[118, 130] applied to the functions ´fpxq on rc, bs and ´fp´xq on ra, cs. We just
notice that fpcq is the global minimum of fpxq on ra, bs and so c cannot be a
part of S. The union of two open sets, each represented as a countable union of
disjoint intervals, is itself an open interval represented as a countable union of
disjoint intervals. This completes the proof.
Figure 25 illustrates the Rising Sun Lemma in our setting on the interval rc, bs.
As the sun rises from east (right), it lightens some segments of the graph of fpxq,
and leaves the other segments in shade. The pre-image of the shaded segments
is the set S, while the pre-image of the lighted segments is the path σc,b. The
path, considered as a set in rc, bs, is making at most a countable number of
jumps over the intervals pak, bkq that comprise the set S of Lemma 18.
For a tamed function with a finite number of local extrema, the path σa,b is
the pre-image of the graph of fpxq excluding the constant intervals. The Rising
Sun Lemma ensures that this statement generalizes to any continuous function:
σa,b “ ra, bszS “ tx : fpxq “ fpxqu Ă ra, bs,
which is travelled at unit speed left to right. As a real set, the path σa,b may
have quite complicated structure. For instance, it can be the Cantor set. This,
however, does not disturb the continuity of the map r0, df pa, bqs Ñ If in Def. 1.
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The Rising Sun Lemma asserts that the function fpxq on ra, bs has at most
a countable set of constant disjoint intervals Ipkq “ pak, bkq, each of which
corresponds to a positive excursion of fpxq. The end points of these intervals
are equivalent in If , hence each interval generates a tree pIpkqf , df q whose root
corresponds to the equivalence class on I consisting of tak, bku. This observations
leads to the following statement.
Corollary 10. The level set tree levelpfq of a continuous function fpxq on
a real closed interval ra, bs Ă R consists of a segment of length df pa, bq and
at most a countable number of trees attached to this segment with the same
orientation. There is a one-to-one correspondence between these trees and the
intervals pak, bkq from the Rising Sun Lemma.
It is straightforward to observe that the tree pIf , df q is equivalent to the above
defined level set tree levelpfq for a function fpxq P C pIq with a finite number
of distinct local minima. We just notice that for any subinterval ra, bs Ă I, the
correspondence a „f b implies tfpxq : x P ra, bsu is a nonnegative excursion i.e.,
ra, bs Ă Lαpfq “ tx : fpxq ě αu where α “ fpaq “ fpbq.
In other words, every point in pIf , df q is an equivalence class of points on I
with respect to „f . There exist three types of equivalence classes, depending
on the number of distinct points from I they include: (i) each single point
class corresponds to a leaf vertex (local maximum), (ii) each two point class
corresponds to an internal edge point (positive excursion), and (iii) each three
point class corresponds to an interval vertex (two adjacent positive excursions).
For a general fpxq P CpIq there may exist equivalence classes that include an
arbitrary number n of points from I, corresponding to pn´ 1q adjacent positive
excursions; and classes that consist of an infinite (countable or uncountable)
number of points. Conversely, for every α, the level set Lαpfq is a union of
non-overlapping intervals raj , bjs, i.e.,
Lαpfq “
ď
j
raj , bjs,
where for each j, aj „f bj .
Representing level sets of a continuous function as a tree goes back to works
of Menger [99] and Kronrod [77]. A multivariate analog of level set tree is
among the key tools in proving the celebrated Kolmogorov-Arnold representa-
tion theorem (every multivariate continuous function can be represented as a
superposition of continuous functions of two variables) that gives a positive an-
swer to a general version of the Hilbert’s thirteenth problem [8, 141]. Such trees
have also been discussed by Vladimir Arnold in connection to topological clas-
sification of Morse functions and generalizations of Hilbert’s sixteenth problem
[9, 10]. Level set trees for multivariate Morse functions (albeit slightly different
from those considered by Arnold) are discussed in Sect. 7.9.
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Time, t
Xt
Xt (1)
(a) (b)
ba
Fig 26: Horton pruning of a positive excursion: transition to the local minima
of an excursion Xt corresponds to pruning of the corresponding level set tree.
(a) An original excursion Xt (gray line) and linearly interpolated sequence Xp1qt
of the respective local minima (black line). (b) The level set tree levelpXp1qt q
of the local minima sequence (black lines) is obtained by pruning of the level
set tree levelpXtq of the original excursion (whole tree). The pruned edges are
shown in gray – each of them corresponds to a local maximum of the original
excursion.
7.3. Reciprocity of Harris path and level set tree
Consider a function fpxq P CpIq with a finite number of distinct local minima.
By construction, the level set tree levelpfq is completely determined by the
sequence of the values of local extrema of f , and is not affected by timing of
those extrema, as soon as their order is preserved. This means, for instance,
that if gpxq is a continuous and monotone increasing function on I, then the
trees levelpfq and levelpf ˝ gq are equivalent in Lplane. Hence, without loss
of generality we can focus on the level set trees of continuous functions with
alternating slopes ˘1. We write Eex for the space of all positive piece-wise linear
continuous finite excursions with alternating slopes ˘1 and a finite number of
segments (i.e., a finite number of local extrema).
The level set tree of an excursion from Eex and Harris path are reciprocal to
each other as described in the following statement.
Proposition 13 (Reciprocity of Harris path and level set tree). The
Harris path H : L|plane Ñ Eex and the level set tree level : Eex Ñ L|plane
are reciprocal to each other. This means that for any T P L|plane we have
levelpHT ptqq ” T, and for any gptq P Eex we have Hlevelpgqptq ” gptq.
This statement is readily verified by examining the excursions and trees in
Figs. 22,24.
7.4. Horton pruning of positive excursions
This section examines the level set tree and its Horton pruning for a positive
excursion on a finite real interval. We use these results for analysis of random
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walks Xk, k P Z, which motivates us to write here Xt, t P R, for a continuous
function.
Consider a continuous positive excursion Xt, t P ra, bs, with a finite number
of distinct local minima and such that Xa “ Xb “ 0 and Xt ą 0 for a ă
t ă b. Furthermore, consider excursion Xp1qt , t P ra, bs, obtained by a linear
interpolation of the boundary values and the local minima of Xt; as well as
functions Xpmqt , t P ra, bs, for m ě 1, obtained by taking the local minima of
Xt iteratively m times, and linearly interpolating their values together with
Xa “ Xb “ 0 (see Fig. 26a).
In the space of level set trees of tamed continuous functions, the Horton prun-
ing R corresponds to coarsening the respective function by removing (smooth-
ing) its local maxima, as illustrated in Fig. 26. An iterative pruning corresponds
to iterative transition to the local minima, as we describe in the next statement.
Proposition 14 (Horton pruning of positive excursions, [150]). The
transition from a positive excursion Xt to the respective excursion Xp1qt of its
local minima corresponds to the Horton pruning of the level set tree levelpXtq.
This is illustrated in a diagram of Fig. 27. In general,
level
´
X
pmq
t
¯
“ Rm plevelpXtqq ,@m ě 1.
Proof. First,
level
´
X
p1q
t
¯
“ R plevelpXtqq (157)
is established via the following observation. For a pair of consecutive local min-
ima s1 ă s2, the level set tree levelp rXtq of the function
rXt “ Xt1tRrs1,s2s ` ˆ s2 ´ ts2 ´ s1Xs1 ` t´ s1s2 ´ s1Xs2
˙
1tPrs1,s2s
is obtained from level pXtq by removing the leaf that corresponds to the unique
local maximum ofXt inside ps1, s2q together with its parental edge that connects
it to the parental vertex, corresponding to maxtXs1 , Xs2u. Thus, substituting
Xt with linear interpolation of local minima, Xp1qt , will result in simultaneous
removal of leaves together with the parental edges. The statement of the propo-
sition follows via recursion of (157).
It is straightforward to formulate an analog of Prop. 14 without the excur-
sion assumption, for continuous functions with a finite number of distinct local
minima within ra, bs.
7.5. Excursion of a symmetric random walk
We turn now to random walks tXkukPZ. Linear interpolation of their trajectories
corresponds to the tamed continuous functions. A random walk tXkukPZ with
a transition kernel ppx, yq is called homogeneous if ppx, yq ” ppy ´ xq for any
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Fig 27: Transition to the local minima of a function Xt corresponds to the
Horton pruning R of the corresponding level set tree levelpXtq.
x, y P R. A homogeneous random walk is symmetric if ppxq “ pp´xq for all
x P R. The transition kernel of a symmetric random walk can be represented as
the even part of a p.d.f. fpxq with support supppfq Ď R`:
ppxq “ fpxq ` fp´xq2 . (158)
We assume that ppxq, and hence fpxq, is an atomless density function.
We write tXp1qk ukPZ for the sequence of local minima of tXkukPZ, listed in the
order of occurrence, from left to right. In particular, we set Xp1q0 to be the value
of the leftmost local minima of Xk for k ě 0. Recursively, we let tXpj`1qk ukPZ
denote the sequence of local minima of tXpjqk ukPZ.
Lemma 19 (Local minima of random walks, [150]). The following state-
ments hold.
(i) The sequence of local minima tXp1qk ukPZ of a homogeneous random walktXkukPZ is itself a homogeneous random walk.
(ii) The sequence of local minima tXp1qk ukPZ of a symmetric homogeneous ran-
dom walk tXkukPZ is itself a symmetric homogeneous random walk.
Proof. Let dj “ Xp1qj`1 ´Xp1qj . We have, for each j,
dj “
ξÿ`
i“1
Yi ´
ξÿ´
i“1
Zi, (159)
where the first sum corresponds to ξ` positive increments of Xk between a
local minimum Xp1qj and the subsequent local maximum mj , and the second
sum corresponds to ξ´ negative increments between the local maximum mj and
the subsequent local minimum Xp1qj`1. Accordingly, ξ` and ξ´ are independent
geometric random variables
ξ`
d„ Geom1pp`q, ξ´ d„ Geom1pp´q
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k r(k) Time, tk+1
Fig 28: Excursion of a symmetric homogeneous random walk: illustration. The
values of time series Xk, k P Z, are shown by circles; the circles that form the
excursion are filled. The linear interpolation function Xt, t P R, is shown by
solid line; the excursion of Xt on rk, rpkqs is shown in bold. This is the first
positive excursion of Xt to the right of k.
with parameters, respectively,
p` “
8ż
0
ppxq dx and p´ “
0ż
´8
ppxq dx,
and Yi, Zi are i.i.d. positive continuous random variables with p.d.f.s, respec-
tively,
fY pxq “ ppxq1txě0u
p`
and fZpxq “ pp´xq1txď0u
p´
.
piq By independence of increments of a random walk, the random jumps dj have
the same distribution for each j. This establishes the statement.
piiq For the kernel of a symmetric random walk, we have representation (158). In
this case, ξ` and ξ´ are independent geometric random variables with param-
eters p` “ p´ “ 1{2 and Yi, Zi are i.i.d. positive continuous random variables
with p.d.f. fpxq. Hence, both sums in (159) have the same distribution, and
their difference has a symmetric distribution. Thus tXp1qj ujPZ is a symmetric
homogeneous random walk.
We notice that the symmetric kernel pp1qpxq for the chain of local minima
tXp1qj ujPZ is necessarily different from ppxq in both parts of Lemma 19. Hence,
the random walk tXp1qj u of local minima is always different from the initial
random walk tXku. In a symmetric case, however, both the processes happen
to be closely related in terms of the structure of their level set trees. Now we
explore this relation.
Consider linear interpolation tXtutPR of a symmetric homogeneous random
walk tXkukPZ with an atomless transition kernel ppxq. For any k P Z, let
T ex “ T expXt, kq P BLplane
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be the level set tree of the first positive excursion of Xt ´Xk to the right of k,
with convention T ex “ φ if Xk`1 ´Xk ă 0. Formally, let r “ rpkq P R be the
unique epoch such that (Fig. 28)
r ě k, Xt ą Xk for all t P pk, rq, and Xr “ Xk.
The epoch rpkq is almost surely finite, as can be demonstrated by a renewal
argument using the symmetry of the increments of Xk. We define
T expXt, kq :“ levelpXt, t P rk, rpkqsq.
It follows from this definition that
tXk`1 ´Xk ą 0u ô tT expXt, kq ‰ φu.
The basic properties of symmetric homogeneous random walks imply that the
distribution of T expXt, kq is the same for all points k P Z. This justifies the
following definition.
Definition 29 (Positive and nonnegative excursions). In the above setup,
we call process Xext a nonnegative excursion of the linearly interpolated symmet-
ric homogeneous random walk tXtutPR if
Xext
d“ tXs´k ´Xk, s P rk, rpkqsu for any k P Z.
Furthermore, we call process Xext a positive excursion of the linearly interpolated
symmetric homogeneous random walk tXtutPR if
Xext
d“ tXs´k ´Xk, s P rk, rpkqs
ˇˇ
Xk`1 ´Xk ą 0u for any k P Z.
A positive excursion defined above will also be called a positive right excursion.
The corresponding positive excursion in the reversed time order, starting from
k and going in the negative time direction, will be called positive left excursion.
According to Def. 29, a nonnegative excursion may consist of a single point (if
rpkq “ k), in which case its level set tree is the empty tree. A positive excursion
necessarily includes at least one positive value, and its level set tree is non-empty.
Consider a homogeneous random walk Xk with a symmetric atomless transition
kernel ppxq, x P R, represented as in (158). Note that Xk is time reversible, with
ppxq also being the transition kernel of the reversed process. The increment
between a pair of consecutive local extrema (a minimum and a maximum) of
Xk is a sum of Geom1p1{2q-distributed number of i.i.d. fpxq-distributed random
variables, and therefore has density
spxq :“
8ÿ
k“1
2´k f ˚ . . . ˚ floooomoooon
k times
pxq. (160)
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We now examine a positive-time process tXkukě0, conditioned on X0 “ 0.
Consider a sequence of local minima
 
X
p1q
j
(
jě1, where we set X
p1q
0 “ 0, and
X
p1q
1 , X
p1q
2 , . . . are the local minima of the random walk Xk, listed from left to
right. For a positive right excursion Xex originating at k “ 0, the number N of
leaves in the level set tree levelpXexq is determined by the location of the first
local minimum below zero:
N “ mintj ě 1 : Xp1qj ď 0u.
The number of edges in the level set tree is #levelpXexq “ 2N ´ 1. Moreover,
let κ ą 0 be the time of the first local minimum below zero, Xκ “ Xp1qN . Next,
we define the quantity by which the first nonpositive local minimum of Xk falls
below the starting point at zero.
Definition 30 (Extended positive excursion and excess value). In the
above setup, the process X˘ex “ tXtutPr0,κs is called the extended positive excur-
sion or extended positive right excursion. That is, X˘ex is obtained by extending
the excursion Xex until the first local minimum Xκ below the starting value. The
quantity Λ
`
X˘ex
˘
:“ ´Xp1qN is called the excess value of the extended excursion.
This definition is illustrated in Fig. 29(a).
The notions of the extended positive excursion and the excess value Λ
`
X˘ex
˘
can
be expanded to the left and right excursions with arbitrary initial values.
Theorem 16 (Combinatorial excursion tree is critical Galton-Watson).
Suppose Xex is a positive excursion of a homogeneous random walk on R with
a symmetric atomless transition kernel and T “ levelpXexq. Then, the com-
binatorial shape of T has the same distribution on BT | as the critical binary
Galton-Watson tree:
shapepT q d„ GW
ˆ
1
2 ,
1
2
˙
.
Proof. Recall that shapepT q is almost surely in BT |. Without loss of generality
we consider a positive right excursion Xex originating at k “ 0, where we set
X0 “ 0. The tree shapepT q has exactly one leaf if and only if the first local
minimum falls below zero. That is, if the jump from X0 “ 0 to the first local
maximum is smaller than or equal to the size of the jump from the first local
maximum to the consecutive local minimum. The probability of this event is:
P pordpT q “ 1q “
8ż
0
¨˝8ż
x
spyq dy‚˛ spxqdx “ 12 . (161)
According to the characterization of the critical Galton-Watson distribution
GWp1{2, 1{2q given in Remark 2 of Sect. 2.8, the proof will be complete if we
show that conditioned on ordpT q ě 2, the tree shapepT q splits into a pair of com-
plete subtrees sampled independently from the same distribution as shapepT q.
This step is completed as follows.
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Fig 29: Extended excursion: An illustration. (a) Extended positive right ex-
cursion X˘ex on the interval r0, κs. It is obtained by extending the respective
positive right excursion Xex on the interval r0, εs until the first local minimum
Xκ below zero. The panel also illustrates the excess value ´Xp1qN and the lowest
local minimum of the excursion at epoch d˚. (b) A trajectory from XLR on the
interval rκL, κRs consists of a positive left excursion on rκL, 0s and a positive
right excursion on r0, κRs. Observe that the trajectory in panel (b) is obtained
by a horizontal and vertical shift of the trajectory in panel (a). The proof of
Thm. 16 uses the one-to-one correspondence between extended (left/right) pos-
itive excursions with ordpT q ě 2 of panel (a) and trajectories of panel (b).
Consider the space XL of all the trajectories of all extended positive left
excursions originating at X0 “ 0 and whose level set trees are of Horton-Strahler
order ě 2. Similarly, consider the space XR of all the trajectories of all extended
positive right excursions originating at X0 “ 0 and whose level set trees are of
Horton-Strahler order ě 2. We know from (161) that the probability measure
for each of the sets XL and XR totals 1{2. Thus, we may consider the union set
of left and right extended positive excursions XL YXR and equip it with a new
probability measure obtained by gluing together the two respective restrictions
of probability measures for the left and the right positive excursions. That is the
probability measure over the trajectories in XL Y XR when restricted to either
XL or XR, will coincide with the respective probability measures for the left and
for the right positive excursions, with the total probability adding up to one.
Now, since all the left and the right extended positive excursions in XL Y XR
have Horton-Strahler order ě 2, for each X˘ex P XL Y XR there is almost surely
a unique integer d˚ such that X˘exd˚ ą 0 is the smallest local minimum of the
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excursion X˘ex.
Next, conditioning on X0 “ 0 being a local minimum of Xt, we consider
a space XLR of all possible trajectories such that each trajectory consists of
the left and the right extended positive excursions originating from X0 “ 0
(with no restrictions on their orders). For a trajectory in XLR, let κL ă 0
and κR ą 0 denote the (random) endpoints of the left and the right extended
positive excursions. Thus, a trajectory Xt, t P rκL, κRs, in XLR consists of a
left extended positive excursion Xt pκL ď t ď 0q and a right extended positive
excursion Xt p0 ď t ď κRq. This construction is illustrated in Fig. 29(b). The
probability measure over the space XLR is a product measure of the left and
the right positive excursions. We claim that there exists a bijective measure
preserving shift map
Ψ : XLR Ñ XL Y XR.
Indeed, if the excess value Λ
`tXtuκLďtď0˘ “ ´XκL for the left excursion is
smaller than the excess value Λ
`tXtuκLďtď0˘ “ ´XκR for the right excursion,
we set
Ψ
`tXtuκLďtďκR˘ “ tXt`κL ´XκLu0ďtď´κL`κR P XR.
Otherwise, we set
Ψ
`tXtuκLďtďκR˘ “ tXt`κR ´XκRuκL´κRďtď0 P XL.
The map Ψ is one-to-one onto as it consists of the vertical and the horizontal
shifts. Also observe that under the mapping Ψ, the point p0, 0q of a trajectory in
XLR is sent to the point pd˚, X˘exd˚q of the image trajectory in XL YXR. We can
construct Ψ´1 : XL Y XR Ñ XLR accordingly as a map that shifts a trajectory
X˘ex in XL Y XR by subtracting pd˚, X˘exd˚q. Finally, because we take the same
product of the transition kernel values spxq for the increments of a trajectory in
XLR as for its image in XLYXR under the one-to-one mapping Ψ, the mapping
Ψ is measure preserving.
Thus, since vertical and horizontal shifts of a function preserve its level set
tree, we conclude that the distribution of the level set trees for the trajectories in
XLR and the trajectories in XLYXR coincide. The level set tree for a trajectory
in XLR consists of a stem that branches into two level set trees of the left and
right positive excursions adjacent to X0 “ 0, sampled independently from the
same distribution as shapepT q. This is so since for the trajectories in XLR,
X0 “ 0 is the smallest local minimum. Finally, we observe that the distribution
of shape
`
levelpX˘exq˘ is the same when X˘ex is sampled from XL as when
it is sampled from XR. Thus, for X˘ex sampled from XR, shape
`
levelpX˘exq˘
consists of a stem that branches into two level set trees. If Xex is the right
positive excursion corresponding to X˘ex sampled from XR, then almost surely,
shape
`
levelpXexq˘ “ shape`levelpX˘exq˘.
Thus, conditioned on ordpT q ě 2, the tree shapepT q splits into a pair of complete
subtrees sampled independently from the same distribution as shapepT q. This
completes the proof.
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(a)
L1
L2 Lk
…
(b) (c)
Fig 30: Excess value ΛpX˘exq may depend on the tree shape shapeplevelpX˘exqq.
Equations (163),(164) demonstrate why the excess value for a Λ-shaped excur-
sion of panel (a) may differ from the excess value of an M -shaped excursion of
panel (b), and, hence, from the excess value of a general excursion of panel (c).
Theorem 16 establishes that the level set trees of symmetric random walks
have the same combinatorial structure (equivalent to that of a ciritical binary
Galton-Watson tree), independently of the choice of the transition kernel ppxq.
The planar embedding and metric structure of the level set trees, however, may
depend on the kernel, as we illustrate in the following remark.
Remark 13. Consider an extended positive right excursion X˘ex of a symmetric
homogeneous random walk and let T “ levelpX˘exq be its level set tree. Con-
dition on the event ordpT q ě 2, which ensures that the left and right principal
subtrees of T , which we denote T ` and T r, respectively, are non-empty.
It follows from the construction in the proof of Thm. 16 that the subtrees T `
and T r can be sampled as follows. Consider two independent excursions – an
extended positive right excursion X˘ex,rt , t P r0, κrs, and an extended positive left
excursion X˘ex,`t , t P rκ`, 0s. Next, condition on the event that the excess value
of the left excursion is less than that of the right excursion:
Λ
`tX˘ex,`t utPrκ`,0s˘ ă Λ`tX˘ex,rt utPr0,κrs˘.
Denote by Xex,` and Xex,r the positive left and right excursions that correspond
to the extended excursions X˘ex,` and X˘ex,r. Then,
T `
d“ levelpXex,`t q and T r d“ levelpXex,rt q. (162)
Write Xex for the positive right excursion that corresponds to the extended
excursion X˘ex. Then, the stem of the tree levelpXexq P BL|plane has length
equal to Λ
`tX˘ex,`t utPr0,κ`s˘. This, in general, may introduce dependence between
the planar embedding of T and its edge lengths. Such dependence is absent in
the exponential critical binary Galton-Watson tree GWpλq.
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Next, condition on the event that Xex is an Λ-shaped excursion, which is equiv-
alent to
t#levelpXexq “ 1u “ t#levelpX˘exq “ 1u.
Then, the density function of the excess value Λ
`
X˘ex
˘
that we denote by λ1pxq
satisfies
λ1pxq “ 2
8ż
0
spx` yqspyq dy, (163)
where spxq was defined in (160). This is so because conditioned on
t#levelpX˘exq “ 1u,
the extended excursion X˘ex consists of an s-distributed jump upward, and a
larger s-distributed jump downward. The excess value Λ
`
X˘ex
˘
is the difference
between the jumps. The multiple of 2 in (163) is due to conditioning upon the
event of probability 1{2 that the jump up is smaller than the jump down.
Similarly, one can condition on the event that Xex is an M -shaped excursion,
which is equivalent to the event that the level set tree has 2 leaves and 3 edges,
i.e.,
t#levelpXexq “ 3u “ t#levelpX˘exq “ 3u.
Then, the density function of the excess value Λ
`
X˘ex
˘
that we denote by λ2pxq
satisfies
λ2pxq “ 2
8ż
0
λ1px` yqλ1pyq dy. (164)
This is so because conditioned on
t#levelpX˘exq “ 3u,
the extended excursion X˘ex consists of two Λ-shaped (left and right) extended
positive excursions originating from the only local minimum within the interior
of the time domain r0, κs of X˘ex. The excess value Λ`X˘ex˘ is the difference
between the two λ1-distributed excess values of the two Λ-shaped extended
positive excursions.
Lemma 20. Consider a homogeneous random walk Xk on R with a symmetric
atomless transition kernel ppxq, x P R, i.e., there is a p.d.f. fpxq with the support
supppfq Ď R` such that ppxq “ 12 pfpxq` fp´xqq. Consider an extended positive
excursion X˘ex of Xk, and the corresponding positive excursion Xex. Let T “
levelpXexq. Then, the following statements are equivalent:
(a) T is independent of the excess value Λ
`
X˘ex
˘
;
(b) conditioned on p-shapepT q, the edge lengths are identically distributed;
(c) fpxq is an exponential p.d.f.
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If any of these statements holds, then the edge lengths are i.i.d. exponential
random variables.
Proof. pcq ñ paq. It is easy to show via the characteristic functions that spxq
is an exponential p.d.f. if and only if fpxq is an exponential p.d.f.. The mem-
oryless property of the exponential random variables implies that if spxq is an
exponential p.d.f., then T “ levelpXexq is independent of the excess value
Λ
`
X˘ex
˘
.
paq ñ pcq. The excess value of a Λ-shaped extended positive excursion has the
same distribution as the excess value of aM -shaped extended positive excursion
if and only if λ1pxq ” λ2pxq. If this equality holds, then by equation (164) the
p.d.f. λ1pxq satisfies equation (231) in Lemma 33, which implies that λ1pxq ”
λ2pxq is an exponential density function. Hence, from (163) and Lemma 34 we
conclude that spxq ” λ1pxq is an exponential density function, which in turn
implies that fpxq is exponential.
pbq ñ pcq. The distribution of the leaf length is the minimum of two inde-
pendent spxq-distributed random variables. Thus the cumulative distribution
function of the leaf length equals
F1pxq “ 1´
¨˝8ż
x
spyq dy‚˛2 .
The cumulative distribution function for the length of the non-leaf edge in a
Y -shaped branch equals
F2pxq “ 1´
¨˝8ż
x
λ1pyq dy‚˛
2
.
Here, F1pxq ” F2pxq if and only if λ1pxq ” spxq, which by Lemma 33 and
equation (163) happens if and only if spxq is exponential. This implies that fpxq
is an exponential p.d.f..
pcq ñ pbq. Suppose fpxq is the exponential density with parameter λ, i.e.,
fpxq “ φλpxq. According to the construction in the proof of Thm. 16, together
with statement paq, and because any edge in T is a stem of a unique descendant
subtree of T , it suffices to prove that conditioned on p-shapepT q, the tree stem
(root edge) has exponential distribution with parameter λ.
According to (160), spxq has the exponential density with parameter λ{2.
Conditioned on ordpT q “ 1, the length of the stem (the only edge of the tree)
equals the minimum of two independent exponentially distributed random vari-
ables with density spxq, and hence has the exponential density with parameter
λ. Conditioned on ordpT q ě 2, the length of the stem is the minimum of the
excess values of two independent extended positive excursions. By the memory-
less property of the exponential distribution, each of these excess values has the
exponential distribution with parameter λ{2. Hence, the stem length has the
exponential distribution with parameter λ. This shows that the edge lengths in
T have the same distribution.
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Finally, suppose any and therefore all three of the statements (a)-(c) hold, then
properties (b) and (c) insure that the edge lengths are identically and exponen-
tially distributed, while property (a) insures the independence of edge lengths.
This completes the proof.
7.6. Exponential random walks
Proposition 14 (and the subsequent comment) suggests that the problem of
finding Horton self-similar trees with edge lengths is related to finding extreme-
invariant processes 
X
p1q
j ´Xp1q0
(
jPZ
d“  ζpXk ´X0q(kPZ for some ζ ą 0, (165)
where tXkukPZ, is a time series with an atomless distribution at every k and
X
p1q
j is the corresponding time series of local minima. The equality (165) is
understood as the distributional equivalence of two time series.
In this section we establish a sufficient condition for a symmetric homoge-
neous random walk to solve (165), and show that in this case ζ “ 2. Moreover,
we show that if a symmetric random walk Xk satisfies (165), the level set tree
of its finite positive excursion, considered as elements of Lplane, is self-similar
according to Def. 11. Symmetric random walks with exponential increments is
an example of a process that solves (165).
The following result describes the solution of the problem (165) in terms of
the characteristic function of fpxq.
Proposition 15 (Extreme-invariance of a symmetric homogeneous ran-
dom walk, [150]). Consider a symmetric homogeneous random walk tXkukPZ
with a transition kernel ppxq “ fpxq`fp´xq2 , where fpxq is a p.d.f. with support
supppfq Ď R` and a finite second moment. Then, the local minima tXp1qj ujPZ
of tXkukPZ form a symmetric homogeneous random walk with transition kernel
pp1qpxq “ ζ´1 ppx{ζq, ζ ą 0 (166)
if and only if ζ “ 2 and
<
” pfp2sqı “ ˇˇˇˇˇ pfpsq2´ pfpsq
ˇˇˇˇ
ˇ
2
, (167)
where pfpsq is the characteristic function of fpxq and <rzs denotes the real part
of z P C.
Proof. Each increment between the consecutive local minima of Xk can be rep-
resented as dj of (159) where tYiu and tZiu are i.i.d. with density fpxq, and ξ`
and ξ´ are independent geometric random variables with parameter 1{2, i.e.,
Geom1p1{2q.
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The law of total variance readily implies that ζ “ 2. Indeed,
Var
˜
ξÿ`
i“1
Yi
¸
“ E
«
Var
˜
ξÿ`
i“1
Yi
ˇˇˇ
ξ`
¸ff
` Var
˜
E
«
ξÿ`
i“1
Yi
ˇˇˇ
ξ`
ff¸
“ σ2Erξ`s ` µ2Varpξ`q “ 2pµ2 ` σ2q, (168)
where µ and µ2 ` σ2 are the first and the second moments of fpxq respectively.
Thus, on one hand, the variance of the increments of Xk is
VarpXk`1 ´Xkq “ µ2 ` σ2
since for a symmetric homogeneous random walk, ErXk`1 ´ Xks “ 0. On the
other hand, (159) and (168) imply that the variance of the increments in the
sequence of local minima Xp1qj is
VarpXp1qj`1 ´Xp1qj q “ Varpdjq “ Var
˜
ξÿ`
i“1
Yi
¸
` Var
˜
ξÿ´
i“1
Zi
¸
“ 4pµ2 ` σ2q.
Hence, VarpXp1qj`1 ´Xp1qj q “ 4VarpXk`1 ´Xkq, and therefore ζ “ 2 is the only
value of ζ for which the scaling (166) may hold.
Taking the characteristic functions in (166), we obtain
pp1qpsq “ ppζsq “ < ” pfpζsqı .
while taking the characteristic function of dj in (159) we have
pp1qpsq “ Ereisdj s “ E „´ pfpsq¯ξ` E „´ pfp´sq¯ξ´ “ ˇˇˇˇˇ pfpsq2´ pfpsq
ˇˇˇˇ
ˇ
2
.
Thus, (166) is satisfied if and only if
<
” pfpζsqı “ ˇˇˇˇˇ pfpsq2´ pfpsq
ˇˇˇˇ
ˇ
2
. (169)
Substituting ζ “ 2 into (169) completes the proof.
Example 13. Exponential density fpxq “ φλpxq of (69) solves (167) with any
λ ą 0; see Thm. 17 below for more detail.
Consider a time series tXkukPZ, with an atomless distribution of values at
each k. Let tXtutPR, be a continuous function of linearly interpolated values of
Xk. We define a positive excursion of Xk as a fragment of the time series on
an interval rl, rs, l, r P Z, such that Xl ě Xr and Xk ą Xl for all l ă k ă r
(see Fig. 28). To each positive excursion of Xk on rl, rs corresponds a positive
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excursion of Xt on rl, r˜s, where r˜ P pr´ 1, rs is such that Xr˜ “ Xl. The level set
tree of a positive excursion of Xk is that of the corresponding positive excursion
of Xt.
Propositions 15 and 14 imply the following statement.
Corollary 11. Consider a symmetric homogeneous random walk tXkukPZ with
a transition kernel ppxq “ fpxq`fp´xq2 , where fpxq is a p.d.f. with support
supppfq Ď R` and a finite second moment. Let
T “ level`tXtutPrl,rs˘
be the level set tree for a positive excursion tXtutPrl,rs generated by the random
walk Xk as defined in Sect. 7.2. Then, the tree T has a Horton self-similar
distribution (Def. 11) over BL|plane, if and only if the condition (167) holds for
the characteristic function pfpsq of fpxq.
Proof. The coordination in shapes and lengths follows from the random walk
construction. Props. 15,14 establish the Horton prune-invariance.
A homogeneous random walk on R is called exponential random walk if its
transition kernel is a mixture of exponential jumps:
ppxq “ ρ φλupxq ` p1´ ρqφλdp´xq, 0 ď ρ ď 1, λu, λd ą 0,
where φλ is the exponential density with parameter λ ą 0 as defined in Eq. (69).
We refer to an exponential random walk by its parameter triplet tρ, λu, λdu.
Each interpolated exponential random walk with parameters tρ, λu, λdu is a
piece-wise linear function whose positive (up) and negative (down) increments
are independent exponential random variables with respective parameters λu
and λd, and the probabilities of a positive or negative increment at every inte-
ger instant are ρ and p1 ´ ρq, respectively. After a time change that makes all
segments to have slopes ˘1, each interpolated exponential random walk with
parameters tρ, λu, λdu corresponds to a piece-wise linear function with alternat-
ing rises and falls that have independent exponential lengths with parameters
p1 ´ ρqλu and ρλd, respectively. An exponential random walk is symmetric if
and only if ρ “ 1{2 and λu “ λd.
Theorem 17 (Self-similarity of exponential random walks, [150]). Let
tXkukPZ be an exponential random walk with parameters tρ, λu, λdu. Then
(a) The sequence tXp1qj ujPZ of the local minima of Xk is an exponential random
walk with parameters tρ˚, λu˚, λ˚du such that
ρ˚ “ ρ λd
ρ λd ` p1´ ρqλu , λ
˚
d “ ρλd, and λu˚ “ p1´ ρqλu. (170)
(b) The exponential walk Xk satisfies the self-similarity condition (165) if and
only if it is symmetric (ρ “ 1{2 and λu “ λd), i.e., when ppxq is a mean
zero Laplace p.d.f.
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(c) The self-similarity (165) is achieved after the first Horton pruning, for the
chain tXp1qj ujPZ of the local minima, if and only if the walk’s increments
have zero mean, ρ λd “ p1´ ρqλu.
Proof. (a) By Lemma 19(i), the sequence of local minima Xp1qj of Xk is a homo-
geneous random walk with transition kernel pp1qpxq. The latter is the probability
distribution of the jumps dj given by (159) with
ξ`
d„ Geom1p1´ ρq, ξ´ d„ Geom1pρq, Yi d„ φλu , and Zi d„ φλd .
The characteristic function pp1qpsq of the transition kernel pp1qpxq is found here
as follows
pp1qpsq “ E ”exp!is´Xp1qj`1 ´Xp1qj ¯)ı “ ρp1´ ρqλdλupp1´ ρqλu ´ isq pρλd ` isq
“ ρ˚ pφλu˚ psq ` p1´ ρ˚q pφλ˚d psq,
where pφλpsq “ λ
λ´ is (171)
is the characteristic function of an exponential random variable with parameter
λ, and ρ˚, λu˚, λ˚d are given by (170). Thus,
pp1qpxq “ ρ˚φλu˚ pxq ` p1´ ρ˚qφλ˚d p´xq.
This means that the sequence of local minima tXp1qj u also evolves according to a
two-sided exponential transition kernel, only with different parameters, ρ˚, λ˚d ,
and λu˚.
Part (b) of the theorem follows immediately from part (a). Alternatively, we
observe that the exponential density fpxq “ φλpxq solves (167) with any λ ą 0:
by (171) we have
<
”pφλp2sqı “ < „ λ
λ´ 2is

“ λ
2
λ2 ` 4s2
and ˇˇˇˇ
ˇ pφλpsq2´ pφλpsq
ˇˇˇˇ
ˇ
2
“
ˇˇˇˇ
λ
λ´ 2is
ˇˇˇˇ2
“ λ
2
λ2 ` 4s2 .
Hence, Part (b) follows from Prop. 15.
(c) Observe that ρ˚ “ 1{2 and λ˚d “ λu˚ if and only if ρ λd “ p1´ ρqλu.
We now extend Def. 22 to non-critical Galton-Watson trees.
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Definition 31 (Exponential binary Galton-Watson tree, [116]). We say
that a random planted embedded binary tree T P BL|plane is an exponential binary
Galton-Watson tree and write T d„ GWpλ1, λq, for 0 ď λ1 ă λ, if
(i) shape(T ) is a binary Galton-Watson tree GWpq0, q2q with
q0 “ λ` λ
1
2λ , q2 “
λ´ λ1
2λ ;
(ii) the orientation for every pair of siblings in T is random and symmetric;
and
(iii) conditioned on a given shape(T ), the edges of T are sampled as inde-
pendent exponential random variables with parameter λ, i.e., with den-
sity (69).
In particular, we observe that GWpλq “ GWp0, λq. A connection between expo-
nential random walks and exponential Galton-Watson trees is provided by the
following well known result.
Theorem 18. [116, Lemma 7.3],[89, 106] Consider a random excursion Yt
in Eex. The level set tree levelpYtq is an exponential binary Galton-Watson
tree GWpλ1, λq if and only if the alternating rises and falls of Yt, excluding
the last fall, are distributed as independent exponential random variables with
parameters λ`λ12 and
λ´λ1
2 , respectively, for some 0 ď λ1 ă λ.
Equivalently, for a random excursion Yt of a homogeneous random walk in
Eex, the level set tree levelpYtq is an exponential binary Galton-Watson tree
GWpλ1, λq if and only if Yt, as an element of Eex, corresponds to an excursion
of an exponential walk with parameters tρ, λu, λpu satisfying p1 ´ ρqλu “ λ`λ12
and ρλd “ λ´λ12 .
We emphasize the following direct consequence of Thms. 17(a) and 18.
Corollary 12. Suppose T d„ GWpγq is an exponential critical binary Galton-
Watson tree. Then, the following statements hold:
(a) The pruned exponential critical binary Galton-Watson tree is an exponential
critical binary Galton-Watson tree:´
RkpT q ˇˇ RkpT q ­“ φ¯ d„ GW `2´kγ˘ for any k P N.
(b) The lengths of branches of Horton-Strahler order j ě 1 in T (see Def. 5) has
exponential distribution with parameter 21´j γ. The lengths of branches (of
all orders) are independent.
Remark 14 (A link between Thm. 17 and Thm. 6.). Consider an excursion
of an exponential random walk Xt with parameters tρ, λu, λdu. The geometric
stability of the exponential distribution implies that the monotone rises and
falls of Xt are exponentially distributed with parameters p1 ´ ρqλu and ρ λd,
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respectively. Thus, Thm. 18 implies that shape plevelpXtqq is distributed as a
binary Galton-Watson tree GWpq0, q2q with
q2 “ ρ λdp1´ ρqλu ` ρ λd “ 1´ q0.
The first pruning Xp1qt (see Sect. 7.4), according to (170), is an exponential
random walk with parameters"
ρ˚ “ ρ λdp1´ ρqλu ` ρ λd , λu˚ “ p1´ ρqλu, λ
˚
d “ ρ λd
*
.
Its upward and downward increments are exponentially distributed with param-
eters, respectively,
p1´ ρ˚qλu˚ “ rp1´ ρqλus
2
p1´ ρqλu ` ρ λd and ρ
˚λ˚d “ rρ λds
2
p1´ ρqλu ` ρ λd .
Accordingly, the level set tree for a positive excursion Xp1qt is a binary Galton-
Watson tree GWpqp1q0 , qp1q2 q with
q
p1q
2 “
rρ λds2
rp1´ ρqλus2 ` rρ λds2 “ 1´ q
p1q
0 .
Continuing this way, we find that n-th pruning Xpnqt of Xt is an exponential
random walk such that the level set tree of its positive excursion has binary
Galton-Watson distribution GWpqpnq0 , qpnq2 q with
q
pnq
2 “
”
q
pn´1q
2
ı2
”
q
pn´1q
0
ı2 ` ”qpn´1q2 ı2 “
rρ λds2n
rp1´ ρqλus2n ` rρ λds2n “ 1´ q
pnq
0 (172)
The first equality in (172) defines the same iterative system as (61) in Thm. 6
of Burd et al. that describes iterative Horton pruning of Galton-Watson trees.
Another noteworthy relation connecting the exponential random walkXpnqt with
parameters tρpnq, λpnqu , λpnqd u and the Galton-Watson tree GWpqpn´1q0 , qpn´1q2 q is
given by
ρpnq “ qpn´1q2 for any n ě 1 pwhere qp0q2 ” q2q.
7.7. Geometric random walks and critical non-binary
Galton-Watson trees
A recent study by Barbosa et al. [16] examines the self-similar properties of
the level-set trees corresponding to the excursions of the so-called geometric
random walk on Z, defined below (Def. 32). The results in [16] give a discrete-
space version of the results discussed in Sect. 7.6.
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For the given probabilities tp1, p2, r1, r2u such that p1 ` p2 ď 1, consider a
discrete-time random walk on Z, where at each time step, p1 is the probability
of an upward jump, p2 is the probability of a downward jump, and 1´ p1 ´ p2
is the probability of remaining at the same location. Conditioned on jumping
upward, the increment size is a Geom1pr1q-distributed random variable, while
conditioned on jumping downward, the increment size is a Geom1pr2q-distributed
random variable. Here is a formal definition.
Definition 32 (Geometric random walk). A geometric random walk Xt
with probability parameters
tp1, p2, r1, r2u
is a discrete time space-homogeneous random walk on Z with transition probabil-
ities ppx, yq “ ppy´xq such that its jump kernel ppxq is a double-sided geometric
probability mass function (discrete Laplace distribution) that can be expressed as
ppxq “ p1g1pxq ` p1´ p1 ´ p2qδ0pxq ` p2g2p´xq, (173)
where δ0pxq denotes the Kronecker delta function at 0, and gipxq (i “ 1, 2) is
the probability mass function of a Geom1priq-distributed random variable. The
distribution for a geometric random walk is denoted by GRWpp1, p2, r1, r2q.
Example 14. The most celebrated example of a geometric random walk is the
simple random walk on Z with distribution GRW
` 1
2 ,
1
2 , 1, 1
˘
.
By (173), the characteristic function for the increments in a geometric walk
is given by
ppsq “ p1r1eis1´ p1´ r1qeis ` p2r2e
´is
1´ p1´ r2qe´is ` p1´ p1 ´ p2q. (174)
Equation (174) leads to the derivation of the following invariance result, analo-
gous to Thm. 17(a) in a discrete space setting.
Theorem 19 ([16]). Suppose Xt is a geometric random walk GRWpp1, p2, r1, r2q,
then the time series Xp1qt of its consecutive local minima (including flat plateaus)
is also a geometric random walk GRW
`
p
p1q
1 , p
p1q
2 , r
p1q
1 , r
p1q
2
˘
with probability pa-
rameters
r
p1q
1 “
p2r1
p1 ` p2 , p
p1q
1 “
r
p1q
2 p1´ rp1q1 q
1´ p1´ rp1q1 qp1´ rp1q2 q
,
r
p1q
2 “
p1r2
p1 ` p2 , p
p1q
2 “
r
p1q
1 p1´ rp1q2 q
1´ p1´ rp1q1 qp1´ rp1q2 q
.
If r1 “ r2 “ r and p1 “ p2 “ p, the geometric random walk SGRWpp, rq ”
GRWpp, p, r, rq is called symmetric geometric random walk (SGRW). In this
case, Thm. 19 can be reinterpreted as the following statement, analogous to
Thm. 17(b) adapted to the discrete space Z.
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Corollary 13 ([16]). Suppose Xt d„ SGRWpp, rq is a symmetric geometric
random walk on Z. Then, the time series Xp1qt of its consecutive local minima
is also a symmetric geometric random walk SGRW
`
pp1q, rp1q
˘
with probability
parameters
pp1q “ 1´ r
p1q
2´ rp1q and r
p1q “ r2 .
Next, consider the case of a geometric random walk Xt with mean zero incre-
ments,
ErXt`1 ´Xts “ p1
r1
´ p2
r2
“ 0.
In this case p1r2 “ p2r1, and Thm. 19 and Cor. 13 imply the following result.
Corollary 14 ([16]). Suppose Xt d„ GRWpp1, p2, r1, r2q is a mean zero geomet-
ric random walk, i.e. p1r2 “ p2r1. Then, the time series Xp1qt of its consecu-
tive local minima is a symmetric geometric random walk SGRW
`
pp1q, rp1q
˘
with
probability parameters
pp1q “ 1´ r
p1q
2´ rp1q and r
p1q “ r2 ,
where r “ 2p1r2p1`p2 “ 2p2r1p1`p2 .
Furthermore, let Xpk`1qt for k “ 1, 2, . . . be the time series of the consecutive
local minima of Xpkqt . Then, X
pkq
t is also a symmetric geometric random walk
SGRW
`
ppkq, rpkq
˘
with probability parameters
ppkq “ 1´ r
pkq
2´ rpkq and r
pkq “ r2k . (175)
For the remainder of this section, let tppkq, rpkqu denote the parameters of
the symmetric geometric random walk SGRW
`
ppkq, rpkq
˘
, obtained by taking k
iterations of local minima of Xt d„ GRWpp1, p2, r1, r2q, as in Cor. 14.
Corollary 15 ([16]). Suppose Xt d„ GRWpp1, p2, r1, r2q is a mean zero geomet-
ric random walk, i.e. p1r2 “ p2r1. Then,
lim
nÑ8 r
pnq “ 0 and lim
nÑ8 p
pnq “ 12 .
The following is a discrete analogue of Thm. 18, stated in Sect. 7.6.
Theorem 20 ([16]). Suppose Xt d„ GRWpp1, p2, r1, r2q is a geometric random
walk with a nonnegative drift, i.e., p1r2 ď p2r1. Let T ex be the level set tree of
a positive excursion of Xt. Then,
shapepT exq d„ GW`tqku˘ on T |
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with
q0 “ 1´ pp1q1 , and qk “ pp1q1
`
r
p1q
2
˘k´2p1´ rp1q2 q for k “ 2, 3 . . . ,
where rp1q1 , r
p1q
2 , p
p1q
1 , and p
p1q
2 are as in Theorem 19 (recall that q1 ” 0 since
we work with reduced trees). Moreover, if Xt is a mean zero geometric random
walk (i.e., p1r2 “ p2r1), then
q0 “ 12´ rp1q , and qk “
`
rp1q
˘k´2p1´ rp1qq2
2´ rp1q for k “ 2, 3 . . . ,
where rp1q1 and r
p1q
2 are as in Corollary 14.
Observe that, in the setting of Thm. 20, if we consider a mean zero GRW
(p1r2 “ p2r1 and, equivalently, rp1q1 “ rp1q2 ) then,
ÿ
k
kqk “
˜
1´ rp1q1
1´ rp1q2
¸˜
r
p1q
2 ` rp1q2 p1´ rp1q2 q
r
p1q
2 ` rp1q1 p1´ rp1q2 q
¸
“ 1.
In other words, the level set tree of its positive excursion is distributed as a
critical Galton-Watson tree GW`tqku˘. Combining Prop. 14 with Thm. 20 we
have the following corollary.
Corollary 16 ([16]). Suppose Xt d„ GRWpp1, p2, r1, r2q is a mean zero geo-
metric random walk, i.e. p1r2 “ p2r1. Let T ex be the level set tree of a positive
excursion of Xt. Then, shapepT exq d„ GW
`tqku˘, where GW`tqku˘ is a critical
Galton-Watson distribution on T |. Moreover, for any n ě 1, the level set tree
of a positive excursion of Xpnqt is distributed as´
Rn`T ex˘ ˇˇˇRn`T ex˘ ­“ φ¯ d„ GW`tqpnqk u˘
with
q
pnq
0 “
1
2´ rpn`1q and q
pnq
k “
prpn`1qqk´2p1´ rpn`1qq2
2´ rpn`1q p@k ě 2q, (176)
where rpnq is given by equation (175) of Corollary 14.
Finally, letting nÑ8, we have
q
pnq
0 Ñ
1
2 , q
pnq
2 Ñ
1
2 , and q
pnq
k Ñ 0 p@k ą 2q. (177)
The convergence in (177) follows from Cor. 15 as rpnq Ñ 0. Writing ν “
GW`tqku˘, we have by Cor. 16 that the pushforward measure satisfies
νn :“ Rn˚pνq “ ν ˝R´n d“ GW
`tqpnqk u˘
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while equation (177) additionally asserts that
lim
nÑ8 νnpτ |τ ‰ φq “ µ
˚pτq, (178)
where µ˚ denotes the critical binary Galton-Watson measure on T | defined in
(60). Equation (178) provides a specific example of Thm. 5 (Thm. 1.3 in [29])
showing that recursive pruning of a critical Galton-Watson tree converges to a
binary critical Galton-Watson tree.
7.8. White noise and Kingman’s coalescent
This section establishes an interesting correspondence between the tree repre-
sentations of a white noise (sequence of i.i.d. random variables) and celebrated
Kingman’s coalescent process [74]. We begin by an informal review of coalescent
processes and their trees.
7.8.1. Coalescent processes, trees
Coalescent processes [116, 5, 26, 22, 51]. A general finite coalescent process
begins with N singletons. The cluster formation is governed by a symmetric
collision rate kernel Kpi, jq “ Kpj, iq ą 0. Specifically, a pair of clusters with
masses (weights) i and j coalesces at the rate Kpi, jq{N , independently of the
other pairs, to form a new cluster of mass i ` j. The process continues until
there is a single cluster of mass N .
Formally, for a given N ě 1 consider the space PrNs of partitions of rN s “
t1, 2, . . . , Nu. Let ΠpNq0 be the initial partition in singletons, and ΠpNqt pt ě 0q
be a strong Markov process such that ΠpNqt transitions from partition pi P PrNs
to pi1 P PrNs with rate Kpi, jq{N provided that partition pi1 is obtained from
partition pi by merging two clusters of pi of weights i and j. If Kpi, jq ” 1
for all positive integer masses i and j, the process ΠpNqt is known as the N -
particle Kingman’s coalescent process. If Kpi, jq “ i` j the process is called the
N -particle additive coalescent. Finally, if Kpi, jq “ ij the process is called the
N -particle multiplicative coalescent.
Coalescent tree. A merger history of the N -particle coalescent process can
be naturally described by a time oriented binary tree constructed as follows.
Start with N leaves that represent the initial N particles and have time mark
t “ 0. When two clusters coalesce (a transition occurs), merge the corresponding
vertices to form an internal vertex with a time mark of the coalescent. The
final coalescence forms the tree root. The resulting time oriented binary tree
represents the history of the process. We notice that a given unlabeled tree
corresponds to multiple coalescent trajectories obtained by relabeling of the
initial particles.
Let T pNqK denote the coalescent tree for the N -particle Kingman’s coalescent
process. Let Nj denote the number of branches of Horton-Strahler order j in
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the tree T pNqK . In Sect. 8 we will show that for each j ě 1, the asymptotic Horton
ratios Nj are well-defined (Def. 20), that is
Nj
N
pÑ Nj as N Ñ8. (179)
Moreover, the Horton ratios Nj are finite and can be expressed as
Nj “ 12
ż 8
0
g2j pxq dx,
where the sequence gjpxq solves the following system of ordinary differential
equations (ODEs):
g1j`1pxq ´
g2j pxq
2 ` gjpxqgj`1pxq “ 0, x ě 0 (180)
with g1pxq “ 2{px` 2q, gjp0q “ 0 for j ě 2. Equivalently,
Nj “
ż 1
0
p1´ p1´ xqhj´1pxqq2 dx,
where h0 ” 0 and the sequence hjpxq satisfies the ODE system
h1j`1pxq “ 2hjpxqhj`1pxq ´ h2j pxq, 0 ď x ď 1 (181)
with the initial conditions hkp0q “ 1 for j ě 1.
The root-Horton law (Def. 21) for the well-defined Horton ratios Nj (179) of the
Kingman’s coalescent process is stated in Thm. 23, with the Horton exponent
bounded by the interval 2 ď R ď 4. Moreover, the Horton exponent is estimated
to be R “ 3.0438279 . . . via the ODE representation in (180) and (181). The
numerical computation (not shown here) affirms that the ratio-Horton and the
strong Horton laws of Def. 21 are valid for the Kingman’s coalescent as well.
7.8.2. White noise
In this section we will show that the combinatorial shape function for the level
set tree Twn of white noise is closely connected to the shape function of the
Kingman’s coalescent tree TK “ T pNqK introduced in Sect. 7.8.1. Specifically, the
two are separated by a single Horton pruning R. In other words, conditioning
on the same number of leaves, shape
`RpTKq˘ d“ shape`Twn˘.
Let W pNqj with j “ 1, . . . , N ´1 be a discrete white noise that is a discrete
time process comprised of N´1 i.i.d. random variables with a common atomless
distribution. Next, we consider an auxiliary process W˜ pNqi with i “ 1, . . . , 2N´
1, such that it has exactly N local maxima and N´1 internal local minima
W˜
pNq
2j “ W pNqj , j “ 1, . . . , N´1. We call W˜ pNqi an extended white noise. It can
be constructed as in the following example.
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Example 15 (Extended white noise).
W˜
pNq
i “
$&% W
pNq
i{2 , for even i,
max
!
W
pNq
i1 ,W
pNq
i2
)
` 1, for odd i, (182)
where i1 “ max `1, i´12 ˘ and i2 “ min `N ´ 1, i`12 ˘.
Let T pNqwn “ level
´
W˜
pNq
i
¯
be the level set tree of W˜ pNqi . By construction,
T
pNq
wn has exactly N leaves. Also observe that the level set trees T pNqwn and
level
´
W
pNq
j
¯
are separated by a single Horton pruning:
R
´
T pNqwn
¯
“ level
´
W
pNq
j
¯
. (183)
Lemma 21. The distribution of shape
´
T
pNq
wn
¯
on BT | is the same for any
atomless distribution F of the values of the associated white noise W pNqj .
Proof. The condition of atomlessness of F is necessary to ensure that the level
set tree is binary with probability one. By construction, the combinatorial level
set tree is completely determined by the ordering of the local minima of the
respective trajectory, independently of the particular values of its local maxima
and minima. We complete the proof by noticing that the distribution for the
ordering of W pNqj is the same for any choice of atomless distribution F .
Let T pNqK be the tree that corresponds to the Kingman’s N -coalescent, and
let shape
´
T
pNq
K
¯
be its combinatorial version that drops the time marks of the
vertices. Both the trees shape
´
T
pNq
wn
¯
and shape
´
T
pNq
K
¯
, belong to the space
BT | (or, more specifically, to BT | conditioned on N leaves).
Theorem 21. The trees shape
´
T
pNq
wn
¯
and shape
´
T
pNq
K
¯
have the same dis-
tribution on BT |.
Proof. The proof uses a construction similar in some respect to the celebrated
Kingman paintbox process [74, 116, 26, 22]. For the Kingman’s N -coalescent,
let us enumerate the initial singletons from 1 to N . We will identify each cluster
with a collection of singletons listed from left to right, where the order in which
they are listed is important as it contains a certain amount of information
regarding the process’s merger history. Specifically, consider a pair of clusters i
and j, identified with the corresponding collection of singletons as follows
i “ ti1, . . . , iku and j “ tj1, . . . , jmu.
Next, we split the merger rate of 1N into two. We let the clusters i and j merge
into the new cluster
ti, ju “ ti1, . . . , ik, j1, . . . , jmu
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with rate 12N , or into the new cluster
tj, iu “ tj1, . . . , jm, i1, . . . , iku
also with rate 12N . The final merger results in a cluster consisting of all N
singletons, listed as a permutation from SN ,
σ “ tσ1, . . . , σNu.
Conditioning on the final permutation σ, the merger history is described by the
random connection times,
t1, t2, . . . , tN´1,
where tj is the merger time when the singletons σj and σj`1 meet in the same
cluster. The following diagram helps visualize the connection times:
σ1
t1ÝÑ σ2 t2ÝÑ σ3 t3ÝÑ . . . σN´1 tN´1ÝÑ σN .
Since all pN 1´q! orderings of the connection times t1, . . . , tN´1 are equiprobable,
the combinatorial shape of the resulting coalescent tree is distributed as the
combinatorial tree shape
´
T
pNq
wn
¯
, where all pN´1q! orderings of the analogous
connection times W pNq1 ,W
pNq
2 , . . . ,W
pNq
N´1 are also equiprobable.
The following result is a consequence of the above Thm. 21 and Thm. 23
that we state and prove in Sect. 8 establishing the root-Horton law (Def. 21)
for Kingman’s coalescent tree shape
´
T
pNq
K
¯
.
Corollary 17. The combinatorial level set tree of a discrete white noiseW pNqj is
root-Horton self similar with the same Horton exponent R as that for Kingman’s
N -coalescent.
Proof. Together, Theorems 21 and 23 imply the root-Horton self-similarity for
shape
´
T
pNq
wn
¯
, with the same Horton exponent R.
By definition, Horton pruning corresponds to an index shift in Horton statis-
tics: Nj
“RpT q‰ “ Nj`1rT s (j ě 1). Thus, the root-Horton self-similarity for
shape
´
T
pNq
wn
¯
implies the root-Horton self-similarity for shape
´
level
`
W
pNq
j
˘¯
.
Finally, the Horton exponent is preserved under the extra Horton pruning as
lim
jÑ8
´
Nj`1
¯´ 1j “ lim
jÑ8
´
Nj
¯´ 1j “ R.
7.9. Level set trees on higher dimensional manifolds and Morse
theory
Consider an n-dimensional differentiable manifoldM “Mn, and a differentiable
function f : M Ñ R. A point p is called a critical point of f if dfppq “ 0, in
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f(p)
f(q) = a
b
Index n – 1 = 1
(saddle point)
Region f–1([a,b]) is shaded.
It contains a saddle point.
Range b ≤ f(x) ≤ a
Path g
Fig 31: Illustration to Lemma 22 (a counterexample). Here, a function f : M Ă
R2 Ñ R is such that the region f´1pra, bsq, which is shaded in the bottom part,
contains a saddle (critical point of index n´ 1 “ 1); hence the conditions of the
Lemma are violated. Observe, accordingly, that the image of any path γ : pÑ q
must go below the point a “ fpqq by a finite amount, i.e. there exists δ ą 0 such
that γ Ć La´δ.
which case, fppq is said to be a critical value of f . A point x P M is called a
regular point of f if it is not a critical point.
If p is a critical point of f , then
fpxq “ fppq ` 12Hf,ppx, xq `Op3q
is the Taylor expansion of f around p, where
Hf,ppu, vq “
ÿ
i,j
B2f
Bxi Bxj ppquivj : TpM ˆ TpM Ñ R
is a symmetric bilinear form over the tangent space TpM generated by the
Hessian matrix B
2f
Bxi Bxj ppq, and Op3q denotes the third and higher order terms.
Definition 33 (Nondegenerate points and Morse functions [109]). Let
M and f to be as above. A critical point p PM of f is said to be nondegenerate
if the determinant of its Hessian matrix B
2f
Bxi Bxj ppq is not equal to zero. A differ-
entiable function f : M Ñ R is said to be a Morse function if all of its critical
points are nondegenerate.
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(b) LEVEL(f)
a
Index 2
Index 2
Index 2
Index 1
Index 1
(a) f(x): M ⊂ ℝ2 ⟼ℝ
Fig 32: Level set tree of a Morse function: An illustration. (a) A Morse function
fpxq : M Ă R2 Ñ R (top) and its level sets Lα (bottom). (b) The level set tree
levelpfq shows how distinct components of Lα merge as threshold α decreases.
The color code illustrates the value of fpxq at different level lines. Each critical
point of index 2 (local maximum) corresponds to a leaf. In this figure, each
critical point of index 1 (saddle) corresponds to an internal vertex.
Theorem 22 (Morse, [109]). Consider an n-dimensional differentiable man-
ifold M , and a differentiable function f : M Ñ R. If p PM is a nondegenerate
critical point of f , then there exists an open neighborhood U of p and local co-
ordinates px1, . . . , xnq on U with`
x1ppq, . . . , xnppq
˘ “ p0, . . . , 0q
such that in this coordinates fpxq is a quadratic polynomial represented as
fpxq “ fppq ` 12Hf,ppx, xq.
If Bpu, vq : V ˆ V Ñ R is a nondegenerate (i.e., with non-zero determinant)
symmetric bilinear form over an n-dimensional vector space V , then there exists
a unique nonnegative integer λ ď n and at least one basis B of V such that, in
basis B,
Bpx, xq “ ´x21 ´ . . .´ x2λ ` x2λ`1 ` . . .` x2n.
This implies the following corollary to the Morse Theorem (Thm. 22), known
as the Morse Lemma.
Corollary 18 (Morse Lemma [109]). Consider an n-dimensional differen-
tiable manifold M , and a differentiable function f : M Ñ R. If p P M is a
nondegenerate critical point of f , then there exists and open neighborhood U of
p and local coordinates px1, . . . , xnq on U with`
x1ppq, . . . , xnppq
˘ “ p0, . . . , 0q
imsart-generic ver. 2014/10/16 file: RandomTreeSurvey2019_arxiv_v2.tex date: May 21, 2019
Y. Kovchegov and I. Zaliapin/Random Self-Similar Trees 134
(a) f(x): M ⊂ ℝ2 ⟼ℝ (b) LEVEL(f)
a
Index 2
Index 1
Fig 33: Level set tree of a Morse function: An illustration. In this figure, the
critical point of index 1 (saddle) does not correspond to an internal vertex. The
rest of notations are the same as in Fig. 32.
such that in this coordinates,
fpxq “ fppq ´ x21 ´ . . .´ x2λ ` x2λ`1 ` . . .` x2n.
The integer λ in Cor. 18 is called the index of the nondegenerate critical point
p PM . The next lemma concerns directly the structure of the level set trees for
f : M Ñ R. Let M and f to be as above. Following the one-dimensional setup
of Sect. 7.2.1, for α P R we consider the level set
Lα “ Lαpfq “ tx PM : fpxq ě αu.
Lemma 22 ([103, 31]). Consider an n-dimensional differentiable manifoldM ,
and a Morse function f : M Ñ R. Given points p, q P M and a differentiable
curve γ : r0, 1s ÑM such that γp0q “ p and γp1q “ q. Let a “ min  fppq, fpqq(
be the minimal endpoint value, and let b “ min
tPr0,1s
`
f ˝ γptq˘.
Suppose f´1
`ra, bs˘ is compact and does not contain any critical points of
index n or n ´ 1. Then, for any δ ą 0, there exists a differentiable curve rγ :
r0, 1s ÑM homotopic to γ such that rγp0q “ p and rγp1q “ q, andrγ`r0, 1s˘ Ă La´δ.
Consider an n-dimensional compact differentiable manifold M , and a Morse
function f : M Ñ R. Recalling the definition of a level set tree in dimension
one, for p, q PM , let
fpp, qq :“ sup
γ:pÑq
inf
xPγ fpxq,
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where the supremum is taken over all continuous curves γ : r0, 1s Ñ M such
that γp0q “ p and γp1q “ q. Next, as it was the case when dimpMq “ 1, we
define a pseudo-metric on M as
df pp, qq :“
`
fppq ´ fpp, qq˘` `fpqq ´ fpp, qq˘ , p, q P M. (184)
We write p „f q if df pp, qq “ 0, and observe that df is a metric over the
quotient space M{„f . Thus, pM{„f , df q is a metric space, satisfying Def. 1 of
a tree. This tree will be called the level set tree of f , and denoted by levelpfq.
Here, df pp, qq ě |fppq ´ fpqq|, with df pp, qq “ |fppq ´ fpqq| if and only if points
pp{ „f q and pq{ „f q of levelpfq belong to the same lineage. In particular,
if df pp, qq “ fppq ´ fpqq, then pp{ „f q is the descendant point to pq{ „f q,
and respectively, pq{„f q is the ancestral point to pp{„f q. Figures 32,33 show
examples of level set trees for functions f on R2.
Example 16 (Compactness requirement). The requirement for the mani-
fold M to be compact is necessary to ensure that there are no pairs of disjoint
closed sets such that the distance between the two sets equals zero. As a coun-
terexample, consider a function fpx, yq “ x2 ´ ey on M “ R2 (Fig. 34). Here,
the level set L0 consists of two nonintersecting closed regions, marked by gray
shading in Fig. 34(b):
A “ tfpx, yq ě 0, x ą 0u “  x ě ey{2(
and
B “ tfpx, yq ě 0, x ă 0u “  x ď ´ey{2(.
The distance between A and B is zero, as the two sets get arbitrary close along
the line x “ 0 as y Ñ ´8. Consider points p “ pe, 2q P A and q “ p´e, 2q P B
marked in Fig. 34. The points p and q are not connected by a continuous path
inside L0, since each such a path must intersect the line x “ 0 along which f ă 0.
Yet, if we were to extend the distance in (184) to M “ R2, then fpp, qq “ 0
since for any δ ą 0 there exists a path similar to γ in Fig. 34(b), with the tip
on the line x “ 0 for large enough y, so that γ Ă L´δ. Consequently, we have
df pp, qq “ 0 implying that the points p and q are equivalent on the level set tree
of f , p “„f q, albeit they belong to two disconnected components of L0.
Naturally, if f : M Ñ R is a Morse function, the critical points of index n
(local maxima) correspond to the leaves of the level set tree levelpfq. As we
decrease α, new segments of Lα appear at the critical points of index n, and
disconnected components of Lα merge at some critical points of index less than
n. If M is a compact manifold and f : M Ñ R is a Morse function, then by
Lem. 22 the critical points of index less than n´ 1 cannot be the merger points
of separated pieces of Lα. Thus, we obtain the following corollary of Lem. 22.
Corollary 19. Consider an n-dimensional compact differentiable manifold M ,
and a Morse function f : M Ñ R. Then, there is a bijection between the leaves of
levelpfq and the critical points of f of index n, and a one-to-one (but not neces-
sarily onto) correspondence between the internal (non-leaf) vertices of levelpfq
and the critical points of f of index n´ 1.
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(a) f(x,y) = x2 – ey (b) Level set L0 (gray)
g
pq
B = 
{f(x,y) ≥ 0, x < 0}
f(x,y) < 0
A =
{f(x,y) ≥ 0, x > 0}
p
q
Fig 34: Illustration to Example 16. The manifold M must be compact to prop-
erly define the level set tree of a function f : M Ñ R. In this example,
M “ R2 is not compact. This allows for the existence of points p and q such
that df pp, qq “ 0, while they belong to disconnected components of L0.
Proof. Suppose c PM is a critical point of f of index less than n´ 1 such that
pc{„f q is an internal (non-leaf) vertex of levelpfq. Then, pc{„f q is a parent
vertex to at least one pair of points pp{ „f q and pq{ „f q of levelpfq that do
not belong to the same lineage, fpp, qq “ fpcq, and therefore
df pp, qq “ fppq`fpqq´2fpcq “ |fppq´fpcq|`2pa´fpcqq ą |fppq´fpqq|, (185)
where a “ min  fppq, fpqq(. Thus, since M is a differentiable manifold, there
exists a differentiable curve γ : r0, 1s Ñ M such that γp0q “ p and γp1q “ q,
and min
tPr0,1s
`
f ˝ γptq˘ “ fpcq. Then, by Lemma 22, for any δ ą 0, there exists
a differentiable curve rγ : r0, 1s Ñ M homotopic to γ such that rγp0q “ p andrγp1q “ q, and rγ`r0, 1s˘ Ă La´δ.
Hence,
df pp, qq ď fppq ` fpqq ´ 2pa´ δq “ |fppq ´ fpqq| ` 2δ
for any δ ą 0. Therefore, df pp, qq “ |fppq ´ fpqq|, contradicting (185), i.e.,
contradicting the assumption that pp{ „f q and pq{ „f q do not belong to the
same lineage in levelpfq.
Remark 15. Corollary 19 asserts that while every internal vertex of the level
set tree corresponds to a critical point of index 1, not every critical point of
index 1 may correspond to an internal vertex. Figure 32 shows an example
of a function where every critical point of index 1 (saddle) corresponds to an
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internal vertex. Figure 33 shows an example of a function where the critical
point of index 1 (saddle) does not corresponds to an internal vertex.
Finally, Cor. 19 together with Morse Lemma (Cor. 18) imply the following
lemma.
Lemma 23. Consider an n-dimensional compact differentiable manifold M ,
and a Morse function f : M Ñ R. Suppose there is no two distinct critical
points p and q of index n´ 1 with the same value fppq “ fpqq. Then, the level
set tree levelpfq is binary.
Proof. Suppose p is a critical point of f corresponding to an internal (non-leaf)
vertex in levelpfq. Then, by Corollary 19, p has index λ “ n´ 1. Corollary 18
asserts that there exists and open neighborhood U of p and local coordinates
px1, . . . , xnq on U with `
x1ppq, . . . , xnppq
˘ “ p0, . . . , 0q
such that in this coordinates,
fpxq “ fppq ´ x21 ´ . . .´ x2n´1 ` x2n.
Hence, as α decreases, the merger of distinct components of Lα happens along
the xn-coordinate axis. This allows for the merger of at most two components.
Vladimir Arnold studied an alternative (albeit similar in spirit) construction of
level set trees that he called the graph of Morse function f : M Ñ R, concen-
trating mainly on the spheres M “ S2; see [8, 9, 10] and references therein.
Arnold has shown that these graphs are binary trees as well. These trees are
constructed in such a way that both the local minima (index 0) and the local
maxima (index 2) points of f correspond to the leaves, while the saddle points
(index 1) correspond to the internal (non-leaf) vertices. The goal of Arnold’s
study was to shed light on the problem of classifying all possible configurations
of the horizontal lines on the topographical maps formulated by A. Cayley in
1868. In [10], Arnold quotes a communication with Morse: M. Morse has told
me, in 1965, that the problem of the description of the possible combinations
of several critical points of a smooth function on a manifold looks hopeless to
him. L. S. Pontrjagin and H. Whitney were of the same opinion. Arnold’s work
of topological classification of level lines for Morse functions on S2 enriched
the collection of questions accompanying the Hilbert’s sixteenth problem, which
promoted the study of the topological structures of the level lines of real poly-
nomials ppxq over x P Rn, [68, 9, 10].
8. Kingman’s coalescent process
We refer to a general definition of a coalescent process in Section 7.8.1. Recall
that in an N -particle coalescent process, a pair of clusters with masses i and j
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coalesces at the rate Kpi, jq{N . The mass-independent rate Kpi, jq “ 1 defines
the Kingman’s coalescent process [74]. The following result establishes a weak
form of Horton law for Kingman’s coalescent.
Theorem 23 (Root-Horton law for Kingman’s coalescent, [82]). Con-
sider Kingman’s N -coalescent process and its tree representation T pNqK . Let Nj “
N
pNq
j denote the number of branches of Horton-Strahler order j in the tree T
pNq
K .
(i) The asymptotic Horton ratios Nj exist and are finite for all j P N, as in
Def. 20. That is, for each j, the following limit exists and is finite:
N
pNq
j {N pÑ Nj as N Ñ8. (186)
(ii) Furthermore, Nj satisfy the root-Horton law (Def. 21):
lim
jÑ8 pNjq
´ 1j “ R
with Horton exponent 2 ď R ď 4.
8.1. Smoluchowski-Horton ODEs for Kingman’s coalescent
In this section we provide a heuristic derivation of Smoluchowski-type ODEs
for the number of Horton-Strahler branches in the coalescent tree T pNqK and
consider the asymptotic version of these equations as N Ñ 8. Section 8.2
formally establishes the validity of the hydrodynamic limit.
Recall that Kpi, jq ” 1. Let |ΠpNqt | denote the total number of clusters at
time t ě 0, and let ηpNqptq :“ |ΠpNqt |{N be the total number of clusters relative
to the system size N . Then ηpNqp0q “ N{N “ 1 and ηpNqptq decreases by 1{N
with each coalescence of clusters; this happens with the rate
1
N
ˆ
N ηpNqptq
2
˙
“ η
2
pNqptq
2 ¨N ` opNq, as N Ñ8,
since 1{N is the coalescence rate for any pair of clusters regardless of their
masses. Informally, this implies that the large-system limit relative number of
clusters ηptq “ lim
NÑ8 ηpNqptq satisfies the following ODE:
d
dt
ηptq “ ´η
2ptq
2 . (187)
The initial condition ηp0q “ 1 implies a unique solution ηptq “ 2{p2 ` tq. The
existence of the limit ηptq is established in Lem. 24(a) of Sect. 8.2.
Next, for any k P N we write ηk,N ptq for the relative number of clusters
(with respect to the system size N) that correspond to branches of Horton-
Strahler order k in tree T pNqK at time t. Initially, each particle represents a leaf
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of Horton-Strahler order 1. Accordingly, the initial conditions are set to be,
using Kronecker’s delta notation,
ηk,N p0q “ δ1pkq.
Below we describe the evolution of ηk,N ptq using the definition of Horton-
Strahler orders.
Observe that ηk,N ptq increases by 1{N with each coalescence of clusters of
Horton-Strahler order k ´ 1 that happens with the rate
1
N
ˆ
N ηk´1,N ptq
2
˙
“ η
2
k´1,N ptq
2 ¨N ` opNq.
Thus η
2
k´1,N ptq
2 ` op1q is the instantaneous rate of increase of ηk,N ptq.
Similarly, ηk,N ptq decreases by 1{N when a cluster of order k coalesces with
a cluster of order strictly higher than k that happens with the rate
ηk,N ptq
˜
ηpNqptq ´
kÿ
j“1
ηj,N ptq
¸
¨N,
and it decreases by 2{N when a cluster of order k coalesces with another cluster
of order k that happens with the rate
1
N
ˆ
N ηk,N ptq
2
˙
“ η
2
k,N ptq
2 ¨N ` opNq.
Thus the instantaneous rate of decrease of ηk,N ptq is
ηk,N ptq
˜
ηpNqptq ´
kÿ
j“1
ηj,N ptq
¸
` η2k,N ptq ` op1q.
We can informally write the limit rates-in and the rates-out for the clusters of
Horton-Strahler order via the following Smoluchowski-Horton system of ODEs:
d
dt
ηkptq “ η
2
k´1ptq
2 ´ ηkptq
˜
ηptq ´
k´1ÿ
j“1
ηjptq
¸
, (188)
with the initial conditions ηkp0q “ δ1pkq. Here we interpret ηkptq as the hydro-
dynamic limit of ηk,N ptq as N Ñ8, which will be rigorously established in Lem.
24(b) of Sect. 8.2. We also let η0 ” 0.
Since ηkptq has the instantaneous rate of increase η2k´1ptq{2, the relative total
number of clusters corresponding to branches of Horton-Strahler order k is then
Nk “ δ1pkq `
8ż
0
η2k´1ptq
2 dt. (189)
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This equation has a simple heuristic interpretation. Specifically, according to
the Horton-Strahler rule (5), a branch of order k ą 1 can only be created by
merging two branches of order k ´ 1. In Kingman’s coalescent process these
two branches are selected at random from all pairs of branches of order k ´ 1
that exist at instant t. As N goes to infinity, the asymptotic density of a pair of
branches of order pk´1q, and hence the instantaneous intensity of newly formed
branches of order k, is η2k´1ptq{2. The integration over time gives the relative
total number of order-k branches. The validity of equation (189) is established
within the proof of Thm. 23(i) that follows Lem. 24.
It is not hard to compute the first three terms of the sequence Nk by solving
equations (187) and (188) in the first three iterations:
N1 “ 1, N2 “ 13 , and N3 “
e4
128 ´
e2
8 `
233
384 “ 0.109686868100941 . . .
Hence, we have N1{N2 “ 3 and N2{N3 “ 3.038953879388 . . . Our numerical
results yield, moreover,
lim
kÑ8 pNkq
´ 1k “ lim
kÑ8
Nk
Nk`1 “ 3.0438279 . . .
8.2. Hydrodynamic limit
This section establishes the existence of the asymptotic ratiosNk of (186) as well
as the validity of the equations (187), (188) and (189) in a hydrodynamic limit.
We refer to Darling and Norris [35] for a survey of techniques for establishing
convergence of a Markov chain to the solution of a differential equation.
Notice that if the first k´1 functions η1ptq, . . . , ηk´1ptq are given, then (188)
is a linear equation in ηkptq. This quasilinearity implies the existence and unique-
ness of a solution.
We now proceed with establishing a hydrodynamic limit for the Smoluchowski-
Horton system of ODEs (188). Let
ηk,N ptq :“ Nkptq
N
and gk,N ptq :“ ηpNqptq ´
ÿ
j:jăk
ηj,N ptq.
Lemma 24. Let ηpNqptq be the relative total number of clusters and ηptq be
the solution to equation (187) with the initial condition ηp0q “ 1. Let ηk,N ptq
denote the relative number of clusters that correspond to branches of Horton-
Strahler order k and let functions ηkptq solve the system of equations (188) with
the initial conditions ηkp0q “ δ1pkq. Then, as N Ñ8,
(a)
››ηpNqptq ´ ηptq››L8r0,8q pÑ 0;
(b) }ηk,N ptq ´ ηkptq}L8r0,8q pÑ 0, @k ě 1.
Proof. We adopt here the approach of [80] that uses the weak limit law es-
tablished in [50, Theorem 2.1, Chapter 11] and [87, Theorem 8.1]; it is briefly
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explained in Appendix A of this manuscript. This approach is different from the
original proof given in [82], and also from the method developed in Norris [110]
for the Smoluchowski equations.
For a fixed positive integer K, let
XˆN ptq “
´
N1ptq, N2ptq, . . . , NKptq, Nptq
¯
P ZK`1`
with XˆN p0q “ Ne1. The process XˆN ptq is a finite dimensional Markov process.
Its transition rates can be found using the formalism (226) for density dependent
population processes. Specifically, let x “ px1, x2, . . . , xK`1q. Then, for any
1 ď k ď K, the change vector ` “ ´ek ´ eK`1 corresponding to a merger of a
cluster of order k into a cluster of order higher than k has the rate
qpnqpx, x` `q “ 1
N
xk
˜
xK`1 ´
kÿ
j“1
xj
¸
“ Nβ`
´ x
N
¯
,
where β`pxq “ xk
˜
xK`1 ´
kř
j“1
xj
¸
. For a given k such that 1 ď k ď K, the
change vector
` “ ´2ek ` ek`11kăK ´ eK`1
corresponding to a merger of a pair of clusters of order k is assigned the rate
qpnqpx, x` `q “ 1
N
„
x2k
2 ´
xk
2

“ N
„
β`
´ x
N
¯
`O
ˆ
1
n
˙
, (190)
where β`pxq “ x
2
k
2 . Finally, the change vector ` “ ´eK`1 corresponding to a
merger of two clusters, both of order greater than K, is assigned the rate
qpnqpx, x` `q “ 1
N
„
x2K`1
2 ´
xK`1
2

“ N
„
β`
´ x
N
¯
`O
ˆ
1
n
˙
,
where β`pxq “ x
2
K`1
2 .
By Thm. 33, XN ptq “ N´1XˆN ptq converges to Xptq as in (229), where Xptq
satisfies (228) with
F pxq :“
ÿ
`
`β`pxq “
Kÿ
k“1
xk
˜
xK`1 ´
kÿ
j“1
xj
¸
r´ek ´ eK`1s
` 12
K`1ÿ
k“1
x2kr´2ek1kďK ` ek`11kăK ´ eK`1s
“
Kÿ
k“1
˜
x2k´1
2 ´ xk
˜
xK`1 ´
k´1ÿ
j“1
xj
¸¸
ek ´ x
2
K`1
2 eK`1, (191)
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where we let x´1 “ 0 at all times. Here, F pxq naturally satisfies the Lipschitz
continuity conditions (227), and the initial conditions Xp0q “ Xnp0q “ e1.
Therefore, for a given integer K ą 0 and a fixed real T ą 0, equation (228)
in Thm. 33 with F pxq as in (191) yields
lim
NÑ8 supsPr0,T s
ˇˇ
N´1ηpNqpsq ´ ηpsq
ˇˇ “ 0 a.s. (192)
and
lim
NÑ8 supsPr0,T s
ˇˇ
N´1ηk,N psq ´ ηkpsq
ˇˇ “ 0 a.s. (193)
for all k “ 1, 2, . . . ,K, with ηpNq satisfying (187) and ηk,N satisfying the system
of Smoluckowski-Horton system of ODEs (188).
Let Tm be the time when the first m clusters merge. The expectation for the
time Tm is
ErTms “ N`N
2
˘ ` N`
N´1
2
˘ ` ¨ ¨ ¨ ` N`
N´m`1
2
˘ “ 2m
N ´m. (194)
For given  P p0, 1q and γ ą 1 let m “ tp1´ qN u. Taking T ą 2p1´q γ, we have
for all t ě T ,
0 ă ηptq ď ηpT q ă η
ˆ
2p1´ q

γ
˙
ă η
ˆ
2p1´ q

˙
“ .
Thus
ˇˇ
ηpNqptq´ηptq
ˇˇ ą  would imply ηpNqptq ą  ą ηptq ą 0, and by Markov’s
inequality, we obtain
P
´››ηpNqptq ´ ηptq››L8rT,8q ą ¯ ď P´ηpNqpT q ą ¯ “ P´Tm ą T¯
ď 2p1´ q
T
ă 1{γ. (195)
Together (192) and the above equation (195) imply
lim
NÑ8P
´››ηpNqptq ´ ηptq››L8r0,8q ă ¯ “ 1.
Hence }ηpNqptq ´ ηptq}L8r0,8q Ñ 0 in probability, establishing Lemma 24(a).
Finally, observe that for any  ą 0 and for T ą 0 large enough so that ηpT q ă ,
ηkptq ď ηptq ď ηpT q ă  for all t ě T.
Thus,
P
´››ηk,N ptq ´ ηkptq››L8rT,8q ą ¯ ď P´››ηk,N ptq››L8rT,8q ą ¯
ď P
´››ηpNqptq››L8rT,8q ą ¯
“ P
´
ηpNqpT q ą 
¯
ď 2p1´ q
T
, (196)
imsart-generic ver. 2014/10/16 file: RandomTreeSurvey2019_arxiv_v2.tex date: May 21, 2019
Y. Kovchegov and I. Zaliapin/Random Self-Similar Trees 143
where the last bound is obtained from Markov inequality: for m “ tp1´ qN u,
P
´
ηpNqpT q ą 
¯
“ P pTm ą T q ď ErTms
T
“ 2mpN ´mqT ď
2p1´ q
T
by (194). Together, equations (193) and (196) imply
}ηk,N ´ ηk}L8r0,8q pÑ 0 @k ě 1.
Consequently, we establish a hydrodynamic limit for the Horton ratios (Thm. 23(i))
and validate formula (189).
Proof of Theorem 23(i). The existence of the limit Nj “ limNÑ8Nj{N in
probability and its expression (189) via the solution ηpNqptq of (187) follows
from (190) in the context of Theorem 33 and the tail bound (195).
8.3. Some properties of the Smoluchowski-Horton system of ODEs
Here we restate the Smoluchowski-Horton system of ODEs (188) as a simpler
quasilinear system of ODEs (198), which we later (Sect. 8.3.2) rescale to the
interval r0, 1s (201). Some of the properties established in Prop. 16 and Lem.
25 of this section are used in the proof of Thm. 23(ii) in Sect. 8.4.
8.3.1. Simplifying the Smoluchowski-Horton system of ODEs
Let g1ptq “ ηptq and gkptq “ ηptq ´ ř
j: jăk
ηjptq be the asymptotic number of
clusters of Horton-Strahler order k or higher at time t. We can rewrite (188) via
gk using ηkptq “ gkptq ´ gk`1ptq:
d
dt
gkptq ´ d
dt
gk`1ptq “
`
gk´1ptq ´ gkptq
˘2
2 ´ pgkptq ´ gk`1ptqqgkptq.
We now rearrange the terms, obtaining for all k ě 2,
d
dt
gk`1ptq ´ g
2
kptq
2 ` gkptqgk`1ptq “
d
dt
gkptq ´ g
2
k´1ptq
2 ` gk´1ptqgkptq. (197)
One can readily check that ddtg2ptq´ g
2
1ptq
2 ` g1ptq g2ptq “ 0; the above equations
hence simplify as follows
g1k`1ptq ´ g
2
kptq
2 ` gkptqgk`1ptq “ 0 (198)
with g1ptq “ 2
t` 2 , and gkp0q “ 0 for k ě 2.
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Observe that the existence and uniqueness of the solution sequence gk of
(198) follows immediately from the quasilinear structure of the system (198):
for a known gkptq, the next function gk`1ptq is obtained by solving a first-order
linear equation.
From (198) one has gkptq ą 0 for all t ą 0, and similarly, from the equation
(188) one has
ηkptq “ gkptq ´ gk`1ptq ą 0 for all t ą 0. (199)
Next, returning to the asymptotic ratios Nk, we observe that (197) implies,
for k ě 2,
Nk “
8ż
0
η2k´1ptq
2 dt “
8ż
0
pgk´1ptq ´ gkptqq2
2 dt “
8ż
0
g2kptq
2 dt
since pgk´1ptq ´ gkptqq2
2 “
d
dt
gkptq ` g
2
kptq
2 ,
where 0 ď gkptq ă g1ptq Ñ 0 as tÑ8, and
8ş
0
d
dtgkptqdt “ gkp8q´ gkp0q “ 0 for
k ě 2. Let nk represent the number of order-k branches relative to the number
of order-pk ` 1q branches:
nk :“ NkNk`1 “
1
2
8ş
0
g2kptqdt
1
2
8ş
0
g2k`1ptqdt
“ }gk}
2
L2r0,8q
}gk`1}2L2r0,8q
. (200)
Consider the following limits that represent, respectively, the root and the ratio
asymptotic Horton laws:
lim
kÑ8 pNkq
´ 1k “ lim
kÑ8
˜
kź
j“1
nj
¸ 1
k
and lim
kÑ8nk “ limkÑ8
}gk}2L2r0,8q
}gk`1}2L2r0,8q
.
Theorem 23(ii) establishes the existence of the first limit. We expect the sec-
ond, stronger, limit also to exist and both of them to be equal to 3.043827 . . .
according to our numerical results. We now establish some basic facts about gk
and nk.
Proposition 16. Let gkpxq solve the ODE system (198). Then
(a) 12
8ş
0
g2kptqdt “
8ş
0
gkptqgk`1ptqdt,
(b)
8ş
0
g2k`1ptqdt “
8ş
0
pgkptq ´ gk`1ptqq2dt,
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(c) lim
tÑ8 tgkptq “ 2,
(d) nk “ }gk}
2
L2r0,8q
}gk`1}2
L2r0,8q
ě 2,
(e) nk “ }gk}
2
L2r0,8q
}gk`1}2
L2r0,8q
ď 4.
Proof. Part (a) follows from integrating (198), and part (b) follows from part
(a). Part (c) is done by induction, using the L’Hôpital’s rule as follows. It is
obvious that lim
xÑ8 tg1ptq “ 2. Hence, for any k ě 1, (199) implies
tgkptq ď tg1ptq “ 2t
t` 2 ă 2 @t ě 0.
Also,
rtgk`1s1 “ tg
2
kptq
2 ´ tgkptqgk`1ptq ` gk`1ptq
“
`
gkptq ´ gk`1ptq
˘
tgkptq `
`
2´ tgkptq
˘
gk`1ptq
2
implying rtgk`1s1 ě 0 for all t ě 0 as gkptq ´ gk`1ptq ě 0 and 2 ´ tgkptq ą 0.
Hence, tgk`1ptq is bounded and nondecreasing. Thus, lim
tÑ8 tgk`1ptq exists for
all k ě 1.
Next, suppose lim
tÑ8 tgkptq “ 2. Then by the Mean Value Theorem, for any
t ą 0 and for all y ą t,
gk`1ptq ´ gk`1pyq
t´1 ´ y´1 ď supz: zět
g1k`1pzq
´z´2 .
Taking y Ñ8, obtain
gk`1ptq
t´1
ď sup
z: zět
g1k`1pzq
´z´2 .
Therefore
lim
tÑ8 tgk`1ptq “ limtÑ8
gk`1ptq
t´1
“ lim sup
zÑ8
g1k`1pzq
´z´2 “ lim supzÑ8
g2kpzq
2 ´ gkpzqgk`1pzq
´z´2
“ lim sup
zÑ8
„
z2gkpzqgk`1pzq ´ z
2g2kpzq
2

“ 2 lim
tÑ8 tgk`1ptq ´ 2
implying lim
tÑ8 tgk`1ptq “ 2.
Statement (d) follows from (200) as we have Nk ě 2Nk`1 from the definition
of the Horton-Strahler order. An alternative proof of (d) using the system of
ODEs (201) is given in Sect. 8.3.2.
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Part (e) follows from part (a) together with Hölder inequality
1
2}gk}
2
L2r0,8q “
8ż
0
gkptqgk`1ptqdt ď }gk}L2r0,8q ¨ }gk`1}L2r0,8q,
which implies nk “ }gk}
2
L2r0,8q
}gk`1}2
L2r0,8q
ď 4.
Remark 16. The statements (a) and (b) of Proposition 16 have a straightfor-
ward heuristic interpretation, similar to that of equation (189) above. Specifi-
cally, (a) claims that the asymptotic relative total number of vertices of order
k` 1 and above in the Kingman’s tree (left-hand side) equals twice the asymp-
totic relative total number of vertices of order k`1 and above except the vertices
parental to two vertices of order k (right-hand side). This is nothing but the
asymptotic property of a binary tree – the number of leaves equals twice the
number of internal nodes. The item (a) hence merely claims that the Kingman’s
tree formed by clusters of order above k is binary for any k ě 1. Similarly, item
(b) claims that the asymptotic relative total number of vertices of order pk`2q
and above (left-hand side) equals the asymptotic relative total number of ver-
tices of order pk ` 1q (right-hand side). This is yet another way of saying that
the Kingman’s tree is binary.
8.3.2. Rescaling to r0, 1s interval
Define
hkpxq “ p1´ xq´1 ´ p1´ xq´2gk`1
ˆ
2x
1´ x
˙
for x P r0, 1q. Then h0 ” 0, h1 ” 1, and the system of ODEs (198) rewrites as
h1k`1pxq “ 2hkpxqhk`1pxq ´ h2kpxq (201)
with the initial conditions hkp0q “ 1.
Observe that the above quasilinearized system of ODEs (201) has hkpxq con-
verging to hpxq “ 11´x as k Ñ8, where hpxq is the solution to Riccati equation
h1pxq “ h2pxq over r0, 1q, with the initial value hp0q “ 1. Specifically, we have
proven that gkpxq Ñ 0 as k Ñ8. Thus
hkpxq “ p1´ xq´1 ´ p1´ xq´2gk`1
ˆ
2x
1´ x
˙
ÝÑ hpxq “ 11´ x.
Observe that h2pxq “ p1`e2xq{2, but for k ě 3 finding a closed form expression
becomes increasingly hard.
We observe from (200) that the quantity nk rewrites in terms of hk as follows
nk “
››1´ hk{h››2L2r0,1s››1´ hk`1{h››2L2r0,1s . (202)
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Consequently, equation (202) implies
lim
kÑ8 pNkq
´ 1k “ lim
kÑ8
˜
kź
j“1
nj
¸ 1
k
“ lim
kÑ8
˜ż 1
0
ˆ
1´ hkpxq
hpxq
˙2
dx
¸´ 1k
. (203)
Now, for a known hkpxq, (201) is a first-order linear ODE in hk`1pxq. Its solution
is given by hk`1pxq “ Hhkpxq, whereH is a nonlinear operator defined as follows
Hfpxq “
»–1´ ż x
0
f2pyqe
´2
yş
0
fpsqds
dy
fifl ¨ e2 xş0 fpsqds. (204)
Hence, the problem of establishing the limit (203) for the root-Horton law con-
cerns the asymptotic behavior of an iterated nonlinear functional.
The following lemma will be used in Sect. 8.4.
Lemma 25. ››1´ hk`1{h››L2r0,1s “ ››hk`1{h´ hk{h››L2r0,1s
Proof. Observing h1k`1pxq ` phk`1pxq ´ hkpxqq2 “ h2k`1pxq , we use integration
by parts to obtain
1ż
0
phk`1pxq ´ hkpxqq2
h2pxq dx “
1ż
0
h2k`1pxq
h2pxq dx´
1ż
0
h1k`1pxq
h2pxq dx
“
1ż
0
h2k`1pxq
h2pxq dx` 1´ 2
1ż
0
hk`1pxq
hpxq dx “
1ż
0
p1´ hk`1pxqq2
h2pxq dx
as 1{hpxq “ 1´ x.
Next, we notice that (199) implies
hpxq ą hk`1pxq ą hkpxq for all x P p0, 1q (205)
for all k ě 1.
Finally, an alternative proof to Proposition 16(d) using the system of ODEs
(201) follows from Lemma 25 and (205).
Alternative proof of Proposition 16(d). Lemma 25 implies
››1´ hk{h››2L2r0,1s “ 2
1ż
0
p1´ hk{hqp1´ hk`1{hqdx
“ 2››1´ hk`1{h››2L2r0,1s ` 2
1ż
0
phk`1{h´ hk{hqp1´ hk`1{hqdx.
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Hence, equation (205) yields nk “
››1´hk{h››2
L2r0,1s››1´hk`1{h››2
L2r0,1s
ě 2.
8.4. Proof of the existence of the root-Horton limit
Here we present a proof of Thm. 23(ii). The proof is based on Lemmas 26 and
27 stated below that will be proven in the Sects. 8.4.1 and 8.4.2.
Lemma 26. If the limit lim
kÑ8
hk`1p1q
hkp1q exists, then limkÑ8 pNkq
´ 1k “ lim
kÑ8
˜
kś
j“1
nj
¸ 1
k
also exists, and
lim
kÑ8 pNkq
´ 1k “ lim
kÑ`8
ˆ
1
hkp1q
˙´ 1k
“ lim
kÑ8
hk`1p1q
hkp1q .
Lemma 27. The limit lim
kÑ8
hk`1p1q
hkp1q ě 1 exists, and is finite.
Once Lemmas 26 and 27 are established, the validity of root-Horton law The-
orem 23(ii) is proved as follows.
Proof of Theorem 23(ii). The existence and finiteness of lim
kÑ8
hk`1p1q
hkp1q established
in Lemma 27 is the precondition for Lemma 26 that in turn implies the existence
and finiteness of the limit
lim
kÑ8 pNkq
´ 1k “ lim
kÑ8
˜
kź
j“1
nj
¸ 1
k
“ R
as needed for the root-Horton law. Furthermore,
R “ lim
kÑ8
hk`1p1q
hkp1q , (206)
and 2 ď R ď 4 by Proposition 16.
8.4.1. Proof of Lemma 26 and related results
Proposition 17.››1´ hk`1pxq{hpxq››2L2r0,1s ď 1hk`1p1q ď ››1´ hkpxq{hpxq››2L2r0,1s. (207)
Proof. Equation (201) implies
h1k`1pxq
h2k`1pxq
“ 1´ phk`1pxq ´ hkpxqq
2
h2k`1pxq
@x P p0, 1s. (208)
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Integrating both sides of the equation (208) from 0 to 1 we obtain
1
hk`1p1q “
1ż
0
phk`1pxq ´ hkpxqq2
h2k`1pxq
dx “ ››1´ hkpxq{hk`1pxq››2L2r0,1s
as hk`1p0q “ 1.
Hence, using Lemma 25, the first inequality in (207) is proved as follows
1
hk`1p1q “
1ż
0
phk`1pxq ´ hkpxqq2
h2k`1pxq
dx ě
1ż
0
phk`1pxq ´ hkpxqq2
h2pxq dx
“ ››1´ hk`1{h››2L2r0,1s “ ››1´ hk`1pxq{hpxq››2L2r0,1s.
Finally, equations (205) and (208) imply
1
hk`1p1q “
››1´ hkpxq{hk`1pxq››2L2r0,1s ď ››1´ hkpxq{hpxq››2L2r0,1s.
This completes the proof.
Proof of Lemma 26. If the limit lim
kÑ8
hk`1p1q
hkp1q exists and is finite, then so is
the limit lim
kÑ8
´
1
hkp1q
¯´ 1k . Then, the existence and the finiteness of the limit
lim
kÑ8 pNkq
´ 1k follow from equation (203) and Proposition 17.
8.4.2. Proof of Lemma 27 and related results
In this subsection we use the approach developed by Drmota [40] to prove
the existence and the finiteness of lim
kÑ8
hk`1p1q
hkp1q ě 1. As we saw earlier, this
result was used for proving existence, finiteness, and positivity of lim
kÑ8 pNkq
´ 1k “
lim
kÑ8
˜
kś
j“1
nj
¸´ 1k
, the root-Horton law.
Definition 34. Given γ P p0, 1s. Let
Vk,γpxq “
# 1
1´x for 0 ď x ď 1´ γ,
γ´1hk
´
x´p1´γq
γ
¯
for 1´ γ ď x ď 1.
Note that the sequences of functions hkpxq and Vk,γpxq can be extended beyond
x “ 1.
Next, we make some observations about the above defined functions.
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Observation 1. Vk,γpxq are positive continuous functions satisfying
V 1k`1,γpxq “ 2Vk`1,γpxqVk,γpxq ´ V 2k,γpxq
for all x P r0, 1szp1´ γq, with initial conditions Vk,γp0q “ 1.
Observation 2. Let γk “ hkp1qhk`1p1q . Then
Vk,γkp1q “ hk`1p1q (209)
and
Vk,γp1q “ γ´1hkp1q ě hk`1p1q whenever γ ď γk. (210)
Observation 3.
Vk,γpxq ď Vk`1,γpxq
for all x P r0, 1s since hkpxq ď hk`1pxq.
Observation 4. Since h1pxq ” 1 and γ1 “ h1p1qh2p1q ,
h2pxq ď V1,γ1pxq “
#
1
1´x for 0 ď x ď 1´ γ1,
γ´11 “ h2p1q for 1´ γ1 ď x ď 1.
Observation 4 generalizes as follows.
Proposition 18.
hk`1pxq ď Vk,γkpxq “
# 1
1´x for 0 ď x ď 1´ γk,
γ´1k hk
´
x´p1´γkq
γk
¯
for 1´ γk ď x ď 1.
In order to prove Proposition 18 we will need the following lemma.
Lemma 28. For any γ P p0, 1q and k ě 1, function Vk,γpxq ´ hk`1pxq changes
its sign at most once as x increases from 1´γ to 1. Moreover, since Vk,γp1´γq “
hp1´ γq ą hk`1p1´ γq, function Vk,γpxq ´ hk`1pxq can only change sign from
nonnegative to negative.
Proof. This is a proof by induction with base at k “ 1. Here V1,γpxq “ 1γ is
constant on r1´ γ, 1s, while h2pxq “ p1` e2xq{2 is an increasing function, and
V1,γp1´ γq “ hp1´ γq ą h2p1´ γq.
For the induction step, we need to show that if Vk,γpxq´hk`1pxq changes its
sign at most once, then so does Vk`1,γpxq ´ hk`2pxq. Since both sequences of
functions satisfy the same ODE relation (see Observation 1), we have
d
dx
»–pVk`1,γpxq ´ hk`2pxqq ¨ e´2
xş
1´γ
hk`1pyqdy
fifl
“ p2Vk`1,γpxq´Vk,γpxq´hk`1pxqq¨pVk,γpxq´hk`1pxqq¨e
´2
xş
1´γ
hk`1pyqdy
,
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where hk`1pxq ď Vk`1,γpxq by definition of Vk`1,γpxq, and Vk,γpxq ď Vk`1,γpxq
as in Observation 3.
Now, let
Ipxq :“
xż
1´γ
p2Vk`1,γpsq´Vk,γpsq´hk`1psqq¨pVk,γpsq´hk`1psqq¨e
´2
sş
1´γ
hk`1pyqdy
ds.
Then
pVk`1,γpxq ´ hk`2pxqq ¨ e
´2
xş
1´γ
hk`1pyqdy
“ Vk`1,γp1´ γq ´ hk`2p1´ γq ` Ipxq.
The function 2Vk`1,γpxq ´ Vk,γpxq ´ hk`1pxq ě 0, and since Vk,γpxq ´ hk`1pxq
changes its sign at most once, then Ipxq should change its sign from nonnegative
to negative at most once as x increases from 1´ γ to 1. Hence
Vk`1,γpxq ´ hk`2pxq “ pVk`1,γp1´ γq ´ hk`2p1´ γq ` Ipxqq ¨ e
2
xş
1´γ
hk`1pyqdy
should change its sign from nonnegative to negative at most once as
Vk`1,γp1´ γq “ hp1´ γq ą hk`2p1´ γq
by (205).
Proof of Proposition 18. Take γ “ γk in Lemma 28. Then function hk`1pxq ´
Vk,γkpxq should change its sign from nonnegative to negative at most once within
the interval r1 ´ γk, 1s. Hence, Vk,γkp1 ´ γkq ą hk`1p1 ´ γkq and hk`1p1q “
Vk,γkp1q imply hk`1pxq ď Vk,γkpxq as in the statement of the proposition.
Now we are ready to prove the monotonicity result.
Lemma 29.
γk ď γk`1 for all k P N`.
Proof. We prove it by contradiction. Suppose γk ě γk`1 for some k P N`. Then
Vk,γkpxq ď Vk,γk`1pxq “
# 1
1´x for 0 ď x ď 1´ γk`1,
γ´1k`1hk
´
x´p1´γk`1q
γk`1
¯
for 1´ γk`1 ď x ď 1
and therefore
hk`1pxq ď Vk,γkpxq ď Vk,γk`1pxq ď Vk`1,γk`1pxq
as hk`1pxq ď Vk,γkpxq by Proposition 18.
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Recall that for x P r1´ γk`1, 1s,
V 1k`1,γk`1pxq “ 2Vk,γk`1pxqVk`1,γk`1pxq ´ V 2k,γk`1 ,
where at 1 ´ γk`1 we consider only the right-hand derivative. Thus for x P
r1´ γk`1, 1s,
d
dx
´
Vk`1,γk`1pxq ´ hk`2pxq
¯
“ Apxq `Bpxq
´
Vk`1,γk`1pxq ´ hk`2pxq
¯
,
where Apxq “ 2Vk`1,γk`1pxq ´ Vk,γk`1pxq ´ hk`1pxq ě 0, Bpxq “ 2hk`1pxq ą 0,
and Vk`1,γk`1p1´ γk`1q ´ hk`2p1´ γk`1q “ hp1´ γk`1q ´ hk`2p1´ γk`1q ą 0.
Hence
Vk`1,γk`1p1q ´ hk`2p1q ě Vk`1,γk`1p1´ γk`1q ´ hk`2p1´ γk`1q ą 0
arriving to a contradiction since Vk`1,γk`1p1q “ hk`2p1q.
Corollary 20. Limit lim
kÑ8 γk exists.
Proof. Lemma 29 implies γk is a monotone increasing sequence, bounded by
1.
Proof of Lemma 27. Lemma 27 follows immediately from Corollary 20 and an
observation that hk`1p1qhkp1q “ 1γk .
9. Generalized dynamical pruning
The Horton pruning (Def. 3), which is the key element of the self-similarity
theory developed in previous sections, is a very particular way of erasing a tree.
Here we suggest a general approach to erasing a finite tree from leaves down to
the root that include both combinatorial and metric prunings, and discuss the
respective prune-invariance.
Given a tree T P L and a point x P T , let ∆x,T be the descendant tree of x: it
is comprised of all points of T descendant to x, including x; see Fig. 35a. Then
∆x,T is itself a tree in L with root at x. Let T1 “ pM1, d1q and T2 “ pM2, d2q
be two metric rooted trees (Def. 1), and let ρ1 denote the root of T1. A function
f : T1 Ñ T2 is said to be an isometry if Imagerf s Ď ∆fpρ1q,T2 and for all pairs
x, y P T1,
d2
`
fpxq, fpyq˘ “ d1px, yq.
The tree isometry is illustrated in Fig. 35b. We use the isometry to define a
partial order in the space L as follows. We say that T1 is less than or equal
to T2 and write T1 ĺ T2 if there is an isometry f : T1 Ñ T2. The relation ĺ
is a partial order as it satisfies the reflexivity, antisymmetry, and transitivity
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Δ
x,T
x
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(b) Isometry(a) Descendant tree
Fig 35: Descendant subtree and tree isometry: an illustration. (a) Subtree ∆x,T (solid
black lines) descendant to a point x (gray circle) in a tree T (union of dashed gray and
soling black lines). (b) Isometry of trees. Tree T1 (left) is mapped to tree T2 (right).
The image of T1 within T2 is shown by black lines, the rest of T2 is shown by dashed
gray lines. Here, tree T1 is less than tree T2, T1 ĺ T2.
conditions. Moreover, a variety of other properties of this partial order can be
observed, including order denseness and semi-continuity.
We say that a function ϕ : L Ñ R is monotone nondecreasing with respect
to the partial order ĺ if ϕpT1q ď ϕpT2q whenever T1 ĺ T2. Consider a mono-
tone nondecreasing function ϕ : L Ñ R`. We define the generalized dynamical
pruning operator Stpϕ, T q : LÑ L induced by ϕ for any t ě 0 as
Stpϕ, T q :“ ρY
!
x P T zρ : ϕ`∆x,T ˘ ě t), (211)
where ρ denotes the root of tree T . Informally, the operator St cuts all subtrees
∆x,T for which the value of ϕ is below threshold t, and always keeps the tree
root. Extending the partial order to L by assuming φ ĺ T for all T P L, we
observe for any T P L that SspT q ĺ StpT q whenever s ě t.
9.1. Examples of generalized dynamical pruning
The dynamical pruning operator St encompasses and unifies a range of problems,
depending on a choice of ϕ, as we illustrate in the following examples.
9.1.1. Example: pruning via the tree height
Let the function ϕpT q equal the height of tree T :
ϕpT q “ heightpT q. (212)
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In this case the operator St satisfies the continuous semigroup property:
St ˝ Ss “ St`s for any t, s ě 0.
It coincides with the continuous pruning (a.k.a. tree erasure) studied by Jacques
Neveu [105], who established invariance of a critical and sub-critical binary
Galton-Watson trees with i.i.d. exponential edge lengths with respect to this
operation.
It is readily seen that for a coalescent process (Sect. 7.8.1), the dynamical
pruning St of the corresponding coalescent tree with ϕpT q as in (212) replicates
the coalescent process. More specifically, the timing and order of particle mergers
is reproduced by the dynamics of the leaves of Stpϕ, T q. See Sect. 10.2.3, Thm. 27
for a concrete version of this statement for the coalescent dynamics of shocks in
the continuum ballistic annihilation model.
9.1.2. Example: pruning via the Horton-Strahler order
Let the function ϕpT q be one unit less that the Horton-Strahler order ordpT q of
a tree T :
ϕpT q “ ordpT q ´ 1. (213)
This function is also known as the register number [49, 55], as it equals the
minimum number of memory registers necessary to evaluate an arithmetic ex-
pression described by a tree T , assuming that the result is stored in an additional
register that also can be used for calculations.
With the choice (213), the dynamical pruning operator coincides with the
Horton pruning (Def. 3): St “ Rttu, if we assume that all edge lengths equal to
unity. It is readily seen that St satisfies the discrete semigroup property:
St ˝ Ss “ St`s for any t, s P N.
Most of the present survey is focused on invariance of a tree distribution with
respect to this operation.
9.1.3. Example: pruning via the total tree length
Let the function ϕpT q equal the total lengths of T :
ϕpT q “ lengthpT q. (214)
The dynamical pruning by the tree length is illustrated in Fig. 36 for a Y-shaped
tree that consists of three edges.
Importantly, in this case St does not satisfy the semigroup property. To see
this, consider an internal vertex point x P T (see Fig. 36, where the only internal
vertex is marked by a gray ball). Then ∆x,T consists of point x as its root, the
left subtree of length a and the right subtree of length b. Observe that the whole
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a+b <t <a+b+cb ≤ t ≤ a+ba ≤ t < b0 < t < at  = 0
Fig 36: Pruning by tree length: an illustration. Figure shows five generic stages in the
dynamical pruning of a Y-shaped tree T , with pruning function ϕpT q “ lengthpT q.
The pruned tree St is shown by solid black lines; the pruned parts of the initial tree
are shown by dashed gray lines.
Stage I: Initial tree T consists of three edges, with lengths a, b, c indicated in the
panel; without loss of generality we assume a ă b.
Stage II: For any t ă a the pruned tree St has a Y-shaped form with leaf edges
truncated by t.
Stage III: For any a ď t ă b the pruned tree St consists of a single edge of length
c` b´ t.
Stage IV: For any b ď t ď a` b the pruned tree St consists of a single edge of length
c. Notice that during this stage the tree St does not change with t; this loss of memory
causes the process to violate the semigroup property.
Stage V: For any a` b ă t ă a` b` c the pruned tree St consists of a single edge of
length a` b` c´ t.
left subtree is pruned away by time a, and the whole right subtree is pruned
away by time b. However, since
ϕp∆x,T q “ lengthp∆x,T q “ a` b,
the junction point x will not be pruned until time instant a` b. Thus, x will be
a leaf of Stpϕ, T q for all t such that
maxta, bu ď t ď a` b.
This situation corresponds to Stage IV in Fig. 36, where each of the left and
right subtrees stemming from point x (marked by a gray ball) consists of a single
root vertex.
The semigroup property in this example can be introduced by considering
mass-equipped trees. Informally, we replace each pruned subtree τ of T with
a point of mass equal to the total length of τ . The massive points contain some
of the information lost during the pruning process, which is enough to establish
the semigroup property. Specifically, by time a, the pruned away left subtree
(Fig. 36, Stage III) turns into a massive point of mass a attached to x on the left
side. Similarly, by time b, the pruned away right subtree (Fig. 36, Stage IV) turns
into a massive point of mass b attached to x on the right side. For maxta, bu ď
t ď a` b, this construction keeps truck of the quantity a` b´ t associated with
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point x, and when the quantity a` b´ t decreases to 0, the two massive points
coalesce into one. If at instant t a single massive point seats at a leaf, its mass
m “ t, and the leaf’s parental edge is being pruned. If at instant t two massive
points (left and right) seat at a leaf, they total mass m ě t, and further pruning
of the leaf’s parental edge is prevented until the instant t “ m, when the two
massive points coalesce. Keeping track of all such quantities makes St satisfy
the continuous semigroup property. This construction is formally introduced in
Sect. 10, which shows that the pruning operator St with (214) coincides with
the potential dynamics of continuum mechanics formulation of the 1-D ballistic
annihilation model, A`AÑ 0.
9.1.4. Example: pruning via the number of leaves
Let the function ϕpT q equal the number of leaves in a tree T . This choice is
closely related to the mass-conditioned dynamics of an aggregation process.
Specifically, consider N singletons (particles with unit mass) that appear in
a system at instants tn ě 0, 1 ď n ď N . The existing clusters merge into
consecutively larger clusters by pair-wise mergers. The cluster mass is additive:
a merger of two clusters of masses i and j results in a cluster of mass i` j. We
consider a time-oriented tree T that describes this process. The tree T has N
leaves and pN ´1q internal vertices. Each leaf corresponds to an initial particle,
each internal vertex corresponds to a merger of two clusters, and the edge lengths
represent times between the respective mergers. The action of St on such a tree
coincides with a conditional state of the process that only considers clusters of
mass ě t. A well-studied special case is a coalescent process with a kernel Kpi, jq
of Sect. 7.8.1.
9.2. Pruning for R-trees
The generalized dynamical pruning is readily applied to real trees (Sect. 2.2),
although this is not the focus of our work. We notice that the total tree length
(Example 9.1.3) and number of leaves (Example 9.1.4) might be undefined (infi-
nite) for an R-tree. We introduce in Sect. 10.5.3 a mass function that can serve
as a natural general analog of these and other functions on finite trees. We show
(Sect. 10.2.3, Thm. 28) that pruning by mass is equivalent to the pruning by
the total tree lengths in a particular situation of ballistic annihilation model
with piece-wise continuous potential with a finite number of segments. Accord-
ingly, our results should be straightforwardly extended to R-trees that appear,
for instance, as a description of the continuum ballistic annihilation dynamics
for other initial potentials.
9.3. Relation to other generalizations of pruning
A pruning operation similar in spirit to the generalized dynamical pruning was
considered in a work by Duquesne and Winkel [46] that extended a formalism by
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Evans [52] and Evans et al. [53]. We notice that the two definitions of pruning,
the generalized dynamical pruning of Sect. 9 and that in [46], are principally
different, despite their similar appearance. In essence, the work [46] assumes the
Borel measurability with respect to the Gromov-Hausdorff metric ([46], Section
2), which implies the semigroup property of the respective pruning ([46], Lemma
3.11). On the contrary, the generalized dynamical pruning defined here may
have the semigroup property only under very particular choices of ϕpT q as in
the examples in Sect. 9.1.1 and 9.1.2. The majority of natural choices of ϕpT q,
including the tree length ϕpT q “ lengthpT q (Sect. 9.1.3) or the number of
leaves in a tree (Sect. 9.1.4), do not satisfy the semigroup property, and hence
are not covered by the pruning of [46]. The main results of our Sect. 10 refer to
the pruning function ϕpT q “ lengthpT q that does not satisfy the semigroup
property, as shown in Sect. 9.1.3.
Curiously, for the above two examples with no semigroup property, i.e., when
ϕpT q “ lengthpT q and when ϕpT q equals the number of leaves in T , the
following discontinuity property holds with respect to the Gromov-Hausdorff
metric dGH defined in [52, 53, 46]. For any  ą 0 and any M ą 0, there exist
trees T and T 1 in L such that
|ϕpT q ´ ϕpT 1q| ąM while dGHpT, T 1q ă .
Indeed, if ϕpT q “ lengthpT q, we consider a tree T with the number of leaves
exceeding M{, and let T 1 be the tree obtained from T by elongating each of
its leaves by . Similarly, if ϕpT q is the number of leaves in T , we construct T 1
from T by attaching at least M{ new leaves, each of length .
9.4. Invariance with respect to the generalized dynamical pruning
Consider a tree T P Lplane with edge lengths given by a vector lT “ pl1, . . . , l#T q.
The vector lT can be specified by distribution χp¨q of a point xT “ px1, . . . , x#T q
on the standard simplex
∆#T “
#
xi :
#Tÿ
i
xi “ 1, 0 ă xi ď 1
+
,
and conditional distribution F p¨|xT q of the tree length lengthpT q, so that
lT “ xT ¨ lengthpT q.
Accordingly, a tree T can be completely specified by its planar shape, a vector
of proportional edge lengths, and the total tree length:
T “ tp-shapepT q, xT , lengthpT qu .
A measure η on Lplane is a joint distribution of these three components:
ηpT P tτ, dx¯, d`uq “ µpτq ¨ χτ pdx¯q ¨ Fτ,x¯pd`q,
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where the tree planar shape is specified by
µpτq “ Law pp-shapepT q “ τq , τ P Tplane,
the relative edge lengths is specified by
χτ px¯q “ Law pxT “ x¯ |p-shapepT q “ τq , x¯ P ∆#T ,
and the total tree length is specified by
Fτ,x¯p`q “ Law plengthpT q “ ` |xT “ x¯, p-shapepT q “ τq , ` ě 0.
Let us fix t ě 0 and a function ϕ : Lplane Ñ R that is monotone nondecreasing
with respect to the partial order ĺ. We denote by S´1t pϕ, T q the preimage of a
tree T P Lplane under the generalized dynamical pruning:
S´1t pϕ, T q “ tτ P Lplane : Stpϕ, τq “ T u.
Consider the distribution of edge lengths induced by the pruning:
Ξτ px¯q “ Law
`
xT˜ “ x¯ |p-shape
`
T˜
˘ “ τ˘
and
Φτ,x¯p`q “ Law
`
length
`
T˜
˘ “ ` |xT˜ “ x¯, p-shape`T˜ ˘ “ τ˘ ,
where the notation T˜ :“ Stpϕ, T q is used for brevity.
Definition 35 (Generalized prune invariance). Consider a function ϕ :
Lplane Ñ R` that is monotone nondecreasing with respect to the partial order
ĺ. A measure η on Lplane is called invariant with respect to the generalized
dynamical pruning Stp¨q “ Stpϕ, ¨q (or simply prune invariant) if the following
conditions hold for all t ě 0:
(i) The measure is prune-invariant in shapes. This means that for the push-
forward measure ν “ pStq˚pµq “ µ ˝ S´1t we have
µpτq “ νpτ |τ ‰ φq.
(ii) The measure is prune-invariant in edge lengths. This means that for any
combinatorial planar tree τ P Tplane
Ξτ px¯q “ χτ px¯q
and there exists a scaling exponent ζ ” ζpϕ, tq ą 0 such that for any
relative edge length vector x¯ P ∆#τ we have
Φτ,x¯p`q “ ζ´1Fτ,x¯
ˆ
`
ζ
˙
.
Remark 17 (Pruning trees with no embedding). The generalized dynam-
ical pruning (211) and the notion of prune invariance (Def. 35) can be similarly
defined on the space L of metric trees with no planar embedding. In this work
we only apply the concept of prune invariance to planar trees.
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Remark 18 (Relation to Horton prune-invariance). Definition 35 is simi-
lar to Def. 11 of prune invariance with respect to the Horton pruning, with com-
binatorial Horton pruning R being replaced with metric generalized dynamical
pruning St.
The prune invariance of Def. 35 unifies multiple invariance properties exam-
ined in the literature. For example, the classical work by Jacques Neveu [105] es-
tablishes the prune invariance of the exponential critical binary Galton-Watson
trees GWpλq with respect to the tree erasure from the leaves down to the root
at a unit rate, which is equivalent to the generalized dynamical pruning with
function ϕpT q “ heightpT q (Sect. 9.1.1). The prune invariance with respect to
the Horton pruning (Sect. 9.1.2) has been established by Burd et al. [29] for the
combinatorial critical binary Galton-Watson GW ` 12 , 12˘ trees (Thm. 4 in Sect.
5.1.1). Duquesne and Winkel [46] established the prune-invariance of the expo-
nential critical binary Galton-Watson GWpλq trees with respect to the so-called
hereditary property, which includes the tree erasure of Sect. 9.1.1 and Horton
pruning of Sect. 9.1.2. The critical Tokunaga trees analyzed in Sect. 6.5 are
prune-invariant with respect to the Horton pruning; this model includes GWpλq
trees as a special case. Section 9.5 below establishes the prune invariance of
the exponential critical binary Galton-Watson GWpλq trees with respect to the
generalized pruning with an arbitrary pruning function ϕpT q.
9.5. Prune invariance of GWpλq
This section establishes prune invariance of exponential critical binary Galton-
Watson trees with respect to arbitrary generalized pruning.
Theorem 24 ([85]). Let T d„ GWpλq, T P BL|plane, be an exponential critical
binary Galton-Watson tree with parameter λ ą 0. Then, for any monotone
nondecreasing function ϕ : BL|plane Ñ R` and any ∆ ą 0 we have
T∆ :“ tS∆pϕ, T q|S∆pϕ, T q ­“ φu d„ GWpλp∆pλ, ϕqq,
where p∆pλ, ϕq “ PpS∆pϕ, T q ­“ φq. That is, the pruned tree T∆ conditioned on
surviving is an exponential critical binary Galton-Watson tree with parameter
E∆pλ, ϕq “ λp∆pλ, ϕq.
Proof. Let X denote the length of the stem (edge adjacent to the root) in T ,
and Y denote the length of the stem in T∆. Let x be the nearest descendent
vertex (a junction or a leaf) to the root in T . Then X, which is an exponential
random variable with parameter λ, represents the distance from the root of T
to x. Let degT pxq denote the degree of x in tree T and degT∆pxq denote the
degree of x in tree T∆. If T∆ “ φ, then Y “ 0. Let
F phq “ PpY ď h | S∆pϕ, T q ­“ φq.
The event tY ď hu is partitioned into the following non-overlapping sub-events
S1, . . . S4 illustrated in Fig. 37:
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Fig 37: Sub-events used in the proof of Thm. 24. Gray dashed line shows (a
part of) initial tree T . Solid black line shows (a part of) pruned tree T∆. We
denote by xh a point in T located at distance h from the root, if it exists.
(S1) The event tdegT pxq “ 1 and X ď hu has probability
1
2 p1´ e
´λhq.
(S2) The event
tX ą h and all points of T descendant to xh do not belong to T∆u
has probability
e´λhp1´ p∆q.
(S3) The event tX ď h and degT pxq “ 3 and either both subtrees of T de-
scending from x are pruned away completely (not intersecting T∆) or
tx P T∆, degT∆pxq “ 3uu has probability
1
2 p1´ e
´λhq`p1´ p∆q2 ` p2∆˘.
(S4) The event
tX ď h, degT pxq “ 3u X tx P T∆, degT∆pxq “ 2u X tY ď hu
has probability1
1
2
hż
0
λe´λt ¨ 2p∆p1´ p∆q ¨ F ph´ tq dt “ p∆p1´ p∆q
8ż
0
λe´λtF ph´ tq dt.
1Here, degT∆ pxq “ 2 means x is neither a junction nor a leaf in T∆.
imsart-generic ver. 2014/10/16 file: RandomTreeSurvey2019_arxiv_v2.tex date: May 21, 2019
Y. Kovchegov and I. Zaliapin/Random Self-Similar Trees 161
Using this we have two representations for the probability PpY ď hq:
PpY ď hq “p1´ p∆q ` p∆F phq
“12 p1´ e
´λhq ` e´λhp1´ p∆q
` 12 p1´ e
´λhq`p1´ p∆q2 ` p2∆˘
` p∆p1´ p∆q
8ż
0
λe´λtF ph´ tq dt,
which simplifies to
p1´ p∆q ` p∆F phq “ p1´ p∆ ` p2∆q ´ e´λhp∆ ` p∆p1´ p∆q
8ż
0
λe´λtF ph´ tq dt.
Differentiating the above equality we obtain the following equation for the p.d.f.
fpyq “ ddyF pyq of Y :
fphq “ p∆ φλphq ` p1´ p∆qφλ ˚ fphq,
where as before φλ denotes the exponential density with parameter λ as in (69).
Applying integral transformation on both sides of the equation, we obtain the
characteristic function pfpsq “ E“eisY ‰ of Y ,
pfpsq “ λp∆
λp∆ ´ is “
pφλp∆psq.
Thus, we conclude that Y is an exponential random variable with parameter
λp∆.
Next, let y be the descendent vertex (a junction or a leaf) to the root in T∆.
If T∆ “ φ, let y denote the root. Let
q “ PpdegT∆pyq “ 3 | S∆pT q ­“ φq.
Then,
p∆q “PpdegT∆pyq “ 3q
“PpdegT pxq “ 3q ¨
!
P
`
degT∆pxq “ 3 | degT pxq “ 3
˘
` P`degT∆pxq “ 2 | degT pxq “ 3˘ ¨ q)
“12
!
p2∆ ` 2p∆p1´ p∆qq
)
implying
q “ 12p∆ ` p1´ p∆qq,
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which in turn yields q “ 12 .
We saw that conditioning on S∆pϕ, T q ­“ φ, the pruned tree T∆ has the stem
length distributed exponentially with parameter λp∆. Then, with probability
q “ 12 , the pruned tree T∆ branches at y (the stem end point farthest from the
root) into two independent subtrees, each distributed as tT∆ | T∆ ‰ φu. Thus,
we recursively obtain that T∆ is a critical binary Galton-Watson tree with i.i.d.
exponential edge length with parameter λp∆.
Next, we find an exact form of the survival probability p∆pλ, ϕq for three
particular choices of ϕ, thus obtaining E∆pλ, ϕq.
Theorem 25 ([85]). In the settings of Theorem 24, we have
(a) If ϕpT q equals the total length of T pϕ “ lengthpT qq, then
E∆pλ, ϕq “ λe´λ∆
”
I0pλ∆q ` I1pλ∆q
ı
.
(b) If ϕpT q equals the height of T pϕ “ heightpT qq, then
E∆pλ, ϕq “ 2λ
λ∆` 2 .
(c) If ϕpT q ` 1 equals the Horton-Strahler order of the tree T , then
E∆pλ, ϕq “ λ2´t∆u,
where t∆u denotes the maximal integer ď ∆.
Proof. Part (a). Suppose T d„ GWpλq, and let `pxq once again denote the p.d.f.
of the total length lengthpT q. Then, by Lemma 8,
p∆ “1´
∆ż
0
`pxq dx “ 1´
λ∆ż
0
1
x
e´xI1
`
x
˘
dx
“ e´λ∆
”
I0pλ∆q ` I1pλ∆q
ı
, (215)
where for the last equality we used formula 11.3.14 in [2].
Part (b). Suppose T d„ GWpλq. Let Hpxq once again denote the cumulative
distribution function of the height heightpT q. Then by Lemma 9, for any ∆ ą 0,
p∆ “ 1´ Hp∆q “ 2
λ∆` 2 .
Part (c). Follows from Corollary 12(a).
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Remark 19. Let E∆pλ, ϕq “ 2λλ∆`2 as in Theorem 25(b). Here E0λ “ λ andE∆pλ, ϕq is a linear-fractional transformation associated with matrix
A∆ “
ˆ
1 0
∆
2 1
˙
.
Since A∆ form a subgroup in SL2pRq, the transformations tE∆u∆ě0 satisfy the
semigroup property
E∆1E∆2 “ E∆1`∆2
for any pair ∆1,∆2 ě 0.
We notice also that the operator E∆pλ, ϕq in part (c) of Theorem 25 satisfies
only the discrete semigroup property for nonnegative integer times. Finally, one
can check that E∆pλ, ϕq in part (a) does not satisfy the semigroup property.
10. Continuum 1-D ballistic annihilation
As an illuminating application of the generalized dynamical pruning (Sect. 9)
and its invariance properties (Sect. 9.4), we consider the dynamics of particles
governed by 1-D ballistic annihilation model, traditionally denoted A` AÑ 0
[47]. This model describes the dynamics of particles on a real line: a particle
with Lagrangian coordinate x moves with a constant velocity vpxq until it col-
lides with another particle, at which moment both particles annihilate, hence
the model notation. The annihilation dynamics appears in chemical kinetics
and bimolecular reactions and has received attention in physics and probability
literature [47, 20, 19, 115, 42, 21, 48, 28, 86, 126].
In a continuum version of the ballistic annihilation model introduced in [85],
the moving shock waves represent the sinks that aggregate the annihilated par-
ticles and hence accumulate the mass of the media. Dynamics of these sinks
resembles a coalescent process that generates a tree structure for their trajecto-
ries, which explain the term shock wave tree that we use below. The dynamics of
a ballistic annihilation model with two coalescing sinks is illustrated in Fig. 38.
Sect. 10.1 introduces the continuum annihilation model and describes the
natural emergence of sinks (shocks). The model initial conditions are given by
a particle velocity distribution and particle density on R. Subsequently, we only
consider a constant density and initial velocity distribution with alternating
values ˘1, or, equivalently, initial piece-wise linear potential ψpx, 0q with alter-
nating slopes ˘1 (Fig. 39). Section 10.2 discusses a construction of the graphical
embedding of the shock wave tree into the phase space px, ψpx, tqq and space-
time domain px, tq. Theorems 27, 28 in Sect. 10.2.3 establish equivalence of
the ballistic annihilation dynamics to the generalized dynamical pruning of a
(mass-equipped) shock wave tree. Sections 10.3,10.4 illustrate how the pruning
interpretation of annihilation dynamics facilitates analytical treatment of the
model. Specifically, we give a complete description of the time-advanced po-
tential function ψpx, tq at any instant t ą 0 for the initial potential in a form
of exponential excursion (Thm. 29), and describe the temporal dynamics of a
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Fig 38: Ballistic annihilation model: an illustration. A particle with Lagrangian
coordinate x moves with velocity vpx, 0q until it collides with another particle
and annihilates. (Bottom panel): Initial velocity vpx, 0q. (Top panel): The space-
time portrait of the system. The trajectories of selected particles are depicted
by gray thin lines. The shock wave that describes the motion and coalescence
of sinks is shown by solid black line. The sink trajectory forms an inverted
Y-shaped tree.
random sink (Thms. 30,31). A real tree representation of ballistic annihilation
is discussed in Sect. 10.5.
10.1. Continuum model, sinks, and shock trees
Consider a Lebesgue measurable initial density gpxq ě 0 of particles on an
interval ra, bs Ă R. The initial particle velocities are given by vpx, 0q “ vpxq.
Prior to collision and subsequent annihilation, a particle located at x0 at time
t “ 0 moves according to its initial velocity, so its coordinate xptq changes as
xptq “ x0 ` tvpx0q. (216)
When the particle collides with another particle, it annihilates. Accordingly, two
particles with initial coordinates and velocities px´, v´q and px`, v`q collide and
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annihilate at time t when they meet at the same new position,
x´ ` tv´ “ x` ` tv`,
given that neither of the particles annihilated prior to t. In this case, the anni-
hilation time is given by
t “ ´x` ´ x´
v` ´ v´ . (217)
Let vpx, tq be the Eulerian specification of the velocity field at coordinate x
and time instant t; we define the corresponding potential function
ψpx, tq “ ´
ż x
a
vpy, tqdy, x P ra, bs, t ě 0,
so that vpx, tq “ ´Bxψpx, tq. Let ψpx, 0q “ Ψ0pxq be the initial potential.
We call a point σptq sink (or shock), if there exist two particles that annihilate
at coordinate σptq at time t. Suppose vpxq P C1pRq. The equation (217) implies
that appearance of a sink is associated with a negative local minima of v1px˚q;
we call such points sink sources. Specifically, if x˚ is a sink source, then a sink
will appear at breaking time t˚ “ ´1{v1px˚q at the location given by
σpt˚q “ x˚ ` t˚vpx˚q “ x˚ ´ vpx
˚q
v1px˚q ,
provided there exists a punctured neighborhood
Nδpx˚q “ tx : 0 ă |x´ x˚| ă δu Ď ra, bs
such that none of the particles with the initial coordinates in Nδpx˚q is annihi-
lated before time t˚.
Sinks, which originate at sink sources, can move and coalesce (see Fig. 38).
We refer to a sink trajectory as a shock wave. We impose the conservation of
mass condition by defining the mass of a sink at time t to be the total mass
of particles annihilated in the sink between time zero and time t. When sinks
coalesce, their masses add up. It will be convenient to assume that sinks do
not disappear when they stop accumulating mass. Informally, we assume that
the sinks are being pushed by the system particles. Formally, there exists three
cases depending on the occupancy of a neighborhood of σptq. If there exists an
empty neighborhood around the sink coordinate σptq, the sink is considered at
rest – its coordinate does not change. If only the left neighborhood of σptq is
empty, and the right adjacent velocity is negative:
vpσ`, tq :“ lim
xÓσptq
vpx, tq ă 0,
the sink at σptq moves with velocity vpσ`, tq. A similar rule is applied to the
case of right empty neighborhood. The appearance, motion, and subsequent
coalescence of sinks can be described by a time oriented shock tree. In particular,
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Fig 39: Piece-wise linear unit slope potential: an illustration. (Top): Arrows indi-
cate alternating directions of particle movement on an interval in R. (Middle):
Potential Ψ0pxq is a piece-wise linear unit slope function. (Bottom): Particle
velocity alternates between values ˘1 within consecutive intervals.
the coalescence of sinks under initial conditions with a finite number of sink
sources is described by a finite tree.
The dynamics of ballistic annihilation, either in discrete or continuum ver-
sions, can be quite intricate and is lacking a general description. The existing
analyses focus on the evolution of selected statistics under particular initial con-
ditions. In the following sections, we give a complete description of the dynamics
in case of two-valued initial velocity and constant particle density.
10.2. Piece-wise linear potential with unit slopes
The discrete 1-D ballistic annihilation model with two possible velocities ˘v
was considered in [47, 19, 21, 48, 28]; the three velocity case (´1, 0, and `1)
appeared in [42, 126]. Here, we explore a continuum version of the 1-D ballistic
annihilation with two possible initial velocities and constant initial density, i.e.
vpxq “ ˘v and gpx, 0q ” gpxq ” g0 for x P ra, bs. Since we can scale both space
and time, without loss of generality we let vpxq “ ˘1 and gpxq ” 1.
Recall (Sect. 7.3) the space Eex of positive piece-wise linear continuous ex-
cursions with alternating slopes ˘1 and finite number of segments. We write
Eexpra, bsq for the restriction of this space on the real interval ra, bs. We consider
an initial potential ψpx, 0q “ Ψ0pxq such that ´ψpx, 0q P Eexpra, bsq; see Fig. 39.
This space bears a lot of symmetries that facilitate our analysis.
The dynamics of a system with a simple unit slope potential is illustrated in
Fig. 40. Prior to collision, the particles move at unit speed either to the left or
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to the right, so their trajectories in the px, tq space are given by lines with slope
˘1 (Fig. 40, top panel, gray lines). The local minima of the potential Ψ0pxq
correspond to the points whose right neighborhood moves to the left and left
neighborhood moves to the right with unit speed, hence immediately creating a
sink. Accordingly, the sinks appear at t “ 0 at the local minima of the potential;
and those are the only sinks of the system. The sinks move and merge to create
a shock wave tree, shown in blue in Fig. 40.
Observe that the domain ra, bs is partitioned into non-overlapping subinter-
vals with boundaries xj such that the initial particle velocity assumes alternating
values of ˘1 within each interval, with boundary values vpa, 0q “ vpaq “ 1 and
vpb, 0q “ vpbq “ ´1. Because of the choice of potential Ψ0pxq, we have
bż
a
vpxq dx “ Ψ0pbq ´Ψ0paq “ 0,
i.e. the total length of the subintervals with the initial velocity ´1 equals the
total length of the subintervals with the initial velocity 1. For a finite interval
ra, bs, there exists a finite time tmax “ pb´ aq{2 at which all particles aggregate
into a single sink of mass m “ pb ´ aq “ 2 tmax [85]. We only consider the
solution on the time interval r0, tmaxs, and assume that the density of particles
vanishes outside of ra, bs.
10.2.1. Graphical representation of the shock wave tree
For our fixed choice of the initial particle density gpxq ” 1, the model dynamics
is completely determined by the potential Ψ0pxq. We will be particularly inter-
ested in the dynamics of sinks (shocks), which we refer to as shock waves. The
trajectories of sinks can be described by a set (Fig. 40, top panel)
Gpx,tqpΨ0q “
!`
x, t
˘ P R2 : D a sink satisfying σptq “ x)
in the system space-time domain px, tq : x P ra, bs, t P “0, pb ´ aq{2‰. These
trajectories have a finite binary tree structure: the combinatorial planar shape of
Gpx,tqpΨ0q is a finite tree in BT |plane [85]. For any two points pxi, tiq P Gpx,tqpΨ0q,
i “ 1, 2, connected by a unique self-avoiding path γ within Gpx,tqpΨ0q, we define
the distance between them as
dpx,tq
`px1, t1q, px2, t2q˘ “ ż
γ
|dt| “ 2t˚ ´ t1 ´ t2,
where
t˚ :“ maxtt : px, tq P γu.
Equivalently, the distance between the points within a single edge is defined as
their nonnegative time increment; this induces the distance dpx,tq on Gpx,tqpΨ0q.
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Similarly, the trajectories of the sinks can be described by a set (Fig. 40,
bottom panel)
Gpx,ψqpΨ0q “
!`
x, ψpx, tq˘ P R2 : D a sink satisfying σptq “ x)
in the system phase space px, ψpx, tqq : x P ra, bs, t P “0, pb´ aq{2‰. For any two
points pxi, ψiq P Gpx,ψqpΨ0q, i “ 1, 2, connected by a unique self-avoiding path
γ within Gpx,ψqpΨ0q, we define the distance between them as
dpx,ψq
`px1, ψ1q, px2, ψ2q˘ “ ż
γ
`|dt| ` |dx|˘.
Equivalently, one can consider the L1 distance between the points within a single
edge; this induces the distance dpx,ψq on Gpx,ψqpΨ0q.
Lemma 30 ([85]). The metric spaces
`Gpx,tqpΨ0q, dpx,tq˘ and `Gpx,ψqpΨ0q, dpx,ψq˘
are trees (Def. 1). Furthermore, they have a finite number of edges and are iso-
meric to a unique binary tree from BL|plane that we denote by SpΨ0q.
We refer to the trees of Lem. 30 as the graphical trees Gpx,tqpΨ0q and Gpx,ψqpΨ0q
since they are two alternative graphical representations of the shock wave tree
SpΨ0q.
10.2.2. Structure of the shock wave tree
Importantly, for our particular choice of the initial potential, the combinatorial
structure and the planar embedding of the shock wave tree coincide with that
of the level set tree T “ level`´Ψ0˘ of the initial potential, as we state in the
following theorem.
Theorem 26 (Shock wave tree is a level set tree, [85]). Suppose gpxq ” 1
and the initial potential Ψ0pxq is such that ´Ψ0pxq P Eex. Then
p-shape
`
level p´Ψ0q
˘ “ p-shape`SpΨ0q˘.
Theorem 26 implies that there is one-to-one correspondence between internal
local maxima of Ψ0pxq and internal non-root vertices of SpΨ0q. There is also a
one-to-one correspondence between local minima and the leaves. We label the
tree vertices with the indices j that correspond to the enumeration of the local
extrema xj of Ψ0pxq; see Fig. 41. We write parentpiq for the index of the parent
vertex to vertex i; rightpiq and leftpiq for the indices of the right and the left
offsprings of an internal vertex i; and siblingpiq for the index of the sibling of
vertex i.
For a local extremum xj , we define its basin Bj as the shortest interval that
contains xj and supports a non-positive excursion of Ψ0pxq. Formally, Bj “
rxleftj , xrightj s, where
xrightj “ inf
 
x : x ą xj and Ψ0pxq ą Ψpxjq
(
,
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Fig 40: Shock wave tree (sink tree) in a model with a unit slope potential:
an illustration. (Top panel): Space-time dynamics of the system. Trajectories of
particles are illustrated by gray lines. The trajectory of coalescing sinks is shown
by blue line – this is the graphical representation Gpx,tqpΨ0q of the shock wave
tree SpΨ0q. Notice the appearance of empty regions (zero particle density) in
the space-time domain. (Bottom panel): Initial unit slope potential Ψ0pxq with
three local minima (black line) and a graphical representation Gpx,ψqpΨ0q of the
shock wave tree (blue line) in the phase space px, ψpx, tqq.
xleftj “ sup
 
x : x ă xj and Ψ0pxq ą Ψpxjq
(
.
We observe that the basin Bj for a local minimum xj coincides with its coordi-
nate: Bj “ txj “ xleftj “ xrightj u.
The basin’s length is
ˇˇBj ˇˇ “ xrightj ´xleftj . Point cj “ pxrightj `xleftj q{2 denotes
the center of the basin Bj . Additionally, we let
vj “ Ψ0pxparentpjqq ´Ψ0pxjq and hj “
ˇˇBsiblingpjq ˇˇ{2.
We are now ready to describe the metric structure of the shock tree SpΨ0q and
a constructive embedding Gpx,ψqpΨ0q of the tree SpΨ0q into the system’s phase
space.
Metric tree structure. The length lj of the parental edge of a non-root
vertex j within SpΨ0q is given by lj “ vj ` hj .
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Graphical shock tree in the phase space. The tree Gpx,ψqpΨ0q is the
union of the following vertical and horizontal segments:
pvq For every local extremum xj of Ψ0pxq there exists a vertical segment from
pcj ,Ψ0pxjqq to pcj ,Ψ0pxjq ` vjq.
(h) For every local maximum xj of Ψ0pxq there exists a horizontal segment of
length hleftpjq ` hrightpjq from pcleftpjq,Ψ0pxjqq to pcrightpjq,Ψ0pxjqq.
Figure 41 shows the graphical shock trees Gpx,ψq and Gpx,tq for an initial potential
with two local maxima and three local minima, and illustrates the labeling
of vertical (vj) and horizontal (hj) segments of the tree. Figure 42 shows an
example of the graphical tree Gpx,ψq for an initial potential with nine local
minima (and, hence, with nine initial sinks).
Consider a tree VpΨ0q P BL|plane that has the same planar combinatorial
structure as SpΨ0q, and the length of the parental edge of vertex j is given by
lj “ vj . Informally, this is a tree that consists of the vertical segments of the
graphical tree Gpx,ψqpΨ0q (Fig. 40, bottom). We have the following corollary of
Thm. 26.
Corollary 21 ([85]). Suppose gpxq ” 1 and potential Ψ0pxq is such that
´Ψ0pxq P Eex. Then
VpΨ0q “ level p´Ψ0q .
10.2.3. Ballistic annihilation as generazlized pruning
This section shows that the dynamics of continuum ballistic annihilation with
constant initial density and unit-slope potential is equivalent to the generalized
dynamical pruning of either the shock wave tree (Thm. 27) or the level set tree
of the potential (Thm. 28).
Suppose a tree T P BL|plane has a particular graphical representation GT P R2
implemented by a bijective isometry f : T Ñ GT that maps the root of T into
the root of GT . We extend the notion of the generalized dynamical pruning
Stpϕ,GT q for the graphical tree GT by considering the f -image of Stpϕ, T q:
Stpϕ,GT q “ f
`Stpϕ, T q˘.
Consider a natural isometry (Lem. 30) between the shock wave tree SpΨ0q and
either of the graphical shock trees, Gpx,tqpΨ0q (in the space-time domain) or
Gpx,ψqpΨ0q (in the phase space). The next theorem formalizes an observation
that the dynamics of sinks is described by the continuous pruning (Sect. 9.1.1)
of the shock wave tree.
Theorem 27 (Annihilation pruning I, [85]). Suppose gpxq ” 1, and the
initial potential Ψ0pxq is such that ´Ψ0pxq P Eex. Then, the dynamics of sinks is
described by the generalized dynamical pruning Stpϕ,Gq of either the graphical
tree G “ Gpx,ψqpΨ0q (in the phase space) or G “ Gpx,tqpΨ0q (in the space-time
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Fig 41: Shock tree for a piece-wise linear potential with two local maxima.
(Top): The shock tree in space-time domain (blue). Hatching illustrates motion
of regular particles. There exist two empty rectangular areas, each corresponding
to one of the local maxima. The panel illustrates indexing of the tree vertices.
(Bottom): Potential Ψ0pxq (black) and the shock tree in the phase space (blue).
The panel illustrates the labeling of vertical (vj) and horizontal (hj) segments
of the tree.
domain), with the pruning function ϕpT q “ heightpT q. Specifically, the loca-
tions of sinks at any instant t P r0, tmaxq coincide with the location of the leaves
of the pruned tree Stpϕ,Gq.
Theorem 27 only refers to the dynamics of the sinks; it is, however, intuitively
clear that the entire potential ψpx, tq at any given t ą 0 can be uniquely re-
constructed from either of the pruned graphical trees, Gpx,tqpΨ0q or Gpx,ψqpΨ0q.
Because of the multiple symmetries [85], the graphical trees possess significant
redundant information. It has been shown in [85] that the reduced tree VpΨ0q
(Cor. 21) equipped with information about the sinks provides a minimal descrip-
tion sufficient for reconstructing the entire continuum annihilation dynamics.
Lemma 31 ([85]). Suppose gpxq ” 1, and the initial potential Ψ0pxq is such
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Fig 42: Graphical representation Gpx,ψqpΨ0q (blue) of the sink tree SpΨ0q for
initial potential Ψ0pxq with nine local minima (black). There are nine sinks that
correspond to the leaves of the tree. The trajectory of each sink can be traced
by going from the corresponding leaf to the root of the tree.
that ´Ψ0pxq P Eex. Then,
levelpψpx, tqq “ Stplength,VpΨ0qq.
Lemma 31 states that the level set tree (i.e., the sequence of the local ex-
treme values) of ψpx, tq is uniquely reconstructed from the pruned tree VpΨ0q.
This, however, is not sufficient to reconstruct the entire time-advanced poten-
tial, which has plateaus corresponding to the intervals of zero density (recall
the empty regions in the top panels of Fig. 40). The information about such
plateaus is lost in the pruned tree. It happens that it suffices to remember “the
size” of the pruned out parts of the tree in order to completely reconstruct the
annihilation dynamics from VpΨ0q. Specifically, we store the value ϕpτq for each
subtree τ that has been pruned out. These values are stored in the cuts – the
points where the pruned subtrees were attached to the initial tree; see Fig. 43(a).
The cuts is a union of the leaves of the pruned tree and the vertices of the initial
tree that became edge points in the pruned tree. A formal definition is given
below.
Definition 36 (Cuts). The set Dtpϕ, T q of cuts in a pruned tree Stpϕ, T q is
defined as the boundary of the pruned part of the tree
Dtpϕ, T q “ Btx P T : ϕp∆x,T q ă tu.
We now define an extension rStpϕ, T q of the generalized dynamical pruning
that preserves the sizes of pruned subtrees. Such pruning starts with a tree from
BL|plane and results in a tree from the space of mass-equipped trees, denotedĂBL|plane. The pruning rStpϕ, T q of a tree T P BL|plane is a tree from ĂBL|plane, whose
projection to BL|plane coincides with Stpϕ, T q. In addition, the tree is equipped
with massive points placed at the cuts. Each massive point corresponds to a
pruned out subtree τ of T , with mass equal ϕpτq. If a cut is the boundary for
two pruned subtrees (Fig. 43(a), cuts a,d), then it hosts two oriented masses.
Such cuts are typical in prunings that do not have the semigroup property (see
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Fig 43: Cuts and massive points: an illustration. (a) Pruned tree Stplength, T q
(solid black) with the set of cuts (red circles). The pruned parts of the initial
tree T are shown in gray. Here, we prune by length; the cuts a,d correspond to
Stage IV of Fig. 36. The cuts a and d are placed at vertices of T that became
leaves within Stplength, T q. The cuts b and e are placed at the leaves of the
pruned tree. The cuts c and f are placed at vertices of T that became non-vertex
points within Stplength, T q. (b) Massive points (red circles) placed at the cuts.
Each of the cuts a and d hosts two oriented massive points. Each of the cuts b
and e hosts a single unoriented massive point. Each of the cuts c and f hosts a
single oriented massive point. The circle size is proportional to the mass.
Fig. 36, Stage IV). Figure 43(b) illustrates mass-equipped pruning rStpϕ, T q with
pruning function ϕ “ length.
Next, we describe how to construct a potential ψT,tpxq for a given t P r0, tmaxs
and all x P ra, bs from a pruned mass-equipped tree T “ rStplength,VpΨ0qq.
Theorem 28 then shows that this reconstructed potential coincides with the
time-advances potential of the annihilation dynamics.
Construction 1 (Tree Ñ potential). Suppose T “ rStplength,VpΨ0qq. The
corresponding potential ψT,tpxq, with ´ψT,tpxq P Eex, is constructed in the fol-
lowing steps:
(1) Construct the Harris path HT pxq for the projection of T to BL|plane (i.e.,
disregarding masses), and consider the negative excursion ´HT pxq.
(2) At every local minimum of ´HT pxq that corresponds to a double mass
pmL,mRq, insert a horizontal plateau of length
ε “ 2pmL `mR ´ tq,
as illustrated in Fig. 44, Stage 2.
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(3) At every monotone point of ´HT pxq that corresponds to an internal mass
m, insert a horizontal plateau of length 2m (Fig. 44, Stage 3).
(4) At every internal local maxima of ´HT pxq, insert a horizontal plateau of
length 2t (Fig. 44, Stage 1).
The following theorem establishes the equivalence of the continuum annihilation
dynamics and mass-equipped generalized dynamical pruning with respect to the
tree length. In particular, it includes the statement of Lem. 31.
Theorem 28 (Annihilation pruning II, [85]). Suppose gpxq ” 1 and the
initial potential Ψ0pxq is such that ´Ψ0pxq P Eex. Then, for any t P r0, tmaxs,
the time-advances potential ψpx, tq is uniquely reconstructed (by Construction 1)
from the pruned tree T ptq “ rStplength,VpΨ0qq. That is, ψpx, tq ” ψT ptq,t for
all x P ra, bs.
It is shown in [85] that, inversely, the mass-equipped tree rStplength,VpΨ0qq
can be uniquely reconstructed from the time-advanced potential ψpx, tq. Hence,
the continuum ballistic annihilation dynamics is equivalent to the mass-equipped
generalized dynamical pruning of the level set tree of the initial potential. The
next sections illustrates how this equivalence facilitates the analytical treatment
of the model.
10.3. Ballistic annihilation of an exponential excursion
This section examines a special case of piece-wise linear potential with unit
slopes: a negative exponential excursion. Consider potential
ψpx, 0q “ ´HGWpλqpxq
that is the negative Harris path (Sect. 7.1) of an exponential critical binary
Galton-Watson tree with parameter λ (Def. 31). In words, the potential is a
negative finite excursion with linear segments of alternating slopes ˘1, such
that the lengths of all segments except the last one are i.i.d. exponential random
variables with parameter λ{2. Accordingly, the initial particle velocity vpx, 0q
alternates between the values ˘1 at epochs of a stationary Poisson point process
on R with rate λ{2, starting with `1 and until the respective potential crosses
the zero level.
Corollary 22 (Exponential excursion). Suppose gpxq ” 1 and initial poten-
tial Ψ0pxq “ ´HGWpλqpxq. Then the corresponding tree VpΨ0q P BL|plane is an
exponential binary critical Galton-Watson tree GWpλq.
Proof. By Cor. 21, the tree VpΨ0q is the level set tree of the negative potential
´Ψ0pxq. The statement now follows from Thm. 18.
To formulate the next result, recall that if T d„ GWpλq and ϕpT q “ lengthpT q,
then by (215),
pt :“ PpϕpT q ą tq “ e´λt
”
I0pλtq ` I1pλtq
ı
.
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Fig 44: Four generic stages in the ballistic annihilation dynamics of a W-shaped
potential (left), and respective mass-equipped trees (right). The lengths v1 and
v3 of the two vertical leaf segments are assigned as illustrated in the Stage
4 (see also Fig. 41). (Left): Potential ψpx, tq is shown in solid black. Each
plateau (dashed gray) corresponds to an interval of zero density. The graph-
ical shock tree Gpx,ψqpΨ0q (blue) and sinks (black circles) are shown for vi-
sual convenience. (Right): Mass-equipped trees. Segment lengths are marked
in black, point masses are indicated in gray. Notice progressive increase of
the point masses from Stage 1 to 4. The Stages 1 to 4 refer to time instants
t1 ă t2 ă t3 ă t4. Here v3 ă v1, v3 ą t1, v3 ă t2 ă v1, v1 ă t3, and
t3 ă v1 ` v3 ă t4.
imsart-generic ver. 2014/10/16 file: RandomTreeSurvey2019_arxiv_v2.tex date: May 21, 2019
Y. Kovchegov and I. Zaliapin/Random Self-Similar Trees 176
Also, the p.d.f. of lengthpT q is given by `pxq of (70).
Theorem 29 (Ballistic annihilation dynamics of an exponential excur-
sion, [85]). Suppose the initial particle density is constant, gpxq ” 1, and the
initial potential ψpx, 0q is the negative Harris path of an exponential critical bi-
nary Galton-Watson tree with parameter λ, i.e., VpΨ0q d„ GWpλq. Then, at any
instant t ą 0 the mass-equipped shock tree Vt “ rStplength,VpΨ0qq conditioned
on surviving, Vt ­“ φ, is distributed according to the following rules.
(i) The planar shape of the tree, as an element of BL|plane, is distributed as
an exponential binary Galton-Watson tree GWpλtq with λt :“ λpt.
(ii) A single or double mass points are placed independently in each leaf with
the probability of a single mass being
2
λ
`ptq
p2t
.
(iii) Each single mass at a leaf has mass m “ t. For a double mass, the indi-
vidual masses pmL,mRq have the following joint p.d.f.
fpa, bq “ `paq`pbq
p2t ´ 2λ`ptq
for a, b ą 0, a_ b ď t ă a` b.
(iv) The number of mass points placed in the interior of any edge is distributed
geometrically with the probability of placing k masses being
pt
`
1´ pt
˘k
, k “ 0, 1, 2, . . . .
The locations of k mass points are independent uniform in the interior of
the edge. The orientation of each mass is left or right independently with
probability 1{2.
(v) The edge masses are i.i.d. random variables with the following common
p.d.f.
`paq
1´ pt , a P p0, tq.
10.4. Random sink in an infinite exponential potential
Here we focus on the dynamics of a random sink in the case of a negative ex-
ponential excursion potential. To avoid subtle conditioning related to a finite
potential, we consider here an infinite exponential potential Ψexp0 pxq, x P R,
constructed as follows. Let xi, i P Z be the epochs of a Poisson point process on
R with rate λ{2, indexed so that x0 is the epoch closest to the origin. The ini-
tial velocity vpx, 0q is a piece-wise constant continuous function that alternates
between values ˘1 within the intervals pxi ´ 1, xis and with vpx0, 0q “ 1. Ac-
cordingly, the initial potential Ψexp0 pxq is a piece-wise linear continuous function
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with a local minimum at x0 and alternating slopes ˘1 of independent expo-
nential duration. The results in this section refer to the sink M0 with initial
Lagrangian coordinate x0. We refer to M0 as a random sink, using translation
invariance of Poisson point process.
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Fig 45: Random sink M0 originates at point x0 – the local minimum closest to
the origin. Its dynamics during a finite time interval r0, ts is completely specified
by a finite negative excursion Bt0 similar to the one highlighted in the figure.
Observe that for any fixed t ą 0, the dynamics ofM0 is completely specified
by a finite excursion within Ψexp0 pxq. For instance, one can consider the shortest
negative excursion of Ψexp0 pxq within interval Bt0 such that x0 P Bt0, |Bt0| ą 2t,
and one end of Bt0 is a local maximum of Ψexp0 pxq (see Fig. 45). The respective
Harris path is an exponential Galton-Watson tree GWpλq. The dynamics of
M0 consists of alternating intervals of mass accumulation (vertical segments
of Gpx,ψq) and motion (horizontal segments of Gpx,ψq), starting with a mass
accumulation interval. Label the lengths vi of the vertical segments and the
lengths hi of the horizontal segments in the order of appearance in the examined
trajectory. Corollary 22 implies that vi,hi are independent; the lengths of vi are
i.i.d. exponential random variables with parameter λ; and the lengths of hi equal
the total lengths of independent Galton-Watson trees GW pλq. This description,
illustrated in Fig. 46, allows us to find the mass dynamics of a random sink,
which is described in the next two theorems.
Theorem 30 (Growth probability of a random sink, [85]). The proba-
bility ξptq that a random sink M0 is growing at a given instant t ą 0 (that is,
it is at rest and accumulates mass) is given by
ξptq “ e´λtI0pλtq. (218)
Theorem 31 (Mass distribution of a random sink, [85]). The mass of a
random sink M0 at instant t ą 0 has probability distribution
µtpaq “ λ2 e
´λt
”
I0
`
λpt´ a{2q˘` I1`λpt´ a{2q˘ı ¨ I0pλa{2q ¨ 1p0,2tqpaq
` e´λtI0pλtqδ2tpaq, (219)
where δ2t denotes Dirac delta function (point mass) at 2t.
Remark 20. One can notice that the continuum annihilation dynamics of this
section, with its shock waves, shock wave trees, and sink masses is reminiscent
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Fig 46: Dynamics of a random sink: an illustration. The trajectory of a sink is
partitioned into alternating intervals of mass accumulation of duration vj and
intervals of movement with no mass accumulation of duration hj . Each vj is an
exponential random variable with parameter λ. Each hj is distributed as the
total length of a critical Galton-Watson tree with exponential edge lengths with
parameter λ.
of that in the 1-D inviscid Burgers equation that describes the evolution of the
velocity field vpx, tq:
Btvpx, tq ` vpx, tq Bxvpx, tq “ 0, x P R, t P R`. (220)
The Burgers dynamics appears in a surprising variety of problems, ranging from
cosmology to fluid dynamics and vehicle traffic models; see [18, 57, 63] for com-
prehensive review. The solution of the Cauchy problem for the Burgers equation
develops singularities (shocks) that correspond to intersection of individual par-
ticles. The shocks evolve via the shock waves that can be described as massive
particles that aggregate the colliding regular particles and hence accumulate
the mass of the media. The dynamics of these massive particles generates a tree
structure for their world trajectories, the shock wave tree [25, 63].
The case of smooth random initial velocity can be treated explicitly via the
Hopf-Cole solution. The case of non-smooth random initial velocities, e.g. a
white noise or a (fractional) Brownian motion, has been extensively studied,
both numerically [123] and analytically [127, 24, 25, 59]. In this case, tracing the
dynamics of the massive particles backward in time (from a point within a shock
tree to the leaves) corresponds to fragmentation of the mass and describes the
genealogy of the shocks, i.e., the sets of particles that merge with a given massive
particle [23, 59]. In particular, it has been established in [25] that the shock
wave tree for a Brownian motion initial velocity becomes the eternal additive
coalescent after a proper time change; similar arguments apply for the Lévy
type initial velocities [102]. However, despite general heuristic understanding of
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the structure of the Burgers shock wave tree, a complete analytical description
is lacking (e.g., [123]).
10.5. Real tree description of ballistic annihilation
Recall that an R-tree is a generalization of the concept of a finite tree with edge
lengths to infinite spaces; see Sect. 2.2 for a formal setup. We construct here
(Sect. 10.5.1) an R-tree T “ TpΨ0q that describes the entire model dynamics
as coalescence of particles and sinks; this tree is sketched by gray lines in the
top panel of Figs. 40 and 47. Specifically, the tree consists of points px, tq such
that there exist either a particle or a sink with coordinate x at time t. There is
one-to-one correspondence between the initial particles px, 0q and leaf vertices
of T. Each leaf edge of T corresponds (one-to-one) to the free (ballistic) run of
a corresponding particle before annihilating in a sink. Four of such free runs
are depicted by green arrows in Fig. 47. The shock wave tree (movement and
coalescence of sinks) corresponds to the non-leaf part of the tree T; it is shown
by blue lines in Figs. 40, 47. We adopt a convention that the motion of a particle
consists of two parts: an initial ballistic run at unit speed, and subsequent motion
within a respective sink. For example, the within-sink motion of particles x
and x1 is shown by red line in Fig. 47. This interpretation extends motion
of all particles to the same time interval r0, tmaxs, with tmax being the time
of appearance of the final sink that accumulates the total mass on the initial
interval. This final sink serves as the tree root. Section 10.5.1 introduces a proper
metric on this space so that the model is represented by a time oriented rooted
R-tree. In particular, the metric induced by this tree on the initial particles px, 0q
becomes an ultrametric, with the distance between any two particles equal to
the time until their collision (as particles or as respective sinks).
Section 10.5.2 discusses two non-Lebesgue metrics of the system’s domain
ra, bs. Both describe the ballistic annihilation dynamics and are readily con-
structed from the initial potential Ψ0pxq. One of these decsriptions is an R-tree
and the other is not. The R-tree description establishes an equivalence between
the pairs of points that collide with each other, like the pairs px, x1q and py, y1q
in Fig. 47. This tree is isometric to the level set tree levelp´Ψ0q of the initial
potential that is used in this work to describe the shock wave tree (Cor. 21);
it is known in the literature as a tree in continuous path [116, Def. 7.6],[52,
Ex. 3.14]. In Sect. 10.5.3 we briefly discuss a natural way of introducing prun-
ings on R-trees and show that a typical pruning does not have the semigroup
property.
10.5.1. R-tree representation of ballistic annihilation
We construct here a real tree representation of the continuum ballistic annihila-
tion model of Sect. 10.2. Specifically, we assume a unit particle density gpxq ” 1
and initial potential ´Ψ0pxq ” ´ψpx, 0q P Eex, i.e. Ψ0pxq is a unit slope negative
excursion with a finite number of segments on a finite interval ra, bs (e.g., bottom
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Fig 47: R-tree representation of a ballistic annihilation model with a unit slope
potential: an illustration. Figure illustrates dynamics of four points, x, x1, y, and
y1, marked in the horizontal space axis. The pairs of points tx, x1u and ty, y1u
collide and annihilate with each other. Green arrows correspond to ballistic runs
of points x, x1, y, y1, and hence to leaves of tree TpΨ0q. Red line corresponds to
the trajectory of points x, x1 after their collision, within a sink. The rest of
notations are the same as in Fig. 40.
panel of Fig. 40). Recall that the interval ra, bs completely annihilates by time
tmax “ pb´aq{2, producing a single sink at space-time location ppb`aq{2, tmaxq.
Consider the model’s entire space-time domain T “ TpΨ0q that consists of all
points of the form px, tq, x P ra, bs, 0 ď t ď tmax, such that there exists either a
particle or a sink at location x at time instant t. The shaded (hatched) regions
in the top panels of Figs. 40,41 are examples of such sets of points. For any pair
of points px, tq and py, sq in T, we define their unique earliest common ancestor
as a point
ATppx, tq, py, sqq “ pz, wq P T
such that w is the infimum over all w1 such that
D z1 : tpx, tq, py, squ P ∆pz1,w1q,T.
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The length of the unique segment between the points px, tq and py, sq is defined
as
d
`px, tq, py, sq˘ “ 12`pw ´ tq ` pw ´ sq˘ “ 12 p2w ´ s´ tq, (221)
where w is the time component of pz, wq “ ATppx, tq, py, sqq.
The tree pT, dq for a simple initial potential is illustrated in the top panel of
Fig. 40 by gray lines. The tree has a relatively simple structure. There is a one-
to-one correspondence between the initial particles px, 0q, x P ra, bs, and the leaf
vertices of T. There is a one-to-one correspondence between the ballistic runs of
the initial particles (runs before collision and annihilation) and the leaf edges of
T. Four of such runs are shown by green arrows in Fig. 47. There is one-to-one
correspondence between the sink points pσptq, tq and the non-leaf part of T. In
particular, the tree root corresponds to the final sink ppa` bq{2, tmaxq. The sink
points are shown by blue line in Figs. 40,41. It is now straightforward to check
that the tree pT, dq satisfies the four point condition.
Consider again the sink subspace of T, which consists of the points tσptq, tqu
such that there exists a sink at location σptq at time instant t, equipped with
the distance (221). This metric subspace is also a tree, as a connected subspace
of an R-tree [52]. This tree is isometric to the shock wave tree SpΨ0q and
hence to either of its graphical representations Gpx,tqpΨ0q or Gpx,ψqpΨ0q that are
illustrated in Figs. 40,41 (top and bottom panels, respectively).
From the above construction, it follows that all leaves px, 0q are located at the
same depth (distance from the root) tmax. To see this, consider the segment that
connect a leaf and the root and apply (221). Moreover, each time section at a
fixed instant t0, secpT, t0q “ tpx, t0q P Tu, is located at the same depth tmax´t0.
This implies, in particular, that for any fixed t0 ě 0, the metric induced by T on
secpT, t0q is an ultrametric, which means that d1pp, qq ď d1pp, rq_d1pr, qq for any
triplet of points p, q, r P secpT, t0q. Accordingly, each triangle p, q, r P secpT, t0q
is an isosceles, meaning that at least two of the three pairwise distances between
p, q and r are equal and not greater than the third [52, Def. 3.31]. The length
definition (221) implies that the distance between any pair of points from any
fixed section secpT, t0q equals the time until the two points (each of which can
be either a particle or a sink) collide.
We notice that the collection of leaf vertices ∆p˝,T descendant to a point p P T
can be either a single point pxp, 0q, if p is within a leaf edge and represents the
ballistic run of a particle, or an interval tpx, 0q : xleftppq ď x ď xrightppqu, if p
is a non-leaf point that represents a sink. We define the mass mppq of a point
p P T as
mppq “
ż
x:px,0qP∆˝
p,T
gpzqdz “ xrightppq ´ xleftppq,
where the last equality reflects the assumption gpzq ” 1. The mass mppq gen-
eralizes the quantity “number of descendant leaves” (Sect. 9.1.4) to the R-tree
situation with an uncountable set of leaves. We observe that (i) a point p P T
represents a ballistic run if and only if mppq “ 0; (ii) a point p P T represents
a sink if and only if mppq ą 0. This means that the shock wave tree, which is
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isometric to the sink part of the tree pT, dq, can be extracted from pT, dq by the
condition tp : mppq ą 0u.
10.5.2. Metric spaces on the set of initial particles
In this section we discuss two metrics on the system’s domain ra, bs, which is
isometric to the set tpx, 0q : x P ra, bsu of initial particles. These spaces contain
the key information about the system dynamics and, unlike the complete tree
pT, dq of Sect. 10.5.1, can be readily constructed from the potential Ψ0pxq.
Metric h1px, yq reproduces the ultrametric induced by pT, dq on ra, bs. Below
we explicitly connect this metric to Ψ0pxq. For any pair of points x, y P ra, bs
we define a basin BΨ0px, yq as the interval that supports the minimal negative
excursion within Ψ0pxq that contains the points x, y. Formally, assuming without
loss of generality that x ă y we find the maximum of Ψ0 on rx, ys:
mΨ0px, yq “ sup
zPrx,ys
Ψ0pzq
and use it to define the basin BΨ0px, yq “ rl, rs, where
l “ suptz : z ď x,Ψ0pzq ě mΨ0px, yqu,
r “ inftz : z ě y,Ψ0pzq ě mΨ0px, yqu.
The metric is now defined as
h1px, yq “ 12 |BΨ0px,yq|.
It is straightforward to check that
h1px, yq “ the time until collision of the particles px, 0q and py, 0q,
where the collision is understood as either collision of particles, collision of sinks
that annihilated the particles, or collision between a sink that annihilated one
of the particles and the other particle. For instance, the claim is readily verified,
by examining the bottom panel of Fig. 47, for any pair of points from the set
tx, x1, y, y1u. The metric space pra, bs, h1q is not a tree. Moreover, this space
is totally disconnected, since there only exists a finite number of points (local
minima of Ψ0pxq) that have a neighborhood of arbitrarily small size. Any other
point at the Euclidean distance  from the nearest local minimum is separated
from other points by at least {2.
Metric h2px, yq describes the mass accumulation by sinks during the anni-
hilation process. Specifically, we introduce an equivalence relation among the
annihilating particles, by writing x „Ψ0 y if the particles with initial coordi-
nates x and y collide and annihilate with each other. For example, in Fig. 47
we have x „Ψ0 x1 and y „Ψ0 y1. The following metric is now defined on the
quotient space ra, bs|„Ψ0 :
h2px, yq “ 2 sup
zPrx,ys
rΨ0pzqs ´Ψ0pxq ´Ψ0pyq.
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In words, the distance h2px, yq between particles x and y equals the total
mass accumulated by the sinks to which the particles belong during the time
intervals between the instants when the particles joined the respective sinks
and the instant of particle (or respective sink) collision. Another interpreta-
tion is that h2px, yq equals to the minimal Euclidean distance between points
x, y P ra, bs|„Ψ0 in the quotient space; one can travel in this quotient space as
along a regular real interval, with a possibility to jump (with no distance ac-
cumulation) between equivalent points. This R-tree construction is know as the
tree in continuous path [116, Def. 7.6],[52, Ex. 3.14].
The metric space pra, bs|„Ψ0 , h2q is a tree that is isometric to the level set
tree of the potential Ψ0pxq on ra, bs and hence to the (finite) shock wave tree
VpΨ0q (by Cor. 21), with the convention that the root is placed in a „Ψ0 b. This
means, in particular, that prunings of these two trees, with the same pruning
function and pruning time, coincide.
10.5.3. Other prunings on T
One can introduce a large class of prunings on an R-tree pT, dq following the
approach used above to define the point mass mppq. Specifically, consider a
measure ηp¨q on ra, bs and define mηppq “ ηp∆p˝,Tq. The function mηppq is non-
decreasing along each segment that connect a leaf and the root ρT of T. Hence,
one can define a pruning with respect to mη on T by cutting all points p with
mηppq ă t for a given t ě 0. It is readily seen that the function mηppq typically
has discontinuities along a path between a leaf and the root of T. This means
that pruning with respect tomη typically does not have the semigroup property.
11. Infinite trees built from leaves down
Examples of infinite trees built from the root up are plentiful; they include the
infinite trees induced by the Yule processes or any other birth processes; infinite
trees generated by a supercritical branching process; the trees that represent
depth-first search and breadth-first search algorithms on infinite networks. In
this section we explore the infinite trees built from leaves down that arise natu-
rally in the context of infinitely many coalescing particles or the level set trees
of continuous functions. Interestingly, many of the results about finite trees can
be obtained from the characterizations of the corresponding infinite trees built
from leaves down.
11.1. Infinite plane trees built from the leaves down
In the context of Sect. 7.2, set I “ R and consider a function fpxq P CpRq.
Let X and Y be the sets containing all locations of local minima and local
maxima of fpxq, respectively. Formally, x0 P X if Dδ ą 0 s.t. fpxq ě fpx0q
@x P px0´δ, x0`δq, and Y is defined analogously. Hence, the local extrema may
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include plateaus of constant values. We assume that fpxq satisfies the following
conditions:
(a) The set X of the locations of local minima has infinite image, i.e.,
|f`X ˘| “ 8.
This condition guarantees that the level set tree of fpxq that we construct
below has an infinite number of vertices.
(b) The intersection of X with any finite interval ra, bs is either empty or
consists of a finite number of closed intervals (possibly including separate
points). This condition guarantees that every descendant subtree of the
infinite level set tree of fpxq is finite. The conditions (a),(b) guarantee
that the level set tree has countably many vertices.
(c) @a P R, the sets
pa,8q X f´1
´
inf
pa,8q
fpxq
¯
and p´8, aq X f´1
´
inf
p´8,aq
fpxq
¯
are empty or consist of finitely many closed intervals (including separate
points). Here, f´1p´8q is an empty set. This condition, or equivalent,
guarantees that the level set tree has finite branching (no vertices of infinite
degree).
Recalling the construction in Sect. 7.2.2, the level set tree T8 “ level
`
fpxq˘
has infinitely many leaves. There, T8 “
´
R{„f , df
¯
is a metric quotient space
obtained with respect to identification (denoted by a` „f ar) of pairs of points
a` and ar in R as one point. Recall that we have a` „f ar whenever the following
conditions are satisfied
1. a` ă ar and fpa`q “ fparq;
2. @x P pa`, arq we have fpxq ě fpa`q “ fparq.
The local maxima Y (including plateaus) constitute the leaves in T8, and the
local minima X (including plateaus) constitute the internal vertices (junctions)
in T8. Such T8 is also called an infinite plane tree built from the leaves down
induced by function fpxq. The reason for the name being that as we study fpxq
over larger and larger intervals (e.g. r´a, as as a Ñ 8) we discover more and
more leaves of T8 (local maxima) and their merger history (local minima) from
leaves down, but never reaching the root.
To give a convenient description of an infinite tree T8 built from leaves down, we
designate one leaf as the golden leaf, and its ancestral lineage is called the golden
lineage (Fig. 48). In the above construction, we let the leaf that corresponds to
the first local maximum in the nonnegative half-line,
mintx P Y : x ě 0u,
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Fig 48: Golden lineage representation of a level set tree: an illustration. The
figure shows a part of the level set tree for a piece-wise linear function on R.
The initial part of the golden lineage is shown in blue. There exist five finite
binary trees attached to the golden lineage – they are shown in green. The tree
index is shown along the stem of each tree. The trees indexed 1, 2, 3 have left
orientation, and the trees indexed 4, 5 have right orientation with respect to the
golden lineage.
to be designated as the golden leaf. Let L8plane denote the space of infinite plane
trees built from the leaves down, with edge lengths and designated golden leaf.
For a tree T8 P L8plane with a designated golden leaf γ˚, we let ` “ rγ˚, φs denote
the unique ancestral path from the golden leaf γ˚ to its parent, grandparent,
great-grandparent and on towards the tree root φ, where φ is a point at infinity.
Here, the ancestral path ` will be called the golden lineage. The golden lineage
` “ t`piq, epiqu consists of infinitely many vertices `piq that we enumerate by
the index i ě 0 along the path, starting from the golden leaf `p0q “ γ˚ and
increasing as we go down the golden lineage `, and infinitely many edges epiq “
r`piq, `pi` 1qs.
Each tree T8 P L8plane can be represented as a forest of finite trees attached
to the golden lineage ` as follows
T8 “
´
`,
 Di, σi(iě1¯ , (222)
where for each i ě 1, Di “ ∆`piq P L|plane denotes the complete subtree of T8
rooted at `piq that does not include the golden leaf, and σi P t´1,`1u denotes
the left-right orientation of Di with respect to the golden lineage `. Figure 48
illustrates this construction.
The representation (222) of a tree T8 P L8plane allows one to relate the space
L8plane of infinite planar trees built from the leaves down with edge lengths and a
designated golden leaf to the notion of a forest of trees attached to the floor line
described in Sect. 7.4 of [116]. In addition, the golden lineage construct helps at
meterizing the space L8plane.
Importantly, for any point x P T8, the descendant tree ∆x,T is a finite tree in
Lplane. Therefore, the definition of generalized dynamical pruning (211) extends
naturally to the space L8plane of infinite plane trees built from the leaves down.
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Applying the generalized dynamical pruning St to an infinite tree built from
the leaves down, the uppermost point of the golden lineage within Stpϕ, T q will
become the golden leaf for the pruned tree Stpϕ, T q.
Next, we extend the notion of prune-invariance in planar shapes from Def. 35(i)
to a subspace S8 of the space L8plane. Consider a subspace S8 of L8plane. For a
given monotone nondecreasing function ϕ : Lplane Ñ R`, consider generalized
pruning dynamics Stpϕ, T8q (T8 P S8). We say that a probability measure µ
on S8 is prune-invariant in planar shapes if
µpAq “ µtpAq @t ě 0, A P Σ, (223)
where µt “ pStq˚pµq “ µ˝S´1t is the pushforward measure, and Σ is the induced
σ-algebra.
The above definition of prune invariance (223) is significantly different from
the original Def. 35(i) for finite trees as φ R S8 and we do not need to condition
on the event Stpϕ, T q ­“ φ in the pushforward measure. Importantly, the prune-
invariance in (223) coincides with the John Von Neumann [142] definition of
the invariant measure, fundamental for ergodic theory and dynamical systems.
At the same time, the definition of prune-invariance in edge lengths Def. 35(ii)
does not need to be reformulated any differently for the infinite trees built from
leaves down.
The renown Krylov-Bogolyubov theorem [78] states that for a compact metriz-
able topological space Ω with the induced Borel σ-algebra Σ, and a continuous
function S : Ω Ñ Ω, there exists an invariant probability measure µ on pΩ,Σq
satisfying
µpAq “ µ˚pAq @A P Σ, (224)
where µ˚ “ pSq˚pµq “ µ ˝ S´1 is the pushforward measure.
Here we will not concentrate on constructing a suitable metric for the space
L8plane. However, in the spirit of the Krylov-Bogolyubov theorem, we will show
in Thm. 32 that the infinite critical planar binary Galton-Watson tree GW8pλq
built from the leaves down that we construct in Sect. 11.2 is prune invariant
under generalized dynamical pruning St induced by a monotone nondecreasing
function ϕ : Lplane Ñ R`. Additionally, it will be observed that Thm. 32 is a
generalization of Thm. 24.
11.2. Infinite exponential critical binary Galton-Watson tree built
from the leaves down
Consider a Poisson point process tTkukPZ on R with parameter λ{2, enumerated
from left to right (where T0 is the epoch closest to zero). Let
Xt “
$’’&’’%
kř
j“1
p´1qj`1`Tj ´ Tj´1˘` p´1qkpTk ´ tq if t P rTk´1, Tkq, k ě 1,
0ř
j“k`1
p´1qj`1`Tj ´ Tj´1˘` p´1qkpTk ´ tq if t P rTk, Tk`1q, k ď ´1.
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Fig 49: Illustration to the proof of Thm. 32. (a) A fragment of the pruned tree
T∆8 (black). Parts of the pruned out subtrees of the initial tree T8 are shown
in gray. The point x is a leaf of T∆8 ; it has the left parent a and right parent
b in T∆8 . The same x, as an edge point in T8, has the same left parent a in
T8, but its right parent in T8 is different from b. (b) A part of the Harris path
for the pruned tree T∆8 . The proof of Thm. 32 finds that the increments of the
segments |xa| and |xb| are i.i.d. exponential r.v.s. with parameter λp∆{2.
In other words, Xt is a continuous piecewise linear function with slopes alter-
nating between ˘1 as it crosses the Poisson epochs tTkukPZ, i.e., the slope
d
dt
Xt “
#
´1 if t P pTk´1, Tkq, k even,
`1 if t P pTk´1, Tkq, k odd.
The level set tree T8 “ level
`
Xt
˘
is invariant under shifting Xt vertically, or
shifting and scaling Xt horizontally.
Fix a point t˚ P R and generate Xt with a Poisson point process tTkukPZ. Then,
with probability one, there will be a positive excursion of Xt ´ Xt˚ over an
interval that begins or ends at t˚. By Thm. 18, the level set tree of this adjacent
positive excursion is distributed as GWpλq. Therefore, the infinite binary level set
tree T8 “ level
`
Xt
˘
for Xt will be referred to as the infinite planar exponential
critical binary Galton-Watson tree built from the leaves down with parameter λ,
and denoted by GW8pλq. We also refer to this tree as the infinite exponential
critical binary Galton-Watson tree.
In the representation (222) of a tree T8 d„ GW8pλq, the golden lineage ` is dis-
tributed as a one-dimensional Poisson process with parameter λ, the orientation
variables σi are i.i.d. Bernoulli with parameter 1{2, and the complete subtrees
Di are i.i.d. GWpλq trees. Finally, the golden lineage λ and the sequences, σi
and Di, are all sampled independently of each other.
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The following is a variation of Thm. 24 for the infinite critical exponential binary
Galton-Watson tree.
Theorem 32. Let T8 d„ GW8pλq with λ ą 0. Then, for any monotone nonde-
creasing function ϕ : BL|plane Ñ R` and any ∆ ą 0 we have
T∆8 :“ S∆pϕ, T8q d„ GW8
`
λp∆pλ, ϕq
˘
,
where
p∆ :“ p∆pλ, ϕq “ PpS∆pϕ, T q ­“ φq for T d„ GWpλq.
That is, the pruned tree T∆8 is also an infinite exponential critical binary Galton-
Watson tree with the scaled parameter
E∆pλ, ϕq “ λp∆pλ, ϕq.
Notice that since we are dealing with an infinite tree T8, we do not need to
be concerned about it surviving under the pruning operation S∆. The survival
probability p∆ used in the statement of Thm. 32 is computed for finite trees, so
the values of scaled parameter E∆pλ, ϕq for selected pruning functions are given
by Thm. 25.
Proof. Let parpxq denote the right parent to a point x in T8. This means that
the vertex parpxq is the parent of the first right subtree that one meets when
travels the tree T8 from x down to the root. In the Harris path of T8, there
exist two points that correspond to x (they merge into a single point when x is
a leaf). Consider the rightmost of these points, rx, which belongs to a downward
increment of the Harris path. The vertex parpxq corresponds to the nearest right
local minima of rx. Similarly, we let par∆p¨q denote the right parent on T∆8 .
Consider a leaf x P T∆8 , which is also a point in T8; see Fig. 49(a). We now
find the distribution of the distance from x to par∆pxq, i.e., the length of the
respective downward segment of the Harris path; see Fig. 49(b). Consider the
descendant lineage of x in T8, which consists of vertices
x1 “ parpxq, x2 “ parpx1q, x3 “ parpx2q, . . . .
Due to the memorylessness property of exponential distribution, and the sym-
metry of left-right orientation of subtrees in T8, the distance from x down
to parpxq has exponential distribution with rate λ{2. The point x belongs to
one (left) of the two complete subtrees rooted at parpxq in T8. Observe that
par∆pxq “ parpxq if and only if the subtree that does not contain x (we call it
sibling subtree) has not been pruned out completely, i.e., the intersection of the
sibling subtree with T∆8 is not empty. (In the example of Fig. 49(a), we have
par∆pxq “ x2 ” b.) The sibling subtree is known to be distributed as GWpλq.
Therefore,
P
`
par∆pxq “ x1
˘ “ p∆.
Iterating this argument, we have for k ě 1,
P
`
par∆pxq “ xk
ˇˇ
par∆pxq ­“ x1, . . . , par∆pxq ­“ xk´1
˘ “ p∆p1´ p∆qk´1.
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Therefore, the distance from a vertex x down to par∆pxq is a geometric Geom1pp∆q
sum of independent exponential random variables with parameter λ{2. Hence, it
is itself an exponential random variable with parameter λp∆{2. In other words,
the downward segment of the Harris path of the pruned tree T∆8 adjacent to
the local maximum that corresponds to the leaf x has exponential lengths with
parameter λp∆{2; see Fig. 49(b).
The same argument (using left parents) shows that the upward segment of
the Harris path of the pruned tree T∆8 adjacent to the local maximum that
corresponds to the leaf x has exponential lengths with parameter λp∆{2. The
lengths of the upward and downward segments are independent; see Fig. 49(b).
Applying the above argument to all leaves in T∆8 , we conclude that the Har-
ris path of T∆8 consists of alternating up/down increments with independent
lengths, distributed exponentially with the parameter λp∆{2. Theorem 18 states
that in this case T∆8 is an exponential critical binary Galton-Watson tree with
parameter λp∆. This completes the proof.
Observe that Thm. 24 can be obtained from Thm. 32 by considering finite
excursions of Xt. Also notice that for the particular case of Horton pruning
(Sect. 9.1.2), the statement of Thm. 32 follows from Thm. 17.
11.3. Continuum annihilation
One can observe that the continuum annihilation dynamics that begins with
an infinite exponential potential Ψexp0 pxq, x P R (see Sect. 10.4), is nothing
but the generalized dynamical pruning Stpϕ, T8q of the infinite planar critical
exponential binary Galton-Watson tree built from the leaves down
T8 :“ level
`´Ψexp0 pxq˘ d„ GW8pλq,
where ϕpT q “ lengthpT q for T P BL|plane. Moreover, the key results of Sect.
10.4, Thms. 30 and 31, that describe the growth dynamics of a sink in the
continuum annihilation model are in fact describing the length distributions of
pruned out sections of T8 d„ GW8pλq under the generalized dynamical pruning
Stpϕ, T8q. The proofs of these results can be rewritten in the infinite tree style
of Thm. 32.
12. Some open problems
1. Consider the cumulative distribution function Hnpxq for the height of an
exponential critical binary Galton-Watson tree GWpλq (Def. 22) condi-
tioned on having n leaves; see (78) of Sect. 5.2.2. Can one derive the limit
(87) from the equation (84)?
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(a) Critical Tokunaga trees with c = 2, R=2c=4
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(b) Critical Tokunaga trees with c = 1.5, R=2c=3
Fig 50: Periodic fluctuations of the average order of a critical Tokunaga tree
STokpt; c, γq as a function of the tree size (number n of leaves): numerical simula-
tions. (a) Critical Tokunaga tree with c “ 2, R “ 2c “ 4 (critical binary Galton-
Watson tree); see (59). (b) Critical Tokunaga tree with c “ 1.5, R “ 2c “ 3;
see (225). The jitter at hight values of n is due to stochastic variability in our
numerical simulations.
2. For a given sequence tTkukPZ` of positive real numbers, construct a coales-
cent process whose symmetric kernel is a function of the clusters’ Horton-
Strahler orders, in such a way that the combinatorial part of the coalescent
tree is mean self-similar with respect to Horton pruning (Defs. 14 and 16),
with Tokunaga coefficients tTku. This would complement an analogous
branching process construction of Sect. 6.
3. Generalize equation (59) of Flajolet et al. [55] for the critical Tokunaga
processes (Sect. 6.5). Formally, consider a tree T that corresponds to a
critical Tokunaga process STokpt; c, γq (Def. 26). Establish the following
generalization of (59): for any given c ą 1, there exists a periodic function
Dcp¨q of period one such that
E
“
ordpT q ˇˇ#T “ 2n´ 1‰ “ logR n`Dc` logR n˘` op1q (225)
as nÑ8, where R “ 2c. We confirmed the validity of (225) numerically;
see Fig. 50.
imsart-generic ver. 2014/10/16 file: RandomTreeSurvey2019_arxiv_v2.tex date: May 21, 2019
Y. Kovchegov and I. Zaliapin/Random Self-Similar Trees 191
4. For a hierarchical branching process Sptq (Def. 23, Sect. 6.1), describe
the correlation structure of its Harris path. A special case is given by
Thm. 18; it shows that the Harris path of the exponential critical bi-
nary Galton-Watson tree GWpλq, which corresponds to the hierarchical
branching process Sptq d„ STokpt; c, γq (Sect. 6.5), is an excursion of the
exponential random walk (Sect. 7.6), with parameters
 1
2 , λ, λ
(
.
5. Recall that a rescaled Harris path of an exponential critical binary Galton-
Watson tree GWpλq converges to the excursion of a standard Brownian
motion [89, 106]. For a hierarchical branching process Sptq (Def. 23, Sect.
6.1), explore the existence of a proper infinite-tree limit and the respective
limiting excursion process.
6. Prove the following extension of Lem. 20. In the setup of the Lemma,
suppose that for any tree T , conditioned on p-shapepT q, the edge lengths
in T are independent. Show that fpxq is an exponential p.d.f.
7. Can the finite second moment assumption in Prop. 15 be removed? Also,
does (167) characterize the exponential distribution (like the characteri-
zations in Appendix B)?
8. In the context of Sect. 7.9, extend the one-dimensional result of Prop. 14 to
higher dimensions. Specifically, consider an n-dimensional compact differ-
entiable manifold M “Mn, and a Morse function f : M Ñ R. Construct
a natural Morse function f p1q : M Ñ R such that
level
`
f p1q
˘ “ R`levelpfq˘.
9. In the setting of Thm. 23 from Sect. 8, establish the asymptotic ratio-
Horton law (Def. 21) for the Kingman’s coalescent tree, and, if possi-
ble, prove the asymptotic strong Horton law (Def. 21). Specifically, prove
lim
jÑ8
Nj
Nj`1 “ R, and if possible, limjÑ8
`NjRj˘ “ const. Is it possible to
derive a closed form expression for the Horton exponent R?
10. Find a suitable ramification of the generalized dynamical pruning sufficient
for describing the evolution of the shock tree in the one-dimensional invis-
cid Burgers equation (220) and its multidimensional modification known
as the adhesion model [18, 57, 63]. Use this to complement the framework
developed in [127, 24, 25, 59].
imsart-generic ver. 2014/10/16 file: RandomTreeSurvey2019_arxiv_v2.tex date: May 21, 2019
Y. Kovchegov and I. Zaliapin/Random Self-Similar Trees 192
Appendix A: Weak convergence results of Kurtz for density
dependent population processes
We first formulate the framework for the convergence result of Kurtz as stated
in Theorem 2.1 in Chapter 11 of [50] (Theorem 8.1 in [87]). There, the density
dependent population processes are defined as continuous time Markov processes
with state spaces in Zd, and transition intensities represented as follows
qpnqpk, k ` `q “ n
„
β`
ˆ
k
n
˙
`O
ˆ
1
n
˙
, (226)
where `, k P Zd, and β` is a given collection of rate functions.
In Section 5.1 of [5], Aldous observes that the results from Chapter 11 of
Ethier and Kurtz [50] can be used to prove the weak convergence of a Marcus-
Lushnikov process to the solutions of Smoluchowski system of equations in the
case when the Marcus-Lushnikov process can be formulated as a finite dimen-
sional density dependent population process. Specifically, the Marcus-Lushnikov
processes corresponding to the multiplicative and Kingman’s coalescent with
the monodisperse initial conditions (n singletons) can be represented as finite
dimensional density dependent population processes defined above.
Define F pxq “ ř` `β`pxq. Then, Theorem 2.1 in Chapter 11 of [50] (Theorem 8.1
in [87]) states the following law of large numbers. Let Xˆnptq be the Markov pro-
cess with the intensities qpnqpk, k``q given in (226), and let Xnptq “ n´1Xˆnptq.
Finally, let |x| “ařx2i denote the Euclidean norm in Rd.
Theorem 33. Suppose for all compact K Ă Rd,ÿ
`
|`| sup
xPK
β`px¯q ă 8,
and there exists MK ą 0 such that
|F pxq ´ F pyq| ďMK|x´ y|, for all x, y P K. (227)
Suppose lim
nÑ8Xnp0q “ x0, and Xptq satisfies
Xptq “ Xp0q `
ż t
0
F pXpsqqds, (228)
for all T ě 0. Then
lim
nÑ8 supsPr0,T s
|Xnpsq ´Xpsq| “ 0 a.s. (229)
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Appendix B: Characterization of exponential random variables
This section contains a number of characterization results for exponential ran-
dom variables that we use in this manuscript. We refer the reader to [12, 7] for
more on characterization of exponential random variables.
The following result of K. S. Lau and C.R. Rao [88] that implies a character-
ization of exponential random variables is used by us for establishing Lemma
20. See [14] for more on Integrated Cauchy Functional Equations.
Lemma 32 ([88]). Consider an Integrated Cauchy Functional Equation
8ż
0
Gpx` yq
Gpyq dµpyq “ Gpxq @x ě 0, (230)
where µp¨q is a p.d.f. on r0,8q and Gpxq ą 0 for x in the support of µ. Then,
Gpxq “ e´λx for some λ ě 0.
The following characterization of exponential random variables follows immedi-
ately from Lemma 32.
Lemma 33. Consider a p.d.f. gpxq defined on r0,8q, and satisfying
gpxq “ 2
8ż
0
gpx` yqgpyq dy @x ě 0. (231)
Then, gpxq is an exponential density function.
Proof. Let Gpaq “
8ş
a
gpxq dx. Then, integrating (231), we have for all a ě 0,
Gpaq “
8ż
a
gpxq dx “ 2
8ż
0
Gpa` yqgpyq dy “
8ż
0
Gpa` yq
Gpyq dµpyq, (232)
where µpyq “ 1 ´ G2pyq is a p.d.f. on r0,8q. We notice that (232) produces
equation (230). Hence, by Lem. 32, Gpxq “ e´λx, where λ ą 0 as gpxq is
p.d.f.
Next, we recall the Parseval’s identity, which we will use in the proof of charac-
terization Lemma 34.
Theorem 34 (Parseval’s identity, [138]). For a pair of cumulative distribu-
tion functions F pxq and Gpxq and their respective characteristic functions pfpsq
and pgpsq the following identity holds for all s P R
8ż
´8
eisx pgpxq dF pxq “ 8ż
´8
pfpx` sq dGpxq.
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We give yet another characterization of the exponential p.d.f. φλpxq “ λe´λx1txě0u
as defined in (69).
Lemma 34. Consider a p.d.f. gpxq defined on r0,8q, and satisfying
φλpxq “ 2
8ż
0
gpx` yqgpyq dy @x ě 0. (233)
Then, gpxq “ φλpxq.
Proof. Observe that φλpxq satisfies
φλpxq “ 2
8ż
0
φλpx` yqφλpyq dy @x ě 0. (234)
Thus,
8ż
0
φλpx` yqφλpyq dy “
8ż
0
gpx` yqgpyq dy @x ě 0. (235)
Hence, for the two pairs of independent random variables
X1, X2
d„ p.d.f. φλpxq and Y1, Y2 d„ p.d.f. gpxq,
we have
X1 ´X2 d“ Y1 ´ Y2.
Therefore, for the characteristic functions pφλ and pg, we haveˇˇpφλpsqˇˇ2 “ E ”eispX1´X2qı “ E ”eispY1´Y2qı “ ˇˇpgpsqˇˇ2. (236)
Observe that (236) can be also obtained from (235) via multiplying both sides
by eisx and integrating.
Next, from the Parseval’s identity Theorem 34 and (235), we have @s ě 0,
8ż
0
eisypgpyq gpyq dy “ 8ż
0
gps` yqgpyq dy
“
8ż
0
φλps` yqφλpyq dy
“
8ż
0
eisy pφλpyqφλpyq dy. (237)
Therefore, pgpxq gpxq ” pφλpxqφλpxq,
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and (236) implies for any x ą 0,
gpxq “
ˇˇpgpxq gpxqˇˇˇˇpgpxqˇˇ “
ˇˇpφλpxqφλpxqˇˇˇˇpφλpxqˇˇ “ φλpxq.
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Appendix C: Notations
ρ root vertex;
φ the empty tree comprised of a root vertex and no edges;
T the space of finite unlabeled rooted reduced trees with no planar
embedding;
L the space of trees from T with edge lengths;
Tplane the space of finite unlabeled rooted reduced trees with planar em-
bedding;
Lplane the space of trees from Tplane with edge lengths;
BS the subspace of binary trees in a given space of rooted trees S,
e.g., S “ T , Tplane,L,Lplane;
S | the subspace of planted trees in a given space of rooted trees S;
S_ the subspace of stemless trees in a given space of rooted trees S;ĂBLplane the subspace of mass-equipped trees in BLplane;
GWptqkuq the probability distribution of (combinatorial) Galton-Watson
trees on T | with offspring p.m.f. tqku;
GWpq0, q2q the probability distribution of (combinatorial) binary Galton-
Watson trees on BT | with termination probability q0 and split
probability q2;
GWplanepq0, q2q the planar embedding of trees in GWpq0, q2q that assigns the left-
right orientation to each pair of offsprings uniformly and indepen-
dently;
GWpλ1, λq the probability distribution of exponential binary Galton-Watson
trees (see Def. 31);
GWpλq the probability distribution of exponential critical binary Galton-
Watson trees (Def. 22);
GW8pλq the probability distribution of infinite exponential critical binary
Galton-Watson tree built from the leaves down, with parameter
λ ą 0;
X
d„ D random element X has distribution D;
X
d“ Y random elements X and Y are equidistributed;
tˆpzq the generating function (z-transform) of a sequence ttpjquj“0,1,...;pfpsq the characteristic function of a random variable with p.d.f. fpxq;
Lfpsq the Laplace transform of fpxq;
a.s.Ñ almost sure convergence;
dÑ convergence in distribution;
pÑ convergence in probability;
xn „ yn asymptotic equivalence: lim
nÑ8
xn
yn
“ 1;
Eex the space of all positive piece-wise linear continuous finite excur-
sions with alternating slopes ˘1;
N the set of natural numbers t1, 2, . . . u;
Z` the set of nonnegative integer numbers t0, 1, 2, . . . u.
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Appendix D: Standard distributions
Exppλq the exponential distribution with rate λ; the respective p.d.f. is
φλpxq “ λe´λx, x ě 0;
Gammapα, βq the gamma distribution with shape parameter α ą 0 and rate
parameter β ą 0; the respective p.d.f. is fpxq “ βαxα´1e´βx{Γpαq
for x ě 0;
Geom0ppq the geometric distribution with p.m.f. ppmq “ p p1´pqm for m “
0, 1, 2, . . . ;
Geom1ppq the geometric distribution with p.m.f. ppmq “ p p1 ´ pqm´1 for
m “ 1, 2, 3, . . . ;
Poipλq the Poisson distribution with rate λ ą 0; the respective p.m.f. is
ppmq “ λme´λ{m! for m “ 0, 1, 2, . . . ;
UnifpAq the uniform distribution over a set A.
Appendix E: Tree functions and mappings
lengthpT q the length of a tree T P L (or Lplane) defined as the sum of the
lengths of its edges;
heightpT q the height of a tree T P L (or Lplane) defined as the maximal
distance between the root and a vertex;
shapepT q the combinatorial shape of a tree T P L (or Lplane); it is a mapping
from L (or Lplane) to T ;
p-shapepT q the combinatorial shape of a tree T P Lplane together with the
tree’s planar embedding; it is a mapping from Lplane to Tplane;
levelpfq the level set tree of a continuous function fpxq.
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