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Abstract. Dynamic Pushdown Networks (DPNs) are a natural model
for multithreaded programs with (recursive) procedure calls and thread
creation. On the other hand, CARET is a temporal logic that allows to
write linear temporal formulas while taking into account the matching
between calls and returns. We consider in this paper the model-checking
problem of DPNs against CARET formulas. We show that this prob-
lem can be effectively solved by a reduction to the emptiness problem of
Bu¨chi Dynamic Pushdown Systems. We then show that CARET model
checking is also decidable for DPNs communicating with locks. Our re-
sults can, in particular, be used for the detection of concurrent malware.
1 Introduction
Pushdown Systems (PDSs) are known to be a natural model for sequential pro-
grams [18]. Therefore, networks of pushdown systems are a natural model for
concurrent programs where each PDS represents a sequential component of the
system. In this context, Dynamic pushdown Networks (DPNs) [6] were intro-
duced by Bouajjani et al. as a natural model of multithreaded programs with
procedure calls and thread creation. Intuitively, a DPN is a network of pushdown
processes {P1, ...,Pn} where each process, represented by a Pushdown system
(PDS), can perform basic pushdown actions, call procedures, as well as spawn
new instances of pushdown processes. A lot of previous researches focused on
investigating automated methods to verify DPNs. In [6,15,14,9], the reachability
analysis of DPNs are considered. While the model-checking problem for DPNs
against double-indexed properties is undecidable, i.e., the properties where the
satisfiability of an atomic proposition depends on control states of two or more
threads [10], it is decidable to model-check DPNs against the linear temporal
logic (LTL) and the computation tree logic (CTL) with single-indexed properties
[19], i.e., properties where the satisfiability of an atomic proposition depends on
control states of only one thread.
CARET is a temporal logic of calls and returns [1]. This logic allows us to
write linear temporal formulas while taking into account the matching between
calls and returns. CARET is needed to describe several important properties
such as malicious behaviors or API usage rules. Thus, to be able to analyse such
properties for multithreaded programs, we need to be able to check CARET
⋆ This work was partially funded by the FUI project AiC.
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formulas for DPNs. We tackle this problem in this paper. As LTL is a subclass
of CARET, CARET model-checking for DPNs with double-indexed properties
is also undecidable. Thus, in this paper, we consider the model-checking problem
for DPNs against single-indexed CARET formulas and show that it is decidable.
A single-indexed CARET formula is a formula in the form
∧
fi where fi is a
CARET formula over a certain PDS Pi. A DPN satisfies
∧
fi iff all instances of
the PDS Pi created in the network satisfy the subformula fi.
The model-checking problem of DPNs against single-indexed CARET for-
mulas is non-trivial because the number of instances of pushdown processes in
DPNs can be unbounded. It is not sufficient to check if every PDS Pi satisfies
the corresponding formula fi. Indeed, we need to ensure that all instances of Pi
created during a run of DPN satisfies the formula fi. Also, it is not correct to
check whether all possible instances of Pi satisfy the formula fi. Indeed, an in-
stance of Pi should not be checked if it is not created during the run of DPNs. In
this paper, we solve these problems. We show that single-indexed CARET model
checking is decidable for DPNs. To this end, we reduce the problem of checking
whether Dynamic Pushdown Networks satisfy single-indexed CARET formulas
to the membership problem for Bu¨chi Dynamic Pushdown Networks (BDPNs).
Finally, we show that single-indexed CARET model checking is decidable for
Dynamic Pushdown Networks communicating via nested locks.
Related work.
[5,7,2,3] considered Pushdown networks with communications between pro-
cesses. However, these works consider only networks with a fixed number of
threads. The model-checking problem for pushdown networks where synchro-
nization between threads is ensured by a set of nested locks is considered in
[12,10,11] for single-indexed LTL/CTL and double-indexed LTL. These works
do not handle dynamic thread creation.
Multi-pushdown systems were considered in [13,4] to represent multithreaded
programs. These systems have only a finite number of stacks, and thus, they
cannot handle dynamic thread creation.
Pushdown Networks with dynamic thread creation (DPNs) were introduced
in [6]. The reachability problems of DPNs and its extensions are considered in
[6,9,14,15,21]. [19] considers the model-checking problem of DPNs against single-
indexed LTL and CTL, while [20] investigates the single-indexed LTL model
checking problem for DPNs with locks.
[17,16] consider CARET model checking for pushdown systems and its appli-
cation to malware detection. These works can only handle sequential programs.
In this paper, we go one step further and extend these works [17,16] to DPNs
and concurrent programs.
2 Linear Temporal Logic of Calls and Returns - CARET
In this section, we recall the definition of CARET [1]. A CARET formula is
interpreted on an infinite path where each state on the path is associated with a
tag in the set {call, ret, int}. A call-state denotes an invocation to a procedure
of a program while the corresponding ret-state denotes the ret statement of that
procedure. A simple statement (neither a call nor a ret statement) is called an
internal statement and its associated state is called int-state.
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Let ω = s0s1... be an infinite path where each state on the path is associated
with a tag in the set {call, ret, int}. Over ω, three kinds of successors are defined
for every position si:
– global-successor : The global-successor of si is si+1.
– abstract-successor : The abstract-successor of si is determined by its associ-
ated tag.
• If si is a call, the abstract successor of si is the matching return point.
• If si is a int, the abstract successor of si is si+1.
• If si is a ret, the abstract successor of si is defined as ⊥.
– caller-successor : The caller-successor of si is the most inner unmatched call
if there is such a call. Otherwise, it is defined as ⊥.
A global-path is obtained by applying repeatedly the global-successor op-
erator. Similarly, an abstract-path or a caller-path are obtained by repeatedly
applying the abstract-successor and caller-successor respectively.
Formal Definition. Given a finite set of atomic propositions AP. Let AP ′ =
AP ∪ {call, ret, int}. A CARET formula over AP is defined as follows (where
e ∈ AP ′):
ψ := e | ψ ∨ ψ | ¬ψ | Xgψ | Xaψ | Xcψ | ψUaψ | ψUgψ | ψU cψ
Let Σ = 2AP × {call, ret, int}. Let pi = pi(0)pi(1)pi(2)... be an ω-word over
Σ. Let (pi, i) be the suffix of pi starting from pi(i). Let nextgi , next
a
i , next
c
i be
the global-successor, abstract-successor and caller-successor of pi(i) respectively.
The satisfiability relation is defined inductively as follows:
– (pi, i)  e, where e ∈ AP ′, iff pi(0) = (Y, d) and e ∈ Y or e = d
– (pi, i)  ψ1 ∨ ψ2 iff (pi, i)  ψ1 or (pi, i)  ψ2
– (pi, i)  ¬ψ iff (pi, i) 2 ψ
– (pi, i)  Xgψ iff (pi, nextgi )  ψ
– (pi, i)  Xaψ iff nextai 6= ⊥ and (pi, next
a
i )  ψ
– (pi, i)  Xcψ iff nextci 6= ⊥ and (pi, next
c
i)  ψ
– (pi, i)  ψ1U
bψ2 (with b ∈ {g, a, c}) iff there exists a sequence of posi-
tions h0, h1, ..., hk−1, hk where h0 = i, for every 0 ≤ j ≤ k − 1 : hj+1 =
nextbhj , (pi, hj)  ψ1 and (pi, hk)  ψ2
Then, pi  ψ iff (pi, 0)  ψ. Other CARET operators can be expressed by the
above operators: F gψ = true Ugψ, Ggψ = ¬(true Ug¬ψ), F aψ = true Uaψ,...
Closure. Let ψ be a CARET formula over AP . The closure of ψ, denoted Cl(ψ),
is the smallest set that contains ψ, call, ret and int and satisfies the following
properties:
– if ¬ψ′ ∈ Cl(ψ), then ψ′ ∈ Cl(ψ)
– if Xbψ′ ∈ Cl(ψ) (with b ∈ {g, a, c}), then ψ′ ∈ Cl(ψ)
– if ψ1 ∨ ψ2 ∈ Cl(ψ), then ψ1 ∈ Cl(ψ), ψ2 ∈ Cl(ψ)
– if ψ1U
bψ2 ∈ Cl(ψ) (with b ∈ {g, a, c}), then ψ1 ∈ Cl(ψ), ψ2 ∈ Cl(ψ), Xb(ψ1U bψ2) ∈
Cl(ψ)
– if ψ′ ∈ Cl(ψ), and ψ′ is not in the form ¬ψ′′ then ¬ψ′ ∈ Cl(ψ)
Atoms. A set A ⊆ Cl(ψ) is an atom of ψ if it satisfies the following properties:
– ∀ψ′ ∈ Cl(ψ), ψ′ ∈ A⇔ ¬ψ′ /∈ A
– ∀ψ′ ∨ ψ′′ ∈ Cl(ψ), ψ′ ∨ ψ′′ ∈ A⇔ ψ′ ∈ A or ψ′′ ∈ A
– ∀ψ′U bψ′′ ∈ Cl(ψ), where b ∈ {g, a, c}, ψ′U bψ′′ ∈ A ⇔ ψ′′ ∈ A or (ψ′ ∈ A
and Xb(ψ′U bψ′′) ∈ A)
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– A includes exactly one element of the set {call, ret, int}
Let Atoms(ψ) be the set of atoms of ψ. Let A and A′ be two atoms, we define
the following predicates:
– AbsNext(A,A′) = true iff for every Xaφ′ ∈ Cl(ψ) : (Xaφ′ ∈ A iff φ′ ∈ A′).
– GlNext(A,A′) = true iff for every Xgφ′ ∈ Cl(ψ) : (Xgφ′ ∈ A iff φ′ ∈ A′)
– CallerNext(A,A′) = true iff for every Xcφ′ ∈ Cl(ψ) : (Xcφ′ ∈ A iff φ′ ∈
A′).
We define NexCallerForms(A) (resp. NexAbsForms(A)) to be a function
which returns the caller-formulas (resp. abstract-formulas) in A. Formally:
– NexCallerForms(A) = {Xcφ′ | Xcφ′ ∈ A}
– NexAbsForms(A) = {Xaφ′ | Xaφ′ ∈ A}
3 Dynamic Pushdown Networks (DPNs)
3.1 Definitions
Dynamic Pushdown Networks (DPNs) is a natural model for multithreaded pro-
grams [6]. To be able to define CARET formulas over DPNs, we must extend
this model to record whether a transition rule corresponds to a call, ret or a
simple statement (neither call nor ret).
Definition 1.A Dynamic Pushdown Network (DPN) M is a set {P1, ...,Pn}
s.t. for every 1 ≤ i ≤ n, Pi = (Pi, Γi, ∆i) is a Labelled Dynamic Pushdown
System (DPDS), where Pi is a finite set of control locations, Pi ∩ Pj = ∅ for all
j 6= i, Γi is a finite set of stack alphabet, and ∆i is a finite set of transition rules.
Rules of ∆i are of the following form, where p, p1 ∈ Pi, γ, γ1, γ2 ∈ Γi, ω1 ∈ Γ
∗
i ,
d ∈ {, psωs | psωs ∈
⋃
1≤j≤n Pj × Γ
∗
j }:
– (r1) pγ
call
−−→i p1γ1γ2 ⊲ d
– (r2) pγ
ret
−−→i p1ǫ ⊲ d
– (r3) pγ
int
−−→i p1ω1 ⊲ d
Intuitively, there are two kinds of transition rules depending on the nature
of d. A rule with a suffix of the form ⊲  is a nonspawn rule (does not spawn
a new process), while a rule with a suffix ⊲ psωs describes a spawn rule (a new
process is spawned). A nonspawn step describes pushdown operations of one
single process in the network. Roughly speaking, a call statement is described
by a rule in the form pγ
call
−−→i p1γ1γ2 ⊲ d ∈ ∆i. This rule usually models a
statement of the form γ
call proc
−−−−−−→ γ2 where γ is the control point of the program
where the function call is made, γ1 is the entry point of the called procedure
proc, and γ2 is the return point of the call; p and p1 can be used to encode
various information, such as the return values of functions, shared data between
procedures, etc. A return statement is modeled by a rule (r2) , while a rule (r3)
is used to model a simple statement (neither a call nor a return). A spawn step
allows in addition the creation of a new process. For instance, a rule of the form
pγ
t
−→i p1ω1 ⊲ psωs ∈ ∆i where t ∈ {call, ret, int} describes that a process Pi at
control location p and having γ on top of the stack can (1) change the control
location to p1 and modify the stack by replacing γ with ω1 and also (2) create
a new instance of a process Pj (1 ≤ j ≤ n) starting at psωs. Note that in this
case, if t is call, then ω1 is γ1γ2, and if t is ret, then ω1 is ǫ.
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A DPDS Pi can be seen as a Pushdown System (PDS) if there are no spawn
rules in ∆i. Generally speaking, a DPN consists of a set of PDSs {P1, ...,Pn}
running in parallel where each PDS can dynamically spawn new instances of
PDSs in the set {P1, ...,Pn} during the run. An initial local configuration of
a newly created instance psωs is called a Dynamically Created Local Initial
Configuration (DCLIC). For every i ∈ {1...n}, let Di = {psωs ∈
⋃
1≤j≤n Pj ×
Γ ∗j | pγ
t
−→i p1ω1 ⊲ psωs ∈ ∆i} be the set of DCLICs that can be created by the
DPDS Pi.
A local configuration of an instance of a DPDS Pi is a tuple pω where p ∈ Pi
is the control location, ω ∈ Γ ∗i is the stack content. A global configuration of M
is a multiset over
⋃
1≤i≤n Pi×Γ
∗
i , in which pω ∈ Pi×Γ
∗
i is a local configuration
of an instance of Pi which is running in parallel in the network M.
A DPDS Pi defines a transition relation =⇒i as follows: if pγ
t
−→i p1ω1 ⊲ d
then pγω =⇒i p1ω1ω ⊲ D for every ω ∈ Γ ∗i where D = ∅ if d = , D = {psωs} if
d = psωs. Let =⇒∗i be the transitive and reflexive closure of =⇒i, then, for every
pω ∈ Pi × Γ ∗i :
– pω =⇒∗i pω ⊲ ∅
– if pω =⇒∗i p1ω1 ⊲ D1 and p1ω1 =⇒
∗
i p2ω2 ⊲ D2, then, pω =⇒
∗
i p2ω2 ⊲ D1 ∪D2
A local run of an instance of a DPDS Pi starting at a local configuration c0 is
a sequence c0c1... s.t. for every x ≥ 0, cx ∈ Pi×Γ ∗i is a local configuration of Pi,
cx =⇒i cx+1 ⊲ D for some D. A global run ρ of M from a global configuration
G = {p0ω0, ..., pkωk} is a set of local runs (possibly infinite) where each local
run describes the execution of one instance of a certain DPDS Pi. Initially, ρ
consists of k local runs of k instances starting from {p0ω0, ..., pkωk}, when a new
instance is created, a new local run of this instance is added to ρ. For example,
when a DCLIC c is created by a certain local run of ρ, a new local run that
starts at c is added to ρ. Note that from a global configuration, we can obtain a
set of global runs because from a local configuration, we can have different local
runs.
3.2 Single-indexed CARET for DPNs
Given a DPNM = {P1, ...,Pn}, a single-indexed CARET formula f is a formula
in the form
∧n
i=1 fi s.t. for every 1 ≤ i ≤ n, fi is a CARET formula in which
the satisfiability of its atomic propositions depends only on the DPDS Pi.
Given a set of atomic propositions AP , let λ :
⋃n
i=1 Pi → 2
AP be a labeling
function that associates each control location with a set of atomic propositions.
Let pi = p0ω0p1ω1.... be a local run of the DPDS Pi. We associate to each
local configuration pxωx of pi a tag tx in {call, int, ret} as follows, where D = ∅
or D = {psωs}:
– If pxωx =⇒i px+1ωx+1 ⊲ D corresponds to a transition rule pγ
t
−→i p1ω1 ⊲ d,
then tx = t.
Then, we say that pi satisfies fi iff the ω-word (λ(p0), t0)(λ(p1), t1)... satisfies
fi. A local configuration c of Pi satisfies fi (denoted c  fi) iff there exists a local
run pi starting from c such that pi satisfies fi. If D is the set of DCLICs created
during the run pi, then, we write c D fi. A DPN M satisfies a single-indexed
CARET formula f iff there exist a global run ρ s.t. for every 1 ≤ i ≤ n, each
local run of Pi in ρ satisfies the formula fi.
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4 Applications
We show in this section how model-checking single-indexed CARET for DPNs
is necessary for concurrent malware detection.
Malware detection is nowadays a big challenge. Several malwares are multi-
threaded programs that involve recursive procedures and dynamic thread cre-
ation. Therefore, DPNs can be used to model such programs. We show in what
follows how single-indexed CARET for DPNs can describe malicious behaviors
of concurrent malwares.
More precisely, we show how this logic can specify email worms. To this aim,
let us consider a typical email worm: the worm Bagle. Bagle is a multithreaded
email worm. In the main thread, one of the first things the worm does is to
register itself into the registry listing to be started at the boot time. Then, it
does some different actions to hide itself from users. After this, the malware
creates one thread (named Thread2 ) that listens on the port 6777 to receive
different commands and also allow the attacker to upload a new file and execute
it. This grants the attacker the ability to update new versions for his malware.
In addition, the attacker can send a crafted byte sequence to this port to force
the malware to kill itself and delete it from the system. Thus, the attacker can
remove his malware remotely. In the next step, the malware creates one more
thread (named Thread3 ) which contacts a list of websites every 10 minutes to
announce the infection of the current machine. The malware sends the port it
is listening to as well as the IP of the infected machine to these sites. At some
point in the program, the malware continues to spawn a thread named Thread4
to search on local drives to look for valid email addresses. In this thread, for each
email address found, the malware attaches itself and sends itself to this email
address.
Thus, you can see that Bagle is a mutithreaded malware with dynamic thread
creation, i.e., the main process can create threads to fulfill various tasks. To
model Bagle, DPNs is a good candidate since DPNs allow dynamic thread cre-
ation. Let M = {P1,P2,P3,P4} be a model of Bagle where P1 is a PDS that
represents the main process of the malware; P2,P3,P4 are PDSs that model the
code segments corresponding to Thread1, Thread2, Thread3 respectively. Note
that P2,P3,P4 are designed to execute specific tasks, while P1 is a main pro-
cess able to dynamically create an arbitrary number of instances of P2,P3,P4
to fulfill tasks in need.
We show now how the malicious behavior of the different threads can be de-
scribed by a CARET formula. Let us start with the main process. The typical
behaviour of this process is to add its own executable name to the registry list-
ing so that it can be started at the boot time. To do this, the malware needs to
invoke the API function GetModuleF ileNameA with 0 and x as parameters.
GetModuleF ileNameA will put the file name of its current executable on the
memory address pointed by x. After that, the malware calls the API function
RegSetV alueExA with the same x as parameter. RegSetV alueExA will use the
file name stored at x to add itself into the registry key listing. This malicious
behaviour can be specified by CARET as follows:
ψ1 =
∨
x∈K
F g(call(GetModuleF ileNameA)∧ 0xΓ ∗ ∧ F a(call(RegSetV alueExA) ∧ xΓ ∗))
where the
∨
is taken over all possible memory addresses x over domain K.
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Note that parameters are passed via the stack in binary programs. For suc-
cinctness, we use regular variable expression xΓ ∗ (resp. 0xΓ ∗) to describe the
requirement that x (resp. 0x) is on top of the stack. Then, this formula states
that there is a call to the API GetModuleFileNameA with 0 and x on the top
of the stack (i.e., with 0 and x as parameters), followed by a call to the API
RegSetV alueExA with x on the top of the stack. Using the operator F a guar-
antees that RegSetValueExA is called after GetModuleFileNameA terminates.
Similarly, the malicious behaviors of the Threads 2, 3 and 4 can be described
by CARET formulas ψ2, ψ3 and ψ4 respectively .
Thus, the malicious behavior of the concurrent worm Bagle can be described
by the single-indexded CARET formula ψ = ψ1 ∧ ψ2 ∧ ψ3 ∧ ψ4.
5 Single-indexed CARET model-checking for DPNs
In this section, we consider the CARET model-checking problem of DPNs. Let
λ :
⋃n
i=1 Pi → 2
AP be a labeling function that associates each control location
with a set of atomic propositions. Let M = {P1, ...,Pn} be a DPN, f =
∧n
i=1 fi
be a single-indexed CARET formula.
5.1 Bu¨chi DPNs (BDPNs)
Definition 2.A Bu¨chi DPDS (BDPDS) is a tuple BPi = (Pi, Γi, ∆i, Fi) s.t.
Pi = (Pi, Γi, ∆i) is a DPDS, Fi ⊆ Pi is the set of accepting control locations. A
run of a BDPDS is accepted iff it visits infinitely often some control locations in
Fi.
Definition 3.AGeneralized Bu¨chi DPDS (GBDPDS) is a tuple BPi = (Pi, Γi, ∆i, Fi),
where Pi = (Pi, Γi, ∆i) is a DPDS and Fi = {F1, ..., Fk} is a set of sets of ac-
cepting control locations. A run of a GBDPDS is accepted iff it visits infinitely
often some control locations in Fj for every 1 ≤ j ≤ k.
Given a BDPDS or a GBDPDS BPi = (Pi, Γi, ∆i, Fi), let c ∈ Pi × Γ ∗i be
a local configuration of BPi. Then, let L(BPi) be the set of all pairs (c,D) ∈
Pi × Γ ∗i × 2
Di s.t. BPi has an accepting run from c and D is the set of DCLICs
generated during that run. We get the following properties:
Proposition 1.Given a GBDPDS BPi, we can effectively compute a BDPDS
BP ′i s.t. L(BPi) = L(BP
′
i).
This result comes from the fact that we can translate a GBDPDS to a cor-
responding BDPDS by applying the similar approach as the translation from a
Generalized Bu¨chi automaton to a corresponding Bu¨chi automaton [8].
Definition 4.A Bu¨chi Dynamic Pushdown Network (BDPN) is a set {BP1, ...,BPn}
s.t. for every 1 ≤ i ≤ n, BPi = (Pi, Γi, ∆i, Fi) is a BDPDS. A (global) run ρ of
a BDPN is accepted iff all local runs in ρ are accepting (local) runs.
Definition 5.A Generalized Bu¨chi Dynamic Pushdown Network (GBDPN) is a
set {BP1, ...,BPn} s.t. for every 1 ≤ i ≤ n, BPi = (Pi, Γi, ∆i, Fi) is a GBDPDS.
A (global) run ρ of a GBDPN is accepted iff all local runs in ρ are accepting
(local) runs.
Given a BDPN or a GBDPN BM = {BP1, ...,BPn}, let L(BM) be the set
of all global configurations G s.t. BM has an accepting run from G. We get the
following properties:
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Proposition 2.Given a GBDPN BM, we can effectively compute a BDPN BM′
s.t. L(BM) = L(BM′).
This result is obtained due to the fact that we can translate each GBDPDS
in BM to a corresponding BDPDS in BM′.
Given a BDPN BM = {BP1, ...,BPn} where BPi = (Pi, Γi, ∆i, Fi). Let I(c) be
the index i of the local configuration c ∈ Pi × Γ ∗i . Let D =
⋃n
i=1Di. Then, we
get the following theorem:
Theorem 1. [19,20] The membership problem of a BDPN is decidable in time
O(Σni=1|∆i|.|Γi|.|Pi|
3.2|Di| +Σc∈D(|c|.|PI(c)|
3.|ΓI(c)|.2
2|DI(c)| + |D|2.2|D|).
Thus, from Proposition 2 and Theorem 1, we get that the membership prob-
lem of a GBDPN is decidable.
Theorem 2. The membership problem of GBDPNs is decidable.
5.2 From CARET model checking of DPNs to the membership
problem in BDPNs
Given a local run pi, let ϑ(pi) be the index of the DPDS corresponding to pi. Let
G be an initial global configuration of the DPNM, then we say that G satisfies f
iffM has a global run ρ starting from G s.t. every local run pi in ρ satisfies fϑ(pi).
Determining whether G satisfies f is a non-trivial problem since the number of
global runs can be unbounded and the number of local runs of each global run
can also be unbounded. Note that it is not sufficient to check whether every
pushdown process Pi satisfies the corresponding CARET formula fi. Indeed, we
need to ensure that all instances of Pi created during a global run satisfy the
formula fi. Also, it is not correct to check whether all possible instances of Pi
satisfy the formula fi. Indeed, an instance of Pi should not be checked if it is
not created during a global run. To solve these problems, we reduce the CARET
model-checking problem for DPNs to the membership problem for GBDPNs. To
do this, we compute a GBDPN BM = {BP1, ...,BPn} where BPi (i ∈ {1..n}) is
a GBDPDS s.t. (1) the problem of checking whether each instance of Pi satisfies
a CARET formula fi can be reduced to the membership problem of BPi; (2) if
Pi creates a new instance of Pj starting from psωs, which requires that psωs  fj ;
BPi must also create an instance of BPj starting from a certain configuration
(computed from psωs) from which BPj has an accepting run. In what follows,
we present how to compute such GBDPDSs.
Let Label = {exit, unexit} (we explain later the need to these labels).
Given a DPDS Pi (i ∈ {1..n}), a corresponding CARET formula fi, we de-
fine Initiali as the set of atoms A (A ∈ Atoms(fi)) such that fi ∈ A and
NextCallerFormulas(A) = ∅. Our goal is that for every Pi (i ∈ {1..n}), we com-
pute a GBDPDS BPi s.t. for every pω ∈ Pi×Γ ∗i , pω satisfies fi iff there exists an
atom A where A ∈ Initiali s.t. BPi has an accepting run from Lp,A, unexitMω.
GBDPDSs Computation.
Let us fix a DPDS Pi = (P, Γ,∆) in the DPN M, a CARET formula fi in
f =
∧n
i=1 fi corresponding to the DPDS Pi. In this section, we show how to
compute such a GBDPDS BPi corresponding to Pi. Given a local configuration
pω, let δ(pω) be the index of the DPDS corresponding to pω. We define BPi =
(P ′, Γ ′, ∆′, F ) as follows:
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– P ′ = {Lp,A, lM | p ∈ P, l ∈ Label, A ∈ Atoms(fi) and A ∩AP = λ(p) } is the
finite set of control locations of BPi
– Γ ′ = Γ ∪ (Γ ×Atoms(fi)× Label) is the finite set of stack symbols of BPi.
The transition relation ∆′ of BPi is the smallest set of transition rules satisfying
the following:
– (α1) for every pγ
call
−−→i qγ′γ′′ ⊲ d ∈ ∆: Lp,A, lMγ −→i Lq, A′, l′Mγ′Lγ′′, A, lM ⊲
d0 ∈ ∆′ for every A,A′ ∈ Atoms(fi); l, l′ ∈ Label such that:
• (β0) A ∩ {call, ret, int} = {call}
• (β1) A ∩ AP = λ(p)
• (β2) A′ ∩ AP = λ(q)
• (β3) GlNext(A,A
′)
• (β4) CallerNext(A′, A)
• (β5) l′ = unexit implies (l = unexit and NexAbsForms(A) = ∅)
• (β6) d0 =  if d = ; d0 = Lps, A0, unexitMωs where A0 ∈ Initialδ(psωs)
if d = psωs
– (α2) for every pγ
ret
−−→i qǫ ⊲ d ∈ ∆:
• (α2.1) Lp,A, exitMγ −→i Lq, A′, l′Mǫ ⊲ d0 ∈ ∆′ for everyA,A′ ∈ Atoms(fi)
; l, l′ ∈ Label such that:
∗ (β0) A ∩ {call, ret, int} = {ret}
∗ (β1) A ∩AP = λ(p)
∗ (β2) A′ ∩ AP = λ(q)
∗ (β3) GlNext(A,A′)
∗ (β4) NexAbsForms(A) = ∅
∗ (β5) d0 =  if d = ; d0 = Lps, A0, unexitMωs whereA0 ∈ Initialδ(psωs)
if d = psωs
• (α2.2) Lq, A′, l′M, Lγ0, A0, l0M〉 −→i 〈Lq, A′, l′Mγ0 ∈ ∆′ for every γ0 ∈ Γ,A0, A′ ∈
Atoms(fi); l
′, l0 ∈ Label such that:
∗ (β6) AbsNext(A0, A′)
∗ (β7) NexCallerForms(A′) = NexCallerForms(A0)
∗ (β8) A′ ∩ AP = λ(q)
∗ (β9) l0 = l′
– (α3) for every pγ
int
−−→i qω ⊲ d ∈ ∆: Lp,A, lMγ −→i Lq, A′, lMω ⊲ d0 ∈ ∆′ for
every A,A′ ∈ Atoms(fi), l ∈ Label such that:
• (β0) A ∩ {call, ret, int} = {int}
• (β1) A ∩ AP = λ(p)
• (β2) A′ ∩ AP = λ(q)
• (β3) GlNext(A,A′)
• (β4) AbsNext(A,A′)
• (β5) NexCallerForms(A) = NexCallerForms(A′)
• (β6) d0 =  if d = ; d0 = Lps, A0, unexitMωs where A0 ∈ Initialδ(psωs)
if d = psωs
Let clUg (fi) = {φ1Ugχ1, ..., φkUgχk} and clUa(fi) = {ξ1Uaτ1, ..., ξk′Uaτk′}
be the set of Ug-formulas and Ua-formulas of Cl(fi) respectively. The generalized
Bu¨chi accepting condition F of BPi is defined as: F = {F1} ∪ F2 ∪ F3 where
– F1 = P ×Atoms(fi)× {unexit}
– F2 = {F
g
1 , ..., F
g
k } where F
g
x = {P × FφxUgχx × Label} where FφxUgχx =
{A ∈ Atoms(fi) | if φxUgχx ∈ A then χx ∈ A} for every 1 ≤ x ≤ k.
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– F3 = {F
a
1 , ..., F
a
k′} where F
a
x = {P × FξxUaτx × {unexit}} where FξxUaτx =
{A ∈ Atoms(fi) | if ξxUaτx ∈ A then τx ∈ A} for every 1 ≤ x ≤ k′.
Given a configuration pω, let P(pω) be the procedure to which pω belongs.
For example, in Figure 1, P(px+1ωx+1) = proc, ..., P(py−1ωy−1) = proc. Intu-
itively, we compute BPi as a kind of product of Pi and fi which ensures that: for
every pω ∈ Pi × Γ ∗i , pω satisfies fi iff there exists an atom A ∈ Intiali s.t. BPi
has an accepting run from Lp,A, unexitMω. To do this, we encode atoms of fi into
control locations of Pi. The form of control locations of BPi is Lp,A, lM where
A contains all sub formulas of fi which are satisfied at the configuration pω, l
is a label to determine whether the execution of the procedure of pω, P(pω) ,
terminates in the path pi. A configuration pω labeled with exit means that the
execution of P(pω) is finished in pi, i.e., the run pi will run through the procedure
P(pω), reaches its ret statement and exits P(pω) after that. On the contrary,
pω labeled with unexit means that in pi, the execution of the procedure P(pω)
never terminates, i.e., the run pi will be stuck in and never exits the procedure
P(pω). Let pi = p0ω0p1ω1... be a run of Pi and Lp0, A0, l0Mω0Lp1, A1, l1Mω1....be
a corresponding run of BPi. We give in what follows the intuition behind our
construction.
Encoding atoms to control locations. Firstly, we need to ensure that BPi
has an accepting (local) run from Lpx, AxMωx iff pxωx satisfies φ (denoted pxωx 
φ) for every φ ∈ Ax. To ensure this, in rules (α1), (α2) and (α3), the first
class of conditions (β0) ensures that the tags {call, ret, int} assigned to each
configuration of the run are guessed correctly. The second class of conditions
(β1) and (β2) expresses that for every e ∈ AP , (pi, x)  e iff e ∈ λ(px), and the
class of conditions (β3) expresses that (pi, x)  X
gφ′ iff (pi, x+ 1)  φ′. Now, let
us consider the most delicate case φ = Xaφ′ ∈ Ax . There are two possibilities:
call
A0 Ax
Ax+1proc ret
return-point
Lγ′′, AxMencoded & passed down
p0ω0 pxωx
px+1ωx+1
py−2ωy−2
py−1ωy−1
pyωy
Ay
Fig. 1: Case of Xaφ′ ∈ Ax
– pxωx =⇒i px+1ωx+1 ⊲ d0 corresponds to a call statement. Let us consider
Figure 1 to explain this case. Let pyωy be the abstract-successor of pxωx.
(pi, x)  Xaφ′ iff (pi, y)  φ′. Thus, we must have φ′ ∈ Ay. This is ensured by
rules (α1) and (α2): rules (α1) allow to recordX
aφ′ in the return point of the
call, and rules (α2) allow to extract and validate φ
′ when the return-point
is reached. In what follows, we show in more details how this works: Let
pxγ
call
−−→i px+1γ′γ′′ ⊲ d be the rule associated with the transition pxωx =⇒i
px+1ωx+1 ⊲ d0, then we have ωx = γω
′ and ωx+1 = γ
′γ′′ω′. Let py−1ωy−1
=⇒i pyωy ⊲ d0 be the transition that corresponds to the ret statement of this
call. Let then py−1β
ret
−−→i pyǫ ⊲ d ∈ ∆ be the corresponding return rule.
Then, we have necessarily ωy−1 = βγ
′′ω′, since as explained in Section 3.1,
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γ′′ is the return address of the call. After applying this rule, ωy = γ
′′ω′. In
other words, γ′′ will be the topmost stack symbol at the corresponding return
point of the call. So, in order to recover φ′ in Ay, we proceed as follows: At the
call pxγ
call
−−→i px+1γ′γ′′ ⊲ d, we encode Ax into γ′′ by the rule (α1) stating
that Lpx, Ax, lMγ −→i Lpx+1, Ax+1, l′Mγ′Lγ′′, Ax, lM ⊲ d0 ∈ ∆′. This allows
to record Xaφ′ in the corresponding return point of the stack. After that,
Lγ′′, Ax, lM will be the topmost stack symbol at the corresponding return-
point of this call. At the return-point, the condition (β6) in (α2.2) stating
that AbsNext(Ax, Ay) and the fact that φ = X
aφ′ ∈ Ax imply that φ′ ∈ Ay.
– pxωx =⇒i px+1ωx+1 ⊲ d0 corresponds to a simple statement. Then, the ab-
stract successor of pxωx is px+1ωx+1. (pi, x)  X
aφ′ iff (pi, x+ 1)  φ′. Thus,
we must have φ′ ∈ Ax+1. This is ensured by condition (β4) in (α3) stating
that AbsNext(Ax, Ax+1) = true
The label l. Now, let us explain how the label l is used in the transition rules to
ensure the correctness of the formulas. Note that our explanation above makes
implicitly the assumption that along the run pi, every call to a procedure proc
will eventually reach its corresponding return point, i.e., the run pi will finally
exit proc, then, we can encode formulas at the call and validate them at its
corresponding return-point. However, it might be the case that at a certain
point in the procedure proc, there will be a loop, and pi never exits proc. To
solve this problem, we annotate the control states by the label l ∈ {exit, unexit}
to determine whether pi can complete the execution of the procedure P(pω). In
the following, we explain three cases corresponding to three kinds of statements:
– Let us consider Figure 1. pxωx =⇒i px+1ωx+1 ⊲ d0 corresponds to a call
statement. Note that P(px+1ωx+1) = proc in this case. There are two possi-
bilities. If proc terminates, then the call at pxωx will reach its corresponding
return-point. In this case, px+1ωx+1 is labelled by exit. If proc never termi-
nates, then the call at pxωx will never reach its corresponding return-point.
In this case, px+1ωx+1 is labelled by unexit. If px+1ωx+1 is labelled by exit,
then pxωx can be labelled by exit or unexit. However, if px+1ωx+1 is labelled
by unexit, then pxωx must be labelled by unexit. This is ensured by the
condition (l′ = unexit implies l = unexit) in the rule (α1). In addition, if
px+1ωx+1 is labelled by unexit, then pxωx never reaches its corresponding
return-point. Thus, pxωx does not satisfy any formula in the form X
aφ. This
is ensured by the condition (l′ = unexit implies NexAbsForms(A) = ∅) in
the rule (α1).
– Again, let us consider Figure 1. py−1ωy−1 =⇒i pyωy ⊲ d0 corresponds to a ret
statement. At py−1ωy−1, we are sure that proc will terminate. In this case,
py−1ωy−1 must be always labelled by exit and pyωy can be labelled by exit
or unexit. This is ensured by the rule (α2.1). Also, the abstract-successor
of py−1ωy−1 is ⊥, then, py−1ωy−1 does not satisfy any formula in the form
Xaφ. This is ensured by the condition ( NexAbsForms(A) = ∅) in the rule
(α2.1).
– Finally, let us consider Figure 1. py−2ωy−2 =⇒i py−1ωy−1 ⊲ d0 corresponds to
a simple statement. Then, py−2ωy−2 and py−1ωy−1 are in the same procedure
proc. Thus, the labels assigned to py−2ωy−2 and py−1ωy−1 should be the
same. This is ensured by the transition rule (α3)
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The accepting conditions. The generalized Bu¨chi accepting condition F of
BPi consists of three families of accepting conditions F1, F2 and F3. The first
set F1 guarantees that an accepting run should go infinitely often through the
label unexit. Each set of F2 ensures that the liveness requirement φ2 in φ1U
gφ2
is eventually satisfied in P . The idea behind the set F3 is similar to the set F2
except that the liveness requirement for a Ua-formula φ1U
aφ2 is only required on
the (unique) infinite abstract path (labelled by unexit). With respect to caller-
until formulas, note that caller paths are always finite, so we do not need to
consider this case in F . The liveness requirements of caller-until formulas are
ensured by the condition NexCallerForms(A) = ∅ since pi(0) have no caller
successors.
Lemma 1.Given a DPDS Pi = (P, Γ,∆), and a CARET formula fi, we can
construct a GBDPDS BPi = (P ′, Γ ′, ∆′, F ) such that for every configuration
pω ∈ Pi × Γ ∗i , pω  fi iff there exists an atom A ∈ Initiali s.t. BPi has an
accepting run from Lp,A, unexitMω.
Spawning new instances. Lemma 1 guarantees that the problem of checking
whether an instance of Pi starting from pω satisfies fi can be reduced to the
problem of checking if BPi has an accepting run from Lp,A, unexitMω where
A ∈ Initiali. Now, we need to ensure the satisfiability on instances created
dynamically. Suppose that Pi spawns a new instance of Pj starting from psωs,
this means that we need to guarantee that psωs  fj . Note that by applying
Lemma 1 for the DPDS Pj , we get that psωs  fj iff there exists an atom
A ∈ Initialj s.t. BPj has an accepting run from Lps, A, unexitMωs. Then, the
requirement psωs  fj is ensured by the conditions (β6) in (α1), (β5) in (α2)
and (β6) in (α3) stating that for every pγ
t
−→i qω ⊲ d ∈ ∆ (t ∈ {call, ret, int}),
we have Lp,A, lMγ −→i Lq, A′, l′Mω ⊲ d0 ∈ ∆′ such that if d = psωs, then,
d0 = Lps, A0, unexitMωs where A0 ∈ Initialj (since δ(psωs) = j in this case).
Thus, we can show that:
Theorem 3. Given a DPN M = {P1, ...,Pn}, a single-indexed CARET for-
mula f =
∧n
i=1 fi, we can compute a GBDPN BM = {BP1, ...,BPn} such that
a global configuration G of M satisfies f iff G′ ∈ L(BM) where G′ is a global
configuration of BM that corresponds to the configuration G.
6 Single-indexed CARET model-checking for DPNs with
regular valuations
In this section, we consider the single-indexed CARET model-checking problem
for DPNs with regular valuations, in which the set of configurations where an
atomic proposition is satisfied is a regular language.
Definition 6.Let M = {P1, ...,Pn} be a DPN. For every i ∈ {1..n}, a set of
configurations of a pushdown process Pi = (Pi, ∆i, Γi) is regular if it can be
written as the union of sets of the form Ep, where p ∈ Pi and Ep = {(p, w)|w ∈
Lp}, where Lp is a regular set over Γ ∗i .
Definition 7.LetM = {P1, ...,Pn} be a DPN. Let AP be a finite set of atomic
propositions. Let ν : AP → 2
⋃
n
i=1 Pi×Γ
∗
i be a valuation. ν is called regular if for
every e ∈ AP , ν(e) is a regular set of configurations.
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Let ν : AP → 2
⋃n
i=1 Pi×Γ
∗
i be a regular valuation. We define λν : P × Γ
∗ →
2AP such that λν(pω) = {e ∈ AP | pω ∈ ν(e)}. Let pi = p0ω0p1ω1... be a
local path of Pi. We associate each configuration pxωx of pi with a tag tx in
{call, int, ret} as presented in Section 3.2. Let fi be a CARET formula over AP .
The satisfiability relation w.r.t. the regular valuation ν is defined as follows:
pi ν fi iff (λν(p0ω0), t0)(λν(p1ω1), t1) · · ·  fi
Theorem 4. [19] Single-indexed LTL model-checking with regular valuations for
DPNs can be reduced to standard LTL model checking for DPNs.
Given a DPNM = {P1, ...,Pn} and a regular valuation ν : AP → 2
⋃
n
i=1 Pi×Γ
∗
i ,
this result is based on translating every DPDS Pi (i ∈ {1..n}) into a DPDS
P ′ = (Pi, Γ ′i , ∆
′
i) where the regular valuation requirements are encoded in Γ
′
i .
The same reduction is still true for single-indexed CARET with regular valu-
ations. For details about this reduction, we refer readers to [19]. We can show
that:
Theorem 5. Single-indexed CARET model-checking with regular valuations for
DPNs can be reduced to standard single-indexed CARET model checking for
DPNs.
7 DPNs Communicating via Locks
Dynamic Pushdown Network with Locks (L-DPNs) is a natural formalism for
multithreaded programs communicating via locks [14,20]:
Definition 8.A Dynamic Pushdown Network with Locks (L-DPN) M is a set
{L, Act,P1, ...,Pn} where L is a set of locks, Act = {acq(l), rel(l), τ | l ∈ L} is a
set of actions on locks s.t. acq(l) (resp. rel(l)) for l ∈ L represents an acquisition
(resp. release) of the lock l and the action τ describes internal actions (neither
acquire nor release locks); for every 1 ≤ i ≤ n, Pi = (Pi, Γi, ∆i) is a Labelled
Dynamic Pushdown System with Locks (L-DPDS), where Pi is a finite set of
control locations and Pi ∩ Pj = ∅ for all j 6= i, Γi is a finite set of stack
alphabets, and ∆i is a finite set of transitions rules. Rules of ∆i are of the
following form, where a ∈ Act, p, p1 ∈ Pi, γ ∈ Γi, ω1 ∈ Γ ∗i , d ∈ {, psωs | psωs ∈⋃
1≤j≤n Pj × Γ
∗
j }:
– (r1) pγ
(a,call)
−−−−−→i p1γ1γ2 ⊲ d
– (r2) pγ
(a,ret)
−−−−→i p1ǫ ⊲ d
– (r3) pγ
(a,int)
−−−−→i p1ω ⊲ d
Intuitively, a L-DPN is a DPN where processes communicate via locks. The
difference is that each transition rule of L-DPNs is assigned to one additional
action a ∈ Act. Depending on the nature of the associated action a, each transi-
tion step of L-DPDSs include one additional operation on a given lock l. acq(l)
(resp. rel(l)) represents an acquisition (resp. release) of the lock l and the action
τ describe internal actions (neither acquire nor release locks).
A local configuration of an instance of a L-DPDS Pi is a tuple (pω, L) where
p ∈ Pi is the control location, ω ∈ Γ ∗i is the stack content and L ⊆ L is a
set of locks owned by the instance. A global configuration of M is a multiset
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over
⋃
1≤i≤n Pi × Γ
∗
i × 2
L, in which (pω, L) ∈ Pi × Γ
∗
i × 2
L represents the local
configuration of an instance of a pushdown process Pi which is running in the
network.
A L-DPDS Pi defines a transition relation =⇒i as follows where t ∈ {call, ret, int}:
– if pγ
(τ,t)
−−−→i p1ω1 ⊲ d then (pγω, L) =⇒i (p1ω1ω,L) ⊲ D0 where D0 = ∅ if
d = , D0 = {(psωs, ∅)} if d = psωs for every ω ∈ Γ ∗i , L ⊆ L
– if pγ
(acq(l),t)
−−−−−−→i p1ω1 ⊲ d then (pγω, L) =⇒i (p1ω1ω,L ∪ {l}) ⊲ D0 where
D0 = ∅ if d = , D0 = {(psωs, ∅)} if d = psωs for every ω ∈ Γ ∗i , L ⊆ L. This
expresses that the current instance can move from (pγω, L) to (p1ω1ω,L ∪
{l}). This ensures that the current instance owns the lock l after the action
acq(l).
– if pγ
(rel(l),t)
−−−−−→i p1ω1 ⊲ d then (pγω, L) =⇒i (p1ω1ω,L \ {l}) ⊲ D0 where
D0 = ∅ if d = , D0 = {(psωs, ∅)} if d = psωs for every ω ∈ Γ ∗i , L ⊆ L. This
means that the current instance can move from (pγω, L) to (p1ω1ω,L \ {l}).
This ensures that the current instance releases the lock l after the action
rel(l).
Roughly speaking, if d = psωs, then the current instance not only does local
move but also creates a new instance of the pushdown process Pj starting at
(psωs, ∅). Note that we suppose that the new instance holds no locks when it is
created.
A local run of an instance of a L-DPDS Pi starting at a local configuration c0
is a sequence c0c1... s.t. for every j ≥ 0, cj ∈ Pi×Γ ∗i ×2
L is a local configuration
of Pi, cj =⇒i cj+1 ⊲ D0. The definition of global run of a L-DPNs M is similar
to the one for DPNs.
Nested Lock Access. In this work, we suppose that in all local runs, the locks
are accessed in a well-nested and no-reentrant manner, i.e. a local run can only
release the latest lock it acquired that is not released yet. Indeed, if we allow
arbitrary locks, then reachability becomes undecidable [10].
Theorem 6. [20]Single-indexed LTL model-checking for L-DPNs can be reduced
to single-indexed LTL model checking for DPNs.
Given a L-DPN M = {L, Act,P1, ...,Pn}, this result is based on translat-
ing every Pi (i ∈ {1..n}) into a DPDS P ′i = (P
′
i , Γi, ∆
′
i) s.t. P
′
i is a kind of
product between the DPDS Pi and the acquisition structure, where an acquisi-
tion structure (encoded in control locations of P ′i) stores information about how
locks are used such as the number of held locks, the order of acquisition and
release of locks. We can compute a DPN M′ = {P ′1, ...,P
′
n} s.t. the global runs
ofM′ mimic the global runs ofM and the acquisition structures reflect the lock
usages. Thus, the global runs of M′ correspond to global runs of M in which
the locks are accessed in a nested manner. The same reduction is still true for
single-indexed CARET formulas. For details of this reduction, we refer readers
to [20]. We can show that:
Theorem 7. Single-indexed CARET model-checking for L-DPNs can be reduced
to single-indexed CARET model checking for DPNs.
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